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ABSTRACT. Interval parking functions (IPFs) are a generalization of ordinary parking functions in which each car is willing to park only in a fixed interval of spaces. Each interval parking function can be expressed as a pair \((a, b)\), where \(a\) is a parking function and \(b\) is a dual parking function. We say that a pair of permutations \((x, y)\) is reachable if there is an IPF \((a, b)\) such that \(x, y\) are the outcomes of \(a, b\), respectively, as parking functions. Reachability is reflexive and antisymmetric, but not in general transitive. We prove that its transitive closure, the pseudoreachability order, is precisely the bubble-sort order on the symmetric group \(S_n\), which can be expressed in terms of the normal form of a permutation in the sense of du Cloux; in particular, it is isomorphic to the product of chains of lengths \(2, \ldots, n\). It is thus seen to be a special case of Armstrong’s sorting order, which lies between the Bruhat and (left) weak orders. The number of reachable pairs of permutations appears to be connected to the number of covers in Bruhat order.

1. INTRODUCTION

We begin by briefly recalling the theory of parking functions, introduced in various contexts in \([6, 7, 8]\); see \([12]\) for a comprehensive survey. Consider a parking lot with \(n\) parking spots placed sequentially along a one-way street. A line of \(n\) cars enters the lot, one by one. The \(i^{th}\) car drives to its preferred spot \(a(i)\) and parks there if possible; if the spot is already occupied then the car parks in the first available spot. The list of preferences \(a = (a(1), \ldots, a(n))\) is called a parking function if all cars successfully park; in this case the outcome is the permutation \(O(a) = w = (w(1), \ldots, w(n))\), where the \(i^{th}\) car parks in spot \(w(i)\).

It is well known that the number of parking functions for \(n\) cars is \((n+1)^{n-1}\). Parking functions are an established area of research in combinatorics, with connections to labeled trees, non-crossing partitions, the Shi arrangement, symmetric functions, and other topics.

In this paper, we study a generalization of parking functions in which the \(i^{th}\) car is willing to park only in an interval \([a_i, b_i] \subseteq \{1, \ldots, n\}\). If all cars can successfully park then we say that the pair \((a, b) = ((a(1), \ldots, a(n)), (b(1), \ldots, b(n)))\) is an interval parking function, or IPF. (If \(b_i = n\) for all \(i\), then we recover the classical case described above.) It is easy to show that there are \(n!(n+1)^{n-1}\) IPFs for \(n\) cars, and that if \((a, b)\) is an IPF then the sequences \(a}\) and \(b^* = (n+1-b(n), \ldots, n+1-b(1))\) must both be parking functions, raising the question of the relationship between the permutations \(O(a)\) and \(O(b^*)\).

We say that a pair of permutations \((x, y) \in S_n \times S_n\) is reachable, written \(x \geq_B y\), if there exists an IPF \((a, b)\) such that \(x = O(a)\) and \(y^* = O(b^*)\). Reachability is not a partial order on \(S_n\) because it is not transitive; however, its transitive closure is a partial order, which we call pseudoreachability. The main result of this paper is that pseudoreachability order on \(S_n\) is precisely the bubble-sort order on \(S_n\) (see \([3,\ Example\ 3.4.3]\)), which in turn is an instance of the more general sorting order defined by Armstrong \([2]\) for Coxeter systems. In particular, pseudoreachability lies between Bruhat and (left) weak order in \(S_n\), and it is a self-dual distributive lattice, poset-isomorphic to the product \(C_2 \times \cdots \times C_n\), where \(C_i\) denotes the chain with \(i\) elements.

The proof proceeds as follows. The first significant result, Theorem 4.1, states that \((x, y)\) is reachable only if \(x \geq_B y\), where \(\geq_B\) denotes Bruhat order. By counting the fibers of the map \((a, b) \rightarrow (x, y)\), we establish Theorem 5.2, the Reachability Criterion, which is a key technical tool in what follows. Using this criterion, we show in \(\S 6\) that pseudoreachability is no weaker than left weak order, and use this result to show that it is
graded by length, just like the Bruhat and weak orders. In §7, we conclude the proof that pseudoeachability coincides with the bubble-sort order, again using the Reachability Criterion.

Initially, we had hoped to characterize reachability of a pair \((x, y)\) in terms of pattern-avoidance conditions on \(x\) and \(y\). This does not appear to be possible in general, but Section 8 contains partial results in this direction: Theorems 8.1 and 8.5 give sufficient conditions for a pair \((x, y)\) to be reachable, provided that \(x \geq_B y\). Finally, we conjecture that the number of reachable pairs \((x, y) \in \mathfrak{S}_n \times \mathfrak{S}_n\) gives what may be the first combinatorial interpretation of a certain analytically defined exponential generating function; the details are in Section 9.
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2. Preliminaries

Square brackets always denote integer intervals: For \(m, n \in \mathbb{Z}\) we put \([m, n] = \{m, \ldots, n\}\) and \([n] = \{1, n\}\). Lists of positive integers (including permutations) will be regarded as functions: thus we will write \(a = (a(1), \ldots, a(n))\) rather than \(a = (a_1, \ldots, a_n)\). Thus notation such as \(x[a, b]\) means \(\{x(a), x(a+1), \ldots, x(b)\}\). To simplify notation, we sometimes drop the parentheses and commas: e.g., \(2431 = (2, 4, 3, 1)\).

Let \(a = (a(1), \ldots, a(n))\) and \(b = (b(1), \ldots, b(n))\) \(\in \mathbb{Z}^n\). We write \(a \leq_C b\) if \(a(i) \leq b(i)\) for all \(i \in [n]\); this is the componentwise partial order on \(\mathbb{Z}^n\). The conjugate of \(x \in [n]^{\ast}\) is the vector \(x^* = (n+1-x(n), \ldots, n+1-x(1))\). Conjugation is an involution that reverses componentwise order.

If > is a partial ordering on a set \(S\), then \(\geq\) denotes a covering relation: \(x \geq y\) if \(x > y\) and there exists no \(z\) such that \(x > z > y\). It is elementary that if \(>1\) is a partial order at least as strong as \(>2\) (i.e., \(x > 2 y\) implies \(x > 1 y\)), then \(x > 2 y\) and \(x > 1 y\) together imply \(x > 2 y\).

The symmetric group of all permutations of \([n]\) is denoted by \(\mathfrak{S}_n\). We will as far as possible follow the notation and terminology for the symmetric group used in [3]. We set \(e = (1, \ldots, n)\) (the identity permutation) and \(w_0 = (n, n-1, \ldots, 1)\). The permutation transposing \(i\) and \(j\) and fixing all other values is denoted \(t_{ij}\), and we set \(s_i = t_{i, i+1}\); the elements \(s_1, \ldots, s_{n-1}\) are the standard generators. Our convention for multiplication is right to left, which is consistent with treating permutations as bijective functions \([n] \rightarrow [n]\). Thus \(t_{ij}x\) is obtained by transposing the digits \(i, j\) wherever they appear in \(x\), while \(xt_{ij}\) is obtained by transposing the digits in the \(i\)th and \(j\)th positions.

We list some standard facts from the theory of \(\mathfrak{S}_n\) as a Coxeter system of type \(A\), with generators \(S = \{s_1, \ldots, s_{n-1}\}\); see [3] for details. The length \(\ell(x)\) of \(x \in \mathfrak{S}_n\) is the smallest number \(k\) such that \(x\) can be written as a product \(s_{i_1} \cdots s_{i_k}\) of standard generators; in this case \(s_{i_1} \cdots s_{i_k}\) is called a reduced word for \(x\). It is a standard fact that length equals number of inversions:

\[
\ell(x) = \{(i, j) : 1 \leq i < j \leq n, \ x(i) > x(j)\}.
\]  

(1)

The Bruhat order is the partial order \(>_{B}\) on \(\mathfrak{S}_n\) defined as the transitive closure of the relations \(x > t_{ij}x\) whenever \(\ell(x) > \ell(t_{ij}x)\). (Multiplying \(x\) by \(t_{ij}\) on the right rather than the left produces the same order, because \(xt_{ij}x^{-1}\) is a transposition and \(xt_{ij} = (xt_{ij}x^{-1})x\).) The (left) weak order \(>_W\) is the transitive closure of the relations \(x > s_jx\) whenever \(s\) is a standard generator and \(\ell(x) > \ell(sx)\). Both of these orders make \(\mathfrak{S}_n\) into a graded poset with bottom element \(e\) and top element \(w_0\).

3. Parking functions and interval parking functions

We begin by recalling the theory of parking functions, introduced in various contexts in [6, 7, 8]; see [12] for a comprehensive survey. Let \(a = (a(1), \ldots, a(n)) \in [n]^n\). Consider a parking lot with \(n\) parking spaces placed sequentially along one-way street. Cars \(1, \ldots, n\) enter the lot in order and try to park.
**Algorithm A:** The \(i^{th}\) car parks in the first available space in the range \([a(i), n]\). If no space in the range \([a(i), n]\) is available, the algorithm fails.

If Algorithm A succeeds in parking every car, then the preference vector \(a\) is called a **parking function**. The set of all parking functions \(a = (a(1), \ldots, a(n))\) is denoted \(\text{PF}_n\). It is well known that \(|\text{PF}_n| = (n+1)^{n-1}\) and that

\[
\text{PF}_n = \{ a \in [n]^n : \tilde{a}(i) \leq i \ \forall i \}
\]

where \(\tilde{a}\) is the unique non-decreasing rearrangement of \(a\); in particular, every rearrangement of a parking function is a parking function.

The **outcome** of a parking function \(a \in \text{PF}_n\) is the permutation \(x = \mathcal{O}(a) = (x(1), \ldots, x(n))\), where \(x(i)\) is the spot in which car \(i\) parks given the preference list \(a\).

We now modify Algorithm A to obtain our central object of study.

**Algorithm B:** Let \(a, b \in [n]^n\) with \(a \leq_C b\). The \(i^{th}\) car parks in the first available space in the range \([a(i), b(i)]\). If no space in the range \([a(i), b(i)]\) is available, the algorithm fails.

**Definition 3.1.** If Algorithm B succeeds in parking every car, then \(c = (a, b)\) is called an **interval parking function**, or IPF. The set of all interval parking functions for \(n\) cars is denoted \(\text{IPF}_n\). The **feasible interval** for the \(i^{th}\) car is \([a(i), b(i)]\).

For example,

\[
\text{IPF}_2 = \{(11, 12), (11, 22), (12, 12), (12, 22), (21, 21), (21, 22)\}.
\]

Unlike ordinary parking functions, IPFs are not invariant under the action of \(S_2\) by permuting cars. For example, \((11, 12)\) is an IPF but \((11, 21)\) is not.

**Proposition 3.2.** Let \(a, b \in [n]^n\). Then:

1. \(a \in \text{PF}_n\) if and only if \((a(n), \ldots, n)) \in \text{IPF}_n\).
2. \((a, b) \in \text{IPF}_n\) if and only if \(a \in \text{PF}_n\) and \(\mathcal{O}(a) \leq_C b\).

**Proof.** For (1), if \(b(i) = n\) for all \(i\) then Algorithm B is identical to Algorithm A. For (2), if the given conditions hold, then the execution of Algorithm B mimics that of Algorithm A. On the other hand, if \(a\) is not a parking function, then some car will not find a spot, while if \(\mathcal{O}(a) \not\leq_C b\) then some car will not find a spot in its own feasible interval. 

As a consequence of the proof of (2), the outcome \(\mathcal{O}(c)\) of \(c = (a, b)\) is just \(\mathcal{O}(a)\). Moreover, for every \(a \in \text{PF}_n\), there are precisely \(n!\) choices for \(b\) such that \((a, b) \in \text{IPF}_n\). (This fact was first observed by Sean English.) In particular,

\[
|\text{IPF}_n| = n!(n+1)^{n-1}.
\]  

(2)

**Proposition 3.3.** Let \(c = (a, b) \in \text{IPF}_n\). Then:

1. \(b^* \in \text{PF}_n\).
2. \(a \leq_C \mathcal{O}(c) \leq_C b\) and \(\mathcal{O}(b^*) \leq_C b\).

**Proof.**

1. Let \(\tilde{b}\) be the non-decreasing rearrangement of \(b\). Then it must be that \(\tilde{b} \geq_C (1, \ldots, n)\). By way of contradiction, suppose that \(\tilde{b} \not\geq_C (1, \ldots, n)\). Let \(i\) be the smallest coordinate such that \(\tilde{b}(i) < i\). Since \(\tilde{b}(1) \leq b(2) \leq \cdots \leq b(i) < i\), the cars 1 through \(i\) in \(\tilde{b}\) parked in the spots \(1, \ldots, i-1\), which is a contradiction by pigeonhole. Thus \(\tilde{b} \geq_C (1, \ldots, n)\). Conjugation reverses the order \(\leq_C\) and commutes with rearrangement, so

\[
\tilde{b} = \tilde{b}^* \leq_C (1, \ldots, n)
\]

showing that \(b^*\) is a parking function.

2. Evidently \(a \leq_C \mathcal{O}(c) \leq_C b\). By (1), \(b^*\) is a parking function. Thus \(b^* \leq_C \mathcal{O}(b^*)\). Conjugation reverses the order \(\leq_C\) and is an involution, so \(\mathcal{O}(b^*) \leq_C (b^*)^* = b\). 

\(\square\)
4. The Bruhat property

In this section, we prove another property of interval parking functions related to Bruhat order on permutations. We use the following characterization of Bruhat order [3, Thm. 2.1.5, p.32]: \( y \leq_B x \) if and only if

\[
y(i, j) \leq x(i, j) \quad \forall i, j \in [n]
\]

where

\[
u(i, j) = \# \{ k \in [n] : u(k) \geq j \}.
\]

(This quantity is notated \( u[i, j] \) in [3], but we reserve that notation for the image of an interval under a permutation.) For later use, we observe that by pigeonhole, it is always the case that

\[
x(i, j) \geq i - j + 1.
\]

Suppose that \( c = (a, b) \) is an IPF, and let \( x = O(a) \) and \( y = O(b^*)^* \). Then \( x(i, j) \) is the number of cars \( 1, \ldots, i \) that park at or after spot \( j \) under the parking function \( a \).

**Theorem 4.1.** Suppose that \( c = (a, b) \) is an IPF. Let \( x = O(a) \) and \( y = O(b^*)^* \). Then \( x \geq_B y \).

**Proof.** First, we may assume without loss of generality that \( x = a \), because replacing \( a \) with \( x \) doesn’t change the execution of Algorithm B (the \( i^{th} \) car will have to drive to spot \( x(i) \) anyway, and it is able to park there because \( c \) is an IPF).

Fix \( i, j \in [n] \), and let \( p = x(i, j) \) and \( q = y(i, j) \). By (3) we wish to show that \( p \geq q \). By definition of \( y(i, j) \) we have

\[
y[i, i] \cap [j, n] = q
\]

or equivalently

\[
y^*[n - i + 1, n] \cap [1, n + 1 - j] = q.
\]

Therefore, when Algorithm A is run on the parking function \( b^* \) with outcome \( y^* \), the first \( n - i \) cars must leave open at least \( q \) spaces in the range \( [1, n + 1 - j] \), so they cannot fill as many as \( (n + 1 - j) - q + 1 = n - j - q + 2 \) of them. Therefore, \( b^*[1, n - i] \) can contain no subset \( \{ v(1), \ldots, v^*(n - j - q + 2) \} \) such that

\[
(v(1), \ldots, v^*(n - j - q + 2)) \leq_C (q, \ldots, n + 1 - j).
\]

Equivalently, \( \{ b(i + 1), \ldots, b(n) \} \) can contain no subset \( \{ v(1), \ldots, v(n - j - q + 2) \} \) such that

\[
(v(1), \ldots, v(n - j - q + 2)) \geq_C (j, \ldots, n + 1 - q + 2).
\]

It follows that when Algorithm B is run on \( c \), no more than \( n - j - q + 1 \) of the last \( n - i \) cars will park in the spots \( [j, n] \). On the other hand, since \( x = O(c) \), no more than \( p = x(i, j) \) of the first \( i \) cars can park in the spots \( [j, n] \). Therefore, the total number of cars that park in \( [j, n] \) is at most

\[
n + 1 - j + q + p = \|j, n\| + (p - q).
\]

On the other hand, exactly \( \|j, n\| \) cars park in \( [j, n] \). It follows that \( p \geq q \), as desired. \( \square \)

Theorem 4.1 asserts that there is a well-defined **bioutcome** function

\[
\hat{O} : \text{IPF}_n \rightarrow \{ (x, y) \in \mathfrak{S}_n \times \mathfrak{S}_n : x \geq_B y \}
\]

\[
(a, b) \mapsto (O(a), O(b^*)^*).
\]

We say that a pair \( (x, y) \in \mathfrak{S}_n \times \mathfrak{S}_n \) is **reachable** if it is in the image of \( \hat{O} \); in this case we write \( x \geq_R y \). (We use this notation rather than \( x \geq_B y \) because reachability is not a partial order on \( \mathfrak{S}_n \), as we will discuss shortly.) Then Theorem 4.1 asserts that all reachable pairs are related in Bruhat order.

**Remark 4.2.** If \( a \) and \( b^* \) are parking functions such that \( O(a) \geq_B O(b^*)^* \), it does not follow that \( c = (a, b) \) is an IPF. For example, if \( a = w_0 \) and \( b \) is a permutation, then certainly \( a = O(a) \geq_B O(b^*)^* = b \), but \( (a, b) \) is an IPF only if \( b = w_0 \) as well.

Moreover, if \( x, y \in \mathfrak{S}_n \) with \( x \geq_B y \), there does not necessarily exist any IPF \( c = (a, b) \) such that \( \hat{O}(c) = (x, y) \). For example, when \( n = 3 \), take \( (x, y) = (321, 213) \), so that \( y^* = 132 \). Then \( a = 321 \) is the only
parking function with \( O(a) = x \). By Prop. 3.3(2) we must have \( b \geq_C a \), so \( b \in \{321, 331, 322, 332, 323, 333\} \) and \( b^* \in \{321, 311, 221, 211, 212, 111\} \). But none of these parking functions have outcome \( y^* = 132 \).

The relation of reachability is reflexive (because \( \bar{O}(x, x) = (x, x) \) for all \( x \in S_n \)) and antisymmetric (as a consequence of Theorem 4.1). However, it is not transitive: for example, \( 321 \not\geq_R 213 \), as just shown, but \( (321, 312) = \bar{O}(321, 322) \) and \( (312, 213) = \bar{O}(312, 313) \) are reachable. This observation motivates the following definition.

**Definition 4.3.** We say that \((x, y)\) is pseudoreachable, written \( x \geq_P y \), if there is a sequence \( x = x_0 \geq_R x_1 \geq_R \cdots \geq_R x_k = y \). That is, pseudoreachability is the transitive closure of reachability. As such, it is a partial order on \( S_n \), which by Theorem 4.1 is no stronger than Bruhat order.

For reference, we summarize the various order-like relations that we will consider.

| Relation | Description |
|----------|-------------|
| \( a \geq_C b \) | Componentwise order on \( \mathbb{Z}^n \) |
| \( x \geq_B y \) | Bruhat order |
| \( x \geq_W y \) | Left weak order |
| \( x \geq_R y \) | Reachability (not transitive) |
| \( x \geq_P y \) | Pseudoreachability |

## 5. Reachability via Counting Fibers of the Bioutcome Map

Fix a pair of permutations \((x, y)\) \( \in S_n \times S_n \). How can we determine if \((x, y)\) is reachable? More generally, what is the number \( \phi(x, y) = |\bar{O}^{-1}(x, y)| \) of IPFs \((a, b)\) with bioutcome \((x, y)\)?

We can answer this enumerative question quickly, although the resulting formula is recursive and somewhat opaque. First, for each \( i \), the number of possibilities \( c_i = c_i(x, y) \) for \( a(i) \) is the size of the largest block of spaces ending in \( x(i) \) that are all occupied by one of the first \( i \) cars. That is,

\[
c_i = c_i(x, y) = \max \{ j \in [1, x(i)] : x^{-1}(x(i) - k) \leq i \text{ for all } 0 \leq k \leq j - 1 \}.
\]

Second, given \( a(1), \ldots, a(i) \), the number of possibilities for \( b(i) \) is \( d_i = d_i(x, y) = \#D_i(x, y) \), where

\[
D_i(x, y) = \{ k \in [0, J_i - 1] : y(i) + k \geq x(i) \}
\]

and

\[
J_i = \max \{ j \in [1, n + 1 - y(i)] : y^{-1}(y(i) + k) \geq i \text{ for all } 0 \leq k \leq j - 1 \}.
\]

The definition of \( J_i \) is analogous to that of \( c_i \): it is the size of the largest block of spaces ending in \( n + 1 - y(i) \) that are all occupied by one of the first \( n + 1 - i \) cars, so it is the number of possible values for \( b^*_i \) under which \( O(b^*) = y^* \). The additional condition \( y(i) + k \geq x(i) \) in the definition of \( D_i \) ensures that \((a, b)\) is an IPF because the upper bound on \( x(i) \) given by \( b(i) \) does not conflict with where the \( i^{th} \) car parks under Algorithm B.

The sequences \( c = (c_1, \ldots, c_n) \) and \( d = (d_1, \ldots, d_n) \) then determine the size of the fibers of \( \bar{O} \):

\[
\phi(x, y) = |\bar{O}^{-1}(x, y)| = \prod_{i=1}^{n} c_i d_i. \tag{9}
\]

**Example 5.1.** Let \( x = 361245 \) and \( y = 341256 \). Then \( c = (1, 1, 1, 2, 4, 5) \) and \( d = (4, 1, 2, 1, 2, 1) \), so there are \( 2^4 4^2 5^1 = 640 \) IPF’s with bioutcome \((x, y)\).

It is clear from the definition that \( 1 \leq c_i \leq i \) for all \( i \). On the other hand, one or more \( d_i \) may be zero. The pair \((x, y)\) is reachable if and only if \( d_i > 0 \) for all \( i \); we refer to this as the **Count Criterion** for reachability.

Evidently, the largest fiber occurs when \( x \) and \( y \) both equal the identity permutation in \( S_n \). In this case \( c = (1, 2, \ldots, n) \) and \( d = (n, n - 1, \ldots, 1) \), and the fiber size is \((n!)^2 \). At the opposite end of the spectrum, if \((x, y) = (n, \ldots, 1)\), then \( \phi(x, y) = 1 \).
Perhaps a better way to think about reachability is the following criterion. If we are solely interested in reachability and not the number of IPFs that achieve a given outcome, we can rephrase reachability more directly in terms of the permutations $x$ and $y$.

**Theorem 5.2 (Reachability Criterion).** Let $x, y \in S_n$. Then

$$x \geq y \iff [y(i), x(i)] \subseteq y[i, n] \quad \forall i \in [n].$$

**Proof.** Let $i \in [n]$. We will show that $d_i(x, y) > 0$ if and only if $[y(i), x(i)] \subseteq y[i, n]$.

Suppose that $[y(i), x(i)] \nonempty y[i, n]$. That is, there is some $m \in [y(i), x(i)]$ such that $y^{-1}(m) < i$. Thus $J = [y(i), x(i)] \nonempty y[i, n]$.

Let $x, y \in S_n$. Suppose that $i \in [n]$. Let $d_i(x, y) = 0$. Then $y(i) \geq y(x(i))$. Therefore $J = i$.

Thus $J = i$. Q.E.D.

It is worth emphasizing that the Reachability Criterion is sufficient, but not necessary, for showing that $x \geq y$. For example, the pair $(x, y) = (321, 213)$ fails (RC) for $i = 2$, but nonetheless $x \geq y$.

**Proposition 5.3.** The sequence $d(x, y)$ has the following properties.

(a) $d_1 \geq 1$.

(b) For each $i$, if $y(i) \geq x(i)$, then $d_i \geq 1$.

(c) If $x \geq y$, then $d_n = 1$.

**Proof.** The first two assertions are direct consequences of (RC). For (a), we have $[y(1), x(1)] \subseteq [n] = y[n]$, and for (b), if $y(i) \geq x(i)$ then $[y(i), x(i)] \subseteq [y(i)] \subseteq y[i, n]$.

For (c), if $y \geq x$, then $y(n) \geq x(n)$ (a consequence of the inequalities (3) for $i = n - 1$ and all $j$), so $d_n > 0$ by part (b). Observe that

$$J_n = \max\{j \mid y(n) + k \leq n \text{ and } y^{-1}(y(n) + k) \geq n \text{ for all } 0 \leq k \leq j - 1\} = 1$$

because the conditions are true for $k = 0$ but false for $k > 0$. Therefore, $D_n = \{k \in [0, n] : y(n) \geq x(n)\} = \{0\}$ and $d_n = \#D_n = 1$.

6. Pseudoreachability order is graded

In this section, we prove that the pseudoreachability order $\geq_P$ on $S_n$ is graded by length, just like the Bruhat and weak orders.

Temporarily, we will use the notation $x \triangleright_R y$ to mean that $x \geq_R y$ and $\ell(x) = \ell(y) + 1$. Note that if $x \triangleright_R y$ then $x \succ_P y$ (because $x \succ_B y$). Our goal is to prove the converse of the last statement, which will imply that pseudoreachability is graded by length.

We have already shown that pseudoreachability order is no stronger than Bruhat order $\geq_B$. We next show that it is no weaker than left weak order $\geq_W$.

**Proposition 6.1.** If $x \succ_W y$, then $x \triangleright_R y$.

**Proof.** Suppose that $x \succ_W y$, i.e., that $x = s_j y$, where $j = y^{-1}(a) < y^{-1}(a + 1) = k$. Then Prop. 5.3(b) implies that $d_j(x, y) > 0$ for all $i \in [n] \setminus \{j\}$. Meanwhile $[y(j), x(j)] = [a, a + 1] = [y(j), y(k)] \subseteq [y(j), y(n)]$, so (RC) implies that $d_j(x, y) > 0$ as well. Q.E.D.

For each $x \in S_n$, let $\hat{x}$ be the permutation in $S_{n-1}$ defined by

$$\hat{x}(i) = \begin{cases} x(i) & \text{if } x(i) < x(n), \\ x(i) - 1 & \text{if } x(i) > x(n). \end{cases}$$

**Lemma 6.2.** Let $x, y \in S_n$ with $x(n) = y(n)$. Then $x \geq_R y$ if and only if $\hat{x} \geq_R \hat{y}$.
Proof. By (RC), the proof reduces to showing that
\[ [y(i), x(i)] \subseteq [y, n] \quad \forall i \in [n] \tag{11a} \]
if and only if
\[ [\hat{y}(i), \hat{x}(i)] \subseteq [\hat{y}, n] \quad \forall i \in [n-1]. \tag{11b} \]
( \Longrightarrow ) Assume that (11a) holds. Let \( i \in [n-1] \) and \( a \in [\hat{y}(i), \hat{x}(i)] \). There are two cases to consider.

Case 1a: \( a < y(n) \). Then \( \hat{y}(i) \leq a < y(n) \), so \( \hat{y}(i) = y(i) \) (since (10) implies that if \( \hat{y}(i) = y(i) - 1 \) then \( \hat{y}(i) \geq y(n) \)). Thus
\[ [\hat{y}(i), a] = [y(i), a] \subseteq [y(i), x(i)] \subseteq [\hat{y}, n] \]
because \( a \leq \hat{x}(i) \leq x(i) \), and by (11a). Therefore \( a = y(k) = \hat{y}(k) \) for some \( k \in [i, n-1] \).

Case 1b: \( a \geq y(n) \). Then, since \( \hat{y}(i) \geq y(i) - 1 \) and \( x(i) \geq \hat{x}(i) \geq y(n) \), \( a \in [\hat{y}(i), \hat{x}(i)] \) implies that \( a \in [y(i) - 1, x(i) - 1] \), i.e., \( y(i) \leq a + 1 \leq x(i) \). By (11a) there is some \( k \in [i, n] \) such that \( a + 1 = y(k) \). In fact \( k \neq n \) (since \( a + 1 > y(n) \)), so \( y(k) = y(k) - 1 = a \) and so \( a \in [\hat{y}, n-1] \).

In both cases we have proved (11b).

( \Longleftarrow ) Assume that (11b) holds. It is immediate that (11a) holds when \( i = n \), so fix \( i \in [n-1] \) and \( a \in [y(i), x(i)] \). We wish to show that \( a = y(k) \) for some \( k \in [i, n] \). This is clear if \( a = y(n) \), so assume \( a \neq y(n) \).

Case 2a: \( a < y(n) \). Since \( a \in [y(i), x(i)] \), either \( a = x(i) \) or \( a = x(i) \). If \( a = x(i) \), then \( a = x(i) = \hat{x}(i) \). If \( a < x(i) \), then \( a \leq \hat{x}(i) \) since \( \hat{x}(i) \geq x(i) - 1 \). In either case,
\[ [\hat{y}(i), a] = [\hat{y}(i), a] \subseteq [\hat{y}(i), \hat{x}(i)] \subseteq [\hat{y}, n-1]. \]

Thus \( a = \hat{y}(k) = y(k) \) for some \( k \in [i, n-1] \).

Case 2b: \( a > y(n) \). Since \( a \in [y(i), x(i)] \), either \( a = y(i) \) or \( a > y(i) \). If \( a = y(i) \), then \( a - 1 = y(i) - 1 = \hat{y}(i) \) since \( y(i) > \hat{y}(i) \). If \( a > y(i) \), then we know that \( a - 1 \geq \hat{y}(i) \) since \( y(i) \geq \hat{y}(i) \). It follows that \( a - 1 \in [\hat{y}(i), \hat{x}(i)] \), so, by (11b), there is some \( k \in [i, n-1] \) such that \( a - 1 = \hat{y}(k) \geq y(n) \). Therefore, \( a = y(k) \).

In both cases we have proved (11a).

\[ \square \]

Corollary 6.3. Let \( x, y \in S_n \) with \( x(n) = y(n) \). Then \( x \triangleright_R y \) if and only if \( \hat{x} \triangleright_R \hat{y} \).

Proof. The definition of \( \hat{x} \) implies that
\[ \ell(\hat{x}) = \ell(x) - (n - x(n)), \tag{12} \]
which together with Lemma 6.2 produces the desired result.

\[ \square \]

Proposition 6.4. Let \( x, y \in S_n \) such that \( x \triangleright_R y \), and let \( m = \ell(x) - \ell(y) \). Then there exists a chain
\[ x_0 = y \triangleleft_R x_1 \triangleleft_R \cdots \triangleleft_R x_m = x. \tag{13} \]

Proof. The proof proceeds by double induction on \( n \) and \( m \). The conclusion is trivial when \( n \leq 2 \) or \( m \leq 1 \).

Accordingly, let \( n > 2 \) and \( m > 1 \), and assume inductively that the theorem holds for all \( (n', m') < (n, m) \).

First, suppose that \( x(n) = y(n) \). Then \( x \triangleright_R \hat{y} \) by Lemma 6.2 where \( \hat{x}, \hat{y} \) are defined by (10). Moreover, \( \ell(\hat{x}) - \ell(\hat{y}) = \ell(x) - \ell(y) = m \) by (12). Therefore, by the induction hypothesis, there is a chain \( \hat{y} = \hat{x}_0 \triangleleft_R \hat{x}_1 \triangleleft_R \cdots \triangleleft_R x_m = \hat{x} \) in \( S_{n-1} \), which by Corollary 6.3 can be lifted to a chain of the form (13).

Second, suppose that \( x(n) \neq y(n) \). Since \( x \triangleright_R y \) by Theorem 4.1, in fact \( x(n) < y(n) \) (as noted in the proof of Prop. 5.3(c)). Let \( p = y(n) - 1 \); then \( p \in [1, n-1] \), so we may set \( q = y^{-1}(p) \) and \( z = s_p y = y_{q,n} \).

Then \( x \triangleright_W z \) and so \( z \triangleright_R y \) by Prop. 6.1. We will show that \( x \triangleright_R z \) using (RC).

Case 1: \( 1 \leq i \leq q \). Then \( [z(i), x(i)] \subseteq [y[i], x(i)] \) and \( y[i, n] = z[i, n] \), so \( d_n(x, z) \geq 1 \) implies \( d_n(x, z) \geq 1 \).

Case 2: \( q < i < n \). Then \( p = y(q) \notin [y[i], n] \), so by (RC) \( p \notin [y(i), x(i)] \). Thus \( p + 1 \notin [y(i) + 1, x(i) + 1] \), and certainly \( p + 1 = y(n) \neq y(i) \). Thus \( [y(i), x(i)] \subseteq [y[i, n] \setminus \{y(n)\}] = y[i, n-1] \) and
\[ [z(i), x(i)] = [y(i), x(i)] \subseteq y[i, n-1] = z[i, n-1] \subseteq z[i, n] \]
so again \( d_n(x, z) \geq 1 \).

Case 3: \( i = n \). Then \( x(n) \leq y(n) - 1 = z(n) \), so \( d_n(x, z) \geq 1 \) by Prop. 5.3(b).
Taken together, the three cases imply \( x \unrhd_R z \). By induction there is a chain \( x_1 = z \unlhd_R \cdots \unlhd_R x_m = x \), and appending \( x_0 = y \) produces a chain of the form (13).

**Theorem 6.5.** Pseudoreachability order is graded by length.

*Proof.* The definition of pseudoreachability as the transitive closure of reachability order implies that if \( x_0 \prec_R \cdots \prec_R x_m \) is a maximal chain, then in fact each \( x_{i-1} \preceq_R x_i \) for all \( i \). Now, maximality together with Prop. 6.4 implies in turn that in fact \( x_{i-1} \unlhd_R x_i \). □

For comparison, the Hasse diagrams of Bruhat, pseudoreachability, and left weak orders on \( S_3 \) are shown in Figure 1, together with the reachability relation (which is reflexive and antisymmetric, but not transitive). The three partial orders on \( S_4 \) are shown in Figure 2.
7. Pseudoreachability order and Armstrong’s sorting order

The theory of normal forms in a Coxeter system was introduced by du Cloux [5] and is described in [3, §3.4]. We sketch here the facts we will need; see especially [3, Example 3.4.3], which describes normal forms in the symmetric group in terms of bubble-sorting. Let \( \sigma_k = s_1 \cdots s_k \) and \( \omega_n = \sigma_{n-1} \cdots \sigma_1 \); then \( \omega_n \) is a reduced word for \( w_0 \in S_n \). Every \( x \in S_n \) has a unique conormal form: a reduced word \( N(w) \) of the form \( v_{n-1} v_{n-2} \cdots v_2 v_1 \), where \( v_k = s_j s_{j+1} \cdots s_k \) is a suffix of \( \sigma_k \). The conormal form is the reverse of the lexicographically first reduced word for \( x^{-1} \) (that is, of the normal form of \( x^{-1} \), as described in [3]). Thus \( x \) is characterized by the sequence

\[
\lambda(x) = (\lambda_{n-1}(x), \ldots, \lambda_1(x)) = (|v_{n-1}|, \ldots, |v_1|) \in [0, n-1] \times [0, n-2] \times \cdots \times [0, 1].
\]

Armstrong [2] defined a general class of sorting orders on a Coxeter system \((W, S)\): one fixes \( w \in W \) and chooses a reduced word \( \omega \) (the “sorting word”) for \( w \in W \), then partially orders all group elements expressible as a subword of \( \omega \) by inclusion between their lexicographically first such expressions. Armstrong proved that for every reduced word for the top element of a finite Coxeter group, the sorting order is a distributive lattice intermediate between the weak and Bruhat orders. In the case that \( W = S_n \) and \( \omega = \omega_n \), the sorting order is equivalent to comparing \( \lambda(x) \) and \( \lambda(y) \) componentwise, hence is isomorphic to \( C_2 \times \cdots \times C_n \), where \( C_i \) denotes a chain with \( i \) elements.

**Proposition 7.1.** Let \( x, y \in S_n \) with \( x(n) = y(n) = n \), and let \( v = s_j s_{j+1} \cdots s_{n-1} \) be a suffix of \( s_1 \cdots s_{n-1} \). Then \( x \leq_R y \) if and only if \( vx \leq_R vy \).

*Proof.* If \( v = e \), there is nothing to prove. Otherwise, by (RC), it suffices to show that for every \( i \in [n] \), we have

\[
[y(i), x(i)] \subseteq [y[i], n] \tag{14a}
\]

if and only if

\[
[(vy)(i), (vx)(i)] \subseteq vy[i], n] \tag{14b}
\]

This is clear if \( i = n \), so we assume henceforth that \( i \neq n \). Moreover,

\[
v(k) = \begin{cases} 
  k & \text{if } k < j, \\
  k + 1 & \text{if } j \leq k < n, \\
  j & \text{if } k = n
\end{cases}
\quad \text{and} \quad v^{-1}(k) = \begin{cases} 
  k & \text{if } k < j, \\
  n & \text{if } k = j, \\
  k - 1 & \text{if } k > j.
\end{cases}
\]

In particular, if \( i \neq n \), then \( x(i) > y(i) \) if and only if \( v(x(i)) > v(y(i)) \). We assume henceforth that these two equivalent conditions hold, since if both fail then (14a) and (14b) are both trivially true. The proofs of the two directions now proceed very similarly.

\( (14a) \implies (14b) \): There are three cases.

- **Case 1a:** \( j > x(i) \). Then \( v \) fixes \([1, x(i)]\) pointwise, so \( [(vy)(i), (vx)(i)] = [v[y(i), x(i)] \subseteq vy[i], n] \) (applying \( v \) to both sides of (14a)).

- **Case 1b:** \( y(i) < j \leq x(i) \). Then \( (vx)(i) = x(i) + 1 \) and \( (vy)(i) = y(i) \), so

\[
[(vy)(i), (vx)(i)] = [y(i), j - 1] \cup \{j\} \cup [j + 1, x(i) + 1]
\]

\[
= v[y(i), j - 1] \cup \{v(n)\} \cup v[j, x(i)]
\]

\[
= v \left([y(i), x(i)] \cup \{y(n)\}\right)
\]

\[
\subseteq vy[i], n
\]

establishing (14b).

- **Case 1c:** \( j \leq y(i) \). Similarly to Case 1a, we have \( [(vy)(i), (vx)(i)] = [y(i) + 1, x(i) + 1] = v[y(i), x(i)] \subseteq vy[i], n \) as desired.

\( (14b) \implies (14a) \): Applying \( v^{-1} \) to both sides of (14b) gives \( v^{-1}[vy(i), vx(i)] \subseteq y[i], n \), so in order to prove (14a) it is enough to show that

\[
[y(i), x(i)] \subseteq v^{-1}[vy(i), vx(i)] \tag{15}
\]
Moreover, the earlier assumption \( i \neq n \) implies that \( vx(i) \neq j \) and \( vy(i) \neq j \).

Case 2a: \( j > vx(i) \). Then \( v^{-1} \) fixes the set \([1, vx(i)]\) pointwise, so in particular \([y(i), x(i)] = [vy(i), vx(i)] = v^{-1}[vy(i), vx(i)]\), establishing (15).

Case 2b: \( vy(i) < j < vx(i) \). Then \( y(i) = vy(i) \) and \( x(i) = vx(i) - 1 \), so

\[
[y(i), x(i)] = [vy(i), j - 1] \cup [j, vx(i) - 1]
\]

\[
= v^{-1}[vy(i), vy(n) - 1] \cup v^{-1}[vy(n) + 1, vx(i)]
\]

\[
\subseteq v^{-1}[vy(i), vx(i)]
\]

Case 2c: \( j < vy(i) \). Then \([y(i), x(i)] = [vy(i) - 1, vx(i) - 1] = v^{-1}[vy(i), vx(i)]\), again implying (15).

\[\square\]

**Theorem 7.2.** The pseudoreachability order coincides with the bubble-sort order.

**Proof.** It suffices to show that the two partial orders have the same covering relations, i.e., that

\[x \triangleright_P y \iff \lambda(x) \triangleright_C \lambda(y).
\]

We induct on \( n \); the base case \( n = 1 \) is trivial. Let \( x, y \in \mathfrak{S}_n \) with \( n > 1 \), and let their conormal forms be

\[x = u\bar{x} = (s_1 \cdots s_{n-1})\bar{x}, \quad y = vy\bar{y} = (s_j \cdots s_{n-1})\bar{y}
\]

where \( i = x(n) = n - \lambda_n - 1(x) \) and \( j = y(n) = n - \lambda_n - 1(y) \).

( \( \iff \)) Suppose that \( \lambda(x) \triangleright_C \lambda(y) \). Then either \( i = j - 1 \) or \( i = j \). If \( i = j - 1 \), then \( \lambda(\bar{x}) = \lambda(\bar{y}) \), so \( \bar{x} = \bar{y} \) and \( x = s_i y \), which by Prop 6.1 implies \( x \triangleright_P y \). If \( i = j \), then \( \lambda(\bar{x}) \triangleright_C \lambda(\bar{y}) \). Then \( \bar{x} \triangleright_P \bar{y} \) by induction, so \( \bar{x} \triangleright_P \bar{y} \) by Prop 7.1.

( \( \rightarrow \)) Suppose that \( x \triangleright_P y \). Then \( x \triangleright_B y \) by Theorem 4.1, so \( i \leq j \) (as noted in the proof of Prop. 5.3).

If \( i < j \), then \( v \) is a proper suffix of \( u \). By the definition of Bruhat order it must be the case that \( x = y_{a, b} \) for some \( a < b \); in fact \( b = n \) (otherwise \( x(n) = y(n) \)). Then \( x(n) = y(a) \) and \( x(a) = y(n) \), and \( x(k) = y(k) \) for \( k \notin \{a, n\} \). Moreover, \( y(a) < x(a) \) (since \( x \triangleright_B y \) and not vice versa). On the other hand, if \( y(a) \leq x(a) - 2 \), so that \( y(a) < c < x(a) = y(n) \) for some \( c \), then by (RC) \( c = y(k) \) for some \( k \in [a+1, n-1] \), and in particular \( x \) has at least three more inversions than \( y \) — not only \((a, n)\), but also \((a, k) \) and \((k, n)\), which contradicts the assumption \( x \triangleright_P y \). Therefore \( y(a) = x(a) - 1 \), i.e., \( x(n) = y(n) - 1 \). We conclude that \( x = s_i y \), so \( \lambda(x) \triangleright_C \lambda(y) \) using the conormal forms above.

If \( i = j \), then \( u = v \), so \( \bar{x} \triangleright_P \bar{y} \) by Prop 7.1. By induction \( \lambda(\bar{x}) \triangleright_C \lambda(\bar{y}) \), and prepending \( n - i \) gives \( \lambda(x) \triangleright_C \lambda(y) \) as well.

\[\square\]

8. Pattern avoidance and reachability

In this section, we establish two sufficient conditions for reachability using pattern avoidance. (It is dubious whether pattern avoidance conditions can completely characterize reachability.)

Let \( \pi \in \mathfrak{S}_n \) and \( \sigma \in \mathfrak{S}_m \), where \( m \leq n \). A **\( \sigma \)-pattern** is a subsequence \( \pi(i_1), \ldots, \pi(i_m) \) in the same relative order as \( \sigma \), i.e., such that \( 1 \leq i_1 < \cdots < i_m \leq n \) and \( \pi(i_j) < \pi(i_k) \) if and only if \( \sigma(j) < \sigma(k) \). If \( \pi \) contains no \( \sigma \)-pattern then we say that \( \pi \) **avoids** \( \sigma \).

**Theorem 8.1.** If \( x \triangleright_B y \) and \( y \) avoids 213, then \( x \triangleright_R y \).

**Proof.** Suppose that \( x \triangleright_B y \) and \( y \) avoids 213, but \( x \not\triangleright_R y \). Let \( i \) be any index such that \( d_i(x, y) = 0 \). By Prop. 5.3 we know that \( 1 < i < n \) and that \( y(i) < x(i) \). In particular, \( m \neq i \), where \( m = y^{-1}(x(i)) \); that is, \( y(m) = x(i) \).

First, suppose that \( m > i \). We claim that there exists some \( u < i \) such that \( y(i) < y(u) < y(m) \). Otherwise, \( J_i \geq y(m) - y(i) + 1 \), and then \( k = y(m) - y(i) \) has the properties \( k < J_i \) and \( y(i) + k = y(m) = x(i) \), so \( k \in D_i(x, y) \), contradicting the assumption \( d_i(x, y) = 0 \). Therefore \( y(u), y(i), y(m) \) is a 213-pattern.

Second, suppose that \( m < i \). If \( y(k) > y(m) \) for some \( k > i \), then \( y(m), y(i), y(k) \) is a 213-pattern. On the other hand, suppose that \( y(k) < y(m) = x(i) \) for all \( k > i \) (hence for all \( k \geq i \)). Then

\[\{k \in [i, n] : y(k) < x(i)\} = [i, n] \supseteq [i + 1, n] \supseteq \{k \in [i, n] : x(k) < x(i)\} \subseteq [i + 1, n]\]
so
\[
\#\{k \in [i, n] : y(k) < x(i)\} > \#\{k \in [i, n] : x(k) < x(i)\}
\]
\[
\therefore \#\{k \in [1, i - 1] : y(k) < x(i)\} < \#\{k \in [1, i - 1] : x(k) < x(i)\}
\]
\[
\therefore \#\{k \in [1, i - 1] : y(k) \geq x(i)\} > \#\{k \in [1, i - 1] : x(k) \geq x(i)\}.
\]
That is, \(y(i - 1, x(i)) > x(i - 1, x(i))\), contradicting the assumption \(x \geq_B y\). □

Theorem 8.1 partially answers the question of when the converse of Theorem 4.1 holds, i.e., which Bruhat relations are also relations in pseudoreachability order. We next study if there is an analogous condition on \(x\), rather than \(y\), that suffices for reachability. One such condition that allows us to restrict \(x\) instead of \(y\) is to ensure that only very few entries \(x(i)\) are large with respect to \(i\).

**Lemma 8.2.** Let \(x \in \mathfrak{S}_n\). The following conditions are equivalent:

1. \(x^{-1}(i) \leq i + 1\) for all \(i \in [n]\).
2. \(x(j, j) = 1\) for all \(j \in [n]\).
3. \(x\) avoids both 231 and 321.
4. \(x\) is of the form \(s_{i_1} \cdots s_{i_k}\), where \(n - 1 \geq i_1 > \cdots > i_k \geq 1\).

The number of these permutations is \(2^n - 1\), which is easiest to see from condition (4). Conditions (1) and (3) were mentioned respectively by J. Arndt (June 24, 2009) and M. Riehl (August 5, 2014) respectively in the comments on sequence A000079 in [9]. Accordingly, we will call a permutation satisfying the condition of Lemma 8.2 an AR permutation (for Arndt–Riehl).

**Proof.** (1) \(\iff\) (2): Formula (4) implies that
\[
\forall j \in [n] : x(j, j) = 1 \iff \forall j \in [n] : [1, j - 1] \subseteq x[1, j]
\]
\[
\iff \forall j \in [n] : x^{-1}[1, j - 1] \subseteq [1, j]
\]
\[
\iff \forall i \in [n] : x^{-1}[1, i] \subseteq [1, i + 1]
\]
since the last two statements differ only by the trivially true cases \(i = 0\) and \(i = n\).

(3) \(\iff\) (1): Condition (3) holds if and only if no digit \(i \in [n]\) occurs later than position \(i + 1\), but this is precisely condition (1).

(4) \(\iff\) (1)/(3): Let \(Y_n\) be the set of permutations in \(\mathfrak{S}_n\) satisfying the equivalent conditions (1) and (3), and let \(Z_n\) be the set satisfying condition (4). For \(n \leq 2\) we evidently have \(Y_n = Z_n = \mathfrak{S}_n\). For \(n \geq 3\), we proceed by induction. Observe that \(Z_n = Z_{n-1} \cup s_{n-1}Z_{n-1}\), and that left-multiplication by \(s_{n-1}\) (i.e., swapping the locations of \(n - 1\) and \(n\)) does not affect condition (1), which is always true for \(i \in \{n - 1, n\}\). Therefore \(Z_n \subseteq Y_n\).

On the other hand, if \(w \in Y_n\) then \(w_n \in \{n - 1, n\}\), otherwise \(w_n\), together with the digits \(n - 1\) and \(n\), would form a 231- or 321-pattern. Therefore, \(w'_n = n\), where either \(w' = w\) or \(w' = s_{n-1}w\). By induction \(w' \in Z_{n-1}\), so \(w \in Z_n\) as desired. □

**Corollary 8.3.** If \(x\) is AR and \(y \leq_B x\), then \(y\) is AR as well.

**Proof.** Lemma 8.2 asserts that \(x(i, i) = 1\) for all \(i \in [n]\). Since \(y \leq_B x\), \(y(i, i) = 1\) or 0, but the latter could not happen by the pigeonhole principle. □

An excedance of a permutation \(x \in \mathfrak{S}_n\) is an index \(k \in [n]\) such that \(x(k) > k\).

**Lemma 8.4.** Let \(x \in \mathfrak{S}_n\) be an AR permutation. Suppose that \(k\) is an excedance of \(x\), and let \(i = x(k)\). Then \(x(j) = j - 1\) for all \(j \in [k + 1, i]\).

**Proof.** The argument of Lemma 8.2 implies that \([1, k - 1] \subseteq x[1, k]\); however, since \(x(k) > k\) we have in fact \([1, k - 1] = x[1, k - 1]\).

Now let \(j \in [k + 1, i]\). Lemma 8.2 also asserts that \(x(j, j) = A_j = 1\), where \(A_j = \{m \in [j] : x(m) \geq j\}\). Certainly \(k \in A_j\), so \(j \not\in A_j\), that is, \(x(j) < j\). But since \(x(j) \geq k\) for each such \(j\), we can infer in turn that \(x(k + 1) = k, x(k + 2) = k + 1, \ldots, x(i) = i - 1\). □
Theorem 8.5. If $x \geq_B y$ and $x$ is AR, then $x \triangleright_R y$.

Proof. Suppose that $x \geq_B y$ and $x$ is AR, but $x \not\triangleright_R y$. Let $i$ be some index such that $d_i(x, y) = 0$. By (RC), there exists $j < i$ such that

$$y(i) < y(j) \leq x(i).$$

(16)

By Lemma 8.2, $x(i, i) = 1$; that is, there exists some (unique) $k \leq i$ such that $x(k) \geq i$.

First, suppose that $k = i$. Then $x(i - 1, i) = 0$, and $y(i - 1, i) = 0$ as well because $y \leq_B x$. Hence $y[1, i - 1] = [i - 1]$. But then (16) implies that $y(i) < y(j) \leq i - 1$ as well, a contradiction.

Second, suppose that $k < i$. Then $y(i) < x(i) < i$ by Lemma 8.4, so $y(i) \leq i - 2$. Set $k = y(i)$; then $y^{-1}(k) = i \geq k + 2$. But then $y$ is not AR, which violates Corollary 8.3. \qed

9. Counting Reachable Pairs and Open Questions

Let $r(n) = \#\{(x, y) \in S_n \times S_n : x \triangleright_R y\}$. Explicit computation using Sage [11] reveals that the sequence $r(1), r(2), \ldots$ begins

$$1, 3, 17, 151, 1901, 31851, 680265, 17947631,$$

which matches OEIS sequence A145081. Accordingly, we conjecture that this sequence gives the values of $r(n)$ for all integers $n$. The OEIS entry does not give a combinatorial interpretation for this sequence; rather, the description is as follows. Consider a family of power series $F(t, x)$ for $t = 0, 1, 2, \ldots$ that satisfy $F(t, 0) = 1$ and

$$
\frac{dF}{dx}(t, x) = tF(t, x)F(t + 1, x).
$$

(17)

(The OEIS also gives two other equivalent recurrences in the form of integral equations.) If we interpret $F(t, x)$ as an exponential generating function

$$F(t, x) = \sum_{n=0}^{\infty} R_n(t) \frac{x^n}{n!}$$

then the functional recurrence (17) can be transformed into the recurrence

$$R_0(t) = 1, \quad R_{n+1}(t) = t \sum_{i=0}^{n} \binom{n}{i} R_i(t) R_{n-i}(t + 1)
$$

(18)

which is convenient for explicit calculation (in particular, the $R_n(t)$ are polynomials). The table of values for $R_n(t)$ for $t = 1, 2, 3, \ldots$ and $n = 0, 1, 2, \ldots$ is given by OEIS sequence A145080. The sequence $R_0(1), R_1(1), R_2(1), \ldots$ is OEIS A145081. The first several of the polynomials $R_n(t)$ are as follows.

$$
R_0(t) = 1,
R_1(t) = t,
R_2(t) = 2t^2 + t,
R_3(t) = 6t^3 + 8t^2 + 3t,
R_4(t) = 24t^4 + 58t^3 + 52t^2 + 17t,
R_5(t) = 120t^5 + 444t^4 + 680t^3 + 506t^2 + 151t.
$$

Conjecture 9.1. For all $n \geq 1$ we have $r(n) = R_n(1)$.

In order to use this recurrence to prove the conjecture, it appears necessary to either find a combinatorial interpretation for the entire table of numbers $R_n(t)$, or transform (18) into a single-term recurrence for $R_n(1)$.

Problem 9.2. Find a statistic $f$ on reachable pairs of permutations in $S_n$ such that

$$R_n(t) = \sum_{x \triangleright_R y} t^{f(x, y)}.$$
The form of (18) somewhat resembles other recurrences that arise in the theory of parking functions; see, e.g., [4, Corollary 1] and [1, Corollary 2], both of which count the number of parking functions in which certain entries are specified in advance.

We now state and prove closed-form descriptions for some of the extreme coefficients of the polynomials $R_n(t)$ and an identity for the value of $R_n(-1)$.

**Proposition 9.3.** Let $[t^m]R_n(t)$ denote the coefficient of $t^m$ in $R_n(t)$. Then

1. $R_n(-1) = (-1)^n$ for $n \geq 0$.
2. $[t^n]R_n(t) = n!$ for $n \geq 1$.
3. $[t^1]R_n(t) = R_{n-1}(1)$ for $n \geq 1$.
4. $R_n(0) = 0$ for $n \geq 1$.

**Proof.** We will prove (1) and (2) by induction on $n$, while (3) and (4) follow by direct computation. Note that $\deg(R_n(t)) = n$.

1. Since $F(t, 0) = 1$, it follows that $R_0(t) = 1$, so $R_0(-1) = 1$. Assume inductively that $R_{n-1}(-1) = (-1)^{n-1}$. Using the recurrence (18), $R_0(0) = 1$ and $R_m(0) = 0$ for all $m \geq 1$. Therefore, again using (18),

$$R_n(-1) = -\sum_{i=0}^{n-1} \binom{n-1}{i} R_i(-1) R_{n-i-1}(0) = -R_{n-1}(-1) = (-1)^n.$$ 

2. From (1), $[t]R_1(t) = 1$. Assume inductively that $[t^m]R_m(t) = m!$ for all $m < n$, then by (18),

$$[t^n]R_n(t) = \sum_{i=0}^{n-1} \binom{n-1}{i} [t^{n-i}](R_i(t)R_{n-i-1}(t+1)) = \sum_{i=0}^{n-1} \binom{n-1}{i} i!(n-i-1)! = n!$$

3. Since $R_1(t) = t$, $[t]R_1(t) = 1 = R_0(1)$. More generally, using recurrence (18),

$$[t]R_n(t) = \sum_{i=0}^{n-1} \binom{n-1}{i} [t^{n-i}](R_i(t)R_{n-i-1}(t+1)) = [t^n]R_{n-1}(t+1) = R_{n-1}(1).$$

The second to last equality follows since $t$ is a factor of $R_i(t)$ for $i > 1$ and the last equality follows since the constant term in $R_{n-1}(t+1)$ is the sum of the coefficients in $R_{n-1}(t)$.

4. This is immediate from (18).

In addition, the second-leading coefficients of $R_n(t)$ appear to have the following combinatorial interpretation. The **Eulerian number of the second kind** $\left\langle \frac{n}{k} \right\rangle$ is the number of rearrangements of $(1, 1, 2, 2, \ldots, n, n)$ with $k$ ascents such that every number between the two occurrences of $m$ is less than $m$, for all $m \in [n]$.

**Conjecture 9.4.** For every integer $n$, we have $[t^{n-1}]R_n(t) = \left\langle \frac{n+1}{n-1} \right\rangle$ (OEIS sequence A002538).

We have verified this conjecture computationally for $n \leq 100$. Given the relationship between reachability and Bruhat order, we find it tantalizing that the numbers $\left\langle \frac{n+1}{n-1} \right\rangle$ also count the edges (i.e., covering relations) in Bruhat order on $\mathcal{S}_{n+1}$.

Here is another possible direction of investigation. Let $H(x) = xF(t, x)$, regarded as a power series in $x$ with coefficients in $\mathbb{C}[t]$, and let $G(x)$ be the compositional inverse of $H(x)$ (see [10, §5.4]). Expanding $G(x)$ as an exponential generating function

$$G(x) = \sum_{n=0}^{\infty} S_n(t) \frac{x^{n+1}}{n!}$$

(19)
it appears that $S_n(t)$ is a polynomial of degree $n$ in $t$, with integer coefficients that alternate in sign. The first several of these polynomials (again computed with Sage) are as follows.

\[
\begin{align*}
S_0(t) &= 1, \\
S_1(t) &= -t, \\
S_2(t) &= 2t^2 - t, \\
S_3(t) &= -6t^3 + 7t^2 - 3t, \\
S_4(t) &= 24t^4 - 46t^3 + 38t^2 - 17t, \\
S_5(t) &= -120t^5 + 326t^4 - 400t^3 + 299t^2 - 151t.
\end{align*}
\]

By Proposition 9.3 (1), $R_n(-1) = (-1)^n$, so $H(x)|_{x=-1} = xe^{-x}$. Since the compositional inverse of $xe^{-x}$ is $\sum_{n\geq 1} n^{n-1}x^n/n!$ [10, Example 5.4.4, page 43], it follows easily from (19) that $S_n(-1) = (n+1)^{n-1}$, the number of parking functions of length $n$. The extreme coefficients are familiar: $[t^n]S_n(-t) = n!$ and $[t]S_n(-t) = r(n-1)$. Furthermore, the coefficient of $t^{n-1}$ in $S_n(-t)$ appears to match OEIS sequence A067318.

**Problem 9.5.** Find a statistic $g$ on parking functions of length $n$ such that

\[
S_n(-t) = \sum_{p \in PF_n} t^{g(p)}.
\]

Of course, parking functions might be replaced with any of the various other combinatorial objects enumerated by $(n+1)^{n-1}$, such as labelled trees on $n+1$ vertices.
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