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Abstract—Mission planners for aircraft operating under threat of detection by ground-based radar systems are concerned with the probability of detection. Current path planning methods for such scenarios consider the aircraft pose, radar position, and radar parameters to be deterministic and known. This paper presents a framework for incorporating uncertainty in these quantities into a radar detection model that is used by a path planner. The developed path planner evaluates the radar detection risk in the presence of uncertainties and uses linear covariance analysis to efficiently generate error budgets. The error budgets identify the contribution of each source of uncertainty (e.g., sensor measurement noise, radar position uncertainty) to the overall variability in the probability of detection. The framework is applied to a modified visibility graph path planner that uses the detection risk and its variability to calculate path adjustments, which maintain the detection risk below a specified threshold. The results show that the framework is effective at providing actionable information to the mission planner that improves the final planned path and reduces the detection risk.

NOMENCLATURE

| Symbol | Description |
|--------|-------------|
| $P_D$ | Approximation of probability of detection |
| $\bar{P}_D$ | Nominal value of $P_D$ |
| $\delta P_D$ | Perturbation of $P_D$ about nominal |
| $P_f$ | Probability of false alarm |
| $S$ | Signal-to-noise ratio |
| $\sigma_r$ | Radar cross section (m$^2$) |
| $R$ | Range to target (m) |
| $c_r$ | Lumped radar parameter (Jm$^2$/°K) |
| $x_a$ | Aircraft state vector |
| $\bar{x}_a$ | Nominal aircraft state |
| $p^n_a$ | Aircraft position vector in NED frame |
| $\Theta_a$ | Aircraft Euler angle vector |
| $p_{an}$, $p_{ae}$, $p_{ad}$ | Aircraft position in NED frame (m) |
| $\phi_a$, $\theta_a$, $\psi_a$ | Aircraft Euler angles roll, pitch, yaw (rad.) |
| $x_r$ | Radar state vector |
| $\bar{x}_r$ | Nominal radar state |
| $p^r_c$ | Radar position vector in NED frame |
| $p_{rc}$, $p_{re}$, $p_{rd}$ | Radar position elements in NED frame (m) |

$\alpha$, $\beta$, $\gamma$, Ellipsoid RCS parameters
$\alpha$, $\alpha$, $\alpha$ | RCS azimuth angle (rad.) |
$\phi$, $\phi$, $\phi$ | RCS elevation angle (rad.) |
$C_{aa}$, $C_{rr}$ | Aircraft pose covariance |
$\sigma_{pd}$ | Radar state covariance |
$A_{P_D}$, $A_{P_r}$ | Jacobian of $P_D$ w.r.t. $x_a$, Jacobian of $P_D$ w.r.t. $x_r$ |
$\nu^n$, $\nu^n$ | Velocity vector in NED frame |
$g^n$, $g^n$ | Aircraft attitude quaternion |
$\sigma_{n}$, $\sigma_{a}$, $\sigma_{d}$ | Accelerometer bias in body frame |
$\delta\theta$, $\delta\theta$, $\delta\theta$ | Gyro bias in body frame |
$\delta\varphi$, $\delta\varphi$, $\delta\varphi$ | Specific force vector in body frame |
$\delta\psi$, $\delta\psi$, $\delta\psi$ | Angular rate vector in body frame |
$\omega_n$, $\omega_n$, $\omega_n$ | Gravity vector in NED frame |
$\omega_a$, $\omega_a$, $\omega_a$ | FOGM driving noise for accelerometer bias |
$\omega_g$, $\omega_g$, $\omega_g$ | FOGM driving noise for gyro bias |
$\sigma_{n}$, $\sigma_{n}$, $\sigma_{n}$ | Gyro noise std. dev. |
$\sigma_{a}$, $\sigma_{a}$, $\sigma_{a}$ | Accelerometer noise std. dev. |
$\sigma_{h}$, $\sigma_{h}$, $\sigma_{h}$ | Heading noise std. dev. |
$\sigma_{\psi}$, $\sigma_{\psi}$, $\sigma_{\psi}$ | FOGM time constant for IMU biases |
$\tau_a$, $\tau_a$, $\tau_a$ | Accelerometer bias steady state std. dev. |
$\sigma_{a,ss}$, $\sigma_{a,ss}$, $\sigma_{a,ss}$ | Gyro bias steady state std. dev. |
$\sigma_{g,ss}$, $\sigma_{g,ss}$, $\sigma_{g,ss}$ | Path segment curvature (1/°) |
$\kappa$, $\kappa$, $\kappa$ | Multiple of $\sigma_{pd}$ used in planner |
$\kappa$, $\kappa$, $\kappa$ | $P_D$ threshold for planning |
$P_{true}$ | True navigation error covariance |
$C_A$, $C_A$, $C_A$ | Augmented system covariance |
$k$, $k$, $k$ | Boltzmann’s constant |

I. INTRODUCTION

Aircraft mission planners are tasked with planning paths for aircraft operating under threat of detection by ground-based radar systems. Example missions include reconnaissance [1], radar counter-measure deployment [2][3], and combat operations [4]. Mission planners for such scenarios are primarily interested in the probability of being detected by a radar system. This paper develops and demonstrates a framework that allows for the consideration of aircraft and radar state uncertainties when planning a path constrained to stay below a given probability of detection threshold.
The work herein builds upon two groups in the literature. The first is the target detection literature in which high-fidelity radar detection models have been developed [5–7]. In particular, [7] defines a value, \( P_D \), that approximates the probability of detecting an aircraft given the signal-to-noise ratio and false alarm rate of the detection. The signal-to-noise ratio is dependent upon radar characteristics, relative positioning, and the radar cross section, which can vary significantly based upon the orientation of the aircraft. The second group is the radar detection path planning literature [2–5, 9, 13], which uses some form of detection risk that may only consider some aspects of the high-fidelity radar detection models. The planning literature seeks to rapidly evaluate candidate paths while the target detection literature seeks to create a high-fidelity determination of detection probabilities. Neither body considers the uncertainty of the aircraft state, radar position, or radar parameters, which are all estimated and include some uncertainty.

When accurate position measurements are available, neglecting aircraft state uncertainty is a useful technique to reduce complexity. However, scenarios where an aircraft is seeking to avoid radar detection may include regions where accurate position measurements are not available (i.e. GPS-denied regions). In such regions, the state uncertainty grows and becomes a significant factor in the variability of the predicted \( P_D \) [14]. Aircraft operating in radar detection regions are often equipped with an aided inertial navigation system (INS). Such systems use measurements from an inertial measurement unit (IMU) and aiding sources, such as GPS, to estimate the aircraft state and state covariance [15–17]. After filtering, the state estimate in the presence of measurement and process noise.

There are a couple of key questions that must be answered when creating paths that respect thresholds on \( P_D \). First, how does the planner calculate an estimate for \( P_D \) and its uncertainty along a path while considering uncertainty in the aircraft state, radar position, and radar parameters? Answering this question aids in determining whether a path is valid. Second, how does one determine which noise sources (e.g., measurement, process, uncertain initial conditions, etc.) are the main cause of growth in \( P_D \) and its associated uncertainty (i.e., error budget analysis [17, 18])? Answering this question aids in determining, for example, whether a higher quality sensor will sufficiently reduce \( P_D \) for a given path.

A Monte Carlo approach could be utilized to answer the questions posed in the previous paragraph to an arbitrary level of fidelity. In a Monte Carlo approach, each path under consideration is simulated hundreds or thousands of times to model the effect of uncertainties on the aircraft state as estimated by the navigation filter. Each simulation, or run, uses a different sampling of the noise and radar uncertainties. The resulting ensemble statistics are calculated for \( P_D \) at each point in time to quantify the variability in \( P_D \) due to the uncertainties present in the simulations. The Monte Carlo analysis is repeated several times with a different set of active error sources to obtain the necessary data to build an error budget. This approach is computationally intensive and not well-suited to rapid planning or error budget analysis.

An efficient alternative to Monte Carlo analysis is linear covariance analysis [18, 20, 21]. Linear covariance analysis utilizes similar linearization techniques and Gaussian noise assumptions as employed by an EKF to propagate the second order moments of the random variables in question. This approach approximates the same statistical information as Monte Carlo analysis in a single simulation over the trajectory.

The path planner in this paper evaluates \( P_D \) with respect to the covariance of the aircraft and radar states using a framework provided in [14–22]. The IMU measurement generation capability developed in [23] provides inputs to an inertial navigation filter to enable rapid evaluation of the aircraft state covariance along candidate paths. This paper uses linear covariance techniques to rapidly evaluate the variability of \( P_D \) due to uncertainties estimated by a navigation filter and demonstrates the use of these statistics in a path planning application. Given a path to be followed, the efficient IMU signal generator in [23] is used to generate representative measurements along the trajectory that are incorporated into a navigation filter. The aircraft and radar state uncertainties are used as in [14–22] to estimate the variance of \( P_D \). The path planner generates multiple such candidate paths and eliminates paths that violate threshold constraints.

The contributions of this work are threefold. First, a framework is developed for the calculation of the variance of \( P_D \) given a trajectory. The variance incorporates the aircraft state and radar state uncertainties. Second, an error budget analysis for the resulting variance of \( P_D \) is developed using linear covariance analysis. Third, an iterative path planning technique based upon shortest path visibility graphs is created to demonstrate the ability to consider \( P_D \) uncertainty when planning.

The remainder of this paper is organized as follows. Section II-A presents the radar detection model which provides an expression for the probability of detection, the linearization of the model, and the incorporation of aircraft and radar state uncertainties. The aircraft state uncertainty is computed using an aided-INS as described in Section II-C. Section III describes the linear covariance model and the method for generating error budgets. Section IV describes the path planner that incorporates these components and the results of the path planner are provided in Section V.

II. BACKGROUND AND PREVIOUS WORK

This section describes previous work that is relevant to the path planning application presented in this paper. The path planner seeks to keep \( P_D \) below a specified threshold while accounting for uncertainty in the aircraft and radar states. Section II-A describes the development of the radar detection model from [7] and the linearization of that model to obtain an expression for the variance of \( P_D \) as shown in [14–22]. Section II-C details the INS model used in this paper to calculate the aircraft pose covariance. Finally, Section II-D describes the rapid aircraft state generation (ASG) used to create representative aircraft state and IMU measurements.
The radar detection model used in this paper is presented in [7]. For sake of completeness, the main equations are provided in this section. The model includes expressions for the probability of detection, $P_D$, signal-to-noise ratio, $S$, and RCS, $\sigma_r$. These quantities are functions of the aircraft pose, radar position, and radar parameters.

An accurate approximation to $P_D$, provided by North [24], is

$$P_D \approx 0.5 \times \text{erfc} \left( \sqrt{-\ln P_{fa} - 0.5} \right)$$

where $P_{fa}$ is the probability of false alarm, $S$ is the signal-to-noise ratio, and erfc$(\cdot)$ is the complementary error function. The $P_{fa}$ is considered a constant for a given radar, whereas $S$ is a function of radar parameters and the pose of the target aircraft relative to the radar.

A general expression for the signal-to-noise ratio is given by

$$S = \frac{\sigma_r}{\sqrt{2\pi k R^4}}$$

where $k$ is Boltzmann’s constant $(1.38 \times 10^{-23} \text{ J/}^o\text{K})$ and $\sigma_r$ is a radar constant that is a function of several radar parameters. These parameters include power, aperture area, noise figure, and loss factor. The specific equation for $\sigma_r$ is dependent on the type of radar being modeled [7].

The RCS, $\sigma_r$, and range, $R$, are functions of the aircraft pose and radar position as depicted in Fig. 2. The aircraft pose consists of the position in the North-East-Down (NED) frame, $p_a^n$, and a vector of the Euler angles, $\Theta_a$, as described in [25]. The range to the radar is given by

$$R = ||p_a^n - p_r^n||_2$$

where $p_a^n$ represents the position of the radar in the NED frame.

The framework developed in [14,22] supports several RCS models. In this paper, the ellipsoid RCS representation is used [4,7,14], which is a function of the RCS azimuth $\alpha$ and elevation $\phi$ angles and is given by

$$\sigma_r = \pi (abc)^2 \left( (a S \alpha C \phi)^2 + (b S \alpha S \phi)^2 + (c C \alpha)^2 \right)^{-2}$$

where $a$, $b$, and $c$ are the length of the ellipsoid axes and $S$ and $C$ are the $\sin(\cdot)$ and $\cos(\cdot)$ functions. Equations for the RCS azimuth and elevation angles as functions of the aircraft pose and radar position are provided in [14,22].

### B. Uncertainty in Probability of Detection

The framework presented in [14,22] provides a method for incorporating aircraft and radar state uncertainty into the calculation of $P_D$ for a single-pulse radar detection model. The framework provides an expression for the variance of $P_D$ given the covariance of the aircraft and radar states.

Let the aircraft state be $x_a = [p_a^n, \Theta_a]^T$ and radar state be $x_r = [p_r^n, c_r]^T$. The state vectors are represented as Gaussian distributed random variables with $x_a \sim \mathcal{N}(\bar{x}_a, C_{aa})$ and $x_r \sim \mathcal{N}(\bar{x}_r, C_{rr})$ where the bar notation is used to indicate the mean (or nominal). To find a linear approximation of $P_D$, $x_a$ and $x_r$ are both expressed as the sum of a nominal state and a perturbation as

$$x_a = \bar{x}_a + \delta x_a$$

$$x_r = \bar{x}_r + \delta x_r.$$ 

Because $P_D$ is a nonlinear function of the aircraft and radar state, variability in $x_a$ and $x_r$ induce variability in $P_D$. Thus, $P_D$ is expressed as the sum of a nominal and a perturbation as

$$P_D = \bar{P}_D + \delta P_D.$$ 

The perturbation, $\delta P_D$, is approximated, to the first order, by linearizing [14,22] about the nominal operating points ($\bar{x}_a, \bar{x}_r$) using a Taylor series expansion to obtain

$$\delta P_D \approx A_{P_{fa}} \delta x_a + A_{P_{r}} \delta x_r.$$ 

The Jacobians $A_{P_{fa}}$ and $A_{P_{r}}$ are the partial derivatives of $P_D$ as defined in [1] with respect to $x_a$ and $x_r$, respectively. The partial derivatives are described in detail in [14,22].

The variance of $P_D$ due to aircraft and radar state covariance is computed by taking the expectation of $\delta P_D^2$ as

$$\sigma_{P_{fa}}^2 = E[\delta P_D^2] = A_{P_{fa}} C_{aa} A_{P_{fa}}^\top + A_{P_{r}} C_{rr} A_{P_{r}}^\top.$$ 

These equations show that variability of $P_D$ is a function of the Jacobians $A_{P_{fa}}$ and $A_{P_{r}}$, the covariance of the aircraft
state, $C_{aa}$, and the covariance of the radar state, $C_{rr}$. For the path planning application presented in this paper, $C_{rr}$ is considered constant and $C_{aa}$ is time-varying and obtained from a stochastic model of an inertial navigation system.

C. Inertial Navigation Model

The expression in (10) indicates that the variance of $P_D$ is a function of the aircraft state covariance, $C_{aa}$. This section provides a method for calculating $C_{aa}$ by modeling the covariance propagation of an aided-INS.

The INS used in this paper is a continuous-time error-state EKF with discrete measurement updates for position, heading, and altitude. The covariance of the EKF is propagated with measurements from an IMU using the “model replacement” method [18]. The following paragraphs describe the method for propagating and updating the aircraft state covariance for the INS.

The error-state EKF estimates the difference between a truth and navigation model of the aircraft dynamics. For the development of this filter, let the truth model for the aircraft dynamics be defined as

$$\begin{bmatrix} \dot{p}^n \\ \dot{v}^n \\ \dot{q}_b^n \\ \dot{b}_b^g \\ \dot{b}_g^g \end{bmatrix} = \begin{bmatrix} T^b_n \nu^b(t) + g^n \\ 0 \\ \frac{1}{2} q_b^n \otimes [\nu^b(t) - \dot{b}_b^g] \\ - \frac{1}{2} b_b^g + w_a \\ - \tau b_g^g + w_g \end{bmatrix}$$

where the aircraft position, $p^n$, and velocity, $v^n$, are in the NED frame, the attitude quaternion, $q_b^b$, is the orientation of the body frame with respect to the NED frame, and the accelerometer bias $b_b^a$ and gyro bias $b_g^g$ are in the body frame. The matrix $T^b_n$ is the transformation from the body frame to the NED frame associated with the attitude quaternion $q_b^b$ and $\otimes$ represents the Hamiltonian quaternion product [26]. The accelerometer and gyro biases are modeled as First-Order Gauss Markov (FOGM) processes with time constants $\tau_a$ and $\tau_g$ and driving white noise of $w_a$ and $w_g$. The truth model is driven by the true specific force $\nu^b$ and angular rate $\omega^b$ of the aircraft body. This model is similar to navigation models presented in [15][17] with the addition of FOGM sensor biases as in [18].

The navigation model has the same states as the truth model but is driven by biased and noisy measurements from an IMU with

$$\begin{bmatrix} \dot{\hat{p}}^n \\ \dot{\hat{v}}^n \\ \dot{\hat{q}}_b^n \\ \dot{\hat{b}}_b^g \\ \dot{\hat{b}}_g^g \end{bmatrix} = \begin{bmatrix} \hat{\nu}^n \\ \dot{T}^b_n \nu^b(t) - \hat{b}_b^g + g^n \\ 0 \\ \frac{1}{2} \hat{q}_b^n \otimes [\nu^b(t) - \hat{b}_b^g] \\ - \frac{1}{2} \hat{b}_b^g + \hat{w}_a \\ - \frac{1}{2} \hat{b}_g^g + \hat{w}_g \end{bmatrix}$$

where the hat symbol (â) is used to indicate navigation model states. The IMU measurements are provided by a three-axis accelerometer and gyro and are corrupted by bias and noise given by

$$\begin{bmatrix} \nu^b(t) + b_b^b \\ \omega^b(t) + b_g^g \end{bmatrix} + \begin{bmatrix} n_{\nu} \\ n_\omega \end{bmatrix}$$

(13)

where $n_{\nu} \sim N(0,Q_{\nu})$ and $n_\omega \sim N(0,Q_\omega)$.

The EKF states are updated by discrete-time measurements using the Kalman update equation

$$\hat{x}_k^+ = \hat{x}_k^- + K_k [\hat{z}_k - \bar{z}_k]$$

(14)

where $K_k$ is the Kalman gain. The measurements are generated with

$$\bar{z}_k = h(x_k) + \nu_k$$

(15)

and the expected measurement is given by

$$\hat{z}_k = h(\hat{x}_k)$$

(16)

The INS in this paper processes discrete-time measurements for position, heading, and altitude corrupted by additive white noise as

$$\begin{bmatrix} \hat{p}^n [t_k] \\ \hat{\psi} [t_k] \\ \hat{h} [t_k] \end{bmatrix} = \begin{bmatrix} p^n [t_k] + n_p [t_k] \\ \psi [t_k] + n_\psi [t_k] \\ h [t_k] + n_h [t_k] \end{bmatrix}$$

(17)

(18)

(19)

where

$$n_p \sim N(0,R_p = diag(\sigma_p^a, \sigma_p^e, \sigma_p^a))$$

(20)

$$n_\psi \sim N(0, R_\psi = \sigma_\psi^a)$$

(21)

and

$$n_h \sim N(0, R_h = \sigma_h^2).$$

(22)

The error states of the EKF are defined as the difference between the true and navigation states given by

$$\delta x_e = x - \hat{x}$$

(23)

where the difference is defined by subtraction for all but the attitude states. The attitude difference is defined using quaternion arithmetic as

$$\begin{bmatrix} 1 \\ -\frac{1}{2} \delta \theta_b^b \end{bmatrix} = \hat{q}_b^b \otimes (\hat{q}_b^b)^*$$

(24)

where $(\hat{q}_b^b)^*$ represents the quaternion conjugate of the navigation attitude quaternion and $\delta \theta_b^b$ is the error rotation vector. The error state vector is then given by

$$\delta x_e = \begin{bmatrix} \delta p^n \\ \delta v^n \\ \delta \theta_b^b \end{bmatrix} = \begin{bmatrix} \delta \theta_b^b \end{bmatrix}^T.$$

(25)

The error state dynamics are linearized about the nominal aircraft trajectory to obtain

$$\delta \dot{x}_e = \hat{F} \delta x + \hat{B} \delta w_e$$

(26)
where $\hat{F}$ is the linearized error state dynamics matrix given by

\[
\hat{F} = \begin{bmatrix}
0 & I & 0 & 0 \\
0 & 0 & \hat{T}_b^T (\hat{\nu}^b - \hat{b}_b^b) & -\hat{T}_b^T \\
0 & 0 & 0 & -\frac{1}{T_g} I \\
0 & 0 & 0 & 0
\end{bmatrix}
\] (27)

and $\hat{B}$ is the noise mixing matrix given by

\[
\hat{B} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
-\hat{T}_b^T & 0 & 0 & 0 \\
0 & \hat{T}_b^T & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I
\end{bmatrix}.
\] (28)

The boldface $0$ and $I$ entries represent $3 \times 3$ zero matrix and identity matrix, respectively. The additive white noise vector, $\omega_e$, consists of the accelerometer and gyro measurement noise as well as the process noise of the FOGM

\[
\omega_e = [n_v \ n_\omega \ w_a \ w_g]^T
\] (29)

which has power spectral density, $Q$, defined by

\[
E[\omega_e(t)\omega_e(t')^T] = Q\delta(t-t')
\] (30)

where

\[
Q = \begin{bmatrix}
Q_v & 0 & 0 & 0 \\
0 & Q_\omega & 0 & 0 \\
0 & 0 & q_a I & 0 \\
0 & 0 & 0 & q_g I
\end{bmatrix}
\] (31)

and

\[
q_a = \frac{2\sigma^2_{aa,ss}}{r_a} \\
q_g = \frac{2\sigma^2_{gg,ss}}{r_g}.
\] (32, 33)

The state covariance, $P$, is propagated with the continuous Riccati equation given by

\[
\dot{P} = \hat{F} P + P \hat{F}^T + \hat{B} Q \hat{B}^T.
\] (34)

In implementation, the continuous Riccati equation is often replaced by a more efficient discrete-time propagation equation that uses the state transition matrix $[27]$. The path planner presented in this paper uses such a method where the state transition matrix is approximated using Lear’s method [28]. More details about Lear’s method and this covariance propagation approach are provided in Appendix B.

The EKF state covariance is updated at the discrete measurement times using the Joseph form [18] as

\[
P_k^+ = (I - K_k H_k) P_k^- (I - K_k H_k)^T + K_k R_k K_k^T
\] (35)

where $K_k$ and $H_k$ are the Kalman gain and the measurement model Jacobian for the measurement being processed. The measurement model Jacobian for the position, altitude, and heading measurements are given by

\[
H_p = \begin{bmatrix}
I_{3\times 3} & 0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3}
\end{bmatrix}
\] (36)

\[
H_h = \begin{bmatrix}
0 & 0 & 1_{3\times 3} & 0_{3\times 3} & 0_{3\times 3}
\end{bmatrix}
\] (37)

and

\[
H_\psi = \begin{bmatrix}
0_{1\times 3} & 0_{1\times 3} & 0 & 0 & -1 & 0_{1\times 3} & 0_{1\times 3}
\end{bmatrix}.
\] (38)

The Kalman gain, $K_k$, is calculated with

\[
K_k = P_k^- H_k (H_k P_k^- H_k^T + R_k)^{-1}.
\] (39)

The INS state vector defined in this section differs from the aircraft state vector used in the radar detection model in Section II-A. The primary difference is that $x_a$ is a reduced set of states and the attitude is represented by a vector of Euler angles instead of a quaternion. The aircraft state covariance, $C_{aa}$, used in the radar detection model is a transformation of the EKF state covariance estimated by the navigation model given by

\[
C_{aa}(t) = M_a P(t) M_a^T
\] (40)

where $M_a$ is derived in Appendix A.

D. Aircraft State and IMU Generation

The previous section shows that the aircraft state covariance, $C_{aa}$, is propagated using the aircraft states, process noise and bias parameters, and measured accelerations from an IMU (i.e., $\nu^b$ in (27)). The process noise and bias parameters are constant for a given scenario, however the aircraft states and IMU measurements must be generated for each candidate path considered by the path planner. To enable rapid planning, an efficient aircraft state and IMU measurement generator is desired. This paper uses the ASG method presented in [23] to accomplish this task.

The ASG method converts a series of 2D waypoints to a smooth flyable trajectory constrained by maximum curvature and maximum curvature rate. The waypoint path is smoothed using fillets with line, arc, and clothoid [29] segments. The nominal aircraft position, heading, and curvature are obtained using the path segment geometry equations. For example, the clothoid segment geometry is defined by

\[
x(s) = x_0 + \int_0^s \cos(0.5\kappa' \xi^2 + \kappa_0 \xi + \psi_0) d\xi
\] (41)

\[
y(s) = y_0 + \int_0^s \sin(0.5\kappa' \xi^2 + \kappa_0 \xi + \psi_0) d\xi
\] (42)

\[
\psi(s) = \psi_0 + \kappa_0 s + 0.5\kappa' s^2
\] (43)

\[
\kappa(s) = \kappa_0 + \kappa' s
\] (44)

where $s$ is the length along the segment, $\psi_0$ is the initial heading, $\kappa_0$ is the initial curvature, $x_0$ and $y_0$ represent the starting point, and $\kappa'$ is the curvature rate per unit length of the segment. This approach enables efficient generation of nominal aircraft states that adhere to a flyable trajectory given the vehicle maneuver constraints.

In the ASG method, the pitch angle, $\theta_a$, is a constant trim value and the roll angle, $\phi_a$, is obtained from a coordinated turn model [25]. The coordinated turn model provides a relationship between the heading rate and roll angle of the aircraft as

\[
\dot{\psi}_a = \frac{q}{s} \tan \phi_a
\] (45)
where \( \psi_a \) and \( \phi_a \) are the Euler angles for yaw and roll, \( g \) is the acceleration due to gravity, and \( \bar{s} \) is the speed of the aircraft.

The final stage of the ASG method uses the Euler angles and Euler angle rates along the segments to calculate the specific force and angular rates experienced by the aircraft body when following the smoothed path. The ASG method in [23] shows that the true specific force is given by

\[
\nu^b = T_n^b \begin{bmatrix}
\bar{s} \cos(\psi_a) - \bar{s} \dot{\psi}_a \sin(\psi_a) \\
\bar{s} \sin(\psi_a) + \dot{\psi}_a \cos(\psi_a)
\end{bmatrix} - g
\]

(46)

and the angular rates are given by

\[
\omega^b = \begin{bmatrix}
\dot{\psi}_a \bar{s} \cos^2 \phi - \dot{\psi}_a \sin \theta_a \\
\dot{\psi}_a \sin \phi \cos \theta_a \\
\dot{\psi}_a \cos \phi \cos \theta_a
\end{bmatrix}
\]

(47)

where \( \bar{s} \) is the acceleration in the direction of the path, and \( T_n^b \) is the rotation matrix from the NED frame to the body frame.

The quantities generated from ASG are used as the nominal aircraft states, \( \bar{x}_a \), true specific force, \( \nu^b \), and true angular rates, \( \omega^b \). These quantities are used by the INS model in Section II-C to calculate the aircraft state covariance \( C_{aa} \), which is used by the radar detection model from Section II-A to calculate the variance of \( P_D \), \( \sigma^2_{P_D} \). The remainder of this paper shows how these elements are combined into a path planner that incorporates uncertainty in the aircraft and radar states.

### III. Error Budgets and Linear Covariance

The INS model described in Section II-C is used to estimate the uncertainty of a navigation state due to biased and noisy sensor measurements. One approach to analyze the performance of the INS, is to generate error budgets that provide a graphical representation of the contribution of each source of uncertainty on the overall estimation uncertainty. This section describes error budgets in more detail and derives a linear covariance model that is used to efficiently generate error budgets.

#### A. Error Budgets

Error budgets are generated from statistical information typically obtained through several Monte Carlo analyses [17][18]. In this approach, a Monte Carlo analysis is first performed with all uncertainty sources activated. Then the Monte Carlo analysis is repeated for each source of uncertainty where a single source is activated and all other sources are de-activated (i.e. noise samples set to zero). The ensemble statistics for each Monte Carlo analysis are used to estimate the time-varying navigation error covariance, \( P_{true} \), due to the activated uncertainty source.

The error budget generation method is used to analyze the effect of the sources of uncertainty on the overall navigation error covariance. For the radar detection path planning application, the error budget of interest is the effect of the sources of uncertainty on the variability of \( P_D \). This introduces two additional uncertainty sources to be evaluated (i.e., radar position and radar constant). The effect of each source of uncertainty on \( P_D \) is analyzed by turning off all sources of uncertainty except the one being evaluated and calculating the variance of \( P_D \) using (10). Once all sources of uncertainty have been evaluated, the variance of \( P_D \) calculated during each test can be compared in an error budget.

The \( P_D \) error budget analysis includes eight Monte Carlo analyses with each requiring hundreds or thousands of navigation system simulations along the reference trajectory. The high computational burden of this analysis prohibits its use in the proposed path planning framework. An alternative method to compute the navigation error covariance is linear covariance analysis (LinCov) [18][20][21]. LinCov uses linear models for the truth and navigation states to efficiently generate the navigation error covariance along a reference trajectory. This approach generates the same statistical information as a Monte Carlo analysis, but requires only a single simulation over the reference trajectory. Thus, the error budget analysis described in this section can be performed with only eight simulations over the reference trajectory. The following section describes the LinCov models used in this paper to obtain the true navigation error covariance \( P_{true} \).

#### B. Linear Covariance Model

This section describes the LinCov model associated with the truth and navigation models developed in Section II-C. The LinCov model forms an augmented state vector of the truth and navigation states and the associated linearized augmented system matrices. The notation used in this section follows the development in [21].

The linearized truth state dispersion dynamics are determined by taking the Jacobian of the truth model defined in (11) to obtain

\[
\delta \dot{x} = F_x \delta x + B w
\]

(48)

where the uppercase letters represent the partial derivative of an equation taken with respect to the variable in the subscript. For example, \( F_x \) is the partial derivative of \( f(x) \), as defined in (11), with respect to the truth state, \( x \), evaluated at the nominal truth state, \( \bar{x} \). Given this definition, the matrices in (48) are defined as

\[
F_x = \begin{bmatrix}
0 & I & 0 & 0 & 0 \\
0 & 0 & (\bar{T}_b^b \nu^b) \times & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{\tau_g} & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{\tau_g}
\end{bmatrix}
\]

(49)

and

\[
B = \begin{bmatrix}
0_{9 \times 6} \\
I_{6 \times 6}
\end{bmatrix}.
\]

(50)

The additive white noise vector is given by

\[
w = \begin{bmatrix}
w_a \\
w_g
\end{bmatrix}
\]

(51)

where \( w_a \) and \( w_g \) are defined in [29][33].
The linearized navigation state dispersion dynamics are determined by taking the Jacobian of the navigation model defined in \(12\) to obtain
\[
\delta \dot{x} = \tilde{F}_x \delta x + \tilde{F}_y C_x \delta x + \tilde{F}_y \eta
\]  
where
\[
\tilde{F}_x = \begin{bmatrix}
0 & I \\
0 & \left[ \tilde{T}_b \right] \\
0 & 0 \\
0 & 0
\end{bmatrix}
\]
\[
\tilde{F}_y = \begin{bmatrix}
\frac{1}{3a} I \\
\tilde{T}_b \\
0 \\
0
\end{bmatrix}
\]
and
\[
C_x = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{bmatrix}
\]  
The truth state update is linearized to obtain
\[
\delta x^+_k = \delta x^-_k
\]  
The navigation state update equation defined in \(12\) is also linearized to produce the dispersion update equation given by
\[
\delta \dot{x}^+_k = \left( I_{16 \times 16} - \tilde{K}_k \tilde{H}_x \right) \delta \dot{x}^-_k + \tilde{K}_k \tilde{H}_x \delta x^-_k + \tilde{K}_k \nu_k
\]  
where the \(H\) matrices depend on the measurement update type and are defined in \(36\) to \(38\). Note that for the measurement models used in this paper, \(\tilde{H}_x = \tilde{H}_z\).

The linearized truth and navigation models are combined to form the augmented system model. The augmented system state vector for the linearized dispersion models is formed as
\[
X = \begin{bmatrix}
\delta x \\
\delta \dot{x}
\end{bmatrix}
\]  
and the augmented propagation and update equations are
\[
\dot{X} = \mathcal{F} X + \mathcal{G} \eta + \mathcal{W} w
\]
\[
X^+_k = A_k X^-_k + B_k \nu_k
\]
where
\[
\mathcal{F} = \begin{bmatrix}
F_x & 0 \\
\tilde{F}_y C_x & \tilde{F}_x
\end{bmatrix}
\]
\[
\mathcal{G} = \begin{bmatrix}
0 \\
\tilde{F}_y
\end{bmatrix}
\]
\[
\mathcal{W} = \begin{bmatrix}
B \\
0_{16 \times 6}
\end{bmatrix}
\]
\[
A_k = \begin{bmatrix}
I_{16 \times 16} & 0_{16 \times 16} \\
K_k H_x & I_{16 \times 16} - K_k \tilde{H}_x
\end{bmatrix}
\]
\[
B_k = \begin{bmatrix}
0_{16 \times n_z} \\
K_k
\end{bmatrix}
\]  
and \(n_z\) is dimension of the discrete-time measurement being processed.

Finally, the covariance propagation and update of the augmented system is expressed as
\[
E \left[ \dot{X} X^T \right] = \dot{\mathcal{C}}_A + C_A \mathcal{F}^T + \mathcal{G} S_\eta \mathcal{G}^T + \mathcal{W} S_w \mathcal{W}^T
\]
\[
E \left[ X^+_k X^+_k \right] = C^+_A = A_k C_A \mathcal{F}_k + B_k R_k B_k^T
\]
where the power spectral density of the inertial measurements and process noise are
\[
S_\eta = \begin{bmatrix}
Q_\nu & 0_{3 \times 3} \\
0_{3 \times 3} & \nu
\end{bmatrix}
\]
\[
S_w = \begin{bmatrix}
q_a I & 0_{3 \times 3} \\
0_{3 \times 3} & q_g I
\end{bmatrix}
\]  
and \(Q_\nu, Q_\omega, q_a, \) and \(q_g\) are defined in \(30\) to \(33\).

The quantity of interest for this paper is the navigation estimation error. It is important to note that the navigation error covariance defined below is the true navigation error covariance, which may be different than the estimated navigation covariance from the Kalman filter. This quantity is extracted from the augmented covariance matrix via
\[
P_{true} = \begin{bmatrix}
-I & I_{16 \times 16}
\end{bmatrix} C_A \begin{bmatrix}
-I & I_{16 \times 16}
\end{bmatrix}^T
\]

Note that the error budget and linear covariance models developed in this section evaluate the variability in \(P_D\) due to uncertainty in the aircraft INS and the radar states. This approach evaluates knowledge errors due to the sources of uncertainty rather than vehicle dispersions that are affected by disturbances such as wind, or guidance and control designs. This is convenient for the path planning application because it requires less computation than the vehicle dispersion analysis. Furthermore, the navigation errors are a good approximation of the vehicle dispersions when the control authority of the vehicle is sufficient to follow the planned path in the presence of disturbances. If an analysis of the vehicle dispersions is desired, then a closed-loop LinCov model as developed in \(21\) could be used in the framework presented in this paper.

### IV. Application: Visibility Graph Planner

The methods presented in this paper can be used to inform a variety of radar detection path planning algorithms. This section presents an application of these methods to a visibility graph path planner. The following subsections describe the visibility graph path planner and an associated extension to incorporate the radar detection framework discussed in the previous sections.

#### A. General Visibility Graph Path Planner

The visibility graph path planner finds the shortest path between a start and goal location while navigating around obstacles. The nodes in the graph are the start and goal points and the vertices of the obstacles. Each node is connected by edges to every “visible” node. In this context, a node is visible if a line segment to the node does not pass through an obstacle. The edge cost is set to the Euclidean distance of the edge. The
the smoothed path satisfies the threshold, the algorithm is complete. Otherwise, the radar polygons are expanded based on the radar detection information and a new plan is generated using expanded polygons. The following paragraphs will describe these steps in more detail.

1) Initial Radar Polygons: The first step of the algorithm is to construct the initial radar detection polygons. The detection polygons are parameterized by a position, number of vertices, and a radius. The position of the radar, $p_d^n_i$, is the center of the detection polygon. The number of vertices is a design decision by the user and the radius is determined by solving (1) and (2) for $R$ as

$$R = \left( \frac{c_r \sigma_r}{k \text{erfcinv} \left( 2P_{D,\text{init}} - \sqrt{-\log P_{fa}} \right)^2 - 0.5} \right)^{\frac{1}{2}}.$$  

(71)

where $P_{D,\text{init}}$ is a $P_D$ value used to construct the polygons, and $\sigma_r$ is a nominal RCS value for the aircraft. Typically, $P_{D,\text{init}}$ is the same or slightly lower than the mission $P_D$ threshold $P_{DT}$, and $\sigma_r$ is the average RCS value of the chosen RCS model.

2) Visibility Graph Planner: The visibility graph planner uses the radar polygons to build a visibility graph and calculates the shortest path from the start point to the goal point. The resulting path is a series of waypoints that mark a path through the planning region.

3) Aircraft and Radar Models: The Aircraft and Radar Models are used to generate samples of $P_D$ and $\sigma_{pd}$ from a series of waypoints. The ASG method from [23] and summarized in Section II-D generates a flyable trajectory from the waypoints. The flyable trajectory includes nominal aircraft states, $\bar{\mathbf{x}}_a$, and nominal IMU measurement samples ($\nu^b$, $\omega^b$) along the path. The inertial navigation model uses the nominal aircraft states and IMU measurements to compute the aircraft state covariance, $C_{oa}$, along the candidate path using the methods described in Section II-C.

The nominal aircraft state and aircraft state covariance are used to calculate the time-varying nominal $P_D(t)$ using (1) and the variance of $P_D$, $\sigma_{pd,i}(t)$, using (10). The variance of $P_D$ along the nominal trajectory, as defined in (10), is modified for the multiple-radar scenario such that, for the $i^{th}$ radar, $\sigma_{pd}$ is given by

$$\sigma_{pd,i}^2(t) = A_{pa,i}(t)C_{oa}(t)A_{pa,i}(t)^\top + A_{pr,i}(t)C_{rr,i}(t)A_{pr,i}(t)^\top.$$  

(72)

4) Check Path Validity: The $\bar{P}_{D,i}$ and $\sigma_{pd,i}$ are used to determine if the candidate path is valid. For this application, a path is considered valid if the nominal $P_D$ plus a multiple of $\sigma_{pd}$ stays below a specified $P_D$ threshold, $P_{DT}$, for all time as described below. Let $m_\sigma$ be a mission planner specified multiple of the standard deviation of $P_D$. Then a path is considered valid if

$$\bar{P}_{D,i}(t) + m_\sigma \sigma_{pd,i}(t) < P_{DT} \quad \forall \, t,i.$$  

(73)

Note that the $\sigma_{pd}$ value calculated with the linearized radar detection model using (10) represents the standard deviation of a Gaussian distribution. So the $m_\sigma$ multiple follows the empirical rule such that one, two, and three deviations...
will contain 68%, 95%, and 99.7% of samples from the distribution, respectively.

5) Radar Polygon Expansion: If a candidate path passes the validity check in (73) for all time and every radar, the algorithm terminates and the candidate path is provided as the planned path. Otherwise, the detection statistics are used to expand the radar polygons.

The radar polygon expansion component expands the polygons in areas where the candidate path was invalid according to (74). The polygon expansion is shown graphically in Fig. 5 and is accomplished in two steps as described in the following paragraphs.

First, an expansion range is determined using $P_{D,i}$ and $\sigma_{pd,i}$ for all samples where the path is invalid according to (73). The objective of the expansion range is to move the nominal path away from the radar to pass the validity check in (73). This is accomplished by determining an expansion $P_{D,exp}$, that when added to $m_r\sigma_{pd}$ stays below $P_{DT}$. Let $P_{D,exp}$ for the $i^{th}$ radar be defined as

$$P_{D,exp,i}(t) = \max\left(P_{DT} - m_r\sigma_{pd,i}(t), 1e^{-3}\right)$$ (74)

where the max() function is used to ensure that $P_{D,exp,i}$ is positive and avoids the asymptote of the $\text{erfcinv}()$ function at zero. Then the associated expansion range $R_{exp,i}(t)$ is determined by solving (71) with $P_{D,init} = P_{D,exp,i}(t)$ and $\sigma_r = \sigma_{r,i}(t)$.

Second, the expansion ranges calculated in the first step are applied to the closest radar polygon vertices. Then vertices are added to the polygon near the expanded vertices with the same expansion range as represented in Fig. 5.

The expanded radar polygons are provided to the visibility graph component to provide a new candidate path according to the expanded obstacles.

### V. RESULTS

The results in this section illustrate the performance of the PDVG path planner described in Section IV-B for three scenarios. The planner seeks to satisfy (73) with a threshold of $P_{DT} = 0.1$ and $m_\sigma = 3$. The results for each scenario include a 2D map of the planning region, $P_D$ calculated along the planned trajectory, and an error budget for the sources of uncertainty. The common parameters for the three scenarios are provided in Table I and the ellipsoid RCS model as a function of azimuth and elevation angles are shown in Fig. 6.

The three scenarios include a start point, goal point, radar systems and “planning limits” in which the planned path must remain. Fig. 7 shows the map for Scenario 1 with the start (triangle) and goal (star) points. The diamonds represent the position of the radar systems and the gray circles surrounding the diamonds show the radar detection regions. The radius of the radar detection regions is determined using (71) with $\sigma_r = 0.15$ m$^2$ and $P_{D,init} = 0.01$. These quantities were chosen so that the radar detection region would reflect a worst-case scenario for the RCS and a very low $P_D$ value. The scenarios in this section will compare the effect of the IMU uncertainty sources on the planned path.
grade (i.e., industrial, tactical) on the uncertainty in $P_D$ and illustrate how this influences the path planner. The IMU grade parameters used in this section are provided in Table II.

### A. Scenario 1

The first scenario shows a planned path for an aircraft equipped with an industrial-grade IMU. Fig. 7 shows a map with the planned and candidate paths of the path planner. The black polygons show the final state of the radar polygons used in the visibility graph planner. The initial candidate path shows that the shortest path is between the two radar units. As the aircraft travels through a GPS-Denied region, position and heading measurements are made unavailable to the INS. This causes the aircraft pose covariance to grow which contributes to an increase in $\sigma_{pd}$. The radar polygons are adjusted in areas where $PD$ is not satisfied according to the adjustment policy described in Section IV. The adjusted polygons overlap making the path between the radar units infeasible. The final planned path goes around the bottom of the lower radar unit but remains within the gray radar detection region.

Fig. 8 shows the $P_D$ results for Scenario 1. This indicates that $P_D + 3\sigma_{pd}$ stays below the $P_D$ threshold of 0.1 as required by (73). Note that the areas of highest detection risk and largest $\sigma_{pd}$ occur when the radar is detecting the side of the aircraft (i.e. $\alpha \approx 90, 270$ deg.). This is expected as these azimuth angles are associated with the largest RCS values and highest degree of variability (see Fig. 6). Also note that at its peak ($t \approx 4.2$ hr.), $3\sigma_{pd} \approx 0.018$ which is 34.4% of the nominal $P_D$ at that time. These results indicate that there is substantial variability in $P_D$ due to uncertainty in the aircraft pose, radar positional, and radar parameters.

Fig. 9 shows an error budget for the sources of uncertainty at $t = 4.2$ hours using the methods presented in Section III. This time was chosen because it is when the aircraft is about to exit the GPS-Denied region and the aircraft pose uncertainty is the largest. The error budget indicates that the uncertainty in the IMU is the primary driver of uncertainty in the variability of $P_D$. This indicates that to reduce the uncertainty in $P_D$ the uncertainty in the IMU measurements must be reduced which will be examined in Scenario 2.

### TABLE II: Parameters for tactical and navigation grade IMU’s.

| IMU Grade | $3\sqrt{q_0}$ (m/s/√hr) | $3\sigma_{a,ss}$ (deg/√hr) | $3\sqrt{q_0}$ (g) | $3\sigma_{a,ss}$ (deg/√hr) |
|-----------|--------------------------|-----------------------------|-------------------|-----------------------------|
| Industrial | 0.1                      | 0.03                        | 0.001             | 0.05                        |
| Tactical  | 0.2                      | 0.05                        | 0.05              | 1                          |

Fig. 6: Ellipsoid RCS model as a function of RCS azimuth and elevation angles.

Fig. 7: Visibility graph path planner results for Scenario 1 with two radar systems (diamonds), radar polygons (black lines), GPS-Denied regions (black rectangles), candidate paths (dashed gray lines), and the final planned path (blue line).
The LinCov analysis that is used to generate the error budget in Fig. 9 is expected to provide the same statistical information as a Monte Carlo analysis. Fig. 10 shows Monte Carlo results for a subset of the planned trajectory near the GPS-Denied region below the lower radar unit. The gray lines in Fig. 10 represent the $P_D$ results for each of the 500 Monte Carlo runs. As expected, the gray lines mostly stay within the $3\sigma_{pd}$ lines and the plots show agreement between the LinCov $3\sigma$ and the Monte Carlo $3\sigma$. Agreement between the Monte Carlo and LinCov results serve to validate the linear approximations made in the LinCov framework. There are minor deviations throughout the trajectory due to linearization errors (i.e. minor bias between $t = 4.15$-4.25 hrs.), but the deviations are negligible for the path planning scenario presented.

B. Scenario 2

The second scenario uses the same radar and aircraft configuration as Scenario 1, except the industrial grade IMU is replaced by a tactical grade IMU (see Table I). Fig. 11 shows the 2D map for Scenario 2 where the final planned path goes between the radar units. In contrast to Scenario 1 with the industrial grade IMU, the tactical grade IMU makes the shorter path between the radar feasible by reducing the aircraft pose covariance.

Fig. 12 shows the $P_D$ results for Scenario 2. The graph shows that the PDVG planner maintains $P_D + 3\sigma_{pd}$ below the $P_{DT}$ threshold of 0.1. Note that at its peak $(t \approx 2.38 \, \text{hrs})$, $3\sigma_{pd} \approx 0.013$ which is 15.2% of the nominal $P_D$ at that time. This is a significant portion of the nominal $P_D$ that must be considered for radar detection path planning in the presence of uncertainty, but is smaller than the variation calculated in Scenario 1.

The error budget for Scenario 2 at $t = 2.38$ hours, which is just before the aircraft exits the GPS-Denied region, is provided in Fig. 13. The graph indicates that the radar constant is the primary driver of uncertainty in $P_D$ followed by the IMU. Contrast these results with the error budget in Scenario 1 (Fig. 9) to observe the reduction of the variability of $P_D$ due to the IMU grade improvement.

C. Scenario 3

The third scenario illustrates the performance of the PDVG path planning algorithm in a radar detection region with several radar units. For this scenario, the radar constant and radar uncertainty were lowered ($c_r = 50$ and $\sigma_{pr} = 100/3$, $\sigma_{cr} = 1/3$) to fit more radar units in the planning region used for Scenarios 1 and 2. Fig. 14 shows the 2D map of the results for Scenario 3. The dashed lines show the candidate paths considered by the PDVG path planner and the blue line shows the final planned path. Fig. 15 shows the $P_D$ results for Scenario 3, which indicates the planner successfully finds a path through the radar detection region that maintains $P_D + 3\sigma_{pd} < P_{DT}$.
Fig. 13: Error budget results for Scenario 2 at $t = 2.38$ hours. The Total line shows the $3\sigma_{pd}$ value of the LinCov model with all the sources of uncertainty activated. The percentages to the side of each bar indicate the percent of the Total uncertainty for each of the sources of uncertainty.

$P_D + 3\sigma_{pd} < P_{DT}$. This scenario illustrates the utility of the PDVG path planner in complex detection environments that require expansions around several radar units.

The results in this section have illustrated the methods presented in this paper in four ways. First, the visibility graph path planner with the associated polygon adjustment policy is used to determine a feasible path that maintains $P_D + 3\sigma_{pd} < P_{DT}$. Second, the INS is modeled to obtain aircraft state uncertainty due to errors in measurement sources and GPS-Denied regions. The resulting state covariance is used to inform the visibility graph path planner to find a path that maintains $P_D$ below the mission-specified threshold. Third, the LinCov models are used to generate error budgets to compare sources of uncertainty. The error budget provided actionable information (i.e., improve IMU grade) which, when implemented, resulted in a shorter path between the radars that met the mission objectives. Fourth, the PDVG planner described in this paper is applied to a congested detection region with several radar systems.

VI. CONCLUSION

Path planning for aircraft operating under threat of detection from ground-based radar systems must account for the probability of detection. Several factors influence the detection risk of the aircraft including the aircraft pose, radar position, and radar performance characteristics. In addition, uncertainty in each of these factors also influence the probability of detection. Current radar detection path planning methods fail to consider the uncertainty in these factors when estimating the detection risk of a trajectory. In practice, the uncertainty inherent in each of these factors is significant and influences the variability of the probability of detection. In the scenarios shown in this paper, the variability of $P_D$ is a large fraction, up to 34.4%, of the nominal value.

This paper presents a method to propagate the covariance of the aircraft state and incorporate it with the uncertainty of the radar state into the radar detection model. The method uses an inertial navigation system to propagate the covariance using IMU measurements and update the covariance with position, heading, and altitude measurements. The nominal aircraft states and IMU measurements are generated using the ASG method from [23]. The radar detection model is linearized about a nominal operating point and the variance of $P_D$ is calculated using the aircraft and radar state covariance matrices [14][22].

These methods are used in the $P_D$ Visibility Graph (PDVG) path planner, where the nominal $P_D$ and standard deviation, $\sigma_{pd}$, are used to determine path validity and the polygon expansion policy. This paper shows that the PDVG planner successfully plans paths that maintain $P_D + 3\sigma_{pd}$ below a threshold for three scenarios. The error budgets generated by the path planner indicate that when the aircraft travels through GPS-Denied regions, measurement uncertainties in the IMU become the primary driver of the variance of $P_D$. This variance is reduced by improving the IMU grade used in the aircraft model.

The results show that an advantage of using the methods presented in this paper is that the user can evaluate the sources of uncertainty and make actionable decisions. For example, the IMU uncertainties were the primary driver of the variance of $P_D$ in Scenario 1, but when the IMU grade was improved, $\sigma_{pd}$ was reduced by 27.8%. The improved IMU grade allowed
the aircraft to travel between two radars which was infeasible with the original IMU grade. The results in this paper show that uncertainty in the aircraft and radar states significantly impact the variability of $P_D$ and must be considered for path planning. To address this, the PDVG planner is presented as a framework for incorporating the variability of $P_D$ in planning a path that maintains the probability of detection below a mission-specified threshold.
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APPENDIX A

QUATERNION TO EULER ANGLE LINEARIZATION

This appendix derives the linearization of the quaternion to Euler angle attitude representations with a small angle assumption. The linearized model is used to define the matrix $M_q$ which transforms the aircraft state of the INS model $\dot{\mathbf{x}}$ defined in (12) to the aircraft state of the radar model $\mathbf{x}_r$ given by $\mathbf{x}_r = \left[ p^u, \Theta_{\theta}, \Theta_{\psi} \right]^T$.

The general quaternion to Euler transformation (32) is given by

$$
\begin{bmatrix}
\phi \\
\theta \\
\psi
\end{bmatrix} = \begin{bmatrix}
\arctan \frac{2(q_0 q_1 + q_2 q_3)}{1 - 2(q_2^2 + q_3^2)} \\
\arcsin 2(q_0 q_2 - q_1 q_3) \\
\arctan \frac{2(q_0 q_3 + q_1 q_2)}{1 - 2(q_1^2 + q_2^2)}
\end{bmatrix}
$$

(75)

The first element of the error quaternion defined in (24) is 1 so let $q_0 = 1$ then

$$
\begin{bmatrix}
\phi \\
\theta \\
\psi
\end{bmatrix} = \begin{bmatrix}
\arctan \frac{2(q_1 + q_2 q_3)}{1 - 2(q_1^2 + q_2^2)} \\
\arcsin 2(q_2 - q_3 q_1) \\
\arctan \frac{2(q_0 + q_2 q_3)}{1 - 2(q_1^2 + q_2^2)}
\end{bmatrix}
$$

(76)

The Jacobian of (76) with respect to $q_{1:3}$ is \( \frac{\partial \Theta}{\partial q_{1:3}} \). The elements of \( \frac{\partial \Theta}{\partial q_{1:3}} \) are given by

$$
\frac{\partial \phi}{\partial q_1} = -\frac{q_2}{q_3^2 + (2q_1 + 2q_2 q_3)^2} q_1
$$

(77)
\[ \frac{\partial \phi}{\partial q_2} = -\frac{2q_3 - q_2(2q_1 + 2q_2)}{q^2} q^2, \]
\[ \frac{\partial \phi}{\partial q_3} = \frac{q_3^2(2q_1 + 2q_2)}{q^2}, \]
\[ \frac{\partial \phi}{\partial \psi} = 0, \]
\[ \frac{\partial \theta}{\partial q_1} = \frac{q_1^2}{\sqrt{1 - (q_2 - q_1)^2}}, \]
\[ \frac{\partial \theta}{\partial q_2} = \frac{q_2^2}{\sqrt{1 - (q_2 - q_1)^2}}, \]
\[ \frac{\partial \theta}{\partial q_3} = \frac{q_3^2}{\sqrt{1 - (q_2 - q_1)^2}}, \]
\[ \frac{\partial \phi}{\partial \theta} = \frac{\partial^2 q}{\partial \theta^2} \frac{1}{q^2}, \]
\[ \frac{\partial \psi}{\partial q_1} = \frac{q_1^2}{\sqrt{1 - (q_2 - q_1)^2}}, \]
\[ \frac{\partial \psi}{\partial q_2} = \frac{q_2^2}{\sqrt{1 - (q_2 - q_1)^2}}, \]
\[ \frac{\partial \psi}{\partial q_3} = \frac{q_3^2}{\sqrt{1 - (q_2 - q_1)^2}}, \]
\[ \frac{\partial \theta}{\partial \psi} = \frac{\partial^2 q}{\partial \theta^2} \frac{1}{q^2}, \]

where

\[ q_0 = 2q_1^2 + 2q_2^2 - 1, \]
\[ q_6 = 2q_2^2 + 2q_3^2 - 1. \]

Evaluating the partial derivatives at the nominal \( q_1 = q_2 = q_3 = 0 \) yields the final Jacobian of the quaternion to Euler angle transformation as

\[ \frac{\partial \Theta}{\partial \hat{q}} = 2I_{3 \times 3}. \]

The quaternion to Euler angle Jacobian defined in (88) is used to transform the INS model state \( \hat{x} \) as defined in (12) to the aircraft state in the radar model \( x_a \) as

\[ x_a = \begin{bmatrix} I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} \\ 0_{3 \times 3} & I_{3 \times 3} & 2I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} \end{bmatrix} x, \]
\[ = M_{q} x. \]

**APPENDIX B**

**COVARIANCE PROPAGATION USING LEAR’S METHOD**

While the error state model in (26) is an accurate representation of the error dynamics, the error states are more efficiently propagated using the state transition matrix (STM). This is represented in discrete time as

\[ \delta x_k = \Phi (t_k, t_{k-1}) \delta x_{k-1} + \delta w_{k-1} \]

where \( \Phi (t_k, t_{k-1}) \) is the STM from the \( t_{k-1} \) to \( t_k \) and \( \delta w_{k-1} \) is the integrated process noise over the same time interval given by

\[ \delta w_{k-1} = \int_{t_{k-1}}^{t_k} \Phi (t_k, \tau) BQ (\tau) \delta w (\tau) d\tau. \]

The covariance of the estimation errors is also propagated using the STM

\[ P_k^- = \Phi (t_k, t_{k-1}) P_{k-1}^- \Phi^T (t_k, t_{k-1}) + Q_{k-1} \]

where \( Q_{k-1} \) is the covariance of the integrated process noise defined by

\[ Q_{k-1} = E [w_{k-1} w_{k-1}^T] \]

\[ = \int_{t_{k-1}}^{t_k} \Phi (t_k, \tau) B (\tau) Q (\tau) B^T (\tau) \Phi^T (t_k, \tau) d\tau. \]

The following paragraphs provide a derivation for \( \Phi (t_k, t_{k-1}) \) and \( Q_{k-1} \). The STM is defined as the matrix which satisfies the differential equation [18]

\[ \Phi (t_{k+1}, t_k) = F (t) \Phi (t_{k+1}, t_k) \]

where \( \Phi (t_k, t_{k+1}) = I_{n \times n} \). While it is possible to numerically integrate [93], approximation of the integral over small time frames is sufficient for many practical filters and is much more efficient. There are many good approximations for this purpose [27], however Lear’s method is chosen for this application [28]. Lear’s method for approximating the state transition matrix is given by

\[ \Phi (t_{k+1}, t_k) \approx I + \frac{\Delta t}{2} (F_k + F_{k-1}) + \frac{\Delta t^2}{2} F_k F_{k-1} \]

where \( F_k = F (t_k) \) and \( \Delta t = t_k - t_{k-1} \). To aid in the derivation that follows, the error states defined in (25) are partitioned into vehicle states and parameter states as

\[ \delta x = [\delta x_v \delta x_p]^T \]

where the vehicle states comprise the position, velocity, and attitude errors

\[ \delta x_v = [\delta p^n \delta \omega^n \delta \theta^n]^T \]

and the parameter states include the accelerometer and gyro biases.

\[ \delta x_p = [\delta b_a^b \delta b_g^b]^T \]

The state coupling matrix \( F_k \) has the same form as (53) and is partitioned as

\[ F_k = \begin{bmatrix} F_{vv} & F_{vp} \\ F_{pv} & 0_{6 \times 9} \end{bmatrix} \]

and the STM is partitioned as

\[ \Phi (t_{k+1}, t_k) = \Phi_k = \begin{bmatrix} \Phi_{vv} & \Phi_{vp} \\ \Phi_{pv} & \Phi_{pp} \end{bmatrix}. \]

Since the parameter states are modeled as FOGM processes, independent of the vehicle states, the corresponding elements of the STM are known analytically as

\[ \Phi_{pv} = 0_{6 \times 9} \]

and

\[ \Phi_{pp} = \begin{bmatrix} \exp (-\Delta t/\tau_a) I_{3 \times 3} & 0_{3 \times 3} \\ 0_{3 \times 3} & \exp (-\Delta t/\tau_g) I_{3 \times 3} \end{bmatrix} \]

The upper-left element of the STM from (101) is approximated using (96) to yield

\[ \Phi_{vv} \approx \begin{bmatrix} I_{3 \times 3} & \Delta t I_{3 \times 3} & \frac{\Delta t^2}{2} \bar{v}_{k-1}^T \\ 0_{3 \times 3} & I_{3 \times 3} & \frac{\Delta t}{2} \bar{v}_{k-1} \\ 0_{3 \times 3} & 0_{3 \times 3} & I_{3 \times 3} \end{bmatrix} \]

where \( \bar{v}_{k-1} \) is the mean of the parameter biases.
where
\[
\dot{\mathbf{v}}_{k-1}^n = \hat{T}^n_{b,k-1} \left( \mathbf{v}^b_{k-1} - \mathbf{b}^b_{a,k-1} \right) \quad (105)
\]
\[
\mathbf{v}^n_k = \hat{T}^n_{b,k-1} \left( \mathbf{v}^b_k - \mathbf{b}^b_{a,k} \right) \quad (106)
\]
and
\[
\mathbf{v}_{\Sigma}^n = \mathbf{v}_b^n + \mathbf{v}^n_{k-1}. \quad (107)
\]
The lower-left element of the STM from (101) is approximated using (96) to yield
\[
\Phi_{vp} \approx \begin{bmatrix}
-\Delta t^2 \hat{T}^n_{b,\Sigma} & 0_{3 \times 3} \\
0_{3 \times 3} & 0_{3 \times 3} 
\end{bmatrix} \quad (108)
\]
where
\[
\hat{T}^n_{b,\Sigma} = \hat{T}^n_{b,k} + \hat{T}^n_{b,k-1}. \quad (109)
\]
The integrated process noise of the coupled parameter and vehicle states can be derived as
\[
Q_{VP} = \begin{bmatrix}
-q_a \hat{T}^n_{b,k-1} c_a \\
-q_a \hat{T}^n_{b,\Sigma} c_a + q_a \hat{T}^n_{b,k} c_a \\
0_{3 \times 3} \\
q_g \{ \mathbf{v}^n_k \} \hat{T}^n_{b,k-1} c_a \\
q_g \hat{T}^n_{b,\Sigma} c_t - q_g \hat{T}^n_{b,k} c_a 
\end{bmatrix} \quad (122)
\]
where
\[
c_a = \tau_a^3 - \frac{1}{2} \tau_a (2 \tau_a^2 + 2 \tau_a \Delta t + \Delta t^2) \exp(\frac{-\Delta t}{\tau_a}) \quad (123)
\]
\[
c_t = \frac{\tau_a^3}{2} - \frac{\tau_a}{2} (\tau_a + \Delta t) \exp(\frac{-\Delta t}{\tau_a}) \quad (124)
\]
The integrated process noise of the vehicle states is partitioned as
\[
Q_{vv} = \begin{bmatrix}
Q_{vv,11} & Q_{vv,12} & Q_{vv,13} \\
Q_{vv,21} & Q_{vv,22} & Q_{vv,23} \\
Q_{vv,31} & Q_{vv,32} & Q_{vv,33} 
\end{bmatrix} \quad (125)
\]
where the equations for each entry are given by
\[
Q_{vv,11} = \frac{\Delta t^3}{3} Q_{v,v} + \frac{\Delta t^b}{20} \left[ Q_{v,v} \left( \hat{T}^n_{b,k-1} \right)^T \right] \quad (126)
\]
\[
Q_{vv,12} = \frac{\Delta t^2}{2} Q_{v,v} + \frac{\Delta t^4}{16} \left\{ \left[ \mathbf{v}^n_{k-1} \times \right] Q_{w,v} \left[ \mathbf{v}^n_{\Sigma} \times \right]^T \right. \\
+ q_a \hat{T}^n_{b,k-1} \hat{T}^n_{b,\Sigma} - q_a \hat{T}^n_{b,k-1} \hat{T}^n_{b,k} \right\} \quad (127)
\]
\[
Q_{vv,13} = \frac{1}{6} \Delta t^3 \left\{ \left[ \mathbf{v}^n_{k-1} \times \right] Q_{w,v} \right. \quad (128)
\]
\[
Q_{vv,21} = \frac{\Delta t^2}{2} Q_{v,v} + \frac{\Delta t^4}{16} \left\{ \left[ \mathbf{v}^n_{\Sigma} \times \right] Q_{w,v} \left[ \mathbf{v}^n_{k-1} \times \right]^T \right. \\
+ q_a \hat{T}^n_{b,k-1} \hat{T}^n_{b,\Sigma} - q_a \hat{T}^n_{b,k-1} \hat{T}^n_{b,k} \right\} \quad (129)
\]
\[
Q_{vv,22} = \Delta t Q_{v,v} + \frac{\Delta t^3}{12} \left\{ \left[ \mathbf{v}^n_{\Sigma} \times \right] Q_{w,v} \left[ \mathbf{v}^n_{k-1} \times \right]^T \right. \\
+ q_a \hat{T}^n_{b,\Sigma} \left( \hat{T}^n_{b,\Sigma} \right)^T \right\} \quad (130)
\]
The integrals in (116)-(118) are derived separately in the following paragraphs. The integrated process noise for the parameter states is approximated as
\[
Q_{pp} \approx \begin{bmatrix}
q_a \frac{\tau_a}{2} e_a I_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & q_g \frac{\tau_g}{2} e_g I_{3 \times 3} 
\end{bmatrix}. \quad (119)
\]
\[- q_0 \frac{\Delta t^4}{16 \tau_a} \hat{T}_{b,k}^n \left[ \hat{T}_{b,k}^n \left( \hat{T}_{b,\Sigma}^n \right)^T + \hat{T}_{b,\Sigma}^n \left( \hat{T}_{b,k}^n \right)^T \right] \\
+ \frac{\Delta t^5}{20} \left( q_0 \frac{\hat{\nu}_{b,k}^n}{\tau_a} \hat{\nu}_{b,k}^n \right)^T \\
+ q_g \{ [\hat{\nu}_k^n] \times \} \hat{T}_{b,k-1}^n \left( \hat{T}_{b,k-1}^n \right)^T \left( \{ [\hat{\nu}_k^n] \times \} \right)^T \] (130)

\[Q_{vv,23} = \frac{\Delta t^2}{4} \{ [\hat{\nu}_k^n] \times \} Q_{\omega,k} \\
+ q_0 \frac{\Delta t^4}{16} \{ [\hat{\nu}_k^n] \times \} \hat{T}_{b,k-1}^n \left( \hat{T}_{b,\Sigma}^n \right)^T \\
- q_0 \frac{\Delta t^5}{20 \tau_g} \{ [\hat{\nu}_k^n] \times \} \hat{T}_{b,k}^n \left( \hat{T}_{b,k}^n \right)^T \] (131)

\[Q_{vv,31} = \frac{\Delta t^3}{6} Q_{\omega,k} \{ [\hat{\nu}_k^n] \times \}^T \] (132)

\[Q_{vv,32} = \frac{\Delta t^2}{4} Q_{\omega,k} \{ [\hat{\nu}_k^n] \times \}^T \\
+ q_0 \frac{\Delta t^4}{16} \hat{T}_{b,k}^n \left( \{ [\hat{\nu}_k^n] \times \} \hat{T}_{b,k-1}^n \right)^T \\
- q_0 \frac{\Delta t^5}{20 \tau_g} \{ [\hat{\nu}_k^n] \times \} \hat{T}_{b,k}^n \left( \hat{T}_{b,k}^n \right)^T \] (133)

\[Q_{vv,33} = \Delta t Q_{\omega,k} + q_0 \frac{\Delta t^3}{12} \hat{T}_{b,\Sigma}^n \left( \hat{T}_{b,\Sigma}^n \right)^T \\
- q_0 \frac{\Delta t^4}{16 \tau_g} \left[ \hat{T}_{b,k}^n \left( \hat{T}_{b,\Sigma}^n \right)^T + \hat{T}_{b,\Sigma}^n \left( \hat{T}_{b,k}^n \right)^T \right] \\
+ q_0 \frac{\Delta t^5}{20 \tau_g^2} \hat{T}_{b,k}^n \left( \hat{T}_{b,k}^n \right)^T \] (134)

and
\[Q_{\nu,k-1} = \{ [\hat{\nu}_k^n] \times \} \hat{T}_{b,k}^n Q_{\omega} \left( \hat{T}_{b,k}^n \right)^T \{ [\hat{\nu}_k^n] \times \}^T \] (135)

\[Q_{\nu,k} = \hat{T}_{b,k}^n Q_{\nu} \left( \hat{T}_{b,k}^n \right)^T \] (136)

\[Q_{\omega,k} = \hat{T}_{b,k}^n Q_{\omega} \left( \hat{T}_{b,k}^n \right)^T \] (137)

\[\hat{R}_{b,\Sigma}^n = \hat{T}_{b,k-1}^n + \hat{T}_{b,k}^n. \] (138)