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Abstract

We consider surface finite elements and a semi-implicit time stepping scheme to simulate fluid deformable surfaces. Such surfaces are modeled by incompressible surface Navier-Stokes equations with bending forces. Here, we consider closed surfaces and enforce conservation of the enclosed volume. The numerical approach builds on higher order surface parameterizations, a Taylor-Hood element for the surface Navier-Stokes part, appropriate approximations of the geometric quantities of the surface mesh redistribution and a Lagrange multiplier for the constraint. The considered computational examples highlight the solid-fluid duality of fluid deformable surfaces and demonstrate convergence properties that are known to be optimal for different sub-problems.

1. Introduction

Fluid deformable surfaces are thin fluidic sheets of soft materials exhibiting a solid–fluid duality. While they store elastic energy when stretched or bent, as solid shells, under in-plane shear, they flow as viscous two-dimensional fluids. This duality has several consequences: it establishes a tight interplay between tangential flow and surface deformation. In the presence of curvature, any shape change is accompanied by tangential flow and, vice versa, the surface deforms due to tangential flow \cite{1, 2, 3}. Surfaces with these properties are ubiquitous interfaces in biology, playing essential roles in processes from the subcellular to the tissue scale, e.g., describing the dynamics of cortical flow during cell division \cite{4} and the shape evolution of epithelia monolayers in morphogenesis \cite{5}.

The mathematical description of fluid deformable surfaces has been introduced in \cite{6, 7, 1, 3}. The model also relates to two-phase flow problems with Boussinesq–Scriven interface condition \cite{8, 9} in the limit of a large Saffman–Delbrück number \cite{10}, where bulk and surface flow can be decoupled. Numerical realizations of these models, which are surface Navier-Stokes equations on evolving surfaces, are restricted to special cases. In \cite{6, 1, 12, 3} an axisymmetric setting is used, the approach is restricted to simply-connected surfaces, a Stokes approximation is considered or constraints on the evolution are omitted. Furthermore, none of the previous numerical attempts considered higher order methods. In view of the recently discovered numerical analysis results for a surface vector-Laplacian \cite{13, 14, 15} and a surface Stokes problem \cite{16, 17} on stationary surfaces and various corresponding computational studies \cite{18, 19, 20, 21, 22, 23, 24, 25}, which require higher order approximations of geometric
properties of the surface to guarantee convergence, previous numerical approaches [1, 3] might not converge to the desired solution. We here close this gap and provide a numerically feasible approach for the full problem which experimentally shows higher order (presumably optimal) convergence properties in space and is shown to be applicable in a general context.

The paper is structured as follows: In Section 2 we introduce the surface differential operators and the continuous model based on [26, 1, 3]. Moreover we combine the surface Navier-Stokes model with bending forces and conservation of enclosed volume with an approach of [27] to locally redistribute mesh points which improves the mesh quality during evolution without influencing the dynamics. In Section 3 we introduce a higher order polynomial approximation of the discrete surface [28] and a surface finite element method (SFEM) for vector-valued functions [21]. The discretization builds on the SFEM approach for the surface Stokes equation on stationary surfaces used in [24], the discretization for Willmore flow considered in [29] and a volume constraint considered by a Lagrange multiplier. Numerical results are shown in Section 4 and are chosen to highlight the solid-fluid duality and the influence of critical parameters, such as the Reynolds number Re and the bending capillary number Be. Due to a lack of numerical analysis results for the full problem we consider experimental convergence studies. For the fluid properties we demonstrate that optimal order of convergence known for the Stokes problem on stationary surfaces can also been achieved for the full problem. Also for the solid properties we achieve the same order of convergence for the full problem, which had been obtained for pure Willmore flow without any constraints. The increased accuracy leads to qualitative differences compared with [3] if the volume constraint is dropped. We validate the obtained solution with semi-analytic results assuming an axisymmetric setting. We further demonstrate the applicability of the mesh redistribution algorithm. For extreme shape changes, as in the deforming Stanford bunny, the considered local approach reaches its limits but still provides sufficiently regular meshes to solve the linear systems. Finally we summarize our results and draw conclusions in Section 5.

2. Continuous Problem

We consider a time dependent smooth domain \( \Omega = \Omega(t) \subset \mathbb{R}^3 \) and its boundary \( \mathcal{S} = \mathcal{S}(t) \), which is given by a parametrization \( X \). Related to \( \mathcal{S} \) we denote the surface normal \( \nu \), the shape Operator \( B \) with \( B_{ij} = -\nabla_S \nu_j \), the mean curvature \( \mathcal{H} = \text{tr} B \) and the surface projection \( P = I - \nu \otimes \nu \). Let \( \nabla_S \) and \( \text{div}_S \) be the surface differential operators with respect to the covariante derivative. Those operators are well defined for vector fields in the tangent bundle of \( \mathcal{S} \). For a non-tangential vector field \( u: \mathcal{S} \rightarrow \mathbb{R}^3 \) we use the tangential derivative \( \nabla_P u = P \nabla u^e P \) and the tangential divergence \( \text{div}_P u = \text{tr}[P \nabla u^e] \) where \( u^e \) is an extension of \( u \) constant in normal direction and \( \nabla \) the gradient of the embedding space \( \mathbb{R}^3 \). \( \nabla_P u \) is a pure tangential tensor field and relates to the covariante derivative by \( \nabla_P u = \nabla_S (Pu) - (u \cdot \nu) B \).

Similarly, it hold \( \text{div}_P u = \text{div}_S (Pu) - (u \cdot \nu) \mathcal{H} \), see [24].

We consider the incompressible surface Navier-Stokes model on \( \mathcal{S} \), independently derived in [6, 30, 31, 32, 26, 33, 1, 3, 12] and previously considered numerically in [1, 3]. The derivations differ with respect to the physical principles used and in the coordinate system in which the resulting equations are represented. The different formulations have been compared in [34] and at least with the corrections [35, 36] and [37] concerning the model in
\[ \partial_t \mathbf{u} + \nabla \cdot \mathbf{u} = -\nabla S p - p \mathbf{H} \mathbf{\nu} + \frac{2}{\text{Re}} \text{div}_P \sigma + \mathbf{b} \]
\[ \text{div}_P \mathbf{u} = 0 \]

(1)

where \( \mathbf{u} \) is the surface fluid velocity, \( p \) the surface pressure, \( \sigma = \frac{1}{2} (\nabla_P \mathbf{u} + (\nabla_P \mathbf{u})^T) \) the rate of deformation tensor, \( \text{Re} \) the Reynolds number and \( \mathbf{b} \) an acting force. The convection term is defined by \( \nabla \cdot \mathbf{v} \mathbf{u} = \nabla S u_i \cdot \mathbf{v}, \) where \( \mathbf{v} \) is the relative material velocity of the surface.

Eqs. (1) imply conservation of the surface area |\( S \)|, as a consequence of the local inextensibility constraint. We in addition want to enforce conservation of the enclosed volume |\( \Omega \)|. This can be realized by \( \int_S \mathbf{u} \cdot \mathbf{\nu} = 0 \) and incorporated in eqs. (1) by a scalar Lagrange multiplier \( \lambda \), as explained in detail in [1]. We get

\[ \partial_t \mathbf{u} + \nabla \cdot \mathbf{u} = -\nabla S p - p \mathbf{H} \mathbf{\nu} + \frac{2}{\text{Re}} \text{div}_P \sigma - \lambda \mathbf{\nu} + \mathbf{b} \]
\[ \text{div}_P \mathbf{u} = 0 \]
\[ \int_S \mathbf{u} \cdot \mathbf{\nu} \, dS = 0. \]

(2)

As in [1, 3] we assume elastic properties of the surface \( S \) if deformed in normal direction and define \( \mathbf{b} \) as the contribution resulting from the Helfrich energy \( E_H = \frac{1}{2 \text{Be}} \int_S (\mathbf{H} - \mathbf{H}_0)^2 \, dS \), with the bending capillary number \( \text{Be} \) and the spontaneous curvature \( \mathbf{H}_0 \). We will only consider the case \( \mathbf{H}_0 = 0 \) and obtain

\[ \mathbf{b} = \frac{1}{\text{Be}} (-\Delta_S \mathbf{H} - \mathbf{H}(\| \mathbf{B} \|^2 - \frac{1}{2} \text{tr}(\mathbf{B})^2) \mathbf{\nu}. \]

(3)

Using this Eulerian-Lagrangian description for eqs. (2) and (3) also in the discrete formulation, to be considered below, the regularity of the underlying mesh cannot be guaranteed. To cure this issue we follow an approach introduced in [27] by adding a tangential flow of the mesh points. Instead of \( \mathbf{u} \cdot \mathbf{\nu} \mathbf{\nu} = \partial_t \mathbf{X} \) we consider

\[ \partial_t \mathbf{X} \cdot \mathbf{\nu} = \mathbf{u} \cdot \mathbf{\nu} \]
\[ \mathbf{H} \mathbf{\nu}_i = \Delta_S X_i, \quad i = 0, 1, 2. \]

(4)

This does not alter the movement in normal direction but leads to a local redistribution of the mesh points in the discrete system in tangential direction. Moreover by eq. (4) we get a characterization of \( \mathbf{H} \), which has been used numerically in various context [39, 40, 41, 29]. We thus obtain the relative material velocity \( \mathbf{\nu} = \mathbf{u} - \partial_t \mathbf{X} \) which enters the convective term \( \nabla \cdot \mathbf{v} \mathbf{u} \) in eqs. (1) or (2). Combining eqs. (2) - (4) leads to a numerically feasible incompressible surface Navier-Stokes model for fluid deformable surfaces with conservation of the enclosed volume.
3. Numerical approach

3.1. Surface approximation

Let \( S_h \) be a discrete higher order approximation of \( S \). The construction of such surfaces is explained in \([42, 24]\) and implemented for the DUNE finite element framework \([43]\), see \([28, 44]\). Let \( S_h^{\text{lin}} = \bigcup_{\mathcal{T} \in \mathcal{T}^{\text{lin}}} \hat{T} \) be a piecewise linear reference surface given by a shape regular surface triangulation \( \mathcal{T}^{\text{lin}} \) and \( \mathbf{X} : S_h^{\text{lin}} \rightarrow \mathcal{S} \) be a bijective map such that \( \mathcal{S} = \bigcup_{\mathcal{T} \in \mathcal{T}^{\text{lin}}} \mathbf{X}(\hat{T}) \). Let \( I_k \) be the \( k \)th order interpolation such that \( I_k \mathbf{X} = \mathbf{X}_k \in \mathbb{P}_k(\hat{T})^3 \) for each triangle. This allows us to describe the curved mesh by \( \mathcal{S} = \{ T = \mathbf{X}_k(\hat{T}) | \hat{T} \in \mathcal{T}^{\text{lin}} \} \) and the discrete surface is given by

\[
S_h = \bigcup_{\hat{T} \in \mathcal{T}^{\text{lin}}} \mathbf{X}_k(\hat{T}) = \bigcup_{T \in \mathcal{T}} T.
\]

We define the mesh size as \( h = h_{\text{max}} = \max_{T \in \mathcal{T}} h_T \) where the size of a triangle \( h_T \) is given by the longest edge of \( T \). For better readability we will use \( \mathbf{X} \) instead of \( \mathbf{X}_k \) and also denote the discrete normal vector of \( S_h \) by \( \mathbf{\nu} \) and the discrete shape operator of \( S_h \) by \( B \). The discrete projection and surface operators are defined with respect to \( \mathbf{\nu} \) and \( B \). Please consider that \( \mathbf{\nu} \) is multi-valued at the intersection of the mesh elements. It is therefore not recommended to use \( \mathbf{\nu} \) to compute the curvature information required for the bending force in eq. (3).

Different approaches have been proposed to deal with this issue, see e.g. \([29, 8, 45]\). Here, we will obtain the mean curvature of \( S_h \), again denoted by \( \mathcal{H} \), from eq. (1).

3.2. Discretization by surface finite elements

We consider a surface finite element (SFEM) approach to discretize the problem in space. Such approaches are well established for scalar-valued surface partial differential equations \([46]\) and have been extended to vector- and tensor-valued surface partial differential equations in \([21]\).

We define the \( k \)th order finite element space on \( S_h \) by \( V_k(S_h) = \{ v \in C^0(S_h) | v|_T \in \mathbb{P}_k(T) \} \). Let \( (a, b) = \int_S a \cdot b \, dS \) be the \( L^2 \) inner product on \( S_h \) \([21, 24]\). We use \( V_h = V_k(S_h)^3 \times V_{k-1}(S_h) \times V_k(S_h) \times V_k(S_h)^3 \) as test and trial space which leads to \( k \)th order Taylor-Hood elements for the velocity (order \( k \)) and the pressure (order \( k - 1 \)) combined with \( k \)th order spaces for the mean curvature and bijective map. We further split the problem and consider first the Lagrange multiplier \( \lambda \) as given.

Again omitting any indices to distinguish between discrete and continuous quantities we obtain the space discretized system for a tuple \( (u, p, \mathcal{H}, X) \in V_h \) by

\[
(\partial_t u + \nabla \cdot u, \phi) = (p, \text{div} p \phi) - \frac{2}{\text{Re}} (\sigma, \nabla \cdot \phi) - (\lambda \mathbf{\nu}, \phi)
\]

\[
+ \frac{1}{\text{Be}} [(\nabla_S \mathcal{H}, \nabla_S (\mathbf{\nu} \cdot \phi)) - (\beta \mathcal{H} \mathbf{\nu}, \phi)]
\]

\[
(\text{div} p u, q) = 0
\]

\[
(\partial_t X \cdot \mathbf{\nu}, h) = (u \cdot \mathbf{\nu}, h)
\]

\[
(\mathcal{H} \mathbf{\nu}_i, Z_i) = (\nabla_S X_i, \nabla_S Z_i) \quad i = 0, 1, 2
\]

for all \( (\phi, q, h, Z) \in V_h \) where \( \beta = \| \mathbf{B} \|^2 - \frac{1}{2} \text{tr}(\mathbf{B})^2 \) and \( \lambda \) chosen such that \( u \) fulfills the volume constraint. This in principle requires to solve a non-local problem. Moreover we used the identity \( (-\nabla_S p - p \mathcal{H} \mathbf{\nu}, \phi) = (p, \text{div} p \phi) \).
3.3. Discretization in time

The volume constraint makes the system of surface partial differential equations non-local, which further complicates approaches like mesh parallelization and multiprocessor computation. The following discretization considers an operator splitting approach which decouples the system of surface partial differential equation and the non-local term. It treats the Lagrange multiplier \( \lambda \) as a given quantity for solving the surface partial differential equations, as in eqs. [27], and considers a Newton iteration to update \( \lambda \) to fulfill the volume constraint in each timestep. This approach allows for a straightforward parallelization.

Let \( \{t^n\}_{n=0}^N \) be a set of times for timestep width \( \tau > 0 \) with \( t^n = n \tau \). Let \( S_h^n = S_h(t^n) \) and each variable with subscript \( n \) corresponds to the timestep \( t^n \). We discretize the system in time by a semi-implicit Euler scheme. That means that all linear terms will be discretized by the implicit Euler method and all nonlinear terms are treated semi-implicitly. We use scalar products, the normal vector \( \mathbf{v} = \mathbf{v}(t^n) \) and the shape operator \( B = B(t^n) \) with respect to \( S_h^n \). This also linearizes the bending force and all terms containing the normal vector. Instead of the surface parametrization we compute a surface update \( Y^{n+1} = X^{n+1} - X^n \) as in [27] and take the relative material velocity \( v^n = u^n - \frac{1}{\tau} Y^n \) which also linearizes the convective term in the system.

We define the bilinear form \( L^n : V_h(S_h^n) \times V_h(S_h^n) \to \mathbb{R} \) and the linear forms \( r^n : V_h(S_h^n) \to \mathbb{R} \) by

\[
L^n((u,p, \mathcal{H}, Y), (\phi,q,h,Z)) = \left\{
\begin{align*}
&((u + \tau \nabla \nu u, \phi) - (\tau p, \text{div}_p \phi) + \frac{2\tau}{\text{Re}} (\sigma, \nabla P \phi) - \frac{\tau}{\text{Re}} (\nabla_S \mathcal{H}, \nabla_S (\nu \cdot \phi)) - (\beta \mathcal{H} \nu, \phi)) \\
&(\text{div}_p u, q) \\
&((Y \cdot \nu, h) - (\tau u \cdot \nu, h)) \\
&(\mathcal{H} \nu, Z) + (\nabla_S Y_i, \nabla_S Z_i), \quad i = 0, 1, 2
\end{align*}\right.
\]

\[
r^n((\phi,q,h,Z)) = \left\{
\begin{align*}
&(u^n, \phi) \\
&0 \\
&0 \\
&((\nabla_S X^n_i, \nabla_S Z_i), \quad i = 0, 1, 2)
\end{align*}\right.
\]

where the index \( n \) highlights the dependency of \( L^n \) and \( r^n \) on the time steps. We thus seek for solutions \( (\hat{u}^{n+1}, \hat{p}^{n+1}, \hat{\mathcal{H}}^{n+1}, \hat{Y}^{n+1}) \in V_h(S_h^n) \) of the variational problem

\[
L^n((\hat{u}^{n+1}, \hat{p}^{n+1}, \hat{\mathcal{H}}^{n+1}, \hat{Y}^{n+1}), (\phi,q,h,Z)) = r^n((\phi,q,h,Z)) - ((\tau \nu, \phi), 0, 0, 0) \tag{6}
\]

\( \forall (\phi,q,h,Z) \in V_h(S_h^n) \) with \( \lambda \) assumed to be given. Thereby the symbol \( \hat{\cdot} \) denotes the new solution at time \( t^{n+1} \) but with respect to the old geometry \( S_h^n \). After lifting the solution to the new geometry \( S_h^{n+1} \) the symbol \( \hat{\cdot} \) will be dropped.

In order to fulfill the volume constraint \( \lambda \) has to be chosen such that

\[
\Phi(\lambda) := \int_{S_h^n} \hat{u}^{n+1}(\lambda) \cdot \nu dS = 0. \tag{7}
\]
We consider $\Phi(\lambda) = 0$ as a non-linear equation in $\lambda$, which motivates to apply a Newton method. More precisely, let $\lambda^j \in \mathbb{R}$ and $(\hat{u}^j, \hat{p}^j, \hat{H}^j, \hat{Y}^j) \in V_h(S^n_h)$ for $j \in \mathbb{N}$ generated by the Newton iterations, for each Newton step we compute the Newton update $\delta \lambda^{j+1}$ by $(\frac{d}{d\lambda} \Phi(\lambda^j)) \delta \lambda^{j+1} = -\Phi(\lambda^j)$ where $\Phi(\lambda^j) = \int_{S^n_h} \hat{u}^{j+1} \cdot \nu$ and $\frac{d}{d\lambda} \Phi(\lambda^j) = \int_{S^n_h} (\frac{d}{d\lambda} \lambda^j \hat{u}^{j+1}) \cdot \nu dS$. To compute the derivative of $\Phi$ we will insert the derivative of the solution with respect to $\lambda$ in the bilinear form

$$L^n \left( \left( \frac{d}{d\lambda} \lambda, \hat{u}^{j+1}, \frac{d}{d\lambda} \hat{p}^{j+1}, \frac{d}{d\lambda} \hat{H}^{j+1}, \frac{d}{d\lambda} \hat{Y}^{j+1} \right) \right), (\phi, q, h, Z) \right) = \frac{d}{d\lambda} \lambda \Phi(\lambda) \left( \hat{u}^{j+1}, \hat{p}^{j+1}, \hat{H}^{j+1}, \hat{Y}^{j+1} \right) = \left( r^n((\phi, q, h, Z)) + (-\tau \lambda^j(\nu, \phi), 0, 0, 0)^T \right)
$$

The calculation shows that $\frac{d}{d\lambda} \lambda \hat{u}^{j+1}$ is also a solution of a variational problem and independent from the Newton iteration $j$. In other words, $\Phi(\lambda)$ is linear and the Newton iteration should convergence in one step. For every timestep we therefore consider the following steps:

1. initial $\lambda^0 = 0$.
2. compute the derivative $\frac{d}{d\lambda} \Phi(\lambda)$ by finding a solution $(\hat{\delta u}^{n+1}, \hat{\delta p}^{n+1}, \hat{\delta H}^{n+1}, \hat{\delta Y}^{n+1})$ of the variational problem

$$L^n ((\hat{\delta u}^{n+1}, \hat{\delta p}^{n+1}, \hat{\delta H}^{n+1}, \hat{\delta Y}^{n+1}),(\phi, q, h, Z)) = (-\tau(\nu, \phi), 0, 0, 0)^T \forall (\phi, q, h, Y) \in V_h(S^n_h).$$

3. for every $j > 0$ do the Newton iteration by
   (a) compute $\Phi(\lambda^j) = \int_{S^n_h} \hat{u}^{j+1} \cdot \nu$ by finding a solution $(\hat{u}^{j+1}, \hat{p}^{j+1}, \hat{H}^{j+1}, \hat{Y}^{j+1})$ of the variational problem

$$L^n ((\hat{u}^{j+1}, \hat{p}^{j+1}, \hat{H}^{j+1}, \hat{Y}^{j+1}),(\phi, q, h, Z)) = r^n((\phi, q, h, Z)) + (-\tau \lambda^j(\nu, \phi), 0, 0, 0)^T \forall (\phi, q, h, Z) \in V_h(S^n_h)$$(b) compute the Newton update $\delta \lambda^{j+1} = -(\frac{d}{d\lambda} \Phi(\lambda^j))^{-1}\Phi(\lambda^j)$ and $\lambda^{j+1} = \lambda^j + \delta \lambda^{j+1}$.
   (c) if $\int_S \hat{u}^{j+1} \cdot \nu dS < \epsilon$ stop the Newton iteration, otherwise repeat with (a).
4. compute the new surface $S_h^{n+1}$ by updating its parametrization $X^{n+1} = X^n + \hat{Y}^{j+1}$.
5. interpolate the velocity $u^{n+1}$ on $S_h^{n+1}$ by $u^{n+1}(x_k^{n+1}) = \hat{u}^{j+1}(x_k^n)$ for $k = 1, ..., N_{Dof}$ where $N_{Dof}$ is the number of degrees of freedom of the triangulation.

This approach considers the volume constraint and the local inextensible constraint only with respect to the old geometry $S^n_h$ and therefore does not guarantee $\text{div}_P u^{n+1} = 0$ and $\int_{S_h^{n+1}} \hat{u}^{n+1} \cdot \nu dS = 0$. However, the convergence studies in the next section demonstrate the boundedness of these quantities and the applicability of the approach.
3.4. Remarks on the numerical approach

As there are no theoretical results available for eqs. (2) - (4) or their discretization, the best to hope for are convergence properties known for sub-problems or to achieve better experimental convergence properties than previous numerical studies. Extending the results of [15] to the surface Stokes problem on stationary surfaces shows for a similar Taylor-Hood approach optimal order of convergence of degree \( k + 1 \) for \( \| u - u_h \|_{L^2} \) [17]. This property and order \( k \) convergence for \( \| \text{div} P u_h \|_{L^2} \) have been shown numerically in [24] for the surface Stokes problem on stationary surfaces. Results on evolving surfaces for these equations are not known. Shape relaxation by pure bending forces have been considered by different approaches. The closest to our scheme [29] considers a piece-wise flat surface triangulation and leads to an experimental order of degree two for the considered Helfrich/Willmore energy without any constraints at the equilibrium state. A convergence proof for this result is still open. An extension of this approach to higher order (quadratic) surface approximations and volume and global area constraints in [17] does not provide any convergence results. Finally, the overall problem but without volume constraint has been considered in [8]. The discretization considers a piece-wise flat surface triangulation, a splitting in tangential and normal components, a Chorin-type projection for the tangential velocity with \( k = 1 \) for velocity and pressure and artificial diffusion for the normal velocity. The considered examples show an experimental order of convergence of degree two in space and degree one in time for \( \| \text{div} P u_h \|_{L^\infty(L^2)} \). In [1] the full model is addressed. However, it is reformulated in a vorticity-stream function formulation, which allows only to deal with scalar-valued quantities but restricts the applicability to simply-connected surfaces [48]. Convergence studies are not provided in [1] and can therefore not be considered for any comparison.

We will compare the properties of our discretization scheme with these known results. The described discretization scheme allows for straight forward parallelization, which is used in the following. The discretization is realized within the finite element toolbox AMDiS [49, 50] using the DUNE-CurvedGrid library [28].

4. Results

We consider three examples to demonstrate the applicability of the approach and the richness of the dynamics emerging from the solid-fluid duality: The first is a Killing vector field on a sphere where we drop the volume constraint. This example is taken from [3], where it is used to demonstrate the interplay of tangential flow and surface deformation. The tangential velocity induces deformations towards ellipsoidal-like shapes. Due to the induced normal deformation energy dissipates which reduces the tangential velocity. With the numerical approach considered in [3], which contains additional dissipation due to artificial diffusion, the shape relaxes back to a sphere with zero tangential velocity. However, it is already argued that a force balance between the bending forces of the Helfrich energy and the induced normal deformation due to tangential flow can be established. Our algorithm converges to these states which marks a qualitative difference to the previous results in [3]. The emerging shapes strongly depend on the bending capillary number Be and are validated by a semi-analytic approach assuming an axisymmetric solution. As in [3] we consider \( \| \text{div} P u_h \|_{L^\infty(L^2)} \) as an appropriate error measure to consider convergence properties. The second example is also taken from [3] and considers a perturbed sphere with zero tangential
velocity. The same setting is considered here, but with volume conservation. Detailed parameter studies in the Reynolds number \( Re \) and the bending capillary number \( Be \) show the enhanced convergence of the solution to its equilibrium for increasing \( Re \). The evolution is characterized by two significant shape changes. First, a biconcave-like shape with almost zero tangential velocity is approached. However, this is only a local minimum. Further evolution leads to a dumbbell shape and requires breaking symmetry. This second shape transition strongly depends on the flow properties and could not be achieved for the lowest considered \( Re \) within the used time frame. The biconcave and dumbbell shapes correspond to the axisymmetric equilibrium shapes emerging from oblate and prolate ellipsoids, respectively. These stationary shapes have been intensively discussed for the Helfrich energy neglecting

---

Figure 1: (a) Snapshots of the surface at \( t = 0, 0.5, 1, 2, 10 \) for \( Re = 1 \) and \( Be = 2 \). Visualized by the glyphs is the tangential part of the surface velocity \( Pu \) where the length represents its magnitude. By the color the mean curvature \( H \) is highlighted. (b) Convergence study for the inextensibility error \( e = \| \text{div} P u_h \|_{L^2} \) for the simulation shown in (a) with respect to \( h \) and \( \tau \). The results indicate 3rd order in space and 1st order in time. (c) Kinetic and Helfrich energy over time for the simulation shown in (a). (d,e) Derivation from the sphere \( dS = \int_S (H - H_{Re,f})^2 dS \) for different Reynolds numbers \( Re \) (\( Be = 2 \)) and for difference bending capillary numbers \( Be \) (\( Re = 1 \)), respectively. (f) Relation between the ratio \( r_S = \lim_{t \to \infty} (\max_{x \in S} \| x \| / \min_{x \in S} \| x \|) \) and \( Be \).
any flow. The parameters are chosen to highlight the influence of Re on the evolution. Again, $\|\text{div}_p u_h\|_{L^\infty(L^2)}$ is considered for establishing an experimental order of convergence. In addition we consider convergence properties in the Helfrich energy $E_H$ and in area and volume conservation. These convergence studies are done for $Re = 1$ and $Be = 2$. We further demonstrate the influence of Re on mesh quality and area and volume conservation. The third example demonstrates the applicability of the approach to a more complex situation with extreme shape changes. We consider the Stanford bunny, which has been used for the incompressible surface Navier-Stokes model in \cite{8, 30, 22} highlighting the connection between vortices and saddle points in the flow field and extrema in the Gaussian curvature of the surface. However, previous investigations are restricted to stationary surfaces. We here show the convergence to a biconcave shape and the induced tangential flow during the evolution. The complexity of the surface demonstrates the applicability of the considered mesh regularity approach but also points to its limits. For all example we use order $k = 3$.

4.1. Killing vector field

We consider the initial surface $S = S(0)$ to be a sphere with radius $R = 1$, which corresponds to $|\Omega(0)| = 4.19$, and define a tangential rotating velocity field $u(0, x) = (x_1, -x_0, 0)^T$ for $x = (x_0, x_1, x_2)^T \in S$. With volume constraint this would be an equilibrium solution, a so-called Killing vector field, a velocity field which is not influenced by the rate of deformation tensor $\sigma$. Such solutions have been numerically considered in \cite{30, 52} and also recently analytically investigated \cite{53}. However, if the volume constraint is dropped shape deformations become possible and the tangential flow field induces a normal velocity which deforms the surface to an ellipsoid-like shape. This deformation leads to dissipation. We consider an initial mesh with $h = 1.88e - 1$. The simulation results for $Re = 1$ and $Be = 2$ are shown in Figure 1(a). The velocity $u$ is visualized by arrows, showing the direction and magnitude and the shape is highlighted by plotting the mean curvature $H$. The surface oscillates around the stable ellipsoidal-like shape until a balance between the acting forces is reached. We additionally plot the kinetic energy $E_{\text{kin}} = \frac{1}{2Re} \int_S \|u\|^2 dS$ and the Helfrich energy $E_H$ over time. As long as the surface is deforming the rate of deformation tensor acts on the normal velocity and the kinetic energy dissipates.

For the parameters $Re = 1$ and $Be = 2$ a convergence study with respect to the grid size $h$ and the timesteps width $\tau$ is shown in Figure 1(b), where $\tau \sim h^3$. We consider the inextensibility error $e = \|\text{div}_p u_h\|_{L^\infty(L^2)}$. We obtain third order convergence with respect to $h$ and first order convergence with respect to $\tau$. For the spatial error this corresponds to the experimental order of convergence obtained in \cite{24} for the surface Stokes model on stationary surfaces, which is expected to be optimal for this problem.

In Figure 1(d) and (e) the behavior for different $Re$ and $Be$ is shown. We measure $dS = \int_S (H - H_{\text{Ref}})^2 dS$ the derivation from the sphere where $H_{\text{Ref}}$ is the mean curvature of a sphere with the same area as the surface $S$. Similar to \cite{3} we observe larger oscillations for larger Reynolds numbers $Re$ and smaller bending capillary numbers $Be$. Decreasing $Re$ dampens the oscillations amplitude but has little influence on the frequency, except for $Re = 0.1$, for which the damping is so high that no oscillations occur. $Re$ has no influence on the equilibrium state. It is solely determined by $Be$ and the initial conditions. As smaller $Be$ as more deformed the equilibrium shape gets. Also the frequency of the oscillations increases with decreasing $Be$. We characterize the equilibrium shape by the aspect ratio
\[ r_S = \lim_{t \to \infty} \left( \max_{x \in \mathcal{S}} \|x\| / \min_{x \in \mathcal{S}} \|x\| \right). \]

Its dependency on \( \text{Be} \) is plotted in Figure 1(f) and quantifies the divergence from a sphere \((r_S = 1.0)\) for increasing \( \text{Be} \).

Assuming axisymmetric solutions, characterizing the tangential flow field as a Killing vector field and assuming a stationary ellipsoidal geometry \( \mathcal{S}_{\text{eq}} \), which is determined by the force balance between normal forces induced by the tangential flow and bending forces allows to simplify the problem setting. Without loss of generality we consider the \( z \)-axis as the symmetry axis. The equilibrium velocity field is define by a rigid body rotation

\[ u = \omega e_z \times x = \omega(x_1, -x_0, 0)^T \]

where \( \omega \in \mathbb{R} \) is the angular velocity and \( e_z \) the unit vector of the \( z \)-axis. The velocity \( u \) fulfills \( \text{div} \boldsymbol{p} \cdot u = 0 \) and has no influence on the rate-of-deformation tensor \( \boldsymbol{\sigma} \). The induced centrifugal forces \( \mathbf{F}_z = \nabla u \cdot u = -\omega^2 e_z \times (e_z \times x) \) are balanced by surface pressure and bending forces. This simplifies eqs. (9) which can be separated in a tangential and a normal part by multiplying with \( \boldsymbol{P} \) and \( \nu \), respectively. We obtain

\[ \omega^2 \mathbf{P} \mathbf{F}_z = -\nabla S \mathbf{p} \quad \text{on} \quad \mathcal{S}_{\text{eq}} \]

\[ \omega^2 \mathbf{F}_z \cdot \nu = -p \mathcal{H} + \frac{1}{\text{Be}} (-\Delta S \mathcal{H} - \mathcal{H} (\|B\|^2 - \frac{1}{2} \text{tr}(B)^2)) \quad \text{on} \quad \mathcal{S}_{\text{eq}}. \]

For a given angular velocity \( \omega \) we consider \( \mathcal{S}_{\text{eq}} \) and \( p \) as unknowns. Transforming eqs. (9) and (10) in spherical coordinates leads to a system of ordinary differential equations, where the radius \( R \) and the pressure \( p \) remain as unknowns. However, the equations are highly nonlinear, contain derivatives of the radius up to fourth order and singularities at the poles. We were unable to solve them, either analytically nor numerically. However, we can still consider the equations above to verify the simulation results shown in 4.1. We consider the discrete solution \((u_h, p_h, X_h, \mathcal{H}_h)\) at the final time step and define the following residuals for a given \( \omega \)

\[ r_0 = \|u_h \cdot \nu_h\|_{L^2(S_h)} \]

\[ r_1 = \|u_h - \omega e_z \times x\|_{L^2(S_h)} \]

\[ r_2 = \|\omega^2 \mathbf{P} \mathbf{F}_z + \nabla S \mathbf{p}_h\|_{L^2(S_h)} \]

\[ r_3 = \|\omega^2 \mathbf{F}_z \cdot \nu + p_h \mathcal{H}_h - \frac{1}{\text{Be}} (-\Delta S \mathcal{H}_h - \mathcal{H}_h (\|B_h\|^2 - \frac{1}{2} \text{tr}(B_h)^2))\|_{L^2(S_h)} \]

They correspond to the normal component of the velocity, the tangential component of the velocity, eq. (9) and eq. (10), respectively. If these quantities are small our numerical solution approximates the semi-analytic axisymmetric solution on the stationary ellipsoidal geometry \( \mathcal{S}_{\text{eq}} \). The results are shown in Table 1 for different \( \text{Re} \) and \( \text{Be} \). The residuals are sufficiently small to claim approximation of the semi-analytic solution which confirms the validity of the numerical scheme. Due to the different values obtained for \( \omega \) the results also confirm our finding on the dependency of the equilibrium shape on \( \text{Be} \). The results also quantitatively show that \( \omega \) and thus also the equilibrium shape, do not depend on \( \text{Re} \). The values remain constant for all considered \( \text{Re} \).
perturbation is given by the parametrization \( X \).

4.2. Relaxation of a perturbed sphere

We consider a perturbed sphere \( S = S(0) \) with \( u = 0 \) as an initial condition. The perturbation is given by the parametrization \( X(\theta, \psi) = r(\theta, \psi)X_S(\theta, \psi) \) where \( X_S(\theta, \psi) \) is the parametrization of the unit sphere and \( r(\theta, \psi) = 1 + r_0 \cos \theta \sin 3\psi \) a space dependent radius with \( r_0 = 0.4 \). The considered perturbed sphere has volume \(|\Omega| = 4.70\) and area \(|S| = 15.64\). As a result of the bending forces, the shape relaxes and thereby induces flow. We consider again an initial mesh with \( h = 1.88e-1 \). Figure 2(a) and (b) show the simulation results for \( \text{Re} = 1 \) and \( \text{Re} = 0.1 \), respectively. The bending capillary number is \( \text{Be} = 2 \). We consider a LIC visualization with color coding showing the magnitude of the tangential part of the velocity \( \|Pu\| \). This highlights the correlation between shape deformation and tangential flow. The shown time instances are equal for both simulations and chosen to highlight strong shape deformations during the evolution. The shape first relaxes towards a biconcave shape with almost zero tangential velocity. Further relaxation leads to a change in geometry and convergence to a dumbbell shape. The tangential velocity in the final state is zero. This equilibrium shape is in agreement with the phase diagram discussed for the Helfrich energy neglecting any flow in [51]. The surface area and enclosed volume in the considered example lead to a reduced volume of 0.82, see [51], and thus correspond to an equilibrium dumbbell shape in the phase diagram.

However, the transition to the dumbbell shape is only achieved for \( \text{Re} = 1 \) and not observed within the considered time frame for \( \text{Re} = 0.1 \). In order to explain this behaviour we plot the Helfrich energy \( E_H \) and the kinetic energy \( E_{\text{kin}} \) over time for different \( \text{Re} \) in Figure 2(c) and (d), respectively. The different time instances are marked in the plots. The transition from a biconcave to a dumbbell shape is associated with a steep decrease in \( E_H \). With lower \( \text{Re} \), this transition occurs later in time. For larger \( \text{Re} \) we also observe shape oscillations after such drastic shape changes. However, any change in \( E_H \) is also associated with an increase in \( E_{\text{kin}} \). We conclude that surface flow enhances shape relaxation. In the considered example it even helps to escape the local minimum of a biconcave shape.

We next use these simulations to demonstrate the numerical properties of the algorithm. This includes the quality of the mesh, as well as the global constraints on area and volume. Figure 3(a), (b) and (c) show the quasi uniformity of the mesh, which is measured by \( q_S = \max_{T \in T} h_T / \min_{T \in T} h_T \), the error in area conservation \( \Delta A(t) = \|S(t)\| - \|S(0)\| / \|S(0)\| \) and the error in volume conservation \( \Delta V(t) = \|\Omega(t)\| - \|\Omega(0)\| / \|\Omega(0)\| \). All these quantities

| Re | Be | \( \omega \) | \( r_0 \) | \( r_1 \) | \( r_2 \) | \( r_3 \) |
|----|----|--------|------|------|------|------|
| 1.0 | 0.25 | 0.9894 | 3.4e-5 | 1.9e-4 | 1.9e-3 | 1.6e-2 |
| 1.0 | 0.33 | 0.9862 | 3.4e-5 | 6.7e-4 | 1.9e-3 | 1.2e-2 |
| 1.0 | 0.5  | 0.9801 | 3.3e-5 | 1.1e-3 | 2.0e-3 | 8.3e-3 |
| 1.0 | 1.0  | 0.9629 | 3.2e-5 | 6.5e-4 | 1.9e-3 | 4.6e-3 |
| 1.0 | 2.0  | 0.9356 | 3.3e-5 | 6.4e-4 | 1.9e-3 | 2.8e-3 |
| 0.1 | 2.0  | 0.9356 | 5.1e-5 | 1.1e-4 | 2.0e-3 | 2.8e-3 |
| 0.5 | 2.0  | 0.9356 | 3.5e-5 | 7.5e-4 | 1.9e-3 | 2.7e-3 |
| 2.0 | 2.0  | 0.9356 | 2.7e-3 | 3.5e-3 | 3.4e-3 | 3.3e-3 |
| 3.0 | 2.0  | 0.9356 | 1.4e-2 | 1.8e-2 | 1.1e-2 | 5.7e-3 |

Table 1: The angular velocity \( \omega \) and residual errors for a variation of \( \text{Re} \) and \( \text{Be} \).
Figure 2: Relaxation of a perturbed sphere for Reynolds numbers $Re = 1$ (a) and $Re = 0.1$ (b) at snapshots at the time $t = 0.0, 0.5, 1, 2, 4, 6, 35, 40, 45, 100$. Visualized is the tangential flow field using LIC with the magnitude color coded with logarithmic scale. (c) shows the Helfrich energy $E_H$ over time for different $Re$. (d) shows the kinetic energy $E_{kin}$ over time for different $Re$. The time instances considered in (a) and (b) are marked in the plots.

stay bounded within the considered time frame. The volume is thereby computed as $|\Omega| = \frac{1}{3} \int_\Omega \text{div}(\mathbf{x})d\mathbf{x} = \frac{1}{3} \int_S \mathbf{x} \cdot \mathbf{\nu} d\mathbf{S}$, see [54, 55]. For $Re = 1$ and $Be = 2$ a convergence study is shown in Figure 3(d), (e) and (f). As before we reduced the time step width with the grid size by $\tau \sim h^3$. The inextensible error $e$ and the $L^\infty$-norms of the area and volume error $e_A$ and $e_V$ are measured. As before we observe third order convergence for $e$ with respect to
and first order with respect to $\tau$. This result suggests that the volume constraint does not affect the convergence properties.

Figure 3: (a), (b) and (c) show the quasi uniformity of the mesh, the area conservation error and the volume conservation error over time for different Re, respectively. For Re = 1 in (d) the inextensibility error $e = \| \text{div} \mathbf{u}_h \|_{L^\infty(L^2)}$, in (e) the error in area conservation $e_A = \| \Delta A \|_{L^\infty}$, in (f) the error in volume conservation $e_V = \| \Delta V \|_{L^\infty}$, and in (g) the error of the Helfrich energy $e_H = \| E_H \|_{L^\infty}$ with respect to $h$ and $\tau$ is shown. (h) shows the experimental convergence orders of the errors of (d)-(g).

For $e_A$ and $e_V$ the results also indicate an approaching third order convergence with respect to $h$. However, this is only achieved as long as the error bound of the Newton method is smaller than the interpolation error. In the current situation the parameter $\epsilon$ in the Newton method is chosen as $\epsilon = 1e^{-6}$. Figure 3(g) shows in addition convergence properties for $E_H$, again considered in the $L^\infty$-norm. These results are obtained with respect to the numerical solution of the most refined mesh. The corresponding values and the computed experimental orders of convergence (EOC) are shown in Figure 3(h). The obtained order of convergences for $E_H$ is between one and two. For pure Willmore flow without any constraints and only considering the equilibrium state [29] showed second order convergence. Compared with this experimental result for a (still complex but) strongly simplified sub-problem these convergence results also confirm the validity of the proposed approach.
Figure 4: (a) Relaxation of the Stanford bunny for Reynolds numbers $Re = 1$ and $Be = 0.5$ at snapshots at the time $t = 0.0, 0.003, 0.005, 0.01, 0.02, 0.03, 0.05, 0.1, 0.2, 0.4, 0.8, 1.4$. Visualized is the flow generated by the tangential part of the surface $P\mathbf{u}$ by a LIC filter. A corresponding movie is provided in the Supplement. (b) and (c) show the area conservation error and the volume conservation error over time. The time instances considered in (a) are marked in the plots.
4.3. Relaxation of the Stanford bunny

Let $S = S(0)$ be the Stanford bunny with initial velocity $u = 0$. The Stanford bunny has volume $|\Omega| = 0.146$ and area $|S| = 1.95$ and is triangulated by 70,118 elements which leads to around 2.5 million degrees of freedom in the discrete system. The initial mesh size is $h = 2e^{-2}$ and the corresponding time step is chosen as $\tau = 1e^{-5}$. As for the perturbed sphere we consider Re = 1 and Be = 2.

The Stanford bunny has previously been used to demonstrate the validity of numerical algorithms to solve the incompressible surface Navier-Stokes model, see [8, 30, 22]. However, in these simulations the surfaces were stationary and only a tangential flow was considered. The results for the full model are shown in Figure 4(a).

Driven by the Helfrich energy the shape relaxes and a tangential flow is induced. This complex solid-fluid duality together with area and volume conservative leads to a complex evolution of the Stanford bunny which finally converges to a biconcave shape with zero tangential velocity. Comparing the equilibrium shape with the phase diagram in [51], shows for the considered volume and area a reduced volume of 0.57 and is therefore below the transition to the dumbbell shape and within the transition zone between a biconcave and a stromatocyte shape. Figure 4(b) and (c) show the error in area and volume conservation, respectively. Again, the shown time instances are marked in these plots. While larger in magnitude than in the previous examples, the error bounds are still acceptable for such complex shape evolution with extreme curvatures and large velocity differences.

This complex evolution also provides an ideal test case for the considered local mesh redistribution algorithm based on [27]. We therefore plot a region of the bunny and the associated triangulation, which is strongly deformed during evolution as shown in Figure 5(a) and (b). The initial mesh size of $h = 2e^{-2}$ increases in this region to a maximum of $1e^{-1}$. The differences in mesh size are clearly visible in Figure 5(a). This is quantified in Figure 5(c) showing the quasi uniformity of the mesh, which increases over time and reaches much larger values than in previous examples. While not optimal with respect to efficiency, these differences in size do not influence the performance of the linear solver. A second criteria is the regularity of the triangles. We therefore consider the edge length of each surface triangle and compute $q_T = (\max_{F:F \cap T \neq \emptyset} |F|)/(\min_{F:F \cap T \neq \emptyset} |F|)$ where $F$ denotes the edges of the triangulation $T$. An equilateral triangle provides a lower bound with $q_T = 1$. Figure 5(d) shows a histogram for $q_T$ for the considered time instances shown in Figure 5(a). While a clear shift towards more distorted triangles can be seen, there are no extreme deformations which again validates the proposed algorithm.

5. Discussion

We have considered a model for fluid deformable surfaces. The model shows a solid-fluid duality and combines an incompressible surface Navier-Stokes equation to model the fluid properties in tangential and normal direction with a forcing term resulting from a Helfrich energy to consider bending forces in normal direction and restricts the evolution by enforcing a constant enclosed volume. The system of highly nonlinear partial differential equations is formulated in an Eulerian-Lagrangian approach and is numerically solved by surface finite elements (SFEM) which extends previous approaches for surface Stokes equations [24] with algorithms for Willmore flow [29] and a Lagrange multiplier approach to enforce the
volume constraint \[1\]. In order to deal with strong shape deformations a mesh redistribution in the tangential direction is enforced using ideas of \[27\]. A key to the success of the approach is the use of higher order surface approximations within the DUNE-CurvedGrid library \[28\], which allows to obtain higher order approximations of geometric quantities and to use Taylor-Hood elements for the discretization of the surface Navier-Stokes model. Having this flexibility allows us to account for the first numerical analysis results for surface vector-Laplacians on stationary surfaces \[16\] \[14\] \[15\] which suggest the necessity of higher order normal approximations to ensure optimal convergence. We numerically showed various solution properties and demonstrated the applicability of the numerical scheme by showing experimental orders of convergence which have been analytically shown or numerically obtained for various sub-problems and can be assumed to be optimal. These results indicate that optimal orders for stationary surfaces can also be realized on evolving surfaces and ask for analytical justification. Some results in this direction, which extend the results of \[42\] for scalar valued surface partial differential equations to evolving surfaces with prescribed
evolution or simple evolution laws, exist, see [56] and [57], respectively. However, numerical analysis results for the vector valued surface partial differential equations are open. One drawback of the proposed algorithm is the first order convergence in time which leads to severe time step restrictions. The challenges to overcome this are highly complex. Some approaches exist for scalar-valued surface partial differential equations on evolving surfaces, see [58, 59, 56] and also for geometric evolution laws higher order time discretizations have been proposed, see [60, 45]. However, extending these results to the considered problem of fluid deformable surfaces is a research topic on its own, which has not been addressed.

The proposed numerical approach provides the basis for reliable numerical investigations of the rich applications for fluid deformable surfaces in biology. This requires extension of the model to include active components and liquid crystal properties, see [61, 7, 62, 63, 33, 64, 11, 65, 23, 66, 67] for attempts in this direction. However, all of them only consider special situations: either stationary shapes, no hydrodynamics, axisymmetric settings, questionable numerical approaches or no simulation results at all.
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