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ABSTRACT
Dialogue generation models face the challenge of producing generic and repetitive responses. Unlike previous augmentation methods that mostly focus on token manipulation and ignore the essential variety within a single sample using hard labels, we propose to promote the generation diversity of the neural dialogue models via soft embedding augmentation along with soft labels in this paper. Particularly, we select some key input tokens and fuse their embeddings together with embeddings from their semantic-neighbor tokens. The new embeddings serve as the input of the model to replace the original one. Besides, soft labels are used in loss calculation, resulting in multi-target supervision for a given input. Our experimental results on two datasets illustrate that our proposed method is capable of generating more diverse responses than raw models while remains a similar n-gram accuracy that ensures the quality of generated responses.
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1. INTRODUCTION
Dialogue generation is important in AI applications, in which a model can generate responses for user-issued dialogue history. Former dialogue datasets make the end-to-end training of deep neural models possible, such as DailyDialog [1], PersonaChat [2], etc., and deep neural networks including Seq2seq with attention [3], Transformers [4] have already shown their capability in generating conversation replies. Dialogue generation can be regarded as a many-to-many (combination of one-to-many and many-to-one) problem as one specific response may be reasonable for multiple histories and vice versa. However, current models tend to produce generic sentences such as “I don’t know”, caused by the current inherent deterministic training objective as well as insufficient diversity and limited quality of current datasets [5, 6].

Generating more various dialogue responses remains a hard task. In order to tackle it, some researchers try to refine the training objective with extra constraint items [5] or modify the criterion that encourages models to decode more diverse words [7, 8, 9, 10]. However, such models are more likely to generate ungrammatical or uncorrelated responses and the superiority of constructed objectives to cross-entropy loss remains unknown. Another kind of approach enhances the training data directly. Data filtering is commonly used in machine learning and extended to dialogue generation by removing samples with generic responses based on entropy [11] or the predictions of a Seq2seq model [12]. Obtaining more training samples is also a possible solution. Word replacement extends the data scales by randomly replacing original tokens with others based on vocabulary distributions [13, 14]. In addition, new augmented sentences can also be obtained via a learnable model that even keeps interaction between the generation model and both of them will be trained jointly [15]. But these methods merely include more training data and still bridge a one-to-one mapping between input and response within a single sample. And they also add great extra computational load. So it is necessary to propose a simple and effective method regarding the essence of this problem.

In this paper, we propose an embedding augmentation method for dialogue models, where not only the training objective encourages various output, but also soft embeddings enhance the diversity within a single sample. It is inspired by the recent success of the mixup approach that combines training pairs of samples and labels convexly into a single one [16]. Particularly, the original embeddings of tokens in the training samples will be randomly replaced by augmented ones, which are mixtures of the raw one and several semantically similar embeddings conditioned on their distribution. And these selected positions will use soft labels instead of hard one-hot vectors. Such a mechanism ensures that the model can learn a soft word distribution rather than a fixed word in both input and output, which is consistent with the multi-source and multi-target purpose, benefiting the generating diversity without using any additional sample. Compared to previous similar work [17, 18], we use both soft embedding and soft labels for a more flexible training process. A compact in-domain similar token prediction model is utilized instead of a deep language model, realizing a more efficient...
augmentation with a less computational cost.

To verify our method, we conduct experiments on two dialogue datasets, PersonaChat and DailyDialog, using two base models, Seq2seq and transformer. The experimental results show that our method can obtain remarkable diversity improvement as well as n-gram accuracy boost in terms of auto metrics compared to models without embedding augmentation or using token-level replacement. We also compare it with a BERT-based embedding augmentation method, demonstrating they have close performance while the former one is much faster and proving the efficiency of our method.

2. METHOD

2.1. Background and motivations

Generally speaking, given a dialogue history $H = (h_1, h_2, ..., h_N)$ and a corresponding response $R = (r_1, r_2, ..., r_M)$, current neural dialogue generation models learn the conditional probability $p(r_1, r_2, ..., r_M|h_1, h_2, ..., h_N)$ which is similar to machine translation. But as discussed before, dialogue tasks should be many-to-many that differs from machine translation who has higher certainty. Nevertheless, there is usually one specific $R$ that corresponds to a given $H$ in most datasets. Although one-to-many or many-to-one cases exist, most of them are generic sentences having no contribution to the variety of generated replies [11]. Thus existing samples may provide the wrong guidance for the task goal.

Some existing augmentation methods generate new samples by replacing tokens in original sentences with others [14][17]. But such a hard replacement will also magnify the error if inappropriate candidate tokens are introduced. Although soft word distribution is employed in [18], it still uses hard labels for loss calculation. Such augmentation only ensures a many-to-one learning objective for the model, differing from our desired target. These motivate us to use soft word embeddings and soft labels in augmentation. The use of fused embedding can lower the influence of unfitting tokens as partial original information still remains in the embedding. While the latter one can bring randomness and multiple targets during training to further diversify the generation.

2.2. Embedding augmentation

Inspired by the above intuition, we provide an embedding augmentation method, whose framework is shown in Fig. 1. An encoder-decode model is used for generation. The history $H$ is encoded to get its hidden state as the initial state of decoder. The model is trained with supervision from the response $R$. Embeddings of selected tokens in $H$ and $R$ will be replaced with augmented ones from distributions of their semantic neighbors. These distributions are also used as labels.

We first select target tokens for augmentation with some exceptions, which is indicated by the red font in Fig. 1. Since special tokens including commas, articles (a/an/the) and...
bors to replace the raw embedding. The distribution \( p(c_j) \) is calculated using scores from the neighbor prediction model.

It is worth pointing out that no external knowledge is included as we just depend on the original dataset, which is different from some previous works [2,17]. And our method can be easily extended to other different base models as the only model-level modification is the embedding layer.

2.3. Model training

The cross-entropy loss will be employed as the optimization objective. Given the generation logits \( g \in \mathbb{R}^{[V]} \) after softmax function for current position \( i \) in label (response), if \( r_i \) is selected as the target augmentation token, the loss for \( r_i \) is

\[
L_i = - \sum_j p(c_j) \cdot \log g(c_j),
\]

where \( c_j \) is a token from the candidate set \( C \) for \( r_i \), and \( p(c_j) \) is the distribution among candidates as \( \{1\} \). \( g(c_j) \) denotes getting the corresponding value in vector \( g \) for \( c_j \). If \( r_i \) is not an augmentation token, the training loss becomes \( L_i = -\log g(r_i) \), which is the same as the previous models.

Moreover, the augmentation operation is executed alternately along with the normal training procedure without augmentation in each step. This aims to guarantee a correct learning direction by original samples and prevent possible continuous error propagation from augmented embeddings.

3. EXPERIMENT

3.1. Settings

Two public dialogue datasets, PersonaChat [2] and DailyDialog [1] are involved in our experiment, containing 131k/7.8k/7.5k and 42.6k/3.9k/3.7k for training/validation/test set respectively. The former one contains persona profiles as auxiliary information while the latter one contains topic information. We will concatenate it with the original dialog history as the input \( H \), using a special token to distinguish each part.

We consider two base end-to-end models, Seq2Seq with Attention (\textbf{Seq2Seq}) [3] using 1-layer bidirectional GRU as the encoder and decoder, and transformer model (\textbf{transfo}) [4] in which the encoder and decoder both have 6 layers and 4 heads in attention. 300d GloVe [21] is used to initiate the embedding layer. The hidden dimension for both models is set as 300. Each model on each dataset is trained via Adam optimizer with batch size 256 for 50 epochs(PersonaChat)/30 epochs(DailyDialog). During decoding, beam search with size 3 is applied to the model with the best PPL. Besides, a fastText model will be trained on each dataset for 100 epochs using the ‘cbow’ method (a config of fastText means continuous bag-of-word), then used as the neighbor prediction model correspondingly. In augmentation, the augmentation ratio \( \rho \) is 0.4 for PersonaChat and 0.5 for DailyDialog, the score threshold \( \tau \) is 0.4, and top-ranking number \( k \) is 5.

Except for our embedding augmentation (-\textbf{EA}), we also consider two baselines: 1) the original model without augmentation; 2) a replacement baseline (-\textbf{rep}) in which a token is directly replaced by the most similar one in its neighbor candidates. Besides, one variant is included that uses the original BERT to replace fastText (-\textbf{BERT}) for augmentation candidates prediction while the rest parts remain the same.

We use multiple automatic metrics to evaluate the performance. BLEU [22], METEOR [23] and NIST-4 [24] are used for n-gram accuracy of generated replies. Following metrics are considered for measuring diversity, 1) \textbf{Ent-n} [25] calculates the entropy based on the appearance probabilities of each n-gram in all predictions; 2) \textbf{Dist-n} (distinct) [5] is defined as the ratio of unique n-grams over all n-grams in all generated sentences; 3) \textbf{Sen-n} is the average of sentence-level \textbf{Dist-n}(n=1,2,3). Besides, generation perplexity (PPL) and average length (avg.len) of responses are also provided.

3.2. Main results

The augmentation results along with two baselines, the original model and replacement method, on two datasets are shown in Table 1. It can be found that our method outperforms them under most conditions in both n-gram accuracy and diversity evaluation. Compared to the original models, our method (EA) can significantly promote the n-gram diversity of responses and slightly benefit n-gram accuracy under most conditions while remaining equivalent under other cases. In other words, EA encourages models to generate diverse texts without the cost of their quality. In contrast, the replacement method usually degrades the generation accuracy despite it is also beneficial for more various replies.

When comparing between base models, EA seems to have more effect on transformer than Seq2seq. The reason is that more data is needed to train a robust transformer than RNN due to its depth, and our method pose a similar effect. It can also be observed that the PPL values of both EA and replacement can result in a noticeable PPL decrease for transformer models, but it is not such a case for Seq2seq models. It means transformers may not be well trained using current raw data.

We also evaluate the performance of Seq2seq / transformer-BERT to better prove the merits of using fastText as a semantic-neighbor word prediction model. The performance of them is shown in Table 2 in terms of accuracy metrics, Ent, Dist, and Senthe average of Ent/Dist/Sen-n and \( n=1,2,3 \). EA and BERT variant show equivalent performance on both base models, because BERT embeddings without tuning on a specific domain can even perform worse than a universal embedding [26]. However, the huge BERT model will increase the computational load since the training time of our EA is approximately 1.98× time of raw models, while it is 5.87× for BERT variant and 1.37× for replacement according to experiments. Obviously, it is better to select fastText rather than BERT for augmentation candidates prediction.
### 3.3. Ablation study

We also conduct the ablation study including the following variants: 1) w/o soft label: we only use the original hard labels during training which is the same as the previous models; 2) w/o history augmentation (aug.): we only applying embedding augmentation to response \( R \). The related results of two models on DailyDialog dataset is shown in Table 3. We easily find out the contribution of both parts according to the performance degeneration under most conditions.

### 3.4. The influence of augmentation ratio

To better illustrate the influence of different augmentation ratio \( \rho \), we also tried different \( \rho \) values from 0 to 0.8. The BLEU score (for n-gram accuracy), Dist, and Sen values (for diversity) of transformer model on two datasets vary with \( \rho \) is shown in Fig. 2. In the beginning, both BLEU score and diversity metrics tend to increase slowly. But after a middle value (0.4 on PersonaChat and 0.5 on DailyDialog), BLEU scores begin to drop while generation diversity is also becoming saturated. A higher ratio than these peak values will not benefit the performance but merely increase the training time as more neighbor prediction and embedding fusion operations are needed. That is the reason why we choose these \( \rho \) values.

### 4. CONCLUSION

Considering the many-to-many essence of the dialogue generation problem, we propose an efficient embedding augmentation method aiming to promote the response diversity. Different from previous work, our manipulation is based on embedding level instead of token level by transforming a soft word, which is a distribution between the original word and its semantic neighbors, into a fused embedding to randomly replace the original one. We also use such a distribution as a soft label to realize our multi-target training goal. The experimental results demonstrate that our method can effectively diversify the produced replies from both raw Seq2seq and transformer models with even slight improvement in accuracy, and it is also superior to replacement-based methods.
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