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ABSTRACT
This paper presents a transfer learning approach which enables fast and efficient adaptation of Recurrent Neural Network (RNN) models of dynamical systems. A nominal RNN model is first identified using available measurements. The system dynamics are then assumed to change, leading to an unacceptable degradation of the nominal model performance on the perturbed system. To cope with the mismatch, the model is augmented with an additive correction term trained on fresh data from the new dynamic regime. The correction term is learned through a Jacobian Feature Regression (JFR) method defined in terms of the features spanned by the model’s Jacobian with respect to its nominal parameters. A non-parametric view of the approach is also proposed, which extends recent work on Gaussian Process (GP) with Neural Tangent Kernel (NTK-GP) to the RNN case (RNTK-GP). This can be more efficient for very large networks or when only few data points are available. Implementation aspects for fast and efficient computation of the correction term, as well as the initial state estimation for the RNN model are described. Numerical examples show the effectiveness of the proposed methodology in presence of significant system variations.

Keywords Identification methods · Deep learning · Linear/nonlinear models · Recurrent neural networks · Model adaptation

1 Introduction
In the Deep Learning (DL) field, expressive model structures are defined in terms of complex compositions of simple linear/non-linear building blocks [1]. Furthermore, model learning is performed conveniently using general gradient-based optimization, and leveraging Automatic Differentiation (AD) for gradient computations [2]. Nowadays, specialized hardware and high-quality software tools for DL are available [3], easing the practitioner’s work to a large extent.

In recent years, more and more research aimed at exploiting modern Deep Learning tools and concepts in System Identification (SI) has been pursued. Certain contributions are aimed at adapting existing DL architectures and training algorithms to the specific needs of SI. For instance, [4][5] propose different approaches to deal with the initial conditions in the training of Recurrent Neural Networks (RNN), while in [6] 1D Convolutional Neural Networks are specialized and tested on SI tasks. Other contributions propose new DL-based model structures explicitly conceived for SI
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Figure 1: (Top) Nominal RNN model training and JFR adaptation with Jacobian features. (Bottom) Sequence handling for initialization of the RNN state.

purposes. For instance, [7] introduces a novel neural architecture which includes linear transfer functions as elementary building blocks, while [8] proposes model structures based on Koopman operator theory [9], and lift non-linear state-space dynamics to a higher-dimensional space where the dynamics are linear. The mapping from the original to the higher-dimensional space is learned using DL tools.

DL-based models for SI have shown to deliver state-of-the-art performance on standard benchmarks, see [8, 10]. In practice, however, the dynamics of real-world systems often vary over time due to, e.g., aging, changing configurations, and different external conditions. An open challenge is thus to adapt the identified DL-based dynamical models over time. In the systems and control field, different model adaptation techniques have been introduced and successfully tested in practice. Joint estimation of states and (slowly-varying) model parameters has been tackled by enriching the model structure with a stochastic description of parameter evolution over time, and applying standard filtering techniques. Non-linear extension of the Kalman Filter (KF) such as the Unscented Kalman Filter (UKF) [11] have been considered to obtain an (approximately) optimal estimate of state and parameters.

For models which are linear in the parameters, Bayesian Linear Regression (BLR) and Ridge regression [12] as well as Recursive Least Squares (RLS) [13] enable closed-form, even on-line estimation of the model parameters. For models that are not linear, on the other hand, the computational burden may become an issue. In [11], the UKF has been used to adapt (online) the last layer of a particular neural architecture. This entails the evaluation of the forward pass two times the number of states and parameters, plus the inversion of a large matrix. The procedure is repeated as each new measurement becomes available and carries over an approximate prior.

In this paper, we instead propose an approach to compute a local linear (with respect to its parameters) correction of the model dynamics. We use a Recurrent Neural Network nominal model and evaluate the linearization on entire sequences from the perturbed system in order to produce (state-dependent) Jacobian features that are used to perform JFR, and thus to update the model using efficient least-squares methods. Our approach is inspired by the recent transfer learning literature [14], where a first-order Taylor expansion of a nominal feed-forward neural network (modeling a static process) is introduced for model updating. With respect to [14], the contribution of the current paper is threefold:

• we extend the methodology of [14] to dynamical systems modeled as RNNs. In particular, we introduce specialized and computationally efficient derivations to obtain the RNN Jacobian features (needed for model updating) through recursive operations;

• we introduce an approach to initialize the RNN state based on past data, so that an estimate of the initial state is not needed on top of the parameter estimation;

• we extend the non-parametric view of the approach in [14] by using the RNN Jacobian features to define a Recurrent Neural Tangent Kernel (RNTK) to be employed in a Gaussian Process (GP) framework.
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The rest of this paper is organized as follows. Section 2 is devoted to the problem formulation. The proposed approaches for nominal model training with initial state estimation and transfer learning are presented in Section 3. Details for efficient implementation are discussed in Section 4 along with analysis of the required computational and memory costs. The effectiveness of the proposed methodology is showcased in Section 5 on numerical examples from the chemical and electrical domains.

2 Problem formulation

Let us consider a discrete-time dynamical system \( S \) taking input values \( u \in \mathbb{R}^{n_u} \) and generating output values \( y \in \mathbb{R}^{n_y} \). At a given discrete-time step \( k \), the system output possibly depends on all the previous input samples, i.e.,

\[
y_k = S(u_k, u_{k-1}, \ldots, u_0).
\]

(1)

Let \( \mathcal{M} \) be a non-linear dynamical model structure sufficiently expressive to describe the system \( S \):

\[
\hat{y}_k = \mathcal{M}(u_k, u_{k-1}, \ldots, u_0; \theta),
\]

(2)

where \( \theta \in \mathbb{R}^{n_\theta} \) is a parameter vector.

We denote by \( \text{ops}(\cdot) \) the computational cost required to simulate \( \mathcal{F} \) and \( \mathcal{G} \), respectively and we assume that \( \text{ops}(\mathcal{F}) \) and \( \text{ops}(\mathcal{G}) \) are both \( O(n_\theta) \). The computational cost of simulating the RNN over \( N \) time steps is thus

\[
\text{ops}(\mathcal{M}) = N \left( \text{ops}(\mathcal{F}) + \text{ops}(\mathcal{G}) \right), \quad \text{or simply } O(N n_\theta).
\]

The system \( S \) operates initially in its nominal configuration. In this configuration, the training dataset \( \mathcal{D}_{\text{tr}} = \{u_{\text{tr}}, y_{\text{tr}}\} \) and the test dataset \( \mathcal{D}_{\text{tst}} = \{u_{\text{tst}}, y_{\text{tst}}\} \) are collected. These datasets are used to learn the parameter vector \( \theta_{\text{nl}} \) of a nominal non-linear model and to assess its performance, respectively.

After some time, the system dynamics changes due to, e.g., aging or different external conditions. We denote by \( S' \) the system in this perturbed configuration and we assume that the nominal model (previously trained on \( \mathcal{D}_{\text{tr}} \)) no longer describes the behavior of \( S' \) with sufficient accuracy.

While we could re-run the full non-linear model training procedure on a new training dataset collected in the perturbed configuration, we would like to exploit the previously trained model and adapt it to obtain a description of the perturbed system in a more efficient manner. In this spirit, we collect a transfer dataset \( \mathcal{D}_{\text{xf}} = \{u_{\text{xf}}, y_{\text{xf}}\} \) and an evaluation dataset \( \mathcal{D}_{\text{ev}} = \{u_{\text{ev}}, y_{\text{ev}}\} \) from \( S' \). The purposes of these datasets are to adapt the nominal model to the perturbed configuration and to evaluate its performance, respectively.

In general, the model adaptation procedure should be less computational intensive and/or require less data than a (trivial) repetition of the training procedure from scratch.

In the following sections, derivations are shown for the single-input-single-output case for notational simplicity (i.e. \( n_u = n_y = 1 \)). Extension to the multi-input-multi-output case is trivial, and considered in the Continuous-flow Stirred-Tank Reactor example presented in Section 5.

3 Model training and adaptation

3.1 Nominal model training

The parameter vector \( \theta_{\text{nl}} \) of the nominal model may be selected by minimizing a regression loss such as the mean square error \( \text{MSE}(\mathcal{D}_{\text{tr}}, \theta) \) with respect to \( \theta \) on the training dataset \( \mathcal{D}_{\text{tr}} \):

\[
\theta_{\text{nl}} = \arg \min_{\theta \in \mathbb{R}^{n_\theta}} \frac{1}{N} \left\| y_{\text{tr}} - \mathcal{M}(u_{\text{tr}}; \theta) \right\|^2.
\]

(4)
While predictions are performed by (5), the initial state is estimated using a window of past data (context), linearly:

\[ x_{k+1} = \mathcal{F}(x_k, \hat{y}_k, u_k; \theta_x) \]
\[ \hat{y}_{k+1} = \mathcal{G}(x_{k+1}, \hat{y}_k, u_k; \theta_g). \]

While predictions are performed by (5), the initial state is estimated using a window of past data (context), \( \{y_{k-1}, \ldots, y_{k-N_c}, u_{k-1}, \ldots, u_{k-N_c}\} \), where the measured outputs \( y_{k-i} \) are sequentially fed to the model instead of the predicted ones for \( N_c \) steps, and \( x_{k-N_c} \) is set to zero. In other words, the state estimation is performed by opening the output prediction loop for the first for \( N_c \) steps:

\[ x_{k+1} = \mathcal{F}(x_k, y_k, u_k; \theta_x) \]
\[ \hat{y}_{k+1} = \mathcal{G}(x_{k+1}, y_k, u_k; \theta_g), \]
\[ \text{for } k = 0, 1, \ldots, N_c - 1. \]

Since the state estimator is the model itself, we train by means of a joint backward pass through both estimation and forecasting. Sequence are split as in Figure 1 (bottom chart).

### 3.3 Model adaptation

Suppose the dynamical system \( S \) changes over time, and the performance of the nominal trained model \( \mathcal{M}(:, \theta_{nl}) \) on the new dynamics \( S' \) drops to an unacceptable level. Following the reasoning in [14], we exploit the Jacobian \( J(u, \theta_{nl}) \in \mathbb{R}^{N \times n_u} \) of the nominal model \( \mathcal{M}(:, \theta_{nl}) \) with respect to the parameter vector \( \theta \):

\[ J(u, \theta_{nl}) = \frac{\partial \mathcal{M}(u; \theta)}{\partial \theta} \bigg|_{\theta=\theta_{nl}} \]

(7)

to define an adaptation of the nominal model:

\[ \mathcal{M}_t(u; \theta_{nl}, \theta_t) = \mathcal{M}(u; \theta_{nl}) + J(u, \theta_{nl})\theta_t, \]

(8)

which depends linearly on a new parameter vector \( \theta_t \in \mathbb{R}^{n_u} \), to be determined. The rationale behind this approach is the following—the perturbed system dynamics \( S' \) may be described by a model \( \mathcal{M}(u; \theta'_{nl}) \) with a parameter \( \theta'_{nl} \) slightly different from \( \theta_{nl} \). Then, \( \mathcal{M}(u; \theta'_{nl}) \) may be approximated through a first-order Taylor expansion centered at the nominal parameter \( \theta_{nl} \):

\[ \mathcal{M}(u; \theta'_{nl}) \approx \mathcal{M}(u; \theta_{nl}) + J(u, \theta_{nl})(\theta'_{nl} - \theta_{nl}), \]

which corresponds indeed to the model structure (5) by setting \( \theta_t = \theta'_{nl} - \theta_{nl} \).

In the following, for notation simplicity, we ignore the nominal non-linear contribution \( \mathcal{M}(u; \theta_{nl}) \) at the right-hand side of model (5) and only retain the linear adaptation term \( J(u, \theta_{nl})\theta_t \). We estimate the parameters \( \theta_t \) of the linear adaptation term through a Jacobian Feature Regression (JFR), according to the probabilistic model:

\[ y = J(u, \theta_{nl})\theta_t + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 I_N) \]
\[ \theta_t \sim \mathcal{N}(0, I_{n_u}). \]

(9a)

(9b)

From (9), the posterior distribution of \( \theta_t \) conditioned on the transfer dataset \( D_{xf} \) is Gaussian:

\[ \theta_t|D_{xf} \sim \mathcal{N}(\bar{\theta}, \Sigma_{\theta_t}) \]

(10a)
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with mean

\[ \bar{\theta} = (J_{xf}^T J_{xf} + \sigma^2 I_{n_\theta})^{-1} J_{xf}^T y_{xf} \]  

(10b)

and covariance matrix:

\[ \Sigma_{\bar{\theta}} = \sigma^2 (J_{xf}^T J_{xf} + \sigma^2 I_{n_\theta})^{-1} \sigma^2 J_{xf}^T y_{xf} \]  

(10c)

where \( J_{xf} = J(u_{xf}, \theta_{ni}) \).

The posterior distribution of \( \theta_\ell \) given by (10) may be used to infer the output distribution given a new input sequence \( u_\ast \) according to:

\[ y_\ast | D_{xf}, u_\ast \sim \mathcal{N}(J_\ast \bar{\theta}, J_\ast \Sigma_{\bar{\theta}} J_\ast^T), \]  

(11)

where \( J_\ast = J(u_\ast, \theta_{ni}) = \left( \frac{\partial M(u_\ast; \bar{\theta})}{\partial \bar{\theta}} \right)|_{\bar{\theta} = \theta_{ni}} \).

3.4 Interpretation in function space

Similar to [14], the RNN-feature JFR introduced above can be equivalently formulated as a Gaussian Process (GP). In this work, the GP is parametrized with the finite-dimensional Recurrent Neural Tangent Kernel (RNTK) resulting from the RNN trained on nominal data. Using (10) and (11), we have the following predictive posterior distribution:

\[ y_\ast | u_\ast, D_{xf} \sim \mathcal{N}(J_\ast (J_{xf}^T J_{xf} + \sigma^2 I_{n_\theta})^{-1} J_{xf}^T y_{xf}, \sigma^2 J_\ast (J_{xf}^T J_{xf} + \sigma^2 I_{n_\theta})^{-1} J_{xf}^T). \]  

(12)

Using the matrix inversion lemma and following the derivations in [18, Chapter 1], the predictive posterior distribution may be equivalently written as in [14, Equation 3]:

\[ y_\ast | u_\ast, D_{xf} \sim \mathcal{N}(J_{xf} J_{xf}^T (J_{xf}^T J_{xf} + \sigma^2 I_N)^{-1} y_{xf}, \sigma^2 J_\ast (J_{xf}^T I_N J_{xf}^T + \sigma^2 I_{n_\theta}) J_{xf}^T), \]  

(13)

with the difference that, instead of computing \( J_{xf} \) for a deep network with point predictions, this is now computed for a RNN sequence-to-sequence task.

4 Implementation

The computational cost of inferring the posterior mean \( \bar{y}_\ast \) of the output \( y_\ast \) is analyzed in this section, both in parameter and in function space.

4.1 Parameter-space inference

The adaptation entails two steps: 1) Run the RNN on a fresh, small dataset and compute the posterior parameter mean \( \bar{\theta} \); 2) Run the RNN on new data, compute the predictive posterior mean based on \( \bar{\theta} \) and the current Jacobian. The scheme is depicted at the top of Figure 1.

For parameter-space inference, the main problem to be tackled is the computation of the posterior parameter mean \( \bar{\theta} \). Once \( \bar{\theta} \) is available, the posterior output mean is given by:

\[ \bar{y}_\ast = J_\ast \bar{\theta}, \]

see eq. (11). The Jacobian-vector product \( J_\ast \bar{\theta} \) can be obtained efficiently exploiting the same automatic differentiation tools already used in [3,4] to compute (for each iteration of gradient-based optimization) the derivatives of the training loss \( \ell \), thus with a number of operations \( \mathcal{O}(N n_\theta) \), and without explicitly constructing the Jacobian matrix \( J_\ast \). The reader is referred to [19,24] for the details about Jacobian-vector product computations through AD.

In the following paragraphs, we discuss three different implementation approaches to compute the posterior parameter mean \( \bar{\theta} \), along with a computationally efficient derivation to obtain the Jacobian \( J_{xf} \).

4.1.1 Offline implementation

In the offline implementation approach, the estimation of \( \bar{\theta} \) is carried out once the complete transfer dataset \( D_{xf} \) is available. The main challenge is to compute the full Jacobian matrix \( J_{xf} \). Once available, the system of linear equations (10b) is constructed and solved to obtain \( \bar{\theta} \). Details are provided below.
Computation of the Jacobian matrix \( Jxf \). A straightforward approach to compute the Jacobian \( Jxf \in \mathbb{R}^{N \times n_\theta} \) consists in invoking \( N \) independent reverse-mode automatic differentiation (back-propagation) operations to construct the \( N \) rows of the matrix. The computational cost of this naïve approach is \( O(N^2 n_\theta) \).

In this paper, we introduce an alternative approach tailored to the RNN model \( f_\theta \), based on a recursive construction of the Jacobian matrix, which exploits forward sensitivity equations \( 20 \). This approach has a computational cost \( O(N(n_x + n_y)n_\theta) \).

Let us introduce the state sensitivities \( s_k = \frac{\partial x_k}{\partial \theta} \in \mathbb{R}^{n_x \times n_\theta} \). By taking the derivatives of the left- and right-hand side of \( (3a) \) w.r.t. the model parameters \( \theta \), we obtain a recursive equation describing the evolution of \( s_k \):

\[
    s_{k+1} = J^x_k s_k + J^\theta_k,
\]

(14a)

where \( J^x_k \in \mathbb{R}^{n_x \times n_x} \) and \( J^\theta_k \in \mathbb{R}^{n_x \times n_\theta} \) are the Jacobians of \( f(x_k; u_k; \theta) \) w.r.t. \( x_k \) and \( \theta \), respectively.

Let us now take the derivative of \( (3b) \) w.r.t. \( \theta \), which corresponds by definition to the \( k \)-th row of \( Jxf \):

\[
    \frac{\partial y_k}{\partial \theta} = J^y_k s_k + J^\theta_k,
\]

(14b)

where \( J^x_k \in \mathbb{R}^{n_y \times n_x} \) and \( J^\theta_k \in \mathbb{R}^{n_y \times n_\theta} \) are the Jacobians of \( g(x_k; u_k; \theta) \) w.r.t. \( x_k \) and \( \theta \), respectively.

The Jacobians \( J^x_k \) and \( J^\theta_k \) can be obtained through \( n_x \) back-propagation operations through \( f \), thus at cost \( O(n_x n_\theta) \). Similarly, \( J^y_k \) and \( J^\theta_k \) can be obtained through \( n_y \) back-propagation operations through \( g \) at cost \( O(n_y n_\theta) \). Overall, the computational cost of obtaining \( \frac{\partial y_k}{\partial \theta} \) in \( (14b) \) (given the previous sensitivity \( s_{k-1} \)) is \( O((n_x + n_y)n_\theta) \). Thus, \( Jxf \) is obtained at a cost \( O(N(n_x + n_y)n_\theta) \).

Solution of the linear system. The linear system to be solved in order to obtain \( \hat{\theta} \) in \( (10b) \) is:

\[
    (J^y_{xf} J_{xf} + \sigma^2 I_{n_\theta}) \hat{\theta} = J^y_{xf} y_{xf},
\]

(15)

where the system matrix \( A \in \mathbb{R}^{n_\theta \times n_\theta} \) is symmetric and positive definite. The standard approach to solve such a linear system involves application of the Cholesky factorization \( 21 \) Appendix A], which requires approximately \( \frac{n_\theta^3}{3} \) operations. Thus, the computational cost is \( O(n_\theta^3) \), while the memory cost is \( O(n_\theta^2) \), since the system matrix \( A \) has to be stored explicitly into memory.

4.1.2 Online implementation

Thanks to the linear-in-the-parameters structure of the adapted model \( \mathcal{M}_L \) in \( (8) \), the parameter vector \( \hat{\theta} \) may be estimated in real time by applying the Recursive Least Squares (RLS) algorithm \( 22 \) Chapter 11], as soon as a new sample is measured.

Implementation of RLS requires, at each time step, simple linear algebra operations (sums and multiplications) on matrices of size \( n_\theta \times n_\theta \) and vectors of size \( n_\theta \). Furthermore, the Jacobian feature \( \frac{\partial y_k}{\partial \theta} \) (which is the regressor required in RLS at time step \( k \)) is recursively obtained by exploiting the forward sensitivities equations \( (14) \), thus with computational cost \( O((n_x + n_y)n_\theta) \).

4.1.3 Limited-memory implementation

In certain cases, the number of parameters \( n_\theta \) may be too large to adopt the approaches discussed above. In particular, the matrices \( A \) in \( (15) \) and the matrices to be updated in RLS, all having size \( n_\theta \times n_\theta \), may exceed the computing device’s available memory for large-scale RNN models.

In this case, as already mentioned at the beginning of Section 4.1 for a given vector \( v \) of compatible size, it is still possible to compute the Jacobian-vector product \( J_{xf}v \) (and actually also the transposed Jacobian-vector product \( J_{xf}^Tv \)) using the very same machinery of a gradient evaluation through AD without explicitly computing and storing the Jacobian matrix \( J_{xf} \), at computational cost \( O(N n_\theta) \).

For limited-memory computation of \( \hat{\theta} \), it is then convenient to reformulate \( (10b) \) as the solution of the optimization problem:

\[
    \hat{\theta} = \arg \min_{\theta} \|y_{xf} - J_{xf} \theta\|^2 + \sigma^2 \theta^\top \theta,
\]

(16)
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Evaluation of the loss \( L(D_{xt}, \theta) \) in (16) may be performed by computing the Jacobian-vector product \( J_{xt} \theta \) through AD. Furthermore, the gradients \( \frac{\partial L(D_{xt}, \theta)}{\partial \theta} \) of the loss \( L \) w.r.t. \( \theta \) is:

\[
\frac{\partial L(D_{xt}, \theta)}{\partial \theta} = 2 J_{xt}(J_{xt} \theta - y_{xt}) + 2 \sigma^2 \theta,
\]

and it can be obtained through the additional transposed Jacobian-vector product \( J_{xt}^\top(J_{xt} \theta - y_{xt}) \). Thus, an approximate numerical solution to (16) may be obtained by means of iterative gradient-based optimization techniques, where each iteration has computational cost \( O(Nn_\theta) \) and the same memory cost of back-propagation through the RNN model.

4.2 Function-space inference

As shown in [14], the function-space formulation (13) can leverage the fast Jacobian-vector products, similar to our parametric limited-memory approach. The final model correction is computed by means of the conjugate gradient method [21, Chapter 5], for an overall effort of \( O(N^2) \) for each iteration of the conjugate gradient. Thus, the approach can become favourable for very large models and small datasets, provided that convergence occurs within few iterations.

The implementation of [14] is used for the RNTK GP. The network state is initialized first using the nominal model, then a NTK GP is created which accepts 2D tensors as the network input and output. For compatibility, given the estimated RNN initial state, the model is wrapped in an interface that allows the IO sequence length to be collapsed over the batch size. Note that the contribution of past states and inputs is accounted for when computing the backward passes used for Jacobian-vector products. In this respect, the proposed RNTK extends the approach of [14].

5 Examples

Two demonstrators are presented, respectively, from the chemical and electrical domain. For both examples, we have defined a nominal and a perturbed data-generating system. The nominal system is used to generate the training and the test datasets, while the perturbed system is used to generate the transfer and the evaluation datasets. First, a nominal model is estimated on the training dataset using standard gradient-based approaches, and its performance is evaluated on the test dataset. Then, the nominal model is adapted to the perturbed configuration using data from the transfer dataset, following the approach described in Section 4. On the evaluation dataset, we can finally measure the performance of the adapted model in the perturbed configuration and compare it to the performance of the nominal model.

The performance of the estimated nominal and adapted model is assessed through the \( R^2 \) performance index:

\[
R^2(y, \hat{y}) = 1 - \frac{\|y - \hat{y}\|^2}{\|y - \bar{y}\|^2},
\]

where \( \bar{y} \) denotes the mean of the measured output \( y \), and \( \hat{y} \) is the predicted output from the model.

We run all the experiments PC equipped with an Intel i7-8550U CPU and 16 GB of RAM.
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The model (18) is discretized with sampling time $T_s = 0.1 \text{s}$. We collect a training dataset consisting of 64 sequences containing 256 samples, and a test, transfer, and evaluation dataset each consisting of a single sequence of length 1024. In all datasets, the input temperature $T$ is a triangular wave and the feed rate $q$ is a step signal with random amplitude values.

We model the system with an LSTM network [24, 25] having two inputs; one hidden layer with 16 units; and 2 output units. The nominal LSTM model parameters are obtained by minimizing the mean square simulation error on the training dataset using standard gradient descent techniques. Moreover, to assist with the tracking of the signal transient, we initialize the LSTM with a context, as illustrated in Section 3.2.

The achieved $R^2$ indexes in estimating the two outputs $C_A$ and $C_R$ are reported in Table 3, where we can observe that the performance of the nominal LSTM model is satisfactory on both the training and test datasets. However, the performance index drops significantly on the transfer and evaluation datasets. This shows that the nominal LSTM model cannot accurately describe the perturbed system dynamics.

We now utilize the transfer dataset to adapt the nominal model using the following three different approaches described in Sections 3 and 4:

- Jacobian Feature Regression (JFR) with standard offline implementation described in Section 3.3 and based on eqs. (14) and (15).
- Limited-memory Jacobian Feature Regression (LM-JFR) based on an iterative gradient-based minimization of eqs. (14) and (15), exploiting Jacobian-vector products for gradient computation, as described in Section 4.1.3.
- Function-space approach based on a Gaussian Process with kernel designed from the Jacobian of the LSTM (GP-LSTM), as described in Sections 3.4 and 4.2.

Fig. 2 compares the (normalized) ground truth output with the nominal LSTM output and the outputs of the JFR, LM-JFR, and GP-LSTM model adaptation approaches on the evaluation dataset. The outputs of the three model adaptation approaches are shown to be equal (up to small numerical deviations). The $R^2$ index of the nominal LSTM and of the adapted model (equivalent for the three approaches) is reported in Table 3. We observe that on the evaluation dataset the adapted model achieves excellent predictive performances, with an $R^2$ index of 0.81/0.74 for the two output channels. Conversely, the performance of the nominal LSTM decreases dramatically on the evaluation dataset ($R^2$ index of 0.51/0.74 for the two output channels).

The run time of the three model adaptation approaches is reported in Table 2 which show that, for this particular example, JFR turned out to be the fastest one.

5.2 Non-linear RLC

We consider the non-linear RLC series circuit benchmark introduced in [5] and described by:

\[
\begin{bmatrix}
\dot{v}_C \\
\dot{i}_L
\end{bmatrix} = \begin{bmatrix}
0 & \frac{1}{L} \\
\frac{1}{L} & -\frac{1}{R}
\end{bmatrix} \begin{bmatrix}
v_C \\
i_L
\end{bmatrix} + \frac{1}{L} \begin{bmatrix}
0 \\
1
\end{bmatrix} v_{in},
\]

(20)

where $v_{in}$ (V) is the input voltage; $v_C$ (V) is the capacitor voltage; and $i_L$ (A) is the inductor current. The resistance $R$ and capacitance $C$ are constant, while the inductance $L$ depends on $i_L$ according to:

\[
L(i_L) = L_0 \left[ \left( \frac{0.9}{\pi} \arctan \left( -5(|i_L|-5) \right) + 0.5 \right) - 0.1 \right].
\]

The coefficients characterizing the nominal and the perturbed systems are reported in Table 4. All datasets contain 2000 samples obtained by simulating the (nominal or perturbed) system with discretization step $T_s = 1 \mu\text{s}$. The input is a filtered white noise with bandwidth 80, 90, 100, 100 kHz and standard deviation 80, 70, 70, 70 V for the training, test, transfer, and evaluation datasets, respectively. In the training and transfer datasets, the output $v_C$ is corrupted by an additive white noise term. The corresponding signal-to-noise ratios are 20.0 and 18.8 dB, respectively.

| System     | Parameters |
|------------|------------|
|            | $C_A^0$    | $k_0$    | $k_1^2$    | $k_3^3$    | $k_4^4$    | $E^1$    | $E^2$    | $E^3$    | $E^4$    |
| nominal    | 0.8       | 1.0      | 0.7        | 0.1        | 0.006      | 8.33     | 10       | 50       | 83.3      |
| perturbed  | 0.8       | 1.0      | 0.7        | 0.1        | 0.006      | 7.33     | 9        | 60       | 93.3      |
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Figure 2: CSTR example. Normalized output concentrations $C_A$ and $C_R$ on the evaluation dataset: ground truth (blue); nominal LSTM (orange); Jacobian Feature Regression (green); Limited Memory Jacobian-Vector Product implementation (red); non-parametric GP-LSTM (purple). The gray vertical lines represent the context window consisting of the first 25 datapoints.

Table 2: CSTR example: Computational time of performing transfer for proposed methods JFR, LM-JFR, GP-LSTM.

| Model     | Computational Time (s) |
|-----------|------------------------|
| JFR       | 13.24                  |
| LM-JFR    | 295.37                 |
| GP-LSTM   | 1321.05                |

By considering as state vector $x = [v_{C_i L}]^\top$ and input $u = v_{in}$, we adopt for this system the following nominal state-space model structure:

$$\dot{x} = \mathcal{F}(x, u; \theta)$$
$$y = v_C,$$

where $\mathcal{F}$ is a feed-forward neural network with three input units (corresponding to $v_C$, $i_L$, and $v_{in}$); a hidden layer with 64 linear units followed by tanh nonlinearity; and two linear output units corresponding to the components of the state equation to be learned.

The model above is discretized with the forward-Euler method at sampling time $T_s = 1 \mu s$, resulting in a discrete-time RNN model. The parameters $\theta$ are then estimated on the training dataset using the truncated simulation error minimization method described in [5]. In particular, training is performed over 10000 iterations of gradient-based optimization on minibatches, each one containing 16 sequences of length 256 extracted from the training dataset.

Model adaptation is performed in the parameter-space setting, through the Bayesian Linear Regression approach discussed in the paper.

Table 3: CSTR example: $R^2$ performance index of nominal and adapted model on the two output channel $C_A/C_R$ for training, test, transfer and evaluation datasets.

| Model   | Dataset   | Train    | Test     | Transfer  | Evaluation |
|---------|-----------|----------|----------|-----------|------------|
| nominal |           | 0.99/0.99| 0.99/0.99| 0.74/0.08 | 0.50/0.74  |
| adapted |           | -        | -        | 0.99/0.99 | 0.99/0.99  |
Table 4: RLC example: nominal and perturbed system coefficients.

| System | Parameters |
|--------|------------|
|        | $R$ ($\Omega$) | $L_0$ ($\mu$H) | $C$ (nF) |
| nominal | 3 | 50 | 270 |
| perturbed | 4 | 50 | 350 |

Table 5: RLC example: $R^2$ performance index of nominal and adapted model for training, test, transfer and evaluation datasets.

| Model | Dataset | Train | Test | Transfer | Eval |
|-------|---------|-------|------|----------|------|
| nominal | 0.99 | 0.98 | 0.92 | 0.93 |
| adapted | - | - | 0.99 | 0.97 |

As shown in Table 5, the performance of the nominal model is excellent on both the training and the test datasets, but drops significantly on the transfer and evaluation datasets where the system is simulated in its perturbed configuration. On the other hand, the JFR model adapted on the transfer dataset achieves very high performance both on the transfer and on the evaluation datasets. Fig. 3 shows the (normalized) output voltage $v_C$ on the evaluation dataset for: the nominal state-space network; the JFR model; and an adapted model iteratively estimated through an Extended Kalman Filter (EKF). The obtained results clearly show that the JFR approach proposed in the paper outperforms EKF.

Table 6: RLC example: nominal and perturbed system coefficients.

| $L_o = 60 \mu$H, $C = 550$ nF |
|--------|--------|--------|--------|--------|--------|
| R (Ω) | $R^0$ | $R^1$ | $R^2$ | $R^3$ | $R^4$ |
| 4 | 0.30 | 0.95 | 15.32 | 0.89 | 0.72 | 0.36 | 0.52 |
| 7 | 0.73 | 0.94 | 13.00 | 0.91 | 0.35 | 0.81 | |
| 10 | 0.66 | 0.91 | 13.58 | 0.38 | 0.70 | 0.95 | 0.85 |

Table 6 summarizes results of a more extensive validation of the proposed methodology both in terms of model performance and run time. In particular, resistance $R$, inductance $L$, and capacitance $C$ are all varied with respect to their nominal values. We can observe a drop in the performance of the nominal model on the evaluation dataset with respect to the nominal performance reported in Table 5 on the test dataset. On the other hand, the proposed JFR approach for model adaptation achieves consistently better performance, with a degradation only for large nominal/perturbed system mismatch. It is worth noticing that JFR with recurrent Jacobian computation based on sensitivity equations (14)
Figure 3: RLC example. (Top) Normalized output voltage $v_{C}$ on the evaluation dataset: ground truth (blue), nominal state-space neural network [5] (orange); Jacobian Feature Regression (red); Extended Kalman filter (green). (Bottom) Zoom for samples between the dotted vertical lines (black) in the top figure.

is about 13x faster than the naïve implementation. Furthermore, the performance of JFR are consistently better than the ones achieved by the EKF, both in terms of prediction accuracy and run time.

Finally, results achieved by simply re-training a RNN model from the transfer dataset are also provided. To appreciate the computational efficiency of the JFR, we compare its performance with the one achieved by a model retrained for the same amount of time as it takes the JFR with a naïve computation of the Jacobian (~15 seconds). We also report results obtained by retraining the RNN model until full convergence is achieved (either after 10000 iterations or when the loss is smaller than 1% of its initial value). Although the predictive performance of the re-trained RNN at full convergence is better than JFR, the run time is about 150x larger. Furthermore, by constraining the training time to 15 seconds, we
observe a significant drop in the performance of the retrained model. This shows the potential advantage of our JFR approach in presence of time constraints, e.g., in adaptive control applications.

6 Conclusion

We have presented a transfer learning methodology for fast and efficient adaptation of Recurrent Neural Network models. The identified RNN is augmented by an additive linear-in-the-parameters correction term trained on fresh data using the model’s Jacobian features with respect to its nominal parameters. The adaptation term is then obtained as the solution of a (non-singular) linear least-squares problem.

The proposed transfer learning approach is shown to compare favorably with respect to EKF in terms of predictive performance and run time. We also compare our methodology with a full re-identification of the RNN model from scratch. While in some cases full re-identification deliver superior predictive performance, our approach is significantly faster. For a limited computational budget, our approach is actually shown to outperform full plant re-identification also in terms of predictive performance. Furthermore, the optimal correction term is guaranteed to exist and to be unique, owing to the linear least-squares formulation.

Current investigations are devoted to the application of our transfer learning methodologies in adaptive control, where the fast run time, the possibility of online implementation, and the theoretical guarantees of the proposed algorithms may lead to significant advantages with respect to existing model updating techniques.
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