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ABSTRACT

In this paper we present a supervised hyperspectral image segmentation algorithm based on a convex formulation of a marginal maximum a posteriori segmentation with hidden fields and structure tensor regularization: Segmentation via the Constraint Split Augmented Lagrangian Shrinkage by Structure Tensor Regularization (SegSALSA-STR). This formulation avoids the generally discrete nature of segmentation problems and the inherent NP-hardness of the integer optimization associated.

We extend the Segmentation via the Constraint Split Augmented Lagrangian Shrinkage (SegSALSA) algorithm [1] by generalizing the vectorial total variation prior using a structure tensor prior constructed from a patch-based Jacobian [2]. The resulting algorithm is convex, time-efficient and highly parallelizable. This shows the potential of combining hidden fields with convex optimization through the inclusion of different regularizers. The SegSALSA-STR algorithm is validated in the segmentation of real hyperspectral images.

Index Terms—Image segmentation, hidden fields, structure tensor regularization, Constrained Split Augmented Lagrangian Shrinkage Algorithm (SALSA)

1. INTRODUCTION

Supervised image segmentation is fundamental in a large number of hyperspectral image applications [3]. Image segmentation aims to partition the image domain such that pixels belonging to the same partition element share similar properties, either by raw pixel values or more complex features. Due to its ill-posed nature (e.g. depending on the goal, multiple similarity criteria for grouping pixels in the same partition element can be used), image segmentation is often performed with help of regularization that promote or penalize different behaviors, e.g. the use of a Markov Random Field (MRF) to promote smoothness of the labeling.

As partitions are naturally represented by images of integers, maximum a posteriori (MAP) segmentations become integer optimization problems. SegSALSA [1, 5] sidesteps the discrete nature of the segmentation problems by using a hidden field to drive the segmentation and marginalizing on the hidden field [6] combined with a vectorial total variation (VTV) prior [7, 8]. The segmentation is inferred by computing the marginal maximum a posteriori (MMAP) estimate of the hidden field, which is a convex problem solved by the Split Augmented Lagrangian Shrinkage (SALSA) algorithm [9].

In this paper, we extend the formulation of SegSALSA to include a generalization of VTV prior based on structure tensor priors [2], thus deriving a more general algorithm for hyperspectral image segmentation. The structure tensor prior is constructed from a patch-based Jacobian. The regularization via the structure tensor prior is achieved via a Schatten norm regularization, akin to [10].

The paper is organized as follows. Section 2 describes the SegSALSA algorithm, introducing the hidden fields and the marginal MAP formulation. Section 3 presents the structure tensor regularization and describes the construction of the structure tensor prior from the patch-based Jacobian. Section 4 formulates our optimization problem and presents the SegSALSA-STR algorithm. Section 5 illustrates the validity of the algorithm on synthetic and real hyperspectral data, and Section 6 concludes the paper.

2. BACKGROUND

Let $x \in \mathbb{R}^{d \times n}$ denote a $n$-pixel hyperspectral image with $d$ spectral bands, where $x_i \in \mathbb{R}^d$ denotes the feature vector corresponding to the image pixel $i$, $\mathcal{S} = \{1, \ldots, n\}$ the set that
indexes the image pixels, $L = \{1, \ldots, K\}$ the set of possible $K$ labels, and $y \in L^N$ a labelling of the image.

**Maximum a posteriori segmentation** The SegSALSA formulation adopts a Bayesian perspective; the MAP segmentation associated with the labeling $\hat{y}$ is obtained as

$$\hat{y} = \arg \max_{y \in L^N} p(y|x) = \arg \max_{y \in L^N} p(x|y)p(y),$$

where $p(y|x)$ and $p(x|y)$ denote the posterior probability and the observation model respectively, and $p(y)$ the prior on the labeling. Under assumption of conditional independence of the observation model, we can expand the observation model $p(x|y) = \prod_{i \in S} p(x_i|y_i)$. The optimization associated to $\hat{y}$ is an integer optimization problem: apart from a small number of exceptions, the use of contextual priors $p(y)$, such as MRF priors makes $\hat{y}$ a combinatorial problem.

**Hidden fields and marginal MAP** To mitigate the difficulties associated with the integer optimization problem of the MAP, we move from the discrete formulation by introducing a hidden field $z_i$ and marginalizing on the discrete labels. We represent the hidden field $z$ as a $K \times n$ matrix containing a collection of hidden vectors $z_i \in \mathbb{R}^K$ for $i \in S$. The joint probability of the labeling $y$ and the hidden field $z$ is

$$p(y, z) = p(y|z)p(z),$$

with assumption of conditional independence of $p(y|z) = \prod_{i \in S} p(y_i|z_i)$. The joint probability of the features $x$, the labeling $y$ and the hidden field $z$ is

$$p(x, y, z) = p(x|y)p(y|z)p(z).$$

We can now marginalize on the discrete labels,

$$p(x, z) = \prod_{i \in S} \{ \sum_{y_i \in L} p(x_i, y_i)p(y_i, z_i) \} p(z),$$

and obtain a marginal MAP (MMAP) estimate of the hidden field,

$$\hat{z}_{\text{MMAP}} = \arg \max_{z \in \mathbb{R}^{K \times n}} p(x, z) = \arg \min_{z \in \mathbb{R}^{K \times n}} -\ln p(x|z) - \ln p(z),$$

which is no longer a discrete optimization problem.

**Link between class labels and hidden fields** As a model for the conditional probabilities $p(y_i|z_i)$ for the labels given the field, we adopt

$$p(y_i = k|z_i) \equiv [z_i]_k,$$

for $i \in S$ and $k \in L$. This link between the probabilities of the class labels and the hidden fields imposes two constraints on the hidden field and, consequently, on the optimization $\hat{z}$: the field must be nonnegative, and each hidden vector $z_i$ for $i \in S$ must sum to one. We can now formulate the optimization (2) as

$$\hat{z}_{\text{MMAP}} = \arg \min_{z \in \mathbb{R}^{K \times n}} -\ln p(x|z) - \ln p(z),$$

subject to: $z \geq 0, \quad 1^T K z = 1_n$.

3. **STRUCTURE TENSOR REGULARIZATION**

We extend the SegSALSA algorithm by replacing the VTV prior by a generalization of VTV based on structure tensor regularization [2].

**Patch-based Jacobian** Following closely the notation in [2], we define the patch-based Jacobian of the hidden field as

$$[Jz]_i = \begin{bmatrix} (P_h D_h z)^T & \ldots & (P_h D_h z)^T \\ (P_L D_L z)^T & \ldots & (P_L D_L z)^T \end{bmatrix},$$

where $[Jz]_i$ denotes the components of the patch-based Jacobian on the $i$th pixel of the hyperspectral image, corresponding to a $(KL) \times 2$ matrix. $D_h$ and $D_l$ are the horizontal and vertical difference operators, and $P_j$ is a weighted shift operator corresponding to the patch, with each operator being applied equally to the entire field $D_h, D_v, P_j : \mathbb{R}^{K \times n} \rightarrow \mathbb{R}^{K \times n}$. Assuming the patch to be a $(2M+1) \times (2M+1)$ rectangular patch, with $L = (2M+1)^2$ pixels, $P_j$ corresponds to the $j$th possible shift within the patch (from the $L$ possible shifts) weighted by a Gaussian centered on the center of the patch and with a bandwidth $\gamma$.

**Discrete structure tensor** From the patch-based Jacobian of the hidden field [4], the structure tensor $S_L$ is defined as

$$[S_L z]_i = [Jz]_i^T [Jz]_i,$$

a $2 \times 2$ matrix for the $i$th pixel of the hyperspectral image.

The minimization of the eigenvalues of the structure tensor $S_L$ in [5] leads to the penalization of variations of the field among the pixels in patch. As there is an intrinsic connection between the eigenvalues of the structure tensor [5] $(\lambda_+, \lambda_-)$ and the singular values of the patch-based Jacobian $(\sqrt{\lambda_+}, \sqrt{\lambda_-})$, we can minimize the singular values instead. Let $\| [Jz]_i \|_{S_p}$ denote the Schatten $p$ norm of the patch-based Jacobian

$$\| [Jz]_i \|_{S_p} = \| \sigma([Jz]_i) \|_p,$$

where $\sigma([Jz]_i)$ represent the singular values of $[Jz]_i$. The discrete structure tensor prior can be constructed through the minimization of the singular values of the patch-based Jacobian

$$-\ln p(z) \equiv \lambda \sum_{i \in S} \| [Jz]_i \|_{S_p} + c \epsilon.$$
4. OPTIMIZATION ALGORITHM

With the SegSALSA general formulation described in Section 2 and armed with the new generalized total variation prior from the structure tensor described in Section 3, we can now describe our algorithm which we name SegSALSA-STR.

Problem formulation Combining the MMAP formulation in (3) with the prior described in (6), we can formulate our MMAP problem as follows:

\[
\hat{z}_{\text{MMAP}} = \arg \min_{z \in \mathbb{R}^{K \times n}} \sum_{i \in S} -\ln(p_i^T z_i) + \lambda \sum_{i \in S} \| [Jz]_i \| S_p \quad (7)
\]

subject to: \[ z \geq 0 \quad 1^T_K z = 1^T_n, \]

where \[ p_i = [p(x_i|y_i = 1) \ldots p(x_i|y_i = K)]^T, \] and \[ p_i^T z_i > 0 \]
in the feasible set. As the Hessian of \[ -\text{optimization (7)} \]
is convex, the solution \[ \hat{z}_{\text{MMAP}} \] properly and convex functions.

We define the closed, patch-based Jacobians defined in (4). We define the closed, proper, and convex functions of the optimization (7) is convex.

Rewriting the optimization problem We rewrite the optimization problem as a sum of convex functions with linear constraints.

\[
\min_{z \in \mathbb{R}^{K \times n}} \sum_{j=1}^{4} g_j(H_j z), \quad (8)
\]

where \[ H_j, \] for \[ j = 1, \ldots, 4, \] denote linear operators, and \[ g_k, \]
for \[ j = 1, \ldots, 4 \] denote closed, proper, and convex functions. We define the linear operators \[ H_j \] as:

\[
H_1 = I, \quad H_2 = J, \quad H_3 = I, \quad H_4 = I, \quad (9)
\]

where \[ I : \mathbb{R}^{K \times n} \rightarrow \mathbb{R}^{K \times n} \] denotes the identity operator and \[ J : \mathbb{R}^{K \times n} \rightarrow \mathbb{R}^{2LK \times n} \] denotes an operator stacking the patch-based Jacobians defined in 4.

We define the closed, proper, and convex functions \[ g_j \] as:

\[
g_1(\xi) = \sum_{i \in S} -\ln(p_i^T \xi), \quad g_2(\xi) = \lambda \sum_{i \in S} \| \xi \| S_p, \quad (10)
\]

\[
g_3(\xi) = i_+(\xi), \quad g_4(\xi) = i_1(1^T_K \xi). \]

The functions \[ i_+ \] and \[ i_1 \] are indicator functions for the sets \[ \mathbb{R}^{K \times n}_+ \] and \[ 1_n, \] respectively. The introduction of a variable splitting

\[
u_j = H_j z, \]

for \[ j = 1, \ldots, 4, \] and with \[ u \in \mathbb{R}^{(3+2L)K \times n}, \] allows us to reformulate the optimization (8) into a constrained formulation

\[
\min_{u, z} \sum_{j=1}^{4} g_j(u_j), \quad \text{subject to } u = Gz, \quad (11)
\]

with \[ G \] the corresponding to the stacking of the linear operators \[ H_j, \] for \[ j = 1, \ldots, 4. \]

Salsa methodology The optimization (11) is solved following the SALSA methodology [9], an instance of the alternating direction method of multipliers designed to optimize sum of an arbitrary number of convex terms. Let \[ d \] denote the scaled Lagrange multipliers; solving (11) reduces to the following iterative decoupled problem

\[
z^{k+1} = \arg \min_{z} \| Gz - u^k - d^k \|_F^2, \quad (12)
\]

\[
u^{k+1} = \arg \min_{u} \sum_{j=1}^{4} g_j(u_j) + \frac{\mu}{2} \| Gz^k - u - d^k \|_F^2, \quad (13)
\]

\[ d^{k+1} = d^k - (Gz^{k+1} - u^{k+1}). \quad (14) \]

Solving the iterative decoupled problem The quadratic problem (12) is solved by computing independent cyclic convolutions on each image of \[ z, \] with time complexity \( O(LKn \log n) \). The problem (13) can be decoupled for each of the convex functions \[ g_j, \] amounting to computing the Moreau proximity operator (MPO) [11] for each of the functions.

For \[ j = 1, 3, 4, \] involved in the respective MPO is respective the MPOs, all with \( O(Kn) \) complexity are as follows: \[ g_1 \] is the root of a polynomial using a closed form solution; \[ g_2 \] is the projection onto the positive orthant; and \[ g_4 \] is the projection onto the probability simplex. For \[ j = 2, \] the MPO is the solution of the following problem

\[
u_2^{k+1} = \arg \min_{u_2 \in [\mathbb{R}^{(3+2L)K \times n} \times S_i} \| u_2 \| S_p + \frac{\lambda}{2} \| H_2 z^k - u_2 - d_2 \|_F^2. \quad (15)
\]

For \[ p = 1, \] which we adopt in this paper, this can be solved by the soft thresholding of the singular values of \[ H_2 z^k - d_2^k \].

Complexity, parallelization and stopping criterion The time complexity of solving the problem (13) is dominated by the computation of \( n \) single value decompositions of matrices \( (LK) \times 2 \), which amounts to a time complexity of \( O(n(LK)^3) \) [12]. The complexity of SegSALSA-STR is

\[ O(LKn \log n + n(LK)^3), \]

being highly parallelizable: \( LK \) decoupled fast Fourier transforms followed by \( n \) decoupled SVDs. As a stopping criterion, we impose that both the primal and dual residuals are smaller than a given threshold. It was observed that a fixed number of iterations of the order of 100 provides excellent results.

5. RESULTS

We validate our algorithm in the segmentation of a subscene of the AVIRIS Indian Pine scene (Fig. 1). The subscene consists of a 145 \times 145 pixel subsection with 200 spectral bands and contains 16 different classes. 15 Samples per class are
used as training set. The classes are modeled by a multinomial logistic regression (MLR) and the MLR weights are learnt using the LORSAL [13]. The parameter $\lambda$ corresponding to the relative weight (7) of the structure tensor prior is set to 2, a compromise that allows good classification performance with a lower number of iterations of the algorithm.

We illustrate the joint effect of the size of the patch and of the bandwidth $\gamma$ of the Gaussian weighting for the construction of the patch-based Jacobian (4), by comparing the segmentation results of a real hyperspectral image (Fig. 1) for varying sizes of the patches. The bandwidth $\gamma$ is set as the distance in pixels from the border of the patch to the center (e.g. $\gamma = 2$ for $5 \times 5$ patches), with $\gamma = 1$ for $1 \times 1$ patches. As structure tensor regularization is a generalization of the VTV prior, in the case of $1 \times 1$ patches, SegSALSA-STR corresponds to SegSALSA with the VTV prior [1, 5].

The analysis of the segmentation results by SegSALSA-STR shows the capabilities of the structure tensor prior in obtaining smooth segmentation boundaries. The hidden fields corresponding to two different classes (Figs. d, e) illustrate the preservation of detail of the segmentation (Fig. c). The effect of increasing the patch size is evident (bottom row) as the segmentation performance for higher patch sizes is higher than the segmentation performance for lower patch sizes.

The use of structure tensor priors with a patch size larger than $1 \times 1$ (Figs. c, g, h, i), allows an increase of segmentation performance when compared to $1 \times 1$ patches (Fig. f). This shows that extending the SegSALSA algorithm by using a generalization of the VTV prior based on structure tensor regularization allows for improved segmentation performance at the cost of a higher computational burden.

6. CONCLUDING REMARKS

In this paper we extended the SegSALSA algorithm to use a generalized total variation prior based on structure tensor regularization — SegSALSA-STR. This is a more general formulation of the SegSALSA algorithm which extends the concept of VTV from the pixel level to the patch level. The shift from a discrete to a continuous formulation paves the way for a class of relevant approaches in remote sensing through the inclusion of different priors. The algorithm was validated in simulated and real hyperspectral data.
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