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Abstract
The main aim of this work is to study the asymptotic behavior for multi-scale McKean–Vlasov stochastic dynamical systems. Firstly, we obtain a central limit type theorem, i.e. the deviation between the slow component $X_\varepsilon$ and the solution $\bar{X}$ of the averaged equation converges weakly to a limiting process. More precisely, $\frac{X_\varepsilon - \bar{X}}{\sqrt{\varepsilon}}$ converges weakly in $C([0, T], \mathbb{R}^n)$ to the solution of certain distribution dependent stochastic differential equation, which involves an extra explicit stochastic integral term. Secondly, in order to estimate the probability of deviations away from the limiting process, we further investigate the Freidlin–Wentzell’s large deviation principle for multi-scale McKean–Vlasov stochastic system when the small-noise regime parameter $\delta \to 0$ and the time scale parameter $\varepsilon(\delta)$ satisfies $\varepsilon(\delta)/\delta \to 0$. The main techniques are based on the Poisson equation for central limit type theorem and the weak convergence approach for large deviation principle.
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1 Introduction

The McKean–Vlasov stochastic differential equations (SDEs) could be used to describe stochastic systems whose evolution is influenced by both the microscopic location and the macroscopic distribution of particles, i.e., the coefficients depend not only on the solution pointwisely but also on its time marginal law. It is also called the distribution dependent SDEs in the literature. Such kind of system arises naturally in the framework of particle systems where the particles interact in a mean field way. For instance, we consider the dynamics of following $N$-particles system directed by SDE,

$$dX_t^{N,i} = b(X_t^{N,i}, \mu_t^N)dt + \sigma(X_t^{N,i}, \mu_t^N)dW_t^i, \quad \mu_t^N = N^{-1} \sum_{j=1}^{N} \delta_{X_t^{N,j}},$$ (1.1)

where $i = 1, \ldots, N$, the mean field interactions here is expressed as the dependency of coefficients on the empirical measure $\mu_t^N$ of the system. Under some regularity conditions on $b$ and $\sigma$ (e.g. globally Lipschitz) and exchangeability assumption on the initial conditions, the empirical laws $\mu_t^N$ of particles system (1.1) will converge weakly to the law of solution of following McKean–Vlasov SDE as $N \to \infty$,

$$dX_t = b(X_t, \mathcal{L}_{X_t})dt + \sigma(X_t, \mathcal{L}_{X_t})dW_t,$$

where $\mathcal{L}_{X_t}$ is the law of $X_t$ and $W_t$ is a standard Brownian motion. Therefore, the coefficients of the limiting SDE will naturally depend on the law of solution. This
was called propagation of chaos by Kac [43], which has been widely studied in the literature, see e.g. [36, 42, 53, 57, 58, 71].

In the past decade, the McKean–Vlasov SDEs have been intensively investigated, e.g. the well-posedness (cf. [12, 35, 66, 74]), the asymptotic properties such as the large deviations, ergodicity, Harnack inequality and the Bismut formula (cf. [4, 37, 51, 54]). On the other hand, multi-scale environments including slow and fast components have also attracted more and more attentions due to their widespread applications in material sciences, chemical kinetics, climate dynamics etc. Typically, dynamics of chemical reaction networks often take place on notably different time-scales, from the order of nanoseconds to the order of several days, the reader can refer to [1, 17–19, 55, 76] for more background.

Hence, it is also natural to consider the following multi-scale interacting particle system

\[
\begin{align*}
\frac{dX^\varepsilon_t}{\varepsilon} &= b(X^\varepsilon_t, \mu^\varepsilon_t, X^\varepsilon_t/\varepsilon, \nu^\varepsilon_t)dt + \sigma(X^\varepsilon_t, \mu^\varepsilon_t, X^\varepsilon_t/\varepsilon, \nu^\varepsilon_t)dw^i_t, \\
\mu^\varepsilon_t &= N^{-1} \sum_{j=1}^N \delta_{X^\varepsilon_t,j/\varepsilon}, \quad \nu^\varepsilon_t = N^{-1} \sum_{j=1}^N \delta_{X^\varepsilon_t,j/\varepsilon},
\end{align*}
\]

(1.2)

where \( i = 1, \ldots, N, \varepsilon \) is a small parameter describing the ratio of time scale, \( X^\varepsilon_{i,} \) and \( Y^\varepsilon_{i,} := X^\varepsilon_{i,}/\varepsilon \) represent the slow and fast components in system (1.2) respectively. It is very interesting to study the combined mean field and homogenization limits (i.e. \( N \to \infty \) and \( \varepsilon \to 0 \)) for the multi-scale interacting particle system. For example, Gomes and Pavliotis [29] studied the system (1.2) with \( b(x, \mu, y, \nu) = b(x, \mu, y) \), \( \sigma = c \) where \( c \) is a constant, of weakly interacting diffusions moving in a two-scale locally periodic confining potential. The authors in [29] proved that, although the mean field limit and homogenization limit commute for finite time, they do not commute in the long time limit in general. Moreover, Delgadino et al. [22] considered the system (1.2) with \( b(x, \mu, y, \nu) = b(y, \nu) \) and \( \sigma = c \) and proved that the mean field and homogenization limits do not commute if the mean field system constrained to the torus undergoes a phase transition, i.e. if multiple steady states exist. Recently, Bezemek and Spiliopoulos [5] established the large deviation principle of the empirical distribution in system (1.2) with \( b(x, \mu, y, \nu) = b(x, \mu, y) \) and \( \sigma(x, \mu, y, \nu) = \sigma(x, \mu, y) \), as \( \varepsilon \to 0 \) and \( N \to \infty \) simultaneously.

As mentioned above, for fixed \( \varepsilon > 0 \) and \( b(x, \mu, y, \nu) = b(x, \mu, y) \) (similarly for \( \sigma \)), one can pass to the mean field limit in (1.2) as \( N \to \infty \) and get the following multi-scale McKean–Vlasov SDEs

\[
\frac{dX^\varepsilon_t}{\varepsilon} = b(X^\varepsilon_t, X^\varepsilon_t, Y^\varepsilon_t)dt + \sigma(X^\varepsilon_t, X^\varepsilon_t, Y^\varepsilon_t)dw_t, \quad Y^\varepsilon_t = X^\varepsilon_t/\varepsilon.
\]

In the present work, comparing with [5, 22, 29], we focus on the asymptotic behavior of multi-scale McKean–Vlasov SDEs as \( \varepsilon \to 0 \). More precisely, we consider the following multi-scale distribution dependent/McKean–Vlasov SDEs
\[
\begin{align*}
\left\{\begin{array}{l}
dX^{\delta,\varepsilon}_t &= b(X^{\delta,\varepsilon}_t, L^{\delta,\varepsilon}_X, Y^{\delta,\varepsilon}_t)dt + \sqrt{\delta}\sigma(X^{\delta,\varepsilon}_t, L^{\delta,\varepsilon}_X)dW^1_t, \\
dY^{\delta,\varepsilon}_t &= \frac{1}{\varepsilon} f(X^{\delta,\varepsilon}_t, L^{\delta,\varepsilon}_X, Y^{\delta,\varepsilon}_t)dt + \frac{1}{\sqrt{\varepsilon}}g(X^{\delta,\varepsilon}_t, L^{\delta,\varepsilon}_X, Y^{\delta,\varepsilon}_t)dW^2_t,
\end{array}\right.
\end{align*}
\]

where \(\{W^1_t\}_{t \geq 0}\) and \(\{W^2_t\}_{t \geq 0}\) are mutually independent \(d_1\) and \(d_2\) dimensional standard Brownian motions on a complete filtration probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) respectively, the diffusion coefficients \(\sigma\) and \(g\) are \(n \times d_1\)-dimensional and \(m \times d_2\)-dimensional matrices respectively, \(\xi\) and \(\zeta\) are \(\mathcal{F}_0\)-measurable \(\mathbb{R}^n\) and \(\mathbb{R}^m\)-valued random variables respectively. The coefficients \(b, \sigma, g, f\) satisfy some appropriate conditions, and \(\delta, \varepsilon\) are small positive parameters where \(\delta\) describes the intensity of the noise and \(\varepsilon\) describes the ratio of the time scale between the slow component \(X^{\delta,\varepsilon}_t\) and fast component \(Y^{\delta,\varepsilon}_t\).

Due to the different time scales and the cross interactions between the fast and slow components, it is very difficult to analyze such kind of stochastic system directly. Therefore, a simplified equation which governs the evolution of the system over a long time scale would be highly desirable and useful for applications. Fix \(\delta = 1\), Röckner et al. [63] proved that the slow component in system (1.3) will converge strongly to the solution of the so-called averaged equation, i.e.

\[
\sup_{t \in [0, T]} \mathbb{E}|X^{\varepsilon}_t - \bar{X}_t|^2 \leq C_T \left(1 + \mathbb{E}|\xi|^4 + \mathbb{E}|\zeta|^4\right)\varepsilon, \tag{1.4}
\]

where \(X^{\varepsilon}\) is the first component of solution to system (1.3) with \(\delta = 1\). Here \(\bar{X}_t\) is the solution of the corresponding averaged equation

\[
\left\{\begin{array}{l}
d\bar{X}_t = \bar{b}(\bar{X}_t, L_{\bar{X}_t})dt + \sigma(\bar{X}_t, L_{\bar{X}_t})dW^1_t, \\
\bar{X}_0 = \xi,
\end{array}\right.
\]

where the new averaged drift coefficient is defined by

\[
\bar{b}(x, \mu) = \int_{\mathbb{R}^m} b(x, \mu, y)\nu^{x,\mu}(dy)
\]

and \(\nu^{x,\mu}\) denotes the unique invariant measure of the following frozen equation (for fixed \(x\) and \(\mu\)),

\[
\left\{\begin{array}{l}
dY_t = f(x, \mu, Y_t)dt + g(x, \mu, Y_t)d\tilde{W}_t^2, \\
Y_0 = y \in \mathbb{R}^m,
\end{array}\right.
\]

where \(\{\tilde{W}_t^2\}_{t \geq 0}\) is a \(d_2\)-dimensional Brownian motion on another complete probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})\). This theory, known as the averaging principle, could be regarded as classical functional law of large numbers and has been intensively investigated in the past decades (see e.g. [7, 11, 17–20, 24, 30, 32, 33, 44, 50, 60, 61, 64, 70, 73, 77] and more references therein).
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Central limit type theorem

The averaged process $\bar{X}_t$ above is valid only in the limiting sense, and it is clear that by (1.4) the slow process $X^\varepsilon$ will experience fluctuations around its averaged process $\bar{X}$ for small $\varepsilon$. Meanwhile, it is also proved that the optimal convergence rate is $1/2$. In order to capture the fluctuations, it is important to study the asymptotic behavior of the deviation between $X^\varepsilon$ and $\bar{X}$, i.e. to analyze the limit of

$$Z^\varepsilon_t := \frac{X^\varepsilon_t - \bar{X}_t}{\sqrt{\varepsilon}}, \quad \text{as } \varepsilon \to 0.$$ 

Therefore, the first aim of this paper is to identify that $\{Z^\varepsilon\}_{\varepsilon > 0}$ converges weakly in $C([0, T]; \mathbb{R}^n)$ (as $\varepsilon \to 0$) to the solution of following equation

$$dZ_t = \partial_x \bar{b}(\bar{X}_t, \mathcal{L}_{\bar{X}_t}) \cdot Z_t dt + E\left[\partial_\mu \bar{b}(u, \mathcal{L}_{\bar{X}_t})(\bar{X}_t) \cdot Z_t\right]_{u=\bar{X}_t} dt$$

$$+ \left[\partial_x \sigma(\bar{X}_t, \mathcal{L}_{\bar{X}_t}) \cdot Z_t\right] dW^1_t + E\left[\partial_\mu \sigma(u, \mathcal{L}_{\bar{X}_t})(\bar{X}_t) \cdot Z_t\right]_{u=\bar{X}_t} dW^1_t$$

$$+ \Theta(\bar{X}_t, \mathcal{L}_{\bar{X}_t}) dW_t, \quad Z_0 = 0,$$  \tag{1.6}

where $\{W_t\}_{t \geq 0}$ is a $n$ dimensional standard Brownian motion, which is defined on $(\Omega, \mathcal{F}, \mathbb{P})$ and independent of $\{W^1_t\}_{t \geq 0}$ and $\Theta$ is a new diffusion coefficient (see Theorem 2.1 for the details). Here $E$ is the expectation on $(\Omega, \mathcal{F}, \mathbb{P})$. We remark that the formulation of the second and fourth terms on the right hand side of (1.6) essentially follows from the chain rule for the distributions of random variables (cf. [4, Theorem 2.1]).

Such kind of central limit type theorem is called the normal deviations in the classical multi-scale case. For example, Khasminskii [45] studied a class of slow-fast stochastic system with vanish noise in the slow equation, Cerrai [16] generalized the results significantly in [45] to the infinite-dimensional case. However, some crucial techniques used in [16, 45] are not applicable for the fully coupled stochastic system (e.g. (1.3) here). Wang and Roberts [75] study the normal deviations of the stochastic system driven by additive noise in infinite dimension, where the martingale approach is used to characterize the limiting process.

For the purpose of characterizing the limiting process, the technique of Poisson equation depending on the parameter measure is employed in this work. Moreover, we shall apply the martingale representation theorem by identifying the corresponding quadratic variational process to construct the desired limiting process, here the time discretization technique plays an important role in the proof (see Lemma 3.4). To the best of our knowledge, this is the first result concerning the central limit type theorem for multi-scale McKean–Vlasov SDEs. Compared with the existing results in the distribution independent case (cf. [16, 64, 65, 75]), two new terms involving the Lions derivative of the coefficients appear in the limiting equation (1.6). It seems quite natural since the coefficients of (1.3) also depend on the distribution of the solution, and it highlights the intrinsic difference between McKean–Vlasov SDEs and classical SDEs.
We want to mention that a very interesting result concerning the central limit type theorem for SDEs was obtain recently in [64] by Röckner and Xie. Shortly speaking, the authors in [64] get the convergence of deviations of a nice function \( \phi \) acting on \( Z^\varepsilon \), and their key technique is based on studying the regularity of the semigroup generated from a linear Kolmogorov equation essentially. However, in this work we mainly investigate a class of McKean–Vlasov SDEs, which will generate a nonlinear Kolmogorov equation. Therefore, the strategy of [64] seems quite difficult to apply to our case here. Moreover, as we mentioned before, we obtain the convergence of \( Z^\varepsilon \) in space \( C([0, T]; \mathbb{R}^n) \), whereas the results of [64] hold only for fixed time \( t \in [0, T] \). The reader can refer to e.g. [8, 34, 40, 65] and the references therein for more results in this direction.

The result of central limit type theorem indicates that typical fluctuations of the slow process around its limiting process are of order \( O(\sqrt{\varepsilon}) \). In particular, we can get the formal asymptotic expansion:

\[
X^\varepsilon_t \approx D \bar{X}_t + \sqrt{\varepsilon} Z_t,
\]

where \( \approx D \) means approximate equality of probability distributions. Such expansion provides better approximations for the original system (1.3), which is also called the Van Kampen’s approximation in physics and has been used in the context of stochastic climate models (see e.g. [2, 3]).

**Large deviation principle**

It follows that the central limit type theorem above does not permit to estimate the probability of deviations of order one away from the limiting process. On these time-scales, large deviations are expected to be rare, and their probability could be estimated by a large deviation principle (LDP). Note that the analysis of averaging principle and central limit type theorem are only for fixed \( \delta = 1 \) in (1.3). It is natural to ask how the multi-scales influence the stochastic system (1.3) when \( \delta \) and \( \varepsilon \) converge to zero simultaneously.

The LDP theory mainly investigates the asymptotic property of remote tails of a family of probability distributions, which is one of important topics in the probability theory and has been widely applied in many fields such as statistics, information theory and engineering. Since the well-known work of Freidlin and Wentzell [28], the small perturbation type (also called Freidlin–Wentzell type) LDP for SDEs has been widely studied in the literature. A very powerful tool for studying the Freidlin–Wentzell’s LDP is the weak convergence approach (see e.g. [10, 56, 62]), which is systematically developed by Budhiraja, Dupuis and Ellis et al. in [13, 14, 26]. The key idea of this approach is to prove certain variational representation formula about the Laplace transform of bounded continuous functionals, which then leads to the verification of the equivalence between LDP and Laplace principle. The LDP has also been studied a lot for multi-scale standard SDEs (i.e. distribution independent case), see e.g. [30, 38, 47, 69] and reference therein.

To the best of our knowledge, there is no LDP result for multi-scale distribution dependent stochastic system so far. Hence, the second aim of this paper is to further...
investigate the small noise asymptotic behavior and establish LDP for multi-scale distribution dependent SDEs. More precisely, assuming suitable condition between $\delta$ and $\varepsilon = \varepsilon(\delta)$ (i.e. $\varepsilon/\delta \to 0$ as $\delta \to 0$), we prove that $\{X^{\delta, \varepsilon}_{\delta > 0}\}$ in (1.3) satisfies the LDP in $C([0, T]; \mathbb{R}^n)$. Studying the LDP for the multi-scale stochastic system is of practical significance. For instance, Spiliopoulos in [67] establish the LDP and use it to construct the asymptotically optimal importance sampling for systems of multi-scale motion. Some applications are also given in [67] such as the short time asymptotics of a process that depends on another fast mean reverting process.

The main difficulty of verifying LDP for multi-scale McKean–Vlasov stochastic system is due to the dependence of distribution and the cross interactions between the fast and slow component in the model. Our strategy here is still based on the powerful weak convergence approach. As an important part of the proof, we need to formulate the correct form of the skeleton equation. Intuitively, as the parameter $\delta \to 0$ in system (1.3) (hence $\varepsilon \to 0$), the drift term is averaged and the noise term vanishes, then we can get the following ordinary differential equation

$$\frac{d\bar{X}^0_t}{dt} = \bar{b}^0(\bar{X}^0_t, \mathcal{L}^0_{\bar{X}^0_t}), \quad \bar{X}^0_0 = x,$$

where $\mathcal{L}^0_{\bar{X}^0_t} = \delta\bar{X}^0_t$ is the Dirac measure of $\bar{X}^0_t$. Then for any $h$ belongs to the Cameron-Martin space $\mathcal{H}_0$ (see (2.26) below), we define the following skeleton equation with respect to the slow equation of (1.3)

$$\frac{d\bar{X}^h_t}{dt} = \bar{b}^h(\bar{X}^h_t, \mathcal{L}^0_{\bar{X}^h_t}) + \sigma(\bar{X}^h_t, \mathcal{L}^0_{\bar{X}^h_t}) P_1 \dot{h}_t, \quad \bar{X}^h_0 = x,$$  

where $P_1$ is a projection operator (see (2.25) below). Note that $\mathcal{L}^0_{\bar{X}^h_t}$ (instead of $\mathcal{L}^0_{\bar{X}^0_t}$) shows up in the skeleton equation (1.7) and is used to define the rate function of LDP. Since the measure $\mathcal{L}^0_{X_{i^0}^{\delta, \varepsilon}}$ is not random, so that the convergence of these measures is independent of the occurrence of a rare event for the random variable $X_{i^0}^{\delta, \varepsilon}$. This is also an important difference between McKean–Vlasov SDEs and standard SDEs.

In fact, if one formulate the correct form of the controlled process $X_{i^0}^{\delta, \varepsilon, h^b}$ as follows

$$\begin{cases}
\frac{dX_{i^0}^{\delta, \varepsilon, h^b}}{dt} = b(X_{i^0}^{\delta, \varepsilon, h^b}, \mathcal{L}^{X_{i^0}^{\delta, \varepsilon, h^b}}, Y_{i^0}^{\delta, \varepsilon, h^b})dt + \sigma(X_{i^0}^{\delta, \varepsilon, h^b}, \mathcal{L}^{X_{i^0}^{\delta, \varepsilon, h^b}})P_1 \dot{h}_t dt \\
\frac{dY_{i^0}^{\delta, \varepsilon, h^b}}{dt} = \frac{1}{\varepsilon} f(X_{i^0}^{\delta, \varepsilon, h^b}, \mathcal{L}^{X_{i^0}^{\delta, \varepsilon, h^b}}, Y_{i^0}^{\delta, \varepsilon, h^b})dt \\
\quad + \frac{1}{\sqrt{\delta \varepsilon}} g(X_{i^0}^{\delta, \varepsilon, h^b}, \mathcal{L}^{X_{i^0}^{\delta, \varepsilon, h^b}}, Y_{i^0}^{\delta, \varepsilon, h^b})P_2 \dot{h}_t dt \\
\quad + \frac{1}{\sqrt{\varepsilon}} g(X_{i^0}^{\delta, \varepsilon, h^b}, \mathcal{L}^{X_{i^0}^{\delta, \varepsilon, h^b}}, Y_{i^0}^{\delta, \varepsilon, h^b})dW^2_t \\
X_{0}^{\delta, \varepsilon, h^b} = x, \quad Y_{0}^{\delta, \varepsilon, h^b} = y,
\end{cases}$$

$$\text{Table}$$
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where $P_1, P_2$ are the projection operations defined in (2.25) below. Then let $\delta \to 0$, it’s natural to derive the skeleton equation (1.7). Furthermore, it turns out that the correct rate function for the multi-scale McKean–Vlasov SDEs is defined through the solution of skeleton equation (1.7). We mention that in the single-scale distribution dependent case, the work [25, Sect. 4.1] also state that the Dirac measure $\mathcal{L}_{X^0}$ is a good approximation of $\mathcal{L}_{\bar{X}^0}$, where they first replace the distribution $\mathcal{L}_{X^0}$ by $\mathcal{L}_{\bar{X}^0}$. Then they use some discrete approximation and exponential equivalence arguments to show the LDP. Different from the method in [25], in this work we employ the weak convergence method to prove the LDP for the distribution dependent SDEs in the multi-scale case. Moreover, in order to overcome the difficulty caused by the cross interactions between the fast and slow component, the time discretization technique will be employed frequently to obtain some crucial estimates.

Note that if $\delta$ and $\epsilon$ converge to zero in different speed, we might have three different regimes of interaction, i.e.

$$\lim_{\delta \to 0} \frac{\epsilon}{\delta} = \begin{cases} 0, & \text{Regime 1;} \\ \gamma, & \text{Regime 2;} \\ \infty, & \text{Regime 3.} \end{cases}$$

In the classical SDE case with periodic coefficients, Dupuis and Spiliopoulos [27] proved LDP of multi-scale SDE for all three regimes using the characterization of optimal controls through solutions to Hamilton-Jacobi-Bellman equations. In Regime 1, such regime allows to decouple the invariant measure of the associated frozen equation and the control function from the limiting occupation measures. Roughly speaking, as $\delta \to 0$, we need $\epsilon/\delta \to 0$, thus the coefficient of the multi-scale stochastic system is averaged first, and then for the averaged equation with small noise, the large deviation principle is obtained by using the weak convergence method. However, in the Regimes 2 and 3, such invariant measure will depend on the control function essentially and this dependence will make the analysis very challenging in the McKean–Vlasov structure.

The remainder of this paper is organized as follows. In Sect. 2, we introduce the detailed framework and state the main results of this work. In Sect. 3, we first establish some estimates of solution to the slow-fast system, and introduce the Poisson equation with measure dependence. Secondly, we give the detailed proof of central limit type theorem. Sect. 4 is devoted to proving the LDP via weak convergence approach, and we postpone the proofs of some crucial estimates to Sect. 5 as Appendix. Note that throughout this paper $C$ and $C_T$ denote positive constants which may change from line to line, where the subscript $T$ is used to emphasize that the constant depends on certain parameter $T$.

2 Main results

2.1 Main framework

Now we introduce some notations which will be used frequently throughout this paper. Denote by $|\cdot|$ the Euclidean vector norm, $\langle \cdot, \cdot \rangle$ the Euclidean inner product and $\| \cdot \|$ the
matrix norm or the operator norm if there is no confusion possible. The tensor product \( \mathbb{R}^{l_1} \otimes \mathbb{R}^{l_2} \) represents the space of all \( l_1 \times l_2 \)-dimensional matrix for \( l_1, l_2 \in \mathbb{N}_+ \). A matrix-valued function \( u(x, y) \) defined on \( \mathbb{R}^n \times \mathbb{R}^m \), we use \( \partial_x u \) and \( \partial_y u \) to denote the first order partial derivative of \( u \) with respect to (w.r.t.) \( x \) and \( y \) respectively, \( \partial^2_{xy} u \), \( \partial^2_{yx} u \) and \( \partial^2_{x} u \) to denote its second order derivatives of \( u \) w.r.t. \( x \) twice, \( y \) twice and \( x, y \) for each respectively.

Then we say that \( u \) is differentiable at \( \mu \in \mathcal{P}_2 \) if there exists \( X \in L^2(\Omega, \mathbb{P}; \mathbb{R}^n) \) such that \( \mathcal{L}_X = \mu \) and \( U \) is Fréchet differentiable at \( X \). By means of the Riesz theorem, the Fréchet derivative \( DU(X) \), viewed as an element of \( L^2(\Omega, \mathbb{P}; \mathbb{R}^n) \), could be represented as

\[
DU(X) = \partial \mu u(\mathcal{L}_X)(X),
\]

where \( \partial \mu u(\mathcal{L}_X) : \mathbb{R}^n \to \mathbb{R}^n \), which is called Lions derivative of \( u \) at \( \mu = \mathcal{L}_X \). It should be mentioned that the mapping \( \partial \mu u(\mathcal{L}_X) \) depends only on \( \mathcal{L}_X \), not on \( X \). In addition, \( \partial \mu u(\mu) \in L^2(\mu; \mathbb{R}^n) \) for \( \mu \in \mathcal{P}_2 \). Furthermore, if \( \partial \mu u(\mu)(z) : \mathbb{R}^n \to \mathbb{R}^n \) is differentiable at \( z \in \mathbb{R}^n \), we denote its derivative by \( \partial_z \partial \mu u(\mu)(z) : \mathbb{R}^n \to \mathbb{R}^n \times \mathbb{R}^n \).

We say that a matrix-valued function \( u(\mu) = (u_{ij}(\mu)) \) differentiable at \( \mu \in \mathcal{P}_2 \), if all its components are differentiable at \( \mu \), and set

\[
\partial \mu u(\mu) = (\partial \mu u_{ij}(\mu)), \quad \| \partial \mu u(\mu) \|^2_{L^2(\mu)} = \sum_{i,j} \int_{\mathbb{R}^n} |\partial \mu u_{ij}(\mu)(z)|^2 \mu(dz).
\]
Moreover, we say $\partial_{\mu} u(\mu)(z)$ differentiable at $z \in \mathbb{R}^n$, if all its components are differentiable at $z$, and set
\[
\|\partial_{\mu} u(\mu)(z)\|^2_{L^2(\mu)} = \sum_{i,j} \int_{\mathbb{R}^n} \|\partial_{\mu} u_{ij}(\mu)(z)\|^2 \mu(dz).
\]

For the reader’s convenience, we recall the following definitions.

**Definition 2.1** For a map $u(\cdot) : \mathcal{P}_2 \to \mathbb{R}$, we say $u \in C^{(1,1)}(\mathcal{P}_2; \mathbb{R})$, if this map is continuously differentiable at any $\mu \in \mathcal{P}_2$ and its derivative $\partial_{\mu} u(\mu)(z) : \mathbb{R}^n \to \mathbb{R}^n$ is continuously differentiable at any $z \in \mathbb{R}^n$. We say $u \in C^{(1,1)}(\mathcal{P}_2; \mathbb{R})$, if $u \in C^{(1,1)}(\mathcal{P}_2; \mathbb{R})$, moreover the derivatives $\partial_{\mu} u(\mu)(z)$ and $\partial_{\mu} u(\mu)(z)$ are jointly continuous at any $(\mu, z)$, and uniformly bounded w.r.t. $(\mu, z)$, i.e., $\sup_{\mu \in \mathcal{P}_2, z \in \mathbb{R}^n} \|\partial_{\mu} u(\mu)(z)\| < \infty$ and $\sup_{\mu \in \mathcal{P}_2, z \in \mathbb{R}^n} \|\partial_{\mu} u(\mu)(z)\| < \infty$. For a matrix-valued map $u(\cdot) : \mathcal{P}_2 \to \mathbb{R}^n \otimes \mathbb{R}^m$, where $l_1, l_2 \in \mathbb{N}_+$, we say $u \in C^{(1,1)}(\mathcal{P}_2; \mathbb{R}^n \otimes \mathbb{R}^m)$ (resp. $C^{(1,1)}(\mathcal{P}_2; \mathbb{R}^n \otimes \mathbb{R}^m)$) if all the components belong to $C^{(1,1)}(\mathcal{P}_2; \mathbb{R})$ (resp. $C^{(1,1)}(\mathcal{P}_2; \mathbb{R})$).

**Definition 2.2** For a map $u(\cdot) : \mathbb{R}^n \to \mathbb{R}$, we say $u \in C^2_b(\mathbb{R}^n; \mathbb{R})$, if the derivatives $\partial_x u(x), \partial_{xx} u(x)$ are bounded and continuous at any $x$. For a map $u(\cdot, \cdot) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$, we say $u \in C^{2,2}(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R})$, if the partial derivatives $\partial_x u(x, y), \partial_{xx} u(x, y), \partial_{yy} u(x, y)$ and $\partial_{xy} u(x, y)$ exist at any $(x, y)$. We say $u \in C^2_b(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R})$, if $u \in C^{2,2}(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R})$ and the partial derivatives $\partial_x u(x, y), \partial_{xx} u(x, y), \partial_{yy} u(x, y)$ and $\partial_{xy} u(x, y)$ are jointly continuous at any $(x, y)$ and uniformly bounded w.r.t. $(x, y)$. For a matrix-valued map $u(\cdot) : \mathbb{R}^n \to \mathbb{R}^n \otimes \mathbb{R}^m$, we say $u \in C^2_b(\mathbb{R}^n; \mathbb{R}^n \otimes \mathbb{R}^m)$ if all the components belong to $C^2_b(\mathbb{R}^n; \mathbb{R})$. Similarly, we say $u \in C^{2,2}(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R}^n \otimes \mathbb{R}^m)$ (resp. $C^{2,2}_b(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R}^n \otimes \mathbb{R}^m)$) if all the components belong to $C^{2,2}(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R})$ (resp. $C^{2,2}_b(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R})$).

**Definition 2.3** For a matrix-valued map $u(\cdot, \cdot) : \mathbb{R}^n \times \mathcal{P}_2 \to \mathbb{R}^n \otimes \mathbb{R}^m$, we say $u \in C^{2,1}_b(\mathbb{R}^n \times \mathcal{P}_2; \mathbb{R}^n \otimes \mathbb{R}^m)$ if $u(\cdot, \cdot) \in C^{2,1}_b(\mathcal{P}_2; \mathbb{R}^n \otimes \mathbb{R}^m)$ for any $x \in \mathbb{R}^n$ and $u(\cdot, \mu) \in C^{2,1}_b(\mathbb{R}^n \times \mathcal{P}_2; \mathbb{R}^n \otimes \mathbb{R}^m)$ for any $\mu \in \mathcal{P}_2$, moreover, the derivatives $\partial_x u(x, \mu), \partial_{xx} u(x, \mu), \partial_{xy} u(x, \mu)$ are jointly continuous at any $(x, \mu, z)$ and uniformly bounded w.r.t. $(x, \mu, z)$.

**Definition 2.4** For a matrix-valued map $u(\cdot, \cdot, \cdot) : \mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m \to \mathbb{R}^n \otimes \mathbb{R}^m$, we say $u \in C^{2,1,1}_b(\mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m; \mathbb{R}^n \otimes \mathbb{R}^m)$ for any $(x, y) \in \mathbb{R}^n \times \mathbb{R}^m$ and $u(\cdot, \mu, \cdot) \in C^{2,1,1}_b(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R}^n \otimes \mathbb{R}^m)$ for any $\mu \in \mathcal{P}_2$. We say $u \in C^{2,1,1}_b(\mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m; \mathbb{R}^n \otimes \mathbb{R}^m)$, if $u \in C^{2,1,1}_b(\mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m; \mathbb{R}^n \otimes \mathbb{R}^m)$, moreover the partial derivatives $\partial_x u(x, \mu, y), \partial_{xx} u(x, \mu, y), \partial_{xy} u(x, \mu, y), \partial_{yy} u(x, \mu, y)$ and $\partial_{xy} u(x, \mu, y)$ are uniformly bounded w.r.t. $(x, \mu, y, z)$ and uniformly continuous on $\mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m \times \mathbb{R}^n$.  

\[\circ\] Springer
We assume that the maps
\[ b : \mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m \to \mathbb{R}^n; \]
\[ \sigma : \mathbb{R}^n \times \mathcal{P}_2 \to \mathbb{R}^n \otimes \mathbb{R}^{d_1}; \]
\[ f : \mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m \to \mathbb{R}^m; \]
\[ g : \mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m \to \mathbb{R}^m \otimes \mathbb{R}^{d_2}. \]
satisfy the following conditions.

**A1** Suppose that there exist constants \( C, \gamma > 0 \) such that for all \( x, x_1, x_2 \in \mathbb{R}^n, \mu, \mu_1, \mu_2 \in \mathcal{P}_2, y, y_1, y_2 \in \mathbb{R}^m \),

\[
|b(x_1, \mu_1, y_1) - b(x_2, \mu_2, y_2)| + \|\sigma(x_1, \mu_1) - \sigma(x_2, \mu_2)\|
\leq C[|x_1 - x_2| + |y_1 - y_2| + \mathbb{W}_2(\mu_1, \mu_2)],
\]

\[
|f(x_1, \mu_1, y_1) - f(x_2, \mu_2, y_2)| + \|g(x_1, \mu_1, y_1) - g(x_2, \mu_2, y_2)\|
\leq C[|x_1 - x_2| + |y_1 - y_2| + \mathbb{W}_2(\mu_1, \mu_2)].
\]

Moreover,

\[
2(f(x, \mu, y_1) - f(x, \mu, y_2), y_1 - y_2) + 5\|g(x, \mu, y_1) - g(x, \mu, y_2)\|^2
\leq -\gamma |y_1 - y_2|^2.
\]

**A2** Suppose that \( b \in C_{b}^{2,(1,2)}(\mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m; \mathbb{R}^n), \sigma \in C_{b}^{2,(1,1)}(\mathbb{R}^n \times \mathcal{P}_2; \mathbb{R}^n \otimes \mathbb{R}^{d_1}), \)
\( f \in C_{b}^{2,(1,1),2}(\mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m; \mathbb{R}^m) \) and \( g \in C_{b}^{2,(1,1),2}(\mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m; \mathbb{R}^m \otimes \mathbb{R}^{d_2}). \)
Moreover, there exist constants \( C > 0 \) and \( \gamma_1 \in (0, 1] \) such that for all \( y_1, y_2 \in \mathbb{R}^m \),

\[
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, z \in \mathbb{R}^m} \|\partial_\mu F(x, \mu, y_1)(z) - \partial_\mu F(x, \mu, y_2)(z)\| \leq C|y_1 - y_2|^{\gamma_1},
\]

\[
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2} \|\partial^2_{xx} F(x, \mu, y_1) - \partial^2_{xx} F(x, \mu, y_2)\| \leq C|y_1 - y_2|^{\gamma_1},
\]

\[
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2} \|\partial^2_{xy} F(x, \mu, y_1) - \partial^2_{xy} F(x, \mu, y_2)\| \leq C|y_1 - y_2|^{\gamma_1},
\]

\[
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2} \|\partial^2_{yy} F(x, \mu, y_1) - \partial^2_{yy} F(x, \mu, y_2)\| \leq C|y_1 - y_2|^{\gamma_1},
\]

\[
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2} \|\partial_z \partial_\mu F(x, \mu, y_1) - \partial_z \partial_\mu F(x, \mu, y_2)\|_{L^2(\mu)} \leq C|y_1 - y_2|^{\gamma_1},
\]

\[
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2} \|\partial_\mu \partial_y F(x, \mu, y)\|_{L^2(\mu)} \leq C,
\]

where \( F \) represents \( b, f \) and \( g \) respectively.

**A3** Suppose that \( f \) and \( g \) satisfy

\[
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2} |f(x, \mu, 0)| < \infty, \quad \sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2} \|g(x, \mu, 0)\| < \infty.
\]
A4 There exists a constant $C > 0$ such that for any $x \in \mathbb{R}^n$, $\mu \in \mathcal{P}_2$,

$$\sup_{y \in \mathbb{R}^m} \| g(x, \mu, y) \| \leq C \left( 1 + |x| + \mu(\| \cdot \|^2)^{\frac{1}{2}} \right). \quad (2.12)$$

A5 The scale parameters $\delta$ and $\epsilon = \epsilon(\delta)$ satisfy

$$\lim_{\delta \to 0} \epsilon / \delta = 0. \quad (2.13)$$

In the following, we give some comments on the conditions above.

Remark 2.1 (i) By the same argument as in the proof of [63, Theorem 2.2], for any fixed $\epsilon$, $\delta > 0$ and $\mathcal{F}_0$-measurable initial values $\xi \in L^2(\Omega_1; \mathbb{R}^n)$, $\zeta \in L^2(\Omega_1; \mathbb{R}^m)$, (2.2) and (2.3) ensure the existence and uniqueness of strong solutions $\{(X^\epsilon, Y^\epsilon)_{t \geq 0}\}$ to system (1.3).

(ii) Conditions (2.3) and (2.4) imply that for any $\beta \in (0, \gamma)$, there exists $C_\beta > 0$ such that for any $x \in \mathbb{R}^n$, $y \in \mathbb{R}^m$, $\mu \in \mathcal{P}_2$,

$$2\langle f(x, \mu, y), y \rangle + 5\| g(x, \mu, y) \|^2 \leq -\beta |y|^2 + C_\beta \left[ 1 + |x|^2 + \mu(\| \cdot \|^2) \right]. \quad (2.14)$$

Moreover, condition (2.4) can guarantee the existence and uniqueness of invariant measures for the corresponding frozen equation and the solution of (1.3) has finite sixth moment. If $g$ satisfies the sublinear growth w.r.t. variable $y$, i.e. there is $\kappa \in [0, 1)$ such that

$$\| g(x, \mu, y) \| \leq C(1 + |x| + (\mu(\| \cdot \|^2))^{\frac{1}{2}} + |y|^\kappa),$$

then (2.4) could be modified into a more natural form as follows

$$2\langle f(x, \mu, y_1) - f(x, \mu, y_2), y_1 - y_2 \rangle + \| g(x, \mu, y_1) - g(x, \mu, y_2) \|^2 \leq -\gamma |y_1 - y_2|^2.$$

(iii) Condition A2 is used to study the regularity of solutions of Poisson equation (cf. [63, Proposition 4.1]), which plays an important role in the proof of central limit type theorem. Motivated from [48, Example 2.16] and [63, Example 5.1], we here present a simple example of distribution dependent coefficients such that (2.5)–(2.10) hold.

Let $F_0 : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ satisfy that all its first and second order partial derivatives $\partial_x F_0(x, y)$, $\partial_y F_0(x, y)$, $\partial^2_{xx} F_0(x, y)$, $\partial^2_{xy} F_0(x, y)$ and $\partial^2_{yy} F_0(x, y)$ are uniformly bounded and Lipschitz continuous w.r.t. $(x, y) \in \mathbb{R}^n \times \mathbb{R}^m$. Now we define the following map

$$F(x, \mu, y) := \int_{\mathbb{R}^n} F_0(x + z, y) \mu(dz),$$
then we have $\partial_\mu F(x, \mu, y)(\cdot) = \partial_x F_0(x + \cdot, y)$, $\partial_\gamma \partial_\mu F(x, \mu, y)(z) = \partial^2_{xx} F_0(x + z, y)$ and $\partial_\mu \partial_\gamma F(x, \mu, y) = \partial^2_{yy} F_0(x + \cdot, y)$. Hence, we can easily check that the map $F$ satisfies (2.5)–(2.10) with $\gamma_1 = 1$.

(iv) Condition A3 together with the uniform boundedness of $\partial_y f(x, \mu, y)$ and $\partial_y g(x, \mu, y)$ ensure that $f(x, \mu, y)$ and $g(x, \mu, y)$ are uniformly bounded and linear growth w.r.t $x, \mu$ and $y$ respectively, i.e. there exists $C > 0$ such that for any $x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, y \in \mathbb{R}^m$,

$$|f(x, \mu, y)| + \|g(x, \mu, y)\| \leq C(1 + |y|),$$

which is used to estimate $\mathbb{E}\left[\sup_{t \in [0, T]}|Y_t^\varepsilon|^4\right]$ (see details in Lemma 3.1 below).

(v) Conditions A4–A5 are used to investigate the LDP for the McKean–Vlasov system (1.3). More precisely, A4 is used to derive some a priori estimates for the control equation (1.8). For the scale assumption A5, we have already explained in the introduction.

In the following, we give some comments on the applications of the slow-fast system (1.3) with $\delta = 1$, in particular, we give some examples on the confining or interaction potentials from the perspective of the multi-scale interacting particle systems.

**Example 2.1** The multi-scale interacting particle systems have received more and more attention in the literature. For example, Gomes and Pavliotis [29] studied the following multi-scale interacting diffusions

$$dX_t^{\varepsilon,i} = -\nabla V^\varepsilon(X_t^{\varepsilon,i})dt - \frac{\theta}{N} \sum_{j=1}^{N} \nabla F(X_t^{\varepsilon,i} - X_t^{\varepsilon,j})dt + \sqrt{2\beta^{-1}}dW_t^i, \quad (2.15)$$

where $V^\varepsilon(x) := V(x, x/\sqrt{\varepsilon}) : \mathbb{R} \to \mathbb{R}$ is the confining potential with a fast fluctuating, $F : \mathbb{R} \to \mathbb{R}$ is the interaction potential, $\theta, \beta$ are some constants.

The McKean–Vlasov SDE associated with (2.15) is

$$dX_t^{\varepsilon} = (-\nabla V^\varepsilon(X_t^{\varepsilon}) - \theta \mathbb{E}\left[\nabla F(x - X_t^{\varepsilon})\right]|_{x = X_t^{\varepsilon}})dt + \sqrt{2\beta^{-1}}dW_t. \quad (2.16)$$

Take the auxiliary variable $Y_t^{\varepsilon} := X_t^{\varepsilon}/\sqrt{\varepsilon}$, we can rewrite (2.16) as the following multi-scale McKean–Vlasov stochastic system

$$\begin{align*}
\left\{ \begin{array}{l}
    dX_t^{\varepsilon} = \left[ -\partial_x V(X_t^{\varepsilon}, Y_t^{\varepsilon}) - \partial_\gamma V(X_t^{\varepsilon}, Y_t^{\varepsilon}) - \theta \mathbb{E}\left[\nabla F(x - X_t^{\varepsilon})\right]|_{x = X_t^{\varepsilon}} \right]dt \\
    + \sqrt{2\beta^{-1}}dW_t,
    \\
    dY_t^{\varepsilon} = \left[ -\frac{1}{\varepsilon}\partial_y V(X_t^{\varepsilon}, Y_t^{\varepsilon}) - \frac{1}{\varepsilon^{1/2}}\partial_\gamma V(X_t^{\varepsilon}, Y_t^{\varepsilon}) - \frac{\theta}{\sqrt{\varepsilon}} \mathbb{E}\left[\nabla F(x - X_t^{\varepsilon})\right]|_{x = X_t^{\varepsilon}} \right]dt \\
    + \sqrt{2\beta^{-1}/\varepsilon}dW_t.
\end{array} \right.
\end{align*} \quad (2.17)$$
In [29], some typical examples of potentials are also given. For the multi-scale potential in (2.16), the authors considered the confining potential perturbed by a fast periodic fluctuations such as

\[ V^\varepsilon(x) := \frac{x^4}{4} - \frac{x^2}{2} + \eta \cos(x/\varepsilon) \quad \text{or} \quad V^\varepsilon(x) := \frac{x^2}{2} + \eta \cos(x/\varepsilon). \]

For the interaction potential in (2.16), the authors considered the Curie-Weiss quadratic interaction potential

\[ F(x) := \frac{x^2}{2}. \]

Moreover, Delgadino at al. in [22] studied the multi-scale interacting particle system corresponding to the following McKean–Vlasov equation

\[
\begin{align*}
    dX^\varepsilon_t &= \left( -\nabla V(X^\varepsilon_t/\sqrt{\varepsilon}) - \theta \mathbb{E}\left[ \nabla F((x - X^\varepsilon_t)/\sqrt{\varepsilon}) \right] \right)_{x=X^\varepsilon_t} dt + \sqrt{2\beta^{-1}} dW^1_t,
    
    dY^\varepsilon_t &= \left( -\frac{1}{\varepsilon}\nabla V_3(X^\varepsilon_t) - \frac{1}{\varepsilon}\nabla V_4(Y^\varepsilon_t) - \frac{\theta}{\varepsilon} \mathbb{E}\left[ \nabla F_2(x - X^\varepsilon_t) \right] \right)_{x=X^\varepsilon_t} dt + \sqrt{2\beta^{-1}} dW^2_t,
\end{align*}
\]

where \( F : \mathbb{R}^d \rightarrow \mathbb{R} \) and \( V : \mathbb{R}^d \rightarrow \mathbb{R} \) are smooth and 1-periodic interaction and confining potentials. In particular, the authors considered the following potentials

\[ V(x) := -\eta \cos(2\pi x), \quad F(x) := -\cos(2\pi x), \quad 0 < \eta < 1. \]

Motivated by the aforementioned models, we can investigate the following multi-scale McKean–Vlasov stochastic system

\[
\begin{align*}
    dX^i_t &= \left[ -\nabla V_1(X^i_t) - \nabla V_2(Y^i_t) - \theta \mathbb{E}\left[ \nabla F_1(x - X^i_t) \right] \right]_{x=X^i_t} dt + \sqrt{2\beta^{-1}} dW^1_t,
    
    dY^i_t &= \left[ -\frac{1}{\varepsilon}\nabla V_3(X^i_t) - \frac{1}{\varepsilon}\nabla V_4(Y^i_t) - \frac{\theta}{\varepsilon} \mathbb{E}\left[ \nabla F_2(x - X^i_t) \right] \right]_{x=X^i_t} dt + \sqrt{2\beta^{-1}} dW^2_t,
\end{align*}
\]

where \( V_i : \mathbb{R}^d \rightarrow \mathbb{R}, i = 1, \ldots, 4, \) \( F_j : \mathbb{R}^d \rightarrow \mathbb{R}, j = 1, 2, \) \( \{W^1_t\}_{t \geq 0} \) and \( \{W^2_t\}_{t \geq 0} \) are independent \( d \)-dimensional standard Brownian motions.

One concrete example satisfying the assumptions \( \text{A1–A4} \) for the confining potentials is

\[ V_i(x) := \frac{x^2}{2} + \eta \cos(x), \quad i = 1, 2, \quad V_3(x) := \eta \cos(x), \quad \text{and} \quad V_4(x) := \frac{x^2}{2}. \]

For the interaction potential, we can take the Curie–Weiss quadratic interaction potential as in [29] and the smooth, 1-periodic potential as in [22], i.e.

\[ F_1(x) := \frac{x^2}{2}, \quad F_2(x) := \cos(2\pi x). \]
Remark 2.2 In the system (1.3), when the diffusion coefficient $\sigma$ also depends on the fast component $Y$, the strong convergence ($L^2$-sense) of the averaging principle in general does not hold for the slow-fast system (see Sect. 4.1 in [49] for a counterexample), and in this work we will use the strong convergence result (Theorem 2.5 in [63]) in our proof, thus the diffusion coefficient $\sigma$ considered in this work does not depend on $Y$. Here, the coefficients do not depend on the law of $Y$ mainly because of the technical difficulties in the proof. In fact, if the coefficients $f, g$ of the fast component depend on the law of $Y$, then the corresponding frozen equation has the following form

$$dY_t = f(x, \mu, Y_t, \mathcal{L}_{Y_t})dt + g(x, \mu, Y_t, \mathcal{L}_{Y_t})d\tilde{W}_t^2,$$

thus the solution is a time-inhomogeneous Markov process. However, the techniques used in this paper strongly rely on the time-homogeneous property.

### 2.2 Central limit type theorem

In this subsection, we investigate the central limit type theorem for slow-fast McKean–Vlasov stochastic system. Recall that $(X^\varepsilon, Y^\varepsilon)$ is the solution of system (1.3) with $\delta = 1$. The authors [63] have proved the following error estimate of the averaging principle for stochastic system (1.3),

$$\sup_{t \in [0, T]} \mathbb{E}|X^\varepsilon_t - \bar{X}_t|^2 \leq C_T \left(1 + \mathbb{E}|\xi|^4 + \mathbb{E}|\zeta|^4\right)\varepsilon. \quad (2.19)$$

In this paper, we want to further analyze the deviation between the slow component $X^\varepsilon$ and the solution $\bar{X}$ of the averaged equation, more precisely, we show that the process

$$Z^\varepsilon_t := \frac{X^\varepsilon_t - \bar{X}_t}{\sqrt{\varepsilon}}$$

converges weakly to a limiting process $Z$ as $\varepsilon \to 0$ in $C([0, T]; \mathbb{R}^n)$.

In order to state the main result, we introduce the following Poisson equation which depends on parameters $(x, \mu) \in \mathbb{R}^n \times \mathcal{P}_2$,

$$-\mathcal{L}_2(x, \mu)\Phi(x, \mu, y) = b(x, \mu, y) - \bar{b}(x, \mu), \quad (2.20)$$

where $\Phi(x, \mu, y) := (\Phi_1(x, \mu, y), \ldots, \Phi_n(x, \mu, y))$,

$$\mathcal{L}_2(x, \mu)\Phi(x, \mu, y) := (\mathcal{L}_2(x, \mu)\Phi_1(x, \mu, y), \ldots, \mathcal{L}_2(x, \mu)\Phi_n(x, \mu, y))$$

and for any $k = 1, \ldots, n$,

$$\mathcal{L}_2(x, \mu)\Phi_k(x, \mu, y) := \langle f(x, \mu, y), \partial_y \Phi_k(x, \mu, y) \rangle + \frac{1}{2} \text{Tr}[gg^*(x, \mu, y)\partial^2_{yy} \Phi_k(x, \mu, y)]. \quad (2.21)$$
According to [63, Proposition 4.1], under the conditions $A_1$ and $A_2$, (2.20) admits a solution $\Phi(x, \mu, y)$ satisfying $\Phi(\cdot, \mu, \cdot) \in C^{2,2}(\mathbb{R}^n \times \mathbb{R}^m; \mathbb{R}^n)$ and $\Phi(x, \cdot, y) \in C^{1,1}(\mathcal{P}_2; \mathbb{R}^n)$. We denote

$$\partial_y \Phi_g(x, \mu, y) u := \partial_y g(x, \mu, y) u, \quad u \in \mathbb{R}^{d_2},$$

then $\partial_y \Phi_g(x, \mu, y) \in \mathbb{R}^n \otimes \mathbb{R}^{d_2}$ and

$$\left( \partial_y \Phi_g \right) \left( \partial_y \Phi_g \right)^* (x, \mu) := \int_{\mathbb{R}^m} \left( \partial_y \Phi_g(x, \mu, y) \right) \left( \partial_y \Phi_g(x, \mu, y) \right)^* \nu^{x, \mu}(dy).$$

Now we state our first main result, which could be viewed as a central limit type theorem.

**Theorem 2.1** Suppose that conditions $A_1$–$A_3$ hold. Then for any initial values $\xi \in L^2(\Omega; \mathbb{R}^n)$, $\zeta \in L^2(\Omega; \mathbb{R}^m)$, $\{Z^\varepsilon\}_{\varepsilon > 0}$ converges weakly in $C([0, T]; \mathbb{R}^n)$ to the solution of following equation as $\varepsilon \to 0$,

$$dZ_t = \partial_x \bar{b}(\bar{X}_t, \mathcal{L}_{\bar{X}_t}) \cdot Z_t dt + \mathbb{E} \left[ \partial_u \bar{b}(u, \mathcal{L}_{\bar{X}_t})(\bar{X}_t) \cdot Z_t \right] |_{u=\bar{X}_t} dt$$

$$+ \left[ \partial_x \sigma(\bar{X}_t, \mathcal{L}_{\bar{X}_t}) \cdot Z_t \right] dW^1_t + \mathbb{E} \left[ \partial_u \sigma(u, \mathcal{L}_{\bar{X}_t})(\bar{X}_t) \cdot Z_t \right] |_{u=\bar{X}_t} dW^1_t$$

$$+ \Theta(\bar{X}_t, \mathcal{L}_{\bar{X}_t}) dW_t, \quad Z_0 = 0,$$

where $\Theta(x, \mu) := \left( \left( \partial_y \Phi_g \right) \left( \partial_y \Phi_g \right)^* \right)^{1/2}(x, \mu)$, $\bar{X}$ is the solution of equation (1.5) and $\{W_t\}_{t \geq 0}$ is a $n$-dimensional standard Brownian motion which is defined on probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and independent of $\{W^1_t\}_{t \geq 0}$.

**Remark 2.3** In contrast to the existing works [16, 45], where the authors considered the slow-fast system with vanishing noise in the slow equation and the fast equation does not depend on slow variable. In the present work, we consider more general case, i.e. both slow and fast components are fully coupled and driven by multiplicative noise, and meanwhile the coefficients also depend on the distribution. Moreover, we want to point out that in [16, 45] the extra term in the limiting process is a Gaussian process characterized by its mean and covariance, here we provide explicit representation of this extra term in (2.24) by using the solution to Poisson equation (2.20).

### 2.3 Large deviation principle

For the reader’s convenience, we recall some necessary notations. Let us define a standard Brownian motion $W_t$ on $\mathbb{R}^{d_1+d_2}$,

$$W_t := \sum_{k=1}^{d_1+d_2} \beta_k(t) e_k.$$
where \( \{ e_k \}_{1 \leq k \leq d_1 + d_2} \) is the canonical basis of \( \mathbb{R}^{d_1 + d_2} \), \( \{ \beta_k \}_{1 \leq k \leq d_1 + d_2} \) is a sequence of independent one-dimensional standard Brownian motions. Then we can choose the projection operators \( P_1 : \mathbb{R}^{d_1 + d_2} \to \mathbb{R}^{d_1} \), \( P_2 : \mathbb{R}^{d_1 + d_2} \to \mathbb{R}^{d_2} \) such that

\[
W^1_t := P_1 W_t, \quad W^2_t := P_2 W_t.
\]

(2.25)

The Cameron-Martin space \( \mathcal{H}_0 \) associated with \( \{ W_t, t \in [0, T] \} \) is given as follows

\[
\mathcal{H}_0 := \left\{ h : [0, T] \to \mathbb{R}^{d_1 + d_2} \mid \text{there exists } \dot{h} \in L^2([0, T]; \mathbb{R}^{d_1 + d_2}) \text{ such that } h_t = \int_0^t \dot{h}_s ds, t \in [0, T] \right\},
\]

(2.26)

where the \( \dot{h} \) denotes the weak derivative of \( h \), then \( \mathcal{H}_0 \) is a Hilbert space with the scalar product

\[
(h^1, h^2)_0 := \int_0^T \langle \dot{h}^1, \dot{h}^2 \rangle dt.
\]

The main result of LDP is formulated as follows.

**Theorem 2.2** Suppose that the conditions A1, A4 and A5 hold. Then for any initial values \( x \in \mathbb{R}^n, y \in \mathbb{R}^m, \{ X^{h, \varepsilon} \}_{\varepsilon > 0} \) satisfies the LDP in \( C([0, T]; \mathbb{R}^n) \) with the good rate function \( I \) given by

\[
I(f) = \inf_{h \in \mathcal{H}_0; \ f = G^0(h)} \left\{ \frac{1}{2} \int_0^T |\dot{h}_t|^2 dt \right\},
\]

(2.27)

where infimum over an empty set is taken as \( +\infty \), and map \( G^0 : C([0, T]; \mathbb{R}^{d_1 + d_2}) \to C([0, T]; \mathbb{R}^n) \) is defined by

\[
G^0(h) := \begin{cases} \bar{X}^h, & h \in \mathcal{H}_0, \\ 0, & \text{otherwise}. \end{cases}
\]

Here \( \bar{X}^h \) is the solution of (1.7).

**Remark 2.4** In order to prove the LDP result for the multi-scale McKean–Vlasov SDEs (1.3), we want to employ the weak convergence approach developed by Budhiraja and Dupuis (cf. [13, 14]). However, once we consider the McKean–Vlasov SDEs, the classical Yamada–Watanabe theorem is not directly applicable (cf. [74]). Thus a key step is to find a measurable map such that the solution could be represented by a functional of Brownian motions (see Sect. 4.1 for the details).
3 Proof of central limit type theorem

In this section, we give a detailed proof of Theorem 2.1. To do this, we first derive some crucial a priori estimates for process \((X^\varepsilon, Y^\varepsilon)\), and establish some regularity result of the solution to the Poisson equation (2.20) (see Sect. 3.1). Secondly, we construct an auxiliary \(\eta^\varepsilon\) and show that the difference \(Z^\varepsilon - \eta^\varepsilon\) converges to 0 in \(C([0, T], \mathbb{R}^n)\) as \(\varepsilon \to 0\) (see Sect. 3.2). Thirdly, we show that \(\eta^\varepsilon\) is tight in \(C([0, T], \mathbb{R}^n)\) (see Sect. 3.3). Finally, we identify the weak limiting process of any subsequence \(\{\eta^\varepsilon_n\}_{n \geq 1}\) with \(\varepsilon_n \downarrow 0\) (see Sect. 3.4).

3.1 A priori estimates

**Lemma 3.1** Suppose that the condition A1 holds. For any \(T > 0\) with \(0 \leq t \leq t + \delta \leq T\), there exists a constant \(C_T > 0\) such that

\[
\sup_{\varepsilon \in (0, 1)} \mathbb{E} \left[ \sup_{t \in [0, T]} |X^\varepsilon_t|^6 \right] \leq C_T (1 + \mathbb{E}|\xi|^6 + \mathbb{E}|\xi|^6); \tag{3.1}
\]

\[
\sup_{\varepsilon \in (0, 1)} \mathbb{E} |Y^\varepsilon_t|^6 \leq C_T (1 + \mathbb{E}|\xi|^6 + \mathbb{E}|\xi|^6); \tag{3.2}
\]

\[
\sup_{\varepsilon \in (0, 1)} \mathbb{E}|X^\varepsilon_{t + \delta} - X^\varepsilon_t|^6 \leq C_T (1 + \mathbb{E}|\xi|^6 + \mathbb{E}|\xi|^6)\delta^3. \tag{3.3}
\]

Furthermore, if the condition (2.11) holds, then there exists \(C > 0\) such that for small enough \(\varepsilon\) we have

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} |Y^\varepsilon_t|^4 \right] \leq C \frac{(1 + \mathbb{E}|\xi|^4)T}{\varepsilon}. \tag{3.4}
\]

**Proof** By a small modification in [63, Lemmas 3.1, 3.2], we can easily prove (3.1), (3.2) and (3.3). Here we only need to prove (3.4).

We consider process \(\tilde{Y}^\varepsilon_t := Y^\varepsilon_{\delta t}\) that solves the following equation

\[
d\tilde{Y}^\varepsilon_t = f(X^\varepsilon_{\delta t}, \mathcal{L}X^\varepsilon_{\delta t}, \tilde{Y}^\varepsilon_t)dt + g(X^\varepsilon_{\delta t}, \mathcal{L}X^\varepsilon_{\delta t}, \tilde{Y}^\varepsilon_t)d\tilde{W}^2_t, \quad \tilde{Y}^\varepsilon_0 = \zeta,
\]

where \(\tilde{W}^2_t := \frac{1}{\sqrt{\varepsilon}}W^2_{\delta t}\) that coincides in law with \(W^2_t\).

By Itô’s formula, we have

\[
|\tilde{Y}^\varepsilon_t|^4 = |\zeta|^4 + 4 \int_0^t |\tilde{Y}^\varepsilon_s|^2 (f(X^\varepsilon_{\delta s}, \mathcal{L}X^\varepsilon_{\delta s}, \tilde{Y}^\varepsilon_s), \tilde{Y}^\varepsilon_s)ds + 4 \int_0^t |\tilde{Y}^\varepsilon_s|^2 (\tilde{Y}^\varepsilon_s, g(X^\varepsilon_{\delta s}, \mathcal{L}X^\varepsilon_{\delta s}, \tilde{Y}^\varepsilon_s)d\tilde{W}^2_s).
\]
\[ +2 \int_0^t |\tilde{Y}_s^\theta|^2 \|g(X_{y s}, L_{X_{y s}}, \tilde{Y}_s^\theta)\|^2 ds \]
\[ +4 \int_0^t |g^*(X_{y s}, L_{X_{y s}}, \tilde{Y}_s^\theta)^2 ds. \]  

(3.5)

Taking expectation on both sides of (3.5), we get
\[ \frac{d}{dt} E|\tilde{Y}_t^\theta|^4 = 4E\left[ |\tilde{Y}_t^\theta|^2 \left( 2\langle f(X_{y t}, L_{X_{y t}}, \tilde{Y}_t^\theta), \tilde{Y}_t^\theta \rangle + 3\|g(X_{y t}, L_{X_{y t}}, \tilde{Y}_t^\theta)\|^2 \right) \right] \]
\[ +4E|g^*(X_{y t}, L_{X_{y t}}, \tilde{Y}_t^\theta)^2 \tilde{Y}_t^\theta|^2. \]

In view of the conditions (2.4) and (2.11), we can deduce that for any \( \beta \in (0, \gamma) \),
there exists \( C_\beta > 0 \),
\[ 2\langle f(x, \mu, y), y \rangle + 3\|g(x, \mu, y)\|^2 \leq -\beta|y|^2 + C_\beta. \]  

(3.6)

Note that
\[ |g^*(X_{y t}, L_{X_{y t}}, \tilde{Y}_t^\theta)^2 \tilde{Y}_t^\theta|^2 \leq |\tilde{Y}_t^\theta|^2 \|g(X_{y t}, L_{X_{y t}}, \tilde{Y}_t^\theta)\|^2. \]

Then by (3.6) and Young’s inequality, we have
\[ \frac{d}{dt} E|\tilde{Y}_t^\theta|^4 \leq 2E\left[ |\tilde{Y}_t^\theta|^2 \left( 2\|f(X_{y t}, L_{X_{y t}}, \tilde{Y}_t^\theta)\| + 3\|g(X_{y t}, L_{X_{y t}}, \tilde{Y}_t^\theta)\|^2 \right) \right] \]
\[ \leq -2\beta E|\tilde{Y}_t^\theta|^4 + C_\beta E|\tilde{Y}_t^\theta|^2 \]
\[ \leq -\beta E|\tilde{Y}_t^\theta|^4 + C_\beta. \]

The Gronwall’s lemma implies that
\[ E|\tilde{Y}_t^\theta|^4 \leq E|\zeta|^4 e^{-\beta t} + C \int_0^t e^{-\beta(t-s)} ds \leq C(1 + E|\zeta|^4). \]

Hence we get
\[ \sup_{t \geq 0} E|\tilde{Y}_t^\theta|^4 \leq C(1 + E|\zeta|^4). \]  

(3.7)

Note that (3.5) and (3.6) imply that
\[ |\tilde{Y}_t^\theta|^4 \leq C t + C \left| \int_0^t |\tilde{Y}_s^\theta|^2 (\tilde{Y}_s^\theta, g(X_{y s}, L_{X_{y s}}, \tilde{Y}_s^\theta) d\tilde{W}_s^2) \right|. \]  

(3.8)
By Burkholder–Davis–Gundy’s inequality and Young’s inequality we get
\[
\mathbb{E}\left[ \sup_{t \in [0, T]} |\tilde{Y}^\varepsilon_t|^4 \right] \leq \mathbb{E}|\zeta|^4 + CT + C \mathbb{E}\left[ \int_0^T |\tilde{Y}^\varepsilon_s|^6 (|\tilde{Y}^\varepsilon_s|^2 + 1) \, ds \right]^{1/2}
\]
\[
\leq \mathbb{E}|\zeta|^4 + CT + C \mathbb{E}\left[ \sup_{t \in [0, T]} |\tilde{Y}^\varepsilon_t|^4 \right] \cdot \left( \mathbb{E}\left[ \int_0^T |\tilde{Y}^\varepsilon_s|^2 (|\tilde{Y}^\varepsilon_s|^2 + 1) \, ds \right]^{1/2} \right)
\]
\[
\leq \mathbb{E}|\zeta|^4 + CT + \frac{1}{2} C \mathbb{E}\left[ \sup_{t \in [0, T]} |\tilde{Y}^\varepsilon_t|^4 \right] + C \int_0^T \left( \mathbb{E}|\tilde{Y}^\varepsilon_s|^4 + 1 \right) \, ds.
\]
For the last term above, by (3.7), we have
\[
\int_0^T \left( \mathbb{E}|\tilde{Y}^\varepsilon_s|^4 + 1 \right) \, ds \leq C(1 + \mathbb{E}|\zeta|^4) T.
\]
Hence, we obtain that for any \( T \geq 1 \),
\[
\mathbb{E}\left[ \sup_{t \in [0, T]} |\tilde{Y}^\varepsilon_t|^4 \right] \leq C(1 + \mathbb{E}|\zeta|^4) T.
\]
Hence, it follows that for any \( T > 0 \) and \( \varepsilon \) small enough,
\[
\mathbb{E}\left[ \sup_{t \in [0, T]} |Y^\varepsilon_t|^4 \right] = \mathbb{E}\left[ \sup_{t \in \left[ 0, \frac{T}{\varepsilon} \right]} |\tilde{Y}^\varepsilon_t|^4 \right] \leq \frac{C(1 + \mathbb{E}|\zeta|^4) T}{\varepsilon},
\]
which yields (3.4). Hence the proof is complete. \( \square \)

**Remark 3.1** Instead of estimating the fourth moment of solutions in [63], we here estimate the sixth moment of solutions, since it will be used in the proof of Lemma 3.4 below. The two estimates (3.2) and (3.4) are an exchange of \( \sup_{t \in [0, T]} \) and expectation essentially, while their boundedness and proofs are quite different, such as the latter needs additional condition (2.11). Moreover, we point out that the estimate (3.4) is essential in studying the weak limit of \( Z^\varepsilon \) in \( C([0, T]; \mathbb{R}^n) \) (see Lemma 3.3 and Proposition 3.3).

Recall the frozen equation for any fixed \( x \in \mathbb{R}^n \) and \( \mu \in \mathcal{P}_2 \),
\[
\begin{cases}
  dY_t = f(x, \mu, Y_t)dt + g(x, \mu, Y_t)d\tilde{W}^2_t, \\
  Y_0 = y \in \mathbb{R}^m
\end{cases}
\]
where \( \{\tilde{W}^2_t\}_{t \geq 0} \) is a \( d_2 \)-dimensional Brownian motion on another complete probability space \( (\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}}) \). Under the conditions (2.3) and (2.4), we obtain that (3.9) has a
unique strong solution $\{Y_t^{x,\mu,y}\}_{t\geq 0}$ and admits a unique invariant measure $\nu^{x,\mu}$ (cf. [52, Theorem 4.3.9]).

In order to prove our first main result, we need to study the regularity of the solution of Poisson equation (2.20) w.r.t. parameters $(x, \mu)$.

**Proposition 3.1** Suppose that $A1$ and $A2$ hold. Define

$$\Phi(x, \mu, y) = \int_0^\infty \left[ \tilde{\mathbb{E}} b(x, \mu, Y_s^{x,\mu,y}) - \tilde{b}(x, \mu) \right] ds, \quad (3.10)$$

where $\tilde{\mathbb{E}}$ is the expectation on $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$. Then $\Phi(x, \mu, y)$ is a solution of (2.20), $\Phi \in C^{2,1,1}((\mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m) \cap \mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m)$ and $\partial_\mu \partial_y \Phi(x, \mu, y)$ exists for any $(x, \mu, y) \in \mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m$. Moreover, there exists $C > 0$ such that

$$\max \left\{ |\Phi(x, \mu, y)|, \| \partial_\mu \Phi(x, \mu, y) \|, \| \partial_\mu^2 \Phi(x, \mu, y) \| \right\} \leq C \left\{ 1 + |x| + |y| + [\mu(|\cdot|^2)]^{1/2} \right\}.$$ 

and

$$\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, y \in \mathbb{R}^m} \max \left\{ \| \partial_\mu \partial_y \Phi(x, \mu, y) \|, \| \partial_{yy} \Phi(x, \mu, y) \| \right\} \leq C.$$ 

(3.12)

**Proof** Note that $L_2(x, \mu)$ is the infinitesimal generator of the frozen process $\{Y_t^{x,\mu}\}_{t\geq 0}$, we can easily check that (3.10) is a solution of Poisson equation (2.20) under the assumptions $A1$ and $A2$. Moreover, by a straightforward computation and following a similar argument as used in [12, Sect.6], we can prove that $\Phi \in C^{2,1,1}((\mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m) \cap \mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m)$ and $\partial_\mu \partial_y \Phi(x, \mu, y)$ exists for any $(x, \mu, y) \in \mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m$. We omit the detailed proofs for its length.

The proof of (3.11) and the first estimate in (3.12) could be founded in [63, Proposition 4.1]. We only show the remaining estimates in (3.12), which will be proved by the following three steps.

(i) In view of (3.10), we deduce that for any $h, k \in \mathbb{R}^m$,

$$\partial_y \Phi(x, \mu, y) \cdot h = \int_0^\infty \tilde{\mathbb{E}} \left[ \partial_y b(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_y Y_t^{x,\mu,y} \cdot h) \right] dt,$$

which implies that

$$\partial_{yy} \Phi(x, \mu, y) \cdot (h, k) = \int_0^\infty \tilde{\mathbb{E}} \left[ \partial_{yy} b(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_y Y_t^{x,\mu,y} \cdot h, \partial_y Y_t^{x,\mu,y} \cdot k) \right.$$

$$+ \partial_y b(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_{yy} Y_t^{x,\mu,y} \cdot (h, k)) \bigg] dt,$$
where $\partial_t Y_t^{x,\mu,y} \cdot h$ and $\partial_{yy}^2 Y_t^{x,\mu,y}(h, k)$ fulfill the following two equations respectively,

$$
\begin{align*}
\partial_t Y^{x,\mu,y} & \cdot h = [\partial_y f(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_y Y_t^{x,\mu,y} \cdot h)] dt \\
& \quad + [\partial_y g(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_y Y_t^{x,\mu,y} \cdot h)] d\tilde{W}_t,
\end{align*}
$$

and

$$
\begin{align*}
\partial_{yy}^2 Y^{x,\mu,y} & \cdot (h, k) = [\partial_{yy}^2 f(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_{yy}^2 Y_t^{x,\mu,y} \cdot (h, k))] dt \\
& \quad + [\partial_{yy}^2 g(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_{yy}^2 Y_t^{x,\mu,y} \cdot h, \partial_y Y_t^{x,\mu,y} \cdot k)] d\tilde{W}_t,
\end{align*}
$$

Under the conditions $A1$ and $A2$, by a straightforward computation, we can prove that

$$
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, y \in \mathbb{R}^m} \tilde{E}|\partial_y Y_t^{x,\mu,y} \cdot h|^2 \leq C e^{-\beta t} |h|^2,
$$

$$
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, y \in \mathbb{R}^m} \tilde{E}|\partial_{yy}^2 Y_t^{x,\mu,y} \cdot (h, k)|^2 \leq C e^{-\beta t} |h|^2 |k|^2,
$$

which together with the boundedness of $\|\partial_y b\|$ and $\|\partial_{yy}^2 b\|$, it follows that

$$
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, y \in \mathbb{R}^m} |\partial_{yy}^2 \Phi(x, \mu, y) \cdot (h, k)| \leq C |h| |k|.
$$

(ii) Similarly, for any $h, k \in \mathbb{R}^m$, $\partial_{xy}^2 \Phi(x, \mu, y) \cdot (h, k)$ could be represented by

$$
\begin{align*}
\partial_{xy}^2 \Phi(x, \mu, y) \cdot (h, k) &= \int_0^\infty \tilde{E}[\partial_{xy} b(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_y Y_t^{x,\mu,y} \cdot h, k) \\
& \quad + \partial_{yy}^2 b(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_y Y_t^{x,\mu,y} \cdot h, \partial_y Y_t^{x,\mu,y} \cdot k) \\
& \quad + \partial_y b(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_{xy}^2 Y_t^{x,\mu,y} \cdot (h, k))] dt,
\end{align*}
$$
where $\partial_{xy}^2 Y_t^{x,\mu,y} \cdot (h, k)$ fulfills the following equation

$$
\begin{align*}
\left\{ \begin{array}{l}
d\partial_{xy}^2 Y_t^{x,\mu,y} \cdot (h, k)
= \left[ \partial_{xy}^2 f(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_{y} Y_t^{x,\mu,y} \cdot h, k) \\
+ \partial_{xy} f(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_{y} Y_t^{x,\mu,y} \cdot h, \partial_{x} Y_t^{x,\mu,y} \cdot k) \\
+ \partial_{y} f(x, \mu, Y_t^{x,\mu,y}) \cdot \left( \partial_{xy}^2 Y_t^{x,\mu,y} \cdot (h, k) \right) \right]dt \\
+ \left[ \partial_{xy}^2 g(x, \mu, Y_t^{x,\mu,y}) \cdot (\partial_{y} Y_t^{x,\mu,y} \cdot h, \partial_{y} Y_t^{x,\mu,y} \cdot k) \\
+ \partial_{xy} g(x, \mu, Y_t^{x,\mu,y}) \cdot \left( \partial_{xy}^2 Y_t^{x,\mu,y} \cdot (h, k) \right) \right]d\tilde{W}_t,
\end{array} \right.
\end{align*}
$$

$$
\partial_{xy}^2 Y_0^{x,\mu,y} \cdot (h, k) = 0.
$$

Under the conditions A1 and A2, by a straightforward computation (see [63, Proposition 4.1]), we can see that

$$
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, y \in \mathbb{R}^m} \mathbb{E} \left| \partial_{x} Y_t^{x,\mu,y} \cdot h \right|^2 \leq C|h|^2,
$$

$$
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, y \in \mathbb{R}^m} \mathbb{E} \left| \partial_{xy}^2 Y_t^{x,\mu,y} \cdot (h, k) \right|^2 \leq Ce^{-\beta |h|^2 |k|^2},
$$

then by the boundedness of $\|\partial_{x} b\|$, $\|\partial_{xy}^2 b\|$ and $\|\partial_{yy} b\|$, we deduce that

$$
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, y \in \mathbb{R}^m} \left| \partial_{xy}^2 \Phi(x, \mu, y) \cdot (h, k) \right| \leq C|h||k|.
$$

(iii) For the term $\partial_{\mu} \partial_{y} \Phi(x, \mu, y)$, under the conditions A1 and A2, one can easily obtain that for any $\mu_1, \mu_2 \in \mathcal{P}_2$,

$$
\sup_{t \geq 0, x \in \mathbb{R}^n, y \in \mathbb{R}^m} \tilde{\mathbb{E}} \left| Y_t^{x,\mu_1,y} - Y_t^{x,\mu_2,y} \right|^2 \leq C\mathbb{W}_2(\mu_1, \mu_2)^2,
$$

$$
\sup_{x \in \mathbb{R}^n, y \in \mathbb{R}^m} \tilde{\mathbb{E}} \left\| \partial_{y} Y_t^{x,\mu_1,y} - \partial_{y} Y_t^{x,\mu_2,y} \right\|^2 \leq Ce^{-\beta t} \mathbb{W}_2(\mu_1, \mu_2)^2, \quad (3.13)
$$

which combine with the boundedness of $\|\partial_{x} b\|$, $\|\partial_{\mu} \partial_{y} b\|_{L^2(\mu)}$ and $\|\partial_{yy}^2 b\|$, it follows that

$$
\| \partial_{y} \Phi(x, \mu_1, y) - \partial_{y} \Phi(x, \mu_2, y) \| \leq \int_0^\infty \tilde{\mathbb{E}} \left[ \| \partial_{y} b(x, \mu_1, Y_t^{x,\mu_1,y}) \right. \\
- \partial_{y} b(x, \mu_2, Y_t^{x,\mu_2,y}) \| \| \partial_{y} Y_t^{x,\mu_1,y} \| \\
+ \| \partial_{y} b(x, \mu_2, Y_t^{x,\mu_2,y}) \| \| \partial_{y} Y_t^{x,\mu_1,y} - \partial_{y} Y_t^{x,\mu_2,y} \| \right]dt \\
\leq C\mathbb{W}_2(\mu_1, \mu_2).
$$

As a consequence, we have
\[ \sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, y \in \mathbb{R}^m} \| \partial_x \partial_y \Phi(x, \mu, y) \|_{L^2(\mu)} \leq C. \]

The proof is complete. \( \square \)

### 3.2 Construction of the auxiliary process

We recall that, by (1.3) and (1.5), the deviation process \( \{ Z^\varepsilon_t = \frac{X^\varepsilon_t - \bar{X}_t}{\sqrt{\varepsilon}} \}_{t \geq 0} \) satisfies that

\[
\begin{align*}
    dZ^\varepsilon_t &= \frac{1}{\sqrt{\varepsilon}} \left[ b(X^\varepsilon_t, \mathcal{L}X^\varepsilon_t, Y^\varepsilon_t) - \bar{b}(X^\varepsilon_t, \mathcal{L}X^\varepsilon_t) \right] dt \\
    &\quad + \frac{1}{\sqrt{\varepsilon}} \left[ \bar{b}(X^\varepsilon_t, \mathcal{L}X^\varepsilon_t) - \bar{b}(ar{X}_t, \mathcal{L}X^\varepsilon_t) \right] dt \\
    &\quad + \frac{1}{\sqrt{\varepsilon}} \left[ \bar{b}(ar{X}_t, \mathcal{L}X^\varepsilon_t) - \bar{b}(ar{X}_t, \mathcal{L}\bar{X}_t) \right] dt \\
    &\quad + \frac{1}{\sqrt{\varepsilon}} \left[ \sigma(X^\varepsilon_t, \mathcal{L}X^\varepsilon_t) - \sigma(ar{X}_t, \mathcal{L}X^\varepsilon_t) \right] dW^1_t \\
    &\quad + \frac{1}{\sqrt{\varepsilon}} \left[ \sigma(ar{X}_t, \mathcal{L}X^\varepsilon_t) - \sigma(\bar{X}_t, \mathcal{L}\bar{X}_t) \right] dW^1_t, \\
    Z^\varepsilon_0 &= 0.
\end{align*}
\]

Due to (2.19), there exists a constant \( C_T > 0 \) independent of \( \varepsilon \) such that

\[
\sup_{t \in [0, T]} \mathbb{E}|Z^\varepsilon_t|^2 \leq C_T \left( 1 + \mathbb{E}|\xi|^4 + \mathbb{E}|\zeta|^4 \right). \tag{3.14}
\]

Furthermore, under the condition (2.11), we can easily obtain a stronger result

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} |Z^\varepsilon_t|^2 \right] \leq C_T \left( 1 + \mathbb{E}|\xi|^4 + \mathbb{E}|\zeta|^4 \right), \tag{3.15}
\]

whose proof will be given in Sect. 5.1 below.

Now for any \( \varepsilon > 0 \) we introduce an auxiliary process \( \eta^\varepsilon_t \),

\[
\begin{align*}
    d\eta^\varepsilon_t &= \frac{1}{\sqrt{\varepsilon}} \left[ b(X^\varepsilon_t, \mathcal{L}X^\varepsilon_t, Y^\varepsilon_t) - \bar{b}(X^\varepsilon_t, \mathcal{L}X^\varepsilon_t) \right] dt \\
    &\quad + \partial_x \bar{b}(\bar{X}_t, \mathcal{L}\bar{X}_t) \cdot \eta^\varepsilon_t dt + \mathbb{E} \left[ \partial_x \bar{b}(u, \mathcal{L}\bar{X}_t)(\bar{X}_t) \cdot \eta^\varepsilon_t \right]_{u=\bar{X}_t} dt \\
    &\quad + \left[ \partial_x \sigma(\bar{X}_t, \mathcal{L}\bar{X}_t) \cdot \eta^\varepsilon_t \right] dW^1_t + \mathbb{E} \left[ \partial_x \sigma(u, \mathcal{L}\bar{X}_t)(\bar{X}_t) \cdot \eta^\varepsilon_t \right]_{u=\bar{X}_t} dW^1_t, \\
    \eta^\varepsilon_0 &= 0.
\end{align*}
\]
Then the difference $Z_t^\varepsilon - \eta_t^\varepsilon$ converges in probability to zero in $C([0, T]; \mathbb{R}^n)$, as \( \varepsilon \to 0 \), which is a consequence of the following Proposition.

**Proposition 3.2** Suppose that conditions A1 and A2 hold, then we have

\[
\lim_{\varepsilon \to 0} \mathbb{E} \left[ \sup_{t \in [0, T]} |Z_t^\varepsilon - \eta_t^\varepsilon| \right] = 0. \tag{3.17}
\]

**Proof** Let \( \rho_t^\varepsilon = Z_t^\varepsilon - \eta_t^\varepsilon \), then we have

\[
\begin{align*}
\rho_t^\varepsilon &= \frac{1}{\sqrt{\varepsilon}} \int_0^t \left[ \tilde{b}(X_s^\varepsilon, \mathcal{L}_s^\varepsilon) - \bar{b}(\bar{X}_s, \mathcal{L}_s^\varepsilon) - \partial_x \bar{b}(\bar{X}_s, \mathcal{L}_s^\varepsilon) \cdot \sqrt{\varepsilon} Z_s^\varepsilon \right] ds \\
&\quad + \int_0^t \left[ \partial_x \bar{b}(\bar{X}_s, \mathcal{L}_s^\varepsilon) - \partial_x \bar{b}(\bar{X}_s, \mathcal{L}_s^\varepsilon) \right] \cdot Z_s^\varepsilon ds \\
&\quad + \frac{1}{\sqrt{\varepsilon}} \int_0^t \left[ \tilde{b}(X_s^\varepsilon, \mathcal{L}_s^\varepsilon) - \bar{b}(\bar{X}_s, \mathcal{L}_s^\varepsilon) \right] ds \\
&\quad - \mathbb{E} \left[ \partial_\mu \tilde{b}(u, \mathcal{L}_s^\varepsilon)(\bar{X}_s) \cdot \sqrt{\varepsilon} Z_s^\varepsilon \right] \bigg|_{u=\bar{X}_s} ds \\
&\quad + \int_0^t \left[ \partial_\mu \tilde{b}(u, \mathcal{L}_s^\varepsilon)(\bar{X}_s) \cdot \rho_s^\varepsilon \right] ds + \int_0^t \mathbb{E} \left[ \partial_\mu \tilde{b}(u, \mathcal{L}_s^\varepsilon)(\bar{X}_s) \cdot \rho_s^\varepsilon \right] ds \\
&\quad + \frac{1}{\sqrt{\varepsilon}} \int_0^t \left[ \sigma(X_s^\varepsilon, \mathcal{L}_s^\varepsilon) - \sigma(\bar{X}_s, \mathcal{L}_s^\varepsilon) - \partial_x \sigma(\bar{X}_s, \mathcal{L}_s^\varepsilon) \cdot \sqrt{\varepsilon} Z_s^\varepsilon \right] dW_s^1 \\
&\quad + \int_0^t \left[ \left( \partial_x \sigma(\bar{X}_s, \mathcal{L}_s^\varepsilon) - \partial_x \sigma(\bar{X}_s, \mathcal{L}_s^\varepsilon) \right) \cdot Z_s^\varepsilon \right] dW_s^1 \\
&\quad + \frac{1}{\sqrt{\varepsilon}} \int_0^t \left[ \sigma(\bar{X}_s, \mathcal{L}_s^\varepsilon) - \sigma(\bar{X}_s, \mathcal{L}_s^\varepsilon) \right] ds \\
&\quad - \mathbb{E} \left[ \partial_\mu \sigma(u, \mathcal{L}_s^\varepsilon)(\bar{X}_s) \cdot \sqrt{\varepsilon} Z_s^\varepsilon \right] \bigg|_{u=\bar{X}_s} ds \\
&\quad + \int_0^t \left[ \partial_\mu \sigma(u, \mathcal{L}_s^\varepsilon)(\bar{X}_s) \cdot \rho_s^\varepsilon \right] ds + \int_0^t \mathbb{E} \left[ \partial_\mu \sigma(u, \mathcal{L}_s^\varepsilon)(\bar{X}_s) \cdot \rho_s^\varepsilon \right] ds \bigg|_{u=\bar{X}_s} dW_s^1.
\end{align*}
\]

Note that by [63, (A.2)], the averaged coefficients \( \tilde{b} \) and \( \sigma \) are globally Lipschitz, i.e.,

\[
|\tilde{b}(x_1, \mu_1) - \tilde{b}(x_2, \mu_2)| + \|\sigma(x_1, \mu_1) - \sigma(x_2, \mu_2)\| \leq C[|x_1 - x_2| + \mathbb{W}_2(\mu_1, \mu_2)],
\]

which implies that

\[
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2} \max\{\|\partial_x \tilde{b}(x, \mu)\|, \|\partial_\mu \tilde{b}(x, \mu)\|_{L^2(\mu)}, \|\partial_x \sigma(x, \mu)\|, \|\partial_\mu \sigma(x, \mu)\|_{L^2(\mu)}\} < \infty.
\]
Then by Burkholder-Davis-Gundy’s inequality and Young’s inequality, we have

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} |\rho^\varepsilon_t| \right] \leq \frac{1}{\sqrt{\varepsilon}} \int_0^T \mathbb{E} \left[ \left| \partial_t \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) - \partial_t \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) \cdot \sqrt{\varepsilon} Z^\varepsilon_s \right| ds \\
+ \int_0^T \mathbb{E} \left[ \left| \partial_x \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) - \partial_x \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) \cdot |Z^\varepsilon_s| \right| ds \\
+ \frac{1}{\sqrt{\varepsilon}} \int_0^T \mathbb{E} \left[ \left| \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) - \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) \right| \sqrt{\varepsilon} Z^\varepsilon_s \right] ds \\
+ \mathbb{E} \left[ \left| \partial_\mu \bar{b}(u, \mathcal{L}_{\bar{X}_s^\varepsilon}) (\bar{X}_s^\varepsilon) \right| ds \\
+ \frac{1}{\sqrt{\varepsilon}} \mathbb{E} \left[ \left| \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) - \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) \right| \sqrt{\varepsilon} Z^\varepsilon_s \right] ds \right]^{\frac{1}{2}} \\
+ C \mathbb{E} \left[ \int_0^T \left| \sigma(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) - \sigma(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) - \partial_x \sigma(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) \cdot \sqrt{\varepsilon} Z^\varepsilon_s \right| ds \right]^{\frac{1}{2}} \\
+ C \mathbb{E} \left[ \int_0^T \left| \partial_x \sigma(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) - \partial_x \sigma(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) \right| ds \right]^{\frac{1}{2}} \\
+ C \mathbb{E} \left[ \int_0^T |\rho^\varepsilon_s|^2 ds \right]^{\frac{1}{2}} + C \left[ \int_0^T \mathbb{E} |\rho^\varepsilon_s|^2 ds \right]^{\frac{1}{2}} \\
= \sum_{k=1}^6 J_k^\varepsilon(T) + C \mathbb{E} \left[ \left( \sup_{s \in [0,T]} |\rho^\varepsilon_s| \right) \int_0^T |\rho^\varepsilon_s| ds \right]^{\frac{1}{2}} \\
+ C \left[ \left( \sup_{s \in [0,T]} \mathbb{E} |\rho^\varepsilon_s| \right) \int_0^T \mathbb{E} |\rho^\varepsilon_s| ds \right]^{\frac{1}{2}} \\
\leq \sum_{k=1}^6 J_k^\varepsilon(T) + C \mathbb{E} \left[ \left( \sup_{s \in [0,T]} |\rho^\varepsilon_s| \right) \int_0^T |\rho^\varepsilon_s| ds \right]^{\frac{1}{2}} \\
+ C \left[ \left( \sup_{s \in [0,T]} \mathbb{E} |\rho^\varepsilon_s| \right) \int_0^T \mathbb{E} |\rho^\varepsilon_s| ds \right]^{\frac{1}{2}} \\
\leq \sum_{k=1}^6 J_k^\varepsilon(T) + \frac{1}{2} \mathbb{E} \left[ \sup_{s \in [0,T]} |\rho^\varepsilon_s| \right] + C \int_0^T \mathbb{E} |\rho^\varepsilon_s| ds.
\]

Then by Gronwall’s inequality, we obtain

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} |\rho^\varepsilon_t| \right] \leq C_T \sum_{k=1}^6 J_k^\varepsilon(T).
\] (3.18)

For the term \( J_k^\varepsilon(T) \), note that

\[
\mathbb{E} \left| \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) - \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) - \partial_x \bar{b}(\bar{X}_s^\varepsilon, \mathcal{L}_{\bar{X}_s^\varepsilon}) \cdot \sqrt{\varepsilon} Z^\varepsilon_s \right|
\]
and by (3.14), it follows that

$$\lim_{\varepsilon \to 0} J^\varepsilon_T = 0 \quad (3.19)$$

and by (1.4), it follows

$$\lim_{\varepsilon \to 0} J^\varepsilon_T = 0. \quad (3.20)$$

For the term $J^\varepsilon_3(T)$, for any fixed $u \in \mathbb{R}^n$, we have

$$|\bar{b}(u, \mathcal{L}_s^\varepsilon) - \bar{b}(u, \mathcal{L}_s^\varepsilon) - \mathbb{E} \left[ \partial_\mu \bar{b}(u, \mathcal{L}_s^\varepsilon)(\bar{X}_s) \cdot \sqrt{\varepsilon} Z^\varepsilon_s \right]|$$

$$= \left| \int_0^1 \mathbb{E} \left[ \partial_\mu \bar{b}(u, \mathcal{L}_{s+\sqrt{\varepsilon}Z^\varepsilon_s})(\bar{X}_{s+\sqrt{\varepsilon}Z^\varepsilon_s}) - \partial_\mu \bar{b}(u, \mathcal{L}_s^\varepsilon)(\bar{X}_s) \cdot \sqrt{\varepsilon} Z^\varepsilon_s \right] dr \right|$$

$$\leq \sqrt{\varepsilon} \int_0^1 \left[ \mathbb{E} \partial_\mu \bar{b}(u, \mathcal{L}_{s+\sqrt{\varepsilon}Z^\varepsilon_s})(\bar{X}_{s+\sqrt{\varepsilon}Z^\varepsilon_s}) - \partial_\mu \bar{b}(u, \mathcal{L}_s^\varepsilon)(\bar{X}_s) \right]^2 \frac{1}{2} dr$$

$$\left( \mathbb{E} |Z^\varepsilon_s|^2 \right)^{\frac{1}{2}}.$$

Then according to the joint continuity of $\partial_\mu \bar{b}(x, \cdot)(\cdot)$ (see also Lemma 5.1 in Appendix), the boundedness of $\|\partial_\mu \bar{b}(x, \mu)(z)\|$ and (3.14), it immediately leads to

$$\lim_{\varepsilon \to 0} J^\varepsilon_3(T) = 0. \quad (3.21)$$

For the term $J^\varepsilon_4(T)$, using Hölder inequality, we have

$$J^\varepsilon_4(T) \leq C \mathbb{E} \left[ \int_0^T \int_0^1 \| \partial_\sigma \sigma(\bar{X}_s + r \sqrt{\varepsilon} Z^\varepsilon_s, \mathcal{L}_s^\varepsilon) - \partial_\sigma \sigma(\bar{X}_s, \mathcal{L}_s^\varepsilon) \|^2 dr |Z^\varepsilon_s|^2 ds \right]^{\frac{1}{2}}$$

$$\leq C \mathbb{E} \sup_{s \in [0, T]} |Z^\varepsilon_s|^2 \left[ \int_0^T \int_0^1 \| \partial_\sigma \sigma(\bar{X}_s + r \sqrt{\varepsilon} Z^\varepsilon_s, \mathcal{L}_s^\varepsilon) - \partial_\sigma \sigma(\bar{X}_s, \mathcal{L}_s^\varepsilon) \|^2 dr ds \right]^{\frac{1}{2}}.$$
Due to the jointly continuous property of $\partial_x \sigma (\cdot, \cdot)$, the boundedness of $\| \partial_x \sigma (x, \mu) \|$ and (3.15), we have

$$\lim_{\varepsilon \to 0} J^\varepsilon_4 (T) = 0. \tag{3.22}$$

By similar arguments above, we can deal with the terms $J^\varepsilon_5 (T)$ and $J^\varepsilon_6 (T)$, i.e.,

$$\lim_{\varepsilon \to 0} \left[ J^\varepsilon_5 (T) + J^\varepsilon_6 (T) \right] = 0. \tag{3.23}$$

Combining (3.18)–(3.23), we have

$$\lim_{\varepsilon \to 0} \mathbb{E} \left[ \sup_{t \in [0, T]} | \rho^\varepsilon_t | \right] = 0.$$

The proof is complete.

### 3.3 Tightness

In this subsection, we intend to prove the solution $\eta^\varepsilon$ of Eq. (3.16) is tight in $C ([0, T], \mathbb{R}^n)$. We introduce the following criterion of tightness (cf. [6, Theorem 7.3]).

**Lemma 3.2** For any $T > 0$, the family $\{ \Pi^\varepsilon \}_{\varepsilon > 0}$ is tight in $C ([0, T], \mathbb{R}^n)$ if and only if the following two conditions hold.

(i) For any positive $\epsilon$, there exist $K$ and $\epsilon_0$ such that

$$\sup_{0 < \epsilon < \epsilon_0} \mathbb{P} \left( | \Pi^\varepsilon_0 | \geq K \right) \leq \epsilon. \tag{3.24}$$

(ii) For any positive $\theta, \epsilon$, there exist constants $\epsilon_0, \delta$ such that

$$\sup_{0 < \epsilon < \epsilon_0} \mathbb{P} \left( \sup_{t_1, t_2 \in [0, T], | t_1 - t_2 | < \delta} | \Pi^\varepsilon_{t_1} - \Pi^\varepsilon_{t_2} | \geq \theta \right) \leq \epsilon. \tag{3.25}$$

Recall (3.16), for any $0 \leq t \leq T$, we denote

$$\eta^\varepsilon (t) = I^\varepsilon_1 (t) + I^\varepsilon_2 (t) + I^\varepsilon_3 (t) + I^\varepsilon_4 (t) + I^\varepsilon_5 (t),$$

where

$$I^\varepsilon_1 (t) := \frac{1}{\sqrt{\varepsilon}} \int_0^t \left[ b(X^\varepsilon_s, L_X^\varepsilon_s, Y^\varepsilon_s) - \tilde{b}(X^\varepsilon_s, L_X^\varepsilon_s) \right] ds,$$

$$I^\varepsilon_2 (t) := \int_0^t \partial_x \tilde{b}(\bar{X}_s, L_{\bar{X}}) \cdot \eta^\varepsilon_s ds,$$

$$I^\varepsilon_3 (t) := \int_0^t \partial_x \tilde{b}(\bar{X}_s, L_{\bar{X}}) \cdot \eta^\varepsilon_s ds,$$

$$I^\varepsilon_4 (t) := \int_0^t \partial_x \tilde{b}(\bar{X}_s, L_{\bar{X}}) \cdot \eta^\varepsilon_s ds,$$

$$I^\varepsilon_5 (t) := \int_0^t \partial_x \tilde{b}(\bar{X}_s, L_{\bar{X}}) \cdot \eta^\varepsilon_s ds.$$
\[
I_3^\varepsilon(t) := \int_0^t \mathbb{E}\left[ \partial_\mu \bar{b}(u, \mathcal{L}_{\bar{X}^\varepsilon}) (\bar{X}^\varepsilon_s) \cdot \eta^\varepsilon_s \right]_{u=\bar{X}^\varepsilon_s} ds,
\]
\[
I_4^\varepsilon(t) := \int_0^t \partial_x \sigma(\bar{X}^\varepsilon_s, \mathcal{L}_{\bar{X}^\varepsilon}) \cdot \eta^\varepsilon_s dW_1^1,
\]
\[
I_5^\varepsilon(t) := \int_0^t \mathbb{E}\left[ \partial_\mu \sigma(u, \mathcal{L}_{\bar{X}^\varepsilon}) (\bar{X}^\varepsilon_s) \cdot \eta^\varepsilon_s \right]_{u=\bar{X}^\varepsilon_s} dW_1^1.
\]

**Lemma 3.3** Suppose that the assumptions in Theorem 2.1 hold. The distribution of \( I_3^\varepsilon(t) \) is tight in \( C([0, T]) \). \( I_4^\varepsilon(t) \) is tight in \( \mathbb{R}^{6n} \).

**Proof** It is sufficient to prove that \( \{ I_1^\varepsilon \}, \{ I_2^\varepsilon \}, \{ I_3^\varepsilon \}, \{ I_4^\varepsilon \}, \{ I_5^\varepsilon \} \) satisfy (3.24) and (3.25), respectively. We separate the proof into the following two steps.

**Step 1:** In this step, we shall prove the following uniform estimates of \( \{ I_i^\varepsilon \}, i = 1, 2, \ldots, 5 \),

\[
\sup_{t \in [0, T]} \mathbb{E} \left[ \sup_{\varepsilon \in (0, 1)} |I_i^\varepsilon|^2 \right] < \infty. \tag{3.26}
\]

Recall the Poisson equation (2.20), by Itô’s formula (cf. [12, Theorem 7.1]) for the function \( \Phi(x, \mu, y) \), we have

\[
\Phi(X_t^\varepsilon, \mathcal{L}_{X_t^\varepsilon}, Y_t^\varepsilon) = \Phi(x, \mu, y) + \int_0^t \mathbb{E}\left[ b(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon) \partial_\mu \Phi(x, \mathcal{L}_{X_s^\varepsilon}, y)(X_s^\varepsilon) \right]_{|x=X_s^\varepsilon, y=Y_s^\varepsilon} ds
\]

\[
+ \int_0^t \frac{1}{2} \mathbb{E} \text{Tr} \left[ \sigma^*(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}) \partial_x \partial_\mu \Phi(x, \mathcal{L}_{X_s^\varepsilon}, y)(X_s^\varepsilon) \right]_{|x=X_s^\varepsilon, y=Y_s^\varepsilon} ds
\]

\[
+ \int_0^t \mathcal{L}_1(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}) \Phi(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon) ds
\]

\[
+ \frac{1}{\varepsilon} \int_0^t \mathcal{L}_2(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}) \Phi(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon) ds + M_1^{1, \varepsilon} + \frac{1}{\sqrt{\varepsilon}} M_2^{2, \varepsilon},
\]

where \( \mathcal{L}_1(\mu, y) \Phi(x, \mu, y) := \mathcal{L}_1(\mu, y) \Phi_1(x, \mu, y), \ldots, \mathcal{L}_1(\mu, y) \Phi_n(x, \mu, y) \) with

\[
\mathcal{L}_1(\mu, y) \Phi_k(x, \mu, y) := \langle b(x, \mu, y), \partial_x \Phi_k(x, \mu, y) \rangle
\]

\[
+ \frac{1}{2} \text{Tr} \left[ \sigma \sigma^*(x, \mu) \partial_x^2 \Phi_k(x, \mu, y) \right], \quad k = 1, \ldots, n,
\tag{3.27}
\]

and \( M_1^{1, \varepsilon}, M_2^{2, \varepsilon} \) are two local martingales, which are defined by

\[
M_1^{1, \varepsilon} = \int_0^t \partial_x \Phi(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon) \cdot \sigma(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}) dW_1^1,
\]

\[
M_2^{2, \varepsilon} = \int_0^t \partial_y \Phi(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon) \cdot g(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon) dW_2^2.
\]
Then it follows that

\[ I_1^\varepsilon(t) = \sqrt{\varepsilon} \left\{ -\Phi(X_t^\varepsilon, \mathcal{L}_{X_t^\varepsilon}, Y_t^\varepsilon) + \Phi(\xi, \mathcal{L}_\xi, \zeta) \right\} \\
+ \int_0^t \mathbb{E} \left[ b(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon) \partial_\mu \Phi(x, \mathcal{L}_{X_s^\varepsilon}, y)(X_s^\varepsilon) \right] |_{x=X_s^\varepsilon, y=Y_s^\varepsilon} \, ds \\
+ \int_0^t \frac{1}{2} \mathbb{E} \text{Tr} \left[ \sigma \sigma^*(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}) \partial_\mu \Phi(x, \mathcal{L}_{X_s^\varepsilon}, y)(X_s^\varepsilon) \right] |_{x=X_s^\varepsilon, y=Y_s^\varepsilon} \, ds \\
+ \int_0^t \mathcal{L}_1(\mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon) \Phi(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon) ds + M_t^{1,\varepsilon} + M_t^{2,\varepsilon} \]

\[ =: I_{11}^\varepsilon(t) + M_t^{2,\varepsilon}. \quad (3.28) \]

By Burkholder–Davis–Gundy’s inequality, (3.11) and (3.1)–(3.4), we have

\[ \mathbb{E} \left[ \sup_{t \in [0,T]} |I_{11}^\varepsilon(t)|^2 \right] \leq C_T \varepsilon \left\{ 1 + \mathbb{E} \left[ \sup_{t \in [0,T]} |X_t^\varepsilon|^4 \right] \right\} \\
+ \left\{ \mathbb{E} \left( \sup_{t \in [0,T]} |Y_t^\varepsilon|^4 \right) \right\}^{1/2} \sup_{t \in [0,T]} \mathbb{E} |Y_t^\varepsilon|^4 \right\} \\
\leq C_T \sqrt{\varepsilon} (1 + \mathbb{E} |\xi|^4 + \mathbb{E} |\xi|^4) \quad (3.29) \]

and

\[ \mathbb{E} \left[ \sup_{t \in [0,T]} |M_t^{2,\varepsilon}|^2 \right] \leq C_T \left( 1 + \sup_{t \in [0,T]} \mathbb{E} |Y_t^\varepsilon|^2 \right) \leq C_T (1 + \mathbb{E} |\xi|^2 + \mathbb{E} |\xi|^2). \quad (3.30) \]

Thus we can get

\[ \sup_{\varepsilon \in (0,1)} \mathbb{E} \left[ \sup_{t \in [0,T]} |I_t^\varepsilon(t)|^2 \right] \leq C_T \left( 1 + \mathbb{E} |\xi|^4 + \mathbb{E} |\xi|^4 \right), \quad (3.31) \]

which easily implies that \( I_1^\varepsilon \) satisfies (3.26).

Secondly, in order to show the uniform estimates of \( I_i^\varepsilon, i = 2, 3, 4, 5 \), we need to prove that

\[ \sup_{\varepsilon \in (0,1)} \mathbb{E} \left[ \sup_{t \in [0,T]} |\eta_t^\varepsilon|^2 \right] \leq C_T (1 + \mathbb{E} |\xi|^4 + \mathbb{E} |\xi|^4). \quad (3.32) \]

In fact, note that the uniform boundedness of \( \| \partial_x \bar{b}(x, \mu) \|, \| \partial_\mu \bar{b}(x, \mu)(z) \|, \| \partial_x \sigma(x, \mu) \| \) and \( \| \partial_\mu \sigma(x, \mu)(z) \| \), we infer that

\[ \mathbb{E} \left[ \sup_{t \in [0,T]} |\eta_t^\varepsilon|^2 \right] \leq \mathbb{E} \left[ \sup_{t \in [0,T]} |I_t^\varepsilon(t)|^2 \right] + C \mathbb{E} \int_0^T |\eta_t^\varepsilon| dt \]
are two independent Brownian motions defined in (1.3).

In Corollary C.1, there exists a new probability space denoted by (\(\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}}\)) and a weakly converges to the solution \(Z\) of Eq. (2.24)\):

\[
\begin{align*}
&+ \mathbb{E} \left[ \sup_{t \in [0,T]} \left| \int_0^t \left[ \partial_x \sigma (\hat{X}_s, \mathcal{L}_{\hat{X}_s}) \cdot \eta^\varepsilon_s \right] dW_s \right|^2 \right] \\
&+ \mathbb{E} \left[ \sup_{t \in [0,T]} \left| \int_0^t \mathbb{E} \left[ \partial \mu \sigma (u, \mathcal{L}_{\hat{X}_s})(\hat{X}_s) \cdot \eta^\varepsilon_s \right]_{u=\hat{X}_s} dW_s \right|^2 \right] \\
&\leq C_T (1 + \mathbb{E} |\xi|^4 + \mathbb{E} |\zeta|^4) + C_T \mathbb{E} \int_0^T |\eta^\varepsilon_t|^2 dt.
\end{align*}
\]

Then the Gronwall’s lemma yields (3.32) holds. As a consequence, we can see that \(I_i^\varepsilon, i = 2, 3, 4, 5\) also satisfy (3.26).

**Step 2:** In this step, we shall prove that \(\{I_i^\varepsilon\}, i = 1, 2, \ldots, 5\), satisfy (3.25). Owing to the uniform boundedness of \(\|\partial_x \hat{b}(x, \mu)\|, \|\partial_\mu \hat{b}(x, \mu)(z)\|, \|\partial_x \sigma (x, \mu)\|\) and \(\|\partial_\mu \sigma (x, \mu)(z)\|\), we can prove that the terms \(I_i^\varepsilon, i = 2, 3, 4\), fulfill (3.25) by making use of (3.32).

By Burkholder–Davis–Gundy’s inequality, we have

\[
\begin{align*}
\mathbb{E} \left[ \int_{t_1}^{t_2} \mathbb{E} \left[ \partial_\mu \sigma (u, \mathcal{L}_{\hat{X}_s})(\hat{X}_s) \cdot \eta^\varepsilon_s \right]_{u=\hat{X}_s} dW_s \right]^4 \\
\leq \mathbb{E} \left[ \int_{t_1}^{t_2} \left| \mathbb{E} \left[ \partial_\mu \sigma (u, \mathcal{L}_{\hat{X}_s})(\hat{X}_s) \cdot \eta^\varepsilon_s \right]_{u=\hat{X}_s} \right|^2 ds \right]^2 \\
\leq \left( \int_{t_1}^{t_2} \mathbb{E} |\eta^\varepsilon_s|^2 ds \right)^2 \\
\leq C_T (1 + \mathbb{E} |\xi|^4 + \mathbb{E} |\zeta|^4) |t_2 - t_1|^2,
\end{align*}
\]

which implies (3.25) holds for \(I_1^\varepsilon\) by the Kolmogorov’s criterion (cf. [21]).

Next, we shall prove \(I_1^\varepsilon\) satisfies (3.25). On the one hand, following from (3.29), \(I_{11}^\varepsilon\) vanishes in probability in \(C([0, T]; \mathbb{R}^n)\). On the other hand, by a similar argument in (3.33), we can see that \(M_{2, \varepsilon}\) also satisfies (3.25). Hence, \(I_1^\varepsilon\) satisfies (3.25). The proof is complete.

### 3.4 Proof of Theorem 2.1

In order to prove the first main result, the key point is to identify the weak limit of \(\eta^\varepsilon_t\) in \(C([0, T]; \mathbb{R}^n)\).

**Proposition 3.3** Under the assumptions in Theorem 2.1, the solution \(\eta^\varepsilon_t\) of Eq. (3.16) weakly converges to the solution \(Z\) of Eq. (2.24) in \(C([0, T]; \mathbb{R}^n)\), as \(\varepsilon \to 0\).

**Proof** It is sufficient to prove that there is a subsequence \(\{\varepsilon_{nk}\}_{k \geq 1}\) of any sequence \(\{\varepsilon_n\}_{n \geq 1}\) tending to 0 such that \(\eta^{\varepsilon_{nk}}\) converges weakly to \(Z\) in \(C([0, T]; \mathbb{R}^n)\). According to Lemma 3.3, for a subsequence \(\{\varepsilon_{nk}\}_{k \geq 1}\), one may assume that \((\eta^{\varepsilon_{nk}}, I_{1}^{\varepsilon_{nk}}, I_{2}^{\varepsilon_{nk}}, I_{3}^{\varepsilon_{nk}}, I_{4}^{\varepsilon_{nk}}, I_{5}^{\varepsilon_{nk}}, W^1, W^2)_{k \geq 1}\) converges weakly, where \(W^1, W^2\) are two independent Brownian motions defined in (1.3).

Then using the Skorohod representation theorem (cf. [9, Theorem C.1] or [59, Corollary C.1]), there exists a new probability space denoted by \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})\) and a
sequence

\[ ((\hat{\eta}^\varepsilon_{nk}, \hat{I}_1^{\varepsilon_{nk}}, \hat{I}_2^{\varepsilon_{nk}}, \hat{I}_3^{\varepsilon_{nk}}, \hat{I}_4^{\varepsilon_{nk}}, \hat{I}_5^{\varepsilon_{nk}}, \hat{W}_1^{1,\varepsilon_{nk}}, \hat{W}_2^{2,\varepsilon_{nk}}))_{k \geq 1}, \]

which has the same law with \[ ((\eta^\varepsilon_{nk}, I_1^{\varepsilon_{nk}}, I_2^{\varepsilon_{nk}}, I_3^{\varepsilon_{nk}}, I_4^{\varepsilon_{nk}}, I_5^{\varepsilon_{nk}}, W^1, W^2))_{k \geq 1} \] and the following properties hold

(i) \((\hat{\eta}^\varepsilon_{nk}, \hat{I}_1^{\varepsilon_{nk}}, \hat{I}_2^{\varepsilon_{nk}}, \hat{I}_3^{\varepsilon_{nk}}, \hat{I}_4^{\varepsilon_{nk}}, \hat{I}_5^{\varepsilon_{nk}}, \hat{W}_1^{1,\varepsilon_{nk}}, \hat{W}_2^{2,\varepsilon_{nk}})\) converges to \((\hat{\eta}, \hat{I}_1, \hat{I}_2, \hat{I}_3, \hat{I}_4, \hat{I}_5, \hat{W}_1^1, \hat{W}_2^2)\) in \( C ([0, T]; \mathbb{R}^{6n\delta+d_1+d_2}) \), \( \hat{\mathbb{P}} \)-a.s., as \( k \to \infty \);

(ii) \((\hat{W}_1^{1,\varepsilon_{nk}} (\hat{\omega}), \hat{W}_2^{2,\varepsilon_{nk}} (\hat{\omega})) = (\hat{W}_1^1 (\hat{\omega}), \hat{W}_2^2 (\hat{\omega}))\) for all \( \hat{\omega} \in \hat{\Omega} \).

From the equation (3.16) satisfied by \[ ((\eta^\varepsilon_{nk}, I_1^{\varepsilon_{nk}}, I_2^{\varepsilon_{nk}}, I_3^{\varepsilon_{nk}}, I_4^{\varepsilon_{nk}}, I_5^{\varepsilon_{nk}}, W^1, W^2))_{k \geq 1}, \]

it follows that

\[ \hat{\eta}^\varepsilon_{nk} (t) = \hat{I}_1^{\varepsilon_{nk}} (t) + \hat{I}_2^{\varepsilon_{nk}} (t) + \hat{I}_3^{\varepsilon_{nk}} (t) + \hat{I}_4^{\varepsilon_{nk}} (t) + \hat{I}_5^{\varepsilon_{nk}} (t), \]

where

\[ \hat{I}_1^{\varepsilon_{nk}} (t) := \frac{1}{\sqrt{\varepsilon_{nk}}} \int_0^t \left[ b (\hat{X}_s^{\varepsilon_{nk}}, \mathcal{L}_{\hat{X}_s^{\varepsilon_{nk}}}, \hat{\eta}_s^{\varepsilon_{nk}}) - \hat{b} (\hat{X}_s, \mathcal{L}_{\hat{X}_s}) \right] ds, \]

\[ \hat{I}_2^{\varepsilon_{nk}} (t) := \int_0^t \partial_x \hat{b} (\hat{X}_s, \mathcal{L}_{\hat{X}_s}) \cdot \hat{\eta}_s^{\varepsilon_{nk}} ds, \]

\[ \hat{I}_3^{\varepsilon_{nk}} (t) := \int_0^t \hat{E} \left[ \partial_u \hat{b} (u, \mathcal{L}_{\hat{X}_s}) (\hat{X}_s) \cdot \hat{\eta}_s^{\varepsilon_{nk}} \right] \bigg|_{u=\hat{X}_s} ds, \]

\[ \hat{I}_4^{\varepsilon_{nk}} (t) := \int_0^t \partial_x \sigma (\hat{X}_s, \mathcal{L}_{\hat{X}_s}) \cdot \hat{\eta}_s^{\varepsilon_{nk}} d\hat{W}_s^1, \]

\[ \hat{I}_5^{\varepsilon_{nk}} (t) := \int_0^t \hat{E} \left[ \partial_u \sigma (\hat{X}_s, \mathcal{L}_{\hat{X}_s}) (\hat{X}_s) \cdot \hat{\eta}_s^{\varepsilon_{nk}} \right] \bigg|_{u=\hat{X}_s} d\hat{W}_s^1. \]

Here \((\hat{X}_s^{\varepsilon_{nk}}, \hat{Y}_s^{\varepsilon_{nk}})\) is the solutions of (1.3) with \( \delta = 1, \varepsilon_{nk} \) replacing \( \varepsilon, (\hat{W}_1^1, \hat{W}_2^2) \) replacing \((W^1, W^2)\) and \((\hat{x}, \hat{\zeta})\) replacing \((x, \zeta)\), and \(\hat{X}\) is the solutions of (1.5) with \(\hat{W}_1^1\) replacing \(W^1\) and \(\hat{\xi}\) replacing \(\xi\), where \(\hat{\xi}\) and \(\hat{\zeta}\) are two random variables on \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})\), which coincide in laws with \(\xi\) and \(\zeta\) respectively, and \(\hat{E}\) is the expectation on \((\hat{\Omega}, \hat{\mathcal{F}}, \{\hat{\mathcal{F}}_t\}_{t \geq 0}, \hat{\mathbb{P}})\). Here \(\hat{\mathcal{F}}\), denote the natural filtration generated by \(\{\hat{\xi}, \hat{\zeta}, \hat{W}_1^1, \hat{W}_2^2, s \leq t\}\).

We first identify the limiting processes \(\hat{I}_i\) of \(I_i^{\varepsilon_{nk}}, i = 2, 3, 4, 5\), have the following form, i.e. \(\hat{\mathbb{P}}\)-a.s.,

\[ \hat{I}_2 (t) = \int_0^t \partial_x \hat{b} (\hat{X}_s, \mathcal{L}_{\hat{X}_s}) \cdot \hat{\eta}_s ds, \]

\[ \hat{I}_3 (t) = \int_0^t \hat{E} \left[ \partial_u \hat{b} (u, \mathcal{L}_{\hat{X}_s}) (\hat{X}_s) \cdot \hat{\eta}_s \right] \bigg|_{u=\hat{X}_s} ds, \]

\[ \hat{I}_4 (t) = \int_0^t \left[ \partial_x \sigma (\hat{X}_s, \mathcal{L}_{\hat{X}_s}) \cdot \hat{\eta}_s \right] d\hat{W}_s^1, \]

\(\odot\) Springer
\[
\hat{I}_5(t) = \int_0^t \mathbb{E} \left[ \partial_\mu \sigma (u, \mathcal{L}_s) (\hat{X}_s) : \hat{\eta}_s \right] \bigg|_{u=\hat{X}_s} d\hat{W}_s^1.
\]

In fact, by (3.32) and \( \hat{\eta}^{\epsilon_{nk}} \) coincides in law with \( \hat{\eta}^{\epsilon_{nk}} \), we have
\[
\sup_{k \geq 1} \mathbb{E} \left[ \sup_{t \in [0, T]} |\hat{\eta}^{\epsilon_{nk}}_t|^2 \right] \leq C_T \left( 1 + \mathbb{E} [\xi_t^4] + \mathbb{E} [\zeta_t^4] \right),
\]
then by \( \hat{\eta}^{\epsilon_{nk}} \to \hat{\eta} \) in \( C([0, T]; \mathbb{R}^n) \), \( \hat{P} \)-a.s. and applying the Vitali’s convergence theorem, we deduce that
\[
\mathbb{E} \left[ \sup_{t \in [0, T]} |\hat{\eta}^{\epsilon_{nk}}_t - \hat{\eta}_t| \right] = 0. \tag{3.34}
\]
By the uniform boundedness of \( \partial_\mu \bar{b}(u, \mu) (z) \) (see (5.4) in the Appendix) and (3.34), it follows
\[
\lim_{k \to \infty} \sup_{t \in [0, T]} |\hat{I}_3^{\epsilon_{nk}}(t) - \hat{I}_3(t)| \leq \lim_{k \to \infty} C_T \mathbb{E} \left[ \sup_{t \in [0, T]} |\hat{\eta}^{\epsilon_{nk}}_t - \hat{\eta}_t| \right] = 0.
\]
Hence the limiting process of \( \hat{I}_3^{\epsilon_{nk}} \) is \( \hat{I}_3 \).

Similarly, by the uniform boundedness of \( \partial_\mu \sigma (u, \mu) (z) \) and Burkholder–Davis–Gundy’s inequality, we have
\[
\mathbb{E} \left[ \sup_{t \in [0, T]} |\hat{I}_5^{\epsilon_{nk}}(t) - \hat{I}_5(t)|^2 \right] \leq C \int_0^T \left( \mathbb{E} [|\hat{\eta}^{\epsilon_{nk}}_t - \hat{\eta}_t|^4] \right) dt.
\]
Then by (3.34) again we get
\[
\lim_{k \to \infty} \mathbb{E} \left[ \sup_{t \in [0, T]} |\hat{I}_5^{\epsilon_{nk}}(t) - \hat{I}_5(t)|^2 \right] = 0,
\]
which implies that there exists a subsequence (still denote by \( n_k \)) such that \( \hat{I}_5^{\epsilon_{nk}} \) converges to \( \hat{I}_5 \) in \( C([0, T]; \mathbb{R}^n) \), \( \hat{P} \)-a.s., thus the limiting process of \( \hat{I}_5^{\epsilon_{nk}} \) should be \( \hat{I}_5 \).

By the same argument, we can check that the limiting processes of \( \hat{I}_2^{\epsilon_{nk}} \) and \( \hat{I}_4^{\epsilon_{nk}} \) are \( \hat{I}_2 \) and \( \hat{I}_4 \) respectively.

Next, we intend to identify the limiting process of \( \hat{I}_1^{\epsilon_{nk}} \) in \( C([0, T]; \mathbb{R}^n) \). Note that (3.29) implies that \( I_{11}^{\epsilon_{nk}} \) converges to 0 in probability in \( C([0, T]; \mathbb{R}^n) \), so \( \hat{I}_1 \) should be the same as the limiting process \( \hat{M}^2 \) of \( \hat{M}^{2, \epsilon_{nk}} \) in \( C([0, T]; \mathbb{R}^n) \), where
\[
\hat{M}^{2, \epsilon_{nk}}_t := \int_0^t \partial_\mu \Phi (\hat{X}^{\epsilon_{nk}}_s, \mathcal{L}^{\epsilon_{nk}}_s, \hat{Y}^{\epsilon_{nk}}_s) d\hat{W}^{2, \epsilon_{nk}}_s,
\]
\( \odot \) Springer
is a continuous local martingale on \((\hat{\Omega}, \hat{\mathcal{F}}, \{\hat{\mathcal{F}}_t\}_{t \geq 0}, \hat{\mathbb{P})}\) with quadratic variational process

\[
(\hat{M}^{2,\varepsilon_{nk}})_t = \int_0^t (\partial_x \Phi_g)(\partial_x \Phi_g)^*(\hat{X}_s^{\varepsilon_{nk}}, \mathcal{L}_{\hat{x}}^{\varepsilon_{nk}}, \hat{Y}_s^{\varepsilon_{nk}})ds, \quad t \in [0, T].
\]

Note that \(\hat{M}^{2,\varepsilon_{nk}}_t\) converges to \(\hat{M}^2_t\), \(\hat{\mathbb{P}}\)-a.s., we can see that \(\hat{M}^2_t\) is a continuous local martingale on \((\hat{\Omega}, \hat{\mathcal{F}}, \{\hat{\mathcal{F}}_t\}_{t \geq 0}, \hat{\mathbb{P})}\). If the quadratic variational process of \(\hat{M}^2_t\) is

\[
(\hat{M}^2)_t = \int_0^t (\partial_x \Phi_g)(\partial_x \Phi_g)^* \frac{1}{2} (\hat{X}_s^{\varepsilon_{nk}}, \mathcal{L}_{\hat{x}}^{\varepsilon_{nk}})d\hat{W}_s, \quad t \in [0, T],
\]

(3.35)

(the proof is presented in Lemma 3.4 below) then according to the martingale representation theorem (cf. [68, Theorem 4.5.1] or [21, Theorem 8.2]), there exists a probability space \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P})}\), a filtration \(\{\hat{\mathcal{F}}_t\}_{t \geq 0}\) and a standard Brownian motion \(\hat{W}\) defined on \((\hat{\Omega} \times \hat{\Omega}, \hat{\mathcal{F}} \times \hat{\mathcal{F}}, \hat{\mathbb{P}} \times \hat{\mathbb{P})}\) adapted to \(\hat{\mathcal{F}}_t \times \hat{\mathcal{F}}_t\) such that

\[
\hat{M}^2_t = \int_0^t \frac{1}{2} \left( \partial_x \Phi_g \partial_x \Phi_g \right)^* (\hat{X}_s, \mathcal{L}_{\hat{x}}) d\hat{W}_s, \quad t \in [0, T],
\]

where

\[
\hat{M}^2(\hat{\omega}, \hat{\omega}) = \hat{M}^2(\hat{\omega}), \quad \hat{X}_s(\hat{\omega}, \hat{\omega}) = \hat{X}_s(\hat{\omega}), \quad (\hat{\omega}, \hat{\omega}) \in (\hat{\Omega} \times \hat{\Omega}).
\]

Note that \((\hat{W}^1, \hat{M}^{2,\varepsilon_{nk}})_t = 0\) and \(\hat{M}^{2,\varepsilon_{nk}}_t\) converges to \(\hat{M}^2_t\), \(\hat{\mathbb{P}} \times \hat{\mathbb{P}}\)-a.s., thus \((\hat{W}^1, \hat{M}^2)_t = 0\), which implies that \(\hat{W}\) is independent of \(\hat{W}^1\).

Finally, by the discussion above, one can immediately conclude that \(\hat{\eta}\) satisfies

\[
d\hat{\eta}_t = \partial_x \hat{b}(\hat{X}_t, \mathcal{L}_{\hat{x}}_t) \cdot \hat{\eta}_t dt + \mathbb{E} \left[ \partial_{\mu} \hat{b}(u, \mathcal{L}_{\hat{x}})(\hat{X}_t) \cdot \hat{\eta}_t \right]_{u = \hat{X}_t} dt
+ \partial_x \sigma(\hat{X}_t, \mathcal{L}_{\hat{x}}_t) \cdot \hat{\eta}_t d\hat{W}^1_t
+ \mathbb{E} \left[ \partial_{\mu} \sigma(u, \mathcal{L}_{\hat{x}})(\hat{X}_t) \cdot \hat{\eta}_t \right]_{u = \hat{X}_t} d\hat{W}^1_t
+ \left( \partial_x \Phi_g \partial_x \Phi_g \right)^* \frac{1}{2} (\hat{X}_t, \mathcal{L}_{\hat{x}}) d\hat{W}_t, \quad \hat{\eta}_0 = 0,
\]

where \(\mathbb{E}\) is the expectation on \((\hat{\Omega} \times \hat{\Omega}, \hat{\mathcal{F}} \times \hat{\mathcal{F}}, \hat{\mathbb{P}} \times \hat{\mathbb{P})}\) and

\[
\hat{\eta}_t(\hat{\omega}, \hat{\omega}) = \hat{\eta}_t(\hat{\omega}), \quad \hat{W}^1_t(\hat{\omega}, \hat{\omega}) = \hat{W}^1_t(\hat{\omega}).
\]

Then by the weak uniqueness of equations (1.5) and (2.24) (see Sect.5.3 in the Appendix), \(\hat{\eta}\) equals to the solution \(Z\) of equation (2.24) in the sense of distribution. The proof is complete.

Now, we are in the position to finish the proof of our first main result.
Proof of Theorem 2.1 Combining Propositions 3.2 and 3.3, we immediate obtain that Theorem 2.1 holds. The proof is complete. □

In order to prove (3.35), we will use the time discretization scheme, which is an effective method in studying the averaging principle for multi-scale stochastic system.

Lemma 3.4 Under the assumptions in Theorem 2.1, the quadratic variational process of $\hat{M}^2_t$ is given by

$$\langle \hat{M}^2 \rangle_t = \int_0^t (\partial_y \Phi_g)(\partial_y \Phi_g)^*(\hat{X}_s, \mathcal{L}_{\hat{X}})ds, \quad t \in [0, T].$$

(3.36)

Proof Without loss of generality, we still use $(\hat{\Omega}, \hat{\mathcal{F}}, \{\hat{\mathcal{F}}_t\}_{t \geq 0}, \hat{P})$ instead of $(\hat{\Omega}, \hat{F}, \{\hat{F}_t\}_{t \geq 0}, \hat{P})$, and $(M^2, \hat{M}^2, \hat{X}^\varepsilon, \hat{Y}^\varepsilon, \hat{X})$ instead of $(\hat{M}^2, \hat{M}^2, \hat{X}^\varepsilon, \hat{Y}^\varepsilon, \hat{X})$ below.

We denote

$$F(x, \mu, y) = [(\partial_y \Phi_g)(\partial_y \Phi_g)^*](x, \mu, y),$$

and the corresponding averaged coefficient is denoted by

$$\bar{F}(x, \mu) = \int_{\mathbb{R}^m} F(x, \mu, y)v^{x, \mu}(dy) = (\partial_y \Phi_g)(\partial_y \Phi_g)^*(x, \mu).$$

where $v^{x, \mu}$ is the unique invariant measure of the transition semigroup of the frozen equation (3.9) for any $x \in \mathbb{R}^n, \mu \in \mathcal{P}_2$. Note that $\hat{M}^2, \hat{M}^2$ converges to $M^2, \mathbb{P}$-a.s., we shall prove

$$\langle M^2 \rangle_t = \int_0^t (\partial_y \Phi_g)(\partial_y \Phi_g)^*(\bar{X}_s, \mathcal{L}_{\bar{X}})ds, \quad t \in [0, T].$$

(3.37)

It is sufficient to prove that for any $t \in [0, T],

$$\lim_{\varepsilon \to 0} \mathbb{E}\left\| \int_0^t F(X^\varepsilon_r, \mathcal{L}_{X^\varepsilon_r}, Y^\varepsilon_r)ds - \int_0^t \bar{F}((\bar{X}_s, \mathcal{L}_{\bar{X}})ds \right\|^2 = 0.

(3.38)

In fact, if (3.38) holds, then there exists a sequence $\{\varepsilon_k\}_{k \geq 1} \downarrow 0$ such that

$$\int_0^t F(X^\varepsilon_k, \mathcal{L}_{X^\varepsilon_k}, Y^\varepsilon_k)ds \to \int_0^t \bar{F}((\bar{X}_s, \mathcal{L}_{\bar{X}})ds, \mathbb{P}$-a.s., as $k \to \infty.$

Note that $M^2_{r, k} \otimes M^2_{r, k} - \int_0^t F(X^\varepsilon_r, \mathcal{L}_{X^\varepsilon_r}, Y^\varepsilon_r)dr$ is a matrix-valued martingale, and by the Vitalli’s convergence theorem, we have for any $0 \leq s \leq t \leq T,

$$\mathbb{E}\left[ (M^2_{t, k} \otimes M^2_{t, k} - \int_0^t \bar{F}(X_r, \mathcal{L}_{X_r})dr) | \mathcal{F}_s \right]$$
\[
\lim_{k \to \infty} \mathbb{E} \left[ (M_t^{2,\epsilon_k} \otimes M_t^{2,\epsilon_k} - \int_0^t F(X_r^{\epsilon_k}, \mathcal{L}_{X_r^{\epsilon_k}}, Y_r^{\epsilon_k})dr) \right]
\]

\[
= 0, \ \mathbb{P}\text{-a.s.}
\]

Therefore, we conclude

\[
\langle M^2 \rangle_t = \int_0^t (\partial_y \Phi_g)(\partial_y \Phi_g)^* (\tilde{X}_s, \mathcal{L}_{\tilde{X}_s}) ds, \ \ t \in [0, T].
\]

The remaining proofs are divided into three steps.

**Step 1:** In this step, we claim that \( F \) is locally Lipschitz with respect to \( y \) and \( \tilde{F} \) is globally Lipschitz.

Indeed, (3.12) it implies that \( \partial_y \Phi(x, \mu, y) \) is bounded and Lipschitz continuous w.r.t. \( (x, \mu, y) \), thus by condition A1 and (2.11), we have that \( \partial_y \Phi_g \) is locally Lipschitz continuous. Thus by a straightforward computation, we can prove \( (\partial_y \Phi_g)(\partial_y \Phi_g)^* \) is also locally Lipschitz continuous. More precisely, there is a constant \( C > 0 \) such that for any \( x_1, x_2 \in \mathbb{R}^n, \mu_1, \mu_2 \in \mathcal{P}_2, y_1, y_2 \in \mathbb{R}^m, \)

\[
\|F(x_1, \mu_1, y_1) - F(x_2, \mu_2, y_2)\| \leq C(1 + |y_1|^2 + |y_2|^2)
\]

\[
= (|x_1 - x_2| + \mathbb{W}_2(\mu_1, \mu_2) + |y_1 - y_2|).
\]

Under the conditions (2.4) and (2.11), we have for any \( y \in \mathbb{R}^m, \)

\[
\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2} \mathbb{E}[|Y_t^{x,\mu,y}|^6] \leq e^{-\beta t}|y|^6 + C, \sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2} \int_{\mathbb{R}^m} |y|^6 v^{x,\mu}(dy) < \infty,
\]

(3.39)

where \( \beta \in (0, \gamma) \) and for any \( x_1, x_2 \in \mathbb{R}^n, \mu_1, \mu_2 \in \mathcal{P}_2, \)

\[
\mathbb{E} \left[ |Y_t^{x_1,\mu_1,y_1} - Y_t^{x_2,\mu_2,y_2}|^2 \right] \leq e^{-\beta t}|y_1 - y_2|^2 + CT \left[ |x_1 - x_2|^2 + \mathbb{W}_2(\mu_1, \mu_2)^2 \right].
\]

(3.40)

Then by (3.39) and (3.40) and the definition of an invariant measure, we have for any \( t \geq 0, \)

\[
\left\| \mathbb{E} F(x, \mu, Y_t^{x,\mu,y}) - 	ilde{F}(x, \mu) \right\|
\]

\[
= \left\| \mathbb{E} F(x, \mu, Y_t^{x,\mu,y}) - \int_{\mathbb{R}^m} F(x, \mu, z)v^{x,\mu}(dz) \right\|
\]

\[
= \left\| \int_{\mathbb{R}^m} \left[ \mathbb{E} F(x, \mu, Y_t^{x,\mu,y}) - \mathbb{E} F(x, \mu, Y_t^{x,\mu,z}) \right] v^{x,\mu}(dz) \right\|
\]

\( \mathbb{E} \) Springer
\[ \leq C \int_{\mathbb{R}^m} \left( (1 + |Y_t^{x,y}|^2 + |Y_t^{x,y}|^2) \right) v^{x,\mu}(dz) \]
\[ \leq C e^{-\frac{bt}{2}} \int_{\mathbb{R}^m} (1 + |y|^2 + |z|^2)|y - z|v^{x,\mu}(dz) \]
\[ \leq C e^{-\frac{bt}{2}} \left( 1 + |y|^3 \right) . \tag{3.41} \]

By (3.41), it follows that for any \( t > 0, \)
\[ \| \bar{F}(x_1, \mu_1) - \bar{F}(x_2, \mu_2) \| = \| \bar{F}(x_1, \mu_1) - \bar{F}(x_2, \mu_2, Y_t^{x_1,\mu_1,y}) + \| \bar{F}(x_2, \mu_2, Y_t^{x_2,\mu_2,y}) - \bar{F}(x_2, \mu_2) \| + \| \bar{F}(x_1, \mu_1, Y_t^{x_1,\mu_1,y}) - \bar{F}(x_1, \mu_1) \| \]
\[ \leq C e^{-\frac{bt}{2}} (1 + |y|^3) + C \| x_1 - x_2 \| + W_2(\mu_1, \mu_2) . \tag{3.42} \]

**Step 2:** In this step we aim to prove (3.38). To this end, we construct an auxiliary process \( \tilde{Y}_t^\varepsilon, \) which is defined by
\[ d\tilde{Y}_t^\varepsilon = \frac{1}{\varepsilon} f(X_{t(\Delta)}^\varepsilon, \mathcal{L} \tilde{X}_{t(\Delta)}^\varepsilon, \tilde{Y}_t^\varepsilon) dt + \frac{1}{\sqrt{\varepsilon}} g(X_{t(\Delta)}^\varepsilon, \mathcal{L} \tilde{X}_{t(\Delta)}^\varepsilon, \tilde{Y}_t^\varepsilon) dW_t, \quad \tilde{Y}_0^\varepsilon = \zeta . \tag{3.43} \]

where \( t(\Delta) := \lceil \frac{t}{\Delta} \rceil \Delta \) and \( \lceil s \rceil \) denotes the integer part of \( s. \)

Following from [63, Lemmas 3.3, 3.4] with slight modification, we easily obtain that for any \( T > 0, \) there exists a constant \( C_T > 0 \) such that
\[ \sup_{\varepsilon \in (0,1)} \sup_{t \in [0,T]} \mathbb{E}|\tilde{Y}_t^\varepsilon|^6 \leq C_T (1 + \mathbb{E}|\xi|^6 + \mathbb{E}|\zeta|^6) , \tag{3.44} \]
\[ \sup_{\varepsilon \in (0,1)} \sup_{t \in [0,T]} \mathbb{E}|Y_t^\varepsilon - \tilde{Y}_t^\varepsilon|^6 \leq C_T (1 + \mathbb{E}|\xi|^6 + \mathbb{E}|\zeta|^6) \Delta^3 . \tag{3.45} \]

Note that
\[ \int_0^t F \left( X_s^\varepsilon, \mathcal{L} X_s^\varepsilon, Y_s^\varepsilon \right) ds - \int_0^t \bar{F} \left( \tilde{X}_s, \mathcal{L} \tilde{X}_s \right) ds \]
\[ = \int_0^t F \left( X_s^\varepsilon, \mathcal{L} X_s^\varepsilon, Y_s^\varepsilon \right) - F \left( X_{s(\Delta)}^\varepsilon, \mathcal{L} X_{s(\Delta)}^\varepsilon, \tilde{Y}_s^\varepsilon \right) ds \]
\[ + \int_0^t F \left( X_{s(\Delta)}^\varepsilon, \mathcal{L} X_{s(\Delta)}^\varepsilon, \tilde{Y}_s^\varepsilon \right) - \bar{F} \left( X_{s(\Delta)}^\varepsilon, \mathcal{L} X_{s(\Delta)}^\varepsilon \right) ds \]
By (3.42) and (1.4), we obtain
\[ \| I \| = \sum_{k=0}^{[t/\Delta]-1} \int_{k\Delta}^{(k+1)\Delta} F \left( X^e_s(\Delta), \mathcal{L}X^e_s(\Delta), \tilde{Y}^e_s \right) = F \left( X^e_s(\Delta), \mathcal{L}X^e_s(\Delta), \tilde{Y}^e_s \right) ds \]
In view of term $\mathcal{O}_2(t)$, it follows that
\[
\mathbb{E}\mathcal{O}_2(t) \leq C_T \mathbb{E} \int_{t(\Delta)}^{t} \left[ 1 + |X^{\varepsilon}_{s(\Delta)}|^6 + \mathcal{L}^{\varepsilon}_{X^{\varepsilon}_{s(\Delta)}}(1 \cdot |\cdot|^6) + |\tilde{Y}^{\varepsilon}|^6 \right] ds.
\]
\[
\leq C_T \Delta (1 + \mathbb{E}|\xi|^6 + \mathbb{E}||\zeta||^6).
\]  
(3.50)

If the following estimate holds
\[
\mathbb{E}\mathcal{O}_1(t) \leq C_T (1 + \mathbb{E}|\xi|^6 + \mathbb{E}|\zeta|^6) \frac{\varepsilon}{\Delta},
\]  
(3.51)

then collecting estimates (3.46)–(3.51), recalling (1.4), yields that
\[
\mathbb{E} \left\| \int_{0}^{t} F \left( X^{\varepsilon}, \mathcal{L}^{\varepsilon}_{X^{\varepsilon}}, Y^{\varepsilon} \right) ds - \int_{0}^{t} \tilde{F} \left( \tilde{X}^{\varepsilon}, \tilde{\mathcal{L}}^{\varepsilon}_{\tilde{X}^{\varepsilon}} \right) ds \right\|^2 \leq C_T (1 + \mathbb{E}|\xi|^6 + \mathbb{E}|\zeta|^6) \left( \frac{\varepsilon}{\Delta} + \Delta \right).
\]

Taking $\Delta = \varepsilon^{1/2}$, we infer that (3.38) holds.

**Step 3:** In this step, we intend to prove (3.51). Note that
\[
\mathbb{E}\mathcal{O}_1(t) \leq \frac{C_T}{\Delta} \sum_{k=0}^{[T/\Delta]-1} \left\| \int_{k\Delta}^{(k+1)\Delta} F \left( X^{\varepsilon}_{k\Delta}, \mathcal{L}^{\varepsilon}_{X^{\varepsilon}_{k\Delta}}, \tilde{Y}^{\varepsilon} \right) - \tilde{F} \left( \tilde{X}^{\varepsilon}_{k\Delta}, \tilde{\mathcal{L}}^{\varepsilon}_{\tilde{X}^{\varepsilon}_{k\Delta}} \right) ds \right\|^2
\]
\[
\leq \frac{C_T}{\Delta^2} \max_{0 \leq k \leq [T/\Delta]-1} \left\| \int_{k\Delta}^{(k+1)\Delta} F \left( X^{\varepsilon}_{k\Delta}, \mathcal{L}^{\varepsilon}_{X^{\varepsilon}_{k\Delta}}, \tilde{Y}^{\varepsilon} \right) - \tilde{F} \left( \tilde{X}^{\varepsilon}_{k\Delta}, \tilde{\mathcal{L}}^{\varepsilon}_{\tilde{X}^{\varepsilon}_{k\Delta}} \right) ds \right\|^2
\]
\[
\leq \frac{C_T \varepsilon^2}{\Delta^2} \max_{0 \leq k \leq [T/\Delta]-1} \left[ \int_{0}^{\Delta} \int_{r}^{\Delta} \Psi_k(s, r) ds dr \right],
\]  
(3.52)

where for any $0 \leq r \leq s \leq \frac{\Delta}{\varepsilon}$,
\[
\Psi_k(s, r) := \mathbb{E} \left[ \left( F \left( X^{\varepsilon}_{k\Delta}, \mathcal{L}^{\varepsilon}_{X^{\varepsilon}_{k\Delta}}, \tilde{Y}^{\varepsilon}_{s\Delta+k\Delta} \right) - \tilde{F} \left( \tilde{X}^{\varepsilon}_{k\Delta}, \tilde{\mathcal{L}}^{\varepsilon}_{\tilde{X}^{\varepsilon}_{k\Delta}} \right) \right) \right. 
\]
\[
\left. \cdot \left( F \left( X^{\varepsilon}_{k\Delta}, \mathcal{L}^{\varepsilon}_{X^{\varepsilon}_{k\Delta}}, \tilde{Y}^{\varepsilon}_{r\Delta+k\Delta} \right) - \tilde{F} \left( \tilde{X}^{\varepsilon}_{k\Delta}, \tilde{\mathcal{L}}^{\varepsilon}_{\tilde{X}^{\varepsilon}_{k\Delta}} \right) \right) \right].
\]

For any $s \geq 0$, $\mu \in \mathcal{P}_2$, and any $\mathcal{F}_s$-measurable $\mathbb{R}^n$-valued random variable $X$ and $\mathbb{R}^m$-valued random variable $Y$, we consider the following equation
\[
\begin{align*}
\left\{ \begin{array}{l}
\text{d} \tilde{Y}_t = \frac{1}{\varepsilon} f(X, \mu, \tilde{Y}_t) dt + \frac{1}{\sqrt{\varepsilon}} g(X, \mu, \tilde{Y}_t) dW_t^2, \quad t \geq s, \\
\tilde{Y}_s = Y.
\end{array} \right.
\end{align*}
\]  
(3.53)
We can get that (3.53) has a unique solution denoted by \( \bar{Y}_t^{\epsilon, k, \Delta} \). By the construction of \( \bar{Y}_t^{\epsilon} \), for any \( k \in \mathbb{N} \), we have

\[
\bar{Y}_t^{\epsilon} = \tilde{Y}_t^{\epsilon, k, \Delta}, \quad t \in [k\Delta, (k+1)\Delta].
\]

Then one can obtain that

\[
\Psi_k(s, r) = \mathbb{E} \left[ \left\{ F \left( X_{k\Delta}^{\epsilon}, \mathcal{L}_{X_{k\Delta}^{\epsilon}}, \bar{Y}_{s\Delta+k\Delta}^{\epsilon, k, \Delta} \right) - \tilde{F} \left( X_{k\Delta}^{\epsilon}, \mathcal{L}_{X_{k\Delta}^{\epsilon}} \right) \right\} \right].
\]

By the fact that \( X_{k\Delta}^{\epsilon}, \bar{Y}_{k\Delta}^{\epsilon} \) are \( \mathcal{F}_{re+k\Delta} \)-measurable and the Markov property, we have

\[
\Psi_k(s, r) = \mathbb{E} \left\{ \mathbb{E} \left[ \left\{ F \left( X_{k\Delta}^{\epsilon}, \mathcal{L}_{X_{k\Delta}^{\epsilon}}, \bar{Y}_{s\Delta+k\Delta}^{\epsilon, k, \Delta} \right) - \tilde{F} \left( X_{k\Delta}^{\epsilon}, \mathcal{L}_{X_{k\Delta}^{\epsilon}} \right) \right\} \right] \right\}.
\]

Recall the definition of \( \bar{Y}_{re+k\Delta+ue}^{\epsilon, r, e+k\Delta, x, \mu, y} \), by a time shift transformation, it follows that

\[
\bar{Y}_{re+k\Delta+ue}^{\epsilon, r, e+k\Delta, x, \mu, y} = y + \frac{1}{\epsilon} \int_{re+k\Delta}^{re+k\Delta+ue} f(x, \mu, \bar{Y}_{\tau}^{\epsilon, r, e+k\Delta, x, \mu, y}) d\tau \\
+ \frac{1}{\sqrt{\epsilon}} \int_{re+k\Delta}^{re+k\Delta+ue} g(x, \mu, \bar{Y}_{\tau}^{\epsilon, r, e+k\Delta, x, \mu, y}) dW_{\tau}^2 \\
= y + \frac{1}{\epsilon} \int_{0}^{ue} f(x, \mu, \bar{Y}_{r\Delta+\tau e}^{\epsilon, r, e+k\Delta, x, \mu, y}) d\tau \\
+ \frac{1}{\sqrt{\epsilon}} \int_{0}^{ue} g(x, \mu, \bar{Y}_{r\Delta+\tau e}^{\epsilon, r, e+k\Delta, x, \mu, y}) dW_{\tau}^{2, k\Delta} \\
= y + \int_{0}^{ue} f(x, \mu, \bar{Y}_{r\Delta+\tau e}^{\epsilon, r, e+k\Delta, x, \mu, y}) d\tau \\
+ \int_{0}^{ue} g(x, \mu, \bar{Y}_{r\Delta+\tau e}^{\epsilon, r, e+k\Delta, x, \mu, y}) dW_{\tau}^{2, k\Delta},
\]

(3.54)
where
\[
\left\{ W_{\tau}^{2,k\Delta} := W_{\tau+r\varepsilon+k\Delta}^2 - W_{r\varepsilon+k\Delta}^2 \right\}_{\tau \geq 0} \quad \text{and} \quad \left\{ \hat{W}_{\tau}^{2,k\Delta} := \frac{1}{\sqrt{\varepsilon}} W_{\tau\varepsilon}^{2,k\Delta} \right\}_{\tau \geq 0}.
\]

We remark that the solution of the frozen equation satisfies

\[
Y^{x,\mu,y}_u = y + \int_0^u f(x, \mu, Y_t^{x,\mu,y}) d\tau + \int_0^u g(x, \mu, Y_t^{x,\mu,y}) d\hat{W}_\tau^2. \tag{3.55}
\]

Therefore the weak uniqueness of the solution of (3.54) and (3.55) implies that the distribution of \(\{\bar{Y}_{r\varepsilon+k\Delta+u\varepsilon}^{x,\mu,y}\}_{u \geq 0}\) coincides in law with \(\{Y_{u}^{x,\mu,y}\}_{u \geq 0}\).

By (3.39) and (3.41), we get that

\[
\Psi_k(s, r) \leq \mathbb{E}\left\{ \left| F\left(X_{k\Delta}^{\varepsilon}, \mathcal{L}X_{k\Delta}^{\varepsilon}, Y_{r\varepsilon+k\Delta}^{x,\mu,y}\right) - \hat{F}\left(X_{k\Delta}^{\varepsilon}, \mathcal{L}X_{k\Delta}^{\varepsilon}\right) \right| \right\}.
\]

\[
\leq C_T \mathbb{E}\left\{ \left[ 1 + |X_{k\Delta}^{\varepsilon}|^6 + \mathbb{E}|X_{k\Delta}^{\varepsilon}|^6 + |\hat{Y}_{r\varepsilon+k\Delta}^{\varepsilon}|^6 \right] e^{-\frac{(s-r)\beta}{2}} \right\}
\leq C_T (1 + \mathbb{E}(|\xi|^6 + \mathbb{E}|\xi|^6)) e^{-\frac{(s-r)\beta}{2}}. \tag{3.56}
\]

By (3.52) and (3.56), we deduce that (3.51) holds. The proof is complete.

\[\square\]

4 Proof of large deviation principle

In this section, we establish the LDP for the multi-scale McKean–Vlasov stochastic system (1.3). To this end, we first introduce a general criterion for the LDP, and then apply it to the case of distribution dependence.

4.1 Weak convergence approach

Let us define

\[ A = \left\{ h : h \text{ is } \mathbb{R}^{d_1+d_2} \text{-valued } \mathcal{F}_t \text{-predictable process and } \int_0^T |\dot{h}_s|^2 ds < \infty, \ \mathbb{P}\text{-a.s.} \right\}, \]

and

\[ S_M = \left\{ h \in \mathcal{H}_0 : \int_0^T |\dot{h}_s|^2 ds \leq M \right\}, \]

where \(\mathcal{H}_0\) is defined by (2.26). The set \(S_M\) endowed with the weak topology is a compact Polish space, see [13, 14] (throughout the paper we always consider the
The following sufficient condition for the Laplace principle is formulated recently in [56], which is a generalized version of powerful weak convergence approach established by Budhiraja et al. (cf. [13, 14]) and is more convenient to use in the current setting.

Let $\mathcal{E}$ be a Polish space, for any $\delta > 0$, suppose that $G_\delta : C([0, T]; \mathbb{R}^{d_1 + d_2}) \to \mathcal{E}$ is a measurable map.

**Hypothesis 4.1** There exists a measurable map $G^0 : C([0, T]; \mathbb{R}^{d_1 + d_2}) \to \mathcal{E}$ for which the following two conditions hold.

(i) Let $\{h_\delta\}_{\delta > 0} \subset S_M$ for some $M < \infty$ such that $h_\delta$ converges weakly to element $h$ in $S_M$ as $\delta \to 0$, then $G^0(\int_0^T h_\delta(s)^2 ds)$ converges to $G^0(\int_0^T h^2(s) ds)$ in $\mathcal{E}$.

(ii) Let $\{h_\delta\}_{\delta > 0} \subset A_M$ for some $M < \infty$. For any $\varepsilon_0 > 0$, we have

$$\lim_{\delta \to 0} \mathbb{P}\left( d\left( G^\delta(W) + \frac{1}{\sqrt{\delta}} \int_0^T h_\delta(s)^2 ds, G^0(\int_0^T h_\delta(s)^2 ds) \right) > \varepsilon_0 \right) = 0,$$

where $d(\cdot, \cdot)$ denotes the metric in $\mathcal{E}$.

Let us recall the following general result for the LDP.

**Lemma 4.1** ([56, Theorem 3.2]) If $X^\delta = G^\delta(W)$ and Hypothesis 4.1 holds, then $\{X^\delta\}_{\delta > 0}$ satisfies the Large deviation principle in $\mathcal{E}$ with the good rate function $I$ given by

$$I(f) = \inf_{\{h \in H_0 : f = G^0(\int_0^T h_t dt)\}} \left\{ \frac{1}{2} \int_0^T |\dot{h}_t|^2 dt \right\}, \quad (4.1)$$

where infimum over an empty set is taken as $+\infty$.

Now we would like to sketch the idea of the proof of Theorem 2.2. Intuitively, as the parameter $\delta$ tends to 0 in stochastic system (1.3), the noise term in slow equation of (1.3) vanishes, and in view of the theory of averaging principle we can get the following differential equation

$$\frac{d\bar{X}^0_t}{dt} = \bar{b}(\bar{X}^0_t, \mathcal{L}_{\bar{X}^0_t}), \quad \bar{X}^0_t = x \in \mathbb{R}^n, \quad (4.2)$$

where the coefficient $\bar{b}$ is defined by (1.5).

We can show that (4.2) admits a unique solution by the condition A1, always denoted by $\bar{X}^0$ in this section, which satisfies $\bar{X}^0 \in C([0, T]; \mathbb{R}^n)$. In addition, we mention that the solution $\bar{X}^0$ of (4.2) is a deterministic path and its distribution $\mathcal{L}_{\bar{X}^0_t} = \delta_{\bar{X}^0_t}$, where $\delta_{\bar{X}^0_t}$ is the Dirac measure of $\bar{X}^0_t$. 

Springer
Recall (1.3) and for any $\mu \in C([0, T]; \mathcal{P}_2)$ (which could be viewed as a deterministic measure flow), we consider the following reference SDE system

$$\begin{align*}
    d\tilde{X}^{\delta, \varepsilon}_t &= b^{\mu_t}(\tilde{X}^{\delta, \varepsilon}_t, \tilde{Y}^{\delta, \varepsilon}_t)dt + \sqrt{\delta}\sigma^{\mu_t}(\tilde{X}^{\delta, \varepsilon}_t)dW^1_t, \\
    d\tilde{Y}^{\delta, \varepsilon}_t &= \frac{1}{\varepsilon}f^{\mu_t}(\tilde{X}^{\delta, \varepsilon}_t, \tilde{Y}^{\delta, \varepsilon}_t)dt + \frac{1}{\sqrt{\varepsilon}}g^{\mu_t}(\tilde{X}^{\delta, \varepsilon}_t, \tilde{Y}^{\delta, \varepsilon}_t)dW^2_t, \\
    \tilde{X}^{\delta, \varepsilon}_0 &= x, \quad \tilde{Y}^{\delta, \varepsilon}_0 = y,
\end{align*}$$

(4.3)

where $W^1_t, W^2_t$ are defined by (2.25), and we denote $b^{\mu}(x, y) = b(x, \mu, y)$, the other terms are similar. Note that (4.3) is a classical SDE, one can apply the classical Yamada–Watanabe theorem so that there exists a measurable map $G^{\mu_\delta, \varepsilon} : C([0, T]; \mathbb{R}^{d_1+d_2}) \to C([0, T]; \mathbb{R}^n)$ such that we have the representation

$$\tilde{X}^{\delta, \varepsilon} = G^{\mu}(W).$$

(4.4)

Now we fix $\mu = \mu^{\delta, \varepsilon} := \mathcal{L}_{X^{\delta, \varepsilon}}$, then (1.3) reduces to

$$\begin{align*}
    dX^{\delta, \varepsilon}_t &= b^{\mu_t}(X^{\delta, \varepsilon}_t, Y^{\delta, \varepsilon}_t)dt + \sqrt{\delta}\sigma^{\mu_t}(X^{\delta, \varepsilon}_t)dW^1_t, \\
    dY^{\delta, \varepsilon}_t &= \frac{1}{\varepsilon}f^{\mu_t}(X^{\delta, \varepsilon}_t, Y^{\delta, \varepsilon}_t)dt + \frac{1}{\sqrt{\varepsilon}}g^{\mu_t}(X^{\delta, \varepsilon}_t, Y^{\delta, \varepsilon}_t)dW^2_t, \\
    X^{\delta, \varepsilon}_0 &= x, \quad Y^{\delta, \varepsilon}_0 = y.
\end{align*}$$

(4.5)

We observe that $X^{\delta, \varepsilon}_t$ is also a solution of system (4.3) with $\mu = \mu^{\delta, \varepsilon}$, then by the strong uniqueness of system (4.3), in this case

$$X^{\delta, \varepsilon}_t = \tilde{X}^{\delta, \varepsilon}_t, \quad t \in [0, T].$$

Therefore, by the representation (4.4), we obtain

$$X^{\delta, \varepsilon} = G^{\mu}(W) = G^{\mu^{\delta, \varepsilon}}(W).$$

Remark 4.1 Note that the classical Yamada–Watanabe theorem is not directly applicable to McKean–Vlasov SDEs. However, under the transformation above, one can freeze the distribution and apply the known results of classical SDEs to the distribution dependent setting. This is often called the “decoupled method” in the investigation of the McKean–Vlasov SDEs.

For simplicity of notation, we denote $G^{\delta} := G^{\mu^{\delta, \varepsilon}}$. Then for any $h^{\delta} \in A_M$, let us define

$$X^{\delta, \varepsilon, h^{\delta}} := G^{\delta}(W + \frac{1}{\sqrt{\delta}} \int_0^t h^{\delta}_s ds),$$

\[ \odot \text{ Springer} \]
then process $X^{\delta,\varepsilon,h^\delta}$ is the first component of the following stochastic control problem

$$
\begin{aligned}
&dX^{\delta,\varepsilon,h^\delta}_t = b(X^{\delta,\varepsilon,h^\delta}_t, \mathcal{L}X^{\delta,\varepsilon}_t, Y^{\delta,\varepsilon,h^\delta}_t)dt + \sigma(X^{\delta,\varepsilon,h^\delta}_t, \mathcal{L}X^{\delta,\varepsilon}_t, Y^{\delta,\varepsilon,h^\delta}_t)P_1\dot{h}^\delta_t dt \\
&\quad + \sqrt{\delta}\sigma(X^{\delta,\varepsilon,h^\delta}_t, \mathcal{L}X^{\delta,\varepsilon}_t, Y^{\delta,\varepsilon,h^\delta}_t)P_1\dot{h}^\delta_t dt \\
&\quad + \sqrt{\delta}\sigma(X^{\delta,\varepsilon,h^\delta}_t, \mathcal{L}X^{\delta,\varepsilon}_t, Y^{\delta,\varepsilon,h^\delta}_t)P_1\dot{h}^\delta_t dt \\
&dY^{\delta,\varepsilon,h^\delta}_t = \frac{1}{\varepsilon}f(X^{\delta,\varepsilon,h^\delta}_t, \mathcal{L}X^{\delta,\varepsilon}_t, Y^{\delta,\varepsilon,h^\delta}_t)dt + \frac{1}{\sqrt{\delta\varepsilon}}g(X^{\delta,\varepsilon,h^\delta}_t, \mathcal{L}X^{\delta,\varepsilon}_t, Y^{\delta,\varepsilon,h^\delta}_t)P_2\dot{h}^\delta_t dt \\
&X^{\delta,\varepsilon,h^\delta}_0 = x, \quad Y^{\delta,\varepsilon,h^\delta}_0 = y.
\end{aligned}
$$

(4.6)

We are now in the position to define the following skeleton equation w.r.t. the slow component of stochastic system (1.3),

$$
\frac{d\tilde{X}^h_t}{dt} = \tilde{b}(\tilde{X}^h_t, \mathcal{L}\tilde{X}^h_0) + \sigma(\tilde{X}^h_t, \mathcal{L}\tilde{X}^h_t)P_1\dot{h}_t, \quad \tilde{X}^h_0 = x,
$$

(4.7)

where $h \in \mathcal{H}_0$, $\tilde{X}^0$ is the solution of (4.2) and $\tilde{b}$ is define by (1.5). The existence and uniqueness of solutions to (4.7) for any $h \in \mathcal{H}_0$ will be proved later (see Lemma 4.2 below), which allows us to define a map $G^0 : C([0, T]; \mathbb{R}^n) \to C([0, T]; \mathbb{R}^n)$ by

$$
G^0(h) := \begin{cases} 
\tilde{X}^h, & h \in \mathcal{H}_0, \\
0, & \text{otherwise}.
\end{cases}
$$

(4.8)

In what follows, we intend to verify the weak convergence criterion (i.e. Hypothesis 4.1) for the above mentioned maps $G^\delta$ and $G^0$ with $\varepsilon := C([0, T]; \mathbb{R}^n)$.

### 4.2 A priori estimates

In this subsection, we show the existence and uniqueness of solutions with some uniform estimates to the skeleton equation (4.7).

**Lemma 4.2** Under the assumptions A1 and (2.13), for any $x \in \mathbb{R}^n$ and $h \in \mathcal{H}_0$, there exists a unique solution to (4.7) satisfying

$$
\sup_{h \in \mathcal{H}_0} \left\{ \sup_{t \in [0, T]} |\tilde{X}^h_t|^2 \right\} \leq C_{T,M}(1 + |x|^2 + \sup_{t \in [0, T]} |\tilde{X}^0_t|^2).
$$

(4.9)

**Proof** Set $\tilde{b}^\mu(x) = \tilde{b}(x, \mu)$ and $\sigma^\mu_h(x) = \sigma(x, \mu)P_1\dot{h}$. Note that $P_1$ is a projection operator, thus $\|P_1\| \leq 1$. Then for any $x, y \in \mathbb{R}^n$,

$$
|\tilde{b}^\mu(x) - \tilde{b}^\mu(y)| \leq C|x - y|,
$$

$\diamondsuit$ Springer
\[ \|\sigma^\mu_h(x) - \sigma^\mu_h(y)\| \leq C|\dot{\mu}| |x - y|. \]

Then equation (4.7) is equivalent to
\[
\frac{d\bar{X}^h_t}{dt} = \bar{b}^\mu_0(\bar{X}^h_t) + \sigma^\mu_0(\bar{X}^h_t), \quad \bar{X}^h_0 = x, \quad (4.10)
\]
where we denote \( \mu^0_\delta = \mathcal{L}_{\bar{X}_t^0} \) for simplicity.

The existence and uniqueness of solutions to (4.10) follows directly from the classical fixed point arguments due to \( h \in \mathcal{H}_0 \), which implies the existence and uniqueness of solution to (4.9). By the definition of \( S_M \) and the fact that \( \bar{b}(x, \mu), \sigma(x, \mu) \) are Lipschitz continuous w.r.t. \( (x, \mu) \) and \( \bar{X}^0 \in C([0, T]; \mathbb{R}^n) \), the uniform estimate (4.9) is straightforward. \( \Box \)

Furthermore, the estimates of solution \( (X^\delta, e, h^\delta, Y^\delta, e, h^\delta) \) to the stochastic control problem (4.6) could be derived as follows.

**Lemma 4.3** Under the assumptions in Theorem 2.2, for any \( \{h^\delta\}_{\delta > 0} \subset \mathcal{A}_M \), there exists a constant \( C_{T, M} > 0 \) such that
\[
E\left[\sup_{t \in [0, T]} |X^\delta, e, h^\delta|^2\right] \leq C_{T, M} (1 + |x|^2 + |y|^2) \quad (4.11)
\]
and
\[
E \int_0^T |Y^\delta, e, h^\delta|^2 dt \leq C_{T, M} (1 + |x|^2 + |y|^2). \quad (4.12)
\]

**Proof** Using Itô’s formula for \( |Y^\delta, e, h^\delta|^2 \) and then taking expectation, we derive that
\[
\frac{d}{dt} E|Y^\delta, e, h^\delta|^2 = \frac{2}{\epsilon} E\left[ (f(X^\delta, e, h^\delta, \mathcal{L}_{X^\delta, e}, Y^\delta, e, h^\delta), Y^\delta, e, h^\delta) \right] + \frac{1}{\epsilon} E\|g(X^\delta, e, h^\delta, \mathcal{L}_{X^\delta, e}, Y^\delta, e, h^\delta)\|^2 + \frac{2}{\sqrt{\delta\epsilon}} E\left[ g(X^\delta, e, h^\delta, \mathcal{L}_{X^\delta, e}, Y^\delta, e, h^\delta) P_h^\delta, Y^\delta, e, h^\delta \right].
\]

By the assumptions of Theorem 2.2, it follows that
\[
\frac{2}{\sqrt{\delta\epsilon}} E\left[ g(X^\delta, e, h^\delta, \mathcal{L}_{X^\delta, e}, Y^\delta, e, h^\delta) P_h^\delta, Y^\delta, e, h^\delta \right] \leq \frac{C}{\sqrt{\delta\epsilon}} E\left[ (1 + |X^\delta, e, h^\delta| + \mathcal{L}_{X^\delta, e}(|\cdot|^2)) P_2\|\dot{h}^\delta\| |Y^\delta, e, h^\delta| \right] \leq \frac{C}{\delta} E\left[ (1 + |X^\delta, e, h^\delta|^2 + \mathcal{L}_{X^\delta, e}(|\cdot|^2)) |\dot{h}^\delta|^2 \right] + \frac{\beta}{\epsilon} E|Y^\delta, e, h^\delta|^2.
\]
where we used Young’s inequality in the last step for a small constant \( \tilde{\beta} \in (0, \beta) \), \( \beta \) is defined in (3.6).

Then we have

\[
\frac{d}{dt}\mathbb{E}|Y_t^{\delta,\varepsilon,h}\|^2 \leq -\frac{\kappa}{\varepsilon}\mathbb{E}|Y_t^{\delta,\varepsilon,h}\|^2 + \frac{C}{\varepsilon}\left(1 + \mathbb{E}|X_t^{\delta,\varepsilon,h}\|^2 + \mathcal{L}_{X_t^{\delta,\varepsilon}}(|\cdot|^2)\right)
\]

\[
+ \frac{C}{\delta}\mathbb{E}\left(1 + |X_t^{\delta,\varepsilon,h}|^2 + \mathcal{L}_{X_t^{\delta,\varepsilon}}(|\cdot|^2)\right)|\dot{h}_t|^2,
\]

where \( \kappa := \beta - \tilde{\beta} > 0 \). The Gronwall’s lemma leads to

\[
\mathbb{E}|Y_t^{\delta,\varepsilon,h}\|^2 \leq e^{-\frac{\varepsilon}{\kappa}\int_0^t} |y|^2 + \frac{C}{\varepsilon}\int_0^t e^{-\frac{\varepsilon}{\kappa}(t-s)}\left(1 + \mathbb{E}|X_s^{\delta,\varepsilon,h}\|^2 + \mathbb{E}|X_s^{\delta,\varepsilon}|^2\right)ds
\]

\[
+ \frac{C}{\delta}\int_0^t e^{-\frac{\varepsilon}{\kappa}(t-s)}\mathbb{E}\left(1 + |X_s^{\delta,\varepsilon,h}|^2 + \mathcal{L}_{X_s^{\delta,\varepsilon}}(|\cdot|^2)\right)|\dot{h}_s|^2ds.
\]

Integrating (4.13) w.r.t. \( t \) from 0 to \( T \) and by Fubini’s theorem,

\[
\mathbb{E}\left[\int_0^T |Y_t^{\delta,\varepsilon,h}|^2 dt\right]
\]

\[
\leq |y|^2\int_0^T e^{-\frac{\varepsilon}{\kappa}t}dt + \frac{C}{\varepsilon}\int_0^T \int_0^T e^{-\frac{\varepsilon}{\kappa}(t-s)}\left(1 + \mathbb{E}|X_s^{\delta,\varepsilon,h}\|^2 + \mathbb{E}|X_s^{\delta,\varepsilon}|^2\right)dsdt
\]

\[
+ \frac{C}{\delta}\mathbb{E}\left[\sup_{t\in[0,T]}\left(1 + |X_t^{\delta,\varepsilon,h}|^2 + \mathbb{E}|X_t^{\delta,\varepsilon}|^2\right)\int_0^T |\dot{h}_s|^2 ds dt\right]
\]

\[
\leq \frac{\varepsilon}{\kappa}|y|^2 + C\mathbb{E}\left[\int_0^T \left(1 + |X_t^{\delta,\varepsilon,h}|^2 + |X_t^{\delta,\varepsilon}|^2\right)dt\right]
\]

\[
+ C\left(\frac{\varepsilon}{\delta}\right)\mathbb{E}\left[\sup_{t\in[0,T]}\left(1 + |X_t^{\delta,\varepsilon,h}|^2 + \mathbb{E}|X_t^{\delta,\varepsilon}|^2\right)\int_0^T |\dot{h}_s|^2 dt\right]
\]

\[
\leq C_T(1 + |y|^2) + C\mathbb{E}\int_0^T |X_t^{\delta,\varepsilon,h}|^2 dt + C\mathbb{E}\int_0^T |X_t^{\delta,\varepsilon}|^2 dt
\]

\[
+ C_M\left(\frac{\varepsilon}{\delta}\right)^2\left[1 + \mathbb{E}\left(\sup_{t\in[0,T]}|X_t^{\delta,\varepsilon,h}|^2\right) + \sup_{t\in[0,T]}\mathbb{E}|X_t^{\delta,\varepsilon}|^2\right].
\]

where we used the fact that \( h^{\delta} \in \mathcal{A}_M \).

Applying Itô’s formula to \( |X_t^{\delta,\varepsilon,h}|^2 \), we have

\[
|X_t^{\delta,\varepsilon,h}|^2 = |x|^2 + 2\int_0^t \langle b(X_s^{\delta,\varepsilon,h}, \mathcal{L}_{X_s^{\delta,\varepsilon}}, Y_s^{\delta,\varepsilon,h}), X_s^{\delta,\varepsilon,h}\rangle ds
\]

\[
+ 2\int_0^t \langle \sigma(X_s^{\delta,\varepsilon,h}, \mathcal{L}_{X_s^{\delta,\varepsilon}}) P \dot{h}_s, X_s^{\delta,\varepsilon,h}\rangle ds
\]

\[
+ \delta\int_0^t \|\sigma(X_s^{\delta,\varepsilon,h}, \mathcal{L}_{X_s^{\delta,\varepsilon}})\|^2 ds
\]
Moreover, by Burkholder–Davis–Gundy’s inequality, we obtain

\[
2\sqrt{\delta} \int_0^T \langle \sigma(X^{\delta,\varepsilon,h^\delta}_s, L^{\delta,\varepsilon,x}_x) dW^1_s, X^{\delta,\varepsilon,h^\delta}_s \rangle dt
\]

Due to the condition A1,

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} |X^{\delta,\varepsilon,h^\delta}_t|^2 \right] \leq |x|^2 + C \mathbb{E} \int_0^T \left( 1 + |X^{\delta,\varepsilon,h^\delta}_t|^2 + L^{\delta,\varepsilon,x}_x(t) \right) dt
\]

\[
+ C \mathbb{E} \int_0^T |Y^{\delta,\varepsilon,h^\delta}_t|^2 dt
\]

\[
+ 2 \mathbb{E} \int_0^T \left| \langle \sigma(X^{\delta,\varepsilon,h^\delta}_t, L^{\delta,\varepsilon,x}_x) P_1 h^{\delta}_t, X^{\delta,\varepsilon,h^\delta}_t \rangle \right| dt
\]

\[
+ 2 \sqrt{\delta} \mathbb{E} \left[ \sup_{t \in [0,T]} \left| \int_0^t \langle \sigma(X^{\delta,\varepsilon,h^\delta}_s, L^{\delta,\varepsilon,x}_x) dW^1_s, X^{\delta,\varepsilon,h^\delta}_s \rangle \right| \right].
\]

The fourth term on the right hand side of (4.15) can be estimated as follows,

\[
2 \mathbb{E} \int_0^T \left| \langle \sigma(X^{\delta,\varepsilon,h^\delta}_t, L^{\delta,\varepsilon,x}_x) P_1 h^{\delta}_t, X^{\delta,\varepsilon,h^\delta}_t \rangle \right| dt
\]

\[
\leq \frac{1}{4} \mathbb{E} \left[ \sup_{t \in [0,T]} |X^{\delta,\varepsilon,h^\delta}_t|^2 \right] + C \mathbb{E} \left( \int_0^T \| \sigma(X^{\delta,\varepsilon,h^\delta}_t, L^{\delta,\varepsilon,x}_x) \| P_1 \| h^{\delta}_t \| dt \right)^2
\]

\[
\leq \frac{1}{4} \mathbb{E} \left[ \sup_{t \in [0,T]} |X^{\delta,\varepsilon,h^\delta}_t|^2 \right] + C \mathbb{E} \left[ \left( \int_0^T \| \sigma(X^{\delta,\varepsilon,h^\delta}_t, L^{\delta,\varepsilon,x}_x) \|^2 dt \right) \left( \int_0^T |h^{\delta}_t|^2 dt \right) \right]
\]

\[
\leq \frac{1}{4} \mathbb{E} \left[ \sup_{t \in [0,T]} |X^{\delta,\varepsilon,h^\delta}_t|^2 \right] + C M_T
\]

\[
+ C_M \mathbb{E} \int_0^T |X^{\delta,\varepsilon,h^\delta}_t|^2 dt + C_M \mathbb{E} \int_0^T |X^{\delta,\varepsilon,h^\delta}_t|^2 dt.
\]

Moreover, by Burkholder–Davis–Gundy’s inequality, we obtain

\[
2 \sqrt{\delta} \mathbb{E} \left[ \sup_{t \in [0,T]} \left| \int_0^t \langle \sigma(X^{\delta,\varepsilon,h^\delta}_s, L^{\delta,\varepsilon,x}_x) dW^1_s, X^{\delta,\varepsilon,h^\delta}_s \rangle \right| \right]
\]

\[
\leq 8 \sqrt{\delta} \mathbb{E} \left[ \int_0^T \| \sigma(X^{\delta,\varepsilon,h^\delta}_t, L^{\delta,\varepsilon,x}_x) \|^2 |X^{\delta,\varepsilon,h^\delta}_t|^2 dt \right]^{1/2}
\]

\[
\leq \frac{1}{4} \mathbb{E} \left[ \sup_{t \in [0,T]} |X^{\delta,\varepsilon,h^\delta}_t|^2 \right] + C \mathbb{E} \int_0^T |X^{\delta,\varepsilon,h^\delta}_t|^2 dt + C \mathbb{E} \int_0^T |X^{\delta,\varepsilon,h^\delta}_t|^2 dt + C T,
\]

where we used Young’s inequality in the last step.
Combining (4.14)–(4.17) yields that
\[
\mathbb{E}\left[ \sup_{t \in [0,T]} |X_{t}^{\delta,\varepsilon,h}\rangle |^{2} \right] \\
\leq 2|x|^{2} + C_{M,T} + C_{M,T} \mathbb{E} \int_{0}^{T} |X_{t}^{\delta,\varepsilon,h}\rangle |^{2} dt \\
+ C_{M,T} \mathbb{E} \int_{0}^{T} |Y_{t}^{\delta,\varepsilon,h}\rangle |^{2} dt + C_{M,T} \mathbb{E} \int_{0}^{T} |Y_{t}^{\delta,\varepsilon,h}\rangle |^{2} dt \\
\leq C_{M,T} (1 + |y|^{2} + |x|^{2}) + C_{M,T} \mathbb{E} \int_{0}^{T} |X_{t}^{\delta,\varepsilon,h}\rangle |^{2} dt \\
+ C_{M,T} \left( \frac{\varepsilon}{\delta} \right) \left[ 1 + \mathbb{E} \left( \sup_{t \in [0,T]} |X_{t}^{\delta,\varepsilon,h}\rangle |^{2} \right) + \sup_{t \in [0,T]} \mathbb{E} |X_{t}^{\delta,\varepsilon,h}\rangle |^{2} \right] .
\]

Owing to the condition \( \lim_{\delta \to 0} \frac{\varepsilon}{\delta} = 0 \), we can choose \( \frac{\varepsilon}{\delta} \in (0, \frac{1}{2C_{M,T}}) \) such that
\[
\mathbb{E}\left[ \sup_{t \in [0,T]} |X_{t}^{\delta,\varepsilon,h}\rangle |^{2} \right] \\
\leq C_{M,T} (1 + |y|^{2} + |x|^{2}) + C_{M,T} \mathbb{E} \left[ \sup_{t \in [0,T]} |X_{t}^{\delta,\varepsilon,h}\rangle |^{2} \right] \\
\leq C_{M,T} (1 + |y|^{2} + |x|^{2}) + C_{M,T} \mathbb{E} \int_{0}^{T} |X_{t}^{\delta,\varepsilon,h}\rangle |^{2} dt,
\]
where in the last step we used the uniform estimate of \( X_{t}^{\delta,\varepsilon,h} \) which follows directly from (3.1). Then Gronwall’s lemma implies the estimate (4.11).

Substituting (3.1) and (4.11) into (4.14), one can immediately get (4.12). \( \square \)

The following integral estimate of time increment for \( X_{t}^{\delta,\varepsilon,h} \) is essential in proving the criterion (ii) in Hypothesis 4.1.

**Lemma 4.4** Suppose that the assumptions in Theorem 2.2 hold. For all \( M > 0 \), there exists \( C_{M,T} > 0 \) such that for any \( \{h_{\delta}\}_{\delta > 0} \subset \mathcal{A}_{M} \),
\[
\mathbb{E} \left[ \int_{0}^{T} |X_{t}^{\delta,\varepsilon,h} - X_{t(\Delta)}^{\delta,\varepsilon,h}\rangle |^{2} dt \right] \leq C_{M,T} \Delta (1 + |y|^{2} + |x|^{2}). \tag{4.18}
\]

**Proof** By (4.11), it follows that
\[
\mathbb{E} \left[ \int_{0}^{T} |X_{t}^{\delta,\varepsilon,h} - X_{t(\Delta)}^{\delta,\varepsilon,h}\rangle |^{2} dt \right] \\
= \mathbb{E} \left( \int_{0}^{\Delta} |X_{t}^{\delta,\varepsilon,h} - x|^{2} dt \right) + \mathbb{E} \left[ \int_{\Delta}^{T} |X_{t}^{\delta,\varepsilon,h} - X_{t(\Delta)}^{\delta,\varepsilon,h}\rangle |^{2} dt \right] \\
\leq C \left( 1 + |y|^{2} + |x|^{2} \right) \Delta
\]
We now focus on the second term on the right-hand side of (4.19). Using Itô’s formula, we have

\[
|X_t^\delta,\epsilon,h^\delta - X_{t-\Delta}^\delta,\epsilon,h^\delta|^2 \\
= 2 \int_{t-\Delta}^t \langle b(X_s^\delta,\epsilon,h^\delta, \mathcal{L}X_s^{\delta,\epsilon}, Y_s^\delta,\epsilon,h^\delta), X_s^\delta,\epsilon,h^\delta - X_{t-\Delta}^\delta,\epsilon,h^\delta \rangle ds \\
+ 2 \int_{t-\Delta}^t \langle \sigma(X_s^\delta,\epsilon,h^\delta, \mathcal{L}X_s^{\delta,\epsilon}), P_1 h_s^\delta, X_s^\delta,\epsilon,h^\delta - X_{t-\Delta}^\delta,\epsilon,h^\delta \rangle ds \\
+ \delta \int_{t-\Delta}^t \| \sigma(X_s^\delta,\epsilon,h^\delta, \mathcal{L}X_s^{\delta,\epsilon}) \|^2 ds \\
+ 2\sqrt{\delta} \int_{t-\Delta}^t \langle \sigma(X_s^\delta,\epsilon,h^\delta, \mathcal{L}X_s^{\delta,\epsilon}) dW_s^1, X_s^\delta,\epsilon,h^\delta - X_{t-\Delta}^\delta,\epsilon,h^\delta \rangle \\
=: \mathcal{I}_1(t) + \mathcal{I}_2(t) + \mathcal{I}_3(t) + \mathcal{I}_4(t).
\]

In what follows, we will estimate the terms $\mathcal{I}_i(t)$, $i = 1, \ldots, 4$, one by one.

For terms $\mathcal{I}_1(t)$ and $\mathcal{I}_3(t)$, by condition (A1), (4.11) and (4.12), we infer that

\[
\mathbb{E}\left( \int_{\Delta}^T \mathcal{I}_1(t) dt \right) \\
\leq C_T \mathbb{E}\left[ \int_{\Delta}^T \int_{t-\Delta}^t \left( 1 + |X_s^\delta,\epsilon,h^\delta| + |Y_s^\delta,\epsilon,h^\delta| + (\mathcal{L}X_s^{\delta,\epsilon}(\cdot, |\cdot|^2))^2 \right) \\
\cdot (|X_s^\delta,\epsilon,h^\delta| + |X_{t-\Delta}^\delta,\epsilon,h^\delta|) ds dt \right] \\
\leq C_T \Delta \mathbb{E}\left[ \sup_{s \in [0,T]} (1 + |X_s^\delta,\epsilon,h^\delta|^2) \right] \\
+ C_T \Delta \left( \int_0^T \mathbb{E}|X_s^\delta,\epsilon|^2 ds \right)^{\frac{1}{2}} \left[ \mathbb{E}\left( \sup_{s \in [0,T]} |X_s^\delta,\epsilon,h^\delta|^2 \right) \right]^{\frac{1}{2}} \\
+ C_T \mathbb{E}\left[ \sup_{s \in [0,T]} |X_s^\delta,\epsilon,h^\delta| \right] \int_{\Delta}^T \int_{t-\Delta}^t |Y_s^\delta,\epsilon,h^\delta|^2 ds dt \\
\leq C_T \Delta \mathbb{E}\left[ \sup_{s \in [0,T]} (1 + |X_s^\delta,\epsilon,h^\delta|^2) \right] + C_T \Delta \left[ \sup_{s \in [0,T]} \mathbb{E}|X_s^\delta,\epsilon|^2 \right] \\
+ C_T \Delta^{\frac{1}{2}} \left[ \mathbb{E}\left( \sup_{s \in [0,T]} |X_s^\delta,\epsilon,h^\delta|^2 \right) \right]^{\frac{1}{2}} \left[ \mathbb{E}\left( \int_{\Delta}^T \int_{t-\Delta}^t |Y_s^\delta,\epsilon,h^\delta|^2 ds dt \right) \right]^{\frac{1}{2}} \\
\leq C_T \Delta \left( 1 + |y|^2 + |x|^2 \right)
\]

(4.21)
and

\[ E \left( \int_{\Delta}^{T} \mathcal{J}_3(t) dt \right) \leq C \delta E \left[ \int_{\Delta}^{T} \int_{t-\Delta}^{t} \left( 1 + |X_{s}^{\delta,\varepsilon,h^\delta}|^2 + \mathcal{L}_{X_{s}^{\delta,\varepsilon}}(| \cdot |^2) \right) ds dt \right] \]
\[ \leq C_T \Delta E \left[ \sup_{s \in [0,T]} \left( 1 + |X_{s}^{\delta,\varepsilon,h^\delta}|^2 + E|X_{s}^{\delta,\varepsilon}|^2 \right) \right] \]
\[ \leq C_T \Delta \left( 1 + |y|^2 + |x|^2 \right). \quad (4.22) \]

For the term \( \mathcal{J}_2(t) \), we deduce

\[ E \left( \int_{\Delta}^{T} \mathcal{J}_2(t) dt \right) \]
\[ \leq C \left[ E \left( \int_{\Delta}^{T} \int_{t-\Delta}^{t} |\sigma(X_{s}^{\delta,\varepsilon,h^\delta}, \mathcal{L}_{X_{s}^{\delta,\varepsilon}})\|^2 \| P_1 \|^2 \| \hat{h}_{s}^{\delta} \|^2 ds dt \right) \right]^\frac{1}{2} \]
\[ \cdot \left[ E \left( \int_{\Delta}^{T} \int_{t-\Delta}^{t} |X_{s}^{\delta,\varepsilon,h^\delta} - X_{t-\Delta}^{\delta,\varepsilon,h^\delta}|^2 \right) \right]^\frac{1}{2} \]
\[ \leq C \left[ \Delta E \left( \sup_{s \in [0,T]} \left( 1 + |X_{s}^{\delta,\varepsilon,h^\delta}|^2 + \mathcal{L}_{X_{s}^{\delta,\varepsilon}}(| \cdot |^2) \right) \int_{0}^{T} \| \hat{h}_{s}^{\delta} \|^2 ds \right) \right]^\frac{1}{2} \]
\[ \cdot \left[ \Delta E \left( \int_{0}^{T} |X_{s}^{\delta,\varepsilon,h^\delta}|^2 ds \right) \right]^\frac{1}{2} \]
\[ \leq C_{M,T} \Delta (1 + |y|^2 + |x|^2). \quad (4.23) \]

For the term \( \mathcal{J}_4(t) \), by martingale property, it follows that

\[ E \left( \int_{\Delta}^{T} \mathcal{J}_4(t) dt \right) \]
\[ = 2 \sqrt{\delta} \int_{\Delta}^{T} E \left[ \int_{t-\Delta}^{t} \langle \sigma(X_{s}^{\delta,\varepsilon,h^\delta}, \mathcal{L}_{X_{s}^{\delta,\varepsilon}}) \rangle dW_{s}^{1}, X_{s}^{\delta,\varepsilon,h^\delta} - X_{t-\Delta}^{\delta,\varepsilon,h^\delta} \right] dt = 0. \quad (4.24) \]

Combining the estimates (4.20)–(4.24), it follows that

\[ E \left( \int_{\Delta}^{T} |X_{t}^{\delta,\varepsilon,h^\delta} - X_{t-\Delta}^{\delta,\varepsilon,h^\delta}|^2 dt \right) \leq C_{M,T} \Delta (1 + |y|^2 + |x|^2). \quad (4.25) \]

Next, we intend to estimate the last term on the right hand side of (4.19). Using Itô’s formula, we know that

\[ |X_{t(\Delta)}^{\delta,\varepsilon,h^\delta} - X_{t-\Delta}^{\delta,\varepsilon,h^\delta}|^2 \]
\[ = 2 \int_{t-\Delta}^{t(\Delta)} \langle b(X_{s}^{\delta,\varepsilon,h^\delta}, \mathcal{L}_{X_{s}^{\delta,\varepsilon}}, Y_{s}^{\delta,\varepsilon,h^\delta}), X_{s}^{\delta,\varepsilon,h^\delta} - X_{t-\Delta}^{\delta,\varepsilon,h^\delta} \rangle ds \]
\[
+2\int_{t-\Delta}^{t(\Delta)} \langle \sigma(X^\delta_{s}, \delta, h^\delta, L_{X^\delta_{s}, \delta}^\delta), P_{1,\hat{h}^\delta_{s}, X^\delta_{s}, \delta, h^\delta} - X^\delta_{t-\Delta, \delta, h^\delta} \rangle ds \\
+\delta \int_{t-\Delta}^{t(\Delta)} \| \sigma(X^\delta_{s}, \delta, h^\delta, L_{X^\delta_{s}, \delta}^\delta) \|^2 ds \\
+2\sqrt{\delta} \int_{t-\Delta}^{t(\Delta)} \langle \sigma(X^\delta_{s}, \delta, h^\delta, L_{X^\delta_{s}, \delta}^\delta) dW^1_{s}, X^\delta_{s}, \delta, h^\delta - X^\delta_{t-\Delta, \delta, h^\delta} \rangle \\
=: \mathcal{J}_1(t) + \mathcal{J}_2(t) + \mathcal{J}_3(t) + \mathcal{J}_4(t).
\] (4.26)

For terms \( \mathcal{J}_1(t) \) and \( \mathcal{J}_3(t) \), as the proof of (4.21) and (4.22), we can deduce that

\[
\mathbb{E} \left( \int_{\Delta}^{T} \mathcal{J}_1(t) dt \right) \\
\leq C \mathbb{E} \left[ \int_{\Delta}^{T} \int_{t-\Delta}^{t(\Delta)} \left( 1 + |X^\delta_{s}, \delta, h^\delta| + |Y^\delta_{s}, \delta, h^\delta| + \left( L_{X^\delta_{s}, \delta}^\delta(| \cdot |^2) \right)^{\frac{1}{2}} \right) \\
\cdot \left( |X^\delta_{s}, \delta, h^\delta| + |X^\delta_{t-\Delta, \delta, h^\delta} | \right) ds dt \right] \\
\leq C \mathbb{E} \left[ \int_{\Delta}^{T} \int_{t-\Delta}^{t(\Delta)} \left( 1 + |X^\delta_{s}, \delta, h^\delta| + |Y^\delta_{s}, \delta, h^\delta| + \left( L_{X^\delta_{s}, \delta}^\delta(| \cdot |^2) \right)^{\frac{1}{2}} \right) \\
\cdot \left( |X^\delta_{s}, \delta, h^\delta| + |X^\delta_{t-\Delta, \delta, h^\delta} | \right) ds dt \right] \\
\leq C_T \Delta \left( 1 + |y|^2 + |x|^2 \right)
\] (4.27)

and

\[
\mathbb{E} \left( \int_{\Delta}^{T} \mathcal{J}_3(t) dt \right) \leq C \delta \mathbb{E} \left[ \int_{\Delta}^{T} \int_{t-\Delta}^{t(\Delta)} \left( 1 + |X^\delta_{s}, \delta, h^\delta|^2 + L_{X^\delta_{s}, \delta}^\delta(| \cdot |^2) \right) ds dt \right] \\
\leq C \delta \mathbb{E} \left[ \int_{\Delta}^{T} \int_{t-\Delta}^{t(\Delta)} \left( 1 + |X^\delta_{s}, \delta, h^\delta|^2 + L_{X^\delta_{s}, \delta}^\delta(| \cdot |^2) \right) ds dt \right] \\
\leq C_T \Delta \left( 1 + |y|^2 + |x|^2 \right).
\] (4.28)

Similarly, for the term \( \mathcal{J}_2(t) \), we easily get

\[
\mathbb{E} \left( \int_{\Delta}^{T} \mathcal{J}_2(t) dt \right) \leq C_{M,T} \Delta \left( 1 + |y|^2 + |x|^2 \right).
\] (4.29)

For the term \( \mathcal{J}_4(t) \), by martingale property, it follows that

\[
\mathbb{E} \left( \int_{\Delta}^{T} \mathcal{J}_4(t) dt \right) = 2\sqrt{\delta} \int_{\Delta}^{T} \mathbb{E} \left[ \int_{t-\Delta}^{t(\Delta)} \langle \sigma(X^\delta_{s}, \delta, h^\delta, L_{X^\delta_{s}, \delta}^\delta) dW^1_{s}, X^\delta_{s}, \delta, h^\delta - X^\delta_{t-\Delta, \delta, h^\delta} \rangle \right] dt \\
= 0.
\] (4.30)
Combining the estimates (4.26)–(4.30) implies
\[ \mathbb{E} \left( \int_{\Delta}^{T} |X_{t(\Delta)}^{\delta,\varepsilon,h} - X_{t-\Delta}^{\delta,\varepsilon,h}|^2 dt \right) \leq CM,T \Delta (1 + |y|^2 + |x|^2). \] (4.31)

Consequently, the estimate (4.18) holds by combining (4.19), (4.25) and (4.31). The proof is completed. \( \square \)

Similarly, it is straightforward to deduce the integral estimate of time increment for \( \bar{X}^h \).

**Lemma 4.5** Under the assumptions A1 and (2.13), for any \( h \in S_M \), there exists a constant \( CM,T > 0 \) such that for any \( \Delta \in (0, 1) \),
\[ \mathbb{E} \left[ \int_{0}^{T} |\bar{X}^h - \bar{X}^h_{t(\Delta)}|^2 dt \right] \leq CM,T \Delta (1 + |x|^2). \] (4.32)

**4.3 Construction of the auxiliary process**

In this subsection, we introduce an auxiliary process \( \tilde{Y}^{\delta,\varepsilon}_{t} \in \mathbb{R}^m \) similar to (3.43), with \( \tilde{Y}^{\delta,\varepsilon}_0 = Y^{\delta,\varepsilon}_0 = y \), and for any \( k \in \mathbb{N} \) and \( t \in [k\Delta, \min\{ (k+1)\Delta, T \}] \),
\[ \tilde{Y}^{\delta,\varepsilon}_{t} = \tilde{Y}^{\delta,\varepsilon}_{k\Delta} + \frac{1}{\varepsilon} \int_{k\Delta}^{t} f(X_{k\Delta}, \mathcal{L}_{X_{k\Delta}}, \tilde{Y}^{\delta,\varepsilon}_{s}) ds + \frac{1}{1/\varepsilon} \int_{k\Delta}^{t} g(X_{k\Delta}, \mathcal{L}_{X_{k\Delta}}, \tilde{Y}^{\delta,\varepsilon}_{s}) dW_{s}^{2}, \] (4.33)
which is equivalent to
\[ d\tilde{Y}^{\delta,\varepsilon}_{t} = \frac{1}{\varepsilon} f \left( X_{t(\Delta)}, \mathcal{L}_{X_{t(\Delta)}}, \tilde{Y}^{\delta,\varepsilon}_{t} \right) dt + \frac{1}{\sqrt{\varepsilon}} g \left( X_{t(\Delta)}, \mathcal{L}_{X_{t(\Delta)}}, \tilde{Y}^{\delta,\varepsilon}_{t} \right) dW_{t}^{2}. \] (4.34)

We derive the following error estimate between the process \( Y^{\delta,\varepsilon,h} \) and \( \tilde{Y}^{\delta,\varepsilon} \).

**Lemma 4.6** Under the assumptions in Theorem 2.2, for any \( M, T > 0 \), there exist some constants \( CT, CM,T > 0 \) such that
\[ \sup_{\varepsilon, \delta \in (0, 1)} \sup_{t \in [0, T]} \mathbb{E} |\tilde{Y}^{\delta,\varepsilon}_{t}|^2 \leq CT \left( 1 + |y|^2 + |x|^2 \right) \] (4.35)
and
\[ \mathbb{E} \left( \int_{0}^{T} |Y_{t(\Delta)}^{\delta,\varepsilon,h} - \tilde{Y}^{\delta,\varepsilon}_{t}|^2 dt \right) \leq C_{M,T} (1 + |y|^2 + |x|^2) \left( \frac{\varepsilon}{\delta} + \Delta \right). \] (4.36)
Proof The proof of (4.33) is straightforward, we only prove (4.34). For reader’s convenience, we recall that the process \(Y_t^{\delta,e,h^\delta} - \tilde{Y}_t^{\delta,e}\) satisfies the following equation

\[
\begin{aligned}
d(Y_t^{\delta,e,h^\delta} - \tilde{Y}_t^{\delta,e}) &= \frac{1}{\varepsilon} \left[ f \left( X_t^{\delta,e,h^\delta}, \mathcal{L}_{X_t^{\delta,e}}, Y_t^{\delta,e,h^\delta} \right) - f \left( X_t^{\delta,e,h^\delta, \Delta}, \mathcal{L}_{X_t^{\delta,e, \Delta}}, \tilde{Y}_t^{\delta,e} \right) \right] dt \\
&\quad + \frac{1}{\sqrt{\delta \varepsilon}} \left[ g \left( X_t^{\delta,e,h^\delta}, \mathcal{L}_{X_t^{\delta,e}}, Y_t^{\delta,e,h^\delta} \right) - g \left( X_t^{\delta,e,h^\delta, \Delta}, \mathcal{L}_{X_t^{\delta,e, \Delta}}, \tilde{Y}_t^{\delta,e} \right) \right] dW_t \\
&\quad - g \left( X_t^{\delta,e,h^\delta, \Delta}, \mathcal{L}_{X_t^{\delta,e, \Delta}}, \tilde{Y}_t^{\delta,e} \right) d\mathbb{P} \\
Y_0^{\delta,e,h^\delta} - \tilde{Y}_0^{\delta,e} &= 0.
\end{aligned}
\]

Using Itô’s formula and taking expectation, we have

\[
\begin{aligned}
d \mathbb{E} \left| Y_t^{\delta,e,h^\delta} - \tilde{Y}_t^{\delta,e} \right|^2 &= \frac{2}{\varepsilon} \mathbb{E} \left| f \left( X_t^{\delta,e,h^\delta}, \mathcal{L}_{X_t^{\delta,e}}, Y_t^{\delta,e,h^\delta} \right) - f \left( X_t^{\delta,e,h^\delta, \Delta}, \mathcal{L}_{X_t^{\delta,e, \Delta}}, \tilde{Y}_t^{\delta,e} \right) \right|^2 \\
&\quad + \frac{2}{\sqrt{\delta \varepsilon}} \mathbb{E} \left| g \left( X_t^{\delta,e,h^\delta}, \mathcal{L}_{X_t^{\delta,e}}, Y_t^{\delta,e,h^\delta} \right) - g \left( X_t^{\delta,e,h^\delta, \Delta}, \mathcal{L}_{X_t^{\delta,e, \Delta}}, \tilde{Y}_t^{\delta,e} \right) \right|^2 \\
&\quad + \mathbb{E} \left| g \left( X_t^{\delta,e,h^\delta, \Delta}, \mathcal{L}_{X_t^{\delta,e, \Delta}}, \tilde{Y}_t^{\delta,e} \right) \right|^2 \\
&=: \mathcal{U}_1(t) + \mathcal{U}_2(t) + \mathcal{U}_3(t) \\
&\quad + \mathbb{E} \left\| g \left( X_t^{\delta,e,h^\delta, \Delta}, \mathcal{L}_{X_t^{\delta,e, \Delta}}, \tilde{Y}_t^{\delta,e} \right) \right\|^2.
\end{aligned}
\]

For the terms \(\mathcal{U}_1(t)\) and \(\mathcal{U}_3(t)\),

\[
\begin{aligned}
\mathcal{U}_1(t) + \mathcal{U}_3(t) &\leq -\frac{\beta}{\varepsilon} \mathbb{E} |Y_t^{\delta,e,h^\delta} - \tilde{Y}_t^{\delta,e}|^2 + \frac{C}{\varepsilon} \mathbb{E} |X_t^{\delta,e,h^\delta} - X_t^{\delta,e, \Delta}|^2 \\
&\quad + \frac{C}{\varepsilon} \mathbb{E} \left( \mathcal{L}_{X_t^{\delta,e}} \mathcal{L}_{X_t^{\delta,e, \Delta}} \right)^2. \quad (4.37)
\end{aligned}
\]

Note the fact that

\[
\mathbb{E} \left( \mathcal{L}_{X_t^{\delta,e}} \mathcal{L}_{X_t^{\delta,e, \Delta}} \right)^2 \leq \mathbb{E} |X_t^{\delta,e} - X_t^{\delta,e, \Delta}|^2. \quad (4.38)
\]

For the term \(\mathcal{U}_2(t)\), by Young’s inequality,

\[
\mathcal{U}_2(t) \leq \frac{\tilde{\beta}}{\varepsilon} \mathbb{E} |Y_t^{\delta,e,h^\delta} - \tilde{Y}_t^{\delta,e}|^2 + \frac{C}{\delta} \mathbb{E} \left[ (1 + |X_t^{\delta,e,h^\delta}|^2 + \mathcal{L}_{X_t^{\delta,e}} (| \cdot |^2)) \| P_2 \| |\tilde{Y}_t^{\delta,e}|^2 \right],
\]

\[
\mathcal{U}_2(t) \leq \frac{\tilde{\beta}}{\varepsilon} \mathbb{E} |Y_t^{\delta,e,h^\delta} - \tilde{Y}_t^{\delta,e}|^2 + \frac{C}{\delta} \mathbb{E} \left[ (1 + |X_t^{\delta,e,h^\delta}|^2 + \mathcal{L}_{X_t^{\delta,e}} (| \cdot |^2)) \| P_2 \| |\tilde{Y}_t^{\delta,e}|^2 \right],
\]

where \(\tilde{\beta} \in (0, \beta)\).
Combining (4.36)–(4.39), we have
\[
\frac{d}{dt} E|Y_t^{δ,ε,h^δ} - \tilde{Y}_t^{δ,ε}|^2 \leq -\frac{κ}{\epsilon} E|Y_t^{δ,ε,h^δ} - \tilde{Y}_t^{δ,ε}|^2 + \frac{C}{\epsilon} E|X_t^{δ,ε,h^δ} - X_t^{δ,ε,h^δ}|^2 \\
+ \frac{C}{\epsilon} E|X_t^{δ,ε} - X_t^{δ,ε,h^δ}|^2 \\
+ \frac{C}{δ} E \left[ \left( 1 + |X_t^{δ,ε,h^δ}|^2 + \mathcal{L}_{X^{δ,ε}}(|\cdot|^2) |\dot{h}^δ_t|^2 \right) \right],
\]
where we denote \(κ = β - \tilde{β} > 0\). By the Gronwall's lemma we derive
\[
E|Y_t^{δ,ε,h^δ} - \tilde{Y}_t^{δ,ε}|^2 \leq \frac{C}{\epsilon} \int_0^t e^{-\frac{κ(t-s)}{\epsilon}} E|X_s^{δ,ε,h^δ} - X_s^{δ,ε,h^δ}|^2 ds \\
+ \frac{C}{\epsilon} \int_0^t e^{-\frac{κ(t-s)}{\epsilon}} E|X_s^{δ,ε} - X_s^{δ,ε,h^δ}|^2 ds \\
+ \frac{C}{δ} \int_0^t e^{-\frac{κ(t-s)}{\epsilon}} E \left[ \left( 1 + |X_s^{δ,ε,h^δ}|^2 + \mathcal{L}_{X^{δ,ε}}(|\cdot|^2) |\dot{h}^δ_s|^2 \right) \right] ds.
\]
Due to the Fubini's theorem we have
\[
E \left( \int_0^T |Y_t^{δ,ε,h^δ} - \tilde{Y}_t^{δ,ε}|^2 dt \right) \leq \frac{C}{\epsilon} \int_0^T \left( \int_0^T e^{-\frac{κ(t-s)}{\epsilon}} E|X_s^{δ,ε,h^δ} - X_s^{δ,ε,h^δ}|^2 ds \right) ds \\
+ \frac{C}{\epsilon} \int_0^T \left( \int_0^T e^{-\frac{κ(t-s)}{\epsilon}} E|X_s^{δ,ε} - X_s^{δ,ε,h^δ}|^2 ds \right) ds \\
+ \frac{C}{δ} \int_0^T \left( \int_0^T \left( 1 + |X_s^{δ,ε,h^δ}|^2 + |X_s^{δ,ε}|^2 \right) |\dot{h}^δ_s|^2 ds \right) ds \\
\leq \frac{C}{κ} \int_0^T \left( \int_0^T |X_s^{δ,ε,h^δ} - X_s^{δ,ε,h^δ}|^2 ds \right) + \frac{C}{κ} \int_0^T \left( \int_0^T |X_s^{δ,ε} - X_s^{δ,ε,h^δ}|^2 ds \right) \\
+ \frac{C}{κ} \left( \frac{ε}{δ} \right) \left( \sup_{s \in [0,T]} \left( 1 + |X_s^{δ,ε,h^δ}|^2 + |X_s^{δ,ε}|^2 \right) \int_0^T |\dot{h}^δ_s|^2 ds \right) \\
\leq C_{M,T} (1 + |x|^2 + |y|^2) \left( \frac{ε}{δ} + Δ \right).
\]
The proof is complete. \(\square\)

### 4.4 Proof of Theorem 2.2

In order to prove our second main result, we also need to use the following averaging principle result. Since we here only consider the convergence of \(X_t^{δ,ε} \) to \(\tilde{X}_t^0\) in \(L^2(Ω)\)-sense but without the convergence rate, the condition \(A1\) is enough to conclude the following result.
Lemma 4.7 Under the assumptions A1 and (2.13), for any $T > 0$, $t \in [0, T]$, we have
\[
\lim_{\delta \to 0} \mathbb{E}|X_t^{\delta, \epsilon} - \bar{X}_t^0|^2 = 0. \tag{4.40}
\]

Proof The result follows by [39, Theorem 5.3] (see also [63, Theorem 2.3]) with slight modification. \(\Box\)

The proof of the criterions (i) and (ii) in Hypothesis 4.1 will be presented in Propositions 4.1 and 4.2 respectively.

Proposition 4.1 Under the assumptions A1 and (2.13), let \(\{h_\delta\}_{\delta > 0} \subset S_M\) for any \(M < \infty\) such that \(h_\delta\) converges to element \(h\) in \(S_M\) as \(\delta \to 0\), then \(G^0(\int_0^\cdot \dot{h}_\delta^s ds)\) converges to \(G^0(\int_0^\cdot \dot{h}^s ds)\) in \(C([0, T]; \mathbb{R}^n)\).

Proof Let \(\bar{X}^{h_\delta} = G^0(\int_0^\cdot \dot{h}_\delta^s ds)\), then it is clear that \(\bar{X}^{h_\delta}\) solves the following equation
\[
\frac{d\bar{X}^{h_\delta}}{dt} = \bar{b}(\bar{X}^{h_\delta}, \mathcal{L}_{\bar{X}^0}) + \sigma(\bar{X}^{h_\delta}, \mathcal{L}_{\bar{X}^0}) P_1 \dot{h}^s, \quad \bar{X}_0^h = x.
\]

If \(h_\delta\) converges to an element \(h\) in \(S_M\) as \(\delta \to 0\), it suffices to show that \(\bar{X}^{h_\delta}\) strongly converges to \(\bar{X}^h\) in \(C([0, T]; \mathbb{R}^n)\), as \(\delta \to 0\), which solves
\[
\frac{d\bar{X}^h}{dt} = \bar{b}(\bar{X}^h, \mathcal{L}_{\bar{X}^0}) + \sigma(\bar{X}^h, \mathcal{L}_{\bar{X}^0}) P_1 \dot{h}, \quad \bar{X}_0^h = x.
\]

Note that \(\bar{b}\) and \(\sigma\) are globally Lipschitz w.r.t. both two variables. Thus the next proof is standard and we omit the details to keep the length of this paper (see [54, Proposition 5.4], where the locally Lipschitz case has been considered). \(\Box\)

Proposition 4.2 Under the assumptions in Theorem 2.2, let \(\{h^\delta\}_{\delta > 0} \subset A_M\) for any \(M < \infty\). Then for any \(\epsilon_0 > 0\), we have
\[
\lim_{\delta \to 0} \mathbb{P} \left( d \left( G^\delta(W, + \frac{1}{\sqrt{\delta}} \int_0^\cdot \dot{h}_\delta^s ds), G^0(\int_0^\cdot \dot{1}_\delta^s ds) \right) > \epsilon_0 \right) = 0,
\]
where \(d(\cdot, \cdot)\) denotes the metric in the space \(C([0, T]; \mathbb{R}^n)\), i.e.,
\[
d(u_1, u_2) := \sup_{t \in [0, T]} |u_1(t) - u_2(t)|, \quad u_1, u_2 \in C([0, T]; \mathbb{R}^n).
\]

Proof The proof of Proposition 4.2 will be separated into the following two steps.
Step 1. We recall that the process \( X_t^{\delta, \varepsilon, h^\delta} - \tilde{X}_t^{h^\delta} \) satisfies the equation

\[
\begin{align*}
&\left\{ \begin{array}{l}
\frac{d}{dt}(X_t^{\delta, \varepsilon, h^\delta} - \tilde{X}_t^{h^\delta}) = \left[ b(X_t^{\delta, \varepsilon, h^\delta}, \mathcal{L}_{X_t^{\delta, \varepsilon}}, Y_t^{\delta, \varepsilon, h^\delta}) - \tilde{b}(\tilde{X}_t^{h^\delta}, \mathcal{L}_{\tilde{X}_t^{h^\delta}}) \right] dt \\
+ \left[ \sigma(X_t^{\delta, \varepsilon, h^\delta}, \mathcal{L}_{X_t^{\delta, \varepsilon}}) - \sigma(\tilde{X}_t^{h^\delta}, \mathcal{L}_{\tilde{X}_t^{h^\delta}}) \right] P_l \tilde{h}_t^{\delta} dt \\
+ \sqrt{\delta} \sigma(X_t^{\delta, \varepsilon, h^\delta}, \mathcal{L}_{X_t^{\delta, \varepsilon}}) dW_t^1,
\end{array} \right.
X_0^{\delta, \varepsilon, h^\delta} - \tilde{X}_0^{h^\delta} = 0.
\end{align*}
\]

Using Itô’s formula we have

\[
\begin{align*}
|X_t^{\delta, \varepsilon, h^\delta} - \tilde{X}_t^{h^\delta}|^2 &= 2 \int_0^t \langle b(X_s^{\delta, \varepsilon, h^\delta}, \mathcal{L}_{X_s^{\delta, \varepsilon}}, Y_s^{\delta, \varepsilon, h^\delta}) - \tilde{b}(\tilde{X}_s^{h^\delta}, \mathcal{L}_{\tilde{X}_s^{h^\delta}}), X_s^{\delta, \varepsilon, h^\delta} - \tilde{X}_s^{h^\delta} \rangle ds \\
&+ 2 \int_0^t \left( \left[ \sigma(X_s^{\delta, \varepsilon, h^\delta}, \mathcal{L}_{X_s^{\delta, \varepsilon}}) - \sigma(\tilde{X}_s^{h^\delta}, \mathcal{L}_{\tilde{X}_s^{h^\delta}}) \right] P_l \tilde{h}_s^{\delta} \right) ds \\
&+ \delta \int_0^t \left\| \sigma(X_s^{\delta, \varepsilon, h^\delta}, \mathcal{L}_{X_s^{\delta, \varepsilon}}) \right\|^2 ds \\
&+ 2 \sqrt{\delta} \int_0^t \left\langle \sigma(X_s^{\delta, \varepsilon, h^\delta}, \mathcal{L}_{X_s^{\delta, \varepsilon}}) dW_s^1, X_s^{\delta, \varepsilon, h^\delta} - \tilde{X}_s^{h^\delta} \rightangle \\
&=: \mathcal{K}_1(t) + \mathcal{K}_2(t) + \mathcal{K}_3(t) + \mathcal{K}_4(t).
\end{align*}
\]

For the term \( \mathcal{K}_2(t) \), it follows that

\[
\begin{align*}
\mathbb{E}\left( \sup_{t \in [0, T]} \mathcal{K}_2(t) \right) &\leq \mathbb{E}\left( \int_0^T \left\| \sigma(X_s^{\delta, \varepsilon, h^\delta}, \mathcal{L}_{X_s^{\delta, \varepsilon}}) - \sigma(\tilde{X}_s^{h^\delta}, \mathcal{L}_{\tilde{X}_s^{h^\delta}}) \right\|^2 |X_s^{\delta, \varepsilon, h^\delta} - \tilde{X}_s^{h^\delta}|^2 ds \right)^\frac{1}{2} \\
&\leq CM \mathbb{E}\left( \sup_{s \in [0, T]} |X_s^{\delta, \varepsilon, h^\delta} - \tilde{X}_s^{h^\delta}|^2 \int_0^T \left\| \sigma(X_s^{\delta, \varepsilon, h^\delta}, \mathcal{L}_{X_s^{\delta, \varepsilon}}) - \sigma(\tilde{X}_s^{h^\delta}, \mathcal{L}_{\tilde{X}_s^{h^\delta}}) \right\|^2 ds \right)^\frac{1}{2} \\
&\leq CM \mathbb{E}\left( \int_0^T \left( (\mathbb{W}_2(\mathcal{L}_{X_s^{\delta, \varepsilon}, \mathcal{L}_{\tilde{X}_s^{h^\delta}})^2 + |X_s^{\delta, \varepsilon, h^\delta} - \tilde{X}_s^{h^\delta}|^2) ds \right) \\
+ \frac{1}{8} \mathbb{E}\left( \sup_{s \in [0, T]} |X_s^{\delta, \varepsilon, h^\delta} - \tilde{X}_s^{h^\delta}|^2 \right),
\end{align*}
\]

where we used the fact \( h^\delta \in \mathcal{A}_M \) in the second inequality and Young’s inequality in the last step.
For the term $\mathcal{H}_3(t)$, a priori estimates (3.1) and (4.11) imply that
\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \mathcal{H}_3(t) \right] \leq C \delta \mathbb{E} \int_0^T (1 + |X_s^{\delta, e, h^s}|^2 + \mathcal{L}_{X_s^{\delta, e}}(| \cdot |^2)) ds \\
\leq C_T \delta (1 + |x|^2 + |y|^2).
\] (4.43)

For the term $\mathcal{H}_4(t)$, by Burkholder–Davis–Gundy’s inequality, it holds that
\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \mathcal{H}_4(t) \right] \\
\leq \frac{1}{8} \mathbb{E}\left[ \sup_{t \in [0, T]} |X_t^{\delta, e, h^s} - \tilde{X}_t^{h^s}|^2 \right] + C \delta \mathbb{E} \int_0^T |X_t^{\delta, e, h^s}|^2 + \mathcal{L}_{X_t^{\delta, e}}(| \cdot |^2)) dt \\
\leq \frac{1}{8} \mathbb{E}\left[ \sup_{t \in [0, T]} |X_t^{\delta, e, h^s} - \tilde{X}_t^{h^s}|^2 \right] + C_T \delta (1 + |x|^2 + |y|^2),
\] (4.44)

where we used Young’s inequality in the second step.

For the term $\mathcal{H}_1(t)$, we introduce the following decomposition
\[
\mathcal{H}_1(t) = 2 \int_0^t \langle b(X_s^{\delta, e, h^s}, \mathcal{L}_{X_s^{\delta, e}}, Y_s^{\delta, e, h^s}) - b(X_s^{\delta, e, h^s}, \mathcal{L}_{X_s^{\delta, e}}, \tilde{Y}_s^{\delta, e}), X_s^{\delta, e, h^s} - \tilde{X}_s^{h^s} \rangle ds \\
+ 2 \int_0^t \langle \tilde{b}(X_s^{\delta, e, h^s}, \mathcal{L}_{X_s^{\delta, e}}, \tilde{Y}_s^{\delta, e}) - \tilde{b}(X_s^{\delta, e, h^s}, \mathcal{L}_{X_s^{\delta, e}}, \tilde{X}_s^{h^s}) \rangle ds \\
+ 2 \int_0^t \langle \tilde{b}(X_s^{\delta, e, h^s}, \mathcal{L}_{X_s^{\delta, e}}, X_s^{\delta, e, h^s} - \tilde{X}_s^{h^s} \rangle ds \\
+ 2 \int_0^t \langle \tilde{b}(X_s^{\delta, e, h^s}, \mathcal{L}_{X_s^{\delta, e}}, \tilde{Y}_s^{\delta, e}) - \tilde{b}(\tilde{X}_s^{h^s}, \mathcal{L}_{\tilde{X}_s^{\delta}}, X_s^{\delta, e, h^s} - \tilde{X}_s^{h^s} \rangle ds \\
=: \mathcal{H}_{11}(t) + \mathcal{H}_{12}(t) + \mathcal{H}_{13}(t) + \mathcal{H}_{14}(t).
\] (4.45)

By (3.3), (4.18) and (4.34), one can derive that
\[
\mathbb{E}\left[ \sup_{t \in [0, T]} (\mathcal{H}_{11}(t) + \mathcal{H}_{13}(t)) \right] \\
\leq C \mathbb{E} \int_0^T |X_t^{\delta, e, h^s} - \tilde{X}_t^{h^s}|^2 dt + C \mathbb{E} \int_0^T |X_t^{\delta, e, h^s} - X_t^{\delta, e, h^s}|^2 dt \\
+ C \mathbb{E} \int_0^T |Y_t^{\delta, e, h^s} - \tilde{Y}_t^{\delta, e}|^2 dt + C \int_0^T \mathbb{V}_2 (\mathcal{L}_{X_t^{\delta, e}}, \mathcal{L}_{X_t^{\delta, e}})^2 dt \\
\leq C_T (1 + |x|^2 + |y|^2)(\frac{\epsilon}{\delta} + \Delta) + C \mathbb{E} \int_0^T |X_t^{\delta, e, h^s} - \tilde{X}_t^{h^s}|^2 dt
\] (4.46)
and

\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \mathcal{X}_{14}(t) \right] \leq C \mathbb{E} \int_0^T \left| X_t^{\delta, e, h^S} - \tilde{X}_t^{h^S} \right|^2 dt + C \int_0^T \mathbb{W}_2(L_{X_t^{\delta, e}}, L_{\tilde{X}_t^{h^S}})^2 dt. \tag{4.47}
\]

For the term \( \mathcal{X}_{12}(t) \), we again rewrite it as

\[
\mathcal{X}_{12}(t) = 2 \int_0^t \left\{ \begin{array}{c}
\mathbb{E}\left[ b(X_s^{\delta, e, h^S}, \mathcal{L}_{X_s^{\delta, e}}, \tilde{Y}_s^{\delta, e}) - \mathbb{E}\left[ b(X_s^{\delta, e, h^S}, \mathcal{L}_{X_s^{\delta, e}}, X_s^{\delta, e, h^S} - X_s^{\delta, e, h^S}) \right] ds \\
+ 2 \int_0^t \left( \mathbb{E}\left[ b(X_s^{\delta, e, h^S}, \mathcal{L}_{X_s^{\delta, e}}, \tilde{Y}_s^{\delta, e}) - \mathbb{E}\left[ b(X_s^{\delta, e, h^S}, \mathcal{L}_{X_s^{\delta, e}}, X_s^{\delta, e, h^S} - \tilde{X}_s^{h^S}) \right] ds \\
+ 2 \int_0^t \left( \mathbb{E}\left[ b(X_s^{\delta, e, h^S}, \mathcal{L}_{X_s^{\delta, e}}, \tilde{Y}_s^{\delta, e}) - \mathbb{E}\left[ b(X_s^{\delta, e, h^S}, \mathcal{L}_{X_s^{\delta, e}}, \tilde{X}_s^{h^S} - \tilde{X}_s^{h^S}) \right] ds
\end{array} \right. \right.
\]

\[
= \mathcal{V}_1(t) + \mathcal{V}_2(t) + \mathcal{V}_3(t).	ag{4.48}
\]

Due to (3.1), (4.11), (4.18) and (4.33), we can get that

\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \mathcal{V}_1(t) \right] \leq C \left[ \mathbb{E} \int_0^T (1 + |X_{t(\Delta)}^{\delta, e, h^S}|^2 + \mathcal{L}_{X_{t(\Delta)}^{\delta, e}} (|\cdot|^2) + |\tilde{Y}_t^{\delta, e}|^2) dt \right] \leq C_T \Delta^{\frac{1}{2}} (1 + |x|^2 + |y|^2). \tag{4.49}
\]

Similarly, in view of Lemma 4.5 we also have

\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \mathcal{V}_3(t) \right] \leq C_T \Delta^{\frac{1}{2}} (1 + |x|^2 + |y|^2). \tag{4.50}
\]

Consequently, combining (4.41)–(4.50) implies

\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \left| X_t^{\delta, e, h^S} - \tilde{X}_t^{h^S} \right|^2 \right] 
\leq \mathbb{E}\left[ \sup_{t \in [0, T]} \mathcal{V}_2(t) \right] + C_T (\Delta^{\frac{1}{2}} + \delta + \frac{\varepsilon}{\delta})(1 + |x|^2 + |y|^2) + \frac{1}{4} \mathbb{E}\left[ \sup_{s \in [0, T]} \left| X_s^{\delta, e, h^S} - \tilde{X}_s^{h^S} \right|^2 \right]
\]

\[
+ C_M \mathbb{E} \left[ \int_0^T \left( \mathbb{W}_2(L_{X_s^{\delta, e}}, L_{\tilde{X}_s^{h^S}})^2 + \left| X_s^{\delta, e, h^S} - \tilde{X}_s^{h^S} \right|^2 \right) ds \right]. \tag{4.51}
\]
Step 2. In this step, the main aim is to deal with the term \( \mathcal{V}_2(t) \). By dividing the time interval, we have

\[
|\mathcal{V}_2(t)| \leq 2 \sum_{k=0}^{[T/\Delta]-1} \left[ \int_{k\Delta}^{(k+1)\Delta} \left( b(X^\delta_{s(\Delta)}^\delta, h^\delta_{s(\Delta)}), Y^\delta_{s(\Delta)} - \hat{X}^h_{s(\Delta)} \right) ds \right] + 2 \left[ \int_0^T \left( b(X^\delta_{s(\Delta)}^\delta, h^\delta_{s(\Delta)}), Y^\delta_{s(\Delta)} - \hat{X}^h_{s(\Delta)} \right) ds \right] =: \mathcal{V}_{21}(t) + \mathcal{V}_{22}(t). \tag{4.52}
\]

Using (4.9), (3.1), (4.11) and (4.33), similar to the estimate (4.49), we have

\[
\mathbb{E}\left( \sup_{t \in [0,T]} \mathcal{V}_2(t) \right) \leq C_T \Delta^{\frac{1}{2}} (1 + |x|^2 + |y|^2). \tag{4.53}
\]

Finally, by Young’s inequality, the term \( \mathcal{V}_{21}(t) \) can be controlled as follows,

\[
\mathbb{E}\left( \sup_{t \in [0,T]} \mathcal{V}_{21}(t) \right) \leq \frac{C_T \varepsilon}{\Delta} \max_{0 \leq k \leq [T/\Delta]-1} \mathbb{E}\left[ \left( \int_{k\Delta}^{(k+1)\Delta} \left( b(X^\delta_{s(\Delta)}^\delta, h^\delta_{s(\Delta)}), Y^\delta_{s(\Delta)} - \hat{X}^h_{s(\Delta)} \right) ds \right)^2 \right] + \frac{1}{4} \mathbb{E}\left[ \sup_{t \in [0,T]} |X^\delta_{s(\Delta)} - \hat{X}^h_{s(\Delta)}|^2 \right] \leq \frac{C_T \varepsilon^2}{\Delta^2} \max_{0 \leq k \leq [T/\Delta]-1} \left[ \int_0^{\Delta} \left( b(X^\delta_{s(\Delta)}^\delta, h^\delta_{s(\Delta)}), Y^\delta_{s(\Delta)} - \hat{X}^h_{s(\Delta)} \right) ds \right]^2 \tag{4.54}
\]
where for any $0 \leq r \leq s \leq \frac{\Delta}{\varepsilon},$

$$\Psi_k(s, r) := \mathbb{E}\left\{ b(X_{k, r}^{\delta, e, h^\delta}, X_{k, s}^{\delta, e, h^\delta}) - \tilde{b}(X_{k, r}^{\delta, e, h^\delta}, X_{k, s}^{\delta, e, h^\delta}) \right\}. $$

Following the similar argument as in the proof of (3.56), one can easily deduce that

$$\Psi_k(s, r) \leq C_T (1 + |x|^2 + |y|^2) e^{-\beta(s-r)\frac{s-r}{\Delta}}. \quad (4.55)$$

Then, via (4.54) and (4.55), we obtain

$$\mathbb{E}\left( \sup_{t \in [0, T]} V_{21}(t) \right) \leq C_T (1 + |x|^2 + |y|^2) \left( \frac{\varepsilon^2}{\Delta^2} + \frac{\varepsilon}{\Delta} + \frac{1}{\Delta} + \frac{\varepsilon}{\delta} + \frac{\delta}{\varepsilon} \right) + 4 \mathbb{E}\left[ \sup_{t \in [0, T]} |X_t^{\delta, e, h^\delta} - \tilde{X}_t^{h^\delta}|^2 \right]. \quad (4.56)$$

Inserting (4.53) and (4.56) into (4.51), by Gronwall’s lemma, it follows that

$$\mathbb{E}\left[ \sup_{t \in [0, T]} |X_t^{\delta, e, h^\delta} - \tilde{X}_t^{h^\delta}|^2 \right] \leq C_{M, T} (1 + |x|^2 + |y|^2) \left( \frac{\varepsilon^2}{\Delta^2} + \frac{\varepsilon}{\Delta} + \frac{1}{\Delta} + \frac{\varepsilon}{\delta} + \frac{\delta}{\varepsilon} \right) + C_M \int_0^T \mathbb{W}_2(L^{\delta, e, h^\delta}, L^{\delta, e, h^\delta})^2 ds. \quad (4.57)$$

Therefore let $\Delta = \frac{\delta^2}{\varepsilon}$ in (4.57), we conclude

$$\mathbb{E}\left[ \sup_{t \in [0, T]} |X_t^{\delta, e, h^\delta} - \tilde{X}_t^{h^\delta}|^2 \right] \leq C_{M, T} (1 + |x|^2 + |y|^2) \left( \frac{\varepsilon}{\delta} + \frac{1}{\delta} + \frac{\delta}{\varepsilon} \right) + C_M \int_0^T \mathbb{E}|X_s^{\delta, e} - \tilde{X}_0^{h^\delta}|^2 ds. \quad (4.58)$$

Applying the Chebyshev’s inequality, (4.58) and (4.40), for any $\varepsilon_0 > 0$ we have

$$\mathbb{P} \left( d \left( \mathcal{G} \left( \sqrt{\varepsilon} W + \int_0^t \dot{h}_s \delta ds \right), \mathcal{G} \left( \int_0^t \dot{h}_s \delta ds \right) \right) > \varepsilon_0 \right) = \mathbb{P} \left( \sup_{t \in [0, T]} |X_t^{\delta, e, h^\delta} - \tilde{X}_t^{h^\delta}| > \varepsilon_0 \right) \leq \frac{\mathbb{E}\left[ \sup_{t \in [0, T]} |X_t^{\delta, e, h^\delta} - \tilde{X}_t^{h^\delta}|^2 \right]}{\varepsilon_0^2} \xrightarrow{\varepsilon_0^2} 0, \text{ as } \delta \to 0,$$

where we used the Lemma 4.7 and the assumption (2.13) in Theorem 2.2 in the last step.

Hence the proof is complete. \quad \Box
Now we are able to finish the proof of Theorem 2.2.

**Proof of Theorem 2.2** Note that Propositions 4.1 and 4.2 imply conditions (i) and (ii) in Hypothesis 4.1 holds respectively, then by Lemma 4.1 we get \( \{X^\delta, \varepsilon \}_{\delta > 0} \) satisfies the LDP in \( C([0, T]; \mathbb{R}^n) \) with a good rate function \( I \) defined in (4.1).

**Acknowledgements** The authors would like to thank the referees for their very constructive suggestions and valuable comments. W. Hong is supported by NSFC (No. 12171354); S. Li is supported by NSFC (No. 12001247) and NSF of Jiangsu Province (No. BK20201019); W. Liu is supported by NSFC (No. 12171208, 11831014, 12090010, 12090011); X. Sun is supported by NSFC (No. 12271219, 11931004), the QingLan Project of Jiangsu Province and the Priority Academic Program Development of Jiangsu Higher Education Institutions.

**Declarations**

**Conflict of interest** The authors have no relevant financial or non-financial interests to disclose. The authors have no competing interests to declare that are relevant to the content of this article. All authors certify that they have no affiliations with or involvement in any organization or entity with any financial interest or non-financial interest in the subject matter or materials discussed in this manuscript. The authors have no financial or proprietary interests in any material discussed in this article. All data generated or analysed during this study are included in this article.

**5 Appendix**

5.1 **Proof of (3.15)**

In this part, we give a detailed proof of (3.15). It is sufficient to prove that

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} |X^\varepsilon_t - \tilde{X}_t|^2 \right] \leq C_T \left( 1 + \mathbb{E} |\xi|^4 + \mathbb{E} |\tilde{\xi}|^4 \right) \varepsilon.
\]

In fact, note that

\[
X^\varepsilon_t - \tilde{X}_t = \int_0^t \left[ b(X^\varepsilon_s, \mathcal{L}X^\varepsilon_s, Y^\varepsilon_s) - \tilde{b}(\tilde{X}_s, \mathcal{L}\tilde{X}_s) \right] ds + \int_0^t \left[ \sigma(X^\varepsilon_s, \mathcal{L}X^\varepsilon_s) - \sigma(\tilde{X}_s, \mathcal{L}\tilde{X}_s) \right] dW^1_s.
\]
By Burkholder–Davis–Gundy’s inequality, for any \( t \in [0, T] \) we have
\[
\mathbb{E} \left[ \sup_{s \in [0,t]} \left| \int_0^s [\sigma(X_r^g, \mathcal{L}X_r^g) - \sigma(\tilde{X}_r, \mathcal{L}\tilde{X}_r)] \, dW_r \right|^2 \right] \\
\leq C \mathbb{E} \left[ \int_0^t \|\sigma(X_r^g, \mathcal{L}X_r^g) - \sigma(\tilde{X}_r, \mathcal{L}\tilde{X}_r)\|^2 \, dr \right] \\
\leq C_T \mathbb{E} \int_0^t |X_r^g - \tilde{X}_r|^2 \, dr.
\]

Then we know that for any \( t \in [0, T] \),
\[
\mathbb{E} \left[ \sup_{s \in [0,t]} \left| X_s^g - \tilde{X}_s \right|^2 \right] \leq C \mathbb{E} \left[ \sup_{s \in [0,T]} \left| \int_0^s b(X_s^g, \mathcal{L}X_s^g, Y_s^g) - \bar{b}(X_s^g, \mathcal{L}X_s^g) \, ds \right|^2 \right] \\
+ C_T \mathbb{E} \int_0^t |X_r^g - \tilde{X}_r|^2 \, dr.
\]

Then Grownall’s inequality implies that
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \left| X_t^g - \tilde{X}_t \right|^2 \right] \leq C_T \mathbb{E} \left[ \sup_{t \in [0,T]} \left| \int_0^t b(X_s^g, \mathcal{L}X_s^g, Y_s^g) - \bar{b}(X_s^g, \mathcal{L}X_s^g) \, ds \right|^2 \right].
\]

Recall
\[
\int_0^t b(X_s^g, \mathcal{L}X_s^g, Y_s^g) - \bar{b}(X_s^g, \mathcal{L}X_s^g) \, ds = - \int_0^t \mathcal{L}_2(X_s^g, \mathcal{L}X_s^g) \Phi(X_s^g, \mathcal{L}X_s^g, Y_s^g) \, ds \\
= \varepsilon \left[ \Phi(\xi, \mathcal{L}_g, \zeta) - \Phi(X_t^g, \mathcal{L}X_t^g, Y_t^g) \right] \\
+ \int_0^t \mathbb{E} \left[ b(X_s^g, \mathcal{L}X_s^g, Y_s^g) \partial_\mu \Phi(x, \mathcal{L}X_s^g, y)(X_s^g) \right] |_{x=X_s^g, y=Y_s^g} \, ds \\
+ \int_0^t \frac{1}{2} \text{Tr} \left[ \sigma \sigma^*(X_s^g, \mathcal{L}X_s^g) \partial_\zeta \partial_\mu \Phi(x, \mathcal{L}X_s^g, y)(X_s^g) \right] |_{x=X_s^g, y=Y_s^g} \, ds \\
+ \int_0^t \mathcal{L}_1(\mathcal{L}X_s^g, Y_s^g) \Phi(X_s^g, \mathcal{L}X_s^g, Y_s^g) \, ds + M_t^{1, \varepsilon} \right] + \sqrt{\varepsilon} M_t^{2, \varepsilon},
\]

where \( \mathcal{L}_1(\mathcal{L}X_s^g, Y_s^g) \) is defined by (3.27), and
\[
M_t^{1, \varepsilon} = \int_0^t \partial_x \Phi(X_s^g, \mathcal{L}X_s^g, Y_s^g) \cdot \sigma(X_s^g, \mathcal{L}X_s^g) \, dW_s^1, \\
M_t^{2, \varepsilon} = \int_0^t \partial_y \Phi(X_s^g, \mathcal{L}X_s^g, Y_s^g) \cdot g(X_s^g, \mathcal{L}X_s^g, Y_s^g) \, dW_s^2.
\]
Then by Lemma 3.1 and Proposition 3.1, we immediately obtain that

$$\mathbb{E} \left[ \sup_{t \in [0, T]} \left| X^\varepsilon_t - \bar{X}_t \right|^2 \right] \leq C_T \left( 1 + \mathbb{E} |\xi|^4 + \mathbb{E} |\zeta|^4 \right) \varepsilon. $$

We complete the proof. \qed

### 5.2 Continuity of $\partial_x \bar{b}$ and $\partial/\partial \mu \bar{b}$

In this subsection, we aim to prove the continuity of the coefficients $\partial_x \bar{b}(\cdot, \cdot)$ and $\partial/\partial \mu \bar{b}(x, \cdot)(\cdot)$.

**Lemma 5.1** For any fixed $x \in \mathbb{R}^n$, if sequence $\{(\mu_n, z_n)\}_{n \geq 1} \subset \mathcal{P}_2 \times \mathbb{R}^n$ satisfy $\mu_n \to \mu$ in $\mathcal{W}_2$ and $|z_n - z| \to 0$ as $n \to \infty$, then we have

$$\lim_{n \to \infty} \| \partial/\partial \mu \bar{b}(x, \mu_n) - \partial/\partial \mu \bar{b}(x, \mu) \| = 0, \tag{5.1}$$

$$\lim_{n \to \infty} \| \partial_x \bar{b}(z_n, \mu_n) - \partial_x \bar{b}(z, \mu) \| = 0. \tag{5.2}$$

**Proof** We only prove (5.1) here, and the proof of (5.2) is very similar.

Using the definition of $\bar{b}(x, \mu)$ and the ergodicity of the frozen equation (see (3.41)), we have for any $(x, \mu, y) \in \mathbb{R}^n \times \mathcal{P}_2 \times \mathbb{R}^m$,

$$\bar{b}(x, \mu) = \lim_{t \to \infty} \mathbb{E} b(x, \mu, Y^x,\mu,y),$$

then under the condition $A2$, we get

$$\partial/\partial \mu \bar{b}(x, \mu)(z) = \lim_{t \to \infty} \mathbb{E} \left[ \partial/\partial \mu b(x, \mu, Y^x,\mu,y)(z) + \partial_y b(x, \mu, Y^x,\mu,y) \partial/\partial \mu Y^x,\mu,y(z) \right],$$

where $Y^x,\mu,y$ is the solution of frozen equation (3.9) and denote its Lions derivative by $\partial/\partial \mu Y^x,\mu,y(z)$ which exists and satisfies

$$\begin{cases}
  d\partial/\partial \mu Y^x,\mu,y(z) = \partial/\partial \mu f(x, \mu, Y^x,\mu,y)(z) dt + \partial_y f(x, \mu, Y^x,\mu,y) \cdot \partial/\partial \mu Y^x,\mu,y(z) dt \\
  + \left[ \partial/\partial \mu g(x, \mu, Y^x,\mu,y)(z) + \partial_y g(x, \mu, Y^x,\mu,y) \cdot \partial/\partial \mu Y^x,\mu,y(z) \right] d\tilde{W}_t,
\end{cases}$$

$$\partial/\partial \mu Y^x,\mu,y_0(z) = 0.$$

By a straightforward calculation, there exists a constant $C > 0$ such that

$$\sup_{t \geq 0, x, z \in \mathbb{R}^n, \mu \in \mathcal{P}_2, y \in \mathbb{R}^m} \mathbb{E} \| \partial/\partial \mu Y^x,\mu,y(z) \|^4 \leq C. \tag{5.3}$$

Then by the uniform boundedness of $\partial/\partial \mu b(x, \mu, y)(z)$ and $\partial_y b(x, \mu, y)$, we have

$$\sup_{x \in \mathbb{R}^n, \mu \in \mathcal{P}_2, z \in \mathbb{R}^n} \| \partial/\partial \mu \bar{b}(x, \mu)(z) \| < \infty. \tag{5.4}$$
In order to prove (5.1), it is sufficient to show that for any sequence \( \{ (\mu_n, z_n) \}_{n \geq 1} \subset \mathcal{D}_2 \times \mathbb{R}^n \) with \( \mu_n \to \mu \) in \( \mathbb{W}_2 \) and \( |z_n - z| \to 0 \) as \( n \to \infty \), the following two statements hold

\[
\lim_{n \to \infty} \sup_{t \geq 0} \mathbb{E} \left[ \left\| \frac{\partial_\mu b(x, \mu_n, Y_t^{x, \mu_n, y})}{\partial_\mu b(x, \mu, Y_t^{x, \mu, y})} (z_n) - \frac{\partial_\mu b(x, \mu, Y_t^{x, \mu, y})}{\partial_\mu b(x, \mu, Y_t^{x, \mu, y})} (z) \right\| \right] = 0, \quad (5.5)
\]

\[
\lim_{n \to \infty} \sup_{t \geq 0} \mathbb{E} \left[ \left\| \frac{\partial_y b(x, \mu_n, Y_t^{x, \mu_n, y})}{\partial_y b(x, \mu, Y_t^{x, \mu, y})} \cdot \frac{\partial_\mu Y_t^{x, \mu_n, y}}{\partial_\mu Y_t^{x, \mu, y}} (z_n) - \frac{\partial_y b(x, \mu, Y_t^{x, \mu, y})}{\partial_y b(x, \mu, Y_t^{x, \mu, y})} \cdot \frac{\partial_\mu Y_t^{x, \mu, y}}{\partial_\mu Y_t^{x, \mu, y}} (z) \right\| \right] = 0. \quad (5.6)
\]

By (2.5) we have

\[
\sup_{t \geq 0} \mathbb{E} \left[ \frac{\partial_\mu b(x, \mu_n, Y_t^{x, \mu_n, y})}{\partial_\mu b(x, \mu, Y_t^{x, \mu, y})} (z_n) - \frac{\partial_\mu b(x, \mu, Y_t^{x, \mu, y})}{\partial_\mu b(x, \mu, Y_t^{x, \mu, y})} (z) \right]
\leq \sup_{t \geq 0} \mathbb{E} \left[ \frac{\partial_y b(x, \mu_n, Y_t^{x, \mu_n, y})}{\partial_y b(x, \mu, Y_t^{x, \mu, y})} \cdot \frac{\partial_\mu Y_t^{x, \mu_n, y}}{\partial_\mu Y_t^{x, \mu, y}} (z_n) - \frac{\partial_y b(x, \mu, Y_t^{x, \mu, y})}{\partial_y b(x, \mu, Y_t^{x, \mu, y})} \cdot \frac{\partial_\mu Y_t^{x, \mu, y}}{\partial_\mu Y_t^{x, \mu, y}} (z) \right]
\leq C \sup_{t \geq 0} \mathbb{E} \left[ Y_t^{x, \mu_n, y} - Y_t^{x, \mu, y} \right] + \sup_{y \in \mathbb{R}^n} \left\| \frac{\partial_y b(x, \mu_n, y)}{\partial_y b(x, \mu, y)} (z_n) - \frac{\partial_y b(x, \mu, y)}{\partial_y b(x, \mu, y)} (z) \right\|.
\]

Then using (3.13) and the uniform continuity of \( \partial_y b(\cdot, \cdot, \cdot)(\cdot) \), we obtain (5.5).

Using the boundedness of \( \| \partial_y b \| \) and \( \| \partial_{yy} b \| \), we get

\[
\sup_{t \geq 0} \mathbb{E} \left[ \left. \left( \frac{\partial_y b(x, \mu_n, Y_t^{x, \mu_n, y})}{\partial_\mu b(x, \mu, Y_t^{x, \mu, y})} \cdot \frac{\partial_\mu Y_t^{x, \mu_n, y}}{\partial_\mu Y_t^{x, \mu_n, y}} (z_n) - \frac{\partial_y b(x, \mu, Y_t^{x, \mu, y})}{\partial_\mu b(x, \mu, Y_t^{x, \mu, y})} \cdot \frac{\partial_\mu Y_t^{x, \mu, y}}{\partial_\mu Y_t^{x, \mu, y}} (z) \right) \right| \right] 
\leq C \sup_{t \geq 0} \mathbb{E} \left[ Y_t^{x, \mu_n, y} - Y_t^{x, \mu, y} \right] + \sup_{y \in \mathbb{R}^n} \left\| \frac{\partial_y b(x, \mu_n, y)}{\partial_y b(x, \mu, y)} \left( Y_t^{x, \mu_n, y} \right) - \frac{\partial_y b(x, \mu, y)}{\partial_y b(x, \mu, y)} \left( Y_t^{x, \mu, y} \right) \right\|.
\]

For the terms \( \Pi_1^n \) and \( \Pi_2^n \), by (3.13), (5.3) and the uniform continuity of \( \partial_y b(\cdot, \cdot, \cdot)(\cdot) \), it follows that

\[
\Pi_1^n + \Pi_2^n \to 0, \quad \text{as} \quad n \to \infty. \quad (5.7)
\]
For the term $\Pi^n_3$, by a straightforward computation there exists $\beta \in (0, \gamma)$ such that

$$\mathbb{E}\|\partial_\mu Y_t^{X,\mu_n,Y}(z_n) - \partial_\mu Y_t^{X,\mu,Y}(z)\|^2$$

$$\leq C \int_0^t e^{-\beta(t-s)} \mathbb{E}\|\partial_y f(x, \mu_n, Y_s^{X,\mu_n,Y})(z_n) - \partial_y f(x, \mu, Y_s^{X,\mu,Y})(z)\|^2 ds$$

$$+ C \int_0^t e^{-\beta(t-s)} \mathbb{E}\|\partial_\mu g(x, \mu_n, Y_s^{X,\mu_n,Y})(z_n) - \partial_\mu g(x, \mu, Y_s^{X,\mu,Y})(z)\|^2 ds$$

$$+ C \int_0^t e^{-\beta(t-s)} \mathbb{E}\|\partial_y g(x, \mu_n, Y_s^{X,\mu_n,Y}) - \partial_y g(x, \mu, Y_s^{X,\mu,Y})\|^2 \|\partial_\mu Y_s^{X,\mu,Y}(z)\|^2 ds$$

Then by assumption $A_2$ and a similar argument above, we can prove that

$$\Pi^n_3 \to 0, \quad \text{as} \quad n \to \infty. \quad (5.8)$$

Note that (5.7) and (5.8) imply that (5.6) holds. The proof is complete. \qed

5.3 Weak uniqueness of (2.24)

For any $u = \begin{pmatrix} u_1 \\ u_2 \end{pmatrix}$ with $u_1, u_2 \in \mathbb{R}^n$, $\bar{\pi} \in \mathcal{P}_2(\mathbb{R}^{2n})$ with $\tilde{\mu}_1(A) = \bar{\pi}(A \times \mathbb{R}^n)$ and $\tilde{\mu}_2(A) = \bar{\pi}(\mathbb{R}^n \times A)$, $A \in \mathcal{B}(\mathbb{R}^n)$, we denote

$$B(u, \bar{\pi}) = \begin{pmatrix} \tilde{b}(u_1, \tilde{\mu}_1) \\ B_2(u, \tilde{\mu}) \end{pmatrix}, \quad \Sigma(u, \bar{\pi}) = \begin{pmatrix} \sigma(u_1, \tilde{\mu}_1) & 0 \\ \Sigma_{21}(u, \bar{\pi}) & \Theta(u_1, \tilde{\mu}_1) \end{pmatrix},$$

where

$$B_2(u, \bar{\pi}) := \partial_\chi \tilde{b}(u_1, \tilde{\mu}_1) \cdot u_2 + \int_{\mathbb{R}^n \times \mathbb{R}^n} [\partial_\mu \tilde{b}(u_1, \tilde{\mu}_1)(z_1) \cdot z_2] \bar{\pi}(dz_1, dz_2)$$

and

$$\Sigma_{21}(u, \bar{\pi}) := \partial_\chi \sigma(u_1, \tilde{\mu}_1) \cdot u_2 + \int_{\mathbb{R}^n \times \mathbb{R}^n} [\partial_\mu \sigma(u_1, \tilde{\mu}_1)(z_1) \cdot z_2] \bar{\pi}(dz_1, dz_2).$$

Recall equations (1.5) and (2.24), denote $U_t = \begin{pmatrix} \tilde{X}_t \\ \tilde{Z}_t \end{pmatrix}$, $\bar{W}_t = \begin{pmatrix} W_t^1 \\ W_t^2 \end{pmatrix}$, then we immediately get

$$dU_t = B(U_t, \mathcal{L}_{U_t}) dt + \Sigma(U_t, \mathcal{L}_{U_t}) d\bar{W}_t, \quad (5.9)$$
which is a new McKean–Vlasov SDE. By the discussion in Sect. 3.4, ̂U_t = \begin{pmatrix} \hat{X} \\ \hat{\eta} \end{pmatrix} is a weak solution of (5.9) under probability space ( ̂Ω × ̂Ω, ̂F × ̂F, ̂P × ̂P). Then by the modified Yamada–Watanabe principle (see [41, Lemma 2.1]), the weak uniqueness of equation (5.9) can be proved if we can prove equation (5.9) and the following SDEs

\[ d\tilde{U}_t = B(\tilde{U}_t, \tilde{\mu}_t)dt + \Sigma(\tilde{U}_t, \tilde{\mu}_t)d\tilde{W}_t \] (5.10)

both have strong uniqueness for initial value U_0 with \mathcal{L}U_0 = \tilde{\mu}_0, where \tilde{\mu}_t = \mathcal{L}_{\tilde{U}_t}.

To do this, we assume that there exist two strong solutions ̂U_t = \begin{pmatrix} \hat{X}_t \\ \hat{Z}_t \end{pmatrix} and ̂U'_t = \begin{pmatrix} \hat{X}'_t \\ \hat{Z}'_t \end{pmatrix} for equation (5.9) with the same initial value U_0. Note that ̂X and ̂X' are the solution of equation (1.5) with the same initial value, then by [74, Theorem 2.1], equation (1.5) has strong uniqueness, i.e., ̂X_t = ̂X'_t, \mathbb{P}\text{-a.s.} for any t ≥ 0. Hence, for any t ≥ 0, \mathbb{P}\text{-a.s.,}

\[ Z_t - Z'_t = \int_0^t \left\{ \partial_x \hat{b}(\hat{X}_s, \mathcal{L}_{\hat{X}_s}) \cdot (Z_s - Z'_s) + \mathbb{E} \left[ \partial_{\mu} \hat{b}(u, \mathcal{L}_{\hat{X}_s})(\hat{X}_s) \cdot (Z_s - Z'_s) \right]_{u = \hat{X}_s} \right\} ds + \int_0^t \left\{ \partial_x \sigma(\hat{X}_s, \mathcal{L}_{\hat{X}_s}) \cdot (Z_s - Z'_s) + \mathbb{E} \left[ \partial_{\mu} \sigma(u, \mathcal{L}_{\hat{X}_s})(\hat{X}_s) \cdot (Z_s - Z'_s) \right]_{u = \hat{X}_s} \right\} dW^1_s. \]

By the uniform boundedness of \partial_x \hat{b}(x, \mu), \partial_{\mu} \hat{b}(x, \mu), \partial_x \sigma(x, \mu) and \partial_{\mu} \sigma(x, \mu)(z), we have

\[ \mathbb{E}|Z_t - Z'_t|^2 \leq C \int_0^t \mathbb{E}|Z_s - Z'_s|^2 ds, \]

Then by Gronwall’s inequality, we get \mathbb{E}|Z_t - Z'_t|^2 = 0. Hence Z_t = Z'_t, \mathbb{P}\text{-a.s., which implies } U_t = U'_t, \mathbb{P}\text{-a.s. for any } t ≥ 0. Hence Eq. (5.9) is strong uniqueness. The strong uniqueness of Eq. (5.10) can be proved by the same argument. The proof is complete.
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