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Abstract. We investigate the spectral properties of the Schrödinger operators in $L^2(\mathbb{R}^n)$ with a singular interaction supported by an infinite family of concentric spheres

$$H_{R,\alpha} = -\Delta + \sum_{k=1}^{\infty} \alpha_k \delta(|x| - r_k).$$

We obtain necessary and sufficient conditions for the operator $H_{R,\alpha}$ to be self-adjoint, lower-semibounded. Also we investigate the spectral types of $H_{R,\alpha}$.

1. Introduction

We analyze the spectral properties of the Schrödinger operators in $L^2(\mathbb{R}^n)$, $n \geq 2$, with a singular interaction supported by an infinite family of concentric spheres, analogous to a system studied by Exner and Fraas [13, 14],

$$H_{R,\alpha} = -\Delta + \sum_{k=1}^{\infty} \alpha_k \delta(|x| - r_k).$$

Note that in [13, 14] the case of radially periodic interactions, $\alpha_k \equiv \alpha$ and $r_k = r_0 + Tk$, has been considered. Motivated by the paper of Hempel, Hinz, and Kalf [20], Exner and Fraas in [13] gave a complete characterization of the spectrum of the Hamiltonian $H_{R,\alpha}$ with radially periodic interactions.

The $\delta$ sphere interaction, formally given in three dimensions by the Hamiltonian $H = -\Delta + a\delta(|x| - r_0)$, has a long history. The physical motivation was coming mainly from nuclear physics, where the model was introduced by Green and Moszkowski [19] under the name of surface delta interaction. Other applications may be found in molecular [8] and solid state physics [26, 31]. A rigorous mathematical treatment of the $\delta$ sphere interaction was first given in [5] (see also [32] for the case of finitely many $\delta$ sphere interactions).

In the present paper we are interested in spectral properties of the operator $H_{R,\alpha}$ in the case of arbitrary positions $r_k$ and strengths $\alpha_k$ of the interactions. We are going to study the following problems: self-adjointness, lower semiboundedness, characterization of the spectrum.

Namely, assume that the sequence of radii $R = \{r_k\}_{k=1}^{\infty}$ is strictly increasing and can accumulate only at infinity, $r_k \uparrow +\infty$. Since the potential is spherically...
The operator $L$ of the Laplace–Beltrami operator on $\mathbb{R}^n$ is assumed to satisfy the following boundary condition at $r = 0$. In this case, the minimal symmetric operator associated with $(1.7)$ is defined as the closure of the following minimal symmetric operator $(1.5)$.

We get

$$L^2(\mathbb{R}^n) = L^2((0, \infty), r^{n-1}dr) \otimes L^2(S^{n-1}) = \bigoplus_{l=0}^{\infty} \mathbb{U}^{-1}L^2(0, \infty) \otimes \mathcal{H}_l$$

and

$$\mathbf{H}_{R, \alpha} = \bigoplus_{l=0}^{\infty} \mathbb{U}^{-1}\mathbf{h}^{(l)}_{R, \alpha} \mathbb{U} \otimes \mathbb{I}_l.$$  

Here $\mathcal{H}_l$ is the eigenspace corresponding to the $l$-th eigenvalue $\lambda_l = -l(l + n - 2)$ of the Laplace–Beltrami operator on $L^2(S^{n-1})$ and $I_l$ is the unit operator on $\mathcal{H}_l$.

The operator

$$\mathbf{h}^{(l)}_{R, \alpha} = -\frac{d^2}{dr^2} + \left(\frac{(n-1)(n-3)}{4} - \lambda_l\right) \frac{1}{r^2} + \sum_{k=1}^{\infty} \alpha_k \delta(r - r_k).$$

is defined as the closure of the following minimal symmetric operator

$$\mathbf{h}^{(l)}_{R, \alpha} = \mathbf{h}^{(l)}_{\text{min}}, \quad \mathbf{h}^{(l)}_{\text{min}}(f) = \tau^{(l)}[f],$$

where

$$\tau^{(l)} = -\frac{d^2}{dr^2} + \left(\frac{(n-1)(n-3)}{4} - \lambda_l\right) \frac{1}{r^2},$$

and $\text{dom}(\mathbf{h}^{(l)}_{\text{min}}) = \{f \in L^2_{\text{comp}}(\mathbb{R}_+) : f \in C^\infty(\mathbb{R}_+ \setminus R), \ \tau^{(l)}[f] \in L^2(\mathbb{R}_+), \ f(r_k^+) = f(r_k^-), \ f'(r_k^+) = f'(r_k^-) = \alpha_k f(r_k), \ k \in \mathbb{N}\}$.

If $l(n) := \frac{(n-1)(n-3)}{4} - \lambda_l \in [-1/2, 1/2]$, then the functions from $\text{dom}(\mathbf{h}^{(l)}_{\text{min}})$ are assumed to satisfy the following boundary condition at $r = 0$.

$$\lim_{r \to 0} j^{(l)} ((l(n) + 1)f(r) - rf'(r)) = 0.$$  

So, the spectral analysis of the operator $\mathbf{H}_{R, \alpha}$ is clearly reduced to the analysis of the Bessel operators $\mathbf{h}^{(l)}_{R, \alpha}$ with local point interactions. Our main aim is to apply the results obtained in the recent papers [3, 23] for studying the properties of the Hamiltonians $(1.1)$. 

The plan of the paper is as follows. Section 2 is of preliminary character. Here we collect the results on spectral properties of Sturm–Liouville operators $\mathbf{h}^{(l)}_{R, \alpha}$ with $\delta$-interactions. In Section 3, we show that all the results from Section 2 can be extended to the case of an arbitrary $l \geq -\frac{1}{2}$. In Section 4, we collect results on the number of negative squares (eigenvalues) of the operators $\mathbf{h}^{(l)}_{R, \alpha}$. In particular, we prove the analog of the classical Bargmann estimate for operators with $\delta$-interactions. Note that this problem has attracted some attention recently.

1Note that in [10] and [13] a somewhat different boundary condition $\lim_{r \to 0} \frac{f(r)}{r^{\frac{1}{2}}} = 0$ is used in the case $n = 2$ and $l = 0$, i.e., when $l(n) = -1/2$. In fact, these conditions coincide since in this case the minimal symmetric operator associated with $-\frac{d^2}{dr^2} - \frac{1}{4r^2}$ in $L^2(\mathbb{R}_+)$ has a unique positive self-adjoint extension.
It is clear that (2.3) \( H \) on the minimal domain (2.2) \( \mathcal{Q} \) interacts \([2, 3, 23]\). We consider the differential expression \([18, 11]\), it is shown in \([23, \S 5]\) that self-adjontness, lower semiboundedness, and discreteness of the spectrum of \( H_{R, \alpha} \) correlate with the corresponding spectral

**Notation.** \( \mathbb{N}, \mathbb{C}, \mathbb{R} \) have the usual meaning; \( \mathbb{R}^+ = [0, \infty) \).

\( \text{dom}(T), \ker(T), \text{ran}(T) \) are the domain, the kernel, the range of a linear operator \( T \) in a Hilbert space \( \mathcal{H} \), respectively; \( R_T(\lambda) := (T - \lambda I)^{-1}, \lambda \in \rho(T) \), is the resolvent of \( T \); \( \sigma(T) \) and \( \rho(T) \) denote the spectrum and the resolvent set of \( T \).

\( E_T(\cdot) \) denotes the spectral measure of a self-adjoint operator \( T = T^* \) in \( \mathcal{H} \), \( T_- := TE_T(-\infty, 0) \) and \( T_+ := TE_T(0, +\infty) \) are the negative and positive parts of the operator \( T \), respectively, and \( \kappa_\pm(T) := \dim (\text{ran}(T_\pm)) \) (if \( \kappa_\pm(T) < \infty \), then \( \kappa_\pm(T) \) is the number of negative/positive eigenvalues of \( T \) counting multiplicities).

Let \( R \) be a discrete subset of \( \mathbb{R}^+ \), \( R = \{r_k\}^\infty_{k=1} \) and \( r_k \uparrow +\infty \). Then \( \mathcal{C}_\infty(\mathbb{R}^+ \setminus R) \) is the set of infinitely differentiable functions on each interval \([r_{k-1}, r_k]\). Also we shall use the following Sobolev spaces \( (p \geq 1) \)

\[
W^{2,p}_0(\mathbb{R}^+ \setminus R) := \{ f \in W^{2,p}(\mathbb{R}_+) : f(r_k) = f'(r_k) = 0, k \in \mathbb{N} \},
\]

\[
W^{2,p}(\mathbb{R}^+ \setminus R) := \{ f \in L^2(\mathbb{R}_+) : f \in W^{2,p}[r_{k-1}, r_k], k \in \mathbb{N}, f'' \in L^p(\mathbb{R}_+) \},
\]

\[
W^{2,p}_\text{comp}(\mathbb{R}^+ \setminus R) := W^{2,p}(\mathbb{R}^+ \setminus R) \cap L^p(\mathbb{R}_+).
\]

### 2. 1-D Schrödinger operators with \( \delta \)-interactions

Let us first briefly recall the main properties of one-dimensional systems with \( \delta \) interactions \([2, 3, 23]\). We consider the differential expression

\[
\tau_{R, \alpha, q} = -\frac{d^2}{dr^2} + q(r) + \sum_{k \in \mathbb{N}} \alpha_k \delta(r - r_k), \quad r, r_k > 0,
\]

with \( \delta \)-type interactions at points \( r_k \) accumulating only at \( \infty \), \( r_k \uparrow +\infty \). Namely, define the operator

\[
\h'_{R, \alpha, q} = \tau_q := -\frac{d^2}{dr^2} + q(r), \quad q \in L^1_{\text{loc}}(\mathbb{R}_+),
\]

on the minimal domain

\[
\text{dom}(\h'_{R, \alpha, q}) = \{ f \in W^{2,1}_\text{comp}(\mathbb{R}^+ \setminus R) : f(0) = 0, f(r_k) = f'(r_k) = 0, f'((r_k)^+) = f'((r_k)^-), \quad \alpha_k f(r_k), \quad \tau_q f \in L^2(\mathbb{R}_+) \}.
\]

It is clear that \( \h'_{R, \alpha, q} \) is a symmetric operator. Let \( \h_{R, \alpha, q} \) denote the closure of \( \h'_{R, \alpha, q} \) in \( L^2(\mathbb{R}_+) \),

\[
\h_{R, \alpha, q} = \overline{\h'_{R, \alpha, q}}.
\]

If \( q \equiv 0 \), we set \( \h_{R, \alpha} := \h_{R, \alpha, 0} \).

In the recent paper \([23]\), two of us investigated the Hamiltonian \( \h_{R, \alpha, q} \) in the framework of the extension theory of symmetric operators. More precisely, applying the technique of boundary triplets and the corresponding Weyl functions (see, e.g., \([18, 11]\)), it is shown in \([23, \S 5]\) that self-adjointness, lower semiboundedness, and discreteness of the spectrum of \( H_{R, \alpha} \) correlate with the corresponding spectral
properties of the Jacobi matrix
(2.4)
\[ B_{R,\alpha} = \begin{pmatrix}
    p_1^{-2}(\alpha_1 + \frac{1}{d_1} + \frac{1}{d_2}) & -(p_1p_2d_2)^{-1} & 0 & \ldots \\
    (p_1p_2d_2)^{-1} & p_2^{-2}(\alpha_2 + \frac{1}{d_2} + \frac{1}{d_3}) & -(p_2p_3d_3)^{-1} & \ldots \\
    0 & -(p_2p_3d_3)^{-1} & p_3^{-2}(\alpha_3 + \frac{1}{d_3} + \frac{1}{d_4}) & \ldots \\
    \ldots & \ldots & \ldots & \ldots
\end{pmatrix}, \]

where
(2.5)
\[ d_k := r_k - r_{k-1}, \quad \text{and} \quad p_k := \sqrt{d_k + d_{k+1}}, \quad k \in \mathbb{N}. \]

Namely, with \( B_{R,\alpha} \) one associates in \( l^2 \) a closed minimal symmetric operator, also denoted by \( B_{R,\alpha} \) (cf. [6]). Then the following theorem holds.

**Theorem 2.1** ([23, 24]). Let \( h_{R,\alpha,q} \) and \( B_{R,\alpha} \) be the minimal symmetric operators defined by (2.1) and (2.4)-(2.5), respectively. Assume also that \( q \in L^\infty(\mathbb{R}_+) \) and \( d^* := \sup k d_k < \infty \). Then:

(i) \( h_{R,\alpha,q} \) is self-adjoint if and only if so is \( B_{R,\alpha} \). Moreover, \( n_\pm(h_{R,\alpha,q}) = n_\pm(B_{R,\alpha}) \leq 1 \).

(ii) \( h_{R,\alpha,q} \) is lower semibounded (non-negative) if and only if so is \( B_{R,\alpha} \).

(iii) If \( h_{R,\alpha,q} = h_{R,\alpha,q}^* \), then \( \sigma(h_{R,\alpha,q}) \) is discrete precisely when \( d_k \rightarrow 0 \) and \( \sigma(B_{R,\alpha,q}) \) is discrete.

(iv) Assume in addition that \( q \equiv 0 \). Then the negative spectrum of \( h_{R,\alpha} \) is discrete (finite) if and only if the negative spectrum of \( B_{R,\alpha} \) is also discrete (finite). Moreover, \( \kappa_-(h_{R,\alpha}) = \kappa_-(B_{R,\alpha}) \).

Using the form approach developed in [8] for lower semibounded Hamiltonians with \( \delta \)-interactions, Theorem 2.1 can be made more specific and detailed in several directions.

**Theorem 2.2.** If the minimal operator \( h_{R,\alpha,q} \) is lower semibounded, then it is self-adjoint, \( h_{R,\alpha,q} = (h_{R,\alpha,q})^* \).

In particular, if
(2.6) \[ \sup_{r>0} \int_r^{r+1} |q_-(t)|dt < +\infty, \quad q_\pm(r) := (q(r) \pm |q(r)|)/2, \]

and
(2.7) \[ \sup_{r>0} \sum_{r_k \in [r,r+1]} |\alpha_k^-| < +\infty, \quad \alpha_k^\pm := (\alpha_k \pm |\alpha_k|)/2, \]

then the operator \( h_{R,\alpha,q} \) is lower semibounded and hence is self-adjoint.

Next the classical Molchanov discreteness criterion has been extended in [8] to the case of the Hamiltonians \( h_{R,\alpha,q} \).

**Theorem 2.3.** Let the potential \( q \) and the sequence \( \alpha \) satisfy (2.6) and (2.7), respectively. The spectrum \( \sigma(h_{R,\alpha,q}) \) of the operator \( h_{R,\alpha,q} \) is discrete if and only if for every \( \varepsilon > 0 \)
(2.8) \[ \int_r^{r+\varepsilon} q(t)dt + \sum_{r_k \in (r,r+\varepsilon]} \alpha_k \rightarrow \infty \quad \text{as} \quad r \rightarrow \infty. \]

Moreover, the version of Birman’s result [7] on stability of a continuous spectrum holds true.
Theorem 2.4 ([3]). Let $q$ and $\alpha$ satisfy (2.6) and (2.7), respectively. If

$$\lim_{r \to 0} \int_{r}^{r+1} |q(t)| dt = 0$$

and

$$\lim_{r \to \infty} \sum_{r_k \in [r, r+1]} |\alpha_k| = 0,$$

then $\sigma_c(h_{R,\alpha,q}) = \sigma_c(h_q) = \mathbb{R}_+.$

It is interesting to note that the condition

$$\lim_{k \to \infty} |\alpha_k| = 0,$$

is insufficient for the Hamiltonian $h_{R,\alpha}$ to have a continuous spectrum (see [23, 3]). Moreover, it may even happen that (2.11) is satisfied, although the spectrum $\sigma(h_{R,\alpha})$ is purely discrete (see [3, Remark 4.6]).

Remark 2.5. Let us mention that Theorems 2.2, 2.3, and 2.4 remain true for potentials that are locally finite measures on $\mathbb{R}_+$ (see [3]).

3. Bessel operators with local point interactions

The main goal of this section is to extend the results of Section 2 to the case of Bessel type operators. Namely, assume that $r_k \uparrow +\infty$, $\alpha = \{\alpha_k\}_1^\infty \subset \mathbb{R}$, $q \in L^1_{\text{loc}}(\mathbb{R}_+)$, and $l \geq -1/2$. Consider the following differential expression in $L^2(\mathbb{R}_+)$

$$\tau_{(l)}_{R,\alpha,q} = -\frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} + q(r) + \sum_k \alpha_k \delta(r-r_k).$$

If $R = \emptyset$ or $\alpha \equiv 0$, then $\tau_{(l)}_{R,0,q} = \tau_{(l)}_{0,q}$ and $\tau_{(l)} := \tau_{(l)}_{0}$. Define the operator

$$(h_{(l)}_{R,\alpha,q})' f := \tau_{(l)}_{R,\alpha,q} [f], \quad \tau_{(l)}_{q} := -\frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} + q(r)$$

on the minimal domain

$$\text{dom } (h_{(l)}_{R,\alpha,q})' = \{ f \in W^{2,1}_{\text{comp}}(\mathbb{R}_+ \setminus R) : f(r_k+) = f(r_k-), \ f'(r_k+) - f'(r_k-) = \alpha_k f(r_k), \ \tau_{(l)}_{q} f \in L^2(\mathbb{R}_+) \}.$$ 

If $l \in [-\frac{1}{2}, \frac{1}{2}]$, then we also impose the usual boundary conditions at $r = 0$,

$$\lim_{r \to 0} r^l \left( l + 1 \right) f(r) - r f'(r) = 0.$$ 

Clearly, the operator $(h_{(l)}_{R,\alpha,q})'$ is symmetric. Let us denote its closure by $h_{(l)}_{R,\alpha,q}$:

$$h_{(l)}_{R,\alpha,q} := (h_{(l)}_{R,\alpha,q})'.$$
3.1. Connection with Jacobi matrices. In this subsection we are going to establish the analog of Theorem 2.1.

**Lemma 3.1.** Let \( h_{R,\alpha}^{(l)} \) and \( B_{R,\alpha} \) be the minimal symmetric operators defined by \( (3.1) \) and \( (2.4) \), respectively. Assume also that \( q \in L^\infty(\mathbb{R}_+) \) and \( d^* := \sup_k d_k < \infty \). Then:

(i) \( h_{R,\alpha}^{(l)} \) is self-adjoint if and only if so is \( B_{R,\alpha} \). Moreover, \( n_\pm(h_{R,\alpha}^{(l)}) = n_\pm(B_{R,\alpha}) \leq 1 \).

(ii) \( h_{R,\alpha}^{(l)} \) is lower semibounded if and only if so is \( B_{R,\alpha} \). Moreover, \( h_{R,\alpha}^{(l)} \) is nonnegative whenever so are \( l \) and \( B_{R,\alpha} \).

(iii) If \( h_{R,\alpha}^{(l)} = (h_{R,\alpha}^{(l)})^* \), then \( \sigma(h_{R,\alpha}^{(l)}) \) is discrete precisely when \( d_k \to 0 \) and \( \sigma(B_{R,\alpha}) \) is discrete.

(iv) Assume that \( q \equiv 0 \). The negative spectrum of \( h_{R,\alpha}^{(l)} \) is discrete if and only if the negative spectrum of \( B_{R,\alpha} \) is also discrete.

(v) Assume that \( q \equiv 0 \) and \( l \geq 0 \). The negative spectrum of \( h_{R,\alpha}^{(l)} \) is finite if so is the negative spectrum of \( B_{R,\alpha} \). Moreover, \( \kappa_-(h_{R,\alpha}^{(l)}) \leq \kappa_-(B_{R,\alpha}) \).

**Proof.** Choose \( c \in (0, r_1) \). Then the operator \( h_{R,\alpha}^{(l)} \) is a rank one perturbation (in the resolvent sense) of the following direct sum operator

\[
h_{R,\alpha}^{(l),D}(0, c) \oplus h_{R,\alpha}^{(l),D}(c, \infty).
\]

Here \( h_{R,\alpha}^{(l),D}(\mathcal{I}) \) denotes the operator obtained by restricting \( h_{R,\alpha}^{(l)} \) to the interval \( \mathcal{I} \in \{([0, c], (c, +\infty))\} \) and subject to the Dirichlet boundary conditions at \( r = c \).

Further, we observe that the potential

\[
q^{(l)}(r) = \frac{l(l+1)}{r^2}
\]

tends to 0 as \( r \to \infty \) and also is bounded on \( (c, +\infty) \) for all \( l \geq -1/2 \). Therefore, Theorem 2.1 clearly holds for the operator \( h_{R,\alpha}^{(l),D}(c, \infty) \).

Again, since \( l \geq -1/2, q \in L^\infty(0, c) \) and \( c < r_1 \), the operator \( h_{R,\alpha}^{(l),D}(0, c) = h_q^{(l),D}(0, c) \) is self-adjoint, lower semibounded and has purely discrete spectrum. The proof of the lemma is completed by using the fact that self-adjointness, lower semiboundedness, discreteness, as well as a continuous spectrum are stable under finite rank perturbations. Moreover, the same arguments prove statements (iv) and (v).

**Remark 3.2.** Let us note that condition (v) is only sufficient since finiteness of the negative spectrum of \( h_{R,\alpha}^{(l)} \) is not stable under perturbations by critical potentials \( q(r) = \frac{\gamma}{(r+1)^2}, \gamma \in \mathbb{R} \) (cf. (1.5)).

**Remark 3.3.** Clearly, using the same line of reasoning as in the proof of Lemma 3.1, one can extend Theorems 2.2, 2.3 and 2.4 to the case of operators \( h_{R,\alpha}^{(l)} \) with \( l \geq -1/2 \).

4. Number of negative squares
4.1. The case of an arbitrary measure potential. Let \( l \geq -1/2 \). To any finite non-negative Borel measure \( \mu \) on \( \mathbb{R}_+ \) we associate the quadratic form
\[
(4.1) \quad t_{-\mu}^{(l)}[f] = \int_0^\infty (f'(r))^2 dr + l(l + 1) \int_0^\infty |f(r)|^2 \frac{dr}{r^2} - \int_0^\infty |f(r)|^2 d\mu(r),
\]
\[
(4.2) \quad \text{dom}(t_{-\mu}^{(l)}) = \text{dom}(t_0^{(l)}).
\]
Here \( \text{dom}(t_0^{(l)}) \) denotes the form domain of the Bessel operator \( h_0^{(l)} = -\frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} \) in \( L^2(\mathbb{R}_+) \). Note that the form \( t_{-\mu}^{(l)} \) is closed (cf. [22] and Theorem 2.2, Remarks 2.1 and 2.3). Denote by \( h_{-\mu}^{(l)} = -\frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} - \mu \) the (Bessel) self-adjoint operator associated with \( t_{-\mu}^{(l)} \) in \( L^2(\mathbb{R}_+) \).

**Theorem 4.1** (Bargmann’s bound). Let \( \mu \) be a finite non-negative Borel measure on \( \mathbb{R}_+ \). Then
\[
(4.3) \quad \kappa_{-}(h_{-\mu}^{(l)}) < \begin{cases} 
\frac{1}{2l+1} \int_0^\infty r d\mu(r), & l > -1/2, \\
\int_0^\infty r |\log(r)| d\mu(r), & l = -1/2.
\end{cases}
\]

**Remark 4.2.** If \( \mu \) is absolutely continuous w.r.t. the Lebesgue measure, \( \mu = q(r)dr \), the result is well known and the estimate is called the Bargmann bound. The second one is based on the Birman–Schwinger approach and establishes a connection with the Krein string operators.

**The first proof.** Choose a nondecreasing sequence \( \{q_n\}_{n=1}^\infty \) of functions \( q_n : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) such that
\[
(4.4) \quad q_{n+1} \geq q_n, \quad q_n \in L^1(\mathbb{R}_+; r), \quad \text{and} \quad q_n dr \underset{w}{\rightharpoonup} \mu.
\]
Clearly, the operator \( h_n := h_{-q_n}^{(l)} = -\frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} - q_n \) is self-adjoint and lower semibounded. Moreover, it follows from (4.3) and (4.4) that
\[
(4.5) \quad t_n^{(l)}[f] := t_{-q_n}^{(l)}[f] \searrow t_{-\mu}^{(l)}[f], \quad \text{as} \quad n \rightarrow \infty,
\]
for every \( f \in \text{dom}(t_0^{(l)}) \), i.e., the forms \( t_n^{(l)} \) approach the form \( t_{-\mu}^{(l)} \) from above. Therefore, by [22] Theorem VIII.3.11, the convergence in (4.5) implies that the operators \( h_n^{(l)} \) converge to \( h_{-\mu}^{(l)} \) in the strong resolvent sense. In turn, by [22] Theorem VIII.5.1, \( E_n(-\infty, 0) \rightarrow E_{h_{-\mu}^{(l)}}(-\infty, 0) \) where \( E_n(\cdot) \) and \( E_{h_{-\mu}^{(l)}}(\cdot) \) are the spectral measures of \( h_n \) and \( h_{-\mu}^{(l)} \), respectively. Hence \( \kappa_{-}(h_{-\mu}^{(l)}) = \kappa_{-}(h_n^{(l)}) \) for \( n \) large enough. Combining this relation with the classical Bargman estimates in the case \( l > -1/2 \)
\[
(4.6) \quad \kappa_{-}(h_n^{(l)}) \leq \frac{1}{2l+1} \int_0^\infty q_n(r) dr \leq \frac{1}{2l+1} \int_0^\infty r d\mu(r), \quad n \in \mathbb{N},
\]
we arrive at (4.3) with \( l > -1/2 \). The case \( l = -1/2 \) is considered similarly.

**The second proof.** If the integral in (4.3) is infinite, then the claim is trivial. So, assume that it is finite.
Firstly, for $\lambda \leq 0$ consider the following self-adjoint integral operator $K_\mu(\lambda)$ acting in $L^2(\mathbb{R}^+, d\mu)$

$$
(K_\mu(\lambda)f)(r) = \int_0^\infty K_l(r, s; \lambda)f(s)d\mu(s),
$$

where the kernel $K_l$ is the Green function of the unperturbed Bessel operator $h_0^{(l)}$, 

$$
K_l(r, s; \lambda) = \begin{cases} 
\phi_l(\lambda, r)\psi_l(\lambda, s), & r \leq s, \\
\phi_l(\lambda, s)\psi_l(\lambda, r), & r \geq s,
\end{cases} \quad l \geq -\frac{1}{2}
$$

Here

$$
\phi_l(\lambda, r) = \frac{\Gamma(l + \frac{3}{2})2^{l+1}}{\sqrt{\pi}}\lambda^{-\frac{2l+1}{4}}\sqrt{\frac{\pi r}{2}}J_{l+1/2}(\sqrt{\lambda}r),
$$

$$
\psi_l(\lambda, r) = i\frac{\sqrt{\pi}}{\Gamma(l + \frac{3}{2})2^{l+1}}\lambda^{-\frac{2l+1}{4}}\sqrt{\frac{\pi r}{2}}H_{l+1/2}^{(1)}(\sqrt{\lambda}r),
$$

where $J_\nu(\cdot)$ and $H_\nu(\cdot)$ are the Bessel and the Hankel functions of order $\nu$ (see, e.g., Chapter 9).

Notice that the kernel $K_l$ is positive definite if $\lambda \leq 0$. Moreover, if $\lambda_1 < \lambda_2 \leq 0$, then $0 \leq K_\mu(\lambda_1) \leq K_\mu(\lambda_2)$.

Since $\mu$ is a finite measure, the identical embedding $L^2(\mathbb{R}^+) \to L^2(\mathbb{R}^+, d\mu)$ is continuous and dense. Therefore, for $\lambda < 0$ the operator $K_\mu(\lambda)$ is bounded on $L^2(\mathbb{R}^+, d\mu)$. Observe also that (cf. formulas (9.1.10), (9.1.3) and (9.1.11))

$$
\phi_l(0, r) = r^{l+1}, \quad \psi_l(0, r) = \begin{cases} 
r^{-\frac{1}{2l+1}}, & l > -\frac{1}{2}, \\
\sqrt{l}\log(r), & l = -\frac{1}{2},
\end{cases} \quad r > 0.
$$

Therefore (see Chapter III.10), for all $\lambda \leq 0$ the operator $K_\mu(\lambda)$ is of trace class and

$$
\text{tr} K_\mu(\lambda) = \int_0^\infty K_l(r, r; \lambda)d\mu(r) \leq \text{tr} K_\mu(0)
$$

$$
= \int_0^\infty K_l(r, r; 0)d\mu(r) = \begin{cases} 
\frac{1}{2l+1} \int_0^\infty r d\mu(r), & l > -1/2, \\
\int_0^\infty |\log(r)|d\mu(r), & l = -1/2.
\end{cases}
$$

By Theorem 2.1 the negative spectrum of $h_{-\mu}$ consists of isolated eigenvalues. We show that $-\lambda_0 < 0$ is the eigenvalue of $h_{-\mu}$ if and only if 1 is the eigenvalue of $K_\mu(-\lambda_0)$. Indeed, let $\psi_0$ be the eigenfunction of $h_{-\mu}$ corresponding to $-\lambda_0$. The latter means that the equality

$$
((h_0^{(l)} + \lambda_0)\psi_0, g)_{L^2} = (\psi_0, g)_{L^2}
$$

holds true for all $g \in L^2(\mathbb{R}^+)$. Therefore, we get

$$
(\psi_0, g)_{L^2} = (h_0^{(l)} + \lambda_0)\psi_0 = (h_0^{(l)} + \lambda_0)^{-1}g
$$

$$
= (\psi_0, (h_0^{(l)} + \lambda_0)^{-1}g)_{L^2} = \int_0^\infty \left( \int_0^\infty K_l(r, s; \lambda_0)g(s)ds \right) \psi_0(r)d\mu(r)
$$

$$
= \int_0^\infty \left( \int_0^\infty K_l(r, s; \lambda_0)\psi_0(s)d\mu(s) \right) g(r)dr = (K_\mu(-\lambda_0)\psi_0, g)_{L^2}.
$$
Since $\mu$ is a finite measure, the identical embedding $L^2(\mathbb{R}_+) \to L^2(\mathbb{R}_+, d\mu)$ is dense. This implies that $\psi_0$ is the eigenfunction of $\mathcal{K}_\mu(-\lambda_0)$ corresponding to the eigenvalue 1. Moreover,

\[
\dim \ker (h_{-\mu}^{(l)} + \lambda_0) = \dim \ker (I - K_\mu(-\lambda_0)).
\]

Note that for any $g \in L^2(\mathbb{R}_+, d\mu)$ the scalar function $(\mathcal{K}_\mu(\lambda)g, g)$ strictly increases as $\lambda \uparrow 0$. It easily follows (cf. [11] Theorem 41, the first step of the proof) that

\[
\kappa_-(h_{-\mu}^{(l)}) = \sum_{\lambda<0} \dim \ker (I - \mathcal{K}_\mu(\lambda)) \leq \kappa_-(I - K_\mu(0))
\]

Combining this estimate with the obvious inequality

\[
\kappa_-(I - K_\mu(0)) = \#\{\sigma(K_\mu(0)) \cap (1, \infty)\} < \text{tr} K_\mu(0),
\]

and taking formula (4.11) into account we complete the proof. \hfill \Box

**Remark 4.3.** (i) The second proof is a modification of the Birman-Schwinger approach, see, e.g., [27, 30, 33, 34].

(ii) To the best of our knowledge (see, e.g., [22, 30, 33, 34]) the inequality in (4.3) is usually nonstrict, i.e., $\kappa_-(h_{-\mu}^{(l)}) \leq \int_0^\infty r d\mu(r)$. However, it follows from the second proof that the inequality in (4.3) is indeed strict.

**Corollary 4.4.** Let $q \in L^1_{\text{loc}}(\mathbb{R}_+)$ and $\alpha$ be such that (2.6) and (2.7) are satisfied. Let also $l > -\frac{1}{2}$ and

\[
(h_{R,\alpha,q}^{(l)}) := -\frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} + q(r) + \sum_{k=1}^{\infty} \alpha_k \delta(r-r_k).
\]

Then

\[
\kappa_-(h_{R,\alpha,q}^{(l)}) < \frac{1}{2l+1} \left( \int_0^\infty r q_-(r) dr + \sum_{k=1}^{\infty} |\alpha_k| r_k \right),
\]

where $q_-(x) = (q(x) - |q(x)|)/2$ and $\alpha_k = (\alpha_k - |\alpha_k|)/2$.

**Proof.** Immediately follows from Theorem 4.1. \hfill \Box

### 4.2. The case of a finite number of $\delta$-interactions

In this subsection we restrict ourselves to the case of finitely many $\delta$-interactions,

\[
h_{R,\alpha}^{(l)} = -\frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} + \sum_{k=1}^{N} \alpha_k \delta(r-r_k), \quad N \in \mathbb{N}.
\]

We also exclude the case $l = -1/2$ in order to avoid cumbersome calculations.

#### 4.2.1. The boundary triplet and the corresponding Weyl function

The operator $h_{R,\alpha}^{(l)}$ also admits the following representation

\[
h_{R,\alpha}^{(l)} = -\frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} + \sum_{k=1}^{N} \alpha_k (\cdot, \delta(r-r_k)) \delta(r-r_k).
\]

Note that it is a self-adjoint extension of the following symmetric operator having deficiency indices $(N, N)$

\[
h_{\text{min}}^{(l)} = h_{R,\alpha}^{(l)} | \text{dom}(h_{\text{min}}^{(l)}), \quad \text{dom}(h_{\text{min}}) = \{ f \in \text{dom}(h_{0}^{(l)}): f(1) = \ldots = f(N) = 0 \}.
\]
Using the asymptotic behavior of Bessel and Hankel functions (cf. [1], formulas (9.1.10) and (9.2.3))

\[ J_{l+1/2}(z) \sim \left( \frac{z}{2} \right)^{l+\frac{1}{2}}, \quad z \to 0, \]

\[ H_{l+1/2}^{(1)}(z) \sim \sqrt{\frac{2}{\pi z}} e^{i(z-\frac{\pi(l+1)}{2}}), \quad z \to \infty, \quad (-\pi < \arg z < 2\pi), \]

we conclude that the defect subspace \( \mathcal{N}_z := \mathcal{N}_z(h^{(l)}_{\min}) \) of \( h^{(l)}_{\min} \) is given by

\[
\mathcal{N}_z = \text{span}\{ f_k(z, r) \}_{k=1}^N. \quad f_k(z, r) = \begin{cases} \phi_l(z, r)\psi_l(z, r), & r \leq r_k \\ \phi_l(z, r_0)\psi_l(z, r), & r \geq r_k \end{cases}
\]

for any \( z \notin \mathbb{R}_+ \). Here the functions \( \phi_l \) and \( \psi_l \) are defined by (4.19).

First we present a boundary triplet for the operator \( (h^{(l)}_{\min})^* \) and compute the corresponding Weyl function (see Definitions A.1 and A.2).

**Proposition 4.5.**

(i) The adjoint operator \( (h^{(l)}_{\min})^* \) is given by the differential expression \( \tau^{(l)} \) on the domain

\[
\text{dom} \left( (h^{(l)}_{\min})^* \right) = \{ f \in W^{2,2}((\mathbb{R}_+ \setminus \{0\}) \cap W^{1,2}(\mathbb{R}_+) : f \text{ satisfies } \text{\eref{4.20}}, \quad \tau^{(l)} f \in L^2(\mathbb{R}_+) \}. 
\]

(ii) The triplet \( \Pi = \{ \mathbb{C}^N, \Gamma_0, \Gamma_1 \} \), where \( \Gamma_0, \Gamma_1 : \text{dom} \left( (h^{(l)}_{\min})^* \right) \to \mathbb{C}^N \) are given by

\[
\Gamma_0 f = \begin{pmatrix} f'(r_1) - f'(r_1^+) \\ f'(r_2) - f'(r_2^+) \\ \vdots \\ f'(r_N) - f'(r_N^+) \end{pmatrix}, \quad \Gamma_1 f = \begin{pmatrix} f(r_1) \\ f(r_2) \\ \vdots \\ f(r_N) \end{pmatrix},
\]

forms a boundary triplet for the operator \( (h^{(l)}_{\min})^* \).

(iii) The corresponding Weyl function is given by

\[
M_l(z) = \left( f_k(z, r_j) \right)_{j,k=1}^N, \quad z \notin \mathbb{R}_+.
\]

(iv) The domain of the operator \( h^{(l)}_{R,\alpha} \) admits the following representation

\[
\text{dom} \left( h^{(l)}_{R,\alpha} \right) = \ker(\Gamma_1 + \Lambda^{-1}\Gamma_0), \quad \Lambda = \text{diag}\{\alpha_1, \ldots, \alpha_N\}.
\]

**Proof.** (i), (ii) and (iv) are straightforward.

Let us prove (iii). By Definition A.2 the Weyl function is defined by

\[
\Gamma_1 f_z = M(z)\Gamma_0 f_z, \quad f_z \in \mathcal{N}_z, \quad z \notin \mathbb{R}_+.
\]

Setting

\[
f_z := \sum_{k=1}^N c_k f_k(z, r), \quad c = (c_1, \ldots, c_2) \in \mathbb{C}^N,
\]

we obtain

\[
\Gamma_1 f_z = \begin{pmatrix} \sum_k c_k f_k(z, r_1) \\ \sum_k c_k f_k(z, r_2) \\ \vdots \\ \sum_k c_k f_k(z, r_N) \end{pmatrix}.
\]
Moreover, since

\[
f_z'(r_j^+) - f_z'(r_j^-) = \sum_{k=1}^{N} c_k (f_k'(r_j^+) - f_k'(r_j^-))
\]

\[
= c_j (\phi_i(z,r_j)\psi_i(z,r_j) - \phi_j'(z,r_j)\psi_j(z,r_j)) + \sum_{k \neq j} c_k \cdot 0 = -c_j,
\]

we see that

\[
(4.24) \quad \Gamma_0 f_z = \left(\begin{array}{c} c_1 \\ c_2 \\ \vdots \\ c_N \end{array}\right).
\]

Combining (4.23) with (4.24) we arrive at (4.19). \hfill \square

**Remark 4.6.** Note that the Weyl function (4.19) can be represented in the following form

\[
(4.25) \quad M_i(z) = \left( (\mathbf{h}_0^{(i)} - z)^{-1} \mathbf{\phi}, \mathbf{\phi} \right), \quad \mathbf{\phi} = (\delta_1, \ldots, \delta_N),
\]

where \( \delta_k := \delta(\cdot - r_k) \) and \( \mathbf{h}_0^{(i)} \) is the \([\mathbf{S}_1, \mathbf{S}_-]_1\)-continuation of the unperturbed Bessel operator \( \mathbf{h}_0^{(i)} \). Indeed, since \( (\mathbf{h}_0^{(i)} - z)^{-1} = \mathcal{K} \), where \( \mathcal{K} := \mathcal{K}_0 \) is the integral operator (4.7)–(4.8) with \( d\mu = dr \), it is not difficult to check that \( M_i \) given by (4.25) coincides with (4.19).

**4.2.2. The number of negative eigenvalues.** Using (4.20) and (4.19) and applying Proposition 4.1, we arrive at the following equality

\[
\kappa_-(\mathbf{h}_{R,\alpha}^{(i)}) = \kappa_-(\Lambda^{-1} - M_i(0)) - \kappa_-(\Lambda^{-1} - M_i(-\infty)),
\]

where

\[
M_i(0) := \lim_{\lambda \uparrow -0} M_i(\lambda), \quad M_i(-\infty) := \lim_{\lambda \downarrow -\infty} M_i(\lambda).
\]

Using [1] formulas (9.2.1) and (9.2.3), it is not difficult to see that \( M_i(-\infty) = 0 \). Moreover, using [1] formulas (9.1.7) and (9.1.9), we obtain

\[
(4.26) \quad M_i(0) := \frac{1}{2l + 1} \left( \begin{array}{ccccc} r_1 & r_1^{l+1} & r_1^{l-1} & \cdots & r_1^{l+1} \\ r_1^{l+1} & r_2 & r_2^{l+1} & \cdots & r_2^{l+1} \\ r_2^{l+1} & r_3 & r_3^{l+1} & \cdots & r_3^{l+1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ r_1^{l+1} & r_2^{l+1} & r_3^{l+1} & \cdots & r_N^{l+1} \\ r_1^{l+1} & r_2^{l+1} & r_3^{l+1} & \cdots & r_N^{l+1} \end{array} \right).
\]

Finally, noting that \( \kappa_-(\Lambda^{-1}) = \kappa_+(\Lambda) = \kappa_+(\alpha) \), we prove the following result.

**Theorem 4.7.** Let \( \mathbf{h}_{R,\alpha}^{(i)} \) be the operator given by (4.15). Then

\[
(4.27) \quad \kappa_-(\mathbf{h}_{R,\alpha}^{(i)}) = \kappa_+(M_{R,\alpha}^{(i)}) - \kappa_+(\alpha),
\]
where
\[ M^{l}_{R,\alpha} = (2l+1)(\Lambda^{-l} + M_l(0)) \]
\[ \begin{pmatrix} 2l+1 + r_1^{-1} & r_1^{l+1} r_2^{-l} & r_1^{l+1} r_3^{-l} & \ldots & r_1^{l+1} r_N^{-l} \\ r_1^{l+1} r_2^{-l} & 2l+1 + r_2^{-1} & r_2^{l+1} r_3^{-l} & \ldots & r_2^{l+1} r_N^{-l} \\ r_1^{l+1} r_3^{-l} & \alpha r_2^{l+1} r_3^{-l} & 2l+1 + r_3^{-1} & \ldots & r_3^{l+1} r_N^{-l} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \alpha \cdot r^{l+1} r_N^{-l} & \alpha \cdot r^{l+1} r_N^{-l} & \alpha \cdot r^{l+1} r_N^{-l} & \ldots & 2l+1 + r_N^{-1} \end{pmatrix}. \]

As an immediate corollary we get the following statement.

**Corollary 4.8.** Let \( h^{(l)}_{R,\alpha} \) be the operator given by \( l = 1 \). Then
\[ \kappa_{-}(h^{(l)}_{R,\alpha}) \leq \kappa_{-}(\alpha). \]

**Proof.** It suffices to note that \( \kappa_{+}(M^{l}_{R,\alpha}) \leq N \) and \( \kappa_{+}(\alpha) = N - \kappa_{-}(\alpha) \). Therefore, using \( \kappa_{-}(h^{(l)}_{R,\alpha}) \leq \kappa_{+}(M^{l}_{R,\alpha}) \), we arrive at \( \kappa_{-}(h^{(l)}_{R,\alpha}) \leq \kappa_{-}(\alpha) \).

**Corollary 4.9.** Let \( \kappa_{-}(\alpha) = n \leq N \). Denote the negative intensities by \( \alpha = \{ \alpha_k \}_{k=1}^{n} \) and the corresponding centers by \( R = \{ r_k \}_{k=1}^{n} \). Then
\[ \kappa_{-}(h^{(l)}_{R,\alpha}) \leq \kappa_{+}(M^{l}_{R,\alpha^{-}}), \]
where
\[ M^{l}_{R,\alpha^{-}} = \begin{pmatrix} 2l+1 & (r_1)^{l+1} (r_2)^{-l} & (r_1)^{l+1} (r_3)^{-l} & \ldots & (r_1)^{l+1} (r_N)^{-l} \\ (r_1)^{l+1} (r_2)^{-l} & 2l+1 & (r_2)^{l+1} (r_3)^{-l} & \ldots & (r_2)^{l+1} (r_N)^{-l} \\ (r_1)^{l+1} (r_3)^{-l} & (r_2)^{l+1} (r_3)^{-l} & 2l+1 & \ldots & (r_3)^{l+1} (r_N)^{-l} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ (r_1)^{l+1} (r_N)^{-l} & (r_2)^{l+1} (r_N)^{-l} & (r_3)^{l+1} (r_N)^{-l} & \ldots & 2l+1 \end{pmatrix}. \]

**Proof.** To prove the claim it suffices to note that
\[ \kappa_{-}(h^{(l)}_{R,\alpha}) \leq \kappa_{-}(h^{(l)}_{R,\alpha^{-}}), \]
and then to apply Theorem 4.7 to the operator \( h^{(l)}_{R,\alpha^{-}} \).

**Example 4.10.** Assume that \( N = 1 \), i.e., consider the Hamiltonian
\[ h^{(l)} := -\frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} + \alpha_1 \delta(r - r_1), \]
where \( \alpha_1 < 0 \) and \( r_1 > 0 \). By Theorem 4.7 we obtain
\[ \kappa_{-}(h^{(l)}) = \begin{cases} 0, & |\alpha_1|r_1 \leq 2l+1, \\ 1, & |\alpha_1|r_1 > 2l+1. \end{cases} \]

**Example 4.11.** Assume now that \( N = 2 \), i.e., consider the Hamiltonian
\[ h^{(l)} := -\frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} + \alpha_1 \delta(r - r_1) + \alpha_2 \delta(r - r_2), \]
where \( \alpha_j \in \mathbb{R} \setminus \{ 0 \} \) and \( r_2 > r_1 > 0 \).

If \( \alpha = \{ \alpha_1, \alpha_2 \} \subset (0, +\infty) \), then, by Corollary 4.22, \( \kappa_{-}(h^{(l)}) = 0 \).

Assume that either \( \alpha_1 < 0 \) or \( \alpha_2 < 0 \), that is \( \kappa_{-}(\alpha) = 1 \). Then, by Theorem 4.7
\[ \kappa_{-}(h^{(l)}) = \begin{cases} 0, & \det M_2 \leq 0, \\ 1, & \det M_2 > 0. \end{cases} \]
Here

\[ M_2^l = \left( \frac{2l+1}{\alpha_1+1} r_1 + \frac{r_{l+1}^{l+1} r_{l+1}^{l+1}}{r_1^{l+1} + r_2^{l+1}} \right) \cdot \]

If both \( \alpha_1 \) and \( \alpha_2 \) are negative, then

\[ \kappa_- (h_2^{(l)}) = \kappa_+ (M_2^l). \]

In particular, \( \kappa_- (h_2^{(l)}) = 0 \) precisely if

\[ |\alpha_j| r_j < 2l + 1, \quad (j = 1, 2), \quad \text{and} \quad \left( \frac{2l+1}{\alpha_1} + r_1 \right) \left( \frac{2l+1}{\alpha_2} + r_2 \right) > \frac{r_{1}^{2l+2}}{r_2^{2l+2}}. \]

Moreover, \( \kappa_- (h_2^{(l)}) = 2 \) if and only if

\[ |\alpha_j| r_j \geq 2l + 1, \quad (j = 1, 2), \quad \text{and} \quad \left( \frac{2l+1}{\alpha_1} + r_1 \right) \left( \frac{2l+1}{\alpha_2} + r_2 \right) < \frac{r_{1}^{2l+2}}{r_2^{2l+2}}. \]

If \( \alpha_1, \alpha_2 \) and \( r_1, r_2 \) do not satisfy neither \( (4.38) \) nor \( (4.39) \), then \( \kappa_- (h_2^{(l)}) = 1 \).

**Example 4.12.** Assume now that \( N \geq 3 \). Assume also that \( \alpha_k > 0 \) for all \( k \neq 2 \) and \( \alpha_2 < 0 \). Therefore, \( \kappa_+ (\alpha) = N - 1 \). By Corollary 4.22, \( \kappa_+ (M_{R, \alpha}^l) \geq N - 1 \). In particular, the operator \( h_{R, \alpha} \) is positive if and only if \( \kappa_+ (M_{R, \alpha}^l) = N - 1 \). Furthermore, if \( \kappa_- (M_2^l) = 1 \), then \( \kappa_- (h_{R, \alpha}^{(l)}) = 0 \), \( \kappa_+ (M_{R, \alpha}^l) = N - 1 \), and the operator \( h_{R, \alpha} \) is positive. However, this condition is only sufficient.

4.2.3. Some necessary and sufficient conditions. We begin with the following simple but useful result.

**Corollary 4.13.** (i) For the Hamiltonian \( h_{R, \alpha}^{(l)} \), to have a maximal number of negative squares, i.e., for the equality \( \kappa_- (h_{R, \alpha}^{(l)}) = N \) to hold, it is necessary that \( \alpha = \alpha^- \) and

\[ |\alpha_k| r_k > 2l + 1, \quad k \in \{1, \ldots, N\}. \]

In particular, \( \kappa_- (h_{R, \alpha}^{(l)}) \leq N - 1 \) if at least one of the inequalities in \( (4.40) \) is not satisfied.

(ii) If \( \alpha = \alpha^- \) and the Hamiltonian \( h_{R, \alpha}^{(l)} \) is positive, i.e., \( \kappa_- (h_{R, \alpha}^{(l)}) = 0 \), then

\[ |\alpha_k| r_k \leq 2l + 1, \quad k \in \{1, \ldots, N\}. \]

In particular, \( \kappa_- (h_{R, \alpha}^{(l)}) \geq 1 \) if \( \alpha = \alpha^- \) and at least one of the inequalities in \( (4.41) \) is not satisfied.

**Proof.** (i) By Theorem 4.7, \( \kappa_- (h_{R, \alpha}^{(l)}) = N \) if and only if \( \kappa_+ (M_{R, \alpha}^l) = N \) and \( \kappa_+ (\alpha) = 0 \), that is, all \( \alpha_k \leq 0 \) and the matrix \( M_{R, \alpha}^l \) is positive, \( M_{R, \alpha}^l > 0 \). Therefore, \( \frac{2l+1}{\alpha_k} + r_k = (M_{R, \alpha}^l e_k, e_k) > 0 \), where \( \{e_k\}_{k=1}^N \) is the standard orthonormal basis of \( \mathbb{C}^N \).

(ii) Since \( \alpha = \alpha_- \), Theorem 4.7 yields the equality \( \kappa_+ (M_{R, \alpha}^l) = 0 \), i.e., the matrix \( M_{R, \alpha}^l \) is nonpositive, \( M_{R, \alpha}^l \leq 0 \). Hence all its diagonal entries are nonpositive and hence we arrive at \( (4.41) \). \( \square \)
Proposition 4.16. Let \( \Omega = \{ r \} \), then \( B \) is satisfied with \( r = 3/2 \). Hence \( \kappa_+ (\alpha) = 1 \) and
\[
M_{R, \alpha}^0 = \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix}.
\]
Clearly, \( \det M_{R, \alpha}^0 = 0 \) and hence (see Example 4.11) we obtain \( \kappa_- (h_{R, \alpha}^{(l)}) = 0 \). However, \( |\alpha_1| r_1 = 2 \cdot 1 = 2 > 1 \), and hence the first inequality in (4.11) is not satisfied.

Our next aim is to apply Gershgorin’s Theorem (see, e.g., [25, Theorem 10.6.1]) to the matrix \( M_{R, \alpha}^l \) in order to estimate \( \kappa_- (h_{R, \alpha}^{(l)}) \).

Theorem 4.15 (Gershgorin). All eigenvalues of a matrix \( A = (a_{ij})_{i,j=1}^n \in \mathbb{C}^{n \times n} \) are contained in the union of Gershgorin’s disks
\[
D_i = \left\{ z \in \mathbb{C} : |z - a_{ii}| \leq \sum_{j \neq i} |a_{ij}| \right\}, \quad i \in \{1, \ldots, n\}.
\]
Furthermore, a set of \( m \) discs having no point in common with the remaining \( n - m \) discs contains precisely in eigenvalues of \( A \).

Proposition 4.16. Let \( h_{R, \alpha}^{(l)} \) be given by (4.13) and \( \alpha = \alpha^- \). Assume also that \( \{1, \ldots, N\} = \Omega_+ \cup \Omega_- \) and there exists a sequence \( \{b_k\}_{k=1}^N \subset \mathbb{R}_+ \) such that
\[
2l + 1 > r_k \left[ 1 - \sum_{j=1}^{k-1} b_j \left( \frac{r_j}{r_k} \right)^{l+1} - \sum_{j=k+1}^{N} b_j \left( \frac{r_j}{r_k} \right)^{l+1} \right], \quad (k \in \Omega_+),
\]
and
\[
2l + 1 > r_k \left[ 1 + \sum_{j=1}^{k-1} b_j \left( \frac{r_j}{r_k} \right)^{l+1} + \sum_{j=k+1}^{N} b_j \left( \frac{r_j}{r_k} \right)^{l+1} \right], \quad (k \in \Omega_-).
\]
Then \( \kappa_- (h_{R, \alpha}^{(l)}) = \#(\Omega_+) \).

Proof. Since \( \alpha = \alpha^- \), \( \kappa_+ (\alpha) = 0 \). Hence, by Theorem 4.15, \( \kappa_- (h_{R, \alpha}^{(l)}) = \kappa_+ (M_{R, \alpha}^l) \). Note that \( \kappa_- (B^* M_{R, \alpha}^l B) = \kappa_+ (M_{R, \alpha}^l) \) for any non-singular matrix \( B \in \mathbb{C}^{N \times N} \).

Set \( B = \mathrm{diag}(b_1, b_2, \ldots, b_N) \) with \( b_j > 0, j \in \{1, \ldots, N\} \), and apply Theorem 4.15 to the matrix \( B^* M_{R, \alpha}^l B \) in order to find \( \kappa_+ (M_{R, \alpha}^{(l)}) \). Namely, inequalities (4.43) imply that the Gershgorin disc \( D_k \) satisfies \( D_k \cap (-\infty, 0] = \emptyset \) if \( k \in \Omega_+ \). On the other hand, inequalities (4.44) mean that \( D_k \cap (0, +\infty) = \emptyset \) for all \( k \in \Omega_- \). Thus, two sets \( \cup_{k \in \Omega_+} D_k \) and \( \cup_{k \in \Omega_-} D_k \) have no common points and hence, by Theorem 4.15, \( \kappa_+ (B^* M_{R, \alpha}^l B) = \#(\Omega_+) \). Therefore, \( \kappa_+ (M_{R, \alpha}^l) = \#(\Omega_+) \) and we are done.

Remark 4.17. Note that the possibility to choose a sequence \( \{b_k\}_{k=1}^N \) allows to apply the Gershgorin Theorem to the matrix \( M_{R, \alpha}^l \). Namely, the inequalities (4.44) might be satisfied with \( b_1 = \ldots = b_N = 1 \) for some \( r_k \) and \( \alpha_k \). However, this is not the case for the inequalities (4.43). For instance, they are not satisfied for any \( k < N \).
if \( b_1 = \ldots = b_N = 1 \) and \( l = 0 \). Indeed, in this case (4.43) is equivalent to the following inequality
\[
\frac{1}{|\alpha_k|} < r_k - \sum_{j=1}^{k-1} r_j - r_k(N - k).
\]

Clearly, if \( N \geq 2 \), then the righthand side of the last inequality is positive precisely if \( k = N \) and \( r_N > \sum_{k=1}^{N-1} r_k \).

**Proposition 4.18.** Let \( h_{R,\alpha}^{(l)} \) be given by (4.15) and \( \alpha = \alpha^- \). Assume that there exists \( \varepsilon \in (0, 1) \) such that

\[
(4.45) \quad \left( \frac{r_1}{r_2} \right)^{l+1} < \frac{\varepsilon^2(1 - \varepsilon)}{2}, \quad \left( \frac{r_1}{r_3} \right)^{l+1} < \frac{\varepsilon^3}{6N}, \quad \left( \frac{r_2}{r_3} \right)^{l+1} < \frac{\varepsilon^2}{6N}
\]

and

\[
(4.46) \quad \left( \frac{r_k}{r_{k+1}} \right)^l \leq \frac{\varepsilon}{3N}, \quad k \in \{3, \ldots, N\}.
\]

Then \( \kappa_{-}(h_{R,\alpha}^{(l)}) = 2 \) if

\[
(4.47) \quad \frac{2l + 1}{|\alpha_k|} < r_k(1 - \varepsilon) < r_k, \quad k \in \{1, 2\}.
\]

and

\[
(4.48) \quad \frac{2l + 1}{|\alpha_k|} \geq r_k(1 + \varepsilon) > r_k, \quad k \in \{3, \ldots, N\}.
\]

**Proof.** To prove the statement it suffices to show that there is a sequence of positive numbers \( \{b_k\}_1^N \) such that the conditions of Proposition 4.16 are satisfied with \( \Omega_+ = \{1, 2\} \) and \( \Omega_- = \{3, \ldots, N\} \).

Set

\[
(4.49) \quad b_1 := 1, \quad b_2 := \frac{\varepsilon(2 - \varepsilon)}{2}, \quad b_k := \frac{\varepsilon^2}{2(N - 2)}, \quad k \in \{3, \ldots, N\}.
\]

Let us check the inequalities (4.43) with \( k \in \Omega_+ = \{1, 2\} \). Firstly, using (4.49), we easily get

\[
\sum_{j=2}^N b_j \left( \frac{r_1}{r_j} \right)^l < \sum_{j=2}^N b_j = b_2 + \sum_{j=3}^N b_j = \frac{\varepsilon(2 - \varepsilon)}{2} + \frac{\varepsilon^2}{2} = \varepsilon,
\]

and hence (4.47) implies (4.43) in the case \( k = 1 \).

Next, let \( k = 2 \). Using the first inequality in (4.45) and noting that \( r_2 < r_k \) for \( k > 2 \), we get

\[
\frac{b_1}{b_2} \left( \frac{r_1}{r_2} \right)^{l+1} + \sum_{j=3}^N \frac{b_j}{b_2} \left( \frac{r_2}{r_j} \right)^l < \frac{1}{b_2} \left( \frac{r_1}{r_2} \right)^{l+1} + \sum_{j=3}^N \frac{b_j}{b_2} \left( \frac{r_2}{r_j} \right)^l + \frac{\varepsilon^2}{\varepsilon(2 - \varepsilon)} + \frac{\varepsilon^2}{\varepsilon(2 - \varepsilon)} = \frac{\varepsilon(1 - \varepsilon) + \varepsilon}{2 - \varepsilon} = \varepsilon.
\]

Combining this inequality with (4.47), we arrive at (4.43) with \( k = 2 \).
Finally, we check the conditions (4.44). Starting with inequalities (4.48) and using inequalities (4.45) we obtain for $k \in \{3, \ldots, N\}$,

$$
\sum_{j=1}^{k-1} \frac{b_j}{b_k} \left( \frac{r_j}{r_k} \right)^{l+1} + \sum_{j=k+1}^{N} \frac{b_j}{b_k} \left( \frac{r_j}{r_k} \right)^{l} = \frac{b_1}{b_k} \left( \frac{r_1}{r_k} \right)^{l+1} + \frac{b_2}{b_k} \left( \frac{r_2}{r_k} \right)^{l+1} + \sum_{j=3}^{k-1} \left( \frac{r_j}{r_k} \right)^{l+1} + \sum_{j=k+1}^{N} \left( \frac{r_j}{r_k} \right)^{l} = \frac{\varepsilon (N-2)}{3N} + \frac{\varepsilon (1-\varepsilon/2)(N-2)}{3N} + \frac{\varepsilon (N-3)}{3N} \leq \varepsilon.
$$

Thus, inequalities (4.44) are verified for $k \in \Omega_{-} = \{3, \ldots, N\}$. It remains to apply Proposition 4.16.

4.2.4. Bargmann’s bound. Assume that $\Lambda = \Lambda^{-}$, i.e., all intensities $\alpha_k$ are negative, $\alpha_k = \alpha^{-}$. Note that

$$
\kappa_{-}((\Lambda^{-})^{-1} + M_{l}(0)) = \kappa_{-}((2l+1)I_{N} - (2l+1)|\Lambda^{-}|^{1/2}M_{l}(0)|\Lambda^{-}|^{-1/2}).
$$

Moreover, it is easy to see that

$$
M^{\lambda}_{R} := (2l+1)|\Lambda^{-}|^{1/2}M_{l}(0)|\Lambda^{-}|^{-1/2}
$$

$$
(4.51) \quad = \begin{pmatrix}
\tau^{-}_{1} |\alpha^{-}_{1}| & (\tau^{-}_{1})^{l+1} \sqrt{\alpha^{-}_{1}} \alpha^{-}_{2} & \ldots & (\tau^{-}_{1})^{l+1} \sqrt{\alpha^{-}_{1}} \alpha^{-}_{N} \\
(r_{2}^{-})^{l+1} \sqrt{\alpha^{-}_{1}} \alpha^{-}_{2} & \tau^{-}_{2} |\alpha^{-}_{2}| & \ldots & (\tau^{-}_{2})^{l+1} \sqrt{\alpha^{-}_{2}} \alpha^{-}_{N} \\
\vdots & \vdots & \ddots & \vdots \\
(r_{N}^{-})^{l+1} \sqrt{\alpha^{-}_{1}} \alpha^{-}_{N} & (r_{N}^{-})^{l+1} \sqrt{\alpha^{-}_{2}} \alpha^{-}_{N} & \ldots & r_{N}^{-}|\alpha^{-}_{N}|
\end{pmatrix}.
$$

The latter enables us to present one more of the estimate (4.3) in the special case $\mu(x) = \sum_{k=1}^{N} \alpha_k \delta(x - x_k)$.

Corollary 4.19. Let $h^{(l)}_{R,\alpha}$ be given by (4.15). Let also $l > -\frac{1}{2}$ and $\alpha = \alpha^{-}$. Then:

$$
\kappa_{-}(h^{(l)}_{R,\alpha}) < \frac{1}{2l+1} \sum_{k=1}^{N} |\alpha_k|r_k \quad \text{(Bargmann’s bound)}
$$

In particular, $\kappa_{-}(h^{(l)}_{R,\alpha}) = 0$ if

$$
\sum_{k=1}^{N} |\alpha_k|r_k \leq 2l + 1.
$$

Proof. Combining (4.27) with (4.50) and noting that $\Lambda = \Lambda^{-}$, we get

$$
\kappa_{-}(h^{(l)}_{R,\alpha}) \leq \kappa_{-}((2l+1)I_{N} - M^{\lambda}_{R}) = \sum_{\lambda_{j}(M^{\lambda}_{R}) > 2l+1} \frac{1}{\lambda_{j}(M^{\lambda}_{R})} \leq \frac{\text{tr}(M^{\lambda}_{R})}{2l+1} \leq \frac{1}{2l+1} \sum_{k=1}^{n} |\alpha_k|r^{-}_{k}.
$$
Remark 4.20. (i) Example 4.10 shows that in the case of a one-center \(\delta\)-interaction the Bargmann bound (4.52) provides a criterion since in this case the inequality 
\[ |\alpha_1| r_1 \leq 2l + 1 \]

is not only sufficient for the equality \(\kappa_{-}(h_{R,\alpha}^{(l)}) = 0\) but is also necessary.

(ii) It is interesting to compare inequalities (4.40) with the necessary condition implied by the Bargmann estimate (4.52). Clearly, if \(\kappa_{-}(h_{R,\alpha}^{(l)}) = N\), then (4.52) yields only the following estimate
\[ \sum_{k=1}^{N} |\alpha_k| r_k > N(2l + 1) \]
in place of stronger inequalities (4.40).

4.3. Absence of bound states. Consider the operator \(h_{-\mu}^{(l)}\) defined by (4.1), where \(\mu\) is a positive measure on \(\mathbb{R}_+\). Assume for simplicity that \(l > -\frac{1}{2}\). The next fact immediately follows from the Bargmann estimate (4.52) and in the case of absolutely continuous measures \(\mu(r) = q(r)dr\) was first established by R. Jost and A. Pais (cf. [33, 30]).

Lemma 4.21. The operator \(h_{-\mu}^{(l)}\) is nonnegative if
\[ \frac{1}{2l + 1} \int_{\mathbb{R}_+} r d\mu(r) \leq 1. \]

Proof. The proof is immediate from Theorem 4.1.

Lemma 4.22. Let \(l = 0\) and \(\mu\) be a finite positive measure on \(\mathbb{R}_+\). Then for the equality \(\kappa_{-}(h_{-\mu}^{(0)}) = 0\) it is necessary that
\[ \sup_{r \in \mathbb{R}_+} r \int_{(r, +\infty)} d\mu(t) \leq 1, \]
and sufficient that
\[ \sup_{r \in \mathbb{R}_+} r \int_{(r, +\infty)} d\mu(t) \leq \frac{1}{4}. \]

Proof. Firstly, by (4.1), we observe that \(\kappa_{-}(h_{-\mu}^{(0)}) = 0\) precisely if
\[ \|u'\|_{L^2(\mathbb{R}_+)} \geq \|u\|_{L^2(\mathbb{R}_+, d\mu)}, \quad u \in \text{dom}(h_{-\mu}^{(0)}) = W^{1,2}(\mathbb{R}_+). \]
The latter holds true precisely if the operator \(\mathcal{K}_{\mu}(0)\) given by (4.7)–(4.8) with \(l = 0\) satisfies
\[ \|\mathcal{K}_{\mu}(0)\|_{L^2} \leq 1. \]
Therefore, using the Kac–Krein criteria [21, Theorems 1, 3], we arrive at the following implications
\[ \sup_{r > 0} r(V(+\infty) - V(r)) \leq \frac{1}{4} \quad \Rightarrow \quad \text{(4.57)} \quad \Rightarrow \quad \sup_{r > 0} r(V(+\infty) - V(r)) \leq 1. \]
Here \(V(r) = \text{Var}_{[0, r]} \mu = \int_{[0, r]} d\mu(r)\). Since (4.57) is equivalent to the equality \(\kappa_{-}(h_{-\mu}^{(0)}) = 0\), we are done.
Remark 4.23. Let us mention that the sufficiency of a stronger version of \((4.50)\) for the equality \(\kappa_-(\mathbf{h}^{(0)}_{R_m}) = 0\) is well known in the case of continuous potentials. Namely (see, e.g., [30] and also [12] Theorem 2), the inequality
\[
q_-(r) \leq \frac{1}{4r^2} \quad \text{a.e. on } \mathbb{R}_+
\]
implies \(\kappa_-(\mathbf{h}^{(0)}_{R_m}) = 0\).

It is also interesting to compare necessary condition \((4.55)\) with the necessary condition obtained in [12] Theorem 2]. Namely, Theorem 2 from [12] states that for any function \(\tilde{q} : \mathbb{R}_+ \to \mathbb{R}_+\) such that \(\tilde{q} \geq \frac{1}{4r^2} \) on \(\mathbb{R}_+\) and \(\tilde{q}(r) \geq \frac{1}{4r^2} + c, c > 0\), on some interval of \(\mathbb{R}_+\), there is \(q\) such that \(\frac{1}{4r^2} \leq q(r) \leq \tilde{q}(r)\) and \(\kappa_-(\mathbf{h}^{(0)}_q) \geq 1\).

Let us now restrict our considerations to the case of a finite number of \(\delta\)-interaction, that is, let us consider the operator \(\mathbf{h}^{(l)}_{R,\alpha}\) given by \((4.15)\). The next fact immediately follows from \((4.50)\).

**Lemma 4.24.** Let the operator \(\mathbf{h}^{(l)}_{R,\alpha}\) be given by \((4.15)\) with \(\alpha_k < 0\) for all \(k \in \{1, \ldots, N\}\). Then the operator \(\mathbf{h}^{(l)}_{R,\alpha}\) is nonnegative if and only if \(\|M^N_R\| \leq 2l + 1\), where the matrix \(M^N_R\) is given by \((4.51)\).

**Proof.** Combining \((4.27)\) with \((4.50)\) and noting that \(\kappa_+(\alpha) = 0\), we get
\[
\kappa_-(\mathbf{h}^{(l)}_{R,\alpha}) = \kappa_-(2l + 1)I_N - M^N_R).
\]
Therefore, \(\kappa_-(\mathbf{h}^{(l)}_{R,\alpha}) = 0\) precisely if \(\|M^N_R\| \leq 2l + 1\). \(\square\)

**Corollary 4.25.** Let the assumptions of Lemma 4.24 be satisfied. Then \(\kappa_-(\mathbf{h}^{(l)}_{R,\alpha}) = 0\) if and only if
\[
(4.58) \quad \begin{pmatrix}
  r_1 & r_1^{l+1}r_2 & \ldots & r_1^{l+1}r_N \\
  r_1^{l+1}r_1 & r_2 & \ldots & r_1^{l+1}r_N \\
  \vdots & \vdots & \ddots & \vdots \\
  r_1^{l+1}r_1 & r_2^{l+1}r_N & \ldots & r_N
\end{pmatrix} \leq \begin{pmatrix}
  \frac{2l+1}{|\alpha_1|} & 0 & \ldots & 0 \\
  0 & \frac{2l+1}{|\alpha_2|} & \ldots & 0 \\
  \ldots & \ldots & \ddots & \ldots \\
  0 & 0 & \ldots & \frac{2l+1}{|\alpha_N|}
\end{pmatrix}.
\]

**Proof.** Combining \((4.51)\) with \((4.20)\) and using Lemma 4.24 we prove the claim. \(\square\)

**Corollary 4.26.** Let the assumptions of Lemma 4.24 be satisfied. If
\[
(4.59) \quad \frac{1}{|\alpha_k|} \geq \frac{1}{2l + 1} \left( \sum_{j=1}^{k-1} \frac{r_j^{l+1}}{r_j} + r_k \sum_{j=k}^N \frac{r_j}{r_j} \right)
\]
for every \(k \in \{1, \ldots, N\}\), then \(\kappa_-(\mathbf{h}^{(l)}_{R,\alpha}) = 0\), i.e., the operator \(\mathbf{h}^{(l)}_{R,\alpha}\) is positive.

**Proof.** The proof is immediate from Proposition 4.16 with \(\Omega_+ = 0, \Omega_- = \{1, \ldots, N\}\) and \(b_1 = \ldots = b_N = 1\). \(\square\)

**Remark 4.27.** In general, inequalities \((4.59)\) do not imply the Jost–Pais estimate \((4.53)\) and vise versa. Namely, let \(N = 2\). Assume that \(\alpha_1 = r_1 = 1\). Then \((4.53)\) holds true if
\[
r_2 |\alpha_2| \leq 1 + \frac{1}{2}.
\]
However, Gershgorin’s estimates \((4.59)\) hold true if
\[
 r_2 |\alpha_2| \leq (2l + 1) \frac{r_2^{l+1}}{r_1^{l+1} + r_2^{l+1}},
\]
which is weaker than the above estimate since \(r_1 < r_2\).

On the other hand, set \(l = 0\), \(\alpha_1 = -\frac{2}{3}\), \(\alpha_2 = -\frac{1}{3}\) and hence estimates \((4.59)\) are not satisfied. However,
\[
 \sum_{k=1}^{2} |\alpha_k|r_k = 2 \cdot \frac{1}{3} + \frac{1}{3} \cdot 1 = 1,
\]
and hence \((4.59)\) holds true.

5. Schrödinger operators with \(\delta\)-shells

The main aim of this section is to extend the results on spectral properties of Schrödinger operators with point interactions from the case of one dimension to the multidimensional case.

5.1. Self-adjointness. We begin with the following result.

**Theorem 5.1.** Let the operators \(H_{R,\alpha}\) and \(B_{R,\alpha}\) be given by \((1.1)\) and \((2.4)\), respectively. Then \(H_{R,\alpha}\) is self-adjoint if and only if the matrix \(B_{R,\alpha}\) is also self-adjoint. In particular, if \(n_+(B_{R,\alpha}) = 1\), then \(n_+(H_{R,\alpha}) = \infty\).

**Proof.** By Theorem 2.1(i), the operators \(h_{R,\alpha}^{(l)}\), \(l \in \mathbb{N}_0\), are self-adjoint if and only if so is \(B_{R,\alpha}\) and, moreover, \(n_+(h_{R,\alpha}^{(l)}) = n_+(B_{R,\alpha})\). Therefore, representation \((1.2)\)–\((1.4)\) completes the proof. \(\square\)

In \([23, 3]\), several simple necessary and sufficient self-adjointness conditions have been obtained.

**Corollary 5.2.** The Hamiltonian \(H_{R,\alpha}\) is self-adjoint for any \(\alpha = \{\alpha_k\}_{k=1}^{\infty} \subset \mathbb{R}\) whenever
\[
 \sum_{k=1}^{\infty} d_k^2 = \infty.
\]

**Proof.** The proof is immediate from Theorem 5.1 and \([23\text{ Proposition 5.7}]\). \(\square\)

It was observed in \([23]\) that condition \((5.1)\) is sharp for the self-adjointness of \(h_{R,\alpha}^{(0)}\). Therefore, combining \([23\text{ Proposition 5.9}]\) with Theorem 5.1 we immediately arrive at the following result.

**Corollary 5.3.** Let \(\sum_{k \in \mathbb{N}} d_k^2 < \infty\) and \(d_{k-1}d_{k+1} \geq d_k^2\) for all \(k \in \mathbb{N}\). If
\[
 \sum_{k=1}^{\infty} d_{k+1} |\alpha_k + \frac{1}{d_k} + \frac{1}{d_{k+1}}| < \infty,
\]
then the operator \(H_{R,\alpha}\) is symmetric with \(n_+(H_{R,\alpha}) = \infty\).

In the case \(\{d_k\} \in l_2\), the question on self-adjointness of the operator \(H_{R,\alpha}\) is quite subtle. Several further necessary conditions can be found in \([23\ §5.2]\) (see also \([9\ §5]\)). Let us demonstrate this by the following example.
Corollary 5.4. Let \( \alpha = \{\alpha_k\}_{k=1}^{\infty} \subset \mathbb{R} \) and let \( R = \{r_k\}_{k=1}^{\infty} \) be given by \( r_k - r_{k-1} = \frac{1}{k} \), \( k \geq 1 \) with \( r_0 := 0 \). Let also \( H := H_{R,\alpha} \) be the corresponding Schrödinger operator in \( L^2(\mathbb{R}^n) \). Then:

(i) \( H = H^* \) if \( \sum_{k=1}^{\infty} |\alpha_k|k^{-3} = \infty \);
(ii) \( H = H^* \) if \( \alpha_k \leq -2(2k+1) + O(k^{-1}) \);
(iii) \( H = H^* \) if \( \alpha_k \geq -Ck^{-1} \), \( k \in \mathbb{N} \), \( C \equiv \text{const} > 0 \);
(iv) \( n_+(H) = \infty \) if \( \alpha_k = -2k-1 + O(k^{-\varepsilon}) \) with some \( \varepsilon > 0 \);
(v) \( n_+(H) = \infty \) if \( \alpha_k = -A(2k+1) + O(k^{-1}) \), \( A \in (0,2) \).

**Proof.** The proof follows in a straightforward manner from Theorem 5.1 and [23, Example 5.12 and Proposition 5.13].

5.2. Lower-semiboundedness. Firstly, observe that Theorem 5.4 (iii) can be easily extended to the multidimensional case.

**Theorem 5.5.** The operator \( H_{R,\alpha} \) is lower semibounded if and only if the matrix \( B_{R,\alpha} \) is also lower semibounded.

**Proof.** By Theorem 2.1 (ii), the operators \( h_{R,\alpha}^{(l)} \), \( l \in \mathbb{N}_0 \), are lower semibounded if and only if so is \( B_{R,\alpha} \). Moreover, \( h_{R,\alpha}^{(l)} \geq h_{R,\alpha}^{(0)} \) since the potential \( q^{(l)}(r) = \frac{k^n}{l^n} \) is positive on \( \mathbb{R}_+ \) if \( l \in \mathbb{N} \) and \( n \in \mathbb{N} \). Hence, the representation (1.2)–(1.4) completes the proof.

Also, we obtain the following generalization of the Glazman–Povzner theorem.

**Theorem 5.6.** The operator \( H_{R,\alpha} \) is self-adjoint if it is lower semibounded.

**Proof.** Firstly, observe that the operator \( H_{R,\alpha} \) is lower semibounded if and only if \( h_{R,\alpha}^{(0)} \) is self-adjoint. By Theorem 2.2, the operator \( h_{R,\alpha}^{(0)} \) is self-adjoint if it is lower semibounded. However, the operators \( h_{R,\alpha}^{(0)} \) and \( H_{R,\alpha} \) are self-adjoint simultaneously.

**Corollary 5.7.** Assume that \( \alpha = \{\alpha_n\}_{n=1}^{\infty} \) satisfies the following condition

\[
(5.3) \quad \sup_{r > 0} \sum_{r_k \in [r,r+1]} |\alpha_k^-| < +\infty, \quad \alpha_k^- = (\alpha_k - |\alpha_k|)/2.
\]

Then the operator \( H_{R,\alpha} \) is self-adjoint and lower semibounded.

If \( \alpha = \alpha^- \), then condition (5.3) is also necessary for \( H_{R,\alpha} \) to be lower semibounded.

**Proof.** The claim follows by combining Theorem 5.5 with Theorem 2.2 (see also [3, Prop. 3.6]).

5.3. Characterization of the spectrum. Before proceeding further, we need one result on the essential spectra of Hamiltonians with spherically symmetric potentials.

**Theorem 5.8.** (20). Let \( H_{R,\alpha} \) and \( h_{R,\alpha}^{(0)} \) be the operators (1.1) and (1.3), respectively. Let also \( R \) and \( \alpha \) satisfy (5.3). Then \( \sigma(H_{R,\alpha}) \) is bounded from below and

\[
\sigma_{\text{ess}}(H_{R,\alpha}) = \left[ \inf \sigma_{\text{ess}}(h_{R,\alpha}^{(0)}), +\infty \right].
\]
Remark 5.9. Theorem 5.8 was obtained in [20] in the case of locally integrable spherically symmetric potentials (see [20, Theorem 2]). However, the approach used there can be extended to the case of Hamiltonians with concentric δ-shells (see, e.g., [13, 14]).

5.3.1. Discreteness. In the study of the discreteness problem for the multidimensional operator we will restrict ourselves to the lower semibounded case.

Theorem 5.10. Let the sequences $R$ and $\alpha$ satisfy (5.3) and let $d_k = r_k - r_{k-1} \to 0$ as $k \to \infty$. The spectrum $\sigma(H_{R,\alpha})$ of the operator $H_{R,\alpha}$ is discrete if and only if for every $\varepsilon > 0$ condition (2.8) holds true.

Proof. Under the assumption (5.3), By Theorem 2.3, $\sigma(h_{R,\alpha})$ is purely discrete, $\sigma_{\text{ess}}(h_{R,\alpha}) = \emptyset$, if and only if (2.8) holds true for every $\varepsilon > 0$. Therefore, by Theorem 5.8, $\sigma_{\text{ess}}(H_{R,\alpha}) = \emptyset$ if and only if (2.8) holds true for every $\varepsilon > 0$. □

Remark 5.11. If $\sigma(h_{R,\alpha})$ is discrete but non lower semibounded, then it is possible to construct $R$ and $\alpha$ such that $\sigma_{\text{ess}}(H_{R,\alpha}) = \mathbb{R}_+$. We shall treat this case in greater detail elsewhere.

5.3.2. Continuous spectrum.

Theorem 5.12. Let the sequence $\alpha$ satisfy (2.7). If
\[
\lim_{n \to \infty} \sum_{r_k \in [n,n+1]} |\alpha_k| = 0,
\]
then $\sigma_{\text{ess}}(H_{R,\alpha}) = \sigma_{\text{ess}}(h_{R,\alpha}) = \mathbb{R}_+$.

Proof. Observe that the operators $H_{R,\alpha}$ and $h_{R,\alpha}$ are lower semibounded due to condition (5.3). Using the partial wave decomposition, by Theorem 2.4 we obtain
\[
\sigma_{\text{ess}}(h_{R,\alpha}) = \mathbb{R}_+.
\]
It remains to note that by Theorem 5.8 $\sigma_{\text{ess}}(h_{R,\alpha}) \subseteq \sigma_{\text{ess}}(H_{R,\alpha}) \subseteq \mathbb{R}_+$. □

5.3.3. Number of bound states. The following equality clearly follows from the partial wave decomposition,
\[
\kappa_-(H_{R,\alpha}) = \sum_{l=0}^{\infty} \dim(\mathcal{H}_l)\kappa_-(h_{R,\alpha}^{(l)}),
\]
where $\mathcal{H}_l$ is the eigenspace corresponding to the $l$-th eigenvalue $\kappa_l = -l(l+n-2)$ of the Laplace–Beltrami operator on $L^2(S^{n-1})$. Note that $\dim(\mathcal{H}_l) = 2l + 1$ if $n = 3$ and in the case $n = 2$
\[
\dim(\mathcal{H}_l) = \begin{cases} 
2, & l > 0 \\
1, & l = 0 
\end{cases}.
\]
Therefore, the results of Section 4 provide estimates for the operator $H_{R,\alpha}$. For instance, using the Bargman bound [13, 14], we can easily obtain the following estimates:

(i) The case $n = 3$:
\[
\kappa_-(H_{R,\alpha}) \leq \sum_{l=0}^{\infty} (2l + 1)\left|\frac{I_0}{2l + 1}\right| \leq \frac{|I_0|(|I_0| + 1)}{2}, \quad I_0 = \sum_{k=1}^{\infty} |\alpha_k| r_k.
\]
(ii) The case $n = 2$:
\begin{equation}
\kappa_-(H_{R,a}) \leq [I_{-1/2}] + \sum_{i=1}^{\infty} 2 \left( \frac{J_0}{2^i} \right) \leq [I_{-1/2}] + [J_0] \log([J_0]),
\end{equation}
where
\[
I_{-1/2} = \sum_{k=1}^{\infty} |\alpha_k r_k \log(r_k^-)|
\]

APPENDIX

APPENDIX A. BOUNDARY TRIPLETS AND WEYL FUNCTIONS

Let $A$ be a densely defined closed symmetric operator in a separable Hilbert space $\mathcal{H}$ with equal deficiency indices $n_{\pm}(A) = \dim \mathcal{N}_{\pm} \leq \infty$, $\mathcal{N}_z := \ker(A^*-z)$.

**Definition A.1 (11).** A triplet $\Pi = \{\mathcal{H}, \Gamma_0, \Gamma_1\}$ is called a boundary triplet for the adjoint operator $A^*$ if $\mathcal{H}$ is a Hilbert space and $\Gamma_0, \Gamma_1 : \text{dom}(A^*) \rightarrow \mathcal{H}$ are bounded linear mappings such that the abstract Green identity
\[
(A^* f, g)_\mathcal{H} - (f, A^* g)_\mathcal{H} = \langle \Gamma_0 f, \Gamma_0 g \rangle_{\mathcal{H}} - \langle \Gamma_1 f, \Gamma_1 g \rangle_{\mathcal{H}}, \quad f, g \in \text{dom}(A^*),
\]
holds and the mapping $\Gamma := \{\Gamma_0, \Gamma_1\} : \text{dom}(A^*) \rightarrow \mathcal{H} \oplus \mathcal{H}$ is surjective.

A boundary triplet for $A^*$ exists since the deficiency indices of $A$ are assumed to be equal. Moreover, $A = A^* \upharpoonright (\ker(\Gamma_0) \cap \ker(\Gamma_1))$ and $n_{\pm}(A) = \dim(\mathcal{H})$ hold. Note also that a boundary triplet for $A^*$ is not unique. With every boundary triplet one naturally associates two self-adjoint extensions $A_0$ and $A_1$ of $A$ defined by
\begin{equation}
A_j := A^* \upharpoonright \ker(\Gamma_j), \quad j \in \{1, 2\}.
\end{equation}

In [11] the concept of the classical Weyl–Titchmarsh $m$-function from the theory of Sturm-Liouville operators was generalized to the case of symmetric operators with equal deficiency indices. The role of abstract Weyl functions in the extension theory is similar to that of the classical Weyl–Titchmarsh $m$-function in the spectral theory of singular Sturm-Liouville operators.

**Definition A.2 (11).** Let $A$ be a densely defined closed symmetric operator in $\mathcal{H}$ with equal deficiency indices and let $\Pi = \{\mathcal{H}, \Gamma_0, \Gamma_1\}$ be a boundary triplet for $A^*$. The operator valued function $M : \rho(A_0) \rightarrow [\mathcal{H}]$ defined by
\begin{equation}
M(z) := \Gamma_1(\Gamma_0 \upharpoonright \mathcal{N}_z)^{-1}, \quad z \in \rho(A_0),
\end{equation}
is called the Weyl function corresponding to the boundary triplet $\Pi$.

The Weyl function $M(\cdot)$ in (A.3) is well defined. Moreover, $M(\cdot)$ is holomorphic on $\rho(A_0)$ and is a Nevanlinna–Herglotz function (see [11]),
\begin{equation}
\text{Im} z \cdot \text{Im} M(z) \geq 0, \quad M(z)^* = M(\overline{z}), \quad z \in \mathbb{C} \setminus \mathbb{R}.
\end{equation}
Finally, we need the following result describing the number of negative squares of self-adjoint extensions of $A$ (see [11], Section 4.4).

**Proposition A.1 (11).** Let $A$ be a nonnegative densely defined closed symmetric operator in $\mathcal{H}$. Let $\Pi = \{\mathcal{H}, \Gamma_0, \Gamma_1\}$ be a boundary triplet for $A^*$ such that the operator $A_0$ is nonnegative. Let also $M(.)$ be the corresponding Weyl function. Then for any $B = B^* \in \mathcal{C}(\mathcal{H})$ the following equality holds true
\begin{equation}
\kappa_-(A_B) = \kappa_- (B - M(0)) - \kappa_- (B - M(-\infty)).
\end{equation}
Here
(A.6) \[ A_B := A^* \mid \ker(\Gamma_1 - B\Gamma_0), \]
and \( M(0), M(-\infty) \) are the strong resolvent limits (see, e.g., [22 Chapter VIII])
(A.7) \[ M(0) := s - \lim_{\lambda \uparrow 0} M(\lambda), \quad M(-\infty) := s - \lim_{\lambda \downarrow -\infty} M(\lambda). \]
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