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Abstract
We prove a characterization of all polynomial-time computable queries on the class of interval graphs by sentences of fixed-point logic with counting. More precisely, it is shown that on the class of unordered interval graphs, any query is polynomial-time computable if and only if it is definable in fixed-point logic with counting. This result is one of the first establishing the capturing of polynomial time on a graph class which is defined by forbidden induced subgraphs. For this, we define a canonical form of interval graphs using a type of modular decomposition, which is different from the method of tree decomposition that is used in most known capturing results for other graph classes, specifically those defined by forbidden minors. The method might also be of independent interest for its conceptual simplicity. Furthermore, it is shown that fixed-point logic with counting is not expressive enough to capture polynomial time on the classes of chordal graphs or incomparability graphs.

1 Introduction
Capturing results in descriptive complexity match the expressive power of a logic with the computational power of a complexity class. The most important open question in this area is whether there exists a natural logic whose formulas precisely define those queries which are computable in polynomial time (PTIME). While Immerman and Vardi showed in 1982 that fixed-point logic captures PTIME under the assumption that a linear order is present in each structure (cf. Theorem 2.4), there is no logic which is currently believed to capture PTIME on arbitrary unordered structures. Despite that limitation, precise capturing results for PTIME in the unordered case can be obtained for restricted classes of structures. Since all relational structures of a fixed finite vocabulary can be encoded efficiently as simple graphs, capturing results on restricted graph classes are of particular interest in this context.

This approach has been very fruitful in the realm of graph classes defined by lists of forbidden minors. Most of these results show that PTIME is captured by fixed-point logic with counting $\text{FP}+\text{C}$ when restricting ourselves to one such class, such as planar graphs [13], graphs of bounded tree-width [16], or $K_5$-free graphs [14]. In fact, Grohe has recently shown that $\text{FP}+\text{C}$ captures PTIME on any graph class which is defined by a list of forbidden minors [17].

Given such deep results for classes of minor-free graphs, it is natural to ask if similar results can be obtained for graph classes which are defined by a (finite or infinite) list of forbidden induced subgraphs. Much less is known here. For starters, it is shown in [15] and in Section 3 that a general capturing result analogous to Grohe’s is not possible for $\text{FP}+\text{C}$ on subgraph-free graph classes, such as chordal graphs or graphs whose complements are comparability graphs of partial orders. These
two superclasses of interval graphs are shown to be a ceiling on the structural richness of graph classes on which capturing PTIME requires less effort than for general graphs.

**Theorem 1.1.** $\mathbf{FP}+\mathbf{C}$ fails to capture PTIME on the class of incomparability graphs and on the class of chordal graphs.

The main result in this paper is a positive one affirming that $\mathbf{FP}+\mathbf{C}$ captures PTIME on the class of interval graphs. This means that a subset $K$ of the class of interval graphs is decidable in PTIME if and only if there is a sentence of $\mathbf{FP}+\mathbf{C}$ defining $K$.

**Theorem 1.2.** $\mathbf{FP}+\mathbf{C}$ captures PTIME on the class of interval graphs.

The result is shown by describing an $\mathbf{FP}+\mathbf{C}$-definable canonization procedure for interval graphs, which for any interval graph constructs an isomorphic copy on an ordered domain. The capturing result then follows from the Immerman-Vardi theorem. The proof of Theorem 1.2 also has a useful corollary.

**Corollary 1.3.** The class of interval graphs is $\mathbf{FP}+\mathbf{C}$-definable.

There has been persistent interest in the algorithmic aspects of interval graphs in the past decades, also spurred by their applicability to DNA sequencing (cf. [31]) and scheduling problems (cf. [28]). In 1976, Booth and Lueker presented the first recognition algorithm for interval graphs [1] running in time linear in the number of vertices and edges, which they followed up by a linear-time interval graph isomorphism algorithm [27]. These algorithms are based on a special data structure called $PQ$-trees. Using so-called perfect elimination orderings, Hsu and Ma [20] and Habib et al. [19] later presented linear-time recognition algorithms based on simpler data structures.

All these approaches have in common that they make inherent use of an underlying order of the graph, which is always available in PTIME computations as the order in which the vertices are encoded on the worktape. Particularly, the construction of a perfect elimination ordering by lexicographic breadth-first search needs to examine the children of a vertex in some fixed order. However, such an ordering is not available when defining properties of the bare unordered graph structure by means of logic. Therefore, most of the ideas developed in these publications cannot be applied in the canonization of interval graphs in $\mathbf{FP}+\mathbf{C}$.

We note that an algorithmic implementation of our method would be inferior to the existing linear-time algorithms for interval graphs. Given that our method must rely entirely on the inherent structure of interval graphs and not on an additional ordering of the vertices, we reckon that is the price to pay for the disorder of the graph structure.

The main commonality of existing interval graph algorithms and the canonical form developed here is the construction of a **modular decomposition** of the graph. Modules are subgraphs which interact with the rest of the graph in a uniform way, and they play an important algorithmic role in the construction of modular decomposition trees (cf. [2]). As a by-product of the approach in this paper, we obtain a specific modular decomposition tree that is $\mathbf{FP}+\mathbf{C}$-definable. Such modular decompositions are fundamentally different from tree decompositions, which are the ubiquitous tool of $\mathbf{FP}+\mathbf{C}$-canonization proofs for the aforementioned minor-free graph classes (cf. [14] for a survey of tree decompositions in this context). Since tree decompositions do not appear to be very useful for defining canonical forms on subgraph-free graph classes, showing the definability of modular decompositions is a contribution to the systematic study of capturing results on these graph classes.

2 Preliminaries and notation

We write $\mathbb{N}$ and $\mathbb{N}_0$ for the positive and non-negative integers, respectively. For $m, n \in \mathbb{N}_0$, let $[m, n] := \{\ell \in \mathbb{N}_0 \mid m \leq \ell \leq n\}$ be the **closed interval of integers from $m$ to $n$**, and let $[n] := [1, n]$. 
Tuples of variables \((v_1, \ldots, v_k)\) are often denoted by \(\vec{v}\) and their length by \(|\vec{v}|\).

A binary relation \(<\) on a set \(X\) is a strict partial order if it is irreflexive and transitive. Two elements \(x, y\) of a partially ordered set \(X\) are called incomparable if neither \(x < y\) nor \(y < x\). We call \(<\) a strict weak order if it is a strict partial order, and in addition, incomparability is an equivalence relation, i.e., whenever \(x\) is incomparable to \(y\) and \(y\) is incomparable to \(z\), then \(x\) and \(z\) are also incomparable. If \(x, y\) are incomparable with respect to a strict weak order \(<\), then \(x < z\) implies \(y < z\).

Finally, a (strict) linear order is a strict partial order in which no two elements are incomparable. If \(<\) defines a strict weak order on \(X\) and \(\sim\) is the equivalence relation defined by incomparability, then \(<\) induces a linear order on \(X/\sim\).

### 2.1 Graphs

All graphs in this paper are assumed to be finite, simple, and undirected unless explicitly stated otherwise. Let \(G = (V, E)\) be a graph with vertex set \(V\) and edge set \(E\). Generally, \(E\) is viewed as a binary relation. Sometimes, we also find it convenient to view edges \(e\) as sets containing their two endpoints, as in \(e = \{u, v\} \subseteq V\). For isomorphic graphs \(G\) and \(H\) we write \(G \cong H\).

For \(W \subseteq V\) a set of vertices, \(G[W]\) denotes the induced subgraph of \(G\) on \(W\). The neighborhood of a vertex \(v \in V\), denoted \(N(v)\), is the set of vertices adjacent to \(v\) under \(E\), including \(v\) itself.

A subset \(W \subseteq V\) is called a clique of \(G\) if \(G[W]\) is a complete graph. A clique \(W\) of \(G\) is maximal if it is inclusion-maximal as a clique in \(G\), i.e., if no vertex \(v \in V \setminus W\) can be added to \(W\) so that \(W \cup \{v\}\) forms a clique. Since maximal cliques are central to the constructions in this paper, they will often just be called max cliques. Cycles in a graph are defined in the usual way.

A graph \(G\) is a split graph if its vertex set can be partitioned into two sets \(U\) and \(V\) so that \(G[U]\) is a clique and \(V\) is an independent set. We write \(G = (U \cup V, E)\) to emphasize the partition. Similarly, if \(G\) is a bipartite graph, then we write \(G = (U \cup V, E)\) in order to emphasize that \(U\) and \(V\) are independent sets.

The main result of this paper, Theorem 1.2, is about interval graphs, which we define and discuss now. The properties of interval graphs mentioned here are based on [9].

**Definition 2.1** (Interval graph). Let \(I\) be a finite collection of closed intervals \(I_i = [a_i, b_i] \subseteq \mathbb{N}\). The graph \(G_I = (V, E)\) defined by \(I\) has vertex set \(V = I\) and edge relation \(I_i I_j \in E : \iff I_i \cap I_j \neq \emptyset\). \(I\) is called an interval representation of a graph \(G\) if \(G \cong G_I\). A graph \(G\) is an interval graph if there is a collection of closed intervals \(I\) which is an interval representation of \(G\).

If \(v \in V\), then \(I_v\) denotes the interval corresponding to vertex \(v\) in \(I\). An interval representation \(I\) for an interval graph \(G\) is called minimal if the set \(\bigcup I \subseteq \mathbb{N}\) is of minimum size over all interval representations of \(G\). Any interval representation \(I\) can be converted into a minimal interval representation by removing a subset of \(\mathbb{N}\) from all intervals in \(I\) (and then considering the remaining points in \(\bigcup I\) as an initial segment of \(\mathbb{N}\)).

If \(I = \{I_i\}_{i \in [n]}\) is a minimal interval representation of \(G\), then there is an intimate connection between the max cliques of \(G\) and the sets \(M(k) = \{I_i \mid k \in I_i\}\) for \(k \in \mathbb{N}\). In fact, if \(M(k) \neq \emptyset\) for some \(k\), then \(M(k)\) forms a clique which is maximal by the minimality condition on \(I\). Conversely, if \(M\) is a max clique of \(G\), then \(\bigcap_{v \in M} I_v = \{k\}\) for some \(k \in \mathbb{N}\) by the minimality of \(I\), and \(M(k) = M\).

Thus, a connected graph \(G\) is an interval graph if and only if its max cliques can be arranged as a path so that each vertex of \(G\) is contained in consecutive max cliques. In this way, any minimal interval representation \(I\) of \(G\) induces an ordering \(\triangleleft I\) of \(G\)’s max cliques. We call a max clique \(C\) a possible end of \(G\) if there is a minimal interval representation \(I\) of \(G\) so that \(C\) is \(\triangleleft I\)-minimal.

Interval graphs are a classical example of an intersection graph class of certain objects. Intersection graphs have as vertices a collection \(\{o_1, \ldots, o_k\}\) of these objects with an edge between \(o_i\) and
If $\mathcal{Y}$ is an intersection graph class, $G = (V, E) \in \mathcal{Y}$, and $U$ is any subset of $V$, then $G[U]$ is also a member of $\mathcal{Y}$ since it is just the intersection graph of the objects in $U$. Any graph class $\mathcal{G}$ that is closed under taking induced subgraphs can also be defined by a possibly infinite list of forbidden induced subgraphs, by taking all those graphs not in $\mathcal{G}$ that are minimal with respect to the relation of being an induced subgraph. A complete infinite family of forbidden induced subgraphs defining the class of interval graphs is given by Lekkerkerker and Boland in [25].

Some further classes of graphs are important for this paper, and will be defined now.

**Definition 2.2** (Chordal graph). A graph is called chordal if all its induced cycles are of length 3.

It is easy to show that every interval graph is chordal. Chordal graphs can alternatively be characterized by the property that the maximal cliques can be arranged in a forest $T$, so that for every vertex of the graph the set of max cliques containing it is connected in $T$ (cf. [5]).

**Definition 2.3** (Comparability graph). A graph $G = (V, E)$ is called a comparability graph if there exists a strict partial ordering $<$ of its vertex set $V$ so that $uv \in E$ if and only if $u, v$ are comparable with respect to $<$.

A graph is called an incomparability graph if its complement is a comparability graph. It is a well-known fact that every interval graph is an incomparability graph. In fact, a graph is an interval graph if and only if it is a chordal incomparability graph [9, 10].

### 2.2 Logics

We assume basic knowledge in logic, particularly of first-order logic FO. All structures considered in this paper are graphs $G = (V, E)$, i.e., relational structures with universe $V$ and one binary relation $E$ which is assumed to be symmetric and irreflexive. This section will introduce the fixed-point logics FP and FP+C. Detailed discussions of these logics can be found in [6, 11, 22].

If $\phi$ is a formula of some logic, we write $\phi(x_1, \ldots, x_k)$ to indicate that the free variables of $\phi$ are among $x_1, \ldots, x_k$. If $v_1, \ldots, v_k$ are vertices of a graph $G$, then $G \models \phi[v_1, \ldots, v_k]$ denotes that $G$ satisfies $\phi$ if $x_i$ is interpreted as $v_i$ for all $i \in [k]$. Furthermore, $\phi^G[v_1, \ldots, v_{k-1},.]$ denotes the subset of vertices $v_k$ in $G$ for which $G \models \phi[v_1, \ldots, v_k]$, and similarly, $\phi^G[., \ldots, .] = \{v \in V^k \mid G \models \phi[v]\}$.

**Inflationary fixed-point logic** FP is the extension of FO by a fixed-point operator with inflationary semantics, which is defined as follows. Let $G = (V, E)$ be a graph, let $X$ be a relation variable of arity $r$, and let $\vec{x}$ be a vector of $r$ variables. Let $\phi$ be a formula whose free variables may include $X$ as a free relation variable and $\vec{x}$ as free (vertex) variables. For any set $F \subseteq V^r$, let $\phi[F]$ denote the set of $r$-tuples $\vec{v} \in V^r$ for which $\phi$ holds when $X$ is interpreted as $F$ and $\vec{v}$ is assigned to $\vec{x}$. Let the sets $F_i$ be defined inductively by $F_0 = \phi[.]$ and $F_{i+1} = F_i \cup \phi[F_i]$. Since $F_i \subseteq F_{i+1}$ for all $i \in \mathbb{N}_0$, we have $F_k = F_{|V|}$ for all $k \geq |V|^r$. We call the $r$-ary relation $F_{|V|}$ the inflationary fixed-point of $\phi$ and denote it by $(\text{ifp}_{X \rightarrow \vec{x}} \phi)$. FP denotes the extension of FO with the ifp-operator.

In 1982, Immerman [21] and Vardi [30] showed that FP characterizes PTIME on classes of ordered structures\(^1\).

**Theorem 2.4** (Immerman-Vardi). Let $\mathcal{K}$ be a class of ordered graphs, i.e., graphs with an additional binary relation $<$ which satisfies the axioms of a linear order. Then $\mathcal{K}$ is PTIME-decidable if and only if there is a sentence of FP defining $\mathcal{K}$.

\(^1\)In fact, Immerman and Vardi showed this capturing result using a different fixed-point operator for least fixed points. Inflationary and least fixed points were shown to be equivalent by Gurevich and Shelah [18] and Kreutzer [24]. Also, Immerman and Vardi proved the result for general relational structures with an ordering, while we only state their theorem for graphs.
When no ordering is present, then $\text{FP}$ is not expressive enough to capture PTIME: in fact, it cannot even decide the parity of the underlying vertex set’s size. For the capturing result in this paper, we will also need a stronger logic which is capable of such basic counting operations.

For this, let $G = (V, E)$ be a graph and let $N_V := [0, |V|] \subset \mathbb{N}_0$. Instead of $G$ alone, we consider the two-sorted structure $G^+ := (V, N_V, E, <)$ with universe $V \cup N_V$, so that $E$ defines $G$ on $V$ and $<$ is the natural linear ordering of $N_V \subset \mathbb{N}_0$. Notice that $E$ is not defined for any numbers from $N_V$, and also, $<$ does not give any order on $V$. Now we define $\text{FP}$-sentences on $G^+$ with the convention that all variables are implicitly typed. Thus, any variable $x$ is either a vertex variable which ranges over $V$ or a numeric variable which ranges over $N_V$.

The connection between the vertex and the number sort is established by counting terms of the form $\#x\varphi$ where $x$ is a vertex variable and $\varphi$ is a formula. $\#x\varphi$ denotes the number from $N_V$ of vertices $v \in V$ so that $G \models \varphi[v]$. $\text{FP+C}$ is now obtained by extending $\text{FP}$ in the two-sorted framework with counting terms.

We can encode numbers from $[0, |N_V|^k - 1]$ with $k$-tuples of number variables. With the help of the fixed-point operator, we can do some meaningful arithmetic on these tuples, such as addition, multiplication, and counting the number of tuples $\vec{x}$ satisfying a formula $\varphi(\vec{x})$ (cf. [11]).

With its power to handle basic arithmetic, $\text{FP+C}$ is already more powerful than $\text{FP}$ on unordered graphs. Still, it is not powerful enough to capture PTIME by a result of Cai, Fürer and Immerman [3]. This fact will be used in the next section to prove similar negative results for specific classes of graphs. For this, we still need the notion of a graph interpretation, which is a restricted version of the more general concept of a syntactical interpretation.

**Definition 2.5.** An $\ell$-ary graph interpretation is a tuple $\Gamma = (\gamma_V(\vec{x}), \gamma_\approx(\vec{x}, \vec{y}), \gamma_E(\vec{x}, \vec{y}))$ of FO-formulas so that $|\vec{x}| = |\vec{y}| = \ell$ and in any graph, $\gamma_\approx$ defines an equivalence relation on $\gamma_{V[\cdot]}$. If $G = (V, E)$ is a graph, then $\Gamma[G] = (V_\Gamma, E_\Gamma)$ denotes the graph with vertex set $V_\Gamma = \gamma_{V[\cdot]}[\cdot] / \approx$ and edge set $E_\Gamma = \gamma_{E[\cdot, \cdot]}[\cdot, \cdot] / \approx^2$.

**Lemma 2.6** (Graph Interpretations Lemma). Let $\Gamma$ be an $\ell$-ary graph interpretation. Then for any $\text{FP+C}$-sentence $\varphi$ there is a sentence $\varphi^{-\Gamma}$ with the property that $G \models \varphi^{-\Gamma} \iff \Gamma[G] \models \varphi$.

**Idea.** A proof of this fact for first-order logic can be found in [7]. It essentially consists in modifying occurrences of the edge relation symbol and quantification in $\varphi$ with the right versions of $\gamma_V$, $\gamma_\approx$ and $\gamma_E$. Lemma 2.7 below is needed in order to deal with counting quantifiers in a sensible manner. We omit the details. \hfill\Box

### 2.3 $\text{FP+C}$-definable canonization

Results that prove the capturing of PTIME on a certain graph class usually do so by showing that there is a logically definable canonization mapping from the graph structure to the number sort. Theorem 1.2 will also be proved in this way, showing that there is an $\text{FP+C}$-formula $\varepsilon(x, y)$ with numeric variables $x$ and $y$ so that any interval graph $G = (V, E)$ is isomorphic to $([|V|], \varepsilon^G[\cdot, \cdot])$.

Since the number sort $N_V$ is linearly ordered, the Immerman-Vardi Theorem 2.4 then implies that any PTIME-computable property of interval graphs can be defined in $\text{FP+C}$.

Cai, Fürer and Immerman have observed that for graph classes which admit $\text{FP+C}$-definable canonization, a generic method known as the Weisfeiler-Lehman (WL) algorithm can be used to decide graph isomorphism in polynomial time (cf. [3]). Thus by Theorem 1.2, the WL algorithm also decides isomorphism of interval graphs. In the light of efficient linear-time isomorphism algorithms for interval graphs, the novelty here lies in the fact that a simple combinatorial algorithm decides interval graph isomorphism without specifically exploiting these graphs’ inherent structure. The
algorithm is generic in the sense that it also decides isomorphism of planar graphs, graphs of bounded treewidth, and many others.

2.4 Basic formulas

We finish this section by noting some basic constructions that can be expressed in \( \text{FP} + \text{C} \). The existence of these formulas is essentially folklore, and variants of them can for example be found in [11]. These results lay the technical foundation for a higher-level description of the canonization procedure in Section 4. We omit their straight-forward proofs.

**Lemma 2.7** (Counting equivalence classes). Suppose \( \sim \) is an \( \text{FP} + \text{C} \)-definable equivalence relation on \( k \)-tuples of \( V \), and let \( \varphi(\vec{x}) \) be an \( \text{FP} + \text{C} \)-formula with \( |\vec{x}| = k \). Assume that \( \sim \) has at most \( |V| \) equivalence classes. Then there is an \( \text{FP} + \text{C} \)-counting term giving the number of equivalence classes \( [\vec{v}] \) of \( \sim \) such that \( G \models \varphi(\vec{u}) \) for some \( \vec{u} \in [\vec{v}] \).

**Proof.** The idea is to construct the sum slicewise for each cardinality of equivalence classes first, which gives us control over the number of classes rather than the number of elements in these classes. Let \( \vec{s}, \vec{z}, a, b \) be number variables. Define the relation \( R(\vec{s}, \vec{x}) \) to hold if \( \vec{x} \) is contained in a \( \sim \)-equivalence class of size \( \vec{s} \) which contains some element making \( \varphi \) true. Using the fixed-point operator, it is then easy to define relation \( S(\vec{s}, \vec{z}) \) by \( z \leq \sum_{i \in [\vec{s}]} \#a \exists b \left( a < b \land b \cdot i = \#\vec{x} \cdot R(\vec{i}, \vec{x}) \right) \) for \( \vec{s} \) from 1 to \( |V|^k \). Then \( \#_z S([V]^k, \vec{z}) \) is the desired counting term. Let \( \vec{y} \) be a tuple of number variables and let \( \varphi(\vec{x}, \vec{y}) \) be some formula. Using the ordering on the number sort and fixing \( \vec{x}, \varphi(\vec{x}, \cdot) \) can be considered a 0-1-string of truth values of length \( |N^k_V| \). If \( \vec{x} \) is a tuple of elements so that the string defined by \( \varphi(\vec{x}, \cdot) \) is the lexicographically least of all such strings, then \( \varphi(\vec{x}, \cdot) \) is called the **lexicographic leader**. Observe that such \( \vec{x} \) need not be unique. Lexicographic leaders are used to break ties during the inductive definition of a graph’s ordered canonical form.

**Lemma 2.8** (Lexicographic leader). Let \( \vec{x} \) be a tuple of variables taking values in \( V^k \times N^k_V \) and let \( \vec{y} \) be a tuple of number variables. Suppose \( \varphi(\vec{x}, \vec{y}) \) is an \( \text{FP} + \text{C} \)-formula and \( \sim \) is an \( \text{FP} + \text{C} \)-definable equivalence relation on \( V^k \times N^k_V \). Then there is an \( \text{FP} + \text{C} \)-formula \( \lambda(\vec{x}, \vec{y}) \) so that for any \( \vec{v} \in V^k \times N^k_V \), \( \lambda(\vec{v}, \cdot) \) is the lexicographic leader among the relations \( \{ \varphi(\vec{u}, \cdot) \mid \vec{u} \sim \vec{v} \} \).

**Proof.** To start, there is a FO-sentence \( \psi(\vec{x}, \vec{y}) \) so that \( \psi(\vec{u}, \vec{v}) \) holds if and only if \( \varphi(\vec{u}, \cdot) \) is lexicographically smaller or equal to \( \varphi(\vec{v}, \cdot) \). Now \( \lambda \) is given by

\[
\lambda(\vec{x}, \vec{y}) = \exists \vec{z}(\vec{x} \sim \vec{z} \land \varphi(\vec{z}, \vec{y}) \land \forall \vec{w}(\vec{w} \sim \vec{z} \rightarrow \psi(\vec{z}, \vec{w})))
\]

Finally, we will repeatedly encounter the situation where the disjoint union of given graphs has to be defined in a canonical way. If \( G_1 = ([v_1], E_1), \ldots, G_k = ([v_k], E_k) \) are (ordered) graphs in lexicographically ascending order, then we define their disjoint union \( G = (V, E) \) on \( V = \sum_{i \in [k]} v_i \) so that \( G[\sum_{j \in [i - 1]} v_j + 1, \sum_{j \in [i]} v_j] \) is order isomorphic to \( G_i \) for all \( i \in [k] \). It is easy to see that \( G \) is uniquely well-defined, and we call it the **lexicographic disjoint union** of \( \{G_i\}_{i \in [k]} \). The following lemma says that lexicographic disjoint unions are \( \text{FP} + \text{C} \)-definable.

**Lemma 2.9.** Suppose \( \sim \) is an \( \text{FP} + \text{C} \)-definable equivalence relation on \( V^k \times [V]^k \) and let \( \varphi(\vec{x}, \vec{y}) \), \( \varepsilon(\vec{x}, y, z) \) be \( \text{FP} + \text{C} \)-formulas with number variables \( y, z \) defining graphs \( (\varepsilon^{G(\vec{v}), \vec{x}, \cdot}) \) on the numeric sort for each \( \vec{v} \in V^k \times [V]^k \). Furthermore, assume that \( \varepsilon^{G(\vec{v}), \vec{x}, \cdot} = \varepsilon^{G(\vec{v}'), \vec{x}, \cdot} \) whenever \( \vec{v} \sim \vec{v'} \), and that \( \sum_{\vec{i} \in [V]} |\varepsilon^{G(\vec{v}), \cdot}| \leq |V| \). Then there is an \( \text{FP} + \text{C} \)-formula \( \omega(y, z) \) defining on
\[
\sum_{v \in V' \sim} |v^{G}(v, \cdot)|
\]
the lexicographic disjoint union of the lexicographic leaders of \(\sim\)'s equivalence classes.

Proof. Let \(<\) be the strict weak order on \(\sim\)'s equivalence classes induced by the strict weak order on the classes' respective lexicographic \((v, \varepsilon)\)-leader. Using Lemma 2.8, it is easy to define \(<\), using elements from \(V^k \times |V|^\ell\) to identify equivalence classes. Using the fixed point-operator, define \(\omega\) inductively starting with the \(<\)-least elements, saving those elements \(\bar{v}\) from equivalence classes that have already been considered in a relation \(R\). In each step, find the \(<\)-least elements \(L\) in \(V^k \times |V|^\ell\) which are not in \(R\), calculate the number \(n\) of equivalence classes contained in \(L\), and then expand \(\omega\) by \(n\) copies of \(\lambda[v, \cdot]\) (which is the same for any \(v \in L\)).

3 Non-capturing results

This section contains some negative results of \(\mathsf{FP+C}\) not capturing \(\mathsf{PTIME}\) on a number of graph classes. In particular, this will be shown for bipartite graphs (Theorem 3.2) using a simple construction and the machinery of graph interpretations (see Definition 2.5). Theorem 1.1 will then follow. We note that Theorem 3.2 has previously been obtained by Dawar and Richerby [4]. However, the method used here is more widely applicable and allows for stronger conclusions (see Remark 3.8).

The results in this section are all based on the following theorem due to Cai, Fürer, and Immerman [3].

Fact 3.1. There is a \(\mathsf{PTIME}\)-decidable property \(\mathcal{P}_{\text{CFI}}\) of graphs of degree 3 which is not \(\mathsf{FP+C}\)-definable.

For any graph \(G = (V, E)\), the incidence graph \(G^I = (V \cup E, F)\) is defined by \(ve \in F \iff v \in V\) and \(v \in e \in E\). \(G^I\) is bipartite and it is straightforward to define a graph interpretation \(\Gamma\) so that for any graph \(G\) it holds that \(\Gamma[G] \cong G^I\). Furthermore, given a graph \(G^I\), it is a simple \(\mathsf{PTIME}\)-computation to uniquely reconstruct \(G\) from \(G^I\). Also, since the two parts of a bipartite graph can be found in linear time, it is clear how to decide whether a given graph \(H\) is isomorphic to \(G^I\) for some graph \(G\).

Theorem 3.2. \(\mathsf{FP+C}\) does not capture \(\mathsf{PTIME}\) on the class of bipartite graphs.

Proof. Recall the \(\mathsf{PTIME}\)-decidable query \(\mathcal{P}_{\text{CFI}}\) from Fact 3.1 and let \(\mathcal{P} := \{H \mid H \cong G^I \text{ for some } G \in \mathcal{P}_{\text{CFI}}\}\). By the remarks above, \(\mathcal{P}\) is \(\mathsf{PTIME}\)-decidable.

So suppose that \(\mathsf{FP+C}\) captures \(\mathsf{PTIME}\) on the class of bipartite graphs. Then there is an \(\mathsf{FP+C}\)-sentence \(\varphi\) such that for every bipartite graph \(G\) it holds that \(G \models \varphi\) if and only if \(G \in \mathcal{P}\). By an application of the Graph Interpretations Lemma 2.6 we then obtain a sentence \(\varphi^{-\Gamma}\) so that \(G \models \varphi^{-\Gamma}\) if and only if \(G^I \cong \Gamma[G] \models \varphi\). Thus, \(\varphi^{-\Gamma}\) defines \(\mathcal{P}_{\text{CFI}}\), contradicting Fact 3.1.

Theorem 1.1 is now a simple corollary of the following Lemma.

Lemma 3.3. Every bipartite graph \(G = (U \cup V, E)\) is a comparability graph.

Proof. A suitable partial order \(<\) on \(U \cup V\) is defined by letting \(u < v\) if and only if \(u \in U, v \in V\), and \(uv \in E\).

Corollary 3.4. \(\mathsf{FP+C}\) does not capture \(\mathsf{PTIME}\) on the class of incomparability graphs.
This tells us that being a comparability or incomparability graph alone is not sufficient for a graph $G$ to be uniformly $\text{FP}+\text{C}$-canonizable. Section 4, however, is going to show that this is possible if $G$ is both chordal and an incomparability graph, i.e., an interval graph. In a way, this is not simply a corollary of a capturing result on a larger class of graphs, as it is shown now that $\text{FP}+\text{C}$ does not capture $\text{PTIME}$ on the class of chordal graphs, either. The construction is due to Grohe [15].

For any graph $G = (V, E)$, the split incidence graph $G^S = (V \cup E, \{V, E\} \cup F)$ is given by $ve \in F \iff v \in V$ and $v \in e \in E$. Notice that $G^S$ differs from $G^I$ only by the fact that all former vertices $v \in V$ form a clique in $G^S$.

Given the similarity of $G^S$ and $G^I$, the analysis for split incidence graphs is completely analogous to the one for incidence graphs above. In particular, the class $\mathcal{P}^S := \{H \mid H \cong G^S \text{ for some } G \in \mathcal{P}_{\text{CFI}}\}$ is $\text{PTIME}$-decidable and given a split graph $H$, the graph $G$ for which $G^S \cong H$ can be reconstructed in $\text{PTIME}$ if such $G$ exists. Also, there is a graph interpretation $\Gamma'$ so that for any graph $G$: $\Gamma'[G] \cong G^S$. The proof of the following theorem is then clear, and the subsequent lemmas complete the analysis for chordal graphs.

**Theorem 3.5.** $\text{FP}+\text{C}$ does not capture $\text{PTIME}$ on split graphs.

**Lemma 3.6.** Every split graph $G = (U \cup V, E)$ is chordal.

**Corollary 3.7** (Grohe [15]). $\text{FP}+\text{C}$ does not capture $\text{PTIME}$ on the class of chordal graphs.

**Remark 3.8.** In fact, the proofs here admit even stronger conclusions: any regular logic (cf. [7]) captures $\text{PTIME}$ on the class of comparability graphs (respectively chordal graphs) if and only if it captures $\text{PTIME}$ on the class of all graphs.

Let us conclude this section by noting some non-capturing results for further intersection graph classes. A $t$-interval graph is the intersection graph of sets which are the union of $t$ intervals. By a result of Griggs and West [12], any graph of maximum degree 3 is a 2-interval graph, so Fact 3.1 directly implies that $\text{FP}+\text{C}$ does not capture $\text{PTIME}$ on $t$-interval graphs for $t \geq 2$. In [29], Uehara gives a construction that implies such a non-capturing result for intersection graphs of axis-parallel line segments in the plane. It follows that $\text{FP}+\text{C}$ does not capture $\text{PTIME}$ on boxicity-$d$ graphs for $d \geq 2$, where a boxicity-$d$ graph is the intersection graph of axis-parallel boxes in $\mathbb{R}^d$ and the boxicity-1 graphs are just the interval graphs.

## 4 Capturing $\text{PTIME}$ on interval graphs

The goal of this section is to prove Theorem 1.2 by canonization. We will exhibit a numeric $\text{FP}+\text{C}$-formula $\varepsilon(x, y)$ so that for any interval graph $G = (V, E)$, $([|V|], \varepsilon^G[:])$ defines a graph on the numeric sort of $\text{FP}+\text{C}$ which is isomorphic to $G$. The canonization essentially consists of finding the lexicographic leader among all possible interval representations of $G$. For this, as discussed above, it is enough to bring the maximal cliques of $G$ in the right linear order. The first lemma shows that the maximal cliques of $G$ are $\text{FO}$-definable.

**Lemma 4.1.** Let $G = (V, E)$ be an interval graph and let $M$ be a maximal clique of $G$. Then there are vertices $u, v \in M$, not necessarily distinct, such that $M = N(u) \cap N(v)$.

This is fairly intuitive. Consider the following minimal interval representation of a graph $G$.

---
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Max cliques 1 and 3 are precisely the neighborhoods of vertices a and e, respectively. The vertex pairs (a, a), (a, b), and (a, c) all define max clique 1, and similarly three different vertex pairs define max clique 3. Max clique 2 is not the neighborhood of any single vertex, but it is uniquely defined by \( N(b) \cap N(d) \).

**Proof of Lemma 4.1.** Let \( \mathcal{I} \) be a minimal interval representation of \( G \). First assume that \( M \) is the \( \prec \)-least maximal clique. The lemma is trivial if \( M \) is the only maximal clique of \( G \), otherwise let \( X \) be \( M \)'s \( \prec \)-successor. Since \( M \neq X \) there is \( v \in M \setminus X \), and \( M \) is the only maximal clique of \( G \) that \( v \) is contained in (as \( v \) is contained in \( \prec \)-consecutive max cliques). Hence, \( M = N(v) \). A symmetric argument holds if \( M \) is the \( \prec \)-greatest maximal clique. Now assume that \( M \) is neither \( \prec \)-least nor maximal and let \( X, Y \) be \( M \)'s immediate \( \prec \)-predecessor and successor, respectively. There exist \( x \in M \setminus X \) and \( y \in M \setminus Y \), and we claim that \( N(x) \cap N(y) = M \). In fact, since any vertex in \( M \) is contained both in \( N(x) \) and \( N(y) \), we have \( M \subset N(x) \cap N(y) \). Now let \( u \in N(x) \cap N(y) \) and write \( I_u = [a, b] \). Let \( k \) be the (unique) integer such that \( M(k) = M \). Then \( ux \in E \) implies \( b \geq k \), and \( vx \in E \) implies \( a \leq k \). Thus, \( k \in I_u \) and hence \( u \in M \), which proves the claim. \( \square \)

Now, whether or not a vertex pair \( (u, v) \in V^2 \) defines a max clique is easily definable in \( \text{FO} \), as is the equivalence relation on \( V^2 \) of vertex pairs defining the same max clique. Lemma 4.1 tells us that all max cliques can be defined by such vertex pairs. For any \( v \in V \), let the span of \( v \), denoted \( \text{span}(v) \), be the number of max cliques of \( G \) that \( v \) is contained in. Since equivalence classes can be counted by Lemma 2.7, \( \text{span}(x) \) is \( \text{FP+C-definable} \) on the class of interval graphs by a counting term with \( x \) as a free vertex variable.

Generally representing max cliques by pairs of variables \( (x, y) \in V^2 \) allows us to treat max cliques as first-class objects that can be quantified over. For reasons of conceptual simplicity, the syntactic overhead which is necessary for working with this representation will not be made explicit in the remainder of this section.

### 4.1 Extracting information about the order of the maximal cliques

Now that we are able to handle maximal cliques, we would like to simply pick an end of the interval graph \( G \) and work with the order which this choice induces on the rest of the maximal cliques. Of course, the choice of an end does not necessarily impose a linear order on the maximal cliques. However, the following recursive procedure turns out to recover all the information about the order of the max cliques induced by choosing an end of \( G \).

Let \( \mathcal{M} \) be the set of maximal cliques of an interval graph \( G = (V, E) \) and let \( M \in \mathcal{M} \). The binary relation \( \prec_M \) is defined recursively on the elements of \( \mathcal{M} \) as follows:

\[
\begin{align*}
\text{Initialization:} & \quad M \prec_M C \text{ for all } C \in \mathcal{M} \setminus \{M\} \\
\text{Recursion:} & \quad C \prec_M D \quad \text{if} \quad \begin{cases} 
\exists E \in \mathcal{M} \text{ with } E \prec_M D \text{ and } (E \cap C) \setminus D \neq \emptyset \quad \text{or} \\
\exists E \in \mathcal{M} \text{ with } C \prec_M E \text{ and } (E \cap D) \setminus C \neq \emptyset.
\end{cases}
\end{align*}
\]

The following interval representation of a graph \( G \) illustrates this definition.
Suppose we have picked max clique $M$, then $C \succeq_M X$ and $D \succeq_M X$ since $\ell \in C \cap D \cap M \setminus X$ and $M \succeq_M X$ by the initialization step. In a second step, it is determined that $C \succeq_M D$ since $r \in D \cap X \setminus C$ and $C \succeq_M X$. So in this example, $\succeq_M$ actually turns out to be a strict linear order on the max cliques of $G$. This is not the case in general, but $\succeq_M$ will still be useful when $M$ is a possible end of $G$. The definition of $\succeq_M$ seems natural to me for the task of ordering the max cliques of an interval graphs. However, I am not aware of it appearing previously anywhere in the literature.

It is readily seen how to define $\succeq_M$ using the inflationary fixed-point operator, where maximal cliques are defined by pairs of vertices from $G$.

**Remark 4.2.** In fact, $\succeq_M$ can already be defined using a symmetric transitive closure operator as follows: define an edge relation on $M^2$ by connecting $(C, D)$ and $(E, F)$ if $E \succeq_M F$ follows from $C \succeq_M D$ by one application of (★). Inspection of (★) shows that this edge relation is symmetric, hence the graph is undirected. Now $C \succeq_M D$ holds if and only if $(C, D)$ is reachable from $(M, X)$ for some max clique $X$. This observation is used in [23] to show that canonical forms of interval graphs can be computed using only logarithmic space.

The following lemmas prove important properties of $\succeq_M$. We say that a binary relation $R$ on a set $A$ is asymmetric if $ab \in R$ implies $ba \notin R$ for all $a, b \in A$. In particular, asymmetric relations are irreflexive.

**Lemma 4.3.** If $\succeq_M$ is asymmetric, then it is transitive. Thus, if $\succeq_M$ is asymmetric, then it is a strict partial order.

**Proof.** By a derivation chain of length $k$ we mean a finite sequence $X_0 \succeq_M Y_0$, $X_1 \succeq_M Y_1$, $\ldots$, $X_k \succeq_M Y_k$ such that $X_0 = M$ and for each $i \in [k]$, the relation $X_i \succeq_M Y_i$ follows from $X_{i-1} \succeq_M Y_{i-1}$ by one application of (★). Clearly, whenever it holds that $X \succeq_M Y$ there is a derivation chain that has $X \succeq_M Y$ as its last element.

So assume that $\succeq_M$ is asymmetric. Suppose $A \succeq_M B \succeq_M C$ and let a derivation chain $(L_0, \ldots, L_a)$ of length $a$ be given for $A \succeq_M B$. The proof is by induction on $a$. If $a = 0$, then $A = M$ and $A \succeq_M C$ holds. For the inductive step, suppose $a = n$ and consider the second to last element $L_{n-1}$ in the derivation chain. There are two cases:

- $L_{n-1} = (X \succeq_M B)$ and there is a vertex $v \in (X \cap A) \setminus B$: By induction it holds that $X \succeq_M C$. Now if we had $v \in C$, the fact that $A \succeq_M B$ would imply $C \succeq_M B$, which contradicts asymmetry of $\succeq_M$. Hence, $v \notin C$ and one more application of (★) yields $A \succeq_M C$.

- $L_{n-1} = (A \succeq_M X)$ and there is a vertex $v \in (X \cap B) \setminus A$: If $v \in C$, then we immediately get $A \succeq_M C$. If $v \notin C$, then $X \succeq_M C$. Thus we can derive $A \succeq_M X \succeq_M C$ where the left derivation chain has length $n - 1$. By induction, $A \succeq_M C$ follows.

**Lemma 4.4.** Let $C \subseteq M$ be a set of max cliques with $M \notin C$. Suppose that for all $A \in M \setminus C$ and any $C, C' \in C$ it holds that $A \cap C = A \cap C'$. Then the max cliques in $C$ are mutually incomparable with respect to $\succeq_M$. 

10
Proof. Suppose for contradiction that there are \( C, C' \in \mathcal{C} \) with \( C \prec_M C' \). Let \( M \prec_M Y_0, X_1 \prec_M Y_1, \ldots, X_k \prec_M Y_k \) be a derivation chain for \( C \prec_M C' \) as in the proof of Lemma 4.3. Since \( X_k = C \), \( Y_k = C' \), and \( M \not\in \mathcal{C} \), there is a largest index \( i \) so that either \( X_i \) or \( Y_i \) is not contained in \( \mathcal{C} \).

If \( X_i \not\in \mathcal{C} \), then \( X_{i+1} \in \mathcal{C} \) and \( Y_i = Y_{i+1} \in \mathcal{C} \) and it holds that \( X_i \cap X_{i+1} \cap Y_{i+1} \neq \emptyset \). Consequently, \( X_i \cap X_{i+1} \neq X_i \cap Y_{i+1} \), contradicting the assumption of the lemma. Similarly, if \( Y_i \not\in \mathcal{C} \), then \( Y_{i+1} \in \mathcal{C} \) and \( X_i = Y_{i+1} \in \mathcal{C} \) and it holds that \( Y_i \cap Y_{i+1} \setminus X_{i+1} \neq \emptyset \). Thus, \( Y_i \cap Y_{i+1} \neq Y_i \cap X_{i+1} \), again a contradiction.

In fact, there is a converse to Lemma 4.4 when the set of \( \prec_M \)-incomparable max cliques is maximal.

**Lemma 4.5.** Suppose \( M \) is a max clique of \( G \) and \( \mathcal{C} \) is a maximal set of \( \prec_M \)-incomparable max cliques. Let \( D \in \mathcal{M} \setminus \mathcal{C} \). Then \( D \cap \mathcal{C} = D \cap \mathcal{C}' \) for all \( C, C' \in \mathcal{C} \).

**Proof.** We say that a max clique \( A \) splits a set of max cliques \( \mathcal{X} \) if there are \( X, Y \in \mathcal{X} \) so that \( A \cap X \neq A \cap Y \). If in addition to splitting \( \mathcal{X} \), \( A \) is also \( \prec_M \)-comparable to all the elements in \( \mathcal{X} \), then either \( A \cap X \setminus Y \neq \emptyset \) or \( A \cap Y \setminus X \neq \emptyset \) and one application of (**) implies that \( X \) and \( Y \) are comparable.

Suppose for contradiction that there is \( X_1 \in \mathcal{M} \setminus \mathcal{C} \) splitting \( \mathcal{C} \). We greedily grow a list of max cliques \( X_i \) with the property that \( X_i \in \mathcal{M} \setminus (\mathcal{C} \cup \{X_1, \ldots, X_{i-1}\}) \) splits the set \( X_{i-1} := \mathcal{C} \cup \{X_1, \ldots, X_{i-1}\} \). The list \( X_1, \ldots, X_k \) is complete when no further max clique splits the set \( X_k \).

Suppose that \( M \not\in X_k \). For any \( D \in \mathcal{M} \setminus X_k \) we have \( D \cap \mathcal{X} = D \cap X' \) for all \( X \in X_k \), so Lemma 4.4 implies that the max cliques in \( X_k \) are \( \prec_M \)-incomparable. However, this is impossible since we assumed \( C \subseteq X_k \) to be maximal. Therefore, \( M \in X_k \).

Now let \( Y_1, \ldots, Y_\ell \) be a shortest list of max cliques from \( X_k \) so that \( Y_\ell = M \) and each \( Y_j \) splits \( Y_{j-1} := \mathcal{C} \cup \{Y_1, \ldots, Y_{j-1}\} \).

**Claim 4.6.** For all \( j \in [2, \ell] \), \( Y_j \cap Y_{j-1} \neq Y_j \cap A \) for all \( A \in Y_{j-2} \).

**Proof of Claim 4.6.** Consider \( j = \ell \) and suppose that there is \( A \in Y_{\ell-2} \) with \( Y_\ell \cap A = Y_\ell \cap Y_{\ell-1} \). As \( Y_\ell \) splits \( Y_{\ell-1} \), there must be some \( B \in Y_{\ell-2} \) such that \( Y_\ell \cap B \neq Y_\ell \cap Y_{\ell-1} \). But then \( Y_\ell \) already splits \( Y_{\ell-2} \), so by eliminating \( Y_{\ell-1} \) we could make the list shorter.

Inductively, suppose that the claim holds for all \( i > j \), but not for \( j \). Then there are \( A, B \in Y_{j-2} \) such that \( Y_j \cap B \neq Y_j \cap Y_{j-1} \) and \( Y_j \cap A \), so \( Y_j \) already splits \( Y_{j-2} \). Removing \( Y_j \) from the list gives us a shorter list in which \( Y_j \) still splits \( Y_{j-1} \) for all \( i > j \) because of our inductive assumption. As we assumed our list to be shortest, this concludes the inductive step. **Claim 4.6.**

We now argue once again inductively backwards down the list \( Y_1, \ldots, Y_\ell \) with the goal of showing that \( Y_j \) is \( \prec_M \)-comparable to all max cliques in \( Y_{j-1} \). Certainly, this is true for \( Y_j = M \) and \( Y_{j-1} \). Assume that \( Y_j \) is comparable to all max cliques in \( Y_{j-1} \) for \( j \in [2, \ell] \). Since \( Y_j \cap Y_{j-1} \neq Y_j \cap A \) for all \( A \in Y_{j-2} \) by Claim 4.6, it follows that \( Y_j-1 \) is comparable to all max cliques in \( Y_{j-2} \).

Now \( Y_1 \) is comparable to all max cliques in \( \mathcal{C} \). Since \( Y_1 \) splits \( \mathcal{C} \), there are \( C, C' \in \mathcal{C} \) so that \( C \prec_M C' \), contradicting our assumption that the max cliques in \( \mathcal{C} \) are \( \prec_M \)-incomparable. Therefore we conclude that there is no \( D \in \mathcal{M} \setminus \mathcal{C} \) spliting \( \mathcal{C} \). **□**

Lemma 4.5 says that incomparable max cliques interact with the rest of \( \mathcal{M} \) in a uniform way. Let us make this notion more precise. A module of \( G \) is a set \( S \subseteq V \) so that for any vertex \( x \in V \setminus S \), \( S \) is either completely connected or completely disconnected to \( x \). In other words, for all \( u, v \in S \) and all \( x \in V \setminus S \) it holds that \( ux \in E \iff vx \in E \). The next drawing illustrates the occurrence of a module in an interval graph.
Corollary 4.7. Suppose $M$ is a max clique of $G$ so that $\prec_M$ is a strict partial order and $C$ is a maximal set of incomparable max cliques. Then

- $S_C := \bigcup_{C \in C} C \setminus \bigcup_{D \in M \setminus C} D$ is a module of $G$, and
- $S_C = \{ v \in \bigcup C \mid \text{span}(v) \leq |C| \}$.

Proof. Let $u, v \in S_C$ and $x \in V \setminus S_C$ and suppose that $ux \in E$, but $ux \notin E$. There is a max clique $C \in M$ with $u, x \in C$, but $v \notin C$, and since $u \in S$ we must have $C \in C$. By the definition of $S_C$, $x$ is also contained in some max clique $D \in M \setminus C$. Finally, let $C'$ be some max clique in $C$ containing $v$, so $x \notin C'$. Thus, $D \cap C \neq D \cap C'$, contradicting Lemma 4.5.

For the second statement, let $v \in \bigcup C$. If $v \in S_C$, then clearly $\text{span}(v) \leq |C|$. But if $v \notin S_C$, then it is contained in some $D \in M \setminus C$, and by Lemma 4.5 $v$ must also be contained in all max cliques in $C$. Thus, $\text{span}(v) > |C|$, proving the statement.

This characterization of the modules occurring when defining the relations $\prec_M$ will be central in the canonization procedure of $G$. There is another corollary of Lemma 4.5 which proves that $\prec_M$ has a particularly nice structure.

Corollary 4.8. If $M$ is a max clique of $G$ so that $\prec_M$ is a strict partial order, then $\prec_M$ is a strict weak order.

Proof. We need to prove that $\prec_M$-incomparability is a transitive relation of $G$’s max cliques. So let $(A, B)$ and $(B, C)$ be incomparable pairs with respect to $\prec_M$. Let $C_{AB}$ and $C_{BC}$ be maximal sets of incomparables containing $\{A, B\}$ and $\{B, C\}$, respectively. By Lemma 4.5, we have $D \cap X = D \cap B = D \cap Y$ for every $X, Y \in C_{AB} \cup C_{BC}$ and $D \in M \setminus (C_{AB} \cup C_{BC})$. As $M \notin C_{AB} \cup C_{BC}$, Lemma 4.4 implies that the max cliques in $C_{AB} \cup C_{BC}$ are $\prec_M$-incomparable, so in particular $A$ and $C$ are incomparable with respect to $\prec_M$.

At this point, let us put the pieces together and show that picking an arbitrary max clique $M$ as an end of $G$ and defining $\prec_M$ is a useful way to obtain information about the structure of $G$.

Lemma 4.9. Let $M$ be a max clique of an interval graph $G$. Then $\prec_M$ is a strict weak order if and only if $M$ is a possible end of $G$.

Proof. If $M$ is a possible end of $G$, then let $I$ be a minimal interval representation of $G$ which has $M$ as its first clique. Let $\prec_I$ be the linear order $I$ induces on the max cliques of $G$. In order to show asymmetry it is enough to observe that, as relations, we have $\prec_M \subseteq \prec_I$. It is readily verified that this holds true of the initialization step in the recursive definition of $\prec_M$, and that whenever max cliques $C, D$ satisfy (⋆) with $\prec_M$ replaced by $\prec_I$, then it must hold that $C \prec_I D$. This shows asymmetry, and by Lemma 4.3 and Corollary 4.8 $\prec_M$ is a strict weak order.

Conversely, suppose $\prec_M$ is a strict weak order. The first aim is to turn $\prec_M$ into a linear order. Let $C$ be a maximal set of incomparable max cliques, and recall the set $S_C = \bigcup_{C \in C} C \setminus \bigcup_{D \in M \setminus C} D$. 
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Since $G[S_C]$ is an interval graph, we can pick an interval representation $I_{S_C}$ for $G[S_C]$. The set of max cliques of $G[S_C]$ is given by $\{C \cap S_C \mid C \in \mathcal{C}\}$, and since $S_C$ is a module, $C \cap S_C \neq C' \cap S_C$ for any $C \neq C'$ from $C$. Thus, $I_{S_C}$ induces a linear order $\preceq_C$ on the elements of $\mathcal{C}$. Now let $C <_M D$ if and only if $C <_M D$, or $C, D \in \mathcal{C}$ for some maximal set of incomparables $\mathcal{C}$ and $C <_C D$. This is a strict linear order since $<_M$ is a strict weak order. We claim that $<_M$ is an ordering of the max cliques which is isomorphic to the linear order induced by some interval representation of $G$. This will imply that $M$ is a possible end of $G$.

In order to prove the claim, it is enough to show that each vertex $v \in V$ is contained in consecutive max cliques. Suppose for contradiction that there are max cliques $A <_M B <_M C$ and $v$ is contained in $A$ and $C$, but not in $B$. Certainly, this cannot be the case if $A, B, C$ are incomparable with respect to $<_M$, so assume without loss of generality that $A <_M B$. Now, since $v \in (A \cap C) \setminus B$, ($\star$) implies that $C <_M B$, which contradicts the asymmetry of $<_M$.

**Remark 4.10.** The recursive definition of $<_M$ and Lemma 4.3 through Corollary 4.8 do not depend on $G$ being an interval graph. However, the proof of Lemma 4.9 shows that $<_M$ only turns out to be a partial order if the max cliques can be brought into a linear order, modulo the occurrence of modules. In particular, defining $<_M$ in a general chordal graph does not yield any useful information if the graph’s tree decomposition into max cliques requires a tree vertex of degree 3 or more, which is the case for all chordal graphs which are not interval graphs.

### 4.2 Canonizing when $<_M$ is a linear order

Since $<_M$ is $\mathsf{FP}$-definable for any max clique $M$, and since asymmetry of $<_M$ is $\mathsf{FO}$-definable, Lemma 4.9 gives us a way to define possible ends of interval graphs in $\mathsf{FP}$. Moreover, if $M$ is a possible end of $G = (V, E)$, then $<_M$ contains precisely the ordering imposed on the max cliques of $G$ by the choice of $M$ as the first clique.

First, suppose that $G = (V, E)$ is an interval graph and $\prec$ is a linear order on the max cliques which is induced by an interval representation of $G$. Define the binary relation $<_G$ on the vertices of $G$ as follows. For $x \in V$, let $A_x$ be the $<_M$-least max clique of $G$ containing $x$. Then let

$$x <_G y :\iff \begin{cases} A_x < A_y, \text{ or} \\ A_x = A_y \text{ and } \text{span}(x) < \text{span}(y). \end{cases}$$

It is readily verified that $<_G$ is a strict weak order on $V$, and if $x, y$ are incomparable, then $N(x) = N(y)$. Now it is easy to canonize $G$: if $[v]$ denotes the equivalence class of vertices incomparable to $v$, then $[v]$ is represented by the numbers from the interval $[a + 1, a + |[v]|]$, where $a$ is the number of vertices which are strictly $<_G$-smaller than $v$. Since all vertices in $[v]$ have precisely the same neighbors in $G \setminus [v]$ and $[v]$ forms a clique, it is also clear how to define the edge relation on the number sort.

Now if $G$ is any interval graph and $M$ is a possible end, we can still define an ordering for those vertices that are not contained in a module. Let $\sim^G_M$ be the equivalence relation on $V$ for which $x \sim^G_M y$ if and only if $x = y$ or there is a nonsingular maximal set of incomparables $\mathcal{C}$ with respect to $<_M$ so that $x, y \in S_C$. Denote the equivalence class of $x \in V$ under $\sim^G_M$ by $[x]$, and define the edge relation $E_M$ of the graph $G_M = (V/\sim^G_M, E_M)$ by $[u][v] \in E_M :\iff \exists x \in [u], y \in [v] \text { s.t. } xy \in E$. It follows directly from the definition of $\sim^G_M$ that if $A$ is a max clique which is $<_M$-comparable to all other max cliques in $G$, then all $v \in A$ are in singleton equivalence classes $[v] = \{v\}$. If $\mathcal{C}$ is a nonsingular maximal set of incomparables, then there is precisely one max clique $C$ in $G_M$ which contains all the equivalence classes associated with $\mathcal{C}$, i.e., $C = \{[v] \mid v \in \bigcup \mathcal{C}\}$. Thus $<_M$ induces a strict linear order on the max cliques of $G_M$. In fact, this shows that $G_M$ is an interval graph with a valid interval representation induced by $<_M$. 
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4.3 Canonizing general interval graphs

What is left is to deal with the sets $S_C$ coming from maximal sets of incomparables. Let $P' = \{(M, n) \mid M \in \mathcal{M}, n \in |V|\}$. For each $(M, n) \in P'$ define $V_{M,n}$ as the set of vertices of the connected component of $V \setminus \{v \in V \mid \text{span}(v) > n\}$ which intersects $M$ (if non-empty). Notice that $M_n := M \cap V_{M,n}$ is a max clique of $G[V_{M,n}]$. Finally, let $P$ be the set of those $(M, n) \in P'$ for which defining $\prec_{M,n}$ in $G[V_{M,n}]$ yields a strict partial order of $G[V_{M,n}]$'s max cliques.

It is immediate from Corollary 4.7 that for any maximal set of incomparable max cliques $C$, $S_C = \bigcup_{\mathcal{C} \in C} V_{\mathcal{C}, |\mathcal{C}|}$. In this situation, for any $C \in \mathcal{C}$, the set $V_{\mathcal{C}, |\mathcal{C}|}$ defines a component of $S_C$, and $(\mathcal{C}, |\mathcal{C}|) \in P$ if and only if $C \cap S_C$ is a possible end of (one of the components of) $G[S_C]$. This gives us enough structure to perform canonization.

Proof of Theorem 1.2. We define the relation $\varepsilon(M, n, x, y)$ inductively, where $(M, n) \in P$ and $x, y$ are number variables. $(|V_{M,n}|, \varepsilon^G[M, n, \cdot, \cdot])$ will be an isomorphic copy of $G[V_{M,n}]$ on the numeric sort. To this end, start defining $\varepsilon$ for all $(M, 1) \in P$, then for all $(M, 2) \in P$, and so on, up to all $(M, |V|) \in P$.

Suppose we want to define $\varepsilon$ for $(M, n) \in P$, then first compute the strict weak order $\prec_{M,n}$ on the interval graph $G[V_{M,n}]$. Consider any nonsingular maximal set of incomparables $\mathcal{C}$ and let $m := |\mathcal{C}|$. Let $H_1, \ldots, H_h$ be a list of the components of $G[S_C]$ and let $H_i$ be such a component. By the above remarks, there exist at least two $C \in \mathcal{C}$ so that $V_{C,m} = H_i$ and $(C, m) \in P$.

Notice that by the definitions of $P$ and $\prec_{M,n}$, we have $m < n$ and therefore all $\varepsilon^G[C, m, \cdot, \cdot]$ with $C \in \mathcal{C}$ have already been defined. Let $\sim$ be the equivalence relation on $P \cap (\mathcal{C} \times \{m\})$ defined by $(C, m) \sim (C', m) \iff V_{C,m} = V_{C', m}$. Using Lemma 2.9, we obtain the lexicographic disjoint union $\omega_{\mathcal{C}}(x, y)$ of the lexicographic leaders of $\sim$’s equivalence classes.

Finally, let $\prec_{M,n}^G$ be the strict partial order on $V_{M,n}/\sim_{M,n}^G$ defined above. Let $c_1, \ldots, c_k$ be the list of non-singular equivalence classes of $\sim_{M,n}^G$. Each $c_i$ is associated with a unique maximal set of incomparables $\mathcal{C}_i$, and $c_i = S_{\mathcal{C}_i}$ as sets. We aim at canonizing $G_{M,n}$ using $\prec_{M,n}^G$, inserting the graph defined by $\omega_{\mathcal{C}_i}(x, y)$ in place of each $c_i$. Here is how: each $[v] \in V_{M,n}/\sim_{M,n}^G$ is represented by the interval $[a + 1, a + |v|]$, where $a$ is the number of vertices in equivalence classes strictly $\prec_{M,n}^G$-smaller than $[v]$. Since all vertices in $[v]$ have the same neighbors in all of $G \setminus [v]$, it is clear how to define the edge relation between $[v]$ and $G \setminus [v]$. If $[v]$ is not a singleton set, then $c_i = [v]$ for some $i$ and the edge relation on $c_i$ is given by $\omega_{\mathcal{C}_i}(x, y)$.

It is clear from the construction that $(|V_{M,n}|), \varepsilon^G[M, n, \cdot, \cdot] \cong G[V_{M,n}]$. Also, $\varepsilon(M, n, x, y)$ can be defined in $\text{FP} + \mathcal{C}$ for all $(M, n) \in P$ using a fixed point-operator iterating $n$ from 1 to $|V|$. Finally, let $\varepsilon(x, y)$ be the lexicographic disjoint union of the lexicographic leaders canonizing the components of $G$, each of which is defined by some $(M, |V|) \in P$. Then $(|V|), \varepsilon^G[\cdot, \cdot] \cong G$, which concludes the canonization of $G$.

Proof of Corollary 1.3. We claim that for the recognition of interval graphs, it is enough to check that (a) every edge of the graph $G$ is contained in some max clique which is defined by the joint neighborhood of some pair of vertices and (b) the canonization procedure as described in Section 4 succeeds to produce a graph of the same size on the number sort.

Certainly, any interval graph satisfies both conditions by the results in this paper. Conversely, assume that $G = (V, E)$ satisfies these conditions, and let $H = (|V|), \varepsilon$ be the ordered graph defined by the canonization procedure. We can choose a bijection $\varphi : V \rightarrow |V|$ by breaking all ties during the definition of $H$ arbitrarily. We claim that $\varphi$ is an isomorphism between $G$ and $H$. Let $u, v \in V$ and suppose $uv \notin E$. Since the sets of max cliques respectively containing $u$ and $v$ are disjoint, at no point during the canonization procedure there is an edge defined between numbers corresponding to $u$ and $v$, and hence $\varphi(u)\varphi(v) \notin \varepsilon$. If $uv \in E$, however, then $u, v$ are both contained in some
definable max clique $C$ which is forced to appear in the relations $\prec_M$ defined by ($\star$). It is easy to see then that also $\varphi(u)\varphi(v) \in \varepsilon$, and hence $\varphi$ is an isomorphism. Finally, observe that any graph defined by the canonization procedure is an interval graph.

5 Conclusion

We have proved that the class of interval graphs admits $\mathsf{FP}^+\mathsf{C}$-definable canonization. Thus, $\mathsf{FP}^+\mathsf{C}$ captures PTIME on the class of interval graphs, which was shown not to be the case for any of the two obvious superclasses of interval graphs: chordal graphs and incomparability graphs. The result also implies that the combinatorial Weisfeiler-Lehman algorithm solves the isomorphism problem for interval graphs.

As noted in Remark 4.2, the methods in this paper can be used to define LOGSPACE-computable canonical forms for interval graphs (cf. [23]). The $\mathsf{FP}^+\mathsf{C}$-canonization of the modular decomposition tree from Section 4.3 is then replaced by Lindell’s LOGSPACE-tree canonization algorithm [26]. This implies that the set of logspace computable intrinsic properties of interval graphs is recursively enumerable. However, LOGSPACE is not captured by first-order logic with the symmetric transitive closure operator: any rooted tree is converted into an interval graph by connecting each vertex to all its descendants. Arguing as in Section 3, such a capturing result would imply an analogous capturing result on trees, which is ruled out by the work of Etessami and Immerman [8].

Among the graph classes considered in this paper, the only class whose status is not settled with respect to $\mathsf{FP}^+\mathsf{C}$-canonization is the class of chordal comparability graphs. While it appears that the methods employed for chordal incomparability graphs here do not carry over (see Remark 4.10), I believe I have found a different solution, which will be contained in the journal version of this paper.

So far, little is known about logics capturing complexity classes on classes of graphs which are defined by a (finite or infinite) list of forbidden induced subgraphs. This paper makes a contribution in this direction. It seems that chordal graphs, even though they do not admit $\mathsf{FP}^+\mathsf{C}$-canonization themselves, can often be handled effectively in fixed-point logic as soon as additional properties are satisfied (being a line graph, incomparability or comparability graph). It would be instructive to unify these properties. In this context, I would also like to point to Grohe’s conjecture [15] that $\mathsf{FP}^+\mathsf{C}$ captures PTIME on the class of claw-free chordal graphs.
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