Abstract

In this article, we study the triple-collinear limit of scattering amplitudes, focusing on processes which include at least one photon. To deal with infrared divergences, we applied dimensional regularization (DREG) and worked in the time-like (TL) kinematical region in order to ensure the validity of strict-collinear factorization. Both polarized and unpolarized splitting functions were obtained using independent codes, which allowed for a first cross-check among them. The divergent structure of all the triple-collinear splittings was compared with the Catani's formula, and we found a complete agreement. Moreover, in the polarized case, this comparison imposed additional constraints in the finite part of some master integrals (MI). The analysis of photon-started splittings led to very compact expressions, because of gauge invariance. These contributions were identified with the Abelian terms of the remaining splitting functions, which constitutes another cross-check of the results.

Keywords: NLO computations, hadronic collisions

1. Introduction

During the last years there was an enormous progress in the computation of physical observables at higher-orders. Based on KLN theorem, we know that virtual and real contributions must be put together to obtain finite results. However, both of them contain certain divergences originated in the loop or in the phase-space integration. For this reason, it is important to properly understand the singular behaviour of scattering amplitudes.

In this article we briefly explore the collinear regime of scattering amplitudes in the context of QCD+QED, and describe the computation of splitting functions in the triple collinear limit. These objects control the singular behaviour of scattering amplitudes when two or more particles become collinear \[1, 2\]. When working in the time-like (TL) kinematical region, strict-collinear factorization \[3\] guarantees the universality of splitting functions and their independence of the non-collinear particles \[4, 5\].

For the double collinear limit, splitting functions were first introduced in Ref. \[6\]. They have been computed at one-loop \[7, 8, 9\] and two-loop level \[10, 11, 12, 13\], and two-loop level \[14, 15, 16, 17, 18, 19\], both for amplitudes and squared matrix-elements. The multiple collinear limit has been studied since it is an essential ingredient of N^kLO hadronic computations. Many tree-level multiple collinear splittings were computed \[20, 21, 22, 23, 24, 25\], although higher-orders corrections are not fully known. At one-loop level, there were only some partial results for \[q \rightarrow q\bar{Q}Q\] \[26\]. In Refs. \[27, 28\], we gave a full description of triple-collinear splitting functions at one-loop level for processes which involve at least one photon.

The outline of this paper is the following. In Section 2 we establish the notation and describe Catani's formula. Besides that, we briefly describe the computational techniques applied to obtain the results. In Section 3 we discuss the photon-started triple-collinear splitting functions, focusing in the polarized case. We make some comments on the structure of the results, specially about gauge invariance properties. After that,
we describe the remaining splitting functions in Section 4 and present the conclusions in Section 5.

2. Kinematics and other properties of the collinear limit

In the most general configuration, let’s consider an \(n\)-particle process where \(m\) particles become collinear at the same time. Momenta are labelled as \(p_i\) and \(C = \{1, 2, \ldots, m\}\) denotes the set of collinear particles. Partons are considered massless, so \(p_i^2 = 0\). Subenergies are defined as \(s_{ij} \equiv 2 p_i \cdot p_j\) and \(s_{i,j} = (p_i + p_{i+1} + \ldots + p_j)^2 = p_{ij}^2\). Strict-collinear factorization is fulfilled in the TL region, i.e. \(s_{ij} \geq 0\) for every \(i,j \in C\), so we performed all the computations in this kinematical regime. Also, it is suitable to use a Sudakov-like parametrization to describe the collinear momenta. For this purpose we introduce the light-like vectors \(\vec{p}^a\) and \(n^\mu\), so that

\[
\vec{p}^a = p^a_{1,m} = \frac{s_{1,m}}{2n \cdot \vec{P}} n^\mu,
\]

corresponds to the collinear direction and \(n^\mu\) describes how the collinear limit is approached, with \(n \cdot P = n \cdot p_{1,m}\). Also, we define

\[
z_i = \frac{n \cdot p_i}{n \cdot P}, \quad i \in C,
\]

as the longitudinal momentum fractions, which fulfill \(\sum_{i \in C} z_i = 1\).

Besides kinematics, factorization properties become manifest when working in the light-cone gauge (LCG) [29, 30]. In spite of some technical difficulties\(^1\) the ghosts decouple from the theory and the gluons only have physical polarizations. Since the collinear limit involves the presence of almost on-shell virtual states, LCG guarantees that internal lines can be expressed in terms of physical particles. Thus, keeping the most singular contribution when \(s_{1,m} \to 0\), we obtain

\[
|\mathcal{A}(p_1, \ldots, p_n)\rangle \approx S_{p_{a \to b}\ldots c; \vec{P}} (p_1, \ldots, p_m; \vec{P}) \times |\mathcal{A}(\vec{P}, p_{m+1}, \ldots, p_n)\rangle,
\]

where \(S_{p_{a \to b}\ldots c; \vec{P}}\) is the splitting amplitude. When the parent parton is a vector particle \(V\), it is possible to remove its polarization vector \(\epsilon_a(\vec{P})\) and define amputated splitting amplitudes. The polarized splitting functions are obtained from the tensor product of two amputated splitting matrices, i.e.

\[
P_{V \to a_1 \ldots a_m; \eta}^{\mu
u} \equiv \left(\frac{s_{1,m}}{2 \mu^2_s}\right)^{m-1} \left(\hat{S}p_{\mu
u,a_1 \ldots a_m}^{\eta} \right)^\dagger \times \hat{S}p_{V \to a_1 \ldots a_m} + \text{h.c.},
\]

where there is an implicit sum over the colors and spins of the external partons, and we perform an average over the parent parton’s colors.

\[
\langle \hat{P}_{V \to a_1 \ldots a_m} \rangle = \frac{1}{\omega} d_{\mu\nu}(\vec{P}, n) \mathcal{P}_{V \to a_1 \ldots a_m}^{\mu\nu},
\]

where \(\omega = 2(1 - \epsilon)\) and

\[
d_{\mu\nu}(\vec{P}, n) = -\eta_{ST}^{\mu\nu} + \frac{\vec{P}_\mu n_\nu + \vec{P}_\nu n_\mu}{n \cdot \vec{P}},
\]

is the LCG gluon propagator in the context of DREG [31, 32]. Notice that we use \(\eta_{ST}^{\mu\nu}\) instead of the 4-dimensional metric because we work in the CDR scheme [32].

In an analogous way, we can extend Eq. 4 for fermion-started processes. Instead of removing a polarization vector, we amputate the spinor \(u(\vec{P})\) and obtain an object with open fermion chains. In the 4-dimensional theory, helicity conservation implies

\[
P_{q \to a_1 \ldots a_m}(s, s') = \omega q \delta_{s,s'} \langle \hat{P}_{q \to a_1 \ldots a_m} \rangle,
\]

so we only require to compute the unpolarized splittings started by quarks. However, there is a subtlety related with the concept of helicity conservation in DREG. Considering \(D_{ST} = 4 - 2\epsilon\), there are contributions originated by helicity-violating interactions, so non-diagonal terms should be added to Eq. 7. However, after removing IR/UV poles, non-diagonal terms in spin space are proportional to \(\epsilon\). Since we compute the \(O(\epsilon^0)\) corrections, these additional terms are neglected here\(^2\).

Working in the TL-region [41, 51], the polarized-splitting functions are rank-2 tensors that depend only on the collinear momenta (i.e. \(p_i^\mu\) with \(i \in C\)), the quantization vector \(n^\mu\) and the \(D_{ST}\)-dimensional metric. So, it is necessary to write all the possible tensorial struc-

---

\(^1\)Computations in the LCG involve dealing with spurious divergences, which are originated by the presence of linear denominators inside Feynman integrals.

\(^2\)A further discussion about this issue is available in Ref. [13], using the double-collinear limit to make explicit computations.
tures and define a basis. For instance,
\[ \begin{align*}
\partial^\nu_{v+1} & = \tilde{\eta}_{v}^\nu, \\
\partial^\nu_{v+1} & = \tilde{\eta}_{\rho(v), v}^\nu, \\
\partial^\nu_{v+1} & = \tilde{\eta}_{\rho(v+1), v+1}^\nu, \\
\partial^\nu_{v+1} & = \tilde{\eta}_{\rho(v+2), v+2}^\nu, \\
\partial^\nu_{v+1} & = \tilde{\eta}_{\rho(v+3), v+3}^\nu.
\end{align*} \]

In the following, we will use the same notation applied as we can adapt the previous basis for the case of 11 systems, which increases the computational performance. So, we obtain [28]
\[ P_{\nu v}^{\mu (a_1, a_2)} = \sum_{j=1}^{4} A_j^\mu f_{j_v}^{\nu} + A_{a_2}^\mu f_{12}^{\nu}, \]

with 11 system dependence in the final result.

### 2.1. Divergent structure in DREG

As it is well-known, loop-corrections to splitting functions exhibit IR/UV divergences. According to Catani’s formula at one-loop [26], splitting functions are expanded as
\[ S_{\nu v}^{(1)}(a_1, a_2) = I_{\nu v}^{(1)}(a_1, a_2, 0) + S_{\nu v}^{(1)}(a_1, a_2), \]

where
\[ I_{\nu v}^{(1)}(a_1, a_2) = \frac{1}{\epsilon^2} \left( \begin{array}{c}
-\frac{1}{\mu^2} \\
-\frac{1}{\mu^2} \\
-\frac{1}{\mu^2} \\
-\frac{1}{\mu^2}
\end{array} \right)^{\nu v} \left( \begin{array}{c}
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i \\
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i \\
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i \\
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i
\end{array} \right) \right.
\]

and 11 system dependence in the final result.

### 2.2. Divergent structure in DREG

As it is well-known, loop-corrections to splitting functions exhibit IR/UV divergences. According to Catani’s formula at one-loop [26], splitting functions are expanded as
\[ S_{\nu v}^{(1)}(a_1, a_2) = I_{\nu v}^{(1)}(a_1, a_2, 0) + S_{\nu v}^{(1)}(a_1, a_2), \]

where
\[ I_{\nu v}^{(1)}(a_1, a_2) = \frac{1}{\epsilon^2} \left( \begin{array}{c}
-\frac{1}{\mu^2} \\
-\frac{1}{\mu^2} \\
-\frac{1}{\mu^2} \\
-\frac{1}{\mu^2}
\end{array} \right)^{\nu v} \left( \begin{array}{c}
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i \\
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i \\
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i \\
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i
\end{array} \right) \right.
\]

and 11 system dependence in the final result.

### 2.3. Divergent structure in DREG

As it is well-known, loop-corrections to splitting functions exhibit IR/UV divergences. According to Catani’s formula at one-loop [26], splitting functions are expanded as
\[ S_{\nu v}^{(1)}(a_1, a_2) = I_{\nu v}^{(1)}(a_1, a_2, 0) + S_{\nu v}^{(1)}(a_1, a_2), \]

where
\[ I_{\nu v}^{(1)}(a_1, a_2) = \frac{1}{\epsilon^2} \left( \begin{array}{c}
-\frac{1}{\mu^2} \\
-\frac{1}{\mu^2} \\
-\frac{1}{\mu^2} \\
-\frac{1}{\mu^2}
\end{array} \right)^{\nu v} \left( \begin{array}{c}
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i \\
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i \\
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i \\
\frac{1}{\epsilon} \sum_{i=1}^{\hat{m}} T_i
\end{array} \right) \right.
\]

and 11 system dependence in the final result.
2.2. Organization of the results

Due to the fact that the divergent structure is predicted by Eq. (22), we can subtract it and work with the finite remainder. For this reason, using Eq. (4) we obtain

\[
P_{V→q_1 q_2, a_\mu}^{(1)\text{fin}, \mu\nu} = \frac{S_{V→a_1\ldots a_n}}{2 m^2} \left( S P_{V→q_1 q_2, a_\mu}^{(0)\mu} \right) + \cdots
\]

where \(C_{V}\) involves a quark-antiquark pair in the final state, and \(S_{V→a_1\ldots a_n}\) are vector-like particles. Thus, the corrections to the irreducible denominators involved and apply integration-by-parts (IBP) identities [33, 34].

In the triple-collinear limit, starting from Eq. (20) and using Eq. (23), we obtain

\[
P_{V→q_1 q_2, a_\mu}^{(1)\text{fin}, \mu\nu} = \epsilon \left[ \sum_{i=1}^{4} A_j^{(1)\text{fin}, \mu\nu} f_j^{\mu\nu} + A_2^{(1)\text{fin}, \mu\nu} f_{12}^{\mu\nu} \right]
\]

where \(\epsilon = e^{-\alpha_s a_\mu - a_\alpha}\) is a process-dependent normalization factor. Because all the processes analysed in this article involve a quark-antiquark pair in the final state, they can be written in the generic form \(V \rightarrow q_1 q_2 V_3\) where \(V\) and \(V_3\) are vector-like particles. Thus, the corresponding polarized splitting functions are symmetric both under the exchange \(\mu \leftrightarrow \nu\) and \(1 \leftrightarrow 2\). In consequence, we can exploit this symmetry considerations to simplify the finite terms and impose consistency-checks in intermediate steps of the computation.

Using the traditional Feynman diagram approach, we write the contributing amplitudes, classify them according to the irreducible denominators involved and apply integration-by-parts (IBP) identities [33, 34]. We end up with a list of master integrals (MI) multiplied by rational coefficients. So, we expand the result up to \(O(\epsilon^3)\) and verify that \(P_{V→q_1 q_2, a_\mu}^{(1)\text{fin}, \mu\nu}\) does not contain \(\epsilon\)-poles (which constitutes another consistency-check). Finally, we classify the finite terms according to their transcendental weight: in consequence, we obtain

\[
A_j^{(1)\text{fin}} = \sum_{i=0}^{2} C_j^{(i)} + (1 \leftrightarrow 2) \quad \text{for} \quad j \in [1, 3],
\]

\[
A_2^{(1)\text{fin}} = \sum_{i=0}^{2} C_2^{(i)},
\]

\[
A_3^{(1)\text{fin}} = \sum_{i=0}^{2} C_3^{(i)} - (1 \leftrightarrow 2),
\]

where \(C_j^{(i)}\) includes only functions of transcendental weight \(i\).

3. Photon splittings

In order to better understand the structure of triple collinear splitting functions and its NLO corrections, let’s start considering photon-initiated processes. There are two non-trivial configurations at tree-level: \(\gamma \rightarrow \bar{q}q\gamma\) (\(\bar{m} = 2\)) and \(\gamma \rightarrow \bar{q}q\bar{g}\) (\(\bar{m} = 3\)). Introducing the function

\[
P_{\gamma \rightarrow \bar{q}q\gamma}^{(0)\mu\nu} = \frac{1}{x_1 x_2} \left( \bar{q}_1 (x_1 - 1) - x_1 \right)^2
\]

the LO polarized splitting functions for these processes are given by

\[
P_{\gamma \rightarrow \bar{q}q\gamma}^{(0)\mu\nu} = e^2 \delta_{\bar{q}q} \bar{C}_A P_{\gamma \rightarrow \bar{q}q\gamma}^{(0)\mu\nu},
\]

\[
P_{\gamma \rightarrow \bar{q}q\bar{g}}^{(0)\mu\nu} = e^2 \delta_{\bar{q}q} \delta_{\bar{g}e} \bar{C}_A P_{\gamma \rightarrow \bar{q}q\bar{g}}^{(0)\mu\nu}.
\]

As expected, the color structure is very simple and they share the same kinematical dependence. Here we used the notation

\[
x_i = (-s_{jk} - i\delta)/(-s_{13} - i\delta),
\]

with \((i, j, k)\) a permutation of \([1, 2, 3]\).

When considering NLO corrections, we can easily appreciate that \(P_{\gamma \rightarrow \bar{q}q\gamma}^{(0)\mu\nu}\) contains the Abelian part of \(P_{\gamma \rightarrow \bar{q}q\gamma}^{(0)\mu\nu}\). In fact, we found

\[
P_{\gamma \rightarrow \bar{q}q\gamma}^{(0)\mu\nu} \bigg|_{C_A \rightarrow 0} = g_c^2 \bar{C}_F,
\]

\[
P_{\gamma \rightarrow \bar{q}q\gamma}^{(0)\mu\nu} \bigg|_{C_A \rightarrow 0} = g_c^2 \bar{C}_F \epsilon_q^2
\]

which constitutes a cross-check between these splittings. If we define \(D_A = 2C_F - C_A\), this relation allows us to write

\[
C_j^{(0, \gamma \rightarrow \bar{q}q\gamma)} = C_A C_j^{(0, \gamma \rightarrow \bar{q}q\gamma)} + D_A C_j^{(0, \gamma \rightarrow \bar{q}q\gamma)},
\]

with \(C_j^{(0, \gamma \rightarrow \bar{q}q\gamma)} = C_j^{(0, \gamma \rightarrow \bar{q}q\gamma)} / 2\).

On the other hand, contributions of weight 0 and 1 are a bit lengthy so we will not show explicit expressions for them in this paper. However, it is worth noticing that they are independent of \(z_i\). Weight 2 contributions are also independent of \(z_i\), and they are given by

\[
C_1^{(2)} = -2F_1 \left( \frac{1 - x_1}{x_2} + \frac{2x_1 - 5}{x_2} + \frac{x_2 - 2}{x_1} \right)
\]

\[
+ \frac{2}{x_1 x_2} + 2,)
\]

\[
C_2^{(2)} = -2F_2 \left( \frac{2x_1^2 + 2x_1 (x_1 - 2) + (1 - x_2)^2}{x_1 x_2} \right)
\]

\[
= 2F_1 \left( \frac{2}{x_1^2} + (1 - x_2)^2 \right)
\]

\[
= \frac{x_1}{x_1 x_2},
\]

\[
C_3^{(2)} = -4F_1 \left( \frac{(1 - x_2)^2 - x_1}{x_1 x_2^2} \right),
\]
for $\gamma \rightarrow q\bar{q}\gamma$ and

$$C_{1}^{2(C_A)} = -\frac{F_3}{x_1 x_2},$$

for the $C_A$ part of $\gamma \rightarrow q\bar{q}g$. In the previous expressions, we used $F_i = \mathcal{R}(x_i, x_j)$ with $i = \{1, 2\}$ and

$$\mathcal{R}(x_i, x_j) = \frac{\zeta_2 - \log x_i + \log x_j}{x_i x_j}.$$  \hspace{1cm} (40)

This function is related with the finite part of the standard scalar box integral (i.e. without LCG denominators). Its presence is related with the fact that photon-initiated splitting functions at one-loop can be expressed using only standard bubbles and boxes. Because the parent parton is a color singlet, we can attach the splitting amplitude to a colorless fermionic line and build a gauge invariant scattering amplitude. So, the one-loop computation can be performed using a covariant gauge, which avoids the presence of Feynman integrals with gauge invariant scattering amplitude. Therefore, the one-loop contributions discussed above do not contain LCG denominators. In second place, we notice that the $\delta$-dependence of those results is related with the fact that photon-polarized splitting function is the gluon-started polarized splitting function. It is worth making some comments about the structure of those results. In first place, we can appreciate that $q \rightarrow q\bar{q}g$ and $q \rightarrow q\gamma\gamma$ are diagrammatically related under the exchange $P \leftrightarrow 2$, although it is not possible to establish a crossing-like transformation to link them: parent parton is off-shell while outgoing collinear particles are on-shell. On the other hand, quark-started processes lead to expressions that are more complicated than vector-started ones. This is associated with the constraints imposed by the projection over the on-shell physical polarization vector $e_\mu(F)$. Besides that, many consistency checks have been applied to our computations. First of all, polarized and unpolarized splittings were calculated using two independent codes and we were able to recover the unpolarized case after contracting with $d_{\mu\nu}(P, n)$. In second place, for every process, we computed the NLO correction to the splitting function in LCG, then LCG integrals vanish.

It is interesting to appreciate that unpolarized photon-started splitting functions depend on $z_i$, although the polarized ones are completely independent of $n^\mu$. We conclude that the whole $z_i$-dependence is introduced through the contraction with $d_{\mu\nu}(P, n)$ while performing the average over the polarizations of the parent parton.

4. QCD started splittings and further checks

There are three processes started by QCD partons which include at least one photon and have non-vanishing tree-level contributions. In one hand, we have $q \rightarrow q\gamma\gamma$ and $q \rightarrow q\bar{q}\gamma$, which were computed in Ref. [27] for the unpolarized case. On the other hand, $g \rightarrow q\bar{q}g$ was computed in Ref. [28] for the polarized case. Tree-level quark-started splittings are given by

$$\langle \tilde{P}^{(0)}_{q\gamma\gamma} \rangle = \frac{C_F^{2}}{8C_A^{2}} \langle \tilde{P}^{(0)}_{q\gamma\gamma} \rangle,$$

for $\gamma \rightarrow q\bar{q}\gamma$ and

$$C_{1}^{2(C_A)} = -\frac{F_3}{x_1 x_2},$$

for the $C_A$ part of $\gamma \rightarrow q\bar{q}g$. In the previous expressions, we used $F_i = \mathcal{R}(x_i, x_j)$ with $i = \{1, 2\}$ and

$$\mathcal{R}(x_i, x_j) = \frac{\zeta_2 - \log x_i + \log x_j}{x_i x_j}.$$  \hspace{1cm} (40)

This function is related with the finite part of the standard scalar box integral (i.e. without LCG denominators). Its presence is related with the fact that photon-initiated splitting functions at one-loop can be expressed using only standard bubbles and boxes. Because the parent parton is a color singlet, we can attach the splitting amplitude to a colorless fermionic line and build a gauge invariant scattering amplitude. So, the one-loop computation can be performed using a covariant gauge, which avoids the presence of Feynman integrals with gauge invariant scattering amplitude. Therefore, the one-loop contributions discussed above do not contain LCG denominators. In second place, we notice that the $\delta$-dependence of those results is related with the fact that photon-polarized splitting function is the gluon-started polarized splitting function. It is worth making some comments about the structure of those results. In first place, we can appreciate that $q \rightarrow q\bar{q}g$ and $q \rightarrow q\gamma\gamma$ are diagrammatically related under the exchange $P \leftrightarrow 2$, although it is not possible to establish a crossing-like transformation to link them: parent parton is off-shell while outgoing collinear particles are on-shell. On the other hand, quark-started processes lead to expressions that are more complicated than vector-started ones. This is associated with the constraints imposed by the projection over the on-shell physical polarization vector $e_\mu(F)$. Besides that, many consistency checks have been applied to our computations. First of all, polarized and unpolarized splittings were calculated using two independent codes and we were able to recover the unpolarized case after contracting with $d_{\mu\nu}(P, n)$. In second place, for every process, we computed the NLO correction to the splitting function in LCG, then LCG integrals vanish.

It is interesting to appreciate that unpolarized photon-started splitting functions depend on $z_i$, although the polarized ones are completely independent of $n^\mu$. We conclude that the whole $z_i$-dependence is introduced through the contraction with $d_{\mu\nu}(P, n)$ while performing the average over the polarizations of the parent parton.
and forced the cancellation of the single $\epsilon$-poles, after subtracting those predicted by Eq. (22). We obtained

$$(B_2 + S_{1\rightarrow 2} (B_3)) + 2 \mathcal{D}(x_i, z_i) = 0,$$

where $\mathcal{D}(x_i, z_i)$ is a function which only involves rational combinations of weight 2 functions. Moreover, $\mathcal{D}(x_i, z_i)$ is expressed as a combination of bubbles, triangles and standard boxes. So, this procedure allows to compute the symmetric $O(\epsilon^0)$-terms of LCG-box integrals using simpler ones. Also Eq. (48) imposes a cross-check among the MIs used along our computations and the expressions obtained for the splitting functions.

5. Conclusions and outlook

Splitting functions control the singular behavior of scattering amplitudes in the collinear limit. In the TL-region, they are process-independent and depend on the collinear particle momenta and quantum numbers only.

In this paper, we briefly describe the computation of NLO QCD corrections to the triple-collinear splitting functions, for processes that involve at least one photon. We calculated both polarized and unpolarized splittings using independent codes. This was important to implement consistency-check among both sets of expressions: using Eq. (5) we recover unpolarized splittings from the polarized ones. Besides that, we compare the divergent IR/UV structure with the expected behavior according to Catani’s formula. We found a complete agreement and this allowed us to subtract all the $\epsilon$-poles from the results.

The study of photon-initiated processes led us to very compact expressions. The simplifications are caused by gauge-invariance, since the off-shell particle that undergoes the collinear splitting does not carry any color charge. QCD-started splittings are more complicated but it is still possible to use photon-started ones to both simplify and cross-check the results.

In a forthcoming article, we will present all the remaining triple-collinear splitting functions in QCD, up to NLO in the strong coupling. The knowledge of these objects is crucial to obtain full NNNLO hadronic cross-sections, that is the next accuracy frontier.
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