Many-electron effects of strong-field ionization described in an exact one-electron theory
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If only one-electron observables of a many-electron system are of interest, a many-electron dynamics can be represented exactly by a one-electron dynamics with effective potentials. The formalism for this reduction is provided by the Exact Electron Factorization (EEF). We study the time-dependent features of the EEF effective potentials for a model of an atom ionized by an ultrastrong and ultrashort laser pulse, with the aim of developing computationally feasible approximations. It is found that the simplest approximation, the so-called time-independent conditional amplitude (TICA) approximation, is complementary to single-active electron (SAE) approaches as it works well for high photon frequencies of the laser field or large Keldysh parameter. For relatively low frequencies of the laser field or for smaller Keldysh parameters, we find that excited state dynamics in the core region of the atom leads to a time-dependent ionization barrier in the EEF potential. The time-dependence of the barrier needs to be described accurately to correctly model many-electron effects, and we propose a possible route how this can be achieved. In general, our study sheds a different light on one-electron pictures of strong-field ionization and shows that many-electron effects for such processes may be included by solving a one-electron Schrödinger equation, provided the core dynamics can be modeled successfully.
I. INTRODUCTION

Ultrashort light pulses with a duration of only a few attoseconds provide direct access to the quantum dynamics of electrons in atoms, molecules, and bulk systems. Thus, attosecond spectroscopy promises unprecedented possibilities for testing fundamental concepts of chemistry like electronic structure principles or reaction mechanisms. However, the necessary theoretical modeling of molecules interacting with strong and short light pulses is challenging, in particular because both bound electrons and ionized electrons need to be described accurately. This situation leads to new technical and method developments in the area of quantum dynamics, e.g. to testing the applicability of time-dependent Density Functional Theory (DFT), explicit coupling of bound and continuum states, or the first steps towards the development of one-dimensional many-electron models.

Notwithstanding, analytical and numerical approaches to electron dynamics in strong laser fields often rely on a Single-Active Electron (SAE) assumption where the dynamics of one electron in some effective potential is considered. The underlying idea is that only one “active” electron is mainly influenced by the laser field and the other electrons are treated as “frozen”. By making the SAE assumption, a time-dependent Schrödinger equation (TDSE) for one electron in a (classical) laser field is solved and, in this way, many experimental findings can be explained qualitatively. However, the SAE assumption has challenges. For example, finding suitable effective one-electron potentials is an obstacle, especially for systems with more than one nucleus. In such systems the potential is not spherically symmetric and educated guesses based e.g. on the density may be useful. Additionally, the SAE assumption is an assumption and not an approximation in the sense that, to our knowledge, there exists no procedure which yields an SAE picture as a limit and which can systematically be improved towards the exact result. It is also sometimes implied that the SAE assumption does not allow to treat many-electron effects, although recent studies suggest that e.g. field screening effects due to polarization of the other electrons can be included in an SAE approach by hand.

To clarify, the SAE assumption does include many-electron effects via the effective potential. It does not, however, describe dynamic changes of the effective many-electron interaction as they may occur e.g. during an ionization process. Notwithstanding, a one-electron theory can incorporate all many-electron effects in principle exactly via time-dependent potentials. Such a reduction can be done because the observable determines how many particles need to be treated explicitly when simulating a quantum system. If only one-electron observables are of interest, those may be obtained by solving a one-electron Schrödinger equation where effects like interaction with the laser field, with nuclei, and with other electrons, are part of effective one-electron potentials.

A reduction of a quantum system of, say, \( n \) particles, to a quantum system of \( m < n \) particles, is typically based on a semi-classical approximation, e.g. when an electron-laser interaction is modeled with a classical laser field or when nuclei are treated as classical particles in the Born-Oppenheimer approximation. However, such a reduction of a quantum system can be made without making approximations by using the Exact Factorization method. The \( n \)-particle probability density \(|\psi|^2\) is written as product of a marginal \( m \)-particle probability density \(|\chi|^2\) and a conditional \((n-m)\)-particle probability density \(|\phi|^2\). The wavefunction \(\phi\) describes the \((n-m)\)-particle subsystem but also depends parametrically on the remaining \( m \) particles. It can be used e.g. to include quantum effects of the nuclei in a Born-Oppenheimer-like treatment of electrons in a molecule or to understand why time is a parameter in quantum mechanics. In contrast, \(\chi\) represents the full \( n \)-particle system but in terms of only \( m \) particles, with the effect of the remaining \((n-m)\)-particles included as scalar and/or vector potentials. For instance, \(\chi\) can represent the dynamics of a molecule in terms of a nuclear wavefunction \(\chi\) alone, where the effect of the electrons is contained in potentials.
A particularly interesting case is if $\psi(1, \ldots, n)$ is an $n$-electron wavefunction and we choose 

$$|\psi(1, \ldots, n)|^2 = |\chi(1)|^2|\phi(2, \ldots, n; 1)|^2. \quad (1)$$

Then $|\chi(1)|^2$ is the one-electron density and $\chi(1)$ is a one-electron wavefunction that is obtained as the solution of a one-electron TDSE. It represents the whole $n$-electron system, because it yields (together with the effective one-electron potentials) the one-electron observables of the $n$-electron system, e.g. the expectation value of the position or momentum operator. One of the authors introduced (1) as Exact Electron Factorization (EEF),\textsuperscript{26} but the idea was already introduced some time before\textsuperscript{27, 28} and is also closely related to Orbital-free DFT.\textsuperscript{29} A related static approach to tunnel ionization inspired by the Born-Oppenheimer approximation was also proposed.\textsuperscript{30, 31} The EEF extends previous developments by providing equations to calculate the effective one-electron potentials and by applying the formalism to time-dependent processes, in particular to the electron dynamics in strong ultrashort laser fields. Thus, the effective one-electron potentials in the EEF are time-dependent. The topic of the article at hand is the question of how the time-dependent many-electron effects are encoded in the exact effective potentials, as a step towards the ultimate aim of reproducing those effects approximately but efficiently.

In the following, we first describe the EEF in section II. Finding the exact one-electron EEF potentials seems to be at least as hard as solving the full problem. Hence, we want to understand the features of the one-electron potentials for different laser field parameters with the aim of finding computationally feasible approximations. To achieve this, we consider a simple (spinless) two-electron model of an atom in one dimension, because it already shows relevant many-electron effects but can also be solved numerically for a variety of field parameters. The system is presented in section III, which is followed in section IV by a conceptual comparison to an SAE assumption based on Kohn-Sham (KS) DFT. In section V the time-dependent behavior of the effective one-electron potentials is presented and analyzed. Finally, in section VI we discuss what still needs to be learned and how the path towards the simulation of realistic many-electron systems may look like.

II. THE EXACT ELECTRON FACTORIZATION

In non-relativistic quantum mechanics, the wavefunction of a system of $n$ electrons can be written as sum of electron permutations of a product $\psi(1, \ldots, n; t) \times \xi(1, \ldots, n)$, where $\psi(1, \ldots, n; t) = \psi(r_1, \ldots, r_n; t)$ is a spatial wavefunction that depends on the time parameter $t$, and $\xi(1, \ldots, n)$ is a spin wavefunction.\textsuperscript{32} To simplify the discussion, we write the equations for $n = 2$ and we only consider the spatial wavefunction $\psi(r_1, r_2; t)$. Generalization to $n > 2$ is straightforward by considering $r_2$ to be the coordinates of all but one electron, see the supplemental information of \textsuperscript{26}.

In the EEF we write the joint probability density $|\psi(r_1, r_2; t)|^2$ as product of a marginal probability density $|\chi(r_1; t)|^2$ and a conditional probability density $|\phi(r_2; r_1, t)|^2$, or

$$\psi(r_1, r_2; t) = \chi(r_1; t)\phi(r_2; r_1, t), \quad (2)$$

where $\chi(r_1; t)$ is the marginal amplitude and $\phi(r_2; r_1, t)$ is the conditional amplitude. Below, $\psi$, $\chi$ and $\phi$ are functions that always depend on $r_1, r_2$, and $t$ as indicated in \textsuperscript{2} and those dependencies are only repeated for emphasis. We require the partial normalization condition

$$\langle \phi(r_2; r_1, t) | \phi(r_2; r_1, t) \rangle_2 = 1, \quad \forall r_1, t \quad (3)$$
where $\langle \ldots | \ldots \rangle_2$ denotes the inner product over electron coordinate(s) $r_2$. If $\psi$ is normalized to the number of electrons, $\langle \psi | \psi \rangle = n$, we have that

$$|\chi(r_1; t)|^2 = \langle \psi(r_1, r_2; t) | \psi(r_1, r_2; t) \rangle_2$$

is the one-electron density which is also normalized to the total number of electrons, $\langle \chi(x_1; t) | \chi(x_1; t) \rangle_1 = n$. We note that the magnitude of $\chi$ is determined by (4) but its phase is a gauge freedom, as discussed below. Otherwise (2) and (3) define the marginal amplitude $\chi$ and the conditional amplitude $\phi$ unambiguously.

The wavefunction $\psi(r_1, r_2; t)$ is determined from the TDSE (we use atomic units throughout the text)

$$i \partial_t \psi = \left( \sum_{j=1}^2 \left( \hat{h}(j) + \mathbf{F}(t) \cdot \mathbf{r}_j \right) + V(r_1, r_2) \right) \psi$$

with electron-electron interaction $V(r_1, r_2)$ and with $t$-independent one-electron Hamiltonian

$$\hat{h}(j) = -\frac{\nabla_j^2}{2} + V_{\text{ext}}(r_j),$$

where $V_{\text{ext}}$ is the external potential due to the presence of the nuclei. We write the interaction with the laser field $\mathbf{F}(t)$ in (5) using the dipole approximation and in the length gauge. The EEF formalism extends to more complicated Hamiltonians, e.g. such that include a vector potential, but these will not be discussed here.

The equations of motion for the marginal and conditional amplitude can be derived algebraically or variationally. For the marginal amplitude $\chi(r_1; t)$, the equation of motion is

$$i \partial_t \chi = \left( \frac{1}{2} [-i \nabla_1 + \mathbf{A}(r_1; t)]^2 + \varepsilon(r_1; t) \right) \chi,$$

with $t$-dependent scalar potential $\varepsilon(r_1; t)$ and vector potential $\mathbf{A}(r_1; t)$. The scalar potential (hereafter called EEF potential) is given by

$$\varepsilon(r_1; t) = V_{\text{ext}}(r_1) + \varepsilon_{\text{av}} + \varepsilon_{\text{F}} + \varepsilon_{\text{FS}} + \varepsilon_{\text{GD}}$$

where

$$\varepsilon_{\text{av}}(r_1; t) = \langle \phi | \hat{h}(2) + V(r_1, r_2) | \phi \rangle_2$$

is the average kinetic and potential energy of the electron(s) at $r_2$ given one electron is clamped at $r_1$,

$$\varepsilon_{\text{F}}(r_1; t) = \varepsilon_{\text{F}1}(r_1; t) + \varepsilon_{\text{F}2}(r_1; t)$$

represents interaction with the laser field via the usual one-electron interaction

$$\varepsilon_{\text{F}1}(r_1; t) = \mathbf{F}(t) \cdot \mathbf{r}_1$$

and an additional interaction

$$\varepsilon_{\text{F}2}(r_1; t) = \mathbf{F}(t) \cdot \mathbf{d}(r_1; t)$$

(12)
with a $t$-dependent dipole contribution $\mathbf{d}(\mathbf{r}_1; t) = \langle \phi | r_2 | \phi \rangle_2$, 

$$\varepsilon_{FS}(\mathbf{r}_1; t) = \frac{1}{2} \langle \nabla_1 \phi | (1 - |\phi\rangle \langle \phi|) | \nabla_1 \phi \rangle_2, \quad (13)$$

is a geometric term that is needed because the electron at $\mathbf{r}_1$ is actually not clamped and that is related to the Fubini-Study metric, and

$$\varepsilon_{GD}(\mathbf{r}_1; t) = \langle \phi - i \partial_t | \phi \rangle_2, \quad (14)$$

is a gauge-dependent term. The (gauge-dependent) vector potential $\mathbf{A}(\mathbf{r}_1; t)$ is

$$\mathbf{A}(\mathbf{r}_1; t) = \langle \phi - i \nabla_1 | \phi \rangle_2. \quad (15)$$

All these potentials carry a $t$-dependence because of the $t$-dependent conditional wavefunction $\phi$ and, in this way, encode the $t$-dependent many-electron interaction.

As mentioned above, the phase $\arg[\chi(\mathbf{r}_1, t)]$ of the marginal amplitude is arbitrary and the transformation $(\chi, \phi) \rightarrow (\chi, \phi)$ with

$$\tilde{\chi}(\mathbf{r}_1; t) = e^{-i S(\mathbf{r}_1; t)} \chi(\mathbf{r}_1; t) \quad (16)$$

$$\tilde{\phi}(\mathbf{r}_2; \mathbf{r}_1, t) = e^{+i S(\mathbf{r}_1; t)} \phi(\mathbf{r}_2; \mathbf{r}_1, t), \quad (17)$$

for real-valued $S(\mathbf{r}_1; t)$ leaves the total wavefunction unchanged, fulfills the partial normalization condition, and leaves the equations of motion for $\chi$ and $\phi$ (see below) invariant provided the potentials are changed as

$$\tilde{\mathbf{A}} = \mathbf{A} + \nabla_1 S \quad (18)$$

$$\tilde{\varepsilon}_{GD} = \varepsilon_{GD} + \partial_t S. \quad (19)$$

Thus, the choice of $S(\mathbf{r}_1; t)$ constitutes a gauge freedom.

For the EEF it is important to note that $\chi$ is determined from a one-electron TDSE, that $\rho(\mathbf{r}_1; t) = |\chi|^2$ is the exact one-electron probability density and $j(\mathbf{r}_1; t) = \text{Im}(\chi^* \nabla_1 \chi + \mathbf{A}|\chi|^2$ is the exact one-electron probability current density. Also, the one-electron expectation values for position, momentum, and kinetic energy are given as

$$\langle r_1 \rangle (t) = \langle \chi | \mathbf{r}_1 | \chi \rangle_1 \quad (20)$$

$$\langle p_1 \rangle (t) = \langle \chi | -i \nabla_1 + \mathbf{A} | \chi \rangle_1 \quad (21)$$

$$\langle T_1 \rangle (t) = \left\langle \chi | \frac{1}{2} [-i \nabla_1 + \mathbf{A}]^2 + \varepsilon_{FS} | \chi \right\rangle_1. \quad (22)$$

Consequently, the marginal one-electron amplitude $\chi(\mathbf{r}_1; t)$ together with $\mathbf{A}$ and $\varepsilon_{FS}$ yield essentially all relevant one-electron quantities, but for the total $n$-electron system. Thus, we call $\chi$ the EEF wavefunction in the following. We note that $(-i \nabla_1 + \mathbf{A})$ is the canonical momentum operator and that $\mathbf{A}$ and $\varepsilon_{FS}$ can be combined into the quantum geometric tensor which describes the effect that the presence of the electron(s) at $\mathbf{r}_2$ has on the wavefunction $\chi(\mathbf{r}_1; t)$ for infinitesimal changes of $\mathbf{r}_1$.\[33\]

In attoscience, typical observables are the high-harmonic generation spectrum and one-electron ionization rates. For the choice of gauge $\mathbf{A} = 0$ (which is only possible if $\nabla_1 \wedge \mathbf{A} = 0$\[34]), those observables can be determined from $\chi$ alone, hence we would only need to solve a one-electron TDSE\[7\] to obtain the observables of the many-electron system. However, for this purpose we need the $t$-dependent effective potential $\varepsilon(\mathbf{r}_1; t)$, for which we need to know the conditional amplitude $\phi(\mathbf{r}_2; \mathbf{r}_1, t)$.
The equation of motion for the conditional amplitude is
\[
\left( i\partial_t + \hat{C} + \varepsilon(r_1; t) \right) \phi(r_2; r_1, t) = \left( \hat{h}(2) + \hat{U} \right) \phi(r_2; r_1, t),
\]
which is a generalized TDSE with operators
\[
\hat{C} = -\frac{(-i\nabla_1 + A)\chi \cdot (-i\nabla_1 - A)}{\chi} \quad \text{(24)}
\]
\[
\hat{U} = \frac{(-i\nabla_1 - A)^2}{2} \quad \text{(25)}
\]
In terms of these operators, the EEF potential is given by the expression
\[
\varepsilon(r_1; t) = \left\langle \phi \left| \hat{h}(2) + \hat{U} - i\partial_t - \hat{C} \right| \phi \right\rangle_2. \quad \text{(26)}
\]
Solving the coupled equations (7) and (23) exactly seems harder than to solve the full many-electron problem (5), in particular because solving (23) numerically is mathematically challenging. However, if there was a way to find the exact scalar potential \(\varepsilon(r_1; t)\) approximately, only the one-electron TDSE (7) needs to be solved. Thus, in the following we want to learn how the exact scalar potential \(\varepsilon(r_1; t)\) behaves during an ionization process in a strong and ultrashort laser field, with the ultimate aim of finding a way to approximate its behavior.

III. MODEL

For his purpose, we study a one-dimensional two-electron system similar to those used e.g. in [36]. It is described by the \(t\)-dependent wavefunction \(\psi(x_1, x_2; t)\) obtained as solution of the TDSE
\[
i\partial_t \psi = \left( \hat{H} + F(t)(x_1 + x_2) \right) \psi, \quad \text{(27)}
\]
with
\[
\hat{H} = \sum_{j=1}^{2} \left( -\frac{\partial_j^2}{2} + V_{\text{ext}}(x_j) \right) + V(x_1, x_2), \quad \text{(28)}
\]
where we use the soft-Coulomb potentials
\[
V_{\text{ext}}(x) = -\frac{2}{\sqrt{c_{\text{en}} + x^2}} \quad \text{(29)}
\]
\[
V(x_1, x_2) = \frac{1}{\sqrt{c_{\text{ee}} + (x_1 - x_2)^2}} \quad \text{(30)}
\]
with parameters \(c_{\text{en}} = c_{\text{ee}} = 0.55 a_0^2\) to describe the interaction of the electrons with one nucleus and the electron-electron interaction, respectively. To capture the major electron interaction effects we consider “spinless” electrons where the spatial wavefunction is antisymmetric, hence we use as initial state the lowest eigenstate \(\psi_0\) of
\[
\hat{H} \psi_j = E_j \psi_j, \quad \text{(31)}
\]
where we only consider states with correct symmetry property, \(\psi_j(x_1, x_2) = -\psi_j(x_2, x_1)\).

We may interpret our model as a one-dimensional model of a helium atom, then \(\psi_0\) corresponds to its lowest triplet state. This state is chosen because for the singlet ground state, KS-DFT and
the EEF are identical, as there is only one orbital which both electrons share, and the electron interaction effects which we describe below are largely absent. Of course there are electron-interaction effects for spin-paired electrons (see e.g. [37]), but in the EEF those are much smaller compared to the effective interactions of same-spin electrons. The reason for the focus on same-spin electrons is that the anti-symmetry of the wavefunction is hidden in the EEF potentials and thus has a strong effect on the shape of these potentials, which is in contrast to e.g. KS-DFT, where the anti-symmetry is already accounted for in the ansatz. Thus, our spinless two-electron model contains effects that occur in a spin-paired three- or four-electron model, even though neither the number of electrons nor the nuclear charge matches – as can be seen by comparing the behavior of the model as presented below with the spin-paired three-electron model used in [26].

In Fig. 1 the two energetically lowest states $\psi_j$ of (31) with correct symmetry are shown together with the one-electron densities $\rho_j = |\chi_j|^2$ and potentials $\varepsilon_j$ appearing in the time-independent version of (7),

$$E_j \chi_j(x_1) = \left(-\frac{\partial^2}{\partial x_1^2} + \varepsilon_j(x_1)\right) \chi_j(x_1)$$

with $\varepsilon_j(x_1) = V_{\text{ext}}(x_1) + \varepsilon_{\text{av}}(x_1) + \varepsilon_{\text{FS}}(x_1)$. Each state $\psi_j$ corresponds to a reduced potential $\varepsilon_j$ which has $\chi_j$ as its ground state with the energy eigenvalue $E_j$ of the full system. The electronic structure is encoded in $\varepsilon_j$, which thus has features like barriers in the core region[38] (see the gray vertical lines in the panels of Fig. 1) that correspond to a suppression of probability density in those regions. We note that smaller values of the one-electron density correspond to higher barriers, but that the one-electron density $\rho_j$ and hence $\chi_j$ is never zero. The appearance of those
barriers (see below) is well known from orbital-free DFT, where the potential $\varepsilon_j(x_1)$ of [32] is to be approximated, typically as functional of the one-electron density. [32]

We choose the 6-cycle laser pulse

$$F(t) = F_0 E_\omega(t) \cos(\omega_0 t)$$

(33)

with envelope function $E_\omega(t)$ that increases quadratically as $(t/t_{on})^2$ during the first two cycles, $t_{on} = 2 \frac{2\pi}{\omega_0}$, is 1 during the next two cycles, decreases quadratically during the following two cycles, and is zero thereafter. The 6-cycle laser pulse depends on two parameters: The central angular frequency $\omega_0$ and the maximum amplitude of the laser field $F_0$. We consider values of the angular frequency $\omega_0$ ranging from $0.1 E_h/\hbar$ (wavelength 456 nm) to $1.0 E_h/\hbar$ (wavelength 46 nm) and three different maximal amplitudes of the laser field $F_0$, $0.015 E_h/(e а_0)$, $0.030 E_h/(e а_0)$, and $0.050 E_h/(e а_0)$, which correspond to the intensities $7.9 \times 10^{12}$ W/cm$^2$, $3.2 \times 10^{13}$ W/cm$^2$, and $8.8 \times 10^{13}$ W/cm$^2$, respectively.

There are qualitatively different regimes depending on the field parameters $\omega_0$ and $F_0$, as well as on the Keldysh parameter $\gamma = \sqrt{2F_0}\omega_0/F_0$. [10] The Keldysh parameter combines the $I_0$ as relevant system parameter with the field parameters $\omega_0$ and $F_0$. One regime defined by $F_0$ is over-the-barrier ionization, where the field strength is strong enough that electron(s) can freely leave the core region without the necessity of tunneling. Assuming an asymptotic Coulomb potential $-Z/|x|$, the field strength needs to be larger than $F_{over} = I_p/(4Z)$ for over-the-barrier ionization, [41] with $Z$ being the nuclear charge and $I_p$ being the ionization potential. For our model $I_p = 0.377 E_h$, hence calculations with the field strength $F_0 = 0.050 E_h/(e а_0)$ correspond to over-the-barrier ionization. A second regime is tunnel ionization, which happens for $\gamma < 1$ or $\ll 1$ and $F_0 < F_{over}$, as the electron has enough time to tunnel through barrier within a laser cycle. Then, the parameter space of the laser field can also be separated based on the minimum number of absorbed photons required for ionization given by $[I_p/\omega_0]$: For $h \omega_0 > I_p$, we have single-photon ionization, while otherwise multi-photon ionization takes place. The parameter space of the laser field for our model is shown in Fig. 2. A more detailed discussion of the regimes can e.g. be found in [32].

![Parameter space of the 6-cycle laser pulse](image)

**FIG. 2.** Parameter space of the 6-cycle laser pulse used in our simulations with a central angular frequency $\omega_0$ and maximal amplitude of the laser field $F_0$ for our model with an ionization potential $I_p = 0.377 E_h$. We mark the necessary electric field strength $F_{over}$ for over-the-barrier ionization, for $Z = 1$, as well as regions of different Keldysh parameters $\gamma$ and the minimal number of absorbed photons required for ionization, given by $[I_p/\omega_0]$. The colorbar below the abscissa indicates the position of the visible part of the spectrum.

For all numerical eigenstate calculations and time propagations we use QMstunfti. [43] which is
a Python toolbox designed to solve grid-based quantum mechanics. In particular, we use a sparse-matrix representation of the respective Hamiltonian where derivatives are obtained within a finite difference approximation. Both for the eigenstate calculation and for the propagation we rely on functionalities of the scipy.sparse module[44] which partially uses the ARPACK library.[45] We use a grid spacing of $0.01/\omega_0$ for the $t$-grid and of $0.2 a_0$ for the spatial grid with $|x_j| < 100 a_0$. To avoid reflections at the grid boundaries, we absorb the wavefunction in the region $90 a_0 < |x_j| < 100 a_0$ by multiplication with a mask function being 1 at $|x_j| = 90 a_0$ and decreasing to 0 until $|x_j| = 100 a_0$ as $\cos^{1/8}$.

IV. COMPARISON TO A SINGLE-ACTIVE ELECTRON ASSUMPTION

A standard approach to attoscience modeling is the SAE assumption, but there are different ways how this assumption can be implemented. Here, we consider an SAE model based on KS-DFT with the exact KS-potential.

In KS-DFT, the one-electron density for a spinless $n$-electron system is obtained as

$$\rho(r_1) = \sum_{j=0}^{n-1} |\varphi_j^{KS}(r_1)|^2$$

(34)

where $\varphi_j^{KS}(r_1)$ are the KS-orbitals that are eigenstates of a one-electron Hamiltonian with KS-potential $V^{KS}(r_1)$,

$$\left(-\frac{\nabla_1^2}{2} + V^{KS}(r_1)\right)\varphi_j^{KS}(r_1) = \epsilon_j^{KS} \varphi_j^{KS}(r_1).$$

(35)

An SAE approach can be defined by

$$i\partial_t \chi^{SAE}(r_1; t) = \left(-\frac{1}{2} \nabla_1^2 + V^{KS}(r_1) + \mathbf{F}(t) \cdot \mathbf{r}_1\right) \chi^{SAE}(r_1; t)$$

(36)

with initial state $\chi^{SAE}(r_1; t = 0) = \varphi_j^{KS}(r_1)$ which is one of the KS-orbitals, typically the highest occupied KS-orbital. Thus, in this SAE approach only one orbital is propagated while the others are kept frozen, and we assume that $V^{KS}(x_1)$ is $t$-independent.

The presented SAE approach is close to the idea of reconstructing effective SAE potentials for molecules from the static KS potential[13] and it has the correct ionization potential, which is considered to be a decisive parameter in the SAE assumption.[46]

For our one-dimensional model, the exact KS-potential and KS-orbitals are shown in Fig. 3 together with the EEF quantities for the ground state. While the EEF describes all electrons with a single one-electron wavefunction $\chi$, KS-DFT relies on multiple orbitals. In some sense this an advantage, as KS-DFT maps the interacting many-electron problem to a non-interacting many-electron problem with a wavefunction that is a Slater determinant of the KS-orbitals, and thus has the (anti-)symmetry requirements already contained in the ansatz. In contrast, while the product of $\chi$ and $\phi$ is the exact many-electron wavefunction and hence fulfills all relevant symmetry constraints, the ansatz (2) does not include the symmetry requirements explicitly. Thus, the effective one-electron potential $\epsilon$ of the EEF is very different compared to the KS-potential. In particular, while the KS-potential looks qualitatively like the soft-Coulomb potential, the EEF potential for the ground state has an additional local barrier at ca. 1 $a_0$. This barrier reflects the electronic structure, but in a way that is somewhat less intuitive than the multi-orbital picture of KS-DFT.
FIG. 3. Kohn-Sham potential and lowest two Kohn-Sham orbitals (left) as well as the Exact Electron Factorization potential and wavefunction (right) for the antisymmetric initial state of the considered two-electron model. For comparison, the external soft-Coulomb potential $V_{\text{ext}}$ is also shown.

For Fig. 3 the potentials are shifted such that the asymptotic energy for $|x_1| \to \infty$ corresponds to the energy of the cation. Thus, the KS-eigenvalue $\varepsilon_{1}^{\text{KS}}$ of the highest occupied KS-orbital is equal to the energy of the two-electron system, which is also the EEF eigenvalue for $\chi$ in the absence of the laser field.

In [26], a first computationally feasible approximation to the EEF was proposed which looks very similar to the SAE approach. In the time-independent conditional amplitude (TICA) approximation it is assumed that the conditional amplitude does not change during the interaction with the laser field, i.e., $\phi(r_2; r_1, t) \approx \phi_0(r_2; r_1)$ for all times $t$. When we chose the gauge such that the vector potential is zero, $A(r_1; t) = 0$, the TICA Schrödinger equation is

$$i \partial_t \chi_{\text{TICA}}(r_1; t) = \left( -\frac{1}{2} \nabla^2 + \varepsilon_{\text{TICA}}(r_1) + F(t) [r_1 + d_0(r_1)] \right) \chi_{\text{TICA}}(r_1; t),$$

(37)

with time-independent potential $\varepsilon_{\text{TICA}}(r_1)$ that can be obtained from $\phi_0(r_2; r_1)$ or from the initial electron density $\rho_0(r_1) = |\chi_{\text{TICA}}(r_1; 0)|^2$, up to a constant, as

$$\varepsilon_{\text{TICA}}(r_1) = -\frac{\nabla^2 \rho_0}{2 \sqrt{\rho_0}},$$

(38)

assuming the initial phase of $\chi_{\text{TICA}}$ is zero. The dipole operator $d_0(r_1)$ is given by

$$d_0(r_1) = \langle \phi_0 | r_2 | \phi_0 \rangle_2.$$  

(39)

If we compare the TDSE for the TICA approximation (37) and the TDSE for the SAE assumption (36), we see that both are one-electron approaches with a time-independent effective potential that models the many-electron dynamics. However, the initial states and the effective potentials are very different, and the SAE approach models only one electron while the TICA in principle models all electrons. Thus, we can expect that their applications are rather different.

### V. TIME-DEPENDENT DYNAMICS

In the following, we discuss results for the spinless one-dimensional two-electron model. We choose the gauge where the vector potential is zero, $A(x_1; t) = 0$, and we calculate all quantities
from the solution $\psi(x_1, x_2; t)$ of the two-electron problem for the different laser field parameters. Thus, we have both the EEF wavefunction $\chi$ as well as the EEF potential $\varepsilon$ and can compare how features of one of these functions manifest in the other function.

Prominent time-dependent features of the EEF potential are that it has spikes and steps outside the core region, illustrated in Fig. 4. Those spikes and steps appear for some parameters $t$ but also quickly disappear, and it seems that they are rather unimportant features for the construction of suitable approximations.

Spikes typically appear in at the same place and time in $\varepsilon_{av}$, $\varepsilon_{FS}$, and $\varepsilon_{GD}$, see (8), and they can be understood by looking at a feature of the EEF wavefunction $\chi$: This function can be written in polar representation as

$$\chi(x_1; t) = e^{i\theta(x_1; t)} \sqrt{\rho(x_1; t)}$$

with phase $\theta(x_1; t) \in \mathbb{R}$ determined by the choice of gauge and with one-electron density

$$\rho(x_1; t) = \langle \psi(x_1, x_2; t) | \psi(x_1, x_2; t) \rangle_2.$$

For $|\chi|$ to be zero, we need that $|\psi(x_{1,0}, x_2; t_0)| = 0$ for all $x_2$ at some $x_{1,0}$ and some $t_0$. While $\psi$ clearly may have nodes, we find that they never lie exactly along a line at some $x_{1,0}$ in $x_2$-direction. The magnitude $|\chi|$ never reaches zero, but it may become very small. However, a propagation of $\chi$ by solving the TDSE for some potential allows in principle for nodes in $\chi$, i.e., for $|\chi|$ to become exactly zero. To prevent this from happening, the EEF potential $\varepsilon$ has spikes of finite height in regions at times where $|\chi|$ becomes small, which have the effect that the exact $|\chi|$ avoids this regions and thus never has zero magnitude. For an approximate simulation we find that we can ignore the spikes and simply allow the one-electron wavefunction to have nodes, thus these spikes are of little relevance.

The steps appear in the gauge-dependent potential and are equivalent to spikes in the vector potential if a different gauge was chosen. From the simulation, we have the vector potential for the gauge $\tilde{\chi} = \sqrt{\rho}$ ($\chi$ being real-valued) given by

$$\tilde{A}(x_1; t) = \frac{1}{\rho} \langle \psi | -i\partial_1 \psi \rangle_2,$$
and we determine the phase $\theta$ of $\chi$ for the gauge $A^1 = 0$ from

$$
\theta(x_1; t) = -\int_{-\infty}^{x_1} \tilde{A}(x'; t) dx'
$$

(43)

such that $A(x) = \tilde{A}(x') + \partial_t \theta(x; t) = 0$. When $\tilde{A}$ has a spike, we get from (43) that the phase $\theta(x_1; t)$ has a step which transfers to the gauge-dependent potential via $\varepsilon_{GD} = \tilde{\varepsilon}_{GD} + \partial_t \theta$. The steps seems to be related to steps found in DFT \cite{47,49} and hint at some qualitative change in the behavior of the electron density $\rho$, but we do not yet have a clear understanding of the steps within the framework of the EEF. In DFT, the steps are for example relevant to correctly describe charge transfer and are related to ionization phenomena \cite{50}, hence they might be important in some situations. However, as (42) suggests we find that the steps in $\varepsilon_{GD}$ always appear where $\rho$ is small (as $\tilde{A} \propto \frac{1}{\rho}$) and we find that they can be ignored for the considered simulations.

To describe ionization dynamics, a much more important many-electron effect encoded in the effective potential is the time-dependence of the core region. When we compared DFT with the EEF in Fig. 3 above, we noted that the electronic structure of the ground state translates to the EEF as an additional barrier at $|x_1| = 1.0 \, a_0$. During interaction with the laser field, this barrier can change significantly in height and width. Also, the depth of the potential well in the core region may vary.
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**FIG. 5.** (a) 6-cycle laser pulse used in the simulations. The black dot indicates the $t$-parameter at which the potentials in the other panels are shown. The other panels are, for laser frequency $\omega_0 = 0.1 \, E_h/\hbar$ and for different values of the field strength $F_0$, the norm of the wavefunction (b), the one-electron potential $\varepsilon$ (c) as well as its contributions $\varepsilon_{av}$, $\varepsilon_{FS}$ (d) and $\varepsilon_{F1}$, $\varepsilon_{F2}$, $\varepsilon_{GD}$ (e), (f).

In Fig. 5, we compare different parts of the EEF potential for a laser frequency $\omega_0 = 0.1 \, E_h/\hbar$ at an instant of time where the laser field amplitude is maximal and the effects in the exact potential are most pronounced. Panel (a) of Fig. 5 shows the laser pulse and the time at which the potentials in the other panels are depicted, while panel (c) shows the exact potential $\varepsilon$ for the three different $F_0$ and in comparison to the external one-electron potential $V_{ext}$. The larger $F_0$, the higher is the effective barrier.
In some sense this barrier keeps the electron bound: In panel (b) of Fig. 5 the norm of the wavefunction for these cases is shown, which indicates that there is significant ionization happening for the higher field strengths. If we think e.g. in the SAE KS picture about such an ionization, we expect the electron from the higher orbital to be ionized more easily compared to that in the lower orbital. The equivalent in the EEF seems to be the appearance of the higher barrier, which makes it harder to ionize the second electron: Ignoring the time-dependence of the barrier in such a simulation, e.g. by using the TICA approximation, would drastically overestimate the ionization probability.

However, the barrier is also a sign of excited states in the core region. Looking at Fig. 1 we see that the EEF potential of the first excited state $\psi_1$ has a higher barrier in the core region compared to that of the ground state and the corresponding average energy $\varepsilon_{av}$ as well as the Fubini-Studi potential $\varepsilon_{FS}$ look very similar to those shown for $F_0 = 0.050 E_h/(\epsilon a_0)$ in Fig. 5. Occupation numbers $|c_j|^2$ with

$$c_j(t) = \langle \psi_j(x_1, x_2)|\psi(x_1, x_2; t) \rangle$$

confirm this observation, as they show significant population of lower excited states of our model Hamiltonian. An illuminating case are the simulations for $\omega_0 = 0.2 E_h/\hbar$ (see videos in the Supplemental Information) where the laser frequency is very close to the transition between $\psi_0$ and $\psi_1 (E_1 - E_0 = 0.201 E_h)$. There, the initial potential $\varepsilon(x_1; t)$ resembles $\varepsilon_0(x_1)$ but becomes close to $\varepsilon_1(x_1)$ in the core region during the pulse, with some $t$-dependent variation that indicates population of other states.

![Graphs showing energy levels](image)

**FIG. 6.** Like panels (d), (e) of Fig. 5 but for laser frequencies $\omega_0 = 0.3 E_h/\hbar$ (top) and $\omega_0 = 0.5 E_h/\hbar$ (bottom).

Further information about the EEF potential $\varepsilon$ can be gained by looking at the one-electron laser interaction potential $\varepsilon_{F1}$, the effective interaction potential $\varepsilon_{F2}$ with the laser field, and the gauge-dependent part $\varepsilon_{GD}$ of the EEF potential. For SAE calculations, recent publications have found that there is a screening effect due to polarization of the “other” electrons which cancels the effect of the laser potential in the core region. In the EEF, the behavior is somewhat different: First, we note that $\varepsilon_{F2}$ and $\varepsilon_{GD}$ cancel each other mostly, as illustrated in Fig. 5 panels (e) and (f), for a laser frequency $\omega_0 = 0.1 E_h/\hbar$. What remains is a potential well in the core region that is more pronounced with higher field strength $F_0$. It partially counteracts the one-electron
laser interaction potential \( \varepsilon_{F1} \), as can be seen by comparing \( \varepsilon_{F1} \) and \( \varepsilon_{F2} + \varepsilon_{GD} \) in the bottom-right panel of Fig. 5. For smaller \( F_0 \) the effect of \( \varepsilon_{F2} + \varepsilon_{GD} \) may indeed be approximated by “switching off” \( \varepsilon_{F1} \) in the core region, but for larger \( F_0 \) the potential well is relevant and modeling within the EEF framework seems to be more involved that what was proposed for SAE approaches.

The situation is different for higher frequencies \( \omega_0 \), as illustrated in Fig. 6. We find that for higher \( \omega_0 \) both the average energy \( \varepsilon_{av} \) and the Fubini-Studi potential \( \varepsilon_{FS} \) have little \( t \)-dependence and can thus be approximated by the initial potentials. Also, the effective interaction potential \( \varepsilon_{F2} \) with the laser field and the gauge-dependent part of the potential \( \varepsilon_{GD} \) cancel almost perfectly in the core region, leaving only the one-electron laser interaction potential \( \varepsilon_{F1} \) as contribution to the total potential \( \varepsilon \).

From those findings, we can conclude that a TICA simulation neglecting the effective dipole contribution \( d_0 \) in (37) together with neglecting \( \varepsilon_{GD} \) is a good approximation to the true dynamics for relatively high frequencies \( \omega_0 \): The average energy \( \varepsilon_{av} \) and the Fubini-Study potential \( \varepsilon_{FS} \) are essentially time-independent, while \( \varepsilon_{GD} \) and \( \varepsilon_{F2} \) cancel mostly. This is in stark contrast to the SAE assumption, which is often applied for relatively low frequencies \( \omega_0 \) (in the visible regime, e.g. for 800 nm laser radiation) and which is a good description of tunnel ionization in the strong field.

To understand better what is needed in the EEF framework to correctly describe the dynamics, we determined how many states \( \psi_j \) are needed to reproduce the dynamics of the system. Based on the expansion coefficients (44) of the bound states \( \psi_j \) during a propagation, EEF potentials were constructed from the truncated wavefunction

\[
\psi_{n_e}(x_1, x_2; t) = \sum_{j=0}^{n_e} c_j(t) \psi_j(x_1, x_2)
\]

and compared to the exact potentials in the core region. Fig. 7 shows graphically the index \( n_e \) of the highest excited state needed to reasonably reproduce the EEF potential. Less states may be necessary as it may happen that some states with \( j < n_e \) are not populated. To find the highest state to be included, we also calculated the occupation numbers based on a Rabi model of the ground and the first excited state. Starting with the initial occupation numbers \( |c_0|^2 = 1 \),

**FIG. 7.** Like Fig. 2 but with number of eigenstates needed to model the Exact Electron Factorization potential indicated as color/shade. The thick black dashed line indicates the approximate bound where the Time-Independent Conditional Amplitude approximation is valid.
\[ |c_1|^2 = 0, \text{ within the rotating-wave approximation the occupation numbers evolve with } t \text{ as} \]
\[
\begin{pmatrix} |c_0(t)|^2 \\ |c_1(t)|^2 \end{pmatrix} = \begin{pmatrix} \delta^2 + |\Omega|^2 \cos^2(\omega_R t) \\ |\Omega|^2 \sin^2(\omega_R t) \end{pmatrix} \frac{\delta^2 + |\Omega|^2}{\delta^2 + |\Omega|^2}.
\]

where \( \delta = E_1 - E_0 - \omega_0, \Omega = F_0 \langle \psi_0 | x_1 + x_2 | \psi_1 \rangle, \) and \( \omega_R = \frac{1}{2} \sqrt{\delta^2 + |\Omega|^2}. \) Here, we consider the occupation numbers only until the end of the pulse. The thick dashed line in Fig. 7 shows where the transition from a one-state to a multi-state model approximately is based on the criterion that \( |c_1(t)|^2 \) does not exceed 0.8%.

From Fig. 7 we see where TICA is expected to work: For high laser field frequencies \( \omega_0 \) or for large Keldysh parameter \( \gamma \), as well as for small \( \omega_0 \) and laser field strength \( F_0 \), where the initial state is only little perturbed. For parameter regions around \( \gamma = 1 \) and the frequencies of visible light, which is where tunnel ionization happens and where a lot of activity in attoscience was focused in recent years, many states are needed to reproduce the exact EEF potential.

VI. CONCLUSIONS

In the framework of the EEF, a many-electron dynamics can be mapped to a one-electron dynamics exactly. The effective potentials appearing in this one-electron dynamics carry a heavy burden, as they encode the time-dependent many-electron effects and the anti-symmetry requirements of the many-electron wavefunction. From the study of our simple model we found that to study ionization dynamics in laser fields, correct description of low-lying excitations in the core region is of central importance to obtain good effective potentials. However, we also found that some terms in the effective potential can be neglected. It will be interesting to study how the features found in the EEF potential carry over to more electrons.

Additionally, we learned that although the simplest approximation of the EEF, the TICA approximation, looks very similar to the SAE assumption, they are complementary in that they can be applied for different regimes of laser parameters: The SAE assumption works relatively well for low frequencies of the laser field while the TICA approximation is applicable if the photon frequency is rather large.

Methods improving on the TICA approximation are conceivable, e.g. by simulating the dynamics of the bound states with an approach based e.g. on a few many-electron Slater determinants. Although there may be problems due to a truncated dynamics in the core region, an approach based on that idea may nevertheless provide suitable one-electron EEF potentials that describe the ionization process. In this way, it would also be possible to avoid explicit coupling of bound and continuum states by simulating the bound-state dynamics and the ionization dynamics separately. Further developments are needed to find a practical method based on the EEF, but our analysis shows that the features of the exact EEF potentials can be understood and seem to be accessible from a computational point of view also for larger systems.
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