Rice Leaf Disease Image Classifications Using KNN Based On GLCM Feature Extraction
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Abstract. The disease that often occurs in rice leaves which causes crop failure. At present the attack of pests or leaf diseases in countries where the majority of rice as the main food of the community, especially in Indonesia is increasing. Early detection mechanism to reduce the risk of crop failure is very necessary. Data mining classification methods for the past few years have been very popular to be used in detecting the classification of rice leaf disease. Our paper uses 120 images of rice leaf disease from the UCI repository. The purpose of this study was to determine how to classify images of rice leaf disease consisting of three diseases namely Bacterial leaf blight, Brown spot, and Leaf smut. The study proposes the GLCM method as feature extraction for text analysis, with five feature values consisting of contrast, energy, entropy, homogeneity, and correlation. KNN (K-Nearest Neighbor) algorithm is used for the classification of rice leaf disease, by finding the maximum k value from the experiment k value 1 to 20. The results of our experiments show that the value of \( k = 11 \) has the highest accuracy value compared to other k values of 65.83% and kappa 0.485.

1. Introduction

The agricultural sector is important in a country’s growth, mostly for developing countries in the Southeast Asian region[1]. Indonesia is the largest country that consumes the highest rice in the world[2], rice is the main food for Indonesia peoples, rice production must increase because the population from year to year is also increasing[3]. Therefore rice must be the main concern of the central government in its production, to reduce rice exports[4]. Many factors will cause crop failure, one of which is disease[5], for this reason it is important to handle rice disease to reduce the risk of crop failure.

In the evaluation report on the main crop pest attack on rice plants in Indonesia in the planting season of 2018, it was stated that the most pests, namely rice stem borer, are predicted to attack 45,288.2 ha, brown stems, 22,747.5 ha, rats 46,944.5 ha, Tungro 3,212.8 ha, Leaf Blast 16,821.0 ha and Rotten leaf bacteria 22,747.5 ha. The maximum total estimated main pest attack in 2018 is 157,761.1 ha. The total incidence of major Padi attacks in the field in MT 2018 reached 145,636.5 ha or 92.3% of the forecast figure[4]. To prevent rice disease, it is not important in handling rice disease, so that the government and farmers can overcome the problem of rice crop failure.

Research on rice leaf disease has been done a lot before, such as research on the identification of symptoms of rice disease using image morphology to produce 12 leaf image data that can be
identified form of disease symptoms[6], previous studies using Bayes and SVM algorithms for detection of rice leaf disease resulted in an accuracy of 79.5% and 68.1%[7]. The classification of rice leaf disease research based on the results of the 4 angle interval GLCM feature extraction and backpropagation algorithm with 80% accuracy results but in this study, a testing process has not been carried out to improve accuracy and have not compared the results using k-fold[8]. The expert system research on rice plant identification using CBR, by entering symptoms into the system with the results of testing with a threshold similarity of 70% using the nearest neighbor method shows the system has a performance with 100% sensitivity and an accuracy rate of 82.69%[5]. Research on the identification of rice leaf disease with the Self-organizing map (SOM) technique, on the neural network algorithm and the zooming algorithm for image extraction, and resulted that the algorithm is good for the classification of rice leaf disease[9]. Research by extracting rice leaf mites based on images with BP Neural Network results that the algorithm is suitable for the classification of rice leaves[10].

The Gray level co-occurrence matrices (GLCM) method is one of the texture analysis methodologies that processes images used to describe spatial relationships and goes a step further to show the degree of application to gray level photomicrographs. Since then, GLCM has been widely used in applications[11]. The GLCM method proposed by Haralick in 1973, was used for classification of images using second-order statistical measurements[12], and it is proven that the GLCM method is a method that becomes an effective texture descriptor, and has better accuracy and computational time than other texture extraction methods[13].

Many data mining algorithms can be applied in the classification case[14], like K-Nearest Neighbor (KNN) algorithm, the KNN algorithm is included in the ten best classification algorithms[15] and it belongs to the instance-based group learning, but the KNN algorithm has a weakness that is in determining the variable at k value[16], the value of the variable must be solicited to produce maximum accuracy. This research will discuss a development in which 120 pictures of rice leaf disease data are extracted using the GLCM method with four angular intervals. After that, it is classified using the KNN algorithm, by finding the maximum k value in as many as twenty tests.

2. Methods
Classification by finding the maximum k value. At this stage describes the algorithm method used, then the proposed technique.

2.1. Algoritma KNN(K-Nearest Neighbor )
K-Nearest Neighbor (K-NN) algorithm is a classification method that is included in the supervised algorithm[17]. K-NN belongs to a group of simple algorithms, easily applied to machine learning algorithms that can be used to solve classification cases and regression cases. The application of the KNN algorithm in the case of classification is to find the value of group k on the object in the training data that is closest (similar) to the object in the testing data[15].

In general, the KNN algorithm is to find the distance between two objects x and y, and the Euclidean distance statistical formula is used in the equation[18][19][20]:

$$d(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}$$  \hspace{1cm} (1)

Note:
- d(x,y) : the distance between testing dan training data;
- x: data testing;
- y: data training;
- n: amount of training data.
2.2. Feature Extraction Algorithm Gray Level Co-occurrence Matrix (GLCM)
GLCM algorithm, one of the feature extraction methods used for texture analysis, the matrix in GLCM will calculate the probability value of the results of the relationship between two pixels with a certain intensity in the distance and orientation of a certain angle in the image [21].

The two-pixel coordinates have d distance and θ angle orientation. Distances are represented in pixels and angles are represented in degrees. Angular orientation will form into four angular directions, 0°, 45°, 90°, and 135°, and the distance between pixels is 1 pixel[22].

The steps taken in calculating the GLCM are as follows[21]:

1. Formation of the initial GLCM matrix from pairs of two pixels that line up in the direction of 0°, 45°, 90° or 135°;
2. Formation of a matrix by adding the initial matrix of GLCM;
3. Calculate the probability value of each element in the GLCM and divide it by the number of pixel pairs;
4. Calculate all feature extractions for each direction formed, namely:

   \[ \text{Contrast} = \sum_{i,j=0}^{N-1} P_{ij} (i - j)^2 \]  \hfill (2)

   \[ \text{Energy} = \sum_{i,j=0}^{n-1} (P_{ij})^2 \]  \hfill (3)

   \[ \text{Entropy} = \sum_{i,j=0}^{N-1} -\ln (P_{ij}) P_{ij} \]  \hfill (4)

   \[ \text{Homogeneity} = \sum_{i,j=0}^{N-1} \frac{P_{ij}}{1 + (j - j)^2} \]  \hfill (5)

   \[ \text{Correlation} = \sum_{i,j=0}^{N-1} \frac{P_{ij}}{1 + (j - j)^2} \]  \hfill (6)

2.3. Measurement of Accuracy of Algorithms
Measurement of the accuracy of an algorithm is the final stage to prove the level of performance measurement algorithm used in research. In this test, the confusion matrix is used as a measure of the performance of the KNN algorithm. Confusion Matrix is an evaluation of a data mining classification represented as a table [23]. Confusion matrix has information comparing the results of the classification carried out by the system with the results of the actual classification, in Table 1 below is a confusion equation matrix with two labels, True and False, with four different combinations of predictive values and actual values.

| Predicted Class | Predicted Class |
|-----------------|-----------------|
| True            | True (True Positif) | False (False Negatif) |
| False           | False (False Positif) | True (True Negatif) |
From table 1 the accuracy of an algorithm model can be calculated using the following equation:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(7)

Note:
- TP: Positive data with positive classification results;
- FN: Represents positive data with negative classification results;
- FP: Is negative data with positive classification results;
- TN: Negative data with positive classification results.

2.4. Research Framework

Based on the description of the proposed methods in Figure 1, the stages in this study can be explained through the following steps:
- Starting from the extraction of rice disease features with the GLCM algorithm with 5 feature extractions with Matlab software;
- After feature extraction, the data set will be divided into 10 parts using ten-fold cross-validation, the data in the first part becomes the testing data and training data;
- The data is classified by the KNN algorithm with experimental testing looking for a maximum k value of 1 to 20.
- The final step is to measure the accuracy and kappa value of the KNN algorithm with Rapidminer Studio tools.

3. Result and Discussion
This stage explains the results of the experiment using rapid miner studio with experiments using k values ranging from 1 to 20. Figure 2 is a description of the dataset and algorithm performed in this study. From the calculation experiment of rice leaf classification using rapid miner studio, the accuracy and kappa KNN with the k value used can be seen in Table 2 below:
The results of testing the values of k 1 through 20 show that the value at k = 11 is the maximum k value with an accuracy level of 65.83% and a Kappa value of 0.485. Based on the Altman theory, that the kappa value of 0.485 includes the range 0.4-0.6, which is Strength Of Agreement Moderate [24].

4. Conclusions
The image classification of rice leaf disease with KNN and GLMC for feature extraction has medium accuracy and kappa values. This method can be developed with the optimization method of attribute selection or bagging techniques, so that it has high accuracy, and this method can be applied to applications so that it is easy for farmers to prevent crop failure.
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