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ABSTRACT
This paper deals with statistical inference for the scale mixture models. We study an estimation approach based on the Mellin–Stieltjes transform that can be applied to both discrete and absolute continuous mixing distributions. The accuracy of the corresponding estimate is analysed in terms of its expected pointwise error. As an important technical result, we prove the analogue of the Berry–Esseen inequality for the Mellin transforms. The proposed statistical approach is illustrated by numerical examples.
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1. Introduction

In this paper, we consider the problem of statistical inference for multiplicative mixture models. More precisely, given a sample of i.i.d. random variables $X_1, \ldots, X_n$, $n \in \mathbb{N}$, from the multiplicative mixture model of the form

$$X = Y\eta,$$  (1)

where $Y$ and $\eta$ are independent random variables, we aim at estimating the distribution of one of these variables (say, $Y$) assuming that the law of another random variable ($\eta$) is known. For simplicity, we assume that both $Y$ and $\eta$ are almost surely positive, so that $\eta$ can be viewed as the (stochastic) scaling parameter.

The aforementioned problem can be viewed as the problem of reconstructing the original signal from the contaminated sample and naturally arises in many applications. For instance, the case when $\eta$ has a standard uniform distribution is known as the multiplicative censoring model and is widely employed in survival analysis [1]. In this context, $X$ corresponds to the time elapsed since the beginning of the disease, whereas $Y$ represents the true survival time [2]. The precise estimation of the distribution of $Y$ in this case would help the development of treatment programmes, as well as the assessment of their performance. Another example comes from finance, where the model (1) with normally
distributed \( \eta \) and positive \( Y \) corresponds to the stochastic volatility model for describing the log-returns of an asset \([3,4]\).

While certain methods for estimation of the distribution of \( Y \) in model (1) already exist, they mostly assume some specific form of the distribution of \( \eta \). For instance, for the case when \( \eta \) follows a standard uniform distribution, some nonparametric estimation techniques are proposed by Vardi \([1]\), Asgharian et al. \([5]\), Brunel et al. \([6]\). Later, Comte and Dion \([7]\) and Belomestny et al. \([8]\) generalize the setting and develop the estimators based on the projection techniques for the case when \( \eta \) follows the uniform distribution symmetric about one and the beta distribution, respectively.

The problem of statistical inference for the multiplicative mixture models can be reduced to the additive deconvolution problem by taking logarithms of both parts in (1) or by taking logarithms of the squares in the alternating case. For the additive models, a wide range of estimation methods is available; see, e.g., Zhang \([9]\), Meister \([10]\), Belomestny and Goldenshluger \([11]\), and numerous references therein. However, as was pointed out by Brunel et al. \([6]\) and Belomestny and Goldenshluger \([12]\), this idea leads to several undesired consequences such as inability of estimation at zero and the loss of the information about the sign of the random variable.

For almost all papers mentioned above, the parametric assumption on the distribution of \( \eta \) is essential. The nonparametric case was considered by Belomestny and Goldenshluger \([12]\), Brenner Miguel et al. \([13]\), Brenner Miguel and Phandoidaen \([14]\), where the kernel-type estimators based on the Mellin transform are introduced. However, these papers significantly employ the assumption of absolute continuity of the distributions of \( Y \) and \( \eta \).

In the current paper, we do not restrict the class of distributions of \( \eta \) to be absolutely continuous or belong to a certain parametric family. The only assumption is that the set \( \mathcal{H}_G \) determined by (3) from the distribution of \( \eta \) is non-empty, and there exists a point \( u^c \) such that the Mellin transforms of both distributions of \( Y \) and \( \eta \) are analytic. The latter assumption is rather typical for deconvolution problems, and the first one holds for a wide class of discrete distributions (see Section 6 for the detailed discussion). Moreover, as we also show in the article, this assumption yields the parametric rate of convergence under very mild assumptions on the class of the probability density functions (pdfs) of \( Y \).

To avoid the assumption of absolute continuity of \( \eta \), we formulate all results in terms of the distribution functions, assuming for simplicity that both random variables \( Y \) and \( \eta \) are a.s. positive. Note that the distribution function of \( X \) is equal to

\[
F_{\text{mix}}(x) = \int_{\mathbb{R}^+} F\left(\frac{x}{\theta}\right) dG(\theta),
\]

where \( F \) and \( G \) are the cumulative distribution functions (cdfs) of \( Y \) and \( \eta \), respectively. Given observations \( X_1, \ldots, X_n \) from \( F_{\text{mix}} \), we aim to estimate the function \( F(x), x \in \mathbb{R}^+ \), provided that \( G(x), x \in \mathbb{R}^+_+ \), is known.

Our estimation method is based on the Mellin–Stieltjes transform, defined for a function \( \varphi : \mathbb{R}^+ \to \mathbb{R}^+ \), which is assumed to be a function of bounded variation over any bounded interval, as

\[
\mathcal{M}[\varphi](z) := \int_0^\infty x^{z-1} \varphi(x), \quad z \in \mathbb{C}.
\]
The integral on the right-hand side is known to converge in a vertical strip \( \{ z \in \mathbb{C} : \text{Re}(z) \in [\alpha, \beta] \} =: C \), with some \( \alpha, \beta > 0 \) (the degenerate case \( \alpha = \beta \) is also possible). Using the properties of the Mellin–Stieltjes transform, we construct an estimator \( \hat{F} \) of \( F \) (to be defined in Section 2) and study the accuracy of this estimator at a fixed point \( x \in \mathbb{R}_+ \) in terms of the expected pointwise error

\[
\mathcal{R}^* (\hat{F}) = \mathcal{R}^* (\hat{F}; u^\circ, x) := \mathbb{E} \left[ (\mathcal{R}(\hat{F}; u^\circ, x))^2 \right],
\]

where

\[
\mathcal{R}(\hat{F}) = \mathcal{R}(\hat{F}; u^\circ, x) := x^{u^\circ-1} |F(x) - \hat{F}(x)|
\]

and \( u^\circ \) is a technical parameter. We show that under rather mild assumptions on \( G \) and \( F \), the estimate \( \hat{F} \) has \( 1/n \) rate of convergence to \( F \) as measured in terms of \( \mathcal{R}^* (\hat{F}) \) with \( n \) being the sample size.

The paper is organized as follows. In the following section (Section 2), we recall the most important properties of the Mellin–Stieltjes transform and introduce the estimator \( \hat{F} \) for \( F \). In Section 3, we prove the analogue of the Berry–Esseen inequality for the Mellin–Stieltjes transforms Lemma 3.1, which plays an essential role for establishing the upper bounds for \( \mathcal{R}(\hat{F}) \) and \( \mathcal{R}^* (\hat{F}) \). The exact statements are given in Section 4, see Theorems 4.1 and 4.2. Next, Section 5 contains the detailed discussion on the subclasses of distribution functions \( F \) and \( G \), for which the rate of convergence of the proposed estimators is polynomial. Section 6 is devoted to one of the key assumptions of our estimation procedure, namely, that there exists a line parallel to the imaginary axis such that \( \mathcal{M}[G](z) \neq 0 \) for any \( z \) on this line. It is shown that the aforementioned assumption is fulfilled, in particular, for any discrete positive distribution separated from zero. Finally, Section 7 contains a numerical example demonstrating the performance of our estimator via a simulation study. Appendix 1 contains a numerical example of the application of the Berry–Esseen inequality. All proofs are collected in Appendix 2.

### 2. Estimation procedure

Note that the Mellin–Stieltjes transform of \( F_{\text{mix}} \) is equal to

\[
\mathcal{M}[F_{\text{mix}}](z) := \mathbb{E}[X^{z-1}] = \mathcal{M}[F](z) \cdot \mathcal{M}[G](z)
\]

for any \( z \in \mathbb{C} \) such that both Mellin transforms on the right-hand side are well defined. Since we assume that the distribution of \( \eta \) is known, we can estimate the Mellin transform of \( F \) by

\[
\hat{\mathcal{M}}[F](z) := \frac{1}{n} \sum_{i=1}^{n} X_i^{z-1} / \mathcal{M}[G](z),
\]

at any point \( z \in \mathbb{C} \) such that \( \mathcal{M}[G](z) \neq 0 \). Let us introduce the notation

\[
\mathcal{H}_G := \{ u \in \mathbb{C}_G : \mathcal{M}[G](u + iv) \neq 0 \quad \forall \ v \in \mathbb{R} \}.
\]

The set \( \mathcal{H}_G \) is non-empty in most cases; for instance, as we show in Section 6, for positive discrete distributions, there exists some \( \tilde{u} < 1 \) such that \((-\infty, \tilde{u}) \subset \mathcal{H}_G\), provided that the distribution is separated from 0.
The estimator of $F$ is based on the inversion formula for the Mellin transform. Some versions of this formula are known in the literature, see, e.g., Section 7 from [15], but here we need a slightly different form.

**Lemma 2.1:** Let $\varphi : \mathbb{R}_+ \to \mathbb{R}$ be a non-decreasing function. Then

1. if there exists some $u^o \in (-\infty, 1) \cap \mathcal{C}_\varphi$, then $\varphi(0) < \infty$ and

$$
\frac{1}{2\pi i} \int_{u^o+i\infty}^{u^o-i\infty} x^{-z+1} \frac{\mathcal{M}[\varphi](z)}{-(z-1)} \, dz = \frac{1}{2} (\varphi(x+0) + \varphi(x-0)) - \varphi(0);
$$

2. if there exists some $u^o \in (1, \infty) \cap \mathcal{C}_\varphi$, then $\varphi(\infty) < \infty$ and

$$
\frac{1}{2\pi i} \int_{u^o+i\infty}^{u^o-i\infty} x^{-z+1} \frac{\mathcal{M}[\varphi](z)}{-(z-1)} \, dz = \frac{1}{2} (\varphi(x+0) + \varphi(x-0)) - \varphi(\infty).
$$

**Proof:** The proof is given in Appendix A.1. \[\square\]

**Remark 2.2:** In what follows, for any non-decreasing function $\varphi : \mathbb{R}_+ \to \mathbb{R}$, we will use the same notation $\varphi(x), x \in \mathbb{R}_+$, for the standardized version of the function, that is, for $(\varphi(x+0) + \varphi(x-0))/2$.

Motivated by Lemma 2.1, we define the estimator $\hat{F}(x)$ of $F(x)$ as

$$
\hat{F}(x) := \frac{1}{2\pi} \int_{-\infty}^{\infty} x^{-u^o+iv+1} \frac{\mathcal{M}[F](u^o + iv)}{-(u^o + iv - 1)} K(v) \, dv
$$

for some $u^o \in (-\infty, 1) \cap \mathcal{C}_F \cap \mathcal{H}_G$, and the kernel function $K$ of the form

$$
K(x) := \left(1 - \frac{|x|}{T}\right) \mathbb{I}(|x| \leq T),
$$

with a positive number $T$. This choice of the kernel function is inspired by the Berry–Esseen inequality for the Mellin transforms. In the next section, we discuss this inequality.

### 3. Berry–Esseen inequality for the Mellin transforms

The following lemma is motivated by a similar result for the Fourier transform, see Section 4.1 from [16].

**Lemma 3.1:** Let $\varphi, \psi : \mathbb{R}_+ \to \mathbb{R}_+$ be two non-decreasing left continuous functions such that $\varphi(0) = \psi(0) = 0$. Let $u^o \in (-\infty, 1) \cap \mathcal{C}_\varphi \cap \mathcal{C}_\psi$. Denote

$$
\rho_{u^o}(\varphi, \psi) := \sup_{x \geq 0} \left| x^{u^o-1} (\varphi(x) - \psi(x)) \right|.
$$
Assume that the supremum in the definition of \( \rho_u(\varphi, \psi) \) is attained at some point \( x_0 > 0 \). Then for any \( b > 2/\pi \), it holds

\[
\rho_u(\varphi, \psi) \leq \frac{b}{2} \int_{-T}^{T} \frac{|M[\varphi](u^0 + iv) - M[\psi](u^0 + iv)|}{|v|} \, dv + bT x_0^{u^0 - 1} \int_0^{2c(b)/T} |\psi(x_0) - \psi(x_0 e^r)| \, dr,
\]

(6)

where \( c(b) \) can be found as a unique root of the equation

\[
\int_{|r| \leq c(b)} \frac{\sin^2 r}{\pi r^2} \, dr = \frac{2}{3} \left( 1 + \frac{1}{\pi b} \right),
\]

(7)

and \( T \) is an arbitrary positive number such that

\[
T > 2c(b)(1 - u^0)/\log 2.
\]

(8)

**Proof:** The proof is given in Appendix A.2. \( \square \)

**Remark 3.2:** Since the left-hand side of Equation (7) tends to one as \( c(b) \to \infty \), and to zero as \( c(b) \to 0 \), it can take any values from the interval \((0, 1)\). This is the reason for the restriction \( b > 2/\pi \).

**Remark 3.3:** It is a worth mentioning that the second term in the upper bound (6) tends to zero as \( T \to \infty \) at a polynomial rate in the case when \( \psi \) is uniformly \( \alpha \)-Hölder continuous with \( \alpha \in (0, 1) \). Indeed, we have

\[
\int_0^{2c(b)/T} |\psi(x_0) - \psi(x_0 e^r)| \, dr \leq L_\psi x_0^\alpha \int_0^{2c(b)/T} |1 - e^r|^\alpha \, dr
\]

for some \( L_\psi \in (0, \infty) \). Using the inequality \( e^x - 1 \leq x e^x \) which holds for any \( x > 0 \), we get

\[
\int_0^{2c(b)/T} |1 - e^r|^\alpha \, dr \leq e^{2\alpha c(b)/T} \frac{(2c(b))^{1+\alpha}}{(1+\alpha)T^{1+\alpha}}.
\]

Hence,

\[
bT x_0^{u^0 - 1} \int_0^{2c(b)/T} |\psi(x_0) - \psi(x_0 e^r)| \, dr \leq L_\psi x_0^\alpha + u^0 - 1 e^{2\alpha c(b)/T} \frac{b(2c(b))^{1+\alpha}}{(1+\alpha)T^\alpha},
\]

yielding the polynomial rate of decay.
Remark 3.4: For the case considered in Remark 3.3, one can show a slightly different form of the Berry–Esseen inequality (6), namely,

\[ \rho_{u^c}(\varphi, \psi) \leq \frac{b}{2} \int_{-T}^{T} \frac{|\mathcal{M}[\varphi](u^c + iv) - \mathcal{M}[\psi](u^c + iv)|}{|v|} \, dv \\
+ bT \int_{0}^{2c(b)/T} \left| x_0^{u^c - 1} \psi(x_0) - (x_0 e^r)^{u^c - 1} \psi(x_0 e^r) \right| \, dr (1 + O(1)). \]

We have

\[ T \int_{0}^{2c(b)/T} \left| \psi(x_0) - \psi(x_0 e^r) \right| \, dr \leq T \int_{0}^{2c(b)/T} \left| \psi(x_0) - e^{r(u^c - 1)} \psi(x_0 e^r) \right| \, dr \\
+ T \int_{0}^{2c(b)/T} \left( 1 - e^{-r(1-u^c)} \right) \psi(x_0 e^r) \, dr. \]

The order of the second term is \( O(T^{-1}) \), since

\[ \left| T \int_{0}^{2c(b)/T} \left( 1 - e^{-r(1-u^c)} \right) \psi(x_0 e^r) \, dr \right| \leq T x_0^\alpha \int_{0}^{2c(b)/T} \left( 1 - e^{-r(1-u^c)} \right) e^{r\alpha} \, dr \\
\leq T x_0^\alpha \left[ \frac{e^{2\alpha c(b)/T} - 1}{\alpha} \right] = O(T^{-1}), \]

while the first summand is of order \( O(T^{-\alpha}) \), since

\[ T \int_{0}^{2c(b)/T} \left| \psi(x_0) - e^{r(u^c - 1)} \psi(x_0 e^r) \right| \, dr \leq T \int_{0}^{2c(b)/T} \left| \psi(x_0) - \psi(x_0 e^r) \right| \, dr + T \int_{0}^{2c(b)/T} \left( 1 - e^{-r(1-u^c)} \right) \psi(x_0 e^r) \, dr = O(T^{-\alpha}), \]

see Remark 3.3.

The numerical example of the use of the Berry–Esseen inequality is given in Appendix 1.

4. Main results

In this section, we provide the rates of convergence of the estimate (4) with the kernel (5). The following theorem holds.
**Theorem 4.1:** Let $u^o \in (-\infty, 1) \cap C_F \cap H_G$. Assume that the distribution function $F$ is continuous at least in a small vicinity of 0, and

$$x^{u^o-1} F(x) \to 0 \quad \text{as} \quad x \to 0. \quad (9)$$

Let $b>2/\pi$ be an arbitrary number, $c(b)$ be the solution of Equation (7) and $T$ satisfy (8). Then there exists some $x_0>0$ not depending on $T$ and $n$ such that for any fixed $x>0$, it holds with probability 1

$$R(\hat{F}; u^o, x) \leq \frac{b}{2T} \int_{-T}^{T} |\mathcal{M}[F](u^o + iv)| \, dv$$

$$+ bT x_0^{u^o-1} \int_{0}^{2c(b)/T} |F(x_0) - F(x_0 e^r)| \, dr$$

$$+ \frac{x^{u^o-1}}{2\pi n} \sum_{k=1}^{n} \Lambda(X_k, x),$$

where

$$\Lambda(X_k, x) = \int_{-\infty}^{\infty} x^{-(u^o-1)-iv} \mathcal{M}[F_{\text{mix}}](u^o + iv) - X_k^{(u^o-1)+iv} \frac{1}{-(u^o + iv - 1)\mathcal{M}[G](u^o + iv) K(v)} \, dv.$$

**Proof:** The proof is given in Appendix A.3.

The preceding theorem allows us to further analyse the convergence of the estimator $\hat{F}$ to the true cdf $F$ in the $L^2$-sense.

**Theorem 4.2:** Under the same notations and assumptions as in Theorem 4.1, we get for any fixed $x>0$,

$$R^*(\hat{F}; u^o, x) \leq \frac{3b^2}{4T^2} \left( \int_{-T}^{T} |\mathcal{M}[F](u^o + iv)| \, dv \right)^2$$

$$+ 3b^2 T^2 x_0^{2(u^o-1)} \left( \int_{0}^{2c(b)/T} |F(x_0) - F(x_0 e^r)| \, dr \right)^2$$

$$+ \frac{3}{4\pi^2 n} \int_{-T}^{T} \left( (u^o - 1)^2 + v^2 \right) |\mathcal{M}[G](u^o + iv)|^2 \, dv$$

$$\times \int_{\mathbb{R}} |\mathcal{M}[F_{\text{mix}}](2u^o - 1 + iw)| \, dw. \quad (10)$$

**Proof:** The proof is given in Appendix A.4.

**5. Convergence rates**

Denote the summands in (10) by $I_1, I_2, I_3$, respectively. Let us consider these summands separately.
(1) Let us first note that the condition
\[
\int_{\mathbb{R}} |\mathcal{M}[F](u^\circ + iv)| \, dv < \infty \tag{11}
\]
is fulfilled for many distributions, including the distributions with exponential and polynomial decay of the Mellin transforms [17]. The condition (11) yields that the first summand is of order \(I_1 = O(T^{-2})\) as \(T \to \infty\). Nevertheless, it can be shown that any distribution satisfying (11) is absolutely continuous. This fact can be proved in various ways, e.g., via the convergence in \(L^2(\mathbb{R})\), along the same lines as the proof of the similar fact for the Fourier transform, see Lemma 1.1 from [18]. It can be also derived from the properties of the Fourier transform (see Theorem 3.2.2 from [19]). In fact,
\[
\int_{\mathbb{R}} |\mathcal{M}[F](u^\circ + iv)| \, dv = \int_{\mathbb{R}} \left| \int_{\mathbb{R}^+} x^{u^\circ + iv - 1} \, dF(x) \right| \, dv
\]
\[
= \int_{\mathbb{R}} \left| \int_{\mathbb{R}} e^{yv} \cdot e^{y(u^\circ - 1)} \, dF(e^y) \right| \, dv
\]
\[
= \mathcal{M}[F](u^\circ) \int_{\mathbb{R}} \left| \int_{\mathbb{R}} e^{yv} \, dH(y) \right| \, dv,
\]
where
\[
H(y) := \frac{1}{\mathcal{M}[F](u^\circ)} \int_{-\infty}^y e^{s(u^\circ - 1)} \, dF(e^s)
\]
\[
= \frac{1}{\mathcal{M}[F](u^\circ)} \int_0^y e^\sigma x^{u^\circ - 1} \, dF(x), \quad y \in \mathbb{R},
\]
is a distribution function (here we use that \(\mathcal{M}[F](u^\circ) < \infty\) since \(u^\circ \in C_F\)). Therefore, Condition (11) is equivalent to \(\mathcal{F}[H] \in L^1(\mathbb{R})\), which yields that the \(H\) is a cdf of an absolutely continuous distribution with bounded and continuous density function. Then the distribution of \(F\) is absolutely continuous as well.

(2) The order of the second summand is also \(O(T^{-2})\) in some cases. For instance, whenever \(F\) is Lipschitz continuous, we get from Remark 3.3
\[
I_2 \leq L_F^2 x_0^{2u^\circ} e^{4c(b)/T} \frac{12b^2(c(b))^4}{T^2},
\]
where \(L_F \in (0, \infty)\) is the Lipschitz constant of \(F\).

(3) To establish the asymptotic order of the third summand \(I_3\), we observe that, since \(u^\circ \in \mathcal{H}_G \subset \mathcal{C}_G\), for any \(T > 0\), there exist positive constants \(C_{u^\circ, T}^{(1)}, C_{u^\circ, T}^{(2)}\) such that
\[
C_{u^\circ, T}^{(1)} \leq |\mathcal{M}[G](u^\circ + iv)| \leq C_{u^\circ, T}^{(2)}, \quad \forall \, v \in [-T, T]. \tag{12}
\]
Assuming that \(2u^\circ - 1 \in \mathcal{H}_G\), we similarly get with some positive constants \(C_{2u^\circ - 1, T}^{(1)}, C_{2u^\circ - 1, T}^{(2)}\)
\[
C_{2u^\circ - 1, T}^{(1)} \leq |\mathcal{M}[G](2u^\circ - 1 + iv)| \leq C_{2u^\circ - 1, T}^{(2)}, \quad \forall \, v \in [-T, T]. \tag{13}
\]
Let us assume additionally that as \( T \to \infty \),
\[
C^{(1)}_{u^c,T} \to C^{(1)}_{u^c} > 0 \quad \text{and} \quad C^{(2)}_{2u^c-1,T} \to C^{(2)}_{2u^c-1} < \infty.
\] (14)

In particular, it can be noted that the upper bound is always satisfied with \( C^{(2)}_{2u^c-1} \leq \mathbb{E}[\eta^{2(u^c-1)}] < \infty \). As for the lower bound, we refer to Section 6 for examples of mixing distributions which satisfy this assumption. Finally, assume that the analogue of (11) holds along the line \( \text{Re}(z) = 2u^c - 1 \),
\[
\int_{\mathbb{R}} |\mathcal{M}[F](2u^c - 1 + iv)| \, dv \leq C_1 < \infty.
\] (15)

Then we get
\[
I_3 \leq \frac{3x^2(u^c-1)}{4\pi^2 n} \frac{C_1 C^{(2)}_{2u^c-1}}{(C^{(1)}_{u^c})^2} \int_{-T}^{T} \frac{1}{(u^c - 1)^2 + v^2} \, dv = \frac{3x^2(u^c-1)C_1 C^{(2)}_{2u^c-1}}{4(1-u^c)\pi (C^{(1)}_{u^c})^2 n}.
\]

Finally, let us note that the choice \( T \gtrsim \sqrt{n} \) leads to the rate of convergence \( I_1 + I_2 + I_3 = O(1/n) \) which coincides with the rate in the case when the direct observations from \( F \) are available. The above discussion leads to the following result.

**Proposition 5.1:** Assume that there exists at least one \( u^c \in (-\infty, 1) \cap \mathcal{C}_F \cap \mathcal{H}_G \) such that Assumptions (9), (13) and (14) are fulfilled. If the distribution of \( Y \) is absolutely continuous, then under any choice \( T \gtrsim \sqrt{n} \), it holds
\[
\mathcal{R}^+(\hat{F}; u^c, x) \lesssim 1/n
\]
as \( n \to \infty \).

**6. The set \( \mathcal{H}_G \)**

The set \( \mathcal{H}_G \) defined by (3) plays a crucial role in the analysis. Let us show that this set is nonempty for positive discrete distributions separated from 0. Indeed, consider a random variable \( \eta \) taking \( K \) positive values \( \sigma_1, \ldots, \sigma_K \) with probabilities \( p_1, \ldots, p_K > 0 \), \( \sum_{k=1}^{K} p_k = 1 \) (the analysis of the case \( K = \infty \) follows the same lines). Without loss of generality, assume that \( 0 < \sigma_1 < \sigma_2 < \ldots < \sigma_K \). Then it holds
\[
\mathcal{M}[G](u + iv) = \sum_{k=1}^{K} \sigma_k^{u+iv-1} p_k = \sigma_1^{u+iv-1} p_1 + \sum_{k=2}^{K} \sigma_k^{u+iv-1} p_k,
\] (16)

where the modulus of the second summand can be upper bounded as
\[
\left| \sum_{k=2}^{K} \sigma_k^{u+iv-1} p_k \right| \leq \sum_{k=2}^{K} |\sigma_k^{u+iv-1}| p_k = \sum_{k=2}^{K} |\sigma_k^{u-1}| p_k < \sigma_2^{u-1} (1 - p_1)
\]
for any \( u < 1 \), while the modulus of the first summand in (16) is equal to \( \sigma_1^{u-1} p_1 \). From this it follows that

\[
|M[G](u + iv)| \geq |\sigma_1^{u+iv-1} p_1| - \sum_{k=2}^{K} \sigma_k^{u+iv-1} p_k > \sigma_1^{u-1} p_1 - \sigma_2^{u-1} (1 - p_1),
\]

where the expression on the right-hand side is strongly positive for any

\[
u < \frac{\log(p_1/(1 - p_1))}{\log(\sigma_2/\sigma_1)} + 1.
\] (17)

Let us provide a couple of examples.

(1) Consider the geometric distribution defined as a distribution of a r.v. \( \eta \) such that

\[P\{\eta = k\} = p (1 - p)^{k-1}, \quad k = 1, 2, \ldots\]

According to (17), the absolute value of the Mellin transform of this distribution is strongly positive for any

\[
u < \frac{\log(p/(1 - p))}{\log(2)} + 1,
\]

where the expression on the r.h.s. is positive for \( p > 1/3 \) and negative for \( p < 1/3 \).

(2) Consider an analogue of the Poisson distribution on \{1, 2, \ldots\} :

\[P\{\eta = k\} = \frac{e^{-\lambda}}{1 - e^{-\lambda}} \cdot \frac{\lambda^k}{k!}, \quad k = 1, 2, 3, \ldots,
\]

where \( \lambda > 0 \). Returning to (17), we get that the absolute value of the Mellin transform is strongly positive in absolute value for any

\[
u < \frac{\log(\lambda e^{-\lambda}/(1 - e^{-\lambda} - \lambda e^{-\lambda}))}{\log(2)} + 1,
\]

which is positive whenever \( \lambda \in (0, \lambda_\circ) \) with \( \lambda_\circ \) defined as the positive solution of the equation \( 3\lambda + 1 = e^\lambda \). Numerically we get \( \lambda_\circ \approx 1.9 \).

Note that in some simple cases the result can be enhanced.

(1) For instance, consider the zeta distribution

\[P\{\eta = k\} = \frac{1}{\zeta(s)} k^{-s}, \quad k = 1, 2, \ldots,\] (18)

where \( s > 1 \) and \( \zeta(s) \) is the Riemann zeta function defined as

\[\zeta(s) = \sum_{k=1}^{\infty} k^{-s}.
\]

Since \( M[G](u + iv) = \zeta(1 + s - u - iv)/\zeta(s), \) and the zeta function has no zeros with real part larger than 1, we get that the set \( \mathcal{H}_G \) contains all \( u < s \).
Consider the distribution of the random variable taking values \( \sigma_1 = 1 \) and \( \sigma_2 > 1 \) with probabilities \( p \in (0, 1) \) and \( 1 - p \). Then any
\[
u \neq \nu_c := 1 + \log_{\sigma_2}(p/(1 - p)) \tag{19}\]
belong to the set \( \mathcal{H}_G \). In fact, in this case the Mellin transform can be lower bounded for any \( \nu \in \mathbb{R} \) by
\[
|\mathcal{M}[G](u + iv)| \geq \left| p - (1 - p)\sigma_2^{u-1} \right|,
\]
which is strongly larger than 0 for any \( u \neq u_c \).

7. Numerical examples

In this section, we use simulated data to illustrate the behaviour of the proposed estimator (4) with the kernel (5) for different types of mixing distributions \( G \). We also compare our estimator with another one based on a logarithmic transformation of both sides in (1) and interpretation of the problem as an additive deconvolution problem. Since \( \phi_X(t) = \phi_{\log X}(t)\phi_{\log \eta}(t) \), \( \forall t \in \mathbb{R} \) where \( \phi_X \) denotes the characteristic function of \( X \), the inversion formula for the Fourier–Stieltjes transform (see Theorem 4.4.1 in Kawata [15]) suggests that \( F \) can be estimated using the relation \( F(x) = F_{\log Y}(\log x) \) by
\[
\hat{F}_{\log Y}(\log x) - \hat{F}_{\log Y}(0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{-it\log x} - 1}{-it} \cdot \frac{\hat{\phi}_{\log X}(t)}{\hat{\phi}_{\log \eta}(t)} \phi_\kappa(ht) \, dt, \tag{20}\]
where \( \hat{\phi}_{\log X}(t) = \frac{1}{n} \sum_{j=1}^{n} e^{it\log X_j}, R \to \infty \) as \( n \to \infty \), \( h \) is a bandwidth parameter chosen by the cross-validation approach, and \( \phi_\kappa \) is the characteristic function of some kernel function \( \kappa \) which we choose to be density of the standard normal law; for details see, e.g., Delaigle [20]. The value of \( \hat{F}_{\log Y}(0) \) can be recovered as the minimal value which, when added to the right-hand side of (20), would yield a non-negative value for all \( x \in \mathbb{R} \), since \( F(x) \) only takes values in \( \mathbb{R}_+ \). In the subsequent examples, we simply replace \( \hat{F}_{\log Y}(0) \) with the true value \( F_{\log Y}(0) = F(1) \).

In what follows, we assume that the unknown distribution \( F \) is absolutely continuous. More precisely, consider the cases when \( F \) is a cdf of the beta distribution

\[
F(x) = \frac{B(\alpha_1, \alpha_2)}{B(\alpha_1, \alpha_2)} \int_0^x y^{\alpha_1-1} (1 - y)^{\alpha_2-1} \, dy \cdot \mathbb{I}\{x > 1\}
\]
and the gamma distribution

\[
F(x) = \frac{\theta^k}{\Gamma(k)} \int_0^x y^{k-1} e^{-\theta y} \, dy \cdot \mathbb{I}\{x > 0\}
\]
with parameters \( \alpha_1 = \alpha_2 = k = \theta = 2 \). Note that \( C_F = (1 - \alpha_1, \infty) \) for the beta distribution and \( C_F = (1 - k, \infty) \) for the gamma distribution. Also note that Assumption (9) holds for both examples: in fact, since \( F(0) = 0 \), we get by the L’Hôpital rule
\[
\lim_{x \to 0} x^{\nu_c - 1} F(x) = \frac{1}{1 - u_c} \lim_{x \to 0} x^{\nu_c} F'(x),
\]
where the limit on the right-hand side is finite for any \( u_c \in (1 - \alpha_1, 1) = (-1, 1) \) in the case of the beta distribution, and for any \( u_c \in (1 - k, 1) = (-1, 1) \) in the case of the gamma distribution.
As for the mixing distribution $G$, we consider the following three cases:

1. **Discrete mixing distribution with finite support.** Let $G$ be a purely discrete probability law taking values 1 and 2 with probabilities $1/3$ and $2/3$, respectively. As was discussed in Section 6, we have in this case

   \[ |\mathcal{M}[G](u + iv)| \neq 0 \quad \text{for any } u \neq 1 + \log_2 \frac{1/3}{2/3} = 0 \quad \text{and any } v \in \mathbb{R}. \]

   Therefore, the parameter $u^\circ$ can be taken from the set

   \[ (-\infty, 1) \cap C_F \cap \mathcal{H}_G = (-1, 0) \cup (0, 1). \]

2. **Discrete mixing distribution with infinite support.** Now let $G$ be the cdf of the zeta distribution (18) with parameter $s = 5$. As was discussed in Section 6, in this case $|\mathcal{M}[G](u^\circ + iv)|$ is strictly positive for any

   \[ u^\circ < -\frac{\log(\zeta(5))}{\log(2)} + 1 \approx 0.95. \]

3. **Continuous mixing distribution.** Finally, assume that $G$ corresponds to the cdf of the uniform distribution on $[0, 1]$. In this case, we have

   \[ |\mathcal{M}[G](u^\circ + iv)| = |u^\circ + iv|^{-1} > 0 \]

   for any $u^\circ, v \in \mathbb{R}$.

As follows from Definition (4) of the proposed estimator and the form (5) of the kernel, the choice of the parameters $u^\circ$ and $T$ is essential. Figures 1, 2 and 3 demonstrate the dependence of the left-hand side in Theorem 4.1 on $u^\circ$ taken from $-0.9$ to 0.9 with a step of 0.1. In case of the two-point distribution $G$ with $F$ being the beta law, as well as that of the uniform mixing distribution, the boxplots are displayed for $u$ starting from $-0.5$, due to the higher error values obtained for $u^\circ \in [-0.9, -0.5]$ that disrupt the picture. The value $x$ is fixed as $x = 0.5$, and the values of $\hat{R} \left( \hat{F}; u^\circ, x \right)$ were computed based on 25 samples of size $n = 1000$. The plots indicate that, as suggested by Theorem 4.1, the proposed estimator becomes more accurate as $u^\circ$ increases with an evident exception for $u^\circ = 0$ in case of the discrete mixing distribution supported on two points. As was mentioned earlier in this section, the reason for this peculiarity is that $u^\circ = 0$ turns out to be exactly the threshold value (19), for which the Mellin transform $\mathcal{M}[G](z)$ of the mixing distribution is not guaranteed to be separated from zero in absolute value.

In what follows, the parameter $u^\circ$ is fixed as $u^\circ = 0.5$. As for the parameter $T$, based on the discussion in Section 5 it should be chosen of order $T \gtrsim \sqrt{n}$. While the choice of $T$ such that $T/\sqrt{n} \to \infty$ will not influence the overall asymptotics of the bound, the greater values of $T$ allow to obtain smaller values of error in numerical studies. To this end, in case of the discrete mixing distributions we choose $T = n$ as the optimal value allowing to achieve the smallest error possible while not sacrificing too much in terms of the computational cost. In case of the continuous mixing distribution, however, since $|\mathcal{M}[G](u^\circ + iv)|$ decreases in $v$ and can become arbitrarily close to zero as $|v| \to \infty$, the choice of the truncation level
Figure 1. The estimates $\hat{R}(\hat{F}; u^\circ, x)$ for different values of $u^\circ$ for Beta(2,2) (left) and Gamma(2,2) (right) distributions for $G$ being a cdf of a discrete distribution supported on two points.

Figure 2. The estimates $\hat{R}(\hat{F}; u^\circ, x)$ for different values of $u^\circ$ for Beta(2,2) (left) and Gamma(2,2) (right) distributions for $G$ being a cdf of the zeta distribution.

$T$ for the estimator (4) should be approached more carefully. For both the beta and gamma distributions we choose $T$ as the value minimizing the corresponding mean-squared error of the estimator based on 500 samples of size $n = 1000$, resulting into the values $T = 34.6$ and $T = 29.7$ for each of the laws, respectively. For the estimator (20), the parameter $R$ is chosen by this procedure for all the three cases of mixing distributions $G$, leading to the values 3.5, 9.6 and 9.7 for $G$ being the two point, zeta and uniform distribution, respectively, with $F$ being the beta law, and 9.7, 45.4 and 3.4 for the respective mixing distributions $G$ with $F$ being the gamma law.

Table 1 represents the mean-squared errors

$$err_n = \frac{1}{KJ} \sum_{k=1}^{K} \sum_{j=1}^{J} \left( \hat{F}_n^{(k)}(x_j) - F(x_j) \right)^2,$$

where $\hat{F}_n^{(k)}$ is either the Mellin-based estimate (4) or the Fourier-based estimate (20) obtained on a $k$th sample of size $n$, for different values of $n \in \{100, 500, 1000\}$ and $K = 100$ simulation runs. The values $x_j$ are taken on a $J$-point equidistant grid $\{x_j\}_{j=1}^{J}$, the latter being over $[0.1, 2]$ with a step of 0.1 in case of the beta distribution and over $[0.01, 5]$ with the same step in case of the gamma law.
Figure 3. The estimates $\hat{R}(\hat{F}; u^\circ, x)$ for different values of $u^\circ$ for Beta(2,2) (left) and Gamma(2,2) (right) distributions for $G$ being a cdf of the uniform distribution.

Table 1. Average error (21) for the Mellin-based estimator (4) and the Fourier-based estimator (20) obtained via 100 simulation runs.

| Mixing distribution | Method | Beta(2,2) distribution | Fourier/Mellin |
|---------------------|--------|------------------------|---------------|
| Beta(2,2) distribution | Mellin | 0.0012 | 0.2128 | 177.33 |
| | Fourier | 0.0003 | 0.2093 | 697.67 |
| | Relative error | &nbsp; | &nbsp; | &nbsp; |
| | $n = 100$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 500$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 1000$ | &nbsp; | &nbsp; | &nbsp; |
| Zeta | Mellin | 0.000069 | 0.00011 | 1.59 |
| | Fourier | 0.000074 | 0.00011 | 1.49 |
| | Relative error | &nbsp; | &nbsp; | &nbsp; |
| | $n = 100$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 500$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 1000$ | &nbsp; | &nbsp; | &nbsp; |
| Uniform | Mellin | 0.0051 | 0.0046 | 0.9 |
| | Fourier | 0.0014 | 0.0012 | 0.86 |
| | Relative error | &nbsp; | &nbsp; | &nbsp; |
| | $n = 100$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 500$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 1000$ | &nbsp; | &nbsp; | &nbsp; |
| | Gamma(2,2) distribution | Mellin | 0.0012 | 0.0728 | 60.67 |
| | Fourier | 0.0003 | 0.0723 | 241 |
| | Relative error | &nbsp; | &nbsp; | &nbsp; |
| | $n = 100$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 500$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 1000$ | &nbsp; | &nbsp; | &nbsp; |
| Zeta | Mellin | 0.0008 | 0.0022 | 2.75 |
| | Fourier | 0.0002 | 0.0004 | 2 |
| | Relative error | &nbsp; | &nbsp; | &nbsp; |
| | $n = 100$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 500$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 1000$ | &nbsp; | &nbsp; | &nbsp; |
| Uniform | Mellin | 0.004 | 0.0035 | 0.88 |
| | Fourier | 0.001 | 0.0007 | 0.7 |
| | Relative error | &nbsp; | &nbsp; | &nbsp; |
| | $n = 100$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 500$ | &nbsp; | &nbsp; | &nbsp; |
| | $n = 1000$ | &nbsp; | &nbsp; | &nbsp; |

It can be seen that for both beta and gamma distributions and all the considered mixing laws the proposed estimator (4) converges to the true cdf $F$ rather fast, with the error (21) decreasing as the sample size grows and being reasonably small already for $n = 100$. In case of the discrete mixing distribution supported on two points, the estimator (4) based on the Mellin transform significantly outperforms the Fourier-based estimator (20), leading to the error values that are more than 60 times smaller than those of the latter. In case of the zeta distribution, the proposed estimator (4) also demonstrates a better performance, although this difference is less striking when $F$ is the cdf of the beta law, since the average errors for both estimators are smaller than 0.00008 already for $n = 100$, and further convergence to zero appears to be very slow. Finally, in case of the uniform mixing distribution both
estimators (4) and (20) provide very similar results, with the latter estimator providing a bit better fit in case of the gamma distribution. Also, while for both the beta and gamma distributions, the error decreases as the sample size grows, the rate of convergence to zero appears to be slower than for discrete mixing distributions considered above.

**Note**

1. The asymptotic behaviour of the first term in (6) will be discussed later. Definitely, it depends on the closeness between the functions \( \varphi \) and \( \psi \).
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Appendices

Appendix 1. Berry–Esseen inequality in a particular case

Let us consider the case when \( \varphi \) and \( \psi \) are the distribution functions of the exponential distribution, that is,

\[
\varphi(x) = (1 - e^{-\lambda_1 x}) \mathbb{I}\{x \geq 0\}, \quad \psi(x) = (1 - e^{-\lambda_2 x}) \mathbb{I}\{x \geq 0\},
\]

where \( \lambda_1, \lambda_2 > 0 \). Since

\[
\mathcal{M}[\varphi](z) = \lambda_1^{1-z} \Gamma(z), \quad \mathcal{M}[\psi](z) = \lambda_2^{1-z} \Gamma(z)
\]

for any \( z \) with \( \text{Re}(z) > 0 \), we can take \( u^o = 1/2 \). We have

\[
\rho_{1/2}(\varphi, \psi) := \sup_{x \geq 0} \left| \frac{e^{-\lambda_1 x} - e^{-\lambda_2 x}}{\sqrt{x}} \right|.
\]

The maximum is attained at some point \( x_0 \in (0, \infty) \). For this numerical example, we take the values \( \lambda_1 = 1, \lambda_2 = 1.5 \), for which \( x_0 = 0.4 \).

We also take \( b = 0.8 \), and numerically get \( c(0.8) \approx 4.8 \) as the solution of (7). We aim to study the right-hand side of (6) depending on \( T \).

Figure A1 represents the plots of the first and second summands in (6), namely,

\[
\tilde{I}_1 = \frac{b}{2} \int_{-T}^{T} \left| \lambda_1^{1/2 - iv} - \lambda_2^{1/2 - iv} \right| |\nu| \Gamma((1/2) + iv)| \, dv,
\]

\[
\tilde{I}_2 = bT \lambda_0^{x_0 - 1} \int_0^{2e(b)/T} \left( e^{x_0 e^r} - e^{x_0} \right) \, dr.
\]

An interesting observation is that \( \tilde{I}_1 \) is almost equal to a constant for large \( T \), while \( \tilde{I}_2 \) decays rather fast as \( T \) grows.

Appendix 2. Proofs

A.1. Proof of Lemma 2.1

Let us rewrite (2) as

\[
\mathcal{M}[\varphi](z) = \int_0^\infty x^{z-1} \, d\varphi(x) = \int_0^\infty e^{(z-1) \log x} \, d\varphi(e^{\log x})
\]

\[
= \int_{-\infty}^{\infty} e^{-sy} \, d\varphi(e^y) =: \mathcal{L}[\varphi(e^y)](s),
\]
Figure A1. The graphs of the first and second summands, and the right-hand side in (6), depending on the value of $T$. The blue dotted line represents the first summand and is for large $T$ is close to 1.1. The maroon dashed line shows the behaviour of the second summand, which tends to 0 as $T \to \infty$. Finally, the red solid line shows the total behaviour of the r.h.s. in (6).

where the right-hand side defines the bilateral Laplace transform of $\varphi(e^y)$, $y = \log x$, at the point $s = -(z-1)$. Applying Theorem 7.7.5 from [15] for the bilateral Laplace transform, we arrive at

$$
\frac{1}{2} \left( \varphi(e^y + 0) + \varphi(e^y + 0) \right) - \varphi(0) = \frac{1}{2\pi i} \int_{\tilde{u}-i\infty}^{\tilde{u}+i\infty} e^{ys} \frac{L[\varphi(e^y)](s)}{s} \, ds
$$

$$
= \frac{1}{2\pi i} \int_{\tilde{u}-i\infty}^{\tilde{u}+i\infty} x^{-z+1} M[\varphi](z) \frac{dz}{-(z-1)},
$$

provided $\tilde{u} := 1 - u^e > 0$. The second statement of the theorem follows from another part of Theorem 7.7.5 from [15].

A.2. Proof of Lemma 3.1

Let

$$
w(x) = \frac{\sin^2(T \log x)}{T x^u \log^2 x} \quad \text{and} \quad W(x) = \int_0^x w(y) \, dy, x \in \mathbb{R}_+.
$$

(A1)

Define

$$
\tilde{\varphi}(x) := \int_0^\infty \varphi(x/y) \, dW(y), \quad \tilde{\psi}(x) := \int_0^\infty \psi(x/y) \, dW(y).
$$

The main idea of the proof is to find upper and lower bounds for $\rho_{ue}(\tilde{\varphi}, \tilde{\psi})$ such that the lower bound linearly depends on $\rho_{ue}(\varphi, \psi)$ with positive slope.
(1) **Upper bound for** $\rho_{\psi'} (\varphi, \tilde{\psi})$. Due to Theorem 7.8.3 from [15],

\[ \mathcal{M}[\varphi'] (z) = \mathcal{M}[\varphi] (z) \mathcal{M}[W] (z), \quad \mathcal{M}[\tilde{\psi}] (z) = \mathcal{M}[\psi] (z) \mathcal{M}[W] (z), \]

and, by the inverse formula for the Mellin transform Lemma 2.1,

\[
\tilde{\varphi} (x) - \tilde{\psi} (x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{M}[\varphi] (u^0 + iv) - \mathcal{M}[\psi] (u^0 + iv) - (u^0 + iv - 1) \times \mathcal{M}[W] (u^0 + iv) x^{-u^0 - iv + 1} dv.
\]

As

\[
\mathcal{M}[W] (u^0 + iv) = \int_{0}^{\infty} x^{(u^0 - 1) + iv} \frac{\sin^2 (T \log x)}{\pi T x^{u^0} \log^2 x} dx
\]

\[
= \int_{-\infty}^{\infty} e^{ivy} \frac{\sin^2 (Ty)}{\pi Ty^2} dy = \left( 1 - \left| \frac{v}{T} \right| \right) \mathcal{I} \{ |v| \leq T \},
\]

we get

\[
\rho_{\psi'} (\varphi, \tilde{\psi}) \leq \frac{1}{2\pi} \int_{-T}^{T} \frac{[\mathcal{M}[\varphi] (u^0 + iv) - \mathcal{M}[\psi] (u^0 + iv)]}{|v|} dv.
\]

(2) **Lower bound for** $\rho_{\psi'} (\varphi, \tilde{\psi})$. We have

\[
\tilde{\varphi} (x) - \tilde{\psi} (x) = \int_{0}^{\infty} \left( \varphi \left( \frac{x}{y} \right) - \psi \left( \frac{x}{y} \right) \right) \frac{\sin^2 (T \log y)}{\pi Ty^{u^0} \log^2 y} dy.
\]

Let us denote $\Delta = \rho_{\psi'} (\varphi, \tilde{\psi})$. Then

\[
x_{0}^{u^0 - 1} \left( \varphi (x_0) - \psi (x_0 \pm 0) \right) = \Delta
\]

or

\[
x_{0}^{u^0 - 1} \left( \psi (x_0 \pm 0) - \varphi (x_0 - 0) \right) = \Delta.
\]

Since for both cases the proof follows the same lines, we will only consider the first one. In this case

\[
x_{0}^{u^0 - 1} \left( \varphi \left( x_0 e^{(b-r)/T} \right) - \tilde{\psi} \left( x_0 e^{(b-r)/T} \right) \right)
\]

\[
\geq x_{0}^{u^0 - 1} \int_{|r| < c(b)} \left( \varphi \left( x_0 \pm 0 \right) - \tilde{\psi} \left( x_0 e^{(b-r)/T} \right) \right) \frac{\sin^2 r}{\pi r^2} e^{(c(b)-r)(u^0-1)/T} dr
\]

\[
+ x_{0}^{u^0 - 1} \int_{|r| < c(b)} \left( \varphi \left( x_0 e^{(b-r)/T} \right) - \psi \left( x_0 \pm 0 \right) \right) \frac{\sin^2 r}{\pi r^2} e^{(c(b)-r)(u^0-1)/T} dr
\]

\[
- \Delta \int_{|r| > c(b)} \frac{\sin^2 r}{\pi r^2} dr.
\]

Since for any $r < c(b)$ it holds

\[
x_{0}^{u^0 - 1} \left( \varphi \left( x_0 e^{(b-r)/T} \right) - \psi \left( x_0 \pm 0 \right) \right) \geq x_{0}^{u^0 - 1} \left( \varphi \left( x_0 \pm 0 \right) - \psi \left( x_0 \pm 0 \right) \right) = \Delta,
\]

we further have

\[
x_{0}^{u^0 - 1} \left( \varphi \left( x_0 e^{(b-r)/T} \right) - \tilde{\psi} \left( x_0 e^{(b-r)/T} \right) \right)
\]

\[
\geq - \frac{T}{\pi} x_{0}^{u^0 - 1} \int_{0}^{2(c(b)/T)} |\psi (x_0 \pm 0) - \psi (x_0 e^r)| dr
\]

\[
+ \Delta \int_{|r| < c(b)} \frac{\sin^2 r}{\pi r^2} e^{(c(b)-r)(u^0-1)/T} dr - \Delta \int_{|r| > c(b)} \frac{\sin^2 r}{\pi r^2} dr.
\]
Now, noting that
\[
\int_{|r|<c(b)} \frac{\sin^2 r}{\pi r^2} e^{(c(b)-r)(u^o-1)/T} dr \geq e^{2c(b)(u^o-1)/T} \int_{|r|<c(b)} \frac{\sin^2 r}{\pi r^2} dr,
\]
we obtain
\[
\rho_{u^o}(\tilde{\psi}, \tilde{\psi}) \geq - \frac{T}{\pi} z_0^{-1} \int_0^{2c(b)/T} |\psi(0 \pm 0) - \psi(0 e^r)| dr + \Delta \left( -1 + \int_{|r|<c(b)} \frac{\sin^2 r}{\pi r^2} dr \cdot \left( e^{2c(b)(u^o-1)/T} + 1 \right) \right),
\]
where \(e^{2c(b)(u^o-1)/T} + 1 > 3/2\) due to our choice of \(T\). Choosing \(c(b)\) as in (7), arrive at the upper bound for \(\Delta\)
\[
\Delta \leq \pi b \cdot \rho_{u^o}(\tilde{\psi}, \tilde{\psi}) + T b z_0^{-1} \int_0^{2c(b)/T} |\psi(0 \pm 0) - \psi(0 e^r)| dr.
\] (A4)
Combining this bound with (A3), we obtain the result.

### A.3. Proof of Theorem 4.1

Let us consider
\[
x^{u^o-1} |F(x) - \tilde{F}(x)| \leq x^{u^o-1} |F(x) - \tilde{F}(x)| + x^{u^o-1} |\tilde{F}(x) - \tilde{F}(x)|
\] (A5)
with \(\tilde{F}(x)\) being an auxiliary function defined as the multiplicative convolution
\[
\tilde{F}(x) := F \ast W(x) = \int_0^\infty F(x/y) dW(y),
\]
where \(W : \mathbb{R}_+ \to \mathbb{R}_+\) is defined by (A1). Since \(\mathcal{M}[\tilde{F}](z) = \mathcal{M}[F](z)\mathcal{M}[W](z)\) for any \(z\) such that \(\text{Re}(z) \in C_{\tilde{F}} = C_F \cap C_W\), and \(u^o \in C_W\) by (A2), we get from Lemma 2.1,
\[
\tilde{F}(x) = \frac{1}{2\pi} \int_{-\infty}^\infty x^{-u^o+iv+1} \mathcal{M}[F](u^o+iv)\mathcal{M}[W](u^o+iv) dv, \quad v \in \mathbb{R}.
\]
Noting that \(\mathcal{M}[W](u^o+iv) = K(v)\), see (5) and (A2), we have for the second summand in (A5)
\[
x^{u^o-1} |\tilde{F}(x) - \tilde{F}(x)| = x^{u^o-1} \left| \frac{1}{2\pi} \int_{-\infty}^\infty x^{(-u^o+1)-iv} \mathcal{M}[F](u^o+iv) - \mathcal{M}[F](u^o+iv) K(v) \right|
\]
\[
= x^{u^o-1} \left| \frac{1}{2\pi n} \sum_{k=1}^n \int_{-\infty}^\infty x^{(-u^o+1)-iv} \mathcal{M}[F_{mix}](u^o+iv) - X_k^{(u^o-1)+iv} K(v) \right|
\]
\[
= x^{u^o-1} \left| \frac{1}{2\pi n} \sum_{k=1}^n \Lambda_k(X_k, x) \right|.
\]
As for the first summand in (A5), let us note that
\[
\sup_{x \geq 0} x^{u^o-1} (F(x) - \tilde{F}(x)) \sup_{x \geq 0} x^{u^o-1} F(x) - \int_0^\infty (x/y)^{u^o-1} F(x/y) \tilde{w}(y) dy
\]
\[
= \sup_{x \geq 0} \left| \int_0^\infty \left( x^{u^o-1} F(x) - (x/y)^{u^o-1} F(x/y) \right) \tilde{w}(y) dy \right|,
\] (A6)
where \( \tilde{w}(y) := w(y)y^{w-1}, y \in \mathbb{R}_+ \) is a density function of some distribution. Since we assume that the distribution function \( F \) is continuous at least in a small vicinity of 0, and (9) holds, the supremum in (A6) is attained at some point \( x_0 > 0 \). Thus, by Lemma 3.1,

\[
x^{w-1}|F(x) - \tilde{F}(x)| \leq b \frac{2}{T} \int_{-T}^{T} \frac{|\mathcal{M}[F](u^o + iv) - \mathcal{M}[\tilde{F}](u^o + iv)|}{|v|} dv \\
+ bT x_0^{w-1} \int_{0}^{2c(b)/T} |F(x_0 \pm 0) - F(x_0 e^r)| dr.
\]

Now it only remains to observe that

\[
\int_{-T}^{T} \frac{|\mathcal{M}[F](u^o + iv) - \mathcal{M}[\tilde{F}](u^o + iv)|}{|v|} dv \\
= \int_{-T}^{T} \frac{|\mathcal{M}[F](u^o + iv)(1 - \mathcal{M}[W](u^o + iv))|}{|v|} dv = \frac{1}{T} \int_{-T}^{T} |\mathcal{M}[F](u^o + iv)| dv.
\]

**A.4. Proof of Theorem 4.2**

By the upper bound established in Theorem 4.1,

\[
\mathcal{R}^*(\tilde{F}; u^o, x) \leq \frac{3b^2}{4T^2} \left( \int_{-T}^{T} |\mathcal{M}[F](u^o + iv)| dv \right)^2 \\
+ 3b^2 T^2 x_0^{2(w-1)} \left( \int_{0}^{2c(b)/T} |F(x_0 \pm 0) - F(x_0 e^r)| dr \right)^2 \\
+ \frac{3x^{2(w-1)}}{4\pi^2 n^2} \mathbb{E} \left[ \sum_{k=1}^{n} \Lambda_k(X_k, x) \right]^2.
\]

(A7)

Now, since \( \Lambda_k(X_k, x) \) are centred i.i.d. for all \( k = 1, \ldots, n \),

\[
\mathbb{E} \left[ \sum_{k=1}^{n} \Lambda_k(X_k, x) \right]^2 = \text{Var} \left( \sum_{k=1}^{n} \Lambda_k(X_k, x) \right) = n \mathbb{E} \left[ \Lambda_1(X_1, x) \Lambda_1(X_1, x) \right],
\]

where for the latter quantity we have that

\[
\mathbb{E} \left[ \Lambda_1(X_1, x) \Lambda_1(X_1, x) \right] \\
= \mathbb{E} \left[ \int_{-T}^{T} \int_{-T}^{T} x^{2(-u^o+1)-i(v-w)} \frac{\mathcal{M}[F_{\text{mix}}](u^o + iv) - X_1^{X_1(u^o-1)+iv}}{(u^o - 1 + iv)(u^o - 1 - iv)} \left( 1 - \frac{|v|}{T} \right) \right] \\
\times \frac{\mathcal{M}[G](u^o + iv) - X_1^{X_1(u^o-1)-iw}}{\mathcal{M}[G](u^o + iv) \mathcal{M}[G](u^o + iv)} \left( 1 - \frac{|w|}{T} \right) \ dv \ dw \\
\leq \int_{-T}^{T} \int_{-T}^{T} \frac{\mathcal{M}[F_{\text{mix}}](2u^o - 1 + iv - w)}{(u^o - 1 + iv)(u^o - 1 - iv) \mathcal{M}[G](u^o + iv) \mathcal{M}[G](u^o + iv)} \\
\times x^{2(-u^o+1)-i(v-w)} \left( 1 - \frac{|v|}{T} \right) \left( 1 - \frac{|w|}{T} \right) \ dv \ dw.
Further, by the Cauchy–Schwarz inequality,

\[ \mathbb{E} \left[ \Lambda_1(X_1, x) \overline{\Lambda_1(X_1, x)} \right] \leq x^{2(-u_\circ + 1)} \int_{-T}^{T} \int_{-T}^{T} \frac{|\mathcal{M}[F_{\text{mix}}](2u_\circ - 1 + i(v - w))|}{((u_\circ - 1)^2 + v^2)|\mathcal{M}[G](u_\circ + iv)|^2} \times \left(1 - \frac{|v|}{T}\right)^2 dv\, dw \\
\leq x^{2(-u_\circ + 1)} \int_{-T}^{T} \frac{1}{((u_\circ - 1)^2 + v^2)|\mathcal{M}[G](u_\circ + iv)|^2} dv \times \int_{-\infty}^{\infty} |\mathcal{M}[F_{\text{mix}}](2u_\circ - 1 + iw)| \, dw. \]

Combining the last inequality with (A7), we arrive at the desired result.