Signatures of bosonic excitations in high-harmonic spectra of Mott insulators
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The high harmonic spectrum of the Mott insulating Hubbard model has recently been shown to exhibit plateau structures with cutoff energies determined by nth nearest neighbor doublon-holon recombination processes. The spectrum thus allows to extract the on-site repulsion $U$. Here, we consider generalizations of the single-band Hubbard model and discuss the signatures of bosonic excitations in high harmonic spectra. Specifically, we study an electron-plasmon model which captures the essential aspects of the dynamically screened Coulomb interaction in solids and a multi-orbital Hubbard model with Hund coupling which allows to analyze the effect of local spin excitations. For the electron-plasmon model, we show that the high harmonic spectrum can reveal information about the screened and bare onsite interaction, the boson frequency, as well as the relation between boson coupling strength and boson frequency. In the multi-orbital case, string states formed by local spin excitations result in an increase of the radiation intensity and cutoff energy associated with higher order recombination processes.

PACS numbers: 71.10.Fd

I. INTRODUCTION

High harmonic generation (HHG) is a highly non-linear process in which a laser field with a given fundamental frequency $\Omega$ generates “overtones” in the emitted radiation, at multiples of the fundamental frequency.1–5 HHG in atomic and molecular gases has been studied for decades1–3, but the topic has gained renewed interest in recent years due to applications in condensed matter.4–15 There are different motivations to study HHG in solids. On the one hand, a proper understanding of the physics underlying HHG may lead to tabletop sources of high frequency radiation.16 On the other hand, HHG is also useful as a spectroscopic tool. The latter fact is exemplified by the recently demonstrated reconstruction of a material’s band structure from its high harmonic spectrum7,17 and the measurement of the Berry curvature of a material.18

Both in atomic physics and in the condensed matter context the phenomenon of HHG has mostly been described in terms of single-particle pictures.4,8,19–33 These studies revealed that the HHG in semiconductors originates from the intraband and interband dynamics of the excited electrons, where the latter is described by extensions of the successful three step model used in atomic systems.22,27 Although these analyses provide an intuitive understanding of the basic mechanisms of HHG in semiconductors, we currently lack a detailed understanding of the effect of correlations, which may be essential for justifying the ultrafast dephasing conventionally used.34,35 Furthermore, HHG spectra from different types of condensed matter systems, such as amorphous systems or liquids, have recently been reported.36–39 These observations also raise questions about the role of correlations and the possibility of HHG from materials which are not band insulators, and motivate studies of strongly correlated systems. Several numerical simulations of HHG in Mott insulators as well and other strongly correlated systems have been conducted40–44 and it has been shown that in the strong-field regime, the characteristic features of the high harmonic spectrum can be understood by considering quasi-local processes.41,42

Theoretical investigations in this field pose technical challenges since they require numerical techniques capable of treating strongly correlated systems and at the same time non-perturbative driving fields. Dynamical mean field theory (DMFT)45 has become a standard tool for the study of strongly correlated electron systems in equilibrium, thanks to the development of powerful methods (impurity solvers) for the solution of the DMFT equations.46–48 Recently, several methods for solving the time-dependent impurity problem in nonequilibrium DMFT49 have been developed.50–53 Some of these methods allow to simulate strong-field physics in strongly correlated materials and allow to access long enough times that the high harmonic spectrum produced by a few-cycle electric field pulse can be computed.

The aim of this work is to extend the previous Hubbard-model based analysis of HHG in Mott insulators40,41 to more complicated but realistic systems and to reveal various ways in which HHG can act as a spectroscopic tool. In particular, we will focus on models which admit bosonic excitations and discuss the resulting signatures in the high harmonic spectrum. Specifically, we will consider a model with a dynamically screened interaction which changes from a large bare value at frequencies much above some plasmon frequency to a reduced screened interaction in the static limit, and we will show that HHG allows one to reveal several characteristic energy scales of these systems. We will also discuss a multi-orbital Hubbard model in which the motion of charge carriers produces string states by creating local Hund excitations. The annihilation of these strings will be shown to enhance the high-energy radiation compared
to the single-band Hubbard model.

The paper is organized as follows. In Sec. II we describe the DMFT method used and the models considered in our study. The results for the electron-plasmon model are presented in Sec. III A and those for the two-orbital model in Sec. III B. The conclusions of our study are summarized in Sec. IV.

II. METHOD

A. DMFT for a Bethe lattice with electric field

We consider lattice models with a Hamiltonian of the general form

\[ H_{\text{latt}} = \sum_i H_{\text{loc},i} + \sum_{\langle i,j \rangle} H_{\text{hop},i,j}, \]

where \( H_{\text{loc},i} \) describes the interaction and chemical potential terms on site \( i \) and \( H_{\text{hop},i,j} \) the hopping between sites \( i \) and \( j \), which is diagonal in the spin and orbital indices \( \sigma \) and \( \alpha \). This lattice model is solved within the DMFT approximation\(^{45}\) which maps the lattice problem onto a self-consistently determined quantum impurity model of the form

\[ H_{\text{imp}} = H_{\text{loc}} + H_{\text{bath}} + H_{\text{hyb}}. \]

Here, \( H_{\text{loc}} \) is the same local Hamiltonian as in the lattice model, \( H_{\text{bath}} \) describes a bath of noninteracting electrons whose parameters are optimized to mimic the lattice environment, and \( H_{\text{hyb}} \) describes the hybridization between the impurity and the bath. In an action formulation the bath is integrated out and replaced by a hybridization function \( \Delta_{\alpha,\sigma}(t,t') \) which controls how electrons hop in and out of the impurity orbital. Assuming that the lattice self-energy is local, this hybridization function is optimized in such a way that the Green function of the impurity, \( G_{\text{imp},\alpha,\sigma}(t,t') \), is the same as the local lattice Green function, \( G_{\text{latt},i,\alpha,\sigma}(t,t') \). Since we use the non-equilibrium formalism, the time indices are defined on the \( L \)-shaped contour\(^{49}\) which runs from time \( 0 \) to some time \( t_{\text{max}} \) along the real-time axis, back to time zero, and then to time \( -i\beta \) (with \( \beta \) the inverse temperature) along the imaginary-time axis. The basic classes and routines for the handling nonequilibrium Green’s functions, on which our simulations are built, have recently been published in Ref. 54.

We will consider a lattice with a semi-circular density of states (the infinitely connected Bethe lattice). For this lattice, the self-consistency relation can be expressed in a simple form.\(^{45}\) In equilibrium, it reads

\[ \Delta_{\alpha,\sigma}(t,t') = v_{\alpha} G_{\text{imp},\alpha,\sigma}(t,t') v_{\alpha}, \]

with \( v_{\alpha} \) corresponding to one quarter of the noninteracting bandwidth for band \( \alpha \).

Since we are interested in effects induced by strong electric fields, let us briefly explain how the electric field enters into DMFT calculations with Bethe-type self-consistency (details can be found in Ref. 55). The idea is to distinguish hopping processes “parallel to the field” and “antiparallel to the field” and to add the corresponding Peierls phases to the hopping terms in the Bethe-lattice type self-consistency equation:

\[
\Delta_{\alpha,\sigma}(t,t') = \frac{1}{2} \left[ v_{\alpha} e^{i\phi(t)} G_{\text{imp},\alpha,\sigma}(t,t') v_{\alpha} e^{-i\phi(t')} + v_{\alpha} e^{-i\phi(t)} G_{\text{imp},\alpha,\sigma}(t,t') v_{\alpha} e^{i\phi(t')} \right] \\
= \Delta_{L,\alpha,\sigma} + \Delta_{R,\alpha,\sigma},
\]

where \( \phi(t) = -\int_{0}^{t} ds E(s) e\alpha/\hbar c \) is the Peierls phase for the electric field with amplitude \( E \) and \( a \) is the lattice spacing. The factor \( 1/2 \) is a convention used to recover the usual Bethe lattice self-consistency in the model without field. In this set-up the kinetic energy and current can be measured as follows:

\[
E_{\text{kin}}(t) = \text{Re}[\Gamma_{L,\alpha,\sigma}(t) + \Gamma_{R,\alpha,\sigma}(t)],
\]

\[
j(t) = \text{Im}[\Gamma_{L,\alpha,\sigma}(t) - \Gamma_{R,\alpha,\sigma}(t)],
\]

with \( \Gamma_{L/R}(t) = -i[G_{\text{imp}} \ast \Delta_{L/R}]^{\ast}(t,t) \). While a Bethe lattice with field may at first sight look suspicious, the above procedure is consistent with the spirit of DMFT, as we will show below, it reproduces all the electric field induced features which have been previously discussed for a hypercubic lattice implementation.\(^{41}\) As in the latter work, the HHG intensity is calculated as the square of the Fourier transform of the dipole acceleration \( \langle d/dt \rangle j(t) \), i.e., as \( |\omega j(\omega)|^2 \).

The impurity problem will be solved by the non-crossing approximation NCA, which is the lowest order self-consistent expansion in the hybridization function \( \Delta \).\(^{51,52,56}\) This method is numerically cheap and is expected to give qualitatively correct results in the Mott insulating regime where the local interaction term dominates the hybridization term.

In the following subsections, we will describe in some more detail the two models which will be studied in this paper, namely a Holstein-Hubbard model representing electrons coupling to plasmons, and a two-orbital Hubbard model with Hund coupling. From now on we will set \( v_{\alpha} = 1 \) (bare bandwidth 4), i.e. we measure energies in units of \( v_{\alpha} \) and time in units of \( \hbar / v_{\alpha} \). The lattice spacing and \( \hbar \) are set to unit.

B. Holstein-Hubbard model

In order to investigate the effects of an electron-plasmon coupling, we consider a Hubbard-Holstein model with a single orbital per site and a local Hamiltonian of the form

\[ H_{\text{loc}} = U_{\text{bare}} n_{\uparrow} n_{\downarrow} - \mu (n_{\uparrow} + n_{\downarrow}) + gn_{\uparrow} n_{\downarrow} (b + b^\dagger) + \omega_0 b^\dagger b, \]

with \( n_{\alpha} \) the density for spin \( \sigma \), \( \mu \) the chemical potential, and \( U_{\text{bare}} \) the bare on-site repulsion. The electrons are coupled via local density fluctuations to bosons with frequency \( \omega_0 \). The electron-boson coupling is \( g \) and the boson creation operator is denoted by \( b^\dagger \).
In an action formulation, the bosons can be integrated out, which results in a retarded, or frequency dependent, effective interaction between the electrons.\cite{53,57,58} On the Matsubara axis, this frequency dependent interaction has the form

$$U(i\omega_n) = U_{\text{bare}} + \frac{2g^2\omega_0}{(i\omega_n)^2 - \omega_0^2}. \quad (6)$$

Upon analytical continuation ($i\omega_n \to \omega + i0^+$), the real and imaginary parts become

$$\text{Re} U(\omega) = U_{\text{bare}} + \frac{2g^2\omega_0}{\omega^2 - \omega_0^2},$$

$$\text{Im} U(\omega) = -g^2\pi(\delta(\omega - \omega_0) - \delta(\omega + \omega_0)).$$

Hence, electrons oscillating with a frequency $\omega$ much higher than $\omega_0$ experience an effective interaction $U \approx U_{\text{bare}}$, whereas for $\omega \ll \omega_0$, the electrons experience $U \approx U_{\text{bare}} - \frac{2g^2}{\omega^2} \approx U_{\text{scr}}$. In the following, we denote the difference between the bare and screened $U$ by $\lambda$ ($= \frac{2g^2}{\omega_0}$). The real and imaginary parts of $U(\omega)$ for a set of parameters corresponding to a large plasmon energy $\omega_0$ are shown by the black lines in Fig. 1.\cite{59} One notices a transition between the bare and screened regime with a pole-like structure around $\pm \omega_0$. In the spectral function of the Mott insulating Holstein-Hubbard model, these structures lead to plasmon satellite peaks which are split off from the Hubbard bands at $\pm U_{\text{scr}}/2$ by energies of $\pm n\omega_0$, see black spectrum in Fig. 2. In the equilibrium system at low temperature, only the high-energy sidebands are visible because they correspond (in the case of the upper band) to the insertion of an electron with simultaneous emission of a boson. (The analogous process with absorption of a boson is suppressed, because the bosonic system is in the ground state.)

Sharp singularities as in the effective $U(\omega)$ for the Holstein-Hubbard model are not present in the downfolded effective interactions of realistic materials, obtained for example by the constrained random phase approximation.\cite{60} In realistic systems, the plasmon couples to single-particle excitations and the delta-function like structure of the plasmon in Im$U(\omega)$ becomes broadened (the pole-like structure in Re$U(\omega)$ becomes a smooth crossover from $U_{\text{bare}}$ to $U_{\text{scr}}$).\cite{61,62,63}

In order to model such a more realistic situation we can extend the single boson model to a model with a distribution of bosons, where the coupling constant for the boson with frequency $\omega_i$ obeys

$$\left(\frac{g_i}{\omega_i}\right)^2 = \frac{g}{\omega_0} \frac{\exp\left(-\frac{(\omega_i - \omega_0)^2}{2\sigma^2}\right)}{\sum_i \exp\left(-\frac{(\omega_i - \omega_0)^2}{2\sigma^2}\right)}. \quad (8)$$

This choice of coupling constants ensures that the renormalized hopping (width of the main Hubbard bands near $\pm U_{\text{scr}}/2$) is the same in the single-boson and multi-boson case, since $t_{\text{eff}} = t \exp\left(-\frac{g^2}{\omega_0}\right)$, where $t$ is the hopping parameter in the absence of electron boson coupling.\cite{58} Furthermore, $\lambda$ stays the same which can be verified straightforwardly by computing $\sum_i \frac{g_i}{\omega_i}$ with Eq. (8). The spectral functions for $\sigma = 0, 1, 2$, $\omega_0 = 17$, $U_{\text{scr}} = 5$ and $\lambda = 20$ are shown in Fig. 2 and the corresponding $U(\omega)$ are plotted in Fig. 1. Here, we adjusted the number of bosonic modes $\omega_i$ such that the energy separation between neighboring modes is constant with spacing 0.2, while the modes extend to a fixed $r\sigma$ of the Gaussian distribution, with $r$ some fixed real number. Note that in the multi-boson case, the sidebands of the main Hubbard band get broadened, but the main Hubbard bands are left unaltered.
For the treatment of bosonic couplings in NCA, we use the procedure detailed in Ref. 52, which has previously been used in nonequilibrium studies of electron-phonon problems. This method involves an approximation in the treatment of the boson couplings which is well justified in the limit of high boson frequency. It is thus particularly suited for the study of plasmon excitations, which have energies comparable to or larger than the bandwidth.

We note in Fig. 2 that in contrast to the energy scale $U_{\text{sc}}$, which fixes the position of the first (main) band, and $\omega_0$, which determines the energy splitting between sidebands, the energy scale $U_{\text{bare}}$ is not directly evident in the single-particle spectrum. Furthermore, the weight of the boson side-peaks monotonically decreases with increasing energy. Numerical evidence suggests that these are generic properties for systems with large $\omega_0 > g$.

A qualitatively different situation is encountered for $\omega_0 < g$, as illustrated in Fig. 3, which shows the spectral function for $\omega_0 = 2$, $U_{\text{sc}} = 5$ and $\lambda = 10$. This parameter regime may be relevant for the description of sub-plasmons, which are collective excitations within a subset of orbitals. Here, the lowest peak in the upper Hubbard band is still at an energy close to $U_{\text{sc}}/2$, but an envelope drawn over the relatively tightly spaced sub-bands exhibits a peak around $U_{\text{bare}}/2$, so that the energy scale $U_{\text{bare}}$ manifests itself clearly in the single-particle spectrum.

Based on the qualitative features of the spectral functions illustrated in Figs. 2 and 3 we can speculate how the HHG spectrum will look when plotted in the space of field strength $E_0$ and frequency $\omega$. An earlier analysis of the HHG response of the single-band Hubbard model in the Mott regime has found that the harmonic intensity is strong in a triangular region defined by $U - E_0 \leq \omega \leq U + E_0$, where $U$ is the on-site interaction of the Hubbard model and $E_0$ the amplitude of the AC electric field. This suggests that the dominant contribution to the high harmonic emission can be attributed to the recombination of doublons and holons from nearest neighbor sites. At high field strength, higher order processes with associated cutoff energies $U + nE_0$ ($n > 1$) could also be identified. The linear scaling of the cutoff as a function of field strength has become a hallmark of high harmonic generation in solids.

In the large-$\omega_0$ case ($\omega_0 > g$) we expect to find a similar behavior with cutoff laws determined by $U_{\text{sc}}$. In addition, we may expect to see features in the HHG spectrum associated with transitions from plasmon side bands, i.e. the absorption of plasmons, once the field strength exceeds $\omega_0$ and a large number of plasmons is excited. In models with $\omega_0 < g$, where the screened and bare interaction determine the edge and the peak of the Hubbard band, respectively, we instead expect that the cutoff energies of the HHG plateaus will depend on the value of $E_0$ relative to the interaction strength. For $E_0 \lesssim U_{\text{sc}}$, excitations between the lower and upper gap edge should govern the dynamics, and hence the first energy cutoff is expected to scale as $U_{\text{sc}} + E_0$. For $E_0 \gtrsim U_{\text{bare}}$ transitions between the dominant peaks in the single-particle spectrum, located near $\pm U_{\text{bare}}/2$ will play a dominant role, so that the dominant cutoff may exhibit a scaling which is closer to $U_{\text{bare}} + E_0$ in the strong field regime.

**C. Two-orbital model**

For the two-orbital Hubbard model we consider a local Hamiltonian with density-density interactions of the form

$$H_{\text{loc}} = U \sum_{\alpha=1,2} n_{\alpha \uparrow} n_{\alpha \downarrow} + (U - 2J) \sum_{\sigma} n_{1\sigma} n_{2\bar{\sigma}} + (U - 3J) \sum_{\sigma} n_{1\sigma} n_{2\bar{\sigma}},$$

with $U$ the intra-orbital repulsion and $J$ the Hund coupling.
Low-temperature states of the half-filled system with $J > 0$ are dominated by doubly occupied sites ($N = 2$) in a high-spin configuration. If we denote the lowest energy state of $H_{\text{loc}}$ with occupation $N$ by $E_N$, then the Mott gap can be estimated as $\Delta_{\text{Mott}}(N) = E_{N+1} + E_{N-1} - 2E_N$. Thus, the Hubbard bands in the half-filled Mott state are expected near $\omega \approx \pm \frac{U + J}{2}$. The NCA spectral functions of half-filled systems are shown for $U = 10$ and different $J$ in the left panel of Fig. 4. While the above argument explains the position of the main Hubbard bands, we also recognize a strong narrowing of these bands and the appearance of side-bands with increasing $J$.

The satellites are associated with local spin excitations (Hund excitations) and the reduction of the kinetic energy is a consequence of strings of Hund excitations (Hund excitations) and the reduction of the kinetic state are expected near $J$. The spectral function shows a well-defined satellite with an energy separation $J$.

More specifically, the process contributing to this satellite is triplon creation plus hopping: $(\uparrow \downarrow \uparrow \downarrow)_{j} \rightarrow (\downarrow \uparrow \downarrow \uparrow)_{j+1}$. The hopping in the last step costs an extra energy $(U - 2J) - (U - 3J) = J$, and in a background of high-spin states leads to a short string-like distortion. It is natural to assume that in the HHG spectrum, such processes affect in particular the cutoff energies of the second and higher plateaus, since these are associated with single-triplon recombination plus additional hoppings.

The quarter filled two-orbital model represents a different case from the half-filled model, which is evident by comparing the spectral functions in the right panel of Fig. 4 with those in the left panel. Adding an electron to a singly occupied site creates doublon states with energies $U - 3J$, $U - 2J$ or $U$, so that the upper Hubbard band for large $J$ splits into three subbands. While triplons moving in a half-filled background can leave behind a string of excited doublon states, there is no such mechanism in the quarter filled case, where all the singlons have the same energy. We thus expect different $J$-related effects in the high-harmonic spectrum of the half-filled and quarter-filled model.

### III. RESULTS

#### A. Electron-plasmon model

This section presents the results for the single-band electron-plasmon model. In the present study, we excite the system with a few-cycle electric field pulse. The form of the 10 cycle pulse with a central frequency of $\Omega = 1$ and a $\sin^2$ envelope is shown in the inset of Fig. 5. This set-up is different from Ref. 41, which employed a Floquet DMFT formalism for time-periodic steady states. While the pulse protocol may lead to somewhat blurred high-harmonic features, it is more realistic from an experimental point of view.

\begin{equation}
1. \text{Cut-off behavior for } \omega_0 > g
\end{equation}

The main panel of Fig. 5 shows the HHG spectra obtained for fixed $U_{\text{scr}} = 5$, $\lambda = 20$ and plasmon energy $\omega_0 = 17$ (corresponding to $g \approx 13$). The solid black line shows the cutoff $U_{\text{scr}} + E_0$, the dashed black line shows $U_{\text{bare}} + E_0$, while the gray line indicates $U_{\text{scr}} + \omega_0 + E_0$. For strong fields, the high-intensity region of the HHG spectrum exhibits a $U_{\text{scr}} + \omega_0 + E_0$ scaling. There is an almost abrupt change in the cutoff scaling from $U_{\text{scr}} + E_0$ to $U_{\text{scr}} + \omega_0 + E_0$ near $E_0 \approx \omega_0 = 17$ and one observes a high radiation intensity near $E_0 \approx U_{\text{scr}} + \omega_0 = 22$. This indicates that the observed crossover to the higher-energy cutoff is triggered by doublon-holon recombinations from nearest neighbor sites, with simultaneous absorption of one plasmon. Expressed in terms of the spectral function (Fig. 3), this corresponds to transitions from the first plasmon sideband of the upper Hubbard band to the lower Hubbard band. At field strengths $E_0 \gtrsim \omega_0$, and especially around $E_0 \approx U_{\text{scr}} + \omega_0$ the laser field excites plasmons and thus enables these types of recombinations.

For the present parameters, one cannot easily distinguish a $U_{\text{scr}} + \omega_0 + E_0$ cutoff from a $U_{\text{bare}} + E_0$ cutoff (see black dashed line). However, a systematic check of different parameter sets confirms that the shift in the cutoff to higher energies is primarily controlled by $\omega_0$, and thus related to plasmon absorption.
2. Cut-off behavior for \( \omega_0 < g \)

In this section, we consider the set of parameters corresponding to the single particle spectral function in Fig. 3, which exhibits a relatively dense family of subbands with a dominant peak near \( \pm U_{\text{bare}}/2 \) (\( \omega_0 = 2, U_{\text{scr}} = 5, \lambda = 10, g = 3.16 \)). The corresponding HHG spectrum is shown in the top panel of Fig. 6. The solid black lines indicate \( U_{\text{scr}} + E_0 \), as well as the higher order cutoff energies \( U_{\text{scr}} + nE_0 \) (\( n > 1 \)). The dashed black lines are the cutoffs associated with \( U_{\text{bare}} (U_{\text{bare}} + E_0, U_{\text{bare}} + 2E_0 \) and \( U_{\text{bare}} + 3E_0) \). The qualitative features of the HHG spectrum are consistent with the naive expectations based on the properties of the single-particle spectral function shown in Fig. 3. At low field strength, the cut-off is seen to follow essentially \( U_{\text{scr}} + E_0 \). However, at a sufficiently high field strength, the edge of the dominant HHG plateau crosses over to the \( U_{\text{bare}} + E_0 \) cutoff. Note that the \( E_0 \) range in this figure is extended compared to the previous one to establish that this crossover is also seen in the third-order cutoff, which switches from \( U_{\text{scr}} + 3E_0 \) to \( U_{\text{bare}} + 3E_0 \).

Since the identification of the cutoff energies in an intensity plot like Fig. 6 can be difficult, we also analyzed cuts at fixed \( E_0 \) to determine the harmonic orders corresponding to the edges of a plateau, or, in the weak-field regime, to prominent peaks in the HHG spectrum. Examples of such cuts are shown in the lower panel of the figure. Even though the harmonics are not very well defined in the strong field regime, one can identify two plateau-like structures in the HHG signal. The actual cutoffs associated with the first plateau are indicated in the top panel by black dots, and the actual cutoffs associated with the second plateau are indicated by grey dots. The black dots confirm that the dominant plateau indeed exhibits a \( U_{\text{scr}} + E_0 \) scaling for \( E_0 \lesssim 8 \). As one further increases \( E_0 \), the cutoff energy increases faster than \( U_{\text{scr}} + E_0 \), and eventually even exceeds \( U_{\text{bare}} + E_0 \), which we interpret as a constructive interference between second-neighbor recombination processes in a screened environment and nearest-neighbor processes in an unscreened environment. For \( E_0 \gtrsim 30 \) the cutoff energy of the dominant HHG plateau clearly follows the \( U_{\text{bare}} + E_0 \) line.

Interestingly, in the strong-field regime, the second plateau is associated with next-next-nearest-neighbor recombination processes, as the corresponding cutoff energy crosses over from \( U_{\text{scr}} + 3E_0 \) to \( U_{\text{bare}} + 3E_0 \). No clear plateau-like structure can be associated with the next-nearest-neighbor processes (for \( E_0 \gtrsim 30 \)).

Another noteworthy observation is that in the strong-field regime, the plateaus themselves do not exhibit well-defined harmonics, while the regions in between the plateaus, where the intensity decays exponentially as a function of harmonic order, exhibits well defined peaks at odd multiples of \( \Omega \). The rather messy HHG signal in the plateau regions may be due to the large number of interfering inter-(side)-band transitions in this system with a relatively small splitting between the multiple boson side bands.

3. Comparison to the Hubbard Model

As is evident from the pronounced plasmon sidebands in the spectral function (see Fig. 2), the electron-boson coupling in the Holstein-Hubbard model introduces additional excitations. It is thus interesting to study the difference in the high-harmonic spectra of the Hubbard and Hubbard-Holstein models. For a meaningful comparison between the two models, we choose \( U_{\text{Hubbard}} = U_{\text{scr}} \) and renormalize the hopping parameter of the Hubbard model to \( t_{\text{eff}} = t \exp \left( -\frac{2}{\omega_0} \right) \). This ensures that any difference observed between the two models is not an effect of a modified gap or bandwidth, but the result of the
FIG. 7. Left panel: Ratio between the HHG spectra of the Holstein-Hubbard model with $\omega_0 = 17$, $U_{scr} = 5$, $\lambda = 20$ and the Hubbard model with $U = U_{scr}$ and renormalized bandwidth. Right panel: Analogous comparison between the Holstein-Hubbard model with $\omega_0 = 2$, $U_{scr} = 5$, $\lambda = 10$ with the Hubbard model with $U = U_{scr}$ and renormalized bandwidth. Black solid lines indicate $\omega = U_{scr} + nE_0$ and black dashed lines $\omega = U_{bare} + nE_0$. The vertical gray lines indicate $\omega_0 + U_{scr}$ in both figures.

electron-boson interaction.

Figure 7 shows the difference in the logarithms of the high-harmonic intensities, i.e., a log-scale plot of the ratio of the radiation powers $\log[\omega j_{\text{Holstein-Hubbard}}(\omega)]^2/\log[\omega j_{\text{Hubbard}}(\omega)]^2$. In the model with $q < \omega$, it is found that the electron-plasmon model produces additional harmonics only above $\omega \approx U_{scr} + \omega_0$ (gray line) and above the $U_{scr} + E_0$ cutoff. This confirms that the additional intensity in the high-energy radiation is associated with transitions between the first plasmon sideband of the upper Hubbard band and the lower Hubbard band, i.e., the absorption of plasmons from the highly excited nonequilibrium system. Note that the complicated structure in the region of high harmonics is at least partially explained by the fact that we divide by the spectrum of the $U_{scr}$ Hubbard model, which exhibits plateaus in the HHG spectrum with cutoff energies $U_{scr} + nE_0$.

The right hand panel shows the results of an analogous comparison for the model with $\omega_0 < g$. Here, we notice that additional intensity (compared to the Hubbard model with $U = U_{scr}$ and renormalized bandwidth) is observed to the right of the $U_{scr} + E_0$ line, with a large increase for $\omega \gtrsim U_{bare} + E_0$. This indicates an important role played by the boson sidebands near $\pm U_{bare}/2$ in the single-particle spectrum, which are also the peaks with the dominant weight. The activation of these sidebands in the strong-field regime leads to a shift of the leading HHG cutoff from $U_{scr} + E_0$ to $U_{bare} + E_0$.

4. Effects of multiple bosonic modes

One may note from Fig. 2 that in our electron-plasmon models, the effective hopping parameter of the doublons is about 0.5 (the width of the Hubbard band is about half the bare bandwidth). Accounting also for the field induced renormalization of the bandwidth, we may easily realize a situation in which the driving frequency $\Omega$ exceeds the width of the Hubbard bands.

In the same figure it is also apparent that in the case of a boson distribution with width $\sigma > 0$ the plasmon sidebands get broadened by a factor proportional to $\sigma$, and this broadening persists even in the presence of strong fields. A similar broadening effect and even merging of the sidebands is observed in Fig. 3. Hence, depending on the value of $\sigma$, $\Omega$, intraband excitations within these plasmon sidebands will or will not be possible, and this should manifest itself in the HHG spectra. In particular, we expect that the low-energy harmonics (associated with intraband currents) will be enhanced for $\sigma > 0$, while the high-frequency part of the spectrum may exhibit interference effects due to the broad energy distribution of the plasmon-dressed doublons or holes.

In Fig. 8 we illustrate the drastic effect of these intraband transitions on the leading energy cutoff. The top panels show HHG spectra for $\Omega = 1$ and large boson frequency ($\omega_0 > g$). The left panel is for a boson distribution width $\sigma = 0.25$, which is small compared to $\Omega$ and hence we find a crossover from the $U_{scr} + E_0$ to $U_{scr} + \omega_0 + E_0$ cutoff which looks similar to the result found for the single-boson model (Fig. 5). In the right panel, we show the result for $\sigma = 1 = \Omega$. Here, the crossover disappears and we only observe the $U_{scr} + E_0$ cutoff up to the highest field amplitudes considered. It appears that the intra-band excitations enabled by the broader boson distribution wipe out the additional radiation intensity, which in the single-boson case was associated with the activation of inter-band transitions (plasmon absorption). This may be a manifestation of de-
The numerical results for $\omega_0 > g$ suggest an approximate condition for the crossover to take place, namely

$$\sigma \lesssim \Omega.$$  \hspace{1cm} (10)

Viewing HHG as a spectroscopic method, and assuming a simple form of the dynamically screened interaction as well as a large plasmon energy, this inequality tells us that by varying the driving frequency $\Omega$ and monitoring the crossover behavior, one can deduce the width of the “plasmon peak” in $\text{Im}U(\omega)$.

In the case of small boson frequency ($\omega_0 < g$), where one observes a crossover from $U_{\text{scr}} + E_0$ to $U_{\text{bare}} + E_0$ in the single-boson case, a similar effect of the broadening is observed in the strong-field regime. Here, the crossover is not associated with the activation of transitions between neighboring subbands (single plasmon absorption), but with a field-dependent change in the relative importance of different subbands for the HHG process. As indicated by the left arrow, in the case $\omega_0 < g$, a prominent effect of a broadened boson spectrum is an increase in the intensity of the low-energy harmonics, which is consistent with the merging of the side-bands evident in Fig. 3 and a correspondingly enhanced intra-band contribution to the HHG signal.

While the crossover to the $U_{\text{bare}} + E_0$ cutoff at strong fields $E_0$ disappears for larger $\sigma$ (see right arrow), the strong intensity up to approximately $U_{\text{scr}} + 2E_0$ persists at intermediate values of $E_0$. This indicates that these harmonics indeed originate mainly from second nearest neighbor recombination processes in a screened environment.

### B. Two-orbital model

#### 1. Half-filled model

In this section we study HHG in the Mott insulating two-orbital model, with the focus on signatures of the Hund coupling. We start with the half-filled system and
FIG. 9. Left panel: shape of the few-cycle excitation pulse with frequency $\Omega = 0.5$ and amplitude $E_0 = 1$ used in the two-orbital simulations. Right panel: current for indicated values of $E_0$ ($U = 10, J = 1$).

consider a Mott insulator with a large gap ($U = 10, \beta = 5$), which is driven by a few-cycle electric field pulse with a frequency $\Omega = 0.5 \ll \text{gap}$. The form of the pulse with a peak field amplitude $E_0 = 1$ is plotted in the left panel of Fig. 9. The current measured for different values of $E_0$ in a system with $J = 1$ is shown in the right hand panel. By Fourier transforming these curves, we obtain the HHG spectra $|\omega j(\omega)|^2$ shown for $J = 0$ and $J = 3$ and a range of field amplitudes in Fig. 10.

We are now going to analyze the structures apparent in these HHG spectra, focussing on the strong-field regime. As we mentioned before, in the Mott phase of the single-band Hubbard model, the plateau structures and energy cutoffs can be explained by quasi-local processes: recombination of doublons and holons on $n$th-nearest-neighbor sites. In a half-filled two-orbital Hubbard model with $J > 0$, the half-filled Mott insulator will have predominantly two electrons per site, in a high-spin configuration. An excitation across the Mott gap creates a singlon-triplon pair at an energy cost of $U + J$. If this pair is created on $n$th nearest neighbor sites, the energy released in the recombination process will, in the presence of the oscillating field with strength $E_0$, be in the range $U + J \pm nE_0$ (assuming that no spin-flips occur). The corresponding cutoff values are indicated in Fig. 10 by gray dashed lines. They explain some, but not all of the structures. For example, in Fig. 11, where we plot a cut for $J = 3$ at $E_0 = 8$, it is apparent that these gray dashed lines do not coincide with the edges in the HHG plateaus.

In the half-filled two-orbital case, the singlon-triplon creation/annihilation may involve local spin (dc)excitations. In particular the singlon-triplon creation on $n$th nearest neighbor sites with $n > 1$ typically involves string states associated with Hund excitations. An example for $n = 2$ is $(\downarrow, \downarrow)_{j-1}(\uparrow, \uparrow)_{j}(\downarrow, \downarrow)_{j+1} \rightarrow (0, \downarrow)_{j-1}(\uparrow, \uparrow)_{j}(\downarrow, \downarrow)_{j+1} \rightarrow (0, \downarrow)_{j-1}(\uparrow, \uparrow)_{j}(\downarrow, \downarrow)_{j+1}$, see also the discussion in Sec. II C. The corresponding recombination processes yield cutoff values shifted by multiples of $J$, with the maximum cutoff energy shifted by $(n-1)J$ in the case where $n-1$ sites are flipped back to the high-spin configuration. In Fig. 11 we indicate the corresponding maximum cutoffs $U + J + nE_0 + (n-1)J$ by solid black lines. They show a much better agreement with the measured spectrum, which strongly suggests that the annihilation of string states plays a role in the HHG process in multi-orbital Hubbard systems with Hund coupling.

To further analyze this issue, we plot in Fig. 12 the ratio of the HHG spectra for $J = 3$ and $J = 0$ on a log scale. In the left panel we keep the bandwidths of both models the same (= 4) and compare $U = 10, J = 3$ to $U = 13, J = 0$, so that $U + J$ is identical in both cases. In the right panel, we compare $U = 10, J = 3$, bandwidth = 4 to $U = 12.6, J = 0$, bandwidth = 0.53·4. Here the parameters of the $J = 0$ system have been chosen such that the Hubbard bands match the positions and widths of the main Hubbard bands at $\omega \approx \frac{U + J}{4}$ in the $U = 10, J = 3$ spectrum (see pink line in Fig. 4). Both figures confirm a shift of the edges of the HHG plateaus to higher energies in the model with Hund coupling. In particular, the cutoff line associated with next-nearest neighbor recombination processes is shifted by $J$, while for next-next-nearest neighbor recombinations, we find both evidence for shifts by $J$ and $2J$ (see white dashed lines which indicate the shifts by $J$ and $2J$, respectively). We also notice that even the $n = 1$ line appears to be shifted, at least for large $E_0$, see right panel of Fig. 10 and Fig. 12. This indicates that nearest-neighbor (in the direction of the field) recombination processes with simultaneous Hund de-excitation via hopping perpendicular to the field play a role in the HHG.

The complex structures evident in Fig. 10 suggest interference effects from other types of processes. At energies $\geq 2U + 2J$ one can expect to see higher order processes like $(\uparrow, \uparrow)(\downarrow, \downarrow)_{j}(\downarrow, \downarrow)_{k}(\uparrow, \downarrow)_{j} \rightarrow (0, \downarrow)_{j}(\uparrow, \uparrow)_{k}(\downarrow, \downarrow)_{j}(\uparrow, \downarrow)_{k}$ if the production of the two singlon-triplon pairs occurs in the direction of the field, the maximum cutoff value associated with the recombination is $2(U + J) + 2E_0$. However, the second singlon-triplon pair could also be excited in a direction perpendicular to the field in which case the cutoff becomes $2(U + J) + E_0$. If it occurs against the field we expect a cutoff $2(2U + J)$. The corresponding cutoffs energies are indicated in Fig. 12 by the dashed black lines and explain some of the intensity modulations seen at high $\omega$. In Fig. 11, which shows a cut at $E_0 = 8$, the corresponding cutoff energies are indicated by the dark red dashed lines. These confirm a (possibly negative) interference effect between first order and second order processes. It thus appears that in strongly interacting Mott systems, in contrast to semiconductors, higher-order interaction processes also play a role in the high-energy region of the HHG spectrum and the associated currents interfere with those of the leading order processes.
FIG. 10. High-harmonic spectra $|\omega_j(\omega)|^2$ as a function of $E_0$ for $J = 0$ (left) and $J = 3$ (right). The gray dashed lines represent the cutoffs $U + J \pm nE_0$ ($n = 1, 2, 3, 4$).

FIG. 11. High-harmonic spectra for $E_0 = 8$ and $J = 3$. The vertical lines show $U + J + nE_0$ (gray dashed), $U + J + nE_0 + (n-1)J$ (solid black), and $2(U + J) + (n-1)E_0$ (dark red dashed), with $n \geq 1$.

2. Quarter-filled model

As illustrated in Fig. 4, adding an electron to a singly occupied site creates doublon states with energies $U - 3J$, $U - 2J$ or $U$, so that the upper Hubbard band for large $J$ splits into three subbands. In the quarter filled model, a charge excitation across the gap corresponds to the creation of an empty site and a doubly occupied site. Doublons moving in the background of singly occupied states do not leave behind a string of Hund excitations, because the flipping of the spin does not cost any energy. We thus do not expect to see signatures of string annihilation in the cutoff energies of the high harmonic spectra. On the other hand, the presence of three Hubbard subbands will lead to a rich cutoff structure, which reveals the Hund energy $J$.

In the left panel of Fig. 13, we plot the HHG spectrum for $U = 14, J = 2$. The light gray dashed lines indicate the cutoff energies $U - 3J + nE_0$, the white dashed lines the cutoffs $U - 2J + nE_0$ and the dark gray dashed lines the cutoffs $U + nE_0$. While the cutoffs associated with $U - 3J$ and $U - 2J$ are hard to distinguish, since the corresponding Hubbard subbands are not clearly separated for $J = 2$ (see Fig. 4), the cutoffs associated with $U$ can be clearly identified.

In the right panel, we show a log plot of the ratio between the $U = 14, J = 2$ HHG spectrum and the result for a model with $U = 9, J = 0$. The $U$ value in the latter case has been chosen in between $14 - 3J$ and $14 - 2J$, so that the upper Hubbard band of the $J = 0$ model covers approximately the same energy range as the two lower subbands in the $J = 2$ model. Near the $U - 3J + nE_0$ and $U - 2J + nE_0$ cutoff lines, we expect a reduced intensity in the $J = 2$ case, because of the reduced spectral weight compared to the $J = 0$ case (see black and blue curves in the right panel of Fig. 4), while in the energy region between the $U - 2J + nE_0$ and $U + nE_0$ cutoff lines we expect an enhancement. This is indeed what is found in the right hand panel of Fig. 13, where an increase in intensity is mainly observed between the white dashed and dark-gray dashed lines.

IV. DISCUSSION AND CONCLUSIONS

We have analyzed the high-harmonic spectra of two types of Mott insulating Hubbard-type systems whose dynamics is influenced by bosonic excitations. The results for the electron-plasmon system, described by a Hubbard-Holstein model with large boson frequency, re-
FIG. 12. The left panel shows a log plot of the ratio of the HHG spectra for the half-filled two-orbital models with $U = 13$, $J = 0$ and $U = 10$, $J = 3$ (original bandwidth), while the right panel shows the ratio between the HHG spectra for $U = 13$, $J = 0$ and $U = 12.6$, $J = 0$ with a bandwidth multiplied by 0.53. The gray dashed lines represent the cutoffs $U + J \pm nE_0$ and the white lines the maximum cutoffs including spin-flip processes, $U + J + nE_0 + (n - 1)J$. The black dashed lines are the cutoffs associated with second order in $U$ processes.

FIG. 13. HHG spectra of the quarter filled two-orbital model. The left panel shows the result for $U = 14$, $J = 2$ and the right panel the difference of this spectrum to the result for $U = 9$, $J = 0$. Light gray dashed lines show the cutoffs $U - 3J + nE_0$, white dashed lines $U - 2J + nE_0$ and dark gray dashed lines $U + nE_0$ (for $U = 14$, $J = 2$).

Revealed a crossover between two different cut-off laws. In the weak-field regime the cutoff scales as $U_{scr} + E_0$, while in the strong-field regime the high harmonics plateau extends up to $U_{scr} + \omega_0 + E_0$ (for $\omega_0 > g$) or $U_{bare} + E_0$ (for $\omega_0 < g$). Similar crossovers can also be observed in the cutoff energies of the higher-order plateaus associated with $nth$ ($n > 1$) nearest neighbor recombination processes. The two different crossover behaviors for $\omega_0 < g$ and $\omega_0 > g$ were further supported by comparing the Holstein-Hubbard model results to those for a Hubbard model with effectively renormalized bandwidth and $U = U_{scr}$. In the case of $\omega_0 > g$, the additional intensity in the high-energy radiation contribution can be associated with the absorption of plasmons which are excited at field strengths $E_0 \gtrsim \omega_0$. In the $\omega_0 < g$ case, a different picture emerged. Here, the additional radiation power was observed for energies $\gtrsim U_{bare} + E_0$. In this coupling regime it is not the transitions between the relatively tightly spaced sidebands which drive the crossover, but the gradual shift in the relative importance of different sidebands for the HHG process. At low field strength the peaks in the single particle spectrum near $\pm U_{scr}/2$, which define the Mott gap, play a prominent role, while for larger $E_0$, the peaks near $\pm U_{bare}/2$, which have the largest weight, become more relevant.

If the width of the plasmon peak in $\text{Im}U(\omega)$ is larger than the driving frequency, intraband excitations are activated within the plasmon sidebands. This affects the
population within these sidebands and the energies which can be released by interband transitions, resulting in a destructive interference between the plasmon assisted processes. In systems with \( \omega_0 > g \), where interband transitions underpin the crossover behavior, one thus observes the disappearance of the crossover and a leading cutoff which scales as \( U_{\text{sc}} + E_0 \) up to large field strengths. In this regime, the sensitivity of the HHG spectrum on the width of the plasmon peak allows in principle to extract this quantity by tracking the crossover behavior as a function of driving frequency \( \Omega \). Hence, by studying HHG spectra for a broad range of \( E \) it is in principle possible to determine whether \( g < \omega_0 \) or \( g > \omega_0 \), and in the former case the value of the screened interaction and of \( \omega_0 \) can be extracted.

The second model which we considered was a two-orbital model with Hund coupling. In the half-filled system, local spin excitations have a strong effect on the dynamics of charge carriers. Singlons and triplons moving in the background of predominantly high-spin doublon sites can leave behind a string of low-spin states (Hund excitations), thereby transferring kinetic energy into potential energy. In the presence of a strong periodic driving field, the energy stored in these strings (a large energy of order \( nJ \), where \( n \) is the length of the string) can be released upon recombination of the singlon and triplon. This results in high harmonic plateaus which extend to higher energies than what would be expected from the splitting of the Hubbard bands. We have demonstrated this effect by comparing spectra for models with and without Hund coupling and appropriately adjusted gap size and bandwidth. In the quarter filled model, the strings of low spin states are absent, but the Hubbard bands split into subbands, which for large enough \( J \) results in three separate cutoffs, associated with the three different types of doublon states that can be produced by photo-excitation. As in the case of the electron-plasmon model, we found that all the relevant energy scales of the atomic problem (here \( U \) and \( J \)) are reflected in the field dependence of the spectrum so that a careful analysis of high harmonic spectra of correlated multi-band materials may give access to these parameters, which are of crucial importance for the theoretical modelling and hard to obtain from ab-initio calculations.

ACKNOWLEDGMENTS

We thank M. Eckstein for helpful discussions. The calculations have been performed on the Beo04 and Beo05 clusters at the University of Fribourg, using a software library developed by M. Eckstein and H. Strand. This work has been supported by the European Research Council through ERC Consolidator Grant No. 724103, and by the Swiss National Science Foundation through Grant No. 200021_165539. PW acknowledges the hospitality of the Aspen Center for Physics during the Summer 2019 program.

1. P. B. Corkum, Phys. Rev. Lett. 71, 1994 (1993).
2. M. Lewenstein, P. Balcou, M. Y. Ivanov, A. L’Huillier, and P. B. Corkum, Phys. Rev. A 49, 2117 (1994).
3. F. Krausz and M. Ivanov, Reviews of Modern Physics 81, 163 (2009).
4. S. Ghimire, A. D. DiChiara, E. Sistrunk, P. Agostini, L. F. DiMauro, and D. A. Reis, Nature physics 7, 138 (2011).
5. S. Ghimire and D. A. Reis, Nature Physics i.1 (2018).
6. O. Schubert, M. Hohenleutner, F. Langer, B. Urbanek, C. Lange, U. Huttner, D. Golde, T. Meier, M. Kira, S. W. Koch, and R. Huber, Nat. Photon. 8, 119 (2014).
7. T. T. Luu, M. Garg, S. Y. Kruchinin, A. Moulet, M. T. Hassan, and E. Goulielmakis, Nature 521, 498 (2015).
8. G. Vampa, T. J. Hammond, N. Thire, B. E. Schmidt, F. Legare, C. R. McDonald, T. Brabec, and P. B. Corkum, Nature (London) 522, 462 (2015).
9. F. Langer, M. Hohenleutner, C. P. Schmid, C. Pöllmann, P. Nagler, T. Korn, C. Schüller, M. Sherwin, U. Huttner, J. Steiner, et al., Nature (London) 533, 225 (2016).
10. M. Hohenleutner, F. Langer, O. Schubert, M. Knorr, U. Huttner, S. Koch, M. Kira, and R. Huber, Nature (London) 523, 572 (2015).
11. G. Ndabashimiye, S. Ghimire, M. Wu, D. A. Browne, K. J. Schafer, M. B. Gaarde, and D. A. Reis, Nature (London) 534, 520 (2016).
12. H. Liu, Y. Li, Y. S. You, S. Ghimire, T. F. Heinz, and D. A. Reis, Nat. Phys. 13, 262 (2017).
13. Y. S. You, D. A. Reis, and S. Ghimire, Nat. Phys. 13, 345 (2017).
14. N. Yoshikawa, T. Tamaya, and K. Tanaka, Science 356, 736 (2017).
15. K. Kaneshima, Y. Shinohara, K. Takeuchi, N. Ishii, K. Imasaka, T. Kaji, S. Ashihara, K. L. Ishikawa, and J. Itatani, Phys. Rev. Lett. 120, 243903 (2018).
16. T. Brabec and F. Krausz, Reviews of Modern Physics 72, 545 (2000).
17. G. Vampa, T. Hammond, N. Thiré, B. Schmidt, F. Légaré, C. McDonald, T. Brabec, D. Klug, and P. Corkum, Physical review letters 115, 193603 (2015).
18. T. T. Luu and H. J. Wörner, Nature communications 9, 916 (2018).
19. D. Golde, T. Meier, and S. W. Koch, Phys. Rev. B 77, 075330 (2008).
20. A. F. Kemper, B. Moritz, J. K. Freericks, and T. P. Devereaux, New J. Phys. 15, 023003 (2013).
21. T. Higuchi, M. I. Stockman, and P. Hommelhoff, Phys. Rev. Lett. 113, 213901 (2014).
22. G. Vampa, C. R. McDonald, G. Orlando, D. D. Klug, P. B. Corkum, and T. Brabec, Phys. Rev. Lett. 113, 073901 (2014).
23. M. Wu, S. Ghimire, D. A. Reis, K. J. Schafer, and M. B. Gaarde, Phys. Rev. A 91, 043839 (2015).
24. T. Tamaya, A. Ishikawa, T. Ogawa, and K. Tanaka, Phys. Rev. Lett. 116, 016601 (2016).
25 T. T. Luu and H. J. Wörner, Phys. Rev. B 94, 115164 (2016).
26 T. Otobe, Phys. Rev. B 94, 235152 (2016).
27 T. Ikemachi, Y. Shinohara, T. Sato, J. Yamoto, M. Kuwata-Gonokami, and K. L. Ishikawa, Phys. Rev. A 95, 043416 (2017).
28 E. N. Osika, A. Chacón, L. Ortmann, N. Suárez, J. A. Pérez-Hernández, B. Szafrań, M. F. Ciappina, F. Solís, A. S. Lansdman, and M. Lewenstein, Phys. Rev. X 7, 021017 (2017).
29 K. K. Hansen, T. Deffge, and D. Bauer, Phys. Rev. A 96, 053418 (2017).
30 N. Tancogne-Dejean, O. D. Mücke, F. X. Kartner, and A. Rubio, Phys. Rev. Lett. 118, 087403 (2017).
31 N. Tancogne-Dejean, O. D. Mücke, F. X. Kartner, and A. Rubio, Nat. Comm. 8, 745 (2017).
32 T. Ikemachi, Y. Shinohara, T. Sato, J. Yamoto, M. Kuwata-Gonokami, and K. L. Ishikawa, Phys. Rev. A 98, 023415 (2018).
33 T. N. Ikeda, K. Chinzei, and H. Tsunetsugu, Phys. Rev. A 98, 063426 (2018).
34 G. Orlando, C.-M. Wang, T.-S. Ho, and S.-I. Chu, J. Opt. Soc. Am. B 35, 680 (2018).
35 G. Orlando, T.-S. Ho, and S.-I. Chu, J. Opt. Soc. Am. B 36, 1873 (2019).
36 Y. S. You, Y. Yin, Y. Wu, A. Chew, X. Ren, F. Zhuang, S. Gholam-Mirzaei, M. Chini, Z. Chang, and S. Ghimire, Nature communications 8, 724 (2017).
37 T. T. Luu, Z. Yin, A. Jain, T. Gaumnitz, Y. Pertot, J. Ma, and H. J. Wörner, Nature communications 9, 3723 (2018).
38 T. T. Luu and H. J. Wörner, Nat. Comm. 9, 916 (2018).
39 K. Chinzei and T. N. Ikeda, Phys. Rev. Research 2, 013033 (2020).
40 R. Silva, I. V. Blinov, A. N. Rubtsov, O. Smirnova, and M. Ivanov, Nature Photonics 12, 266 (2018).
41 Y. Murakami, M. Eckstein, and P. Werner, Phys. Rev. Lett. 121, 057405 (2018).
42 Y. Murakami and P. Werner, Physical Review B 98, 075102 (2018).
43 N. Tancogne-Dejean, M. A. Sentef, and A. Rubio, Phys. Rev. Lett. 121, 097402 (2018).
44 S. Imai, A. Ono, and S. Ishihara, arXiv preprint arXiv:1907.05687 (2019).
45 A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg, Reviews of Modern Physics 68, 13 (1996).
46 A. N. Rubtsov, V. V. Savkin, and A. I. Lichtenstein, Phys. Rev. B 72, 035122 (2005).
47 X. Dai, K. Haule, and G. Kotliar, Phys. Rev. B 72, 045111 (2005).
48 P. Werner, A. Comanac, L. de' Medici, M. Troyer, and A. J. Millis, Phys. Rev. Lett. 97, 076405 (2006).
49 H. Aoki, N. Tsuji, M. Eckstein, M. Kollar, T. Oka, and P. Werner, Reviews of Modern Physics 86, 779 (2014).
50 P. Werner, E. Gull, and A. J. Millis, Phys. Rev. B 79, 115119 (2009).
51 M. Eckstein and P. Werner, Physical Review B 82, 115115 (2010).
52 P. Werner and M. Eckstein, Phys. Rev. B 88, 165108 (2013).
53 Y. Murakami, P. Werner, N. Tsuji, and H. Aoki, Phys. Rev. B 91, 045128 (2015).
54 M. Schüler, D. Golez, Y. Murakami, N. Bittner, A. Herman, H. U. Strand, P. Werner, and M. Eckstein, arXiv preprint arXiv:1911.01211 (2019).
55 P. Werner, H. U. R. Strand, S. Hoshino, and M. Eckstein, Phys. Rev. B 95, 195405 (2017).
56 H. Keiter and J. Kimball, International Journal of Magnetism 1, 233 (1971).
57 A. Altland and B. D. Simons, *Condensed matter field theory* (Cambridge University Press, 2010).
58 P. Werner and M. Casula, Journal of Physics: Condensed Matter 28, 383001 (2016).
59 Our choice of parameters (bandwidth = 4, $\omega_0 = 17$, $U_{scr} \approx 5$, $U_{bare} \approx 25$) may be considered representative of transition metal oxides.
60 F. Aryasetiawan, M. Imada, A. Georges, G. Kotliar, S. Biermann, and A. I. Lichtenstein, Phys. Rev. B 70, 195104 (2004).
61 T. Miyake and F. Aryasetiawan, Phys. Rev. B 77, 085122 (2008).
62 M. Casula, A. Rubtsov, and S. Biermann, Phys. Rev. B 85, 035115 (2012).
63 P. Werner, R. Sakuma, F. Nilsson, and F. Aryasetiawan, Phys. Rev. B 91, 125142 (2015).
64 P. Werner and M. Eckstein, EPL (Europhysics Letters) 109, 37002 (2015).
65 S. Sayyad, R. Žitko, H. U. R. Strand, P. Werner, and D. Golez, Phys. Rev. B 99, 045118 (2019).
66 M. Wegener, *Extreme nonlinear optics: an introduction* (Springer Science & Business Media, 2005).
67 H. U. R. Strand, D. Golez, M. Eckstein, and P. Werner, Phys. Rev. B 96, 165104 (2017).