Research Article

Examining the Determinants of Patient Perception of Physician Review Helpfulness across Different Disease Severities: A Machine Learning Approach

Adnan Muhammad Shah (1,2), Wazir Muhammad (2), and KangYoon Lee (1)

1Department of Computing Engineering, Gachon University, Seoul 13120, Republic of Korea
2Department of Physics, Charles E. Schmidt College of Science, Florida Atlantic University, Boca Raton, FL 33431-0991, USA

Correspondence should be addressed to KangYoon Lee; keylee@gachon.ac.kr

Received 17 September 2021; Revised 3 January 2022; Accepted 13 January 2022; Published 26 February 2022

Copyright © 2022 Adnan Muhammad Shah et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

1. Introduction

Understanding patient preferences of service quality is vital for the healthcare industry and healthcare providers to develop optimal strategies to improve patients’ quality of care [1]. With the growing popularity of physicians rating websites (PRWs), better information can be obtained regarding factors influencing patients’ choices of selecting the right doctor [2]. Unlike traditional surveys used to collect information on patients’ preferences and treatment experiences, physician online reviews (PORs) offer a rich source of knowledge without the interventions by researchers or healthcare organizations [3]. Recent studies have shown that PORs are specific type of word of mouth that plays a crucial part in the patients’ decision-making [4]. PORs are a significant source of knowledge for many patients who are looking for a good doctor [5]. They see these PRWs as an important source for finding the best doctor [6, 7]. These PORs offer authentic information for patients’ wellbeing but likewise contribute to an evolving relationship between doctors and their patients [8, 9].

Using feature engineering to identify helpful reviews, users could be able to reduce the search cost. Although PORs alleviate the overall choice burden on users, they also trigger many issues, such as presenting misguided or inappropriate information [10]. Hence, it is critical to explore review...
helpfulness (RH) by identifying the characteristics of highly helpful reviews. In the previous research, the review assessment was mainly focused on quantitative characteristics of a review (e.g., rating, valence, and sentiment polarity) [11, 12]. Shah et al. [13] indicated that quality of service in terms of dispersion of online reviews significantly influences RH. Researchers also indicated that reviews for popular services get more helpful votes [10, 14]. Moving away from quantitative measures, more recent research focused on qualitative measures (e.g., readability, word count, and emotions) to evaluate RH [11, 12, 15, 16]. In considering the multiple review types and related key issues, however, helpfulness is quite a nuanced term, as quantitative measures of reviews are equally useful, whereas others might consider qualitative characteristics as more helpful [15]. Fang et al. [17] indicated that text readability significantly influences perceived RH. Mauro et al. [18] revealed that review wordiness is a meaningful predictor of RH. The study of Malik and Hussain [19] indicated that discrete emotions are the most dominant emotions with greater influence on perceived RH. Ren and Hong [20] found a significant relationship between negative emotions and RH. This reveals that various aspects of information and behaviors are helpful in the desirable purchase decision-making process [21–23].

For quite a while, the research topic of RH has drawn academic interest in the search and experience goods context [19, 20, 24]. The idea of RH has also gained researchers’ attention in the healthcare domain, which is categorized as credence goods. In comparison to other goods, credence goods are distinct since the quality of credence goods cannot be determined even after the utility has been consumed [25]. Evaluating the effectiveness of PORs in comparison to product and service reviews is challenging, as the provider defines the utility impact of the goods, creating an asymmetric information state. The findings from previous studies revealed that, for patients, the helpfulness of PORs plays a pivotal part in their treatment decision-making process and for a physician to improve the quality of care [13, 22, 23, 26]. However, RH was not thoroughly investigated as a function of quantitative and qualitative measures concurrently in credence goods context (healthcare). This research was therefore conceived to expand earlier studies on the RH by exploring not only the quantitative factors (valence and volume), but qualitative characteristics of reviews as well such as readability features, wordiness features, and discrete emotions. Hence, this study classifies different review attributes (concept-level prospective) and service characteristics and implicitly assesses patients’ distinct emotions by employing sentic computing model proposed by Cambria et al. [27] to compute the physician RH.

In addition, patients’ perception of physician service quality varies across two main disease types: serious diseases (high disease severity) and mild diseases (low disease severity). Disease severity determines how severe the effects of a type of illness are [28–30]. Because the disease severity is normally associated with unspecified factors such as unexpected mortality, increased treatment costs, and prolonged hospital stays, patients with more severe disease tend to be more anxious about the quality of treatment they receive from their physicians than those with less severe disease [8]. Our approach shows that the review- and service-related signals are highly associated with the helpfulness count of PORs that affect decision-making of patients who suffer from different disease types (high-illness severity vs. low-illness severity). Using the plethora of information in terms of PORs provided by Healthgrades.com and users of the online healthcare services they choose for their cure (PORs), we applied a text mining and econometric approach to determine the signaling mechanisms that affect patients’ treatment choice of different physicians. Additionally, secondary data analysis and machine learning classification approaches were used to construct more accurate models for predicting physician RH. As a result of these considerations, this study will attempt to answer the subsequent research questions (RQs):

**RQ1.** What effect do the various review- and service-related signals have on the physician RH?

**RQ2.** How do specific emotions (joy, sadness, surprise, trust, anger, anticipation, disgust, and fear) associated with review-related signals influence physician RH implicitly?

**RQ3.** What role does disease type have in the relationships between review- and service-related signals and physician RH?

This work contributes to the digital health literature by differentiating between the two kinds of signals (review- and service-related signals) and exploring their effects on online physician RH. Drawing on signaling theory, the research contributes to the conceptualization and interpretation of the RH features from both quantitative and qualitative perspectives. The dataset, including 45,300 PORs from Healthgrades, examined ten hypotheses. The proposed model was successfully validated, and critical components that would make an opinion relevant to readers were discovered. The study findings have added to related literature by offering more comprehension of the structural characteristics (quantitative and qualitative) of reviews and their effect on RH [18, 19, 31]. The findings indicate that both the review- and service-related signals significantly and positively influence perceived RH. Second, following an examination of the differential impacts on physician RH, we examine the effect of distinct emotions (sentiments) on RH. Despite the fact that extant research has been conducted on the role of emotions expressed in PORs [22, 32, 33], the research on the domain knowledge-based specialized discrete emotion analysis of online textual reviews has been neglected. This study examines the impact of two-sided discrete emotions embedded in PORs on physician RH. The results show that two-sided reviews (positive and negative discrete emotions) significantly influence the perceived RH. Third, this study utilized the idea of environmental uncertainty, which has been referred to as disease type in the virtual healthcare market setting in prior strategic studies [22, 26, 28, 33, 34]. This study extends the scope of prior research and advances signaling theory by examining how the effects of review- and service-related signals on
physician’s RH differ according to the type of disease being treated. The findings revealed a significant positive moderating effect of disease type in the relationships between review wordiness, service quality, service popularity, and perceived RH. We focus on multimethod analysis, including implicit and domain knowledge-based specialized sentic computing emotion analysis and econometric approach to predict physician RH. The proposed multimethod model shows an excellent performance with a classification accuracy of 91.12%.

2. Theoretical Background

RH refers to how many times the review has been voted as useful by other reviewers in order to guide purchase decisions [35]. The confounding variation in reviews posted for one commodity makes it challenging for customers to evaluate helpful entities. The sheer number of competitive goods and overwhelmed data make it difficult for consumers’ online decision-making. PRWs like RateMDs and Healthgrades were the pioneer platforms of helpful voting to mitigate the problem.

Particularly, this feature explicitly leverages crowd-sourcing to determine the helpfulness of reviews. A question follows each review, “Was this review helpful?” Consumers who have read reviews might vote by clicking the option: Yes or No. Reviews receiving optimistic or crucial helpfulness votes are followed by notes, for instance, “This review was useful to 6 out of the 9 people who read it.” The most helpful satisfactory and negative reviews for a single commodity finally top the list of reviews on rating sites. Online rating sites rank customer feedback based on helpfulness score, which minimizes the customers’ time to find valuable information [36]. Helpful voting, together with customer feedback, provides a broad range of information in which researchers can look at factors that could influence consumers’ purchasing decisions in an e-shopping setting [37]. Consequently, improving the RH is positively linked to product sales, mainly if they are favorable [14]. The helpful voting feature has been of great scientific interest over time. For example, the main components of RH such as review valence [12, 38], volume [14], depth of a review [15, 16, 39], linguistic features [23, 40], readability [11], and emotions [41, 42] have been used to predict RH.

Many PRWs have set up peer-review systems that let people make healthcare decisions based on whether they found a review helpful [13]. For example, Healthgrades.com offers a service that presents the top two most-rated reviews submitted by online health consumers to assist other customers in evaluating the quality of physician care. These helpful votes are used as a proxy for review diagnosticity, allowing for the separation of helpful and unhelpful reviews [38]. To put it another way, the helpful information contained in a review may help the health consumers to evaluate the attributes of the physician service quality. This means that Internet information sources with more useful reviews can help patients feel more confident about their consultation intentions [43]. Consistent with this perspective in healthcare, the patients’ behavior and interests also shift across different disease type. For example, a patient with a high-risk disease receives different levels of care than a patient with low-risk disease. Serious disease patients could be more vulnerable to the healthcare quality than patients suffering from common diseases. Previous research has shown that individual health condition has a major impact on their decision to visit a healthcare professional [8, 28, 44].

The literature on RH focuses on the economics of knowledge and how it changes the purchaser buying decision-making process in order to lessen purchase uncertainty associated with the product [38]. The claim made in prior investigations is complemented by signaling theory, which provides a theoretical framework for explaining the differential influence of signals in PORs. In this investigation, we used signaling theory to describe the relationship between signals enclosed in PORs and RH. According to signaling theory, signals contribute to diminishing the information asymmetry between two transaction contributors. Spence [45] demonstrated that information asymmetry exists between various exchange groups when information is exchanged. Signals are important in an online environment because they help minimize the information gap as spatial and temporal gaps make information asymmetry worse between distinct partners [46]. Signal receivers are critical components of the signaling cycle. As a result, the sender communicates with the receiver via information (signals), which the receiver perceives as useful information [47]. The substantial impact of Internet information on stakeholders’ decision-making demonstrates that the more the knowledge an individual possesses, the more improved the decision s/he will make [48].

Signal theory contributes to the reduction of information asymmetry between physicians and patients. People with less knowledge about the credibility of a healthcare provider tend to find information from people who know a lot about it. Thus, peer perspectives can help evaluate information quality and minimize information asymmetry [28]. Previous researchers have used the signaling theory to explore numerous signals in healthcare [25, 28]. While earlier research has largely focused on the sender’s insight while neglecting the receiver’s opinion, the bond between various signal-related elements could substantially impact the receiver’s experience as RH. Signaling theory [28] states that the receiver (patient) requires supplementary information (signals) regarding the quality of healthcare to reduce information asymmetry prior to contacting their provider.

Signaling theory posits that uncertainty in the environment could have a big impact on how people process signals. According to signaling theory, the impact of various signal transmissions on a patient’s choice differs between various settings [25]. The signaling environment is crucial in determining which signal to employ, and the strength of the signal is controlled by the signaling ecosystem in which it operates [47]. The intended recipients of the signal are users who are interested in learning more about healthcare services like RH. Keeping in view the user-generated content, the availability of PORs may have an impact on the examination of which elements influence RH under varied illness circumstances (disease severity).
Although the main objective of the above discussion was to improve the framework of the online review to promote more helpfulness votes, little has been done to explore how the interplay of review- and service-related factors is related to POR’s helpfulness. No consistent conclusions have been drawn yet regarding the important factors influencing POR’s helpfulness. In addition, the role of the disease type in the RH is yet to be widely explored. Our work fills these knowledge gaps.

3. Hypotheses Development

This work proposes research hypotheses to examine the influence of various review- and service-related signals on physician RH. The former considers three features: readability, wordiness, and discrete emotions, while the latter takes into account the service quality and popularity. Lastly, this work examines the extent to which patients’ assessments of a physician RH vary among distinct disease types. Figure 1 sets out the research model.

The readability of a review implies how easily a reader may comprehend a piece of writing. Online reviews must be comprehensible when used as an input variable in order to make buying decisions [19]. Extant research indicated that the level of readability is how well an individual follows the product information [11]. Readability has been identified as a significant component in customers’ perception of online information on virtual networks. A review that is sufficiently readable is deemed more beneficial to consumers than one that is excessively lengthy and contains several typographical, making it difficult to read [12, 49]. Following readable reviews could help patients save a search and cognitive costs by finding the right information easier [23]. Hence, we hypothesize that the more understandable the text is on the health rating platform, the more useful the review is.

Hypothesis 1 (H1). The higher readability of PORs is positively related to higher RH votes.

The idea of a review wordiness is usually thought of as the amount of information in a review that is detailed or long [23, 50]. It has been demonstrated by researchers that decision-makers capacity to comprehend information is hampered when the amount of data is either excessively high or excessively low. Insufficient information has a negative impact on buyer decisions [39]. Previous studies have also revealed that extreme or knowledge overload can have an adverse effect on the RH in some people [15]. The length of the review is regarded to be an important predictor of RH [16, 38]. According to previous research, the wordiness of a review is considered helpful and acts as directly proportional to the amount of knowledge generated by a review. However, in the event of excessive repetition of the concept, misconceptions, and needless details, wordiness may lead to a poor assessment of helpfulness [15]. Hence, following longer reviews when it provides extensive information may diminish patients’ search costs due to enhanced information diagnosticity [26]. Therefore, we have the following hypothesis.

Hypothesis 2 (H2). Review wordiness is positively related to higher RH votes.

Emotions stated in PORs are relevant because they influence patients’ clinical decisions [22, 28]. Emotions have been described as an appraisal of a shift in the feelings of a person [51]. Reviews that include both positive and negative sentiments about the appraisal of products or services are the best possible sources of information [51–53]. Researchers have claimed mixed findings of the emotions embedded in a review in positive-negative continuum with some researchers finding positive emotions are more useful [19, 22, 42], while other groups of scholars indicated negative emotions as more diagnostic and helpful [20, 54]. A review is considered as more significant because it gives clear signals about whether or not a service should be taken into account. Consequently, the specific emotion signals (i.e., joy, sadness, surprise, trust, anger, anticipation, disgust, and fear) have an effect on how health consumers perceive the RH [22]. Hence, we hypothesize the following.

Hypothesis 3 (H3). Discrete emotions embedded in PORs are positively related to higher RH votes.

Using service characteristics, capabilities, and features, consumers analyze and form opinions regarding the real level of service they receive [55]. Service quality indicates how users think about the dominance or weakness of the services they use [10]. Patients’ perceptions of service quality are shaped by information regarding the quality of the service they get from their peers [56]. For example, patients prefer to consult a physician with a higher star rating for the quality of care [8]. Service rating has been shown to have a positive correlation with RH [37, 41]. Keeping in view the scope of study, physicians’ ratings show whether or not people have an excellent or negative perception of their doctors [33]. People are more likely to be drawn to high-quality services, and they are also more inclined to give positive feedback about their experiences [57]. Hence, we hypothesize the following.

Hypothesis 4 (H4). Physicians with exceptional service quality are positively related to higher RH votes.

The popularity of service can be judged by the number of individuals who have talked about it and/or expressed interest in purchasing it [14]. In online health rating platforms, patients considered the amount of PORs to reflect the market or the reputation of a service based on how many people used it [25]. Patients’ perceptions of the level of popularity on PRWs may support them in evaluating the quality of their treatment and predicting service delivery [56]. Moreover, a high volume of PORs enhances the likelihood of obtaining correct information that can assist patients in assessing the quality of healthcare services [58]. Researchers discussed that the more the information a patient has, the more likely s/he will make a better decision [59]. A well-known service entices additional users to read and vote on customer reviews. This means that patients may be more confident in assessing the quality and outcome of treatment if many individuals have already reviewed it. Hence, we hypothesize the following.
Hypothesis 5 (H5). Service popularity is positively related to higher RH votes.

Information asymmetry theory states that the efficiency of signals transmission is dependent on the degree of environmental uncertainty. According to the findings of Siering et al. [47], signals have minimal effect on RH when the information environment uncertainty is low. On the other hand, relationships thrive in high uncertainty about information. Given that transmitting signals might help minimize uncertainty, it is evident that the usefulness of the signal is proportional to the degree of uncertainty.

It has also been assumed that the disease type as a feature moderates the association between readability and RH. In the services sector, a more readable review can be assessed more simply than a review with spelling mistakes and ambiguous words [17, 50]. Similarly, patients who suffer from serious diseases expect that information embedded in a review should be more readable than those who suffer from mild diseases. As follows, we posit that readable information about healthcare quality provided in PORs is more helpful for health consumers when they assess severe illnesses.

By adding confidence in the consumers’ decision-making, longer reviews may be perceived as more helpful in the purchase process [38]. The detailed information provides further explanation about service and the context where the service was used. Wordiness has varying effects on the RH across different environments [10]. The added content in PORs is more likely to deliver crucial evidence about how the service is consumed and how it relates to alternatives [15]. Therefore, we assumed that patients need more detailed information about the quality of service for serious diseases than those who suffer from moderate illnesses.

This study also takes into account the disease type as a moderator of the relationship between individual emotions and RH. Patients with diverse illness conditions may require varying degrees of healthcare quality [8]. Those with a severe disease (high disease severity) may require a higher standard of care than patients with mild disease (low disease severity) [30]. As a result, we presume that specific emotions involved in PORs will be considered to provide comprehensive information, including service details for serious diseases compared to mild diseases [13, 23]. In this vein, a review that includes both good and negative emotions is likely to be more beneficial for serious illness, as these PORs are less distressing to readers who do not agree with the stated opinion. Keeping in view the earlier discussion, we hypothesize the following.

Hypothesis 6 (H6). The moderating role of disease type in the relationship between the readability of a review and RH is stronger for serious diseases than it is for mild diseases.

Hypothesis 7 (H7). The moderating role of disease type in the relationship between depth of a review and RH is stronger for serious diseases than it is for mild diseases.

Hypothesis 8 (H8). The moderating role of disease type in the relationship between sentiment strength of a review and RH is stronger for serious diseases than it is for mild diseases.

Moving further, we hypothesize that if the disease severity is low, the influence of popularity and quality signals on physician RH will be minimal, owing to the fact that they do not properly minimize uncertainty. In comparison, physician RH will be strongly affected by both these signals if
the disease severity is high since it greatly decreases the related uncertainty. Furthermore, patients with serious diseases are more likely to seek medical help from a doctor who offers high-quality and well-known services. Patients who have had a positive experience with a popular health service that is high-quality are more inclined to recommend the service to others and write reviews about it.

As a result of enhanced service awareness among health consumers, the likelihood of receiving high-quality service and helpful reviews increases because high-risk diseases necessitate a greater degree of service than low-risk diseases; high-risk diseases are connected with popular and high-quality services. Consequently, evaluating the characteristics of popular and high-quality services requires more effort than evaluating the traits of less popular and low-quality services. [60]. Hence, we hypothesize the following.

**Hypothesis 9 (H9).** The moderating role of disease type in the relationship between service quality and RH is stronger for serious diseases than it is for mild diseases.

**Hypothesis 10 (H10).** The moderating role of disease type in the relationship between service quality and RH is stronger for serious diseases than it is for mild diseases.

### 4. Research Methodology

#### 4.1. Research Context and Data Collection

The data was collected from an online health rating platform (Health-grades) from March 15–21, 2019. Data preprocessing was performed in the form of filtering physician description, review posting date, online reviews, quantitative ratings, and helpfulness count. Online reviews are given further consideration to find out the readability score (six readability tests) and review wordiness using number of concepts in each review in the dataset from multiword expressions, such as "hospital corridor," "operation theatre equipment," or "physician appointment," matched from SenticNet3 [27]. A hybrid sentic computing framework was used to analyze the number of concepts from SenticNet3 linked to each specific emotion. In order to assess the overall performance of the proposed model in predicting RH, a number of regression analyses and text classifications were performed on data that had been filtered and cleaned up. The proposed methodology is shown in Figure 2.

A Web crawler was developed and programmed in Python 3.6 to retrieve the physician web pages shown as search results for each provider. The current study chose 10 different types of online reviews on the basis of disease mortality rate taken from the U.S. health static book 2017 [61] and 4 metropolitan states (California, New York, Texas, and Florida). According to data from the State Medical Boards, these states constitute the largest number of physicians with active board licenses. After omitting 236 reviews because of no helpful votes, 45,300 reviews were used for further analysis in total. The following information was gathered and included in the analysis, such as doctor specialty, title, education, experience, graduation year, review date, overall rating, number of ratings, patients' comments, and user responses (helpfulness or usefulness votes).

#### 4.2. Variables Measurements and Statistical Modeling

##### 4.2.1. Review Helpfulness

A cumulative helpfulness vote is calculated on PRWs, and it is derived from the votes of other reviewers who rate the helpfulness level assigned to each individual review. When a POR gets more helpful votes, the review’s helpfulness value rises as a result. Review helpfulness variable is assumed to be continuous and assessed as the ratio of helpful/useful votes to total votes. Nonvoted reviews were culled from our database in order to diminish the noise.

##### 4.2.2. Review Readability

Researchers revealed that RH could be influenced by the readability of online reviews [19, 49]. Ghose and Ipeirotis [49] revealed that the degree to which reviews contain subjectivity, knowledge, readability, and linguistic accuracy has an effect on their perceived usefulness. Six types of readability methods were explored for each review in order to assess its readability (refer to Table 1).

##### 4.2.3. Review Wordiness

The amount of concepts in a review is used to determine review wordiness [15]. Earlier research has established a substantial correlation between the review depth and RH [38, 62]. Wordiness is calculated using the sentic computing framework and SenticNet3 to measure the number of concepts in a review from multiword expressions. SenticNet 3 has previously been used to determine review wordiness as multiword expressions that make online content viral [15, 28].

##### 4.2.4. Service Quality and Service Popularity

Based on previous research [40], a collection of service-associated attributes is included, for instance, (1) service quality (i.e., service review valence) [63] and (2) service popularity (i.e., review volume), [14].

##### 4.2.5. Disease Type

Following [28], in disease type as a dummy variable, serious diseases as high-risk diseases are labeled as 0, while mild diseases as low-risk diseases are termed 1.

##### 4.2.6. Control Variables

We incorporate control variables to adjust for review- and physician-specific effects. As a control variable, the Review Age is provided to represent the distinctive qualities of a review [18]. The age of a review is how long it has been since it was written on online rating platform [39, 64]. Physician title, education, graduation year, and experience are the attributes displayed at the physician level. The title dummy variable measures the physician’s professional title in the healthcare facility where s/he works.
We measured the education as a dummy variable using the medical school rank from where the physician graduated and graduation year as a categorical variable reflecting the number of years since s/he graduated. Previous research has shown that physicians who graduated from prestigious medical schools are more likely to be rated highly. In comparison, the rating probability is lower for those younger physicians who graduated recently. Finally, experience is defined as the period of time (in years) a physician has been in practice. In the past, more experienced physicians have been seen to receive higher ratings. The description of variables and their measurements are listed in Table 1.

4.3. Sentic Computing Framework for Review Wordiness and Specific Emotions. Sentiment mining is a complex process that requires a thorough understanding of the goals of the study. Sentic computing has been applied to a variety of cognitively motivated tasks, including the classification of certain emotions (positive or negative) in natural language text. Integrating knowledge-based methodologies and statistical methods, the hybrid approach to sentic computing and sentiment analysis is able to recognize emotions and calculate sentiments from the text. The concept mining and emotion classification procedures used in this investigation are depicted in Figure 1.

We undertake preliminary textual data preprocessing, which includes the following: (i) Stop words have been removed (i.e., the, an, and a, an, etc.). (ii) Use the WordNetLemmatizer function and the WordNet Python natural language toolkit to convert a word to its base structure. (iii) Remove any unnecessary letters (i.e., thanksaloooooot). (iv) Question words should be filtered (i.e., which, whose, where, etc.) and any unique characters are excluded (&, #, $, etc.). (v) Finally, the entire text document is transformed to lower case.

We fragmented the review text into clauses first. Each verb and its corresponding noun phrase are deemed to extract one or more concepts. To make sentences more organized, the input text is chunked using Stanford Chunker. Next, a semantic parser first breaks sentences into clauses and then employs a tree structure to divide clauses into noun and verb chunks. Moreover, a two steps’ procedure is followed for clause normalization: First, the Stanford lemmatization algorithm combined with WordNetLemmatizer function from WordNet NLTK is employed to normalize the verb chunks and to identify multiword...
expressions. Once the noun phrases have been converted into bigrams, they are processed using part-of-speech (POS) (https://nlp.stanford.edu/software/tagger.html) patterns to extract concepts as previously performed by Cambria and Hussain [68]. In addition, the event concept is captured by a parse graph; matches between the object concept and normalized verb chunks are explored in SenticNet3 [69]. Concepts are converted into a vector space model (VSM), where each concept is characterized by a point in a one-dimensional vector space corresponding to a vocabulary phrase.

The affective knowledge is represented using a multidimensional VSM. Concept Net and WordNetAffect have been used to create an Affective Space, a multidimensional vector space that illustrates lexical representations of affective knowledge. Affective space portrays the semantic and affective connections that exist between two concepts and allows for quick and effective analogical reasoning between them [68]. Equation (1) characterizes each document \( d \), \( C_i \) denotes a concept in \( d \), and \( f_i \) denotes the concept frequency in \( d \).

\[
d = \{(C_1, f_1), (C_2, f_2), \ldots, (C_n, f_n)\}. \tag{1}
\]

The cosine similarity between a concept’s \((C_i)\) vector space representation of the positive \((\vec{f}_i^+)\) and negative context terms \((\vec{f}_i^-)\) was obtained earlier, whereas, \( n \) denotes the total number of concepts in a document.

\[
\text{Cosine}_\text{sim}(C_{xy}) = \frac{\vec{f}_i^+ \cdot \vec{f}_i^-}{\|\vec{f}_i^+\| \cdot \|\vec{f}_i^-\|} = \frac{\sum^n_{i=1} f_{x_i} \times f_{y_i}}{\sqrt{\sum^n_{i=1} f^2_{x_i} \cdot \sum^n_{i=1} f^2_{y_i}}};
\]

\[
\text{Cosine}_\text{sim}(C_{xy}) = \frac{\vec{f}_i^+ \cdot \vec{f}_i^-}{\|\vec{f}_i^+\| \cdot \|\vec{f}_i^-\|} = \frac{\sum^n_{i=1} f_{x_i} \times f_{y_i}}{\sqrt{\sum^n_{i=1} f^2_{x_i} \cdot \sum^n_{i=1} f^2_{y_i}}}. \tag{2}
\]

Following the computation of concept similarity, a series of candidate concepts \( \vec{C}_i \) having a minimal cosine similarity \( \{\text{Cosine}_\text{sim}(C_{xy}), \text{Cosine}_\text{sim}(C_{xy})\} \) is obtained. Using machine learning and the Hourglass of Emotions model developed by Plutchik in his research on human emotions, the framework categorizes emotions into different categories [42, 51] as sentic labels are constructed to denote each concept in VSM, and sentic API is used to forecast the comparable sentic levels for the eight emotion dimensions (positive and negative), suggested by the Cambria et al. [70]. If a match occurs, then the value of the particular emotional dimension is incremented. This procedure is repeated for all terms retrieved from the phrases in the review text to compute the emotions score using the following equations:

| Variable | Description | Measurement |
|----------|-------------|-------------|
| Wordiness | Review wordiness is the total number of concepts in a review, measured through concept extraction process of the sentic computing framework | Emotions |
| Emotions | Review emotion is the average polarity of a review, which is measured by the average percentage of the number of positive and negative discrete emotions embedded in a review | |
| Service popularity | Service popularity reflects the number of users discussing the service, which is measured by the review volume as number of reviews received by a service | |
| Disease type | The disease mortality rate in which a patient suffered from | Disease type |
| Physician graduation | Number of years since a physician graduated | Graduation |
| Physician education | Rank of a medical school the physician graduated from | Education |
| Physician title | A professional title of a physician practicing in healthcare facility | Title |
| Review age | For how long a review has been written on a PRW | Age |
| Review helpfulness | Review helpfulness refers to ratio of the number of helpful votes a review received to the total votes evaluating helpfulness of that review | Helpfulness |
| Readability | Readability is the amount of efforts and educational level required to understand an online review, which is measured by the (1) automated readability index (ARI), (2) Coleman-Liau index (CLI), (3) Flesch-Kincaid grade level (FKGL), (4) Flesch-Kincaid reading ease (FKRE), (5) Gunning’s Fog index (GFI), and (6) simple measure of gobbledygook (SMOG) readability index of review text | |
| Wordiness | Review wordiness is the total number of concepts in a review, measured through concept extraction process of the sentic computing framework | |
| Emotions | Review emotion is the average polarity of a review, which is measured by the average percentage of the number of positive and negative discrete emotions embedded in a review | |
| Service popularity | Service popularity reflects the number of users discussing the service, which is measured by the review volume as number of reviews received by a service | |
| Disease type | The disease mortality rate in which a patient suffered from | Disease type |
| Physician graduation | Number of years since a physician graduated | Graduation |
| Physician education | Rank of a medical school the physician graduated from | Education |
| Physician title | A professional title of a physician practicing in healthcare facility | Title |
| Review age | For how long a review has been written on a PRW | Age |
| Review helpfulness | Review helpfulness refers to ratio of the number of helpful votes a review received to the total votes evaluating helpfulness of that review | Helpfulness |
| Readability | Readability is the amount of efforts and educational level required to understand an online review, which is measured by the (1) automated readability index (ARI), (2) Coleman-Liau index (CLI), (3) Flesch-Kincaid grade level (FKGL), (4) Flesch-Kincaid reading ease (FKRE), (5) Gunning’s Fog index (GFI), and (6) simple measure of gobbledygook (SMOG) readability index of review text | |
| Wordiness | Review wordiness is the total number of concepts in a review, measured through concept extraction process of the sentic computing framework | |
| Emotions | Review emotion is the average polarity of a review, which is measured by the average percentage of the number of positive and negative discrete emotions embedded in a review | |
| Service popularity | Service popularity reflects the number of users discussing the service, which is measured by the review volume as number of reviews received by a service | |
| Disease type | The disease mortality rate in which a patient suffered from | Disease type |
| Physician graduation | Number of years since a physician graduated | Graduation |
| Physician education | Rank of a medical school the physician graduated from | Education |
| Physician title | A professional title of a physician practicing in healthcare facility | Title |
| Review age | For how long a review has been written on a PRW | Age |
| Review helpfulness | Review helpfulness refers to ratio of the number of helpful votes a review received to the total votes evaluating helpfulness of that review | Helpfulness |
| Readability | Readability is the amount of efforts and educational level required to understand an online review, which is measured by the (1) automated readability index (ARI), (2) Coleman-Liau index (CLI), (3) Flesch-Kincaid grade level (FKGL), (4) Flesch-Kincaid reading ease (FKRE), (5) Gunning’s Fog index (GFI), and (6) simple measure of gobbledygook (SMOG) readability index of review text | |
| Wordiness | Review wordiness is the total number of concepts in a review, measured through concept extraction process of the sentic computing framework | |
| Emotions | Review emotion is the average polarity of a review, which is measured by the average percentage of the number of positive and negative discrete emotions embedded in a review | |
| Service popularity | Service popularity reflects the number of users discussing the service, which is measured by the review volume as number of reviews received by a service | |
| Disease type | The disease mortality rate in which a patient suffered from | Disease type |
| Physician graduation | Number of years since a physician graduated | Graduation |
| Physician education | Rank of a medical school the physician graduated from | Education |
| Physician title | A professional title of a physician practicing in healthcare facility | Title |
| Review age | For how long a review has been written on a PRW | Age |
Positive emotions were measured as:

\[
\text{Joy} = \left( \frac{\text{Number of words associated with joy}}{\text{Number of concepts embedded in a review}} \right) \times 100,
\]

\[
\text{Surprise} = \left( \frac{\text{Number of words associated with surprise}}{\text{Number of concepts embedded in a review}} \right) \times 100,
\]

\[
\text{Anticipation} = \left( \frac{\text{Number of words associated with anticipation}}{\text{Number of concepts embedded in a review}} \right) \times 100,
\]

\[
\text{Trust} = \left( \frac{\text{Number of words associated with trust}}{\text{Number of concepts embedded in a review}} \right) \times 100,
\]

Negative emotions were measured as:

\[
\text{Angry} = \left( \frac{\text{Number of words associated with angry}}{\text{Number of concepts embedded in a review}} \right) \times 100,
\]

\[
\text{Anxiety} = \left( \frac{\text{Number of words associated with anxiety}}{\text{Number of concepts embedded in a review}} \right) \times 100,
\]

\[
\text{Sadness} = \left( \frac{\text{Number of words associated with sadness}}{\text{Number of concepts embedded in a review}} \right) \times 100,
\]

\[
\text{Disgust} = \left( \frac{\text{Number of words associated with disgust}}{\text{Number of concepts embedded in a review}} \right) \times 100.
\]

4.4. Empirical Analyses. According to the descriptive statistics listed in Table 2, the average quality rating is 4.59, reflecting the maximum users who expressed positive sentiments about the service quality of healthcare provider. The average readability score of reviews is 9.74 based on 69.80 average length for these reviews. In addition, each doctor has an average of 308.11 reviews. Also, an average opinion score of a review is 0.79, an average RH score is 0.84, and an average review life is found to be 1682 days. Our data set contains 89 percent of medical doctors. A significant number of doctors are recent graduates of the top 100 medical schools in the U.S.

An important decision at this point was the regression model to use, given the dependent variable’s limited low and high extremes. In line with previous research [38, 47], we used the TOBIT regression model because the sample and dependent variable were both censored (Helpfulness) [71, 72], based on the ratio of helpful votes to the overall vote count (ranges from 0 to 1) [38]. As a result, the dependent variable RH meets minimum dependent variables (censored data) requirements. This means the dependent variable does better than the censored value, which means the standard model of linear regression can be used [71].

The data were analyzed with STATA software, and the likelihood ratio and Efron’s pseudo-R-square value were used to determine the goodness of fit [73]. Furthermore, the empirical analyses must be adjusted using the log-transformation in order to improve the fit of the variables in the empirical model and to adjust for overdispersion. We applied logarithmic transformation [74] to variables such as helpfulness, wordiness, quality, popularity, and age. To avoid having logarithms of zeros, the value of 1 is added to these variables [75]. All variables utilized to predict the RH are listed in equation (4). The description and measurement of variables are provided in Sections 4.2 and 4.3 and Table 1.

\[
\ln(\text{Helpfulness}_i) = \beta_0 + \beta_1 \text{Readibility}_i + \beta_2 \ln .\text{Wordiness}_i + \beta_3 \text{Emotions}_i + \beta_4 \ln .\text{Quality}_i + \beta_5 \ln .\text{Popularity}_i + \beta_6 (\text{Readibility}_i \times \text{DiseaseType}_i) + \beta_7 (\text{Wordiness}_i \times \text{DiseaseType}_i) + \beta_8 (\text{Emotions}_i \times \text{DiseaseType}_i) + \beta_9 (\ln .\text{Quality}_i \times \text{DiseaseType}_i) + \beta_{10} (\ln .\text{Popularity}_i \times \text{DiseaseType}_i) + \beta_{11} \text{Controls}_i + \mu_i. \quad (4)
\]
4.5. Classification Techniques and Evaluation Metrics. The data mining software Weka 3.8.5 was employed in this study, and the classification model was constructed using a support vector machine (SVM), linear regression (LR), random forest (RF), and gradient boost decision tree (GBDT). We chose these models because previous studies used these models successfully and achieved excellent classification results [18, 31].

SVM is based on statistical learning theory and is now one of the most successful approaches for analyzing high-dimensional datasets and is extensively used to perform classification tasks [76]. The fundamental notion of SVM is the application of structural risk minimization, which reduces boundary error through induction while minimizing overall risk. Once the data are transferred to a higher-dimensional space, they are separated by a hyperplane. A hyperplane-projected subspace can map a new instance, which can then be allocated to the majority class in that subspace.

Regression analysis refers to the statistical technique used to analyze data. Its objective is to ascertain the degree of correlation between two or more variables and build a mathematical model for forecasting the outcome. LR is a nonlinear regression model that attempts to predict how likely an event will happen by fitting data to a logistic function. This allows inputs with any value to be converted and confined to a value between 0 and 1.

A RF is a technique for ensemble learning that was established through the construction of numerous DTs [77]. Training an RF involves bagging bootstrap cases and then selecting a random subset of features. Following that, a set of DTs is generated using each bootstrap instance set containing a subset of features. After the set of trees has been built, the majority class of individual trees can be used to make a prediction about samples that have yet to be seen.

Gradient boost decision tree algorithm systematically adds weak learners in such a way that each new learner matches the preceding step’s residuals, hence improving the model [78]. The final model combines the outcomes of each phase to produce a strong learner. Gradient boosted decision trees technique makes use of decision trees as week learners to achieve better results. The residuals are detected using a loss function. It is worth mentioning that when a new tree is added to the model, the current trees remain unchanged. The residuals from the existing model are well-fit by the decision tree that has been introduced. The effectiveness of applied learning classifiers is assessed using two assessment measures (f-measure and accuracy). These metrics are mathematically defined as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]
\[
\text{Precision} = \frac{TP}{TP + FP}
\]
\[
\text{Recall} = \frac{TP}{TP + FN}
\]
\[
F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

5. Results

Prior to conducting a tobit analysis, this research conducted several diagnostic tests to determine the model’s heteroscedasticity and multicollinearity. The maximum variance inflation factors (VIF) range between 1.53 and 5.51, much below the cut-off value of 10, indicating that multicollinearity is not an issue at the moment [79]. Furthermore, the correlation values between variables suggest that our dataset is free of multicollinearity (0.90 and higher) [50]. In addition, we calculated standard errors for our models that were consistent with heteroscedasticity (see Table 3). With a relatively substantial likelihood ratio, our model attained goodness of fit ($p \leq 0.001$) and McKelvey and Zavoina [73] Efron’s Pseudo $R^2$ value of 0.083.

In particular, when looking at the major effects for review-related signals in Table 3, the findings of the regression analysis suggest that the readability coefficient is positively significant ($\beta = 0.174, p < 0.05$). As a result, $H1$ is supported, which is in line with earlier research findings [19]. Following that, the results indicate a substantial positive coefficient for wordiness ($\beta = 0.320, p < 0.05$), which supports $H2$, consistent with the findings of Mudambi and Schuff [38], but negates the results of Qazi et al. [15]. Furthermore, the

| Variables         | Variable name      | Min  | Max  | Mean  | Std. Dev |
|-------------------|--------------------|------|------|-------|----------|
| Dependent variable| Review helpfulness | 0.5  | 1.0  | 0.84  | 0.22     |
| Independent variables | Review readability | 1    | 12   | 9.74  | 1.02     |
|                    | Review wordiness   | 8    | 94   | 69.80 | 2.11     |
|                    | Review emotions    | 0    | 1.0  | 0.79  | 0.24     |
|                    | Service quality    | 1    | 5    | 4.59  | 1.26     |
|                    | Service popularity | 3    | 412  | 308.11| 3.41     |
| Modifying variable | Disease type       | 0    | 1    | 0.462 | 0.19     |
| Control variables  | Review age         | 0    | 1826 | 1682  | 91.23    |
|                    | Physician title    | 0    | 1    | 0.89  | 0.23     |
|                    | Physician education| 0    | 1    | 0.86  | 0.29     |
|                    | Physician graduation| 0    | 26   | 4.70  | 0.62     |
|                    | Physician experience| 0    | 25   | 4.10  | 0.54     |
signals ($\beta$) find support for these findings are in line with earlier research [51]. We surprise and negative emotions (including anger, disgust, when both positive (including joy, sadness, trust, except 

Furthermore, the results for the control variables are equally to the perceived RH for different disease conditions.

Table 3: Heteroscedastic compatible results of hypotheses testing.

| Constructs                      | B     | Std. error | p value | t value |
|---------------------------------|-------|------------|---------|---------|
| (Constant)                      | 1.993 | 0.071      | 0.006** | 30.401  |
| Age                             | 0.010 | 0.015      | 0.016*  | 0.041   |
| Title                           | 0.036 | 0.025      | 0.002** | 0.087   |
| Education                       | 0.465 | 0.970      | 0.000***| 1.432   |
| Graduation                      | 0.150 | 0.533      | 0.312   | 1.196   |
| Experience                      | 0.028 | 0.078      | 0.007** | 0.125   |
| Readability                      | 0.174 | 0.006      | 0.043*  | 3.423   |
| Wordiness                       | 0.320 | 0.041      | 0.030*  | 2.732   |
| Emotions                        | 0.013 | 0.001      | 0.000***| 1.230   |
| Quality                         | 0.125 | 0.015      | 0.045*  | 1.014   |
| Popularity                      | 0.232 | 0.033      | 0.004** | 2.006   |
| Disease type                    | 0.024 | 0.041      | 0.012** | 0.013   |
| Readability × disease type      | 0.028 | 0.010      | 0.366   | 0.750   |
| Wordiness × disease type        | 0.018 | 0.009      | 0.038*  | 0.900   |
| Emotion × disease type          | 0.040 | 0.004      | 0.256   | 0.430   |
| Quality × disease type          | 0.080 | 0.019      | 0.036*  | 0.548   |
| Popularity × disease type       | 0.053 | 0.010      | 0.030*  | 0.430   |
| Efron’s $R^2$                   | 0.084 | Log-likelihood | $-2745.618$ |
| Likelihood ratio                | 429.631 | $p \leq 0.001$, df = 8 |

Note: *$p < 0.05$, **$p < 0.01$, ***$p < 0.001$.

significant positive coefficient for emotions ($\beta = 0.013$, $p < 0.001$) demonstrates that the association will be stronger when both positive (including joy, sadness, trust, except surprise) and negative emotions (including anger, disgust, fear, except anticipation) are included in a review, accepting H3. These findings are in line with earlier research [51]. We find support for H4 when we looked at the service-related signals ($\beta = 0.125$, $p < 0.05$), emphasizing that when a POR focuses on the quality of service quality, its helpfulness value increases. These findings corroborate prior findings [14]. Moreover, we uncover evidence supporting H5, which hypothesizes a considerable association between service popularity and RH. In particular, the statistically significant positive coefficient of service popularity ($\beta = 0.232$, $p < 0.01$) demonstrates that there is a positive association between the number of reviews and helpful votes obtained by the doctor. These findings are consistent with those of Zhang and Lin [40].

When it comes to the moderating effect of illness severity, the results show that they strongly support the use of interaction terms (Wordiness × Disease Type), (Quality × Disease Type) and (Popularity × Disease Type) as H7, H9, and H10, indicating that having more words in a review, as well as its quality and popularity of a physician service embedded in the review, has a more significant positive impact on how people think about the RH for serious diseases than for mild diseases. However, our findings do not provide support for H6 and H8. There is no evidence found to support the hypothesis that disease type moderates the influence of readability or emotion on the perceived RH. Readability and emotion both contribute equally to the perceived RH for different disease conditions. Furthermore, the results for the control variables are consistent with earlier findings [28]. The coefficient ($\beta$) for age, title, education, and experience is significant for both disease conditions.

To maximize the practical value of our research, we used a text mining strategy to estimate the efficacy and performance of our suggested multimethod model by taking into account all of the signals from a review and service at the same time. For the purpose of testing different classification models, the data mining software Weka 3.8.5 was employed. Based on the number of helpful votes received by a review, we classify our reviews as “helpful” and “not helpful” groups and employ strategies to develop the classification model detailed in Table 4. In particular, a review is considered helpful if it receives at least one vote. The model estimation is performed using the training data and the model is validated using the holdout sample to see if the model is useful for physicians and to predict physician RH. This practice contributes to the avoidance of overfitting.

We classified PORs as helpful or not helpful based on review- and service-related attributes using well-known machine learning methods. The predictive models are built and 10-fold cross-validation is used to compare the accuracy of the predictive models across all experiments. The hybrid set of review- and service-related features (combination of readability, wordiness, emotions, quality, and popularity) is used to train four different learning algorithms. The results of experiments using a hybrid set of features are summarized in Table 4.

Using a hybrid set of features to predict physician RH, PORs dataset delivers 73.10% accuracy and 73.14% f-measure with SVM classifier. Next, using a hybrid set of review- and service-related features, the PORs dataset outputs 75.22% accuracy and 75.11% f-measure with the LR classifier, 81.13% accuracy and 81.15% f-measure with the RF, and 91.12% accuracy and 91.63% with GBDT classifier. The experimental results demonstrate that the overall performance of the model is rather promising, demonstrating the applicability of the suggested hybrid features in terms of accuracy and f-measure metrics for RH prediction. The proposed hybrid features model developed by this study clearly outperforms the other models, successfully classifying 91.12% of all cases correctly. A series of experiments are carried out with the machine learning classifier because it demonstrated the best performance compared to the models analyzed in the previous studies [16, 31, 40]. All of the evaluation parameters indicate that our suggested model performs well in terms of predicting physician RH.

6. Discussion

PRWs offer patients a place to talk about their healthcare experiences or write reviews online [80]. On social media networks, patients post thousands of reviews and remarks about their experiences, making it difficult to discern which reviews are useful and which are not. Therefore, it is vital to investigate characteristics and establish a study technique for implicitly classifying helpful reviews rapidly and reliably. For
this study, we collected a vast number of PORs from Healthgrades.com. A further investigation was carried out into the impact of three review- and two service-related signals on perceived RH. Both the review- and service-related signals on PRWs significantly influence perceived RH, in line with previous studies [10, 13, 23]. Inspired by earlier studies [25, 28], we examined the moderating influence of disease type in the connection between review- or service-related signals and RH. The impact of wordiness, quality, and popularity on the perception of RH is moderated by the disease type. Moreover, we used data mining approaches to construct multiple classification models for the assessment of RH. The results indicate that our proposed model performs exceptionally well at classifying and predicting physician RH.

The findings show that our proposed model for review- and service-related signals successfully influences perceived RH, which has various theoretical implications. From a theoretical point of view and to the best of our knowledge, this research is the first to explore the effects of review- and service-related signals on online physician RH.

By and large, these findings advance the state of the art in estimating helpfulness, which has historically concentrated on the local features of reviews [38, 47, 81]. The unique thing about our work is that we look at patient feedback in a wider user or service-related context, taking into account a broader set of determinants. Moreover, this study advances signaling theory by demonstrating that the signaling environment (disease type) has an effect on review- and service-related signals. The findings fill a gap in the existing knowledge by identifying the characteristics of the helpful POR across a wide range of disease conditions. The results revealed a significant moderating relationship between wordiness, quality, popularity, and perceived RH. The dichotomy between a review- or service-related signals and perceived RH is predicted to be interpreted by disease type. Our proposed model, which is predictive in nature, enables online healthcare providers to prioritize the most helpful reviews. Our research findings confirm the practical significance of the suggested approach by indicating the classification performance while predicting RH. Researchers also claim that this is the first attempt to use a multimethod approach including implicit and domain knowledge-based specialized emotion analysis methodologies to predict physician RH. This study demonstrates the critical relevance of RH as a future source of health informatics research.

The findings of this research have a number of implications in practice. For the designers of Internet health rating websites, our approach includes a recommendation mechanism that suggests useful reviews for patients on PRW. It is possible to automatically identify the wants and requirements of patients while they explore the PRWs by searching for high to low levels of physician expertise, top-rated physicians, verified physicians, and selecting doctors based on their star ratings. We anticipate that this intelligent recommendation system will result in more helpful physician reviews based on the readability, depth, specific emotions, service quality, and popularity-related attributes of the service. Recommendation systems like this would save patients time and money when they use PRWs to find helpful reviews for providers they were about to visit. For healthcare providers, administrators and patients are able to view the useful assessments of their healthcare services on health rating websites and online forums. Individuals are eager to search useful/helpful reviews that might assist them in determining the worth of healthcare services or choosing the best physician they want to visit. Furthermore, when reading a vast collection of reviews, patients and their caregivers frequently experience substantial cognitive processing costs. The contribution of this study provides the opportunity for healthcare practitioners and administrators to reduce the cognitive processing costs associated with PORs in order to improve their organization.

This study has certain limitations. First, it is quite challenging to choose an acceptable dataset for analyzing the determinants affecting online physician RH, given only a small percentage of reviews receive a helpful vote from reviewers. Although it is well-known and ranks among the highest-trafficked platforms in the U.S., other platforms that allow users to post reviews should also be taken into account. Second, future research could incorporate reviewers’ behavior and its effect on predicting physician RH. Finally, future studies into physician RH should use more advanced and efficient text mining algorithms, such as deep learning (Neural Networks).

**Data Availability**

The data used to support the findings of this study are available from the corresponding author upon request.

**Disclosure**

This manuscript is the revised extended version of our manuscript “Exploring the Impact of Review and Service-related Signals on Online Physician Review Helpfulness: A Multi-Methods Approach” published in Pacific Asia Conference on Information Systems (PACIS) 2020, conference proceedings. However, more than 80% new material has been added to the previous conference version.
Conflicts of Interest
The authors declare that there are no conflicts of interest.

Authors’ Contributions
Dr. Adnan Muhammad Shah contributed to investigation, formal analysis, writing, reviewing, and editing the manuscript. Dr. Wazir Muhammad contributed to data curation, reviewing, and editing, and supervision. Dr. KangYoon Lee contributed to funding acquisition, methodology, and allocation of resources. All authors have read and approved the final version of the manuscript.

Acknowledgments
This research was supported by the MSIT (Ministry of Science and ICT), Korea, under the ITRC (Information Technology Research Center) support program (IITP-2022–2017-0-01630) supervised by the IITP (Institute for Information & Communications Technology Promotion) and was supported by the National Research Foundation of Korea (NRF) grant funded by the Korean government (MSIT) (NRF-2019R1F1A1057663).

References
[1] A. Shah, X. B. Yan, and S. A. Shah, “Tracking patients healthcare experiences during the covid-19 outbreak: topic modeling and sentiment analysis of doctor reviews,” Journal of Engineering Research, vol. 9, no. 3A, 2021.
[2] F. Rothenfluh and P. J. Schulz, “Physician rating websites: what aspects are important to identify a good doctor, and are patients capable of assessing them? A mixed-methods approach including physicians’ and health care consumers’ perspectives,” Journal of Medical Internet Research, vol. 19, no. 5, p. e127, 2017.
[3] A. M. Shah, X. Yan, S. A. A. Shah, and G. Mamirkulova, “Mining patient opinion to evaluate the service quality in healthcare: a deep-learning approach,” Journal of Ambient Intelligence and Humanized Computing, vol. 11, no. 7, pp. 2925–2942, 2020.
[4] D. Alghazzawi, “A concept-level approach to the analysis of social media sentiments and online reviews,” Journal of Medical Internet Research, vol. 21, no. 4, Article ID e12521, 2019.
[5] A. M. Shah, X. Yan, S. J. Shah, and S. Khan, “Use of sentiment mining and online nmf for topic modeling through the analysis of patients online unstructured comments,” in Proceedings of the 6th International Conference for Smart Health (ICSH 2018), Wuhan, China, July, 2018.
[6] P. N. Schulz and F. Rothenfluh, “Influence of health literacy on effects of patient rating websites: survey study using a hypothetical situation and fictitious doctors,” Journal of Medical Internet Research, vol. 22, no. 4, Article ID e14134, 2020.
[7] A. M. Shah, W. Muhammad, K. Lee, and R. A. Naqvi, “Examining different factors in web-based patients’ decision-making process: systematic review on digital platforms for clinical decision support system,” International Journal of Environmental Research and Public Health, vol. 18, no. 21, Article ID 11226, 2021.
[8] N. Lu and H. Wu, “Exploring the impact of word-of-mouth about Physicians’ service quality on patient choice based on online health communities,” BMC Medical Informatics and Decision Making, vol. 16, no. 1, p. 151, 2016.
[9] A. M. Shah, X. Yan, S. Khan, W. Khurram, and Q. R. Khan, “A multi-modal approach to predict the strength of doctor-patient relationships,” Multimedia Tools and Applications, vol. 80, no. 15, Article ID 23207, 2021.
[10] A. M. Shah, X. Yan, S. J. Shah, and S. J. Shah, “Exploring the impact of review and service-related signals on online physician review helpfulness: a multi-methods approach,” in Proceedings of the Twenty-Fourth Pacific Asia Conference on Information Systems, Dubai, UAE, June, 2020.
[11] J. P. Singh, S. Irani, N. P. Rana, Y. K. Dwivedi, S. Saumya, and P. Kumar Roy, “Predicting the “helpfulness” of online consumer reviews,” Journal of Business Research, vol. 70, pp. 346–355, 2017.
[12] Y. H. Hu, K. Chen, and P. J. Lee, “The effect of user-controllable filters on the prediction of online hotel reviews,” Information & Management, vol. 54, no. 6, pp. 728–744, 2017.
[13] A. M. Shah, X. Y. Yan, S. J. Shah, and S. Khan, “Predicting the factors that influence helpfulness of online physician reviews,” in Proceedings of the 12th China Summer Workshop on Information Management, Qingdao, Shandong China, June, 2018.
[14] R. Filieri, F. McLeay, B. Tsui, and Z. Lin, “Consumer perceptions of information helpfulness and determinants of purchase intention in online consumer reviews of services,” Information & Management, vol. 55, no. 8, pp. 956–970, 2018.
[15] A. Qazi, K. B. Shah Syed, R. G. Raj, E. Cambria, M. Tahir, and D. Alghazzawi, “A concept-level approach to the analysis of online reviews,” Computers in Human Behavior, vol. 58, pp. 75–81, 2016.
[16] S. P. Esfandi, M. Ghasemaghaei, and K. Hassanein, “Which online reviews do consumers find most helpful? A multi-method investigation,” Decision Support Systems, vol. 113, pp. 32–42, 2018.
[17] B. Fang, Q. Ye, D. Kucukusta, and R. Law, “Analysis of the perceived value of online tourism reviews: influence of readability and review characteristics,” Tourism Management, vol. 52, pp. 498–506, 2016.
[18] N. Mauro, L. Ardissono, and G. Petrone, “User and item-aware estimation of review helpfulness,” Information Processing & Management, vol. 58, no. 1, Article ID 102434, 2021.
[19] M. S. I. Malik and A. Hussain, “Helpfulness of product reviews as a function of discrete positive and negative emotions,” Computers in Human Behavior, vol. 73, pp. 290–302, 2017.
[20] G. Ren and T. Hong, “Examining the relationship between specific negative emotions and the perceived helpfulness of online reviews,” Information Processing & Management, vol. 56, no. 4, pp. 1425–1438, 2019.
[21] H. Li, H. Liu, and Z. Zhang, “Online persuasion of review emotional intensity: a text mining analysis of restaurant reviews,” International Journal of Hospitality Management, vol. 89, Article ID 102558, 2020.
[22] A. Muhammad Shah and K. Lee, “The role of emotions intensity in helpfulness of online physician reviews,” Intelligent Automation & Soft Computing, vol. 31, no. 3, pp. 1719–1735, 2022.
[23] A. M. Shah, M. Ali, A. Qayyum et al., “Exploring the impact of linguistic signals transmission on patients’ health consultation choice: web mining of online reviews,” International Journal of Environmental Research and Public Health, vol. 18, no. 19, p. 9969, 2021.
[24] A. M. Shah, X. Yan, S. Tariq, and M. Ali, "What patients like or dislike in physicians: analyzing drivers of patient satisfaction and dissatisfaction using a digital topic modeling approach," *Information Processing & Management*, vol. 58, no. 3, Article ID 102516, 2021.

[25] J. Li, J. Tang, D. C. Yen, and X. Liu, "Disease risk and its moderating effect on the E-consultation market offline and online signals," *Information Technology & People*, vol. 32, no. 4, pp. 1065–1084, 2019.

[26] A. M. Shah, X. Yan, S. A. A. Shah, and R. Ullah, "Exploring important aspects of service quality while choosing a good doctor," *International Journal of Healthcare Information Systems and Informatics*, vol. 16, no. 4, pp. 1–23, 2021.

[27] E. Cambria, D. Olsher, and D. Rajagopal, "SenticiNet 3: a common and common-sense knowledge base for cognition-driven sentiment analysis," in *Proceedings of the Twenty-Eighth AAAI Conference on Artificial Intelligence*, Quebec, Canada, July 2014.

[28] A. M. Shah, X. Yan, S. A. A. Shah, S. J. Shah, and G. Mamirkulova, "Exploring the impact of online information signals in leveraging the economic returns of physicians," *Journal of Biomedical Informatics*, vol. 98, Article ID 103272, 2019.

[29] X. Cao, Y. Liu, Z. Zhu, J. Hu, and X. Chen, "Online selection of a physician by patients: empirical study from elaboration likelihood perspective," *Computers in Human Behavior*, vol. 73, pp. 403–412, 2017.

[30] S. Chen, X. Guo, T. Wu, and X. Ju, "Exploring the online doctor-patient interaction on patient satisfaction based on text mining and empirical analysis," *Information Processing & Management*, vol. 57, no. 5, Article ID 102253, 2020.

[31] P. J. Lee, Y. H. Hu, and K. T. Lu, "Assessing the helpfulness of online hotel reviews: a classification-based approach," *Telematics and Informatics*, vol. 35, no. 2, pp. 436–445, 2018.

[32] A. M. Shah, R. A. Naqvi, and O. R. Jeong, "Detecting topic and sentiment trends in physician rating websites: analysis of online reviews using 3-wave datasets," *International Journal of Environmental Research and Public Health*, vol. 18, no. 9, p. 4743, 2021.

[33] Q. Chen, J. Jin, and X. Yan, "Understanding online review behaviors of patients in online health communities: an expectation-disconfirmation perspective," *Information Technology & People*, 2021.

[34] A. M. Shah, R. A. Naqvi, and O. R. Jeong, "The impact of signals transmission on patients’ choice through E-consultation websites: an econometric analysis of secondary datasets," *International Journal of Environmental Research and Public Health*, vol. 18, no. 10, p. 5192, 2021.

[35] Y. Heng, Z. Gao, Y. Jiang, and X. Chen, "Exploring hidden factors behind online food shopping from amazon reviews: a topic mining approach," *Journal of Retailing and Consumer Services*, vol. 42, pp. 161–168, 2018.

[36] A. Y. K. Chua and S. Banerjee, "Helpfulness of user-generated reviews as a function of review sentiment, product type and information quality," *Computers in Human Behavior*, vol. 54, pp. 547–554, 2016.

[37] A. H. Huang, K. Chen, D. C. Yen, and T. P. Tran, "A study of factors that contribute to online review helpfulness," *Computers in Human Behavior*, vol. 48, pp. 17–27, 2015.

[38] S. M. Mudambi and D. Schuff, "Research note: what makes a helpful online review? A study of customer reviews on Amazon.com," *MIS Quarterly*, vol. 34, no. 1, pp. 185–200, 2010.

[39] M. Salehan and D. J. Kim, "Predicting the performance of online consumer reviews: a sentiment mining approach to big data analytics," *Decision Support Systems*, vol. 81, pp. 30–40, 2016.

[40] Y. Zhang and Z. Lin, "Predicting the helpfulness of online product reviews: a multilingual approach," *Electronic Commerce Research and Applications*, vol. 27, pp. 1–10, 2018.

[41] M. Lee, M. Jeong, and J. Lee, "Roles of negative emotions in customers’ perceived helpfulness of hotel reviews on a user-generated review website," *International Journal of Contemporary Hospitality Management*, vol. 29, no. 2, pp. 762–783, 2017.

[42] A. Felbermayr and A. Nanopoulos, "The role of emotions for the perceived usefulness in online customer reviews," *Journal of Interactive Marketing*, vol. 36, pp. 60–76, 2016.

[43] N. Alodadi and L. Zhou, "Predicting the helpfulness of online physician reviews," in *Proceedings of the 2016 IEEE International Conference on Healthcare Informatics* (ICHI), Chicago, IL, USA, October, 2016.

[44] H. Yang, X. Guo, and T. Wu, "Exploring the influence of the online physician service delivery process on patient satisfaction," *Decision Support Systems*, vol. 78, pp. 113–121, 2015.

[45] A. M. Spence, *Market signaling: informational transfer in hiring and related screening processes* (harvard economic studies), Harvard University Press, Cambridge, MA, USA, 1974.

[46] H. Li, Y. Fang, Y. Wang, K. H. Lim, and L. Liang, "Are all signals equal? Investigating the differential effects of online signals on the sales performance of E-marketplace sellers," *Information Technology & People*, vol. 28, no. 3, pp. 699–723, 2015.

[47] M. Siering, J. Muntermann, and B. Rajagopalan, "Explaining and predicting online review helpfulness: the role of content and reviewer-related signals," *Decision Support Systems*, vol. 108, pp. 1–12, 2018.

[48] B. L. Connelly, S. T. Certo, R. D. Ireland, and C. R. Reutzel, "Signaling theory: a review and assessment," *Journal of Management*, vol. 37, no. 1, pp. 39–67, 2011.

[49] A. Ghose and P. G. Ipeirotis, "Estimating the helpfulness and economic impact of product reviews: mining text and reviewer characteristics," *IEEE Transactions on Knowledge and Data Engineering*, vol. 23, no. 10, pp. 1498–1512, 2011.

[50] Z. Liu and S. Park, "What makes a useful online review? Implication for travel product websites," *Tourism Management*, vol. 47, pp. 140–151, 2015.

[51] X. Wang, L. Tang, and E. Kim, "More than words: do emotional content and linguistic style matching matter on restaurant review helpfulness?" *International Journal of Hospitality Management*, vol. 77, pp. 438–447, 2019.

[52] S. N. Ahmad and M. Laroche, "How do expressed emotions affect the helpfulness of a product review? Evidence from reviews using latent semantic analysis," *International Journal of Electronic Commerce*, vol. 20, no. 1, pp. 76–111, 2015.

[53] A. M. Shah, X. Yan, A. Qayyum, R. A. Naqvi, and S. J. Shah, "Mining topic and sentiment dynamics in physician rating websites during the early wave of the covid-19 pandemic: machine learning approach," *International Journal of Medical Informatics*, vol. 149, Article ID 104434, 2021.

[54] G. Craciun, W. Zhou, and Z. Shan, "Discrete emotions effects on electronic word-of-mouth helpfulness: the moderating role of reviewer gender and contextual emotional tone," *Decision Support Systems*, vol. 130, Article ID 113226, 2020.

[55] Y. Liu and H.-f. Hu, "Online review helpfulness: the moderating effects of review comprehensiveness," *International Journal of Contemporary Hospitality Management*, vol. 33, no. 2, pp. 534–556, 2021.

[56] H. Wu and N. Lu, "How your colleagues’ reputation impact your patients’ odds of posting experiences: evidence from an
online health community,” *Electronic Commerce Research and Applications*, vol. 16, pp. 7–17, 2016.

[57] G. Gao, B. N. Greenwood, B. N. Greenwood, R. Agarwal, and J. S. McCullough, "Vocal minority and silent majority: how do online ratings reflect population perceptions of quality?" *MIS Quarterly*, vol. 39, no. 3, pp. 565–589, 2015.

[58] H. Yang, H. S. Du, and W. Shang, "Understanding the influence of professional status and service feedback on patients’ doctor choice in online healthcare markets," *Internet Research*, vol. 31, no. 4, pp. 1236–1261, 2021.

[59] L. Chen, A. Rai, and X. Guo, "Physicians’ online popularity and price premiums for online health consultations: a combined signaling theory and online feedback mechanisms explanation," in *Proceedings of the 6th International Conference on Information Systems*, Fort Worth, TX, USA, December, 2015.

[60] H. Wu and N. Lu, “Service provision, pricing, and patient satisfaction in online health communities,” *International Journal of Medical Informatics*, vol. 110, pp. 77–89, 2018.

[61] Cdc, "Deaths and Mortality," 2017, https://www.cdc.gov/nchs/data/hus/2017/019.pdf.

[62] J. Wu, "Review popularity and review helpfulness: a model for user review effectiveness," *Decision Support Systems*, vol. 97, pp. 92–103, 2017.

[63] S. Lee, S. Lee, and H. Baek, “Does the dispersion of online review ratings affect review helpfulness?” *Computers in Human Behavior*, vol. 117, Article ID 106670, 2021.

[64] B. Gao, N. Hu, and I. Bose, "Follow the herd or be myself? An analysis of consistency in behavior of reviewers and helpfulness of their reviews," *Decision Support Systems*, vol. 95, pp. 1–11, 2017.

[65] E. Cambria, “Affective computing and sentiment analysis,” *IEEE Intelligent Systems*, vol. 31, no. 2, pp. 102–107, 2016.

[66] L. A. Ramshaw and M. P. Marcus, "Text chunking using transformation-based learning," in *Natural Language Processing Using Very Large Corpora*, S. Armstrong, K. Church, P. Isabelle, S. Manzi, E. Tzoukermann, and D. Yarowsky, Eds., Springer, Dordrecht, Netherlands, 1999.

[67] E. Cambria, A. Hussain, T. Durrani, C. Havasi, C. Eckl, and J. Munro, "Sentic computing for patient centered applications," in *Proceedings of the 10th International Conference on Signal Processing*, Beijing, China, October, 2010.

[68] E. Cambria and A. Hussain, *Sentic Computing: A Common-Sense-Based Framework for Concept-Level Sentiment Analysis*, Springer, New York, NY, USA, 2015.

[69] D. Rajagopal, E. Cambria, D. Olsher, and K. Kwok, "A graph-based approach to commonsense concept extraction and semantic similarity detection," in *Proceedings of the 22nd International Conference on World Wide Web*, Rio de Janeiro, Brazil, May, 2013.

[70] E. Cambria, P. Gastaldo, F. Bisio, and R. Zunino, "An elm-based model for affective analogical reasoning," *Neurocomputing*, vol. 149, pp. 443–455, 2015.

[71] C. Ekstrand and T. E. Carpenter, “Using a Tobit regression model to analyse risk factors for foot-pad dermatitis in commercially grown broilers,” *Preventive Veterinary Medicine*, vol. 37, no. 1, pp. 219–228, 1998.

[72] D. N. Gujarati and D. C. Porter, *Basic Econometrics*, McGraw-Hill, New York, NY, USA, 2003.

[73] R. D. McKelvey and W. Zavoina, “A statistical model for the analysis of ordinal level dependent variables,” *Journal of Mathematical Sociology*, vol. 4, no. 1, pp. 103–120, 1975.

[74] J. M. Wooldridge, *Introductory Econometrics: A Modern Approach*, Nelson Education, Toronto, ON, Canada, 2016.

[75] K. Hendricks and A. Sorensen, "Information and the skewness of music sales," *Journal of Political Economy*, vol. 117, no. 2, pp. 324–369, 2009.

[76] V. Vapnik, *The Nature of Statistical Learning Theory*, Springer Science & Business Media, Berlin, Germany, 1999.

[77] H. Tin Kam, “Random decision forests,” in *Proceedings of the 3rd International Conference on Document Analysis and Recognition*, Montreal, QC, Canada, August, 1995.

[78] S. Calzavara, C. Lucchese, and G. Tolomei, "Adversarial training of gradient-boosted decision trees," in *Proceedings of the 28th ACM International Conference on Information and Knowledge Management*, Beijing, China, November, 2019.

[79] J. Hair, W. Black, B. Babin, and R. Anderson, *Multivariate Data Analysis: A Global Perspective*, Pearson Prentice Hall, Upper Saddle River, NJ, USA, 2010.

[80] A. M. Shah, X. Yan, S. Tariq, and S. Khan, “Listening to the patient voice: using a sentic computing model to evaluate physicians’ healthcare service quality for strategic planning in hospitals,” *Quality and Quantity*, vol. 55, no. 1, pp. 173–201, 2021.

[81] H. Hong, D. Xu, G. A. Wang, and W. Fan, "Understanding the determinants of online review helpfulness: a meta-analytic investigation," *Decision Support Systems*, vol. 102, pp. 1–11, 2017.