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Abstract

In the present work, we propose a novel lumped-parameter model for the description of the aortic valve dynamics, including elastic effects associated to the leaflets’ curvature. The introduction of a lumped-parameter model based on momentum balance entails an easier calibration of the parameter models, that are instead typically numerous in phenomenological-based models. This model is coupled with 3D Navier-Stokes equations describing the blood flow, where the valve surface is represented by a resistive method, and valve leaflets velocity is taken into consideration. The resulting reduced fluid-structure interaction problem has a computational cost that is comparable with the solution of a prescribed-motion fluid dynamics problem. A SUPG-PSPG stabilized finite element scheme is adopted for the discretization of the coupled problem, and the computational results show the suitability of the system in representing the leaflets motion, the blood flow in the ascending aorta, and the pressure jump across the leaflets.

1 Introduction

The main role of cardiac valves in the hemodynamics of the heart and proximal vessels is to prevent a reverse flow, but their shape and motion also help in reducing blood stagnation, improving the chamber washout, orienting the jets and affecting the coherent vortex structures of the flow. Because of the relevance of such components, many cardiac pathologies are directly related or at least entail valvular abnormal conditions, such as calcification, stenosis, regurgitation, and anatomical defects interesting the leaflets or the subvalvular apparatus.

For all these reasons, a computational model aiming at reproducing and analyzing cardiac hemodynamics requires to include valves geometry and dynamics. Different valve mechanical models have been proposed in the literature, focusing on different features of the leaflets tissue, but the discussion is still open about the accuracy of these models to represent their actual behavior, due to the difficulties of obtaining in vivo measurements. Some of the proposed models present a very detailed anatomy and physiology, including the inhomogeneities and the fibers in the leaflets [MPH+13, Mar15] or a mechanical coupling with the subvalvular apparatus and the proximal vessels, such as [KC90, RMK14, SCM+07, Bel69, MDA13] and many others. In order to use such rich models
to investigate hemodynamics, the solution of a three-dimensional fluid-structure interaction (FSI) problem is required. Several techniques have been employed to account for the valves motion in the blood pool and its coupling with hemodynamics, either in a boundary-fitting setting or from a Eulerian standpoint: the Arbitrary Lagrangian Eulerian framework [CLC04, JDS96, ESH14, BQCG17], the CUTFEM and XFEM methods [AFFL16, HLLZ15, BFT14, GWD10, MFGW10, MLLR15, GWD10, FYZ18, ZVF18], the immersed boundary [Peb72, GLMP09, Gri12, HKB14, WZK18, LLF10, YYKL18, YLS13, GSD10, BGS08, BGS10], and the fictitious domain approach [GTP97, vLAvdV06, DSG08, AGPT09, BHK11, KHS15, DHPB03, SDHBvdV04, MYWD07], or other methods such as chimera [GLSY05, MCE14, ZSJ09] and space-time finite elements [HH88, TS07, TTT18]. The common denominator of all these methods is that they require a full 3D (or at least 2D) representation of the valve geometry and of its mechanics solver, thus entailing a significantly increased computational cost with respect to imposed-displacement hemodynamics.

Aiming at providing reliable information on the valve dynamics with little computational overhead, lumped-parameter models have been introduced for valve dynamics. Most of these models, e.g. [KS06, BF10, RSA20a], typically represent the valve hemodynamical effects by means of a phenomenological relationship between the pressure jump across the leaflets and the flowrate passing through them. However, since the single parameters appearing in the equations do not have a precisely quantifiable physical meaning, the calibration of the model may be quite cumbersome and relatively highly dependent on the specific application of interest. Other works, on the other hand are derive their reduced model from a momentum balance at the leaflets. Up to the authors’ knowledge, this approach has been first adopted in [DP15], where the inertia and stiffness of the leaflets are neglected. In a more recent work [SZRM20], however, these properties are considered in a linear ordinary differential equation.

We introduce a novel lumped-parameter structure model for the aortic valve, with the aim of enriching the description of the valve dynamics while preserving a low computational effort. We derive our model from the balance of forces at the leaflet, relating the elasticity of the leaflets to its curvature. This approach allows to automatically account for the specific valve geometry and to relate it directly with the flow-induced forces to which the leaflets are subject.

Based on this mechanical model, a reduced 3D-0D fluid-structure interaction (FSI) system is introduced, modeling the interplay between the three-dimensional blood flow in the ascending aorta and the aortic valve dynamics. Blood dynamics is described by incompressible Navier-Stokes equations, and the hemodynamics effect of the valve’s kinematics are accounted for by the Resistive Immersed Implicit Surface method (RIIS) introduced in [FFDQ17]. This method, based on the Resistive Immersed Surface (RIS) method introduced in [FGM08] and applied to cardiac valves in [AHSG12], lays in the aforementioned immersed-boundary / fictitious-domain framework, and it consists in the addition of a penalty term to the fluid momentum equation. It is characterized by a fundamentally negligible computational overhead in CFD simulations, and its suitability for the description of hemodynamics effect of valves has been shown in the case of the aortic valve in [FFDQ17] and in a pathological condition involving the mitral valve in [FFV20].

The structure of the present work is the following. In Section 2 we introduce the FSI mathematical model, made of the novel lumped-parameter structural
model of the aortic valve, the blood flow equations including the RIIS representation of the leaflets, and the coupling between the two systems. The numerical approximation of the reduced FSI problem and the scheme for its solution are described in Section 3. Then, computational results are presented in Section 4, displaying the suitability of the presented model to describe the physical system of interest.

2 Mathematical models and methods

We introduce a reduced model representing the fluid-structure interaction system of blood flow in the aorta and the aortic valve leaflets. In Section 2.1, we introduce the fluid dynamics system, with the valve effects modeled by a resistive method [FFDQ17]. Then, a reduced structure model for valve dynamics is derived in Section 2.2, considering the external forces induced on the leaflets by the surrounding blood, and the FSI coupling is presented in Section 2.3.

2.1 Fluid model and RIIS method

We model blood as an incompressible, Newtonian fluid with uniform density $\rho$ and viscosity $\mu$, contained in the domain $\Omega$ represented in Fig. 1. The effects of the valve on the fluid dynamics are accounted for by the Resistive Immersed Implicit Surface (RIIS) method, introduced in [FFDQ17] and employed in [FFV+20] in a clinical context. This method, based on the Resistive Immersed Surface (RIS) approach proposed in [FGM08, AGPT09, AHSG12], consists in the introduction of an additional penalty term in the fluid momentum equation, thus weakly imposing the kinematic condition at the surface representing the valve.
According to the RISS method, the geometry of the moving valve \( \Gamma_t \) is represented as a surface immersed in the fluid domain \( \Omega \), implicitly described at each time \( t \) by a level-set function \( \varphi_t : \Omega \to \mathbb{R} \), as
\[
\Gamma_t = \{ x \in \Omega : \varphi_t(x) = 0 \}.
\]
The function \( \varphi_t \) is assumed to be a signed distance function, namely to fulfill \( |\nabla \varphi_t| = 1 \), for any \( t \). A smeared Dirac delta function \( \delta_{t,\varepsilon} : \Omega \to [0, +\infty) \) is then introduced, to approximate the Dirac distribution – rigorously, the codimension-1 Hausdorff measure – with support on the surface \( \Gamma_t \), as follows:
\[
\delta_{t,\varepsilon}(x) = \begin{cases} 
\frac{1 + \cos(\pi \varphi_t(x)/\varepsilon)}{2\varepsilon} & \text{if } |\varphi_t(x)| \leq \varepsilon, \\
0 & \text{if } |\varphi_t(x)| > \varepsilon,
\end{cases}
\]
where the half-thickness \( \varepsilon \) is the smoothing parameter.

In these settings, the velocity \( \mathbf{u} \) and pressure \( p \) of the blood satisfy the following formulation of the Navier-Stokes equations:
\[
\begin{aligned}
\partial_t \mathbf{u} + \rho \mathbf{u} \cdot \nabla \mathbf{u} &- \nabla \cdot \mathbf{\sigma} + R \frac{\mathbf{u} - \mathbf{u}_\Gamma}{\varepsilon} \delta_{t,\varepsilon} = 0 & \text{in } \Omega, \ t \in (0, T], \\
\nabla \cdot \mathbf{u} & = 0 & \text{in } \Omega, \ t \in (0, T], \\
\mathbf{u} & = 0 & \text{on } \Sigma_w, \ t \in (0, T], \\
\mathbf{\sigma} \mathbf{n} & = p_{in} \mathbf{n}, & \text{on } \Sigma_{in}, \ t \in (0, T], \\
\mathbf{\sigma} \mathbf{n} & = p_{out} \mathbf{n}, & \text{on } \Sigma_{out}, \ t \in (0, T], \\
\mathbf{u} & = 0 & \text{in } \Omega, \ t = 0,
\end{aligned}
\]
where \( \mathbf{\sigma} = 2\mu D(\mathbf{u}) - p I = \mu(\nabla \mathbf{u} + \nabla \mathbf{u}^T) - p I \) is the fluid stress tensor, \( R \) is the resistance of the RISS term – acting as a penalty parameter – and \( \mathbf{u}_\Gamma \) is the velocity of the valve, which constitutes a data for the fluid problem and will be discussed in the following sections. Regarding boundary conditions, \( p_{in}, p_{out} \) are the pressure values imposed at the inflow and outflow boundaries \( \Sigma_{in}, \Sigma_{out} \), respectively, while the boundary \( \Sigma_w \) represents the aortic wall.

2.2 Lumped-parameters mechanical model

![Figure 2: Schematic representation of a leaflet section and its motion.](image-url)
In order to provide the configuration and the velocity of the valve, represented by \( \varphi \) and \( \mathbf{u}_F \) in the fluid problem, a structural model would be required for the deformation of the surface \( \Gamma_t \). This section is devoted to the derivation of a reduced, lumped-parameters model realistically describing the main features of cardiac valve dynamics. The approach differs from the one proposed in [SZRM20] in that the elastic terms are related to the curvature of the leaflet, thus including additional geometrical information in the model.

Let \( \mathbf{d}_F : [0, T] \times \hat{\Gamma} \to \mathbb{R}^3 \) denote the displacement of the leaflet with respect to its reference configuration \( \Gamma_0 = \hat{\Gamma} \), namely we can represent the current configuration \( \Gamma_t \) as

\[
\Gamma_t = \{ \mathbf{x} \in \mathbb{R}^3 : \mathbf{x} = \mathbf{T}_t(\hat{\mathbf{x}}) = \hat{\mathbf{x}} + \mathbf{d}_F(t, \hat{\mathbf{x}}) \text{ for some } \hat{\mathbf{x}} \in \hat{\Gamma}, \}
\]

as schematically displayed in Fig. 2.

We assume that at each time \( t \), each point \( \mathbf{x} \in \Gamma_t \) of the leaflet is subject to an external force \( \mathbf{f}(t, \mathbf{x}) \) due to the surrounding fluid and to an elastic force related to the leaflet curvature \( H(\mathbf{x}) \), and that the valve motion can be affected by some damping effect. Regarding the curvature-induced elastic force, we assume that it acts only normally to the surface, similarly to what happens in free-surface tension. Moreover, since it is generally observed that the resting state of the aortic valve is its closed configuration, we impose this elastic force to vanish on \( \Gamma \).

In accordance to these assumptions, a local force balance can be formulated as follows:

\[
\rho_T \ddot{\mathbf{x}} + \rho_T \dot{\mathbf{x}} = \mathbf{f}(t, \mathbf{x}) - \gamma[H(\mathbf{x}) - \hat{H}(\hat{\mathbf{x}})] \mathbf{n}_F(\mathbf{x}),
\]

where \( \rho_T \) is the surface density of the valve, \( \beta \) is a damping coefficient, \( \gamma \) is an elasticity coefficient, and \( \mathbf{n}_F \) is the normal to the surface \( \Gamma_t \). The function \( \hat{H}(\hat{\mathbf{x}}) \) denotes the total curvature of the surface \( \hat{\Gamma} \) in the position \( \hat{\mathbf{x}} = \mathbf{T}_t^{-1}(\mathbf{x}) \) corresponding to \( \mathbf{x} \). For simplicity, and in accordance to the common practice for biological tissues, in the present work we consider the valve leaflets to have the same density as blood. Thus, \( \rho_T = 2\varepsilon \rho \), where \( \varepsilon \) denotes the semi-thickness of the leaflet: by RIIS representation, we have the following consistency formula

\[
\int_{\Gamma_t} \rho_T d\Gamma = \int_{\Omega} 2\varepsilon \rho_\delta \gamma \rho_{\varepsilon} d\Omega = \rho 2\varepsilon |\Gamma_t|.
\]

It is worth to point out that the parameter \( \rho_T \) can be tuned to different values – without loss of generality – in order to account for different inertial properties of the leaflets.

Aiming at reducing equation (2) to a 0D model, we assume that \( \mathbf{d}_F \) can be decomposed as

\[
\mathbf{d}_F(t, \hat{\mathbf{x}}) = c(t) \mathbf{g}(\hat{\mathbf{x}}),
\]

where \( \mathbf{g} : \hat{\Gamma} \to \mathbb{R}^3 \) is known, whilst \( c : [0, T] \to \mathbb{R} \) has to be modeled. In these settings, the local balance (2) can be re-written as

\[
[c(t) + \beta c(t)] \rho_T \mathbf{g}(\mathbf{T}_t^{-1}(\mathbf{x})) = \mathbf{f}(t, \mathbf{x}) - \gamma[H(\mathbf{x}) - \hat{H}(\mathbf{T}_t^{-1}(\mathbf{x}))] \mathbf{n}_F(\mathbf{x}).
\]

Taking the component along \( \mathbf{n}_F(\mathbf{x}) \) and integrating over \( \Gamma_t \), we obtain the following ordinary differential equation for \( c \):

\[
\ddot{c} + \beta \dot{c} = \int_{\Gamma_t} \mathbf{f}(t, \mathbf{x}) \cdot \mathbf{n}_F(\mathbf{x}) d\mathbf{x} - \gamma \int_{\Gamma_t} [H(\mathbf{x}) - \hat{H}(\mathbf{T}_t^{-1}(\mathbf{x}))] d\mathbf{x}
\]

\[
\int_{\Gamma_t} \rho_T \mathbf{g}(\mathbf{T}_t^{-1}(\mathbf{x})) \cdot \mathbf{n}_F(\mathbf{x}) d\mathbf{x}.
\]
This equation can be completed by proper initial conditions on \( c(0) \) and \( \dot{c}(0) \), depending on the application of interest.

### 2.3 Coupling of the fluid and structure models

The 3D fluid model described in Section 2.1 and the 0D valve model introduced in Section 2.2 can be coupled in a reduced FSI model. This consists in providing the fluid-to-valve stress distribution \( f \) appearing in equation (3) in terms of \( u, p \) and the RIIS-related quantities, and in reinterpretting the RIIS signed distance function \( \varphi_t \) and the leaflet velocity \( u_{\Gamma} \) appearing in (1) as functions of \( e \) and \( g \).

To this aim, we introduce some additional notation related to the representation of the immersed surface \( \Gamma_t \). Being \( \varphi_t \) a signed distance function, the domain \( \Omega_t \) can be partitioned into two regions

\[
\Omega_t^+ = \{ \mathbf{x} \in \Omega : \varphi_t(\mathbf{x}) \geq 0 \}, \quad \Omega_t^- = \{ \mathbf{x} \in \Omega : \varphi_t(\mathbf{x}) \leq 0 \},
\]

whose intersection is \( \Gamma_t \). Accordingly, any function \( f \) defined over \( \Omega_t \) can be decomposed as \( f = f^+ + f^- \), where \( f^\pm = f|_{\Omega_t^\pm} \). Moreover, the function \( \varphi_t \) allows to define \( \tilde{n}_\Gamma \) and \( \tilde{H} \), that are the extensions to the whole domain \( \Omega \) of the surface normal \( n_{\Gamma_t} \) and its curvature \( H \), respectively:

\[
\begin{align*}
\tilde{n}_\Gamma &= \frac{\nabla \varphi_t}{|\nabla \varphi_t|}, \\
\tilde{H} &= -\text{div} \tilde{n}_\Gamma = -\frac{\Delta \varphi_t}{|\nabla \varphi_t|} + \frac{\nabla^2 \varphi_t - \nabla \varphi_t \otimes \nabla \varphi_t}{|\nabla \varphi_t|^3}.
\end{align*}
\]

These quantities are actual extensions of the normal vector and curvature, since \( \tilde{n}_\Gamma|_{\Gamma_t} = n_{\Gamma_t}, \tilde{H}|_{\Gamma_t} = H \). We remark that \( \tilde{n}_\Gamma \) is such that it does not change its verse when passing through \( \Gamma_t \).

**Remark 1 (Normalization).** We point out that in the definitions (4), we did not make the common assumption that \( |\nabla \varphi_t| \equiv 1 \). Indeed, although such an assumption holds in the neighborhood of internal points of \( \Gamma_t \), its validity is broken near \( \partial \Gamma_t \), where \( \varphi_t \) is not continuous. Moreover, this definition of \( \tilde{n}_\Gamma \) ensures that the normal has unit magnitude also at the discrete level.

Regarding the function \( g \), which is defined only on \( \hat{\Gamma} \), we can define its extension to any location \( \mathbf{y} \in \Omega \) by taking the value assumed by \( g \) at the projection \( \hat{\mathbf{y}} \in \hat{\Gamma} \) of \( \mathbf{y} \) onto \( \hat{\Gamma} \). A similar extension can be defined also for \( \tilde{H} \).

The quantities defined above represent the geometric description of the valve leaflets: we now introduce its kinematics and dynamics.

Regarding the kinematic description of the surface represented in the RIIS fashion, a definition of the surface velocity \( u_{\Gamma_t} \) is required. For the purposes of the present section, resorting to the level-set properties of the function \( \varphi_t \) (cf. [OF01, FFDQ17]), we can define the leaflet velocity \( u_{\Gamma_t} \) as

\[
u_{\Gamma_t} = -\partial_t \varphi_t \frac{\nabla \varphi_t}{|\nabla \varphi_t|}.
\]

An operative and more concrete definition of \( u_{\Gamma_t} \) will be provided in the discrete settings, in Section 3.
The forces exerted by the fluid on the valve are related to the stress jump across \( \Gamma_t \), thus
\[
f = [\sigma n]_{\Gamma_t} = \sigma^+|_{\Gamma_t} n_{\Gamma} - \sigma^-|_{\Gamma_t} n_{\Gamma}.
\]
Considering the surface smearing introduced by the smooth Dirac delta \( \delta_{\Gamma_t} \) and the definitions \( (4) \), the integral term related to \( f \) that appears in \( (3) \) can be approximated as follows:
\[
\int_{\Gamma_t} f \cdot n_{\Gamma} \simeq \int_{\Omega} \left( \sigma \tilde{n}_{\Gamma} \cdot \tilde{n}_{\Gamma} \delta^+_{\Gamma_t,\varepsilon} - \sigma \tilde{n}_{\Gamma} \cdot \tilde{n}_{\Gamma} \delta^-_{\Gamma_t,\varepsilon} \right) \, .
\] (6)
Analogously, the other integrals of \( (3) \) can be approximated as follows:
\[
\int_{\Gamma_t} \rho (g \circ \bar{T}^{-1}) \cdot n_{\Gamma} \simeq \int_{\Omega} \rho \left( g \circ \bar{T}^{-1} \right) \cdot \tilde{n}_{\Gamma} \delta_{\Gamma_t,\varepsilon},
\]
\[
- \gamma \int_{\Gamma_t} \left( H - \tilde{H} \circ \bar{T}^{-1} \right) \delta_{\Gamma_t,\varepsilon},
\] (7)
with \( \tilde{H} \) denoting the RIS representation of the pulled-back curvature \( H \circ T^{-1} \).

Remark 2 (Pressure jump). Notice that, since \( |\tilde{n}_{\Gamma}| \equiv 1 \), if the strain component of the normal stress is assumed to be negligible w.r.t. the pressure term, the integral force in \( (6) \) gets down to
\[
\int_{\Gamma_t} f \cdot n_{\Gamma} \simeq \int_{\Omega} \left( p \delta^+_{\Gamma_t,\varepsilon} - p \delta^-_{\Gamma_t,\varepsilon} \right) \, ,
\]
in accordance with other reduced models, such as \( [KS06, BF^{+}10, SZRM20, DP15] \), which are based on the pressure jump across the valve.

The definitions and approximations presented in this section allow to exchange information between the 3D fluid model and the 0D structure model. The next section is devoted to the time and space discretization of the coupled model, and to devising a solution strategy.

3 Numerical approximation

In the present section, the space and time discretization of the coupled 3D-0D FSI model is presented. We introduce a uniform partition of the time interval \([0, T]\) with step-size \( \Delta t \) and nodes \( \{t^n\}_{n=0}^N \). Accordingly, the time-discrete counterparts of all quantities, evaluated at time \( t^n \), will be denoted by a superscript \( \cdot n \). For the space discretization, we introduce a hexahedral mesh \( T_h \) for the domain \( \Omega \), and the Finite Element (FE) space
\[
X_h^r = \left\{ v_h \in C^0(\Omega) : v_h|_{\Gamma} \in Q^r(T), \forall T \in T_h \right\},
\]
where \( Q^r \) denotes the space of polynomials of degree \( r \) w.r.t. each space coordinate. The velocity and pressure discrete spaces are thus defined as \( V_h^r = \{v_h \in [X_h^r]^3 : v_h = 0 \; \text{on} \; \Sigma_w \} \) and \( Q_h^r = X_h^r \).

For the approximation of the fluid problem \( (1) \), we adopt a semi-implicit BDF-FE scheme of order \( \sigma \) like the one presented in \( [FFDQ17] \), where the same polynomial degree \( r \) is considered for \( V_h^r \) and \( Q_h^r \), together with a SUPG-PSPG stabilization with VMS-inspired coefficients \( [FD15, BCC^{+}07] \).
The resulting numerical method reads as follows:

Given \( u_h^n, n = 0, \ldots, \sigma - 1 \), for each \( n = \sigma, \ldots, N \), find \( u_h^n, p_h^n \) such that

\[
\begin{align*}
&\left( \frac{\partial}{\partial t} u_h^n - u_h^{n, \text{BDF} \sigma} \right) + \nabla \cdot (u_h^n, v_h) + c(u_h^n, u_h^n, v_h) \\
&\quad + b(v_h, p_h^n) - b(u_h^n, q_h) + \sum_{T \in \mathcal{T}_h} (\tau_M^{n, \sigma} r_M^n(u_h^n, p_h^n), \rho u_h^{n, \sigma} \cdot \nabla v_h + \nabla q_h)_T \\
&\quad + \sum_{T \in \mathcal{T}_h} (\tau_C^{n, \sigma} r_C^n(u_h^n), \nabla \cdot v_h)_T = F(v_h)
\end{align*}
\]

for all \( v_h \in V_h, q_h \in Q_h \), where \((\cdot, \cdot)\) and \((\cdot, \cdot)_T\) denote the \( L^2 \) inner product over \( \Omega \) and a mesh element \( T \), respectively, \( \alpha_{\sigma}, u_h^{n, \text{BDF} \sigma} \) and the extrapolated velocity \( u_h^{n, \sigma} \) depend on the order \( \sigma \) of the BDF scheme \([FD15]\), the BDF quantities \( r_M^n, r_C^n, \tau_M^{n, \sigma}, \tau_C^{n, \sigma} \) are defined as

\[
\begin{align*}
r_M^n(u_h^n, p_h^n) &= \rho \frac{\partial u_h^n - u_h^{n, \text{BDF} \sigma}}{\Delta t} - \mu \Delta u_h^n + \rho u_h^{n, \sigma} \cdot \nabla u_h^n + \nabla p_h^n + \frac{R}{\varepsilon} \delta^n_\varepsilon(u_h^n - u_h^1), \\
r_C^n(u_h^n) &= \nabla \cdot u_h^n, \\
\tau_M^{n, \sigma} &= \left( \frac{\rho^2 \alpha_{\sigma}^2}{\Delta t^2} + \rho^2 u_h^{n, \sigma} \cdot \nabla u_h^{n, \sigma} + C_t \mu^2 G : G + \frac{R^2}{\varepsilon^2} (\delta^n_\varepsilon)^2 \right)^{-1/2}, \\
\tau_C^{n, \sigma} &= (\tau_M^{n, \sigma} \mathbf{g} \cdot \mathbf{g})^{-1},
\end{align*}
\]

and the variational forms are

\[
\begin{align*}
&\pi^n(u, v) = (\mu D(u), \nabla v) + \left( \frac{R}{\varepsilon} u \delta^n_\varepsilon, v \right), \\
b(v, q) = -(\text{div} v, q), \\
c(w, u, v) = (w \cdot \nabla u, v), \\
F(v) = \int_{\Sigma_{\text{in}}} p_{\text{in}} n \cdot v + \int_{\Sigma_{\text{out}}} p_{\text{out}} n \cdot v - \left( \frac{R}{\varepsilon} u_h^n \delta^n_\varepsilon, v \right).
\end{align*}
\]

The quantities \( G \) and \( \mathbf{g} \) appearing above are metric tensors, depending on the element map \( M_T : \hat{T} \to T \), for \( T \in \mathcal{T}_h \), mapping the reference element \( \hat{T} \) to the current one \( T \) \([TS03]\).

Regarding the geometric quantities describing the valve, we hinge upon a FE description, but we do not need all of them to actually belong to a FE space, since they are going to appear only inside of integrals. In particular, the distance function is approximated by \( \varphi^n_h \in X_h^n \) at each time \( t^n \) — with a polynomial degree \( s \geq 2 \) that is in general different from \( r \) — and \( \delta^n_{\varepsilon,h} \) is defined accordingly. It is worth to remark at this point that, in order for \( \delta^n_{\varepsilon,h} \) to be correctly resolved by the mesh, the half-thickness \( \varepsilon \) must be at least 1.5 times larger than \( h \) \([FFDQ17]\).

Denoting by \( \{ \psi_\ell \}_{\ell=1}^{N_h} \) the basis functions spanning \( X_h^n \), the distance function reads \( \varphi^n_h = \sum_{\ell=1}^{N_h} \varphi^n_\ell \psi_\ell \), and the leaflet’s extended normal and curvature are
then defined as follows:

\[
\tilde{n}_{\Gamma,h}^{n} = \frac{\sum_{\ell=1}^{N_s} \varphi_{\ell}^{n} \nabla \psi_{\ell}}{\sum_{\ell=1}^{N_s} \varphi_{\ell}^{n} \nabla \psi_{\ell}},
\]

\[
\tilde{H}_{\Gamma,h}^{n} = \text{div} \tilde{n}_{\Gamma,h}^{n},
\]

\[
= \frac{\sum_{\ell=1}^{N_s} \varphi_{\ell}^{n} \Delta \psi_{\ell}}{\sum_{\ell=1}^{N_s} \varphi_{\ell}^{n} \nabla \psi_{\ell}} - \frac{\sum_{\ell=1}^{N_s} \varphi_{\ell}^{n} \nabla^2 \psi_{\ell} : \left(\sum_{\ell=1}^{N_s} \varphi_{\ell}^{n} \nabla \psi_{\ell} \otimes \sum_{\ell=1}^{N_s} \varphi_{\ell}^{n} \nabla \psi_{\ell}\right)}{\sum_{\ell=1}^{N_s} \varphi_{\ell}^{n} \nabla \psi_{\ell}}^3,
\]

\[
\text{(9)}
\]

We point out that, since both these quantities appear in the valve model only inside integrals of the form (6)-(7), we can use directly the expressions (9), without the need of a projection onto a finite element space.

In order to represent the leaflet velocity at the discrete level, we exploit the fact that its displacement on time via the opening coefficient \(c(t)\). From a first-order approximation of (5), we introduce

\[
u_{\Gamma,h}^{n} = \frac{c^n - c^{n-1}}{\Delta t} \tilde{n}_{\Gamma,h}^{n}.
\]

Regarding the solution of the ODE equation (3) describing the valve dynamics, an explicit, fourth-order Runge-Kutta method. The fluid and structure models are then weakly coupled at each time-step, as described in the following scheme:

**Algorithm 1:** Solution scheme for the 3D-0D FSI model

Given \(u_{n}^{h}, p_{n}^{h}, c^n\) for \(n = 0, \ldots, \sigma - 1\), and computed the functions \(\varphi^n, \tilde{n}_h^n, H^n\) corresponding to the surface \(\Gamma^n\), for \(n = 0, \ldots, \sigma - 1\),

for \(n = \sigma\) to \(N\) do

\[\begin{align*}
\text{Compute the integrals that make up (3), in terms of} \quad & u_{n-1}^{h}, p_{n-1}^{h}, \Gamma_{n-1}^{-}, \varphi^{n-1}; \\
\text{Find} \ c^n \text{ by advancing the 0D equation (5) with a step of an explicit} \quad & \text{fourth-order Runge-Kutta method;} \\
\text{Create the immersed surface} \quad & \Gamma^n \text{ moving the previous configuration} \\
\text{by} \quad & d_1^n = (c^n - c^{n-1})g; \\
\text{Compute the new signed distance function} \quad & \varphi^n \text{ w.r.t.} \quad \Gamma^n \text{ and} \\
\text{assemble the normal and curvature fields} \quad & \tilde{n}_h^n \text{ and} \quad H^n; \\
\text{Compute the leaflet velocity} \quad & u_1^n = \frac{\varphi^n - \varphi^{n-1}}{\Delta t} \tilde{n}_h^n; \\
\text{Find} \ (u_h^n, p_h^n) \in V_h^n \times Q_h^n \text{ by solving the linear problem (8).}
\end{align*}\]

end

This solution scheme has been implemented within life\(x\) life\(x\), a high-performance parallel C++ library for the solution of multi-physics problems based on the deal.\(IIDeal\) finite element core deal.II.
4 Numerical simulations

We show the suitability of the proposed reduced 3D-0D FSI model in describing blood and valve dynamics in the ascending aorta. Both the geometry of the domain $\Omega$ and of the closed valve leaflets $\hat{\Gamma}$ are taken from Zygote \cite{Zyg14}, an accurate model of the physiological heart derived from scan acquisitions. A proper opening field $g$ has been introduced on the leaflets, so that the surface $\{x = \hat{x} + g(\hat{x}), \hat{x} \in \hat{\Gamma}\}$ represents the open valve configuration, with a maximum orifice area of 3 cm$^2$ laying the physiological range.

The domain is discretized by a hexahedral mesh of about 100K elements including artificial flow extensions at both inlet and outlet. The elements size range from 2 mm in the flow extensions to 0.5 mm in the Valsalva sinuses. Blood velocity and pressure are both discretized with $Q_1$ finite elements, and a BDF order of 1 is chosen. The other physical and numerical parameters of the system are reported in Table~\ref{tab:phys-num\par}

| $\rho$ | $\mu$ | $R$ | $\varepsilon$ | $\beta$ | $\gamma$ | $T_S$ | $\Delta t$ |
|--------|--------|-----|-------------|--------|--------|-------|-----------|
| 10^3   | 3.5 \times 10^{-3} | 10000 | 10^{-3} | 2 | 0.2 | 0.4 | 2 \times 10^{-4} |

Table 1: Physical and numerical parameters.

Regarding boundary conditions at the inlet and outlet sections of the domain we impose the time-dependent normal stresses $p_{\text{in}}(t)$, $p_{\text{out}}(t)$ displayed in Fig.~\ref{fig:press-bound} obtained from the lumped circulation presented in RSA\textsuperscript{+20a} \cite{RSA+20a, RSA+20b} after proper calibration in order to be consistent with physiological pressures as reported in Wiggers diagrams \cite{Wig23}. We focus on the opening phase, up to the inversion of the pressure jump at $t = 0.2s$.

![Figure 3: Pressure boundary conditions.](image-url)
4.1 Physiological valve opening

As we can see from Fig. 4, the opening valve dynamics is characterized by different phases:

i) The leaflets remain closed until a minimal transvalvular pressure jump of about 5 mmHg is developed.

ii) Then, they rapidly open up to their fully open position, in a timespan of 61 ms, in accordance with the measures of 76 $\pm$ 30 ms reported in [HHB+03].

iii) In most part of the systole the valve remains in its fully open configuration, while the pressure jump progressively decreases.

The evolution of the blood flow during this systolic ejection is reported in Fig. 5. In the early stages of the simulation, while the valve is closed, the whole pressure gradient is concentrated across the valve. Then, the opening of the valve is accompanied by a progressive development of the typical jet flow through the aortic orifice, and much smaller pressure differences can be appreciated.

In order to better appreciate the role of pressure in the valve dynamics, the bottom row of Fig. 5 shows the pressure distribution in the $\varepsilon$-neighborhood of the leaflet, that is in the region where the RIIS term is active. While the valve is closed, the whole pressure gradient develops within that region, showing the effectiveness of the RIIS method in providing an obstacle to the flow. Then, while the valve opens, the overall pressure jump between the two sides of the leaflets is relatively small, but non-negligible gradients are present inside the RIIS region: this localized inhomogeneity allows to develop a nonzero leaflet velocity $u_\Gamma$ while preserving the incompressibility constraint of Navier-Stokes continuity equation. Indeed, when the valve is fully open and not moving anymore, pressure is essentially constant in the leaflets volume.

4.2 Relevance of the leaflets velocity

As presented in Section 2.1, the RIIS method penalizes a no-slip condition, namely it imposes that the fluid velocity $u$ must equal the surface velocity $u_\Gamma$.
Figure 5: Velocity (above) and pressure distribution in the domain (center) and within the leaflets region (below) under physiological pressure conditions. Valve leaflets are colored in purple.
Figure 6: Quasi-static approach $u_T = 0$. Velocity (above) and pressure distribution in the domain (center) and within the leaflets region (below) under physiological pressure conditions. Valve leaflets are colored in purple.
in an \( \varepsilon \)-neighborhood of the immersed surface \( \Gamma \). Since in the previous works \[FFDQ17, FFV+20\] adopting the RIIS method a quasi-static approach was considered, namely \( \mathbf{u}_\Gamma = \mathbf{0} \) was set, we want to discuss the relevance of this velocity in the particular settings described in the previous section. In general, the reconstruction of \( \mathbf{u}_\Gamma \) may instead be more complex, possibly entailing numerical instabilities \[FFDQ17\]. On the other hand, in the present work the surface velocity is relatively directly derived from the opening coefficient, by expression (10).

In order to observe the effect of the quasi-static approach, a simulation in the same settings and boundary conditions of the previous section is run, the only difference being that \( \mathbf{u}_\Gamma = \mathbf{0} \). Resorting to Fig. 4, we can notice that the quasi-static approach entails a much slower opening phase. Moreover, comparing Fig. 6 with Fig. 5 we can notice that a higher pressure jump is developed at the early opening stages, and that a narrower and stronger jet develops in the aorta, non-negligibly impinging the wall in the upper portion of the domain. These results can be motivated by observing that, in order to attain \( \mathbf{u} = \mathbf{0} \) in the \( \varepsilon \)-neighborhood of \( \Gamma \), the continuous function \( \mathbf{u} \) must transition from the flow values to 0 in a surrounding boundary layer, that artificially enlarges the effective obstacle that the leaflets represent to the flow.

We can also compare our results with those of \[FFDQ17\], in terms of valve opening time. It can be noticed that a much faster opening is observed in that reference (11 ms). This difference is not only in the treatment of the surface velocity \( \mathbf{u}_\Gamma \), but also in the different valve model considered. We can then state that the model presented in this work represents an improvement in terms of physiological representation of the aortic valve opening.

5 Conclusions

In the present work, a novel reduced model has been introduced for the description of valve dynamics. Starting from a local force balance at the leaflets, considering both flow-induced stress and curvature-based elasticity, as well as damping effects, an ordinary differential equation was derived, governing the evolution of the valve’s opening coefficient. Based on this model, a reduced 3D-0D FSI system was proposed, exploiting the RIIS method both to assemble the forcing terms of the 0D valve model, and to account for the valve surface and motion in the blood flow description. This system was employed to simulate the systolic blood flow in the ascending aorta, focusing on the opening phase of the aortic valve. Moreover, a discussion on the relevance of the surface velocity \( \mathbf{u}_\Gamma \), without the need to resorting to complex reconstruction procedures. The comparison with a quasi-static approach as adopted from previous work showed how a proper description of the surface velocity (when available) can have a major impact on the overall dynamics of the system and on the estimation of the aortic jet, at least in some
specific settings.

In order to employ the proposed model in real applications and possibly the study of pathological conditions, different directions of further research may be undertaken. Since the focus of the present work was on the aortic valve’s opening, the investigation may be extended to the whole systole, including the closing stages. Moreover, a sensitivity analysis of the lumped-parameter model response and of the associated hemodynamics w.r.t. the 0D model parameters could help to examine different mechanical properties of the valve, thus opening the way to the study of valvular pathologies such as aortic stenosis or myocarditis-induced leaflet thickening.
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