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Abstract
We study high-resolution crime prediction and introduce a new generative model applicable to any spatiotemporal data with graph convolutional gated recurrent units (Graph-ConvGRU) and multivariate Gaussian distributions. We introduce a subdivision algorithm and create a graph representation to tackle the sparsity and complexity problem in high-resolution spatiotemporal data. By leveraging the flexible structure of graph representation, we model the spatial, temporal, and categorical relations of crime events and produce state vectors for each region. We create a multivariate probability distribution from the state vectors and train the distributions by minimizing the KL divergence between the generated and the actual distribution of the crime events. After creating the distributions, crime can be predicted in any resolution as the first time in the literature. In our experiments on real-life and synthetic datasets, our model obtains the best score with respect to the state-of-the-art models with statistically significant improvements. Hence, our model is not only generative but also precise. We also provide the source code of our algorithm for reproducibility.
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1 Introduction
Crimes are unlawful acts endangering public safety, leading to colossal life and economic losses if governments do not take the necessary precautions. Understanding the latent patterns of crimes in a geographical region of a city is highly important for preventing upcoming crimes events. With accurate and reliable crime prediction, the police force can be at the right place at the right time.

However, the problem of crime prediction is a highly complex and challenging task since it contains spatial, temporal, and categorical complexities with inherent interrelations [1–5]. In general, prior works on crime prediction can be classified in two main categories. The prior works in the first category [6–9] divide city area into a grid, where each cell contains the crime information for each crime category that happened in the past. The works in the second category [10–12] divide the city area into unordered regions and create a graph structure that captures the correlations among the regions with corresponding edge weights and node features. However, the regions in both of these approaches correspond to extremely wide sections of the cities. To the best of our knowledge, the minimum size of a region in grid-based methods has 4 km² area. For the graph-based approaches, the regions correspond to the districts of a city and the range of sizes changes from 2 to 35 km². Thus, assigning a probability value to such a broad area is not expedient and decreases the feasibility in real-life situations. Note that one can increase the number of regions to enhance the detailing. However, this leads to severe problems in both of these two approaches. For the grid-based approach, as the grid size increases, the complexity and sparsity exponentially grow. On the other hand, it is difficult to define a rule to add new regions to the graph in graph-based methods.

This paper introduces a probabilistic graph-based model called high-resolution crime forecaster (HRCF) that performs grid-based crime prediction to remedy these problems. We learn a multivariate probability distribution instead of assigning one probability value to each node in a graph and model the underlying dynamics of each region with the objective of minimizing the cross-entropy. We build our graph on
spatiotemporal data using a divide-and-conquer algorithm to up weight the minority class. The architecture contains graph convolutional neural networks as memory units, which capture the spatial and temporal correlations. In each time step, the model predicts multivariate Gaussian distributions for all the regions conditioned on the previous observations, allowing us to generate predictions for any resolutions. We demonstrate significant performance gains in real-life data through an extensive set of experiments compared to the state-of-the-art methods and show that our model is not only generative but also more precise.

1.1 Prior art and comparisons

Deep learning structures are extensively used in the signal processing literature to model crowd movements and provide high performance. For example, in [6], authors implemented deep learning based prediction model for spatiotemporal data (DeepST), where they model the crowd flow with the grid-based forecasting system. The authors of [8] adapted their work to predict crime distribution over the Los Angeles dataset and achieved high scores but with a very high computational cost. The authors of [9] designed multi-model units capturing spatial, temporal, and semantic information and producing predictions for each crime type for a 11 km × 11 km grid size, but the model performance decreases as the spatial resolution increases. Due to the high sparsity and complexity of grid-based approaches, graphical models are recently used [13,14] to remedy these problems. In crime prediction, [10] formed the graph structure by using independent Hawkes processes in each node and obtained edge weights and performed predictions for 50 regions in the Chicago crime dataset. Another study [11] implemented gated recurrent network with diffusion convolution modules following a multilayer perceptron (MLP). Recently, [12] have introduced a homophily-aware constraint on the loss function so that neighboring region nodes share similar crime patterns. Nevertheless, these works are not generative and work on the districts, which causes the complexity and sparsity problems. Our contributions are as follows:

- We introduce a subdivision algorithm to create a graph from grid-based spatiotemporal data to reduce detrimental effects of sparsity.
- We present a novel graphical architecture with multivariate Gaussian distributions to jointly train the micro- and macroprobabilities and model the actual data distribution.
- With the generative structure of our model, we produce highly accurate predictions even for high spatial resolution.
- We demonstrate significant performance gains through extensive set of experiments over real-life crime data.

2 Problem definition

Let $A = [\text{lat}_1, \text{lat}_2]$ and $B = [\text{lon}_1, \text{lon}_2]$ define the bounds of the city region that we divide into $I \times J$ disjointed cells, which creates the set of cells $M = \{m_{1,1}, \ldots, m_{i,j}, \ldots, m_{I,J}\}$. The cells contain the longitude, $a$, and latitude, $b$, information, which is given by $m_{i,j} = (a_i, b_j)$, and $a_i \in A$ and $b_j \in B$. For a given time window $T$, we also split $T$ into non-overlapping and consequent time slots $T = \{t_1, \ldots, t_K\}$. In addition, $L = \{c_1, \ldots, c_L\}$ represents the categories of crimes. Following these definitions of sets, we define appearance of a crime, $x$, with category $c_i$ that belongs to $m_{i,j}$ at time step $t_k$ as $x_{i,j,k}$. Next, we define an event matrix that shows all the events with category $c_i$ happened at $t_k$ in all cells as $X_{i,j,k} = \{x_{1,1,k}, \ldots, x_{1,1,k}, x_{I,2,k}, \ldots, x_{I,J,k}\} \in \mathbb{R}^{I \times J}$. We also define an event matrix representing any crime event regardless of the crime type that happened in all the cells at time $t_k$ as $X_k \in \mathbb{R}^{I \times J}$ by dropping the $l$ superscript.

Here, our primary goal is to predict the next event matrix representing any crime event given the previous event matrices with different categories. Thus, our goal is to learn the following mapping, $\{X_1, \ldots, X_L\} \xrightarrow{f(.)} \{X_{K+1}\}$. Even though we produce grid-based predictions, we use a graph-based approach to model the interrelations in the data, as shown in Sect. 3. Furthermore, our model is generic so that we can generate predictions even for high resolutions without retraining our model, i.e., $X_K$ can be $\mathbb{R}^{I' \times J'}$, where $I' \geq I$ and $J' \geq J$ so that we mitigate sparsity issues.

3 Methodology

3.1 Subdivision algorithm and graph representation

To observe the distribution of events in a region, we sum all the event matrices in a period with length $T$ to create the $Q$ matrix, $Q = \sum_{t=1}^{T} X_k$. An example $Q$ matrix is shown in the left side of Fig. 1. Observe that the number of cells that contain no events is the majority, i.e., 60.42% of the cells have zero event count. Our goal is to remedy this sparsity problem by introducing new regions that have equal or close event counts. As shown in Algorithm 1, our subdivision algorithm partitions the set $M$ into $N$ disjoint sets with the divide-and-conquer approach to create the region set $R = \{r_1, \ldots, r_N\}$, where each region contains arbitrary number of cells and $M = \cup r_i$ and $\cap r_i = \emptyset$. By this algorithm, all the resulting regions contain a total event count less than a threshold value, $\tau$. Our base condition is to have a region larger than 2 km × 2 km or a total event count less than the threshold value. With this algorithm we drop the percentage of the regions that have zero event count to 5.97%.
belongs happened in all the regions in this graph at time step \(t_k\). Let \(p(y_{i,k})\) be the probability density function governing this random variable. Our goal is to learn the conditional probability function \(p(y_{i,k} | z^l_{1,i}, \ldots, z^l_{N,i})\). We model this probability density function with a likelihood model, \(l(y_{i,k}; \theta(h_{i,k}))\), and parametrize it by the \(\theta(.)\) function. This underlying model is chosen as a multivariate Gaussian distribution (MGD) since MGD can readily model even complex functions while avoiding overfitting [15]. Here, \(\theta(.)\) corresponds to the mean vector and covariance matrix, \(\theta = (\mu, \Sigma)\), where \(\mu = [\mu_1, \mu_2]\), and \(\Sigma = \begin{bmatrix} v_1^2 & 0 \\ 0 & v_2^2 \end{bmatrix}\). Note that cross terms are selected 0 to alleviate overfitting.

In training, we could directly maximize the log-likelihood (MLE) where we put the locations of each crime event into the likelihood model, \(L = \sum_{i=1}^{N} \log(l(y_{i,k}; \theta(h_{i,k})))\), and sum all the log-likelihoods in each region. However, the MLE loss does not directly suffer from negative predictions, which, as we observe in our experiments, causes the model to get stuck on the local minima. Therefore, we minimize the Kullback–Leibler divergence [16], between the actual distribution and the likelihood model, which is equivalent to minimizing the cross-entropy \(L = -\sum_{i=1}^{N} \sum_{y \in \mathcal{Y}_{i,k}} p(y) l^*(y; \theta(h_{i,k}))\), where \(l^* = \log(l(.))\), but the term \(p(y)\) is still unknown and note that \(y\) contains continuous values. Recall that we quantize each region with the grid-based approach where each cell takes 1 if a crime happened, 0 otherwise. Hence, we can rewrite our loss as binary cross-entropy:

\[
L = -\frac{1}{IJ} \sum_{i=1}^{I} \sum_{y \in \mathcal{Y}_{i,k}} q_i l^* + (1 - q_i) \log(1 - l),
\]

where \(q(.)\) maps the longitude and latitude to the crime event value:

\[
q(y_1, y_2) = \begin{cases} 1, & \text{if an event is observed at } (y_1, y_2), \\ 0, & \text{otherwise}. \end{cases}
\]

The parameters of the model is optimized by minimizing (1) with the Adam optimizer using batches of training data.

### 3.3 High-resolution crime forecaster (HRCF)

A crime event correlates with abnormal events in nearby locations and an after-effect of a crime can trigger another crime in nearby areas. We use graph convolution to learn such relations due to its success in modeling spatiotemporal series [14]. The graph convolution is similar to the traditional 2D
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**Algorithm 1 Algorithm for Subdivision**

```plaintext
procedure DIVIDE_REGIONS(Q, \(r, c\))
Q* ← \(Q[0:1; c[0]: c[1]]\) \(\triangleright\) Select the subregion
if \(\sum(Q^*) < r\) OR \(Q^*\) shape \(< (2, 2)\) then
    return \([r, c]\) \(\triangleright\) base case
else
    I ← SPLIT_REGIONS(Q*[r, c]) \(\triangleright\) divide 4
    R ← [ ]
    for \(r, c \in I\) do
        \(R_{\text{new}} \leftarrow \text{DIVIDE_REGIONS}(Q^*, r, c)\)
        \(R \leftarrow \text{append}(R_{\text{new}})\)
    end for
    return R
end if
end procedure
```

![Image of Algorithm 1](image-url)
convolution. An image pixel is similar to a node in a graph, where the size of a filter in 2D convolution determines the number of neighbors. The 2D convolution takes the weighted average of pixel values of the central node along with its neighbors. Similarly, graph convolution takes the weighted average of the central node along with its unordered and variable size neighbors. Hence, each node uses the information coming from its neighbors. Therefore, we use convolution operations to propagate crime information at each node to the other nearby nodes. We assume that structurally similar nodes will show close behavior. Since graph convolutional networks allow parameter sharing across the nodes in the graph, we can capture the spatial dependencies for different patterns observed in other locations. To capture the temporal relations, we use graph convolutions with deep memory units [17]. Graph convolutional gated recurrent unit (GraphConvGRU) generalizes the convolutional gated recurrent unit (ConvGRU) model [18] to graphs by replacing the Euclidian 2D convolution ∗ by the graph convolution ∗

\[ i = \sigma(W_{zi} g(z_i) + W_{hi} g(h_{i-1})) \]
\[ r = \sigma(W_{zr} g(z_i) + W_{hr} g(h_{i-1})) \]
\[ \tilde{h} = \tanh(W_{zh} g(z_i) + W_{hh} g(r \odot h_{i-1})) \]
\[ h_i = i \odot \tilde{h} + (1 - i) \odot h_{i-1} \]

where \( W_{hi} \in \mathbb{R}^{K \times d_h \times d_h} \) and \( W_{zr} \in \mathbb{R}^{K \times d_z \times d_x} \) are the parameters that we learn. The hidden dimension, \( d_h \), the input dimension, \( d_z \), and \( K \) determine the number of parameters, which is independent of the number of nodes \( N \). The gates \( i \), \( r \), and \( h \) enable resetting and updating the stored information.

As show in Fig. 2, we stack Graph-ConvGRU units and use as an encoder to encode the input sequence. At each time slot \( t_k \), each unit takes the previous hidden state, \( h_{k-1} \), and input node feature, \( z_k \), to produce the next state \( h_k \). Note that we apply these operations for every node on the graph. Thus, in each time step, \( t_k \), we feed the Graph-ConvGRU unit at each layer with \( N \) different node features, \( z_{i,k} \), where the subscript \( i \) denotes the node index. Similarly, at each time step, \( t_k \), Graph-ConvGRU unit outputs the hidden state, \( h_{i,k} \), for each node. As given in the Sect. 2, \( z_{i,k} \in \mathbb{R}^L \) are the event vectors and \( h_{i,k} \in \mathbb{R}^{d_h} \) are the state vectors that parametrize the likelihood model, \( l(y_{1:k}; \theta(h_{i,k})) \). Each Graph-ConvGRU output, \( h_{i,k} \), passes to the MLP heads as shown in Fig. 2. Each MLP head is responsible for generating multivariate Gaussian parameters for each node, \( \mu_1 = \sigma(W_{\mu} h_{1,k} + b_{\mu}) \), \( \ldots \), \( \mu_N = \sigma(W_{\mu} h_{N,k} + b_{\mu}) \) and \( v_1 = \sigma(W_{v} h_{1,k} + b_{v}) \), \( \ldots \), \( v_N = \sigma(W_{v} h_{N,k} + b_{v}) \), where \( W_{\mu} \in \mathbb{R}^{d_h \times 2} \), \( W_{v} \in \mathbb{R}^{d_h \times 2} \) and \( b \) are the weights we learn, \( \sigma(.) \) is the sigmoid activation, and \( \mu_i = [\mu_{1,i}, \mu_{2,i}] \), \( v_i = [v_{1,i}, v_{2,i}] \) are the parameter vectors. Since the multivariate distribution is uncorrelated, we write the likelihood model as follows:

\[
l(y_{1}, y_{2} | \mu, \Sigma) = \frac{\exp \left( -\frac{1}{2} \left( \frac{(y_{1} - \mu_{1})^2}{\Sigma_{11}} + \frac{(y_{2} - \mu_{2})^2}{\Sigma_{22}} \right) \right)}{2\pi \left| \Sigma_{22} \right|^{\frac{1}{2}}},
\]

which allows us to generate likelihoods for any location under the distribution, as we show in the right side of Fig. 2.

4 Experiments

This section compares our model performance with the baseline models on real-life and synthetic datasets. We first describe the datasets and then the models, and finally, discuss the results.

4.1 Data description

4.1.1 Synthetic dataset

First, we form an AR(1) process to produce correlated event counts in each time step. Second, we create multiple multivariate Gaussian distributions belonging to 4 different categories, and each category has 10 different distributions. We randomly select the distributions centers between [0.2, 0.8] and set the distribution variance values from 0.02, 0.01, 0.005, 0.003. We sample the crime events, where the AR(1) process determines the total number of samples in each time step. Third, to create self- and cross-relations, we form 4 different temporal and categorical patterns and assign them to each distribution. At even time steps, distributions in the first category can generate events. Likewise, the distributions in the second category can generate at odd time steps. At time steps divisible by 4, the distributions in the third category can generate events, and the fourth category is the opposite of the third. Moreover, after the 10 time steps, we switch the behaviors of the categories, where the first category behaves like the second and vice versa. Hence, our data has both temporal, spatial, and categorical interrelationships. An example data is shown in Fig. 3a.
4.1.2 The Chicago crime dataset

We collect the Chicago crime data between 2015 and 2019 [19]. The working area has a longitude range of [41.60, 42.05] and a latitude range of [−87.9, −87.5], creating a rectangle with height 50km and width 33km. The rectangle is non-Euclidean due to the shape of the Earth, yet, we assume an Euclidean rectangle. We partition the region into $50 \times 33$ disjoint geographical regions yielding 1 km × 1 km size squares. As described in Sect. 2, we map crime events to each square region. In Fig. 3b, we show all the crimes on these squares as a heatmap without considering crime type, where the dense red color represents high event count. We also select the time resolution as 24 hours. Thus, our target is to predict the locations of the crime events regardless of their type in the partitioned regions for the next 24 hours. Moreover, we perform an exploratory data analysis 1 to investigate spatial, temporal, and categorical covariance. We filter the data by selecting crime types that forms the %90 percent of the crime data. We perform 4 experiments where each experiment consists of 1 year of data. We split the data into 10 months of training, 1 month of validation, and 1 month of testing in each experiment. We report the validation and test scores in Sect. 4.3.

4.2 HRCF configurations

For the subdivision algorithm, we select the threshold value as 1000 and minimum region size as 2 km × 2 km and obtain 203 regions, which is also the number of nodes in our graph. Our model uses 16 input features total, 8 features representing the crime counts for each crime type, 2 features for the locations of the nodes, and 6 features for the calendar features such as weekends and holidays. We set the Graph-ConvGRU layers as 3, where hidden dimensions of each layers are, 50, 20, 10, respectively. The $K$ value is 3 in each layer, and we set the bias flag “true” with the symmetric normalization. The number of layers in the MLP is 2, and the hidden layer contains 64 nodes. We set the input sequence length as 10 with a batch size of 5. For the training, we use a 0.003 learning rate, with an early stop tolerance of 5. Lastly, we use 0.001 as L2 regularization to regularize the model parameters.

4.3 Baseline models

We compare our algorithm with the well known sequential learning models: autoregressive integrated moving average (ARIMA), support vector regression (SVR), random forest (RF), Gaussian process regression (GPR) and ConvLSTM 1. Note that ARIMA, SVR, RF and GPR are regression models; however, we make classification whether a crime event happens or not. Thus, after we provide the regression output, we select a threshold value for classification. We select the threshold value that maximizes the difference between true positive rate (TPR) and false positive rate (FPR). Since ARIMA, SVR, and RF are only applicable to single time series, we create a separate model for each cell. For the ConvLSTM, SVR, GPR, and RF, we feed the previous 10 time step values of the target series as input features to be fair with the graph model.

4.4 Performance analysis and results

In Table 1, we show the validation and test scores of models for both real-life and synthetic datasets. We use the F1 metric, which measures the overall model performance of how pre-
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1 You can find all of our codes to perform analysis and experiments at https://github.com/sftekin/high-res-crime-forecasting.
Table 1 We show model’s validation and test scores on Chicago crime and synthetic dataset. Bold scores are the best. Date column shows the years the experiment belongs.

| Date | HRCF | ConvLSTM | ARIMA | RF | SVR | GPR |
|------|------|----------|-------|----|-----|-----|
|      | F1   | Acc      | F1    | Acc| F1  | Acc | F1  | Acc | F1  | Acc | F1  | Acc |
| 2015 | 0.724| 0.895    | 0.705 | 0.865| 0.708 | 0.866 | 0.700 | 0.860 | 0.701 | 0.872 | 0.695 | 0.868 |
| 2016 | 0.728| 0.891    | 0.714 | 0.864| 0.717 | 0.865 | 0.727 | 0.873 | 0.716 | 0.875 | 0.703 | 0.865 |
| 2017 | 0.731| 0.895    | 0.709 | 0.865| 0.716 | 0.868 | 0.713 | 0.865 | 0.718 | 0.879 | 0.703 | 0.869 |
| 2018 | 0.720| 0.894    | 0.704 | 0.868| 0.705 | 0.867 | 0.707 | 0.869 | 0.698 | 0.873 | 0.692 | 0.869 |

| Date | HRCF | ConvLSTM | ARIMA | RF | SVR | GPR |
|------|------|----------|-------|----|-----|-----|
|      | F1   | Acc      | F1    | Acc| F1  | Acc | F1  | Acc | F1  | Acc | F1  | Acc |
| 2015 | 0.723| 0.888    | 0.713 | 0.871| 0.705 | 0.863 | 0.718 | 0.874 | 0.709 | 0.876 | 0.694 | 0.867 |
| 2016 | 0.709| 0.881    | 0.698 | 0.863| 0.718 | 0.876 | 0.693 | 0.855 | 0.697 | 0.870 | 0.684 | 0.864 |
| 2017 | 0.708| 0.877    | 0.699 | 0.865| 0.686 | 0.853 | 0.697 | 0.862 | 0.697 | 0.872 | 0.686 | 0.866 |
| 2018 | 0.720| 0.884    | 0.708 | 0.870| 0.712 | 0.869 | 0.716 | 0.872 | 0.708 | 0.876 | 0.693 | 0.869 |

| Set  | HRCF | ConvLSTM | ARIMA | RF | SVR | GPR |
|------|------|----------|-------|----|-----|-----|
|      | F1   | Acc      | F1    | Acc| F1  | Acc | F1  | Acc | F1  | Acc | F1  | Acc |
| Val  | 0.484| 0.775    | 0.470 | 0.738| 0.344 | 0.611 | 0.387 | 0.677 | 0.341 | 0.784 | 0.300 | 0.660 |
| Test | 0.491| 0.781    | 0.475 | 0.742| 0.345 | 0.585 | 0.398 | 0.692 | 0.356 | 0.780 | 0.308 | 0.679 |

cise and sensitive a model is. We also present the accuracy of our models since it is essential in crime prediction. We observe that our model outperforms the baseline models up to 3.10% for both validation and test scores for both datasets. We perform a statistical significance test with a $p$-value of 0.05 comparing baseline results with the HRCF and observe that the HRCF performs significantly better in all metrics. HRCF is not only sensitive to crime events but also accurate. When we look at the score differences between years, we observe that HRCF is more adaptive to the changes in the dataset.

In the synthetic dataset results shown in Table 1, we expect to see higher performance from HRCF since we sampled the data from multiple Gaussian distributions. However, the performance of the GPR model is low, and GPR also assumes the data are coming from a Gaussian distribution. The reason is that the GPR model is not adaptive to temporal changes and can only capture the spatial covariates. From this perspective, we can say that HRCF behaves as a GPR model that can capture both spatial and temporal covariates.

In Fig. 3c, we show how the output of HRCF evolves between epochs. The model learns generic bounds of crime locations with the close score values on the high-crime-rate regions in the first epochs. Then the score values on the predictions start to distinguish in the 6th epoch. After the 12th epoch, the model makes a detailed forecast. We observe that model binarizes the output predictions, which means the probability distribution generates likelihoods close to 0 or 1. We expect this behavior since we use the BCE loss that makes negative predictions closer to 0 and positive predictions to 1. Furthermore, this causes the PDF to assign close values in responsible regions. To assess the generative property of our model on high resolution, we obtain predictions for a $100 \times 66$ resolution grid from the HRCF model trained on $50 \times 33$. We achieved 36.67 validation and 36.02 F1 scores on test sets, which are 4.77% relatively higher than the trained ConvLSTM model for the resolution of $100 \times 66$.

5 Conclusion

We studied the problem of high-resolution crime forecasting and introduced a novel generative graph neural network architecture, HRCF. Our new subdivision algorithm performs balanced sampling on the data to create representative regions. We built our graph according to formed regions, parameterized the problem using a likelihood model and obtained probability density functions belonging to each region. We evaluated HRCF on a real-world and synthetic datasets, and results showed that our model achieves statistically significant performance gains over the state-of-the-art baseline models. For the future work we plan to apply our model to any spatiotemporal data. We also provide the source code of our algorithm for reproducibility.
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