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Abstract—We introduce a holistic framework for the analysis, approximation and control of the trajectories of hybrid dynamical systems which display event-triggered discrete jumps in the continuous state. We begin by demonstrating how to explicitly represent the dynamics of this class of systems using a single piecewise-smooth vector field defined on a manifold, and then employ Filippov’s solution concept to describe the trajectories of the system. The resulting hybrid Filippov solutions greatly simplify the mathematical description of hybrid executions, providing a unifying solution concept with which to work. Extending previous efforts to regularize piecewise-smooth vector fields, we then introduce a parameterized family of smooth control systems whose trajectories are used to approximate the hybrid Filippov solution numerically. The two solution concepts are shown to agree in the limit, under mild regularity conditions.

I. INTRODUCTION

Hybrid dynamical systems are a natural abstraction for many physical and cyber-physical systems [1], [2]. Yet, despite extensive efforts to characterize the subtle interactions that arise between continuous and discrete dynamics [3], [4], [5], [1], the dynamical properties of hybrid systems are not adequately understood.

In this paper, we extend the geometric approach advocated in [6], and reduce a given hybrid system to a piecewise-smooth control system defined on a manifold. Applying Filippov’s convention [7] to this system, we characterize the trajectories of each hybrid system using a single differential inclusion. These hybrid Filippov solutions are not defined using discrete transitions, and thus are not subject to many of the theoretical challenges facing traditional constructions of hybrid executions. To illustrate this point, throughout the paper we will consider how our approach simplifies the mathematical description of Zeno executions [8], hybrid trajectories which undergo an infinite number of discrete transitions in a finite amount of time.

However, numerical tools for simulating, analyzing and controlling Filippov systems are far less developed than they are for smooth dynamical systems. Therefore, we build on the work of [9] and demonstrate how to approximate the hybrid Filippov solution using a parameterized family of smooth, stiff control systems defined on the relaxed topology from [10]. Under standard regularity assumptions, these relaxations are shown to recover the hybrid Filippov solution as the appropriate limit is taken. Our relaxations provide a foundation for controlling hybrid systems using standard numerical algorithms developed for smooth control systems [11], [12]. Proofs of claims made in the paper can be found in [13], where numerous examples are explored and a thorough literature review is provided.

II. MATHEMATICAL NOTATION

In this section we fix mathematical notation used throughout the paper. Given a set \( D \), \( \partial D \) is the boundary of \( D \) and \( int(D) \) is the interior of \( D \). For a topological space \( V \), we let \( B(V) \) denote all subsets of \( V \). Given a metric \( (X, d) \), we denote the ball of radius \( \delta \) centered at \( x \in X \) by \( B_\delta(x) \). The 2-norm is our metric of choice for finite-dimensional real spaces, unless otherwise noted. We use \( \Omega S \) to denote the convex closure of a set \( S \), which is a subset of some vector space \( V \). The disjoint union of a collection of sets \( \{D_j\}_{j \in J} \) is denoted \( \bigsqcup_{j \in J} D_j = \bigcup_{j \in J} D_j \times \{j\} \), which is endowed with the piecewise topology. Given \( x \in D_j \times \{j\} \), we will frequently abuse notation and simply write \( x \in D_j \) when context makes our meaning clear. Throughout the paper we use the term smooth to mean infinitely differentiable and it is understood that diffeomorphisms are smooth mappings.

We assume familiarity with the notions of topological manifolds and quotient spaces, and refer the reader to [13] or [14] if they are unfamiliar with these concepts. For a topological space \( S \) and a function \( f : A \to B \), where \( A, B \subset S \), we define \( \Lambda_f \) to be the smallest equivalence relation containing the set \( \{(a, b) \in S \times S : a \in f^{-1}(b)\} \), and denote the set of equivalence classes by \( \frac{S}{\Lambda_f} \). There is a natural quotient projection \( \pi : S \to \frac{S}{\Lambda_f} \), taking each \( s \in S \) to its equivalence class \( [s] \in \frac{S}{\Lambda_f} \) and we endow \( \frac{S}{\Lambda_f} \) with the quotient topology. Given a smooth manifold \( M \) and compact set of allowable inputs \( U \subset \mathbb{R}^n \), we say that a function \( F : \mathcal{M} \times U \to T \mathcal{M} \) is a vector field on \( \mathcal{M} \) if, for each \( X \in \mathcal{M} \) and \( u \in U \), \( F(X, u) \in T_X \mathcal{M} \). Throughout the paper, we will consider input signals in the space of piecewise-continuous controls, which will be denoted \( PC([0, T], U) \). Given a vector field defined on \( \mathbb{R}^n \), we will frequently abuse notation and say \( f : \mathbb{R}^n \times U \to \mathbb{R}^n \) when we should write \( f : \mathbb{R}^n \times U \to T \mathbb{R}^n \).

III. FILIPPOV SOLUTIONS

We now introduce Filippov’s solution concept [7] for differential equations with discontinuous right-hand sides. In
the sequel we will use these solutions to locally describe the dynamics of our class of hybrid systems. Throughout the paper, we will primarily focus on the existence and uniqueness of solutions. However, given our construction of the hybrid Filippov solution, it is straightforward to apply any known property of Filippov’s solution concept to our class of hybrid systems.

To simplify exposition, throughout the majority of the paper we will restrict our attention to hybrid trajectories that can be locally described using a bimodal discontinuous vector field $f : \mathbb{R}^n \times U \to \mathbb{R}^n$ of the form

$$f(x, u) = \begin{cases} f_1(x, u) & \text{if } x \in D_1, \\ f_2(x, u) & \text{if } x \in D_2, \end{cases}$$

(1)

where, given a smooth, regular function $g : \mathbb{R}^n \to \mathbb{R}$, we put $D_1 = \{ x \in \mathbb{R}^n : g(x) < 0 \}$ and $D_2 = \{ x \in \mathbb{R}^n : g(x) > 0 \}$, and for $i \in \{ 1, 2 \}$ we require $f_i : \mathbb{R}^n \times U \to \mathbb{R}^n$ to be smooth and globally Lipschitz continuous. Note that the discontinuity set for $f$ is confined to the surface $\Sigma := \{ x \in \mathbb{R}^n : g(x) = 0 \}$. In Section VIII and in [13] we consider several examples of hybrid models whose dynamics can be locally represented by piecewise-smooth vector fields with multiple, overlapping surfaces of discontinuity.

The Filippov Regularization of a general discontinuous vector field $f : \mathbb{R}^n \times U \to \mathbb{R}^n$ is the set-valued map $F[f] : \mathbb{R}^n \times U \to \mathcal{B}(\mathbb{R}^n)$ defined by

$$F[f](x, u) = \bigcap_{\delta > 0} \bigcap_{\mu(S) = 0} \text{co}(B^\delta(x), S, u),$$

(2)

where $\bigcap_{\mu(S) = 0}$ denotes the intersection over all sets of zero measure in the sense of Lebesgue. We say that a Filippov solution for the differential equation $\dot{x}(t) = f(x(t), u(t))$ given initial data $x_0 \in D$ and control $u \in PC([0, T], U)$ is an absolutely continuous curve $x : [0, T] \to \mathbb{R}^n$ such that $x(0) = x_0$ and $\dot{x}(t) \in F[f](x(t), u(t))$ a.e. $t \in [0, T]$.

We next consider the existence and uniqueness of Filippov solutions for the piecewise-smooth vector field $f$. Lemmas 1 and 2 are adapted from results in [7, Chapter 2], and we discuss how to obtain these particular results in [13].

**Lemma 1:** Consider the discontinuous system (1). For each $(x_0, u) \in \mathbb{R}^n \times PC([0, T], U)$ there exists a Filippov solution $x : [0, T] \to \mathbb{R}^n$ for the differential equation $\dot{x}(t) = f(x(t), u(t))$.

That is, Filippov solutions for the discontinuous system (1) exist on bounded time intervals. The following is a sufficient condition for the uniqueness of Filippov solutions corresponding to (1).

**Assumption 1:** Consider the discontinuous system (1). For each $(x_0, u) \in \Sigma \times U$ either $\nabla g(x) \cdot f_1(x, u) > 0$ or $\nabla g(x) \cdot f_2(x, u) < 0$.

Assumption 1 rules out a number of pathological cases where trajectories skim the surface of discontinuity at points where $f_1(x, u)$ and $f_2(x, u)$ are both tangent to $\Sigma$.

**Lemma 2:** Let Assumption 1 hold for the discontinuous system (1). Then for each $(x_0, u) \in \mathbb{R}^n \times PC([0, T], U)$ there is a unique Filippov solution $x : [0, T] \to \mathbb{R}^n$ for the differential equation $\dot{x}(t) = f(x(t), u(t))$.

In cases where $x \in \Sigma$, $\nabla g(x) \cdot f_1(x, u) > 0$ and $\nabla g(x) \cdot f_2(x, u) < 0$, Filippov’s convention allows us to equivalently describe the dynamics of the system using a sliding vector field defined on $\Sigma$ [7, Chapter 1].

**IV. RELAXED FILIPPOV SYSTEMS**

Teixeira has developed a framework for approximating the dynamics of autonomous, piecewise-smooth vector fields using a parameterized family of smooth, stiff vector fields (see e.g. [9]). Here, we generalize the approach to control systems of the form (1). In Section VII we will modify this approach to locally approximate the hybrid Filippov solution. The following class of functions will be used to regularize (1) near the surface of discontinuity.

**Definition 1:** We say that $\varphi \in C^\infty(\mathbb{R}, [0, 1])$ is a transition function if $i)$ $\varphi(a) = 0$ if $a \leq -1$, $ii)$ $\varphi(a) = 1$ if $a \geq 1$, and $iii)$ $\varphi$ is monotonically increasing on $(-1, 1)$.

For the rest of the section, we assume that a single transition function $\varphi$ has been chosen. We then define for each $\varepsilon > 0$ the function $\varphi^\varepsilon : \mathbb{R} \to \mathbb{R}$ by $\varphi^\varepsilon(x) = \frac{\varphi(x/\varepsilon)}{\varepsilon}$, and then define the $\varepsilon$-relaxation of (1) to be $f^\varepsilon : \mathbb{R}^n \times U \to \mathbb{R}^n$ where

$$f^\varepsilon(x, u) = (1 - \varphi^\varepsilon(x))f_1(x, u) + \varphi^\varepsilon(x)f_2(x, u).$$

(3)

The relaxation occurs by smoothing (1) along

$$\Sigma^\varepsilon := \{ x \in \mathbb{R}^n : -\varepsilon \leq g(x) \leq \varepsilon \}.$$

(4)

Indeed, note that $f^\varepsilon(x, u) = f_1(x, u)$ if $x \in D_1 \setminus \Sigma^\varepsilon$, $f^\varepsilon(x, u) = f_2(x, u)$ if $x \in D_2 \setminus \Sigma^\varepsilon$, and $f^\varepsilon(x, u)$ produces a convex combination of $f_1(x, u)$ and $f_2(x, u)$ if $x \in \Sigma^\varepsilon$.

**Lemma 3:** For each $\varepsilon > 0$, the relaxed vector field $f^\varepsilon$ is smooth.

The following two theorems characterize the behavior of the relaxed system as $\varepsilon \to 0$. In Section VII these results will be extended to our relaxed solution concept for hybrid systems.

**Theorem 1:** Let Assumption 1 hold for the discontinuous system (1). Fix $(x_0, u) \in \mathbb{R}^n \times PC([0, T], U)$ and let $x : [0, T] \to \mathbb{R}^n$ be the corresponding (unique) Filippov solution for (1), and for each $\varepsilon > 0$ let $x^\varepsilon : [0, T] \to \mathbb{R}^n$ be the corresponding solution to the relaxed system (3). Then $\exists C > 0$ and $\varepsilon_0 > 0$ such that for each $\varepsilon \leq \varepsilon_0$

$$\| x - x^\varepsilon \|_\infty \leq C \varepsilon.$$

(5)

The result is obtained by transforming the relaxed system into a singular perturbation problem (see e.g. [15, Chapter 6.3]), and applying standard convergence results from the literature. However, even when Assumption 1 is not satisfied, the solutions of the relaxed system still converge uniformly to a well-defined limit.

**Theorem 2:** Fix $(x_0, u) \in \mathbb{R}^n \times PC([0, T], U)$ and for each $\varepsilon > 0$ let $x^\varepsilon : [0, T] \to \mathbb{R}^n$ be the corresponding solution to the relaxed system (3). Then there exists an absolutely continuous curve $x^0 : [0, T] \to \mathbb{R}^n$ such that

$$\lim_{\varepsilon \to 0} \| x^\varepsilon - x^0 \|_\infty = 0.$$

(6)
V. HYBRID DYNAMICAL SYSTEMS

In this section we define our class of hybrid dynamical systems, discuss technical assumptions made throughout the paper, and introduce and characterize the topological spaces upon which we will define the hybrid Filippov solution and its relaxations.

A. Hybrid Dynamical Systems

Definition 2: A hybrid dynamical system is a seven-tuple

\[ \mathcal{H} = (\mathcal{J}, \Gamma, D, U, F, G, \mathcal{R}) \tag{7} \]

where:

- \( \mathcal{J} \) is a finite set indexing the discrete states of \( \mathcal{H} \);
- \( \Gamma \subset \mathcal{J} \times \mathcal{J} \) is the set of edges, forming a graphical structure over \( \mathcal{J} \), where edge \( e = (j, j') \in \Gamma \) corresponds to a transition from \( j \) to \( j' \);
- \( D = \{D_j\}_{j \in \mathcal{J}} \) is the set of domains, where \( D_j \subset \mathbb{R}^n \) is a smooth, connected \( n \)-manifold with boundary;
- \( U \subset \mathbb{R}^m \) is a compact set of allowable inputs;
- \( F = \{f_j\}_{j \in \mathcal{J}} \) is the set of vector fields, where each \( f_j : \mathbb{R}^n \times U \to \mathbb{R}^n \) defines the dynamics on \( D_j \);
- \( G = \{G_e\}_{e \in \Gamma} \) is the set of guards, where each \( G(j,j') \subset \partial D_j \) is a smooth, embedded \((n-1)\)-manifold;
- \( \mathcal{R} = \{R_{e,j,j'}\} \subset \Gamma \) is the set of reset maps, where \( R_{e,j,j'} : \mathbb{R}^n \to \mathbb{R}^n \) and \( R_{e,j,j'}(G(j,j')) \subset \partial D_{j'} \).

Before enumerating the technical assumptions we make throughout the paper, we provide a simple definition for the executions of a hybrid dynamical system that resembles most definitions in the literature, which we will use to highlight the features of the hybrid Filippov solution and its relaxations.

Definition 3: Let \( \mathcal{H} \) be a hybrid dynamical system and let \((x_0, u) \in D_{q_1} \times PC([0, T], U)\). Let \( \{q_k\}_{k=1}^N \) be a sequence of discrete states, where \( N \in \mathbb{N} \) is possibly infinite, let \( \{e_k\}_{k=1}^{N-1} \) be a sequence of edges where \( e_k = (q_k, q_{k+1}) \), let \( 0 = t_1 \leq t_2 \leq \cdots \leq t_N \leq t_{N+1} = T \), and let \( \{x_k\}_{k=1}^N \) where \( x_k : [t_k, t_{k+1}] \to D_{q_k} \) is absolutely continuous satisfy the following conditions:

\[
\begin{align*}
  x_1(0) &= x_0 \quad \tag{8} \\
  \dot{x}_k(t) &= f_{q_k}(x_k(t), u(t)), \quad \forall t \in [t_k, t_{k+1}] \quad \tag{9} \\
  x_k(t_{k+1}) &= G_{e_k} \tag{10} \\
  x_{k+1}(t_{k+1}) &= R_{e_k}(x_k(t_{k+1})). \quad \tag{11}
\end{align*}
\]

Then we say that \( x : [0, T] \to \bigsqcup_{j \in \mathcal{J}} D_j \) where

\[ x(t) = x_k(t) \times \{q_k\}, \quad \forall t \in [t_k, t_{k+1}] \tag{12} \]

is a hybrid execution corresponding to \((x_0, u)\).

Note that we have defined a hybrid execution to be multi-valued at the transition times \( \{t_k\}_{k=2}^N \). We say that a hybrid execution is Zeno if \( N = \infty \). A hybrid execution which is Zeno is depicted in Figure 1. The following assumption guarantees the existence and uniqueness of solutions to the ordinary differential equations defined on each continuous domain.

Assumption 2: For each \( j \in \mathcal{J} \), the vector field \( f_j \) is smooth and Lipschitz continuous.

The hybrid Filippov solution will be defined on the hybrid quotient space or hybridfold from [6], and its relaxations will be defined on the relaxed version of this topology from [10]. We introduce these important concepts in Sections V-B and V-D but first make assumptions which will ensure that these spaces are sufficiently regular, and also simplify the initial introduction of our framework. We first make a strong assumption about the geometry of guard sets and their images under reset maps.

Assumption 3: For each \( e = (j, j') \in \Gamma \), \( G_e \) and \( R_{e,j,j'} \) are subsets of \((n-1)\)-dimensional hyperplanes. Specifically, there exists unit vectors \( \hat{g}_e, \hat{r}_e \in \mathbb{R}^n \) and scalars \( c_e, d_e \) such that \( G_e \subset G_{\hat{e}} \) and \( R_{e,j,j'} \subset R_{\hat{e},j,j'} \) define the transitions for each \( G_e \) and \( R_{e,j,j'} \), where

1. \( \hat{G}_e : = \{x \in \mathbb{R}^n : \hat{g}_e^T x - c_e = 0\} \), and
2. \( \hat{R}_{e,j,j'} : = \{x \in \mathbb{R}^n : \hat{r}_e^T x - d_e = 0\} \).

Furthermore, \( g_e(x) < 0 \) for each \( x \in D_{\hat{e}} \setminus G_{\hat{e}} \), and \( r_{e,j,j'}(x) > 0 \) for each \( x \in D_{\hat{e}} \setminus R_{\hat{e},j,j'} \).

In Sections V-C and V-D we will demonstrate how to explicitly construct a collection of coordinate charts for the hybrid quotient space and its relaxations, and our approach will rely on this assumption. In practice, we have found that it is often possible to get around this assumption by adding auxiliary continuous states to the hybrid system, or by simply choosing a coordinate system in which the assumption is satisfied. This point is illustrated by our examples in [13].

The following assumption is crucial for ensuring that the hybrid quotient space and its relaxations are smooth manifolds (see [6, Theorem 1] or [16, Theorem 3]).

Assumption 4: For each \( e \in \Gamma \) the map \( R_e \) is a diffeomorphism. Furthermore, \( \nabla R_e \) and \( \nabla R_e^{-1} \) are both globally Lipschitz continuous.

Requiring the invertibility of each reset map is a strong technical assumption. A number of application domains,

\[ \text{Since each continuous domain is assumed to be a } n \text{-dimensional manifold with boundary in Definition 3 for each } e \in \Gamma \text{ there must exist a collection of boundary charts covering } G_e \text{ and } R_{e,j,j'} \text{. Moreover, in coordinates both of these sets will be defined locally by } \{(x_1, \ldots, x_n) \in \mathbb{R}^n : x_n = 0\}. \text{ Thus, in principle we could always satisfy Assumption 3 by working in local coordinates where appropriate throughout the paper. However, we make Assumption 3 since in practice we may not have access to the necessary charts.} \]
such as robotic bipedal walking [2], typically utilize hybrid models with rank-deficient reset maps. Nevertheless, as we illustrate with our examples, it is often possible to transform these hybrid systems into ones which do satisfy Assumption 4 by adding auxiliary continuous states to the system. Oftentimes, these extra states have physically meaningful interpretations. The assumption on the gradients of the reset maps will ensure that the vector fields we define on the (relaxed) hybrid quotient space are sufficiently regular for our purposes.

Next, we impose an assumption which will ensure that we can locally describe the trajectories of our hybrid systems using vector fields of the form (1).

Assumption 5: The elements of \( \{ G_e \}_{e \in \Gamma} \cup \{ R_e(G_e) \}_{e \in \Gamma} \) are mutually disjoint.

We initially assume elements of \( \{ G_e \}_{e \in \Gamma} \cup \{ R_e(G_e) \}_{e \in \Gamma} \) do not intersect for notational convenience, and will indicate throughout the paper and in [13] ways to weaken this assumption. Just as in [16, Theorem 3], our final assumption ensures the hybrid quotient space and its relaxations are topological manifolds without boundary.

Assumption 6: For each \( j \in J \) and \( x \in \partial D_j \) there exists \( e \in \Gamma \) such that either \( x \in G_e \) or \( x \in R_e(G_e) \).

Assumption 6 is also made primarily for convenience, as working with manifolds with boundary requires additional overhead. As discussed in [13], the results of this paper go through in a natural way when this assumption is lifted.

B. The Hybrid Quotient Space

The main idea behind the construction of the hybrid quotient space, which is depicted in Figure 2, is to identify or “glue” each point \( x \in G_e \) to the point \( R_e(x) \subset R_e(G_e) \). This process unifies the domains \( \{ D_j \}_{j \in J} \) into a single topological space. As depicted in Figure 2, we can interpret hybrid executions as continuous curves on the hybrid quotient space. We refer the reader to [6] for a number of simple examples which clearly illustrate these concepts. In what follows, we closely follow the notation developed in [10]. Formally, for a given hybrid system \( \mathcal{H} \), we define \( R: \bigcup_{e \in \Gamma} G_e \rightarrow \bigcup_{j \in J} D_j \) by \( R(x) = R_e(x) \) if \( x \in G_e \), and then define the hybrid quotient space to be

\[
\mathcal{M} = \frac{\bigcup_{j \in J} D_j}{\sim_R}.
\]

Recalling our notation from Section II, \( \Lambda_R \) is an equivalence relation on \( \bigcup_{j \in J} D_j \), wherein the equivalence class for each point \( x \in G_e \) is the set \( \{ x, R_e(x) \} \). The hybrid quotient space is endowed with a quotient map \( \pi: \bigcup_{j \in J} D_j \rightarrow \mathcal{M} \) that takes each point \( \tilde{x} \in \bigcup_{j \in J} D_j \) to its equivalence class \( [\tilde{x}] \in \mathcal{M} \). Since the points \( x \) and \( R_e(x) \) above belong to the same equivalence class, they are sent to a single point \( \pi(x) = \pi(R_e(x)) \in \mathcal{M} \).

For notational clarity later on, for each \( j \in J \) we define the map \( \pi_j: D_j \rightarrow \mathcal{M} \) by \( \pi_j(x) = \pi(x \times \{ j \}) \), which takes each point in \( D_j \subset \mathbb{R}^n \) to the corresponding point in \( \mathcal{M} \). As shown in Figure 2, each domain \( D_j \) is represented on \( \mathcal{M} \) by the regular domain \( \pi_j(D_j) \subset \mathcal{M} \). For each \( e = (j, j') \in \Gamma \), \( G_e \subset \partial D_j \) and \( R_e(G_e) \subset \partial D_j' \) are collapsed to

\[
\Sigma_e: = \pi_j(G_e) = \pi_j'(R_e(G_e)),
\]

which is a co-dimension-1 sub-manifold of \( \mathcal{M} \) separating the interiors of \( \pi_j(D_j) \) and \( \pi_j'(D_j') \).

As noted in [6], \( \mathcal{M} \) is always metrizable when our standing assumptions are satisfied; that is, there exists a state-space metric \( d: \mathcal{M} \times \mathcal{M} \rightarrow [0, \infty) \). One such metric is explicitly constructed in [10]. For our purposes, we assume that a specific metric has been chosen, which we will refer to as \( d \). Whenever we refer to a curve as being (absolutely) continuous on \( \mathcal{M} \), it is understood that we mean (absolutely) continuous with respect to \( d \). Using the map \( \pi \), we can descend a hybrid execution to a continuous curve on \( \mathcal{M} \), as depicted in Figure 2. The hybrid Filippov solution will directly generate continuous curves on \( \mathcal{M} \).

C. Charting the Hybrid Quotient Space

Under our standing assumptions, the hybrid quotient space is in fact a smooth topological manifold [16, Theorem 3]. By regarding \( \mathcal{M} \) as a manifold, in Section VII we will be able to define a single piecewise-smooth vector field on \( \mathcal{M} \) that captures the dynamics of the hybrid system. In this section, we demonstrate how to explicitly construct a set of smoothly compatible coordinate charts for \( \mathcal{M} \).

First, for each \( e \in (j, j') \in \Gamma \), we define \( D_e: = \text{int}(\pi_j(D_j)) \bigcup \Sigma_e \bigcup \text{int}(\pi_j'(D_j')) \), which is an open subset of \( \mathcal{M} \), and shown in Figure 4. In order to construct a coordinate chart for \( D_e \), we need to define a set \( D_e \subset \mathbb{R}^n \) and a bijection from \( D_e \) to \( D_e \). However, we first require a few intermediate constructions.

For each \( e \in (j, j') \in \Gamma \), define \( p_e: \mathbb{R}^n \rightarrow \mathbb{R}^n \) by \( p_e(x) = x - g_e(x) \), the Euclidian projection onto \( G_e \).

Consider the hybrid system depicted in Figure 1. When constructing the hybrid quotient space for this system, the surfaces \( G_{1,2} \) and \( G_{2,1} \) are sent to a single surface. Thus, we can remove one of the edges from this hybrid system to satisfy Assumptions 4 without changing the structure of \( \mathcal{M} \). As noted in Section VII, removing this redundant edge will not affect our two solution concepts, which still capture the behavior of this system.

When \( G_{1,2} \) is a general nonlinear surface, it may not be possible to write down a closed-form expression for the projection onto \( G_{1,2} \), as our approach requires.
manifold whose smoothly compatible atlas of coordinate charts is given by \( \{ D_e, \pi_e^{-1} \} \).

The details of the proof are given in [13], but the argument closely follows the proof of [14, Theorem 9.29]. Note that [6] and [16] both showed that it was possible to construct a family of coordinate charts for \( \mathcal{M} \). However, in both of these works the coordinate charts are defined implicitly, and thus do not provide explicit representations for portions of \( \mathcal{M} \). By providing closed-form representations for our coordinate charts, in Section 4 we will be able to directly analyze portions of the hybrid Filippov solution using concrete vector fields defined on \( \{ \tilde{D}_e \} \). However, our approach does rely on Assumption 3 which is not made in either [6] or [16].

D. Relaxed Hybrid Topology

We now introduce the relaxed hybrid topology from [10], which is constructed by attaching an \( \varepsilon \)-thick strip to each of the guard sets of the hybrid system. Tolerances of this sort have been widely used to ensure hybrid models accurately reflect the dynamics of the physical process they are meant to represent [8]. We also introduce relaxed versions for a number of our previous constructions. This introduction is brief, since many of these objects are quite similar to previous definitions. However, many of these items are depicted in either Figure 5 or Figure 6.

First, for each \( e \in \Gamma \) and \( \varepsilon > 0 \) we define the relaxed strip

\[
S^e_\varepsilon := \{ p + \hat{g}_e q \in \mathbb{R}^n : p \in G_e \text{ and } q \in [0, \varepsilon] \}.
\]

For each \( j \in \mathcal{J} \) we then define

\[
N^e_j := \{ e \in \Gamma : \exists j' \in \mathcal{J} \text{ s.t. } e = (j, j') \},
\]

the set of edges leaving mode \( j \), and then define the relaxed domain \( D^e_j := D_j \cup \{ e \in N^e_j \} S^e_\varepsilon \). Next, for each \( e = (j, j') \in \Gamma \) we define the relaxed guard set

\[
G^e_j := \{ x \in S^e_\varepsilon : \hat{g}_e^T x - (c_e + \varepsilon) = 0 \},
\]

and then define the relaxed reset map \( \hat{R}^e_j : \mathbb{R}_-^n \rightarrow \mathbb{R}^n \) by \( \hat{R}^e_j(x) = R_e(x - \hat{g}_e x) \). Note that \( R^e_j(G^e_j) = R^e_j(G_e) \).

Next, we define \( \hat{R}^e : \bigcup_{e \in \mathcal{J}} G^e_j \rightarrow \bigcup_{j \in \mathcal{J}} D^e_j \) by \( \hat{R}^e(x) = \hat{R}^e_j(x) \) if \( x \in G^e_j \) and then define the relaxed hybrid quotient space to be

\[
\mathcal{M}^e = \frac{\bigcup_{j \in \mathcal{J}} D^e_j}{\Lambda \hat{R}^e}.
\]

The construction of the relaxed hybrid quotient space is depicted in Figure 6. For the rest of the paper, we let \( d^e : \mathcal{M}^e \times \mathcal{M}^e \rightarrow \mathbb{R}_+ \) be a state-space metric on \( \mathcal{M}^e \). It is understood that continuity on \( \mathcal{M}^e \) is defined with respect to \( d^e \). Letting \( \pi^e : \bigcup_{j \in \mathcal{J}} D^e_j \rightarrow \mathcal{M}^e \) denote the quotient map for \( \mathcal{M}^e \), for each \( j \in \mathcal{J} \) we define the map \( \pi^e_j : D^e_j \rightarrow \mathcal{M}^e \) by \( \pi^e_j(x) = \pi^e(x \times \{ j \}) \). Then for each \( e = (j, j') \in \Gamma \) we define \( \Sigma^e_j : = \pi^e_j(S^e_\varepsilon) \). Just as \( \Sigma \) is a surface separating \( \pi^e_j(D_j) \) from \( \pi^e_j(D_{j'}) \) on \( \mathcal{M} \), \( \Sigma^e_j \) is an \( \varepsilon \)-thick strip that separates \( \pi^e_j(D_j) \) and \( \pi^e_j(D_{j'}) \) on \( \mathcal{M}^e \).

Next, we construct a collection of coordinate charts for \( \mathcal{M}^e \). First, for each \( e = (j, j') \in \Gamma \) we define

\[
D^e_j = \text{int}(\pi^e_j(D_j)) \bigcup \Sigma^e_j \bigcup \text{int}(\pi^e_j(D_{j'})).
\]
Subsequently, we define the map \( p^e_c : \mathbb{R}^n \rightarrow \mathbb{R}^n \) by \( p^e_c = x - \hat{g}_e g^e(x) \), the Euclidean projection onto the plane containing \( G^e \). We then let \( \tilde{R}_c^e : \mathbb{R}^n \rightarrow \mathbb{R}^n \) be such that
\[
\tilde{R}_c^e(x) = R_c^e \circ p^e_c(x) + \hat{r}_c g^e(x),
\]
and then define \( D^j,e = (\tilde{R}_c^e)^{-1}(D^j) \). Finally, we define
\[
\hat{D}_c^e : = \text{int}(D^j) \bigcup S^e_c \bigcup \text{int}(D^j,e),
\]
and let the bijection \( \pi^e : \hat{D}_c^e \rightarrow D^e_c \) be defined by
\[
\pi^e_c(x) = \begin{cases} 
\pi^j_c(x) & \text{if } x \in D^j \cup S^e_c \\
\pi^j,e_c \circ \tilde{R}_c^e(x) & \text{if } x \in D^j,e_c.
\end{cases}
\]

**Theorem 4:** Let \( \mathcal{H} \) be a hybrid dynamical system. Then for each \( \varepsilon > 0 \) we may endow \( \mathcal{M}^\varepsilon \) with the structure of a smooth topological manifold whose smoothly compatible atlas of coordinate charts is given by \( \{ D^e_c, (\pi^e_c)^{-1} \}_{e \in \Gamma} \).

VI. HYBRID FILIPPOV SOLUTIONS

We now apply Filippov’s solution concept to our class of hybrid dynamical systems. We begin by defining a single piecewise-smooth vector field on \( \mathcal{M} \).

To construct this vector field, for each \( j \in \mathcal{J} \) we define \( F_j : \pi_j(D^j) \times U \rightarrow T\pi_j(D^j) \) by \( F_j = D\pi_j \circ f_j \). Intuitively, \( F_j \) is simply the representation of the vector field \( f_j \) on the set \( \pi_j(D^j) \).

**Definition 4:** Let \( \mathcal{H} \) be a hybrid dynamical system. We define the hybrid vector field \( F : \mathcal{M} \times U \rightarrow TM \) by
\[
F(X,u) = F_j(X,u) \quad \text{if } X \in \text{int}(\pi_j(D^j)).
\]

Note that \( F \) is discontinuous and undefined on the surface \( \Sigma_e \), for each \( e \in \Gamma \). Due to Assumption [5], these surfaces of discontinuity do not intersect. In Section VIII and [13] we consider several examples where surfaces of discontinuity in the hybrid vector field overlap.

For each \( e = (j,j') \in \Gamma \), we define \( f_e : \hat{D}_e \times U \rightarrow \mathbb{R}^n \) by \( f_e = (\pi^j,e)^{-1} \circ F \), the coordinate representation of \( F \) on the set \( \hat{D}_e \). The closed form representation of \( f_e \) is given by
\[
f_e(x,u) = \begin{cases} 
f_j(x,u) & \text{if } x \in \text{int}(D^j) \\
\hat{f}_{j,e}(x,u) & \text{if } x \in \text{int}(D^j,e),
\end{cases}
\]
where \( \hat{f}_{j,e} : D^j,e \times U \rightarrow \mathbb{R}^n \) is defined by
\[
\hat{f}_{j,e}(x,u) = (\nabla \tilde{R}_e)(x)^{-1} \cdot f_{j'}(\tilde{R}_e(x),u).
\]
Theorem 5: Let $\mathcal{H}$ be a hybrid dynamical system satisfying Assumption 7. Suppose there exists a hybrid Filippov solution $X: [0, T] \rightarrow \mathcal{M}$ for the data $(X_0, u) \in \mathcal{M} \times PC([0, T], U)$. Then $X$ is the unique hybrid Filippov solution corresponding to this data.

In general, if one is able to verify the uniqueness of the Filippov solutions for the vector fields $\{f_e\}_{e \in \Gamma}$, using a known result, then the uniqueness of the hybrid Filippov solution can be immediately verified.

VII. RELAXED HYBRID VECTOR FIELDS

Using our previous constructions, we can easily extend the smoothing technique introduced in Section IV to the hybrid vector field $F$. For each $\varepsilon > 0$, this process will result in a smooth vector field $F^\varepsilon: \mathcal{M}^\varepsilon \times U \rightarrow T\mathcal{M}^\varepsilon$.

First, for each $e \in \{j, j'\} \subseteq \Gamma$ and $\varepsilon > 0$ we define $f_{j', e}: D_{j', e}^\varepsilon \times U \rightarrow \mathbb{R}^n$ by

$$f_{j', e}(x, u) = (\nabla \tilde{R}_e(x) \cdot e, f_j(x, u)),$$ (32)

which is the representation of $f_{j'}$ on $D_{j', e}^\varepsilon$. Note that $f_{j', e}$ is just a translated version of $f_{j'}$ on $D_{j'}$.

Lemma 5: For each $e \in \{j, j'\} \subseteq \Gamma$ the vector field $f_{j', e}$ is smooth and Lipschitz continuous.

We now modify the class of transition functions introduced in Section IV.

Definition 6: We say that $\varphi \in C^{\infty}(\mathbb{R}, [0, 1])$ is a hybrid transition function if $i)$ $\varphi(a) = 0$ if $a \leq 0$, $ii)$ $\varphi(a) = 1$ if $a \geq 1$, and $iii)$ $\varphi$ is monotonically increasing on $(0, 1)$.

For the rest of the section, assume a single hybrid transition function $\varphi$ has been chosen. Next, for each $e \in \{j, j'\} \subseteq \Gamma$ and $\varepsilon > 0$ we define $\varphi_{j,e}^\varepsilon: \mathbb{R}^n \rightarrow \mathbb{R}$ by $\varphi_{j,e}^\varepsilon(x) = \varphi\left(\frac{\|x\|}{\varepsilon}\right)$, and then define the vector field $f_{j,e}^\varepsilon: D_j^\varepsilon \times U \rightarrow \mathbb{R}^n$ by

$$f_{j,e}^\varepsilon(x, u) = (1 - \varphi_{j,e}^\varepsilon(x))f_j(x, u) + \varphi_{j,e}^\varepsilon(x)f_{j', e}(x, u).$$ (33)

Note $f_{j,e}^\varepsilon(x, u) = f_j(x, u)$ if $x \in D_j$, $f_{j,e}^\varepsilon(x, u) = f_{j', e}(x, u)$ if $x \in D_{j'}$, and that $f_{j,e}^\varepsilon(x, u)$ produces a convex combination of $f_j(x, u)$ and $f_{j', e}(x, u)$ when $x \in S_e^\varepsilon$.

Lemma 6: Let $\mathcal{H}$ be a hybrid dynamical system. Then for each $e \in \Gamma$ and $\varepsilon > 0$ the vector field $f_{j,e}^\varepsilon$ is smooth.

For each $e \in \{j, j'\} \subseteq \Gamma$ we then define $F_{\varepsilon}^e: D_{\varepsilon}^e \times U \rightarrow T\mathcal{D}_{\varepsilon}^e$ by $F_{\varepsilon}^e = D\pi_{\varepsilon}^e \circ f_{j,e}^\varepsilon$, which smoothly transitions between the dynamics of mode $j$ and the dynamics of mode $j'$ along $\Sigma_e^\varepsilon$.

Definition 7: Let $\mathcal{H}$ be a hybrid dynamical system. Then for each $\varepsilon > 0$ we define the relaxed hybrid vector field $F^\varepsilon: \mathcal{M}^\varepsilon \times U \rightarrow T\mathcal{M}^\varepsilon$ by

$$F^\varepsilon(X, u) = F_{\varepsilon}^e(X, u) \text{ if } X \in D_{\varepsilon}^e.$$ (34)

For initial condition $X_0 \in \mathcal{M}$ and input $u \in PC([0, T], U)$ we say that the absolutely continuous curve $X^\varepsilon: [0, T] \rightarrow \mathcal{M}$ is a relaxed hybrid trajectory corresponding to this data if $X^\varepsilon(0) = X_0$ and

$$\dot{X}^\varepsilon(t) = F^\varepsilon(X^\varepsilon(t), u(t)) \text{ a.e. } \forall t \in [0, T].$$ (35)

Note that we do not allow relaxed hybrid trajectories to begin on the strips $\{\Sigma_e^\varepsilon\}_{e \in \Gamma}$, since they are virtual objects not present in the original hybrid system, instead requiring their initial conditions to be on $\mathcal{M}$, which we regard as a subset of $\mathcal{M}^\varepsilon$. The next result follows from the fact that $F^\varepsilon$ is represented locally by the smooth vector fields $\{f_{j,e}^\varepsilon\}_{e \in \Gamma}$.

Theorem 6: Let $\mathcal{H}$ be a hybrid dynamical system. Then for each $\varepsilon > 0$ the vector field $F^\varepsilon$ is smooth.

It is a fundamental result that the flows of smooth vector fields depend smoothly on inputs and initial conditions [12, Chapter 4.3]. The construction of the vector field $F^\varepsilon$ can be thought of as a generalization of the regularization in space introduced in [8], or an approximation to the smoothing techniques discussed in [16] and [6]. As depicted in Figure 6, each portion of a relaxed hybrid trajectory can be constructed using one of the vector fields $\{f_{j,e}^\varepsilon\}_{e \in \Gamma}$. In [13], we demonstrate how to construct a full relaxed hybrid trajectory by a boundary value problem involving the vector fields $\{f_{j,e}^\varepsilon\}_{e \in \Gamma}$, which can be discretized using standard techniques for integrating stiff differential equations. Finally, we study the limiting behavior of our relaxed solution concept.

Theorem 7: Let Assumption 7 hold for hybrid dynamical system $\mathcal{H}$. Let $(X_0, u) \in \mathcal{M} \times PC([0, T], U)$, and let $X: [0, T] \rightarrow \mathcal{M}$ be a hybrid Filippov solution corresponding to this data, guaranteed to be unique by Theorem 5. For each $\varepsilon > 0$, let $X^\varepsilon: [0, T] \rightarrow \mathcal{M}$ be the corresponding relaxed hybrid trajectory. Then $\exists C > 0$ and $\varepsilon_0 > 0$ such that for each $\varepsilon \leq \varepsilon_0$ and $t \in [0, T]$

$$d^\varepsilon(X(t), X^\varepsilon(t)) \leq C\varepsilon.$$ (36)

Here, as in [10], we have abused notation and regarded a hybrid Filippov solution $X$ as a curve on $\mathcal{M}$. Next, we demonstrate that our relaxations always converge uniformly to a unique, well-defined limit even in cases where the hybrid Filippov solution may be non-unique.

Theorem 8: Let $\mathcal{H}$ be a hybrid dynamical system. Fix $(X_0, u) \in \mathcal{M} \times PC([0, T], U)$, and for each $\varepsilon > 0$ let $X^\varepsilon: [0, T] \rightarrow \mathcal{M}$ be the corresponding relaxed hybrid trajectory. Then there exists an absolutely continuous curve $X^0: [0, T] \rightarrow \mathcal{M}$ such that for each $t \in [0, T]$

$$\lim_{\varepsilon \to 0} d^\varepsilon(X^0(t), X^\varepsilon(t)) = 0.$$ (37)

Due to the uniqueness of this limit, we have found it convenient to think of hybrid dynamics as the limit of our...
Dynamics further work is required to determine whether the limit in Theorem 8 is in fact a hybrid Filippov solution.

VIII. MODELING EXAMPLE

We briefly examine an example where surfaces of discontinuity in the hybrid vector field overlap. Further details are provided in [13], where additional examples are considered.

Consider a ball which is bouncing vertically and loses a fraction of its energy during each impact. We model the ball with two continuous states \( x = (x_1, x_2)^T \), where \( x_1 \) is the height of the ball above the ground and \( x_2 \) is the velocity of the ball. When airborne, the continuous states evolve according to \( \frac{dx}{dt} = [x_2, -g]^T \), where \( g > 0 \) is the gravitational constant. When the ball hits the ground, the velocity is reset according to \( x_2 \rightarrow -c x_2 \), where \( c \in (0, 1) \) is the coefficient of restitution. It is well known [8] that for \( c \in (0, 1) \) the ball bounces an infinite number of times by some finite time \( t_{\infty} \), thus classical constructions of hybrid executions for the bouncing ball are necessarily Zeno.

We model the bouncing ball with four discrete modes: \( J_{bb} = \{1, 2, 3, 4\} \). For \( j \in \{1, 3\} \) we define \( D_j = \{(x_1, x_2) \in \mathbb{R}^2 : x_1 \geq 0, x_2 > 0\} \), and for \( j \in \{2, 4\} \) we define \( D_j = \{(x_1, x_2) \in \mathbb{R}^2 : x_1 \geq 0, x_2 \leq 0\} \). Thus in modes 1 and 3 the ball is moving upwards, and in modes 2 and 4 the ball is moving downwards. Our model has four edges: \( \Gamma_{bb} = \{(1, 2), (2, 3), (3, 4), (4, 1)\} \). For \( e \in \{(1, 2), (3, 4)\} \) we define \( G_e = \{(x_1, x_2) \in \mathbb{R}^2 : x_1 \geq 0, x_2 = 0\} \) and \( R_e(x) = x \). For \( e \in \{(2, 3), (4, 1)\} \) we define \( G_e = \{(x_1, x_2) \in \mathbb{R}^2 : x_1 = 0, x_2 \leq 0\} \) and \( R_e(x) = [x_1, -c x_2]^T \). Thus edges (1, 2) and (3, 4) are triggered when the ball is at the apex of its flight, and edges (2, 3) and (4, 3) are triggered when the ball hits the ground.

The hybrid quotient space for the bouncing ball, \( \mathcal{M}_{bb} \), is depicted in Figure 7. In [13], we demonstrate how to construct a single chart for \( \mathcal{M}_{bb} \) wherein each continuous domain is sent to one of the quadrants of \( \mathbb{R}^2 \). The hybrid vector field has two overlapping surfaces of discontinuity: \( \Sigma_{(1,2)} \cup \Sigma_{(3,4)} \) and \( \Sigma_{(2,3)} \cup \Sigma_{(4,1)} \). A hybrid Filippov solution for the bouncing ball is depicted in Figure 7. The trajectory crosses the surfaces of discontinuity an infinite number of times before coming to rest at the origin for each \( t \geq t_{\infty} \), the hybrid Filippov solution naturally extending the trajectory past the Zeno point. As addressed in [13], we extend the smoothing technique from [18] to relax the dynamics of the bouncing ball.

IX. CONCLUSION AND FUTURE WORK

We employed Filippov’s solution concept for differential equations with discontinuous right-hand sides to describe the trajectories of a class of hybrid systems which display discrete jumps in the continuous state. We then introduced a family of smooth vector fields which can be used to approximate these dynamics in the numerical setting, using existing methods. Further work is required to characterize these two new solution concepts, and to control their trajectories using existing analytic and computational tools.