Homology groups for particles on one-connected graphs
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We present a mathematical framework for describing the topology of configuration spaces for particles on one-connected graphs. In particular, we compute the homology groups over integers for different classes of one-connected graphs. Our approach is based on some fundamental combinatorial properties of the configuration spaces, Mayer-Vietoris sequences for different parts of configuration spaces and some limited use of discrete Morse theory. As one of the results, we derive a closed-form formulae for ranks of the homology groups for indistinguishable particles on tree graphs. We also give a detailed discussion of the second homology group of the configuration space of both distinguishable and indistinguishable particles. Our motivation is the search for new kinds of quantum statistics.
I. INTRODUCTION

The importance of the fundamental group of the configuration space $C_n(X)$ of $n$ indistinguishable particles living in a topological space $X$ to the description of quantum statistics was noted over 45 years ago. The configuration space is defined as an orbit space $C_n(X) = (X^n - \Delta_n)/S_n$, where $\Delta_n$ corresponds to the coincident configurations, and $S_n$ is the permutation group. As was pointed by Dowker, abelian quantum statistics are classified by the first homology group, $H_1(C_n(X), \mathbb{Z})$, which is abelianization of the fundamental group, $\pi_1(C_n(X))$. In the topological approach, quantum statistics can be viewed as a connection with the vanishing curvature, i.e. there are no classical forces associated with it. The standard examples are when $X = \mathbb{R}^3$, $H_1(C_n(X), \mathbb{Z}) = \mathbb{Z}_2$ and $X = \mathbb{R}^2$, $H_1(C_n(X), \mathbb{Z}) = \mathbb{Z}$. They correspond to Bose/Fermi statistics in $\mathbb{R}^3$ and anyons in $\mathbb{R}^2$ (see for physical realisations of anyons).

The significance of higher (co)homology groups for quantum theories is connected to classification of complex vector bundles. Recall for example that $U(1)$-vector bundles (complex line bundles) are classified by the first Chern class which is an element of $H^2(C_n(\mathbb{R}^2), \mathbb{Z})$. The higher cohomology groups of the configuration spaces for particles in $\mathbb{R}^2$ were calculated by Arnold in the 1960’s. They have three basic properties: (1) finiteness: $H^i(C_n(\mathbb{R}^2))$ are finite except $H^0(C_n(\mathbb{R}^2)) = \mathbb{Z}$, $H^1(C_n(\mathbb{R}^2)) = \mathbb{Z}$ for $n \geq 2$; also $H^i(C_n(\mathbb{R}^2)) = 0$ for $i \geq n$, (2) recurrence: $H^i(C_{2n+1}(\mathbb{R}^2)) = H^i(C_{2n}(\mathbb{R}^2))$, (c) stabilization $H^i(C_n(\mathbb{R}^2)) = H^i(C_{2n-2}(\mathbb{R}^2))$ for $n \geq 2i - 2$. In particular by property 1), excluding $H^0$ and $H^1$, they are purely torsions. In the table provided in we can see that $H^2(C_n(\mathbb{R}^2)) = 0$. This implies that the only $U(1)$-vector bundle in $C_n(\mathbb{R}^2)$ is the trivial one. Therefore, for scalar particles one can infer that the full topological data is contained in $H_1(C_n(X))$. Interestingly, as was discussed in for three particles in $\mathbb{R}^3$ one has $H^2(C_n(\mathbb{R}^3)) = \mathbb{Z}_2$ - we have two nonisomorphic $U(1)$-bundles corresponding to Bose/Fermi statistics. The authors of also point out that for $SU(n)$-bundles, by looking at $H_4(C_3(\mathbb{R}^3)) = \mathbb{Z}_3$, one can see that there are three nonisomorphic bundles that correspond to some ‘symmetries’ of a wavefunction $\psi(x_1, x_2, x_3)$ different form the usual bosonic or fermionic ones. The connections corresponding to these bundles are unfortunately not flat except for Bosons and Fermions that belong to the same classes. We note, however, that for compact $X$ the torsion part of $H^{2k}(C_n(X), \mathbb{Z})$ corresponds always to zero-curvature connection and therefore can be interpreted as a form of quantum statistics.

Recently there has been some interest in configuration spaces for both distinguishable and indistinguishable particles on graphs. Also some models of interacting particles on graphs have been introduced, see and the references therein. Here, by a graph we mean one dimensional cell complex. In spaces $C_n(\Gamma)$ for arbitrary connected graph $\Gamma$ were studied from the abelian quantum statis-
tics perspective and the formula for $H_1(C_n(\Gamma), \mathbb{Z})$ was found. Essentially, abelian quantum statistics on graphs depends on the connectivity of a graph and its planarity. The only possible torsion is $\mathbb{Z}_2$ and it occurs when $\Gamma$ is a nonplanar graph. Interestingly higher homology groups of $C_n(\Gamma)$ are determined by $\pi(C_n(\Gamma))$ as the spaces $C_n(\Gamma)$ are aspherical (the so-called Eilenberg-MacLane space of type $K(\pi_1(C_n(\Gamma)), 1)$). On the other hand, form Chern theory, we know they also provide some classification of possible gauge theories on $C_n(\Gamma)$.

Understanding the structure of $H_k(C_n(\Gamma))$, $k > 1$ seems to be a first step towards understanding the role of higher homology groups in gauge theories over graph configuration spaces, and thus understanding possible new forms of quantum statistics. There is a limited number of results in this area. Homology groups of $C_n(\Gamma)$, where $\Gamma$ is a tree ($\Gamma = T$) have been studied from the Morse-theoretic point of view by Farley and Sabalka. The authors show that $H_k(D_n(T))$ are free with rank equal to the number of $k$-dimensional critical cells of the discrete vector field. However, as they point out, it is a difficult task to give a simple formula for the number of critical cells.

The key role in computing the homology groups is played by the $k$-dimensional cycles ($k$-cycles). A $k$-cycle is a subcomplex of the considered configuration space, which is a closed surface of dimension $k$. The elements of the homology group of order $k$ are represented by $k$-cycles, where the cycles that differ by a boundary of $(k+1)$-dimensional cells, are identified. In this paper, we construct an over-complete basis of $k$-cycles for indistinguishable particles on tree graphs, using the knowledge of the critical cells of the discrete Morse vector field. This approach allows us to find the closed-form formulae for the ranks of homology groups (section V). The formulae involve only the first Betti numbers of configuration spaces for particles on star subgraphs of the tree, which are known. The final result is given in equation (21). The main advantage of the mathematical framework we present in this paper is that it uses elementary features of the configuration spaces, i.e. explores the scheme of connections between different elements of the configuration space, which have a simple structure. In particular, we view a one-connected graph as a wedge of possibly higher-connected components (see Fig.6). Next, we distinguish subspaces of the configuration space, that describe different distributions of particles between the components. Such subspaces have a structure of the cartesian product of configuration spaces of the components. Hence, by Künneth theorem, the homology groups of the subspaces can be expressed by the homology groups of configuration spaces of the components. The most difficult task is to handle the relations between the homology groups that stem from the connections between the subspaces. The tool we use to describe these is Mayer-Vietoris sequences, a standard tool in the homology theory. For a more transparent presentation of our methodology, in section III we introduce the configuration space diagrams, which present the
relevant parts of the configuration spaces. Other applications of our approach presented in this paper include the two-particle configuration spaces (section IV) and the case of two graphs connected by a single edge (section VI). There, we express the second Betti number of the configuration space by the first and second Betti numbers of the configuration spaces of components (formulas 12, 13 and 24). In this paper, we also partially consider the distinguished configuration spaces that play a major role in motion planning problems\textsuperscript{17–20}. In particular, in section IV we describe the two-particle case and in section VII we outline a possible procedure of generalising our description. Throughout the paper, we also discuss different difficulties that arise when trying to extend out methods to other classes of graphs.

II. PRELIMINARIES

A. Configuration spaces as $CW$-complexes

The configuration space for distinguishable and indistinguishable particles in a topological space $X$ is constructed in the following way. The configuration of $n$ particles in $X$ is represented by an element of $X^{\times n}$. We do not want two or more particles to occupy the same position, hence from the set of all configurations we subtract the diagonal $\Delta_n = \{(x_1, \ldots, x_n) \in X^{\times n} : \exists i \neq j \ x_i = x_j\}$. For indistinguishable particles we additionally identify configurations that differ by a permutation of particles, i.e. we take the quotient by the action of $S_n$, the permutation group. The definitions are as follows:

$$F_n(X) := X^{\times n} - \Delta_n, \ C_n(X) := (X^{\times n} - \Delta_n)/S_n.$$ 

We are particularly interested in the situation when $X = \Gamma$ is a graph. We will regard $\Gamma$ as a one-dimensional $CW$-complex. As an example, we show both configuration spaces for two particles on a $Y$-graph (Fig.1). From figure 1 we can see that spaces $F_n(\Gamma)$ and $C_n(\Gamma)$ do not have any simple structure. However, $F_n(\Gamma)$ and $C_n(\Gamma)$ can be deformation retracted to $CW$-complexes\textsuperscript{21} (Fig.2). For the deformation retraction to be valid, the graph must be sufficiently subdivided\textsuperscript{21}, which means that

- each path between distinct vertices of degree not equal to 2 passes through at least $n-1$ edges,
- each nontrivial loop passes through at least $n+1$ edges.

In fact, the deformation retracts of the configuration spaces for graphs are cubical complexes. To see this, note first that $\Gamma^{\times n}$ already has the structure of a cubical complex. Namely, the $n$-dimensional cells are sequences of edges

$$\Sigma^{(n)}(\Gamma^{\times n}) = \{(e_1, \ldots, e_n) : e_i \in E(\Gamma)\},$$
FIG. 1. Two-particle configuration space of a $Y$-graph embeded in $\mathbb{R}^3$. a) $C_2(Y)$, b) $F_2(Y)$. The dashed lines and empty dots belong to the diagonal. For more examples of configuration spaces of graphs, see\textsuperscript{15,21}.

FIG. 2. Two-particle discrete configuration spaces of a $Y$-graph. Top picture is the $Y$-graph with ordered vertices, figures a) and b) show the discrete configuration spaces. a) $D_2(Y)$, b) $\overline{D}_2(Y)$.

which are isomorphic to $n$-hypercubes. Two $n$-hypercubes in $\Gamma^n$ share a common face, i.e. an $(n-1)$-cell, when they are of the form

$$(e_1, \ldots, e_{k-1}, e_k, e_{k+1}, \ldots, e_n), (e_1, \ldots, e_{k-1}, e'_k, e_{k+1}, \ldots, e_n), e_k \text{ adjacent to } e'_k.$$ 

Then, the shared face is $(e_1, \ldots, e_{k-1}, v, e_{k+1}, \ldots, e_n)$, where $v = e_k \cap e'_k$. The $n-1$-dimensional cells are sequences of $n-1$ edges and a vertex from $\Gamma$, and so on. The cubical complex, which is the deformation retract of a configuration space is called the discrete configuration space. The discrete configuration space of $F_n(\Gamma)$ will be denoted by $\overline{D}_n(\Gamma)$, while the discrete version of $C_n(\Gamma)$ by $D_n(\Gamma)$. $\overline{D}_n(\Gamma)$ or $D_n(\Gamma)$ are complexes, whose $n$-dimensional skeletons are composed of cells of the following
form
\[ \Sigma^{(n)}(\overline{D}_n(\Gamma)) = \{(e_1, \ldots, e_n) : e_i \in E(\Gamma), e_i \cap e_j = \emptyset \text{ for all } i, j\}, \]
\[ \Sigma^{(n)}(D_n(\Gamma)) = \{\{e_1, \ldots, e_n\} : e_i \in E(\Gamma), e_i \cap e_j = \emptyset \text{ for all } i, j\}. \]

Lower dimensional cells are described by sequences or collections of edges and vertices from \( \Gamma \). A \( k \)-dimensional cell contains \( k \) edges and \( n - k \) vertices. In other words, cells from \( \Sigma^{(k)}(\overline{D}_n(\Gamma)) \) are of the form
\[ \sigma = (\sigma_1, \ldots, \sigma_n) : \sigma_i \cap \sigma_j = \emptyset \text{ for all } i, j, \text{ and } \#(\sigma \cap E(\Gamma)) = k, \#(\sigma \cap V(\Gamma)) = n - k. \]

Similarly, cells of the \( k \)-skeleton of \( D_n(\Gamma) \) are
\[ \sigma = \{\sigma_1, \ldots, \sigma_n\} : \sigma_i \cap \sigma_j = \emptyset \text{ for all } i, j, \text{ and } \#(\sigma \cap E(\Gamma)) = k, \#(\sigma \cap V(\Gamma)) = n - k. \]

In particular, when there are not enough pairwise disjoint edges in the sufficiently subdivided \( \Gamma \), the dimension of the discrete configuration space can be less than \( n \).

Another important notion are the \( k \)-dimensional chains (\( k \)-chains) from the discrete configuration space. A \( k \)-chain in \( \overline{D}_n(\Gamma) \) or \( D_n(\Gamma) \) is a formal linear combination of \( k \)-cells, whose coefficients are integers.
\[ C_k = \left\{ \sum_{\sigma \in \Sigma^{(\leq k)}} a_\sigma \sigma : a_\sigma \in \mathbb{Z} \right\}. \]

Next, we define a boundary map that maps \( k \)-chains to \( k - 1 \)-chains and that satisfies \( \partial \partial = 0 \). The boundary map is defined on \( k \)-cells and extends by linearity to \( k \)-chains. Having chosen a spanning tree of the sufficiently subdivided graph \( T \in \Gamma \) and its plane embedding, we define the boundary of each edge by the following procedure of numbering the vertices\(^{14,22} \). The root of \( T \) has number 1 and we move along the tree to number the remaining vertices. If a vertex has degree \( \geq 3 \), we number the vertices in each branch in the clockwise order. Then, each edge \( e \in E(\Gamma) \) has its initial and terminal vertex \( \iota(e) > \tau(e) \) and the boundary of \( e \) is the following 0-chain:
\[ \partial e = \iota(e) - \tau(e). \]

Similarly, for every \( k \)-cell we have \( k \) pairs of initial and terminal faces. In the case of a cell from \( D_n(\Gamma) \)
\[ \sigma = \{e_1, \ldots, e_k, v_1, \ldots, v_{n-k}\}, \]
we additionally order the edges from \( \sigma \) according to their terminal vertices, i.e. \( \tau(e_1) < \tau(e_2) < \cdots < \tau(e_k) \). The \( i \)th pair of faces from the boundary of \( \sigma \) reads
\[ (\partial^i \sigma)_i := \{e_1, \ldots, e_{i-1}, e_{i+1}, \ldots, e_k, v_1, \ldots, v_{n-k}, \iota(e_i)\}, \]
\[ (\partial^i \sigma)_i := \{e_1, \ldots, e_{i-1}, e_{i+1}, \ldots, e_k, v_1, \ldots, v_{n-k}, \tau(e_i)\}. \]
The full boundary of $\sigma$ is given by the following alternating sum of faces.

$$\partial \sigma = \sum_{i=1}^{k} (-1)^{k} ((\partial^i \sigma)_i - (\partial^r \sigma)_i).$$

(1)

An analogous formula holds for $\overline{D}_n(\Gamma)$. Then, index $i$ numbers only the edges in $\sigma$.

We are interested in the description of those chains, whose boundary is empty. Such chains of dimension $p$ are called $p$-cycles. Denote the boundary map acting on the set of $p$-chains by $\partial_p$. Having chosen a basis of $p$-cycles, we have $\ker \partial_p \simeq \mathbb{Z}^d$, where $d$ is the number of basis elements. Moreover, we want to identify those cycles, that belong to the boundary of some $p+1$-chain. Such objects are elements of the homology group of order $p^{16}$.

$$H_p(C_n(\Gamma), \mathbb{Z}) = \ker \partial_p / \text{im} \partial_{p+1}.$$ 

Hence, $H_p$ is a finitely generated abelian group. By the structure theorem, we know that $H_p$ has a free part (sum of copies of $\mathbb{Z}$) and a torsion-part. The quotient by $\text{im} \partial_{k+1}$ means that the $k$-cycles, that belong to the boundary of the same $(k+1)$-cell, are identified.

Let us next review the known results regarding the first homology group of the configuration spaces of indistinguishable particles, which will also serve as an instructive example for the above theory. The space of 1-cycles and the relations between the elements of the spanning set are known for any simple graph $\Gamma$.

**Theorem II.1** (The spanning set of $\ker \partial_1^{10}$). For $D_n(\Gamma)$, where $\Gamma$ is any simple graph, an overcomplete basis of 1-cycles can be constructed from the following elements.

i) One particle travelling along one cycle in $\Gamma$ and the remaining particles being fixed on the vertices, which are disjoint with the cycle.

ii) Two particles exchanging on a $Y$-subgraph (fig. 3), while the remaining particles being fixed on the vertices, which are disjoint with the $Y$-subgraph.

Consider the simplest one-particle $O$-cycle, where a particle moves along a cycle, which consists of three edges. Such a cycle can be written formally as the following linear combination of 1-cells:

$$c_O = \{e_1^2\} + \{e_3^3\} - \{e_1^3\}. $$

(2)

It is straightforward to check that $\delta_1(c_O) = 0$ for the boundary map from $H_1$. Another type of one-particle cycle is an exchange of particles on a $Y$-subgraph. The two-particle configuration space of this cycle is shown on Fig 2a. The cycle, which we will refer to as $c_Y$-cycle is

$$c_Y = \{e_2^3, 1\} + \{e_1^2, 3\} + \{e_3^4, 3\} - \{e_1^3, 4\} - \{e_2^4, 1\}.$$

(3)
For any pair 1-chains in $\Gamma$,

$$c = \sum_i a_i \{e_i\}, \quad c' = \sum_j b_j \{e'_j\},$$

one can construct their tensor product, which is given by the following formula

$$c \otimes c' = \sum_{i,j} a_i b_j \{e_i\} \otimes \{e'_j\}.$$  

If the chains are disjoint, i.e. $e_i \cap e'_j = \emptyset$ for all $i,j$, the above tensor product can be embedded into $D_2(\Gamma)$ by taking $\{e_i\} \otimes \{e'_j\} \mapsto \{e_i, e_j\}$. By choosing $c$ and $c'$ to be disjoint 1-cycles, the resulting 2-chain is a 2-cycle, which is topologically a cartesian product of circles, i.e. a 2-torus. Note that by taking the tensor product of a sufficiently large number of disjoint 1-cycles, one can construct larger dimensional tori. The part of $\ker \partial_p$, which has such a form will be referred to as the toric part. For example, the toric part of $\ker \partial_2$ in $D_2(\Gamma)$ is given by $c_O \otimes c'_O$, where $c_O$ and $c'_O$ are disjoint 1-cycles from $\Gamma$. The toric part of $\ker \partial_2$ in $D_3(\Gamma)$ is $c_O \otimes c'_O \otimes \{v\}$ with $c_O \cap c'_O \cap v = \emptyset$, and $c_O \otimes c_Y$, $c_O \cap c_Y = \emptyset$. As we show in the next paragraphs, a key role in the computation of homology groups for particles on tree graphs is played by tori, which are products of disjoint $c_Y$-cycles.

In this paper, we will also partially use Forman’s Morse theory for CW-complexes\textsuperscript{24}, which has been formulated for discrete graph configuration spaces in\textsuperscript{12,14,22,23}. We do not review all the details of this construction, since it is just a background for the methods that are developed in this paper. We restrict ourselves to a brief description of the general idea standing behind the discrete Morse theory.

The discrete Morse theory is a construction of a homotopy deformation of a cell complex, which collapses some of the cells, effectively shrinking the complex. The collapse is performed along the flow of the discrete gradient vector field. The discrete gradient vector field is a map from $k$-cells to $(k+1)$-cells that satisfies certain conditions\textsuperscript{24}. Cells, that are in the image of the discrete vector field are collapsible. Cells from the domain of the vector field are redundant. The cells of both these kinds are collapsed by the deformation induced by the flow of the vector field. The cells of the third kind are the cells, which are neither in the domain nor in the image of the vector field, i.e. the critical cells. Such cells constitute the Morse complex. In the following, we will often use the knowledge of the critical cells to construct an over-complete basis of cycles.

B. Presentation of results for tree graphs

The main contribution of this work is the computation of the homology groups for indistinguishable particles on tree graphs (section \textsuperscript{V}). The methods that are used in this context, can be also extended
to the case of two particles on a 1-connected graph (section IV) and two graphs connected by a single edge (section VI). We will regard a tree graph as a loopless lattice of star graphs. A star graph is a graph with a single vertex of degree larger than 2 (called the hub, or the central vertex) and a number of edges attached to the vertex. Namely, for every tree graph one can construct the underlying tree, whose vertices denote the central vertices of the star graphs and the edges symbolise the connections between the star graphs, see Fig. 3. The homology groups for star graphs are well-known. In particular, $D_n(S)$ is homotopy equivalent to a wedge sum of circles. Hence, $H_k(D_n(S)) = 0$ for $k \geq 2$. Moreover, the dimension of $H_1(D_n(S))$ is given by

$$\beta^1_1(S) = \left(\frac{n + E - 2}{E - 1}\right)(E - 2) - \left(\frac{n + E - 2}{E - 2}\right) + 1,$$

where $E$ is the number of edges adjacent to the central vertex of $S$. The same is true for $\overline{D}_n(S)$, except the number of generators of $H_1(\overline{D}_n(S))$ reads

$$\overline{\beta^1_1}(S) = 1 + (nE - 2n - E + 1)\frac{(n + E - 2)!}{(E - 1)!}.$$

Both formulae are connected by Euler characteristics of the complexes. Namely, because each cell of $D_n(S)$ is covered $n!$ times in $\overline{D}_n(S)$, we have $\chi = n!\chi$, which implies that $1 - \beta^1_1(S) = n!(1 - \beta^1_1(S))$.

Homology groups of $D_n(T)$ have been studied from the Morse-theoretic point of view by Farley and Sabalka in. The authors show that $H_k(D_n(T))$ are free with rank equal to the number of $k$-dimensional critical cells of the discrete vector field. However, as they point out, it is a difficult

A wedge sum of topological spaces $X$ and $Y$ is a space, which is created by identifying a point in $X$ with a point in $Y$. In other words, this is the space $(X \sqcup Y)/\sim$, where $\sim$ is the quotient map that identifies the two distinguished points.
task to give a simple formula for the number of critical cells. In this paper, we construct an over-complete basis of $\partial_k$ for $D_n(T)$ using the knowledge of the critical cells of the discrete vector field. This approach allows us to find closed-form formulae for the numbers of the critical cells. The idea is to construct a $k$-cycle for a given critical $k$-cell, which contains the critical cell and which is carried by the vector field’s flow to the corresponding cell in the Morse complex. Critical cells of the discrete vector field for trees are known\textsuperscript{12,22}. A critical cell contains $k$ disjoint edges and $n - k$ distinct vertices. Each edge from the considered critical $k$-cell contains a vertex of degree $\geq 3$. Let us call such a vertex the hub of a star graph. The vertices from the critical cell are blocked, i.e. are stacked behind the hubs or stacked behind the tree’s root\textsuperscript{2}. See Fig.4 for an example of a critical 2-cell. The

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{critical_cells}
\caption{The correspondence between the critical cells of the discrete gradient vector field and cycles in the configuration space. The edges from the critical cell are marked with dashed lines. Arrows mark the $Y$-subgraphs, where the pairs of particles exchange. The occupied vertices (black dots) denote the free particles, which are stacked behind the hubs.}
\end{figure}

corresponding cycle, that is carried by the vector field’s flow to a proper critical cell is of the form

$$c_{Y_1} \otimes c_{Y_2} \otimes \cdots \otimes c_{Y_k} \otimes \{v_1, \ldots, v_{n-2k}\},$$

where each of the $Y$-subgraphs consists of one edge from the critical cell, one edge, which contains the hub and a free vertex in the star graph, and one edge, which contains the hub and a vertex from the critical cell (Fig.4). Clearly, such a cycle contains a single critical cell, which is the desired one. Moreover, one can check that the remaining cells from such a cycle are collapsible or redundant, i.e. are collapsed by the vector field’s flow. The over-complete basis for tree graphs that we consider, consists of all such cycles, however we do not require the vertices $\{v_1, \ldots, v_{n-2k}\}$ to be blocked. They can be arbitrary vertices of $T$. Hence, our over-complete basis is much larger than the number of

\textsuperscript{2} For a full description of critical cells of the discrete vector field, see\textsuperscript{12,22}. 

\section{Conclusions}

The approach presented in this paper leads to the following results:

\begin{itemize}
  \item We construct an over-complete basis of $\partial_k$ for $D_n(T)$ using the knowledge of the critical cells of the discrete vector field.
  \item We find closed-form formulae for the numbers of the critical cells.
  \item We show that the critical cells of the discrete vector field for trees are known\textsuperscript{12,22}.
  \item We introduce the concept of a hub of a star graph, which is a vertex of degree $\geq 3$.
  \item We define the notion of a blocked vertex, which is stacked behind the hubs or stacked behind the tree’s root\textsuperscript{2}.
  \item We establish a correspondence between the critical cells of the discrete gradient vector field and cycles in the configuration space.
\end{itemize}
critical cells. Section V uses a proper topological machinery to handle the relations between the cycles from the over-complete basis. These relations come from the \((k + 1)\)-cells from \(D_n(T)\) and from linear dependence within \(\ker \partial_p\).

The fact that the homology groups are free, can be also proved using the above correspondence between the critical cells and cycles in \(D_n(T)\). Namely, there are no relations between the \(k\)-cycles of the Morse complex that stem from the boundaries of \((k + 1)\)-cells. This is because every cell of the Morse complex has no boundary, as it is the image under the deformation retraction of a cycle in the configuration space. Such a deformation maps cycles to cycles.

Let us next describe the intuition standing behind the proof of the formulae for the ranks of the homology groups. Particles on a tree graph can exchange only on \(Y\)-subgraphs. Using the above arguments from Morse theory, it is enough to consider exchanges of pairs of particles that involve separate \(Y\)-subgraphs. There are two kinds of relations between the cycles corresponding to such exchanges

- relations between the exchanges on \(Y\)-subgraphs from the same star subgraph,
- relations between the exchanges on distinct star subgraphs, that stem from the connections between the subgraphs.

The relations of the first kind can be handled by choosing the 1-cycles, which are the representatives of the basis of the first homology group for the proper star subgraphs. The number of independent 1-cycles for particles on a star graph is given by formula (4). For example, consider a tree, which consists of exactly two star graphs (Fig.12), \(S\) and \(S'\). The representatives of the second homology group for four particles on such a tree are the 2-cycles, which are products of two-particle 1-cycles from \(S\) and two-particle 1-cycles from \(S'\). Hence, the rank of \(H_2(D_4(S, S'))\) reads

\[
\beta_2^{(4)}(S, S') = \beta_1^{(2)}(S)\beta_1^{(2)}(S').
\]

When the number of particles on \(T\) is larger than 4, the relations of the second kind come into play. There are 2-cycles, that come from all possible distributions of particles between \(S\) and \(S'\). In the case of 5 particles, the number of such cycles is \(\beta_1^{(2)}(S)\beta_1^{(3)}(S') + \beta_1^{(3)}(S)\beta_1^{(2)}(S')\). However, each such 2-cycle has one free particle, that does not take part in the exchange. Hence, the 2-cycles, where the free particle is sitting on the path connecting \(S\) and \(S'\), where counted twice. To obtain the rank of \(H_2(D_5(S, S'))\), we have to subtract the double-counted cycles, whose number is \(\beta_1^{(2)}(S)\beta_1^{(2)}(S')\). In the case of \(n\) particles, we have to subtract the cycles, where at least one particle is sitting on the connecting path, which is exactly the number of (over-complete) cycles for \(n - 1\) particles. The
formula reads
\[ \beta_2^{(n)}(S, S') = \sum_{l=2}^{n-2} \left( \beta_1^{(l)}(S) - \beta_1^{(l-1)}(S) \right) \beta_1^{(n-l)}(S'). \]

A similar result holds for a situation, where star graph \( S \) is connected with a single edge to a tree graph \( T' \), i.e. \( S' \) can be replaced in the above formula by \( T' \). Recall that \( \beta_1^{(n-l)}(T') \) is the sum of \( \beta_1^{(n-l)}(S') \) for all \( S' \subset T' \). Hence, we have \( \beta_2^{(n)}(T) = \sum_{(S,S') \subset T} \beta_2^{(n)}(S, S') \) for any tree. The same reasoning can be used to compute the rank of the \( k \)th homology group. The conditions for \( H_m \) to be nonzero are: i) the tree contains at least \( m \) star subgraphs, ii) the number of particles is at least \( 2k \). The simplest case is when \( n = 2m \) and the tree contains exactly \( m \) star subgraphs. Then, it is enough to multiply the two-particle 1-cycles from the distinct star subgraphs, i.e.

\[ \beta_m^{(2m)}(T) = \prod_{S \subset T} \beta_1^{(2)}(S) \text{ for } \#T = m. \]

For a larger number of particles, handling the multiply-counted cycles is a more difficult task than in the case of \( H_2 \), because there are more connecting paths, where the free particles can be distributed. However, this problem can be tackled recursively. Consider a star graph \( S \) connected by an edge with a tree, which consists of \( m - 1 \) star subgraphs. Every \( m \)-cycle in \( H_m(D_n(S, T')) \), \( n > 2m \), is a product of a 1-cycle from \( D_l(S) \) and a \((m - 1)\)-cycle from \( D_{n-l}(T') \). Multiplying the \((m - 1)\)-cycles with the 1-cycles and subtracting the multiply-counted cycles, we get

\[ \beta_m^{(n)}(S, T') = \sum_{l=2}^{n-2} \left( \beta_1^{(l)}(S) - \beta_1^{(l-1)}(S) \right) \beta_m^{(n-l)}(T'). \]

Considering tree \( T' \) as a star \( S' \) connected by an edge with tree \( T'' \), we get a similar relation for \( \beta_{m-1}^{(n)}(T'') \). Proceeding in this way, we end up with a formula, which expresses \( \beta_m^{(n)}(T) \) by the first Betti numbers of the star subgraphs of \( T \) for different distributions of particles. The final expression is given in equation (21) in section V.

The above reasoning is just a sketch of the main ideas standing behind the rigorous proof, which is given in the following sections of this paper.

### III. CONFIGURATION SPACE FOR ONE-CONNECTED GRAPHS

In this section, we describe the structure of \( D_n(\Gamma) \) and \( \overline{D}_n(\Gamma) \) for one-connected graphs. The results of this section play a key role in the method of computing homology groups by Mayer-Vietoris sequences. As a preliminary exercise, consider the case of \( n \) particles on a disjoint sum of two graphs, \( \Gamma = \Gamma_1 \sqcup \Gamma_2 \). One can distinguish different parts of \( D_n(\Gamma) \), which correspond to distributing \( k \) particles on \( \Gamma_1 \) and \( l \) particles on \( \Gamma_2 \), \( k + l = n \). Because the two graphs are disjoint,
such a component is isomorphic to the Cartesian product of the corresponding configuration spaces for $\Gamma_1$ and $\Gamma_2$, i.e. $D_k(\Gamma_1) \times D_l(\Gamma_2)$. The following lemma shows, that there are no connections between different components.

**Lemma III.1.** The $n$-particle configuration space for a disjoint pair of graphs is a disjoint union of the following connected components.

$$D_n(\Gamma_1 \sqcup \Gamma_2) = \bigcup_{k+l=n} D_k(\Gamma_1) \times D_l(\Gamma_2).$$

**Proof.** Because $\Gamma_1$ and $\Gamma_2$ are disjoint, there is no possibility for the particles to move from one graph to another. Such a possibility is essential for the existence of connections between different components of $D_n(\Gamma_1 \sqcup \Gamma_2)$. More formally, for any two cells

$$c \in D_k(\Gamma_1) \times D_l(\Gamma_2) \text{ and } c' \in D_{k'}(\Gamma_1) \times D_{l'}(\Gamma_2),$$

where $k \neq k'$ or $l \neq l'$, there is no path in $D_n(\Gamma_1 \sqcup \Gamma_2)$ joining $c$ with $c'$. To see this, recall that the $n$-particle configuration space is a cubic complex. The existence of a path joining two vertices of a cubic complex, is equivalent to the existence of a 1-chain in the complex that joins the two vertices. Such a 1-chain necessarily contains a 1-cell, whose endpoints belong to $D_k(\Gamma_1) \times D_l(\Gamma_2)$ and $D_{k'}(\Gamma_1) \times D_{l'}(\Gamma_2)$ respectively. We will next show that such a 1-cell does not exist. The endpoints of such a cell are the 0-cells of the form

$$c^{(0)} = \{v^{(1)}_1, v^{(1)}_2, \ldots, v^{(1)}_k, v^{(2)}_1, v^{(2)}_2, \ldots, v^{(2)}_l\} \in D_k(\Gamma_1) \times D_l(\Gamma_2),$$

$$c'^{(0)} = \{v'^{(1)}_1, v'^{(1)}_2, \ldots, v'^{(1)}_{k'}, v'^{(2)}_1, v'^{(2)}_2, \ldots, v'^{(2)}_{l'}\} \in D_{k'}(\Gamma_1) \times D_{l'}(\Gamma_2),$$

where $v^{(1)}_i, v'^{(1)}_i \in \Gamma_1$, $v^{(2)}_i, v'^{(2)}_i \in \Gamma_2$. For $c^{(0)}$ and $c^{(0)}$ to be the endpoints of a 1-cell, there must exist a pair of vertices $(v^{(1)}_i, v'^{(1)}_i)$ or $(v^{(2)}_i, v'^{(2)}_i)$, who are adjacent in $\Gamma_1$ or $\Gamma_2$ respectively. Without loss of generality, we can assume that $(v^{(1)}_1, v'^{(1)}_1)$ is such a pair. Then, any 1-cell that contains $c^{(0)}$ is of the form

$$c^{(1)} = \{e, v^{(1)}_1, \ldots, v^{(1)}_k, v^{(2)}_1, v^{(2)}_2, \ldots, v^{(2)}_l\},$$

where $\partial_1(e) = \pm(v^{(1)}_1 - v'^{(1)}_1)$. Therefore, both endpoints of any 1-cell containing $c^{(0)}$ belong to $D_k(\Gamma_1) \times D_l(\Gamma_2)$, which is a contradiction. □

An analogous result holds for $\overline{D}_n(\Gamma_1 \sqcup \Gamma_2)$, where the components $\overline{D}_k(\Gamma_1) \times \overline{D}_l(\Gamma_2)$ split into $\binom{n}{k}$ parts with different permutations of particles. Because the configuration is a disjoint sum, we have

$$H_m(D_n(\Gamma_1 \sqcup \Gamma_2)) = \bigoplus_{k+l=n} H_m(D_k(\Gamma_1) \times D_l(\Gamma_2)).$$
Furthermore, by Künneth theorem

\[ H_m(D_k(\Gamma_1) \times D_l(\Gamma_2)) = \bigoplus_{i+j=m} H_i(D_k(\Gamma_1)) \otimes H_j(D_l(\Gamma_2)). \]

Hence, for a disjoint sum of graphs, the knowledge of the homology groups of the configuration spaces of the components is sufficient to compute the homology groups of \( D_n(\Gamma) \). Let us next move to the case of one-connected graphs. A one-connected graph is a graph, which becomes disconnected after removing a particular vertex together with the adjacent edges. Note that \( D_n(\Gamma) \), where \( \Gamma \) is a one-connected graph, can be treated in a similar way by considering components that arise from splitting the graph at a proper vertex (see Fig. 5). In other words, any one-connected graph can be viewed as a wedge sum of graphs, which we call components. Consider first a simpler case, where \( \Gamma \) has two components. Our goal is to describe the connections in \( D_n(\Gamma) \) between the components \( D_k(\Gamma_1) \times D_l(\Gamma_2) \) that are induced by the gluing map. In fact, we have to consider the disjoint subgraphs of \( \Gamma \), hence sometimes we have to remove vertex \( v \) from each component. To this end, we do an extra subdivision of edges that connect \( \Gamma_i \) with \( v \) and remove the last segment of each such edge. The component after such an operation will be denoted by \( \tilde{\Gamma}_i \) (see Fig. 6). Let us next show

---

3 From now on, \( \Gamma \) will always denote a one-connected graph.
how the different components of $\Gamma$ come into play in $D_2(\Gamma)$. Cells of $D_2(\Gamma)$ are

$$
\Sigma^{(0)}(D_2(\Gamma)) = \{\{v, v'\} : v \neq v'\}, \quad \Sigma^{(1)}(D_2(\Gamma)) = \{\{e, v\} : e \cap v = \emptyset\},
$$

$$
\Sigma^{(2)}(D_2(\Gamma)) = \{\{e, e'\} : e \cap e' = \emptyset\}.
$$

Next, we write each set of cells as a sum of cells from different components.

$$
\Sigma^{(0)}(D_2(\Gamma)) = \{\{v, v'\} : v \neq v'\text{ and } v, v' \in V(\Gamma_1)\} \cup \{\{v, v'\} : v \neq v'\text{ and } v, v' \in V(\Gamma_2)\} \cup \{\{v, v'\} : v \in V(\Gamma_1)\text{ and } v' \in V(\tilde{\Gamma}_2)\} \cup \{\{v, v'\} : v \in V(\tilde{\Gamma}_1)\text{ and } v' \in V(\Gamma_2)\}.
$$

The sets of cells of a higher dimension can be written in an analogous way. In other words,

$$
\Sigma^{(i)}(D_2(\Gamma)) = \Sigma^{(i)}(D_2(\Gamma_1)) \cup \Sigma^{(i)}(D_2(\Gamma_2)) \cup \Sigma^{(i)}(\Gamma_1 \times \tilde{\Gamma}_2) \cup \Sigma^{(i)}(\tilde{\Gamma}_1 \times \Gamma_2).
$$

Some of the above summands are not disjoint, i.e.

$$
\Sigma^{(i)}(D_2(\Gamma_1)) \cap \Sigma^{(i)}(\tilde{\Gamma}_1 \times \Gamma_2) = \Sigma^{(i)}(\tilde{\Gamma}_1 \times v), \quad \Sigma^{(i)}(\tilde{\Gamma}_1 \times \Gamma_2) \cap \Sigma^{(i)}(\Gamma_1 \times \tilde{\Gamma}_2) = \Sigma^{(i)}(\tilde{\Gamma}_1 \times \tilde{\Gamma}_2),
$$

$$
\Sigma^{(i)}(D_2(\Gamma_2)) \cap \Sigma^{(i)}(\Gamma_1 \times \tilde{\Gamma}_2) = \Sigma^{(i)}(\Gamma_2 \times v).
$$

The structure of $D_2(\Gamma)$ is shown on Fig.7. Configuration space from Fig.7 can be represented as a diagram, Fig.8. A node represents a subcomplex of $D_2(\Gamma)$, while the edges describe the common parts of neighbouring subcomplexes. The configuration space for distinguishable particles has a similar structure, except one has to take into account different permutations of particles – each component of $D_2(\Gamma)$ is covered twice, hence the diagram has two branches, see Fig.9. For $n > 2$, one has many possibilities of distributing the particles among the components. However, the structure of

FIG. 7. A scheme of $D_2(\Gamma)$ for $\Gamma$ with two components.

FIG. 8. Configuration space diagram of $D_2(\Gamma)$ for $\Gamma$ from Fig.6.

FIG. 9.
$D_n(\Gamma)$ is still linear, in the sense that it is a chain of complexes, Fig.10. There are two kinds of connections. Namely, the connections, where the number of particles between the components is the same, and the connections, where one particle moves from $\Gamma_1$ to $\Gamma_2$. Connections of the first kind exist between $D_k(\tilde{\Gamma}_1) \times D_l(\Gamma_2)$ and $D_k(\Gamma_1) \times D_l(\tilde{\Gamma}_2)$, where the common part is $D_k(\tilde{\Gamma}_1) \times D_l(\tilde{\Gamma}_2)$. Connections of the second kind describe a change in the number of particles, hence they exist between $D_k(\Gamma_1) \times D_l(\tilde{\Gamma}_2)$ and $D_{k-1}(\tilde{\Gamma}_1) \times D_l(\tilde{\Gamma}_2)$, where the common part is $D_{k-1}(\tilde{\Gamma}_1) \times D_l(\tilde{\Gamma}_2) \times v$. While dealing with distinguishable particles, different distributions of particles give a $\binom{n}{k}$-fold splitting of each $D_k(\Gamma_1) \times D_l(\tilde{\Gamma}_2)$. Each component isomorphic to $D_k(\Gamma_1) \times D_l(\tilde{\Gamma}_2)$ is connected with $n - k$ different components that are isomorphic to $D_{k-1}(\tilde{\Gamma}_1) \times D_l(\tilde{\Gamma}_2)$, see Fig.11.

As a final remark, note that for a graph, which is a wedge sum of a larger number of components, the presented results for two components can be applied inductively. Choose $\Gamma_1$ to be one of the components and $\Gamma'_2$ to be the wedge sum of the remaining components, $\{\Gamma_i : i \geq 2\}$. Subgraph $\hat{\Gamma}'_2$ is a disjoint sum of graphs. Therefore, $D_k(\Gamma_1) \times D_l(\hat{\Gamma}'_2) = \sqcup_l D_k(\Gamma_1) \times D_l(\hat{\Gamma}_i)$ and the configuration space diagram splits in such a node. Detaching inductively the remaining components of $\Gamma'_2$, we obtain the full configuration space diagram.

IV. SECOND HOMOLOGY GROUP OF $D_2(\Gamma)$ AND $\overline{D}_2(\Gamma)$

In this section, we continue the considerations regarding the example of two particles on a one-connected graphs with two (Fig.9), or more components. Using this example, we introduce tools
FIG. 11. A part of the configuration space diagram of \( \overline{D}_4(\Gamma) \) of a two-component 1-connected graph. Numbers in brackets denote distribution of particles between the components. For example, \((2,1,1,2)\) in \( \overline{D}_2(\Gamma_1) \times \overline{D}_2(\Gamma_2) \) denotes the subcomplex of \( \overline{D}_4(\Gamma) \), which is isomorphic to \( \overline{D}_2(\tilde{\Gamma}_1) \times \overline{D}_2(\Gamma_2) \), where particles 1 and 4 sit on \( \Gamma_2 \), and particles 2 and 3 sit on \( \tilde{\Gamma}_1 \).

that we finally apply for \( D_n(\Gamma) \), where \( \Gamma \) is a tree graph. In the end of this section we also give a formula for the second Betti number of \( D_2(\Gamma) \), which is a generalisation of the formula by Farber\(^{26} \) for two graphs connected by a single edge.

Consider graph \( \Gamma \), which has two components. By the construction of \( D_2(\Gamma) \), there are no 3-cells in the complex, hence \( H_2(D_2(\Gamma)) \) is free. To compute the second homology, we use Mayer-Vietoris sequence for different components of the configuration space diagram. Let us next briefly introduce the Mayer-Vietoris sequence for the second homology. Let \( X \) be any subcomplex of \( D_2(\Gamma) \) and let \( A \) and \( B \) be subcomplexes of \( X \) such that \( A \cup B = X \). The Mayer-Vietoris sequence for \( X \) reads\(^{16} \)

\[
0 \rightarrow H_2(A \cap B) \xrightarrow{\Phi} H_2(A) \oplus H_2(B) \xrightarrow{\Psi} H_2(X) \xrightarrow{\delta} H_1(A \cap B) \xrightarrow{\Phi} \ldots \tag{6}
\]

Map \( \Phi \) acts on 2-cycles from \( A \cap B \) by assigning the same cycle to each summand in the image, i.e. for \( x \in \mathcal{C}_2(A \cap B) \), \( \Phi(x) = (x, -x) \). Map \( \Psi \) assigns the sum of chains, \( \Psi(x, y) = x + y \). The boundary map \( \delta \) acts as follows. Every 2-cycle, \( z \), from \( A \cup B \) can be written as a sum of 2-chains form \( A \) and \( B \) respectively

\[
z = x + y, \ x \in \mathcal{C}_2(A), \ y \in \mathcal{C}_2(B).
\]

Because \( \partial z = 0 \), we have \( \partial x = -\partial y \). Chains \( \partial x \) and \( \partial y \) are 1-cycles, since \( \partial \partial = 0 \). Moreover, these cycles represent the same element of \( H_1(A \cap B) \). In other words, \( \delta[z] = [\partial x] = [-\partial y] \). Note that class \( [\partial x] \) does not depend on the chosen decomposition of \( z \). Because the homology groups over \( \mathbb{Z} \) are abelian, long exact sequence \((6)\) can be equivalently written as the short exact sequence

\[
0 \rightarrow \text{coker}(\Phi) \rightarrow H_2(X) \rightarrow \text{coker}(\Psi) \rightarrow 0.
\]
Finally, we will rather consider elements of \( \text{im}(f) \) in the Mayer-Vietoris sequence are free\(^4\), which is the case for \( H_2(D_2(\Gamma)) \), the sequence splits, i.e.

\[
H_2(X) = \text{coker}(\Phi) \oplus \text{coim}(\delta).
\]

Finally, we will rather consider elements of \( \text{im}\delta \) as elements of \( H_2(X) \), i.e. use the isomorphism \( \text{im}\delta \cong \text{coim}\delta = H_2(X)/\ker\delta \). Then,

\[
H_2(X) = \text{coker}(\Phi) \oplus \text{coim}\delta.
\]

**Theorem IV.1.** Let \( \Gamma \) be a one-connected graph with two components and let \( \Gamma_1, \bar{\Gamma}_1, \Gamma_2, \bar{\Gamma}_2 \) be the components of \( \Gamma \), as on Fig.6. Then,

\[
\beta_2(D_2(\Gamma)) = \beta_2(D_2(\Gamma_1)) + \beta_2(D_2(\Gamma_2)) + \beta_1(\bar{\Gamma}_1)\beta_1(\Gamma_2) + \beta_1(\Gamma_1)\beta_1(\bar{\Gamma}_2) - \beta_1(\bar{\Gamma}_1)\beta_1(\bar{\Gamma}_2).
\]

**Proof.** Decompose the configuration space part-by-part, as follows

\[
X_0 = D_2(\Gamma), \ A_0 = D_2(\Gamma_1), \ B_0 = (\bar{\Gamma}_1 \times \Gamma_2) \cup (\Gamma_1 \times \bar{\Gamma}_2) \cup D_2(\Gamma_2), \ A_0 \cap B_0 = \bar{\Gamma}_1 \times v,
\]

\[
X_1 = B_0, \ A_1 = \bar{\Gamma}_1 \times \Gamma_2, \ B_1 = (\Gamma_1 \times \bar{\Gamma}_2) \cup D_2(\Gamma_2), \ A_1 \cap B_1 = \bar{\Gamma}_1 \times \bar{\Gamma}_2,
\]

\[
X_2 = B_1, \ A_2 = \Gamma_1 \times \bar{\Gamma}_2, \ B_2 = D_2(\Gamma_2), \ A_2 \cap B_2 = \bar{\Gamma}_2 \times v.
\]

The ansatz is to write Mayer-Vietoris sequence for each \( X_i = A_i \cup B_i \) and proceed inductively, beginning with \( X_2 \). Namely,

\[
\text{coker}\Phi_2 = (H_2(A_2) \oplus H_2(B_2))/\text{im}\Phi_2 = (H_1(\Gamma_1) \otimes H_1(\bar{\Gamma}_2)) \oplus H_2(D_2(\Gamma_2)),
\]

where in \( H_2(A_2) \) we used the Künneth theorem. The image of \( \Phi_2 \) is trivial, because \( H_2(A_2 \cap B_2) = H_2(\bar{\Gamma}_2 \times v) = 0 \), therefore \( \text{coim}\Phi_2 = 0 \). Next, we give a characterisation of elements of \( \text{coim}\delta \) for \( i = 2 \). Recall that

\[
\delta_2 : H_2(X_2) \rightarrow H_1(A_2 \cap B_2) \cong H_1(\bar{\Gamma}_2).
\]

Denote by \( z \) a representative of \( H_2(X_2) \). Two-cycle \( z \) can be decomposed as a sum of 2-chains from \( A_2 \) and \( B_2 \) respectively

\[
z = x + y, \ x \in \mathcal{C}_2(A_2), \ y \in \mathcal{C}_2(B_2).
\]

The above decomposition is in this case unique, because there are no 2-cells in the subcomplex \( A_2 \cap B_2 \). The boundary map assigns to \( z \) the 1-cycle \( \delta_2 y \). Let us keep for the moment \( \text{coim}\delta_2 \). Then

\[
H_2(B_2) = H_2(X_2) = H_2(D_2(\Gamma_2)) \oplus \text{coim}\delta_2 \oplus (H_1(\Gamma_1) \otimes H_1(\bar{\Gamma}_2))
\]

\(^4\) In fact, it is enough to require \( \text{coker}(\Psi) \) to be free abelian.
Let us proceed with $i = 1$. We have $\text{coim}\Phi_1 = H_1(\hat{\Gamma}_1) \otimes H_1(\hat{\Gamma}_2)$, hence

$$\text{coker}\Phi_1 = \left( H_2(B_2) \oplus (H_1(\hat{\Gamma}_1) \oplus H_1(\Gamma_2)) \right) / \left( H_1(\hat{\Gamma}_1) \otimes H_1(\hat{\Gamma}_2) \right).$$

Note that the quotient does not affect $H_2(D_2(\Gamma_2))$ and $\text{coim}\delta_2$. This is because every 2-cycle from $\text{coim}\Phi_1$ is of the form

$$z = c \otimes c', \ [c] \in H_1(\hat{\Gamma}_1), \ [c'] \in H_1(\hat{\Gamma}_2).$$

(10)

Cycle $z$ is a 2-cycle from $D_2(\hat{\Gamma}_1 \times \hat{\Gamma}_2)$. Therefore, decomposition (9) for such a 2-cycle yields $y = 0$, i.e. $z \in \ker\delta_2$. Moreover, none of the representatives of a homology class from $H_2(D_2(\Gamma_2))$ is of the form (10). Therefore,

$$H_2(B_1) = H_2(D_2(\Gamma_1)) \oplus \text{coim}\delta_2 \oplus \text{coim}\delta_1 \oplus \frac{(H_1(\Gamma_1) \otimes H_1(\Gamma_2)) \oplus (H_1(\hat{\Gamma}_1) \otimes H_1(\hat{\Gamma}_2))}{H_1(\hat{\Gamma}_1) \otimes H_1(\hat{\Gamma}_2)}.$$

Finally, for $i = 0$, by an analogical reasoning as in the case of $i = 2$, we have $\text{im}\Phi_0 = 0$, hence

$$H_2(D_2(\Gamma)) = H_2(D_2(\Gamma_1)) \oplus H_2(D_2(\Gamma_2)) \oplus \text{coim}\delta \oplus \frac{(H_1(\Gamma_1) \otimes H_1(\Gamma_2)) \oplus (H_1(\hat{\Gamma}_1) \otimes H_1(\hat{\Gamma}_2))}{H_1(\hat{\Gamma}_1) \otimes H_1(\hat{\Gamma}_2)},$$

where $\text{coim}\delta = \oplus_{i=0}^2 \text{coim}\delta_i$. Using a theorem by Farber\textsuperscript{25}, we prove in lemma IV.3 that $\text{coim}\delta = 0$, which completes the proof.

The last thing to show is the fact that $\text{im}\delta = 0$. To this end, we consider a specific over-complete basis of the second homology group. First, we briefly review the known facts about the second homology group of the two-particle configuration spaces.

**Theorem IV.2** (Farber\textsuperscript{25}). For a planar graph $\Gamma$, there exists a basis of $H_2(\overline{D}_2(\Gamma))$, where the representatives are of the form

$$z = c \otimes c', \ [c], [c'] \in H_1(\Gamma).$$

Moreover, cycles $c$ and $c'$ are necessarily disjoint, i.e. for

$$c = \sum_i a_i e_i, \ c' = \sum_j b_j e_j',$$

we have $e_i \cap e_j' = \emptyset$ for all $i, j$. Then, $z = \sum_{i,j} a_i b_j e_i \times e_j'$. Analogical result holds for a basis of $H_2(D_2(\Gamma))$.

Hence, for planar graphs the over-complete basis that we will consider, consists of all possible pairs of disjoint cycles in $\Gamma$. The construction of an over-complete basis for two particles on non-planar graphs requires a slight refinement. Recall first a theorem by Kuratowski\textsuperscript{27}, which states that every non-planar graph contains a subgraph that is isomorphic to graph $K_{3,3}$ or $K_5$. Furthermore, it was
first shown by Abrams, that graphs $K_{3,3}$ and $K_5$ are the only possible graphs, whose two-particle
distinguished (discrete) configuration spaces are closed surfaces. Hence, in the case of distinguishable
particles, for every subgraph of $\Gamma$, which is isomorphic to $K_{3,3}$ or $K_5$, we add an element to the
over-complete basis, which is isomorphic to $D_2(K_{3,3})$ or $D_2(K_5)$ respectively. For indistinguishable
particles, there are no graphs, whose two-particle configuration spaces are isomorphic to a closed
surface, hence it is enough to consider only the products of cycles as an over-complete basis of
$H_2(D_2(\Gamma))$.

**Lemma IV.3.** Let $\Gamma$ be a one-connected graph with two components and \(\{(A_i, B_i)\}_{i=0}^2\) be the sub-
complexes of $D_2(\Gamma)$ from the proof of theorem IV.1. Moreover, let $\delta_i$ be the boundary map from the
Mayer-Vietoris sequence

\[ \delta_i : H_2(A_i \cup B_i) \to H_1(A_i \cap B_i). \]

Then, $\text{im} \delta_i = 0$ for all $i$.

**Proof.** Because $H_2(D_2(\Gamma))$ contains $\text{coim} \delta$ as an independent contribution, theorem IV.2 applies also
to 2-cycles representing $\text{coim} \delta$. Let us begin with The strategy for the proof is to show that all
possible products of disjoint 1-cycles in $X_i = A_i \cup B_i$ are in $\text{ker} \delta_i$.

For $\delta_2 : H_2((\tilde{\Gamma}_1 \times \Gamma_2) \cup D_2(\Gamma_2)) \to H_1(\tilde{\Gamma}_2 \times v)$, a 2-cycle, which does not belong to $\text{ker} \delta_2$, has a
nonzero part in both $\mathcal{C}_2(\tilde{\Gamma}_1 \times \Gamma_2)$ and $\mathcal{C}_2(D_2(\Gamma_2))$. Let $z$ be a representative of such a 2-cycle from the
basis in theorem IV.2 i.e. $z = c \otimes c'$. Note that every 1-cycle in $\Gamma$ can be written as a sum of cycles
that are wholly contained in $\Gamma_1$ or $\Gamma_2$. Therefore, the only possibility for the choice of $z$ to contain cells
from both $A_2$ and $B_2$ is to take $c \in \mathcal{C}_1(\Gamma_2)$ that contains an edge adjacent to $v$. However, $c$ and $c'$ are
disjoint, hence $c'$ must be contained in $\tilde{\Gamma}_1$ or $\tilde{\Gamma}_2$. This is a contradiction, because then $z \in \mathcal{C}_2(\tilde{\Gamma}_1 \times \Gamma_2)$
or $z \in \mathcal{C}_2(D_2(\Gamma_2))$ respectively, which means that $z \in \text{ker} \delta_2$. Analogical reasoning for $A_0$ and $B_0$
leads to the conclusion that $\text{im} \delta_0 = 0$. Finally, consider $\delta_1 : H_2((\Gamma_1 \times \tilde{\Gamma}_2) \cup (\tilde{\Gamma}_1 \times \Gamma_2)) \to H_1(\tilde{\Gamma}_1 \times \tilde{\Gamma}_2)$. The
desired 2-cycle can be a product of

\[ c \in \mathcal{C}_1(\Gamma_1), \ c \cap v \neq \emptyset, \ c' \in \mathcal{C}_1(\tilde{\Gamma}_2), \text{ or } c \in \mathcal{C}_1(\tilde{\Gamma}_1), \ c' \in \mathcal{C}_1(\Gamma_2), \ c' \cap v \neq \emptyset. \]

It is straightforward to see that in both cases $z \in \mathcal{C}_2(\Gamma_1 \times \tilde{\Gamma}_2)$ or $z \in \mathcal{C}_2(\tilde{\Gamma}_1 \times \Gamma_2)$ respectively.
Therefore, $z \in \text{ker} \delta_1$. \qed

The formula for the second Betti number for two distinguishable particles can be obtained using the
same strategy as in the proof of theorem IV.1

**Corollary IV.4.** Let $\Gamma$ be a one-connected graph with two components and let $\Gamma_1, \tilde{\Gamma}_1, \Gamma_2, \tilde{\Gamma}_2$ be the
components of $\Gamma$, as on Fig.\ref{fig:graph}. Then,

\[ \beta_2(D_2(\Gamma)) = \beta_2(D_2(\Gamma_1)) + \beta_2(D_2(\Gamma_2)) + 2 \left( \beta_1(\tilde{\Gamma}_1)\beta_1(\Gamma_2) + \beta_1(\Gamma_1)\beta_1(\tilde{\Gamma}_2) - \beta_1(\tilde{\Gamma}_1)\beta_1(\Gamma_2) \right). \]  \hspace{0.5cm} (11)
Proof. Denote by \((\overline{X}_i, \overline{A}_i, \overline{B}_i)\), \(i = 0, 1, 2\) the following subcomplexes of \(\overline{D}_2(\Gamma)\).

\[
\begin{align*}
\overline{X}_0 &= \overline{D}_2(\Gamma), \quad \overline{X}_0 = \overline{D}_2(\Gamma_1), \quad \overline{X}_0 \cap \overline{F}_0 = (\tilde{\Gamma}_1 \times v) \sqcup (v \times \tilde{\Gamma}_1), \\
\overline{X}_1 &= \overline{F}_0, \quad \overline{A}_1 = (\tilde{\Gamma}_1 \times \Gamma_2) \sqcup (\Gamma_2 \times \tilde{\Gamma}_1), \quad \overline{A}_1 \cap \overline{F}_1 = (\tilde{\Gamma}_1 \times \tilde{\Gamma}_2) \sqcup (\tilde{\Gamma}_2 \times \tilde{\Gamma}_1), \\
\overline{X}_2 &= \overline{B}_1, \quad \overline{A}_2 = (\Gamma_1 \times \tilde{\Gamma}_2) \sqcup (\tilde{\Gamma}_2 \times \Gamma_1), \quad \overline{B}_2 = \overline{D}_2(\Gamma_2), \quad \overline{A}_2 \cap \overline{B}_2 = (\tilde{\Gamma}_2 \times v) \sqcup (v \times \tilde{\Gamma}_2).
\end{align*}
\]

The contribution to \(H_2(\overline{D}_2(\Gamma))\) from products of 1-cycles from \(\Gamma_1\) and \(\Gamma_2\) is twice the corresponding contribution from \(H_2(D_2(\Gamma))\). This is because \(\overline{A}_1\) and \(\overline{A}_2\) are disjoint sums of subcomplexes that are both isomorphic to \(A_1\) and \(A_2\) from the proof of theorem IV.3 respectively, and the relations imposed by \(\text{im} \Phi_i\) do not mix the components. In other words,

\[
\overline{A}_i \cong A_i \sqcup A_i, \quad \overline{A}_i \cap \overline{B}_i \cong (A_i \cap B_i) \sqcup (A_i \cap B_i), \quad H_k(\overline{A}_i) \cong H_k(A_i) \oplus H_k(A_i), \quad k = 1, 2.
\]

The argument showing that \(\text{coin} \delta = 0\) passes without changes for the part of the over-complete basis that consists of products of disjoint 1-cycles. For completeness, consider the additional elements of the over-complete basis for \(\overline{D}_2(\Gamma)\) stemming from all subgraphs of \(\Gamma\) that are isomorphic to \(K_{3,3}\) or \(K_5\). Note that such a subgraph must be necessarily contained either in \(\Gamma_1\) or in \(\Gamma_2\). Hence, the 2-cycles that are isomorphic to \(\overline{D}_2(K_{3,3})\) or \(\overline{D}_2(K_5)\) are always contained \(\overline{D}_2(\Gamma_1)\) or \(\overline{D}_2(\Gamma_2)\) respectively, i.e. mapped by \(\delta\) to zero. As we explain in section IV.3, \(\text{im} \delta\) is no longer trivial for the three-particle case.

Note that the derived formulae for \(\beta_2(D_2(\Gamma))\) and \(\beta_2(\overline{D}_2(\Gamma))\) can be written in a simpler form using \(\mu_i := \beta_1(\Gamma_i) - \beta_1(\tilde{\Gamma}_i)\). Then,

\[
\begin{align*}
\beta_2(D_2(\Gamma)) &= \beta_2(D_2(\Gamma_1)) + \beta_2(D_2(\Gamma_2)) + \beta_1(\Gamma_1)\beta_1(\Gamma_2) - \mu_1\mu_2, \quad (12) \\
\beta_2(\overline{D}_2(\Gamma)) &= \beta_2(\overline{D}_2(\Gamma_1)) + \beta_2(\overline{D}_2(\Gamma_2)) + 2 (\beta_1(\Gamma_1)\beta_1(\Gamma_2) - \mu_1\mu_2). \quad (13)
\end{align*}
\]

Numbers \(\mu_i\) are the numbers of cycles lost after detaching vertex \(v\). If \(\Gamma_i\) is connected with \(v\) with \(E_i\) edges, then \(\mu_i = E_i - 1\).

The above formulae can be easily extended to a graph with more than two components. Assume that \(\Gamma\) has three components, \(\{\Gamma_i\}_{i=1}^3\). Then, \(\Gamma\) can be viewed as a two-component graph, where the first component is \(\Gamma_1\) and the second component is the wedge sum of \(\Gamma_2\) and \(\Gamma_3\), which we denote by \(\Gamma_{23}\). Moreover, \(\tilde{\Gamma}_{23} = \Gamma_2 \sqcup \Gamma_3\). Next, we apply formula (5), using the fact that \(\beta_1(\tilde{\Gamma}_{23}) = \beta_1(\tilde{\Gamma}_2) + \beta_1(\tilde{\Gamma}_3)\) and \(\mu_{23} = \mu_2 + \mu_3\).

\[
\beta_2(D_2(\Gamma)) = \beta_2(D_2(\Gamma_1)) + \beta_2(D_2(\Gamma_{23})) + \beta_1(\Gamma_1) (\beta_1(\Gamma_2) + \beta_1(\Gamma_3)) - \mu_1(\mu_2 + \mu_3).
\]
Finally, we put $\beta_2(D_2(\Gamma_{23})) = \beta_2(D_2(\Gamma_2)) + \beta_2(D_2(\Gamma_3)) + \beta_1(\Gamma_2)\beta_1(\Gamma_3) - \mu_2\mu_3$. Then,

$$\beta_2(D_2(\Gamma)) = \sum_i \beta_2(D_2(\Gamma_i)) + \sum_{i<j} (\beta_1(\Gamma_i)\beta_1(\Gamma_j) - \mu_i\mu_j).$$

For distinguishable particles, we have

$$\beta_2(D_2(\Gamma)) = \sum_i \beta_2(D_2(\Gamma_i)) + 2 \sum_{i<j} (\beta_1(\Gamma_i)\beta_1(\Gamma_j) - \mu_i\mu_j).$$

V. TREE GRAPHS

Let us first compute the second homology group for $n$ particles on a tree, which consists of two star graphs, $S$ and $S'$, connected by an edge. We will assume that both $S$ and $S'$ are sufficiently subdivided for $n$ particles, see Fig. 12. The general procedure for computing $H_2(D_n(T))$ will be to decompose the $n$-particle configuration space part-by-part in the following way.

\[
X_0 = D_n(T), \quad A_0 = D_n(S), \quad B_0 = (D_{n-1}(\tilde{S}) \times S') \cup (D_{n-1}(S) \times \tilde{S'}) \cup \cdots \cup D_n(S'),
\]

\[
X'_1 = B_0, \quad A'_1 = D_{n-1}(\tilde{S}) \times S', \quad B'_1 = (D_{n-1}(S) \times \tilde{S'}) \cup \cdots \cup D_n(S'),
\]

\[
X_1 = B'_1, \quad A_1 = D_{n-1}(S) \times \tilde{S'}, \quad B_1 = (D_{n-2}(\tilde{S}) \times S') \cup \cdots \cup D_n(S'),
\]

\[
\vdots
\]

\[
X_{n-1} = B'_{n-1}, \quad A_{n-1} = S \times D_{n-1}(\tilde{S'}), \quad B_{n-1} = D_n(S').
\]

We distinguish two kinds of subcomplexes with respect to the type of their intersections. A pair $(A'_k, B'_k)$ of the first kind, describes subcomplexes that have the same number of particles on $S$ and $S'$, i.e.

\[
A'_k = D_{n-k}(\tilde{S}) \times D_k(S'), \quad B'_k = (D_{n-k}(S) \times D_k(\tilde{S'})) \cup \cdots \cup D_n(S'),
\]

\[
A_k \cap B'_k = D_{n-k}(\tilde{S}) \times D_k(\tilde{S'}), \quad X'_k = A_k \cup B'_k, \quad k \in \{1, 2, \ldots, n-1\}.
\]
The second kind of subcomplexes describes pairs, where the numbers of particles on $S$ and $S'$ are different.

$$A_k = D_{n-k}(S) \times D_k(\tilde{S}'), \quad B_k = (D_{n-k-1}(\tilde{S}) \times D_{k+1}(S')) \cup \cdots \cup D_n(S'),$$

$$A_k \cap B_k = D_{n-k-1}(\tilde{S}) \times D_k(\tilde{S}') \times v, \quad X_k = A_k \cup B_k, \quad k \in \{0, 1, \ldots, n-1\}. $$

In the above notation, $X_0 \supset X_1' \supset X_1 \supset \cdots \supset X_n$. Next, we write the Mayer-Vietoris sequence for each pair of subcomplexes, as in (13).

$$0 \to H_2(A_k \cap B_k) \xrightarrow{\Phi_k} H_2(A_k) \oplus H_2(B_k) \xrightarrow{\Phi_k} H_2(X_k) \xrightarrow{\delta_k} H_1(A_k \cap B_k) \to \ldots$$  \quad (14)

We use the fact that $H_2(X_k) = 0$, since there are no 3-cells in the Morse complex. Because homology groups for tree graphs are free, the Mayer-Vietoris sequence splits and we have

$$H_2(X_k) = \operatorname{coker}(\Phi_k) \oplus \operatorname{coim} \delta_k, \quad H_2(X'_k) = \operatorname{coker}(\Phi'_k) \oplus \operatorname{coim} \delta'_k.$$  \quad (15)

There are a few differences between the case of tree graphs and a general one-connected graph with two components, which allow to compute the second homology for any number of particles. The first simplification comes from the fact that $D_k(S)$ is homotopy equivalent to $D_k(\tilde{S})$ for $k < n$, and $D_k(S)$ is homotopy equivalent to a wedge of circles. The same holds for distinguishable particles. For $n = 2$, formulae (13) and (12) yield $\beta_2(D_2(T)) = \beta_2(\overline{D_2(T)}) = 0$. For $n = 3$, note that all subcomplexes in the configuration space diagram have trivial homology groups in the corresponding Mayer-Vietoris sequences. Therefore, $\beta_2(D_3(T)) = \beta_2(\overline{D_3(T)}) = 0$ and the first nontrivial case is $n = 4$.

**Theorem V.1.** Let $T$ be a tree graph with two components $S$ and $S'$ (Fig. 12). The rank of the second homology group for $n$ indistinguishable particles on $T$ is

$$\beta_2^n(S, S') = \sum_{l=2}^{n-2} \left( \beta_1^l(S) - \beta_1^{l-1}(S) \right) \beta_1^{n-l}(S'),$$  \quad (16)

where $\beta_1^k(S)$ is the rank of the first homology group for $k$ particles on star graph $S$, given in equation (4).

**Proof.** Consider two Mayer-Vietoris sequences for two consecutive subcomplexes, $X_k$ and $X'_k$. We will obtain a recurrence relation for $H_2(B_k)$. Maps from the sequence for $X_k$ are

$$\Phi_k : H_2(D_{n-k-1}(\tilde{S}) \times D_k(\tilde{S}') \times v) \to H_2(D_{n-k}(S) \times D_k(\tilde{S}')) \oplus H_2(B_k),$$

$$\delta_k : H_2(X_k) \to H_1(D_{n-k-1}(\tilde{S}) \times D_k(\tilde{S}') \times v).$$
Because $H_3(X_k) = 0$, the Mayer-Vietoris sequence implies that map $\Phi_k$ is injective. Hence, $\text{im}\Phi_k \cong H_2(A_k \cap B_k)$. Moreover, $\text{im}\delta_k = 0$. This is because each element of the over-complete basis of 2-cycles is a chain, which is properly contained in $D_{n-k}(\tilde{S}) \times D_k(S')$ or $D_{n-k}(S) \times D_k(\tilde{S}')$ for some $k$. Therefore, we have

$$H_2(B'_k) = \text{coker}\Phi_k \cong \left( \left( H_1(D_{n-k}(S)) \otimes H_1(D_k(\tilde{S}')) \right) \oplus H_2(B_k) \right) / \text{im}\Phi_k.$$  

The quotient can be realised as follows. Any element of $\text{coim}\Phi_k$ can be written as a tensor product of chains of the following form

$$[c \otimes c'] \times v : [c] \in H_1(D_{n-k-1}(\tilde{S})), \quad [c'] \in H_1(D_k(\tilde{S}')).$$

Furthermore, each such 2-cycle can be written as 2-cycle $(c \times v) \otimes c'$, which belongs to $\mathcal{C}_2(A_k)$, or 2-cycle $c \otimes (c' \times v)$, which belongs to $\mathcal{C}_2(B_k)$. Map $\Phi_k$ acts on the homology classes as

$$\Phi_k([c \otimes c'] \times v) = ([c \times v] \otimes c', [-c \otimes (c' \times v)]).$$

On the other hand, every element of $H_2(A_k)$ can be decomposed in the basis of the tensor product

$$[\tilde{c} \otimes \tilde{c}'] : [\tilde{c}] \in H_1(D_{n-k}(S)), \quad [\tilde{c}'] \in H_1(D_k(\tilde{S}')).$$

By the injectivity of $\Phi_k$, cycles $(c_1 \times v) \otimes c_1'$ and $(c_2 \times v) \otimes c_2'$ represent different classes in $H_2(A_k)$ if $[c_1] \neq [c_2]$ or $[c_1'] \neq [c_2']$. Therefore, from every element $[a] \in H_2(A_k)$ we can extract in a unique way the part, which belongs to $H_2(A_k \cap B_k)$, i.e.

$$[a] = \sum_{|\tilde{c}|,|\tilde{c}'|} [(c \times v) \otimes c'] + [\tilde{a}]. \quad (17)$$

Therefore, for a pair $([a], [b]) \in H_2(A_k) \oplus H_2(B_k)$, where $[a]$ is decomposed, as in $(17)$, we have

$$([a], [b]) \sim ([\tilde{a}], [b] + \sum_{|\tilde{c}|,|\tilde{c}'|} [(c \times v) \otimes c']$$

under the quotient by $\text{im}\Phi_k$. Moreover, pairs, where $[a] = [\tilde{a}]$, yield different equivalence classes for different $a, b$. This means that the quotient by $\text{im}\Phi_k$ can be realised by taking the quotient by $\text{coim}\Phi_k$ only on $H_2(A_k)$. In other words,

$$H_2(B_k') \cong \frac{H_1(D_{n-k}(S)) \otimes H_1(D_k(\tilde{S}'))}{H_1(D_{n-k-1}(S)) \otimes H_1(D_k(\tilde{S}'))} \oplus H_2(B_k).$$

A similar result holds for pair $(A'_k, B'_k)$, i.e. $\Phi'_k$ is injective and $\text{im}\delta'_k = 0$. The quotient by $\Phi'_k$ reads

$$H_2(B_{k-1}) \cong \frac{H_1(D_{n-k}(\tilde{S})) \otimes H_1(D_k(S'))}{H_1(D_{n-k}(S)) \otimes H_1(D_k(S'))} \oplus H_2(B'_k) \cong H_2(B'_k).$$
Subtracting ranks in the equation for $H_2(B'_k)$, we obtain a recurrence relation for ranks of $H_2(B_k)$ and $H_2(B_{k-1})$

$$\beta_2(B_{k-1}) = \left(\beta_1^{(k)}(S) - \beta_1^{(k-1)}(S)\right)\beta_1^{(n-k)}(S') + \beta_2(B_k).$$

(18)

The initial condition is $\beta_2(B_{n-1}) = 0$.

The following theorem shows how to compute the second homology group of any tree.

**Theorem V.2.** Let $T$ be a tree graph and let a pair $(S, S')$ denote the subgraph of $T$, which consists of two star graphs $S$ and $S'$ and the unique path in $T$ that connects the essential vertices of $S$ and $S'$ (see Fig. 13a). Then,

$$H_2(D_n(T)) \approx \bigoplus_{(S, S') \subset T} H_2(D_n((S, S'))).$$

**Proof.** The strategy for the proof is to show that every cycle from the over-complete basis of $H_2(D_n(T))$ is homologically equivalent to a 2-cycle from $D_n((S, S'))$ for a pair of star subgraphs of $T$. Assume first that every star subgraph of $T$ is sufficiently subdivided for $n$ particles. This in particular means that the edges that connect essential vertices are subdivided twice as much as the condition of sufficient subdivision requires. Every 2-cycle from the over-complete basis of $H_2(D_n(T))$ is isomorphic to a tensor product of two chains, each describing exchange of particles at a Y-subgraph of $T$, and the remaining $n - 4$ particles distributed on free vertices of $T$. Let $S$ and $S'$ be the star-subgraphs of $T$ that contain the two Y-subgraphs, where the particles exchange (Fig. 13a). The

remaining particles are distributed on the remaining vertices of $T$. Some of them may occupy free
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vertices of $S$ or $S'$. Assume that $k - 2$ out of free particles occupy star graph $S$ and $l - 2$ free particles occupy $S'$. The remaining $n - (k + l)$ particles are distributed outside $S$ and $S'$. The element of the over-complete basis of $H_2(D_n(T))$ that corresponds to such a situation is of the form

$$\sigma = (c \otimes c') \times \{v_1, \ldots, v_{n-k-l}\}, \ [c] \in H_1(D_k(S)), \ [c'] \in H_1(D_l(S')), \ \{v_1, \ldots, v_{n-k-l}\} \notin S, S'. $$

We will next give a construction of a path in $D_n(T)$ that connects point $\{v_1, \ldots, v_{n-k-l}\}$ with a point, where all the particles are distributed on star graphs $S$ and $S'$. To this end, remove from $T$ subgraphs $S$ and $S'$ by removing star subgraphs that are sufficiently subdivided for $k$ and $l$ particles respectively. After removing the star subgraphs, graph $T$ decomposes into a number of connected components (see Fig.13b). Each component has a number of vertices of valence one, where the star graphs were attached. Order these vertices according to their distance from the root in $T$. For each component, choose the new root to be the vertex, which was the closest one to the original root in $T$ (Fig.13b). Finally, move all particles in the components to the roots. The resulting configuration is a configuration, where all particles are distributed on star graphs $S$ and $S'$. \hfill \Box

As a consequence, the rank of the second homology group for $n$ particles reads

$$\beta_2^{(n)}(T) = \sum_{S, S' \subset T} \beta_2^{(n)}(S, S').$$

An analogous result holds for all the higher homology groups. For the $m$th homology one has to take the sum over all tree subgraphs of $T$ that contain exactly $m$ star subgraphs, i.e.

$$H_m(D_n(T)) \cong \bigoplus_{T' \subset T: \#T' = m} H_m(D_n(T')).$$

The proof is the same as the proof of theorem V.2 – for every $m$-cycle from the over-complete basis decompose $T$ by removing the star graphs that belong to $T'$ and move the remaining particles within the components.

Hence, the problem of computing $H_m(D_n(T))$ for any tree boils down to the problem of computing the $m$th homology for a tree containing $m$ essential vertices. To this end, we consider a bipartition $(S, T')$ of such a tree, where $S$ is one of the star graphs of valence 1 in the sense of the scheme of connections in the tree (see Fig.3b), and $T'$ is the tree with graph $S$ removed.

**Theorem V.3.** Let $T'$ be a tree graph with $m - 1$ essential vertices. Construct a tree graph $T$ with $m$ essential vertices as a wedge sum of $T'$ and a star graph $S$, i.e. $T = (T' \sqcup S)/\sim$, where gluing map $\sim$ identifies two vertices of valence 1 in $T'$ and $S$. The rank of the $m$th homology group for $n$ indistinguishable particles on $T$ is

$$\beta_m^{(n)}(S, T') = \sum_{l=2}^{n-2} \left( \beta_1^{(l)}(S) - \beta_1^{(l-1)}(S) \right) \beta_{m-l}^{(n-l)}(T').$$
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Proof. Note first that for such a tree graph, we have \( H_{m+1}(D_n(T)) = 0 \), because the dimension of the corresponding Morse complex is \( m \). Consider \( T \) as a 1-connected graph with two components, where the components are \( S \) and \( T' \). Vertex \( v \) connecting the components has valence 2. Next, construct the sequence of subcomplexes

\[
D_n(T) = X_0 \supset X'_1 \supset X_1 \supset \cdots \supset X_{n-1} = \left( S \times D_{n-1}(T') \right) \cup D_n(T'),
\]
as in the case of two star graphs. The Mayer-Vietoris sequence for each subcomplex reads

\[
0 \to H_m(A_k \cap B_k) \xrightarrow{\Phi_k} H_m(A_k) \oplus H_m(B_k) \xrightarrow{\Psi_k} H_m(X_k) \xrightarrow{\delta_k} H_{m-1}(A_k \cap B_k) \to \ldots
\]

The above sequence splits and we have

\[
H_m(X_k) = \text{coker}(\Phi_k) \oplus \text{coim} \delta_k, \quad H_m(X'_k) = \text{coker}(\Phi'_k) \oplus \text{coim} \delta'_k.
\]

Consider two Mayer-Vietoris sequences for two consecutive subcomplexes, \( X_k \) and \( X'_k \). We will obtain a recurrence relation for \( H_m(B_k) \), as in the proof of theorem \([11]\) Maps from the sequence for \( X_k \) are

\[
\Phi_k : H_m(D_{n-k-1}(\tilde{S}) \times D_k(\tilde{T}) \times v) \to H_m(D_{n-k}(S) \times D_k(\tilde{T'})) \oplus H_m(B_k),
\]

\[
\delta_k : H_m(X_k) \to H_{m-1}(D_{n-k-1}(\tilde{S}) \times D_k(\tilde{T}) \times v).
\]

The corresponding maps for \( X'_k \) read

\[
\Phi'_k : H_m(D_{n-k}(\tilde{S}) \times D_k(\tilde{T'})) \to H_m(D_{n-k}(\tilde{S}) \times D_k(T')) \oplus H_m(B'_k),
\]

\[
\delta'_k : H_m(X'_k) \to H_{m-1}(D_{n-k}(\tilde{S}) \times D_k(\tilde{T})).
\]

Again, from the construction of the over-complete basis, every \( m \)-cycle from the basis is contained in \( A_k \) or \( B_k \), hence \( \text{im} \delta_k = 0 \) and \( \text{im} \delta'_k = 0 \) for all \( k \). Hence, the homology groups of the subcomplexes are

\[
H_m(B'_k) \cong \left( (H_1(D_{n-k}(S)) \otimes H_{m-1}(D_k(T'))) \oplus H_m(B_k) \right) \bigg/ \text{im} \Phi_k,
\]

\[
H_m(B_{k-1}) \cong \left( (H_1(D_{n-k}(\tilde{S})) \otimes H_{m-1}(D_k(\tilde{T}))) \oplus H_m(B'_k) \right) \bigg/ \text{im} \Phi'_k.
\]

As in the proof of theorem \([11]\) the above quotients can be realised by taking the quotient by \( \text{coim} \Phi_k \) and \( \text{coim} \Phi'_k \) on \( H_m(A_k) \) and \( H_m(A'_k) \) respectively. By doing so, we get \( H_m(B_{k-1}) \cong H_m(B'_k) \) and

\[
H_m(B'_k) \cong H_m(B'_k) \oplus \left( (H_1(D_{n-k}(S)) \otimes H_{m-1}(D_k(\tilde{T}))) \big/ (H_1(D_{n-k-1}(\tilde{S})) \otimes H_{m-1}(D_k(\tilde{T}))) \right).
\]

This gives us the following recursive equation for \( \beta_m(B_k) \)

\[
\beta_m(B_{k-1}) = \beta_m(B_k) + \left( \beta_1^{(n-k)}(S) - \beta_1^{(n-k-1)}(S) \right) \beta_m^{(k)}(T')
\]

with the initial condition \( \beta_m(B_{n-1}) = 0 \). The solution is equation \([20]\). \( \Box \)
Note that equation \((20)\) allows one to express 
\[
\beta (n)^{(m)}(T)
\]
for a tree with \(m\) essential vertices by the ranks of the first homology groups for different numbers of particles on the star subgraphs contained in \(T\). To this end, one has to apply equation \((20)\) recursively, until all star subgraphs of \(T\) are removed.

One can check by a straightforward calculation that the solution to such a recursion with the initial condition \(\beta (n)^{(1)}(T)\) = \(\beta (n)^{(1)}(S)\) is
\[
\beta (n)^{(m)}(T) = \sum_{i=0}^{m-1} (-1)^{i} {m-1 \choose i} \prod_{l_1+\ldots+l_m=n-i,j \geq 2} \beta (S^{(1)}) \beta (S^{(2)}) \ldots \beta (S^{(m)}), \tag{21}
\]
where \(\{S^{(j)}\}_{j=1}^{m} \) is the set of all star subgraphs from \(T\).

VI. TWO GRAPHS CONNECTED BY A SINGLE EDGE

In this section we continue the line of thought from the previous sections and show how to compute the second homology group for \(n\) particles on a graph, which consists of two arbitrary graphs, that are connected by a single edge. In other words, vertex \(v\) on figure 3 has valence 1. The results of this section can be viewed as another generalisation of the formula for the second homology group for two particles on such a graph from 26. As in previous sections, we consider the Mayer-Vietoris sequence for pairs \((A_k, B_k), (A_k', B_k')\) from the configuration space diagram, where
\[
D_n(\Gamma_1) = X_0 \supset X_1' \supset X_1 \supset \cdots \supset X_{n-1} = \left(\Gamma_1 \times D_{n-1}(\tilde{\Gamma}_2)\right) \cup D_n(\Gamma_2). \tag{22}
\]
The sequences are of the form
\[
\cdots \rightarrow H_3(X_k) \xrightarrow{\delta} H_2(A_k \cap B_k) \xrightarrow{\Phi_k} H_2(A_k) \oplus H_2(B_k) \xrightarrow{\Psi_k} H_2(X_k) \xrightarrow{\delta} H_1(A_k \cap B_k) \rightarrow \ldots \tag{23}
\]
There are two major differences in comparison to the previously considered settings. First of all, the third homology group of the subcomplexes does not vanish, hence we do not have any a priori knowledge about the kernel of \(\Phi_k\). Therefore, we shall conjecture that \(\text{im} \delta = 0\).

Conjecture VI.1. Consider \(D_n(\Gamma)\) for \(\Gamma\) consisting of two arbitrary graphs connected by a single edge. Let \(X_k\) be any subcomplex in the decomposition of \(D_n(\Gamma)\) (see equation \((22)\)). We conjecture that the boundary map from the Mayer-Vietoris sequence for \(X_k\)
\[
\delta : H_m(X_k) \rightarrow H_{m-1}(A_k \cap B_k), \ m \geq 2.
\]
has a trivial image.

Map \(\delta\) maps the toric part of the over-complete basis of \(H_m(D_n(\Gamma))\) to zero. Therefore, the nontrivial elements of \(\text{im} \delta\) must come from some more exotic elements of \(H_m(D_n(\Gamma))\). Yet, we have not found
any numerical evidence for the existence of an element of $H_m(D_n(\Gamma))$ represented by an $m$-chain that involves a one-connected subgraph with $\nu$ of valence two. Therefore, we conjecture that for indistinguishable particles on one-connected graphs from such a class, we always have $\text{im} \delta = 0$. For a longer discussion with examples of graphs, where $\text{im} \delta \neq 0$, see section VII. In particular, we show that $\text{im} \delta \neq 0$ already for distinguishable particles on tree graphs.

Secondly, the homology groups are in general not free groups. Therefore, the Mayer-Vietoris sequence does not split. However, we will use our conjecture that $\text{im} \delta = 0$, which immediately gives $H_2(X_k) \cong \text{coker} \Phi_k$ and $\text{ker} \Phi_k = 0$.

**Theorem VI.2.** Let $\Gamma$ be a wedge sum of $\Gamma_1$ and $\Gamma_2$, where gluing map identifies two vertices of valence 1 in $\Gamma_1$ and $\Gamma_2$. Moreover, assume that maps $\delta$ and $\delta'$ from the corresponding Mayer-Vietoris sequences for $X_k$ and $X'_k$ satisfy conjecture VI.1. Then, the rank of the second homology group for $n$ indistinguishable particles on $\Gamma$ is

$$
\beta_2^{(n)}(\Gamma) = \beta_2^{(n)}(\Gamma_2) + \beta_2^{(n)}(\Gamma_1) + \sum_{k=1}^{n} \left( \beta_1^{(k)}(\Gamma_1) - \beta_1^{(k-1)}(\Gamma_1) \right) \beta_1^{(n-k)}(\Gamma_2).
$$

*(24)*

**Proof.** We prove the theorem in the standard way. The assumption that $\text{im} \delta = 0$ and $\text{im} \delta' = 0$ implies that maps $\Phi_k$ and $\Phi'_k$ are injective for all $k$. Therefore, the quotients in $\text{coker} \Phi_k$ and $\text{coker} \Phi'_k$ can be again realised as quotients by $\text{coim} \Phi_k$ and $\text{coim} \Phi'_k$ on $H_2(A_k)$ and $H_2(A'_k)$ respectively. Hence, for the Mayer-Vietoris sequence for $X'_k$ we have

$$
H_2(B'_k) \cong H_2(B_k) + \frac{H_2(D_{n-k}(\Gamma_1)) \oplus H_2(D_k(\tilde{\Gamma}_2)) \oplus \left( H_1(D_{n-k}(\Gamma_1)) \otimes H_1(D_k(\tilde{\Gamma}_2)) \right)}{H_2(D_{n-k-1}(\tilde{\Gamma}_1)) \oplus H_2(D_k(\tilde{\Gamma}_2)) \oplus \left( H_1(D_{n-k-1}(\tilde{\Gamma}_1)) \otimes H_1(D_k(\tilde{\Gamma}_2)) \right)} \tag{25}
$$

The sequence for $X_k$ yields $H_2(B_{k-1}) \cong H_2(B'_k)$. From these equations we obtain the following recurrence relation for the rank of $H_2(B_{k-1})$.

$$
\beta_2(B_{k-1}) = \beta_2(B_k) + \beta_2^{(n-k)}(\Gamma_1) - \beta_2^{(n-k-1)}(\Gamma_1) + \left( \beta_1^{(n-k)}(\Gamma_1) - \beta_1^{(n-k-1)}(\Gamma_1) \right) \beta_1^{(k)}(\Gamma_2)
$$

for $k = 0, 1, \ldots, n - 1$. The initial condition is $\beta_2(B_{n-1}) = \beta_2(D_n(\Gamma_2))$. Solving the recurrence and using the fact that $\sum_{k=0}^{n-1} \beta_2^{(n-k)}(\Gamma_1) - \beta_2^{(n-k-1)}(\Gamma_1) = \beta_2(D_n(\Gamma_1))$ we obtain equation [24].

**Remark VI.1.** The reasoning from the proof of the above theorem can be used to describe the torsion of $H_2(D_n(\Gamma))$. Namely, using the fact that $D_k(\Gamma_2)$ is homotopy equivalent to $D_k(\tilde{\Gamma}_2)$, recurrence relation [25] can be simplified to the following form.

$$
H_2(B_{k-1}) \cong H_2(B_k) \oplus \frac{H_2(D_{n-k}(\Gamma_1))}{H_2(D_{n-k-1}(\Gamma_1))} \oplus \left( \frac{H_1(D_{n-k}(\Gamma_1))}{H_1(D_{n-k-1}(\Gamma_1))} \otimes H_1(D_k(\Gamma_2)) \right),
$$
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with the initial condition $H_2(B_{n-1}) = H_2(D_n(\Gamma_2))$. Hence, the torsion of $H_2(D_n(\Gamma))$ comes from the torsions of $H_2(D_{n-k}(\Gamma_1))/H_2(D_{n-k-1}(\Gamma_1))$ for $k \in \{0, 1, \ldots, n-2\}$ and the torsion parts of
\[
\left( \frac{H_1(D_{n-k}(\Gamma_1))}{H_1(D_{n-k-1}(\Gamma_1))} \otimes H_1(D_k(\Gamma_2)) \right)
\]
for $k \in \{0, 1, \ldots, n-1\}$. In particular, the latter yields only copies of $\mathbb{Z}_2$, as the only possible torsion of the first homology group is $\mathbb{Z}_2$. This is the case if and only if at least one of the components is non-planar\(^{10,22}\).

VII. WHEN IS $\text{im} \delta$ NONTRIVIAL?

The main obstacle in the continuation of this paper’s approach in a rigorous way is the knowledge of cycles that do not belong to $\ker \delta$. In this section we provide two examples of such cycles for $D_n(\Gamma)$ and $\overline{D}_n(\Gamma)$. We conjecture that the types of cycles described in this section are all possible cycles that do not belong to $\ker \delta$. The first class of cycles appears while considering a simultaneous exchange of particles in $D_k(\tilde{\Gamma}_1)$, $D_l(\tilde{\Gamma}_2)$ and on a $Y$-subgraph centered at vertex $v$, see Fig. 14. Such a cycle is isomorphic to the tensor product of cycles $z = c \otimes c' \otimes c_Y$, where $c \in \mathcal{C}_p(D_k(\tilde{\Gamma}_1))$, $c' \in \mathcal{C}_s(D_l(\tilde{\Gamma}_2))$ and
\[
c_Y = \{e^v_u, u\} + \{e^u_u, u'\} + \{e^{u''}_u, u''\} - \{e^v_{u'}, u''\} - \{e^u_{u'}, u''\} - \{e^{u''}_v, u\}.
\]
In our notation, the cycle corresponds to the following boundary map
\[
\delta''_{l+1} : H_{p+s+1}(X_{l+1}) \rightarrow H_{p+s}(D_{k+1}(\tilde{\Gamma}_1) \times D_{l+1}(\tilde{\Gamma}_2)).
\]
The decomposition of $z = x + y$, $x \in C_{p+s+1}(A_k')$, $y \in C_{p+s+1}(B_k')$ yields

$$x = c \otimes c' \otimes \left( \{e_v^u, u\} - \{e_v^{u''}, u\} \right) \in C_{p+s+1}(D_{k+1}(\tilde{\Gamma}_1) \times D_{l+1}(\tilde{\Gamma}_2)),$$

$$y = c \otimes c' \otimes \left( \{e_v^u, u'\} + \{e_v^{u''}, u'\} - \{e_v^u, u''\} \right) \in C_{p+s+1}(D_{k+1}(\tilde{\Gamma}_1) \times D_{l+1}(\tilde{\Gamma}_2)).$$

For the boundary of a 1-cell $\partial \{e_a^b, c\} = \{b, c\} - \{a, c\}$, we have $\partial' x = -\partial' y = c \otimes c' \otimes \left( \{u', u\} - \{u'', u\} \right) \neq 0$.

Another class of cycles that do not belong to the kernel of a proper boundary map, describes exchanges of distinguishable particles on pairs of star subgraphs. For simplicity, let us focus on an example of two particles on the double $Y$-graph (Fig. 15). There are two cycles in $\overline{D}_2(\Gamma)$ that are analogous to the exchange of indistinguishable particles on a single $Y$-subgraph (see Fig. 10). However, unlike the configuration space for indistinguishable particles, $\overline{D}_2(\Gamma)$ contains an additional 1-cycle that involves both $Y$-subgraphs. This cycle is marked with arrows on Fig. 16. For the order of vertices $3' < 2' < 1' < 0 < 1 < 2 < 3$ and the boundary map $\partial (e_a^b, c) = (b, c) - (a, c)$, $\partial (c, e_a^b) = (c, b) - (c, a)$, the chain that describes such a cycle is

$$c_{1', Y_2} = (e_{1', 0}^2) + (2, e_0^1) + (2, e_1^3) - (e_{1', 3}) - (e_1^2, 3) - (0, e_1^3) - (e_1^4, 1) +$$

$$-(1', e_0^3) - (e_{1', 0}) - (2', e_{1'}^3) - (2', e_{1'}^0) + (e_{2'}^3, 3') + (e_{1'}^0, 3') + (0, e_{3'}^0) + (e_1^0, 1') - (1, e_1^0).$$

This is a cycle, which goes through the whole configuration space, hence the proper boundary map for the Mayer-Vietoris sequence is

$$\delta_0 : H_1(\overline{D}_2(\Gamma)) \to H_0(\tilde{Y}_1 \times 0) \oplus H_0(0 \times \tilde{Y}_1).$$

The decomposition of $c_{1', Y_2} = x + y$ yields

$$x = -(e_{2'}^0, 0) - (2', e_{1'}^0) - (2', e_{1'}^3) + (e_{2'}^3, 3') + (e_{1'}^0, 3') + (0, e_{3'}^0) \in C_1(\overline{D}_2(Y_1)).$$
FIG. 16. Distinguished configuration space $D_2(\Gamma)$ for $\Gamma$ a double-$Y$ graph form Fig.15. Cycles marked with dashed line describe exchange of particles on a single $Y$-subgraph, while the cycle marked with arrows describes exchange of particles that involves both $Y$-subgraphs.

Then $\partial_0 x = (0, 1') - (1', 0) \neq 0$. We encounter a similar situation while considering a star graph connected with another graph $\Gamma$, where the particles exchange on the star graph and some star subgraph of $\Gamma$. We suppose that for distinguished configuration spaces of tree graphs the cycles described in this section are the only possible cycles that do not belong to $\text{ker} \delta$. However, the proof requires a further study of the discrete Morse theory for distinguishable particles.

VIII. SUMMARY

Without any additional knowledge about the over-complete basis of the homology groups it is hard to continue the above approach in a rigorous way. The main difficulty is a full description of $\text{im} \delta$. However, we suspect that in the case indistinguishable particles the only nontrivial elements from $\text{im} \delta$ are the ones that involve exchanges of particles on $Y$-subgraphs centered at vertex $v$, as described in section VII. If one accepts such an assumption, the methods from this paper can be used \textit{mutatis mutandis} to express $H_n(D_n(\Gamma))$ of an arbitrary one-connected graph by the homology
groups of its higher-connected components. The case of the distinguished configuration spaces is much more difficult, as we point out in section VII.

The methodology developed in this paper can be viewed as one of the possible general frameworks for describing the topology of the configuration spaces of graphs. A generalisation of this approach would be to consider the decomposition of an arbitrary graph to star subgraphs and describe the relations and connections between the corresponding components of the configurations space. This is a subject of our further studies.
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