Abstract

We propose a family of two-phase-fluid models for a full-cone turbulent round jet that describe its dynamics in a simple but comprehensive manner with the apex angle of the cone being the main disposable parameter. The basic assumptions are that (i) the jet is statistically stationary and that (ii) it can be approximated by a mixture of two fluids with their phases in dynamic equilibrium (so-called Locally Homogeneous Flow). To derive the model, we impose either full or partial conservation of the initial mass and total power fluxes, introducing mass and power loss factors as disposable parameters. Our model equations admit implicit analytical and numerical solutions for the composite density and velocity of the two-phase fluid, both as functions of the distance from the nozzle, from which the dynamic pressure and the mass entrainment rate are calculated. Moreover, we show that the predictions of our models compare well with experimental data for single-phase turbulent air jets and atomizing liquid jets.

1 Introduction

Atomizing jets appear in a vast range of applications. A very active field of application is that of fuel jet injection engines, widely used in the automotive and aerospace industry. Other fields of application include medical apparatuses, so-called “atomizers” used by commercial products in many industries, flows through hoses and nozzles for various industrial purposes as well as fire fighting.
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Some of these applications and atomization methods are described by Jiang et al. [2010].

The earliest investigations on the hydrodynamic stability of liquid jets include the experimental works of Bidone [1829], who described the spatial evolution of the shape of a cross section of a liquid jet when the nozzle’s orifice was not circular; and that of Savart [1833], who concluded two “laws”, stating that the length of the continuous part of the jet was proportional to the jet’s exit velocity, for a fixed exit diameter and, conversely, proportional to this diameter for a fixed exit velocity.

Theoretical research on the dynamics of liquid jets dates back to at least the first half of the 19th century, when Plateau [1873] demonstrated that the surface energy of two identical liquid spheres is less than that of the equivalent volume liquid cylinder of height greater than its perimeter, which makes this cylinder unstable. However, the first one to treat this problem in a hydrodynamic stability sense was Lord Rayleigh [1878] who, for an inviscid jet in vacuum, concluded that the jet is stable to non-axisymmetric disturbances but unstable to axisymmetric disturbances of wavelength longer than the jet’s perimeter. Rayleigh’s theory also predicted that the most unstable wavelength, that of the greatest growth rate, is 143.7% the length of the jet’s perimeter.

After the pioneering theoretical work of Lord Rayleigh [1878] many other early works advanced and improved upon this subject [Weber, 1931; Tomotika, 1935; Taylor, 1962] [for a review, see Gorokhovski and Herrmann, 2008]. However, these results were focused on what is termed “primary breakup”, i.e. the transition of the jet from a cylindrical geometry to the formation of the first detached droplets and “ligaments”. This breakup has been found to depend on numerous parameters, and a characterization of the breakup mechanism, based on the dominant physical forces acting on it, has been achieved with some success. This was summarized in what is called the “breakup regimes” and it can be described broadly in terms of two parameters: the jet’s Reynolds and the Weber numbers. Another classification which separated these breakup regimes was based on the jet’s speed and the “Z length” or the length of the “continuous” part of the jet. Four main breakup regimes have been identified: (i) the capillary or Rayleigh regime; (ii) the first wind-induced regime; (iii) the second wind-induced regime; and (iv) the atomization regime. Some review articles on the topic include McCarthy and Mollov [1974]; Lin and Reitz [1998]; Liu [2000]; Birouk and Lekic [2009]; and Jiang et al. [2010].

The range of applications involving atomizing liquid jets forming two-phase fluid flows is still large. The complexity of the atomizing process, involving numerous physical phenomena and many variables, ranging from the conditions inside the nozzle (or some generating source) to the interaction between the atomization process and the environment into which the jet is penetrating, all call for numerous challenges in physical and mathematical modelling. Notwithstanding, several mathematical models have been attempted to describe different aspects of the jets in this regime. For example, differential equations for a fuel jet’s tip penetration distance as a function of time [Wakuri et al., 1960; Sazhin et al., 2001; Desantes et al., 2005]; models for the gas entrainment rate in a full-cone
Figure 1: Diagram of the full-cone turbulent round jet geometry and the relevant physical variables.

spray\textsuperscript{[Cossali, 2001]}; and a one-dimensional model for the induced air velocity in sprays\textsuperscript{[Ghosh and Hunt, 1994]}. None of these models is satisfactory by itself for understanding and application as explained below.

In this study we propose three original related 1D mathematical models, so-called “energy jet models”, for the macroscopic dynamics of a full-cone turbulent round jet ensuing from a circular nozzle into a stagnant fluid. This kind of jets is a key tool in many industrial processes in modern manufacturing industry\textsuperscript{[Jiang et al., 2010]}. An advantage of our models over other analytical 1D models is that in the simplest case, the “ideal energy jet”, it has a single experimentally measurable parameter (the half-angle $\theta$ of the jet cone) while it maintains reasonable predictive power and gives theoretical understanding that allows it to analytically calculate other physical quantities of interest. Moreover, the herein reported extended model, the “lossy energy jet”, applies an energy conservation approach with simple turbulent and energy dissipation models, resulting in increased accuracy.

In the context of a fuel injection engine, Sazhin et al.\textsuperscript{[2001]} derived a differential equation for the fuel jet’s tip penetration distance as a function of time by considering a steady conical liquid fuel jet discharged into a stagnant ambient gas and imposing conservation of mass and momentum. The model relies on the restrictive assumption that the mass ratio of droplets-to-gas ($\alpha_{d}$, in their notation) is constant throughout the jet’s length, which they then use in order to integrate the model’s resulting 1st degree ODE. This assumption may be an acceptable approximation only for very small jet spread angles or for very short distances from the nozzle. Neither one of the latter requirements is met when the authors compare the equations resulting from their theory with six experimental datasets from two other sources, as well as their own\textsuperscript{[Sazhin et al., 2005]}, reporting jet half-angles of 13, 19, 8.5, 8.9 and 5 degrees. These angles are stated as having been calculated experimentally, the procedure not detailed or inconsistent across the different sources. Another parameter of their formula, the input velocity, is also calculated experimentally in a varied fashion across the different sources, sometimes by the mass flux rate and other times by the pressure drop...
at the nozzle’s exit and a parameter termed the discharge coefficient, which is scattered in its recommended values across the literature, as Sazhin et al. [2001] themselves point out, ranging from 0.39 to 0.7, the latter authors having used a value of 0.8 in their only reported case. More importantly, the crucial droplets-to-gas mass ratio, $\alpha_d$, is only reported in the four experiments from the same authors Sazhin et al. [2005], having a value of $1 \times 10^{-5}$.

In the same context of a combustion engine and fuel injection, Desantes et al. [2005] proposed another 1D model for the diesel spray tip penetration. They focused on the dynamics of the “main steady zone”, avoiding the transient region near the tip of the jet (the last 30~40% of the total length) as well as the “initial region” near the orifice where atomization is still incomplete. Their model relies only on conservation of momentum and on fixing the jet’s geometry by means of measuring the cone angle. They make two arguable key assumptions: (i) that the behaviour of different jets with equal momentum flux and exit velocity is “analogous”; and (ii) that the tip penetration velocity is proportional to the axial velocity in the jet’s centreline. The consequence of assumption (i) is that they replace the dynamic analysis of a spray by the analysis of an assumed analogously-behaved incompressible gas jet (i.e. ignoring the droplets); they do this by exchanging the original nozzle’s exit diameter for an “equivalent diameter” and setting the density of the jet equal to that of the gas. They also tested their model against their own experimental measurements of an air jet, but they do not state the length of the initial region near the nozzle or the position of the “virtual origin” of the jet (when its radius is zero), which affects the functional dependency on the axial distance variable. Also, no report is made on the initial acceleration of the fluid as we have found in Franco et al. [2017]. Thus, unlike the present study, this model has little concern in the density or liquid fraction of the spray and relies on the substitution of jet types. Moreover, they arrived at physical interpretations which are not necessarily derived from their model, arguing that the axial speed is twice the tip penetration because the tip loses energy by moving away stagnant air, while the fluid behind moves with the gas already in motion facing no resistance; the latter may be true but it is in no way derived from their model as it is limited to the main steady state portion of the spray. In a similar line of thought, they justified this speed using their model by assuming that the tip of the unsteady spray moves forward with a speed equal to the mean velocity of the corresponding cross-section of the steady state model, although it is to be justified that the mean cross-sectional velocity of the steady state jet corresponds to the tip penetration velocity of an unsteady jet.

Pastor et al. [2008] also proposed a related model for a more general case of the transient (time dependent) evolution of the tip penetration variable. They based their calculations on mass, momentum and enthalpy conservation equations. Their results cover the steady state (time independent) as a special case. However, even in this special case, their solutions are available mostly in numerical form, except in a constant-density flow case discussed in the appendix.

Another related mathematical model was made by Cossali [2001], where he proposed a model for the gas entrainment in a full cone spray. The main focus
of the model is a non-dimensional quantity $\Lambda$ which depends on the distance $z$ from the nozzle, and expresses the ratio between gas entrainment and liquid mass flux out of the nozzle. The key ingredient of the model is a differential equation for $\Lambda$ for which Cossali found some asymptotic solutions for the near and far fields. The near-field solution was only found in explicit form as an approximation using the first term of the Taylor series centred at the position of the nozzle’s exit. This approximate solution was used as a base to build another non-dimensional quantity $\Psi$ that depends linearly on the distance from the nozzle and this linear relationship was used to fit the results of eight experiments in the literature. In doing so, the value of the physical constants and even newly proposed parameters within the paper were not all used, so comparison with the experiments was limited to linear fitting the data and relating the found slope and intercept with the theoretical linear relationship from the results. The problem is that the numerous factors and constants that make up this slope and intercept contain newly proposed physical parameters that are not easy to measure experimentally (like three different mean droplet sizes, integrals over the radial distributions of gas and droplets concentrations, velocity, etc.) so this limits the predictability from the first principles.

The previous models remain untouched on a description of the density or liquid fraction of the spray, make restrictive assumptions or introduce parameters unavailable experimentally. There are also abundant numerical models based on turbulence modelling for jets, like the one by Vallet et al. [2001] used in CFD programs like Star-CD, KIVA-3V, Ansys Fluent, as well as open source codes like OpenFOAM [Stevenin et al., 2016]. An analytical model, producing closed expressions for experimentally measurable quantities, is advantageous to understand the parameter dependence of the phenomenon and then to predict and control it. The purpose of the present investigation is to establish such a model from the first principles. The models presented in this paper are an extension and generalization of the ones found in Franco et al. [2017].

This article is organized as follows: in Sect. 2 we derive from physical conservation laws the basic mathematical model for the ideal energy jet. In Sect. 3 we introduce an energy loss factor as a simple model for enhancement of dissipation by turbulent interaction of the two phases and re-derive the state equations accordingly. In Sect. 4 we introduce an analogous mass loss factor accounting for mass lost across the bounded geometry of the jet cone. Next, in Sect. 5 we apply the state equations of the different model variations to some common limiting and special cases that recover known solutions (viz. very thin ambient fluid, (single-phase) submerged jet, and cylindrical jet without breakup). In Sect. 6 we compare the theoretical predictions with laboratory experiments. Finally, in Sect. 7 we summarize the main conclusions of the present work.
2 The ideal energy jet model

Consider the statistically stationary state of a full-cone high-Reynolds-number turbulent jet ejecting a single-hole circular nozzle and penetrating into an ambient fluid, with constant input gauge pressure and a small conical jet spread angle. We then wish to calculate the dynamical properties of this jet at some axial distance from the nozzle. The relevant variables and parameters are depicted in Figure 1 where $\theta$ is the spread angle of the conical jet, $\rho$ the density of the fluid, $D$ the diameter of jet, $p$ the fluid’s gauge pressure, $v$ the velocity of a fluid element and $x$ the axial distance from the nozzle. The subscript “0” indicates initial values (at the nozzle exit position), e.g. $D_0$ is the diameter of the jet at the nozzle’s exit (equal to the nozzle’s orifice diameter).

2.1 Initial power

The kinetic energy of a flat disc of fluid of infinitesimal width $dx$ exiting the circular nozzle with velocity $v_0$ is

$$dT = \frac{1}{2} m_0 v_0^2, \quad (1)$$

where the mass of the flat disc is $m_0 = \frac{1}{4} \rho_0 \pi D_0^2 dx$. Note that $dx = v_0 dt$. This velocity may be calculated from the input gauge pressure, $p_0$, by Bernoulli’s theorem, neglecting the dynamic pressure inside the nozzle and assuming that the static pressure is totally converted to the jet’s dynamic pressure just outside the nozzle. Thus $p_0 \approx \frac{1}{2} \rho_0 v_0^2$ implies

$$v_0 = \sqrt{\frac{2p_0}{\rho_0}}. \quad (2)$$

Note that $\rho_0$ is the density of the atomizing fluid. Substituting $m_0$ and $v_0$ from (2) into equation (1) we get

$$\dot{T}_0 = \left. \frac{dT}{dt} \right|_{x=0} = \frac{1}{8} \pi \rho_0 D_0^2 v_0^3 = \frac{1}{2} \pi D_0^2 \left( \frac{p_0^3}{2\rho_0} \right)^{\frac{1}{2}}, \quad (3)$$

which is the total power (energy flux per unit time) coming out of the nozzle as a result of the input gauge pressure inside the nozzle.

2.2 Conservation of power

We assume that the fluid at a distance $x$ is a two-phase fluid. The present model has been termed “ideal energy” to distinguish it from the “ideal momentum” developed by Franco et al. [2017] and the “lossy” models including mass and momentum or energy loss parameters to be described in Sections 3 and 4 below. Accordingly, first assume conservation of the power, i.e. the energy flux of the two-phase fluid is solely that coming from the original input pressure. The
atomized fluid transfers the kinetic energy to the initially static ambient fluid by drag forces [Sazhin, 2006, Fuchimoto et al., 2009] and they reach local dynamic equilibrium in such a way that both fluids move at the same speed $v$ inside the jet in a statistical sense [Desantes et al., 2011]; this is also the main assumption under the wide class of “Locally Homogeneous Flows” (LHF) [Faeth, 1983, 1987, Faeth et al., 1995]. We assume that the latter process occurs so fast immediately outside the nozzle’s exit that we may neglect the non-equilibrium zone near the nozzle. The latter assumption is reasonable for high-Reynolds-number pressure-atomized jets, e.g. like the ones used in real life diesel engines [Sazhin et al., 2001]. This effectively allows us to treat the two-phase flow as a single fluid with a composite density $\rho$ and a single velocity $v$, depending on the distance from the nozzle, $x$.

Analogous to the calculations in subsection 2.1, the kinetic energy of a flat disc of fluid of infinitesimal width at an axial distance $x$ from the nozzle’s exit is $dT = \frac{1}{2}mv^2$, where $m = \frac{1}{4}\rho\pi D^2 dx$ and $dx = vdt$, and as a consequence

$$
\hat{T}(x) = \left. \frac{dT}{dt} \right|_x = \frac{1}{8}\pi \rho D^2 v^3,
$$

(4)

which is the total power at a cross-section of the two-phase fluid jet at a distance $x$ from the nozzle.

Equating (3) and (4) by conservation of the energy contained between the two planes $x = 0$ and at an axial distance $x$ in steady state, and solving for $v$ we get

$$
v^3 = \frac{1}{\rho} \left( \frac{D_0}{D} \right)^2 \sqrt{\frac{8p_0^3}{\rho_0}}.
$$

(5)

This relation can be written in simpler form by using dimensionless variables as $\hat{v}^3 = \hat{\rho}^{-1} D^{-2}$, where $v$, $D$ and $\rho$ have been scaled respectively by $v_0$, $D_0$ and $\rho_0$ (the quantities at the nozzle’s exit) and denoted by a hat symbol.

### 2.3 Entrained volume in the two-phase fluid jet

Assuming conservation of mass, the total fluid volume of a thin disc at the target distance is $dV = dV_0 + dV_e$, where the subscript “$e$” denotes the quantities related to the “entrained” fluid, i.e. the total volume $dV$ of the two-phase fluid jet is just the sum of the original fluid volume coming out of the nozzle, $dV_0$, plus the added entrained fluid volume, $dV_e$, in dynamic equilibrium at distance $x$. The original volume of fluid is taken as given and, in our setting, the jet’s total volume at the target distance can be calculated from the geometry. Then $dV_e = dV - dV_0$ from where we can calculate a volumetric flow rate of the mass entrainment as

$$
\frac{dV_e}{dt} = \frac{1}{4}\pi(D^2v - D_0^2v_0).
$$

(6)

Here we can substitute for $v_0$ from equation (2) and $D = D_0 + 2x\tan \theta$ from the conical geometry.
2.4 Composite density of the two-phase fluid jet

The mean density of the two-phase fluid jet thin-disc element is just the total mass over the total volume:

\[ \rho = \frac{m}{V} = \frac{dm_0 + dm_e}{dV_0 + dV_e} = \frac{\rho_0 dV_0 + \rho_e dV_e}{dV_0 + dV_e} \]  

(7)

After substituting \( dV_e \) from (6), and the initial volume element \( dV_0 \) from analogous calculations and solving for \( \rho \), we obtain

\[ \rho = \rho_e + \frac{D_0^2 v_0}{\hat{D}^2} (\rho_0 - \rho_e), \quad \text{or} \quad \hat{\rho} = \rho_* + \frac{(1 - \rho_*)}{\hat{D}^2} \hat{v}, \]  

(8)

for the density of the two-phase fluid jet at a distance \( x \) from the nozzle. The second equation in (8) is the dimensionless form for \( \hat{\rho} = \rho / \rho_0 \), where \( \rho_* = \rho_0 / \rho_0 \). Fortunately, it depends on \( v \) which makes the dependency circular as we can see from equation (5).

We implicitly assume, by calculating the mean composite density of the two-phase fluid in Eq. (7), that the atomized fluid distribution throughout the disc two-phase fluid element does not differ greatly from a uniform distribution. Notice that we approximate the front of the jet by a planar front of equal density, i.e. a “top-hat” radial distribution. In reality this may not be the case, since the front should be spherical, and it is then in a spherical shell within the jet’s cone that we should consider \( \rho \) to be approximately constant, not in a plane. However, for small half-angles \( \theta \) and short distances \( x \) a plane should suffice for a crude estimation. The same could be said of the front’s velocity \( v \). Overall, we may take the above considerations as utilizing “top-hat” velocity and density distributions as a first order approximation. Note that slicing the spherical jet front with an \( x \)-normal plane provides a non-constant \( \rho \) density distribution in this plane. This distribution should, however, be similar to a two-dimensional Gaussian distribution centred around the \( x \)-axis, i.e. the jet’s “centreline”. There are some models [Ghosh and Hunt, 1994, Desantes et al., 2005, Rabadi et al., 2007, Pastor et al., 2008, Desantes et al., 2011] which apply Gaussian velocity distributions as initial assumptions; however, this calculation will be included in a later work since we anticipate that it would not lead to a major refinement of the axial centreline quantities.

2.5 Analytical solutions for the velocity and density

From equations (5) and (8) we identify a system of two non-linear equations for two unknowns, \( v \) and \( \rho \). We can eliminate \( \rho \) to from the system and write in dimensionless form

\[ \rho_* \hat{D}^2 \hat{v}^3 + (1 - \rho_*) \hat{v}^2 - 1 = 0, \]  

(9)

which is a cubic polynomial equation in \( \hat{v} \), and which can be solved numerically. Analogously we can get a non-linear equation for \( \hat{\rho} \) eliminating \( \hat{v} \) from the same
described system and we obtain:

$$\left( \frac{\hat{\rho} - \rho^*}{1 - \rho^*} \right)^3 = \frac{\hat{\rho}}{D^4}$$

(10)

which we can again solve numerically.

With both $\hat{\rho}$ and $\hat{v}$ calculated, the dynamic pressure of the two-phase fluid, which accounts for the total pressure at some target axial distance $x$ from the nozzle exit, may be calculated through

$$\hat{p} = \hat{\rho}\hat{v}^2,$$

(11)

where $\hat{p} = p/p_0$, and $p_0 = \rho_0v_0^2/2$ is the initial gauge pressure as in [2].

3 Energy loss

In this section we will generalize the above model and, instead of perfect conservation of power (energy flux), which is not realistic due to multiple energy loss processes detailed below, we assume instead that only some proportion of the energy is conserved. Consider a two-phase fluid parcel travelling from the nozzle’s exit outward in an axial direction. Where physically present, we can identify the causes of energy loss of the fluid parcel as at least the following. (i) **Thermal dissipation**: some of the kinetic energy is transformed into heat due to the mutual friction between the two phases and also by viscosity within each phase. This is enhanced by turbulence. (ii) **Turbulence**: turbulent motion and energy of created vorticity in the two-phase fluid mainly due to gas entrainment at jet breakup and the turbulent wakes behind the travelling droplets. (iii) **Droplets’ surface energy**: taken away at jet breakup through the droplets’ surface (due to surface tension). (iv) **Escaping droplets**: kinetic energy taken away by escaping droplets expelled from the jet’s bounded conical geometry by the stochastic breakup process and turbulence (notice this also produces mass loss, although this will be addressed until section 4). (v) **Droplets’ oscillations**: the internal elastic motion and deformation of the droplets’ surface (which may be approximated by the normal modes of oscillation of a sphere). (vi) **Droplets’ rotation**: produced by some net torque at detachment during breakup.

As stated, it is clear that there are multiple sources of energy loss, but they depend mostly on the following two factors: **speed** and **travel time**. Alternatively, travel time at certain speed can be transformed into distance. In greater detail, the energy loss factors are affected by speed and travel time/distance in the following ways. (i) **Thermal dissipation**: skin drag forces increase with relative velocity, so as vorticity which also produces greater dissipation through viscous forces. Dissipation also increases with travel time as we follow a two-phase fluid parcel. (ii) **Turbulence**: creation of vorticity in the two-phase fluid mainly depends on the Reynolds number, increasing with velocity. It should be fairly independent of time as the droplet formation rate. (iii) **Droplets’ surface energy**: depends on the number of droplets present at some time. Droplet formation is linked to jet breakup, which for a statistically stable jet produces some
approximately constant average droplet formation rate depending on speed but independent of time since, all else remaining the same, a greater speed aids the momentum exchange between gas and liquid droplets, thus creating instability, e.g. Kelvin-Helmholtz instability [Drazin and Reid 2004], which contributes to the breakup. Thus, the droplet formation rate and therefore the total droplet number should roughly increase with speed. (iv) Escaping droplets: droplets escape rate should be dependent on the magnitude of the vorticity present and also on instability growth rates which produce jet breakup; both of these factors increase with velocity, but should be again fairly independent of time. (v) Droplets’ oscillations: this also depends on the droplets’ formation rate as this energy is lost with each droplet created. Moreover, the greater the speed, the more violent the jet breakup and we should expect greater surface oscillations on the droplets. (vi) Droplets’ rotation: the same as for droplets’ oscillations.

Therefore, it is reasonable to assume that the proportion of energy loss, due to at least the above listed factors, should depend on both the speed and travel time of each fluid element (disc). Consider two contiguous fluid elements, i.e. two discs of infinitesimal width, then the energy of the second disc, \(dT_2\), should depend on the energy of the previous disc, \(dT_1\), as

\[
dT_2 = dT_1 dL_e(\Delta x, v_1),
\]

where \(0 \leq L_e \leq 1\) is the proportion of energy that is conserved after travelling a distance \(\Delta x\) with speed \(v_1\), where in turn \(v_1\) is the velocity of the first disc. Taking the above into consideration, the overall picture is that energy loss should be greater for greater velocities and travel distances, for each fluid disc element.

### 3.1 Damping with constant velocity

The simplest model which reproduces the above qualitative behaviour is

\[
dL_e(\Delta x, v) = \frac{1}{1 + v\Delta x/H_e} = \frac{1}{1 + \hat{v}\Delta \hat{x}/\hat{H}_e},
\]

where \(H_e\) is some characteristic “energy half-loss” parameter at which half of the energy is lost for the given system, and \(H_e = H_e/v_0 D_0 = H_e/v_0 Re_0\), where \(v_0\) and \(Re_0\) are the kinematic viscosity and Reynolds number of the liquid at the nozzle’s exit, respectively. We can think of \(H_e\) as the necessary distance travelled at a certain fixed speed for the fluid element to lose half its energy, in a Lagrangian point of view, or for the power through a cross section to be reduced by half, in the Eulerian frame. Notice that \(H_e\) has kinematic viscosity units, \([m^2/s]\), so we may consider it to be a kinetic energy dissipation parameter, similar to a turbulent viscosity. In this sense, the model hereof derived using (13) may be considered to include a simple turbulence model. Notice that, the greater the velocity \(v\), the greater the energy loss; this is what we call “damping”.

The factor \(dL_e\) must be considered over the disc’s whole trajectory to obtain the total loss. Consider a total flight distance \(x\) from the nozzle exit until the target distance. Then there will be \(x/\Delta x \equiv n\) total distance intervals and their
corresponding time intervals, $\Delta t$, along the jet’s trajectory. If the proportion of energy preserved after one such interval is $dL_e$, then $(dL_e)^2$ is the proportion of energy preserved after two such intervals, considering a constant speed $v_0$. Then the proportion of the initial energy preserved after travelling an axial distance $x$ from the nozzle exit is

$$dL^n_e = \left(\frac{1}{1 + H_e^{-1}v_0x/n}\right)^n.$$  \hspace{1cm} \text{(14)}

An sketch of this process can be seen in Figure 2. Proceeding to the infinitesimal limit when the disc width $\Delta x \to 0$, equivalent to $n \to \infty$, we get

$$\lim_{n \to \infty} dL^n_e = \lim_{n \to \infty} \frac{1}{(1 + H_e^{-1}v_0x/n)^n} = \exp(-v_0x/H_e) := L_e(x, v_0).$$  \hspace{1cm} \text{(15)}

Using this function $L_e(x, v_0)$ as a proportion factor we can rewrite equations (9) and (10) by incorporating the energy loss as a function of axial distance from the nozzle exit. In dimensionless units, $\hat{L}_e(\hat{x}) = \exp(-\hat{x}/\hat{H}_e)$. With this modification, (9) turns into

$$\rho \hat{x} \hat{D}^2 \hat{v}^3 + (1 - \rho_e) \hat{v}^2 - \exp(-\hat{x}/\hat{H}_e) = 0,$$  \hspace{1cm} \text{(16)}

and (10) into

$$\left(\frac{\hat{\rho} - \rho_e}{1 - \rho_e}\right)^3 = \frac{\hat{\rho}}{\hat{D}^3} \exp(\hat{x}/\hat{H}_e)$$  \hspace{1cm} \text{(17)}

We remark that (14), (15), (16) and (17) (approximately) hold only for (nearly) constant axial speed along the jet’s axis. The dynamical pressure can be calculated using (11).
3.2 Damping with varying velocity

The assumption of constant axial speed proved to be fairly accurate when no energy loss factor like (13) is included (see Section 6 below). However, with inclusion of the energy loss, the velocity along the trajectory starts to decrease considerably with increasing energy loss, i.e. decreasing parameter $H_e$. This forces us to further rewrite the above equations into some recurrence formulas by which we can update the velocity value along the trajectory of the fluid element. This can be done by adapting (5) to depend on the immediately previous value.

As for the density equation, it may be kept unmodified because the amount of atomized fluid is calculated from the original state without entrained fluid and by geometrical considerations. Following a procedure analogous as in previous calculations, we obtain the velocity recurrence equation

$$\rho_* \hat{v}_i^3 + \hat{D}_i (1 - \rho_*) \hat{v}_i^2 - \hat{v}_{i-1}^3 \left( \frac{\hat{D}_{i-1}}{\hat{D}_i} \right)^2 \frac{\hat{\rho}_{i-1}}{1 + \hat{v}_{i-1} \Delta \hat{x} \hat{H}_e} = 0. \quad (18)$$

Notice that (18) reduces to (19) if $i = 1$ and $H_e \to \infty$.

Correspondingly, the density non-linear equation (10) is altered to a recurrence formula

$$\left( \frac{\hat{\rho}_i - \rho_*}{1 - \rho_*} \right)^3 = \frac{\hat{\rho}_{i} (1 + \hat{v}_{i-1} \Delta \hat{x} \hat{H}_e^{-1})}{\hat{\rho}_{i-1} \hat{v}_{i-1}^3 \hat{D}_{i-1}^2 \hat{D}_i^4}. \quad (19)$$

Notice that (19) also reduces to (10) if $i = 1$ and $H_e \to \infty$.

4 Mass loss

We further generalize the above model and assume that only some proportion of the mass is conserved. Supposing that it exists, we can identify the causes of mass loss as at least the following. (i) Escaping droplets: some droplets are expelled from the jet due to the breakup and atomization processes, taking with them mass. (ii) Evaporation: if the ambient fluid is a gas and it is not saturated in the atomized liquid’s vapour, evaporation takes place and, if this vapour escapes the fixed conical geometry of the jet it reduces its total mass, albeit slowly. These both cause energy loss as well. The mass loss factors are affected by velocity and travel time/distance in the following ways. (i) Escaping droplets: droplets escape rate should be dependent on vorticity present and also on instability growth rates which produce jet breakup; both of these factors increase with velocity. (ii) Evaporation: may occur both from the jet’s continuous part (if any) and from the droplets. Evaporation turns liquid into vapour which is taken away by the surrounding gas and eventually may escape the jet. For constant temperature and gas saturation, evaporation is “advection-driven” and depends also on the velocity.

It is only natural then that the proportion of mass loss, due to at least the above listed factors, should depend on both the velocity and travel time/distance of each fluid element (disc). Consider two contiguous fluid elements, i.e. two
discs of infinitesimal width, then the mass of the second disc, \( dm_2 \), should depend on the mass of the previous disc as

\[
dm_2 = dm_1 dL_m(\Delta x, v_1),
\]

where \( 0 \leq dL_m \leq 1 \) is the proportion of the mass that is conserved after travelling a distance \( \Delta x \) at a speed \( v_1 \), where in turn \( v_1 \) is the velocity of the first disc. Taking the above into consideration, the overall picture is that mass loss should be greater for greater velocities and greater travel distance, for each fluid element (disc). As in the case for the energy loss factor, the simplest model which reproduces the above qualitative behavior is

\[
dL_m(\Delta x, v) = \frac{1}{1 + v \Delta x/H_m},
\]

where \( H_m \) is some characteristic “mass half-loss parameter” at which half of the mass is lost for the given system and \( H_m = H_m/v_0 D_0 = H_m/\nu_0 Re_0 \), where \( \nu_0 \) and \( Re_0 \) are the kinematic viscosity and Reynolds number of the liquid at the nozzle’s exit, respectively. The physical meaning of \( H_m \) is that it is the necessary distance travelled at a certain fixed speed for the fluid element to lose half of its mass. Notice that \( H_m \) also has kinematic viscosity units, \([m^2/s]\), so we may consider it to be a mass loss parameter. Notice that, the greater the velocity, the greater the mass loss.

Considering the factor \( dL_m \) all along the disc’s trajectory, with velocity taken as a constant, we obtain the total loss factor in an analogous way as for the energy loss:

\[
\lim_{n \to \infty} dL_m^n = \lim_{n \to \infty} \frac{1}{(1 + H_m \Delta x/n)} = \exp(-v_0 x/H_m) := L_m(x, v_0).
\]

In dimensionless units \( L_m(\hat{x}) = \exp(-\hat{x}/\hat{H}_m) \).

### 4.1 Mass loss with constant velocity

Using \( L_m(\hat{x}) \) we can rewrite our theory with the mass loss taken into account. With this modification the velocity equation (16) turns into

\[
\rho_\ast \hat{v}^3 + \hat{D}^{-2} \left[ (1 - \rho_\ast) \exp(-\hat{x}/\hat{H}_m) \hat{v}^2 - \exp(-\hat{x}/\hat{H}_e) \right] = 0.
\]

Notice that this reduces to the no mass loss case (10) when \( H_m \to \infty \).

Likewise, the density equation (17) becomes

\[
\left( \frac{\hat{\rho} - \rho_\ast}{1 - \rho_\ast} \right)^3 = \hat{D}^{-4} \exp \left[ \hat{x} \left( \frac{1}{\hat{H}_e} - \frac{3}{\hat{H}_m} \right) \right].
\]

Notice that this also reduces to the no mass loss case of (17) when \( H_m \to \infty \). We must remark that this calculation holds only for constant or nearly constant velocity along the jet flight.
4.2 Mass loss with varying velocity

As stated before, the assumption of constant velocity proved to be fairly accurate when no energy loss nor mass loss factors are included. However, with the inclusion of loss factors, the velocity along the trajectory starts to vary depending on the combination of the parameters, $H_e$ and $H_m$. This forces us to further rewrite the above equations into some recurrence formulas by which we can update the value of the velocity along the trajectory of the fluid element. This is done by adapting the equations to depend on an immediately previous value. Following an analogous procedure as in previous calculations, we obtain the velocity recurrence equation

$$\rho \hat{v}_i^3 + \left( \frac{\hat{D}_{i-1}}{\hat{D}_i} \right)^2 \hat{v}_{i-1} - \frac{\hat{v}_i^3}{\hat{v}_{i-1}} \left( \frac{\hat{D}_{i-1}}{\hat{D}_i} \right)^2 = 0.$$  (25)

Notice that (25) also reduces to (9) without loss factors if $H_m, H_e \to \infty$ and $i = 1$. As for the density, we find that

$$\left( \frac{\hat{\rho}_i - \rho_*}{\hat{\rho}_{i-1} - \rho_*} \right)^3 = \left( \frac{\hat{D}_{i-1}}{\hat{D}_i} \right)^4 \frac{\hat{\rho}_i}{\hat{\rho}_{i-1}} \left( \frac{\hat{1} + \hat{v}_{i-1} \Delta x \hat{H}_{i-1}}{1 + \hat{v}_{i-1} \Delta x \hat{H}_{i-1}} \right).$$  (26)

Notice that (26) also reduces to (10) without any loss if $i = 1$ and $H_m, H_e \to \infty$.

4.3 Liquid-only mass loss

In the previous modelling of the mass loss factor we implicitly considered mass loss to happen from both phases of the jet. In the case of an atomized liquid and an ambient gas, the latter is not realistic, since we expect that the mass loss mechanisms affect only the liquid phase, as was described in the enlisted physical mechanisms above. An ambient gas does not lose any mass. Therefore, in this case we may restrict the mass-loss to occur only for the liquid phase and get a different set of equations.

First notice that the mass loss assumption implies a volume loss relationship

$$V_j^{l'} = V_{j-1}^{l'} d L_m (\Delta x, v_{j-1}),$$  (27)

so that the volume of entrained ambient gas at any step can be calculated as

$$V_j^g = V_j - V_j^{l'} = V_j - V_{j-1}^{l'} d L_m$$  (28)

where the superscripts “g” and “l” refer to the quantities for gas and liquid, respectively; and, if no superscript is written, the quantity refers to the composite two-phase fluid. The subscript “j” indicates the “j-th step” position. Notice that $V_j^l$ for $j > 0$ cannot be calculated as the volume of a cylinder as with $V_0^l$ or $V_j$, since the shape of the distributed droplets inside the jet is irregular. However, we may calculate $V_j^l$ recursively from (27), since we know the total
volume, \( V_j = \frac{1}{4} \pi D^2 \Delta x \), we also know the initial liquid volume \( V_0^l = \frac{1}{4} \pi D_0^2 \Delta x \).

Separating the mass loss to affect only the liquid phase, we may calculate again the mean composite density as

\[
\rho_j = \frac{\rho_0 V_j^l + \rho_a V_j^g}{V_j}.
\]

(29)

If we substitute (28) into (29) then simplifying we have

\[
\rho_j = \rho_g + \frac{V_j^l}{V_j} (\rho_0 - \rho_g).
\]

(30)

Notice that \( \rho_j \) can be calculated directly from this formula by first calculating the values of \( V_j \) from the geometry and \( V_j^l \) from (27).

As in the case where we introduced the energy loss (damping) with varying velocity in Section 3, we should have the same equation for the velocity:

\[
v_j^3 = \left( \frac{D_{j-1}}{D_j} \right)^2 \frac{\rho_{j-1}}{\rho_j} v_{j-1}^3 d\mathcal{L}_c (\Delta x, v_{j-1}).
\]

(31)

Eliminating \( \rho_j \) from (30) and (31):

\[
v_j = \left( \frac{D_{j-1}}{D_j} \right)^{2/3} \left( \rho_{j-1} d\mathcal{L}_c \right)^{1/3} \rho_j v_{j-1}.
\]

(32)

From (32) we can calculate \( v_j \) directly having previously calculated \( \rho_{j-1} \) and \( \rho_j \) from (30).

Notice that the velocity recurrence relation (32) can be written as

\[
v_j^3 = \frac{\frac{1}{4} \pi D_j^2 v_{j-1} d\mathcal{L}_c}{\frac{1}{4} \pi D_j^2 v_j d\mathcal{L}_c} v_{j-1}^2 d\mathcal{L}_c = \frac{V_j-1 \rho_{j-1}}{V_j \rho_j} v_{j-1}^2 d\mathcal{L}_c.
\]

(33)

And then, rearranging terms, we obtain

\[
\frac{1}{2} V_j \rho_j v_j^2 = \frac{1}{2} V_{j-1} \rho_{j-1} v_{j-1}^2 d\mathcal{L}_c.
\]

(34)

i.e. \( T_j = T_{j-1} d\mathcal{L}_c \), which just states the conservation of a proportion of the kinetic energy as originally proposed in (12).

5 Limit and special cases

In this section we present some special or limiting cases of the above proposed mathematical models. The results of Section 4.1 generalize all the analytical solutions of the previous sections, and therefore it suffices to analyse the equations of the cases therein. It is worth remembering for the following analysis that \( \bar{D} = 1 + 2 \hat{x} \tan \theta \) is the diameter of the jet.
5.1 An atomizing jet in a very thin atmosphere

With this assumption, $\rho_* \approx 0$, which physically means a jet inside a very thin atmosphere. We see from Equation (23), after simplification, that the state equation for the velocity may be written

$$\hat{v} = \exp \left[ -\hat{x} \left( \frac{1}{\hat{H}_e} - \frac{1}{\hat{H}_m} \right) \right],$$

which gives $\hat{v} = 1$ for $\hat{H}_{e,m} \to \infty$, i.e. the velocity remains constant at the same initial value, being consistent with a physical intuition that the liquid droplets do not lose any energy to the surrounding thin gas in case nearly no drag forces nor turbulent two-phase flow present. Note that the velocity is maintained for $\hat{H}_e = \hat{H}_m$. In a Lagrangian point of view, if the proportion of energy lost by a fluid parcel is the same as that of its lost mass, the mass remaining within the parcel carries the same energy per unit mass, i.e. squared velocity, independently of the axial position and thus the velocity is everywhere constant. On the other hand, if $\hat{H}_m > \hat{H}_e$, mass loss is proportionally smaller than energy loss (remember that for constant velocity $H_{m,e}$ can be interpreted as half-loss distances), and the velocity decays with the axial distance and tends to zero at infinity, which admits and interpretation that can be interpreted as proportionally more power is lost than mass flux, causing the power per unit mass to decrease within the jet. The case $\hat{H}_e < \hat{H}_m$ is physically impossible since it implies that the velocity increases with axial distance and tend to infinity, i.e. the jet accelerates. Therefore, this case helps us establish that $\hat{H}_m \geq \hat{H}_e > 0$. From Equation (24) we get the state equation for the density,

$$\hat{\rho} = \frac{1}{D^2} \exp \left[ \frac{\hat{x}}{2} \left( \frac{1}{\hat{H}_e} - \frac{3}{\hat{H}_m} \right) \right],$$

where we can see that for $\hat{H}_{e,m} \to \infty$ we have $\hat{\rho} = D^{-2}$ and $\rho \to 0$ as $x \to \infty$ in this case. Interestingly, $\hat{H}_m = 3\hat{H}_e$ gives the same result. In any case, $\hat{\rho} = 1$ when $\hat{x} = 0$, in accordance with the fact that at the nozzle we have only liquid. For the solution (36) to be physically acceptable, we should impose that $\hat{\rho}'(\hat{x}) \leq 0$, i.e. the composite density of the two phase fluid should be a non-increasing function of the axial distance $x$. Let $\kappa = (\hat{H}_e^{-1} - 3\hat{H}_m^{-1})/2$. Then $\hat{\rho} = D^{-2} \exp \kappa\hat{x}$ and since $\exp \kappa\hat{x} > 0$, we can prove that if

$$\kappa < \frac{4 \tan \theta}{1 + 2a \tan \theta},$$

then $\hat{\rho}' < 0$ for all $\hat{x} < a \in \mathbb{R}^+$. In particular, if $\kappa < 0$ then $\hat{\rho}' < 0$ for all $\hat{x} > 0$. Therefore, we conclude that in order to have a physically acceptable solution, the loss parameters should verify

$$0 < \hat{H}_e \leq \hat{H}_m \leq 3\hat{H}_e.$$

Since in this special case both $v$ and $\rho$ are given as an explicit analytic solution in (35) and (36), respectively, we can also calculate such a solution for the pressure
from \( \hat{p} = \hat{D}^{-2} \exp \left[ \frac{1}{2} \hat{x} (\hat{H}_e + \hat{H}_m) \right] \), \( (38) \)

indicating that \( p = p_0 \) at the nozzle, and \( p \to 0 \) as \( x \to +\infty \). Notably, any combination of the loss factors necessarily induces a decay in the dynamic pressure with axial distance and the only way to neutralize the loss factor is by taking both \( \hat{H}_{e,m} \to \infty \), which is the ideal case \( \hat{p} = \hat{D}^{-2} \).

5.2 The submerged jet

We look into a single-phase fluid jet, i.e. liquid or gas only, by taking \( \rho_0 = 1 \). In view of \( (24) \) we have \( \hat{\rho} = 1 \), as expected; the density is just that of the common fluid. From \( (23) \) we get the state equation for the velocity

\[
\hat{v} = \frac{1}{3} \hat{D}^{-2/3} \exp \left( -\frac{\hat{x}}{\hat{H}_e} \right),
\]

\( (39) \)

which gives \( v = v_0 \) for \( x = 0 \), i.e. at the nozzle exit, and \( v \to 0 \) as \( x \to +\infty \), as it should be. Notice that in this case the density remains constant and velocity decays with distance whilst for the case of a thin atmosphere we had the converse, viz. the velocity remains constant and the density decays. From \( (11) \) combined with \( (39) \) we obtain the state equation for the pressure

\[
\hat{p} = \frac{1}{3} \hat{D}^{-4/3} \exp \left( -2\frac{\hat{x}}{\hat{H}_e} \right),
\]

\( (40) \)

In both \( (39) \) and \( (40) \) the mass loss factor disappears, which agrees with the physical interpretation that there cannot be any mass loss in a single phase fluid jet, as the both mechanisms described in section 4 are non existent, viz. escaping droplets and evaporation. On the other hand, energy loss is retained but if \( \hat{H}_e \to \infty \) then \( \hat{p} = \hat{v}^2 = \hat{D}^{-4/3} \).

6 Comparison with experiments and discussion

Using the physical parameters in table 1 we shall solve for the velocity, density, dynamic pressure and diameter of a conical high-speed turbulent atomizing liquid jet, which bears close resemblance with laboratory parameters. The input pressure \( p_0 \) is chosen to be the same as used in the laboratory experiments, as are the nozzle diameter and the jet flight distance before impact. The temperature

\[
\begin{array}{cccc}
\rho_a &=& 1.1644 \text{ (kg/m}^3) & \theta = 1/18 \text{ (°)} \\
p_0 &=& 995.6502 \text{ kg/m}^3 & D_0=1.6 \text{ (mm)} \\
 & & 5, 10, 15 \text{ (MPa)} & T = 30 \text{ (°C)} \\
x &=& 0.3 \text{ (m)}
\end{array}
\]

Table 1: Physical parameters used in the computations for a water jet in air using the lossy energy models.
is chosen as an ambient temperature of 30 °C. A special care should be exercised for the jet’s cone spread angle. In laboratory measurements this angle is about one-sixth (1/6) of a degree. However, the measured angle corresponds vaguely to the spread angle of the jet as a whole, consisting of both the core jet and a “halo” of droplets. The angle required for the theoretical calculations in this study is the angle of the core of the jet and not the whole jet. After a trial and error, the desired angle is found to be approximately one-third of the reported experimental halo; i.e. one-eightheenth (1/18) of a degree and fits the experimental data most closely with constant speed. The result of the theoretical calculation for the energy loss factor, damping with constant speed, is shown in figure 4. The result of the theoretical calculation for the energy loss factor and damping with varying velocity are shown in figure 4. The result of the theoretical calculation for the energy loss factor, damping with varying velocity and liquid-only mass-loss, is shown in figure ?? . Remarkably, comparison of the most accurate results of figure 4 with the experimental data shows an almost perfect fit for the dynamic pressure of the jet, with the choice of the energy half-loss parameter of $H_e = 12 \times 10^5 \text{cm}^2/\text{s}$ (in the figure, $\gamma = H_e$).
Figure 4: Results for energy loss with damping at varying velocity.
Figure 5 shows the centreline velocity fits to experimental data for a single-phase air jet as reported in Franco et al. [2017]. Each of the three curves represents the theoretical results of a different model. Both the continuous line and the dashed line belong to the ideal momentum jet model family reported in the aforementioned work. The dot-dashed line is given by the discrete model with liquid-only mass loss detailed in section 4.3 for the particular case of the “submerged jet” (air jet) as considered in the corresponding experiment. We can thus see that the LOML model gives the closes fit, increasing the precision, at the cost of losing the analytical solutions.

Figure 5: Centreline velocity fits to experimental data for a single-phase air jet as reported in Franco et al. [2017].

7 Conclusions

We have presented 1D mathematical models of a conical jet applicable to the dynamics of a wide class of turbulent atomizing jets. The models’ main assumptions include the so-called Locally Homogeneous Flow (LHF) for a two-phase flow. The models are based on conservation laws of the energy and the mass, and describe the dynamical quantities of the jet, viz. the density, velocity and dynamic pressure, along the jet’s axis and are an extension and generalization of the ones found in Franco et al. [2017]. The main advantages of the proposed models over others in the literature are that the solutions are analytical explicit or implicit, they contain a single critical free parameter, viz. the jet’s cone angle. We have previously proposed how to determine this angle so as to closely fit the experimental measurements of Franco et al. [2017]. A couple of extra free parameters allow for fine tuning and have a physical interpretation leading to the possibility of being calculated indirectly from experimental measurements.
More data is needed in order to test the accuracy and range of applicability of our theory. Special cases include a liquid jet in a very thin atmosphere and a submerged jet.
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