I. INTRODUCTION

Several hundred million years after the hot big bang the universe was reionized. This process is poorly understood and there are many open questions about the reionization epoch: When did reionization start? How long did it last? What objects reionized the universe? Was this a smooth or highly inhomogeneous process?

There are many different observational constraints on the timing and duration of the reionization epoch. Observations of the Lyα absorption in high-redshift quasar spectra indicate that reionization had completed between $z = 5$ and 6 [1–3]. The CMB optical depth, which is induced by the free electrons along the line of sight, has been constrained by the angular power spectrum of CMB anisotropies [4, 5]. Recent measurements of the CMB temperature and polarization spectra [4] suggest that the ionization fraction at $z \gtrsim 10$ is less than 10%, so that an early onset of reionization above is highly disfavored.

In contrast, constraints on the properties of ionized bubbles such as their temperature and size are still very poor. During the reionization epoch the ionized bubbles in the intergalactic medium were formed by radiation from the first star-forming galaxies and their sizes grew toward the end of reionization. The ionized bubbles were heated significantly with their temperature eventually rising to $\sim 10^4$ K [6]. Constraints on the properties of the ionized bubbles can therefore provide insights into the mechanism of cosmic reionization.

An inhomogeneous reionization process produces significant spatial fluctuations of the electron density at the reionization epoch which lead to anisotropies in the optical depth of the CMB. The anisotropy depends on the reionization history, the characteristic radius of ionized bubbles, and their distribution [7, 8]. The anisotropies of the CMB optical depth have been constrained by several analyses [9–11]. However, the measurements so far have been limited by significant reconstruction noise. Assuming the analytic model of [7], measurements of the angular power spectrum of the optical depth have put an upper bound on the characteristic bubble size as $R_b \lesssim 10$ Mpc at $2\sigma$ [10], while theoretical and simulation-based studies [12–14] suggest $R_b \sim O(1 - 10)$ Mpc. Future experiments such as CMB-S4 as well as future 21-cm obser-
vations such as the Square Kilometre Array (SKA) will be able to constrain the bubble size down to $\sim 1$ Mpc in the redshift range $6 - 10$ [15, 16]. Progress in such observations of inhomogeneous reionization will allow us to test our current knowledge of reionization and gain new insights into the reionization epoch.

The Sunyaev Zel’dvich (SZ) effect generated by hot electrons during the reionization epoch can be used to explore the reionization epoch. In particular, the thermal SZ (tSZ) effect is sensitive to the temperature of the ionized bubbles, which makes the tSZ signal a unique probe of the gas temperature in the reionization era. However, a challenge is that the tSZ effect is dominated by the late-time contributions from clusters [18]. Ref. [19] proposes to use the cross-correlation between tSZ and high-redshift galaxies for another reionization probe. Alternatively, the kinetic SZ (kSZ) effect generated by the radial motion of ionized bubbles during reionization could be detected by future CMB experiments, which will potentially constrain the redshift and duration of reionization [20–23]. However, the kSZ effect does not directly constrain the temperature of the ionized bubbles.

In this work, we propose a new approach to probe reionization via the cross-correlation of the anisotropies of the CMB optical depth and the tSZ effect. The analysis of this cross spectrum has the following advantages: the cross-correlation can constrain the temperature of the ionized bubbles, but the late-time cluster tSZ contribution to the cross-correlation is less significant than for a tSZ measurement alone.

We apply this cross-correlation method to Planck data and derive constraints on reionization from our measurement; we also perform forecasts for future experiments with this method. Throughout this work we assume a flat $\Lambda$CDM universe with the cosmological parameters defined by Planck TT, TE, EE+lowE+lensing [5].

II. THEORETICAL MODEL

The change in temperature at each frequency $\nu$ due to the tSZ effect is expressed as:

$$\frac{\Delta T_{\nu}}{T_{\text{CMB}}} = g(\nu) y,$$

where $g(\nu) = x \coth(x/2) - 4$ with $x = \nu / (k_B T_{\text{CMB}})$ ignoring the relativistic corrections, $T_{\text{CMB}}$ is the CMB temperature, $k_B$ is the Boltzmann constant, $h$ is the Planck constant, and $y$ is the Compton-y parameter.

Temperature anisotropies due to the tSZ effect have contributions from both reionization and clusters. Hot electron gas inside the ionized bubbles is parametrized either by the electron gas temperature (temperature inside ionized bubbles), $T_b$, and the electron number density, $n_e$, separately, or by the pressure, $P_e = k_B n_e T_b$. The Compton-y parameter is given as:

$$y(\hat{n}) = \frac{\sigma_T}{m_e c^2} \int d \chi \ ak B T_b (\hat{n}, \chi) n_e(\hat{n}, \chi),$$

where $\hat{n}$ is the unit vector along the line of sight, $m_e$ is the electron mass, $\sigma_T$ is the Thomson scattering cross-section, $c$ is the speed of the light in free space, $\alpha$ is the scale factor and $\chi$ is the comoving distance. The ionization fraction, $x_e$, traces the phase transition from neutral to ionized states of the Universe, and is defined as the ratio of the free electron density to the neutral hydrogen density. In particular, if $n_{p0}$ is the density of protons at present, we have $n_e = n_{p0} x_e / a^3$. Thus, the $y$ parameter depends on both the electron temperature, $T_b$; and ionization fraction, $x_e$.

The optical depth measures the integrated electron density along the line of sight:

$$\tau(\hat{n}) = \sigma_T \int d \chi \ a n_e(\hat{n}, z).$$

If the temperature of ionized regions in any specific direction $\hat{n}$ is constant during the epoch of reionization (EoR), $y$ could be determined through the optical depth as $y = (k_B T_b / m_e c^2) \times \tau \approx 9.1 \times 10^{-8} (\tau / 0.054) (T_b / 10^4 \text{K})$ [24].

Denoting the fluctuation part of $\tau$ as $\delta \tau$, the angular cross-spectrum between $\delta \tau$ and $y$ due to inhomogeneous reionization, $C^\tau y_L$, is given under the Limber approximation as:

$$C^\tau y_L = \frac{k_B \sigma_T^2 n_{p0}^2}{m_e c^2} \int \frac{d \chi}{a^2 \chi^2} T_b(\chi) P_{\delta x_e} \left( k = \frac{L + 1/2}{\chi} \right),$$

and the angular power spectra of $\delta \tau$ can be expressed as:

$$C^\tau L = \sigma_T^2 n_{p0}^2 \int \frac{d \chi}{a^2 \chi^2} P_{\delta x_e} \left( k = \frac{L + 1/2}{\chi} \right).$$

In the above equations, $P_{\delta x_e}$, is the three-dimensional power spectrum of density-weighted ionization fraction fluctuations at comoving distance $\chi$. This quantity captures the physics and morphology of reionization, and in particular, the size and distribution of ionized bubbles. As reionization is a complex and poorly constrained process, it is a difficult task to model the distribution of free electrons in different redshift bins during EoR. Therefore, we use the halo model approach to model $P_{\delta x_e}$ given by [7] in which the ionized bubbles are associated with dark matter halos. We refer the reader to [7, 8, 25, 26] for further details on the modeling of $P_{\delta x_e}$ and [27] for comparison with simulations.

In modeling $P_{\delta x_e}$, we need a size distribution of the ionized bubbles. To see this, we first note that the model

---

1 We note that the recent measurement of the global 21cm signal from reionization by EDGES could, if confirmed, indicate that the true reionization process significantly deviates from the current standard scenario of reionization [17].
describes the probability that a given point in space, \( \vec{r} \), is ionized as a Poisson process:

\[
\langle x_v(\vec{r}) \rangle_p = 1 - \exp(-n_b(\vec{r})V_b)
\]

where the brackets, \( \langle \cdots \rangle_p \), denote averaging over the Poisson process and \( n_b \) is the number density of ionized bubbles. \( V_b \) is the volume of ionized bubbles which is given by [25]:

\[
V_b \equiv \int dR \frac{4\pi R^3}{3} P(R),
\]

where \( P(R) \) is a size distribution of the ionized bubbles. We assume the following log-normal distribution for the bubble size distribution [8, 25]:

\[
P(R) = \frac{1}{R \sqrt{2\pi \sigma_{\text{lnr}}^2}} \exp \left\{ -\frac{[\ln (R/R_b)]^2}{2\sigma_{\text{lnr}}^2} \right\}. \tag{8}
\]

Here, \( R_b \) is the characteristic radius of ionized bubbles and \( \sigma_{\text{lnr}} \) is the width of the log-normal distribution. These parameters are in general a function of \( z \), while radiative transfer simulations are required to evaluate such \( z \)-distribution. Following the previous studies [8, 25], we assume that \( R_b \) and \( \sigma_{\text{lnr}} \) are independent of \( z \).

Note that we ignore the perturbations to the electron temperature throughout this paper. The fluctuations of \( T_e \) could be generated, for example, if the temperature fluctuations are induced by the gas density fluctuations which produce correlations between \( \langle T_e r_e x_e \rangle \) in \( C_{LL}^{\gamma y} \). If the fluctuations of the ionization fraction also trace the gas density fluctuations, this correlation could enhance \( C_{LL}^{\gamma y} \) and tighten the temperature constraint. We provide a quantitative analysis on the temperature fluctuations in Appendix C assuming a small gas density perturbation and find that the correction term only enhances \( C_{LL}^{\gamma y} \) by several percent. An accurate modeling of \( C_{LL}^{\gamma y} \) in the presence of the temperature fluctuations, however, requires a radiative transfer simulation because the reionization process would be non-Gaussian and gas density perturbations could be large. We defer a detailed study on the impact of the temperature fluctuations on \( C_{LL}^{\gamma y} \) to future work.

### III. METHOD

The \( y \)-map can be extracted from multifrequency temperature maps via the frequency dependence of the tSZ effect. We use the \( y \)-maps provided by Planck, which are based on internal linear combination techniques such as the Needlet Internal Linear Combination (NILC; [28]) and the Modified Internal Linear Combination Algorithm (MILCA; [29]).

We reconstruct the optical depth anisotropies as follows. The non-zero optical depth leads to a suppression of small-scale temperature fluctuations by \( e^{-\tau} \). Denoting the temperature fluctuations in the absence of \( \delta \tau \) as \( \Theta \), the observed temperature anisotropies become:

\[
\hat{\Theta}(\hat{n}) = e^{-\delta \tau(\hat{n})}\Theta(\hat{n}) = \Theta(\hat{n}) - \delta \tau(\hat{n})\Theta(\hat{n}) + O(\delta \tau^2).
\]

The second term leads to mode coupling between the temperature anisotropies (\( \ell \neq \ell', m \neq m' \)) [8]:

\[
\langle \hat{\Theta}_{\ell m} \hat{\Theta}_{\ell' m'} \rangle_{\text{CMB}} = \sum_{LM} \left[ \frac{\ell \ell'}{m m'} \frac{L}{M} \right] f_{\ell \ell' L M}^c \delta_{\ell \ell'}^c \tau_{LM}, \tag{10}
\]

where \( \langle \cdots \rangle_{\text{CMB}} \) denotes an ensemble average where the realization of the optical depth anisotropies is held fixed and \( f_{\ell \ell' L M}^c \) is defined as:

\[
f_{\ell \ell' L M}^c = -(C_{\ell}^{\Theta \Theta} + C_{\ell'}^{\Theta \Theta})\gamma_{\ell \ell' L M} \begin{pmatrix} L & 0 & 0 \\ 0 & L & 0 \\ 0 & 0 & 1 \end{pmatrix}, \tag{11}
\]

with \( C_{\ell}^{\Theta \Theta} \) being the temperature power spectrum and \( \gamma_{\ell \ell' L M} = [(2\ell + 1)(2L + 1)/(2\ell' + 1)/4\pi]^{1/2} \). From Eq. (10), we can derive a quadratic estimator to reconstruct the optical-depth anisotropies expressed as a convolution of two temperature fluctuations with appropriate weights; this process is very similar to CMB lensing reconstruction [8].

We first compute the following unnormalized estimator:

\[
\delta \tau_{LM} = \frac{1}{2} \sum_{\ell m \ell' m'} \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L}{M} \right) f_{\ell \ell' L M}^c \delta_{\ell \ell'} \tau_{LM}. \tag{12}
\]

The filtered multipoles are given by \( \delta \tau_{LM} = Q_L(\Theta^{-1} \hat{\Theta})_{\ell m} \) where \( C \) is the covariance of the observed temperature anisotropies and \( Q_L \) is the quality factor. We follow [30] to compute \( \Theta_{\ell m} = \{C^{-1} \hat{\Theta}\}_{\ell m} \) in which the signal covariance is diagonal in harmonic space and the noise covariance is diagonal in pixel space with a white noise level of 30 \( \mu \)K-arcmin for unmasked pixels and infinite noise for masked pixels. Denoting \( N_L \) as a noise power spectrum of the 30 \( \mu \)K-arcmin white noise divided by the square of the beam function, we choose the quality factor as \( Q_L = 1/(C_{\ell}^{\Theta \Theta} + N_L)/C_{\ell}^{\Theta \Theta} \) [30]. 2. The temperature fluctuations at \( 100 \leq \ell \leq 2048 \) are used for reconstruction [30]. The mean-field bias, \( \langle \tilde{\tau}_{LM} \rangle \), is nonzero due to e.g. Galactic and point source masks, and inhomogeneous instrumental noise. We compute it by averaging over simulation realizations. The unbiased estimator is then given by:

\[
\tilde{\tau}_{LM} = A_L^c(\delta \tau_{LM} - \langle \tilde{\tau}_{LM} \rangle). \tag{13}
\]

Here, the estimator normalization \( A_L^c \) is defined as:

\[
A_L^c = \left[ \frac{1}{2L + 1} \sum_{\ell \ell'} \frac{1}{F_{\ell} F_{\ell'} (f_{\ell \ell' L M}^c)^2} \right]^{-1}, \tag{14}
\]

2 For details, see Appendix A.1 of [30].
with \( F_t \equiv Q_t / (\ell^2 \theta^2 + N_t) \). Using a non-zero \( \delta \tau_{LM} \) simulation, we checked that the cross-spectrum between reconstructed and input \( \delta \tau_{LM} \) agrees with the input \( \delta \tau \) power spectrum within \( \lesssim 3\% \); we therefore do not further correct the estimator normalization in our analysis.

The estimator described in Eqs. (12) and (13), however, suffers from substantial contamination by other types of mode couplings in temperature, namely those induced by lensing and point sources. To mitigate these biases, we adopt a “bias-hardened” estimator for the optical-depth estimator, \( \delta \tau_{LM} \) [31]. The estimator is expressed as a linear combination of three estimators: the optical depth, \( \tilde{\delta} \tau_{LM} \), lensing potential, \( \tilde{\phi}_{LM} \), and square of point-source fluctuations, \( \tilde{\sigma}_{LM} \), so that \( \tilde{\delta} \tau_{BH} \) is immune to the bias from lensing and point-source fields (see [31–34] for the details of \( \tilde{\phi}_{LM} \) and \( \tilde{\sigma}_{LM} \)). The bias-hardened estimator is given by [35]:

\[
\tilde{\delta} \tau_{LM}^{BH} = \sum_{x=\delta \tau, \phi, \sigma} \langle R_L \rangle \{ \delta \tau, x \} \tilde{x}_{LM} . \tag{15}
\]

The elements of the above matrix are defined as:

\[
\{ \langle R_L \rangle \}^{a,b} = \frac{A_L^a}{2L+1} \sum_{l'w} \frac{1}{2} F_l F_{l'} f_{ll'}^{a,b} f_{ll'}^{*} , \tag{16}
\]

where \( a, b \) are either \( \delta \tau, \phi \) or \( \sigma \), and \( f_{ll'}^{a,b} \) and \( f_{ll'}^{a,b} \) are the functions characterising the mode mixing in temperature anisotropies by lensing and point-source fields, respectively [33, 34]. The estimator normalization, \( A_L^a \) and \( A_L^b \), are given by Eq. (14) but replacing \( f_{ll'}^{\delta \tau} \) with \( f_{ll'}^{\phi} \) and \( f_{ll'}^{\phi} \), respectively. A bias-hardened estimator which only mitigates the lensing contribution can be obtained by setting \( \{ \langle R_L \rangle \}^{\delta \tau, \sigma} = \{ \langle R_L \rangle \}^{\phi, \sigma} = \{ \langle R_L \rangle \}^{\sigma, \delta \tau} = \{ \langle R_L \rangle \}^{\sigma, \phi} = 0 \) and \( \tilde{\sigma}_{LM} = 0 \) in Eq. (15). The bias-hardened estimator minimizes any contamination by lensing and point sources; minimizing lensing contamination is especially critical because the correlation between the \( y \)-map and lensing is much larger than \( C_{LL}^{y} \). Note that at the resolution of Planck, the pressure profile of all but the largest and most nearby clusters is not resolved, so that they appear as point sources and can be accounted for by this procedure. The bias-hardened estimator has a larger reconstruction noise than the non-bias-hardened estimator. In our case, using the bias-hardened estimator increases the reconstruction noise by \( \sim 0 \sim 40\% \) depending on scale.

IV. DATA AND SIMULATION

We use CMB data from the Planck 2015 release in our analysis 3. The procedure for measuring \( \delta \tau_{LM} \) is similar to that described in [10] and the Planck 2015 lensing paper [30]. We use temperature anisotropies from the Planck component separated maps (SMICA or NILC) 4 in order to reconstruct \( \delta \tau_{LM} \). Following [30], we use temperature multipole between \( \ell = 100 \sim 2048 \) in our analysis. We apply the lensing mask, \( W_{\text{CMB}}(\hat{n}) \), used in the lensing trispectrum analysis to avoid Galactic foreground and point sources, and make use of the simulations of CMB signal and noise realization publicly available on NERSC 5.

In addition, we use the Planck NILC or MILCA \( y \)-map for our cross-correlation measurement. In our baseline analysis, we use the full NILC \( y \)-map and apply the mask obtained by combining the Galactic mask that retains 60\% of the sky and point-source mask provided by Planck [36]. To verify the stability of our results, we test the dependence of our analysis on the component separation method (NILC/MILCA) and the masking of the \( y \)-map. To evaluate the errors of the measured cross spectrum, we generate Gaussian random field simulations of the \( y \)-map whose power spectrum is consistent with the measured spectrum. The expected correlation with the \( \delta \tau \) map is sufficiently small that we may safely neglect it in our simulations.

In our cross-spectrum measurement, we multiply the \( y \)-map by an apodized mask, \( W^y(\hat{n}) \), calculate the spherical harmonic coefficients, \( y_{LM} \), and deconvolve them with a 10 arcmin Gaussian beam. We finally cross-correlate \( \tilde{\delta} \tau_{LM}^{BH} \) and \( y_{LM} \) to obtain \( C_{LL}^{y} \). The cross-spectrum is divided by \( \int d^2 \hat{n} W_{\text{CMB}}(\hat{n}) W^y(\hat{n}) \) to correct the normalization for masking effects. We also use the auto power spectrum of the optical depth anisotropies to constrain reionization. The methodology for measuring \( C_{LL}^{y} \) from the reconstructed optical depth anisotropies is the same as that of [10].

V. RESULTS

Fig. 1 contains one of the main results of our analysis: the measurement of \( C_{LL}^{y} \). We show three different cross-spectra in this plot, which differ in how they reconstruct \( \delta \tau \): \( \delta \tau \) is reconstructed either with the standard quadratic estimator, with a bias-hardened estimator to mitigate lensing, or with a bias-hardened estimator that mitigates both lensing and point-source contributions. It can be seen that the lensing contamination of \( \tilde{\delta} \tau_{LM} \) produces a significant bias in the cross spectrum measurement since the lensing and \( y \)-map are well correlated.

---

3 http://pla.esac.esa.int/pla/#home

4 The Planck polarization data is noisy and the noise level of the reconstructed \( \delta \tau \) using polarization is at least 1-2 orders of magnitude larger than that of temperature. Therefore, the use of Planck polarization data does not help much for the reconstruction of \( \delta \tau \).

5 https://crd.lbl.gov/departments/computational-science/c3/c3-research/cosmic-microwave-background/cmb-data-at-nersc/
There is almost no difference in the cross spectrum from the lensing-hardened and lensing-source-hardened estimators, indicating that the point-source-like extragalactic foreground contribution (e.g., from tSZ and CIB leaking through the $\delta\tau$ estimator and correlating with the $y$-map) is negligible in the cross-spectrum measurement. We compute the chi-squared probability-to-exceed ($\chi^2$-PTE) for the baseline spectrum with respect to null, finding that the value is 0.18 and the spectrum is consistent within null.

Fig. 2 shows the measured cross spectra for different analysis choices. Using the different component separation methods for the $y$-map and CMB temperature anisotropies, we can test for contamination by extragalactic foregrounds such as tSZ, CIB and point sources. Using different Galactic masks, we can also test for Galactic foreground contaminants. Overall, we only find small shifts to the bandpowers obtained when we vary the analysis choices. We compute the $\chi^2$-PTE for each case, finding that the values are in the range between 0.21 and 0.74 and that all these measured cross spectra are consistent with null within 2 $\sigma$.

VI. DATA INTERPRETATION

We assume that both reionization at high redshift and clusters at low redshift contribute to the $C_{L}^{\tau y}$ signal. The total signal can be expressed as:

$$C_{L}^{\tau y} = C_{L}^{\tau y, re} + \alpha \times C_{L}^{\tau y, lowz},$$  \hspace{1cm} (17)
tion and cluster contributions. We use $R_b = 10$ Mpc and $\sigma_{\text{intr}} = \ln(2)$ for this $C_T^{L_y}$ calculation. The cluster contribution in $C_T^{L_y}$ is estimated using cosmological simulations [38]. Here, $\delta \tau$ and $y$ maps were made at corresponding redshift slices and cross-correlated. The cross power spectra were then combined following the procedure in [43]. The reionization contribution becomes larger at large scales than that of cluster whereas the cluster contribution becomes dominant on small scales. For fixed $R_b$ and $\sigma_{\text{intr}}$, the ionized bubble temperature scales the amplitude of the signal linearly keeping the shape of the spectra unchanged. $\alpha = 0.1$ means that the actual cluster contribution in $C_T^{L_y}$ is ten times smaller than that estimated from these simulations.

In Fig. 5, we show the constraints on $R_b$ and $\sigma_{\text{intr}}$ through a triangle plot showing 1 $\sigma$ and 2 $\sigma$ contours. We performed the analysis by fitting our reionization model with $C_T^{L_y}$ alone and also for a joint analysis of $C_T^{L_y}$ and $C_T^{\tau y}$. We quote the 2 $\sigma$ upper limit on these parameters in Table I. We impose a hard prior $0.01$ Mpc $< R_b < 10$ Mpc since the simulation studies suggest $R_b \lesssim 10$ Mpc. Although the 2 $\sigma$ upper bound on $R_b$ does not significantly change for the joint analysis with this prior, the temperature bound decreases by 45% for the joint analysis relative to the $C_T^{L_y}$ only analysis. To check the validity of our results we also assume a flat prior on $0.01$ Mpc $< R_b < 50$ Mpc. We show dependencies of our result on the choice of priors on $R_b$ in Fig. 6. The constraint on $T_b$ becomes $\sim 10\%$ tighter if we assume a prior $0.01$ Mpc $< R_b < 50$ Mpc. However, the upper limit on the temperature of the ionized bubbles is more than one order of magnitude larger than the measurement from the Ly$\alpha$ forest [44].

We quote the 2 $\sigma$ upper limit on these parameters in Table I. The upper limits on $R_b$ and $T_b$ increase by $\sim 30\%$ and $\sim 10\%$, respectively, if $\tau_{\text{re}}$ varies from 7.9 to 6.6. Both the size and temperature of the ionized bubbles increases for the earlier reionization history due to higher density contrast responsible for the inhomogeneous reionization. We did not find any significant changes in the distribution of ionized bubbles for a delayed reionization process.

To check the robustness of our conclusions, we vary the priors on the bias to explore the $R_b$-$\sigma_{\text{intr}}$ relation. For different choices of Gaussian prior on $b$ we did not find any significant changes on the 2 $\sigma$ upper limit on $R_b$ and $T_b$. Similarly, we use different reionization histories as shown in Fig. 3 and find that the the 2 $\sigma$ bound on $R_b$ and $T_b$ changes by, at most, 10% and 2% respectively.

In our analysis, we consider only the temperature increase of the IGM due to the ionization of hydrogen and singly ionized helium. It should be noted that the IGM temperature is also heated up by $\sim 5000 - 10000$ K due to the HeII reionization at $z > 2.5 - 3$ [45]. Including this effect would further tighten our constraints on the

| Parameters | $C_T^{L_y}$ | $C_T^{L_y} + C_T^{\tau y}$ | $C_T^{\tau y}$ |
|------------|-------------|---------------------------|----------------|
| $R_b$      | [0.01, 10]  | [0.01, 50]                | 23.1           |
| $\sigma_{\text{intr}}$ | 0.81 | 0.83 | 0.74 |
| $\log(T_b)$ | 6.11 | 5.85 | 6.05 |
| $\alpha$   | 5.8 | 6.3 | 6.16 |

TABLE I. We quote the 2 $\sigma$ upper bound on parameters describing reionization derived (in part) from our baseline $C_T^{L_y}$ measurement from Planck data shown in Fig. 1.
IGM temperature. We also do not include the contribution of the cooling of different metal lines present in the IGM, and the cooling due to the adiabatic expansion and inverse Compton scattering off of the CMB. The temperature of the IGM depends on the shape of the radiation spectrum of ionizing sources; one part of it ionizes the neutral hydrogen atoms and rest of it increases the kinetic energy of the electron gas. In reality, this process is very complex as the shape of the spectral energy distribution varies from one source to another source. It also involves the modeling of adiabatic cooling due to expansion, the temperature fluctuation in the IGM due to the inhomogeneous nature of reionization, and the influence of low mass galaxies in the reionization process.

VII. FORECASTS

In this section we investigate how the constraints on reionization parameters, such as the temperature and ionized bubble size, will improve for future high-resolution and low-noise CMB experiments.

In our forecasts, we define a fiducial model for $C_{b}^{yy}$ and $C_{L}^{\ell y}$ with the parameters $R_{b} = 5$ Mpc, $\sigma_{\text{inv}} = \ln(2)$, $T_{b} = 5 \times 10^{4}$ K, and $\alpha = 1$. For the $y$-map, we consider the Planck and the Probe of Inflation and Cosmic Origins (PICO) [46] cases. We use the observed $C_{L}^{yy}$ for the Planck case. In the PICO case, we assume a noiseless $y$-map spectrum since the PICO $y$-map is signal dominated at the scales of our interest [46]. For reconstructing $\delta \tau$, we consider the CMB experiments summarized in Table II; “S4-Wide” corresponds to the CMB-S4 wide area legacy survey. “S4-Deep” denotes the CMB-S4 delensing survey, i.e. a sky fraction of few percent but with very deep observations to effectively perform delensing. The “HD” survey is similar to CMB-HD [47]. We do not consider the PICO $\delta \tau$ since the expected noise level is higher than S4 due to the limited angular resolution. For simplicity, we adopt approximate noise levels and angular resolutions which mimic the above experiments. For the purpose of forecasts, we simplify the covariance of the $C_{b}^{yy}$ and $C_{L}^{\ell y}$ spectra as being described by a diagonal matrix, i.e.:

$$
\sigma^{2}(C_{b}^{yy}, C_{b}^{yy}) = \delta_{bb'} \sum_{L \in b} f_{\text{sky}} (2L + 1) A_{L}^{\ell y} C_{yy, \text{obs}}^{yy, \text{obs}}
$$

(18)

$$
\sigma^{2}(C_{L}^{\ell y}, C_{L}^{\ell y}) = \delta_{bb'} \sum_{L \in b} f_{\text{sky}} (2L + 1) \left[ 2(A_{L}^{\ell y})^{2} \right]^{-1}
$$

(19)

We ignore $C_{L}^{yy}$ and $C_{L}^{\ell y}$ in $\sigma^{2}(C_{b}^{yy}, C_{b}^{yy})$ because $C_{L}^{yy} \lesssim 0.01 \times (A_{L}^{\ell y} C_{L}^{yy, \text{obs}})^{1/2}$ and $C_{L}^{\ell y} \lesssim 0.1 \times A_{L}^{\delta \tau}$, respectively.
for our fiducial model. The cross-covariance between $C_{yy}^T$ and $C_{LL}^\tau$ is set to zero. The reconstruction noise is computed from the EB-estimator with CMB multipoles at 100 $\leq \ell \leq$ 4096. To consider the removal of lensing contribution in B-modes (delensing), the lensing B-mode spectrum is scaled by $\alpha_{\text{del}}$ in Table II whose values are determined by performing the iterative delensing procedure proposed by [48]. In this calculation, we ignore the fact that in practice we need a joint iterative estimate of $\delta\tau$ and lensing from a given CMB map [49]. Although the joint estimate could enhance the noise level of $\delta\tau$, the impact is expected to be small; the two effects, optical-depth anisotropies and lensing, on CMB anisotropies are very different and the degradation of the noise level when bias-hardening against lensing is typically 10% in the case of the quadratic estimator [31]. A thorough analysis of this joint estimate using optimal reconstruction methods is beyond the scope of our paper and will be addressed elsewhere.

Fig. 7 shows the cross-power spectrum, $C_{LL}^\tau y$, with the expected error bars computed from Eq. (18). Future experiments have much better sensitivity to detect the cross spectrum due to both improving the reconstruction noise level of $\delta\tau$ with lower polarization map noise and the $y$-map with better component separation from multiple frequency data. Combining $\delta\tau$ from CMB-S4 and a $y$-map from PICO, and assuming our fiducial model, the signal-to-noise of $C_{LL}^\tau y$ becomes $\simeq 7$. Note that the signal-to-noise linearly scales with $T_b$. Using $\delta\tau$ from CMB-HD and $y$-map from PICO further improves the signal-to-noise of $C_{LL}^\tau y$ to be $\simeq 13$. In Fig. 8 we forecast the constraints on the reionization model parameters for future CMB experiments. In this analysis, we assume a Gaussian prior on $\alpha = 1 \pm 0.1$. Current measurements of density and pressure profiles from kSZ and tSZ cross-fluctuations, respectively, with luminous red galaxies are already observed at $\sim 8\sigma$ or better [50, 51], so it reasonable to assume that future measurements will improve our understanding of the low-$z$ contribution to $C_{LL}^\tau y$ at the 10% level. In Table III we quote the reionization parameter constraint forecasts. We find that for current $y$ maps from Planck, the constraints on reionization parameters are fairly weak, unless a futuristic $\delta\tau$ measurement from CMB-HD is provided. However, if a signal-dominated $y$-map, e.g., from PICO, is available, combining the optical depth anisotropies measured from CMB-S4 could tightly constrain reionization parameters, allowing a detection of the temperature of $5 \times 10^4$ K at more than 3 $\sigma$.

Note that we have ignored any possible contamination in the cross-spectrum measurements in the forecast. For example, as we discussed above, leakage from CIB and kSZ propagating through the quadratic estimator could bias the cross-spectrum. Although this bias should be negligible in our measurement with current data, in future CMB experiments, we will use CMB anisotropies up to very small scales, which could lead to a non-negligible bias in the measurement. Point-source hardening can capture some amount of this bias, but it is not clear how well point-source hardening will work for higher-precision experiments. However, even if simple point-source hardening does not completely subtract the bias from CIB and kSZ, we can construct a biased-hardened estimator with source profiles as in [52], or employ more sophisticated multifrequency mitigation techniques. Further, in future experiments, the signal-to-noise of $\delta\tau$ is almost determined by precision of polarization data. The polarization-based reconstruction of $\delta\tau$ should be much less affected by the above contaminants. Therefore, astrophysical contaminants are not expected to significantly bias $C_{LL}^\tau y$ measurements in future experiments.

VIII. DISCUSSION

The temperature measurement of the IGM carries important information about the source of the reionization. Various ionizing sources emit photons with different energies which later heat up the surrounding neutral medium by the propagation of ionization front. The temperature of the IGM depends on the velocity of the ionization front and the energy of the ionizing photons that determines the volume average ionization fraction at a particular redshift [53]. Radiative transfer simulations show that temperature of IGM can reach $25000\,\text{K} - 30000\,\text{K}$ during the end of reionization if the velocity of ionization front reaches to $10^4 \,\text{km/s}$ [54–56].

Observation of the Ly$\alpha$ forest around Quasar proximity zones is an alternative and powerful probe of the IGM temperature. However, it does not necessarily represent the global properties of the IGM temperature at high redshift as there are very few Quasars at $z > 6$ and their environments are atypical. The temperature is
end of reionization. Such a high-temperature medium during EoR as they are heavy and have higher effective temperatures. Studies of spectral lines show that effective temperature of Population III and II with mass 15 $M_\odot$ are ~36000 K and 36000 K [60]. It could be the case that Population II stars contributed during the end of reionization. Such a high-temperature scenario would be tested by measuring $C_L^{\tau y}$.

In the future, the precise measurement of the temperature fluctuations of individual HII bubbles will enrich our understanding about the metallicity of the ionizing stars. The temperature of HII regions ionized by the intermediate metallicity stars is two to three times higher than the HII bubbles ionized by the low metallicity stars [59]. On the other hand, to keep the gas ionized during the EoR, the virial temperature of the halos for star formation should be higher than 10$^4$ K. At $z > 6$ high mass halos are rare but there are many low mass halos. It is possible that population III stars could have ionized the neutral medium during EoR as they are heavy and have higher effective temperatures. Studies of spectral lines show that effective temperature of Population III and II with mass 15 $M_\odot$ are ~63000 K and 36000 K [60]. It could be the case that Population II stars contributed during the end of reionization. Such a high-temperature scenario would be tested by measuring $C_L^{\tau y}$.

In this paper, we present the first constraint on the optical depth – Compton-y cross-correlation $C_L^{\tau y}$ from Planck CMB data and use it to place bounds on several important properties of reionization: the temperature of ionized bubbles $T_b$, as well as the bubbles’ characteristic radius $R_b$ and size distribution.

We also present forecasts of how well this new observable can constrain reionization parameters with future experiments. Our forecasts show that future experiments will be able to measure $C_L^{\tau y}$ and $C_L^{\tau \tau}$ signals and thus reionization parameters such as $T_b$ and $R_b$ with much better sensitivity. In particular, for a fiducial reionization model, we predict that the CMB-HD – PICO cross-correlation should enable a precise measurement of the reionization parameters: $T_b \sim 49800^{+6400}_{-1100}$ K and $R_b \sim 5.09^{+0.66}_{-0.79}$ Mpc; with a CMB-S4 – PICO cross-correlation, informative constraints on reionization parameters (that are only ~2 times weaker than with CMB-HD) can also be achieved. Further improvements to these constraints are likely achievable if we can subtract off the limiting low-redshift contribution to the Compton-y map using our knowledge of the distribution and properties of gas at $z<2$; we defer a detailed discussion of this possibility to future work.

The unique aspect of the $C_L^{\tau y}$ signal is that it can be used as a direct probe of the reionization temperature. In a joint analysis with $C_L^{\tau \tau}$, the details of the reionization morphology do not affect the temperature constraint substantially since the model of the reionization morphology is constrained significantly by $C_L^{\tau \tau}$.

Future measurements of this $C_L^{\tau y}$ signal will hence complement other CMB constraints on reionization. Thus far, CMB data have constrained the duration and redshift of reionization via the sky-averaged optical depth [61] and the upper limits on the kSZ power spectrum [4, 62]. In the future, high resolution, low noise observations from ground-based, CMB experiments such as AdvACT [63], SPT-3G [64], SO [65], and CMB-S4 [66] will provide new insights into reionization. Recent studies by [11, 67] pro-
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**FIG. 8.** Forecast of reionization parameter constraints expected from future experiments (the experiment named first is the experiment providing the $\sigma_{\tau \tau}$ map, the experiment named second provides the $y$-map). We show 68% and 95% contours derived from a joint analysis of $C_L^{\tau y}$ and $C_L^{\tau \tau}$. It can be seen that precise constraints appear possible, especially when a signal-dominated PICO-like $y$ map is available.

| Experiments                  | $R_b$ [Mpc] | $\sigma_{\tau \tau}$ | $T_b$ [K]   |
|------------------------------|-------------|----------------------|-------------|
| S4-Deep × Planck            | 9.1^{+2.4}_{-0.8} | 0.57^{+0.22}_{-0.13} | 77000^{+23000}_{-60000} |
| S4-Wide × Planck            | 9.0^{+2.7}_{-0.9} | 0.51^{+0.20}_{-0.034} | 80000^{+13000}_{-63000} |
| HD × Planck                 | 7.9^{+1.7}_{-0.7} | 0.62^{+0.15}_{-0.11} | 51000^{+12000}_{-16000} |
| S4-Deep × PICO              | 8.2^{+1.6}_{-0.8} | 0.64^{+0.15}_{-0.11} | 49700^{+9500}_{-15000} |
| S4-Wide × PICO              | 7.5^{+1.5}_{-0.8} | 0.64^{+0.15}_{-0.11} | 49700^{+9500}_{-15000} |
| HD × PICO                   | 5.08^{+0.66}_{-0.79} | 0.691^{+0.028}_{-0.032} | 49800^{+4500}_{-5100} |

**TABLE III.** 1σ uncertainties on the reionization parameters forecast for future CMB experiments. We here consider reconstructing the fluctuations in optical depth for configuration of the first experiment and then cross-correlating with the Compton-y parameter for the second experiment. Note that the lower initial values of $T_b$ of the fiducial model, the SNR changes approximately linearly.

**IX. CONCLUSIONS**
pose using cross-correlation between $\delta \tau$ and large-scale structure tracers, showing that polarization data from futuristic experiments will be useful to probe reionization properties. In addition, LiteBIRD [68] will achieve a cosmic-variance limited measurement of large-scale structure tracers, showing that polarization data from $\delta \tau$ can consider several other cosmological observables to be useful to probe reionization from CMB observations alone. These CMB observations will be independent of and complementary to new insights gained from 21cm experiments.

In addition to $C_L^{\gamma y}$ on which we have focused, we can consider several other cosmological observables to be cross-correlating with $\delta \tau$ as a probe of reionization. The kSZ signal is one of the candidates among those observables. Note that kSZ contains modes along the line-of-sight while $\delta \tau$ contains modes perpendicular to the line-of-sight. Therefore, a naive cross spectrum between kSZ and $\delta \tau$ would be very small analogs to the cross spectrum between kSZ and CMB lensing [69]. Instead, the cross spectrum between a square of kSZ signals and $\delta \tau$ does not suffer from the above issue. This statistic is a bispectrum of the fluctuations. For reionization, the fluctuations could be large since a reionization process would be highly non-Gaussian. To evaluate the bispectrum, however, we need an expensive simulation or a model to describe its non-Gaussianity. This calculation is involved and we leave this study for our future work.
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Appendix A: Bias-hardened estimator for CMB optical depth

Here, we derive the bias-hardened estimator which is used for the mitigation strategy of the lensing and point-source contributions in estimating $\delta \tau$.

We first note that the lensing produces similar mode couplings in the temperature anisotropies. The quadratic estimator for the optical depth anisotropies given above is then the same as that for the CMB lensing potential, $\phi$, but with a different weight function. In the case of CMB lensing, the mode coupling of Eq. (10) is given by [33]:

$$
(\hat{\Theta}_{\ell m} \hat{\phi}_{\ell' m'})_{\text{CMB}} = \sum_{LM} \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L}{M} \right) f_{\ell L}^\phi \phi_{LM}^*, \quad (A1)
$$

where $f_{\ell L}^\phi$ is defined as

$$
\begin{align*}
  f_{\ell L}^\phi &= -\gamma_{\ell L} \sqrt{\ell(L+1)} \left[ \delta(\ell'0) \left( \begin{array}{ccc} L & L' & 1 \\
\ell & 0 & -1 \\
0 & 1 & -1 \\
\end{array} \right) C_{LL'}^{\phi\bar{\phi}} \
+ \sqrt{\ell(L+1)} \left( \begin{array}{ccc} L & L' & 1 \\
\ell & 0 & -1 \\
0 & 1 & -1 \\
\end{array} \right) C_{LL'}^{\bar{\phi}\bar{\phi}} \right].
\end{align*}
$$

The estimator for the CMB lensing potential is then obtained in the same form as Eq. (12) but replacing $f_{\ell L}^{\delta \tau}$ with $f_{\ell L}^\phi$. The estimator normalization is also obtained in the same way.

The mode mixing is also induced by point sources and we can estimate the point-source fields using the quadratic estimator. The temperature fluctuations have the following additive term in the presence of the point source, and more generally any additive fields, $s(\hat{n})$, including inhomogeneous noise:

$$
\hat{\Theta}(\hat{n}) = \Theta(\hat{n}) + s(\hat{n}).
$$

Assuming $\langle s(\hat{n})s(\hat{n'}) \rangle \equiv \delta(\hat{n} - \hat{n'}) \sigma(\hat{n})$ [31], the mode coupling between different temperature multipoles has the following form:

$$
(\hat{\Theta}_{\ell m} \hat{\phi}_{\ell' m'})_{\text{CMB}} = \sum_{LM} \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L}{M} \right) f_{\ell L}^\sigma \sigma_{LM}^*, \quad (A4)
$$

where $\sigma_{LM}$ is the harmonic coefficients of $\sigma(\hat{n})$ and the weight function is defined as $[30, 34]$:

$$
f_{\ell L}^\sigma = \gamma_{\ell L} \left( \begin{array}{ccc} L & L & 0 \\
\ell & 0 & 0 \\
0 & 0 & 0 \\
\end{array} \right). \quad (A5)
$$

Eqs. (A1) and (A4) mean that the lensing and point source fields also contribute to the estimator of the optical depth anisotropies in Eq. (12). Using Eqs. (10), (A1) and (A4), the estimator of the optical depth anisotropies has the following biases from the lensing and point source fields:

$$
(\hat{\delta \tau}_{LM})_{\text{CMB}} = \delta \tau_{LM} + R_{LM}^{\delta \tau, \phi} \phi_{LM} + R_{LM}^{\delta \tau, \sigma} \sigma_{LM}. \quad (A6)
$$
Here, the response function is given by Eq. (16).

To mitigate the biases in the estimator of the optical depth anisotropies and point-source estimators, \( \hat{\phi}_{LM} \) and \( \hat{\sigma}_{LM} \). The lensing and point source estimators are obtained by simply replacing the weight function \( f_{LL'} \) with \( f_{LL'}^\phi \) or \( f_{LL'}^\sigma \) in Eq. (12). Using Eqs. (10), (A1) and (A4), the lensing and point-source estimators are biased by:

\[
\langle \hat{\phi}_{LM} \rangle_{\text{CMB}} = \phi_{LM} + R_{\phi,\delta \tau}^{\phi,\delta \tau} \delta \tau_{LM} + R_{\phi,\sigma}^{\phi,\sigma} \sigma_{LM}, \quad (A7)
\]

\[
\langle \hat{\sigma}_{LM} \rangle_{\text{CMB}} = \sigma_{LM} + R_{\sigma,\delta \tau}^{\sigma,\delta \tau} \phi_{LM} + R_{\sigma,\delta \tau}^{\sigma,\delta \tau} \delta \tau_{LM}. \quad (A8)
\]

Eqs. (A6) to (A8) are summarized as the following matrix form:

\[
\begin{pmatrix}
\langle \hat{\phi}_{LM} \rangle_{\text{CMB}} \\
\langle \hat{\delta}_{LM} \rangle_{\text{CMB}} \\
\end{pmatrix}
= R_{LM}^{-1}
\begin{pmatrix}
\phi_{LM} \\
\sigma_{LM} \\
\end{pmatrix}
\begin{pmatrix}
\delta \tau_{LM} \\
\delta \tau_{LM} + R_{\phi,\delta \tau}^{\phi,\delta \tau} \phi_{LM} + R_{\sigma,\delta \tau}^{\sigma,\delta \tau} \delta \tau_{LM} \\
\end{pmatrix}.
\]

Motivated by the above equation, we can construct a set of “bias-hardened” estimators for reconstructing \( \delta \tau \), \( \phi \) and \( \sigma \):

\[
\begin{pmatrix}
\hat{\tau}_{BM}^L \\
\hat{\phi}_{BM}^L \\
\hat{\sigma}_{BM}^L \\
\end{pmatrix}
= R_{LM}^{-1}
\begin{pmatrix}
\delta \tau_{LM} \\
\phi_{LM} \\
\sigma_{LM} \\
\end{pmatrix}
\begin{pmatrix}
\delta \tau_{LM} - R_{\phi,\delta \tau}^{\phi,\delta \tau} \phi_{LM} - R_{\sigma,\delta \tau}^{\sigma,\delta \tau} \delta \tau_{LM} \\
\end{pmatrix}.
\]

The above estimators are unbiased by construction. If we only consider mitigation of the lensing contribution in estimating \( \tau \), the “lensing-hardened” \( \tau \) estimator becomes [31]:

\[
\hat{\tau}_{BM}^L = \hat{\tau}_{LM} - R_{\phi,\delta \tau}^{\phi,\delta \tau} \phi_{LM} - R_{\sigma,\delta \tau}^{\sigma,\delta \tau} \delta \tau_{LM}. \quad (A9)
\]

The above estimators simultaneously estimate \( \tau \) and lensing (and point source), and looses small amount of signal-to-noise compared to the standard quadratic estimator. The reconstruction noise level of \( \hat{\tau}_{BM}^L \) is increased by \( \sim 0 - 40\% \) depending on scales compared to \( \hat{\tau}_{LM} \). The noise levels of \( \hat{\tau}_{BM}^L \) and \( \hat{\tau}_{BM}^L \) are almost the same.

**Appendix B: Chi-squared PTE of measured spectra**

Here we show the \( \chi^2 \)-PTE for the measured spectrum. The \( \chi^2 \) for the null spectrum is defined by (e.g. [70]):

\[
\chi^2 = \sum_{bb'} C_{bb'}^{\tau y} \{ \text{Cov}^{-1} \}_{bb'} C_{bb'}^{\tau y}, \quad (B1)
\]

where \( b, b' \) are the index of the multipole bin, \( C_{bb'}^{\tau y} \) is the measured cross-spectrum, and \( \text{Cov} \) is the band-power covariance of the cross spectrum. The covariance is evaluated from the simulation. We evaluate the PTE of the observed \( \chi^2 \) value against the distribution of the simulation.

Table IV summarizes the \( \chi^2 \)-PTE values for the measured spectra shown in Fig. 2. From these values, all of the cross-spectra are consistent with null within 2\( \sigma \).

**Appendix C: Effect of temperature - density relation on the cross spectrum between optical-depth fluctuations and y-map**

In the main analysis, we ignored the fluctuations of the gas temperature inside the ionized bubbles. In this section, we discuss the impact of the gas temperature fluctuations on \( C_{\tau y} \). We use the standard parametrization of the temperature-density relation, \( T_b = T_{b,0}(1 + \delta_g)^{\beta} \), where \( T_{b,0} \) is the temperature at the mean gas density, \( \delta_g \) is the gas density fluctuations and \( \beta \) is the power-law index with \( \beta < 1 \) [71]. Then, Eq. (2) is modified as:

\[
y(\hat{n}) = \frac{\sigma_T n_{p,0}}{m_c c^2} \int d\chi a k_B T_{b,0}[1 + \delta_g(\hat{n}, \chi)]^2 x_e(\hat{n}, \chi),
\]

(C1)

To simplify the above equation, we make the following approximations: 1) \( T_{b,0} \) does not depend on spatial positions and temperature fluctuations are induced solely by the gas density fluctuations, 2) the gas density fluctuations are small so that the higher-order terms, \( \mathcal{O}(\delta_g^2) \), are negligible, and 3) \( \langle \delta_g x_e x_e \rangle \) is equivalent to \( \langle x_e \rangle P_{\delta_g x_e} \), which is explicitly expressed in Eq.(15) of [25]. Then, we can rewrite the modified version of \( C_{\tau y}^L \) as:

\[
C_{\tau y}^L = \frac{k_B \sigma_T^2 n_{p,0}^2}{m_c c^2} \int \frac{d\chi}{a^4 \chi^2} T_{b,0}(\chi) P_{x_e x_e} \left( k = \frac{L + 1/2}{\chi}, \right) + \frac{k_B \sigma_T^2 n_{p,0}^2}{m_c c^2} \int \frac{d\chi}{a^4 \chi^2} T_{b,0}(\chi) \delta_g x_e P_{\delta_g x_e} \left( k = \frac{L + 1/2}{\chi}, \right).
\]

(C2)

The first term is the same as the \( \delta \tau - y \) cross-angular power spectrum defined in Eq. (4) and the second term is an additional term due to the inclusion of the temperature-density relation.

**Table IV.** The PTE values for our measured cross-spectrum, \( C_{\tau y}^L \), with variation of analysis choices.

| PTE            | Value |
|----------------|-------|
| Baseline       | 0.18  |
| NILC for CMB map | 0.58  |
| MILCA for y-map | 0.22  |
| G50 mask for y-map | 0.76  |
| No SZ CMB map   | 0.28  |
Fig. 9 shows the fractional difference of $C_L^\beta$ with and without the additional correction in Eq. (C2). The percentage difference of the amplitude of $C_L^\beta$ is $\sim 4\%$ and $\sim 6\%$ for $\beta = 0.5$ and $0.7$, respectively. Note that we made several approximations and Eq. (C2) is not valid if the perturbations of gas density become highly nonlinear. At such scales, $T_b \simeq (\delta_b)^2$ and $C_L^\beta$ contains nonlinear correlations of $\langle (\delta_b)^2 \rangle_{\tau y}$. If the fluctuations of $x_e$ are enhanced at over-dense regions of gas, the nonlinear correlation could further enhance $C_L^\beta$ and the constraint on $T_b$ could be further tightened, although we need radiative transfer simulation to accurately model $C_L^\beta$ in the presence of the gas temperature fluctuations.
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