Abstract—This paper aims to examine the potential of using the emerging deep reinforcement learning techniques in flight control. Instead of learning from scratch, we suggest to leverage domain knowledge available in learning to improve learning efficiency and generalisability. More specifically, the proposed approach fixes the autopilot structure as typical three-loop autopilot and deep reinforcement learning is utilised to learn the autopilot gains. To solve the flight control problem, we then formulate a Markovian decision process with a proper reward function that enable the application of reinforcement learning theory. Another type of domain knowledge is exploited for defining the reward function, by shaping reference inputs in consideration of important control objectives and using the shaped reference inputs in the reward function. The state-of-the-art deep deterministic policy gradient algorithm is utilised to learn an action policy that maps the observed states to the autopilot gains. Extensive empirical numerical simulations are performed to validate the proposed computational control algorithm.
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I. INTRODUCTION

The main objective of a flight controller for modern air vehicles is to track a given command in a fast and stable manner. Classical linear autopilot in conjunction with gain scheduling technique is one of widely-accepted frameworks for flight controller design due to its simplicity, local stability and ease of implementation [1]–[5]. This technique requires to linearise the airframe dynamics around several characteristic trim points and a static feedback linear controller is designed for each operation point. The controller gains are then online scheduled through a proper interpolation algorithm to cover the entire flight envelop.

The systematic gain-scheduling approach provides engineers an intuitive framework to design simple and effective controllers for nonlinear airframes. The issue is that its performance might be significantly degraded for a highly nonlinear and coupled system in which the assumptions on the conventional linear control theory could be violated. To resolve the issue, there have been extensive studies on other control theories, e.g., sliding mode control [6], [7], backstepping [8], adaptive control [9], [10], state-dependent Riccati equation (SDRE) method [11], [12] and $H_\infty$ synthesis [13], [14]. However, each control method has its own advantages and limitations. For example, sliding mode control usually suffers from the chattering problem and therefore it is difficult to implement in practice. The backstepping autopilot requires to calculate the derivatives of the virtual commands, which normally contain some information that cannot be directly measured. The implementation of SDRE controller requires to solve the complicated algebraic Riccati equation at each sampling instant. In a recent contribution [15], nonlinear flight controllers have been proved to share the same structure with linear gain-scheduling controllers by properly adjusting the feedback gains and therefore might suffer from similar drawbacks: requiring partial model information in controller design.

Thanks to the rapid development on embedded computational capability, there has been an increasing attention on the development of computational control or numerical optimisation algorithms in recent years [16]. Unlike classical optimal autopilot, computational control algorithms generate the control input relies extensively on onboard computation and there is no analytic solution of any specific control law. Generally, computational control algorithms can be classified into two main categories: (1) model-based; and (2) data-based. The authors in [17]–[19] leveraged model predictive control (MPC) to design a robust autopilot for agile airframes. The basic idea behind MPC is that it solves a constrained nonlinear optimisation problem at each time instant in a receding horizon manner and therefore shows appealing advantages in autopilot design. Except for MPC, bio-inspired numerical optimisation algorithms, e.g., genetic algorithm, particle swarm optimisation, have also been reported for flight controller design in recent years [20], [21].

Most of the flight control algorithms discussed so far are model-based control algorithms: they are generally designed under the assumption that the model information is correctly known. It is clear that the performance of model-based optimisation approaches highly relies on the accuracy of the model utilised. For modern air vehicles that suffer from aerodynamic uncertainties, it would be more beneficial to develop data-based autopilot. Considering the properties of the autopilot problem, leveraging the reinforcement learning (RL) concept might be an attractive option for developing a data-based control algorithm [22]–[28].

To this end, this paper aims to examine the potential of using the emerging deep RL (DRL) techniques in flight controller
design. The problem is formulated in the RL framework by defining a proper Markovian Decision Process (MDP) along with a reward function. Since the problem considered is a continuous-time control problem, the state-of-the-art policy gradient algorithm, i.e., deep deterministic policy gradient (DDPG), is utilised to learn a deterministic action function.

Previous works using RL or DRL to solve flight control problems mainly try to obtain networks, mapping from states directly to control actions [29]–[34]. As initial investigations, we followed previous relevant studies, applied them in an aerial vehicle model for low-level attitude control and examined their performance. From the investigation, it is found that the learning effectiveness is generally an issue and it is extremely difficult to generalise, i.e., to train networks in a way providing a reasonable performance to different types of inputs to the control system. Our initial investigation suggests that this becomes more problematic in the aerial vehicle whose dynamics is statically unstable as a small change in the control command could result in an unstable response.

An extensive literature survey indicated that there have some efforts to utilise prior or domain knowledge to improve learning effectiveness, generalisation or both [35]–[39]. In [35], the authors proposed an learning architecture by utilising background knowledge, i.e., an approximate model of the behaviour, in reinforcement learning and demonstrated that this concept enables fast learning with reduced size of learning samples. The results of [36] revealed that using prior knowledge of the tasks can significantly boost the learning performance and generalisation capabilities. In [37]–[39], the authors suggested a particular structure that guides the learner by incorporating prior knowledge in supervised learning and reinforcement learning. This concept is proved to help increase the learning efficiency and avoid getting stuck of the training process both in terms of training and generalisation error. The results from these studies strongly suggest that leveraging domain knowledge can improve the learning effectiveness.

To this end, this paper focuses on developing a DDPG-based control framework that exploits the domain knowledge to enhance the learning efficiency. The main contributions of the development are three aspects:

1. We develop a DDPG-based control framework that utilises the domain knowledge, that is the control structure. As discussed, most of RL or Deep RL (DRL) based algorithms directly learn control actions from scratch that might hinder the learning efficiency. Unlike these typical algorithms, the proposed framework is formulated by fixing the autopilot structure. Under the problem formulated, DRL learns a deterministic action function that maps the observed engagements states to the autopilot gains. This enables the DRL-based control to enhance the learning efficiency, retain the strengths of simple structure and improve the performance of classical autopilot via learning.

2. The reference input to the control system is shaped by considering several important criteria, e.g., rising time, damping ratio, overshooting, in control system design. Then, the shaped reference input is leveraged in the reward function. This greatly simplifies the parameter tuning process in Multi-Objective Optimisation (MOO). Note that there are many objectives required to be achieved in control system design and hence control problems are often expressed as an MOO problem. The proposed approach also allows the DRL-based control to resolve the particularity in applying RL/DRL to the control system design problem.

3. In the proposed DDPG-based control framework, this paper suggests to use normalised observations and actions in the training process to tackle the issue with the scale of rewards and networks. Our initial investigation indicated that different scales in states create different scales in rewards and networks. Consequently, the training becomes ineffective, which will be shown via numerical simulations in Section VI-B. The numerical simulations confirm that this issue can be resolved by the normalisation.

The proposed concepts and performance are examined through extensive numerical studies. The numerical analysis reveals that the proposed DDPG autopilot guarantees satisfactory tracking performance and exhibits several advantages against traditional gain scheduling approach. Robustness of the domain-knowledge-aided DDPG autopilot is also investigated by examining the performance of the proposed approach against model uncertainty. The simulation results on the robustness examination confirm that the DDPG autopilot developed is robust against model uncertainty. Also, relative stability of the proposed autopilot is numerically investigated and its results show that the proposed autopilot meets the typical design criteria on the phase and gain margins.

The rest of the paper is organised as follows. Sec. II introduces of the basic concept of deep reinforcement learning. Sec. III presents nonlinear dynamics of airframes, followed by the details of the proposed computational flight control algorithm in Sec. IV. Finally, some numerical simulations and conclusions are offered.

II. DEEP REINFORCEMENT LEARNING

For the completeness of this paper, this section presents some backgrounds and preliminaries of reinforcement learning and DDPG.

A. Reinforcement Learning

In the RL framework, an agent learns an action policy through episodic interaction with an unknown environment. The RL problem is often formalised as a MDP or a partially observable MDP (POMDP). A MDP is described by a five-tuple $(S, O, A, P, R)$, where $S$ refers to the set of states, $O$ the set of observations, $A$ the set of actions, $P$ the state transition probability and $R$ the reward function. If the process is fully observable, we have $S = O$. Otherwise, $S \neq O$.

At each time step $t$, an observation $o_t \in O$ is generated from the internal state $s_t \in S$ and given to the agent. The agent utilises this observation to generate an action $a_t \in A$ that is sent to the environment, based on specific action policy $\pi$. The action policy is a function that maps observations to a probability distribution over the actions. The environment then leverages the action and the current state to generate the next state $s_{t+1}$ with conditional probability $P(s_{t+1} | s_t, a_t)$ and a scalar reward signal $r_t \sim R(s_t, a_t)$. For any trajectory in
the state-action space, the state transition in RL is assumed to follow a stationary transition dynamics distribution with conditional probability satisfying the Markov property, i.e.,
\[ \mathcal{P}(s_{t+1}|s_t, a_t, \cdots, s_t, a_t) = \mathcal{P}(s_{t+1}|s_t, a_t) \]  
(1)

The goal of RL is to seek a policy for an agent to interact with an unknown environment while maximising the expected total reward it received over a sequence of time steps. The total reward in RL is defined as the summation of discounted total reward as
\[ R_t = \sum_{i=t}^{N} \gamma^{i-t} r_i \]  
(2)
where \( \gamma \in (0, 1] \) denotes the discounting factor.

Given current state \( s_t \) and action \( a_t \), the expected total reward is also known as the action-value function
\[ Q^\pi(s_t, a_t) = \mathbb{E}_\pi[R_t|s_t, a_t] \]  
(3)
which satisfies a recursive form as
\[ Q^\pi(s_t, a_t) = \mathbb{E}_\pi[R(s_t, a_t) + \gamma \mathbb{E}_\pi[Q^\pi(s_{t+1}, a_{t+1})]] \]  
(4)
Therefore, the optimal policy can be obtained by optimising the action-value function. However, directly optimising the action-value function or action-value function requires accurate model information and therefore is difficult to implement with model uncertainties. Model-free RL algorithms relax the requirement on accurate model information and hence can be utilised even with high model uncertainties.

B. Deep Deterministic Policy Gradient

For the autopilot problem, the main goal is to find a deterministic actuator command that could drive the air vehicle to track the target lateral acceleration command in a rapid and stable manner. Since this is a continuous control problem, we utilise the model-free policy gradient RL approach to learn a deterministic function that directly maps the states to the actions, i.e., the action function is updated by following the gradient direction of the value function with respect to the action, thus termed as policy gradient. More specifically, the state-of-the-art policy-gradient solution, DDPG proposed by Google Deepmind [40], is leveraged to develop a computational lateral acceleration autopilot for an air vehicle.

DDPG is an Actor-Critic method that consists of two main function blocks: (1) Critic evaluates the given policy based on current states to calculate the action-value function; (2) Actor generates policy based on the evaluation of critic. DDPG utilises two different deep neural networks, i.e., actor network and critic network, to approximate the action function and the action-value function. The basic concept of DDPG is shown in Fig. 1.

Denote \( A^\mu(s_t) \) as the deterministic policy, which is a function that directly maps the states to the actions, i.e., \( a_t = A^\mu(s_t) \). Here, we assume that the action function \( A^\mu(s_t) \) parameterised by \( \mu \). In DDPG, the actor function is optimised by adjusting the parameter \( \mu \) toward the gradient of the expected total reward as [40]
\[ \nabla_{a_t} Q^w(s_t, A^\mu(s_t)) = \nabla_{\mu} A^\mu(s_t) \nabla_{a_t} Q^w(s_t, a_t) \]  
(5)
where \( Q^w(s_t, a_t) \) stands for the action-value function, which is parameterised by \( w \).

The parameter \( \mu \) is then updated by moving the policy in the direction of the gradient of \( Q^w \) in a recursive way as
\[ \mu_{t+1} = \mu_t + \alpha_\mu \nabla_{\mu} A^\mu(s_t) \nabla_{a_t} Q^w(s_t, a_t) \]  
(6)
where \( \alpha_\mu \) refers to the learning rate of the actor network.

Similar to Q-learning, DDPG also utilises the temporal-difference (TD) error \( \delta_t \) in approximating the error of action-value function as
\[ \delta_t = r_t + \gamma Q^w(s_{t+1}, A^\mu(s_{t+1})) - Q^w(s_t, a_t) \]  
(7)
DDPG utilises the square of TD error as the loss function \( L(w) \) in updating the critic network, i.e.,
\[ L(w) = \delta_t^2 \]  
(8)
Taking the partial derivative of \( L(w) \) respect to \( w \) gives
\[ \nabla_w L(w) = -2\delta \nabla_w Q^w(s_t, a_t) \]  
(9)
The parameter \( w \) is then updated using gradient descent by following the negative gradient of \( L(w) \) as
\[ w_{t+1} = w_t + \alpha_w \delta \nabla_w Q^w(s_t, a_t) \]  
(10)
where \( \alpha_w \) stands for the learning rate of the critic network.

One major issue of using deep neural networks in RL is that most neural network optimisation algorithms assume that the samples for training are independently and identically distributed. However, this assumption is violated if the training samples are directly generated by sequentially exploring the environment. To resolve this issue, DDPG leverages a mini batch buffer that stores the training samples using the experience replay technique. Denote \( e_t = (s_t, a_t, r_t, s_{t+1}) \) as the transition experience of the \( t \)th step. DDPG utilises a buffer \( D \) with its size being \(|D|\) to store transition experiences. DDPG stores the current transition experience in the buffer and deletes the oldest one if the number of the transition experience reaches the maximum value \(|D|\). At each time step during training, DDPG uniformly draws \( N \) transition experience samples from the buffer \( D \) and utilises these random samples to train actor and critic networks. By utilising the experience buffer, the critic network is updated as
\[ \nabla_{\mu} J(A^\mu) = \frac{1}{N} \sum_{i=1}^{N} \nabla_{\mu} A^\mu(s_i) \nabla_{a_t} Q^w(s_i, a_i) \]  
(11)
\[ \mu_{t+1} = \mu_t + \alpha_\mu \nabla_{\mu} J(A^\mu) \]
With \( N \) transition experience samples, the loss function in updating the critic network now becomes
\[
\mathcal{L}(w) = \frac{1}{N} \sum_{i=1}^{N} \delta_i^2
\]  
(12)

The parameter of the critic network is updated by gradient decent as
\[
\nabla_w \mathcal{L}(w) = \frac{1}{N} \sum_{i=1}^{N} \delta_i \nabla_w Q^w(s_i, a_i)
\]
\[
w_{t+1} = w_t + \alpha_w \nabla_w \mathcal{L}(w)
\]
(13)

Notice that the update of the action-value function is also utilised as the target value as shown in Eq. (7), which might cause the divergence of critic network training [40]. To address this problem, DDPG creates one target actor network and one target critic network. Suppose the additional actor and critic networks are parameterised by \( \mu' \) and \( w' \), respectively. These two target networks use soft update, rather than directly copying the parameters from the original actor and critic networks, as
\[
\mu' = \tau \mu + (1 - \tau) \mu'
\]
\[
w' = \tau w + (1 - \tau) w'
\]
(14)

where \( \tau \ll 1 \) is a small updating rate. This soft update law shares similar concept as low-frequency learning in model reference adaptive control to improve the robustness of the adaptive process [41], [42].

The soft-updated two target networks are then utilised in calculating the TD-error as
\[
\delta_i = r_t + \gamma Q^{w'}(s_{t+1}, A^{\mu'}(s_{t+1})) - Q^w(s_t, a_t)
\]
(15)

With very small update rate, the stability of critic network training greatly improves at the expense of slow training process. Therefore, the update rate is a tradeoff between training stability and convergence speed.

The detailed pseudo code of DDPG is summarised in Algorithm 1.

### III. NONLINEAR AIRFRAME DYNAMICS MODEL

For the feasibility investigation of the proposed approach, this paper utilises the longitudinal dynamics model of a tail-controlled skid-to-turn airframe in autopilot design [11], as shown in Fig. 2. For simplicity, we assume that the air vehicle

![Fig. 2. The longitudinal dynamics model and parameter definitions.](image)

**Algorithm 1** Deep deterministic policy gradient

1: Initialise the actor and critic networks with random weights \( \mu \) and \( w \)
2: Initialise the target actor and critic networks with weights \( \mu' \leftarrow \mu \) and \( w' \leftarrow w \)
3: Initialise the experience buffer \( \mathcal{D} \)
4: for episode = 1: MaxEpisode do
5: for \( t = 1 : \) MaxStep do
6: Generate an action from the actor network based on current state \( a_t = A^\mu(s_t) \)
7: Add a random noise \( \nu_t \) to the action for exploration
8: Execute the action \( a'_t \) and receive new state \( s_{t+1} \) and reward \( r_t \)
9: Store the transition experience \( e_t = (s_t, a_t, r_t, s_{t+1}) \) in the experience buffer \( \mathcal{D} \)
10: Uniformly draw \( N \) random samples \( e_i \) from the experience buffer \( \mathcal{D} \)
11: Calculate the TD error \( \delta_i \)
12: Calculate the loss function \( \mathcal{L}(w) \)
13: Update the critic network using gradient descent as
14: Update the actor network using policy gradient as
15: if the task is accomplished then
16: Terminate the current episode
17: end if
18: end for
19: end for
where physical parameters are detailed in Table I. The moment of inertia, and mass, respectively. The values of all parameters are presented in Table II. The parameters \(M\), \(S\), \(d\), \(m\), and \(g\) represent the dynamic pressure, which is defined as 
\[
\tilde{C_a} = \frac{Q S}{m V_s} (C_N \cos \alpha - C_A \sin \alpha) + \frac{g}{V_s} \cos \gamma + q
\]
where \(q\) is the actuator command.

The actuator of an air vehicle is usually modelled by a second-order dynamic system as
\[
\begin{bmatrix}
\dot{\delta} \\
\ddot{\delta}
\end{bmatrix} = 
\begin{bmatrix}
0 & 1 \\
-\omega_a^2 & -2\xi_\alpha \omega_a
\end{bmatrix}
\begin{bmatrix}
\delta \\
\dot{\delta}
\end{bmatrix} + 
\begin{bmatrix}
0 \\
\omega_a^2
\end{bmatrix} \delta_c
\]
where \(\xi_\alpha = 0.7\) and \(\omega_a = 150 \text{rad/s}\) denote the damping ratio and natural frequency, respectively. The variable \(\delta_c\) represents the actuator command.

Since the standard air density model is a function of height \(h\), the following complementary function is introduced
\[
\dot{h} = V \sin \gamma
\]

In autopilot design, the angle-of-attack \(\alpha\) and the pitch rate \(\dot{\theta}\) are considered as the state variables. The lateral acceleration \(a_z\) is considered as the control output variable and the actuator command \(\delta_c\) is regarded as the control input, that drives the lateral acceleration to track a reference command \(a_{z,c}\).

### IV. Computational Lateral Acceleration Autopilot

#### A. Learning Framework

To apply the DDPG algorithm in autopilot design, we need to formulate the problem in the DRL framework. One intuitive choice is to utilise the entire dynamics model, detailed in Eqs. (16)-(20), to represent the environment and directly learn the actuator command \(\delta_c\) during agent training process. However, this simple learning procedure has been shown to be ineffective from our extensive test results. Our investigation suggests that it is mainly due to the nature of the vehicle dynamics: the considered longitudinal dynamics is statically unstable and therefore a small change in the control command could result in an unstable response. This hinders the learning effectiveness. Therefore, instead of learning the control action from scratch, we propose a new framework that utilises the domain knowledge to improve the learning effectiveness. To this end, we fix the autopilot structure with several feedback loops and leverage DDPG to learn the controller gains to implement the feedback controller. With this framework, it is also expected that the learning efficiency can be greatly improved. Notice that this concept is similar to fixed-structure \(H_\infty\) control methodology [43], [44]. However, our approach is a data-driven flight control algorithm and therefore has advantages against fixed-structure \(H_\infty\) method.

Over the past several decades, classical three-loop autopilot structures have been extensively employed for acceleration control for air vehicles due to its simple structure and effectiveness [1], [14], [15], [45], [46]. The classical three-loop autopilot is given by a simple structure with two feedback loops, as shown in Fig. 3. The inner loop utilises a proportional-integral feedback of pitch rate and the outer loop leverages proportional feedback of lateral acceleration. With this architecture, the autopilot gains \(K_{DC}, K_A, K_f\) and \(K_g\) are usually designed using linear control theory for several trim operation points individually. [46] compared various three-loop topologies and showed that the gains can be optimally derived by using the LQR concepts. Note that the three-loop autopilot is realised by

#### TABLE I

| Symbol | Name                  | Value       |
|--------|-----------------------|-------------|
| \(I_{yy}\) | Moment of Inertia | 247.439 kg \cdot m^2 |
| \(S\) | Reference Area | 0.0409 m^2 |
| \(d\) | Reference Distance | 0.2286 m |
| \(m\) | Mass | 204.02 kg |
| \(g\) | Gravitational acceleration | 9.8 m/s^2 |

#### TABLE II

| Symbol | Value       |
|--------|-------------|
| \(a_a\) | \(0.3\) |
| \(a_m\) | \(40.44\) |
| \(b_n\) | \(19.373\) |
| \(b_m\) | \(-64.015\) |
| \(c_n\) | \(-31.023\) |
| \(c_m\) | \(-9.717\) |
| \(d_m\) | \(-1.948\) |
| \(\xi_\alpha\) | \(0.7\) |
| \(\omega_a\) | \(150 \text{rad/s}\) |
scheduling the gains with some external signals, e.g., angle-of-attack, Mach number, height in linear control. Due to this fact, implementing classical three-loop autopilot requires a look-up table and a proper scheduling algorithm. This fact inevitably increases the complexity of the controller and results in some approximation errors during the scheduling process. For modern air vehicles with large flight envelope, massive ad hoc trim operation points are required to guarantee the performance of gain-scheduling. This further increases the complexity of autopilot design.

In recent study [15], there was an investigation to identify the connection between linear and nonlinear autopilots through three-loop topology. This study revealed that nonlinear autopilot shares the three-loop topology and the gains are parameter varying. The issue is that the performance of the non-linear controller can be significantly degraded with presence of system uncertainties, which could be the case in the modern air vehicles.

This paper fixes the structure of the autopilot as three-loop topology. Note that we might be able to examine other autopilot topology to overcome the limitations of the conventional one and even the autopilot topology could be subject of learning itself. We will handle these points in our future study.

To address the issues with conventional control theories discussed, this paper aims to utilise DDPG to provide a direct mapping from scheduling variables to autopilot gains, i.e.,

$$
K_{DC} = f_1(\alpha, M, h) \\
K_A = f_2(\alpha, M, h) \\
K_I = f_3(\alpha, M, h) \\
K_g = f_4(\alpha, M, h)
$$

(21)

where \( f_i \) with \( i = 1, 2, 3, 4 \) are nonlinear functions.

In other words, we suggest to directly train a neural network that provides nonlinear transformations from scheduling variables \( \alpha, M, h \), to autopilot gains \( K_{DC}, K_A, K_I, K_g \).

B. Problem Formulation

To learn the autopilot gains using DDPG, we need to formulate the problem in the RL framework by constructing a MDP with a proper reward function.

1) MDP definition: The dynamics of angle-of-attack, pitch angle, pitch rate, Mach number and height, shown in Eqs. (16)-(20), constitutes the environment, which is fully characterised by the system state

$$
s_t = (\alpha, q, \theta, M, h)
$$

(22)

As stated before, the aim of DDPG here is to learn the autopilot gains. For this reason, the agent action is naturally defined as

$$
\alpha_t = (K_{DC}, K_A, K_I, K_g)
$$

(23)

From Eq. (20), it can be noted that the autopilot gains are functions of angle-of-attack, Mach number and height and these three variables are directly measurable from onboard sensors. For this reason, the agent observation is defined as

$$
o_t = (\alpha, M, h)
$$

(24)

which gives a partially observable MDP. Note that the DDPG algorithm is applicable to partially observable MDP, as shown in [47]. It is worthy pointing out that we can also include pitch angle and pitch rate in the observation vector during training. However, increasing the dimension of observation will increase the difficulty for the training process as more complicated network for function approximation is required.

The relative kinematics (16)-(20), environmental state (22), agent action (23), agent observation (24), together with a proper reward function, constitute a complete MDP formulation of the autopilot problem. The conceptual flowchart of the proposed flight control RL framework is shown in Fig. 4.

2) Reward function shaping: The most challenging part of solving the autopilot design problem using DDPG is the development of a proper reward function. Notice that the primary objective of an acceleration autopilot is to drive the air vehicle to track a given acceleration command in a stable manner with acceptable transient as well as steady-state performance. In other words, the reward function should consider necessary time-domain metrics, e.g., rising time, overshoot, damping ratio, steady-state error, in an integrated manner. This means that the reward function should be designed as a weighted sum

![Fig. 3. Three-loop autopilot structure.](image-url)

![Fig. 4. Information flow of the proposed RL framework.](image-url)
of several individual objectives, which, by default, poses great difficulty on tuning the weights of different metrics. This paper proposes to resolve this issue by utilising another domain knowledge, that is the desired performance. In other words, we shape the original reference command, \( a_{z,c} \), based on the desired performance and propose to track the shaped command \( \bar{a}_{z,c} \) rather than the original reference command. The shaped command \( \bar{a}_{z,c} \) satisfies the following two properties:

1. The shaped command is the output of a reference system;
2. The reference system has desired time-domain characteristics.

This approach also enables alleviation of the particularity in applying RL/DRL to the control system design problem. One of the main objectives of the tracking control is to minimise the tracking error, that is the error between the reference command and actual output. If the tracking error is directly incorporated into the reward function with a discounting factor between 0 and 1, the learning-based control algorithm will consider minimising the immediate tracking error more or equally important than minimising the tracking error in the future. This might cause instability issue and is not well aligned with the control design principles. Shaping the command and defining the tracking error with respect to the shaped command can relax this mismatch between the RL and control design concepts.

In consideration of the properties of a tail-controlled airframe, we propose the following reference system

\[
\bar{a}_{z,c}(s) = \frac{-0.0363s + 1}{0.009s^2 + 0.33s + 1}
\]

(25)

where the utilisation of an unstable zero naturally arises from the non-minimum phase property of a tail-controlled airframe.

The proposed reward function considers tradeoff between tracking error and fin deflection rate as

\[
\begin{align*}
    r_t &= -k_a \left( \frac{a_z - \bar{a}_{z,c}}{a_{z,max}} \right)^2 - k_b \left( \frac{i}{\delta_{max}} \right)^2 \\
    &\quad \text{where } k_a \text{ and } k_b \text{ are two positive constants that quantify the weights of two different objectives; } a_{z,max} \text{ and } \delta_{max} \text{ are two normalisation constants that enforce these two metrics in approximately the same scale. Note that the consideration of fin deflection rate is to constrain the maximum rate of the actuator to meet physical limits. The hyper-parameters in shaping the reward function are summarised in Table III.}
\end{align*}
\]

V. TRAINING A DDPG AUTOPILOT AGENT

Generally, training a DDPG agent involves three main steps: (1) obtaining training scenarios; (2) building the actor and critic networks; and (3) tuning the hyper parameters.

1) Training scenarios: In this paper, we consider an airframe with its flight envelop defined in Table IV. At the beginning of each episode, we randomly initialise the system states with values uniformly distributed between the minimum and the maximum values. This random initialisation allows the agent to explore the diversity of the state space. For all episodes, the vehicle is required to track a reference command \( a_{z,c} \), which is defined as a step command with its magnitude being 100m/s².

2) Network construction: Inspired by the original DDPG algorithm [40], the actor and critic are represented by four-layer fully-connected neural networks. Note that this four-layer network architecture is commonly utilised in deep reinforcement learning applications [48]. The layer sizes of these two networks are summarised in Table V. Except for the actor output layer, each neuron in other layers is activated by a rectified linear units (Relu) function, which is defined as

\[
g(z) = \begin{cases} 
    z, & \text{if } z > 0 \\
    0, & \text{if } z < 0
\end{cases}
\]

(27)

which provides faster processing speed than other nonlinear activation functions due to the linear relationship property.

The output layer of the actor network is activated by the tanh function, which is given by

\[
g(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}}
\]

(28)

The benefit of the utilisation of tanh activation function in actor network is that it can prevent the control input from saturation as the actor output is constrained by \((-1, 1)\). Since different autopilot gains have different scales, the output layer of the actor network is scaled by a constant vector

\[
[K_{DC,max}, K_{A,max}, K_{I,max}, K_{g,max}]^T
\]

(29)

where \((\cdot)_{max}\) stands for the normalisation constant of variable \((\cdot)\) and the detailed values are presented in Table VI.

As different observations have different scales and units, we normalise the observations at the input layers of the networks, thus providing unitless observations that belong to approximately the same scale. This normalisation procedure is shown to be of paramount importance for our problems and

---

### Table III

| Parameter | Minimum value | Maximum value |
|-----------|---------------|---------------|
| \(k_\alpha\) | 100 | 1.5 |
| \(k_\delta\) | 0.1 | 1 |

### Table IV

| Parameter | Minimum value | Maximum value |
|-----------|---------------|---------------|
| Angle-of-attack \(\alpha\) | -20° | 20° |
| Height \(h\) | 6000m | 14000m |
| Mach number \(M\) | 2 | 4 |

### Table V

| Layer | Actor network | Critic network |
|-------|---------------|---------------|
| Input layer | 3 (Size of observations) | 7 (Size of observations + Size of actions) |
| Hidden layer 1 | 64 | 64 |
| Hidden layer 2 | 64 | 64 |
| Output layer | 4 (Size of action) | 1 (Size of action-value function) |
helps to increase the training efficiency. Without normalisation, the average reward function cannot converge and even shows divergent patterns after some episodes. Denote $(\cdot)^{(\cdot)}$ as the normalised version of variable $(\cdot)$. The normalisation of observations is defined as
\[
\bar{\alpha} = \frac{\alpha}{\alpha_{\text{max}}}, \quad \bar{M} = \frac{M}{M_{\text{max}}}, \quad \bar{h} = \frac{h}{h_{\text{max}}}
\]
where $(\cdot)^{(\cdot)}_{\text{max}}$ stands for the normalisation constant of variable $(\cdot)$ and the detailed values are presented in Table VI.

Both actor and critic networks are trained using Adam optimiser with $L_2$ regularisation to address the over-fitting problem for stabilising the learning process. With $L_2$ regularisation, the updates of actor and critic are modified as
\[
L_{\text{actor}} = J(A^{\mu}) + \lambda_2 L_2^A
\]
\[
\mu_{t+1} = \mu_t + \alpha_\mu \nabla_\mu L_{\text{actor}}
\]
\[
L_{\text{critic}} = L(w) + \lambda_2 L_2^C
\]
\[
w_{t+1} = w_t + \alpha_w \nabla_w L_{\text{critic}}
\]
where $L_2^A$ and $L_2^C$ denote the $L_2$ regularisation losses on the weights of the actor and the critic, respectively; $\lambda_2$ is the regularisation constant.

To increase the stability of the network training process, we utilise the gradient clip technique to constrain the update of both actor and critic networks. More specifically, if the norm of the gradient exceeds a given upper bound $\rho$, the gradient is scaled to equal with $\rho$. This helps to prevent a numerical overflow or underflow during the training process.

3) Hyper parameter tuning: Each episode during training is terminated when the number of time steps exceeds the maximum permissible value. All hyper parameters that are utilised in DDPG training for our problem are summarised in Table VII. Notice that the tuning of hyper parameters imposes great effects on the performance of DDPG and this tuning process is not consistent across different ranges of applications [48], [49], i.e., different works utilised different set of hyper parameters for their own problems. For this reason, we tune these hyper parameters for our autopilot design problem based on several trial and error tests.

VI. RESULTS

A. Training Results

In order to demonstrate the importance of the utilisation of reference command and domain knowledge, we also carry out simulations without using the shaped reference command and domain knowledge, i.e., learning from scratch. Without the shaped reference command, the reward function becomes
\[
r_t = -k_a \left( \frac{a_z - a_{z,z}}{a_{z,max}} \right)^2 - k_d \left( \frac{\dot{\delta}}{\delta_{\text{max}}} \right)^2
\]
The learning curves of the training process that leverages domain knowledge with random initial conditions are shown in the first row of Fig. 5, where Fig. 5 (a) is the result with shaped reference command and Fig. 5 (b) stands for the result without shaped reference command. The average reward is obtained by averaging the episode reward within 30 episodes. From Figs. 5 (a) and (b), it can be clearly noted that the average reward of the proposed DDPG autopilot agent converges to its steady-state value within 400 episodes, even with random initial conditions. Also, the utilisation of shaped reference command provides relatively faster convergence speed and smoother steady-state performance. To demonstrate this fact, Fig. 5 (c) provides the learning curves of learning from scratch for one fixed set point. From this figure, it is clear that the reward convergence speed of learning from scratch for one fixed set point is slower than that of the proposed approach for all random initial conditions in the flight envelope. This fact reveals that the utilisation of domain knowledge significantly improves the learning efficiency. The reason is that the agent has already gained some experience by using the domain knowledge.

To investigate the importance of observation and action normalisation in training DDPG autopilot agent, we perform simulations with and without normalisation. Fig. 6 presents the comparison results of average reward convergence. From this figure, it is clear that utilising normalisation provides fast convergence rate of the learning process and higher steady-state value of the average reward function: the average reward without normalisation is not converged within 1,000 episodes, whereas the one with normalisation converges withing around 200 episodes. This means that leveraging observation and action normalisation helps to achieve more efficient and effective training process. The reason can be attributed to the fact that normalisation imposes equally importance on each element of the observation vector. Without normalisation, the scale difference between the elements varies in a great deal, e.g., the magnitude of height is much larger than that of angle-of-attack, and therefore prohibits effective training of the actor and critic networks.

### Table VI

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| $\alpha$  | 0.001 | $\beta$  | 0.15  |
| $\delta$  | 0.05  | $\mu$    | 10^{-3} |
| $\kappa$  | 4     | $\epsilon$ | 0.01 |
| $\lambda$ | 3     | $\sigma$ | 5 \times 10^5 |
| $\rho$    | 100   | $\sigma_v$ | 0.001 |
| $\tau$    | 2     | $\Sigma$ | 0.1   |

### Table VII

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| Maximum permissible steps | 200 | Size of experience buffer $|D|$ | $5 \times 10^5$ |
| Maximum permissible episodes | 1000 | Size of mini-batch samples $N$ | 64 |
| Actor learning rate $\alpha_a$ | $10^{-3}$ | Mean of exploration noise $\mu_v$ | 0 |
| Critic learning rate $\alpha_c$ | $10^{-3}$ | Initial variance of exploration noise $\Sigma_1$ | 0.1 |
| $L_2$ regularisation constant $\lambda_2$ | $6 \times 10^{-3}$ | Variance decay rate $\epsilon$ | $10^{-6}$ |
| Gradient upper bound $\rho$ | 1 | Mean attraction constant $\beta_{\text{attract}}$ | 0.15 |
| Discounting factor $\gamma$ | 0.99 | Target network smoother constant $\tau$ | 0.001 |
| Sampling time $T_s$ | 0.01s | | |
(a) With both domain knowledge and shaped reference command

(b) With only domain knowledge

(c) Learning from scratch for one fixed set point

Fig. 5. Comparisons of learning curves.

B. Test Results

To test the proposed DDPG three-loop autopilot under various conditions, the trained agent is applied to some random scenarios and compared with classical gain scheduling approach. Note that the trained agent by learning from scratch is incapable to track reference signals that are different from the training process in our test. On the other hand, the trained agent by leveraging domain knowledge can track reference signals which differ from those in the training process. Therefore, we only compare the performance of the proposed algorithm with classical gain-scheduling and training with domain knowledge, but without shaped reference command. The testing DDPG agent is chosen from the one that generates the largest episode reward during the training process, i.e., -0.5527 (with the shaped reference command) and -18.1761 (without the shaped reference command).

The comparison results, including acceleration response, angle-of-attack history, Mach number profile and fin deflection angle, are presented in Figs. 7-10. From these figures, it can be observed that both the classical gain-scheduling and the proposed DDPG autopilots can somehow track the reference signal. Note that although the gains given a set point are designed to meet the typical autopilot design criteria for the gain scheduling, the set points are not optimally selected. Hence, response of the gain scheduling could be further improved by tuning the gains at more set points with more accurate model information. However, this is against with our arguments in Introduction and Section IV. As a comparison, the agent that learned from data without using the shaped reference command provides poor transient performance, i.e., big undershoot at the beginning, and generates large performance variations even for the steady-state performance. Although the acceleration response under the proposed algorithm has larger overshoot than classical gain scheduling approach, the proposed autopilot shows more stable response with less response oscillations and smaller undershoot in all set points tested, as shown in Figs. 7. The test results reassure that leveraging domain knowledge can improve the learning effectiveness and generalisation.

Fig. 10 shows that gain scheduling autopilot requires faster actuator response and larger maximum fin deflection angle. This means that the proposed algorithm requires less actuator resource in tracking the reference command than gain scheduling approach. Another characteristic of the proposed autopilot is that it provides a direct nonlinear mapping from the scheduling variables to controller gains and therefore does not require a look-up table for real implementation. Apart from the improved learning effectiveness and generalisation, the numerical demonstration results suggest that the proposed DDPG three-loop autopilot provides comparable results with several advantages, compare to the classical gain scheduling approach, and could be a potential solution for three-loop autopilot design.

C. Robustness Against Model Uncertainty

The aerodynamic model of a tail-controlled airframe might experience inevitable uncertainties due to the change of centre of pressure or other environmental parameters. Moreover, the data used in training could be different from reality. Therefore, it is critical to investigate the robustness of the learning-based autopilot. To investigate the robustness of the proposed DRL-based acceleration autopilot, we perform numerical simulations with uncertain models in this subsection.
The aerodynamic coefficients, detailed in Table II, are assumed to have random $-40\%$ to $+40\%$ uncertainty. To better show the robustness of the proposed control algorithm, these model uncertainties are not included in the training scenarios. The simulation results, including acceleration response, angle-of-attack, mach number and fin deflection angle, are presented in Fig. 11. From this figure, it can be clearly noted that the proposed DRL-based control algorithm provides satisfactory performance in the presence of aerodynamic model uncertainties: the model uncertainties only influence the transient effect and the steady-state tracking error remains at the same level as the case without aerodynamic uncertainty. These results clearly reveal that the proposed control approach has strong robustness against model uncertainties.

**D. Relative Stability**

The relative stability is generally applied to examine the robustness of the control system within the linear control theory. However, since the proposed DRL autopilot is non-linear and utilises the deep neural networks, it is hard to analyse the stability using classical linear control theory. To this end, this paper suggests to investigate relative stability of the proposed autopilot based on their physical concepts: (1) the gain margin determines the maximum allowable gain increase while maintaining the control loop stability; (2) the phase margin denotes the maximum allowable time delay in...
the control loop to guarantee stability. With these concepts in mind, the gain margin can be numerically computed as follows:

1) Put an input gain $k$ before the actuator, as shown in
Fig. 12, and find the maximum value of $k$ that results in instability of the control loop.

2) The gain margin can then be determined as

$$GM = 20\log(k) \quad (\text{dB})$$

The phase margin can also be numerically determined as:

1) Put a time delay $\Delta t$ before the actuator, as shown in Fig. 13, and find the maximum value of $\Delta t$ that results in instability of the control loop.

2) Compute the gain crossover frequency $f$ from the obtained time response (the frequency can be directly read from the oscillation response).

3) The phase margin can then be determined as

$$PM = \frac{300f\Delta t}{\pi} \quad (\text{deg})$$

We investigated relative stability in various set points and their the results are similar. Hence, we select three different heights: 6km, 8km and 10km to demonstrate the results of relative stability examination. Notice that when performing relative stability analysis, the Mach number is time-varying.

The numerical tests of gain margin and phase margin are presented Figs. 14 and 15. From the results, we can readily obtain the result that the proposed autopilot satisfies typical design criteria:

$$GM > 6\text{dB}, \quad PM > 45^\circ$$

VII. CONCLUSION

We have developed a computational acceleration autopilot algorithm for a tail-controlled air vehicle using deep RL techniques. The domain knowledge is utilised to help increase the learning efficiency during the training process. The state-of-the-art DDPG approach is leveraged to train a RL agent with a deterministic action policy that maximises the expected total reward. Extensive numerical simulations validate the effectiveness of the proposed approach. Future work includes extending the proposed autopilot to other types of vehicles. Validating the proposed computational autopilot algorithm under uncertain environment is also an important issue and requires further explorations.
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