The comparison of decision tree and k-NN to analyze fertility using 2 different filters
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Abstract. Fertility is a crucial issue for married couples for ages and a significant clinical problem today. Not only do women have an undue burden of responsibility in fertility regulation but also men. There are some major causes and risk factors for male infertility i.e., environmental factors, lifestyle factors etc. In this paper, we will analyse the infertility using two algorithms, decision tree and k-nearest neighbours. We will do experiments using different splits of training data and different filters. The purpose is to determine which algorithm is more accurate between 2 algorithms either using filter or not. The result shows DT has better performance in accuracy when using dataset without filter and when using randomize filter while k-NN has better performance when using resample filter.

1. Introduction

It is a fact that fertility rate has declined in almost every part of the world, not only in developing countries [1] but also in Denmark [2]. In a news mentioned that the diagnosis causes infertility is more due to men than women. Many factors influence the sperm to be diagnosed as normal or not. The factors are socio-demographic data, environmental factors, health status, and life habits [3].

Many researches about fertility and quality of sperm was carried out using many methods. Seminal quality was Predicted Using Clustering-Based Decision Forests [4], fertility was analysed by using supervised and unsupervised data mining techniques [5], [6], best sperm was selected to increase implantation rate by applying data mining techniques [7], fertility was analysed by using graph based data mining [8], and the last, it is analysed using neural network [3].

Classification technique is a technique where dataset is categorized into number of classes. There are many types of classification algorithms in machine learning. Two of these classification algorithms are decision tree and k-nearest neighbor. The Decision Tree is one of the most popular and most commonly used classification algorithms. While k-nearest neighbor is a simple and powerful algorithm. The aim is to compare both the decision tree and k-nearest neighbor algorithm so that we know which better performance is either when using filter or not.
In this paper we will use both algorithms by comparing them to analyse the fertility dataset. The goal is to find out which algorithm is superior in analysing the fertility dataset either when using filters or no filters.

The experiment has 3 steps: first, we compare 2 algorithms to process raw dataset without filter, second, we compare 2 algorithms to process dataset with randomize filter, and third, we compare 2 algorithms to process dataset with resampling filter.

2. Experiment
This experiment uses weka 3.8.2. and the fertility data set used was extracted from UCI machine learning repository. This comparison used two different filters: randomize and resampling. There are 100 instances and 10 attributes.

Basically the research conducted has many processes as in figure 1. First we select dataset and open CSV. The file we used is from the website UCI machine learning repository. This website is dedicated to researchers to get data for machine learning and intelligent systems. If the experiment done without filter, then we select directly. But if we use filter for processing data then choose the filter used. Next, process the result. Then the output will be displayed. The experiment is repeated many times because we compare between decision tree and k-nearest neighbor. Each of them is carried out using filter resampling and randomize and no filter.
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**Figure 1.** The order steps of experiment.

The experiment was conducted in 3 stages:

a. Compare 2 algorithms without using filter. The step sequence is a, b, c, d, e, f, g as in figure 1.

b. compare 2 algorithms by using randomize filter. The step sequence is a, b, i, c, d, e, f, g as in figure 1

c. compare 2 algorithms by using resampling filter. the step sequence is a, b, i, c, d, e, f, g as in figure 1

The three experimental stages are performed using different splits.
3. Result and discussion
First, the experiment is carried out using no filter. The split percentage using are 50, 60, 70, 80 and 90. When the split percentage using is 50 means that the training data is 50% and the testing data is 50%. If split percentage is 70 means that the training data is 70% and the testing data is 30%. The result of this experiment is comparing 2 algorithms using false prediction matrix. False prediction has 2 kinds. The first is false positive (FP) and the rest is false negative (FN). False positive means we predicted normal but actually in the fact it is altered. FN is false negative means we predicted altered but actually in the fact it is normal.

Figure 2. False prediction of decision tree without filter.

Figure 2 shows false prediction of decision tree without filter. The worst result is in split 50 where FN is 5 which is the biggest number of false prediction compared to other split percentage. The best result is in split 90 where FN is 1. It means the false prediction has only 1 false result where we predicted altered but actually in the fact it is normal.

Figure 3. False prediction of k-NN without filter.

Figure 3 shows false prediction of k-nearest neighbor without filter. The worst result is in split 50 where FP is 7 and FN is 4. This is the biggest number of false prediction compared to other split percentage. The best result is in split 90 where FN is only 1. It means the false prediction has only 1 false result.

Figure 4. The comparison of accuracy without filter.

Figure 4 shows the result of the comparison between decision tree and k-nearest neighbor where in this case the experiment using no filter. The ordinate number shows correctly classified instances and the
The absis number shows the split percentage. Correctly classified instances is resulted from weka application. It means that the higher number correctly classified instances, the more accurate. The color of blue belongs to decision tree and the orange color belongs to k-nearest neighbor. From figure 4 shows that decision tree is more accurate than k-NN because the result is higher than k-NN in all split except in split 80.

**Figure 5.** False prediction of decision tree using randomize filter.

Figure 5 shows false prediction of decision tree using randomize filter. The worst result is in split 50 where FP is 14 and FN is 2. This is the biggest number of false prediction compared to other split percentage. The best result is in split 90 where FN is 1.

**Figure 6.** False prediction of k-NN using randomize filter.

Figure 6 shows false prediction of k-nearest neighbor using randomize filter. The worst result is in split 50 where FP is 8 and FN is 5. This is the biggest number of false prediction compared to other split percentage. The best result is in split 90 where FP is 2 and FN is only 1.

**Figure 7.** The comparison of accuracy using randomize filter.

Figure 7 shows the result of the comparison between decision tree and k-nearest neighbor where in this case the experiment using randomize filter. The ordinat number shows correctly classified instances and the absis number shows the split percentage. Correctly classified instances is resulted from weka
application. It means that the higher number correctly classified instances, the more accurate. The color of orange belongs to decision tree and the grey color belongs to k-nearest neighbor. From figure 7 shows that decision tree is more accurate than k-NN because the result of decision tree is higher than k-NN in all split except in split 50.
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Figure 8. False prediction of decision tree using resampling filter.

Figure 8 shows false prediction of decision tree using resample filter. The worst result is in split 50 where FP is 2 and FN is 4. this is the biggest number of false prediction compared to other split percentage. The best result is in split 90 where FN is 2.
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Figure 9. False prediction of k-NN using resampling filter.

Figure 9 shows false prediction of k-nearest neighbor using resample filter. The worst result are in 2 splits, 50 and 60, and where FP is 2 and FN is 1. This is the biggest number of false prediction compared to other split percentage. The best result is in split 90 where there is no false prediction. It means all data is predicted correctly.
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Figure 10. The comparison of accuracy using resampling filter.

Figure 10 shows the result of the comparison between decision tree and k-nearest neighbor where in this case the experiment using randomize filter. The ordinat number shows correctly classified instances and the absis number shows the split percentage. Correctly classified instances is resulted from weka application. It means that the higher number correctly classified instances, the more accurate. The color
of blue belongs to decision tree and the orange color belongs to k-nearest neighbour. From figure 10 shows that k-NN is more accurate than decision tree because the result of k-NN is higher than decision tree in all split. k-NN has 100% accurate in split 90.

Discussing the result, from figure 2, 3, 5, 6, 8, 9 shows the same pattern. If the training data (percentage split) has small number, then the result is worse than the higher number of split percentage or in other words the greater percentage split (the training data) the better the result. Therefore 90 split percentage has better result than 50 split percentage it was mentioned in some researches [9], [10] that 2/3 of the data sets (67%) for the training set were more robust than 1/2 for the training set (50%). But in other research [11] 1/2 to training set is a little better than the 2/3 rds. to training split. indeed, in 3 studies it was not mentioned that the higher percentage split for training set results more accurate, but only stated that 2/3rd is better than 1/2 and vise versa. Next, from figure 4, 7, 10 it can be concluded that the appropriate algorithm when the data set is not filtered is the decision tree because decision tree has higher accuracy than k-NN. When applied randomize filter then the superior method is the decision tree because decision tree has higher accuracy than k-NN. When the experiment is applied using resample filter then the superior method is k-NN method because the k-NN has higher accuracy than decision tree. It is not about which algorithm is more accurate but which algorithm is more appropriate whether using filter or specified filter. In this case, if the filter implemented is randomize then the appropriate algorithm is decision tree but if the filter is resampling then choose k-NN as the algorithm.

4. Conclusion

In this paper, we will analyse the infertility using two algorithms, decision tree and k-nearest neighbours. We will do experiments using different splits of training data and different filters. The purpose is to determine which algorithm is more accurate between 2 algorithms either using filter or not. The result shows DT has better performance in accuracy when using dataset without filter and when using randomize filter while k-NN has better performance when using resample filter.

Limitations in this study is the dataset used is still unbalance. For future research, before a filter is implemented, data balancing may be necessary. In addition, there should also be comparison using many other datasets to determine whether the results remain consistent as in this paper or not.
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