Fusion of Whole Night Features and Desaturation Segments Combined with Feature Extraction for Event-Level Screening of Sleep-Disordered Breathing
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Purpose: Misdiagnosis and missed diagnosis of sleep-disordered breathing (SDB) is common because polysomnography (PSG) is time-consuming, expensive, and uncomfortable. The use of recording methods based on the oxygen saturation (SpO2) signals detected by wearable devices is impractical and inaccurate for extracting signal features and detecting apnoeic events. We propose a method to automatically detect the apnoea-based SpO2 signal segments and compute the apnoea–hypopnea index (AHI) for SDB screening and grading.

Patients and Methods: First, apnoea-related desaturation segments in raw SpO2 signals were detected; global features were extracted from whole night signals. Then, the SpO2 signal segments and global features were fed into a bi-directional long short-term memory convolutional neural network model to identify apnoea-related and non-apnoea-related events. The apnoea-related segments were used to assess the AHI.

Results: The model was trained on 500 individuals and tested on 8131 individuals from two public hospitals and one private centre. In the testing data, the classification accuracy for apnoea-related segments was 84.3%. Individuals with SDB (AHI ≥ 15) were identified with a mean accuracy of 88.95%.

Conclusion: Using automatic SDB detection based on SpO2 signals can accurately screen for SDB.
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Introduction

Sleep-disordered breathing (SDB) is characterized by multiple episodes of airflow reduction and cessation during sleep.1,2 SDB is a common sleep disorder with estimated prevalences of 49.7% and 23.4% in men and women, respectively.3 In the Wisconsin Sleep Cohort Study, the prevalences were 24% and 9% in men and women aged 30–60 years, respectively.1 However, many patients with SDB, including severe SDB, remain undiagnosed. In the Wisconsin Sleep Cohort Study, 93% and 82% of women and men with moderate-to-severe sleep apnoea, respectively, had not been diagnosed.2 In addition, according to a database study, over 90% of women and over 80% of men with SDB have not been diagnosed.4

Polysomnography (PSG), the “gold standard” investigation for SDB, is expensive and time-consuming, which may delay the diagnosis of SDB. Thus, home-based portable devices for sleep studies are essential to diagnose SDB. Moreover, home monitoring systems using oxygen saturation (SpO2) to screen for SDB increase the testing capacity and simplify the interpretation of prolonged recordings. Thus, the use of a simple device may ensure timely and accurate diagnosis of SDB.
An ideal system would make an accurate diagnosis on the basis of a few easy-to-collect signals. Many studies have addressed these issues by using signals from audio recordings, plethysmography, respiratory movements, oximetry, electrocardiogram (ECG), or a combination of such methods. The SpO₂ signal can be easily collected, and a large number of wearable pulse oximetry devices are available in the market at a low cost. The SpO₂ signal represents the oxyhaemoglobin concentration in blood. The apnoea–hypopnea index (AHI) score is associated with oxygen desaturation; therefore, screening for SDB on the basis of the SpO₂ signal is convenient and accurate, and also diagnosis for SDB with automatic detection assistance is potential.

The aim of our study was to establish a novel apnoea-related desaturation segments generation method to achieve variable length proposal; an efficient fusion method for the classification of apnoea-related desaturation using a combination of whole night features and desaturation segments; and an automatic feature extraction method to select effective global whole night features. Compared to previous studies in terms of complexity of model construction, our study does not use complex manual feature extraction and utilizes sufficiently powerful deep learning for feature extraction to reduce the complexity of construction. In addition, compared to the current method of direct fragment analysis by deep networks, we designed the overall night features with reference to the clinical medical process to improve the accuracy of the model.

Materials and Methods
The study was performed in accordance with the 1964 Helsinki declaration and its later amendments. Informed consent was obtained from all participants. The study protocol was approved by the Ethics Committee of Shanghai Jiao Tong University Affiliated Sixth People’s Hospital, China, under the identifier 2019-KY-050 (K).

PSG Assessment and SDB Classification
The physiological signals of PSG (eg, electroencephalogram, ECG, thoracic and abdominal movements, airflow, electrooculogram, electromyogram, and SpO₂) were recorded to analyse the sleep architecture, duration, and quality during overnight PSG. The 2012 American Academy of Sleep Medicine criteria were used to diagnose apnoea events: peak signal excursion decrease by ≥90% of pre-event baseline using an oronasal thermal sensor (diagnostic study); and duration of drop in sensor signal ≥10s. Hypopnea was diagnosed if the peak signal excursions decreased by ≥30% of pre-event baseline using nasal pressure (diagnostic study); duration of drop in sensor signal ≥10s; and oxygen desaturation ≥3% from pre-event baseline or an arousal. The number of apnoea and hypopnea events in the whole night PSG was used to determine the SDB severity. The AHI score (total number of apnoea and hypopnea events divided by the hours asleep) was computed to classify the SDB severity into normal (0–5), mild (5–15), moderate (15–30), and severe (>30).

Data Source
Three datasets were used for algorithm development and validation: Apnoea-ECG dataset (Physionet), SHHS, and No. 6 People’s Hospital (Shanghai Jiao Tong University Affiliated Sixth People’s Hospital). The SHHS dataset contained two datasets, SHHS1 and SHHS2, which were used as the training and testing sets, respectively (Table 1).

Apnoea-ECG (Physionet): The Apnoea-ECG (Physionet) database contains eight night-time records, including ECG, oxygen saturation levels, and three respiratory signals. The SpO₂ sampling frequency was set at 100 Hz. The AHI scores and minute-level apnoea annotations are available for each 1-min interval. Four participants did not have SDB, whereas four participants had severe SDB.

SHHS (Sleep Heart Health Study): SHHS is a multi-centre cohort study of the cardiovascular and other consequences of SDB. SHHS contains two datasets with PSG results: SHHS1 contains data from 5793 participants tested between 1995 and 1998, whereas SHHS2 contains data from 2651 participants tested between January 2001 and June 2003. The SpO₂ signal recording lengths were > 3 h. The SpO₂ signals were recorded using Nonin XPOD 3011 sensor and sampled at 1 Hz. In accordance with the 2012 American Academy of Sleep Medicine guidelines, we rechecked the start and end
times of apnoic events in the SHHS training dataset. The SHHS training dataset contains 500 records selected from SHHS1 for algorithm training. Because rechecking records is complex and time-consuming, only 500 records were used for training. The remaining SHHS1 records were included in the SHHS1 test dataset. The SHHS training dataset was constructed using patients who had been randomly selected from the SHHS1 dataset to maintain similar proportions of men and women in apnoea severity categories.

No. 6 People’s Hospital: No. 6 People’s Hospital dataset contained 179 PSGs: 11 were normal, while 72, 49, and 47 had mild, moderate, and severe SDB, respectively. The dataset was collected from Shanghai Jiao Tong University Affiliated Sixth People’s Hospital. The dataset was scored in accordance with the 2012 American Academy of Sleep Medicine guidelines by sleep specialists. Alice 4, Alice 5, and Alice LE systems were used to score and store the SpO2 signals at sampling rates of 10 and 100 Hz.

Data Processing
The algorithm generated the apnoea-related SpO2 segment proposals. Then, the whole night features of SpO2 signals were extracted. The apnoea-related blood oxygen segments were classified using a bi-directional long short-term memory convolutional neural network (Bi-LSTM-CNN) model according to both whole night features and apnoea-related SpO2 segment proposals. Furthermore, the algorithm used a linear regressor to simulate the relationship of the apparent number of apnoic events in the whole night SpO2 and the real number of apnoea events.

Before the preprocessing of the data, we took blood oxygen below 50% as artifacts for all data sets due to artifacts caused by the loss and interference of blood oxygen signals in the data set. Moreover, during processing, the signals at both ends of the artifacts were connected using linear interpolation to ensure the continuity of the signals.

Generation of SpO2 Desaturation Segment Proposals
Apnoic events are often associated with a decrease in blood oxygen level (ie, desaturation). The numbers of apnoic events were calculated by identifying the desaturation segments and identifying the apnoea-related segments. This process required the identification of all desaturation segments.

However, the noise and sampling roughness of raw SpO2 signals complicate the detection of desaturation segments. Therefore, a wavelet processing algorithm was selected for signal denoising and the identification of desaturation segments. First, denoising was performed by discarding the approximate coefficients of the wavelet Daubechies 8 decomposition. Then, threshold filtering and reconstruction were performed. Therefore, a 3-second moving average filter was applied as a smoothing method after signal denoising. Moreover, high sampling rates were resampled at 1 Hz to ensure standardisation and speed computations. Then, linear interpolations were used to replace the desaturation signals that decreased below 50% of the baseline. Figure 1 shows the signal after preprocessing. Preprocessing generated a smooth signal and simplified the identification of desaturation events.

| Dataset            | Sub(Years) | Age(kg/m²) | BMI(e/hr) | AHI(e/hr) | AHI >15% | Male |
|--------------------|------------|------------|-----------|-----------|----------|------|
| SHHS1 train        | 500        | 64±10 (54, 73) | 27±7 (23, 32) | 21±20 (4, 31) | 47% | 50% |
| SHHS1 test         | 5293       | 62±11 (55, 71) | 28±5 (25, 30) | 18±15 (6, 23) | 44% | 53% |
| SHHS2              | 2651       | 67±10 (60, 76) | 28±5 (25, 31) | 18±16 (7, 25) | 45% | 54% |
| Physionet          | 8          | 43±8 (38, 52) | 28±8 (22, 35) | 32±36 (0, 70) | 50% | 88% |
| No. 6 People Hospital | 179    | 55±1 (39, 66) | /          | 31±17 (11, 46) | 53% | 76% |

Abbreviations: BMI, body mass index; AHI, apnea–hypopnea index.

Table 1 Patient Characteristics for the Different Datasets Age, BMI and AHI are Presented as Mean ± Standard Deviation, with the 25% and 75% Quantile Values Underneath.
After preprocessing, the signal data were used to generate the desaturation segments (Figure 2). First, the signal peaks and troughs were identified by derivative filtering to select the extremum points. To preserve the completeness of desaturation segments, successive desaturation segments were linked when the total length of the linked segments was <30 s. Furthermore, the start and end point pairs of a desaturation segment were extracted. Desaturation segments were identified by a decrease in SpO\(_2\) of at least 1% from the beginning to the end of a segment with a total segment length <120 s. Then, segments were generated from raw data using the start and end points of the segment. All desaturation segments possibly related to apnoea were identified. The generation of desaturation segment proposals is shown in Figure 2.

Whole Night Feature Extraction
The whole night SpO\(_2\) signal can be characterised by specific features. Time and frequency domain features were extracted from the SpO\(_2\) signal to determine the signal properties. Table 2 shows 16 features obtained from the SpO\(_2\) signal that have been evaluated in previous studies of patients with obstructive sleep apnoea (OSA).

Bi-LSTM-CNN for SpO\(_2\) Segment Classification
To avoid complex manual feature extraction and ensure good performance of the classifier system, a state-of-the-art model, Convolutional Bidirectional Long Short-Term Memory (CBLSTM), was used for classification. This model contains four parts: a temporal encoder (bi-directional long short-term memory [Bi-LSTM]), a local feature extractor (convolutional neural networks [CNNs]), whole night feature fusion, and a connector and linear regressor (Figure 3).

A Bi-LSTM network was used to manage the temporal information. Bi-LSTM network is an elegant solution to capture the bidirectional (ie, forward and backward) information. This model can access complete, sequential information before and after each time step in a specific sequence. In the present study, a well-known Bi-LSTM framework was used (Figure 3). In Bi-LSTM, at each time step \(t\), forward hidden state \(h^f_t\) and backward hidden state \(h^b_t\) were updated using the current data \(x_t\) from the same time step \(t\), the hidden state at the previous time step \(h^f_{t-1}\) and
h_{t-1}, the input gate \( i_t^f \) and \( i_t^b \), the forget gate \( f_t^f \) and \( f_t^b \), the output gate \( o_t^f \) and \( o_t^b \), and a memory cell \( c_t^f \) and \( c_t^b \). The following updating equations were used:

\[
\begin{align*}
  i_t^f &= \sigma(W_{i_t}^f x^t + V_{i_t}^f h_{t-1}^f + b_t^f) \\
  i_t^b &= \sigma(W_{i_t}^b x^t + V_{i_t}^b h_{t-1}^b + b_t^b) \\
  f_t^f &= \sigma(W_{f_t}^f x^t + V_{f_t}^f h_{t-1}^f + b_t^f) \\
  f_t^b &= \sigma(W_{f_t}^b x^t + V_{f_t}^b h_{t-1}^b + b_t^b) \\
  o_t^f &= \sigma(W_{o_t}^f x^t + V_{o_t}^f h_{t-1}^f + b_t^f) \\
  o_t^b &= \sigma(W_{o_t}^b x^t + V_{o_t}^b h_{t-1}^b + b_t^b) \\
  h_t^f &= o_t^f \odot \tanh(c_t^f) \\
  h_t^b &= o_t^b \odot h_t^b \\
  y_t &= h_t^f \oplus h_t^b
\end{align*}
\]
where $W \in \mathbb{R}^{a \times d}$ and $V \in \mathbb{R}^{a \times d}$ are the weight matrices for different gates for input $x^t$ and hidden state $h^t$, while * is the element-wise multiplication, $\sigma(\cdot)$ and $\tanh(\cdot)$ are the element-wise activation functions, and $d$ can be the dimension of the word vector or the size of the hidden state in the lower layer. The framework of this network is shown in Figure 4.

After Bi-LSTM network, the output of Bi-LSTM $y_{i,i+m-1}$ is given by

$$y_{i,i+m-1} = y_i \odot y_{i+1} \oplus \cdots \odot y_{i+m-1} \tag{2}$$

where $y_{i,i+m-1}$ represents a window of $m$ continuous time steps beginning from the $i$th time step. The CNN feature extractor contains two layers: convolutional and max pooling layers. The convolutional layer slides the filters over the whole input sequence to generate feature maps. Each feature map can be regarded as the convolutional activation of the corresponding filter over the whole sequence. A convolutional filter $F \in \mathbb{R}^{m \times d}$ is used to obtain the feature map $Q \in \mathbb{R}^{n \times m+1}$. The $i$th element is calculated as

$$q_i = f(W \cdot y_{i,i+m-1} + b) \tag{3}$$

where $f$ is the ReLu activation function, $W$ is the weight matrix of the convolution filter, is a bias, $m$ is the length of the filter, and $d$ is the dimension of the word vector. The convolutional layer uses multiple filters in parallel to obtain feature maps. It also can use convolutional filters of various lengths to extract feature information.

In addition, the pooling layer is applied to compress each generated feature map to produce significant features. The feature maps gained from the convolutional layer are shown below:

$$q_i = f(W \cdot y_{i,i+m-1} + b) \tag{4}$$

### Table 2 Time and Frequency Domain Feature Extracted from Whole Night SpO$_2$ Signal

| Feature | Discription |
|---------|-------------|
| Time domain | Upper, middle, lower quartile of a series |
| $Q_L$, $Q_M$, $Q_H$ | Central tendency of the signal |
| CTM | Lempel–Ziv complexity |
| LZC | 1–4% oxygen desaturation index |
| ODII-ODI4 | |
| Frequency domain | Full-spectrum amplitude maximum and minimum |
| MA, mA | Median frequency of the full spectrum |
| MF | Spectral entropy to measure the full spectrum flatness |
| SpecEn | |

Figure 3 Framework of Bi-LSTM network for temporal information extraction.
where index \( j \) denotes the \( j \)th filter; it corresponds to multi-windows as \( \{y_{1,m}, y_{2,m+1}, \ldots, y_{s,m+1}\} \). These windows are fed into the max-pooling layer to obtain the compressed feature vector, which can be calculated as

\[
1 = \left[ l_1, l_2, \ldots, l_k + 1 \right]
\]

where \( l_j = \max\left(q_{j-1}^{k}, q_{j-1}^{k+1}, \ldots, q_{j}^{k}\right) \). Multiple filters are applied with different initialised weights to derive the output of the CNN layer. The framework of the CNN is displayed in Figure 5.

The output representation \( l \) of the local extractor represents related information concerning each desaturation segment. However, the severity of desaturation and disease may be helpful for the identification of desaturated fragments. Thus, \( G \), the whole night feature of \( \text{SpO}_2 \) extracted from full night PSG, is given as

\[
G = [g_1, g_2, g_3, \ldots, g_{16}]
\]

where \( g_1, g_2, g_3, \ldots, g_{16} \) are time and frequency domain features of whole night signal extracted in the previous step. The whole night fusion feature \( G_f = \{l \oplus G\} \) combines features extracted from fragments and whole night features \( G \) from overnight records. The feature \( G_f \) is fed into a two-layer full connection layer to gain the prediction of the whole model, as shown in the following equations:

\[
\begin{align*}
fc_1 &= F(W^r_G + W^r_l) + B_{fc_i} \\
fc_2 &= F(W^r_G + B_{fc_1} \\
fc_2 &= F(W^r.fc_1) + B_{fc_2} \\
o &= \text{softmax}(fc_2)
\end{align*}
\]

where \( W^r = W^r_G \oplus W^r_l \), \( W^r \in \mathbb{R}^{x \times z} \), and \( W^l \in \mathbb{T}^{z \times o} \). In addition, \( z \) is the number of hidden states in the first layer of full connection layers and \( o \) is the dimensionality of the output. Because the objective problem in our task is a bi-classification problem, \( o = 2 \). The structures of the two-layer full connection and softmax layers are shown in Figure 5A.

In this study, focal loss is used as a model loss between the predicted classification results and real class labels because of the uneven distributions of the two types of data.38,39

---

**Figure 4** The structure of local extractor: Convolutional neural network for 1-D signals.
\[ FL(p, y) = FL(p_t) = -\alpha_t (1 - p_t) \log(p_t) \]

\[ p_t = \begin{cases} p & \text{if } y = 1 \\ 1 - p & \text{otherwise} \end{cases} \]  

where \( y \in \{\pm 1\} \) represents the real class label and \( p \in [0, 1] \) represents the probability that the class of the output \( y \) of the model is 1.

**Whole Night Feature Selection**

The weights of the fusion full connection layer for the 16 whole night features were used for feature selection. The gradient-weighted class activation mapping (Grad-CAM) method was used to create a weight map with higher-value weights. Low-value weights were considered redundant.\(^{40}\) The feature selection process is shown in Figure 5B.

**Statistical Analysis of Classification**

Accuracy, sensitivity, specificity, positive predictive value, area under the receiver operating characteristic curve, and Cohen’s kappa were used to analyse the classification performance.

**AHI Estimation**

The AHI was calculated using a linear regressor, which simulated the relationships between the predicted and real numbers of apnoea-related desaturation events. Moreover, the identified AHI was within the annotated range to avoid the influence of non-sleep time.

**Experimental Setup**

The dataset included data from 500 individuals, which were used for model training because of the complexity and time-consuming nature of extensive review for additional data. The original apnoeic events recorded by PSG were based on the respiratory signals. The apnoea event markers from the SHHS training dataset were manually converted to desaturation event markers. We performed two major experiments as part of this study. First, we used our method to test well-known datasets and compared the findings to the results of other methods in terms of recognition accuracy. Second, we analysed the fusion method using whole night features and desaturation segments.
Results
Comparison of Methods and Datasets
Segment Classification Performance
Table 3 shows the mean performance of segment classification for each dataset. The mean performance was 84.3% for the test set. The model was validated on the Physionet dataset with an accuracy of 94.5%, an improvement over the previous study (93.0%). Table 4 presents the performance indicators for the classification of desaturation events detected by the generation method using different classifiers. These indicators were averaged on all test datasets. As shown in Table 4, the accuracy of the Bi-LSTM-CNN classifier was superior to the accuracies of other classifiers for the complete training dataset. Therefore, only the Bi-LSTM-CNN classifier was used for subsequent experiments.

AHI Estimation
Desaturation events were detected by the segment generation method using SpO$_2$ signals from full night PSG. The Bi-LSTM-CNN classifier model was used to divide the signals into apnoeic and non-apnoeic events. The AHI is computed as the number of desaturation events divided by the total recording time. Figure 6 shows a comparison of the predicted and real AHIs for each dataset. The training set had greater variance than did the predictive AHI in the verification set for all datasets. For SHHS and No. 6 People’s Hospital datasets, this discrepancy was limited, but it was higher for AHI; thus, the discrepancy led to insufficient representation of SDB in the test set. In the Physionet dataset, desaturation was absent in only 5.3% of the apnoea-related time; therefore, the predicted AHI was closer to the real value. To ensure the independence of the test dataset, the SHHS1 train dataset was used as the training set, while SHHS1 test, SHHS2, Physionet, and No. 6 People’s Hospital datasets were used as validation sets. The desaturation events in the validation set were divided into apnoeic-related (77.8%) and non-apnoeic-related (22.2%) events. The R$^2$ coefficients of the predicted AHIs for the datasets were 0.87–0.94.

OSA Screening and Grading
Based on the AHI, participants were divided into patients with (AHI ≥ 15) and without (AHI < 15) OSA. Furthermore, participants were classified into patients without OSA and patients with normal, mild, moderate, and severe OSA. The results of the SDB classification (AHI > 15) were compared with the results of other studies conducted on the SHHS2...
Table 5 shows the comparison of the results of a subset of 995 individuals. Our classification method was superior to the methods used in other studies, showing an accuracy of 88.95% and an area under the curve of 0.961. Because the SHHS2 dataset was not used to train the model, these results are meaningful.

Figure 7 shows the SDB classification accuracy in each dataset. In the SHHS1 test dataset, the accuracy was significantly lower for normal individuals than for SDB patients, which may be explained by the difficulty in distinguishing between normal and mildly affected individuals. Figure 8 shows that the accuracy and specificity of SDB classification decreased and sensitivity increased with increasing SDB severity. Only 17% of the patients in the SHHS1 and SHHS2 test datasets had severe SDB (AHI ≥ 30), leading to low sensitivity and high specificity. The confusion matrices of the estimated and true class labels for the SHHS and No. 6 People’s Hospital datasets are shown in Figure 8. Outstanding classification performance was observed in the training set, such that 84.2% of the individuals were classified correctly and the remaining 13.8% of the individuals were classified in closely related classes. The classification accuracies were 4.2%, 67.1%, and 72.5% for the SHHS1 training, SHHS1 test, and SHHS2 sets. An AHI threshold of 15 is often used in SDB screening. Screening individuals for SDB based on an AHI threshold of 15 resulted in accuracy of 95.4% for the training set and accuracies of 88.4%, 88.9%, and 93.9% for the SHHS1 test, SHHS2, and No. 6 People’s Hospital datasets. In the Physionet dataset, SDB was accurately classified in 100 individuals with an accuracy of 100%.

Whole Night Feature Infusion Experiment
We added whole night features to determine the performance accuracy for whole night PSG. Whole night feature infusion improved the accuracy by 1.6 (Table 6). In the SHHS1 test and SHHS2 datasets, models with whole night features were more accurate (84.9% and 83.7%, respectively) than were models without whole night features (84.0% and 83.5%, respectively).

Discussion
The detection of respiratory events, particularly apnoea-related respiratory events, is tedious and time-consuming because it requires the clinician or sleep technologist to manually examine each event. Therefore, an automated system that can

| Classifier          | Acc  | Se   | Sp   | AUC  |
|---------------------|------|------|------|------|
| Our study           | 88.95| 86.73| 90.76| 0.961|
| Deviaene et al12    | 88.08| 90.12| 86.39| 0.953|
| Morales et al10     | 85.28| 84.75| 85.81| 0.936|
| Rolon et al11       | 85.78| 85.65| 85.92| 0.937|
| Schlothauer et al41 | 84.17| 84.11| 85.94| 0.922|
| Vazquez et al12     | 77.15| 80.84| 87.50| 0.909|

**Abbreviations:** Acc, accuracy; Se, sensitivity; Sp, specificity; AUC, area under ROC curve.
accurately assess individual respiratory events and provide an accurate diagnosis will be extremely useful. Based on the detection and classification of desaturation events associated with apnoea, a method is proposed for the automatic detection of respiratory events using SpO\textsubscript{2} signals and AHI data. Use of the Bi-LSTM-CNN classifier was associated with the best accuracy for desaturation classification. The mean accuracy of independent test sets was 84.3%. AHI was calculated by dividing the number of events by the duration of the record. Estimated AHI was used to screen and grade SDB, based on an AHI threshold of 15. The accuracy of the screening method was 89% on the SHHS2 dataset, which is better than the accuracies of SpO\textsubscript{2}-based methods.

Currently available portable home monitoring systems based on SpO\textsubscript{2} signals include traditional methods that involve feature extraction\textsuperscript{11,12}, as well as deep learning methods\textsuperscript{13,16}. Some previous studies used traditional methods\textsuperscript{0.929} \textsuperscript{0.776} \textsuperscript{0.761} \textsuperscript{0.951} \textsuperscript{0.529} \textsuperscript{0.684} \textsuperscript{0.741} \textsuperscript{0.867} \textsuperscript{0.726} \textsuperscript{0.725} \textsuperscript{0.687} \textsuperscript{0.795} \textsuperscript{0.727} \textsuperscript{0.833} \textsuperscript{0.776} \textsuperscript{0.915} \textsuperscript{0}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{accuracy_bar_chart.png}
\caption{The bar chart of the accuracy for each dataset in each class of severity of SDB.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{confusion_matrix.png}
\caption{Confusion matrix for SDB severity classification based on computed AHI of four datasets (SHHS1 train, SHHS1 test, SHHS2 and No. 6 People Hospital).}
\end{figure}

\textbf{Table 6} Overview of the Averaged Classification Performance of Method Using or Not Using Whole Night Feature on the Validation Set

| Method                  | Acc  | Se   | Sp   | PPV  | AUC  |
|-------------------------|------|------|------|------|------|
| With whole night feature| 84.3 | 74.3 | 84.6 | 64.2 | 88.1 |
| Without whole night feature | 82.7 | 73.5 | 83.1 | 60.7 | 86.6 |

Abbreviations: Acc, accuracy; Se, sensitivity; Sp, specificity; PPV, positive predictive value; AUC, area under ROC curve.
to manually extract the features from whole night records, then determine the presence and severity of SDB. Compared to portable home monitoring, PSG can help better diagnose SDB by obtaining more accurate respiratory and sleep conditions through a full range of signal monitoring, but the convenience and ease of use of portable monitoring also provides an efficient means of mass screening for SDB on a large scale. The classification models based on whole night records, such as the work by Di Persia, have good performance; however, they cannot recognise apnoeic events and are time-consuming to use for the extraction and selection of artificial features. In addition, detection models using desaturated fragments are well known, but the segment classification does not consider the impact of SDB severity. The classification of desaturated fragments corresponding to undetermined apnoea only considers the signal characteristics of the specific fragment, instead of the overall disease severity. Other studies using deep learning methods, such as Recurrent Neural or Deep Brief Networks, have demonstrated the potential usefulness of such methods. Although deep learning can determine whether apnoea has occurred in the segment, the events cannot be predicted and the exact number of apnoeic events cannot be determined if multiple apnoeic events occur in the segment. Thus, we propose a Bi-LSTM-CNN model to classify the event type and severity. This model uses a novel apnoea-related desaturation segment generation method to achieve variable length proposal. We introduced an efficient fusion method for the classification of apnoea-related desaturation events using the combination of whole night features and desaturation segments. We found that an automatic feature extraction method was most suitable for global whole night feature extraction.

Some practical considerations require further investigation. First, this study used suitable datasets for training and testing, including both public and private datasets. The public dataset may produce inadequate training results because of poor data quality. Future studies can improve the effectiveness of model performance validation by using larger private datasets. Second, the proposed Bi-LSTM-CNN classifier and its training process are complex; extensive data preprocessing is required. Data preprocessing significantly affects the performance of the model. In addition, the model integrates whole-night and fragment features using fully connected layers; significant differences between them may affect the final performance of the classifier. Third, annotation of the event-related respiratory events requires significant human resources. Therefore, further research concerning advanced enhancement techniques is needed to create better models, as well as a system that does not require large amounts of training data for the generation of reliable statistical models. In addition, the blood oxygen signal used for PSG during the training of this model may differ in the application of actual at-home portable devices, and a dataset of blood oxygen signals collected by portable devices may be a direction for further exploration of the study.

Conclusions
Based on the detection and classification of desaturation events associated with apnoea, an automatic detection method (Bi-LSTM-CNN) of respiratory events using SpO2 signals is proposed. The Bi-LSTM-CNN classifier was associated with the best accuracy for desaturation classification. The mean accuracy of different independent test sets was 84.3%. AHI was calculated via division of the number of events by the duration of the record. Estimated AHI was used to screen and grade SDB (AHI threshold: 15). The screening accuracy was 89% on the SHHS2 dataset, which is superior to the accuracies in previous studies conducted on the SHHS2 dataset. The current results support the effectiveness of a wearable SDB monitoring system based on SpO2 signals.
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