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Abstract
In non-equilibrium many-body perturbation theory, Langreth rules are an efficient way to extract real-time equations from contour ones. However, the standard rules are not applicable in cases that do not reduce to simple convolutions and multiplications. We introduce a procedure for extracting real-time equations from general multi-argument contour functions with an arbitrary number of arguments. This is done for both the standard Keldysh contour, as well as the extended contour with a vertical track that allows for general initial states. This amounts to the generalization of the standard Langreth rules to much more general situations. These rules involve multi-argument retarded functions as key ingredients, for which we derive intuitive graphical rules. We apply our diagrammatic recipe to derive Langreth rules for the so-called double triangle structure and the general vertex function, relevant for the study of vertex corrections beyond the $GW$ approximation.
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1. Introduction

Many-body perturbation theory (MBPT) is an invaluable asset when studying complex multi-particle phenomena out of equilibrium and at finite temperatures. A crucial step in the development of modern MBPT was its formulation in the language of non-equilibrium Green’s functions [1, 2]. Within this formulation, quantities are defined on a directed time contour which allows one to derive diagrammatic perturbation theory at finite temperature and out of equilibrium in precisely the same way as for the traditional zero-temperature case [3]. Within the contour formalism, traditional formalisms such as the zero-temperature or the Matsubara formalism, follow from choosing the contour in specific ways and attaching specific time dependencies to the interactions [2].
The contour formalism, however, introduces an additional complexity by the replacement of real-time integrals with contour integrals. This makes objects, such as Green’s functions and self-energies, more cumbersome to calculate numerically. An efficient tool was developed by Langreth and Wilkins [4, 5], who derived rules for obtaining real-time objects from contour objects. These rules are now commonly referred to as the Langreth rules [1, 2].

The Langreth rules, however, are not applicable when the structure of a contour equation does not reduce to convolutions and products. This situation occurs, for example, when including vertex corrections to the commonly used GW approximation [6]. Furthermore, the Langreth rules are not applicable if the equation contains three-point or higher-order objects, such as the vertex function and the Bethe–Salpeter kernel in the Hedin equations [7].

In such cases, a direct evaluation of the contour integrals, by splitting the integrals over the various branches, results in an unwieldy amount of terms, many of which add up to yield zero contribution. Moreover, the objects involved often have no physical interpretation. This problem was studied by Danielewicz [8] who introduced a way to obtain real-time components in terms of explicitly retarded or advanced objects which have a physical interpretation. Moreover, he derived rules that allow some of the vanishing terms to be discarded from the outset.

The purpose of the present paper is twofold. First, we extend the analysis of Danielewicz [8] to the realm of non-equilibrium systems with general initial states, by considering the addition of an vertical time branch to the contour. Furthermore, we present alternative proofs of known results. Second, we extend the Langreth rules to general contour equations, to cover all cases of interest. An important new addition to the original Langreth rules are those for the so-called double triangle graph, appearing in the lowest order vertex corrections beyond the GW approximation. These rules already found an important application in the construction of positive semi-definite spectral functions in non-equilibrium systems [9].

The paper is structured as follows. In section 2 we discuss the structure of commonly encountered contour equations, and briefly review the Langreth rules. In section 3 we discuss general properties of contour objects. In section 4 we give an alternative derivation of results of Danielewicz [8], providing rules to extract the real-time part of $n$-point functions. We also provide a different graphical recipe to intuitively obtain the end results. In section 5 we extend the discussion of section 4 for contours including the Matsubara branch, thereby generalizing the results by Danielewicz and extending our graphical recipe correspondingly. In section 6 we derive extended Langreth rules for general diagrams, and in section 7 we apply our formalism to derive Langreth rules for selected diagrams of common interest, that cannot be handled using the standard rules. We conclude in section 8.

2. Theoretical background and motivation

2.1. Time-dependent ensemble averages

The time-dependent ensemble average $O(t)$ of an operator $\hat{O}(t)$ is given by [2]

$$O(t) = \text{Tr} \left[ \hat{\rho} \hat{U}(t_0, t) \hat{O}(t) \hat{U}(t, t_0) \right],$$

(1)

where $\hat{U}(t, t_0)$ is the time-evolution operator, $t_0$ the initial time, and $\hat{\rho}$ is the density matrix. The ensemble average can be written in a form convenient for perturbation theory by introducing a directed time contour $\gamma_t$ [2, 10, 11], that runs from the initial time $t_0$ to $t$, and then back to $t_0$ again. For manipulations, it is convenient to extend the contour to $t = \infty$, which leaves the result unchanged since $\hat{U}(t, t') \hat{U}(t', t) = 1$. We denote this contour by $\gamma$, which is
often referred to as the Keldysh contour \[10\] (see figure 1, left figure. Note, however, that in the original work by Keldysh, the contour starts at \(t_0 = -\infty\)). The ensemble average of equation (1) can then be expressed as \[2\]

\[
O(z) = \text{Tr} \left[ \hat{\rho} T_\gamma \left\{ e^{-i \int_\gamma d\bar{z} \hat{H}(\bar{z})} \hat{O}(z) \right\} \right].
\]

The contour time \(z\) is a parameter on the contour \(\gamma\). The first part of the contour, from \(t_0\) to \(\infty\), we call the forward branch \(\gamma^-\), and denote times on it by \(t^-\). The returning branch we call the backward branch \(\gamma^+\) with times \(t^+\). The contour-ordering operator \(T_\gamma\{\ldots\}\) orders operators according to the order of their contour-time arguments, with the convention that later contour times (as measured along the contour) are ordered to the left, and that for equal times the existing order is retained \[2\]. The Hamiltonian on the contour is defined through \(\hat{H}(t^\pm) = \hat{H}(t)\), and likewise for the operators \(\hat{O}\). Consequently, the ensemble average is independent of the branch index, so that \(O(t) = O(t^\pm)\).

Since the density matrix \(\hat{\rho}\) is a positive semi-definite operator, it can always be written as \[2, 12–14\]

\[
\hat{\rho} = \frac{e^{-\hat{H}_M}}{Z} = \frac{e^{-i \int_{t_0}^{t_+} d\bar{z} \hat{H}_M(\bar{z})}}{Z},
\]

where \(\hat{H}_M(z) = \hat{H}_M\) is time-independent and \(Z = \text{Tr} \left[ e^{-\hat{H}_M} \right]\). In general, the operator \(\hat{H}_M\) is an \(n\)-body operator unrelated to \(\hat{H}\), but in the special case where \(\hat{\rho}\) represents the grand canonical ensemble, it is given by \(\hat{H}_M = \beta(\hat{H} - \mu \hat{N})\), where \(\mu\) is the chemical potential and \(\hat{N}\) the particle number operator \[2, 12, 13\]. Equation (3) allows for writing the ensemble average equation (2) as

\[
O(z) = \frac{\text{Tr} \left[ T_{\gamma'} \left\{ e^{-i \int_{t_0}^{t_+} d\bar{z} \hat{H}(\bar{z})} \hat{O}(z) \right\} \right]}{Z}
\]

using an extended contour \[1, 14, 15\] \(\gamma'\) with a vertical Matsubara branch \(\gamma_M\) going from \(t_0\) to \(t_0 - i\) attached to the end and a corresponding extended definition of \(\hat{H}(z)\) given by \(\hat{H}(z \in \gamma_M) = \hat{H}_M\) (see figure 1).

Using the extended contour, initial correlations can be treated perturbatively \[12\]. The expansion is performed by expanding all \(n\)-body terms higher than one in \(\hat{H}(z)\), which allows
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\caption{The two different contours used in this work. (Left) The Keldysh contour \(\gamma\), consisting of a forward branch \(\gamma^-\) and a backward branch \(\gamma^+\). (Right) The extended contour \(\gamma'\), with an added vertical branch \(\gamma_M\). Note that the horizontal branches are shifted vertically for illustrative purposes only; both branches are on the real axis.}
\end{figure}
Wick’s theorem to be applied. In our following discussion, we will make use of both contours (see figure 1).

2.2. Contour-time structure of diagrammatic expansions

To discuss the types of structures that arise in many-body perturbation theory, we here focus on the diagrammatic expansion of the single-particle Green’s function \( G \) when the interaction \( \tilde{V} \) is of two-body type. The discussion pertains to both the Keldysh contour and the extended contour.

The simplest structure that appears is the convolution:

\[
C(z_1, z_2) = \int d\tilde{z}_1 A(z_1, \tilde{z}_1) B(\tilde{z}_1, z_2),
\]

which appears, for example, in the Dyson equation. The expressions generally involve also relevant quantum numbers. For clarity, we will suppress arguments other than time arguments.

The Langreth rules use the fact that the functions involved can be expressed as

\[
A(z_1, z_2) = \theta(z_1, z_2) A^>(t_1, t_2) + \theta(z_2, z_1) A^<(t_1, t_2),
\]

using real-time greater (\( A^> \)) and lesser (\( A^< \)) components for contour orders \( z_1 > z_2 \) and \( z_2 > z_1 \) respectively. The Langreth rules for a convolution yield, for the extended contour,

\[
A^\tilde{\Sigma} = B^\tilde{R} \cdot C^\tilde{\Sigma} + B^\tilde{S} \cdot C^\tilde{A} + B^1 \cdot C^\Gamma.
\]

In equation (7), we have defined the short-hand notation for real-time convolutions as

\[
[C(t_1, t_2)] = \int_0^\infty dt_3 B(t_1, t_3) C(t_3, t_2),
\]

and the star represents the imaginary-time convolution

\[
[B \star C](t_1, t_2) = -i \int_0^1 dt_3 B(t_1, t_3) C(t_3, t_2).
\]

The retarded (\( A^R \)) and advanced (\( A^A \)) compositions are defined as

\[
A^R(t_1, t_2) = \Theta(t_1 - t_2) [A^>(t_1, t_2) - A^<(t_1, t_2)]
\]

\[
A^A(t_1, t_2) = -\Theta(t_2 - t_1) [A^>(t_1, t_2) - A^<(t_1, t_2)].
\]

Here \( \Theta(t) \) is 1 for \( t > 0 \), and zero otherwise. We use \( \Theta(t_1 - t_2) \) to denote the real-time step function, which is to be distinguished from the contour step function \( \theta(z_1, z_2) \). The relations between these functions are given by \( \theta(t_1 - t_2) = \Theta(t_1 - t_2) \), \( \theta(t_1 +, t_2+) = \Theta(t_2 - t_1) \), \( \theta(t_1 -, t_2+) = 0 \) and \( \theta(t_1 +, t_2-) = 1 \). The retarded and advanced compositions can also be immediately obtained from another Langreth rule:

\[
A^R/A = B^R/A \cdot C^R/A.
\]

All Langreth rules for convolutions are shown in table 1. The Langreth rules for the Keldysh contour can be obtained simply by taking the terms from the extended contour and putting all imaginary-time convolutions to zero [2]. Another structure that appears often in many-body perturbation theory is a product:

\[
C(z_1, z_2) = A(z_1, z_2) B(z_2, z_1).
\]
Notable examples come from the GW approximation [7]. Here, the exchange-correlation self-energy $\Sigma_{xc}(z_1, z_2) = iG(z_1, z_2)W(z_2, z_1)$ is of product form, where $W$ is the screened interaction and $G$ is the Green’s function. Another example is the polarization $P(z_1, z_2) = -iG(z_1, z_2)G(z_2, z_1)$ (see figure 2). These structures can also be treated by Langreth rules, shown in table 1.

When considering higher-order diagrams, however, structures emerge that are not reducible to these basic types. For example, the diagrams in figure 2, second order in $W$ for $\Sigma$, and first order for $P$, are not of the chain convolution or product type. These diagrams are examples of a structure which we call the double-triangle,

$$F(z_1, z_2) = \int d\gamma dz_3dz_4 A(z_1, z_3)B(z_3, z_2)C(z_4, z_3)D(z_1, z_4)E(z_4, z_2),$$

which can be diagrammatically expressed as

![Diagram](image)

Higher-order diagrams will yield increasingly complex structures. For these types of diagrams, the original Langreth rules are not enough, and need to be generalized.

Another example for which the Langreth rules cannot be applied directly is the case in which we have integrals over general $n$-point functions. An example is one of the Hedin equations, which has the structure

$$H(z_1, z_2) = \int d\gamma dz_3dz_4 A(z_1, z_3)B(z_1, z_4)C(z_4, z_2, z_3)$$

in which the three-point function $C$ appears. This equation is the Hedin equation for the exact exchange-correlation self-energy $\Sigma_{xc} = H$ if we identify $A = W$ and $B = G$, and $C = i\Lambda$ is the so-called vertex function [7]. It can be diagrammatically expressed as

![Diagram](image)
In this case the problem arises of expressing the three-point function $C$ on the contour in terms of its real-time components [16]. We also mention the Bethe–Salpeter equation for the two-particle Green’s function as another important equation to which the Langreth rules cannot be directly applied.

These considerations motivate the generalization of the Langreth rules for more complex expressions than convolutions and products, as well as the consideration of general $n$-point functions. These issues will be discussed in the following sections.

3. Properties of contour functions

To generalize the Langreth rules, we introduce general real-time components that encode the information contained in a contour function. Specifically, we are interested in contour functions that have a diagrammatic representation in terms of Green’s functions. In this section, we consider the case of the Keldysh contour, while the extended contour will be treated in section 5.

For dealing with functions with an arbitrary number of arguments, we will introduce a convenient notation. We start by defining an ordered set of labels $\mathcal{N} = \{n_1, \ldots, n_N\}$. By ordered set we mean that different orderings of the elements are considered to be different sets, for example $\{a, b, c\} \neq \{b, a, c\}$. A collection of contour or real times corresponding to the labels $\mathcal{N}$ is denoted by $z_{\mathcal{N}} = \{z_{n_1}, \ldots, z_{n_N}\}$ and similarly for real times $t_{\mathcal{N}}$. We stress that the contour times $z$ are also real-time numbers, but carry an additional branch index to indicate which branch they are on. The collection of real times $t_{\mathcal{N}}$ is the collection $z_{\mathcal{N}}$ with the branch indices removed. We define the contour step function $\theta(z_{\mathcal{N}}) = 1$ if $z_{n_1} > z_{n_2} > \cdots > z_{n_N}$ on the contour, and zero otherwise. For zero and one argument sets $\mathcal{N}$, we define $\theta(z_{\mathcal{N}}) = 1$. Permutations of ordered sets are denoted by
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\[ P(N) = \{ P(n_1), \ldots, P(n_N) \}. \]

We often sum over all \( N! \) permutations belonging to the symmetric group \( S_N \) of order \( N \), which we denote by \( \sum_{\sigma \in S_N} \). With these definitions, we can conveniently define a Keldysh function \( \mathcal{O}(z_N) \), denoted by a cursive letter, as a function of \( N \) contour variables that can be expressed as

\[ \mathcal{O}(z_N) = \sum_{\sigma \in S_N} \theta(z_{P(\sigma N)}) \theta(t_{\sigma N}), \]

with some set of real-time functions \( O^{P(\sigma N)}(t_{\sigma N}) \). The háček (˘) above an argument index denotes the position of that argument in the argument list of the relevant function. For example,

\[ O^{A \check{a} \check{b} \check{c}}(t_a, t_b, t_c) = O^{231}(t_a, t_b, t_c). \]

Therefore, the háček is a mapping from labels to integers, which makes the components independent of the labeling of their arguments. The value of this notation will become clear later.

The real-time functions \( O^{P(\sigma N)}(t_{\sigma N}) \) are referred to as the Keldysh components of \( \mathcal{O}(z_N) \). We call equation (19) a Keldysh sum representation. The concept of a Keldysh function is a useful one, since both Green’s functions themselves, as well as diagrams built out of Green’s functions, are Keldysh functions. For future use, we define a short-hand notation. We define the formal sum \( L = \sum_j \sigma_j n_j \) as a sum over signs \( \sigma_j = \pm \) and integer strings \( n_j \) of equal length. Correspondingly, we define a linear combination of Keldysh components

\[ O^\ell = \sum_j \sigma_j O^j. \]

For example,

\[ O^{123-231} = O^{123} - O^{231}. \]

This notation will be especially useful when we encounter nested commutators.

Keldysh functions depend on branch indices of their arguments only so far as they affect the ordering of the arguments on the contour. The domain of definition of a Keldysh function on the contour can be divided into sub-domains of constant contour order, such that in each sub-domain the function can be described by a real-time function. The Keldysh components are assumed to be defined in all of \( \mathbb{R}^N \), although only the values of \( \mathcal{O}^{P(\sigma N)} \) for which the multiplying step-function yields \( 1 \) contribute to \( \mathcal{O} \) through the Keldysh sum. As a special case, a Keldysh function with a single contour argument, \( \mathcal{O}(z_n) \), has a single Keldysh component \( O^1(t_n) = \mathcal{O}(t_{n, \pm}). \)

As an example, a two-point Keldysh function \( \mathcal{A}(z_a, z_b) \) has the representation

\[ \mathcal{A}(z_a, z_b) = \theta(z_a, z_b) A^{ab}(t_a, t_b) + \theta(z_b, z_a) A^{ba}(t_a, t_b), \]

where, as before, \( A^{ab} = A^{12} \) and \( A^{ba} = A^{21} \). Equation (23) is identical to equation (6), with \( A^\geq = A^{12} \) and \( A^\leq = A^{21} \). Thus, Keldysh components are a generalization of greater and lesser components to more arguments, where each Keldysh component corresponds to a particular contour-order of the arguments.

We now examine two important properties of Keldysh functions. The first is that products of Keldysh functions are Keldysh functions. This can be seen by multiplying two Keldysh functions, and re-expressing the products of step functions in terms of sums of single step...
functions of varying argument lists see e.g. equation (A.2) in appendix A. For example, multiplying two two-point functions $\mathcal{C}(z_a, z_b) \otimes (z_b, z_c)$ involves multiplications of, for example, 
\[\theta(z_a, z_b) \theta(z_c, z_b) = \theta(z_c, z_a, z_b) + \theta(z_a, z_c, z_b).\] (24)

The terms on the right-hand side appear in the expansion of a new Keldysh function $\mathcal{E}(z_a, z_b, z_c)$. In general, an $N$-point Keldysh function multiplied with an $M$-point Keldysh function yields an $L$-point Keldysh function with $L \leq M + N$.

The second property that we will use is that integrating time arguments of a Keldysh function over the contour yields another Keldysh function. This can be seen by directly integrating a Keldysh sum. Let us consider the unit permutation in an $N$-point Keldysh sum, and integrate the variable $z_i$:
\[\int \gamma \frac{d}{dz} \theta(z_N) O_N(t_N) = \theta(z_N) \int^{z_i}_{z_i-1} \frac{d}{dz} O_N(t_N).\] (25)

Here, $N \setminus i$ is the set $N$ with the element $i$ removed. By considering different branches for $z_i-1$ and $z_i+1$, and taking into account that the Keldysh component $O_N(t_N)$ is independent of the branch indices, we can readily see that the integral on the right-hand side is independent of the branch indices as well, and is thus an $(N - 1)$-point Keldysh component. In particular, it follows that integrating $N$ arguments from an $N$-point Keldysh function yields zero,
\[\int \gamma \frac{d}{dz} O_N(z_N) = 0.\] (26)

An arbitrary integrand in a Feynman diagram is a polynomial in Keldysh functions, and hence a Keldysh function. Thus, any Feynman diagram is a Keldysh function. As a small remark, a perturbation expansion also includes time-local interactions. For example, the two-point interaction has the form
\[V(z_1, z_2) = v(z_1) \delta(z_1, z_2).\] (27)

If these interaction lines connect internal vertices of a diagram, the delta-functions are integrated out and only a multiplication by the coupling constant $v(z_1)$ remains. Since a multiplication by a real-time function trivially leaves a Keldysh function a Keldysh function, any diagram with only internal interaction lines is a Keldysh function. External interaction lines, i.e. interaction lines that connect to an external vertex, can be dealt with by expressing the function as a sum of singular and regular parts.

Finally, we point out a symmetry property of Keldysh functions that will be useful. A Keldysh function $\Theta(z_N)$ is symmetric with respect to the branch index of the argument with the highest real-time value, i.e.
\[\Theta(\ldots, t_a, \ldots, \ldots) = \Theta(\ldots, t_a, \ldots, \ldots), \quad \text{if } t_a > t_N \setminus \{a\},\] (28)
since the contour order is identical with either $t_{a+} \text{ or } t_{a-}$ (see figure 3).

4. Integrals over Keldysh functions

In the previous section we discussed how Keldysh functions can be expressed in terms of real-time Keldysh components. We will make use of this decomposition to transform an integral involving Keldysh functions to equations between the corresponding Keldysh components. The equations we are interested in have the general form
\[ \Theta(z_E) = \int_{\gamma} \frac{d\gamma}{z_{\gamma}} \Theta(z_{\gamma}), \]  

in which a Keldysh function \( \Theta(z_{\gamma}) \) has some of its arguments integrated over the Keldysh contour. We will typically denote integrands by barred symbols. We call \( E = \{e_1, \ldots, e_{\bar{E}}\} \subset N \) the external arguments and \( I = \{i_1, \ldots, i_I\} = N \setminus E \) the internal arguments. The function \( \Theta \) may have a diagrammatic structure, but in this section we only assume that it is a Keldysh function. The fact that \( O(z_{\gamma}) \) is a Keldysh function was derived in the last section.

The question is then how to obtain the Keldysh components of \( O \) directly in terms of the Keldysh components of \( \Theta \). An elegant result accomplishing this, in case of the Keldysh contour, was derived by Danielewicz [8] using an expansion in terms of retarded compositions of Keldysh components. In this section we will provide an alternative derivation of the result, and generalize it to the extended contour in the subsequent section.

### 4.1. Deforming the contour

We use the fact that the contour can be truncated, so that it turns back at \( t = t_M \), with \( t_M \) the largest real-time value of an external argument:

![Figure 3](image.png)

If \( z_a \) is the argument with the highest real-time value \( t_a \), the contour ordering is \( cab \), independently on whether \( z_a \) is on the forward or the backward branch.

The same idea can be used to deform the contour \( \gamma_M \) into several loops. In an integral back and forth on the real-axis, components with the same order will appear in both branches, cancelling each other out. Consider, for example, the contour \( \gamma_{ab} \), consisting of two loops \( \gamma_a \) and \( \gamma_b \):

![Figure 4](image.png)
where two new branches, going from \( t_a \) to \( t_b \) and back along the real-axis, have been added between the arguments \( a \) and \( b \). In other words:

\[
\int_\gamma \, dz \, \bar{\theta}(z_N) = \int_\gamma a \, dz \, \bar{\theta}(z_N).
\] (33)

It follows that additional back-and-forth loops can be freely added to the contour without changing the value of the integral. This idea will be used in the subsequent sections.

4.2. A single external argument

The situation in which all but one argument of a Keldysh function \( \bar{\theta}(ze, z_I) = \bar{\theta}(ze, z_{i_1}, \ldots, z_{i_I}) \) are integrated over, provides a useful stepping stone to the general result. We therefore consider

\[
\bar{\theta}(ze) = O^I(t_e) = \int_{\gamma_e} \, dz \, \bar{\theta}(ze, z_I),
\] (34)

where the contour \( \gamma_e \) has been truncated to turn back at \( t_e \). Note that, as was seen in the previous section, a Keldysh function of a single argument is equal to its only Keldysh component. Therefore the right-hand side of equation (34) can not depend on the branch index of \( ze \) either.

We consider the Keldysh sum

\[
\bar{\theta}(ze, z_I) = \sum_{P \in S} \theta_{P} \bar{O}^{P}(ze, z_{i_1} \ldots i_I, t_e, t_I),
\] (35)

over permutations of the \( I + 1 \) arguments, where we have introduced the short-hand notation for contour step functions \( \theta_{P}(z_{a_1}, \ldots, z_{a_n}) = \theta_{n \ldots n}\). We remark that although we denote \( ze \) to be the first in the argument list in equation (35), the equation holds for any location of \( ze \) in the list, illustrating the usefulness of the ček notation. Our strategy to obtain a real-time expression from equation (34) will be to split the \( I \) contour integrals into separate contributions from the forward branch \( \gamma^{-} \) and the backward branch \( \gamma^{+} \). For this purpose, it will be convenient to write the sum in equation (35) as a sum over permutations of the \( I \) internal arguments, and an additional sum over the position \( (j) \) of the external argument:

\[
\bar{\theta}(ze, z_I) = \sum_{j=0}^{I} \sum_{P \in S_I} \theta_{(P, j)} \bar{O}^{(P, j)}(ze, z_I),
\] (36)

where we have defined

\[
(P, j) = P(i_1 \cdots i_j)eP(i_{j+1} \cdots i_I).
\] (37)

For example, \( (P, 0) = eP(i_1 \cdots i_j), (P, 2) = P(i_1i_2)eP(i_3 \cdots i_I) \). As such, \( j \) is also the number of arguments to the left of \( e \), while we have \( I - j \) arguments to the right of \( e \). This means that the arguments \( z_{P(i_1)}, \ldots, z_{P(i_j)} \) are on the backward branch, while \( z_{P(i_{j+1})}, \ldots, z_{P(i_I)} \) are on the forward branch. We illustrate the situation in the figure below.

\[
\begin{array}{c}
\bullet \quad \cdots \quad \bullet \\
\bar{\theta}^{P(i_1)} \quad \bar{\theta}^{P(i_{j+1})}
\end{array}
\] (38)

When equation (36) is inserted into equation (34), each integral is restricted to either the forward or the backward branch. For \( j = 0 \), there are no arguments later than \( ze \), which means
that all \( I \) integrals are over the forward branch. For \( j = 1 \), one integral is over the backward branch, and \( I - 1 \) over the forward branch. Equation (34) can then be written as

\[
O^1(t_e) = \sum_{j=0}^{I} \sum_{P \subseteq S^I_1} \int_{\gamma_e} dz_1 \sum_{i \in I} \int_{\gamma_e} dz_{i+1} \cdots \int_{\gamma_e} dz_{i+I-1} \frac{\theta_{P(i_i \cdots i_1)}}{\theta_{P(i_1)} \theta_{P(i_2)} \cdots \theta_{P(i_I)}} \bar{O}^{(\hat{P}^i)}(t_e, t_I).
\]

(39)

The two step-functions in the middle always equal one, since the integral domains only extend to \( t_e \). We also define, that step-functions with one or zero arguments always yield unity, which ensures that equation \( (39) \) is well defined for all values of \( j \).

For integrals over the forward branch, the contour integrals can be converted into real-time integrals via the replacement \( \int_{\gamma_e} dz \to \int_{0}^{t_e} dt \), and the contour step functions can be converted into real-time step functions using \( \theta(t_1 \cdots t_2 \cdots) = \Theta(t_1 - t_2) \). For the backward branch, the replacement \( \int_{\gamma_e} dz \to -\int_{t_e}^{0} dt \) yields an additional minus sign due to the reversal of the integration direction, yielding an extra factor of \((-1)^j\) from the backward-branch integrations. The conversion of contour step functions to real-time step functions is reversed as compared to the forward branch, since \( \theta(t_{1+} \cdots t_{2+}) = \Theta(t_2 - t_1) \). We now use the short-hand notation \( \Theta(t_{n_1} \cdots t_{n_k}) = \Theta_{n_1 \cdots n_k} \), allowing equation \( (39) \) to be written in the form

\[
O^1(t_e) = \sum_{j=0}^{I} \sum_{P \subseteq S^I_1} \int_{0}^{t_e} \sum_{i \in I} \int_{0}^{t_e} \cdots \int_{0}^{t_e} dI \cdots dI \frac{(-1)^j \Theta_{P(i_i \cdots i_1)} \Theta_{P(i_2)} \cdots \Theta_{P(i_I)}}{\Theta_{P(i_1)}} \bar{O}^{(\hat{P}^i)}(t_e, t_I).
\]

(40)

where we have placed \( t_e \) back into the step-functions, and extended the integral to infinity.

To elucidate the structure of equation \( (40) \) we give examples for one \( (I = 1) \) and two \( (I = 2) \) integrations.

For \( I = 1 \), the sum over permutations in equation \( (40) \) yields one term, and the \( j \)-sum yields two terms:

\[
O^1(t_e) = \int_{0}^{t_e} dt_e \left( \Theta_{eI} \bar{O}^{(\hat{e} \hat{I})}(t_e, t_i) - \Theta_{eI} \bar{O}^{(\hat{e} \hat{I})}(t_e, t_i) \right) = \int_{0}^{t_e} dt_e \Theta_{eI} \bar{O}^{(\hat{e} \hat{I})}(t_e, t_i),
\]

(41)

where we have defined the commutator \([\hat{e}, \hat{I}] = \hat{e} \hat{I} - \hat{I} \hat{e}\) and used the short-hand notation introduced in equation \((21)\). Defining the retarded composition of two arguments as

\[
\bar{O}^{(\hat{e} \hat{I})}(t_e, t_i) = \Theta_{eI} \bar{O}^{(\hat{e} \hat{I})}(t_e, t_i)
\]

(42)

we obtain the compact expression

\[
O^1(t_e) = \int_{0}^{t_e} dt_e \bar{O}^{(\hat{e} \hat{I})}(t_e, t_i).
\]

(43)

Let us now consider \( I = 2 \), and the equation

\[
O^2(z_e) = \int_{\gamma_e} dz_e \int_{\gamma_e} dz_e \bar{O}^{(\hat{e} \hat{I})}(z_e, z_i, z_e).
\]

(44)

Equation \((40)\) gives after writing out the \( j \) sum:

\[
O^1(t_e) = \int_{0}^{t_e} dt_e \bar{O}^{(\hat{e} \hat{I})}(t_e, t_i).
\]
\[
O^1(t_e) = \int_{t_1}^{\infty} dt_1 dt_2 \sum_{P \in \mathcal{S}_2} \Theta_{eP(i_1)} \Theta_{eP(i_2)} \bar{O}^{P(i_1)P(i_2)} + \Theta_{eP(i_2)} \bar{O}^{P(i_1)P(i_2)} \]
\]

(45)

We will break the derivation from this point into three steps, so that it can be easily compared with the derivation of the general result, that follows the same steps.

(i) First the step-functions in the \( j = 1 \) term in equation (45) are written in the form\[\Theta_{eP(i_1)} \Theta_{eP(i_2)} = \Theta_{eP(i_2)} + \Theta_{eP(i_1)}\].

(ii) Next we relabel permutations in the two terms containing \( \Theta_{eP(i_1)} \), so that \( P(i_1) \) and \( P(i_2) \) are swapped. We can then factor out the step function \( \Theta_{eP(i_1)} \) to obtain

\[
O^1(t_e) = \int_{t_1}^{\infty} dt_1 dt_2 \sum_{P \in \mathcal{S}_2} \Theta_{eP(i_1)} \left[ \bar{O}^{P(i_1)P(i_2)} - \bar{O}^{P(i_2)P(i_1)} + \bar{O}^{P(i_2)P(i_1)\bar{P}(\hat{\theta})} \right].
\]

(46)

(iii) Finally we observe that the sum of terms in the square brackets in equation (46) can be written as

\[
\bar{O}^{P(i_1)P(i_2)} - \bar{O}^{P(i_2)P(i_1)} + \bar{O}^{P(i_2)P(i_1)\bar{P}(\hat{\theta})} = O^{P(i_1),P(i_2)},
\]

(47)

where \([a, b, c] = [a, b] [c] \) is a nested commutator (see appendix B for a discussion on properties of nested commutators). Defining a generalized retarded composition as

\[
\bar{O}^{P(i_1)P(i_2)}(t_e, t_n, t_k) = \sum_{P \in \mathcal{S}_2} \Theta_{eP(i_1)} \bar{O}^{P(i_2)},
\]

(48)

then leads to the compact result

\[
O^1(t_e) = \int_{t_1}^{\infty} dt_1 dt_2 \bar{O}^{P(i_1)P(i_2)}(t_e, t_1, t_2).
\]

(49)

We now show that the general case of \( I = N \) can be rewritten in terms of generalized retarded compositions. The proof proceeds by the same three steps as used above for the \( I = 2 \) case.

(i) The product of step functions in equation (40) is written as a sum of step-functions as

\[
\Theta_{eP(i_1)} \Theta_{eP(i_2)} = \sum_{T \in \mathcal{T}_{ij}} \Theta_{eT} (P(i_1)) T(P(i_2)) = \sum_{T \in \mathcal{T}_{ij}} \Theta_{eT} T(P(i)) = \sum_{T \in \mathcal{T}_{ij}} \Theta_{eT} T(P(i)).
\]

(50)

Here the set \( \mathcal{T}_{ij} \) contains every permutation of the arguments \( I \) for which the subsets \( \{i_1, \ldots, i_t\} \) and \( \{i_{t+1}, \ldots, i_i\} \) remain in the same relative order as given by the step-functions on the left-hand side. Graphically this corresponds to every permutation that can result from projecting the forward and backward branches vertically to the same axis (see figure 4).

The structure of these permutations is derived in detail in appendix A. Equation (40) now takes the form

12
\[ O^{1}(t_{c}) = \sum_{j=0}^{I} \sum_{T \in T_{I}, j} \int_{t_{b}}^{\infty} dt_{Z} (-1)^{j} \Theta_{e T \circ P(I)} \bar{O}^{(P, j)}(t_{c}, t_{Z}). \]  

(51)

(ii) Since we sum over all permutations \( P \) in the group \( S_{I} \), we can equivalently sum over all permutations \( U = T \circ P \), where \( U \in S_{I} \). Inserting this relation into equation (51), and reordering, yields

\[ O^{1}(t_{c}) = \sum_{U \in S_{I}} \int_{t_{b}}^{\infty} dt_{Z} \Theta_{e U(I)} \sum_{j=0}^{I} \sum_{T \in T_{I}, j} (-1)^{j} \bar{O}^{(T^{-1} U, j)}(t_{c}, t_{Z}). \]  

(52)

(iii) Finally we will show that the sum over components of \( \bar{O} \) in equation (52) corresponds to a nested commutator:

\[ \sum_{j=0}^{I} \sum_{T \in T_{I}, j} (-1)^{j} \bar{O}^{(T^{-1} U, j)}(t_{c}, t_{Z}) = \bar{O}^{[e, U(i_{1}), U(i_{2}), \ldots, U(i_{I})]}(t_{c}, t_{Z}). \]  

(53)

It is sufficient to consider equation (53) for the identity permutation \( U(i_{1} \cdots i_{I}) = i_{1} \cdots i_{I} \), as the general case simply follows from relabeling. Let us also focus on a specific \( j \) term. Using the definition of \( (T^{-1}, j) \), equation (37), we have

\[ \sum_{T \in T_{I}, j} (-1)^{j} (T^{-1}, j) = \sum_{T \in T_{I}, j} (-1)^{j} T^{-1} (i_{1} \cdots i_{j}) e T^{-1} (i_{j+1} \cdots i_{I}). \]  

(54)

The permutations \( T^{-1} \) are the inverse of those considered in step (i), and can thus be represented by inverting the arrows in figure 4, see figure 5. Thus permutation \( T^{-1} \), when \( T \in T_{I,j} \), permutes \( 1 \cdots I \) in such a way that the first \( j \) arguments are in decreasing order and the remaining \( I - j \) arguments are in increasing order. These are exactly the permutations generated by \( [e, 1, 2, \ldots, I] \), i.e. the part of the nested commutator with \( j \) elements to the left of \( e \) (see the discussion in appendix B). Furthermore, since a nested commutator generates a minus sign for each element to left of \( e \), it has the sign \((-1)^{j}\), matching that in equation (54). We thus have

\[ \sum_{T \in T_{I,j}} (-1)^{j} T^{-1} (i_{1} \cdots i_{j}) e T^{-1} (i_{j+1} \cdots i_{I}) = [e, i_{1}, \ldots, i_{I}]. \]  

(55)

A more rigorous derivation of equation (55) is found by comparing the definitions of the permutations \( T^{-1} (i_{1} \cdots i_{j}) \), found in equation (A.8), to the permutations \( Q \) given in
The definition of the retarded composition is given by

\[ \bar{O}(\hat{e}, P(\hat{I})) (t_e, t_I) = \sum_{P \in S_I} \Theta_{\epsilon P(\hat{e}), \hat{I}} \Theta_{\epsilon P(\hat{e}), \hat{I}} \bar{O}(\hat{e}, P(\hat{I})) (t_e, t_I), \]  

(56)

we obtain the final result

\[ O^I(t_e) = \int_{t_0}^{\infty} \text{d}t_I \bar{O}(\hat{e}, \hat{I}) (t_e, t_I). \]  

(57)

The function \( \bar{O}(\hat{e}, \hat{I}) \) is called a retarded composition of Keldysh components.

We call the ordered union \( \{ \hat{e}, \hat{I} \} \) a retarded set. Its first argument \( \hat{e} \) we call the top argument, and the arguments in \( \hat{I} \) the retarded arguments. The retarded composition is non-zero only when the top argument has a higher real-time value than any of the retarded arguments. It follows from its definition in equation (56) that the retarded composition is symmetric with respect to permutations of the retarded arguments, so that:

\[ \bar{O}(\hat{e}, P(\hat{I})) (t_e, t_I) = \bar{O}(\hat{e}, \hat{I}) (t_e, t_I), \]  

(58)

for any permutation \( P \in S_I \). Note also that equation (56) is not unique in satisfying equation (57). In particular, one could, if desired, symmetrize equation (56) with respect to the internal times without changing the integral in equation (57). We use the definition in equation (56) for its simplicity.

4.3. Multiple external and internal arguments

We now have all the pieces required to lay out the proof for the case with an arbitrary number of both internal (I) and external (E) arguments. Let us return to the equation

\[ \text{Figure 5. An example of an inverse of a permutation belonging to the set } T_{6,3}, \text{ permuting } 123456 \text{ to } 532146. \text{ Since } j = 3, \text{ three arguments are moved to the backward branch. Inverses of all the permutations in } T_{6,3} \text{ are generated by all the possible ways to place three arguments on the backward branch, and three on the forward branch. Thus there are } \binom{6}{3} \text{ permutations in } T_{6,3}. \]
Let us take as an example the Keldysh component \( O^{1 \cdots E} \). We deform the contour \( \gamma \) into \( E \) loops, obtaining
\[
\int_{\gamma} dz = \left( \int_{\gamma_1} + \ldots + \int_{\gamma_E} \right) dz.
\]
(60)

For example for two external arguments we have two loops
\[
\begin{array}{c}
\gamma_a \\
\hline
\gamma_b \\
\hline
\end{array} \rightarrow \\
\begin{array}{c}
\gamma_{ab} \\
\hline
\gamma_a \\
\hline
\end{array}
\]
(61)

Substituting equation (60) for each integral in equation (59) results in a sum containing each possible distribution of the internal arguments among the loops. We write this as
\[
\int d\zeta = \sum_{I} \int_{\gamma_{I_1}} \ldots \int_{\gamma_{I_E}} d\zeta_{I_E},
\]
(62)

where the sum is over every possible way to split the set \( I \) into the subsets \( I_{i_1}, \ldots, I_{i_E} \), while retaining the relative order of the indices within each subset. \( \int_{\gamma_{I_i}} \) denotes integrating the arguments \( z_{I_i} \) over the loop \( \gamma_{I_i} \).

In each term of the \( I \) sum, we can handle the integral over each loop \( \gamma_{I_i} \) separately, because the arguments on the other loops are always earlier or later in contour time. Performing the integral over \( \gamma_{I_i} \), we obtain a composition in which \( t_{I_i} \) are retarded with respect to \( t_{i_i} \), leading to
\[
O^{\hat{e}_1 \cdots \hat{e}_E}(t_E) = \sum_{I} \int_{t_0}^{\infty} dt_I \tilde{O}^{R(\hat{e}_1, \bar{I}_{I_1}) \cdots R(\hat{e}_E, \bar{I}_{I_E})}(t_N).
\]
(63)

We note that since \( z_{I_i} \) is ordered as \((e_1, \cdots, e_E)\), it follows that \( \hat{e}_1 \cdots \hat{e}_E = 1 \cdots E \). All other Keldysh components can be obtained from equation (63) by permuting \( 1, \ldots, E \) on both sides.

The integrand in equation (63) is a general type of multi-retarded composition defined as
\[
\tilde{O}^{R(\hat{e}_1, \bar{I}_{I_1}) \cdots R(\hat{e}_E, \bar{I}_{I_E})}(t_N) = \sum_{I_{I_1} \in S_{i_1}} \cdots \sum_{I_{I_E} \in S_{i_E}} \Theta_{e_{I_1}P(I_1)} \cdots \Theta_{e_{I_E}P(I_E)} \tilde{O}^{R(\hat{e}_1, \bar{I}_{I_1}) \cdots [e_{I_E}P(I_E)]}(t_N),
\]
(64)

where \( I_{I_i} \) is the number of elements in the set \( I_{I_i} \), and we define \( \Theta_{e_{I_i}P(I_i)} = \Theta_{e_{I_i}P(I_i)} \Theta_{P(i_i) \cdots P(i_i)} \) for \( I = \{i_1, \ldots, i_E\} \). We furthermore define the nested commutator
\[
[e, P(I)] = [e, P(i_1), \ldots, P(i_E)],
\]
(65)

see appendix B for further details. Note that in equation (64) some of the sets \( I_{I_i} \) can be empty, in which case one substitutes \( R(\hat{e}_i, \emptyset) \rightarrow \hat{e}_i \), and correspondingly \([\hat{e}_i, \emptyset] \rightarrow \hat{e}_i \). For example for one internal argument all the sets are empty except one, and equation (63) reduces to
\[
O^{\hat{e}_1 \cdots \hat{e}_E}(t_E) = \int_{t_0}^{\infty} dt_E \sum_{k=1}^{E} \tilde{O}^{R(\hat{e}_k, \emptyset) \cdots [\hat{e}_E]}(t_N).
\]
(66)

The definition of a multi-retarded composition subsumes both the completely retarded compositions defined in equation (56) (when \( E = 1 \)) and the Keldysh components (when \( E = N \) and thus all \( I_i \) are empty).
Let us now illustrate equation (63) with an example. We apply the equation to a four-point function when we integrate two arguments:

\[
\mathcal{D}(z_a, z_d) = \int_\gamma dz_d dz_c \mathcal{D}(z_a, z_b, z_c, z_d). \tag{67}
\]

In equation (67), the internal arguments constitute the set \( I = \{b, c\} \), and the external arguments are in \( E = \{a, d\} \). The four possible divisions of \( I \) into two subsets are \( \{I_1, I_2\} = \{\{b, c\}, \emptyset\} \), and \( \{\{b\}, \{c\}\} \), and \( \{\{c\}, \{b\}\} \), and \( \emptyset, \{b, c\}\).

The component \( D_{12}^{12} \) is given by equation (63):

\[
D_{12}^{12} = \int \mathcal{D}_R^{(\bar{a}, \bar{b})}(abcd) + \int \mathcal{D}_R^{(\bar{a}, \bar{b})}(R(\bar{a}, \bar{d})) + \int \mathcal{D}_R^{(\bar{a}, \bar{c})}(R(\bar{a}, \bar{d})) + \int \mathcal{D}_R^{(\bar{a}, \bar{c})}(R(\bar{a}, \bar{d}))
\]

where the integrals are over the barred arguments (real-time integrals are from \( t_0 \) to \( \infty \) unless otherwise stated). This equation illustrates the usefulness of the \( \mathcal{h} \) notation, as for example the argument \( z_d \) denotes the second argument of \( D \) but the fourth argument of the integrand \( D \). The other component \( D_{12}^{21} \) is obtained by reordering the retarded sets so that \( d \) comes after \( a \) in the contour order:

\[
D_{12}^{21} = \int \mathcal{D}_R^{(1,23)}(abcd) + \int \mathcal{D}_R^{(1,23)}(R(1,2)) + \int \mathcal{D}_R^{(1,34)}(R(1,2)) + \int \mathcal{D}_R^{(1,34)}(R(1,2)). \tag{68}
\]

The retarded compositions appearing in the real-time integrals can be calculated from the Keldysh components using the equation for multi-retarded compositions, equation (64):

\[
\mathcal{O}_{abcd}^{R(1,23)} = \Theta_{ab} \mathcal{O}_{abcd}^{[[1,2],[3],4]} + \Theta_{ac} \mathcal{O}_{abcd}^{[[1,3],[2],4]} \tag{70}
\]

\[
\mathcal{O}_{abcd}^{R(1,23)} = \Theta_{ab} \mathcal{O}_{abcd}^{[[1,2],[3],4]} \tag{71}
\]

4.4. The diagrammatic representation

The previous discussion of obtaining different real-time components was mostly algebraical. In this section we describe a diagrammatic recipe for obtaining the components. The recipe includes four steps.

(i) Write the initial contour equation in diagrammatic form.
(ii) Choose a Keldysh component.
(iii) Represent the various terms using diagrammatic rules.
(iv) Convert the result into a real-time expression.

We will use as an example the equation

\[
\mathcal{D}(z_a, z_d) = \int_\gamma dz_d dz_c \mathcal{D}(z_a, z_b, z_c, z_d). \tag{72}
\]

The steps are performed as follows.

(i) The contour functions are depicted by collections of vertices representing their arguments.

We use filled circles for external arguments and empty circles for internal arguments. For equation (72) we draw
\[ \mathcal{D}_{ad} = \int \mathcal{D}_{abcd} \rightarrow \quad \text{Diagram}\quad = \quad \text{Diagram}\quad . \]  

(ii) We choose the Keldysh component by drawing a contour through the external vertices to determine their ordering:

\[ \mathcal{D}_{ad} \approx \int \mathcal{D}_{abcd} \rightarrow \quad \text{Diagram}\quad = \quad \text{Diagram}\quad . \]  

The contour must be drawn in the same way on both sides of the equation. Choosing the component \( D_{ad}^{21} = D_{ad}^{\alpha \beta} \), we obtain from equation (73):

\[ \mathcal{D}_{ad} = \int \mathcal{D}_{abcd} \rightarrow \quad \text{Diagram}\quad = \quad \text{Diagram}\quad . \]  

(iii) Each internal vertex is assigned to a retarded set with an external vertex, marked by a double circle, as the top argument. We denote a retarded set diagrammatically by circling the vertices in it:

\[ \mathcal{D}_{ad} = \int \mathcal{D}_{abcd} \rightarrow \quad \text{Diagram}\quad = \quad \text{Diagram}\quad . \]  

If assigning the internal vertices to retarded sets can be done in multiple ways, each option generates a separate diagram. Thus the right hand side of equation (75) becomes

\[ \mathcal{D}_{ad} = \int \mathcal{D}_{abcd} \rightarrow \quad \text{Diagram}\quad = \quad \text{Diagram}\quad + \quad \text{Diagram}\quad + \quad \text{Diagram}\quad . \]  

(iv) Each diagram is converted to a single retarded composition using two rules:

(a) For every circled set of vertices, one obtains a retarded set:

\[ \mathcal{D}_{ad} = \int \mathcal{D}_{abcd} \rightarrow \quad \text{Diagram}\quad = \quad \text{Diagram}\quad . \]  

(b) The retarded sets are ordered according to their order on the contour in the diagram.

\[ \mathcal{D}_{ad} = \int \mathcal{D}_{abcd} \rightarrow \quad \text{Diagram}\quad = \quad \text{Diagram}\quad . \]
For the example case we then obtain

\[
\int D_{ad}^{\beta_0} = \int D_{abcd}^{R(\tilde{a}, \tilde{b})} + \int D_{abcd}^{R(\tilde{a}, \tilde{b}) R(\tilde{a}, \tilde{c})} + \int D_{abcd}^{R(\tilde{a}, \tilde{b}) R(\tilde{a}, \tilde{c}) R(\tilde{a}, \tilde{d})} + \int D_{abcd}^{R(\tilde{a}, \tilde{b}) R(\tilde{a}, \tilde{c}) R(\tilde{a}, \tilde{d}) R(\tilde{a}, \tilde{e})} \tag{80}
\]

Writing the argument positions explicitly we obtain the result we obtained algebraically in equation (69).

The diagrammatic procedure described above can be applied to obtain any Keldysh components of a general \( n \)-point Keldysh function.

4.5. Obtaining retarded compositions

In the previous section we discussed a diagrammatic recipe for obtaining real-time Keldysh components, the result being expressed in terms of retarded compositions. It is possible to generalize the recipe to directly obtain these retarded compositions [8]. Diagrammatically this fits elegantly with what has been presented so far. Here we introduce the diagrammatic recipe, and refer to appendix D for a derivation.

As an example, we consider a case with five external variables and two internal ones:

\[
\delta(\tilde{z}_1, \tilde{z}_2, \tilde{z}_3, \tilde{z}_4, \tilde{z}_5) = \int \gamma dz_d dz_e \delta(\tilde{z}_1, \tilde{z}_2, \tilde{z}_3, \tilde{z}_4, \tilde{z}_5, \tilde{z}_6), \tag{81}
\]

and calculate the retarded composition \( \mathcal{E}_R^{(1,2)}(\tilde{z}, \tilde{d}) \). We perform the same four steps as for Keldysh components:

(i) The diagrammatic equation for equation (81) is

\[
\begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \\
\circ
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \\
\circ
\end{array}
\end{array} . \tag{82}
\]

(ii) To choose the desired composition \( \mathcal{E}_R^{(\tilde{a}, \tilde{b}) R(\tilde{c}, \tilde{d})} \) we encircle the retarded sets \( R(\tilde{a}, \tilde{b}) \) and \( R(\tilde{c}, \tilde{d}) \) separately, and order the sets by drawing a contour through \( a \) and \( c \):

\[
\begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \\
\circ
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \\
\circ
\end{array}
\end{array} . \tag{83}
\]
(iii) The internal vertices are now assigned to retarded sets. If an external vertex is already within a retarded set, the internal vertices are simply added to the pre-existing set. Each different possibility generates a diagram, and we obtain

\[
\begin{align*}
&= + \quad + \quad + \quad + \\
&= + \quad + \quad + \quad + \\
&= + \quad + \quad + \quad + \\
&= + \quad + \quad + \quad + \\
&= + \quad + \quad + \quad + \\
&= + \quad + \quad + \quad + \\
&= + \quad + \quad + \quad + \\
&= + \quad + \quad + \quad + \\
\end{align*}
\]

(iv) We can then directly read off the retarded representation

\[
E_{abcd}^{R(\tilde{a}\tilde{b})R(\tilde{c}\tilde{d})} = \int E_{abcd}^{R(\tilde{a}\tilde{b})R(\tilde{c}\tilde{d})} + \int E_{abcd}^{R(\tilde{a}\tilde{b})R(\tilde{c}\tilde{d})} + \int E_{abcd}^{R(\tilde{a}\tilde{b})R(\tilde{c}\tilde{d})} + \int E_{abcd}^{R(\tilde{a}\tilde{b})R(\tilde{c}\tilde{d})}.
\]

As seen in the example studied above, a retarded composition is obtained by summing over all different distributions of the internal vertices into retarded sets. In general, if

\[
\mathcal{O}(z_T) = \int \mathrm{d}z_T \mathcal{O}(z_N),
\]

then a general multi-retarded composition with \(H\) retarded sets, as defined in equation (64), will be given by

\[
\mathcal{O}^{R(h_1, \mathcal{H}_1) \cdots R(h_n, \mathcal{H}_n)}(t_M) = \sum_\mathcal{I} \int \mathrm{d}z_T \mathcal{O}^{R(h_1, \mathcal{H}_1) \cup \mathcal{I}_1 \cup \mathcal{I}_2 \cup \cdots \cup \mathcal{I}_n}(t_N),
\]

where \(\{h_1, \ldots, h_N\}\) and \(\mathcal{H}_0, \ldots, \mathcal{H}_n\) constitute a non-overlapping cover of \(\mathcal{E}\). A proof of equation (87) is presented in appendix D (equation (87) is equivalent to equation (4.18) in Danielewicz [8]). In our example equation (85), \(E_{abcd}^{R(\tilde{a}\tilde{b})R(\tilde{c}\tilde{d})}\) corresponds to \(h_1 = a, \mathcal{H}_1 = \{b\}\), and \(h_2 = c, \mathcal{H}_2 = \{d, e\}\). The possible internal sets \(\mathcal{I}\) that are summed over are \(\mathcal{I}_1, \mathcal{I}_2\) = \{\{f, g\}, \emptyset\}, and \{\{f\}, \{g\}\}, \{\{g\}, \{f\}\}, and \{\emptyset, \{f, g\}\}. Note that when the left-hand side of equation (87) is a Keldysh component, \(\mathcal{H}_i = \emptyset\) for \(i = 0, \ldots, H\), the equation reduces to equation (63).

5. The extended contour

5.1. Matsubara-restricted Keldysh functions

We now generalize the discussion of the previous two sections to the case of the extended contour. For a Keldysh function on the extended contour, \(\mathcal{O}(z_N)\), the argument can take values on the Matsubara branch \((z = t_0 - i\eta)\) as well as on the horizontal Keldysh branches \((z = t_k)\).

Out of the total set of arguments \(\mathcal{N}\), we can select a set \(\mathcal{M}\) of arguments on the Matsubara branch \(\gamma_M\), and a set \(\mathcal{K}\) of arguments on the Keldysh branch. Naturally, \(\mathcal{N} = \mathcal{K} \cup \mathcal{M}\). Selecting a time \(z_m = t_0 - \eta_m\) on the Matsubara branch yields a real-time function of \(t_m\). For the remaining arguments on the Keldysh contour, the function is still a Keldysh function. Any such function in which we restrict the domain we refer to as an Matsubara-restricted Keldysh function (MK-function) \(\mathcal{O}^{M(\mathcal{M})}(t_M \cup z_K)\), defined by
\( G^{M(\hat{M})}(t_M \cup z_K) = \sum_{Q \in S_M} \Theta(t_Q(M)) \sum_{P \in S_K} \theta(z_P(K)) G^{M(\hat{M})P(K)}(t_N). \)  \hspace{1cm} (88)

Note that the union set designation \( t_M \cup z_K \) is just for convenience of notation and does not imply that the arguments \( t_M \) are earlier in the argument list. We have used the fact that all the Matsubara arguments are later in contour time than any of the arguments on the Keldysh contour. When no argument is on the Matsubara branch, \( M = \emptyset \), we obtain a Keldysh function of a type we considered previously \( O^{M(\emptyset)}(z_N') = O(z_N') \). The equation above can be rewritten as

\[ G^{M(\hat{M})}(t_M \cup z_K) = \sum_{P \in S_K} \theta(z_P(K)) G^{M(\hat{M})P(K)}(t_N), \]  \hspace{1cm} (89)

where we have defined the symmetrized Matsubara function

\[ G^{M(\hat{M})P(K)}(t_N) = \sum_{Q \in S_M} \Theta(t_Q(M)) G^{M(\hat{M})P(K)}(t_N). \]  \hspace{1cm} (90)

The symmetrized functions are symmetric under exchanging the order of the Matsubara labels in the superindex.

For example, for a four-point Keldysh function \( \hat{C}(z_a, z_b, z_c, z_d) \), if \( z_a, z_c \) are on the Matsubara branch and \( z_b, z_d \) on the Keldysh branch, the symmetrized Matsubara function is

\[ G^{M(\hat{M})P(K)}(t_a, t_b, t_c, t_d) = \sum_{Q \in S_M} \Theta(t_Q(a) - t_Q(c)) G^{M(\hat{M})P(K)}(t_N). \]  \hspace{1cm} (91)

The MK function can be written according to equation (89) as

\[ G^{M(\hat{M})}(t_a, z_b, t_c, z_d) = \sum_{P \in S_K} \theta(z_P(K)) G^{M(\hat{M})P(K)}(t_N). \]  \hspace{1cm} (92)

In the following, we only work with the symmetrized functions, and will therefore drop the sub-index \( S \) from the general expansion equation (89). Each of the components in this expansion we will still call a Keldysh component.

Since MK functions are Keldysh functions, multiplications and convolutions between MK functions are again MK functions. Also, retarded compositions will appear naturally from integrations, as will be seen below. Retarded compositions of MK functions have the form

\[ G^{M(\hat{M})R(h_1, R(h_2, \ldots R(h_N, h_0)), (t_N)}, \]  \hspace{1cm} (93)

where \( \{h_1, \ldots, h_N\}, M, H_0, \ldots, H_N \) constitute a non-overlapping cover of \( \hat{N} \).

5.2. Integrals over the extended contour

Let us now consider an integral over the extended contour:

\[ \hat{C}(z_N') = \int_{\gamma'} dz = \int_{\gamma} dz + \int_{\gamma} dz \]  \hspace{1cm} (94)

Our basic strategy is to split the integrations as \( \int_{\gamma'} = \int_{\gamma} + \int_{\gamma} \) and in each integral replace the integrand with a suitable MK function. This breaks the right-hand side of equation (94) into terms containing real-time integrals over the Matsubara branch and integrals over the Keldysh contour, for which results were derived previously.
Take for example the equation
\[ D_{ad} = \int_{\gamma'} dz^c dz^d D_{abcd} = \int_{\gamma'} D_{abcd}. \] (95)

Suppose now that \( a \) and \( d \) are on the Keldysh branches. The substitution \( \int_{\gamma'} = \int_{\gamma_M} + \int_{\gamma} \) generates four terms, in each of which we can replace \( D \) by an MK function. We obtain
\[ D_{ad} = \int_{\gamma'} D_{abcd} = \int_{\gamma} D^{M(bc)}_{abcd} + \int_{\gamma} D^{M(b)}_{abcd} + \int_{\gamma} D^{M(c)}_{abcd} + \int_{\gamma} D_{abcd}, \quad a, b \in \mathcal{K}, \] (96)

where the unspecified integrals are over the Matsubara branch if the barred argument is part of the Matsubara set, and over the Keldysh contour otherwise. Integrals over the Matsubara branch take the form
\[ \int_{\gamma_M} dz_i O(z_i) = -i \int_0^1 dt_i O(t_0 - it_i) = -i \int_0^1 dt_i O^{M(i)}(t_i). \] (97)

Thus the \( \int \) -sign in equation (96) contains an implicit factor \((-i)^M\), with \( M \) the number of arguments in the Matsubara set. Diagrammatically we denote equation (96) by
\[ \text{Diagram 1} \quad \text{Diagram 2} \quad \text{Diagram 3} \quad \text{Diagram 4}. \] (98)

where internal vertices that we integrate over the extended contour \( \gamma' \) are denoted by squares, and vertex labels in a Matsubara set are circled by a dashed line. Once we choose the component, the retarded set representation can be obtained for each of these terms, by regarding the Matsubara vertices as spectators. This yields, for example for the component \( D_{12}^{12} = D_{12}^{M(\bar{a})\bar{d}} \) and the second term in equation (96),
\[ \int D^{M(\bar{b})\bar{a}}_{abcd} = \int D^{M(\bar{b})\bar{R}(\bar{a};\bar{c})\bar{d}}_{abcd} + \int D^{M(\bar{b})\bar{R}(\bar{d};\bar{c})\bar{a}}_{abcd}, \] (99)

which we write diagrammatically as
\[ \text{Diagram 5} \quad \text{Diagram 6} \quad \text{Diagram 7} \quad \text{Diagram 8}. \] (100)

The diagrammatic recipe on the extended contour can be described using the same four steps as for the Keldysh contour, given in section 4.4. The only difference is, that in step (iii) there are additional diagrams resulting from placing internal vertex labels in the Matsubara set.

Real-time components with one or more external arguments on the Matsubara branch can be obtained through the same steps. As an example, \( D_{12}^{M(\bar{a})\bar{d}} \) is
22
dab
cda = +
dac
bdc
dab.

(101)

which corresponds to the equation

\[ D_{ad}^{M(\bar{\phi})} = \int D_{abcd}^{M(ab(\bar{\phi}) \bar{R})} + \int D_{abcd}^{M(\bar{\phi}) \bar{R}}. \] (102)

The general equations on the extended contour are closely related to the equations derived above on the Keldysh contour. For a Keldysh component of an MK function with no arguments on the Matsubara branch we have

\[ O_{\bar{\phi}^1, \bar{\phi}^2}(t_\bar{\gamma}) = \sum_I \int d\bar{\tau}_I O_{\bar{\phi}^1, \bar{\phi}^2}(t_\bar{\gamma}) R_{\bar{\phi}^1, \bar{\phi}^2}(t_I). \] (103)

which is identical to the result on the Keldysh contour (equation (63)), except that the sum also covers the additional set \( I_0 \), containing the internal arguments on the Matsubara branch.

A general retarded composition is given by a similarly modified version of equation (87):

\[ O_{\bar{\phi}^1, \bar{\phi}^2}(t_\bar{\gamma}) = \sum_I \int d\bar{\tau}_I \bar{O}_{\bar{\phi}^1, \bar{\phi}^2}(t_\bar{\gamma}) R_{\bar{\phi}^1, \bar{\phi}^2}(t_I). \] (104)

The above equation is the most general form of a multi-retarded composition we consider. The equation (104) reduces to equation (103) by setting \( \bar{H}_i = \emptyset \) for \( i = 0, \ldots, H \), and to equation (87) by setting \( \bar{H}_0 = I_0 = \emptyset \). Note that if all the external arguments in equation (104) are in the Matsubara set \( I_0 \), meaning that only \( \bar{H}_0 \) is non-empty, then all integrals reduce to integrals over the set \( I_0 \) since the integration over the Keldysh contour vanishes, i.e. all integrals are over the Matsubara branch.

6. Deriving Langreth rules

In the previous section we discussed a general integral equation of the form

\[ \bar{O}(z_\bar{\gamma}) = \int_{\gamma'} d\tau_{\bar{\gamma}} \bar{O}(z_{\bar{\gamma}}), \] (105)

and obtained expressions for the retarded compositions of \( \bar{O} \) in terms of the retarded compositions of Keldysh components of \( \bar{O} \). In practice \( \bar{O} \) typically has some structure in terms of functions of fewer arguments, being for example a product of Green’s functions appearing in a perturbation expansion, so that it takes the form

\[ \bar{O}(z_{\bar{\gamma}}) = \prod_i \bar{O}_i(z_{\bar{\gamma}}) \] (106)

where \( \bar{N}_i \subset \bar{N} \). We call \( \bar{O}_i \) the sub-functions of \( \bar{O} \). By a Langreth rule we mean an equation that expresses a retarded composition of \( \bar{O} \) in terms of retarded compositions of the sub-functions \( \bar{O}_i \).

For example, let us take the convolution:

\[ D_{ab} = \int_{\gamma'} A_{ac} B_{cb}. \] (107)
Suppose we are interested in the component $D_{12}$. The diagrammatic recipe gives

$$D_{ab} = \int [a_d \cdot R_{cb}]^{M(\epsilon)} \bar{a}^{(\bar{a})} \bar{b}^{(\bar{b})} + \int [a_d \cdot R_{cb}]^{R(\bar{a})} \bar{a}^{(\bar{a})} \bar{b}^{(\bar{b})},$$

(108)

where we have used the h\'{a}ček notation to avoid confusion between argument numbering in the sub-functions and the total function. The recipe, as laid out so far, thus leads to expressions containing retarded compositions of products of sub-functions. The issue faced in this section is how to evaluate such compositions directly in terms of the components of the sub-functions.

Before proceeding further, we will introduce some terminology:

- An $n$-point subfunction is diagrammatically represented by a polygon of $n$ vertices representing the $n$ arguments. For example, $n = 1$ is a dot, $n = 2$ is a line, and $n = 3$ is a triangle.
- Two subfunctions sharing the same argument correspond to a diagram in which two polygons share the same vertex. For example, the expression $A_{abcd} B_{cdfgh} C_{ijkl} D_{be} E_{ef}$ converts to the diagram

\[ \begin{array}{c}
\text{A} \\
\text{B} \\
\text{C} \\
\text{D} \\
\text{E}
\end{array} \]

(109)

- Two vertices are \textit{directly connected} if they belong to the same polygon, and therefore the corresponding arguments appear in the same sub-function.
- Two vertices are \textit{connected} if there is a path consisting of polygon edges connecting them. Likewise the corresponding arguments of sub-functions are said to be connected.
- A set of vertices is \textit{connected}, if each two vertices in the set are either directly connected or connected by an edge path that does not leave the set. If this is not the case, the set of vertices is \textit{disconnected}. The same nomenclature is used for arguments.

\subsection{Arguments on the Matsubara branch}

The goal of this section is to express an MK function in terms of its sub-functions. Generally, an MK function $O^{M(M)}(t_M \cup z_K)$ for some $M \subseteq N$, can be worked out as follows. For sub-function $\theta_i$, we define $M_i = M \cap N_i$ and $K_i = N_i \setminus M_i$. One then has

$$O^{M(M)}(t_M \cup z_K) = \prod_i \theta_i^{M(M)}(t_{M_i} \cup z_{K_i}).$$

(110)

In practice one can simply move the Matsubara set superscript from the total function to each individual sub-function, as in

$$[a_d \cdot R_{cb}]^{M(\epsilon)} = a_d^{M(\epsilon)} \cdot R_{cb}^{M(\epsilon)},$$

(111)

while dropping from the Matsubara set any arguments that do not appear in the relevant sub-function. Note that since $A^{M(\epsilon)}(z_a, t_a)$ and $B^{M(\epsilon)}(t_a, z_b)$ are Keldysh functions of a single argument, they are equal to the MK-components $A^{M(\epsilon)}(t_a, t_a)$ and $B^{M(\epsilon)}(t_a, t_b)$ respectively. For example, if we take a product with vertex structure
and calculate the MK function \([\cdots]^{M(e)}\), the integrand is

\[
\mathcal{A}_{ac} \mathcal{B}_{ad} \mathcal{C}_{dbc}^{M(e)} = \mathcal{A}_{ac}^{M(e)} \mathcal{B}_{ad} \mathcal{C}_{dbc}^{M(e)}.
\]

Diagrammatically the above equation corresponds to splitting the diagram into two separate pieces:

Thus any sub-function with some of its arguments in a Matsubara set, reduces to the corresponding MK function. If no more than one argument is outside a Matsubara set, the sub-function reduces immediately to a real-time MK component. The real-time components can then be separated from the diagram, leaving behind a simpler diagram on the Keldysh contour. For example, in equation (114), \(A\) can be separated in the integrand, and what remains is essentially a convolution between two-point functions, since \(\mathcal{C}_{abc}^{M(e)}(z_a, z_b, t_c)\) is a two-point Keldysh function with an additional real-time argument. The problem on the extended contour is then essentially reduced to the problem on the Keldysh contour, which we will discuss in the next sections.

6.2. Arguments on the Keldysh branch

We take now all the arguments on the Keldysh contour, and consider Keldysh components of products. As an example we consider \(C_{abc}^{\hat{a} \hat{b} \hat{c}} = [\mathcal{A}_{ac} \mathcal{B}_{cb}]^{\hat{a} \hat{b} \hat{c}}\), which is, by definition, given by the real-time function that describes the product \(\mathcal{A}_{ac} \mathcal{B}_{cb}\) in the \(z_a > z_b > z_c\) subspace. In this subspace the product takes the form

\[
\mathcal{A}_{ac} \mathcal{B}_{cb} = \sum_{\theta=1} A_{ac}^{\hat{a} \hat{b}} + \sum_{\theta=0} B_{cb}^{\hat{b} \hat{c}} = A_{ac}^{\hat{a} \hat{b}} B_{cb}^{\hat{b} \hat{c}}.
\]

and therefore

\[
C_{abc}^{\hat{a} \hat{b} \hat{c}} = A_{ac}^{\hat{a} \hat{b}} B_{cb}^{\hat{b} \hat{c}}.
\]

The general case can be handled analogously. Writing the right-hand side of equation (106) as a Keldysh sum we obtain
\[ \mathcal{O}_i^{P(N)}(t_{N'}) = \prod_{i} \sum_{P_i \in S_n} \Theta_{P_i(N_i)} \bar{O}_i^{P(N)}(t_{N'}). \]  

(117)

Suppose we wish to obtain the Keldysh component \( \mathcal{O}_i^{P(N)}(t_{N'}) \). It can be obtained from the above equation by choosing \( z_{p(n_1)} > z_{p(n_2)} > \ldots > z_{p(n_k)} \). The left hand side then reduces to the desired Keldysh component. On the right-hand side, most of the step functions vanish. The only step functions that remain, and attain the value 1, are those for which \( P_i(N_i) = P(N) \setminus N_i^c \), where we defined the complementary set \( N_i^c = N \setminus N_i \). The permutation \( P \) therefore picks out a unique permutation \( P_i \) for each set \( N_i \), and we have

\[ \mathcal{O}_i^{P(N)}(t_{N'}) = \prod_i \bar{O}_i^{P(N)}(t_{N_i}), \quad P_i(N_i) = P(N) \setminus N_i^c. \]  

(118)

As an example, let us now take the term \( \mathcal{O}_{abc}^{\text{Keldysh}} = \mathcal{O}_{abc}^{\text{Keldysh}} \). In this case, \( P\{a, b, c\} = \{b, a, c\}, N_1 = \{a, c\}, N_2 = \{b\}, \text{ and } N_2^c = \{a\} \). Therefore, \( P_1(N_1) = \{b, a, c\} \setminus \{b\} = \{a, c\}, \text{ and likewise } P_2(N_2) = \{b, c\} \). In this particular case, \( P_1 \) is the identity permutation and \( P_2 \) is the transposition. Equation (118) applied to our example yields

\[ \mathcal{O}_{abc}^{\text{Keldysh}} = A_{ab}^{\text{ac}} B_{cb}^{\text{cb}}. \]  

(119)

In practice, only those components of the sub-functions remain, in which the argument labels are in the same relative order as they are for the full product function. Thus the correct result can be obtained simply by moving the full string of superindices to each subfunction, and then removing all the labels that are not part of the argument list of the particular subfunction.

Retarded compositions of products can be worked out by writing the compositions in terms of Keldysh components by using equation (64). For example, the integrand in the second term in equation (108) can be written as

\[ [\mathcal{A}_{ac} B_{cb}]^R(\alpha, \tilde{x}) b = \Theta_{ac} \left( [\mathcal{A}_{ac} B_{cb}]^R(\alpha, \tilde{x}) \bar{a} \bar{b} - [\mathcal{A}_{ac} B_{cb}]^R(\tilde{x}, \alpha) \right) \]

\[ = \Theta_{ac} \left( A_{ac}^{\bar{b} \bar{a}} - A_{ac}^{\bar{a} \bar{b}} \right) B_{cb}^{\bar{a}} \]

\[ = A_{ac}^{\bar{a} \bar{b}} B_{cb}^{\bar{a}}. \]  

(120)

The third term in equation (108) can be handled likewise. We can then express the component \( D_{ab}^{12} \) in equation (108) as

\[ D_{ab}^{12} = \int \left[ [\mathcal{A}_{ac} B_{cb}]^{M(\tilde{x})} \right] d\tilde{x} + \int \left[ [\mathcal{A}_{ac} B_{cb}]^R(\alpha, \tilde{x}) \right] b + \int \left[ [\mathcal{A}_{ac} B_{cb}]^R(\tilde{x}, \alpha) \right] d\tilde{x} \]

\[ = \int A_{ac}^{M(\tilde{x}) b} B_{cb}^{M(\tilde{x}) b} + \int A_{ac}^{R(\alpha, \tilde{x})} B_{cb}^{R(\alpha, \tilde{x})} + \int A_{ac}^{R(\tilde{x}, \alpha)} B_{cb}^{R(\tilde{x}, \alpha)}. \]  

(121)

The above equation is an example of a known Langreth rule, equation (7). The procedure laid out above can in principle be used to derive Langreth rules from arbitrary equations. Below we will derive additional rules that make these calculations less cumbersome.

6.3. The vanishing of retarded compositions on disconnected sets

Specifying the structure of a Keldysh function in terms of sub-functions typically introduces new symmetries on top of those of a general Keldysh function, since there are permutations of superindices that do not change the components of the subfunctions. It is an advantage of the
retarded set representation that these symmetries can be employed to directly discard certain terms of the representation. As we will show, this feature is a consequence of the definition of retarded compositions in terms of nested commutators. We will therefore begin by considering commutator expressions.

In the previous section we noted that for our example two different permutations $P(A)$ give the same result, see equations (119) and (116):

$$[\mathcal{A}_{ab} \mathcal{P}_{bc}]_{\alpha \beta \gamma} = a_{\beta \gamma} B_{a_{\beta}^{\alpha} b_{\gamma}^{\beta} c_{\gamma}^{\beta}}$$

Other permutations of the superindices, like $acb$ and $bca$, will not produce the same result. The situation can be illustrated by the following diagram, in which higher points on the vertical axis denote later contour times:

For the permutations $abc$ and $bac$, the order within sub-functions $A$ and $B$ remains the same when the order of $a$ and $b$ is exchanged. On the other hand, exchanging $a$ and $b$ by going from $acb$ to $bca$ does change the internal order of $A$ and $B$, as the ordering with respect to $c$ is changed. Thus the symmetry appears only when $a$ and $b$ are neighbouring in the contour order. Furthermore, if there was a sub-function connecting $a$ and $b$, its internal order would be reversed by any exchange of $a$ and $b$, breaking the symmetry.

Generally, if for a function $\mathcal{O}(z)$ the arguments $z_a$ and $z_b$ are next to each other on the contour, exchanging their positions only changes their relative contour order. Furthermore, if the vertices $a$ and $b$ are not directly connected, it follows that in equation (118) none of the sets $\mathcal{N}_i$ contains both $a$ and $b$, and consequently changing their relative order does not change the order in any $\mathcal{N}_i$. We can therefore state a rule:

$$O^{\hat{x}_{ab} \hat{y}} = O^{\hat{y}_{ba} \hat{y}}, \quad \text{when } a \text{ and } b \text{ are not directly connected},$$

where $\hat{X}$ and $\hat{Y}$ are strings of the remaining superindices. This rule can be used repeatedly, so that for example

$$O^{\hat{x}_{ab} \hat{y}} = O^{\hat{x}_{ba} \hat{y}} = O^{\hat{y}_{ba} \hat{y}}, \quad \text{when } a \text{ is not directly connected to either } b \text{ or } c.$$  

Note that $b$ and $c$ may be directly connected, since their relative order is not changed in equation (125). Continuing in this way, one arrives at a general rule for a string of arguments $a_1 \ldots a_n$, or a linear combination $Z$ of such strings:

$$O^{\hat{x}_{2^{\hat{a}b} \hat{y}}} = O^{\hat{x}_{2^{\hat{b}a} \hat{y}}} = O^{\hat{y}_{2^{\hat{a}b} \hat{y}}} = 0, \quad \text{when } b \text{ is not directly connected to any } a_i.$$  

If we choose $Z$ to be the nested commutator $Z = [a_1, \ldots, a_{n-1}]$ and we denote $b = a_n$, we obtain

$$O^{\hat{x}_{[a_1, \ldots, a_{n-1}]} \hat{y}} = 0, \quad \text{when } a_n \text{ is not directly connected to any other } a_i.$$  

Furthermore, if we pick some argument $a_i$ from the nested commutator, and write $O^{\hat{x}_{[a_1, \ldots, a_{n-1}]} \hat{y}} = O^{\hat{x}_{[a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{n-1}]} \hat{y}}$, when the outermost nested commutator is expanded, each of
the resulting terms will vanish according to rule (127), unless \( a_k \) is directly connected to some argument \( a_l \) with \( l < k \). This is true for any \( a_k \), which allows us to state a more general rule:
\[
\hat{O}^{[a_1, \ldots, a_A]}|\bar{Y} = 0, \quad \text{unless every argument } a_k \text{ is directly connected to at least one argument to its left in the commutator.} \quad (128)
\]
Thus every argument in a nested commutator must be directly connected to an argument to its left, and this argument must in turn be directly connected to another, until the leftmost argument \( a_1 \) is reached. Therefore rule (128) requires that each argument is connected to the leftmost argument by a chain of direct connections that links to the left in the commutator.

We are now in position to work out the condition for a retarded composition to vanish. In the definition of a retarded composition
\[
\hat{O}^{[\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_A]}|\bar{Y} (t_N) = \sum_{P \in \mathbb{N}_{A-1}} \Theta_{\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_A} \hat{O}^{[\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_A]}|\bar{Y} (t_N),
\]
a sum is taken over every permutation of the arguments in the nested commutator, apart from the leftmost one. Therefore, if every argument is connected to the leftmost argument \( a_1 \) by some chain of direct connections, there will always be at least one term in the sum such that each argument is directly connected to an argument to its left. The retarded composition vanishes, when there is at least one argument in the nested commutator that is not connected to \( a_1 \), i.e. when the retarded set \( A = \{ \tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_A \} \) is disconnected. We therefore have the rule
\[
\text{A retarded composition vanishes, if it contains a disconnected retarded set.} \quad (130)
\]
As an example, let us take a chain convolution of three functions
\[
E_{ab} = \int_{\gamma'} \hat{\mathcal{E}}_{c\bar{d}} \bar{c} \bar{d},
\]
that appears for example in the Dyson equation. For the component \( E^{R(b,k)}_{ab} \) we find the representation
\[
\text{Here the first three terms vanish, since } a \text{ and } b \text{ are not connected inside the retarded set. Thus a retarded composition of a chain convolution, no matter the length, will never contain any MK components, as it is not possible to place any Matsubara sets without disconnecting the retarded set. From equation (132) we are then left with}
\[
E^{R(b,k)}_{ab} = \int [\mathcal{A}_{ab} \mathcal{R}_{cd} \mathcal{C}_{bd}]^{R(b,k\bar{d})}. \quad (133)
\]
Expanding the right-hand side of equation (133) using equation (129) sums over the six different permutations of \( b, c \) and \( d \). However, out of the six resulting nested commutator expressions five are seen to give zero by applying the rule (128). Since the vertices are connected in a
chain, there’s only one permutation in which each vertex is directly connected to another to its left, that corresponding to the commutator \([\check{a}, \check{c}, \check{d}, \check{b}]\), and thus we obtain from equation (133) simply
\[
E_{ab}^{(\check{a}, \check{b})} = \int \Theta_{abcd}[\mathcal{A}_{ac}\mathcal{D}_{cd}\mathcal{E}_{db}]^{[\check{a}, \check{c}, \check{d}, \check{b}]}.
\]
(134)

This expression will be simplified further by rules that we will derive later.

6.4. Separating retarded sets

A diagram in a retarded set representation typically consists of sub-functions in multiple retarded sets that are connected via other sub-functions. Often these diagrams can be split into multiple pieces, so that each retarded set can be handled individually. This is based on the fact that the retarded sets are ordered with respect to each other. If each of the vertices of a sub-function is in a different retarded set, the contour ordering of its vertices is determined, and it will reduce to a single MK component. For example we have
\[
\begin{align*}
[\mathcal{A}_{abcd} \mathcal{B}_{ghi} \mathcal{C}_{dfg} \mathcal{D}_{ef}]^{R(\check{g}, \check{h}, \check{i})} R(\check{c}, \check{a}, \check{b}, \check{d}) R(\check{e}, \check{f}) &= [\mathcal{A}_{ac} \mathcal{C}_{db}]^{R(\check{c}, \check{a}, \check{b}, \check{d})} \mathcal{B}_{ghi} \mathcal{D}_{ef}^{R(\check{e}, \check{f})}.
\end{align*}
\]
(135)

which corresponds to the graph
\[
\text{(136)}
\]

To consider this procedure in more detail, let us return to the chain convolution
\[
\begin{align*}
\text{E}_{ab} &= \int_{\gamma'} \mathcal{E}_{abcd} = \int_{\gamma'} \mathcal{A}_{ac} \mathcal{B}_{cd} \mathcal{E}_{db}.
\end{align*}
\]
(137)

Choosing now to obtain the greater component \(E_{ab}^{12}\), we get
\[
E_{ab}^{12} = \int E_{abcd}^{R(\check{a}, \check{c})} R(\check{b}, \check{d}) + \int \frac{E_{abcd}^{(\check{a}, \check{c})} R(\check{b}, \check{d})}{abcd} + \int \frac{E_{abcd}^{(\check{a}, \check{c})} R(\check{b}, \check{d})}{abcd} + \int \frac{E_{abcd}^{(\check{a}, \check{c})} R(\check{b}, \check{d})}{abcd}.
\]
(138)

Let us start with the first term with superindex \(R(\check{a}, \check{c}) R(\check{b}, \check{d})\). If we expand the retarded sets in terms of commutators, we obtain terms in which the order between \(a\) and \(c\), as well as \(b\) and \(d\), varies term by term. However, in every term \(c\) is later than \(d\) in contour order. Consequently \(\mathcal{R}_{cd}\) reduces to the same Keldysh-component \(\mathcal{B}_{cd}^{(\check{e})}\) in every term, and we can pull it out of the brackets as a common factor:
\[
[\mathcal{A}_{ac} \mathcal{R}_{cd} \mathcal{E}_{db}]^{R(\check{a}, \check{c}) R(\check{b}, \check{d})} = [\mathcal{A}_{ac} \mathcal{E}_{db}]^{R(\check{a}, \check{c}) R(\check{b}, \check{d})} \mathcal{B}_{cd}^{(\check{e})}.
\]
(139)
The crucial point is that all the arguments of function $B$ are in different retarded sets. If we expand the retarded set $R(\hat{a}, \hat{c})$ we obtain

$$[\mathcal{A}_{ac} \mathcal{C}_{db}]^{R(\hat{a}, \hat{c}) R(\hat{b}, \hat{d})} = \theta_{ac} \left( [\mathcal{A}_{ac} \mathcal{C}_{db}]^{\hat{a} \hat{c} R(\hat{b}, \hat{d})} - [\mathcal{A}_{ac} \mathcal{C}_{db}]^{\hat{b} \hat{d} R(\hat{a}, \hat{c})} \right),$$

where in both of the terms the contour order of $a$ and $c$ is fixed. Therefore we can now place $A$ in front of the brackets to obtain

$$\theta_{ac} \left( [\mathcal{A}_{ac} \mathcal{C}_{db}]^{\hat{a} \hat{c} R(\hat{b}, \hat{d})} - [\mathcal{A}_{ac} \mathcal{C}_{db}]^{\hat{b} \hat{d} R(\hat{a}, \hat{c})} \right) = \theta_{ac} \left( A_{ac} C_{db}^{R(\hat{a}, \hat{c})} \right).$$

We can now factor out $C_{db}^{R(\hat{a}, \hat{c})}$ and obtain

$$[\mathcal{A}_{ac} \mathcal{C}_{db}]^{R(\hat{a}, \hat{c}) R(\hat{b}, \hat{d})} = A_{ac} C_{db}^{R(\hat{a}, \hat{c})}.$$

This result can be represented graphically as

Diagrammatically the above considerations can be condensed to the single statement, that one is allowed to split the diagram by splitting vertices through the process

whenever this can be done without altering the retarded sets. Note that Matsubara sets can be split freely (this statement is merely a diagrammatic equivalent of equation (110)).

To demonstrate this rule, let us now return to equation (138), which can be written diagrammatically as
Note that the third diagram vanishes due to disconnected retarded sets, as per rule (130). After using equation (146) to split the vertices on the edges of retarded sets, we obtain

\[ \mathcal{E} = \mathcal{A} \mathcal{B} \mathcal{C} + \mathcal{A} \mathcal{B} \mathcal{C} \]

Converting equation (148) back into a mathematical expression now yields

\[
E_{ab} = \int [\mathcal{A}_{ac} \mathcal{B}_{cd}] R(\hat{a}, \hat{c}) C_{db} + \int A_{ac}^{\mathcal{R}(\hat{a}, \hat{c})} B_{cd}^{\mathcal{R}(\hat{b}, \hat{d})} + \int A_{ac}^{\mathcal{R}(\hat{a}, \hat{c})} B_{cd}^{\mathcal{R}(\hat{b}, \hat{d})}.
\]

However, the square bracketed expressions can not be split further, as cutting between \( A \) and \( B \) in the first term, for example, splits a retarded set. These terms will be considered more closely in the following sections.

### 6.5. Nested retarded compositions

After performing the possible separations of the product, we are generally still left with factors that contain retarded compositions of products of several sub-functions. If the factor is simple enough, one may now expand the retarded composition in terms of nested commutators using equation (129), and solve each of these one by one. Some of the terms may vanish as per the rule (128). This expansion can always be done, but it easily gets rather cumbersome. It is possible to define an alternative way to expand retarded sets by using nested retarded compositions, that opens up more options and thus in many cases allows for a cleaner derivation.

Nested retarded compositions are defined by

\[
\hat{\mathcal{O}}^{\mathcal{R}(\hat{H}_1, \hat{H}_2)}(t_{N'}) = \sum_{P \in S_{n-1}} \Theta_{h_{1} h_{2} \cdots h_{n'}} \hat{\mathcal{O}}^{\mathcal{R}(\hat{H}_1, \hat{H}_2)}(t_{N'}) (150)
\]

where \( \hat{H}_i = h_i \cup I_i \), in which \( h_i \) is the top element of \( \mathcal{H}_i \), such that \( R(\hat{H}_i) = R(h_i, I_i) \). In the nested commutator the retarded sets \( R(\hat{H}_i) \) are treated as single elements, so that for example \( [R(\hat{H}_1), R(\hat{H}_2)] = R(\hat{H}_1)R(\hat{H}_2) - R(\hat{H}_2)R(\hat{H}_1) \), and for the superindices we again make use of equation (21). The resulting multi-retarded compositions are defined as in equation (64).

Let us, for example, take a look at the factor that appears in the first term of equation (149):

\[
[A_{ac} \mathcal{B}_{cd}] R(\hat{a}, \hat{c}) = \Theta_{ac} [A_{ac} \mathcal{B}_{cd}] R(\hat{a}, \hat{c}) + \Theta_{ac} [A_{ac} \mathcal{B}_{cd}] R(\hat{a}, \hat{c}).
\]

Because of the nested commutator structure we can make use of the Jacobi identity
\[
[[A, B], C] + [[C, A], B] + [[B, C], A] = 0,
\] (152)
to derive
\[
[A_{ac} R_{cd}]^{[a,\dot{d},\dot{a},d]} = [A_{ac} R_{cd}]^{[a,\dot{d},\dot{a},d]} + [A_{ac} R_{cd}]^{[\dot{a},\dot{d},a,d]}. \tag{153}
\]
This allows us to obtain
\[
[A_{ac} R_{cd}]^{R(\dot{a},d)} = \Theta_{ad} \left( [A_{ac} R_{cd}]^{[a,\dot{d},\dot{a},d]} + [A_{ac} R_{cd}]^{[\dot{a},\dot{d},a,d]} \right) + \Theta_{ac} [A_{ac} R_{cd}]^{[\dot{a},\dot{d},a,d]} = \Theta_{ad} \Theta_{cd} [A_{ac} R_{cd}]^{[\dot{a},\dot{d},a,d]} + \Theta_{ad} \Theta_{ac} [A_{ac} R_{cd}]^{[\dot{a},\dot{d},a,d]} = [A_{ac} R_{cd}]^{[\dot{a},\dot{d},a,d]} + [A_{ac} R_{cd}]^{R(\dot{a},d)}, \tag{154}
\]
where we can express the result cleanly using nested retarded compositions.

Note that when expanding a retarded set containing nested sets, only the top arguments of the nested sets are included in the sum over permutations, so that for example
\[
[A_{ac} R_{cd}]^{R(\dot{a},R(\dot{c},\dot{d}))} = \Theta_{ad} [A_{ac} R_{cd}]^{[\dot{a},R(\dot{c},\dot{d})]} = \Theta_{ad} \Theta_{cd} [A_{ac} R_{cd}]^{[\dot{a},\dot{c},\dot{d}]} = \Theta_{ad} \Theta_{cd} [A_{ac} R_{cd}]^{[\dot{a},\dot{c},\dot{d}]} \tag{155}
\]
The vanishing rule (130) still holds, and the retarded composition vanishes if any of the nested sets are disconnected.

Diagrammatically we express the expansion in equation (154) as
\[
\includegraphics[width=0.8\textwidth]{diagram154.png} \tag{156}
\]
Note that a nested retarded set sharing the top argument with the outer retarded set is circled with a double line, to distinguish it from other nested sets on the same level. In equation (156) the second term vanishes, as the retarded set \{a, d\} is disconnected.

One advantage of the expansion in nested retarded sets, is that since the expansion can be performed with respect to any of the retarded vertices, there is a number of alternative expansions for any retarded set. This allows one to choose the particular expansion that results in the largest number of terms vanishing due to disconnected retarded sets. The various expansions are related by the symmetry of retarded compositions with respect to permutations of the retarded arguments, see equation (58). For example, for the retarded composition in equation (151) one has the symmetry \[ \cdot \cdot \cdot [R(\dot{a},d)]^R(\dot{a},d) = [\cdot \cdot \cdot ]^R(\dot{a},d) \cdot \cdot \cdot \], which allows one to immediately obtain from equation (154) the alternative expansion
\[
[A_{ac} R_{cd}]^{R(\dot{a},d)} = [A_{ac} R_{cd}]^{R(\dot{a},R(\dot{d},\dot{c}))} + [A_{ac} R_{cd}]^{R(\dot{R}(\dot{a},\dot{d}),\dot{c})}. \tag{157}
\]
which is expressed diagrammatically as
\[
\includegraphics[width=0.8\textwidth]{diagram157.png} \tag{158}
\]
In this case, the expansion in equation (154) and equation (158) is the more expedient choice, since in equation (158) no terms vanish.
The result in equation (156) is independent of the sub-functions involved, and can be generalized to (see equation (C.2))

Here, the gray dots may represent single vertices or retarded sets. The top element in each retarded set, which may be a retarded set itself, is always designated with a double-lined closed curve. This graphical rule corresponds to equation (C.2), proven in appendix C. As a further generalization, the outer retarded set in equation (159) may itself be inside larger retarded sets (see equation (C.10)).

For example, for a four-point function, expanding with respect to argument 4, we have

$$\mathcal{O}^R(1,2,34) = \mathcal{O}^R(R(1,4),23) + \mathcal{O}^R(R(1,2,4),3) + \mathcal{O}^R(1,2,R(3,4)),$$

which we represented diagrammatically as

$$\begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3} \\
\text{Diagram 4} \\
\text{Diagram 5}
\end{array}$$

We can expand each term on the right-hand side of equation (161) again with respect to vertex 3 (or the retarded set containing 3). This leads to

$$\begin{array}{c}
\text{Diagram 6} \\
\text{Diagram 7} \\
\text{Diagram 8} \\
\text{Diagram 9} \\
\text{Diagram 10}
\end{array}$$

We can further apply equation (159) in reverse to combine the first and the fifth term, as well as the fourth and the sixth term, in equation (162) to obtain

$$\begin{array}{c}
\text{Diagram 11} \\
\text{Diagram 12} \\
\text{Diagram 13} \\
\text{Diagram 14}
\end{array}$$

This constitutes a diagrammatic proof of the relation

$$\mathcal{O}^R(1,2,34) = \mathcal{O}^R(R(1,4),2) + \mathcal{O}^R(R(1,4),R(2,3)) + \mathcal{O}^R(R(1,3),R(2,4)) + \mathcal{O}^R(1,R(2,34)).$$

Another useful result relating nested retarded compositions can be derived by considering a retarded composition of the form \( [a_{ab} \mathcal{R}_{bN}]^{R(a,R(L_{N'})}, \) where \( L_{N'} \) is an arbitrary string of
retarded sets containing the labels $\mathcal{N} = \{n_1, \ldots, n_N\}$ (such as $L_{\mathcal{N}} = R(n_1, n_2 \cdots n_N)$, to take the simplest option). Expanding the outermost retarded set in terms of commutators, we obtain

$$\left[ \mathcal{A}_{ab} \mathcal{B}_{bN} \right] R(\bar{a}R(\bar{b}L_{\mathcal{N}})) = \Theta_{ab} \left( [\mathcal{A}_{ab} \mathcal{B}_{bN}] R(\bar{a}L_{\mathcal{N}}) - [\mathcal{A}_{ab} \mathcal{B}_{bN}] R(\bar{b}L_{\mathcal{N}}) \right)$$

$$= \Theta_{ab} \left( A_{ab} B_{bN}^{L_{\mathcal{N}}} - A_{ab} B_{bN}^{R_{\mathcal{N}}} \right)$$

Diagrammatically this result can be drawn as

Applying equation (166) to the first term in equation (156) we have

$$\mathcal{D}_{ab} = \int \mathcal{D}_{abcd}$$

which corresponds to

$$\left[ \mathcal{A}_{ac} \mathcal{B}_{cd} \right] R(\bar{a}R(\bar{c}d)) = A_{ac} B_{cd}^{R(\bar{c}d)}.$$  

Using equation (168), along with the analogous result for $[\mathcal{B}_{cd} \mathcal{C}_{db}] R(\bar{b}R(\bar{d}c))$, we can now obtain from equation (149) the Langreth rule

$$E_{ab \cd}^{12} = A_{ac} B_{cd}^{R(\bar{c}d)} C_{db}^{R(\bar{b}c)} + A_{ac} B_{cd}^{R(\bar{c}d)} C_{db}^{R(\bar{b}c)} + A_{ac} B_{cd}^{R(\bar{c}d)} C_{db}^{R(\bar{b}c)}.$$  

The diagrammatic representation of the above equation, including its diagrammatic derivation, is shown in figure 6.

We now have all the tools to derive the known and extended versions of the Langreth rules. In the following section we will demonstrate the rules laid out above, by going through the process of deriving Langreth rules for two important practical cases, namely the double-triangle graph and the vertex graph.

7. Langreth rules for the double-triangle and vertex structures

Let us now apply the extended Langreth rules to two important practical examples introduced in the beginning, that involve two external and two internal arguments:

$$\mathcal{D}_{ab} = \int \mathcal{D}_{abcd}$$

We will consider the following two structures:

(i) The double-triangle structure $\mathcal{R}_{abcd} = \mathcal{A}_{ac} \mathcal{B}_{cd} \mathcal{C}_{db} \mathcal{D}_{abc} \mathcal{D}_{bcd}$
\[ X_{ab} = \int \gamma' X_{abcd} : \quad \begin{array}{c} A \quad \bar{X} \quad B \\ D \quad \bar{C} \quad E \end{array} . \] (171)

(ii) The vertex structure \( H_{abcd} = A_{ac} B_{ad} C_{db} \)

\[ H_{ab} = \int \gamma' H_{abcd} : \quad \begin{array}{c} A \quad \bar{H} \quad B \\ \bar{C} \quad C \quad \bar{D} \end{array} . \] (172)

All the Langreth rules for these structures are listed in tables 2 and 3. We will provide explicit derivations of a few of the rules.

7.1 The \( D^{M(\tilde{a}\tilde{b})} \) component

For the fully Matsubara restricted component, the retarded set representation is

\[ D_{ab}^{M(\tilde{a}\tilde{b})} = \begin{array}{c} A \quad \tilde{b} \\ \tilde{a} \quad B \end{array} = \begin{array}{c} C \quad \tilde{a} \\ \tilde{b} \quad D \end{array} . \] (173)

(i) Substituting the double-triangle structure into the above diagram results in:

\[ X_{M(ab)} = \int [A_{ac} B_{cb} C_{cd} D_{ad} E_{db}] M(abcd) . \] (174)

Since Matsubara sets can be distributed over the sub-functions for the case when no arguments are on the Keldysh branch (see the discussion below equation (104)), we find

\[ X_{ab}^{M(ab)} = \int A_{ac}^{M(ab)} B_{cb}^{M(ab)} C_{cd}^{M(ab)} D_{ad}^{M(ab)} E_{db}^{M(ab)} . \] (175)

(ii) For the vertex structure we likewise obtain

\[ H_{ab}^{M(ab)} = \int A_{ac}^{M(ab)} B_{ad}^{M(ab)} C_{db}^{M(ab)} . \] (176)
72. The $D^{M(a)b}$ component

The retarded set representation is

$$D^{M(a)b}_{ab} = \begin{pmatrix} a & b \\ a & b \\ a & b \\ a & b \end{pmatrix}.$$

(i) Substituting the double-triangle structure into the above diagram results in:

$$X^{M(a)b}_{ab} = \begin{pmatrix} x & x \\ x & x \\ x & x \\ x & x \end{pmatrix}.$$

$$= \left( \begin{array}{cccc} A & B & C & D \\ A & C & D & E \\ A & C & D & E \\ A & C & D & E \end{array} \right) + \left( \begin{array}{cccc} A & B & C & D \\ A & C & D & E \\ A & C & D & E \\ A & C & D & E \end{array} \right) + \left( \begin{array}{cccc} A & B & C & D \\ A & C & D & E \\ A & C & D & E \\ A & C & D & E \end{array} \right) + \left( \begin{array}{cccc} A & B & C & D \\ A & C & D & E \\ A & C & D & E \\ A & C & D & E \end{array} \right).$$

$$= \left( \begin{array}{cccc} A & B & C & D \\ A & C & D & E \\ A & C & D & E \\ A & C & D & E \end{array} \right) + \left( \begin{array}{cccc} A & B & C & D \\ A & C & D & E \\ A & C & D & E \\ A & C & D & E \end{array} \right) + \left( \begin{array}{cccc} A & B & C & D \\ A & C & D & E \\ A & C & D & E \\ A & C & D & E \end{array} \right) + \left( \begin{array}{cccc} A & B & C & D \\ A & C & D & E \\ A & C & D & E \\ A & C & D & E \end{array} \right).$$

$$= \int A^{M(a)c}_{ac} C^{M(d)b}_{cd} D^{M(b)d}_{ad} B^{M(c)b}_{cb} E^{M(b)b}_{eb} + \int A^{M(a)c}_{ac} B^{M(b)b}_{cb} C^{M(d)b}_{cd} D^{M(b)d}_{ad} E^{M(b)b}_{eb} + \int B^{M(b)b}_{cb} A^{M(a)c}_{ac} C^{M(d)b}_{cd} D^{M(b)d}_{ad} + \int A^{M(a)c}_{ac} D^{M(b)b}_{cb} \left[ \gamma_{\theta_{ab}}\theta_{ab}\theta_{cd} \right]^{M(b)b}.$$
Here we encounter a retarded composition of a triangle in the term \([\mathcal{B}_{cb}^+ E_{ab}^+ E_{cd}^+] R(\hat{b}, \hat{d})\]. Because every vertex connects to every other, there are no symmetries that could be leveraged. Through brute force expansion of the retarded set, either using nested commutators or nested retarded sets, we obtain two forms of a Langreth rule
\[\begin{align*}
[\mathcal{B}_{cb}^+ E_{ab}^+ E_{cd}^+] R(\hat{b}, \hat{d}) &= B_{cb}^+ E_{ab}^+ E_{cd}^+ R(\hat{b}, \hat{d}) + B_{cb}^+ E_{ab}^+ C_{cd}^+ R(\hat{d}, \hat{d}) + B_{cb}^+ E_{ab}^+ C_{cd}^+ R(\hat{b}, \hat{b}) C_{cd}^+ R(\hat{d}, \hat{d}) \\
&= B_{cb}^+ E_{ab}^+ E_{cd}^+ R(\hat{b}, \hat{d}) + B_{cb}^+ E_{ab}^+ C_{cd}^+ R(\hat{d}, \hat{d}) + B_{cb}^+ E_{ab}^+ C_{cd}^+ R(\hat{b}, \hat{b}) C_{cd}^+ R(\hat{d}, \hat{d}).
\end{align*}\] (179)

These two expressions only differ in the change of order of the Keldysh components.

(ii) Substituting the vertex structure into (177) leads to

\[H_{ab}^{M(\alpha)b} = \begin{array}{ccc}
\begin{array}{ccc}
& A & \bar{C} \\
B & & \\
& C & \bar{B}
\end{array}
& \begin{array}{ccc}
& A & \bar{C} \\
B & & \\
& C & \bar{B}
\end{array}
& \begin{array}{ccc}
& A & \bar{C} \\
B & & \\
& C & \bar{B}
\end{array}
\end{array}\]

7.3. The \(D_{ab}^{\alpha\beta}\) component

The retarded set representation is now

\[D_{ab}^{\alpha\beta} = \begin{array}{ccc}
\begin{array}{ccc}
& A & \bar{C} \\
B & & \\
& C & \bar{B}
\end{array}
& \begin{array}{ccc}
& A & \bar{C} \\
B & & \\
& C & \bar{B}
\end{array}
& \begin{array}{ccc}
& A & \bar{C} \\
B & & \\
& C & \bar{B}
\end{array}
\end{array}\]

(181)
Table 2. Langreth rules for the double-triangle structure. See section 7.5 for explanation of the notation.

\[ G_{ab} = \frac{1}{V} \mathcal{A}_{abc} \mathcal{B}_{bcd} \mathcal{C}_{cde} \mathcal{D}_{ade} \]

\[
G^> = \int \frac{[AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f}{[AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f}
\]

\[
G^< = \int \frac{[AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f}{[AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f}
\]

\[
G^r = \int \frac{[AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f}{[AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f}
\]

\[
G^l = \int \frac{[AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f}{[AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f}
\]

\[
G^m = \int \frac{[AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f}{[AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f}
\]

(i) After substituting the double-triangle structure we can cut every line in every term, except for the last two terms for which the rule in equation (179) is needed. The rule is the same for any ordering of the arguments, and therefore by substituting \(B_{bc} \rightarrow A_{ab}\) and \(E_{ad} \rightarrow D_{ad}\) on both sides of equation (179), we obtain the rule for \([A_{ab} D_{ad} C_{cd}]^{R(abc)}\). The second and third term in equation (181) sum up to

\[
\begin{align*}
\mathcal{F}_a = \int \mathcal{F}_{abc} &= \int \mathcal{A}_{abc} \mathcal{B}_{bcd} \mathcal{C}_{cde} \mathcal{D}_{ade} \\
\mathcal{F}^l = \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f \\
\mathcal{F}^r = \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int [AB] C^M D^E E^f + \int A^B C^M D^E E^f + \int A^B C^M D^E E^f \\
\end{align*}
\]
After substituting the vertex structure we obtain

$$H = \frac{1}{2} \sum \left[ a \sum \left( a^2 + B^2 \right) + b \left( B + C \right) \right]$$

and therefore we can express these compactly using chain-convolution. The same is true for the fourth and fifth terms in equation (18). We obtain

$$H = \sum \left[ a \sum \left( a^2 + B^2 \right) + b \left( B + C \right) \right]$$

and

$$H = \sum \left[ a \sum \left( a^2 + B^2 \right) + b \left( B + C \right) \right]$$

and therefore we can express these compactly using chain-convolution. The same is true for the fourth and fifth terms in equation (18). We obtain

$$H = \sum \left[ a \sum \left( a^2 + B^2 \right) + b \left( B + C \right) \right]$$

and

$$H = \sum \left[ a \sum \left( a^2 + B^2 \right) + b \left( B + C \right) \right]$$

and therefore we can express these compactly using chain-convolution. The same is true for the fourth and fifth terms in equation (18). We obtain

$$H = \sum \left[ a \sum \left( a^2 + B^2 \right) + b \left( B + C \right) \right]$$

and

$$H = \sum \left[ a \sum \left( a^2 + B^2 \right) + b \left( B + C \right) \right]$$
Here the second to last term can be handled using the rule in equation (179), as $b$, being always first in contour order, does not interfere.

7.4. The $D^{R(\bar{a}, \bar{b})}$ component

Performing the retarded set expansion leads to

$\begin{align*}
D^{R(\bar{a}, \bar{b})} &= \\
&= \int A^{M(\bar{c})\bar{b}} B^{M(\bar{d})\bar{a}} C^{M(\bar{c})\bar{d}} \\
&\quad + \int A^{M(\bar{c})\bar{b}} B^{R(\bar{a}, \bar{d})} C^{M(\bar{c})\bar{d}} \\
&\quad + \int A^{R(\bar{a}, \bar{d})} B^{M(\bar{d})\bar{a}} C^{M(\bar{c})\bar{d}} \\
&\quad + \int A^{R(\bar{a}, \bar{d})} B^{R(\bar{a}, \bar{d})} C^{M(\bar{c})\bar{d}} \\
&\quad + \int A^{R(\bar{a}, \bar{d})} B^{R(\bar{a}, \bar{d})} C^{R(\bar{d}, \bar{b})} + \int A^{R(\bar{a}, \bar{d})} B^{R(\bar{a}, \bar{d})} C^{R(\bar{d}, \bar{b})} + \int A^{R(\bar{a}, \bar{d})} B^{R(\bar{a}, \bar{d})} C^{R(\bar{d}, \bar{b})}. 
\end{align*}$

(i) After substituting the double-triangle structure the first term after the last equal sign vanishes, as $a$ and $b$ are not directly connected. In the second and third terms the subfunctions connecting to the Matsubara set can be separated, and the remaining piece is a retarded composition of a convolution (shown in table 1). The final piece can be worked out by expanding the retarded set, in which the lack of direct connection between $a$ and $b$ leads to cancellations.
(ii) The vertex structure can be handled similarly. Starting from equation (186) the first term after the second equal sign vanishes because $a$ and $b$ are not directly connected. The second and third terms reduce to retarded compositions of convolutions, as the three-point sub-function reduces to an MK function of two contour arguments when one of its vertices is in the Matsubara set.

7.5. The tables of Langreth rules

We give in table 1 the known Langreth rules for convolutions and products. The new Langreth rules for the double-triangle structure are shown in table 2, and the new rules for the vertex structure are shown in table 3. For clarity and to conform to common nomenclature, we have used the notation of Langreth for two-point functions:

$$O^{12} = O^\gamma, \quad O^{21} = O^\zeta, \quad O^{R(1,2)} = O^R, \quad O^{R(2,1)} = O^A$$

$$O^{M(1,2)} = O^I, \quad O^{M(2,1)} = O^I, \quad O^{M(1,2)} = O^M.$$  \hspace{1cm} (187)

We also omit the sub-indices when writing the rules, as these can be read from the contour expression of the structure considered.

Note that in this notation the Langreth rules are specific to a particular ordering of arguments. For example, we have for the chain convolution in the form $\mathcal{C}_{ab} = \int_{\gamma} \langle \mathcal{A}_{ac} \mathcal{D}_{cb} \rangle$ the rule

$$C_{ab}^\mathcal{R} = \int A_{ac}^\mathcal{R} B_{cb}^\mathcal{R}. \hspace{1cm} (188)$$

If we wish to obtain the rule for a different ordering of arguments, such as $\mathcal{C}_{ab} = \int_{\gamma} \langle \mathcal{A}_{ac} \mathcal{D}_{cb} \rangle$, we can write the rule above using explicit argument labels as

$$C_{ab}^{R(\bar{a},b)} = \int A_{ac}^{R(\bar{a},c)} B_{cb}^{R(\bar{c},b)}. \hspace{1cm} (189)$$

In this form the rule remains valid if the argument order is changed, which again indicates the convenience of the hāček notation. We can then convert back to the earlier notation to obtain

$$C_{ab}^{R(\bar{a},b)} = \int A_{ac}^{R(\bar{a},c)} B_{cb}^{R(\bar{c},b)} \rightarrow C_{ab}^\mathcal{R} = \int A_{ac}^\mathcal{R} B_{cb}^\mathcal{R}. \hspace{1cm} (190)$$

We have made use of the simpler Langreth rules to simplify the notation for the more complex ones. Thus there appears for example $[A_{ac} B_{cb} D_{ad} E_{db}]^\mathcal{R}$, which is a product of two convolutions and can be worked out using the rules in table 1 to give

$$[A_{ac} B_{cb} D_{ad} E_{db}]^\mathcal{R} = [A_{ac} B_{cb}]^\mathcal{R} [D_{ad} E_{db}]^\mathcal{R} + [A_{ac} B_{cb}]^\mathcal{R} [D_{ad} E_{db}]^\mathcal{R} + [A_{ac} B_{cb}]^\mathcal{R} [D_{ad} E_{db}]^\mathcal{R}$$

$$= A_{ac}^\mathcal{R} B_{cb}^\mathcal{R} [D_{ad} E_{db}]^\mathcal{R} + [A_{ac}^\mathcal{R} B_{cb}^\mathcal{R} + A_{ac}^\mathcal{R} B_{cb}^\mathcal{R}] D_{ad} E_{db}^\mathcal{R}. \hspace{1cm} (191)$$

Likewise there are chains of three two-point sub-functions, such as

$$[D_{ad} C_{cd} B_{dh}]^\mathcal{R} = [D_{ad} C_{cd}]^\mathcal{R} B_{dh}^\mathcal{R} = D_{ad}^\mathcal{R} C_{cd}^\mathcal{R} B_{dh}^\mathcal{R}. \hspace{1cm} (192)$$

8. Conclusions

Non-equilibrium Green’s function methods require a translation between contour quantities, well suited for representing the abstract theory, and real-time quantities, well suited for numerical calculations. In this paper we have provided general rules to perform this translation effectively.
We have constructed a diagrammatic recipe to straightforwardly obtain generalized Langreth rules for the important cases of the double-triangle structure and the vertex diagram. Our diagrammatic recipe can be applied to other structures of interest, such as the Hedin equation for the vertex function, and for the Bethe–Salpeter equation. The general rules laid out in this paper will make this possible.

Apart from deriving Langreth rules, the results derived in this paper are of use in other contexts. As an example, we recently showed that an expression for the self-energy, that yields a positive semi-definite spectral function, can be derived in non-equilibrium situations by making use of generalized retarded compositions of half-diagrams [9].
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Appendix A. Decomposition of step functions

In this section, we will show how to write products of two step functions as sums of permutations of the arguments in a single step function. This joining of step functions is useful when discussing the retarded composition. As an example, we consider the multiplication of two step functions containing two times:

\[
\Theta(t_1, t_2) \Theta(t_3, t_4) = \Theta(t_1, t_2, t_3, t_4) + \Theta(t_1, t_3, t_2, t_4) + \Theta(t_1, t_3, t_4, t_2) \\
+ \Theta(t_3, t_1, t_2, t_4) + \Theta(t_3, t_1, t_4, t_2) + \Theta(t_3, t_4, t_1, t_2).
\]  

(A.1)

The sum contains all six permutations for which \( t_1 \) is to the left of \( t_2 \), and \( t_3 \) to the left of \( t_4 \). This example can be generalized. Let us consider two sets of time arguments, \( t_1, t_2, \ldots, t_k \) and \( t_{k+1}, \ldots, t_m \), and the product \( \Theta(t_1, t_2, \ldots, t_k) \Theta(t_{k+1}, \ldots, t_m) \). The multiplication can be written as a sum over permutations \( R \in \mathcal{R}_{m,k} \) of the time arguments \( t_1, \ldots, t_m \) in a single step function,

\[
\Theta(t_1, t_2, \ldots, t_k) \Theta(t_{k+1}, \ldots, t_m) = \sum_{R \in \mathcal{R}_{m,k}} \Theta(t_{R(1)}, t_{R(2)}, \ldots, t_{R(m)})
\]

(A.2)

where we sum over all permutations \( R \in \mathcal{R}_{m,k} \) that retain the relative ordering among \( t_1, \ldots, t_k \) and \( t_{k+1}, \ldots, t_m \), separately, as imposed by the original step functions on the left-hand side. That is, the permutation \( R \) orders the times such that the position of \( t_1 \) is to the left of \( t_2 \), and so on until \( t_k \), and the same for the times \( t_{k+1}, \ldots, t_m \). In case a step function contains only one or zero arguments, we define that step function to yield 1.

Equation (A.1) is a special case of equation (A.2) with \( m = 4 \) and \( k = 2 \), for which there are six permutations that keep the original time ordering. We write these permutations as

\[
\sum_{R \in \mathcal{R}_{2,2}} R(1234) = 1234 + 1324 + 1342 + 3124 + 3142 + 3412.
\]  

(A.3)

The set \( \mathcal{R}_{m,k} \) is a subset of the symmetric group \( \mathcal{S}_m \). The set \( \mathcal{R}_{m,k} \) is, however, not a group itself, since inverse permutations are not always included. As an example, we can take \( \mathcal{R}_{2,2} \), and the permutation \( R(1234) = 1342 \) from equation (A.3). The inverse is \( R^{-1}(1234) = 1423 \), which is not in \( \mathcal{R}_{2,2} \).
The total number of permutations \( |\mathcal{R}_{m,k}| \), i.e. the size of the set \( \mathcal{R}_{m,k} \), is given by the following combinatorical argument. Let us assume that \( t_{k+1}, \cdots, t_m \) are ordered by the permutation in the correct order. The number of ways we can place the \( k \) time arguments \( t_1, \cdots, t_k \) among \( t_{k+1}, \cdots, t_m \) is given by \( m(m-1)(m-2) \cdots (m-k) = \frac{m!}{(m-k)!} \). Of all these permutations, one out of every \( k! \) permutations has the arguments \( t_1, \cdots, t_k \) in the right order. Dividing by \( k! \) gives the size of the set \( \mathcal{R}_{m,k} \) as

\[
|\mathcal{R}_{m,k}| = \frac{m!}{(m-k)!k!} = \binom{m}{k}.
\] (A.4)

The set \( \mathcal{R}_{m,k} \) can be defined in a compact manner. We note that the argument \( t_0 \) is at position 1 in the step function on the right hand side of equation (A.2). Writing \( l = R(i) \), the argument \( l \) is at position \( R^{-1}(i) \). Thus, the set \( \mathcal{R}_{m,k} \) can be defined as the set of permutations \( R \) that satisfy

\[
\begin{align*}
(i < j) \text{ and } (i,j \leq k) & \Rightarrow R^{-1}(i) < R^{-1}(j) \\
(i < j) \text{ and } (i,j > k) & \Rightarrow R^{-1}(i) < R^{-1}(j).
\end{align*}
\] (A.5)

Writing \( R^{-1}(i) = l \) in equation (A.5), we can equivalently define the set \( \mathcal{R}_{m,k} \) to contain the permutations that satisfy

\[
\begin{align*}
(R(i) < R(j)) \text{ and } (R(i), R(j) \leq k) & \Rightarrow i < j \\
(R(i) < R(j)) \text{ and } (R(i), R(j) > k) & \Rightarrow i < j.
\end{align*}
\] (A.6)

It turns out that we will need one more result, which is the multiplication of two step functions containing \( t_1, \cdots, t_k \) and \( t_{k+1}, \cdots, t_m \) separately, when the order of the first set of times is reversed:

\[
\Theta(t_k, t_{k-1}, \cdots, t_1)\Theta(t_{k+1}, t_{k+2}, \cdots, t_m) = \sum_{T \in \mathcal{T}_{m,k}} \Theta(t_{T(1)}, t_{T(2)}, \cdots, t_{T(m)}).
\] (A.7)

The set \( \mathcal{T}_{m,k} \) is closely related to \( \mathcal{R}_{m,k} \). The size of the set is the same, \( |\mathcal{T}_{m,k}| = \binom{m}{k} \), and it can be defined by either of the two relations

\[
\begin{align*}
(i > j) \text{ and } (i,j \leq k) & \Rightarrow T^{-1}(i) < T^{-1}(j) \\
(i < j) \text{ and } (i,j > k) & \Rightarrow T^{-1}(i) < T^{-1}(j).
\end{align*}
\] (A.8)

or

\[
\begin{align*}
(T(i) > T(j)) \text{ and } (T(i), T(j) \leq k) & \Rightarrow i < j \\
(T(i) < T(j)) \text{ and } (T(i), T(j) > k) & \Rightarrow i < j.
\end{align*}
\] (A.9)

The multiplications of step functions are related to the structure of nested commutators, as we show in the next appendix.

**Appendix B. The structure of nested commutators**

In this section, we elucidate the structure of the nested commutator and derive some useful results. Our discussion on structure follows a similar one in [17].

The nested commutator of \( m + 1 \) objects, \([x, 1, 2, \cdots, m]\), where each number \( x, 1, \cdots, m \) represents a different object, is defined as
\[ [x, 1, 2, \ldots, m] = [\cdots [x, 1], 2, \ldots, m]. \]  \hspace{1cm} (B.1)

The nested commutator in equation (B.1) has \( 2^m \) terms, of which one half has a prefactor \(+1\) and one half a prefactor \(-1\). It is convenient to group the terms according to the number of objects, \( k \), that appear to the left of \( x \) in each term. The sign of the terms is given by \((-1)^k\). Let us take the example of \( m = 4 \) and \( k = 2 \):

\[ [x, 1, 2, 3, 4]_2 = 21x34 + 31x24 + 41x23 + 32x14 + 42x13 + 43x12 \]  \hspace{1cm} (B.2)

where \( x \) denotes that two objects are to the left of \( x \), and therefore all terms have a positive sign. In equation (B.2), the numbers to the left of \( x \) are in decreasing order, while the numbers to the right are in increasing order.

In general, we write a nested commutator as

\[ [x, 1, 2, \cdots, m] = \sum_k [x, 1, 2, \cdots, m]_k, \]  \hspace{1cm} (B.3)

where the terms \([x, 1, 2, \cdots, m]_k\), with \( k \) numbers to the left of \( x \), can be written as

\[ [x, 1, 2, \cdots, m]_k = (-1)^k \sum_{Q \in Q_{m,k}} Q(1, 2, \cdots, k)xQ(k + 1, \cdots, m). \]  \hspace{1cm} (B.4)

where we sum over all permutations \( Q \in Q_{m,k} \) such that the numbers to the left of \( x \) are in decreasing order, and the numbers to the right of \( x \) in increasing order. In the example above, equation (B.2), we have

\[ [x, 1, 2, 3, 4]_2 = \sum_{Q \in Q_{4,2}} Q(12)xQ(34) \]  \hspace{1cm} (B.5)

with

\[ \sum_{Q \in Q_{4,2}} Q(1234) = 2134 + 3124 + 4123 + 3214 + 4213 + 4312. \]  \hspace{1cm} (B.6)

We see that \( Q(1) > Q(2) \), while \( Q(3) < Q(4) \).

The set \( Q_{m,k} \) can be compactly defined as containing those permutations \( Q \) that fulfill

\begin{align*}
(i > j) \text{ and } (i, j \leq k) & \Rightarrow Q(i) < Q(j) \\
(i < j) \text{ and } (i, j > k) & \Rightarrow Q(i) < Q(j).
\end{align*}  \hspace{1cm} (B.7)

Comparing with equation (A.8), we see that the set \( Q_{m,k} \) contains exactly the permutations inverse to those contained in the set \( T_{m,k} \).

We will now prove some relations between nested commutators, that are useful when working with retarded compositions. Let us now denote a nested commutator of \( n \) objects by

\[ A_n = [1, \ldots, n]. \]  \hspace{1cm} (B.8)

To begin with we observe that

\[ [1, \ldots, n] = [A_{n-1}, i, \ldots, n]. \]  \hspace{1cm} (B.9)

We will then prove that

\[ [\ldots, i - 1, [i, x], i + 1, \ldots] = [\ldots, i - 1, i, x, i + 1, \ldots] \]

\[ - [\ldots, i - 1, x, i, i + 1, \ldots] \text{ when } i > 1. \]  \hspace{1cm} (B.10)
For equation (B.10), we obtain, from equation (B.9),
\[ \ldots i - 1, [i, x], i + 1, \ldots ] = [A_{i-1}, [i, x], i + 1, \ldots ] = [[[A_{i-1}, [i, x]], i + 1], \ldots ] \tag{B.11} \]
Using the Jacobi identity, equation (152), we find
\[ [A_{i-1}, [i, x]] = [A_{i-1}, [i, x]] - [A_{i-1}, x]. \tag{B.12} \]
Inserting the Jacobi identity into equation (B.11) leads to
\[ [[[A_{i-1}, [i, x]], i + 1], \ldots ] - [[[A_{i-1}, [i, x]], i + 1], \ldots ] = [A_{i-1}, i, x, i + 1, \ldots ] - [A_{i-1}, x, i, i + 1, \ldots ] \]
\[ = \ldots i - 1, i, x, i + 1, \ldots ] - \ldots i - 1, x, i + 1, \ldots , \tag{B.13} \]
which proves equation (B.10).
Finally we will show that
\[ \ldots i, x, i + 1, \ldots ] = \ldots i - 1, [i, x], i + 1, \ldots + \ldots i - 1, [i, x], i + 1, \ldots \] \tag{B.14}
This result can be proven by induction, with the base step
\[ \ldots 1, [2, x], 3, \ldots ] = \ldots 1, x, 2, 3, \ldots ] - \ldots 1, x, 2, 3, \ldots ] \tag{B.15} \]
and the induction step
\[ \ldots i, x, i + 1, \ldots ] + \ldots i, [i, x], i + 1, \ldots \]
\[ = \ldots i + 1, i + 1, \ldots ] + \ldots i, i + 1, \ldots ] - \ldots i + 1, i + 1, \ldots \] \tag{B.16}

Appendix C. Expansion of retarded compositions in terms of nested retarded compositions

A general retarded composition can be defined as
\[ O^{\hat{R}(Z_1, Z_2, \ldots)} = \sum_{P \in S_{r-1}} \Theta_{h_1(h_2(\ldots h_r(0)))} O^{\hat{R}(Z_1, Z_2, \ldots, Z_r(0))} \]
\[ \tag{C.1} \]
where \( Z_i \) is some object with a defined a top element \( h_i \). In the simplest case of \( Z_i = \hat{h}_i \) for all \( i \), equation (C.1) reduces to the definition of a simple retarded composition in equation (56). If \( Z_i \) for some \( i \), is taken to be a retarded set, for example \( Z_i = R(\mathcal{H}_i) \) for some \( \mathcal{H}_i = h_i \cup I_i \), equation (C.1) defines a nested retarded composition. Finally \( Z_i \) itself can be nested retarded set, for example \( Z_i = R(R(\mathcal{H}_i), R(\mathcal{H}_i)) \). In this case the top element \( h_i \) is the top element of \( \mathcal{H}_i \).

Here we will use the relations between nested commutators derived in appendix B to derive the result expressed diagrammatically in equation (159). We will show that a nested retarded composition can be expanded as a sum of nested retarded compositions as
\[ O^{\hat{R}(Z_1, Z_2, \ldots)}(t_N) = \sum_{i=1}^{r-1} O^{\hat{R}(Z_1, Z_2, \ldots, R(Z, Z), Z_{r-1} \ldots, Z_1)}(t_N), \tag{C.2} \]
Here we have expanded with respect to $Z_r$. Note that since the left hand side is symmetric with respect to permutations of the indices $2 \cdots r$, the expansions with respect to any of the objects $Z_2, \ldots, Z_r$ give the same result.

To keep the presentation cleaner we suppress $X$ and $Y$ as well as the time-arguments. For the right hand side of equation (C.2) we define a new set of $Z_i'$ objects as

\[
Z_i' = R(Z_i, Z_r)
\]

\[
Z_k' = Z_k \quad k \neq i.
\]

(C.3)

Note that the top element of $Z_i'$ is the same as for $Z_n$, i.e. $h_{ir}$ for all $n$. Using this definition the right hand side of equation (C.2) can be expanded using equation (C.1). For each $i$ we can restrict our attention to the term that contains the unit permutation, as the other terms can be obtained by subsequent permutations at the end of the derivation. This gives

\[
\sum_{i=1}^{r-1} \prod_{k=1}^{i} \Theta_{h_{ik}} \Theta_{h_{ik}} \sum_{i=1}^{r-1} \prod_{k=1}^{r} \Theta_{h_{ik}} \Theta_{h_{ik}} \sum_{i=1}^{r-1} \prod_{k=1}^{r} \Theta_{h_{ik}} \Theta_{h_{ik}} = \sum_{i=1}^{r-1} \prod_{k=1}^{i} \Theta_{h_{ik}} \Theta_{h_{ik}} \sum_{i=1}^{r-1} \prod_{k=1}^{r} \Theta_{h_{ik}} \Theta_{h_{ik}} \sum_{i=1}^{r-1} \prod_{k=1}^{r} \Theta_{h_{ik}} \Theta_{h_{ik}}
\]

(C.4)

Here for each permutation of $2, \ldots, r - 1$, one sums over all positions of $r$ in the sequence. The effect is the same as summing over all permutations of $2, \ldots, r$. Equation (C.8) then becomes equal to the definition of the retarded composition $\Theta^R(Z_1, Z_2)$, as given by equation (C.1). This completes the proof of equation (C.2).

As a useful example of the expansion in equation (C.2), we consider a case in which all objects $Z_i$ only contain single elements, that is $Z_i = \hat{h}_i$. The expansion formula in this case is
Finally we will consider the case of expanding one of the nested sets. For example, suppose that we have \( \tilde{O}^R(Z, \ldots, Z) \) where \( Z_k = R(Z'_1, Z'_2, \ldots, Z'_p) \). In this case it is possible to apply equation (C.2) on \( Z_k \) to obtain

\[
\tilde{O}^R(Z_1, Z_2, \ldots, Z) (t_N) = \sum_{i=1}^{r-1} \tilde{O}^R(h_i, h_{i+1}, \ldots, h_{i+r}) (t_N) \cdot
\]

To prove equation (C.10) we expand the outermost retarded set in nested commutators. After expanding also the nested commutators thus generated, one obtains a sum in which terms of the form considered above in equation (C.2) appear. Equation (C.2) can then be applied to each of these terms to expand \( Z_k \). Because in the sum of terms generated by equation (C.2) the top element of the expanded retarded set remains the same in each term, we can reconstruct the outermost retarded set, which leads to equation (C.10). Note that expanding a set deeper in the nested structure raises no further issues. In each such case expanding the outer retarded sets allows one to eventually reach a situation in which equation (C.2) can be applied.

**Appendix D. Retarded-set representation for retarded compositions**

Here we will outline the proof of equation (87), which states that for two Keldysh-functions \( \mathbf{O} \) and \( \mathbf{\tilde{O}} \) related by

\[
\mathbf{O}(z_\gamma) = \int_\gamma d z_\gamma \mathbf{\tilde{O}}(z_\gamma),
\]

the retarded compositions are related by

\[
\mathbf{O}^R(\dot{h}_1, \dot{h}_2, \ldots, \dot{h}_n) (t_\gamma) = \int_0^\infty dt_0 \sum_{Z} \mathbf{\tilde{O}}^R(h_0, \dot{h}_1, \ldots, h_0, \dot{h}_n, Z) (t_\gamma). \quad (D.2)
\]

We first prove the case for a single internal argument \( z_i \), for which

\[
\mathbf{O}(z_\gamma) = \int_\gamma d z_i \mathbf{\tilde{O}}(z_\gamma),
\]

and

\[
\mathbf{O}^R(\dot{e}_1, \dot{e}_2, \ldots, \dot{e}_p) (t_\gamma) = \int_0^\infty dt_0 \mathbf{\tilde{O}}^R(\dot{e}_1, \dot{e}_2, \ldots, \dot{e}_p) (t_\gamma). \quad (D.4)
\]

Suppressing the time-arguments, the proof of equation (D.4) proceeds as follows:

(i) We expand the left-hand side of equation (D.4) in terms of nested commutators using equation (64). This gives

\[
\mathbf{O}^R(\dot{e}_1, \dot{e}_2, \ldots, \dot{e}_p) = \sum_{P \in S_{n-1}} \Theta_{e_1 e_2(2)} \ldots \Theta_{e_p e_1(z)} \mathbf{O}^R_{\dot{e}_1, \dot{e}_2, \ldots, \dot{e}_p(e)} . \quad (D.5)
\]

(ii) Each Keldysh component of \( \mathbf{O} \) can be written in terms of retarded compositions of \( \mathbf{\tilde{O}} \) using equation (63). This gives for example for the Keldysh component \( \mathbf{O}^{\dot{e}_1, \dot{e}_2, \ldots, \dot{e}_p} \)...
\[
O^{\hat{t}_1\cdots\hat{t}_E} = \int_{0}^{\infty} dt_i \sum_{j=1}^{E} \tilde{O}^{\hat{t}_1\cdots R(\hat{t}_j)\cdots\hat{t}_E},
\]
(D.6)

and similarly for each permutation of \(e_1,\ldots,e_E\). Thus if in equation (D.5) we expand the nested commutators, apply equation (D.6) to each Keldysh component, and then reconstruct the nested commutator, we obtain

\[
O^{R(\hat{t}_1,\hat{t}_2,\cdots\hat{t}_E)} = \int_{0}^{\infty} dt_i \sum_{j=1}^{E} \sum_{P \in \mathcal{P}_{E-i}} \Theta_{e_1 e_2 \cdots e_i} O^{\hat{t}_1,\hat{t}_2,\cdots R(\hat{t}_j),\cdots\hat{t}_E(E)},
\]

\(E \in \mathbb{P}_{E-i}\)

where on the second line we have used the definition of a nested retarded composition, equation (C.1).

(iii) We can now apply equation (C.9) derived in appendix C to the right hand side of equation (D.7) to obtain equation (D.4), which was to be proven.

Multi-retarded compositions can be obtained by going through the same steps as above. To demonstrate this we will consider an example with four external arguments and take the component

\[
O^{R(a,b)R(\hat{c},\hat{d})} = \Theta_{ab} \Theta_{cd} O^{[a,b][c,d]}.
\]
(D.8)

In the second step we again write the Keldysh components of \(O\) in terms of retarded compositions of \(O\) using equation (63). For four arguments we have

\[
O^{abcd} = \int_{0}^{\infty} dt_i \left[ \tilde{O}^{R(a)bc\hat{d}} + \tilde{O}^{abR(k)\hat{c}\hat{d}} + \tilde{O}^{ab\hat{c}R(k)\hat{d}} + \tilde{O}^{ab\hat{c}\hat{d}R(k)} \right],
\]
(D.9)

e tc. Substituting these into equation (D.8) leads to

\[
\Theta_{ab} \Theta_{cd} O^{[a,b][c,d]} = \int_{0}^{\infty} dt_i \Theta_{ab} \Theta_{cd} \left( \tilde{O}^{R(a)bc\hat{d}} + \tilde{O}^{abR(k)\hat{c}\hat{d}} + \tilde{O}^{ab\hat{c}R(k)\hat{d}} + \tilde{O}^{ab\hat{c}\hat{d}R(k)} \right)
\]
\(= \int_{0}^{\infty} dt_i \left( \tilde{O}^{R(a)bc\hat{d}} + \tilde{O}^{R(k)bc\hat{d}} + \tilde{O}^{ab\hat{c}R(k)\hat{d}} + \tilde{O}^{ab\hat{c}\hat{d}R(k)} \right).
\]

(D.10)

Applying equation (C.2) in step (ii) now leads to

\[
\Theta_{ab} \Theta_{cd} O^{[a,b][c,d]} = \int_{0}^{\infty} dt_i \left[ \tilde{O}^{R(a)bc\hat{d}} + \tilde{O}^{R(a,b)R(\hat{c},\hat{d})} \right].
\]
(D.11)

For an arbitrary retarded composition \(O^{R(h_1,\hat{t}_1)\cdots R(h_n,\hat{t}_n)}\), performing these steps leads to

\[
O^{R(h_1,\hat{t}_1)\cdots R(h_n,\hat{t}_n)}(t_E) = \int_{0}^{\infty} dt_i \sum_{j=1}^{H} \tilde{O}^{R(h_1,\hat{t}_1)\cdots R(h_j,\hat{t}_j)\cdots R(h_n,\hat{t}_n)}(t_E),
\]

(D.12)
in which the internal argument is added to each retarded set in turn.

Having considered the case of a single internal argument, the more general situation can be handled simply by applying equation (D.12) repeatedly for each integral in equation (D.1).
In this way every internal argument gets added to each retarded set, and the end result is a sum in which the internal arguments are distributed in every possible way among the retarded sets. In other words we obtain equation (D.2) which was to be proven.
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