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Abstract—Instance segmentation is a challenging task aiming at classifying and segmenting all object instances of specific classes. While two-stage box-based methods achieve top performances in the image domain, they cannot easily extend their superiority into the video domain. This is because they usually deal with features or images cropped from the detected bounding boxes without alignment, failing to capture pixel-level temporal consistency. We embrace the observation that bottom-up methods dealing with box-free features could offer accurate spacial correlations across frames, which can be fully utilized for object and pixel level tracking. We first propose our bottom-up framework equipped with a temporal context fusion module to better encode inter-frame correlations. Intra-frame cues for semantic segmentation and object localization are simultaneously extracted and reconstructed by corresponding decoders after a shared backbone. For efficient and robust tracking among instances, we introduce an instance-level correspondence across adjacent frames, which is represented by a center-to-center flow, termed as instance flow, to assemble messy dense temporal correspondences. Experiments demonstrate that the proposed method outperforms the state-of-the-art online methods (taking image-level input) on the challenging Youtube-VIS dataset (Yang et al., 2019).
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I. INTRODUCTION

Video instance segmentation [49], aiming at classifying, segmenting, and tracking object instances of specific classes, is a very challenging task. It finds a lot of applications in video scenarios, such as video editing, autonomous driving, and augmented reality. Recent state-of-the-art methods [1], [2], [6] achieve high segmentation and tracking performance by exploiting video-level cues when taking entire video sequences as inputs. However, such offline methods suffer from high computational costs and intolerable latency. Fast online methods taking image-level inputs are in great demand for practical applications.

While two-stage box-based methods achieve top performances in the image domain, they cannot easily extend their superiority into the video domain. This is because they usually deal with features or images cropped from the detected bounding boxes without alignment, failing to capture pixel-level temporal consistency. We embrace the observation that bottom-up methods dealing with box-free features could offer accurate spatial correlations across frames, which can be fully utilized for object and pixel level tracking. We first propose our bottom-up framework equipped with a temporal context fusion module to better encode inter-frame correlations. Intra-frame cues for semantic segmentation and object localization are simultaneously extracted and reconstructed by corresponding decoders after a shared backbone. For efficient and robust tracking among instances, we introduce an instance-level correspondence across adjacent frames, which is represented by a center-to-center flow, termed as instance flow, to assemble messy dense temporal correspondences. Experiments demonstrate that the proposed method outperforms the state-of-the-art online methods (taking image-level input) on the challenging Youtube-VIS dataset (Yang et al., 2019).

Prevalent image instance segmentation methods, such as Mask-RCNN [17], follow a two-stage paradigm [6], [15], [21], [30], i.e., first detecting bounding boxes of instances and then segmenting out the foreground inside each box. These image methods can be extended to the video counterpart by adding a tracking component based on the boxes [4], [49]. Matching or linking instances across frames is implemented by comparing detected bounding boxes or cropped features. Specifically, feature similarity, detection confidence, and interaction of union (IoU) between bounding boxes are often used. Depending on the detected boxes heavily, these methods have inevitable limitations for cases where multiple similar instances appear, especially when they are close. See the example in Fig. 1(b) where the seal instances are mismatched to the ones in the last frame. Erroneous matching occurs because of 1) the lack of spatial cues in the cropped features and 2) ambiguous feature embedding due to overlapped boxes.

Bottom-up box-free methods also attract increasing research attention in the image domain [7], [10], [41], [42], [43], [44], [48], [51] thanks to faster speed. Besides, bottom-up methods intrinsically preserve spatial correlation and context and hence they could offer and propagate more cues for instance matching across frames. These advantages make bottom-up methods suitable for video tasks. Yet, the major challenge for bottom-up image methods exists in assembling low-level semantic and spatial cues. For video instance segmentation, assembling such image cues as well as temporal correlations for instances is the key to improving the performance of bottom-up methods.

Fig. 1. Video instance segmentation for similar close instances using the state-of-the-art box-based method (SipMask [4]) and our approach. (a) Ground truth instance identities of the reference frame. (b) SipMask fails to track instance identity from the reference. (c) Our bottom-up approach handles similar close instances well with a new tracking strategy by preserving spatial correlation based on instance-level flows. Note that the color wheel in the top row indicates the direction of instance-level flows.
In this paper, we present a bottom-up video instance segmentation method by assembling instance-level flow to achieve both high-quality segmentation and robust tracking. We build up the framework based on the image method [10] and equip it with a temporal feature fusion module to encode inter-frame correlations. To better construct inter-frame correlations, we further introduce a new instance correspondence representation, i.e., instance flow, which is elaborately designed to assemble 2D flow vectors at the instance level. This representation allows the preservation of spatial correlation and context of instances and also avoids redundant instance-level feature-matching processes. Taking multiple reference frames into consideration is critical to the robustness of tracking due to occlusion, dis-occlusion, and motion blur. Accordingly, we propose a fast parallelizable assembling method that aggregates instance flows across a set of reference frames. We evaluate our method on the challenging video instance segmentation datasets, Youtube-VIS [49], against the state-of-the-art track-by-detect methods [4], [40], [47], [49], [50], and state-of-the-art offline methods, [1], [2]. Our method achieves the state-of-the-art result of 34.1 mAP on Youtube-VIS validation set.

In summary, our contributions are three-fold.

- A new bottom-up video instance segmentation model equipped with multi-scale temporal context fusion modules, achieving superior performance over most online methods on Youtube-VIS dataset.
- An efficient matching representation, instance flow, for encoding inter-frame correspondences between instances in two frames into a 2D vector field.
- A parallelizable instance flow assembling method, allowing fast and robust matching by taking advantage of multiple reference frames.

II. RELATED WORKS

A. Image Instance Segmentation.

Different from semantic segmentation, instance segmentation not only assigns each pixel a semantic class but also an object identity. Existing instance segmentation methods either adopt top-down [4], [17], [21] or bottom-up [7], [10], [41], [42], [43], [44], [48], [51] paradigm. Typically, modern top-down methods rely on a box-based approach that detects object bounding boxes and predicts a mask for each box. Unlike top-down methods, bottom-up methods can represent each instance in a box-free fashion.

In top-down methods, instance identity is represented by the bounding-box of the detected object. Among those box-based methods, Mask R-CNN [17] employs a region proposal generation network (RPN) equipped with RoIAlign feature pooling strategy and a feature pyramid networks (FPN) [28] to obtain fixed-sized features of each proposal. The pooled features are further used for bounding box prediction and mask segmentation. Followed by Mask R-CNN, several methods are proposed to improve pooling and confidence scoring strategy [21], [26], [30].

In bottom-up methods, there are more flexible ways to represent an instance, such as discriminating instances by their object centers [10], segmenting each instance mask by calculating object-specific coefficients for corresponding mask prototypes [4]. SOLO [43], [44] represents each instance by its location and size, thus avoiding discriminating different instances by the box. Polarmask [48] directly models instance contour by using 36 uniformly-spaced rays in polar coordinates, which can be assumed as a generalization of box representation that models each instance contour by 4 rays in polar coordinates. Panoptic-Deeplab [10] models semantic segmentation, object center heatmap, and center offset (defined as a 2D vector field pointing from each point to its corresponding object center) separately. After that, a computationally efficient assembly method is leveraged to correspond each pixel to its corresponding instance center and form the final instance segmentation output. SipMask [4] follows the previous one-stage method FCOS [38] and represents each instance by object-specific coefficients and corresponding mask prototypes. To achieve a more accurate segmentation result, SipMask divides the input image into four parts and predicts masks in each part separately.

B. Video Instance Segmentation.

Video instance segmentation [49] is a recently introduced problem that requires classifying, segmenting, and tracking object instances across frames. To track instances throughout time, the methods proposed for VIS task work either in an online or offline manner. Typically, Online methods segment instances in each frame then associate them using rules while offline methods directly model the spatial-temporal information of an instance by taking the entire video as input. The online methods are more practical for streamlining applications, but the performance of existing methods is far from that of offline methods because of the lack of long-term temporal correlation modeling.

For online VIS methods [4], [24], [25], [49], state-of-the-art methods typically leverage a top-down box-based framework and match instance identities regarding appearance, position, and class cues. MaskTrack R-CNN [49] extends the Mask R-CNN [17] with a tracking head to extract the appearance features of each instance and tracks instances throughout frames by leveraging a combination of position, class, and appearance similarity cues. SipMask-VIS [4] follows the tracking strategy used in MaskTrack R-CNN while predicting the basis mask and a set of coefficients to improve the segmentation quality. Since it follows the one-stage method FCOS [38] to predict masks, SipMask-VIS is much faster than MaskTrack R-CNN which builds on two-stage Mask R-CNN [17].

For offline methods [1], [2], [45], it typically models the temporal information by directly taking a sequence of frames as inputs. Different from the aforementioned two track-by-detect methods, STEm-Seg [1] takes advantage of the sequence-level input and directly models the spatial-temporal relation in the given sequence. More recently, MaskProp [2] leverages Mask R-CNN [17] to conduct image-level instance segmentation and then propagate the instance features throughout the sequence to refine masks and propagate instance identities. More recently, VISTR [45] utilizes a transformer-based network to model a video clip directly. In particular, a 3D positional encoding is
proposed for video prediction tasks. The instance segmentation predictions of VISTR are supervised to ordered thus no post-processing is needed to obtain the continuous instance identities across time.

C. Video Object Segmentation.

Video object segmentation (VOS) targets at segmenting foreground instances in a class-agnostic fashion [20], [22], [39], [50], [53]. Typically, the ground-truth mask of the first frame is available in this task.

Some previous methods for semi-supervised VOS rely on fine-tuning in real-time. OSVOS [3] leverages an online adaptation mechanism to fine-tune the ground-truth at the first frame. MaskTrack [35] propagates the segmentation masks from one frame to the next using optical flow. Although those methods achieve promising results, the inference speed is severely slowed down due to real-time fine-tuning.

Some other recent works aim to avoid online fine-tuning and lead to better run-time. Visual similarity [9], [52], motion cues [12], and temporal consistency [35], [50] are extensively used to track and segment the same object throughout the video. Ranking Attention Network (RANet) [46] leverages an encoder-decoder framework to learn pixel-level similarity and adopts a ranking attention module to select feature maps for fine-grained segmentation. Space-Time-Memory networks (STM) [33] constructs a memory bank for each object in the video and matches each frame to the memory bank to gather the temporal correspondence. The new frames can be added to the memory bank then the bank updates over time. Several follow-up works adopt STM as backbone and either apply at other tasks [11], [34], improve the augmentation policy or training data [11], [37], modify the memory fetching process [11], [19], [27], [31], [37]. More recently, Ge et al. [16] proposes a two-stream network in which one stream focuses on instance embedding learning while the other stream focuses on global feature embedding learning.

In addition to semi-supervised VOS, zero-shot VOS aims to automatically separate foreground objects from the background in videos. COSNet [32] introduces a differentiable co-attention mechanism to capture the rich relations between video frames thus better identifying the primary video foreground objects. On the other hand, MATNet [55] proposes a novel interleaved two-stream network architecture to learn powerful spatiotemporal object representations and employs a boundary-aware decoder to obtain segmentation with crisp object boundaries. Zhao et al. [54] uses scribble as an annotation to weakly supervise the training. SPR [13] leverages sparsity-based saliency reconstruction to generate a single-frame saliency map, making the best use of the static and motion priors.

III. METHOD

A. Overview

Given the target frame $T$ and a sequence of reference frames $R = \{R_i\}, i = 1, \ldots, L$, our goal is to densely track objects of specific classes with consistent identities. Note that we only take frames before the target frames the reference, and thus our method could be performed screamingly without looking ahead. Fig. 2 illustrates the overview of our method. We maintain a memory to store frame features computed by a backbone network. In particular, the memory is implemented as a queue of size $L$ to maintain features extracted from reference frames, where $L$ is the reference frame number. For every time step, we push the feature of the current frame to the memory and pop the feature of the earliest reference frame. In the intra-frame prediction module, inspired by the image-based method [10], the decoders predict a semantic segmentation map $S$, an instance center map $C$, and an intra-frame offset map $O^i$ in the target frame $T$. Each pixel in $O^i = \{(i, j) - c_{ij}^i\}$ stores the offset from its pixel coordinate $(i, j)$ to the assigned instance center coordinate $c_{ij}^i$. To leverage temporal information, we introduce a temporal context fusion module in the inter-frame prediction stage and generate an inter-frame offset map $O^r = \{(i, j) - c_{ij}^r\}$ towards corresponding centers $c_{ij}^r$ in reference frame $R$ for the later instance matching. Unlike box-based methods [49] that often use feature similarity for matching, our method assembles bottom-up flows to capture positional and directional information for robust instance matching. We elaborate detailed network design in Section III-B and instance matching with flows in Section III-C.

B. Network Design

Our network contains three main modules, a shared backbone for frame feature extraction, an intra-frame prediction module to obtain semantic and instance segmentation for current target frame (Fig. 2(a)), and an inter-frame prediction module for fusing temporal features and performing instance matching (Fig. 2(b)).

The backbone architecture of Deeplab V3+ [8] is adopted in our network. To efficiently boost inference speed, we archive the extracted high-level feature map into an external memory. In this way, the required feature maps of the reference frame can be directly read from the external memory.

1) Intra-Frame Prediction: Our method adapts the decoder architecture used in [10], [36] for intra-frame instance segmentation. We leverage decoders paired with separate atrous spatial pyramid pooling (ASPP) [8] for semantic and instance segmentation separately given the condition that those two tasks require different contextual and decoding information. The semantic decoder followed by a semantic head outputs the semantic segmentation $S$. The intra-frame decoder followed by a center head and offset head outputs the center heatmap $C$ and intra-frame offset $O^i$ respectively. In particular, we predict semantic segmentation of objects in various sizes with features in different decoder layers like extensively used FPN [28]. It helps to capture multi-scale information and thus produces better foreground masks in scenarios, such as partial occlusion and large-scale.

2) Inter-Frame Prediction: Our method constructs the inter-frame instance correspondence by regressing the offset $O^r$ towards its corresponding center in reference frames.

Temporal context fusion: To provide inter-frame information for the decoder, we propose a temporal context fusion (TCF) module to fuse the high-level feature maps between
target and reference frames. TCF module takes advantage of the compacted feature maps of both the target frame and reference frame as input and works following the standard dot-product attention scheme while being inserted into the network in a pyramid fashion. Given the target feature $f_{t}^{1/2}$ and reference features $\{f_{r,1}^{1/2}, \ldots, f_{r,L}^{1/2}\}$ at the resolution of $\frac{1}{s}H \times \frac{1}{s}W$, we first flatten both features then concatenate the reference features to obtain $F_{t}^{\frac{1}{2}} = \text{Flatten}(f_{t}^{\frac{1}{2}}) \in \mathbb{R}^{H W \times C}$ and $F_{r}^{\frac{1}{2}} = \text{Flatten}(f_{r,1}^{\frac{1}{2}} \oplus \ldots, \oplus f_{r,L}^{\frac{1}{2}}) \in \mathbb{R}^{\frac{H W}{s} \times C}$, where $H$ and $W$ is the original size of the input frame, $\oplus$ denotes the concatenation operation. After that, linear projections are applied on $F_{t}^{\frac{1}{2}}$ and $F_{r}^{\frac{1}{2}}$ to generate $Q_{t}$ and $K_{r}, V_{r}$ respectively. The fused feature can be computed as

$$F_{t}^{\frac{1}{2}} = F_{t}^{\frac{1}{2}} + \text{Softmax} \left( \frac{Q_{t}^{T} K_{r}}{\sqrt{d}} \right) V_{r} \quad (1)$$

where $\text{Softmax}(\cdot)$ is applied on the pixel dimension and $d$ is the dimension of the query $Q_{t}$. The $F_{t}^{\frac{1}{2}}$ are reshaped back to image size and then feed to the decoder. In the implementation, we employ the TCF module at both 1/32 and 1/16 resolution of features.

Concerning the network design for inter-frame offset prediction, we empirically add a separate branch in the decoder. Sharing the inter-frame decoder with intra-frame modules could fail because fused features containing position encoding of multiple frames will confuse the network and impair the precision of center prediction.

3) Loss Functions: The total loss $L_{total}$ can be boiled down to five components, cross entropy loss $L_{sem}$ for semantic segmentation, mean squared error loss $L_{cent}$ for instance center prediction, and L1 loss $L_{intra}, L_{inter}$ for intra-frame and inter-frame offset regression and shape consistency loss $L_{shape}$, respectively, taking the form:

$$L_{total} = L_{sem} + \lambda_{cent} L_{cent} + \lambda_{inter} L_{inter}$$

$$+ \lambda_{intra} L_{intra} + \lambda_{shape} L_{shape} \quad (2)$$

**Shape consistency loss:** It is essential to keep the intra-frame and inter-frame offset having a consistent shape. Given ground-truths and predictions of intra-frame and inter-frame offset, we calculate the $L_{shape}$ as

$$L_{shape} = \|(\tilde{O} - \bar{O}) - (O - \bar{O})\|^2_2 \quad (3)$$

where $\tilde{O}$ and $\bar{O}$ are the ground-truth of intra-frame and inter-frame offset respectively. And $O'$ and $\bar{O}'$ for predictions of intra-frame and inter-frame offset respectively.

C. Instance Flow Assembly

To robustly track instances across frames, we propose an efficient instance-level correspondence representation, i.e., instance flow, and its assembly strategy. As illustrated in Fig. 2(c), during instance assembly, we first conduct intra-frame instance grouping to obtain the intra-frame identity map, then match and propagate the identity from the reference frame to target frame using instance flow. Note that our inter-frame matching process involves multiple reference frames to enhance the tracking robustness.

**Instance flow:** Inspired by popular center-based bottom-up instance segmentation methods [7], [10], [36], [43], [44], we learn to segment object instances in videos in a bottom-up fashion by leveraging center representation. Each instance can be represented by a unique geometric center of the instance mask, which can be computed by averaging the coordinates of all pixels belonging to the instance. Thereby, tracking the instances in
a video sequence can be converted to tracking the instance centers in the sequence, which is a much easier task. To this end, we define a center-to-center flow, termed instance flow, which can be inferred by the offset residual. For each instance \( m \), we denote its center prediction as \( c_m \), intra-frame offset as \( O_t^m \) and inter-frame offset prediction as \( O_t^{\bar{R}m} \). In practice, we approximate instance flow by sampling and averaging over uniformly-spaced values of offset residual \( (O_t^{\bar{R}m} - O_t^m) \). The instance flow for instance \( m \) takes the form

\[
f_m = \frac{\int_{\Omega_m} (O_t^{\bar{R}m} - O_t^m) \, di \, dj}{\int_{\Omega_m} \, di \, dj}
\]

where \( \Omega_m = \{(i, j) \mid \text{ID}_{i,j} = m\} \). Specifically, ID is an identity map, each pixel \((i, j)\) stores the instance identity it is assigned.

As shown in Fig. 4, we visualize the intermediate values to compute the instance flow. Different from the optical flow that indicates pixel-wise motion information, the instance flow describes the motion at the instance level. Specifically, the instance flow can be assumed as the estimation of the offset between the geometry centers of the same instance among adjacent time steps.

1) Intra-Frame Instance Grouping: To obtain the instance identity map for instance flow computing, we assemble the center heatmap \( C \), intra-frame offset \( O_t^m \), and semantic segmentation \( S \) by a simple grouping operation. We first remove values in background area of heatmap \( C \) then obtain valid centers \( \{c_m\}, m = \{1, \ldots, M\} \) by performing a pixel-wise non-maximum suppression (NMS) \[10\]. Then, we assign the closest center to each pixel \((i, j)\) by comparing the distances between valid centers \( \{c_m\} \) and warped center coordinate \( \bar{c}_{ij} = (i, j) + O_t^{\bar{R}}_{ij} \) with respect to offset \( O_t^m \). Note that each center represents a unique instance, and thus the instance identity for each pixel \((i, j)\) is given by

\[
\text{ID}_{i,j} = \arg\min_{m \in \{1, \ldots, M\}} ||c_m - \bar{c}_{ij}||_2
\]

Consequently, pixels are grouped by instance identities. To obtain the final intra-frame instance identity map result, we further employ semantic prediction to filter out the background area and keep the instance identity in it as 0.

2) Inter-Frame Instance Matching: Fig. 3 illustrates the matching scheme based on instance flow. Note that the matching process can be easily implemented in a parallel fashion with each target and reference frame pair, and thus the inference time will not increase proportionally when considering multiple reference frames.

Instance distance metric: To match instances between a reference and target frame pair, we adopt a distance metric to measure the pair-wise instance correspondence. Given a target frame \( T \) and a reference frame \( R \), the center distance between each instance-pair in \( T \) and \( R \) can be represented as a matrix \( D_{T,R} \in \mathbb{R}^{M_t \times M_r} \) where \( M_t \) and \( M_r \) are the number of instances in target frame \( T \) and reference frame \( R \) respectively. We define each element in \( D_{T,R} \) represents the distance between the warped target center \( \bar{c}_{m} = c_m^t + f_m \) with respect to instance flow \( f_m \) in \( T \) and the reference center \( c_n^r \) in frame \( R \) by

\[
d_{m,n} = ||\bar{c}_{m} - c_n^r||_2
\]

where \( m \in \{1, \ldots, M_t\} \) and \( n \in \{1, \ldots, M_r\} \) are the instance identity for instance in frame \( T \) and frame \( R \) respectively.

Instance matching and propagation: Since the video instance segmentation is very challenging due to occlusions or motion blur, instance matching taking a single reference frame is not robust. We explore multiple reference frames to enhance tracking robustness. Given the instance \( m \) in the target frame \( T \), we
attempt to find the best-matched instance $\text{match}(m)$ who has the minimal instance distance to $m$, for all instances appear reference frames $\mathcal{R}$.

To propagate instance identity, instances in frame $T$ should either inherit identities from appeared instances in past frames $\mathcal{R}$ or be recognized as a new instance then be assigned a new identity. We use a threshold $\epsilon$ to filter unmatched instances based on center pair distance $D_{T, R}$ then assign them new instance identities.

3) Semantic Label: As defined in [49], the video instance segmentation task requires only one semantic label for all instances recognized as the same object in the video. In our method, we involve majority voting to determine the category for each instance. Different from [10], [36], we accumulate frame-level soft predictions in each frame and get the hard prediction only after traversing all frames in the sequence.

4) Confidence Score: To evaluate our instance segmentation results, we assign a confidence score to each instance. Following [10], we combine the confidence of both semantic segmentation and center heatmap to form the final score, which can be computed as

$$\text{Score}_{\text{inst}} = \text{Score}_{\text{sem}} \times \text{Score}_{\text{center}}$$

where $\text{Score}_{\text{sem}}$ is obtained from the average of semantic segmentation predictions within the region belonging to each object, and $\text{Score}_{\text{center}}$ is the unnormalized objectness score obtained from the class-agnostic center point heatmap.

IV. EXPERIMENTS

In this section, we present our results on YouTube-VIS [49] dataset, which contains 2238 training, 302 validation and 343 test video clips. Each video is annotated with per-pixel segmentation, category, and instance labels. The dataset contains 40 object categories. Since the evaluation on the test set is currently closed, we perform our evaluations on the validation set. The evaluation metric for this task is defined as the area under the precision-recall curve with different IoUs as thresholds.

A. Implementation Details

Training: We implement our method on Pytorch. Following Panoptic-Deeplab [10], we use DeepLab-V3+ architecture with Resnet-50 [18] as the backbone. During training, we adopt a “poly” learning rate policy where the learning rate is multiplied by $(1 - \frac{\text{iter}}{\text{iter}_{\text{max}}})^{0.9}$. For each iteration with an initial learning rate of 0.001 to all experiments. An adam [23] optimizer with $\beta_1 = 0.9, \beta_2 = 0.999$ and weight decay $= 0$ is leveraged. In particular, random cropping, scaling, and flipping are used in our training. We crop the input into $640 \times 640$ during training. We pre-trained the backbone, semantic decoder, and intra-frame decoder on COCO with only overlapped 20 categories for 180 k iterations. We utilize the pre-trained model and assign inter-frame decoder with the same pre-trained weights of intra-frame decoder then train our model with $8 \times$ NVIDIA V100 for 90 k iterations. The batch size is set to 32 during the training. To balance the magnitude of losses, we set $\mathcal{L}_{\text{cent}} = 100$ and $\mathcal{L}_{\text{inter}} = \mathcal{L}_{\text{intra}} = \mathcal{L}_{\text{shape}} = 0.01$. The reference frame is randomly chosen among all frames in the video. To force the network to pay more attention to small objects (as COCO definition [29]), we give three times the weights for small instances when calculating the loss of center and offset predictions. The instance flow of the $m$-th instance is computed by averaging the values of offset residual $O_m - O_m^\text{iter}$ in the instance area $\Omega_m$ in the implementation.

Inference: In the inference step, we set the number of reference frames to four for each target frame as default. The reference frames are selected from the first frame and three adjacent frames before the target frame. We set NMS kernel size to 41, NMS threshold to 0.15, and leverage the multi-scale fusion. The scales are set to $\{0.5, 0.75, 1.0\}$ during inference as prior methods [36].

B. Main Result

In this section, we compare our method with other state-of-the-art video instance segmentation methods.

Quantitative result: We compare our method with popular box-based and box-free video instance segmentation methods in Table I. Notably, our method achieves an mAP of 34.1 and a real-time speed (37 FPS after parallel optimization on a single NVIDIA V100 16 G GPU) given 4 reference frames, which outperforms all other image-level methods, i.e., ones taking image-level input instead of the entire video during inference. Specifically, it surpasses other box-free methods by a large margin of 3.5 percent in terms of mAP. For box-based methods, it outperforms MaskTrack R-CNN by 3.8 and Sip-Mask by 0.4 in terms of mAP. The gap between our method and MaskProp [2] mainly comes from: (1) MaskProp is an online method that combines multiple networks to propagate features and masks to neighbor frames for refinement. (2) MaskProp involves several strong feature extraction modules such as deformable convolution [14] to align the features. Since we aim to explore efficient online video instance segmentation methods, sequence-level correspondence and complicated network structures are beyond the scope of this work.

Fig. 6 illustrates the average precision and average recall of our model against MaskTrack-R-CNN [49]. The segmentation quality decreases with the instance size varying from large to small as the COCO definition [29]. We found that our method has better performance for medium and large instances in terms of both average precision and average recall while, for small instances, our method shows inferior performance. Two reasons may result in the degradation - (a) the centers of small instances are more difficult to predict, (b) since the instance flow is averaged from the offset residual on each object region, the small instance has fewer pixels to average thus perhaps leading to inaccurate instance flow.

Qualitative result: We present our qualitative result in Fig. 5 and compare it against the state-of-the-art top-down methods MaskTrack R-CNN [49] and SipMask [4]. The result shows that MaskTrack R-CNN and SipMask fail to track or even segment instances for cases where similar instances are close. In contrast, our method produces high-quality instance segmentation and tracking results. This implies that our method generates
TABLE I
QUANTITATIVE COMPARISON ON YOUTUBE-VIS VAL SET

| Method          | Input Type | AP  | AP50 | AP75 | AR1  | AR10 |
|-----------------|------------|-----|------|------|------|------|
| IoUTracker+ [49]| Image      | 23.4| 36.5 | 25.7 | 28.9 | 31.1 |
| SeqTracker [49] | Image      | 27.5| 45.7 | 28.7 | 29.7 | 32.5 |
| DeepSORT' [47]  | Image      | 26.1| 42.9 | 26.1 | 27.8 | 31.3 |
| MaskTrack R-CNN [49] | Image     | 30.3| 51.1 | 32.6 | 31.0 | 35.5 |
| SipMask [4]     | Image      | 33.7| 54.1 | 35.8 | 35.4 | 40.1 |
| VISTR [45]      | Video      | 36.2| 59.8 | 36.9 | 37.2 | 42.4 |
| MaskProp [2]    | Video      | 40.0| -    | 42.9 | -    | -    |

Box-free Methods

| Method          | Input Type | AP  | AP50 | AP75 | AR1  | AR10 |
|-----------------|------------|-----|------|------|------|------|
| FEELVOS [40]    | Image      | 26.9| 42.0 | 29.7 | 29.9 | 33.4 |
| OSMN [50]       | Image      | 27.5| 45.1 | 29.1 | 28.6 | 33.1 |
| STEm-Seg [1]    | Video      | 30.6| 50.7 | 33.5 | 31.6 | 37.1 |
| Ours            | Image      | 34.1| 54.0 | 37.6 | 36.1 | 41.9 |

Fig. 5. Visual comparison to the state-of-the-art video instance segmentation methods, MaskTrack R-CNN [49] and SipMask [4]. Colors indicate instance identities (best viewed in color). We show that our method generates more accurate and temporally consistent results, while MaskTrack R-CNN and SipMask attempt to mismatch or even miss instances for the cases where similar instances are close.
Fig. 6. **Quantitative comparison with Mask-Track-RCNN [49] among instances with different sizes.** The AP and AR are average precision and average recall respectively. The small, medium, large instance are defined as the COCO dataset [29].

Fig. 7. **Visualization of intermediate predictions of our method.** Colors in semantic segmentation indicate category labels. Colors in intra-frame offset and inter-frame offset indicate the directions of the offset vectors.

**TABLE II**

| Fusion Method          | mAP | AP75 |
|------------------------|-----|------|
| Concat + CONVS         | 30.5| 32.0 |
| Concat + Cascade ASPP  | 31.0| 32.6 |
| TCF module             | 34.1| 37.6 |

*Cascade ASPP [36]: Cascaded Atrous Spatial Pyramid Pooling. CONVS: 2D-convolution with the same depths of Cascade ASPP.*

**TABLE III**

| Reference Frame        | mAP | AP75 |
|------------------------|-----|------|
| 1 adjacent frame       | 26.2| 25.4 |
| First + adjacent 1 frame| 28.0| 28.9 |
| First + adjacent 2 frames| 33.4| 37.4 |
| First + adjacent 3 frames| 34.1| 37.6 |
| First + adjacent 4 frames| 32.2| 36.1 |

Note that we use adjacent frames before the target frame.

more accurate and temporally consistent results than previous box-based methods. To better illustrate our instance assembly process, we also visualize some intermediate results predicted by the network including center heatmap, semantic segmentation, intra-frame offset, and inter-frame offset shown in Fig. 7. To best visualize, we mask both centers and offset maps with predicted foreground masks in the semantic segmentation.

**C. Ablation Study**

We conduct extensive ablation experiments on the same backbone (ResNet-50) with several design choices, in terms of the network module, reference frames, and instance flow.

*Inter-frame feature fusion:* To investigate the effectiveness of our TCF module, we train two baseline models with the same setting as our best result. As shown in Table II, the TCF module brings 3.6 mAP and 3.1 mAP gain against pure convolutions and cascade ASPP [36] respectively. This demonstrates that our proposed TCF module helps the decoder learn better embeddings of inter-frame correspondence.

*Reference frame number:* In Table III, we experiment with different reference frame numbers when conducting the inter-frame instance matching. We found that leveraging a single reference frame only leads to 26.2 mAP whilst multiple reference frames matching can produce our best result of 34.1 mAP with a reference frame number of four. Here, the first frame is involved to mitigate the error propagation problem. We would like to highlight that our multi-frame matching strategy is designed to be easily parallelizable, thus no additional latency will be introduced by utilizing multiple reference frames in comparison to using only a single reference frame after parallel optimization.

*Flow assembly methods:* Instance flow is the core of our assembly method in the tracking procedure. Here, we elaborate on the motivation for why we compute it from the offset
residual. We perform the comparison on different flow estimation methods taking pure inter-frame offset and affinity field [5].

The affinity field is extensively used in human pose estimation, while we modify it here to define the affinity field as a unit vector field on instance movement trajectories. During inference, the model trained with affinity field shares a similar instance assembling scheme as inter-frame instance matching module. The only difference is that the instance flow \( f \) is calculated by the line integral along the instance movement trajectory as defined in [5]. Besides, since inter-frame offset cannot be used to propagate instance identity directly, we compare our model with two baseline settings. We first compare the IoU-based single-frame propagation method proposed in [36]. Then, to fairly compared with our multi-frame matching pipeline, we calculate the instance flow by directly averaging the inter-frame offset separately for each instance given the condition that the regressed object centers are defined as the instance barycentric centers. The results are shown in Table IV implies that offset residual is the best approach to estimate the instance flow.

To analyze, different from the affinity field defined on limbs in pose estimation, movement trajectories of instances have no semantic meaning thus hard for the network to regress. In addition, the affinity field will be ambiguous facing intersecting movement trajectories. Concerning the result of inter-frame offset, the low mAP of 26.0 for single-frame IoU matching suggests that a single reference frame is not robust in the video instance segmentation task. Similarly, by averaging the inter-frame offset directly, the averaged value equals our defined instance flow only in the condition that both center and foreground predictions are perfect. However, this is not true in challenging scenarios, such as motion blur and occlusion, thus resulting in a lower performance of 30.4 mAP than offset residual. Specifically, offset residual addresses this problem by calculating a relative vector between two offsets. This benefits the instance flow estimation by avoiding the negative influence of incomplete foreground mask predictions. It is worth to mentioning that intentionally constraining the shape consistency between intra-frame and inter-frame offset also benefits our method. Without shape loss, the performance will drop by around 1.5 mAP.

**Supervision in the background area:** The background area of offset and center prediction is filtered out during instance assembly. We mask out the loss in the background area during training and expect it to bring better performance. To verify this, we ablate the supervisions with different settings in the background area as presented in Table V. For the cases with loss in the background area, the ground-truth value in the background is set to zero. As shown in Table V, training network with background loss for center prediction results in a 1.9 mAP drop compared to our default training scheme. On the other hand, with background offset losses, the performance will plummet to 29.2 mAP. As shown in Fig. 8, the center heatmap and offset predictions have random patterns in the background area. However, the predictions in the foreground area are clear. The offset prediction has a broader area than the instance pointing to the instance center, which can predict a more accurate offset residual without possible blurred edges.

The reason that background supervisions result in worse performance may attribute to two reasons. First, the network can save parameters to suppress the values in the background without supervision, which may bring better foreground and edge results. Besides, constraining values in the background area to zero values will bring false-negative predictions thus missing instances. In our experiment, this happens, especially for small instances. Since our method tracks instances depending on previous instance segmentation results, seamless low-quality instance predictions can break our tracking pipeline.

**Table IV**

| Offset Category          | mAP | AP75 |
|--------------------------|-----|------|
| Affinity field [5]       | 23.3| 24.1 |
| Inter-frame offset-IoU[36]| 26.0| 27.0 |
| Inter-frame offset-AVG   | 30.4| 31.4 |
| Offset residual (Ours)   | 32.6| 36.0 |
| Offset residual + shape loss (Ours) | 34.1| 37.6 |

Three instance correspondence representations are compared, including affinity field, inter-frame offset, and offset residual. To fairly compare with our method, two strategies are leveraged to compute the instance flow using inter-frame offset.

**Table V**

|            | Center | Intra-offset | Inter-offset | mAP | AP75 |
|------------|--------|--------------|--------------|-----|------|
|             | ✓      | ✓            | ✓            | 32.2| 34.3 |
|             | ✓      | ✓            | ✓            | 29.2| 30.6 |
|             | ✓      | ✓            |              | 28.1| 28.1 |
|             |        |              |              | 34.1| 37.6 |

✓ here denotes training with loss in the background area.

Fig. 8. **Visualization of predictions with or w/o loss in the background area.** A filter is applied on offset predictions to filter out small values before visualizing. For semantic segmentation and offset predictions, the colors represent classes and directions respectively.
Ablation Experiments for Instance Scoring

| Score     | mAP  | AP75 |
|-----------|------|------|
| Semantic Score | 33.8 | 37.5 |
| Center Score   | 33.5 | 37.3 |
| Instance Score  | 34.1 | 37.6 |

Semantic score is the averaged value of the class probability of each object. The center score is the peak value of the predicted gaussian center heatmap of each object. The instance score is a product of the semantic score and center score.

Ablation Experiments of Intra-Frame Instance Grouping

| Window size | Threshold | mAP  | AP75 |
|-------------|-----------|------|------|
| 21          | 0.05      | 32.0 | 36.1 |
| 21          | 0.15      | 33.9 | 37.4 |
| 21          | 0.25      | 33.6 | 36.7 |
| 41          | 0.05      | 32.1 | 36.1 |
| 41          | 0.15      | 34.1 | 37.6 |
| 41          | 0.25      | 33.9 | 37.1 |

The window size and threshold are for NMS of the center heatmap in intra-frame instance grouping.

**Instance scoring:** VIS task requires giving instance confidence before evaluation. Previous methods leverage the detection confidence [49] as the confidence score for instance prediction. However, since VIS assumes an instance as true positive only if it has correct class prediction as well as a mask prediction with over 0.5 IoU of ground-truth, a sole high detection score can not lead to the true positive rate. We combine the semantic confidence and center confidence [10] here to consider both class and position aspects. As shown in Table VI, purely utilizing semantic confidence or center confidence will result in sub-optimal performance.

**NMS parameters of intra-frame instance grouping:** In this section, we show the influence of different parameter choices when conducting the intra-frame instance grouping. Since we represent each instance by its center, it is vital to get an accurate center coordinate from the gaussian center heatmap. We conduct NMS to filter out mom-maximum values and only keep one peak value in the gaussian heatmap within a given window (equivalent to a max-pooling layer) as a valid center of instance if it is larger than a threshold. We ablate the window size and threshold value as shown in Table VII. The window size shows a minor influence on the final instance prediction performance while the center threshold has a relatively stronger impact on results. Since the threshold is applied to select highly confident centers, a smaller threshold may result in a slack center selection and create redundant centers in the inter-frame instance matching. In contrast, if a restricted threshold is adopted, some instance centers may be neglected which will result in missing instances.

**D. Limitation**

Although our method can generate instance masks accurately, there are limitations. A failure case is shown in the Fig. 9. Our method fails to segment a high-quality mask of the lizard, which can be accounted by the appearances of the background and the foreground object are similar thus increases the ambiguity of the boundary regions.

**V. Conclusion**

In this paper, we have presented a bottom-up one-stage framework for video instance segmentation. We impose a dot-product attention-based temporal context fusion module to learn the embeddings of implicit inter-frame instance correspondence. To leverage the learned embeddings, we further introduce the instance flow to encode inter-frame instance correspondence into a 2D vector flow. To facilitate multiple frame instance matching, an efficient multiple frame matching strategy is further proposed. The comprehensive experiments on the Youtube-VIS dataset verify the effectiveness of the proposed approach and show that the proposed method outperforms current image-level state-of-the-art works on the video instance segmentation task.

**Future work:** Our instance flow assembly scheme is not only suitable for video instance segmentation but also general for other dense tracking tasks, such as video object segmentation (VOS) [20], [53] and video salience detection (VSD) [13], [54]. The only difference from our pipeline is that the VOS and VSD cannot provide clear semantic segmentation $S$, and we can replace the semantic head with a matching mask head (for VOS) or an image saliency detection head (for VSD). It needs additional efforts to design the pipeline and training data. We will leave the extension for future work.
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