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Abstract—Nonnegative matrix factorization (NMF) is widely used for clustering with strong interpretability. Among general NMF problems, symmetric NMF is a special one that plays an important role in graph clustering where each element measures the similarity between data points. Most existing symmetric NMF algorithms require factor matrices to be nonnegative, and only focus on minimizing the gap between similarity matrix and its approximation for clustering, without giving a consideration to other potential regularization terms which can yield better clustering. In this paper, we explore factorizing a symmetric matrix that does not have to be nonnegative, presenting an efficient factorization algorithm with a regularization term to boost the clustering performance. Moreover, a more general framework is proposed to solve symmetric matrix factorization problems with different constraints on the factor matrices.

Index Terms—symmetric matrix factorization, generalized optimization framework, clustering

I. INTRODUCTION

Nonnegative matrix factorization (NMF) [15] problem is formulated as the following: given a data matrix $X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{m \times n}$ containing n observations, each observation denoted as $x_i$ is an m dimensional vector, where $\mathbb{R}^{m \times n}$ denotes the set of $m \times n$ element-wise nonnegative matrices. NMF aims to find a lower-rank matrix approximation represented by:

$$X \approx UV^T, \quad (1)$$

where $U = [u_1, u_2, \ldots, u_k] \in \mathbb{R}_+^{m \times k}$, and $V = [v_1, v_2, \ldots, v_k] \in \mathbb{R}_+^{n \times k}$. Typically, squared Frobenius norm is used to measure the distance between $X$ and $UV^T$, so the objective in NMF is formulated as [10]:

$$\min_{U,V\geq 0} \|X - UV^T\|_F^2, \quad (2)$$

where $\|Q\|_F^2 = \sum_{i,j} Q(i,j)^2$. Usually, $k$ is assumed to be smaller than $\min\{m, n\}$, thus NMF can be regarded as a lower-rank approximation problem.

Apparently, the NMF paradigm described above conducts clustering based on input data directly and assumes data is well linearly separable. However, for data that lies in a specific manifold (say a certain sphere or two moons), it will yield a poor result. Therefore, graph clustering is introduced to overcome the difficulty based on a matrix that measures the similarity between each data point [12]. The factorization of similarity matrix $A \in \mathbb{R}_+^{n \times n}$ will yield a lower-rank matrix $H \in \mathbb{R}_+^{n \times k}$ which plays a similar role as $V$ for cluster assignment [7], [12], [20], [22]. Specifically, symmetric NMF formulates the objective as:

$$\min_{H \geq 0} \|A - HH^T\|_F^2, \quad (3)$$

where $k$ is the number of clusters. Compared to classical NMF, symmetric NMF is more flexible in terms of admitting any reasonable measurement with mixed signs such as cosine similarity [21], [32], [34].

Previous work on symmetric NMF mostly requires that the matrix $H$ is nonnegative. Therefore, even $A$ is not explicitly constrained to be non-negative, in practice, it is equivalent to setting the negative elements to be 0. When symmetric NMF is applied to graph clustering, the result is directly obtained from $H$ while directly ignoring some other techniques such as graph regularization to promote clustering performance.

In this paper, we comprehensively study symmetric matrix factorization with its application in graph clustering. Our contribution is threefold:

- We first extend vanilla symmetric NMF and study a more general case where there is no non-negative constraint on $H$ and interpret it in a meaningful manner. We propose a very efficient updating algorithm that can be extended to the non-negative case.
- A regularization term is added to boost the clustering performance. Instead of merely focusing on minimizing the objective $\|A - HH^T\|_F^2$, we impose graph regularization term to ensure that data points with higher similarity value share more similar cluster indicators, and vice versa, with $H$ admitting mixed signs.
- We propose a general framework that can deal with symmetric matrix factorization problems with various constraints by learning the stepsize adaptively.

This paper is organized as follows: Section II describes the motivation behind the problem. Section III provides the problem formulation and optimization methods, including one column-wise update method with fast speed, and one more general framework. Section IV shows the convergence rate of our method. Section V reports the experimental results on both image datasets and text datasets, followed by the Conclusion Section. Our code is available on GitHub.1

1https://github.com/clair-lab/Symmetric-Matrix-Factorization
II. MOTIVATION

In symmetric NMF for clustering, the objective function (3) is to measure the gap between the original similarity matrix $A$ and $HH^T$, where $H$ is the clustering assignment matrix with nonnegative constraint. However, most algorithms only aim to minimize the gap $\|A - HH^T\|_F^2$, while ignoring the potential over-fitting which may lower the clustering performance. Following the idea in graph regularization [4], [6]: data points that have high similarity (in $A$) should have closer clustering indicators (rows of $H$), and vice versa, which is demonstrated as Fig. 1. Accordingly, the regularization term is given by:

$$\min_{H \geq 0} \sum_{i,j=1}^n A_{ij} \| h^i - h^j \|_2^2,$$

(4)

where $h^i$ denotes $i$-th row in $H$.

Though theoretically, $A$ admits mixed signs, however, due to the nonnegative constraint on $H$, negative elements are treated as 0 after projection and play no role in learning. Therefore, we remove the nonnegative constraint on $H$. Naturally, if $A_{ij}$ is negative, the indicators should be significantly different and $A_{ij} \| h^i - h^j \|_2^2$ remains negatively small, which is in accordance with the spirit of graph regularization. Negative element $h_{ij}$ denotes the unlikelihood of $i$-th data belonging to $j$-th cluster while positive represents the very likelihood. Therefore we formulate the objective with regularization as:

$$\min_H \|A - HH^T\|_F^2 + \lambda \sum_{i,j=1}^n A_{ij} \| h^i - h^j \|_2^2,$$

(5)

where $\lambda$ is the tuning regularization parameter.

To verify whether the regularization term can help to boost the clustering performance, a pilot experiment is conducted on COIL-20 data set [23]. Fig. 2 shows clustering accuracy [33] comparison obtained from the same initialization and constraint (admitting mixed signs on $H$) with the only difference being the existence of the regularization term. We can see that the clustering performance is significantly improved by incorporating the regularization term into the objective, especially when the number of clusters grows larger.

Moreover, regarding $H$, there can be different constraints on it. One can verify that if $H^TH = I$, then it becomes spectral clustering [11], [24]; if all is zero except one element is 1 in each row of $H$, then it is K-means; if each row is nonnegative and the sum is 1 [16], [26], then it is the probability distribution to each cluster. Instead of proposing ad-hoc algorithms with various constraints, we will systematically address the problem by providing a general framework that can obtain optimal solutions with updates efficiently.

III. FORMULATION AND ALGORITHM

In this section, we propose our algorithm to solve (5) which enjoys faster convergence than its existing counterparts.

A. Reformulation

By noting the regularization term is in row-wise form, we are to reformulate the objective in a more compact way as:

**Theorem 1.** (5) is equivalent to:

$$\min_H \| A - \lambda L - HH^T \|_F^2,$$

(6)

where $L$ is the Laplacian matrix given by $L := D - A \in \mathbb{R}^{n \times n}$ and $D$ is the degree matrix, which is diagonal defined as: $D(i,i) = \sum_j (A(i,j))$.

**Proof of Theorem 1.** Following [4], we have:

$$\sum_{i,j=1}^n A_{ij} \| h^i - h^j \|_2^2 = 2tr(H^TLH).$$

(7)

Therefore, (5) is equivalent to

$$\min_H \| A - HH^T \|_F^2 + 2\lambda tr(H^TLH).$$

(8)

By expanding (6), we obtain:

$$\min_H \| A - \lambda L - HH^T \|_F^2 = \min_H tr((A - \lambda L - HH^T)^T (A - \lambda L - HH^T))$$

$$= \min_H \| A - HH^T \|_F^2 + 2\lambda tr(H^TLH) + \text{terms irrelevant to } H.$$
Thus we conclude that solution to (5) is the same as to (6) in terms of optimizing $H$.

B. Column-Wise Fast Update

Given the new formulation in (6), we now turn to provide detailed updating rule for $H$.

We first denote $A - \lambda L$ as $M$, obviously $M$ is still symmetric, though not necessarily positive definite. The optimization problem thereafter can be reformulated as:

$$\min_H f(H) = \|M - HH^T\|_F^2.$$  \hspace{1cm} (10)

The above problem, theoretically speaking, has closed solutions, though not unique (unless $M$ is negative semi-definite). One can see that if $H$ is an optimal solution, then $HR$ admits the same objective as long as $RR^T = I$ ($R \in \mathbb{R}^{k \times k}$).

Applying Lemma 1 on the LHS, we have:

$$\langle H^*P^T + H^*H^T, (H^* - P^*)^T \rangle = \langle H^*P^T - P^*H^T, (H^* - P^*)^T \rangle \leq \sigma_1 \left( \frac{P^*H^T + H^*P^T}{2} \right) \langle H^* - P^*, H^* - P^* \rangle \leq \sigma_1 \left( \frac{P^*H^T + H^*P^T}{2} \right) \|H^* - P^*\|_F^2 \leq \|H^*P^T\|_F \|H^* - P^*\|_F^2.$$

Combining the above two equations we have:

$$(2\lambda + \sigma_n(M))\|H^* - P^*\|_F^2 \leq \|H^*P^T\|_F \|H^* - P^*\|_F^2. \hspace{1cm} (17)$$

Thus, if $\lambda > \|H^*P^T\|_F - \sigma_n(M)$, then $H^* = P^*$ and any critical points satisfying (12) are also those for (10).

The following theorem gives a bound for $\|H^*P^T\|_F$.

**Lemma 2.** For (11), suppose the objective decreases with initialization $P_0 = H_0$, then for any $k \geq 0$, the iterate $(H_k, P_k)$ generated by any algorithm satisfies:

$$\|P_k\|_F \leq \|M - H_0P_0\|_F + \|M\|_F. \hspace{1cm} (18)$$

**Proof of Lemma 2.** By the assumption that the algorithm decreases the objective function, we have:

$$\|M - H_kP_k\|_F^2 + \lambda \|H_k - P_k\|_F^2 \leq \|M - H_0H_0^T\|_F^2$$

$$\implies \|H_kP_k\|_F \leq \|M\|_F + \|M - H_kP_k\|_F.$$
be negative, it is very time-consuming if eigenvalue decomposition is utilized given its complexity level being \(O(n^3)\) when \(n\) is large. Therefore, we can divide it into the following cases:

- When \(M\) is PSD, then \(\lambda > \frac{1}{2}(\|M\|_F + \|M - H_0p_0^T\|_F)\) will naturally satisfy the requirement, admitting desired optimal solutions.

- When \(M\) is not PSD, we can first compute the leading eigenvalue \(\lambda\) by power iteration or Lanczos method [13], which gives \(O(\log(n)/k)\) and \(O((\log(n)/k)^2)\) convergence rate, respectively [31]. By setting \(\lambda > \frac{1}{2}(\|M\|_F + \|M - H_0p_0^T\|_F + |t|)\), one can verify that it will obtain desired solution with significantly reduced complexity than eigenvalue decomposition.

To end this proof part, we propose an efficient algorithm that will decrease the objective monotonically.

By noticing \(HP^T = h_jp_j^T + \sum_{j\neq i} h_j p_j^T\), we can optimize \(H\) and \(P\) column by column. Different from the column-wise update process proposed in other studies [27], [29], there is no assumption needed in our update algorithm, the update formula in our method is much more straightforward and a detailed proof of sufficient decrease in objective function with our method is provided.

Denote \(\bar{M} = M - \sum_{j\neq i} h_j p_j^T\), we have:

\[
\begin{align*}
    h_i^+ &= \arg\min_{h_i} \left\{ \|\bar{M} - h_i p_i^T\|^2 + \lambda \|h_i - p_i\|^2 \right\} \\
    &= \arg\min_{h_i} \left( \|p_i\|^2 + \lambda \right)h_i^2 - 2(h_i, \lambda p_i + \bar{M} p_i) \\
    &= \frac{(\bar{M} + \lambda I)p_i}{\|p_i\|^2 + \lambda}.
\end{align*}
\]

Moreover, by noticing the strongly convexity \((\alpha = 2(\|p_i\|^2 + \lambda))\) of objective w.r.t. \(h\), one have:

\[
\begin{align*}
    f(h_i, p_i) - f(h_i^+, p_i) \\
    \geq & \langle \nabla h, f(h_i^+, p_i) - f(h_i, p_i) \rangle + \frac{\alpha}{2} \|h_i - h_i^+\|^2 \\
    \geq & \lambda \|h_i - h_i^+\|^2,
\end{align*}
\]

which indicates a sufficient decrease by updating \(h_i\). Similarly, one can have the same conclusion while updating \(p_i\).

Fig. 3 shows the convergence curves of Algorithm 1, SymANLS [35] and alternating direction method of multipliers (ADMM) [3] when solving symmetric matrix factorization problem. From the figure, we see Algorithm 1 converges very fast which indicates its superiority.

C. A More General Framework for Constrained Optimization

Though the above subsection describes a simple, yet very efficient algorithm to obtain an optimal solution, still it can’t deal with most constraint problems such as \(\|h\|_2 = 1\), \(\|h\|_0 \leq s\), etc. [18], where different constraint indicate various meanings such as sparsity, probability distribution etc. In this subsection we propose a more general framework to solve (10).

Recall the relationship between second-order Taylor expansion and gradient descent:

\[
f(y) \approx f(x) + \langle \nabla f(x), y - x \rangle + \frac{1}{2} \langle y - x, \nabla^2 f(x)(y - x) \rangle.
\]

If we replace Hessian \(\nabla^2 f(x)\) with \(\frac{1}{t} I\), then \(\min f(y)\) is to minimize \(\|y - x + t\nabla f(x)\|^2\), where \(t\) is the step size in gradient descent method. It can be verified that:

\[
\nabla f(H) = 4(\nabla H H^T H - MH).
\]

By invoking (21) to update \(H^+\), we get:

\[
H^+ = \arg\min_{H' \in \mathbb{H}} f(H') \\
= \arg\min_{H' \in \mathbb{H}} f(H) + \langle \nabla f(H), H' - H \rangle + \frac{1}{2t} \|H' - H\|^2_F \\
= \arg\min_{H' \in \mathbb{H}} \frac{1}{2t} \|H' - (H - t\nabla f(H))\|^2_F \\
= (H - t\nabla f(H)).
\]

\(\mathbb{H}\) denotes the feasible set satisfying the constraint. Step size \(t\) in the above update rule should be relatively small to avoid gradient explosion. However, if it is too small, the convergence becomes slow, which should be avoided as well. As a contribution, we propose a method with adaptive stepsize which will make the objective decrease monotonically.

Algorithm 2 provides a generalized framework to solve any symmetric matrix factorization with different constraints. Below we provide some concrete examples:
Lemma 3. For a function $f$ monotonically by introducing the following lemma to begin: 

\[ f(H) = 4(H_i H_i^T H_i - M H_i). \]

\[ L_i = 4\sigma_{max}(H_i H_i^T - M) + 8\sigma_{max}(H_i^T H_i). \]

\[ H_{i+1} = p_i(H_i - t \nabla f(H_i)), \text{ where } t = \frac{1}{2\alpha}. \]

\[ i = i + 1. \]

end while

Output: $H_K$.

- **Example I:** Nonnegative constraint $H \geq 0^2$:
  \[ H^+ = \max\{H - t\nabla f(H), 0\}. \quad (24) \]

- **Example II:** Unit constraint $\|h\|_2 = 1$:
  \[ h^+ = \frac{h - t \nabla f(h)}{\|h - t \nabla f(h)\|_2}. \quad (25) \]

- **Example III:** Sparsity constraint $\|h\|_0 \leq s$:
  WLOG, assume the top $s$ entry with maximum magnitude in $h$ is indexed as $[1, s]$, then [19]
  \[ h^+ = \begin{cases} (h - t \nabla f(h))_j & \text{if } j \in [1, s], \\ 0 & \text{otherwise}. \end{cases} \quad (26) \]

- **Example IV:** Orthogonality Constraint $H^T H = I$:
  \[ H^+ = U^T V, \]
  where $[U, \Sigma, V] = \text{svd}(H - t\nabla f(H)). \quad (27) \]

- **Example V:** $\ell_1$-norm constraint on $\|h\|_1 \leq \alpha$ [2]. By denoting $T_{\lambda}(h) = [h - \lambda e]_+ \odot \text{sgn}(h)$, we have:
  \[ h^+ = \begin{cases} h & \text{if } \|h\|_1 \leq \alpha, \\ T_{\lambda^*}(h) & \text{otherwise}, \end{cases} \quad (28) \]

where $\lambda^*$ is positive root for $\|T_{\lambda}(h)\|_1 = \alpha$ which can be solved within $O(\alpha \log(\alpha))$ [5].

IV. CONVERGENCE ANALYSIS

In the last section we mentioned the step size $t$ should not be too large or small, and in this section, we will determine the best $t$ in each update which guarantees the objective decreases monotonically by introducing the following lemma to begin:

**Lemma 3.** For a function $f$ with a Lipschitz continuous gradient $L$, if $\|\nabla f(x) - \nabla f(y)\|_2 \leq L \|x - y\|_2$ then $f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{L}{2} \|y - x\|_2^2$.

**Proposition 1.** For (10), in each $i$-th update, $L_i = 4\sigma_{max}(H_i H_i^T - M) + 8\sigma_{max}(H_i^T H_i)$.

**Proof of Proposition 1.** For sake of simplicity, we denote $H$ as $H_i$. With Lemma 3, it is equivalent to show $f(H) - 2\frac{1}{2}\alpha \|H_i H_i^T - H_i^2\|^2_F$. By denoting $H'$ as $H + \Delta H$, we have:

\[ f(H + \Delta H) = f(H) - \langle \Delta H, \nabla f(H) \rangle \]

\[ = 2H H^T (M - \Delta H H^T) + \|\Delta H H^T + \Delta H H^T\|^2_F \]

\[ \leq 2(H H^T (M - \Delta H H^T) + \|\Delta H H^T\|^2_F + 4\sigma_{max}(H H^T)\|\Delta H H^T\|^2_F \]

\[ = 2(H H^T (M - \Delta H H^T + 4\sigma_{max}(H H^T)\|\Delta H H^T\|^2_F \]

\[ \leq [\sigma_{max}(H H^T)\|\Delta H H^T\|^2_F + 4\sigma_{max}(H H^T)\|\Delta H H^T\|^2_F \]

\[ = \frac{L}{2}\|\Delta H H^T\|^2_F, \quad (29) \]

where $\sigma_{max}(\cdot)$ denotes the maximum singular value.

\[ \Box \]

Below we show that the objective function $f(H)$ in Algorithm 2 has sufficient decrease in each update with step size $t = \frac{1}{2\alpha}$ and the generated sequence is convergent.

**Theorem 3.** Let $g(H) := f(H) + C(H)$ be the objective function sequence generated by Algorithm 2 with constant step size $t_k = \frac{1}{2\alpha}$. Then the sequence $g(H_k)$ obeys sufficient decrease:

\[ g(H_k) - g(H_{k-1}) \geq \frac{L}{2}\|H_k - H_{k-1}\|^2_F. \]

**Proof of Theorem 3.** From (23), noting that $H_k$ minimizes

\[ J(H) = \langle \nabla f(H_k - 1), H - H_k - 1 \rangle + \frac{L}{2}\|H - H_k - 1\|^2_F + C(H), \]

where $C(H)$ represents any constraint $C(H) = \{0, H \in \mathbb{H} \}$, thus we naturally have $J(H_k) \leq J(H_{k-1})$, which implies:

\[ \langle \nabla f(H_{k-1}), H_k - H_{k-1} \rangle + \frac{1}{2\alpha}\|H_k - H_{k-1}\|^2_F \leq C(H_{k-1}) - C(H_k). \quad (30) \]

According to the definition of Lipschitz continuous, Lemma 3, and when $t = \frac{1}{2\alpha}$ in (30), we have:

\[ f(H_k) + C(H_k) - f(H_k - 1) - C(H_k - 1) \leq \langle \nabla f(H_k), H_k - H_k - 1 \rangle + \frac{L_k}{2}\|H_k - H_k - 1\|^2_F \]

\[ + C(H_k) - C(H_k - 1) \leq - L_k\|H_k - H_k - 1\|^2_F + \frac{L_k}{2}\|H_k - H_k - 1\|^2_F \]

\[ = - \frac{L_k}{2}\|H_k - H_k - 1\|^2_F. \quad (31) \]

\[ \Box \]

One can see that if $H_k \in \mathbb{H}$, then (31) degenerates to

\[ f(H_k - 1) - f(H_k) \geq \frac{L}{2}\|H_k - H_k - 1\|^2_F. \]

Therefore, (10) decreases with update. Now repeating for all $k$ will give

\[ \frac{L}{2}\|H_k - H_k - 1\|^2_F \leq g(H_0), \]

where $\bar{L} := \min\{L_1, \ldots, L_k\} > 0$ and establishes its convergence.

**Theorem 4.** In Algorithm 2, to ensure $\min \|\nabla f(H) + \partial C(H)\|^2_F \leq \epsilon$, we need at most $T = O(\frac{1}{\epsilon})$ iterations.

This indicates that the algorithm reaches a critical point at least a sub-linear convergence rate. Below is the proof:

**Proof.** First, by definition:

\[ H^+ = \arg\min_{H'} \langle \nabla f(H), H' - H \rangle + \frac{1}{2\alpha}\|H' - H\|^2_F + C(H'), \quad (32) \]
Fig. 4: Convergence comparison w.r.t. $E^k := \frac{\| M - H^k (H^k)^T \|_F^2}{\| M \|_F^2}$. **Left**: objective value versus iteration numbers. **Middle**: objective value versus time. **Right**: projected gradient descent with different step-size settings.

which implies:

$$0 \in \nabla f(H) + \frac{1}{t}(H^+ - H) + \partial C(H^+).$$

WLOG, now we define $A_{H^+} \in \nabla f(H^+) + \partial C(H^+)$, apparently it indicates the gap to $H^+$ which satisfies $0 \in \nabla f(H^+) + \partial C(H^+)$. Accordingly:

$$A_{H^+} \in \nabla f(H^+) + \partial C(H^+) = \nabla f(H^+) - \nabla f(H) - \frac{1}{t}(H^+ - H).$$

As $f$ is $L$-Lipschitz gradient continuous, then:

$$\| A_{H^+} \| \leq \| \nabla f(H^+) - \nabla f(H) \| + \frac{1}{t} \| H^+ - H \|$$

$$\leq L \| H^+ - H \| + \frac{1}{t} \| H^+ - H \|$$

$$= 3L \| H^+ - H \|,$$

where the first line comes from subadditivity inequality, the second line is by definition of Lipschitz gradient continuity, while the last line is by definition of $t = \frac{1}{2L}$.

On the other hand, $f(H) - f(H^+) \geq \frac{L}{2} \| H^+ - H \|_F^2$, therefore:

$$\| A_{H^+} \|_F^2 \leq 9L^2 \| H^+ - H \|_F^2$$

$$\leq 9L^2 \frac{2}{t} (f(H) - f(H^+))$$

$$= 18L(f(H) - f(H^+)).$$

By repeating the above for all $k$:

$$\sum_i \| A_i \|_F^2 \leq 18L(f(H_0) - f(H_k)) \leq 18L f(H_0).$$

Thus, $\min_i \| A_i \|_F^2 \leq \frac{18L f(H_0)}{\epsilon}$, that is as long as $T = \frac{18L f(H_0)}{\epsilon} = O(\frac{1}{\epsilon})$, then $\min_i \| A_i \|_F^2 = \epsilon$ which finishes the proof. Apparently, our algorithm has a at least sub-linear convergence rate.

We compare our proposed method with the nonnegative constraint on $H$ using projected gradient descent and the Newton-like method in SymNMF [12] in terms of convergence speed on synthetic data in Fig. 4. When run with the adaptive step-size setting, it converges way faster than others.

### TABLE I: Datasets Information

| Dataset     | #Clusters | #Samples | Dimensionality |
|-------------|-----------|----------|----------------|
| COIL-20     | 20        | 1440     | 1024           |
| CIFAR-10    | 10        | 3000     | 1024           |
| Reuters-21578 | 41    | 8213     | 18933          |
| TDT2        | 30        | 9394     | 36771          |
V. EXPERIMENTS

A. Datasets

Two image datasets and two text datasets are used in the experiment: COIL-20 [23], CIFAR-10 [11], Reuters-21578 [25], and TDT2 [28]. Detailed descriptions of the number of clusters, number of samples, and dimensionality of these datasets can be found in Table I.

B. Experimental Settings

Clustering performances of the following 9 algorithms are compared:
1) Standard K-means;
2) NMF using alternating nonnegative least squares algorithm [10]: The data matrix $X$ is transformed into its normalized-cut weighted version;
3) Spectral clustering (Spectral) [24], [30];
4) Hierarchical Alternating Least Squares (HALS) for symmetric NMF (SymHALS) [35];
5) Symmetric NMF using Procrustes rotations (SNMF) [8];
6) Symmetric NMF (SymNMF) [12];
7) Graph regularized nonnegative matrix factorization (GNMF) [4];
8) Deep subspace clustering (DSC) [9];
9) Our method. Algorithm 2 is used to solve the objective function (10).

In order to randomize the experiments, we conduct the evaluation using subsets of the whole datasets with different cluster numbers. For each selected number of clusters $K$, 10 test runs are conducted on a randomly chosen subset with $K$ clusters. When $K$ is the total number of clusters in the complete data set, the test runs are repeated on the entire data set. The symmetric matrix $A$ can be obtained by utilizing any similarity measures, for simplicity we use the inner product similarity. Throughout the experiments, we use Matlab R2019a on a laptop with a 1.4 GHz QuadCore Intel Core i5 processor.

C. Results and Analysis

The clustering quality is measured by normalized mutual information (NMI) [14], a measurement of similarity from information theory, and clustering accuracy (AC), the percentage of items correctly clustered with the maximum bipartite matching [33]. AC is defined as follows:

$$AC = \frac{\sum_{i=1}^{n} \delta(r_i, map(l_i))}{n},$$

where $l_i$ is the obtained cluster label, $r_i$ is the original provided label, $n$ is the number of total samples, $\delta(x, y)$ equals 1 when $x = y$ and equals 0 otherwise, and $map(l_i)$ is the permutation function that maps each $l_i$ to the equivalent cluster label provided via Hungarian algorithm.

Fig. 5 shows how the clustering accuracy of our method varies with different values of $\lambda$. The performance is not changing dramatically with respect to the parameter $\lambda$, and our method has consistently ideal performance if $\lambda$ is within a reasonable range. It’s reasonable to observe that the optimal
value of $\lambda$ is slightly dependent on the data since the dimensionality and magnitude of the data can all have some effect on it. Experiment results of normalized mutual information and clustering accuracy on the four datasets are shown in Table II and Table III. We report the mean of NMI and AC for each given cluster number $K$ over 10 test runs, the highest accuracy for each $K$ is highlighted. We can see that for both image data and text data, our proposed method can always achieve the best clustering performance among all the methods, and the improvement is significant, both in NMI and AC. One potential reason that the performance on CIFAR-10 is not that good as on COIL-20 may be the images from CIFAR-10 have more complex and varying backgrounds than the images from COIL-20. Although as the number of clusters increases, all methods’ clustering performance is getting worse, our method is relatively stable with an increasing number of clusters compared to other methods.

VI. CONCLUSION

In this paper, we study the symmetric matrix factorization problem with a regularization term. We propose an efficient column-wise update rule and provide a general framework that can be extended to solve symmetric matrix factorization problems with various constraints. We prove the convergence rate with theoretical analysis. The results of extensive experiments on real-world data sets validate the effectiveness of our algorithm and its superiority in data clustering tasks.
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