System-on-a-chip (SoC) FPGA-based Hardware Acceleration for Green Crop Segmentation
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Abstract. With the development of artificial intelligence technology, agricultural robot plays a significantly important role for agricultural intelligence. Crop segmentation is a critical and fundamental pre-processing step for agricultural robot navigation and crop growth monitoring. Although there are several crop segmentation methods, they cannot meet the online real-time requirement for agricultural robot. In view of this, a real-time crop segmentation system implemented on a SoC-FPGA is first proposed in this paper, which contains image loading module, segmentation algorithm module and image display module. As a core module, segmentation algorithm module consists of greenness identification, thresholding operation and morphological operation. Its hardware implementation adopted a parallel pipeline architecture to enhance real-time performance. The proposed system is implemented on a Xilinx Zynq-7000 FPGA and the experimental results showed that it can achieve a frame rate of 60 frames per second for the image resolution of 1920×1080 with the average accuracy of 91%.

1. Introduction

As an emerging technology, artificial intelligence has gradually penetrated into various fields including agriculture field. In the field of agriculture, agricultural robot, instead of human labors, plays a significantly important role for agricultural intelligence gradually, and thus has become an active area of research in recent years [1, 2]. Generally, agricultural robots are equipped with cameras to capture the images of crops. From crop images, crop segmentation aims to distinguish green crop from its background (e.g. soils and rocks) which is an essential step for crop row detection, agricultural robot vision navigation and crop growth monitoring. Although there are some researches on image segmentation for general images [3, 4], they are not exactly suitable for green crop segmentation.

According to existing platform implementation, the crop segmentation methods can be divided into two types: CPU-based software implementation and DSP-based hardware implementation. For the first kind of methods, it can be exactly divided into the feature descriptor-based methods [5-10] and the machine learning-based methods [11, 12]. Excess green index (ExG) [5], color index of vegetation extraction (CIVE) [6] and vegetative index (VEG) [7] are the linear combination, the weighted sum and the nonlinear combination of pixel values in red, green and blue channels, respectively. A combination of ExG, CIVE and VEG (COM) was proposed in [8-10] which is a weighted sum of these three indices. Unlike the above feature descriptor-based methods, the machine learning-based methods aim to employ various learning algorithms to distinguish green crop from background. The back propagation neural network with particle swarm optimization is utilized in [11] and the Bayesian decision-making is utilized in [12]. The existing crop segmentation methods with hardware implementation are mainly based on digital signal processing (DSP) [13, 14]. The limitation of these
methods resides in that the execution time cannot meet the real-time requirement for agricultural robot vision navigation and crop growth monitoring.

Recently, FPGA has received great attention due to the performance of high speed and low power consumption, and thus it is broadly utilized as a hardware accelerator [15, 16]. In view of this, this paper firstly presents a real-time crop segmentation system implemented on a Xilinx Zynq-7000 SoC-FPGA, which can achieve a frame rate of 60 frames per second at the image resolution of 1920×1080 with an average accuracy of 91%. The proposed system consists of three modules: image loading module, segmentation algorithm module and image display module. As a core module, the segmentation algorithm module contains greenness identification, thresholding operation and morphological operation. Its implementation adopts a parallel pipeline architecture in order to enhance real-time performance, where line buffers and sliding window are used. The benefit of doing this is to reduce access to DDR memory, increase the bandwidth of data transmission, and further improve the performance of the whole system.

2. Crop Segmentation Algorithm
Generally, green crop segmentation algorithms consist of three steps: greenness identification, thresholding operation and morphological operation, as shown in Figure 1.

![Figure 1. Block diagram of green crop segmentation algorithms](image)

2.1. Greenness Identification
Greenness identification aims to emphasis green crop from non-green background. Here, we choose ExG descriptor [5] for greenness identification due to its good robustness and illumination invariance, which converts an RGB image into a gray image by the following formula:

$$ExG = (2 \times G) - R - B$$  \hspace{1cm} (1)

where $R$, $G$ and $B$ are the pixel values in red, green and blue channels, respectively. Notice that the value of ExG has a range from 0 to 255 via normalization.

2.2. Thresholding Operation
Thresholding operation is to compute a threshold and then distinguish green crop from non-green background by using this threshold. Here, we utilize Otsu's method [17] due to its well-tested performance, where the threshold is calculated by maximizing the inter-class variance between foreground class and background class, namely.

$$T = \arg \max_t \omega_0(t) \sigma_0^2(t) + \omega_1(t) \sigma_1^2(t)$$  \hspace{1cm} (2)

where $t$ denotes the threshold to be optimized ranging from 0 to 255, $\omega_0(t)$ and $\omega_1(t)$ denote the probabilities of these two classes, and $\sigma_0^2(t)$ and $\sigma_1^2(t)$ denote the variances of these two classes.

2.3. Morphological operation
Filtering operation aims to remove noise pixels over the binary image, leading to a cleaner image than the previous one. Here, median filtering is adopted that helps eliminate noise and preserves edges [18], and a sliding window of 5×5 is used. For median filtering, the filtered value at the $i$-th pixel point, denoted by $y_i$, can be expressed by the following formula:

$$y_i = \text{med}(f_{i-k}, \ldots, f_i, \ldots, f_{i+k})$$  \hspace{1cm} (3)

where $f_{i-k}, \ldots, f_i, \ldots, f_{i+k}$ denote the pixel values at pixel points within the sliding window, and $\text{med}()$ denotes the function to calculate the median of these pixel values within the sliding window.
3. System Architecture and Implementation

3.1. System Profile
The proposed crop segmentation system implemented on a Xilinx SoC-FPGA board is shown in Figure 2 (a). The processing system (PS) and the programmable logic (PL) are connected via advanced extensible interface (AXI) bus, and the interfaces of AXI bus include accelerator coherency port (ACP) and general purpose ports (GP0). The video stream data is transferred from PS to PL via video direct memory access (VDMA), and the crop segmentation algorithm is implemented in PL.

Figure 2 (b) depicts the data flow of the crop segmentation system from image loading module, segmentation algorithm module to image display module, where image loading module is to load video data to DDR memory, segmentation algorithm module is to distinguish crops from background and image display module is to output segmentation image to display devices.

3.2. Implementation of Segmentation Algorithm
The implementation of segmentation algorithm module is split into four parts: greenness computation, threshold computation, crop foreground computation and median filtering. Greenness and threshold computation are implemented in parallel shown in yellow frame of Figure 2 (b); crop foreground computation and median filtering are implemented in parallel shown in green of Figure 2 (b).

Greenness and threshold computation is to read the pixel values from DDR memory and calculate the values of $ExG$ at each pixel according to Eq. (1), and implement multiply operation with shift register; at the same time, the threshold used for crop segmentation is iteratively calculated and used multiplexer to select the values of $ExG$. Figure 3 (a) describes the implementations of greenness and threshold computation module in detail.

Crop foreground computation is to compare pixel value with the threshold, if the pixel value is greater than the threshold, it is regarded as crop foreground, otherwise as background; at the same time, median filtering with 5×5 sliding window is implemented and the filtered values are obtained by counting the pixel points representing crop foreground. Figure 3 (b) describes the implementations of
crop foreground computation and median filtering in detail, where a parallel pipeline architecture is adopted. In Figure 5, line buffers are used to cache the pixel values from five rows of the image, and the sliding window of 5×5 is to collect 25 pixel values from line buffers. Once the sliding window is filled up, the median filtering starts to implement rather than after the crop foreground computation of the whole image. The benefits of doing these consist in the improvement of real-time performance.

![Crop segmentation results](image.png)

**Figure 4.** Proposed crop segmentation system and the results.

### 4. Result and Evaluations

The proposed crop segmentation system is implemented on a Xilinx Zynq-7000 FPGA board with Vivado 2017.4, as shown in Figure 4 (a). In order to evaluate the proposed system, accuracy, running time and resource utilization are discussed.

First, we test the accuracy of the proposed crop segmentation system on our self-collecting image sets and the data sets provided by [19] (totally 300 original crop images). In order to verify the accuracy, we compare the crop segmentation images with the ground-truth images, and then calculate the following three evaluation indexes:

\[
\text{precision} = \frac{TP}{FP + TP} \tag{4}
\]

\[
\text{recall} = \frac{TP}{TP + FN} \tag{5}
\]

\[
F - \text{score} = \frac{2 \times TP}{2 \times FP + TP + FN} \tag{6}
\]

where TP is the number of positives, FP is the number of false positives, and FN is the number of false negatives.

Table 1 lists these three evaluation indexes obtained using the proposed crop segmentation system, where various situations including crop types, illumination conditions and image qualities are considered. From Table 1, it can be seen that the proposed system can achieve an average F-score of 91.1% when considering both ideal situations and non-ideal situations.

Figure 7 presents several typical crop segmentation images obtained using the proposed system. Figure 7 (b)-(d) give the segmentation images of greenhouse strawberry crops under three different illumination conditions; Figure 7 (e)-(g) give the segmentation image of outdoor beet crops under different illumination conditions and image qualities; Figure 7 (h) gives the segmentation image of outdoor cabbage crops, where exist obvious shadows and reflections due to the large leaves of the cabbage; Figure 7 (i) gives the segmentation image of outdoor corn crops, where exist obvious background noises including pedestrians, taxi and trees in the distance.

Next, we test the time consumption of the proposed crop segmentation system and its software implementation based on a 3.4 GHz CPU. Here, we compare with the software implementation in Qt 5.6 under single thread and 16 threads, and the range of image resolutions is from 640×480, 1080×720 to 1920×1080. Table 2 lists the averages of running time obtained by the proposed system and its software implementation on a 3.4 GHz computer. As can be seen from Table 2, the proposed hardware implementation is obviously faster than the software implementation; moreover, when the image
resolution is 1920×1080, the proposed hardware implementation is faster at least 9x and 6x than the software implementation under single thread and 16 threads, respectively.

Finally, we evaluate the resource utilization of the proposed crop segmentation system on a Xilinx Zynq-7000 FPGA board. Table 3 lists the resource utilization of the proposed segmentation algorithm module and the whole system when the image resolution is 1920×1080. As we can see, the segmentation algorithm module only occupies 8% of flip-flops (FFs), 42% of look-up tables (LUTs) and 14% of BRAMs, while the whole system occupies 47% of FFs, 66% of LUTs and 24% of BRAMs. This result shows that the whole system does not take up resources too much, and it is possible to integrate other vision tasks into the proposed system.

Table 1. Results obtained using the proposed crop segmentation system in terms of accuracy

| Evaluation indexes | Average for ideal situations | Average for non-ideal situations | Whole average |
|--------------------|------------------------------|---------------------------------|---------------|
| Precision          | 90.5%                        | 80.8%                           | 85.2%         |
| Recall             | 98.5%                        | 97.8%                           | 98.1%         |
| F-score            | 94.3%                        | 88.4%                           | 91.1%         |

Table 2. Comparison of running time of the proposed hardware implementation on FPGA with software implementation on a 3.4 GHz CPU (unit: milliseconds)

| Image resolution | CPU with 1 thread | CPU with 16 threads | The proposed system |
|------------------|-------------------|---------------------|---------------------|
| 640×480          | 61.1              | 21.1                | 2.4                 |
| 1280×720         | 88.5              | 43.9                | 7.1                 |
| 1920×1080        | 158.2             | 98.3                | 16.0                |

Table 3. Resource utilization on Xilinx Zynq-7000 at the image resolution of 1920×1080

| Resources | Available | Segmentation Algorithm module usage | Whole segmentation system usage |
|-----------|-----------|------------------------------------|---------------------------------|
| FF        | 35200     | 2378 (8%)                          | 16497 (47%)                     |
| LUT       | 17600     | 7232 (42%)                         | 11522 (66%)                     |
| BRAM      | 60        | 8 (14%)                            | 14 (24%)                        |

5. Conclusions
This paper firstly proposes a real-time crop segmentation system implemented on a Xilinx SoC-FPGA, which contains image loading module, segmentation algorithm module and image display module. As a core module, the segmentation algorithm module is comprised of greenness identification, thresholding operation and morphological operation. In order to improve real-time performance, its implementation adopts a parallel pipeline architecture, where line buffers and sliding window are used. The experimental results on real crop images show that the proposed crop segmentation system can achieve a frame rate of 60 frames per second for an image resolution of 1920×1080 with an average accuracy of 91%. Such results demonstrate that the proposed system is able to meet online real-time requirement for agricultural robot vision navigation and crop growth monitoring.
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