Evolutionary Coalitional Game Based Cooperative Localization in Vehicular Network
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Abstract: Cooperative localization under complex urban environments has become a solution to replace the Global Navigation Satellite System (GNSS) positioning. Due to utilizing distance measured and information exchanged between vehicles, cooperative localization results in high computational complexity and heavy communication overhead. This paper proposes a cooperative localization method based on evolutionary coalitional game theory, which implements vehicles' location estimation with less communication cost. We select the neighboring vehicles to form a coalition based on the node's square position error bound and communication cost. The location is obtained via exchanging information between vehicles. It is evident from the simulations and results that the proposed method holds low communication overhead while maintaining localization accuracy.
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1. Introduction

As the Intelligent Transportation System (ITS) develops rapidly, vehicle positioning technology has become the focus of attention for autonomous driving applications [1-2]. The vehicle is generally located with global navigation satellite systems (GNSS). However, the signals of GNSS are usually poor in urban canyons and overpasses due to high-rise building occlusion and multipath. Therefore, the demand for localization accuracy under dense and complex urban environments has become imminent.

There are many novel localization methods in vehicle networks to deal with complex urban environments. Visual localization is a common technology to match and predict vehicles’ position via identifying and searching local features [3]. Similarly, radar technology is widely used in dual-functional radar-communication (DFRC) systems, in which it is superior to reducing the signaling overhead and improving the accuracy of the angle estimation [4]. Since different positioning technologies are suitable for urban environments, multi-data fusion has become an inevitable trend. The fusion of multiple localization information can effectively deal with the complex urban environment [5-6].

With the development of the fifth generation of mobile communication (5G), 5G mmWave positioning has become a new localization scheme [7], which is generally categorized in the base station (BS) based and user-based [8]. The BS-based method requires Location Management Function to estimate users’ position. However, the vehicles fail to locate due to network congestion and high latency in dense urban environments and crowded situations when many vehicles access the BS. Inversely, the user-based is more suitable than BS for vehicle networks. Besides, cooperative vehicle localization plays an effective model for the user-based [9-11]. In general, non-Bayesian-based and Bayesian-based are considered for cooperative localization. Widespread estimators are...
contained the least-squares (LS) based and the maximum likelihood (ML) in the non-Bayesian-based model.

Similarly, message propagation and non-message propagation are present for Bayesian-based [12-13]. It is noticed that the Bayesian-based performed well with the non-Bayesian method in terms of localization accuracy. The classical algorithm of the Bayesian-based method is the Sum-product algorithm over a wireless network (SPAWN) [12], which estimates the position via the anchors’ positioning information and the posterior probability of the nodes through message passing. In [14], the authors employ the idea of the posterior linearization filter in belief propagation with the sigma-point method. The posterior linearization belief propagation (PLBP) performs the localization accuracy well with the nonlinear measurement. However, the cost of communication and computational complexity increase under the scenarios with numerous nodes, and it cannot meet the requirement of use cases.

The relevant problems have lately received considerable attention in cooperative localization. The role of game theory is successful in solving the limitations. In [15], the authors propose an improved game theory-based co-localization algorithm for the multi-robot system localization. In [16], the authors propose a network formation game for cooperative localization to reduce computational complexity and resultant network traffic. Similarly, the coalition game, a typical static game theory, is widely implemented for cooperative localization [17]. In addition to that, the most informative agents to exchange information is determined with opportunistic cooperative localization-based overlapping coalition game [18-19]. However, since the static game needs replay to reach equilibrium with heavy communication overhead every time the topology changes, it is unsuitable for dynamic network topology like vehicle networks. Therefore, we embed the dynamic game theory in cooperative localization and propose a framework to solve the problem of communication cost.

The main contribution of this paper is to address the problem of high computation complexity and communication cost for vehicle networks in cooperative localization. In this paper, we formulate the cooperative vehicle localization problem as an evolutionary coalitional (EC) game. The vehicles autonomously decide whether to assist other vehicles based on their positioning performance and the current position relationship. The simulation results demonstrate that the proposed method performs better than the PLBP algorithm. It is noticed that the proposed method reduces the computation complexity and communication cost while maintaining the same accuracy.

2. Materials and Methods

2.1 Network Model

The crossroads congestion scenarios in the city are described in Fig.1. Due to dense high buildings, the vehicles cannot receive satellite signals with good Geometric Dilution Precision. The scenario is composed of M Roadside unit (RSUs) and N vehicles. In detail, the RSU is considered a small base station with precise location and clock information, and the vehicles are within the coverage of the roadside unit. Specially, the vehicle to be time-synchronized with the RSU, and randomly deployed with unknown positions.
In this scenario, 5G mmWave and multiple-input-multiple-output (MIMO) provide the position and orientation, respectively. Additionally, accurate location and synchronization information are contributed for the RSUs via vehicle-to-infrastructure (V2I). Vehicle-to-vehicle (V2V) communication is employed for distance measurement and message transformation. The distances model measured with time-difference-of-arrival (TDOA) is given

\[ z_{ij,t} = h_{\text{TDOA}}(x_{i,t}, x_{j,t}) + \beta_{i,t} + \beta_{j,t}, \]  

where \( x_{i,t} \) and \( \beta_{i} \) denote the \( i \) vehicle’s location and the normally distributed process noise with \( N(0, \Sigma_{\beta}) \) at the time \( t \), respectively. The \( h_{\text{TDOA}}(x_{i,t}, x_{j,t}) \) is a function of both \( x_{i,t} \) and \( x_{j,t} \).

The mobile state of the vehicle is a random walk model, and each vehicle has a fixed speed and direction. The following state \( x_{i,t+1} \) has evolved from the current state \( x_{i,t} \) according to

\[ x_{i,t+1} = x_{i,t} + \Delta t \cdot v_{i} + w_{i}, \]  

where \( \Delta t \) is the time step, \( v_{i} \) is the velocity, and \( w_{i} \) represents the process noise.

2.2 Belief Propagation Algorithm for Cooperative Localization

The cooperative localization algorithm based on the belief propagation (BP) algorithm is widely recognized with high accuracy, and suitable for static and dynamic network scenarios.

To be specific, the BP algorithm is based on factor groups and Gaussian message propagation, which estimates the locations via exchanging the vehicle’s statistical information with Gaussian distribution [12,14]. In the beginning, the vehicle broadcasts discovery information and measure distances among neighboring vehicles and RSUs. According to the \( i \) vehicle’s prior information, the message \( \mu_{i} \) from factor \( f_{i,t} \) to state \( x_{i,t} \) at the \( t^{th} \) iteration in time \( t \) is given in

\[ \mu_{i,t}^{(t)}(x_{i,t}) = \int p(x_{i,t} | x_{i,t-1}) b_{i,t}^{(t-1)}(x_{i,t-1}) \, dx_{i,t-1}. \]  

The vehicle calculates the incoming message when receiving the messages from neighbors, and is given
\[ \mu_{f_{ij} \rightarrow x_{ij}}^{(l)}(x_{ij}) = \int p(z_{ij} \mid x_{ij}, x_{j,t}) \prod_{j \in S_i} \mu_{f_{ij} \rightarrow x_{ij}}^{(l-1)}(x_{ij}) dx_{ij}. \]  

The outgoing message is defined

\[ \mu_{x_{ij} \rightarrow f_{ij}}^{(l)}(x_{ij}) = \mu_{f_{ij} \rightarrow x_{ij}}^{(l)}(x_{ij}) \prod_{j \in S_i} \mu_{f_{ij} \rightarrow x_{ij}}^{(l)}(x_{ij}) \]  

Besides, the posterior distribution \( p(x \mid z) \) is denoted

\[ b^{(l)}(x_{ij}) \propto \mu_{x_{ij} \rightarrow f_{ij}}^{(l)}(x_{ij}) \prod_{j \in S_i} \mu_{f_{ij} \rightarrow x_{ij}}^{(l)}(x_{ij}) \]  

The location \( x_{ij} \) is estimated by the minimum mean-square error (MMSE) algorithm or maximum a posteriori (MAP) according to \( b^{(Niter)}(x_{ij}) \). The detailed process of the BP algorithm of cooperative localization is presented in Algorithm 1.

**Algorithm 1:** Belief propagation of cooperative localization

**Initialization:**

nodes \( i = 1 \) : \( N \) in parallel

The vehicle \( i \) discovers its neighboring vehicles and RSUs.

The vehicle \( i \) measures the distance between it and its neighbors.

**For** \( l = 1 : Niter \)

The vehicle \( i \) broadcasts the belief \( b^{(l-1)}(x_{ij}) \).

The vehicle \( i \) receives \( b^{(l-1)}(x_{j,t}) \) from the neighbors.

Vehicle \( i \) calculates the incoming and outgoing message.

Vehicle \( i \) calculates the new belief \( b^{(l)}(x_{j,t}) \).

**end for**

**end parallel**

However, with the number of vehicles increasing, the BP algorithm has high computational complexity and heavy communication overhead. To the vehicle networks, it may cause network congestion, and even be unable to locate.

### 2.3 Evolutionary Coalitional Game Algorithm Based Cooperative Localization

Since the Evolutionary coalitional (EC) game is suitable for capturing wireless networks’ behaviors in randomness and uncertainties [21-22], we employ it to construct a stable coalition structure.

The EC game for the cooperative localization in vehicle networks is described as

- **Players:** The finite vehicles join in the game of cooperative localization. The RSUs assist vehicles’ localization but do not play a part in games.

- **Population:** All vehicles form coalitions, and each coalition belongs to a population.

- **Strategy:** The vehicle’s strategy set is defined in the neighboring coalitions, and the vehicle determines its activities based on the actions of other vehicles.

- **Payoff:** The vehicle’s payoff is influenced by its connected neighbor vehicles. Each vehicle determines which coalition to join according to the preference profile set during the formation and strategy learning stage.

The vehicle’s payoff function \( u^{(*)} \) is based on [23] and [18], which is composed of the benefit and cost of the vehicle. The \( u^{(*)} \) is defined as

\[ u_{i,m}(t) = SPEB_{i,m} + \alpha \log \left( 1 - \left( \frac{n_i(t) - \Delta}{N_i} \right)^2 \right) \]
where \( \alpha \) represents the balance parameter; \( N_i \) is the number of the \( i \) vehicle's neighbors; \( n_i \) denotes the number of nodes with the \( i \) vehicle communication, and \( \Delta \) is introduced to avoid \([n_i^\prime] = N_i \). The benefit of utility is the squared position error bound (SPEB), which is relevant to the information from anchors, the range information, and the prior knowledge of the vehicles’ positions [23-25]. Besides, the cost of the vehicle is the ratio with the number of communication neighbors.

In the vehicle’s utility, the number of neighboring vehicles needs to be considered. It is worth noting that more neighbor vehicles can improve the benefit of the node, but the cost also increased. We denote \( q_i(t) = [q_{i,m}] \) the preference profile set of the \( i \) vehicle to select the coalition, which \( S_i \) is the strategy set of the \( i \) vehicle. The evolutionary game dynamics play a significant role in coalition games, which updated the preference profile set for players. It is noticed that the replicator dynamics is a simple and effective dynamic model, and it represents the probability that the player chooses to jump out of the current to another coalition. The definition is followed.

\[
\rho_{i,m,n}(t) = \frac{1}{n_i} [u_{i,m}(t) - u_{i,n}(t)]
\]

where + indicates that a value greater than 0 is selected. In addition to that, the average payoff of the \( i \) vehicle is provided via using the payoff function

\[
\bar{u}_{i,m}(t) = q_{i,m}(t) \left( \prod_{j \notin S_i} q_{j,m}(t) \right) u_{i,m}(t)
\]

where \( q_{i,m} \) represents the probability of the \( i \) vehicle selected the \( S_m(t) \) coalition, \( N_i \) represents the neighboring vehicle set of the \( i \) vehicle.

Additionally, the evolution of coalition preference is related to the probability of change and given by

\[
\dot{q}_{i,m}(t) = \sum_{S \subseteq S_i \setminus S_m} \rho_{i,m,n}(x_i) \left( q_{i,m}(t) - q_{i,m}(t) \right) \sum_{S \subseteq S_i \setminus S_n} \rho_{i,m,n}(x_i)
\]

\[
q_{i,m}(t+1) = q_{i,m}(t) + \dot{q}_{i,m}(t)
\]

If the evolution of coalition preference \( \dot{q}_{i,m} \) is greater than 0, the \( i \) vehicle joins in the \( m \) coalition. If \( \dot{q}_{i,m} \) is equal to 0, the \( i \) vehicle keeps the current coalition. Otherwise, the \( i \) vehicle departs the \( m \) coalition.

The new strategic preferences based on continuous iterations are provided via the learning stage and a stable coalition structure. The evolutionary stable coalitional structure (ESCS) [26] is employed to represent the stable state of the EC game, in which the vehicle coalitions are resilient to vehicle topology changes. Additionally, the perturbation of strategies is the vehicles' changing due to the joining of new vehicles, NLOS in a vehicle-vehicle link, the message congestion of vehicles, or vehicle exiting location. The ESCS is defined

\[
\bar{u}_i \left( q_i, (1-\epsilon)q_i + \epsilon q_i \right) \leq \bar{u}_i \left( q_i, (1-\epsilon)q_i + \epsilon q_i \right),
\]

where \( \epsilon \in (0,1) \) is a probability, \( q_i \) and \( q_i^* \) are different strategy sets. Specially, when \( \epsilon \) of vehicles in the coalition \( q_i^* \) change their strategy and quit the coalition \( q_i^* \), or \( \epsilon \) portion of vehicles join in this coalition, the vehicles in the coalition \( q_i^* \) still maintain the highest payoff.

The detailed illustration of cooperative localization with the EC game is revealed in Algorithm 2. We employ the EC game to select the neighboring vehicles to reduce the computational complexity and communication overhead. Vehicles form coalitions and exchange information with the member of the coalition. While the number of iterations
for cooperative localization is maintained, we have reduced the number of communication vehicles.

**Algorithm 2: Evolutionary coalitional game based cooperative localization**

**Initialization:** The vehicle $i$ discovers its neighboring vehicles.

**For** Time $T=1:$

- Range measurement is implemented $z_{ij}$, where $j \in N_i$.
- The RSUs broadcast their beliefs (positions).
- Vehicle $i$ forms initial coalitions by calculating and exchanging $u_i$ with neighboring vehicles.
- Vehicle $i$ calculates $q_i$ for neighboring vehicles.
- Vehicle $i$ determines to join in or to quit the coalition $\mathcal{F}_i$ according to $q_i$.

**For** Iteration $l=1:N_{iter}$

- The message $\mu_{i}^{(l)}\rightarrow_{f_{il}}$ is calculated and transmitted from neighboring vehicle $i$ to vehicle $j$, where the vehicle $j$ belongs to the same coalition with the vehicle $i$.
- The vehicle $i$ broadcasts its belief (the location estimation $\hat{x}_i$).

**Until** Iteration $l=N_{iter}$

**Until** Time $t=T$

3. Results

The simulation deploys a 240 m $\times$ 240 m crossroad with 20 fixed RSUs along the road and 80 randomly placed vehicles, where the distance between two RSUs is 40 m. The considered scenario is described in Fig.2. The red triangle regions are the RSUs, and the blue circles represent the vehicles’ positions. The communication range is 30 meters. The vehicles carry out the same direction of movement with different speeds (range in 0-1m/s) under the considered scenario. In addition to that, the distance between vehicles is set greater than 6 m because the size of the vehicle is usually 5 m long and 2 m wide. We assume that the coverage of RSUs is seamless, and each vehicle finds one RSU at least. The $\alpha$ is set to 1, which the two terms of payoff function can be well balanced.

Additionally, the RSU’s position is drawn from a Gaussian posterior probability density function (PDF) whose mean is the true position and covariance is 0.1 m. For the vehicle, its covariance is 10 m. The measurement error $R$ is 1 m. The PLBP with a weight $1/3$ and dimension $4 \times 9$ sigma-points is employed to estimate the vehicles’ positions. In the end, the $N_{iter}$ is set to 5.
Fig. 2 Scenario for the simulations.

Summarily, each vehicle has a priori location with low precision that obeys the Gaussian distribution. The vehicles learn coalition strategy and form relatively stable coalitions for location estimation utilizing the proposed method. The results are compared with PLBP, which performs well for mobile networks and nonlinear measurements.

1) Localization performance

The RMSE of the proposed method over time in vehicle networks is shown in Fig. 3. Since the EC game achieve the ESCS, the positioning error of the proposed algorithm is larger than that of PLBP in the first few seconds. Fig. 3 demonstrates that the RMSE in the proposed method and PLBP algorithm tends to coverage under time increased. It is noticed that the localization performance degradation is minor. According to the analysis method in Ref [18], the difference from the PLBP method can be neglected.

Meanwhile, the vehicles with different speed are described in Fig.3. Although the speed of the vehicle has an effect on the localization error, whose reason is that the localization algorithm does not utilize the velocity information of past moments, the proposed method has the same trend with the PLBP. Therefore, the proposed method does not affect the localization accuracy at the same speed.

Figure 3. RMSE with different vehicles’ speed for cooperative localization

2) Complexity and Network Traffic
The complexity of cooperative localization algorithm is $O(n^i l n^Q)$, where $n_i$ denotes the average number of nodes positioned for the $i$ vehicles, and $Q$ denotes the message representation complexity per link. The complexity depends on the number of nodes communicated per vehicle for a specific vehicle. Fig. 4 describes the comparison of $n_i$ between the proposed method and PLBP with iteration of 5. The average number of nodes with proposed EC game-based cooperative localization method is 2, which is less than the PLBP algorithm. The complexity of the proposed method is less than the conventional algorithm.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** Preference of potential coalition sizes for all vehicles

4. Discussion

Inaccurate positions, time synchronization, and erroneous measurement are the primary error sources in wireless localization [27]. Here, we discuss and analyze the influence of different error sources on localization performance. In the proposed localization method, we consider the SPEB and communication cost as the vehicle’s payoff of the EC game to form a localization coalition. The SPEB is composed of the RSU’s location, range measurement information, and a priori information of the vehicle. Besides, communication cost is relevant to the number of neighbors in the coalition. Since the RSUs as infrastructure has precise location information, we consider the proposed localization method’s error sources: time synchronization and measurement error. Therefore, the impact of above error sources is discussed.

For time synchronization, generally, users within the coverage area of a BS are time-synchronized with the BS in a cellular network. In V2V communication, vehicles within the coverage of the RSU are also synchronized with the RSU, and the vehicles in semi-coverage or outside the coverage are synchronized with the vehicles that need to communicate [28]. However, since the requirements for time synchronization in positioning are much higher than those in communication, an effective time synchronization method is necessary. Similar to the BP algorithm, this proposed method is also affected by time synchronization [32]. The joint synchronization and localization algorithm can exchange the clock parameters of the vehicles while the positioning information is exchanged between the vehicles, thereby ensuring the time synchronization between the vehicles [29-31]. The above method can well solve the impact of time synchronization on cooperative localization, we will not discuss it in detail here.
Moreover, the measurement error mainly affects the vehicle’s SPEB. The SPEB of the vehicle is defined to be

$$\text{SPEB}_k = \text{tr}\left(\left[J_e(p_k)\right]^{−1}\right).$$  \hspace{1cm} (13)

And the $J_e(p_k)$ is given by

$$J_e(p_k) = \sum_{j \in N_{ab}} \lambda_{kj}((1−\gamma^2)\beta^2\sum_{m=1}^{N_j} J_y(\phi_{kj}) + \frac{N_j(\gamma^2 + f_j)^2 G_{kj} J_y(\phi_{kj} + \pi/2)}{\epsilon_{kj}}).$$  \hspace{1cm} (14)

From the formula, the distance $\epsilon_{kj}$ and the angle $\phi_{kj}$ are variables that need to be measured. Therefore, it is affected by measurement errors.

The measurement error is set to 0m, 1m, and 10m with 0.1 m/s speed of vehicles. Fig. 5 shows the RMSE of the proposed method with the measurement error. We observe the influence of the measurement error on the localization accuracy of the vehicles. Note that the proposed localization method is little affected by measurement errors, which is mainly due to the special network topology and the effective cooperative localization algorithm. The roadside unit enables the vehicle to receive precise position information within a range of up to two hops, which greatly reduces error accumulation.

![Figure 5. The RMSE with the measurement error](image-url)

5. Conclusions

In this paper, we focused on the limitation of cooperative localization in vehicle networks and proposed a fusion framework based on the cooperative localization and evolutionary coalitional game. Specifically, to reduce the high computational complexity and communication overhead, we carried out the evolutionary coalitional game to select the neighboring vehicles to form coalitions. The vehicle implements positioning via information exchange among neighboring nodes in the coalition. The simulation results indicate that the proposed evolutionary coalitional game based cooperative localization model performed better than the PLBP model. The proposed method reduced the computational complexity and communication overhead while maintaining localization accuracy. The proposed model results are beneficial for vehicles position.
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