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Abstract

An activation function is a crucial component of a neural network that introduces non-linearity in the network. The state-of-the-art performance of a neural network depends also on the perfect choice of an activation function. We propose two novel non-monotonic smooth trainable activation functions, called ErfAct and Pserf. Experiments suggest that the proposed functions improve the network performance significantly compared to the widely used activations like ReLU, Swish, and Mish. Replacing ReLU by ErfAct and Pserf, we have 5.68% and 5.42% improvement for Top-1 accuracy on Shufflenet V2 (2.0x) network in CIFAR100 dataset, 2.11% and 1.96% improvement for Top-1 accuracy on Shufflenet V2 (2.0x) network in CIFAR10 dataset, 1.0%, and 1.0% improvement on mean average precision (mAP) on SSD300 model in Pascal VOC dataset.

Introduction

The choice of activation function in a deep learning architecture can have a significant impact on the training and performance of the neural network. The machine learning community has so far relied on hand-designed activations like ReLU (Nair and Hinton 2010), Leaky ReLU (Maas, Hannun, and Ng 2013) or their variants. ReLU, in particular, remains widely popular due to faster training times and decent performance. However, evidence suggests that considerable gains can be made when more sophisticated activation functions are used to design networks. For example, activation functions such as ELU (Clevert, Unterthiner, and Hochreiter 2016), Parametric ReLU (PRelu) (He et al. 2015b), ReLU6 (Krizhevsky and Hinton 2010), PAU (Molina, Schramowski, and Kersting 2020), OPAA (Biswas, Banerjee, and Pandey 2021), ACON (Ma et al. 2021), Mish (Misra 2020), GELU (Hendrycks and Gimpel 2020), Swish (Ramachandran, Zoph, and Le 2017), Serf (Nag and Bhattacharyya 2021) etc. have appeared as powerful contenders to the traditional ones. Though ReLU remains a go-to choice in both research and practice, it has certain well-documented shortcomings such as non-zero mean (Clevert, Unterthiner, and Hochreiter 2016), non-differentiability and negative missing, which leads to the infamous vanishing gradients problem (also known as the dying ReLU problem). Worth noting that prior to the introduction of ReLU, Tanh and Sigmoid were popularly used, but performance gains and training time gains achieved by ReLU led to their decline.

Related Works and Motivation

The newer activation functions are obtained by combining well-known functions with simple forms in various ways, often using hyper-parameters or trainable parameters. In the case of trainable parameters, we optimize them during the training process itself, yielding networks that are better fitted. In the case of trainable parameters, note that the actual activation function curve may change in different layers during backpropagation. For example, SiLU (Elfwing, Uchibe, and Doya 2017) shows good performance over known activation functions while Swish (Ramachandran, Zoph, and Le 2017) is a trainable version of SiLU, which is a non-linear, non-monotonic activation function. Among the activation functions mentioned in the previous section, Swish, PReLU, PAU, ACON, and OPAA are trainable activation functions. Swish is a non-monotonic activation function and shows promise across a variety of deep learning tasks. Mish is one of the popular functions proposed recently and gained popularity due to its effectiveness in object detection tasks on COCO dataset (Lin et al. 2015) in Yolo (Bochkovskiy, Wang, and Liao 2020) models. GELU is very similar to Swish and gained attention due to its effectiveness in computer vision and natural language processing tasks. It is also used in popular architectures like GPT-2 (Radford et al. 2019) and GPT-3 (Brown et al. 2020). Apart from using a combination of known functions, a somewhat fundamentally different technique to construct activation functions is to use perturbation or approximations to well-known activation functions to remove some of the shortcomings yet retain the positive aspects. Recent successful examples where this strategy was employed includes PAU and OPAA, which are activations based on approximation of Leaky ReLU by rational polynomials were constructed.

Motivated from these works, we have proposed two activation functions with trainable parameters, we call them ErfAct and Pserf and shown that they are more effective than conventional activation functions like ReLU, Leaky ReLU,
PReLU, ReLU6, Swish, Mish or GELU in a wide range of standard deep learning problems. We summarize the paper as follows:

• We have proposed two new novel trainable activation functions, which are the smooth approximation of ReLU.
• In a wide range of deep learning tasks, the proposed functions outperform widely used activation functions.

ErfAct and Pserf

As motivated earlier, in this paper, we present, ErfAct and Parametric-Serf (Pserf), two novel trainable activation functions which outperforms the widely used activations and has the potential to replace them. ErfAct and Pserf is defined as

\[
\text{ErfAct} : F_1(x; \alpha, \beta) := x \text{erf}(\alpha e^{\beta x}),
\]

\[
\text{Pserf} : F_2(x; \gamma, \delta) := x \text{erf}(\gamma \ln(1 + e^{\delta x}))
\]

where \(\alpha, \beta, \gamma, \) and \(\delta\) are trainable parameters (they can be used as hyper-parameters as well) and “erf” is the error function also known as the Gauss error function and defined as

\[
\text{erf}(x) = \frac{2}{\sqrt\pi} \int_0^x e^{-t^2} dt
\]

The corresponding derivatives of the proposed activations are

\[
\frac{d}{dx} F_1(x; \alpha, \beta) = \alpha e^{\beta x} + \frac{2x \alpha \beta}{\sqrt\pi} e^{\beta x} e^{-(\alpha e^{\beta x})^2}
\]

\[
\frac{d}{dx} F_2(x; \gamma, \delta) = \gamma \frac{e^{\delta x}}{1 + e^{\delta x}} e^{-(\gamma \ln(1 + e^{\delta x}))^2}
\]

where

\[
\frac{d}{dx} \text{erf}(x) = \frac{2}{\sqrt\pi} e^{-x^2}
\]

ErfAct and Pserf are non-monotonic, zero-centered, continuously differentiable, unbounded above but bounded below, and trainable functions. Figures 1 and 2 show the plots for \(F_1(x; \alpha, \beta)\) and \(F_2(x; \gamma, \delta)\) activation functions for different values of \(\alpha, \beta, \gamma, \) and \(\delta\) respectively. A comparison between the first derivative of \(F_1(x; \alpha, \beta)\), \(F_2(x; \gamma, \delta)\), and Swish are given in Figures 3, different values of \(\alpha, \beta, \gamma, \) and \(\delta\) respectively. From the figures 1 and 2 it is evident that the parameters \(\alpha, \beta, \gamma, \) and \(\delta\) controls the slope of the curves for the proposed activations in both positive and negative axis. The proposed functions converges to some known functions for specific values of the parameters. For example, \(F_1(x; 0, \beta)\) share the equivalent form as Serf(Nag and Bhattacharyya 2021) which is a non-parametric form of Pserf. Also, The proposed functions can be seen as a smooth approximation of ReLU.

\[
\lim_{\beta \to \infty} F_1(x; \alpha, \beta) = \text{ReLU}(x),
\]

\[
\forall x \in \mathbb{R} \text{ for any fixed } \alpha > 0.
\]

For any \(K\), a compact (closed and bounded) subset of \(\mathbb{R}^n\), the set of neural networks with ErfAct (or Pserf) activation functions is dense in \(C(K)\), the space of all continuous functions over \(K\) (see (Molina, Schramowski, and Kersting 2020)). This follows from the next proposition, as the proposed activation functions are not polynomials.

Proposition (Theorem 1.1 in Kidger and Lyons, 2019 (Kidger and Lyons 2020)) :- Let \(\rho : \mathbb{R} \to \mathbb{R}\) be any continuous function. Let \(N^\rho_K\) represent the class of neural networks with activation function \(\rho\), with \(n\) neurons in the input layer, one neuron in the output layer, and one hidden layer with an arbitrary number of neurons. Let \(K \subseteq \mathbb{R}^n\) be compact. Then \(N^\rho_K\) is dense in \(C(K)\) if and only if only if \(\rho\) is non-polynomial.

Experiments

We have compared our proposed activations against ten popular standard activation functions on different datasets and models on standard deep learning problems like image classification, object detection, semantic segmentation, and machine translation. The experimental results show that ErfAct and Pserf outperform in most networks compared to the standard activations. For all our experiments, we have first initialized the parameters \(\alpha, \beta\) for ErfAct and \(\gamma, \delta\) for Pserf and then updated via the backpropagation (LeCun et al. 1989) algorithm (see (He et al. 2015b)) according to (7) and for a single layer, the gradient of a parameter \(\rho\) is:

\[
\frac{\partial L}{\partial \rho} = \sum_x \frac{\partial L}{\partial f(x)} \frac{\partial f(x)}{\partial \rho}
\]

where \(L\) is the objective function, \(\rho \in \{\alpha, \beta, \gamma, \delta\}\) and \(f(x) \in \{F_1(x; \alpha, \beta), F_2(x; \gamma, \delta)\}\). For all of our experiments, to make a fair comparison between all the activations, we have first trained a network with hyper-parameter settings with the ReLU activation function and then only replaced ReLU with proposed activation functions and other baseline activations.

Image Classification

We present a detailed experimental comparison on MNIST (LeCun, Cortes, and Burges 2010), Fashion MNIST (Xiao, Rasul, and Vollgraf 2017), SVHN (Netzer et al. 2011), CIFAR10 (Krizhevsky and Hinton 2009), CIFAR100 (Krizhevsky and Hinton 2009), Tiny ImageNet (Le and Yang 2015), and ImageNet-1k (Deng et al. 2009) dataset for image classification problem. We have trained the datasets with different standard models and report the Top-1 accuracy. We have initialized the parameters \(\alpha = 0.75, \beta = 0.75\) for ErfAct, and \(\gamma = 1.25, \delta = 0.85\) for Pserf and update them according to (7).

MNIST, Fashion MNIST, and The Street View House Numbers (SVHN) Database : We first evaluate our proposed activation functions on the MNIST (LeCun, Cortes, and Burges 2010), Fashion MNIST (Xiao, Rasul, and Vollgraf 2017), and SVHN (Netzer et al. 2011) datasets with...
Table 1: Comparison between different baseline activations, ErfAct and Pserf activations on MNIST, Fashion MNIST, and SVHN datasets in AlexNet. 10-fold mean accuracy (in %) have been reported. mean±std is reported in the supplementary section. From all the tables it is evident that the proposed functions outperform all the baseline activation functions in all the three datasets and the performance are stable clear from mean±standard deviation.

| Activation Function | MNIST       | Fashion MNIST | SVHN        |
|---------------------|-------------|---------------|-------------|
| ReLU                | 99.09±0.10  | 93.22±0.21    | 95.50±0.22  |
| Swish               | 99.30±0.12  | 93.29±0.22    | 95.59±0.20  |
| Leaky ReLU          | 99.15±0.13  | 93.30±0.22    | 95.50±0.28  |
| ELU                 | 99.29±0.13  | 93.20±0.25    | 95.60±0.20  |
| Softplus            | 99.10±0.14  | 93.18±0.32    | 95.20±0.37  |
| Mish                | 99.27±0.14  | 93.45±0.32    | 95.60±0.31  |
| GELU                | 99.22±0.12  | 93.40±0.25    | 95.55±0.27  |
| PAU                 | 99.31±0.10  | 93.47±0.23    | 95.67±0.26  |
| PReLU               | 99.15±0.16  | 93.37±0.31    | 95.42±0.39  |
| ReLU6               | 99.11±0.10  | 93.26±0.26    | 95.47±0.24  |
| ErfAct              | 99.51±0.10  | 93.79±0.19    | 95.87±0.20  |
| Pserf               | 99.49±0.10  | 93.82±0.19    | 95.74±0.22  |

Table 2: Comparison between different baseline activations, ErfAct, and Pserf activations on MNIST, Fashion MNIST, and SVHN datasets on VGG-16 network. 10-fold mean accuracy (in %) have been reported. mean±std is reported in the table.

| Activation Function | MNIST       | Fashion MNIST | SVHN        |
|---------------------|-------------|---------------|-------------|
| ReLU                | 99.05±0.11  | 93.13±0.23    | 95.09±0.26  |
| Swish               | 99.09±0.09  | 93.34±0.21    | 95.29±0.20  |
| Leaky ReLU          | 99.02±0.14  | 93.17±0.28    | 95.24±0.23  |
| ELU                 | 99.01±0.15  | 93.12±0.30    | 95.15±0.28  |
| Softplus            | 98.97±0.14  | 92.98±0.34    | 94.94±0.30  |
| Mish                | 99.18±0.07  | 93.47±0.27    | 95.12±0.25  |
| GELU                | 99.10±0.09  | 93.41±0.29    | 95.11±0.24  |
| PAU                 | 99.07±0.09  | 93.52±0.24    | 95.23±0.20  |
| PReLU               | 99.01±0.09  | 93.12±0.27    | 95.14±0.24  |
| ReLU6               | 99.20±0.08  | 93.25±0.27    | 95.22±0.20  |
| ErfAct              | 99.37±0.06  | 93.81±0.20    | 95.67±0.18  |
| Pserf               | 99.38±0.09  | 93.87±0.22    | 95.66±0.20  |

AlexNet (Krizhevsky, Sutskever, and Hinton 2012) and VGG-16 (Simonyan and Zisserman 2015) (with batch-normalization) models and results for 10-fold mean accuracy are reported in Table 1 and Table 2 respectively. More detailed experiments on these datasets on LeNet (Lecun et al. 1998) and a custom-designed CNN architecture is reported in the supplementary material. We don’t use any data augmentation for MNIST or Fashion MNIST, while we use standard data augmentation like rotation, zoom, height shift, shearing for the SVHN dataset. From Table 1 and Table 2, it is clear that the proposed functions outperformed all the baseline activation functions in all the three datasets and the performance are stable clear from mean±standard deviation.

CIFAR: Next we have considered more challenging datasets like CIFAR100 and CIFAR10 to compare the performance of baseline activations and ErfAct and Pserf. We have reported the Top-1 accuracy for both the datasets for mean of 12 different runs on Table 3 and Table 4 with VGG-16 (with batch-normalization) (Simonyan and Zisserman 2015), PreActResNet-34 (PA-ResNet-34) (He et al. 2016), DenseNet-121 (DN-121) (Huang et al. 2016), MobileNet V2 (MN V2) (Sandler et al. 2019), ResNet-50 (He et al. 2015a), Inception V3 (IN-V3) (Szegedy et al. 2015), WideResNet 28-10 (WRN 28-10) (Zagoruyko and Komodakis 2016), and ShuffleNet V2 (SF-V2 2.0x) (Ma et al. 2018) models. A more detailed experiments on these datasets with EfficientNet B0 (EN-B0) (Tan and Le 2020), LeNet (LN) (Lecun et al. 1998), AlexNet (AN) (Krizhevsky, Sutskever, and Hinton 2012), PreActResnet-18 (PARN-18) (He et al. 2016), Deep Layer Aggregation (DLA) (Yu et al. 2019), Googlenet (GN) (Szegedy et al. 2014), Resnext (Rx) (Xie et al. 2017), Xception (Xpt) (Chollet 2017), SimpleNet V1 (SN-V1) (Hasanpour et al. 2016), SqueezeNet (SQ-Net) (Iandola et al. 2016), ResNet18 (RN-18) (He et al. 2015a), and Network in Network (NIN) (Lin, Chen, and Yan 2014) is reported in the supplementary section. From all the tables it is evident that the training is stable (mean±std) and the proposed activations archive 1%-6% higher Top-1 accuracy in most of the models compared to the baselines. The networks are trained up to 200 epochs with SGD optimizer (Robbins and Monro 1951; Kiefer and Wolfowitz 1952), 0.9 momentum, and
| Activation Function | VGG-16   | WRN 28-10 | ResNet-50 | PA-ResNet-34 | DN-121 | IN-V3 | MN-V2 | SF-V2 2.0x |
|---------------------|----------|-----------|-----------|--------------|--------|-------|-------|-----------|
| ReLU                | 71.67±0.28 | 76.32±0.25 | 74.17±0.24 | 73.12±0.23 | 75.67±0.28 | 74.23±0.26 | 74.02±0.24 | 67.49±0.26 |
| Leaky ReLU          | 71.77±0.30 | 76.69±0.27 | 74.11±0.27 | 73.41±0.26 | 75.90±0.27 | 74.40±0.28 | 74.17±0.24 | 67.71±0.27 |
| ELU                 | 71.71±0.28 | 76.39±0.28 | 74.51±0.24 | 73.61±0.25 | 75.87±0.26 | 74.71±0.26 | 74.29±0.22 | 67.91±0.30 |
| Swish               | 72.07±0.26 | 77.18±0.23 | 75.10±0.24 | 73.97±0.23 | 76.59±0.28 | 75.31±0.27 | 75.02±0.24 | 70.49±0.23 |
| Softplus            | 71.10±0.32 | 75.36±0.37 | 74.19±0.38 | 73.17±0.36 | 75.08±0.36 | 74.20±0.34 | 73.33±0.38 | 68.93±0.36 |
| Mish                | 72.31±0.24 | 77.40±0.25 | 76.30±0.22 | 75.14±0.21 | 77.11±0.25 | 76.22±0.25 | 75.31±0.21 | 71.79±0.22 |
| GELU                | 71.98±0.25 | 77.35±0.25 | 75.61±0.22 | 74.28±0.23 | 76.79±0.27 | 75.52±0.25 | 75.21±0.23 | 70.35±0.27 |
| PAU                 | 71.72±0.25 | 77.20±0.26 | 75.89±0.24 | 74.41±0.23 | 76.59±0.28 | 75.79±0.28 | 75.07±0.19 | 70.68±0.26 |
| PReLU               | 71.77±0.30 | 76.79±0.27 | 74.45±0.29 | 73.32±0.27 | 76.19±0.30 | 75.41±0.29 | 74.31±0.32 | 68.35±0.30 |
| RelU6               | 72.07±0.27 | 76.62±0.28 | 74.37±0.24 | 73.50±0.24 | 76.07±0.26 | 76.49±0.25 | 74.64±0.24 | 67.93±0.26 |
| ErfAct              | 72.93±0.22 | 78.49±0.23 | 77.09±0.20 | 76.21±0.20 | 78.18±0.23 | 77.12±0.24 | 76.23±0.19 | 73.17±0.22 |
| Pserf               | 72.69±0.24 | 78.31±0.24 | 76.97±0.20 | 75.91±0.22 | 78.38±0.25 | 77.01±0.25 | 76.07±0.21 | 72.91±0.21 |

Table 3: Comparison between different baseline activations and ErfAct and Pserf on CIFAR100 dataset. Top-1 accuracy(in %) for mean of 12 different runs have been reported. mean±std is reported in the table.

| Activation Function | VGG-16   | WRN 28-10 | ResNet-50 | PA-ResNet-34 | DN-121 | IN-V3 | MN-V2 | SF-V2 2.0x |
|---------------------|----------|-----------|-----------|--------------|--------|-------|-------|-----------|
| ReLU                | 93.44±0.22 | 95.17±0.21 | 94.35±0.18 | 94.17±0.19  | 94.77±0.19 | 94.15±0.20 | 94.20±0.16 | 91.63±0.21 |
| Leaky ReLU          | 93.65±0.21 | 95.02±0.22 | 94.45±0.20 | 94.33±0.18  | 94.89±0.22 | 94.20±0.22 | 94.32±0.19 | 91.82±0.23 |
| ELU                 | 93.70±0.19 | 95.28±0.20 | 94.27±0.20 | 94.30±0.25  | 94.64±0.18 | 94.38±0.17 | 94.27±0.18 | 91.99±0.20 |
| Swish               | 93.77±0.18 | 95.41±0.17 | 94.61±0.24 | 94.47±0.25  | 94.81±0.19 | 94.51±0.17 | 94.40±0.20 | 92.17±0.25 |
| Softplus            | 93.10±0.30 | 94.77±0.30 | 93.91±0.30 | 94.07±0.35  | 94.41±0.34 | 94.21±0.32 | 93.79±0.32 | 91.32±0.33 |
| Mish                | 93.91±0.17 | 95.35±0.18 | 94.78±0.22 | 94.55±0.23  | 95.03±0.15 | 94.64±0.18 | 94.71±0.18 | 92.41±0.20 |
| GELU                | 93.71±0.17 | 95.28±0.19 | 94.64±0.23 | 94.31±0.25  | 94.99±0.19 | 94.57±0.21 | 94.40±0.18 | 92.27±0.20 |
| PAU                 | 93.37±0.22 | 95.27±0.20 | 94.67±0.24 | 94.41±0.24  | 94.74±0.20 | 94.57±0.19 | 94.51±0.14 | 92.30±0.21 |
| PReLU               | 93.41±0.23 | 95.02±0.24 | 94.27±0.26 | 94.30±0.26  | 94.51±0.24 | 94.49±0.22 | 94.32±0.23 | 91.80±0.25 |
| RelU6               | 93.72±0.17 | 95.32±0.19 | 94.30±0.24 | 94.21±0.24  | 94.61±0.20 | 94.42±0.20 | 94.18±0.19 | 91.71±0.21 |
| ErfAct              | 94.47±0.15 | 95.88±0.12 | 95.01±0.17 | 95.21±0.18  | 95.71±0.15 | 95.29±0.14 | 95.34±0.12 | 93.74±0.18 |
| Pserf               | 94.24±0.16 | 95.71±0.13 | 95.14±0.19 | 95.08±0.29  | 95.62±0.17 | 95.10±0.13 | 95.19±0.14 | 93.59±0.18 |

Table 4: Comparison between different baseline activations and ErfAct and Pserf on CIFAR10 dataset. Top-1 accuracy(in %) for mean of 12 different runs have been reported. mean±std is reported in the table.
Table 5: Comparison between different baseline activations and ErfAct and Pserf on Tiny ImageNet dataset. Mean of 5 different runs for Top-1 accuracy (in %) have been reported. mean±std is reported in the table.

| Activation Function | Wide ResNet 28-10 |
|---------------------|-------------------|
| ReLU                | 61.61 ± 0.47      |
| Swish               | 62.44 ± 0.49      |
| Leaky ReLU          | 61.47 ± 0.44      |
| ELU                 | 61.99 ± 0.57      |
| Solfplus            | 60.42 ± 0.61      |
| Mish                | 63.02 ± 0.57      |
| GELU                | 62.64 ± 0.62      |
| PAU                 | 62.04 ± 0.54      |
| PReLU               | 61.25 ± 0.51      |
| RelU6               | 61.72 ± 0.56      |
| ErfAct              | 64.20 ± 0.51      |
| Pserf               | 64.01 ± 0.49      |

5\(e^{-4}\) weight decay. We have started with 0.01 initial learning rate and decay the learning rate with cosine annealing (Loshchilov and Hutter 2017) learning rate scheduler. We consider batch size of 128. We consider standard data augmentation methods like horizontal flip, rotation for both the datasets. The Figures 4a and 4b shows the learning curves on CIFAR100 dataset with Shufflenet V2 (2.0x) model for the baseline and the proposed activation functions and it is noticeable that training & test accuracy curve is higher and loss curve is lower respectively for ErfAct and Pserf compared to the baseline activations.

**Tiny Imagenet:** We consider a more challenging and important classification dataset Tiny Imagenet (Le and Yang 2015) which is a similar type of dataset like ILSVRC and consisting of 200 classes with RGB images of size 64 \(\times\) 64 with total 1,00,000 training images, 10,000 validation images, and 10,000 test images. To compare the performance, we have considered WideResNet 28-10 (WRN 28-10) (Zagoruyko and Komodakis 2016) model and Top-1 accuracy is reported in table 5 for mean of 5 different runs.

The model is trained with a batch size of 32, He Normal initializer (He et al. 2015b), 0.2 dropout rate (Srivas-tava et al. 2014), adam optimizer (Kingma and Ba 2015), with initial learning rate(lr rate) 0.01, and lr rate is reduced by a factor of 10 after every 60 epochs up-to 300 epochs. We have considered the standard data augmentation methods like rotation, width shift, height shift, shearing, zoom, horizontal flip, fill mode. From the table, it is clear that the performance for the proposed functions are better than the baseline functions and stable (mean±std) and got a boost in Top-1 accuracy by 2.59% and 2.40% for ErfAct and Pserf compared to ReLU.

**Semantic Segmentation**
Semantic segmentation is an important problem in deep learning. In this section, we present experimental results on the Cityscapes dataset (Cordts et al. 2016). We report the pixel accuracy and mean Intersection-Over-Union (mIOU)
on the U-net model (Ronneberger, Fischer, and Brox 2015). The model is trained up to 250 epochs, with adam optimizer (Kingma and Ba 2015), learning rate $5e^{-5}$, batch size 32 and Xavier Uniform initializer (Glorot and Bengio 2010). A mean of 5 different runs on the test dataset is reported in Table 6. We got around 1.97% and 1.89% boost on mIOU for ErfAct and Pserf compared to ReLU.

### Object Detection

Object detection is a standard problem in computer vision. In this section, we have reported our experimental results on challenging Pascal VOC dataset (Everingham et al. 2010) with Single Shot MultiBox Detector (SSD) 300 (Liu et al. 2016) with VGG-16 (with batch-normalization) (Simonyan and Zisserman 2015) as the backbone network. We consider the standard WMT-2014 English→German dataset for our experiments. The database contains 4.5 million training sentences. We train an attention-based 8-head transformer network (Vaswani et al. 2017) with Adam optimizer (Kingma and Ba 2015), 0.1 dropout rate (Srivastava et al. 2014), and train up to 100000 steps. We try to keep other hyperparameters similar as mentioned in the original paper (Vaswani et al. 2017). We evaluate the network performance on the newstest2014 dataset using the BLEU score metric. The mean of 5 different runs is being reported on Table 7 on the test dataset(newstest2014). From the table, it is clear that the results are stable on different runs (mean±std), and we got around 0.6% and 0.5% boost in BLEU score for ErfAct and Pserf compared to ReLU.

### Machine Translation

Machine Translation is a procedure in which text or speech is translated from one language to another language without the help of any human being. We consider the standard WMT 2014 English→German dataset for our experiment. The database contains 4.5 million training sentences. We train an attention-based 8-head transformer network (Vaswani et al. 2017) with Adam optimizer (Kingma and Ba 2015), 0.1 dropout rate (Srivastava et al. 2014), and train up to 100000 steps. We try to keep other hyperparameters similar as mentioned in the original paper (Vaswani et al. 2017). We evaluate the network performance on the newstest2014 dataset using the BLEU score metric. The mean of 5 different runs is being reported on Table 8 on the test dataset(newstest2014). From the table, it is clear that the results are stable on different runs (mean±std), and we got around 0.6% and 0.5% boost in BLEU score for ErfAct and Pserf compared to ReLU.

### Baseline Table

The experiment section shows that ErfAct and Pserf beat or perform equally well with baseline activation functions in most cases while under-performs marginally on rare occasions. We provide a detailed comparison based on all the experiments in earlier sections and supplementary material with the proposed and the baseline activation functions in Table 9.

### Computational Time Comparison

We present the time comparison for the baseline activation functions and ErfAct and Pserf on Machine translation problem on transformer model in WMT-2014 dataset. mean±std is reported in the table.

| Activation Function | BLEU Score |
|---------------------|------------|
| ReLU                | 26.2 ± 0.15 |
| Swish               | 26.4 ± 0.10 |
| Leaky ReLU          | 26.3 ± 0.17 |
| ELU                 | 25.1 ± 0.15 |
| Softplus            | 23.6 ± 0.16 |
| Mish                | 26.3 ± 0.12 |
| GELU                | 26.4 ± 0.19 |
| PAU                 | 26.3 ± 0.16 |
| PReLU               | 26.2 ± 0.21 |
| ReLU6               | 26.1 ± 0.14 |
| ErfAct              | 26.8 ± 0.11 |
| Pserf               | 26.7 ± 0.10 |

Table 8: Comparison between different baseline activations and ErfAct and Pserf on Machine translation problem on transformer model in WMT-2014 dataset. mean±std is reported in the table.
In this work, we propose two simple and effective novel activation functions. We call them ErfAct and Pserf. The method of construction is a combination of functions using trainable parameters. The proposed functions are unbounded above, bounded below, non-monotonic, smooth and zero centred. We show that both functions can approximate the ReLU activation function. Across most of the experiments, ErfAct and Pserf are top-performing activation functions from which we can conclude that the proposed functions have the potential to replace the widely used activations like ReLU, Swish or Mish.

### Conclusion

In this work, we propose two simple and effective novel activation functions. We call them ErfAct and Pserf. The method of construction is a combination of functions using trainable parameters. The proposed functions are unbounded above, bounded below, non-monotonic, smooth and zero centred. We show that both functions can approximate the ReLU activation function. Across most of the experiments, ErfAct and Pserf are top-performing activation functions from which we can conclude that the proposed functions have the potential to replace the widely used activations like ReLU, Swish or Mish.
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