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Abstract

Google Scholar is the largest web search engine for academic literature that also provides access to rich metadata associated with the papers. The ACL Anthology (AA) is the largest repository of articles on Natural Language Processing (NLP). We extracted information from AA for about 44 thousand NLP papers and identified authors who published at least three papers in AA. We then extracted citation information from Google Scholar for all their papers (not just their AA papers). This resulted in a dataset of 1.1 million papers and associated Google Scholar information. We aligned the information in the AA and Google Scholar datasets to create the NLP Scholar Dataset—a single unified source of information (from both AA and Google Scholar) for tens of thousands of NLP papers. NLP Scholar can be used to identify broad trends in productivity, focus, and impact of NLP research. We present here initial work on analyzing the volume of research in NLP over the years and identifying the most cited papers in NLP. We also list a number of additional potential applications.
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1. Introduction

Google Scholar is a free web search engine for academic literature—peer reviewed journals, conferences, preprints, patents, theses, technical reports, etc.1 Through it, users can access the metadata associated with an article and often the full text of the article as well. A key aspect of the metadata is the number of citations that an article has received.

Google Scholar does not provide information on how many articles are included in its database. However, scientometric researchers have estimated that it included about 389 million documents in January 2018 (Gusenbauer, 2019)—making it the world’s largest source of academic information.2 Thus, it is not surprising that there is growing interest in the use of Google Scholar information to draw inferences about scholarly research (Martín-Martín et al., 2018; Mingers and Leydesdorff, 2015; Orduña-Malea et al., 2014; Howland, 2010).

Our interests lie in the study of scholarly research in Natural Language Processing (NLP). However, Google Scholar does not provide information on the field of study pertaining to individual papers.3 Thus, in this project, we combine information from Google Scholar with a dedicated high-quality source of information for NLP papers, the ACL Anthology (AA).

The ACL Anthology is a digital repository of public domain, free to access, articles on Natural Language Processing (NLP).4 It includes papers published in the family of ACL conferences as well as in other NLP conferences such as LREC and RANLP.5 When it was first launched in 2002, it provided access to rich metadata and full text of about 3,100 NLP papers. As of June 2019, it included close to 50,000 articles published since 1965—the year of the first ACL conference. It is the largest single source of scientific literature on NLP.

In this paper, we present the NLP Scholar Dataset—a single unified source of information (from both AA and Google Scholar) for tens of thousands of NLP papers. In Section 3, we present details on how the dataset was created and what it includes. Note that while AA is freely available, the information about papers is spread across several files. Through NLP Scholar, we not only aggregate the AA information into a standard database, we also add to the metadata, for example, by determining whether a paper is long paper or a short paper, whether it is a workshop paper or a main conference paper, whether it is a demo paper, etc. Further, even though Google Scholar information is freely available online, it is somewhat challenging to extract citation information for tens of thousands of papers. Thus we hope that NLP Scholar will save time and effort for other researchers. NLP Scholar is freely available from the project homepage.6

The NLP Scholar Dataset has numerous applications. Most notably, it can be used to examine the NLP literature to identify broad trends in productivity, focus, and impact of NLP research. We present here work on analyzing the volume of NLP research and on identifying some of the most cited papers in NLP in Sections 4 and 5, respectively. The analyses are presented as a sequence of questions and answers. Our broader goal here is simply to record the state of the NLP literature: who and how many of us are publishing? what are we publishing on? where and in what form are we publishing? and what is the impact of our publications? The answers are usually in the form of numbers, graphs, and visualizations. In Section 6, we list additional applications, before presenting concluding remarks in Section 7.

Additional work that uses the NLP Scholar dataset for specific analyses is presented in separate papers. Moham-

---

1https://scholar.google.com
2Scientometrics is the study of scientific literature using quantitative techniques.
3Google Scholar does allow scholars to provide up to five tags for their profile corresponding to their area of research. However, the use of this feature by scholars is not consistent. Further, one scholar may publish papers on several fields of study.
4https://www.aclweb.org/anthology/
5ACL licenses its papers with a Creative Commons Attribution 4.0 International License.
6http://saifmohammad.com/WebPages/nlp Scholar.html
mad (2020a) presents a comprehensive overview of citations in NLP literature. Specifically, it explores questions such as: how well cited are papers of different types (journal articles, conference papers, demo papers, etc.)? how well cited are papers published in different time spans? how well cited are papers from different areas of research within NLP etc. Mohammad (2020b) quantifies and examines gender gap in Natural Language Processing Research; specifically, the disparities in authorship and citations across gender. Some of the analyses presented in the papers associated with this project are also available as a series of blog posts online.\footnote{https://medium.com/@nlpscholar/state-of-nlp-cbf768492f90}

\subsection{2. Related Work}

This work is inspired by a vast amount of past research, including that on Google Scholar (Khabas and Giles, 2014; Howland, 2010; Orduña-Malea et al., 2014; Martín-Martín et al., 2018), on the analysis of NLP papers (Radev et al., 2016; Anderson et al., 2012; Bird et al., 2008; Schulte, 2018; Mariani et al., 2018; Qazvinian et al., 2013; Teich, 2010; Saggion et al., 2017), on citation intent (Aya et al., 2005; Teufel et al., 2006; Pham and Hoffmann, 2003; Nanba et al., 2011; Mohammad et al., 2009; Zhu et al., 2015), and on measuring scholarly impact (Ravenscroft et al., 2017; Priem and Hemminger, 2010; Bulaitis, 2017; Bos and Nitzan, 2019; Ioannidis et al., 2019; Yogatama et al., 2011; Mishra et al., 2018).

\section{3. Data}

We extracted information from both the ACL Anthology and Google Scholar in June 2019.\footnote{Thus, all subsequent papers and citations are not included in the analysis. A fresh data collection is planned for January 2020.} The three subsections below describe the information extracted from AA, the information extracted from Google Scholar, and how we aligned the information.

\subsection{3.1. The ACL Anthology Data}

AA provides access to its data through its website and a github repository.\footnote{https://github.com/acl-org/acl-anthology/} The code for the ACL Anthology service is open source and available under the Creative Commons Attribution-NonCommercial-ShareAlike 3.0 International License (Gildea et al., 2018).\footnote{https://creativecommons.org/licenses/by-nc-sa/3.0/} The github repository includes a “data/xml/” directory that houses individual xml files for each of the proceedings. Table 1 shows the primary information we extracted from each of these xml files.

\begin{table}[h]
\centering
\begin{tabular}{|l|l|}
\hline
Attribute & Example \\
\hline
paper-id & P18-1017 \\
paper-title & Obtaining Reliable Human Ratings of Valence, Arousal, and Dominance for 20,000 English Words \\
paper-url & https://www.aclweb.org/anthology/P18-1017 \\
paper-doi & 10.18653/v1/P18-1017 \\
volume-id & 1 \\
venue-code & P \\
booktitle & Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics \\
publisher & Association for Computational Linguistics \\
address & Melbourne, Australia \\
month & July \\
year & 2018 \\
author-list & Saif M. Mohammad \\
\hline
\end{tabular}
\caption{Primary information extracted from AA. Here \textit{year} stands for \textit{year of publication}.}
\end{table}

\textbf{Heuristics to obtain secondary information from AA:} AA does not explicitly record certain attributes of the paper such as whether it is a main conference paper, a student research paper, a system demonstration paper, a shared task paper, a workshop paper, a tutorial abstract, etc. It also does not record whether it is a long paper or a short paper. Since such attributes allow for interesting analyses of the data, we employ simple heuristics to determine their values (secondary information) from the primary information already extracted from AA. Specifically, we determine values for attributes (such as those mentioned above) by searching for patterns in the booktitle—see Table 2. The attribute has value 1 if the pattern is found, and 0 otherwise.

\textbf{Authors:} The xml files include author names only from the year 2013 and later. This is likely when ACL conferences began to explicitly ask for author names (through a text box) at the submission page. However, AA also provides a master BibTeX file that includes the BibTeX entries for each of the papers in AA. Much of the information in the BibTeX entries is already present in the xml files, but notably it includes the author list for all papers (and not just those published since 2013). Thus we extract author names from the master BibTeX file.

Multiple authors can have the same name and the same authors may use multiple variants of their names in papers. This presents a problem that all paper aggregation projects have to face, including AA and Google Scholar. The AA volunteer team handles such ambiguities using both semi-automatic and manual approaches (fixing some instances on a case by case basis). In cases of multiple authors with the same name (which occurs very infrequently in AA) the authors are manually assigned an author id. Additionally, AA keeps a file that includes canonical forms of author names as well as name variants. We use AA’s information on authors to transform author names obtained from the BibTeX entries into canonical forms.

\textbf{Venue Code:} AA assigns a unique venue code to each of the conferences and journals (e.g., the venue code for ACL is P), whereas all workshops get the venue code W.\footnote{The venue code system is scheduled to be updated in 2020 when the letter system is to be replaced by venue abbreviations.} We use a mapping file included in the AA repository to map the venue codes to the venue names (e.g., P to ACL).\footnote{Note that the distinction between a conference and a workshop can sometimes be fuzzy. Further, some venues (e.g., EMNLP) started off as workshops, but eventually gained a conference status. For this work, we treated them as conferences (even for the earlier years).}

\textbf{Number of papers in AA:} As of June 2019, AA had \textasciitilde 50K entries, however, this includes some number of entries that...
3.2. Google Scholar Data

Google Scholar was launched in November 2004 and has undergone several rounds of refinements since. Notably, since 2012, it allowed scholars/researchers to create and edit public author profiles Scholar Citations Profiles. GS then presented the number of citations to their articles on a profile page, and also calculated metrics such as total number of citations, h-index, and i-10 index.

GS does not provide an API to extract information about the papers. This is likely because of its agreement with publishing companies that have scientific literature behind paywalls (Martín-Martín et al., 2018). We extracted citation information from Google Scholar profiles of authors who published in the ACL Anthology. This is explicitly allowed by GS’s robots exclusion standard. This is also how past work has studied Google Scholar (Khabsa and Giles, 2014; Orduña-Malea et al., 2014; Martín-Martín et al., 2018).

We extracted citation information from Google Scholar profiles of authors who had a Google Scholar Profile page and had published at least three papers in the ACL Anthology. This yielded citation information for 1.1 million papers in total. We will refer to this dataset as the NLP Subset of the Google Scholar Dataset, or GScholar-NLP for short. Note that GScholar-NLP includes citation information not just for NLP papers, but also for non-NLP papers published by authors who have at least three papers in AA. Table 3 shows the information that was extracted. Here year stands for year of publication. pubid is an internal id used by Google Scholar.

GScholar-NLP includes 33,051 of the 44,896 papers in AA (about 75%). We will refer to this subset of the ACL Anthology papers as AA’. The citation analysis presented later in this paper are on AA’.

### Table 2: Secondary information obtained using simple heuristics. The attribute has value 1 if the pattern is found in the book title, and 0 otherwise. Example data is for the same paper as in Table 1.

| Attribute                  | Pattern | Example |
|----------------------------|---------|---------|
| demo paper                 | demo    | 0       |
| main conference paper      | conference | 1   |
| shared task paper          | shared task | 0   |
| short paper                | short papers | 0   |
| student workshop paper     | student | 0       |
| tutorial flag              | tutorial | 0       |
| workshop paper             | workshop | 0       |

### Table 3: Primary information extracted from Google Scholar.

| Attribute      | Example                                                                 |
|----------------|--------------------------------------------------------------------------|
| title          | Obtaining Reliable Human Ratings of Valence, Arousal, and Dominance for 20,000 English Words |
| authors        | S Mohammad                                                              |
| conference     | Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics |
| cites          | 24                                                                      |
| year           | 2018                                                                    |
| pubid          | h168fVGZbiEC                                                            |

3.3. Aligning Data from the ACL Anthology and Google Scholar

The ACL Anthology and Google Scholar do not share a common paper id system. Thus we needed a shared piece of information, that is unique to the paper, to create a single unified dataset (with information from both AA and GS).

Often the paper title is unique and can be used as a paper id. However, there are a small number of instances where two (or more) different papers have the same title. Thus, for this work, we use a concatenation of the paper title and year of publication as the paper id. Further, we remove all non-alphanumeric characters from this paper id. This is because occasionally there might be differences in how the title is stored for the same paper in AA and Google Scholar because of hyphens, spaces, and special characters. Thus, for example, the paper id for the example paper listed in Tables 1 through 3 would be: obtainingreliablehumanratingsofvalencearousalanddominancefor20000englishwords2018. We use this title–year concatenation as the paper id to align information between AA and GS, and also to align information spread across different AA sources such as the xml files and the master BibTeX file.

We avoid using author names in the paper id because Google only stores the last name and initials of the first and middle names (as shown in Table 3). Further, special characters are much more common in author names (than in titles or years) and thus it is much more likely that the same author is written in a different form across AA and Google Scholar.

However, in case the paper is submitted to a preprint server (such as ArXiv) in a different year than the year of publication at an AA venue, there can be a mismatch between the years of publications as recorded in AA and GS. In such cases, we use the paper id formed by the concatenation of the title and the last name of the first author.

We refer to the final combined information from AA and GS as the NLP Scholar Dataset. All heuristics described above were chosen for high precision, which was sometimes at the cost of recall. Several rounds of spot checks by the author were followed by the distribution of the data and visualizations to outside researchers for feedback. Nonetheless, it should be noted that NLP Scholar inherits errors from AA and Google Scholar, and might still have a small number of alignment errors caused by boundary cases. A detailed compilation of the caveats and limitations is available online in the About NLP Scholar page.\footnote{https://medium.com/@nlpscholar/about-nlp-scholar-62cb3b0f4488}
4. The Volume of NLP Research

The volume of research in a field is a simple yet powerful indicator of the health of the field. It provides a window into questions such as: Is the field energized and drawing new researchers at greater numbers than before?; How productive are the researchers in the field?; What percentage of the researchers leave after publishing just one paper?; What types of papers are published more in the field?; etc. We explore these questions for Natural Language Processing using the NLP Scholar Dataset. It should be noted that there exist NLP papers outside of AA. However, since AA is the single largest source of NLP papers, it is likely that the analyses below shed light not just on AA papers but also, to some extent, on NLP research in general.

Q1. How big is the ACL Anthology (AA)? How is the number of papers changing with time?

A. As mentioned in the Data section, as of June 2019, AA had \( \sim 50K \) entries, however, after excluding non-paper entries, we are left with 44,896 articles. The top graph in Figure 1 shows the number of papers published in each of the years from 1965 to 2018.

Discussion: Observe that there was a spurt of papers in the 1990s, but a much larger growth has occurred since the year 2000. Also, note that the number of publications is considerably higher in alternate years. This is due to biennial conferences. Since 1998 the largest of such conferences has been LREC. (In 2018 alone LREC had over 700 main conferences papers and additional papers from its 29 workshops). COLING, another biennial conference (also occurring in the even years) has about 45% of the number of main conference papers as LREC.

Q2. How many authors/researchers publish in the ACL Anthology?

A. The 44,896 articles in AA have 37,300 authors. Figure 1 (middle graph) shows the number of authors by year:

Discussion: Observe that the number of authors is also growing over time (mirroring the number of papers). Continually attracting a greater number of researchers is a sign of good health for natural language research.

Q3. Are we publishing more papers per author now than in earlier decades?

A. Yes. The average number of papers per author is the highest it has ever been in 2018. Although, there have been other years where the average has been close to the highest (as in 2001). The bottom graph in Figure 1 shows the average number of papers per author from 1965 to 2018.

Discussion: One can observe the general trend of increasing number of papers per author from 2009 to 2018. One can also observe that the period between 1965 and 1991 had a markedly lower average compared to the period between 1992 and 2018, despite some outliers. We see large fluctuations in the numbers for the 1965–1990 period; this is likely because of the small number of papers in those years.

Q4. How many authors published exactly one paper in AA?

A. 21,606 authors have published exactly one paper in AA. This is about 58% of the total number of authors who have published in AA. Consider these bins of papers in AA: 1 (the author has published exactly one paper in AA); 2 to 10 (the author has published two to ten papers in AA); 10 to 100 (the author has published ten to one hundred papers in AA); 100+ (the author has published more than one
hundred papers in AA). Figure 2 shows the number of AA authors in each bin.

Discussion: It is interesting to note that a majority of authors have exactly one paper in AA. While we do not have information on how many of these authors have NLP papers outside of AA, it is still likely that a large portion of those that publish NLP papers only publish one NLP paper. Further work is needed to determine if this is common in other anthologies as well. Further work is also needed to determine whether this is a healthy percentage—in terms of the success of attracting new people (especially students) to the field vs. the lack of success in enabling more people to publish beyond their first NLP paper.

Q5. How many people are actively publishing in NLP?
A. It is hard to know the exact number, but we can determine the number of people who have published in AA in the last N years.

  #people who published at least one paper in 2017 and 2018 (2 years): 11,957
  #people who published at least one paper 2015 through 2018 (4 years): 17,457

Of course, some number of researchers published NLP papers in non-AA venues.

Q6. How many journal papers exist in the AA? How many main conference papers? How many workshop papers?
A. See Figure 3.

Discussion: The number of journal papers is dwarfed by the number of conference and workshop papers. (This is common in computer science. Even though NLP is a broad interdisciplinary field, the influence of computer science practices on NLP is particularly strong.) Shared task and system demo papers are relatively new (introduced in the 2000s), but their numbers are already substantial.

Creating a separate class for “Top-tier Conference” is somewhat arbitrary, but it helps make certain comparisons more meaningful (for example, when comparing the average number of citations, etc.). For this work, we consider ACL, EMNLP, NAACL, COLING, and EACL as top-tier conferences based on low acceptance rates and high citation metrics, but certainly other groupings are also reasonable.

Q7. How many papers have been published at ACL (main conference papers)? What is the distribution of the number of papers across various NLP venues?
A. # ACL (main conference papers) as of June 2018: 4,830

The same workshop can co-occur with different conferences in different years, so we grouped all workshop papers in their own class. We did the same for tutorials, system demonstration papers (demos), and student research papers. Figure 4 shows the number of main conference papers for various venues and paper types (workshop papers, demos, etc.).
Discussion: Even though LREC is a relatively new conference that occurs only once in two years, it tends to have a high acceptance rate (∼60%), and enjoys substantial participation. Thus, LREC is already the largest single source of NLP conference papers. SemEval, which started as SenseEval in 1998 and occurred once in two or three years, has now morphed into an annual two-day workshop—SemEval. It is the largest single source of NLP shared task papers.

5. Most Cited Papers

Research articles can have impact in a number of ways—pushing the state of the art, answering crucial questions, finding practical solutions that directly help people, making a new generation of potential-scientists excited about a field of study, and more. However, measures of research impact are limited in scope; they measure only some kinds of contributions.

The most commonly used metrics of research impact are derived from citations. A citation of a scholarly article is the explicit reference to that article. Several citation-based metrics have emerged over the years including: number of citations, average citations, h-index, relative citation ratio, and impact factor.

It is not always clear why some papers get lots of citations and others do not. One can argue that highly cited papers have captured the imagination of the field; perhaps because they were particularly creative, opened up a new area of research, pushed the state of the art by a substantial degree, tested compelling hypotheses, or produced useful datasets, among other things. Note however, that the number of citations is not always a reflection of the quality or importance of a piece of work. Note also that there are systematic biases that prevent certain kinds of papers from accruing citations, especially when the contributions of a piece of work are atypical, not easily quantified, or in an area where the number of scientific publications is low. Further, the citations process can be abused, for example, by egregious self-citations (Ioannidis et al., 2019).

Nonetheless, given the immense volume of scientific literature, the relative ease with which one can track citations using services such as Google Scholar and Semantic Scholar, and given the lack of other easily applicable and effective metrics, citation analysis is an imperfect but useful window into research impact.

In this section, we examine the most cited papers in AA’. As mentioned earlier, AA’ is a subset of AA, for which we were able to extract citation information from Google Scholar. It includes 33,051 out of the 44,896 papers in AA. The papers in AA’ received ∼1.2 million citations (as of June 2019). Figure 5 shows a timeline graph where each year has a bar with height corresponding to the number of citations received by papers published in that year. Further, the bar has colored fragments corresponding to each of the papers and the height of a fragment (paper) is proportional to the number of citations it has received. Thus it is easy to spot the papers that received a large number of citations, and the years when the published papers received a large number of citations.

Figure 5 is a screenshot of an interactive visualization of the data. Hovering over individual papers reveals an information box showing the paper title, authors, year of publication, publication venue, and #citations. The interactive visualization is freely available from the project homepage.14

Observe that with time, not only have the number of papers grown, but also the number of high-citation papers. We see a marked jump in the 1990s over the previous decades, but the 2000s are the most notable in terms of the high number of citations. The 2010s papers will likely surpass the 2000s papers in the years to come.

Through the questions below we explore the most cited papers in AA’: overall and across specific subsets of AA’.

Q1. What are the most cited papers in AA’?

A. Figure 6 shows the most cited papers in the AA’.

Discussion: We see that the top-tier conference papers (green) are some of the most cited papers in AA’. There are a notable number of journal papers (dark green) in the most cited list as well, but very few demo (purple) and workshop (orange) papers.

In the interactive visualizations (to be released later), one can click on the url to be taken directly to the paper’s landing page in the ACL Anthology website. That page includes links to metadata, the pdf, and associated files such as videos and appendices. There will also be functionality to download the lists.

Q2. What are the most cited AA’ journal papers? What are the most cited AA’ workshop papers? What are the most cited AA’ shared task papers? What are the most cited AA’ demo papers? What are the most cited tutorials? What are the most cited papers from individual venues such as ACL, LREC, and EMNLP?

A. Figure 7 shows the most cited journal papers in the AA’.

Individual lists of the most cited AA’ conference papers, workshop papers, system demo papers, shared task papers, and tutorials can be viewed online.15 (These lists are not shown here due to space constraints.) The most cited papers from individual venues (ACL, CL journal, TACL, EMNLP, LREC, etc.) can also be viewed there.

Discussion: Machine translation papers are well-represented in many of these lists, but especially in the system demo papers list. Toolkits such as MT evaluation ones, NLTK, Stanford Core NLP, WordNet Similarity, and OpenNMT have highly cited demo or workshop papers.

The shared task papers list is dominated by task description papers (papers by task organizers describing the data and task), especially for sentiment analysis tasks. However, the list also includes papers by top-performing systems in these shared tasks, such as the NRC-Canada, HideITime, and UKP papers.

14http://saffmohammad.com/WebPages/nlpscholar.html
15https://medium.com/@nlpscholar/the-state-of-nlp-literature-part-iia-845eb5dc3364
Figure 5: A timeline graph where each year has a bar with height corresponding to the number of citations received by papers published in that year. The bar has colored fragments corresponding to each of the papers and the height of a fragment (paper) is proportional to the number of citations it has received.

Figure 6: The fifteen most cited papers in AA'.

Figure 7: The fifteen most cited journal papers in AA'.
Q3. What are the most cited AA’ papers published in the last decade? What are the most cited papers in various time periods from the past?

A. Figure 8 shows the most cited AA’ papers from the last decade. The most cited AA’ papers published from various other time spans are available online.16

Discussion: The early period (1965–1989) includes papers on grammar and linguistic structure. The 1990s list has papers addressing many different NLP problems with statistical approaches. Papers on MT and sentiment analysis are frequent in the 2000s list. The 2010s are dominated by papers on word embeddings and neural representations.

6. Further Explorations with NLP Scholar

The NLP Scholar Dataset has several uses, including but not limited to those listed below. Some of these uses involve assisting studies in better understanding the NLP research landscape. Other uses are for developing practical applications.

- NLP is a diverse inter-disciplinary field where one’s research may be contributing to (and may have been influenced by) various other fields such as psychology, humanities, and social sciences. Thus an interesting question is—what makes a paper an NLP paper? The NLP Scholar dataset and the larger GScholar-NLP dataset (papers by NLP authors) can be used to explore this question.
- What makes papers highly cited? We have historical citation information. Can we use that to identify notable characteristics of high-citation papers?
- Tracking disparities in the number of authors from various demographic groups. For example, tracking the participation of women in NLP research.
- Identifying better matches of reviewers with papers and mentors with student researchers.
- Tracking disparities in citations across various demographic groups. For example, determining and tracking whether women are cited more or less than men in NLP research.
- Determining the average citations impact of different types of papers and venues: e.g. how influential are system demo papers?; how well cited are workshop papers compared to main conference papers?; etc.
- Identifying related work. Given a query term, provide papers that are relevant.
- Assigning topics to papers and tracking topics over time. Again this can help with the related work search, but also with tracking popularity of topics over time.
- Quantifying the impact of non-NLP fields on NLP. One way is to identify how often we cite papers from non-NLP fields. Which fields are we citing a lot? How is that changing with time? Another avenue is to examine the GScholar-NLP dataset and identify how often the NLP authors publish papers in non-NLP fields.

The NLP Scholar Dataset and associated interactive visualizations are freely available from the project homepage.17

7. Conclusions

We aligned the information in the ACL Anthology and Google Scholar to create the NLP Scholar Dataset—a single unified source of information (from both AA and Google Scholar) for tens of thousands of NLP papers. NLP Scholar can be used to examine the literature as a whole to identify broad trends in productivity, focus, and impact. We presented initial work on analyzing the volume of NLP research and the most cited papers in NLP. We showed that not only are the number of papers and authors publishing in AA growing over time, the number of papers published by an author in a year is also steadily increasing. We also showed that a majority of authors publish just one paper in AA. We created various lists of most cited AA papers (overall and by type) and qualitatively discussed the trends in these lists. Finally, we listed a number of potential applications of the NLP Scholar and the GScholar-NLP datasets. The latter includes Google Scholar information for 1.1 million papers by authors who published at least three papers in AA. We hope that these resources will foster further research into various aspects of NLP research.

16https://medium.com/@nlpscholar/the-state-of-nlp-literature-part-iii-845eb5dc3364

17http://saifmohammad.com/WebPages/nlpscholar.html
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