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Abstract—Realizing a conceptual quantum algorithm on an actual physical device necessitates the algorithm’s quantum circuit description to undergo certain transformations in order to adhere to all constraints imposed by the hardware. In this regard, the individual high-level circuit components are first synthesized to the supported low-level gate-set of the quantum computer, before being mapped to the target’s architecture—utilizing several optimizations in order to improve the compilation result. Specialized tools for this complex task exist, e.g., IBM’s Qiskit, Google’s Cirq, Microsoft’s QDK, or Rigetti’s Forest. However, to date, the circuits resulting from these tools are hardly verified, which is mainly due to the immense complexity of checking if two quantum circuits indeed realize the same functionality. In this paper, we propose an efficient scheme for quantum circuit equivalence checking—specialized for verifying results of the IBM Qiskit quantum circuit compilation flow. To this end, we combine characteristics unique to quantum computing, e.g., its inherent reversibility, and certain knowledge about the compilation flow into a dedicated equivalence checking strategy. Experimental evaluations confirm that the proposed scheme allows to verify even large circuit instances with tens of thousands of operations within seconds or even less, whereas state-of-the-art techniques frequently time-out or require substantially more runtime. A corresponding open source implementation of the proposed method is publicly available at \url{https://github.com/iic-jku/qcec}.  

I. INTRODUCTION

Quantum computing has gained considerable momentum over the past years, as actual quantum computers are reaching feasibility and more and more algorithms for potential applications are discovered. Similar to the conventional realm, a conceptual quantum algorithm needs to be compiled to a representation that conforms to all restrictions imposed by the device it shall be executed on. To this end, fast-evolving compilation flows such as those of IBM’s Qiskit \cite{1}, Google’s Cirq \cite{2}, Microsoft’s QDK \cite{3}, or Rigetti’s Forest \cite{4} are available.

Naturally, it is of utmost importance that the results of such compilation flows are correct, i.e., that the compiled quantum circuit still realizes the originally intended functionality. This motivates the development of methods for verification or, more precisely, equivalence checking. Conceptually, equivalence checking is simple, since each quantum circuit \(G\) realizes a unitary transformation \(U\) and comparing two quantum circuits \(G\) and \(G'\) boils down to comparing the corresponding unitary matrices \(U\) and \(U'\), respectively. However, since these matrices \(U\) and \(U'\) are exponentially large, many existing approaches to this problem (e.g., \cite{1,5,9}) remain unsatisfactory and can hardly be employed on a large scale.

Recently, a promising solution to address this problem has been proposed in \cite{10}. There, the use of dedicated data-structures, in particular decision diagrams \cite{9,11,12}, has been proposed which allow for a non-exponential representation of matrices in some (albeit not all) cases. To further improve upon that, it is exploited that \(G^{-1} \cdot G = I\) holds if two circuits \(G\) and \(G'\) are indeed equivalent, i.e., the cascade composed of one circuit with the inverse of the other should eventually yield the identity function. Because of that, checking whether \(G\) and \(G'\) are in fact equivalent can be conducted by starting with the identity matrix (which can be represented in linear rather than exponential space) and, then, applying operations of \(G\) and \(G'\) in a particular order until all operations have been applied. If all those operations can be applied so that the respective intermediate computations remain as close to the identity as possible, substantial improvements can be achieved \cite{10}. However, how to determine the “perfect” order of applications, i.e., whether to apply operations from \(G\) or from \(G'\) in order to keep the respective intermediate representation close to the identity, remains an open problem\textsuperscript{1}.

In this paper, we address this problem. We show that, by utilizing knowledge about the compilation flow, a verification methodology can be obtained which keeps the respectively occurring intermediate representations close to the identity in an almost perfect fashion. By this, the exponential complexity is frequently reduced to a linear or close-to-linear complexity—substantially reducing the runtime of the verification process. In order to showcase the possible improvements, we consider the compilation flow as it is currently conducted by IBM’s Qiskit\textsuperscript{2}. Experimental evaluations show that, using

\textsuperscript{1}This is discussed and illustrated in more detail later in Section \textsuperscript{III}.

\textsuperscript{2}However, the methods proposed in this work can be tailored to any other compilation flow as well.
the proposed method, circuits composed of tens of thousands of operations can be verified within seconds or even less, whereas state-of-the-art techniques frequently time-out or require substantially more runtime. A corresponding open source implementation of the proposed method is publicly available at https://github.com/iic-jku/qcec.

The rest of this work is structured as follows: In Section II we review the necessary basics of quantum circuits and the IBM Q systems needed to keep this work self-contained. Then, Section III reviews the compilation flow as it is conducted by IBM’s Qiskit and elaborates on verifying results of this flow. Based on that, Section IV illustrates how all different aspects are exploited and consequently orchestrated to form a dedicated verification strategy. The strategy’s performance is then evaluated in Section V before Section VI concludes the paper.

II. QUANTUM COMPUTING AND THE IBM Q SYSTEMS

In this section, we briefly review the concepts of quantum computing [13] and introduce the notation used in this work. Besides that, we also review the considered platform, i.e., IBM Q systems [14]. For more detailed information, we refer the interested reader to the provided references.

A. Quantum Circuits

In quantum computing, the main computational unit is the qubit. In contrast to classical bits, a single qubit $q$ can be in an arbitrary superposition of the basis states $|0\rangle$ and $|1\rangle$, i.e.,

$$|q\rangle = \alpha_0 |0\rangle + \alpha_1 |1\rangle$$

with $\alpha_0, \alpha_1 \in \mathbb{C}$ and $|\alpha_0|^2 + |\alpha_1|^2 = 1$. An $n$-qubit quantum system can be in an arbitrary superposition of the $2^n$ basis states

$$|b_{n-1}\rangle \otimes \cdots \otimes |b_0\rangle = |b_{n-1}\ldots b_0\rangle = \sum_{i=0}^{n-1} b_i 2^i$$

with $b_i \in \{0, 1\}$, i.e.,

$$|q\rangle_n = \sum_{i=0}^{2^n-1} \alpha_i |i\rangle$$

with $\alpha_i \in \mathbb{C}$ and $\sum_{i=0}^{2^n-1} |\alpha_i|^2 = 1$.

In the circuit model of quantum computation, qubits are represented by wires and are manipulated by quantum operations (quantum gates). Specifically, a quantum circuit $G$ with $m$ gates, operating on $n$ qubits, is denoted by $G = g_0 \ldots g_{m-1}$, where each $g_i$ represents a quantum gate acting on (a subset of) $n$ qubits. This is usually visualized through quantum circuit diagrams, where the qubit wires are drawn as horizontal lines, gates are drawn using a variety of symbols, and progression of time is assumed to happen from left to right.

Example 1. An example of a quantum circuit $G$ with 16 gates acting on three qubits is shown in Fig. 1a. This sequence of operations describes a small instance of the famous Grover search algorithm [15]. The small boxes with identifiers correspond to operations applied to single qubits such as $X$ gates (the quantum analogue to the NOT gate) and $H$ (adamard) gates (which can be used to set a qubit into superposition). Moreover, there are multiple-controlled $X$ operations, where an $X$ operation is only applied to a target qubit (denoted by $\oplus$) if all of its control qubits (denoted by $\bullet$) are in state $|1\rangle$. In case there is only one control qubit, such a gate is also called CNOT or controlled-NOT, while in case of two control qubits it is also called a Toffoli gate.

Initially, quantum algorithms are described in a way which is agnostic of the device they are planned to be executed on. However, physical devices today only support very low-level quantum operations. In this work, we focus on devices provided by IBM, which are briefly reviewed next.

B. The IBM Q Systems

In 2016, IBM launched the IBM Quantum Experience cloud platform which, for the first time, provides public access to a quantum computer. Today, eight devices with either one, five, or 15 qubits are freely available for development. All quantum computers developed at IBM provide the same limited gate-set consisting of arbitrary single-qubit gates $U$ and the two-qubit CNOT operation $\mathcal{X}$. Although seemingly small, this already constitutes a universal gate-set, i.e., every possible quantum computation can be realized using only gates from this set [13]. In addition, the IBM Q systems (or in general quantum computers based on superconducting qubits) feature a severely limited connectivity of their qubits. This is usually described by a coupling graph, where the graph’s nodes represent the qubits and an edge between two nodes indicates that a CNOT operation may be applied to those qubits.

Example 2. The coupling graph of the IBM Q London system is shown in Fig. 1c. It consists of five (physical) qubits $Q_i$, and a CNOT operation may only be applied to the qubits $(Q_0, Q_1)$, $(Q_1, Q_2)$, $(Q_1, Q_3)$, or $(Q_3, Q_4)$.

A device’s physical qubits are inherently affected by noise—leading to rather short coherence times and limited fidelity of the individual operations. Until a certain threshold concerning the number of available qubits is reached, error correction is not yet an option. Throughout this work, we will refer to the physical qubits of a device using upper case $Q_i$ and denote the logical qubits of a quantum algorithm with lower case $q_i$. Additionally, $Q_i : q_j$ denotes that the logical qubit $q_j$ is assigned to the physical qubit $Q_i$.

3Specifically, $U = U_3(\theta, \phi, \lambda)$ with $0 \leq \theta \leq \pi$ and $0 \leq \phi < 2\pi$ are supported. Special cases are $U_2(\phi, \lambda) = U_3(\frac{\pi}{2}, \phi, \lambda)$ and $U_1(\lambda) = U_3(0, 0, \lambda)$.

4Nowadays, these edges are typically undirected, i.e., it does not matter which qubit acts as control or target—whereas past architectures actually prescribed the direction.
III. Motivation and Considered Problem

In order to execute a conceptual quantum algorithm on an actual device such as provided by the IBM Q systems, several transformations have to be applied to the original circuit in order to conform to all the restrictions imposed by the targeted device. This transformation process is frequently called compilation due to its similarity to a classical compiler transforming high-level code into a (machine-executable) assembly. Many specialized tools for this complex task exist, e.g., IBM’s Qiskit, Google’s Cirq, Microsoft’s QDK, or Rigetti’s Forest. However, to date, the circuits resulting from these tools are hardly verified, i.e., it is hardly checked whether the resulting quantum circuit description still realizes the same functionality as the originally given circuit. In the following, we review this compilation flow using IBM’s Qiskit compilation flow as a representative. Afterwards, we elaborate on the problem of verifying results of this flow, which will eventually motivate this work.

A. The IBM Qiskit Compilation Flow

Compilation of quantum circuits addresses the three kinds of restrictions which limit the usability of a quantum computer and have been reviewed above: The first two, i.e., the limited gate-set and connectivity, constitute hard constraints—a computation not conforming to these restrictions may not be executed on the device. In contrast, the short coherence time and limited gate fidelity represent a soft constraint—a quantum circuit may be executed on a device, but it is not guaranteed to produce meaningful results if the circuit, e.g., is too large for the state to stay coherent. The Qiskit compilation flow is structured as a collection of individual passes, each of which is responsible for dealing with a certain constraint (or an aspect thereof). Just as traditional compilers, there are different optimization levels offering a trade-off between compilation runtime and quality of the compilation result. More precisely:

First, the gates of the original quantum circuit are synthesized to the gate-set supported by the targeted device. Most importantly, since devices typically only support up to two-qubit gates, any gate acting on more than two qubits is broken down into “elementary” gates. This process may require the use of additional ancillary qubits for realizing the desired
operation. In this regard, Qiskit provides several modes, e.g., for the decomposition of multi-controlled gates—offering a trade-off between circuit size and number of required ancillary qubits [16–18].

**Example 3.** Consider again the circuit \( G \) from Ex. 1 as shown in Fig. 1a. If this circuit shall be executed on an IBM \( Q \) system, the Toffoli gate (the two-controlled \( \text{NOT} \)) first has to be realized using only arbitrary single-qubit gates and \( \text{CNOT}s \). One possible synthesized version is shown in Fig. 1b. It takes six \( \text{CNOT}s \), nine single qubit gates, and no additional ancillaries to realize the desired gate.

Now, the circuit just contains elementary gates supported by the device, but it may not yet conform to the device’s limited connectivity. Thus, the quantum circuit is mapped to the target architecture, i.e., a mapping between the circuit’s logical and the device’s physical qubits is established. Qiskit provides several heuristics for determining an initial mapping—from a trivial one-to-one mapping (\( Q_1: q_1 \)) to explicitly considering calibration data and picking the most reliable set of qubits for the computation [19]. However, in most cases, it is not possible to globally define a mapping which conforms to all connectivity limitations. As a consequence, the logical-to-physical qubit mapping usually is changed dynamically throughout the circuit. Typically, this is accomplished by inserting \( \text{SWAP} \) gates into the circuit—effectively allowing to change the mapping of logical qubits to physical qubits so that all operations can be executed while, at the same time, all connectivity constraints are satisfied. To this end, Qiskit per default uses a very fast, stochastic solution (based on Bravyi’s algorithm). Several other approaches have been proposed for tackling this immensely complex task [7], [19], [25] and some of them have even been integrated into Qiskit.

**Example 4.** Consider again the circuit \( G \) from Ex. 1 and assume that the Toffoli gate has been synthesized as shown in Fig. 1b. Further, assume that the circuit is to be executed on the IBM \( Q \) London architecture shown in Fig. 1c. Then, Fig. 1d shows one possible circuit \( \hat{G} \) resulting from this mapping process. The physical qubits \( Q_0, Q_1, \) and \( Q_2 \) were chosen and initially assigned logical qubits \( q_0, q_2, \) and \( q_1 \), respectively. Just one \( \text{SWAP} \) operation applied to \( Q_0 \) and \( Q_1 \) (indicated by \( \times \)) was added in the middle of the circuit in order to conform to the target’s connectivity constraints [7].

After this step of the compilation flow, circuits are ready to be executed on the targeted devices (corresponding to the most basic optimization level 0). However, the previous steps significantly increased the size of these circuits—impacting the achievable performance due to the limited coherence time and gate fidelity. Thus, several optimizations may be employed to reduce the circuit’s size and, hence, improve the actual performance on the quantum computer. Since the IBM \( Q \) systems natively support arbitrary single-qubit gates, any number of subsequent single-qubit gates may be fused into one single gate. Additionally, adjacent-gate-cancellations can be used to eliminate instances where a gate is directly followed by its inverse, e.g., two consecutive \( \text{CNOT} \) operations with the same control and target qubits can be cancelled. These are the most basic optimizations that constitute the standard optimization level 01 of Qiskit. Naturally, more sophisticated optimization techniques have been developed, e.g., gate transformation and commutation [26] (which is included in optimization level 02) or re-synthesis of two-qubit unitary blocks [27] (which is part of the top optimization level 03).

**Example 5.** Consider again the circuit \( \hat{G} \) from Ex. 4 shown in Fig. 1d that has been mapped to the IBM \( Q \) London architecture. Applying one-qubit-fusion and adjacent-gate-cancellation eventually allows to eliminate nine single-qubit gates and results in the optimized circuit \( \hat{G}' \) shown in Fig. 1e.

**B. Verifying Results of the Compilation Flow**

Naturally, it is of utmost importance that the originally intended functionality of a quantum algorithm is preserved throughout the whole compilation flow. This can be guaranteed by verifying the results of the compilation flow. To this end, two possible approaches can be employed: (1) systematically verifying the compilation methods themselves, e.g., by using formal verification techniques [28], [29], or (2) checking the functional equivalence of the original circuit to the respectively compiled circuit [9–10]. In this work, we consider the second approach, because, although the first approach allows to guarantee the validity of results for arbitrary circuit inputs, their applicability is severely limited by the effort required to adapt and extend these methods for new developments, such as new optimizations or mapping strategies.

Checking the equivalence between two circuits boils down to checking whether they indeed realize the same functionality. Mathematically, the quantum gates \( g_i \) of an \( n \)-qubit quantum circuit \( G \) are defined by \( 2^n \times 2^n \) unitary matrices \( U_i \). Consequently, the functionality of a quantum circuit \( G \) with gates \( g_0, \ldots, g_{m-1} \) is described by a unitary matrix \( U \), which is obtained by consecutively multiplying the unitary matrix representations \( U_i \) of each gate \( g_i \) in reverse order, i.e., \( U = U_{m-1} \cdots U_0 \). Thus, checking the equivalence of two circuits \( G \) and \( G' \) amounts to building and comparing the circuits’ system matrices \( U \) and \( U' \). While simple in its concept, the exponential size of the involved matrices quickly renders many direct approaches infeasible.

In order to cope with this complexity, decision diagrams have been proposed as an efficient data-structure for canon-
cally representing and manipulating quantum functionality in the recent past [9], [11], [12]. While decision diagrams indeed frequently allow to represent quantum functionality in a very compact fashion, the decision diagrams corresponding to the circuits \( G \) and \( G' \) may still grow exponentially in the worst case.

Hence, to further improve upon that, a promising approach was recently proposed in [10] utilizing the following observation: Consider two equivalent quantum circuits \( G = g_0 \cdots g_{m-1} \) and \( G' = g'_0 \cdots g'_{m'-1} \). Then, due to the inherent reversibility of quantum circuits, this certainly allows for the conclusion that \( G^{-1} \cdot G = I \), where \( G^{-1} \) denotes the inverse of \( G \) and \( I \) denotes the identity function. Moreover, it holds that

\[
I = G^{-1} \cdot G = (g_{m-1}^{-1} \cdots g_0^{-1}) \cdot (g_0 \cdots g_{m-1}) = (U_{m-1} \cdots U_0) \cdot (U_0^\dagger \cdots U_{m-1}^\dagger) = U_{m-1} \cdots U_0 \cdot I \cdot U_0^\dagger \cdots U_{m-1}^\dagger =: G \rightarrow I \leftarrow G'.
\]

As a consequence, checking whether \( G \) and \( G' \) are in fact equivalent can be conducted by starting with the identity and, then, either applying operations of \( G \) “from the left” (denoted by \( G \rightarrow I \)) or (inverted) operations of \( G' \) “from the right” (denoted by \( I \leftarrow G' \)) until all operations have been applied. If, afterwards, the identity still remains, the circuits \( G \) and \( G' \) have been proven to be equivalent.

The intention of this idea is to keep the intermediate computations as close to the identity as possible, since the identity constitutes the best case for most representations of quantum functionality (e.g., linear in the number of nodes with respect to the number of qubits for decision diagrams).

Example 6. Assume, w.l.o.g. that \( m \leq m' \), i.e., \( G' \) has at least as many gates as \( G \). Further assume an oracle \( \omega : G \rightarrow (G')^* \) exists that, given a gate \( g_i \in G \), returns a consecutive sequence of gates \( g'_k \cdots g'_l \in G' \) such that \( g_i \equiv g'_k \cdots g'_l \). Then, subsequently applying one gate \( g \in G \) and \( |\omega(g)| \) inverted gates from \( G' \) constitutes a “perfect” strategy—yielding the identity after each pair of applications. As a result, only matrices representing, or staying close to, the identity occur. Since these can usually be represented very efficiently using, e.g., decision diagrams, the process of equivalence checking is substantially improved.

However, a major problem remains in how to obtain the “perfect” oracle \( \omega(\cdot) \), i.e., in deciding when to apply operations of \( G \) (“from the left”) and when to apply operations of \( G' \) (“from the right”). In [10], several strategies for this purpose have been proposed and, indeed, substantial speed-ups in checking the equivalence of two quantum circuits have been achieved with that (cf. Table 1 in [10]).

\(^9\)Canonicity implies that a comparison of the root pointers of two decision diagrams allows to decide their equivalence.

In contrast, the compilation flow as reviewed in Section III-A provides detailed insights how a circuit \( G \) is eventually compiled to a circuit \( G' \)—providing ideal knowledge about how to derive the “perfect” oracle \( \omega(\cdot) \). In this work, we propose a verification scheme which uses the idea of applying \( G \rightarrow I \leftarrow G' \) and, at the same time, utilizes the knowledge about an actual compilation flow (namely the Qiskit flow). As the experimental evaluations (summarized later in Section V) confirm, this allows for drastic speed-ups and, eventually, makes equivalence checking feasible on a large scale.

IV. PROPOSED VERIFICATION SCHEME

In this section, we propose a verification scheme which rests on the ideas discussed above, but additionally utilizes knowledge about the Qiskit quantum circuit compilation flow to derive a much better oracle \( \omega(\cdot) \). For each step in the compilation flow (i.e., for synthesis, mapping, and optimization), a corresponding strategy for \( \omega(\cdot) \) is derived which keeps applying \( G \rightarrow I \leftarrow G' \) close to the identity. Those strategies are described in the following subsections. Afterwards, they are combined to an overall scheme.

A. Utilizing Knowledge about the Synthesis Step

Considering the first step of the compilation flow, two issues become relevant for determining the “perfect” \( G \rightarrow I \leftarrow G' \) strategy: (1) each gate \( g \in G \) is compiled to a sequence of gates \( g'_k \cdots g'_l \in G' \) and (2) the circuits \( G \) and \( G' \) may operate on different numbers of qubits due to the addition of ancillary qubits required for the synthesis.

For the first issue, it can be exploited that the actual decomposition scheme, i.e., into how many elementary gates each of the original circuit’s gates is decomposed, is known a priori. Thus, an oracle \( \omega(\cdot) \) which, given a gate \( g \in G \), returns the corresponding sequence of gates \( g'_k \cdots g'_l \in G' \), is explicitly known in this case. Assuming that \( G' \) resulted from the synthesis of a given quantum circuit \( G \), applying one gate from \( G \) and \( |\omega(g)| \) inverted gates from \( G' \) constitutes an optimal strategy for conducting \( G \rightarrow I \leftarrow G' \)—yielding the identity after each step.

Example 7. Consider the original circuit \( G \) shown in Fig. 12. As indicated by Fig. 14, the Toffoli gate of \( G \) needs to be decomposed into elementary gates supported by the architecture, while all other gates of \( G \) are already supported. Thus, \( |\omega(g)| = 1 \) holds for all \( g \in G \) except for the Toffoli gate, where \( |\omega(g)| = 15 \) holds.

In case both circuits do not operate on the same number of qubits, the corresponding unitaries have different dimensions
and cannot be applied directly. Unfortunately, it is not sufficient to match the qubit count of $G'$ by just augmenting the original circuit with idle qubits. Since ancillary qubits are always initialized in a particular state (typically $|0⟩$), this leaves some degree of freedom in the overall unitary representation $U'$. In order to compensate for this degree of freedom, the eventually resulting matrix $U'$ has to be modified as shown in the following example.

**Example 8.** Consider a unitary $2^n \times 2^n$ matrix $U$ and assume that, w.l.o.g., the last qubit $q_{n-1}$ acts as an ancillary qubit initialized to $|0⟩$. In general, the action of $U$ depending on the state of $q_{n-1}$ is described by the four $2^{n-1} \times 2^{n-1}$ sub-matrices $U_{ij}$ as illustrated in Fig. 2a. Since the ancillary is initialized to $|0⟩$, the sub-matrices corresponding to the transformation from $|1⟩$ can be ignored—resulting in the modified matrix $\tilde{U}$ shown in Fig. 2b.

B. Utilizing Knowledge about the Mapping Step

Mapping to the targeted architecture establishes a connection between the circuit’s logical and the device’s physical qubits. Consequently, while the description of $G$ is expressed in terms of logical qubits $q_0, \ldots, q_{n-1}$, the circuit $G'$ operates on (a subset of) the device’s physical qubits $Q_0, \ldots, Q_{N-1}$. If a non-trivial initial mapping (i.e., anything but $Q_i \mapsto q_i$) is employed, this leads to the situation that gates from $G'$, although functionally equivalent, are applied to different qubits than the gates of $G$. Thus, concluding the equivalence of both circuits is not possible by straightforwardly using the oracle function $\omega(\cdot)$. Instead, a *qubit map* $m(\cdot)$ is employed, which stores the mapping between the physical qubits of the circuit $G'$ and the logical qubits of the original circuit $G$, i.e., $m(Q) = q_j$ if physical qubit $Q$ is initially assigned logical qubit $q_j$. Whenever a gate from $G'$ is to be applied to a certain physical qubit $Q$, this is translated to the corresponding logical qubit $m(Q) = q_j$—again allowing to stay close to the identity.

**Example 9.** Consider the original circuit $G$ and the mapped circuit $\tilde{G}$ shown in Fig. 1a and Fig. 1d respectively. While the $X$ gate at the beginning of $G$ is applied to the logical qubit $q_2$, it is applied to the physical qubit $Q_1$ in the circuit $\tilde{G}$. In order to fix this mismatch, the qubit map $m(\cdot)$—mapping $Q_0 \mapsto q_0$, $Q_1 \mapsto q_2$, and $Q_2 \mapsto q_1$—is employed. Consequently, the $X$ gate of $\tilde{G}$ is applied to $m(Q_1) = q_2$ which now matches the original gate from $G$ perfectly.

However, as discussed in Section III-A the logical-to-physical qubit mapping of a compiled circuit in general changes dynamically throughout the circuit in order to satisfy all constraints imposed by the device’s coupling map. As a consequence, the potential of using the (static) qubit map $m(\cdot)$ in combination with the oracle function $\omega(\cdot)$ to stay close to the identity is significantly diminished. That is, because the dynamically changed mapping again results in a scenario where gates from $G'$ are applied to different qubits than in the circuit $G$. Therefore, a perfect verification strategy needs to keep track of the changes in the logical-to-physical qubit mapping caused by SWAP operations and, accordingly, needs to update the qubit map $m(\cdot)$ throughout the verification procedure.

**Example 10.** Consider again the scenario of Ex. 9 If the $G \mapsto I \mapsto G'$ scheme is carried out using the qubit map $m(\cdot)$ defined there, the result would not represent the identity. That is, because the logical-to-physical qubit mapping is changed in the middle of $G$ by a SWAP operation applied to $Q_0$ and $Q_1$. Thus, at that specific point, the qubit map $m(\cdot)$ has to be updated accordingly, i.e., it then has to map $Q_0 \mapsto q_2$, $Q_1 \mapsto q_0$, and $Q_2 \mapsto q_1$. Through this dynamic change, the computation of $G \mapsto I \mapsto G'$ remains close to the identity and, eventually, proves the equivalence of both circuits.

C. Utilizing Knowledge about the Optimization Step

If no optimizations were to be applied to the circuit resulting from the synthesis and mapping step (which is equivalent to applying Qiskit’s O0 optimization level), the strategies proposed above allow to conduct $G \mapsto I \mapsto G'$ in a perfect fashion—yielding the identity after each step. However, optimizations as discussed in Section III-A further alter the circuit—making it harder to verify the resulting circuit. In the following, we cover how to anticipate the effects of the two most common optimizations employed in Qiskit—*single-qubit gate fusion* and *adjacent gate cancellation* (see Section III-A).

**Example 11.** Consider again the circuit $\tilde{G}$ shown in Fig. 1a. There, the grey box indicates the gates of $\tilde{G}$ realizing the Toffoli gate of the original circuit $G$ shown in Fig. 1a. The middle qubit thereby contains a $T$ gate, which is directly followed by an $H$ gate. Accordingly, in the optimized circuit shown in Fig. 1d these have been merged into a single $U_2(0, \frac{\pi}{4})$ gate. Thus, $|\omega(g)| = 15$ does no longer hold, but has to be modified to $|\omega(g)| = 14$ instead in case of the Toffoli gate (see Ex. 7).

In addition to anticipating fusions within individual gate realizations through adaptations of the oracle function $\omega(\cdot)$, a pre-processing pass is conducted which fuses consecutive

---

10 SWAPs can be reconstructed from consecutive sequences of three CNOTs in $G'$ as indicated in the middle of Fig. 1.
single-qubit gates where they are present in the original circuit $G$ (e.g., fusing the $H - X - H$ cascade at the end of the circuit $G$ shown in Fig. 1a to a single $Z$ gate). However, reductions across multiple gates that were decomposed during synthesis cannot be accounted for in this fashion. Thus, the formerly constructed perfect oracle function $\omega(\cdot)$ becomes approximate.

Example 12. Consider again the circuit $\tilde{G}$ shown in Fig. 1d and its optimized variant $G'$ shown in Fig. 1e. Then, the cancellation of the two consecutive $H$ gates in the beginning of $\tilde{G}$ cannot be anticipated through a straightforward adaptation of $\omega(\cdot)$. However, as also confirmed by the experimental evaluations in Section V, $\omega(\cdot)$ remains a suitable approximation for staying close to the identity.

The second optimization employed per default—adjacent gate cancellation—introduces a peculiar issue for the verification strategy as shown in the following example.

Example 13. Consider a SWAP operation directly followed by a CNOT operation. Since the SWAP operation itself is realized by three consecutive CNOTs, this sequence of operations may be simplified by cancelling two of them as shown in Fig. 3. While the qubit map $m(\cdot)$ can be easily adapted in the first two cases, the optimized circuit shows no sign of an applied SWAP, and, furthermore, introduces an additional CNOT gate to the compiled circuit which previously did not exist in $G$. This makes it hard for the proposed strategies to still identify the SWAP and, hence, update the qubit map $m(\cdot)$ as described in the previous section.

As a solution, any occurrence of two consecutive CNOT operations in $G'$ as shown on the right of Fig. 3 that is not followed by a third matching CNOT is substituted by the sequence shown on the left of Fig. 3. Overall, this again allows to accurately track the qubit mapping $m(\cdot)$ and conduct the equivalence check in an optimal fashion.

D. Resulting Verification Scheme

All of the considerations above finally result in a dedicated verification scheme that is tailored for verifying results of the Qiskit compilation flow. First of all, a pre-processing step fuses subsequent single-qubit gates in the circuit $G$ and substitutes SWAP (and possibly a CNOT) gates wherever applicable in the circuit $G'$. Afterwards, if necessary, the circuit $G$ is augmented with idle ancillary qubits. Then, the general $G \rightarrow I \leftarrow G'$ scheme is employed—utilizing the oracle function $\omega(\cdot)$ to determine which gates from $G'$ are to be applied for each application of a gate from $G$.

The actual application of gates from $G'$ happens with regard to the qubit map $m(\cdot)$ which establishes the connection between the circuit $G$’s logical qubits and $G'$’s physical qubits. During these steps, this qubit map is dynamically updated to account for the insertion of SWAP operations during the mapping. After applying all gates from both circuits, the result of this scheme is modified as illustrated in Ex. 8. Eventually, the two circuits are shown to be equivalent if the modified result resembles the identity for the non-ancillary qubits.

As confirmed by the experimental evaluations, which are summarized next, this scheme allows to efficiently verify even large instances consisting of tens of thousands of gates within seconds. Additionally, in contrast to formally verifying the individual compilation steps (see Section III-B), this approach remains generic enough to work well out of the box, even when optimizations are employed that have not been directly accounted for, e.g., commutation rules.

V. EXPERIMENTAL EVALUATIONS

The proposed verification scheme has been implemented on top of the tool proposed in [10] (which is available at https://iic.jku.at/eda/research/quantum_verification). More precisely, we took the recent version (revision 1.2) and extended this tool with the strategies described in Section IV. Afterwards, we conducted extensive experiments to evaluate the performance of the resulting approach. In this section, we summarize our evaluations. To this end, we first briefly review the setup and, afterwards, present as well as discuss the obtained results.

A. Setup

In our evaluations, we considered circuits that are frequently used to benchmark compilers. Using IBM Qiskit [1] (specifically, Qiskit Terra 0.12.0), each original circuit $G$ has been compiled for a specific target device—resulting in an alternative circuit $G'$. During this process, multi-controlled Toffoli gates have been synthesized using the “basic” mode (yielding the smallest circuits, with the highest number of additionally needed qubits) and the target device has been chosen as the smallest possible one capable of accommodating the resulting number of qubits. Specifically, IBM Q Boeblingen has been chosen for circuits with up to 20 qubits, while IBM Q Rochester has been used for circuits with up to 53 qubits.

As discussed in Section III-A, Qiskit offers several optimization levels for compiling circuits. In our evaluations, we considered Qiskit’s default optimization level (i.e., O1) and—in order to show the proposed approach’s applicability to scenarios it has not been explicitly tailored towards—the more advanced O2 level. All evaluations have been performed on a 4 GHz Amazon EC2 z1d instance running Ubuntu 18.04...
with at least 32 GB per job using GNU Parallel [31]. A hard timeout of 1 h (i.e., 3 600 s) was set for each run.

B. Obtained Results

In a first series of evaluations, we considered Qiskit’s default optimization level O1. A subset of the respectively obtained results is shown in Table I. Here, the first columns describe the original circuit G (its name, number of qubits, and number of gates) as well as the device the circuit was mapped to. Then, the size of the resulting circuit G′ is listed, along with the runtimes of (1) the equivalence checking routine from [11], (2) its advanced improvement from [10] (utilizing \( G \rightarrow I \rightleftharpoons G′ \)) and (3) the strategy proposed in this work.

The results clearly show the superiority of the proposed method. While the first approach using \( G \rightarrow I \rightleftharpoons G′ \) (as proposed in [10]) allows to reduce the equivalence checking runtime down to a third or a half in most cases (sometimes even more), substantial runtimes (or even timeouts) are still reported. On the contrary, additionally exploiting explicit knowledge about the compilation flow as proposed in this work allows for drastic further improvements. In fact, all considered instances are successfully verified within (fractions of) seconds, whereas state-of-the-art equivalence checking methods and even the recently proposed advanced techniques frequently time-out or require substantial runtime.

In a second series of evaluations, we considered Qiskit’s more advanced optimization level O2. In this regard, Table II shows a representative subset of the obtained results. While the proposed methodology was explicitly tailored for the default optimization level of Qiskit, i.e., O1, its performance remains almost on an equally high level in case of verifying circuits compiled with optimization level O2—where several more advanced optimization techniques, such as gate commutation rules, are employed, which are not directly accounted for in the proposed scheme. This shows that even utilization of partial knowledge about the underlying compilation flow is sufficient to drastically improve the verification of the correctness of its result.

VI. CONCLUSION

In this work, we proposed a dedicated scheme for verifying results of the IBM Qiskit compilation flow. To this end, we exploit characteristics unique to quantum computing and explicitly incorporate knowledge about the compilation flow in order to design a strategy that allows to keep the overhead of verifying compilation results minimal. Experimental evaluations confirm that the proposed strategy consistently allows to verify instances with more than ten-thousand gates within seconds—even if optimizations are employed which are not directly accounted for. Compared to the state of the art, which often requires substantial runtimes or even time-outs in these tasks, this is a drastic improvement. The resulting tool is publicly available at [https://github.com/ic-jku/qcec](https://github.com/ic-jku/qcec) and can easily be adapted to different compilation flows or additional optimizations in the future.
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