OPTIMAL THRESHOLD STRATEGIES WITH CAPITAL INJECTIONS IN A SPECTRALLY NEGATIVE LÉVY RISK MODEL
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ABSTRACT. This paper focuses on optimal threshold strategies for a spectrally negative Lévy (SNL) risk process with capital injections and proportional transaction costs. Restricted to solvency constraint, our model requires the shareholders of dividends prevent ruin by injecting capitals. Value function of the firm is assumed to be an expected discounted total dividends less discounted capital injection. Under such a setup, we derive certain key identities in connection with value function of the firm of a maximum dividend rate. Under restricted dividend rates and capital injection, we give analytical description of the maximum value function of the firm and the optimal threshold strategy explicitly.

1. Introduction. Recently, much attention has been devoted to exploring the interactions of classical risk models and properties of Lévy processes. The main effort is to gain insights for a wider range of applications; see for example, the treatments of the barrier dividend problems Avram et al. [5], Loeffen [22, 23], Kyprianou et al. [15], and the threshold dividend policies Kyprianou and Loeffen [14]). In reference to the existing literature, this paper further reveals the analytical properties of scale functions for spectrally negative Lévy (SNL) processes to solve threshold dividend optimization problems.

Concerning the Sparre-Andersen models, a host of researchers have concentrated on the threshold strategies with a bounded dividend rate only (e.g., Jeamblanc and Shiryaev [12], Asmussen and Taksar [3], Asmussen [2], Gerber and Shiu [9, 10], Lin and Pavlova [21], Ng [26], Yin and Yuen [33]). Using such a strategy, dividends are paid at a constant rate whenever the modified risk process is above the threshold level $b > 0$, and no dividends are paid whenever the modified risk process is below $0$.
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b. Thus, the risk process undergoes the so-called stochastic refraction; see Gerber and Shiu [9, 10], both a threshold dividend strategy and a linear barrier dividend strategy in Alberedeer et al [1].

One of the drawbacks of the bang-bang dividend strategies is that the risk process still has a positive probability of ruin. To overcome the difficulties, many researchers suggested to use capital injections to prevent ruin over unrestricted dividend rates recently. Two types of capital injection strategies have been considered in the literature, namely, forced bail outs (e.g., Harrison and Taylor [11], Avram et al. [5], Kulenko and Schmidt [13]), and optional bail outs (e.g., Løkka and Zervos [25], Avanzi et al. [4], Dai et al. [8]). For forced bail outs, the reserve process stays positive such that the insurance company never go bankrupt. While one is not forced to avoid the event of bankruptcy for the case of optional bail out. Indeed, financial institutions and insurance companies are restricted by regulations to maintain non-negative or even positive reserves at all times in order to operate. Capital injections provide a strategy that can be used by such institutions in meeting their regulatory requirements. Considering capital injections, there are a growing number of papers investigating the optimal dividend strategy under unrestricted/restricted dividend rates such as Zhou et al. [34], Zhu and Yang [35] (forced bail outs), Yao et al. [32] (optional bail outs) among others.

In this paper, we consider the optimal threshold strategies for SNL processes with “forced bail outs”. From a practical consideration, we assume that a proportional cost is incurred each time a dividend payment or a capital injection is made. The main difficulties that we face are analyzing the occupation times of intervals for the SNL processes under threshold strategies, as well as complicated calculations of the explicit key identities based on scale functions. With the maximum dividend rate, we derive certain key identities, which are generalization of [12, Lemma 3.1]. Using these identities, [5, Theorem 1] can be obtained as a special case of our results. We also show that the optimal threshold strategies exist for the restricted dividend strategies with capital injections. Moreover, value function of the firm can be expressed explicitly by use of key identities and scale functions. This paper was originally written in 2014 [20]. Thanks to one of the reviewers for letting us know the independent work of [29].

The rest of the paper is arranged as follows. Section 2 presents the problem setup and reviews of some existing results of SNL Processes. Certain key identities are obtained in Section 3, which are expressed in terms of scale functions. In Section 4, we derive the expected total discounted dividends and the total discounted injected capital in the threshold strategies, in terms of scale functions of Lévy processes. Then we apply these results in Section 5 to obtain optimal strategies for the restricted dividend problems with capital injections. The main effort in this section is to show the existence and to obtain explicit expressions of the value function and the optimal capital injections and threshold strategies.

2. Problem setup and notation.

2.1. Lévy insurance risk processes. Let $X = \{X_t, t \geq 0\}$ be a Lévy process defined on $(\Omega, \mathcal{F}, \mathbb{P} = \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$, a filtered probability space that satisfies the usual conditions. Denote the probability with $X_0 = x$ and the corresponding expectation by $\mathbb{P}_x$ and $\mathbb{E}_x$, respectively. The reader is referred to Sato [30] for more details. It is well known that the Laplace exponent is $\psi(\theta) = \log \mathbb{E}_0(e^{\theta X_1})$ for $\theta \geq 0$, and $\psi(\theta)$ is strictly convex on $(0, \infty)$ with $\lim_{\theta \to \infty} \psi(\theta) = +\infty$. Moreover, if we denote
Lemma 2.1. (Kyprianou [18].) These identities are to be used throughout the rest of the paper.

the right-inverse function of \( \psi \) by \( \Phi : [0, \infty) \to [\Phi(0), \infty) \). Denote the extended generator of the process \( X \) by \( \Gamma \), which acts on \( C^2 \) functions with compact support. Then

\[
\Gamma f(x) = \frac{\sigma^2}{2} f''(x) + r f'(x) + \int_{-\infty}^{+\infty} [f(x + y) - f(x) - f'(x) y I_{|y|<1}] \nu(dy),
\]

(1)

where \( \nu \) is a measure on \( \mathbb{R} - \{0\} \) such that \( \int (1 + x^2) \nu(dx) < \infty \). Throughout the paper, we assume that \( X \) is spectrally negative if the measure \( \nu \) is carried by \( (-\infty, 0) \). That is, \( \nu(0, \infty) = 0 \). We exclude the trivial case of monotone paths.

Recall from [18] that for \( q \geq 0 \), there exits a function \( W^{(q)} : \mathbb{R} \to [0, \infty) \), called the \( q \)-scale function such that \( W^{(q)}(x) = 0 \) for all \( x < 0 \) that is continuous and increasing on \( (0, \infty) \) with Laplace transform

\[
\int_0^\infty e^{-\theta x} W^{(q)}(x) dx = \frac{1}{\psi(\theta) - q}, \quad \theta > \Phi(q).
\]

(2)

For convenience, we write \( W \) instead of \( W^{(0)} \). Associated to the functions \( W^{(q)} \) are the functions \( Z^{(q)} : \mathbb{R} \to [1, \infty) \) defined by

\[
Z^{(q)}(x) = 1 + q \int_0^x W^{(q)}(y) dy
\]

for \( q \geq 0 \). The functions \( W^{(q)} \) and \( Z^{(q)} \) are collectively known as scale functions.

Let us recall some properties of \( W^{(q)}(x) \) known in the literature. If \( X \) has bounded variation, it takes the form \( X_t = ct - S_t \) for a subordinator \( S_t \) and a constant \( c = r - \int_0^1 y \nu(dy) \), and then it is straightforward to deduce that \( W^{(q)}(0) = 1/c \). Otherwise \( W^{(q)}(0) = 0 \) for the case of unbounded variation. In all cases, if \( X \) drifts to \( \infty \) then \( W(\infty) = 1/E_x(X_1) \). When \( X \) has unbounded variation or \( \nu \) has no atoms, for any \( q \geq 0 \), \( W^{(q)} \in C^2(0, \infty) \) (e.g., Kyprianou et al. [15], Lambert [19]). It was shown in Chan and Kyprianou [7] that when \( X \) has a Gaussian component \((\sigma > 0)\), then \( W^{(q)} \in C^2(2, \infty) \) with \( \frac{dW^{(q)}(x)}{dx} |_{x=0} = 2/\sigma^2 \).

The theorem below is a collection of known fluctuation identities; see [18, Chapter 8]. These identities are to be used throughout the rest of the paper.

**Lemma 2.1.** (Kyprianou [18].) Let \( X \) be a SNL Process and \( \tau_a^+ = \inf \{ t > 0 : X_t > a \} \), and \( \tau_0^- = \inf \{ t > 0 : X_t < 0 \} \).

(i) (Theorem 8.1) For each \( q \geq 0 \) and \( x \in \mathbb{R} \)

\[
E_x(e^{-q \tau_0^-} I_{\{\tau_0^- < \infty\}}) = Z^{(q)}(x) - \frac{q}{\Phi(q)} W^{(q)}(x).
\]

(3)

(ii) (Theorem 8.1) For \( q \geq 0 \) and \( x \leq a \)

\[
E_x(e^{-q \tau_0^-} I_{\{\tau_0^- > \tau_a^+\}}) = \frac{W^{(q)}(x)}{W^{(q)}(a)}.
\]

(4)

(iii) (Exercises 10.6) Let \( a > 0 \), \( x \in [0, a] \), \( q \geq 0 \) and \( f, g \) be positive, bounded, and measurable functions. Suppose that \( X \) is of bounded variation or \( f(0)g(0) = 0 \).

Then

\[
E_x(e^{-q \tau_0^-} f(X_{\tau_0^-}) g(X_{\tau_0^-} - I_{\{\tau_0^- < \tau_a^+\}}))
\]

\[
= \int_0^a \int_0^\infty f(y - \theta) g(y) \left\{ \frac{W^{(q)}(x) W^{(q)}(a-y)}{W^{(q)}(a)} - W^{(q)}(x-y) \right\} \nu(d\theta) dy.
\]

(5)
2.2. Under-reflected Lévy processes. We denote the Lévy process $X$ reflected at its past infimum $I$ by $\hat{Y} = X - I$, where $I_t = \inf_{0 \leq s \leq t} (X_s \wedge 0)$. By duality and the Wiener-Hopf factorization of $X$ (e.g., [6]), it follows that

$$\hat{Y}_e(q) \sim \exp(\Phi(q)),$$

where $e(q)$ is an independent random variable with parameter $q$. In view of (6), $W(q)(x)/W(q)'(x)$ is an increasing function on $(0, \infty)$ with $\lim_{x \to \infty} \frac{W(q)(x)}{W(q)'(x)} = \frac{1}{\Phi(q)}$. Furthermore, it was shown in Pistorius [28] that the Laplace transform of the entrance time $\hat{\tau}_b$ of the reflected process $\hat{Y}$ into $(b, \infty)$ can be expressed in terms of the functions $Z(q)$ and $W(q)$ as

$$\mathbb{E}_y[e^{-q\hat{\tau}_b}] = \frac{Z(q)(y)}{Z(q)(b)}, \quad 0 \leq y \leq b,$$

where $\hat{Y}_0 = y$ under $\mathbb{P}_y$.

2.3. Over-refracted Lévy processes. The Lévy process $X$ models the uncontrolled risk process of an insurance company. Let $\pi_b$ be a threshold strategy at level $b > 0$, which corresponds to subtracting a constant rate $f_b(t)$ from the increments of the Lévy process whenever it exceeds the level $b$. We confine ourselves to $0 < f_b(t) \leq \delta < E_x(X_t)$. Here $\delta$ is a maximum dividend rate. Denote by $L_t^{\pi_b} = \int_0^t I_{\pi_b} ds$ the total dividend paid out by the company up to time $t$ with $L_0^{\pi_b} = 0$, which is a non-decreasing left-continuous $\mathbb{F}$-adapted process. The controlled risk process under the strategy $\pi_b = \{L_t^{\pi_b}, t \geq 0\}$ is then given by

$$U_t^{\pi_b} = X_t - L_t^{\pi_b}, \quad t \geq 0,$$

with $X_0 = x$ and the corresponding ruin time is denoted by $\tau_b^- = \inf\{t > 0 : U_t^{\pi_b} < 0\}$. We also refer to $U_t^{\pi_b}$ as an over-refracted Lévy process.

Let $U^b = U^{\pi_b}$ and $L^b = L^{\pi_b}$ be the modified risk process and the total dividend process, respectively. Consider

$$\tau_a^+ := \inf\{t > 0 : U_t^a > a\}, \quad \tau_a^- := \inf\{t > 0 : U_t^a < a\}.$$  

As in [14], let $Y = \{Y_t := X_t - \delta t, t \geq 0\}$. Let $l^{\pi_b} = \delta$, then for $b \leq x \leq a$, we also have

$$\tau_a^+ := \inf\{t > 0 : Y_t > a\}, \quad \tau_b^- = \inf\{t > 0 : Y_t < b\}.$$  

For each $q \geq 0$, $W^{(q)}$ and $Z^{(q)}$ are the $q$-scale functions associated with $X$ and $\Psi^{(q)}$ and $\Phi^{(q)}$ are the $q$-scale functions associated with $Y$. We also extend $\Psi^{(q)}$ to the whole real line by setting $\Psi^{(q)}(y) = 0$ for $y < 0$. Denote the probabilities of $Y$ and the associated expectation by $\{\mathbb{P}_x : x \in R\}$ and $\{\mathbb{E}_x : x \in R\}$, respectively. For any $x, a \geq 0$, under either the law $\mathbb{P}_x$ or $\mathbb{P}_x$, $\tau_a^+$ and $\tau_a^-$ are the first passage into $(a, \infty)$ and $(-\infty, a)$, respectively. Moreover $\varphi$ is defined as the right inverse of the Laplace exponent of $Y$ so that

$$\varphi(q) = \sup\{\theta \geq 0 : \psi(\theta) - \delta \theta = q\}.$$  

2.4. Over-refracted and under-reflected Lévy processes. Here we consider the situation where the shareholders of the dividends are required to inject capital into the insurance company to prevent bankruptcy. Let $\pi_{0,b}$ be a bail-out threshold strategy, which consists of imposing over-refracted level at $b$ and under-reflected barrier at $0$, respectively. Denote by $R^{\pi_{0,b}} = \{R_t^{\pi_{0,b}}, t \geq 0\}$ a right-continuous
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Figure 1. The modified Lévy risk process

process describing the total injected capital. Under policy \( \pi_{0,b} = \{ L^{0,b}, R^{0,b} \} \), the controlled risk process with initial reserve \( x \geq 0 \) satisfies

\[
V_t^{\pi_{0,b}} = X_t - L_t^{0,b} + R_t^{0,b}, \quad t \geq 0,
\]

where \( dR_t^{\pi_{0,b}} \) is a random measure supported by \( \{ V_t^{\pi_{0,b}} \} \) such that

\[
R_t^{\pi_{0,b}} = - \inf_{0 \leq s \leq t} \{ U_t^{\pi_{0,b}} \wedge 0 \}.
\]

A dividend policy \( \pi_{0,b} \) is admissible, \( \pi_{0,b} \in \Pi \), if it is a pair of non-decreasing \( \mathcal{F} \)-adapted processes with \( R_{0}^{\pi_{0,b}} = L_{0}^{\pi_{0,b}} = 0 \), absolutely continuous dividend rate in \( [0, \delta] \), \( V_t^{\pi_{0,b}} \) is non-negative for \( t > 0 \) and

\[
\int_0^\infty e^{-qt} dR_t^{\pi_{0,b}} < \infty, \quad \mathbb{P}_x - \text{a.s.} \tag{12}
\]

Define the first passage times by

\[
k^+_a := \inf \{ t > 0 : V_t^b > a \}, \quad k^-_a := \inf \{ t > 0 : V_t^b < a \}.
\]

For the optimization problem of absolutely continuous dividend and capital injection, the value function associated with the strategy \( \pi_{0,b} \in \Pi \) is then given by

\[
\varpi_{\pi_{0,b}} = \mathbb{E}_x [ \beta \int_0^\infty e^{-qt} dL_t^{\pi_{0,b}} - \eta \int_0^\infty e^{-qt} dR_t^{\pi_{0,b}} ], \tag{13}
\]

where \( x \geq 0 \) is the initial reserve, \( 0 < \beta \leq 1 \) is the net dividend factor, and \( \eta \geq 1 \) is the cost per unit of injected capital.

Remark 1. For \( \beta = 1 \) or \( \eta = 1 \), there doesn’t exist any proportional transaction cost, when shareholders receive dividends or inject capital. For \( \beta = \eta = 1 \), this can lead to a situation where a linear drift at rate \( \delta > 0 \) is subtracted from the increments of a Lévy process immediately. This situation is a direct result of the later Lemma 5.2.

The associated objective function is given by

\[
\varpi_*(x) = \sup_{\pi_{0,b} \in \Pi} \varpi_{\pi_{0,b}}(x). \tag{14}
\]
To ensure that the value function is finite and to avoid degeneracy, we assume that $E_x[X_1] > -\infty$, $q > 0$. We need the following hypotheses that will be used throughout the rest of the paper.

\begin{itemize}
\item[(H1)] $0 < l_{\alpha,b} \leq \delta < E(X_1)$, $\psi'(0+) > -\infty$;
\item[(H2)] $X$ has bounded variation, and $\nu$ is absolutely continuous w.r.t. the Lebesgue measure.
\end{itemize}

\textbf{Remark 2.} According to [14], $l_{\alpha,b} \leq \delta < E(X_1)$ ensures that there exists a unique strong solution (in the a.s. sense) to (8) and the path of $U^{\pi_0}$ is not monotone.

\textbf{Remark 3.} (H2) assures that $W^{(q)}(x)$ belongs to $C^1(0,\infty)$ at least, then $\mathcal{W}^{(q)}_\nu \in C^1(0,\infty)$ is obviously. If $\nu$ is absolutely continuous w.r.t. the Lebesgue measure, then absolutely continuity of the resolvent measure $u^\nu_0(x,y)$ is satisfied.

We present some properties of the value function.

\textbf{Lemma 2.2.} The function $\tau_\nu(x)$ is bounded by $\frac{\beta \delta}{q}$, increasing, and concave.

\textbf{Proof.} Note that $\tau_\nu(x)$ being increasing and $\tau_\nu(x) \leq \int_0^\infty \beta \delta e^{-q}dt = \frac{\beta \delta}{q}$ is clear. In view of Kulenko and Schmidli [13], since $X_t$ is a risk model with independent increments, the function $\tau_\nu(x)$ is concave. \hfill $\square$

\textbf{3. Key identities.} To proceed, we focus on the role played by scale functions in connection with the value function of over-refracted and under-reflected SNL processes.

It follows from (11) that $L^b$ and $R^0$ are some increasing and adapted processes. For $t \geq 0$, $V^b_t$ can then be expressed as

$$V^b_t = X_t - L^b_t + R^0_t,$$

where the supports of the Stieltjes measures $dL^b_t$ and $dR^0_t$ are included in the closures of the sets $\{t : V^b_t \geq b\}$ and $\{t : V^b_t = 0\}$, respectively. We can conclude the strong Markovian property of $V^b$ similar to $U^b$ in [18] from the following theorem.

\textbf{Theorem 3.1.} For the bounded variation case, there exists a unique strong solution to (15) for $l_{\alpha,b} = \delta$, and the solution is a strong Markov process.

\textbf{Proof.} Similarly to Avram et al. [5], we first give the path construction of $U^b$, $L^b$, $R^0$ and $V^b$. It is divided into two cases. Set $k = 1$.

\begin{itemize}
\item \textbf{Case (i)} $X_0 \in [0,b]$:
\item \textbf{Step 1.} Set $T = \tau^-_0 \wedge \tau^+_b$, $U^b_T = X_T$. For $0 \leq t < T$, set $L^b_t = R^0_t = 0$ and $V^b_t = X_t$. If $X_T \leq 0$, set $S_1 = T$, $T_1 = 0$, $\xi := X_{S_1}$, $k = k + 1$, and go to Step 3; else set $T_1 = T$, $S_1 = 0$, $L^b_{T_1} = 0$ and $V^b_{T_1} = b$, $k = k + 1$ and go to Step 2.
\item \textbf{Step 2.} Set $Q_t = X_t - X_{T_{k-1}}$. For $t \geq T_{k-1}$, put

$$U^b_t = b + Q_t - \delta(t - T_{k-1}).$$

For $T_{k-1} \leq t < S_k := \inf\{t \geq T_{k-1} : U^b_t < b\}$, set $L^b_t = L^b_{T_{k-1}} + \delta(t - T_{k-1})$, $R^0_t = R^0_{T_{k-1}}$, $V^b_t = U^b_t = b + Q_t - (L^b_t - L^b_{T_{k-1}})$. If $0 \leq U_{S_k} < b$, $k = k + 1$, and go to Step 4. Else set $\xi = U^b_{S_k}$, $k = k + 1$, and go to Step 3.
\item \textbf{Step 3.} Set $Q_t = X_t - X_{S_{k-1}}$. For $t \geq S_{k-1}$, put

$$U^b_t = Q_t.$$
\end{itemize}
For $S_{k-1} \leq t < T_k := \inf\{t \geq S_{k-1} : U_t^b - \inf_{s \leq t} \{U_s^b \wedge 0\} \geq b\}$, set

$$R_t^0 = R_{S_{k-1}}^0 - \xi - \inf_{s \leq t} \{Q_s \wedge 0\}, V_t^b = U_t^b - \inf_{s \leq t} \{U_s^b \wedge 0\} = Q_t + R_t^0 - R_{S_{k-1}}^0,$$

and let $L_t^b = L_{S_{k-1}}^b$. Set $k = k + 1$ and go to Step 2.

**Step 4.** Since $U_{S_{k-1}}^b = b + X_{S_{k-1}} - X_{T_{k-2}} - \delta(S_{k-1} - T_{k-2})$, set

$$\tau_{tk}^b = \inf\{t > S_{k-1} : U_{S_{k-1}}^b + X_t - X_{S_{k-1}} < 0\},$$

$$\tau_{tk}^b = \inf\{t > S_{k-1} : U_{S_{k-1}}^b + X_t - X_{S_{k-1}} < 0\},$$

$A_k = \tau_{tk}^- \wedge \tau_{tk}^+.$

For $S_{k-1} \leq t < A_k$, $V_{S_{k-1}}^b = U_{S_{k-1}}^b + X_t - X_{S_{k-1}} = b + X_t - X_{T_{k-2}} - \delta(S_{k-1} - T_{k-2})$, $L_t^b = L_{S_{k-1}}^b$, $R_t^0 = R_{S_{k-1}}^0$.

If $b + X_{A_k} - X_{T_{k-2}} - \delta(S_{k-1} - T_{k-2}) < 0$, set $S_k = A_k$, $L_t^b = L_{S_{k-1}}^b$, $V_{A_k}^b = U_{A_k}^b = b + X_{A_k} - X_{T_{k-2}} - \delta(S_{k-1} - T_{k-2})$, $k = k + 1$, and go to Step 3. Else set $T_k = A_k$, $L_{T_k}^b = L_{S_{k-1}}^b$, $R_{T_k}^0 = R_{S_{k-1}}^0$, and $V_{T_k}^b = b$, $k = k + 1$, and go to Step 2.

**Case (ii) $X_0 > b$:** The above construction can be modified as: in Step 1 set $V_0^b = x$ and $T_1 = 0$, in Step 2 set $U_t^b = x + Q_t - \delta(t - T_1)$ for $T_1 \leq t < S_2$, and repeat the rest of the construction.

We have defined the process $U_t^b$ by (16) in Step 2 $T_k \leq t < S_k$, (17) in Step 3 for $S_k \leq t < T_{k+1}$ respectively, $k = 1, 2, 3, \ldots$. By [27], [5] and [14], the SDE (16), (17) has a unique strong solution respectively. Thus the capital injection process $R_t^0 = -\inf_{0 \leq s \leq t} (U_s^b \wedge 0)$ can be uniquely determined by $U_t^b$, which ensure the uniqueness of $V_t^b$.

We can verify that the process $V_t^b$ constructed in this way satisfies $V_t^b \in [0, \infty)$ and $L_t^b$ and $R_t^0$ are processes with the required properties such that (15) holds. Standard arguments lead to the existence of a unique strong solution to (15) for $X_0 = x$, resulting in that $V_t^b$ is a strong Markov process. We suppose that $T$ is a stopping time w.r.t. the natural filtration generated by $U_t^b$, and define $\tilde{V}_t^b$ whose dynamics are those of $\{V_t^b : t \leq T\}$ starting from $x$. Starting from $V_t^b$, the unique solution $\tilde{V}_t^b$ on $[T, \infty)$ is driven by the process $\tilde{U}_t^b = \{U_{T+s}^b - U_T^b, s \geq 0\}$. By construction, on $\{T < \infty\}$, the dependency of $\{\tilde{V}_t^b : t \geq T\}$ on $\{\tilde{V}_t^b : t \leq T\}$ occurs only when $\tilde{V}_t^b = V_t^b$. Then we have for $t > 0$

$$\tilde{V}_{T+t}^b = \tilde{V}_T^b + \tilde{V}_T^{b} - \inf_{0 \leq s \leq t} (\tilde{U}_s^b \wedge 0) = U_T^b - \inf_{0 \leq s \leq T} (U_s^b \wedge 0) + U_{T+t}^b - U_T^b - \inf_{0 \leq s \leq t} ((U_{T+s}^b - U_T^b) \wedge 0) = U_{T+t}^b - \inf_{0 \leq s \leq T+t} (U_s^b \wedge 0),$$

which show that $\tilde{V}_t^b$ solves (15) starting from $x$. Following from the uniqueness of $\tilde{V}_t^b$ to (15) a.s., we obtain the strong Markov property of $\tilde{V}_t^b$. □

**Definition 3.2.** For $q, b \geq 0$, we define $H_b^q$ to be a function space including positive and measurable functions $h^{(q)}(x)$ that satisfy

$$E_x[e^{-qT} h^{(q)}(X_{T_x}^b \wedge 1_{\{T_x^b < \tau_x^+\}})] = h^{(q)}(x) - \frac{W^{(q)}(x-b)}{W^{(q)}(a-b)} h^{(q)}(a)$$ (18)

The next result is obtained for over-refracted and under-reflected SNL processes $V$ defined by (11), which is a generalization of [24, Lemma 2.1].
Lemma 3.3. Let \( q, b \geq 0 \) and \( h^{(q)} \in H^{(q)}_b \cap C^1(0, \infty) \) on \( \mathbb{R} \). Give a SNL process \( X \) with the following assumptions:

\[
\int_0^{\infty} e^{-\lambda x} h^{(q)}(x) dx < \infty \text{ for } \lambda > \varphi(q).
\]  

(19)

and \( I^{\varphi(q)} = \delta \) hold, then for all \( b \leq x \leq a \),

\[
E_x[e^{-q_{k_x} h^{(q)}(V_{k_x}^-)} I_{\{k_x^- < k_x^+\}}] = h^{(q)}(x) + \frac{W^{(q)}(q-\omega)_x}{W^{(q)}(x)} h^{(q)}(a) + \frac{1}{W^{(q)}(a-b)} (h^{(q)}(a) + \delta) I_{\{k_x^- < k_x^+\}}(y)dy
\]  

(20)

Proof. Since \( \{Y_i, t < \tau_b^-\} \) under \( P_x \) and \( \{V_i, t < k_b^-\} \) under \( P_x \) have the same law when \( x \geq b \), we have

\[
E_x[e^{-q_{k_x} h^{(q)}(V_{k_x}^-)} I_{\{k_x^- < k_x^+\}}] = E_x[e^{-q_{k_x} h^{(q)}(Y_{\tau_b}^-)} I_{\{k_b^- < k_b^+\}}].
\]

Similar to the proof of [14, Theorem 16], we take Laplace transforms on both sides of the equations. Now setting \( x = b \) and using (5), we have

\[
E_b[e^{-q_{k_b} h^{(q)}(X_{\tau_b}^-)} I_{\{\tau_b^- < \tau_b^+\}}] = h^{(q)}(b) - \frac{W^{(q)}(0)}{W^{(q)}(a-b)} h^{(q)}(a)
\]  

(21)

Then it follows from \( W^{(q)}(0) = \frac{1}{c} \) that

\[
I_1 = \int_0^{a-b} \int_y^{\infty} h^{(q)}(y-x)W^{(q)}(b-y-x) \nu(dx)dy = cW^{(q)}(a-b) h^{(q)}(b) - h^{(q)}(a).
\]  

(22)

We also set \( a = x \) in the above identity and take Laplace transforms from \( b \) to \( \infty \) of both sides of (22). By Fubini’s theorem one can show that

\[
\int_0^{\infty} \int_y^{\infty} e^{-\lambda y} h^{(q)}(y-x) \nu(dx)dy = ch^{(q)}(b) - (\psi(\lambda) - q)e^{\lambda b} \int_b^{\infty} e^{-\lambda x} h^{(q)}(x)dx
\]  

(23)

for \( \lambda > \Phi(q) \). In view of [14, Theorem 16], we need to show that for \( q \geq 0 \) and \( x \in [b, a] \),

\[
I_2(x) = \int_0^{\infty} \int_y^{\infty} h^{(q)}(y-x)W^{(q)}(x+y-x) \nu(dx)dy
\]  

\[
= -h^{(q)}(x) + (c - \delta) h^{(q)}(b)W^{(q)}(b-x) - \delta \int_b^{\infty} W^{(q)}(x-y)h^{(q)}(y)dy
\]  

(24)

Let \( \lambda > \varphi(q) \). Indeed (24) follows by taking Laplace transforms on both sides in \( x \), that is, by virtue of Fubini’s theorem,

\[
\int_b^{\infty} e^{-\lambda x} I_2(x)dx
\]  

\[
= \frac{e^{-\lambda b}}{\psi(\lambda) - \delta \lambda - q} \left(ch^{(q)}(b) - (\psi(\lambda) - q)e^{\lambda b} \int_b^{\infty} e^{-\lambda x} h^{(q)}(x)dx\right)
\]  

(25)
Hence (24) holds for almost every $x \geq b$. By the continuity of (24) in $x$, we have that (24) holds for all $x \geq b$, and that (20) can be obtained by use of (5) and (24). Then Lemma 3.3 holds for all $b \leq x \leq a$. \hfill \Box

**Lemma 3.4.** For any $q > 0$ and $b \leq x \leq a$, the conclusion of Lemma 3.3 holds for (i) $h^q_1(x) = W^q(x)$, (ii) $h^q_2(x) = Z^q(x)$, (iii) $h^q_3(x) = \overline{Z^q}(x) + \frac{\psi'(0+)}{q}$, where $\overline{Z^q}(x) = \int_0^x Z^q(y)dy$.

**Proof.** In accordance with [4], $e^{-q(t \wedge \tau^a_b)}h^q(X_{t \wedge \tau^a_b})$ is a martingale, where

$$h^q_1(x) = W^q(x), \quad h^q_2(x) = Z^q(x), \quad h^q_3(x) = \frac{\psi'(0+)}{q}.$$ 

Then using the strong Markov property, (4) and the lack of upward jumps, for $b \leq x \leq a$, $t \to e^{-q(t \wedge \tau^a_b \wedge \tau^b_a)}h^q(X_{t \wedge \tau^a_b \wedge \tau^b_a})$ is also a $P_x$-martingale. By taking expectations and the limit as $t \to \infty$, (20) holds. We omit the remaining details, which are similar to the proof of [24, Lemma 2.2]. \hfill \Box

**Corollary 1.** For $q > 0$, $x \geq b > 0$, and $\psi'(0+) > -\infty$, denote

$$h_1(x) = E_x[e^{-\psi(t \wedge \tau^a_b)}W^q(Y_{t \wedge \tau^a_b})I_{\{\tau^a_b < \infty\}}],$$ 

$$h_2(x) = E_x[e^{-\psi(t \wedge \tau^a_b)}(Z^q(Y_{t \wedge \tau^a_b}) + \frac{\psi'(0+)}{q})I_{\{\tau^a_b < \infty\}}].$$  

If $W^q \in C^1(0, \infty)$, we have

$$h_1(x) = Z^q(x) + \frac{\psi'(0+)}{q} \int_b^x W^q(x-y)W^q(y)dy + q \int_0^x \psi'(y)W^q(y)dy,$$

$$h_2(x) = Z^q(x) + \frac{\psi'(0+)}{q} \int_b^x W^q(x-y)Z^q(y)dy - q \int_0^x \psi'(y)W^q(y)dy - \int_0^x \psi'(x-y)W^q(y)dy.$$

**Proof.** We prove the corollary by taking $a \to \infty$ in Lemma 3.4. Let us use the following identity (cf [14], Section 8) for $q, a > 0$

$$\delta \int_0^a W^q(a-y)W^q(y)dy = \int_0^a W^q(y)dy - \int_0^a W^q(y)dy,$$

and (see [18], Chapter 8)

$$\lim_{a \to \infty} \frac{W^q(a)}{W^q(a)^t} = \frac{1}{\psi(q)}, \quad W^q(a) = e^{\psi(a)q}W^q(q),$$

where $W^q(a)$ is the 0-scale function of SNL processes with Laplace exponent $\psi(q)(\theta) = \psi(q) + \delta(q) + q$. Further $\lim_{a \to \infty} W^q(a) < \infty$ except if simultaneously $q = 0$ and $\psi'(0) = \delta$. (i). Recalling (28) and by dominated convergence theorem,

$$\lim_{a \to \infty} \frac{Z^q(a) + \delta \int_b^a W^q(a-y)W^q(y)dy}{W^q(a-b)} = \lim_{a \to \infty} \left[ \frac{Z^q(a)}{W^q(a-b)} - \delta q e^\psi(a) \int_0^b e^{-\psi(y)}W^q(y)dy \right]$$

$$= \lim_{a \to \infty} \left[ \int_b^a \frac{Z^q(x)}{W^q(x-b)}dx - \delta q e^\psi(a) \int_0^b e^{-\psi(y)}W^q(y)dy \right].$$
The last line follows from l’Hôpital’s rule, (29), and the Laplace transform of $W^{(q)}$,

\[
\lim_{a \to \infty} \frac{Z^{(q)}(a)}{W^{(q)}(a-b)} = \lim_{a \to \infty} \frac{qW^{(q)}(a)}{qW^{(q)}(a-b) + qW^{(q)}(a-b)W^{(q)}(a-b)} = \frac{q \varphi(q) \delta}{\varphi(q)},
\]

which proves (26) in Corollary 1. (ii). Similarly, we obtain

\[
\lim_{a \to \infty} \frac{Z^{(q)}(a) + \frac{\varphi'(0+)}{2} + \delta \int_{0}^{a} W^{(q)}(a-y)Z^{(q)}(y)dy - \delta \int_{0}^{b} W^{(q)}(a-y)Z^{(q)}(y)dy - \delta \int_{0}^{b} W^{(q)}(b-y)Z^{(q)}(y)dy}{qW^{(q)}(a-b)} = \frac{q \varphi(q) \delta}{\varphi(q)}.
\]

In the last line, we used l’Hôpital’s rule, (29), and (30),

\[
\lim_{a \to \infty} \frac{Z^{(q)}(a)}{W^{(q)}(a-b)} = \lim_{a \to \infty} \frac{qW^{(q)}(a-b)}{qW^{(q)}(a-b) + qW^{(q)}(a-b)W^{(q)}(a-b)} = \frac{q \varphi(q) \delta}{\varphi(q)}.
\]

This proves (27) in Corollary 1. 

\[\Box\]

4. SNL processes with threshold strategies and capital injections. We are in a position to compute the value function corresponding to the strategy $\pi_{0,b}$. The strategy $\pi_{0,b} = \{L^b_t, R^b_t, t \geq 0\}$ consists of imposing over-refracted level $L^b$ and under-reflecting barrier $R^b$ at $b$ and $0$ respectively, which, in words, is the strategy where dividends are paid out at the maximum rate $\delta$ when the controlled process is above $b$ and at the minimum rate $0$ when below $b$. With the initial reserve $X_0 = x \in [0, b]$ holds, the risk process $V^b_t := V^{x, \pi_{0,b}}_t$ (defined in (15) with hypotheses (H1) and (H2)) moves as a Lévy process whilst it is inside $[0, b]$ but each time it attempts to down-cross 0 or up-cross $b$ with positive probability. We consider the discounted expectations of $L^b$ and $R^b$ with an over-refracted and under-reflected process, in which shareholders are divided by a threshold strategy with maximum dividend rate $\delta$.

**Theorem 4.1.** For the bounded variation risk process $V^b_t$, let $b > 0$, $\pi^{x,\delta} = \delta$, and $q > 0$, we define $f(x) = E_x[\int_{0}^{\infty} e^{-\vartheta t} dL^b_t]$, $g(x) = E_x[\int_{0}^{\infty} e^{-\vartheta t} dR^b_t]$. Then it holds that

\[
f(x) = \begin{cases} 
\frac{Z^{(q)}(x)}{q \varphi(q)} \int_{0}^{h_1(x,b)} e^{-\vartheta t} W^{(q)}(y+b)dy, & 0 \leq x \leq b, \\
\frac{Z^{(q)}(b)}{q \varphi(q)} \int_{0}^{h_1(x,b)} e^{-\vartheta t} W^{(q)}(y+b)dy + \frac{q}{\varphi(q)} \psi_0(x-b), & x > b.
\end{cases}
\]

\[
g(x) = \begin{cases} 
\frac{Z^{(q)}(x)}{q \varphi(q)} \int_{0}^{h_2(x,b)} e^{-\vartheta t} W^{(q)}(y+b)dy + q - (Z^{(q)}(x) + \frac{\psi_0(0+)}{q}), & 0 \leq x \leq b, \\
\frac{Z^{(q)}(b)}{q \varphi(q)} \int_{0}^{h_2(x,b)} e^{-\vartheta t} W^{(q)}(y+b)dy + q - h_2(x,b), & x > b,
\end{cases}
\]

where $h_1(x,b)$ and $h_2(x,b)$ is defined by (26), (27), respectively.
Proof. **Step 1.** We first prove Eq. (31). Denote $\tau'_b := \inf \{ t \geq 0 : V^b_t = a \}$ for the first hitting time of \{a\}. Applying the strong Markov property of $V^b$ at $\tau'_b$, we then have

$$f(x) = \mathbb{E}_x [\int_0^{\tau'_b} e^{-qt} dL^b_t] + \mathbb{E}_x [e^{-q\tau'_b}] f(0).$$

(33)

Since $L^b$ does not increase until $V^b$ reaches the level $b$, we find that $f(0) = \mathbb{E}_0 [e^{-q\tau'_b}] f(b) = \frac{f(b)}{Z^{(q)}(b)}$ by use of (7). Then for $0 \leq x \leq b$, we have

$$f(x) = \frac{Z^{(q)}(x)}{Z^{(q)}(b)} f(b),$$

(34)

in view of (7) and the fact that \{V^b_t, t \leq \tau'_b, V^b_0 = x \} has the same law as \{\hat{Y}, t \leq \hat{\tau}_b, \hat{Y}_0 = x \}. Inserting formulas (ii) of Theorem 5, (10.25) in [14] into (33) results in

$$f(x) = \frac{W^{(q)}(x)}{\varphi(q) \int_0^\infty e^{-\varphi(q) y} W^{(q)}(y+b) dy} + \frac{f(b)}{Z^{(q)}(b)} \left[ Z^{(q)}(x) - W^{(q)}(x) \right] \frac{q}{\varphi(q)} \int_0^\infty e^{-\varphi(q) y} W^{(q)}(y+b) dy.$$

(35)

As (35) remains valid for $x = b$, we have $f(b) = \frac{Z^{(q)}(b)}{\varphi(q) \int_0^\infty e^{-\varphi(q) y} W^{(q)}(y+b) dy}$. Inserting $f(b)$ into (35) yields Eq. (31) when $0 \leq x \leq b$. For $x > b$, by using the strong Markov property of $V^b$, (3), and (34), we derive that

$$f(x) = \mathbb{E}_x [\delta \int_0^{\tau'_{b_+}} e^{-qt} dt + \delta \int_{\tau'_{b_+}}^\infty e^{-qt} I_{\{V^b_t > b\}} dt]$$

$$= \frac{\delta}{q} \left( 1 - Z^{(q)}(x-b) + \frac{q}{\varphi(q)} \mathbb{W}^{(q)}(x-b) \right) + \mathbb{E}_x (e^{-q\tau'_b} f(Y^{\tau'_b})).$$

(36)

Here we also used the fact that 0 is irregular for $(-\infty, 0)$ for $\hat{Y}$ in (36). By the boundedness of $Y^{\tau'_b} \leq b$ and the increasing property of $Z^{(q)}$,

$$\mathbb{E}_x (e^{-q\tau'_b} f(Y^{\tau'_b})) = \frac{f(b)}{Z^{(q)}(b)} \mathbb{E}_x (e^{-q\tau'_b} Z^{(q)}(Y^{\tau'_b}))$$

$$= \frac{f(b)}{Z^{(q)}(b)} \mathbb{E}_x (e^{-q\tau'_b} Z^{(q)}(Y^{\tau'_b}) I_{\{\tau'_b < \infty\}}).$$

Then inserting (26) into (36) leads to Eq. (31).

**Step 2.** Now we prove the remaining Eq. (32). Applying the strong Markov property of $V^b$ at $\tau'_b$ yields that for $0 \leq x \leq b$

$$g(x) = \mathbb{E}_x [\int_0^{\tau'_b} e^{-qt} dR^0_t] + \mathbb{E}_x [e^{-q\tau'_b}] g(b).$$

(37)

Using the argument of [5, Theorem 1], we get the identity

$$-\mathbb{E}_x [\int_0^{\tau'_b} e^{-qt} dR^0_t] = Z^{(q)}(x) + \frac{\psi'(0+)}{q} - \frac{Z^{(q)}(x)}{Z^{(q)}(b)} (Z^{(q)}(b) + \frac{\psi'(0+)}{q}).$$

(38)

Inserting (7) and (38) into (37) results in the equation

$$g(x) = -Z^{(q)}(x) - \frac{\psi'(0+)}{q} + \frac{Z^{(q)}(x)}{Z^{(q)}(b)} (Z^{(q)}(b) + \frac{\psi'(0+)}{q}) + \frac{Z^{(q)}(x)}{Z^{(q)}(b)} g(b).$$

(39)
Next, let \( x > b \), and by using the strong Markov property, (39), we have

\[
g(x) = \mathbb{E}_x[e^{-\eta x} g(Y_{\tau_b^-})]
\]

\[
= \frac{Z^{(q)}(x) + \psi'(0+)}{Z^{\varphi(q)}(b)} + g(b) \mathbb{E}_x[e^{-\eta x} Z^{(q)}(Y_{\tau_b^-}) I_{\{\tau_b^- < \infty\}}]
\]

\[
- \mathbb{E}_x[e^{-\eta x} Z^{(q)}(Y_{\tau_b^-}) + \frac{\psi'(0+)}{q} I_{\{\tau_b^- < \infty\}}],
\]

where we also used the fact that \( \overline{Z}^{(q)}(Y_{\tau_b^-}) \leq \overline{Z}^{(q)}(b) \) and \( Z^{(q)}(Y_{\tau_b^-}) \leq Z^{(q)}(b) \). In particular, we suppose that \( X_t \) has bounded variation. Letting \( x = b \) and solving for \( g(b) \), recalling that \( \mathbb{V}(q)(0) = \frac{1}{c^2} \), (26) and (27), we get

\[
g(b) = \frac{Z^{(q)}(x) Z^{(q)}(b) + \psi'(0+)}{q \varphi(q)} + \frac{Z^{(q)}(x)}{\varphi(q)} - \frac{Z^{(q)}(b)}{\varphi(q)} - \frac{\psi'(0+)}{q}.
\]

Taking account of (41), we may now write for \( x \leq b \)

\[
g(x) = \frac{Z^{(q)}(x) Z^{(q)}(b) + \psi'(0+)}{q \varphi(q)} + \frac{Z^{(q)}(x)}{\varphi(q)} - \frac{Z^{(q)}(b)}{\varphi(q)} - \frac{\psi'(0+)}{q}.
\]

Substituting (41) back into (39) results in (32) for \( x > b \), which finishes the proof. \( \Box \)

### 4.1 Asymptotic analysis

In this subsection, we consider the case of unrestricted dividend rate with \( \delta \to \infty \). Then the dividend strategy becomes a barrier strategy, which has been discussed in [5]. Below is a restatement of [5, Theorem 1], which becomes a direct consequence of our Theorem 4.1.

**Corollary 2.** (Avram et al. [5]). Let \( \delta \to \infty \), the dividend problem (13) becomes unrestricted dividend case. For \( q > 0 \) it holds that

\[
\mathbb{E}_x \left[ \int_0^\infty e^{-\eta x} dL^q_b \right] = \frac{Z^{(q)}(x)}{q W^{(q)}(b)}, \quad 0 \leq x \leq b,
\]

\[
\mathbb{E}_x \left[ \int_0^\infty e^{-\eta x} dR^q_b \right] = -\left( \overline{Z}^{(q)}(x) + \frac{\psi'(0+)}{q} \right) + \frac{Z^{(q)}(b)}{q W^{(q)}(b)} Z^{(q)}(x), \quad 0 \leq x \leq b.
\]

**Proof.** The maximum dividend rate \( \delta \to \infty \) results in a barrier strategy, and the SNL process \( V^b \) always stays in \([0, b]\). Then we assume \( x \in [0, b] \). By comparing Theorem 4.1 with [4, Theorem 1], we need only prove

\[
\lim_{\delta \to \infty} \varphi(q) \int_0^\infty e^{-\varphi(q)v} W^{(q)}(y + b) dy = W^{(q)}(b), \quad \lim_{\delta \to \infty} q/\varphi(q) = 0.
\]

Recalling the definition of \( \varphi(q) \) in (10), \( \psi(\varphi(q)) \to \infty \) for \( \delta \to \infty \), then \( \varphi(q) \to \infty \) from the convexity of \( \psi(x) \). The second limit is obvious in (43). To obtain the first limit in (43), we make use of the fact that \( W^{(q)}(x) / W^{(q)}(x) \) is increasing for \( q, x \geq 0 \). Then by use of (2), (10), and partial integration, we have

\[
\varphi(q) \int_0^\infty e^{-\varphi(q)y} W^{(q)}(y + b) dy = \int_0^\infty e^{-\varphi(q)y} W^{(q)}(y + b) dy + W^{(q)}(b) \leq \frac{W^{(q)}(b)}{\varphi(q)} \int_0^\infty e^{-\varphi(q)y} W^{(q)}(y + b) dy + W^{(q)}(b).
\]

Taking \( \delta \to \infty \) in the above equation, the first limit in (43) holds. Then the assertion follows for \( x \in [0, b] \). \( \Box \)

### 5. Optimal threshold strategies

In this section, for the bounded variation case, we investigate the existence and explicit analytical expression of the optimal problem (14) by optimal absolutely continuous dividend with capital injection. Our method draws on classical optimal control literature, such as Jeanblanc and Shiryaev [12] and Asmussen and Taksar [3], both of which deal with the dividend problem of the classical threshold type in a Brownian motion setting.
5.1. Threshold dividend strategy with capital injection. From Theorem 4.1, the value function corresponding to the strategy \( \pi_{0,b} \) of putting reflecting barrier at the level 0 and refracting level at \( b \geq 0 \) with \( \pi_{0,b} = \delta \) is given by \( \pi_{\pi_{0,b}} = \pi_b \), where

\[
\begin{aligned}
\pi_b(x) &= \begin{cases} 
\frac{Z^{(q)}(x)(\beta - \eta Z^{(q)}(b))}{q \varphi(q)} \int_0^\infty e^{-\varphi(q)Z^{(q)}(y+b)dy} + \eta \big( (Z^{(q)}(x) + \psi'(0^+)) \big), & 0 \leq x \leq b, \\
\frac{h_1(x,b)}{\varphi(q)} \left( \int_0^\infty e^{-\varphi(q)W(q)(y+b)dy} - \eta q \right) + \eta h_2(x,b) + \frac{\beta \delta}{q} \left( 1 - Z^{(q)}(x-b) - \frac{Z^{(q)}(x-b)}{\varphi(q)} \right), & x > b,
\end{cases}
\end{aligned}
\]

and \( h_1(x,b), h_2(x,b) \) is defined by (26), (27) for \( x > b \) respectively. Particularly, for initial value \( x = 0 \), the value function keeping the risk process refracted at zero is written by

\[
\pi_0(0) = \frac{\delta}{q} \left( \beta - \eta \right) + \eta \left( \frac{\psi'(0^+)}{q} - \frac{1}{\varphi(q)} \right),
\]

and \( \pi_0(0) < 0 \) holds if \( \psi'(0^+) < \frac{\pi}{\varphi(q)} \). By use of (46) and detailed calculations, for initial value \( x > 0 \), the value function refracted at zero is

\[
\pi_0(x) = \pi_0(0) + \eta \left( Z^{(q)}(x) + \int_0^\infty \frac{\varphi(q)}{\varphi(q)} dy \right) - \eta \left( \frac{q}{\varphi(q)} \right) \int_0^\infty \varphi(q)(y)dy.
\]

We specify the threshold level as

\[
d^* = \inf \{ b > 0 : G(b) \leq 0 \},
\]

where

\[
G(b) = (\eta Z^{(q)}(b) - \beta) \int_0^\infty e^{-\varphi(q)W^{(q)}(y+b)dy} - \eta q W^{(q)}(b) \int_0^\infty e^{-\varphi(q)W^{(q)}(y+b)dy}.
\]

In Lemma 5.2, we derive properties of \( d^* \). Then we can conclude that the constructed solution \( \pi_{d^*} \) is the value function of the optimal threshold problem (14), which will be proved later.

**Theorem 5.1.** Let \( q > 0 \) and suppose that \( \psi'(0^+) < \infty \). Then for the dividend problem (14) with hypotheses (H1), (H2), and absolutely continuous dividend,

1. \( d^* < \infty \),
2. The value function and the optimal strategy is given by \( \pi_*(x) = \pi_{d^*}(x) \) and \( \pi_* = \pi_{0,d^*} \), respectively.

**Remark 4.** By use of Equations (43) and (44), we can easily have

\[
\lim_{\delta \to \infty} G(b) \varphi(q) = (\eta Z^{(q)}(b) - \beta W^{(q)}(b) - \eta q W^{(q)}(b))^2,
\]

which corresponds to the function \( G(a) \) determining the optimal barrier level in Avram et al. (2007). That is, the threshold strategy will be changed to the barrier strategy as \( \delta \to \infty \).
5.2. Optimal threshold strategies with capital injection. Before showing the optimality of $\pi_{0,d^*}$, we give some properties of $d^*$.

**Lemma 5.2.** Suppose that $q > 0$. If $\eta(1 - \frac{q}{\varphi(q)(c - \sigma)}) \leq \beta$ and $\sigma = 0$, then $d^* = 0$, or else $d^* > 0$.

**Proof.** With $G$ defined in (47), $G(b) = 0$ can be rewritten as $F(b) = 0$, where

$$F(b) := \int_0^\infty e^{-\varphi(q)y}W(q')(y + b)dy = \eta E_b[e^{-\varphi(q)}I_{(\tau_0 < \infty)}] - \beta. \quad (49)$$

Note that (49) is derived from one-sided exit problem in [14] with $x = b$. Since $b \mapsto \tau_0^-$ is monotonically increasing with $\lim_{b \to \infty} \tau_0^- = \infty$ a.s., it follows that $E_0[e^{-\varphi(q)}I_{(\tau_0 < \infty)}]$ monotonically decreases to zero as $b \to \infty$, and $\lim_{b \to \infty} F(b) = -\beta$. Therefore we have $F(b) \leq 0$ for all $b > 0$ if $F(0+) \leq 0$. Further, as $F$ is continuous, it follows from the intermediate value theorem that the equation $F(b) = 0$ has a root in $(0, \infty)$ if $F(0+) \in (0, \infty]$. And if $X$ is a compound Poisson process, we have $F(0+) \leq 0$ if and only if both $\sigma = 0$ and $\eta(1 - \frac{q}{\varphi(q)(c - \sigma)}) \leq \beta$ are satisfied. The assertions follow. \hfill \Box

As a consequence of Lemma 5.2, we have the following proposition.

**Proposition 1.** Let $q > 0$, and suppose that $\psi'(0+) < \infty$. It holds that $d^* < \infty$ and $\pi_{0,d^*}$ is the optimal threshold strategy with capital injections for any $x \geq 0$. That is,

$$\pi_{0}(x) \leq \pi_{d^*}(x), \quad b \geq 0. \quad (50)$$

To prove Proposition 1, we need another Lemma.

**Lemma 5.3.** Let $q > 0$, for any $x > 0$

$$\frac{\partial \pi_{0}(x)}{\partial b} = \begin{cases} F(b) \frac{Z(q)(x)}{q\varphi(q)} \int_0^\infty e^{-\varphi(q)y}W(q')(y + b)dy, & 0 < x \leq b, \\ F(b) \frac{h_1(x,b)}{q\varphi(q)} \int_0^\infty e^{-\varphi(q)y}W(q')(y + b)dy, & x > b, \end{cases} \quad (51)$$

where $h_1(x,b)$ and $F(x)$ is defined in (26), (49) respectively.

**Proof.** It follows from (45) and (49) that for $0 < x \leq b$

$$\frac{\partial \pi_{0}(x)}{\partial b} = F(b) \frac{Z(q)(x)}{q\varphi(q)} \int_0^\infty e^{-\varphi(q)y}W(q')(y + b)dy.$$

For $x > b$, we also have

$$\frac{\partial \pi_{0}(x)}{\partial b} = F(b) \frac{h_1(x,b)}{q\varphi(q)} \int_0^\infty e^{-\varphi(q)y}W(q')(y + b)dy + \frac{\partial h_1(x,b)}{q\varphi(q)} \int_0^\infty e^{-\varphi(q)y}W(q)(y + b)dy \beta - \eta Z(q)(b)$$

$$- \eta \frac{\partial h_1(x,b)}{\varphi(q)} + \eta \frac{\partial h_2(x,b)}{\varphi(q)} - \beta q W(q)(\pi(x) - b) - \varphi(q) W(q)(x - b)). \quad (52)$$

From the definition of $h_1(x,b), h_2(x,b)$, after some algebra we can get that

$$\frac{\partial h_1(x,b)}{\partial b} = \delta q(W(q)'(x - b) - \varphi(q)W(q)(x - b)) \int_0^\infty e^{-\varphi(q)y}W(q)(y + b)dy,$$

$$\frac{\partial h_2(x,b)}{\partial b} = \frac{\delta}{\varphi(q)}(W(q)'(x - b) - \varphi(q)W(q)(x - b))$$

$$\times [Z(q)(b) + q \int_0^\infty e^{-\varphi(q)y}W(q)(y + b)dy], \quad (53)$$
Now we compute results of the last four terms on the r.h.s. of (52). Based on (53),

\[
I_4 = \frac{\partial h_{x,b}}{\partial \psi(x)} \int_0^\beta - \eta Z(q)(b) \frac{\phi}{\phi(q)} e^{-\phi(q)y} W(q)(y + b) dy
\]

\[
= \frac{\partial}{\partial \psi(q)} \left( \beta - \eta Z(q)(b) \left( \mathcal{W}(q)'(x - b) - \phi(q) \mathcal{W}(q)(x - b) \right) \right)
\]

\[
I_5 = \eta \frac{\partial h_{x,b}}{\partial b} - \eta \frac{\partial h_{x,b}}{\partial \phi(q)} = \eta \delta \left( \mathcal{W}(q)'(x - b) - \phi(q) \mathcal{W}(q)(x - b) \right)
\]

then we have

\[
I_4 + I_5 = \frac{\beta \delta}{\partial \psi(q)} \left( \mathcal{W}(q)'(x - b) - \phi(q) \mathcal{W}(q)(x - b) \right)
\]

Substituting (54) back into (52) results in (51) for \( x > b \), which finishes the proof.

\[\square\]

Proof of Proposition 1. The proof is similar to [5, Proposition 2 (ii)]. In view of (51), we need only verify that, for any \( x > 0 \), the derivative of \( b \mapsto \pi_b(x) \) in \( b > x \) is equal to \( F(b) \times \{ Z(q)(x) \} \) and in \( 0 < b < x \) is equal to \( F(b) \times \{ h_t(x,b) \} \) respectively, where \( F(b) \) is given in (49). It is easily seen that \( b \mapsto \pi_b(x) \) attains its maximum over \( b \in (0, \infty) \) in \( d^* \), with the help of the arguments in Lemma 5.2 and the definition of \( d^* \).

Next, we obtain the following properties of \( \pi_{d^*} \). It is stated as a lemma for later use.

**Lemma 5.4.** Let \( q, x, b > 0 \). The following are true:

1. \( b \mapsto \pi_b(x) \) is non-increasing for \( b > d^* \).
2. \( \beta \leq \pi_{d^*}(x) \leq \eta \) for \( 0 < x < d^* \). Further, if \( d^* > 0 \), \( \pi_{d^*}(d^*) = \beta \) and \( \pi_{d^*}(0+) < \eta \) if \( X \) has bounded variation.
3. The function \( \pi_{d^*} : (0, \infty) \to R : x \mapsto \pi_{d^*}(x) \) is concave.

**Proof.** (1) The assertion follows from the proof of Proposition 1.

(2) From Lemma 5.2 and the argument in Proposition 1, it follows that if \( d^* > 0 \) and \( 0 < x < d^* \),

\[
\pi_{d^*}(x) = \eta Z(q)(x) - \eta q W(q)(x) \int_0^\beta - \eta Z(q)(d^*) \frac{\phi}{\phi(q)} e^{-\phi(q)y} W(q)(y + d^*) dy
\]

\[
= \eta Z(q)(x) - \eta q W(q)(x) \int_0^\beta - \eta Z(q)(d^*) \frac{\phi}{\phi(q)} e^{-\phi(q)y} W(q)(y + d^*) dy = \eta E_x [e^{-q_x} \mathcal{I}(x < \infty)],
\]

when the threshold level \( b = d^* \). From the argument in Lemma 5.2,

\[
\eta E_x [e^{-q_x} \mathcal{I}(x < \infty)]
\]

decreases both in \( b \) and \( x \),

\[
\pi_{d^*}(x) \geq \eta Z(q)(d^*) - \eta q W(q)(d^*) \int_0^\beta - \eta Z(q)(d^*) \frac{\phi}{\phi(q)} e^{-\phi(q)y} W(q)(y + d^*) dy = \beta
\]

If \( d^* > 0 \) and \( 0 < x < d^* \), it also holds that

\[
\pi_{d^*}(x) \leq \eta Z(q)(0+) - \eta q W(q)(0+) \int_0^\beta - \eta Z(q)(d^*) \frac{\phi}{\phi(q)} e^{-\phi(q)y} W(q)(y) dy \leq \eta,
\]

If \( x > d^* > 0 \),

\[
\pi_{d^*}(x) = \eta Z(q)(x) + \eta \delta \int_0^x W(q)(x - y) W(q)(y) dy
\]

\[
- \eta q \int_0^\beta - \eta Z(q)(d^*) \frac{\phi}{\phi(q)} e^{-\phi(q)y} W(q)(y + d^*) dy \leq \eta E_x [e^{-q_x} \mathcal{I}(x < \infty)] < \beta,
\]
where we used $G(d^*) \leq 0$. The other assertions of (2) follow easily from the definitions of $\bar{V}_{d^*}(x)$ and $Z^{(q)}$, the form of $W^{(q)}$.

(3) Suppose that $d^* > 0$. As in the above discussion, for $x > 0$, $v^*_u(x) = \eta E_x[e^{-q\tau\bar{\xi}} I_{(\tau\bar{\xi} < \infty)}]$ decreases both in $b$ and $x$. It is obvious that the function $\bar{V}_{d^*}(x)$ is concave, then the assertion follows. \hfill \Box

5.3. Verification Theorem. Suppose (H1) and (H2) hold. The value function $\bar{V}_s$ in (14) should satisfy the following variational inequality

$$\max_{0 \leq t \leq T} \{ V_{s}(x) - q\bar{V}_s(x) - q\bar{V}_s(x) + \beta \bar{V}_s(x) \} = 0, \quad x > 0, \quad \bar{V}_s(x) \leq \eta, \quad x > 0, \quad \bar{V}_s(x) = \eta, \quad x < 0,$$

where the extended generator $\Gamma$ of $\bar{V}_s$ is indeed an optimal bail-out threshold strategy. We extend $\bar{V}_s$ to the negative half-axis by setting $\bar{V}_d(x) = \bar{V}_d(0) + \eta x, \bar{V}_s(x) = \bar{V}_s(0) + \eta x$ for $x < 0$. Recalling that $W^{(q)}(x) = 0$, $Z^{(q)}(x) = 1$ and $Z^{(q)}(x) = x$ for $x < 0$, we see that these are natural extensions of (45).

Proof of Theorem 5.1. First, we show the Itô expansion of $e^{-qt}\bar{V}_s(V_t)$. Let $\pi \in \Pi$ be any admissible policy and denote by $L = L^\pi$, $R = R^\pi$ the corresponding pair of cumulative dividend and cumulative injected capital processes respectively and by $V = V^\pi$ the corresponding risk process. Applying Itô’s Lemma to $e^{-qt}\bar{V}_s(V_t)$, we can verify that

$$e^{-qt}\bar{V}_s(V_t) - \bar{V}_s(V_0)$$

$$= -q \int_0^t e^{-qs}\bar{V}_s(V_s - L_s + R_s)ds + \int_0^t e^{-qs}\bar{V}_s(V_s - L_s + R_s)d(X_s - L_s + R_s)$$

$$+ \sum_{0 < s \leq t} e^{-qs}\bar{V}_s(V_s - L_s + R_s)\Delta X_s - \bar{V}_s(V_s - L_s + R_s)\Delta I_s(V_s + \Delta X_s \geq 0)$$

$$+ \sum_{0 < s \leq t} e^{-qs}\bar{V}_s(0) - \bar{V}_s(0) - \bar{V}_s(V_s - L_s + R_s)\Delta I_s(V_s + \Delta X_s < 0),$$

where we used the following notation:

$$\Delta R_s = R_s - R_s - \pi,$$

$$\bar{V}_s(0)\{V_s + \Delta X_s < 0\} = (\bar{V}_s(V_s + \Delta X_s) + \eta \Delta R_s)\Delta I_s(V_s + \Delta X_s < 0),$$

$$(-\bar{V}_s)\{V_s + \Delta X_s < 0\} = (\Delta X_s + \Delta R_s)\Delta I_s(V_s + \Delta X_s < 0),$$

respectively, and rewriting Eq. (5) leads to

$$e^{-qt}\bar{V}_s(V_t) - \bar{V}_s(V_0)$$

$$= \int_0^t e^{-qs}(\Gamma - q)\bar{V}_s(V_s - L_s + R_s)ds + \int_0^t e^{-qs}\bar{V}_s(V_s - L_s + R_s)dL_s$$

$$+ \eta \sum_{0 < s \leq t} e^{-qs}\Delta R_s\Delta I_s(V_s + \Delta X_s < 0)$$

$$+ \int_0^t e^{-qs}\bar{V}_s(V_s - L_s + R_s)dR_s - \sum_{0 < s \leq t} e^{-qs}\bar{V}_s(V_s - L_s + R_s)\Delta I_s(V_s + \Delta X_s < 0)$$

$$+ \left\{ \left( \int_0^t e^{-qs}\bar{V}_s(V_s - L_s + R_s)dL_s \left( e - \int_0^t x\nu(dx) \right) - \sum_{0 < s \leq t} \Delta X_s \Delta I_s(\Delta X_s > 1) \right) \right\}$$

$$+ \left\{ \sum_{0 < s \leq t} e^{-qs}(\bar{V}_s(V_s + \Delta X_s) - \bar{V}_s(V_s - \Delta X_s)) - \bar{V}_s(0)\Delta X_s\Delta I_s(\Delta X_s \leq 1) \right\}$$

$$- \int_0^t \Delta X_s e^{-qs}\bar{V}_s(0)\{V_s - \pi(V_s) + \bar{V}_s(V_s - \pi(V_s))\}dI_s(\Delta X_s \leq 1)$$

Note that $R$ jumps at time $s$ if and only if $X$ jumps at time $s$ and $\Delta X_s$ is larger than $V_s$, and the measure $d(R^s_0)$ has support inside $\{ s : V_s = 0 \}$. Thus

$$\int_0^t e^{-qs}\bar{V}_s(V_s - L_s + R_s)dR_s - \sum_{0 < s \leq t} e^{-qs}\bar{V}_s(V_s - L_s + R_s)\Delta I_s(V_s + \Delta X_s < 0) = \int_0^t e^{-qs}\bar{V}_s(0)\{V_s - \pi(V_s) + \bar{V}_s(V_s - \pi(V_s))\}dR_s.$$
Furthermore, \((R^x_s)^c = 0\) (if \(X\) has bounded variation). By the Lévy-Itô decomposition, the expressions between the first and the second pairs of curly brackets is zero-mean martingale, respectively. Hence we derive that

\[
\nu_s(V_0) = \beta \int_0^t e^{-qs} dL_s^* - \eta \int_0^t e^{-qs} dR_s^0 - M_t
- \int_0^t e^{-qs}(\Gamma - q)\nu_s(V_s^-) - l^x(s)\pi_s^a(V_s^-) + \beta l^x(s))ds + e^{-qt}\nu_s(V_t),
\]

(58)

where \(\{M_t : t \geq 0\}\) is a zero-mean martingale. Next we show that the function \(\nu_{d_s}\) satisfies the variational inequality (55). Similar to [5, Lemma 5], let \(d^* > 0\). In view of [28, Proposition 3], [4, Proposition 2], \(e^{-q(t\wedge \tau_0^a \wedge \tau_0^d)}\nu_{d_s}(X_{t\wedge \tau_0^a \wedge \tau_0^d})\) is a martingale. By use of Itô’s lemma, \((\Gamma \nu_{d_s} - q\nu_{d_s})(x) = 0\) if \(x \in (0, d^*)\). Recalling Lemma 5.4 (2), we can derive that \(\nu_{d_s}\) satisfies (55) for \(x \in (0, d^*)\).

For \(a > d^*\) and \(x \in (0, a)\), let \(V^a\) the process over-refracted and under-reflecting at \(a\) and \(0\) respectively. According to [5, Lemma 5], applying Itô’s lemma to \(e^{-q\nu_{d_s}}(V^a_t)\) as in (58), we have

\[
e^{-qt}\nu_{d_s}(V^a_t) - \nu_{d_s}(x)
= \int_0^t e^{-qs}((\Gamma - q)\nu_{d_s}(V^a_s)ds - \int_0^t e^{-qs}\nu_{d_s}(V^a_s)ds
+ \eta \int_0^t e^{-qs} dR_s^0 + M_t.
\]

Then taking expectations and letting \(t \to \infty\) in (59), it holds that

\[
\nu_a(x) - \nu_{d_s}(x) = E_x[\int_0^\infty e^{-qs}((\Gamma - q)\nu_{d_s}(V^a_s)
+ (\beta \nu_{d_s} - \nu_{d_s}(V^a_s))\eta_{d_s}(V^a_s > a))ds
\]

(60)

where \(u^a_2(x, y)\) is the resolvent measure of \(V^a_s\) and \(\eta_{d_s}\) is the controlled dividend rate w.r.t. \(V^a_s\).

Referring to [14, Theorem 6] and (H2), \(u^a_2(x, y)\) is absolutely continuous on \((0, a)\) with positive density for \(a > 0\). Then for \(y \in (d^*, a)\),

\[(\Gamma - q)\nu_{d_s}(y) < 0\]

(61)

holds from Proposition 1. For \(x > d^*\), we have

\[
e^{-q(t\wedge \tau_0^a)}(\nu_{d_s}(X_{t\wedge \tau_0^a}) - \beta l^x(t\wedge \tau_0^a)) - \nu_{d_s}(x) - \beta l^x(t\wedge \tau_0^a))ds.
\]

According to the proof of [17, Lemma 6], \(e^{-q(t\wedge \tau_0^a)}\nu_{d_s}(X_{t\wedge \tau_0^a}) - \beta l^x(t\wedge \tau_0^a)\nu_{d_s}(V^a_{t\wedge \tau_0^a})\) is martingale for \(x > d^*\). We shall show that for \(y \in (d^*, \infty)\), \((\Gamma - q)\nu_{d_s}(y) - \beta l^x\nu_{d_s}(V^a_t)\) is obvious. Then

\[
(\Gamma - q)\nu_{d_s}(y) - l^x\nu_{d_s}(y) + \beta l^x \leq 0,
\]

holds from \(l^x \in [0, \delta]\), \(\nu_{d_s}(y) \leq \beta\), and (61). That is, \(\nu_{d_s}\) satisfies the inequality (55).

Now we prove the verification result \(\nu_{d_s} \geq \nu_s\), which implies that \(\nu_s = \nu_{d_s}\) and the strategy \(\pi_{0, d_s}\) is optimal. Using \(\nu_{d_s} \geq 0\) and (58), (55) leads to

\[
\nu_{d_s}(x) \geq \beta \int_0^t e^{-qs} dL_s^* - \eta \int_0^t e^{-qs} dR_s^0 + M_t + e^{-qt}\nu_{d_s}(V_t)
\]

(62)
Taking expectations and letting that $t \to \infty$ in (62), in view of the fact that $q > 0$ and the condition (12) in conjunction with the monotone convergence theorem it follows that $\bar{v}_e(x) \leq \bar{v}_{d^*}(x)$. Since $\bar{v}$ is arbitrary we can conclude that $\bar{v}_{d^*} \geq \bar{v}_e$. 

**Remark 5.** Since $v_b(x)$ is increasing, concave, and bounded, there exists a $d^* := \inf \{b > 0 : G(b) \leq 0\}$, where $G(b)$ is defined as in (48). For $t > 0$, the optimal dividend rate is

$$
l^\pi(t) = \begin{cases} 
0, & x < d^* \implies \bar{v}'_{d^*}(V^\pi_t) > \beta, \\
\delta, & x > d^* \implies \bar{v}'_{d^*}(V^\pi_t) < \beta.
\end{cases}
$$

(63)

If $v'_{d^*}(V^\pi_t) = \beta$, the dividend rate $l^\pi$ can be any value between 0 and $\delta$.

**Remark 6.** For the case of unrestricted dividend rate, the optimal dividend problem has been investigated in [5] and [13]. It was shown that a barrier strategy is optimal.
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