3D RNA and functional interactions from evolutionary couplings
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Summary

Non-coding RNAs are ubiquitous, but the discovery of new RNA gene sequences far outpaces research on their structure and functional interactions. We mine the evolutionary sequence record to derive precise information about function and structure of RNAs and RNA-protein complexes. As in protein structure prediction, we use maximum entropy global probability models of sequence co-variation to infer evolutionarily constrained nucleotide-nucleotide interactions within RNA molecules, and nucleotide-amino acid interactions in RNA-protein complexes. The predicted contacts allow all-atom blinded 3D structure prediction at good accuracy for several known RNA structures and RNA-protein complexes. For unknown structures, we predict contacts in 160 non-coding RNA families. Beyond 3D structure prediction, evolutionary couplings help identify important functional interactions, e.g., at switch points in riboswitches and at a complex nucleation site in HIV. Aided by accelerating sequence accumulation, evolutionary coupling analysis can accelerate the discovery of functional interactions and 3D structures involving RNA.

Introduction

RNAs have diverse known biological roles (Garneau et al., 2007; Huang et al., 2015; Martin and Ephrussi, 2009; McManus and Graveley, 2011; Olsen et al., 1990; Rutherford et al., 2015; Sigova et al., 2015; Warf and Berglund, 2010) and both genetic and biochemical screens suggest reservoirs of functional RNA molecules we know little about. For instance, transcriptional profiling has revealed large numbers of non-coding RNA genes, with unknown functions beyond context specific expression (Eddy, 2014; Rinn and Chang, 2012). Although much of this transcription may be biological noise, these screens have revealed some novel long non-coding RNAs that may have three-dimensional structures and can act – for example – as protein scaffolds (Quinodoz and Guttman, 2014). High-throughput biochemical screens, adapted from earlier work on RNA footprinting (Ehresmann et al., 1987; Latham and Cech, 1989; Moazed and Noller, 1986), have identified transcriptome-wide RNA base-pairing in vivo (Ding et al., 2014; Rouskin et al., 2014; Spitale et al., 2015; Wan et al., 2014) including within the coding region of mRNAs, suggesting a function independent of coding potential.

Many of these newly observed RNAs may have specific 3D structures (Mortimer et al., 2014; Novikova et al., 2012). Since high-resolution structure determination remains labor intensive,
there is a renewed interest in computational prediction of RNA 3D structure and identification of functional interactions. One long-standing approach for inferring RNA structure is to search for pairs of positions that show correlated substitutions in alignments of homologous sequences. This approach was used to define the 1969 Levitt model of tRNA (Levitt, 1969), the Fox-Woese model of 5S rRNA (Fox and Woese, 1975) and the Michel-Westhof model of a group 1 ribozyme (Michel and Westhof, 1990). Comparative sequence analyses of RNA continue to contribute to successful RNA sequence alignment (Nawrocki and Eddy, 2013) and secondary structure prediction methods (Hofacker et al., 2002; Nussinov and Jacobson, 1980; Rivas and Eddy, 1999; Zuker, 2003) (review (Hofacker and Lorenz, 2014)), but existing techniques for identifying correlated positions have been less successful at detecting key tertiary contacts that are not involved in Watson-Crick base pairing (Dutheil et al., 2010).

The inability of existing methods to detect long-range tertiary contacts from sequence covariation has limited the progress of purely in silico RNA 3D structure prediction, since RNAs with multiple helical segments can assume diverse folds, producing a conformational space that is impossible to search effectively. Thus, despite rapid strides in 3D structure prediction accuracy for small (< 40 nt) RNAs (Cao and Chen, 2011; Das and Baker, 2007; Das et al., 2010; Frellsen et al., 2009; Parisien and Major, 2008), predicting the structure of large (> 70 nt) RNAs remains challenging (Laing and Schlick, 2010; Miao et al., 2015), unless experimental restraints are available from biochemical probing data (Cheng et al., 2015; Magnus et al., 2014; Ramani et al., 2015).

Why have existing methods that compute pairwise patterns of sequence co-variation in RNA (Mokdad and Frankel, 2008 ; Pang et al., 2005; Shang et al., 2012) had limited success at detecting tertiary interactions? One possibility is that RNA tertiary contacts often form complex networks (Butcher and Pyle, 2011) in which patterns of sequence constraints can interfere with each other, obscuring true interactions and producing spurious transitive correlations when multiple contacts are chained together. A similar problem stymied protein structure prediction until the application of global maximum entropy models that could de-convolve the underlying network of constrained residue-residue interactions (Hopf et al., 2012; Hopf et al., 2014; Marks et al., 2011; Marks et al., 2012; Morcos et al., 2011; Ovchinnikov et al., 2014; Weigt et al., 2009).

Here we adapted the maximum entropy model to RNA sequence alignments and tested the ability of the approach to predict tertiary structure contacts on 180 RNA gene families representing thousands of RNA genes. Comparisons to known structures confirm the accuracy of contact prediction and 3D folding results. We further extend the model to protein-RNA interactions with accurate prediction of 6 RNA-protein interactions.
RNA genes have evolutionary constrained tertiary contacts

Figure 1: Inferring RNA structure from sequence coevolution

Non-coding RNAs form 3D structures stabilized by complex networks of secondary and tertiary interactions. In many cases, these interactions leave an evolutionary imprint reflecting epistasis between contacting nucleotides. Computationally detecting these interactions in multiple sequence alignments can reveal RNA 3D structure.

Results

Evolutionary couplings (ECs) accurately predict 3D contacts

We adapted the evolutionary couplings model – which we previously used to predict contacts within proteins – to calculate ECs for RNA (Figure 1). Briefly, we model each RNA family as distribution over sequence space, where the probability of a sequence $\sigma$ reflects the single-site biases $h_i$ at each position $i$, and the coupling terms $J_{ij}$ between each pair of positions $(i,j)$, as follows.

$$P(\sigma) = \frac{1}{Z} \exp \left( \sum_{i=1}^{L} h_i(\sigma_i) + \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} J_{ij}(\sigma_i, \sigma_j) \right).$$

We fit this model to natural sequence distributions using an approach based on penalized Maximum Likelihood estimation. We refer to pairs of positions with the strongest coupling terms as “evolutionary couplings.” See Methods for details.

Evolutionary couplings (ECs) between pairs of nucleotides were evaluated by their ability to recover RNA 3D contacts in the known structure of a representative sequence from each of 22 RFAM families (Data S1). To assess the accuracy of predicted contacts, we define contacts as true positives if their minimum-atom-distance is $< 8 \text{ Å}$. All 22 RNAs with known structures had a true...
positive rate above 70% for the top ranked L/2 ECs (where L is the number of nucleotides). ECs predicted contacts with greater accuracy than mutual information (MI), which has been widely used for RNA secondary structure prediction (Freyhult et al., 2005; Gutell et al., 1992) (Figure 2A). This held even when using enhanced MI that implements two features of the EC statistical model: (1) Down-weighting of similar sequences to avoid spurious correlations from phylogeny; (2) An average product correction (APC) (Dunn et al., 2008). We refer to MI without these modifications as raw MI (MI\textsubscript{R}), and denote the enhanced MI as MI\textsubscript{E}.

There are two reasons why the global model for ECs may perform better than MI. First, nucleotides that are strongly conserved will not display high mutual information, but may still have a high EC score. Second, false positive transitive correlations score highly with local methods such as MI as each pair is computed without reference to the whole network of interactions, whereas ECs successfully de-convolve transitive correlations.

Figure 2: Comparison of EC to MI: Summary of 22 RNA families
(A) Evolutionary couplings (ECs) predict 3D contacts with a higher overall accuracy than MI\textsubscript{E} or MI\textsubscript{R} on a test set of 22 RNA families (Data S1). (B) Whereas EC and MI\textsubscript{E} detect a similar number of secondary structure contacts, ECs are significantly enriched with long-range contacts. (C) EC-inferred long-range contacts represent a variety of biochemical interactions annotated from the crystal structure. (D) ECs for the 40S ribosome (RF01960) are dramatically more accurate than MI, detecting more true positives overall (left), more Watson-Crick base pairs (middle) and more non-WC base pairs (right). ECs also detect ~50 long-range contacts that bridge distance parts of the secondary structure (Figure S2).
Evolutionary couplings detect long-range contacts and non Watson-Crick base pairs

Though overall accuracy is important, not all contacts are ‘created equal’. Often, complex RNA folds are stabilized by a small number of critical long-range contacts that bridge distant parts of the secondary structure. Though ECs of long-range contacts (definition in Methods) have lower scores than those in secondary structures (Figure S1), we nevertheless detect long-range contacts robustly across 22 RFAM families, with an average of $0.07 \ast L$ long-range contacts among the top L/2 ECs for an RNA of length $L$. This represents a substantial improvement over previous methods, since ECs contained 2.4 times more long-range contacts than $\text{MI}_{E}$, (0.8 – 10.8 times more across 22 individual examples; $p \leq 10^{-5}$ using a paired t-test; Figure 2B).

Pairs of RNA bases often form contacts through hydrogen bonding, assuming geometrical configurations that can broadly be divided into Watson-Crick (WC) base pairs and non-WC base pairs. Though covariation has long been used to infer Watson-Crick (WC) base pairs, the strength of coevolution for non-WC base pairs is an area of open investigation (Dutheil et al., 2010). We found that ECs are sensitive to non-WC base pairs, with the top L/2 ECs containing 16% of all annotated non-WC base pairs across the 22 structures – 1.7 times more on average than $\text{MI}$ (0.5 – 4.0 times more across 22 individual examples; $p \leq 0.002$ using a paired t-test). We expect that ECs will complement existing approaches for detecting non-WC base pairs that rely on the concept of isostericity (Lescouët et al., 2005; Mokdad and Frankel, 2008) since they can focus attention on interactions with the strongest co-evolutionary signal.

Evolutionary couplings reveal contacts in the eukaryotic ribosome

ECs may be sensitive to interacting nucleotides in large RNAs that form topologically complex folds with abundant long-range contacts. ECs computed on a full alignment of eukaryotic ribosomal sequences (RF01960) are over 90% accurate for the top 900 (L/2) contacts and predict substantially more WC and non-WC base pairs than $\text{MI}_{E}$ (Figure 2D), as well as more long-range contacts between nucleotides (Figure S2). In addition to increased sensitivity, ECs also have greater specificity than $\text{MI}_{E}$, with 2.8-fold fewer false-positive predictions. Capturing complex networks of contacts in large RNAs will be crucial for decoding the structure of lncRNAs and structured viral genomes.

Long-range contacts allow accurate 3D structure prediction

We hypothesized that EC-derived long-range contacts could benefit 3D structure prediction for medium-sized RNAs, which has so far not been possible with secondary structure alone. Using coarse-grained molecular dynamics implemented in NAST (Butcher and Pyle, 2011; Jonikas et al., 2009) followed by simulated annealing with XPLOR (Schwieters et al., 2003), we predicted candidate all-atom structures (Figure 3A) for representatives from five selected RNA families (selection based on length, 70-120 nts and at least one highly-long-range contact, see Methods). In each case, the best of four candidate predictions had an all atom RMSD of 7 - 10 Å, comparable to the state of the art for RNA structure predictions that use tertiary contacts derived from biochemical probing (6.8 – 11.7 Å) (Miao et al., 2015) and a dramatic improvement over pure in silico structure prediction, where the average RMSD is 20 Å for medium size RNAs (50 – 130 nt) (Laing and Schlick, 2010). Our method shows a high level of precision, with 16/20 (4 predicted structures each for 5 RNA families = 20 total) predicted structures having correct orientation of the helices (Figure S3), and all predictions significantly closer to the experimental structure than
controls folded without tertiary constraints (Figure 3B, p < 0.01 for all five comparisons; see Data S2 for RMSD and quality structure metrics; see Figure S4 for plots of RMSD vs. NAST energy).

Figure 3: Evolutionary couplings significantly improve 3D structure prediction accuracy
We predicted all-atom 3D structures for five RNA families using evolutionary couplings as distance restraints (four candidate structures per family). (A) The candidate (red) with lowest RMSD to the experimental structure (gray) is shown for each family. (B) We performed folding controls with secondary structure only and found that they had significantly higher deviation from the experimental structure than models folded with EC-derived tertiary contacts. For full results on all predicted models, see Figures S3,S4 and Data S2,S7.
Evolutionary couplings identify intermolecular contacts in RNA-protein complexes

Since ECs can detect contacts in RNA and protein separately, we next investigated whether they can reveal intermolecular contacts in 21 RNA-protein complexes with known structure (Data S3, see Methods for selection criteria), including 19 ribosomal proteins bound to the bacterial 16S rRNA and the ribonucleoprotein (RNP) complexes RNaseP and tmRNA (Figure 4). ECs predict RNA-protein contacts with high accuracy, as long as there is sufficient sequence diversity (Figure S5A). If contact predictions with $\geq 75\%$ true positives for the top 4 contacts are defined as “highly accurate,” then only 3/18 complexes with less than one effective sequence per nucleotide ($M_{eff}/L < 1$) had highly accurate predictions, whereas all (3/3) complexes with ($M_{eff}/L > 1$) had highly accurate predictions. One striking example is the 5S ribosomal protein RL18 – with ~ 4 effective sequence per nucleotide – which had 80% true positives for the top 10 inter-molecular contacts.

Figure 4: Evolutionary couplings detect RNA-protein interactions

Functionally important interactions between RNA nucleotides and protein amino acids may be constrained in evolution and detectable in multiple sequence alignments. We calculated ECs from phased alignments of 21 RNA-protein complexes, with three examples shown here (ribonucleoprotein complex RNase P on the left and two proteins from the bacterial ribosome on the right, chosen as illustrative examples). In each case, we plot the top 4 highest-ranking ECs in cartoon style (top), super-imposed on the true structure (middle, in PDB numbering) and as red dots in a contact map (bottom). These interactions anchor their respective RNA-protein interfaces at multiple points of contact and open the door to sequence-based 3D structural studies of RNA protein complexes. For related results, see Figure S5 and Data S4,S5. For predicted PDB structures and phased alignments, see Data S7.
The accuracy of evolutionary couplings provides an exciting opportunity to predict the structure of RNA-protein complexes from sequence alone. We used EC-derived contacts as distance restraints for rigid body docking in HADDOCK (Dominguez et al., 2003), focusing on the 6/21 complexes with ≥ 75% true positives for the top 4 predicted contacts. In all 6 cases, structures docked with ECs had significantly lower i-RMSD than control structures docked with center of mass constraints only (p < 10^-4 for all 6 comparisons of mean i-RMSD between cases and controls, see Data S4 and Figure S5B). In 4/6 cases, one of the top three predicted structures had i-RMSD < 3.5Å, whereas the minimum i-RMSD among all controls (docked without EC distance restraints) was 15Å.

**Evolutionary Couplings highlight functional interactions**
Among all instances of proximity in structured RNAs, only a small fraction is critical for function.
We next asked whether evolutionary couplings enrich for these functionally important interactions by investigating the top scoring ECs in riboswitches, which are cis-acting regulatory segments of mRNAs that undergo ligand or temperature dependent conformational changes between at least two mutually exclusive functional states (Garst et al., 2011; Serganov and Patel, 2012). In four riboswitches from our dataset – S-adenosylmethionine (SAM), active vitamin B1 (TPP), active folate vitamin (THF), and Adenine-sensing – we found a cluster of tertiary contacts that stabilize the ligand bound conformation, but are broken in the ligand-free conformation (Figure 5). For instance in the TPP riboswitch (Figure 5B), ECs between the L5 loop and J3-2 helix (69A-37G, 69A-23C and 70A-22C, in numbering from 2gdi.pdb (Serganov et al., 2006)) reveal a set of base stacking interactions that form when TPP ligand binds, but are broken when TPP is released (Serganov et al., 2006). These functionally important interactions are completely missed by MI_E. Similarly, very high ranking ECs between nucleotides between P2-P4 and P1-P4 in the SAM riboswitch (Figure 5A) reveal contacts that only form conditionally on binding of the ligand S-adenosylmethionine, (C25-G89, U26-A88, G27-C87, G28-C86, A9-A84, A10-A84 in numbering from 4kqy.pdb (Lu et al., 2010)). Although some of these contacts are also detectable by MI_E, a cluster between P1-P4 are not, including base stacking between A9-A84.

**Prediction of contacts for 160 RNAs of unknown structure**
Encouraged by the accuracy of contact inference for RNAs of known structure, we predicted 3D contacts for 160 RNA genes in the RFAM database that do not have a known 3D structure for any member of the family (detailed results are available online at marks.hms.harvard.edu/ev_rna/). These predictions can aid experimental structure prediction and provide 3D constraints for direct folding simulations. In the following sections we show the nucleotide resolution predictions in biological context.

**Disambiguating alternative structures of the HIV Rev Response Element RNA**
To be exported from the nucleus, HIV transcripts assemble into ribonucleoprotein particles that contain multiple copies of the HIV Rev protein bound to the ~ 350 nucleotide-long RRE (Bartel et al., 1991; Iwai et al., 1992; Kjems et al., 1992; Peterson and Feigon, 1996; Rausch and Le Grice, 2015). Since the RRE and its interaction with Rev are vital steps in the HIV life cycle, they have become the subject of intense research as potential drug targets (Gallego and Varani, 2001; Luedtke and Tor, 2003; Sreedhara and Cowan, 2001), but important details of Rev-RRE structure and function remain unknown.
Figure 5: Evolutionary couplings identify functional interactions in riboswitches

3D contacts revealed by ECs are conserved across the RNA family, and may therefore be functionally important. We found that the top ranking long-range ECs in four riboswitches (A, B, C, D) are functionally critical, since they are differentially satisfied in the ligand-bound and ligand-free conformation. In each example, a contact map (left) shows the top L/2 contacts. The circled contacts – which are highlighted red on the 3D structures (middle) – are formed in the ligand-bound state, but violated in the unbound state. This is illustrated by the schematics (right), which were reproduced from prior studies.
The secondary structure of RRE is one area of open investigation. *In silico* folding and *in vivo* biochemical foot-printing studies support two stable secondary structures termed SL4 and SL5, which differ in the region A155 – A211 (Figure 6A-B). SL5 has a five stem-loop structure (Bai et al., 2014; Kjems et al., 1992; Pollom et al., 2013), while recent work has shown that SL4, a four stem-loop structure, also exists both *in vitro* and *in vivo* (Charpentier et al., 1997; Fernandes et al., 2012; Legiewicz et al., 2008; Sherpa et al., 2015; Zemmel et al., 1996).

We found that ECs (Data S5) computed on the RFAM alignment of RRE (RF00036) overwhelmingly support the SL5 structure. Among 34 secondary structure contacts unique to either SL4 or SL5, the 10 highest ranked support SL5 (Figure 6A as red lines). In fact almost all of the 18 SL5-exclusive contacts outrank the 16 SL4-exclusive contacts (Figure 6B, $p < 10^{-5}$ based on t-test of EC-ranks). Although the evolutionary evidence supports SL5 we cannot rule out the existence of the SL4 secondary structure in an ensemble, but note that the sequence of the clone used by groups reporting SL4 (pNL4-3) (Adachi et al., 1986; Charpentier et al., 1997; Fernandes et al., 2012; Legiewicz et al., 2008; Sherpa et al., 2015; Zemmel et al., 1996)) thermodynamically favors SL4 more than 98.6% of the 44,046 sequences in our alignment (Figure 6C, Data S6). We obtained virtually identical results for both the thermodynamic and co-evolutionary analyses (Figure S6) using a separate multiple sequence alignment.

**Figure 6: Insight into HIV Rev Response Element (RRE) structure and function**

The HIV Rev Response Element (RRE) is an important drug target because its nuclear export function is critical to the HIV life cycle, but important details of RRE structure and function remain unknown. We first used ECs to disambiguate between two mutually exclusive RRE secondary structures reported in the literature, termed SL5 (A, left) and SL4 (A, right). We defined RRE contacts as SL4- or SL5-exclusive if they are satisfied in one secondary structure but not the other. Strikingly, 10/10 of the top-ranking exclusive contacts (red lines, bottom of A) support SL5, but not SL4. In fact almost all of the 18 SL5-exclusive contacts outrank the 16 SL4-exclusive contacts (B, $p < 10^{-5}$). Strikingly, all of the studies we found reporting the SL4 structure used the pNL4-3 variant of HIV, which is in the 98.6th percentile for favoring SL4 over SL5 (C) according to thermodynamic folding energy predictions (Data S6). Thus, SL5 is likely the dominant RRE secondary structure in most evolutionary contexts. We next scanned for evolutionarily constrained interactions between RRE RNA and Rev protein (D, top). Our top-ranking contact (D, bottom and E) linking Rev Arg39 to RRE A102 on stem IIB is consistent with biochemical work showing that stem IIB is the major Rev nucleation site. This evolutionary analysis, which reflects *in vivo* reality in diverse contexts, thus supports the *in vitro* experiments that have used only partial and synthetic RNA constructs. (See Figure S6 for identical analysis on a different RRE alignment.)
alignment from the LANL HIV database (http://www.hiv.lanl.gov). In summary, our thermodynamic folding energy calculations and comparative sequence analysis indicate that SL5 rather than SL4 is the major RRE secondary structure, without excluding the possibility that SL4 occurs in particular evolutionary contexts, such as the pNL4-3 variant.

**Constrained interactions between HIV Rev Response Element RNA and Rev protein**

Assembly of the Rev-RRE nuclear export complex – a key step in the HIV life-cycle – is thought to be driven by early nucleation events dependent on highly specific RNA-protein interactions. We therefore used evolutionary couplings to infer dominant points of interaction in the interface between the RRE RNA and Rev protein, an HIV encoded co-factor of nuclear export. Biochemical work shows that Rev protein oligomerizes on the RRE RNA after initial binding to stem IIB (Figure 6A) (Bai et al., 2014; Casu et al., 2013; Kjems et al., 1992). Our co-evolutionary analysis using a concatenated Rev-RRE alignment revealed a few candidate inter-molecular contacts (Data S5). Strikingly, the top scoring intermolecular evolutionary coupling (EC) pinpoints a region previously identified as the location of Rev binding to RRE in multiple experiments over the last 25 years (Bai et al., 2014; Bartel et al., 1991; Daugherty et al., 2010; Heaphy et al., 1991; Ippolito and Steitz, 2000; Malim and Cullen, 1991). This evolutionary analysis, which reflects *in vivo* reality in diverse contexts, thus supports the *in vitro* experiments that have used only partial and synthetic RNA constructs.

**Distant T box riboswitch regions coevolve via cooperative binding of a tRNA ligand**

Using the inferred evolutionary couplings (ECs), we investigated the mechanism of tRNA sensing by the T box riboswitch (RF00230), a family of RNA elements that ensure homeostasis of charged tRNA by up-regulating tRNA synthetases and amino acid importers when aminoacylation of a specific tRNA is low (Green et al., 2010). T box riboswitches contain two tRNA recognition elements (Figure 7A, right): the “specifier sequence” which examines tRNA identity by base-pairing to its anti-codon sequence (Grundy et al., 2002) and the anti-terminator (T box) domain, which selectively binds the un-charged tRNA acceptor stem. These interactions stabilize the anti-terminator stem, causing a conformational change in the riboswitch that exposes a Shine-Dalgarno (SD) sequence and results in translation of the operon encoded genes (Figure 7A, right). Important details of this process have been elucidated, (Caserta et al., 2015; Grigg and Ke, 2013; Zhang and Ferre-D'Amare, 2013), but only this first stem-loop has been observed in 3D to date (Zhang and Ferre-D'Amare, 2013) it is still unclear how tRNA stabilizes the anti-terminator stem and whether the specifier sequence alone is sufficient to ensure specificity *in vivo*.

We examined the top ranking ECs for the T box riboswitch family (see Methods) to investigate the mechanism of combinatorial tRNA sensing. Remarkably, we found a cluster of six long-range ECs connecting the specifier sequence to the T box region (pink arc in Figure 7A) that are likely mediated by co-variation with the intervening tRNA. In particular, variation in the nucleotides of the specifier sequence may have led to changes in tRNA specificity, which in turn affected the evolution of nucleotides in the T box region, producing the observed co-variation. If true, this hypothesis would imply that the T box region collaborates with the specifier sequence to establish tRNA specificity, which is consistent with mutational studies that showed interdependence between the *Bacillus subtilis* tyrS T box and tRNA(Tyr)-acceptor sequences (Grundy et al., 1994).
We next looked at which specific nucleotides from the T box region participate in the six long-range ECs with the specifier sequence. Strikingly, two of the six long-range ECs involve a T box nucleotide (U191, RFAM reduced numbering) that base pairs to the tRNA discriminator position (Crothers et al., 1972), which has been known for decades to co-vary with the tRNA anti-codon (Klingler and Brutlag, 1993) and is thought to influence the tertiary structure of the acceptor stem (Lee et al., 1993). The other four long-range ECs involve bases G186 and C210 that are paired in the anti-terminator stem, raising the possibility that the tRNA acceptor stabilizes the anti-terminator stem by forming extensive tertiary contacts with bases in and near the T box region. Using an adaptation of our model that previously demonstrated accurate inference of the effects of single-site mutations (Hopf et al., 2015) (see Methods), we predict that in the Enterococcus durans T box, for example, the mutations G186U/C210A and U191A would be most likely to disrupt these interactions.

Proteins displace RNA tertiary contacts in the evolution of RNase P

We next used evolutionary couplings (ECs) to address a longstanding hypothesis on the evolution of RNase P, an ancient ribozyme that has become a model system for investigating evolutionary plasticity of molecular structure (Krasilnikov et al., 2004). Whereas the bacterial RNase P (RF00010) can function as pure RNA, the widely diverged archael (RF00373) and eukaryotic (RF00009) RNase P require their protein subunits (Gopalan, 2007). It is generally believed that during the evolution of RNase P in archaea and eukaryotes, the newly added protein subunits began to replace RNA to stabilize the overall tertiary architecture and establish the active site (Evans et al., 2006). However, a lack of knowledge of RNA-RNA intra-molecular interactions in the archael and eukaryotic RNase P – which have no known structure – has made it difficult to critically evaluate this hypothesis about their evolution.

Given our high prediction accuracy for RNA-RNA contacts (94% precision for detecting base pairs within 12 Å) in the bacterial RNase P (Figure 7B, left), whose structure is known, we investigated whether our predicted contacts for the archael and eukaryotic RNase P support the hypothesis that proteins have replaced RNA to establish key tertiary interactions (see Methods for selection of contacts). Consistent with this hypothesis, we found several coevolving pairs of nucleotides from the bacterial RNase P that do not correspond to any high ranking ECs in the archael or eukaryotic lineage, but emanate from helices that are now the sites of protein binding in eukaryotes (Figure 7B, right). For example, contacts (3A-95G, 95G-341U, in the numbering of 3q1q.pdb (Reiter et al., 2010)) connecting P1 to P9 in bacteria are not predicted for the eukaryotic RNase P, where P9 now binds the protein Pop4 (Khanova et al., 2012). Similarly, we predicted contacts (43C-299C, 44C-299C, 23C-299C) from P3 to P18 in bacteria, but not in eukaryotes, where P3 now binds the protein Pop7 (Khanova et al., 2012).

Alongside predictions that support an increased role for proteins in establishing the tertiary structure of eukaryotic RNase P, we also find high ranking ECs that do not support this role, but instead suggest that RNA-RNA tertiary contacts have emerged de novo in the eukaryotic lineage to compensate for the loss of key secondary structural elements. These contacts, including G5-A86 (RFAM reduced numbering) from P1 to 3' of P8 and C4-G234 from P1 to conserved region IV (CR IV), significantly coevolve in eukaryotes, but correspond to no high ranking ECs in bacteria. Notably, even though the bacterial homologs of these base pairs do not significantly coevolve, they are nevertheless close in 3D space (< 2 nm).
Figure 7: Examples of evolutionary couplings elucidating structure and function

We provide ECs for 160 RFAM families without a known structure, and investigate them in detail for the T box riboswitch (A) and RNAs P (B). In the T box riboswitch, a high-ranking cluster of long-range ECs (A, circled dots in the contact map and pink arcs on the secondary structure) connects the specifier sequence to the T box region. The binding of both of these RNA elements to an uncharged tRNA induces translation of downstream genes by exposing a Shine-Delgarno (SD) sequence. The long-range ECs are probably mediated by co-variation with the intervening tRNA. Supporting this hypothesis, two of the six long-range ECs involve U190, a nucleotide in the T box region that base pairs to the discriminator position in the tRNA (A, marked by the *), which is known to co-vary with the tRNA anti-codon. (B) We also used ECs for the bacterial, archeal and eukaryotic RNase P to address a hypothesis in the evolution of RNase P, a ribozyme found in all three domains of life.
Discussion
We show that evolutionary couplings (ECs) derived from sequence co-variation using a global maximum entropy model can predict 3D contacts in RNA, including long-range tertiary contacts and non Watson-Crick base pairs, with good accuracy. These contacts allow blinded 3D structure prediction using only sequence information with accuracy matching the state of the art with biochemical probing data. ECs not only provide a window into RNA structure, but also can reveal functionally important interactions such as tertiary contacts that distinguish the ligand-bound from the ligand-free conformation of four riboswitches or the potentially complex-nucleating interaction between the RRE RNA and the Rev protein of HIV virus. Since they are computed from broad alignments of homologous sequences, EC-inferred contacts are likely stable in diverse evolutionary contexts and conserved across evolution. Thus, in contrast to unbiased experimental approaches, 3D information from ECs has the unique potential to highlight functionally important interactions in structured RNA.

Building on the success of ECs at detecting contacts in RNA and protein separately, we provide proof of principle for the detection of intermolecular contacts in RNA-protein complexes from evolutionary sequence information alone. High-throughput elucidation of RNA-protein interactions from sequence alone would be a major breakthrough, but requires the development of improved bioinformatics approaches for curating and phasing RNA-protein alignments.

We identify several growth areas for our approach. One shortcoming is that we always report the top L/2 contacts (where L is the length of the RNA), whereas flexibly choosing the number of contacts would better suit the natural diversity of 3D contact abundance in different RNAs. Further improvements can be made in folding pipeline, which is currently not optimized for large RNAs (> 120nt), despite the fact the evolutionary couplings yield highly accurate contacts for RNAs as large as the ribosome. Potential changes include higher sampling density, use of negative restraints, multi-stage annealing with continual addition of contacts, better ranking of decoy structures, and better filtering of false positive contacts.

Another area for future research is to build on the outstanding work of the RFAM database (Nawrocki et al., 2015) by extending sequence coverage, and including more transcripts that potentially have 3D structure. Though detection of accurate ECs for RNA requires far less sequence coverage than proteins due to its smaller alphabet size and lower average number of contacts per residue, sequence abundance is still the rate-limiting component of our approach. Fortunately, the ongoing explosion of available sequence data means that the outlook elucidating of functional interactions in mRNAs, IncRNAs, viral genomes – and their protein-binding partners – is promising.
Experimental Procedures

Calculating evolutionary couplings (ECs)

To calculate ECs, we fit a global probability model to each alignment using pseudo-maximum likelihood, as described below. Our full pipeline as single script is available here: https://github.com/debbiemarksplc/plmc.

1. Sample re-weighting (and definition of $M_{\text{eff}}$)

To prevent phylogenetic correlations between sequences from biasing our analysis, we down-weight each sequence $\sigma$ by the number $N(\sigma)$ of neighbors it has in sequence space. We then define the “effective size” of the alignment as the sum of weights:

$$M_{\text{eff}}(A) = \sum_{\sigma \in A} \frac{1}{N(\sigma)}$$

2. Model fitting

We fit the following probability model using a pseudo-maximum likelihood approximation (Besag, 1975) and $L_2$ regularization.

$$P(\sigma) = \frac{1}{Z} \exp \left( \sum_{i=1}^{L} h_i(\sigma_i) + \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} J_{ij}(\sigma_i, \sigma_j) \right)$$

The $h_i$ terms represent single-site conservation and the $J_{ij}$ represent co-variation.

3. Post-processing

Once the parameters $h$ and $J$ have been fit to data, we take the Frobenius norm $FN(i, j)$ of the $J_{ij}$ couplings. In theory, the resulting $FN$-scores represent the strength of co-variation at each position. However, under-sampling effects lead to a characteristic distortion of these scores, which we correct using an average product correct (APC) (Dunn et al., 2008). APC-corrected $FN$-scores are reported as the final ECs.

3D structure prediction

We predicted all-atom structures for five RNA families, representing the subset that (i) have a known structure (ii) have length between 70-120 nt (iii) have at least one highly-long-range contact, defined as a contact with $d_{ss} \geq L/4$, where L is the length of the RNA. We performed structure prediction with Nucleic Acid Simulation Tool (NAST) (Jonikas et al., 2009), a coarse-grained modeler that uses a combination secondary structure and tertiary contacts as inputs (Figure S7). For each RNA family, we created 600-1000 decoy coarse-grained models and then clustered the 20% of decoys with the lowest energy-per-contact using k-means with k = 4. The final 4 candidate models were then given all-atom structures and refined in XPLOR (Schwieters et al., 2003). All 4 models for each family are shown in Figure S3, and the ones with closest match to the experimental structure are shown in Figure 3.
RNA-protein structure prediction

To compute RNA-protein ECs, we used the same approach as for RNA (described above) but now with a full alphabet including all amino acids. No other changes were made to the model. To determine whether EC-derived RNA-protein contacts improve 3D structure prediction of RNA-protein complexes, we used these contacts as restraints for rigid body docking in HADDOCK (Dominguez et al., 2003). For docking controls, we applied center of mass restraints only.

Supplementary Experimental Procedures

Selection of RFAM families

To test whether ECs could predict tertiary structure contacts, we used RNA multiple sequence alignments from the RFAM 11.0 database (Burge et al., 2013), removing columns with > 50% gaps. Mappings from the original RFAM coordinates to “RFAM reduced coordinates” – in which gaps have been removed – are recorded in Data. We restricted to families where the effective number of sequences ($M_{eff}$, see below) was greater than 0.5$L$, where $L$ is the number of columns in the alignment, yielding 182 families (see https://marks.hms.harvard.edu/ev_rna/). Of these, 22 aligned to a known structure in the PDB (Berman et al., 2000). Ranked lists of ECs are contained in Data S1.

Computing evolutionary couplings

Summary

To identify co-evolving nucleotides in RNA alignments, we fit a global statistical model to the sequences that is parameterized by single-site bias and pairwise coupling terms. In contrast to models of co-variation that consider pairs in isolation, such as mutual information (MI), this global statistical model can de-convolve transitive, chained co-variation into a typically smaller, more concentrated set of underlying couplings. In the following sections we (i) present the probability model; (ii) outline an approximate penalized Maximum Likelihood approach for fitting the model; and then describe three additional features that improve prediction accuracy, including (iii) regularization, (iv) sample reweighting; and (v) average product correction. Code is available at https://github.com/debbiemarks/plmc.

(i) Description maximum entropy probability model

We model the probability of a sequence $\sigma = (\sigma_1, ..., \sigma_L)$ of length $L$ as
\[ P(\sigma) = \frac{1}{Z} \exp \left( \sum_{i=1}^{L} h_i(\sigma_i) + \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} J_{ij}(\sigma_i, \sigma_j) \right). \]

The external fields \( h_i \) represent single-site conservation and the pair couplings \( J_{ij} \) represent co-variation. For example, the term \( J_{ij}(\sigma_i, \sigma_j) \) represents the statistical energy contributed by nucleotide \( \sigma_i \) in position \( i \) interacting with nucleotide \( \sigma_j \) in position \( j \). Thus, if there are \( L \) nucleotides total, with each taking 5 possible states (A,C,G,U and gap), then \( J \) can be thought of as a \( L \times L \times 5 \times 5 \) matrix, where each \( 5 \times 5 \) slice describes the pattern of co-variation between a given pair of positions.

The partition function \( Z \) ensures that \( P \) is properly normalized, and is given by

\[ Z = \sum_{\sigma} \exp \left( \sum_{i=1}^{L} h_i(\sigma_i) + \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} J_{ij}(\sigma_i, \sigma_j) \right). \]

Once the parameters \( h \) and \( J \) have been fit to data, we use the Frobenius norm \( FN(i, j) \) of the \( J_{ij} \) couplings to assess the strength of coupling between position \( i \) and \( j \), as follows.

\[ FN(i, j) = \| J_{ij} \|_2 = \sqrt{\sum_{k} \sum_{l} J'_{ij}(k,l)^2} \]

where \( J'_{ij} \) is a centered version of \( J_{ij} \) with row and column means set to 0. The \( FN \) scores are used to generate evolutionary couplings (ECs), as described in part (v).

**(ii) Model fitting by pseudo-maximum likelihood (PLM)**

A standard, consistent method for inferring the parameters of probability models is maximum likelihood, where the parameters are chosen to maximize the probability of the observed data under the model. Direct maximum likelihood is ill suited to the model described above, since it requires computing \( Z \) directly, which is intractable. Instead of maximizing the likelihood, we instead maximize a surrogate function, the pseudolikelihood (Besag, 1975) which approximates the full likelihood for each sequence \( \sigma = (\sigma_1, ..., \sigma_L) \) by a product of conditional likelihoods for each site \( i \):

\[ P(\sigma_1, ..., \sigma_L | h, J) \approx \prod_{i=1}^{L} P(\sigma_i | \sigma \setminus \sigma_i, h, J) \]

By computing a likelihood for each site \( i \) while conditioning on the remainder of the sequence \( (\sigma \setminus \sigma_i) \), the global partition function \( Z \) is replaced by a number of local partition functions, so that all terms in the approximate likelihood function (shown below) are tractable.
\[
P(\sigma_i | \sigma \setminus \sigma_i, h, J) = \frac{\exp\left(h_i(\sigma_i) + \sum_{j \neq i} J_{ij}(\sigma_i, \sigma_j)\right)}{\sum_a \exp\left(h_i(a) + \sum_{j \neq i} J_{ij}(a, \sigma_j)\right)}
\]

This pseudolikelihood approach has previously been applied (Ekeberg et al., 2013; Hopf et al., 2015; Hopf et al., 2014; Kamisetty et al., 2013; Ovchinnikov et al., 2014) to estimate residue couplings in protein sequence families. We optimize this approximate likelihood function (with some modifications outlined in (iii) and (iv)) using a quasi-Newton method (L-BFGS).

(iii) Regularization

The number of parameters to estimate in \( J \) is \( L(L-1)q^2 \), where \( L \) is the length of the sequence and \( q \) is the number of states (i.e. \( \sim 10^6 \) parameters for an RNA of length 200). Since this vastly exceeds the effective number of sequences in a typical alignment, parameters must be strongly regularized to limit over-fitting. To that end, we use \( L_2 \)-regularization of the fields \( h \) and couplings \( J \) with strength \( \lambda_h \) and \( \lambda_J \) respectively:

\[
\mathcal{R}(h, J) = \lambda_h \sum_{i=1}^{L} \| h_i \|^2_2 + \lambda_J \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} \| J_{ij} \|^2_2
\]

Optimizing this augmented objective involves a tradeoff between fitting the data (by increasing the pseudo-likelihood) and maintaining small parameter values (by decreasing the regularization term \( \mathcal{R} \)). If \( \mathcal{L}(h, J) \) denotes the pseudo-likelihood of parameters \( h \) and \( J \) under the data, then we can write the optimization problem as follows.

\[
h, J = \arg \min_{h, J} (-\log \mathcal{L}(h, J) + \mathcal{R}(h, J))
\]

In this work, we set the regularization strength as \( \lambda_h = 0.01 \) and \( \lambda_h = 20.0 \) for all computations of ECs (i.e. both for RNA alone and RNA-protein together).

(iv) Sample reweighting

Our maximum entropy approach models the sequences in an alignment as independent draws from an underlying distribution. However, this assumption does not hold in reality, since sequences are usually related by phylogeny. To account for this, we reweight sequences in inverse proportion to the size of their sequence neighborhood. Formally, a sequence \( \sigma \) of length \( L \) in alignment \( A \), is given the weight

\[
w(\sigma) = \frac{1}{m(\sigma)} \quad \text{where} \quad m(\sigma) = |\{\sigma' \in A \mid \text{hamming}(\sigma, \sigma') \times L^{-1} < \theta\}|
\]

\( \theta \) is a user-defined parameter determining neighborhood size. In this study, we used \( \theta = 0.2 \) for all RFAM alignments and \( \theta = 0.1 \) for RNA-protein alignments, except for alignments involving the HIV genes Rev and RRE, for which used \( \theta = 0.033 \).

The sum of weights \( w(\sigma) \) over all sequences in the alignment represents the total effective number of sequences (M_{eff}). In other words,
\[
M_{\text{eff}}(A) = \sum_{\sigma \in A} w(\sigma)
\]

\((v)\) Average product correction

The FN scores defined in part (i) cannot be directly used for inferring structure contacts, since they are contaminated by bias due to phylogeny and undersampling. Fortunately, these artifacts are concentrated in the top eigenvector of the FN matrix, and can therefore be removed using an average product correction (APC), which reconstitutes the FN matrix from its eigenvectors while setting the top eigenvalue to 0. The resulting APC-corrected FN matrix contains the evolutionary coupling (EC) scores referenced throughout this paper.

In practice, we apply the APC by subtracting normalized row and column averages from each position, as follows.

\[
EC(i, j) = FN(i, j) - \frac{\left(\sum_{l \neq \pi} FN(l', j)\right)\left(\sum_{j \neq \pi} FN(i, j')\right)}{\sum_{l} \sum_{j \neq \pi} FN(l', j')}
\]

Prediction of mutational effects

Our predictions of mutations likely to disrupt key interactions – presented for the T box riboswitch and RNase P – are based on the inferred parameters \(h\) and \(J\) of the global probability model (see above) and follow the methodology presented in (Hopf et al., 2015). Briefly, consider a sequence \(\sigma\) and mutation \(m\). Let \(\sigma'\) be the sequence that results from applying \(m\) to \(\sigma\). The effect of mutation \(m\) is calculated as

\[
\text{Effect}(m) = E(\sigma') - E(\sigma) \quad \text{where} \quad E(\sigma) = \sum_{i=1}^{L} h_i(\sigma_i) + \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} J_{ij}(\sigma_i, \sigma_j)
\]

Computing MI

To investigate how ECs compare to previous measures of co-evolution, we computed two versions of mutual information (MI). First we computed the raw MI (\(M_{\text{IR}}\)) as shown below, where \(f_i(A) = P(S_i = A)\) and \(f_{ij}(A, B) = P(S_i = A, S_j = B)\) for a sequence \(S\) in the alignment.

\[
M_{\text{IR}}(i, j) = \sum_{A, B} f_{ij}(A, B) f_i(A) f_j(B)
\]

EC scores differ from MI\(_{\text{R}}\) in three ways: (1) They rely on a global maximum entropy model; (2) They down-weight sequences with a greater phylogenetic representation in the alignment; (3) They include an APC correction. Since feature (1) is the focus of this study, we also computed an enhanced MI score (\(M_{\text{IE}}\)), which incorporates features (2) and (3), as has been done in previous work on RNA co-evolution (Dunn et al., 2008).
**Annotating interactions**

For each alignment, we investigated the top L/2 contacts with chain-distance > 4. We first classified contacts as true-positives if the minimum-atom-distance from the crystal structure was < 8 Å. These were classified according secondary structure distance ($d_{ss}$) and biochemical interaction type, with long-range contacts defined as those satisfying $d_{ss} > 4$. The $d_{ss}$ for a pair of bases is the length of the shortest path between them in a graph where nodes are bases and edges are either secondary-structure contacts or instances of adjacency on the chain. To compute $d_{ss}$, we used the consensus secondary-structure provided by RFAM, which is inferred using a profile stochastic context-free grammar (Nawrocki and Eddy, 2013). To classify contacts by their biochemical interaction type, we used crystal structure annotations from FR3D (Petrov et al., 2011; Sarver et al., 2008) which were downloaded from RNA3DHub (http://rna.bgsu.edu/rna3dhub/). Ranked lists of ECs for each of the 22 RFAM families with a matching PDB structure are provided in Data S1.

**Computing 3D structures from evolutionary couplings**

We performed blinded structure prediction for all RNA families that (i) Have a known structure (ii) Have length between 70-120nt (iii) Have at least one highly-long-range contact, defined as a contact with $d_{ss} \geq L/4$, where L is the length of the RNA. We performed structure prediction with Nucleic Acid Simulation Tool (NAST) (Jonikas et al., 2009), a coarse-grained modeler that uses a combination secondary structure and tertiary contacts as inputs, followed by refinement in XPLOR (Schwieters et al., 2003). We describe the folding pipeline in detail below.

1) For each RNA family, we generated 200 random unfolded structures that satisfied the secondary structure constraints (Figure S7A).

2) Next, we performed molecular dynamics using tertiary structure restraints to generate candidate models (Figure S7B) with a restraint energy of 40. To obtain these tertiary structure restraints, we used the N long-range contacts with the top EC scores, where N varied between 20 and the length L of the RNA in intervals of 20. Thus, for a typical RNA family, we used around 4 different restraint sets, where the first set had the least contacts and the fourth had the most.

3) Since many restraint sets contained false-positives (i.e. restraints that are not satisfied in the true 3D structure), we used an iterative pruning procedure to remove contacts that were not consistent with the rest of the set. To that end, we performed molecular dynamics using weak constraints to iteratively remove restraints that were consistently violated by the resulting structures (Figure S7C), removing at most 15% of the contacts in any one round. Contacts were defined to be violated when the average distance between the corresponding bases was > 15 Å. At the end of this process, each restraint set from part (2) had been replaced by a subset, where all the restraints in the subset were consistent with each other.

4) At the end of steps (1-3), we obtained 200 decoy models for each restraint set, meaning 600-1000 decoys for each RNA family (longer RNAs had more restraint sets and therefore more decoys). We then assigned to each decoy an energy-per-contact, defined as $E/N$. 


where $E$ is NAST energy of the decoy and $N$ is the number of contacts in its restraint set. For each RNA family, we then clustered the 20% of decoys with the lowest energy-per-contact using k-means with $k = 4$. RMSDs were calculated using Biopython, (Figure S7D). See Figure S4 for plots of energy vs. RMSD.

5) From each cluster, we chose a lowest energy representative and then created an all-atom structure using the NAST C2A pipeline (Figure S7E).

6) Finally, we refined the all-atom models by simulated annealing with XPLOR (Figure S7F). Thus, at the end of this pipeline, we produce four candidate predicted structures for each RNA family.

To analyze the predicted structures for each RNA family, we calculated the all-atom RMSD from the true structure using Pymol and used Molprobity (Davis et al., 2004) to analyze the produce scores quantifying the structures’ intrinsic quality, i.e. how much they reproduce the geometry of ‘typical’ RNA structures. The predicted structure with lowest RMSD to the crystal structure is shown in Figure 3. In addition, we ran the above pipeline with no tertiary restraints as a control (see Figure 3B). RMSD values and Molprobity scores are available in Data S2.

**RNA-protein 3D structure prediction**

**Selection of RNA-protein complexes**

To compute evolutionary couplings between a pair of interacting genes, one must accurately phase the corresponding alignments (i.e. match sequences from one alignment with sequences from the other). Previous work detecting evolutionary couplings in protein-protein complexes (Hopf et al., 2014) has benefitted from co-operonic interaction partners, which can be accurately phased using genomic distance. Since RNA-protein complexes are typically not co-operonic, we limited our analysis to universally conserved, highly specific interactions between RNAs and proteins with no close paralogs. After excluding complexes with low sequence diversity ($M_{eff}/L > 0.25$) and those that share an interface with a third interaction partner, we arrived at a final validation set of 21 RNA-protein complexes (see Data S3 for ranked EC lists).

**Obtaining protein alignments**

RNA alignments for all RNA-protein complexes were taken from RFAM (Burge et al., 2013). Protein alignments were taken from PFAM (Finn et al., 2014) where it covers the full protein e.g. for RNaseP protein, and otherwise created by searching the UniProt (UniProt, 2015) database (release 2015_02) using 5 iterations of jackhammer (Finn et al., 2011), using an e-value, including columns with less than 50% gaps and removing sequences that had <50% length coverage relative to our query sequence. All resulting protein alignments are provided in Data S7.

**Concatenation**

Detecting coevolution in an RNA-protein complex requires phasing or “concatenating” the sequences in the alignments of the RNA and protein respectively. We used the NCBI taxonomy ID to concatenate RNA and protein sequences, as follows. First, we identified the set of NCBI taxonomy IDs with at least one representative in both the RNA and protein alignments. Next, for IDs with more than one RNA or protein representative, we computed the average hamming distance between representatives and discarded taxonomy IDs for which the average hamming
distance exceeded 1%. Thus, the remaining taxonomy IDs each had one or more highly similar RNA representatives, and one or more highly similar protein representatives. For each of these remaining IDs, we randomly chose an RNA representative and a protein representative, which together formed a line in the final alignment.

*Calculating ECs*

To compute RNA-protein ECs, we used the same approach as for RNA (described earlier in Methods) but now with a full alphabet including all amino acids. No other changes were made to the model.

*Rigid body docking*

To determine whether EC-derived RNA-protein contacts improve 3D structure prediction of RNA-protein complexes, we used these contacts as restraints for rigid body docking in HADDOCK (Dominguez et al., 2003). Specifically, we docked the 6 (out of 21) RNA-protein complexes that had least 75% true positives for the top 4 contacts. We inputted these top 4 contacts as unambiguous distance restraints (5±2 Å) into HADDOCK, and otherwise used default parameters. For docking controls, we applied center of mass restraints only. By default, HADDOCK clusters docked decoys and ranks the representatives of each cluster. We extracted the highest-ranking representative from each cluster for downstream analysis. All input models, restraint files, and output cluster representatives for cases and controls are provided in Data S7.

*Computing i-RMSD*

Interface-RMSD (i-RMSD) is a commonly used metric for assessing prediction accuracy of molecular complexes. I-RMSD is equivalent to standard RMSD, but taken over the interface between subunits, defined as the subset of atoms that lie within 10 Å (where distance is computed with respect to the experimental structure) of the subunit that they are not directly part of. We used Biopython to identify interface atoms and computed all-atom RMSDs in pymol (with no atom rejection).

*Evolutionary couplings for HIV Rev Response Element (RRE)*

We computed evolutionary couplings RRE using the RFAM alignment (RF00036) and also a custom alignment (referred to here as LANL) using sequences from Los Alamos HIV sequence database [http://www.hiv.lanl.gov](http://www.hiv.lanl.gov). To form the custom alignment, we downloaded *env* nucleotide sequences (aligned to the reference HXB2 genome). We then realigned these sequences with cmalign (Nawrocki and Eddy, 2013) using the cm profile from the reference RRE RFAM entry. *Rev* sequences (also downloaded from [http://www.hiv.lanl.gov](http://www.hiv.lanl.gov)) were realigned by iterative alignment with hmmalign (Eddy, 1998) using the --hand option. To infer Rev-RRE inter-molecular contacts, we phased the LANL RRE and Rev alignments by matching sequences with same Genbank ID.

The RNA secondary structure of the SL4 RRE conformation originally proposed in (Mann et al., 1994) and the SL5 conformation were taken from (Sherpa et al., 2015) using the pNL4-3 (Genbank AF324493) genome. Energy calculations were performed using RNAeval (Lorenz et al., 2011; Mathews et al., 2004; Turner and Mathews, 2010) with the default settings from the online server [http://rna.tbi.univie.ac.at/cgi-bin/RNAeval.cgi](http://rna.tbi.univie.ac.at/cgi-bin/RNAeval.cgi).
Evolutionary couplings for T box riboswitch and RNase P

Contacts for the T box riboswitch (RF00230) and RNase P family members (RF00010, RF00009 and RF00373) – presented in Figure 7 – were drawn from the top L ECs with a chain distance > 4. Given the large size of these sequences, we defined contacts as long-range when they satisfied $d_{st} \geq 12$. For the archaean RNase P (RF00373), these criteria produced a set of relatively low ranking contacts that appeared in isolation at apparently random positions in the contact map, a hallmark of false-positives. Therefore, for RF00373, we removed contacts with rank $> L/2$ unless they were reinforced by at least one other contact, where two contacts are considered mutually reinforcing if their endpoints are both within 1 bp of each other. Contacts mentioned in the text are given in terms of their RFAM-reduced coordinates unless stated otherwise. The six long-range contacts referred to in the discussion of the T box riboswitch are (91,191), (92,192), (91,186), (90,210), (91,210) and (90,186) in RFAM reduced numbering.

Supplementary Figures

![Figure S1: EC strength for short- and long-range contacts (related to Figure 2)](image.png)

Each curve represents a histogram of normalized EC ranks for contacts of the given category. Normalized rank is $R/L$ where $R$ is the absolute rank and $L$ is the number of columns in the alignment. Overall, secondary structure contacts have very high EC rank, whereas long-range contacts have a broader distribution of ranks, with some long-range contacts having higher EC score than some secondary structure contacts.
Figure S2: Long-range contacts in the eukaryotic ribosome (related to Figure 2)
Long-range contacts from the top L/2 predictions from EC and MI are displayed on the secondary structure of the small subunit of the eukaryotic ribosome (RF01960). True positive contacts are colored (ECs in red, MI in blue) and false-positives are shown in gray. Note the MI predicts dramatically fewer true-positive long-range contacts than ECs, and also 2.8-fold more false-positive long-range contacts.
Figure S3: Full results from RNA 3D structure prediction (related to Figure 3)
We generated 3D structure predictions using EC-derived long-range contacts for five RNA families with a known structure. For each family, we generated four candidate predictions, each representing a cluster of decoys. All four candidates (in red) are shown in comparison to the experimental structure (gray), with the most accurate candidate highlighted in yellow.
Figure S4: RMSD vs. energy for RNA 3D structure decoys (related to Figure 3)
For each of five RFAM families with known structure, we generated decoy models in NAST using EC-derived distance restraints (cases) and no restraints (controls). Each decoy is a point in one of the above scatterplots.
Figure S5: ECs and docking of RNA-protein complexes (related to Figure 4)
We computed evolutionary couplings for 21 RNA-protein complexes with known structure. (A, bottom) True positives rates for increasing numbers of contacts are overlaid, colored by the number of effective sequences per nucleotide/residue ($M_{eff}/L$). (A, top) Scatter plots of TP rate versus $M_{eff}/L$ are shown for 4 contacts (left) and 10 contacts (right). We performed rigid body docking on the 6/21 RNA-protein complexes with at least 75% true positives for the top 4 contacts. (B) The i-RMSD between docked models and the experimental structure is plotted for docking runs with EC-derived distance restraints (red) and center-of-mass restraints only (gray). The inclusion of EC-derived distance restraints leads to a significant decrease in i-RMSD.
Figure S6: Additional data for HIV Rev Response Element (related to Figure 6)
The plots here follow an identical analysis as those shown in Figure 7, but using the LANL alignment of RRE, as opposed to RFAM. Briefly, if we define contacts as SL4- or SL5- exclusive if they satisfy one of these RRE secondary structures but not the other, then the SL5- exclusive contacts largely outrank the SL4- exclusive contacts (A). Studies reporting the SL4 structure have mostly used the pNL4-3 variant of HIV, which is an outlier for favoring SL4 (B) according to thermodynamic folding energy predictions computed on the LANL alignment.
Figure S7: RNA 3D structure prediction pipeline (related to Exp. procedures)
We performed coarse-grained modeling in NAST, generating random secondary structures (A) that were then folded with ECs (B). We removed consistently violated contacts with an iterative pruning procedure (C) and clustered the resulting decoys (D) for conversion to all-atom structures (E) and refinement in XPLOR (F).
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