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Abstract—Deep long-tailed learning, one of the most challenging problems in visual recognition, aims to train well-performing deep models from a large number of images that follow a long-tailed class distribution. In the last decade, deep learning has emerged as a powerful recognition model for learning high-quality image representations and has led to remarkable breakthroughs in generic visual recognition. However, long-tailed class imbalance, a common problem in practical visual recognition tasks, often limits the practicality of deep network based recognition models in real-world applications, since they can be easily biased towards dominant classes and perform poorly on tail classes. To address this problem, a large number of studies have been conducted in recent years, making promising progress in the field of deep long-tailed learning.

Considering the rapid evolution of this field, this article aims to provide a comprehensive survey on recent advances in deep long-tailed learning. To be specific, we group existing deep long-tailed learning studies into three main categories (i.e., class re-balancing, information augmentation and module improvement), and review these methods following this taxonomy in detail. Afterward, we empirically analyze several state-of-the-art methods by evaluating to what extent they address the issue of class imbalance via a newly proposed evaluation metric, i.e., relative accuracy. We conclude the survey by highlighting important applications of deep long-tailed learning and identifying several promising directions for future research.

Index Terms—Deep learning, imbalanced learning, long-tailed learning.

I. INTRODUCTION

Deep learning allows computational models, composed of multiple processing layers, to learn data representations with multiple levels of abstraction [1], [2] and has made incredible progress in computer vision [3], [4], [5], [6], [7], [8]. The key enablers of deep learning are the availability of large-scale datasets, the emergence of GPUs, and the advancement of deep network architectures [9]. Thanks to the strong ability of learning high-quality data representations, deep neural networks have been applied with great success to many visual discriminative tasks, including image classification [6], [10], object detection [7], [11] and semantic segmentation [8], [12].

In real-world applications, training samples typically exhibit a long-tailed class distribution, where a small portion of classes have a massive number of sample points but the others are associated with only a few samples [13], [14], [15], [16]. Such class imbalance of training sample numbers, however, makes the training of deep network based recognition models very challenging. As shown in Fig. 1, the trained model can be easily biased towards head classes with massive training data, leading to poor model performance on tail classes that have limited data [17], [18], [19]. Therefore, the deep models trained by the common practice of empirical risk minimization [20] cannot handle real-world applications with long-tailed class imbalance, e.g., face recognition [21], [22], species classification [23], [24], medical image diagnosis [25], urban scene understanding [26] and unmanned aerial vehicle detection [27].

To address long-tailed class imbalance, massive deep long-tailed learning studies have been conducted in recent years [15], [16], [28], [29], [30]. Despite the rapid evolution in this field, there is still no systematic study to review and discuss existing progress. To fill this gap, we aim to provide a comprehensive survey for recent long-tailed learning studies conducted before mid-2021.

As shown in Fig. 2, we group existing methods into three main categories based on their main technical contributions,
To the best of our knowledge, this is the first comprehensive empirical analysis of several state-of-the-art methods. We provide a comprehensive review of advanced long-tailed learning methods and also empirically analyze several state-of-the-art methods by evaluating their abilities of handling class imbalance using a new evaluation metric, namely relative accuracy. We conclude the survey by introducing seven real-world application scenarios of deep long-tailed learning and identifying several promising research directions that can be explored by the community in the future.

We summarize the key contributions of this survey as follows.

- To the best of our knowledge, this is the first comprehensive survey of deep long-tailed learning, which will provide a better understanding of long-tailed visual learning with deep neural networks for researchers and the community.
- We provide an in-depth review of advanced long-tailed learning studies, and empirically study state-of-the-art methods by evaluating to what extent they handle long-tailed class imbalance via a new relative accuracy metric.
- We identify four potential directions for method innovation as well as eight new deep long-tailed learning task settings for future research.

The rest of this survey will be organized as follows: Section II presents the problem definition and introduces widely-used datasets, metrics and applications. Section III provides a comprehensive review of advanced long-tailed learning methods and Section IV empirically analyzes several state-of-the-art methods based on a new evaluation metric. Section V identifies future research directions. We conclude the survey in Section VI.

II. PROBLEM OVERVIEW

A. Problem Definition

Deep long-tailed learning seeks to learn a deep neural network model from a training dataset with a long-tailed class distribution, where a small fraction of classes have a massive number of samples, and the rest of the classes are associated with only a few samples (c.f. Fig. 1). Let \( \{x_i, y_i\}_{i=1}^{n} \) be the long-tailed training set, where each sample \( x_i \) has a corresponding class label \( y_i \). The total number of training set over \( K \) classes is \( n = \sum_{k=1}^{K} n_k \), where \( n_k \) denotes the number of data of class \( k \); \( \pi \) denote the vector of label frequencies, where \( \pi_k = n_k/n \) indicates the label frequency of class \( k \). Without loss of generality, a common assumption in long-tailed learning [31], [32] is that the classes are sorted by cardinality in decreasing order (i.e., \( i_1 < i_2 \), then \( n_{i_1} \geq n_{i_2} \), and \( n_1 \gg n_K \)), and then the imbalance ratio is defined as \( n_1/n_K \).

This task is challenging due to two difficulties: (1) imbalanced data numbers across classes make deep models biased to head classes and performs poorly on tail classes; (2) lack of tail-class samples makes it further challenging to train models for tail-class classification. Such a task is fundamental and may occur in various visual recognition tasks, such as image classification [15], [32], detection [19], [33] and segmentation [26], [34], [35].

B. Datasets

In recent years, a variety of visual datasets have been released for long-tailed learning, differing in tasks, class numbers and sample numbers. In Table I, we summarize nine visual datasets that are widely used in the deep long-tailed learning community.

In long-tailed image classification, there are four benchmark datasets: ImageNet-LT [15], CIFAR100-LT [18], Places-LT [15], and iNaturalist 2018 [23]. The previous three are sampled from ImageNet [39], CIFAR100 [40] and Places365 [41] following Pareto distributions, respectively, while iNaturalist is a real-world long-tailed dataset. The imbalance ratio of ImageNet-LT, Places-LT and iNaturalist are 256, 996 and 500, respectively; CIFAR100-LT has three variants with various imbalance ratios \{10, 50, 100\}.

In long-tailed object detection and instance segmentation, LVIS [36], providing precise bounding box and mask annotations, is the widely-used benchmark. In multi-label image classification, the benchmarks are VOC-LT [37] and COCO-LT [37], which are sampled from PASCAL VOC 2012 [42] and COCO [43], respectively. Recently, a large-scale “untrimmed” video dataset, namely VideoLT [38], was released for long-tailed video recognition.

C. Evaluation Metrics

Long-tailed learning seeks to train a well-performing model on the data with long-tailed class imbalance. To evaluate how
well class imbalance is resolved, the model performance on all classes and the performance on class subsets (i.e., head, middle and tail classes) are usually reported. Note that the evaluation metrics should treat each class equally. Following this principle, top-1 accuracy or error rate is often used for balanced test sets, where every test sample is equally important. When the test set is not balanced, mean Average Precision (mAP) or macro accuracy is often adopted since the two metrics treat each class equally. For example, in previous studies, top-1 accuracy or error rate was widely used for long-tailed image classification, in which the test set is usually assumed to be near-balanced. Meanwhile, mAP was adopted for long-tailed object detection, instance segmentation and multi-label image classification, where the test set is usually not balanced.

D. Applications

The main applications of deep long-tailed learning include image classification, detection segmentation, and visual relation learning.

Image Classification: The most common applications of long-tailed learning are multi-class classification [15], [32], [44], [45] and multi-label classification [37], [46]. As mentioned in Section II-B, there are many artificially sampled long-tailed datasets from widely-used multi-class classification datasets (i.e., ImageNet, CIFAR, and Places) and multi-label classification datasets (i.e., VOC and COCO). Based on these datasets, various long-tailed learning methods have been proposed, as shown in Section III. Besides these artificial tasks, long-tailed learning is also applied to real-world applications, including species classification [23], [24], [47], face recognition [21], [22], [48], [49], face attribute classification [50], cloth attribute classification [50], age classification [51], rail surface defect detection [52], and medical image diagnosis [25], [53]. These real applications usually require more fine-grained discrimination abilities, since the differences among their classes are more subtle. Due to this new challenge, existing deep long-tailed learning methods tend to fail in these applications, since they only focus on addressing the class imbalance and cannot essentially identify subtle class differences. Therefore, when exploring new methods to handle these applications, it is worth considering how to tackle the challenges of class imbalance and fine-grained information identification, simultaneously.

Image Detection/Segmentation: Object detection and instance segmentation has attracted increasing attention in the long-tailed learning community [54], [55], [56], [57], [58], [59], where most existing studies are conducted based on LVIS and COCO. In addition to these widely-used benchmarks, many other applications have also been explored, including urban scene understanding [26], [60] and unmanned aerial vehicle detection [27]. Compared to artificial tasks on LVIS and COCO, these real applications are more challenging due to more complex environments in the wild. For example, the images may be collected from different weather conditions or different times in a day, which may lead to multiple image domains with different data distributions and inconsistent class skewness. When facing these new challenges, existing deep long-tailed learning methods tend to fail. Hence, it is worth exploring how to simultaneously resolve the challenges of class imbalance and domain shifts for handling these applications.

Visual Relation Learning: Visual relation learning is important for image understanding and is attracting rising attention in the long-tailed learning community. Important applications include long-tailed scene graph generation [61], [62], long-tailed visual question answering and image captioning [63], [64]. Most existing long-tailed studies focus on discriminative tasks, so they cannot be applied to the aforementioned applications that require modeling relations between objects or those between images and texts. Even so, it is interesting to explore the high-level ideas (e.g., class re-balancing) in existing long-tailed studies to design application-customized approaches for visual relation learning.

E. Relationships With Related Tasks

We then briefly discuss several related tasks, including non-deep long-tailed learning, class-imbalanced learning, few-shot learning, and out-of-domain generalization.

Non-deep long-tailed learning: There are a lot of non-deep learning approaches for long-tailed problems [65], [66], [67]. They usually explore prior knowledge to enhance classic machine learning algorithms for handling the long-tailed problem. For example, the prior of similarity among categories is used to regularize kernel machine algorithm for long-tailed object recognition [65]. Moreover, the prior of a long-tailed power-law distribution produced by the Pitman-Yor Processes (PYP) method [68] is applied to enhance the Bayesian non-parametric framework for long-tailed active learning [66]. An artificial distribution prior is adopted to construct tail-class data augmentation to enhance KNN and SVM for long-tailed scene parsing [67]. Almost all these approaches extract image features based on Scale Invariant Feature Transform (SIFT) [69], Histogram of Gradient Orientation (HOG) [70], or RGB color histogram [71]. Such representation approaches, however, cannot extract highly informative and discriminative features for real visual applications [1] and thus lead to limited performance in long-tailed learning. Recently, in light of the powerful abilities of deep networks for image representation, deep long-tailed methods have achieved significant performance improvement for long-tailed learning. More encouragingly, the use of deep networks also inspires plenty of new solution paradigms for long-tailed learning, such as transfer learning, decoupled training and ensemble learning, which will be introduced in the next section.

Class-imbalanced learning [5], [72] also seeks to train models from class-imbalanced samples. In this sense, long-tailed learning can be regarded as a challenging sub-task of class-imbalanced learning. The dominant distinction is that the classes of long-tailed learning follow a long-tailed class distribution, which is not necessary for class-imbalanced learning. More differences include that in long-tailed learning the number of classes is usually large and the tail-class samples are often very scarce, whereas the number of minority-class samples in class-imbalanced learning is not necessarily small in an absolute sense. These extra challenges lead long-tailed learning to be a
more challenging task than class-imbalanced learning. Despite these differences, both seek to resolve the class imbalance, so some high-level solution ideas (e.g., class re-balancing) are shared between them.

**Few-shot learning** [73], [74], [75], [76] aims to train models from a limited number of labeled samples (e.g., 1 or 5) per class. In this regard, few-shot learning can be regarded as a sub-task of long-tailed learning, in which the tail classes generally have a very small number of samples.

**Out-of-domain Generalization** [77], [78] indicates a class of tasks, in which the training distribution is inconsistent with the unknown test distribution. Such inconsistency includes inconsistent data marginal distributions (e.g., domain adaptation [79], [80], [81], [82], [83], [84] and domain generalization [85], [86]), inconsistent class distributions (e.g., long-tailed learning [15], [28], [32], open-set learning [87], [88]), and the combination of the previous two situations. From this perspective, long-tailed learning can be viewed as a specific task within out-of-domain generalization.

### III. Classic Methods

As shown in Fig. 2, we divide existing deep long-tailed learning methods into three main categories according to their main technical characteristics, including class re-balancing, information augmentation, and module improvement. More specifically, class re-balancing consists of three sub-categories: re-sampling, class-sensitive learning (CSL), and logit adjustment (LA). Information augmentation comprises transfer learning (TL) and data augmentation (Aug). Module improvement includes representation learning (RL), classifier design (CD), decoupled training (DT) and ensemble learning (Ensemble). According to this taxonomy, we sort out existing methods in Table II and review them in detail as follows.

#### A. Class Re-Balancing

Class re-balancing, a mainstream paradigm in long-tailed learning, seeks to re-balance the negative influence brought by the class imbalance in training sample numbers. This type of methods has three main sub-categories: re-sampling, class-sensitive learning, and logit adjustment. We begin with re-sampling based methods, followed by class-sensitive learning and logit adjustment.

1) **Re-Sampling**: Conventional training of deep networks is based on mini-batch gradient descent with random sampling, i.e., each sample has an equal probability of being sampled. Such a sampling manner, however, ignores the imbalance issue in long-tailed learning, and naturally samples more head-class samples than tail-class samples in each sample mini-batch. This makes the resulting deep models biased towards head classes and perform poorly on tail classes. To address this issue, re-sampling [126], [127], [128], [129] has been explored to re-balance classes by adjusting the number of samples per class in each sample batch for model training.

In the non-deep learning era, the most classic re-sampling approaches are random over-sampling (ROS) and random under-sampling (RUS). Specifically, ROS randomly repeats the samples from minority classes to re-balance classes before training, while RUS randomly discards the samples from majority classes. When applying them to deep long-tailed learning where the classes are highly skewed, ROS with duplicated tail-class data might lead to overfitting over tail classes, while RUS might discard precious head-class samples and degrade model performance on head classes [44]. Instead of using random re-sampling, recent deep long-tailed studies have developed various class-balanced sampling methods for mini-batch training of deep models.

We begin with Decoupling [32], in which four sampling strategies were evaluated for representation learning of long-tailed data, including random sampling, class-balanced sampling, square-root sampling and progressively-balanced sampling. Specifically, class-balanced sampling means that each class has an equal probability of being selected. Square-root sampling [130] is a variant of class-balanced sampling, where the sampling probability of each class is related to the square root of the sample size in the corresponding class. Progressively-balanced sampling [32] interpolates progressively between random and class-balanced sampling. Based on empirical results, Decoupling [32] found that square-root sampling and progressively-balanced sampling are better strategies for standard model training in long-tailed recognition. The two strategies, however, require knowing the training sample frequencies of different classes in advance, which may be unavailable in real applications.

To address the above issue, recent studies proposed various adaptive sampling strategies. Dynamic Curriculum Learning (DCL) [93] developed a new curriculum strategy to dynamically sample data for class re-balancing. The basic idea is that the more instances from one class are sampled as training proceeds, the lower probability of this class would be sampled in later stages. Following this idea, DCL first conducts random sampling to learn general representations, and then samples more tail-class instances based on the curriculum strategy to handle the imbalance. In addition to using the accumulated sampling times, Long-tailed Object Detector with Classification Equilibrium (LOCE) [33] proposed to monitor model training on different classes via the mean classification prediction score (i.e., running prediction probability), and used this score to guide the sampling rates for different classes. Furthermore, VideoLT [38], focusing on long-tailed video recognition, introduced a new FrameStack method that dynamically adjusts the sampling rates of different classes based on running model performance during training, so that it can sample more video frames from tail classes (generally with lower running performance).

Besides using the statistics computed during model training, some re-sampling approaches resorted to meta learning [131]. Balanced Meta-sofmax [97] developed a meta-learning-based sampling method to estimate the optimal sampling rates of different classes for long-tailed learning. Specifically, the developed meta learning method seeks to learn the best sample distribution parameter by optimizing the model classification performance on a balanced meta validation set. Similarly, Feature Augmentation and Sampling Adaptation (FASA) [58] explored the model classification loss on a balanced meta...
| Method                  | Year | Class Re-balancing | Augmentation | Module Improvement | Target Aspect |
|------------------------|------|--------------------|--------------|--------------------|---------------|
| LMLE [89]              | 2016 |                    | ✓            | ✓                  | feature       |
| HPL [90]               | 2016 |                    | ✓            | ✓                  | feature       |
| Focal loss [54]        | 2017 | ✓                  | ✓            |                    | objective     |
| Range loss [21]        | 2017 | ✓                  | ✓            |                    | feature       |
| CRL [50]               | 2017 | ✓                  | ✓            |                    | feature       |
| MetaModelNet [91]      | 2017 | ✓                  | ✓            |                    | objective     |
| DSTL [92]              | 2018 | ✓                  | ✓            |                    | feature       |
| DCL [93]               | 2019 | ✓                  | ✓            |                    | sample        |
| Meta-Weight-Net [94]   | 2019 | ✓                  | ✓            |                    | objective     |
| LDAM [18]              | 2019 | ✓                  | ✓            |                    | objective     |
| CB [16]                | 2019 | ✓                  | ✓            |                    | objective     |
| UML [95]               | 2019 | ✓                  | ✓            |                    | feature       |
| PTL [96]               | 2019 | ✓                  | ✓            |                    | feature       |
| Unequal-training [48]  | 2019 | ✓                  | ✓            |                    | feature       |
| OLR [15]               | 2019 | ✓                  | ✓            |                    | feature       |
| Balanced Meta-Softmax [97] | 2020 | ✓                  | ✓            | ✓                  | sample, objective |
| Decoupling [32]        | 2020 | ✓                  | ✓            | ✓                  | feature, classifier |
| LST [98]               | 2020 | ✓                  | ✓            | ✓                  | sample        |
| Domain adaptation [28] | 2020 | ✓                  | ✓            | ✓                  | objective     |
| Equalization loss (ESQL) [19] | 2020 | ✓                  | ✓            | ✓                  | objective     |
| DBM [22]               | 2020 | ✓                  | ✓            | ✓                  | objective     |
| Distribution-balanced loss [37] | 2020 | ✓                  | ✓            | ✓                  | objective     |
| UNO-SC [99]            | 2020 | ✓                  | ✓            | ✓                  | prediction    |
| De-confound-TDE [45]   | 2020 | ✓                  | ✓            | ✓                  | prediction    |
| M2n [100]              | 2020 | ✓                  | ✓            | ✓                  | sample        |
| LEAP [49]              | 2020 | ✓                  | ✓            | ✓                  | feature       |
| OFA [101]              | 2020 | ✓                  | ✓            | ✓                  | feature       |
| SSP [102]              | 2020 | ✓                  | ✓            | ✓                  | feature       |
| LFME [103]             | 2020 | ✓                  | ✓            | ✓                  | sample, model |
| IEM [104]              | 2020 | ✓                  | ✓            | ✓                  | feature       |
| Deep-RTC [105]         | 2020 | ✓                  | ✓            | ✓                  | classifier    |
| SimCal [34]            | 2020 | ✓                  | ✓            | ✓                  | sample, model |
| BBN [44]               | 2020 | ✓                  | ✓            | ✓                  | sample, model |
| BAGS [56]              | 2020 | ✓                  | ✓            | ✓                  | sample, model |
| VideoLT [38]           | 2021 | ✓                  | ✓            | ✓                  | sample        |
| LOCE [33]              | 2021 | ✓                  | ✓            | ✓                  | sample, objective |
| DARS [26]              | 2021 | ✓                  | ✓            | ✓                  | sample, objective |
| CreST [106]            | 2021 | ✓                  | ✓            | ✓                  | sample        |
| GIST [107]             | 2021 | ✓                  | ✓            | ✓                  | classifier    |
| FASA [58]              | 2021 | ✓                  | ✓            | ✓                  | feature       |
| Equalization loss v2 [108] | 2021 | ✓                  | ✓            | ✓                  | objective     |
| Seesaw loss [109]      | 2021 | ✓                  | ✓            | ✓                  | objective     |
| ACSL [110]             | 2021 | ✓                  | ✓            | ✓                  | objective     |
| IB [111]               | 2021 | ✓                  | ✓            | ✓                  | objective     |
| PML [51]               | 2021 | ✓                  | ✓            | ✓                  | objective     |
| VS [112]               | 2021 | ✓                  | ✓            | ✓                  | objective     |
| LADE [31]              | 2021 | ✓                  | ✓            | ✓                  | objective, prediction |
| RoBVal [113]           | 2021 | ✓                  | ✓            | ✓                  | objective, prediction |
| DistAlign [29]         | 2021 | ✓                  | ✓            | ✓                  | objective, classifier |
| MiSLAS [114]           | 2021 | ✓                  | ✓            | ✓                  | objective, feature, classifier |
| Logit adjustment [14]  | 2021 | ✓                  | ✓            | ✓                  | prediction    |
| Conceptual [12M [115]  | 2021 | ✓                  | ✓            | ✓                  | prediction    |
| DiVE [116]             | 2021 | ✓                  | ✓            | ✓                  | prediction    |
| MosaicOS [117]         | 2021 | ✓                  | ✓            | ✓                  | prediction    |
| RSG [118]              | 2021 | ✓                  | ✓            | ✓                  | feature       |
| SSD [119]              | 2021 | ✓                  | ✓            | ✓                  | feature       |
| RBDE [17]              | 2021 | ✓                  | ✓            | ✓                  | model         |
| MetaAug [120]          | 2021 | ✓                  | ✓            | ✓                  | sample        |
| PaCo [121]             | 2021 | ✓                  | ✓            | ✓                  | feature       |
| DRO-LT [122]           | 2021 | ✓                  | ✓            | ✓                  | feature       |
| Unsupervised discovery [35] | 2021 | ✓                  | ✓            | ✓                  | feature       |
| Hybrid [123]           | 2021 | ✓                  | ✓            | ✓                  | feature       |
| KCL [13]               | 2021 | ✓                  | ✓            | ✓                  | feature       |
| DTL [61]               | 2021 | ✓                  | ✓            | ✓                  | feature, classifier |
| LITLM [46]             | 2021 | ✓                  | ✓            | ✓                  | sample, model |
| ACE [124]              | 2021 | ✓                  | ✓            | ✓                  | sample, model |
| ResLT [125]            | 2021 | ✓                  | ✓            | ✓                  | objective, model |
| SADE [30]              | 2021 | ✓                  | ✓            | ✓                  | objective, model |

There are three main categories: class re-balancing, information augmentation and module improvement. In this table, “CSL” indicates class-sensitive learning; “LA” indicates logit adjustment; “TL” represents transfer learning; “Aug” indicates data augmentation; “RL” indicates representation learning; “CD” indicates classifier design, which seeks to design new classifiers or prediction schemes for long-tailed recognition; “DT” indicates decoupled training, where the feature extractor and the classifier are trained separately; “ensemble” indicates ensemble learning based methods. In addition, “target aspect” indicates from which aspect an approach seeks to resolve the class imbalance. We also make our codebase and our collected long-tailed learning resources available at https://github.com/Vanin/tawesome-longtailed-learning.
TABLE III
SUMMARY OF LOSSES

| Loss                  | Formulation                                      | Type         |
|----------------------|--------------------------------------------------|--------------|
| Softmax loss         | $L_{ce} = -\log(p_y)$                           | -            |
| Focal loss [34]      | $L_{f} = -(1-p_y)^\gamma \log(p_y)$             | re-weighting |
| Weighted Softmax loss| $L_{wce} = -\frac{1}{T_y} \log(p_y)$             | re-weighting |
| Class-balanced loss [16] | $L_{cb} = -\frac{1}{n_y} \log(p_y)$             | re-weighting |
| Balanced Softmax loss [97] | $L_{bs} = -\frac{1}{n_y} \log(\sum x_i y_i \exp(y_i))$ | re-weighting |
| Equalization loss [19] | $L_{eq} = -\log\left(\frac{n_y \exp(y_i)}{\sum x_i y_i \exp(y_i)}\right)$ | re-weighting |
| LDAM loss [18]       | $L_{ldam} = -\log\left(\frac{n_y \exp(y_i) - \delta}{\sum x_i y_i \exp(y_i) - \delta}\right)$ | re-margining |

In this table, $\mathbf{z}$ and $\mathbf{p}$ indicate the predicted logits and the softmax probability of the sample $x$, where $\mathbf{z}_y$ and $\mathbf{p}_y$ correspond to the class $y$. Moreover, $n$ indicates the total number of training data, where $n_y$ is the sample number of the class $y$. In addition, $\pi$ indicates the vector of sample frequencies, where $\pi_y = n_y/n$ represents the label frequency of the class $y$. The class-wise weight is denoted by $\omega$ and the class-wise margin is denoted by $\delta$, if no more specific value is given. loss-related parameters include $\gamma$.

Re-weighting: To address the class imbalance, re-weighting attempts to adjust the training loss values for different classes by multiplying them with different weights. The most intuitive method is to directly use the label frequencies of training samples for loss re-weighting to re-balance the uneven positive gradients among classes. For example, weighted softmax (c.f. Table III) directly multiplies the loss values of different classes by the inverse of training label frequencies. However, simply multiplying by its inverse may not be the optimal solution. Recent studies thus proposed to tune the influence of training label frequencies based on sample-aware influences [111]. Moreover, Class-balanced loss (CB) [16] introduced a novel concept of effective number to approximate the expected sample number of different classes, which is an exponential function of their training label number. Following this, CB loss enforces a class-balanced re-weighting term, inversely proportional to the effective number of classes, to address the class imbalance (c.f. Table III). Besides the aforementioned re-weighting at the level of log probabilities, we can also use the training label frequencies to re-weight prediction logits. Balanced Softmax [97] proposed to adjust prediction logits by multiplying by the label frequencies, so that the bias of class imbalance can be alleviated by the label prior before computing final losses. Afterwards, Vector-scaling loss (VS) [112] intuitively analyzed the distinct effects of additive and multiplicative logit-adjusted losses, leading to a novel VS loss to combine the advantages of both forms of adjustment.

Instead of using training label frequencies, Focal loss [54] explored class prediction hardness for re-weighting. This is inspired by the observation that class imbalance usually increases the prediction hardness of tail classes, whose prediction probabilities would be lower than those of head classes: Following this, Focal loss uses the prediction probabilities to inversely re-weight classes (c.f. Table III), so that it can assign higher weights to the harder tail classes but lower weights to the easier head classes. Besides using a pre-defined weighting function, the class weights can also be learned from data. For instance, Meta-Weight-Net [94] proposed to learn an MLP-approximated weighting function based on a balanced validation set for class-sensitive learning.

Some recent studies [19], [37] also seek to address the negative gradient over-suppression issue of tail classes. For example, Equalization loss [19] directly down-weights the loss values of tail-class samples when they serve as negative labels for head-class samples. However, simply down-weighting negative gradients may harm the discriminative abilities of deep models. To address this, Adaptive Class Suppression loss (ACSL) [110] uses the output confidence to decide whether to suppress the gradient for a negative label. Specifically, if the prediction probability of a negative label is larger than a pre-defined threshold, it means that the model is confused about this class so the weight for this class is set to 1 to improve model discrimination; otherwise, the weight is set to 0 to avoid negative over-suppression. Moreover, Equalization loss v2 [108] extended the equalization loss [19] by introducing a novel gradient-guided re-weighting mechanism that dynamically up-weights the positive gradients and down-weights the negative gradients for different classes. Similarly, Seesaw loss [109] re-balances positive and negative validation set as a score, which is used to adjust the sampling rate for different classes so that the under-represented tail classes can be sampled more.

Note that some long-tailed visual tasks may have multiple levels of imbalance. For example, long-tailed instance segmentation is imbalanced in terms of both images and instances (i.e., the number of instances per image is also imbalanced). To address this task, Simple Calibration (SimCal) [34] proposed a new bi-level class-balanced sampling strategy that combines image-level and instance-level re-sampling for class-re-balancing.

Discussions: Re-sampling methods seek to address the class imbalance issue at the sample level. When the label frequencies of different classes are known a priori, progressively-balanced sampling [32] is recommended. Otherwise, using the statistics of model training to guide re-sampling [33] is a preferred solution for real applications. For meta-learning-based re-sampling, it may be difficult to construct a meta validation set in real scenarios. Note that if one re-sampling strategy has already addressed class imbalance well, further using other re-sampling methods may not bring extra benefits. Moreover, the high-level ideas of these re-sampling methods can be applied to design multi-level re-sampling strategies if there are multiple levels of imbalance in real applications.

2) Class-Sensitive Learning: Conventional training of deep networks is based on the softmax cross-entropy loss (c.f. Table III). This loss ignores the class imbalance in data sizes and tends to generate uneven gradients for different classes. That is, each positive sample of one class can be seen as a negative sample for other classes in cross-entropy, which leads head classes to receive more supporting gradients (as they usually are positive samples) and causes tail classes to receive more suppressed gradients (as they usually are negative samples) [19], [55]. To address this, class-sensitive learning seeks to particularly adjust the training loss values for various classes to re-balance the uneven training effects caused by the imbalance issue [132], [133], [134], [135], [136], [137]. There are two main types of class-sensitive strategies, i.e., re-weighting and re-margining. We begin with class re-weighting as follows.
gradients for each class with two re-weighting factors, i.e., mitigation and compensation. Specifically, to address gradient over-suppression, the mitigation factor alleviates the penalty to tail classes based on a dynamically cumulative sampling number of different classes. Meanwhile, if a false positive sample is observed, the compensation factor up-weights the penalty to the corresponding class for improving model discrimination.

**Re-margining:** To handle the class imbalance, re-margining attempts to adjust losses by subtracting different margin factors for different classes, so that they have a different minimal margin (i.e., distance) between features and the classifier. Directly using existing soft margin losses ([138], [139]) is unfeasible, since they ignore the issue of class imbalance. To address this, Label-Distribution-Aware Margin (LDAM) ([18]) enforces class-dependent margin factors for different classes based on their training label frequencies, which encourages tail classes to have larger margins.

However, the training label frequencies may be unknown in real applications, and simply using them for re-margining also ignores the status of model training on different classes. To address this, recent studies explored various adaptive re-margining methods. Uncertainty-based margin learning (UML) ([95]) found that the class prediction uncertainty is inversely proportional to the training label frequencies, i.e., tail classes are more uncertain. Inspired by this, UML proposed to use the estimated class-level uncertainty to re-margin losses, so that the tail classes with higher class uncertainty incur a higher loss value and thus have a larger margin between features and the classifier. Moreover, LOCE ([33]) proposed to use the mean class prediction score to monitor the learning status of different classes and apply it to guide class-level margin adjustment for enhancing tail classes. Domain balancing ([22]) introduced a novel frequency indicator based on the inter-class compactness of features, and uses this indicator to re-margin the feature space of tail domains. Despite effectiveness, the above re-margining methods for encouraging large tail-class margins may degrade the feature learning of head classes. To address this, RoBal ([113]) further enforces a margin factor to also enlarge head-class margins.

**Discussions:** These class-sensitive learning methods aim to resolve the class imbalance issue at the objective level. We summarize some of them in Table III. Both re-weighting and re-margining methods have a similar effect on re-balancing classes. If the negative influence of class imbalance can be addressed by one class-sensitive approach well, it is unnecessary to further apply other class-sensitive methods, which would not bring further performance gain and even harm performance. More specifically, if the training label frequencies are available, directly using them for re-weighting (e.g., Balanced Softmax ([97]) and VS ([112])) or re-margining (e.g., LDAM ([18])) provides a simple and generally effective solution for real applications. If not, it is preferred to use the mean class prediction score to guide class-sensitive learning (e.g., ACSL ([110]) and LOCE ([33])) thanks to its simplicity. One can also consider other guidance, like intra-class compactness. However, inter-class compactness of features ([22]) may be not that informative when the feature dimensions are very high, while the prediction uncertainty ([95]) may be difficult to estimate accurately in practice. Moreover, using prediction hardness for re-weighting in Focal loss performs well when the number of classes is not large, but may fail when facing a large number of classes. Furthermore, Equalization loss v2, Seesaw loss and RoBal can also be considered if the challenges that they try to resolve appear in real applications.

3) **Logit Adjustment:** Logit adjustment ([14], [140]) seeks to resolve the class imbalance by adjusting the prediction logits of a class-biased deep model. One recent study ([14]) comprehensively analyzed logit adjustment via training label frequencies of different classes in long-tailed recognition, and theoretically showed that logit adjustment is Fisher consistent to minimize the average per-class error. Following this idea, RoBal ([113]) applied a post-processing strategy to adjust the cosine classifier based on training label frequencies.

However, the above methods tent to fail when the training label frequencies are unavailable. To address this, UNOIC ([99]) proposed to learn the logit offset based on a balanced meta validation set and use it to calibrate the biased model predictions. Instead of using a meta validation set, DisAlign ([29]) applied an adaptive calibration function for logit adjustment, where the calibration function is learned by matching the calibrated prediction distribution to a pre-defined relatively balanced class distribution.

The idea of logit adjustment naturally suits agnostic test class distributions. If the test label frequencies are available, LADE ([31]) proposed to use them to post-adjust model outputs so that the trained model can be calibrated for arbitrary test class distributions. However, the test label frequencies are usually unavailable, which makes LADE less practical in real scenarios.

**Discussions:** To summarize, these logit adjustment methods address the class imbalance at the prediction level. If the training label frequencies are known, directly using them to post-adjust the predictions of biased deep models is recommended ([14], [113]). If such information is unknown, it is preferred to exploit the idea of DisAlign ([29]) to learn an adaptive calibration function. These logit adjustment methods are exclusive to each other, so using a well-performing one is enough for real applications.

4) **Summary:** Class re-balancing is relatively simple among the three main method types of long-tailed learning, but it can achieve comparable or even better performance. Some methods, especially class-sensitive learning, are theoretically inspired or guaranteed to handle long-tailed problems ([16], [18], [31]). These advantages enable class re-balancing to be a good candidate for real-world applications.

The ultimate goal of its three sub-categories (i.e., re-sampling, class-sensitive learning and logit adjustment) are the same, i.e., re-balancing classes. Hence, when the class imbalance is not addressed well, combining them may achieve better performance. However, these subtypes are sometimes exclusive to each other. For example, if we have trained a class-balanced deep model via class-sensitive learning, then further using logit adjustment methods to post-adjust model inference will instead lead to biased predictions and suffer poor performance. Therefore, if one wants to combine them, the pipeline should be designed carefully.
One drawback of class re-balancing is that most methods improve tail-class performance at the cost of lower head-class performance, which is like playing on a performance seesaw. Although the overall performance is improved, it cannot essentially handle the issue of lacking information, particularly on tail classes due to limited data sizes. To address this limitation, one feasible solution is to conduct information augmentation as follows.

B. Information Augmentation

Information augmentation seeks to introduce additional information into model training, so that the model performance can be improved for long-tailed learning. There are two kinds of methods in this method type: transfer learning and data augmentation.

1) Transfer Learning: Transfer learning [91], [101], [118], [141], [142] seeks to transfer the knowledge from a source domain (e.g., datasets) to enhance model training on a target domain. In long-tailed learning, there are four main transfer schemes, i.e., model pre-training, knowledge distillation, head-to-tail model transfer, and self-training.

Model pre-training is a popular scheme for deep model training [143], [144], [145], [146], [147] and has also been explored in long-tailed learning. For example, Domain-Specific Transfer Learning (DSTL) [92] first pre-trains the model with all long-tailed samples for representation learning, and then fine-tunes the model on a more class-balanced training subset. In this way, DSTL slowly transfers the learned features to tail classes, obtaining more balanced performance among all classes. Rather than supervised pre-training, Self-supervised Pre-training (SSP) [102] proposed to first use self-supervised learning (e.g., contrastive learning [148] or rotation prediction [149]) for model pre-training, followed by standard training on long-tailed data. Empirical results show self-supervised learning helps to learn a balanced feature space for long-tailed learning [13]. Such a scheme has also been explored to handle long-tailed data with noisy labels [150].

Knowledge distillation seeks to train a student model based on the outputs of a well-trained teacher model [151], [152]. Recent studies have explored knowledge distillation for long-tailed learning. For example, Learning from Multiple Experts (LFME) [103] first trains multiple experts on several less imbalanced sample subsets (e.g., head, middle and tail sets), and then distills these experts into a unified student model. Similarly, Routing Diverse Experts (RIDE) [17] introduced a knowledge distillation method to reduce the parameters of the multi-expert model by learning a student network with fewer experts. Instead of multi-expert teachers, Distill the Virtual Examples (DiVE) [116] showed that learning a class-balanced model as the teacher is also beneficial for long-tailed learning. Following DiVE, Self-Supervision to Distillation (SSD) [119] developed a new self-distillation scheme to enhance decoupled training (c.f. Section III-C3). Specifically, SSD first trains a calibrated model based on supervised and self-supervised information via the decoupled training scheme, and then uses the calibrated model to generate soft labels for all samples. Following that, both the generated soft labels and original long-tailed hard labels are used to distill a new student model, followed by a new classifier fine-tuning stage.

Head-to-tail model transfer seeks to transfer the model knowledge from head classes to enhance model performance on tail classes. For example, MetaModelNet [91] proposed to learn a meta-network that can map few-shot model parameters to many-shot model parameters. To this end, MetaModelNet first trains a many-shot model on the head-class training set, and trains a fake few-shot model on a sampled subset from these classes with a very limited number of data to mimic tail classes. Then, the meta-network is learned by mapping the learned fake few-shot model to the many-shot model. Following that, the learned meta-network on head classes is applied to map the true few-shot model trained on tail classes for obtaining better tail-class performance. Instead of model mapping, Geometric Structure Transfer (GIST) [107] proposed to conduct head-to-tail transfer at the classifier level. Specifically, GIST uses the relatively large classifier geometry information of head classes to enhance the tail-class classifier weights, so that the performance of tail classes can be improved.

Self-training aims to learn well-performing models from a small number of labeled samples and massive unlabeled samples [153], [154], [155]. To be specific, it first uses labeled samples to train a supervised model, which is then applied to generate pseudo labels for unlabeled data. Following that, both the labeled and pseudo-labeled samples are used to re-train models. In this way, self-training can exploit the knowledge from massive unlabeled samples to enhance long-tailed learning performance. Such a paradigm, however, cannot be directly used to handle long-tailed problems, because both labeled and unlabeled datasets may follow long-tailed class distributions with different degrees. In such cases, the trained model on labeled samples may be biased to head classes and tends to generate more head-class pseudo labels for unlabeled samples, leading to a more skewed degree of imbalance.

To address this issue, Distribution Alignment and Random Sampling (DARS) [26] proposed to regard the label frequencies of labeled data as a reference and enforce the label frequencies of the generated pseudo labels to be consistent with the labeled ones. Instead of using training label frequencies, Class-rebalancing Self-training (CReST) [106] found that the precision of the supervised model on tail classes is surprisingly high, and thus proposed to select more tail-class samples for online pseudo labeling in each iteration, so that the re-trained model can obtain better performance on tail classes. Beyond classification tasks, MosaicOS [117] resorted to other object-centric images to boost long-tailed object detection. Specifically, it first pre-trains the model with labeled scene-centric images from the original detection dataset, and then uses the pre-trained model to generate pseudo bounding boxes for object-centric images, e.g., ImageNet-1K [39]. After that, MosaicOS fine-tunes the pre-trained model in two stages, i.e., first fine-tuning with the pseudo-labeled object-centric images and then fine-tuning with the original labeled scene-centric images. In this way, MosaicOS alleviates the negative influence of data discrepancies and effectively improves long-tailed performance.
Discussions: These transfer learning methods are complementary to each other, which brings additional information from different perspectives to long-tailed learning. Most of them can be used together for real applications if the resources permit and the combination pipeline is designed well. More concretely, when using model pre-training, the trade-off between supervised discrimination learning and self-supervised class-balanced learning should be tuned [13], which contributes to better long-tailed learning performance. In addition, knowledge distillation with multi-experts can usually achieve better performance than distillation with a single teacher. In head-to-tail model transfer, GIST is a better candidate than MetaModelNet due to its simplicity. Lastly, the use of self-training methods depends on task requirements and what unlabeled samples are available at hand.

2) Data Augmentation: Data Augmentation aims to enhance the size and quality of datasets by applying pre-defined transformations to each data feature for model training [156], [157]. In long-tailed learning, there are two types of augmentation methods that have been explored, i.e., transfer-based augmentation and non-transfer augmentation.

Head-to-tail transfer augmentation seeks to transfer the knowledge from head classes to augment tail-class samples. For example, Major-to-Minor translation (M2m) [100] proposed to augment tail classes by translating head-class samples to tail-class ones via perturbation-based optimization, which is essentially similar to adversarial attack. The translated tail-class samples are used to construct a more balanced training set for model training.

Besides the data-level transfer in M2m, most studies explore feature-level transfer. For instance, Feature Transfer Learning (FTL) [96] found that tail-class samples have much smaller intra-class variance than head-class samples, leading to biased feature spaces and decision boundaries. To address this, FTL exploits the knowledge of intra-class variance from head classes to guide feature augmentation for tail-class samples, so that the tail-class features have higher intra-class variance. Similarly, LEAP [49] constructs “feature cloud” for each class, and transfers the distribution knowledge of head-class feature clouds to enhance the intra-class variation of tail-class feature clouds. As a result, the distortion of the intra-class feature variance among classes is alleviated, leading to better tail-class performance.

Instead of using the intra-class variation information, Rare-class Sample Generator (RSG) [118] proposed to dynamically estimate a set of feature centers for each class, and use the feature displacement between head-class sample features and their nearest intra-class feature center to augment each tail sample feature for enlarging the tail-class feature space. Moreover, Online Feature Augmentation (OFA) [101] proposed to use class activation maps [158] to decouple sample features into class-specific and class-agnostic ones. Following that, OFA augments tail classes by combining the class-specific features of tail-class samples with class-agnostic features from head-class samples.

Non-transfer augmentation seeks to improve or design conventional data augmentation methods to address long-tailed problems. SMOTE [159], a classic over-sampling method for non-deep class imbalance, can be applied to deep long-tailed problems to generate tail-class samples by mixing several intra-class neighbouring samples. Recently, MiSLAS [114] further investigated data mixup in deep long-tailed learning, and found that (1) data mixup helps to remedy model over-confidence; (2) mixup has a positive effect on representation learning but a negative or negligible effect on classifier learning in the decoupled training scheme [32]. Following these observations, MiSLAS proposed to use data mixup to enhance representation learning in the decoupled scheme. In addition, Remix [160] also resorted to data mixup for long-tailed learning and introduced a re-balanced mixup method to particularly enhance tail classes.

Instead of using data mixup, FASA [58] proposed to generate new data features for each class, based on class-wise Gaussian priors with their mean and variance estimated from previously observed samples. Here, FASA exploits the model classification loss on a balanced validation set to adjust feature sampling rates for different classes, so that the under-represented tail classes can be augmented more than head classes. With a similar idea, Meta Semantic Augmentation (MetaSAug) [120] proposed to augment tail classes with a variant of implicit semantic data augmentation (ISDA) [161]. Specifically, ISDA estimates the class-conditional statistics (i.e., covariance matrices from sample features) to obtain semantic directions, and generates diversified augmented samples by translating sample features along with diverse semantically meaningful directions. To better estimate the covariance matrices for tail classes, MetaSAug explored meta learning to guide the learning of covariance matrices for each class with the class-balanced loss [16], leading to more informative synthetic features.

Discussions: Data augmentation based methods attempt to address the class imbalance at the sample or feature levels. The goals of these methods are consistent, so they can be used simultaneously if the combination pipeline is constructed well. Among its two subtypes, head-to-tail transfer augmentation is more intuitive than non-transfer augmentation. More specifically, head-to-tail transfer at the feature level (e.g., RSG) seems to perform better than transfer at the sample level (e.g., M2m). In the feature-level transfer augmentation, RSG is preferred thanks to its easy-to-use source code, whereas the intra-class variation in FTL and LEAP may be less informative for augmentation when the feature dimension is very high. In non-transfer augmentation, mixup-based strategies are usually used thanks to their simplicity, where MiSLAS has demonstrated promising performance. In contrast, the class-wise Gaussian priors in FASA and the covariance matrices in MetaSAug may be difficult to estimate in various real scenarios.

3) Summary: Information augmentation addresses the long-tailed problems by introducing additional knowledge, and thus is compatible with and complementary to other two method types, i.e., class re-balancing and module improvement. For the same reason, its two method subtypes, i.e., transfer learning and data augmentation, are also complementary to each other. More concretely, both the subtypes are able to improve tail-class performance without sacrificing head-class performance if designed carefully. Considering that all classes are important in long-tailed learning, this type of method is worth further
exploring. Moreover, data augmentation is a very fundamental technique and can be used for a variety of long-tailed problems, which makes it more practical than other paradigms in real-world applications. However, simply using existing class-agnostic augmentation techniques for improving long-tailed learning is unfavorable, since they ignore the class imbalance and inevitably augment more head-class samples than tail-class samples. How to better conduct data augmentation for long-tailed learning is still an open question.

C. Module Improvement

Besides re-balancing and information augmentation, researchers also explored methods to improve network modules in long-tailed learning. These methods can be divided into four categories: (1) representation learning improves the feature extractor; (2) classifier design enhances the model classifier; (3) decoupled training aims to boost the learning of both the feature extractor and the classifier; (4) ensemble learning improves the whole architecture.

1) Representation Learning: Existing long-tailed learning methods improve representation learning based on three main paradigms, i.e., metric learning, prototype learning, and sequential training.

Metric learning aims at designing task-specific distance metrics for establishing similarity or dissimilarity between data. In deep long-tailed learning, metric learning based methods seek to explore various distance-based losses to learn a discriminative feature space for long-tailed data. One example is Large Margin Local Embedding (LMLE) [89], which introduced a quintuplet loss to learn representations that maintain both inter-cluster and inter-class margins. Unlike the triplet loss [162] that samples two contrastive pairs, LMLE presented a quintuplet sampler to sample four contrastive pairs, including a positive pair and three negative pairs. The positive pair is the most distant intra-cluster sample, while the negative pairs include two inter-clusters samples from the same class (one is the nearest and one is the most distant within the same cluster) and the nearest inter-class sample. Following that, LMLE introduced a quintuplet loss to encourage the sampled quintuplet to follow a specific distance order. In this way, the learned representations preserve not only locality across intra-class clusters but also discrimination between classes. Moreover, each data batch contains the same number of samples from different classes for class re-balancing. However, LMLE does not consider the sample differences among head and tail classes. To address this, Class Rectification Loss (CRL) [50] explored hard pair mining and proposed to construct more hard-pair triplets for tail classes, so that tail-class features can have a larger degree of intra-class compactness and inter-class distances.

Rather than sampling triplets or quintuplets, range loss [21] innovated representation learning by using the overall distances among all sample pairs within one mini-batch. In other words, the range loss uses statistics over the whole batch and thus alleviates the bias of data number imbalance over classes. Specifically, range loss enlarges the inter-class distance by maximizing the distances of any two class centers within the mini-batch, and reduces the intra-class variation by minimizing the largest distances between intra-class samples. In this way, the range loss obtains features with better discriminative abilities and less imbalanced bias.

Recent studies also explored contrastive learning for long-tailed problems. KCL [13] proposed a $k$-positive contrastive loss to learn a balanced feature space, which helps to alleviate the class imbalance and improve model generalization. Parametric contrastive learning (PaCo) [121] further innovated supervised contrastive learning by adding a set of parametric learnable class centers, which plays the same role as a classifier if regarding the class centers as the classifier weights. Following that, Hybrid [123] introduced a prototypical contrastive learning strategy to enhance long-tailed learning. DRO-LT [122] extended the prototypical contrastive learning with distribution robust optimization [163], which makes the learned model more robust to distribution shift.

Prototype learning based methods seek to learn class-specific feature prototypes to enhance long-tailed learning performance. Open Long-Tailed Recognition (OLTR) [15] innovatively explored the idea of feature prototypes to handle long-tailed recognition in an open world, where the test set also includes open classes that do not appear in training data. To address this task, OLTR maintains a visual meta memory containing discriminative feature prototypes, and uses the features sampled from the visual memory to augment the original features for better discrimination. Meanwhile, the sample features from novel classes are enforced to be far away from the memory and closer to the origin point. In this way, the learned feature space enables OLTR to classify all seen classes and detect novel classes. However, OLTR only maintains a static prototype memory and each class has only one prototype. Such a single prototype per class may fail to represent the real data distribution. To address this issue, Inflated Episodic Memory (IEM) [104] further innovated the meta-embedding memory by a dynamical update scheme, in which each class has independent and differentiable memory blocks. Each memory block is updated to record the most discriminative feature prototypes of the corresponding categories, thus leading to better performance than OLTR.

Sequential Training based methods learn data representation in a continual way. For example, Hierarchical Feature Learning (HFL) [90] took inspiration from that each class has its individuality in discriminative visual representation. Therefore, HFL hierarchically clusters objects into visually similar class groups, forming a hierarchical cluster tree. In this cluster tree, the model in the original node is pre-trained on ImageNet-1K; the model in each child node inherits the model parameters from its parent node and is then fine-tuned based on samples in the cluster node. In this way, the knowledge from the groups with massive classes is gradually transferred to their sub-groups with fewer classes. Similarly, Unequal-training [48] proposed to divide the dataset into head-class and tail-class subsets, and treat them differently in the training process. First, unequal-training uses the head-class samples to train relatively discriminative and noise-resistant features with a new noise-resistant loss.
After that, it uses tail-class samples to enhance the inter-class discrimination of representations via hard identity mining and a novel center-dispersed loss.

**Discussions:** These representation learning methods seek to address the class imbalance at the feature level. The methods within each subtype are competing with each other (e.g., KCL [13] vs PaCo [121] and OLTR [15] vs IEM [104]), while the methods from different subtypes may be complementary to each other (e.g., KCL [13] and Unequal-training [48]). Therefore, the pipeline must be carefully designed, if one wants to combine them together. Moreover, when handling real long-tailed applications, PaCo [121] is recommended to use thanks to its promising performance and open-source code. If there are open classes in test data, IEM [104] is preferred. Other methods, like Unequal-training [48], can also be considered if they suit real scenarios.

2) **Classifier Design:** In addition to representation learning, researchers also explored different types of classifiers to address long-tailed problems. In generic visual problems [10], [148], the common practice of deep learning is to use linear classifier \( p = \phi(w^T f + b) \), where \( \phi \) denotes the softmax function and the bias term \( b \) can be discarded. However, long-tailed class imbalance often results in larger classifier weight norms for head classes than tail classes [96], which makes the linear classifier easily biased to dominant classes.

To address this, recent studies [49], [113] proposed to use the scale-invariant cosine classifier \( p = \phi((w^T f)/\tau + b) \), where both the classifier weights and sample features are normalized. Here, the temperature \( \tau \) should be chosen reasonably [164], or the classifier performance would be negatively influenced. However, normalizing the feature space may harm its representation abilities. Therefore, the \( \tau \)-normalized classifier [32] rectifies the imbalance by only adjusting the classifier weight norms through a \( \tau \)-normalization procedure. Formally, let \( \tilde{w} = w/\|w\|_2 \), where \( \tau \) is the temperature factor for normalization. When \( \tau = 1 \), the \( \tau \)-normalization reduces to \( L_2 \) normalization, while when \( \tau = 0 \), no scaling is imposed. Note that, the hyper-parameter \( \tau \) can also be trained with class-balanced sampling, and the resulting classifier is named the learnable weight scaling classifier [32]. Another approach to address classifier weight imbalance is to use the nearest class mean classifier [32], which first computes the mean features for each class on the training set as the classifier, and then conducts prediction based on the nearest neighbor algorithm [165].

There are also some more complicated classifier designs based on hierarchical classification, causal inference or classifier knowledge transfer. For example, Realistic Taxonomic Classifier (RTC) [105] proposed to address class imbalance with hierarchical classification by mapping images into a class taxonomic tree structure, where the hierarchy is defined by a set of classification nodes and node relations. Different samples are adaptively classified at different hierarchical levels, where the level at which the prediction is made depends on the sample classification difficulty and the classifier confidence. Such a design favors correct decisions at intermediate levels rather than incorrect decisions at the leaves.

Causal classifier [45] resorted to causal inference for keeping the good and removing the bad momentum causal effects in long-tailed learning. The good causal effect indicates the beneficial factor that stabilizes gradients and accelerates training, while the bad causal effect indicates the accumulated long-tailed bias that leads to poor tail-class performance. To better approximate the bias information, the causal classifier applies a multi-head strategy to divide the channel (or dimensions) of model weights and data features equally into \( K \) groups. Formally, the causal classifier calculates the original logits by \( p = \phi \left( \frac{1}{K} \sum_{k=1}^{K} (\frac{w^k}{\|w^k\|+\gamma} f_k) \right) \), where \( \tau \) is the temperature factor and \( \gamma \) is a hyper-parameter. This classifier is essentially the cosine classifier when \( \gamma = 0 \). In inference, the causal classifier removes the bad causal effect by subtracting the prediction when the input is null, i.e., \( p = \phi \left( \frac{1}{K} \sum_{k=1}^{K} (\frac{w^k}{\|w^k\|+\gamma} f_k) - \alpha \frac{\cos(z_k, d^k)(w^k)^\top d^k}{\|w^k\|+\gamma} \right) \), where \( d \) is the unit vector of the exponential moving average features, and \( \alpha \) is a trade-off parameter to control the direct and indirect effects. More intuitively, the classifier records the bias by computing the exponential moving average features during training, and then removes the bad causal effect by subtracting the bias from prediction logits during inference.

GIST classifier [107] seeks to transfer the classifier geometric structure of head classes to tail classes. Specifically, the GIST classifier consists of a class-specific weight center (for encoding the class location) and a set of displacements (for encoding the class geometry). By exploiting the relatively large displacements from head classes to enhance tail-class weight centers, the GIST classifier is able to obtain better performance on tail classes.

**Discussions:** These methods address the imbalance at the classifier level. Note that these classifiers are exclusive to each other, and the choice of classifiers also influences other long-tailed methods. For example, the effects of data mixup are different for the linear classifier and the cosine classifier. Hence, when exploring new long-tailed approaches, it is better to first determine which classifier is used. Generally, the cosine classifier or the learnable weight-scaling classifier are recommended, as they are empirically robust to the imbalance and also easy to use. Moreover, when designing feature prototype-based methods, the nearest class mean classifier is a good choice. More complicated classifier designs (e.g., RTC, Causal and GIST) can also be considered if real applications are complex and hard to handle.

3) **Decoupled Training:** Decoupled training decouples the learning procedure into representation learning and classifier training. Here, decoupled training represents a general paradigm for long-tailed learning instead of a specific approach. Decoupling [32] was the pioneering work to introduce such a two-stage decoupled training scheme. It empirically evaluated different sampling strategies (mentioned in Section III-A1) for representation learning in the first stage, and then evaluated different classifier training schemes by fixing the trained feature extractor in the second stage. In the classifier learning stage, there are also four methods, including classifier re-training with class-balanced sampling, the nearest class mean classifier, the \( \tau \)-normalized classifier, and the learnable...
weight-scaling classifier. The main observations are twofold: (1) random sampling is surprisingly the best strategy for representation learning in decoupled training; (2) re-adjusting the classifier leads to significant performance improvement in long-tailed recognition.

Following this scheme, KCL [13] empirically observed that a balanced feature space is beneficial to long-tailed learning. Therefore, it innovated the decoupled training scheme by developing a $k$-positive contrastive loss to learn a more class-balanced and class-discriminative feature space, which leads to better long-tailed learning performance. Moreover, MiSLAS [114] empirically observed that data mixup is beneficial to features learning but has a negative/negligible effect on classifier training under the two-stage decoupled training scheme. Therefore, MiSLAS proposed to enhance the representation learning with data mixup in the first stage, while applying a label-aware smoothing strategy for better classifier generalization in the second stage.

Several recent studies particularly enhanced the classifier training stage. For example, OFA [101] innovated the classifier re-training through tail-class feature augmentation. SimCal [34] enhanced the classifier training stage by calibrating the classification head with a novel bi-level class-balanced sampling strategy for long-tailed instance segmentation. DisAlign [29] innovated the classifier training with a new adaptive logit adjustment strategy. Very recently, DT2 [61] applied the scheme of decoupled training to the scene graph generation task, which demonstrates the effectiveness of decoupled training in handling long-tailed visual relation learning.

Discussions: Decoupled training methods resolve the class imbalance issue at both the feature and classifier levels. Under ideal conditions, combining different methods can lead to better long-tailed performance, e.g., using self-supervised pre-training [13] and mixup augmentation [114] together for better representation learning, and applying label-aware smoothing [114] and tail-class feature augmentation [101] together for better classifier tuning. Therefore, it is recommended to use MiSLAS [114] as a base method and use different tricks on it. Note that some representation methods are also competing to each other, e.g., different sampling methods for representation learning [32].

The classifier learning stage does not introduce too many computation costs but can lead to significant performance gains. This makes decoupled training attract increasing attention. One critique is that the accumulated training stages make decoupled training less practical to be integrated with existing well-formulated methods for other long-tailed problems like object detection and instance segmentation. Despite this, the idea of decoupled training is conceptually simple and thus can be easily used to design new methods for resolving various long-tailed problems, like DT2 [61].

4) Ensemble Learning: Ensemble learning based methods strategically generate and combine multiple network modules (namely, multiple experts) to solve long-tailed visual learning problems. We summarize the main schemes of existing ensemble-based methods in Fig. 3, which will be detailed as follows.

BBN [44] proposed to use two network branches, i.e., a conventional learning branch and a re-balancing branch (cf. Table III(b)), to handle long-tailed recognition. To be specific, the conventional learning branch applies uniform sampling to simulate the original long-tailed training distribution, while the re-balancing branch applies a reversed sampler to sample more tail-class samples in each mini-batch for improving tail-class performance. The predictions of two branches are dynamically combined during training, so that the learning focus of BBN gradually changes from head classes to tail classes. Following BBN, LTML [46] applied the bilateral-branch network scheme to solve long-tailed multi-label classification. To be specific, LTML trains each branch using the sigmoid cross-entropy loss for multi-label classification and enforces a logit consistency loss to improve the consistency of the two branches. Similarly, SimCal [34] explored a dual classification head scheme, a conventional classification head and a calibrated classification head, to address long-tail instance segmentation. Based on a new bi-level sampling strategy, the calibrated classification head is able to improve the performance on tail classes, while the original head aims to maintain the performance on head classes.

Instead of bilateral branches, BAGS [56] explored a multi-head scheme to address long-tailed object detection. Specifically, BAGS took inspiration from an observation that learning a more uniform distribution with fewer samples is sometimes easier than learning a long-tailed distribution with more samples. Therefore, BAGS divides classes into several groups, where the classes in each group have a similar number of training data. Then, BAGS applies multiple classification heads for prediction, where different heads are trained on different class groups (cf. Table III(c)). In this way, each classification head performs the softmax operation on classes with a similar number of training data, thus avoiding the negative influence of class imbalance. Moreover, BAGS also introduces a label of “other classes” into each group to alleviate the contradiction among different heads. Similar to BAGS, LFME [103] divides the long-tailed dataset into several subsets with smaller class imbalance degrees, and trains multiple experts with different sample subsets. Based on these experts, LFME then learns a unified student model using adaptive knowledge distillation from multiple teachers.

Instead of division into several balanced sub-groups, ACE [124] divides classes into several skill-diverse subsets: one subset contains all classes; one contains middle and tail classes; another one has only tail classes (cf. Table III(d)). ACE then trains multiple experts with various class subsets, so that different experts have specific and complementary skills. Moreover, considering that various subsets have different sample numbers, ACE also applies a distributed-adaptive optimizer to adjust the learning rate for different experts. A similar idea of ACE was also explored in ResLT [125].

Instead of dividing the dataset, RIDE [17] uses all training samples to train multiple experts with softmax loss respectively (cf. Table III(e)), and enforces a KL-divergence based loss to improve the diversity among various experts. Following that, RIDE applies an expert assignment module to improve computing efficiency. Note that training each expert with the softmax loss.
Fig. 3. Illustrations of existing ensemble-based long-tailed methods. Compared to standard training (a), the trained experts by ensemble-based methods (b-f) may have different expertise, e.g., being skilled in different class distributions or different class subsets (indicated by different colors). For example, BBN and SimCAL train two experts for simulating the original long-tailed and uniform distributions so that they can address the two distributions well. BAGS, LFME, ACE, and ResLT train multiple experts by sampling class subsets, so that different experts can particularly handle different sets of classes. SADE directly trains multiple experts to separately simulate long-tailed, uniform and inverse long-tailed class distributions from a stationary long-tailed distribution, which enables it to handle test sets with agnostic class distributions based on self-supervised aggregation.

independently boosts the ensemble performance on long-tailed learning a lot. However, the learned experts by RIDE are not diverse enough.

Self-supervised Aggregation of Diverse Experts (SADE) [30] explored a new multi-expert scheme to handle test-agnostic long-tailed recognition, where the test class distribution can be either uniform, long-tailed or even inversely long-tailed. To be specific, SADE developed a novel spectrum-spanned multi-expert framework (cf. Table III(f)), and innovated the expert training scheme by introducing diversity-promoting expertise-guided losses that train different experts to handle different class distributions, respectively. In this way, the learned experts are more diverse than RIDE, leading to better ensemble performance, and integratedly span a wide spectrum of possible class distributions. In light of this, SADE further introduced a self-supervised learning method, namely prediction stability maximization, to adaptively aggregate experts at test time for better handling unknown test class distribution.

Discussions: These ensemble-based methods address the class imbalance at the model level. As they require particular manners for multi-model design and training (cf. Fig. 3), they are exclusive to each other and usually cannot be used together. More specifically, the methods with bilateral branches like BBN and TLML only have two experts, whose empirical performance has been shown worse than the approaches with more experts. Moreover, the methods with experts trained on class subsets like BAGS and ACE may suffer from expert inconsistency in terms of different label spaces, which makes the aggregation of experts difficult and may lead to poor performance in real applications. Instead, RIDE trains multiple experts with all samples but the resulting multiple experts are not diverse enough. In contrast, SADE is able to train skill-diverse experts with the same label space, and thus is recommended for real applications. One concern of these ensemble-based methods is that they generally lead to higher computational costs due to the use of multiple experts. Such a concern, however, can be alleviated by using a shared feature extractor. Moreover, efficiency-oriented expert assignment and knowledge distillation strategies [17], [103] can also reduce computational complexity.

5) Summary: Module improvement based methods seek to address long-tailed problems by improving network modules. Specifically, representation learning and classifier design are fundamental problems of deep learning, being worth further exploring for long-tailed problems. Both representation learning and classifier design are complementary to decoupled training. The scheme of decoupled training is conceptually simple and can be easily used to design new methods for resolving real long-tailed applications. In addition, ensemble-based methods, thanks to the aggregation of multiple experts, are able to achieve better long-tailed performance without sacrificing the performance on any class subsets, e.g., head classes. Since all classes are important, such a superiority enables ensemble-based methods to be a better choice for real applications compared to existing class re-balancing methods that usually improve tail-class performance at the cost of lower head-class performance. Here, both ensemble-based methods and decoupled training require...
specific model training and design manners, so it is not easy to use them together unless very careful design.

Note that most module improvement methods are developed based on fundamental class re-balancing methods. Moreover, module improvement methods are complementary to information augmentation methods. Using them together can usually achieve better performance for real-world long-tailed applications.

IV. EMPIRICAL STUDIES

This section empirically analyzes existing long-tailed learning methods. To begin with, we introduce a new evaluation metric.

A. Novel Evaluation Metric

The key goal of long-tailed learning is to handle the class imbalance for better model performance. Therefore, the common evaluation protocol [13], [22] is directly using the top-1 test accuracy (denoted by $A_t$) to judge how well long-tailed methods perform and which method handles class imbalance better. Such a metric, however, cannot accurately reflect the relative superiority among different methods when handling class imbalance, as the top-1 accuracy is also influenced by other factors apart from class imbalance. For example, long-tailed methods like ensemble learning (or data augmentation) also improve the performance of models, trained on a balanced training set. In such cases, it is hard to tell if the performance gain is from the alleviation of class imbalance or from better network architectures (or more data information).

To better evaluate the method effectiveness in handling class imbalance, we explore a new metric, namely relative accuracy $A_r$, to alleviate the influence of unnecessary factors in long-tailed learning. To this end, we first compute an empirically upper reference accuracy $A_v = \max(A_v, A_b)$, which is the maximal value between the vanilla accuracy $A_v$ of the backbone trained on a balanced training set with cross-entropy and the balanced accuracy $A_b$ of the model trained on a balanced training set with the corresponding long-tailed method. Here, the balanced training set is a variant of the long-tailed training set, where the total data number is similar but each class has the same number of data. This upper reference accuracy, obtained from the balanced training set, is used to alleviate the influence apart from class imbalance, and then the relative accuracy is defined by $A_r = \frac{A_t}{A_v}$. Note that this metric is mainly designed for empirical understanding, i.e., to evaluate to what extent existing methods resolve the class imbalance. We conduct this analysis based on the ImageNet-LT dataset [15], where a corresponding balanced training set variant can be built by sampling from the original ImageNet following [13].

B. Experimental Settings

We then introduce the experimental settings.

Datasets: We adopt the widely-used ImageNet-LT [15] and iNaturalist 2018 [23] as the benchmark long-tailed dataset for empirical studies. Their dataset statistics can be found in Table I.

Besides the performance regarding all classes, we also report performance on three class subsets: Head (more than 100 images), Middle (20~100 images) and Tail (less than 20 images).

Baselines: We select long-tailed methods via two criteria: (1) the source codes are publicly available or easy to re-implement; (2) the methods are evaluated on ImageNet-LT in the corresponding papers. As a result, more than 20 methods are empirically evaluated in this paper, including baseline (Softmax), class-sensitive learning (Weighted Softmax, Focal loss [54], LDAM [18], ESQIL [19], Balanced Softmax [97], LADÉ [31]), logit adjustment (UNO-IC [99]), transfer learning (SSP [102]), data augmentation (RSG [118]) representation learning (OLTR [15], PaCo [121]), classifier design (Decconfound[45]), decoupled training (Decouple-IB-CRT[32], CB-CRT[32], SR-CRT[32], PB-CRT[32], MIsLAS[114]), ensemble learning (BBN [44], LFME [103], RIDE [17], ResLT [125], SADE [30]).

Implementation Details: We implement all experiments in PyTorch. Following [17], [31], [32], we use ResNet-50 for ImageNet-LT and and ResNet-50 for iNaturalist 2018 as the network backbones for all methods. We conduct model training with the SGD optimizer based on batch size 256, momentum 0.9 and weight decay factor 0.0005, and learning rate 0.1 (linear LR decay). For method-related hyper-parameters, we set the values by either directly following the original papers or manual tuning if the default values perform poorly. Moreover, we use the same basic data augmentation (i.e., random resize and crop to 224, random horizontal flip, color jitter, and normalization) for all methods.

C. Results on ImageNet-LT

Observations on All Classes: Table IV and Fig. 4 report the average performance of ImageNet-LT over all classes. From these results, we have several observations on the overall method progress and different method types. As shown in Table IV, almost all long-tailed methods perform better than the Softmax baseline in terms of accuracy, which demonstrates the effectiveness of long-tailed learning. Even so, there are two methods...
performing slightly worse than Softmax, i.e., Decouple-CB-CRT [32] and BBN [44]. We speculate that the poor performance of Decouple-CB-CRT results from poor representation learning by class-balanced sampling in the first stage of decoupled training (refer to [32] for more empirical observations). The poor results of BBN (based on the official codes) may come from the cumulative learning strategy, which gradually adjusts the learning focus from head classes to tail classes; at the end of the training, however, it may put too much focus on the tail ones. As a result, despite the better tail-class performance, the model accuracy on head classes drops significantly (c.f. Table V), leading to worse average performance.

In addition to accuracy, we also evaluate long-tailed methods based on upper reference accuracy (UA) and relative accuracy (RA). Table IV shows that most methods have the same UA as the baseline model, but there are still some methods having higher UA, e.g., SSP, MiSLAS, and SADE. Therefore, simply using accuracy for evaluation is not comprehensive enough, while the proposed RA metric provides a good complement as it alleviates the influences of factors apart from class imbalance. For example, MiSLAS, based on data mixup, has higher accuracy than Balanced Softmax under 90 training epochs, but it also has higher UA. As a result, the relative accuracy of MiSLAS achieves state-of-the-art.

In addition to accuracy, we also evaluate upper reference accuracy (UA) and relative accuracy (RA). Table IV shows that most methods have the same UA as the baseline model, but there are still some methods having higher UA, e.g., SSP, MiSLAS, and SADE. Therefore, simply using accuracy for evaluation is not comprehensive enough, while the proposed RA metric provides a good complement as it alleviates the influences of factors apart from class imbalance. For example, MiSLAS, based on data mixup, has higher accuracy than Balanced Softmax under 90 training epochs, but it also has higher UA. As a result, the relative accuracy of MiSLAS achieves state-of-the-art.

In addition to accuracy, we also evaluate long-tailed methods based on upper reference accuracy (UA) and relative accuracy (RA). Table IV shows that most methods have the same UA as the baseline model, but there are still some methods having higher UA, e.g., SSP, MiSLAS, and SADE. Therefore, simply using accuracy for evaluation is not comprehensive enough, while the proposed RA metric provides a good complement as it alleviates the influences of factors apart from class imbalance. For example, MiSLAS, based on data mixup, has higher accuracy than Balanced Softmax under 90 training epochs, but it also has higher UA. As a result, the relative accuracy of MiSLAS achieves state-of-the-art.

In addition to accuracy, we also evaluate long-tailed methods based on upper reference accuracy (UA) and relative accuracy (RA). Table IV shows that most methods have the same UA as the baseline model, but there are still some methods having higher UA, e.g., SSP, MiSLAS, and SADE. Therefore, simply using accuracy for evaluation is not comprehensive enough, while the proposed RA metric provides a good complement as it alleviates the influences of factors apart from class imbalance. For example, MiSLAS, based on data mixup, has higher accuracy than Balanced Softmax under 90 training epochs, but it also has higher UA. As a result, the relative accuracy of MiSLAS achieves state-of-the-art.

In addition to accuracy, we also evaluate long-tailed methods based on upper reference accuracy (UA) and relative accuracy (RA). Table IV shows that most methods have the same UA as the baseline model, but there are still some methods having higher UA, e.g., SSP, MiSLAS, and SADE. Therefore, simply using accuracy for evaluation is not comprehensive enough, while the proposed RA metric provides a good complement as it alleviates the influences of factors apart from class imbalance. For example, MiSLAS, based on data mixup, has higher accuracy than Balanced Softmax under 90 training epochs, but it also has higher UA. As a result, the relative accuracy of MiSLAS achieves state-of-the-art.
accuracy improvement in this method type can accurately reflect the alleviation of class imbalance.

In information augmentation (IA), both SSP (transfer learning) and RSG (data augmentation) help to handle long-tailed imbalance. Although SSP also improves upper reference accuracy, its relative accuracy is increased more significantly, implying that the performance gain mostly comes from handling the class imbalance. In module improvement (MI), all methods contribute to addressing the imbalance. By now, the state of the art is ensemble-based long-tailed methods, i.e., SADE and RIDE, in terms of both accuracy and relative accuracy. Although ensemble learning also improves upper reference accuracy, the performance gain from handling imbalance is more significant, leading to higher relative accuracy.

Results on Different Class Subsets: We then report the performance in terms of different class subsets. As shown in Table V, almost all methods improve tail-class and middle-class performance at the cost of lower head-class performance. The head classes, however, are also important in long-tailed learning, so it is necessary to improve long-tailed performance without sacrificing the performance of the head. Potential solutions include information augmentation and ensemble learning, e.g., SSP and SADE. By comparing both Tables IV and V, one can find that the overall performance gain largely depends on the improvement of middle and tail classes; hence, how to improve their performance is still the most important goal of long-tailed learning in the future.

By now, SADE [30] achieves the best overall performance in terms of accuracy and RA (c.f. Table IV), but SADE does not perform state-of-the-art on all class subsets (c.f. Table V). For example, when training 200 epochs, the head-class performance of SADE is worse than RIDE and its tail-class performance is worse than BBN. To summarize, the higher average performance of SADE implies that the key to obtaining better long-tailed performance is a better trade-off among all classes. In summary, the current best practice for deep long-tailed learning is using ensemble learning and class re-balancing, simultaneously.

D. Results on Inaturalist 2018

iNaturalist 2018 is not a synthetic dataset sampled from a larger data pool, so we cannot build a corresponding balanced training set with a similar data size for it through sampling. As a result, it is infeasible to compute relative accuracy for it, so we only report the performance in terms of accuracy. As shown in Table VI, most observations are similar to those on ImageNet-LT. For example, most long-tailed methods outperform Softmax. Although LDAM (based on the official codes) performs slightly worse, its tail-class performance is better than the baseline, which demonstrates that LDAM can alleviate the class imbalance. However, its head-class performance drops significantly due to the head-tail trade-off, thus leading to poor overall performance. In addition, the current state-of-the-art method is SADE [30] in terms of accuracy, which further demonstrates the superiority of ensemble-based methods over other types of methods. All these baselines, except data augmentation based methods, adopt only basic augmentation operations.

| Type          | Method               | Head | Middle | Tail | All |
|---------------|----------------------|------|--------|------|-----|
| Baseline      |                      |      |        |      |     |
|               | Softmax              |      |        |      |     |
|               | Weighted Softmax     | 75.3 | 66.4   | 60.4 | 64.9|
|               | RSG [116]            | 72.0 | 68.9   | 66.3 | 68.2|
|               | RIDE [31]            | 70.7 | 69.9   | 69.3 | 70.0|
|               | SADE [30]            | 74.4 | 72.5   | 73.1 | 72.9|
|               | Balanced Softmax [97]| 70.9 | 70.7   | 70.4 | 70.6|
|               | CR [30]              | 77.4 | 72.7   | 72.6 | 72.8|

In this table, CR, IA, and MI indicate class re-balancing, information augmentation and module improvement, respectively.

E. Analysis

We next analyze the relationship between various types of methods.

Discussions on Class Re-Balancing: Class re-balancing has three subtypes of methods, i.e., re-sampling, class-sensitive learning and logit adjustment. Although they have the same goal for re-balancing classes, they are exclusive to each other to some degree. As shown in Table VII, Balanced Softmax (class-sensitive learning) alone greatly outperforms Softmax. However, when further using logit adjustment, it performs only comparably to Softmax. The reason is that the trained model by class-sensitive learning is already relatively class-balanced, so further using logit adjustment to post-adjust model inference will cause the predictions to become biased again and result in inferior performance. The performance is even worse when further combining class-balanced re-sampling. Therefore, simply combining existing class re-balancing without a careful design cannot lead to better performance.

Discussions on the Relationship Between Pre-Training and Other Long-Tailed Methods: As mentioned in Section III-B, model pre-training is a transfer-based scheme for long-tailed learning. In this experiment, we analyze whether it is beneficial to other long-tailed paradigms. As shown in Table VIII, SSP pre-training brings consistent performance gains to class

| Method | Head | Middle | Tail | All |
|--------|------|--------|------|-----|
| Softmax| 66.9 |        | 40.4 | 12.6| 46.8|
| BS [97]| 67.5 | 47.5   | 30.6 | 49.1|

LA indicates logit post-adjustment, while re-sampling indicates class-balancing re-sampling [32]. BS indicates balanced softmax [97].

If we adopt stronger data augmentation and longer training, their model performance can be further improved.
re-balancing (class-balanced sampling [32] and BS [97]) and module improvement (Decouple [32] and SADE [30]). We thus conclude that transfer-based methods are complementary to other long-tailed paradigms.

**Discussions on the Relationship Between Data Augmentation and Other Long-Tailed Methods:** We then analyze whether data augmentation methods are beneficial to other long-tailed paradigms. As shown in Table IX, RandAugment [166] brings consistent performance improvement to BS (a class re-balancing method), PaCo (representation learning), De-confound (classifier design) and SADE (ensemble learning). Such a result demonstrates that augmentation-based methods are complementary to other paradigms of long-tailed learning.

**Discussions on Class-Sensitive Losses in the Decoupled Training Scheme:** We further evaluate the performance of different class-sensitive learning losses on the decoupled training scheme [32]. In the first stage, we use different class-sensitive learning losses to train the model backbone for learning representations, while in the second stage, we use four different strategies for classifier training [32], i.e., joint training without re-training, the nearest class mean classifier (NMC), class-balanced classifier re-training (CRT), and learnable weight scaling (LWS). As shown in Table X, decoupled training can further improve the overall performance of most class-sensitive methods with joint training, except BS. Among these methods, BS performs the best under joint training, but the others perform comparably to BS under decoupled training. Such results are particularly interesting, as they imply that although these class-sensitive losses perform differently under joint training, they essentially learn the similar quality of feature representations. The worse overall performance of BS under decoupled training than joint training may imply that BS has conducted class re-balancing very well; further using classifier re-training for re-balancing does not bring additional benefits but even degenerates the consistency of network parameters by end-to-end joint training.

**F. Summary of Empirical Observations**

We then summarize main take-home messages from our empirical studies. First, we analyze to what extent existing long-tailed methods resolve the class imbalance in terms of relative accuracy, and confirm that existing research is making positive progress in resolving class imbalance instead of just chasing state-of-the-art performance through tricks. Second, we determine the relative performance of existing long-tailed methods in a unified setup, and find that ensemble-based methods are the current state-of-the-art. Third, we analyze method performance on various class subsets, and find that most methods improve tail-class performance at the cost of lower head-class performance. Considering that all classes are important in long-tailed learning, it is worth exploring how to improve all classes at the same time in the future. Fourth, we empirically show that the three subtypes of class re-balancing are exclusive to each other to some degree. Moreover, information augmentation methods are complementary to other long-tailed paradigms. Lastly, by evaluating class-sensitive learning on the decoupled training scheme, we find class re-balancing and decoupled training play an interchangeable role in resolving class imbalance. Moreover, the representations learned by different class-sensitive losses perform similarly under decoupled training.

**V. Future Directions**

In this section, we identify several future research directions for deep long-tailed learning.

**Test-Agnostic Long-Tailed Learning:** Existing long-tailed learning methods generally hypothesize a balanced test class distribution. The practical test distribution, however, often violates
this hypothesis (e.g., being long-tailed or even inversely long-tailed), which may lead existing methods to fail in real-world applications. To overcome this limitation, LADE [31] relaxes this hypothesis by assuming that the test class distribution can be skewed arbitrarily but the prior of test distribution is available. Afterward, SADE [30] further innovates the task, in which the test class distribution is not only arbitrarily skewed but also unknown. Besides class imbalance, this task poses another challenge, i.e., unidentified class distribution shift between the training and test samples.

**Open-set long-tailed learning:** Real-world samples often have a long-tailed and open-ended class distribution. Open-set long-tailed learning [15], [104] seeks to learn from long-tailed data and optimize the classification accuracy over a balanced test set that includes head, tail and open classes. There are two main challenges: (1) how to share visual knowledge between head and tail classes; (2) how to reduce confusion between tail and open classes.

**Class-Incremental Long-Tailed Learning:** In real-world applications, long-tailed data may come in a continual and class-incremental manner [98], [168], [169]. To deal with this scenario, class-incremental long-tailed learning aims to learn deep models from class-incremental long-tailed data, suffering two key challenges: (1) how to handle long-tailed class imbalance when different classes come sequentially, and the model has no information about the future input regarding classes as well as label frequencies; (2) how to overcome catastrophic forgetting of previous class knowledge when learning new classes. Such a task setting can also be named continual long-tailed learning.

**Multi-Domain Long-Tailed Learning:** Current long-tailed methods generally assume that all long-tailed samples come from the same data marginal distribution. However, in practice, long-tailed data may also get from different domains with distinct data distributions [28], [170], e.g., the DomainNet dataset [171]. Motivated by this, multi-domain long-tailed learning seeks to handle both class imbalance and domain distribution shift, simultaneously. One more challenging issue may be the inconsistency of class imbalance among different domains. In other words, various domains may have different class distributions, which further enlarges the domain shift in multi-domain long-tailed learning.

**Robust Long-Tailed Learning:** Real-world long-tailed samples may also suffer image noise [113], [172] or label noise [150], [155]. Most long-tailed methods, however, assume all images and labels are clean, leading to poor model robustness in practical applications. This issue would be particularly severe for tail classes, as they have very limited training samples. Inspired by this, robust long-tailed learning seeks to handle the class imbalance and improve model robustness, simultaneously.

**Long-Tailed Regression:** Most existing studies of long-tailed visual learning focus on classification, detection and segmentation, which have discrete labels with class indices. However, many tasks involve continuous labels, where hard classification boundaries among classes do not exist. Motivated by this, long-tailed regression [173] aims to deal with long-tailed learning with continuous label space. In such a task, how to simultaneously resolve long-tailed class imbalance and handle potential missing data for certain labels remains an open question.

**Long-Tailed Video Learning:** Most existing deep long-tailed learning studies focus on the image level, but ignore that the video domain also suffers from the issue of long-tail class imbalance. Considering the additional temporal dimension in video data, long-tailed video learning should be more difficult than long-tailed image learning. Thanks to the recent release of a VideoLT dataset [38], long-tailed video learning can be explored in the near future.

VI. CONCLUSION

In this survey, we have extensively reviewed classic deep long-tailed learning methods proposed before mid-2021, according to the taxonomy of class re-balancing, information augmentation and module improvement. We have empirically analyzed several state-of-the-art long-tailed methods by evaluating to what extent they address the issue of class imbalance, based on a newly proposed relative accuracy metric. Following that, we discussed the main application scenarios of long-tailed learning, and identified potential innovation directions for methods and task settings. We expect that this timely survey not only provides a better understanding of long-tailed learning for researchers and the community, but also facilitates future research.
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