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ABSTRACT. The idea of using fast sweeping methods for solving stationary systems of conservation laws has previously been proposed for efficiently computing solutions with sharp shocks. We further develop these methods to allow for a more challenging class of problems including problems with sonic points, shocks originating in the interior of the domain, rarefaction waves, and two-dimensional systems. We show that fast sweeping methods can produce higher-order accuracy. Computational results validate the claims of accuracy, sharp shock curves, and optimal computational efficiency.

1. INTRODUCTION

The numerical solution of systems of nonlinear (stationary) conservation laws,

\[
\begin{align*}
\nabla \cdot F(U) &= a(U,x), \quad x \in \Omega \\
B(U, x) &= 0, \quad x \in \partial \Omega
\end{align*}
\]

continues to be an important problem in numerical analysis. A major challenge associated with this task is the need to compute non-classical solutions [6], which leads to the need to develop numerical schemes that correctly resolve discontinuities in weak (entropy) solutions.

1.1. Related work. A natural approach to computing these stationary solutions is to use an explicit time stepping or pseudo time stepping technique to evolve the system to steady state [1, 2, 4, 16]. Several approaches are available for resolving shock fronts including front tracking schemes [10], upstream-centered schemes for conservation laws (MUSCL) [5, 27], central schemes [17, 21], essentially non-oscillatory (ENO) schemes [13], and weighted essentially non-oscillatory (WENO) schemes [22, 23, 24]. However, the computational efficiency of these schemes is restricted by a CFL condition and the need to evolve the system for a substantial time in order to reach the steady state solution. In order to substantially improve
the efficiency of these computations, it is desirable to develop methods that solve the steady state equations directly instead of through a time-evolution process.

Early work in this direction used Newton’s method to solve a discrete version of the boundary value problem \([1]\) using shock tracking techniques \([11, 25]\). More recently, Newton solvers have been applied to WENO approximations of the steady Euler equations \([15]\). These Newton-based schemes result in faster methods, but in practice do not achieve linear computation time due to the low regularity of the discrete systems and the need for accurate initialisation. For more general systems, a Gauss-Seidel scheme based on a Lax-Friedrichs discretisation of the steady state equations was described in \([3]\). In \([12]\), a homotopy approach was introduced to evolve from an initial condition to a steady state solution without the restriction of a CFL condition.

In \([14]\), the authors characterised the structure of one-dimensional steady nozzle flow problems. The analytical techniques they used involved combining smooth solution branches via the Rankine-Hugoniot conditions for a shock. This work provided a better understanding of solutions of one-dimensional stationary systems of conservation laws, but did not provide a numerical method for numerically computing the solutions.

In \([7]\), we proposed a new fast sweeping approach for solving stationary conservation laws. This approach was motivated by the fast sweeping methods that have been used for solving Hamilton-Jacobi equations \([18, 26, 28]\) and involves combining smooth solution branches as in \([14]\). These sweeping methods exploit the flow of information along characteristics, which allows solutions to be computed by passing through the domain in a small number of pre-determined sweeping directions. The resulting algorithms typically have linear computational complexity.

In our earlier work we proposed a basic two-step sweeping method for systems of conservation laws.

1. Smooth solution branches are generated by means of an update formula that is used to update the solution along different sweeping directions.
2. A selection principle based on the Rankine-Hugoniot and entropy conditions for a stationary shock is used to determine which solution branch is active at each point.

We used this framework to compute the solution to several simple one- and two-dimensional problems. In two dimensions, the appropriate implementation of these two steps was informed by some \textit{a priori} knowledge of the basic structure of the solutions. The resulting methods also had optimal computational complexity and produced sharp shocks.

1.2. Contributions of this article. In this article, we develop the basic idea of fast sweeping methods in order to construct methods for solving a larger range of problems in one- and two-dimensions. These new developments allow us to demonstrate additional advantages of sweeping over more traditional shock-capturing methods.

In section 2, we show how to construct higher order sweeping methods, which preserve their global accuracy even in the presence of shocks and sonic points. This is a clear advantage over formally higher-order shock-capturing methods, which can be restricted to first-order accuracy when shock are present \([8]\).
In section 3, we consider the problem of sweeping and matching techniques in two dimensions. In our earlier work, we proposed a technique for sweeping and matching when the exact solution is composed of smooth solution branches separated by a shock curve. We now develop these techniques to allow us to solve problems with a more complicated characteristic structure. In one of the problems we study, a shock begins in the middle of the domain rather than at the boundary. A second example involves rarefaction waves. These methods produce sharp shock curves and edges, in distinction to the smeared out results produced by capturing methods. In a second example, we demonstrate the use of sweeping methods for problems with rarefaction waves. Finally, in section 4, we focus on the solution of a class of two-dimensional systems. In this setting, we cannot view sweeping and matching as distinct steps since only partial boundary data may be available in some regions. To solve these systems, we combine the usual selection principle (Rankine-Hugoniot conditions) with a condition that solutions are regular on either side of the shock. In this section, we show how to construct an efficient method that simultaneously constructs a smooth solution state and a clean shock curve.

2. Accuracy

The development of higher-order schemes for solving systems of conservation laws has been an important area of research, with the essentially non-oscillatory (ENO) \[13, 24\] and weighted essentially non-oscillatory (WENO) \[20\] schemes becoming very popular approaches. When solutions include shocks, these methods will naturally produce an \(O(1)\) error near the shock. Depending on the structure of characteristics in the system, this error can propagate and cause the global solution accuracy to be only first-order even in regions where the solution is smooth \[8\].

The fast sweeping methods involve computing smooth solution branches, which are joined together by directly imposing the Rankine-Hugoniot conditions at a shock. The methods are also very flexible in the sense that we can solve the necessary ODEs or PDEs using any consistent, stable scheme. This allows us to easily compute both smooth solution branches and the shock location with higher accuracy. In particular, we can compute higher-order solutions in settings where traditional shock-capturing methods are limited to first-order accuracy.

2.1. Solutions with Shocks. In this section we describe a higher-order left-to-right sweeping method; the opposite sweeping direction can be handled in the same way.

In one-dimensions, systems take the form

\[
\begin{cases}
  f(U)_x = a(U, x), & x_L < x < x_R \\
  U(x) = U_L, & x = x_L \\
  B_R(U(x)) = 0, & x = x_R.
\end{cases}
\]

(2)

We introduce the operator \(P_{x_L} U_L\) to denote the solution \(U\) at the point \(x\). This is obtained by propagating the left boundary condition \(U_L\) from \(x_L\) to \(x\) via the solution of the ODE

\[
\begin{cases}
  V_x = a(f^{-1}(V), x), & x > x_L \\
  V(x) = f(U_L), & x = x_L.
\end{cases}
\]

(3)
We also introduce the jump operator $\Phi U_-$, which gives an entropy-satisfying solution of the Rankine-Hugoniot conditions
\begin{equation}
 f(\Phi U_-) = f(U_-). \tag{4}
\end{equation}
When the solution consists of two smooth states separated by a single shock, the sweeping method requires solving the following equation for the unknown shock location $x_S$:
\begin{equation}
 B_R(\mathcal{P}_h^x \Phi \mathcal{P}_h^x U_L) = 0. \tag{5}
\end{equation}
Here $\mathcal{P}_h^x$ refers to a discrete version of the propagation operator and $h$ denotes the stepsize on the grid.

Theorem 1 in [7] ensures that if the method used to solve the necessary ODEs is consistent, stable, and has accuracy $O(h^k)$, then the solution computed by the sweeping method will also have accuracy $O(h^k)$ in $L^1$. As the first example in this paper, we demonstrate that higher-order ODE solvers can easily be incorporated into the method. Here we provide an example where traditional shock-capturing methods are only first-order accurate, while the fast sweeping method successfully achieves higher accuracy.

2.1.1. Nozzle problem (shock). We consider a nozzle problem that was discussed in [8]. In that work, the authors solve this problem using a fourth-order accurate ENO method and a second-order accurate TVD scheme. They consider the $L^2$ error in a region to the left $(0 < x < 4.5)$ and right $(5.5 < x < 10)$ of the shock. In the left region, solutions obtain the expected accuracy. However, to the right of the shock, the accuracy is only first-order; this is a consequence of the characteristic structure at the shock.

The system we want to solve is
\begin{equation}
 \begin{pmatrix}
 \rho A \\
 \rho u A \\
 E A \\
\end{pmatrix}_t + \begin{pmatrix}
 \frac{\rho u A}{\rho u A} \\
 \frac{(\rho u^2 + p)A}{uA(E + p)} \\
 0 \\
\end{pmatrix}_x = \begin{pmatrix}
 0 \\
 pA'(x) \\
 0 \\
\end{pmatrix}, \tag{6}
\end{equation}
which we want to solve to steady state on the domain $x \in [0, 10]$. Here the nozzle area is
\[ A(x) = 1.398 + 0.347 \tanh(0.8x - 4), \]
the pressure is
\[ p = (\gamma - 1) \left( E - \frac{1}{2} \rho u^2 \right) = \rho RT, \]
and we take $\gamma = 1.4$ and $R = 8.3144$. We enforce the boundary conditions
\[ \rho = 0.502, \quad u = 1.299, \quad p = 0.3809 \]
at $x = 0$ and
\[ \rho = 0.7519 \]
at $x = 10$.

We can integrate the system to obtain an implicit expression for the exact solution, which can be approximated to machine precision. This gives us an exact solution to use to compute the error in our approximations. We note that the exact solution contains a shock at $x \approx 5$ (Figure 1).

We perform the sweeping (integration) using two different methods: the trapezoid rule and a fourth-order Runge-Kutta method. We plot the error in the density in Figure 2. We also provide the $L^2$ solution error in the intervals $[0, 4.5]$ and $[5.5, 10]$.
Figure 1. Density at steady state for nozzle problem.

(to the left and right of the shock); see Table 1. In distinction to shock-capturing methods, we find that the fast sweeping methods preserve the higher-order accuracy on both sides of the shock.

Table 1. \(L^2\) error in density to the left and right of the shock for the solution of the nozzle problem by sweeping.

| Scheme | \(N\) | \(0 < x < 4.5\) \(< L^2\) | Error | Rate | \(5.5 < x < 10\) \(< L^2\) | Error | Rate | Shock Location | Error | Rate |
|--------|------|----------------------|------|------|----------------------|------|------|-----------------|------|------|
| Trap   | 50   | \(6.663 \times 10^{-5}\) | 1.438 \times 10^{-4} | 1.412 \times 10^{-3} | | | | | |
| Trap   | 100  | \(1.149 \times 10^{-5}\) | 0.242 \times 10^{-4} | 0.428 \times 10^{-3} | 2.6 | 1.7 | | | |
| Trap   | 200  | \(0.201 \times 10^{-5}\) | 0.042 \times 10^{-4} | 0.116 \times 10^{-3} | 2.5 | 1.9 | | | |
| Trap   | 400  | \(0.035 \times 10^{-5}\) | 0.007 \times 10^{-4} | 0.030 \times 10^{-3} | 2.5 | 1.9 | | | |
| RK4    | 50   | \(1.829 \times 10^{-8}\) | 7.934 \times 10^{-8} | 2.017 \times 10^{-6} | | | | | |
| RK4    | 100  | \(0.076 \times 10^{-8}\) | 0.276 \times 10^{-8} | 0.113 \times 10^{-6} | 4.6 | 4.2 | | | |
| RK4    | 200  | \(0.003 \times 10^{-8}\) | 0.012 \times 10^{-8} | 0.007 \times 10^{-6} | 4.5 | 4.1 | | | |

2.2. Solutions with turning points. A more challenging situation occurs when the solution contains a turning point: that is, when one (or more) of the eigenvalues of the flux gradient \((\nabla f)\) changes sign smoothly. Here we show how to develop higher-order fast sweeping methods for solving one-dimensional systems that contain turning points.

We describe in detail the solution of a problem with a single turning point, where an eigenvalue smoothly transitions from negative to positive. The same technique can be used to solve problems with multiple turning points, as outlined in [7].

Note that this approach is only needed when an eigenvalue transitions from negative to positive through the turning point. In the situation where an eigenvalue transitions continuously from positive to negative, the turning point can be interpreted as a degenerate shock; the jump operator will have a continuous solution
that satisfies the Lax entropy conditions [19]. In this case we can simply use the Rankine-Hugoniot conditions and entropy conditions to determine the turning point location.

Recall that at a turning point $x_T$, where an eigenvalue $\lambda_i$ vanishes, the solution $U_T$ must satisfy a compatibility condition

$$ (P^{-1} a (U_T, x_T))_i = 0. $$
Here the matrix $P$ is defined via a decomposition of the Jacobian of the flux,

$P^{-1} \nabla f(U_T) P = \Lambda,$

where $\Lambda$ is a diagonal matrix containing the eigenvalues of $\nabla f$. For a well-posed problem, the presence of a turning point will be accompanied by “incomplete” boundary conditions. That is, instead of providing values for all solution components, the given boundary condition on the left will be a curve through state space that is parameterised by an unknown $\alpha$,

$U(x_L) = U_L^\alpha.$

Then the unknown boundary condition is determined by compatibility condition at the turning point. That is, we search for the unknown $\alpha$ that solves the equation

$(P^{-1}a(P_{xL,xT}U_L^\alpha,x_T))_i = 0.$

In these situations, we can still use a conventional ODE solver to solve the system of ODEs from $x_L$ up to a grid point $x_j < x_T$ that is near the sonic point.

Next, we need to solve the following system for the unknown solution $U_T$ and the turning point location $x_T = x_j + h$.

$$
\begin{align*}
U_T &= P_{x_j,xT}^h U_j \\
\lambda_i(U_T) &= 0.
\end{align*}
$$

In the above equation, we require that $\lambda_i$ is the largest negative eigenvalue since the eigenvalue is smoothly transitioning from negative to positive.

In [7], we used a forward Euler step to approximate both the solution at the turning point and the location of the turning point. However, this approach does not generalise naturally to higher-order methods because of the (possible) need to accurately invert $\nabla f$ at or near a point where an eigenvalue vanishes. Instead, we will rely on the regularity of the solution near the turning point.

We recall that we have the values of both $U$ and $U_x = (\nabla f)^{-1}a$ at the grid point $x_k, k \leq j$. We will use these values to compute $U_{j+1}$ by extrapolation. For example, if we let $\Delta x = x_j - x_{j-1}$ and $0 \leq h \leq \Delta x$, we can use the formula

$$
U(x_j + h) = \left(1 + \frac{h}{\Delta x}\right) U(x_j) + \frac{1}{2} h \left(1 + \frac{h}{\Delta x}\right) U_x(x_j) - \frac{h}{\Delta x} U'(x_{j-1}) - \frac{1}{2} h \left(1 + \frac{h}{\Delta x}\right) U_x(x_{j-1}) + O(\Delta x^4).
$$

Similarly, we can use more or fewer of the neighbouring points in order to obtain an approximation that has the desired order of accuracy. Notice that this formula can be interpreted as a non-traditional linear multistep method.

We will use this formula for two purposes:

- It is used to compute $U_{j+1}$ without the need for inverting the flux function.
- It is used to determine the location of the turning point. That is, we find the value of $h$ for which $\lambda(U(x_j + h)) = 0$. The turning point is then given by $x_T = x_j + h$.

This gives us an approach for propagating a solution from the left boundary $x_L$ all the way up to the turning points $x_T$. Using this method, we can solve [9] for the “missing” boundary conditions. From here, we can continue to use a conventional ODE solver to propagate the solution from $x_{j+1}$ to the right end of the domain.
2.2.1. Nozzle problem (sonic point and shock). We provide some computational results for the nozzle problem that we computed in [7] using forward Euler.

\[
\begin{align*}
\begin{pmatrix}
\rho A \\
\rho u A \\
\frac{\rho u A}{EA}
\end{pmatrix}_t + \begin{pmatrix}
\rho u A \\
(\rho u^2 + p) A \\
u A(E + p)
\end{pmatrix}_x &= \begin{pmatrix}
0 \\
p A'(x) \\
0
\end{pmatrix},
\end{align*}
\]

which we want to solve to steady state on the domain \(x \in [0, 3]\).

Here the pressure is

\[
p = (\gamma - 1) \left( E - \frac{1}{2} \rho u^2 \right) = \rho RT
\]

and the sound speed is

\[
c = \sqrt{\gamma p/\rho}.
\]

The eigenvalues of the Jacobian are \(\lambda_1 = u - c\), \(\lambda_2 = u\), and \(\lambda_3 = u + c\).

We take the cross-sectional area to be

\[
A(x) = 1 + 2.2(x - 1.5)^2,
\]

the gas constant \(\gamma = 1.4\), and \(R = 8.3144\). We consider the boundary conditions

\[
p_L = 1, \quad p_R = 0.6784, \quad T_L = 300.
\]

Boundary data for the remaining solution components is computed via compatibility conditions as detailed in [7, section 3.5.1].

The solution (pressure and eigenvalues) are in Figure 3. We compute the solution using the trapezoid rule and a fourth-order Runge-Kutta method. The error is presented in Figure 4 and Table 2. Despite the challenge of this problem, we successfully compute the solution to the desired accuracy.

\[\text{Figure 3. Solution to the nozzle problem: (a) pressure and (b) eigenvalues.}\]
3. Shock Capturing versus Matching

In [7], we also outlined a basic sweeping approach for two-dimensional problems, which was tested on several simple examples. The approach consisted of two basic steps:
Table 2. $L^2$ error in pressure for the solution by sweeping of the nozzle problem with a sonic point and shock.

| Scheme | N  | Error in $L^2$  | Rate |
|--------|----|----------------|------|
| Trap   | 50 | $2.292 \times 10^{-4}$ |      |
| Trap   | 100| $0.287 \times 10^{-4}$ | 2.9  |
| Trap   | 200| $0.039 \times 10^{-4}$ | 2.7  |
| RK4    | 50 | $3.318 \times 10^{-5}$ |      |
| RK4    | 100| $0.164 \times 10^{-5}$ | 4.3  |
| RK4    | 200| $0.010 \times 10^{-5}$ | 4.0  |

1. Compute smooth solution branches by sweeping in the boundary conditions.
2. Use the Rankine-Hugoniot conditions to generate a shock curve that separates two smooth states.

In some situations, it is possible to generate a solution (including shocks) by sweeping in one direction only. This leads to a simple method for solving stationary systems that can have a fairly complicated characteristic structure. However, it also negates one of the benefits of fast sweeping methods, which is the ability to produce sharp shock curves by matching smooth states.

Now we show how the basic sweeping method can be used to construct solutions that have more complicated characteristic structures. This essentially involves breaking the problem into small sub-domains, where a simple fast sweeping method can be applied.

3.1. **Shock curve generated in interior of domain.** One example where sweeping is desirable but non-trivial is the example

$$\left( \frac{u^2}{2} \right)_x + u_y = 0$$

subject to the boundary conditions

$$u(0, y) = 1.5, \quad u(1, y) = -0.5, \quad u(x, 0) = 1.5 - 2x.$$ 

In this example, $f(u) = \frac{1}{2} u^2$ and $g(u) = u$.

The basic sweeping and matching technique involves growing a shock curve that begins at a boundary point, whereas in this example the shock begins in the interior of the domain. Alternatively, we can simply sweep from the bottom using a conservative scheme. However, this will produce a smeared-out shock (Figure 6(a)).

Now we describe an alternative procedure, where the sweeping step is only used to generate smooth solution branches. In particular, this means that we do not need to use a conservative scheme.

First we need to solve the conservation law in the region below the shock.

1. We begin by identifying the point $x_*$ along the bottom boundary where the characteristics become vertical; this is the point where $f'(u(x_*, 0)) = 0$.
2. We generate a bottom solution branch $u_B$. This can be accomplished using any scheme, including a non-conservative scheme, since we will only make use of a smooth portion of the solution. See Figure 5(a). Notice that we have chosen to use a non-conservative scheme, so that the resulting shock curve does not satisfy the Rankine-Hugoniot conditions.
(3) Next we generate left and right solution branches \( u_L \) and \( u_R \) by sweeping from the sides. See Figure 5(b)-5(c).

(4) We compute a new solution branch by matching \( u_B \) and \( u_L \) in the region \( x < x^* \). This matching will start at the corner \((0,0)\) and continue until \( x = x^* \), where the characteristics from the left boundary collide with the vertical characteristics from \((x^*,0)\). We use \((x^*,y^*)\) to denote the endpoint of this computed curve. We similarly match this result with \( u_R \) in the region \( x > x^*, y < y^* \). See Figure 5(d).

The result of this procedure is a solution \( \tilde{u} \) that satisfies the conservation law in the region \( y < y^* \) below the shock.

In order to compute the top portion of the solution, we need only solve the same PDE in the domain \([0,1] \times [y^*,1]\) subject to the boundary conditions

\[
     u(0,y) = 1.5, \quad u(1,y) = -0.5, \quad u(x,y^*) = \tilde{u}(x,y^*).
\]

This problem now involves a shock originating from the boundary \((x^*,y^*)\), which can be solved using a straightforward application of the sweeping and matching techniques. See Figure 5(e).

Solutions constructed by this procedure are shown in Figure 6. To illustrate the advantages of the sweeping method, we use Lax-Friedrichs or Lax-Wendroff schemes to perform the sweeping steps. For comparison, we also present solutions computing via shock-capturing with Lax-Friedrichs or Lax-Wendroff. As desired, the sweeping method produces a clean shock curve, with none of the smearing or oscillations resulting from the capturing methods.

Computation times are displayed in Table 3 and validate the claim that the method has linear computational cost.

This example demonstrates several advantages of the fast sweeping approach.

- Sharp shock capturing: this result contains none of the smearing or oscillations that accompany a traditional shock-capturing method.
- Flexibility: any consistent, stable scheme can be used to compute smooth solution branches. In this example, a simple non-conservative scheme was used, but this did not affect the correctness of the computed shock curve.
- Challenging shock structures can be handled by breaking the problem down into simpler problems in appropriate sub-domains.
- The method is very computationally efficient.

### Table 3. Computation times on an \( N \times N \) grid for the solution of (13) by sweeping.

| \( N \) | 32   | 64   | 128  | 256  | 512  |
|--------|------|------|------|------|------|
| CPU Time (s) | 0.19 | 0.56 | 1.99 | 7.40 | 30.03 |

3.2. Rarefaction. A second example where sweeping is desirable is in problems that involve rarefaction. We consider the same equation as in the previous section,

\[
\left( \frac{u^2}{2} \right)_x + u_y = 0,
\]

(14)
in the domain $[-1, 1] \times [0, 1]$. We enforce the boundary condition

\[ u(x, 0) = \begin{cases} 
-1, & x < 0 \\
1/2, & x > 0.
\end{cases} \]

In this setting, the discontinuity at the boundary point $(x, 0) = (0, 0)$ will result in a rarefaction wave rather than a shock.
As in the previous example, we could solve this by a single sweep from the bottom boundary as in Figure 7(e). However, while this example does not include a shock curve, the solution is not differentiable. Capturing schemes do not produce the sharp edge that is desirable.

We employ the following sweeping procedure.

1. Compute a left branch by sweeping from the bottom, using the given boundary conditions at \( x < 0, y = 0 \), and extending these smoothly along the remainder of the bottom boundary. Similarly, compute a right solution branch. See Figures 7(a) and 7(b).

2. Notice that these two solution branches cannot be matched across an entropy satisfying shock curve. Instead, they must be connected through a rarefaction wave.

3. Compute a top branch by sweeping from the top boundary, solving the PDE in the form

\[
-f(u)_x - g(u)_y = 0.
\]

To determine the correct boundary values at \((x, 1)\), we recall that the characteristic emanating from this point should intersect the bottom boundary
at the point \((x_*, 0)\) where the given boundary conditions are discontinuous. Additionally, the slope of this characteristic line will be given by \(g'(u)/f'(u)\). Consequently, the correct boundary value at each point \((x, 1)\)
can be determined by solving

\[ f'(u) = g'(u)(x - x_*) \]

See Figure 7(c).

4. Match the top and left solution branches starting from the point \((x_L, 1)\) on

the top boundary where the two solution branches agree. In this setting,

the matching curve is constructed so that the resulting solution will be

continuous. Similarly, match this result with the right solution branch.

See Figure 7(d) for a picture of the solution computed by this procedure using

a Lax-Friedrichs approximation of the flux. This result is much sharper than the

solution in Figure 7(e), which was computed using Lax-Friedrichs capturing. This

technique is also computationally efficient, as evidenced in Table 4.

Remark 1. The first step of this process required us to produce a smooth extension

of the boundary conditions into the region \(x > 0\). In this example, a constant

extension was natural. When the boundary data is not constant, many extensions

are possible. To prevent dramatic changes in the orientation of the characteristics, it

is desirable to minimise the variation in the boundary data. One possible extension

of more general boundary data \(u(x, 0)\) into the region \(x > 0\) can be obtained by computing

\[
\tilde{u}(x, 0) = \begin{cases} 
  u(x, 0) & x < 0 \\
  u(\epsilon, 0) & x > \epsilon > 0 \\
  u(0, 0) + \frac{\epsilon}{\epsilon}(u(\epsilon, 0) - u(0, 0)) & 0 < x < \epsilon.
\end{cases}
\]

This result can be convolved with a smoothing kernel in order to obtain a smooth extension.

Table 4. Computation times on an \(N \times N\) grid for the solution of (14) by sweeping.

| N   | 32  | 64  | 128 | 256 | 512 |
|-----|-----|-----|-----|-----|-----|
| CPU Time (s) | 0.24 | 0.73 | 2.83 | 10.98 | 42.48 |

4. Two-Dimensional Systems

Constructing sweeping methods for two-dimensional systems involves additional

challenges that are not present in scalar problems. One main challenge is the

issue of “incomplete” boundary conditions, which is also present in one-dimensional

systems.
4.1. Shock reflection. A setting where this occurs is the following shock reflection problem, which involves solving the stationary Euler equations

\begin{equation}
\begin{pmatrix}
\rho u \\
\rho u^2 + p \\
\rho uv \\
u(E + p)
\end{pmatrix}_{x} + \begin{pmatrix}
\rho v \\
\rho v^2 + p \\
\rho uv \\
v(E + p)
\end{pmatrix}_{y} = 0
\end{equation}

Figure 7. Solution of (14). (a) Left, (b) right, and (c) top solution branches. Solution computed using (d) sweeping and matching or (e) a shock capturing scheme.
in the domain

\[ 0 \leq x \leq 4, 0 \leq y \leq 1 \]

with \( p = (\gamma - 1) \left( E - \frac{1}{2} \rho (u^2 + v^2) \right) \) and \( \gamma = 1.4 \).

Following [3, 12], we enforce the boundary conditions

\[
\begin{align*}
(\rho, u, v, p) &= \begin{cases} 
(1.69997, 2.61934, -0.50632, 1.528191) & y = 1 \\
(1, 2.9, 0, 1/\gamma) & x = 0.
\end{cases}
\end{align*}
\]

A reflection condition (i.e. \( v = 0 \)) is imposed at \( y = 0 \) and no boundary conditions are given at \( x = 4 \).

In [7, Theorem 3], we showed that this problem could be solved using a single left-to-right sweep by solving a paraxial form of the equations. In that setting, the shock is resolved using a shock capturing scheme. As in the discussion in section 3, this will produce a smeared out shock. See Figure 10.

The initial steps of a fast sweeping method can be carried out on this problem.

1. Generate a smooth left state by sweeping in the boundary condition at \( x = 0 \).
2. Generate a smooth top state by sweeping in the boundary condition at \( y = 1 \).
3. Match the left and top states by constructing a shock curve that starts at the point \((0, 1)\) where the boundary conditions are discontinuous.

The result of this procedure is pictured in Figure 8. The shock separating the top and left branches eventually intersects the bottom boundary, as expected. To the right of this intersection point \( x_* \), the given bottom boundary condition \( v = 0 \) is not satisfied. This indicates that another shock curve will need to extend from this boundary, separating the top state from a third right state. However, determining this right state is non-trivial since only one boundary condition is given at the bottom, and none are given on the right side of the domain.

We do notice, though, that the initial right state \( U_{right} \) and normal \( n \) can be determined at the point \((x_*, 0)\) where the shock originates. This is because the reflection boundary condition gives us one component of the right state: \( v_{right} = 0 \). Thus the jump conditions

\[
(f(U_{top}(x)) - f(U_{right}(x)), g(U_{top}(x)) - g(U_{right}(x))) \cdot n = 0
\]

yield four equations for the normal \( n \) and the three remaining components of \( U_{right} \).

The idea that we propose is to focus on the search for the unknown shock curve \( y = \phi(x) \) that originates from \( x_* \) and separates the top and right states. Recall that we can easily compute the matched top state \( U_{top}(x) \) throughout the domain. If we are given this curve then we can employ the following procedure to construct the solution on the far side of the shock.

1. Apply the jump conditions

\[
(f(U_{top}(x)) - f(U_{right}(x)), g(U_{top}(x)) - g(U_{right}(x))) \cdot n = 0
\]

at points on the shock curve, rejecting the continuous solution \( U_{top}(x) = U_{right}(x) \).
Figure 8. Density for the 2D Euler shock reflection problem computed by matching top and left solution branches.

(2) Solve the system

\[
\begin{align*}
\frac{d}{dx} f(U) &= -g(U) + a(U, x, y), \quad x > x^*, 0 < y < \phi(x) \\
U(x) &= U_{\text{right}}(x), \quad x > x^*, y = \phi(x) \\
v(x) &= 0, \quad x > x^*, y = 0.
\end{align*}
\]

We can also apply the above procedure using an arbitrary shock curve \( y = \phi(x) \). However, in this case, the reflected solution coming from the boundary \( y = 0 \) will be incompatible with the result of applying the jump conditions across the shock. The result will be the formation of a sharp layer at some point in the domain, which contradicts the hypothesis that the data should produce a single reflected shock. See Figures 9(a)-9(b) for examples of layers that form near two different candidate shock curves. Thus regularity of the computed right solution branch is the condition that determines the correct shock curve.

Knowing the orientation of the shock curve near \( (x^*, 0) \), we turn our attention to extending this curve and right state \( U_{\text{right}} \). The approach for generating the shock curve and resulting right state is then to find the (discrete) curve \( (x_i, \phi_i) \) such that a smoothness condition is satisfied,

\[
S(\Phi(U_{\text{top}}(x_i); n_i)) = 0, \quad x^* < x_i < x_R.
\]

In the computations below, the smoothness indicator is a discrete estimate of the second derivative in the \( y \)-direction, which we set equal to zero. For higher-order approximations, a higher-order derivative could be used. This approach can be motivated by finite difference approximations, which are derived by truncating Taylor series, essentially assuming that higher derivatives are zero. Alternatively, we could choose to minimise some indicator of solution smoothness.

In problems where all eigenvalues of \( \nabla f \) are positive, it is not necessary to construct the entire curve \( y = \phi(x) \) at once. Instead, it can be generated one step at a time using a single left-to-right sweep. Consequently, construction of the shock curve requires the solution of a sequence of nonlinear scalar equations for each \( \phi_i \) rather than the solution of a nonlinear system for all values of \( \phi \).
Figure 9. Density for the 2D Euler shock reflection problem computed using the sweeping approach with incorrect shock curves.

The approach is as follows.

1. To sweep the right solution branch and shock curve from \( x_{i-1} \) to \( x_i \) first guess at the new location of the shock curve \( \phi_i \).
2. The normal to the curve can be estimated and the jump conditions applied to get the value of \( U_{\text{right}} \) at \( (x_i, \phi_i) \).
3. Do a single sweeping step to compute \( U_{\text{right}} \) from \( x_{i-1} \) to \( x_i \) for all \( 0 < y_j < \phi_i \). Enforce the reflection condition at the bottom and the correct values of \( U_{\text{right}} \) at the shock.
4. If the value \( (x_i, \phi_i) \) extends the shock curve with an incorrect orientation, it will not be possible to connect the top state \( U_{\text{top}} \) to a single smooth right state \( U_{\text{right}} \) via this shock curve. Instead, the incorrect shock curve will trigger the formation of additional intermediate states, resulting in a breakdown in the regularity of \( U_{\text{right}} \) that originates at the point \( (x_{i-1}, \phi_{i-1}) \).
(5) Compute a smoothness indicator at \((x_i, \phi_i)\) and use this value to adjust the value of \(\phi_i\) via Newton’s method. If an undesirable intermediate state has originated at \((x_{i-1}, \phi_{i-1})\), discrete approximations of derivatives in the \(y\)-direction will be large near \((x_i, \phi_i)\). Thus \(u_{yy}\) emerges as a natural indicator of smoothness.

The solution computed using this fast sweeping approach is pictured in Figure 10(b). It contains a sharp shock curve, as desired. We emphasise again that computing this solution was done efficiently, requiring only three sweeps through the data. Computation times are presented in Table 5 and validate our claims of optimal computational complexity.

\[
\begin{array}{c}
\text{Figure 10. Density for the 2D Euler shock reflection problem} \\
\text{computed using (a) a shock-capturing method to solve a paraxial form of the equations and (b) sweeping.}
\end{array}
\]
Table 5. Computation times on an $N \times N$ grid for the shock reflection problem.

| $N$  | 32  | 64  | 128 | 256 | 512 |
|------|-----|-----|-----|-----|-----|
| CPU Time (s) | 6.4 | 24.4 | 85.7 | 301.6 | 1096.8 |

4.2. Oblique shock (piecewise constant). We consider a second example of a two-dimensional system and use the same procedure described in the previous section. In this oblique shock problem, a uniform flow impinges on an impermeable wall. Following [9], we pose the two-dimensional stationary Euler equations in the domain.

$$\{(x, y) \in [0, 1] \times [0, 1/2] \mid y \geq (x - 1/2) \tan \delta\}.$$ 

A horizontal flow is enforced at the left boundary,

$$(\rho, u, v, p) = (1, 3, 0, 1/\gamma), \quad x = 0$$

and the bottom boundary is an impermeable wall,

$$v = \begin{cases} 
0, & x < 1/2, y = 0 \\
 \centering
u \tan \delta, & x > 1/2, y = (x - 1/2) \tan \delta.
\end{cases}$$

When the uniform horizontal flow impinges on the wedge at the bottom of the domain, a shock will form.

We solve this problem setting $\delta = 15^\circ$ as the angle the bottom wedge makes with the horizontal. We expect the shock to make an angle of approximately $32.2^\circ$ with the horizontal, and the flow beyond the shock should have a Mach number of approximately 2.255 [9].

Solution of this problem via fast sweeping requires a two-step process:

1. Generate a smooth left state by sweeping in the boundary conditions at $x = 0$.
2. Use the method described in subsection 4.1 to construct a shock curve and smooth right state emanating from the point $(1/2, 0)$ where the bottom boundary condition is discontinuous.

The computed Mach number is displayed in Figure 11. In particular, the right state has a Mach number of approximately 2.2549, while the computed shock makes an angle of $32.240^\circ$ with the horizontal. This is in agreement with the expected solution. We also observe optimal computational complexity; see Table 6.

Table 6. Computation times on an $N \times N$ grid for the oblique shock problem with piecewise constant data.

| $N$  | 32  | 64  | 128 | 256 | 512 |
|------|-----|-----|-----|-----|-----|
| CPU Time (s) | 8.1 | 30.1 | 109.2 | 331.9 | 1334.3 |
4.3. **Oblique Shock (nonconstant).** Because the examples presented in the previous subsection involved piecewise constant data, the resulting shock curves were linear. To better demonstrate the abilities of the fast sweeping method, we repeat the oblique shock wave problem, this time imposing non-constant data at the left boundary. The flow at \( x = 0 \) is now given by

\[
(\rho, u, v, p) = \left(1, 3, 10y \left(\frac{1}{2} - y\right), 1/\gamma - 0.3 \sin(4\pi y)\right), \quad x = 0.
\]

The computed Mach number, which now includes variable states and a nonlinear shock curve, is displayed in Figure 11. As in the previous example, this solution was computed using a Lax-Friedrichs approximation, but produces much sharper results than a solution computed by simply evolving a Lax-Friedrichs scheme to steady state (Figure 12(b)). The computational cost of the sweeping method is no greater than it was for the simpler piecewise constant case (Table 7).

No exact solution is available for this problem. For reference, we include a plot of the Mach number obtained by evolving a Lax-Friedrichs scheme to steady state on a more refined \((801 \times 801)\) grid (Figure 12(c)).

**Table 7.** Computation times on an \( N \times N \) grid for the oblique shock problem with non-constant data.

| \( N \)   | 32  | 64  | 128 | 256 | 512 |
|-----------|-----|-----|-----|-----|-----|
| CPU Time (s) | 7.5 | 23.8 | 81.5 | 299.0 | 1147.2 |

5. **Conclusions**

In this article, we have further developed a fast sweeping approach for computing steady state solutions to systems of conservation laws, which was first introduced in [7]. We demonstrated the possibility of constructing methods that achieve higher
Figure 12. Mach number for the oblique shock problem with non-constant data. Solution obtained by (a) sweeping or (b) evolving a Lax-Friedrichs scheme to steady state on a $200 \times 200$ grid. (c) Reference solution computed by evolving a Lax-Friedrichs scheme to steady state on a $801 \times 801$ grid.
accuracy than is possible with traditional shock-capturing methods. We also extended the use of two-dimensional sweeping methods to problems that have a more complicated shock structure, including shocks that begin in the interior of the domain and rarefaction. Finally, we developed fast sweeping methods for a class of two-dimensional systems. In all cases, our method produced results with correct, sharp shock curves. Computational experiments also validated the claim that the methods have optimal computational complexity.

Future challenges include the extension of these techniques to higher dimensions. In problems with more challenging structures, it may not be straightforward to generate an explicit formulation of the shock surface. An alternative approach would be to represent the shock implicitly; for example, using a level set formulation.

Acknowledgements

Yen-Hsi Richard Tsai thanks the National Center for Theoretical Sciences, Taipei, Taiwan for hosting his visit to Taipei, where the research for this article was initiated. He also thanks I-Liang Chern for stimulating conversation on related topics.

References

[1] R. Abgrall and M. Mezine. Construction of second-order accurate monotone and stable residual distribution schemes for steady problems. J. Comput. Phys., 195(2):474–507, 2004.
[2] R. Abgrall and P. L. Roe. High order fluctuation schemes on triangular meshes. J. Sci. Comput., 19(1-3):3–36, 2003. Special issue in honor of the sixtieth birthday of Stanley Osher.
[3] W. Chen, C.-S. Chou, and C.-Y. Kao. Lax-Friedrichs fast sweeping methods for steady state problems for hyperbolic conservation laws. J. Comput. Phys., 234(0):452 – 471, 2013.
[4] C.-S. Chou and C.-W. Shu. High order residual distribution conservative finite difference WENO schemes for steady state problems on non-smooth meshes. J. Comput. Phys., 214(2):698–724, 2006.
[5] P. Colella. A direct Eulerian MUSCL scheme for gas dynamics. SIAM J. Sci. Statist. Comput., 6(1):104–117, 1985.
[6] R. Courant and K. O. Friedrichs. Supersonic Flow and Shock Waves. Interscience Publishers, Inc., New York, N. Y., 1948.
[7] B. Engquist, B. D. Froese, and Tsai Y.-H. R. Fast sweeping methods for hyperbolic systems of conservation laws at steady state. J. Comput. Phys., 255:316–338, 2013.
[8] B. Engquist and B. Sjögreen. The convergence rate of finite difference schemes in the presence of shocks. SIAM J. Numer. Anal., 35(6):2464–2485, 1998.
[9] U. Ghia, S. Bayyuk, S. Habchi, C. Roy, T. Shih, T. Conlisk, C. Hirsch, and J. M. Powers. The AIAA code verification project-test cases for CFD code verification. Proceedings of the 48th AIAA Aerospace Sciences Meeting, 2010.
[10] J. Glimm, E. Isaacson, D. Marchesin, and O. McBryan. Front tracking for hyperbolic systems. Adv. in Appl. Math., 2(1):91–119, 1981.
[11] B. Gustafsson and P. Wahlund. Finite-difference methods for computing the steady flow about blunt bodies. Journal of Computational Physics, 36(3):327–346, 1980.
[12] H. Hao, J. D. Hauenstein, C.-W. Shu, A. J. Sommese, and Y.-T. Xu, Z. and Zhang. A homotopy method based on weno schemes for solving steady state problems of hyperbolic conservation laws. J. Comput. Phys., 255(1):332–346, 2013.
[13] A. Harten, B. Engquist, S. Osher, and S. R. Chakravarthy. Uniformly high-order accurate essentially nonoscillatory schemes. III. J. Comput. Phys., 71(2):231–303, 1987.
[14] John M Hong, Cheng-Hsiung Hsu, and Weishi Liu. Inviscid and viscous stationary waves of gas flow through contracting–expanding nozzles. Journal of Differential Equations, 248(1):50–76, 2010.
[15] G. Hu, R. Li, and T. Tang. A robust WENO type finite volume solver for steady Euler equations on unstructured grids. Commun. Comput. Phys., 9(3):627–648, 2011.
[16] G.-S. Jiang and C.-W. Shu. Efficient implementation of weighted ENO schemes. J. Comput. Phys., 126(1):202–228, 1996.
[17] G.-S. Jiang and E. Tadmor. Nonoscillatory central schemes for multidimensional hyperbolic conservation laws. *SIAM J. Sci. Comput.*, 19(6):1892–1917 (electronic), 1998.

[18] C.-Y. Kao, S. Osher, and Y.-H. Tsai. Fast sweeping methods for static Hamilton-Jacobi equations. *SIAM J. Numer. Anal.*, 42(6):2612–2632, 2005.

[19] P. D. Lax. *Hyperbolic systems of conservation laws and the mathematical theory of shock waves*. Society for Industrial and Applied Mathematics, Philadelphia, Pa., 1973. Conference Board of the Mathematical Sciences Regional Conference Series in Applied Mathematics, No. 11.

[20] X.-D. Liu, S. Osher, and T. Chan. Weighted essentially non-oscillatory schemes. *J. Comput. Phys.*, 115(1):200–212, 1994.

[21] H. Nessyahu and E. Tadmor. Nonoscillatory central differencing for hyperbolic conservation laws. *J. Comput. Phys.*, 87(2):408–463, 1990.

[22] S. Osher and C.-W. Shu. High-order essentially nonoscillatory schemes for Hamilton-Jacobi equations. *SIAM J. Numer. Anal.*, 28(4):907–922, 1991.

[23] C.-W. Shu. Essentially non-oscillatory and weighted essentially non-oscillatory schemes for hyperbolic conservation laws. In *Advanced numerical approximation of nonlinear hyperbolic equations (Cetraro, 1997)*, volume 1697 of *Lecture Notes in Math.*, pages 325–432. Springer, Berlin, 1998.

[24] C.-W. Shu and S. Osher. Efficient implementation of essentially non-oscillatory shock-capturing schemes. *Journal of Computational Physics*, 77(2):439–471, 1988.

[25] G. R. Shubin, A. B. Stephens, H. M. Glaz, A. B. Wardlaw, and L. B. Hackerman. Steady shock tracking, Newton’s method, and the supersonic blunt body problem. *SIAM J. Sci. Statist. Comput.*, 3(2):127–144, 1982.

[26] Y.-H. R. Tsai, L.-T. Cheng, S. Osher, and Hong-Kai Zhao. Fast sweeping algorithms for a class of Hamilton–Jacobi equations. *SIAM J. Numer. Anal.*, 41(2):673–694, 2003.

[27] B. van Leer. Towards the ultimate conservative difference scheme. v. a second-order sequel to Godunov’s method. *Journal of computational Physics*, 32(1):101–136, 1979.

[28] H. Zhao. A fast sweeping method for eikonal equations. *Math. Comp.*, 74(250):603–627, 2005.