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Abstract—Since the events of the Arab Spring, there has been increased interest in using social media to anticipate social unrest. While efforts have been made toward automated unrest prediction, we focus on filtering the vast volume of tweets to identify tweets relevant to unrest, which can be provided to downstream users for further analysis. We train a supervised classifier that is able to label Arabic language tweets as relevant to unrest with high reliability. We examine the relationship between training data size and performance and investigate ways to optimize the model building process while minimizing cost. We also explore how confidence thresholds can be set to achieve desired levels of performance.

I. INTRODUCTION

There has been substantial interest in building technologies that can use social media postings to help forecast civil unrest [1]–[3]. The Arab Spring of 2011 compellingly illustrates how social media can both reflect and influence political (in)stability [4].

Since social media data is generated on such a large and rapid scale, computational tools are potentially extremely useful in helping to render meaning from that data. While previous work has focused on forecasting specific near-term unrest events [2], in this current paper we are interested in filtering social media content for postings that are relevant to social unrest, with the idea that downstream systems or human experts would use this filtered content for further analysis.

In particular, we experiment with filtering tweets written in Arabic for relevance to social unrest. To do so, we frame the problem as a text classification problem with two classes: relevant to social unrest and not relevant. We experiment with creating annotated data and using machine learning to build a social unrest relevance classifier. We use multiple data representations and multiple inference algorithms. We find that a bag of words representation with an SVM learning algorithm works quite well.

Since annotation is expensive and time-consuming, we investigate data sizes needed to achieve various levels of performance, and we investigate the utility of active learning for learning stronger classifiers with less data. To realize the potential gains that active learning enables, we explore the use of automated annotation stopping methods and find they are effective for this application as well.

Downstream consumers of our system’s filtered tweets, whether automated systems or people, will have different preferences for overall performance levels, and precision-recall tradeoffs in particular. Accordingly, we also investigate how changing the system confidence threshold for our social unrest relevance filter impacts these performance metrics.

Section II discusses related work. Section III describes the data we used for our experiments and describes our filtering task in more detail. Section IV provides details regarding our experimental setup. Section V presents the results and analyses from our data size experiments, including our active learning results and annotation stopping detection results. Section VI presents the results and analyses from our system confidence experiments, and section VII concludes.

II. RELATED WORK

An abundance of systems have been built in recent years to produce structured predictions of unrest events. One approach applies message enrichment and a series of machine learning models to tweets to forecast the location, date, involved population, and event type of unrest events [3]. Others use a cascade of text filters to directly extract tweets [1] or Tumblr posts [5] that identify planned unrest events. Another group retrospectively examines the Egyptian revolution of 2011, using Twitter user metadata, including graph features of user networks, to predict major events [6].

In addition to systems designed to predict major events, a number of researchers have examined the problem of identifying tweets related to predetermined ongoing events. For example, some have compared tweets to news stories about specific events, using clustering to identify tweets relevant to those events [7]. Others use linguistic features to identify the geographic origin of non-geotagged tweets, in order to identify tweets coming from within regions experiencing a crisis or emergency [8].

Finally, quite a few systems use SVMs to classify tweets along dimensions such as sentiment [9], political alignment [10], categories of news [11], relevance to influenza [12], etc.

Broadly speaking, there is a distinction between systems which aggregate information from tweets or use tweets to produce predictions, and systems which filter tweets to identify those relevant to a particular purpose or goal. (Some systems, like [1], do the latter by means of the former.) Here, we consider the problem of identifying tweets in Arabic that are relevant to social unrest, for use in downstream analysis. The downstream user may be a computational system like the ones described above or may be a human analyst. We assume that...
decisions designed to prevent or respond to social unrest are
made by humans, who may wish not only to predict specific
unrest events but to gain insight into the causes and conditions
surrounding unrest.

There are myriad research questions related to social unrest
which computers are not able to answer in an automated
fashion. For example, researchers may wish to study the
linguistic features of relevant tweets, gain insight into the
actors involved, or form narratives to explain unrest events.
Linguists, psychologists, and sociologists can incorporate cul-
tural and historical knowledge that computers are as yet unable
to represent. Tweets may discuss conditions likely to lead to
unrest, such as tensions between ethnic groups or complaints
about the government, without alluding to planned unrest
events.

Unlike the systems described above, we do not aim to
predict short-term unrest events or identify tweets relevant
to specific, predetermined events. Instead, we aim to identify
tweets that are broadly relevant to social unrest and political
instability, ranked by the likelihood of relevance. The filtered
tweets could be used to predict unrest events, or they could be
used by human analysts to address a variety of other research
questions.

III. DATA/TASK DESCRIPTION

For the purposes of annotation, we define social unrest as the
public expression of discontent, including public protest that
does not threaten the regime’s hold on power, and/or sporadic
but low-level violence.

We were provided with tweets collected using the Twitter
API and a keyword list consisting of 709 Arabic terms related
to social unrest that was developed by an Arabic lexicographer
and other members of the research team fluent in Arabic. The
keywords were treated as being joined by a Boolean OR,
so tweets were returned that contained one or more of the
keywords. The keyword list was designed to be durable and
usable across different countries and conflicts, so it contained
only high frequency, non-proper nouns in Modern Standard
Arabic, such as “protest,” “police,” and “assassinate.” The
terms were drawn from police and military lexicons or were
derived from Google searches by members of the research
team. Terms were avoided which had been previously found
to occur primarily in contexts not related to unrest. For example, the word جموع
“masses (of people)” was not included because it was primarily found in tweets related
to soccer matches and movie stars.

The Arabic terms were morphologically expanded in order
to provide coverage for their most frequent word forms. For example, the word متنازع
“conflicting/clashing;” was represented in the morphologically expanded forms
المنازع al-mutanaz (the-conflicting/clashing,” masc.) and
المنازعة al-mutanazia (“the-conflicting/clashing,” fem.). A to-
total of 33,922,037 tweets were collected between July, 2015
and April, 2016. Duplicate tweets, including retweets, were
removed, as were tweets containing nonstandard Arabic char-
acters (e.g. in Urdu and Farsi) or non-Arabic characters (e.g.
Bopomofo, Hangul, Hiragana, Katakana). Tweets were also
removed that contained pornographic keywords designed to
direct readers to porn sites. After cleaning, 16,165,081 tweets
remained, from which tweets were sampled for annotation in
batches of approximately 1,000, stratified by timestamp.

Annotation took place in two rounds over the course of
21 weeks, not including training periods. In round one, two
annotators were selected who had been the top performers in
terms of reliability and quality in a previous annotation effort.
Both were fluent in English and Arabic. After week 12, a third
annotator who was fluent in English and Arabic was added in
order to increase annotation capacity, at which point all three
annotators received three weeks of additional training (due to
a pause of several months in annotation between the rounds).

The annotators received a detailed introduction to the anno-
tation guide, which defined social unrest, provided background
on unrest in the Arabic-speaking world, and gave examples
of tweets considered relevant or irrelevant to social unrest.
Each week during the training periods, the annotators coded
the same sets of approximately 100 tweets. Weekly 2-3 hour
“consensus” meetings were held to discuss the annotation
process and to identify and resolve any disagreements.

During the formal annotation periods, approximately 10-
13% of the tweets were given to all the annotators for the
purposes of establishing inter-rater reliability. Weekly consen-
sus meetings were held to discuss and resolve discrepancies
in the annotation of the shared tweets. Reliability between
the first two annotators was measured by Cohen’s kappa [13] and
percent agreement [14]. Reliability among the three annotators
in the second round of annotation was determined using
two-way mixed intraclass correlation (ICC) with absolute
agreement (model 3) [15]. Reliability was high throughout and
improved over the course of annotation (Table I).

Over the course of annotation, an additional 1% of the
tweets were removed because they were non-Arabic or of a
pornographic nature. In total, 21,711 tweets were annotated
for relevance to social unrest (1 = relevant, 0 = irrelevant).
13,535 of those tweets (62%) were deemed relevant.

IV. EXPERIMENTAL SETUP

In this section we describe our experimental setup. Sub-
section IV-A explains our preprocessing steps, and subsection
IV-B describes our data representations.

A. Preprocessing

In order to preserve emojis in the tweets during subsequent
processing, a table of emojis was used to replace all matching
emojis in the tweets with the string emojiX, where X was
an index between 1 and 842. The table of emojis was
assembled from [16]. The tweets were then tokenized using
MADAMIRA, an open source Arabic parser that is available
online [17]. MADAMIRA contains parsers for Modern Stan-
dard Arabic (MSA) and Egyptian Arabic; we parsed the tweets
using the MSA parser.
Since Arabic is morphologically complex, we lemmatized the tokens in order to avoid a proliferation of features based on morphological variants of similar words. We used MADAMIRA both to lemmatize each token and to label the Part of Speech (POS) for each tag, using the ATB4MT tokenization and parsing scheme. (Hashtags were left intact, not lemmatized. See the MADAMIRA user manual for details.) MADAMIRA uses the Buckwelter POS tagset for Arabic, of which there are 54 basic components that can be combined with inflectional markers for categories such as person, gender, number, and case to produce a much larger tag set. MADAMIRA also includes an additional component, \textsc{func\_word}. We collapsed these 55 basic components into 19 simple POS tags. For example, tags for different kinds of adjectives—comparative, ordinal, deverbal, and proper adjectives—were collapsed into a single ADJ tag. Both the lemmas and the POS tags were then recombined separately into the original order, so that each tweet consisted of (1) lemmatized versions and (2) POS versions of the original tokens in the tweet.

Finally, we cleaned the lemmatized output. We removed newlines and all punctuation except for #, @, and underscores (in order to retain hashtags and Twitter usernames, including user mentions). We converted all URLs to a token “\textsc{link}” and converted all numbers that were not attached to text strings to a token “\textsc{number}.” We also removed stop words. Our stop word list was assembled by aggregating the 1,000 most frequent words in the arabicCorpus, a free Arabic corpus (in order to retain hashtags and Twitter usernames, including user mentions). We converted all URLs to a token “\textsc{link}” and converted all numbers that were not attached to text strings to a token “\textsc{number}.” We also removed stop words. The data was randomly divided into 10 test folds. For each fold, the remaining nine folds were recombined into a training pool. Using an SVM classifier, we performed 10-fold cross-validation using two different groups of 100 training sets sampled from this pool. The training sets ranged in size from 356 to 19,540 (the entire training pool). The \textbf{Random} training sets consisted of randomly sampled tweets from the training pool. The \textbf{Active Learning} training sets were constructed using active learning: a model trained on the initial set was used to classify the remaining tweets in the training pool, yielding a set of scores (positive and negative real numbers) for each tweet, with the absolute values of the scores representing the Euclidean distance of each tweet in feature space from the learned hyperplane. The closest $N$ absolute values (where $N =$ the step size between training sets) were added to the training set, a new model was trained, and the process was repeated. Since, in some sense, the tweets closest to the class boundary represent the instances that the model is least sure about, adding them to the training set is likely to yield greater marginal improvements in model performance than random tweets, which may be more similar to tweets the model has already been trained on. This method has been successful in past work \cite{20,21,22,23}. 

### Table 1: Inter-rater Reliability Scores

|             | Round 1 | Round 2 |
|-------------|---------|---------|
| First week  | 0.61    | 0.87    |
| Final week  | 0.82    | 0.90    |
| Mean        | 0.67    | 0.86    | 0.89    |

B. Data Representation

We created six bag-of-ngrams feature representations using the lemmatized and POS versions of the tweets. Our features were binary ($1=$ present within the tweet, $0=$ not present.) The feature sets consisted of POS unigrams (POS1); POS unigrams and bigrams (POS1-2); and POS unigrams, bigrams, and trigrams (POS1-3); lemma unigrams (Lem1); lemma unigrams and bigrams (Lem1-2); and lemma unigrams and bigrams combined with POS unigrams, bigrams, and trigrams (Lem1-2\_POS1-3). Only ngrams that occurred 3 or more times in the data were included. For each feature set, we created a Naive Bayes classifier and a Random Forest classifier using Weka \cite{18}, and a Support Vector Machine classifier using SVM$^\text{light}$ \cite{19}. These models used the first 10,066 tweets, roughly half of the data that was ultimately annotated. 6,469 of these tweets (64\%) were relevant. The SVM with Lex1 yielded the best performance overall (Table \ref{tab:1}), so we used this model and feature set for all subsequent models. All models were trained using the default learning settings in SVM$^\text{light}$, including the default C parameter and a linear kernel.

V. Data Size Experiments

A. Experimental setup

Given that human annotation is costly and time consuming, when building a classifier it is important to determine when sufficient data has been annotated and to select data for annotation that produces maximum performance benefits for the classifier. We investigated the relationship between training data size and performance, using active learning. Active learning aims to select unlabeled instances for annotation that are likely to provide the greatest marginal improvements in classifier performance. Additionally, we investigated an algorithm designed to determine an annotation stopping point, beyond which additional annotation provides only negligible improvements in performance.

The data was randomly divided into 10 test folds. For each fold, the remaining nine folds were recombined into a training pool. Using an SVM classifier, we performed 10-fold cross-validation using two different groups of 100 training sets sampled from this pool. The training sets ranged in size from 356 to 19,540 (the entire training pool). The \textbf{Random} training sets consisted of randomly sampled tweets from the training pool. The \textbf{Active Learning} training sets were constructed using active learning: a model trained on the initial set was used to classify the remaining tweets in the training pool, yielding a set of scores (positive and negative real numbers) for each tweet, with the absolute values of the scores representing the Euclidean distance of each tweet in feature space from the learned hyperplane. The closest $N$ absolute values (where $N =$ the step size between training sets) were added to the training set, a new model was trained, and the process was repeated. Since, in some sense, the tweets closest to the class boundary represent the instances that the model is least sure about, adding them to the training set is likely to yield greater marginal improvements in model performance than random tweets, which may be more similar to tweets the model has already been trained on. This method has been successful in past work \cite{20,21,22,23}.
To determine an annotation stopping point, we used an algorithm based on stabilizing model predictions [24], [25]. For each test fold $i = 1, \ldots, 10$ and each set of predictions $p_j, j = 2, \ldots, 100$, Cohen’s kappa ($\kappa_{ij}$) was calculated between $p_j$ and $p_{j-1}$. A stopping point $\kappa_{ij}$ was designated if and when three successive kappa values were observed at or above a threshold of 0.99, i.e., when $\kappa_{ij} \geq 0.99, j = s-2, s-1, s$.

**B. Results**

Figures 1 and 2 show the Random and Active training curves and stopping points for individual folds. Figure 3 shows the mean Random and Active Learning training curves and stopping points. Performance metrics for the final model are given in Table III (Note that the final Random and Active Learning training sets are the same, since they both consist of the entire training pool.)

As seen in Figure 3, active learning provides a substantial benefit over random sampling, yielding higher F1 scores for a given training data size, and, conversely, requiring smaller training sets to achieve a given F1 score. Since the Random and Active Learning sets were constructed from the same finite pool of data, they were guaranteed to have identical performance at the endpoints, so the effect is perhaps even underestimated. In practice, given a practically unlimited pool of unlabeled data, the benefits of active learning might be even larger.

The mean stopping point for the Active Learning set in Figure 3 appears to occur right where it would be desired, as performance reaches a plateau. Peak or near-peak performance with Active Learning is achieved with less than half the dataset. The mean stopping point for the Random set occurs slightly earlier than might be desired. This is likely due to the higher variance in stopping points seen in the individual folds in Figure 1 as compared to in Figure 2. This in turn is presumably due to the more erratic trajectories of the Random folds, whereas the Active Learning folds stabilize right around where the stopping points occur.

The model performance metrics corroborate the early stopping points, with the final model trained on 100% of the data performing roughly equivalently to the SVM model created with less than 50% of the data at the stopping point (see Figure 3).

## VI. CONFIDENCE EXPERIMENTS

Given the large volume of tweets, downstream users may only be able to consume a small proportion of tweets deemed relevant. In addition, consumers will have different preferences for the tradeoff between precision and recall, so it is useful to be able to filter out tweets that the classifier is not able to label with high confidence.

The default decision rule for a binary SVM-based classifier treats all tweets on one side of the separating hyperplane as members of one class (relevant), and all tweets on the other side as members of the other class (irrelevant). An alternative is to only give labels to tweets that are sufficiently far from...
the hyperplane and discard as “uncertain” all tweets that are close to the hyperplane. For example, if a user only had the capacity to process 1,000 relevant tweets and the classifier returned 25,000 relevant tweets, then the user would wish to select the subset of 1,000 tweets most likely to actually be relevant. One way to do this might be to select the 1,000 tweets farthest from the hyperplane. Another user might not have a fixed capacity for processing relevant tweets but might wish to achieve a certain recall level, in which case that user would set a different distance threshold for discarding or retaining tweets. Using distance thresholds in this fashion only makes sense if there is a positive relationship between distance from the hyperplane and classification accuracy.

Here, we examine this relationship by setting different distance thresholds and observing how classifier performance changes when tweets whose scores fall below the threshold are discarded. The model predictions (scores) consist of positive and negative real numbers, with the magnitude indicating the Euclidean distance from the hyperplane and the sign indicating which side of the hyperplane the tweet falls on. We converted the scores for the tweets in the test folds to absolute values and then set a series of thresholds from 0 to 2. The thresholds are set in a non-linear fashion due to the fact that the large majority of the scores fall in the range (-1, 1). For each threshold $T$, tweets for which $|score| < T$ are discarded, and only tweets that fall outside the threshold are used to calculate performance metrics.

As the threshold increases, more tweets are discarded, so the count of tweets outside the threshold necessarily decreases (Figure 5). Nevertheless, these tweet counts are high enough to provide robust estimates of F1 at each threshold. Figure 4 shows how setting a threshold improves system confidence in the underlying SVM prediction.

Confidence in the classifier’s labels of relevant and irrelevant increases rapidly as low magnitude scores are discarded. Even a threshold as low as $0.5$ improves the F1 measure by an increment of $0.066$, while discarding less than a quarter of the tweets as uncertain. A higher threshold of $1.0$ increases the F1 measure to a remarkably high $0.975$, albeit almost half of the available data is discarded as uncertain. This tradeoff is desirable in cases where time and resource constraints enable humans to examine only a tiny fraction of the available records. This tradeoff may be relevant to automated systems
In order to examine the relationship between prediction score and performance in a continuous fashion, we regressed accuracy against the absolute values of the scores. (We used accuracy rather than F1 here, since computing F1 would require scores to be binned.) Figure 6 shows the results for all scores; Figures 7 and 8 show the results for tweets whose raw scores were negative (tweets labeled irrelevant) and positive (tweets labeled relevant), respectively. Wald tests on the regression coefficients were highly significant (p’s < 2^-16), suggesting that accuracy genuinely improves as distance from the hyperplane increases.

The accuracy curve in Figure 6 mirrors the F1 scores in Figures 4 with the regression curve nearing perfect accuracy around a score of 3. The regression line for the negative scores is sharper than for the positive scores, indicating that negative scores in the range (-2, 0) are slightly more reliable than positive scores in the range (0, 2).

VII. CONCLUSION

This paper addresses the challenge of anticipating social unrest using Twitter data, focusing on the Arabic-speaking world. In particular, we aimed to create a tool for filtering tweets to provide downstream users with tweets relevant to unrest. Using annotated data, we trained a bag-of-lemmas SVM classifier to identify tweets relevant to unrest with a high degree of reliability. We investigated the relationship between training data size and performance, finding that fewer than 10,000 tweets are sufficient to achieve peak or near-peak performance. We also found that active learning can provide substantial benefits over random sampling for selecting unlabeled tweets to be annotated, achieving superior performance for a given training data size. We also investigated a stopping algorithm designed to identify the point at which further annotation is unnecessary, finding that this algorithm worked well in conjunction with active learning. Finally, we found that higher absolute classifier scores correlate with higher accuracy and F1 scores, and we showed that particular levels of performance can be achieved by setting different thresholds.

The simplest way to identify tweets relevant to a particular topic, such as social unrest, is by means of a whitelist. However, this approach will always be limited by polysemy, as well as by the fact that words related to unrest can appear in many contexts. For example, the word “strike” in English can refer to an organized protest, a military attack, a person lighting
a match, or a strike in baseball, among other meanings. The word “military” can occur in sentences related to combat as well as sentences related to parades, national finances, etc.

Previous researchers have noted that keyword filters are not sufficient for identifying tweets relevant to social unrest [1]. The whitelist we used to collect our data yielded an estimated relevance rate of 62%. Our model provides substantial improvement over this baseline, with overall precision, recall, and F1 scores of 0.87, 0.88, and 0.88. The performance can be improved to arbitrarily high levels on subsets of the data by simply adjusting the classifier score threshold and only considering tweets with scores beyond that threshold. A near-perfect F1 score of 0.975 only required discarding half of the data, so a downstream user could obtain a large volume of relevant tweets for further analysis with relatively little cost. Because the whitelist we used contained high-frequency words in Modern Standard Arabic that were designed not to be specific to any particular place, conflict, or political figure, this model is expected to be useful for identifying tweets related to unrest with respect to future conflicts anywhere in the Arabic-speaking world.
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