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**ABSTRACT:** We have performed ab initio CASSCF, CASPT2, and EOM-CCSD calculations on doubly deprotonated \( p\)-coumaric acid (pCA\(^{2-}\)), the chromophore precursor of the photoactive yellow protein. The results of the calculations demonstrate that pCA\(^{2-}\) can undergo only photoisomerization of the double bond. In contrast, the chromophore derivative with the acid replaced by a ketone (\( p\)-hydroxybenzylidene acetone, pCK\(^{-}\)) undergoes both single- and double-bond photoisomerization, with the single-bond relaxation channel more favorable than the double-bond channel. The substitution alters the nature of the first excited states and the associated potential energy landscape. The calculations show that the electronic nature of the first two (\( \pi, \pi^*\)) excited states are interchanged in vacuo due to the substitution. In pCK\(^{-}\), the first excited state is a charge-transfer (CT \( \pi, \pi^*\)) state, in which the negative charge has migrated from the phenolate ring onto the alkene tail of the chromophore, whereas the locally excited (LE \( \pi, \pi^*\)) state, in which the excitation involves the orbitals on the phenol ring, lies higher in energy and is the fourth excited state. In pCA\(^{2-}\), the CT state is higher in energy due the presence of a negative charge on the tail of the chromophore, and the first excited state is the LE state. In isolated pCA\(^{2-}\), there is a 68 kJ/mol barrier for double-bond photoisomerization on the potential energy surface of this LE state. In water, however, hydrogen bonding with water molecules reduces this barrier to 9 kJ/mol. The barrier separates the local trans minimum near the Franck–Condon region from the global minimum on the excited-state potential energy surface. The lowest energy conical intersection was located near this minimum. In contrast to pCA\(^{2-}\), single-bond isomerization is highly unfavorable both in the LE and CT states of pCA\(^{2-}\). These results demonstrate that pCA\(^{2-}\) can only decay efficiently in water and exclusively by double-bond photoisomerization. These findings provide a rationale for the experimental observations that pCA\(^{-}\) has both a longer excited-state lifetime and a higher isomerization quantum yield than pCK\(^{-}\).

**INTRODUCTION**

The photoactive yellow protein (PYP) is assumed to be the primary photoreceptor for the photoavoidance response of the salt-tolerant bacterium *Halorhodospira halophila*.\(^1\) PYP contains a deprotonated 4-hydroxy-cinnamic acid (or \( p\)-coumaric acid, pCA) chromophore linked covalently to the \( \gamma\)-sulfur of Cys69 via a thioester bond. Upon absorbing a blue-light photon, PYP enters a fully reversible photocycle involving several intermediates on time scales ranging from a few hundred femtoseconds to seconds.\(^2\) In previous work, we have used mixed quantum/classical (QM/MM) simulations to reveal the detailed sequence of structural changes that follows photoabsorption in PYP.\(^3\) The first step is a photoisomerization of the chromophore around its double bond, which has also been observed in several experimental studies.\(^4–7\) In the protein, radiationless decay is very efficient because the intersection seam between the ground- (\( S_0\)) and excited-state (\( S_1\)) surfaces is located very near the minima on the excited-state potential energy surface. In the isolated chromophore, in contrast, the seam lies far from the minima. Hydrogen-bond interactions with the amino acids in the chromophore pocket were found to cause the displacement of the seam.\(^8,9\)

To understand how different environments influence the isomerization process, we have more recently performed calculations on a chromophore analogue (\( p\)-coumaric ketone (pCK\(^{-}\)), Figure 1) in water and in vacuo.\(^10\) In both situations the predominant relaxation process in \( S_1\) involves a rotation of the single bond (SB), adjacent to the ring (Figure 1), rather than rotation of the double bond (DB). In vacuo, only the double-bond rotation can lead to radiationless decay, whereas in water both channels lead to decay. Both the single- and double-bond twisted structures are minima on the excited-state potential energy surface but only in water is the \( S_1/S_0\) seam lying near these minima.\(^10\) The origin for the displacement of the seam is
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an electrostatic stabilization of the chromophore’s excited state by hydrogen-bond interactions with water molecules.\textsuperscript{5,9}

Because single-bond photoisomerization is strongly favored over double-bond photoisomerization for pCK\textsuperscript{−} in water, the probability of finding the chromophore in the cis conformation is very low.\textsuperscript{8} This result is in good agreement with the very low isomerization quantum yield observed by Espagne and co-workers.\textsuperscript{11} In their time-resolved fluorescence experiments, the excited-state lifetime was measured for a series of chromophore derivatives with different substituents at the p-coumaric acid group. The pCK\textsuperscript{−} chromophore, with a methyl substituent (Figure 1), was found to decay the fastest (\(\sim 1\) ps), albeit with a negligible trans-to-cis photoisomerization quantum yield. The doubly deprotonated p-coumaric acid chromophore (pCA\textsuperscript{2−}, Figure 1) had the longest \(S_1\) lifetime (\(\sim 10\) ps) and a much higher quantum yield.

To explain these differences from an electronic structure perspective, we have explored the excited-state decay channels in these chromophores by means of multiconfigurational ab initio computations. The results of our calculations demonstrate that in vacuo the electronic nature of the first two (\(\pi,\pi^*\)) excited states (\(S_1\) and \(S_2\)) in pCA\textsuperscript{2−} is essentially opposite to that in pCK\textsuperscript{−} (\(S_1\) and \(S_2\)). Whereas pCK\textsuperscript{−} predominantly relaxes into the single-bond twisted \(S_1\) minimum, such a minimum does not exist in pCA\textsuperscript{2−}. Instead, there is only the double-bond twisted \(S_1\) minimum in pCA\textsuperscript{2−}. In the isolated chromophore, this minimum is separated from the Franck-Condon region by a relatively high barrier. The origin of this barrier is nonadiabatic coupling between the first (\(S_1\)) and the second excited state (\(S_2\)). By selectively stabilizing the \(S_2\) charge-transfer (CT) state, hydrogen-bonding interactions with water molecules significantly lower this barrier, so that photoisomerization becomes efficient in water.

**COMPUTATIONAL DETAILS**

The lowest electronic singlet states of pCA\textsuperscript{2−} in vacuo and in water have been studied using a combination of ab initio methods. Triplet states have not been considered in this study, as they play a minor role.\textsuperscript{12} A method describing the important electronic reorganization taking place in the different states is necessary to capture their electronic and structural features. The complete active space self-consistent field (CASSCF) method\textsuperscript{13} is the most widely used multiconfigurational method in this respect. However, CASSCF calculations for pCA\textsuperscript{2−} would require a (14e,12o) active space including all the \(\pi\) and \(\pi^*\) orbitals. This size of active space is too large for a detailed study of the topology of the potential energy surfaces. A CASSCF calculation performed with such a large active space revealed that we could reduce the size to (12e,11o) without affecting significantly the results (Figure S1 of the Supporting Information). With this slightly smaller active space, geometry optimizations of critical points including conical intersections and harmonic vibrational frequency analyses are affordable. We employed a similar active space to perform the calculations on the pCK\textsuperscript{−} chromophore (as used in ref 8).

To explore the topology of the potential energy surfaces along the excited-state relaxation pathways, we have performed linearly interpolated transit path calculations. Intermediate geometries were constructed by interpolating between the relevant optimized geometries in internal coordinates. To simulate the single-bond twist relaxation pathway, we interpolated between the \(S_0\) minimum, the \(S_1\) planar minimum, and the single-bond twisted \(S_1\)-optimized structures. For the double-bond twisted relaxation pathway, the linear interpolation was carried out between the \(S_0\) minimum, the \(S_1\) planar minimum, and the double-bond twisted \(S_1\)-optimized structures. To explore the possibility that the relaxation involves a concerted rotation of both double and single bonds, such a pathway was also investigated. We note that a linear transit path is a crude approximation of the true minimum energy reaction pathway and can only provide an upper-bound estimate of a barrier. However, a maximum identified on a linearly interpolated pathway usually provides a good starting geometry for a more rigorous transition state optimization. With the maximum energy structures found by the linear interpolations, we were thus able to optimize transition states and accurately determine the transition state barriers involved in the excited-state relaxation of the chromophores.

We also investigated the role of the lowest energy singlet (\(n,\pi^*\)) state by computing its energy profile for both single- and double-bond twist pathways at the equation-of-motion coupled cluster singles and doubles (EOM-CCSD) level of theory.\textsuperscript{14} The minimum energy structure on the (\(n,\pi^*\)) state was further energy minimized at the CASSCF(14,12) level, with the relevant non-bonding orbital added into the active space. Subsequently, the energy at this geometry was reevaluated at the EOM-CCSD level again to confirm that the (\(n,\pi^*\)) state of pCA\textsuperscript{2−} has indeed a low-lying excited-state minimum, as in the neutral pCA chromophore.\textsuperscript{15}

To correct for the lack of dynamic electron correlation at the CASSCF level, potential energies were recomputed along the main
excited-state relaxation pathways of pCA$^{2-}$ by employing both multi-configurational second-order perturbation theory (CASPT2) and EOM-CCSD. The CASPT2 computations were performed using the (12e,11o) reference active space with orbitals averaged over all computed electronic states. A level-shift of 0.3 hartree was adopted to avoid intruder state problems in the excited-state calculations. Figures S2 and S3 of the Supporting Information show a qualitative good agreement of the CASSCF results (Figure S3) with both EOM-CCSD (Figure S2) and CASPT2 (Figure S3) results.

As we have shown previously for the pCK$^-$ chromophore, specific hydrogen-bond interactions can influence dramatically the excited-state relaxation pathways. To investigate if hydration has a similar effect on the excited state of pCA$^{2-}$, we explicitly included eight water molecules at key positions around the chromophore in our CASSCF computations. The starting geometry was taken from a ground-state QM/MM molecular dynamics simulation of the chromophore in a periodic box of water. In this simulation, the chromophore was described at the CASSCF(6,6)/3-21G level, and the water molecules were modeled by the SPCE potential. The simulation was carried out with the Gromacs molecular dynamics program. Because at least eight water molecules were found to donate a hydrogen bond to the chromophore in the trajectory, eight water molecules were selected from the last snapshot of the 5 ps simulation. The coordinates of the chromophore and the eight water molecules were fully optimized in our excited-state optimizations of minima, transition states, and conical intersections. Thus, we have neglected the effect of dynamic fluctuations of the water molecules on the photochemistry of pCA$^{2-}$. Although this is clearly an approximation, we believe it provides a clear physical insight into the effect of hydrogen-bond interactions.

Ideally, one would want to perform QM/MM excited-state dynamics simulations of pCA$^{2-}$ in water, as was done previously for the pCK$^-$ chromophore. However, because the time scale of the excited-state process is an order of magnitude longer and the minimal active space required to describe the excited-state potential energy surface is larger than in our previous application on pCK$^-$, such computations are beyond the reach of our computational resources.

To estimate the stability of the chromophore with respect to spontaneous electron emission, we calculated the energy difference before and after instantaneous removal of an electron from pCA$^{2-}$ at various levels of theory.

The 6-31G(d) basis set was used in all of the CASSCF calculations, whereas the CASPT2 and EOM-CCSD calculations were performed with the correlation-consistent cc-pVDZ basis set. The effect of including diffuse functions was tested at the CASSCF and CASPT2 levels of calculation and did not show any change in the ordering of the lowest two (π,π*) excited states (Table S1 of the Supporting Information). All of the ab initio calculations were performed with MOLPRO and Gaussian.

### RESULTS AND DISCUSSION

#### Effect of Substitution on Electronic Structures.

Before comparing the electronic structures of pCK$^-$ and pCA$^{2-}$ in vacuo, we want to make clear that the isolated pCA$^{2-}$ chromophore only serves as a model system. As shown in Table S2 of the Supporting Information, the energy of the oxidized pCA radical lies below that of pCA$^{2-}$ at all levels of theory employed. Therefore, the isolated pCA$^{2-}$ is unstable with respect to spontaneous autoionization and cannot exist in the gas phase. In the hydrated environment, the dianion is stable toward autoionization and can thus exist. However, to understand the effect of the water molecules on the photochemistry of pCA$^{2-}$ we need the hypothetical chromophore in vacuo as a reference.

All CASSCF-optimized structures and energies are collected in Figure S1 and Table S3 of the Supporting Information. EOM-CCSD relative energies computed at these CASSCF-optimized structures are collected in Table 1. The first two singlet (π,π*) excited states of pCK$^-$ (S$_1$ and S$_2$) and pCA$^{2-}$ (S$_1$ and S$_2$) at their optimized ground-state geometries have been computed. The molecular orbitals that contribute most to the two π → π* excitation energies are shown in Figure 2. From a visual inspection, we conclude that the electronic nature of the first (π,π*) excited state in pCA$^{2-}$ is similar to the nature of the second (π,π*) excited state in pCK$^-$, whereas the second excited state in pCA$^{2-}$ corresponds to the first in pCK$^-$. In pCK$^-$, the S$_2 →$ S$_1$ transition involves an electron being promoted from the 7a* highest occupied molecular orbital into the 8a* lowest unoccupied molecular orbital. In pCA$^{2-}$, the S$_2 →$ S$_1$ transition is associated with an electron being promoted from the 7a* into the 9a* orbital. Thus, whereas in pCK$^-$ S$_1$ corresponds to a HOMO → LUMO transition, in pCA$^{2-}$ S$_1$ corresponds to a HOMO → LUMO + 1 transition. In this respect, the dianionic form of the p-coumaric acid group is remarkably similar to the neutral form, for which the S$_1$ state also corresponds to the HOMO → LUMO + 1 transition.

Although in the ground state the energetic ordering of the virtual molecular orbitals is identical for the two chromophores, this order interchanges in pCA$^{2-}$ when these orbitals become occupied with an electron. The 8a* orbital is delocalized over the whole chromophore, whereas the 9a* orbital is localized mainly on the phenolate ring. Promoting an electron into the 8a* orbital from 7a* thus corresponds to a partial charge-transfer (CT) excitation with some negative charge displaced from the ring onto the tail of the chromophore, as shown by the charge distributions in Figure 1. In pCK$^-$, which has a neutral tail group, this CT state is the lowest energy excited state (S$_2$). In contrast, because of the electrostatic repulsion between an electron in 8a* and the negatively charged carboxylate group, the 7a* → 8a* CT state in pCA$^{2-}$ is higher in energy than the 7a* → 9a* transition that is more localized on the ring (LE state). Thus, the CT state in pCA$^{2-}$ corresponds to the S$_2$ state, which is confirmed by the charge distributions shown in Figure 1. This situation is also similar to that in the neutral p-coumaric acid chromophore, in which the S$_2$ state also corresponds to the HOMO → LUMO CT state. Moreover, the intensities of these transitions are comparable for both forms of the
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![Figure 2. Relevant valence orbitals involved in the lowest π → π* transitions in the pCK$^-$ and pCA$^{2-}$ chromophores. The orbitals are labeled according to the symmetry of the C$_{2v}$ point group.](image-url)
Table 1. EOM-CCSD/cc-pVDZ Relative Energies at Selected Optimized Geometries of pCA$^{2-}$ in Vacuo$^a$

|                | $\Delta E(S_0)$ | $\Delta E(S_1)$ | $\Delta E(S_2)$ | $\Delta E(S_3)$ |
|----------------|-----------------|-----------------|-----------------|-----------------|
| $S_0$ planar structure | 0               | 395.1 (4.097) $\pi, \pi^*$ | 449.4 (4.660) $\pi, \pi^*$ | 478.7 (4.964) $n, \pi^*$ |
| $S_1$ planar structure | 17.5 (0.182)    | 371.6 (3.854) $\pi, \pi^*$ | 484.1 (4.647) $\pi, \pi^*$ | 490.4 (5.085) $n, \pi^*$ |
| $S_1$ single-bond twisted structure | 42.8 (0.444) | 401.1 (4.159) $\pi, \pi^*$ | 499.2 (5.176) $n, \pi^*$ | 520.3 (5.397) $n, \pi^*$ |
| $S_1$ double-bond twisted structure | 332.4 (3.447) | 338.6 (3.511) $\pi, \pi^*$ | 543.5 (5.633) $n, \pi^*$ | 580.6 (6.020) $n, \pi^*$ |
| $S_2$ planar structure | 11.3 (0.118)    | 386.2 (4.005) $\pi, \pi^*$ | 426.0 (4.417) $\pi, \pi^*$ | 446.5 (4.650) $n, \pi^*$ |
| $S_1(n,\pi^*)$ planar structure | 132.3 (1.372) | 383.7 (3.979) $n, \pi^*$ | 494.1 (5.123) $\pi, \pi^*$ | 519.9 (5.391) $\pi, \pi^*$ |

$^a$The relative energies are given in kJ/mol and in eV (in parentheses). The structures used to compute these relative energies are the CASSCF-optimized structures found in Table S3 and Figure S1 of the Supporting Information. The EOM-CCSD potential energies can be found in Table S4 of the Supporting Information. The nature of the states is also indicated.

Figure 3. Two-state (top) and three-state (bottom) CASSCF potential energy profiles with (blue triangles) and without water (black circles) for the single-bond isomerization reaction in pCA$^{2-}$. The optimized structures used for the linearly interpolated transit path calculations in vacuo are shown.
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...chromophore, Martínez and co-workers demonstrated that within 50 fs after excitation to $S_2$, the chromophore decays to $S_1$. Several low-lying $S_2/S_1$ conical intersections were identified in neutral pCA that involve only bond alteration. In contrast, in fully deprotonated pCA$^{2-}$, the lowest energy $S_2/S_1$ conical intersection was found near the double-bond twisted geometry (discussion below). There also exists an $S_2/S_3$ crossing with a planar conformation but it lies 52 kJ/mol above the $S_2$ planar minimum. Therefore, we do not expect that, after excitation to $S_3$, an ultrafast decay will take place to $S_1$ before the isomerization starts.

The third excited state ($S_3$) in pCA$^{2-}$ is of $(n,\pi^*)$ nature. Optimizing the geometry of this state leads to a planar minimum, for which the $(n,\pi^*)$ state is lower in energy than the two $(\pi,\pi^*)$ states discussed above (Table 1 and Table S4 of the Supporting Information). Thus, the $S_3(n,\pi^*)$ Franck-Condon state crosses the $S_1(\pi,\pi^*)$ and $S_2(\pi,\pi^*)$ states and leads to a second $S_1$ planar minimum. However, the lowest energy planar $S_1$ minimum corresponds to a $(\pi,\pi^*)$ state (Table 1 and Table S4 of the Supporting Information), which lies 12 kJ/mol below the planar $(n,\pi^*)$ $S_1$ minimum at the EOM-CCSD level. Again, the situation is similar to that in neutral pCA, which has also a low-lying $(n,\pi^*)$ electronic state.

Single-Bond Photoisomerization. In pCK$^-$, both single- and double-bond photoisomerizations are possible. The $90^\circ$-twisted single-bond and $90^\circ$-twisted double-bond geometries are both minima on the first excited-state potential energy surface. The more favorable relaxation channel on the $S_1$ surface is a rotation of the formal single bond rather than of the double bond because the barrier to double-bond rotation is higher (Supporting Information in ref 8).

As shown in Figure 3, there exists no $90^\circ$-twisted single-bond $S_1$ minimum in pCA$^{2-}$. On the contrary, this structure is a transition state both in $S_1$ and in $S_0$ (Figure S4 of the Supporting Information). Because this transition state lies 28 kJ/mol above the planar local minimum in $S_1$, twisting the single bond is an activated process in pCA$^{2-}$, whereas it is barrierless in pCK$^-$. Figure 4 illustrates the difference in the nature of the $S_1$ excited state at the single-bond twisted configurations. Whereas in pCK$^-$, the $S_1$ state is of clear CT nature, in pCA$^{2-}$ the excitation involves only orbitals on the phenolate ring (LE state).

The absence of an accessible single-bond torsion $S_1$ relaxation channel in pCA$^{2-}$ can be intuitively explained in terms of mesomerism using a simple valence bond picture as shown in Scheme 1. For the pCK$^-$ chromophore, two main valence bond structures can be drawn and the electronic structure can be seen as a mixture between the phenolate and quinone-like configurations. In pCK$^-$, the negative charge is delocalized over the whole chromophore and the single bond adjacent to the ring has a partially
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Figure 4. Mulliken charge distributions of the S0 and S1 states at the single-bond twisted S2 structure for pCK− (top) and pCA2− (bottom). The orbitals involved in the S1 single excitation are shown, illustrating the charge-transfer and locally excited natures of the S1 state in pCK− and pCA2−, respectively.

The minor quinone-like valence bond structure of pCA2− is shown in gray.

Information). Alternatively, the S2(\(\pi,\pi^*\)) may decay via the (n,\(\pi^*\)) state. As shown in the EOM-CCSD potential energy profiles (Figure S2 of the Supporting Information), the S2(\(\pi,\pi^*\)) state intersects the (n,\(\pi^*\)) state along the single-bond isomerization pathway. Optimization of the conical intersection between these states demonstrates that the crossing has still a planar structure and lies less than 1 kJ/mol above the planar S2 minimum at the CASSCF level (Table S3 of the Supporting Information). Therefore, after excitation to S2, decay could readily occur to the (n,\(\pi^*\)) state via this low-lying conical intersection. Furthermore, we have also located a conical intersection with a planar geometry between the (n,\(\pi^*\)) state and the S1(\(\pi,\pi^*\)) state that lies 21 kJ/mol above the planar S1 minimum at the CASSCF level (Table S3 of the Supporting Information).

Again, this situation is very similar to that in the neutral pCA chromophore. As it was proposed for the neutral chromophore, the (n,\(\pi^*\)) state may become populated if the excitation energy is increased. The rationale for such mechanism is that after direct excitation to S2, fast nonradiative decay takes place to the (n,\(\pi^*\)) state via the aforementioned low-lying conical intersection. However, as in neutral pCA, the (n,\(\pi^*\)) state is unlikely to be involved in the isomerization process.

Double-Bond Photoisomerization. Having excluded the single-bond isomerization channel in pCA2−, we now turn our attention to the photoisomerization of the double bond. In isolated pCA2−, isomerization in the first excited state is a highly activated process (Figure 3). The height of the barrier is 102 kJ/mol on the interpolated pathway. However, this is an upper-bound value due to the approximate nature of this pathway. Subsequent optimization of the geometry corresponding to this barrier yields a transition state that is 68 kJ/mol higher in energy than the local trans minimum (transition state structure in Figure S1 of the Supporting Information). Interestingly, this barrier is significantly larger than the barrier found for the neutral pCA chromophore: 18.6 kJ/mol at CASSCF level and 8.9 kJ/mol at CASPT2 level using a reduced (6e,5o) active space, state-averaged orbitals over 5 states, and a fixed torsion angle.

The origin for the S1 barrier is a strong nonadiabatic coupling between the S1 and S2 states (Figure 5). This coupling induces
Figure 5. Two-state (top) and three-state (bottom) CASSCF potential energy profiles with (blue triangles) and without water (black circles) for the double-bond isomerization reaction in pCA2−. The avoided crossing between the S1 and S2 states is clearly visible, as well as the narrowing of the gap between these two states in water. Note that, because state-averaging over three states was used in the bottom figure, the S1/S0 degeneracy is lifted at the double-bond twisted conical intersection in water.

an avoided crossing between the adiabatic surfaces that correspond to the 7a′′ → 9a′′ (S1) and the 7a′′ → 8a′′ (S2) excited states (Figure 2). Such coupling was also reported previously for the neutral pCA chromophore. In neutral pCA, a conical intersection exists near this barrier and it was proposed that the experimental observation of the decrease in isomerization efficiency upon increasing the excitation energy is due to a diabatic trapping at this S2/S1 intersection. Note, however, that this experimental observation was later attributed to the isomerization in p-vinylphenol rather than in trans-pCA.

A second consequence of the coupling between S1 and S2 is that after passing the barrier, the nature of the S1 state corresponds to the 7a′′ → 8a′′ states, as in pCK− (Figure S5 of the Supporting Information). Near the double-bond twisted S1 minimum, this state crosses with the S0 state (Figure 3). The minimum energy S1/S0 conical intersection point has a sloped topology, that is, the gradients of both surfaces are almost parallel at the crossing (Figure S6 of the Supporting Information).

Although the S1/S0 conical intersection near the double-bond twisted minimum lies far below the Franck–Condon energy, it is not easily accessed due to the large barrier that separates this intersection point from the Franck–Condon region. Alternatively, because of the relatively low barrier for a 180° rotation of the single bond we also searched for conical intersection involving a combined rotation of both torsion angles. Such hula-twist conical intersection exists (Figure S1 of the Supporting Information) but lies 109 kJ/mol higher in energy than the double-bond twisted conical intersection in vacuo (174 kJ/mol in water). Because the energy required to access this crossing is much higher than the transition state for double-bond twisting, we consider the decay via a hula-twist pathway very unlikely.

Finally, we also searched for a prefulvene-like S1/S0 conical intersection involving a kinked benzene ring, which in neutral pCA provides an energetically accessible decay channel. Such prefulvene-like conical intersection also exists in pCA2− but is 142 kJ/mol higher in energy than the planar S1 minimum (Table S3 and Figure S1 of the Supporting Information). Therefore, we do not expect this crossing to play a role in the photochemistry of the doubly deprotonated chromophore.

As discussed before, direct population to S2 is also possible. Isomerization around the double bond on S2 involves a barrier that is smaller than the barrier on S1 (Figure 5). Furthermore, we could locate a conical intersection between the S2 and S1 surfaces along the isomerization pathway that is only 10 kJ/mol higher in energy than the planar S2 minimum (Table S3 of the Supporting Information). Therefore, if S2 is excited with sufficient energy, the initial phase isomerization could take place on S2, rather than S1. During the isomerization toward the double-bond twisted structure, a radiationless decay via the S2/S1 conical intersection, followed by a second decay at the S1/S0 intersection near the S1 double-bond twisted minimum, provides an alternative scenario for the radiationless deactivation from the S2 state. However, radiationless decay from S2 to the (n,π*) state at the planar conical intersection (discussion above and Table S3 of the Supporting Information) provides a competitive pathway that could inhibit double-bond isomerization on S2. In addition to possible diabatic trapping in the S2 state observed by Martínez and co-workers in neutral pCA, the trapping of the system in the (n,π*) state could potentially also contribute to a lowering of the isomerization efficiency upon increasing the excitation energy.

Effect of Hydration. In pCK−, hydrogen-bond interactions between the chromophore and water molecules selectively stabilize the S2 excited state. Because the nature of the S2 state in pCA2− corresponds to the S1 (CT) state in pCK−, we expect a similar effect on the S2 state in pCA2−. Furthermore, the solvation may help stabilizing pCA2− with respect to autoionization. To explore the effect of hydrogen bonding, we have repeated the geometry optimizations of the chromophore with eight water molecules included. The starting configuration of the chromophore and the water molecules was taken from a QM/MM molecular dynamics trajectory and only the water molecules that form hydrogen bonds with the chromophore were selected. As shown in Figure S7, the interactions with the water molecules indeed stabilize the S2 state. In addition, the solvent effect also lowers the energy of pCA2− with respect to the pCA− radical (Table S2 of the Supporting Information) by about 5 eV. Therefore, the S1 and S2 (7,π*) states become stable with respect to autoionization, as the ionization energy is about 1 eV higher than the excitation energies to these states (Tables S1 and S5 of the Supporting Information).

Selective stabilization of the S2 charge distribution by hydrogen bonding has no effect on the single bond rotation in pCA2− (Figure 3). Neither in vacuo, nor in solution, a single-
bond twisted minimum exists on the \( S_2 \) potential energy surface. The hydrogen-bond interactions are not strong enough to stabilize two units of negative charge on the carboxylate moiety, in such a twisted intramolecular CT state. Furthermore, because there is not much difference in the overall charge distribution of the \( S_0 \) and \( S_1 \) states (Figure 4), the inclusion of water does not decrease the energy gap between the states, as it does in pCK.\(^8\) Therefore, the interaction with the waters does not result in surface crossings between the \( S_1 \) and \( S_0 \) states along the single-bond isomerization pathway. Thus, whereas single-bond torsion provides a very efficient radiationless deactivation channel in hydrated pCK, this is not the case in pCA\(^2^-\).

The water has a much larger effect on the double-bond photoisomerization of pCA\(^2^-\). Because of the avoided crossing between the adiabatic \( S_2 \) and \( S_1 \) potential energy surfaces, the selective stabilization of \( S_2 \) causes a significant stabilization of the transition state for double-bond photoisomerization, reducing the barrier from 68 to 9 kJ/mol (Table S3 of the Supporting Information). Because the energy of the Franck-Condon region is much higher than this barrier, the double-bond isomerization pathway is accessible in water. However, because the barrier to single-bond isomerization in pCK is almost barrierless, the excited-state decay in water is slower for pCA\(^2^-\) than for pCK,\(^2^-\), in agreement with time-resolved measurement on these chromophores.\(^11\)

Because the electronic states have interchanged at the avoided crossing, the nature of the \( S_1 \) state in pCA\(^2^-\) after crossing the barrier corresponds to that of the \( S_1 \) state in pCK (Figure S5 of the Supporting Information). The hydrogen-bond interactions with the water molecules therefore also contribute to stabilizing the region around the double-bond twisted minimum on the \( S_1 \) surface with respect to the \( S_0 \) surface. In addition, the hydrogen bonds change the topology of the conical intersection from sloped in isolation to peaked in water (Figure S6 of the Supporting Information). Thus, after crossing the transition state, radiationless decay to the ground state is very efficient. Furthermore, with no competing single-bond isomerization channel available, the quantum yield for double-bond isomerization will be much higher than in pCK\(^-\), as was measured experimentally by Espagne and co-workers.\(^11\)

We have shown that hydrogen-bond interactions with water molecules can preferentially stabilize the CT state over the LE state. Despite this stabilization, the CT state remains higher in energy than the LE state at the CASSCF level, on which the results presented above are based. However, the EOM-CCSD and CASPT2 results show that also dynamic correlation stabilizes the CT state with respect to the LE state (Table S1 of the Supporting Information). Because our resources do not allow us to include dynamic correlation on the excitation energies of microsolvated pCA\(^2^-\), we cannot rule out that in reality the CT state lies below the LE state in solution.

To address this issue at least qualitatively, we performed time-dependent density functional theory (TD-DFT) calculations to estimate the order of excitation energies in isolated pCA\(^2^-\) and in the microsolvated species, with a polarizable continuum model. Long-range-corrected hybrid functionals\(^28^-30\) and a double-hybrid density functional\(^11\) were employed, but the observed trend was not sensitive to the functional (Table S5 of the Supporting Information). The TD-DFT results show that in the hydrated chromophore the CT state is lower than the LE state. The obtained transition energies are in fairly good agreement with the absorption maximum observed around 3.7 eV and the shoulder around 4.0 eV.\(^11\) Note that this shoulder was previously assigned to an \((n,\pi^*)\) state in wild-type PYP.\(^32\)

Note that even if the CT state is the lowest excited state in water, as the TD-DFT results suggest, the photoisomerization mechanism remains qualitatively the same. The CASSCF results predict that double-bond photoisomerization takes place on the LE state until the \( S_1 \) barrier is reached (Figure 5). After the barrier, the isomerization process continues on the CT state (Figure S5 of the Supporting Information). Thus, if the CT state were the lowest excited state throughout the isomerization process, only the initial stage of the excited-state relaxation process would be affected. However, because the potential energy profiles of the two states are rather similar, we would not expect a different mechanism. In both LE and CT states, rather high-energy barriers prevent single-bond photoisomerization. Furthermore, no stable single-bond twisted configuration exists in these states. Only the activated double-bond isomerization channel is accessible, which accounts for both a higher trans-to-cis isomerization quantum yield, as well as a longer excited-state lifetime of pCA\(^2^-\) compared to pCK\(^-\).

## CONCLUSIONS

The results of the calculations presented here offer an explanation for the differences in the photochemistry of the pCK\(^-\) and pCA\(^2^-\) chromophores. Both the longer excited-state lifetime and higher quantum yield for double-bond isomerization in pCA\(^2^-\) are a consequence of the unfavorable single-bond isomerization pathway in this dianionic chromophore. The \( S_1 \) potential energy surfaces are qualitatively different in pCA\(^2^-\) and pCK\(^-\). The calculations confirm the intuitive explanation proposed by Espagne and co-workers\(^11\) in terms of the electron withdrawing strength of the substituent at the \( p \)-coumaric acid group of the chromophore. Because of its negative charge, the carboxylate group in pCA\(^2^-\) is a very weak electron acceptor, whereas the neutral methyl-ketone group in pCK\(^-\) is a much stronger acceptor. Because of this difference, the CT excited state is the lowest excited state in isolated pCK\(^-\) but not in isolated pCA\(^2^-\). In pCK\(^-\), relaxation on this CT state is possible via both single- and double-bond isomerization. In pCA\(^2^-\), the only relaxation channel is an activated double-bond photoisomerization in both the LE and CT states. In the hypothetical isolated pCA\(^2^-\) chromophore, there is a high-energy transition state to double-bond photoisomerization. This transition state is a consequence of an avoided crossing between the \( S_1 \) LE and \( S_2 \) CT states. Selective stabilization of the CT state by hydrogen bonds lowers this barrier so that in water double-bond photoisomerization is an efficient decay process with a significant quantum yield. Thus, the coupling between the LE and CT states appears as one of the main driving forces for the excited-state population decay channel in this chromophore, as already stressed in previous studies.\(^11,13^-35\) Direct population of \( S_2 \) may not increase the isomerization quantum yield, as it opens up the channel to the \((n,\pi^*)\) state.
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