1. Introduction

Fractional calculus was started towards the end of the 17th century and comprises the investigation of derivatives and integrals of real or even complex order. As of late, fractional calculus is encountering an escalated progress in both theory and applications. Important fact is that a fractional derivative can give a more true interpretation of natural phenomenon than classical derivative. Among a few definitions that can be found in the writing for fractional derivatives, one of the most famous is the Riemann–Liouville derivative. In the current era, fractional calculus has been an incredible asset to portray the memory structures, innate impacts and complex dynamics in various fields, for instance, engineering, control theory, science and social sciences (Baskonus & Bulut, 2016; Baskonus, Mekkaoui, Hammouch, & Bulut, 2015; Evirgen & Ozdemir, 2011). Some new generating relations regarding the generalized multi-index Bessel-Maitland function produced by Jain, Nieto, Singh, and Choi (2020). Certain compulsory conditions for the existence-uniqueness of solutions for a general multi-term $\Psi$-fractional differential equation via generalized $\Psi$-integral boundary conditions with regard to the generalized asymmetric operators established by Rezapour, Etemad, Tellab, Agarwal, and Guirao (2021). Partial differential equation model with the new general fractional derivatives involving the kernels of the extended Mittag–Leffler type functions studied by Bao, Baleanu, Minh, and Huy (2020). Elzaki decomposition method, to solve fractional-order multi-dimensional dispersive partial differential equations is presented by Zhou et al. (2021). The fractional differential equations with uncertainty are solved by Salahshour, Ahmadian, Senu, Baleanu, and Agarwal (2015). By utilising the spectral methods, a system of fractional differential equations with the Mittag-Leffler kernel is solved by Baleanu, Shiri, Srivastava, and Al Qurashi (2018).

Most of the real-world phenomena follow three leading mathematical laws categorized by mathematical functions namely power function, exponential decay function and the generalized Mittag-Leffler function. Three types of fractional differentiation were developed from these three mathematical functions. The fractional differentiation based on the power law has a singular kernel. Based on the exponential decay law, Caputo and Fabrizio put forward a new differential operator with fractional order in 2015 (Algahtani, 2016) having non-singular and local kernel. Atangana and Baleanu (2016) came up with a different formation of fractional derivatives that utilized the formal Mittag-Leffler function that has a non-local and non-singular kernel. These new non-singular operators bear a promising opportunity of modelling in various fields of applied sciences. Thus, ABC time-space fractional diffusion equation has many applications in real word problems, notably, in physics (Santos, 2019), in epidemiology (Jajarmi,
Arshad, & Baleanu, 2019), in statistics and probability (Henry, Langlands, & Straka, 2009), in science and engineering and in many other fields.

This article deals with the ABC fractional diffusion equation. There exist numerous studies identified with this classification of fractional diffusion equations. Existence and uniqueness results to linear and non-linear fractional differential equations equipped with Atangana–Baleanu fractional derivatives have been established by Syam and Al-Refai (2019) using Banach fixed point theorem. Then, a numerical technique was developed using the Chebyshev collocation method. Two types of diffusion processes using the mean square displacement concept with the fractional diffusion equations described by the ABC fractional derivative to discuss the types of diffusion processes using the Laplace transform method (Sene & Abdelmalek). A difference scheme has been developed by Kumar and Pandey (2020a) for the non-linear reaction-diffusion equation and non-linear integro reaction-diffusion equation involving the ABC in Caputo sense with the help of Taylor series expansion are constructed by Yadav, Pandey, and Shukla (2019) and applied to solve the fractional Advection-Diffusion equation. A numerical approximation to solve a non-linear reaction-diffusion equation and non-linear Burger’s–Huxley equation with ABC derivative developed by Kumar and Pandey (2020b) using Legendre polynomials. ABC Advection-diffusion equation of time fractional derivative is solved by Tajadodi (2020) by using the operational matrix of Atangana–Baleanu fractional integration for the Bernstein polynomials.

By extending the classical diffusion equation, the fractional time-space diffusion equation was obtained by Mainardi, Luchko, and Pagnini (2001). After that, for time-space fractional diffusion equations utilising trapezoidal technique in time and spectral Galerkin methodology in space Huang and Yang (2017) introduced a numerical technique. Our aim is to study the accompanying time–space fractional diffusion equation by utilising the Atangana–Baleanu–Caputo (ABC) fractional derivative. We consider the time-space linear and non-linear fractional diffusion equations with the following initial and Dirichlet boundary conditions

$$ABC D_1^\nu v(y, \tau) = K_\nu \frac{\partial^\nu}{\partial |y|^\nu} v(y, \tau) + g(y, \tau), \quad a < y < b, \quad 0 < \tau < T,$$

$$a < y < b, \quad 0 < \tau < T,$$

$$v(y, 0) = \theta(y), \quad a \leq y \leq b,$$

$$v(a, \tau) = v(b, \tau) = 0, \quad 0 \leq \tau \leq T,$$

where $1 < \nu \leq 2, \quad 0 < \alpha < 1, \quad ABC D_1^\nu$ is ABC derivative of order $\nu$ and $\frac{\partial^\nu}{\partial |y|^\nu}$ represents the Riesz derivative of fractional order $\nu$. The article is organized as follows. Section 2 presents important notations and helping lemmas, which we will use in this article. The numerical techniques for time-space linear and non-linear fractional diffusion equations by utilising centred difference approximation with second-order accuracy of Riesz fractional derivative and trapezoidal formula for fractional integral approximation are derived in Section 3. In Section 4, we present the convergence analysis of the proposed scheme. Numerical experiments are presented in Section 5. Finally, we close up the article with Section 6 by giving the conclusions.

2. Preliminaries

The ABC fractional derivative and integral of order $\alpha$ is defined as follows:

For $\nu \in \mathbb{R}^+$ and $1 > \alpha > 0$, the ABC fractional derivative and integral with order $\alpha$ of $v(y, \tau)$ are denoted by $ABC D_1^\nu v(y, \tau)$ and $ABC I_1^\nu v(y, \tau)$, and defined by Atangana and Baleanu (2016)

$$ABC D_1^\nu v(y, \tau) = \frac{m(\alpha)}{1-\alpha} \int_0^\tau E_\alpha \left[\frac{\tau-s}{1-\alpha}\right] v(y, s)ds,$$

$$ABC I_1^\nu v(y, \tau) = \frac{1-\alpha}{m(\alpha)} v(y, \tau) + \frac{\alpha}{m(\alpha) \Gamma(\alpha)} \int_0^\tau (\tau-s)^{\alpha-1} v(y, s)ds,$$

where $m(\alpha) = m(\alpha)|_{\alpha=0,1} = 1$ appears shows the normalisation function and there $E_\alpha$ is the ML function.

Riesz fractional derivative having order $\nu$ given by Yang, Liu, and Turner (2010) as

$$\frac{\partial^\nu}{\partial |y|^\nu} g = -\frac{1}{2\cos \frac{\nu\pi}{2}} \left[-\infty D_1^\nu g + \nu D_1^{\nu+\infty} g\right].$$

An approximation of the symmetric Riesz derivative can be obtained with fractional order $\nu$ by using the fractional centred difference formula given by Ortigueira (2006)

$$\Delta_h^\nu g(y) = \sum_{l=-\infty}^{\infty} \frac{(-1)^l \Gamma(\nu + 1)}{\Gamma(\nu/2 + l + 1) \Gamma(\nu/2 + l + 1)} g(y - lh), \quad \nu > -1.$$
Then, \[
\lim_{h \to 0} \frac{\Delta^\nu_h g(y)}{h^\nu} = \lim_{h \to 0} \frac{1}{h^\nu} \sum_{l=-\infty}^{\infty} \frac{(-1)^l \Gamma(\nu + 1)}{\Gamma(\nu/2 - l + 1) \Gamma(\nu/2 + l + 1)} g(y - lh), \quad \nu > -1,
\]
shows the Riesz derivative of order \(\nu(1 < \nu \leq 2)\) with \(a = \infty\) and \(b = -\infty\).

**Lemma 2.1.** Celik and Duman (2012) Let \(g \in C^5(\mathbb{R})\) and all derivatives with utmost order five are in \(L^1(\mathbb{R})\) and the fractional centred difference is given by
\[
\Delta^\nu_h g(y) = \sum_{l=-\infty}^{\infty} \frac{(-1)^l \Gamma(\nu + 1)}{\Gamma(\nu/2 - l + 1) \Gamma(\nu/2 + l + 1)} g(y - lh).
\]
Then,
\[
\frac{\Delta^\nu_h g(y)}{h^\nu} = \frac{\partial^n g}{\partial y^n} + O(h^2),
\]
where \(\frac{\partial^n}{\partial y^n}\) represents the Riesz derivative of order \(\nu(1 < \nu \leq 2)\) and \(h \to 0\) with \(h = (b-a)/M\), whereas \(g(y) = 0\) since \(y \notin [a, b]\), we obtain
\[
\frac{\partial^n}{\partial y^n} g(y) = \frac{1}{h^\nu} \sum_{l=-\infty}^{\infty} \frac{(-1)^l \Gamma(\nu + 1)}{\Gamma(\nu/2 - l + 1) \Gamma(\nu/2 + l + 1)} g(y - lh) + O(h^2).
\]

**Lemma 2.2.** Celik and Duman (2012) Consider the numerical method \(\rho^\nu_k = (-1)^l \Gamma(1 + \nu) / \Gamma(1 + l + \nu/2) \Gamma(1 + l + \nu/2 + l + 1)\), for \(l = 0, \pm 1, \pm 2, \ldots\), with order \(\nu < 1\). Then,
1. \(\rho^\nu_0 = \Gamma(1 + \nu) / \Gamma(1 + \nu/2)^2 \geq 0\),
2. \(\rho^\nu_{k+1} = (1 - (1 + \nu)/(1 + k + \nu/2)) \rho^\nu_k \leq 0\), for \(k = \pm 1, \pm 2, \ldots\),
3. \(\rho^\nu_k \leq 0\), \(0 < |k| \geq 1\),
4. \(\Sigma_{k=-m}^{m} \rho^\nu_k = 0\),
5. We have \(\Sigma_{k=-m}^{m} \rho^\nu_k > 0\), for all \(n, m \in \mathbb{Z}^+\) with \(n < m\).

3. **Approximation by finite difference**

For the numerical solution of time-space linear fractional diffusion Equation (1) with the Dirichlet boundary and initial conditions, let the mesh points in space are \(y_i = lh_i, (i = 0, M)\) with \(h = (b-a)/M\) and replacing the function \(v(y, t)\) with its numerical solution \(v_i(t)\). The fractional derivative \(\frac{\partial^n}{\partial y^n}\) discretisation in truncated bounded domain given as
\[
\delta^\nu_h v_i(t) = -\frac{1}{h^\nu} \sum_{k=-M+1}^{M} \rho^\nu_k v_{i-k}(t) + O(h^2). \tag{11}
\]

As defined in above Equation (11), we apply approximation and obtained the following result to Riesz fractional derivative
\[
ABC D^{\nu}_t v_i(t) = -\frac{K_x}{h^\nu m(x)} \sum_{k=-M+1}^{M} \rho^\nu_k v_{i-k}(t) + \frac{K_x}{h^\nu m(x)} g(x), \quad 1 \leq i \leq M-1, 0 < t < T,
\]
\[
v_i(0) = g_i(0), \quad 0 \leq i \leq M,
\]
\[
v_i(t) = v_i(0) = 0, \quad 0 < t < T.
\]

Writing the above system in equivalent ABC integral equation as follows
\[
v_i(t) = v_i(0) - \frac{K_x}{h^\nu m(x)} \sum_{k=-M+1}^{M} \rho^\nu_k v_{i-k}(t) - \frac{K_x}{h^\nu m(x)} \int_0^t (t-s)^{\nu-1} g_s(s) ds + \tilde{g}_i(t)
\]
\[
\text{where } 0 < t < T, \quad 1 \leq i \leq M-1.
\]

3.1. **Linear case for fractional trapezoidal formula**

Fractional trapezoid formula for linear case to solve Equation (13) will be discussed in this section. First, define the uniform grid \(\tau_n = nt, \quad n = 0,N\) is given, where \(t = T/N\). Let \(v^\nu_i\), be the numerical approximations of \(v(y_i, \tau_n)(r = 0, n-1)\), and \(\tilde{g}^\nu_i(\tau_n) = \tilde{g}_i^n, \quad n = \overline{0,N}\). For the numerical solution \(v^\nu\), we use linear interpolation to discretize the integrand in (13) as
\[
v_i(\tau_n) \approx v_i(0) - \frac{K_x}{h^\nu m(x)} \sum_{k=-M+1}^{M} \rho^\nu_k v_{i-k}(\tau_n) - \frac{K_x}{h^\nu m(x)} \sum_{k=-M+1}^{M} \rho^\nu_k \int_{\tau_n}^{\tau_{n+1}} (t-s)^{\nu-1} g_s(s) ds + \tilde{g}_i(\tau_n)
\]
\[
v_i(\tau_n) \approx v_i(0) - \frac{K_x}{h^\nu m(x)} \sum_{k=-M+1}^{M} \rho^\nu_k v_{i-k}(\tau_n) - \frac{K_x}{h^\nu m(x)} \sum_{k=-M+1}^{M} \rho^\nu_k \int_{\tau_n}^{\tau_{n+1}} (t-s)^{\nu-1} g_s(s) ds + \tilde{g}_i(\tau_n)
\]
\[
v_i(\tau_n) \approx v_i(0) - \frac{K_x}{h^\nu m(x)} \sum_{k=-M+1}^{M} \rho^\nu_k v_{i-k}(\tau_n) - \frac{K_x}{h^\nu m(x)} \sum_{k=-M+1}^{M} \rho^\nu_k \int_{\tau_n}^{\tau_{n+1}} (t-s)^{\nu-1} g_s(s) ds + \tilde{g}_i(\tau_n)
\]
\[
v_i(\tau_n) \approx v_i(0) - \frac{K_x}{h^\nu m(x)} \sum_{k=-M+1}^{M} \rho^\nu_k v_{i-k}(\tau_n) - \frac{K_x}{h^\nu m(x)} \sum_{k=-M+1}^{M} \rho^\nu_k \int_{\tau_n}^{\tau_{n+1}} (t-s)^{\nu-1} g_s(s) ds + \tilde{g}_i(\tau_n)
\]

The above approximation, based on fractional trapezoid formula gives us the following numerical technique for the linear diffusion equation

\[
\text{ARAB JOURNAL OF BASIC AND APPLIED SCIENCES}
\]
\[ v^\eta + \eta \sum_{k=M+1}^{N} \rho_k^\eta v^\eta_{k-1} = v(0) - \nu \sum_{k=M+1}^{N} \rho_k^\eta \sum_{r=0}^{l-1} \omega_r v^\eta_{k-r} + g^\eta, \quad \text{(14)} \]

where \( \mu = \frac{k^2}{\rho m(\bar{\rho})} \), \( \eta = \mu - \mu x + \nu \), \( \nu = \frac{2m^3}{\Gamma(\frac{3}{2})} \) and \( \omega_r \) \( (r = 0, 1, \ldots, n-1) \) are the weights of the fractional trapezoidal formula defined as
\[
\omega_0 = -(n-1-n)\eta + (n-1)^{\eta+1}, \\
\omega_r = (n-r-1)^{\eta+1} + (n-r+1)^{\eta+1} - 2(n-r)^{\eta+1}, \quad r = 1, n-1.
\]

The matrix form of the numerical scheme (14) can be written as
\[
(\mathbf{I} + \eta \mathbf{A}) \mathbf{V}^\eta = \mathbf{B} = \mathbf{D} \quad \text{(15)}
\]

where
\[ \mathbf{V}^\eta = (v^\eta_1, v^\eta_2, \ldots, v^\eta_{M+1})^T, \quad \mathbf{D} = (d_1^\eta, d_2^\eta, \ldots, d_{M+1}^\eta)^T \]

and \( \mathbf{D} \) is an identity matrix of order \((M-1) \times (N-1)\) and the matrix \( \mathbf{B} \) having order \((M-1) \times (N-1)\) satisfies
\[
\begin{pmatrix}
\rho_0^\eta & \rho_1^\eta & \rho_2^\eta & \cdots & \rho_{M+1}^\eta \\
\rho_0^\eta & \rho_1^\eta & \rho_2^\eta & \cdots & \rho_{M+1}^\eta \\
\rho_0^\eta & \rho_1^\eta & \rho_2^\eta & \cdots & \rho_{M+1}^\eta \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\rho_0^\eta & \rho_1^\eta & \rho_2^\eta & \cdots & \rho_{M+1}^\eta
\end{pmatrix}
\]

3.2. Non-linear case for fractional trapezoidal formula

Suppose that the time-space non-linear fractional diffusion Equation (2) with the conditions (3) and (4) for \( 1<\nu \leq 2 \) and \( 0<\alpha \leq 1 \).

\[ \mathbf{A}^{\mu} \mathbf{D}_x^\nu v(y, \tau) = k^\nu \frac{\partial^\nu}{\partial |y|^\nu} v(y, \tau) + g(v(y, \tau), y, \tau), \quad \text{if} \quad a<y<b, \quad 0<\tau<T. \]

By utilising the same spatial and temporal discretisation, we get
\[
\mathbf{A}^{\mu} \mathbf{D}_x^\nu v(\tau) = \frac{k^\nu}{\rho^\nu} \sum_{k=M+1}^{N} \rho_k^\nu v_{k-1}(\tau) + g(v(\tau), y, \tau), \quad 1 \leq l \leq M-1, \quad 0<\tau<T,
\]

After applying integration on both sides of above equation, we have
\[
v(\tau) = v(0) - \int_0^\tau \frac{k}{\rho m(x)} \sum_{k=M+1}^{N} \rho_k^\nu v_{k-1}(\tau) - \frac{k}{\rho m(x)} \sum_{l=0}^{\nu-1} \mathbf{G}(v_{k-1})(\tau) ds + \int_0^\tau \frac{k}{\rho m(x)} \mathbf{G}(v_{k-1})(\tau) \left[ \frac{\partial^\nu}{\partial |y|^\nu} v(y, \tau) + g(v(y, \tau), y, \tau) \right] ds.
\]

Discretizing, by linear interpolation, the integrals given in (17), we obtain
\[
\mathbf{v}(\tau) = \mathbf{v}(0) - \int_0^\tau \frac{k}{\rho m(x)} \sum_{k=0}^{N} \rho_k^\nu v_{k-1}(\tau), \quad 0<\tau<T
\]

The above approximation gives us the following numerical scheme for the non-linear diffusion equation
\[
v^\eta = v(0) - \nu \sum_{k=M+1}^{N} \rho_k^\eta \sum_{r=0}^{l-1} \omega_r v^\eta_{k-r} - \eta \sum_{k=M+1}^{N} \rho_k^\eta \sum_{r=0}^{l-1} \omega_r v^\eta_{k-r} + g^\eta,
\]

where
\[ G(v^\eta) = (g(v_1^\eta), g(v_2^\eta), \ldots, g(v_{M+1}^\eta))^T. \]

\[ a<y<b, \quad 0<\tau<T. \]
4. Convergence and stability

This section contains the stability and convergence analysis of fractional trapezoidal technique. Let the approximate solution of the numerical technique (14) be denoted by $\tilde{v}_n^t$, and assume that

$$ e_n^t = \tilde{v}_n^t - v_n^t, \quad n = 0, N, \quad l = 1, M-1. $$

Putting $R^0_n = (e_n^0, e_n^2, \ldots, e_n^{M-1})$, $n = 0, N$, and suppose that

$$ R^0_\infty = \max_{1 \leq i \leq M-1} |e_i^0| = |e_0^0|. $$

**Theorem 4.1.** The implicit numerical scheme (14) is unconditionally stable with

$$ R^0_\infty \leq R^0_\infty, \quad n = 0, N. $$

**Proof.** From (14)

$$ e_n^t + \nu \sum_{k=M-l}^{n-1} \rho_k^t \sum_{r=0}^{n-1} \omega_r e_{n-r-k}^t + \eta \sum_{k=M-l}^{n-1} \rho_k e_{n-r-k}^t = e_n^0. \tag{20} $$

Taking $|v_1| - |v_2| \leq |v_1 - v_2|$ with (20), gives

$$ R^0_\infty = |e_0^0| \leq |e_0^0| + \nu \sum_{k=M-l}^{n-1} \rho_k^t \sum_{r=0}^{n-1} \omega_r |e_r^0| + \eta \sum_{k=M-l}^{n-1} \rho_k |e_r^0| $$

$$ = \left( |e_0^0| + \nu \rho_0^t \sum_{r=0}^{n-1} \omega_r |e_r^0| \right) + \nu \sum_{k=M-l}^{n-1} \rho_k^t \sum_{r=0}^{n-1} \omega_r |e_r^0| $$

$$ + \eta \sum_{k=M-l}^{n-1} \rho_k |e_r^0| \leq \left( |e_0^0| + \nu \rho_0^t \sum_{r=0}^{n-1} \omega_r |e_r^0| \right) + \nu \sum_{k=M-l}^{n-1} \rho_k^t \sum_{r=0}^{n-1} \omega_r |e_r^0| $$

$$ + \eta \sum_{k=M-l}^{n-1} \rho_k |e_r^0| \leq \left( |e_0^0| + \nu \rho_0^t \sum_{r=0}^{n-1} \omega_r |e_r^0| \right) + \nu \sum_{k=M-l}^{n-1} \rho_k^t \sum_{r=0}^{n-1} \omega_r |e_r^0| $$

$$ \leq |e_0^0| + \nu \sum_{k=M-l}^{n-1} \rho_k^t \sum_{r=0}^{n-1} \omega_r |e_r^0| + \eta \sum_{k=M-l}^{n-1} \rho_k |e_r^0| $$

$$ = |e_0^0| \leq R^0_\infty. \quad \blacksquare $$

Hence, $R^0_\infty \leq R^0_\infty$ for $n = 0, N$.

To prove the convergence of fractional trapezoidal formula (15), we first introduce three lemmas.

**Lemma 4.2** (Huang & Yang, 2017). Assuming $h(t) \in C^2([0, T])$, then there forms a constant $C$ as

$$ \frac{1}{\Gamma(x)} \left| \int_{0}^{t} (t-s)^{x-1} h(s) \right| \leq \frac{T^x C t^n}{2 \Gamma(x+1)}. $$

**Proof:** By using Quadratic Lagrange interpolation, we have

$$ \sum_{i=0}^{n} \frac{1}{\Gamma(x)} \int_{0}^{t} (t-s)^{x-1} |\hat{h}(\tau_i)(s-\tau_i)(s-\tau_{i+1})| \, ds $$

and then following truncation error of second order accuracy obtained

$$ T^x C t^n \frac{2 \Gamma(x+1)}{2 \Gamma(x+1)}. $$

**Lemma 4.3** (Huang & Yang, 2017). The weights $\omega_r$, $(r = 0, 1, 2, \ldots, n-2)$ in Equation (15), for $0 < x < 2$ have the order of magnitude as:

$$ \omega_r = O(n-r)^x. \tag{21} $$

In order to establish the convergence the Gronwall inequality by Dixon and S. McKee (1986) and Huang, Tang, and Vazquez (2012), is mandatory.

**Lemma 4.4.** Let $\nu_n$ satisfy the inequality

$$ \frac{1}{\Gamma(x)} \sum_{r=0}^{n-1} (n-r)^{x-1} |\nu_r| + C_2 \geq |\nu_n|, \quad r = 0, n-1, $$

$$ T \geq n t, $$

where $0 < C_1$ not depending on $t, 0 \leq C_2$ and $1 \geq x > 0$. Then

$$ C_2 E_1(C_1 \Gamma(x) T^x) \geq |\nu_n|, \quad T \geq n t, \tag{22} $$

The $E_1$ in (22) explicit the one parameter Mittag-Leffler function. The above inequality (22), for $x = 1$ appears in

$$ C_2 e^{C_1 T} \geq |\nu_n|, \quad T \geq n t. $$

Setting $e_n^0 = v(y_0, \tau_0) - v^t_0$ and $E_n^0 = (e_1^0, e_2^0, \ldots, e_{M-1}^0)^T$, then $e_n^0 = 0$ and by using Equation (18) and Lemmas 2.1, 2.2, the error $e_n^0$ gives

$$ e_n^0 + \nu \sum_{r=0}^{n-1} \rho_r e_n^{r-1} + \rho_{n-1} e_n^{n-1} \leq \frac{1}{\Gamma(x)} \sum_{r=0}^{n-1} \omega_r |\hat{h}(\tau_i)| $$

$$ = \frac{1}{\Gamma(x)} \sum_{r=0}^{n-1} \omega_r \left| g(v(y_0, \tau_0), y_0, \tau_0) - g(v(y_0, \tau_0), y_0, \tau_0) \right| + C(t^x + h^x), \quad l = 1, M-1. \tag{23} $$

Suppose that

$$ E_n^0 = \max_{1 \leq i \leq M-1} |e_i^0|. $$

The above can be reformulated for convenience as follows:

$$ E_n^0 = |e_i^0|. $$
Theorem 4.5: Assume that fractional diffusion equation has a smooth solution and a function $g(v, y, t)$ satisfies a Lipschitz condition with constant $L$

$$|g(v_1, y, t) - g(v_2, y, t)| \leq L|v_1 - v_2|, \text{ for all } v_1, v_2.$$

(24)

Then for sufficiently small $t$, the fractional numerical scheme (15) is convergent. That is there exits a constant $C^* > 0$ such that

$$C^*(t^2 + h^2) \geq E_{\infty}, \quad n = 1, N.$$

Proof: Taking Equations (23)-(24), we get

$$|e_j^n + \nu \sum_{k \in M + l} \rho_k^n \sum_{l=0}^{n-1} \alpha_l e_{j-l-k} + \eta \sum_{k \in M + l} \rho_k^n e_{j-l-k}|$$

$$\leq \Delta \sum_{l=0}^{n-1} \omega_l |e_j^n| + \Delta \sum_{l=0}^{n-1} \rho_l^n |e_j^n| + \Delta \sum_{l=0}^{n-1} \rho_l^n |e_j^n| \leq \left( |e_j^n| + \eta \rho_0^n |e_j^n| + \nu \rho_0^n \sum_{l=0}^{n-1} \alpha_l |e_j^n| \right) + \nu \sum_{k \in M + l} \rho_k^n |e_{j-l-k}|$$

$$\leq \left( |e_j^n| + \eta \rho_0^n |e_j^n| + \nu \rho_0^n \sum_{l=0}^{n-1} \alpha_l |e_j^n| \right) + \nu \sum_{k \in M + l} \rho_k^n |e_{j-l-k}|$$

$$\leq \left( |e_j^n| + \eta \rho_0^n |e_j^n| + \nu \rho_0^n \sum_{l=0}^{n-1} \alpha_l |e_j^n| \right) + \nu \sum_{k \in M + l} \rho_k^n |e_{j-l-k}|$$

This yield

$$|e_j^n| \left( 1 - \frac{((1-x)\Gamma(x + 2) + at^x)L}{m(x)\Gamma(x + 2)} \right) \leq \frac{\Delta^3}{m(x)\Gamma(x + 2)} \sum_{l=0}^{n-1} (n-l)^{\nu-1} |e_j^n| + C(t^2 + h^2).$$

Thus,

$$|e_j^n| \leq C_1 \frac{\Delta^3}{m(x)\Gamma(x + 2)} \sum_{l=0}^{n-1} (n-l)^{\nu-1} |e_j^n| + C(t^2 + h^2).$$

From Gronwall inequality in Lemma 4.4, we deduce that

$$C^*(t^2 + h^2) \geq E_{\infty}, \quad n = 0, N.$$

So, the scheme in (15) converges.

5. Numerical simulations

Consider the time–space ABC fractional diffusion equation with the following initial and Dirichlet boundary conditions

$$ABC D_x^\alpha \nu(y, t) = K_{\nu} \frac{\partial^\nu \nu(y, t)}{\partial |y|^\nu}, \quad 0 < \nu < 1, 0 < t < 1,$$

(26)

$$\nu(y, 0) = 4\nu(1-y), \quad 0 \leq y \leq 1,$$

(27)

$$\nu(0, t) = \nu(1, t) = 0, \quad 0 \leq t \leq 1.$$  

(28)

where $(0 < \alpha \leq 1, 1 < \nu < 2)$. Figure 1 demonstrates the solution profiles of fractional diffusion Equations (26)-(28) by fractional trapezoidal scheme with $K_{\nu} = 1/4$, $\tau = 0.002$, $h = 0.0314$. The outcome of fractional order in space for fixed $\alpha = 0.9$ and varying $\nu$ can be seen in Figure 1. The impact of fractional order in time for fixed $\nu = 1.9$ and varying $\alpha$ is presented in Figure 2. It can be observed that the fractional order $\alpha$ and $\nu$ moulds the shape of the solutions. The influence of co-efficient $K_{\nu}$ on solution profile of (26) for $\alpha = 0.7$, $\nu = 2$ and $\alpha = 1$, $\nu = 1.5$ can be viewed in Figures 3 and 4, respectively. This concludes that the dynamics of fractional diffusion equation also dependent on the diffusion coefficient.

6. Conclusion

In this article, we analysed the fractional diffusion equations by using the new fractional derivative recently introduced by Abdon Atangana and Dumitru Baleanu based on the Mittag-Leffler function involving non-singular and non-local kernels. The above mentioned aspects permit better description of the systems with memory that is dissipative and complex identically. The numerical scheme for solving the linear and non-linear time-space fractional diffusion equation governed by ABC fractional derivative of order. Primarily, we combined the trapezoidal formula for fractional integral approximation with a centered difference approximation of the Riesz fractional derivative with second-order accuracy in space to attain the numerical scheme for the
linear time-space fractional diffusion equation. Afterwards, we have extended the scheme to get the solution of the non-linear time-space fractional diffusion equation. The stability of the proposed scheme has been established analytically. Also, we investigated the convergence of the proposed scheme and proved that the proposed scheme converges at the rate of $O(t^2 + h^2)$ having space mesh size $h$ and time step $t$. Numerical simulations are presented to demonstrate the effect of fractional

Figure 1. Numerical solutions for $K_0 = 0.25$, $\tau = 0.002$, $h = 0.0314$, $\alpha = 0.9$ and $\nu = 1.2, 1.7$.

Figure 2. Numerical solutions for $K_0 = 0.25$, $\tau = 0.002$, $h = 0.0314$, $\nu = 1.9$ and $\alpha = 0.2, 0.7$.

Figure 3. Effect of varying diffusion co-efficient $K_0$ for $\alpha = 0.7$, $\nu = 2$, $\tau = 0.002$, $h = 0.0314$. 
order in space and time and the impact of varying the diffusion co-efficient $K_r$ on fractional diffusion equations in Figures 1–4.
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