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Abstract

We present results from high-resolution ($R \sim 40,000$) spectroscopic observations of over 200 metal-poor stars, mostly selected from the RAVE survey, using the Southern African Large Telescope. We were able to derive stellar parameters for a total of 108 stars; an additional sample of 50 stars from this same effort was previously reported on by Rasmussen et al. Among our newly reported observations, we identify 84 very metal-poor (VMP; \([Fe/H] < -2.0\), 53 newly identified stars and three extremely metal-poor (EMP; \([Fe/H] < -3.0\), one newly identified stars). The elemental abundances were measured for carbon, as well as several other $\alpha$-elements (Mg, Ca, Sc, and Ti), iron-peak elements (Mn, Co, Ni, and Zn), and neutron-capture elements (Sr, Ba, and Eu). Based on these measurements, the stars are classified by their carbon and neutron-capture abundances into carbon-enhanced metal-poor (CEMP; \([\text{C/Fe}] > +0.70\)), CEMP subclasses, and by the level of their $r$-process abundances. A total of 17 are classified as CEMP stars. There are 11 CEMP-$r$ stars (eight newly identified), one CEMP-$s$ star (newly identified), two possible CEMP-$i$ stars (one newly identified), and three CEMP-no stars (all newly identified) in this work. We found 11 stars (eight newly identified) that are strongly enhanced in $r$-process elements ($r$-II; \([\text{Eu/Fe}] > +0.70\)), 38 stars (31 newly identified) that are moderately enhanced in $r$-process elements ($r$-I; \(+0.30 < [\text{Eu/Fe}] \leq +0.70\)), and one newly identified limited-$r$ star.

Unified Astronomy Thesaurus concepts: Milky Way stellar halo (1060); Stellar abundances (1577); Stellar atmospheres (1584); CEMP stars (2105); R-process (1324); Population II stars (1284)

Supporting material: machine-readable tables

1. Introduction

The first stars, thought to have formed several hundred million years after the Big Bang, were born from gas comprising only hydrogen, helium, and trace amounts of lithium (Peebles 1966; Wagoner et al. 1967). As pointed out by numerous authors, pristine gas in the environment of first-star formation cools primarily via $H_2$ line cooling, which is significantly less efficient than cooling by heavier elements and dust. In the absence of these cooling channels, it is expected that the first stars had a mass function that favored higher-mass stars than the current IMF (Abel et al. 2002; Bromm et al. 2002; Susa et al. 2019, and references therein). Unless the First Mass Function included stars with masses as low as $\sim 1 M_{\odot}$, then the first stars, often referred to as Population III, had main-sequence lifetimes that were too short for direct observation and study in the Milky Way today.

The explosive processes following the deaths of massive stars can eject any elements formed during their short evolution into the interstellar medium, which can mix with pristine gas (and the ejecta from other dying stars) and form new stars. Cooling pathways that are opened permit the formation of second-generation (Population II) stars with sufficiently low mass (and long lifetimes) that they should be presently observable (Sabano & Yoshii 1977; Silk 1977; Bromm & Loeb 2003; Frebel et al. 2007; Frebel & Bromm 2012; Susa et al. 2014; Chiaki et al. 2017; Dutta et al. 2020). Since the photospheres of low-mass stars preserve the composition of their natal gas (unless polluted by mass-transfer events from binary companions or other sources), the identification and observation of particularly low-metallicity Population II stars is crucial for understanding the nature of the Population III stars.

Beers et al. (1992) first identified that a surprising fraction of the lowest-metallicity stars discovered in the HK Survey exhibited strong CH G-band features. Subsequent observations of the most metal-poor stars have demonstrated that, as metallicity decreases, the fraction of stars with large enhancements of carbon relative to iron indeed increases dramatically (Rossi et al. 1999, 2005; Lucatello et al. 2006; Lee et al. 2013; Placco et al. 2014; Yoon et al. 2018), suggesting that carbon enhancement may be a primary signature of the first Population II stars.

Beers & Christlieb (2005) defined the chemically peculiar class of Carbon-Enhanced Metal-Poor (CEMP) stars, originally based on a carbon-abundance ratio $[\text{C/Fe}] > +1.0$ (more recently lowered to $[\text{C/Fe}] > +0.7$ by Aoki et al. 2007). Nucleosynthesis models for Population III stars have shown the production of carbon-rich and iron-poor ejecta (Meynet et al. 2006; Nomoto et al. 2006; Meynet et al. 2010; Ishigaki et al. 2014; Tominaga et al. 2014; Choplin et al. 2016; Kobayashi et al. 2020).
are in fact expected. Additionally, observations of damped Ly\(\alpha\) systems have exhibited elemental abundances including carbon enhancement matching the predicted Population III yields (Cooke et al. 2011a, 2011b; Zou et al. 2020), but see also the arguments in Frebel & Norris (2015). Although further work is required, the current evidence points toward at least some CEMP stars being likely among the first Population II stars to form.

Detailed studies of the elemental abundances for CEMP stars over the past few decades have revealed subpopulations that also provide information on the origin of the neutron-capture (n-capture) elements. There are three dominant processes identified for the production of n-capture elements, the slow (s), intermediate (i), and rapid (r) processes, associated in turn with increasing levels of neutron flux density in their production sites (see Cowan et al. 2021 for a recent review). Numerous CEMP stars exhibit overabundances of n-capture elements produced by these processes, originally subclassified by Beers & Christlieb (2005) as CEMP-s, CEMP-r/s (now often referred to as CEMP-i); see, e.g., Hampel et al. 2016; Purandardas & Goswami 2021, and CEMP-r stars. The CEMP-no stars (which do not exhibit overabundances of n-capture elements) have been shown to dominate the fractions of carbon-enhanced stars at the lowest metallicities (Placco et al. 2014; Yoon et al. 2016, and references therein), and may be the direct descendants of Population III stars (see, e.g., Chiaki et al. 2020; Almusleh et al. 2021, and references therein). High-resolution spectroscopic analyses for larger samples of all of these subclasses would improve our understanding of their astrophysical origins. Table 1 summarizes the current definitions of these subclasses, based in part on recent revisions from Frebel (2018).

The origins of the various subclasses of r-process-enhanced (RPE) stars, also listed in Table 1, are the subject of active investigation. Neutron star mergers (NSMs) have gained support as sources of heavy r-process material, with the inference of lanthanide material synthesized by the kilonova associated with the gravitational wave signal from an NSM detected by LIGO, GW170817 (Abbott et al. 2017; Drout et al. 2017; Kilpatrick et al. 2017; Shappee et al. 2017). In addition, recent observations of RPE stars in the satellite ultra-faint dwarf (UFD) galaxies Reticulum II (Ji et al. 2016, 2019; Roederer et al. 2016) and Tucana III (Hansen et al. 2017; Marshall et al. 2019), as well as in the Magellanic Clouds (Reggiani et al. 2021), demonstrate that UFDs and dwarf spheroidal galaxies are the likely birthplaces of the metal-poor RPE stars in the halo of the Milky Way, which were then strewn throughout it when their parent systems were disrupted during accretion (see, e.g., Roederer et al. 2018; Brauer et al. 2019, and Gudín et al. 2021). Although rapid progress has been made with the dedicated R-Process Alliance survey (Holmbeck et al. 2020, and references therein), further expansion of the numbers of RPE stars with high-resolution spectroscopic analyses is required in order to better constrain the possible variety of astrophysical origins of this process.

This paper, the second describing high-resolution spectroscopic observations of metal-poor stars with the Southern African Large Telescope (SALT), adds a number of newly analyzed high-resolution spectra for CEMP and RPE stars, as well as for “normal” metal-poor stars in the halo of the Milky Way. Section 2 describes the target selection and observations of our SALT sample. Section 3 explains the reduction and stellar-parameter derivation processes. In Section 4, we describe the derivation of abundances for the stars in our sample. Section 5 reports the final elemental abundances and classifications of our stars. In Section 6, we summarize these results and future plans for these data.

2. Target Selection and Observations.

The first paper in this effort (Rasmussen et al. 2020) outlined the target selection in detail; here, we provide a brief summary.

2.1. Target Selection

The stars observed in this survey were selected for their brightness and low metallicity. Most of the candidates came from the Radial Velocity Experiment (RAVE), nominally with [Fe/H] \(\lesssim -2.0\), but other stars with similarly low metallicities were also observed. This survey is magnitude-limited (9 < \(m_R\) < 12), which alleviates some potential selection biases. The RAVE survey used measurements of the calcium triplet to estimate stellar parameters, including metallicities, for its stars (Steinmetz et al. 2006; Kunder et al. 2017). It became clear, however, based on early follow-up observations of the metal-poor candidates from RAVE, that about 30%–40% of these candidates in fact possessed metallicities that were somewhat higher than in the (early) published work, hence we initiated a more extensive follow-up campaign in order to validate RAVE candidates prior to obtaining additional high-resolution spectroscopic follow-up. The metal-poor RAVE candidates were observed at medium resolution (1200 \(\lesssim R \lesssim 2000\)) with the following telescopes: the New Technology Telescope, Mayall Telescope, Gemini North, Gemini South, and SOAR. The spectra obtained with these telescopes where then processed with the non-Segue Stellar Parameter Pipeline (n-SSPP; see Beers et al. 2014, 2017) to obtain stellar parameters and [C/Fe] abundance ratios; for details, see Placco et al. (2018). Note that the [C/Fe] obtained in Placco et al. (2018) were corrected for the effects of carbon depletion during ascent of the giant branch, as described in Placco et al. (2014). All of these stars had V magnitudes brighter than 14; a histogram of the V magnitudes for the target stars that were observed with SALT is shown in Figure 1. The figure shows the full sample of targets (including those previously reported in Rasmussen et al. 2020), as well as the subset of stars for which stellar parameters and abundance analyses could be carried out, as described below.

2.2. SALT Observations

A total of 223 high-resolution (\(R \sim 40,000\)) spectroscopic observations of these relatively bright targets were completed with SALT from 2017 April to 2019 April, primarily during

| Subclasses | Definition |
|------------|------------|
| CEMP       | [C/Fe] > +0.7 |
| CEMP-\(r\) | [C/Fe] > +0.7, [Eu/Fe] > +0.70, [Ba/Fe] < 0.0 |
| CEMP-\(s\) | [C/Fe] > +0.7, [Ba/Fe] > +1.0, [Ba/Fe] > +0.5 |
| CEMP-i (\(r/s\)) | [C/Fe] > +0.7, 0.0 < [Ba/Fe] < +0.5 or 0.0 < [La/Fe] < +0.7 |
| CEMP-no    | [C/Fe] > +0.7, [Ba/Fe] < 0 |
| r-II       | [Eu/Fe] > +0.70, [Ba/Fe] < 0.0 |
| r-I        | +0.30 < [Eu/Fe] < +0.70, [Ba/Fe] < 0.0 |
| Limited-\(r\) | [Sr/Ba] > +0.5, [Eu/Fe] ≤ +0.3 |
commissioning or bad-weather time. The total observation time was 55 hours. However, the low signal-to-noise (S/N < 20 at 5333 Å) for many of the targets prevented accurate stellar-parameter determination and abundance measurements. The High-Resolution Spectrograph (HRS) on SALT is a dual-beam, single-object, fiber-fed echelle spectrograph, which yielded a usable wavelength range from 3970 to 5560 Å. The spectra had too low S/N below 3970 Å, and the pipeline used for reduction prevented use of the spectra redward of 5560 Å. The position of each target in degrees, the UT date of observation, and the radial velocity, along with its error, are listed in Table 2.

### 3. Data Reduction, Estimation of Stellar Parameters, and Comparisons with Previous Stellar-parameter Estimates.

In this section, we briefly summarize the data reduction, derivation of the stellar parameters (\(T_{\text{eff}}, \log g, \) and [Fe/H]), and a comparison to stellar parameters for stars in common with previous (lower-resolution) analyses.

#### 3.1. Data Reduction

Data reduction was accomplished with an IRAF pipeline created for these data, making use of the noao, imred, cddred, and echelle packages. The spectra (each from a single observation) were then normalized, stitched together, and radial-velocity corrected via a cross-correlation procedure using the software Spectroscopy Made Harder (SMHR; Casey 2014).

Stellar-parameter estimates were determined using Fe I and Fe II equivalent-width measurements. To determine \(T_{\text{eff}}, \) Fe I abundances were measured from lines with a variety of excitation potentials, and the \(T_{\text{eff}} \) was chosen to minimize the residuals between iron abundances measured from the Fe I lines. In order to determine the surface gravities, \(\log g,\) the residuals between the abundance measurements of Fe I and Fe II lines were minimized. Microturbulent velocities were found using Fe I lines with varied reduced equivalent widths. The microturbulent velocity that gave the best agreement in iron abundance from the Fe I lines of the various reduced equivalent widths was chosen. To find the stellar parameters that minimized all of these differences, the solve function within SMHR was used. The errors in the stellar parameters are dominated by systematic errors, and thus we report this for simplicity. The resulting derived stellar parameters are shown in Figure 2 (which includes 12 Gyr isochrones for a range of [Fe/H]) and listed in Table 3, along with the S/N of the spectra.

#### 3.2. Comparisons with Previous Estimates

We now consider comparisons between our derived stellar parameters and those provided by RAVE DR5 (Kunder et al. 2017), Placco et al. (2018; P18), and Huang et al. (2021; H21), shown in Figure 3. For this exercise, we make use of the biweight estimators of location and scale, which are robust statistical estimators described in Beers et al. (1990). The biweight location is similar to a mean, but is less affected by

---

7 Note that Rasmussen et al. (2020) measured S/N at 4300 Å, while in this paper we measured S/N at 5333 Å, resulting in slightly higher reported S/N.

8 IRAF was distributed by the National Optical Astronomy Observatory, which was managed by the Association of Universities for Research in Astronomy (AURA) under a cooperative agreement with the National Science Foundation.
The Astrophysical Journal, 927:13 (14pp), 2022 March 1

Table 3
Signal-to-noise and Stellar Parameters

| Name                      | Other Name       | S/N (5033 Å) | $T_{\text{eff}}$ (K) | log $g$ (cgs) | $\xi$ (km s$^{-1}$) | [Fe/H] |
|---------------------------|------------------|--------------|----------------------|---------------|---------------------|--------|
| RAVE J000438.4-540134     |                  | 30           | 4678 ± 150           | 1.51 ± 0.30   | 1.87 ± 0.20         | −2.38 ± 0.10 |
| RAVE J001236.5-181631      |                  | 57           | 5073 ± 150           | 2.41 ± 0.30   | 1.63 ± 0.20         | −2.41 ± 0.09 |
| RAVE J003946.9-684957      |                  | 32           | 4631 ± 150           | 1.16 ± 0.30   | 1.88 ± 0.20         | −2.62 ± 0.10 |
| RAVE J010839.6-285701      | SMSS J010839.58-285701.5 | 27 | 4843 ± 150           | 1.17 ± 0.30   | 1.61 ± 0.20         | −2.87 ± 0.14 |
| 2MASS J01162885-5343408    |                  | 32           | 4808 ± 150           | 1.54 ± 0.30   | 2.09 ± 0.20         | −2.76 ± 0.14 |
| 2MASS J01201051-4849461    |                  | 31           | 4797 ± 150           | 1.69 ± 0.30   | 1.08 ± 0.20         | −2.17 ± 0.14 |
| RAVE J012931.1-160046      | BPS CS 31082-0001, BD-16 251 | 49 | 4676 ± 150           | 1.01 ± 0.30   | 2.23 ± 0.20         | −2.98 ± 0.15 |
| RAVE J013807.0-195210      |                  | 34           | 4898 ± 150           | 2.48 ± 0.30   | 1.28 ± 0.20         | −2.05 ± 0.14 |
| RAVE J014254.2-503249      |                  | 37           | 5109 ± 150           | 2.69 ± 0.30   | 1.45 ± 0.20         | −2.18 ± 0.11 |
| RAVE J014908.0-491143      | HE 0147-4926, CD-49 506 | 66 | 4556 ± 150           | 0.72 ± 0.30   | 2.14 ± 0.20         | −3.08 ± 0.10 |

(This table is available in its entirety in machine-readable form.)

Table 4
Line List for Equivalent-width Analysis

| Ion | $\lambda$ | $\chi$ | log $gf$ |
|-----|-----------|--------|----------|
| Fe I | 3963.1 | 3.281 | −0.68 |
| Fe I | 3977.74 | 2.196 | −1.12 |
| Fe I | 4001.66 | 2.174 | −1.90 |
| Fe I | 4005.24 | 1.556 | −0.58 |
| Fe I | 4032.63 | 1.484 | −2.38 |
| Fe I | 4045.81 | 1.484 | 0.28 |
| Fe I | 4058.22 | 3.209 | −1.18 |
| Fe I | 4063.28 | 3.368 | −0.81 |
| Fe I | 4063.59 | 1.556 | 0.06 |
| Fe I | 4067.98 | 3.209 | −0.53 |

(This table is available in its entirety in machine-readable form.)

Figure 2. Isochrones for stars with derived stellar-parameter estimates. The different colors represent isochrones at 12 Gyr with different metallicities, taken from Demarque et al. (2004).

outliers. The biweight scale describes the dispersion of the data, and is a resistant estimator similar to a standard deviation. We compare our $T_{\text{eff}}$, surface gravity, and [Fe/H] to all three previous estimations of stellar parameters; no comparison for surface gravity is made with H21, because only luminosity classes were assigned in that paper.

The RAVE estimates of $T_{\text{eff}}$ (top left panel of Figure 3) have a negligible offset with respect to the SALT data (8 K), however they exhibit large scatter (405 K). Comparisons with the temperature results from P18 shown in the center left panel exhibit an offset of −271 K, but much reduced dispersion (194 K), indicating significantly higher precision than obtained from the RAVE residuals. The offset for the comparisons with P18 can be partially explained by their use of photometric temperatures. As shown by Frebel et al. (2013), photometric estimates of temperature tend to be higher than those based exclusively on spectroscopic data. The $T_{\text{eff}}$ comparison with H21 shown in the bottom left panel has an offset of −233 K and a dispersion of 165 K. The offset again is likely caused by the differences in the photometric and spectroscopic temperature estimates. The dispersion in the residuals for these estimates between our sample and H21 is lower than for the other two comparisons.

The surface-gravity residuals from RAVE (top middle panel) with respect to the SALT analysis have an offset of −0.59 dex, and a rather large dispersion (1.17 dex). This large difference likely arises from the inherent degeneracy that comes from determining $T_{\text{eff}}$, surface gravity, and [Fe/H] from a single feature (in this case, the Ca triplet). RAVE appears to underestimate the surface gravity for stars with lower surface gravity and overestimate the surface gravity for stars with higher surface gravity, when compared to the SALT data. Comparisons of the surface-gravity estimates between P18 (lower middle panel) and the SALT stars yields a small offset, −0.18 dex. The dispersion is also much smaller than for the RAVE data, 0.68 dex, and does not exhibit any trend with respect to the SALT estimates.

The residuals in estimates of [Fe/H] from RAVE (top right panel) with respect to the SALT data have a reasonably small offset (−0.20 dex), with a dispersion of 0.45 dex, but appear to exhibit a larger spread for stars with [Fe/H] ≤ −2.5 compared to the SALT results. The [Fe/H] results from P18 (center right panel) match up quite well with the SALT results. There is a negligible offset (−0.01 dex) and relatively small dispersion (0.28 dex). The comparisons to H21 exhibit a slight offset of −0.13 dex with a small dispersion of 0.23 dex.
4. Abundance Measurements

The measurements of elemental abundances for the stars in this sample were accomplished using equivalent-width measurements and spectrum synthesis (for C and the n-capture elements). The line list used for equivalent-width measurements is provided in Table 4. This line list was generated using Linemake (Placco et al. 2021).

The equivalent widths were first found for iron with measurements of Fe I and Fe II lines, and were used to find the stellar parameters, as described above. Then, equivalent widths were measured for Mg I, Si I, Ca I, Sc I, Sc II, Ti I, Ti II, Cr I, Cr II, Mn I, Co I, Ni I, Zn I, Sr II, and Ba II, when the spectrum permitted, using a Gaussian fit to the available features. The equivalent widths are then compared to features. The equivalent widths are then compared to spectrum permitted, using a Gaussian fit.
interpolations of the ATLAS9 model atmospheres (Castelli & Kurucz 2003).

Stellar abundances are based on the mean value when multiple features for a given element were measured. Errors for these are taken as the standard deviation of the measurements. For species with only one measurement, an error of 0.20 dex is adopted. The results are listed in Tables 5 and 6.

For the stellar synthesis of C, Ba, and Eu, MOOG (Sneden 1973; Sobeck et al. 2011) was employed to carry out LTE analyses of the stellar spectra. For the estimation of the stellar abundances, we use $\alpha$-enhanced ($[\alpha/Fe] = +0.4$) ATLAS9 model atmospheres (Castelli & Kurucz 2003). Line lists for each region of interest are generated with Linemake\(^9\).

\(^{9}\) https://github.com/vmplacco/linemake

![Figure 3. The residuals between our stellar parameters and RAVE DR5 (Kunder et al. 2017), Placco et al. (2018), and Huang et al. (2021). The top three plots show this sample compared to RAVE DR5 data. The middle plots show residuals between this sample and Placco et al. (2018). The bottom two plots show residuals of the differences between this sample and Huang et al. (2021). The residuals are calculated as this sample’s values minus the RAVE/Placco/Huang values. The red line shows the biweight location, and the blue shaded regions show the first (1$\sigma$) and second (2$\sigma$) biweight scale ranges of the comparisons.](https://example.com/figure3.png)
These line lists include CH, C\textsubscript{2}, and CN molecular lines (Brooke et al. 2013; Masseron et al. 2014; Ram et al. 2014; Sneden et al. 2014), as well as isotopic shift and hyperfine-structure information for Ba and Eu (Lawler et al. 2001; Gallagher et al. 2010). We use the solar isotopic ratios in Asplund et al. (2009) for n-capture elements with hyperfine-splitting effects. The C abundances were obtained by fitting the CH G-band at 4313 Å.

4.1. Equivalent-width Measurements

There are eight strong Mg I lines in our available wavelength range; we were able to measure six of them for most stars. The feature at 3986 Å was measured for roughly three quarters of the stars. The feature at 4167 Å was blended with another feature for most stars, and so was measured successfully for only about 40% of the stars.

There was one Si I line available for measurement (4103 Å), and we were able to measure it for about 70% of the sample. For the remaining stars, the strength of the C\textsubscript{2} feature at 4102 Å washed out the Si I line.

The Ca I lines, with the exception of the 4435 Å line, were available for measurement for most stars in the sample. The 4435 Å line was blended with an adjacent feature, and thus was only measured for about half of the stars in the sample.

One Sc I line and nine Sc II lines were measured in the wavelength coverage of this sample. Of these 10 total lines, eight were able to be measured in most stars. The Sc I 4995 Å line and Sc II 5318 Å line were too weak in many stars for measurement. The number of Sc lines measured allowed for errors below 0.30 dex for 80% of the sample.

The abundance of Ti was estimated with both Ti I and Ti II lines, which have many lines available for measurement in this sample. On average, we were able measure 21 Ti I lines, and 34 Ti II lines in each star. The resulting error for the Ti abundance estimate was, on average, 0.17 dex. There were, however, a few lines that were rarely used; these lines are Ti I at 4008 Å, and Ti II at 4398, 4409, 4636, and 5268 Å.

Both Cr I and Cr II have measurable features in the observed wavelength range. Between the two species, an average of 25 Cr lines are measured per star, with an average dispersion of the derived abundance estimates of 0.16 dex.

Manganese had few lines available, but most were readily measurable; we measured four lines for most stars. We were able to measure the weak lines at 4034 and 4041 Å for about 75% of the sample. The situation for the Co I lines is very similar to Mn; three lines were measured on average. We were
able to measure the 3995 and 4110 Å lines for approximately 90% of the sample, the 4020 Å line was measured for 75% of the stars, and the 4118 Å line was measured for half the stars.

Nickel has many lines in the spectral region observed, with most stars having more than 10 lines measured. The Ni abundance estimates exhibit good agreement, with over 90% of stars having an error in Ni no greater than 0.20 dex. The lines at 4605, 4686, and 5155 Å were able to be measured for about two-thirds of the stars, despite their weakness.

The last three elements with abundance estimates measured with equivalent widths, Zn, Sr, and Ba, each had two features that could be measured—for Zn, the lines at 4722 and 4810 Å, for Sr, the lines at 4077 and 4215 Å, and for Ba, the lines at 4554 and 4934 Å. These features were measured for about 90% of the stars, except for the Sr II line at 4077 Å. This line was only possible to measure in about 30% of the stars, due to blending.

4.2. Synthesis Measurements

Synthesis measurements were made for six spectral features—three Eu features, two Ba features, and one C feature. Figure 4 shows examples of all of these syntheses. The errors for these abundance estimates are 0.20 dex for Ba and Eu and 0.30 dex for C, based on the systematic errors arising from errors in stellar parameters as described in Holmebeck et al. (2020) for spectra of similar resolution, S/N, and stellar parameters. The 1σ errors in the fits are shown as the shaded blue regions in Figure 4. These are all significantly smaller than the expected systematic errors, so we simply adopt the systematic errors in our estimated abundances. To account for isotopic differences in these syntheses, we considered the following isotopes: 12C, 13C, 134Ba, 136Ba, 138Ba, 151Eu, and 152Eu.

The molecular C feature at 4313 Å extends across a wide wavelength region, as shown in Figure 4. Carbon abundances were corrected for depletion on the giant branch using the method prescribed in Placco et al. (2014).

The two Ba features that were used for synthesis are the same ones used for equivalent-width measurements. Both features are relatively easy to measure due to the lack of other nearby features, the S/N at their locations, and the strength of the features. Each feature was measured for over 80% of the
stars; blending prevented measurement for the remaining 20% of the stars.

The Eu feature at 4129 Å has lower S/N than the other synthesized features. This feature was able to be measured through synthesis for about half the stars. The Eu feature at 4205 Å was measured for roughly 60% of the sample stars. The nearby Mn II feature and CH isotopic features affect the measurement of the synthesis in the stars for which Eu was not measured at this location. The Eu feature at 4435 Å is blended with a Ca I feature, so accurate measurement of Ca is important for the measurement of europium with this feature. The blend with Ca was handled sufficiently well for just over half of the

Figure 6. Abundances of the α-capture elements for stars in our sample, subclassified as shown in the legend of Figure 5. These stars are plotted along with MP stars taken from the SAGA database (Suda et al. 2011) in light gray. An error bar of 0.1 dex is shown for Fe and 0.20 dex for the α-capture elements.

Figure 7. Abundances of the Fe-peak elements for stars in our sample, subclassified as shown in the legend of Figure 5. These stars are plotted along with MP stars taken from the SAGA database (Suda et al. 2011) in light gray. An error bar of 0.1 dex is shown for Fe and 0.20 dex for the Fe-peak elements.
sample, and thus allowed a measurement of Eu based on this feature.

Where abundance analysis results were available for both the equivalent-width and synthesis methods, we adopt the mean of these determinations. The full set of results are provided in Tables 5, 6, and 7.

5. Results

5.1. Classifications

The abundance measurements are used to classify stars using the categories described in Table 1. Goswami et al. (2021) and others have suggested that using [La/Eu] to determine i-process enrichment is more appropriate than [Ba/Eu], but in the absence of La, we used [Ba/Eu]. The carbon and n-capture elemental abundances are listed in Table 7. It should be noted that we report both evolutionary corrected values and uncorrected values of carbon in this table. A substantial fraction of the stars in this sample exhibit carbon enhancement, with 27 stars (24% of the sample) having [C/Fe] > +0.5. This sample contains 17 CEMP stars (15% of the sample). The stars in the sample with measured carbon abundances are shown in the Yoon-Beers A(C), versus [Fe/H] diagram in Figure 5. Of the 17 CEMP stars, 11 are identified as CEMP-r stars (eight newly identified), one as a CEMP-s star (newly identified), two are identified as possible CEMP-i stars (one newly identified), and three are identified as CEMP-no stars (all newly identified). Among the stars with r-process enhancements, we found 11 r-II stars (eight newly identified, 38 r-I stars (31 newly identified), and one newly identified limited-r star.

5.2. Abundances

Figures 6, 7, and 8 show the abundances measured in this work plotted over literature abundance values for MP stars taken from the SAGA database (Suda et al. 2011). With the exception of Co for our more metal-rich stars, the elements measured in our sample exhibit values and trends that are similar to those found for previously studied MP stars. Kobayashi & Nomoto (2009) discusses the differences in formation rates of Mn and Zn in type Ia supernova with varying metallicity. This difference in the formation rates is believed to be the cause for the abundance trends seen for Mn and Zn in Figure 7.

5.3. Comparison to Prior Stellar-parameter and Abundance Measurements

Twenty-two of our sample stars have previous stellar-parameter and elemental-abundance estimates based on high-resolution spectroscopy reported in the literature. Table 8 summarizes the differences between the our derived stellar parameters and the abundance estimates from the literature, where available.

The residuals between surface gravities and microturbulent velocities have small differences, with offsets of 0.10 dex and 0.06 km s⁻¹, respectively. These parameters exhibit a moderate scatter, with a dispersion of 0.51 dex and 0.41 km s⁻¹, respectively.

As also shown in Table 8, residuals in [Fe/H] between our sample and previous studies are relatively small; an offset of +0.13 dex and a dispersion of 0.17 dex. For [C/Fe] (not including the evolutionary corrections), the difference between our sample stars and the previous results is quite small. The mean difference is +0.01 dex, and the dispersion of the residuals is 0.23 dex.

The n-capture abundance comparisons with previous studies exhibit fair agreement. The offset of the residuals for [Sr/Fe] is −0.08 dex, with a dispersion of 0.38 dex. The [Ba/Fe] residuals have a larger offset (+0.29 dex) but a smaller dispersion (0.27 dex). The [Eu/Fe] measurements agree well with previous studies, with an offset of +0.06 dex and a
### Table 8
Comparison with Previous High-resolution Spectroscopic Results

| Name                          | Lit. Name | Lit. | S/N | $\Delta T_{\text{eff}}$ (K) | $\Delta \log g$(dex) | $\Delta \xi$ (km s$^{-1}$) | $\Delta$ [Fe/H](dex) |
|-------------------------------|-----------|------|-----|-----------------------------|----------------------|--------------------------|---------------------|
| RAVE J010839.6-285701         |           |      | 3   | 27                          | −0.12                 | −0.38                     | −0.29               | +0.15               |
| RAVE J012931.1-160046         |           |      | 1   | 49                          | −0.20                 | −0.79                     | +0.10               | −0.17               |
| RAVE J014254.2-503249         |           |      | 1   | 37                          | −23                   | +0.04                     | −0.10               | −0.09               |
| RAVE J014908.9-091143         |           |      | 1   | 66                          | −126                  | −0.21                     | +0.19               | −0.14               |
| RAVE J021110.2-191124         |           |      | 2   | 39                          | +248                  | +0.82                     | +0.13               | +0.10               |
| RAVE J114444.8-112817         |           |      | 70  | −18                         | −0.05                 | +0.10                     | −0.21               |                   |
| RAVE J133352.8-262354         |           |      | 54  | −53                         | −0.18                 | −0.01                     | −0.15               |                   |
| RAVE J140335.4-333526         |           |      | 27  | −13                         | +0.01                 | +0.14                     | −0.04               |                   |
| RAVE J155829.6-122434         |           |      | 63  | −288                        | −0.52                 | −0.14                     | −0.28               |                   |
| RAVE J160245.0-152102         |           |      | 81  | −214                        | −0.54                 | −0.40                     | −0.25               |                   |
| RAVE J180242.3-404443         |           |      | 28  | −252                        | −0.91                 | −0.39                     | −0.33               |                   |
| RAVE J183623.2-642812         |           |      | 28  | +6                          | −0.01                 | −0.12                     | +0.03               |                   |
| RAVE J192325.2-583341         |           |      | 48  | −206                        | −0.32                 | −0.22                     | −0.33               |                   |
| RAVE J203622.6-671420         |           |      | 81  | +144                        | +0.76                 | +0.71                     | −0.18               |                   |
| RAVE J205149.7-615801         |           |      | 66  | −168                        | −0.26                 | −0.51                     | −0.16               |                   |
| RAVE J205609.1-133118         |           |      | 93  | +24                         | +0.06                 | −0.01                     | −0.03               |                   |
| RAVE J210642.9-682827         |           |      | 58  | −244                        | −0.77                 | −1.25                     | −0.19               |                   |
| RAVE J211525.5-150331         |           |      | 21  | +85                         | +0.44                 | +0.30                     | −0.02               |                   |
| RAVE J224927.6-223829         |           |      | 66  | −338                        | −0.67                 | −0.48                     | −0.21               |                   |
| RAVE J225319.9-224856         |           |      | 21  | −211                        | −0.43                 | −0.48                     | −0.29               |                   |
| RAVE J230222.6-683323         |           |      | 50  | +312                        | +0.74                 | −0.26                     | +0.38               |                   |
| RAVE J231300.0-450707         |           |      | 62  | +192                        | +0.50                 | +0.50                     | +0.11               |                   |

| Name                          | Lit. Name | Lit. | S/N | $\mu = +0.18$ | $\mu = +0.04$ | $\mu = +0.13$ | $\sigma = 0.53$ | $\sigma = 0.38$ | $\sigma = 0.17$ |
|-------------------------------|-----------|------|-----|----------------|----------------|----------------|----------------|----------------|----------------|
| RAVE J010839.6-285701         |           |      | 3   | −0.12          | +0.7           | −0.27          | ...            | ...            | ...            |
| RAVE J012931.1-160046         |           |      | 1   | −0.09          | −0.43          | +0.16          | −0.08          | +0.24          | ...            |
| RAVE J014254.2-503249         |           |      | 1   | +0.18          | −0.05          | +0.17          | +0.02          | +0.15          | ...            |
| RAVE J014908.9-091143         |           |      | 1   | +0.02          | +0.44          | +0.20          | +0.26          | −0.06          | ...            |
| RAVE J021110.2-191124         |           |      | 2   | +0.54          | ...            | ...            | ...            | ...            | ...            |
| RAVE J112651.4-180530         |           |      | 2   | +0.25          | −0.04          | +0.39          | −0.03          | +0.41          | ...            |
| RAVE J124444.4-112817         |           |      | 2   | +0.03          | +0.04          | +0.37          | −0.23          | −0.06          | ...            |
| RAVE J133352.6-262354         |           |      | 1   | +0.03          | +0.01          | +0.79          | +0.04          | +0.75          | ...            |
| RAVE J140335.4-333526         |           |      | 1   | −0.34          | +0.02          | +0.29          | −0.09          | +0.38          | ...            |
| RAVE J155829.6-122434         |           |      | 1   | −0.01          | −0.33          | +0.18          | −0.21          | +0.39          | ...            |
| RAVE J160245.0-152102         |           |      | 1   | +0.13          | ...            | −0.21          | −0.54          | +0.33          | ...            |
| RAVE J180242.3-404443         |           |      | 1   | +0.05          | +0.84          | +0.11          | −0.05          | +0.16          | ...            |
| RAVE J183623.2-642812         |           |      | 1   | −0.14          | −0.23          | +0.32          | −0.13          | +0.44          | ...            |
| RAVE J192325.2-583341         |           |      | 1   | −0.67          | ...            | +0.80          | −0.05          | +0.67          | ...            |
| RAVE J203622.6-671420         |           |      | 1   | −0.10          | −0.28          | +0.36          | +0.08          | +0.44          | ...            |
| RAVE J205149.7-615801         |           |      | 1   | +0.02          | −0.15          | +0.53          | +0.21          | +0.32          | ...            |
| RAVE J205609.1-133118         |           |      | 1   | −0.32          | −0.67          | +0.31          | −0.43          | +0.75          | ...            |
| RAVE J210642.9-682827         |           |      | 1   | +0.17          | ...            | −0.14          | ...            | ...            | ...            |
| RAVE J215118.3-135937         |           |      | 1   | −0.13          | −0.27          | +0.57          | −0.17          | +0.74          | ...            |
Table 8
(Continued)

| Name                  | Lit. Name | Lit.     | S/N | $\Delta T_{\text{eff}}$ (K) | $\Delta \log g$ (dex) | $\Delta \xi$ (km s$^{-1}$) | $\Delta [\text{Fe/H}]$ (dex) |
|-----------------------|-----------|----------|-----|-----------------------------|----------------------|-----------------------------|------------------------------|
| RAVE J224927.6-223829 | 1         | CD-23 17654 | 21  | $-0.17$                     | $\cdots$            | $+0.09$                     | $-0.04$                      | $+0.13$                      |
| RAVE J225319.9-224856 | 1         |          | 50  | $+0.29$                     | $-0.33$              | $+0.49$                     | $\cdots$                    | $\cdots$                    |
| RAVE J230222.9-683323 | 1         |          | 62  | $+0.12$                     | $+0.23$              | $\cdots$                    | $\cdots$                    | $-0.37$                      |

$\mu = +0.01$  $\mu = -0.08$  $\mu = +0.29$  $\mu = +0.07$  $\mu = +0.38$

$\sigma = 0.23$  $\sigma = 0.38$  $\sigma = 0.27$  $\sigma = 0.17$  $\sigma = 0.28$

**References.** (1) Hansen et al. 2018; (2) Sakari et al. 2018; (3) Jacobson et al. 2015. **Notes.** We compare to the LTE values in Jacobson et al. (2015). Average uncertainties for [X/Fe] are as follows: $\sim$0.20–0.40 dex per Hansen et al. (2018), $\sim$0.05–0.25 dex per Sakari et al. (2018), and $\sim$0.11–0.14 dex per Jacobson et al. (2015). In this table, $\mu$ refers to biweight location and $\sigma$ refers to biweight scale. The offset of the residuals in $T_{\text{eff}}$ is 54K, with a dispersion of 180K.
We found 11 stars for an expanded sample of r-process-element enhancement of the ~80 stars that we were unable to measure stellar parameters and abundances for due to low S/N.

The stellar parameters we obtained were compared with those from two previous moderate- and low-resolution spectroscopic surveys—RAVE DR5 (Kunder et al. 2017) and Placco et al. (2018), and one based on photometric estimates (Huang et al. 2021). The results of the latter two comparisons are improved relative to those from RAVE DR5.

Of the 108 stars we analyzed, 84 are very metal-poor (VMP; [Fe/H] < −2.0; 53 newly identified), and three are extremely metal-poor (EMP; [Fe/H] < −3.0; one newly identified). Elemental abundances were determined for these stars, including carbon abundances. This sample was found to contain 27 stars with evolution-corrected [C/Fe] > +0.50, and 17 CEMP stars ([C/Fe] > +0.70). There are 11 CEMP-r stars (eight newly identified), one CEMP-s star (newly identified), two possible CEMP-i stars (one newly identified), and three CEMP-no stars (all newly identified) in this work. We found 11 stars (eight newly identified) that are strongly enhanced in r-process elements (r-II; [Eu/Fe] > +0.70), 38 stars (31 newly identified) that are moderately enhanced in r-process elements (r-I; +0.30 < [Eu/Fe] ≤ +0.70), and one newly identified limited-r star.

The newly identified CEMP stars from this sample will be combined with those in the sample of Yoon et al. (2016), and others appearing in the literature since its publication, in order to perform a chemo-dynamical clustering analysis, using methods as described in Gudin et al. (2021). A similar study for an expanded sample of r-process-enhanced stars, including our newly identified examples, is already underway (D. Shank et al. 2021, in preparation). We expect these analyses to help refine our understanding of the sites and environments in which these classes of chemically peculiar stars formed in the Milky Way.
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All of the observations reported in this paper were obtained with the Southern African Large Telescope (SALT).

Facility: Southern African Large Telescope (SALT) High Resolution Spectrograph (HRS).

6. Summary and Outlook

This work presents the results from analyses of high-resolution spectroscopy for 108 MP stars, obtained with the Southern African Large Telescope (SALT). In future work, we plan to obtain better high-resolution spectra for the most interesting (those showing hints of carbon and/or r-process-element enhancement) of the ~80 stars that we were unable to measure stellar parameters and abundances for due to low S/N.

The stellar parameters we obtained were compared with those from two previous moderate- and low-resolution spectroscopic surveys—RAVE DR5 (Kunder et al. 2017) and Placco et al. (2018), and one based on photometric estimates (Huang et al. 2021). The results of the latter two comparisons are improved relative to those from RAVE DR5.

Of the 108 stars we analyzed, 84 are very metal-poor (VMP; [Fe/H] < −2.0; 53 newly identified), and three are extremely metal-poor (EMP; [Fe/H] < −3.0; one newly identified). Elemental abundances were determined for these stars, including carbon abundances. This sample was found to contain 27 stars with evolution-corrected [C/Fe] > +0.50, and 17 CEMP stars ([C/Fe] > +0.70). There are 11 CEMP-r stars (eight newly identified), one CEMP-s star (newly identified), two possible CEMP-i stars (one newly identified), and three CEMP-no stars (all newly identified) in this work. We found 11 stars (eight newly identified) that are strongly enhanced in r-process elements (r-II; [Eu/Fe] > +0.70), 38 stars (31 newly identified) that are moderately enhanced in r-process elements (r-I; +0.30 < [Eu/Fe] ≤ +0.70), and one newly identified limited-r star.

The newly identified CEMP stars from this sample will be combined with those in the sample of Yoon et al. (2016), and others appearing in the literature since its publication, in order to perform a chemo-dynamical clustering analysis, using methods as described in Gudin et al. (2021). A similar study for an expanded sample of r-process-enhanced stars, including our newly identified examples, is already underway (D. Shank et al. 2021, in preparation). We expect these analyses to help refine our understanding of the sites and environments in which these classes of chemically peculiar stars formed in the Milky Way.
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