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Abstract

A Gaussian process (GP)-based methodology is proposed to emulate computationally expensive dynamical computer models or simulators. The method relies on emulating the short-time numerical flow map of the model. The flow map returns the solution of a dynamic system at an arbitrary time for a given initial condition. The prediction of the flow map is performed via a GP whose kernel is estimated using random Fourier features. This gives a distribution over the flow map such that each realisation serves as an approximation to the flow map. A realisation is then employed in an iterative manner to perform one-step ahead predictions and forecast the whole time series. Repeating this procedure with multiple draws from the emulated flow map provides a probability distribution over the time series. The mean and variance of that distribution are used as the model output prediction and a measure of the associated uncertainty, respectively. The proposed method is used to emulate several dynamic non-linear simulators including the well-known Lorenz attractor and van der Pol oscillator. The results show that our approach has a high prediction performance in emulating such systems with an accurate representation of the prediction uncertainty.
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1 Introduction

The problem of predicting the output of complex computer codes occurs frequently in many applications. Such simulators are computationally intensive, and hence the number of simulation runs is limited by our budget for computation. One way to overcome this problem is to create a surrogate of
the complex computer code. Surrogate models are statistical representation of the true model relying on a limited number of simulation runs and are cheap-to-evaluate. Among broad types of surrogate models, Gaussian process (GP) emulators [38] have become the gold standard for the design and analysis of computer experiments [12, 39, 40]. This is due to their statistical properties such as the flexibility and computational tractability. GPs offer a probabilistic paradigm for modeling unknown functions such that their prediction is equipped with an estimation of the associated uncertainty, see Section 2 for further detail.

An important class of computer codes are those with a time series output known as dynamical simulators. They simulate the evolution of a physical process over time and are commonly used in many applications e.g. in cardiology to study the dynamics of electrical activity of the cardiac membrane [33], and in climate science to model the Atlantic thermohaline circulation [48]. Another example is the Hindmarsh-Rose (HR) model [24] which simulates the dynamics of a single neuron. More details about the HR model and its emulation are given in Section 5.3. Emulating dynamic computer codes is an active field of research and has been tackled via different statistical and machine learning approaches, see e.g. [7, 10, 11, 34, 37]. The focus of this paper is on emulating deterministic dynamical simulators relying on a set of ordinary differential equations (ODE) using GPs.

One may consider the problem of emulating dynamical simulators as a special case of the multi-output GPs [1, 14, 20] with a temporal dependency between the outputs. However, the size of the output dimension in dynamical models is usually too high to be treated by multi-output GPs. To tackle this issue one can first apply techniques such as principal component analysis [23, 26] or wavelet decomposition [4, 17] to reduce the output dimensionality. The pitfall is that we lose some information by not keeping all the components. Another approach is proposed in [27] to account for time using an extra input parameter. This method increases the computational complexity and is reported to be inefficient [13, 32]. The idea of forecasting the time series through iterative one-step ahead predictions is developed in [5, 13]. This method relies on emulating the transition function from one time point to the next, under the assumption that the model output at time \( t \) depends only on the output at time \( t - 1 \), i.e. the Markov property. The work is continued in [34] by considering the input uncertainty in each step of the one-step ahead prediction paradigm. The method needs to estimate the correlation between emulators of state variables, and hence is not efficient if the problem dimensions, i.e. the number of variables in the ODE, are large.

This paper presents a novel approach for emulating non-linear dynamic simulators that are computationally intensive. The method is based on approximating the numerical flow map over a short period of time by a GP whose kernel is approximated via random Fourier features (RFF), see Section 3.2. The flow map can be regarded as the solution trajectory of a
A dynamical system represents the evolution of a phenomenon over time according to a fixed mathematical rule. It is expressed in terms of differential equations whose (time-varying) variables are called state variables and describe the state of the system at any given time. The space that consists of all possible values of the state variables is called the state (phase) space. The associated vector field is given by the time derivative of the state variables as follows

\[ v: \mathcal{X} \rightarrow \mathcal{X}, \quad \frac{d}{dt}x(t) = v(x(t)), \]  \hspace{1cm} (1)

in which \( x(t) = (x_1(t), \ldots, x_d(t))^\top \in \mathcal{X} \subset \mathbb{R}^d \) is the state vector at time \( t \in \mathbb{R} \) [43]. We assume that the system is autonomous which means that the vector field is not explicitly time-dependent.

Given an initial condition \( x_0 = x(0) \), the flow map \( F^t \) is a function that maps \( x_0 \) to \( x(t) \), i.e. the solution of the system obtained after the interval \([0, t]\) [16]. The flow map function is defined as

\[ F^t: \mathcal{X} \times \mathbb{R} \rightarrow \mathcal{X}, \quad (x_0, t) \mapsto F^t(x_0) = x(t), \]  \hspace{1cm} (2)

and can be interpreted as a trajectory traced out in the state space from \( x_0 \) to \( x(t) \). The flow map satisfies the following properties

\[ \bullet \quad F^0(x) = x \quad (\text{the identity property}) \]
\[ \bullet \quad F^{t+t'}(x) = F^t \left( F^{t'}(x) \right) = F^{t'} \left( F^t(x) \right) \quad (\text{the group property}), \]

for any \( x \in \mathcal{X} \).

2 Gaussian process emulators

Our aim is to build statistical representations of the flow map based on GPs to enable efficient construction of trajectories with quantified uncertainty.
The potential benefits of this approach are shown in [34]. Before explaining
the advances in the current manuscript, we introduce GP emulators. Let
\( f(\mathbf{x}), \mathbf{x} \in \mathcal{X} \), be the function we wish to emulate. In the Gaussian process
paradigm, \( f(\mathbf{x}) \) is modelled as a realisation of the stochastic process \( Y(\mathbf{x}) \) expressed by
\[
Y(\mathbf{x}) = \mu(\mathbf{x}) + Z(\mathbf{x}),
\]
where \( \mu : \mathcal{X} \mapsto \mathbb{R} \) is called the trend function. It is deterministic and can be
any function. In this work, a linear trend function is used
\[
\mu(\mathbf{x}) = q(\mathbf{x})^\top \mathbf{\beta},
\]
(4)
such that \( q(\mathbf{x}) = [q_1(\mathbf{x}), \ldots, q_r(\mathbf{x})]^\top \) is a vector of basis functions (regression
functions) and \( \mathbf{\beta} = [\beta_1, \ldots, \beta_r]^\top \) comprises the corresponding coefficients.

The second component in Equation (3), \( Z(\mathbf{x}) \), is a centred (or zero mean) GP. The stochastic process \( Y(\mathbf{x}) \) can be regarded from two perspectives
which are described below.

2.1 Function space perspective

In this framework, \( Y(\mathbf{x}) \) is deemed as a random function such that for any
finite set of inputs, the corresponding outputs have a multivariate Gaussian
distribution [38]. Properties of \( Y(\mathbf{x}) \) such as the level of smoothness is
encoded via its kernel or correlation function \( k \) defined as
\[
k : \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}, k(\mathbf{x}, \mathbf{x}') = \text{Corr} \left( Y(\mathbf{x}), Y(\mathbf{x}') \right).
\]
(5)
A kernel is called stationary (shift invariant) if it depends only on the dif-
fERENCE between its inputs, i.e. \( k(\mathbf{x}, \mathbf{x}') = k(\mathbf{x} - \mathbf{x}') \). We only consider
stationary kernels throughout this paper. One of the most common sta-
tionary correlation functions is the squared exponential (SE) kernel given
by
\[
k_{SE}(\mathbf{x}, \mathbf{x}') = \exp \left( -0.5 (\mathbf{x} - \mathbf{x}')^\top \Delta^{-1} (\mathbf{x} - \mathbf{x}') \right).
\]
(6)
In the above equation, \( \Delta \) is a diagonal matrix with diagonal elements \( \delta_i \) which represent the correlation length-scale in dimension \( i, i = 1, \ldots, d \).
More details about kernels are given in Section 3.

The predictive distribution of \( Y(\mathbf{x}) \) is obtained by conditioning it on the
observations. Let \( \mathcal{D} = \{ \mathbf{X}, \mathbf{y} \} \) be the training data set in which \( \mathbf{X} = (\mathbf{x}^1, \ldots, \mathbf{x}^n)^\top \) denote a set of \( n \) inputs with the corresponding outputs \( \mathbf{y} = (f(\mathbf{x}^1), \ldots, f(\mathbf{x}^n))^\top \). For our purpose, \( \mathbf{x}^1, \ldots, \mathbf{x}^n \) represent \( n \) sample points
in the \( d \)-dimensional state space and are used to emulate the flow map, see
Section 4. Assuming that all parameters of \( Y(\mathbf{x}) \) are known, the predictive
distribution of \( Y(\mathbf{x}) \) is Gaussian whose mean and variance are
\[
\mathbb{E}[Y(\mathbf{x}) \mid \mathcal{D}] = \mu(\mathbf{x}) + \mathbf{k}(\mathbf{x})^\top \mathbf{K}^{-1} (\mathbf{y} - \mathbf{\mu}),
\]
(7)
\[
\mathbb{V} \text{ar} \left( Y(\mathbf{x}) \mid \mathcal{D} \right) = \sigma^2 \left( 1 - \mathbf{k}(\mathbf{x})^\top \mathbf{K}^{-1} \mathbf{k}(\mathbf{x}) \right),
\]
(8)
in which \( \mu = \mu(\mathbf{X}) \) and \( \sigma^2 \) is called the signal (process) variance. Also, \( \mathbf{k}(\mathbf{x}) = \begin{bmatrix} k(x^1, x) , \ldots, k(x^n, x) \end{bmatrix}^\top \) and \( \mathbf{K} \) is an \( n \times n \) correlation matrix whose \( ij \)-th element is \( K_{ij} = k(x^i, x^j), \forall x^i, x^j \in \mathbf{X} \). It is worth mentioning that the computational complexity of inverting \( \mathbf{K} \) in Equations (7) and (8) is of order \( \mathcal{O}(n^3) \).

### Parameter estimation

The stochastic process \( Y(\mathbf{x}) \) depends on a set of hyperparameters \( \theta \) that are generally unknown and need to be estimated from the data. Suppose that \( \theta = \{ \sigma^2, \mathbf{\beta}, \mathbf{\delta} \} \) is the set of hyperparameters where \( \mathbf{\delta} = [\delta_1, \ldots, \delta_d]^\top \). We use the maximum likelihood (ML) method to estimate them. The logarithm of the likelihood function is

\[
\mathcal{L}(\theta \mid \mathbf{y}) = -\frac{n}{2} \ln(2\pi\sigma^2) - \frac{1}{2} \ln(|\mathbf{K}|) - \frac{1}{2\sigma^2} (\mathbf{y} - \mu)^\top \mathbf{K}^{-1} (\mathbf{y} - \mu), \tag{9}
\]

where the correlation matrix \( \mathbf{K} \) depends on \( \mathbf{\delta} \) and \( \mu = \mathbf{Q}\mathbf{\beta} \) in which \( \mathbf{Q} = [\mathbf{q}(x^1), \ldots, \mathbf{q}(x^n)]^\top \). It is an \( n \times r \) matrix called the experimental matrix and comprises the evaluation of the regression functions at the training data. An estimate of \( \mathbf{\beta} \) and \( \sigma^2 \) is obtained by taking the derivatives of \( \mathcal{L}(\theta \mid \mathbf{y}) \) with respect to those parameters and setting the derivatives to zero. The estimated parameters have closed-form expressions given by

\[
\hat{\mathbf{\beta}} = \left( \mathbf{Q}^\top \mathbf{K}^{-1} \mathbf{Q} \right)^{-1} \mathbf{Q}^\top \mathbf{K}^{-1} \mathbf{y}, \tag{10}
\]

\[
\hat{\sigma}^2 = \frac{1}{n} \left( \mathbf{y} - \mathbf{Q}\hat{\mathbf{\beta}} \right)^\top \mathbf{K}^{-1} \left( \mathbf{y} - \mathbf{Q}\hat{\mathbf{\beta}} \right). \tag{11}
\]

If the parameters \( \mathbf{\beta} \) and \( \sigma^2 \) in Equation (9) are substituted with their estimates \( \hat{\mathbf{\beta}} \) and \( \hat{\sigma}^2 \), the profile log-likelihood (after dropping the constants) is achieved as

\[
\mathcal{L}_p(\mathbf{\delta} \mid \mathbf{y}) = -\frac{n}{2} \ln(\hat{\sigma}^2) - \frac{1}{2} \ln(|\mathbf{K}|). \tag{12}
\]

Finally, the length-scales can be estimated by solving the optimisation problem below

\[
\hat{\mathbf{\delta}} = \arg \max_{\mathbf{\delta}} \mathcal{L}_p(\mathbf{\delta} \mid \mathbf{y}). \tag{13}
\]

### 2.2 Weight space perspective

In this view, a GP is represented by a weighted sum of (possibly infinite) basis functions as

\[
Z(\mathbf{x}) = \phi(\mathbf{x})^\top \mathbf{w}, \tag{14}
\]

where \( \mathbf{w} \) is the weight vector and \( \phi(\mathbf{x}) \) represents the vector of the basis functions. The operator \( \phi(\mathbf{x}) \) is called the feature map and transfers the input space \( \mathcal{X} \) to the reproducing kernel Hilbert space \( \mathcal{H} \) [2]. It can be shown that the value of \( k(x, x') \) is equivalent to the inner product between \( x \) and \( x' \) in \( \mathcal{H} \), see Section 3.
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According to Equation (14), the stochastic process $Y(x)$ can be written as $Y(x) = \mu(x) + \phi(x)^\top w$. Now, if an independent Gaussian distribution is considered for the weights as $w \sim \mathcal{N}(0, \sigma^2 I)$, the stochastic process $Y(x)$ is characterised by

\[
\mathbb{E}[Y(x)] = \mathbb{E}[\mu(x) + \phi(x)^\top w] = \mu(x), \quad (15)
\]
\[
\text{Cov}(Y(x), Y(x')) = \mathbb{E}\left[\left(\phi(x)^\top w\right)\left(\phi(x')^\top w\right)\right] = \phi(x)^\top \mathbb{E}[ww^\top] \phi(x') = \sigma^2 \phi(x)^\top \phi(x'). \quad (16)
\]

The conditional distribution of the weights $p(w \mid D)$ has the following mean and covariance expressions [44]

\[
\mathbb{E}[w \mid D] = \Phi^\top \left(\Phi\Phi^\top\right)^{-1} (y - \mu), \quad (17)
\]
\[
\text{Cov}(w \mid D) = \sigma^2 \left(I - \Phi^\top \left(\Phi\Phi^\top\right)^{-1} \Phi\right), \quad (18)
\]

in which $\Phi = [\phi(x_1), \ldots, \phi(x_n)]^\top$. Accordingly, the predictive (conditional) mean and variance of $Y(x) = \mu(x) + \phi(x)^\top w$ are

\[
\mathbb{E}[Y(x) \mid D] = \mu(x) + \phi(x)^\top \Phi^\top \left(\Phi\Phi^\top\right)^{-1} (y - \mu), \quad (19)
\]
\[
\mathbb{V}[Y(x) \mid D] = \sigma^2 \left(1 - \phi(x)^\top \Phi^\top \left(\Phi\Phi^\top\right)^{-1} \Phi\phi(x)\right). \quad (20)
\]

Note that the computational complexity of $(\Phi\Phi^\top)^{-1}$ is a function of the dimensionality of the feature map and not the number of data points $n$.

### 3 Kernel approximation

#### 3.1 Background

This section provides the material necessary for approximating a kernel with random Fourier features. A GP whose kernel is approximated this way offers a probability distribution over its predictive mean and allows us to draw realisations from the predictive mean distribution. This idea is used in Section 4 to emulate dynamical simulators where multiple realisations from the emulated flow map are employed iteratively to perform one-step ahead predictions. First, we start the discussion by rigorously defining kernels.

**Definition 1 (Kernel)**

Suppose $\mathcal{H}$ is a Hilbert space equipped with the inner product $\langle \cdot, \cdot \rangle_\mathcal{H}$. A symmetric function of two variables $k : \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}$ is called a kernel if and only if there exists a feature map $\phi : \mathcal{X} \mapsto \mathcal{H}$ such that

\[
k(x, x') = \langle \phi(x), \phi(x') \rangle_\mathcal{H}, \quad \forall x, x' \in \mathcal{X}. \quad (21)
\]
A kernel is a positive semidefinite (PSD) function meaning that for any nonzero coefficient vector \( \mathbf{a} = [a_1, \ldots, a_N]^{\top} \in \mathbb{R}^N \) (\( N \in \mathbb{N} \) is an arbitrary natural number) the following equation holds

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j k(\mathbf{x}_i, \mathbf{x}_j) \geq 0, \quad \forall \mathbf{x}_1, \ldots, \mathbf{x}_N \in \mathcal{X}.
\] (22)

**Definition 2 (Reproducing kernel Hilbert space)**

Let \( \mathcal{H} \) be a Hilbert space of functions defined on \( \mathcal{X} \). The function \( k(\cdot, \cdot) \) is called a reproducing kernel of \( \mathcal{H} \), and \( \mathcal{H} \) is a reproducing kernel Hilbert space (RKHS), if it satisfies

1. \( \forall \mathbf{x} \in \mathcal{X} \rightarrow k(\mathbf{x}, \cdot) \in \mathcal{H} \); and
2. \( \forall \mathbf{x} \in \mathcal{X} \) and \( \forall f \in \mathcal{H}, \langle f, k(\cdot, \mathbf{x}) \rangle_{\mathcal{H}} = f(\mathbf{x}) \) (the reproducing property).

Note that a reproducing kernel is positive semidefinite [2]. For the reproducing kernel \( k \) and the feature map \( \phi : \mathbf{x} \mapsto k(\mathbf{x}, \cdot) \), we have

\[
\langle \phi(\mathbf{x}), \phi(\mathbf{x}') \rangle_{\mathcal{H}} = \langle k(\mathbf{x}, \cdot), k(\mathbf{x}', \cdot) \rangle_{\mathcal{H}} = k(\mathbf{x}, \mathbf{x}'), \quad \forall \mathbf{x}, \mathbf{x}' \in \mathcal{X},
\] (23)

which follows directly from the reproducing property. Equation (23) suggests that the input space \( \mathcal{X} \) can be projected into a higher (or infinite) dimensional feature space (through \( \phi \)) where the learning procedure can be more successful. For example, in Figure 1 the elements of two data sets (blue triangles and red circles) are not linearly separable in \( \mathbb{R}^2 \) (left picture). However, once the data is transformed into \( \mathbb{R}^3 \) (right picture), the data can be separated into two classes by a linear hyperplane. It is worth mentioning that such projection is never performed in practice since kernels compute the inner product \( \langle \phi(\mathbf{x}), \phi(\mathbf{x}') \rangle_{\mathcal{H}} \) implicitly. This property is known as the kernel trick in machine learning [41, 25].

### 3.2 Random Fourier features

The technique of random Fourier features (RFF) developed by Rahimi and Recht [36] is an effective way for approximating stationary kernels. The RFF method is a consequence of the Bochner’s theorem [6] described below.

**Definition 3 (Bochner’s theorem)**

A stationary kernel is PSD if and only if it is a Fourier transform of a non-negative measure.

According to the Bochner’s theorem, the stationary kernel \( k \) can be expressed as

\[
k(\mathbf{x}, \mathbf{x}') = \int e^{-i\omega^{\top}(\mathbf{x}-\mathbf{x}')} dP(\omega),
\] (24)
where $\mathbb{P}(\omega)$, the Fourier dual of $k$, is equal to the spectral density of the kernel. $\mathbb{P}(\omega)$ has all the properties of a cumulative distribution function except that $\mathbb{P}(\infty) - \mathbb{P}(-\infty) = k(0)$ needs not to be equal to one [30]. Thus, $\mathbb{P}(\omega)$ becomes a proper cumulative distribution function if it is normalised by $k(0)$, i.e. $\mathbb{P}(\omega)/k(0)$. For classic correlation functions such as the SE kernel, no normalisation is required because $k(0) = 1$. In this situation, $p(\omega) = \frac{d\mathbb{P}(\omega)}{d\omega}$ is the density function of $\omega$ and Equation (24) can be rewritten as

$$k(x, x') = \int e^{-i\omega^\top(x-x')} p(\omega) d\omega = \mathbb{E}_{p(\omega)} \left[e^{-i\omega^\top(x-x')}\right]$$

$$= \mathbb{E}_{p(\omega)} \left[\text{Re} \left(e^{-i\omega^\top x} (e^{-i\omega^\top x'})^* \right) \right]$$

$$= \mathbb{E}_{p(\zeta)} \left[\zeta(x)^\top \zeta(x') \right]. \quad (25)$$

Here, the superscript $*$ denotes the complex conjugate and $\zeta(\cdot)$ is a random feature map. Note that there is no imaginary component in Equation (25) because we work with real-valued kernels. A possible choice for $\zeta(\cdot)$ is

$$\zeta(x) = \sqrt{2} \cos \left(\omega^\top x + b \right), \quad (26)$$

in which $b \sim U[0, 2\pi]$ is a uniform random variable [36, 22]. The distribution of $\omega$ depends on the type of correlation function. For example, the spectral density $p(\omega)$ of the Matérn kernel is a $t$-distribution and for the SE kernel is Gaussian specified by [36, 46]

$$\omega_{SE} \sim \mathcal{N} \left(0, \Delta^{-1} \right). \quad (27)$$
The explicit random feature map $\zeta(x)$ given by Equation (26) allows us to approximate the stationary kernel $k$ using a Monte-Carlo approach. To do this, first we need to take $M$ independently and identically distributed (i.i.d.) samples from $p(\omega)$ and $p(b) = U[0, 2\pi]$. Then the vector
\[
\zeta(x) = \sqrt{\frac{2}{M}} \left[ \cos(\omega^{(1)}^T x + b^{(1)}), \ldots, \cos(\omega^{(M)}^T x + b^{(M)}) \right]^T,
\]
(28)
is created which transfers $x \in \mathcal{X}$ into an $M$-dimensional feature space. Finally, the correlation function $k$ is approximated as below
\[
k(x, x') = \mathbb{E}_{p(\zeta)} \left[ \zeta(x)^T \zeta(x') \right] \approx \zeta(x)^T \zeta(x').
\]
(29)

### 3.3 GPs with random Fourier features

In the weight space representation of GPs (Equation (14)), the actual feature map $\phi(x)$ can be approximated via the $M$-dimensional random feature map $\zeta(x)$ given by Equation (28). We note that the feature map $\phi(x)$ is possibly infinite dimensional. In a similar fashion, the predictive mean of $Y(x)$ (Equation (19)) can be approximated as
\[
\mathbb{E}[Y(x) | \mathcal{D}] \approx \mu(x) + \zeta(x)^T \hat{\Phi}^T \left( \hat{\Phi} \hat{\Phi}^T \right)^{-1} (y - \mu),
\]
(30)
wherein $\hat{\Phi} = \left[ \zeta(x^1), \ldots, \zeta(x^n) \right]^T$. The approximation of $\mathbb{E}[Y(x) | \mathcal{D}]$ obtained by (30) is stochastic since the construction of $\zeta(x)$ relies on i.i.d. samples taken from the kernel spectral density $p(\omega)$ and $p(b)$, see Equation (28). As a result, one can generate realisations of the approximated predictive mean by drawing samples from $p(\omega)$ and $p(b)$ repeatedly. This idea is used in Section 4 for emulating dynamic simulators where the short-time numerical flow map is approximated with RFF. Algorithm 1 outlines the steps to draw realisations from the approximated predictive mean. In the algorithm, the notation $\hat{f}^{(s)}(x)$ indicates the $s$-th approximation to the predictive mean because it estimates the true function $f$. These samples can be used to quantify uncertainty of prediction in the absence of a closed-form expression like Equation (8).

It is worth mentioning that increasing the dimensionality of random feature space $M$, yields a better approximation to the predictive mean. For example, Figure 2 visualises the predictive mean of a GP (dashed) based on Equation (7) and three realisations (blue) of its approximation relying on (30). The trend function is $\mu(x) = x$. The correlation function is the squared exponential kernel whose length-scale is equal to one. The dimensionality of random feature space is $M = 5$ and $M = 50$ on the left and right pictures, respectively. As can be seen, the approximations are closer to the actual predictive mean on the right picture with a larger value of $M$. However, increasing $M$ is at the cost of a higher computational complexity.
Figure 2: The predictive mean of a GP (dashed) based on Equation (7) with \( \mu(x) = x \) (dotted) and the squared exponential kernel. The black dots are the training data and the blue lines are realisations of the approximated predictive mean obtained by (30). The dimensionality of random feature space to create \( \zeta(x) \) is \( M = 5 \) (left) and \( M = 50 \) (right). Increasing \( M \) results in a better approximation to the predictive mean.

**Algorithm 1** Drawing realisations from approximated predictive mean

Input: training set \( \mathcal{D} \), kernel \( k \) and its spectral density \( p(\omega) \), \( M \): dimensionality of random feature space

1. Estimate \( \theta \) using the ML method
2. for \( s = 1 \) to \( S \) do
3. Draw \( M \) i.i.d. samples from \( p(\omega) \) and \( p(b) = \mathcal{U}[0, 2\pi] \)
4. Construct \( \zeta(x) \) (Equation (28))
5. Obtain \( \hat{f}^{(s)}(x) \): approximation of \( \mathbb{E}[Y(x) \mid \mathcal{D}] \) (Equation (30))
6. end for

Output: \( S \) approximations of \( \mathbb{E}[Y(x) \mid \mathcal{D}] : \hat{f}^{(1)}(x), \ldots, \hat{f}^{(S)}(x) \)
4 Emulating dynamical simulators

In this section, we introduce our methodology for emulating deterministic dynamical simulators that are computationally intensive. The method relies on emulating the numerical flow map over a short period using RFF. Let $x(t_1) = (x_1(t_1), \ldots, x_d(t_1))^\top$ be the solution of the system at $t_1 = t_0 + \Delta t$ where $\Delta t$ is a fixed “small” time step given the initial condition $x_0$. We assume that $x(t_1)$ is obtained by the (black-box) flow map function defined as

$$F^{t_1}(x_0) = (f_1(x_0), \ldots, f_d(x_0))^\top = (x_1(t_1), \ldots, x_d(t_1))^\top.$$  \hfill {31}

Here, each map $f_i : \mathcal{X} \mapsto \mathbb{R}$ yields the $i$-th component of $x(t_1)$, i.e. $x_i(t_1)$. A forecast of the $i$-th component (denoted by $\hat{x}_i(t)$) is obtained by:

- emulating $f_i$ with RFF
- drawing a realisation from the predictive mean of $f_i$ (denoted by $\hat{f}_i^{(s)}(\cdot)$) using Algorithm 1
- employing $\hat{f}_i^{(s)}(\cdot)$ iteratively to perform one-step ahead predictions

Repeating the above steps leads to a probability distribution over the time series. The mean and variance of that distribution can serve as the model output prediction and the associated uncertainty, respectively. The proposed emulation method is summarised in Algorithm 2.

Algorithm 2 Emulating dynamic non-linear simulators

1: Select $n$ space-filling initial conditions: $X = \{x^1_0, \ldots, x^n_0\}$
2: Run the simulator for each $x^1_0, \ldots, x^n_0$ over $\Delta t$ to obtain $y = \{x^1(t_1), \ldots, x^n(t_1)\}$
3: for $i = 1$ to $d$ do
4:   Use training set $D_i = \{X, y_i\}$ where $y_i = (x^1_i(t_1), \ldots, x^n_i(t_1))^\top$ to emulate $f_i$
5:   Generate $\hat{f}_i^{(1)}(\cdot), \ldots, \hat{f}_i^{(S)}(\cdot)$ using Algorithm 1
6:   for $s = 1$ to $S$ do
7:     Use $\hat{f}_i^{(s)}(\cdot)$ iteratively to perform one-step ahead predictions to forecast the time series
8:     end for
9:   Calculate the mean and variance of the obtained time series
10: end for

The first step of Algorithm 2 is to choose $n$ sample points $X = \{x^1_0, \ldots, x^n_0\}$ from the space of initial conditions. The points are selected in a carefully designed experiment such that they fill the space uniformly. This quality is called “space-filling” and can be achieved using techniques such as Latin hypercube sampling (LHS) [19, 40]. The next step is to run the simulator
at $x_0^1, \ldots, x_0^n$ over the time horizon $\Delta t$ to obtain the corresponding outputs denoted by $y = \{x^1(t_1), \ldots, x^n(t_1)\}$. The training data set $D_i = \{X, y_i\}$ where $y_i = (x^1_i(t_1), \ldots, x^n_i(t_1))^T$ is used to estimate the unknown parameters of the $i$-th emulator, $\theta_i$. Finally, multiple approximations of $f_i(x)$ denoted by $\hat{f}^{(s)}_i(x)$, $s = 1, \ldots, S$, are employed in an iterative manner to perform one-step ahead predictions.

5 Numerical results

The prediction performance of our proposed method is tested on several dynamic systems implemented as computer codes. They are the Lorenz [31], van der Pol [43] and Hindmarsh-Rose models [24]. These systems are further elaborated in the following subsections. The training data to emulate the short-time numerical flow map consists of $n = 15 \times d$ points selected from the space of initial conditions. We use the optimumLHS function implemented in the R package lhs [9] to sample the initial conditions. This function maximises the mean distance between all candidate points, and hence yields a space-filling design. The GP correlation function is the squared exponential kernel which is recommended in [13, 34]. The kernel is approximated using RFF with $M = 250$ as is considered in [22]. The number of realisations drawn from the emulated flow map is $S = 100$. The trend function is a first order polynomial regression whose coefficients are estimated via Equation (10). The length-scales and process variance are estimated by the ML method. The simulation time step is fixed and equal to $\Delta t = 0.01$. The ODEs are solved by the default solver of the package deSolve [42].

In this work, the forecast accuracy is measured via the mean absolute error (MAE) and root mean square error (RMSE) criteria. They are defined as

$$MAE = \frac{\sum_{t=0}^{T} |x(t) - \hat{x}(t)|}{n_{\text{step}}}$$

$$RMSE = \sqrt{\frac{\sum_{t=0}^{T} (x(t) - \hat{x}(t))^2}{n_{\text{step}}}}.$$  

where $T$ is the final time of the simulation and $n_{\text{step}} = T/\Delta t$ is the total number of one-step ahead predictions. A criterion called the “predictability horizon” is suggested in [34] as the time after which the emulator is less reliable. It represents the time at which a change point occurs in the evolution of prediction uncertainties, see below for further details. The predictability horizon (denoted by $t^*$) is computed for all test cases. Finally, we compare the results obtained by our method with the one presented in [34]. We refer to our proposed approach as “Method 1” and the other one as “Method 2” in the rest of the paper.
5.1 Lorenz attractor

The Lorenz model is a system of ODE first derived by Edward Lorenz in 1963 [31]. Although the Lorenz system was originally developed as a model of convection in the earth’s atmosphere, it has applications to other fields, see e.g. [35]. The Lorenz system can produce a famous chaotic attractor whereby trajectories on the attractor are very sensitive to initial conditions. In other words, the evolution of the system starting from two slightly different points will be entirely dissimilar. An attractor is a bounded area in the state space such that the trajectories of all nearby points converge to it [45]. The Lorenz equations are expressed by

\[
\begin{align*}
\frac{dx}{dt} &= a_1 x_1 + x_2 x_3 \\
\frac{dx_2}{dt} &= a_2 (x_2 - x_3) \\
\frac{dx_3}{dt} &= -x_1 x_2 + a_3 x_2 - x_3,
\end{align*}
\]

with the classic parameter values of \( a_1 = -8/3, a_2 = -10 \) and \( a_3 = 28 \). These values result in the well-know “butterfly attractor” as can be seen in Figure 3.

The emulation of the Lorenz model with Methods 1 and 2 is displayed in Figures 3 and 4, respectively. The parameters \( a_1, a_2 \) and \( a_3 \) are set to the values as above and the initial condition in both figures is \( x_0 = (1, 1, 1)^\top \) displayed by a red point in the three-dimensional picture. It demonstrates the evolution of the state variables together. Throughout this paper, the simulation is shown in red and emulation in black; the credible intervals (prediction ± standard deviation of prediction) is shaded. The vertical dashed blue lines indicate the predictability horizon obtained by applying the \texttt{cpt.mean} function implemented in the \texttt{changepoint} R package [28] to the standard deviation (SD) of predictions. For example, Figure 5 illustrates the SD of predictions associated with the variables \( x_1 \) and \( x_2 \) in the Lorenz model. The change points (vertical lines) show the time at which a drastic change happens in the prediction uncertainties.

The two methods have similar performances in emulating the Lorenz system. The prediction accuracy is high up to about \( t \approx 14 \). After that time, the emulator deviates from the true model which has a chaotic behaviour and tends to the average of the process. At the same time, the prediction uncertainties blow which allows the credible intervals to encompass most values of the system. The MAE and RMSE criteria are computed for both approaches and presented together with the predictability horizon in Table 1. For each state variable, the first row is acquired using Method 1 and the second row with Method 2. The table also contains the results from emulating the Lorenz model with another initial condition, i.e. \( x_0 = (-1, -1, -1)^\top \). As can be seen, the values obtained by the two methods are close to each other suggesting that they are comparable.
Figure 3: The prediction (black) and associated uncertainty (shaded) in emulating the Lorenz model (red) based on Method 1. The vertical dashed blue lines represent the predictability horizon which are the change point in the diagram of prediction uncertainties. The initial condition is $x_0 = (1, 1, 1)^\top$ which is shown by a red point in the three-dimensional picture. It shows the evolution of the whole system.
Figure 4: The Lorenz model (red) and its emulation (black) obtained by Method 2. The vertical dashed blue lines show the predictability horizon. The initial condition and the parameter values are the same as Figure 3.
Figure 5: Standard deviation (SD) of prediction associated with the variables $x_1$ (black) and $x_2$ (red) in the Lorenz model. The vertical dashed lines show the change point of each diagram. The y-axis is on logarithmic scale.

Table 1: The MAE and RMSE criteria and predictability horizon of Method 1 (first row) and Method 2 (second row) obtained by two different initial conditions.

| $x_0 = (1, 1, 1)^\top$ | $x_0 = (-1, -1, -1)^\top$ |
|------------------------|------------------------|
| **$x_1$**              | **$x_2$**              | **$x_3$**              |
| MAE        | RMSE       | $t^*$       | MAE        | RMSE       | $t^*$       | MAE        | RMSE       | $t^*$       |
| 3.34       | 5.46       | 13.68       | 2.43       | 5.06       | 20.46       | 2.41       | 4.68       | 20.48       |
| 5.06       | 7.47       | 14.48       | 2.14       | 4.13       | 20.47       | 2.30       | 4.45       | 20.52       |
| 3.99       | 6.34       | 13.71       | 2.14       | 4.13       | 20.47       | 2.30       | 4.45       | 20.52       |
| 3.97       | 6.14       | 14.44       | 2.34       | 4.71       | 20.41       | 2.48       | 4.98       | 20.44       |
5.2 Van der Pol oscillator

The van der Pol equation was first proposed by the Dutch engineer Balthasar van der Pol in 1920 while working on the behaviour of vacuum tube circuits. Since then, this model has been extensively used to study oscillatory phenomena such as biological rhythms [47], heartbeat [18] and circadian rhythms [8]. The evolution of the van der Pol model in time is of the form [43]

\[
\begin{align*}
\frac{dx_1}{dt} &= x_2 \\
\frac{dx_2}{dt} &= a(1 - x_1^2)x_2 - x_1,
\end{align*}
\]

(35)

where the parameter \(a > 0\) controls the frequency of the oscillations. The van der Pol oscillator exhibits a periodic motion, i.e. a limit cycle, see Figure 6. The emulation of the van der Pol oscillator based on Methods 1 and 2 is visualised in Figures 6 and 7, respectively. The truth (red), prediction (black), credible intervals (shaded) and predictability horizon (dashed blue) are illustrated in the figures. The initial condition displayed by a red point in the two-dimensional picture is \(x_0 = (1, 1)\top\) and \(a = 5\) in both cases.

As can be seen, Method 1 outperforms Method 2 in emulating the van der Pol model. Specially, the first state variable is predicted with a high accuracy by Method 1 and the predictability horizon is equal to the total simulation time. There is a frequency miss-match in the predictions obtained by Method 2 after the predictability horizon. Moreover, the amplitude of the predictions (especially \(\hat{x}_2(t)\)) in Method 2 gradually damps. However, this is a less severe problem in Method 1. The two methods are compared according to the MAE, RMSE and predictability horizon criteria. They are presented in Table 2 which also accommodates the measures obtained by an additional initial condition, i.e. \(x_0 = (-1, -1)\top\). The criteria summarised in Table 2 suggest that Method 1 has a better prediction performance (especially in the case of the first state variable) than Method 2.

Table 2: The MAE and RMSE criteria and predictability horizon obtained by Methods 1 and 2. For each variable, the first row consists of the criteria associated with Method 1 and the second row represents those of Method 2.

| \(x_0 = (1, 1)\top\) | \(x_0 = (-1, -1)\top\) | \(x_1\) | \(x_2\) |
|------------------|------------------|--------|--------|
| **MAE** | **RMSE** | **\(t^*\)** | **MAE** | **RMSE** | **\(t^*\)** |
| 0.02 | 0.07 | 75 | 0.03 | 0.08 | 75 |
| 1.18 | 1.82 | 29.31 | 1.16 | 1.80 | 29.27 |
| 0.11 | 0.40 | 36.44 | 0.12 | 0.40 | 36.44 |
| 0.83 | 1.67 | 24.73 | 0.83 | 1.67 | 24.71 |
Figure 6: The van der Pol oscillator (red), the prediction (black) and credible intervals (shaded) using Method 1. The dashed blue lines show the predictability horizon. The initial condition (red point) and parameter value are $x_0 = (1, 1)^T$ and $a = 5$. 
Figure 7: The van der Pol oscillator (red) and its emulation (black) using Method 2 where $x_0 = (1, 1)^T$ and $a = 5$. The dashed blue lines are the predictability horizons. A frequency mismatch happens after the predictability horizon and the amplitude of the predictions gradually damp.
5.3 Hindmarsh-Rose model

The Hindmarsh-Rose (HR) model [24] is widely used in neuroscience to simulate the nonlinear dynamics of a single neuron. Neurons are specialised cells that are responsible for generating electrical signals called action potentials by which information is transmitted throughout the nervous system. The HR model is capable of mimicking spiking and bursting which can be seen to occur in real cells. The mathematical equations of the HR model are

\[
\begin{align*}
\frac{dx_1}{dt} &= x_2 - a_1 x_1^3 + a_2 x_2^2 - x_3 + I \\
\frac{dx_2}{dt} &= a_3 - a_4 x_1^2 - x_2 \\
\frac{dx_3}{dt} &= \varepsilon (a_5 (x_1 - x_{rest}) - x_3),
\end{align*}
\]

wherein \( x_1 \) represents the cell membrane potential. The variables \( x_2 \) and \( x_3 \) describe the ionic currents flowing across the membrane through fast and slow ion channels, respectively. The parameter \( 0 < \varepsilon \ll 1 \) is small, which makes \( x_3 \) a slow variable. \( I \) represents the membrane input current and \( x_{rest} \) is the rest potential of the system. Having studied a limit cycle and a chaotic behaviour, we then choose in the HR model a complex transient trajectory, where the two time scales interplay. The study of transient dynamics is important in many real-world phenomena, see e.g. [21, 29]. To this end, in our experiments the value of the parameters \( \varepsilon, I \) and \( x_{rest} \) are set to 0.01, 2.4 and -1.6, respectively. The constant parameters \( a_1, \ldots, a_5 \) are determined experimentally [15]; their typical values which are considered in the examples below are: \( a_1 = 1, a_2 = 2.7, a_3 = 1, a_4 = 5 \) and \( a_5 = 4 \) [3].

Figures 8 and 9 present the HR model (red) and its emulation (black) based on Methods 1 and 2, respectively. In both figures, the initial condition is \( x_0 = (1, 1, 1)^\top \). As can be seen, Method 1 has a superior performance compared to Method 2 in forecasting all three variables. Particularly, in Method 1 the emulator remains reliable until the end of simulation and the predictability horizon is equal to: \( t^* = 100 \). Methods 1 and 2 are compared according to the MAE, RMSE and predictability horizon criteria in Table 3 with an extra initial condition \( x_0 = (-1, -1, -1)^\top \). The criteria obtained by Method 1 are clearly better than those of Method 2. It can be seen that the values of MAE and RMSE in Methods 1 do not usually exceed 0.07, indicating a high prediction accuracy.

6 Conclusions

This paper proposes a novel approach for emulating computationally expensive dynamic computer codes whose output is a time series. The method is based on approximating the short-time numerical flow map and using the emulated flow map in an iterative manner to perform one-step ahead predictions. The flow map is a function that gives the solution of a dynamic system
Figure 8: Emulating the HR model with the initial condition $x_0 = (1, 1, 1)^\top$ based on Method 1. The proposed approach has a high prediction performance such that the difference between the truth (red) and emulation (black) is negligible. The predictability horizon (dashed blue) occurs at the end of the simulation for all three variables.

Table 3: Comparison of Methods 1 and 2 in emulating the HR model. For each variable, the predictive performance of Methods 1 and 2 is presented in the first and the second row, respectively.

|   | $x_0 = (1, 1, 1)^\top$ |   | $x_0 = (-1, -1, -1)^\top$ |
|---|------------------------|---|--------------------------|
|   | MAE  | RMSE | $t^*$ | MAE  | RMSE | $t^*$ |
| $x_1$ | 0.01 | 0.03 | 100 | 0.02 | 0.04 | 79.53 |
|     | 0.48 | 0.64 | 71.18 | 0.45 | 0.61 | 28.58 |
| $x_2$ | 0.04 | 0.07 | 100 | 0.16 | 0.34 | 81.91 |
|     | 3.45 | 5.10 | 16.19 | 1.46 | 2.02 | 29.08 |
| $x_3$ | 0.001 | 0.002 | 100 | 0.008 | 0.02 | 100 |
|     | 0.54 | 0.71 | 100 | 0.35 | 0.50 | 100 |
Figure 9: Emulating the HR model with the initial condition $x_0 = (1, 1, 1)^\top$ using Method 2. The simulation and emulation are shown in red and black, respectively. This approach has a lower prediction performance compared to Method 1, see Figure 8.
at an arbitrary time for a given initial condition. The main contribution of this paper is that the flow map function is emulated by a GP whose kernel is estimated using RFF. This allows us to draw multiple realisations from the emulated flow map. When the realisations are employed in the one-step ahead prediction paradigm, a distribution over the time series is created. The mean and variance of that distribution serve as the prediction and a measure of the associated uncertainty, respectively. The proposed method is tested on several non-linear dynamic simulators including the Lorenz attractor and van der Pol oscillator. The results suggest that our approach can emulate those models precisely with an accurate representation of the prediction uncertainty.
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