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Abstract—This paper tackles the multi-objective optimization of the cost functional of a path-following model predictive control for vehicle longitudinal and lateral control. While the inherent optimal character of the model predictive control and the direct consideration of constraints gives a very powerful tool for many applications, the determination of an appropriate cost functional is a non-trivial task. This results on the one hand from the number of degrees of freedom or the multitude of adjustable parameters and on the other hand from the coupling of these. To overcome this situation a Bayesian optimization procedure is present, which gives the possibility to determine optimal cost functional parameters for a given desire. Moreover, a Pareto-front for a whole set of possible configurations can be computed.

I. INTRODUCTION

In the last decade, we see a continuously increasing activity in the research and development of automated vehicles. The interests of academia and industry go from small robotic solutions to people mover to passenger cars or even trucks. These systems mainly consist of the parts, perception, decision making, and control, which are generally split into sub-functionalities, see Fig. 1. The perception collects all sensor data and fuses them to create a data basis for the subsequent steps. Thereafter is the decision-making with a hierarchic structure of planning layers, which more and more precise the requested actions. These actions are forwarded via a control structure to the actuators.

While the whole automation structure [1], see Fig. 1, is significant for the overall performance the focus of the paper is the operational planning and the control of the vehicle guidance. A key discipline for motion planning and control is mathematical optimization, e.g. [2] since a safe and comfortable driving behavior could not trivially be realized without any (in most cases numerical) optimization. A well-known and established method for the proposed issue is model predictive control (MPC) [3]. Which gives based on a cost functional a dynamical model of the plant an optimal control input. Although the calculated input signal is optimal with respect to the established cost functional and the system model, the formulation and parametrization of a suitable cost functional itself is a complicated problem and can be also seen as an optimization problem. Customer-relevant requirements such as driving comfort cannot explicitly be considered in the MPC formulation either due to insufficient control horizons or structural restrictions. Furthermore, multiple requirements can be conflicting, therefore a trade-off needs to be found. Solving these problems manually can be tedious and possibly suboptimal. This paper will illustrate a procedure to solve this problem using mathematical optimization.

The performance function(s) can either be evaluated in an experiment or simulation of the closed-loop. Therefore, the problem is a black-box optimization problem, where a closed analytical form of the expensive-to-evaluate objective functions is not given. As a result, gradients are not available and convexity cannot be guaranteed. Therefore, optimization algorithms relying on a high number of function evaluations such as genetic algorithms or numerically approximated gradients may not be the most efficient.

An additional challenge is presented by dealing with conflicting goals in optimization. By using prior preference information, either all but one objective can be converted into constraints resulting in a constrained optimization problem or all objectives can be integrated via weighting in one objective. Here we also consider the case without prior preference information and focus on searching for the set of Pareto-optimal MPC parametrizations (the set of non-dominated compromises). This set can be used to visualize the trade-off between the conflicting goals and serve as a decision support system.

Recently, Bayesian optimization is becoming increasingly popular for the tuning of model predictive controllers. Andersson et al. [4] used constrained Bayesian optimization to search for an optimal soft constraint parametrization for stochastic collision avoidance. In [5] model parameters and MPC parameters are simultaneously considered during optimization whereas [6] minimize the yaw rate difference in torque vectoring for high-performance electric vehicles. Insurance of satisfactory worst-case behavior with respect to distributed model plant miss-matches can be achieved while minimizing expected integral tracking error using Bayesian optimization [7]. However, to the best of the authors’ knowledge previous work in MPC tuning with Bayesian optimization has not considered Pareto optimization.

Therefore contributions of this paper are to

- apply Bayesian optimization to model predictive path-following control for autonomous driving
- and perform Pareto optimization to make the trade-off between different objectives transparent.

For that purpose the paper is organized as follows: After this introduction, a brief summary of the used MPC formulation is given. In Section III, we will present the optimization
technique for the cost function, followed by illustrative results and a discussion on the achieved quality. The paper ends with some concluding remarks and an outlook to further research.

II. BACKGROUND AND PROBLEM FORMULATION

In this section, the used MPC formulation, the simulation framework as well as the weighting parameter optimization problem are introduced.

A. Model Predictive Path-Following Control

The proposed approach for optimization of weighting parameters is demonstrated using the MPC realization of [8]. This MPC is designed for longitudinal and lateral vehicle guidance in the context of highly automated driving. The implementation is based on a special nonlinear MPC approach called model predictive path-following control (MPFC) as proposed in [9]. The advantage of this MPC approach is that the assignment of the reference trajectory and the computation of inputs to track this trajectory is handled simultaneously at the run-time of the controller. We recall the path-following problem and the path-following MPC formulation from [8] in the following.

To describe the longitudinal and lateral dynamics of the vehicle, a continuous-time nonlinear system in the form

\begin{align}
\dot{x}(t) &= f(x(t), u(t)), \quad x(t_0) = x_0 \quad (1a) \\
y(t) &= h(x(t)) \quad (1b)
\end{align}

with the maps \( f : \mathbb{R}^9 \times \mathbb{R}^2 \to \mathbb{R}^9 \) and \( h : \mathbb{R}^9 \to \mathbb{R}^3 \) is used. The state vector \( x = [x, y, \psi, \psi', \beta, v, v_{ref}, \delta_s, \delta_{s, ref}]^T \) consists of the vehicle states, i.e., the coordinates of the center of gravity in an inertial frame \( x \) and \( y \), the yaw angle \( \psi \), the yaw rate \( \psi' \), the side slip angle \( \beta \), the velocity \( v \), the target velocity \( v_{ref} \), the steering wheel angle \( \delta_s \) and the steering wheel target angle \( \delta_{s, ref} \). The control input \( u = [a_{ref}, \omega_{s, ref}]^T \) contains the target acceleration \( a_{ref} \) and the steering wheel target angular velocity \( \omega_{s, ref} \). In addition, the output vector \( y = [x_f, y_f, \psi] \) includes the coordinates of the middle of the front axle \( x_f \) and \( y_f \) as well as the vehicle orientation \( \psi \). The closed sets of state and input constraints are given by \( x \in \mathcal{X} \subseteq \mathbb{R}^9 \) and \( u \in \mathcal{U} \subseteq \mathbb{R}^2 \). For a more detailed description of the vehicle model we refer to [8].

The primary objective is that the system \( \{1\} \), which describes the vehicle behavior, follows a given geometric reference in the output space \( \{1\} \). This geometric reference is called path \( \mathcal{P} \). We represent it by a continuously differentiable curve

\[ \mathcal{P} = \{ p(s) \in \mathbb{R}^3 \mid s \in [0, s_{max}] \to p(s) \}, \quad (2) \]

where, the variable \( s \in \mathbb{R} \) is called path parameter and \( p(s) \) is a parameterization of \( \mathcal{P} \). For the vehicle guidance task \( \mathcal{P} \) is represented with \( p(s) = [x_{ref}(s), y_{ref}(s), \psi_{ref}(s)]^T \), where \( x_{ref}, y_{ref} \) and \( \psi_{ref} \) describe the coordinates of the center line of the driving lane and the reference orientation for the vehicle as a function of the path parameter \( s \). Note that in our case \( s \) is equivalent to the distance travelled along the path. The conceptual idea of MPFC, is that the controller determines the input \( u(t) \) to converge to reference path \( \mathcal{P} \) as well as the time evolution \( s(t) \) simultaneously at the runtime. With the deviation from the path

\[ e(t) := h(x(t)) - p(s(t)), \quad (3) \]

this output path-following problem can be formulated as follows:

**Problem 1:** Given the system \( \{1\} \) and the geometric reference path \( \mathcal{P} \), design a controller that computes \( u(t) \) and \( s(t) \) and guarantees:

1. Path convergence: The system output \( y \) converges to the path \( \mathcal{P} \) such that \( \lim_{t \to \infty} \| e(t) \| = 0 \).
2. Velocity convergence: The path velocity \( \dot{s}(t) \) converges to a predefined evolution \( \dot{s}_{ref}(t) \geq 0 \) such that \( \lim_{t \to \infty} \| \dot{s}(t) - \dot{s}_{ref}(t) \| = 0 \).
3. Constraint satisfaction: The state and input constraints \( \mathcal{X} \) and \( \mathcal{U} \) are satisfied \( \forall t \in [t_0, \infty) \).

In order to solve the path-following problem using a MPC approach, the path parameter \( s \) is treated as a virtual state whose time evolution is described by a differential equation termed *timing law*. In our case the timing law is defined as a single integrator

\[ \dot{s}(t) := \vartheta(t), \quad (4) \]

where \( \vartheta \in \mathcal{V} \subseteq \mathbb{R} \) is an additional (virtual) control input of the MPC.

To solve the path-following problem a sampled-data MPC strategy is used. Predicted system states and inputs are denoted by \( \hat{x}(\cdot) \) and \( \hat{u}(\cdot) \). The cost functional to be minimized for the prediction horizon \( T_p \) is given by

\[ J(x(t_k), s(t_k), \hat{u}(\cdot), \vartheta(\cdot)) = \int_{t_k}^{t_k+T_p} \| \dot{e} \|_Q^2 + \| \dot{u} - \dot{\vartheta} \|_R^2 + \| \dot{e} \|_P^2 \, dt \quad (5) \]

where \( Q = \text{diag}([q_x, q_y, q_\psi, q_\vartheta]) \), \( P = \text{diag}([p_x, p_y, p_\psi, p_\vartheta]) \) and \( R = \text{diag}([r_x, r_y]) \) are positive definite weighting matrices. Furthermore, \( a_{lat}(x) = v(t) \dot{\psi}(t) \) is an approximation of the lateral acceleration of the vehicle. Note that the last term of \( (5) \) represents the terminal cost.
The optimal control problem (OCP) solved at every discrete sampling time instance \( t_k = k T_s \) in a receding horizon fashion reads

\[
\min_{u(\cdot), \vartheta(\cdot)} J(x(t_k), s(t_k), \bar{u}(\cdot), \bar{\vartheta}(\cdot)) \tag{6a}
\]

subject to the constraints for all \( \tau \in [t_k, t_k + T_p] \)

\[
\dot{x}(\tau) = f(x(\tau), \bar{u}(\tau)), \quad x(t_k) = x(t_k) \tag{6b}
\]

\[
\dot{s}(\tau) = \vartheta(\tau), \quad s(t_k) = s(t_k) \tag{6c}
\]

\[
\dot{e}(\tau) = h(x(\tau)) - p(\bar{s}(\tau)) \tag{6d}
\]

\[
u(\tau) \in U, \quad x(\tau) \in X \tag{6e}
\]

\[
h_c(\bar{x}(\tau), \bar{u}(\tau)) \leq 0 \tag{6f}
\]

Here, the dynamics of system (1) and the time law (4) with their respective initial conditions are stated by the constraints (6b) and (6c). The the deviation of the system output from the path (3) is represented by (6d). The state and input constraints are enforced by (6e) and (6f). Additionally, (6f) defines further constraints with the constraint function \( h_c \), see [8]. The solution of (6) results in the optimal input trajectory \( \bar{u}_k^*(\cdot) \). Finally, this optimal input \( \bar{u}_k^*(\cdot) \) is applied to the system (1)

\[
\forall t \in [t_k, t_k + T_s] : u(t) = \bar{u}_k^*(t). \tag{7}
\]

At \( t_k + T_s \), the OCP (6) is solved again using new initial conditions.

**B. Simulation Framework**

In order to find optimal parameter settings for the weighting matrices of the MPC, their performance has to be evaluated for different parameter sets. For this purpose, we use a closed-loop simulation as shown in Fig. 2 which consists of the MPC, a plant, and a data logging function.

The MPC uses the outputs of the simulated plant to determine optimal control variables. Furthermore, it has an interface that is used to specify the current parameter set. The plant consists of two parts: a dynamic vehicle model and an environment model. The vehicle model represents the dynamic lateral and longitudinal behavior of the ego vehicle in dependence on the control variables. Its outputs are the world coordinates, the orientation, and the states of the ego vehicle, such as the velocity. Based on this, the environment model provides input data for the MPC, which are used to determine the parameterization \( P \) of the path and the target path velocity \( \dot{s}_{ref} = \hat{\vartheta}_{ref} \). Therefore, the environment model simulates an idealized lane detection using a predefined virtual two-way road with two lanes. In this article, we use a road loop as shown in Fig. 3 representing an urban-like scenario with curves of small radius.

For performance evaluation of the MPC parameterization, the data for a complete drive of the road loop starting at \( x_w = 0 \) and \( y_w = 0 \) is used. The simulation data is stored by a data logging function. Please note that in our experiments the vehicle model of the simulation and the prediction model of the MPC were identical. However, this is not a prerequisite for our MPC tuning method proposed in the following. It works even if there are model deviations because it is formulated as a black-box optimization.

**C. Parameter Tuning Problem**

Different situations, like urban drive, highway driving, or parking require different controlling behavior to ensure the desired ride quality. Since comfort is probably the most important wish of passengers during autonomous driving, e.g., during longer journeys, the following section examines how driving behavior can be evaluated. Later, the evaluation of driving behavior with regard to dynamics is discussed, since the responsiveness of the vehicle to changes in speed can suffer from the desired high level of comfort. Especially in urban driving scenarios, a dynamic driving style may be explicitly desired in order not to obstruct the traffic flow.

**Comfort**: Comfort is defined as the subjective well-being of the passengers during a ride [10]. Comfort can be divided
into the passenger’s psychological and physiological well-being, with many factors that are hard to measure [11].
The simulation framework only simulates the physiological effects. Therefore psychological effects won’t be considered in the optimization. According to [12] passengers are more sensitive to high jerk, which is the first time derivative of acceleration. Regardless of the jerk, high accelerations are perceived as uncomfortable, especially at high velocities. To quantify the comfort during a complete drive of the road loop we use the mean-squared-error of the jerk \( j \)

\[
\bar{E}_{\text{jerk}} = \frac{1}{N_k} \sum_{k=1}^{N_k} (j(t_k))^2
\]

(8)

were \( N_k \) is the number of simulation time steps needed for a complete drive. Note that we assume a jerk of zero as optimal. Also high longitudinal acceleration should be avoided and limited to \( a_{x_{\text{min}}} = -3.5 \text{ m s}^{-2} \) and \( a_{x_{\text{max}}} = 2.5 \text{ m s}^{-2} \) (see (11b)), like it is done in common adaptive cruise control systems [13].

In addition to jerk and acceleration, the study [14] shows that deviation from the lane centerline makes passengers feel less comfortable. The lane tracking performance for driving the road loop shown in Fig. 3 is modeled with the mean

\[
\bar{E}_{\text{lat}} = \frac{1}{N_k} \sum_{k=1}^{N_k} (e_{\text{lat}(t_k)})^2
\]

(9)

of the squared lateral deviations \( e_{\text{lat}} \) from the lane centerline to the middle of the front axle. To ensure the vehicle will not leave the road we allow the vehicle to leave the center of the lane until the center of the vehicle crosses the lane boundaries.

**Dynamic:** Dynamical driving can be realized by driving as fast as possible without exceeding speed limits.

To describe the dynamics of a drive, the mean velocity error

\[
\hat{E}_v = \frac{1}{N_k} \sum_{k=1}^{N_k} (e_v(t_k))^2
\]

\[
e_v(t_k) = v_{\text{lim}}(t_k) - v(t_k)
\]

(10)

represented by the mean-squared error of the speed limit \( v_{\text{lim}} \) from the actual ego velocity \( v \) is used. Like the characteristic values \( \bar{E}_{\text{lat}} \) and \( \bar{E}_{\text{jerk}} \), \( \hat{E}_v \) is also calculated based on the simulation data for a complete drive of the road loop.

Besides the structure of the MPC, there are many parameters that can be adjusted to modify the driving behavior of the vehicle. In this paper, we optimize the entries of the weighting matrices \( Q, R \) and \( P \) of the MPC cost function (5). Thereby the parameters in \( Q \) and \( P \) are set equal in order to reduce the number of optimization variables. The vector \( m = [q_x, q_y, q_\phi, q_a, r_a, r_\omega, r_\phi] \) represents the parameters, that will be optimized in the optimization problem

\[
\min_m [\bar{E}_{\text{lat}}(m), \bar{E}_{\text{jerk}}(m), \hat{E}_v(m)]
\]

(11a)

\[
s.t. \quad m \in M
\]

\[
a_{x_{\text{min}}} \leq a_x(t_k) \leq a_{x_{\text{max}}}
\]

(11b)

\[
|a_y(t_k)| \leq |a_{y_{\text{max}}}| \quad (11c)
\]

\[
|e_{\text{lat}}(t_k)| \leq l_w/2 \quad (11d)
\]

\[
\forall k \in \{1, ..., N_k\}
\]

where \( M \) denotes the closed set of parameter constraints, \( l_w \) the width of the driving lane, \( a_x \) the longitudinal, \( a_y \) the lateral acceleration of the ego vehicle which is limited to the maximal lateral acceleration \( a_{y_{\text{max}}} = 0.3 \text{ g} \). Ensuring that no speed limits are violated is achieved through constraints in the OCP (6) and is therefore not considered additionally in (11).

The aim is to obtain optimal parametrizations by maximizing comfort, dynamic, and/or path tracking accuracy. The workflow of the optimization and the inputs and outputs of the simulation framework are shown in Fig. 4. It should be noted that information about the objective function and constraints in (11) can only be obtained by querying the simulation framework with different parametrizations. Therefore, (11) is a black-box optimization problem.

**III. Method**

This section aims to explain how we apply Bayesian optimization (BO) to find optimal values for the weighting parameters of the MPC by solving the optimization problem stated in (11). In Section III-A, Bayesian optimization is introduced. In Sections III-B and III-C we will discuss two alternative approaches to solve the multi-objective optimization problem.

**A. Bayesian Optimization**

For a detailed description of Bayesian optimization, the reader is referred to [15]. An overview of the numerous theoretical results such as regret bounds is also given in [15]. Algorithm 1 summarizes the approach. It relies on two key elements.

The first one is a probabilistic surrogate model (cf. Step 3 of Algo. 1) which approximates all relevant Black-Box responses. In this work, Gaussian Process regression (GPR) is used. A separate surrogate model is created for each of the objectives \( \bar{E}_{\text{lat}}(m) = O^{(1)}(m), \bar{E}_{\text{jerk}}(m) = O^{(2)}(m), \hat{E}_v(m) = O^{(3)}(m) \). For simplicity they are below
denoted as $O^{(i)}(m)$ with $i \in \{1, 2, 3\}$. In addition to the objectives, a black-box response $g(m)$ is modelled by GPR in order to indicate the feasibility of a parametrization. For a given evaluated parametrization $m'$, $g(m') = -1$, if any of the Constraints 11c - 11e were violated during its evaluation on the simulation model and $g(m') = 1$ otherwise. Constraints are violated, for example if the vehicle leaves the track. At each iteration $n$, the GPR models are updated using all sample points obtained so far. The set $M_n$ denotes all past evaluated parametrizations, whereas $O_n^{(i)}$ and $G_n$ denote the corresponding objective function values and observed feasibilities. Using these past observations, GPR is used to make normally distributed predictions for any parametrization $m$:

$$\tilde{o}^{(i)}(m) \sim N(\tilde{o}^{(i)}(m|M_n, O_n^{(i)}), \sigma_o^2(m|M_n, O_n^{(i)}))$$ (12)

$$\tilde{g}(m) \sim N(\tilde{g}(m|M_n, G_n), \sigma_g^2(m|M_n, G_n))$$ (13)

Mean and standard deviation of the normally distributed predictions, $\tilde{o}$, $\tilde{g}$ are denoted by $\bar{o}$, $\bar{g}$ and $\sigma_o$, $\sigma_g$, respectively.

The GPR model is constructed using a constant mean and a Matérn 5/2 Kernel with automated relevance detection. It is suggested by [16] that clear expectations of smoothness are impractical in modeling many physical processes. Therefore they propose the class of Matérn Kernel instead of squared exponential Kernel. Hyperparameters of the Gaussian Process are optimized in each iteration by maximizing the maximum likelihood. For a more detailed introduction to GPR, we refer to [17].

The computational demand for the model fitting of each GPR increases cubically with the number of evaluation points. To ensure that the computational complexity increases only approximately linearly with the number of iterations, the sparse method Fully Independent Training Conditional (FITC) was used from 300 evaluations [15]. A similar approach was chosen in [18].

**Algorithm 1** Multi-objective Bayesian optimization for constrained problems

1: Initial sampling of $\mathcal{M}_1$, $O_1^{(i)}$ and $G_1$
2: for $n = 1; 2; \ldots$; do
3: update probabilistic GPR surrogate models using $M_n$, $O_n^{(i)}$, and $G_n$
4: select $m_n$ by optimizing an acquisition function: $m_n = \arg \max_m (\alpha(m))$
5: query objective function to obtain $o_n^{(i)}$ and $g_n$
6: augment data $M_{n+1} = \{M_n, m_n\}$, $O_{n+1}^{(i)} = \{O_n^{(i)}, o_n^{(i)}\}$ and $G_{n+1} = \{G_n, g_n\}$
8: end for

The second important part is the acquisition function

$$\alpha(m) = f(\tilde{o}^{(i)}(m), \tilde{g}(m)).$$ (14)

It assigns a scalar to each parametrization indicating how useful an evaluation of that parametrization would be for the progress of the optimization. Usually, it balances between exploration and exploitation and takes the probability of feasibility into account. It is calculated using the probabilistic predictions of the Black-Box responses $\tilde{o}^{(i)}(m)$ and $\tilde{g}(m)$, provided by the GPR surrogate models. Popular acquisition functions are for example Probability of Improvement, Expected Improvement and Entropy search. The acquisition functions used in this contribution are explained in Sections III-B and III-A respectively. The acquisition function is maximized using random search to obtain the next sample point $m_n$ (cf. Step 4 of Algo. 1).

Afterward, the closed-loop behavior of $m_n$ is evaluated using the simulation model (cf. Step 5 of Algo. 1) and the data is augmented using the obtained responses (cf. Step 6 of Algo. 1).

**B. Multiobjective Optimization with weighted Sum**

The first approach of finding Pareto-optimal parametrizations for the MPC parameters is realized by integrating the three objectives in a single objective using varying weights. Each of the differently weighted objective functions is then optimized using an instance of single-objective constraint BO. An overview of the algorithm with one instance of weighting parameters is shown in Fig. 5.

The objective function $B$ is calculated by weighting the three performance criteria $\bar{E} = [\bar{E}_{jerk}, \bar{E}_v, \bar{E}_{lat}]$ with the weights $w = [w_1, w_2, w_3]^T$ as follows:

$$B = \bar{E} \cdot w$$

$$= [\bar{E}_{jerk} \bar{E}_v \bar{E}_{lat}] \cdot [w_1 \ w_2 \ w_3] \ldots (15)$$

Additionally, $w_1, w_2, w_3 \in [0, 1]$ and $w_1 + w_2 + w_3 = 1$ hold. Depending on which criterion is weighted more or less strongly, only certain areas of the Pareto-front are covered. Thus, different weightings are cascaded (see Section IV) and optimized with regard to them in order to map the entire Pareto-front. To achieve a fine resolution of the front, a fine cascading is required.

This approach can be seen as a special case of the algorithm introduced in Section III-A by using only one Objective $O^{(1)} = B$. Here the Expected Improvement with constraints, introduced in [19], is used as the acquisition
C. Pareto Optimization

The idea of the second method is based on Pareto optimization (see Fig. 5). This means that all three criteria are optimised simultaneously in a single instance of Bayesian optimization without the necessity of cascaded weighting of the objectives. In contrast to standard BO, a Pareto-front of non-dominant parametrizations representing possible compromises is searched for. Therefore, each objective is modeled by a separate instance of GPR as described in Sec. III-A. In combination with the feasibility-GPR, the total number of GPRs is four.

The Expected Improvement Matrix Criteria (EIM) presented in [20] extend the well-known single-objective EI to the multi-objective case. Here the euclidean distance-based EIMc criterion is used in combination with the probability of feasibility as the acquisition function:

$$\alpha(m) = CEIM(m) = \operatorname{EIM}_c(\tilde{g}^{(1)}(m), ..., \tilde{g}^{(3)}(m), O_{\min}) \cdot \Pr(\tilde{g}(m) < g_{\max})$$  \hspace{1cm} (17)

The set of Pareto-optimal points obtained so far is denoted by $O_{\min}$. The EIMc criterion seeks to extend and further detail the current pareto front. However, the size of the

Expected Improvement Matrix increases linearly with the number of pareto-optimal points in $O_{\min}$ and with the number of objectives. Therefore the calculation time also increases with the number of pareto-optimal points. Additional details regarding the computational cost can be found in [20].

IV. RESULTS

The algorithms presented in Sections III-B and III-C to solve the optimization problem (11) were implemented in Matlab 2018b using the GPML toolbox [21] to create GPR models. In Section IV-A results of the approach with weighted objectives will be presented and compared to a parametrization, which was hand-tuned by an expert. Since the two algorithms

- Approach 1: Optimization with weighted sum (cf. Section III-B)
- Approach 2: Pareto optimization (cf. Section III-C)
were able to achieve similar Pareto-fronts, only achieved parameterisations of Approach 1 are presented. Afterward, the performance of the two algorithms will be compared.

A. Comparison of Pareto-optimal Parametrizations to hand-tuned Parametrization

Fig. 7 shows the Pareto-optimal set obtained by Approach 1. The objective function values are scaled to the results from the hand-tuned expert parametrization. Therefore, the expert parametrization yields objective function values of (1 1 1), see red dot in Fig. 7. It can be seen that a rich set of Pareto-optimal parametrizations is found. This enables control engineers to choose from a number of competitive options depending on the desired driving behavior.

Fig. 8 shows the lateral deviation $e_{ladv}$, the jerk $j$ and the velocity error $e_v$ of the ego vehicle for the hand-tuned parametrization and for the parametrization belonging to the three selected Pareto-optimal points marked in Fig. 7. Note that only the first 100 seconds are presented for better clarity.
It can be seen, that the hand-tuned parametrization is almost pareto-optimal. However, in comparison to point 2, it is characterized by a slightly lower velocity error at the cost of substantially higher lateral deviation (cf Fig. 8 top). Therefore, the hand-tuned parametrization is more suitable for dynamical driving requirements.

With the parameterization of point 3, the vehicle drives very slowly, but very comfortably and with a very high level of accuracy in tracking. Due to the good lateral tracking and low jerk, the velocity tracking error is rather high.

The parameterization of point 1 can be seen as a reasonable trade-off between 2 and 3. In comparison to the hand-tuned parametrization, the vehicle drives slightly more comfortably, which can be recognized by the fact that jerk and lateral deviation are smaller. However, the vehicle behaves less agile, which can be seen by the higher lap time for the track and the higher velocity deviation from the limit. Because high tracking and low jerk are characteristics for comfortable driving, this parameterization is suitable for highway driving, since high-speed changes are not necessary.

### B. Comparison of Pareto Optimization and Optimization with weighted Sum

In the following section the two Approaches 1 and 2 are compared with each other, regarding their number of evaluations, run time and their performance. For the calculation of the performance indicator, a script of the PlatEMO [22] platform was used, which calculates the hypervolume indicator (HV-indicator) according to Zitzler et al [23].

Table I shows the performance achieved at the end of both algorithms. For Approach 1, 66 different weightings were chosen with 300 evaluation points each. This is to ensure that the parameters of the MPC optimize the driving behavior concerning all three criteria/goals. Preliminary experiments have shown, that the optimizer has (nearly) converged within 300 evaluations. This leads to 19800 points, that were evaluated for Approach 1. For Approach 2 the hand-tuned parameterization was also selected as the initialization point.

At the end of the optimization methods, Approach 1 achieves better performance in terms of the HV-indicator with more total evaluations despite the lower computing time. However, Fig. 10 shows that for low computing times Approach 2 is superior to Approach 1 with regard to the HV-indicator.

Additionally, it can be seen that the cumulative computing time increases only approximately linearly with the number of evaluations for Approach 1. This means that the overhead generated by BO is almost constant, which can be attributed to the optimization being reset completely after each of the 66 weight-combinations. Therefore, at most 300 evaluations are used to fit the GPR model. In contrast, the overhead per iteration of Approach 2 increases substantially during optimization. This can be attributed to two aspects of the algorithm. First, unlike as in Approach 1, all points evaluated so far are used to find the next sample point resulting in an increasing computing time for the 4 Gaussian Process models. Second, the calculation time of the acquisition
function increases with the growing number of points in the pareto front. In summary, for the presented case, Approach 2 is more sample efficient initially, but less scalable than Approach 1.

V. CONCLUSION

In this paper, two multi-objective Bayesian optimization approaches for simulation-based parameter tuning of a model predictive path-following control realization for autonomous driving have been presented. As optimization objectives comfort, dynamic and path tracking accuracy are used, which are described by defined characteristic values. The result is a Pareto-front, which can be used to select MPC parameter sets for different applications. The obtained results show the effectiveness of the proposed approaches to find Pareto-optimal parametrizations for an MPC for vehicle guidance. Furthermore, the comparison of both approaches indicated that both approaches achieve similar results, but differ in the required evaluations and computing time as well as the convergence rate.
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