A Quantum Monte Carlo Study of mono(benzene)TM and bis(benzene)TM Systems
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Abstract

We present a study of mono(benzene)TM and bis(benzene)TM systems, where TM={Mo, W}. We calculate the binding energies for quantum Monte Carlo (QMC) approaches and compare the results with other methods and available experiments. The orbitals for quantum Monte Carlo (QMC) approaches and compare the results with other methods and available experiments. The orbitals for the determinantal part of each trial wave function were generated from several types of DFT in order to optimize for fixed-node errors. We estimate and compare the size of the fixed-node errors for both the Mo and W systems with regard to the electron density and degree of localization in these systems. For the W systems we provide benchmarking results of the binding energies, given that experimental data is not available.
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1. Introduction

For the last several decades, quantum Monte Carlo (QMC) methods have been utilized to produce highly accurate electronic structure calculations of many-electron systems [1–3]. QMC methods offer an explicitly correlated wave function based alternative to more ubiquitous techniques that rely on expansions in determinants and basis sets to capture electron correlation. Diffusion Monte Carlo (DMC) has proven to be a particularly successful flavor of QMC whereby an initial wave function is evolved in imaginary-time to project out its ground state component, provided there exists a nonzero overlap between the two. Due to the fermion sign problem, however, a fixed-node approximation is generally made which constrains the nodal (hyper)surface (i.e., zero locus) of the evolving wave function to match that of an initial antisymmetric trial function. This restriction introduces a fixed-node bias which only vanishes in the limit that the trial nodes match those of the exact fermionic ground state.

The fixed-node bias is generally the dominant source of error in DMC calculations though accuracy in many cases can be quite high even for the simplest trial nodes, e.g., those from a single Slater determinant. This nodal problem has been studied in various ways (see, for example, Refs. [2,4]) and several methods have been proposed to reduce the bias through some form of optimization of the trial nodes (see Refs. [5–7]). Due to the stochastic nature of QMC, however, such optimizations are rather demanding on several fronts, in particular, the efficiency of the optimizer is vital and systematic improvements to the nodes can be difficult to obtain, especially for large systems. To generate optimization methods that improve on these difficulties, a viable strategy would be to first obtain a better understanding of sources of nodal errors and of nodal properties, in general. Some progress has been achieved in this respect in several studies [8–10], where it was shown for 1st and 2nd row elements that nodal errors grow with node nonlinearities (a property related to the multiplicity of bonds) and with increasing electronic density. In this study, we add to this investigation by looking at nodal properties of benzene complexes containing molybdenum (Mo) and tungsten (W). In particular, we consider the half-sandwich mono(benzene)Mo (MoBz) and the full-sandwich bis(benzene)Mo (MoBz2) systems, depicted in Figure 1, as well as the structurally and chemically similar WBz and WBz2 systems. The choice of these molecular systems has been motivated by several considerations.

Mo and W are 4d and 5d transition metal (TM) elements, respectively, and are stacked vertically within the periodic table’s VIB column. Given their partially filled d-shells, both elements have the potential to form many types of bonds and, therefore, can be found in variety of molecular systems that exhibit interesting properties with examples including catalysts and bioenzymes. As a consequence of these attributes, a comparison between Mo- and W-containing systems enables us to further examine the dependencies of fixed-node errors to electronic density (or, similarly, state localization) and bond multiplicity. To achieve a sound comparison, we look at the same electronic states and similar geometries so that can we contrast the results between systems containing the 4th period metal to those containing the 5th period metal.

Another point of interest regarding these systems is in the fundamental chemistry of metals bonded to organic molecules. As an example, CrBz2 was first synthesized only a couple of decades ago and was the first stable synthetic structure of its kind, namely, where a TM was bound to two benzene rings in a full-sandwich geometry. It was a breakthrough in the field
of organometallic chemistry and was followed by many novel sandwich-type complexes such as VBz and CoBz. Some of these systems are well-known as catalysts since transition metals have the ability to form multiple bonds with low barriers and the structural flexibility of the sandwich geometries enable easy conformational changes that are crucial for efficient reaction paths. For example, the MoBz$_2$ system that we include in this study, is a well-known catalyst. Furthermore, the benzene-based organometallics later proved to be of high interest in the field of spintronics. In particular, benzene multi-decker nanowires with sandwiched transition metal atoms, such as V and Co, have become some of the most studied systems recently due to differences in conductivities in the two spin channels and their possible functioning as spin filters [11].

Yet another area of research that involves these constituents is graphene doped with transition metal adatoms where benzene can serve as the simplest cluster model that can describe the local chemistry at the graphene hollow bonding site [12]. The Mo and W systems we consider here provide interesting examples of organometallic bonding which is often quite challenging to describe by either the correlated or density functional theory (DFT) approaches.

It is well-known that systems containing TM elements often pose significant challenges for experiments and simulations. These difficulties can be attributed to (i) strong many-body effects arising from the compact nature of the $d$-states resulting in significant electronic correlation [13–25] and (ii) near degeneracy of the $d$-shell and outer $s$, $p$-shells which can generate a large number of low-lying hybridized states in molecular environments. In order to probe the electronic correlations and many-body effects we employ the FNDMC method that, apart from the fixed-node approximation, can provide very accurate results. In addition, relativistic effects impact the valence electronic structure and must be accounted for at some level if reasonable agreement with experiment is expected. To account for relativity at some level, we have utilized scalar-relativistic effective core potentials, throughout.

2. Methods and Computational Details

Fixed-node diffusion Monte Carlo (FNDMC) is a projector method that filters out the ground state, $\Phi_0$, of the symmetry class determined by the nodal structure of a variationally optimized trial function, $\Psi_T$. This can be expressed as,

$$\Phi_0 \propto \lim_{\tau \to \infty} e^{-\tau(H-E_T)} \Psi_T,$$

where $E_T$ is an offset tuned to the ground state energy, $E_0$, and $\tau$ (a real parameter) represents the progression through imaginary time. We can recast this equation into an importance sampled form given by the following convolution,

$$f(R, \Delta \tau + \tau) = \int dR' \tilde{G}(R' \to R, \Delta \tau) f(R', \tau)$$

where $f(R, \tau) = \Phi(R, \tau)\Psi_T(R)$ and the kernel is given by the corresponding Green’s function. $R$ and $R'$ denote the combined positions of all $N$ electrons in the system. One can show that the solution to Equation 2 can be found by stochastic simulation. The sampling points are delta functions in $3N$-dimensional space and they evolve according to the kernel/Green’s function. Within a given time step $\Delta \tau$ the evolution involves diffusion, drift and proliferation/disappearance processes and in the long time limit one samples the stationary solution corresponding to the desired ground state. For antisymmetric states such a method runs into an exponential inefficiency due to the fermion sign problem. In order to avoid this problem we impose the fixed-node approximation which can be expressed as the following inequality

$$f(R, \tau) = \Phi(R, \tau)\Psi_T(R) \geq 0. \quad (3)$$

The lowest energy solution with this constraint is obtained when the nodes of the solution $\Phi_0(R, t)$ are identical to the nodes of $\Phi(R, t)$. The fixed-node bias vanishes quadratically as the nodes of the trial wave function approach the exact nodes and consequently the quality of the trial wave function nodes is crucial in FNDMC. Although this is not immediately obvious the nodal constraint enforced by the fixed-node approximation enables to employ the FNDMC method to calculate also excited states.

2.1. Trial Wavefunctions

We employ trial wave functions of the Slater-Jastrow type given by:

$$\psi_T(R) = \sum_{j} c_{j} \det^\dagger_{\varphi_j}(r_{j}) \det^\dagger_{\varphi_j}(r_{m}) e^{i t_{j}(R)}$$

FIG 1. Molecular geometries of (a) bis(benzene)molybdenum (MoBz$_2$) and (b) mono(benzene)molybdenum (MoBz). The geometries of the corresponding W systems are similar.
where \( c_i \) are expansion coefficients and \( U(R) \) is the Jastrow function. The nodes of a trial wave function are determined by the Slater determinants that are built from one-particle orbitals. The Jastrow function has one-body, two-body and three-body correlation terms given by

\[
U(R) = \sum_i U_1(r_{iI}) + \sum_{i<j} U_2(r_{ij}) + ... \tag{5}
\]

where \( i, j \) and \( I \) denote electron and nuclei, respectively, while \( r_{iI}, r_{ij} \) are the corresponding distances. The functions \( U_1, U_2, ... \) that capture the one-particle, two-particle, and so on, correlations are expanded in appropriate basis sets and optimized in variational Monte Carlo.

After examining orbitals generated by different techniques such as Hartree-Fock (HF), natural orbitals from configuration interaction with single and double excitations (CI SD) with varying size of virtual space and DFT orbitals, we found that the DFT orbitals provided lower energies, in general, and therefore were used in the FNDMC calculations.

### 2.2. Effective Core Potentials

We replace the atomic cores with effective core potentials (ECPs) since the QMC computational cost grows as \( Z_{eff}^{-6.5} \), where \( Z_{eff} \) is the effective nuclear charge. ECPs therefore provide significant boost in efficiency. In addition, impact of relativity on valence states is built into the ECPs by construction so that relativistic effects at one-particle level are included. We note that the ECPs we use involve averaged spin-orbit interaction (often denoted as AREP, averaged relativistic effective potentials).

ECP nonlocal operators were treated by the locality approximation [26]. The corresponding bias vanishes quadratically in the trial function error so that in many cases it gets folded into the fixed-node bias since it has the same type of scaling. The FNDMC calculations were done with T-moves algorithm [27] that preserve the variational bound for the total energy regardless of the localization approximation treatment of ECPs. The QMC calculations were performed using the software package Qwalk [28].

### 3. Results and Discussion

#### 3.1. MoBz and MoBz\(_2\) systems

Several functionals were examined for each system and the DFT calculations were carried out with the Gaussian09 [29] and GAMESS [30] codes. The geometry optimizations were carried out within \( C_{6v} \) and \( D_{6h} \) for Mo-Bz and Mo-Bz\(_2\), respectively. For Mo we used pseudopotentials with 4s4p4d5s valence space [31] while for the rest of atoms we used ECPs from Ref. [32]. The basis sets were of aug-cc-pVTZ quality.

The spin multiplicity of the ground states of MoBz and MoBz\(_2\) were examined in DFT, each yielding singlet ground states. The trial wave functions used were the single-reference Slater-Jastrow as described above. The Slater determinant was constructed from single-particle orbitals generated by the DFT-TPSSh method that produced the lowest overall total energies, i.e., it led to the lowest fixed-node biases. The Jastrow function in the trial wave functions contained up to three-body correlation terms, namely, nucleus-electron, electron-electron and nucleus-electron-electron terms. The Jastrow function was optimized within the framework of the VMC method.

The relaxed structural parameters used in the MoBz\(_2\) and MoBz DMC calculations are given in Table I. The binding energies calculated by several DFT methods and the fixed-node DMC together with experiment are presented in Figure 2. The binding energy is defined as follows:

\[
D_0(MoBz_2) = 2E(Bz) + E(Mo) - E(MoBz) \tag{6}
\]

\[
D_0(MoBz) = E(Bz) + E(Mo) - E(MoBz) \tag{7}
\]

Interestingly, for MoBz\(_2\), all the DFT functionals except LDA/SVWN5 underbind with regard to the experimental value. An underbinding of about 0.66(3) eV is present also in the FNDMC result. We attribute most of this error to fixed-node error suggesting that the wave function has a significant multi-reference character. This is not surprising considering the high multiplicity of bonds in that system. A qualitatively similar pattern appears also for MoBz, however, in this case we were not able to find the experimental data. Our best guess is that the actual bonding energy lies around 1 eV and that the FNDMC shows underbinding by \( \approx 0.3 \) eV, again due to the need of a multi-reference wave function to describe multiple bonds. The size of the fixed-node bias is similar to that in a recent study of corresponding dimers, in particular, the impact of the fixed-node errors on binding of the Mo dimer turns out to be about \( \approx 0.7 \) eV.

#### 3.2. WBz and WBz\(_2\) systems

For the benzene complexes containing W, we also carried out DFT calculations with various functionals using the GAMESS [30] software package. We again considered basis sets of aug-cc-pVTZ quality. An ECP was utilized for the W atom with a 5s5p5d6s valence space [31] and again ECPs from Ref. [32] were employed for the benzene constituents. We imposed \( C_{6v} \) and \( D_{6h} \) symmetries for WBz and WBz\(_2\), respectively, and examined each system in a singlet spin state. The geometries of both systems were optimized with the quadratic approximation to the augmented Hessian technique until the maximum component of the gradient was less than \( 10^{-4} \) in magnitude. The equilibrated structural parameters are listed in tables II and III, where we define the distance \( R(W-Bz) \) to be the distance from the W atom to the plane formed by the carbon atoms.

| System  | \( R(\text{Mo-Bz}) \) | \( R(\text{C-C}) \) | \( R(\text{C-H}) \) | \( \angle \text{CCCH} \) |
|---------|---------------------|---------------------|---------------------|---------------------|
| MoBz\(_2\) | 1.782 | 1.419 | 1.083 | 0.378 |
| MoBz | 1.617 | 1.438 | 1.093 | 3.463 |
shows the calculated binding energies for various DFT methods as well as fixed-node DMC; the latter we present as a benchmark result given the absence of experimental data for these systems. The binding energies are defined similarly to those given in expressions (6) and (7), in addition to the following definition

\[ D_0(WBz+Bz) = E(WBz) + E(Bz) - E(WBz_2). \]  

Provided that we only accounted for averaged spin-orbit interactions, we took the tungsten atom to be in its septet spin state which we determined to be the ground state of the Hamiltonian with spin-orbit averaged ECPs.

| Method | \( D_0/eV \) (MoBz\(_2\)) | \( D_w/eV \) (MoBz) |
|-------|------------------|------------------|
| B3LYP | 3.37             | 0.53             |
| PBE0  | 4.28             | 0.82             |
| PBE   | 4.86             | 1.40             |
| TPSSh | 4.66             | 1.20             |
| SVWN5 | 7.43             | 2.90             |
| DMC/TPSSh | 4.42(4) | 0.81(3) |
| Exp.  | 5.12 \([33]\)    |                  |

TABLE IV. Binding energies \([eV]\) of W-Bz and W-Bz\(_2\) and systems from DFT methods and from fixed-node DMC with two trial wave functions constructed with PBE and PBE0 orbitals.

| Method  | \( W+Bz \) | \( W+Bz+Bz \) | \( WBz+Bz \) |
|---------|------------|---------------|-------------|
| PBE     | 1.62       | 5.67          | 4.05        |
| PBE0    | 1.25       | 5.36          | 4.11        |
| SVWN5   | 3.20       | 8.36          | 5.16        |
| DMC/PBE | 1.42(3)    | 6.00(3)       | 4.58(3)     |
| DMC/PBE0| 1.47(3)    | 6.08(3)       | 4.61(3)     |

It is interesting that the results for WBz and WBz\(_2\) look rather different. Let us analyze the differences point by point. First, we suspect that the part of the fixed-node bias that affects energy differences is significantly lower due to the lower electronic density and 5d states that are less localized when compared to 4d-states. This can be explained by inspection of the one particle atomic states plotted in Figure 3. Note that the orbital maxima of the semicore s-states, namely, 4s for Mo and 5s for W, are almost the same. This contrasts with the 5d (Mo) and 6d (W) states that differ significantly. Not only is the maximum of the W 6d state at a larger radius but also the density inside the core region is much smaller. This is reminiscent of the contrast between the 2p states in the first-row and 3p states in the second-row where a much smaller fixed-node error was found in the latter case (both in absolute and in differences) \([9]\).

Second, the sensitivity of both FNDMC energy differences and total energies to changes in the DFT functionals used to generate the orbitals is very minimal in the W systems, showing a reduced impact on the nodes. This conclusion is further supported by our study of W\(_2\) that will be described elsewhere.

Third, FNDMC binding energies are actually larger than predicted by DFT functionals (except LDA, that significantly overbinds, as we commented above). Indeed, this is also in line with our calculations of W\(_2\) that agrees with experiment rather well \([35]\). Therefore, we conjecture that our estimation of binding energies in these systems is the most accurate to date. Note that we were not able to find reliable experimental data for these systems in the literature and therefore we provide genuine predictions for these binding energies. The fixed-node errors in Mo systems deserve further study as well as the impact of the spin-orbit interactions that have been taken into consideration in an averaged manner in the present study. Overall, the determinants built from PBE and PBE0 single-particle orbitals and up to three-body interaction terms in the Jastrow factors. The systems were placed in their respective optimized geometries. The motivation for considering orbitals generated from the PBE functional in addition to the hybrid functional, PBE0, was to take the opportunity to investigate whether exact Hartree-Fock mixing in these systems would have any impact, as was the case in 3d systems, see for example, \([34]\).
FNDMC methods show very high accuracy for the 5th period systems in general and thus provide very accurate methodology for the correlated wave function calculations.

4. Conclusions

We present calculations of single and double benzene systems with molybdenum and tungsten atoms in half- and full-sandwich geometries. We used several DFT functionals and FNDMC method to estimate the binding energies in these systems. For MoBZ, we found that single-reference wave function appears to underestimate the binding by about 0.5 eV when compared with experiment. Interestingly, except LDA that is known to overbind by significant amount almost universally (20-30%), the DFT functionals underbind these systems as well with significant spread 0.4-1.8 eV, depending on the functional. For MoBZ, we were not able to find the experimental value and therefore we estimate the binding to be around 1 eV. Since the overall behavior of the total ad binding energies is qualitatively similar to MoBZ, we also estimate the fixed-node bias to cause underestimation of the FNDMC binding by about 0.4-0.6 eV with the uncertainty being assigned to the averaging of the spin-orbit effects. The results for tungsten systems appear to be significantly less impacted by the fixed-node errors due to the lower electronic density and more favorable spatial ordering of the s, p, and d levels. This is a very encouraging finding since it implies that accurate calculations are feasible for materials with 5d elements at the single reference trial function level. In the absence of experimental data, our calculations provide the most accurate values of binding energies in these tungsten molecular systems to date.
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