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ABSTRACT:

In the process of object-oriented change detection, the determination of the optimal segmentation scale is directly related to the subsequent change information extraction and analysis. Aiming at this problem, this paper presents a novel object-level change detection method based on multi-scale segmentation and fusion. First of all, the fine to coarse segmentation is used to obtain initial objects of different sizes; then, according to the features of the objects, Change Vector Analysis is used to obtain the change detection results of various scales. Furthermore, in order to improve the accuracy of change detection, this paper introduces fuzzy fusion and two kinds of decision level fusion methods to get the results of multi-scale fusion. Based on these methods, experiments are done with SPOT5 multi-spectral remote sensing imagery. Compared with pixel-level change detection methods, the overall accuracy of our method has been improved by nearly 10%, and the experimental results prove the feasibility and effectiveness of the fusion strategies.

1. INTRODUCTION

Along with the rapid development of remote sensing data acquisition method and the gradual shortening of the acquisition cycle, its scope of application is becoming increasingly widespread and the application requirements are expanding. This presents higher requirements and challenges for remote sensing image change detection technology. At present, many research scholars at home and abroad use optical remote sensing image, according to different changing detection target, a lot of methods and effective models are proposed (Su et al., 2011; Hazel G et al., 2001; Dai et al., 2012; Liang et al., 2013; Zhong et al., 2005; Wang et al., 2013; Sun et al., 2010). These methods can be roughly divided into 3 categories: pixel-level change detection, feature-level change detection, object-level change detection (Hazel G et al., 2001). Traditional change detection methods mostly belong to the pixel level, the results of the change detection are generally broken, prone to the “salt and pepper phenomenon”. These methods have higher requirements for the image registration accuracy and radiometric calibration. Simultaneously, relying on the threshold selection directly limit their application to remote sensing image processing. (Dai et al., 2012; Bovolo F et al., 2007; Bruzzone L et al., 2000; Nemmour H et al., 2006). However, the object level change detection is based on geographic objects that have some notion as a basis, these objects are spatially adjacent, spectrum similar in homogeneous areas, has the features of spectral, shape, texture, context, etc. (Wang et al., 2009; Wu et al., 2013; Su et al., 2007), it has high detection accuracy and robustness in the detection process. It represents the main direction of change detection.

At present, the object-level application of image analysis in change detection has seen certain progress. Many scholars apply object-oriented segmentation method to object-level change detection. Object-based change detection methods in common use can be divided into the following two categories. One is to carry out the object-oriented classification, and then change detection (Su et al., 2011; Hazel G et al., 2001; Liang et al., 2013). The other category is the object change vector analysis (Wang et al., 2013; Sun et al., 2010; Wu et al., 2013), which is a direct comparison method. Being easy to implement and having no essential difference with pixel-based approaches, the change vector analysis method has been widely used in practice/practically. The main difference lies in the pixel-level vector analysis being changed into the object-level vector analysis. Because the object of change vector analysis method can effectively utilize the various features of the object participation, such as spectral information, texture information, topology information between objects, etc., the result is more accurate and robust (Sun et al., 2010). However, the results of object-level change detection rely heavily on the determination of the segmentation scale. How to objectively evaluate the results of the segmentation, obtain optimal segmentation scale and avoid the influence of subjective factors are becoming particularly important (Chen et al., 2011).

Aiming at this problem, this paper presents a novel object-level change detection method based on multi-scale segmentation and fusion. To achieve the purpose, the following strategies are employed.

1) In order to obtain corresponding object, the two temporal images are unitedly segmented. Then multi-resolution segmentation method is used to extract objects. This step is called united segmentation.

2) Through choosing the optimal segmentation scale suitable for different objects, the OIF index is calculated of difference images on each scale. Then, the change intensity map is calculated based on object change vector analysis.

3) By comprehensively using the spectrum, and texture features of objects, and three different multi-scale fusing strategies, respectively, fuzzy fusion and different decision-level fusion are used to obtain the final detection results.

The rest of this paper is organized as follows. Section II describes the proposed method. Section III analyses and compares the experimental results, followed by the conclusion in Section IV.

2. METHODOLOGY

In order to reduce the influence of the difference of the radiation value of the optical image in different periods on the change detection accuracy, radiation correction is usually performed before the change detection. In this paper, the histogram matching method is used to carry out relative...
radiometric calibration (Wu et al., 2013). Then eCognition software is assisted to obtain the object through multi-scale segmentation. Then the segmentation result is regarded as the basis for change detection (Li et al., 2011). By exploring the optimal segmentation scale suitable for different objects and to obtain appropriate scale values, the corresponding segmentation results with the two temporal images are achieved. Finally, the change intensity map of multiple scales based on spectral features and texture features is not only quantifying to achieve quantitative change intensity maps, but also through OTSU threshold segmentation to achieve the change binary maps. The fuzzy fusion and decision-level fusion methods are used to facilitate the integration of the change detection results obtained from different scales. Also, the test results including changes in position and changes include intensity information are obtained. The framework of the proposed method is shown below in Fig. 1.

Figure 1 Framework of the proposed method

2.1 The difference calculation of spectral feature and texture feature

(1) Difference of spectral feature
The spectral information of an object mainly includes the mean value, standard deviation, ratio, brightness and other features. In this paper, the mean value and standard deviation of objects are used as difference metrics. The formula is as follows:

\[
\text{diff \_Mean \_Band}(i) = H_{1}(x_{i}^{T}) - H_{1}(x_{i}^{S}) \quad H_{1}: \text{Mean} \\
\text{diff \_Std \_Band}(i) = H_{2}(x_{i}^{T}) - H_{2}(x_{i}^{S}) \quad H_{2}: \text{Std}
\]

Where \( i \) is the number of image band.

(2) Difference of texture feature
According to GLCM (Gray-level Co-occurrence Matrix), Haralick and other researchers, defined 14 kinds of texture features, which are often used to extract texture information in remote sensing image, is mean value, standard deviation, contrast, entropy, homogeneity, correlation, angular second moment, dissimilarity etc. In the above texture features, texture entropy is the measure of the image information. It is characterized by the complexity of the image texture, and the more complex the image texture, the larger the entropy value, the less complex the image texture, the smaller the entropy value. Under the comprehensive of effectiveness and robustness, texture entropy is used to evaluate texture differences. The calculation formula is as follows:

\[
\text{diff \_ent \_Band}(i) = H_{3}(x_{i}^{T}) - H_{3}(x_{i}^{S}) \quad H_{3}: \text{Entropy}
\]

Where \( i \) is the number of image band.

2.2 Best Band Selection
The standard deviation and the correlation coefficient between different bands are the best indicators in measuring the amount of information and correlation, and are commonly used in calculations; the formula of optimal band combination is

\[
OIF = \frac{\sum_{i=1}^{N} \sigma_{i}^{f}}{\sum_{i=1}^{N} \sum_{j=1}^{N} |R_{i}^{j}|}
\]

This formula is the best band index—OIF index. By extracting the mean value of each band on the spectrum, standard deviation difference chart, texture entropy difference chart, and calculating their standard deviation in each band \( \sigma_{i}^{f} \), corresponding to the three features above; where \( R_{i}^{j} \) is the correlation coefficient of \( f \) feature differences graph between the band diagram \( i \) and \( j \), and \( N \) is the total number of bands (Liang et al., 2012). This approach was proposed by the American scholar Richard Horowitz. Its theoretical basis is: the larger the standard deviation of the data in the band combination is, the more information it contains; However, the smaller the correlation coefficient is, which shows the independece of the data is higher, the redundancy of information is smaller, it effectively unites standard deviation and correlation coefficients, providing a basis for judging the best combination of bands (Wu et al., 2007).

In this paper, OIF index is applied to find the possible combination of the spectrum mean value, standard deviation and entropy texture feature bands to discover the appropriate wave band combination separately, and based on the principle of maximum OIF index to find the best band combination of spectrums and texture difference.
2.3 Fuzzy fusion analysis

First, we determine the change intensity observation value $Y_{i}(i,j)$ of the change intensity map on the fourth scales $Y_{i}$ in relation to the change $\mu_{u}(Y_{i}(i,j))$ of degrees category $w_{u}$ and with respect to the membership $\mu_{u}(Y_{i}(i,j))$ of the non-change category $w_{u}$. The common S type membership function has robustness and accuracy in blurred image segmentation process (Tobias et al., 2011). Therefore, the following function is used to calculate the membership value of $\mu_{u}(Y_{i}(i,j))$, and the formula is as follows:

$$
\mu_{u}(Y_{i}(i,j)) = \begin{cases} 
0, & Y_{i}(i,j) \leq a_{k} \\
2 \frac{Y_{i}(i,j) - a_{k}}{c_{k} - a_{k}}^2, & a_{k} < Y_{i}(i,j) \leq b_{k} \\
1 - 2 \frac{c_{k} - Y_{i}(i,j)}{c_{k} - a_{k}}^2, & b_{k} < Y_{i}(i,j) \leq c_{k} \\
1, & Y_{i}(i,j) > c_{k}
\end{cases}
$$

(5)

Where $b_{k} = \left(a_{k} + c_{k}\right)/2$, $\mu_{u}(b_{k}) = 0.5$, parameter $c_{k}$ is taken as the value of the OTSU threshold segmentation of intensity maps of various scales, and $c_{k} = T_{k}$. This ensures the membership value is one when the information of the original four-scale changes passed through the fuzzy transformation. The change intensity observation $Y_{i}(i,j)$ with respect to the non-change category $w_{u}$’s membership $\mu_{u}(Y_{i}(i,j))$ is:

$$
\mu_{u}(Y_{i}(i,j)) = 1 - \mu_{u}(Y_{i}(i,j)).
$$

Apparently, the change intensity observation $Y_{i}(i,j)$ with respect to the change category $w_{c}$ and the non-change category $w_{u}$’s membership satisfaction is:

$$
0 \leq \mu_{u}(Y_{i}(i,j)) \leq 1, \ 0 \leq \mu_{u}(Y_{i}(i,j)) \leq 1.
$$

If $\mu_{u}(Y_{i}(i,j))$’s value is closer to one, the possibility of the intensity of the observed values $Y_{i}(i,j)$ belonging to the change category $w_{c}$ is greater, otherwise, the possibility belongs to non-change category where $w_{u}$ is greater (Wang et al., 2010).

The fuzzy relation matrix of the fourth scales is:

$$
R_{4} = \begin{bmatrix}
\mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) \\
\mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) \\
\mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) \\
\mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j)) & \mu_{u}(Y_{i}(i,j))
\end{bmatrix}
$$

(6)

In this paper, the adaptive method is used to weigh the results of the individual scales (Wang et al., 2009), and the formula is as follows:

$$
W_{p} = \frac{1}{\sigma_{p}} \sum_{i=1}^{p} \sigma_{i}^{2}, \quad p=1,2,3,4
$$

(7)

Where $\sigma_{p}$ is the standard deviation of the change detection results under $p$ scales, and $W_{p}$ is the weight of $p$’s scale change detection results. According to the fuzzy weighted linear transformation:

$$
\mu_{y} = (\mu_{x,y}, \mu_{x,y}) = W_{y}R_{y}
$$

(8)

$\mu_{x,y}$ and $\mu_{x,y}$ are four-scale change information after a fuzzy fusion cell $(i, j)$ belonging to the comprehensive possibility of changes category and the non-change category. Based on the maximum membership criterion, when $\mu_{x,y} < \mu_{x,y}$, the target object does not change, when $\mu_{x,y} \geq \mu_{x,y}$, the target object changes.

2.4 Decision-level fusion analysis

Solution 1: The OTSU threshold segmentation is performed on the intensity diagram of the variations on four scales, the changing pixel values and the non-changing pixel values from the test results are respectively represented by 1 and 0. Through the establishment of a decision-making binary tree shown in Figure 2, fusing the changing detection results of the variations on four scales, and the final result of all the pixels is divided into five categories, as shown in Table 1.

| Category | Change Detection Results |
|----------|--------------------------|
| Class0   | No pixel change occurs on four scales |
| Class1   | Pixel change occurs on one scale |
| Class2   | Pixel change occurs on two scales |
| Class3   | Pixel change occurs on three scales |
| Class4   | Pixel change occurs on four scales |

![Figure 2 Decision binary tree](Image)
Solution 2: First, we put the change vector modulus of four scale objects in an ascending order. Then use the following exponential function to make a curve fitting of the change vector modulus values of the four scales:

\[ f(x) = a_1e^{b_1x} + a_2e^{b_2x} \]  

(9)

in the formula above, \( a_1, b_1, a_2, b_2 \) are fit factors.

In this paper, according to the four-scale fitting function, which defines the following changes in intensity in order to quantify the change in the difference between \( \Delta = \max - \min \), using the following piecewise function, assuming the average step size is \( \Delta = \frac{\max - \min}{5} \), in which \( \max = \max(f(x)) \), \( \min = \min(f(x)) \), \( x \in [1, \text{num}] \) and \( x \) is an integer, \( \text{num} \) means the total number of spots on the 4 scales respectively. Then quantized value \( W \) is:

\[
W = \begin{cases} 
-2 & Q_1 \in [\min, \min + \Delta] \\
-1 & Q_1 \in [\min + \Delta, \min + 2\Delta] \\
0 & Q_1 \in [\min + 2\Delta, \min + 3\Delta] \\
1 & Q_1 \in [\min + 3\Delta, \min + 4\Delta] \\
2 & Q_1 \in [\min + 4, \max] 
\end{cases}
\]  

(10)

In which, the unchanged (Unchanged, UC) regional value is \(-2\), the faint change (Faint Change, FC) regional value is \(-1\), the medium change (Medium Change, MC) regional value is \(0\), the obvious change (Obvious Change, OC) regional value is \(1\), the strong change (Strong Change, SC) regional value is \(2\) (Wu et al., 2013), in order to integrate the changes in the results of the various scales. In this paper, the multi-valued logic is drawn to establish decision fusion rules (Chen et al., 2002). First, integrate the scale of both Level 1 and Level 3 test results into a change in the scale of intensity map, then integrate the scale of Level 2 and Level 4 test results into another change in the scale of intensity map. Finally, the intensity of these two changes are integrated in order to facilitate the integration of the location and the intensity of the change.

The decision level fusion rule corresponds to a five valued logic function \( F(x, y) \), Figure 3 is \( F(x, y) \) and \( x \), \( y \)'s relation graph. The decision level fusion rule designed in this paper is shown in Figure 4, below. When the intensity of the change of the two scales is large, then the intensity of the fusion should be greater; when the intensity of the change of the two scales is small, then the intensity of the fusion should be smaller. In the figure above, \( F(x, y) \)'s the overall trend is increasing, with the increase of \( x+y \) value, for example: when \( F(x, y)=2 \), then \( x+y=3 \) or \( x+y=4 \), it means among \( x \), there is at least one area that is strongly changing, another one is an obvious change region, where the fusion rules defining synthetic strength should be as intensely changing, so as to fully reflect change information in the strength of the two scales (Wu et al., 2013).

3. EXPERIMENTAL RESULTS AND ANALYSIS

3.1 Test Data

The remote sensing image data of the change detection test used in this paper is the multi-spectral image of SPOT5 in a district of Guangzhou city in 2006 and 2007. It contains three bands of red, green and blue, with the resolution of 2.5m, an image size of 916 pixels × 1096 pixels, as shown in Figure 5. The features of the two phase images are rich, and the test area mainly consists of 6 kinds of features, including paddy fields, bare land, buildings, roads, settlements and greenery. The resolution of the image is relatively high. If the multi-scale segmentation scale is appropriate in the process, then the segmented polygons are able to draw a clear outline of objects, and segmentation of objects are not too broken (Wu et al., 2013). In this paper, eCognition software is used to obtain corresponding object, and the two temporal
images are unitedly segmented. This step is called united segmentation. Then, focusing on the different size of objects, such as roads, paddy fields, building roofs, settlements, green field, etc., we choose multiple segmentation scale. The best classification principles “the homogeneity of the same class is keep largest, while the heterogeneous of different class is keep largest” is used to explore these specific categories of best feature segmentation scale.

The improvement is made on the basis of the method proposed by Zhai and Zhang et al. (Zhai et al., 2011; Zhang et al., 2009). The weights of the multi-band image segmentation are introduced into the calculation of the ratio of mean difference to neighbors(ABS) to standard deviation , (Zhang et al., 2009), (11)

\[
RMAS = t_L \cdot \frac{\Delta C_L}{S_L}
\]

\[
S_L = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (C_{Li} - \overline{C_L})^2}
\]

\[
\Delta C_L = \frac{1}{q} \sum_{i=1}^{u} |C_{Li} - \overline{C_L}|
\]

in the formula above, \(L\) is the number of bands in the image, \(t_L\) is the weight of the band during segmentation, \(\Delta C_L\) is the absolute value of single-band objects and the ratio of mean difference to neighbors, \(S_L\) is the standard deviation of the image in a single wave segment, \(C_{Li}\) is the i pixel gray value on L-band, \(\overline{C_L}\) is the average value of the concerned image objects, \(n\) is the number of pixels inside of image objects, \(u\) is the number of objects directly adjacent to the target object, \(q\) is the target object boundary length, \(q_u\) is the common boundary length of target object with the i-th directly adjacent objects, \(C_{Li}\) is the layer mean value of the i-th directly adjacent objects (Zhang et al., 2009).

When the segmentation scale is small, the object has the same object, the \(S_L\) value of the object is small, adjacent objects of \(L\) belong to the same category and have a strong spatial dependence. At this time, the value of \(\Delta C_L\) and the value of RMAS objects are small; When the segmentation scale is close to the class object, the object contains the same surface features, and the \(S_L\) value of the object is small. Adjacent objects belong to different classes leaving the spatial dependence weakened, at this time, the \(\Delta C_L\) of the object and RMAS values are larger; When segmentation scale is further increased, an object will contain other types of surface features, the \(S_L\) value of the object becomes larger, the spatial dependence with neighborhood objects will increase, \(\Delta C_L\) of the object and RMAS values begins to decrease at this time (Zhang et al., 2009). During the experiment, on each scale for each category of feature selected a certain number of samples to calculate the RMAS value of the specific surface features on different scales, and take the RMAS value of the object on the Y-axis, the image segmentation scale value on the X-axis, drawing the line chart of segmentation scale change with different objects of the RMAS value, as shown in Figure 6. At last, the optimal scale of information extraction of different objects can be selected by the RMAS line chart of the image object.

Figure.5 Dataset used in the experiment. (a) Remote sensing image of year 2006 (b) Remote sensing image of year 2007 (c) Reference change detection image

Figure.6 The line chart of RMAS
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It can be seen from Figure 6 that: the optimal segmentation scale of paddy fields, bare land, buildings, roads, settlements, and greenery are 20, 45, 60, 60, 80 and 90 respectively. Besides, as can be seen from the line graph of RMAS, some of the features of the surface will appear a plurality of local peaks, which is further explains that the optimal size for each object is relative, usually within a value range. This paper selects the segmentation results of four scales, Level1, Level2, Level3, Level4 (scale20, 45, 60, 80), to conduct the best band calculation of spectrum and texture feature differences, the results are shown in Figure 7.

According to Figure 7(a), (b), the spectral mean value and the texture entropy difference, the OIF index of single band is lower, and the overall of OIF index is higher when there are two bands, when band 1, 2 combine, the OIF index is at its peak. With the increasing number of bands, the OIF index shows a downward trend, when the band combination is 123, the OIF index is significantly reduced. This shows it is not the greater the number of bands, the greater the information. Similarly, in Figure 7 (c), when the spectral mean value and the texture entropy difference combine at band 1,2, the OIF index is at its peak, but when the spectral standard deviation difference combine at band 1,3, the OIF index is at its peak; In Figure 7(d), when the spectral mean value combines at band 1,2, the OIF index is at its peaks, however, when the spectral mean value and the texture entropy difference combine at band 1,3, OIF indexes were applied in four scales respectively, to look for the best band combination between spectrum and texture difference, then by constructing the difference vector of the object, using the method of vector analysis based on objects to construct the difference image of four dimensions.

3.2 Change detection results and accuracy evaluation

In order to verify the feasibility and effectiveness of the three fusion strategies proposed in this paper, by using SPOT5 multi-spectral image data sets, with rich variation of image features of both types, the changes of the two images features are rich. Moreover, within the coverage area of the image, a typical feature is mainly composed of agricultural land, settlements, bare land and buildings, through different spectral changes feature in two images, the main changes can be observed as the conversion of agricultural land and bare land, between buildings and between different bare land.

The results of the three fusion strategies are shown in Figure 8. In which, Figure 8(a) is fuzzy fusion test results for four scale change information; The results of the change detection are shown in Figure 8 (b) by using decision level fusion program, the final result figure includes five categories.

Finally, the method of multi-scale integration and the conventional pixel-based change detection method such as Change Vector Analysis (CVA), principal component analysis (PCA), independent principal component analysis (ICA), the results of the correlation coefficient method which have been adopted in this paper are compared. Precision index test of pixels; Decision level fusion proposal 2 is used to detect the changes of the results as shown in Figure 8 (c), the final result maps not only reflect the change of the position information of the pixels, but also reflect the information of the intensity of its change. In order to compare the results of two kinds of decision-level fusion methods and the results of fuzzy fusion, the unchanged pixel (Class 0) in Figure 8 (b) and the change in pixel (Class 1) only occurs on one scale are considered not to be changed, the remaining pixels are considered to be changed, then the decision level fusion method of binarization results are shown in Figure 9 (a). Likewise, if one considers the unchanged area and slight changed area in Figure 8 (c) as no change, the rest is seen as the area of change, then the decision level fusion method of binarization result is shown in Figure 9 (b). results are shown in Table 2 below. Since the pixel-based the correlation coefficient change detection result is superior, this paper only gives the results of correlation coefficient. As shown in Figure 9(c), it can be seen that the correlation coefficient appeared very susceptible to the phenomenon of “salt and pepper”, the main reasons for analyzing are the
method of image registration accuracy, the radiation correction with higher requirement depending on the selected threshold at the same time; Moreover, the noise of the image has a greater impact on the change detection results. Table 2 shows the change in the detection accuracy of the table, which can be seen in the proposed three multi-scale fusion policies of this paper, among them, the overall accuracy, false detection rate, the missing rate, and the Kappa coefficient are better than those of conventional detection methods based on the change of pixels.

![Image](a) Fuzzy fusion (b) Decision level fusion 1 (c) Decision level fusion 2

**Figure.8** The results of Multi-scale fusion (a) Fuzzy fusion (b) Decision level fusion 1 (c) Decision level fusion 2

![Image](a) (b) (c)

**Figure.9** The results of change detection (a) Decision level fusion 1 (b) Decision level fusion 2 (c) Correlation coefficient method based on the pixels

| Parameters               | Methods          | Overall accuracy (%) | False alarm rate (%) | Miss detection rate (%) | Kappa index |
|--------------------------|------------------|----------------------|----------------------|-------------------------|-------------|
|                          |                  |                      |                      |                         |             |
| Pixel-based              |                  |                      |                      |                         |             |
|                          | CVA              | 75.45                | 48.50                | 32.61                   | 0.4992      |
|                          | PCA              | 78.23                | 45.40                | 29.10                   | 0.5493      |
|                          | ICA              | 78.76                | 44.72                | 29.74                   | 0.5518      |
|                          | Correlation Coefficient | 82.34            | 43.34                | 28.61                   | 0.5602      |
|                          | Fuzzy fusion     | 90.81                | 13.87                | 12.50                   | 0.8202      |
| Object-based             |                  |                      |                      |                         |             |
|                          | Decision level fusion 1 | 90.75            | 13.31                | 16.73                   | 0.8120      |
|                          | Decision level fusion 2 | 91.15            | 13.15                | 13.53                   | 0.8211      |

From Table 2 we can see that:

1. The variation test accuracy of the 3 kinds of multi-scale fusion methods is better than that of pixel-based methods. The overall accuracy of fuzzy fusion and two decision level integrated method with the Kappa coefficient equal to 90.81%, 0.8202, 90.75%, and 0.8120, 91.15% and 0.8211. The overall accuracy of three kinds of methods compared with the pixel-based methods has improved by 10% or so. The Kappa coefficient based on the picture element method belongs to 0.4~0.6, and the Kappa coefficient of the three kinds of methods kept between 0.8 and 1, and the effect is improved greatly.

2. The results of the 3 kinds of multi-scale fusion methods have different advantages. Because of the relatively small size of the segmentation results, the smaller area of ground objects is better, and the settlement group, agricultural land and other large objects can be used in the coarse scale, the fuzzy fusion method is applied to the calculation of the variance of the 4 scales. The arrangement order of the weight is 0.165, 0.206, 0.261, 0.368, and the results of the final results show that the information about the variation of the information on the 4 scales is effective and accurate. The data of the detection accuracy of Table 2 is confirmed. Decision level fusion scheme 1 is dependent on the variation of the intensity of each scale. The change of the 4 scales is simple, and the change of the pixels in the two scales and two scales above is considered the final change. The rest are not changed. Compared with the fuzzy fusion...
method, the false detection rate is reduced, but the false detection rate is large, and the overall accuracy is slightly lower than that of the fuzzy fusion method. Therefore, in practice, if the fusion scale selection is not appropriate or the results of the threshold segmentation are not good, they will have the greater impact on the final fusion effect.

(3) Decision level fusion scheme 2 is used to quantify the difference between 5 kinds of changes in the process of threshold segmentation. The decision level fusion rule is built by using multi-valued logic functions. The final result not only reflects the position information of the pixels, but also reflects the information of its intensity. Moreover, the overall accuracy of the scheme 2 is the highest, the false positive rate and the missed detection rate are better than scheme1.

(4) In addition, based on the surface measurement, the image change detection node fruit area is relatively regular, and most of the objects correspond with actual physical meaning in the target region, and in pixel level change detection results there exists a large amount of salt and pepper noise, and the region is broken, which result in the whole medical test results being poor.

4. CONCLUSIONS

In this paper, a novel change detection method based on multi-scale segmentation and fusion is proposed. The method is effective due to the integration of information on multiple scales. Compared with the traditional pixel level change detection method, the three types of fusion strategies are adopted to achieve better results which also prove the feasibility and effectiveness of the fusion strategies. After extracting the change area, this paper does not identify the category of it. These works will continue to be improved in future research.
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