Importance of Calibration of Photos Obtained by A Smartphone in Facial Prosthesis
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ABSTRACT

Purpose: Aiming at the difficulty of manufacturing a facial prosthesis that has the exact color of the patient's skin, the proposal of this study was to evaluate the color difference between photographs obtained using a smartphone with and without calibration in relation to a reference element, in order to standardize the skin tone used in facial prostheses.

Methods: We used a Samsung Galaxy S8+ smartphone having two polarized light filters that were positioned perpendicularly on the camera and flash, and the reference element, which is an A2 color sample of the VITA-PAN color scale. Three patients were photographed carrying a facial prosthesis and holding the reference element over their faces. Using the software program Adobe PhotoShopCC, the photographs were calibrated according to the known L*a*b* values of the A2 color sample, and five points were selected on the original photograph and the photograph was calibrated for comparison, totaling 30 points. The tonalities were compared numerically according to the formula \[\Delta E = \sqrt{(L_1 - L_2)^2 + (a_1 - a_2)^2 + (b_1 - b_2)^2}/2.\] The intraclass correlation test was applied to determine the concordance between the photos before and after calibration. Furthermore, the Student t-test for paired samples was applied to determine differences in the mean values of the studied parameters before and after calibration. The statistical program SPSS 2.1 was used, adopting \(\alpha = 0.05\).

Results: In relation to the editing of the photographs, the statistical analysis revealed a significant difference in \(L^*\) and \(a^*\) values before and after calibration, while in the \(b^*\) value, there was no significant change in color.

Conclusion: Based on the results, it is concluded that the proposed standardization technique, using polarized light filters and calibration with a reference element, of photographs obtained using a smartphone camera is appropriate for distinguishing colors in the production of facial prostheses.

Clinical Implication: This new methodology can be used to increase the reliability of the smartphone as a tool for the manufacture of the facial prosthesis.

Introduction

Facial mutilations cause aesthetic, functional, and psychological alterations that can affect quality of life and lead to social isolation [1,2]. For the rehabilitation of facial defects, surgical procedures or facial prosthetics can be used to restore the facial anatomy, depending on the extent of the defect, the patient’s age, complications related to radiotherapy, and the patient’s medical conditions.
condition [3-5]. Facial prostheses are made from silicone, due to its excellent properties of flexibility, texture, and color, which are similar to those of natural skin [6]. However, one of the main difficulties in the manufacture of such prostheses is obtaining a color tone that closely matches color tone of the patient's own skin. Color is a response to the physical interaction of light energy with an object and the subjective experience of an observer, being characterized as a psychophysical event [7]. Color can be defined as the appearance of any object that can be reproduced in terms of hue, luminosity, and saturation. The Commission Internationale de l’Eclairage created the L*a*b* color system in 1974. The system identifies the colors numerically, whereby “L” is the brightness coordinate (ranging from 0 to 100 on a scale from darker to lighter tone), “a” is the red–green coordinate (the higher “a” is, the redder the hue, and the lower “a” is, the greener the hue) and “b” is the yellow–blue coordinate (the higher “b” is, the yellowish the hue, and the lower “b” is, the bluer the hue) [8].

The color of an object can be captured both instrumentally and visually [9]. By the instrumental method, a high-precision device called a spectrophotometer can be used to obtain the correct data on the tonality to be captured. This method has the advantage of being more decisive, and possible environmental interference in the color capture can be controlled. However, this equipment is costly. The visual method is the one currently used for the manufacture of facial prostheses and involves comparison of the color of an object with a color scale or reference. It is a simple method, but it is susceptible to factors that can affect the correct color recognition, such as the brightness of an object, the professional’s experience and age, vision fatigue, and color blindness [10]. This discrepancy in capturing the actual color of the patient’s skin can lead to errors, with the prosthesis having to be remade, incurring higher material cost and a longer time to complete the work. These discrepancies may be even more important when 3D digital workflows, which include 3D models of faces obtained by optical resources, will evolve into color 3D printing for final facial prosthetic delivery, like the PlusID (+ID) methodology which uses smartphones and “UV maps” from monoscopic photogrammetry to obtain the color information of the face of the patient [11,12]. In view of the high cost of these instruments for accurate color capture, they are not widely used in rehabilitation centers, especially in those with fewer investments. Therefore, it is important to develop research to produce devices for capturing color that are lower in cost and easier to use [13]. Recent studies have used a smartphone application as a colorimeter, which has proven to be a viable way to capture color for facial prostheses. However, they highlight the need for new research for image calibration, in order to increase reliability and control variables such as lighting and other environmental interferences [14]. Therefore, the present study proposes to use a smartphone to obtain photographs and develop a digital calibration method to increase the reliability of obtaining the real color, in order to improve color reproducibility in facial prostheses.

Methods

This study was carried out at the Dentistry Clinic of Paulista University, UNIP, with the approval of the Research Ethics Committee (CAAE) 10833119.4.0000.5512, opinion no. 3,359,029, after obtaining a signed informed consent form from the patients.

Patient Selection

Among the 19 patients undergoing treatment at the Maxillofacial Rehabilitation Clinic of the UNIP in 2018, patients with unilateral eyelid defects and had used an oculo-facial prosthesis for one month or less were selected. Those with a facial defect extending beyond the eyelid margin were excluded. Thus, three patients were selected: two female and one male, aged between 30 and 65 years, and self-reported as White.

Lighting and Ambience

Ambient light, inside the clinic, was guaranteed only by non-incident natural lighting directly on the patient’s face, with the face illuminated naturally, without any exacerbated brightness. The patient was positioned in front of a white surface, as a background, without any markings, with the face turned directly toward the camera.

Standardization

The glow of the photographs was standardized using two polarized light filters – Lee Filters, which were positioned with their axes perpendicular to each other having one light filter over the camera of the cell phone and the other over the flash, fixed with adhesive tape. The polarized light filter has a linear filtering pattern; when the linear patterns from the source of light emission (the camera flash) and the light receptor (the camera) are crossed, the glow of the photograph is filtered (Figure 1). For the color standardization, the patient was instructed to hold an A2 color sample of the VITA-PAN Color Scale over the lip or nose. This color sample was used as a calibration element, since the real colors shown on the chart have been previously defined by the EasyShade V spectrophotometer, VITA Zahnfabrik ($L^* = 83$, $a^* = 1$, and $b^* = 22$, according to coordinates $L^*a^*b^*$), independent of environmental factors. This element was later used in Adobe Photoshop to calibrate the color of the entire photograph.
Photographic Shots

Photographic shots of each patient were taken using a Samsung Galaxy S8+ smartphone, Seoul, South Korea in automatic mode and flash on, to minimize environmental interferences. The patients were photographed according to the American Board of Orthodontics (ABO) standard: in portrait, including the tops of the shoulders and the entire face, with all parts of the face in focus. The patient’s face was turned directly toward the camera, with the eyes open, teeth in occlusion, lips lightly closed, and the ears visible. The patient’s head was oriented on the sagittal, axial, and bipupillary planes, parallel to the edges of the photograph, so that the tip of the patient’s nose was approximately in the center of the photograph. The distance between the professional and the patient was one and a half meters (Figure 2).

Digital Calibration Method

Using the software program Adobe Photoshop CC, version 20.0.6, we calibrated the photos by adjusting the L*a*b* values of the VITA sample of the original photo, matching them with the L*a*b* of the VITA sample determined previously by Easy Shade. With this maneuver, we obtained a new photograph called a “calibrated photograph,” with a new definition of colors, which became the real colors, regardless of any changes in brightness, environmental conditions, and luminosity, such as interference in the clinical environment.

Calculating the color variation after calibrating the photographs

To compare the color difference between the original and the calibrated photographs, we determined points of analysis between the patient’s skin and portions of the prostheses. These points of comparison between the healthy skin and the facial prosthesis were determined based on the vertical and horizontal axes, coinciding with the end of the prosthesis and its deepest and most superficial points (total of five symmetrical points) (Figure 3). The distance of these points from the pupil, was measured and then transferred to
the healthy portion of the patient’s photograph, in order to make the points symmetrical. If there was a spot or mole on the patient’s skin, the collection point was slightly diverted to make the skin tone less discrepant. Having established the points, the L*a*b* values of each point were captured using the eyedropper tool of Adobe Photoshop CC. These values were recorded in a table to calculate the difference in color. The symmetrical points were determined on the calibrated and original photographs, obtaining 20 points in total, per patient. Four groups were established: Prosthesis with Calibration (PwC group), Eye with Calibration (EwC), Prosthesis without Calibration (Pw/oC) and Eye without Calibration (Ew/oC). The first two referred to “calibrated photographs” and the last two referred to “original photographs.” Each group had five points, i.e., 5 L*a*b* coordinates.

**Calculating the Difference in Tonality**

For the calculation of numerical difference in tonality between the colors obtained, the formula of difference in tonality was applied [15]:

$$\Delta E = \left[ (L_1 - L_2)^2 + (a_1 - a_2)^2 + (b_1 - b_2)^2 \right] / 2.$$

The L*a*b values of each point and their respective symmetrical correspondents were inserted into the formula, so that at the end of the calculation the \( \Delta E \) value was obtained, which is equivalent to the numerical difference between the two tonalities. The first calculation was between the Pw/oC and PwC groups, aiming to evaluate the color variation before and after calibration on the patient’s prosthesis. The next groups to be submitted to the tonality difference formula were Ew/oC and EwC, to evaluate the variation in the patient’s skin tone before and after calibration. Groups of the same photograph were also compared; the Pw/oC and Ew/oC groups, and the PwC and EwC groups.

**Statistical Analysis**

The intra class correlation test (ICC) was applied to verify concordance between photos before calibrating and after calibration. Posteriorly, the t-Student test for paired samples was applied, with the aim of verifying difference in the averages of the parameters studied before and after calibration. Was the statistical program SPSS 2.1 was used, adopting \( \alpha = 0.05 \).

**Results**

For the analysis of concordance between the points collected without calibration and after calibration, the intra class agreement test was applied to the points without calibration and after calibration, as shown in Table 1. The collection of points from the five different regions, both on the prosthesis and on the eyelid (inner edge, outer edge, lower edge, most superficial, and deepest point) resulted in 30 measurements. The result of the intra class correlation showed a correlation between the parameters analyzed in the groups (p < 0.05). The L*, a*, and b* parameters for the prosthesis in the photographs before calibration and after calibration were considered adequate (ICC < 0.75), demonstrating that they are comparable. An adequate ICC in the eye region was also found for the L* and a* parameters, with ICC = 0.910 and 0.960, respectively (p < 0.05). For the b* parameter, the ICC was 0.67, which is considered moderate, but significant. After the analysis of concordance, the parametric test was applied to compare paired Student t mean values. The results are shown in Table 2 & Graph 1. The results showed a significant difference between the mean color values for the L* and a* parameters (in both the prosthesis and the eye) when comparing the photographs before calibration and after calibration. In the L* parameter after calibration, a significant increase in the mean values of the calibrated photos was observed when compared before calibration, both in the prosthesis and in the eye. For the a* parameter after calibration, there was a significant reduction in mean values when compared to the photos.
before calibration. However, no significant differences were observed in the $b^*$ parameter when comparing before and after calibration.

Graph 1: Average color.

Table 1: Color parameters in the eyes and prosthesis.

| Type   | Color parameter | Groups            | ICC   | p-valor |
|--------|----------------|-------------------|-------|---------|
|        |                | Without calibration |       |         |
|        |                | With calibration   |       |         |
| Prosthesis | $L^*$              | 0.939             | 0.000 |
|         | $a^*$          | 0.990             | 0.000 |
|         | $b^*$          | 0.903             | 0.000 |
|        |                | Without calibration |       |         |
|        |                | With calibration   |       |         |
| Eye    | $L^*$              | 0.910             | 0.000 |
|         | $a^*$          | 0.960             | 0.000 |
|         | $b^*$          | 0.674             | 0.022 |

Table 2: Color parameter with Student.

| Type   | Color parameter | Without Calibration | With Calibration |
|--------|----------------|---------------------|------------------|
|        |                | L*                  | 42.87 (9.3)*     | 54.07 (13.3)    |
|        |                | a*                  | 22.47 (7.4)*     | 17.47 (6.6)     |
|        |                | b*                  | 20.67 (6.3)      | 19.33 (4.1)     |
| Prosthesis | L*              | 45.07 (8.8)*       | 57.40 (11.3)     |
|         | a*            | 23.07 (5.2)*       | 19.20 (4.3)      |
|         | b*            | 22.60 (3.9)        | 20.87 (3.0)      |

Note: *Indicates a statistically significant difference between the groups compared.

Discussion

The smartphone has recently been used in studies in the area of facial prostheses to reproduce the facial anatomy through photogrammetry and texture maps, seeking to refine the definition of the patient’s skin [11,12]. The smartphone has also been used as a colorimeter in color studies in facial prosthesis, but there is a need to increase the reliability of methods for obtaining color through the cameras of these devices [14]. Staining is one of the most complex stages in the manufacture of facial prostheses, as small changes in tonality can be perceived by the human eye, which has the same ability to identify colors as colorimeters and spectrophotometers, so that even minimal differences in tonality between the skin and the prosthetics are noticeable to the patients and to those around them [16]. Thus, considering that the smartphone is a versatile tool, with potential use in the manufacture of facial prostheses, this study aimed to find alternative ways to enable its use in obtaining and standardizing colors. Previous research has shown that various environmental factors, such as lighting, skin brightness, shadows, and camera configuration, generate interference and modify the accuracy of the photographs obtained [14]. To control these factors, the present study uses a 3-step method of calibration of the photographs: the use of filters on the lens and flash of the camera; the use of a reference element for editing images in software; and the definition of points for color comparison between the prosthesis and the skin.

In the first stage of calibration, a cross-polarized light filter was placed over the lens and flash of the smartphone camera, to filter any kind of brightness in the photograph, regardless of the amount of light exposure on the patient’s face. To enable the photographs to be edited in Adobe Photoshop CC, photographic shots were taken of the patients holding a reference element, the $L^*a^*b^*$ color values of which had been previously determined using a spectrophotometer. Thus, in order to create a photograph that was calibrated by the software, the $L^*a^*b^*$ values of the reference element of the original photograph were modified, matching them with the known values, generating the modification of colors across the entire photograph.
To be able to compare whether the original and calibrated photos were different, five points were selected on the prosthesis and five points on the patient’s healthy skin. This selection sought to create a wide sample of comparisons of color nuances and was based on the different shades of patients’ skins, as well as on the natural difficulty of reproducing these variations in the different areas of skin. To evaluate whether the photographs could be compared with each other, an intraclass agreement test was applied. This test demonstrated that the parameters were adequate, making this comparison possible. To observe the numerical differences between the photographs before and after calibration, the Student \( t \)-parametric test was applied, which showed significant differences between the tonalities of both photographs. The interpretation of these results showed that the original photograph presented great color distortion with statistically significant differences, when compared to the colors obtained in the calibrated photograph. The latter can be considered as the real color, since the \( L^*a^*b^* \) values had been predetermined.

The results of this present study are in agreement with the literature, which suggests a need to calibrate smartphone cameras for possible use in photogrammetry. There currently exists an additive manufacturing technology capable of printing prostheses on a type of colored resin (Polyjet Stratasys, Rehovot) after applying a specific workflow. This technology can be used as an immediate or temporary alternative for cases of extensive facial resections; however, reproducing real color is one of the greatest challenges for the effective production of this fully printed 3D prosthesis. This fact reinforces the importance of this study in the context of calibration and standardization of colors [15]. With the methodology proposed in this study, the calibration of photographs with a simple reference element can allow the professional to use any model of smartphone without having to use complex camera settings, but only automatic mode given that standardization with filters and calibration can ensure the authenticity of the colors. In contrast to expensive spectrophotometry equipment, the smartphone is a simple and affordable resource that is easy to handle, and is already used for different functions in the production of facial prostheses. Based on the method of standardization and calibration of photographs proposed in this study, its use can be expanded, taking another step toward the production of a fully digital prosthesis. New studies are needed to put this methodology to the test, evaluating variations in skin tones and the accuracy of obtaining silicone samples compatible with the colors obtained from the patient’s skin through this technique. In natural evolution of knowledge and 3D printing technology, with silicone printers of the future after defining the patient’s actual skin tone using a smartphone, it will be possible to print a prosthesis without the need for retouching by a human hand. However, even before such silicone printing capabilities are developed, it will be possible to use this technique to define actual skin color and compare with silicone samples developed by prosthesis specialists, with a higher degree of precision, reducing working time, and the need for costly equipment.

Within the limitations of the small sample size of this study, the results show that standardization of photographs using polarized light filters, and calibration of colors using a reference element, enable the use of the smartphone as a tool for obtaining and defining colors for the production of facial prostheses. Future studies with a higher number of samples are needed to prove our results. Comparison between the pre- and post-calibration photographs showed statistically significant difference, demonstrating that without standardization or calibration, the smartphone is not a reliable tool for color definition; its use being restricted to documenting of cases, but not extending to the production of prostheses. The proposed technique, which includes the usage of smartphones, provides a reliable and accessible workflow to assist the specialist to obtain calibrated digital photography to register different regions of the facial skin and facial prosthesis. Reduced discrepancies between the real color of a face and the output file of a digital photography is an important tool for quality control, as well as in manufacturing process. In the near future, when digital workflows of Color 3D Printing may be predictable to transform smartphone captures up to the final colored 3D printing, color calibration will be one of the most important steps for an accurate fabrication.

**Conclusion**

The results showed that with the proposed standardization technique using polarized light filters and calibration of photographs against a reference element, a smartphone camera can be accurately used to distinguish colors for the production of facial prostheses. Further studies are needed to corroborate our results and expand the potential of the smartphone, with the aim of improving the esthetics of prostheses and optimizing clinical time for their manufacture.
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