A Deep Bidirectional LSTM-GRU Network Model for Automated Ciphertext Classification
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ABSTRACT Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU) are a class of Recurrent Neural Networks (RNN) suitable for sequential data processing. Bidirectional LSTM (BLSTM) enables a better understanding of context by learning the future time steps in a bidirectional manner. Moreover, GRU deploys reset and update gates in the hidden layer, which is computationally more efficient than a conventional LSTM. This paper proposes an efficient network model based on hybrid BLSTM-GRU for ciphertext classification aiming to mark the category to which the ciphertext belongs. The proposed model performance was evaluated using well-known evaluation metrics on two publicly available datasets encrypted with various classical cipher methods and performance was compared against one-dimensional convolutional neural network (1D-CNN) and various other deep learning-based approaches. The experimental results showed that the BLSTM-GRU cell unit network model achieved a high classification accuracy of up to 95.8%. To the best of our knowledge, this is the first time an RNN-based model has been applied for the ciphertext classification.

INDEX TERMS Recurrent neural networks, Bidirectional Long Short-Term Memory, Gated recurrent unit, Ciphertext classification, 1D-convolutional neural networks.

I. INTRODUCTION
With the increasing rate of data transfer over the internet, system security is becoming one of the most important issues for information exchange [1], [2]. The system security can be subdivided into cryptography and cryptanalysis. The purpose of a cryptosystem is to provide security by decorrelating the plaintexts and ciphertexts and making the plaintexts unreadable [3]–[5]. Cryptanalysis investigates the weakness of the cryptosystem to ensure system security. In cryptanalysis, the attacker tries to recover the original form of a secured message by analyzing hidden patterns in data or finding the secret key. One of the main ways to attack the cryptosystem is to analyze the hidden data patterns to reveal the main information of the ciphertext [1], [6], [7]. This is referred to as building a structured knowledge representation by extracting the features from the ciphertext normally using machine learning algorithms to process the information confined in the ciphertext. This technique includes machine learning, statistics, computational linguistics, and information retrieval [8]. Another way is to find the secret key to recover the original message. Ciphertext classification aiming to mark the category to which the ciphertext belongs can help an attacker reveal the subject of the information being exchanged. Ciphertext classification is a supervised learning task, where the machine learning algorithms are trained with a set of labeled data from different classes using features extracted from the document. On the other hand, different types of information with distinctive features can be involved in classification tasks.

An artificial neural network (ANN) is a commonly used method for many recognition, classification tasks, and cryptanalysis [9]–[11]. Many ANN-based and evolutionary approaches have been used in literature for cryptanalysis [12]–[17]. Convolutional neural networks (CNNs) are a powerful machine learning approach introduced several years ago. Recent advances in CNNs have demonstrated remarkable performance in different data processing tasks applied mainly to medical image analysis [18], [19]. By network training on a set of annotated data, CNNs can extract the hidden pattern in data with remarkable accuracy. On the
The remaining sections of this article are planned as follows. Section II briefly reviews RNN, LSTM, GRU, and classical cipher methods used in this experiment. Details of the proposed hybrid BLSTM-GRU and 1D CNN network models are presented in Section III. Section IV presents details of the experiments followed by results and discussions. Concluding remarks are given in the last section.

II. METHODOLOGY

The current section in the article presents the details about the RNN, LSTM, and GRU cells units used to design the main constructing elements of the network model, followed by a review of different classical cipher techniques. This review is restricted to the above-mentioned state-of-the-art techniques because the primary focus was on ciphertext classification.

A. RECURRENT NEURAL NETWORKS (RNNs)

The RNN is a widely used specific neural network capable of sequence data processing that makes it suitable for learning algorithmic tasks. The RNN has been used for many natural language processing (NLP) applications. The main limitation of the RNN includes suffering from vanishing gradients in deep networks (see Fig. 1(a)) [31], [32]. For sequence data \((x_1, x_2, x_3, \ldots, x_T)\), the hidden state \(h_t\) of the RNN is calculated using the following equation:

\[
h_t = f(h_{t-1}, x_t),
\]

where \(f\) denotes the activation function.

B. LONG SHORT-TERM MEMORY (LSTM)

LSTM is a specific type of RNN model to solve the gradient vanishing problem of the RNN. LSTM is made up of three main gates. These three gates control the information flow in and out from LSTM structures to protect and control information: the forget gate, the input gate, and the output gate (see Fig. 1(b)) [31], [33]. The input gate stands for new information added to the cell state, the forget gate decides which information will be memorized or eliminated from the cell, and the output gate is for LSTM output. Sigmoid and tangent functions are mainly used in LSTM cells.

\[
tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}. \tag{2}
\]
\[ \text{sigmoid}(x) = \frac{1}{1 + e^{-x}}, \quad \text{(3)} \]

\[ i_t = \sigma(w_i^T x_t + w_{ih}^T h_{t-1} + b_i), \quad \text{(4)} \]

\[ f_t = \sigma(w_f^T x_t + w_{fh}^T h_{t-1} + b_f), \quad \text{(5)} \]

\[ o_t = \sigma(w_o^T x_t + w_{oh}^T h_{t-1} + b_o), \quad \text{(6)} \]

\[ g_t = \tanh(w_g^T x_t + w_{gh}^T h_{t-1} + b_g), \quad \text{(7)} \]

\[ c_t = f_t \odot c_{t-1} + i_t \odot g_t, \quad \text{(8)} \]

\[ h_t = o_t \odot \tanh(c_t), \quad \text{(9)} \]

where \( \sigma \) is the sigmoid and \( \tanh \) is the tangent activation function, respectively. \( i, f, o, c, \) and \( h \) are the input gate, forget gate, output gate, intermediate gate, and the cell memory output and \( \odot \) denotes element-wise multiplication; \( t \) represents time step and \( T \) represents the length of the window (the length of a sliding cutout of a time sequence of data); \( w \) denotes the layer weight representing input \( x \), and \( b \) represents the threshold of the output gate.

### C. GATED RECURRENT UNIT (GRU)

The GRU is a type of RNN structure with fewer gates compared to LSTM. In the GRU cell unit, the input and forget gates are controlled by one gate. Hence, the forget gate and input gate are combined into one gate, making the GRU simpler than LSTM [29]. For example, if \( z_t = 1 \), the entry of the new data for the input gate will be closed, and the forget gate is opened, whereas the mechanism acts vice versa when \( z_t = 0 \) (see Fig. 1(c)). The reset gate determines how to combine the new input with the previous memory to calculate the new state. The GRU differences from the LSTM are as follows:

\[ r_t = \sigma(w_r^T x_t + w_{rh}^T h_{t-1} + b_r), \quad \text{(10)} \]

\[ z_t = \sigma(w_z^T x_t + w_{zh}^T h_{t-1} + b_z), \quad \text{(11)} \]

\[ o_t = z_t \odot o_{t-1} + (1 - z_t) \odot \tilde{o}_t, \quad \text{(12)} \]

where \( r_t \) stands for reset gate; \( z_t \) represents the update gate; \( o_t \) is the output gate. \( \odot \) denotes element-wise multiplication; \( t \) represents the time step; \( T \) represents the length of the window; \( w \) denotes the layer weight representing input \( x \), and \( b \) represents the threshold of the output gate.

### D. CLASSICAL CIPHERS

The classical ciphers used in this experiment, including Caesar cipher, Vigenere cipher, and substitution cipher, are explained briefly below. To encrypt the original plaintext into unreadable ciphertext with a shift (or Caesar) cipher encryption method, each letter in the original message is replaced with a letter corresponding to a certain number of letters up or down in the alphabet. The number of possible shifts is limited to between 0 and 25 in the English language, which is equal to the number of English letters. The receiver decodes the ciphertext message by shifting each letter in the encrypted message back [34]. A Vigenere cipher is categorized as a poly-alphabetic cipher that encrypts a plaintext letter into a set of different letters using the Key with the total number of possible 26m keys. The substitution cipher deploys any permutation of the 26 letters as a key. Therefore, the total possible keys are \( 26! \approx 2^{80.4} \). Table 1 gives an example of the classical cipher methods.

### Table 1: Example of Plaintext, Ciphertext, and Corresponding Category Encrypted with Different Classical Cipher Methods

| Plaintext                                                                 | Ciphertext                                                                 | Category and Encryption Method |
|--------------------------------------------------------------------------|---------------------------------------------------------------------------|--------------------------------|
| We today are not entitled to excoriate honest men who believed Parker to be | "VZ TWYEDU tzX QRW HQWLOHQ WH RAPRULWDHK  WR Q9RVHV PHQ ZKR EHOHYHG SDUNHU WR EH | Category: Religion Encryption method: Caesar cipher with 3 shifts to the right |
| be downright pernicious and who barred their pulpits against his demand to |                                                                                           |                                 |
| poison the minds of their congregations                                  |                                                                                           |                                 |
|                                                                          | FG IUIJDE DNG VUI GVIWIRGI IU GQSUNWDIG ZUVGCI TGV FZU VGRWGLG ZHCQ BZK  ZK RDWZU WPC DVF  | Category: Religion Encryption method: Substitution cipher Key: "DVSJGMBZTVUXVUYANCIFLQEXK" (a->D, b->V, c->S, d->J, ....) |
|                                                                          | JUDNCN ZGWZ YPRYWIC DHWVCI ZW ICJTDYJ IU YUWCVU ZGZ TWJC UM ZGWZ SVUHNGDUIWUVC |                                 |
|                                                                          | AL CHXEF JKY RVC XHXPCEYIH AX XRGVABUXL QHIIIZC FVR DQH VISRXPIK YTOLDA MI FL MHPZRYRZBX | Category: Religion Encryption method: Vigenere cipher. Key: DGIST |
|                                                                          | WNKHMIRHOW HWW QLV KTLVLM MBIPA IOPWMM ENJHWA QBH HLTVTH AX IMXZG NLL VBHHZ XY NLLRK WSUPKYKHCBIRZ |                                 |

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
E. WORD EMBEDDING

Word embedding is a set of language feature learning techniques in NLP converting word tokens to machine-readable vectors. Word2vec is a two-layer neural net that converts the text words into a vector. The input is a text corpus, and the output is a set of vectors. The advantage of word2vec is that it can train large-scale corpora to produce low-dimensional word vectors [35]. Given a sentence consisting of \( n \) words \( (x_1, x_2, x_3, \ldots, x_{n-2}, x_{n-1}, x_n) \), every word \( x_i \) is converted into a real-valued vector, \( e_i \), represented as

\[
e_i = [w_1, w_2, w_3, \ldots, w_{n-2}, w_{n-1}, w_n] \in \mathbb{R}^{\text{word}},
\]

where \( w \) is a word, and \( d \) is the size of the word embedding.

III. NETWORK ARCHITECTURE DESIGN

This section provides details of the proposed hybrid BLSTM-GRU network model and 1D CNN-based network model.

A. PROPOSED HYBRID BLSTM-GRU NETWORK MODEL

First, the proposed network was tested using the LSTM network with three layers, and the results were evaluated. The parameter setting for each LSTM layer was selected experimentally. Subsequently, the LSTM layers were replaced with BLSTM and GRU cell units, and the network performance was evaluated. Table 2 lists the optimal hyperparameters setting of the proposed network model.

Fig 2 shows the overall structure of the proposed network model. The input layer of the proposed hybrid network model is a sequence of the ciphertext. The input layer is a sequence input layer to enter sequential ciphertext data into the network, followed by a word-embedding layer. The next is the BLSTM layer, followed by a dropout layer to prevent network overfitting. The BLSTM layer learns the dependencies and dynamics between sequence data in a bidirectional manner, which is important for learning discriminative features of data in each time step. The dropout layer is normally used in a deep learning-based method to prevent the network from overfitting. The dropout layer randomly drops out a certain number of neurons to improve the generalizability of the network. This prevents network overfitting. The second layer of the proposed model is a GRU cell unit with 200 hidden cell units that can extract contextual features with a lower computational cost than LSTM, followed by a dropout layer. Afterward, a conventional LSTM unit is used with 200 hidden units followed by a fully connected with 60 neurons. The last layer is a fully-connected layer (FC) with the number of neurons equal to the number of classes for each dataset. A Softmax function is used to generate the probability of each ciphertext class. The proposed method can fully characterize each ciphertext information based on the advantages of the high precision sequence labeling ability of the network model. The Softmax function can be calculated as follows:

\[
\text{Softmax}(z_i) = \frac{e^{z_i}}{\sum_{k=1}^{N} e^{z_k}},
\]

where \( z \) stands for input vector and \( k \) is the number of classes; \( N \) denotes the total number of samples; \( i \) is the sample number.

![TABLE 2

| Parameter | Value |
|-----------|-------|
| Drop out  | 0.2   |
| Mini-batch| 128   |
| Optimizer | Adam  |
| Word embedding dimension | 300 |
| Learning rate | 0.001 |

B. PROPOSED 1D CNN-BASED MODEL

A 1D CNN-based model for ciphertext classification was proposed to evaluate the efficiency of the hybrid BLSTM-GRU model in comparison to CNN. CNN can capture hierarchical features of data via multiple consecutive convolution kernels [36]. CNN mainly consists of the...
following elements: 1) a set of convolutional filters, 2) an activation function, and 3) a max-pooling layer. A convolution layer is a fundamental component of the CNN architecture that performs feature extraction, which is a combination of linear and nonlinear operations and activation functions as follows:

$$f = \sum_{i=1}^{N} (w_i x_i + b),$$

where $i$, $w$, $b$, $x$, and $N$ are the input, layer weight, bias, input data, and the total number of samples, respectively.

Maximum pooling is referred to as a pooling operation that calculates the maximum values from each convolution filter. The results are downsampled or pooled feature maps that highlight the present feature in the patch calculates as follows:

$$\hat{c} = \max(c),$$

where $c$ stands for convolution layer values after the convolution operation.

The ReLU function is a nonlinear function applied to increase the nonlinearity of the CNN feature maps that can be calculated as follows:

$$g(i) = \begin{cases} 0, & \text{if } i \leq 0 \\ i, & \text{otherwise} \end{cases}.$$  

Batch normalization is a method used to make artificial neural networks faster and more stable by calculating the mean and standard deviation of each input variable.

The proposed 1D CNN network consists of three parallel pathways that extract the features from the ciphertext. Each pathway consists of two 1D convolution layers, each followed by batch normalization, ReLU, and dropout layers (see Fig. 3). The extracted features are then fed to a max-pooling layer to reduce the data dimension. The number of convolutional filters in each of the pathways was 64 and 128, respectively. Consequently, the extracted features from each pathway are concatenated using a depth concatenation operation and fed into a fully connected layer. The Softmax function is used to generate the probability of each class.

Table 3 lists the proposed 1D CNN parameters.

| Pathway# | 1       | 2       | 3       |
|----------|---------|---------|---------|
| Kernel size | 5       | 3       | 1       |
| Dropout   | 0.2     | 0.2     | 0.2     |
| Stride    | 2       | 2       | 2       |
| Padding   | 0       | 0       | 0       |
| Convolution filters | 64/128  | 64/128  | 64/128  |

IV. RESULTS AND DISCUSSION

This section first introduces datasets used to evaluate the efficiency of the proposed network model for ciphertext classification. Second, the details of the experimental setup for network training, network training on different datasets, network performance analysis, the impact of hyperparameter tuning, and finally a discussion of the results are given.

A. DATASETS

Experiments are conducted on the two datasets to authenticate the effectiveness of the proposed network model. The datasets were divided randomly into training and test sets. The optimal amount of training and test datasets were obtained experimentally.

Dataset-1: The first dataset is the company reports dataset, containing documents related to different issues occurring during company operation. It consists of four hundred and eighty documents from four different classes, where each class represents a group of reports related to failure in different company sections.

Dataset-2: The second dataset is the Brown corpus, which consists of a collection of text samples from fifteen different classes. Both datasets are encrypted using three classical cipher methods (Caesar, Substitution, and Vigenere cipher). Table 4 lists the total amount of samples in each dataset and data distribution for training and test datasets. Fig. 4 shows the visualization of the class distribution of both datasets.

| TABLE 4 | DATA DISTRIBUTION FOR THE TRAINING AND TEST DATASETS |
|---------|-----------------------------------------------------|
| Name    | Total data (sentence) | Training data | Test data | Categories |
| Brown corpus | 57,340 | 80% | 20% | 15 |
| Company report | 480 | 80% | 20% | 4 |
where $y$ stands for predicted probability by the network; $\bar{y}$ is the ground truth; $i$ stands for the number of data; $N$ is the total number of samples.

The training progress plot demonstrates the training accuracy per mini-batch. The training plots and corresponding cross-entropy loss for each mini-batch of both encrypted datasets against plaintext using the BLSTM-GRU network model are shown in Fig. 5(a) Brown dataset and (b) Company report dataset. The classifier accuracy using the proposed BLSTM-GRU network model oscillates between 92% to 100% for the Brown dataset and 95% to 100% for the Company report dataset. Similar results are found for plaintext classification accuracy. Figure 6 presents the training process of the proposed 1D CNN model on both datasets. The classifier accuracy oscillates between 72% to 81% for the Brown dataset and 77% to 85% for the Company report dataset.

B. EXPERIMENTAL SETUP

Table 5 lists the system configuration for training the proposed network models.

| SYSTEM TYPES OF EQUIPMENT | Component | Description |
|---------------------------|-----------|-------------|
| CPU                       | Intel Cori7-7700 |             |
| GPU                       | GTX1050   |             |
| Language                  | Matlab    |             |
| Memory                    | 16 GB     |             |
| System type               | 64-bit operating system |       |
| OS type                   | Window 10/64 |           |

C. MODEL TRAINING

In this phase, the main work is the training of the proposed network models over the encrypted domain. The training procedure can speed up using Graphics Processing Unit (GPU). The proposed models were implemented using Matlab deep learning library, which can be executed on GPU. This will accelerate the training process 5 to 10 times. A stochastic gradient descent (SGD) training strategy subdivides the training dataset (called mini-batches) for each training epoch. A mini-batch size of 128 was considered for training the proposed method, which yielded better performance.

All optimal parameters were obtained experimentally. A dropout of 0.2 was used to prevent network overfitting. The Adam optimizer was used with a 0.001 learning rate and cross-entropy loss function [37]. The cross-entropy was defined by measuring the difference between the actual and predicted output of the model expressed as the following equation:

$$\text{loss} = -\sum_{i=1}^{N} (y_i \log \bar{y_i}), \quad (18)$$

![FIGURE 4. Visualization of the class distribution and the number of samples in the different datasets. (a) Brown corpus dataset, (b) company report dataset.](image)

![FIGURE 5. Accuracy and loss curves of the proposed hybrid BLSTM-GRU network model per epoch for each cipher method. (a) Brown corpus dataset, (b) company report dataset.](image)

![FIGURE 6. Accuracy and loss curves of the proposed 1D CNN network model per epoch for each cipher method. (a) Brown corpus dataset, (b) company report dataset.](image)
D. PERFORMANCE ANALYSIS

The performance of the classification model was evaluated using a confusion matrix, which is a widely used method for measuring the classification accuracy of machine learning methods. The confusion matrix was calculated as listed in Table 6.

| Actual class | Positive | Predicted class |         |
|--------------|----------|-----------------|---------|
|              | True-positive (TP) | False-negative (FN) |        |
|              | False-positive (FP) | True-negative (TN) |        |

True positive (TP) stands for true positive when network prediction is equal to the actual value, both one. True negative (TN) stands for true negative when the predicted value by the network and actual class are equal to 0. False positive (FP) represents the false positive when the actual class 0 and the predicted class is 1. False negative (FN) represents the false negative when the actual class is 1, and the predicted class is 0.

Fig. 7 presents the confusion matrix of the proposed BLSTM-GRU model performance for classifying the Vigenere encrypted text versus plaintext. The confusion matrix for Caesar and Substitution cipher encrypted text has a similar result to Fig. 7. The confusion matrix for simple plaintext without encryption shows higher accuracy than the encrypted text. Afterward, we evaluated the classification performance of the proposed BLSTM-GRU model using well-known metrics, such as the accuracy, precision, recall, and F1-Measure using equations (19), (20), (21), and (22), respectively. The classification accuracy stands for the overall percentage of the correctly predicted cipher text classes on the dataset that can be calculated as follows:

\[
\text{Classification accuracy} = \frac{TP + TN}{TP + FP + FN + TN}, \tag{19}
\]

![Confusion matrix](image_url)

**FIGURE 7.** Confusion matrix of the ciphertext and corresponding plaintext classification and using proposed hybrid BLSTM-GRU network model. (a, b) Company report dataset and Brown corpus dataset encrypted using Vigenere cipher method, (c, d) confusion matrix for the corresponding plaintext classification.
The precision stands for a fraction of relevant predictions among all the predicted values that can be calculated as follows:

\[
\text{precision} = \frac{TP}{TP + FP},
\]  

(20)

The recall is the ratio of correctly predicted occurrences among all instances on the dataset, which can be calculated as follows:

\[
\text{recall} = \frac{TP}{TP + FN},
\]  

(21)

The imbalanced dataset may harm the actual network accuracy due to accuracy detection towards the majority of classes. Accordingly, the F1 measure was utilized to assess the detection performance for the proposed model, which can be calculated as follows:

\[
F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}},
\]  

(22)

By taking advantage of the combination of BLSTM and GRU for ciphertext classification, a single layer of BLSTM was sufficient. Figure 8 presents the result of different evaluation metrics using the CNN and BLSTM-GRU network models on both datasets. The proposed method showed high classification accuracy for up to 15 different categories. Based on the experiments, the BLSTM-GRU network model works better than the CNN for ciphertext classification.

### E. THE IMPACT OF HYPERPARAMETER TUNING

Hyperparameter tuning highly impacts the training processes that are assigned by users before training. The impact of hyperparameter tuning on network training was investigated using the company report dataset encrypted according to the Vigenere cipher method.

1) **WORD EMBEDDING DIMENSION**

Word embedding is a useful and popular tool in modern NLP, which is usually a linear or quadratic function of dimensionality. The word embedding dimension has a profound impact on the training time and computational costs. The smaller dimensionality of word embedding cannot capture all possible word relationships, whereas a very large embedding dimensionality leads to network overfitting and slows down training. Fig. 9(a) presents the experimental result for the impact of different word embedding dimensions on the training process, and Table 7 lists the quantitative results.

| Embedding Dimension | Epoch |
|---------------------|-------|
| ~100                | 5     |
| ~100                | 4     |
| ~100                | 3     |

2) **MINIBATCH SIZE**

The mini-batch stochastic gradient descent (SGD) is a widely used technique for large-scale optimization problems for training machine learning models and deep learning models. The mini-batch refers to the amount of data used in every epoch to train the network. A excessively large batch size slows the network convergence rate, while a too-small batch size makes the network fluctuate without achieving acceptable performance. Fig. 9(b) presents the experimental results for the impact of Mini-batch size on the training process, and Table 8 lists the quantitative results.

| Mini-batch Size | Epoch |
|-----------------|-------|
| 10              | 5     |
| 100             | 4     |
| 200             | 3     |

3) **IMPACT OF THE NUMBER OF LSTM HIDDEN UNITS**

The number of hidden units in an LSTM refers to the dimensionality of the hidden states. Changing the number of hidden units affects the training of LSTMs. Fig. 9(c) shows the experimental result for the impact of hidden units on the training process, and Table 9 lists quantitative results.

| Hidden Units | Epoch |
|--------------|-------|
| 3             | 5     |
| 10            | 4     |
| 30            | 3     |
minibatch size, and the number of BLSTM-GRU cell units. The experimental results indicated that the network could converge faster using optimal hyperparameters. The effectiveness and performance of the proposed method were assessed by comparing the proposed method with some of the other deep learning-based models shown in Fig. 10.

F. DISCUSSION
This study introduced a deep learning-based network model for automated ciphertext classification with efficient performance using RNN-based cell units. Generally, the RNN-based model can store information along the sequence, which showed a better performance than other deep learning-based models by taking the temporal and spatial features into account \([31]–[33]\). Bidirectional LSTM enables a better understanding of context by learning future time steps in a bidirectional manner. Moreover, GRU deploys reset and update gates in the hidden layer, which is computationally more efficient than a conventional LSTM. In this paper, a hybrid network model based on the BLSTM-GRU cell units was proposed to recognize the ciphertext category automatically and accurately. In addition to features in the ciphertext document, this study focused on the temporal dependency from the input sequence using RNN-based cell units. Furthermore, to evaluate the efficiency of proposed BLSTM-GRU network model against CNN model, we proposed a 1D CNN-based network model for ciphertext classification. The proposed BLSTM-GRU method efficiency was compared with several other deep learning-based models, including proposed 1D CNN model. The results suggest the efficacy of the proposed hybrid BLSTM-GRU network model using different well-known evaluation metrics, including the F1 score, precision, and recall. The RNN-based model disadvantages can be expressed as long-term dependence problems, gradient fading, or gradient explosion problems. In this experiment, the Adam optimization method was used to train the model, and the learning rate was set to 0.001. The dropout method is used to prevent overfitting with a factor of 0.2. In addition, this study investigated the impact of different hyperparameter tunings on network performance, including word embedding dimension, minibatch size, and the number of BLSTM-GRU cell units. The experimental results indicated that the network could converge faster using optimal hyperparameters. The effectiveness and performance of the proposed method were assessed by comparing the proposed method with some of the other deep learning-based models shown in Fig. 10.

V. CONCLUSIONS
This paper proposed a hybrid network model based on BLSTM and GRU network model, which has recently outperformed many deep learning approaches in the sequential data processing. The BLSTM showed a better understanding of the context by learning the future time steps in a bidirectional manner. The GRU cell unit deploys an update and reset gate, which is more efficient than the conventional LSTM model. Based on the experimental results, the hybrid method yielded high classification accuracy by deploying the bidirectional learning and which enabled the extraction of more distinctive features to predict the ciphertext classes better. The proposed method can classify ciphertext in modern ciphers, which are more complex, and the relationships and dependencies are more complex to discover distinctive features for accurate cipher text classification. The limitation of the proposed model can be expressed as long-term dependence problems in long ciphertext sequences, which causes the LSTM to lose important information along the sequence. Thus, future work will include an investigation of the network's ability to
classify ciphertext encrypted with modern ciphers for long sequence.
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