A COMBINATORIAL DESCRIPTION OF THE CENTRALIZER ALGEBRAS CONNECTED TO THE LINKS-GOULD INVARIANT
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Abstract. In this paper we study the tensor powers of the standard representation of the quantum super-algebra $U_q(sl(2|1))$, focusing on the rings of its algebra endomorphisms, called centralizer algebras and denoted by $LG_n$. Their dimensions were conjectured by I. Marin and E. Wagner [17]. We prove this conjecture, describing the intertwiner spaces from a semi-simple decomposition as sets consisting of certain paths in a planar lattice with integer coordinates. Using this model, we present a matrix unit basis for the centraliser algebra $LG_n$, by means of closed curves in the plane, which are included in the lattice with integer coordinates.
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1. Introduction

The Links-Gould invariant is a 2-variable link polynomial $LG(L; t_0, t_1) \in \mathbb{Z}[t_0^{\pm 1}, t_1^{\pm 1}]$, constructed from the representation theory of the super-quantum group $U_q(sl(2|1))$. This invariant was introduced by Links and Gould [16] in 1992, and it is a renormalised type invariant for links. In 1991, Reshetikhin-Turaev defined a recipe that having as input a category of representations of a (super) quantum group, leads to quantum invariants for links. If one starts with a category of representations of a super-quantum group in this context, the Reshetikhin-Turaev method gives vanishing invariants. The problem is the fact that this construction uses the so called quantum dimension of a representation. For super-quantum groups with $q$ parameter (for example $U_q(sl(2|1))$), the quantum dimension of a generic representation is zero. From this reason, if one applies this construction to this kind of categories, one gets vanishing invariants. The procedure of renormalisation comes in order to correct this issue, and obtain secondary invariants which do not vanish. The idea is to start with a link, use the Reshetikhin-Turaev method on the link where one strand that is cut, and correct this in such a manner such that it leads to a well defined invariant. Later on, in 2007, N. Geer and B. Patureau introduced a more general method and they constructed a sequence of renormalised quantum invariants from the representation theory of the super-quantum group $U_q(sl(m|n))$. These invariants recover via a certain specialisation of the variables the Links-Gould invariant, for the case of the super-quantum group $U_q(sl(2|1))$.
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The representation theory of $U_q(sl(2|1))$ is rich and has a continuous family of representations. For any $n \in \mathbb{N}$ and $\alpha \in \mathbb{C}$, there is a corresponding $U_q(sl(2|1))$-representation of dimension $4(n+1)$, which will be denoted by $V(n, \alpha)$. The Links-Gould invariant is defined starting from the simple representation $V(0, \alpha)$, corresponding to a generic complex parameter $\alpha \in \mathbb{C}$, in a renormalised Reshetikhin-Turaev type construction.

Coming from a different direction, the notion of centraliser algebra is well-known in representation theory and refers to the study of intertwiner spaces corresponding to the tower of the tensor powers of certain representations. For example, if we fix $H$ to be a Hopf algebra and $V \in \mathcal{R}ep(H)$, then the tensor powers of $V$ have again a module structure over $H$. Furthermore, one can construct a tower of algebras, called "centraliser algebras" as:

$$C_n := \text{End}_H(V^{\otimes n}).$$

As a particular case, one can study the algebra $H = \mathcal{U}(g)$, which is the enveloping algebra of a Lie algebra $g$, or the quantisation, $H_q = \mathcal{U}_q(g)$ which is called the quantum enveloping algebra. For the case of the Lie algebra $sl(N)$ and its standard representation $V \in \mathcal{R}ep(\mathcal{U}(sl(N)))$, at the classical level, one gets the following connection to the group algebra of the symmetric group $S_n$:

$$k[S_n] \rightarrow \text{End}_{\mathcal{U}(sl(N))}(V^{\otimes n}).$$

At the quantised level, this corresponds to the Hecke algebra:

$$H_n \rightarrow \text{End}_{\mathcal{U}_q(sl(N))}(V^{\otimes n}).$$

Wenzl studied \cite{23} the standard representation $V$ of $so(N)$ and its relation at the classical level to the Brauer algebra $Br_n$:

$$Br_n \rightarrow \text{End}_{\mathcal{U}(so(N))}(V^{\otimes n}).$$

At the deformed level, Birman and Wenzl \cite{3} showed that the quantisation of the Brauer algebra corresponds to the Birman-Murakami-Wenzl algebra:

$$BMW_n \rightarrow \text{End}_{\mathcal{U}_q(so(N))}(V^{\otimes n}).$$

In \cite{19}, Kosuda and Murakami described the structure and dimensions of centralizer algebras corresponding to mixed tensor powers of different representations of $U_q(gl(n, \mathbb{C}))$. Moreover, the dimensions of various types of Birman-Murakami-Wenzl and Brauer algebras were computed in \cite{4, 5, 6, 7}.

The study of centralizer algebras for various representations of quantum groups has been broadly developed and it created bridges and interactions between different ways of describing invariants for links. The Birman-Murakami-Wenzl algebras $\{BMW_n\}_{n \in \mathbb{N}}$ are a sequence of algebras which are defined as quotients of the group algebra of the braid group by cubic relations. Murakami showed that these algebras lead to the Kauffman invariant for links \cite{18, 19}.

Concerning the theory of super-quantum groups, for each complex parameter $\alpha \in \mathbb{C}$, the corresponding representation $V(0, \alpha)$ of $U_q(sl(2|1))$ will lead to a sequence of centraliser algebras $\{LG_n\}_{n \in \mathbb{N}}$, denoted by:

$$LG_n(\alpha) = \text{End}_{U_q(sl(2|1))}(V(0, \alpha)^{\otimes n}).$$

The super quantum group $U_q(sl(2|1))$ has an $R$-matrix, that leads to a braid group representation:

$$\rho_n(\alpha) : kB_n \rightarrow LG_n(\alpha).$$

We are interested to study properties related to this morphism. Our motivation for this question comes from its close relation to the Links-Gould invariant for links. In 2011, Marin and Wagner \cite{17} proved that this morphism in surjective and conjectured the dimension of this centraliser algebra:

**Theorem 1.** (Marin-Wagner Conjecture \cite{17})

$$\dim(LG_{n+1}(\alpha)) = \frac{(2n)!(2n+1)!}{(n!(n+1)!)^2}.$$
The main result of this paper is the proof if this conjecture. We use combinatorial techniques in order to encode the semi-simple decompositions of tensor powers of the representation $V(0, \alpha)$.

The first step consists in a mixture of algebraic and combinatorial tools, permitting to pass from the initial algebraic question, concerning the computation of this dimension of the algebra, to a purely combinatorial problem. More specifically, we construct certain diagrams in the lattice with integer coordinates on the plane, where we assign to each point a certain weight (which is a natural number). This encodes the dimension of a corresponding intertwiner space in $V(0, \alpha) \otimes n$. Inductively, we show that the intertwiner spaces can be described using a set of paths in the plane with prescribed moves.

Let us consider the following set of planar moves:

- $M_1$: stay move $(x', y') \rightarrow (x', y')$
- $M_2$: $(x', y') \rightarrow (x' + 1, y')$
- $M_3$: $(x', y') \rightarrow (x', y' + 1)$
- $M_4$: $(x', y') \rightarrow (x' - 1, y' + 1)$ if $x' > 0$.

The main point of this part leads to the following combinatorial description for the isotypic components that occur in the decomposition of the tensor powers of $V(0, \alpha)$.

**Theorem 2.** \textit{(Combinatorial model for the isotypic components corresponding to $V(0, \alpha)^{\otimes n}$)}

Let $\alpha \in \mathbb{C} \setminus \mathbb{Q}$. For any $n \in \mathbb{N}$, let us consider the semi-simple decomposition:

$$V(0, \alpha)^{\otimes n} = \bigoplus_{x, y \in \mathbb{N} \times \mathbb{N}} T_n(x, y) \otimes V(x, k\alpha + y).$$

Here, $T_n(x, y)$ is the multiplicity space corresponding to the weight $(x, n\alpha + y) \in \mathbb{N} \times \mathbb{C}$. Then, there is the following one to one correspondence:

$$T_{n+1}(x, y) \leftrightarrow \{ \sigma \subseteq \mathbb{R}^2 \mid \sigma \text{ is a path of length } n, \text{ in the first quadrant} \}$$

between the points $(0, 0)$ to $(x, y)$

constructed with the moves $M_1, M_2, M_3$ or $M_4$.

On the other hand, it was previously known from combinatorics that the conjectured dimension

$$\frac{(2n)!(2n+1)!}{(n!(n+1)!)^2}$$

is the result of a counting problem of certain pairs of paths in the plane. The second part of the paper concerns a combinatorial problem, where we make the correspondence between two sets of planar paths. We establish a bijection between the previous set of paths that characterise the intertwiner spaces and this set of pairs of paths, that occur in the description of the right hand side of the conjectured formula. This interpretation leads to the desired conjectured dimension and emphasises combinatorial properties of the image of the morphism $\rho_n(\alpha)$.

In their paper, Marin and Wagner investigated further the morphism $\rho_n(\alpha)$. They showed that it factors through a cubic Hecke algebra denoted by $H(\alpha)$. Moreover, they considered certain relations that are in the kernel of this map: $r_2$ for three strands and $r_3$ for the braid group with four strands. In this way, they defined a smaller quotient of the cubic Hecke algebra $A_n(\alpha)$, and they conjectured that this is enough in order to generate the kernel of $\rho_n(\alpha)$:

**Conjecture 1.** \textit{(Marin-Wagner)} Consider the following quotient of the cubic Hecke algebra:

$$A_n(\alpha) := H_n(\alpha)/(r_2, r_3).$$

Then, for any $n \in \mathbb{N}$, there is the isomorphism of algebras:

$$A_n(\alpha) \simeq LG_n(\alpha).$$
On the representation theory part of the story, the question of finding matrix unit bases for centraliser algebras has been studied for some important algebras and it is related to the theory of quantum invariants for knots. On this subject, Wenzl [24] and Ram and Wenzl [21] described a matrix unit basis for Brauer’s centraliser algebras and for the Hecke algebras of type A. Moreover, in [2], Blanchet and Beliakova described a precise basis of matrix units for the Birman-Murakami-Wenzl algebra, using idempotent elements and skein theory. In 2006, Lehrer and Zhang [15] studied the cases where the morphism obtained from the group algebra of the braid group onto the automorphism group of the tensor power of a certain representation, given by infinitesimal actions is surjective.

Related to this question, in the last section of the paper (section 8), we describe a matrix unit basis for the centraliser algebra $LG_n$. This model is established using Theorem 2 and gives combinatorial counterparts for the projectors onto the simple components that occur in the semi-simple decompositions of tensor powers of $V(0,\alpha)$.

**Notation 1.** Consider $\Delta_n \subseteq \mathbb{R}^2$ to be the standard simplex with edge of length $n$. Let us denote by:

$$S_{n+1}^{rel}(a,b) := \{\sigma \subseteq \mathbb{R}^2 \mid \sigma \text{ is a simple closed curve containing } (0,0) \text{ and } (n+1,n+1),$$

constructed with the moves $M_2$ or $M_3$, which is symmetric with respect to the secondary diagonal, and cut it into two points: $(n+1-a,a)$ and $(n+1-b,b)\}.$

**Theorem 3.** 1) (Matrix unit basis for $LG_{n+1}(\alpha)$)

There is an algebra isomorphism which makes the correspondence between a basis of projectors onto simple components from $LG_{n+1}(\alpha)$, and an algebra of elementary matrices indexed by symmetric planar curves:

$$LG_{n+1}(\alpha) \simeq <\sigma \subseteq \mathbb{R}^2 \mid \sigma \text{ is a simple closed curve containing } (0,0) \text{ and } (n+1,n+1)$$

constructed with the moves $M_2$ or $M_3 >_{C^*}.$

2) (Identification of projectors onto isotypic components)

For any natural number $n \in \mathbb{N}$ and any point $(x,y) \in \Delta_n$, we denote by $p_{x,y}^{n+1} \in LG_{n+1}(\alpha)$ the projector onto the isotypic component of $V(x,(n+1)\alpha + y)$ inside $V(0,\alpha)^{n+1}$.

Then, there is a one to one correspondence between this set of projectors and the following family of symmetric planar curves, defined as follows:

$$p_{x,y}^{n+1} \leftrightarrow \sum_{\sigma \in S_{n+1}^{rel}(x+y+1,y)} \sigma^*, \quad \forall (x,y) \in \Delta_n.$$  

Our aim for a future paper is to use this combinatorial model for a matrix unit basis for the Links-Gould centraliser algebra $LG_n$, in order understand the morphism $\rho_n(\alpha)$.

**Structure of the paper:**

This paper is split into six main parts. In Section 2 we present the super quantum group $U_q(sl(2|1))$ and some properties about its representation theory. Then, in Section 3 we review the definition of the Links-Gould invariant. Section 4 is devoted to the definition of the centraliser algebras $LG_n(\alpha)$ and certain conjectures about them. Then, in Section 5 we discuss a combinatorial model for the isotypic components of $V(0,\alpha)^n$. Section 6 is devoted to the proof of the Marin-Wagner conjecture about the dimensions of these centraliser algebras. In section 7 we put together all the steps of the proof and summarise a concrete algorithm that makes the connection between multiplicity spaces in $V(0,\alpha)^{\otimes n}$ and pairs of paths in the simplex. In the last part, Section 8 we give a combinatorial matrix unit basis for the algebra $LG_n$.
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2. The Quantum Group $U_q(sl(2|1))$

In this section we will introduce the super-quantum group $U_q(sl(2|1))$ and discuss about its representation theory. Let us fix a ground ring $\mathbb{k}$. A super vector space is a vector space over $\mathbb{k}$ with a $\mathbb{Z}_2$ grading: $V = V_0 \oplus V_1$. A homogenous element $x \in V$ is called even if $x \in V_0$ and odd if $x \in V_1$. Through this section, all the objects that we will work with will respect the $\mathbb{Z}_2$-gradings.

Notation 2. Consider $\hbar$ to be an indeterminate and the field $\mathbb{k} := \mathbb{C}((\hbar))$. Denote by:
\[
q := e^{\frac{\hbar}{2}}, \quad \{x\} := q^x - q^{-x}
\]
\[
\exp_q(x) := \sum_{n=0}^{\infty} \frac{x^n}{(n)_q!}, \quad (k)_q = \frac{1 - q^k}{1 - q}, \quad (n)_q! = (1)_q(2)_q\ldots(n)_q.
\]
For two homogeneous elements $x$ and $y$ with gradings $\overline{x}, \overline{y} \in \mathbb{Z}_2$, the super-commutator has the formula:
\[
[x, y] := xy - (-1)^{\overline{x}\overline{y}}yx.
\]

Definition 4. Let $A = (a_{ij})$ be the square matrix given by $A = \begin{pmatrix} 2 & -1 \\ -1 & 0 \end{pmatrix}$.
Consider $U_q(sl(2|1))$ to be the superalgebra over $\mathbb{C}((\hbar))$ generated by $\{E_i, F_i, h_i\}_{i \in \{1, 2\}}$ where $E_2$ and $F_2$ are odd and all the others generators are even, with the following relations:
\[
[h_i, h_j] = 0, \quad [h_i, E_j] = a_{i,j} E_j, \quad [h_i, F_j] = -a_{i,j} F_j,
\]
\[
[E_i, F_j] = \delta_{i,j} \frac{q^{h_i} - q^{-h_i}}{q - q^{-1}}, \quad E_2^3 = F_2^3 = 0.
\]

(1) $E_1^2 E_2 - (q + q^{-1}) E_1 E_2 E_1 + E_2 E_1^2 = 0, \quad F_1^2 F_2 - (q + q^{-1}) F_1 F_2 F_1 + F_2 F_1^2 = 0.$

The algebra $U_q(sl(2|1))$ is a Hopf algebra where the coproduct, counit and antipode are defined by
\[
\Delta(E_i) = E_i \otimes 1 + q^{-h_i} \otimes E_i, \quad \epsilon(E_i) = 0 \quad S(E_i) = -q^{h_i} E_i
\]
\[
\Delta(F_i) = F_i \otimes q^{h_i} + 1 \otimes F_i, \quad \epsilon(F_i) = 0 \quad S(F_i) = -F_i q^{-h_i}
\]
\[
\Delta(h_i) = h_i \otimes 1 + 1 \otimes h_i, \quad \epsilon(h_i) = 0 \quad S(h_i) = -h_i.
\]

Notation 3. Consider the following elements:
\[
E' := E_1 E_2 - q^{-1} E_2 E_1 \quad F' = F_2 F_1 - q F_1 F_2.
\]

Proposition 5. In [19, 24] it has been shown that the quantum group $U_q(sl(2|1))$ admits a universal $R$-matrix $R \in U_q(sl(2|1)) \otimes U_q(sl(2|1))$. Consider the following expressions:
\[
\tilde{R} = \exp_q (\{1\} E_1 \otimes F_1) \exp_q (-\{1\} E_1 \otimes F_1) \exp_q (-\{1\} E_2 \otimes F_2)
\]
\[
K = q^{-h_1 \otimes h_2 - h_2 \otimes h_1 - 2h_2 \otimes h_2}.
\]

Then $R = \tilde{R} K$.

In this sequel we will concentrate on the representation theory of the super-quantum group $U_q(sl(2|1))$. We would like to emphasise that the representation theory of super-quantum groups has continuous families of representations already when $q$ is generic. This is in contrast with the classical case of quantum groups, where it is possible to gain a continuous family of representations, just if $q$ is specialised to a root of unity. We will follow [9].
Definition 6. 1) An element \( v \in V \) is called a weight vector of weight \( \lambda = (\alpha_1, \alpha_2) \) if:
\[
h_i v = \alpha_i v, \quad \forall i \in \{1, 2\}.
\]

2) A weight vector is called highest weight vector if:
\[
E_i v = 0, \quad \forall i \in \{1, 2\}.
\]

3) A module \( V \) is called a highest weight module of weight \( \lambda = (\alpha_1, \alpha_2) \) if it is generated by a highest weight vector \( v_0 \in V \) of weight \( \lambda \).

Proposition 7. (Simple \( U_q(sl(2|1)) \) representations)
There exists a continuous family of simple representations of \( U_q(sl(2|1)) \), indexed by \( \Lambda = \mathbb{N} \times \mathbb{C} \):
\[
\lambda = (\alpha_1, \alpha_2) \in \Lambda \mapsto V(\alpha_1, \alpha_2) \text{ highest weight module of weight } \lambda
\]
The weight \( \lambda \) is called “typical” if \( \alpha_1 + \alpha_2 \neq -1 \) and \( \alpha_2 \neq 0 \), otherwise it is called “atypical”. Using this, the previous family splits into two types of representations. A highest weight module \( V(\alpha_1, \alpha_2) \) is called typical/atypical if its corresponding highest weight is typical/atypical.

Notation: For any \( V, W \in \text{Rep}(U_q(sl(2|1))) \), we denote by
\[
R_{V,W} \in \text{Aut}_{U_q(sl(2|1))}(V \otimes W)
\]
the isomorphism obtained by the action of \( R \) onto \( V \otimes W \).

Remark 8. (Braiding on the category of representations)
The \( R \)-matrix will induce a braiding on the category of finite dimensional \( U_q(sl(2|1)) \)-representations. For any \( V, W \in \text{Rep}(U_q(sl(2|1))) \), it leads to an isomorphism \( \mathcal{R}_{V,W} : V \otimes W \to W \otimes V \) defined in the following manner:
\[
\mathcal{R}_{V,W} := \tau^* \circ R_{V \otimes W}.
\]
Here, \( \tau^* : V \otimes W \to W \otimes V \) is the called super flip. If \( x \in V \) and \( y \in W \) are two homogeneous elements, then the super flip acts in the following way:
\[
\tau^*(x \otimes y) = (-1)^{\text{deg}x\text{deg}y}y \otimes x.
\]

Proposition 9. (Braid group action)
The braiding from the category of \( U_q(sl(2|1)) \)-representations induces a well defined braid group action on tensor powers of \( V(\lambda) \) for any \( \lambda \in \Lambda \):
\[
\rho_n : B_n \to \text{Aut}_{U_q(sl(2|1))}(V(\lambda)^\otimes n)
\]
\[
\rho_n(s_i^{\pm 1}) = Id^{\otimes i-1} \otimes \mathcal{R}_{V(\lambda),V(\lambda)}^{\pm 1} \otimes Id^{n-i-1}.
\]

Theorem 10. (Decomposition of the tensor products)
If \( \alpha, \beta \in \mathbb{C}^* \), \( n \in \mathbb{N} \) such that all the modules from the following expression are typical, then \( V(0, \alpha) \otimes V(n, \beta) \) is semi-simple and has the following decomposition:
1) For \( n \neq 0 \):
\[
V(0, \alpha) \otimes V(n, \beta) = V(n, \alpha + \beta) \oplus V(n + 1, \alpha + \beta) \oplus V(n - 1, \alpha + \beta + 1) \oplus V(n, \alpha + \beta + 1).
\]
2) For \( n = 0 \):
\[
V(0, \alpha) \otimes V(0, \beta) = V(0, \alpha + \beta) \oplus V(0, \alpha + \beta + 1) \oplus V(1, \alpha + \beta).
\]
3. The Links-Gould Invariant

In this section, we will recall the definition of the Links-Gould invariant for links. After that, in the second part, we will see how this invariant can be recovered from a more general set of renormalized invariants introduced by Geer and Patureau, using the representation theory of the super quantum group \( U_q(s{l}(m|n)) \).

Let \( K := \mathbb{C}(t_0^{\pm \frac{1}{2}}, t_1^{\pm \frac{1}{2}}) \) and \( V := \langle v_1, ..., v_4 \rangle \) a \( K \)-vector space of dimension 4.

Consider the set \( \mathcal{B} \) to be the following ordered basis for \( V \):
\[
\mathcal{B} := (v_1 \otimes v_1, v_1 \otimes v_4, v_2 \otimes v_1, ..., v_2 \otimes v_4, v_4 \otimes v_1, ..., v_4 \otimes v_4).
\]

Consider the operator \( R \in \text{Aut}(V \otimes V) \) defined in the basis \( \mathcal{B} \) as follows:
\[
R := \begin{bmatrix}
    t_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & t_0^2 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & t_0^2 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & t_0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & t_0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & t_0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & t_0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & t_0
\end{bmatrix}
\]

Here, \( Y \) has the following expression:
\[
Y = ((t_0 - 1)(1 - t_1))^{\frac{1}{2}}.
\]

**Proposition 11.** The operator \( R \subset V \otimes V \) satisfies the Yang-Baxter equation, and it induces a sequence of braid group representations:
\[
\varphi_n : B_n \to \text{Aut}(V^\otimes n)
\]
\[
\varphi_n(\sigma_i^{\pm 1}) = \text{Id}^\otimes i^{-1} \otimes R^\pm 1 \otimes \text{Id}^\otimes n-i^{-1}.
\]

**Definition 12.** Consider the operator \( \mu \in \text{Aut}(V) \) defined in the basis \( \{v_1, ..., v_4\} \) by:
\[
\mu = \begin{bmatrix}
    t_0^{-1} & 0 & 0 & 0 \\
    0 & -t_1 & 0 & 0 \\
    0 & 0 & t_0^{-1} & 0 \\
    0 & 0 & 0 & t_1
\end{bmatrix}
\]

**Notation 4.** Consider \( W \) to be a vector space over \( K \). Let \( f \in \text{End}(W) \) to be an endomorphism which is a scalar times the identity. We denote by \( <f> \) the corresponding element of \( K \):
\[
f = <f> \cdot \text{Id}_W.
\]

**Theorem 13.** (The Links-Gould invariant)

For any braid \( \beta \in B_n \), the following partial trace leads to a scalar:
\[
\text{Tr}_{2, ..., n}((\text{Id}_V \otimes \mu^\otimes (n-1)) \circ \varphi_n(\beta)) \in K \cdot \text{Id}_V.
\]
The Links-Gould polynomial is defined using this partial trace in the following manner:
\[ \text{LG}(L; t_0, t_1) := \langle Tr_{2,\ldots,n}(\text{Id}_V \otimes \mu^{n-1}) \rangle. \]
Then, this is a well defined link invariant and it has integer coefficients \((12)\):

\[ \text{LG}(L; t_0, t_1) \in \mathbb{Z}[t_0^{\pm 1}, t_1^{\pm 1}]. \]

Now, we present the Geer-Patureau method, that leads to modified quantum invariants for links starting from representation theory of super quantum groups. As we have seen, the category of representations of \(U_q(sl(2|1))\) has a braiding, which leads to a braid group representation. Moreover, it is known that it has a structure of a ribbon category \((10)\).

**Definition 14.** Let \(\mathcal{C}\) be a category. The category of \(\mathcal{C}\)-colored framed tangles \(\mathcal{T}_\mathcal{C}\) is defined as follows:

\[ \text{Ob}(\mathcal{T}_\mathcal{C}) = \{(V_1, \epsilon_1), \ldots, (V_m, \epsilon_m)|m \in \mathbb{N}, \epsilon_i \in \pm 1, V_i \in \mathcal{C}\}. \]

\[ \text{Hom}_{\mathcal{T}_\mathcal{C}}((V_1, \epsilon_1), \ldots, (V_m, \epsilon_m); (W_1, \delta_1), \ldots, (W_n, \delta_n)) = \{\mathcal{C} \text{-colored framed tangles} \}
\]

\[ T : (V_1, \epsilon_1), \ldots, (V_m, \epsilon_m) \uparrow (W_1, \delta_1), \ldots, (W_n, \delta_n)/\text{isotopy}. \]

Remark: The tangles \(T\) have to respect the boundary colors \(\{V_i, W_j\}\). Once we have such a tangle, it has an induced orientation, coming from the signs \(\epsilon\), using the following conventions:

\[ (V, -) \downarrow, (V, +) \uparrow. \]

**Theorem 15.** (Reshetikhin-Turaev) Let \(\mathcal{C}\) be a ribbon category. Then, there exist a unique monoidal functor

\[ \mathcal{F} : \mathcal{T}_\mathcal{C} \rightarrow \mathcal{C} \]

such that \(\forall V \in \mathcal{C}\), it respects the following relations:

\[ \mathcal{F}((V, +)) = V; \quad \mathcal{F}((V, -)) = V^* \]

and it is fixed onto elementary morphisms by the ribbon structure of the category \(\mathcal{C}\).

This construction applied to the representation theory of \(U_q(sl(2|1))\) leads to vanishing invariants. The problem comes from the fact that the quantum dimension of a representation (which corresponds to the evaluation of the Reshetikhin-Turaev functor onto the circle coloured with that representation) vanishes. Then, the Geer-Patureau construction uses the Reshetikhin-Turaev functor on the link with one strand that is cut and correct it in a way that leads to a well defined invariant. They introduce the notion called modified quantum dimension, denoted by \(d\), and use that instead of the usual quantum dimension, to close up the last strand that is cut. We present the main steps of the construction.

Let \(L\) be a link with \(k\) components. Consider \(n \in \mathbb{N}\) and \(\alpha_1, \ldots, \alpha_k \in \mathbb{C}\). One colors the components of \(L\) with the representations \(\{V(n, \alpha_1), \ldots, V(n, \alpha_k)\}\). Then, let us choose a strand of \(L\), and denote by \(L'\) the \((1,1)\)-tangle obtained from \(L\) by cutting this strand. Let \(i \in \{1, \ldots, k\}\) such that the strand that we cut has the colour \(V(n, \alpha_i)\).

**Theorem 16.** \((10)\) 1) Consider the following modified construction, defined as:

\[ F'(L) := d(V(n, \alpha_i)) < \mathcal{F}(L') >. \]

Then, \(F'\) is a well defined link invariant, called the Geer-Patureau modified invariant.

2) There exist a link invariant, which is a polynomial in \(k + 1\) variables

\[ M^n(L)(q, q^{\alpha_1}, \ldots, q^{\alpha_k}) \in \mathbb{Q}(q, q_1, \ldots, q_k) \]

such that

\[ F'(L) = e^{-\sum l_{k,i,j}(2\alpha_i + \alpha_j)} \cdot M^n(L)(q, q^{\alpha_1}, \ldots, q^{\alpha_k}). \]

\(\text{here } l_{k,i,j} \text{ is the linking number between the strands } i \text{ and } j.\)

**Theorem 17.** \((10, 13)\) The modified Geer-Patureau invariants constructed from \(U_q(sl(2|1))\) recover the Links-Gould invariant, by a specialisation of coefficients:

\[ \text{LG}(L; t_0, t_1)|_{(t_0 = q^{-2\alpha}, t_1 = q^{2\alpha + 2})} = \{\alpha + 1\} M^0(q, q^{\alpha}, \ldots, q^{\alpha}) \]
4. The centralizer algebra $LG_n$

In this section, we will introduce a family of centraliser algebras corresponding to a sequence of tensor powers associated to a fixed representation $V(0, \alpha)$ of the super-quantum group $U_q(sl(2|1))$. The aim is to understand this family and its relation to the group algebra of the braid group.

**Definition 18.** Let us fix $\alpha \in \mathbb{C} \setminus \mathbb{Q}$. The centraliser algebra corresponding to the representation $V(0, \alpha)$ is defined as:

$$LG_n(\alpha) := \text{End}_{U_q(sl(2|1))}(V(0, \alpha)^\otimes n)$$

Then $\{LG_n\}_{n \in \mathbb{N}}$ leads to a sequence of algebras, such that each of them is included in a natural way into the next one:

$$LG_{n-1}(\alpha) \subseteq LG_n(\alpha)$$

Using these inclusions, $LG_n(\alpha)$ becomes a bimodule over $LG_{n-1}(\alpha)$.

**Remark 19.** The braid group action on $V(0, \alpha)^\otimes n$ (defined in Proposition 9), extends to the following morphism, at the level of the group algebra of the braid group:

$$\rho_n(\alpha) : \mathbb{K}B_n \rightarrow LG_n(\alpha)$$

**Theorem 20.** (Marin-Wagner [17]) The morphism $\rho_n(\alpha)$ is surjective.

Once we know that this morphism is surjective, an interesting question that arises is to study more deeply the kernel of this map. Marin and Wagner characterised these subalgebras for small values of $n$ ($n \leq 5$) and stated a couple of conjectures about them. Firstly, the question would be to compute the dimension of $LG_n(\alpha)$. Further on, one could wonder which is a set of generating relations for the kernel of the map $\rho_n(\alpha)$. In other words, the question would be to find a set of relations which are in the kernel of this map, such that if we consider the quotient of the algebra $\mathbb{K}B_n$ by these relations, the result becomes isomorphic to $LG_n(\alpha)$. In the sequel we will present in more details their conjectures.

**Conjecture.** (Marin-Wagner; Theorem 1)

$$\dim(LG_{n+1})(\alpha) = \frac{(2n)!(2n+1)!}{(n!(n+1)!)^2}$$

Moreover, going further in the study of the morphism $\rho_n(\alpha)$, the following part refers to the differences between the algebras $LG_n(\alpha)$ and $\mathbb{K}B_n$.

**Definition 21.** (The cubic Hecke algebra)

Let $a, b, c \in \mathbb{K}^*$. Define the corresponding cubic Hecke algebra as:

$$H_n(a, b, c) := \mathbb{K}B_n / ((\sigma_1 - a)(\sigma_1 - b)(\sigma_1 - c))$$

Actually, for specific values of the parameters, the cubic Hecke algebra will lead to the centraliser algebra $LG_n$.

**Proposition 22.** (Marin-Wagner) Let $\alpha \in \mathbb{C} \setminus \mathbb{Q}$ such that $\{1, \alpha, \alpha^2\}$ are linearly independent over $\mathbb{Q}$. Consider the following parameters

$$a = -q^{-2\alpha(\alpha + 1)}, \quad b = q^{-2\alpha^2}, \quad c = q^{-2(\alpha + 1)^2}.$$

Denote the associated cubic Hecke algebra by:

$$H_n(\alpha) = H_n(a, b, c).$$

Then the morphism $\rho_n(\alpha)$ factors through the algebra $H_n(\alpha)$, leading to a quotient morphism $\bar{\rho}_n(\alpha)$:

$$\rho_n(\alpha)$$

$$\mathbb{K}B_n \quad \longrightarrow \quad LG_n(\alpha)$$

$$\downarrow \quad \quad \downarrow$$

$$H_n(\alpha) \quad \quad \bar{\rho}_n(\alpha)$$
In [11], Ishii introduced a relation \( r_2 \) in \( H_3(\alpha) \) and showed that this relation is in the kernel of \( \tilde{\rho}_3(\alpha) \). However, for the braid group with 4 strands, one needs more relations in order to generate the kernel of this map. In [17], the authors defined a relation \( r_3 \in H_4(\alpha) \) and proved that \( H_4/(r_2, r_3) \simeq LG_4 \). They conjectured that these relations are enough in order to describe the kernel of \( \rho_n(\alpha) \) for all values of \( n \in \mathbb{N} \).

**Definition 23.** Consider the following quotient algebra defined as:

\[
A_n(\alpha) := H_n(\alpha)/(r_2, r_3).
\]

**Conjecture.** (Marin-Wagner; Conjecture [7]) For any number of strands \( n \in \mathbb{N} \), there is the following algebra isomorphism:

\[
A_n(\alpha) \simeq LG_n(\alpha).
\]

In the following two sections, we prove the Conjecture Marin-Wagner (Theorem [1]). We summarize all the steps that occur in these sections in diagram [22].

5. **Combinatorial model for the isotypic components corresponding to \( V(0, \alpha)^\otimes n \)**

This is the first part of the proof and concerns the isotypic components that occur in the decomposition of tensor powers of \( V(0, \alpha)^\otimes n \). Our aim is to understand them in a combinatorial manner and to prove Theorem [2].

In order to control the multiplicity spaces of the isotypic components of \( V(0, \alpha)^\otimes n \), we will encode the semi-simple decomposition of \( V(0, \alpha)^\otimes n \) by a certain planar diagram \( D(n) \). Each point from this diagram will have a weight, which corresponds to a certain multiplicity of a simple representation inside the \( n^{th} \) tensor power of \( V(0, \alpha) \). The next part interpolates between the weights that occur in the diagram \( D(n) \), which are algebraic quantities and certain sets of planar paths, described in purely combinatorial terms. More specifically, we show that each weight from the diagram \( D(n) \) can be seen as a counting problem associated to a certain set of paths in the plane, which have fixed length and are constructed from the origin using certain prescribed possible moves. As a conclusion we will obtain a model for the multiplicities of the isotypic components in terms of a combinatorial counting problem as in the statement from [2].

As we have seen

\[
LG_n(\alpha) = \text{End}_{U_n(sl(2|1))} \left( V(0, \alpha)^\otimes n \right).
\]

We are interested in the semi-simple decomposition of \( V(0, \alpha)^\otimes n \). Since \( \alpha \notin \mathbb{Q} \), one can conclude by an inductive argument that for any \( n \in \mathbb{N} \), the tensor power \( V(0, \alpha)^\otimes n \) is semi-simple and the formula given in Theorem [10] can be applied at each step. More precisely, one remarks that all the modules that occur in the decomposition of \( V(0, \alpha)^\otimes n \) have the form

\[
V(x, n\alpha + y) \quad \text{for} \quad x, y \in \{0, ..., n-1\}
\]

**Notation 5.** Let us denote this semi-simple decomposition by:

\[
V(0, \alpha)^\otimes n = \bigoplus_{x,y \in \mathbb{N} \times \mathbb{N}} T_n(x, y) \otimes V(x, n\alpha + y)
\]

where \( T_n(x, y) \) is the multiplicity space corresponding to the weight \( (x, n\alpha + y) \).

We will codify this decomposition by a graph in the plane with integer coordinates, where each point will have a certain "weight".

**Definition 24.** We say that \( D(n) \) is a diagram for \( V(0, \alpha)^\otimes n \) if it is included in the lattice with integer coordinates and each point \((x, y) \in D(n)\) has associated a certain natural number, called weight, which is the following multiplicity:

\[
t_n(x, y) = \dim T_n(x, y).
\]

This encodes in the position \((x, y)\) from the diagram \( D(n) \), the multiplicity of the highest weight module \( V(x, n\alpha + y) \). For the simplicity of the notation, we will think that the origin of the diagram
\( D(n) \) has the coordinates \((0, n\alpha)\). In this way, on the position \((x, y)\) from the diagram, we encode the multiplicity of the module whose fundamental weight is \((x, n\alpha + y)\), which means that it moves away from the origin with \(x\) steps from 0 and \(y\) steps from \(n\alpha\).

As we can see, by reading the non-zero multiplicities associated to the points from the diagram \(D(n)\), we can deduce the tensor decomposition of \(V(0, \alpha)^{\otimes n}\). Let us see some examples:

**Case** \(n = 2\)

\[
V(0, \alpha) \otimes V(0, \alpha) = V(0, 2\alpha) \oplus V(0, 2\alpha + 1) \oplus V(1, 2\alpha).
\]

**Case** \(n = 3\)

\[
V(0, \alpha)^{\otimes 3} = \left( V(0, 2\alpha) \oplus V(0, 2\alpha + 1) \oplus V(1, 2\alpha) \right) \otimes V(0, \alpha) = \\
= (V(0, 2\alpha) \otimes V(0, \alpha)) \oplus (V(0, 2\alpha + 1) \otimes V(0, \alpha)) \oplus (V(1, 2\alpha) \otimes V(0, \alpha)) = \\
= (V(0, 3\alpha) \oplus V(0, 3\alpha + 1) \oplus V(1, 3\alpha)) \oplus \\
\oplus (V(0, 3\alpha + 1) \oplus V(0, 3\alpha + 2) \oplus V(1, 3\alpha + 1)) \oplus \\
\oplus (V(1, 3\alpha) \oplus V(1, 3\alpha + 1) \oplus V(0, 3\alpha + 1) \oplus V(2, 3\alpha)).
\]

We conclude that the semi-simple decomposition of the third tensor power is the following:

\[
V(0, \alpha)^{\otimes 3} = V(0, 3\alpha) \oplus 3 \cdot V(0, 3\alpha + 1) \oplus V(0, 3\alpha + 2) \\
\oplus 2 \cdot V(1, 3\alpha) \oplus 2 \cdot V(1, 3\alpha + 1) \oplus V(2, 3\alpha).
\]

We obtain the diagram for \(D(3)\) in the following way:

**Case** \(n = 4\)

\[
V(0, \alpha)^{\otimes 4} = V(0, \alpha)^{\otimes 3} \otimes V(0, \alpha) = \\
= ((V(0, 3\alpha) \otimes V(0, \alpha)) \oplus 3 \cdot (V(0, 3\alpha + 1) \otimes V(0, \alpha)) \oplus (V(0, 3\alpha + 2) \otimes V(0, \alpha)) \oplus \\
\oplus 2 \cdot (V(1, 3\alpha) \otimes V(0, \alpha)) \oplus 2 \cdot (V(1, 3\alpha + 1) \otimes V(0, \alpha)) \oplus (V(2, 3\alpha) \otimes V(0, \alpha)) = \\
= (V(0, 4\alpha) \oplus V(0, 4\alpha + 1) \oplus V(1, 4\alpha)) \oplus \\
\oplus (3V(0, 4\alpha + 1) \oplus 3V(0, 4\alpha + 2) \oplus 3V(1, 4\alpha + 1)).
\]
We conclude that the semi-simple decomposition of the fourth tensor power is the following:

\[ V(0, \alpha) \otimes 4 = V(0, 4\alpha) \oplus 6 \cdot V(0, 4\alpha + 1) \oplus 6 \cdot V(0, 4\alpha + 2) \oplus V(1, 4\alpha) \oplus 8 \cdot V(1, 4\alpha + 1) \oplus 3 \cdot V(1, 4\alpha + 2) \oplus 3 \cdot V(2, 4\alpha) \oplus 3 \cdot V(2, 4\alpha + 1) \oplus V(3, 4\alpha). \]

We obtain diagram \( D(4) \) with the following weights:

\[
\begin{array}{cccc}
1 & 6 & 3 & 1 \\
6 & 8 & 3 & \\
1 & 3 & 3 & 1 \\
\end{array}
\]

In the sequel, we will describe how the sequence of diagrams \( D(n) \), can be constructed following an inductive procedure. More precisely, we will suppose that we know the diagram \( D(n) \). Then, we will define a set of precise local moves such that if we apply these moves to each point from the diagram \( D(n) \), we will be able to reconstruct the diagram \( D(n+1) \).

Let us start with a module \( V(x, n\alpha + y) \) for \( x, y \in \{0, \ldots, n-1\} \). We will encode diagramatically the effect of tensoring this module with a standard module \( V(0, \alpha) \). More specifically, as before, we will encode the simple modules that occur in the decomposition of \( V(x, n\alpha + y) \otimes V(0, \alpha) \) in a weighted lattice. Let us think that initially, \( V(x, n\alpha + y) \) is encoded by diagram \( D \) which has just one point at the origin \( (0, n\alpha) \) and the corresponding multiplicity 1.

**Definition 25. a)** From the Theorem [14], for any \( x \in \mathbb{N} \setminus \{0\} \) and any \( y \in \mathbb{N}, n \in \mathbb{N} \) we have the decomposition:

\[ V(0, \alpha) \otimes V(x, n\alpha + y) = V(x, (n+1)\alpha + y) \oplus V(x + 1, (n+1)\alpha + y) \oplus \]
\[ \oplus V(x-1, (n+1)\alpha + y + 1) \oplus V(x, (n+1)\alpha + y + 1). \]

We call the effect of tensoring \( V(x, n\alpha + y) \) with \( V(0, \alpha) \) a “blow up of type \((x, y)\)” and \( B(x, y) \) the new corresponding diagram:
b) If the first coordinate \( x = 0 \), then for any \( y \in \mathbb{N} \) and \( n \in \mathbb{N} \), the decomposition is as follows:
\[
V(0, \alpha) \otimes V(0, n\alpha + y) = V(0, (n + 1)\alpha + y) \oplus V(1, (n + 1)\alpha + y) \oplus V(0, (n + 1)\alpha + y + 1).
\]
We call the effect of tensoring \( V(0, n\alpha + x) \) with \( V(0, \alpha) \) a “blow up of type \((0, y)\)” and \( B(0, y) \) the new corresponding diagram.

(6) \hspace{1cm} B(0, y)

\[
\begin{array}{c}
(0, y) \\
(0, y + 1) \\
(1, y)
\end{array}
\]

Lemma 26. The diagram \( D(n+1) \) can be obtained from \( D(n) \), by blowing up each point \((x, y) \in D(n)\) with \( B(x, y) \) \( t_n(x, y) \) times and add in each vertex all the new multiplicities.

Proof. Suppose we have \( D(n) \). This means that:
\[
V(0, \alpha)^{\otimes n} = \bigoplus_{x, y \in \mathbb{N} \times \mathbb{N}} (t_n(x, y) \cdot V(x, n\alpha + y))
\]

In order to obtain the multiplicities that occur in \( D(n+1) \), we have:
\[
V(0, \alpha)^{\otimes n+1} = \bigoplus_{x, y \in \mathbb{N} \times \mathbb{N}} (t_n(x, y) \cdot (V(x, n\alpha + y) \otimes V(0, \alpha))) \tag{*}
\]

On the other hand, the multiplicities \( t_{n+1} \) occur in the following way:
\[
V(0, \alpha)^{\otimes n+1} = \bigoplus_{x, y \in \mathbb{N} \times \mathbb{N}} (t_{n+1}(x, y) \cdot V(x, (n+1)\alpha + y))
\]

Using the previous formula \((*)\), we notice that the diagram \( D(n+1) \), has some extra weights with respect to the diagram \( D(n) \). More precisely, each term \((V(x, n\alpha + y) \otimes V(0, \alpha))\) will add to the weights from \( D(n) \), some extra multiplicities corresponding to a blow up of center
\[
(x + 0, (n\alpha + y) + \alpha) = (x, (n + 1)\alpha + y).
\]

This is encoded in \( D(n+1) \) as the blow-up \( B(x, y) \) with center \((x, y)\). Counting the multiplicities, for each point \((x, y)\), we’ll have to do the blow-up \( B(x, y) \) for \( t_n(x, y) \) times. In this way, we obtain \( t_{n+1}(x, y) \).

Up to this point, we saw how to construct the recursive relation that relates \( D(n) \) and \( D(n+1) \). However, this is still at the theoretical level. In the following part, we will use the fact that we know the initial step corresponding to the diagram \( D(1) \), and apply the previous recursive relation. Finally, we will conclude that each multiplicity space \( T_n(x, y) \) can be described in a natural way, using a method which constructs a set of paths in the plane, which satisfy certain restrictions.

Remark 27. Let us fix a point in the plane, with coordinates \((x, y)\). Then, the weight of \((x, y)\) in the diagram \( D(n+1) \), \( t_{n+1}(x, y) \) can be obtained by adding all the multiplicities of the points \((x', y')\) from \( D(n) \), which can arrive to the point \((x, y)\) using one of the following moves:

- \( M1 \) \hspace{0.5cm} stay move \hspace{0.5cm} \((x', y') \rightarrow (x', y')\)
- \( M2 \) \hspace{1cm} \((x', y') \rightarrow (x' + 1, y')\)
- \( M3 \) \hspace{1cm} \((x', y') \rightarrow (x', y' + 1)\)
- \( M4 \) \hspace{1.5cm} \((x', y') \rightarrow (x' - 1, y' + 1) \) if \( x' > 0 \)
Here, the reason for having the condition that the move $M_4$ can be done just if $x > 0$, is the fact that a coefficient that decreases the $y$ coordinate occurs in the blow-up $B(x, y)$ if and only if $x > 0$.

**Remark 28.** 1) If we start from $D(n - 1)$, we can obtain $D(n + 1)$, by counting certain paths of length 2 in the integer lattice (with the corresponding multiplicities as in $D(n - 1)$). In this way, applying twice the first remark we conclude that:

$$t_{n+1}(x, y) = \text{card } \left\{ \text{paths of length 2 starting from points in } D(n - 1) \text{ which end in } (x, y), \text{ with the possible moves } M_1, M_2, M_3 \text{ or } M_4 \right\}.$$ 

2) We will iterate this argument by induction, using as initial data the diagram $D(1)$ which has the following form:

![Diagram D(1)](image)

We obtain the following combinatorial description for the multiplicity spaces:

**Theorem 29.** In $D(n + 1)$, for each point $(x, y) \in \mathbb{Z} \times \mathbb{Z}$ the associated multiplicity has the formula:

$$t_{n+1}(x, y) = \text{number of paths in the plane from } (0, 0) \text{ to } (x, y) \text{ of length } (n)$$

and possible moves $M_1, M_2, M_3$ or $M_4$ with the condition that they do not have any point with a negative coordinate on the $x$-axis.

Coming back to the semi-simple decomposition of the tensor product, we obtain the correspondence given in Theorem 2.

$$T_{n+1}(x, y) \leftrightarrow \{ \sigma \subseteq \mathbb{R}^2 | \sigma \text{ is a path of length } n, \text{ in the first quadrant constructed with the moves } M_1, M_2, M_3 \text{ or } M_4 \}$$

### 6. Proof of the Conjecture

This section is the second part of the proof of the Wagner-Marin Conjecture (Theorem 1) and concerns a purely combinatorial result, which deals with the identification between two counting problems. Following the previous section, we conclude that the cardinality of the multiplicity spaces corresponding to $V(0, \alpha) \otimes^{n+1}$ is the same as the number of paths in the plane of fixed length $n$, which follow some fixed rules. On the other hand, it was known that the conjectured dimension can be interpreted as the number of pairs of planar paths with certain requirements. We will show that the two counting problems coincide, by establishing a bijection between the previous set of paths towards the set of pairs of paths with the required properties.

**Remark 30.** We will denote by $\Delta_n \in \mathbb{R}^2$ the standard 2-dimensional simplex, which has the length of the edge $n$. We notice that in the diagram $D(n + 1)$, the points with non-zero weights are inside (or on the boundary) of $\Delta_n$.

**Notation 6.** Consider the following set of paths

$$P_{n+1}(x, y) := \{ \text{planar paths from } (0, 0) \text{ to } (x, y) \text{ of length } n$$

constructed using the possible moves $M_1, M_2, M_3$ or $M_4$, which are contained in the positive quadrant\}
Remark 31. As we have seen in Remark 29, for any number \(n \in \mathbb{N}\) and \(x, y \in \Delta_n\), we have the following bijection:

\[
\psi^{n+1}_{(x,y)} : T_{n+1}(x, y) \to P_{n+1}(x, y)
\]

\[
t_{n+1}(x, y) = |P_{n+1}(x, y)|
\]

6.1. Intertwiner spaces. We will begin by establishing the relation between the centraliser algebra \(LG_{n+1}(\alpha)\) and the intertwiner spaces corresponding to the tensor powers of simple components that occur in the semi-simple decomposition of \(V(0, \alpha)^{\otimes (n+1)}\).

Remark 32. As we have seen, there is the following tensor decomposition:

\[
V(0, \alpha)^{\otimes n+1} = \bigoplus_{x,y \in \Delta_n} \left( T_{n+1}(x, y) \otimes V(x, (n+1)\alpha + y) \right)
\]

where \(T_{n+1}(x, y)\) is the multiplicity space corresponding to the weight \((x, (n+1)\alpha + y)\).

Proposition 33. From [9], for typical \((n, \alpha) \in \Lambda, V(n, \alpha)\) is simple representation and moreover:

\[
\text{Hom}_{U_q(sl(2/1))}(V(n, \alpha), V(m, \beta)) \simeq \delta^{(m, \beta)}_{(n, \alpha)} \cdot \mathbb{k}Id.
\]

Definition 34. For a representation \(V \in \text{Rep}(U_q(sl(2/1)))\) and a natural number \(n\), the \(n\)th intertwiner space corresponding to \(V\) is the following endomorphism ring:

\[
\mathcal{A}_n(V) := \text{End}_{U_q(sl(2/1))} \left( \bigoplus_{i=1}^{n} V_i \right), \text{ where } V_i \simeq V \forall i \in \{1, ..., n\}
\]

In our case, using that \(\alpha \notin \mathbb{Q}\), we deduce that for any \((x, y) \in \Delta_{n+1}\), all modules \(V(x, (n+1)\alpha + y)\) are typical.

Remark 35. From [8], we see that the intertwiner spaces for simple representations are actually rings of matrices:

\[
\mathcal{A}_{n+1}(V(0, \alpha)) \simeq M(n+1, \mathbb{k})
\]

The previous remarks lead to the following characterisation the centraliser algebra \(LG_{n+1}(\alpha)\), in terms of the intertwiner spaces corresponding to the multiplicity spaces of the simple components from \(V(0, \alpha)^{n+1}\):

Proposition 36.

\[
LG_{n+1}(\alpha) \simeq \bigoplus_{x,y \in \Delta_n} \mathcal{A}_{n+1}(x,y) \left( V(x, (n+1)\alpha + y) \right) \simeq \bigoplus_{x,y \in \Delta_n} M(t_{n+1}(x, y), \mathbb{k}).
\]

Proof.

\[
\begin{align*}
LG_{n+1}(\alpha) & \simeq \text{End}_{U_q(sl(2/1))} \left( V(0, \alpha)^{\otimes (n+1)} \right) \\
& \simeq \text{End}_{U_q(sl(2/1))} \left( \bigoplus_{x,y \in \Delta_n} \left( T_{n+1}(x, y) \otimes V(x, (n+1)\alpha + y) \right) \right) \\
& \overset{\text{Prop 33}}{\simeq} \bigoplus_{x,y \in \Delta_n} \text{End}_{U_q(sl(2/1))} \left( T_{n+1}(x, y) \otimes V(x, (n+1)\alpha + y) \right) \\
& \simeq \bigoplus_{x,y \in \Delta_n} \mathcal{A}_{n+1}(x,y)(V(0, \alpha))(V(x, (n+1)\alpha + y))
\end{align*}
\]

\[
\square
\]

Corollary 37. This decomposition in terms of matrix rings, leads to the following formula for the dimension of the centraliser algebra:

\[
\dim LG_{n+1}(\alpha) = \sum_{x,y \in \Delta_n} t_{n+1}(x, y)^2.
\]
Corollary 38. Using the identification from Proposition 31 we conclude that:
\[ \dim LG_{n+1}(\alpha) = \sum_{x,y \in \Delta_n} |P_{n+1}(x,y)|^2. \]

6.2. Conjectured dimension described using pairs of planar paths. In [17], it is mentioned that F. Chapoton remarked that the conjectured dimension of $LG_{n+1}$ coincides with a combinatorial formula for a way of counting pairs of paths in the plane.

Notation 7. Consider the following set of pairs of planar paths:
\[ C_{n+1} = \{ (\sigma, \tau) \subseteq \mathbb{R}^2 \mid \sigma, \tau \text{ are disjoint paths in the } (n+1) \times (n+1) \text{ square constructed using two possible moves: upwards } \uparrow \text{ or right } \rightarrow \text{ between the points } (0,1) \rightarrow (n,n+1) \text{ and } (1,0) \rightarrow (n+1,n) \} \]

Theorem 39. ([1], [22]) (Counting pairs of planar paths) The following combinatorial identity holds:
\[ |C_{n+1}| = \frac{(2n)!(2n+1)!}{(n!(n+1)!)^2} \]

6.3. Relation between pairs of paths in the square and pairs of paths in the simplex $\Delta_{n+1}$. Putting together the results from the last sections, we notice that there are combinatorial models for both sides which appear in relation 1. In this part, we will concentrate on the set $C_{n+1}$, and describe it as an union of certain subsets of pairs of paths.

Remark 40. The description from 4 for the multiplicity spaces and the relation 38 provide a combinatorial description for the centraliser algebra $LG_{n+1}(\alpha)$. On the other hand, we will use the result that was known from Theorem 39. From these results, the question that arises now is to establish a relation between the sets
\[ \bigcup_{x,y \in \Delta_n} (P_{n+1}(x,y) \times P_{n+1}(x,y)) \leftrightarrow \overrightarrow{?} C_{n+1}. \]

For the moment, in the previous formula 40, there is an asymmetry coming from the fact that in the left hand side one has a union of sets indexed by points with integer coordinates from the simplex $\Delta_n$, whereas in the right hand side there is a global set, which is not yet partitioned in smaller subsets. This rises a natural question, to understand the set of pairs of paths $C_{n+1}$, as an union of subsets, indexed by the same indexing set corresponding to $\Delta_n$. In order to do this, the main idea in the next part is to start with a pair of paths in the square, and remember where those paths ”cut the principal diagonal”. We will use this data as an indexing set.

(8)
Definition 41. Following this procedure, we will consider the set of paths that cut the diagonal in two given points. Let \((a, b) \in \mathbb{N} \times \mathbb{N}\) with \(a, b \leq n + 1\) and \(a > b\). Let us denote by:
\[
C_{n+1}(a, b) := \{\text{pairs of paths in } C_{n+1} \text{ that cut the principal diagonal of the square precisely in the points } (n + 1 - a, a) \text{ and } (n + 1 - b, b)\}.
\]

Notation 8. Let us denote by
\[
\tilde{\Delta}_n := \{(a', b') \in \mathbb{Z} \times \mathbb{Z} \mid a', b' \leq n, a' \geq b\}
\]
\[
\tilde{\Delta}_{n}^{sym} := \{(a', b') \in \mathbb{Z} \times \mathbb{Z} \mid a', b' \leq n + 1, a > b\}
\]

Remark 42. Using these notations, \(C_{n+1}\) can be expressed in the following way:
\[
C_{n+1} = \bigcup_{(a, b) \in \tilde{\Delta}_{n}^{sym}} C_{n+1}(a, b)
\]

A second asymmetry that one can notice in the question 40, is related to the fact that in the left hand side one has products of sets of planar paths, but in the right hand side there is a set whose elements are certain pairs of paths. The second idea of this part, will be to cut each pair of paths from from \(C_{n+1}(a, b)\) using the secondary diagonal of the \((n + 1) \times (n + 1)\) square. Pursuing this procedure, one gets two pairs of paths in the simplex \(\Delta_{n+1}\). Now we will make this precise.

Definition 43. For \((a, b) \in \tilde{\Delta}_{n}^{sym}\), consider the following set:
\[
C_{n+1}^\Delta (a, b) := \{\text{pairs of disjoint paths in the simplex } \Delta_{n+1}, \text{ constructed with moves } M_2 \text{ or } M_3, \text{ between the points } (1, 0) \rightarrow (n + 1 - a, a) \text{ and } (0, 1) \rightarrow (n + 1 - b, b) \text{ respectively}\}.
\]

Lemma 44. There is the following one to one correspondence of sets:
\[
C_{n+1}(a, b) \simeq C_{n+1}^\Delta (a, b) \times C_{n+1}^\Delta (a, b), \quad \forall (a, b) \in \tilde{\Delta}_{n}^{sym}
\]

This bijection can be established as we have seen, above. If we start with a path from \(C_{n+1}(a, b)\) and cut it along the secondary diagonal of the square, we get two paths in \(C_{n+1}^\Delta (a, b)\).
**Proposition 45.** From the previous remarks and definitions we conclude that:

\[ C_{n+1} = \bigcup_{(a,b) \in \Delta_n^{sym}} (C_{n+1}^{\Delta}(a,b) \times C_{n+1}^{\Delta}(a,b)) \]

\[ |C_{n+1}| = \sum_{(a,b) \in \Delta_n^{sym}} |C_{n+1}^{\Delta}(a,b)|^2 \]

In the following part, we will modify a bit the elements of the set \( C_{n+1}^{\Delta}(a,b) \) and consider a new set where we allow intersections of paths, but not one crossing the other. This is just a technical detail that it will help in the last part.

**Notation 9.** For \( (a,b) \in \mathbb{N} \times \mathbb{N} \) with \( a,b \leq n \) and \( a \geq b \), denote by:

\[ D_n^{\Delta}(a,b) := \{ \text{pairs of paths in the simplex } \Delta_n, \text{constructed with two possible moves } \uparrow \text{ or } \rightarrow \text{ between the points } ((0,0);(n+1-a,a)) \text{ and } ((0,0);(n+1-b,b)) \text{ respectively, such that they can intersect each other, but they do not cross each other} \}. \]

**Proposition 46.** There is a bijection between the following sets:

\[ \eta_{n+1}^{C_n}(a,b) : C_{n+1}^{\Delta}(a,b) \simeq D_n^{\Delta}(a-1,b), \quad \forall (a,b) \in \Delta_n^{sym} \]

**Proof.** Let \( (C,D) \in C_{n+1}^{\Delta}(a,b) \) be a pair of paths in the simplex \( \Delta_{n+1} \), as in the picture below. We define a new path in the following way:

\[ D' := D + (-1,1) \subseteq \Delta_{n+1} \]

1. \( (C,D) \in C_{n+1}^{\Delta}(a,b) \)

2. \( (C',D' = D + (-1,1)) \in D_n^{\Delta}(a-1,b) \)

We will consider the simplex \( \Delta_n \) inside \( \Delta_{n+1} \), bounded by the points \((0,1)\), \((n,1)\), and \((n+1,0)\). In this way, we will obtain a pair of paths \((C,D') \in D_n^{\Delta}(a-1,b)\). After that, it can be easily shown that this function is a bijection. \(\square\)

Putting together the correspondences from above, using Proposition 45 and Proposition 46 we conclude the following lemma.
Lemma 47. The cardinality of $C_{n+1}$ can be expressed using pairs of paths in the simplex $\Delta_n$:

$$|C_{n+1}| = \sum_{(a',b') \in \Delta_n} |D_n^\Delta(a',b')|^2.$$ 

6.4. Correspondence between paths in the square and pairs of paths in the simplex.

In this section we will finish the proof of Theorem 1. In this final part, we will show a correspondence between the sets $P_{n+1}(x,y)$ and $D_n^\Delta(a,b)$. We begin with the following observation.

Remark 48. For any pair of paths $C_1 = ((C_1)_z^k,(C_1)_y^k)$ and $C_2 = ((C_2)_z^k,(C_2)_y^k) \in D_n^\Delta(a,b)$, the condition that they do not cross each other can be stated as:

$$\forall k, (C_1)_y^k \leq (C_2)_y^k.$$ 

We will use this in the sequel and make a connection between the set $D_n^\Delta$, coming from the combinatorial model for the conjectured dimension and the set of paths $P_{n+1}$ which comes from the multiplicity spaces related to the centraliser algebra $LG_{n+1}$.

Theorem 49. We have the following correspondence for any point $(x_0,y_0) \in \Delta_n$:

$$f^{n+1}_{(x_0,y_0)} : D_n^\Delta(x_0 + y_0,y_0) \rightarrow P_{n+1}(x_0,y_0).$$ 

Proof. Let $C_1, C_2 \in D_n^\Delta(x+y,y)$. This pair of paths can be encoded in a sequence of moves of four types. We start at the common point $(0,0)$ which correspond to the step 0. Then, we see how each of the two paths changes from one step to the other.

Suppose that $(x_1,y_1) \in C_1$ and $(x_2,y_2) \in C_2$ which correspond to the $k^{th}$ step. In order to pass to the $(k+1)^{st}$ step, we have four possibilities.

Movements corresponding to $D_n^\Delta(x+y,y)$

The pair $((x_1,y_1), (x_2,y_2))$ for which we know the condition $y_2 \geq y_1$, can be modified in order to arrive at the next step, by adding one out of the four following pairs of vectors:

$$((0,1), (0,1))$$
$$((1,0), (1,0))$$
$$((1,0), (0,1))$$
$$((0,1), (1,0))$$

On the other hand, any path $C \in P_{n+1}(x,y)$, can be also encoded by the moves that occur from the $k^{th}$ step to the $(k+1)^{st}$ step.

Movements corresponding to $P_{n+1}(x,y)$:

Let $(x,y)$ a point in that occur in the path $C$. We know the condition that $x \geq 0$. In order to pass to the next point in the path, we can modify the coordinates of the point $(x,y)$ with one out of the following vectors:

$$M1) \leftrightarrow (0,0)$$
$$M3) \leftrightarrow (0,1)$$
$$M2) \leftrightarrow (1,0)$$
$$M4) \leftrightarrow (-1,1)$$

Now, we want to establish a correspondence between the two types of movements. We will define a function

$$f^{n+1}_{(x_0,y_0)} : D_n^\Delta(x_0 + y_0,y_0) \rightarrow P_{n+1}(x_0,y_0).$$
Let $C_1, C_2 \in D^\Delta_n(x + y, y)$. We want to send each pair of points $((x_1, y_1) \in C_1, (x_2, y_2) \in C_2)$ into $f_{(x_0, y_0)}^{n+1}((x_1, y_1), (x_2, y_2))$ such that it satisfies the restrictions from $P_{n+1}(x_0, y_0)$. Since we know the condition $y_2 \geq y_1$, it would be natural to send

$$f_{(x_0, y_0)}^{n+1}((x_1, y_1), (x_2, y_2))_1 = y_2 - y_1$$

which would ensure us the necessary condition for positivity.

Consider $f_{(x_0, y_0)}^{n+1}$ to be defined by the following formula:

$$f_{(x_0, y_0)}^{n+1}((x_1, y_1), (x_2, y_2)) = (y_2 - y_1, x_2).$$

Then $f_{(x_0, y_0)}^{n+1}((0, 0), (0, 0)) = (0, 0)$, so it preserves the initial points. Now we can check that this transformation, preserves correspondingly all the possible movements that we described in the two cases, in the following way:

$$(x_1, y_1), (x_2, y_2) \rightarrow (y_2 - y_1, x_2)$$

$(0, 1), (0, 1) \leftrightarrow (0, 0)$

$(1, 0), (1, 0) \leftrightarrow (0, 1)$

$(1, 0), (0, 1) \leftrightarrow (1, 0)$

$(0, 1), (1, 0) \leftrightarrow (-1, 1)$

This shows that the function $f_{(x_0, y_0)}^{n+1}$ is a well-defined bijection between $D^\Delta_n(x_0 + y_0, y_0)$ and $P_{n+1}(x_0, y_0)$ and concludes the proof. □

Using the previous combinatorial interpretations, we prove Theorem 1

$$\dim(LG_{n+1}(\alpha)) = \frac{(2n)! (2n+1)!}{(n!(n+1)!)^2}.$$

Proof.

$$\dim(LG_{n+1}(\alpha)) = \sum_{x,y \Delta_n} |P_{n+1}(x,y)|^2 = \sum_{x,y \Delta_n} |D^\Delta_{n+1}(x+y, y)|^2 =$$

$$= \sum_{x,y \Delta_n} |D^\Delta_{n+1}(a', b')|^2 = \sum_{x,y \Delta_n} |C_{n+1}^{\alpha}|^2 = \frac{(2n)! (2n+1)!}{(n!(n+1)!)^2}.$$

□

7. ALGORITHM FOR THE COMBINATORIAL COMPUTATION

In this part, we will review the main steps from above and see explicitly how starting with a simple component associated to a path from $T_{n+1}(x, y)$, we can identify it with a certain pair of paths in $C_{n+1}(x + y + 1, y)$.

Remark 50. Let $V(x, (n+1)\alpha + y))$ be any simple component from the decomposition of $V(0, \alpha)^{n+1}$, for a point $(x, y) \in \Delta_n$ (we know that all irreducible modules from $V(0, \alpha)^{\otimes n}$ have this form). Then, this module will be one of the simple modules that occur in the isotypic component $T_{n+1}(x, y) \otimes V(0, \alpha)$.

In other words, this simple component is encoded by a pair of the following form:

$$((x, y) \in \Delta_n, \tau \in T_{n+1}(x, y))$$

Remark 51. From the identifications that are used in the previous section {40,64,77}, we see that for any point in the simplex $(x, y) \in \Delta_n$ there is a one-to-one correspondence between the multiplicity space $T_{n+1}(x, y)$ associated to it and the set of pair of paths which cut the diagonal into two fixed points:

$$\mathcal{F}_{(x,y)}^{n+1}: T_{n+1}(x, y) \rightarrow C^\Delta_{n+1}(x + y + 1, y)$$

$$\mathcal{F}_{(x,y)}^{n+1} = (\eta_{(x+y+1,y)}^{n+1})^{-1} \circ (f_{(x,y)}^{n+1})^{-1} \circ \psi_{(x,y)}^{n+1}.$$
We summarise all the parts that we have done so far in the following diagram:

\[
\dim(LG_{n+1}(\alpha)) \xrightarrow{\text{Thm 1}} (2n)(2n+1)!! \over ((n+1)!)^2
\]

\[
\dim(LG_{n+1}(\alpha)) \xrightarrow{\text{Thm 2}} <C_{n+1}^* >^\ast
\]

\[
\bigoplus_{(x,y)\in \Delta_n} \mathcal{F}_{n+1}(x,y) (V(x,(n+1)\alpha + y)) \xrightarrow{\text{Prop 36}} \bigoplus_{(a,b)\in \Delta_{n}^{sym}} <C_{n+1}(a,b) >^\ast
\]

\[
\bigoplus_{x,y\in \Delta_n} <T_{n+1}(x,y) \times T_{n+1}(x,y) >^\ast \xrightarrow{\text{Thm 2}} \bigoplus_{(a,b)\in \Delta_{n}^{sym}} <C_{n+1}^\Delta(a,b) \times C_{n+1}^\Delta(a,b) >^\ast
\]

\[
\bigoplus_{x,y\in \Delta_n} <P_{n+1}(x,y) \times P_{n+1}(x,y) >^\ast \xrightarrow{\text{Thm 19}} \bigoplus_{(a',b')\in \Delta_n} <D_{n}^\Delta(a',b') \times D_{n}^\Delta(a',b') >^\ast
\]

\[
(a' = x + y; \ b' = y)
\]

7.1. **Description of** \( \mathcal{F}_{(x,y)}^{n+1}(\tau) \). Let \((x,y)\in \Delta_n\) and a path \(\tau \in T_{n+1}(x,y)\). This path can be encoded by a sequence of moves

\[
\tau = (\tau_1, \ldots, \tau_n), \ \tau_i \in \{M_1, M_2, M_3, M_4\}.
\]

Let us denote

\[
\mathcal{F}_{(x,y)}^{n+1}(\tau)_i = (\sigma_i^0, \ldots, \sigma_i^{n+1})
\]

We begin with \(\sigma_1^0 = (0,1); \sigma_2^0 = (1,0)\). Then, each move from \(\tau\) will prescribe the construction of a new double point in \(\sigma\) following the rules from 6.4

\[
\tau_i \mapsto ((\sigma_i^j, \sigma_i^{j+1}) \to (\sigma_i^{j+1}, \sigma_i^{j+1}))
\]

More precisely, each move from the path \(\tau\) will be replaced by two segments in the following manner:
One concludes the following correspondence between simple components and pairs of planar paths, as in the figure 14:

\[
V(x, (n + 1)\alpha + y) \leftrightarrow ((x, y) \in \Delta_n, \tau \in T_{n+1}(x, y)) \leftrightarrow (F_{n+1}^{n+1}(\tau) = (\sigma_1, \sigma_2)) \in C^\Delta_{n+1}(x + y + 1, y)
\]

8. Basis of matrix units for $LG_{n+1}$ using planar curves

In this part, the aim is to describe a matrix unit basis for the centraliser algebra $LG_{n+1}(\alpha)$. As we have seen, the Links Gould centraliser algebra is a semi-simple algebra. We make the correspondence between each simple component of $LG_{n+1}(\alpha)$ and an algebra of matrices indexed by planar curves in the square, which cut the second diagonal into two fixed points.

We start by a brief summary of the results from the last two sections, where the discussion was focused on the dimension of the algebra $LG_{n+1}(\alpha)$, and we found different ways of describing it using paths in the plane.

On the algebraic side, as discussed in section 6.1, the semi-simple structure of the tensor powers of the representation $V(0, \alpha)$ has the following form:

\[
V(0, \alpha)^{\otimes n+1} = \bigoplus_{x,y \in \Delta_n} \left( T_{n+1}(x, y) \otimes V(x, (n + 1)\alpha + y) \right),
\]

where $T_{n+1}(x, y)$ is the multiplicity space corresponding to the weight $(x, (n + 1)\alpha + y)$. For any simple representation $V(x, (n + 1)\alpha + y)$, where $(x, y) \in \Delta_n$, and any natural number $k \in \mathbb{N}$, the $k^{th}$ corresponding intertwinner space is denote by:

\[
\mathcal{I}_k(V(x, (n + 1)\alpha + y)) = \text{End}_{U_q(sl(2|1))} \left( \bigoplus_{i=1}^{k} V_i \right)
\]

where $V_i \simeq V(x, (n + 1)\alpha + y)$ $\forall i \in \{1, ..., k\}$.

Since these representations are simple, each intertwinner space is isomorphic to an algebra of matrices:

\[
\mathcal{I}_{n+1}(V(0, \alpha)) \simeq M(n + 1, k).
\]
This leads to the following matrix decomposition (36):

\[ LG_{n+1}(\alpha) \simeq \bigoplus_{x \neq y \in \Delta_n} \mathcal{F}_{n+1(x,y)}(V(x, (n+1)\alpha + y)) \simeq \bigoplus_{x,y \in \Delta_n} M(t_{n+1}(x,y), k). \]

On the combinatorial side, we will use the models from Theorem 2 and Theorem 49. Putting these correspondences together, we deduce that each intertwinner space that occur in \( LG_{n+1}(\alpha) \) can be characterised by certain sets of pairs of planar curves. We remind the notations that we have used in the definition 42. For \((a,b) \in \Delta_n^{ym}\), let us consider the following sets:

\[ C_{n+1}(a,b) = \{ \text{pairs of disjoint paths in the square of edge } n+1, \text{ constructed with moves } M_2 \text{ or } M_3, \text{ between the points } (0,1) \to (n,n+1) \text{ and } (1,0) \to (n+1,n), \text{ that cut the diagonal of the square precisely in the points } (n+1-a,a) \text{ and } (n+1-b,b) \}. \]

\[ C_{n+1}^\Delta(a,b) = \{ \text{pairs of disjoint paths in the simplex } \Delta_{n+1}, \text{ constructed with moves } M_2 \text{ or } M_3, \text{ between the points } (1,0) \to (n+1-a,a) \text{ and } (0,1) \to (n+1-b,b) \text{ respectively} \}. \]

**Remark 52.** There is the following one to one correspondence:

\[ \mathcal{F}_{n+1(x,y)}(V(x, (n+1)\alpha + y)) \simeq < C_{n+1}(x+y+1,y) >^*_C, \quad \forall (x,y) \in \Delta_n \]

**Proof.** Using the isomorphisms from Proposition 30, Theorem 2, Theorem 3, Proposition 46 and Proposition 49 we obtain that for any point \((x,y) \in \Delta_n\) there are the following correspondences:

\[
\begin{aligned}
T_{n+1}(x,y) &\xrightarrow{\text{Thm 2}} \mathcal{F}_{n+1(x,y)}(V(x, (n+1)\alpha + y)) &\xrightarrow{\text{Prop 46}} C_{n+1}^\Delta(a,b) \\
\psi^{n+1}_{(x+y+1,y)} &\xrightarrow{\text{Thm 49}} \mathcal{F}_{n+1(x,y)}(V(x, (n+1)\alpha + y)) &\xrightarrow{\text{Prop 46}} D_n^\Delta(a',b') \\
P_{n+1}(x,y) &\xleftarrow{\text{Thm 49}} \mathcal{F}_{n+1(x,y)}(V(x, (n+1)\alpha + y)) &\xrightarrow{\text{Prop 46}} C_{n+1}^\Delta(a',b') \\
(a' = x+y; b' = y) \\
\end{aligned}
\]

Putting everything together, we get:

\[
\begin{aligned}
\mathcal{F}_{n+1(x,y)}(V(x, (n+1)\alpha + y)) &\simeq^{\text{Thm 2} 31} < P_{n+1}(x,y) \times P_{n+1}(x,y) >^*_C \simeq \\
&\simeq^{\text{Thm 49}} < D^\Delta_{n+1}(x+y,y) \times D^\Delta_{n+1}(x+y,y) >^*_C \\
&\simeq^{\text{Prop 46}} < C^\Delta_{n+1}(x+y+1,y) \times C^\Delta_{n+1}(x+y+1,y) >^*_C \simeq < C_{n+1}(x+y+1,y) >^*_C.
\end{aligned}
\]

In order to consider a basis for \( LG_{n+1}(\alpha) \), we will use its intertwinner spaces. More specifically, for each intertwinner space, one has a natural basis, given by the projectors onto the corresponding simple components. We aim to describe a correspondence between this basis and a combinatorial model, constructed using sets of certain planar paths. In the sequel, we will introduce a new notation, which will codify more compactly the set of pairs of paths \( C_{n+1} \), that occurs in the above characterisation.
Notation 10. Consider the following indexing sets:

\[ S_{n+1} := \{ \sigma \subseteq \mathbb{R}^2 \mid \sigma \text{ is a simple closed curve} \text{ containing } (0,0) \text{ and } (n+1,n+1) \}
\]

constructed with the moves \( M_2 \) or \( M_3 \). 

\[ S_{n+1}(a,b) := \{ \sigma \in S_{n+1} \mid \sigma \text{ cut the secondary diagonal in } (n+1-a,a) \text{ and } (n+1-b,b) \}^*, \forall (a,b) \in \Delta_{n}^{sym}. \]

We notice that if we start with a pair of paths in \( C_{n+1}(a,b) \) and glue them at their ends, we obtain a curve in \( S_{n+1}(a,b) \) (as in figure 16). This shows that for any point \((a,b)\) \(\in\) \(\Delta_{n}^{sym}\), the family from above, which contains curves in the square, corresponds to the set of pairs of paths in the square:

\[ S_{n+1}(a,b) \simeq C_{n+1}(a,b). \]

Following the ideas from section 6, we will pass to families of paths in the simplex rather than in the square. The advantage, as we have seen in diagram 15, is the fact that this combinatorial data is a model for the isotypic components that occur in \( V(0,\alpha)^{\otimes n} \).

Remark 53. We remind the following one to one correspondence:

\[ C_{n+1}(a,b) \simeq C_{n+1}^\Delta(a,b) \times C_{n+1}^\Delta(a,b) \]

Using the previous notations, one has the following bijective map:

\[ C_{n+1}^\Delta(a,b) \times C_{n+1}^\Delta(a,b) \leftrightarrow S_{n+1}(a,b) \]

Coming back to the algebra \( LG_{n+1}(\alpha) \), we use the projections onto each simple module that occur in the semi-simple decomposition of the tensor powers of \( V(0,\alpha) \).

Definition 54. (Projectors onto simple components)

Let \( n \in \mathbb{N} \). For a point \((x,y)\) \(\in\) \(\Delta_{n}\), let us consider the corresponding simple module \( V(x,(n+1)\alpha+y) \). Then, its isotypic component inside \( V(0,\alpha)^{\otimes n+1} \) is identified with:

\[ T_{n+1}(x,y) \otimes V(x,(n+1)\alpha+y) \subseteq V(0,\alpha)^{\otimes n+1}. \]

Let \( \tau \in T_{n+1}(x,y) \) a point in the multiplicity space. We will denote the inclusion and projection onto the component \( V(x,(n+1)\alpha+y) \) that corresponds to \( \tau \) by the following maps:

\[ \pi_{((x,y),\tau)}^{n+1} : V(0,\alpha)^{\otimes (n+1)} \rightarrow V(x,(n+1)\alpha+y) \]

\[ \iota_{((x,y),\tau)}^{n+1} : V(x,(n+1)\alpha+y) \hookrightarrow V(0,\alpha)^{\otimes (n+1)}. \]

By composition, we obtain the element in \( LG_{n+1} \), which is the projector onto the simple component of highest weight \((x,(n+1)\alpha+y))\), corresponding to the path \( \tau \):

\[ \Pi_{((x,y),\tau)}^{n+1} := \iota_{((x,y),\tau)}^{n+1} \circ \pi_{((x,y),\tau)}^{n+1}. \]
Remark 58. Using this description of projectors, we conclude the following correspondences between simple components from the decomposition of tensor powers of $V(0, \alpha)^{n+1}$. They are idempotents and one can use them to describe part of the algebra $LG_{n+1}$ by means of diagrams.

**Notation 11.** (Projectors onto isotypic components)
1) For $(x, y) \in \Delta_n$, denote the projection and inclusion onto the corresponding isotypic component of the module $V(x, (n + 1)\alpha + y)$ by:

$$\pi^{n+1}_{(x,y)} : V(0, \alpha)^{\otimes(n+1)} \rightarrow T_{n+1} \otimes V(x, (n + 1)\alpha + y)$$

$$\iota^{n+1}_{(x,y)} : T_{n+1} \otimes V(x, (n + 1)\alpha + y) \hookrightarrow V(0, \alpha)^{\otimes(n+1)}.$$

2) For any point $(x, y) \in \Delta_n$, consider $p^{n+1}_{x,y} \in LG_{n+1}(\alpha)$ to be the projector onto the isotypic component of $V(x, (n + 1)\alpha + y)$, defined as:

$$p^{n+1}_{x,y} := \iota^{n+1}_{(x,y)} \circ \pi^{n+1}_{(x,y)}.$$

**Remark 55.** The projectors onto the isotypic components can be described using the projectors onto the corresponding simple components in the following manner:

$$p^{n+1}_{x,y} = \sum_{\tau \in T_{n+1}(x+y)} p^{n+1}_{(x,y),\tau}.$$

**Definition 56.** Let us denote the following set of symmetric curves:

$$S_{n+1}(x+y+1, y)_{\refl} := \{ \sigma \in S_{n+1}(x+y+1, y) \mid \sigma \text{ is symmetric with respect to the diagonal of the square} \}.$$

**Remark 57.** Using this set, we obtain the following bijection, which gives a model for the multiplicity spaces:

$$\phi : T_{n+1}(x+y) \rightarrow S_{n+1}^{\refl}(x+y+1, y)$$

$$\phi(\tau) = \mathcal{F}^{n+1}_{(x,y)}(\tau) \sqcup \mathcal{F}^{n+1}_{(x,y)}(\tau) \sqcup$$

$$\sqcup [(0, 0), (1, 0)] \sqcup [(0, 0), (1, 0)] \sqcup$$

$$\sqcup [(n, 0), (n+1, 0)] \sqcup [(n, n+1), (n+1, n+1)].$$

Here, $\mathcal{F}^{n+1}_{(x,y)}(\tau)$ is the reflection of $\mathcal{F}^{n+1}_{(x,y)}(\tau)$ with respect to the second diagonal of the square.

Putting everything together, we see that one can describe matrix unit basis for the centraliser algebra $LG_{n+1}(\alpha)$, using the space of elementary matrices indexed by simple closed curves in the plane, with integer coordinates. Moreover, in this model, the projectors corresponds to the space of curves that cut the diagonal of the square into two prescribed points.

**Theorem.** (Matrix unit basis for $LG_{n+1}(\alpha)$)

A basis for the algebra $LG_{n+1}$ is given by the following set of projectors:

$$\mathcal{B}_{n+1} := \{ p^{n+1}_{(x,y),\tau} \mid (x, y) \in \Delta_n, \tau \in T_{n+1}(x,y) \}$$

The basis $\mathcal{B}_{n+1}$ is into a one-to-one correspondence with the set of symmetric curves which cut the diagonal into the points $(n-x-y, x+y+1), (n+y-1, y)$:

$$\mathcal{B}_{n+1} \leftrightarrow S_{n+1}^{\refl}(x+y+1, y)$$

$$p^{n+1}_{(x,y),\tau} \leftrightarrow \phi(\tau)$$

**Remark 58.** Using this description of projectors, we conclude the following correspondences between simple components from the decomposition of tensor powers of $V(0, \alpha)$ and sets of symmetric curves in the plane, as in the figure [P4]:

$$V(x, (n+1)\alpha + y) \leftrightarrow \tau \in P_{n+1}(x,y) \leftrightarrow p^{n+1}_{(x,y),\tau} \leftrightarrow \phi(\tau) \in S_{n+1}^{\refl}(x+y+1, y)$$
Corollary 59. (Combinatorial model for the projectors onto isotypic components)
The projectors onto the isotypic components are in one-to-one correspondence with the following set of symmetric curves in the square:

\[ p_{n+1}^{x,y} \leftrightarrow \sum_{\sigma \in S_{n+1}(x+y+1,y)} \sigma^* \]

Corollary 60. a) The intertwiner spaces are identified with spaces generated by curves which cut the diagonal in two fixed points:

\[ \mathcal{A}_{n+1}(x,y) \left( V(x,(n+1)\alpha + y) \right) \simeq <S_{n+1}(x+y+1,y), \alpha^*> \forall (x,y) \in \Delta_n. \]

b) The endomorphism algebra has the following combinatorial description:

\[ LG_{n+1}(\alpha) \simeq <S_{n+1}> \]
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