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Abstract: We are currently living in the big data era, in which it has become more necessary than ever to develop “smart” schedulers. It is common knowledge that the default Storm scheduler, as well as a large number of static schemes, has presented certain deficiencies. One of the most important of these deficiencies is the weakness in handling cases in which system changes occur. In such a scenario, some type of re-scheduling is necessary to keep the system working in the most efficient way. In this paper, we present a pipeline-based dynamic modular arithmetic-based scheduler (PMOD scheduler), which can be used to re-schedule the streams distributed among a set of nodes and their tasks, when the system parameters (number of tasks, executors or nodes) change. The PMOD scheduler organizes all the required operations in a pipeline scheme, thus reducing the overall processing time.
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1. Introduction

Managing the large data volumes that arrive continuously can often exceed the capabilities of individual machines. Stream data processing requires continuous calculation without interruption and places high reliability requirements on resources. In this regard, it is important to develop efficient task-scheduling algorithms that reduce costs, improve resource utilization and increase the platform stability of Cloud services. Naturally, responsive schedules are required to keep pace with the transmission of massive data for large-scale tasks, and this aggravates the difficulty of the workflow scheduling problem [1,2]. An important challenge presents itself when the system parameters (especially the number of available nodes and executing tasks) need to change during runtime. This is a quite natural scenario, considering the fact that an application may require more resources from the Cloud when they are available or, in the reverse scenario, some resources (such as nodes) may become temporarily unavailable while an application is running.

Several data stream processing systems (DSPSs) that take advantage of the inherent characteristics of parallel and distributed computing, such as Apache Storm [3], Spark Streaming [4], Samza [5] and Flink [6], have specifically emerged to address the challenges of processing high-volume, real-time data. Specifically, the default Storm scheduler has become the point of reference for most researchers, who compare their proposed schemes against this simplistic scheduling algorithm. The main drawbacks of the Storm scheduler are as follows:

1. It does not offer optimality in terms of throughput;
2. It does not take into account the resource (memory, CPU, bandwidth) requirements/availability when scheduling;
3. It is unable to handle cases in which system changes incur.
In this work, we propose a pipelined modular arithmetic-based approach (the PMOD scheduler), which is based on the idea of each node receiving tuples for processing only from one other node at a time. The PMOD scheduler is proven to have some important advantages such as almost perfect load balancing, which is very important in today’s Cloud systems [7], minimized buffer requirements and higher throughput. The PMOD organizes all the required operations (tuple transfer, tuple processing and tuple packing, which will be discussed in Section 5) in a pipeline fashion, thus decreasing the overall execution time compared to other known schemes, as the experimental results show.

The remainder of this work is organized as follows: Section 2 briefly summarizes some important dynamic scheduling approaches and describes the methodology on which their scheduling strategy is based. Section 3 gives a brief motivating example so that the reader can better understand the motivation behind a dynamic strategy. Section 4 describes the necessary mathematical background. Section 5 presents the PMOD scheduler. In Section 6, we present our comparison results, and Section 7 concludes the paper and offers perspectives for future work.

2. Related Work

In this paragraph, we describe some of the most important dynamic strategies found in the literature. Before this, we make a short reference to the static big data scheduling strategies. The static strategies work offline and try to assign the tasks to the most suitable nodes in order to minimize the communication latencies between tasks that need to co-operate during the execution of an application. A number of static strategies are topology-aware, such as those listed in [8–10], while others are based on resource handling (resource-aware), such as those in [11,12] or [13]. Finally, other recent works employ the idea of linear programming; for example, this is evident in [14–17].

In this paragraph, we focus on dynamic big-data scheduling strategies. The dynamic strategies monitor performance parameters during runtime and update tasks’ placement. Decisions are made online. However, issues such as re-balancing can be proven to be highly time-consuming; e.g., ≈200 s in Storm [11] (recent works have tried to develop techniques for rapid re-balancing [18,19]). Moreover, several existing works employ the CPU without considering memory constraints [18,20], and this can lead to memory overflow.

A dynamic scheme should be able to handle system changes (number of tasks or nodes) that occur after monitoring and during runtime. Additionally, it should be able to adopt data parallelism and scale out the number of parallel instances for an operator that is overloaded [11]. Many dynamic works employ task migrations, which are required to reduce resource utilization imbalances between nodes. This is a costly procedure, and it is not employed in our work. Below, we briefly describe some of the most important works presented in the literature.

Aniello et al. [8] developed a dynamic online scheduler that produced assignments that reduced the inter-node and inter-slot traffic on the basis of the communication patterns among executors observed at runtime. The goal of an online scheduler is to allocate executors to nodes in order to impose limitations on the number of workers each topology has to run on, the number of slots available for each worker node and the computational power available on each node. There are two phases in this implementation: in the first phase, the pairs of communicating executors of each topology are put in descending order based on the rate of exchanged tuples. For each of these pairs, if both the executors have not been assigned yet, they are assigned to the least loaded worker. Otherwise, to choose the best worker, a set is generated by putting the least loaded worker together with the workers where either executor of the pair is assigned and the assignment decision is based on the criterion of the lowest inter-worker traffic. The latency of processing an event is below 20–30% and the inter-node traffic below 20% with respect to the default Storm scheduler in both tested topologies.

Fu et al. [18] designed and implemented the DRS (dynamic resource scheduler). Their algorithm takes into account the number of operators in an application and the maximum number of available processors that can be allocated to them and tries to find an optimal assignment of processors that
results in the minimum expected total sojourn time. They estimated the total sojourn time of an input by modeling the system as an open queuing network (OQN). The performance model is built based on a combination of one of Erlang’s models and the Jackson network. The system monitors the actual total sojourn time and checks if the performance falls or whether the system can fulfill the constraint with fewer resources, rescheduling if necessary. It repeatedly adds one processor to the operator with the maximum marginal benefit, until the estimated total sojourn time is no larger than a real-time constraint parameter. DRS uses Storm’s streaming processing logic and demonstrates robust performance, suggesting the best resource allocation configuration, even when the underlying conditions of the queuing theory that it uses are not fully satisfied. In general, the overheads of DRS are less than milliseconds in most of the cases tested, resulting in a small impact on the system’s latency.

Meng-Meng et al. [21] proposed a dynamic task scheduling approach that considers links between tasks and reduces traffic between nodes by assigning tasks that communicate with each other to the same node or adjacent nodes. The topology is obtained by recording the workload of nodes and communication traffic through switches a priori. They used a matrix model to describe the real-time task scheduling problem. Their processing procedure tries to reduce traffic between nodes through switches, cut off bandwidth pressure and balance the workload of nodes by selecting the appropriate host node when a trigger (either node-driven or task-driven) occurs. They evaluated their algorithm by deploying their own stream processing platform and compared their solution with algorithms built in Storm and S4 using the load balance and communication traffic through switches as indicators. As the number of jobs running in these platforms increased, the load balance improved. Moreover, less stream data flowing through switches were detected, and this traffic was reduced, relieving the bandwidth pressure of the cluster. This scheduler is based on similar ideas to that presented in our work and will be used for comparisons, as will be explained in the experimental results section.

T-Storm, developed by Xu et al. [20], is another attempt to minimize inter-node and inter-process traffic. Workload and traffic load information are collected at runtime by load monitors to estimate the future load using a machine learning prediction method. A schedule generator periodically reads the above information from the database, sorts the executors in descending order of their traffic load and assigns executors to slots. Executors from one topology are assigned in the same slot to reduce inter-process traffic. The total executor workload should not exceed the workers’ capacity, and the number of executors per slot is calculated with the help of a control parameter. T-Storm consolidates workers and worker nodes to achieve better performance with even fewer worker nodes, enables the hot-swapping of scheduling algorithms and adjusts scheduling parameters on the fly. T-Storm’s evaluation shows that it can achieve an over 84% and 27% speed-up of average processing time on lightly and heavily loaded topologies, respectively, with 30% fewer worker nodes compared to Storm.

System overload is also a matter of interest for Liu et al. [22]. They proposed a dynamic assignment scheduling (DAS) algorithm for big data stream processing in mobile Internet services. The authors generated a structure called the stream query graph (SQG) based on the operators and the relations between the corresponding input and output. SQG is a direct acyclic graph, and an edge between two nodes represents a task queue. The edge weight is the number of tasks in the queue. The minimum-weight edge is selected to send tuples, and a buffer list is set to store some tuples before the next scheduling. The scheduling strategy of DAS is updated continuously by every logic machine separately. By splitting the general scheduling problem into a common sub-problem for every operator, the overhead is reduced and accuracy is improved.

Generally, elasticity is a matter of crucial importance in online environments, as the input rate can vary drastically in streaming applications, and operators’ replication degrees need to be configured to maintain system performance. Unfortunately, most of the available solutions require users to manually tune the number of replicas per operator, but users usually have limited knowledge about the runtime behavior of the system. Several approaches (e.g., [19,23]) have attempted to deal with replication runtime decisions in stream processing.
Dynamic techniques, while advantageous, can lead to local optima for individual tasks without regard to the global efficiency of the dataflow. This introduces latency and cost overheads. The application’s reconfiguration and re-balancing, quite often consisting of migrations, may also be time-consuming. In our work, we eliminate local optima for tasks and we present a dynamic scheme with a perfect load balance between task. Moreover, task migration—a very costly procedure—is completely avoided. The buffering memory required is reduced because of the “one-to-one” communication between the system’s nodes imposed by our work.

3. A Motivating Example

Let us consider a cluster of $N = 6$ nodes and an application topology such as the one in Figure 1, in which the interconnection between the components is shown. In this figure, there are four bolts and one spout, each of which have $t = 4$ threads. Each thread executes one task, so we can refer to tasks and threads interchangeably hereafter.

![Figure 1. Task interconnection for a random application.](image)

Our offline (static) strategy [1] uses a set of matrix transformation based on linear algebra theory that aims (1) to produce a series of communication steps such that each node communicates to exactly one other node at a time, and (2) to place the tasks in the most suitable (in terms of distance) nodes, so that their communication (as defined by the application topology) is implemented with the minimum communication latency. In short, our strategy initially defines the initial matrix, $M_{init}$, as a table that stores the tasks assigned to each node by the default round-robin Storm scheduler. This table can have two forms: in the first form, the tasks are indicated as letters, and in the second, they have been replaced by numbers.

$$
M_{init} = \begin{bmatrix}
N_0 & N_1 & N_2 & N_3 & N_4 & N_5 \\
Q & R & S & T & A & B \\
C & D & E & F & G & H \\
I & J & K & L & M & N \\
0 & P & \Omega & \Omega & \Omega & \Omega \\
\end{bmatrix}
\equiv
\begin{bmatrix}
N_0 & N_1 & N_2 & N_3 & N_4 & N_5 \\
0 & 1 & 2 & 3 & 4 & 5 \\
6 & 7 & 8 & 9 & 10 & 11 \\
12 & 13 & 14 & 15 & 16 & 17 \\
18 & 19 & 20 & 21 & 22 & 23 \\
\end{bmatrix}
$$

(1)
The tasks indicated by Ω are added by our model as “dummies” and are used to avoid empty values in \( M_{init} \). In the numbered representation, the dummy tasks are circled. A dummy task plays no role in the actual processing. The scheduler performs a series of well-defined matrix transformations and uses a refinement phase to produce the final matrix \( M'_{fin} \). The refinement phase is used to allocate the tasks to the proper nodes, meaning that intercommunication latencies caused by the communication between tasks are reduced. Each row of this matrix indicates a communication step between the node labeled at the top of each column and the node index found in the specific row. For the example of Figure 1 the corresponding \( M'_{fin} \) is

\[
M'_{fin} = \begin{array}{cccccc}
0 & 1 & 2 & 5 & 3 & 4 \\
1 & 0 & 5 & 2 & 4 & 3 \\
3 & 4 & 0 & 1 & 2 & 5 \\
4 & 3 & 1 & 0 & 5 & 2
\end{array}
\]

and the communications defined by the first row are as follows: node 0 transfers tuples to node 0 (internal communication between the tasks residing in node 0), node 1 to node 1 (internal communication between the tasks residing in node 1), node 2 to node 2 (internal communication between the tasks residing in node 2), node 3 to node 5, node 4 to node 3 and node 5 to node 4. Internal task communications are preferred whenever possible, as they add no extra communication latencies.

Moreover, \( M'_{fin} \) can be used to define the task allocations in each node. In this example, the equivalent task allocation matrix is

\[
M'_{fin} = \begin{array}{cccccc}
Q & A & E & \Omega & I & M \\
B & R & \Omega & F & N & J \\
K & O & S & C & G & \Omega \\
P & L & D & T & \Omega & H
\end{array}
\]

which indicates that, for the specified application topology, the communication latencies are reduced by placing tasks Q, B, K and P to node \( N_0 \), tasks A, R, O and L to node \( N_1 \), etc.

Generally, the static approach does its best to find an optimal solution for a task allocation and scheduling problem. Specifically, the following tasks are addressed:

1. It reduces the buffering space required by each task, and the system’s throughput therefore increases (most of the tuples are processed as soon as they arrive at the processing node);
2. Load balancing is achieved (each node receives from only one node at each communication step, and thus lower communication latencies are achieved (no links are overloaded—instead, all links are equally loaded)); and
3. The scheduling procedure has a log complexity.

However, there are cases in which the replication factor \( F \) (that is, the number of tasks run at each node) needs to increase by a percentage (for example, a 25% increase in the number of tasks per node will produce a problem with \( N = 6 \) and \( r = 5 \)). In a different scenario, the number of nodes may need to change if a node crashes or if more nodes should be added to accommodate an application’s resource needs. In such scenarios, the scheduler has to make a fast online decision for re-allocating the tasks and re-scheduling them among the system’s nodes, meaning that the throughput increases and the overall latencies are reduced. In this paper, we propose a fast pipelined scheme that can be efficiently used for such dynamic scenarios. This scheme is described in Section 5; before this, we need to present its mathematical background.
4. Mathematical Background

In this paragraph, we present the mathematical notations required to implement the PMOD scheduler. The main idea behind what follows is not to re-allocate the tasks (this is not an efficient solution to follow as the program runs), but instead to organize all the communications in “homogeneous” groups in terms of communicating pairs, which will be used to achieve a schedule with reduced memory consumption and thus a higher achievable throughput and balanced load among all the nodes.

First, let us define an equation that describes the round-robin placement of \( r \) consecutive tasks into a set of nodes.

\[
N = \left\lfloor \frac{i}{t} \right\rfloor \mod N, \quad (2)
\]

where \( N \) is the number of nodes in the initial distribution, \( n \) is the node where task \( i \) is placed and \( t \) is the number of tasks. From Equation (2), for some integer \( L \), we obtain

\[
\left\lfloor \frac{i}{t} \right\rfloor = LN + n. \quad (3)
\]

Now, if we set an integer \( x \) such that \( x = i \mod t, 0 \leq x < t \), Equation (3) becomes

\[
i = (LN + n)t + x \quad (4)
\]

Equation (4) describes the initial task distribution. We use \( R(i, n, L, x) \) to symbolize this distribution. In a similar manner, we can derive an equation that describes the new distribution, according to the system changes. Assume that the number of nodes changes from \( N \) to \( Q \); thus, \( Q \) is the number of nodes in the new distribution, \( q \) is the node where task \( j \) will be placed and \( s \) is the new number of tasks. Thus, we obtain

\[
j = (MQ + q)s + y \quad (5)
\]

where the integers \( M, y \) are defined in a similar manner to \( L \) and \( x \) in Equation (4). For \( y \), we have \( 0 \leq y < s \). We use \( R'(j, q, M, y) \) to symbolize a distribution that would occur in the case of the system changes described before. However, as stated at the beginning of this section, our aim is not to perform a task redistribution but to define sets of homogeneous communications that will rapidly produce an efficient communication schedule with reduced latencies. The idea is to equate the two distributions defined in Equations (4) and (5) and generate a linear Diophantine equation as follows:

\[
R = R' \Rightarrow (LN + n)t + x = (MQ + q)s + y \quad (6)
\]

or

\[
nt - qs + (x - y) = MQs - LNs \quad (7)
\]

Such linear Diophantine equations are solved using the extended Euclidean algorithm in logarithmic time, which is perfectly suitable for our scheduler.

Now, we set \( G = \gcd(Nt, Qs) \), making \( LNs - MQs \) a multiple of \( g \). This means that there is an integer \( \lambda \), such that \( LNs - MQs = \lambda g \). If we also set \( z = x - y \), then (7) is rewritten as

\[
\lambda g - z = nt - qs \quad (8)
\]

From modular arithmetic, we are aware that, for linear Diophantine equations, a pair of processors \((p, q)\) belongs to a communication class \( k \) if

\[
(pt - qs) \mod g = k \quad (9)
\]
Proposition 1 will make use of the definition of a class and Equation (7) to show the homogeneity of the processor pairs found in each class.

**Proposition 1.** All processor pairs that belong to a class are proven to be homogeneous in terms of the number of solutions that they produce for Equation (8).

**Proof.** We divide both parts of Equation (8) with \( g \) to obtain

\[
\frac{\lambda g - z}{g} \mod g = \frac{nt - qs}{g} \mod g \Rightarrow \\
\frac{\lambda g \mod g - z \mod g}{g} = \frac{(nt - qs) \mod g}{g} \Rightarrow \\
\frac{-z \mod g}{g} = \frac{(nt - qs) \mod g}{g}.
\]

Since \( z = x - y \), it is obvious that \(-z = y - x\). Therefore, we derive the equation

\[
(y - x) \mod g = (nt - qs) \mod g \quad \text{or} \quad (y - x) \mod g = k \quad \text{(10)}
\]

Equation (10) states that for every class \( k \) (and thus for its members—a set of communicating pairs), there is a constant number of combinations of \( x \) and \( y \) values, which we name \( c \) (recall that \( x \) and \( y \) are limited by \( t \) and \( s \) respectively), that produce \( k \) when we get their modulo to \( g \). This proves Proposition 1. □

The main characteristics of classes [24–26] are summarized as follows:

1. The maximum number of classes that exist in a redistribution problem is \( g \);
2. There may be two or more classes with the same value of \( c \). This means that our communication schedule, which requires each node to send or receive tuples only from one node at a time, can freely mix elements from two or more such classes, which can also be considered homogeneous between them.

We now illustrate the ideas described in this paragraph with an example. Assume that, initially, we have \( N = 6 \) nodes with \( t = 4 \) tasks per node, and based on system monitoring, the replication factor \( F \) increases by 25%, necessitating the use of \( s = 5 \) tasks per node, while the number of nodes remains at six; that is, \( Q = 6 \). We also have \( g = 6 \). Then, Table 1, shows the communicating pairs that belong to each of the six classes. These pairs have been computed using Equation (9). Furthermore, from Equation (10), we have computed the \( c \) values for each class. The table that contains all this information is named the class Ttble (CT).

| Class | Communicating Nodes | \( c \) |
|-------|---------------------|--------|
| 0     | (0,0), (3,0), (1,2), (4,2), (2,4), (5,4) | 4      |
| 1     | (0,1), (3,1), (1,3), (4,3), (2,5), (5,5) | 4      |
| 2     | (2,0), (5,0), (0,2), (3,2), (1,4), (4,4) | 3      |
| 3     | (2,1), (5,1), (0,3), (3,3), (1,5), (4,5) | 3      |
| 4     | (1,0), (4,0), (2,2), (5,2), (0,4), (3,4) | 3      |
| 5     | (1,1), (4,1), (2,3), (5,3), (0,5), (3,5) | 3      |

Note that classes 0 and 1 have the same \( c \) values. Moreover, we cannot rely separately on these classes to produce a communication schedule in which each node receives tuples from only one node, as there are communicating pairs with the same receiving node index; for example, (0,0) and (3,0) in class 0 or (0,1) and (3,1) in class 1. Similarly, the other four classes can be considered
homogeneous with \( c = 3 \). The next subsection will show how we use the classes to produce a pipelined scheduling scheme.

5. The PMOD Scheduler

The PMOD scheduler aims at dividing the overall tuple transmission into a set of communication steps, without re-positioning the tasks, so that the following characteristics are achieved.

1. Each node receives tuples from only one other node. In other words, each node’s tasks receive tuples previously processed by the tasks of only one other node. The communicating tasks are defined by the application’s topology.
2. Load balancing is achieved.
3. The overall communication schedule is simple and fast, as it has to be implemented during runtime.

In the big data literature, the latency of communication between two nodes is generally defined by their index difference. For two nodes \( n_i \) and \( n_j \), the communication latency \( \ell \) increases as the difference \( |i − j| \) becomes larger. In our example, if the tasks from node 5 need to send tuples to the tasks of node 0 or vice versa, we have the maximum possible latency of \( \ell = |5 − 0| = 5 \) time units.

In our context, we use the term “time units” as a unit that measures the inter-node communication latencies. To organize the overall communication in a pipeline fashion, we first need to transform the class table (CT) into a table that defines the communication steps between different nodes. This is described in the following subsection, along with the theoretical approach of the communication cost.

5.1. Transforming the Class Table into a Scheduling Matrix

This transformation requires two steps.

Step 1: Transform CT to a Single Index Matrix

The first step transforms the CT to a single-index matrix (SIM). Each row of SIM describes a communication step based entirely on a single class. The communicating pairs of each class \( k \) reside in row \( k \) of the CT. We simply pick each communicating node pair \((n, q)\) found in row \( k \) and place the value of \( q \) in column \( n \) of SIM. In our example, the CT will be transformed into the following SIM matrix.

\[
SIM = \begin{array}{ccccccc}
0 & 0 & 2 & 4 & 0 & 2 & 4 \\
1 & 1 & 3 & 5 & 1 & 3 & 5 \\
2 & 2 & 4 & 0 & 2 & 4 & 0 \\
3 & 3 & 5 & 1 & 3 & 5 & 1 \\
4 & 4 & 0 & 2 & 4 & 0 & 2 \\
5 & 5 & 1 & 3 & 5 & 1 & 3 \\
\end{array}
\]

Step 2: Mix Class Elements to Define Communicating Steps

Our scheduler requires that each communicating step requires \( Q \) communications. If each class includes \( \alpha \) communications towards different destinations, we have to mix elements between \( Q/\alpha \) homogeneous classes, \( \alpha \geq 2 \). To mix class elements, we simply interchange \( \alpha \) elements of homogeneous classes that reside in corresponding columns. In our example, \( \alpha = 3 \); thus, we interchange three elements in columns \( N_3 - N_5 \) of the homogeneous classes 0; 1, 2 and 3; and 4 and 5. This will produce the following scheduling matrix, (SM):
The communication cost for each step is computed based on the maximum cost, \( \ell_{\text{max}} \), found between the communicating pairs. For example, in step 0, there is a communication between nodes 2 and 4 and between nodes 3 and 1. Thus, \( \ell_{\text{max}} = |2 - 4| = |3 - 1| = 2 \). The remaining \( \ell \) values are \( |0 - 0| = 0, |1 - 2| = 1, |4 - 3| = 1 \) and \( |5 - 5| = 0 \) (internal communication between tasks residing in node 5). Since all the communications start simultaneously, the latency of this step is dictated by \( \ell_{\text{max}} \), so it equals 2. Similarly, we obtain all the costs for the other communication steps. Thus, the total communication cost for all the steps is the sum of the communication costs of the six communication steps, which is 23. Our third scheduling step aims to reduce this cost. The following proposition gives the theoretical approximation of the communication costs that exist within the SM.

**Proposition 2.** The total cost of the communications, \( C_{\text{SM}} \), which are defined in the SM can be approximated by the following equation:

\[
C_{\text{SM}} = 2(Q - 1) + 2(Q - 2) + \chi_1(Q - 3) + \chi_2(Q - 4) + \cdots + \chi_v(Q - 1) \tag{11}
\]

**Proof.** By mixing class elements (Step 2), we guarantee that all the communications are performed between different source and target nodes (see the SM matrix). We know that, in a set of \( Q^2 \) communications, the latency values \( \ell_q, q \in [0, \ldots, Q - 1] \), and the number of communicating pairs that are characterized by \( \ell_q \) are as shown in Table 2:

| Latency \( \ell_q \) | Number of Communicating Nodes Exhibiting This Latency |
|----------------------|--------------------------------------------------------|
| \( \ell_0 = 0 \)     | \( Q \)                                                 |
| \( \ell_1 = 1 \)     | \( 2(Q - 1) \)                                         |
| \( \ell_2 = 2 \)     | \( 2(Q - 2) \)                                         |
| \( \ell_3 = 3 \)     | \( 2(Q - 3) \)                                         |
| \( \ell_4 = 4 \)     | \( 2(Q - 4) \)                                         |
| \( \vdots \)         | \( \vdots \)                                           |
| \( \ell_{Q-1} = Q - 1 \) | \( 2 \)                                               |

For example, with \( Q = 6 \), there are two pairs with a cost of \( Q - 1 = 5 \) ((5,0) and (0,5)) and six pairs with a cost of 0 (internal node communications; (0,0), (1,1), (2,2), (3,3), (4,4), and (5,5)). Additionally, there are 10 pairs with a cost of 1, eight pairs with a cost of 2, six pairs with a cost of 3 and four pairs with a cost of 4. Because of the way the SM is generated (different source and target indices per communication step), these pairs are, on average, equally distributed in the initial scheduling matrix. Specifically, each row of the SM has \( \alpha \) elements from \( Q/\alpha \) classes. The average latency is computed as follows: there are two node pairs with a maximum latency of \( Q - 1 \). Without loss of generality, we can assume that they are distributed in two rows of SM, producing a total latency of \( 2 \times (Q - 1) \) time units. These two pairs determine the overall latency of the communication steps defined in these
rows, as they have the maximum latency. Similarly, the four elements with a cost of $Q - 2$ are, on average, distributed in four (provided that $Q \geq 4$) rows, and we determine the cost of four halves out of these four rows (in the average case, the latencies of half of these pairs are “absorbed” by the maximum latencies of $Q - 1$; in other words, two of the pairs with a cost of $Q - 2$ are in the same row as the pairs with a maximum cost of $Q - 1$). Thus, we have an added latency from these steps equal to $2(Q - 2)$. There remain $Q - 4$ rows to be examined. Continuing in this manner, the six elements with a cost of $Q - 3$ are, on average, distributed in six rows (provided that $Q \geq 6$) and we determine the latencies of $\frac{6}{2} = 3$ (provided that $Q - 4 \geq 3$; otherwise, they determine the latencies of $< 3$ rows) out of these six rows (in the average case, the latencies of half of these pairs are “absorbed” by the larger latencies of $Q - 1$ and $Q - 2$; in other words, three of the pairs with a cost of $Q - 3$ are in the same row as the pairs with larger costs of $Q - 1$ and $Q - 2$). Working similarly, we find that, on average, the total latency of the steps defined by the $SM$ can be computed by Equation (11).

Let us return to our example to see how Equation (11) applies:

\[
C_{SM} = 2(Q - 1) + 2(Q - 2) + \chi_1(Q - 3) + \chi_2(Q - 4) + \cdots + \chi_\nu(Q - 1) = 2 \times 5 + 2 \times 4 + 1 \times 3 + 1 \times 2 = 23
\]

where $\chi_1 = \chi_2 = 1$.

The next subsection describes how the $SM$ will be used to implement the pipelined scheduling.

5.2. Pipelined Scheduling

Our pipelined approach divides the overall scheduling into three stages: (a) the transferring stage, (b) processing stage and (c) packing stage. The transferring stage is the stage at which data streams are forwarded according to the communicating steps defined by the $SM$. The maximum communication cost step is $u$ and the remaining costs are $< u$. The transferring stage employs all the hardware necessary to forward the streams among the system’s nodes. The processing stage is the stage at which the streams are processed by the nodes. Here, we assume that all processing is implemented in constant time $v$, as we assume that all the streams are of equal size. The processing stage involves all the hardware installed in the system’s nodes, which is used for processing (processors, RAM, etc.). Finally, the packing stage is the stage at which the resulting processed streams are put into buffers in order to be forwarded to the next nodes for further processing. The hardware involved is each node’s buffer; this is the fastest stage. We assume that the packing time, $w$, is equal for all the streams being processed.

In the analysis that follows, we will examine two cases:

\[
u > v > w \quad (12)
\]

\[
v > u > w \quad (13)
\]

(A) Some communication steps are more expensive compared to the stream processing; $u > v > w$.

In this first case, we assume that the maximum cost of transfer, $u$, is larger than the processing cost $v$. The packing cost is always considered the minimum among the three costs. As indicated by the $SM$, which was presented is Section 5.1, the transferring costs are not the same for the communicating steps. Here, we describe a general case in which some of the communication steps are more expensive than their processing, while others are not; that is, their processing stage is more expensive. We will use Figure 2 to describe this case. The time is shown in the horizontal axis; some time values have been placed in the bottom of the figure due to space limitations. The horizontal axis shows the three pipeline stages. The grey areas indicate pipeline stage stalls; that is, a stage has no work to do and waits until it becomes busy again. For example, the processing stage cannot be active between times 0 and $u$, as no data streams have arrived to the proper processing nodes.
Notice that there are two communicating steps, $S_0, S_1$, with a maximum cost of $u$, which is always the case. Since $u > v$, one can easily see that the streams corresponding to these steps would be transferred in $2u$ time, while their processing will have finished at time $2u + v$. The next two steps, $S_2, S_3$, require a time of $\theta$, where $\theta < u$, but $\theta > v$. Thus, their cost is still larger compared to the cost of the processing stage. This means that their transfer would be completed at times $2u + \theta$ and $2u + 2\theta$, respectively, while their processing will have finished at times $2u + \theta + v$ and $2u + 2\theta + v$, respectively. So far, it can be observed that the processing times are somehow “absorbed” by the transferring times. However, this is not the case for the communication steps, $S_4, S_5$, which require $\chi$ and $\psi$ time, where $v > \chi > \psi$. Therefore, one can notice that the transfer stage for $S_4$ and the processing stage for $S_3$ start at time $2u + 2\theta$, but the streams of $S_4$ would be transferred by $2u + 2\theta + \chi$, while the processing of $S_3$, which started simultaneously, ends later, at time $2u + 2\theta + \psi$. Finally, the streams of $S_5$ will be transferred by $2u + 2\theta + \chi + \psi$, and during that time, the processing of $S_4$ streams takes place. The overall processing terminates at time $2u + 2\theta + \chi + \psi + v$. As can be observed, the packing times are totally “absorbed” (overlapped with the times required by the other stages), with the packing of $S_5$ being the only exception. This adds another $w$ time to the total cost, $TC$, which gives us

$$\text{TC} = 2u + 2\theta + \chi + \psi + v + w \leq 2u + [(N - 2)\theta] + v + w$$  \hspace{1cm} (14)$$

where $N$ is the number of communication steps. We can see that the maximum $TC$ with pipelining is achieved if there are two communication steps of the maximum cost (this is always the case) and all the remaining $N - 2$ steps have a cost of $\theta$ (the second largest cost).

Without pipelining, the total cost $TCW$ would be

$$\text{TCW} = 2(u + v + w) + 2(\theta + v + w) + (\chi + v + w) + (\psi + v + w) > TC$$

even for the worst-case scenario for $TC$.

**Figure 2.** Pipelined scheduling, $u > v > w$.

In the worst-case scenario just described, the $TCW$ is bounded by $2(u + v + w) + [(N - 2)(\theta + v + w)]$.

Before proceeding to the next case, let us discuss a straightforward case, in which all the communication steps are more expensive compared to processing. This means that $u > \theta > \chi > \psi > v$. In such a scenario, the total cost, $TC$, depends entirely on the first stage (there is a complete overlap with the times required for processing and packing). This makes the total cost somehow smaller compared to the one computed in Equation (14):

$$\text{TC} = 2u + 2\theta + \chi + \psi \leq 2u + (N - 2)\theta$$
and, of course, this is again an improvement compared to the TCW. Further improvement could be achieved if we could find a mechanism that can further reduce the transferring stage times; that is, reducing the communication times of the steps defined by the SM. This will be discussed in Section 7.

(B) The processing stage is always more expensive compared to the transferring stage; \( v > u > w \)

In this scenario (see Figure 3), we assume that the data streams require such an exhausting processing procedure that the processing time overcomes the transferring time; that is, \( v > u > w \). From Figure 3, it is obvious that all of the transferring time and almost all of the packing time overlaps with the processing time. Clearly, the total cost, TC, is

\[
TC = u + 6v + w \quad \text{or generally} \quad TC = u + Nv + w,
\]

where \( N \) is the number of communicating steps.

In this case, further improvements can be made only on an application basis, as the total cost is determined by stream processing. For example, if pipelining can be used to process an application’s data, we can achieve improvements at the processing stage, thus improving the total cost. However, the implementation of a scheduling scheme that is optimal for all the applications is an NP-hard problem.

![Figure 3. Pipelined scheduling, \( v > u > w \).](image)

5.3. Putting the Ideas Together

In this paragraph, we combine all of the ideas discussed in this section to present the method of implementing the PMOD scheduler (see Algorithm 1). Initially, the system parameters \( N, t \) are set and read (line 2), and the two distributions, the initial \( R \) and the next \( R' \), are defined (line 3). Then, the communication classes are computed based on the parameters of \( R, R' \). To define the communication steps, the scheduler implements the two communication steps described in detail in Section 5.1 so that the class table is transformed into a scheduling matrix (lines 5–10). Then, the application DAG (line 12) is read and the proper communications between the spouts/bolts are defined (application specific).

To pipeline the overall processing, the system’s hardware is set to execute three different procedures simultaneously (line 13): implementing the communications defined in one step, processing the data associated to a communicating step and packing the newly processed data for future transfer/processing. The system starts from step \( k = 0 \), as defined by the scheduler. The communications between the node pairs defined in this step are implemented. Now, if \( k = 0 \), stage S2 has no work to do (line 21); the same holds for stage S3 (line 22). Then, \( k \) is incremented by one (line 23), so the three stages are set to work again. Stage 1 implements communication step 1, and stage S2 \((k = 1 > 0)\) implements the processing of the data associated with the previous stage S1 (step 0). The last stage, S2, remains idle, since \( k < 2 \). Once \( k \) is incremented again, stage S1 will work on the transmission of data associated
with communication step 2, while stage S2 will process the data associated with communication step 1 and stage S2 will pack the data associated with communication step 0. This procedure continues until all the communications have been implemented. If more streams are left unprocessed, \( k \) is set back to 0 (the program moves back to line 15) and the repeat block is executed once again.

The complexity of the PMOD scheduler is clearly linear, as it depends on the number of transformations required to change the CT into a single index matrix (SIM) and then the SIM into the scheduling matrix, \( SM \). As the number of these transformations is determined by the number of nodes in the system, PMOD’s complexity is \( O(N) \).

---

### Algorithm 1: MOD Scheduler

**input**: An application graph organized in spouts/bolts of \( t \) tasks

- A cluster of \( N \) nodes
- Changes in \( t \) or \( N \) or both, during runtime

**output**: A dynamic pipelined scheduler, \( PMOD \), with reduced overall cost

begin

2 Read parameter changes, that is, new values of \( t \) and \( N \)

3 Define the distributions \( R(i, n, L, x) \) and \( R'(j, q, M, y) \)

4 Solve Equation (9) to Find all the classes \( k \) and produce the Class Table (CT)

5 //Step 1: Transform CT into a Single Index Matrix (SIM)

6 For each node pair \( (n, q) \) in row \( k \),

7 place the \( q \) value to column \( n \)

end For;

// Step 2: Mix Class Elements to Produce the Scheduling Matrix (SM)

9 Interchange \( \alpha \) elements of homogeneous classes, that reside in corresponding columns.

10 The rows of the \( SM \) correspond to communicating steps between the system’s nodes

12 Read the application DAG and define all the communications between components.

14 Define the three pipeline stages (transferring, processing, and packing)

15 \( k = 0 \)

// Organize the three operations in a pipeline fashion:

17 Repeat

// Stages S1-S2 are simultaneous and correspond to transferring, processing, packing:

18 S1. Let the transferring stage hardware implement communication step \( k \)

19 S2. If \( k > 0 \), let the processing stage hardware process the data from step \( k - 1 \)

20 S3. If \( k > 1 \), let the packing stage hardware pack data from step \( k - 2 \)

21 Increment \( k \) by one and repeat the simultaneous stages S1-S3.

22 Until all the communications from \( k \) communication steps are implemented.

24 If more streams are left unprocessed, go to line 15 and re-execute the pipeline stages.

end;

---

### 6. Simulation Results and Discussion

For our simulation environment we used a small cluster of five nodes, with an Intel Core i7-8559U Processor system and a clock speed of 2.7 GHz. Furthermore, there was all-to-all communication between the nodes. To conduct our experiments, we used two different topologies: a random topology similar to the one shown in Figure 1 and a linear topology. For both topologies, we assigned four tasks to each bolt/spout, and this number was then changed to five. We ran two sets of simulations for both topologies to examine the two scenarios described in the previous section: (a) some communications steps are more expensive compared to the stream processing, and (b) the processing stage is always more expensive compared to the transferring stage,
For comparison reasons, we chose the default Storm scheduler and Meng’s scheme \[21\]. The reasoning behind choosing these techniques is that the Storm scheduler is the point of reference for a large percentage of strategies developed in the literature, while Meng’s strategy is also based on the idea of using a matrix model for task scheduling (which offers the advantage of low complexity). The two measures we compared are the total throughput and the load balancing, which are perhaps the most important indicators of a big data system’s performance.

6.1. Throughput Comparisons

To compare the throughputs achieved by the three strategies, we ran four simulation sets in total: for the first two, we used a random topology, and for the other two, we used a linear topology. For both topologies, we applied the two scenarios regarding the timing relationship of the transferring and processing stages.

6.1.1. Throughput Comparisons for the Random Topology

For the first scenario, we measured the stream parts processed by the system’s nodes. Each stream part was considered as a small group of 50 tuples. We assumed that the first (most expensive) transferring steps defined by the scheduling matrix took more time than their processing, while the last steps (less expensive steps) took less time than their processing. For the most expensive steps defined by the $SM$, no buffer space was required: the data streams that arrived to the nodes found them idle, so the processing stage was activated immediately and processing started. For the less expensive steps, the data streams had to be buffered, waiting for the completion of processing of the data streams which previously arrived. When more buffering was required, the throughput performance decreased as increasing numbers of data streams were kept waiting in the buffers. Generally, our strategy used less buffer memory as a result of the fact that each node received streams from exactly one other node at each step; thus, some care was taken regarding the data streams received by each task. Moreover, our pipelined scheme reduced the overall time (transferring, processing, packing), as explained in Section 5. This increased the throughput of our work. A disadvantage of Meng’s strategy is the task migration which occurred and added extra overheads to its overall performance. The default Storm strategy has no particular mechanisms to organize the data being transferred; therefore, its performance is generally the worst among all the competitors.

The effect of buffering is clearer in the second scenario. The three strategies appeared to behave in a similar manner, but the number of tuples being processed decreased by an average of about 25%. When $v > u$, the data streams were transferred quickly, while processing took longer. Again, our strategy outperformed the others due to the data transferring organization in steps and due to pipelining, which reduced the overall processing times.

Finally, we have to emphasize the effects caused by the nature of each application’s topology. When the topology is random, such as the one in Figure 1, then there are cases in which one task may receive data streams from several tasks at the same time. This is also true for our scheme: during a communication step, two tasks that belong to the same source node may transfer the data streams to the same task that belongs to the target source. In the example shown in Figure 1, this can happen during the communication between bolts 2 and 3 and bolt 4. If tasks $E, J$ belong to the same source node and task $M$ belongs to the target node, then two data streams would be transmitted to $M$ during the internode communication. Necessarily, one of the streams has to be buffered. As will be seen in the next set of simulations, all the schemes performed better for the linear topology.

Figures 4 and 5 show the throughput performance for the random topology under the first and second scenarios, respectively.
6.1.2. Throughput Comparisons for the Linear Topology

As explained in the first set of experiments, when the application’s topology is linear, less buffering is required, and this has a positive effect on the throughput performance. One can easily see an increase in the numbers of streams being processed, while the curves appear to have an increasing (positive) slope over time, which is not the case for the random topology. Between the two scenarios, again, the first one seems to achieve better performance by an average of 20%, as the second scenario necessarily requires more data streams to be buffered; thus, it adds overheads. Again, in both cases, our strategy outperforms its competitors. Figures 6 and 7 show the throughput performance for the random topology under the first and second scenarios, respectively.
6.2. Load Balancing Comparisons

To examine load balancing, we compared the average standard deviation of the load being delivered to each node (see Figures 8 and 9). In Figure 8, we show the results of the experiments conducted on the random topology, and in Figure 9, we show the results found by experimenting on the linear topology (the settings are similar to those in the previous experiments). The results shown are the average standard deviation values, as obtained by the application of the two scenarios on each topology. The standard deviation is computed at regular intervals of 5 s. Apparently, as the standard deviation increases, less load balancing is achieved.

Generally two things need to be mentioned: first, our strategy offers almost ideal balancing for both topologies as it is based on the fact that, at each step, there is a one-to-one communication among the system nodes. Thus, the standard deviation values for our strategy are reduced compared to those computed for the competitors’ strategies. Our scheme is not affected by the growing number of tuples added to the nodes, as this is done in a balanced way. The other strategies seem to be more affected by the increasing number of tasks being delivered. In particular, the default scheduler seems to become quite “unbalanced”, while Meng’s et al. strategy is affected by the changes in the task...
positions, which are applied during runtime. As a result, some tasks become increasingly overloaded. Apparently, all the strategies appear to be more balanced when the topology is linear (note that the standard deviation values are smaller in this case). The reason for this was explained above when we presented the throughput experiments; for a random application topology, the general case (even in our strategy) is that the tasks may not receive equal sized data streams.

![Figure 8](image8.png)

**Figure 8.** Load balancing comparisons with a random topology for both scenarios.

![Figure 9](image9.png)

**Figure 9.** Load balancing comparisons with a random topology for both scenarios.

### 7. Conclusions—Future Work

This work presented a pipelined dynamic task scheduling approach with linear complexity, which was designed to handle system changes (in terms of the number of nodes or tasks) for applications that require heavy communication between nodes and tasks. Our approach is organized in a set of communication steps, where there is a one-to-one communication between the system's nodes. The basic procedures (transferring, processing and packing) required by a big data processing system are pipelined using three different stages.
As a result of our organization in steps, the buffering space required is reduced, resulting in higher throughput, as a percentage of streams are processed immediately as they arrive to the target node. A second advantage of our strategy is the almost perfect load balancing, as a result of the way that communication is organized. The experimental results obtained have shown that our scheme (as well as the competitive schemes we used for comparisons) generally performs better for linear topologies and when the transfer times are generally larger compared to the processing times (first scenario). When processing requires more time, we observed a reduction of performance.

In the future, we plan to extend this work in order to produce faster processing and communication time. One concept under investigation is the use of more transformations for the schedule matrix \((SM)\) in order to break down the most expensive communications into fewer separated steps. Then, the less expensive steps would also be gathered into separate steps; this may result in reduced communication times. Furthermore, we plan to study certain applications and try to improve their performance using some of the ideas presented in this work; for example, pipelining the operations required by a certain application could reduce the overall processing time.
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