Imputation-based semiparametric estimation for INAR(1) processes with missing data
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Abstract

In applied problems parameter estimation with missing data has risen as a hot topic. Imputation for ignorable incomplete data is one of the most popular methods in integer-valued time series. For data missing not at random (MNAR), estimators directly derived by imputation will lead results that is sensitive to the failure of the effectiveness. In view of the first-order integer-valued autoregressive (INAR(1)) processes with MNAR response mechanism, we consider an imputation based semiparametric method, which recommends the complete auxiliary variable of Yule-Walker equation. Asymptotic properties of relevant estimators are also derived. Some simulation studies are conducted to verify the effectiveness of our estimators, and a real example is also presented as an illustration.
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1. Introduction

Integer-valued time series of counts plays an important role in various practical fields, such as the number of patients who are contracted the same infection every day in the same area, or the number of people in a queue waiting for service at a certain moment. Al-Osh and Alzaid [1] proposed first-order integer-valued autoregressive (INAR(1)) processes, Du and Li [6] generalized the order to $p$. Since then, researches for integer-valued time series have been developing rapidly. For example, Jung et al. [11] discussed the estimation for conditional linear first-order autoregressive (CLAR(1)) processes with a Poisson marginal model; Zheng et al. [27] proposed $p$th-order random coefficient integer-valued autoregressive (RCINAR($p$)) processes and made some statistical inferences; Zhang et al. [26] considered the statistical properties of integer-valued autoregressive processes with signed generalized power series thinning operator, and Yang et al. [25] proposed negative binomial thinning based integer-valued threshold autoregressive processes driven by independent negative-binomial distributed random variables.
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In practice, it is common to encounter missing data in many areas of statistics. Statistical analysis of missing data has attracted wide attentions in recent years. Rubin [21] introduced the statistical inference of response mechanism named missing at random (MAR); Little and Rubin [15] studied the propensity and statistical inference for both ignorable and nonignorable missing data in general regressive model. Ignorable missing data has been widely concerned in time series, Pourahmadi [19] proposed an interpolation algorithm handling missing data in stationary time series; Andersson and Karlis [2] studied the statistical inference of missing data based on imputation in INAR(1) model; Jia et al. [10] made some researches of ignorable missing data in PINAR(1) processes.

Nonignorable missing data, which is also named as data missing not at random (MNAR), has been considered widely in recent years. Kim and Yu [13] discussed the modeling of nonignorable nonresponse and estimated the mean of response variable in the i.i.d. case, Tang et al. [23] extended this to estimate more general parameters based on empirical likelihood. Cui et al. [5] provided conditionals of identification with MNAR mechanism in generalized linear models. Shao and Wang [22] proposed a semiparametric inverse propensity weighting method using the nonresponse instrumental variable assumption of Wang et al. [24], which discussed the identification of parameter for MNAR data as well. Riddles et al. [20] proposed a propensity score adjustment method for MNAR data with a specified parametric model for the conditional distribution of respondents, and Morikawa et al. [17] loosen this restriction to a semiparametric estimation.

However, there are few literatures for nonignorable missing data in integer-valued autoregressive processes. Postulated a set of time sequence \( \{X_n, n \in \mathbb{N}\} \), a missingness indicator \( \delta_n \) where \( \delta_n = 1 \) means the value of \( X_n \) is observed and \( \delta_n = 0 \) otherwise, non-ignorable missing data, whose response probability \( \pi_n \) depends on all the data not later than time \( n \), regardless of whether it is missing, can be regarded as

\[
\delta_n|\mathcal{F}_n \sim \text{Bernoulli}(\pi_n), \quad n = 1, 2, \ldots,
\]

where \( \mathcal{F}_n \) is the \( \sigma \)-field generated by \( \{X_n, X_{n-1}, \ldots, X_0\} \). Handling nonignorable missing data is quite challenging because it is difficult to determine when it is missing. Although we know the dependent of data, estimation may be seriously biased without proper treatment. Therefore, finding the effective estimation for nonignorable nonresponse problem in time series has been developed as a main objective.

In this paper, we consider the parameter estimation of Poisson INAR(1) processes with MNAR data. We propose a semiparametric likelihood estimation for nonignorable nonresponse by employing the idea of Morikawa et al. [17], which is based on the first-step imputation. A parametric model for \( \pi_n \) and a nonparametric model for the distribution of observed data are allowed. Furthermore, we establish conditional observed likelihood by the joint conditional density of \( \{X_n, X_{n-1}, \ldots, X_1\} \) given \( X_0 \) to produce the effective estimator in INAR(1) processes.

This paper is organised as follows. In Section 2, we propose the thought of first-step imputation for substituting in INAR(1) processes. In Section 3, a semiparametric estimation for Poisson INAR(1) processes is discussed and we represent the theoretical properties of parameter estimation in Section 4. Simulation studies and a real data example to prove the efficiency of our algorithm are mentioned in Section 5 and Section 6, respectively. In addition, we consider this method for other INAR models as presenting in Section 7.

2. First-step imputation of missing data

We consider INAR(1) processes \( \{X_n, n \in \mathbb{N}\} \):

\[
X_n = \alpha \circ X_{n-1} + \varepsilon_n,
\]

where \( \{\varepsilon_n, n \in \mathbb{N}\} \) constitutes a periodic sequence of independent Poisson-distributed random variables with mean \( \lambda \) (\( \lambda \geq 0 \)), which is assumed to be independent of \( X_{n-1} \) for
each $n$. $\alpha \in (0, 1)$. The thinning operator \(\circ\) is defined as

\[
\alpha \circ X = \sum_{i=1}^{X} W_i, \quad W_i \overset{i.i.d.}{\sim} \text{Bernoulli}(\alpha),
\]

and $W_i$ is independent of $X$. $\theta = (\alpha, \lambda)^\top$ is the unknown parameter to be estimated.

Let $(x_1, x_2, ..., x_n)$ be the observations of $\{X_n, n \in \mathbb{N}\}$ with $X_0 = x_0$ and $\delta_i$ be the response indicator of $x_i$ ($i = 1, 2, ..., n$). Since (2.1) is strict stationary ergodicity (Du and Li [6]), the response probability for INAR(1) can be represented as

\[
\pi(\phi; x_i, x_{i-1}) := p(\delta_i = 1|X_i = x_i, X_{i-1} = x_{i-1}; \phi), \quad i = 1, 2, ..., n, \tag{2.2}
\]

where $\phi = (\phi_1, \phi_2, ..., \phi_q)^\top \in \Phi$ is the unknown parameter and $\Phi \subseteq \mathbb{R}^q$, $q, r \in \mathbb{N}^+$.

First of all, it is necessary to estimate $\phi$ of the nonignorable missing mechanism. Let $f(\cdot|x_0)$ be the conditional probability given $X_0 = x_0$, the estimator of $\phi$ could be derived by the following conditional observed likelihood function by Kim and Shao [14]:

\[
L_{obs}(\phi, \theta) = \int f(x_1, x_2, ..., x_n, \delta|x_0; \phi, \theta) \mu(x_{mis}), \tag{2.3}
\]

where $x_{mis}$ represents the missing part of $X_1, ..., X_n$ and $\mu$ be the Lebesgue measure.

However, expressing the explicit function of the integral in (2.3) is quite difficult because of the uncertainty of the missing time $n$. Notice that (2.1) admits the representation

\[
\tilde{X}_n = \alpha \circ \tilde{X}_{n-1} + \varepsilon_n \tag{2.4}
\]

by Yule–Walker equation with $\tilde{X}_n = (X_1, X_2, ..., X_n)^\top$, $\tilde{X}_{n-1} = (X_0, X_1, ..., X_{n-1})^\top$ and $\varepsilon_n = (\varepsilon_1, \varepsilon_2, ..., \varepsilon_n)^\top$. To avoid confusion, we denote

\[
\alpha \circ \tilde{X}_{n-1} := (\alpha \circ X_0, \alpha \circ X_1, ..., \alpha \circ X_{n-1})^\top,
\]

where \(\top\) denotes the matrix transpose. Consequently, the integrand in (2.3) can be rewritten as the following from:

\[
\begin{aligned}
f(x_1, x_2, ..., x_n, \delta|x_0; \phi, \theta) &= f(\tilde{x}_n, \delta|\tilde{x}_{n-1}; \phi, \theta) \\
&= f(\tilde{x}_n|\tilde{x}_{n-1}; \theta)p(\delta|\tilde{X}_n = \tilde{x}_n, \tilde{X}_{n-1} = \tilde{x}_{n-1}; \phi).
\end{aligned}
\]

Notice that the missing data exists in the both sides of (2.4). Traditional imputation estimation, which supplying the missingness in both $\tilde{X}_n$ and $\tilde{X}_{n-1}$, will cause the failure of the result under MNAR hypothesis, and another difficulty for incomplete INAR data is the inexistence of a full-observed sequence. Based on these, our major idea is only filling the missing part in the right side of (2.4), but allowing $\tilde{X}_n$ remains as the original structure, i.e. for any $0 < k < n$, $X_{n-k}$ is on the both sides of (2.4), if the value of $X_{n-k}$ is unobserved, we can fill this gap in $\tilde{X}_{n-1}$ by some ways and the site of $X_{n-k}$ in $\tilde{X}_n$ remains missing. Reasonable imputation provides an interpolated sequence with approximate dynamic lag relationship, hence it could be regarded as the condition to make inference. Moreover, estimation with missing $\tilde{X}_n$ remedies effectiveness of directly imputation conversely. Motivated by this thought, several interpolation methods can be considered. For instance, Andersson and Karlis [2] proposed imputation based on the bridge imputation (BI), Jia et al. [10] considered subgroup mean (SM) imputation. For ease of description, we assume the interpolated value of $\tilde{x}_{n-1}$ is $x^*_n = (x^*_0, x^*_1, ..., x^*_n)$, where $x^*_i$ be the interpolation value if $\delta_{i-1} = 0$ and $x^*_i = x_{i-1}$ ($i = 1, 2, ..., n$) otherwise. Since we would rather making statistical inference for (2.3) by imputing $\tilde{X}_{n-1}$ at first, we name this as \(\text{"first-step imputation"\)}.
3. Semiparametric estimation

The conditional observed likelihood function (2.3) could be represented as following:

\[
L_{obs}(\phi, \theta) = \int f(\tilde{x}_n | \tilde{x}_{n-1}; \theta) p(\delta | X_n = \tilde{x}_n, X_{n-1} = \tilde{x}_{n-1}; \phi) d\mu(x_{mis}).
\]  

(3.1)

For time series data, we can see that

\[
p(\delta | X_n = \tilde{x}_n, X_{n-1} = \tilde{x}_{n-1}; \phi) = \prod_{i=1}^{n} p(\delta_i | X_i = x_i, \tilde{X}_{i-1} = \tilde{x}_{i-1}; \phi)
\]

and

\[
f(\tilde{x}_n | \tilde{x}_{n-1}; \theta) = \prod_{i=1}^{n} f(x_i | \tilde{x}_{i-1}; \theta)
\]

by Markovian property, thus we have

\[
L_{obs}(\phi, \theta) = \prod_{\delta_i = 1}^{n} f(x_i | x_{i-1}^*; \theta) \pi(\phi; x_i, x_{i-1}^*) \int \prod_{\delta_i = 0} f(x_i | x_{i-1}^*; \theta) \pi_0(\phi; x_i, x_{i-1}^*) d\mu(x_i)
\]

(3.2)

by replacing the data of \( \tilde{X}_{n-1} \) with \( x_{n-1}^* \), where \( \pi_0(\phi; x_i, x_{i-1}^*) = 1 - \pi(\phi; x_i, x_{i-1}^*) \).

Morikawa et al. [17] proposed a semiparametric method for (3.2) in the case of independent and identical distribution data. Based on the first-step imputation, a similar way (refer to Louis [16]) is considered to establish the estimation equation for \( \phi \) by solving

\[
\frac{1}{n} \sum_{i=1}^{n} [\delta_i s_i(\phi; x_{i-1}^*, \delta_i) + (1 - \delta_i) E\{s_i(\phi; x_{i-1}^*, \delta_i)|x_{i-1}^*, \delta_i = 0\}] = 0,
\]

(3.3)

where \( s_i(\phi; x_{i-1}^*, \delta_i) = \frac{\partial}{\partial \phi} \log [\pi_0(\phi; x_i, x_{i-1}^*)] = (1 - \delta_i) \pi_0(\phi; x_i, x_{i-1}^*)] \).

Under some regularity conditions, the conditional expectation in (3.3) can be employed the kernel smoothing to perform the nonparametric estimator by \( \hat{C}_{s_i}(\phi)/\hat{D}(\phi) \) that

\[
\hat{C}_{s_i}(\phi) = (nh)^{-1} \sum_{j=1}^{n} \delta_j K((x_j^* - x_{j-1}^*))/h)O_j(\phi; x_{j-1}^*)s_j(\phi; x_{j-1}^*, \delta_j),
\]

\[
\hat{D}_i(\phi) = (nh)^{-1} \sum_{j=1}^{n} \delta_j K((x_j^* - x_{j-1}^*))/h)O_j(\phi; x_{j-1}^*),
\]

(4.3)

where \( O_j(\phi; x_{j-1}^*) = \pi_0(\phi; x_j, x_{j-1}^*)/\pi(\phi; x_j, x_{j-1}^*) \), \( K(\cdot) \) is a kernel function defined on \( \mathbb{R} \) with the bandwidth \( h \). Therefore, (3.3) could be written as

\[
\frac{1}{n} \sum_{i=1}^{n} [\delta_i s_i(\phi; x_{i-1}^*, \delta_i) + (1 - \delta_i) \hat{C}_{s_i}(\phi)/\hat{D}_i(\phi)] = 0,
\]

(3.5)

and the estimator will be given as \( \hat{\phi}_n \).

To estimate \( \theta \), we consider a strategy inspired by conditional maximum likelihood (CML) estimation in complete case for INAR(1) processes. Let \( \hat{\theta}_{CML} \) be the CML estimator,

\[
\hat{\theta}_{CML} = \arg \max_{\theta} \prod_{i=1}^{n} f(x_i | x_{i-1}; \theta).
\]

The conditional probability density function \( f(x_i | x_{i-1}; \theta) \) is given by Al-Osh and Alzaid [1], thus \( \hat{\theta} \) in this paper by maximizing \( L_{obs}(\hat{\phi}, \theta) \), which is equivalent to solving the following score equation:

\[
\frac{1}{n} \sum_{i=1}^{n} [\delta_i P_i(\theta) + (1 - \delta_i) E\{l_i(\theta)|x_{i-1}^*, \delta_i = 0\}] = 0,
\]

(3.6)

where \( l_i(\theta) = \frac{\partial}{\partial \theta} \log f(x_i | x_{i-1}; \theta) \).
Equation (3.6) can be solved in a similar way because \( E\{l_i(\theta)|x_{i-1}^n, \delta_i = 0\} \) could be approximated by the kernel smoothing method again. The left side of (3.6) can be estimated by

\[
\frac{1}{n} \sum_{i=1}^{n} [\delta_i l_i(\theta) + (1 - \delta_i) \hat{C}_{\ell i}(\theta, \hat{\phi})/\hat{D}_i(\hat{\phi})] = 0, \tag{3.7}
\]

where

\[
\hat{C}_{\ell i}(\theta, \hat{\phi}) = (nh)^{-1} \sum_{j=1}^{n} \delta_j K((x_j^* - x_{i-1}^n)/h) O_j(\hat{\phi}; x_{i-1}^n) l_j(\theta).
\]

and an effective estimator \( \hat{\theta}_n \) will be obtained.

4. Asymptotic properties

In this section, we discuss the asymptotic properties of proposed estimation. We focus on the consistency and asymptotic normality of \( \hat{\theta}_n \) and \( \hat{\theta}_n \) with sample size \( n \). In what follows, \( E_0[\cdot] := E[\cdot|\delta = 0] \), \( E_1[\cdot] := E[\cdot|\delta = 1] \), \( f_1(\cdot) := f(\cdot|\delta = 1) \), and \( \| \cdot \| \) denotes the Euclidean norm for example, for a matrix \( A = (a_{ij}) \), \( \| A \| = (\sum_{i,j} a_{ij}^2)^{1/2} \). Firstly, the following necessary regularity conditions are given to study properties of \( \hat{\phi}_n \):

(A1) Let \( X \) be a compact set that is contained in the support of \( X \), for all \( n = 1, 2, ... \) and all \( \phi \), \( X_i \in X \) and \( \pi(\phi; x, x_{n-1}) \in (0, 1) \);

(A2) \( E[\frac{\partial}{\partial \phi} \pi(\phi_0; x_n, x_{n-1}) \frac{\partial}{\partial \phi} \pi(\phi_0; x_n, x_{n-1})] \) is positive definite, where \( \phi_0 \in \Phi \) is the true value of \( \phi \);

(A3) \( \pi(\phi; x, x_{n-1}) \) is identifiable, continuously differentiable until order 3 with probability one, \( \| \frac{\partial}{\partial \phi} \pi(\phi; x, x_{n-1}) \| \), \( \| \frac{\partial^2}{\partial \phi \partial \phi'} \pi(\phi; x, x_{n-1}) \| \) are bounded on an open set containing \( X \) and \( E[\| \frac{\partial}{\partial \phi} \log \pi(\phi; x, x_{n-1}) \|], E[\| \frac{\partial^2}{\partial \phi \partial \phi'} \log \pi(\phi; x, x_{n-1}) \|], E[\| \frac{\partial^3}{\partial \phi \partial \phi' \partial \phi''} \log \pi(\phi; x, x_{n-1}) \|] \) are finite;

(A4) The kernel \( K(u) \) has bounded derivative until order 3 satisfies that \( \int K(u)du = 1 \), and has zero moments of \( m \geq 4 \) and a nonzero \( m \)th order moment;

(A5) For \( p \geq 1 \), \( E_1[\| \frac{\partial}{\partial \phi} \log \pi(\phi; x, x_{n-1}) \|^p] \), \( E_1[\| \frac{\partial^2}{\partial \phi \partial \phi'} \log \pi(\phi; x, x_{n-1}) \|^p|x_{n-1}]f_1(x_{n-1}), E_1[\| \pi^{-1}(\phi; x, x_{n-1}) \|^p] \) and \( E_1[\| \pi^{-1}(\phi; x, x_{n-1}) \|^p|x_{n-1}]f_1(x_{n-1}) \) are bounded on an open set containing \( X \);

(A6) The bandwidth \( h \) satisfies that: (i) \( h \rightarrow 0 \), (ii) for \( p \geq 4 \), \( n^{-1/2} h/\log n \rightarrow \infty \), (iii) \( \sqrt{n}h^2/\log n \rightarrow \infty \) and (iv) for \( m \geq 4 \), \( \sqrt{n}h^{2m} \rightarrow \infty \).

Conditions (A4)-(A6) provide the kernel conditions for the nonparameter estimator (3.6). Newey and McFadden [18] proved that for \( i = 1, 2, ..., n \) and \( \phi \in \Phi \),

\[
\| \hat{C}_{u i}(\phi) - C_{u i}(\phi) \|_k = o_p(n^{-1/4}),
\]

\[
\| \hat{D}_i(\phi; x_{i-1}^n) - D_i(\phi; x_{i-1}^n) \|_k = o_p(n^{-1/4}),
\]

where \( \| \cdot \|_k \) is defined as Sobolev norm which \( \| \gamma(x) \|_k := \max_{j \leq k} \sup_{x \in X} \| \frac{\partial^j}{\partial x^j} \gamma(x) \| \) for all the distinct \( j \)th-order partial derivatives of all elements of \( \gamma(x) \) and nonnegative integer \( k \).

The asymptotic properties of \( \hat{\phi}_n \) can be summarized from the following theorem:

**Theorem 4.1.** Under conditions (A1)-(A6), there exists a maximizer \( \hat{\phi}_n \in \Phi \) of (3.2) such that

(i) (Consistency) \( \hat{\phi}_n \overset{p}{\rightarrow} \phi_0 \), \( n \rightarrow \infty \),

(ii) (Asymptotic Normality) \( \sqrt{n}(\hat{\phi}_n - \phi_0) \overset{L}{\rightarrow} N(0, I^{-1}_\phi W_\phi I^{-1}_\phi) \), \( n \rightarrow \infty \),

where \( I_\phi, W_\phi \) are presented in the proof.
Let $\hat{S}_n(\phi) = n^{-1} \sum_{i=1}^n [\delta_i s_i(\phi; x_{i-1}^*, \delta_i) + (1 - \delta_i) \hat{C}_{s_i}(\phi)/\hat{D}_i(\phi)]$, it can be reformed to a linearization via Lemma 4.2 of Morikawa et al [17] and Khashimov [12], that is

$$\hat{S}_n(\phi) = n^{-1} \sum_{i=1}^n [1 - \frac{\delta_i}{\pi(\phi; x_i, x_{i-1}^*)}] E_0 \{ s_i(\phi; x_{i-1}^*, \delta_i) | x_{i-1}^* \} + o_p(n^{-1/2}).$$  

(4.2)

Denote the influence functions of $\hat{S}_n(\phi)$ by $\hat{S}_1^n(\phi)$, it can be proved that

$$\sup_{\phi} ||\hat{S}_1^n(\phi) - S_n(\phi)|| \rightarrow 0, \quad \text{as} \quad n \rightarrow \infty,$$

(4.3)

where $S_n(\phi) = n^{-1} \sum_{i=1}^n [\delta_i s_i(\phi; x_{i-1}^*, \delta_i) + (1 - \delta_i) E_0 \{ s_i(\phi; x_{i-1}^*, \delta_i) | x_{i-1}^* \}]$. There remains to verify the asymptotic properties of $\hat{S}_n(\phi)$ in $\hat{S}_1^n(\phi)$, it requires us give a following lemma:

**Lemma 4.2.** Let $\mathcal{F}_n = \sigma(X_n, X_{n-1}, ..., X_0)$ be a $\sigma$-field, under (A1)-(A6), for $n \rightarrow \infty$, $\{\hat{S}_1^n(\phi), \mathcal{F}_n, n \geq 1\}$ is an asymptotic martingale sequence.

**Proof of Lemma 4.2.** Let $M_i(\phi)$ label the $i$-th elements of $n S_n(\phi)$ and $\hat{S}_1^n(\phi) = \sum_{i=1}^n M_i(\phi)$, we consider a $\sigma$-field as $\mathcal{F}_n = \sigma(X_n, \delta_n, X_{n-1}, ..., \delta_1, X_0)$ such that $\mathcal{F}_n \subset \mathcal{F}_n$. Following Theorem 2.5 of Kim and Shao [14] we can obtain

$$E \{ S_1^n(\phi) | \mathcal{F}_{n-1} \} = E \{ E \{ S_1^n(\phi) | \mathcal{F}_n \} | \mathcal{F}_{n-1} \} = E \{ S_1^{(c)}(\phi) | \mathcal{F}_{n-1} \} = S_1^{(c)}(\phi),$$

(4.4)

where $S_1^{(c)}(\phi)$ is the score function with complete data of INAR(1) satisfies

$$E \{ S_1^{(c)}(\phi) | \mathcal{F}_{n-1} \} = S_1^{(c)}(\phi) + E \{ \frac{\partial}{\partial \phi} \log f(x_n, \delta_n = 1 | x_{n-1}; \phi, \theta) | \mathcal{F}_{n-1} \},$$

and

$$E \{ \frac{\partial}{\partial \phi} \log f(x_n, \delta_n = 1 | x_{n-1}; \phi, \theta) | \mathcal{F}_{n-1} \} = 0,$$

which implies that $\{ S_n(\phi), \mathcal{F}_n, n \geq 1 \}$ be a martingale, therefore, as $n$ tends to infinity, $\{ \hat{S}_1^n(\phi), \mathcal{F}_n, n \geq 1 \}$ is an asymptotic martingale by (4.3).

Lemma 4.2 proved the martingale sequence from the construction of (4.2). The laws of large number and center limits theorem of martingale could be used to prove theorem 4.1.

**Proof of Theorem 4.1.** Let

$$\hat{M}_i^n(\phi) = [1 - \frac{\delta_i}{\pi(\phi; x_i, x_{i-1}^*)}] E_0 \{ s_i(\phi; x_{i-1}^*, \delta_i) | x_{i-1}^* \},$$

from lemma 4.2, it is easy to see that

$$\hat{S}_1^n(\phi) \overset{p}{\rightarrow} E[M_n(\phi)], \quad \text{as} \quad n \rightarrow \infty,$$

by the laws of large number. With the strict stationary ergodicity of $\{X_n, n \in \mathbb{N}\}$, we can show that

$$E[M_n(\phi_0)] \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty,$$

$$Var(M_n(\phi_0)) = E[M_n(\phi_0)M_n^+(\phi_0)] := I_\phi,$$

and

$$E[\frac{\partial}{\partial \phi} M_n(\phi_0)] = -I_\phi, \quad \text{as} \quad n \rightarrow \infty.$$

Let

$$\hat{S}_1^n(\phi) = \sum_{i=1}^n \{ \frac{\partial}{\partial \phi} \hat{M}_i^n(\phi) - E[\frac{\partial}{\partial \phi} \hat{M}_i^n(\phi)] \},$$

(4.5)
where \( \frac{\partial}{\partial \phi} \hat{M}_i^t(\phi_0) \) denotes \( \frac{\partial}{\partial \phi} \hat{M}_i(\phi) |_{\phi=\phi_0} \), we can also prove that \( \{ \hat{S}_n^e(\phi), \mathcal{F}_n, n \geq 1 \} \) is a martingale and
\[
\hat{S}_n^e(\phi_0) = \sum_{i=1}^n \left[ \frac{\partial}{\partial \phi} \hat{M}_i(\phi_0) + I_0 \right],
\]
so that
\[
\left\| \frac{1}{n} \hat{S}_n^e(\phi_0) \right\|_p \to 0, \quad n \to \infty.
\]
Conditions (B1)-(B3) of Basawa et al. [3] hold and, furthermore, it can be proved that (3.1) has a root \( \hat{\phi}_n \) which is consistent to \( \phi_0 \) as \( n \to \infty \). (See also in section 6.2, Hall and Heyde [8])

To derive the asymptotic distribution of \( \hat{\phi}_n \), we consider Taylor series expansion at \( \phi = \phi_0 \) that
\[
0 = \hat{S}_n^l(\hat{\phi}_n) = \sqrt{n} \hat{S}_n^l(\phi_0) + \frac{\partial}{\partial \phi} \hat{S}_n^l(\phi_0) \sqrt{n}(\hat{\phi}_n - \phi_0) + \frac{1}{2} \frac{\partial^2}{\partial \phi \partial \phi^\top} \hat{S}_n^l(\phi_1) \sqrt{n}(\hat{\phi}_n - \phi_0)^2,
\]
where \( \phi_1 \) values between \( \hat{\phi}_n \) and \( \phi_0 \). Through the arguments of martingale central limit theorem (Hall and Heyde [8]),
\[
\frac{1}{\sqrt{n}} \hat{S}_n^l(\phi_0) \overset{L}{\to} N(0, W_\phi),
\]
where \( W_\phi = E\{ \hat{S}_n^l(\phi_0) \hat{S}_n^l(\phi_0)^\top \} \). On the other hand,
\[
\left\| \frac{\partial}{\partial \phi \partial \phi^\top} \hat{S}_n^l(\phi_1) - E\left[ \frac{\partial}{\partial \phi \partial \phi^\top} M_n(\phi_1) \right] \right\|_p \to 0, \quad n \to \infty,
\]
therefore
\[
\left\| \frac{\partial^2}{\partial \phi \partial \phi^\top} \hat{S}_n^l(\phi_1)(\hat{\phi}_n - \phi_0) \right\| = o_p(1)
\]
from the consistency of \( \hat{\phi}_n \). Therefore, the (ii) of theorem 4.1 follows by the Slutsky theorem. The proof is completed. 

The following regularity conditions for INAR(1) processes are assumed as below, which are necessary for studying the asymptotic properties of \( \hat{\theta}_n \).

(B1) \( \{ X_n, n \in \mathbb{N} \} \) has finite moments until order 3, that is, for \( k \leq 3, EX_n^k < \infty \);

(B2) There exists \( p \geq 4 \) such that \( E_1[\| l(\theta) \|^p] \) and \( E_1[\| l(\theta) \|^p | x_{i-1} ] f_i(x_{i-1}) \) are bounded, where \( l(\theta) = \sum_{i=1}^n l_i(\theta) \).

Theorem 4.3. Under conditions (A4)-(A6) and (B1)-(B2), the estimator \( \hat{\theta}_n \) in (3.9) satisfies
\[
(i)(\text{Consistency}) \quad \hat{\theta}_n \overset{p}{\to} \theta_0, \quad \text{as} \quad n \to \infty,
\]
\[
(ii)(\text{Asymptotic Normality}) \quad \sqrt{n}(\hat{\theta}_n - \theta_0) \overset{L}{\to} N(0, I_0^{-1}W_\theta I_0^{-1}), \quad \text{as} \quad n \to \infty,
\]
where \( I_0 \) and \( W_\theta \) are presented in the proof.

Note that the left side of (3.6) is the score function of the conditional observed likelihood (2.3) for \( \theta \), let \( U_n(\theta) = \sum_{i=1}^n [ \delta_i l_i(\theta) + (1-\delta_i) E_0( l_i(\theta) | x_{i-1}^* ) ] \), we have \( U_n(\theta) = \frac{\partial}{\partial \theta} L_{\text{obs}}(\theta) \). Let \( \hat{U}_n(\theta) \) be the estimation of (3.6), it can also be represented as a linearization that
\[
\hat{U}_n(\theta) = n^{-1} \sum_{i=1}^n \left[ \frac{\delta_i l_i(\theta)}{\pi(\theta; x_i, x_{i-1}^*)} + (1 - \frac{\delta_i}{\pi(\theta; x_i, x_{i-1}^*)}) E_0( l_i(\theta) | x_{i-1}^* ) \right] + o_p(n^{-1/2}),
\]
and for all \( \theta \in \Theta \), the influence function \( \hat{U}_n^t(\theta) \) converges to \( U_n(\theta) \) as \( n \) tends to infinity. Similar to lemma 4.2, we can prove that \( \{ \hat{U}_n^t(\theta), \mathcal{F}_n, n \geq 1 \} \) is an asymptotic martingale sequence. It inspires us considering as the same proof as theorem 4.1.
Proof of Theorem 4.3. Let
\[ \hat{N}_n^l(\theta) = \frac{\delta_i I_i(\theta)}{\pi(\phi_n; x_i, x_{i-1}^s)} + (1 - \frac{\delta_i}{\pi(\phi_n; x_i, x_{i-1}^s)})E_0\{I_i(\theta)|x_{i-1}^s\}, \]
\[ N_i^l(\theta) = \delta_i I_i(\theta) + (1 - \delta_i)E_0\{I_i(\theta)|x_{i-1}^s\}, \]
and theorem 7 with numerical studies.

one can see that for \( n \to \infty \),
\[ \hat{U}_n^l(\theta) \xrightarrow{p} E[N_n(\theta)]. \]
Denote
\[ \hat{U}_n^s(\theta) = \sum_{i=1}^n \left\{ \frac{\partial}{\partial \theta^T} \hat{N}_n^l(\theta) - E\left[ \frac{\partial}{\partial \theta^T} \hat{N}_n^l(\theta) \right] \right\}, \]
it can be found the martingale sequence of \( \{\hat{U}_n^s(\theta), \mathcal{F}_n, n \geq 0\} \) and similar with theorem 4.1, \( \hat{\theta}_n \) converge to the true value \( \theta_0 \) in probability as \( n \to \infty \).

Freeland and McCabe [7] proved the asymptotic normality for \( \hat{\theta}_{\text{CML}} \) in the case of complete data, the proposition 3 can directly derive the martingale sequences for score function \( l_i(\theta) \). Since \( \{\hat{U}_n^l(\theta), \mathcal{F}_n, n \geq 1\} \) is an asymptotic martingale sequence, thus
\[ \frac{1}{\sqrt{n}} \hat{U}_n^l(\theta_0) \xrightarrow{L} N(0, W_\theta), \]
by martingale central limit theorem with \( W_\phi = E[\hat{N}_n^l(\theta_0)\hat{N}_n^l(\theta_0)^T] \). Similarly, we can prove that
\[ \frac{\partial}{\partial \theta^T} \hat{U}_n^l(\theta_0) \xrightarrow{p} E\left[ \frac{\partial}{\partial \theta^T} l_n(\theta_0) \right] := I_\theta \]
and
\[ \| \frac{\partial^2}{\partial \theta \partial \theta^T} \hat{U}_n^l(\theta_1)(\hat{\theta}_n - \theta_1) \| = o_p(1), \]
as \( n \to \infty \) with \( \theta_1 \) values between \( \hat{\theta}_n \) and \( \theta_0 \). Therefore, by Taylor series expansion, the asymptotic distribution for \( \hat{\theta}_n \) can be given as
\[ \sqrt{n}(\hat{\theta}_n - \theta_0) \xrightarrow{L} N(0, I_\theta^{-1}W_\theta I_\theta^{-1}), \quad n \to \infty, \]
\[ \square \]

Remark 1 Note that asymptotic properties of estimators are provided by the strictly stationary ergodicity of \{\( X_n, n \in \mathbb{N} \)\}, therefore, unbiased results by our method will be established under other stationary INAR models in the same way. This will be confirmed in section 7 with numerical studies.

Remark 2 In theorem 4.1 and theorem 4.3, asymptotic variances are constructed by the imputed value \( x_{i-1}^s \) (\( i = 1, ..., n \)), which indicates that the first-step imputation somehow influences the efficiency of the estimator. In practice, a proper choice for the imputation method depends on the modeling of \( \pi_t \). The sample size, response rates and \( \theta_0 \) will also dominate the option in general. Refer to section 5 for related simulation results.

5. Simulation studies

To test the performance of our theory described in previous sections, we perform several simulation studies to examine our algorithm for Poisson INAR(1) processes for 4 kinds of parameter combinations. The response mechanism for each scenario is specified as a log-log model \( \pi_t = 1 - \exp(-\exp(\phi_1 + \phi_2X_i)) \). The true value of \( \theta = (\alpha, \lambda) \) and \( \phi \) is designed as following:

Model 1. \( \theta = (0.3, 1) \) with the mechanism parameter \( \phi_1 \);
Model 2. \( \theta = (0.3, 2) \) with the mechanism parameter \( \phi_2 \);
Model 3. \( \theta = (0.6, 1) \) with the mechanism parameter \( \phi_3 \);
Model 4. \( \theta = (0.6, 2) \) with the mechanism parameter \( \phi_4 \);
For each model, we use 500 independent replications for different series with the initial value $X_0 \sim \text{Poisson}(\lambda)$. The response rates are controlled at about 85% and 70% respectively by adjusting $\phi$. Simulations are carried out to evaluate efficiency of $\hat{\theta}_n$ under consideration of four strategies: (i) Subgroup Mean Imputation estimation (SM); (ii) Bridge-Imputation estimation (BI); (iii) First-Step Imputation Semiparametric estimation by Subgroup Mean Imputation (SM-FISE) and (iv) First-Step Imputation Semiparametric estimation by Bridge-Imputation (BI-FISE).

In the subgroup mean imputation, we use the rounding of $(\sum_i \delta_i)^{-1} \sum_{i=1}^n X_i$ to fill up each missing part in $\mathbf{X}_{n-1}$. In the bridge imputation, we consider the algorithm as following:

**step 1.** Specify an observed series $X_{\text{obs}}$ by deleting the missing part of $X_n$, estimate a start value $\theta_1$ from $X_{\text{obs}}$;

**step 2.** For some $k > 1$, denote $X_i$ and $X_{i+k}$ are observed points and all the points that are between are missing. The BI algorithm proceeds by simulating value $X_{i+r+1}$ conditional on the previous point $X_{i+r}$ ($r = 0, \ldots, k-1$) by (2.1) with $\theta_1$;

**step 3.** Simulate the value of $X_{i+k}$ as $X_{i+k}^*$, if $X_{i+k}^*$ coincides with $X_{i+k}$ to use this path filling all the missingness, otherwise repeat step 2 to generate a new path;

**step 4.** Use the entire series to simulate an estimator $\tilde{\theta}_2$. Repeat step 2-4 with the parameter values obtained in the last iteration until $\|\theta_1 - \theta_2\| < \epsilon$ and select each $X_{i+r+1}^*$ in step 3 to replace the missingness of $\mathbf{X}_{n-1}$.

For the semiparametric simulation study, the nonparametric kernel regression estimator of (3.5), (3.8) is computed using a Gaussian kernel function $K(u) = (2\pi)^{-1/2} \exp(-u^2/2)$. The bandwidth is selected as $h = 1.5\hat{\sigma}_x n^{-1/3}$ which is considered in Chen et al. [4], Shao and Wang [22] and Morikawa et al. [17], where $\hat{\sigma}_x$ is the estimated standard deviation of $X_n$ in the sample. Moreover, the convergence criteria of bridge imputation is set as $\epsilon = 10^{-2}$.

Table 1–4 summarized the results for each $\hat{\theta}_n$ from the scenario Monte Carlo samples of size $n = 100, 300$ with 85% and 70% response rates, respectively. In each table the empirical bias (Bias), mean squared errors (MSE), standard deviations (SD) and standard errors (SE) are presented. Otherwise, the approximately 95% confidence intervals (CI) of the parameter with coverage rate (CR) are reported, which is constructed based on $\hat{\theta}_n \pm 1.96\text{SE}$ and SE is the square root of diagonal elements of $n^{-1} \sum_{i=1}^n I_{\hat{\theta}_n}^{-1} W_{\hat{\theta}_n} I_{\hat{\theta}_n}^{-1}$. In particular, we compute CI and CR by substituting the true value to the missing part of $\mathbf{X}_{n-1}$ to compare the asymptotic normality influenced by different first-step imputations.

It is worth to show that estimations directly from imputation are much more seriously biased obviously biased in terms of nonignorable missing data, especially for $\hat{\lambda}_n$, our method improves the accuracy of imputation estimation to a certain extent. As the sample size increasing, desired results of SE-FISE and BI-FISE are maintained throughout different response rates as well. On the other hand, we found that regardless of the missing rates SE-FISE generally performs less bias and MSE than BI-FISE under the circumstances of 100 sample size in model 1 and model 2, while BI-FISE works better in model 3, 4. The convergence speed of BI-FISE performs faster as sample size increasing as well. This is mainly because the subgroup imputation for INAR(1) reduces the sampling variability in the data. The imputed values with deterministic imputation cause the inaccurate characterization of the missingness as data varying far away from $EX_n$ (as shown in Figure 1–4), the increasing $n$ deeps this problem in the same way. However, bridge imputation can be problematic contrarily. Therefore, when $\alpha$ and $\lambda$ are specified small, SM-FISE could be considered as an efficient estimation because of saving time for the iterative process. Moreover, the coverage probabilities of 95% confidence intervals is decreasing with the increase of missing rates. Due to different properties of imputations CR of BI-FISE performs a little bit stable and as in direct proportion to $\alpha$ and $\lambda$, it computed around 90%
in model 3, 4 but opposite for SM-FISE. In summary, choosing an appropriate imputation method for the semiparametric estimation in terms of preliminary inference of models will lead a better conclusion.

Figure 1. Scattergram of observations and imputations for INAR(1) with 100 sample size, 85% response rates.

Figure 2. Scattergram of observations and imputations for INAR(1) with 300 sample size, 85% response rates.

Figure 3. Scattergram of observations and imputations for INAR(1) with 100 sample size, 70% response rates.
6. Empirical analysis

In this section, we apply the proposed algorithm to the monthly counts of Criminal mischiefs in the 21 police car beat in Pittsburgh from January 1990 to December 2001, which could be extracted from the website of Forecasting Principles (http://www.forecastingprinciples.com), consisting of 144 monthly observations that the sample path and ACF, PACF plot are presented in Figure 5, Figure 6 and Figure 7, respectively. From ACF and PACF of the criminal data, it is reasonable to show that the analysed data set can be fitted by Poisson INAR(1) processes. The CML estimator is $(0.2335, 4.5205)$ in a complete case, which is specified as a measure of estimations.

We create artificial missing conditions by defining response mechanisms for the sample described above. Specifically, 3 groups of models are used:

(i) (MCAR) $\pi_t = \phi_1$;

(ii) (Log-log) $\pi_t = 1 - \exp(-\exp(\phi_1 + \phi_2 X_t))$;

(iii) (Logistic) $\pi_t = 1/(1 + \exp(\phi_1 + \phi_2 X_t))$.

The missing rates are controlled at about 15% and 30% with different $\phi = (\phi_1, \phi_2)$. For each mechanism, we simulate 50 independent replications and the convergence criteria

**Figure 4.** Scattergram of observations and imputations for INAR(1) with 300 sample size, 70% response rates.

**Figure 5.** Sample path plot of criminal mischiefs in the 21 police car beat in Pittsburgh.
$\epsilon = 0.08$ to improve the efficiency of BI. the Bias, MSE, SD and SE of parameters estimated by algorithms mentioned in section 5 are compared.

Table 5–6 report the differences of indicators between each estimator and $\theta_0$ with different response rates. Under response mechanisms (i), (ii) and (iii), the Bias based on two kinds of imputation estimators are consistently larger than our FISE estimators whenever response rate valued 85% or 70% and SD, SE display the same performance as well. Therefore, this empirical study demonstrates a better effectiveness for our method.

![Figure 6. ACF plot of criminal mischiefs in the 21 police car beat in Pittsburgh.](image)

![Figure 7. PACF plot of criminal mischiefs in the 21 police car beat in Pittsburgh.](image)

7. Numerical experiments for diverse INAR models

In this section, we perform some numerical experiments for some other integer-valued autoregressive processes to verify that first-step imputation semiparametric estimation is universal. Typically, we consider the estimation for stationary integer-valued autoregressive with geometric innovations (INARG(1)) in terms of nonignorable missing data, which
is well-discussed in Jazi [9]. In this paper we pay our attention to the following processes:

\[ X_t = \alpha \circ X_{t-1} + \varepsilon_t, \quad \varepsilon_t \overset{i.i.d.}{\sim} \text{Geometric}(\lambda). \]

We make the numerical simulation with parameters \((\alpha, \lambda) = (0.3, 0.5)\) and \((0.5, 0.5)\) respectively, the initial value \(X_0 \sim \text{Geometric}(\lambda)\). The nonignorable response mechanism for each model is specified as \(\pi_t = 1 - \exp(-\exp(\phi X_t))\), the same indicators are adopted as in section 5 for 500 independent replications with various sample size and response rates as well. As shown in Table 7–8, expected results for first-step imputation semiparametric estimation are performed in the scenarios, where BI-FISE performs best in all scenarios. It concludes that our method will not lose the efficient for other INAR processes.

8. Conclusion

In this article, we introduced an estimation method for which observations are incomplete in Poisson INAR(1) processes. When the response mechanism is nonignorable, the effective semiparametric estimator (3.9) based on a first-step imputation could be obtained. Asymptotic properties, simulation and empirical results have been presented to prove our estimators provide satisfactory performances in general. For different parameters we discuss the division between SM-FISE and BI-IFSE, our method can be seen as an improvement for the directly imputation estimation. It will be suitable for other parameter estimation of stationary integer-valued time series.

There are some more points that we did not pursue in this article. In the nonparametric part, choice of the bandwidth \(h\) in kernel function has not been discussed at length in this paper, some algorithms like cross-validation could be considered to improve estimation effects but this still be a computational challenging problem. On the other hand, if the response mechanism \(\pi_t\) becomes unknown or under a class of candidate specifications \(\{\pi_{ij}, i = 1, 2, ..., I; j = 1, 2, ..., J\}\), propensities of estimation may be challenging. In addition, the identification of parameters in complex time series under nonignorable response mechanisms is also an impeding problem. These remains topics of future research.
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Table 1. Simulation results for the INAR(1)'s parameters with 100 samples, 500 replications for about 85% response rates.

| Model | Para. | Indicator | SM | BI | SM-FISE | BI-FISE |
|-------|-------|-----------|----|----|---------|---------|
|       | \( \hat{\alpha}_n \) | Bias(MSE) | -0.0760(0.0156) | -0.0399(0.0166) | -0.0345(0.0120) | -0.0247(0.0136) |
|       |       | SD(SE)    | 0.0996(0.1061)  | 0.1211(0.0992)  | 0.1048(0.0990)  | 0.1142(0.0983)  |
|       |       | CI(CR)    | [0.0161,0.4320](0.8900) | [0.0656,0.4545](0.8620) | [0.0715,0.4595](0.9240) | [0.0825,0.4680](0.8940) |
| Model 1. | \( \phi_1 = (0,0.6) \) |           |    |    |         |         |
|       | \( \hat{\lambda}_n \) | Bias(MSE) | 0.2493(0.1120)  | 0.1735(0.0817)  | 0.0153(0.0420)  | 0.0236(0.0472)  |
|       |       | SD(SE)    | 0.2269(0.1926)  | 0.2315(0.1809)  | 0.2034(0.1685)  | 0.2422(0.1683)  |
|       |       | CI(CR)    | [0.8719,1.6267](0.7520) | [0.8190,1.5280](0.8000) | [0.6850,1.3455](0.9080) | [0.6937,1.3536](0.8980) |
|       | \( \hat{\alpha}_n \) | Bias(MSE) | -0.0722(0.0148)  | -0.0466(0.0168)  | 0.0148(0.0132)  | -0.0146(0.0142)  |
|       |       | SD(SE)    | 0.0964(0.1074)  | 0.1193(0.1009)  | 0.1095(0.0957)  | 0.1148(0.0979)  |
|       |       | CI(CR)    | [0.0173,0.4382](0.9120) | [0.0577,0.4531](0.8620) | [0.0977,0.4727](0.8820) | [0.0936,0.4772](0.8700) |
| Model 2. | \( \phi_2 = (-0.5,0.5) \) |           |    |    |         |         |
|       | \( \hat{\lambda}_n \) | Bias(MSE) | 0.4206(0.2845)  | 0.3161(0.2745)  | 0.0144(0.1453)  | 0.0300(0.1634)  |
|       |       | SD(SE)    | 0.3319(0.3594)  | 0.4213(0.3343)  | 0.3693(0.3041)  | 0.4178(0.3084)  |
|       |       | CI(CR)    | [1.7162,3.1250](0.8280) | [1.6608,2.9713](0.8020) | [1.4183,2.6105](0.8980) | [1.4256,2.6344](0.8580) |
|       | \( \hat{\alpha}_n \) | Bias(MSE) | -0.1202(0.0230)  | -0.0323(0.0108)  | -0.0585(0.0099)  | -0.0173(0.0060)  |
|       |       | SD(SE)    | 0.0944(0.0900)  | 0.0971(0.0842)  | 0.0777(0.0771)  | 0.0733(0.0705)  |
|       |       | CI(CR)    | [0.3035,0.6561](0.7440) | [0.4207,0.7328](0.8800) | [0.3905,0.6929](0.9080) | [0.4446,0.7209](0.9280) |
| Model 3. | \( \phi_3 = (0.2,0.2) \) |           |    |    |         |         |
|       | \( \hat{\lambda}_n \) | Bias(MSE) | 0.3620(0.2091)  | 0.1055(0.0888)  | 0.0585(0.0428)  | 0.0052(0.0386)  |
|       |       | SD(SE)    | 0.2642(0.2477)  | 0.2672(0.2251)  | 0.1915(0.1999)  | 0.1965(0.1843)  |
|       |       | CI(CR)    | [0.8766,1.8474](0.7080) | [0.6643,1.5468](0.8820) | [0.6666,1.4504](0.9540) | [0.6440,1.3664](0.9220) |
|       | \( \hat{\alpha}_n \) | Bias(MSE) | -0.1300(0.0250)  | -0.0467(0.0133)  | -0.0642(0.0099)  | -0.0236(0.0076)  |
|       |       | SD(SE)    | 0.0919(0.0910)  | 0.1043(0.0843)  | 0.0747(0.0903)  | 0.0835(0.0788)  |
|       |       | CI(CR)    | [0.2917,0.6484](0.7340) | [0.3880,0.7186](0.8560) | [0.3588,0.7128](0.9380) | [0.4221,0.7308](0.8940) |
| Model 4. | \( \phi_4 = (-0.27,0.2) \) |           |    |    |         |         |
|       | \( \hat{\lambda}_n \) | Bias(MSE) | 0.7684(0.8402)  | 0.2865(0.3738)  | 0.1601(0.1696)  | 0.0397(0.1525)  |
|       |       | SD(SE)    | 0.5182(0.4863)  | 0.5290(0.4383)  | 0.3711(0.4599)  | 0.3783(0.4072)  |
|       |       | CI(CR)    | [1.8151,3.7216](0.6740) | [1.4272,3.1457](0.8780) | [1.2587,3.0615](0.9680) | [1.2416,2.8378](0.9080) |
Table 2. Simulation results for the INAR(1)’s parameters with 300 samples, 500 replications for about 85% response rates.

| Model | Para. | Indicator | SM | BI | SM-FISE | BI-FISE |
|-------|-------|-----------|----|----|---------|---------|
| Model 1. | $\alpha_n$ | Bias(MSE) | -0.0679(0.0081) | -0.0211(0.0053) | -0.0257(0.0046) | -0.0092(0.0043) |
| $\phi_1 = (0, 0.6)$ | CI(CR) | [0.1071, 0.3570](0.8140) | [0.1650, 0.3943](0.8820) | [0.1650, 0.3836](0.8900) | [0.1825, 0.3991](0.8960) |
| | SD(SE) | 0.0584(0.0638) | 0.0701(0.0589) | 0.0628(0.0558) | 0.0659(0.0553) |
| | Bias(MSE) | 0.2521(0.0826) | 0.1319(0.0336) | -0.0041(0.0124) | -0.0127(0.0116) |
| | CI(CR) | [0.1650, 0.3836](0.8900) | [0.1825, 0.3991](0.8960) | [0.1851, 0.3964](0.8500) |
| | SD(SE) | 0.1407(0.1147) | 0.1261(0.0933) | 0.1161(0.0933) | 0.1073(0.0929) |
| Model 2. | $\lambda_n$ | Bias(MSE) | 0.3530(0.1573) | 0.2758(0.1424) | -0.0218(0.0377) | 0.0122(0.0547) |
| $\phi_2 = (-0.5, 0.5)$ | CI(CR) | [0.1165, 0.3670](0.8820) | [0.1519, 0.3834](0.8380) | [0.1887, 0.3984](0.8860) | [0.1851, 0.3964](0.8500) |
| | SD(SE) | 0.1765(0.2103) | 0.2356(0.1950) | 0.1928(0.1675) | 0.2225(0.1704) |
| | Bias(MSE) | 0.3287(0.1380) | 0.0651(0.0302) | 0.0452(0.0138) | -0.0086(0.0117) |
| | CI(CR) | [0.1893, 0.2658](0.6600) | [0.8074, 1.3228](0.8720) | [0.8293, 1.2611](0.9580) |
| | SD(SE) | 0.1830(0.1461) | 0.1592(0.1312) | 0.1132(0.1101) | 0.1047(0.1011) |
| | Bias(MSE) | 0.2698(0.0718) | 0.1319(0.0336) | -0.0041(0.0124) | -0.0127(0.0116) |
| | CI(CR) | [0.1650, 0.3836](0.8900) | [0.1825, 0.3991](0.8960) | [0.1851, 0.3964](0.8500) |
| | SD(SE) | 0.1697(0.1213) | 0.1261(0.0933) | 0.1161(0.0933) | 0.1073(0.0929) |
| Model 3. | $\alpha_n$ | Bias(MSE) | -0.1016(0.0133) | -0.0160(0.0037) | -0.0523(0.0045) | -0.0101(0.0020) |
| $\phi_3 = (0.2, 0.2)$ | CI(CR) | [0.3944, 0.6024](0.5440) | [0.4870, 0.6810](0.8900) | [0.4629, 0.6325](0.8380) | [0.5142, 0.6657](0.9180) |
| | SD(SE) | 0.0570(0.0530) | 0.0584(0.0495) | 0.0454(0.0433) | 0.0408(0.0386) |
| | Bias(MSE) | 0.3287(0.1380) | 0.0651(0.0302) | 0.0452(0.0138) | -0.0086(0.0117) |
| | CI(CR) | [0.1893, 0.2658](0.6600) | [0.8074, 1.3228](0.8720) | [0.8293, 1.2611](0.9580) | [0.7931, 1.1896](0.9040) |
| | SD(SE) | 0.1830(0.1461) | 0.1592(0.1312) | 0.1132(0.1101) | 0.1047(0.1011) |
| Model 4. | $\lambda_n$ | Bias(MSE) | 0.6142(0.4613) | 0.1679(0.1255) | 0.1033(0.0512) | -0.0065(0.0477) |
| $\phi_4 = (-0.27, 0.2)$ | CI(CR) | [0.3967, 0.6030](0.5420) | [0.4818, 0.6736](0.8960) | [0.4634, 0.6340](0.8260) | [0.5154, 0.6638](0.9140) |
| | SD(SE) | 0.2698(0.2818) | 0.3067(0.2537) | 0.1936(0.2152) | 0.2131(0.1929) |
| | Bias(MSE) | 0.6142(0.4613) | 0.1679(0.1255) | 0.1033(0.0512) | -0.0065(0.0477) |
| | CI(CR) | [0.3967, 0.6030](0.5420) | [0.4818, 0.6736](0.8960) | [0.4634, 0.6340](0.8260) | [0.5154, 0.6638](0.9140) |
Table 3. Simulation results for the INAR(1)'s parameters with 100 samples, 500 replications for about 70% response rates.

| Model | Para. Indicator | SM | BI | SM-FISE | BI-FISE |
|-------|-----------------|----|----|---------|---------|
|       | Bias(MSE)       |    |    |         |         |
| Model 1. | \(\hat{\alpha}_n\) | -0.1134(0.0237) | -0.0306(0.0237) | -0.0422(0.0167) | -0.0240(0.0220) |
| \(\phi_1 = (-0.1, 0.2)\) | CI(CR) | [-0.0369,0.4101](0.8380) | [0.0757,0.4631](0.7700) | [0.0540,0.4651](0.8680) | [0.0579,0.4941](0.8140) |
|       | SD(SE)          | 0.0958(0.1140) | 0.1530(0.0988) | 0.1225(0.1058) | 0.1486(0.1113) |
|       | CI(CR)          | [0.8783,1.6655](0.6880) | [0.7917,1.4854](0.7800) | [0.6615,1.4105](0.8420) | [0.6673,1.4623](0.8060) |
|       | \(\hat{\phi}_1 = (-0.1, 0.2)\) | 0.2719(0.1379) | 0.1386(0.0887) | 0.0360(0.0708) | 0.0648(0.0945) |
|       | SD(SE)          | 0.2440(0.2008) | 0.2687(0.1770) | 0.2365(0.1911) | 0.3008(0.2028) |
|       | CI(CR)          | [0.8783,1.6655](0.6880) | [0.7917,1.4854](0.7800) | [0.6615,1.4105](0.8420) | [0.6673,1.4623](0.8060) |
| Model 2. | \(\hat{\alpha}_n\) | -0.0978(0.0199) | -0.0308(0.0255) | -0.0057(0.0213) | -0.0284(0.0232) |
| \(\phi_2 = (-0.4, 0.2)\) | CI(CR) | [-0.0185,0.4229](0.7860) | [0.0794,0.4590](0.7460) | [0.0891,0.4996](0.8140) | [0.0630,0.4803](0.7760) |
|       | SD(SE)          | 0.0975(0.1216) | 0.1593(0.0968) | 0.1399(0.1047) | 0.1490(0.1065) |
|       | CI(CR)          | [1.7448,3.2074](0.8060) | [1.6461,2.9134](0.6880) | [1.3930,2.7408](0.8420) | [1.4288,2.8386](0.8140) |
|       | \(\hat{\phi}_2 = (-0.4, 0.2)\) | 0.4761(0.3564) | 0.2798(0.3618) | 0.0669(0.3023) | 0.1337(0.3122) |
|       | SD(SE)          | 0.3535(0.3731) | 0.5557(0.3233) | 0.5056(0.3438) | 0.5339(0.3596) |
|       | CI(CR)          | [1.7448,3.2074](0.8060) | [1.6461,2.9134](0.6880) | [1.3930,2.7408](0.8420) | [1.4288,2.8386](0.8140) |
| Model 3. | \(\hat{\alpha}_n\) | -0.1930(0.0488) | -0.0506(0.0188) | -0.0919(0.0185) | -0.0328(0.0123) |
| \(\phi_3 = (-0.3, 0.2)\) | CI(CR) | [0.2103,0.6038](0.5440) | [0.3817,0.7201](0.8300) | [0.3186,0.6975](0.8800) | [0.4015,0.7329](0.8980) |
|       | SD(SE)          | 0.1113(0.1004) | 0.1234(0.0863) | 0.0954(0.0697) | 0.1055(0.0845) |
|       | CI(CR)          | [1.0598,2.1860](0.4220) | [0.7188,1.6339](0.8220) | [0.6134,1.6037](0.9440) | [0.5937,1.4827](0.8760) |
|       | \(\hat{\phi}_3 = (-0.3, 0.2)\) | 0.6229(0.4991) | 0.1764(0.1552) | 0.1086(0.0740) | 0.0328(0.0762) |
|       | SD(SE)          | 0.3264(0.2873) | 0.3433(0.2334) | 0.2453(0.2526) | 0.2655(0.2268) |
|       | CI(CR)          | [1.0598,2.1860](0.4220) | [0.7188,1.6339](0.8220) | [0.6134,1.6037](0.9440) | [0.5937,1.4827](0.8760) |
| Model 4. | \(\hat{\alpha}_n\) | -0.1989(0.0508) | -0.0604(0.0196) | -0.0770(0.0153) | -0.0436(0.0116) |
| \(\phi_4 = (-0.3, 0.1)\) | CI(CR) | [0.2067,0.5955](0.5000) | [0.3775,0.7071](0.8000) | [0.3015,0.7440](0.9280) | [0.3538,0.7590](0.9260) |
|       | SD(SE)          | 0.1078(0.0992) | 0.1233(0.0827) | 0.0926(0.1130) | 0.0963(0.1034) |
|       | CI(CR)          | [2.0857,4.1675](0.4480) | [1.5245,3.1971](0.7920) | [1.1145,3.4070](0.9500) | [1.0923,3.2351](0.9260) |
Table 4. Simulation results for the INAR(1)'s parameters with 300 samples, 500 replications for about 70% response rates.

| Model  | Para. | Indicator | SM          | BI          | SM-FISE | BI-FISE |
|--------|-------|-----------|-------------|-------------|---------|---------|
|        | $\hat{\alpha}_n$ | Bias(MSE) | -0.0964(0.0132) | -0.0154(0.0086) | -0.0289(0.0064) | -0.0159(0.0074) |
|        |       | SD(SE) | 0.0653(0.0670) | 0.0894(0.0575) | 0.0740(0.0622) | 0.0837(0.0625) |
|        |       | CI(CR) | [0.0723,0.3349](0.7000) | [0.1718,0.3973](0.7840) | [0.1491,0.3933](0.8660) | [0.1616,0.4065](0.8440) |
|        | $\phi_1 = (-0.1,0.2)$ | $\hat{\lambda}_n$ | Bias(MSE) | 0.2936(0.1238) | 0.1102(0.0360) | 0.0277(0.0244) | 0.0290(0.0227) |
|        |       | SD(SE) | 0.1860(0.1201) | 0.1494(0.1018) | 0.1603(0.1098) | 0.1557(0.1097) |
|        |       | CI(CR) | [1.0582,1.5289](0.3220) | [0.9106,1.3008](0.7040) | [0.8124,1.2429](0.8680) | [0.8142,1.2439](0.8140) |
|        | $\hat{\alpha}_n$ | Bias(MSE) | -0.0847(0.0112) | -0.0079(0.0076) | 0.0070(0.0076) | -0.039(0.0074) |
|        |       | SD(SE) | 0.0619(0.0673) | 0.0820(0.0572) | 0.0861(0.0617) | 0.0841(0.0607) |
|        |       | CI(CR) | [0.0835,0.3471](0.7660) | [0.1801,0.4042](0.7880) | [0.1861,0.4279](0.8420) | [0.1772,0.4150](0.8140) |
|        | $\phi_2 = (-0.4,0.2)$ | $\hat{\lambda}_n$ | Bias(MSE) | 0.4308(0.2274) | 0.1930(0.1188) | 0.0535(0.1121) | 0.0417(0.0839) |
|        |       | SD(SE) | 0.2017(0.2205) | 0.2606(0.1885) | 0.3278(0.2000) | 0.2685(0.1971) |
|        |       | CI(CR) | [1.9987,2.8630](0.5200) | [1.8236,2.5624](0.7000) | [1.6615,2.4455](0.7960) | [1.6553,2.4281](0.8140) |
|        | $\hat{\alpha}_n$ | Bias(MSE) | -0.1804(0.0367) | -0.0260(0.0056) | -0.0861(0.0105) | -0.0169(0.0032) |
|        |       | SD(SE) | 0.0648(0.0593) | 0.0667(0.0510) | 0.0536(0.0529) | 0.0517(0.0440) |
|        |       | CI(CR) | [0.3033,0.5359](0.1560) | [0.4740,0.6740](0.8400) | [0.4102,0.6176](0.6780) | [0.4968,0.6694](0.8980) |
|        | $\phi_3 = (-0.3,0.2)$ | $\hat{\lambda}_n$ | Bias(MSE) | 0.6041(0.1421) | 0.1209(0.0534) | 0.0853(0.0257) | 0.0094(0.0200) |
|        |       | SD(SE) | 0.2189(0.1587) | 0.1876(0.1375) | 0.1362(0.1328) | 0.1366(0.1155) |
|        |       | CI(CR) | [1.2734,1.9348](0.0940) | [0.8513,1.3905](0.7680) | [0.8249,1.3457](0.9340) | [0.7831,1.2357](0.8820) |
|        | $\hat{\alpha}_n$ | Bias(MSE) | -0.1710(0.0329) | -0.0228(0.0058) | -0.0699(0.0078) | -0.0161(0.0028) |
|        |       | SD(SE) | 0.0595(0.0579) | 0.0646(0.0496) | 0.0525(0.0521) | 0.0476(0.0433) |
|        |       | CI(CR) | [0.3156,0.5424](0.1660) | [0.4799,0.6744](0.8360) | [0.4280,0.6322](0.7860) | [0.4989,0.6880](0.9140) |
|        | $\phi_4 = (-0.3,0.1)$ | $\hat{\lambda}_n$ | Bias(MSE) | 0.9697(1.0593) | 0.1718(0.1613) | 0.2193(0.1139) | 0.0465(0.0673) |
|        |       | SD(SE) | 0.3447(0.3069) | 0.3326(0.2585) | 0.2598(0.2615) | 0.2325(0.2250) |
|        |       | CI(CR) | [2.3631,3.5713](0.1220) | [1.6651,2.6786](0.8080) | [1.7066,2.7319](0.9160) | [1.6054,2.4876](0.9240) |
Table 5. Estimated indicators differences between each estimator and $\theta$ for real data with response rate=85%.

| Method  | Estimator | $\phi = 0.85$ | $\phi = (-0.3, 0.2)$ | $\phi = (0.4, -0.5)$ |
|---------|-----------|---------------|----------------------|----------------------|
|         |           | Bias | MSE | SD   | SE   | Bias | MSE | SD   | SE   | Bias | MSE | SD   | SE   |
| SM      | $\hat{\alpha}_n$ | -0.0314 | 0.0022 | 0.0339 | 0.0993 | -0.0163 | 0.0008 | 0.0224 | 0.0586 | -0.0137 | 0.0010 | 0.0285 | 0.0585 |
|         | $\hat{\lambda}_n$ | 0.1766 | 0.0700 | 0.1834 | 0.5880 | -0.4729 | 0.2649 | 0.2035 | 0.4318 | 0.4696 | 0.2664 | 0.2285 | 0.4318 |
| BI      | $\hat{\alpha}_n$ | 0.0203 | 0.0022 | 0.0394 | 0.0910 | 0.0222 | 0.0018 | 0.0355 | 0.0569 | 0.0174 | 0.0012 | 0.0233 | 0.0571 |
|         | $\hat{\lambda}_n$ | -0.1217 | 0.0747 | 0.2344 | 0.5382 | 0.2039 | 0.0938 | 0.2032 | 0.4137 | 0.2350 | 0.0996 | 0.1574 | 0.4159 |
| SM-FISE | $\hat{\alpha}_n$ | -0.0097 | 0.0012 | 0.0315 | 0.0600 | -0.0231 | 0.0012 | 0.0259 | 0.0581 | -0.0166 | 0.0009 | 0.0237 | 0.0581 |
|         | $\hat{\lambda}_n$ | 0.0665 | 0.0420 | 0.1928 | 0.4287 | 0.0771 | 0.0349 | 0.1533 | 0.4097 | 0.0918 | 0.0487 | 0.2282 | 0.4155 |
| BI-FISE | $\hat{\alpha}_n$ | 0.0096 | 0.0015 | 0.0394 | 0.0595 | -0.0096 | 0.0007 | 0.0237 | 0.0583 | -0.0035 | 0.0008 | 0.0236 | 0.0582 |
|         | $\hat{\lambda}_n$ | -0.0650 | 0.0537 | 0.2234 | 0.4128 | -0.0120 | 0.0380 | 0.2047 | 0.4058 | 0.1009 | 0.0526 | 0.1937 | 0.4170 |

Table 6. Estimated indicators differences between each estimator and $\theta$ for real data with response rate=70%.

| Method  | Estimator | $\phi = 0.7$ | $\phi = (-0.88, 0.2)$ | $\phi = (-0.3, -0.1)$ |
|---------|-----------|---------------|----------------------|----------------------|
|         |           | Bias | MSE | SD   | SE   | Bias | MSE | SD   | SE   | Bias | MSE | SD   | SE   |
| SM      | $\hat{\alpha}_n$ | -0.0587 | 0.0061 | 0.0463 | 0.0573 | -0.0278 | 0.0017 | 0.0311 | 0.0603 | -0.0317 | 0.2033 | 0.0425 | 0.0581 |
|         | $\hat{\lambda}_n$ | 0.3434 | 0.1776 | 0.2304 | 0.4117 | 0.9392 | 0.9414 | 0.2398 | 0.4686 | 0.4258 | 0.2803 | 0.2699 | 0.4243 |
| BI      | $\hat{\alpha}_n$ | 0.0540 | 0.0058 | 0.0552 | 0.0539 | 0.0476 | 0.0046 | 0.0540 | 0.0564 | 0.0727 | 0.0086 | 0.0470 | 0.0540 |
|         | $\hat{\lambda}_n$ | -0.3448 | 0.2466 | 0.3595 | 0.3705 | 0.2999 | 0.2074 | 0.3976 | 0.4234 | -0.1836 | 0.1707 | 0.2939 | 0.3851 |
| SM-FISE | $\hat{\alpha}_n$ | -0.0455 | 0.0049 | 0.0462 | 0.0637 | -0.0458 | 0.0032 | 0.0341 | 0.0604 | -0.0315 | 0.0039 | 0.0433 | 0.0630 |
|         | $\hat{\lambda}_n$ | 0.2583 | 0.1713 | 0.2640 | 0.4712 | 0.1150 | 0.1292 | 0.3198 | 0.4299 | 0.1265 | 0.2744 | 0.4259 | 0.4612 |
| BI-FISE | $\hat{\alpha}_n$ | 0.0246 | 0.0030 | 0.0471 | 0.0634 | -0.0033 | 0.0017 | 0.0456 | 0.0605 | 0.0279 | 0.0047 | 0.0489 | 0.0616 |
|         | $\hat{\lambda}_n$ | -0.1675 | 0.1410 | 0.3337 | 0.4553 | -0.0464 | 0.1522 | 0.3842 | 0.4262 | -0.0748 | 0.2295 | 0.4338 | 0.4664 |
Table 7. Simulation results for parameters of INARG(1) with 85% response rates, 500 replications.

| Size | Model | Para. | Indicator | SM | BI | SM-FISE | BI-FISE |
|------|-------|-------|-----------|----|----|---------|---------|
| n=100 | \(\hat{\alpha}_n\) | Bias(MSE) | -0.0766(0.0164) | -0.0462(0.0168) | -0.0410(0.0080) | -0.0250(0.0082) |
|      |      | SD(SE)  | 0.1025(0.0736) | 0.1224(0.0729) | 0.0789(0.0716)  | 0.0839(0.0709)  |
|      |      | CI(CR)  | (0.0791,0.3676)(0.6940) | (0.1110,0.3966)(0.7280) | (0.1187,0.3993)(0.8660) | (0.1361,0.4139)(0.8620) |
|      | \(\hat{\lambda}_n\) | Bias(MSE) | -0.0604(0.0060) | -0.0424(0.0046) | 0.0041(0.0021)  | 0.0005(0.0021)  |
|      |      | SD(SE)  | 0.0485(0.0133) | 0.0529(0.0158) | 0.0453(0.0421)  | 0.0441(0.0419)  |
|      |      | CI(CR)  | (0.4134,0.4657)(0.2020) | (0.4266,0.4885)(0.3580) | (0.4125,0.5866)(0.9280) | (0.4245,0.5886)(0.9240) |
| n=300 | \(\hat{\alpha}_n\) | Bias(MSE) | -0.0675(0.0086) | -0.0262(0.0063) | -0.0369(0.0033) | -0.0143(0.0026) |
|      |      | SD(SE)  | 0.0643(0.0433) | 0.0732(0.0433) | 0.0439(0.0420)  | 0.0474(0.0417)  |
|      |      | CI(CR)  | (0.1476,0.3174)(0.5760) | (0.1890,0.3586)(0.7080) | (0.1807,0.3454)(0.8580) | (0.2039,0.3674)(0.8840) |
|      | \(\hat{\lambda}_n\) | Bias(MSE) | -0.0654(0.0067) | -0.0313(0.0046) | 0.0004(0.0020)  | 0.0090(0.0023)  |
|      |      | SD(SE)  | 0.0499(0.0117) | 0.0593(0.0149) | 0.0448(0.0442)  | 0.0463(0.0435)  |
|      |      | CI(CR)  | (0.4116,0.4576)(0.2060) | (0.4395,0.4979)(0.3420) | (0.4137,0.5871)(0.9360) | (0.4237,0.5943)(0.9220) |
|      | \(\phi_1 = 0.85\) | Bias(MSE) | -0.0696(0.0083) | -0.0265(0.0051) | -0.0479(0.0037) | -0.0152(0.0015) |
|      |      | SD(SE)  | 0.0600(0.0368) | 0.0689(0.0370) | 0.0348(0.0376)  | 0.0353(0.0358)  |
|      |      | CI(CR)  | (0.4227,0.4526)(0.0960) | (0.4405,0.4766)(0.1980) | (0.4552,0.5519)(0.9320) | (0.4563,0.5524)(0.9360) |
|      | \(\phi_3 = 0.47\) | Bias(MSE) | -0.0563(0.0042) | -0.0299(0.0024) | 0.0007(0.0007)  | 0.0085(0.0008)  |
|      |      | SD(SE)  | 0.0318(0.0071) | 0.0392(0.0086) | 0.0259(0.0258)  | 0.0264(0.0254)  |
|      |      | CI(CR)  | (0.4297,0.4576)(0.0960) | (0.4531,0.4870)(0.2780) | (0.4502,0.5512)(0.9480) | (0.4586,0.5583)(0.9380) |
Table 8. Simulation results for parameters of INARG(1) with 70% response rates, 500 replications.

| Size | Model | Para. | Indicator | SM | BI | SM-FISE | BI-FISE |
|------|-------|-------|-----------|----|----|---------|---------|
|      | $\hat{\alpha}_n$ | Bias(MSE) | -0.0985(0.0216) | -0.0392(0.0287) | -0.0336(0.0089) | -0.0211(0.0117) |
|      |       | SD(SE) | 0.1102(0.0770) | 0.1644(0.0736) | 0.0867(0.0834) | 0.1040(0.0790) |
|      |       | CI(CR) | [0.0492,0.3529](0.6660) | [0.1165,0.4051](0.5780) | [0.1029,0.4299](0.8880) | [0.1240,0.4338](0.8180) |
|      | $\phi_1 = 0.14$ | $\hat{\lambda}_n$ | Bias(MSE) | -0.0517(0.0063) | -0.0275(0.0061) | 0.0005(0.0025) | 0.0030(0.0030) |
|      |       | SD(SE) | 0.0594(0.0135) | 0.0719(0.0179) | 0.0502(0.0465) | 0.0548(0.0456) |
|      |       | CI(CR) | [0.4220,0.4747](0.2720) | [0.4375,0.5075](0.3400) | [0.4093,0.5918](0.9100) | [0.4135,0.5924](0.8700) |
| $n=100$ | $\phi_1 = 0.04$ | $\hat{\alpha}_n$ | Bias(MSE) | -0.1528(0.0035) | -0.0576(0.0061) | -0.0085(0.0025) | -0.0026(0.0008) |
|      |       | SD(SE) | 0.0531(0.0104) | 0.0787(0.0159) | 0.0489(0.0471) | 0.0547(0.0469) |
|      |       | CI(CR) | [0.4046,0.4453](0.1300) | [0.4438,0.5062](0.2820) | [0.3992,0.5838](0.9200) | [0.4110,0.5947](0.9200) |
|      | $\phi_1 = 0.14$ | $\hat{\lambda}_n$ | Bias(MSE) | -0.0517(0.0063) | -0.0275(0.0061) | 0.0005(0.0025) | 0.0030(0.0030) |
|      |       | SD(SE) | 0.0594(0.0135) | 0.0719(0.0179) | 0.0502(0.0465) | 0.0548(0.0456) |
|      |       | CI(CR) | [0.4220,0.4747](0.2720) | [0.4375,0.5075](0.3400) | [0.4093,0.5918](0.9100) | [0.4135,0.5924](0.8700) |
|      | $\phi_3 = 0.1$ | $\hat{\alpha}_n$ | Bias(MSE) | -0.1528(0.0035) | -0.0576(0.0061) | -0.0085(0.0025) | -0.0026(0.0008) |
|      |       | SD(SE) | 0.0531(0.0104) | 0.0787(0.0159) | 0.0489(0.0471) | 0.0547(0.0469) |
|      |       | CI(CR) | [0.4046,0.4453](0.1300) | [0.4438,0.5062](0.2820) | [0.3992,0.5838](0.9200) | [0.4110,0.5947](0.9200) |
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