Towards an Automatic System for Extracting Planar Orientations from Software Generated Point Clouds
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Abstract

In geology, a key activity is the characterisation of geological structures (surface formation topology and rock units) using Planar Orientation measurements such as Strike, Dip and Dip Direction. In general these measurements are collected manually using basic equipment; usually a compass/clinometer and a backboard, recorded on a map by hand. Various computing techniques and technologies, such as Lidar, have been utilised in order to automate this process and update the collection paradigm for these types of measurements. Techniques such as Structure from Motion (SfM) reconstruct of scenes and objects by generating a point cloud from input images, with detailed reconstruction possible on the decimetre scale. SfM-type techniques provide advantages in areas of cost and usability in more varied environmental conditions, while sacrificing the extreme levels of data fidelity. Here is presented a methodology of data acquisition and a Machine Learning-based software system: GeoStructure, developed to automate the measurement of orientation measurements. Rather than deriving measurements using a method applied to the input images, such as the Hough Transform, this method takes measurements directly from the reconstructed point cloud surfaces. Point cloud noise is mitigated using a Mahalanobis distance implementation. Significant structure is characterised using a k-nearest neighbour region growing algorithm, and final surface orientations are quantified using the plane, and normal direction cosines.

1 Introduction

Characterisation of surface geological structures using orientation measurements is a fundamental part of the geologists’ tool set [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. There are two main classes of “structure” in geology: planar and linear. Planar structures include things like bedding planes and fault surfaces, while linear structure consist mainly of lineations [1]. Surface and underlying structure is inferred by measuring Planar formations using Strike, Dip and Dip Direction. Hypotheses are constructed based on the relationships between characterised areas.

The traditionally manual collection of these measurements makes heavy demands of the collector in time, expense, precluding spontaneity in field work, and, coverage is limited to areas that can be physically reached. In general these measurements are collected using basic equipment; usually a compass/clinometer and a backboard and hand recorded. Factor in that these structures are themselves often many, many times larger than the data collector, and it becomes apparent how these considerations dramatically impact the level of data acquisition possible on each target site.

With Planar Orientation measurements being one of primary tools in the characterisation of surface features, much work has been done with the aim of augmenting these processes to reduce time, resources, safety hazards and increase coverage in collection [2, 14, 3, 15, 16, 5, 4, 17, 18, 9].

The aim of this work is to demonstrate a system that can provide an accurate, automated characterisation of PO measurements. The idea is to measure the data structure directly, instead of inferring the 3D dimensions from sample images. This process requires numerical techniques that must necessarily make large [mathematical] assumptions about the geometry being examined [5, 4], before providing measurement estimations. In order utilise the MVG in this way, a specific data collection strategy is developed and integrated into the process, so that fidelity of the software generated point cloud can be maximised, and, highest accuracy of the extracted PO obtained. This stage uses pre-existing software and tools to collect the sample data, generate the point cloud and perform pre-processing.

The final stage of the process involves the development of ML software, GeoStructure, to remove any remaining outliers and process the point cloud into surfaces using a nearest-neighbour region growing technique. Once categorised into macro regions, PO measures are extracted and compared to pre-acquired ground truth measurements, using a dimensionless accuracy metric. Further work is done, regarding improving visualisation, to attempt to optimise convenience for the non-technical user.

2 Related Work

Although this is one of the most basic activities a geologist performs in the field, when broken down, the collection of these measurements is a complex process. Therefore, to create a system for automatic extraction of PO’s requires the amalgamation of concepts from several areas. Many of the current approaches to this problem consist of image analysis techniques utilising various types of transformations, such as the Hough Transform, to infer 3D characteristics [4, 5, 19, 16, 20, 21, 22, 23] but the aim of this work is to measure the point cloud directly, as the collector would measure the rock with their instrument.

2.1 Automating Orientation Extraction

Work by Gigli et al. [24] in this area, resulted in an integrated software to semi-automatically analyse and derive orientation measurements from the Lidar point clouds of geological forma-
tions. This was achieved using voxelisation to evaluate the point space and POs were derived using a direction cosine methodology similar in implementation to Feng et al. [3].

2.2 Structure from Motion and Integration with Geology
SfM extracts structure from sequences of images and is a subset of the Multi-View Geometry (MVG) paradigm, similar to 3D reconstruction from stereo vision. Westoby et al. [25] showed the effectiveness of SfM Digital Elevation Models (DEMs) across a variety of topographic types, demonstrating that SfM DEMs are accurate to the decimetre. This is echoed work by other researchers [26, 27, 28].

2.3 SfM Data Acquisition: Exploring Camera Paths
Various studies in the field have considered what configuration of camera views are optimal and how factors impacting the views, influence the final reconstruction. DallAsta et al. [29] used a Monte Carlo based protocol to test the differences between sampling using a straight line through a scene, or a circular path with all views converging on the same area. They also considered other factors, such as the use of ground control points, autofocus and camera calibration. James et al. [30] suggest that relying on automatic camera calibration can lead to systematic residual errors in the final reconstruction but also develop methodologies to mitigate these effects. Of particular interest to this work are the effect of camera path, and factors generating radial distortion effects [29, 31, 28, 16].

2.3.1 Mitigating Radial Distortion
James et al. [30] specifically reference that radial distortion occurs as a result of a combination of near-parallel imaging directions and poor correction of radial lens distortion. This is referred to as "doming" because it generates a parabolic-type distortion in the reconstructed surfaces. To mitigate this, the inclusion of differing angles of the object/scene as well as oblique images are shown to be effective [29, 31, 28, 16]. This highlights the importance of "flight plan" when acquiring data for a reconstructive process such as ours, and was implemented here.

2.4 Region Growing
The work of Rabbani [32] into point cloud processing and segmentation, demonstrated a framework for a fully automatic solution for this process. This work utilised a combination of a k Nearest Neighbour Region Growing algorithm, combined with a surface normal calculation incorporating a smoothness constraint.

2.5 Filtering Noise and Erroneous Points
Noise is a major concern when dealing with software generated point clouds. Erroneous points are an artifact of the mathematical processes used to generate the reconstruction from views. There are a number of ways to mitigate such artifacts. Xi [33] used a non-parametric method incorporating an anisotropic kernel density estimation for outlier removal, along with a hill climbing line search for accurate approximation of the real surface boundary. In contrast, Brophy [34] uses a Mahalanobis distance algorithm to remove outlier and noise points from a preprocessed point cloud while maintaining high fidelity with the original structure.

Figure 1: Overall work flow of the proposed system.

Figure 2: Outline of functions handled explicitly by the GeoStructure.m pipeline.

Figure 3: The factors $\beta$ and $\gamma$ describe the magnitude of direction of the point, $h$, from the origin, $o$, in the $(u, v)$ coordinate system or region space.
3 GeoStructure Software Toolchain Overview

The GeoStructure Software Toolchain encompasses the whole process from data acquisition to Planar Orientation extraction. The Software Toolchain has three stages: Data Preprocessing, Data Processing and Data Output/Orientation Measurement. The approach is summarised below:

- Utilise a high sample rate strategy (video)
- Convert video to image frames (25fps)
- Process images to produce sparse point cloud
- Process sparse point cloud to produce dense point cloud
- Process dense point cloud to produce highly defined surface (as [24])
- Develop algorithm extract Planar Orientation measurements of major surfaces
  - Process noise and outlier points
  - Apply a voxelisation method on the point cloud data
  - Define large scale regions for measurement
  - Find optimum perimeter for each region

The Toolchain flow is illustrated by Fig 1. The following section briefly describes each component.

3.1 Stage 0: Data Acquisition

We contend that we can increase the number of images in the sample set and produce a reconstruction of fidelity high enough, to measure the reconstructed surfaces to scientifically valid standard directly, rather than having to utilise any kind of transformative inference (such as the Hough Transform) to obtain 3D measurements from a 2D source [20, 35, 5, 36, 37, 23, 4, 32, 16, 38, 39].

Utilising video as the capture method [40], allows for reasonably simple acquisition strategy, while ensuring a dense spread of views and angles. Another reason we obtain a dense spread of views is because previous studies have shown that good SfM reconstructions generally come from images overlapping by approximately 50-60%, with high value placed on oblique and converging images [31, 28, 30]. In this case, splitting the video frames, as well as the camera path, ensures the image overlap and obliquity are present in the image set. This path is shown in Fig 7, which illustrates how the bundle adjustment process also reconstructs the positions of the views used in the reconstruction, with the high density of view samples shown.

3.2 Stage 1: Preprocessing

An image-based SfM software (VisualSfM [41, 42]) was used and a small program (contained within GeoStructure) was used to parse out frames at the standard 25 fps to jpg format.

3.3 Stage 2: Initial Point Cloud generation and Densification

The next data processing stage is the SfM treatment using the VSfM software package [41, 42]. This stage of the Toolchain begins with the preprocessed image set, and ends with the sparse point reconstruction of the scene. This is then densified via a VSfM plugin: PMVS. Despite this process selecting out some extraneous points, this part of the process still generates noise that must be mitigated later in the process.

3.3.1 Stage 2: Surface Tessellation using Poisson Surface Reconstruction

The addition of noise during the previous stages leads to a compounding of noise artifacts, that result in erroneous tessellations and false surfaces in the final rendering.

The Poisson vector field tessellation is used generate a solid surface from the dense reconstruction. The PSR method has some unique characteristics useful in this case, such as the property of treating the whole point cloud simultaneously [43, 44, 45]. This leads to smoother surface results [44], which is of particular value considering the intrinsic error generation of this point cloud method.

4 Stage 2: GeoStructure Pipeline

The GeoStructure pipeline design is the result of analyses of previous work of researchers in geology, machine learning/algorithm development, image processing and computer vision [24, 32, 46, 42, 47, 16, 31], with the aim of extracting accurate measurements directly from a software generated point cloud itself, with minimum input/correction from the user.

Below is a summary of the function of the GeoStructure at each processing stage:

1. Read point cloud file
2. Create point cloud volume [point space] of uniform dimensions
3. Search the volume, one voxel at a time
4. Evaluate each voxel for the presence of points
5. If points are present, attempt to fit a best-fit plane to the volume
6. Segment to the point cloud by grouping planes into macroscale surface regions
7. Aggregate planes of same region into a singular plane approximating the overall best fitting orientation
8. Extract orientation measurements from regions.

The GeoStructure pipeline flow is illustrated by Fig 2. The following section briefly describes each component.

4.1 Mitigating Anisotropic Noise

When reduced back to a point cloud, artifacts generated during the PSR phase will have a generally anisotropic-type sparse noise profile. Brophy [34] demonstrated the effectiveness of a Mahalanobis distance metric for removing anisotropic-type noise from point clouds.

The Mahalanobis distance operates in the following way:

\[ d_{\Sigma}(x, x_i) = ((x - x_i^T)H^{-1}(x - x_i))^{1/2}, \]

where the covariance matrix

\[ H = DD^T, \]

is constructed using the following:

\[ D = (x_1 - x, x_2 - x, \ldots, x_n - x). \]

where \( x \) is the total points in the point cloud. It provides a measure of the distance between a point in the set and local
Figure 4: The above figure shows the process of Region Plane definition from the mathematically derived boundless Ideal Plane via the use of the φ Golden Section Search and Rodrigues formula Rotation Matrix. For this particular cycle, the total number of candidate plane geometries iterated through numbered 14, with the 14th being the final Region Plane corresponding to the Region 1 ground-truth (See Fig. 8a). Top images show rotational/translational/stretch variance cycled through by the φ search, while the bottom images show some of the normal variation. Left to right, top to bottom: (a) No region candidate/bounded Region Plane 1, (b) Candidate geometry 1, (c) Candidate geometry 6, (d) Candidate geometry 9, (e) The final orientation and size of the plane for Region 1, (f) First candidate plane geometry, (g) Sixth candidate plane geometry. Try.

Figure 5: The results of using standard World reference for drawing planes (a) and using the φ Golden Section Minimum Perimeter Search (b). The same regions are labelled between both. (b) is visibly more accurate, with colours of the region planes matching the underlying voxel planes that make up the region.

4.2 Stage 2: The Voxel-fit Process
In a similar fashion to many works [24, 48, 49, 38, 40, 46, 45, 43, 44, 50, 34, 51], we utilise a voxelisation strategy to search the point space. A unitless factoring value (ζ) is used to indicate the desired voxel resolution. ζ is a linear parameter that leads to a cubic expansion of the in the number of voxels.

4.2.1 Applying the Voxel-fit
In each voxel, the best-fit plane is calculated (Fig. 10). All the points in the volume are then minimised with respect to the newly defined plane point, producing a modified point sample. The principle directions are then computed through a standard eigenvector decomposition (utilising matrix transpose multiplication), from which the point normal and orthonormal bases are extracted. This process is repeated for all voxels.

4.3 Stage 2: Segmentation through kNN Region Growing
The result of the voxel-fit stage is a series of planes that approximate the surface of the point cloud (Fig. 10). The number of planes make PO measurement unfeasible, so the next step is to use a k Nearest Neighbour Region Growing algorithm [32], to aggregate these planes [24] to macroscale Regions.

This methodology utilises a threshold, θ, that describes the angle where deviation from the previous plane is considered a new surface, and, a surface offset residual threshold, ψ, that represents co-planarity between planes with similar values for θ. Together,
Figure 6: The above reconstructions compare the effect of a standard Euclidian distance method (a, b, c) against the vanilla Mahalanobis method (d, e, f). The Euclidean method shows large numbers of noise clusters at a distance of 4 & 5 standard deviations (σ) from the mean. At σ = 2, many noise clusters still occur, overall structural point density visibly down and some legitimate structure no longer present. In contrast, the Mahalanobis distance demonstrates significantly better behaviour at all σ values. Noise clusters are greatly reduced at σ = 4 & 5, although some minor structural erosion has occurred. At σ = 2 there is more significant erosion but all noise has been filtered.

4.4 Stage 3: Building the Region Plane

The ultimate aim of the kNN algorithm is to identify and mark all the voxel planes that share orientation, within a certain tolerance (denoted by θ and ψ). Once groups of like planes are identified, a process of “Region Growing” is initiated that results in the fitting of a Region Plane to the voxel regions.

A simple aggregation of the voxel planes, leads to aggregation of all the residual errors forming highly erroneous Region Planes (Fig. 5a), so the process of forming accurate Region Plane is more involved. The complete process of building these planes requires:

- Calculation of the plane centroid/normal (which defines the “Ideal Plane”)
- Calculation of the minimum perimeter, utilising a rotation matrix, with values defined by the Golden Section Search

In order to generate region planes that more accurately represent the configuration of underlying points and avoid the effects of residual errors, we move the calculation from the World coordinate reference frame (x, y, z) to a local coordinate reference or region space ((x, y, z) → (u, v, n)) shown in Fig. 3).

We define an Ideal Plane to be a boundless plane geometry with centroid at the centre of the region proposed by like voxel planes and [normal] orientation averaged from those voxel planes. Within this structure, there are an infinite number of possible oriented bounded geometries that can be defined as the final Region Plane.

We then make two assumptions: for simplicity, we assume the geometry of the region plane to always be rectangular and enforce this geometry. Secondly, we assume there is an optimum rotation of the Ideal plane in this u, v coordinate system that minimises the perimeter, at which point the Ideal plane can be bounded to form the final Region Plane.

A Rodrigues skew symmetric rotation matrix, orientated using a Golden Section Search algorithm, is used to find this lowest energy, optimum configuration for each plane (See Fig. 4). The result of an attempt to form Region Planes using just World coordinates are shown against our method in Fig. 5).

4.5 Stage 3: Obtaining Planar Orientations

Once region planes, with centroid points and normals have been derived, the calculations of PO are relatively simple to apply. A
direction cosine methodology utilising elements in design and implementation from both Gigli et al. [24] and Feng et al. [3] is used here. This method allows the normal vector of a surface to be used to calculate PO measurements. The derivation of the normal vector is instead done using the standard eigenvector matrix transpose multiplication method, as mentioned previously.

5 Experimental Framework

The primary purpose of this experiment set is to determine accuracy of the PO measurements obtained from the reconstruction as compared to pre-collected ground-truth measurements. For interpretation, PO are referred to using $P_\alpha$ with Strike, Dip Angle and Dip Direction being delineated by $P_\alpha$, $P_\delta$, and $P_\varsigma$, respectively.

| Var. Factor | Start | End | Step |
|-------------|-------|-----|------|
| $\varsigma$ | 0.01  | 0.07| 0.006|
| $\theta$   | 0     | 30  | 3    |
| $\psi$     | 0.01  | 0.6 | 0.06 |
| $k$        | 1     | 20  | 2    |

For a simple proof of concept for this system, the Hume Cronyn Memorial Observatory building on the Western University campus was selected as its $[P]$ dimensions are easily ground-truthed. Its overall size and the size of its features are comparable to a geologist would find in the field.

Data was collected maintaining a [roughly] parallel distance of 3-4 metres (see Fig. 7), while remaining cognisant of utilising strategies mentioned previously to reduce doming and other artifacts [31, 16, 47, 25, 29, 30, 28].

The dataset consisted of 1 min 25 secs of video in .avi format, taken with the Canon Ixus 8.0 Mpixel in video mode at 640 $\times$ 480 pixel resolution. This decomposed into 2573 individual frames, at approximately 25-30 fps, which was then fed into the VSfM package as the sample set.

![Figure 8](image_url)  
(a) ![Figure 8](image_url)  
(b)

Figure 8: The 6 surfaces selected for ground truth measurement are highlighted in this image. The Planar Orientations are detailed in Table 2. A close-up image of the inclination of surface 6. The upward normal from the horizontal is the dip angle recorded. In this case, the angle is 40°.

6 Results Framework

The efficacy of the pipeline is analysed through two methods. The first is recording processing time, with particular attention paid to what fraction is the result of region growing. Region growing is the single most complex part of the process and so is reasoned that completion time of this part will be proportionally representative of the completion time of GeoStructure as a whole. The second method will be the effect of Variable Factor variation on each of the six selected region planes, using a Quality Metric.

Table 1: Table of Variable Factor values

| Surface | Str(°) | Dip Ang(°) | Dip Dir(°) |
|---------|--------|------------|------------|
| 1       | 87     | 89(S)      | 177        |
| 2       | 04     | 89(E)      | 94         |
| 3       | 339    | 87(E)      | 69         |
| 4       | 102    | 86(S)      | 192        |
| 5       | 350    | 89(E)      | 80         |
| 6       | 359    | 40(E)      | 89         |

The are four Variable Factors that the GeoStructure pipeline requires:

- $\varsigma$: The voxel size factor (dictates the size of the voxel planes for each region).
- $\theta$: The angle threshold (determines if voxel planes are the same surface [for region growing]).
- $\psi$: The residual offset (determines whether voxel planes are the same surface [for region growing]).
- $k$: The nearest neighbour value used in the region growing subroutine.

Theoretically each of these should have an optimum number and GeoStructure can be configured to find the optimum value for each by varying one and maintaining the others at a constant value. The default values for each are given in Table 1:

6.1 Ground Truth

Specific surfaces were selected from the structure to be used as $P$ ground-truth. Measurements were obtained using the Strike and Dip mobile application, developed by Hunt Mountain Software. Measurements were obtained by laying the device flat, as close to the centre of the surface as possible, with the screen facing the user. The interface can then be used to record the measurement.

Table 3: Table of Ground-truth Surface Normals

| Surface | $\vec{n}$            |
|---------|----------------------|
| 1       | -0.9985, -0.0523, 0.0175 |
| 2       | -0.0645, -0.9974, 0.0175 |
| 3       | 0.3579, -0.9323, 0.0523 |
| 4       | -0.9970, 0.0348, 0.0698 |
| 5       | 0.1736, -0.0987, 0.0175 |
| 6       | 0.0112, -0.4647, 0.7660 |

Fig 8 shows which surfaces were chosen and Table 2 and 3 show the $P$ measurements input into the pipeline. The long side of the building faces North, which aligns with the $P$ calculation method, which uses the $x$-axis as the North direction [3], so there is no need for any angular conversion for this dataset.
6.2 Planar Orientation Quality Score

The ground-truthed and measured region orientations can be compared via a normalisation process, where the angular difference is represented using $z$:

$$z(P) = \frac{\sqrt{(P_{xy} - \mu_{xy})^2} - P_{\text{min}}}{P_{\text{max}} - P_{\text{min}}}, \quad \{P \in \{P_x, P_y, P_z\}, \quad z \in [0, 1] \tag{4}$$

where $P_x$ and $P_y$ are the corresponding ground-truth and measured quantities and $P_{\text{min}}$ and $P_{\text{max}}$ are the maximum and minimum possible values in degrees or radians.

We can continue to use this calculation to obtain the Quality Score for a single region surface:

$$z(R_i) = \frac{\sqrt{(z(P_x) + z(P_y) + z(P_z))^2} - P_{\text{min}}}{P_{\text{max}} - P_{\text{min}}}, \quad \{P_{\text{min}} = 0, \quad P_{\text{max}} = 3, \quad z \in [0, 1] \tag{5}$$

Finally, the same methodology can be generalised to obtain the overall score for the total number regions of that experimental run:

$$z(R) = \frac{\sqrt{\sum_{i=1}^{n}(z(R_i))^2} - R_{\text{min}}}{R_{\text{max}} - R_{\text{min}}} \quad \{R_{\text{min}} = 0, \quad R_{\text{max}} = n, \quad z \in [0, 1] \tag{6}$$

This final quantity gives a normalised bounded score for the run, which is continuous and directly comparable in all cases. Each experiment consists of a series of runs, with a varying Variable Factor, resulting in 4 experiments.

7 Experimental Results

7.1 Experiment 1: $\zeta$

$\zeta$ is a quantity expressing the proportional size of the search voxel compared to the overall size of the point space. As $\zeta$ progresses to higher values, the resolution will decrease. This may also explain the shape of the time curve and the small time between Region Growing completion and total completion time. There is a sharp increase in the overall quality between the first and second run. This could be the result of interplay between the voxel scaling and the specific orientation of the surfaces, and, is a candidate for further exploration.

7.2 Experiment 2: $\theta$

An optimum range for $\theta$ is between 3 and 8, where the Quality Score sits between $z = 0.1$ and $z = 0.9$. After this, it rises steeply to $z = 0.8$ and then on to $z = 1$, which signifies the maximum level of relative inaccuracy.

7.3 Experiment 3: $\psi$

Examining the output from the algorithm, a clear optimum range is discernible between $\psi = 0.01$ and $\psi = 0.2$ where the overall quality is between $z = 0.05$ and $z = 0.5$. After this it rises rapidly to $z = 0.6$ and $z = 0.8$. As $\psi = 0.4$, this is far enough from any seed plane that all candidate planes start to become more difficult to distinguish.

7.4 Experiment 4: $k$

Examining the output from the algorithm, a clear optimum point is between $k = 3$ and $k = 11$ where the overall quality is just above $z = 0.1$. After this it rises to $z = 0.3$ and plateaus there. A smaller $k$ allows for better differentiation between planes, helping to ensure that during region growing, candidate points do not “jump” over smaller delineating features and grow regions in incorrect areas.
The preprocessing consists of creation of the point clouds from real geological structures, and further refining the resultant increased time for GeoStructure processing being approximately 500 sec.

The algorithm consists of several sub-routines and techniques to automatically manage and process various aspects of the process in taking raw data samples and producing a visual output, that provides $P$ information to the non-technical user, with a specified level of accuracy.

The sub-routines of GeoStructure to improve accuracy and visual output representation, so that significant structure is more easily discernable for the non-technical user.

7.5 Overall Evaluation
In all cases more optimal results (classified here as $z$ values between 0 and 0.4) occur in almost universally at lower values for each Variable Factor. Also, all Factors, with the exception of $\zeta$, start at a higher $z$ before dropping to a much lower $z$, then rising again (usually at a more gradual interval), suggesting the ranges where optimum values for $z$ sit.

Generally the relationship between the Region Growing completion and algorithm completion is uniform, with the exception of $\zeta$. There a much greater time elapses for low values, than high values and the difference between curves for Region Growing and algorithm completion are much less.

Taking these individual results together, it can be concluded that lower values for each of the variables are more optimal, with the resultant increased time for GeoStructure processing being approximately 500 sec.

8 Conclusion and Future Work
An algorithm for automated extraction of Planar Orientations from software-generated point clouds has been demonstrated. The algorithm consists of several sub-routines and techniques to automatically manage and process various aspects of the process in taking raw data samples and producing a visual output, that provides $P$ information to the non-technical user, with a specified level of accuracy.

The preprocessing consists of creation of the point clouds from images framed from video as 30 fps, using SfM software (VSFM and PMVS). The point cloud was smoothed and tessellated using Poisson Surface Reconstruction, ready to be passed to the pipeline: GeoStructure. GeoStructure, utilises Mahalanobis distance to remove outlier points, $k$NN region growing using four Variable Factors to segment the point cloud. Accuracy to ground truth is determined using a Quality Metric ($z$) which is dimensionless $\in [0,1]$.

Experiments were conducted to demonstrate ranges of optimum values for each factor and that varying these can improve the performance in accuracy between detected and ground-truthed values. The algorithm produced a final data product that could be directly interacted with by the user (Fig. 10d).

Future work involves the application of the algorithm to point clouds derived from real geological structures, and further refinement to the sub-routines of GeoStructure to improve accuracy and visual output representation, so that significant structure is more easily discernable for the non-technical user.
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Code Availability
Details of the work described in this text as "the algorithm", "software pipeline", "pipeline", "GeoStructure" are given below:
Name: GeoStructure
Developer: J. Kissi
Available: 2020
Address: Department of Electrical and Computer Engineering, Thompson Engineering Building, Western University, London, Ontario, Canada, N6A 5B9
email: jkissiam@uwo.ca

HW: Runs on a PC with a 2.3 GHz processor, minimum of 8Gb RAM
SW: Minimum MATLAB 2016 is required; full installation, with all packages preferred (not mandatory)
Size: Under 1Gb HDD space required to run SW pipeline is available @ https://github.com/jkissi/GeoStructure
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