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1. Introduction

It is well-known from the work of DuVal [DuVal1] and M. Artin [A] that there is a one-to-one correspondence between finite subgroups $G$ of $SU(2)$ and Coxeter-Dynkin diagrams $\Delta$ of type $A, D, E$. This involves a minimal resolution of singularities $\tilde{X}$ of the singular algebraic surface $\mathbb{C}^2/G$. Around 1980 McKay found a deep correspondence between vertices of the affine Coxeter-Dynkin diagram and irreducible representations of the group [McKay1] [McKay2]. Several systematic representation-theoretic proofs were given by Kostant [Ko], Steinberg [St2], Springer [Sp]. A geometric interpretation of the correspondence was given by Gonzalez-Sprinberg and Verdier [GS-V] and also by Knörrer [Kn].

There is also a dual correspondence, this time between vertices of $\Delta$ and non-trivial conjugacy classes of $G$. This dual correspondence was introduced by Ito and Reid [I-R] in the more general context of a finite subgroup of $SU(n)$. The construction is in fact very simple topologically: we interpret $G$ as the fundamental group of the complement of the exceptional divisor in $\tilde{X}$. Then each vertex of $\Delta$ corresponds to a component of this divisor, and there is an associated class of a small loop encircling said component. The dual correspondence was studied by Ito and Reid from the point of view of valuations on function fields. From the description of the fundamental group due to Mumford [Mu] one sees that this gives a one-to-one correspondence between vertices of the diagram and non-trivial conjugacy classes. This result amounts to the dimension 2 case of a more general theorem proved by Ito and Reid [I-R]. The dual correspondence has a number of interesting further properties, which are detailed in Theorem 4.1. These properties involve the three (or two) so-called special conjugacy classes corresponding to ends of the diagram, and the description of the edges of the diagram involve pairs of commuting elements $x, y$ such that $y$ is special; then the conjugacy classes of $x$ and $xy$ are joined by an edge.

There seem to be intriguing connections between the McKay correspondence and the dual correspondence. We prove a determinantal formula concerning an element $g_j$ of $G$ associated to a vertex $v_j$ of $\Delta$ and the irreducible representation $E_k$ associated to a vertex $v_k$:

$$\det(g_j, E_k) = \exp(-2\pi i (C^{-1})_{jk}),$$

where $C^{-1}$ is the inverse of the Cartan matrix. One tool we use in proving this formula is the geometric description of the McKay correspondence in [GS-V] by means of the first Chern class of the vector bundle associated to a representation of $G$. We also use the properties of vector bundles with integrable connections admitting logarithmic poles, in particular the computation of the first Chern class from the residues of the connection.
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The paper ends with some remarks on the matrix-valued Fourier transform which results from comparing the two correspondences.
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2. The McKay correspondence

There is a by now classical correspondence between conjugacy classes of finite subgroups of \( SU(2) \) (or equivalently, of \( SL(2, \mathbb{C}) \)) and simply-laced Coxeter-Dynkin diagrams (thus of type \( A_n, D_n \) or \( E_n \)). The correspondence was constructed by DuVal [DuVal1] using algebraic geometry. It may be phrased as follows. Given a finite subgroup \( G \subset SU(2) \) one can construct the singular algebraic surface \( X = \mathbb{C}^2/G \), quotient of the affine plane by the action of \( G \). Let \( f : \mathbb{C}^2 \to X \) be the quotient map; the point \( o = f(0) \) is called the origin of \( X \). The singular locus of \( X \) is reduced to \( o \), unless \( G = 1 \), in which case \( X = \mathbb{C}^2 \) is smooth. \( X \) is a normal affine surface, whose algebra of regular functions is the algebra \( \mathbb{C}[x, y]^G \) of invariants in the polynomial algebra on two generators. There is a minimal resolution of singularities \( p : \tilde{X} \to X \), so
- \( \tilde{X} \) is a smooth algebraic surface;
- \( p \) is a proper regular mapping, which induces an isomorphism over the open subset \( U = X \setminus \{ o \} \) of \( X \);
- the minimality of the resolution means that \( \tilde{X} \) does not contain any rational curve of self-intersection \(-1\).

Then the reduced fiber \( D = p^{-1}(o)_{\text{red}} \) is a curve, which is a union of smooth rational curves \( D_1, \ldots, D_r \). Any two curves \( D_i \) and \( D_j \) intersect transversally at at most one point of \( \tilde{X} \). One can then construct a graph \( \Delta \) such that the vertices \( v_1, \ldots, v_r \) of \( \Delta \) correspond to the curves \( D_j \), and where one joins the vertices \( v_i \) and \( v_j \) by an edge whenever the divisors \( D_i \) and \( D_j \) intersect.

One associates to the system of curves \((D_j)\) a square matrix \( A = A(G) \) of size \( r \), called the intersection matrix, such that \( A_{ij} \) is the intersection number \( D_i \cdot D_j \) on the smooth surface \( \tilde{X} \). On the other hand the graph \( \Delta \) has an incidence matrix \( M \). Since any \( D_i \) has self-intersection \(-2\) we have \( A = -2Id + M \).

We then have

**Theorem 2.1.** (Du Val [DuVal1], M. Artin [A])

1. For any finite subgroup \( G \) of \( SU(2) \), the graph \( \Gamma \) is a simply-laced Coxeter-Dynkin diagram.

2. The Cartan matrix \( C \) of the Coxeter-Dynkin diagram \( \Delta \) is the opposite of the intersection matrix \( A \).

3. This construction induces a one-to-one correspondence between conjugacy classes of finite subgroups of \( SL(2, \mathbb{C}) \) and simply-laced Coxeter-Dynkin diagrams.
We give the table showing the simply-laced diagrams and the corresponding finite subgroups of $SU(2)$. For a regular polyhedron, we have the corresponding symmetry group $H \subset SO(3)$. Its inverse image $G$ in the double cover $SU(2)$ is the corresponding binary polyhedral group.

Table of subgroups of $SU(2)$

| $\Delta$ | order of $G$ | $G$ |
|----------|-------------|-----|
| $A_n$    | $n + 1$     | cyclic |
| $D_n, n \geq 3$ | $4n - 8$ | binary dihedral |
| $E_6$    | 24          | binary tetrahedral |
| $E_7$    | 48          | binary octahedral |
| $E_8$    | 120         | binary icosahedral |

The McKay correspondence on the other hand involves simply-laced affine Coxeter-Dynkin diagrams [McKay1] [McKay2]. Given a simply-laced Coxeter-Dynkin diagram $\Delta$, there is a corresponding affine diagram $\tilde{\Delta}$, which is obtained by adding one vertex $v_0$ to $\Delta$. We need to explain for which $i \in \{1, \cdots, r\}$ the vertex $v_0$ and $v_i$ are linked by an edge. This requires introducing the root system $R$ corresponding to $\Delta$. This a finite subset of an euclidean vector space $E$ of dimension $r$, consisting of vectors of length 2. The vertices $v_1, \cdots, v_r$ correspond to the simple roots $\alpha_1, \cdots, \alpha_r$, with respect to system $R_+$ of positive roots. The Cartan matrix is given by $C_{ij} = (\alpha_i, \alpha_j)$. There is a longest root $\theta$ (so that $\theta$ is a positive root, and $\theta + \alpha_i$ is not a root for $j = 1, \cdots, r$). Then the new vertex $v_0$ of $\tilde{\Delta}$ corresponds to $\alpha_0 := -\theta$. There is an edge in $\tilde{\Delta}$ between the vertices $v_0$ and $v_i$ if and only if $(\alpha_0, \alpha_i) \neq 0$.

Each vertex $v_i$ of $\tilde{\Delta}$ is labeled by a positive integer $m_i$ in such a way that $m_0 = 1$ and $\sum_{j=1}^{r} m_i \alpha_i = 0$. Equivalently we have $\theta = \sum_{j=1}^{r} m_j \alpha_j$.

We can now state the McKay correspondence.

**Theorem 2.2. (McKay [McKay])** Let $G$ be a finite subgroup of $SL(2, \mathbb{C})$ and let $\tilde{\Delta}$ be the corresponding affine Coxeter-Dynkin diagram. (1) There is a one-to-one correspondence $i \mapsto R_i$ between vertices of $\tilde{\Delta}$ and equivalence classes of irreducible representations of $G$. The dimension of $R_i$ is equal to $m_i$.

(2) Let $E$ be the two-dimensional representation of $G$ in $\mathbb{C}^2$. Then for any $i \in \{0, \cdots, r\}$ we have

$$R_i \otimes E \rightarrow \bigoplus_{j \text{ incident to } i} R_j$$

This correspondence was constructed empirically by McKay. Coherent proofs were given in [St2] [Sp]. The representation-theoretic and invariant-theoretic aspects of the
correspondence were developed further in [Ko]. A geometric construction was given by Gonzalez-Sprinberg and Verdier [GS-V]; this will be used in §5.

3. The special conjugacy classes.

We will use a well-known topological interpretation of the group $G \subset SL(2, \mathbb{C})$.

**Lemma 3.1.** We have

$$G \rightarrow \pi_1(X \setminus \{o\}) = \pi_1(\tilde{X} \setminus D) \quad (3 - 1)$$

We did not specify a base point in Lemma 3.1. This is because we only need the isomorphism $G \rightarrow \pi_1(\tilde{X} \setminus D)$ up to conjugation.

**Proof.** The space $X \setminus \{o\}$ is the quotient of the simply-connected space $\mathbb{C}^2 \setminus \{0\}$ by the action of $G$. Because $G \subset SL(2, \mathbb{C})$, the action of $G$ on $\mathbb{C}^2 \setminus \{0\}$ is fixed point free. Thus $\mathbb{C}^2 \setminus \{0\} \rightarrow X \setminus \{o\}$ is a Galois covering with group $G$. \qed

For any component $D_i$ of $D$ ($1 \leq i \leq r$), there is a well-defined conjugacy class in $\pi_1(\tilde{X} \setminus D)$ which corresponds to a small oriented loop $\gamma_i$ around the divisor $D_i$. Of course the precise construction of this loop depends on the base point but the conjugacy class is well-defined. Using the isomorphism 3-1, this defines a conjugacy class in $G$, which will be denoted by $O_i$.

**Definition 3.2.** The dual McKay correspondence is the map

$$\{\text{vertices of } \Delta\} \rightarrow G/\text{conj}$$

which maps $v_i$ to $O_i$.

This is a more topological version of the construction of Ito and Reid [I-R], which is phrased in terms of valuations and is purely algebraic i.e., invariant under automorphisms of the field $\mathbb{C}$.

The main properties of the dual correspondence will be given in §4. These will involve some special conjugacy classes in $G$, which are indexed by the *ends* of the graph $\Delta$. There are two ends for the graph $A_n$ and three ends for the graph $D_n$ and $E_n$.

For this purpose we consider the induced action of $G$ on the projective line $\mathbb{CP}^1$ of lines in $\mathbb{C}^2$. This action factors through an effective action of the image $H$ of $G$ in the quotient group $PGL(2, \mathbb{C}) = SL(2, \mathbb{C})/\pm 1$. The quotient $\mathbb{CP}^1/H$ is isomorphic to the projective line, so we have a ramified covering $\pi : \mathbb{CP}^1 \rightarrow \mathbb{CP}^1/H$, which is a Galois covering of group $H$. We note the well-known lemma

**Lemma 3.3.** (1) If $\Delta$ is of type $A_n$ for $n$ odd, we have: $G \rightarrow H$. 

4
(2) In every other case we have an exact sequence

\[ 1 \to \pm\{1\} \to G \to H \to 1 \] \hspace{1cm} (3 - 2)

There are three ramification points of \( \pi \) in \( \mathbb{C}P^1/H \), except in case \( A_n \), when there are only two. We will give a bijection between the ramification set of \( \pi \) and the set of ends of \( \Delta \).

For each ramification point \( q \in \mathbb{C}P^1/H \) pick a point \( \tilde{q} \in \pi^{-1}(q) \) which corresponds to a line \( l \subset \mathbb{C}^2 \). We have a natural mapping \( l \mapsto \mathbb{C}^2 \to \mathbb{C}^2/G \). The inclusion \( l \setminus \{0\} \to \mathbb{C}^2 \setminus \{0\} \) gives a regular mapping

\[ l \setminus \{0\} \to X \setminus \{0\} = \tilde{X} \setminus D. \] \hspace{1cm} (3 - 3)

Because the map \( \tilde{X} \to X \) is proper, it follows that we can extend the mapping (3-3) to a regular mapping \( \phi : l \to \tilde{X} \). The point \( \phi(0) \) of \( \tilde{X} \) is independent of the choice of \( \tilde{q} \in \pi^{-1}(q) \). Thus to \( \tilde{q} \) we have attached the point \( x = \phi(0) \) of \( \tilde{X} \). Let \( C_q \) be the image of \( \phi \), which only depends on \( q \), not on the choice of \( \tilde{q} \). The map \( l \to C_q \) is a ramified Galois covering with Galois group equal to the stabilizer \( G_l \) of \( l \) in \( G \).

**Proposition 3.4.** (1) For a ramification point \( q \in \mathbb{C}P^1/H \), the corresponding point \( x \) of \( \tilde{X} \) belongs to only one divisor \( D_j \). The curve \( C_q \subset \tilde{X} \) is a smooth curve which meets \( D_j \) transversally.

(2) The vertex \( v_j \) is an end of the graph \( \Delta \).

(3) The map \( q \mapsto v_j \) gives a bijection between the set \( S \) of ramification points of \( \pi : \mathbb{C}P^1 \to \mathbb{C}P^1/H \) and the set of ends of \( \Delta \).

**Proof.** In case of a cyclic group \( G \) of order \( n \), the statement is easy to prove using the explicit description of \( \tilde{X} \) given in [Br] or in [GS-V]. In that case one of the lines \( l \) is the line \( x = 0 \). There is a covering of \( \tilde{X} \) by \( n - 1 \) affine open sets, each of them isomorphic to the affine plane \( \mathbb{C}^2 \). Consider the first open set \( U_1 \) with coordinates \((u, v)\). These can be chosen so that \( x = v^n u^{n-1} \) and \( y = u \). Then the point \( \phi(0) \) is the point \( u = 0, v = 0 \) which verifies the statement, as the divisor \( v = 0 \) is the divisor \( D_j \) corresponding to an end of the graph. A similar argument can be applied to the line \( y = 0 \). For the other cases one can use the results of Brieskorn [Br] to deduce them from the cyclic case. First we make a preliminary observation concerning the natural action of \( \mathbb{C}^* \) on \( \mathbb{C}^2 \) by dilations, which induces an algebraic \( \mathbb{C}^* \)-action on \( \mathbb{C}^2 \) and on \( \tilde{X} \). The punctured lines \( l \setminus \{0\} \subset \mathbb{C}^2 \) are \( \mathbb{C}^* \)-orbits. Their images \( C_l \setminus \{\phi(0)\} \) in \( X \) are therefore also \( \mathbb{C}^* \)-orbits, and this describes all the 1-dimensional orbits. Among the orbits of dimension 1, those corresponding to ramification points of \( \pi \) are characterized by the fact that the action of \( \mathbb{C}^* \) is not free (the \( m \)-th roots of unity act trivially, if \( m \) is the order of \( G_l \)). Now let \( Y \) be the blow-up of \( o \in X \). According to [Br] \( Y \) has only isolated singularities (as many as the ends of \( \Delta \)) which are rational surface singularities of type \( A_n \). The isomorphism between the germ of \( Y \) at such a point \( q \) and the germ of \( \mathbb{C}^2/\mu_{m+1} \) at \( o \) can be made \( \mathbb{C}^* \)-equivariant. Now for the line \( l \) corresponding to ramification point, the corresponding limiting point in \( Y \) is a fixed point of \( \mathbb{C}^* \), so it is one of the singular. Furthermore, the corresponding germ of
orbit in the singular surface $\mathbb{C}^2/\mu_{n+1}$ is a special orbit on which $\mathbb{C}^*$ does not act freely. This special orbit itself corresponding to a line $x = 0$ or $y = 0$. Now the resolution of singularities $\tilde{X}$ is obtained from $Y$ by minimally resolving each singular point. The effect of this operation is already understood.

Now for any ramification point $q \in S \subset \mathbb{C}\mathbb{P}^1/H$ there is a well-defined conjugacy class $V_i$ in $H$, which is defined as follows. There is a group homomorphism $f : \pi_1([\mathbb{C}\mathbb{P}^1/H] \setminus S) \to H$, which is only well-defined up to conjugacy. Take a small loop in $[\mathbb{C}\mathbb{P}^1/H] \setminus S$ encircling the point $q$, and let $h_i$ be its image in $G$. Then $V_i$ is the conjugacy class of $h_i$. We can now state

**Lemma 3.5.** The conjugacy class $V_i \subset H$ is the image of the conjugacy class $O_i \subset G$ under the canonical homomorphism $G \to H$.

**Proof.** Clearly a representative $h_i$ of $V_i$ is the image in $H$ of the generator of the stabilizer $G_l$ of $l$ which admits $e^{\frac{2\pi i}{s}}$ as an eigenvalue, where $s$ is the order of $G_l$. This is the same as the image under the group homomorphism

$$\pi_1([l \setminus \{0\}] \setminus S) \to \pi_1([\mathbb{C}^2 \setminus \{0\}] \setminus S) \to G \to H$$

of a small loop in $[l \setminus \{0\}] \setminus G_l$ which turns once around the point 0. On the other hand the curve $C_q = \phi(l) \subset \tilde{X}$ is the closure of $[l \setminus \{0\}] \setminus G_l \subset \tilde{X} \setminus D$. From Proposition 3.3 we see that the conjugacy class $O_i \subset G$ is represented by a small loop inside this curve which turns once around the point $x = \phi(0)$.

In case there are three ramification points $q_1, q_2, q_3$ we can choose representatives $h_1, h_2, h_3$ of the three corresponding conjugacy classes in $H$ such that $h_1 h_2 h_3 = 1$ (indeed this relation holds among the conjugacy classes in $\pi_1([\mathbb{C}\mathbb{P}^1/H] \setminus S)$ corresponding to the three punctures). it is natural to ask what relation exists among the conjugacy classes in $G$.

**Lemma 3.6.** (1) In cases $D_n$ and $E_n$, the conjugacy classes $C_1, C_2, C_3$ corresponding to the ends $v_1, v_2, v_3$ of the graph $\Delta$ have representatives $g_1, g_2, g_3$ which satisfy

$$g_1 g_2 g_3 = -1$$

(3-4).

(2) In the case $A_n$ the conjugacy classes $g_1$ and $g_2$ corresponding to the two ends of $\Delta$ satisfy

$$g_1 g_2 = 1$$

(3-5).

**Proof.** This is easily checked using the explicit description of the group $G$ given for instance in [Coxeter] or in [DuVal2].
We state the following result only in the case of a graph with three ends (the case of two ends is simpler and is left to the reader).

\textbf{Proposition 3.7.} (Coxeter) (1) The group $H$ is isomorphic to the abstract group with generators $h_1, h_2, h_3$ and defining relations

$$h_j^{m_j} = 1, h_1h_2h_3 = 1 \quad (3-6)$$

where $m_j$ is the order of $h_j$ in $H$, which is also equal to the length from $v_j$ to the central vertex $v_{cen}$.

(2) The group $G$ is isomorphic to the abstract group with generators $g_1, g_2, g_3$ and defining relations

$$g_1^{m_1} = g_2^{m_2} = g_3^{m_3} = g_1g_2g_3, (g_1g_2g_3)^2 = 1 \quad (3-7).$$

Of course the central element $c = g_1g_2g_3$ is of order 2 and corresponds to $-1 \in SL(2,\mathbb{C})$.

4. The dual McKay correspondence.

The dual McKay correspondence was introduced in Definition 3.2. It associates to a vertex $v_i$ of $\Delta$ a conjugacy class $O_i$ in $G$, which is defined topologically as the class of a small loop in $\tilde{X} \setminus D$ encircling the divisor $D_i$.

The main properties of this correspondence are given in Theorem 1 below. Except in case $A_n$, there is a central vertex $v_{cen}$ of $\Delta$, and there are three branches.

We will use the notion of \textit{canonical numbering} of the vertices of the tree $\Delta$. This means that the vertices are numbered $1, \cdots, r$ and that for any $2 \leq k \leq r$ the corresponding vertices $v_1, \cdots, v_k$ are the vertices of a subtree. Any canonical numbering gives an ordering of the set of vertices. Such an ordering will be called canonical. This notion was used by vonRandow [vR].

**Theorem 4.1.** (1) The correspondence $v_i \mapsto C_i$ gives a bijection between the set of vertices of $\Delta$ and the set of non-trivial conjugacy classes of $G$.

(2) The ends of $\Delta$ correspond to the special conjugacy classes of $G$.

(3) (cases $D_n, E_n$) The conjugacy class corresponding to the central vertex $v_{cen}$ consists of the central element $-1$.

(4) A branch $v_1, \cdots, v_m$ of $\Delta$ corresponds to a “geometric progression” $g, g^2, \cdots, g^m$.

(5) Two vertices $v_i$ and $v_j$ belong to the same branch if and only if the corresponding conjugacy classes $C_i, C_j$ have representatives $g_i$ and $g_j$ which commute.

(6) Two vertices $v_i$ and $v_j$ are joined by an edge if and only there exists a representative $g_i$ of $C_i$ and a representative $u$ of some special conjugacy class such that $u$ commutes with $g_i$ and such that $ug_i$ belongs to $C_j$. 
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(7) Pick a canonical ordering of the vertices of $\Delta$. Let $v_i$ be any vertex of $\Delta$, and let $v_j, v_k, \cdots$ be the ordered set of neighbors of $v_i$. Then there are representatives $g_i, g_j, \cdots$ of the corresponding conjugacy classes such that

$$g_i^2 = g_j g_k \cdots$$

(4-1)

(8) For any canonical ordering of the vertices of $\Delta$, once can choose an element $g_i$ of each conjugacy class $C_i$ such that (4-1) holds for any vertex, and such that $g_i$ and $g_j$ commute whenever the vertices $v_i$ and $v_j$ are joined by an edge. (4-2)

Then $G$ is described as an abstract group as the group generated by these elements $g_i$ subject to these two types of relations.

**Proof.** We have again $G = \pi_1(\tilde{X} \setminus D)$. The fundamental group $\pi_1(\tilde{X} \setminus D)$ has been described by Mumford [Mu] in terms of precisely chosen loops around $D_i$ with class $g_i \in G$. Mumford proved statement (8). Now by Proposition 3.6 an end $v_j$ of $\Delta$ corresponds to the conjugacy class of some $g_j$ whose order is exactly the length $m_j$ of the branch which ends at $v_j$. Index the vertices on the branch by $1, \cdots, m_j$. Then applying (4-1) inductively, we see that the vertex labeled by $k$, $1 \leq k \leq m_j$ corresponds to the conjugacy class of $g_j^k$. In case $A_n-1$, $G = \mu_n$, with the vertices labeled linearly by $\{1, \cdots, n-1\}$, we see that the vertex labeled by $k$ corresponds to $e^{2\pi i k}$, and all statements of the theorem are clear. So we now assume that we are in the case $D_n$ or $E_n$, which means there is a central vertex $v_{cen}$. Now for $k = m_j$, we have the other end of the branch, which is the central vertex; the corresponding conjugacy class is represented by $g_j^{m_j} = -1$ (cf. Proposition 3.6 (2)). At this point we can describe graphically the dual correspondence.

$$x \quad x^2 \quad \cdots \quad c \quad y \quad yx$$

(D_n)

where $G$ is generated by $x$ and $y$ with defining relations:

$$x^{n-1} = y^{n-1} = c, c^2 = 1, yxy^{-1} = x^{-1}$$

(4 - 3)

$$x \quad x^2 \quad c \quad y^2 \quad y$$

(E_6)

where $G$ is generated by $x, y, z$ with defining relations

$$x^3 = y^3 = z^2 = c, c^2 = 1, xyz = -1$$

(4 - 4)
The remaining statements can then be checked directly. Since the number of conjugacy classes of $G$ is equal to the number of vertices of $\Delta$, (1) will follow if we show that distinct vertices $v_i, v_j$ correspond to distinct conjugacy classes. This is easy to see if $v_i$ and $v_j$ are on the same branch. Then the trace of $g^i$ in the two-dimensional representation $\mathbb{C}^2$ of $G$ is equal to $2\cos\left(\frac{\pi i}{m}\right)$ and for $i \neq j, 1 \leq i, j \leq m$ we have $2\cos\left(\frac{\pi i}{m}\right) \neq 2\cos\left(\frac{\pi j}{m}\right)$. Then there are some cases to be considered where vertices on different branches correspond to conjugacy classes of elements of the same order. In case $D_n$ it is easy to see that $y$ and $yx$ are not conjugate. In case $E_6$ one checks that $x^2$ and $y^2$ are not conjugate (this is related to the fact that there are two distinct conjugacy classes of rotations of order 3 in the symmetry group of the tetrahedron). This implies that $x$ and $y$ are not conjugate. In case $E_7$ one checks that $x^2$ and $y$ are not conjugate, as their images in the symmetry group of the cube are not conjugate: the first is a flip whose axis goes through the center of two faces, the second one a flip whose axis goes through the middle of two edges. Statement (5) is easy to check, and then (6) follows directly. 

Part (1) of the theorem is due to Ito and Reid [I-R, Theorem 1.4]. In fact, for an arbitrary finite subgroup $G$ of $SU(n)$, they establish a bijection between non-trivial conjugacy classes in $G$ and so-called crepant discrete valuations of the quotient variety $\mathbb{C}^n/G$.

Statements (3) and (4) were observed by Steinberg [St2]. We note that there is an a priori proof by vonRandow [vR] that the group defined by generators and relations in statement (8) of Theorem 4.1 is indeed independent of the canonical ordering of the vertices of $\Delta$. Equation (4-1) may be viewed as saying that the assignment $v_i \mapsto g_i$ is a “non-commutative harmonic map”.

5. Relation with the McKay correspondence
Gonzalez-Sprinberg and Verdier [GS-V] gave a geometric construction of the McKay correspondence in terms of the first Chern class of some vector bundles on $\tilde{X}$. Given any representation of $G$ in a finite-dimensional vector space $E$, there is a natural algebraic vector bundle $E$ over $\tilde{X}\setminus D = X \setminus \{0\}$. In terms of locally free sheaves, the locally free sheaf $f_*\mathcal{O}_{\mathbb{C}^2\setminus\{0\}}$ has an action of $G$ hence it admits a decomposition into irreducible representations of $G$:

$$f_*\mathcal{O}_{\mathbb{C}^2\setminus\{0\}} = \bigoplus_{E \in \text{Irr}(G)} E' \otimes \mathcal{F}_E$$

where each $\mathcal{F}_E$ is a locally free sheaf. Then $\mathcal{E}$ is the algebraic vector bundle corresponding to $\mathcal{F}_E$.

We then want to extend the vector bundle $\mathcal{E}$ to $\tilde{X}$. For this it is enough to extend the locally free sheaf $\mathcal{F}_E$ to $\tilde{X}$. Giving such an extension for any $E \in \text{Irr}(G)$ amounts to giving an extension of $f_*\mathcal{O}_{\mathbb{C}^2\setminus\{0\}}$ to a locally free sheaf over $\tilde{X}$. Let $j : \tilde{X}\setminus D \hookrightarrow X$ be the inclusion. The extension given in [GS-V] and [Kn] is the sheaf $A$ of subalgebras of $j^*f_*\mathcal{O}_{\mathbb{C}^2\setminus\{0\}}$ generated by $f_*\mathcal{O}_{\mathbb{C}^2}$ and by $\mathcal{O}_{\tilde{X}}$. It is proved in [GS-V] [Kn] that this is actually locally free. The McKay correspondence is essentially given by the first Chern class of the vector bundle $\mathcal{E}$. We have the following

**Proposition 5.1.** (1) The group $H_2(\tilde{X}, \mathbb{Z})$ is the free abelian group of rank $r$ generated by the homology classes $[D_i]$ of the divisors $D_i$, for $1 \leq i \leq r$.

(2) The Picard group $\text{Pic}(\tilde{X})$ is isomorphic to $H_2(\tilde{X}, \mathbb{Z})$, hence to the $\mathbb{Z}$-dual of $H_2(X, \mathbb{Z}) = \mathbb{Z}^r$. The isomorphism $\text{Pic}(\tilde{X}) \to \mathbb{Z}^r$ maps a line bundle $L$ to the vector $(\deg(L_{\mid D_i}))$.

We identify both $H_2(\tilde{X}, \mathbb{Z})$ and $H^2(\tilde{X}, \mathbb{Z})$ with $\mathbb{Z}^r$. Let $(e_1, \ldots, e_r)$ denote the standard basis of $H_2(\tilde{X}, \mathbb{Z}) = \mathbb{Z}^r$.

Let $\Lambda$ be the image of the natural injection. Since $H_2(\tilde{X}, \mathbb{Z})$ identifies by Poincaré duality with the cohomology group $H^2_c(\tilde{X}, \mathbb{Z})$ with compact supports, there is a natural map $\kappa : H_2(\tilde{X}, \mathbb{Z}) \hookrightarrow H^2(X, \mathbb{Z})$.

Then we have

**Lemma 5.2.** (1) The matrix of $\kappa$ is the opposite of the Cartan matrix $C$.

(2) $\Lambda$ is a lattice in $H^2(\tilde{X}, \mathbb{Z})$. Its index is equal to the connection index of the root system.

For each divisor $D_i$ the class $\kappa[D_i] \in H^2(\tilde{X}, \mathbb{Z})$ will again be denoted by $[D_i]$. It is the first Chern class of the locally free sheaf $\mathcal{O}(D_i)$. It follows from Lemma 5.2 that the classes $[D_i]$ form a basis of the $\mathbb{Q}$-vector space $H^2(X, \mathbb{Q})$. and that we have

$$e_i = \sum_j (C^{-1})_{ij}[D_j]$$

(5-2)

The theorem of [GS-V] can be stated as follows:
Theorem 5.3. (Gonzalez-Sprinberg [GS-V], see also [Kn]) Let $E_i$ be the irreducible representation of $G$ corresponding to the vertex $v_i$ of $\Delta$. Then the first Chern class of the vector bundle $E_i$ is equal to the standard vector $e_i$ of $\mathbb{Z}^r$.

Theorem 5.3 indeed gives a geometric construction of the McKay correspondence. The proofs of the theorem in [GS-V] and [Kn] involve a case by case computation, but there is a uniform proof in [A-V], which furthermore applies in arbitrary characteristic.

Now we will relate the vector bundles $E_i$ to vector bundles with integrable connection. We recall the notion of a Deligne vector bundle with meromorphic integrable connection over an algebraic manifold $Z$ with respect to divisor $Y \subset Z$ with normal crossings. Let $V$ be an algebraic vector bundle over $Z$. Assume we have an integrable meromorphic connection $\nabla$ on $Z$, which is holomorphic over $Z \setminus Y$. Then we say that $(V, \nabla)$ is a Deligne vector bundle with connection if

1. for any germ of holomorphic section $s$ of $V$, $\nabla(s)$ is a holomorphic section of $\Omega^1_Z(\log Y) \otimes V$, where $\Omega^1_Z(\log Y)$ is the sheaf of 1-forms with logarithmic poles (so $\nabla$ has at worst logarithmic poles along $Y$);
2. for any component $Y_j$ of $Y$, and any eigenvalue $\alpha$ of the residue of $\nabla$ along $Y_j$, we have:
   \[ 0 \leq \text{Re}(\alpha) < 1 \]

The first Chern class of the vector bundle $V$ is computable in terms of the residues of the connection along the components $Y_j$ of $Y$. For each $j$, we have the cohomology class $[Y_j] \in H^2(Z, \mathbb{C})$. The residue $\text{Res}_{Y_j}(\nabla)$ is a complex number. Then we have:

**Proposition 5.4.** (Esnault-Verdier, see Appendix B of [E-V]) Assume the vector bundle $V$ with integrable meromorphic connection $\nabla$ satisfies (1) above. Then we have:

\[ c_1(V) = - \sum_j \text{Tr} \, \text{Res}_{Y_j}(\nabla) \, [Y_j] \in H^2(Z, \mathbb{C}) \]

In fact, the result is proved in [E-V] for a proper algebraic variety. However, consider an algebraic vector bundle $V$ over $Z$ with integrable meromorphic connection satisfying (1). There exists a smooth compactification $\bar{X}$ of $X$ such that $(\bar{X} \setminus X) \cup \bar{Y}$ is a divisor with normal crossings. Then it follows from the theory of [De] that $V$ can be extended to a vector bundle over $\bar{X}$ satisfying (1) with respect to the divisor $(\bar{X} \setminus X) \cup \bar{Y}$. The equality (5-4) for $\bar{V}$ implies the corresponding equality for $V$.

Here is an important class of examples of Deligne vector bundles with integrable connection.

**Lemma 5.5.** Let $Y$ be a divisor with normal crossings in the smooth complex algebraic variety $Z$. Let $S$ be a normal algebraic variety and let $h : S \to Z$ be a proper morphism such that

1. $h$ is an étale morphism over $Z \setminus Y$.
2. $h_\ast \mathcal{O}_S$ is a locally free sheaf over $Z$. 
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Then the vector bundle associated to \( h_* \mathcal{O}_S \) has the natural structure of a Deligne line bundle with integrable connection.

**Proof.** Over \( Z \setminus Y \) we have a unique connection \( \nabla \) on \( h_* \mathcal{O}_S \) which is compatible with the algebra structure. For any section \( u \) of \( h_* \mathcal{O}_S \) over an open subset of \( Z \setminus Y \), we can find a polynomial equation \( P(u) = 0 \), where \( P(x) = x^n + \sum_{i=0}^{n-1} a_i x^i \) is a monic polynomial with coefficients in \( \mathcal{O}_Z \) such that \( P'(u) \) is nowhere vanishing. Then we have:

\[
\nabla(u) = \alpha \otimes \frac{1}{P'(u)},
\]

where \( \alpha = \sum_i da_i x^i \). To prove properties (1)-(2) we work with holomorphic sheaves. Now near a point of \( Y \) where \( Y \) has local equation \( x_1 \cdots x_l = 0 \), the locally free sheaf \( h_* \mathcal{O}_S \) is a direct factor of the sheaf of algebras \( \mathcal{O}_Z[x_1^m, \cdots, x_l^m] \) for some \( m \). Indeed it is obtained as the subsheaf of invariants under some subgroup of \( (\mu_m)^l \). It is therefore enough to treat the case of the sheaf of algebras \( \mathcal{O}_Z[x_1^m, \cdots, x_l^m] \). This has a basis consisting of functions of the type \( u = x_1^{q_1} \cdots x_l^{q_l} \) for \( 0 \leq q_j \leq m - 1 \). Then we have

\[
\nabla u = \sum_j \frac{q_j}{m} \frac{dx_j}{x_j} \otimes u,
\]

which makes (1) and (2) apparent.

This however does not directly apply to our bundle of algebras over \( \hat{X} \), because the corresponding sheaf of algebras \( \hat{A} \) is not integrally closed. We need to introduce the integral closure \( \hat{\hat{A}} \). This satisfies all the assumptions of proposition 5.3, at least on \( \hat{X} \setminus T \), where \( T \subset \hat{X} \) is a finite set. Since we are interested in the first Chern class, we may neglect the effect of deleting this finite set. We then have an exact sequence of \( G \)-equivariant coherent sheaves on \( \hat{X} \):

\[
0 \rightarrow \mathcal{A} \rightarrow \hat{\hat{A}} \rightarrow \mathcal{F} \rightarrow 0
\]

(5 - 5)

for some sheaf \( \mathcal{F} \) supported on \( Y \). For the isotypic components associated to \( E \in \text{Irr}(G) \) this yields an exact sequence

\[
0 \rightarrow \mathcal{E} \rightarrow \hat{\hat{E}} \rightarrow \mathcal{H} \rightarrow 0
\]

(5 - 6)

for some coherent sheaf \( \mathcal{H} \) supported on \( Y \). For the first Chern classes we obtain

\[
c_1(\mathcal{E}) = c_1(\hat{\hat{E}}) - \sum_{j=1}^{r} m_j[D_j]
\]

(5 - 7)

where \( m_j \geq 0 \).

We can state
Proposition 5.6. Let $E$ be the vector bundle over $\tilde{X}$ associated to an irreducible representation $E$ of $G$. We have

$$c_1(E) = -\sum_{j=1}^{r} q_j [D_j] \quad \text{with} \quad q_j \geq 0 \quad (5-8)$$

Proof. The vector bundle $\tilde{E}$ has an integrable connection, and is a direct factor of the vector bundle with integrable connection $\mathcal{A}$. We have from Proposition 5.4 the equality

$$c_1(\tilde{E}) = -\sum_{j} \lambda_j [D_j],$$

where $\lambda_j$ is the trace of the residue of the integrable connection along $D_j$. By Lemma 5.5 all the eigenvalues of the residue have real part $\geq 0$, so that $Re(\lambda_j) \geq 0$. Thus we get the equality

$$c_1(\tilde{E}) = -\sum_{j} (\lambda_j + q_j) [D_j],$$

with $Re(\lambda_j + q_j) \geq 0$. Since the $[D_j]$ are linearly independent, it follows that the $\lambda_j + q_j$ are positive rational numbers. 

On the other hand we know from Theorem 5.3 that the $q_j$ are (up to sign) equal to the coefficients of the inverse of the Cartan matrix. Therefore we conclude

Corollary 5.7. The coefficients $(C^{-1})_{ij}$ of the inverse $C^{-1}$ of the Cartan matrix are all $\geq 0$.

This can of course be easily read off the tables in Bourbaki [Bo]. Indeed $(C^{-1})_{jk}$ is the coefficient of $\alpha_j$ in the fundamental weight $\omega_k$. This was pointed out to me by Dolgachev. We note the graph-theoretic interpretation of $C^{-1}$ given by Lusztig and Tits [L-T].

It is actually easy to prove directly that all coefficients of $C^{-1}$ are positive. Recall that $C = 2I - A$ where $A$ is the matrix of $\Delta$. Now the operator norm of $A$ is the norm of the largest eigenvalue, which is well-known to be smaller than 2. Thus we have a convergent series:

$$C^{-1} = (2I - A)^{-1} = \frac{1}{2} \sum_{n \geq 0} 2^{-n} (A^n)_{ij} \quad (5-9)$$

The coefficient $(A^n)_{ij}$ is the number of paths of length $n$ from $v_i$ to $v_j$ in $\Delta$. So it is always $\geq 0$ and given $(i,j)$ there exists $n$ such that $(A^n)_{ij} > 0$. In fact we have an estimate:

$$(C^{-1})_{ij} \geq \frac{2^{1-n}}{3} \quad (5-10)$$

where $n$ is the distance between the vertices $v_i$ and $v_j$. This estimate is sharp for the $A_2$ case.
Our final result involves both the McKay correspondence and the dual correspondence. Let $g_j$ be a representative of the conjugacy class associated to the divisor $D_j$. Then we have:

**Proposition 5.8.** For the irreducible representation $E_k$ of $G$ associated to the vertex $v_k$ of $\Delta$ we have

$$det(g_j, E_k) = \exp(-2\pi i (C^{-1})_{jk}) \quad (5 - 11)$$

**Proof.** The conjugacy class of the monodromy operator $g_j$ on $E_k$ is represented by the operator $\exp(-2\pi i \text{Res}_{D_j} \nabla)$, where $\nabla$ is the meromorphic connection on the Deligne vector bundle $\tilde{E}_k$; this is a general property of the residue in the case of semisimple monodromy, proved in [De]. So we have:

$$det(g_j, E_k) = \exp(-2\pi i \text{Tr} \text{Res}_{D_j} \nabla).$$

Now by Proposition 5.4 the trace of the residue is the opposite of the coefficient of $c_1(L_j)$ in $c_1(\tilde{E}_k)$. This coefficient is congruent modulo $\mathbb{Z}$ to the similar coefficient for $c_1(E_k)$. The latter coefficient is the opposite of the coefficient $(C^{-1})_{jk}$ of $C^{-1}$. \[\square\]

Recall that the connection index of $\Delta$ is equal to the determinant of the Cartan matrix.

**Corollary 5.9.** The exponent of the abelianization $G^{ab}$ of $G$ is equal to the connection index of $\Delta$.

**Proof.** Indeed if $n$ is the connection index, then all coefficients $(C^{-1})_{ij}$ belong to $\frac{1}{n} \mathbb{Z}$. It then follows from (5-11) that any character $G \to \mathbb{C}^*$ takes values in the $n$-th roots of unity. So the exponent $m$ of $G^{ab}$ divides $n$. Now let $n = mq$; i it follows from (5-11) that for each coefficient $(C^{-1})_{ij}$ we have $m(C^{-1})_{ij} \in \mathbb{Z}$. But it is easy to see that the g.c.d of the integers $n(C^{-1})_{ij}$ is equal to 1. This implies $q = 1$ and $m = n$. \[\square\]

This result in fact follows easily from the presentation of the group $G$ in terms of the Cartan matrix given in [H-N-K].

For instance, the connection index of the diagram $E_8$ is equal to 1, which implies that the binary icosahedral group is perfect (a well-known fact, of course).

This gives evidence for the idea that the matrix-valued Fourier transform obtained by combining the two types of correspondences should be very significant geometrically. One easily checks in the $A_n$ case that $(C^{-1})_{jk}$ is congruent to $\frac{-jk}{n+1}$ modulo $\mathbb{Z}$. Therefore we get an automorphism $F$ of the space of functions on $G$, whose matrix is

$$F_{jk} = \exp\left(\frac{-2\pi i jk}{n+1}\right) \quad (5 - 12)$$

This is of course the usual Fourier transform on the cyclic group $\mu_{n+1}$. For $G$ non-abelian, we obtain a matrix-valued Fourier transform; by taking the trace of a representation, we
obtain an automorphism of the space of central functions on $G$; however, this is not of finite order, already in the case of the binary octahedral group (case $D_4$).

This strongly suggests that the main object of interest should be the matrix-valued Fourier transform, not just the scalar-valued Fourier transform.
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