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ABSTRACT

How can humans remain in control of artificial intelligence (AI)-based systems designed to have autonomous capabilities? Such systems are increasingly ubiquitous, creating benefits - but also undesirable situations where moral responsibility for their actions cannot be properly attributed to any particular person or group. The concept of meaningful human control has been proposed to address responsibility gaps and mitigate them by establishing conditions that enable a proper attribution of responsibility for humans (e.g., users, designers and developers, manufacturers, legislators). However, the relevant discussions around meaningful human control have so far not resulted in clear requirements for researchers, designers, and engineers. As a result, there is no consensus on how to assess whether a designed AI system is under meaningful human control, making the practical development of AI-based systems that remain under meaningful human control challenging. In this paper, we address the gap between philosophical theory and engineering practice by identifying four actionable properties which AI-based systems must have to be under meaningful human control. First, a system in which humans and AI algorithms interact should have an explicitly defined domain of morally loaded situations within which the system ought to operate. Second, humans and AI agents within the system should have appropriate and mutually compatible representations. Third, responsibility attributed to a human should be commensurate with that human’s ability and authority to control the system. Fourth, there should be explicit links between the actions of the AI agents and actions of humans who are aware of their moral responsibility. We argue these four properties are necessary for AI systems under meaningful human control, and provide possible directions to incorporate them into practice. We illustrate these properties with two use cases, automated vehicle and AI-based hiring. We believe these four properties will support practically-minded professionals to take concrete steps toward designing and engineering for AI systems that facilitate meaningful human control and responsibility.
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1 Introduction

Artificial intelligence (AI) algorithms have become widely accessible and robust enough to effectively support innovation in many services and sectors, such as manufacturing, healthcare, entertainment, education, banking, and infrastructures [96]. However, deploying such AI algorithms in human-inhabited environments also comes with the risk of inappropriate, undesirable, or unpredictable consequences [36]. The misinterpreted capabilities of AI, combined with their rapid impact in public and private spheres of life, calls for a careful alignment to moral values and societal norms [25, 26, 46, 85].
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In this paper, we focus on one of the many concerns associated with AI: moral responsibility. How can designers, users, or other human agents be morally responsible for systems with autonomous capabilities to learn and adapt without direct human control? Similar to achieving autonomous capabilities, facilitating moral responsibility in human-AI systems (systems in which humans and AI algorithms interact) is a complex design issue that must be addressed early on [30].

The very autonomous capabilities that make AI algorithms useful complicate their assessment and predictability in the real-world as well as their validity over time. As a result, all systems based on AI, especially those with higher levels of autonomy, can and should be designed for appropriate human responsibility [75]. The holy grail is to design these systems in a manner that can mitigate the occurrence of situations that the manufacturer was in principle unable to anticipate, and that users were not able to appropriately influence or even realize. Such situations represent so-called responsibility gaps [61]: circumstances with undesirable impacts where responsibility cannot be properly attributed to any person. Situations where responsibility gaps come to light include e.g., accidents involving highly-automated vehicles and the use of human-AI systems in recruitment processes where recruiters cannot control undesirable impacts such as discrimination and unfairness. Relevant humans (e.g., designers, developers, or users) should be able to act upon their moral responsibility in a manner that is equally complex and fine-grained as the socio-technical system to which the AI algorithm is applied.

The problem of designing for human responsibility over human-AI systems is challenging because such systems operate in complex social infrastructures that include organizational processes with both human-to-human and human-AI interactions, policy, and law. Designing for moral responsibility therefore requires a systemic, socio-technical perspective that jointly considers the interaction between all these elements [62]. This fundamental challenge of intertwined social, physical, and technical infrastructures does not exclusively concern AI: societies have settled on morally acceptable solutions for ubiquitous technology in other domains, such as medicine, law, and aviation safety. However, these solutions do not readily generalize to systems based on AI algorithms, due to properties such as: (1) learning abilities; (2) black-box nature; (3) impact on many stakeholders (even those not using the systems themselves); and (4) autonomous decision-making capabilities. First, AI agents can demonstrate novel behavior through learning from historical data and continuous learning via interactions with the world and other agents. Because the world we are concerned with is an open system with respect to the agents’ perceptions and actions, the behavior of human-AI systems cannot be predicted with precision over time [49, 68]. Second, the agent’s decision-making process may be difficult to explain and predict, even for its programmer [33], complicating responsibility attribution for its consequences. Third, as AI agents may interact with multiple users, which have different levels of expertise, different preferences, and understanding, responsibility can become a diffuse concept for which no one feels morally engaged. This may be further exacerbated when AI agent’s autonomous capabilities are overestimated by those interacting with it. As the system’s design process may overlap with implementation and use [40], interactions may end up including humans who did not choose to be involved in its use, as in the case of sidewalk pedestrians interacting with automated vehicles. Fourth, as systems based on AI with increasing autonomous decision-making capabilities operate with reduced or even no meaningful supervision, undesirable impacts might be perceived only in hindsight. Learning abilities, opacity, interaction with many stakeholders, and autonomous capabilities are just four of the prominent issues, which emerge as algorithms interact with social environments.

To design for moral responsibility and human control is particularly important as quick development and immediate deployment “in the wild” [20], instead of regulated tests procedures, is urging academia and governments to take a stance in defining visions for trustworthy AI [46]. In fact, even if the “move fast and break things” mantra was considered acceptable and received wide consensus for driving digital innovation in the last decade, the same cannot be for AI with autonomous capabilities [82]. A failure of an AI agent is not a “404 error page”. It is a car accident, most likely with fatalities [50, 78]; it is an unfair and discriminatory distribution of wealth and services [53]; it is an unjust crime accusation based on ethnicity [4, 81]. We can only tackle this challenge if we acknowledge upfront that successful attribution and apportioning of responsibility should not be a matter of fortuitous allocation of praise or blame.

Developing concrete strategies to innovate in a responsible manner [89] is urgent and crucial to prevent such unintended and undesirable consequences, but also not to hinder the potential benefit that AI technologies can offer to society [36]. As a response, we see an increasingly growing effort from governments, the private sector, and academia to investigate their role and responsibility in developing a “good AI society” [19], which is leading to a proliferation of ethical guidelines and frameworks [42]. Although a convergence around five emerging ethical principles (transparency, justice and fairness, non-maleficence, responsibility and privacy) [46] provides a shared understanding of the problems at stake, methods to properly mitigate associated risks are still in their infancy [36]. It is imperative that widely accepted methodologies and practices are established to bridge the gap between agreed upon ethical principles and the real-life behavior of human-AI systems, avoiding responsibility gaps.
The concept of meaningful human control [7, 8, 45, 75] was first proposed to address the problem of responsibility gaps in autonomous weapon systems, but is becoming a central concepts when discussing responsible AI [75]. The core idea is that humans should ultimately remain in control of, and thus morally responsible for, the behavior of human-AI systems. Nevertheless, meaningful human control has also received the critique to be an ill-defined concept [27] that ignores operational context [32] and does not provide concrete design guidelines [62].

This article aims to contribute to closing the gap between the theory of meaningful human control, as proposed by [75], and the practice of designing and developing human-AI systems by proposing four actionable properties that can be addressed throughout the system’s lifecycle. We start by unpacking the philosophical concept of meaningful human control (Section 2). We then present a set of four properties that indicate whether and to what extent a human-AI system is under meaningful human control, discussing concrete methods and tools that can support addressing each property and illustrating them with respect to two case studies: automated vehicles and AI-based hiring (Section 3). Finally, we discuss the systemic and socio-technical nature of these properties and the need for multidisciplinary actions (Section 4) and conclude the paper (Section 5).

2 Related work on meaningful human control

The concept of meaningful human control was coined in the debates on autonomous weapon systems in order to formulate the conditions under which the pursuit and deployment of lethal autonomous weapons could be considered to be morally acceptable. While there is an overall consensus concerning the need for some form of human control over autonomous weapons, there are divergent and often conflicting views about what makes human control meaningful [7, 8, 32].

This discussion is no longer exclusive to the military domain. Meaningful human control is increasingly relevant and necessary as AI systems become more ubiquitous and autonomous, especially in non-forgiving scenarios in which fundamental human rights are at stake. The concept has already been applied to automated vehicles [10, 16, 62], including truck platooning [18], surgical robots [34], smart home systems [84], medical diagnosis [13], and content moderation in social media [94].

In the quest to prevent responsibility gaps, the concept of meaningful human control relies on the assumption that responsibility should always be attributed to human agents (e.g., users, operators, designers), not to AI agents. For this, we follow Santoni and Van den Hoven’s [75] philosophical account towards two necessary conditions for having a human-AI system under meaningful human control (not precluding other necessary conditions):

1. **Tracking** condition: in order to be under meaningful human control, a human-AI system should be responsive to the human moral reasons relevant in the circumstances. A human-AI system that fulfills this condition is said to track the relevant human moral reasons.

2. **Tracing** condition: in order for a human-AI system to be under meaningful human control, its behavior, capabilities, and possible effects in the world should be traceable to a proper moral and technical understanding on the part of at least one relevant human agent who designs or interacts with the system.

The tracking and tracing conditions provide a valuable philosophical framework for meaningful human control. Control is said to be meaningful when the system’s performance co-varies with the reasons of the relevant person or persons, like a mercury column in a thermometer co-varies with the temperature in the room. When air humidity varies, but the temperature remains constant, we expect no change in the mercury column, since it only tracks temperature. Similarly, when someone always accepts a new job only because the salary is higher, that person tracks financial gain, not necessarily the job’s intrinsic reward.

Building on [75], researchers developed frameworks to discuss and quantify factors affecting meaningful human control, especially for automated vehicles [43, 17, 62]. However, a range of key questions regarding the operationalization of tracking and tracing conditions to support the design and development of human-AI systems that can remain under meaningful human control remain unanswered. Whose and which moral reasons should account for the system’s behavior? How are these reasons represented and operationalized? Who has influence and understanding and who is in control? Who is responsible for the system’s (un)ethical behavior?

---

1 Meaningful human control relates not only to the engineering of the AI agent, but also to the design of the socio-technical environment that surrounds it, including social and institutional practices [11, 75, 73]. As [62] elaborate, “[i]ntelligent devices themselves play an important role but cannot be considered without accounting for the numerous human agents, their physical environment, and the social, political and legal infrastructures in which they are embedded.”
3 Four necessary properties of human-AI systems under meaningful human control

The tracking and tracing conditions [75] provide a starting point towards thinking about what to consider when developing human-AI systems under meaningful human control. However, it is not trivial to translate these philosophical concepts towards more concrete design and engineering directions. We unpack the tracking and tracing conditions in four actionable properties which can more easily support the design, development, and evaluation of human-AI systems.

First, for the human-AI system to be “responsive to relevant human moral reasons” (i.e., the tracking condition), we need to identify the relevant humans, their relevant (moral) reasons, and the circumstances in which these reasons are relevant. When designing for the tracking condition, it does not suffice to specify the technical conditions in which the system is designed to operate, i.e. the operational design domain (ODD). Designers should consider a larger design domain that captures which values and societal norms should be considered and respected during its design and operation: the moral ODD. Hence, we present as the first property that a human-AI system should have an explicitly specified moral operational design domain (moral ODD), and the AI agent should adhere to the boundaries of this domain.

Note that this moral ODD is not static: unforeseen and possibly detrimental behaviors can emerge during deployment of the system that might not be anticipated in the original moral ODD. Over time and across contexts, there might be developments in who the relevant stakeholders are, or what human reasons to include. Therefore, it is essential to consider the dynamic nature of human-AI systems in identifying the relevant humans, their reasons, and circumstances already during the design phase. Even with the best intentions and anticipations, unintended consequences are bound to emerge. This necessitates that we ensure that humans are in control of the system and are able to adjust the systems to their preferences. To answer to these concerns, we propose the second and third properties, inspired by the perception-action approach to complex human-machine interactions [28].

From a perception point-of-view, to decide what action to take and to subsequently perform that action, the relevant agents (human and AI) should be able to build appropriate and dynamic representations of each other and of the moral ODD. These representations include the agents’ reasons, tasks, desired outcomes, role distributions, and preferences. We capture this in the second property, which requires that the human and AI agents have appropriate and mutually compatible representations of the human-AI system.

Considering the “action challenge”, humans (e.g., users, developers) should be able to change the system’s goals and behavior in order to track changing human reasons. In addition, humans should be able to intervene and correct the behavior of the system when unforeseen situations occur. This is only possible when the distribution of roles and control authority between humans and AI (“who is doing what and who is in charge of what”) is consistent with their individual and combined abilities. This supports humans on being aware of their responsibility and acting accordingly. We, therefore, define a third property positing that relevant agents have ability and authority to control the system so that humans can act upon their responsibility.

These first three properties contribute to the tracking condition of meaningful human control, as well as to the tracing condition, which requires at least one human who designs or interacts with the system to have a proper moral understanding of the system’s effects in the world. However, the tracing condition also requires that the system’s actions are traceable to the moral understanding of this human or humans. This tracing process should be transparent, explainable, and developed in ways that allows it to be inspectable. Furthermore, we argue that moral understanding of the system’s effects should be demonstrated by, at least, those humans who make decisions with moral implications on the design, deployment, or use of the system, even if the actions that bring a human decision to life are executed by the AI agent. Hence, all relevant human decisions related to e.g., design, use, policy must be explicitly logged and reported [3], in order to link actions of the AI agents to relevant decisions, preferences, or actions of humans who are aware of the system’s possible effects in the world. This leads to the fourth and final property: actions of the AI agents are explicitly linked to actions of humans who are aware of their moral responsibility.

To summarize, we argue that a human-AI system under meaningful human control should possess each of the following four properties:

- **Property 1**: The human-AI system has an explicit moral operational design domain (moral ODD) and the AI agent adheres to the boundaries of this domain.

- **Property 2**: Human and AI agents have appropriate and mutually compatible representations of the human-AI system and its context.

- **Property 3**: The relevant agents have ability and authority to control the system so that humans can act upon their responsibility.
• Property 4: Actions of the AI agents are explicitly linked to actions of humans who are aware of their moral responsibility.

Similar to the tracking and tracing conditions [75], these properties are necessary but not sufficient for a system to be under meaningful human control: while a system possessing all these properties may still not be completely under meaningful human control, missing one of these properties means that the human-AI system is surely not under meaningful human control. Moreover, these properties are not binary and are hard to quantify. Improving the system according to one or more of these properties will lead to better tracking or tracing, and therefore, more meaningful human control over that system, however defining “how much of these properties” is sufficient in a given context might often only be possible through a qualitative and situated analysis.

Furthermore, these properties in themselves do not immediately translate to concrete design guidelines. In the coming sections we will expand each of the properties and establish explicit links to conceptual frameworks and methodologies across the design and engineering domains to support practically-minded professionals. However, specific design approaches, evaluation methods and metrics, algorithms, and methodologies needed to implement these four properties are context- and system-specific. Still, to illustrate the usefulness of these four properties, we will discuss them with respect to two relevant cases of human-AI systems: automated vehicles and AI-based hiring. While both cases manifest an urgent need for meaningful human control in non-forgiving scenarios that strongly impact people’s life (e.g., bodily harm, unfair decisions, discrimination), their differences with respect to time-constraints, embodiment, and involved stakeholders interestingly juxtapose different aspects of realizing these properties in human-AI systems.

• Automated vehicle: A conditionally automated vehicle that can perform operational aspects of the driving task (e.g., lane keeping or adaptive cruise control) as well as tactical aspects: detecting events and objects on the road and responding to them, and interacting with human pedestrians and other vehicles. Under normal circumstances, the automated vehicle can complete a whole trip without interventions from the human driver; the manufacturer emphasizes these autonomous capabilities in their marketing and promotional materials. The driver, however, is required to constantly supervise the system. There is no requirement for the driver to keep their hands on the steering wheel, but the driver must remain alert at all times and be able to take over operational control at the request of the automation system. The vehicle does not actively monitor the driver state, but in case a human intervention is required, it attracts the driver’s attention through a visual alert message and a loud auditory signal. The automated driving system used in the vehicle rely on machine learning-based object recognition and behavior prediction components, which were trained on the data obtained during extensive testing on public roads.

• AI-based hiring: Job candidates applying for a vacancy go through a video interview where they record their answers to questions formulated ahead of time by the employer. After the interview is completed, an AI agent applies machine learning methods to quantify candidates’ suitability for the job by correlating their facial expressions, choice of words, and voice tone to personal traits such as creativity, willingness to learn, and conscientiousness. To tailor the AI agent towards the context-specific preferences of the employer, the machine learning algorithms were trained on video interviews performed with current employees and their respective annual performance evaluations. The employer sets a threshold for a passing score, and based on the scores outputted by the AI agent, a list of candidates who pass to the next selection round is automatically compiled. The candidates do not see the score they were assigned. Neither the candidate, nor the employer, receive an explanation of how the scores were computed. The employer considers the human-AI system to be a cost-effective solution for what has previously been a time-consuming first-round selection process that required hiring additional screening staff. In addition, the employer seeks to increase diversity at the company and considers AI-based selection to be less prone to discriminatory biases.

3.1 Property 1. The human-AI system has an explicit moral operational design domain (moral ODD) and the AI agent adheres to the boundaries of this domain

Setting explicit operational boundaries for a system is a complex process that asks for building rich knowledge about the operating conditions within which a system may operate, and selecting the acceptable ones. In this regard, we relate to and expand the concept of operational design domain (ODD) which is often used in the context of automated driving, and refers to a set of contextual conditions under which a driving automation system is designed to function [71]. ODD specifications typically include factors like road structure, road users, road obstacles and environmental conditions (material elements), as well as human-vehicle interactions and expected vehicle interactions with pedestrians (relational elements) [29]. However, the ODD is not just a mere description of a physical domain. Instead, it is a critical analysis and selection of scenarios that can be safely managed [52] and in which undesired consequences are minimized [29]. We believe it is a valuable concept not only for automated vehicles, but for human-AI systems in general.
The focus of the current concept of ODD is, however, still on the technical aspects of operation. In this perspective, technical development is often focused on expanding the boundaries of the ODD, but consideration of the wider societal implications is lacking. Similar to [14], we argue that the concept of ODD should also emphasize the broader social and ethical implications. We refer to this extended concept of ODD as a **moral operational design domain (moral ODD)**. We propose the moral ODD (Figure 1) as means to determine not only the domain in which the AI agent can operate from a purely functional perspective, but also the domain in which it ought or should not operate from a moral perspective.

A simple example of a hammer illustrates the difference between the “can” (e.g., material and relational elements) and the “ought to” dimensions (e.g., moral elements). From a purely functional perspective, a hammer “can” be used as a weapon against another person. However, the morally acceptable use of a hammer is for hammering nails (ought to), not to injure other people (should not). Common sense already tells us that the use of a hammer as a weapon is in most cases morally unacceptable (can but should not). It is clear that the responsibility for proper use lies with the user, not the manufacturer (except in cases where the hammer clearly does not function properly, e.g., the head suddenly comes loose from the handle and injures a person).

In a scenario where complex human-AI systems are involved, this is often much less clear cut. In the automated vehicle case, the moral ODD could contain moral reasons representing safety (e.g., avoid road accidents), efficiency (e.g., reduce travel time), and personal freedom (e.g., enhance independence for seniors), to name just a few. In the AI-based hiring context, moral reasons could include, from the employer’s side, reducing discrimination or increasing the number of applicants in the recruitment process, while for the applicants autonomy over self-representation is very relevant. In both contexts, however, there might be tensions among different moral reasons and stakeholders, requiring an inclusive specification and careful communication of the moral ODD.

### 3.1.1 Practical considerations

The specification and clear communication of the moral ODD support relevant humans (e.g., users, designers, developers) to be aware of the moral implications of the system’s actions and their responsibility for these actions, thereby supporting the tracing condition of meaningful human control. Furthermore, if the operation of the AI agent remains confined within the boundaries of what it “can do” and “ought to do”, the tracking condition of meaningful human control is supported as well, as this makes the human-AI system more responsive to human understanding of what is the morally appropriate domain and mode of operation. Achieving these benefits requires that: (1) the moral ODD be explicitly defined; (2) the AI agent embed concrete solutions to constrain the actions of the human-AI system within the boundaries of the ODD.

To define the moral ODD, designers and developers need to engage with fundamental questions of what are the elements composing the moral ODD and how do the features of each element affect the system’s behavior. The process starts with

![Figure 1: Property 1: Moral ODD. The human-AI system should operate within the boundaries of what it can do (for both the human and the AI agent) and within the moral boundaries of what it ought to do, i.e. the human-AI system should act according to the relevant moral reasons of the relevant stakeholders.](image-url)
An ontological modelling of the environment(s) in which the human-AI system is expected to operate. Such complex assemblage of elements and relationships could be meaningfully represented within the moral ODD by making use of principles from existing research on software applications where ontologies are developed to enable context-aware computing systems [12, 15]. The mapping of material and relational elements characterizing a domain should be complemented with an investigation of what might be the morally relevant reasons, what they represent in the specific context, assumptions and consequences related to the system operation. Such understanding of the moral landscape of an AI agent under development could be built by means of extensive literature and case reviews [23, 38, 21], participatory approaches such as interviews, interactive workshops, and value-oriented coding of qualitative responses [37], which can be supported by natural language processing algorithms [57].

How to satisfy the second requirement (constraining the AI agent to the boundaries of the moral ODD) varies according to the constituent elements of the moral ODD. When constraining the material and relational aspects of the system behavior, approaches developed in the automotive and aircraft domains can be a useful reference, e.g., risk-based path planning strategies for unmanned aircraft systems in populated areas [67] and geofencing [59]. Relational aspects can be addressed through envelope protection. In the aircraft domain, flight envelope protection systems prevent the pilot from making control commands that drive the aircraft outside its operational boundaries, a concept that has also been adopted for unmanned aerial vehicles [97]. This concept could be extended beyond the aircraft domain, and become a more general design pattern for constraining the relational elements of the moral ODD in the systems involving both embodied and non-embodied AI agents [69].

Moral constraints are arguably the most challenging to enforce. One possible way of imposing them is to set probabilistic guarantees on system outcomes [83]. However, these approaches might not hold in real-world applications. Due to the non-quantifiable nature of morally relevant elements, as well as moral disagreements among humans, the boundaries of the moral ODD will remain blurred [14]. Hence, it is crucial that humans, not AI agents, are empowered to be aware of their responsibilities in order to make conscious decisions if and when the human-AI system should deviate from the boundaries defined by the moral ODD. The assessment of whether and how an AI agent is confined to the moral ODD is not a binary check, but rather a contextualized and deliberated analysis of the interaction between the AI agent, human agents, and the social, physical, ethical, and legal environment surrounding them. Humans, to conclude, should have an understanding of such blurry boundaries of the moral ODD and their responsibility to meaningfully control the AI agent in this process.

3.2 Property 2. Human and AI agents have appropriate and mutually compatible representations of the human-AI system and its context

For a human-AI system to perform its function, both humans and AI agents within the system should have some form of representations of the involved tasks, role distributions, desired outcomes, the environment, mutual capabilities and limitations. Such representations are often referred to as mental models; these models enable agents to describe, explain and predict the behavior of the system and decide which actions to take [48, 51, 95].

Shared representations, i.e., representations that are mutually compatible between human and AI agents within the system, allow the agents to have appropriate understanding of each other, the task, and the environment [51], which facilitates agents to cooperate, adapt to changes, and respond to relevant human reasons. To ensure safe operation of the system, agents should also have a shared representation of each other’s abilities and limitations. Specifically, the AI agents should account for humans’ inherent physical and cognitive limitations, while human agents should account for the AI agents’ limitations to avoid issues such as overreliance [56]. Furthermore — crucial to achieve meaningful human control — these shared representations should include the human reasons identified in the moral ODD (Figure 2). As the elements of the shared representations can be time- and context-dependent, the human and AI agents should be able to update their representations of the potentially changing reasons accordingly.

Incompatibility between representations could result in the lack of responsiveness to human reasons, thereby leading to undesired outcomes with significant moral consequences. For example, inconsistent mental models between a human driver and automated vehicle about “who has the control authority”, in which the human driver believes that the automated vehicle has control and vice versa, could result in a critical and unsafe system state [35].

3.2.1 Practical considerations

In order for the agents’ shared representations to facilitate the system’s tracking of relevant human reasons, the system designers first need to define which aspects of the system and its context (including relevant humans, AI agents, the environment, and the moral ODD) each agent should have a representation of. The process of determining what kinds of representations are needed will be context-specific and depend on the moral ODD of the system. A useful approach to determine the necessary representations and to translate these high-level concepts into practical design requirements...
Figure 2: Property 2: The human and AI agents have appropriate and mutually compatible representations of the human-AI system and of each other’s abilities and boundaries.

is co-active design [48]. Specific to building and maintaining shared representations, this approach provides guidelines on how to establish observability and predictability between the human and AI agents, including what needs to be communicated and when [51].

Representations can include practical matters such as task allocation, role distribution and system limits, but also understanding of how humans perceive the AI agents, human acceptance of and trust in the human-AI system, humans values and social norms. This should also include determining the appropriate level of representation. For instance, for an automated vehicle to interact with a pedestrian, the designers need to determine whether it suffices for the vehicle to have a representation of just the location of a pedestrian on the road and their movement trajectory, or also the height and age of that human, their goals and intentions. In the context of AI-based hiring, a key aspect requiring shared representation is the meaning of competence. In particular, the meanings of soft skills, such as teamwork and creativity, are highly fluid, context-dependent, and contestable. Therefore, aligning the job-specific meaning of competence among job seekers, employers, and any AI agent involved in the hiring process is critical.

Once the representations required for each agent are defined, the design and engineering choices need to sufficiently take these into account. Specifically, such choices should facilitate (1) AI agents to build and maintain representations of the humans and their reasons, and (2) humans to form mental models of AI agents and the overall human-AI system. These shared representations can be achieved through various combinations of implicit (e.g., through interaction between agents) or explicit ways (e.g., by means of human training, verbal communication). For example, to allow humans to build and maintain a representation of an AI agent, it can be developed to be observable and predictable implicitly through its design (e.g., glass-box design [3]), allowing the operator to better understand the AI agent’s decision-making. Ecological interface design can also leverage knowledge on human information processing to design human-AI interfaces that are optimally suited to convey complex data in a comprehensible manner [93]. Maintaining accurate representations during the human-AI system’s deployment can also occur through interaction, either implicitly (e.g., through intent inference from observed behavior) or explicitly (e.g., explicit verbal or written messages). For example, an AI system can probe through behavior whether the human is aware of it’s intentions before committing to a decision [70].

For the AI agents to have appropriate representations of human agents, the assumptions about human intentions and behavior adopted by AI agents (either implicitly or explicitly) need to be validated. This can be aided by incorporating theoretically grounded and empirically validated models of humans in the interaction-planning algorithms of AI agents [77, 79], or by augmenting bottom-up, machine-learned representations with top-down symbolic representations [86, 60]. An alternative approach, value alignment, aims to mitigate the problems that arise when autonomous
systems operate with inappropriate objectives. In particular, inverse reinforcement learning (IRL), which is often used in value alignment, aims to infer the “reward function” of an agent from observations of the agent’s behavior, also in cooperative partial-information settings (cooperative IRL) [41]. Although IRL is likely not sufficient to infer human preferences from observed behaviour since human planning systematically deviates from the assumed global rationality [6], such approaches could still support agents to maintain aligned shared representations [66].

3.3 Property 3. The relevant humans and AI agents have ability and authority to control the system so that humans can act upon their responsibility

Relevant humans should not be considered just mere subjects to be blamed in case something goes wrong, i.e., an ethical or legal scapegoat for situations when the system goes outside the moral ODD. They should rather be in a position to act upon their moral responsibility by influencing the AI system throughout its operation, and to bring the system back to the moral ODD if needed (Figure 3). For this, they need to have appropriate ability and authority to steer the behavior of the human-AI system, including overruling the AI agent through intervening and correcting behavior, setting new goals, or delegating sub-tasks. Furthermore, such actions need to be aligned with the abilities and control authority of the other agents in the system.

Figure 3: Property 3: The relevant humans and AI agents have the ability and authority to control the system so that humans can act upon their responsibility, e.g., if the human recognizes that a given situation might bring the system outside the moral ODD, they can intervene to avoid this.

Flemisch et al. [35] provide a thorough account on the importance of an appropriate balance between an agent’s ability, authority, and responsibility in human-machine systems: ability to control should not be smaller than control authority, and control authority should not be smaller than responsibility. We argue that this account applies to complex human-AI systems as well. The ability of a human or AI agent includes their skill and competence to perceive the state of a system and the environment. This also includes a way to acquire and analyze relevant information, to make a decision to act, and to perform that action appropriately [64]. Ability also includes the resources at their disposal, such as tools (an autonomous vehicle without a steering wheel would severely hamper the human’s ability to control the vehicle’s direction; job candidates’ ability to represent themselves would be heavily impaired by the lack of a feedback mechanism) or time (an automated vehicle that would wait until the very last second to alert the driver of a dangerous situation also limits the driver’s ability to direct the vehicle to safety; an employer would have no control and understanding of an AI-based hiring system if assessment of candidates would be provided only after the selection process finishes).

The understanding of an (AI or human) agent’s ability is intrinsically related to the socio-technical context in which the system is embedded. Hence, it is important that tasks are distributed according to the agent’s ability in the context, not
only from a functional perspective but also accounting for the values and norms intrinsic to the activity. Approaches such as the nature-of-activities [74, 76], under the umbrella of Value Sensitive Design [37], can support the understanding of which set of tasks should be (partially or totally) delegated or shared with AI agents, and which should be left exclusively to humans. Given the collaborative nature of many human-AI systems, team design patterns can be used as an intuitive graphical language for describing and communicating to the team the design choices that influence how humans and AI agents collaborate [92, 91].

The second component of the account proposed in [35] is control authority, i.e., the degree to which a human or AI agent is enabled to execute control. Consistency between authority and ability requires that an agent’s authority does not exceed their ability. And similarly, responsibility should not exceed authority. Thus, an agent should be responsible only for tasks they have authority to perform, and they should have authority only over tasks they are able to perform. A key implication of this consistency is that control is exerted by the agent that has sufficient ability and authority, and more responsibility is carried by the agents that exert more control. While ability and authority are attributes that both human and AI agents possess, we consider responsibility as a human-only quality. Therefore, the ability and authority of a human-AI system must be traced to responsibilities of relevant humans, e.g., engineers, designers, operators, users, and managers.

In the automated vehicle case, the driver has authority to control the vehicle by accelerating, breaking and steering, as well to take over control authority at any time. In the case of AI-based hiring, employers’ authority includes setting a threshold for a passing score and deciding who to hire. Simply giving human agents final authority by design, without ensuring proper ability, is not sufficient to empower humans to act upon their moral responsibility. For example, a driver may have final authority over a fully autonomous car, but the driver’s loss of situational awareness, or even skill degradation as a result of systematic lack of engagement in the driving task will limit the driver’s ability to exert that control authority [35, 43, 54]. The same might happen for a manager working with an AI-based hiring system if the manager, who has the final authority over who to hire, merely signs off on the suggestions of the AI agent, without substantive engagement in the assessment process.

### 3.3.1 Practical considerations

As authority should not be smaller than ability, it is important to build a baseline understanding of the abilities of human and AI agents and evaluate their consistency with the control authority provided by the system’s design. From the human side, human factors literature [72] can support the identification of a realistic baseline on human ability by applying psychological and physiological principles to understand challenges that are likely to arise in human-AI interaction [80, 54]. From the AI side, a proper understanding of ability should not only be task-oriented (e.g., measuring performance from data sets against benchmark), but also behavior-oriented. Approaches to understand AI ability in context include approaches inspired by human cognitive tests, information theory [44], and ethology (related to animal behavior) [68]. Designing for appropriate authority and ability also requires us to expand the scope of design from human-AI interactions to social and organizational practices [75]. Human training, oversight procedures, administrative discretion, and policy are just a few examples of organizational elements that significantly determine and shape agents’ authority and ability.

Design, training and technological development may “expand” or “shrink” agents’ abilities through innovation, including training humans for new skills and equipping AI agents with new technological capabilities, or achieving more through interaction between humans and AI and their combined abilities. From the AI side, especially for machine learning-based systems, as the relation between the input data and the target variable changes over time, concept drift methodologies can be applied to identify new situations which might impact the AI agent’s ability to respond to new situations [39, 58]. From the human side, interaction with technology might lead to behavioral adaptation and unwanted situations e.g., speeding when driving with intelligent steering assistance provided by an automated vehicle [63], decreasing human’s ability to keep the system within the moral ODD. In such situations, the human-AI system might move to a fallback state [22] or attract the driver’s attention back to the supervision task thus restoring the driver’s ability to act upon their ultimate responsibility for the vehicle’s operation.

Shared control is a promising approach to keep a balance between control ability and authority, with relevant applications in the domain of automated vehicles, robot-assisted surgery, brain-machine interfaces, and learning [1]. In shared control, the human(s) and the AI agent(s) are interacting congruently in a perception-action cycle to perform a dynamic task, i.e., control authority is not attributed either to the human or to the AI agent, but is shared among them [2]. Shared control could be particularly useful in human-AI systems that need to act in complex situations that can rapidly change beyond the envisioned moral ODD, and where rapid human adaptation and intervention is needed.
3.4 Property 4. Actions of the AI agents are explicitly linked to actions of humans who are aware of their moral responsibility

Satisfying the first three properties ensures that relevant humans are capable of acting upon their moral responsibility (property 3), are aware of the moral implications of the system’s actions (property 1), and have shared representations with AI agents (property 2). Yet, what is left undiscussed is the requirement to ensure that the effects of the system’s actions are traceable to the relevant humans’ moral understanding.

To trace any consequence of the human-AI system’s operation to a proper moral understanding of relevant humans, there should be explicit and inspectable link(s) between actions of the system and corresponding human morally-loaded decisions and actions. We acknowledge that such inspectable link(s) might be a more demanding form of tracing than what was originally proposed in [75], nevertheless we deem it necessary to enable the tracing condition to be inspectable. Even if all relevant humans made their decisions responsibly and with full awareness of their possible moral implications, the lack of a readily identifiable link from a given action of the AI agent to the underlying human decisions would still result in loss of tracing. The links between actions of the systems and corresponding human morally-loaded decisions and actions need to be explicitly identifiable in two ways (Figure 4):

1. **Forward link**: whenever a human within the human-AI system makes a decision with moral implications (e.g., on the design, deployment, or use of the system), that human should be aware of their moral responsibility associated with that decision, even if the actions that bring this decision to life are executed by the AI agent.

2. **Backward link**: for any consequence of the actions of the human-AI system, the human decisions and actions leading to that outcome should be readily identifiable.

![Figure 4: Property 4: Actions of the AI agents are explicitly linked to actions of humans who are aware of their moral responsibility. The forward link starts on the human and indicates that whenever a human makes a decision with moral implications that affects the system’s behavior, that human should be aware of their moral responsibility. The backward link looks at actions of the human-AI system and links it to previous human decisions (e.g., designers, users).](image)

3.4.1 Practical considerations

Enabling the forward link from human moral understanding to AI agents’ actions relates to the epistemic condition (also called knowledge condition) of moral responsibility, which posits that humans should be aware of their responsibility at the time of a decision [5, 25]. Hence, the human-AI system should be designed in a way that simplifies and aids achieving moral awareness. This requires explicit links between design choices and stakeholder interpretations of moral reasons that are at stake. Values hierarchies [87] provide a structured and transparent approach to map relations
between design choices and normative requirements. A value hierarchy visualizes the gradual specification of broad moral notions, such as moral responsibility, into context-dependent properties or capabilities the system should exhibit, and further into concrete socio-technical design requirements. Such a structured mapping can equip stakeholders with the means to deliberate design choices in a manner that explicitly links each choice to relevant aspects of moral responsibility. These deliberations, as well as the accompanying rich body of empirical and conceptual research must be well documented, inspectable, and legible. This kind of transparency also supports the backward link between the system’s actions and the design choices made by relevant humans.

Furthermore, requirements such as explainability of the system’s actions can be essential in effectively empowering human moral awareness. Since its early works, the field of explainable AI has increased its scope from explaining complex models to technical experts towards placing the target audience as a key aspect [9]. Given a certain human or group of humans as target audience, we see explainability in the context of supporting the forward link as clearly presenting the link between the system’s actions and human moral awareness, as well as their alignment to the moral ODD. For example, consider an automated vehicle which slows down and pulls off the road after it recognizes a car accident [62]. Right after that the vehicle should then remind the driver of their duty to provide assistance to possible victims in the accident. In the context of AI-based hiring explanations could be used to remind hiring managers of their duty to reduce discrimination in the hiring process.

In complex socio-technical environments the establishment of links between human moral awareness and actions of a human-AI system is complicated by the “problem of many hands”, which happens when more than one agent contributes to a decision. It becomes less clear who is morally and legally responsible for its consequences [88]. The “problem of many things” complicates this further: there are not only many (human) hands, but also many different technologies interacting and influencing each others, be it multiple AI agents or the interplay between sensors, processing units, and actuators [24]. In case of unintended consequences of the AI agent’s actions, this complexity can hinder the backward link, i.e., tracing the responsibility back to individual human decisions. This challenge calls for systemic, socio-technical design interventions that jointly consider social infrastructure (e.g., organizational processes, policy), physical infrastructure, and the AI agents that are part of these infrastructures.

Recent developments using information theory to quantify human causal responsibility [31] can provide relevant insight for the design and development of appropriate forward and backward links, by providing a model with which hypotheses can be tested. However, simplifying assumptions used in this research need to be addressed to account for more realistic settings. Methods from social sciences, e.g., Actor-Network Theory (ANT) [55] can support the development of tracing networks of association amongst many actors, which can help understand how, for example, humans may offload value-laden behavior onto the technology around us. In the “sociology of a door closer”, [47] describes how we made door closers the element in the assembly that manifests politeness by ensuring the door closes softly and gradually, even as the human actors may barge through without any action to regulate the door). This sort of division of moral-labor should not be done mindlessly, it requires human decisions to be analyzed and their relation to the moral ODD to be carefully analyzed.

Although establishing explicit links between human decisions, human moral awareness, and actions of the AI agents is challenging, they allow appropriate post-hoc attribution of backward-looking responsibility for unintended consequences, helping to avoid responsibility gaps and prevent similar events from repeating in the future. It also facilitates forward-looking responsibility by creating an incentive for the relevant humans to proactively reflect on the consequences of their decisions (design choices, operational control, interactions, etc.).

4 Discussion

In this article, we address the issue of responsibility gaps in design and use of AI systems, and argue in favor of the concept of meaningful human control as a principle to mitigate them. To the current discourse surrounding meaningful human control, we contribute with a set of four actionable system properties and related approaches useful to implement them in practice. These properties unpack the tracking and tracing conditions of meaningful human control [75] and provide a significant step forward toward its operationalization. Even though these properties may not be sufficient to completely ensure meaningful human control for all possible situations, we deem them necessary, and as such they help translate the tracking and tracing conditions into more tangible and designable requirements for human-AI systems. Our properties build upon and expand existing conceptual frameworks and methodologies across the design and engineering domains, such as the notion of operational design domain [29], ontological modeling [15], co-active design [48], shared mental models [51], shared control [1], value alignment [66], and consistency of ability, control authority, and responsibility [35]. In addition to establishing explicit links between the concept of meaningful human control and these frameworks, the four proposed properties unveil a range of new methodological questions and challenges on the path to practically implementing systems under meaningful human control.
Designing for meaningful human control requires designing for emergence. We argue that improving the human-AI system according to the properties we presented will lead to better tracking and tracing, and therefore more meaningful human control over that system. However, that does not provide an answer to the critical question: how much meaningful human control is sufficient in a given context? We believe these uncharted waters need to be explored through practice-based research that aims to responsibly develop human-AI systems, while ensuring inclusive and transparent collaborations among stakeholders and safe and rigorous evaluation of concepts and designs. On the one hand, it is reasonable to expect that socio-technical design requirements that act for the sake of meaningful human control properties will vary across societal and application domains. On the other hand, given a sufficient level of conceptual abstraction, a common basic set of necessary system properties that will prove practically helpful and robust across different societal domains can inform both bottom-up practice and top-down regulation towards meaningful human control. It is not reasonable to expect that design and regulation would account for every detail of a system’s processes, interactions, components in a deterministic, top-down fashion. In fact, the socio-technical complexity of human-AI systems and the inherent uncertainty of some aspects of their operation call for designing for emergence [65], where the focus shifts to designing the social, physical, and technical infrastructures that provide favorable conditions for interactions between agents to lead to emergence of desirable system properties and behaviors.

Meaningful human control is necessary but not sufficient for ethical AI. Meaningful human control over AI relates to the broader scope of AI ethics in the sense that designing for meaningful human control means designing for human moral responsibility. That is a critical aspect of ethical design of human-AI systems, but by itself it is not sufficient to ensure other crucial aspects of ethical design and operation, such as protection of human rights and environmental sustainability. In fact, it is possible for a human-AI system to be under meaningful human control with respect to some relevant humans, yet result in outcomes that are considered morally unacceptable by society at large [75]. Meaningful human control ensures that humans are aware of and are equipped to act upon their responsibility, and that the human-AI system is responsive to human moral reasons. But it does not prevent humans from consciously designing and operating the human-AI system in an unethical way. Therefore, meaningful human control must be part of a larger set of design objectives that collectively align the human-AI system with societal values and norms.

Transdisciplinary practices are vital to achieve meaningful human control over AI. One of the most prominent challenges threaded throughout the four properties may also be the most rewarding opportunity: the inherent need for a socio-technical design process that crosses disciplinary boundaries. Each of the four properties and meaningful human control as a whole is an endeavor that is not solvable by a single discipline. It is a socio-technical puzzle in which computer scientists, designers, engineers, social scientists, legal practitioners, and crucially, the societal stakeholders in question, each hold an essential piece of the puzzle. Hence, the only way to “walk the walk” is to move forward together, forming a transdisciplinary practice based on continuous mutual learning [90] among both academic and non-academic stakeholders. While this is undoubtedly a challenge, it may prove to be a rewarding opportunity for socially inclusive innovation that puts human moral responsibility front and center.

5 Conclusion

The need for meaningful human control should not be limited to autonomous weapon systems. Societal impacts and the issue of responsibility gaps in the use of AI today puts forward meaningful human control as one of the central concepts when discussing trustworthy and responsible AI. In this paper, we contribute to this debate by identifying a set of four properties aimed to support practice-minded professionals to design and develop systems that can incorporate a meaningful form of human control. With these four properties we have realized two goals: (1) contributed to closing the gap between the theory and practice of meaningful human control, and (2) explicitly link meaningful human control to existing frameworks and methodologies across disciplines that can support design and development of human-AI systems. We believe this work will enable researchers and practitioners to take actionable steps towards the design and development of systems under meaningful human control, enabling many of the promised benefits of AI while maintaining human responsibility and control.
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