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Abstract: In the process of transportation system construction, the tunnel is always an indispensable part of the traffic network due to terrain constraints. A collapse of the tunnel under construction may give rise to a potential for significant damage to the traffic network, complicating the road conditions and straining relief services for construction workers. To cope with the variety of vehicle types during the rescue effort, this paper divides them into small, medium, and large sizes, herein correcting the corresponding speed considering six road condition factors on account of the previous research. Given the influence of different special road conditions on the speed of different sized vehicles, a multi-objective model which contains two stages is presented to make decisions for rescue vehicle scheduling. Under the priority of saving human life, the first-stage objective is minimizing the arrival time, while the objective of the second stage includes minimizing the arrival time, unmet demand level, and scheduling cost. To solve the currently proposed model, a non-dominated sorting genetic algorithm II (NSGA-II) with a real number coding method is developed. With a real tunnel example, the acceptability and improvement of the model are examined, and the algorithm's optimization performance is verified. Moreover, the efficiency of applying real number coding to NSGA-II, the multi-objective gray wolf algorithm (MOGWO), and the traditional genetic algorithm (GA) is compared. The result shows that compared with the other two methods, the NSGA-II algorithm converges faster.
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1. Introduction

1.1. Background

For mountainous countries such as China, the tunnel is an essential component of the transportation network. However, with the increase of road construction mileage, the rate of tunnel collapse accidents under construction also rises. According to the characteristics of high frequency and risk of tunnel collapse under construction, the accidents threaten the safety of constructors, causing casualties and economic loss. There were 49 tunnel collapse accidents under construction from 2006 to 2018 in China, with 255 casualties. The severe collapse of the accidents is listed in Table 1.

Proper operations to reduce human suffering and death are necessary. In the previous research, to cope with the sudden tunnel collapse under construction, the emergency management operations consist of monitoring and warning, emergency rescue response, and reconstruction in post-disaster. Among them, the emergency rescue response, which includes the supply scheduling and on-site rescue activities, directly affects the safety of the constructors and the economic loss. How to provide help to the affected area as soon as possible is of great importance for it is the vital prerequisite of the on-site rescue activities. One mechanism to avoid unnecessary time delays is the effective utilization and sufficient
provision of a rescue service with strategic scheduling plans, which allows for mitigating damage and loss in disasters.

Table 1. Collapse accidents of tunnels under construction.

| Date            | Tunnel       | Casualty | Economic Loss (Thousand) |
|-----------------|--------------|----------|--------------------------|
| 3 May 2014      | Anhui Longtouling | 8 Trapped 6 Death       | 8000                     |
| 5 December 2014 | Fujian Housi | 21 Trapped 7 Death    | 6500                     |
| 20 August 2016  | Guihzou Zhubu | 7 Trapped 7 Death    | 3245.6                   |
| 14 September 2017 | Yunnan Manyao   | 9 Trapped - Death     | 1255.8                   |
| 30 September 2017 | Hebei Yingerling | 9 Trapped - Death     | 629.8                    |

However, the tunnels under construction are mainly located on sections with complicated surrounding conditions, with possible unopened sections on the routes for supplies’ transportation. The complex road environment brings challenges to scheduling and transporting rescue supplies. What is worse, the emergency rescue vehicles (includes special vehicles such as ambulances, engineering rescue vehicles, cranes, etc.) differentiate according to the characteristics of ultra-high, ultra-wide, and heavy-duty, requiring special road conditions for passing. This highlights the need for suitable vehicle scheduling routes with characteristics that could minimize the limitation of passage for different sizes of vehicles, therefore ensuring the arrival time of rescue efforts, saving the lives of trapped constructors, and reducing property losses. Obviously, the improvement of decisions made considering the road conditions and vehicle sizes could result in the high efficiency of rescue operations.

Specializing in making optimal decisions of the vehicle scheduling, this paper proposes a two-stage multi-objective vehicle scheduling model that includes three vehicle sizes to tackle the limitations of special conditions that influence the passage of rescue vehicles. Firstly, regarding the quantified influence of the road conditions on vehicle speed, the correction coefficients based on the previous research [1] are presented to help answer this question. Secondly, we propose a two-stage model to determine the scheduling plan of rescue vehicles according to their size to reduce the impact of road conditions. Thus, the emergency service could be provided as soon as possible, which means a lot to the trapped survivors and the rescue and reconstruction work. At the same time, the design of the two stages in this model specifies the priority in the different stages of operations. Human lives will be saved first, which is the main idea of emergency management. Then, the economic loss and the reconstruction work are taken into account.

1.2. Literature Review

Humanitarian logistic alias vehicle scheduling has been an active area of research in the recent past to reduce human life and economic loss by both natural and man-made disasters. To enhance the efficiency of emergency management, humanitarian logistics, also called emergency supply, which focuses on providing rescue supplies (emergency shelter, food, water, or medicine) to the area in demand timely, is critical. As a part of humanitarian logistics, the Vehicle Scheduling Problem (VSP) can be formulated as an optimization problem that outputs an optimal plan. This plan determines which vehicle to
employ to transport the supplies from one (or multiple) rescue point(s) to the affected area and the number of vehicles scheduled.

Substantively, the Vehicle Scheduling Problem (VSP) includes serious content, such as the Distribution Problem, the Vehicle Routing Problem (VRP), etc. Given the literature consulted at present, the least attention has been paid to the scheduling plan of different sized rescue vehicles studied in this paper, especially in the collapse disasters of a tunnel under construction compared with other disaster management operations. Thus, the related research on improving the operations of the distribution, routing design, and other rescue activities against the disasters is surveyed and reviewed in this section.

The two-stage stochastic (2SS) is the main component in the rescue operations of emergency management [4]. Generally, the first-stage decisions are made without knowing the random parameters. According to the results acquired, the second-stage recourse variables are decided [5]. Decisions of the scheduling problem consist of the supply points that provide help, the number of supplies transported by each vehicle, the arrangement of the rescuers, the routing, etc. In the first stage, the decisions are primarily the scheduling of the vehicles that provide aid assistance. While in the second stage, the main idea of decisions is reconstruction. For detailed information on the application of the two-stage model, see [6–10]. To cope with the uncertainty of the disaster, stochastic approaches are implemented [9]. In the early studies, research is mainly about one rescue point to one demand point. Later, the work was extended from one rescue point to multiple demand points and multiple rescue points to multiple demand points.

Although the distinctions between commercial logistics and humanitarian relief chains have been explicated by scholars [11–14], cost-minimization (purchase, storage, transportation, etc.) is still a common trend in both pre- and post-disaster planning problems in the emergency operations [5,7,12,15–19]. Additionally, the objectives also cover the investment budget, the total travel time and the distance [20–22], the safety, the unmet demand evaluated by indicators such as the demand satisfaction rate [23], and equity among demand points [24,25]. Focusing on pre-positioning the relief items, Paul and MacDonald [19] proposed a model intending to minimize the total cost of expected fatalities. In the research of Elçi and Noyan [18], the optimal objective is to minimize all the operating costs.

As the decision-makers tend to achieve multiple objectives, scholars integrated the multi-objective planning problem into the emergency management operations. Research on the multi-objective model in the design of emergency logistics has also been extensively reported. Mohamadi and Yaghoubi [21] developed a bi-objective stochastic model to minimize transportation time and costs. Bozorgi-Amiri and Khorsi [7] proposed a model consisting of three objective functions: minimizing the costs of shortages, transportation time, and all the expected operations. When solving the proposed model, the solution method consists of the heuristic algorithm [26], particle swarm optimization [27], the ant colony algorithm [28], etc. In addition, the hierarchical solution is used to optimize the objective of the first stage, and the optimal solution obtained is added as a constraint to the model to make the second optimization goal optimal. For the multi-objective approaches, Mohammadi et al. [29] obtained a Pareto front, while Dalal and Üster [30] applied the ε-constraint method. The weighted sum of objectives is considered as well.

Based on the above discussion, some gaps have not been considered in detail. Firstly, as explained before, the tunnels under construction are mostly located on remote sections with complex terrain, of which the condition affects the driving of various rescue vehicles. In addition, rescue vehicles of the tunnel collapse accidents consist of ambulances and large-sized special vehicles, such as engineering rescue vehicles. Therefore, the influence of road conditions and vehicle size needs further consideration. Secondly, according to abrupt and devastating effects, both trapped people and the reconstruction need to be considered in rescue operations under the underlying principle of saving lives first. This means objectives have different priorities in two stages (rescue and reconstruction stages). Therefore, the two-stage vehicle scheduling research is carried out in this paper according to the vehicle size and road conditions for the decision-making, as follows.
1.3. Contributions of This Research

Firstly, according to the number of axes and length, the vehicles are divided into three sizes in this paper to deal with the complex composition of rescue vehicle types. Then, as to the influence of special road conditions on the vehicle speed with different sizes, the corresponding speed is corrected based on the previous research. Secondly, in combination with the priority of different objectives in the first stage (rescue stage) and the second stage (reconstruction stage), a multi-objective model is proposed for vehicle scheduling decision-making. Thirdly, an NSGA-II algorithm with a real number coding method is developed to solve the model proposed. With a real example tunnel under construction, the practicability and the improvement of the model are examined. Finally, the efficiency of the NSGA-II algorithm is verified through the comparison with the multi-objective gray wolf algorithm (MOGWO) and the general genetic algorithm (GA).

This paper is organized as follows: In Section 1, the background, the related studies, and the main work of this research have been introduced in detail. Section 2 describes the problem of interest, including the definitions and assumptions of the proposed model, as well as the speed correction process of different sized vehicles on various road conditions for acquiring the corresponding travel time. These two sections lay the groundwork for the propositions in this research. In Section 3, the proposed mathematical model together with a solution algorithm is presented. Section 4 implements the proposed model to a real case. Section 4 also covers the comparison of two coding algorithms’ efficiency. Finally, the conclusion and prospects are summarized in Section 5.

2. Problem Description

2.1. Definitions and Assumptions

Let $G = (V, A)$ represent the road network of interest. $V$ is the set of nodes in the transportation network, and $A$ is the set of road sections (links) between the nodes. Suppose node $o$ in the topological network is the tunnel where the accident happened and $J$ is the set of vehicle supply nodes. It is assumed that the vehicle supply points are located at the transport nodes in the research area $o, J \in V$.

In case of a disaster, the supply nodes should provide help to the affected tunnel. In association with the complexity of rescue vehicles’ composition, this paper divides them into three sizes, including small, medium, and large, which are denoted by $m$, according to the number of axes and length, as shown in Table 2.

### Table 2. Rescue vehicle classification.

| Size   | Example                                         | Number of Axes | Length (m)  |
|--------|-------------------------------------------------|----------------|-------------|
| Small  | Ambulance, light truck, etc.                    | 2              | 5.5         |
| Medium | Supply transport vehicles, large fire trucks, etc.| 3–5            | 5.5–11.5    |
| Large  | Transport cranes, truck cranes, excavator trailers, etc.| >5             | >11.5       |

In the first stage, with the priority of saving lives, the objective is minimizing the arrival time of rescue vehicles. We used the time interval between when the accident happens and the arrival of the last rescue vehicle here to indicate this objective.

In the second stage, after finishing rescuing the survivors, the reconstruction work begins. Three objectives, minimizing the average arrival time, the unmet demand, and the scheduling cost, are considered at this time. The rescue vehicle scheduling modeling is based on the following assumptions:

(a) There is no capacity limitation at the rescue point. Only the number of rescue vehicles is limited.

(b) Emergency supplies can be mixed in one rescue vehicle according to the characteristics of the emergency supplies and the vehicle types.

(c) The laytime is not considered here. The time interval of the accident and the rescue vehicle’s arrival is the travel time on the road.
(d) The demand in the affected tunnel is known, and depends on the survey’s situation at different stages of the collapse.

The definitions and notations in this paper are described in Table 3.

Table 3. Notations and definitions.

| Notations | Definitions |
|-----------|-------------|
| $o$       | the affected point |
| $J$       | the set of rescue points |
| $j$       | the rescue point $j$, $j \in J$ |
| $V$       | the set of transportation nodes in the network, $o, J \in V$ |
| $N$       | the number of transportation nodes in the network |
| $v_i$     | the transportation node $i$ in the traffic network, $v_i \in V, i = 1, 2, 3...N$ |
| $A$       | the set of road traffic sections |
| $a$       | the road traffic section $a$, $a \in A$ |
| $G$       | the transportation network, $G = (V, A)$ |
| $m$       | the size of the rescue vehicles, $m \in M$ |
| $u$       | the number of rescue points in the transportation network of interest |
| $u_j$     | the number of total available vehicles in the rescue point $j$ |
| $v_{dm}^a$ | the design speed of $m$ size vehicle on the road section $a$ |
| $v_{rm}^a$ | the real speed of $m$ size vehicle on the road section $a$ |
| $l_a$     | the distance of the road section $a$ |
| $t_{ta}^m$ | the travel time of $m$ size vehicle on the road section $a$ |
| $L_{jo}$  | the distance between the rescue point $j$ and the accident point $o$ |
| $\tau_n$  | the shortest travel time of $m$ size vehicle from the rescue node $j$ to the affected node $o$ |
| $T$       | the vehicle arrival restriction period |
| $x_{mj}^1$ | the number of $m$ size vehicles distributed from the rescue node $j$ in the first stage |
| $x_{mj}^2$ | the number of $m$ size vehicles distributed from the rescue node $j$ in the second stage |
| $w_{mj}$  | the original number of $m$ size vehicles available at the rescue point $j$ |
| $d_{m1}$  | the number of $m$ size vehicles in demand of the affected node $o$ in the first stage |
| $d_{m2}$  | the number of $m$ size vehicles in demand of the affected node $o$ in the second stage |
| $b$       | the total amount of supplies required for rescue |
| $q_{m}$   | the maximum loading capacity of $m$ size vehicle |
| $k_i$     | the speed correction coefficient $i$, $k_i \in K, i = 1, 2, 3...6$ |
| $\lambda$ | the horizontal curve radius |
| $\theta$  | the gradient |
| $L_s$     | the length of the longitudinal slope |
| $\beta$   | the proportion of large vehicles in the section |
| $\partial$ | the punishment coefficient for the delay of the rescue supplies |
| $PCI$     | the pavement condition index |
| $c_i$     | the unit distance travel cost of the $m$ size vehicle |
| $z_i$     | the unit distance travel cost of the $i$, $i = 1, 2, 3$ |
| $\omega_i$ | the weight coefficient of the corresponding optimal objective $i$, $i = 1, 2, 3$ |
| $r_{\text{max}}$ | the maximum number of iterations |
| $r$       | the algebra of the population generated |
| $P_r$     | the population of generation $r$ |
| $Q_r$     | the subpopulations of the $t$-generation population |
| $n$       | the size of the population generated |
| $p_{bs}^i$ | the probability of the individual $i$ being selected |
| $f_i$     | the fitness value of individual $i$ |
| $p_{cr}^r$ | the crossover probability |
| $p_{mu}^r$ | the mutation probability |

2.2. Travel Time

The influence of complex road conditions on vehicle driving is inevitable, for which speed correction is necessary according to the road environment and the vehicle sizes. Based on the road design speed, this paper corrects the vehicle speed with the correction
coefficients, including horizontal curve radius $k_1$, longitudinal slope $k_2$, traffic flow $k_3$, traffic composition $k_4$, road surface $k_5$, and special factors $k_6$.

The actual vehicle speed is defined as follows:

$$v_{rm} = \frac{k_1 \cdot k_2 \cdot k_3 \cdot k_4 \cdot k_5 \cdot v_{dm}}{k_6}$$

(1)

where the correction coefficients $k_1$–$k_5$ are the ratio of the actual vehicle speed to the road design speed, $v_{rm}$ is the actual speed of $m$ size vehicles on the road section $a$, and $v_{dm}$ is the design speed of $m$ size vehicle on the road section $a$.

Under the ideal state, the respective speeds of small, medium, and large type vehicles are 135, 135, and 95 km/h, respectively. Based on previous research [1], the correction coefficients of rescue vehicle speed are defined as follows:

(1) The horizontal curve radius correction coefficient:

$$k_{sm}^1 = k_{me}^1 = 0.26\lambda^{0.1623}$$

$$k_{la}^1 = 0.04\lambda^{0.3615}$$

(2)

where $\lambda$ indicates the horizontal curve radius, and $k_{sm}^1$, $k_{me}^1$, and $k_{la}^1$ are the correction coefficients of the horizontal curve radius of small, medium, and large vehicles, respectively.

(2) The longitudinal slope correction coefficient

The impact of longitudinal slope on the vehicle driving includes the longitudinal gradient and grade length, as shown in the following:

$$k_{sm}^2 = \begin{cases} 
-0.29\theta^2 + 1.07\theta - 3.6 \times 10^{-4}L_s \\
+0.694, \theta \leq 3\% \\
-0.06\theta - 3.6 \times 10^{-4}L_s \\
+1.53, \theta > 3\% 
\end{cases}$$

(4)

$$k_{me}^2 = -0.12\theta + 6.9 \times 10^{-4}L_s + 0.29, 2\% \leq \theta \leq 5\%$$

(5)

$$k_{la}^2 = \begin{cases} 
-0.11\theta^2 + 0.6\theta - 2.8 \times 10^{-4}L_s \\
-0.12, \theta \leq 3\% \\
-0.11\theta - 2.8 \times 10^{-4}L_s \\
+0.24, \theta > 3\% 
\end{cases}$$

(6)

where $\theta$ is the gradient, $L_s$ is the slope length, and $k_{sm}^2$, $k_{me}^2$, and $k_{la}^2$ represent the longitudinal slope correction coefficient of small, medium, and large vehicles, respectively.

(3) The traffic flow correction coefficient

The traffic flow correction coefficient is used to describe the impact of traffic flow on rescue vehicles:

$$k_3 = 2.89\alpha^{-0.2392}$$

(7)

where $\alpha$ is the actual traffic volume/(pcu·h$^{-1}$·lane$^{-1}$).

(4) The traffic composition correction coefficient

Traffic composition refers to the proportion of large vehicles on straight road sections:

$$k_4 = 8.46 \times 10^{-5}\beta_2 - 0.02\beta + 1.47$$

(8)

where $\beta$ represents the proportion of large vehicles in the section studied.

(5) The pavement condition correction coefficient
The pavement condition index, PCI, is used to indicate the road condition [31]. For the highway with a design speed of 120 km/h, the correction coefficients corresponding to different road conditions are shown in Table 4.

(6) The special factor influence coefficient

| PCI       | Correction Coefficient | PCI       | Correction Coefficient |
|-----------|------------------------|-----------|------------------------|
| >60       | 1                      | [37, 39]  | 0.76                   |
| [54, 60]  | 0.96                   | [35, 37]  | 0.72                   |
| [49, 54]  | 0.92                   | [33.7, 35]| 0.68                   |
| [45, 49]  | 0.88                   | [32.8, 33.7]| 0.64                  |
| [41.5, 45]| 0.84                   | [31.8, 32.8]| 0.6                   |
| [39, 41.5]| 0.8                    | [31, 31.8]| 0.56                   |

In the case of the road sections with limited width and height or insufficient capacity, the special rescue vehicles with characteristics including extreme height, width, and heavy load involved in the rescue of tunnel collapse find it difficult to pass through. The special factor influence coefficient is defined as shown in Equation (9):

\[
k_b = \begin{cases} 
\infty, & \text{road restrictions, no vehicles can pass} \\
1, & \text{otherwise}
\end{cases}
\]

(9)

Herein, with the value \( v_{am}^m \) acquired from Equation (1), the travel time is calculated as follows:

\[
t_m^a = \frac{l_a}{v_{am}^m}
\]

(10)

where \( t_m^a \) denotes the travel time of \( m \) size vehicle passing the section \( a \), and \( l_a \) represents the length of the road section \( a \).

The shortest travel time of \( m \) size vehicle from the rescue point \( j \) to the accident tunnel is shown as follows:

\[
\tau_{mj} = \min \sum_{a \in A, j \in j} t_m^a
\]

(11)

It is assumed that rescue work starts from the first rescue vehicle’s arrival time and ends at the last vehicle’s arrival time. The vehicle scheduling time is defined as the arrival time of the last rescue vehicle.

3. The Two-Stage Vehicle Scheduling Model

For humanitarian purposes, saving human lives is a priority in the initial rescue effort. Reconstruction will not be carried out until the trapped survivors are rescued. Based on the priority of each objective at different stages, this paper proposes a multi-size two-stage model to make rescue scheduling decisions. In the first stage, minimizing the travel time is taken as the objective, so that the survivors can be saved as soon as possible. In the second stage, the total maximum scheduling time, the unmet demand, and the cost are taken into consideration for resettling the rescued trapped persons and carrying out reconstruction work.

3.1. Mathematical Modeling

To provide help to the collapsed tunnel, we minimize the maximum completion time of the scheduling work in the first stage as follows:

\[
T(\phi) = \min(\max_{mj} + \partial)
\]

(12)
\begin{align*}
    x_{mj}^f & \leq w_{mj} \quad (13) \\
    \sum_{j \in J} \sum_{m \in M} x_{mj}^f & \geq d_m^f \quad (14) \\
    \partial & = \begin{cases} 
        0, & \text{if } \tau_{mj} \leq T \\
        \partial, & \text{other} 
    \end{cases} \quad (15)
\end{align*}

where $T(\phi)$ is the maximum completion time of the scheduled work, $\tau_{mj}$ is the shortest travel time of $m$ size vehicle from rescue node $j$ to affected node $o$, $\partial$ is a punishment coefficient for the delay of the rescue supplies, $x_{mj}^f$ is the number of $m$ size vehicles dispatched from rescue node $j$ to affected node $o$ in the first stage, $w_{mj}$ represents the original number of $m$ size vehicles available at rescue point $j$, $d_m^f$ is the number of $m$ size vehicles in demand of node $o$, and $T$ is the vehicle arrival restriction period.

The objective function Equation (12) is used to minimize the travel time of the last rescue vehicle that arrived so that the rescue efforts could arrive in the shortest time. The constraint Equation (13) represents that the number of vehicles dispatched from the rescue point should be less than originally owned, while the constraint Equation (14) ensures the number of $m$ size vehicles dispatched from all supply points is not less than the number required in the affected node $o$. The constraint Equation (15) indicates that the rescue vehicle’s arrival time should be within the limitations period, otherwise the objective would be affected, and the constraint Equation (16) is the decision variable constraint.

In the second stage, we use three objectives to ensure the efficiency of the rescue and reconstruction operations. The first objective is proposed as follows:

\begin{align*}
    Z_1 = \min \left( \sum_{j \in J} \sum_{m \in M} \tau_{mj} x_{mj}^s \right) \\
    \sum_{j \in J} \sum_{m \in M} x_{mj}^s & \geq d_s^m 
\end{align*}

where $x_{mj}^s$ is the number of $m$ size vehicles dispatched from rescue node $j$ to affected node $o$ in the second stage. The objective function Equation (17) means minimizing the average arrival time of rescue vehicles to ensure the timely arrival of rescue vehicles.

At the same time, for sufficient relief supply, the objective function Equation (18) is proposed to minimize the unmet demand:

\begin{align*}
    Z_2 = \min (b - \sum_{j \in J} \sum_{m \in M} q_m^s x_{mj}^s) 
\end{align*}

where $b$ represents the total amount of supplies required for rescue (the volume and weight of all supplies, including cranes to be transported, etc.), and $q_m^s$ is the maximum loading capacity of $m$ size vehicles.

Besides, the objective of minimizing the cost has been widely used:

\begin{align*}
    Z_3 = \min \left( \sum_{j \in J} \sum_{m \in M} c_t L_{jo} x_{mj}^s \right) \\
    x_{mj}^s & \leq w_{mj} - x_{mj}^f \\
    \sum_{j \in J} \sum_{m \in M} x_{mj}^s & \geq d_s^m
\end{align*}

where $c_t$ is the unit distance travel cost of the $m$ size vehicle (fuel costs, road and bridge tolls, etc.), and $L_{jo}$ denotes the distance between the rescue point $j$ and the accident point $o$. The objective function Equation (19) represents minimizing the rescue vehicle scheduling cost.
\[
\sum_{j \in J} \sum_{m \in M} x_{mj}^{s} q_{m}^{q} \geq b
\]
(22)

where \(d_{m}^{s}\) is the number of \(m\) size vehicles in demand.

Constraint Equation (20) indicates that the number of vehicles dispatched from the rescue point \(j\) should be less than the remaining available amount. Constraint Equations (21) and (22) show that the number of vehicles and supplies distributed should not be less than the required amount. Constraint Equation (23) is a non-negative constraint.

3.2. Solution for the Model

In the first stage, the vehicles are scheduled from the rescue points near the affected node. Therefore, when solving the model in the first stage, \(\tau_{mj}\) is sorted for \(m\) size vehicles first, and then the priority is given to distributing vehicles from the rescue points that take a shorter travel time until the number of rescue vehicles in demand is satisfied. In this process, a penalty coefficient is used to make the scheduling work more flexible. The rescue professional organization can adjust the punishment coefficient according to factors such as the level of the tunnel collapse accident and the number of people trapped. A non-dominated sorting genetic algorithm with elite strategy (NSGA-II) is proposed to solve the multi-objective model in the second stage. The NSGA-II algorithm has the characteristics of good solution distribution and fast convergence speed and can acquire several high-quality solutions after one run time. Compared with other algorithms, the performance of the NSGA-II algorithm is significantly improved. In the process of the NSGA-II algorithm, the maximum number of iterations is set as \(r_{\text{max}}\) first, and then the initial population, \(P_{r}(r = 0)\), is randomly generated with the size of \(n\). Secondly, the function values of each individual \(P_{r}\) are calculated and sorted by non-dominance. Hence, the subpopulations of the t-generation population are obtained by using the selection, crossover, and mutation operations in genetic operators, denoted by \(Q_{r}\). Thirdly, \(P_{r}\) and \(Q_{r}\) are merged as \(P_{r} \cup Q_{r}\). According to the non-dominated relationship and individual crowding degree, the elite strategy is adopted to select \(n\) individuals from the set \(P_{r} \cup Q_{r}\) to form the parent population \(P_{r+1}\). Finally, the new population is generated by genetic operators again, as mentioned before. Repeat the above steps until the maximum number of iterations, \(r_{\text{max}}\), is reached, and output the Pareto optimal solution set.

The steps of developing this non-dominated sorting genetic algorithm (NSGA-II) are explained in detail as follows:

Step 1: Coding design

In association with the multiple rescue points and various types of vehicles, the coding method in this paper is designed as a real weight type. The serial numbers corresponding to different rescue points and vehicle sizes are coded. Thus, the decoding operation is unnecessary, leading to the improvement of the solution’s accuracy and speed. Due to this, the convergence of the algorithm is improved as it is convenient to add real genetic operators.

The initial chromosome population is \(P_{r}(r = 0)\). Each chromosome contains two substrings: \(P_{i}^1 = [P_{i1}^1, P_{i2}^1], i = 1, 2, \ldots, \text{pop}\). These two substrings are generated as follows: \(P_{i1}^1 = \text{randint}(1, 1, [0, u]), 0.01 \times \text{randint}(1, 1, [0, 100])\), \(P_{i2}^2 = \text{randint}(1, 1, [0, u_j]) u_j\). \(u\) and \(u_j\) are the number of rescue points and their vehicles in each rescue point, respectively. \(P_{i1}^1\) is a randomly generated real number with two decimal places, and \(P_{i2}^2\) is a randomly generated positive integer. A set of decision variables as shown in Table 5 is taken as an example to explain further.
Table 5. Coding operation example.

| Gene      | Rescue Point | Vehicle Size | Scheduling Amount |
|-----------|--------------|--------------|------------------|
| [4.21, 3] | 4            | 1            | 3                |
| [5.41, 4] | 5            | 2            | 4                |
| ...       | ...          | ...          | ...              |
| [7.82, 5] | 7            | 3            | 5                |

From Table 5, for gene [4.21, 3], the integer part of 4.21 indicates that the rescue point is \( j = 4 \), and the fractional part is the probability determined by the roulette algorithm when choosing the vehicle size. For example, the rescue point has three sizes of vehicles (size 1, size 2, size 3), and the probability of each is \( \frac{1}{3} \). For the fractional part, of which the value is 0.21, it is in the probability interval \([0, 0.33]\), leading to the vehicle size selected being size 3. As for the number scheduled, the latter part helps to provide the answer. Gene [4.21, 3] represents the scheduling plan; that is, distributing 3 vehicles which are of size 3 from the rescue point 4. One gene depicts one scheduling plan.

**Step 2: Fitness function**
The objective function after normalization, as shown in Equation (24), is implemented here as the fitness function.

**Step 3: The selection, crossover, and mutation of genetic operators**

1. Selecting operator: the fitness ratio method is used for the selection operation. After sorting the fitness value of each individual, the individuals have been selected. The higher the fitness value is, the higher the probability that the individual will be selected.

\[
p_{bs}^i = \frac{f_i}{\sum_{i=1}^{N} f_i} \tag{24}\]

where \( p_{bs}^i \) is the probability of an individual \( i \) being selected, \( N \) represents the population size, and \( f_i \) represents the fitness value of the individual \( i \).

2. Operator crossover: the vector linear combination method is used in the crossover operation to generate the offspring generations:

\[
E_a' = \varepsilon e_a + (1 - \varepsilon) e_b \tag{25}
\]

\[
E_b' = \varepsilon e_b + (1 - \varepsilon) e_a \tag{26}
\]

where \( e_a \) and \( e_b \), respectively, represent the two individuals to be crossed, \( 0 < \varepsilon < 1 \).

3. Mutation operator: The method of reverse mutation is used here. Two positions were randomly selected from the chromosome first, and then the substring between them was reversed.

**Step 4: Termination condition**
The algorithm stops when the running algebra reaches the set maximum cap \( n \). The solution process is shown in Figure 1.
Figure 1. Solution flow chart.

4. Case Study

In this section, we first apply the proposed model to a real-size example to verify its practicability and adaptability. At the same time, we conduct the same decision-making process on the example without the difference of vehicle sizes to observe the improvement effect of the proposed model. Then, we make a comparison of different coding methods for the NSGA-II algorithm used in this paper.

4.1. Example Description

A tunnel under construction is taken as a real example in this paper. There are 23 nodes and 27 road sections in the corresponding topology transportation network, as shown in Figure 2. For reducing the complexity of the calculation, the nearby hospital and fire station (distance < 1 km) are treated as one rescue point. The tunnel where the collapse occurred is located near node 23. There are road restrictions on road sections 11 and 20 so that large
vehicles cannot pass through. The design speed of all sections is set as \( v_{dm} = 120 \text{ km/h} \). The total amount of supplies required for rescue is \( b = 4000 \text{ m}^3 \).

The original number of vehicles available for scheduling at the rescue points \( v_1 - v_9 \) and other parameter settings are shown in Tables 6 and 7.

### Table 6. Number of vehicles available at rescue points.

| Rescue Point | Small | Medium | Large |
|--------------|-------|--------|-------|
| 1            | 14    | 12     | 12    |
| 2            | 12    | 13     | 13    |
| 3            | 15    | 12     | 16    |
| 4            | 13    | 12     | 14    |
| 5            | 13    | 12     | 14    |
| 6            | 15    | 13     | 12    |
| 7            | 13    | 11     | 14    |
| 8            | 14    | 15     | 16    |
| 9            | 12    | 13     | 12    |

### Table 7. Other parameters.

| Size           | Small | Medium | Large |
|----------------|-------|--------|-------|
| \( q_m \) (m³) | 8     | 25     | 57    |
| \( c_t \) (yuan/m) | 0.1   | 0.2    | 0.3   |
| \( d_m \) (vehicle) | first stage \( d_m^f \) | 17 | 10 | 12 |
|                | second stage \( d_m^s \) | 14 | 10 | 20 |

### 4.2. Vehicle Scheduling Comparison

According to the Equations (1)–(10), the travel times of the three sizes of vehicles in different road sections with special conditions were calculated. The results of sections 1–10 are listed in Table 8.
We established the solution algorithm using Matlab R2014b (MathWorks, MA, USA) to solve the proposed model in this paper. The initial NSGA-II control parameters were set as: population size $N = 50$, the number of iterations $n = 300$, the crossover probability $p_{cr} = 0.9$, and the mutation probability $p_{mu} = 0.09$. The approximate Pareto front of the second stage is shown in Figure 3. Five groups of non-inferior solutions were selected in the second stage’s solution set to calculate the three corresponding optimal objective function values, as shown in Table 9.

![Figure 3. Pareto frontier map.](image)

Table 8. Section information and vehicle travel time.

| Road Section | Section Length | The Radius of the Horizontal Curve | Slope | Slope Length | Traffic Flow | Traffic Flow Composition | PCI | Small Travel Time/h | Medium Travel Time/h | Large Travel Time/h |
|--------------|----------------|-----------------------------------|-------|--------------|--------------|--------------------------|-----|---------------------|---------------------|---------------------|
| 1            | 0.825          | 400                               | 2     | 0.6          | 567.84       | 0                        | 78  | 0.45                | 0.68                | 0.73                |
| 2            | 0.15           | 650                               | 1.4   | 0.15         | 567.84       | 0                        | 78  | 0.21                | 0.35                | 0.4                 |
| 3            | 0.15           | 780                               | 1.4   | 0.15         | 663.54       | 0                        | 78  | 0.22                | 0.41                | 0.53                |
| 4            | 0.125          | 680                               | 1.2   | 0.1          | 585.45       | 0                        | 53  | 0.19                | 0.23                | 0.37                |
| 5            | 0.075          | 850                               | 0     | 0            | 585.48       | 0                        | 45  | 0.04                | 0.14                | 0.23                |
| 6            | 0.225          | 950                               | 1.4   | 0.12         | 781.4        | 0                        | 37  | 0.36                | 0.45                | 0.46                |
| 7            | 0.5            | 550                               | 0.2   | 0.5          | 781.4        | 0.2                      | 54  | 0.3                 | 0.64                | 0.78                |
| 8            | 0.075          | 780                               | 1.2   | 0.075        | 663.54       | 0                        | 75  | 0.05                | 0.18                | 0.3                 |
| 9            | 0.1            | 780                               | 0     | 0            | 663.54       | 0                        | 76  | 0.07                | 0.25                | 0.32                |
| 10           | 0.25           | 580                               | 2     | 0.25         | 663.54       | 0.1                      | 36  | 0.36                | 0.43                | 0.56                |

Table 9. Five groups of Pareto optimal solutions of the second stage.

| Plan | Time | Objective Function Value | Cost |
|------|------|--------------------------|------|
| 1    | 4.003| -221.56                  | 197.52 |
| 2    | 4.006| -267.93                  | 190.78 |
| 3    | 4.008| -241.57                  | 190.65 |
| 4    | 4.007| -221.78                  | 193.67 |
| 5    | 4.005| -278.89                  | 199.85 |

Note: It means distributing and transporting redundant supplies when the unmet demand in the above table is negative.

The decision-makers can select the scheduling plan from the non-inferior solution according to the actual situation. Plan 1 was chosen as the optimal scheduling plan according to the vehicles’ shortest arrival time, as shown in Table 10.
Table 10. Scheduling plan for small, medium, and large vehicles at each rescue point.

| Size       | The First-Stage Scheduling Plan | The Second Stage Scheduling Plan |
|------------|---------------------------------|----------------------------------|
| Small      | {(1,4) (7,3) (2,5) (9,4) (3,6) (4,3) (8,4)} | {(3,2) (2,3) (7,3) (4,3) (9,1)} |
| Medium     | {(1,3) (6,2) (3,2) (7,5) (9,3) (4,5) (8,3)} | {(1,3) (7,1) (3,2) (9,1) (8,2)} |
| Large      | {(1,3) (2,3) (3,3) (7,2) (9,3) (6,3)} | {(1,3) (9,2) (3,5) (2,3) (7,2) (8,2)} |

Note: {(1,4)} means to distribute 4 vehicles from rescue point 1 in the above table.

We removed the difference between the vehicle sizes in the model to investigate the improved effect in this section. For example, in Section 4.1, the objective function without the multi-size method is shown in Table 11.

Table 11. Five groups of Pareto optimal solutions of the second stage without the multi-size method.

| Plan | Time | Objective Function Value | Cost |
|------|------|--------------------------|------|
| 1    | 3.996| −300.71 | 203.54 |
| 2    | 3.904| −289.56 | 201.37 |
| 3    | 3.900| −341.74 | 210.32 |
| 4    | 3.901| −321.44 | 204.85 |
| 5    | 3.899| −365.83 | 207.41 |

From Table 11, it can be seen that without the difference of the vehicles, the time objective is decreased, because the rescue vehicles near the affected node will be scheduled instead of those in the farther rescue points without the limitation of the vehicles. Although the time is shortened, this leads to a negative change of the unmet demand objective, since some of the vehicles transporting supplies will be influenced by the actual road conditions. Moreover, the distant rescue vehicles are dismissed by the shortest arrival time limitation. The cost objective function has not changed much.

4.3. Comparison of Algorithm Efficiency

In this section, we first explain the improvement of the NSGA-II algorithm applied in this paper and then compare the efficiency of the NSGA-II algorithm used in this study, the multi-objective gray wolf algorithm, and the general genetic algorithm based on the real number coding method. The proposed model in this paper involves multiple rescue points and multiple vehicle sizes, which show the complexity of the problem. A genetic algorithm is a common algorithm for solving such problems. This paper chooses the NSGA-II algorithm to solve the problem instead of the general genetic algorithm (GA). This algorithm considers all the frontiers, which reflects the diversity of the solution, and therefore the solutions can effectively prevent falling into the local optimum. In addition, the use of elite strategies can speed up convergence and remove inferior solutions faster. These two operations interact to find a suitable convergence speed as soon as possible, reduce the calculation time, and avoid falling into the local optimum. Binary coding is often used when dealing with optimization problems. Although, their structures may be very different when representing adjacent integers, leading to the low efficiency of genetic operators. Moreover, due to the long length of the general variable, the operations of constantly coding and decoding in the process of calculation are unavoidable, and then the calculation time is prolonged. Therefore, we chose the real number coding method in this study.

In this paper, we applied real number coding to the NSGA algorithm and compared it with the multi-objective grey wolf algorithm (MOGWO) and the traditional genetic algorithm (GA) in terms of objective function value, the number of iterations, and running time. During the experiments, the coding, population size, and the number of iterations were set consistently for the three algorithms to ensure fairness and objectivity. For the multi-objective grey wolf algorithm [32], the real number was coded to represent the...
position of each wolf. Multi-size vehicles and multiple rescue points were considered in this study, as mentioned above, which led to the increase of dimensionality and the number of individuals. Therefore, this brings about the geometric growth increase of complexity in the general genetic algorithm. The results of the comparison are shown in Table 12.

Table 12. Algorithm efficiency comparison.

| Algorithm                      | Objective Value | Iteration Frequency (Times) | Run Time (s) |
|--------------------------------|-----------------|----------------------------|--------------|
| General genetic algorithm      | −28.53          | 215                        | 97           |
| Multi-objective grey wolf algorithm | −31.05        | 56                         | 59           |
| NSGA-II algorithm              | −31.53          | 45                         | 46           |

It can be seen that the objective value of NSGA-II was smaller than both the multi-objective grey wolf algorithm and the traditional genetic algorithm. It was 9% lower than that of the genetic algorithm and is similar to the competitive multi-objective grey wolf algorithm, reflecting the superiority of the algorithm used in this paper. The number of iterations was reduced by 79% and 24%, respectively, and the speed of reaching the optimal solution was increased by 53% and 22%. In summary, the NSGA-II method designed for this paper can accelerate the convergence of the objective function values and outperform the multi-objective grey wolf algorithm and the traditional genetic algorithm.

5. Conclusions

This paper proposed a theory to optimize the scheduling plan of the rescue vehicles after a tunnel collapse in view of the different vehicles' sizes and the priority of the objectives in different stages. The rescue vehicles were divided into three sizes, including small, medium, and large, and then the speed corrections on the road with special conditions were performed for each size of the vehicle. A multi-objective model determining the scheduling plan of three sizes of vehicles from the rescue points was developed. In the first stage, the objective of minimizing the maximum completion time of scheduling ensures the priority of timely assistance to the trapped people. In the second stage, with the main aim of reconstruction, the scheduling time, unmet demand, and the total scheduling cost are comprehensively considered. A non-dominated sorting genetic algorithm with elite strategy (NSGA-II) with the method of real number coding was proposed to solve the model, and a real case study was provided to evaluate the proposed model's effectiveness. A comparison between multi-size and simple-size based on the case study was conducted, and the result showed that compared with the simple-size, the multi-size method comprehensively ensured the three objectives. Therefore, the efficiency and level of the rescue operations can be significantly enhanced, and the human suffering and the economic loss can be mitigated. Moreover, a comparison was carried out to investigate the efficiency of the three algorithms. The numerical experimental results showed that compared with the general genetic algorithm and the multi-objective grey wolf algorithm, the convergence speed of real coding was 53% and 22% faster, respectively. Hence, verifying the optimization performance of the algorithm in this paper.

In future research, the work in this paper can be further studied in the following aspects. First, the speed correction can be adjusted to acquire a more accurate value. Secondly, given the complexity of solving large-scale networks, the efficiency of algorithms applied in this work could be evaluated in terms of more quality indicators based on the previous research [33]. Thirdly, as well as tunnel collapse, it is expected to extend the research idea in this paper to other disasters such as earthquakes and hurricanes. Finally, it will be interesting to integrate the proposed model into the optimal emergency management process to fulfill the emergency system.
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