Shape-aware Multi-Person Pose Estimation from Multi-View Images

Zijian Dong\textsuperscript{1} Jie Song\textsuperscript{1} Xu Chen\textsuperscript{1,2} Chen Guo\textsuperscript{1} Otmar Hilliges\textsuperscript{1}
\textsuperscript{1}ETH Zürich \textsuperscript{2}Max Planck Institute for Intelligent Systems, Tübingen

Abstract

In this paper we contribute a simple yet effective approach for estimating 3D poses of multiple people from multi-view images. Our proposed coarse-to-fine pipeline first aggregates noisy 2D observations from multiple camera views into 3D space and then associates them into individual instances based on a confidence-aware majority voting technique. The final pose estimates are attained from a novel optimization scheme which links high-confidence multi-view 2D observations and 3D joint candidates. Moreover, a statistical parametric body model such as SMPL is leveraged as a regularizing prior for these 3D joint candidates. Specifically, both 3D poses and SMPL parameters are optimized jointly in an alternating fashion. Here the parametric models help in correcting implausible 3D pose estimates and filling in missing joint detections while updated 3D poses in turn guide obtaining better SMPL estimations. By linking 2D and 3D observations, our method is both accurate and generalizes to different data sources because it better decouples the final 3D pose from the inter-person constellation and is more robust to noisy 2D detections. We systematically evaluate our method on public datasets and achieve state-of-the-art performance. The code and video will be available on the project page: https://ait.ethz.ch/projects/2021/multi-human-pose/.

1. Introduction

Markerless human motion capture is one of the fundamental problems in computer vision. In recent years much progress has been made in estimating the configuration of the human body in 2D \cite{5, 16, 34, 37, 50} and 3D \cite{4, 25, 31, 32, 52} from a single RGB image as input. However, if we consider settings in which multiple people are depicted and in particular if these people are interacting with each other at close range, we can expect a multitude of difficulties due to the heavy and complicated occlusions and depth ambiguities. To robustly estimate the poses of such groups, multi-camera setups are indispensable to provide additional observations from different views which can resolve occlusion and provide stereo cues for 3D estimation.

Figure 1. Shape-aware multi-person pose estimation: We propose a novel pipeline for robust recovery of 3D poses and shapes of multiple people from a few camera views. A formulation that links 2D and 3D observations and that is regularized via a parametric body model is robust to noisy and missing 2D detections. Articulated poses can even be recovered under heavy occlusion.

Due to the real-world importance of this problem, several recent approaches have attempted to predict the poses of multiple people, observed from multiple cameras \cite{6, 10, 18, 45, 46, 54}. Such methods can loosely be categorized into two groups. The first group formulates the problem as a cross-view matching and association problem \cite{6, 10, 54}. For example, Zhang et al. \cite{54} introduce an optimization formulation that attempts to jointly solve the per-view parsing and cross-view matching problems as an instance of the multicut problem. The formulation is based on an association graph that links joints within and across multiple views. While the formulation is elegant, in practice it requires traversing the dense, cyclic association graph which results in an NP-hard problem. To attain a computationally tractable approach, the authors revert to a greedy heuristic which is sensitive to noisy 2D joint detections and imperfect visual features which limits the accuracy of the method.

Other methods, such as Tu et al. \cite{46} combine the features from individual camera views into a 3D voxel space. This volume is then segmented into sub-volumes by a learned person detector. The final 3D human pose configurations are regressed from these sub-volumes. Because the
pipeline can be trained end-to-end, high accuracy can be achieved if the training and test distributions are similar. However, owing to the reliance on the volumetric feature representation – which encapsulates the joint distribution of different individuals, their location in 3D space, the camera setup and even the 2D joint detections – learning such a representation requires a vast amount of data. In the absence of a large corpus of annotated multi-people, multi-view data, such methods face generalization issues and are sensitive to distribution shifts (Tab. 4).

Embracing this challenging problem, we propose a simple yet effective coarse-to-fine pipeline to estimate 3D multi-person poses from multi-view images. Our method combines concepts from both bottom-up and top-down methods. To avoid having to solve the association problem with partial local evidence, we aggregate initial 3D pose proposals in a 3D feature space. Our first insight is that, in pose estimation, the uncertainty associated with the 2D features (i.e., joint detections) can be trusted more than in many other computer vision domains due to semantics. Thus we forgo neural-network based classifiers and propose a simple confidence-aware majority voting technique to obtain initial 3D proposals. We experimentally show that it is more robust to distribution differences in terms of human poses, location of individuals and cameras in space and thus leads to better generalization behavior. This coarse 3D localization step is followed by a refinement step to correct poses and fill in missing joints via an optimization scheme that leverages multi-view constraints directly, where high confidence 2D observations are available, and regularizes the 3D pose via a parametric body model.

More precisely, the first part of our pipeline consists of triangulating the 3D coordinates of all pairs of 2D detections with the same part label. This is followed by a confidence-aware majority voting technique to cluster the proposals. The technique is based on the insight that if a joint has been seen and predicted accurately (i.e., with high confidence) in several views, then there will be a dense cluster of 3D candidates for that joint and low confidence, isolated candidates can be discarded. Furthermore, we leverage the observation that certain joints, for example, the hip, are detected more reliably than end-effectors and can be used as a heuristic to decide the number and location of individual humans. While simple, experiments (Tab. 1) show that our approach outperforms the SOTA learning-based method [46] and matching-based method [54] in terms of the detection performance.

The second part of our pipeline refines the initial 3D estimates based on a novel 2D-3D objective (Eq.(5)). In our formulation, we optimize the 3D joint locations directly by minimizing the 2D re-projection error if the corresponding 2D joint detections are of high confidence (Eq.(1)). To regularize the fitting procedure and to attain complete and kinematically plausible poses we leverage SMPL for low-confidence 3D candidates (Eq.(3)). Importantly, the SMPL parameters are aligned directly to the updated 3D observations (current state of the 3D joint locations). For this we use the learned per-parameter gradient method (Eq.(6)). This approach is fundamentally different from most existing approaches [4] that fit SMPL parameters directly to 2D observations. We experimentally show that the triangulated 3D joints are more accurate than the PCA-based SMPL skeleton – if they stem from confident 2D observations (Fig. 5). Both initial 3D pose proposal and SMPL parameters are optimized in an alternating manner (Alg. 1). This is motivated by the insight that a good estimate of 3D poses helps in fitting SMPL, while better SMPL estimates make 3D poses more robust. Finally, detailed experiments are performed to demonstrate that both components improve the robustness and accuracy of the pose estimation task. In summary, our main contributions are:

- A coarse-to-fine confidence-aware pipeline to aggregate noisy 2D observations from all camera views into 3D space and associate them into individual instances.
- A novel refinement pipeline which optimizes 3D poses and their corresponding SMPL models in an alternating fashion. The parametric models help in regularizing low-confidence 3D poses while updated 3D poses in turn guide the SMPL parameter estimation.
- Our method is general since we only leverage off-the-shelf 2D pose detector and body pose priors distilled from motion capture datasets. SOTA performance is achieved on public datasets.

2. Related Work

A vast amount of work on single-person 3D pose estimation from monocular [8, 9, 11, 26, 46, 40, 40, 47] and multi-view [17, 20, 39] images exists. Since we study the setting of multi-person pose estimation from multiple views [1, 2, 10, 12, 23, 24, 28, 54], the focus of this literature review is on multi-person pose estimation.

Multi-Person 2D Pose Estimation

A natural approach to multi-person 2D pose estimation is to detect people first and then estimate the body pose independently. Pishchulin et al. [35] employs a pictorial structure model to locate the person and subsequently estimate the pose. More recent top-down approaches also follow a similar strategy but instead use CNN-based person detectors and pose estimation models [14, 16, 27, 49, 51]. In contrast, bottom-up approaches [5, 7, 33, 55, 37, 43] begin with localizing identity-free body part proposals and associates them into individual instances. The seminal work by Pishchulin et al. [37] proposed a framework that jointly
labels part candidates and also associates them into individual people. More recently, Cao et al. [5] introduced a representation of pairwise scores via the so-called Part Affinity Fields (PAF). The authors demonstrated that PAFs are able to provide effective features for the part association that a simple greedy bipartite parse can be directly applied achieving state-of-the-art results.

Multi-Person 3D Pose Estimation

When only one camera is available, the problem is under-determined since many 3D poses may correspond to the same 2D pose. Leveraging the learning-based method, 3D poses can be recovered by lifting detected 2D poses [41, 42, 55], or directly regressing 3D poses [13, 48, 53], or by fitting parametric human body models [21, 53]. However, the reconstruction accuracy of these methods is limited due to the depth ambiguities and strong occlusions when multiple humans are close to each other.

Most closely related to ours are methods that leverage multi-view images. A straightforward approach for this problem is to find correspondences across views, either leveraging high-level features such as human instances, or low-level features such as joints. Early work implicitly solves this matching and parsing problem by leveraging 3D pictorial structure models, in which nodes represent 3D locations of body joints and edges encode pairwise relations between them [4]. However, such methods are computationally expensive due to the large state space in 3D. Joo et al. [23] rely on local features from dense multi-view images to vote for possible 3D joint positions, which can be seen as an implicit form of matching.

The method proposed by Dong et al. [10] first performs per-view person parsing, followed by a cross-view person matching via a convex optimization method constrained by cycle consistency. In [54], the authors formulate parsing, matching, and tracking in a unified graph optimization framework to simultaneously address 4D information. In contrast to these matching-based methods, a recent work [46] directly localizes all people and estimates their corresponding 3D poses in 3D voxel space. Due to the reliance on the 3D feature representation as input for subsequent learning-based steps, this method faces challenges in generalization with different configurations of people, poses and cameras. In our work, we propose a simple yet effective pipeline that triangulates joint candidates and associates them into individual instances via a simple confidence-aware voting scheme. A 2D-3D optimization technique, optimized via learned gradient descent, produces highly accurate 3D pose estimates. We show that this pipeline outperforms both matching-based approaches and end-to-end learning methods.

3. Method

Fig. 2 provides an overview of our proposed approach, which contains two stages: 3D human proposal generation and shape-aware 3D pose optimization.

In the first stage, we generate 3D joint candidates by triangulating 2D human pose estimates from different views. Then a confidence-aware voting-based technique is applied to cluster joint candidates from noisy observations and determine human instances. To generate a pose proposal for each human instance, a 3D bounding box is placed around its hip and is projected back to the images. The image observations surrounding the body’s limbs are used to filter joint candidates from closely interacting people.

In the second stage, an energy formulation which includes a multi-view re-projection term $E_{2d}(X)$ and a 3D body model fitting term $E_{shape}(X, \Theta)$ is introduced, to refine the initial pose $X_0$. Both 3D poses $X$ and SMPL parameters $\Theta$ are optimized jointly in an alternating manner. For each iteration, the gradient updating network first takes current 3D poses $X$ and SMPL estimation $\Theta$ as input to guide updating SMPL prediction. Then the current 3D poses $X$ are optimized by minimizing the multi-view re-projection error when they stem from confident 2D observations and the updated SMPL prediction is leveraged for regularizing low-confidence or missing 3D joint candidates. After a small number of iterations, our method can generate complete and accurate 3D human poses.

3.1. 3D Human Proposal Generation

One of the main challenges for multi-person pose estimation from multiple views is to associate 2D poses from different views with consistent identities. Prior matching-based work [54], is sensitive to imperfect 2D detections due to its local heuristic, and purely learning-based methods [18, 46] are prone to overfitting. In contrast, we propose an effective approach to generate initial 3D pose proposals based on a confidence-aware voting technique, operating in the global 3D space of joint candidates that have been triangulated from pairs of 2D noisy detections.

3D Joint Candidates Reconstruction.

To reconstruct 3D joint candidates, we first run an off-the-shelf 2D human pose detector [5] on each input image to generate 2D joint detections (Fig. 2 (a)). Then pairs of joints with the same label from different views are triangulated into 3D joint candidates (Fig. 2 (b)). We use standard linear algebraic triangulation [15], solving the linear system defined on the homogeneous 3D coordinate vector $\hat{y}_j : A_j \hat{y}_j = 0$, where $A_j \in \mathbb{R}^{(2C)\times 4}$ is a matrix composed of the components from the projection matrices and 2D poses. In our case, we perform the triangulation from each pair of 2D poses and set $C$ to 2.
Figure 2. Pipeline structure. Stage I: (a): We apply a 2D human pose estimation method [5] to obtain 2D joint candidates. (b): 2D candidate pairs with the same part label are triangulated into 3D space to produce 3D joint candidates. (c): A confidence-aware voting-based algorithm is used for clustering joint candidates from partial observations. (d): The position of human instances can be detected based on a reliable joint. (e): For each 3D human proposal, we project it back into the image space and leverage the part affinity field feature (PAF [5]) to filter the joint candidates from closely interacting people and obtain initial 3D pose proposals. Stage II: We refine the initial 3D poses $X_0$ by optimizing a 2D-3D objective. Both 3D poses $X$ and SMPL parameters $\Theta$ are optimized alternatively. For each iteration, the 3D joint locations $X$ are optimized by a 2D re-projection error when the corresponding 2D joint detections are of high confidence. To obtain kinematically plausible poses, we leverage updated SMPL estimation for regularizing the low-confidence 3D joint candidates. The SMPL parameters $\Theta$ are encouraged to align to the updated 3D poses in each iteration via a learned gradient updating network. After a small number of iteration, our method can generate complete and accurate 3D human poses and output SMPL parameters.

Candidates Association.
The next step is to associate triangulated 3D joint candidates into individual instances. Our insight for the association is simple: since we triangulate pairs of joint detections, joints that are visible in several views produce dense clusters of 3D candidates. Based on this observation, we propose an efficient and effective voting-based algorithm.

For the set $C_i$ of all the 3D joint candidates with part label $i$, we initialize an empty set $S_i$ and update it iteratively. In each iteration, we first find the point $p_k$ with the highest confidence in $C_i$. Next, a subset $s_k \in C_i$ containing all the neighboring 3D candidates around $p_k$ with a distance less than threshold $\rho$ is selected. We add $s_k$ to $S_i$ and remove $s_k$ from $C_i$. We repeat the above until $C_i$ becomes the empty set. Since outliers usually stem from falsely associated 2D detections or wrong detections in one specific view, there will only be few neighboring candidates around them. We thus eliminate clusters with less than three points. For the remaining clusters, we use their center to represent its position in 3D.

Human Proposal Generation.
The filtered 3D joint candidates need to be associated with individual instances. We experimentally find that the hip joint is one of the most reliable parts and can be leveraged to robustly decide the number of instances and also the location of each instance. Hence, we simply place a 3D bounding box with fixed size and orientation using the hip candidates as anchors. Furthermore, we keep the anchors whose corresponding 3D bounding box contains more than 90% of body parts and whose average confidences are larger than an empirically derived threshold. These bounding boxes may still contain joints of other closely interacting people. In order to distinguish them, we project the 3D bounding box back to the image space and use the part affinity fields [5] to determine which 3D joints belong to other person instances.
3.2. Shape-aware 3D Pose Optimization

The initial pose proposals do not yet adhere to kinematic constraints and may have missing joints due to imperfect 2D joint detections. We refine these initial poses \( X \) via both multi-view re-projection evidence \( E_{2D}(X) \) and a parametric body model prior \( E_{\text{shape}}(X, \Theta) \). The 3D poses \( X \) and SMPL parameters \( \Theta \) are optimized alternatively. The re-projection term aligns 3D joints \( X \) with the 2D observations for high-confidence joint detections. Whereas missing or low-confidence joints are determined by leveraging the updated SMPL estimation to regularize the 3D pose, leading to complete and kinematically plausible 3D pose estimates. For SMPL parameters \( \Theta \), they are optimized to align to the current 3D joints \( X \) via a learned gradient updating network. This refinement finally leads to complete and kinematically plausible 3D pose estimates after a small number of iterations. The alternating process is shown in Fig. 2 II.

Objectives.

Given an initial 3D pose proposal \( X \) and its corresponding 2D observations \( x_{ij} \), where \( i \in (1 \ldots N) \) stands for the joint label and \( j \in (1 \ldots K) \) represents the view indices, we want to refine the 3D pose by leveraging multi-view constraints where the 2D observations have high confidence:

\[
E_{2D}(X) = \sum_{i=1}^{N} \sum_{j=1}^{K} w_{ij} \delta_{ij} d_{2D}(\Pi_j X_i, x_{ij})
\]

(1)

Here \( E_{2D}(X) \) denotes the re-projection error between the 2D joint projections into each view and the detected 2D joints. \( \Pi_j \) is the projection matrix of view \( j \). \( w_{ij} \) is the confidence of detected joint \( i \) in the view \( j \) and \( \delta_{ij} \) is an indicator function denoting if joint \( i \) in view \( j \) is discarded:

\[
\delta_{ij} = \begin{cases} 
1, & d_{2D}(\Pi_j X_i, x_{ij}) < \rho_{2D} \\
0, & \text{otherwise}
\end{cases}
\]

(2)

where \( \rho_{2D} \) is a threshold for selecting inliers.

To complement \( E_{2D} \) we leverage a body shape term \( E_{\text{shape}} \) to regularize the 3D pose via a parametric body model when 2D detections are missing or have low associated confidence. For this purpose, we use the SMPL model[29]. It is a differentiable function that outputs a triangulated mesh \( M(\theta, \beta) \) taking the pose parameters \( \theta \in \mathbb{R}^{21} \times 3 \) and the shape parameters \( \beta \in \mathbb{R}^{10} \) as input. The 3D body joints can be obtained by a linear regressor \( W \) taking the mesh as input \( (X(\theta, \beta) = W(M(\theta, \beta))) \). We jointly optimize predicted 3D poses \( X \) and SMPL parameters \( \theta, \beta \):

\[
E_{\text{shape}}(X, \theta, \beta) = \sum_{i=1}^{N} \delta(w_i) d_{3D}(X_i, \tilde{X}_i(\theta, \beta))
\]

(3)

where \( w_i \) is the average confidence of detected 2D joint \( i \) across views. \( \delta(w_i) \) is an indicator function denoting whether the initial 3D joints \( i \) has high enough confidence:

\[
\delta(w_i) = \begin{cases} 
1, & w_i < \rho_{3D} \\
0, & \text{otherwise}
\end{cases}
\]

(4)

The final energy is the weighted sum of Eq. (1) and (3):

\[
E(X, \theta, \beta) = w_{2D} E_{2D}(X) + w_{\text{shape}} E_{\text{shape}}(X, \theta, \beta).
\]

(5)

Algorithm 1 - Alternative Optimization

\[
\begin{align*}
X_0 & \leftarrow \text{initial 3D pose proposal} \\
\Theta_0 & \leftarrow \{\theta_0, \beta_0\} \leftarrow 0 \\
\text{for} \ n = 0, \ldots, N - 1 \text{ do} \\
& \Theta^{(n)} \leftarrow \Theta^n \\
& \text{for} \ m = 0, \ldots, M - 1 \text{ do} \\
& \quad L_{\text{shape}}(\Theta^{(m)}) \leftarrow E_{\text{shape}}(X_n, \Theta^{(m)}) \\
& \quad \Delta \Theta^{(m)} \leftarrow \frac{\partial E_{\text{shape}}}{\partial \Theta^{(m)}}(X_n, \Theta^{(m)}) \leftarrow \Theta^{(m)} + \Delta \Theta^{(m)} \\
& \quad \end{end{align*}
\]

\[
\begin{align*}
X_{n+1} & \leftarrow X_n + \Lambda \frac{\partial E(X_n)}{\partial X_n} \\
\Theta_{n+1} & \leftarrow \Theta^{(M)} \\
\end{align*}
\]

Alternating Optimization.

To optimize Eq. (5) we employ a custom gradient descent strategy. We start by fixing \( X \) to its initial value and optimize \( \theta, \beta \). Since fitting SMPL parameters to 3D observations is a non-convex and highly non-linear problem, this can be slow and error-prone with traditional methods such as that by Bogo et al. [4]. We take inspiration from a recent 2D-3D lifting approach [44] that solves the fitting of 3D human body by leveraging a neural network to predict the parameter update rule. We adopt a similar concept for fitting the human model to the 3D candidates. To accelerate fitting of \( \Theta = \{\theta, \beta\} \) we replace the standard gradient descent rule by a learned per-parameter update:

\[
\Theta^{(m+1)} = \Theta^{(m)} + \mathcal{N}_w \left( \frac{\partial E_{\text{shape}}}{\partial \Theta^{(m)}}(\Theta^{(m)}, X) \right)
\]

(6)

where \( \mathcal{N}_w \) is a deep network parameterized by a set of weights \( w \), \( \frac{\partial E_{\text{shape}}}{\partial \Theta^{(m)}} \) is the partial derivative wrt \( \Theta \) and \( X \) is the fitting target. \( \mathcal{N}_w \) is trained with samples of poses and shapes from AMASS [30]. Please refer to [44] and supplementary for more details of the training process.

Once \( \Theta \) is optimized, we keep it fixed and optimize \( X \) via standard gradient descent. We optimize \( X, \Theta \) in an alternating fashion until convergence. The overall routine is detailed as pseudo-code in Alg. 1 where \( n \) is the iteration index for the overall optimization routine while \( m \) is for the body fitting process.
4. Experiments

4.1. Test Datasets

We conduct experiments on two standard datasets for multi-view multi-person 3D human pose estimation, which consist of challenging scenarios including interactions between individuals with heavy occlusions. Shelf [1] contains 3200 frames from 5 cameras. In terms of evaluation setting and evaluation metric, we follow prior work [1, 46, 54] and test on a separate test set and report the percentage of correctly estimated parts (PCP@0.5) to measure performance. Association Dataset [54] is one of the most challenging public datasets for this task. It contains 3 sequences with 2-4 closely interacting people observed from 6 cameras. Following [54], we use all the sequences for test and report the precision, recall and F1-score as evaluation metrics. A joint is considered correct if its Euclidean distance to the ground truth annotation is less than 0.2m.

4.2. Training Data Comparison

For training, our method only uses AMASS, a collection of 3D human bodies with varying poses [30]. For clarity, we would like to emphasize that our primary goal is to boost the robustness and effectiveness to new, entirely unseen humans and poses. Note that, learning-based methods [18, 46] generally require direct 3D supervision via annotated pairs of multi-people, multi-view data.

4.3. Ablation Study

To validate the effectiveness of our method, we conduct a detailed analysis on both the initial 3D pose proposal and the shape-aware pose refinement. All the experiments are conducted on the Association dataset. When comparing with the learning-based method [46], we deploy its model trained on the CMU Panoptic Dataset [22], which is the largest training dataset for this task.

4.3.1 Evaluation of 3D Human Proposal Generation

To evaluate the effectiveness of our human proposal generation technique, we compare our method with two SOTA methods [46, 54]. Following the metric of [54], one human proposal is valid if the error of its hip joint is less than 0.2m. As shown in Tab. 1, our method achieves significantly better performance compared to [46, 54]. The learning-based method [46] faces generalization issues to unseen human poses and motion. The bottom-up method [54] suffers from low recall since the greedy algorithm is sensitive to noisy 2D joint detections. More ablation study on the proposal generation can be found in the supplementary.

4.3.2 Evaluation of Shape-aware Pose Optimization

In this section, we validate the effectiveness of our shape-aware optimization. As seen in the last two rows in Tab. 4, the initial pose proposal can be dramatically improved under all metrics by leveraging multi-view constraints and regularization with the parametric body model. There are two main reasons for this improvement. First, the full-body constraint of SMPL can infill missing joints and corrects implausible poses (see orange and purple circles in Fig. 3). Furthermore, the weighted re-projection error contributes to refine the joint predictions, shown in blue circles in Fig. 3.

Human Body Constraint. Note that the SMPL model is used as a full-body constraint to help infill missing joints and also to correct non-kinematic poses. We conduct the experiment to fit SMPL model to the initial 3D proposal and draw the MPJPEs of the joints before and after fitting in Fig. 4. For joints with associated low average confidence, regularizing the 3D pose via a parametric body model can boost performance. For joints with higher confidence (confidence > 0.25), the effect of full-body constraint is not obvious. This is caused by a slight difference in the skeletal configurations between [5] and [29], which causes some systematic error. Therefore we only use the multi-view constraints to optimize high-confidence joints as described in the method section.

Comparison with SMPL-only. We compare our method with approaches that optimize only SMPL parameters to align the joint re-projections with 2D observations [4, 19]. For a fair comparison, we apply a multi-view variant of SMPLify. The comparison on the Association dataset is summarized in Tab. 2. Our method outperforms the SMPL-only baseline by a significant margin. This is in part due to the inherent approximation error stemming from differences in the skeletal configurations between [5] and [29] in part due to fitting errors. This experimental evidence is an important motivation for the design of our 3D pose fitting formulation. Furthermore, leveraging learned gradient descent for optimization leads to significant performance increases both in terms of runtime (20x speed-up, 0.1s vs 2s), convergence rate (14 vs 100 iters) and precision (90.1% vs 78.3%).

4.4. Quantitative Results

We compare our method with SOTA methods quantitatively on the Shelf and Association datasets. The compar-
Comparison between our initial poses and final poses after optimization. (a) The orange circle is set for missing joints (note that we set the missing joints to the origin point) (b) The blue circle is set for incorrect joint predictions; (c) The purple circle is set for abnormal human poses. After the shape-aware optimization, our method generates more complete and accurate 3D human poses.

Comparison of MPJPE (m) between our initial proposals (init) and the predicted poses after regularizing with SMPL (after smpl). The horizontal axis represents the associated confidence of the 3D joints from the initial proposal. When the confidence is under 0.25, our algorithm achieves better performance after regularizing the 3D pose via a parametric body model.

Method | Anno | A1 | A2 | A3 | Avg
--- | --- | --- | --- | --- | ---
VoxelPose [46] | Yes | 99.3 | 94.1 | 97.6 | 97.0
Huang et al. [13] | Yes | 98.8 | 96.2 | 97.2 | 97.3
Belagiannis et al. [4] | No | 66.1 | 65.0 | 83.2 | 71.4
Belagiannis et al. [4] | No | 75.3 | 69.7 | 87.6 | 77.5
Ershadi-Nasab et al. [12] | No | 93.3 | 75.9 | 94.8 | 88.0
*Zhang et al. [54] | No | 96.5 | 86.8 | 97.0 | 93.4
Dong et al. [10] | No | 98.6 | 93.7 | 97.8 | 96.7(96.9)
Ours (final) | No | 99.1 | 93.5 | 98.1 | 96.9

Table 3. Evaluation on Shelf dataset. Quantitative comparison on the Shelf dataset using a percentage of correct parts (PCP) metric. ‘*’ denotes that the method discards temporal information from its original setting. ‘A1’-‘A3’ correspond to the results of three actors, respectively. The averaged result is in column ‘Avg’. The column ‘Anno’ indicates if the method relies on 3D supervision.

Method | Precision(%) | Recall(%) | F1-score(%) |
--- | --- | --- | --- |
VoxelPose [46] | 55.1 | 66.5 | 60.3 |
*Zhang et al. [54] | 97.1 | 48.8 | 65.0 |
†VoxelPose [46] | 68.8 | 79.2 | 73.6 |
Dong et al. [10] | 71.0 | 80.2 | 75.3 |
Ours (init) | 83.7 | 82.8 | 83.4 |
Ours (final) | 90.1 | 89.0 | 89.2 |

Table 4. Evaluation on the Association Dataset. ‘*’ denotes that the method discards temporal information from its original setting. † means the method uses 3D bounding box ground truth.

Table 2. Comparison between our method and the traditional method [4]. Our method outperforms the SMPL-only baseline for both precision and recall.

Comparison on the Shelf is shown in Tab. [4]. We achieve slightly better results compared to methods [11, 2, 10, 12, 54] which do not rely on 3D supervision and achieve comparable performance compared to learning-based methods [18, 46] which train the model based on this dataset. Since the test frames lack pose variations compared to the training set, this dataset is considered less challenging than the Association one, which also has a more strict evaluation metric.

The quantitative result on the Association dataset is shown in Tab. [4]. Since this is a pure test set, for SOTA learning-based method [46], we directly deploy their trained model for test. As a result, our method outperforms this learning-based method largely, even when they use ground truth 3D bounding boxes. This shows that the learning-based method is prone to overfit to the training distribution. We also compare our algorithm with matching-based methods [10, 54]. Note that to have a fair comparison with [54], we compare with its static version only relying on images while it is originally a tracking method which leverages video information. We can see that these bottom-up based methods have relatively low recall due to the fact that they solve the global optimization with a greedy algorithm which is sensitive to missing 2D joint detections.
4.5. Qualitative Comparison

We show qualitative comparison in Fig. 5. Generally, our method is more accurate and robust compared to others especially in challenging scenarios with strong occlusions or when highly articulated poses are presented. Specifically, other methods tend to generate extra actors (red rectangles), abnormal (purple circles) or incorrect (blue circles) human poses. The reason is that it is difficult for the learning-based method [46] to generalize to unseen poses and motions. For the image-based version of [54], without temporal information, solving the 3D association graph is sensitive to noisy 2D joint detections. In Fig. 6, we demonstrate more results of our method on both the Association and Shelf datasets. The first row is the predicted 3D poses and their projections on two views. The second row shows the predicted SMPL models in 3D space and also their projections in 2D images.

5. Conclusion

In this paper, we propose an effective coarse-to-fine pipeline to estimate 3D multi-person poses from multi-view images. To avoid having to solve the association problem with local evidence, we aggregate initial 3D pose proposals in a 3D feature space and associate them into individual instances. This coarse 3D localization step is followed by a refinement step that corrects poses and fills in missing joints via an optimization routine leveraging multi-view constraints directly where high confidence 2D observations are available and regularizing the 3D pose via a parametric body model. We systematically evaluate our method on public datasets and SOTA performance is achieved.
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