A Short-Term Quantitative Precipitation Forecasting Approach Using Radar Data and a RAP Model
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Abstract: Very short-term (0–3 h) radar-based quantitative precipitation forecasting (QPF), also known as nowcasting, plays an essential role in flash flood warning, water resource management, and other hydrological applications. A novel nowcasting method combining radar data and a model wind field was developed and validated with two hurricane precipitation events. Compared with several existing nowcasting approaches, this work attempts to enhance the prediction capabilities from two major aspects. First, instead of using a radar reflectivity field, this work proposes the use of the rainfall rate field estimated from polarimetric radar variables in the motion field derivation. Second, the corrected motion field is further corrected by the Rapid Refresh (RAP) model field. With the corrected motion field, the future rainfall rate field is predicted through a linear extrapolation method. The proposed method was validated using two hurricanes: Harvey and Irma. The proposed work shows an enhanced performance according to statistical scores. Compared with the model only and centroid-tracking only approaches, the average probability of detection (POD) increases about 25% and 50%; the average critical success index (CSI) increases about 20% and 37%; and the average false alarm rate (FAR) decreases about 14% and 16%, respectively.
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1. Introduction

Very short-term (0–3 h) radar-based quantitative precipitation forecasting (QPF), also known as nowcasting, plays an essential role in flash flood warning, water resource management and other hydrological applications. Three major categories of techniques have been developed during the past half-century: conceptual models of convection initiation and dissipation, the explicit numerical prediction of thunderstorms, and the extrapolation of the most recent observations [1,2]. Radar-based QPF approaches predict storm motions by extrapolating the radar observation patterns into the future. The precipitation motion field, also called the velocity vector, plays a critical role in nowcasting. The motion field can be derived with either pattern matching approaches or centroid-tracking approaches. In pattern matching approaches, the entire field’s motions and components are established through the cross-correlation between two adjacent moments in the reflectivity fields [3–6]. The extrapolation using a precipitation motion field derived from the cross-correlation or the numerical weather prediction (NWP) model is considered the optimum method for nowcasting widespread and persistent rains [7,8]. On the other hand, the centroid-tracking approach...
derives a motion vector through tracking the temporal sequence of the centroid positions of observed radar images [9–20]. The centroid-tracking-based nowcasting approaches are well suited to predicting convection and its associated severe weather such as damaging winds, hail, and tornadoes [8].

This work aims to develop and test a novel radar-based QPF approach that combines the centroid-tracking approach and the rapid refresh (RAP) model for surface precipitation prediction. Moreover, the variations of the precipitation properties such as the precipitation size, total water content, and precipitation intensity are also incorporated into the prediction. This paper is organized as follows. In Section 2, the method for storm tracking and prediction is introduced. The performance of the proposed approach is discussed in Section 3, and a summary and conclusion are given in Section 4.

2. Methodology

According to the QPF categories introduced in Section 1, the proposed work belongs to the extrapolation-based prediction approach, and the prediction results are calculated by linearly extrapolating the current precipitation field into the future based on the motion field. The procedures of motion field derivation and precipitation prediction are demonstrated in Figure 1. As shown in the block diagram, polarimetric radar variables and the RAP model field are used as inputs. The motion field is derived from the combination of centroid-tracking results, and the interpolated model field and the initial prediction results are calculated using the obtained motion field. The rainfall rate field derived from polarimetric radar variables is also used in the precipitation properties analysis, which is further used on adjusting the linearly extrapolated precipitation field. The processing details of the proposed approach are introduced in the following sections.

![Figure 1. The flow chart of the proposed radar-based QPF approach.](image-url)
2.1. The Derived Motion Field of Radar Observations (RADAR)

2.1.1. Radar Data Processing

Different from several existing nowcasting approaches that apply a radar reflectivity field \(Z\) in the prediction, the proposed method utilizes a mosaicked rainfall rate \(R\) field instead. The advantages of applying \(R\) in the prediction are mainly from two aspects. First, in conventional approaches using single-polarization radar, \(Z\) is the only available radar variable, and \(R\) is derived through \(R\sim Z\) relations. Therefore, there is no significant difference between using either \(Z\) or \(R\) in the predictions. With recent developments in the polarimetric radar, a quantitative precipitation estimation (QPE) using polarimetric radar variables exhibited its advantages in accuracy and robustness. Using \(R\) can better predict a storm’s location and intensity. Another profit of the \(R\) extrapolation is that the parameters used in storm segment pairing can also be directly derived from the rainfall rate field, such as storm size and total water content. Details about these parameters will be introduced in Section 2.1.2.

In order to obtain an accurate rainfall rate field, the polarimetric radar variables of \(Z\), differential reflectivity \((Z_{\text{DR}})\), correlation coefficient \((\rho_{\text{HV}})\), and differential phase \((\phi_{\text{DP}})\) are processed through the following three major steps. The radar variables are first quality-controlled with a physically-based approach by Tang et al. [21] to eliminate the interference from clutters and other non-precipitation radar echoes. In this method, radar echoes from precipitation and non-precipitation are identified by a set of \(\rho_{\text{HV}}\) thresholds derived based on microphysics properties, including drop-size distribution, melting layer, and precipitation temperature. Pure precipitation is quality-controlled by removing interference from non-precipitation radar echoes such as biological scatter and anomalous propagation.

The quality-controlled \(Z\) and \(Z_{\text{DR}}\) fields are then corrected from attenuation. Different attenuation correction methods have been proposed using \(\phi_{\text{DP}}\) during the past three decades, such as the linear \(\phi_{\text{DP}}\) method, the standard ZPHI method, and the iterative ZPHI method [22–25]. Due to its simplicity and easy implementation in a real-time system, the linear \(\phi_{\text{DP}}\) method was applied.

\[
\begin{align*}
Z^c(r) &= Z^a(r) + \alpha (\phi_{\text{DP}}(r) - \phi_{\text{DP}}(0)) \quad (1) \\
Z_{\text{DR}}^c(r) &= Z_{\text{DR}}^a(r) + \beta (\phi_{\text{DP}}(r) - \phi_{\text{DP}}(0)) \quad (2)
\end{align*}
\]

where \(Z^a(r)\) (\(Z_{\text{DR}}^a(r)\) and \(Z^c(r)\) (\(Z_{\text{DR}}^c(r)\)) are the observed (corrected) reflectivity and differential reflectivity at range \(r\), \(\phi_{\text{DP}}(0)\) is the minimum system differential phase, and \(\phi_{\text{DP}}(r)\) is the smoothed differential phase at range \(r\). The attenuation correction coefficients \(\alpha\) and \(\beta\) depend on drop-size distribution, the drop-size-shape relation (DSR), and temperature. The typical values of \(\alpha\) (\(\beta\)) are 0.01–0.04 dB/degree (0.001–0.004 dB/degree), respectively [22]. The \(\phi_{\text{DP}}\) is also used to estimate the specific differential phase \((K_{\text{DP}})\) through a least-square linear fitting approach.

The processed radar data \((Z, Z_{\text{DR}}, \text{and } K_{\text{DP}})\) are then used to estimate the rainfall rate \(R\text{ (mm hr})\) with a synthetic method [26]. In this approach, a set of \(R(K_{\text{DP}}), R(Z, Z_{\text{DR}})\), and \(R(Z)\) relations are selected according to hydrometeor types. Compared with conventional \(R(Z)\) approaches, this method can produce more accurate rainfall estimation, especially for the mixture of heavy rain and hail. It should be noted that a mix of rain and hail is often observed in convective type precipitation, which is one of the focuses of QPF. An example of the reflectivity before pre-processing (A), after pre-processing (B), and an estimated rainfall rate (C) is shown in Figure 2, where the quality control process removed the non-precipitation echoes.
Figure 2. The reflectivity fields from (A) before and (B) after the quality control process and (C) the estimated rainfall rate using polarimetric radar variables.

As the last step in the radar data process, the obtained rainfall rate fields from individual radars are mosaicked into a seamless precipitation field using the approach proposed by Zhang et al. [27]. An example of the mosaicked rainfall rate field is shown in Figure 3. In this example, the rainfall rate is mosaicked from 17 radars in Texas and Oklahoma, covering 25–40° N in latitude and 110–90° W in longitude. The mosaicked field rainfall rate has a spatial resolution of 1 x 1 km and a temporal resolution of 10 min.

Figure 3. The rainfall rate mosaic at 2210 UTC 25 May 2015.
2.1.2. Motion Field from Centroid Tracking

The radar-based motion field is derived using the mosaicked R fields from two continuous moments, T and T−1. The time interval between these two adjacent moments is 10 min. An approach similar to TITAN [12,28] is applied. In this approach, the mosaicked R field is first divided into storm segments with a threshold of 0 mm hr⁻¹. An example of the segments is shown in Figure 4, where red and black lines are used to indicate the R contours (> 0 mm hr⁻¹) at the current (T) moment and 10 min earlier (T−1), respectively. In this example, a vast storm region and multiple small segments can be found in the center and eastern sides of the area, respectively. The large precipitation segment is classified as the stratiform precipitation type, which is generally associated with low rainfall rates and slow movement. The small and isolated precipitation segments located on the eastern side are classified as the convective type, generally associated with intense convection, a high rainfall rate, and fast movements.

![Figure 4](image.png)

*Figure 4.* The contours of the rainfall rate (R) fields. The segmentations of R at 2210 UTC (R^T) and 10 min prior (R^{T-1}) are represented by red and black lines, respectively.

The centroid of each segment is then calculated with a K-mean method [29,30]. An enlarged area including four precipitation segments is shown in Figure 5, where red and blue colors are used to indicate cells/segments from T and T − 1, respectively. The displacement of each segment is determined through a matching process. Within a maximum travel distance, the matching pairs (e.g., CI(T−1) and CI(T)) from the moment T − 1 and T are associated with a short distance; similar characteristics are found in the storm size and water content (Dixon and Wiener 1993). For example, if there are total n_1 and n_2 cells identified from T − 1 and T, there are n_2 possible counterparts at T for the t^{th} cell (center at (x_{t}^{T−1}, y_{t}^{T−1})) at T − 1.
Three variables are used in the pair matching process: distance ($d$), total pixel ($p$), and summation of rainfall rate ($S$):

$$d_{i,j} = \left[ (x_{i}^{T-1} - x_{j}^{T})^2 + (y_{i}^{T-1} - y_{j}^{T})^2 \right]^{1/2}$$  \quad (3)

$$p_{i,j} = \left[ \left( \sum p_{i}^{T-1} - \sum p_{j}^{T} \right)^2 \right]^{1/2}$$  \quad (4)

$$S_{i,j} = \left[ \left( \sum R_{i}^{T-1} - \sum R_{j}^{T} \right)^2 \right]^{1/2}$$  \quad (5)

where $i$ and $j$ are the cell centers from $T-1$ and $T$, and $(x,y)$ is the cell center. The total pixel $p$ is used to represent the storm size, and the summation of rainfall rate $S$ is used to represent the total water content. Unlike [12], which found the matching pairs by solving the cost function using the Hungarian method, the matched pair is identified by minimizing the normalized summation of these three factors in this work:

$$C_{i,j} = \frac{d_{i,j}}{\max(d)} + \frac{p_{i,j}}{\max(p)} + \frac{S_{i,j}}{\max(S)}$$  \quad (6)

The maximum travel distance is set as 20 km given the 10 min interval between $T-1$ and $T$.

After the centroids of the paired segments from $T$ ($C_{i}(T)$) and $T-1$ ($C_{i}(T-1)$) are finalized, the motion vector is calculated using the displacement of the centroids as:

$$U^{\text{RADAR}}(T) = \frac{C_{i}^{U}(T) - C_{i}^{U}(T-1)}{\Delta T}$$  \quad (7)

$$V^{\text{RADAR}}(T) = \frac{C_{i}^{V}(T) - C_{i}^{V}(T-1)}{\Delta T}$$  \quad (8)

where $C_{i}^{U}$ and $C_{i}^{V}$ are the projections of the centroid coordinate onto the longitude and latitude directions. The velocity components along longitude ($U$) and latitude ($V$) are calculated using Equation (4), where $\Delta T$ is the time interval between $T-1$ and $T$. The motion vectors using the segment results from the four segments in Figure 4 are shown in Figure 5.
2.2. Motion Field From the RAP Model

The wind field from the RAP model, an hourly updated assimilation and model forecast system, is used as another input to this algorithm. The RAP model produces horizontal wind components along longitude ($U$) and latitude ($V$) directions with a spatial resolution of 10 km by 10 km and a temporal resolution of 1 h. The RAP was implemented as an operational forecast system at the NOAA/National Centers for Environmental Prediction (NCEP) in 2012 [31]. Two layers of data are available at 700 hPa and 850 hPa reference levels. Figure 6A shows an example of the RAP model wind field from an 850 hPa layer at 2200 UTC on 25 May 2015, where the spatial resolution is 10 by 10 km.

As the radar-based motion field has a finer resolution of 1 by 1 km, the RAP model wind field is first interpolated into the same spatial resolution. Figure 6B demonstrates the original (10 km by 10 km) and interpolated (1 km by 1 km) RAP wind fields in the same area as Figure 5, where the same four cells are also included as references. It could be found that both the direction and magnitude of the wind field ($U$ and $V$) calculated from the centroid-tracking and the model are different for all of these four cells.
2.3. Combination of Tracking and Model Wind Field

In centroid-tracking approaches such as TITAN [12], one velocity (e.g., \( U \) and \( V \)) is assigned to one segment, and all pixels within this segment are assumed to move with the same velocity. For small area segments, the single velocity may represent the whole segment movement. However, for a large area segment such as the center blob in Figure 4, a single velocity vector is not enough to capture all of the variations of the pixels. On the other hand, the RAP model provides a high-resolution velocity field capturing the pixel movements inside a large segment. However, its hourly temporal resolution significantly limits its applications in nowcasting, especially in a fast-developed convective thunderstorm. Combining the radar-based motion field and RAP model can fully utilize the advantages from these two approaches, and the prediction results are expected to be improved.

Due to the difference in temporal resolution, every set of hourly RAP data corresponds with six sets of 10 min RADAR fields. The velocity fields from the RADAR and RAP are combined through the following process. In the first step, the model velocity field \( U^{\text{RAP}}(t) \) and \( V^{\text{RAP}}(t) \) at the moment \( T \) is combined with radar velocity field \( U^{\text{RADAR}}(t) \) and \( V^{\text{RADAR}}(t) \) from the moments \( t = T, T-1, T-2, T-3, T-4, \) and \( T-5 \).

\[
U_{i,j}(t) = W^1(t)U^{\text{RAP}}_{i,j}(T) + W^2(t)\left( < U^{\text{RAP}}_{i,j}(T) > -U^{\text{RADAR}}_{i,j}(t) \right) \tag{9}
\]

\[
V_{i,j}(t) = W^1(t)V^{\text{RAP}}_{i,j}(T) + W^2(t)\left( < V^{\text{RAP}}_{i,j}(T) > -V^{\text{RADAR}}_{i,j}(t) \right) \tag{10}
\]

where subscripts “\( i \)” and “\( j \)” indicate the pixel location indexes along the latitude and longitude, “\( < > \)” is the mean value of all pixels within the segment, and \( W^1 \) and \( W^2 \) are the merge coefficients. As the motion fields from the RAP model are updated every hour, its representation for the storm movement decays with the time shift. Therefore, \( W^1(t) \) linearly decreases from 0.5 to 0.1 when \( t \) changes from \( T \) to \( T-5 \) and \( W^2(t) = 1 - W^1(t) \). In the second step, the \( U_{i,j}(t) \) and \( V_{i,j}(t) \) from \( t = T-5 \) to \( T \) are averaged. The smoothed and steady averaged motion field is then used in the prediction.

2.4. Precipitation Properties and Prediction

The variations of one cell from time \( T-3 \) to \( T \) are shown in Figure 7. It can be found that not only the cell’s size shrinks from \( T-3 \) to \( T \), but also the total water content continuously decreases, and high-intensity (high rainfall rate) pixels disappear within the half-hour window. In order to obtain accurate results, the variations of each cell along the time need to be taken into account in the prediction. As introduced in Section 2.1.2, two variables of total pixel \( (p) \) and summation of rainfall rate \( (S) \) are used in the matching of cell pairs, and they can be viewed as the storm size and the total water content. These two variables are also used in the analysis and correction of the precipitation properties. Figure 8 shows the trends of the storm size (Figure 8A) and the total water content (Figure 8B) from \( T-3 \) to \( T \). The variation trends are linearly fitted, and the fitted results are further used in the prediction.

In the prediction, after the precipitation motion field is obtained through the combination of centroid-tracking and the model wind field as shown in Section 2.3, the initial prediction result is calculated through the pixel-based linear extrapolation as proposed in [12]. Specifically, each pixel will linearly move following the derived motion field. Their precipitation properties are also linearly adjusted following the linear relations shown in Figure 8. Cells merging, splitting, and dissipating are handled through the extrapolation process. For example, if two or more cells move to the same location, they will be merged, and the precipitation amounts are added together. On the other hand, if the motion field inside a large-sized cell is not uniform, this big cell may split into small pieces. The dissipating of a cell may also happen. As shown in Figure 8, if one cell shows a shrinking trend, its size and total precipitation amount will decrease in the prediction. Given enough time,
the whole cell may dissipate. The emergence of new cells is beyond the extrapolation capability, therefore, not considered in the current work. In order to predict the emerging cells, a physical-based prediction model is needed and will be investigated in future work.

Figure 7. Example of one precipitation segment at (A) $T - 3$, (B) $T - 2$, (C) $T - 1$, and (D) $T$.

Figure 8. The trend of (A) the precipitation’s size and (B) the precipitation’s total water content. The calculated variables are presented with solid black lines, and linearly fitted results are shown with dashed blue lines.

Figure 9 shows the prediction result from a thunderstorm outbreak in Oklahoma-Texas on 25 May 2015, where the domain coverage is the same as Figure 3. The mosaicked rainfall rate at 2200 UTC and 2300 UTC are shown in panels A, B. Figure 9C is the predicted rainfall rate using the proposed approach at 2300 UTC. In this example, the rainfall rate field at 2300 UTC (Figure 9B) is used as the “ground truth” to compare the prediction results. The performances from the four steps are quantitatively evaluated to demonstrate their gradual improvements. These four steps are: I) using the motion field derived from the centroid-tracking approach only; II) using the motion field from the model field only; III) using the motion field combining the centroid-tracking and model field but without...
the adjustment of the precipitation properties and IV) same as III but with the adjustment of the precipitation properties. Three scores of the probability of detection (POD), false alarm rate (FAR) and critical success index (CSI) are used to evaluate the performance [32]: (1) POD = \( a/(a+c) \), (2) FAR = \( b/(a+b) \), (3) CSI = \( a/(a+b+c) \) where \( a, b \) and \( c \) represent “hit”, “false” and “miss”, respectively. For any given pixel, the term “hit” is defined as both a prediction and ground truth above 10 mm/hr, “false” is the scenario when the prediction is above 10 mm/hr, but the ground truth is not, and “miss” is defined oppositely. The QPE at 2300 UTC is defined as the “ground truth.”

Figure 9. (A) QPE results at 2200 UTC; (B) QPE results at 2300 UTC; (C) prediction results at 2300 UTC.

The evaluation results and scores of steps I–IV are presented in Figure 10A–D, respectively, where the contours are rainfall rate of 10 mm hr\(^{-1}\) and the pixels inside the contours are associated with a rainfall rate above 10 mm hr\(^{-1}\). The black, red, and blue lines are used to indicate the contours from the QPE at 2200 UTC, the QPE at 2300 UTC, and the prediction at 2300 UTC, respectively. It could be found that using tracking (I) or the model field only (II) cannot fully capture the movement of the storm cells and the prediction scores are low. The centroid-tracking approach can capture in real-time the overall movement. However, each cell’s movements, especially those associated with a high rainfall rate, cannot be identified. That is the primary reason for a low POD/CSI and high FAR. On the other hand, using the model field only can capture further details of the motion field. However, the low temporal resolution significantly limits its performance. The last two steps (III and IV) combine the advantages of the finer temporal resolution observed from the radar measurements and better spatial information obtained from the model field. The derived motion field can better capture the accurate storm movements and significantly enhances the prediction accuracy. Moreover, as the adjustments of the precipitation properties are included in step IV, the variations in the storm’s size and total water content are included in the prediction, and the performance is further enhanced.
3. Performance Evaluation

The performance of the proposed approach (denoted as “Proposed”) was evaluated using two hurricane precipitation events in 2017: Harvey and Irma. The prediction results from the other two approaches, using the motion field derived from the centroid-tracking method only (denoted as “Centroid-Tracking”) and using the model field only (denoted as “Model”), are also included in the evaluation for comparison purposes. The hourly prediction results were compared with the observation results. As introduced in the previous section, three scores of POD, FAR, and CSI were used in the validation where the QPE results were the ground truth.

3.1. Hurricane Harvey

Hurricane Harvey brought significant precipitation to Texas in August 2017, causing catastrophic flooding and more than 100 deaths. It was considered the most powerful tropical cyclone rainfall event in the United States regarding its scope and peak rainfall amounts. In the current work, the performances of these three approaches were evaluated using 48 h of mosaicked radar data (28–29 August 2017). The obtained POD (A), FAR (B), and CSI (C) are shown in Figure 11, where the red, blue, and black lines indicate the results from the proposed, the centroid-tracking, and the model approach, respectively. During the 48 h, the proposed approach showed its superiorities to all three scores and produced a continuously higher POD, lower FAR, and higher CSI during the whole period. Compared with the model and centroid-tracking approaches, the average POD of the proposed approach improved about 16% and 44%, the average CSI improved 13% and 37%, and the average FAR decreased about 12% and 18%, respectively.
The statistical score of (A) the probability of detection, (B) the false alarm rate, and (C) the critical success index. The red, blue, and black lines show the proposed, the centroid-tracking, and the model results. A set of 48 h of data from 28–29 August 2017 is used in the analysis.

### 3.2. Hurricane Irma

The performance of these three approaches was also validated with 48 h data from Hurricane Irma. As one of the strongest and costliest hurricanes in the Atlantic basin, Irma caused widespread destruction across its path in September 2017. A set of 48 h data (10–11 September 2017) was used in the validation, and the performance is presented in Figure 12. Similar to Harvey, the proposed approach performed better with improved scores. Compared with the model and centroid-tracking approaches, the average POD of the proposed approach improved about 33% and 55%; the average CSI improved 26% and 37%, and the average FAR decreased about 15% and 14%, respectively.
Figure 12. Similar to Figure 11, with 48 h of data from Hurricane Irma (10–11 September 2017).

4. Summary

A novel QPF approach combining centroid-tracking and the RAP model wind field was developed and tested in the current work. The new method was unique from existing QPF approaches in two aspects. Firstly, it estimated the rainfall rate using the polarimetric data of reflectivity (Z), differential reflectivity (ZDR), and specific differential phase (KDP). A synthetic algorithm was used in the rainfall rate estimation, which automatically selected the optimal R(Z), R(Z, ZDR), and R(KDP) relations based on the precipitation types. Compared with conventional R(Z), the synthetic approach showed its advantages in robustness and accuracy. The motion field was then derived from the obtained rainfall rate field using the centroid-tracking approach. By implementing R, this method showed an advantage in improving computation efficiency as extrapolation was only acted on the R field. The direct R extrapolation could be more easily interpreted into QPE products and timely flash flood forecasts. It could also be used in the calculation of precipitation properties. Secondly, the motion field was further corrected using the RAP model field. With the corrected motion field, the prediction was generated through a linear extrapolation method. The developed approach was validated using two large-scale hurricane precipitation events. Compared with the model or centroid-tracking methods, the proposed algorithm showed a better performance with a higher POD, higher CSI, and lower FAR.

The proposed algorithm handled the merging, splitting, and dissipating of cells through an extrapolation approach. However, the emergence of new cells could not be predicted by this approach. Modifications such as an additional physical-based model could further enhance the prediction of emerging cells in the future.
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