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Abstract Image quality assessment (IQA) is the key factor for the fast development of image restoration (IR) algorithms. The most recent perceptual IR algorithms based on generative adversarial networks (GANs) have brought in significant improvement on visual performance, but also pose great challenges for quantitative evaluation. Notably, we observe an increasing inconsistency between perceptual quality and the evaluation results. We present two questions: (1) Can existing IQA methods objectively evaluate recent IR algorithms? (2) With the focus on beating current benchmarks, are we getting better IR algorithms? To answer the questions and promote the development of IQA methods, we contribute a large-scale IQA dataset, called Perceptual Image Processing ALgorithms (PIPAL) dataset. Especially, this dataset includes the results of GAN-based IR algorithms, which are missing in previous datasets. We collect more than 1.13 million human judgements to assign subjective scores for PIPAL images using the more reliable “Elo system”. Based on PIPAL, we present new benchmarks for both IQA and super-resolution methods. Our results indicate that existing IQA methods cannot fairly evaluate GAN-based IR algorithms. While using appropriate evaluation methods is important, IQA methods should also be updated along with the development of IR algorithms. At last, we shed light on how to improve the IQA performance on GAN-based distortion. Inspired by the find that the existing IQA methods have an unsatisfactory performance on the GAN-based distortion partially because of their low tolerance to spatial misalignment, we propose to improve the performance of an IQA network on GAN-based distortion by explicitly considering this misalignment. We propose the Space Warping Difference Network, which includes the novel $l_2$ pooling layers and Space Warping Difference layers. Experiments demonstrate the effectiveness of the proposed method.
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1 Introduction

Image restoration (IR) is a classic low-level vision problem, which aims at reconstructing high-quality images from distorted low-quality inputs. Typical IR tasks include image super-resolution (SR), denoising, compression artifacts reduction, etc. The whirlwind of progress
in deep learning has produced a steady stream of promising IR algorithms that could generate less-distorted or perceptual-friendly images. Nevertheless, one of the key bottlenecks that restrict the future development of IR methods is the “evaluation mechanism”. Although it is nearly effortless for human eyes to distinguish perceptually better images, it is challenging for an algorithm to fairly measure visual quality. In this work, we will focus on the analysis of existing evaluation methods and propose a new image quality assessment (IQA) dataset, which not only includes the most recent IR methods but also has the largest scale/diversity. The motivation will be first stated as follows.

IR methods are generally evaluated by measuring the similarity between the reconstructed images and ground-truth images via IQA metrics, such as PSNR (Group et al., 2000) and SSIM (Wang et al., 2004). Recently, some non-reference IQA methods, such as Ma (Ma et al., 2017) and Perceptual Index (PI) (Blau and Michaeli, 2018), are introduced to evaluate the recent perceptual-driven methods. To some extent, these IQA methods are the chief reason for the considerable progress of the IR field. However, while new algorithms have been continuously improving IR performance, we notice an increasing inconsistency between quantitative results and perceptual quality. For example, literature (Blau and Michaeli, 2018) reveals that the superiority of PSNR values does not always accord in better visual quality. Although Blau et al. (2018) suggest that PI is more relevant to human judgement, algorithms with high PI scores (e.g., ESRGAN (Wang et al., 2018b) and RankSRGAN (Zhang et al., 2019)) could still produce images with obvious unrealistic artifacts. These conflicts lead us to rethink the evaluation methods for IR tasks.

An important reason for this situation is the invention of Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) and GAN-based IR methods (Wang et al., 2018b; Gu et al., 2020b), which brings completely new characteristics to the output images. In general, these methods often fabricate seemingly realistic yet fake details and textures. This presents a great challenge for existing IQA methods, which cannot distinguish the GAN-generated textures from noises and real details. Then we naturally arise two questions: (1) Can existing IQA methods objectively evaluate current IR methods, especially GAN-based methods? (2) With the focus on beating benchmarks on the flawed IQA methods, are we getting better IR algorithms? A few works have made early attempts to answer these questions by proposing new benchmarks for IR and IQA methods. Yang et al. (2014) conduct a comprehensive evaluation of traditional SR algorithms, and Michaeli (2018) analyze the perception-distortion trade-off phenomenon and suggest the use of multiply IQA methods. However, these prior studies usually apply unreliable human ratings of image quality and are generally insufficient in IR/IQA methods. Especially, the results of GAN-based methods are missing in the above works.

To touch the heart of this problem, we need to have a better understanding of the new challenges brought by GAN. The first issue is to build a new IQA dataset with the outputs of GAN-based algorithms. An IQA dataset includes a lot of distorted images with visual quality levels annotated by humans. It can be used to measure the consistency of the prediction of the IQA method and human judgement. In this work, we contribute a novel IQA dataset, namely Perceptual Image Processing ALgorithms dataset (PIPAL). The proposed PIPAL dataset distinguishes from previous datasets in four aspects: (1) In addition to traditional distortion types (e.g., Gaussian noise/blur), PIPAL contains the outputs of several kinds of IR algorithms, including traditional algorithms, deep-learning-based algorithms, and GAN-based algorithms. In particular, this is the first time for the results of GAN-based algorithms to appear in an IQA dataset. (2) We employ the Elo rating system (Elo, 1978) to assign subjective scores, which totally involves more than 1.13 million human judgements. Competing with existing rating systems (e.g., five gradations (Sheikh et al., 2006a) and Swiss system (Ponomarenko et al., 2009)), the Elo rating system provides much more reliable probability-based rating results. Furthermore, it is easily extensible, which allows users to update the dataset by directly adding new distortion types. (3) The proposed dataset contains 29K images in total, including 250 high-quality reference images, and each of which has 116 distortions. To date, PIPAL is the largest IQA dataset with complete subjective scoring. (4) We also contribute a new open-source web-based rating software called Image Quality Opinion Scoring (IQOS) system that allows users to assign subjective scores for their own images easily.

With the PIPAL dataset, we are able to answer the aforementioned two questions. First, we build a benchmark using the proposed PIPAL dataset for the existing IQA methods to explore whether can they objectively evaluate current IR methods. Experiments indicate that PIPAL poses challenges for these IQA methods. Evaluating IR algorithms only using existing metrics is not appropriate. Our research also shows that compared with the widely-used metrics (e.g., PSNR and PI), PieAPP (Prashnani et al., 2018), LPIPS (Zhang et al., 2018c) and WaDIQaM (Bose et al., 2017) are relatively more suitable for evaluating IR algorithms,
Table 1: Comparison with the previous IQA datasets. A primary peculiarity that distinguishes the proposed PIPAL dataset and previous work is the including of the outputs of GAN-based algorithms. Although BAPPS dataset (Zhang et al., 2018c) contains much more reference patches (187.7k), each of them has only two distorted images, which greatly limits its reliability and accuracy on evaluating IR algorithms. The PieAPP dataset (Prashnani et al., 2018) records the probability of human preference between two images. However, such pairwise preference cannot be summarized into a mean opinion score (MOS). Pairwise preference also leads to the requirement of a large number of human judgements. The proposed PIPAL dataset is the largest IQA dataset with MOS.

We note that a shorter conference version of this paper appeared in Gu et al. (2020a). In addition to the conference version, this manuscript includes the following additional contents: (1) We include more details of the PIPAL dataset in Section 3, including examples of the reference images in Fig. 1, the distribution of the subjective scores in Fig. 4, and a new image quality opinion scoring system with details about the rating process in Section 3.4. (2) We include more results and discussion in Section 4.1 and 4.2. Especially, we present more details about the “counter-example” experiment in Section 4.2. (3) We introduce a new IQA network called SWDN in Section 5.1. In Section 5.2, we conduct both comparison and ablation experiments to demonstrate the effectiveness of the proposed layers and the SWDN network.

2 Related Work

Image Restoration (IR). As a fundamental computer vision problem, IR aims at recovering a high-quality image from its degraded observations. Some common degradation processes include noising, blurring, downsampling, etc. For different types of image degradation, there are corresponding IR tasks, respectively. For example, image SR aims at recovering the high-resolution image from its low-resolution observation and image denoising aims at removing unpleasant noise. In past decades, plenty of IR algorithms have been proposed to continuously improve the performance. The early algorithms use hand-craft features (Dabov et al., 2007; Yang et al., 2010) or exploit image priors (Timofte et al., 2013, 2014) in optimization problems to reconstruct images. Since the pioneer work of using Convolution Neural Networks (CNNs) to learn the IR mapping,
Image Quality Assessment (IQA). The IQA methods were developed to measure the perceptual quality of images that may be degraded during acquisition, compression, reproduction, and post-processing operations. According to different usage scenarios, IQA methods can be divided into full-reference methods (FR-IQA) and no-reference methods (NR-IQA). FR-IQA methods measure the similarity between two images from the perspective of information or perceptual feature similarity, and have been widely used in the evaluation of image/video coding, restoration and communication quality. Beyond the most widely-used PSNR, FR-IQA methods follow a long line of works that can trace back to SSIM (Wang et al., 2004), which first introduces structural information in measuring image similarity. After that, various FR-IQA methods have been proposed to bridge the gap between results of IQA methods and human judgements (Zhang et al., 2011; Sheikh et al., 2005; Zhang et al., 2014). Similar to other computer vision problems, advanced data-driven methods have also motivated the investigation of applications of IQA (Zhang et al., 2018; Prashnani et al., 2018). In addition to the above FR-IQA methods, NR-IQA methods are proposed to assess image quality without a reference image. Some popular NR-IQA methods include NIQE (Mittal et al., 2012a), Ma et al. (2017), BRISQUE (Mittal et al., 2012a), and PI (Blau and Michaeli, 2018). In some recent works, NR-IQA and FR-IQA methods are combined to measure IR algorithms (Blau and Michaeli, 2018). Despite of the the progress of IQA methods, only few IQA methods (e.g., PSNR, SSIM and PI) are used to evaluate IR methods.

IQA Datasets. In order to evaluate and develop IQA methods, many datasets have been proposed, such as LIVE (Sheikh et al., 2006a), CSIQ (Larson and Chandler, 2010), TID2008 and TID2013 (Ponomarenko et al., 2009, 2015). These datasets provide both distorted images and the corresponding subjective scores, and they have served as baselines for evaluation of IQA methods. These datasets are mainly distinguished from each other in three aspects: (1) the collecting of the reference images, (2) the number of distortions included and their types and (3) the collection strategy of subjective score. A quick comparison of these datasets can be found in Table 1. In addition, there are also some perceptual similarity datasets such as PieAPP (Prashnani et al., 2018), and BAPPIS (Zhang et al., 2018c), which only contain pairwise judgements of distorted images.

3 Perceptual Image Processing ALgorithms (PIPAL) Dataset

We first describe the peculiarities of the proposed dataset from the aforementioned aspects of (1) the collecting of the reference images, (2) the number of distortions and their types, and (3) the collecting of subjective score, respectively. Then, we present a new image quality opinion scoring (IQOS) system for collecting user ratings.

3.1 Collection of reference images.

We select 250 image patches from two high-quality image datasets (DIV2K (Agustsson and Timofte, 2017) and Flickr2K (Timofte et al., 2017)) as the reference images. When selecting them, we mainly focus on the...
representative texture areas that are relatively hard to restore. Fig. 1 shows an overview of the selected reference images. As one can see, the selected reference images are representative of a wide variety of real-world textures, including but not limited to buildings, trees, grasses, animal fur, human faces, text, and artificial textures. In our dataset, the images are of size $288 \times 288$, which could meet the requirements of most IQA methods.

3.2 Distortion Types.

In our dataset, we have 40 distortion types, which can be divided into four sub-types. An overview of these distortion types is shown in Table 1. The first sub-type includes some traditional distortions (e.g., blur, noise, and compression), which are usually performed by basic low-level image editing operations. In the previous datasets, these distortions can be very severe, such as PieAPP and TID2013. However, in our dataset, we constrain the situation of severe distortions as we want these distortions to be comparable to the IR results, which are not likely to be very low-quality. The second sub-type includes the SR results from existing algorithms. Although some recent datasets (Zhang et al., 2018c; Prashnani et al., 2018) have covered some of the SR results, they contain results that are inferior in algorithms number and types to our dataset. We divide the selected SR algorithms into three categories — traditional algorithms, PSNR-oriented algorithms, and GAN-based algorithms. The results of traditional algorithms can be understood, to some extent, as loss of detail. The PSNR-oriented algorithms are usually based on deep-learning technology. Comparing with the traditional algorithms, their outputs tend to have sharper edges and higher PSNR performance. The outputs of GAN-based algorithms are more complicated and challenging for IQA methods. They do not quite match the quality of detail loss, as they usually contain texture-like noises, or the quality of noise, the texture-like noise is similar to the ground truth in appearance but is not accurate. An example of GAN-based distortions is shown in Fig. 2. Measuring the similarity of incorrect yet similar features is of great importance to the development of perceptual SR. The third sub-type includes the outputs of several denoising algorithms. Similar to image SR, the used denoising algorithms contain both model-based algorithms and deep-learning-based algorithms. In addition to Gaussian noise, we also include JPEG compression noise removal results. At last, we include the restoration results of the mixed degradation. As revealed in (Zhang et al., 2018b; Qian et al., 2019), performing denoising and SR sequentially will bring new artifacts or different blur effects that barely occur in other IR tasks.

In summary, we have 40 different distortion types and 116 different distortion levels, resulting in 29k distorted images in total. Note that although the number of distortion types is less than some of the existing datasets, we contain a lot of new distortion types and, especially, a large number of IR algorithms’ results and GAN results. This allows the proposed dataset to provide a more objective benchmark for not only IQA methods but also IR methods.

3.3 Elo Rating for Mean Opinion Score.

Given distorted images, the Mean Opinion Score (MOS) is provided for each distorted image. In literature, there are several methodologies used to assess the visual quality of an image (Ponomarenko et al., 2015; Zhang et al., 2018c). Early datasets (Sheikh et al., 2006b) use five gradations rating method. Images are assigned into five categories such as “Bad”, “Poor”, “Fair”, “Good”, and
“Excellent”. This method may lead to a huge bias when the raters do not have enough experience. In recent years, datasets usually collect MOS through a large number of pairwise selections using the Swiss rating system (Ponomarenko et al., 2015). However, the way this pairwise MOS is calculated makes it dependent on a specific dataset, which means that the MOS scores of two distorted images can change significantly when they are included in two different datasets. In order to eliminate this set-dependence effect, Prashnani et al. (2018) propose to build a dataset only based on the probability of pairwise preference, which provides a more accurate propensity probability. However, it not only requires a large number of human judgements, but also can not provide the MOS scores for distortion types, which are important for building benchmark for IR algorithms. In the proposed dataset, we employ the Elo rating system (Elo, 1978) to bring pairwise preference probability and rating system together. The use of the Elo system provides reliable human ratings with fewer human judgements.

The Elo rating system is a statistic-based rating method and was first proposed for assessing chess player levels. We assume the rater preference between two images $I_A$ and $I_B$ follows a Logistic distribution parameterized by their Elo Scores (Elo, 2008). Given their Elo scores $R_A$ and $R_B$, the expected probability that one user would prefer $I_A$ to $I_B$ is given by:

$$P_{A>B} = \frac{1}{1 + 10^{(R_B - R_A)/M}}, \quad (1)$$

where $M$ is the parameter of the distribution. In our dataset we use $M = 400$, which is a widely used setting in chess games. Then, the probability that one user would prefer $I_B$ to $I_A$ is in a symmetrical form:

$$P_{B>A} = \frac{1}{1 + 10^{(R_A - R_B)/M}}. \quad (2)$$

Obviously, we have $P_{A>B} + P_{B>A} = 1$. Once a rater makes a choice, we then update the Elo score for both $I_A$ and $I_B$ use the following rules:

$$R_A' = R_A + K \times (S_A - P_{A>B}), \quad (3)$$

$$R_B' = R_B + K \times (S_B - P_{B>A}), \quad (4)$$

where $K$ is the max value of the Elo score change in one step. In our dataset, $K$ is set to 16. $S_A$ indicates whether $I_A$ is chosen: $S_A = 1$ if $I_A$ wins and $S_A = 0$ if $I_A$ fails. With thousands of human judgements, the Elo scores for each distorted images will converge. The average of the Elo scores in the last few steps will be assigned as the MOS subjective score. The averaging operation aims at reducing the randomness of the Elo score changes.

An example might help understand the Elo system. Suppose that $R_A = 1500$ and $R_B = 1600$, then we have $P_{A>B} \approx 0.36$ and $P_{B>A} \approx 0.64$. In this situation, if $I_A$ is chosen, the updated Elo score for $I_A$ will be $R_A' = 1500 + 16 \times (1 - 0.36) \approx 1510$ and the new score for $I_B$ is $R_B' = 1600 + 16 \times (0 - 0.64) \approx 1594$; if $I_B$ is chosen, the new score will be $R_A' \approx 1494$ and $R_B' \approx 1605$. Note that because the expected probabilities for different images being chosen are different, the value changes of the Elo scores are different. This indicates that when the quality is too different, the winner will not get a lot from winning the bad image. According to Eq. (1), a score difference of 200 indicates 76% chance to win, and 400 indicates the chance more than 90%. At first, we assign an Elo score of 1400 for each distorted image. After numerous human judgements (in our dataset, we

![Fig. 2: GAN-based SR distortions. Unlike the distortions in the upper row, which do not follow the natural image distribution. One can see that the GAN-based distortions are similar to natural images. However, their details are wrong and different from the reference image.](image_url)
have 1.13 million human judgements), the Elo score for each image are collected. Fig. 3 shows some examples of distortions and their corresponding MOS scores, and Fig. 4 shows the distribution of MOS scores in PIPAL dataset.

Another superiority of employing the Elo system is that our dataset could be dynamic and can be extend in the future. The Elo system has been widely used to evaluate the relative level of players in electronic games (Wang et al., 2015), where the players are constantly changing and the Elo system can provide ratings for new players in a few gameplays. Recall that one of the chief reason that these IQA methods are facing challenges is the invention of GAN and GAN-based IR methods. What if other novel image generation technologies are proposed in the future? Do people need to build a new dataset to include those new algorithms? With the extendable characteristic of the Elo system, one can easily add new distortions into this dataset and follow the same rating process. The Elo system will automatically adjust the Elo score for all the distortions without re-rating for the old ones.

3.4 Image Quality Opinion Scoring (IQOS) System.

Many prior works have proposed platform and software to collect subjective evaluations such as Amazon Mechanical Turk (MTurk) and Versus (Vuong et al., 2018). However, the Elo rating process is dynamic and can not be simply done with MTurk. In this work, we develop a new web-based image quality opinion scoring system (IQOS), which integrates both Swiss rating system and Elo rating system. The back-end of this system is powered by the Flask framework and the web-based user interface is powered by Vue.js. A screenshot of the interface is shown in Fig. 5. For each reference image, we show two of its distorted images. The raters are required to choose the distorted image that differs less from the reference image by directly clicking on it. We ask the raters to make decision in a short time. For two images that can not be easily distinguished, we ask raters to choose any one of them randomly. When the number of judgements is big enough, the probability of two images to be selected will be close. The Elo system will assign images with very close Elo scores, this is consistent with the fact that they do have similar perceptual qualities. We also provide an overview for each reference image to show its role in the original whole image. This software is easy to use and we will make it open-source to contribute the community.

In our work, more than 500 raters have participated in the experiments both in the controlled laboratory environment and via Internet. The raters are composed of both professional data annotation teams and volunteers. The observation conditions are controlled within a reasonable range. Note that we do not strictly follow the recommendation settings of ITU (ITU-T, 2012).
Table 3: The SRCC results with respect to different distortion sub-types. ↑ means the higher the better while ↓ means the lower the better. Higher coefficient matches perceptual score better. We indicate the top 3 performance with bold values.

| Method | Traditional Distortion | Denoising | SR Full | Traditional SR | PSNR, SR | GAN-based SR |
|--------|------------------------|-----------|---------|----------------|----------|--------------|
| PSNR ↑ | 0.3589 | 0.4542 | 0.4099 | 0.4782 | 0.5462 | 0.2839 |
| NQM ↑ | 0.2561 | 0.5650 | 0.4742 | 0.5374 | 0.6462 | 0.3410 |
| UQI ↑ | 0.3455 | 0.6246 | 0.5257 | 0.6087 | 0.7060 | 0.3385 |
| SSIM ↑ | 0.3910 | 0.6984 | 0.5209 | 0.5856 | 0.6807 | 0.3388 |
| MS-SSIM ↑ | 0.3967 | 0.6942 | 0.5596 | 0.6527 | 0.7528 | 0.3823 |
| IFC ↑ | 0.3708 | 0.7440 | 0.5651 | 0.7062 | 0.8244 | 0.3217 |
| VIF ↑ | 0.4516 | 0.7282 | 0.5917 | 0.6927 | 0.7864 | 0.3857 |
| VSNR-FR ↑ | 0.4030 | 0.5938 | 0.5086 | 0.6146 | 0.7076 | 0.3128 |
| RFSIM ↑ | 0.3450 | 0.4520 | 0.4232 | 0.4593 | 0.5525 | 0.2951 |
| GSM ↑ | 0.5645 | 0.6076 | 0.3631 | 0.6074 | 0.6904 | 0.3523 |
| SR-SIM ↑ | 0.6036 | 0.6727 | 0.6094 | 0.6561 | 0.7476 | 0.4631 |
| FSIM ↑ | 0.5760 | 0.6882 | 0.5896 | 0.6515 | 0.7381 | 0.4090 |
| FSIMc ↑ | 0.5724 | 0.6866 | 0.5872 | 0.6509 | 0.7374 | 0.4058 |
| VSI ↑ | 0.4993 | 0.5745 | 0.5475 | 0.6086 | 0.6938 | 0.3706 |
| MAD ↓ | 0.3769 | 0.7005 | 0.5424 | 0.6720 | 0.7575 | 0.3494 |
| LPIPS-Alex ↓ | 0.5935 | 0.6688 | 0.5614 | 0.5487 | 0.6782 | 0.4882 |
| LPIPS-VGG ↓ | 0.4087 | 0.7197 | 0.6119 | 0.6077 | 0.7329 | 0.4816 |
| PieAPP ↓ | 0.6893 | 0.7435 | 0.7172 | 0.7352 | 0.8097 | 0.5530 |
| DISTS ↓ | 0.6213 | 0.7190 | 0.6544 | 0.6685 | 0.7743 | 0.5527 |
| NIQE ↑ | 0.6107 | 0.6059 | 0.5359 | 0.0599 | 0.1527 | 0.0155 |
| Ma et al. ↑ | 0.4526 | 0.4963 | 0.3876 | 0.6176 | 0.7124 | 0.0545 |
| PI ↓ | 0.3631 | 0.3107 | 0.1953 | 0.4833 | 0.5710 | 0.0187 |

These IQA methods are designed for measuring visual quality under unknown conditions in practice, visualizing and analyzing image quality under slightly changing conditions can provide a reasonably good verification of the IQA methods. The non-identical conditions of the experiments take into account how to evaluate visual quality in real practice for different users.

4 Results

In this section, we conduct a comprehensive study using the proposed PIPAL dataset. We first build a benchmark for IQA methods. Through this benchmark, we can answer the question that “can existing IQA methods objectively evaluate recent IR algorithms?” We then build a benchmark for some recent SR algorithms to explore the relationship between the development of IQA methods and IR research. We can get the answer of “are we getting better IR algorithms by beating benchmarks on these IQA methods?” At last, we study the characteristics of GAN-based distortion by comparing them with other existing distortion types.

4.1 Evaluation on IQA Methods

We select a set of commonly-used IQA methods to build a benchmark. For the FR-IQA methods, we include: PSNR, NQM (Damera-Venkata et al., 2000), UQI (Wang and Bovik, 2002), SSIM (Wang et al., 2004), MS-SSIM (Wang et al., 2005), IFC (Sheikh et al., 2005), VIF (Sheikh and Bovik, 2006), VSNR-FR (Chandler and Hemami, 2007), RFSIM (Zhang et al., 2010), GSM (Liu et al., 2011), SR-SIM (Zhang and Li, 2012), FSIM and FSIMc (Zhang et al., 2011), SFF (Chang et al., 2013), VSI (Zhang et al., 2014), SCQI (Bae and Kim, 2016), LPIPS-Alex and -VGG (Zhang et al., 2018c), PieAPP (Prashnani et al., 2018), DISTS (Ding et al., 2020), and WaDIQaM (Bosse et al., 2017). We also include some popular NR-IQA methods: NIQE (Mittal et al., 2012b), Ma (Ma et al., 2017), and PI (Blau and Michaeli, 2018). Among them, PI is derived from a combination of NIQE and Ma. Note that these NR-IQA methods are designed to measure the intrinsic quality of images, and is different from measuring the perceptual similarity, thus the direct comparison of these methods is unfair. All these methods are implemented using the released code.

As in many previous works, we evaluate IQA methods mainly using Spearman rank order correlation coefficients (SRCC) (Sheikh et al., 2006b) and Kendall rank order correlation coefficients (KRCC) (Kendall and Stuart, 1977). These two indexes evaluate the monotonicity of methods: whether the scores of high-quality images are higher (or lower) than low-quality images. We also include the Pearson linear correlation coefficient.

1 In this work, we use the 0.1 version of LPIPS.
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We first evaluate the IQA methods using all types of distortions in PIPAL dataset. A convenient presentation for both SRCC and KRCC rank coefficients is shown in Fig. 6. The first conclusion is that even the best IQA method – PieAPP provides SRCC with only about 0.71 for all distortion types, which is much lower than its performance on TID2013 dataset (about 0.90). This indicates that the proposed PIPAL dataset is challenging for existing IQA methods and there is a large room for future improvement. Moreover, a high overall correlation performance does not necessarily indicate the high performance on each sub-type of distortions. As the focus of this paper, we want to analyze the performance of IQA using IR results, especially the outputs of GAN-based algorithms. Specifically, we take SR sub-type as an example and show the performance of IQA methods in evaluating SR algorithm distortions. In Table 3, we show the SRCC results with respect to different distortion sub-types, including traditional distortions, denoising outputs, all SR outputs, traditional SR outputs, PSNR-oriented SR outputs, and GAN-based outputs. Analysis of Table 3 leads to the following conclusions. First, although performing well in evaluating traditional and PSNR-oriented SR algorithms, all of these IQA methods suffer from severe performance drop when evaluating GAN-based distortion. This confirms the conclusion of Blau and Michaeli (2018) that higher PSNR may be related to lower perceptual performance for GAN-based algorithms. Second, despite the severe

---

**Fig. 6: Quantitative comparison of IQA methods. The right figure is the zoom-in view. Higher coefficient matches perceptual score better.**

---

**Fig. 7: Analysis of IQA methods in evaluating IR methods. On the first row are the scatter plots of MOS score vs. IQA methods for all SR algorithms. On the second row are scatter plots for GAN-based SR algorithms.**
performance drop, several IQA methods (e.g., LPIPS, PieAPP, and DIISTS) still outperform the others. Coincidentally, these methods are all recent works and based on deep networks. We also show the scatter distributions of the subjective scores vs. the predicted scores in Fig. 8 on the PIPAL dataset by some representative IQA methods. The curves shown in Fig. 8 were obtained by the third-order polynomial non-linear fitting. For the nonlinear regression, we follow the suggestion of Sheikh et al. (Sheikh et al., 2006b). One can see that for the distortions without GAN effects, the objective scores have a higher correlation with the subjective scores than GAN-based distortion.

We then present the analysis of IQA methods as IR performance measures. In Fig. 7, we show the scatter plots of subjective scores vs. some commonly-used image quality metrics and their correlations for 23 SR algorithms. Among them, PSNR, SSIM and FSIM are the most common measures, IFC is suggested by Yang et al. (2014) for its good performance on early algorithms, NIQE and PI are suggested in recent works (Blau and Michaeli, 2018) for their good performance on GAN-based algorithms. LPIPS (Zhang et al., 2018c) and PieAPP (Prashanani et al., 2018) are selected according to our benchmark. As can be seen that PSNR, SSIM and IFC are anti-correlated with the subjective scores, thus are inappropriate for evaluating GAN-based algorithms. NIQE and PI show moderate performance in evaluating IR algorithms, while LPIPS and PieAPP are the most correlated. Note that different from the work of Blau and Michaeli (2018), where they evaluate the perceptual quality only based on whether the image looks real, we collect subjective scores based on the perceptual similarity with the ground truth. Therefore, in evaluating the performance of the IR algorithms from the perspective of reconstruction, the suggestions given by our work are more appropriate. These results have a similar trend as the results presented in Fig. 8.

4.2 Evaluation on IR Methods

One of the most important applications of IQA technology is to evaluate IR algorithms. IQA methods have been the chief reason for the progress in the IR field as a means of comparing the performance. However, evaluating IR methods only with specific IQA methods also narrows the focus of IR research and converts it to competitions only on the quantitative numbers (e.g., PSNR competitions (Timofte et al., 2018; Cai et al., 2019) and PI competition (Blau et al., 2018)). As stated above,
existing IQA methods may be inadequate in evaluating IR algorithms. We wonder that with the focus on beating benchmarks on the flawed IQA methods, are we getting better IR algorithms? To answer this question, we take the SR task as a representative and select 12 SR algorithms to build a benchmark. These algorithms are all representative algorithms and selected from 2013 to the present. We evaluate: YY (Yang and Yang 2013), TSG (Timofte et al. 2013), A+ (Timofte et al. 2014), SRCNN (Dong et al. 2015b), FSRCNN (Dong et al. 2016), VDSR (Kim et al. 2016), EDSR (Lim et al. 2017), SRGAN (Ledig et al. 2017), RCAN (Zhang et al. 2018c), BOE (Navarrete Michelini et al. 2018), ESRGAN (Wang et al. 2018b), and RankSRGAN (Zhang et al. 2019). The results are shown in Table 4. We present more algorithms in Appendix A.

Table 4: The ×4 SR results. The years of publication are also provided. ↑ means the higher the better while ↓ means the lower the better. The **bolded** values are the top 2 values and the superscripts indicate the ranking.

![Table 4](image)

Fig. 9: The “counter-examples“ with respect to different IQA methods with identical PSNR. These are computed by projected gradient ascent/descent optimization on certain IQA methods.

Table 5: The ×4 SR results. The years of publication are also provided. ↑ means the higher the better while ↓ means the lower the better. The **bolded** values are the top 2 values and the superscripts indicate the ranking.
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of PI and NIQE comparing with RankSRGAN. Efforts on improving the PI value show limited effects and have failed to continuously improve MOS performance after ESRGAN. These observations inspire us in two aspects: (1) None of the existing IQA methods is always effective in evaluation. With the development of IR technology, new IQA methods need to be proposed accordingly. (2) Excessively optimizing performance on a specific IQA metric may cause a decrease in perceptual quality.

We conduct experiments to explore the outcomes of excessively optimizing IR algorithm performance on an IQA metric by generating “counter-examples”. Conceptually speaking, even one counter-example is sufficient to disprove an IQA method as an IR metric, because algorithms may take advantage of this vulnerability to achieve numerical superiority. We obtain these examples by gradient-based optimization to maximize the values of certain IQA methods. According to Blau and Michaeli (2018), distortion and perceptual quality are at odds with each other. In order to simulate the situation where there is a perception-distortion trade-off, we constrain the PSNR values to be less than or equal to that of the initial distorted image during optimization. Given a reference image $I_R$ and an initial image $I_i$, we solve the following objective function to obtain the possible “counter-example” $x$ for an differentiable IQA methods $H$:

$$
\max_x H(x, I_R),
$$

$$
\text{s.t. } \|x - I_R\|_2^2 \leq a,
$$

where $a = \|I_i - I_R\|_2^2$ and this constraint ensures the PSNR value of the result will not increase. We employ the projected gradient method (Boyd et al., 2004) to solve this optimization problem. Its basic idea is to take a step in the descending direction, and then project it to the feasible region. Because the constraint is convex, the projection to the convex set is unique. The specific iteration formula is as follows:

Gradient descent : \[
y^{k+1} = x^k - \alpha \nabla_x H(x^k, I_R),
\]

Projection : \[
x^{k+1} = \arg \min_{x \in C} \|x - y^{k+1}\|_2^2,
\]

where $C$ is the feasible region that satisfy Eq. (6) and $\alpha$ is the learning rate. In our experiment, We use the output of ESRGAN as the initial image. Note that for some IQA methods, the higher value indicates the better perceptual quality, thus we perform gradient ascent instead of gradient descent to achieve better quality.

The results are shown in Fig. 9. We can see that some images show superior numerical performance when evaluated using certain IQA methods, but may not be dominant in other metrics. Their best-cases also show different visual effects. Even for some IQA methods (LPIPS and DISTS) with good performance on GAN-based distortion, their best-cases still contain serious artifacts. This shows the risk of evaluating IR algorithms using these IQA methods. This also indicates that evaluating and developing new IQA methods plays an important role in future research.

4.3 Discussion of GAN-based distortion

Recall that LPIPS, DISTS and PieAPP perform relatively better in evaluating GAN-based distortion. The effectiveness of these methods may be attributed to the following reasons. Compared with other IQA methods, deep-learning-based IQA methods can extract image features more effectively. For traditional distortion types, such as blur, compression and noise, the distorted images usually disobey the prior distribution of natural images. Early methods can assess these images by measuring low-level statistic features such as image contrast, gradient, and structural information. These strategies are also effective for the outputs of traditional
and PSNR-oriented algorithms. However, most of these strategies fail in the case of GAN-based distortion, as such distortions may have similar image statistic features with the reference image – the way that GAN-based distortion differs from the reference image is less apparent. In this case, deep networks can capture these unapparent features and distinguish such distortions to some extent.

In order to explore the characteristics and difficulties of GAN-based distortion, we compare them with some well-studied distortions. Note that, for a good IQA method, the subjective scores in the scatter plot should increase coincide with objective values, and the samples are well clustered along the fitted curve. In the case of two distortion types, if the IQA method behaves similarly for both of them, their samples on the scatter plot will also be well clustered and overlapped. For example, the additive Gaussian noise and image lossy compression are well studied for most IQA methods. When calculating the objective values using FSIM, samples of both distortions are clustered, as shown in Fig. 10 (a). This indicates that FSIM can adequately characterize the visual quality of an image damaged due to these two types of distortion. Then we study GAN-based distortion by comparing it with some existing distortion types using FSIM. Fig. 10 (b) shows the results of GAN-based distortion and additive Gaussian noise, and Fig. 10 (c) shows the results of GAN-based distortion and Gaussian blur. It can be seen that the samples of Gaussian noise and Gaussian blur barely intersect with GAN-based samples. FSIM largely underestimates the visual quality of GAN-based distortion. In Fig. 10 (d), we show the result of GAN-based distortion and spatial warping distortion. As can be seen, these two distortion types behave unexpectedly similar. FSIM cannot handle them and shows the same random and diffused state. The quantitative results also verify this phenomenon. For spatial warping distortion type, the SRCC of FSIM is 0.3070, and it is close to the performance of GAN-based distortion, which is 0.4047. Thus we argue that the spatial warping distortion and GAN-based distortion pose similar challenges to FSIM.

As revealed in experimental psychology (Kolers 1962, Kahneman 1968), the interaction or mutual interference between visual information may cause the Visual Masking effects. According to this theory, some key reasons that IQA methods tend to underestimate both GAN-based distortion and spatial warping distortion are as follows. Firstly, for the edges with strong intensity change, the human visual system (HVS) is sensitive to the contour and shape, but not sensitive to the error and misalignment of the edges. Secondly, the ability of HVS to distinguish texture decreases in the region with dense textures. When the extracted features of the textures are similar, the HVS will ignore part of the subtle differences and misalignment of textures. However, both the traditional and deep-learning-based IQA methods require a good alignment for the inputs. This partially causes the drop of performance of these IQA methods on GAN-based distortion. This finding provides an insight that if we explicitly consider the spatial misalignment of the inputs, we may improve the performance on GAN-based distortion. We will discuss this possibility in Sec. 5.

5 Improving IQA Networks

As stated in Sec. 4.3, we argue that deep-learning-based methods outperform others due to their excellent feature extraction capacity. However, when it comes to the distortions with spatial misalignment such as GAN-based distortion, these methods obtain unsatisfactory performance, partially because of their low tolerance to misalignment. This finding provides us an insight that if we explicitly consider the spatial misalignment, we may improve the performance of IQA methods on GAN-based distortion. In this section, we explore this possibility by introducing anti-aliasing pooling layer and a spatially robust comparison operation into the IQA network.

5.1 Anti-aliasing Pooling and Space Warping Difference

FR-IQA networks can be roughly divided into three sub-models: feature extraction, feature comparison and
subjective score regression. Among them, the feature extraction sub-model extracts image features by cascaded convolution operations. Feature comparison sub-model compares the features of two images. The most direct and commonly used method is to calculate the differences of image feature vectors (Zhang et al., 2018c). Finally, the subjective score regression sub-model calculates the final similarity scores based on the feature differences. If we want the IQA networks to be robust to small misalignment, the feature extraction and feature comparison sub-models should at least be invariant to this misalignment/shift. However, these two parts are usually not shift-invariant in existing deep IQA networks. We then discuss the feature extraction and feature comparison sub-models, respectively.

For the feature extraction sub-model, the standard convolution operations should have been shift-invariant. However, some commonly used downsampling layers, such as max/average pooling and strided-convolution, are not shift-invariant anymore. These downsampling layers are widely used in deep networks such as max pooling and average pooling layers. We replace all the max pooling layers with \( l_2 \) pooling layers in our IQA network to avoid possible aliasing in feature extraction.

We then discuss the feature comparison sub-model. In most existing IQA networks, the comparison is conducted with element-wise subtraction or a Euclidean distance between two extracted features. These operations require good alignment and are all sensitive to spatial shift. Here, we explicitly consider the robustness of spatial misalignment and propose a Space Warping Difference (SWD) layer to compare the features that not only on the corresponding position but also on a small range around the corresponding position. The SWD layer is illustrated in Fig. 11. For two images \( I_A \) and \( I_B \) and their extracted features \( f_A \) and \( f_B \), the SWD layer is formulated as follow:

\[
SWD_d(f_A, f_B)[x; y] = f_A[x, y] - f_B[x', y'],
\]

where \( d \) indicates the searching range, \( f[x, y] \) indicates the feature vector at location \((x, y)\), and \((x', y')\) indicates the location that the \( l_2 \) distance of two feature vectors achieves the minimum value:

\[
x', y' = \arg \min_{x', y'} \| f_A[x, y] - f_B[x', y'] \|_2^2,
\]

s.t. \(|x' - x| \leq d, |y' - y| \leq d\).

Because a big \( d \) will make the computational complexity rise sharply, in our work, we choose \( d = 3 \) for a better performance speed trade-off.

The proposed network architecture is illustrated in Fig. 12 and is termed as Space Warping Difference IQA Network (SWDN). As stated by Zhang et al. (2018c), features of the classification networks are useful for building perceptual metrics. We employ an AlexNet pre-trained on ImageNet (Russakovsky et al., 2015) as the feature extraction backbone and replace all the max pooling layers with the proposed \( l_2 \) pooling layers. We
obtain features \( f_i, i \in \{1, 2, \ldots, 5\} \) after each convolution layer for both \( I_A \) and \( I_B \) using the feature extraction sub-model. Note that the feature extraction backbone architecture is replaceable. Alternative choices include VGG, SqueezeNet \( \text{[Simonyan and Zisserman 2014]} \), and so on. For each pair of extracted features, we use the SWD layer to calculate the difference \( \text{SWD}_d(f_A, f_B) \). We then perform perceptual score regression by a small sub-network with two convolution layers. This sub-network takes the feature difference as input and gives predicted similarity score \( S_i \) for each feature pair. Finally, we sum up all the \( S_i \)’s to obtain the final perceptual similarity \( S \).

We train our network using BAPPS \( \text{[Zhang et al. 2018c]} \) dataset. We employ ranking cross entropy loss to train the SWDN network. The training procedure is illustrated in Fig. 13. For each step, we randomly choose one reference image \( I_R \) and its two distorted images \( I_A \) and \( I_B \). We calculate the distances between the reference image and the distorted images \( (S_A, S_B) \). Given these two distances, we train a small network \( G \) on top to map to a probability \( \hat{h} \in (0, 1) \), where \( \hat{h} \) represents the predicted preference between \( I_A \) and \( I_B \) and \( h \) is the ground truth preference probability provided in BAPPS dataset. The architecture of \( G \) consist of two 32-unit fully connected layers with ReLU activations, followed by a 1-unit fully connected layer and a sigmoid activation. The final loss function is shown as follow:

\[
\mathcal{L}(S_A, S_B, h) = -h \log G(S_A, S_B) - (1 - h) \log(1 - G(S_A, S_B)).
\]

We note that the proposed PIPAL dataset can also be used to train our network. According to the Elo scores of \( I_A \) and \( I_B \), the ground truth preference probability \( h \) is obtained using Eq. (1). For optimization, we use Adam \( \text{[Kingma and Ba 2014]} \) with \( \beta_1 = 0.9, \beta_2 = 0.999 \) and learning rate \( 1 \times 10^{-4} \). We implement our models with the Pytorch framework \( \text{[Paszke et al. 2019]} \) and the whole training process takes about 12 hours.

5.2 Results

In this section, we experimentally verify the effectiveness of the proposed SWDN network. We provide a comparison with some commonly-used IQA methods, including PSNR, SSIM, FSIM, NIQE, Ma, PieAPP, DISS, LPIPS-VGG, and LPIPS-Alex. We test these IQA methods using the proposed PIPAL dataset. We also provide the results tested on the TID2013 dataset to show their performance on the traditional distortion types. The results are shown in Table 5. Among the
For the baseline architecture, we replace the l2 pooling layers with the original max pooling layers and remove SWD layers. We indicate the best performance with bold values and the second best with italic values.

To investigate the behavior of SWDN as a proposal method, we conduct ablation studies to show the effect of different components. For the baseline architecture, we replace the l2 pooling layers with the original max pooling layers and remove SWD layers. The results are shown in Table 6 and there are 8 experiments. First, as shown by the experiments Table 6 (1,2), the l2 pooling layers can improve the performance on GAN-based distortion at a small cost. Second, we show the results with only SWD layers and the hyper-parameter d varies from 1 to 5. As can be observed, for all ds, the proposed SWD layer can improve the performance of GAN-based distortion. When d is set to be 3, the network with SWD layers achieves the best performance. Thus, we choose d = 3 for a better performance-speed trade-off. At last, we combine the l2 pooling layers and SWD layers to form the final SWDN network, and the results are shown in Table 6 (8). The final SWDN network achieves the best performance of the GAN-based distortion type.

6 Conclusion

In this paper, we contribute a novel large-scale IQA dataset, namely PIPAL dataset. PIPAL contains 250 reference images, 40 distortion types, 29k distortion images, and more than one million human ratings. Especially, we include 24 GAN-based algorithms’ outputs as a new GAN-based distortion type. We employ the Elo rating system to assign the Mean Opinion Scores (MOS). Based on the PIPAL dataset, we establish benchmarks for both IQA methods and SR algorithms. Our results indicate that existing IQA methods face challenges in evaluating perceptual IR algorithms, especially GAN-based algorithms. With the development of IR technology, new IQA methods need to be proposed accordingly. We also propose a new IQA network called Space Warping Difference Network, which consists of l2 pooling layers and novel Space Warping Difference layers. Experiments demonstrate the effectiveness of the proposed network.
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Appendix
A More Results
In this section, we provide more benchmark results. We evaluate IQA methods using Spearman rank order correlation coefficients (SRCC) [Sheikh et al. 2006b] and Kendall rank order correlation coefficients (KRCC) [Kendall and Stuart 1977]. These two indexes evaluate the monotonicity of the methods: whether the scores of high-quality images are higher (or lower) than low-quality images. We also provide the Pearson linear correlation coefficient (PLCC) results. The PLCC index evaluates the accuracy of the methods. Before calculating the PLCC index, we perform a nonlinear regression to fit the subjective scores and the objective scores using third-order polynomials fitting. The KRCC results are shown in Table 6 and the PLCC results are shown in Table 7. In the paper, we prefer to analyze SRCC and KRCC because the PLCC index may overestimate the performance when the IQA method cannot effectively indicate image similarity. As shown in Table 8, some IQA methods obtain high PLCC performance such as SR-SIM, IFC and MAD, which is inconsistent with the conclusion reached by observing SRCC performance. We argue that this is because these methods fail to predict image quality when the Elo score is high, and then the samples with low Elo scores dominate the PLCC performance. We show the scatter plots of SR-SIM, IFC and MAD in Fig. 13. As one can see, all the fitted curves of those IQA methods tend to horizontal in the area with better image quality, which means they fail to predict image qualities. After non-linear fitting, the abscissa values of these samples are concentrated in a small interval, and thus cannot have enough influence on the calculation of the PLCC index. We verify this phenomenon through an experiment. In Fig. 14, we show the situation of removing these samples and their PLCC performance has not changed significantly. This proves that it is inappropriate to use PLCC for evaluation. At last, we show more results for the SR benchmark in Table 9 including more algorithms and IQA methods.

B Details of the Distortion types
Recall that we have 40 distortion types and 116 levels of distortion for each reference image in the PIPAL dataset. In addition to the traditional distortion types, we also include the outputs of a variety of real IR algorithms. In Table 10 we present the details of these distortion types, including the selected algorithms and the parameters to create distorted images (such as the SR factors and noise levels) and the implementation details of the traditional distortions in the proposed dataset.

For the spatial warping distortion, we apply local spatial shift to each pixel on several randomly selected regions in the image. Given a line with starting point \( \vec{x} \) and termination point \( \vec{m} \), the per-pixel shift map around this line can be computed using the following formula:

\[
\vec{u} = \vec{x} - \left( \frac{r^2 - (|\vec{x} - \vec{c}|^2) + |\vec{m} - \vec{c}|^2}{r^2 - (|\vec{x} - \vec{c}|^2) + |\vec{m} - \vec{c}|^2} \right)^2 (\vec{m} - \vec{c}),
\]

where \( \vec{u} \) is the original location of the point \( \vec{x} \), and \( r \) is the radius of influence. The source pixels are then resampled to form the target pixel. For an input image, we randomly select \( n \) warping points and warping distance \( s \) (distance between point \( \vec{c} \) and \( \vec{m} \)) to perform locally spatial warping. We set four distortion levels for spatial warping with parameters \( n = \{4, 16, 32, 64\} \), \( s = \{2, 3, 4, 6\} \) and \( r = \{15, 25, 35, 60\} \).

C Reliability and Expandability of Elo System
In the PIPAL dataset, we employ the Elo rating system to obtain mean opinion scores (MOS) for distorted images. The Elo rating system is a statistic-based rating method and is able to bring pairwise preference probability and rating system together. In this section, we show the effectiveness and expandability of the Elo rating system with quantitative experiments. We also performed ablation studies on some of the hyper-parameters of the Elo system.

To validate the Elo rating system, we build a simulation set consisting of 150 populations and assign the ground truth scores for them. These scores follow the constraints that: (1) The ranking is transferable. If \( A > B \) and \( B > C \), then \( A > C \). (2) Given a ranking, then the expectations of any comparison should be the same as the ranking order. If \( A > B > C \), then the probability of \( A > C \) is higher than the probability of \( A > B \). We simulate the process of scoring these populations using the Elo system. We then use the Spearman rank correlation coefficient between the Elo rating results and the ground truth to measure the effectiveness of the Elo system. We first evaluate the Elo system with different parameters of \( K \). As can be seen in Fig. 15, all the experiments converge quickly. When \( K \) becomes smaller, the convergence speed becomes slower but more stable. Considering the trade-off between convergence speed and the rating accuracy, we use \( K = 16 \) to build our dataset. In Fig. 16, we show the experiments with different sample strategies. Recall that in our dataset, we intentionally select the distorted images with similar Elo scores for users to make judgements. The experiments show that selecting images with similar scores converge quicker and better than random selecting. We also conduct experiments to show the effect of parameter \( M \). As can be seen in Fig. 17, the choice of \( M \) does not affect the convergence performance and accuracy of the Elo system. However, changing \( M \) enables us to control win probability estimation based on Elo scores. Fig. 18 illustrates how tuning \( M \) affects probability estimation by changing the curve’s kurtosis. In general, a lower \( M \) indicates that we can be more confident in our predictions since they’re less susceptible to random events. The same conclusion can be found in some prior works [Bisberg].
and Cardona-Rivera (2019). At last, we experimentally show the expandability of the Elo system. We first build a set with populations of 150 and perform Elo rating. When the Elo rating process converges, we add the other 40 populations and keep updating the Elo scores for all of the samples. The curve is shown in Fig. 19 as one can see the Elo system quickly adjusts according to the new samples without losing old Elo scores. This experiment demonstrates the used Elo system is expandable.
Table 7: The KRCC results with respect to different distortion sub-types. ↑ means the higher the better while ↓ means the lower the better. Higher coefficient matches perceptual score better. We indicate the top 3 performance with **bold** values.

| Method       | Traditional Distortion | Denoising | SR Full | Traditional SR | PSNR SR | GAN-based SR |
|--------------|------------------------|-----------|---------|----------------|---------|--------------|
| PSNR ↑       | 0.2427                 | 0.3072    | 0.2810  | 0.3245         | 0.3754  | 0.1939       |
| NQM ↑        | 0.1764                 | 0.3948    | 0.3314  | 0.3688         | 0.4582  | 0.2340       |
| UQI ↑        | 0.2361                 | 0.4399    | 0.3689  | 0.4222         | 0.5095  | 0.2291       |
| SSIM ↑       | 0.2664                 | 0.4763    | 0.3640  | 0.4029         | 0.4931  | 0.2315       |
| MS-SSIM ↑    | 0.2743                 | 0.4988    | 0.3962  | 0.4558         | 0.5498  | 0.2631       |
| IFC ↑        | 0.2576                 | **0.5405**| 0.4060  | **0.5024**     | **0.6269**| 0.2166       |
| VIF ↑        | 0.3166                 | **0.5273**| 0.4243  | **0.4902**     | **0.5849**| 0.2664       |
| VSNR-FR ↑    | 0.2811                 | 0.4144    | 0.3572  | 0.4259         | 0.5054  | 0.2146       |
| RFSIM ↑      | 0.2325                 | 0.3066    | 0.2909  | 0.3114         | 0.3815  | 0.2028       |
| GSM ↑        | 0.3946                 | 0.4239    | 0.3736  | 0.4199         | 0.4905  | 0.2395       |
| SR-SIM ↑     | **0.4287**             | 0.4797    | **0.4336**| **0.4600**     | 0.5470  | 0.3211       |
| FSIM ↑       | 0.4060                 | 0.4928    | 0.4167  | 0.4563         | 0.5363  | 0.2896       |
| FSIMc ↑      | 0.4023                 | 0.4913    | 0.4149  | 0.4558         | 0.5354  | 0.2784       |
| VSI ↑        | 0.3435                 | 0.3990    | 0.3818  | 0.4202         | 0.4943  | 0.2527       |
| MAD ↓        | 0.2615                 | 0.5040    | 0.3866  | 0.4744         | 0.5593  | 0.2387       |
| LPIPS-Alex ↓ | 0.2803                 | 0.5216    | 0.4325  | 0.4199         | 0.5302  | **0.3330**   |
| LPIPS-VGG ↓  | 0.4191                 | 0.4747    | 0.3873  | 0.3740         | 0.4804  | 0.3323       |
| PieAPP ↓     | **0.5013**             | **0.5455**| **0.5252**| **0.5308**     | **0.6106**| **0.3865**   |
| DISTS ↓      | 0.4445                 | 0.5193    | **0.4639**| 0.4712         | 0.5705  | **0.3840**   |
| NIQE ↓       | 0.0741                 | 0.0040    | 0.0211  | 0.0401         | 0.1014  | 0.0102       |
| Ma ↑         | 0.3170                 | 0.3375    | 0.2603  | 0.4301         | 0.5195  | 0.0363       |
| PI ↓         | 0.2498                 | 0.2111    | 0.1368  | 0.3316         | 0.4020  | 0.0126       |

Fig. 14: The first line shows the scatter plots for SR-SIM, IFC and MAD on GAN-based distortion. The scatter plots after non-linear fitting are shown in the second line. For each method, the figures on the left include full samples and the figures on the right show only samples with low perceptual qualities. As can be seen, deleting the samples that are difficult for these IQA methods will not change the PLCC performance significantly. This experiment shows that the PLCC index may overestimate the performance when the IQA method cannot effectively indicate image similarity.
Table 8: The PLCC results with respect to different distortion sub-types. ↑ means the higher the better while ↓ means the lower the better. Higher coefficient matches perceptual score better. We indicate the top 3 performance with bold values.

| Method | Year | PSNR ↑ | SSIM ↑ | IFC ↑ | FSIM ↑ | Ma ↑ | NIQE ↓ | PI ↓ | LPIPS ↓ | PieAPP ↓ | MOS ↑ |
|--------|------|--------|--------|-------|--------|------|--------|------|--------|----------|-------|
| YY     | 2013 | 23.35  | 0.6897 | 2.1900| 0.8018 | 4.5487| 6.4174 | 5.9344| 0.3574 | 2.4674   | 1367.71|
| TSG    | 2014 | 23.55  | 0.6775 | 2.4266| 0.7812 | 4.1286| 6.4164 | 6.1435| 0.3570 | 2.8931   | 1387.24|
| SRCNN  | 2016 | 23.93  | 0.6966 | 2.4566| 0.7919 | 4.6094| 6.5657 | 5.9781| 0.3316 | 2.1338   | 1363.68|
| VDSR   | 2017 | 24.17  | 0.7151 | 2.5172| 0.7953 | 4.7047| 7.4436 | 6.3139| 0.3484 | 2.1035   | 1364.90|
| EDSR   | 2017 | 24.17  | 0.7541 | 3.1431| 0.8362 | 5.7634| 6.4560 | 5.3463| 0.3016 | 1.5206   | 1447.44|
| EnhanceNet | 2018 | 22.20  | 0.6245 | 2.0826| 0.8123 | 8.5480| 4.6177 | 3.0348| 0.3381 | 1.3421   | 1434.51|
| RCAN   | 2018 | 25.21  | 0.7569 | 3.1696| 0.8381 | 5.9269| 6.4124 | 5.2430| 0.2992 | 1.4662   | 1455.31|
| SFTGAN | 2018 | 22.51  | 0.6566 | 2.1023| 0.8189 | 8.3307| 4.6013 | 3.1353| 0.3118 | 1.3007   | 1437.38|
| BOE R1 | 2018 | 24.30  | 0.7181 | 2.8459| 0.8260 | 6.2004| 5.2071 | 4.5633| 0.2960 | 1.6064   | 1419.83|
| BOE R2 | 2018 | 24.67  | 0.6953 | 2.4428| 0.8018 | 4.6086| 6.9985 | 6.1649| 0.3281 | 2.0569   | 1367.49|
| BOE R3 | 2018 | 24.13  | 0.6984 | 2.5377| 0.7955 | 4.7799| 7.4436 | 6.3139| 0.3484 | 2.1035   | 1364.90|
| ESRGAN α=0.4 | 2018 | 25.45  | 0.7646 | 3.2376| 0.8427 | 5.8256| 6.4889 | 5.3317| 0.2957 | 1.4676   | 1450.42|
| ESRGAN α=0.8 | 2018 | 25.45  | 0.7646 | 3.2376| 0.8427 | 5.8256| 6.4889 | 5.3317| 0.2957 | 1.4676   | 1450.42|

Table 9: The ×4 SR results. The years of publication are also provided. ↑ means the higher the better while ↓ means the lower the better. The bolded values are the top 3 values.
| Distortion Sub-type | Distortion Type | Implementation Detail |
|---------------------|----------------|-----------------------|
| 1. Median filter denoising | The noise levels of the salt pepper noise are 0.08 and 0.16. | |
| 2. Linear motion blur | The quality levels for JPEG: 10 and 20. The quality levels for JPEG 2000 are 20, 40 and 60. | |
| 3. JPEG and JPEG 2000 | We first use the MATLAB function to segment the image and then quantizing with the intensity levels of 3 and 7. | |
| 4. Color quantization | | |

**Traditional Distortions**

5. Gaussian noise | The Gaussian noise levels are 10, 15 and 25. | |
6. Gaussian blur | The Gaussian blur with $\sigma = 0.25$. | |
7. Bilateral filtering | The range parameter and the spatial parameter are set to $(0.3, 0.35)$ and $(1.7, 3.0)$. | |
8. Spatial warping | See details in Appendix Sec. B. | |
9. Comfort noise | We use the implementation from TID2013 and we have 4 levels. | |

**Traditional SR**

10. Interpolation | Bicubic upsampling $\times 2$ and $\times 3$. | |
11. A+ (Timofte et al., 2014) | SR factors of $\times 2$, $\times 3$ and $\times 4$. | |
12. YY (Yang and Yang, 2013) | SR factors of $\times 2$, $\times 3$ and $\times 4$. | |
13. TSG (Timofte et al., 2013) | SR factors of $\times 2$, $\times 3$ and $\times 4$. | |
14. YWHM (Yang et al., 2010) | SR factor of $\times 2$. | |

**PSNR-orientated SR**

15. SRCNN (Dong et al., 2015b) | SR factors of $\times 2$, $\times 3$ and $\times 4$. | |
16. FSRRCNN (Dong et al., 2016) | SR factors of $\times 2$, $\times 3$ and $\times 4$. | |
17. VDSR (Kim et al., 2016) | SR factors of $\times 2$, $\times 3$ and $\times 4$. | |
18. EDSR (Lim et al., 2017) | SR factors of $\times 2$, $\times 3$ and $\times 4$. | |
19. RCAN (Zhang et al., 2018d) | SR factors of $\times 2$, $\times 3$, $\times 4$ and $\times 8$. | |
20. SFTMD (Gu et al., 2019) | For $\times 2$ SR, the LR images are blurred with Gaussian blur with $\sigma = 1.0$, SR using the Gaussian kernel with $\sigma = 0.7, 0.85, 1.0, 1.1, 1.3$. For $\times 4$ SR, the LR images are blurred with Gaussian blur with $\sigma = 2.0$, SR using the Gaussian kernel with $\sigma = 1.7, 1.9, 2.0, 2.1, 2.25$. | |

**GAN-based SR**

21. EnhanceNet (Sajjadi et al., 2017) | SR factors of $\times 4$. We choose three models $R_1$, $R_2$ and $R_3$ released by the authors for different GAN effects. | |
22. SRGAN (Ledig et al., 2017) | SR factors of $\times 4$, $\times 6$ and $\times 8$. | |
23. SFTGAN (Wang et al., 2018a) | SR factors of $\times 4$, $\times 6$ and $\times 8$. For $\times 4$ SR, we use the network interpolation with $\alpha = 0.4, 0.6, 0.8, 1.0$ for four different GAN effects. | |
24. ESRGAN (Wang et al., 2018b) | SR factors of $\times 4$, $\times 6$ and $\times 8$. For $\times 4$ SR, we use the network interpolation with $\alpha = 0.5, 1.0$ for two different GAN effects. | |
25. BOE (Navarrete Michelini et al., 2018) | SR factors of $\times 4$. We choose three models $R_1$, $R_2$ and $R_3$ released by the authors for different GAN effects. | |
26. EPSR (Vasu et al., 2018) | SR factors of $\times 4$. We choose three models $R_1$, $R_2$ and $R_3$ released by the authors for different GAN effects. | |
27. PESR (Vu et al., 2018) | SR factors of $\times 4$. We use the network interpolation with $\alpha = 0.5, 1.0$ for two different GAN effects. | |
28. EUSR (Kim and Lee, 2018) | SR factors of $\times 4$. | |
29. MCML (Choi et al., 2018) | SR factors of $\times 4$. | |
30. RankSRGAN (Zhang et al., 2019) | SR factors of $\times 4$. We choose three different models (RankSRGAN-P1, RankSRGAN-MA and RankSRGAN-NIQE) for different GAN effects. | |

**Denoising**

31. DnCNN (Zhang et al., 2017) | Gaussian noise removal, the noise levels: 25 and 50. | |
32. FFDM (Zhang et al., 2018b) | Gaussian noise removal, the noise levels: 25, 50 and 80. | |
33. TWSC (Xu et al., 2018) | Gaussian noise removal, the noise levels: 25, 50 and 80. | |
34. BM3D (Dabov et al., 2007) | Gaussian noise removal, the noise levels: 25, 50 and 80. | |
35. ARCNN (Dong et al., 2015a) | JPEG compression removal, the quality levels: 10 and 30. | |
36. BM3D + EDSR | We first perform Gaussian noise removal with noise levels of 25 and 50 with BM3D, and then perform EDSR with SR factors of 2 and 3. | |
37. DnCNN + EDSR | We first perform Gaussian noise removal with noise levels of 25 and 50 with DnCNN, and then perform EDSR with SR factors of 2 and 3. | |
38. ARCNN + EDSR | We first perform JPEG compression removal with quality levels of 10, 20 and 40 with ARCNN, and then perform EDSR with SR factor of 2. | |
39. noise + EDSR | We first add Gaussian noise with noise levels: 1.5 and 3, and then perform SR with EDSR with SR factor of 3. | |
40. noise + ESRGAN | We first add Gaussian noise with noise level 0.1, and then perform SR with ESRGAN with SR factor of 4. | |

**SR and Denoising Joint Problem**

41. R + EDSR | We first add Gaussian noise with noise level 0.1, and then perform SR with EDSR with SR factor of 3. | |

Table 10: Details of the included distortion types in PIPAL dataset.
Fig. 15: The convergence curve of the Elo rating system with different $K$. As can be seen, experiments using larger $K$ converge faster. However, experiments with smaller $K$ converge more stable.

Fig. 16: The convergence curve of the Elo rating system with different $K$. As can be seen, experiments using larger $K$ converge faster. However, experiments with smaller $K$ converge more stable.

Fig. 17: The convergence curve of the Elo rating system with different $M$. As one can see, the value of $M$ does not affect the ranking accuracy.

Fig. 18: The probability estimation with different $M$. Tuning $M$ only affects the probability curve’s kurtosis.

Fig. 19: The convergence curve of the Elo rating system with different sampling strategies. As can be seen, sampling pairs with similar MOS scores has better convergence performance.