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Abstract

Longitudinal variations and complementary information inherent in longitudinal and multi-modal data play an important role in Alzheimer’s disease (AD) prediction, particularly in identifying subjects with mild cognitive impairment who are about to have AD. However, longitudinal and multi-modal data may have missing data, which hinders the effective application of these data. Additionally, previous longitudinal studies require existing longitudinal data to achieve prediction, but AD prediction is expected to be conducted at patients’ baseline visit (BL) in clinical practice. Thus, we proposed a multi-view imputation and cross-attention network (MCNet) to integrate data imputation and AD prediction in a unified framework and achieve accurate AD prediction. First, a multi-view imputation method combined with adversarial learning, which can handle a wide range of missing data situations and reduce imputation errors, was presented. Second, two cross-attention blocks were introduced to exploit the potential associations in longitudinal and multi-modal data. Finally, a multi-task learning model was built for data imputation, longitudinal classification, and AD prediction tasks. When the model was properly trained, the disease progression information learned from longitudinal data can be leveraged by BL data to improve AD prediction. The proposed method was tested on two independent testing sets and single-model data at BL to verify its effectiveness and flexibility on AD prediction. Results showed that MCNet outperformed several state-of-the-art methods. Moreover, the interpretability of MCNet was presented. Thus, our MCNet is a tool with a great application potential in longitudinal and multi-modal data analysis for AD prediction. Codes are available at https://github.com/Meiyan88/MCNET.

1. Introduction

Alzheimer’s disease (AD) is characterized by the irreversible impairment of cognitive functions and is one of the most common neurodegenerative diseases in elderly people [1]. Although no effective cure exists for AD, clinical intervention at the early stage may decelerate its progression. Hence, the early prediction of AD’s emergence is important for timely treatment to slow down progressive deterioration [2]. As a prodromal stage of AD, mild cognitive impairment (MCI) can be classified into progressive MCI (pMCI) and stable MCI (sMCI) [3][4]; such classification is denoted as AD prediction and can be used to identify MCI progression and predict AD early [5].

In clinical practice, the amount of longitudinal and multi-modal data is increasing, and has attracted our attention [6]. On the one hand, multi-modal neuroimages, such as magnetic resonance imaging (MRI) and positron emission tomography (PET) images, can provide complementary structural and functional information [2]. Moreover, extensive studies based on multi-modal neuroimages at a single time point have shown reasonable performance in early AD prediction [4]. However, missing data persist in multi-modal data [8], and some useful information may be lost when only modality-complete data are used in AD prediction [9]. Moreover, only a simple concatenation of multi-modal features was used in most existing studies, which may bring redundant information and fail to exploit potential associations among different modalities [10].

On the other hand, AD is a progressive disease, and some early pathological changes, including structural abnormalities within longitudinal variations, can be captured by longitudinal data [11]. Thus, numerous methods have been proposed to use longitudinal data for accurate AD prediction [12][22]. Nevertheless, the missing data issue remains a common but great challenge in using longitudinal data. It limits the direct usage of most conventional machine learning or deep learning methods. Besides only using modality-complete and longitudinal data to alleviate this problem, some studies first imputed missing data, and then used the complete data to train a model for AD prediction [13][14]. This decouple two-stage strategy may lead to sub-optimal results, and model performance is heavily influenced by the chosen imputation method [15]. Many techniques can be used for imputing missing values, such as simple forward/backward filling [16], matrix factorization methods based on singular value decomposition [17], statis-
tical methods [6], and machine learning methods [11,18]. Recently, recurrent neural networks (RNN), such as long short-term memory (LSTM) [19] and gated recurrent unit (GRU) networks [20], have been used on data imputation, and advancements have been made. However, modality-complete data at baseline visit (BL) are required in these methods [14]. Many subjects have no available PET images at BL because of various practical issues (e.g., high cost, poor image quality, and others). Moreover, errors exist in the estimated data, which may affect the performance of subsequent tasks. Therefore, further reducing the errors of imputed data is still a problem to be solved. Additionally, obtaining diagnosis results as early as the patients have the imaging scans at BL is desirable in clinical practice. Thus, we still focus on AD prediction with BL data. How to effectively use disease progression information in longitudinal data, whereas only BL data are required as inputs at the model testing phase is also a problem that need to be considered.

To address the aforementioned challenges, an end-to-end multi-task deep learning framework, named multi-view imputation and cross-attention network (MCNet), was proposed to utilize incomplete longitudinal and multi-modal data for AD prediction (i.e., classify subjects into sMCI and pMCI). The proposed method consists of data imputation and diagnostic modules. These two modules share the same multi-modal features extracted from the RNN-based network for multi-task learning, including data imputation, longitudinal classification, and AD prediction tasks. First, in the data imputation module, a novel multi-view imputation strategy with adversarial learning was designed to utilize long-term temporal dependencies to impute MRI/PET data from a longitudinal view and apply the correlations between different modalities to impute the PET data from a multi-modal view. Moreover, incorporating adversarial learning is conducive to increase the realities and reduce the errors of imputed data. Second, the features obtained from the imputation module were fused by two unique feature fusion blocks, named cross-attention blocks, for final AD prediction. Different missing situations exist in incomplete longitudinal and multi-modal data, which leads to differences in importance among the information contained in the features. Therefore, two cross-attention blocks were developed to weigh features and reflect the information’s importance. Then, the fused features were used to accomplish longitudinal classification and AD prediction tasks. With the data imputation strategy and cross-attention blocks, the proposed method extracted disease progression information from longitudinal data during training and directly applied the information on BL data to obtain prediction results without feeding longitudinal data at the testing phase. Based on previous reports, no research has combined longitudinal (i.e., long-term temporal dependencies) and multi-modal correlations to achieve adversarial multi-view imputation at all time points with small errors and integrated classification and prediction tasks in the same framework to achieve joint optimization for AD prediction. In summary, the contributions of this work are as follows:

- Based on incomplete longitudinal and multi-modal data, we integrated data imputation and AD prediction into a unified network and introduced a multi-task learning strategy to achieve joint optimization and improve the prediction performance.

- We designed a multi-view imputation strategy for different modalities and time points to achieve data imputation that can cope with a wide range of missing data situations. Moreover, we incorporated adversarial learning into the imputation strategy to make an imputation data distribution that was close to the real distribution, thereby further reducing imputation errors.

- We proposed cross-attention blocks to fuse multi-modal features at different time points to capture information importance at different time points and modalities, thereby further improving prediction performance.

- We only used data at BL when testing the model’s performance (i.e., achieved AD prediction at BL), which is practical in clinical use. Our model can still perform well when only single-modal data (e.g., MRI) are available at BL. Moreover, the proposed method was trained on two datasets provided by the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (i.e., ADNI-1 and ADNI-2) and tested on two external independent datasets (i.e., ADNI-3 and Open Access Series of Imaging Studies-3 [OASIS-3]). Competitive results were achieved using the proposed method, which further demonstrates the well generalized ability of the proposed method.

2. Related Work

2.1. Multi-Modal AD Analysis

Many studies focused on the applications of multi-modal neuroimages, which contained complementary information, for AD prediction [22]. For example, different deep neural networks were first used to learn high-level features from multi-modal data (e.g., PET, MRI, genetic data, and others) at BL. Then, the features learned from the different modalities were concatenated directly for final AD prediction [23]. Zhou et al. [10] proposed a three-stage deep feature learning and fusion framework to accomplish multi-scale feature fusion for AD prediction. Better prediction performance was achieved using multi-modal data than single-modal data. However, the direct concatenation of multi-
modal features may fail to take full advantage of the information from different modalities [22][23]. Zhang et al. [24] addressed this problem by developing a deep multi-modal fusion network to fuse the information of MRI and PET hierarchically based on an attention complementary strategy for AD prediction. Moreover, Zu et al. [25] utilized multi-kernel learning to combine multi-modal data for AD diagnosis. Although these strategies can be used to effectively combine multi-modal data, their effects on the feature fusion of longitudinal and multi-modal data need further investigation.

In the longitudinal and multi-modal study, associations among different modalities and correlations among different time points should be considered. Inspired by the self-attention mechanism [26], we introduced two cross-attention blocks to exploit the importance of the features extracted from different modalities at different time points and to enhance AD prediction performance.

2.2. Longitudinal AD Analysis

An increasing number of studies attempted to utilize these data for AD-related analysis with the increasing amount of available longitudinal data collected at follow-up time points [5][11][12][27]. Some studies explored the use of traditional machine learning methods. Huang et al. [27] proposed a novel temporal group sparsity regression and additive model to identify the associations between longitudinal imaging and genetic data for the detection of potential AD biomarkers. More recently, deep learning methods have shown great potential in AD analysis and have been applied to related classification and regression tasks with promising performance [6][13][14][21][28][29]. Among them, RNN-based deep learning methods are often used in longitudinal studies. Nevertheless, conventional RNNs are designed to be used with complete data; incomplete data still present serious problems for the applications of RNN. Some studies tried to alleviate the negative impact of this problem by taking advantage of RNN to deal with variable-length series data for imaging feature extraction and AD prediction but directly ignored the missing data issue [29]. Che et al. [13] designed a GRU-based method (GRU-D) to introduce a decay mechanism using information on the interval and location of missing values. Then, they combined decay rates with the incomplete longitudinal data to accomplish classification. Moreover, Ghazi et al. [14] proposed a generalized backpropagation through time algorithm for LSTM, and this method can handle missing input and output values. All the missing values of longitudinal data were initialized with zeros. However, these methods do not fundamentally solve the missing data issue.

2.3. Data Imputation

Missing data is a common issue for longitudinal and multi-modal data and may decrease the accuracy of AD prediction. El-Sappagh et al. [6] tried to solve this issue by discarding the subjects with serious missing data conditions and using the k-nearest neighbor algorithm to impute missing values for remaining subjects. However, this kind of data imputation method is a decouple two-stage methodology, which may lead to sub-optimal results [15]. Therefore, some studies trained a unified model to accomplish data imputation and prediction or classification simultaneously. Nguyen et al. [28] used the temporal dependencies of RNN to impute a set of longitudinal data and performed classification in a unified model. However, only temporal associations were considered in this method, and the correlations between different modalities at a time point may be ignored. Jung et al. [21] integrated data imputation and longitudinal data classification into a unified framework by utilizing information on the interval between missing values, the location of missing values, and multivariate relations, where the relations of different modalities can be reflected by the multivariate relations and reasonable data imputation, and classification results can be achieved by this method. However, estimation errors of imputation data may accumulate in these unified training methods during the feedforward of the RNN [30].

Generative adversarial network has unparalleled advantages in data generation. Therefore, Ma et al. [15] introduced the adversarial learning strategy into the data imputation and classification framework to solve the accumulated errors problem, which can further improve the classification performance. Inspired by this idea, we also introduced an adversarial loss in the proposed method. This study used such a strategy for the first time in AD longitudinal and multi-modal data imputation. Moreover, we designed a novel multi-view imputation method according to the specific situation of missing data to effectively impute missing data and reduce estimation errors.

Moreover, most existing methods still require longitudinal data as inputs in the testing phase [6][11][15][19][28]. Instead of using longitudinal data in the process of testing, the proposed method tried to learn helpful disease progression information from longitudinal data when training and then used the learned information to improve AD prediction at BL when testing. We hypothesized that even if longitudinal data was limited, the underlying information of disease trajectories can be leveraged by deep learning approaches. When the model was properly trained, the model was able to judge the trend of the disease from BL data through the learned pattern of disease progression and utilized this auxiliary knowledge to enhance AD predictions. Therefore, only multi-modal data at BL or even single modal data at BL were needed at the testing phase in the proposed
Figure 1. Overview of the proposed framework. (a) Data imputation module with adversarial learning. (b) Diagnostic module for longitudinal classification and AD prediction. In the training phase, MRI and PET data at different time points were trained using modules (a) and (b). In the testing phase, only data at BL were used as inputs, where PET data at BL can be available or missing.

method.

3. Materials

The brain imaging data used in this paper were obtained from the ADNI (https://www.adni.loni.usc.edu/) and OASIS-3 databases (https://www.oasis-brains.org/). A total of 1387 subjects with T1-weighted MRI and fluorodeoxyglucose positron emission tomography (FDG-PET) images in the three ADNI subsets, namely, ADNI-1, ADNI-2, and ADNI-3, were collected in this study. For ADNI-1 and ADNI-2, images at BL and at 6, 12, 24, and 36 months were included when available, whereas only images at BL provided by ADNI-3 were included as the independent testing set. Specifically, subjects that had MRI images at BL and more than two other time points were included, and the available status of PET images was not considered as a criterion for selecting subjects for ADNI-1 and ADNI-2. Moreover, an additional 113 subjects obtained from OASIS-3 were used as another independent testing set. All subjects were categorized into four groups, namely, cognitive normal (CN), sMCI, pMCI, and AD, based on the individual clinical status at BL and future time points. The number of enrolled subjects and more demographic information are shown in Table 1. Subjects with reverse conversion of clinical status were removed. The details of the subject number with different image modalities at different time points are listed in Table 2. Moreover, the preprocessing steps for MRI and PET data were similar with those presented in [9]. Finally, 90-dimensional region-of-interest (ROI) features were separately extracted from the MRI and PET data for each subject.

4. Method

A multi-task learning framework, named MCNet, is proposed for joint data imputation, longitudinal classification, and AD prediction. Fig. 1 presents an overview of the proposed method consisting of two modules. In the first module (Fig. 1(a)), data imputation was conducted on the MRI and PET ROI features from the multi-views (i.e., longitudinal and multi-modal views) using a MinimalRNN-based network. Moreover, an adversarial learning block was proposed to reduce imputation errors and increase the realities of the imputed data. Therefore, multi-modal features (hidden features $H_{MRI}$ and $H_{PET}$ in Fig. 1) can be well explored with the imputed data. In the second module (Fig. 1(b)), two cross-attention blocks were applied to effectively fuse the multi-modal and longitudinal features shared from the data imputation module for longitudinal classification and AD prediction. On the one hand, multi-modal features at each time point were fed into the first cross-attention block to fuse multi-modal information for longitudinal classification. On the other hand, the fused multi-modal features at all time points were fed into the second cross-attention block to exploit potential longitudinal information for AD prediction. The model was trained on all

### Table 1. Demographic information of ADNI data at BL.

| Dataset | Total Category Number | Gender | Age | Mini-mental state examination |
|---------|-----------------------|--------|-----|-----------------------------|
| ADNI-1  | 543                   | CN 165 | 90/75 | 75.3 ± 5.2  |
|         |                       | sMCI 144 | 91/53 | 74.6 ± 7.5 |
|         |                       | pMCI 118 | 68/48 | 73.8 ± 6.9 |
|         |                       | AD 118 | 60/58 | 75.1 ± 7.8 |
| ADNI-2  | 758                   | CN 255 | 129/126 | 73.7 ± 5.8 |
|         |                       | sMCI 286 | 163/123 | 71.5 ± 7.5 |
|         |                       | pMCI 104 | 57/47 | 73.4 ± 6.3 |
|         |                       | AD 113 | 69/44 | 74.3 ± 7.8 |
| ADNI-3  | 86                    | sMCI 73 | 44/29 | 75.5 ± 7.6 |
|         |                       | pMCI 13 | 8/5 | 74.0 ± 6.6 |
| OASIS-3 | 143                   | CN 65 | 37/28 | 73.7 ± 8.6 |
|         |                       | sMCI 48 | 27/21 | 74.9 ± 5.6 |
|         |                       | pMCI 23 | 19/4 | 75.6 ± 7.9 |
|         |                       | AD 7 | 4/3 | 76.1 ± 5.6 |

### Table 2. Number of available subjects for different modalities at different time points in ADNI-1 and ADNI-2, where M06, M12, M24, and M36 represent 6, 12, 24, and 36 months, respectively.

| Dataset (MRI/PET) | BL | M06 | M12 | M24 | M36 |
|-------------------|----|-----|-----|-----|-----|
| ADNI-1            | 543/292 | 534/274 | 527/267 | 451/225 | 284/134 |
| ADNI-2            | 758/606 | 745/111 | 580/297 | 396/1 |


available data in the training phase, and only data at BL were used as inputs in the testing phase. The proposed model still performed well when PET data was missing at BL.

4.1. Notations

The ROI features of MRI and PET data can be represented as $X = \{X^S\}_{S=\text{MRI,PET}}$, where $S$ represents the image modality and $X^S = \{x_{i1}^S, \ldots, x_{iN}^S\} \in \mathbb{R}^{N \times T \times D_1}$. $N$, $T$, and $D_1$ are the subject number, number of time points, and dimension of ROI features, respectively. Missing time points often appear in longitudinal MRI and PET data, and mask vectors $M^S = \{m_{i1}^S, \ldots, m_{iT}^S\}$ are applied to indicate whether data exist in a time point, where $m_{it}^S \in \mathbb{R}^{N \times 1}$, and each value in $m_{it}^S$ is 1 (when $x_{it}^S$ exists) or 0 (when $x_{it}^S$ is missing). Moreover, we denote the longitudinal and clinical status labels as $Y = \{(y_t)_{t=1}^T, C\}$, where $y_t \in \mathbb{R}^{N \times 1}$ is longitudinal label at $t$th time point (i.e., if the clinical status is unchanged, $y_t = 0$; otherwise, $y_t = 1$). The longitudinal labels were used in the longitudinal classification task. $C \in \mathbb{R}^{N \times 1}$ indicates the clinical status of a subject. For instance, if the clinical status of a subject is sMCI, then $C = 0$. Otherwise, if it is pMCI, then $C = 1$. Moreover, $C$ is applied to AD prediction.

4.2. Data Imputation with Adversarial Learning

4.2.1 Minimal Recurrent Neural Network

We briefly considered MinimalRNN, which is used as the backbone network of the proposed method. MinimalRNN is a distinctive RNN architecture that adopts the minimum number of operations within RNN without sacrificing performance [31]. Moreover, MinimalRNN can capture longer term dependency, the trainability of which can also be guaranteed.

A single MinimalRNN is a chain structure composed of several memory cells, where each cell corresponds to a time point. Moreover, all cells share the same parameters. For each cell, the input $x_{it}^S$ is first fed into a fully connected (FC) network $\Phi(\cdot)$ to achieve a latent representation $z_t^S$. Through this operation, the features are confined to move within this latent space [31]. Given $z_t^S$, the weight of update gate $g_t^S$ can be simply learned with a sigmoid function $\sigma(\cdot)$. Moreover, the update gate $g_t^S$ weighs the contributions of the previous hidden feature $h_{i-1}^S$ and the latent representation $z_t^S$ toward the current hidden feature $h_i^S$. Therefore, the update process can be formulated as:

$$z_t^S = \tanh(\Phi(x_t^S)) = \tanh(W_x x_t^S + b_x^S)$$

$$g_t^S = \sigma(W_h h_{i-1}^S + W_z z_t^S)$$

$$h_t^S = g_t^S \odot h_{i-1}^S + (1 - g_t^S) \odot z_t^S$$

where $W_x$ and $b_x$ denote the parameters of the embedding operation, $W_h$ and $W_z$ denote the parameters related to update gate $g_t^S$, and $\odot$ is the element-wise product. Finally, the hidden features at all time points can be denoted as $H^S = \{h_1^S, \ldots, h_T^S\}$.

4.2.2 Multi-View Imputation

In this study, longitudinal and multi-modal imaging data were used for accurate AD prediction. However, the missing data issue from longitudinal and multi-modal views is the main limitation when using this type of data. Based on our observations on the ADNI datasets, the cases of missing data can be divided into five types (Table 3). We designed a novel multi-view data imputation method that is different from traditional data imputation methods to impute missing values in different cases and address the complexity of the missing data issue.

Compared with longitudinal MRI images, more serious missing data issue appeared in longitudinal PET images. Therefore, as shown in Fig. 2, we adopted two separate stacked three-layer MinimalRNNs to capture the different longitudinal features of different modalities and then impute data. MinimalRNN cannot perform feedforward when data are unavailable at BL. Therefore, the missing data problem of PET data at BL (i.e., cases 1–3) was considered first. We first imputed the PET data at BL from the multi-modal view using two FC layers with activation function due to the non-linear relationship between PET and MRI data. We utilized the hidden feature $h_1^S$ encoded from the MRI data at BL.
to estimate the PET data at BL:

\[ \hat{x}_t^{PET} = W_{cs2}^{PET} \tanh(W_{cs1}^{PET} h_t^{MRI} + b_{cs1}^{PET}) + b_{cs2}^{PET} \] (4)

where \( W_{cs1}^{PET}, W_{cs2}^{PET}, b_{cs1}^{PET}, \) and \( b_{cs2}^{PET} \) are learnable parameters for PET estimation at BL.

For cases 3 and 5, the potential relationship between adjacent time points (i.e., long-term temporal dependencies) was utilized for the imputation of the multi-modal view. Previous temporal contextual information up to time point \( t - 1 \) is contained in the hidden features \( h_{t-1}^{MRI} \) and \( h_{t-1}^{PET} \). Accordingly, the complementary information of different modalities was used for the imputation from the longitudinal view. Specifically, given a time point \( t \), we imputed the missing values through two steps, namely, (a) estimation and (b) imputation. In the first step, the MRI/PET data \( x_t^S \) of the current time point can be estimated as:

\[ \hat{x}_t^S = W_{long}^S \text{Concat}(h_{t-1}^{MRI}, h_{t-1}^{PET}) + b_{long}^S \] (5)

where \( W_{long}^S \) and \( b_{long}^S \) are learnable parameters for MRI/PET longitudinal estimation, and \( \text{Concat}(\cdot) \) represents feature concatenation. In the second step, \( \hat{x}_t^S \) is used if a value is missing, and the new data \( u_t^S \) at time point \( t \) \((t > 1)\) can be defined as:

\[ u_t^S = m_t^S \odot x_t^S + (1 - m_t^S) \odot \hat{x}_t^S \] (6)

We only focused on the imputation from the longitudinal view for MRI data, because in clinical practice, we always have MRI image at a time point. However, the corresponding PET image is missing from the multi-modal view.

For cases 2 and 4, only PET data at current time point \( t \) need to be imputed. We adaptively combined the two estimated values obtained from the longitudinal and multi-modal views to calculate the final estimated value at time point \( t \) and combine the advantages of multi-view imputation. Specifically, we can take advantage of the hidden features \( h_{t-1}^{MRI} \) and \( h_{t-1}^{PET} \) propagated from the previous \( t - 1 \) time points and utilize the hidden feature \( h_t^{MRI} \) encoded from the MRI data at the same time point \( t \) \((t > 1)\):

\[ \hat{x}_t^{PET} = \alpha(W_{cs2}^{PET} \tanh(W_{cs1}^{PET} h_t^{MRI} + b_{cs1}^{PET}) + b_{cs2}^{PET}) + \beta(W_{long}^{PET} \text{Concat}(h_{t-1}^{MRI}, h_{t-1}^{PET}) + b_{long}^{PET}) \] (7)

where \( \alpha \) and \( \beta \) are learnable weighted coefficients, and \( \alpha + \beta = 1 \). Similarly, we imputed the longitudinal PET data with mask vectors \( m_t^{PET} \) as listed in [6].

With the imputation steps, the update equation of MinimalRNN can be formulated as:

\[ h_t^S = F_{\text{mini}}(h_{t-1}^S, I(x_t^S, m_t^S, h_{t-1}^S), \theta^S) \] (8)

where \( \theta^S \) encapsulates the parameters of the MinimalRNN cell, \( I(\cdot) \) represents the process of data imputation, and \( F_{\text{mini}}(\cdot) \) represents the update function.

Therefore, we can obtain the complete longitudinal MRI and PET data \( U^S = \{u_1^S, ..., u_T^S, ..., u_T^S\} \) and corresponding hidden features \( H^S \) through the imputation module. Finally, mean absolute error (MAE) was used to measure the estimated loss, which can be defined as:

\[ L_{\text{est}} = \sum_{t=1}^{T} \sum_{S} \left( \| x_t^S - \hat{x}_t^S \|_1 \odot m_t^S \right) \] (9)

4.2.3 Adversarial Learning

Although multi-view estimation was applied to the estimation of longitudinal and multi-modal ROI features, some estimation errors still exist. These errors may be accumulated in the feedforward of MinimalRNN. Thus, an adversarial learning strategy was incorporated into the proposed method to alleviate this dilemma. The adversarial learning block can be defined as a minimax game. Our goal was to learn an imputed data distribution \( p_{\text{imp}}(\hat{x}) \) that matched the real data distribution \( p_{\text{real}}(x) \).

Specifically, we added a discriminator consisting of three FC layers so that we can enforce \( p_{\text{imp}}(\hat{x}) \) close to the \( p_{\text{real}}(x) \) by fooling the discriminators to reduce the negative impact of missing values. The supervision signal is provided by mask vectors. Thus, the discriminator loss can be defined as follows:

\[ L_D = -[E_{x \sim p_{\text{real}}(x)} \log(D_s(x)) + E_{\hat{x} \sim p_{\text{imp}}(\hat{x})} \log(1 - D_s(\hat{x}))] \] (10)

where \( D_s(\cdot) \) denotes the discriminator function, and its output is the estimated mask probability. Therefore, the estimated probability for the real data should be maximized to 1, and the estimated probability for the imputed data should be minimized to 0. Then, we introduced an adversarial loss in the data imputation stage to let MinimalRNN maximize the probability of the discriminator output, which will be backpropagated to further optimize the parameters of the MinimalRNN:

\[ L_{\text{adv}} = \sum_{t=1}^{T} \sum_{S} \left( (1 - m_t^S) \odot \log(1 - D_s(u_t^S)) \right) \] (11)

Thus, our model first updates the discriminators \( D_s(\cdot) \) to distinguish the real data from the imputed data with \( L_D \) and then updates MinimalRNNs with \( L_{\text{adv}} \).

4.3. Diagnostic Module

Our main goal was to perform AD prediction, that is, to classify subjects into sMCI and pMCI at BL using the proposed method. Thus, we designed a diagnostic module to capture the longitudinal and multi-modal associations and then developed two cross-attention blocks to fuse the longitudinal and multi-modal features effectively. Our two modules share the same features extracted by MinimalRNNs.
In this way, we can simply implement a multi-task learning strategy. We accomplished one of the tasks (i.e., data imputation) in the data imputation module. In this module, besides AD prediction, we added another auxiliary task (i.e., longitudinal classification) to exploit predictive representation \( h_t^S \) and help the training of the first cross-attention block at each time point, which can contribute to improving the AD prediction performance.

Two cross-attention blocks were developed in our model for feature fusion to effectively combine longitudinal and multi-modal information. In the first cross-attention block, we fused the hidden features from the multi-modal view at each time point through the self-attention mechanism, which was based on a multi-head attention strategy, to explore multi-modal information for longitudinal classification. For each head \( j \), the concatenated hidden features \( H_t = \{ h_t^{MRI}, h_t^{PET} \} \in \mathbb{R}^{N \times 2 \times D_2} \) at a time point \( t \) was first translated to three matrices, namely, \( Q_t^j \in \mathbb{R}^{N \times 2 \times (D_2/2)}, K_t^j \in \mathbb{R}^{N \times 2 \times (D_2/2)}, \) and \( V_t^j \in \mathbb{R}^{N \times 2 \times (D_2/2)}, \) with three projection matrices (i.e., \( W^j_1, W^j_2, W^j_3 \in \mathbb{R}^{D_2 \times (D_2/2)} \) for all subject), where \( J \) is the number of heads, and \( D_2 \) is dimension of hidden features. Then, the attention matrices \( A^j_t \) of different heads can be calculated with \( Q_t^j, K_t^j, \) and \( V_t^j \) at each head as follows:

\[
W^j_t = \text{softmax}(Q_t^j(K_t^j)^T / (\sqrt{D_2/2})) \tag{12}
\]

\[
A^j_t = W^j_t V_t^j \tag{13}
\]

where \( W^j_t \in \mathbb{R}^{N \times 2 \times 2} \) and \( A^j_t \in \mathbb{R}^{N \times 2 \times (D_2/2)} \). Next, all heads were concatenated together on feature dimensions and fed to a FC layer to obtain the residual features, which were used to add to the original features \( H_t \) to obtain new features:

\[
\tilde{H}_t = W_{\text{att}_1} \text{Concat}(A^j_t, ..., A^j_t) + b_{\text{att}_1} + H_t \tag{14}
\]

where \( W_{\text{att}_1} \in \mathbb{R}^{D_2 \times D_2} \) and \( b_{\text{att}_1} \in \mathbb{R}^{D_2} \) are the parameters of the FC layer for all subjects. We can take advantage of the fused features to classify whether the clinical status changed according to \( H_t \) at each time point \( t \):

\[
y_t = \text{softmax}(W_{\text{cls}} \tilde{H}_t + b_{\text{cls}}) \tag{15}
\]

where \( W_{\text{cls}} \) and \( b_{\text{cls}} \) are the learnable parameters for MRI and PET longitudinal classification, and \( \text{Softmax}(\cdot) \) denotes activation function. The universal cross-entropy loss for this task is defined as:

\[
\mathcal{L}_{\text{cls}} = - \sum_{t=1}^{T} m_{\text{MRI}} \odot (y_t \log(\hat{y}_t) + (1 - y_t) \log(1 - \hat{y}_t)) \tag{16}
\]

where \( \hat{y}_t \) is the estimated probability of a clinical status’ change at time point \( t \).

Then, AD prediction task was incorporated into the proposed model to achieve accurate AD prediction. Specifically, we concatenated the features in all time points to prevent the loss of contextual information at the early time points, where the concatenated features \( H_{\text{pred}} = \{ \tilde{H}_1, ..., \tilde{H}_t, ..., \tilde{H}_T \} \in \mathbb{R}^{N \times T \times 2D_2} \) were fed into the second cross-attention block to integrate longitudinal and multi-modal information. Similar to the first cross-attention block, five matrices, namely, \( Q^j_{\text{pred}} \in \mathbb{R}^{N \times T \times (2D_2/2)}, K^j_{\text{pred}} \in \mathbb{R}^{N \times T \times (2D_2/2)}, \) and \( V^j_{\text{pred}} \in \mathbb{R}^{N \times T \times (2D_2/2)}, \) were used to calculate the attention matrices \( A^j_{\text{pred}} \in \mathbb{R}^{N \times T \times (2D_2/2)} \), corresponding weights \( W^j \in \mathbb{R}^{N \times T \times T} \) in each head, and final features \( \hat{H}_{\text{pred}} \in \mathbb{R}^{N \times T \times 2D_2} \) for AD prediction. Moreover, the prediction results were defined as:

\[
\hat{C} = \text{softmax}(W_{\text{pred}} \hat{H}_{\text{pred}} + b_{\text{pred}}) \tag{17}
\]

where \( W_{\text{pred}} \) and \( b_{\text{pred}} \) are learnable parameters for AD prediction. The class imbalance in subjects was serious. Thus, focal cross-entropy loss was applied:

\[
\mathcal{L}_{\text{pred}} = - \mu(1 - C)^\gamma \log(C) \tag{18}
\]

where \( \mu \) and \( \gamma \) are set to 0.3 and 2, respectively.

The overall loss function of our proposed method can be defined as follows:

\[
\mathcal{L} = \lambda \mathcal{L}_{\text{cls}} + \zeta \mathcal{L}_{\text{adv}} + \xi (\mathcal{L}_{\text{cls}} + \mathcal{L}_{\text{pred}}) \tag{19}
\]

where \( \lambda, \zeta, \) and \( \xi \) hyperparameters. Hence, our model can be trained in an end-to-end manner, and joint optimization for data imputation, longitudinal classification, and AD prediction can be achieved.

| Denotation | Included Data | Usage | Subject Number |
|------------|---------------|-------|----------------|
| ADNI-1/2-A | Longitudinal data (incomplete BL data) Subsection 1) in VC Section | 130 MCI |
| ADNI-1/2-C | Longitudinal data (complete BL data) Subsection 2) in VC Section | 81 MCI |
| ADNI-3-A | BL data (only MRI data) Subsection 1) at VC Section | 86 MCI |
| ADNI3-3-C | BL data (complete MRI and PET data) Subsection 2) in VC Section | 66 MCI |
| OASIS-3-A | BL data (only MRI data) Subsection 1) at VC Section | 65 MCI |
| OASIS-3-C | Longitudinal data (complete BL data) Subsection 2) in VC Section | 65 GN/6 MCI/7 AD |

5. Experiments

5.1. Experimental Settings

In this study, longitudinal and multi-modal ROI features were used to evaluate the prediction and imputation performances of the proposed method. As described in the Materials section, three ADNI subsets, as well as the OASIS-3 database, were enrolled in our experiments. Moreover, the proposed method was implemented using PyTorch, and all experiments were performed on a server with NVIDIA TITAN X (Pascal) GPU.
In the experiments, a hold-out method was used, and all subjects from the ADNI-1 and ADNI-2 datasets were partitioned into 10 non-overlapping subsets with the same proportion of each class. Among which, eight subsets were applied for training, one was utilized for validation, and one was used for testing. For subjects in the training set, data at all available time points were used to train the networks, whereas only data at BL were used to select the hyperparameters and evaluate the networks for subjects in the validation and testing sets. The data partitioning process was repeated five times, and the results of the validation and testing sets were achieved in each process. The final results for the ADNI-1 and ADNI-2 datasets were obtained from the average of five results in the testing set. The subjects in ADNI-3 had FDG-PET scans at BL but had PET scans with other tracers (e.g., Pittsburgh compound B) at subsequent time points, which means that only the PET data at BL were available in ADNI-3 for testing. Different from ADNI-3, OASIS-3 contained a certain amount of longitudinal FDG-PET data. However, in all subjects containing longitudinal MRI and PET data, subjects that belong to the MCI category were lacking. According to the characteristics of different datasets, they were used in the different experiments for performance assessment. See Table 4 for details.

### 5.2. Implementation Details

The proposed method with five different losses was optimized from three different stages to balance the computational costs and prediction accuracy. Adam optimizer was used in the training process, and a $l_2$-regularization was applied to avoid overfitting. The optimized hyperparameters were selected according to the best average value of balanced accuracy (BAC) on the validation set at each step. (a) Data imputation module was first trained separately. The hyperparameters associated with network structure were determined, and the layer number and dimension of hidden features in MinimalRNN were set to 3 and 128, respectively. Moreover, some hyperparameters in [19] were also determined, where $\lambda$ and $\zeta$ were set to 2 and 100, respectively. (b) Diagnostic module was then trained. The parameters of the two cross-attention blocks were optimized in this step, and the number of heads in the blocks was 4. Besides, the data used in the first two steps include all available time points. (c) The two modules were integrated, and end-to-end optimization was achieved using data at BL. In this step, all hyperparameters were finalized: $\xi$ was 10 in [19], learning rate was set to $5 \times 10^{-3}$, and weight decay was set to $5 \times 10^{-4}$.

Several quantitative metrics were used to evaluate the methods’ performance in different tasks. Area under receiver operating characteristic curve (AUC), accuracy (ACC), and BAC were applied for prediction task, and MAE and root mean square error (RMSE) were used for the quantitative evaluation of the imputation task. AUC represents the probability that the predicted positive samples are ranked before the negative samples [32]. It is suitable for handling class imbalance problem in the datasets. Thus, paired $t$-test (at 95% significance level) was conducted on AUC for statistical significance test in the prediction task. Moreover, paired Wilcoxon signed-rank test [33] (at 95% significance level) was used on MAE as the statistical significance test in the imputation task.

| LC | CB | DI | AL | ADNI-1/2-A | ACC | AUC | BAC | ADNI-3-A | ACC | AUC | BAC | OASIS-3-A | ACC | AUC | BAC |
|----|----|----|----|-----------|-----|-----|-----|-----------|-----|-----|-----|-----------|-----|-----|-----|
| √  | √  | √  | √  | 0.813 ± 0.025 | 0.832 ± 0.038 | 0.795 ± 0.024 | 0.802 | 0.806 | 0.799 | 0.808 | 0.825 | 0.772 |
| √  | √  | ×  | √  | 0.815 ± 0.014 | 0.826 ± 0.030 | 0.808 ± 0.011 | 0.813 | 0.819 | 0.817 | 0.820 | 0.798 |
| √  | ×  | ×  | √  | 0.802 ± 0.029 | 0.818 ± 0.026 | 0.798 ± 0.027 | 0.765 | 0.761 | 0.817 | 0.806 | 0.796 |
| √  | ×  | ×  | ×  | 0.812 ± 0.030 | 0.824 ± 0.024 | 0.803 ± 0.026 | 0.791 | 0.821 | 0.782 | 0.798 | 0.838 | 0.801 |
| √  | ×  | ×  | ×  | 0.830 ± 0.019 | 0.842 ± 0.032 | 0.813 ± 0.032 | 0.802 | 0.849 | 0.820 | 0.827 | 0.857 | 0.799 |

The results of ADNI-1/2-A are reported as mean ± standard deviation.

### 5.3. Experimental Results and Analysis

#### 5.3.1. Ablation Study

In this section, each of the components in the proposed method was removed separately to investigate its influence on the prediction performance of the proposed method. The results of ablation experiments are shown in Table 5. All ablation experiments were conducted on the ADNI-1 and ADNI-2 testing sets (ADNI-1/2-A), and two other independent testing sets (ADNI-3-A and OASIS-3-A).

First, discarding longitudinal classification brought performance degradation in AD prediction, which indicates that the multi-task learning strategy is useful for AD prediction. Second, the removal of cross-attention blocks led to the direct concatenation of multi-modal features at different time points. The worse result implies that considering the relationships among different modalities at different time points plays an important role in AD prediction. Third, when the data imputation task (i.e., the whole data imputation module) was discarded, all missing data were imputed with mean values, and the corresponding imputation loss listed in [9] was removed. AD prediction performance decreased obviously, which proves the effectiveness of using a unified framework for imputation and prediction. Fourth, AD prediction performance declined when the adversarial learning module was ignored. Moreover, the imputation errors were tested on ADNI-1/2-A after the removal of adversarial learning and compared with the imputation errors produced by the proposed method. The proposed method achieved a 0.049 and 0.063 decrease in MAE and RMSE, respectively, which proves that the adversarial learning module can help further reduce imputation errors.
and improve prediction performance.

In summary, the proposed method achieved the best prediction performance, indicating that the proposed components are useful for AD prediction. Moreover, the proposed method achieved AUCs of 0.849 and 0.857 on two independent testing sets under the situation of using only MRI, which demonstrates that imputation from the multimodal view can effectively ensure the prediction performance when only MRI at BL is used. Moreover, the result also proves that our method is flexible in data requirements and can achieve reasonable performance without PET data.

5.3.2 Comparison with Other Methods

Four state-of-the-art AD prediction methods that can also be used to deal with incomplete multi-modal and longitudinal data were applied to compare with the prediction and imputation performances of the proposed method. Moreover, the configurations of different methods are as follows:

- **GRU-D [13]**: A GRU-based method that designs a decay mechanism using the information on the interval and location of missing values, and combines decay rates with longitudinal data containing missing values to accomplish classification.

- **LSTM-Robust [14]**: A robust backpropagation is presented through time algorithm by initializing the missing values of inputs to zero and backpropagating zero errors corresponding to the missing values of outputs when training. This algorithm is used in the missing data estimation of longitudinal data, and a two-stage method is used by performing imputation first and then classification.

- **Adversarial Joint-learning RNN (AJRNN) [15]**: An end-to-end model is trained in an adversarial and joint learning manner, which can directly perform classification with missing values and greatly reduce the error propagation from imputation to classification.

- **Deep Recurrent Model (DRM) [21]**: A unified framework that applies multivariate and temporal relations inherent in longitudinal and multi-modal data to achieve missing value imputation and model disease progression. The AD prediction result of each subject is obtained using the longitudinal predicted labels acquired from the disease progression task.

Different from the proposed method, complete multi-modal data at BL are required for the compared methods. Therefore, the proposed method was also performed on the same subject number (i.e., ADNI-1/2-C, ADNI-3-C, and OASIS-3-C) used in the compared methods for fair comparison. Similar to the proposed method, only multi-modal data at BL were included in the validation and testing sets for the compared methods. For all compared methods, a hold-out method was used, and the hyperparameters were turned carefully according to their corresponding papers to make a fair comparison.

Data imputation may affect the extracted features for final AD prediction. Thus, the imputation errors were quantitatively analyzed on different data imputation methods (i.e., LSTM-Robust, AJRNN, DRM, and the proposed MCNet). During the process of data imputation, all data were estimated regardless of whether the data were missing or not; thus, the data without any missing data can be used as ground truth to evaluate imputation errors. As shown in Table 6, AJRNN and DRM had better imputation results than LSTM-Robust, which indicates that the model based on zero imputation may not be suitable for our data. In comparison with the compared methods, a multi-view imputation combined with adversarial learning strategy was designed in the proposed method to handle missing data issues in different situations. The most important advantage of the proposed method is its ability to deal with missing PET data at BL. Moreover, the inclusion of adversarial learning makes the data distribution close to the real one, thereby further reducing imputation errors and improving the prediction performance. Therefore, the proposed method achieved significantly accurate imputation values compared with the other methods (p-value < 0.05).

The main goal of this study was AD prediction (i.e., pMCI vs. sMCI). The prediction performance of all methods are presented in Table 6 and the following findings were observed. The worst AD prediction results were found in LSTM-Robust. This finding is possibly due to the fact that LSTM-Robust is a two-stage method, in which data imputation and AD prediction are performed separately. Thus, suboptimal results may be obtained using LSTM-Robust. The AD prediction performances of AJRNN and DRM were better than that of GRU-D, which indicates the effectiveness of incorporating data imputation into the AD prediction network in AJRNN and DRM. Additionally, a
higher prediction accuracy was achieved using AJRNN than DRM. For DRM, the interval information of missing data was applied to assist in data imputation. However, when only BL data were present, the interval information was lacking, which may lead to poor imputation results and inferior prediction performance in DRM. Moreover, results showed that the proposed method achieved the best performance. A significant difference between the proposed method and the compared methods was found ($p$-value < 0.05), which implies that the proposed method can be used as a practical and general learning framework for AD prediction on incomplete longitudinal and multi-modal data.

### 5.3.3 Interpretability of the Proposed Method

The interpretability of the model is crucial for clinical prediction and can help us discover some potential information associated with AD. Therefore, the 10 most discriminative ROIs of different modalities at different time points were illustrated, and their corresponding interpretations were provided.

We introduced a gradient-based computation strategy that computed the contribution of each ROI to longitudinal classification at each time point to locate the most discriminative ROIs [29]. Therefore, based on the contribution values, we screened out the top-10 ROIs of different modalities at different time points. Specifically, for the $r^{th}$ ROI of modality $S$ at the $t^{th}$ time point $X_{S}^{r}(t) \in \mathbb{R}^{N \times 1 \times 1}$, the derivatives of the predicted probability $\hat{y}_{i}$ of the subjects with AD with regard to $X_{S}^{r}(t)$ was obtained from the longitudinal classification task, and the absolute value of the derivative among all subjects was averaged as the contribution. The visualization results of the top-10 ROIs of different modalities at each time point are shown in Fig. [3]. For MRI, the hippocampus, parahippocampal gyrus, and amygdala, which are highly correlated with memory, were detected at each time point. Higher contribution values were achieved at 6 and 12 months than at other time points. Moreover, the volume atrophy of these three ROIs is associated with healthy aging and different stages of AD [34]. On the contrary, the parahippocampal gyrus and amygdala were detected at the first two time points, and the hippocampus was detected at the last four time points for PET. Besides, the temporal pole, which is linked to visual cognition, was also detected at most time points in MRI instead of PET. The posterior cingulate gyrus is an important area detected by PET, and the remarkable metabolism reduction in the region is associated with memory impairment, which is a feature of early AD [36]. Furthermore, the precuneus, which is associated with a high level of cognitive function [37], was explored by PET data at most time points. Moreover, the contributions of the detected ROIs varied across different time points and are also worthy of further study.

### 6. Conclusion

In this study, we proposed an end-to-end multi-task deep learning framework for AD prediction. A multi-view imputation method combined with adversarial learning was developed for incomplete longitudinal and multi-modal data to handle missing data. Moreover, cross-attention blocks were introduced to explore crucial information of different modalities at different time points, which can contribute to the achievement of accurate AD prediction. The proposed method was trained on two ADNI datasets with 1301 subjects. Moreover, two independent testing sets were applied to further evaluate the generalization ability of the proposed method. Based on the experiments, the proposed method achieved high accuracy in missing data imputation and AD prediction and performed well when only MRI data were available at BL. To our best knowledge, no research has combined longitudinal and multi-modal correlations to achieve multi-view adversarial imputation at different time points with small errors, performed AD classification and prediction in the same framework for the joint optimization
of AD prediction, and achieved satisfying AD prediction results using only single-modal data at BL during testing. Therefore, the proposed method may be a crucial tool for AD prediction, diagnosis, and monitoring.

Several issues should be addressed in future research. First, although 1530 subjects were included for training in this study, the number of subjects is still insufficient to fully exploit the potential of deep learning. Moreover, a limited sample size may lead to the overfitting of the model. In the future, more samples will be collected through collaboration with clinicians instead of using publicly available datasets. Second, our model was built based on the ROI features extracted from neuroimages, which resulted in the loss of location information. Therefore, the location information of ROIs need to be introduced in future work. Finally, only PET and MRI data were included in our study. Increasing neuroimaging modalities, such as functional MRI and diffusion tensor imaging, are proven to be effective for AD diagnosis. Hence, an interesting topic for study is the efficient integration of information from other modalities into our framework.
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