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Abstract

The purpose of this paper is to extend the explicit geometric evaluation of semisimple orbital integrals for smooth kernels for the Casimir operator obtained by the first author to the case of kernels for arbitrary elements in the center of the enveloping algebra.
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1. Introduction

In [Bis11, Chapter 6], the first author established a geometric formula for the semisimple orbital integrals of smooth kernels associated with the Casimir. The purpose of this paper is to extend this formula to the smooth kernels where more general elements of the center of the enveloping algebra also appear.

Let us briefly describe our main result in more detail. Let $G$ be a connected real reductive group, and let $\mathfrak{g}$ be its Lie algebra. Let $\theta \in \text{Aut}(G)$ be a Cartan involution, and let $K \subset G$ be the corresponding maximal compact subgroup with Lie algebra $\mathfrak{k}$. Let $\mathfrak{g} = \mathfrak{p} \oplus \mathfrak{t}$ be the associated Cartan splitting. Let $B$ be a symmetric nondegenerate bilinear form on $\mathfrak{g}$ which is $G$ and $\theta$ invariant, positive on $\mathfrak{p}$ and negative on $\mathfrak{t}$. Let $X = G/K$ be the associated symmetric space, a Riemannian manifold with parallel nonpositive curvature.

Let $\rho^E : K \to U(E)$ be a finite-dimensional unitary representation of $K$, and let $F = G \times_K E$ be the corresponding vector bundle on $X$. Then $G$ acts on the left on $C^\infty(X, F)$. Let $U(\mathfrak{g})$ be
the enveloping algebra of $\mathfrak{g}$, and let $Z(\mathfrak{g})$ be the center of $U(\mathfrak{g})$. Then $Z(\mathfrak{g})$ acts on $C^\infty(X,F)$ and its action commutes with the left action of $G$. Among the elements of $Z(\mathfrak{g})$, there is the Casimir $C^0$, whose action on $C^\infty(X,F)$ is denoted by $C^0 \cdot X$.

Let $S^{\text{even}}(R)$ denote the even real functions on $R$ that lie in the Schwartz space $S(R)$. Let $\mu \in S^{\text{even}}(R)$ be such that if $\hat{\mu} \in S^{\text{even}}(R)$ is its Fourier transform, there is $C > 0$, and for any $k \in \mathbb{N}$, there is $c_k > 0$ such that

$$|\hat{\mu}^{(k)}(y)| \leq c_k \exp(-Cy^2).$$  \hfill (1.1)

If $A \in R$, $\mu(\sqrt{C^0 \cdot X + A})$ is a well-defined operator with a smooth kernel.

If $\gamma \in G$ is semisimple, as explained in [Bis11, §6.2], the orbital integral $\text{Tr}[^\gamma][\mu(\sqrt{C^0 \cdot X + A})]$ is well-defined, and it only depends on the conjugacy class of $\gamma$ in $G$. After conjugation, we can write $\gamma$ in the form $\gamma = e^a k^{-1}$, $a \in \mathfrak{p}$, $k \in K$, $\text{Ad}(k^{-1})a = a$. If $Z(\gamma) \subset G$ is the centralizer of $\gamma$ with Lie algebra $\mathfrak{z}(\gamma)$, then $\theta$ acts on $Z(\gamma)$, and $Z(\gamma)$ is a possibly nonconnected reductive group.\footnote{This means here that the connected component of the identity $Z^0(\gamma)$ is reductive, and the group $Z(\gamma)/Z^0(\gamma)$ is finite.}

Let $\mathcal{Z}(\gamma)$ denote the algebra of polynomials on $\mathfrak{z}(\gamma)$, and its action commutes with the left action of $G$. Also, denote the algebra of polynomials on $\mathfrak{z}(\gamma)$ in the form $\mathfrak{z}(\gamma) = \mathfrak{p}(\gamma) \oplus \mathfrak{t}(\gamma)$ be the associated Cartan splitting.

Let $I(\mathfrak{g})$ be the algebra of invariant polynomials on $\mathfrak{g}^*$, and let $\tau_D : I(\mathfrak{g}) \simeq Z(\mathfrak{g})$ denote the Duflo isomorphism [Duf70, Théorème V.2]. If $\mathfrak{h} \subset \mathfrak{g}$ is a Cartan subalgebra, let $I(\mathfrak{h}, \mathfrak{g})$ denote the algebra of polynomials on $\mathfrak{h}^*$ that are invariant under the corresponding algebraic Weyl group, so that we have the canonical identification $I(\mathfrak{g}) \simeq I(\mathfrak{h}, \mathfrak{g})$.\footnote{This isomorphism is usually written in its complex version $I(\mathfrak{g}C) \simeq I(\mathfrak{h}_C, \mathfrak{g}_C)$. In §§3.3 and 6.3, the corresponding real version is derived. Such considerations will also apply to other complex isomorphisms.}

There is a Harish-Chandra isomorphism $\phi_{HC} : Z(\mathfrak{g}) \simeq I(\mathfrak{h}, \mathfrak{g})$. By [Duf70, Lemme V.1], the Duflo and Harish-Chandra isomorphisms are known to be compatible.

There is a canonical projection $\mathfrak{g} \rightarrow \mathfrak{z}(\gamma)$,\footnote{This projection is defined in §8.2.} that induces a corresponding projection $I(\mathfrak{g}) \rightarrow I(\mathfrak{z}(\gamma))$. Let $L \in Z(\mathfrak{g})$, let $L^{(\gamma)}\mathfrak{z}$ denote the differential operator on $\mathfrak{z}(\gamma)$ canonically associated with the projection of $\tau_D^{-1}L$ on $I(\mathfrak{z}(\gamma))$. In particular, up to a constant, $-(C^0)^{\mathfrak{z}(\gamma)}$ extends to the standard Laplacian on the Euclidean vector space $\mathfrak{z}(\gamma) = \mathfrak{p}(\gamma) \oplus i\mathfrak{t}(\gamma)$, and $L^{(\gamma)}\mathfrak{z}$ also extends to a differential operator on $\mathfrak{z}(\gamma)$.

Following [Bis11, Chapter 5], in Definition 2.6, we define a smooth function $\mathcal{J}_\gamma : i\mathfrak{t}(\gamma) \rightarrow C$. Let us briefly explain the construction of $\mathcal{J}_\gamma$, more details being given in §2.6. Recall that $\hat{A}(x) = (x/2)/\sinh(x/2)$. We identify $\hat{A}$ with the corresponding ad-invariant function on endomorphisms of vector spaces. Let $Z(\gamma) \subset G$ be the stabilizer of $a$, and let $\mathfrak{z}(\gamma) \subset \mathfrak{g}$ be its Lie algebra. Then $\mathfrak{z}(\gamma) \subset \mathfrak{z}(a)$. In addition, $\mathfrak{z}(a)$ splits as $\mathfrak{z}(a) = \mathfrak{p}(\gamma) \oplus \mathfrak{t}(a)$. Let $\mathfrak{z}(\gamma)\mathfrak{z}(a)$ be the orthogonal vector space to $\mathfrak{z}(a)$ in $\mathfrak{g}$. Let $\mathfrak{z}(\gamma)\mathfrak{z}(a)$ be the orthogonal vector space to $\mathfrak{z}(\gamma)$ in $\mathfrak{z}(a)$. This space splits as $\mathfrak{z}(\gamma)\mathfrak{z}(a) = \mathfrak{p}(\gamma) \oplus \mathfrak{t}(\gamma)$.

If $\gamma_0 \in i\mathfrak{t}(\gamma)$, set

$$\mathcal{L}_\gamma(Y_0^\gamma) = \left[\frac{\det(1 - \text{Ad}(k^{-1}e^{-Y_0^\gamma}))}{\det(1 - \text{Ad}(k^{-1}e^{-Y_0^\gamma}))}\right]^{1/2},$$

$$\mathcal{M}_\gamma(Y_0^\gamma) = \left[\frac{1}{\det(1 - \text{Ad}(k^{-1}))}\right]^{1/2},$$

$$\mathcal{J}_\gamma(Y_0^\gamma) = \frac{1}{\det(1 - \text{Ad}(\hat{A}(Y_0^\gamma))))} \cdot \mathcal{M}_\gamma(Y_0^\gamma).$$

The way square roots are taken in (1.2) is explained in §2.6.
Let $\mathfrak{h} \subset \mathfrak{g}$ be a $\theta$-stable Cartan subalgebra, so that $\mathfrak{h} = \mathfrak{h}_p \oplus \mathfrak{h}_t$, and let $H \subset G$ be the corresponding Cartan subgroup. Let $R$ be a root system associated with $\mathfrak{h}$, and let $R^\text{re}, R^\text{im} \subset R$ be the corresponding real and imaginary roots. Then $R^\text{im}$ splits as $R^\text{im} = R^\text{im}_p \cup R^\text{im}_t$. If $\alpha \in R$, let $\xi_\alpha : H \to \mathbb{C}^*$ be the associated character. If $\alpha \in R^\text{im}$, then $|\xi_\alpha| = 1$. Then $\mathfrak{h}$ is still a Cartan subalgebra of $\hat{\mathfrak{g}}(\gamma), \hat{\mathfrak{g}}(k)$. Let $R(\gamma), R(k)$ denote the corresponding root system.

Let $R_+ \subset R$ be a positive root system. Positive roots in $R^\text{re}, R^\text{im}$ are denoted in the obvious way. A factor $e_D(\gamma) = \pm 1$ is also defined in Definition 4.1.

In Theorem 4.7, we prove the following crucial formula, that plays a key role in our proof of the main result.

**Theorem 1.1.** For $h_\gamma \in i\mathfrak{h}_t$, then

$$J_\gamma(h_\gamma) = \frac{(-1)^{|R^\text{im}_{p,k} \setminus R^\text{im}_{p,k} + (k)|} e_D(\gamma) \prod_{\alpha \in R^\text{re}_{p,k} \setminus R^\text{re}_{p,k}} \xi_\alpha^{1/2}(k-1) \prod_{\alpha \in R^\text{im}_{p,k}} \hat{A}(\langle \alpha, h_\gamma \rangle)}{\prod_{\alpha \in R_+ \setminus R_+} (\xi_\alpha^{1/2}(\gamma) - \xi_\alpha^{-1/2}(\gamma)) \prod_{\alpha \in R^\text{im}_{p,k}} \hat{A}(\langle \alpha, h_\gamma \rangle)} \times \frac{\prod_{\alpha \in R^\text{im}_{p,k} \setminus R^\text{im}_{p,k}} (\xi_\alpha^{1/2}(k-1e^{-h_\gamma}) - \xi_\alpha^{-1/2}(k-1e^{-h_\gamma}))}{\prod_{\alpha \in R^\text{im}_{p,k}} (\xi_\alpha^{1/2}(k-1e^{-h_\gamma}) - \xi_\alpha^{-1/2}(k-1e^{-h_\gamma}))}. \quad (1.3)$$

Let $\delta_a$ be the Dirac mass at $a \in \mathfrak{p}(\gamma)$. Then

$$J_\gamma(Y_0^{\text{tr}}) \text{Tr}[p^E(k^{-1}e^{-Y_0^{\text{tr}}})] \otimes \delta_a$$

is a distribution on $\hat{\mathfrak{g}}(\gamma)$.

Our main result, which is repeated as Theorem 9.1, is as follows.

**Theorem 1.2.** The following identity holds:

$$\text{Tr}[\gamma[L\mu(\sqrt{C^gX + A})] = L^\gamma \mu(\sqrt{C^g\gamma(\gamma) + A})[J_\gamma(Y_0^{\text{tr}}) \text{Tr}[p^E(k^{-1}e^{-Y_0^{\text{tr}}})] \delta_a](0). \quad (1.4)$$

When $L = 1$, our theorem was already established in [Bis11, Theorem 6.2.2].

The proofs in [Bis11] used a construction of a new object, the hypoelliptic Laplacian. Here, we only need the results of [Bis11].

Our proof is done in two steps. In a first step, using the results of [Bis11], we prove Theorem 1.2 when $\gamma \in G$ is regular. In this case, using the properties of the Harish-Chandra isomorphism [Har66], the proof is relatively easy.

When $\gamma$ is nonregular, we combine our result for $\gamma$ regular with limit arguments due to Harish-Chandra on the behavior of orbital integrals when $\gamma'$ regular converges to $\gamma$. In both steps, remarkable and nontrivial properties of the function $J_\gamma$ are used.

This paper is organized as follows. In §2, we describe the geometric setting, and we explain the formula for the semisimple orbital integrals that was obtained in [Bis11]. In §3, we recall some of the properties of Cartan subalgebras, Cartan subgroups, and of the corresponding root systems. In §4, we express the restriction of the function $J_\gamma$ to Cartan subalgebras in terms of a positive root system. This is a fundamental result, that is made explicit in Theorem 4.7. In §5, we specialize the results of the previous section to the case where $\gamma$ is regular. We prove a crucial and unexpected smooth dependence of $J_\gamma$ on $\gamma$. In §6, we explain in some detail the Harish-Chandra isomorphism. In §7, we establish Theorem 1.2 when $\gamma$ is regular. In §8, when $\gamma$ is non-necessarily regular, we study the limit of $J_\gamma$, and the limit of our formula for regular orbital integrals as $\gamma'$ regular converges to $\gamma$ in a suitable sense. In §9, using the results of the
previous section, we establish Theorem 1.2 in full generality. Finally, in § 10, we prove that our
formula is compatible to the index theory for Dirac operators, and also with known results on
Dirac cohomology [HP02].

The results contained in this paper were announced in [BS19].

2. Geometric formulas for orbital integrals and the Casimir

In this section, we explain the geometric formula given in [Bis11, Chapter 6] for the semisimple
orbital integrals associated with the proper smooth kernels for the Casimir.

This section is organized as follows. In § 2.1, we introduce the real reductive group $G$, its
maximal compact subgroup $K$, the Lie algebras $\mathfrak{g}, \mathfrak{k}$, and the symmetric space $X = G/K$. In
§ 2.2, we recall the definition of semisimple elements in $G$, and of the corresponding displacement
function. In § 2.3, we introduce the enveloping algebra $U(\mathfrak{g})$, and the Casimir element $C^g \in U(\mathfrak{g})$.
In § 2.4, given a unitary representation of $K$, we construct the corresponding vector bundle $F$
on $X$, and the elliptic operator $C^g_{X}$ which is just the action of $C^g$ on $C^\infty(X, F)$. In § 2.5,
given $\mu \in S^{\text{even}}(\mathbb{R})$ such that its Fourier transform has the proper Gaussian decay, if $A \in \mathbb{R}$,
we recall the definition of the semisimple orbital integrals associated with the smooth kernel
for $\mu(\sqrt{C^g_{X} + A})$. Among these kernels, there is the heat kernel for $C^g_{X}$. In § 2.6, if $\gamma \in G$ is
semisimple, if $Z(\gamma) \subset G$ is its centralizer with Lie algebra $\mathfrak{z}(\gamma)$, if $\mathfrak{k}(\gamma)$ is the compact part of $\mathfrak{z}(\gamma)$, we recall the definition of the function $J_{\gamma}$ on $i\mathfrak{k}(\gamma)$ given in [Bis11, Theorem 5.5.1]. In § 2.7, we study the behavior of $J_{\gamma}$ when replacing by $\gamma$ by $\gamma^{-1}$, and also by complex conjugation. Finally, in § 2.8, we state the geometric formula obtained in [Bis11] for the above orbital integrals, in
which the function $J_{\gamma}$ plays a key role.

2.1 Reductive groups and symmetric spaces

Let $G$ be a connected reductive real Lie group, and let $\mathfrak{g}$ be its Lie algebra. Let $\theta \in \text{Aut}(G)$ be a
Cartan involution. Then $\theta$ acts as an automorphism of $\mathfrak{g}$. Let $K \subset G$ be the fixed point set of $\theta$. Then $K$ is a compact connected subgroup of $G$, which is a maximal compact subgroup. If $\mathfrak{k} \subset \mathfrak{g}$ is the Lie algebra of $K$, then $\mathfrak{k}$ is the fixed point set of $\theta$ in $\mathfrak{g}$. Let $\mathfrak{p} \subset \mathfrak{g}$ be the eigenspace of $\theta$ corresponding to the eigenvalue $-1$, so that we have the Cartan decomposition

\[ \mathfrak{g} = \mathfrak{p} \oplus \mathfrak{k}. \]  (2.1)

Put

\[ m = \dim \mathfrak{p}, \quad n = \dim \mathfrak{k}, \]  (2.2)

so that

\[ \dim \mathfrak{g} = m + n. \]  (2.3)

Let $B$ be a $G$ and $\theta$ invariant bilinear symmetric nondegenerate form on $\mathfrak{g}$. Then (2.1) is a
$B$-orthogonal splitting. We assume that $B$ is positive on $\mathfrak{p}$ and negative on $\mathfrak{k}$. Let $\langle \cdot, \cdot \rangle = -B(\cdot, \cdot)$
be the corresponding scalar product on $\mathfrak{g}$. Let $B^*$ be the bilinear symmetric form on $\mathfrak{g}^* = \mathfrak{p}^* \oplus \mathfrak{k}^*$
which is dual to $B$.

Let $\omega^\theta$ be the canonical left-invariant 1-form on $G$ with values in $\mathfrak{g}$. By (2.1), $\omega^\theta$ splits as

\[ \omega^\theta = \omega^\mathfrak{p} + \omega^\mathfrak{k}. \]  (2.4)

Let $X = G/K$ be the corresponding symmetric space. Then $p : G \to X = G/K$ is a
$K$-principal bundle, and $\omega^k$ is a connection form. In addition, the tangent bundle $TX$
is given by
\[ TX = G \times_K \mathfrak{p}. \]  
(2.5)

Then \( TX \) is equipped with the scalar product \( \langle \cdot, \cdot \rangle \) induced by \( B \), so that \( X \) is a Riemannian manifold. The connection \( \nabla^TX \) on \( TX \) which is induced by \( \omega^X \) is the Levi-Civita connection of \( TX \), and its curvature is parallel and nonpositive. In addition, \( G \) acts isometrically on the left on \( X \), and \( \theta \) acts as an isometry of \( X \).

By [Kna86, Proposition 1.2], any element \( \gamma \in G \) factorizes uniquely in the form
\[ \gamma = e^a k^{-1}, \quad a \in \mathfrak{p}, k \in K. \]  
(2.6)

If \( \gamma, g \in G \), set
\[ C(g) \gamma = g \gamma g^{-1}. \]  
(2.7)

Then \( C(g) \) is an automorphism of \( G \). Its derivative at the identity is the adjoint representation \( g \in G \rightarrow \text{Ad}(g) \in \text{Aut}(\mathfrak{g}) \). The derivative of this last map is given by \( a \in \mathfrak{g} \rightarrow \text{ad}(a) \in \text{End}(\mathfrak{g}) \), with \( \text{ad}(a)b = [a, b] \). If \( \gamma \in G \), the fixed point set of \( C(\gamma) \) is the centralizer \( Z(\gamma) \subset G \), whose Lie algebra \( \mathfrak{z}(\gamma) \) is given by
\[ \mathfrak{z}(\gamma) = \ker(1 - \text{Ad}(\gamma)). \]  
(2.8)

If \( f \in \mathfrak{g} \), let \( Z(f) \subset G \) be the stabilizer of \( f \). Its Lie algebra \( \mathfrak{z}(f) \subset \mathfrak{g} \) is given by
\[ \mathfrak{z}(f) = \ker \text{ad}(f). \]  
(2.9)

In the following, if \( M \) is a Lie group, we denote by \( M^0 \) the connected component of the identity.

### 2.2 Semisimple elements and their displacement function

Let \( d \) be the Riemannian distance on \( X \). By [BGS85, §6.1], \( d \) is a convex function on \( X \times X \). If \( \gamma \in G \), let \( d_\gamma \) be the corresponding displacement function on \( X \), i.e.
\[ d_\gamma(x) = d(x, \gamma x). \]  
(2.10)

If \( g \in G \), then
\[ d_{C(g)\gamma}(gx) = d_\gamma(x). \]  
(2.11)

Moreover,
\[ d_{\theta(\gamma)}(\theta x) = d_\gamma(x). \]  
(2.12)

Set
\[ m_\gamma = \inf d_\gamma. \]  
(2.13)

Let \( X(\gamma) \subset X \) be the closed subset where \( d_\gamma \) reaches its minimum. By [BGS85, p. 78 and §1.2], \( X(\gamma) \) is a closed convex subset, \( d_\gamma \) is smooth on \( X \setminus X(\gamma) \) and has no critical points on \( X \setminus X(\gamma) \). In addition, by (2.11) and (2.12),
\[ X(C(g)\gamma) = gX(\gamma), \quad X(\theta \gamma) = \theta X(\gamma), \]
\[ m_{C(g)\gamma} = m_\gamma, \quad m_{\theta(\gamma)} = m_\gamma. \]  
(2.14)

By [Ebe96, Definition 2.19.21], \( \gamma \) is said to be semisimple if \( X(\gamma) \) is nonempty. If \( \gamma \) is semisimple, then \( C(g)\gamma \) and \( \theta(\gamma) \) are semisimple. In addition, \( \gamma \) is said to be elliptic if it is semisimple and \( m_\gamma = 0 \). Elliptic elements are exactly the group elements that are conjugate to elements of \( K \). Finally, \( \gamma \) is said to be hyperbolic if it is conjugate to \( e^a, a \in \mathfrak{p} \).
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By [Kos73, Proposition 2.1], [BGS85, Theorems 2.19.23 and 2.19.24], γ ∈ G is semisimple if and only if it factorizes as γ = he = eh, with commuting hyperbolic h and elliptic e. In addition, e and h are uniquely determined by γ, and

\[ Z(\gamma) = Z(h) \cap Z(e). \]  

(2.15)

Set

\[ x_0 = p1. \]  

(2.16)

THEOREM 2.1. Let γ ∈ G be semisimple. If g ∈ G, x = pg ∈ X, then x ∈ X(γ) if and only if there exist a ∈ p, k ∈ K such that \( \text{Ad}(k)a = a \), and

\[ \gamma = C(g)(e^a k^{-1}). \]  

(2.17)

In addition, \( C(g)e^a \in G \), \( C(g)k \in G \) are uniquely determined by γ. If \( y_t = ge^{ta} \), then \( t \in [0, 1] \to y_t = pg_t \) is the unique geodesic connecting x and γx. Moreover,

\[ m_\gamma = |a|. \]  

(2.18)

If γ ∈ G is semisimple, then \( x_0 \in X(\gamma) \) if and only if there exist a ∈ p, k ∈ K such that

\[ \gamma = e^{a}k^{-1}, \quad a \in p, \text{Ad}(k)a = a. \]  

(2.19)

In addition, a and k are uniquely determined by (2.19).

Proof. The first part of our theorem was established in [Bis11, Theorem 3.1.2]. By taking \( g = 1 \) in the first part, we obtain the second part.

Let γ ∈ G be a semisimple element written as in (2.19). By [Bis11, Proposition 3.2.8, (3.3.4), and (3.3.6)],

\[ Z(e^a) = Z(a), \quad Z(\gamma) = Z(a) \cap Z(k), \quad z(\gamma) = z(a) \cap z(k). \]  

(2.20)

By (2.19), \( a \in z(\gamma) \), and by (2.20), \( z(\gamma) \subseteq z(a) \), so that a is an element of the center of \( z(\gamma) \). Clearly,

\[ \theta(\gamma) = e^{-a} k^{-1}. \]  

(2.21)

Therefore, \( \theta(\gamma) \in Z(\gamma) \), so that the above centralizers and Lie algebras are preserved by \( \theta \). Set

\[ K(\gamma) = Z(\gamma) \cap K. \]  

(2.22)

By [Bis11, Theorem 3.3.1], we have the identity

\[ K^0(\gamma) = Z^0(\gamma) \cap K, \]  

(2.23)

and \( K^0(\gamma) \) is a maximal compact subgroup of \( Z^0(\gamma) \).

Put

\[ p(\gamma) = p \cap z(\gamma), \quad \mathfrak{t}(\gamma) = \mathfrak{t} \cap z(\gamma). \]  

(2.24)

Then \( \mathfrak{t}(\gamma) \) is the Lie algebra of \( K(\gamma) \). We use similar notation for the Lie algebras \( z(k) \) and \( z(a) \). We have the Cartan decompositions of Lie algebras,

\[ z(\gamma) = p(\gamma) \oplus \mathfrak{t}(\gamma), \quad z(k) = p(k) \oplus \mathfrak{t}(k), \quad z(a) = p(a) \oplus \mathfrak{t}(a). \]  

(2.25)

Then B restricts to a nondegenerate form on \( z(\gamma), z(k), \) and \( z(a) \), so that \( Z(\gamma), Z(k), \) and \( Z(a) \) are possibly nonconnected reductive subgroups of G. By [Bis11, Theorem 3.3.1], we have the
identification of finite groups,
\[ Z^0(\gamma) \backslash Z(\gamma) = K^0(\gamma) \backslash K(\gamma). \]  
(2.26)

Let \( z^\perp(\gamma) \) and \( z^\perp(a) \) be the orthogonal spaces to \( z(\gamma) \) and \( z(a) \) in \( \mathfrak{g} \) with respect to \( B \). We have splittings
\[ z^\perp(\gamma) = \mathfrak{p}^\perp(\gamma) \oplus \mathfrak{t}^\perp(\gamma), \quad z^\perp(a) = \mathfrak{p}^\perp(a) \oplus \mathfrak{t}^\perp(a). \]  
(2.27)

Let \( z^\perp_a(\gamma) \) denote the orthogonal to \( z(\gamma) \) in \( z(a) \). We still have a splitting
\[ z^\perp_a(\gamma) = \mathfrak{p}^\perp_a(\gamma) \oplus \mathfrak{t}^\perp_a(\gamma). \]  
(2.28)

Now we recall a result established in [Bis11, Theorem 3.3.1].

**Theorem 2.2.** The set \( X(\gamma) \) is preserved by \( \theta \). Moreover,
\[ X(\gamma) = X(e^a) \cap X(k). \]  
(2.29)

In addition, \( X(\gamma) \) is a totally geodesic submanifold of \( X \). In the geodesic coordinate system centered at \( x_0 = p1, \) then
\[ X(\gamma) = \mathfrak{p}(\gamma). \]  
(2.30)

The actions of \( Z^0(\gamma), Z(\gamma) \) on \( X(\gamma) \) are transitive. More precisely the maps \( g \in Z^0(\gamma) \rightarrow pg \in X, \) \( g \in Z(\gamma) \rightarrow pg \in X \) induce the identification of \( Z^0(\gamma) \)-manifolds,
\[ X(\gamma) = Z^0(\gamma)/K^0(\gamma) = Z(\gamma)/K(\gamma). \]  
(2.31)

We now establish a simple important consequence of Theorem 2.2.

**Theorem 2.3.** Let \( \gamma \) be a semisimple element of \( G \) as in (2.19). Let \( \gamma' \) be another semisimple element of \( G \) such that
\[ \gamma' = e^{a'k^{'}^{-1}}, \quad a' \in \mathfrak{p}, \quad \text{Ad}(k')a' = a'. \]  
(2.32)

Then there exists \( g \in G \) such that \( \gamma' = C(g)\gamma \) if and only if there exists \( k'' \in K \) such that \( C(k'')\gamma = \gamma' \), in which case
\[ a' = \text{Ad}(k'')a, \quad k' = C(k'')k. \]  
(2.33)

**Proof.** Assume that \( \gamma' = C(g)\gamma \). By (2.14), we obtain
\[ X(\gamma') = gx(\gamma). \]  
(2.34)

By Theorem 2.1, \( x_0 \in X(\gamma) \cap X(\gamma') \). By (2.34), \( gx_0 \in X(\gamma') \). By Theorem 2.2, there exists \( h \in Z(\gamma') \) such that
\[ hg x_0 = x_0, \]  
(2.35)

which is equivalent to
\[ k'' = hg \in K. \]  
(2.36)

As \( h \in Z(\gamma') \), we conclude that \( C(k'')\gamma = \gamma' \). Using the uniqueness of decomposition in (2.32) established in Theorem 2.1, (2.33) follows. The proof of our theorem is complete. \( \Box \)

**2.3 Enveloping algebra and the Casimir**

We identify \( \mathfrak{g} \) with the Lie algebra of left-invariant vector fields on \( G \). Let \( U(\mathfrak{g}) \) be the enveloping algebra of \( \mathfrak{g} \). Then \( U(\mathfrak{g}) \) can be identified with the algebra of left-invariant differential operators on \( G \). Let \( Z(\mathfrak{g}) \subset U(\mathfrak{g}) \) denote the center of \( U(\mathfrak{g}) \).
If $E$ is a finite-dimensional real or complex vector space, and if $\rho^E : \mathfrak{g} \to \text{End}(E)$ is a morphism of Lie algebras, the map $\rho^E$ extends to a morphism $U(\mathfrak{g}) \to \text{End}(E)$.

Among the elements of $Z(\mathfrak{g})$, there is the Casimir element $C^\mathfrak{g}$. If $e_1, \ldots, e_{m+n}$ is a basis of $\mathfrak{g}$, and if $e_1^*, \ldots, e_{m+n}^*$ is the dual basis of $\mathfrak{g}$ with respect to $B$, then

$$C^\mathfrak{g} = - \sum_{i=1}^{m+n} e_i^* e_i.$$  \hfill (2.37)

If we consider instead the Lie algebra $(\mathfrak{k}, B|_{\mathfrak{k}})$, $C^\mathfrak{k} \in Z(\mathfrak{k})$ denotes the associated Casimir element.

If $e_1, \ldots, e_m$ is a basis of $\mathfrak{p}$, and if $e_1^*, \ldots, e_m^*$ is the dual basis of $\mathfrak{p}$ with respect to $B|_{\mathfrak{p}}$, set

$$C^\mathfrak{p} = - \sum_{i=1}^{m} e_i^* e_i.$$  \hfill (2.38)

Then $C^\mathfrak{p} \in U(\mathfrak{g})$. Using (2.37) and (2.38), we obtain

$$C^\mathfrak{g} = C^\mathfrak{p} + C^\mathfrak{k}.$$  \hfill (2.39)

In addition, $C^\mathfrak{p}$ and $C^\mathfrak{k}$ commute.

If $\rho^E : \mathfrak{g} \to \text{End}(E)$ is taken as previously, put

$$C^\mathfrak{g,E} = \rho^E(C^\mathfrak{g}).$$  \hfill (2.40)

Under the above conditions, we can define $C^\mathfrak{p,E}, C^\mathfrak{k,E}$.

As $\mathfrak{g}$ is itself a representation of $\mathfrak{g}$, $C^\mathfrak{g,}\mathfrak{g}$ is the action of $C^\mathfrak{g}$ on $\mathfrak{g}$. Since $\mathfrak{f}$ acts on $\mathfrak{p}, \mathfrak{t}, C^{\mathfrak{t,p}}, C^{\mathfrak{t,t}}$ are also well-defined.

**Proposition 2.4.** The following identity holds:

$$\text{Tr}[C^\mathfrak{g,}\mathfrak{g}] = 3\text{Tr}[C^{\mathfrak{t,p}}] + \text{Tr}[C^{\mathfrak{t,t}}].$$  \hfill (2.41)

**Proof.** By (2.39), we obtain

$$\text{Tr}[C^\mathfrak{g,}\mathfrak{g}] = \text{Tr}[C^\mathfrak{p,}\mathfrak{g}] + \text{Tr}[C^\mathfrak{k,}\mathfrak{g}].$$  \hfill (2.42)

Let $e_1, \ldots, e_m$ be an orthonormal basis of $\mathfrak{p}$, and let $e_{m+1}, \ldots, e_n$ be an orthonormal basis of $\mathfrak{t}$. Then

$$\text{Tr}[C^\mathfrak{p,}\mathfrak{g}] = - \sum_{1 \leq i \leq m} \sum_{1 \leq j \leq m+n} |[e_i, e_j]|^2,$$

$$\text{Tr}[C^{\mathfrak{t,p}}] = - \sum_{1 \leq i \leq m} \sum_{m+1 \leq j \leq m+n} |[e_i, e_j]|^2 = - \sum_{1 \leq i, j \leq m} |[e_i, e_j]|^2.$$  \hfill (2.43)

By (2.43), we deduce that

$$\text{Tr}[C^\mathfrak{p,}\mathfrak{g}] = 2\text{Tr}[C^{\mathfrak{t,p}}].$$  \hfill (2.44)

In addition,

$$\text{Tr}[C^{\mathfrak{t,}\mathfrak{g}}] = \text{Tr}[C^{\mathfrak{t,p}}] + \text{Tr}[C^{\mathfrak{t,t}}].$$  \hfill (2.45)

By (2.42), (2.44), and (2.45), we obtain (2.41). The proof of our proposition is completed. \qed

---

\footnote{In [Kna86, § 8.3], the Casimir is defined with the opposite sign. We have adopted the sign conventions of [Bis11], which are closer to analysis.}
Let \( \mathfrak{h} \subset \mathfrak{g} \) be a \( \theta \)-stable Cartan subalgebra. Then we have the splitting \( \mathfrak{h} = \mathfrak{h}_P \oplus \mathfrak{h}_T \).\(^6\) Let \( \mathcal{R} \subset \mathcal{H}_C \) be the corresponding root system. Let \( \mathcal{R}_+ \) be a positive root system. Set \( \mathcal{R}_- = -\mathcal{R}_+ \). Then \( \mathcal{R} \) is the disjoint union of \( \mathcal{R}_+ \) and \( \mathcal{R}_- \). Let \( \rho^\theta \in \mathcal{H}_C^* \) be the half sum of the positive roots. Here \( \rho^\theta \in \mathfrak{h}^*_P \oplus i\mathfrak{h}_T^* \). By Kostant’s strange formula \([Kos76]\), we have the identity
\[
B^*(\rho^\theta, \rho^\theta) = -\frac{1}{24} \text{Tr}[C^\theta \rho^\theta].
\] \(^{(2.46)}\)

By \((2.41)\) and \((2.46)\), we obtain
\[
B^*(\rho^\theta, \rho^\theta) = -\frac{1}{8} \text{Tr}[C^\theta \rho^\theta] - \frac{1}{24} \text{Tr}[C^\theta \rho^\theta].
\] \(^{(2.47)}\)

Using the notation in \([Bis11, (2.6.11)]\), \(^7\) by \((2.47)\), we obtain
\[
B^*(\rho^\theta, \rho^\theta) = -\frac{1}{4} B^*(\kappa^\theta, \kappa^\theta).
\] \(^{(2.48)}\)

### 2.4 The elliptic operator \( C^{\theta, X} \)

Let \( E \) be a finite-dimensional Hermitian vector space, and let \( \rho^E : K \to U(E) \) denote a unitary representation of \( K \). The Casimir \( C^{\theta, E} \) is a self-adjoint nonpositive endomorphism of \( E \). If \( \rho^E \) is irreducible, then \( C^{\theta, E} \) is a scalar.

Let \( F \) be the vector bundle on \( X \),
\[
F = G \times_K E.
\] \(^{(2.49)}\)

Then \( F \) is a Hermitian vector bundle on \( X \), which is equipped with a canonical connection \( \nabla^F \).

In addition, \( C^{\theta, F} \) descend to a parallel section \( C^{\theta, F} \) of \( \text{End}(F) \). Moreover, \( G \) acts on \( C^\infty(X, F) \), so that if \( g \in G, s \in C^\infty(X, F) \), if \( g_s \) denotes the lift of the action of \( g \) to \( F \),
\[
g_s(x) = g_s(g^{-1}x).
\] \(^{(2.50)}\)

The Casimir operator \( C^\theta \) descends to a second-order elliptic operator \( C^{\theta, X} \) acting on \( C^\infty(X, F) \), which commutes with \( G \). Let \( \Delta^X \) denote the classical Bochner Laplacian acting on \( C^\infty(X, F) \). By \([Bis11, (2.13.2)]\), the splitting \((2.39)\) of \( C^\theta \) descends to the splitting of \( C^{\theta, X} \),
\[
C^{\theta, X} = -\Delta^X + C^{\theta, F}.
\] \(^{(2.51)}\)

### 2.5 Orbital integrals and the Casimir

Let \( \mu \in S^{\text{even}}(\mathbb{R}) \). Let \( \hat{\mu} \in S^{\text{even}}(\mathbb{R}) \) be its Fourier transform, i.e.
\[
\hat{\mu}(y) = \int_{\mathbb{R}} e^{-2\pi i y x} \mu(x) \, dx.
\] \(^{(2.52)}\)

We assume that there exists \( C > 0 \) such that for any \( k \in \mathbb{N} \), there is \( c_k > 0 \) such that
\[
|\hat{\mu}^{(k)}(y)| \leq c_k \exp(-Cy^2).
\] \(^{(2.53)}\)

This condition is verified if \( \hat{\mu} \) has compact support. For \( t > 0 \), it is also verified by the Gaussian function \( e^{-tx^2} \).

If \( A \in \mathbb{R} \), the operator \( \mu(\sqrt{C^{\theta, X} + A}) \) is self-adjoint with a smooth kernel \( \mu(\sqrt{C^{\theta, X} + A}) \) \((x, x')\) with respect to the Riemannian volume \( dx' \) on \( X \). As explained in \([Bis11, \S 6.2]\), using finite propagation speed for the wave equation, condition \((2.53)\) implies that there exist \( C > 0, c > 0 \) such that if \( x, x' \in X \), then
\[
|\mu(\sqrt{C^{\theta, X} + A})(x, x')| \leq Ce^{-cd(x, x')}.
\] \(^{(2.54)}\)

If \( \hat{\mu} \) has compact support, then \( \mu(\sqrt{C^{\theta, X} + A})(x, x') \) vanishes when \( d(x, x') \) is large enough.

---

\(^6\) More details are given in \( \S 3 \) on Cartan subalgebras and root systems.

\(^7\) The definition of \( \kappa^\theta \) is not needed. The formula is given for later reference.
As explained in [Bis11, § 6.2], the above condition guarantees that if \( \gamma \in G \) is semisimple, the orbital integral \( \text{Tr}^\gamma[\mu(\sqrt{C^{0,X} + A})] \) is well-defined. Let us give more details on our conventions.

Let \( \gamma \in G \) be taken as in (2.19). Let \( N_{X(\gamma)/X} \) be the orthogonal bundle to \( TX(\gamma) \) in \( TX \). By [Bis11, (3.4.1)], we have the identity

\[ N_{X(\gamma)/X} = Z^0(\gamma) \times K^0(\gamma) p^\perp(\gamma). \tag{2.55} \]

Let \( \mathcal{N}_{X(\gamma)/X} \) be the total space of \( N_{X(\gamma)/X} \). By [Bis11, Theorem 3.4.1], the normal geodesic coordinate system based at \( X(\gamma) \) gives a smooth identification of \( \mathcal{N}_{X(\gamma)/X} \) with \( X \). Let \( dx, dy, df \) be the Riemannian volumes on \( X, X(\gamma), N_{X(\gamma)/X} \). Then \( dydf \) is a volume on \( N_{X(\gamma)/X} \). Let \( r(f) \) denote the corresponding Jacobian, so that we have the identity of volumes on \( X \),

\[ dx = r(f)dydf. \tag{2.56} \]

By [Bis11, (3.4.36)], there are constants \( C > 0, C' > 0 \) such that

\[ r(f) \leq Ce^{C'|f|}. \tag{2.57} \]

By [Bis11, Theorem 3.4.1], there exists \( C_\gamma > 0 \) such that for \( f \in p^\perp(\gamma) \), \( |f| \geq 1 \),

\[ d_\gamma(e^f x_0) \geq |a| + C_\gamma|f|. \tag{2.58} \]

As explained in [Bis11, (4.2.6)], by (2.54) and (2.58), there exist \( C_\gamma > 0 \) and \( c_\gamma > 0 \) such that if \( f \in p^\perp(\gamma) \), then

\[ |\mu(\sqrt{C^{0,X} + A})(\gamma^{-1}e^f x_0, e^f x_0)| \leq C_\gamma \exp(-c_\gamma|f|^2). \tag{2.59} \]

We denote by \( \gamma_* \) the action of \( \gamma \) on \( F \). More precisely, if \( x \in X \), \( \gamma_* \) maps \( F_x \) into \( F_{\gamma x} \).

In [Bis11, Definition 4.2.2], the orbital integral

\[ \text{Tr}^\gamma[\mu(\sqrt{C^{0,X} + A})] \]

is defined by the formula

\[ \text{Tr}^\gamma[\mu(\sqrt{C^{0,X} + A})] = \int_{p^\perp(\gamma)} \text{Tr}[\gamma_*\mu(\sqrt{C^{0,X} + A})(\gamma^{-1}e^f x_0, e^f x_0)]r(f) df. \tag{2.60} \]

Equations (2.57) and (2.59) guarantee that the integral in (2.60) converges.

Let \( dk \) be the Haar measure on \( K \) such that \( \text{Vol}(K) = 1 \). Then \( dg = dxdk \) is a Haar measure on \( G \). Let \( dy \) be the Riemannian volume on \( X(\gamma) \). Let \( dk^0 \) be the Haar measure on \( K^0(\gamma) \) such that \( \text{Vol}(K^0(\gamma)) = 1 \). Then \( dz^0 = dydk^0 \) is a Haar measure on \( Z^0(\gamma) \). Let \( dv^0 \) be the volume on \( Z^0(\gamma) \setminus G \) such that \( dg = dz^0dv^0 \).

As explained in [Bis11, § 4.2], the smooth kernel

\[ \mu(\sqrt{C^{0,X} + A})(x, x') \]

lifts to a smooth function on \( G \) with values in \( \text{End}(E) \), denoted by

\[ \mu^E(\sqrt{C^{0,X} + A})(g), \]

and by [Bis11, (4.2.11)], we have the identity

\[ \text{Tr}^\gamma[\mu(\sqrt{C^{0,X} + A})] = \int_{Z^0(\gamma) \setminus G} \text{Tr}^E[\mu(\sqrt{C^{0,X} + A})(v^0)^{-1}\gamma v^0)]dv^0. \tag{2.61} \]

This definition of orbital integrals coincides with the definition given by Selberg [Sel56, p. 66].
2.6 The function $\mathcal{J}_\gamma$

We use the assumptions in §2.2 and the corresponding notation. In particular, $\gamma \in G$ is a semisimple element as in (2.19).

Then $\text{Ad}(\gamma)$ preserves $\mathfrak{a}, \mathfrak{z}$. In addition, $\text{Ad}(k^{-1})$ preserves $\mathfrak{a}^\perp_0(\gamma)$. If $Y_0^\xi \in \mathfrak{t}(\gamma)$, $\text{ad}(Y_0^\xi)$ preserves $\mathfrak{z}^\perp_0(\gamma)$. The splitting (2.28) is preserved by $\text{Ad}(k^{-1})$ and $\text{ad}(Y_0^\xi)$.

If $x \in \mathbb{R}$, put

$$\tilde{A}(x) = \frac{x/2}{\sinh(x/2)}. \quad (2.62)$$

If $Y_0^\xi \in \mathfrak{t}(\gamma)$, $\text{ad}(Y_0^\xi)$ acts as an antisymmetric endomorphism of $\mathfrak{p}(\gamma), \mathfrak{t}(\gamma)$, so that its eigenvalues are either 0, or they come by nonzero conjugate imaginary pairs. If $Y_0^\xi \in i\mathfrak{t}(\gamma)$, put

$$\tilde{A}(\text{ad}(Y_0^\xi)|_{\mathfrak{p}(\gamma)}) = [\det(\tilde{A}(\text{ad}(Y_0^\xi)|_{\mathfrak{p}(\gamma)}))]^{1/2},$$

$$\tilde{A}(\text{ad}(Y_0^\xi)|_{\mathfrak{t}(\gamma)}) = [\det(\tilde{A}(\text{ad}(Y_0^\xi)|_{\mathfrak{t}(\gamma)}))]^{1/2}. \quad (2.63)$$

The square root in (2.63) is the positive square root of a positive real number.

We follow [Bis11, Theorem 5.5.1], while slightly changing the notation.

**Definition 2.5.** If $Y_0^\xi \in i\mathfrak{t}(\gamma)$, put

$$\mathcal{L}_\gamma(Y_0^\xi) = \frac{\det(1 - \text{Ad}(k^{-1}e^{-Y_0^\xi}))|_{\mathfrak{k}^\perp(\gamma)}}{\det(1 - \text{Ad}(k^{-1}e^{-Y_0^\xi}))|_{\mathfrak{p}^\perp(\gamma)}}. \quad (2.64)$$

Set

$$\mathcal{M}_\gamma(Y_0^\xi) = \left[\frac{1}{\det(1 - \text{Ad}(k^{-1}))|_{\mathfrak{k}^\perp(\gamma)}} \mathcal{L}_\gamma(Y_0^\xi)\right]^{1/2}. \quad (2.65)$$

The fact that the square root in (2.65) is unambiguously defined is established in [Bis11, §5.5]. Let us explain the details. First we make $Y_0^\xi = 0$. Then

$$\frac{1}{\det(1 - \text{Ad}(k^{-1}))|_{\mathfrak{k}^\perp(\gamma)}} \mathcal{L}_\gamma(Y_0^\xi) = \left[\frac{1}{\det(1 - \text{Ad}(k^{-1}))|_{\mathfrak{p}^\perp(\gamma)}}\right]^2. \quad (2.66)$$

The conventions in [Bis11] say that the square root of (2.66) is the obvious positive square root, i.e.

$$\mathcal{M}_\gamma(0) = \frac{1}{\det(1 - \text{Ad}(k^{-1}))|_{\mathfrak{p}^\perp(\gamma)}}. \quad (2.67)$$

Using analyticity in the variable $Y_0^\xi \in i\mathfrak{t}(\gamma)$, the choice of the square root in (2.67) determines a choice of the square root in (2.65). This point is discussed at length in §4. No choice of a Cartan subalgebra or of a positive root system is needed at this stage.

**Definition 2.6.** Let $\mathcal{J}_\gamma(Y_0^\xi)$ be the smooth function of $Y_0^\xi \in i\mathfrak{t}(\gamma)$,

$$\mathcal{J}_\gamma(Y_0^\xi) = \frac{1}{\det(1 - \text{Ad}(\gamma))|_{\mathfrak{a}^\perp(\gamma)}} \frac{\tilde{A}(\text{ad}(Y_0^\xi)|_{\mathfrak{p}(\gamma)})}{\tilde{A}(\text{ad}(Y_0^\xi)|_{\mathfrak{t}(\gamma)})} \mathcal{M}_\gamma(Y_0^\xi). \quad (2.68)$$

With the conventions in [Bis11, Chapter 5], where instead a function $J_\gamma(Y_0^\xi)$ is defined on $\mathfrak{t}(\gamma)$, we have

$$J_\gamma(Y_0^\xi) = \mathcal{J}_\gamma(iY_0^\xi). \quad (2.69)$$

---

*This fits with the classical notation in the theory of characteristic classes.*
Orbital integrals and center of enveloping algebra

By [Bis11, (5.5.11)] or by (2.68), if $Y_0^\mathfrak{t} \in \mathfrak{i k}$, then

$$J_1(Y_0^\mathfrak{t}) = \frac{\hat{A}(\text{ad}(Y_0^\mathfrak{t})|_{\mathfrak{p}})}{\hat{A}(\text{ad}(Y_0^\mathfrak{t})|_{\mathfrak{t}})}.$$ \hspace{1cm} (2.70)

2.7 Some properties of the function $J_\gamma$

Let $\rho^E : K \to U(E^*)$ denote the representation of $K$ which is dual to the representation $\rho^E$.

**Proposition 2.7.** If $Y_0^\mathfrak{t} \in \mathfrak{i k}(\gamma)$, then

$$J_{\gamma^{-1}}(Y_0^\mathfrak{t}) = J_\gamma(-Y_0^\mathfrak{t}), \quad \text{Tr} E^* [\rho^E (ke^{-Y_0^\mathfrak{t}})] = \text{Tr} E^* [\rho^E (k^{-1}e^{Y_0^\mathfrak{t}})],$$

$$J_\gamma(Y_0^\mathfrak{t}) = J_\gamma(-Y_0^\mathfrak{t}), \quad \text{Tr} E^* [\rho^E (k^{-1}e^{-Y_0^\mathfrak{t}})] = \text{Tr} E^* [\rho^E (k^{-1}e^{Y_0^\mathfrak{t}})].$$ \hspace{1cm} (2.71)

**Proof.** If $f \in \text{End}(g)$, let $\bar{f} \in \text{End}(g)$ denote the adjoint of $f$ with respect to $B$. We have the identity

$$\text{Ad}(\gamma^{-1}) = \bar{\text{Ad}(\gamma)}. \hspace{1cm} (2.72)$$

By (2.72), we deduce that

$$\det(1 - \text{Ad}(\gamma^{-1}))|_{\mathfrak{j}^{\perp}(\alpha)} = \det(1 - \text{Ad}(\gamma))|_{\mathfrak{j}^{\perp}(\alpha)}. \hspace{1cm} (2.73)$$

A similar argument shows that

$$\det(1 - \text{Ad}(ke^{-Y_0^\mathfrak{t}}))|_{\mathfrak{p}^\perp(\gamma)} = \det(1 - \text{Ad}(k^{-1}e^{Y_0^\mathfrak{t}}))|_{\mathfrak{p}^\perp(\gamma)},$$

$$\det(1 - \text{Ad}(ke^{-Y_0^\mathfrak{t}}))|_{\mathfrak{e}^\perp(\gamma)} = \det(1 - \text{Ad}(k^{-1}e^{Y_0^\mathfrak{t}}))|_{\mathfrak{e}^\perp(\gamma)}. \hspace{1cm} (2.74)$$

By (2.64), (2.65), (2.68), (2.73), and (2.74), we obtain the first identity in (2.71). The second identity in (2.71) is trivial.

If $Y_0^\mathfrak{t} \in \mathfrak{i k}(\gamma)$,

$$\frac{\det(1 - \text{Ad}(k^{-1}e^{-Y_0^\mathfrak{t}}))|_{\mathfrak{p}^\perp(\gamma)}}{\det(1 - \text{Ad}(k^{-1}e^{Y_0^\mathfrak{t}}))|_{\mathfrak{e}^\perp(\gamma)}} = \frac{\det(1 - \text{Ad}(k^{-1}e^{-Y_0^\mathfrak{t}}))|_{\mathfrak{p}^\perp(\gamma)}}{\det(1 - \text{Ad}(k^{-1}e^{Y_0^\mathfrak{t}}))|_{\mathfrak{e}^\perp(\gamma)}}. \hspace{1cm} (2.75)$$

By (2.75), we obtain the third identity in (2.71). As $Y_0^\mathfrak{t} \in \mathfrak{i k}(\gamma)$, the fourth identity is trivial. The proof of our proposition is complete. \hfill \Box

2.8 A geometric formula for the orbital integrals associated with the Casimir

Note that $\mathfrak{i k}(\gamma)$ is naturally an Euclidean vector space. If $Y_0^\mathfrak{t} \in \mathfrak{i k}(\gamma)$, we denote by $|Y_0^\mathfrak{t}|$ its Euclidean norm. More precisely, if $Y_0^\mathfrak{t} \in \mathfrak{i k}(\gamma)$, then

$$|Y_0^\mathfrak{t}|^2 = B(Y_0^\mathfrak{t}, Y_0^\mathfrak{t}). \hspace{1cm} (2.76)$$

By [Bis11, (6.1.1)], there exist $c > 0, C > 0$ such that if $Y_0^\mathfrak{t} \in \mathfrak{i k}(\gamma)$,

$$|J_\gamma(Y_0^\mathfrak{t})| \leq c \exp(C|Y_0^\mathfrak{t}|). \hspace{1cm} (2.77)$$

In the following, $\int_{\mathfrak{i k}(\gamma)}$ denotes integration on the real vector space $\mathfrak{i k}(\gamma)$.

Let $dV_0^\mathfrak{t}$ be the Euclidean volume on $\mathfrak{i k}(\gamma)$. Set $p = \text{dim} \mathfrak{p}(\gamma), q = \text{dim} \mathfrak{k}(\gamma)$. Now we state the result obtained in [Bis11, Theorem 6.1.1]. Our reformulation takes (2.48) into account.
Theorem 2.8. For $t > 0$, the following identity holds:

$$\text{Tr}^\gamma[\exp(-tC^{g,X})] = \exp(-tB^*(\rho^g, \rho^g)/2) \frac{\exp(-|a|^2/2t)}{(2\pi t)^{p/2}} \times \int_{it(\gamma)} J_\gamma(Y_0^t) \text{Tr}^E[\rho^E(k^{-1}e^{-Y_0^t})] \exp(-|Y_0^t|^2/2t) \frac{dY_0^t}{(2\pi t)^{p/2}}. \quad (2.78)$$

Let $B|_{\mathfrak{g}(\gamma)}$ be the restriction of $B$ to $\mathfrak{g}(\gamma)$, and let $B^*|_{\mathfrak{g}(\gamma)}$ be the corresponding quadratic form on $\mathfrak{g}^*(\gamma)$. Let $\Delta^{\mathfrak{g}(\gamma)}$ denote the associated generalized Laplacian on $\mathfrak{g}(\gamma)$. We can extend $\Delta^{\mathfrak{g}(\gamma)}$ to an operator acting via constant holomorphic vector fields on $\mathfrak{g}(\gamma)$. Theorem 2.9.

$$\Delta^{\mathfrak{g}(\gamma)} = \mu(\sqrt{-\Delta^{\mathfrak{g}(\gamma)}} + B^*(\rho^g, \rho^g) + A)$$

Then $B|_{\mathfrak{g}(\gamma)}$ is a scalar product on $\mathfrak{g}(\gamma)$. The generalized Laplacian $\Delta^{\mathfrak{g}(\gamma)}$ restricts on $\mathfrak{g}(\gamma)$ to the standard Euclidean Laplacian of $\mathfrak{g}(\gamma)$.

We take $\mu \in S^{\text{even}}(R)$ as in § 2.5. If $f \in \mathfrak{g}(\gamma)$, let

$$\mu(\sqrt{-\Delta^{\mathfrak{g}(\gamma)}} + B^*(\rho^g, \rho^g) + A)(f)$$

be the smooth convolution kernel for $\mu(\sqrt{-\Delta^{\mathfrak{g}(\gamma)}} + B^*(\rho^g, \rho^g) + A)$ on $\mathfrak{g}(\gamma)$ with respect to the volume associated with the scalar product of $\mathfrak{g}(\gamma)$. Using (2.53) and finite propagation speed for the wave equation, there exist $C > 0$ and $c > 0$ such that if $f \in \mathfrak{g}(\gamma)$, then

$$|\mu(\sqrt{-\Delta^{\mathfrak{g}(\gamma)}} + B^*(\rho^g, \rho^g) + A)(f)| \leq Ce^{-c|f|^2}. \quad (2.80)$$

Let $\delta_a$ be the Dirac mass at $a \in \mathfrak{p}(\gamma)$. Then

$$J_\gamma(Y_0^t) \text{Tr}^E[\rho^E(k^{-1}e^{-Y_0^t})] \delta_a$$

is a distribution on $\mathfrak{g}(\gamma)$, to which the smooth convolution kernel

$$\mu(\sqrt{-\Delta^{\mathfrak{g}(\gamma)}} + B^*(\rho^g, \rho^g) + A)$$

can be applied. By definition,

$$\mu(\sqrt{-\Delta^{\mathfrak{g}(\gamma)}} + B^*(\rho^g, \rho^g) + A)[J_\gamma(Y_0^t) \text{Tr}^E[\rho^E(k^{-1}e^{-Y_0^t})] \delta_a](0)$$

$$= \int_{it(\gamma)} \mu(\sqrt{-\Delta^{\mathfrak{g}(\gamma)}} + B^*(\rho^g, \rho^g) + A)(-Y_0^t, -a) J_\gamma(Y_0^t) \text{Tr}^E[\rho^E(k^{-1}e^{-Y_0^t})] dY_0^t. \quad (2.81)$$

In the right-hand side of (2.81), $(-Y_0^t, -a)$ can also be replaced by $(Y_0^t, a)$.

In [Bis11, Theorem 6.2.2], the following extension of Theorem 2.8 was established.

Theorem 2.9. The following identity holds:

$$\text{Tr}^\gamma[\mu(\sqrt{C^{g,X} + A})] = \mu(\sqrt{-\Delta^{\mathfrak{g}(\gamma)}} + B^*(\rho^g, \rho^g) + A)[J_\gamma(Y_0^t) \text{Tr}^E[\rho^E(k^{-1}e^{-Y_0^t})] \delta_a](0). \quad (2.82)$$

3. Cartan subalgebras, Cartan subgroups, and root systems

The purpose of this section is to recall basic facts on Cartan subalgebras, on Cartan subgroups, and on root systems.

---

9 As explained in § 3.1, the symmetric form $B^*|_{\mathfrak{g}(\gamma)}$ determines the Laplacian $\Delta^{\mathfrak{g}(\gamma)}$. 

---
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This section is organized as follows. In §3.1, we state some elementary facts of linear algebra. In §3.2, we recall the definition of Cartan subalgebras. In §3.3, we introduce the corresponding root system, and the associated algebraic Weyl group. In §3.4, we define the real and the imaginary roots. In §3.5, we construct a positive root system. In §3.6, when the Cartan subalgebra is fundamental, we compare the root system of \( \mathfrak{f} \) with the root system of \( \mathfrak{g} \). In §3.7, we introduce the Cartan subgroups, and the corresponding regular elements. In §3.8, we relate semisimple elements in \( G \) to Cartan subgroups. In §3.9, we describe the characters of Cartan subgroups associated with a root system. In §3.10, we give some properties of the real and imaginary roots with respect to semisimple elements in \( G \). Finally, in §3.11, we give a well-known formula that relates the action of invariant differential operators on the Lie algebra \( \mathfrak{g} \) and on a Cartan subalgebra \( \mathfrak{h} \).

We make the same assumptions as in §2, and we use the corresponding notation.

### 3.1 Linear algebra

Let \( V \) be a finite-dimensional real vector space. The symmetric algebras \( S^i(V), S^i(V^*) \) are the algebras of polynomials on \( V^*, V \). If \( v \in V \), \( v \) acts as a derivation of \( S^i(V^*) \). More generally, \( S^i(V) \) acts on \( S^j(V^*) \), and this action identifies \( S^i(V) \) with the algebra \( D^i(V) \) of real partial differential operators on \( V \) with constant coefficients. In particular, if \( B^* \in S^2(V) \) is a bilinear symmetric form on \( V^* \), the associated element in \( D^2(V) \) is the corresponding Laplacian \( \Delta^V \). If \( B^* \) is positive, \( \Delta^V \) is just a classical Laplacian. If \( B^* \) is negative, then \( \Delta^V \) is the negative of a classical Laplacian on \( V \).

Let \( V_C = V \otimes_\mathbb{C} \mathbb{R} \) be the complexification of \( V \), a complex vector space. Its complex dual is given by \( V_C^* = V^* \otimes_\mathbb{R} \mathbb{C} \). The algebras \( S(V_C) \) and \( S(V_C^*) \) are the algebras of complex polynomials on \( V^*, V \). Note that

\[
S(V_C) = S(V) \otimes_\mathbb{R} \mathbb{C}, \quad S(V_C^*) = S(V^*) \otimes_\mathbb{R} \mathbb{C}.
\]  

Put

\[
D(V_C) = D(V) \otimes_\mathbb{R} \mathbb{C}, \quad D(V_C^*) = D(V^*) \otimes_\mathbb{R} \mathbb{C}.
\]

Then \( D(V_C) \) and \( D(V_C^*) \) are the complexifications of \( D(V) \) and \( D(V^*) \), and also the spaces of complex holomorphic differential operators with constant coefficients on \( V_C \) and \( V_C^* \).

In particular, if \( B^* \in S^2(V) \), \( \Delta^V \) is now viewed as a holomorphic operator on \( V_C \), that coincides with the corresponding Laplacian \( \Delta^V \) on \( V \), and with \( -\Delta^V \) on \( iV \approx V \).

In addition, \( S^i(V^*) \subset C^\infty(V, \mathbb{R}) \), and the action of \( D(V) \) extends to \( C^\infty(V, \mathbb{R}) \).

Let \( S[[V^*]] \) be the algebra of formal power series \( s = \sum_{i=0}^{+\infty} s^i, s^i \in S^i(V^*) \). Then \( S[[V^*]] \) can be identified with the algebra \( D[[V^*]] \) of differential operators of infinite order with constant coefficients on \( V^* \). In particular, \( S[[V^*]] \) acts on \( S^i(V) \).

### 3.2 The Cartan subalgebras of \( \mathfrak{g} \)

By [Wal88, §0.2], a Lie subalgebra \( \mathfrak{h} \subset \mathfrak{g} \) is said to be a Cartan subalgebra if \( \mathfrak{h} \) is maximal among the abelian subalgebras of \( \mathfrak{g} \) whose elements act as semisimple endomorphisms of \( \mathfrak{g} \). Cartan subalgebras are known to exist and have the same dimension \( r \), which is called the complex rank of \( G \). By [Kna02, Proposition 6.64], there is a finite family of nonconjugate Cartan

---

\(^{10}\) On \( \mathbb{C} \approx \mathbb{R}^2 \), when acting on holomorphic functions, the differential operators \( \partial/\partial z, \partial/\partial x, -i(\partial/\partial y) \) coincide. In this sense, the differential operator \( \partial/\partial x \) on \( \mathbb{R} \) extends to the differential operator \( \partial/\partial z \) on \( \mathbb{C} \), and restricts to the operator \( -i(\partial/\partial y) \) on the imaginary line \( i\mathbb{R} \). The operator \( \partial^2/\partial x^2 \) on \( \mathbb{R} \) restricts to the operator \( -\partial^2/\partial y^2 \) on \( i\mathbb{R} \).
subalgebras in $\mathfrak{g}$. By [Wal88, Lemma 2.3.3], in every conjugacy class of Cartan subalgebras, there is a unique $\theta$-stable Cartan algebra, up to conjugation by $K$. Therefore, there is a finite family of nonconjugate $\theta$-stable Cartan subalgebras, up to conjugation by $K$. By [Kna02, Theorem 2.15], the Cartan subalgebras of $\mathfrak{g}_C$ are unique up to automorphisms induced by the adjoint group $\text{Ad}(\mathfrak{g}_C)$.

Let $\mathfrak{h} \subset \mathfrak{g}$ be a $\theta$-stable Cartan subalgebra. To the Cartan splitting of $\mathfrak{g}$ in (2.1) corresponds the splitting

$$\mathfrak{h} = \mathfrak{h}_p \oplus \mathfrak{h}_K.$$  

(3.3) In particular, the restriction $B|_\mathfrak{h}$ of $B$ to $\mathfrak{h}$ is nondegenerate. This is also the case if $\mathfrak{h}$ is any Cartan subalgebra.

Up to conjugation by $K$, there is a unique $\theta$-stable Cartan subalgebra $\mathfrak{h}$, which is called fundamental, such that $\mathfrak{h}_K$ is a Cartan subalgebra of $\mathfrak{k}$. Let $t \subset \mathfrak{t}$ be a Cartan subalgebra of $\mathfrak{k}$. Let $z(t) \subset \mathfrak{g}$ be the centralizer of $t$, i.e.

$$z(t) = \{ f \in \mathfrak{g}, [t, f] = 0 \}.  \quad (3.4)$$

Then $\mathfrak{h} = z(t)$ is a $\theta$-stable fundamental Cartan subalgebra of $\mathfrak{g}$, and $\mathfrak{h}_t = \mathfrak{t}$.

An element $f \in \mathfrak{g}$ is said to be semisimple if $\text{ad}(f) \in \text{End}(\mathfrak{g})$ is semisimple. If $\mathfrak{h}$ is a Cartan subalgebra, elements of $\mathfrak{h}$ are semisimple. Any semisimple element of $\mathfrak{g}$ lies in a Cartan subalgebra.

If $\mathfrak{h} \subset \mathfrak{g}$ is a Cartan subalgebra, let $\mathfrak{h}^\perp$ be the orthogonal to $\mathfrak{h}$ in $\mathfrak{g}$. We have the $B$-orthogonal splitting,

$$\mathfrak{g} = \mathfrak{h} \oplus \mathfrak{h}^\perp,$$  

(3.5) and $B$ is also nondegenerate on $\mathfrak{h}^\perp$. If $\mathfrak{h}$ is $\theta$-stable, then $\mathfrak{h}^\perp$ is also $\theta$-stable, and so it splits as

$$\mathfrak{h}^\perp = \mathfrak{h}_p^\perp \oplus \mathfrak{h}_K^\perp.$$  

(3.6)

Let $u = i\mathfrak{p} \oplus \mathfrak{t}$ be the compact form of $\mathfrak{g}$. Then $\mathfrak{h}_u = i\mathfrak{h}_p \oplus \mathfrak{h}_K$ is a Cartan subalgebra of $u$. If $\mathfrak{h}$ is $\theta$-stable, then $\mathfrak{h}_u$ is also $\theta$-stable.

An element $f \in \mathfrak{g}$ is said to be regular if $z(f)$ is a Cartan subalgebra. Regular elements in $\mathfrak{g}$ are semisimple.

If $\mathfrak{h}$ is a Cartan subalgebra, if $f \in \mathfrak{h}$, $\text{ad}(f)$ acts as an endomorphism of $\mathfrak{g}/\mathfrak{h}$. Then $f \in \mathfrak{h}$ is regular if and only if $\det \text{ad}(f)|_{\mathfrak{g}/\mathfrak{h}} \neq 0$.

3.3 A root system and the Weyl group

Let $\mathfrak{h}$ be a $\theta$-stable Cartan subalgebra.

Let $R \subset h_C^\times$ be the root system associated with $\mathfrak{h}$, $\mathfrak{g}$ [Kna02, §II.4]. If $\alpha \in R$, then $-\alpha \in R, \overline{\alpha} \in R$. If $\alpha \in R$, let $\mathfrak{g}_\alpha \subset \mathfrak{g}_C$ be the weight space associated with $\alpha$, which is of dimension one. Then we have the splitting

$$\mathfrak{g}_C = \mathfrak{h}_C \oplus \bigoplus_{\alpha \in R} \mathfrak{g}_\alpha.$$  

(3.7)

If $\alpha \in R$, then

$$\mathfrak{g}_\alpha = \mathfrak{g}_{\overline{\alpha}}.$$  

(3.8)

If $f \in \mathfrak{h}$, $\text{ad}(f) \in \text{End}(\mathfrak{g})$ is antisymmetric with respect to $B$, so that the $\mathfrak{g}_\alpha|_{\alpha \in R}$ are $B$-orthogonal to $\mathfrak{h}_C$. If $\alpha, \beta \in R$, then $\mathfrak{g}_\alpha, \mathfrak{g}_\beta$ are $B$-orthogonal except when $\beta = -\alpha$, and the pairing between
These are the real roots and the imaginary roots, respectively. Imaginary roots vanish on the vanishing locus of the \( \alpha \). In addition, \( \theta \) preserves the splitting (3.5) of \( \mathfrak{g} \), and it maps \( R \) into itself. More precisely, if \( \alpha \in R \),

\[
\theta \alpha = -\alpha, \quad \mathfrak{g}_{\alpha} = \theta \mathfrak{g}_{\alpha}.
\]  

(3.11)

Let \( \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \subset \text{Aut}(\mathfrak{h}_C) \) be the algebraic Weyl group [Kna86, p. 131]. Then \( R \subset i\mathfrak{h}^*_p \), and \( \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \subset \text{Aut}(\mathfrak{h}_u) \), i.e. \( \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \) preserves the real vector space \( \mathfrak{h}_u \). In addition, \( \theta \) acts as an automorphism of the Lie algebras \( \mathfrak{g}, \mathfrak{u} \), and \( \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \) is preserved by conjugation by \( \theta \).

In general, \( \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \) does not preserve the real vector space \( \mathfrak{h} \). Recall that if \( h \in \mathfrak{h}_C \), we can define its complex conjugate \( \overline{h} \in \mathfrak{h}_C \). If \( u \in \text{End}(\mathfrak{h}_C) \), its complex conjugate \( \overline{u} \in \text{End}(\mathfrak{h}_C) \) is such that if \( h \in \mathfrak{h}_C \), then

\[
\overline{u}(h) = u(\overline{h}).
\]  

(3.12)

**Proposition 3.1.** If \( w \in \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \), then

\[
\overline{w} = \theta w \theta^{-1}.
\]  

(3.13)

In particular, the group \( \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \) is preserved by complex conjugation.

**Proof.** The group \( \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \) is generated by the symmetries \( s_\alpha, \alpha \in R \) with respect to the vanishing locus of the \( \alpha \in R \). By (3.11), we deduce that if \( \alpha \in R \),

\[
\overline{s_\alpha} = \theta s_\alpha \theta^{-1},
\]  

(3.14)

from which we obtain (3.13). As \( \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \) is stable by conjugation by \( \theta \), the group \( \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \) is preserved by complex conjugation.

Another proof is as follows. Observe that there is a canonical identification of complex vector spaces \( \varphi : \mathfrak{h}_C \simeq \mathfrak{h}_{u,C} \), but the complex conjugations on \( \mathfrak{h}_C \) and on \( \mathfrak{h}_{u,C} \) are not the same. More precisely, if \( h \in \mathfrak{h}_C \),

\[
\overline{\varphi h} = \varphi \overline{h} = \theta \varphi \overline{h}.
\]  

(3.15)

If \( w \in \mathcal{W}(\mathfrak{h}_S : \mathfrak{g}_C) \), then

\[
w|_{\mathfrak{h}_C} = \varphi^{-1}w|_{\mathfrak{h}_{u,C}} \varphi.
\]  

(3.16)

Recall that \( w \) is a real automorphism of the real vector space \( \mathfrak{h}_u \). By (3.15) and (3.16), we obtain

\[
\overline{w}|_{\mathfrak{h}_C} = \overline{\varphi^{-1}}w|_{\mathfrak{h}_{u,C}} \overline{\varphi}.
\]  

(3.17)

By (3.15)–(3.17), we obtain (3.13). The proof of our proposition is complete. \( \square \)

### 3.4 Real roots and imaginary roots

Let \( R^e \subset R \) be the roots \( \alpha \in R \) such that \( \theta \alpha = -\alpha \), let \( R^\text{im} \) be the roots \( \alpha \in R \) such that \( \theta \alpha = \alpha \). These are the real roots and the imaginary roots, respectively. Imaginary roots vanish on \( \mathfrak{h}_p \), real roots vanish on \( \mathfrak{h}_t \). By [Kna86, p. 349], the set of complex roots \( R^c \subset R \) is defined to be

\[
R^c = R \setminus (R^e \cup R^\text{im}).
\]  

(3.18)
Proposition 3.2. If \( \alpha \in R \), the map \( f \in \mathfrak{gC} \to \bar{f} \in \mathfrak{gC} \) induces an antilinear isomorphism from \( \mathfrak{g}_\alpha \) into \( \mathfrak{g}_{-\theta \alpha} \), and the map \( f \in \mathfrak{gC} \to \theta \bar{f} \in \mathfrak{gC} \) induces an antilinear isomorphism from \( \mathfrak{g}_\alpha \) into \( \mathfrak{g}_{-\alpha} \). If \( \alpha \in R^{\text{re}} \), \( \mathfrak{g}_\alpha \) is the complexification of a real vector subspace of \( \mathfrak{h}^\perp \).

Proof. If \( b \in \mathfrak{h}, f \in \mathfrak{g}_\alpha \), then
\[
[b, f] = \langle \alpha, b \rangle f. \tag{3.19}
\]
Using (3.11) and taking the conjugate of (3.19), we obtain
\[
[b, \bar{f}] = \langle -\theta \alpha, b \rangle \bar{f}. \tag{3.20}
\]
By (3.20), we get the first part of our proposition. By composing this isomorphism with \( \theta \), we obtain the second part. If \( \alpha \in R^{\text{re}} \), then \(-\theta \alpha = \alpha\), so that \( \mathfrak{g}_\alpha \) is real. The proof of our proposition is complete. \( \square \)

Definition 3.3. Put
\[
i = \ker \text{ad}(\mathfrak{h}_p) \cap \mathfrak{h}^\perp, \quad \mathfrak{r} = \ker \text{ad}(\mathfrak{h}_f) \cap \mathfrak{h}^\perp. \tag{3.21}
\]
Then \( \theta \) acts on \( \mathfrak{i}, \mathfrak{r} \), so that we have the splittings,
\[
i = \mathfrak{i}_p \oplus \mathfrak{i}_f, \quad \mathfrak{r} = \mathfrak{r}_p \oplus \mathfrak{r}_f. \tag{3.22}
\]

Proposition 3.4. The vector spaces \( \mathfrak{i} \) and \( \mathfrak{r} \) are orthogonal in \( \mathfrak{h}^\perp \). Moreover,
\[
i_C = \bigoplus_{\alpha \in R^{\text{im}}} \mathfrak{g}_\alpha, \quad \mathfrak{r}_C = \bigoplus_{\alpha \in R^{\text{re}}} \mathfrak{g}_\alpha. \tag{3.23}
\]
If \( \alpha \in R^{\text{im}} \), then either \( \mathfrak{g}_\alpha \subset \mathfrak{p}_C \), or \( \mathfrak{g}_\alpha \subset \mathfrak{t}_C \).

Proof. If \( f \in \mathfrak{h}^\perp \) and \( f \in i \cap \mathfrak{r} \), then \( f \) commutes with \( \mathfrak{h} \). As \( \mathfrak{h} \) is a Cartan subalgebra, \( f = 0 \), so that \( i \cap \mathfrak{r} = 0 \). If \( \alpha \in R \setminus R^{\text{im}} \), \( \alpha \) does not vanish identically on \( \mathfrak{h}_p \), and its vanishing locus in \( \mathfrak{h}_p \) is a hyperplane. Thus, one can find \( b_p \in \mathfrak{h}_p \setminus 0 \) such that for any \( \alpha \in R \setminus R^{\text{im}}, \langle \alpha, b_p \rangle \neq 0 \). Then
\[
i = \ker \text{ad}(b_p) \cap \mathfrak{h}^\perp. \tag{3.24}
\]
As \( i \cap \mathfrak{r} = 0 \), \( \text{ad}(b_p) \) acts as an invertible morphism of \( \mathfrak{r} \). Therefore, any element of \( \mathfrak{r} \) lies in the image of \( \text{ad}(b_p) \). As \( \text{ad}(b_p) \) is symmetric in the classical sense, \( i \) and \( \mathfrak{r} \) are orthogonal. Equation (3.23) is elementary. If \( \alpha \in R^{\text{im}} \), the action of \( \mathfrak{h} \) on \( \mathfrak{g}_\alpha \) factors through \( \mathfrak{h}_f \). In addition, \( \text{ad}(\mathfrak{h}_f) \) preserves the splitting \( \mathfrak{g} = \mathfrak{p} \oplus \mathfrak{t} \). Therefore, if \( \alpha \in R^{\text{im}} \), either \( \mathfrak{g}_\alpha \subset \mathfrak{p}_C \), or \( \mathfrak{g}_\alpha \subset \mathfrak{t}_C \). The proof of our proposition is complete. \( \square \)

Definition 3.5. Put
\[
R^{\text{im}}_p = \{ \alpha \in R^{\text{im}}, \mathfrak{g}_\alpha \subset \mathfrak{p}_C \}, \quad R^{\text{im}}_t = \{ \alpha \in R^{\text{im}}, \mathfrak{g}_\alpha \subset \mathfrak{t}_C \}. \tag{3.25}
\]
By Proposition 3.4, we obtain
\[
R^{\text{im}} = R^{\text{im}}_p \cup R^{\text{im}}_t. \tag{3.26}
\]
Let \( \mathfrak{c} \) denote the orthogonal to \( i \oplus \mathfrak{r} \) in \( \mathfrak{h}^\perp \). Again \( \mathfrak{c} \) splits as
\[
\mathfrak{c} = \mathfrak{c}_p \oplus \mathfrak{c}_f. \tag{3.27}
\]
Moreover, we have the orthogonal splitting
\[
\mathfrak{h}^\perp = i \oplus \mathfrak{r} \oplus \mathfrak{c}. \tag{3.28}
\]

Proposition 3.6. The following identity holds:
\[
\mathfrak{c}_C = \bigoplus_{\alpha \in R^{\text{re}}} \mathfrak{g}_\alpha. \tag{3.29}
\]
Proposition 3.8. The vector spaces $H$ serves these vector spaces, and the corresponding determinants are equal to 1 so that $h$ larger than $\alpha$ that if $h$

Proof. If $\alpha \in R$, then $\alpha \in R^{re}$ if and only if when $f \in g_\alpha$,
$$[h_t, f] = 0. \tag{3.30}$$

If $h$ is fundamental, by (3.4), then $f \in h_{C}$, so that $f = 0$, which proves there are no real roots. Put
$$j(h_t) = \{f \in g, [h_t, f] = 0\}. \tag{3.31}$$

Then $j(h_t)$ is a Lie subalgebra of $g$ such that $h \subset j(h_t)$. If $h$ is not fundamental, $j(h_t)$ is strictly larger than $h$, and there is a real root. The proof of our proposition is complete. \hfill $\square$

Proposition 3.7. A $\theta$-stable Cartan subalgebra $\mathfrak{h}$ is fundamental if and only if there are no real roots.

Proof. Let $\alpha \in R$, be a $\theta$-stable Cartan subalgebra. Set
$$\mathfrak{p} \cap \mathfrak{h} = 0 \quad \text{for any } \alpha \in R \setminus R^{im}, \quad \langle \alpha, f_t \rangle \neq 0, \quad \text{which just says that } \text{ad}(f_t) \text{ acts as an invertible endomorphism of } i, c. \quad \text{This endomorphism preserves their } \mathfrak{p} \text{ and } \mathfrak{t} \text{ components, and it is classically antisymmetric. This is only possible if these vector spaces are even-dimensional. If } k \in H \cap K, \quad \text{Ad}(k^{-1}) \text{ preserves these vector spaces and commutes with } \text{ad}(f_t). \quad \text{Therefore, the eigenspaces associated with the eigenvalue } -1 \text{ are preserved by } \text{ad}(f_t), \quad \text{so they are even-dimensional. This forces the determinant of } \text{Ad}(k^{-1}) \text{ to be equal to 1 on each of these vector spaces.}

We choose $b_p \in h_p \setminus 0$ such that for any $\alpha \in R \setminus R^{im}, \quad \langle \alpha, b_p \rangle \neq 0$. Therefore, $\text{ad}(b_p)$ acts as an automorphism of $t, c$ that exchanges the corresponding $\mathfrak{p}$ and $\mathfrak{t}$ parts, and commutes with $\text{Ad}(k^{-1})$.

By (3.28), we obtain
$$h_p^\perp = i_p \oplus t_p \oplus c_p. \tag{3.33}$$

Using the results we already established and (3.33), we obtain (3.32). The proof of our proposition is complete. \hfill $\square$

3.5 A positive root system

Let $\mathfrak{h}$ be a $\theta$-stable Cartan subalgebra, and let $R$ denote the corresponding root system. Let $R_+ \subset R$ be a positive root system. Set
$$R_+^{re} = R_+ \cap R^{re}, \quad R_+^{im} = R_+ \cap R^{im}, \quad R_+^{c} = R_+ \cap R^{c}, \tag{3.34}$$

so that
$$R_+ = R_+^{re} \cup R_+^{im} \cup R_+^{c}. \tag{3.35}$$

In the whole paper, we choose $R_+$ such that $-\theta$ preserves $R_+ \setminus R_+^{im}$. Equivalently, we assume that if $\alpha \in R_+ \setminus R_+^{im}$, then $\bar{\alpha} \in R_+$. 1207
Let us explain how to do this. If $\alpha \in R \setminus R_{\text{adm}}$, the vanishing locus of $\alpha$ in $\mathfrak{h}_p$ is a hyperplane, and so there is $b_p \in \mathfrak{h}_p, |b_p| = 1$ such that for any $\alpha \in R \setminus R_{\text{adm}}, \langle \alpha, b_p \rangle \neq 0$. The same argument shows that there is $b_\ell \in \mathfrak{h}_\ell, |b_\ell| = 1$ such that for $\alpha \in R \setminus R_{\text{adm}}, \langle \alpha, b_\ell \rangle \neq 0$. For $\epsilon > 0$, $b_\pm = \pm b_+ + i b_0 \in \mathfrak{h}_p \oplus i \mathfrak{h}_\ell$, and $\theta$ interchanges $b_+$ and $b_-$. Also for $\epsilon > 0$ small enough, for $\alpha \in R$, the real numbers $\langle \alpha, b_\pm \rangle$ do not vanish, and if $\alpha \in R \setminus R_{\text{adm}}$, they have opposite signs. Put

$$R_+ = \{ \alpha \in R, \langle \alpha, b_+ \rangle > 0 \}.$$  \hfill (3.36)

Then $R_+$ is a positive root system such that $-\theta$ preserves $R_+ \setminus R_{\text{adm}}$.

Note that $-\theta$ acts without fixed points on $R_+$, so that $|R_+|$ is even.

**Definition 3.9.** Put

$$c_{+,C} = \bigoplus_{\alpha \in R_+^c} g_\alpha, \quad c_{-,C} = \bigoplus_{\alpha \in -R_+^c} g_\alpha.$$  \hfill (3.37)

**Proposition 3.10.** The vector spaces $c_{+,C}$ and $c_{-,C}$ are the complexifications of real Lie subalgebras $c_+$ and $c_-$ of $g$, which have the same even dimension, and are such that

$$c = c_+ \oplus c_-, \quad c_- = \theta c_+.$$  \hfill (3.38)

In addition, $B$ vanishes on $c_+, c_-$ and induces the identification,

$$c_- \simeq c_+^*.$$  \hfill (3.39)

The projections on $p$ and $\ell$ map $c_\pm$ into $c_p$ and $c_\ell$ isomorphically. Finally, the actions of $H \cap K$ on $c_+, c_-, c_p$, and $c_\ell$ are equivalent.

**Proof.** By Proposition 3.2, $c_{+,C}$ and $c_{-,C}$ are stable by conjugation, and so they are complexifications of real vector spaces $c_+, c_-$. The fact that these are Lie subalgebras is obvious. As $|R_+|$ is even, these vector spaces are even-dimensional, and also they have the same dimension. By Proposition 3.2, $\theta$ induces an isomorphism of $c_+$ into $c_-$. Using the considerations that follow (3.9), we find that $B$ vanishes on $c_+$ and $c_-$, and we obtain (3.39). By Proposition 3.8, $c_+, c_-, c_p$, and $c_\ell$ have the same even dimension. The projections on $p$ and $\ell$ are given by $\frac{1}{2}(1 \mp \theta)$, respectively. As $\theta$ exchanges $c_+$ and $c_-$, they restrict to isomorphisms on $c_+$ and $c_-$. By Proposition 3.8, we know that the actions $H \cap K$ on $c_p$ and $c_\ell$ are equivalent. As the adjoint action of $H \cap K$ commutes with $\theta$, the corresponding representations of $H \cap K$ on these vector spaces are equivalent. The proof of our proposition is complete. \hfill \Box

If $f \in \mathfrak{h}$, then

$$\det \text{ ad}(f)_{\mathfrak{h}_+} = \prod_{\alpha \in R} \langle \alpha, f \rangle.$$  \hfill (3.40)

**Definition 3.11.** Let $\pi^{b,g} \in S'(\mathfrak{h}_C)$ be such that if $h \in \mathfrak{h}_C$, then

$$\pi^{b,g}(h) = \prod_{\alpha \in R_+} \langle \alpha, h \rangle.$$  \hfill (3.41)

By (3.40), if $f \in \mathfrak{h}$,

$$\det \text{ ad}(f)_{\mathfrak{h}_+} = \pi^{b,g}(f) \pi^{b,g}(-f).$$  \hfill (3.42)

In addition, $f \in \mathfrak{h}$ is regular if and only if $\pi^{b,g}(f) \neq 0$.

**Proposition 3.12.** The function $\pi^{b,g}$ vanishes identically on $\mathfrak{h}_f$ if and only if $\mathfrak{h}$ is not fundamental.
3.6 The case when $\mathfrak{h}$ is fundamental and the root system of $(\mathfrak{h}_\mathfrak{t}, \mathfrak{k})$

In this subsection, we assume that $\mathfrak{h}$ is a $\theta$-stable fundamental Cartan subalgebra of $\mathfrak{g}$. By Proposition 3.7 and by (3.18), we obtain

$$R^c = R \setminus R^{\text{im}}.$$  \hfill (3.43)

By Proposition 3.4, $\tau = 0$. By (3.28), we have the orthogonal splitting,

$$\mathfrak{h}_p \perp = i_p \oplus c_p, \quad \mathfrak{h}_p ^+ = i_t \oplus c_t.$$  \hfill (3.44)

In addition, $i_p, i_t$ have even dimension, $c_p, c_t$ have the same even dimension, and the action of $H \cap K$ on these last two vector spaces are conjugate.

The roots in $R$ do not vanish identically on $\mathfrak{h}_\mathfrak{t}$. We now reinforce the choice of positive roots made in §3.5. We may and will assume that $b_\mathfrak{t} \in \mathfrak{h}_\mathfrak{t}, |b_\mathfrak{t}| = 1$ has been chosen so that if $\alpha \in R$, $\langle \alpha, b_\mathfrak{t} \rangle \neq 0$.

As we saw in §3.5, $-\theta$ acts without fixed points on $R^c_\mathfrak{t}$. In addition, if $\alpha \in R^c_\mathfrak{t}, -\theta \alpha |_{\mathfrak{h}_\mathfrak{t}} = -\alpha |_{\mathfrak{h}_\mathfrak{t}}$, so that the nonzero real numbers $\langle \alpha, i b_\mathfrak{t} \rangle$ and $\langle -\theta \alpha, i b_\mathfrak{t} \rangle$ have opposite signs.

Set

$$R^{\text{im}}_{\mathfrak{t}e} = R^{\text{im}}_{\mathfrak{t}e} \cap R_+, \quad R^c_{\mathfrak{t}e} = \{ \alpha \in R^c_\mathfrak{t}, \langle \alpha, i b_\mathfrak{t} \rangle > 0 \}.$$  \hfill (3.45)

**Definition 3.13.** Let $R(\mathfrak{h}_\mathfrak{t}, \mathfrak{k})$ be the root system associated with the pair $(\mathfrak{h}_\mathfrak{t}, \mathfrak{k})$. If $R_+(\mathfrak{h}_\mathfrak{t}, \mathfrak{k})$ is a positive root system for $(\mathfrak{h}_\mathfrak{t}, \mathfrak{k})$, if $h_\mathfrak{t} \in \mathfrak{h}_\mathfrak{t} \mathfrak{c}$, but

$$\pi^{\mathfrak{h}_\mathfrak{t}, \mathfrak{k}}(h_\mathfrak{t}) = \prod_{\beta \in R_+(\mathfrak{h}_\mathfrak{t}, \mathfrak{k})} \langle \beta, h_\mathfrak{t} \rangle.$$  \hfill (3.46)

Then $[\pi^{\mathfrak{h}_\mathfrak{t}, \mathfrak{k}}(h_\mathfrak{t})]^2(h_\mathfrak{t})$ does not depend on the choice of $R_+(\mathfrak{h}_\mathfrak{t}, \mathfrak{k})$. The arguments above (3.45) show that if $h_\mathfrak{t} \in \mathfrak{h}_\mathfrak{t}$, then

$$\prod_{\alpha \in R^c_{\mathfrak{t}}} \langle \alpha, h_\mathfrak{t} \rangle \geq 0.$$  \hfill (3.47)

**Proposition 3.14.** The map $\alpha \in R^{\text{im}}_{\mathfrak{t}e} \cup R^c_{\mathfrak{t}e} \to \alpha |_{\mathfrak{h}_\mathfrak{t}}$ is injective, and gives the identification

$$R(\mathfrak{h}_\mathfrak{t}, \mathfrak{k}) = R^{\text{im}}_{\mathfrak{t}e} \cup R^c_{\mathfrak{t}e}.$$  \hfill (3.48)

A positive root system $R_+(\mathfrak{h}_\mathfrak{t}, \mathfrak{k})$ for $(\mathfrak{h}_\mathfrak{t}, \mathfrak{k})$ is given by

$$R_+(\mathfrak{h}_\mathfrak{t}, \mathfrak{k}) = R^{\text{im}}_{\mathfrak{t}e} \cup R^c_{\mathfrak{t}e}.$$  \hfill (3.49)

If $h_\mathfrak{t} \in \mathfrak{h}_\mathfrak{t} \mathfrak{c}$, then

$$[\pi^{\mathfrak{h}_\mathfrak{t}, \mathfrak{k}}(h_\mathfrak{t})]^2 = (-1)^{1/2|R^c_{\mathfrak{t}e}|} \left[ \prod_{\alpha \in R^{\text{im}}_{\mathfrak{t}e}} \langle \alpha, h_\mathfrak{t} \rangle \right]^2 \prod_{\alpha \in R^c_{\mathfrak{t}}} \langle \alpha, h_\mathfrak{t} \rangle.$$  \hfill (3.50)

**Proof.** By (3.28), we obtain

$$h^+_\mathfrak{t} = i_t \oplus c_t,$$  \hfill (3.51)

and the above splitting is preserved by $\mathfrak{h}_\mathfrak{t}$. The weights for this action on $i_t$ are given by $R^{\text{im}}_{\mathfrak{t}e}$. By Proposition 3.10, $c_t$ and $c_+$ are equivalent under the action of $\mathfrak{h}_\mathfrak{t}$. By the first equation in (3.37),
the weights for the action of $\mathfrak{h}_F$ on $\mathfrak{c}_+$. As the weights for the action of $\mathfrak{h}_F$ on $\mathfrak{c}_F$ are nonzero and of multiplicity 1, the map $\alpha \in R^+_F \cup R^-_F \to \alpha|_{\mathfrak{h}_F}$ gives the identification in (3.48). By (3.48), we obtain (3.49). Using (3.46) and the above results, we obtain (3.50). The proof of our proposition is complete. □

Remark 3.15. The results contained in Proposition 3.14 play an important role in the proof of the limit results of §8.1.

3.7 Cartan subgroups and regular elements

Assume that $\mathfrak{h}$ is $\theta$-stable. Then $\theta$ restricts to an involution of $H$, and (3.3) is the corresponding Cartan splitting of $\mathfrak{h}$. In addition, $B$ restricts to a $H$ and $\theta$ invariant symmetric nondegenerate bilinear form $B|_{\mathfrak{h}}$ on $\mathfrak{h}$, so that $H$ is a reductive subgroup of $G$.

We still assume $\mathfrak{h}$ to be $\theta$-stable. Let $Z_G(H) \subset G$ be the centralizer of $H$, and let $N_G(H) \subset G$ be its normalizer. Then $Z_G(H)$ is included in $H$, it is just the center $Z(H)$ of $H$. As in [Kna86, p. 131], the analytic Weyl group $W(H : G)$ is defined as the quotient

$$W(H : G) = N_G(H)/Z_G(H).$$

(3.52)

Put

$$Z_K(H) = Z_G(H) \cap K, \quad N_K(H) = N_G(H) \cap K.$$  

(3.53)

Then $N_K(H)/Z_K(H)$ embeds in $W(H : G)$. By [Kna86, p. 131], this embedding is an isomorphism, i.e.

$$W(H : G) = N_K(H)/Z_K(H).$$

(3.54)

By [Kna86, (5.6)], $W(H : G) \subset W(\mathfrak{h}_C : \mathfrak{g}_C)$.

By [Kna86, p. 130], an element $\gamma \in G$ is said to be regular if $Z(\gamma)$ is a Cartan subalgebra. If $H$ is the corresponding Cartan subgroup, then $\gamma \in H$. By [Kna86, Theorem 5.22], the set $G^{reg} \subset G$ of regular elements is open and conjugation invariant. More precisely, if $H_1, \ldots, H_\ell$ denotes the finite family of nonconjugate Cartan subgroups, by [Kna86, Theorem 5.22], $G^{reg}$ splits as the disjoint union of open sets

$$G^{reg} = \mathop{\bigcup}_{i=1}^{\ell} G^{reg}_{H_i},$$

(3.55)

where $G^{reg}_{H_i}$ denote the open set of elements of $G^{reg}$ that are conjugate to an element of $H_i$.

If $\gamma \in H$, $\text{Ad}(\gamma)$ acts on $\mathfrak{g}$ and fixes $\mathfrak{h}$. As $\text{Ad}(\gamma)$ preserves $B$, it also acts on $\mathfrak{h}_\perp$, so that $1 - \text{Ad}(\gamma)$ acts on $\mathfrak{h}_\perp^\perp$. Then $\gamma$ is regular if and only this endomorphism is invertible, i.e. $\det(1 - \text{Ad}(\gamma))|_{\mathfrak{h}_\perp} \neq 0$.

3.8 Cartan subgroups and semisimple elements

The following result is established in [Var77, Part I, §2.3, Theorem 4].

**Proposition 3.16.** A group element $\gamma \in G$ is semisimple if and only if it lies in a Cartan subgroup.

Let us give a direct classical proof of part of our proposition. Let $\mathfrak{h}$ be a $\theta$-stable Cartan subalgebra, and let $H$ be the corresponding Cartan subgroup. If $\gamma \in H$, then $\mathfrak{h} \subset Z(\gamma)$. Moreover, $\gamma$ can be written uniquely in the form

$$\gamma = e^a k^{-1}, \quad a \in \mathfrak{p}, k \in H.$$  

(3.56)
As $H$ is $\theta$-stable, $\gamma(\theta(\gamma))^{-1} \in H$, i.e. $e^{2\alpha} \in H$. By [Bis11, Proposition 3.2.8], $Z(e^{2\alpha}) = Z(a)$, so that $h \subset Z(a)$. As $h$ is a Cartan subalgebra, $a \in h_p$. Therefore, (3.56) can be rewritten in the form,

$$\gamma = e^{a_k}k^{-1}, \quad a \in h_p, \quad k \in H \cap K.$$  \hfill (3.57)

As $a \in h_p, k \in H$, then $\text{Ad}(k)a = a$, which guarantees that $\gamma$ is semisimple in $G$.

Let $h \subset g$ be a Cartan subalgebra, and let $H \subset G$ be the associated Cartan subgroup. If $\gamma \in H$, then $h \subset h(\gamma)$, so that $h$ is a Cartan subalgebra of $h(\gamma)$. In particular, $G$ and $Z^0(\gamma)$ have the same complex rank.

**Proposition 3.17.** Any $\theta$-stable Cartan subalgebra $h_0$ of $h(\gamma)$ is also a Cartan subalgebra of $g$.

**Proof.** As we saw in § 2.2, $Z^0(\gamma)$ is a connected reductive group and $\theta$ induces on $Z^0(\gamma)$ a corresponding Cartan involution. As $h_0$ is commutative and $\theta$-stable, and because its action on $g$ preserves $B$, it acts on $g$ by semisimple endomorphisms of $g$. As $G$ and $Z^0(\gamma)$ have the same complex rank, $h_0$ is a Cartan subalgebra of $g$. The proof of our proposition is complete. \hfill $\square$

### 3.9 Root systems and their characters

Let $h \subset g$ be a $\theta$-stable Cartan subalgebra. We use the notation of the previous subsections.

Take $\gamma \in H$. As we saw after Proposition 3.16, if $\gamma \in H$, we can write $\gamma$ uniquely in the form

$$\gamma = e^{a_k}k^{-1}, \quad a \in h_p, \quad k \in H \cap K,$$  \hfill (3.58)

so that

$$\text{Ad}(k)a = a.$$  \hfill (3.59)

Let $R(\gamma), R(a)$ be the root systems associated with $(h, h(\gamma)), (h, h(a))$. We will denote with extra subscripts the corresponding real, imaginary, and complex roots. Note that

$$R^\text{im} \subset R(a).$$  \hfill (3.60)

**Theorem 3.18.** If $\gamma \in H$, for any $\alpha \in R$, $\text{Ad}(\gamma)$ preserves the 1-dimensional complex line $g_\alpha$. For every $\alpha \in R$, there is a character $\xi_\alpha : H \to \mathbb{C}^*$ such that $\text{Ad}(\gamma)$ acts on $g_\alpha$ by multiplication by $\xi_\alpha(\gamma)$. If $\alpha \in R$,

$$\xi_\alpha \xi_{-\alpha} = 1.$$  \hfill (3.61)

If $\alpha \in R$, if $f \in h, k \in H \cap K$, then

$$\xi_\alpha(e^f) = e^{(\alpha,f)}, \quad |\xi_\alpha(k)| = 1.$$  \hfill (3.62)

In particular, if $\gamma \in H$ is taken as in (3.58), then

$$\xi_\alpha(\gamma) = e^{(\alpha,\gamma)}\xi_\alpha(k^{-1}), \quad \xi_{-\alpha}(\gamma) = \overline{\xi_\alpha(\gamma)}.$$  \hfill (3.63)

If $\alpha \in R^\text{re}$, then $\xi_\alpha(\gamma) \in \mathbb{R}^*$, if $\alpha \in R^\text{im}$, then $|\xi_\alpha(\gamma)| = 1$. If $\alpha \in R^\text{re}$, the restriction of $\xi_\alpha$ to $H \cap K$ takes its values in $\{-1, +1\}$.

In addition,

$$\det(1 - \text{Ad}(\gamma))_{h_|} \equiv \prod_{\alpha \in R} (1 - \xi_\alpha(\gamma)),$$  \hfill (3.64)

and $\gamma$ is regular if and only if for any $\alpha \in R$, $\xi_\alpha(\gamma) \neq 1$. 
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The following identities hold:
\[ R(\gamma) = \{ \alpha \in R, \xi_\alpha(\gamma) = 1 \}, \quad R(a) = \{ \alpha \in R, \langle \alpha, a \rangle = 0 \}, \]
\[ R^{\text{re}}(\gamma) = R(\gamma) \cap R^{\text{re}}, \quad R^{\text{im}}(\gamma) = R(\gamma) \cap R^{\text{im}}, \quad R^c(\gamma) = R(\gamma) \cap R^c, \]
\[ R^{\text{re}}(a) = R(a) \cap R^{\text{re}}, \quad R^{\text{im}}(a) = R^{\text{im}}, \quad R^c(a) = R(a) \cap R^c. \quad (3.65) \]

In addition, \( R_+(\gamma) = R(\gamma) \cap R_+ \) and \( R_+(a) = R(a) \cap R_+ \) are positive root systems for \((\mathfrak{h}, \mathfrak{z}(\gamma))\) and \((\mathfrak{h}, \mathfrak{z}(a))\).

**Proof.** If \( \gamma \in H \), then \( \text{Ad}(\gamma) \) fixes \( \mathfrak{h} \), and so if \( h \in \mathfrak{h} \), we have the commutation relation in \( \text{End}(\mathfrak{g}) \),
\[ [\text{Ad}(\gamma), \text{ad}(h)] = 0. \quad (3.66) \]

By (3.7) and (3.66), we deduce that for any \( \alpha \in R \), \( \text{Ad}(\gamma) \) preserves \( \mathfrak{g}_\alpha \). As \( \mathfrak{g}_\alpha \) is a complex line, \( H \) acts on \( \mathfrak{g}_\alpha \) via a character \( \xi_\alpha \).

As \( \text{Ad}(\gamma) \) preserves \( B \), if \( f, f' \in \mathfrak{g}_C \), we obtain
\[ B(\text{Ad}(\gamma)f, f') = B(f, \text{Ad}(\gamma)^{-1}f'). \quad (3.67) \]

Take \( \alpha \in R \). By (3.67), if \( f \in \mathfrak{g}_\alpha \) and \( f' \in \mathfrak{g}_{-\alpha} \), then
\[ \xi_\alpha(\gamma)B(f, f') = \xi_{-\alpha}(\gamma)B(f, f'). \quad (3.68) \]

As we saw in §3.3, if \( \alpha \in R \), the pairing between \( \mathfrak{g}_\alpha \) and \( \mathfrak{g}_{-\alpha} \) via \( B \) is nondegenerate. By (3.68), we obtain (3.61).

The first equation in (3.62) is trivial. As \( \xi_\alpha \) restricts to a character of the compact group \( H \cap K \), we obtain the second equation in (3.62). The first equation in (3.63) follows from the previous considerations. As \( \theta(\gamma) = e^{-\kappa k^{-1}} \), and because by (3.11) \( \theta \) maps \( \mathfrak{g}_\alpha \) into \( \mathfrak{g}_{\theta \alpha} \), we obtain the second equation in (3.63). From this second equation, we deduce that if \( \alpha \in R^{\text{re}} \), then \( \xi_\alpha(\gamma) \) is real, and if \( \alpha \in R^{\text{im}} \), then \( |\xi_\alpha(\gamma)| = 1 \). If \( \gamma \in H \cap K \) and \( \alpha \in R^{\text{re}} \), we know that \( \xi_\alpha(\gamma) \in \mathbb{R}^* \) and \( |\xi_\alpha(\gamma)| = 1 \), so that \( \xi_\alpha(\gamma) = \pm 1 \).

Equations (3.64) and (3.65) are trivial. By (3.64), \( \gamma \) is regular if and only if for \( \alpha \in R \), \( \xi_\alpha(\gamma) \neq 1 \).

Now we proceed as in [BL99, Theorem 1.38]. If \( \kappa \subset \mathfrak{h} \) is a positive Weyl chamber for \((\mathfrak{h}, \mathfrak{g})\), the forms in \( R \) do not vanish on \( \kappa \), so that \( \kappa \) is included in a \( \mathfrak{z}(\gamma) \) Weyl chamber. It follows that \( R(\gamma) \cap R_+ \) is a positive root system on \((\mathfrak{h}, \mathfrak{z}(\gamma))\). The same argument is valid for \( R(a) \). The proof of our theorem is complete. \( \square \)

### 3.10 Real roots, imaginary roots, and semisimple elements

We still take \( \gamma \) as in §3.9. When taking the intersection of \( i, \mathfrak{r}, \text{ and } \mathfrak{c} \) with \( \mathfrak{z}(\gamma) \), \( \mathfrak{z}(a) \), and \( \mathfrak{z}(k) \), this will be indicated with a parenthesis containing the corresponding argument. The intersection with \( \mathfrak{z}^\perp(\gamma) \), \( \mathfrak{z}^\perp(a) \), and \( \mathfrak{z}^\perp(k) \) are denoted with an extra \( \perp \). These vector spaces also have a \( \mathfrak{p} \) and a \( \mathfrak{k} \) component.

By construction,
\[ R^{\text{im}}(\gamma) = R^{\text{im}}(k). \quad (3.69) \]

As in (3.25) and (3.26), we obtain
\[ R^{\text{im}}(\gamma) = R^{\text{im}}(\gamma) \cup R^{\text{im}}(k), \quad R^{\text{im}}(k) = R^{\text{im}}(k) \cup R^{\text{im}}(k). \quad (3.70) \]

To make the notation simpler, in (3.70), we did not use instead the notation \( \mathfrak{p}(\gamma), \mathfrak{k}(\gamma), \mathfrak{p}(k), \) and \( \mathfrak{k}(k) \).
Proposition 3.19. The following identities hold:

\[ i \subset \mathfrak{z}(a), \quad i(\gamma) = i(k), \quad i^\perp(k) \subset \mathfrak{z}_0^+(\gamma). \]  
(3.71)

In addition,

\[ i(k) = \bigoplus_{\alpha \in R^m(k)} \mathfrak{g}_\alpha, \quad i^\perp(k) = \bigoplus_{\alpha \in R^m \setminus R^m(k)} \mathfrak{g}_\alpha. \]  
(3.72)

Moreover,

\[ \mathfrak{z}(a) = \mathfrak{h}_C \bigoplus \bigoplus_{\alpha \in R(a)} \mathfrak{g}_\alpha, \]
\[ \mathfrak{z}(a) \subset \mathfrak{r}_C \bigoplus \mathfrak{c}, \]
\[ \mathfrak{z}(a) = \bigoplus_{\alpha \in R \setminus R(a)} \mathfrak{g}_\alpha. \]  
(3.73)

If \( \gamma \) is regular, then

\[ i(k) = 0. \]  
(3.74)

Proof. By the first identity in (3.21), because \( a \in \mathfrak{h}_p \), we obtain the first identity in (3.71). Combining the third identity in (2.20) with this first identity, we obtain the second identity in (3.71). The third identity in (3.71) is a consequence of the first two. By (3.7) and (3.23), we obtain (3.72) and the first and the third equations in (3.73), the second equation being a consequence of the first equation in (3.71). In addition, \( \gamma \) is regular if and only if \( \mathfrak{z}(\gamma) = \mathfrak{h}_C \). As \( \mathfrak{h} \cap i = 0 \), by the second identity in (3.71), we obtain (3.74). The proof of our proposition is complete. \( \square \)

3.11 Cartan subalgebras and differential operators

Let \( \mathfrak{h} \) be a \( \theta \)-stable Cartan subalgebra. There is a natural projection \( \mathfrak{g}^* \rightarrow \mathfrak{h}^* \).

By (3.5), there is a well-defined projection \( \mathfrak{g} \rightarrow \mathfrak{h} \). To the splitting (3.5) corresponds the dual splitting

\[ \mathfrak{g}^* = \mathfrak{h}^* \oplus \mathfrak{h}^*_{\perp}. \]  
(3.75)

The projections \( S^*(\mathfrak{g}^*) \rightarrow S^*(\mathfrak{h}^*) \) and \( S^*(\mathfrak{g}) \rightarrow S^*(\mathfrak{h}) \) associated with (3.5) and (3.75) are just the restriction \( r \) of polynomials on \( \mathfrak{g} \) to \( \mathfrak{h} \), or of polynomials on \( \mathfrak{g}^* \) to \( \mathfrak{h}^* \).

The Lie algebra \( \mathfrak{g} \) acts as an algebra of derivations on \( S^*(\mathfrak{g}^*) \).

Definition 3.20. Let \( I^*(\mathfrak{g}^*) \subset S^*(\mathfrak{g}^*) \) be the algebra of invariant elements in \( S^*(\mathfrak{g}^*) \), i.e. the algebra of the elements of \( S^*(\mathfrak{g}^*) \) on which the derivations associated with \( \mathfrak{g} \) vanish. Let \( I^*(\mathfrak{h}_C: \mathfrak{g}_C^*) \) be the algebra of \( W(\mathfrak{h}_C: \mathfrak{g}_C^*) \)-invariant elements in \( S^*(\mathfrak{h}_C^*) \).

Recall that

\[ S^*(\mathfrak{h}_C^*) = S^*(\mathfrak{h}^*)_{\mathfrak{C}}. \]  
(3.76)

In particular \( S^*(\mathfrak{h}_C^*) \) is equipped with a natural conjugation.

Proposition 3.21. The algebra \( I^*(\mathfrak{h}_C^*, \mathfrak{g}_C^*) \) is preserved under complex conjugation. There is a real algebra \( I^*(\mathfrak{h}^*, \mathfrak{g}^*) \subset S^*(\mathfrak{h}^*) \) such that

\[ I(\mathfrak{h}_C^*, \mathfrak{g}_C^*) = I(\mathfrak{h}^*, \mathfrak{g}^*)_{\mathfrak{C}}. \]  
(3.77)

The map \( r : S^*(\mathfrak{g}^*) \rightarrow S^*(\mathfrak{h}^*) \) induces the canonical isomorphism

\[ r : I(\mathfrak{g}^*) \simeq I(\mathfrak{h}^*, \mathfrak{g}^*). \]  
(3.78)
Proof. By Proposition 3.1, \( W(\mathfrak{h}_C : \mathfrak{g}_C) \) is preserved by conjugation. Therefore, \( I(\mathfrak{h}_C^*, \mathfrak{g}_C^*) \) is preserved by conjugation, which gives (3.77). From the obvious isomorphism

\[
r : I(\mathfrak{g}_C^*) \rightarrow I(\mathfrak{h}_C^*, \mathfrak{g}_C^*),
\]

we obtain (3.78). The proof of our proposition is complete. \( \square \)

What we did for \( \mathfrak{g}^* \) can also be done for \( \mathfrak{g} \). The same argument as in (3.78) leads to the identification

\[
r : I(\mathfrak{g}) \simeq I(\mathfrak{h}, \mathfrak{g}).
\]

As we saw in §3.1, \( \mathfrak{g}^* \) can be identified with the algebra \( D(\mathfrak{g}) \) of real differential operators on \( \mathfrak{g} \) with constant coefficients, so that \( I(\mathfrak{g}) \) is identified with the algebra \( D_I(\mathfrak{g}) \) of real differential operators with constant coefficients on \( \mathfrak{g} \) which commute with the above \( \mathfrak{g} \)-derivations. Similarly, \( I(\mathfrak{h}, \mathfrak{g}) \) can be identified with the algebra \( D_I(\mathfrak{h}, \mathfrak{g}) \) of real differential operators on \( \mathfrak{h} \) with constant coefficients that are \( W(\mathfrak{h}_C : \mathfrak{g}_C) \)-invariant.

Let \( R_+ \subset R \) be a positive root system as in §3.5. Recall that the associated polynomial \( \pi^{\mathfrak{h}, \mathfrak{g}} \in S(\mathfrak{h}_C^*) \) was defined in (3.41). If \( A \in I(\mathfrak{g}) = D_I(\mathfrak{g}) \), if \( f \in I(\mathfrak{g}^*) \), then \( Af \in I(\mathfrak{g}^*) \), so that \( r(Af) \in I(\mathfrak{g}^*, \mathfrak{g}^*) \). In addition, \( r(A) \in I(\mathfrak{h}, \mathfrak{g}) = D_I(\mathfrak{h}, \mathfrak{g}) \). By [Har57a, Lemmas 6 and 8], if \( f \in I(\mathfrak{g}^*) \),

\[
r(Af) = \frac{1}{\pi^{\mathfrak{h}, \mathfrak{g}}}r(A)\pi^{\mathfrak{h}, \mathfrak{g}}r f.
\]

Let \( C^\infty(\mathfrak{g}, \mathbb{R}) \) be the vector space of smooth real functions on \( \mathfrak{g} \) that vanish under the above \( \mathfrak{g} \)-derivations. Then (3.81) extends to \( f \in C^\infty(\mathfrak{g}, \mathbb{R}) \).

4. Root systems and the function \( \mathcal{J}_\gamma \)

The purpose of this Section is to give a drastically simplified version of the function \( \mathcal{J}_\gamma(Y_0^\mathfrak{g}) \) introduced in Definition 2.6. This is done in Theorem 4.7 by expressing this function in terms of a positive root system. Imaginary roots play an essential role in this expression. In particular, the function \( \mathcal{L}_\gamma \) introduced in Definition 2.5 turns out not to depend on \( a \).

This section is organized as follows. In §4.1, if \( \mathfrak{h} \) is a \( \theta \)-stable Cartan subalgebra and \( H \) is the corresponding Cartan subgroup, if \( \gamma \in H \), we give explicit formulas for the determinant of \( 1 - \text{Ad}(\gamma) \) on various subspaces in terms of a positive root system. In §4.2, we establish our formula for \( \mathcal{J}_\gamma(Y_0^\mathfrak{g}) \) using the root system.

We use the assumptions and the notation of §3.

4.1 The determinant of \( 1 - \text{Ad}(\gamma) \)

Let \( \mathfrak{h} \subset \mathfrak{g} \) be a \( \theta \)-stable Cartan subalgebra, and let \( H \subset G \) be the corresponding Cartan subgroup. Put

\[
\mathfrak{h}_\perp^\perp = \bigoplus_{\alpha \in R_+} \mathfrak{g}_\alpha, \quad \mathfrak{h}_\perp^\perp = \bigoplus_{\alpha \in R_+} \mathfrak{g}_{-\alpha}.
\]

By (3.10), we obtain

\[
\mathfrak{h}_C^* = \mathfrak{h}_\perp^\perp \oplus \mathfrak{h}_\perp^\perp.
\]

Let \( \gamma \in H \) be written as in (3.58). By Theorem 3.18, we obtain

\[
det \text{Ad}(\gamma)|_{\mathfrak{h}_\perp^\perp} = \prod_{\alpha \in R_+} \xi_\alpha(\gamma).
\]
Orbital integrals and center of enveloping algebra

We write (4.3) in the form

\[
\det \text{Ad}(\gamma)|_{b^+_+} = \prod_{\alpha \in R^+_+} \xi_{a}(\gamma) \prod_{\alpha \in R^e_+} \xi_{\alpha}(\gamma) \prod_{\alpha \in R^m_+} \xi_{\alpha}(\gamma). \quad (4.4)
\]

By the considerations we made in \S 3.5, \(-\theta\) acts without fixed points on \(R^+_c\). By Theorem 3.18, in the right-hand side of (4.4), the first term is positive, the second is a product of nonzero real numbers, and the third term is a product of complex numbers of module 1.

If \(\alpha \in R^+_c\), we choose a square root \(\xi^{1/2}_{\alpha}(k^{-1})\) of \(\xi_{\alpha}(k^{-1})\). In view of the second identity in (3.63), if \(\alpha \in R^+_c\), we may and we will assume that

\[
\xi^{1/2}_{-\theta \alpha}(\gamma) = \xi^{1/2}_{\alpha}(\gamma). \quad (4.5)
\]

For \(\alpha \in R^+_c\), we choose the square root \(\xi^{1/2}_{\alpha}(\gamma)\) so that

\[
\xi^{1/2}_{-\theta \alpha}(\gamma) = e^{(\alpha,\alpha)/2} \xi^{1/2}_{\alpha}(k^{-1}). \quad (4.6)
\]

By (4.5) and (4.6), if \(\alpha \in R^+_c\), then

\[
\xi^{1/2}_{-\theta \alpha}(\gamma) = \xi^{1/2}_{\alpha}(\gamma). \quad (4.7)
\]

A square root of \(\det \text{Ad}(\gamma)|_{b^+_+}\) in (4.3) is given by

\[
\det \text{Ad}(\gamma)|_{b^+_+}^{1/2} = \prod_{\alpha \in R^+_e} \xi^{1/2}_{\alpha}(\gamma). \quad (4.8)
\]

By proceeding as in (4.4), we can rewrite (4.8) in the form

\[
\det \text{Ad}(\gamma)|_{b^+_+}^{1/2} = \prod_{\alpha \in R^+_e} \xi^{1/2}_{\alpha}(\gamma) \prod_{\alpha \in R^e_+} \xi^{1/2}_{\alpha}(\gamma) \prod_{\alpha \in R^m_+} \xi^{1/2}_{\alpha}(\gamma). \quad (4.9)
\]

Using (4.6) and (4.7), we find that the first product in the right-hand side of (4.9) is positive, the second product is either a nonzero real number, or the product of \(\sqrt{-1}\) by a nonzero real number, and the third product is of module 1.

**Definition 4.1.** Put

\[
\epsilon_{D}(\gamma) = \text{sgn} \prod_{\alpha \in R^e_+ \setminus R^e_+ (\gamma)} (1 - \xi^{-1}_{\alpha}(\gamma)). \quad (4.10)
\]

If \(\alpha \in R^e\), by Theorem 3.18, then \(\xi_{\alpha}(k^{-1}) = \pm 1\).

**Proposition 4.2.** The following identity holds:

\[
\epsilon_{D}(\gamma) = \text{sgn} \prod_{\alpha \in R^e_+ \setminus R^e_+ (\gamma)} (1 - \xi^{-1}_{\alpha}(\gamma)). \quad (4.11)
\]

**Proof.** If \(\alpha \in R_+(a)\), by (3.63), \(\xi_{\alpha}(\gamma) = \xi_{\alpha}(k^{-1})\). If \(\alpha \notin R(\gamma)\), by (3.65), \(\xi_{\alpha}(\gamma) \neq 1\). By Theorem 3.18, if \(\alpha \in R^e_+(a) \setminus R^e_+(\gamma)\), we have \(\xi_{\alpha}(\gamma) = -1\), so that \(1 - \xi^{-1}_{\alpha}(\gamma) = 2\). This completes the proof of our proposition. \(\square\)
Theorem 4.3. The following identities hold:

\[
\det(1 - \Ad(\gamma))|_{\mathfrak{z}^+(a)} = (-1)^{|R_+ \setminus R_+^c(a)|} \prod_{\alpha \in R_+ \setminus R_+^c(a)} (\xi_{\alpha}^{1/2}(\gamma) - \xi_{\alpha}^{-1/2}(\gamma))^2,
\]

\[
|\det(1 - \Ad(\gamma))|_{\mathfrak{z}^+(a)}|^{1/2} = \epsilon_D(\gamma) \prod_{\alpha \in R_+ \setminus R_+^c(a)} (\xi_{\alpha}^{1/2}(\gamma) - \xi_{\alpha}^{-1/2}(\gamma)) \prod_{\alpha \in R_+^c \setminus R_+^c(a)} \xi_{\alpha}^{-1/2}(k^{-1}),
\]

\[
\det(1 - \Ad(k^{-1}))|_{\mathfrak{z}^+(a)} = (-1)^{|R_+ \setminus R_+^c(a)|} \prod_{\alpha \in R_+ \setminus R_+^c(a)} (\xi_{\alpha}^{1/2}(\gamma) - \xi_{\alpha}^{-1/2}(\gamma))^2.
\]

(4.12)

Proof. Using Theorem 3.18 and the third identity in (3.73), we obtain

\[
\det(1 - \Ad(\gamma))|_{\mathfrak{z}^+(a)} = \prod_{\alpha \in R_+ \setminus R_+^c(a)} (1 - \xi_\alpha(\gamma))(1 - \xi_\alpha^{-1}(\gamma)),
\]

(4.13)

from which the first equation in (4.12) follows.

By proceeding as in §3.5, we find that \(-\theta\) acts on \(R_+ \setminus (R_+ \cup R_+^c)\) without fixed points, so that \(|R_+ \setminus (R_+ \cup R_+^c)|\) is even, and so

\[
(-1)^{|R_+ \setminus R_+^c(a)|} = (-1)^{|R_+^c \setminus R_+^c(a)|}.
\]

(4.14)

The same arguments also show that

\[
\prod_{\alpha \in R_+ \setminus (R_+ \cup R_+^c)} (\xi_{\alpha}^{1/2}(\gamma) - \xi_{\alpha}^{-1/2}(\gamma))
\]

(4.15)
is a positive number, and also that

\[
\prod_{\alpha \in R_+ \setminus (R_+ \cup R_+^c)} (1 - \xi_\alpha(\gamma))(1 - \xi_\alpha^{-1}(\gamma)) = \prod_{\alpha \in R_+ \setminus (R_+ \cup R_+^c)} (\xi_{\alpha}^{1/2}(\gamma) - \xi_{\alpha}^{-1/2}(\gamma))^2.
\]

(4.16)

Moreover, we have the identity of nonzero real numbers,

\[
\prod_{\alpha \in R_+^c \setminus R_+^c(a)} (1 - \xi_\alpha(\gamma))(1 - \xi_\alpha^{-1}(\gamma)) = (-1)^{|R_+^c \setminus R_+^c(a)|} \prod_{\alpha \in R_+^c \setminus R_+^c(a)} (1 - \xi_\alpha^{-1}(\gamma))^2 \xi_\alpha(\gamma).
\]

(4.17)

By Theorem 3.18, if \(\alpha \in R_+^c\), then

\[
\xi_\alpha(\gamma) = e^{(\alpha, a)} \xi_\alpha(k^{-1}), \quad \xi_\alpha(k^{-1}) = \pm 1.
\]

(4.18)

Using Proposition 4.2 and (4.17), we obtain

\[
\left| \prod_{\alpha \in R_+^c \setminus R_+^c(a)} (1 - \xi_\alpha(\gamma))(1 - \xi_\alpha^{-1}(\gamma)) \right|^{1/2} = \epsilon_D(\gamma) \prod_{\alpha \in R_+^c \setminus R_+^c(a)} (1 - \xi_\alpha^{-1}(\gamma)) e^{(\alpha, a)/2}.
\]

(4.19)

Equation (4.19) can be rewritten in the form

\[
\left| \prod_{\alpha \in R_+^c \setminus R_+^c(a)} (1 - \xi_\alpha(\gamma))(1 - \xi_\alpha^{-1}(\gamma)) \right|^{1/2} = \epsilon_D(\gamma) \prod_{\alpha \in R_+^c \setminus R_+^c(a)} (\xi_{\alpha}^{1/2}(\gamma) - \xi_{\alpha}^{-1/2}(\gamma)) \prod_{\alpha \in R_+^c \setminus R_+^c(a)} \xi_{\alpha}^{-1/2}(k^{-1}).
\]

(4.20)

By (4.13)–(4.20), we obtain the second identity in (4.12).
As on $\mathfrak{z}^\perp(\gamma)$, $\text{Ad}(\gamma)$ acts like $\text{Ad}(k^{-1})$, the proof of the third identity in (4.12) is the same as the proof of the first identity, which completes the proof of our theorem. \qed

**Remark 4.4.** By the first two equations in (4.12), we deduce that
\[
\text{sgn det}(1 - \text{Ad}(\gamma))|_{\mathfrak{z}^\perp(a)} = (-1)^{|\mathfrak{R}_+ \setminus \mathfrak{R}_+(a)|} \prod_{\alpha \in R_+ \setminus (\mathfrak{R}_+ \cup \mathfrak{R}_+^\text{re})}(\xi_\alpha^{-1}(k^{-1})). \tag{4.21}
\]

In addition,
\[
|R_+ \setminus \mathfrak{R}_+(a)| = \dim \mathfrak{p}^\perp(a). \tag{4.22}
\]

Using (4.22), we can rewrite (4.21) in the form
\[
\text{sgn det}(1 - \text{Ad}(\gamma))|_{\mathfrak{z}^\perp(a)} = (-1)^{\dim \mathfrak{p}^\perp(a)} \det \text{Ad}(k)|_{\mathfrak{p}^\perp(a)}. \tag{4.23}
\]

Using Proposition 3.8, we obtain
\[
\det \text{Ad}(k)|_{\mathfrak{p}^\perp(a)} = \det \text{Ad}(k)|_{\mathfrak{p}^+(a)}. \tag{4.24}
\]

By (4.23), (4.24), we obtain
\[
\text{sgn det}(1 - \text{Ad}(\gamma))|_{\mathfrak{z}^\perp(a)} = (-1)^{\dim \mathfrak{p}^\perp(a)} \det \text{Ad}(k)|_{\mathfrak{p}^+(a)}, \tag{4.25}
\]
a result already established in \cite[Proposition 5.4.1]{Bis11}.

Let $\mathfrak{i}^\perp$ be the orthogonal space to $\mathfrak{i}$ in $\mathfrak{h}^\perp$. By (2.20), $\mathfrak{z}(\gamma) \subset \mathfrak{z}(a)$, and by (3.71), $\mathfrak{i} \subset \mathfrak{z}(a)$. Therefore,
\[
\mathfrak{z}^\perp(a) \subset \mathfrak{z}^\perp(\gamma) \cap \mathfrak{i}^\perp. \tag{4.26}
\]

Similarly, we have the inclusion
\[
R_+(\gamma) \cup R_+^\text{im} \subset R_+(a). \tag{4.27}
\]

**Theorem 4.5.** The following identities hold:
\[
\det(1 - \text{Ad}(\gamma))|_{\mathfrak{z}^\perp(\gamma) \cap \mathfrak{i}^\perp} = (-1)^{|R_+ \setminus (R_+(\gamma) \cup R_+^\text{re})|} \prod_{\alpha \in R_+ \setminus (R_+(\gamma) \cup R_+^\text{re})}(\xi_\alpha^{1/2}(\gamma) - \xi_\alpha^{-1/2}(\gamma))^2, \tag{4.28}
\]
\[
|\det(1 - \text{Ad}(\gamma))|_{\mathfrak{z}^\perp(\gamma) \cap \mathfrak{i}^\perp}|^{1/2} = \epsilon_D(\gamma) \prod_{\alpha \in R_+ \setminus (R_+(\gamma) \cup R_+^\text{re})}(\xi_\alpha^{1/2}(\gamma) - \xi_\alpha^{-1/2}(\gamma)) \prod_{\alpha \in R_+^\text{re} \setminus R_+(\gamma)} \xi_\alpha^{-1/2}(k^{-1}). \tag{4.29}
\]

**Proof.** The proof of the first identity in (4.28) is the same as the proof of the first identity in (4.12) that was given in Theorem 4.3. Instead of (4.14), we obtain
\[
(-1)^{|R_+ \setminus (R_+(\gamma) \cup R_+^\text{re})|} = (-1)^{|R_+^\text{re} \setminus R_+(\gamma)|}. \tag{4.29}
\]

If in (4.15), we replace $R_+ \setminus (R_+(a) \cup R_+^\text{re})$ by $R_+ \setminus (R_+(\gamma) \cup R_+^\text{re} \cup R_+^\text{im})$, the conclusions remain valid. Similarly, (4.17) and (4.19) remain valid when replacing $R_+^\text{re} \setminus R_+(a)$ by $R_+^\text{re} \setminus R_+(\gamma)$. This completes the proof of our theorem. \qed

**4.2 Evaluation of the function $\mathcal{J}_\gamma$ on $i\mathfrak{h}$**

Let $\mathfrak{h} \subset \mathfrak{g}$ be a $\theta$-stable Cartan subalgebra. Take $\gamma \in H$. Then $\mathfrak{h} \subset \mathfrak{z}(\gamma)$. By Proposition 3.16, $\gamma$ is semisimple. In particular, $\mathfrak{h} \subset \mathfrak{t}(\gamma)$, so that functions defined on $i\mathfrak{t}(\gamma)$ restrict to functions on $i\mathfrak{h}$.

Recall that the function $\mathcal{L}_\gamma(Y^\mathfrak{t}_0)$, $\mathcal{M}_\gamma(Y^\mathfrak{t}_0)$ on $i\mathfrak{t}(\gamma)$ were defined in Definition 2.5.
We use here the notation and results of §3.10 and, in particular, the results of Proposition 3.19. In particular, by this proposition, \( i(\gamma) = i(k) \).

**Definition 4.6.** If \( h_t \in i\mathfrak{h}_t \), put

\[
\mathcal{L}_k^{-1}(h_t) = \frac{\det(1 - \text{Ad}(k^{-1}e^{-ht}))|_{i^+(k)}}{\det(1 - \text{Ad}(k^{-1}e^{-ht}))|_{i^+(k)}}. \tag{4.30}
\]

Like the function \( \mathcal{J}_\gamma(Y_0^t) \) in (2.68), the function \( \mathcal{L}_k^{-1}(h_t) \) is a smooth function of \( h_t \), which verifies estimates similar to (2.77). Exactly the same arguments as in \([\text{Bis}11, \S\ 5.5]\) and after (2.65) show that there is an unambiguously defined square root

\[
\mathcal{M}_{k^{-1}}(h_t) = \left[ \frac{1}{\det(1 - \text{Ad}(k^{-1}))|_{i^+(k)}} \mathcal{L}_k^{-1}(h_t) \right]^{1/2}. \tag{4.31}
\]

This square root is positive for \( h_t = 0 \).

**Theorem 4.7.** If \( h_t \in i\mathfrak{h}_t \), then

\[
\frac{\hat{A}(\text{ad}(h_t))|_{p(\gamma)}}{\hat{A}(\text{ad}(h_t))|_{t(\gamma)}} = \frac{\hat{A}(\text{ad}(h_t))|_{p(k)}}{\hat{A}(\text{ad}(h_t))|_{t(k)}}, \tag{4.32}
\]

\[
\mathcal{L}_\gamma(h_t) = \mathcal{L}_k^{-1}(h_t).
\]

In particular, \( \mathcal{L}_\gamma(h_t) \) does not depend on \( a \).

If \( h_t \in i\mathfrak{h}_t \), we have the identity,

\[
\mathcal{J}_\gamma(h_t) = \frac{1}{\det(1 - \text{Ad}(\gamma))|_{i^+(\gamma) \cap i^\perp}}^{1/2} \mathcal{L}_k^{-1}(h_t). \tag{4.33}
\]

This identity can be written in the form,

\[
\mathcal{J}_\gamma(h_t) = \frac{(-1)^{|\mathcal{R}_\gamma^\text{im}(k)|} e_D(\gamma)}{\prod_{\alpha \in \mathcal{R}_\gamma} \xi^{1/2}(\gamma)} \frac{\prod_{\alpha \in \mathcal{R}_\gamma} \hat{A}(\langle \alpha, h_t \rangle)}{\prod_{\alpha \in \mathcal{R}_\gamma} \xi^{1/2}(\gamma)} \frac{\prod_{\alpha \in \mathcal{R}_\gamma} \xi^{1/2}(k^{-1}e^{-ht})}{\prod_{\alpha \in \mathcal{R}_\gamma} \xi^{1/2}(k^{-1}e^{-ht})} \tag{4.34}
\]

\[
= \frac{\prod_{\alpha \in \mathcal{R}_\gamma} \xi^{1/2}(k^{-1}e^{-ht})}{\prod_{\alpha \in \mathcal{R}_\gamma} \xi^{1/2}(k^{-1}e^{-ht})} \frac{\prod_{\alpha \in \mathcal{R}_\gamma} \xi^{1/2}(k^{-1}e^{-ht})}{\prod_{\alpha \in \mathcal{R}_\gamma} \xi^{1/2}(k^{-1}e^{-ht})}.
\]

**Proof.** By (3.28), we obtain

\[
i^\perp = \mathfrak{r} \oplus \mathfrak{c}. \tag{4.35}
\]

In addition, \( i^\perp \) splits as

\[
i^\perp = i^\perp_p \oplus i^\perp_\mathfrak{r}. \tag{4.36}
\]

By Proposition 3.8, as representations of \( H \cap K, i^\perp_p \) and \( i^\perp_\mathfrak{r} \) are equivalent, so that (4.32) holds.

Observe that \( \det(1 - \text{Ad}(k^{-1}))|_{\mathfrak{k}^\perp(\gamma) \cap i^\perp} > 0 \), and so this number has a positive square root. Moreover,

\[
\det(1 - \text{Ad}(\gamma))|_{i^+(\gamma) \cap i^\perp} = \det(1 - \text{Ad}(\gamma))|_{\mathfrak{k}^\perp(\gamma) \cap i^\perp} \det(1 - \text{Ad}(k^{-1}))|_{\mathfrak{k}^\perp(\gamma) \cap i^\perp}. \tag{4.37}
\]

By (2.64), (2.65), (2.68), (4.32), and (4.37), we obtain (4.33).
Clearly,
\[
\hat{A}(\text{ad}(h_t)|_{\hat{p}(k)}) \prod_{\alpha \in R_{p,+}^\text{im}(k)} \hat{A}(\langle \alpha, h_t \rangle) = \prod_{\alpha \in R_{p,+}^\text{im}(k)} \hat{A}(\langle \alpha, h_t \rangle).
\] (4.38)

By proceeding as in the proof of the third identity in (4.12), we obtain
\[
det(1 - \text{Ad}(k^{-1}))|_{i+}(k) = (-1)^{|R_{p,+}^\text{im}|} \prod_{\alpha \in R_{p,+}^\text{im}(k)} (\xi_\alpha^{1/2}(k^{-1} - h_t - \xi_\alpha^{-1/2}(k^{-1})))^2.
\] (4.39)

The same argument shows that
\[
\mathcal{L}_{k^{-1}}(h_t) = (-1)^{|R_{p,+}^\text{im}|} \prod_{\alpha \in R_{p,+}^\text{im}(k)} (\xi_\alpha^{1/2}(k^{-1} - h_t - \xi_\alpha^{-1/2}(k^{-1})))^2.
\] (4.40)

By (4.39) and (4.40), and keeping in mind the fact that we take the properly positive square root in (4.31), we obtain
\[
\mathcal{M}_{k^{-1}}(h_t) = \frac{(-1)^{|R_{p,+}^\text{im}|} \prod_{\alpha \in R_{p,+}^\text{im}(k)} (\xi_\alpha^{1/2}(k^{-1} - h_t - \xi_\alpha^{-1/2}(k^{-1})))^2}{\prod_{\alpha \in R_{p,+}^\text{im}(k)} (\xi_\alpha^{1/2}(k^{-1} - h_t - \xi_\alpha^{-1/2}(k^{-1})))^2}.
\] (4.41)

In the first product on the right-hand side of (4.41), we may as well replace \( k^{-1} \) by \( \gamma \).

By combining the second identity in (4.28), (4.33), (4.38), and (4.41), we obtain (4.34). The proof of our theorem is complete.

\[\square\]

5. The function \( \mathcal{J}_\gamma \) when \( \gamma \) is regular

The purpose of this section is to study extra properties of the function \( \mathcal{J}_\gamma \) when \( \gamma \) is regular.

This section is organized as follows. In § 5.1, if \( \hat{h} \) is a \( \theta \)-stable Cartan subalgebra and if \( H \) is the corresponding Cartan subgroup, if \( \gamma \in H \), we describe a neighborhood of \( \gamma \) in \( H \). In § 5.2, if \( \gamma \in H \), we define the \( \gamma \)-regular elements in \( \hat{h} \), which are such that a small perturbation of \( \gamma \) by a \( \gamma \)-regular element is regular. In § 5.3, following Harish-Chandra [Har65], we introduce the function \( D_H \) on \( H \). This function is an analogue of the denominator in the Lefschetz formulas. Finally, in § 5.4, we specialize the formula obtained in Theorem 4.7 for \( \mathcal{J}_\gamma(h_t) \) to the case where \( \gamma \in H^\text{reg} \). As a consequence, we prove the unexpected result that the function \((\gamma, h_t) \in H^\text{reg} \times \hat{h}_t \rightarrow \mathcal{J}_\gamma(h_t) \in C \) is smooth.

We make the same assumptions and we use the same notation as in § 4. In particular, we fix \( \gamma \in H \) that is written as in (3.58).

5.1 A neighborhood of \( \gamma \) in \( H \)

If \( b \in \hat{h} \), \( b \) splits as
\[
b = b_p + b_t, \quad b_p \in \hat{h}_p, \quad b_t \in \hat{h}_t.
\] (5.1)

Put
\[
\gamma' = \gamma e^b.
\] (5.2)

Then \( \gamma' \in H \cap Z(\gamma) \).
Set
\[ a' = a + b_p, \quad k' = ke^{-b_k}. \] (5.3)

Then
\[ \gamma' = e^{a'k'^{-1}}, \quad a' \in h_p, \quad k' \in H \cap K(\gamma), \quad \text{Ad}(k')a' = a'. \] (5.4)

In addition, \( \text{Ad}(\gamma') \) preserves the splitting \( g = z(\gamma) \oplus z(\gamma) \). As \( 1 - \text{Ad}(\gamma) \) is invertible on \( z(\gamma) \), we conclude that for \( \epsilon > 0 \) small enough, if \( |b| \leq \epsilon \),
\[ h \subset z(\gamma') \subset z(\gamma). \] (5.5)

Let \( H_\text{reg} \) be the set of regular elements in \( H \). Assume temporarily that \( \gamma \in H_\text{reg} \), i.e. \( z(\gamma) = h \).

By (5.5), for \( \epsilon > 0 \) small enough if \( |b| \leq \epsilon \), then
\[ z(\gamma') = h, \] (5.6)
i.e. \( \gamma' \in H_\text{reg} \), which is a trivial conclusion. As \( b \in h \), we conclude that \( \gamma' \in Z(\gamma) \) and \( \gamma \in Z(\gamma') \).

\textit{A priori}, \( Z(\gamma) \) and \( Z(\gamma') \) may be distinct. Still we have the obvious identity
\[ Z^0(\gamma) = Z^0(\gamma') = H^0. \] (5.7)

5.2 The \( \gamma \)-regular elements in \( h \)
We no longer assume \( \gamma \) to be regular. By (3.73), we obtain
\[ z^+ a(\gamma)_C = \bigoplus_{\alpha \in R(\gamma)} g_\alpha. \] (5.8)

Let \( h^+_a \) denote the orthogonal space to \( h \) in \( z(a) \). Then we have the splitting
\[ b^+_a = h^+_a \oplus h^+_a. \] (5.9)

By (3.73), we obtain
\[ b^+_a C = \bigoplus_{\alpha \in R(\gamma)} g_\alpha. \] (5.10)

\textbf{Definition 5.1.} An element \( h \in h \) is said to be \( \gamma \)-regular if for any \( \alpha \in R(\gamma) \), \( \langle \alpha, h \rangle \neq 0 \).

The \( \gamma \)-regular elements in \( h \) are exactly the regular elements in \( h \) viewed as a Cartan subalgebra of \( z(\gamma) \). The \( \gamma \)-regular elements lie in the complement of a finite family of hyperplanes in \( h \).

As \( h \) is a Cartan subalgebra of \( z(\gamma) \), we define the function \( \pi_{h, z(\gamma)} \) on \( h_C \) as in (3.41), i.e.
\[ \pi_{h, z(\gamma)}(h) = \prod_{\alpha \in R_+(\gamma)} \langle \alpha, h \rangle. \] (5.11)

Then \( h \in h \) is \( \gamma \)-regular if and only if \( \pi_{h, z(\gamma)}(h) \neq 0 \).

Now we use the notation of § 5.1.
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Proposition 5.2. There exists $\epsilon > 0$ such that if $b \in \mathfrak{h}$ is $\gamma$-regular, and $|b| \leq \epsilon$, if $\gamma' = \gamma e^b$, then $\gamma' \in H^{\text{reg}}$.

Proof. For $\epsilon > 0$ small enough, (5.5) holds, so that
\[
\mathfrak{z}(\gamma') = \mathfrak{z}(\gamma) \cap \mathfrak{z}(e^b).
\] (5.12)

By (5.12), we obtain
\[
\mathfrak{z}(\gamma) C = \mathfrak{h} C \oplus \bigoplus_{\alpha \in R(\gamma)} \mathfrak{g}_\alpha.
\] (5.13)

For $\alpha \in R(\gamma)$, $e^b$ acts on $\mathfrak{g}_\alpha$ by multiplication by $e^{\langle \alpha, b \rangle}$. For $\epsilon > 0$ small enough, if $b$ is $\gamma$-regular and $|b| \leq \epsilon$, for $\alpha \in R(\gamma)$, $e^{\langle \alpha, b \rangle} \neq 1$. By (5.12) and (5.13), we conclude that under the given conditions on $b$, $\mathfrak{z}(\gamma') = \mathfrak{h}$, i.e. $\gamma'$ is regular. The proof of our proposition is completed. $\square$

5.3 The function $D_H(\gamma)$

Here, we follow Harish-Chandra [Har65, §19].

Definition 5.3. If $\gamma \in H^{\text{reg}}$, put
\[
D_H(\gamma) = \prod_{\alpha \in R_+} (\xi_\alpha^{1/2}(\gamma) - \xi_\alpha^{-1/2}(\gamma)).
\] (5.14)

Using (3.64) and proceeding as in the proof of Theorem 4.3, we obtain
\[
\det(1 - \text{Ad}(\gamma))_{|\mathfrak{h}^\perp} = (-1)^{|R_+|} D_H^2(\gamma).
\] (5.15)

By (5.15), we deduce that if $\gamma \in H^{\text{reg}}$, then
\[
|\det(1 - \text{Ad}(\gamma))_{|\mathfrak{h}^\perp}| = |D_H(\gamma)|^2,
\] (5.16)

so that $D_H(\gamma) \neq 0$.

5.4 The function $J_\gamma$ when $\gamma$ is regular

In this subsection, we assume that $\gamma \in H^{\text{reg}}$, i.e. $D_H(\gamma) \neq 0$.

By (4.30) and (4.31), we obtain
\[
\mathcal{L}_{k^{-1}}(h_t) = \frac{\det(1 - \text{Ad}(k^{-1} e^{-h_t}))_{|\mathfrak{h}}}{\det(1 - \text{Ad}(k^{-1} e^{-h_t}))_{|\mathfrak{p}}},
\] (5.17)

\[
\mathcal{M}_{k^{-1}}(h_t) = \left[ \frac{1}{\det(1 - \text{Ad}(k^{-1}))_{|\mathfrak{h}}} \mathcal{L}_{k^{-1}}(h_t) \right]^{1/2}.
\]

By (4.10), $\epsilon_D(\gamma)$ is given by
\[
\epsilon_D(\gamma) = \text{sgn} \prod_{\alpha \in R^w_+} (1 - \xi_\alpha^{-1}(\gamma)).
\] (5.18)

The function $\epsilon_D(\gamma)$ is locally constant on $H^{\text{reg}}$.

Theorem 5.4. If $h_t \in i\mathfrak{h}_t$, we have the identity
\[
J_\gamma(h_t) = \frac{1}{|\det(1 - \text{Ad}(\gamma))_{|\mathfrak{h}^\perp}|^{1/2}} \mathcal{M}_{k^{-1}}(h_t).
\] (5.19)

\[11\] In [Har65, §18], Harish-Chandra assumes $G$ to be acceptable, i.e. $\rho^\#$ is assumed to be a weight, so that $D_H(\gamma)$ can be globally defined. Here, we only need a local definition of $D_H(\gamma)$, and we do not need this assumption.
This identity can be written in the form,
\[
J_\gamma(h_t) = \frac{(-1)^{\rho_+(\gamma)} \epsilon_D(\gamma) \prod_{\alpha \in R_+^e} \zeta_\alpha^{1/2}(k^{-1})}{D_H(\gamma)} \times \prod_{\lambda \in R_+^m} \left( \frac{\zeta_\alpha^{1/2}(k^{-1}e^{-h_t}) - \zeta_\alpha^{-1/2}(k^{-1}e^{-h_t})}{\zeta_\alpha^{1/2}(k^{-1}e^{-h_t}) - \zeta_\alpha^{-1/2}(k^{-1}e^{-h_t})} \right).
\]
(5.20)

The function \((\gamma, h_t) \in H^\text{reg} \times i\mathfrak{h} \rightarrow J_\gamma(h_t) \in \mathbb{C}\) is smooth.

Proof. The first part of our theorem is a trivial consequence of Theorem 4.7. For \(b_t \in \mathfrak{h}_t\), for \(|b_t|\) small enough, we take
\[
\zeta_\alpha^{1/2}(k^{-1}) = e^{(\alpha, h)/(2)} \zeta_\alpha^{1/2}(k^{-1}).
\]
(5.21)
By (4.5) and (5.21), we deduce that if \(\alpha \in R_+^e\), then
\[
\zeta_\alpha^{-1/2}(k^{-1}) = \zeta_\alpha^{1/2}(k^{-1}).
\]
(5.22)
The stated smoothness is an obvious consequence of the above formulas. The proof of our theorem is complete. \(\square\)

6. The Harish-Chandra isomorphism

In this section, if \(\mathfrak{h} \subset \mathfrak{g}\) is a Cartan subalgebra, we describe the Harish-Chandra isomorphism of algebras \(\phi_{HC} : Z(\mathfrak{g}) \simeq I(\mathfrak{h}, \mathfrak{g})\). In addition, we explain the action of \(Z(\mathfrak{g})\) on \(C^\infty(X, F)\), and we introduce certain semisimple orbital integrals in which \(Z(\mathfrak{g})\) appears.

This section is organized as follows. In §6.1, we introduce the center of the enveloping algebra \(Z(\mathfrak{g})\). In §6.2, we recall some properties of the complex Harish-Chandra isomorphism \(\phi_{HC} : Z(\mathfrak{g}_C) \simeq I(\mathfrak{h}_C, \mathfrak{g}_C)\), including some aspects of its construction. In §6.3, we show that there is a real form of the Harish-Chandra isomorphism \(\phi_{HC} : Z(\mathfrak{h}) \simeq I(\mathfrak{h}, \mathfrak{g})\). In §6.4, we recall the relation of the Harish-Chandra isomorphism to the Duflo isomorphism that was established in [Duf70]. In §6.5, we consider the case of the Casimir. In §6.6, we describe the action of \(Z(\mathfrak{g})\) on \(C^\infty(X, F)\). Finally, in §6.7, we consider the orbital integrals in which \(Z(\mathfrak{g})\) appears.

6.1 The center of the enveloping algebra

Recall that the enveloping algebra \(U(\mathfrak{g})\) was introduced in §2.3. Then \(U(\mathfrak{g})\) is a filtered algebra, and the corresponding \(\text{Gr}\) is just the algebra of polynomials \(S(\mathfrak{g})\) on \(\mathfrak{g}^*\).

Note that \(\mathfrak{g}\) acts by derivations on \(U(\mathfrak{g})\). Recall that \(Z(\mathfrak{g})\) is the center of \(U(\mathfrak{g})\), i.e. it is the kernel of the above derivations.

Observe that \(G\) acts both on the left and on the right on \(C^\infty(G, \mathbb{R})\) by the formula
\[
\gamma_L s(g) = s(\gamma^{-1}g), \quad \gamma_R s(g) = s(g\gamma),
\]
(6.1)
and these two actions commute. They are intertwined by the involution induced by the involution \(g \rightarrow \sigma g = g^{-1}\). Let \(D_L(G)\) be the Lie algebras of left-invariant real differential operators on \(G\).

As we saw in §2.3, \(U(\mathfrak{g})\) can be identified with \(D_L(G)\). The algebra \(D_L(G)\) commutes with the left action of \(G\).

If \(\mathfrak{g}_-\) is the Lie algebra \(\mathfrak{g}\) with the negative of the original Lie bracket, the isomorphism of \(\mathfrak{g}\)
\[ f \rightarrow -f \]
identifies \(\mathfrak{g}\) and \(\mathfrak{g}_-\). This isomorphism is induced by the involution \(\sigma\).

Let \(U(\mathfrak{g}_-)\) be the enveloping algebra associated with \(\mathfrak{g}_-\). Then \(U(\mathfrak{g}_-)\) can be identified with the algebra of right-invariant real differential operators \(D_R(G)\). This algebra commutes with the
right action of $G$. In addition, the isomorphism $f \to -f$ induces an identification of $U(g)$ and $U(g_-)$. This identification is still induced by $\sigma$.

We equip $U(g), U(g_-)$ with the antiautomorphism $\ast$ which is just the adjoint in the classical $L_2$ sense when identifying $U(g)$ and $U(g_-)$ with $D_L(G)$ and $D_R(G)$. This involution extends to a $\mathbb{C}$-linear involution of $U(g_{\mathbb{C}})$ and $U(g_{-\mathbb{C}})$.

By definition, $Z(g) \subset U(g)$ is the subalgebra of $D_L(G)$ which commutes with right multiplication. Equivalently

$$Z(g) = D_L(G) \cap D_R(G).$$

Note that $\ast$ induces an automorphism of $Z(g)$, which is an involution, and which we still denote by $\ast$.

The isomorphism of $U(g)$ with $U(g_-)$ which was described before is that induced by $\sigma$. It induces the obvious isomorphism of $D_L(G)$ with $D_R(G)$. In this way, we obtain an automorphism $\sigma$ of $Z(g)$, which is also an involution.

Clearly,

$$Z(g_{\mathbb{C}}) = Z(g)_{\mathbb{C}}.$$  

Equivalently, $Z(g_{\mathbb{C}})$ is equipped with a complex conjugation, and $Z(g)$ is the algebra of complex conjugation invariants in $Z(g_{\mathbb{C}})$. In addition, $\ast$ and $\sigma$ extend to complex automorphisms of $Z(g_{\mathbb{C}})$.

### 6.2 The complex form of the Harish-Chandra isomorphism

We use the notation of §3.11. Let $\mathfrak{h} \subset \mathfrak{g}$ be a $\theta$-stable Cartan subalgebra. By [Kna86, Theorem 8.18], there is a canonical Harish-Chandra isomorphism of filtered algebras,

$$\phi_{HC} : Z(g_{\mathbb{C}}) \simeq I(\mathfrak{h}_{\mathbb{C}}, g_{\mathbb{C}}).$$

We need to describe the Harish-Chandra isomorphism in more detail. We fix a positive root system $R_+$ as in §3.5. Put

$$\mathcal{P} = \sum_{\alpha \in R_+} U(g_{\mathbb{C}})g_{\alpha}.$$  

Observe that $S'(\mathfrak{h}_{\mathbb{C}}) = U(\mathfrak{h}_{\mathbb{C}})$, and also that $U(\mathfrak{h}_{\mathbb{C}}) \subset U(g_{\mathbb{C}})$, so that $S'(\mathfrak{h}_{\mathbb{C}}) \subset U(g_{\mathbb{C}})$. By [Kna86, Lemma 8.17], we obtain

$$S'(\mathfrak{h}_{\mathbb{C}}) \cap \mathcal{P} = 0, \quad Z(g_{\mathbb{C}}) \subset S'(\mathfrak{h}_{\mathbb{C}}) \oplus \mathcal{P}.$$  

Let $\phi_{1,R_+}$ be the projection from $Z(g_{\mathbb{C}})$ on $S'(\mathfrak{h}_{\mathbb{C}})$.

Recall that $S'(\mathfrak{h}_{\mathbb{C}})$ is the algebra of polynomials on $\mathfrak{h}_{\mathbb{C}}$, and that $\rho^\theta \in \mathfrak{h}_{\mathbb{C}}^*$ is the half sum of the roots in $R_+$. Let $\phi_{2,R_+}$ be the filtered automorphism of $S'(\mathfrak{h}_{\mathbb{C}})$ such that if $f \in S'(\mathfrak{h}_{\mathbb{C}})$, if $h^* \in \mathfrak{h}_{\mathbb{C}}$, then

$$\phi_{2,R_+} f(h^*) = f(h^* - \rho^\theta).$$

The fundamental result of Harish-Chandra [Har56, Lemmas 18–20], [Kna86, Theorem 8.18] is that $\phi_{2,R_+} \phi_{1,R_+}$ maps $Z(g_{\mathbb{C}})$ onto $I(\mathfrak{h}_{\mathbb{C}}, g_{\mathbb{C}})$, that it induces an isomorphism of filtered algebras that does not depend on the choice of $R_+$. This is exactly the Harish-Chandra isomorphism $\phi_{HC} : Z(g_{\mathbb{C}}) \simeq I(\mathfrak{h}_{\mathbb{C}}, g_{\mathbb{C}})$.

Now we proceed as in §3.11, i.e., we identify $I(\mathfrak{h}_{\mathbb{C}}, g_{\mathbb{C}})$ with the algebra $D_I(\mathfrak{h}_{\mathbb{C}}, g_{\mathbb{C}})$ of holomorphic differential operators on $\mathfrak{h}_{\mathbb{C}}$ with constant complex coefficients which are $W(\mathfrak{h}_{\mathbb{C}} : g_{\mathbb{C}})$-invariant. The same arguments as in §3.11 show that there is an algebra $D_I(\mathfrak{h}, g)$ of real
differential operators with constant coefficients on \( \mathfrak{h} \) such that

\[
D_f(\mathfrak{h}, \mathfrak{g}) = D_f(\mathfrak{h}, \mathfrak{g})_{\mathfrak{c}},
\]

and that \( I'(\mathfrak{h}, \mathfrak{g}) \) can be identified with \( D_f(\mathfrak{h}, \mathfrak{g}) \).

We use the assumptions and notation of §3.7. Let \( C^{\infty,G}(G_{\text{reg}}, \mathbb{C}) \) denote the Ad-invariant smooth complex functions on the open set \( G_{\text{reg}} \).

Let \( C^{\infty,W(H; G)}(H_{\text{reg}}, \mathbb{C}) \) be the smooth \( W(H; G) \)-invariant functions on \( H_{\text{reg}} \). There is a restriction map

\[
r : C^{\infty,G}(G_{\text{reg}}, \mathbb{C}) \to C^{\infty,W(H; G)}(H_{\text{reg}}, \mathbb{C}).
\]

Then \( Z(\mathfrak{g}_C) \) acts on \( C^{\infty,G}(G_{\text{reg}}, \mathbb{C}) \), and \( I'(\mathfrak{h}_C, \mathfrak{g}_C) \) acts on \( C^{\infty,W(H; G)}(H_{\text{reg}}, \mathbb{C}) \).

Let \( L \in Z(\mathfrak{g}_C) \). Using [Har65, Lemma 13], [Kna86, Theorem 10.33], if \( f \in C^{\infty,G}(G_{\text{reg}}, \mathbb{C}) \), on \( H_{\text{reg}} \), we have the identity

\[
rf = 1_{D_H}(\phi_{HC} L)D_H f.
\]

### 6.3 The real form of the Harish-Chandra isomorphism

The involution \( h \to -h \) induces an involution of \( I'(\mathfrak{h}_C, \mathfrak{g}_C) \simeq D_f(\mathfrak{h}_C, \mathfrak{g}_C) \). If \( N \) counts the degree in \( I'(\mathfrak{h}_C, \mathfrak{g}_C) \), this involution is just \((-1)^N\). We still denote this involution by \(*\).

In Proposition 3.21, we proved that \( I'(\mathfrak{h}_C, \mathfrak{g}_C) \) is preserved by complex conjugation. At the end of §6.1, we proved that \( Z(\mathfrak{g}_C) \) is also preserved by complex conjugation. Observe that \( \theta \) acts on \( Z(\mathfrak{g}_C) \) and \( I'(\mathfrak{h}_C, \mathfrak{g}_C) \) and preserves \( Z(\mathfrak{g}) \) and \( I'(\mathfrak{h}, \mathfrak{g}) \).

**Theorem 6.1.** If \( L \in Z(\mathfrak{g}_C) \), then

\[
\phi_{HC}(L^*) = (\phi_{HC} L)^*, \quad \phi_{HC}(\overline{L}) = \overline{\phi_{HC}(L)}, \quad \phi_{HC} \theta L = \theta \phi_{HC} L.
\]

On \( Z(\mathfrak{g}_C) \), the involutions \( \sigma \) and \(*\) coincide. Finally, \( \phi_{HC} \) induces an isomorphism of real filtered algebras:

\[
Z(\mathfrak{g}) \simeq I'(\mathfrak{h}, \mathfrak{g}).
\]

**Proof.** The first equation in (6.10) was established by Harish-Chandra [Har56, Lemma 20]. For the proof of the next two equations, we follow Harish-Chandra, and use the notation in §6.2.

Observe that \( \overline{R}_+ \) is also a positive root system. More precisely, by (3.35), we obtain

\[
\overline{R}_+ = \overline{R}_+^{\text{im}} \cup \overline{R}_+^{\text{re}} \cup \overline{R}_+^{\text{c}}.
\]

From the properties of \( R_+ \), (6.12) can be rewritten in the form

\[
\overline{R}_+ = (-\overline{R}_+^{\text{im}}) \cup \overline{R}_+^{\text{re}} \cup \overline{R}_+^{\text{c}}.
\]

Let \( \overline{\mathfrak{R}} \) denote the conjugate of \( \mathfrak{R} \) in \( U(\mathfrak{g}_C) \). By (3.8), \( \overline{\mathfrak{R}} \) is just the object defined in (6.5) associated with \( \overline{R}_+ \). We deduce that if \( L \in Z(\mathfrak{g}_C) \), we have the identity in \( S(\mathfrak{h}_C) \),

\[
\phi_{1,\overline{R}_+} \overline{L} = \overline{\phi_{1,R_+} L}.
\]

In addition, \( \overline{\rho} \in \mathfrak{h}_C^{\ast} \) is the half sum of the roots in \( \overline{R}_+ \). By (6.13), if \( f \in S(\mathfrak{h}_C) \), then

\[
\phi_{2,\overline{R}_+} \overline{f} = \overline{\phi_{2,R_+} f}.
\]

By (6.14) and (6.15), we obtain the identity in \( S(\mathfrak{h}_C) \),

\[
\phi_{2,\overline{R}_+} \phi_{1,\overline{R}_+} \overline{L} = \overline{\phi_{2,R_+} \phi_{1,R_+} L}.
\]
Let us now use Harish-Chandra’s result described after (6.7). For \( L \in Z(\mathfrak{g}_C) \), we can rewrite (6.16) as an identity in \( S'(\mathfrak{h}_C) \),
\[
\phi_{HC}L = \overline{\phi_{HC}L}.
\] (6.17)
Harish-Chandra gives more, namely that the image of \( \phi_{HC} \) is exactly \( I(\mathfrak{h}_C, \mathfrak{g}_C) \). By (6.17), \( I(\mathfrak{h}_C, \mathfrak{g}_C) \) is preserved by complex conjugation, which we already knew by Proposition 3.21, and we also obtain the second equation in (6.10) and (6.11).

In addition, \( \theta R_+ = -\overline{R}_+ \) is a positive root system, and the corresponding half-sum of roots is given by \( \theta \rho^0 \). As in (6.14), if \( L \in Z(\mathfrak{g}_C) \), then
\[
\phi_{1, \theta R_+} L = \theta \phi_{1, R_+} L.
\] (6.18)
If \( f \in S(\mathfrak{h}_C) \), then
\[
\phi_{2, \theta R_+} \theta f = \theta \phi_{2, R_+} f.
\] (6.19)
By (6.18) and (6.19), we conclude that
\[
\phi_{2, \theta R_+} \phi_{1, \theta R_+} \theta L = \theta \phi_{2, R_+} \phi_{1, R_+} L.
\] (6.20)
Using again the result of Harish-Chandra, from (6.20), we obtain the third equation in (6.10).

If \( f, h \in C^{\infty, c}(G, \mathbb{R}) \), the convolution \( f * h \in C^{\infty, c}(G, \mathbb{R}) \) is defined by the formula,
\[
f * h(g) = \int_G f(g^{-1}g')h(g') \, dg'.
\] (6.21)
If \( A \in D_R(G), B \in D_L(G) \), we obtain easily
\[
f * Ah = A(f * h), \quad f * Bh = (B^* f) * h, \quad B(f * h) = ((\sigma B)f) * h.
\] (6.22)
By (6.2) and (6.22), we conclude that if \( L \in Z(\mathfrak{g}_C) \), then
\[
(L^* f) * h = ((\sigma L)f) * h.
\] (6.23)
from which we obtain
\[
L^* f = \sigma L f.
\] (6.24)
This completes the proof of our theorem.

\[\square\]

### 6.4 The Duflo and the Harish-Chandra isomorphisms

Here, \( S[[\mathfrak{g}^*]] \) denotes the algebra of formal power series \( \alpha = \sum_{i=0}^{+\infty} \alpha_i, \alpha_i \in S^i[\mathfrak{g}^*] \). Then \( \mathfrak{g} \) still acts on \( S[[\mathfrak{g}^*]] \) as an algebra of derivations. Let \( I[[\mathfrak{g}^*]] \) be the subalgebra of invariant elements in \( S[[\mathfrak{g}^*]] \).

As in §3.1, \( S[[\mathfrak{g}^*]] \) can be identified with the algebra \( D^*[[\mathfrak{g}^*]] \) of formal real partial differential operators with constant coefficients on \( \mathfrak{g}^* \), and \( I[[\mathfrak{g}^*]] \) with the algebra of formal real invariant differential operators with constant coefficients \( D_L[[\mathfrak{g}^*]] \), which acts on \( S(\mathfrak{g}) \).

We still use the conventions in (2.63). Then \( \hat{A}^{-1}(\text{ad}(\cdot)) \in I[[\mathfrak{g}^*]] \). In the following, we view \( \hat{A}^{-1}(\text{ad}(\cdot)) \) as an element of \( D_L[[\mathfrak{g}^*]] \).

Let \( \tau_{PBW} \) be the Poincaré–Birkhoff–Witt isomorphism of filtered vector spaces \( S'(\mathfrak{g}) \simeq U(\mathfrak{g}) \). Then \( \tau_{PBW} \) induces an identification of filtered vector spaces \( I(\mathfrak{g}) \simeq Z(\mathfrak{g}) \).

**Definition 6.2.** Put
\[
\tau_D = \tau_{PBW} \hat{A}^{-1}(\text{ad}(\cdot)) : S'(\mathfrak{g}) \to U(\mathfrak{g}).
\] (6.25)
Then \( \tau_D \) is an isomorphism of filtered vector spaces, which commutes with \( \theta \).
A result by Duflo [Duf70, Théorème V.2] asserts that when restricted to $I(\mathfrak{g})$, $\tau_D$ induces an isomorphism of filtered algebras,

$$I(\mathfrak{g}) \simeq Z(\mathfrak{g}). \quad (6.26)$$

By [Duf70, Lemme V.1], we have the following commutative diagram.

$$
\begin{array}{c}
I(\mathfrak{g}_C) \\
\downarrow \tau_D \\
Z(\mathfrak{g}_C) \\
\downarrow \phi_{HC} \\
I(\mathfrak{h}_C, \mathfrak{g}_C)
\end{array}
$$

By Theorem 6.1 and by (6.27), we obtain the commutative diagram

$$
\begin{array}{c}
I (\mathfrak{g}) \\
\downarrow \tau_D \\
Z (\mathfrak{g}) \\
\downarrow \phi_{HC} \\
I(\mathfrak{h}, \mathfrak{g})
\end{array}
$$

and the morphisms in (6.28) commute with $\theta$.

### 6.5 The case of the Casimir

Note that $B^*|_\mathfrak{h} \in I^2(\mathfrak{h}, \mathfrak{g})$ corresponds to the Laplacian $\Delta^\mathfrak{h}$ on $\mathfrak{h}$ associated with $B|_\mathfrak{h}$. The following result of Harish-Chandra is established in [Kna02, Example 5.64] as a consequence of the constructions in §6.2.

**Proposition 6.3.** We have the identity

$$\phi_{HC} C^g = -\Delta^\mathfrak{h} + B^*(\rho^\mathfrak{g}, \rho^\mathfrak{g}). \quad (6.29)$$

**Proposition 6.4.** The following identity holds:

$$\tau_D^{-1} C^g = -B^* + B^*(\rho^\mathfrak{g}, \rho^\mathfrak{g}). \quad (6.30)$$

**Proof.** Clearly,

$$\widehat{A}^{-1}(x) = 1 + \frac{1}{24} x^2 + \cdots \quad (6.31)$$

In addition, $B^* \in I^2(\mathfrak{g})$. Let $e_1, \ldots, e_{m+n}$ be a basis of $\mathfrak{g}$, and let $e_1^*, \ldots, e_{m+n}^*$ be the basis of $\mathfrak{g}$ which is dual with respect to $B$. By (6.31), we obtain

$$\widehat{A}^{-1}(\text{ad}(\cdot)) B^* = B^* + \frac{1}{24} \text{Tr} \theta'[\text{ad}(e_i)\text{ad}(e_j)] B^*(e_i^*, e_j^*). \quad (6.32)$$

Equation (6.32) can be written in the form

$$\widehat{A}^{-1}(\text{ad}(\cdot)) B^* = B^* - \frac{1}{24} \text{Tr} \theta[C^\mathfrak{g}, \mathfrak{g}]. \quad (6.33)$$

By (2.46), we can rewrite (6.33) in the form

$$\widehat{A}^{-1}(\text{ad}(\cdot)) B^* = B^* + B^*(\rho^\mathfrak{g}, \rho^\mathfrak{g}). \quad (6.34)$$

By (6.25) and (6.34), we obtain

$$\tau_D B^* = -C^g + B^*(\rho^\mathfrak{g}, \rho^\mathfrak{g}), \quad (6.35)$$

which is equivalent to (6.30). The proof of our proposition is complete. \(\square\)

**Remark 6.5.** Using (6.28), Propositions 6.3 and 6.4 can be derived from each other.
6.6 The action of $Z(\mathfrak{g})$ on $C^\infty(X, F)$

We take the Hermitian finite-dimensional vector space $E$ as in §2.4. Note that $G$ acts on the left on $C^\infty(G, E)$ as in (6.1), and that there is a corresponding action of $D_R(G)$. Also $K$ acts on $C^\infty(G, E)$ by the formula

$$k_Rs(g) = \rho^E(k)s(gk),$$

(6.36)

and this action of $K$ commutes with the left action of $G$. Moreover, we have the identity

$$C^\infty(X, F) = [C^\infty(G, E)]^K.$$

(6.37)

Then $D_R(G)$ commutes with the action of $K$ on $C^\infty(G, E)$. As a subalgebra of $D_R(G)$, $Z(\mathfrak{g})$ also acts on $C^\infty(G, E)$, and its action commutes with the left action of $G$ and with the right action of $K$. The action of $D_R(G)$ descends to $C^\infty(X, F)$, so that the action of $Z(\mathfrak{g})$ descends to $C^\infty(X, F)$ and commutes with the left action of $G$.

6.7 The semisimple orbital integrals involving $Z(\mathfrak{g})$

Let $\mathcal{S}$ be the algebra of differential operators acting on $C^\infty(X, F)$ with uniformly bounded coefficients together with their derivatives of any order.\(^{12}\)

**Definition 6.6.** Let $C^\infty.b(X, F)$ be the vector space of smooth sections of $F$ on $X$ which are bounded together with their covariant derivatives of any order.

Let $Q$ be the space of smooth kernels $Q(x, x')|_{x, x' \in X}$ acting on $C^\infty.b(X, F)$ and commuting with the left action of $G$ such that there exists $C > 0$, and for any $S, S' \in \mathcal{S}$, there exists $C_{S, S'} > 0$ for which

$$|QS'S(x, x')| \leq C_{S, S'} \exp(-Cd^2(x, x')).$$

(6.38)

The same arguments as in [Bis11, Proposition 4.1.2] shows that the vector space $Q$ is an algebra with respect to the composition of operators.

In particular, $D_R(G)$ commutes with $Q$, and so $Z(\mathfrak{g})$ commutes with $Q$.

**Proposition 6.7.** If $L \in Z(\mathfrak{g})$ and $Q \in Q$, then $LQ \in Q$.

**Proof.** As $L \in Z(\mathfrak{g})$, $L$ commutes with the left action of $G$, and so $LQ$ commutes with this action of $G$. We fix $x_0 = p1 \in G$. As $LQ$ commutes with $G$, and $G$ acts isometrically on $X$, to establish (6.38) for $LQ$, we may as well take $x = x_0$. If $U \in \mathfrak{g}$, and if $U^X$ is the corresponding vector field on $X$, because $U^X$ is a Jacobi field along the geodesics in $X$, there exist $C > 0$ and $c > 0$ such that

$$|U^X(x)| \leq C \exp(cd(x_0, x)).$$

(6.39)

The above estimate is also valid for the corresponding covariant derivatives. From (6.38), we obtain the estimate (6.38) for $LQ$ when $x = x_0$. The proof of our proposition is complete. \(\square\)

Let $\gamma \in G$ be semisimple. By (2.58) and (6.38), we have the analogue of (2.59), i.e. if $f \in p^+(\gamma)$, then

$$|Q(\gamma^{-1}e^f x_0, e^f x_0)| \leq C \gamma \exp(-c_\gamma |f|^2).$$

(6.40)

In [Bis11, Definition 4.2.2], if $\gamma \in G$ is semisimple, if $Q \in Q$, the orbital integral $\text{Tr}[^\gamma][Q]$ is defined by a formula similar to (2.60), i.e.

$$\text{Tr}[^\gamma]\{Q\} = \int_{p^+(\gamma)} \text{Tr}[^\gamma Q(\gamma^{-1}e^f x_0, e^f x_0)]r(f) df.$$

(6.41)

---

\(^{12}\) These are linear combinations of operators $\nabla_{U_1}^F \cdots \nabla_{U_k}^F$, where $U_1, \ldots, U_k$ are smooth bounded vector fields with uniformly bounded covariant derivatives of any order.
The estimates (2.57) and (6.40) guarantee that the integral in (6.41) is well-defined.

By Proposition 6.7, if \( L \in Z(\mathfrak{g}) \), \( LQ \in Q \), and so \( \text{Tr}^{[\gamma]}[LQ] \) is also well-defined.

### 7. The center of \( U(\mathfrak{g}) \) and the regular orbital integrals

The purpose of this section is to evaluate the orbital integrals for kernels of the form \( L\mu(\sqrt{C_{\theta,X} + A}) \) associated with regular elements in \( G \), when \( L \in Z(\mathfrak{g}) \). To establish our formula, we use the main result of [Bis11] described in Theorem 2.9, the smoothness properties of the function \( J_{\gamma}(h_{\mathfrak{g}}) \) that were obtained in § 5, and the Harish-Chandra isomorphism in the form given in (6.9).

This section is organized as follows. In § 7.1, we recall the classical result of Harish-Chandra [Har57b, Theorem 3], [Har66, § 18] that expresses certain orbital integrals on \( H^{\text{reg}} \) via the action of \( Z(\mathfrak{g}) \) on the orbital integral as a function of \( \gamma \). In § 7.2, using Theorem 2.9, we obtain our formula.

#### 7.1 The algebra \( Z(\mathfrak{g}) \) and the regular orbital integrals

Let \( L \in Z(\mathfrak{g}) \) and \( Q \in Q \), then by Proposition 6.7, \( LQ \in Q \). If \( f \in C^\infty(G^{\text{reg}}, C) \), \( Lf \) is a smooth function on \( G^{\text{reg}} \). For greater clarity, this function is instead denoted by \( L_{\gamma}f \).

Now we give another proof of a result of Harish-Chandra (see [Har57b, Theorem 3], [Har66, § 18], and [Kna86, Proposition 11.9]).

**Proposition 7.1.** If \( Q \in Q \), the map \( \gamma \in G^{\text{reg}} \to \text{Tr}^{[\gamma]}[Q] \) is smooth. If \( L \in Z(\mathfrak{g}) \), we have the identity of smooth functions on \( G^{\text{reg}} \):

\[
\text{Tr}^{[\gamma]}[LQ] = (\sigma L)_{\gamma} \text{Tr}^{[\gamma]}[Q].
\] (7.1)

**Proof.** The map \( (\gamma, g) \in H^{\text{reg}} \times G/H \to g^{-1}\gamma g \in G^{\text{reg}} \) is locally a diffeomorphism. As \( \text{Tr}^{[\gamma]}[Q] \) is invariant by conjugation, to obtain the required smoothness, it is enough to prove that \( \gamma \in H^{\text{reg}} \to \text{Tr}^{[\gamma]}[Q] \in C \) is smooth.

Put

\[
K^0(H) = H^0 \cap K.
\] (7.2)

As we saw in § 2.2, \( K^0(H) \) is a maximal compact subgroup of \( H^0 \).

Using the notation in § 5.1, if \( \gamma \in H^{\text{reg}} \), and if \( \gamma' \in H \) is close to \( \gamma \), then \( \gamma' \in H^{\text{reg}} \) and (5.7) holds. Using (2.31) in Theorem 2.2, we deduce that

\[
X(\gamma') = H^0/K^0(H).
\] (7.3)

In particular, \( X(\gamma') \) does not depend on \( \gamma' \), and \( p^\perp(\gamma') = h_{p}^\perp \). By (6.41), we obtain

\[
\text{Tr}^{[\gamma]}[Q] = \int_{h_{p}^\perp} \text{Tr}[\gamma'Q(\gamma'^{-1}e^f x_0, e^f x_0)]r(f) \, df.
\] (7.4)

For \( \gamma' \in H \) close enough to \( \gamma \in H \), it is elementary to make the estimate in [Bis11, Theorem 3.4.1], which was explained in (2.58), uniform, so that there exists \( C > 0 \) such that if \( \gamma' \in H^{\text{reg}} \) is close enough to \( \gamma \), if \( f \in h_{p}^\perp \), \( |f| \geq 1 \),

\[
d_{\gamma'}(e^f x_0) \geq C|f|.
\] (7.5)

By combining (6.38) with \( S = 1, S' = 1 \) and (7.5), for \( \gamma' \in H \) close enough to \( \gamma \), there exist \( C > 0 \) and \( c > 0 \) such that if \( f \in h_{p}^\perp \), \( |f| \geq 1 \), we obtain

\[
|\gamma'Q(\gamma'^{-1}e^f x_0, e^f x_0)| \leq C \exp(-c|f|^2).
\] (7.6)
Orbital integrals and center of enveloping algebra

Using dominated convergence, by (2.57) and (7.6), we deduce that $\text{Tr}[^{\gamma}_{\gamma}]Q$ is a continuous function of $\gamma \in H^{\text{reg}}$.

Let us now prove the above function is smooth on $H^{\text{reg}}$. The argument is essentially the same as before, by combining the estimates in (6.38) with $S$ arbitrary, together with uniform estimates given in (6.39).

Equation (7.1) just reflects the fact that $\sigma L$ is the image of $L$ by the map $g \rightarrow g^{-1}$.  

7.2 A geometric formula for the regular orbital integrals

In the following, we take the function $\mu \in S^{\text{even}}(R)$ as in § 2.5. Let $A \in R, L \in Z(g)$.

Put

$$h_i = \mathfrak{g} \oplus i \mathfrak{g}. \quad (7.7)$$

Recall that $\phi_{HC}L \in D_f^e(h)$. This differential operator acts on smooth functions on $\mathfrak{g}$, but as explained in § 3.1, it also acts on smooth functions on $h_i$.

In the next statement, the smooth kernel $(\phi_{HC}L)\mu(\sqrt{\phi_{HC}C^0} + A)$ on $h_i$ acts on the distribution

$$J_\gamma(h_e)\text{Tr}^E[\rho^E(k^{-1}e^{-ht})]\delta_a.$$

THEOREM 7.2. The following identity holds on $H^{\text{reg}}$:

$$\text{Tr}[^{\gamma}_{\gamma}]L\mu(\sqrt{C^0} + A) = (\phi_{HC}L)\mu(\sqrt{\phi_{HC}C^0} + A) [J_\gamma(h_e)\text{Tr}^E[\rho^E(k^{-1}e^{-ht})]\delta_a](0). \quad (7.8)$$

Proof. If $\gamma \in H^{\text{reg}}$, then $\delta(\gamma) = h_i$ and $\epsilon(\gamma) = h_e$. When $L = 1$, our theorem is just Theorem 2.9 combined with Proposition 6.3. When $L \in Z(g)$ is arbitrary, we use (6.9) and Proposition 7.1. Here $\phi_{HC}\sigma L$ is a differential operator on $\mathfrak{g}$. We find that on $H^{\text{reg}}$,

$$\text{Tr}[^{\gamma}_{\gamma}]L\mu(\sqrt{C^0} + A) = \frac{1}{D_H(\gamma)}(\phi_{HC}\sigma L)[D_H(\gamma)\epsilon\text{Tr}[^{\gamma}_{\gamma}]\mu(\sqrt{C^0} + A)]. \quad (7.9)$$

By Theorem 6.1, we obtain

$$\phi_{HC}\sigma L = (\phi_{HC}L)^\ast. \quad (7.10)$$

We combine Theorem 2.9 and (6.29), (7.9), and (7.10). We obtain

$$\text{Tr}[^{\gamma}_{\gamma}]L\mu(\sqrt{C^0} + A) = \frac{1}{D_H(\gamma)}(\phi_{HC}L)^\ast \times [D_H(\gamma)\epsilon\mu(\sqrt{\phi_{HC}C^0} + A)[J_\gamma(h_e)\text{Tr}^E[\rho^E(k^{-1}e^{-ht})]\delta_a](0)]. \quad (7.11)$$

For greater clarity, we fix $\gamma \in H^{\text{reg}}$, and for $b \in \mathfrak{g}$ with $|b|$ small enough, we take $\gamma' = \gamma e^b$ as in (5.2), so that the differential operator $(\phi_{HC}L)^\ast$ acts on the variable $b \in \mathfrak{g}$. This action is now denoted by $(\phi_{HC}L)_{b}^\ast$. In addition, we use the notation of § 5.1.

By (5.3) and (5.20) in Theorem 5.4, we obtain

$$D_H(\gamma')J_{\gamma'}(h_e) = (-1)^{|R_{\mu, +}^m|} \epsilon_D(\gamma') \prod_{a \in R_{\mu, +}^m} \xi_{\alpha}^{1/2}(k^{-1}e^{ht}) \times \prod_{a \in R_{\mu, +}^m} (\xi_{\alpha}^{1/2}(k^{-1}e^{b_t} - h_t) - \xi_{\alpha}^{-1/2}(k^{-1}e^{b_t} - h_t)),$$

where $\xi_{\alpha}^{1/2}(k^{-1}e^{b_t}) = \xi_{\alpha}^{1/2}(k^{-1})$.  

By the same argument as in (5.21) and (5.22), if $a \in R_{\mu, +}^m$, we can choose $\xi_{\alpha}^{1/2}(k^{-1}e^{ht})$ so that for $|b_t|$ small enough,

$$\xi_{\alpha}^{1/2}(k^{-1}e^{b_t}) = \xi_{\alpha}^{1/2}(k^{-1}).$$  
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i.e. (7.13) does not depend on \( b \). Similarly, \( \epsilon_D(\gamma') \) is locally constant on \( H^{\text{reg}} \). Therefore, the product of these terms in the right-hand side of (7.12) is unaffected by the action of \((\phi_{HC} L)^*_b\) in the right-hand side of (7.11).

In addition, we have the identity

$$\operatorname{Tr}^E[\rho^E(k^{-1}e^{-ht})] = \operatorname{Tr}^E[\rho^E(k^{-1}e^{bt-htr})].$$

(7.14)

The right-hand sides of (7.12) and (7.14) depend on \( b_t - h_t \). When only considering the action of \((\phi_{HC} L)^*_b\) in the variable \( b_t \), this action can instead be transferred to the variable \( h_t \) with a correcting sign. This argument still does not take into account the fact that \((\phi_{HC} L)^*_b\) also acts in the variable \( b_p \). However, differentiating a smooth kernel at the terminal point is equivalent to compose the smooth kernel with the same change of signs as before. By combining (7.11)–(7.14), this ultimately explains the disappearance of \( * \), and leads to (7.8). The proof of our theorem is complete. \( \square \)

8. The function \( \mathcal{J}_\gamma \) and the limit of regular orbital integrals

In this section, we verify the compatibility of our formula for regular orbital integrals of Theorem 7.2 with the limit theorems obtained by Harish-Chandra for such orbital integrals. Key properties of the function \( \mathcal{J}_\gamma \) play a key role in the proofs.

This section is organized as follows. In §8.1, given \( \gamma \in H \) not necessarily regular, we study the function \( \mathcal{J}_\gamma(h_t) \) for \( \gamma' \in H^{\text{reg}} \) close to \( \gamma \). In §8.2, if \( L \in Z(\mathfrak{g}) \), we define the proper image \( L\gamma(\gamma) \in D_1(\gamma(\gamma)) \). In §8.3, using a formula by Rossmann, we express a smooth kernel involving \( \Delta^b \) as the restriction of another kernel for \( \gamma(\gamma) \). Finally, in §8.4, we compute the limit of orbit integrals as \( \gamma' \in H^{\text{reg}} \) converges to \( \gamma \in H \).

8.1 The function \( \mathcal{J}_\gamma \) when \( \gamma \) is not regular

Let \( \gamma \in G \) be a semisimple element as in (2.19). Then \( Z^0(\gamma) \subset G \) is a reductive Lie group. Let \( \mathfrak{h} \subset \mathfrak{z}(\gamma) \) be a \( \theta \)-stable Cartan subalgebra of \( \mathfrak{z}(\gamma) \). As we saw in Proposition 3.17, \( \mathfrak{h} \) is also a Cartan subalgebra of \( \mathfrak{g} \). Let \( H \subset G \) be the corresponding Cartan subgroup. Recall that the function \( \pi_{\mathfrak{h},\mathfrak{z}(\gamma)} \) on \( \mathfrak{h}_{HC} \) was introduced in (5.11).

**Definition 8.1.** An element \( h_t \in i\mathfrak{h}_t \) is said to be \( \gamma \)-im-regular if for \( \alpha \in R^{\text{im}}(k), \langle \alpha, h_t \rangle \neq 0 \).

The vanishing locus of an imaginary root being a hyperplane in \( i\mathfrak{h}_t \), the set of \( \gamma \)-im-regular elements has full Lebesgue measure.

We use the conventions of §4, where we explained, in particular, how to choose the \( \xi^{1/2}_\alpha(\gamma)|_{\alpha \in R_+} \). We extend the definition of \( D_H(\gamma) \) for \( \gamma \in H^{\text{reg}} \) in Definition 5.3 to general elements \( \gamma \in H \) by the formula

$$D_H(\gamma) = \prod_{\alpha \in R_+ \setminus R_+(\gamma)} (\xi^{1/2}_\alpha(\gamma) - \xi^{-1/2}_\alpha(\gamma)).$$

(8.1)

By Theorem 3.18, if \( \alpha \in R_+^{\text{reg}}(\gamma) \cup R_+^{\text{im}}(k) \), then \( \xi_\alpha(k^{-1}) = 1 \), and \( \xi^{1/2}_\alpha(k^{-1}) = \xi^{-1/2}_\alpha(k^{-1}) = \pm 1 \), so that \( \prod_{\alpha \in R_+^{\text{reg}}(\gamma) \cup R_+^{\text{im}}(k)} \xi^{1/2}_\alpha(k^{-1}) \) is equal to \( \pm 1 \).

If \( \mathfrak{h} \) is a \( \theta \)-stable fundamental Cartan subalgebra of \( \mathfrak{z}(\gamma) \), we use the notation introduced in §3.6, except that \( \mathfrak{g} \) is now replaced by \( \mathfrak{z}(\gamma) \), and the pair \((\mathfrak{h}_t, \mathfrak{t}(\gamma))\) is replaced by the pair \((\mathfrak{h}_t, \mathfrak{t}(\gamma))\). Let \( R(\mathfrak{h}_t, \mathfrak{t}(\gamma)) \) denote the associated root system. Let \( R_+(\mathfrak{h}_t, \mathfrak{t}(\gamma)) \) denote a positive root system. As in (3.46), if \( h_t \in \mathfrak{h}_t \), set

$$\pi_{\mathfrak{h}_t,\mathfrak{t}(\gamma)}(h_t) = \prod_{\beta \in R_+(\mathfrak{h}_t, \mathfrak{t}(\gamma))} \langle \beta, h_t \rangle.$$

(8.2)
By (3.50), we obtain
\[
\left[ \pi^{h_\infty, R(\gamma)}(h_\infty) \right]^2 = (-1)^{(1/2)|R_+^e(\gamma)|} \prod_{\alpha \in R_+^\infty(k)} \langle \alpha, h_\infty \rangle^2 \prod_{\alpha \in R_+^e(\gamma)} \langle \alpha, h_\infty \rangle. \tag{8.3}
\]

We no longer assume \( h_\infty \) to be fundamental in \( \mathfrak{z}(\gamma) \).

In the following, we use the notation of §5.1. In particular \( \gamma \in H \) is fixed, and for \( b \in h_\infty \), \( \gamma' = \gamma e^b \). In particular, (5.3) and (5.4) hold.

We establish the following important result.

**Theorem 8.2.** For \( \epsilon > 0 \) small enough, there exist \( c > 0, C > 0 \) such that for \( b \in h_\infty \) \( \gamma \)-regular with \( |b| \leq \epsilon \), \( h_\infty \in i h_\infty \), then
\[
|\pi^{b, \mathfrak{z}(\gamma)}(b_p + h_\infty) D_H(\gamma') J_{\gamma'}(h_\infty)| \leq C \exp(c|h_\infty|). \tag{8.4}
\]

If \( h_\infty \in i h_\infty \) is not \( \gamma \) im-regular, the left-hand side of (8.4) vanishes.

If \( h_\infty \) is not the fundamental Cartan subalgebra of \( \mathfrak{z}(\gamma) \), for \( h_\infty \in i h_\infty \), as \( b \in h_\infty \) \( \gamma \)-regular tends to 0,
\[
\pi^{b, \mathfrak{z}(\gamma)}(b_p + h_\infty) D_H(\gamma') J_{\gamma'}(h_\infty) \to 0. \tag{8.5}
\]

If \( h_\infty \) is the fundamental Cartan subalgebra of \( \mathfrak{z}(\gamma) \), if \( h_\infty \in i h_\infty \) is \( \gamma \) im-regular, as \( b \in h_\infty \) \( \gamma \)-regular tends to 0,
\[
\pi^{b, \mathfrak{z}(\gamma)}(b_p + h_\infty) D_H(\gamma') J_{\gamma'}(h_\infty)
\to (-1)^{(1/2)|R_+^e(\gamma)| + |R_+^{im}(k)|} \left| \pi^{h_\infty, R(\gamma)}(h_\infty) \right|^2 \prod_{\alpha \in R_+^{im}(k)} \xi_\alpha^{1/2}(k^{-1}) D_H(\gamma) J_{\gamma}(h_\infty). \tag{8.6}
\]

**Proof.** By (5.11), we obtain
\[
\pi^{b, \mathfrak{z}(\gamma)}(b_p + h_\infty) = \prod_{\alpha \in R_+(\gamma)} \langle \alpha, b_p + h_\infty \rangle. \tag{8.7}
\]

We can rewrite (8.7) in the form
\[
\pi^{b, \mathfrak{z}(\gamma)}(b_p + h_\infty) = \prod_{\alpha \in R_+^e(\gamma)} \langle \alpha, b_p \rangle \prod_{\alpha \in R_+^{im}(k)} \langle \alpha, h_\infty \rangle \prod_{\alpha \in R_+^e(\gamma)} \langle \alpha, b_p + h_\infty \rangle. \tag{8.8}
\]

By (8.8), we deduce that if \( h_\infty \in i h_\infty \) is not \( \gamma \) im-regular, (8.8) vanishes.

If \( \alpha \in R_+^{im}(k) \), then \( \xi_\alpha(k^{-1}) = 1 \), so that \( \xi_\alpha^{1/2}(k^{-1}) = \pm 1 \). As \( \alpha \in R(\gamma) \), if \( b \in h_\infty \) is \( \gamma \)-regular, then \( \langle \alpha, b_\infty \rangle \neq 0 \). If \( \epsilon > 0 \) is small enough, if \( b \in h_\infty \) is \( \gamma \)-regular, and \( |b_\infty| \leq \epsilon \), if \( h_\infty \in i h_\infty \), then
\[
1 - e^{-(\alpha, b_\infty - h_\infty)} \neq 0, \text{ so that the following expression is well-defined:}
\]
\[
\prod_{\alpha \in R_+^{im}(k)} \frac{\langle \alpha, h_\infty \rangle}{\xi_\alpha^{1/2}(k^{-1} e^{b_\infty - h_\infty}) - \xi_\alpha^{-1/2}(k^{-1} e^{b_\infty - h_\infty})}
\]
\[
= \prod_{\alpha \in R_+^{im}(k)} \frac{\langle \alpha, h_\infty \rangle}{1 - e^{-(\alpha, b_\infty - h_\infty)}} \xi_\alpha^{1/2}(k^{-1} e^{b_\infty - h_\infty}). \tag{8.9}
\]
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Equation (8.9) can be rewritten in the form
\[
\prod_{\alpha \in \mathcal{R}_{p,\gamma}^m (k)} \frac{\langle \alpha, h \rangle}{\xi_{\alpha}^{1/2} (k^{-1}e^{b_t-h_t}) - \xi_{\alpha}^{-1/2} (k^{-1}e^{b_t-h_t})}
= \prod_{\alpha \in \mathcal{R}_{p,\gamma}^m (k)} \frac{\langle \alpha, h \rangle/2}{\sinh(\langle \alpha, b_t - h \rangle/2)} \xi_{\alpha}^{-1/2}(k^{-1}).
\] (8.10)

When \( h_t \) is \( \gamma \) im-regular, we have an identity similar to (8.10),
\[
\prod_{\alpha \in \mathcal{R}_{p,\gamma}^m (k)} \frac{\xi_{\alpha}^{1/2} (k^{-1}e^{b_t-h_t}) - \xi_{\alpha}^{-1/2} (k^{-1}e^{b_t-h_t})}{\langle \alpha, h \rangle}
= \prod_{\alpha \in \mathcal{R}_{p,\gamma}^m (k)} \frac{\sinh(\langle \alpha, b_t - h \rangle/2)}{\langle \alpha, h \rangle/2} \xi_{\alpha}^{1/2}(k^{-1}).
\] (8.11)

If \( x \in \mathbb{R}, y \in \mathbb{R} \),
\[ |1 - e^{x+iy}| \geq |1 - e^x|. \] (8.12)

By (8.12), we deduce that
\[ |\sinh((x + iy)/2)| \geq |\sinh(x/2)|. \] (8.13)

By (8.13), there exists \( C > 0 \) such that if \( e^{x+iy} \neq 1 \),
\[ \left| \frac{x}{\sinh((x + iy)/2)} \right| \leq C. \] (8.14)

By (8.10) and (8.14), if \( h_t \in i\mathbb{R} \) is \( \gamma \) im-regular, we obtain
\[ \left| \prod_{\alpha \in \mathcal{R}_{p,\gamma}^m (k)} \frac{\langle \alpha, h \rangle}{\xi_{\alpha}^{1/2} (k^{-1}e^{b_t-h_t}) - \xi_{\alpha}^{-1/2} (k^{-1}e^{b_t-h_t})} \right| \leq C. \] (8.15)

The \( \gamma \)-regularity of \( b \) does not play any role in the above estimate.

If \( \alpha \in \mathcal{R}_{p,\gamma}^m \setminus \mathcal{R}_{p,\gamma}^m (k) \), then \( \xi_{\alpha} (k^{-1}) \neq 1 \), so that for \( \epsilon > 0 \) small enough, if \( |b_t| \leq \epsilon \), the complex numbers \( \xi_{\alpha} (k^{-1}e^{b_t}) \) which have module 1, stay away from 1. Given \( \eta \in [0, \pi[, \) there is \( C_{\eta} > 0 \) such that if \( x \in \mathbb{R}_+^\times \) and \( y \in [\eta, 2\pi - \eta] \), then
\[ |xe^{iy}/2 - x^{-1}e^{-iy}/2| \geq C_{\eta}. \] (8.16)

By (8.16), we deduce that for \( \epsilon > 0 \) small enough, if \( |b_t| \leq \epsilon \), and \( h_t \in i\mathbb{R} \), then
\[
\prod_{\alpha \in \mathcal{R}_{p,\gamma}^m \setminus \mathcal{R}_{p,\gamma}^m (k)} \frac{1}{\xi_{\alpha}^{1/2} (k^{-1}e^{b_t-h_t}) - \xi_{\alpha}^{-1/2} (k^{-1}e^{b_t-h_t})}
= \prod_{\alpha \in \mathcal{R}_{p,\gamma}^m \setminus \mathcal{R}_{p,\gamma}^m (k)} \frac{\xi_{\alpha}^{-1/2} (k^{-1}e^{b_t-h_t})}{1 - e^{-\langle \alpha, b_t - h \rangle} \xi_{\alpha}^{-1} (k^{-1})}
\] (8.17)
is well-defined and, moreover,
\[ \left| \prod_{\alpha \in \mathcal{R}_{p,\gamma}^m \setminus \mathcal{R}_{p,\gamma}^m (k)} \frac{1}{\xi_{\alpha}^{1/2} (k^{-1}e^{b_t-h_t}) - \xi_{\alpha}^{-1/2} (k^{-1}e^{b_t-h_t})} \right| \leq C. \] (8.18)

By combining (5.20), (8.8), (8.15), and (8.18), we obtain (8.4), and also the fact that if \( h_t \in i\mathbb{R} \) is not \( \gamma \) im-regular, the left-hand side of (8.4) vanishes.
By Proposition 3.7, \( \mathfrak{h} \) is the fundamental Cartan subalgebra of \( \mathfrak{g}(\gamma) \) if and only if \( R^\text{re}+ \) is empty.

If \( \mathfrak{h} \) is not the fundamental Cartan subalgebra of \( \mathfrak{g}(\gamma) \), \( R^\text{re}+ \) is nonempty. Using (5.20), (8.8), and the previous bounds, we obtain (8.5).

From now on, we assume that \( \mathfrak{h} \) is the fundamental Cartan subalgebra of \( \mathfrak{g}(\gamma) \). By (4.10), because \( R^\text{re}+ \) is empty, we obtain

\[
\epsilon_D(\gamma) = \text{sgn} \prod_{\alpha \in R^\text{re}+} (1 - \xi^{-1}_\alpha(\gamma)).
\]  

(8.19)

For \( \alpha \in R^\text{re}+ \), then \( \xi_\alpha(\gamma) \neq 0 \) so that for \( \epsilon > 0 \) small enough, if \( |b_p| \leq \epsilon \),

\[
\epsilon_D(\gamma') = \epsilon_D(\gamma).
\]  

(8.20)

In addition, if \( \alpha \in R^\text{re}+ \), \( \xi_\alpha(k') = \xi_\alpha(k) \). By the above, it follows that for \( b \in \mathfrak{h} \gamma \)-regular close enough to 0,

\[
\epsilon_D(\gamma') \prod_{\alpha \in R^\text{re}+} \xi^{1/2}_\alpha(k'^{-1}) = \epsilon_D(\gamma) \prod_{\alpha \in R^\text{re}+} \xi^{1/2}_\alpha(k^{-1}).
\]  

(8.21)

By (8.10), (8.11), and (8.14), if \( h_t \in i\mathfrak{h}_t \) is \( \gamma \) im-regular, if \( b \in \mathfrak{h} \gamma \)-regular tends to 0,

\[
\prod_{\alpha \in R_{\gamma}^m} \frac{\langle \alpha, h_t \rangle}{\xi^{1/2}_\alpha(k^{-1}e^{-h_t} - k^{-1}e^{-h_t})} - \frac{\xi^{-1/2}_\alpha(k^{-1}e^{-h_t} - k^{-1}e^{-h_t})}{\langle \alpha, h_t \rangle} \to (-1)^{|\mathfrak{p}_+^m| + |\mathfrak{p}_-^m| + (1/2)|\mathfrak{r}^+|}  
\]  

(8.22)

By (5.20), by the considerations after (8.1), by (8.3), (8.8), (8.21), and (8.22), we deduce that if \( h_t \in i\mathfrak{h}_t \) is \( \gamma \) im-regular, then

\[
\pi_{b,\mathfrak{g}(\gamma)}(h_t) D_H(\gamma') \mathcal{J}_\gamma(h_t) 
\]

\[
\to \epsilon_D(\gamma)(-1)^{|\mathfrak{p}_+^m| + |\mathfrak{p}_-^m| + (1/2)|\mathfrak{r}^+|} \times 
\]  

\[
\prod_{\alpha \in R_{\gamma}^m \cup \mathfrak{r}^+(\gamma)} \xi^{1/2}_\alpha(k^{-1}|\pi_{b,\mathfrak{g}(\gamma)}(h_t)|^2) \prod_{\alpha \in R_{\gamma}^-} \frac{\xi^{-1/2}_\alpha(k^{-1}e^{-h_t} - k^{-1}e^{-h_t})}{\langle \alpha, h_t \rangle} \times 
\]  

\[
\prod_{\alpha \in R_{\gamma}^m \setminus \mathfrak{r}^+(\gamma)} \left( \xi^{1/2}_\alpha(k^{-1}e^{-h_t} - k^{-1}e^{-h_t}) - \xi^{-1/2}_\alpha(k^{-1}e^{-h_t}) \right) \]  

(8.23)

By comparing (4.34) and the right-hand side of (8.23), we obtain (8.6). The proof of our theorem is complete.

\section*{8.2 The Lie algebra \( \mathfrak{g}(\gamma) \) and the isomorphisms of Harish-Chandra and Duflo}

Here, we use results contained in §§3.11, 6.1, and 6.4.
Let $\mathfrak{h}$ be a $\theta$-stable Cartan subalgebra of $\mathfrak{z}(\gamma)$. We have the Harish-Chandra and Duflo isomorphisms of filtered algebras:

$$\phi_{HC} : Z(\mathfrak{g}) \simeq I(\mathfrak{h}, \mathfrak{g}), \quad \tau_{\mathfrak{D}} : I(\mathfrak{g}) \simeq Z(\mathfrak{g}).$$

As explained in §6.4, the above isomorphisms are compatible.

By (3.80), we have the isomorphisms

$$r : I(\mathfrak{g}) \simeq I(\mathfrak{h}, \mathfrak{g}), \quad r : I(\mathfrak{z}(\gamma)) \simeq I(\mathfrak{h}, \mathfrak{z}(\gamma)).$$

Recall that we have the splitting

$$\mathfrak{g} = \mathfrak{z}(\gamma) \oplus \mathfrak{z}^\perp(\gamma).$$

Let $r_{\mathfrak{z}(\gamma)}$ denote the projection $\mathfrak{g} \to \mathfrak{z}(\gamma)$. This map induces a corresponding morphism of $\mathbb{Z}$-graded algebras $r_{\mathfrak{z}(\gamma)} : I(\mathfrak{g}) \to I(\mathfrak{z}(\gamma))$. Let $i$ be the obvious morphism $I(\mathfrak{h}, \mathfrak{g}) \to I(\mathfrak{h}, \mathfrak{z}(\gamma))$.

We have the following commutative diagram.

$$\begin{array}{ccc}
I(\mathfrak{g}) & \longrightarrow & I(\mathfrak{h}, \mathfrak{g}) \\
\downarrow r_{\mathfrak{z}(\gamma)} & & \downarrow i \\
I(\mathfrak{z}(\gamma)) & \longrightarrow & I(\mathfrak{h}, \mathfrak{z}(\gamma))
\end{array}$$

**Definition 8.3.** If $L \in Z(\mathfrak{g})$, let $L_{\mathfrak{z}(\gamma)} \in I(\mathfrak{z}(\gamma))$ be given by

$$L_{\mathfrak{z}(\gamma)} = r_{\mathfrak{z}(\gamma)}^{-1} \tau_{\mathfrak{D}}^{-1}(L).$$

The map $L \in Z(\mathfrak{g}) \to L_{\mathfrak{z}(\gamma)} \in I(\mathfrak{z}(\gamma))$ is a morphism of filtered algebras.

**Proposition 8.4.** If $L \in Z(\mathfrak{g})$, the following identity holds:

$$L_{\mathfrak{z}(\gamma)} = r_{\mathfrak{z}(\gamma)} \tau_{\mathfrak{D}}^{-1}(L).$$

**Proof.** This follows from (6.28), (8.27), and (8.28). □

As we saw in §§3.1 and 3.11, we have the identification

$$I(\mathfrak{z}(\gamma)) \simeq D_I(\mathfrak{z}(\gamma)).$$

In the following, when there is no ambiguity, if $L \in Z(\mathfrak{g})$, $L_{\mathfrak{z}(\gamma)}$ will be considered as an element of $D_I(\mathfrak{z}(\gamma))$.

**Proposition 8.5.** The following identity holds:

$$(C^\theta)^{\mathfrak{z}(\gamma)} = -\Delta^{\mathfrak{z}(\gamma)} + B^*(\rho^\theta, \rho^\theta).$$

**Proof.** By Proposition 6.3 and by (8.29), we obtain (8.31). □

**8.3 An application of Rossmann’s formula**

We know that $a \in \mathfrak{h}_p$. As $a$ is in the center of $\mathfrak{z}(\gamma)$, if $\alpha \in R(\gamma)$, then $\langle \alpha, a \rangle = 0$. By (5.11), we deduce that if $h \in \mathfrak{h}$,

$$\pi^{\mathfrak{h}, \mathfrak{z}(\gamma)}(h + a) = \pi^{\mathfrak{h}, \mathfrak{z}(\gamma)}(h).$$
We use the corresponding notation on \( z \).

As we saw in §3.1, \( S'(\mathfrak{h}) \) can be identified with the algebra \( D(\mathfrak{h}) \) of differential operators with constant coefficients on \( \mathfrak{h} \). Let \( \pi^b,3(\gamma) \in D(\mathfrak{h}_C) \) denote the differential operator on \( \mathfrak{h}_C \) associated with \( \pi^b,3(\gamma) \in S'(\mathfrak{h}_C) \).

Recall that \( \mathfrak{h}_i \) was defined in (7.7). Let \( \mu \in S^{\text{even}}(R) \) be taken as in §2.5. If \( A \in R \), let \( \mu(\sqrt{-\Delta^b + A})(h) \) be the smooth convolution kernel on \( \mathfrak{h}_i \) associated with the operator \( \mu(\sqrt{-\Delta^b + A}) \). If \( f \in C^{\infty,c}(\mathfrak{h}_i, R) \), then

\[
\mu(\sqrt{-\Delta^b + A})f(h) = \int_{\mathfrak{h}_i} \mu(\sqrt{-\Delta^b + A})(h - h')f(h') dh'.
\]  

We use the corresponding notation on \( \mathfrak{z}_i(\gamma) = p(\gamma) \oplus i\mathfrak{k}(\gamma) \).

Here, we use the notation of §8.2. In the following, \( \phi_{HC}L \) and \( L^{i(\gamma)} \) are viewed as differential operators in \( D_f(h) \) and \( D_f(\mathfrak{z}_i(\gamma)) \). As we saw in §3.1, these differential operators act on \( \mathfrak{h}_i \) and \( \mathfrak{z}_i(\gamma) \), and so they can be composed with the above convolution kernels.

**Proposition 8.6.** We have the identity of smooth functions on \( \mathfrak{h}_i \),

\[
\pi^b,3(\gamma)(\phi_{HC}L)\mu(\sqrt{-\Delta^b + A})(h) = \pi^b,3(\gamma)(-2\pi h)L^{i(\gamma)}\mu(\sqrt{-\Delta^{i(\gamma)} + A})(h).
\]  

**Proof.** In the proof, we identify \( \mathfrak{z}_i(\gamma) = p(\gamma) \oplus i\mathfrak{k}(\gamma) \) as a real vector space to \( \mathfrak{u}(\gamma) = ip(\gamma) \oplus i\mathfrak{k}(\gamma) \), which is the compact form of \( \mathfrak{z}(\gamma) \).

We identify the real Euclidean vector space \( \mathfrak{h}_i \) to its dual by its scalar product. Let \( \mathcal{F}^{\mathfrak{h}_i} \) denote the classical Fourier transform on \( \mathfrak{h}_i \). If \( f \in S(\mathfrak{h}_i) \), if \( h^* \in \mathfrak{h}_i \), then

\[
\mathcal{F}^{\mathfrak{h}_i} f(h^*) = \int_{\mathfrak{h}_i} \exp(-2i\pi B(h, h^*))f(h) dh.
\]  

Put

\[
\mathcal{F}^{\mathfrak{h}_i} f(h^*) = \mathcal{F}^{\mathfrak{h}_i}(-h^*). \tag{8.37}
\]

Then

\[
\mathcal{F}^{\mathfrak{h}_i}[\pi^b,3(\gamma)(\phi_{HC}L)\mu(\sqrt{-\Delta^b + A})](h^*) = \pi^b,3(\gamma)(2i\pi h^*)(\phi_{HC}L)(2i\pi h^*)\mu(\sqrt{4\pi^2 B(h^*, h^*) + A}). \tag{8.38}
\]

By (8.38), we obtain

\[
\pi^b,3(\gamma)(\phi_{HC}L)\mu(\sqrt{-\Delta^b + A})(h) = \mathcal{F}^{\mathfrak{h}_i}[\pi^b,3(\gamma)(2i\pi h^*)(\phi_{HC}L)(2i\pi h^*)\mu(\sqrt{4\pi^2 B(h^*, h^*) + A})](h). \tag{8.39}
\]

We can define the Fourier transform \( \mathcal{F}^{\mathfrak{h}(\gamma)} \) on the Euclidean vector space \( \mathfrak{z}_i(\gamma) \), which is canonically identified to the Lie algebra \( \mathfrak{u}(\gamma) \). The function \( B(h^*, h^*) \) extends to a \( \text{Ad}(\mathfrak{u}(\gamma)) \)-invariant function on \( \mathfrak{u}(\gamma) \). By Proposition 8.4, the \( \text{Ad}(\mathfrak{u}(\gamma)) \)-invariant function \( L^{i(\gamma)} \) on \( \mathfrak{z}_i(\gamma) \) restricts to the function \( \phi_{HC}L \) on \( \mathfrak{h}_i \). By Rossmann’s formula (see [Ros78, Theorem p. 209] and
\(\ell = \text{Theorem p. 13} \), we obtain
\[
\mathcal{F}^h[\pi^{\beta,3}(\gamma)(2i\pi h^*)(\phi_{HC,L})(2i\pi h^*)\mu(\sqrt{4\pi^2B(h^*, h^*)} + A)](h) = \pi^{\beta,3}(\gamma)(-2\pi h)\mathcal{F}^{\beta,3}(\gamma)[L^{\beta,3}(\gamma)(2i\pi h^*)\mu(\sqrt{4\pi^2B(h^*, h^*)} + A)](h). \tag{8.40}
\]
By (8.39) and (8.40), we obtain (8.35). The proof of our proposition is complete. \(\square\)

8.4 The limit of certain orbital integrals
We use the notation of §8.1. As we saw in §7.1, \(\text{Tr}^{[\gamma]}[\mu(\sqrt{C^g}X + A)]\) is a smooth function of \(\gamma' \in H^{\text{reg}}\). Recall that \(\pi^{\beta,3}(\gamma)\) is a differential operator on \(\mathfrak{h}_C\). To make our formulas clearer, we denote its action in the variables \(b\) or \(h\) as \(\pi^{\beta,3}(\gamma)\) or \(\pi^{\beta,3}(\gamma)\). Proposition 8.7. The following identity holds on \(H^{\text{reg}}\):
\[
\pi^{\beta,3}(\gamma)[D_H(\gamma')\text{Tr}^{[\gamma']}[L\mu(\sqrt{C^g}X + A)]] = (-1)^{|R(\gamma')}|\pi^{\beta,3}(\gamma)(\phi_{HC,L})\mu(\sqrt{\phi_{HC,C^g} + A})[D_H(\gamma')\mathcal{J}_{\gamma'}(h\gamma)]\text{Tr}^{E}[\rho E^{k-1}e^{b-h\gamma}]\delta_{\alpha'}](0)
\]
\[
= \pi^{\beta,3}(\gamma)[(b_p + h\gamma)D_H(\gamma')\mathcal{J}_{\gamma'}(h\gamma)\text{Tr}^{E}[\rho E^{k-1}e^{b-h\gamma}] - a - b_p - h\gamma] dh\gamma. \tag{8.41}
\]
Proof. As we saw in Theorem 5.4, the function \((\gamma', h\gamma) \in H^{\text{reg}} \times i\mathfrak{h}\rightarrow \mathcal{J}_{\gamma'}(h\gamma) \in \mathfrak{C}\) is smooth. If \(\gamma' \in H^{\text{reg}}\), then \(\mathfrak{z}(\gamma') = \mathfrak{h}\), so that by (7.8) in Theorem 7.2, we obtain
\[
\pi^{\beta,3}(\gamma)[D_H(\gamma')\text{Tr}^{[\gamma']}[L\mu(\sqrt{C^g}X + A)]] = \mathfrak{z}(\gamma') = \mathfrak{h}\), so that by (7.8) in Theorem 7.2, we obtain
\[
\pi^{\beta,3}(\gamma)[D_H(\gamma')\text{Tr}^{[\gamma']}[L\mu(\sqrt{C^g}X + A)]] \tag{8.42}
\]
On the right-hand side of (8.42), the differential operator \(\pi^{\beta,3}(\gamma)\) acts on the distribution on the right in the variables \(b = (b_p, b_k) \in \mathfrak{h}\), and not on the variable \(h\gamma\). The situation is actually strictly similar to what we already met in the proofs of Proposition 7.1 and Theorem 7.2. We obtain in this way the first identity in (8.41).

By Proposition 8.6, using the conventions in (8.34), we obtain
\[
(-1)^{|R(\gamma')}|\pi^{\beta,3}(\gamma)(\phi_{HC,L})\mu(\sqrt{\phi_{HC,C^g} + A})[D_H(\gamma')\mathcal{J}_{\gamma'}(h\gamma)]\text{Tr}^{E}[\rho E^{k-1}e^{b-h\gamma}]\delta_{\alpha'}](0)
\]
\[
= (-2\pi)^{|R(\gamma')}|\int_{\mathfrak{h}_C} L^{\beta,3}(\gamma)\mu(\sqrt{(C^g)\beta,3(\gamma) + A})(-a - b_p - h\gamma)
\]
\[
\times \pi^{\beta,3}(\gamma)(b_p + h\gamma)D_H(\gamma')\mathcal{J}_{\gamma'}(h\gamma)\text{Tr}^{E}[\rho E^{k-1}e^{b-h\gamma}] dh\gamma. \tag{8.43}
\]
By (8.32), we obtain
\[
\pi^{\beta,3}(\gamma)(a + b_p + h\gamma) = \pi^{\beta,3}(\gamma)(b_p + h\gamma). \tag{8.44}
\]
By the first identity in (8.41) and by (8.43) and (8.44), we obtain the second identity in (8.41). The proof of our proposition is complete. \(\square\)

Let \(T(\gamma)\) be a maximal torus in \(K^0(\gamma)\), let \(\mathfrak{t}(\gamma) \subset \mathfrak{k}(\gamma)\) be the corresponding Lie algebra, and let \(W(\gamma) \subset \mathfrak{t}(\gamma)\) be the corresponding Weyl group.\(^{13}\)

Theorem 8.8. If \(\mathfrak{h}\) is not the fundamental Cartan subalgebra of \(\mathfrak{z}(\gamma)\), as \(b \in \mathfrak{h}\) \(-\gamma\)-regular tends to 0, then
\[
\pi^{\beta,3}(\gamma)[D_H(\gamma')\text{Tr}^{[\gamma']}[L\mu(\sqrt{C^g}X + A)]] \rightarrow 0. \tag{8.45}
\]
\(^{13}\) We use this notation instead of \(W(\mathfrak{t}(\gamma) : \mathfrak{t}(\gamma)\mathfrak{c})\) because this Weyl group is real.
If $\mathfrak{h}$ is the fundamental Cartan subalgebra of $\mathfrak{z}(\gamma)$, as $b \in \mathfrak{h}$ $\gamma$-regular tends to 0, then
\[
\pi^b_{\mathfrak{z}(\gamma)}[D_H(\gamma')\text{Tr}^{\gamma}[L\mu(\sqrt{C^{a,X}+A})]]
\rightarrow (-1)^{(1/2)(\dim \mathfrak{p}(\gamma)-\dim \mathfrak{h}_\mathfrak{t})} \frac{|W(t(\gamma) : \mathfrak{t}(\gamma))|}{\text{Vol}(K^0(\gamma)/T(\gamma))} \prod_{\alpha \in R^\text{im}_+(k)} \xi^{1/2}(k^{-1})
\times D_H(\gamma)(2\pi)^{|R^+_+(\gamma)|} \int_{i\mathfrak{t}(\gamma)} L^{\mathfrak{z}(\gamma)} \mu(\sqrt{(C^0)^{\mathfrak{z}(\gamma)}+A})(-a-Y_0^\mathfrak{f}) \mathcal{J}_\gamma(Y_0^\mathfrak{f}) \text{Tr}^{E}[\rho^E(1-k^{-1}e^{-Y_0^\mathfrak{f}})] dY_0^\mathfrak{f}.
\] (8.46)

**Proof.** First, we consider the case where $\mathfrak{h}$ is not the fundamental Cartan subalgebra of $\mathfrak{z}(\gamma)$. Using (2.80), (8.4), (8.5), (8.41), and dominated convergence, we get (8.45).

Assume now that $\mathfrak{h}$ is the fundamental Cartan subalgebra of $\mathfrak{z}(\gamma)$. Using (2.80), (8.4), (8.6), (8.41), since the convergence in (8.6) takes place except on a Lebesgue negligible set of $i\mathfrak{h}_\mathfrak{t}$, we can use dominated convergence, so that as $b \in \mathfrak{h}$ $\gamma$-regular tends to 0,
\[
\pi^b_{\mathfrak{z}(\gamma)}[D_H(\gamma')\text{Tr}^{\gamma}[L\mu(\sqrt{C^{a,X}+A})]]
\rightarrow (-1)^{|R^+_+(\gamma)|+(1/2)|R^0_+(\gamma)|+|R^\text{im}_+(k)|} \prod_{\alpha \in R^\text{im}_+(k)} \xi^{1/2}(k^{-1}) D_H(\gamma)
\times (2\pi)^{|R^+_+(\gamma)|} \int_{i\mathfrak{t}(\gamma)} L^{\mathfrak{z}(\gamma)} \mu(\sqrt{(C^0)^{\mathfrak{z}(\gamma)}+A})(-a-Y_0^\mathfrak{f}) \mathcal{J}_\gamma(Y_0^\mathfrak{f}) \text{Tr}^{E}[\rho^E(1-k^{-1}e^{-Y_0^\mathfrak{f}})] [\pi^b_{\mathfrak{t}(\gamma)}(h_\mathfrak{t})]^2 dh_\mathfrak{t}.
\] (8.47)

The operators $L^{\mathfrak{z}(\gamma)}$ and $(C^0)^{\mathfrak{z}(\gamma)}$ on $\mathfrak{z}(\gamma)$ are both $K(\gamma)$-invariant, and so the smooth function $L^{\mathfrak{z}(\gamma)} \mu(\sqrt{(C^0)^{\mathfrak{z}(\gamma)}+A})(-a-Y_0^\mathfrak{f})$ on $i\mathfrak{t}(\gamma)$ is also $K(\gamma)$-invariant. This is also the case for the function $\mathcal{J}_\gamma(Y_0^\mathfrak{f}) \text{Tr}^{E}[\rho^E(1-k^{-1}e^{-Y_0^\mathfrak{f}})]$. As $\mathfrak{h}$ is the fundamental Cartan subalgebra of $\mathfrak{z}(\gamma)$, $\mathfrak{h}_\mathfrak{t}$ is a Cartan subalgebra of $\mathfrak{t}(\gamma)$. By Weyl’s integration formula, and taking into account the fact that on $i\mathfrak{h}_\mathfrak{t}$, $[\pi^b_{\mathfrak{h},\mathfrak{t}(\gamma)}(h_\mathfrak{t})]^2$ is non-negative, we obtain
\[
\int_{i\mathfrak{t}(\gamma)} L^{\mathfrak{z}(\gamma)} \mu(\sqrt{(C^0)^{\mathfrak{z}(\gamma)}+A})(-a-Y_0^\mathfrak{f}) \mathcal{J}_\gamma(Y_0^\mathfrak{f}) \text{Tr}^{E}[\rho^E(1-k^{-1}e^{-Y_0^\mathfrak{f}})] dY_0^\mathfrak{f}

= \frac{\text{Vol}(K^0(\gamma)/T(\gamma))}{|W(t(\gamma) : \mathfrak{t}(\gamma))|} \int_{i\mathfrak{t}(\gamma)} L^{\mathfrak{z}(\gamma)} \mu(\sqrt{(C^0)^{\mathfrak{z}(\gamma)}+A})(-a-Y_0^\mathfrak{f}) \mathcal{J}_\gamma(h_\mathfrak{t}) \text{Tr}^{E}[\rho^E(1-k^{-1}e^{-Y_0^\mathfrak{f}})] [\pi^b_{\mathfrak{h},\mathfrak{t}(\gamma)}(h_\mathfrak{t})]^2 dh_\mathfrak{t}.
\] (8.48)

Using, in particular, Proposition 3.10 applied to $\mathfrak{z}(\gamma)$, we have the identities
\[
|R^+_+(\gamma)| = \dim c_+(\gamma) + \frac{1}{2} \dim i(k),
|R^\text{im}_+(k)| = \frac{1}{2} \dim i_+(k),
|R^0_+(\gamma)| = \dim c_+(\gamma).
\] (8.49)

By (8.49), we deduce that
\[
|R^+_+(\gamma)| + |R^\text{im}_+(k)| + \frac{1}{2} |R^0_+(\gamma)| = \dim c_+(\gamma) + \frac{1}{2} \dim i_+(k) + \frac{1}{2} \dim i(k) + \frac{1}{2} \dim c_+(\gamma).
\] (8.50)
By Proposition 3.10, $\mathfrak{c}_+(\gamma)$ has even dimension. This is also the case for $i_\mathfrak{p}(k)$. By (8.50), we get the equality mod 2,

$$|R_+(\gamma)| + |R_{\mathfrak{c}_+}(\gamma)| = \frac{1}{2} \dim i_\mathfrak{p}(k) + \frac{1}{2} \dim \mathfrak{c}(\gamma).$$

(8.51)

By Proposition 3.7 and by (3.32) in Proposition 3.8 applied to $\mathfrak{z}(\gamma)$, because $\mathfrak{h}$ is fundamental in $\mathfrak{z}(\gamma)$, we obtain

$$\dim \mathfrak{p}(\gamma) - \dim \mathfrak{h}_\mathfrak{p} = \dim i_\mathfrak{p}(k) + \frac{1}{2} \dim \mathfrak{c}(\gamma).$$

(8.52)

By (8.51), (8.52), we obtain

$$(-1)^{|R_+(\gamma)|+|R_{\mathfrak{c}_+}(\gamma)|+(1/2)|R_{\mathfrak{c}_+}(\gamma)|} = (-1)^{(1/2)(\dim \mathfrak{p}(\gamma) - \dim \mathfrak{h}_\mathfrak{p})}. $$

(8.53)

When $\gamma = 1$, the above identity had been established by [Har64, Lemma 18].

By (8.47), (8.48), and (8.53), we obtain (8.46). The proof of our theorem is complete. □

9. The final formula

In this section, we establish our final formula in the case of a non-necessarily regular semisimple element $\gamma \in G$. Our formula extends both the formula in Theorem 2.9 valid for $\gamma$ semisimple and $L = 1$, and the formula in Theorem 7.2 valid for $\gamma$ regular. To establish our main result, we combine a fundamental result of Harish-Chandra with the results we obtained in §8. In addition, along the lines of [Bis11, Chapter 6], we give a wave kernel formulation of our main result.

This section is organized as follows. In §9.1, we establish our main result. In §9.2, as in [Bis11], we reformulate our main result in terms of wave kernels. Finally, in §9.3, we verify our main formula is compatible to natural operations on orbital integrals.

9.1 The general case

Let $L \in Z(\mathfrak{g})$. Here, we take $\gamma \in G$ semisimple as in (2.19). We extend Theorem 7.2 to nonregular $\gamma$.

Theorem 9.1. The following identity holds:

$$\text{Tr}^{\mathfrak{h}}[L\mu(\sqrt{C^\mathfrak{g}X} + A)] = L^{(\gamma)} \mu(\sqrt{(C^\mathfrak{g})^{2}(\gamma)} + A) [\mathcal{J}_\gamma(Y_0^\mathfrak{p})] \text{Tr}^E[\rho^E(k^{-1}e^{-Y_0^\mathfrak{p}})]\delta_\omega(0).$$

(9.1)

Proof. By a result of Harish-Chandra (see [Har66, Lemma 28] and [Var77, Part II, §12.5, Theorem 13]), we know that if $\mathfrak{h}$ is the fundamental Cartan subalgebra in $\mathfrak{z}(\gamma)$, there is a universal constant $c_{\gamma}$ depending only on $\gamma$ such that with the notation in Theorem 8.8, as $b \in \mathfrak{h}$, $\gamma$-regular tends to 0,

$$\pi^{b,\mathfrak{h}}(\gamma)[D_H(\gamma')\text{Tr}^{\mathfrak{h}}[L\mu(\sqrt{C^\mathfrak{g}X} + A)] \to c_{\gamma} \text{Tr}^{\mathfrak{h}}[L\mu(\sqrt{C^\mathfrak{g}X} + A)].$$

(9.2)

In Theorem 8.8, we gave another proof of the existence of the limit in (9.2). In addition, by the fundamental result of [Bis11] stated as Theorem 2.9, when $L = 1$, the integral in the right-hand side of (8.46) coincides with the orbital integral $\text{Tr}[\gamma]\mu(\sqrt{C^\mathfrak{g}X} + A)].$ To identify the constant $c_{\gamma}$, we only need to prove that one of these last orbital integrals does not vanish. It is enough to take $E$ to be the trivial representation, and $\mu(x) = \exp(-x^2)$. As the scalar heat kernel on $X$ is positive, the corresponding orbital integrals do not vanish. Thus, we find that

$$c_{\gamma} = (-1)^{(1/2)(\dim \mathfrak{p}(\gamma) - \dim \mathfrak{h}_\mathfrak{p})} \left| W(t(\gamma) : t(\gamma)) \right| \frac{\text{Vol}(K^\mathfrak{g}(\gamma)/T(\gamma))}{2\pi^{R_+(\gamma)}} \prod_{\alpha \in R_{\mathfrak{c}_+}^+(k)} \xi_{\alpha}^{1/2}(k^{-1})D_H(\gamma).$$

(9.3)
We still take \( \gamma = 1 \), this computation has already been done by Harish-Chandra in [Har75, § 37, Theorem 1].\(^{14} \) For the case of a general \( \gamma \), this formula can also be derived from [Har66, p. 34] and from the reference given previously.

By combining (8.46), (9.2), and (9.3), we obtain (9.1). The proof of our theorem is complete. \( \square \)

### 9.2 A microlocal version

We still take \( \gamma \in G \) semisimple as in (2.19).

We proceed as in [Bis11, § 6.3], to which we refer for more details. In the following, we identify \( TX \) and \( T^*X \) by the metric.

Let \( \Gamma = \gamma L \) of the distribution \( TP \) of \( X \) with \( \mu \). This is an even distribution on \( X \).

Then \( \Delta \) is a well-defined distribution on \( X \), and its wave front set is the formal sum of the wave front sets of the two above distributions. In particular, the pushforward of the distribution \( \Gamma \) by the projection \( X \times X \to \) is well-defined. It is denoted by

\[
\int_{\Delta_X} \Gamma \to \Gamma.
\]

This is an even distribution on \( X \).

Tautologically, we have the identity of even distributions on \( X \),

\[
\Gamma \Gamma = \int_{\Delta_X} \Gamma \to \Gamma.
\]

We have the result established in [Bis11, Proposition 6.3.1].

\(^{14} \) More precisely, if \( G = KAN \) is the Iwasawa decomposition, when \( \gamma = 1 \), the constant obtained in [Har75] is \( g^{\dim N/2}c_\gamma \). In [Har75, § 7], Harish-Chandra uses another normalization for the Haar measure on \( G \), which is adapted to the Iwasawa decomposition. By [Har75, p. 202], the ratio of these two normalizations is given by \( g^{\dim N/2} \), which explains the discrepancy.
Proposition 9.2. The singular support of \( \text{Tr}^{[\gamma]}[L \cos(s \sqrt{C^0 \cdot X + A})] \) is included in \( s = \pm |a| \), and the ordinary support is included in
\[
\{ s \in \mathbb{R}, |s| \geq |a| \}
\]
If \( a = 0 \), if \( p(\gamma) = 0 \), the singular support of
\[
\text{Tr}^{[\gamma]}[L \cos(s \sqrt{C^0 \cdot X + A})]
\]
is empty.

We define the even distribution on \( \mathbb{R} \),
\[
L^{(\gamma)}(\cos(s \sqrt{(C^0)\lambda + A}))\mathcal{J}_\gamma(Y^0)^\dagger \text{Tr}^{[\gamma]}[\rho E(k^{-1} - Y^0 \ast)](0)
\]
by the formula
\[
L^{(\gamma)}(\cos(s \sqrt{(C^0)\lambda + A}))\mathcal{J}_\gamma(Y^0)^\dagger \text{Tr}^{[\gamma]}[\rho E(k^{-1} - Y^0 \ast)](0)
\]
\[
= \int_\mathbb{R} \hat{\mu}(s)L^{(\gamma)}(\cos(2\pi s \sqrt{(C^0)\lambda + A}))\mathcal{J}_\gamma(Y^0)^\dagger \text{Tr}^{[\gamma]}[\rho E(k^{-1} - Y^0 \ast)](0).
\]

Let \( z = (y, Y^0) \) be the generic element of \( \mathfrak{z}_i(\gamma) = p(\gamma) \oplus \mathfrak{i}(\gamma) \). Using finite propagation speed for the wave equation,
\[
L^{(\gamma)}(\cos(s \sqrt{(C^0)\lambda + A}))
\]
is a distribution on \( \mathbb{R} \times \mathfrak{z}_i(\gamma) \times \mathfrak{z}_i(\gamma) \) whose support is included in \( (s, z, z') \), \( |s| \geq |z' - z| \).
Moreover, by [Hör85, Theorem 23.1.4 and remark], its wave front set is the conic set associated with \((y', -Y') = (y \pm sY, Y), |Y| = 1, \) and \( \tau = \pm 1 \). Conic set means again that the dilations by \( \lambda > 0 \) are applied to the variables \( Y, Y', \) and \( \tau \).

Set
\[
H^\gamma = \{0\} \times (a, i\mathfrak{i}(\gamma)) \subset \mathfrak{z}_i(\gamma) \times \mathfrak{z}_i(\gamma).
\]
The wave front set associated with \( \mathbb{R} \times H^\gamma \subset \mathbb{R} \times \mathfrak{z}_i(\gamma) \times \mathfrak{z}_i(\gamma) \) is such that \( Y^\tau(\gamma) = 0, \tau = 0 \), so that the product
\[
L^{(\gamma)}(\cos(s \sqrt{(C^0)\lambda + A}))H^\gamma
\]
is well-defined.

The function \( \mathcal{J}_\gamma(Y^0)^\dagger \text{Tr}^{[\gamma]}[\rho E(k^{-1} - Y^0 \ast)] \) can be viewed as a smooth function on the second copy of \( \mathfrak{z}_i(\gamma) \) in \( \mathfrak{z}_i(\gamma) \times \mathfrak{z}_i(\gamma) \). It lifts to a smooth function on \( \mathfrak{z}_i(\gamma) \times \mathfrak{z}_i(\gamma) \).

Therefore,
\[
L^{(\gamma)}(\cos(s \sqrt{(C^0)\lambda + A}))H^\gamma \mathcal{J}_\gamma(Y^0)^\dagger \text{Tr}^{[\gamma]}[\rho E(k^{-1} - Y^0 \ast)]
\]
is a well-defined distribution on \( \mathbb{R} \times \mathfrak{z}_i(\gamma) \times \mathfrak{z}_i(\gamma) \). The pushforward of this distribution by the projection \( \mathbb{R} \times \mathfrak{z}_i(\gamma) \times \mathfrak{z}_i(\gamma) \to \mathbb{R} \) is denoted by
\[
\int_{H^\gamma} L^{(\gamma)}(\cos(s \sqrt{(C^0)\lambda + A}))\mathcal{J}_\gamma(Y^0)^\dagger \text{Tr}^{[\gamma]}[\rho E(k^{-1} - Y^0 \ast)].
\]
This is an even distribution supported in \( |s| \geq |a| \), with singular support included in \( s = \pm |a| \).
Note that if \( a = 0 \) and if \( p(\gamma) = 0 \), the singular support of this distribution is empty.
Theorem 9.3. We have the identity of even distributions on $\mathbb{R}$ supported on $|s| \geq |a|$ with singular support included in $\pm |a|$, 

$$\int_{\Delta_X} \text{Tr}^E (\gamma L \cos(s \sqrt{C^g.X + A})) = \int_{H^n} L^{\delta(\gamma)} \cos(s \sqrt{(C^g)^{\delta(\gamma)} + A}) \mathcal{J}_\gamma (Y_0^R) \text{Tr}^E [\rho^E (k^{-1} e^{-Y_0^R})].$$  

(9.13)  

Proof. We use Theorem 9.1, and we proceed as in the proof of [Bis11, Theorem 6.3.2]. \qed

9.3 Compatibility properties of the formula

Let us give a direct proof that the right-hand side of (9.1) is invariant by conjugation of $\gamma$ in $G$. Indeed let $\gamma$ and $\gamma'$ be two conjugate elements in $G$ as in Theorem 2.3. By this theorem, they are also conjugate by an element $k''$ of $K$, and (2.33) holds. As the character of the representation $\rho^E$ is invariant by conjugation by elements of $K$, the right-hand sides of (9.1) associated with $\gamma$ and $\gamma'$ coincide.

We denote the dependence of our orbital integrals on $E$ with an extra superscript $E$. If $L \in Z(g)$, by Theorem 6.1, the $L_2$ transpose of $L$ is just $\sigma(L)$. Observe that $C^g.X$ is symmetric, i.e. it is equal to its transpose. Then one has the easy formula

$$\text{Tr}^{[\gamma^{-1}]E} [\sigma(L) \mu (\sqrt{C^g.X + A})] = \text{Tr}^{[\gamma]E} [L \mu (\sqrt{C^g.X + A})],$$

$$\frac{\text{Tr}^{[\gamma]E} [L \mu (\sqrt{C^g.X + A})]}{\text{Tr}^{[\gamma]E} [L \mu (\sqrt{C^g.X + A})]} = \text{Tr}^{[\gamma]E} [L \mu (\sqrt{C^g.X + A})].$$

(9.14)

Using the identities in (2.71), we can recover (9.14) from (9.1).

Finally, it is easy to verify that, as it should be, our formula is unchanged when replacing $\gamma$ and $L$ by $\theta \gamma$ and $\theta L$.

10. Orbital integrals and the index theorem

The purpose of this section is to verify the compatibility of our formula for orbital integrals with the index theorem of Atiyah and Singer [AS68a, AS68b], to the Lefschetz formulas of [AB67, AB68] for Dirac operators, to the index formula of Kawasaki [Kaw79]. More precisely we extend to the case of an arbitrary $L$ what was done in [Bis11, Chapter 7] in the case $L = 1$. In addition, we verify the compatibility of our results with results of Huang and Pandžić [HP02] who established the Vogan conjecture on Dirac cohomology.

This section is organized as follows. In §10.1, we construct the Dirac operator $D^X$ on the symmetric space $X$. In §10.2, we introduce the relevant notation when $G$ and $K$ have the same complex rank. In §10.3, we evaluate the orbital integrals associated with the index theorem for Dirac operators when $\gamma$ semisimple is nonelliptic, and also when $\gamma = 1$. In §10.4, when $\gamma$ is elliptic, we consider again the case where the difference of complex ranks is still equal to 0. In §10.5, we evaluate the orbital integrals associated with the index theorem for the Dirac operator. Finally, in §10.6, we verify the compatibility of our results with the results of Huang and Pandžić [HP02].

10.1 The Dirac operator on $X$

Here, we use the notation of §2. We assume that $K$ is simply connected, and also that $\mathfrak{p}$ is even-dimensional and oriented. Let $c(\mathfrak{p})$ be the Clifford algebra associated with $(\mathfrak{p}, B|_{\mathfrak{p}})$.

As explained in [Bis11, §7.2], the representation $\rho^\mathfrak{p} : K \to \text{SO}(\mathfrak{p})$ lifts to a representation $K \to \text{Aut}_{\text{even}}(S^\mathfrak{p})$, where $S^\mathfrak{p} = S^\mathfrak{p}_+ \oplus S^\mathfrak{p}_-$ is the $\mathbb{Z}_2$-graded Hermitian vector space of $\mathfrak{p}$-spinors.
We have the identification of $\mathbb{Z}_2$-graded algebras,
\[ c(p) \otimes_{\mathbb{R}} C = \text{End}(S^p). \] (10.1)

Set
\[ S^{TX} = G \times_K S^p. \] (10.2)

The $\mathbb{Z}_2$-graded vector bundle $S^{TX}$ inherits a unitary connection $\nabla^{S^{TX}}$.

Let $\nabla^{S^{TX}\otimes F}$ be the connection on $S^{TX} \otimes F$ associated with $\nabla^{S^{TX}}, \nabla^{F}$.

Recall that $C^{t,E}$ descends to a parallel section $C^{t,F}$ of $\text{End}(F)$. Here, $C^{0,X}$ denotes the action of $C^0$ on $C^\infty(X, S^{TX} \otimes F)$.

Here, $D^X$ denotes the Dirac operator acting on $C^\infty(X, S^{TX} \otimes F)$. If $e_1, \ldots, e_m$ is an orthonormal basis of $TX$, then
\[ D^X = \sum_{i=1}^n c(e_i) \nabla^{S^{TX}\otimes F}_{e_i}. \] (10.3)

Let $\mathfrak{h} \subset \mathfrak{g}$ be a $\theta$-stable fundamental Cartan subalgebra of $\mathfrak{g}$. We use the notation
\[ \mathfrak{b} = \mathfrak{h}_p, \quad \mathfrak{t} = \mathfrak{h}_t. \] (10.4)

Then $\mathfrak{t} \subset \mathfrak{k}$ is the Lie algebra of a maximal torus $T \subset K$. In addition, $\dim \mathfrak{t}$ and $\dim \mathfrak{h}$ are the complex ranks of $K$ and $G$, and $\dim \mathfrak{b}$ is the difference of these complex ranks. As $m$ is even, $\dim \mathfrak{b}$ is also even. Let $\phi_{HC} : Z(\mathfrak{g}) \simeq I(\mathfrak{h}, \mathfrak{g})$ be the corresponding isomorphism of Harish-Chandra.

We fix a system of positive roots in $i\mathfrak{t}^*$ associated with the pair $(\mathfrak{t}, \mathfrak{k})$. In particular, $\rho^\mathfrak{t} \in i\mathfrak{t}^*$ is calculated with respect to this system.

By [Bis11, (7.2.8) and (7.2.9)] and by (2.48), we obtain
\[ D^{X,2} = C^{\theta,X} - B^*(\rho^\mathfrak{t}, \rho^\mathfrak{p}) + B^*(\rho^\mathfrak{t}, \rho^\mathfrak{t}) - C^{t,F}. \] (10.5)

We may and we will assume that $\rho^E$ is an irreducible representation of $K$ with dominant weight $\lambda \in i\mathfrak{t}^*$. Then
\[ C^{t,E} = -B^*(\rho^\mathfrak{t} + \lambda, \rho^\mathfrak{t} + \lambda) + B^*(\rho^\mathfrak{t}, \rho^\mathfrak{t}). \] (10.6)

By (10.5) and (10.6), we obtain
\[ D^{X,2} = C^{\theta,X} - B^*(\rho^\mathfrak{t}, \rho^\mathfrak{p}) + B^*(\rho^\mathfrak{t} + \lambda, \rho^\mathfrak{t} + \lambda). \] (10.7)

By (6.29), we can rewrite (10.7) in the form
\[ D^{X,2} = C^{\theta,X} - \phi_{HC} C^\theta(\rho^\mathfrak{t} + \lambda). \] (10.8)

**10.2 The case where dim $\mathfrak{b} = 0$**

In this subsection, we assume that $\dim \mathfrak{b} = 0$. Then $\mathfrak{h} = \mathfrak{t}$ is a fundamental Cartan subalgebra of $\mathfrak{g}$, and
\[ R = R^{\text{im}}. \] (10.9)

In addition, $R^{\text{im}}_t$ is just the root system associated with the pair $(\mathfrak{t}, \mathfrak{k})$. We fix a positive root system $R^{\text{im}}_t$ which is compatible with the orientation of $\mathfrak{p}$.

The functions $\pi^{\mathfrak{t}\mathfrak{g}}$ and $\pi^{\mathfrak{t}\mathfrak{f}}$ on $\mathfrak{t}$ are given by
\[ \pi^{\mathfrak{t}\mathfrak{g}}(h) = \prod_{\alpha \in R^{\text{im}}_+} \langle \alpha, h \rangle, \quad \pi^{\mathfrak{t}\mathfrak{f}}(h) = \prod_{\alpha \in R^{\text{im}}_+} \langle \alpha, h \rangle. \] (10.10)

---

15 Using the notation in § 3.6, if $b_t$ lies in a positive Weyl chamber with respect to $R^{\text{im}}_+$, $\text{ad}(b_t)|_p$ defines an orientation of $\mathfrak{p}$. 
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Here, $\rho^t, \lambda \in it^*$ are calculated with this choice of $R_{t^*}^{im}$. We identify $t$ and $t^*$ by the quadratic form $B_{\lambda}$. In particular, $\pi^t \rho^t/(2\pi)$ and $\pi^t((\rho^t + \lambda)/2\pi)$ are well-defined, and $\pi^t((\rho^t + \lambda)/2\pi)/\pi^t(\rho^t/2\pi)$ only depends on the orientation of $p$. In addition $\phi_{HC}L$ is a polynomial on $t^*$, and so $\phi_{HC}L(-\rho^t - \lambda)$ is well-defined.

10.3 Orbital integrals and the index theorem: the case of the identity

Take $L \in Z(g)$. For $t > 0$, $L \exp(-tD^{X,2})$ acts on $C^\infty(X, S^{TX} \otimes F)$.

In the following, $\text{Tr}_s$ is our notation for the supertrace.\[^{16}\]

As in [Bis11, §7.1], $\hat{A}(TX, \nabla^{TX})$, $\text{ch}(F, \nabla^F)$ denote the obvious characteristic forms on $X$. Let $\eta \in \Lambda^m(T^*X)$ be the canonical volume form on $X$ that defines its orientation. If $\alpha \in \Lambda(T^*X)$, let $\alpha^{(p)}$ denote its component in $\Lambda^p(T^*X)$. Let $\alpha^{max} \in \mathbb{R}$ be such that

$$a^{(m)} = \alpha^{max} \eta.$$ (10.11)

Let $\gamma \in G$ be semisimple. We extend [Bis11, Theorem 7.4.1].

**Theorem 10.1.** If $\gamma$ is nonelliptic, for any $t > 0$,

$$\text{Tr}_s[^{\gamma}][L \exp(-tD^{X,2})] = 0.$$ (10.12)

If $\dim b > 0$, for any $t > 0$,

$$\text{Tr}_s[^{[1]}][L \exp(-tD^{X,2})] = 0,$$ (10.13)

$$\text{Tr}_s[^{[1]}][L \exp(-tD^{X,2})] = 0.$$ (10.14)

If $\dim b = 0$, then

$$\text{Tr}_s[^{[1]}][L \exp(-tD^{X,2})] = \phi_{HC}L(-\rho^t - \lambda)(-1)^{m/2} \pi^t \lambda((\rho^t + \lambda)/2\pi)/\pi^t(\rho^t/2\pi),$$

$$\text{Tr}_s[^{[1]}][L \exp(-tD^{X,2})] = (-1)^{m/2} \pi^t \lambda((\rho^t + \lambda)/2\pi)/\pi^t(\rho^t/2\pi).$$

**Proof.** First we prove (10.12). We proceed as in [Bis11]. By Proposition 8.5, by Theorem 9.1, and by (10.7), we obtain

$$\text{Tr}_s[^{\gamma}][L \exp(-tD^{X,2})] = \exp(-tB^\gamma(\rho^t + \lambda, \rho^t + \lambda))$$

$$\times L^{\gamma} \exp(t\Delta^{\gamma}(\gamma valve)) [\mathcal{J}_\gamma(Y_0^t) \text{Tr}_s^{sp \otimes E}[\rho^{sp \otimes E}(k^{1 - e^{-Y_0^t}})]) \delta_a](0).$$ (10.15)

In addition,

$$\text{Tr}_s^{sp \otimes E}[\rho^{sp \otimes E}(k^{1 - e^{-Y_0^t}})] = \text{Tr}_s^{sp}[\rho^{sp}(k^{1 - e^{-Y_0^t}})] \text{Tr}_e^{E}(k^{1 - e^{-Y_0^t}}).$$ (10.16)

It is well-known that

$$\text{Tr}_s^{sp}[\rho^{sp}(k^{1 - e^{-Y_0^t}})]$$

is a square root of $\det(1 - \text{Ad}(k^{1 - e^{-Y_0^t}})|p)$.

If $\gamma$ is nonelliptic, $a \neq 0$ lies in the kernel of $1 - \text{Ad}(k^{1 - e^{-Y_0^t}})|p$, and so (10.16) vanishes. By (10.15), we obtain (10.12).

By [Bis11, Theorem 7.4.1], we obtain

$$\text{Tr}_s[^{\gamma}][L \exp(-tD^{X,2})] = \text{Tr}_s[^{[1]}][L \exp(-tD^{X,2})].$$ (10.17)

\[^{16}\] If $V = V_+ \oplus V_-$ is a $\mathbb{Z}_2$-graded vector space, if $\tau = \pm 1$ is the involution defining the grading, if $A \in \text{End}(V)$, the supertrace of $A$ is defined to be $\text{Tr}_s[A] = \text{Tr}[\tau A]$. 
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By (10.15), we obtain
\[
\text{Tr}_s\left[ L \exp(-tD_{X_i^2}) \right] = \exp(-tB^*(\rho^\perp + \lambda, \rho^\perp + \lambda)) \\
\times L^\theta \exp(t\Delta^\theta)[\mathcal{J}_1(Y_0^\perp)\text{Tr}_s^{sp}\otimes E[\rho^{sp}\otimes E(e^{-Y_0^\perp})][\delta_0](0). \tag{10.18}
\]

We use (10.16) with \(k = 1\). We have the well-known identity in [Bis11, (7.5.11)],
\[
\text{Tr}_s^{sp}[\rho^{sp}(e^{-Y_0^\perp})] = (-i)^{m/2}\text{Pf}[\text{ad}(Y_0^\perp)|_p]\tilde{A}^{-1}(\text{ad}(Y_0^\perp)|_p). \tag{10.19}
\]

In (10.19), we may and we will assume that \(Y_0^\perp \in i\mathfrak{t}\). As \(\mathfrak{b} \subset \ker \text{ad}(Y_0^\perp)|_p\), if \(\dim \mathfrak{b} > 0\), then
\[
\text{Pf}[\text{ad}(Y_0^\perp)|_p] = 0, \tag{10.20}
\]
and so (10.19) vanishes, which implies the vanishing of (10.18), i.e., we have established the first identity in (10.13). Combining this equation for \(L = 1\) and (10.17), we obtain the second equation in (10.13).

In the following, we assume that \(\dim \mathfrak{b} = 0\). We use the notation and results of §10.2.

If \(\gamma = 1\), put \(\mathfrak{g}_i = \mathfrak{g}(\gamma)\), so that \(\mathfrak{g}_i = \mathfrak{p} \oplus i\mathfrak{t}\). Let \(L^\theta \exp(t\Delta^\theta)(f), f \in \mathfrak{g}_i\) be the convolution kernel for \(L^\theta \exp(t\Delta^\theta)\). Then
\[
L^\theta \exp(t\Delta^\theta)[\mathcal{J}_1(Y_0^\perp)\text{Tr}_s^{sp}\otimes E[\rho^{sp}\otimes E(e^{-Y_0^\perp})][\delta_0](0)
\]
\[
= \int_{i\mathfrak{t}} L^\theta \exp(t\Delta^\theta)(-Y_0^\perp)\mathcal{J}_1(Y_0^\perp)\text{Tr}_s^{sp}\otimes E[\rho^{sp}\otimes E(e^{-Y_0^\perp})] dY_0^\perp. \tag{10.21}
\]

Let \(W(t: \mathfrak{t})\) denote\(^{17}\) the Weyl group associated with the pair \((t, \mathfrak{t})\). As the integrated function on \(i\mathfrak{t}\) is \(K\)-invariant, by Weyl’s integration formula, as in (8.48), from (10.21), we obtain
\[
L^\theta \exp(t\Delta^\theta/2)[\mathcal{J}_1(Y_0^\perp)\text{Tr}_s^{sp}\otimes E[\rho^{sp}\otimes E(e^{-Y_0^\perp})][\delta_0](0)
\]
\[
= \frac{\text{Vol}(K/T)}{|W(t: \mathfrak{t})|} \int_{i\mathfrak{t}} L^\theta \exp(t\Delta^\theta)(-h_\mathfrak{t})\mathcal{J}_1(h_\mathfrak{t})\text{Tr}_s^{sp}\otimes E[\rho^{sp}\otimes E(e^{-h_\mathfrak{t}})] [\pi^{\mathfrak{t}}(h_\mathfrak{t})]^2 dh_\mathfrak{t}. \tag{10.22}
\]

By (2.70) and (10.19), we obtain
\[
\mathcal{J}_1(h_\mathfrak{t})\text{Tr}_s^{sp}[e^{-h_\mathfrak{t}}] = (-i)^{m/2}\text{Pf}[\text{ad}(h_\mathfrak{t})]_p\tilde{A}^{-1}(\text{ad}(h_\mathfrak{t})|_\mathfrak{t}). \tag{10.23}
\]
Moreover, given our choice of \(R_{p+, +}^{\text{im}}\), we have
\[
\text{Pf}[\text{ad}(h_\mathfrak{t})]_p = i^{m/2} \prod_{\alpha \in R_{p+, +}^{\text{im}}} \langle \alpha, h_\mathfrak{t} \rangle. \tag{10.24}
\]

If \(w \in W(t: \mathfrak{t})\), let \(\epsilon_w = \pm 1\) be the determinant of \(w\) on \(\mathfrak{t}\). Using the Weyl character formula, we have the identity
\[
[\pi^{\mathfrak{t}}(h_\mathfrak{t})]^2 \tilde{A}^{-1}(\text{ad}(h_\mathfrak{t})|_\mathfrak{t})\text{Tr}_s^{sp}\otimes E[\rho^{sp}\otimes E(e^{-h_\mathfrak{t}})]
\]
\[
= (-1)^{|R_{p+, +}^{\text{im}}|} \pi_{\mathfrak{t}}^{\mathfrak{t}}(h_\mathfrak{t}) \sum_{w \in W(t: \mathfrak{t})} \epsilon_w e^{-(w(\rho^\perp + \lambda), h_\mathfrak{t})}. \tag{10.25}
\]

By (10.10) and (10.23)–(10.25), we conclude that
\[
\mathcal{J}_1(h_\mathfrak{t})\text{Tr}_s^{sp}\otimes E[\rho^{sp}\otimes E(e^{-h_\mathfrak{t}})] [\pi^{\mathfrak{t}}(h_\mathfrak{t})]^2
\]
\[
= (-1)^{|R_{p+, +}^{\text{im}}|} \pi^{\mathfrak{t}}(h_\mathfrak{t}) \sum_{w \in W(t: \mathfrak{t})} \epsilon_w e^{-(w(\rho^\perp + \lambda), h_\mathfrak{t})}. \tag{10.26}
\]

\(^{17}\) As before, we use this notation instead of \(W(t_\mathfrak{c}, t_\mathfrak{c})\) because this Weyl group is real.
By (10.26), we obtain
\[
\int_{\mathfrak{t}} L^g \exp(t\Delta g)(-h_t)\mathcal{J}_1(h_t)\text{Tr}_u^{\mathfrak{sp}}\otimes E[\rho^{\mathfrak{sp}}\otimes E(e, -ht)]||_{\mathfrak{t}^0, t}(ht)\] 
\[= (-1)^{\lvert R_{\mathfrak{t}, +}\rvert} \int_{\mathfrak{t}} L^g \exp(t\Delta g)(-h_t)\left(\pi^t g(h_t) \sum_{w \in W(t)} \epsilon_{w} e^{-\langle w(\rho^t + \lambda), h_t \rangle}\right) dh_t. \tag{10.27}
\]

As in (8.40), we use Rossmann formula in (10.27) with respect to the pair (t, u). If e ∈ t^*_C, we obtain
\[
\int_{\mathfrak{t}} L^g \exp(t\Delta g)(-h_t)\pi^t g(h_t)e^{-\langle e, h_t \rangle} dh_t 
\[= (-1)^{\lvert R_{\mathfrak{t}, +}\rvert} \pi^t g(e) \left(\frac{e}{2\pi}\right) L^g(-e) \exp(tB^*(e, e)). \tag{10.28}\]

In addition, W(t : t) ⊂ W(t_C : g_C). Moreover, if w ∈ W(t_C : g_C), if ε_w still denotes the determinant of w on t, by [BtD95, Corollary V.4.6 and Lemma V.4.10],
\[\pi^t g(we) = \epsilon_w \pi^t g(e). \tag{10.29}\]

Finally, L^g|_1 is W(t_C : g_C)-invariant.

By (10.15), (10.22), (10.27), and (10.28), we obtain
\[
\text{Tr}^1[L\exp(-tD_{X, 2})] = \text{Vol}(K/T)\left((-1)^{\lvert R_{\mathfrak{t}, +}\rvert} \pi^t g\left(\frac{\rho^t + \lambda}{2\pi}\right) L^g(-\rho^t - \lambda)\right). \tag{10.30}\]

By construction,
\[L^g(-\rho^t - \lambda) = \phi_{HC} L(-\rho^t - \lambda). \tag{10.31}\]

By [BGV04, Corollary 7.27], we obtain
\[\text{Vol}(K/T) = \frac{1}{\pi^t t(\rho^t/2\pi)}. \tag{10.32}\]

In addition,
\[\lvert R_{\mathfrak{t}, +}\rvert = m/2. \tag{10.33}\]

By (10.30)–(10.33), we obtain the first equation in (10.14). When λ = 1, we can compare (10.17) and this first equation, and we obtain the second equation in (10.14). The proof of our theorem is complete. \(\square\)

**Remark 10.2.** Equation (10.14) was obtained by Atiyah and Schmid [AS77, (3.10)], using Hirzebruch proportionality principle [Hir58], and formulas such as (10.32).

### 10.4 The case where \(\gamma = k^{-1}, \dim b = 0\)

In this subsection, we assume that \(\gamma\) is elliptic, i.e. \(\gamma = k^{-1}, k \in K\). Recall that the orientation of \(p\) is fixed.

Let \(T \subset K\) be a maximal torus, and let \(t \subset \mathfrak{t}\) be the corresponding Lie algebra. We may and we will assume that \(k \in T\), so that \(t \subset \mathfrak{t}(k)\). Then \(T\) is a maximal torus in \(K^0(k)\), and \(t \subset \mathfrak{t}(k)\). Let \(\kappa \in t\) be such that
\[k = e^\kappa. \tag{10.34}\]

Then \(\kappa\) is well-defined up to the lattice of integral elements in \(t\) associated with \(K\). As \(k\) is in the center of \(K^0(k)\), if \(w \in W(t : \mathfrak{t}(k))\), \(w\kappa - \kappa\) is integral in \(t\).
Let \( \mathfrak{h} = \mathfrak{b} \oplus \mathfrak{t} \) be the associated fundamental \( \theta \)-stable Cartan subalgebra of \( \mathfrak{g} \). Then \( \mathfrak{h} \) is a \( \theta \)-stable fundamental Cartan subalgebra of \( \mathfrak{g}(k) \).

In this subsection, we assume that \( \dim \mathfrak{b} = 0 \). Then \( \mathfrak{t} \) is a \( \theta \)-stable fundamental Cartan subalgebra of \( \mathfrak{g} \) and of \( \mathfrak{g}(k) \). As in (10.9), we have

\[
R = R^\im(k), \quad R(k) = R^\im(k). \tag{10.35}
\]

We make the same choice of \( R^\im(k), R^\im_{\mathfrak{k}+} \) as in §10.2. Set

\[
R^\im_+(k) = R^\im_+ \cap R^\im(k). \tag{10.36}
\]

Then \( R^\im_+(k) \) is a positive root system associated with the pair \( (\mathfrak{t}, \mathfrak{g}(k)) \), and we still have

\[
R^\im_+(k) = R^\im_{\mathfrak{p}+, \mathfrak{k}+}(k) \cup R^\im_{\mathfrak{p}+}(k). \tag{10.37}
\]

The choice of \( R^\im_+(k) \) defines an orientation on \( \mathfrak{p}(k) \).

The functions \( \pi^{\mathfrak{t}, \mathfrak{b}(k)}, \pi^{\mathfrak{t}, \mathfrak{t}(k)} \) on \( \mathfrak{t} \) are given by

\[
\pi^{\mathfrak{t}, \mathfrak{b}(k)} = \prod_{\alpha \in R^\im_+(k)} \langle \alpha, h \rangle, \quad \pi^{\mathfrak{t}, \mathfrak{t}(k)} = \prod_{\alpha \in R^\im_{\mathfrak{p}+}(k)} \langle \alpha, h \rangle. \tag{10.38}
\]

Again \( \rho^{\mathfrak{t}}, \lambda \in \mathfrak{t}^* \) are calculated with respect to \( R^\im_{\mathfrak{k}+} \), and \( \rho^{\mathfrak{t}(k)} \in \mathfrak{t}^* \) is obtained via \( R^\im_{\mathfrak{p}+, \mathfrak{k}+}(k) \). We identify \( \mathfrak{t} \) and \( \mathfrak{t}^* \) by the quadratic form \( B \). In particular, \( \pi^{\mathfrak{t}, \mathfrak{b}(k)}(\rho^{\mathfrak{t}(k)}/2\pi) \) and \( \pi^{\mathfrak{t}, \mathfrak{t}(k)}((\rho^{\mathfrak{t}} + \lambda)/2\pi) \) are well-defined as well as \( \phi_{\mathcal{H}C}L(-\rho^{\mathfrak{t}} - \lambda) \).

Then \( W(t : \mathfrak{t}(k)) \subset W(t : \mathfrak{t}) \). If \( w \in W(t : \mathfrak{t}) \), \( e^{-\langle w(\rho^{\mathfrak{t}} + \lambda), \kappa \rangle} \) depends only on the image of \( w \) in \( W(t : \mathfrak{t}(k)) \) \( \setminus \) \( W(t : \mathfrak{t}) \). The same is true for \( \epsilon_w \pi^{\mathfrak{t}, \mathfrak{b}(k)}(w(\rho^{\mathfrak{t}} + \lambda)/2\pi) \).

### 10.5 Orbital integrals and index theory: the case of elliptic elements

We use the same notation as in §10.4. In particular, \( \gamma = k^{-1}, \ k \in K \).

Let \( X(\gamma) \) be the fixed point set of \( \gamma \) in \( X \). Let

\[
\widehat{A}^\gamma(TX|_{X(\gamma)}), \nabla^{TX|_{X(\gamma)}} \bigwedge^\gamma (F, \nabla F)
\]

denote the corresponding Atiyah–Bott characteristic forms on \( X(\gamma) \), that are defined as in [Bis11, (7.7.2) and (7.7.4)].

**Theorem 10.3.** If \( \dim \mathfrak{b} > 0 \), then

\[
\text{Tr}_s[\gamma][L \exp(-tD^X,2)] = 0,
\]

\[
[\widehat{A}^\gamma(TX|_{X(\gamma)}), \nabla^{TX|_{X(\gamma)}} \bigwedge^\gamma (F, \nabla F)]_{\text{max}} = 0. \tag{10.39}
\]

If \( \dim \mathfrak{b} = 0 \), then

\[
\text{Tr}_s[\gamma][L \exp(-tD^X,2)]
\]

\[
= \phi_{\mathcal{H}C}L(-\rho^{\mathfrak{t}} - \lambda)(-1)^{\dim \mathfrak{p}(k)/2} \frac{1}{\pi^{\mathfrak{t}, \mathfrak{b}(k)}(\rho^{\mathfrak{t}(k)}/2\pi)} \prod_{\alpha \in R^\im_+ \setminus R^\im_{\mathfrak{k}+}(k)} \frac{1}{2 \sinh(-\langle \alpha, \kappa \rangle/2)}
\]

\[
\times \sum_{w \in W(t, \mathfrak{t}(k)) \setminus W(t, \mathfrak{t})} \epsilon_w \pi^{\mathfrak{t}, \mathfrak{b}(k)}(w(\rho^{\mathfrak{t}} + \lambda)/2\pi) e^{-\langle w(\rho^{\mathfrak{t}} + \lambda), \kappa \rangle}. \tag{10.40}
\]
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and
\[
\left[ A^\gamma(t X|X), \nabla^{TX|X} \right] \chi^\gamma(F, \nabla^F)^{\text{max}} \\
= (-1)^{\dim(p)/2} \frac{1}{\pi \text{Tr}(k)} (\rho^p(k)/2\pi) \prod_{\alpha \in \rho^p(k)} 2 \sinh(-\langle \alpha, \kappa \rangle / 2) \\
\times \sum_{w \in W(\mathfrak{t}(k)) \setminus W(\mathfrak{t})} \epsilon_w \pi \text{Tr}(k)(w^p + \lambda)/2\pi e^{-w(p^p + \lambda, k)}. \quad (10.41)
\]

**Proof.** By [Bis11, Theorem 7.7.1], for \( t > 0 \), we obtain
\[
\text{Tr}_s[e^{\gamma(tD^X)}] = [A^\gamma(t X|X), \nabla^F|X] \chi^\gamma(F, \nabla^F)^{\text{max}}. \quad (10.42)
\]
Equation (10.15) still holds. We claim that if \( \dim \mathfrak{b} > 0 \),
\[
\text{Tr}_s^S[p^S(k^{-1}e^{-Y_0})] = 0. \quad (10.43)
\]
If \( Y_0^\mathfrak{k} \in i\mathfrak{k}(k) \), after conjugation by an element of \( K^0(k) \), we may assume that \( Y_0^\mathfrak{k} \in i\mathfrak{k} \). If \( \dim \mathfrak{b} > 0 \), then \( 1 - \text{Ad}(k^{-1}e^{-Y_0^\mathfrak{k}}) \) vanishes on \( \mathfrak{b} \). The argument we gave after (10.16) shows that (10.43) vanishes. This proves the first equation in (10.39). Combining this equation for \( L = 1 \) and (10.42), we obtain the second equation in (10.39).

In the following, we assume that \( \dim \mathfrak{b} = 0 \). We use the notation and results of §10.4, and also (10.15). As in (10.21), and with a similar notation, we obtain
\[
L^k(k) \exp(t \Delta^k(k)) \mathcal{J}_{k^{-1}}(Y_0^\mathfrak{k}) \text{Tr}_s^S[p^S(k^{-1}e^{-Y_0^\mathfrak{k}})]\delta_0(0) \\
= \int_{i\mathfrak{k}(k)} L^k(k) \exp(t \Delta^k(k))(-Y_0^\mathfrak{k}) \mathcal{J}_{k^{-1}}(Y_0^\mathfrak{k}) \text{Tr}_s^S[p^S(k^{-1}e^{-Y_0^\mathfrak{k}})] dY_0^\mathfrak{k}. \quad (10.44)
\]
Using Weyl integration as in (10.22), we deduce from (10.44) that
\[
L^k(k) \exp(t \Delta^k(k)) \mathcal{J}_{k^{-1}}(Y_0^\mathfrak{k}) \text{Tr}_s^S[p^S(k^{-1}e^{-Y_0^\mathfrak{k}})]\delta_0(0) \\
= \frac{\text{Vol}(K^0(k)/T)}{|W(\mathfrak{k}(k))|} \int_{i\mathfrak{k}(k)} L^k(k) \exp(t \Delta^k(k))(-h_t) \\
\times \mathcal{J}_{k^{-1}}(h_t) \text{Tr}_s^S[p^S(k^{-1}e^{-h_t})] \left[ \pi \text{Tr}(k)(h_t) \right]^2 dh_t. \quad (10.45)
\]
By [Bis11, (7.7.7)] and using the corresponding notation, if \( h_t \in i\mathfrak{k} \), we have the identity
\[
\text{Tr}_s^S[p^S(k^{-1}e^{-h_t})] = (-i)^{\dim(p)/2} \text{Pf}([\text{ad}(h_t)]_{[p]} \mathfrak{k}) \\
\times A^{1}([\text{ad}(h_t)]_{[p]} \mathfrak{k}) (A^{e^{h_t}p_{m=k}(k)})(0)^{-1}. \quad (10.46)
\]
By (2.68) and (10.46), and by proceeding as in [Bis11, (7.7.8)], we obtain
\[
\mathcal{J}_{k^{-1}}(h_t) \text{Tr}_s^S[p^S(k^{-1}e^{-h_t})] \\
= (-i)^{\dim(p)/2} \text{Pf}([\text{ad}(h_t)]_{[p]} \mathfrak{k}) A^{1}([\text{ad}(h_t)]_{[p]} \mathfrak{k}) A^{k^{-1}p_{m=k}(k)}(0) \\
\times \left[ \frac{\text{det}(1 - \text{Ad}(k^{-1}e^{-h_t}))}{\text{det}(1 - \text{Ad}(k^{-1}))} \right]^{1/2}. \quad (10.47)
\]
In addition, we have the identity
\[
\left[ \frac{\text{det}(1 - \text{Ad}(k^{-1}e^{-h_t}))}{\text{det}(1 - \text{Ad}(k^{-1}))} \right]^{1/2} = \frac{A^{k^{-1}p_{m=k}(k)(0)}}{A^{k^{-1}p_{m=k}(k)}}. \quad (10.48)
\]
Using (10.48), we can rewrite (10.47) in the form,

\[
\mathcal{J}_{k-1}(h_t) \mathrm{Tr}_s^\mathcal{P}[\rho^P(k^{-1}e^{-h_t})] = (-i)^{\dim p(k)/2} \mathrm{Pf}[\mathrm{ad}(h_t)|_p(k)] \hat{A}^{k^{-1}}(0)(\hat{A}^{k-1})^{-1}(-\mathrm{ad}(h_t)|_t).
\]

(10.49)

As in (10.24), we obtain

\[
\mathrm{Pf}[\mathrm{ad}(h_t)|_p(k)] = i^{\dim p(k)/2} \prod_{\alpha \in R^p_+(k)} (\alpha, h_t).
\]

(10.50)

By Weyl’s character formula, we obtain

\[
\left[\pi \ln(k)(h_t)^2 \hat{A}^{k^{-1}}(-\mathrm{ad}(h_t)|_t) \mathrm{Tr}^E[\rho^E(k^{-1}e^{-h_t})]\right] = (-1)^{[R^p_+(k)]} \sum_{w \in W(t \alpha)} \epsilon_w \exp(-w(\rho^E, \lambda + h_t)).
\]

(10.51)

By (10.49)–(10.51), we find that

\[
\mathcal{J}_{k-1}(h_t) \mathrm{Tr}_s^\mathcal{P}\otimes^E[\rho^P\otimes^E(k^{-1}e^{-h_t})]\left[\pi \ln(k)(h_t)^2\right] = (-1)^{[R^p_+(k)]} \sum_{w \in W(t \alpha)} \epsilon_w \exp(-w(\rho^E, \lambda + h_t)).
\]

(10.52)

By (10.52), we obtain

\[
\int_{it} \mathcal{L}^{(k)}(\exp(t \Delta^{(k)})(-h_t) \mathcal{J}_{k-1}(h_t) \mathrm{Tr}_s^\mathcal{P}\otimes^E[\rho^P\otimes^E(k^{-1}e^{-h_t})] \pi \ln(k)(h_t) = (-1)^{[R^p_+(k)]} \mathcal{A}^{k^{-1}}(0) \sum_{w \in W(t \alpha)} \epsilon_w \exp(-w(\rho^E, \lambda + h_t)) dh_t.
\]

(10.53)

Using Rossmann’s formula as in (10.28), if \( e \in t_C \), we find that

\[
\int_{it} \mathcal{L}^{(k)}(\exp(t \Delta^{(k)})(-h_t) \pi^{\mathcal{L}^{(k)}}(h_t) \exp(-\mathcal{L}^{(k)})) dh_t = (-1)^{[R^p_+(k)]} \mathcal{L}^{(k)}(0) \exp(t \mathcal{B}^*(e, e)).
\]

(10.54)

By (10.54), we obtain

\[
\int_{it} \mathcal{L}^{(k)}(\exp(t \Delta^{(k)})(-h_t) \pi^{\mathcal{L}^{(k)}}(h_t) \sum_{w \in W(t \alpha)} \epsilon_w \exp(-w(\rho^E, \lambda + h_t)) dh_t
\]

\[
= (-1)^{[R^p_+(k)]} \mathcal{L}^{(k)}(\exp(t \mathcal{B}^*(\rho^E + \lambda, \rho^E + \lambda)) \times \sum_{w \in W(t \alpha)} \epsilon_w \pi^{\mathcal{L}^{(k)}}(w(\rho^E + \lambda)) e^{-w(\rho^E + \lambda)}.
\]

(10.55)
By the considerations that follow (10.34) and by (10.55), we obtain
\[ \int_{t} L^{k}(t) \exp(t \Delta^{i}(k))(-h_{t}) T^{j}(h_{t}) \sum_{w \in W(t \ell)} e_{w} e^{-\langle w(\rho^{i} + \lambda), \kappa + h_{t} \rangle} d h_{t} \]
\[ = \left( -1 \right)^{[R^{\text{im}}_{\ell}(k)]} |W(t : t(k))| L^{\Theta}(-\rho^{i} - \lambda) \exp(t B^{*}(\rho^{i} + \lambda, \rho^{i} + \lambda)) \]
\[ \times \sum_{w \in W(t \ell(k)) \setminus W(t \ell)} e_{w} T^{j}(k) \left( \frac{w(\rho^{i} + \lambda)}{2 \pi} \right) e^{-\langle w(\rho^{i} + \lambda), \kappa \rangle}. \]  
(10.56)

By (10.15), (10.45), (10.53), and (10.56), we obtain
\[ \text{Tr}_{\chi}[L \exp(-t D^{X,2})] = \text{Vol}(K^{0}(k)/T)(-1)^{[R^{\text{im}}_{\ell}(k)]} \hat{A}^{-1}(0) \phi_{\text{HC}} L(-\rho^{i} - \lambda) \]
\[ \times \sum_{w \in W(t \ell(k)) \setminus W(t \ell)} e_{w} T^{j}(k) \left( \frac{w(\rho^{i} + \lambda)}{2 \pi} \right) e^{-\langle w(\rho^{i} + \lambda), \kappa \rangle}. \]  
(10.57)

As in (10.32), we obtain
\[ \text{Vol}(K^{0}(k)/T) = \frac{1}{\pi t R(k)(\rho^{i} k)/2 \pi}. \]  
(10.58)

As in (10.33), we obtain
\[ |R^{\text{im}}_{\ell}(k)| = \dim p(k)/2. \]  
(10.59)

Moreover,
\[ \hat{A}^{-1}(0) = \frac{1}{\prod_{\alpha \in R^{\text{im}}_{\ell}(k)} 2 \sinh(-\langle \alpha, \kappa \rangle/2)}. \]  
(10.60)

By (10.57)–(10.60), we obtain (10.40), which combined with (10.42) gives (10.41). The proof of our theorem is complete. \(\square\)

Remark 10.4. Equation (10.41) can also be obtained by a suitable application of Hirzebruch proportionality principle [Hir58] similar to what was done by Atiyah and Schmid [AS77].

10.6 Orbital integrals and a conjecture by Vogan

Let \( \pi \) be an irreducible unitary representation of \( G \) acting on a Hilbert space \( V_{\pi} \). By [Kna86, p. 205], a vector \( v \in V_{\pi} \) is called \( K \)-finite if the vector subspace generated by the vectors \( k v \) has finite dimension. Let \( V_{\pi,K} \subset V_{\pi} \) be the vector subspace of the \( K \)-finite vectors in \( V_{\pi} \).

By [Kna86, Proposition 8.5], \( U(\mathfrak{g}, K) \) acts on \( V_{\pi,K} \), so that \( V_{\pi,K} \) is a \( (\mathfrak{g}, K) \)-module.

Let \( e_{1}, \ldots, e_{m} \) be an orthonormal basis of \( p \). Let \( D \in U(\mathfrak{g}) \otimes c(\mathfrak{p}) \) be the Dirac operator,
\[ D = \sum_{i=1}^{m} c(e_{i}) e_{i}. \]  
(10.61)

We denote by \( D|_{V_{\pi,K} \otimes S^{p}} \) the restriction of \( D \) to \( V_{\pi,K} \otimes S^{p} \). By [HP02, p. 189], the Dirac cohomology of \( V_{\pi,K} \) is the \( K \)-module defined by
\[ H_{D}(V_{\pi,K}) = \ker D|_{V_{\pi,K} \otimes S^{p}}. \]  
(10.62)

By [Kna86, Theorem 8.1], each \( K \)-type in \( H_{D}(V_{\pi,K}) \) has finite multiplicity.

The Vogan conjecture, solved by Huang and Pandžić [HP02, Corollary 2.4] states the following.

Theorem 10.5. If the Dirac cohomology \( H_{D}(V_{\pi,K}) \) contains a \( K \)-type of highest weight \( \lambda \in t^{*} \), the infinitesimal character of \( V_{\pi,K} \) is \( \rho^{i} + \lambda \).
An equivalent formulation of Theorem 10.5 says that if \( E \) is an irreducible \( K \) representation of highest weight \( \lambda \in \mathfrak{t}^* \), if \( D^{S\mathcal{P}} \otimes E \) denotes the restriction of \( D \) to \( (V_{\pi,K} \otimes S\mathcal{P} \otimes E)^K \), if \( \ker D^{S\mathcal{P}} \otimes E \neq 0 \), then \( L \in Z(\mathfrak{g}) \) acts on \( V_{\pi,K} \) as the scalar \( \phi_{\mathcal{H}} L(\rho^t - \lambda) \).

We show that (10.14) and (10.40) are compatible with Theorem 10.5. Let \( \Gamma \) be a discrete cocompact subgroup of \( G \). By [GGP90, Theorem, p.23], we have

\[
L^2(\Gamma \backslash G) = \bigoplus_{\pi \in \hat{G}_u} n_{\Gamma}(\pi)V_{\pi}, \tag{10.63}
\]

with \( n_{\Gamma}(\pi) \in \mathbb{N} \).

We use the notation of §10.1. In particular, we assume that \( \rho^E_B \) is an irreducible representation of \( K \) with highest weight \( \lambda \in \mathfrak{t}^* \). Let \( Z \) be the compact orbifold \( Z = \Gamma \backslash X \). The vector bundle \( F \) on \( X \) descends to an orbifold vector bundle on \( Z \), which we still denote by \( F \). In addition, \( D^X \) descends to the orbifold Dirac operator \( D^Z \). By (10.63), we have

\[
\ker D^Z = \bigoplus_{\pi \in \hat{G}_u} n_{\Gamma}(\pi)(H_D(V_{\pi,K}) \otimes E)^K. \tag{10.64}
\]

As \( \ker D^Z \) is finite-dimensional, the sum on the right-hand side only contains finitely many nonzero terms. By Theorem 10.5, \( L \in Z(\mathfrak{g}) \) acts on \( \ker D^Z \) as \( \phi_{\mathcal{H}} L(\rho^t - \lambda) \).

Using the McKean–Singer formula [MS67] and the above, for \( t > 0 \), we obtain

\[
\text{Tr}_S[L \exp(-tD^{Z,2})] = \phi_{\mathcal{H}} L(\rho^t - \lambda) \text{Tr}_S[\exp(-tD^{Z,2})]. \tag{10.65}
\]

In addition, \( \text{Tr}_S[L \exp(-tD^{Z,2})] \) can be evaluated in terms of corresponding orbital integrals using Selberg’s trace formula.

Assume first that \( \Gamma \) is torsion free. By (10.12) in Theorem 10.1, only the identity element contributes to the above supertrace. Then (10.14) can be viewed as a consequence of (10.17) and (10.65).

When \( \Gamma \) is not torsion free, only the finite number of conjugacy classes of elliptic elements in \( \Gamma \) contribute to (10.65). Then (10.40) and (10.42) are compatible with (10.65).
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