Decentralized Bioinspired Non-Discrete Model for Autonomous Swarm Aggregation Dynamics
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Abstract: In this paper a microscopic, non-discrete, mathematical model based on stigmergy for predicting the nodal aggregation dynamics of decentralized, autonomous robotic swarms is proposed. The model departs from conventional applications of stigmergy in bioinspired path-finding optimization, serving as a dynamic aggregation algorithm for nodes with limited or no ability to perform discrete logical operations, aiding in agent miniaturization. Time-continuous simulations were developed and carried out where nodal aggregation efficiency was evaluated using the following metrics: time to aggregation equilibrium, agent spatial distribution within aggregate (including average inter-nodal distance, center of mass of aggregate deviation from target), and deviation from target agent number. The system was optimized using cost minimization of the above factors through generating a random set of cost datapoints with varying initial conditions (number of aggregates, agents, field dimensions, and other specific agent parameters) where the best-fit scalar field was obtained using a random forest ensemble learning strategy and polynomial regression. The scalar cost field global minimum was obtained through basin-hopping with L-BFGS-B local minimization on the scalar fields obtained through both methods. The proposed optimized model describes the physical properties that non-digital agents must possess so that the proposed aggregation behavior emerges, in order to avoid discrete state algorithms aiming towards developing agents independent of digital components aiding to their miniaturization.
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1. Introduction

Biological behaviors have been recently serving as the basis for multiple different algorithms designed for multi-agent robotic systems coordination. This field is referred to as Swarm Robotics (SR) where numerous simply constructed physical robots (nodes/agents) are controlled such that certain behaviors emerge [1]. Swarm agents are usually relatively small in scale and low cost, ideally deprived of the ability to perform real time complicated calculations and attain global information about their environment [2,3]. Their large number in a small area is what gives rise in a more complicated ability to perform an action coined as Swarm Intelligence [1–3].

Robotic Swarms can be categorized to homogeneous and heterogeneous based on the differences between the type of task that the individual nodes are able to perform [4]. Specifically, swarms where robots of different design or functionality coexist are coined as heterogeneous [5]. SR systems range from areal heterogeneous surveillance swarms designed for wide coverage tracking and scouting...
operations [6], to micro-scale magnetic homogeneous aggregation swarms controlled via external magnetic fields [7].

There is a variety of mathematical and algorithmic problems related to what type of task an SR system is designed to perform. The problems or research areas were identified by Levent Bayındır in his “Review of swarm robotics tasks” to be the following: aggregation, flocking, foraging, object clustering and sorting, navigation, path formation, deployment, collaborative manipulation and task allocation [8]. While individual SR systems may fall in multiple of the aforementioned areas, in general there are certain traits shared between systems in the same category such as specific algorithms and architecture [8]. This paper specifically deals with the development of algorithms for SR systems that are designed to tackle aggregation related tasks. Specifically, aggregation describes the set of tasks where gathering a number of agents in a single location with a particular distribution is desired [8].

Aggregation, in particular, is commonly observed in nature with biological systems such as bee swarms [9–11] and cockroach pools under light spots [12–14]. In such systems, aggregation or de-aggregation is a result of external stimulation such as the presence or absence of food sources or, more notably, predation [15]. In detailed studies carried out on fish schools, where predation signals were artificially induced under lab conditions through chemical [16] or bionic [17] stimuli, aggregation was noted as instinctive behavior present even in newborns. The dissemination of an aggregate was a result of either the loss of predator or food signals [16,17].

A prominent method to tackle this problem is probabilistic aggregation, a strategy where agents “walk randomly” among the aggregates and the stopping probability depends on the nodes sensed in an aggregate [8,12]. This algorithm is usually implemented with finite state machines with varying possible states [12,18]. Other methods include environmental mediation [8] where while nodes can perform really simple or almost no computations, the environment is providing with multiple control information to form their aggregation [19,20].

In numerous reviews [2,4,5,8,20] a common requirement for the widespread deployment of swarm robotics for practical applications is identified to be miniaturization. Due to current hardware limitations, miniaturization of digital systems (to the micro or even nano scale) is forbiddingly hard. As a result, this paper provides an aggregation model based on environment mediation and probabilistic aggregation that achieves the relaxation of the finite state machine implementation of the previously mentioned approaches. This way, the aggregation model can be implemented on agents with no digital processing power. Eliminating digital calculation, allows for agent independence from digital components that cannot be functionally miniaturized to a micro or nano scale, and hence the potential for development of intelligent analog micro and nanoswarms.

2. Model Presentation

2.1. Stigmergy

The aggregation model proposed is based on stigmergy, a method of indirect environment mediated communication [21] that is primarily found in biological aggregation systems such as ant colonies [22–24]. According to Gordon et al. ants solve the task of optimal path-finding and resource allocation by secreting pheromones forming trails that other ants can sense and deduce not only the trajectory but also the number and type of ants following a particular trail [25,26].

This model of ant-stigmergy is traditionally used for the purposes of optimization [27–29]; however in this case stigmergy is mostly considered to be the ability of the environment to indicate the number and location of the desired agents of an aggregate, rather than used for foraging.

The model considers the interactions between tasks, the representation of an aggregate including its location and desired number of agents, and agent, the basic unit of the overall swarm. These terms are further defined below.
2.2. Task

An enclosed area \((A_T)\) where a specific number of agents \((n_T)\) needs to aggregate in order to perform a particular operation is defined as a task \((T)\). Each swarm of agents can accommodate for multiple tasks to be carried out simultaneously where an appropriately sized collection of agents will aggregate with a particular distribution over the task area with center of mass at point \(\vec{p}_T\). For simplification purposes in simulation and optimization, in this paper we constrain the task definition to be 2D circles with radius \(R_T\) in a cartesian plane, where the coordinates of the center are given by a point \(\vec{p}_T\), and the nodes are uniformly distributed.

A fundamental property of any task is a stigmergic indicator that penetrates the entirety of the field. The abstraction in the indicator type is maintained for the purposes of describing the model, in an application the indicator can be anything that has an inverse square intensity relationship with distance from the source, such as electromagnetic waves of different wavelengths for different tasks, or an intensity relationship close to that, such as chemical concentration of different solutes for different tasks in a global solvent. In this paper, we model the indicator for a point task (i.e., \(R_T \approx 0\)) as having an inverse square intensity relationship \(I_T\) with distance of the form:

\[
I_T(\vec{r}) = \frac{P}{4\pi|\vec{p}_T - \vec{r}|^{2} + \delta}
\]

where \(\delta \to 0\) to avoid division by 0, \(P \in \mathbb{R}\) is representing the power of the indicator that each node can emit, and \(\vec{r}\) is any position in the coordinate system that the task exists. Equation (2) represents the true intensity of a task at any point \(\vec{r}\) by taking the volume integral over the task area.

\[
I_T(\vec{r}) = \int_{A_T} \frac{n_T P}{4\pi|\vec{r} - \vec{x}|^{2} + \delta^{2}} dA_T
\]

A graph of the solution for 1 task centered at the origin with an arbitrary radius and power is seen in Figure 1.

![Figure 1](image)

**Figure 1.** Example of a task Indicator distribution. The task is centered at the origin with an arbitrary radius. The intensity profile (z-axis) is represented in arbitrary units. It is evident that the intensity is non-zero everywhere in the field, with a radical increase near the edge of the circular task.

Providing different types of indicators for each task allows for the agent’s distinction of the individual tasks in their superposition. Figure 2 illustrates the superposition of two tasks...
in a 2D field. It is evident that the indicator is detectable in the entirety of the field, with a sharp increase near the edge of the circular task. The $x$–$y$ axes are arbitrary positional axes, while the $z$-axis represents the intensity at any point of the field in some common arbitrary units. The different type of indicators (represented by different colors) is aiding in the distinction of the two individual tasks.

![Figure 2. 3D visualization of a randomly generated intensity space with two tasks on a 2D field (blue and red) with different radii and different number of nodes.](image)

### 2.3. Node

A node is the smallest individual unit agent of a swarm. Each node initially selects a random task $t$ as its target. In essence each node must have the property to follow the indicator increase of its target task, as well as switch target based on the type of indicator tied to a particular task. Specifically, the velocity of node $n$ ($\vec{v}_n$) in a swarm $S$ should be in the general direction of the steepest indicator ascent. For the ideal case this is sown in (3).

$$\hat{v}_n \equiv \frac{\nabla I_t(\vec{r}_n)}{|\nabla I_t(\vec{r}_n)|}$$

where $\vec{r}_n$ is the vector of the position of node $n$ in the described coordinate system. As a result, the direction of motion of each node is defined by the positional rate of change in the indicator intensity. This type of directed motion that maximizes an indicator is in fact evident in multiple non-digital systems such as magnetic aggregation of filings [7], protein targeting across chemical gradients, etc.

Assuming constant speed, this behavior is sufficient to solve the aggregation problem at the center of mass of the tasks. It fails, however, to solve the problem of the particular distribution of nodes within each task. As defined earlier, a task emits an indicator whose intensity is proportional to the density of nodes at this point. In other words, if each node is able to produce an inverse square indicator ($I_n$) as in (1), then the intensity of the average superposition of all the desired nodes over the task’s area would be equal to the intensity function ($I_t$) of that task. Therefore, for the nodes to conform to the desired distribution inside the aggregate, they need only to match the task’s indicator intensity profile. As a result, if a node is targeted to an aggregate where significantly more than the ideal number of nodes are present, then the total node indicator superposition will be higher than the ideal one emitted by the task, therefore that node must move away. If that keeps persisting, then the node should switch task. In the inverse case, where the density of nodes in an aggregate is less than desired, the total node indicator superposition will be lower than the ideal, thus the node must stay.

To mathematically formulate the above logic, a confidence function ($C_{nt}(\vec{r}, t)$) is defined in (4). Specifically, the function $C_{nt}^{\vec{r}}$ is a value that indicates how good is position $\vec{r}$ for a node $n$ targeted...
to task $T$ to stay in. A really high confidence, implies that the node should stop moving and stay in that position, while a low confidence can signal a change in target task.

$$ C_r^T(\vec{r}, t) \equiv \int_{-\Delta t}^{t} I_T(\vec{r})(I_T(\vec{r}) - D_n^T(\vec{r})) dt $$

where $D_n^T(\vec{r})$, defined in (5), is the detected intensity superposition of all the nodes that emit the signal related to task $T$ at position $\vec{r}$. $\Delta t$ is also a number in seconds that indicates the time window that the integral is taken. 

$$ D_n^T(\vec{r}) \equiv \sum_{i} I_i(\vec{r}) $$

where $N_T$ is the set of all nodes that are targeted to task $T$.

The confidence function is therefore defined for each node to be proportional to the difference between the ideal and detected indicator intensity for a particular task, as well as the intensity of the task itself. As seen in Figure 3 the confidence function is designed such that intensity from nodes that are inside the task contribute more than the ones that are outside. In Figure 3a the nodes performing the task are emitting an indicator shown in red, while the indicator emitted from the task is shown in black. Ideally, the node will be able to skip over the first nodes and achieve engagement confidence shortly after. In Figure 3b simulated Confidence integral based on input data depicted in Figure 3a. The confidence thresholds $C_e$ and $C_d$ are shown in green and red, respectively. It is possible to see that the confidence value surpasses the $C_e$ value, allowing for the node to engage in the studied task.

![Figure 3](image-url)
While short-term exposure to confidence above or below optimal values is to be neglected, long-term exposure implies a change in the target task. As a result, two limits are introduced that when reached the node will either change the target task, or ideally reduce its speed to zero. The Engagement Confidence ($C_e$) limit (indicated in green in Figure 3b) is the value of confidence that when reached the node will ideally set its velocity to zero. The Disengagement Confidence ($C_d$) limit (indicated in red in Figure 3b) is the value of confidence where the node will change its target task, as it being there disrupts the ideal aggregate distribution.

Furthermore, the speed of the node should be confidence determined. In actuality, the lower the confidence the higher the speed of the node should be, until it eventually reaches zero when the aggregation confidence is attained. To mathematically formulate this desired behavior a sigmoid function (6) is used to define the velocity amplitude of any node $n$ at position $\vec{r}$ and time $\vec{t}$.

$$|\vec{v}_n(\vec{r}, t)| \equiv \frac{v_{\text{max}}}{1 + \exp\left(C_n T(\vec{r}, t) - C_e\right)}$$  

where $v_{\text{max}}$ is an arbitrary scaling constant, and $T$ is the target task of node $n$.

Finally, it was demonstrated—see simulation section—that a set of agents that satisfy the aforementioned conditions will qualitatively emerge the desired aggregation profile of multiple location centers and particular distribution.

3. Simulation Methodology

3.1. Assumptions

Digital, pseudo time continuous, multithreaded simulations were designed and carried out to test the aggregation properties of the aforementioned mathematical model. Nodal aggregation simulations were carried under the assumption of relatively large swarm size (>100 nodes) in a small field (5 × 5 length units square; average radius of task is 1 length unit for comparison). Pseudo time continuity was achieved by discretization of time in small intervals with $dt < 0.1$ time units (s). Distance and time units were kept abstract.

Physical nodes were modeled as 0-width points due to the small volume and large number assumptions, implying that collisions between them are unlikely to interfere with the general swarm motion significantly. The nodes were designed to detect and emit an abstract indicator as described in the previous section. Standard Newtonian kinematics were used for movement and collision detection with the exception being that the velocity of each node was given by (7).

$$\vec{v}_n = |\vec{v}_n|\hat{v}_n = \frac{v_{\text{max}}}{1 + \exp\left(C_n T(\vec{r}, t) - C_e\right)} \nabla I(\vec{r}_n)$$

A further estimation, based on a single variate active rolling average method, was used in calculating the confidence rolling time integral for each node seen in (4) to speed up processing and conserve memory space. Assuming a time discrete sampled continuous signal $x$ with measurements $x_i$ and sampling rate $f$, the rolling average with a window of $N$ measurements over a time period $\Delta t$ is given by (8).

$$\bar{x} = \frac{1}{N} \sum_{i=0}^{N} x_i = \frac{1}{f \Delta t} \sum_{i=0}^{f \Delta t} x_i$$

We can take the discrete integral approximation to be (9).

$$\int_{t}^{t+\Delta t} x dt \approx \sum_{i=t/dt}^{(t+\Delta t)/dt} x_i dt$$
Assuming that the integral step is equal to the sampling period \( (dt = \frac{1}{f}) \), combining (8) and (9) we get (10).

\[
\int_{t}^{t+\Delta t} x dt \approx \sum_{i=t}^{t+\Delta t} \frac{x_i}{f} = \bar{x} \Delta t
\]

(10)

Therefore, it is possible to predict a mean with a single variable by using a modified moving average (MMA) as described in Nayak, 2015, A Naïve SVM-KNN-based stock market trend reversal analysis for Indian benchmark indices and shown in (11)

\[
\bar{x} \approx \frac{\bar{x}_{\text{old}} (N-1) + x_{\text{new}}}{N}
\]

(11)

3.2. Qualitative Simulation Results

Figures 4 and 5 show processions over time of two different simulated scenarios where nodal aggregation was achieved. Each task is associated with a random color seen in the legend. The color of each node represents its target task. The small black arrow of each node indicates the direction and magnitude of the velocity of said node. The nodes, over time, seem to aggregate at the desired spots. Equilibrium seems to have been achieved at Figures 4c and 5d respectively, as there is no significant change in the number of nodes in the tasks. Furthermore, wandering nodes targeted to tasks but not stopping in them are observed after the equilibrium is achieved. Especially in Figure 5b these nodes are moving in strict linear paths connecting each task with a random number of nodes at each time and segment. Coverage of the task area seems to increase with the number of nodes needed for each task.

**Figure 4.** Illustration of a procession in time (a–d) of a simulation with 8 randomly placed tasks, with random radii, in a 5 x 5 unit field, where 100 nodes are placed at time 0 at random locations. In the legend “Task 0: nodes: 9” represents a task with ID 0 and expected 9 nodes to aggregate.
Figure 5. Illustration of a procession in time (a–d) of a simulation with 4 randomly placed tasks, with random radii, in a $5 \times 5$ unit field, where 150 nodes are placed at time 0 at random locations. In the legend “Task 0: nodes: 27” represents a task with ID 0 and expected 27 nodes to aggregate.

From these simulations it was shown that, qualitatively, it is ideal for the swarm to have a larger number of nodes than the total number of nodes required for a task. That is because once equilibrium is achieved (change in number of nodes over time in a task is minimum) the remaining nodes will travel randomly among aggregates without engaging in any. This is a significant feature, as in case of malfunction in several nodes, the system will naturally replace them over a short time period, as there are always nodes traveling between the aggregates.

Specifically, as seen more clearly in Figure 5d, the remaining of the nodes along with the tasks form the vertices and segments of a dynamic graph that will allow for the reallocation of the inactive agents in case of removal of several working agents in the aggregate. This behavior renders the swarm “self-healing,” however, it is of essence that there is no identifiable discrete state change between the inactive and active mode, their stationarity or movement is a complete analog result. Something that allows them to reorient within the aggregate dynamically in case a better (higher confidence) position is discovered.
It is important to mention that Figures 4 and 5 illustrate the outcome of the nonoptimized aggregation model.

4. Aggregation Evaluation Metrics

At this point a complete model of the swarm’s aggregation properties has been proposed where its performance is dependent on several free variables identified in previous sections. It is now possible to construct a vector $\bar{\theta}$ to represent the condition state of the system in a real higher-dimensional vector space. Theta is defined in (12)

$$\bar{\theta} \equiv \begin{pmatrix} P \\ \nu_{\text{max}} \\ \Delta t \\ C_e \\ C_d \end{pmatrix}$$ (12)

To quantitatively evaluate the aggregation capabilities of the swarm in each simulated scenario 4 metrics were introduced based on the qualitative synopsis of the metrics for estimating robot aggregation efficiency presented by Shlyakhov in [30]. Shlyakhov [30] provided several methods to test aggregation efficiency, of those the 4 following metrics were derived:

1. The center of mass of the nodes in an aggregate must coincide with the center of mass for the targeted task.
2. The smallest circle enclosing all the nodes in a task, must have an area equal to the area of the task.
3. The average distance between one node to all nodes in an aggregate must be equal for every node in said aggregate.
4. The number of nodes that are inside the area of a task must be the number of nodes required for that task.

The combination of these criteria ensures that the swarm will have aggregated with the right number of nodes (metric 4), at the right places (metric 1), with the appropriate distribution at each place (metrics 2 and 3). These prescribed metrics are the criteria by which each simulation can be objectively compared. To quantitatively express each statement, a cost function has been developed for each metric. The ideal value of the cost function is zero for any scenario. Equations (13)–(15) and (17) are the cost functions of metrics 1, 2, 3, and 4, respectively.

$$ \bar{C}_m(T)(\bar{\theta}) \equiv \frac{1}{n_TR_T} \sum_{i=0}^{n_T} |\bar{p}_i| $$ (13)

$$ A(\bar{\theta}) \equiv \frac{1}{\pi R_T^2} \sum_{i=0}^{n_T} |\bar{C}_m(T) - \bar{p}_i| - 1 $$ (14)

$$ V_T(\bar{\theta}) \equiv \frac{1}{n_TR_T} \sum_{i=0}^{n_T} (d_i - \bar{d})^2 $$ (15)

where $d_T$ of task T is defined as:

$$ d_T \equiv \frac{1}{n_T} \sum_{i=1}^{n_T} |\bar{p}_T - \bar{p}_i| $$ (16)

$$ N(\bar{\theta}) \equiv \frac{N_{T_{\text{current}}}}{n_T} - 1 $$ (17)

where $n_T$ represents the total number of nodes that should be in task T and $N_{T_{\text{current}}}$ represents the number of nodes that currently are within the area of task T.
Using these parameters it is possible to define a final cost function $C(\vec{\theta}) \geq 0$ seen in (19) such that, applying it to a particular time in a running simulation, a cost value is obtained. 0 is the ideal cost, while the cost function increases quadratically.

$$C(\vec{\theta}) = \begin{pmatrix} V_T(\vec{\theta})^2 \\ |Cm_T(\vec{\theta})|^2 \\ A(\vec{\theta})^2 \\ N(\vec{\theta})^2 \end{pmatrix} \cdot \begin{pmatrix} a_1 \\ a_2 \\ a_3 \\ a_4 \end{pmatrix} = \vec{a} \cdot \vec{C}(\vec{\theta})$$

(19)

where $\vec{a}$ is an arbitrary vector of real constants.

Summing the cost for all the tasks in the simulation will provide the final cost of the system. The terms in the cost function are squared to achieve this quadratically increasing cost value in case of slight variation of the initial terms.

5. Optimization Methodology

Once there is a concrete description of the model parameters using the $\vec{\theta}$ vector a search for the right parameter combinations logically follows. For this process of optimization, it was realized that the cost function $C(\vec{\theta})$ shown in (19) is, in fact, not a function in a strict mathematical sense, as the same parameter vector $\vec{\theta}_0$ can yield different costs depending on the initial random arrangement of tasks and nodes. In theory, if the task positions and nodes initial positions were fixed in each run, the cost would be constant. This scenario, however, is not realistic for optimization purposes, as minimizing the cost function for a single set of initial conditions does not guarantee unanimous applicability to any other arrangement. Thus, a different approach was adopted for optimizing the model.

By carrying out multiple multithreaded simulations for randomly picked $\vec{\theta}$ vectors in a bounded domain and evaluating the simulation cost after a particular time has elapsed, a large cost point data set was created where each input vector was matched with the equivalent cost. Then two attempts were made to construct a best-fit hypercurve. The first was Linear Multivariable Polynomial Regression similar to the methodology described in [31,32], where a least squares solution was obtained for the data set. The second method involved in finding a stable fit of the data was Random Forest Regression (RFR) as in [33,34].

After the best-fit hypercurve was obtained with both previously described methods, a Bounded Limited Memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS-B) algorithm [35,36] was applied to locate local minima. The gradient of the fit was estimated pointwise using 2-point finite difference estimation. The global minimum was found using basin-hopping similar to [37–39] with L-BFGS-B as a local minimization step.

5.1. Linear Multivariable Polynomial Regression

The general polynomial $P(\vec{x})$ used to fit the data, where $\vec{x} = (x_1, \cdots, x_m)^T \in \mathbb{R}^m$, was a nonmonic polynomial of order $n$ (an example with $m = 2$, $n = 2$ is seen in (20)). In the particular case of this optimization $m = 5$. Fits of orders ranging from $n = 1$ to $n = 18$ were evaluated. The best fit was selected to be the one with the highest order where each feature coefficient (i.e., the $a_i$ in $\cdots + a_i x_1^2 + a_{i+1} x_1 x_2 + \cdots$) was greater than 0.05 to avoid overfitting.

$$P(\vec{x}) = a_0 + a_1 x_1 + a_2 x_2 + a_3 x_1 x_2 + a_4 x_1^2 + a_5 x_2^2$$

(20)
where \( a_i \in \mathbb{R} \). To fit the polynomial, the equivalent polynomial feature matrix \( A \) for that particular order was created. Equation (21) shows an example with \( m = 2, n = 2 \).

\[
A = \begin{bmatrix}
1 & x_{11} & x_{21} & x_{11}x_{21} & x_{11}^2 & x_{21}^2 \\
1 & x_{12} & x_{22} & x_{12}x_{22} & x_{12}^2 & x_{22}^2 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & x_{1N} & x_{2N} & x_{1N}x_{2N} & x_{1N}^2 & x_{2N}^2
\end{bmatrix}
\]  

(21)

Where the symbol \( x_{ij} \) represents the \( j \)th datum available for variable \( x_i \), and \( N \) is the total number of data in the data set where the fit is carried in.

By defining the constant column vector \( \vec{\beta} \) that has as many real entries as the number of coefficients in polynomial \( P \) (6 in the example case shown in (20)), it is possible to use it as the coefficient vector of the particular fit. Defining column vector \( \vec{C} \) that contains the cost of a simulation for each data entry from 0 to \( N \), allows us to express the following for the best-fit value column vector \( \hat{\vec{C}} \) (22).

\[
\hat{\vec{C}} = A\vec{\beta}
\]  

(22)

As a result, the best-fit coefficient vector \( \hat{\vec{\beta}} \) is given by (23).

\[
\hat{\vec{\beta}} = (A^T A)^{-1}A^T \hat{\vec{C}}
\]  

(23)

5.2. Random Forest Regression

The second method for obtaining a stable fit over the unstable data was a machine learning regression technique referred to as Random Forest Regression (RFR) \([33,34]\). This method was chosen as the unstable nature of the data set will minimally affect the fit confidence with the introduction of new data points compared to other decision tree regression models. Furthermore, this method does not require the final fit to be a function of a particular type (e.g., a polynomial as used in the previous method), allowing more freedom in the possible final best-fit model. The RFR algorithm randomly splits the data set into \( M \) batches of \( N \) data points and creates \( M \) decision trees where each one is built based on one batch \([33]\). When a data point is given, the predictions of all the trees are averaged to obtain the final forest prediction \([33]\).

6. Results

After fitting the data with both previously described methods, the fit curves and parameters were obtained. What follows is a presentation of them. Each simulation was calculated for \( t = 20 \) s simulation time and then the cost was evaluated. For every simulation there were 150 nodes over a \( 5 \times 5 \) arbitrary unit field, with 5 randomly assigned tasks each time. Recalling the definition of parameter vector \( \vec{\theta} \) in (12) it was determined that the node maximum speed (\( v_{max} \)) and indicator power \( P \) were scenario depended and therefore were kept constant to 1 abstract unit each for the purposes of abstraction maintenance in optimization. Each parameter was therefore bounded according to Table 1. Overall, 134,798 simulations were carried out to create a cost data set of the same length.

Table 1. Simulation Variable Bounds for Data Set Generation.

| Variable | Inclusive Bounds |
|----------|-----------------|
| \( P \) | From Value [au] 1.00 | To Value [au] 1.00 |
| \( v_{max} \) | 1.00 | 1.00 |
| \( \Delta t \) | 0.02 | 3.00 |
| \( C_e \) | 0.00 | 10.00 |
| \( C_d \) | −54 | 0.00 |

\(^a\) Relevant abstract unit.
6.1. Linear Regression Results

For Linear Multivariable Polynomial Regression, the optimal order of the polynomial was found to be \( n = 5 \). Figure 6 shows two cross sections in \( \mathbb{R}^3 \) for different values in the fitted polynomial space (\( \mathbb{R}^5 \)). In both cases Figure 6a,b, 3 variables are kept constant indicated at the legend, so that the effect of the engage and disengage confidence threshold can be seen in the final simulation cost. Figure 6a illustrates the existence of a minimum point at low \( \Delta t \) in the given domain, while Figure 6b shows how much the overall cost increases with an increase in \( \Delta t \) (lowest value in the order of 10,000).

![Image](image.png)

Figure 6. Illustration of 3D cross sections of the 6D best-fit hypercurve for the cost of a simulation obtained using Linear Multivariable Polynomial Regression. The colormap indicates higher confidence values with warmer (yellower) colors. 3 of the simulation variables (\( P \), \( v_{\text{max}} \), and \( \Delta t \)) were kept constant at the values shown in the legend, while the two others \( C_e \) and \( C_d \) were graphed with the equivalent cost in the \( z \)-axis. (a) Cross section of arbitrarily chosen lower \( \Delta t \) value, where cost appears to be at a low value. (b) Cross section of arbitrarily chosen higher \( \Delta t \) value, where cost appears to be higher on average than (a).

The minimum vector \( \hat{\theta}_{\text{LRmin}} \) for the linear regression fit was determined in (24) using the previously described method. Its final cost function is \( C(\hat{\theta}_{\text{LRmin}}) = 222.91 \). A randomly generated simulation procession with that value is shown in Figure 7. Figure 7 serves as an illustrative confirmation of the increase in the aggregation efficiency by minimizing the cost function. The final cost of this simulation was 277 whereas the predicted cost was 223.

\[
\hat{\theta}_{\text{LRmin}} = \begin{pmatrix}
1.000 \\
1.000 \\
0.002 \\
6.000 \\
-40.78
\end{pmatrix}
\] (24)
Figure 7. Illustration of a procession in time (a–d) of a simulation with 5 randomly placed tasks, with random radii, in a 5 × 5 unit field, where 250 nodes are placed at time 0 at random locations. Each task is associated with a random color seen in the legend. The color of each node represents its target task. The small black arrow of each node indicates the direction and magnitude of the velocity of said node. In the legend “Task 0: nodes: 9” represents a task with ID 0 and expected 9 nodes to aggregate. The parameters used to run the simulation were \( \vec{\theta}_{LR_{\text{min}}} \) seen in (24) and obtained by minimizing the hypercurve obtained by Linear Multivariable Polynomial Regression.

6.2. Random Forest Results

The Random Forest Regression (RFR) algorithm run with 1000 estimators, minimum number of samples required at leaf 40, and minimum number of samples to split 20. The fit was obtained for the same area. Figure 8 shows two cross sections in \( \mathbb{R}^3 \) for different values in the RFR best-fit hypercurve space (\( \mathbb{R}^5 \)). In both cases Figure 8a,b, 3 variables are kept constant indicated at the legend, so that the effect of the engage and disengage confidence threshold can be seen in the final simulation cost. Compared to Figure 6 it seems as if there is a fundamental agreement on the shape of the two functions where at low \( \Delta t \) cost seems to decrease with disengagement confidence, whereas at higher \( \Delta t \) cost is remaining at the order of 10,000.
Figure 8. Illustration of 3D cross sections of the 6D best-fit hypercurve for the cost of a simulation obtained using Random Forest Regression. The colormap indicates higher confidence values with warmer (yellower) colors. 3 of the simulation variables ($P$, $v_{\text{max}}$, and $\Delta t$) were kept constant at the values shown in the legend, while the two others $C_e$ and $C_d$ were graphed with the equivalent cost in the $z$-axis. (a) Cross section of arbitrarily chosen lower $\Delta t$ value, where cost appears to be at a low value. (b) Cross section of arbitrarily chosen higher $\Delta t$ value, where cost appears to be higher on average than (a).

The minimum vector $\hat{\theta}_{\text{RFRmin}}$ for the Random Forest Regression fit was determined in (25) using the previously described method. Its final cost function is $C(\hat{\theta}_{\text{RFRmin}}) = 554.89$. A randomly generated simulation procession with that value is shown in Figure 9. Figure 9 serves as an illustrative confirmation of the increase in the aggregation efficiency by minimizing the cost function. The final cost of this simulation was 792 whereas the predicted cost was 555.

$$\hat{\theta}_{\text{RFRmin}} = \begin{pmatrix} 1.000 \\ 1.000 \\ 0.002 \\ 5.269 \\ -38.52 \end{pmatrix}$$ (25)
Figure 9. Illustration of a procession in time (a–d) of a simulation with 5 randomly placed tasks, with random radii, in a 5 × 5 unit field, where 250 nodes are placed at time 0 at random locations. Each task is associated with a random color seen in the legend. The color of each node represents its target task. The small black arrow of each node indicates the direction and magnitude of the velocity of said node. In the legend “Task 0: nodes: 9” represents a task with ID 0 and expected 9 nodes to aggregate. The parameters used to run the simulation were \( \theta_{RFR_{\text{min}}} \) seen in (25) and obtained by minimizing the hypercurve obtained by Random Forest Regression.

7. Discussion

7.1. Model Novelty

The strength of the proposed model lies in the provision of an alternate pathway to aggregation than spatial algorithms, while maintaining a certain level of agent intelligence. Specifically, allowing for nodes to have a kind of operational intelligence with single celled memory allows for a simplification of the information provided by the field itself. In other words, if nodes were reduced to the level of zero “intelligence” (e.g., iron fillings), even though miniaturization would be enabled, very sophisticated equipment would be needed for the environment to provide the aggregation information, limiting the scalability and independence of the swarm. Attempting to attain these qualities by increasing nodal “intelligence” through semiconductor devices imposes a challenge in miniaturization. Therefore, achieving the appropriate balance between agent information processing capacity and environment mediated ques allows for a greater expansion of the application space of swarm robotics.
7.2. Limitations and Future Research

The model proposed has a primitive character compared to other discrete models for swarm aggregation. Some practical limitations include the handling of obstacles by the nodes. In the case where an obstacle is placed perpendicular to a straight line connecting the centers of mass of two tasks, aggregation will be hindered or entirely prevented as nodes do not have the appropriate sensors to check for the obstacle. This issue could be resolved by introducing a randomly dynamically alternating velocity component added to each node's velocity such that the node can escape from situations where its direction is blocked by an obstacle while still converging in the general direction towards the task. We were hesitant to implement such solution, as introducing controlled randomness conflicts with the aim of providing an aggregation model where nodes do not perform any discrete operations. This approach, however, could have solved a different issue evident in the procession figures of depicting the simulation runs. Specifically, the tasks located at the vertexes of the smallest enclosing polygon lack even agent distribution, with the plethora of nodes located at the inner side of the task. Introducing randomness in the velocity would result in nodes traveling further inside the task allowing for complete coverage.

8. Conclusions

In this paper an attempt on the relaxation of the traditionally spatially discrete algorithms for solving the aggregation problem in swarm robotics was presented. It is believed that by providing a model that does not rely on discrete states for its operation, agent miniaturization can be achieved. That is due to the fact that dependence on certain components with a limit in their minimum size (i.e., transistors, memories) was eliminated. Specifically, by designing swarm agents with physical properties that follow the previously described mathematical model, we showed the emergence of a stigmergic aggregation behavior at discrete sites with unequal number of nodes. A quantitative method for aggregation evaluation in robotic swarms is also proposed that allows for optimization using curve fitting and minimization techniques.

It was observed that optimization using Linear Multivariable Polynomial Regression and Random Forest Regression to obtain the best fit of the generated data set, provided similar results (average percentage difference of 6.22%). This outcome serves as a validation both the optimized result in the examined space as well as the methodology used to arrive to that. The optimized swarm illustrated a significant improvement in the aggregation cost as illustrated by the simulation procession captures.
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