DISPERSION ESTIMATES FOR ONE-DIMENSIONAL SCHRÖDINGER EQUATIONS WITH SINGULAR POTENTIALS

ALEKSEY KOSTENKO, GERALD TESCHL, AND JULIO H. TOLOZA

Abstract. We derive a dispersion estimate for one-dimensional perturbed radial Schrödinger operators. We also derive several new estimates for solutions of the underlying differential equation and investigate the behavior of the Jost function near the edge of the continuous spectrum.

1. Introduction

We are concerned with the one-dimensional Schrödinger equation
\begin{equation}
\begin{aligned}
    i\dot{\psi}(t, x) &= H\psi(t, x), \\
    H &= -\frac{d^2}{dx^2} + \frac{l(l+1)}{x^2} + q(x), \quad (t, x) \in \mathbb{R} \times \mathbb{R}_+,
\end{aligned}
\end{equation}

with real integrable potential \( q \) and with the angular momentum \( l > -\frac{1}{2} \). We will use \( \tau \) to describe the formal Sturm–Liouville differential expression and \( H \) the self-adjoint operator acting in \( L^2(\mathbb{R}_+) \) and given by \( \tau \) together with the usual boundary condition at \( x = 0 \):
\[ \lim_{x \to 0} x^l((l+1)f(x) - xf'(x)) = 0, \quad l \in \left(-\frac{1}{2}, \frac{1}{2}\right). \]

More specifically, our goal is to provide dispersive decay estimates for these equations. To this end we recall (e.g., [24, Sect. 9.7]) that for
\[ \int_0^1 x|q(x)|dx < \infty \quad \text{the operator} \quad H \quad \text{has a purely absolutely continuous spectrum on} \quad (0, \infty) \quad \text{plus a finite number of eigenvalues in} \quad (-\infty, 0]. \]

At the edge of the continuous spectrum there could be a resonance (or an eigenvalue if \( l > \frac{1}{2} \)) if there is a corresponding bounded solution. Then our main results read as follows:

**Theorem 1.1.** Assume that
\begin{equation}
    \int_0^1 |q(x)|dx < \infty \quad \text{and} \quad \int_1^\infty x^{\max(2l+1)}|q(x)|dx < \infty,
\end{equation}

and suppose there is neither a resonance nor an eigenvalue at 0. Then the following decay holds
\begin{equation}
    \|e^{-itH}P_c(H)\|_{L^1(\mathbb{R}_+) \to L^\infty(\mathbb{R}_+)} = O(|t|^{-1/2}), \quad t \to \infty.
\end{equation}

Here \( P_c(H) \) is the orthogonal projection in \( L^2(\mathbb{R}_+) \) onto the continuous spectrum of \( H \).
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This result will follow from the corresponding low energy result Theorem 3.2 (see also Theorem 3.1) with the high energy result Theorem 3.3. We also remark that the decay rate is optimal (see below).

On the whole line such results have a long tradition and we refer to Weder [26], Goldberg and Schlag [12], Egorova, Kopylova, Marchenko and Teschl [8] (for the discrete case see [7]) as well as the reviews [14, 22]. On the half line the case \( l = 0 \) was treated by Weder [27]. The case of general \( l \) but without potential was recently considered in Kovarik and Truc [19] (see also [10, 11] for related results). While our overall strategy looks quite similar to the classical case \( l = 0 \), the details are much more delicate at several points: the first problem stems from the fact that only one solution will be bounded near \( x = 0 \) while the other one will have a singularity if \( l > 0 \). In particular, in this case the Jost solutions will have a singularity near \( x = 0 \) and the expression of the regular solution (which is in the domain of our operator near \( x = 0 \)) in terms of the Jost solutions (i.e., the scattering relations) can no longer be used to obtain useful estimates. The second problem is that the simple group structure of the exponential functions breaks down for Bessel functions which requires novel strategies to handle the Born series expansion of the resolvent. And of course one has to work much harder to get some estimates, which are trivial for trigonometric functions, for Bessel functions. In particular, our present paper should also be understood as a contribution to understanding the properties of solutions of the underlying spectral problem. In this respect we would like to emphasize that the behavior of the Jost function near the bottom of the essential spectrum is still not understood satisfactorily, and for this very reason the resonant case had to be excluded from our main theorem. This is definitely a gap which should be filled.

Finally, we mention that one of the motivation to study (1.1) is the fact that it arises naturally when discussing the \( n \)-dimensional Schrödinger equation

\[
i\dot\psi(t, x) = H_n \psi(t, x), \quad H_n := -\Delta + V(x), \quad (t, x) \in \mathbb{R} \times \mathbb{R}^n, \quad n \geq 2. \quad (1.4)
\]

However, it is important to emphasize that this is not the only motivation since operators of the type in (1.1) are the prototypical example of strongly singular Schrödinger operators which have attracted considerable interest recently (see e.g. [15, 16, 17, 18] and the references therein) or as examples in other physical and mathematical models (see e.g. [2, 5]). Nevertheless, and since a lot is known about dispersive estimates for (1.4) (see the reviews [14, 22] already mentioned above), it seems worth while to discuss what these estimates imply for (1.1).

To this end recall (see e.g. Example 1.5 in [28]) that if \( V(x) = q(x) \), \( x = |x| \), is radially symmetric, then \( H_n \) will be reduced by the spherical harmonics (cf. [20])

\[
Y_l^m : \mathbb{S}^{n-1} \to \mathbb{C}, \quad l \in \mathbb{N}_0, \ m = 1, \ldots, N(n, l),
\]

which are an orthonormal basis of eigenfunctions of the Laplace–Beltrami operator \( \Delta_{\mathbb{S}^{n-1}} \),

\[
-\Delta_{\mathbb{S}^{n-1}} Y_l^m = l(l + n - 2)Y_l^m,
\]

on \( L^2(\mathbb{S}^{n-1}) \). Then the subspaces

\[
\mathcal{H}_{l, m} = \{ x^{-\frac{n-1}{2}} \psi(x) Y_l^m(\omega) | \ \psi \in L^2(\mathbb{R}_+) \}
\]

The \( l \) used here is different from the \( l \) in (1.1) and the rest of the paper unless \( n = 3 \).
span $L^2(\mathbb{R}^n) = \bigoplus_{l,m} \mathcal{S}_{l,m}$ and give rise to the decomposition

$$H_n = \bigoplus U_n^{-1} H_{n,l} U_n, \quad U_n : \mathcal{S}_{l,m} \to L^2(\mathbb{R}^+), \quad x^{n-1} \psi(x) Y_l^m(\omega) \to \psi(x),$$

where

$$H_{n,l} = -\frac{d^2}{dx^2} + \frac{l(l + n - 2) + \frac{(n-1)(n-3)}{4}}{x^2} + q(x).$$

In particular, an estimate of the type

$$\|e^{-itH_n} P_c(H_n)\|_{L^1(\mathbb{R}^n) \to L^\infty(\mathbb{R}^n)} = O(|t|^{-n/2}), \quad (1.5)$$

implies

$$\|e^{-itH_{n,l}} P_c(H_{n,l})\|_{L^1(\mathbb{R}^+; \mathbb{R}^n) \to L^\infty(\mathbb{R}^+; \mathbb{R}^n)} = O(|t|^{-n/2}).$$

Here $L^2(\mathbb{R}^+; x^{\alpha})$, $\alpha \in \mathbb{R}$ denotes the standard $L^2$ space with the weight $x^{\alpha}$. In the special case $l = 0$ we get

$$H_{n,0} = -\frac{d^2}{dx^2} + \frac{s(s-1)}{4x^2}, \quad s = \frac{n-1}{2},$$

and hence

$$\|e^{-itH_{n,0}} P_c(H_{n,0})\|_{L^1(\mathbb{R}^+; x^{\alpha}) \to L^\infty(\mathbb{R}^+; x^{\alpha})} = O(|t|^{-s-1/2}),$$

which generalizes Theorem 2.4 from [19] where the case without potential and with the weight $(1 + x)^r$ was established. For conditions on $V$ for $(1.5)$ to hold we refer again to the above mentioned survey articles [14, 22]. At this point we only note that it of course holds in the case without potential where the time evolution is given by

$$e^{it\Delta} \psi_0(x) = \frac{1}{(4\pi t)^{n/2}} \int_{\mathbb{R}^n} e^{i \frac{|x-y|^2}{4t}} \psi_0(y) dy.$$

Moreover, the time evolution of $H_{n,l}$ can be obtained by projecting $e^{it\Delta}$ to the corresponding spherical harmonics. For example, in three dimensions one obtains

$$[e^{-itH_{3,l}}](x, y) = \int_0^\pi \int_0^{2\pi} e^{-i 2\pi \varphi \cos(\theta)} Y_l^m(\theta, \varphi) \sin(\theta) d\theta d\varphi$$

$$= \int_0^1 e^{-i \frac{t}{4\pi} \frac{\cos(\theta) + \cos(-\theta)}{2}} P_l(r) dr$$

$$= \frac{1^{l-1/2}}{2t} e^{i \frac{x^2 + y^2}{4t}} \sqrt{x y} J_{l+1/2} \left( \frac{x y}{2t} \right),$$

where we have chosen $m = 0, x = (0, 0, x)$ and used

$$Y_l^0(\theta, \varphi) = \sqrt{\frac{2l+1}{4\pi}} P_l(\cos(\theta)), \quad P_l(\xi) = \frac{1}{2\sqrt{\pi}} \frac{d^l}{d\xi^l} (\xi^2 - 1)^l,$$

as well as [21] Eq. 18.17.19 for the last integral. Here $J_\nu(z)$ is the Bessel function of order $\nu$ and $P_l(z)$ are the Legendre polynomials. This should again be compared with [17] Eq. (3.23). In particular, for $l = 0$ we have $\|e^{-itH_{3,0}}(x, y)\|_\infty = \frac{1}{\sqrt{\pi t^{1/2}}}$ (while $\|(xy)^{-1} e^{-itH_{3,0}}(x, y)\|_\infty = \frac{1}{2\sqrt{\pi t^{3/2}}}$), which shows that the decay in our main Theorem 1.1 is optimal.
2. Properties of solutions

In this section we will collect some properties of the solutions of the underlying differential equation required for or main results.

2.1. The Regular solution. Suppose that \( l > -\frac{1}{2} \) and

\[ q \in L^1_{\text{loc}}(\mathbb{R}^+) \quad \text{and} \quad xq(x) \in L^1(0,1). \tag{2.1} \]

Then the equation

\[ \tau f = zf \]

has a system of solutions \( \phi(z, x) \) and \( \theta(z, x) \) which is real entire with respect to \( z \) such that

\[ \phi(z, x) = C_l x^{l+1} \tilde{\phi}(z, x), \quad \theta(z, x) = \frac{x^{-l}}{(2l+1)C_l} \tilde{\theta}(z, x), \quad C_l = \frac{\sqrt{\pi}}{\Gamma(l+\frac{1}{2})2^{l+1}}. \tag{2.2} \]

where \( \tilde{\phi}(z, \cdot) \), \( \tilde{\theta}(z, \cdot) \) are in \( W^{1,1}[0,1] \) and \( \tilde{\phi}(z, 0) = \tilde{\theta}(z, 0) = 1 \). For a detailed construction of these solutions we refer to, e.g., [17].

We start with two lemmas containing estimates for the Green’s function of the unperturbed equation

\[ G_l(z, x, y) = \phi_l(z, x)\theta_l(y) - \phi_l(z, y)\theta_l(x) \]

and the regular solution \( \phi(z, x) \) (see, e.g., [15] Lemmas 2.2, A.1, and A.2). Here

\[ \phi_l(z, x) = z^{-\frac{2l+1}{2}} \sqrt{\frac{\pi}{2}} J_{l+\frac{1}{2}}(\sqrt{z}x), \]

and

\[ \theta_l(z, x) = z^{\frac{2l+1}{2}} \sqrt{\frac{\pi}{2}} \begin{cases} \sin((l+\frac{1}{2})\pi) J_{l-\frac{1}{2}}(\sqrt{z}x), & l + \frac{1}{2} \in \mathbb{R}_+ \setminus \mathbb{N}_0, \\ \frac{1}{\pi} \log(z) J_{l+\frac{1}{2}}(\sqrt{z}x) - Y_{l+\frac{1}{2}}(\sqrt{z}x), & l + \frac{1}{2} \in \mathbb{N}_0, \end{cases} \]

where \( J_r \) and \( Y_r \) are the usual Bessel and Neumann functions (see Appendix D).

In what follows we will abbreviate

\[ k = \sqrt{z}, \quad 0 \leq \arg(z) < 2\pi. \]

**Lemma 2.1 ([15]).** For \( l > -\frac{1}{2} \) the following estimates hold:

\[ |\phi_l(k^2, x)| \leq C \left( \frac{x}{1 + |k|x} \right)^{l+1} e^{\text{Im } k|x|}, \tag{2.3} \]

and

\[ |G_l(k^2, x, y)| \leq C \left( \frac{x}{1 + |k|x} \right)^{l+1} \left( \frac{1 + |k|y}{y} \right)^l e^{\text{Im } k|(x-y)|}, \quad y \leq x. \tag{2.4} \]

**Lemma 2.2 ([15]).** Assume \( \phi \) is entire in \( z \) for every \( x > 0 \) and satisfies the estimate

\[ \phi(z, x) = \phi_l(z, x) + \int_0^x G_l(z, x, y)q(y)\phi(z, y)dy. \]

Moreover, \( \phi \) is entire in \( z \) for every \( x > 0 \) and satisfies the estimate

\[ |\phi(k^2, x) - \phi_l(k^2, x)| \leq C \left( \frac{x}{1 + |k|x} \right)^{l+1} e^{\text{Im } k|x|} \int_0^x \frac{y |q(y)|}{1 + |k|y} dy. \tag{2.5} \]

We also need the following estimate.
Lemma 2.3. For $l > -\frac{1}{2}$ the following estimates hold
\begin{equation}
|\partial_k \phi_t(k^2, x)| \leq C |k|x \left( \frac{x}{1+|k|x} \right)^{l+2} e^{\text{Im} \, k|x|
\end{equation}
and
\begin{equation}
|\partial_k G_t(k^2, x, y)| \leq C |k|x \left( \frac{x}{1+|k|x} \right)^{l+2} \left( \frac{1+|k|y}{y} \right)^l e^{\text{Im} \, k|(x-y)|}, \quad y \leq x.
\end{equation}

Proof. The first inequality follows from the identity (see (B.8))
\[ \partial_k \phi_t(k^2, x) = -kx \phi_{t+1}(k^2, x) \]
along with the bound \[ (2.3) \].

Before proving (2.8), let us mention that
\[ G_t(k^2, x, y) = -\frac{\pi}{2} \sqrt{xy} \left[ J_{l+\frac{1}{2}}(kx)Y_{l+\frac{1}{2}}(ky) - J_{l+\frac{1}{2}}(ky)Y_{l+\frac{1}{2}}(kx) \right], \]
\[ = -\frac{i\pi}{4} \sqrt{xy} \left[ H_{l+\frac{1}{2}}^{(1)}(kx)H_{l+\frac{1}{2}}^{(2)}(ky) - H_{l+\frac{1}{2}}^{(1)}(ky)H_{l+\frac{1}{2}}^{(2)}(kx) \right], \]
where $H_{\nu}^{(1)}$ and $H_{\nu}^{(2)}$ are the usual Hankel functions (see Appendix B). Hence we obtain
\begin{equation}
\partial_k G_t(k^2, x, y) = \frac{\pi}{2} \sqrt{xy} \left[ xJ_{l+\frac{1}{2}}(kx)Y_{l+\frac{1}{2}}(ky) - yJ_{l+\frac{1}{2}}(ky)Y_{l+\frac{1}{2}}(kx) \right]
\end{equation}
\[ -\frac{\pi}{2} \sqrt{xy} \left[ yJ_{l+\frac{1}{2}}(kx)Y_{l+\frac{1}{2}}(ky) - xJ_{l+\frac{1}{2}}(ky)Y_{l+\frac{1}{2}}(kx) \right], \]
\[ = \frac{i\pi}{4} \sqrt{xy} \left[ xH_{l+\frac{1}{2}}^{(1)}(kx)H_{l+\frac{1}{2}}^{(2)}(ky) - yH_{l+\frac{1}{2}}^{(1)}(ky)H_{l+\frac{1}{2}}^{(2)}(kx) \right]
\end{equation}
\[ -\frac{i\pi}{4} \sqrt{xy} \left[ yH_{l+\frac{1}{2}}^{(1)}(kx)H_{l+\frac{1}{2}}^{(2)}(ky) - xH_{l+\frac{1}{2}}^{(1)}(ky)H_{l+\frac{1}{2}}^{(2)}(kx) \right]. \]

Consider the function
\[ \mathcal{G}_t(\eta, \xi) := \frac{\pi}{2} \left[ \eta J_{l+\frac{1}{2}}(\eta)Y_{l+\frac{1}{2}}(\xi) - \xi J_{l+\frac{1}{2}}(\xi)Y_{l+\frac{1}{2}}(\eta) \right]
\end{equation}
\[ -\xi J_{l+\frac{1}{2}}(\xi)Y_{l+\frac{1}{2}}(\xi) + \eta J_{l+\frac{1}{2}}(\eta)Y_{l+\frac{1}{2}}(\eta) \]
\[ = \frac{i\pi}{4} \left[ \eta H_{l+\frac{1}{2}}^{(1)}(\eta)H_{l+\frac{1}{2}}^{(2)}(\xi) - \xi H_{l+\frac{1}{2}}^{(1)}(\xi)H_{l+\frac{1}{2}}^{(2)}(\eta) \right]
\end{equation}
\[ -\xi H_{l+\frac{1}{2}}^{(1)}(\xi)H_{l+\frac{1}{2}}^{(2)}(\xi) + \eta H_{l+\frac{1}{2}}^{(1)}(\eta)H_{l+\frac{1}{2}}^{(2)}(\eta) \right]. \]

Step (i): $|\xi| \leq |\eta| \leq 1$. Let us estimate the function
\[ \eta J_{l+\frac{1}{2}}(\eta)Y_{l+\frac{1}{2}}(\xi) - \xi J_{l+\frac{1}{2}}(\xi)Y_{l+\frac{1}{2}}(\eta). \]

Employing [21] Eq. (10.2.2) and the monotonicity of $x \mapsto \frac{1}{1+x}$ on $\mathbb{R}_+$, we get
\[ \left| \eta J_{l+\frac{1}{2}}(\eta)Y_{l+\frac{1}{2}}(\xi) - \xi J_{l+\frac{1}{2}}(\xi)Y_{l+\frac{1}{2}}(\eta) \right| \]
\[ \leq C \left[ |\eta| \left( \frac{|\eta|}{1+|\eta|} \right)^{l+\frac{1}{2}} \left( 1+|\xi| \right)^{l+\frac{1}{2}} \right] \leq C \left[ |\eta| \left( \frac{|\eta|}{1+|\eta|} \right)^{l+\frac{1}{2}} \left( 1+|\xi| \right)^{l+\frac{1}{2}} \right]. \]
Similarly, if $l > 1/2$, then
\[
\left| \xi J_{l+\frac{1}{2}}(\eta) Y_{l-\frac{1}{2}}(\xi) - \eta J_{l+\frac{1}{2}}(\xi) Y_{l-\frac{1}{2}}(\eta) \right|
\leq C \left[ |\xi| \left( \frac{\eta}{1 + |\eta|} \right)^{l+\frac{3}{2}} \left( 1 + \frac{|\xi|}{|\xi|} \right)^{l-\frac{1}{2}} \right. + \left[ |\xi| \left( \frac{\eta}{1 + |\eta|} \right)^{l+\frac{1}{2}} \left( \frac{1 + |\eta|}{|\xi|} \right)^{l-\frac{1}{2}} \right]}
\leq C |\eta| \left( \frac{|\eta|}{1 + |\eta|} \right)^{l+\frac{1}{2}} \left( \frac{1 + |\xi|}{|\xi|} \right)^{l-\frac{1}{2}}.
\]
If $|l| < 1/2$, then using \[B.1\] and \[B.2\] we obtain
\[
\left| \xi J_{l+\frac{1}{2}}(\eta) Y_{l-\frac{1}{2}}(\xi) - \eta J_{l+\frac{1}{2}}(\xi) Y_{l-\frac{1}{2}}(\eta) \right|
\leq C \left[ |\xi| \left( \frac{\eta}{1 + |\eta|} \right)^{l+\frac{3}{2}} \left( 1 + \frac{|\xi|}{|\xi|} \right)^{\frac{1}{2}-l} \right. + \left[ |\xi| \left( \frac{\eta}{1 + |\eta|} \right)^{l+\frac{1}{2}} \left( \frac{1 + |\eta|}{|\xi|} \right)^{\frac{1}{2}-l} \right]}
\leq C |\eta| \left( \frac{|\eta|}{1 + |\eta|} \right)^{l+\frac{1}{2}} \left( \frac{1 + |\xi|}{|\xi|} \right)^{\frac{1}{2}-l}.
\]
Finally, for $l = 1/2$ we get
\[
\left| \xi J_1(\eta) Y_0(\xi) - \eta J_1(\xi) Y_0(\eta) \right| \leq C \frac{|\eta|}{1 + |\eta|} \frac{|\xi|}{1 + |\xi|} \log \left( \frac{|\eta|}{|\xi|} \right)
\leq C |\eta| \left( \frac{|\eta|}{1 + |\eta|} \right)^2 \left( \frac{1 + |\xi|}{|\xi|} \right).
\]
Summarizing the above, we find that the function $G_l$ admits the following estimate
\[
|G_l(\eta, \xi)| \leq C |\eta| \left( \frac{|\eta|}{1 + |\eta|} \right)^{l+\frac{1}{2}} \left( \frac{1 + |\xi|}{|\xi|} \right)^{l+\frac{1}{2}}
\]
if $0 < |\xi| \leq |\eta| \leq 1$. If $l > -1/2$.

Step (ii): $|\xi| \leq 1 \leq |\eta|$. First, we get
\[
\left| \eta J_{l+\frac{1}{2}}(\eta) Y_{l-\frac{1}{2}}(\xi) - \xi J_{l+\frac{1}{2}}(\xi) Y_{l-\frac{1}{2}}(\eta) \right| \leq C \sqrt{|\eta|} \left( 1 + \frac{|\xi|}{|\xi|} \right)^{l+\frac{1}{2}} e^{i \text{Im } \eta}
\]
as implied by \[B.4\] and \[B.5\]. If $l > 1/2$, we get
\[
\left| \xi J_{l+\frac{1}{2}}(\eta) Y_{l-\frac{1}{2}}(\xi) - \eta J_{l+\frac{1}{2}}(\xi) Y_{l-\frac{1}{2}}(\eta) \right| \leq C \sqrt{|\eta|} \left( 1 + \frac{|\xi|}{|\xi|} \right)^{l+\frac{1}{2}} e^{i \text{Im } \eta}.
\]
For $|l| < 1/2$ we obtain
\[
\left| \xi J_{l+\frac{1}{2}}(\eta) Y_{l-\frac{1}{2}}(\xi) - \eta J_{l+\frac{1}{2}}(\xi) Y_{l-\frac{1}{2}}(\eta) \right| \leq C \sqrt{|\eta|} \left( 1 + \frac{|\xi|}{|\xi|} \right)^{l+\frac{1}{2}} e^{i \text{Im } \eta}.
\]
And finally, for $l = 1/2$, we get
\[
\left| \xi J_1(\eta) Y_0(\xi) - \eta J_1(\xi) Y_0(\eta) \right| \leq C \sqrt{|\eta|} \left( 1 + \frac{|\xi|}{|\xi|} \right)^{l+\frac{1}{2}} e^{i \text{Im } \eta}.
\]
Summarizing the above, we find that the function $G_l$ admits the following estimate

$$|G_l(\eta, \xi)| \leq C\sqrt{\eta} \left( \frac{1 + |\xi|}{|\xi|} \right)^{l+\frac{1}{2}} e^{\text{Im} \eta}$$

if $0 < |\xi| \leq 1 \leq |\eta|$ and $l > -1/2$.

**Step (iii):** $1 \leq |\eta| \leq |\xi|$. To deal with the remaining case we shall use the second equality in (2.8) and the asymptotic expansions of Hankel functions (B.6)–(B.7):

$$|G_l(\eta, \xi)| \sim 2\cos(\eta - \xi) \left( \sqrt{\frac{\eta}{\xi}} - \sqrt{\frac{\xi}{\eta}} \right)$$

(2.9)

as $|\eta|, |\xi| \to \infty$. Therefore, we get

$$|G_l(\eta, \xi)| \leq C\sqrt{\frac{\eta}{|\xi|}} e^{\text{Im}(\eta - \xi)}$$

if $1 \leq |\xi| \leq |\eta|$ and $l > -1/2$.

Combining all these estimates for the function $G_l$ with the equality

$$G_l(k^2, x, y) = \frac{\sqrt{xy}}{k} G_l(kx, ky),$$

after straightforward calculations we arrive at (2.14). □

**Lemma 2.4.** Assume (2.1). Then $\partial_k \phi(k^2, x)$ is a solution to the integral equation

$$\partial_k \phi(k^2, x) = \partial_k \phi_l(k^2, x)$$

$$+ \int_0^x [\partial_k G_l(k^2, x, y)] \phi(k^2, y) + G_l(k^2, x, y) \partial_k \phi(k^2, y)] q(y) dy$$

(2.10)

and satisfies the estimate

$$|\partial_k \phi(k^2, x) - \partial_k \phi_l(k^2, x)| \leq C|x| \left( \frac{x}{1 + |k||x|} \right)^{l+1} e^{\text{Im} k|x|} \int_0^x \frac{y q(y)}{1 + |k||y|} dy.$$  

(2.11)

**Proof.** The proof is based on the successive iteration procedure. As in the proof of Lemma 2.2 in [15], set

$$\phi = \sum_{n=0}^{\infty} \phi_n, \quad \phi_0 := \phi_l, \quad \phi_n(k^2, x) := \int_0^x G_l(k^2, x, y) \phi_{n-1}(k^2, y) q(y) dy$$

for all $n \in \mathbb{N}$. The series is absolutely convergent since

$$|\phi_n(k^2, x)| \leq \frac{C^{n+1}}{n!} \left( \frac{x}{1 + |k||x|} \right)^{n+1} e^{\text{Im} k|x|} \left( \int_0^x \frac{y |q(y)|}{1 + |k||y|} dy \right)^n.$$  

(2.12)

Similarly, let us show that $\partial_k \phi(k^2, x)$ given by

$$\partial_k \phi = \sum_{n=0}^{\infty} \beta_n, \quad \beta_0(k, x) := \partial_k \phi_l(k^2, x),$$

$$\beta_n(k, x) := \int_0^x \partial_k G_l(k^2, x, y) \phi_{n-1}(k^2, y) q(y) dy$$

$$+ \int_0^x G_l(k^2, x, y) \beta_{n-1}(k, y) q(y) dy, \quad n \in \mathbb{N},$$

(2.13)

(2.14)
which proves the claim. □

This immediately implies the convergence of (2.13) and, moreover, the estimate

$$|1 \text{st term}| \leq \frac{C_{n+1}}{(n-1)!} |k|x \left( \frac{x}{1+|k|x} \right)^{1+2} e^{i|k|x} \int_0^x y |q(y)| \frac{1}{1+|k|y} \left( \int_0^y t |q(t)| dt \right)^{n-1} dy$$

$$\leq \frac{C_{n+1}}{n!} |k|x \left( \frac{x}{1+|k|x} \right)^{1+2} e^{i|k|x} \left( \int_0^x y |q(y)| \frac{1}{1+|k|y} dy \right)^n.$$ 

Next, using induction, one can show that the second summand admits a similar bound and hence we finally get

$$|\beta_n(k, x)| \leq \frac{C_{n+1}}{n!} |k|x \left( \frac{x}{1+|k|x} \right)^{1+2} e^{i|k|x} \left( \int_0^x y |q(y)| \frac{1}{1+|k|y} dy \right)^n.$$ 

This immediately implies the convergence of (2.13) and, moreover, the estimate

$$|\partial_k \phi(k^2, x) - \partial_k \phi(k^2, x)| \leq \sum_{n=1}^\infty |\beta_n(k, x)|,$$

from which (2.11) follows under the assumption (2.1). □

Furthermore, by [9, 11], the regular solution $\phi$ admits a representation by means of transformation operators.

**Lemma 2.5** (9, 11). Suppose $q \in L^1_{\text{loc}}([0, \infty))$. Then there is a Marchenko kernel $B : \mathbb{R}_+^2 \to \mathbb{R}$ such that

$$\phi(k, x) = \phi_0(k, x) + \int_0^x B(x, y) f_t(k, y) dy =: (I + B) f_t,$$  \hspace{1cm} (2.15)

where the kernel $B$ satisfies the estimate

$$|B(x, y)| \leq \frac{1}{2} \sigma_0 \left( \frac{x+y}{2} \right) e^{\sigma_1(x)}, \quad \sigma_0(x) := \int_0^x y |q(y)| dy,$$  \hspace{1cm} (2.16)

for all $0 < y < x$ and $j \in \{0, 1\}$.

In particular, this lemma immediately implies the following useful result.

**Corollary 2.6.** Suppose $q \in L^1((0, 1))$. Then $B$ is a bounded operator on $L^\infty((0, 1))$.

**Proof.** If $f \in L^\infty(\mathbb{R}_+)$, then using the estimate (2.16) we get

$$|(Bf)(x)| = \left| \int_0^x B(x, t) f(t) dt \right| \leq \|f\|_\infty \int_0^x |B(x, t)| dt$$

$$\leq \frac{1}{2} \|f\|_\infty e^{\sigma_1(1)} \int_0^x \sigma_0 \left( \frac{x+y}{2} \right) dy \leq \frac{1}{2} \|f\|_\infty e^{\sigma_1(1)} \sigma_0(1),$$

which proves the claim. □

**Remark 2.7.** Note that $B$ is a bounded operator on $L^2((0, a))$ for all $a > 0$. However, the estimate (2.16) allows to show that its norm behaves like $O(a)$ as $a \to \infty$ and hence $B$ might not be bounded on $L^2(\mathbb{R}_+)$. 

2.2. The singular Weyl function. The singular Weyl function \( m : \mathbb{C} \setminus \mathbb{R} \to \mathbb{C} \) is defined such that
\[
\psi(z, x) = \theta(z, x) + m(z)\phi(z, x), \quad z \in \mathbb{C} \setminus \mathbb{R},
\]
belongs to \( L^2(1, \infty) \). Note that, while the first solution \( \phi(z, x) \) is unique under the normalization \( (2.2) \), the second solution \( \theta(z, x) \) is not, since for any real entire \( E(z) \) the new solution \( \tilde{\theta}(z, x) = \theta(z, x) - E(z)\phi(z, x) \) also satisfies \( (2.2) \). Note that the corresponding singular \( m \)-function is given by
\[
\tilde{m}(z) = m(z) + E(z)
\]
in this case. Moreover, it was shown in \([16, 17]\) that the singular \( m \)-function (2.17) admits the following integral representation
\[
m(z) = E(z) + (1 + z^2)^{\kappa_I} \int_{\mathbb{R}} \left( \frac{1}{\lambda - z} - \frac{\lambda}{1 + \lambda^2} \right) \frac{d\rho(\lambda)}{(1 + \lambda^2)^{\kappa_I}}, \quad z \notin \mathbb{R}.
\]
(2.18)
Here \( \kappa_I := \left[ \frac{1}{2} + \frac{3}{4} \right] \), the function \( E \) is real entire, and \( \rho : \mathbb{R} \to \mathbb{R} \) is a nondecreasing function satisfying
\[
\rho(\lambda) = \frac{\rho(\lambda+) + \rho(\lambda-)}{2}, \quad \rho(0) = 0, \quad \int_{\mathbb{R}} \frac{d\rho(\lambda)}{(1 + \lambda^2)^{\kappa_I+1}} < \infty.
\]

The operator \( H \) is unitarily equivalent to multiplication by the independent variable in \( L^2(\mathbb{R}, d\rho) \) and thus \( \rho \) is called the spectral function and \( d\rho \) is the spectral measure. Indeed, one has \( \mathcal{F} : L^2(\mathbb{R}_+, \mathbb{R}) \to L^2(\mathbb{R}_+, \mathbb{R}) \) defined via
\[
\varphi(x) \mapsto \hat{\varphi}(\lambda) := \lim_{c \to \infty} \int_0^c \varphi(\lambda, x)\varphi(x)dx,
\]
and its inverse mapping \( \mathcal{F}^{-1} : L^2(\mathbb{R}, d\rho) \to L^2(\mathbb{R}_+, \mathbb{R}) \) given by
\[
\hat{\varphi}(\lambda) \mapsto \varphi(x) := \lim_{r \to \infty} \int_{-r}^r \varphi(\lambda, x)\hat{\varphi}(\lambda)\rho(d\lambda).
\]

Here “l.i.m.” denotes the limit in the corresponding \( L^2 \)-norm. Then, for any Borel function \( f \), one has \( \mathcal{F}f(H)\mathcal{F}^{-1} \) equal to multiplication by \( f(\lambda) \).

We also remark that the value of \( \kappa_I \) in (2.18) is the best possible one as the following extension of Marchenko’s asymptotic formula shows.

**Theorem 2.8** \([18]\). Suppose that \( q \) satisfies (2.1) and \( m \) is the singular \( m \)-function (2.17). Then there is a real entire function \( E \) such that in any nonreal sector,
\[
m(z) - E(z) = m_I(z)(1 + o(1)), \quad |z| \to +\infty,
\]
where
\[
m_I(z) = \begin{cases} 
-1 \sin((l + \frac{1}{2})\pi) (-z)^{l+\frac{1}{2}}, & l + \frac{1}{2} \in \mathbb{R}_+ \setminus N_0, \\
-1 \pi z^{l+\frac{1}{2}} \log(-z), & l + \frac{1}{2} \in N_0.
\end{cases}
\]
(2.19)
Moreover, the spectral function satisfies
\[
\rho(\lambda) = \rho_I(\lambda)(1 + o(1)), \quad \lambda \to +\infty,
\]
(2.20)
where
\[
\rho_I(\lambda) = \frac{1}{\pi(l + \frac{1}{2})} \chi_{[0, \infty)}(\lambda)\lambda^{l+\frac{1}{2}}, \quad l \geq -\frac{1}{2}.
\]
Note that the formula (2.20) was first announced in [13]. For extensions of Theorem 2.8 to the case when \( q \) is a distribution in \( H^{-1}_{loc} \) we refer to [6].

2.3. The Jost solution. In this subsection, we assume that the potential \( q \) belongs to the Marchenko class, i.e., in addition to (2.1), \( q \) also satisfies
\[
\int_1^{\infty} x|q(x)|\,dx < \infty.
\] (2.21)

Recall that under these assumptions on \( q \) the spectrum of \( H \) is purely absolutely continuous on \((0, \infty)\) with an at most finite number of eigenvalues \( \lambda_n \in (-\infty, 0] \).

Next we need some estimates for the Weyl solution \( \psi(z, x) \). We begin with some basic properties of the unperturbed Bessel equation in which case the Weyl solution is given by
\[
\psi_l(k^2, x) = i^{l+\frac{3}{2}} \sqrt{\frac{\pi x}{2}} H^{(1)}_{l+\frac{1}{2}}(kx),
\]
which is analytic in \( \text{Im } k > 0 \) and continuous in \( \text{Im } k \geq 0 \). Here \( H^{(1)}_{\nu} \) is the Hankel function of the first kind (see Appendix B). Its derivative is given by (cf. (B.8))
\[
\partial_k \psi_l(k^2, x) = i^{l+\frac{1}{2}} x \sqrt{\frac{\pi x}{2}} H^{(1)}_{l-\frac{1}{2}}(kx).
\]

The analog of Lemma 2.1 reads:

**Lemma 2.9.** If \( l > -1/2 \), then for every \( x > 0 \)
\[
|\psi_l(k^2, x)| \leq C \left( \frac{x}{1 + |k|} \right)^{-l} e^{-|\text{Im } k|x}
\]  
and
\[
|\partial_k \psi_l(k^2, x)| \leq C e^{-|\text{Im } k|x} \left\{ \begin{array}{ll}
|k|x \left( \frac{1 + |k|x}{x} \right)^{l-1}, & l \geq 1/2, \\
|k|^l x \left( \frac{|k|x}{1 + |k|x} \right)^{l}, & |l| < 1/2.
\end{array} \right.
\] (2.22)

A solution \( f(k, \cdot) \) to \( \tau y = k^2 y \) satisfying the following asymptotic normalization
\[
f(k, x) = e^{ikx}(1 + o(1)), \quad f'(k, x) = ike^{ikx}(1 + o(1))
\]  
(2.24)
as \( x \to \infty \), is called the *Jost solution*. In the case \( q = 0 \) we have (cf. (B.6))
\[
f_1(k, x) = \frac{e^{ikx}}{k} \psi_l(k^2, x) = ie^{ikx} \sqrt{\frac{\pi x}{2}} H^{(1)}_{l+\frac{1}{2}}(kx).
\]

**Lemma 2.10.** Assume (2.21). Then \( f(k, x) \) satisfies the integral equation
\[
f(k, x) = f_1(k, x) - \int_x^{\infty} G_l(k^2, x, y)q(y)f(k, y)\,dy.
\]
If \( l > -1/2 \), then for all \( x > 0 \), \( f(\cdot, x) \) is analytic in the upper half plane and can be continuously extended to the real axis away from \( k = 0 \) and
\[
|f(k, x) - f_1(k, x)| \leq C \left( \frac{|k|x}{1 + |k|} \right)^{-l} e^{-|\text{Im } k|x} \int_x^{\infty} \frac{yg(y)}{1 + |k|y} \,dy.
\] (2.25)
Moreover, the function $h(k, x) := e^{-ikx} f(k, x)$ satisfies the estimates

$$|\partial_k h_l(k, x)| \leq \frac{C}{x |k|^2} \left(\frac{1 + |k|}{|k|} \right)^{l-1}.$$

(2.26)

and

$$|\partial_k h(k, x) - \partial_k h_l(k, x)| \leq \frac{C}{|k|} \left(\frac{1 + |k|}{|k|} \right)^l \int_x y|q(y)|dy.$$

(2.27)

**Proof.** The proof is based on the standard successive iteration scheme (see, e.g., [3, Chap. I.5]). Set

$$f = \sum_{n=0}^\infty f_n, \quad f_0 := f_1, \quad f_n(k, x) := -\int_x^\infty G_l(k^2, x, y)\frac{f_{n-1}(k, y)q(y)dy}{n!}$$

for all $n \in \mathbb{N}$. The series is absolutely convergent since

$$|f_n(k, x)| \leq \frac{C^{n+1}}{n!} \left(\frac{1 + |k|x}{|k|x} \right)^{l} e^{\|\ln k|x\left(\int_x^\infty y|q(y)|\frac{dy}{1+|k|y}\right)^n}.$$

(2.28)

The latter also proves (2.25).

The proof of (2.26) is given in Appendix [3] It remains to prove (2.27). First, notice that $h$ solves the following equation

$$h(k, x) = h_l(k, x) - \int_x^\infty \tilde{G}_l(k, x, y)q(y)h(k, y)dy, \quad \tilde{G}_l(k, x, y) := G_l(k^2, x, y)e^{i(y-x)}.$$

Then setting

$$\partial_k h = \sum_{n=0}^\infty g_n, \quad g_0(k, x) := \partial_k h_l(k, x),$$

$$g_n(k, x) := \int_x^\infty \partial_k \tilde{G}_l(k, x, y)h_{n-1}(k, y)q(y)dy$$

$$+ \int_x^\infty \tilde{G}_l(k, x, y)g_{n-1}(k, y)q(y)dy, \quad n \in \mathbb{N},$$

we need to show that it satisfies the integral equation

$$\partial_k h(k, x) = \partial_k h_l(k, x)$$

$$- \int_x^\infty [\partial_k \tilde{G}_l(k, x, y)]h(k, y) + \tilde{G}_l(k, x, y)\partial_k h(k, y)|q(y)dy.$$

(2.31)

It easily follows from (2.27) that

$$|\partial_k \tilde{G}_l(k, x, y)| \leq C|k|y \left(\frac{|k|y}{1+|k|y} \right)^{l+2} \left(\frac{1 + |k|}{|k|} \right)^l, \quad 0 < x \leq y.$$

Therefore, using (2.28), we can bound the first summand in (2.30) as follows

$$|1st \ term| \leq \frac{C^{n+1}}{(n-1)!} \left(\frac{1 + |k|}{|k|} \right)^l \int_x^\infty \frac{|k|y^3|q(y)|}{1+|k|y^2} \left(\int_y^\infty t|q(t)|\frac{dt}{1+|k|t}\right)^{n-1} dy$$

$$\leq \frac{C^{n+1}}{n!} \frac{1}{|k|} \left(\frac{1 + |k|}{|k|} \right)^l \left(\int_x^\infty y|q(y)|dy\right)^n.$$
Next, using induction, one can show that the second summand admits a similar bound and hence we finally get
\[ |g_n(k, x)| \leq \frac{C^{n+1}}{n!} \frac{1}{k} \left( \frac{1 + |k|x}{|k|x} \right)^l \left( \int_x^\infty y|q(y)|dy \right)^n. \]
This immediately implies the convergence of (2.29) and, moreover, the estimate
\[ |\partial_k h(k, x) - \partial_k h_1(k, x)| \leq \sum_{n=1}^\infty |g_n(k, x)|, \]
from which (2.27) follows under the assumption \( xq \) is analytic in the upper half plane by setting \( f \) and hence we finally get
\[ |f|_{\mathbb{R}^2} \leq \sum_{n=1}^\infty |g_n(k, x)|. \]

Furthermore, by [9, 4], the Jost solution \( f \) admits a representation by means of transformation operators.

**Lemma 2.11** ([4]). Suppose \( \int_1^\infty (x + x^l)|q(x)|dx < \infty \). Then there is a Marchenko kernel \( K : \mathbb{R}^2 \to \mathbb{R} \) such that
\[ f(k, x) = f_l(k, x) + \int_x^\infty K(x, y)f_l(k, y)dy =: (I + K)f_l, \tag{2.32} \]
where the kernel \( K \) satisfies the estimate
\[ |K(x, y)| \leq \frac{1}{2} \left( \frac{2}{x} \right)^l \widehat{\sigma}_1 \left( \frac{x + y}{2} \right) e^{\sigma_1(x)}, \quad \hat{\sigma}_j(x) := \int_x^\infty y^j|q(y)|dy, \tag{2.33} \]
for all \( x < y < \infty \) and \( j \in \{1, l\} \).

In particular, this lemma immediately implies the following useful result.

**Corollary 2.12.** Suppose \( \int_1^\infty (x + x^l+1)|q(x)|dx < \infty \). Then \( K \) is a bounded operator on \( L^\infty((1, \infty)) \).

**Proof.** If \( f \in L^\infty(\mathbb{R}^+), \) then using the estimate (2.33) we get
\[ |(Kf)(x)| = \left| \int_x^\infty K(x, t)f(t)dt \right| \leq \|f\|_\infty \int_x^\infty |K(x, t)|dt \]
\[ \leq \frac{1}{2} \|f\|_\infty e^{\sigma_1(1)} \left( \frac{2}{x} \right)^l \int_x^\infty \hat{\sigma}_l \left( \frac{x + y}{2} \right)dy \]
\[ \leq 2^l \|f\|_\infty e^{\sigma_1(1)} \int_1^\infty \int_y^\infty t^l|q(t)|dt dy \]
\[ = 2^l \|f\|_\infty e^{\sigma_1(1)} \int_1^{\infty} \int_1^t t^l|q(t)|dt dy dt \leq 2^l \|f\|_\infty \hat{\sigma}_l+1(1)e^{\sigma_1(1)}, \]
which proves the claim. \( \square \)

### 2.4. The Jost function.

By Lemma 2.10 the Jost solution is analytic in the upper half plane and can be continuously extended to the real axis away from \( k = 0 \). We can extend it to the lower half plane by setting \( f(k, x) = f(-k, x) = f(k^*, x)^* \) for \( \text{Im}(k) < 0 \). For \( k \in \mathbb{R} \setminus \{0\} \) we obtain two solutions \( f(k, x) \) and \( f(-k, x) = f(k, x)^* \) of the same equation whose Wronskian is given by (cf. (2.21))
\[ W(f(-k, .), f(k, .)) = 2ik. \tag{2.34} \]

The Jost function is defined as
\[ f(k) = W(f(k, .), \phi(k^2, .)) \tag{2.35} \]
and we also set
\[ g(k) = W(f(k, \cdot), \theta(k^2, \cdot)) \]
such that
\[ f(k, x) = f(k)\theta(k^2, x) - g(k)\phi(k^2, x) = f(k)\psi(k^2, x). \] (2.36)

In particular, the Weyl \( m \)-function (2.14) is given by
\[ m(k^2) = -\frac{g(k)}{f(k)}, \quad k \in \mathbb{C}_+. \]

Note that both \( f(k) \) and \( g(k) \) are analytic in the upper half plane and \( f(k) \) has simple zeros at \( i\kappa_n = \sqrt{\lambda_n} \in \mathbb{C}_+. \)

Since \( f(k, x)^* = f(-k, x) \) for \( k \in \mathbb{R} \setminus \{0\} \), we obtain \( f(k)^* = f(-k) \) and \( g(k)^* = g(-k) \). Moreover, (2.34) shows
\[ \phi(k^2, x) = \frac{f(-k)}{2ik} f(k, x) - \frac{f(k)}{2ik} f(-k, x), \quad k \in \mathbb{R} \setminus \{0\}, \] (2.37)
and by (2.36) we get
\[ 2i \text{Im}(f(k)g(k)^*) = f(k)g(k)^* - f(k)^*g(k) = W(f(-k, \cdot), f(k, \cdot)) = 2ik. \]

Hence
\[ \text{Im} \ m(k^2) = -\frac{\text{Im}(f(k)^*g(k))}{|f(k)|^2} = \frac{k}{|f(k)|^2}, \quad k \in \mathbb{R} \setminus \{0\}, \] (2.38)
implying
\[ dp(\lambda) = \chi_{(0, \infty)}(\lambda) \frac{\sqrt{\lambda}}{\pi|f(\sqrt{\lambda})|^2} d\lambda + \sum_n \gamma_n d\theta(\lambda - \lambda_n), \] (2.39)
where \( \gamma_n^{-1} = ||\phi(\lambda_n, \cdot)||^2_L^2(\mathbb{R}_+) \) are the usual norming constants. Since \(-\gamma_n\) equals the residue of \( m(z) \) at \( \lambda_n \) we obtain
\[ f(i\kappa_n) = -2i\kappa_n \frac{g(i\kappa_n)}{\gamma_n}, \quad f(i\kappa_n, x) = g(i\kappa_n)\phi(\kappa_n, x). \]

Note that
\[ f_i(k) := W(f(k, \cdot), \phi(k^2, \cdot)) = k^{-l}e^{\frac{i\pi}{2}}, \quad 0 \leq \arg(k) < \pi. \]

Thus, by Theorem 2.28 and (2.39),
\[ |f(k)| = |f_i(k)|(1 + o(1)) = |k|^{-l}(1 + o(1)), \quad k \to \infty. \] (2.40)

Finally, consider the following function
\[ F(k) := e^{-i\frac{\pi}{2}} k^l f(k) = \frac{f(k)}{f_i(k)}, \quad \text{Im} \ k \geq 0, \ k \neq 0. \] (2.41)

Lemma 2.13 ([13]). Assume (2.1) and (2.21). Then the function \( F \) admits the following integral representation
\[ F(k) = 1 + \int_0^\infty \psi_l(k^2, x)\phi(k^2, x)q(x)dx, \] (2.42)
\[ = 1 + e^{-i\frac{\pi}{2}} k^l \int_0^\infty f(k, x)\phi_i(k^2, x)q(x)dx. \]

If \( l > -1/2 \), then \( F \) is analytic in \( \mathbb{C}_+ \), continuous and bounded on \( \text{Im} \ k \geq 0 \) and
\[ F(k) = 1 + o(1) \] (2.43)
as \( |k| \to \infty \) in \( \text{Im} \ k \geq 0 \).
Remark 2.14. Note that $\phi(k^2, x)$ and $\phi_l(k^2, x)$ have the same leading asymptotics as $|k| \to \infty$. Also, 
\[ 2k \psi_l(k^2, x) \phi_l(k^2, x) \to 1, \quad |k| \to \infty. \]
Since $|k \psi_l(k^2, x) \phi(k^2, x)| \leq C$, dominated convergence implies that 
\[ F(k) = 1 + \frac{i}{2k} \int_0^\infty q(x) dx + o(k^{-1}) \tag{2.44} \]
as $|k| \to \infty$ provided that $q \in L^1(0, \infty)$.

We also will need the behavior of $F$ and $F'$ near zero.

Lemma 2.15. Assume (2.1) and (2.21). Then $F(k) \neq 0$ for $k \in \mathbb{R} \setminus \{0\}$ and 
\[ |F(k)|^{-1} \leq \mathcal{O}(|k|^{-\left(l+\frac{3}{2}\right)}), \quad k \to 0. \]

Proof. Since $f(k, x)$ can only be a multiple of $\phi(k^2, x)$ if $k = 0$, their Wronskian can only vanish at 0. Moreover, the singular Weyl function must satisfy 
\[ |m(z)| \leq \frac{C_\lambda}{|z-\lambda|} \]
near every $\lambda \in \mathbb{R}$, which follows from its integral representation (2.18). Hence we obtain from (2.41) and (2.38)
\[ \frac{1}{|F(k)|} = \frac{1}{|k|^l |f(k)|} = \frac{1}{|k|^{l+\frac{3}{2}}} \sqrt{\text{Im} m(k^2)} \leq \frac{C}{|k|^{l+\frac{3}{2}}} \]
as claimed. \qed

Lemma 2.16. Assume (2.1) and (2.21). Then $F$ is differentiable for all $k \neq 0$ and 
\[ |F'(k)| \leq \frac{C}{1+|k|} \]
for all $|k|$ large enough. If in addition 
\[ \int_1^\infty x^2 |q(x)| dx < \infty. \tag{2.45} \]
then 
\[ |F'(k)| = \mathcal{O}(|k|^{\min\{0, 2l\}}), \quad |k| \to 0. \]

Proof. Using (2.42), we get 
\[ F'(k) = \int_0^\infty (\partial_k \psi_l(k^2, x) \phi(k^2, x) + \psi_l(k^2, x) \partial_k \phi(k^2, x)) q(x) dx. \]
The integral converges absolutely for all $k \neq 0$. Indeed, by (2.22) and (2.11), we obtain 
\[ \left| \int_0^\infty \psi_l(k^2, x) \partial_k \phi(k^2, x) q(x) dx \right| \leq C \int_0^\infty \frac{x^2}{1+|k|x} |q(x)| dx \]
Using (2.10) and (2.21), we get the following estimates for the first summand:
\[ \left| \int_0^\infty \partial_k \psi_l(k^2, x) \phi(k^2, x) q(x) dx \right| \leq C \begin{cases} \int_0^\infty \frac{x^2}{1+|k|x} |q(x)| dx, & l \geq 0, \\ |k|^{2l} \int_0^\infty \frac{x^{2+2l}}{(1+|k|x)^{3+2l}} |q(x)| dx, & l \in (-1/2, 0). \end{cases} \]
Now the claim follows. \qed
3. Dispersive decay

In this section we prove the dispersive decay estimate (1.3) for the Schrödinger equation (1.1). In order to do this, we divide the analysis into a low and high energy regimes. In the analysis of both regimes we make use of variants of the van der Corput lemma (see Appendix A), combined with a Born series approach for the high energy regime.

### 3.1. The low energy part

For the low energy regime, it is convenient to use the following well known representation of the integral kernel of $e^{-itH}P_c(H)$,

$$
[e^{-itH}P_c(H)](x,y) = \frac{2}{\pi} \int_{-\infty}^{\infty} e^{-ikt^2} \phi(k^2,x)\phi(k^2,y) \Im m(k^2)k \, dk
$$

where the integral is to be understood as an improper integral; in the last equality we have used

$$
\tilde{\phi}(k,x) := |k|^{l+1}\phi(k^2,x), \quad k \in \mathbb{R}.
$$

Note that

$$
|\tilde{\phi}(k,x)| \leq C \left( \frac{|k|x}{1 + |k|x} \right)^{l+1} e^{\Im m k|x|},
$$

$$
|\partial_k \tilde{\phi}(k,x)| \leq C \left( \frac{|k|x}{1 + |k|x} \right)^{l+1} e^{\Im m k|x|},
$$

which follows from (2.3), (2.5) and

$$
\partial_k \tilde{\phi}(k,x) = (l+1)\text{sgn}(k)|k|^l \phi(k^2,x) + |k|^{l+1} \partial_k \phi(k^2,x)
$$

together with (2.6), (2.11).

We begin with the following estimate.

**Theorem 3.1.** Assume (2.1) and (2.4). Let also $\chi \in C^\infty_c(\mathbb{R})$ with $\text{supp}(\chi) \subset (-\kappa_0, \kappa_0)$ and suppose there is neither a resonance nor an eigenvalue at 0, that is $F(0) \neq 0$. Then

$$
|e^{-itH \chi(H)P_c(H)}(x,y)| \leq \frac{C}{|t|^{1/2}} \left\{ \begin{array}{ll}
\sqrt{xy}, & l > -\frac{1}{2}, \\
xy, & l \geq 0.
\end{array} \right.
$$

**Proof.** By symmetry we can assume $x \leq y$. We want to apply the van der Corput Lemma A.1 with $c = 0$ and

$$
A(k) = \chi(k^2)A_0(k), \quad A_0(k) = \frac{\phi(k^2,x)\phi(k^2,y)|k|^{2(l+1)}}{|F(k)|^2} = \frac{\tilde{\phi}(k,x)\tilde{\phi}(k,y)}{|F(k)|^2}.
$$
Note that
\[
\|A\|_\infty \leq \|\chi\|_\infty \|A_0\|_\infty, \quad \|A\|_1 \leq \|\chi\|_1 \|A_0\|_\infty + \|\chi\|_1 \|A_0\|_\infty.
\]

Our assumption \(F(0) \neq 0\) together with Lemma 2.13 imply \(|F(k)| \geq \varepsilon > 0\) for all \(k \in \mathbb{R}\) and hence \(|1/F|_\infty < \infty\) in view of Lemma 2.13. Using (3.3) we infer
\[
\sup_{k \in \mathbb{R}} |A_0(k)| \leq C\|1/F\|_\infty \min(1,xy) < \infty,
\]
which holds for all \(x\) and \(y\) with some uniform constant \(C > 0\). Moreover,
\[
A_0'(k) = \frac{\partial_k \tilde{\phi}(k,x)\tilde{\phi}(k,y) + \tilde{\phi}(k,x)\partial_k \tilde{\phi}(k,y)}{|F(k)|^2} - A_0(k)\frac{F'(k)}{F(k)}
\]
and it suffices to bound the two terms from above on compact sets. In fact, it suffices to consider the first term since the second one follows from (3.6) and Lemma 2.16.

The estimate for the first term follows from (3.3) and (3.4) since
\[
\left|\frac{\partial_k \tilde{\phi}(k,x)\tilde{\phi}(k,y) + \tilde{\phi}(k,x)\partial_k \tilde{\phi}(k,y)}{|F(k)|^2}\right| \leq C\|1/F\|_\infty \frac{1}{|k|} \left(\frac{|k|x}{1+|k|x}\right)^{l+1} \left(\frac{|k|y}{1+|k|y}\right)^{l+1}
\]
\[
\leq C\|1/F\|_\infty \begin{cases} \frac{|k|x}{(1+|k|x)(1+|k|y)}, & l \geq 0, \\ \frac{|k|y}{(1+|k|x)(1+|k|y)}, & l < -\frac{1}{2}. \end{cases}
\]

It remains to apply the van der Corput lemma. \(\square\)

To get rid of the dependence of \(x\) and \(y\) in (3.5) we make use of the transformation operators (2.15) and (2.32).

**Theorem 3.2.** Assume
\[
\int_0^1 |q(x)|dx < \infty \quad \text{and} \quad \int_1^\infty x^{\max(2,l+1)}|q(x)|dx < \infty.
\]

Let also \(\chi \in C_c^\infty(\mathbb{R})\) with \(\text{supp}(\chi) \subset (-k_0,k_0)\) and suppose there is neither a resonance nor an eigenvalue at 0, that is \(F(0) \neq 0\). Then
\[
|e^{-itH}(H)P_c(H)(x,y)| \leq C\frac{1}{|t|^{1/2}}, \quad \max(x,y) \geq 1.
\]

**Proof.** Assume that \(0 < x \leq 1 \leq y\). We proceed as in the previous proof but use Lemma 2.5 and Lemma 2.11 to write
\[
A(k) = \chi(k^2)(I + B_x)\tilde{\phi}(k,x) \cdot (I + K_y)\tilde{\phi}(k,y), \quad k \neq 0.
\]

Indeed, for all \(k \in \mathbb{R} \setminus \{0\}\), \(\phi(k,\cdot)\) is bounded at infinity and admits the representation (2.37) by means of Jost solution \(f(k,\cdot)\) and \(f(-k,\cdot)\). Therefore, by Lemma 2.11 \(\tilde{\phi}(k,y) = (I + K_y)\tilde{\phi}(k,y)\) for all \(k \in \mathbb{R} \setminus \{0\}\).

By symmetry \(A(k) = A(-k)\) and hence our integral reads
\[
I(t,x,y) = \frac{4}{\pi} \int_0^\infty e^{-tk^2}A(k)dk.
\]

Our aim is to use Lemma A.2 (plus the remarks after this lemma) and hence we need to show that the individual parts of \(A(k)\) coincide with a function which is the
Fourier transform a finite measure. In particular, we can redefine $A(k)$ for $k < 0$. To this end note that $\hat{\phi}(k^2, x) = J(|k|x)$, where

$$J(r) = \sqrt{r} J_{+ \frac{1}{2}}(r) = \frac{r^{l+1}}{2l+1/2} \sum_{n=0}^{\infty} \frac{(-r^2/4)^n}{n! \Gamma(n+1)}, \quad r \geq 0.$$ 

Note that $J(r) \sim r^{l+1}$ as $r \to 0$ and $J(r) = \sqrt{\frac{2}{\pi}} \cos(r - \frac{l+1}{2}) + O(r^{-1})$ as $r \to +\infty$ (see (B.4)). Moreover, $J'(r) \sim r^l$ as $r \to 0$ and $J'(r) = \sqrt{\frac{2}{\pi}} \sin(r - \frac{l+1}{2}) + O(r^{-1})$ as $r \to +\infty$ (see (B.9)). In particular, $\tilde{J}(r) := J(r) - \sqrt{\frac{2}{\pi}} \cos(r - \frac{l+1}{2})$ is in $H^1(\mathbb{R}_+)$. Moreover, we can define $J(r)$ for $r < 0$ such that it is locally in $H^1$ and $J(r) = \sqrt{\frac{2}{\pi}} \cos(r - \frac{l+1}{2})$ for $r < -1$. By construction we then have $\tilde{J} \in H^1(\mathbb{R})$ and thus $\tilde{J}$ is the Fourier transform of an integrable function. Moreover, $\cos(r - \frac{l+1}{2})$ is the Fourier transform of the sum of two Dirac delta measures and so $J(r)$ is the Fourier transform of a finite measure. By scaling, the total variation of the measures corresponding to $J(kx)$ is independent of $x$. Since the same is true for $\chi(k^2)|F(k)|^{-2}$ by Lemma 2.16 an application of Lemma A.2 shows

$$|\tilde{I}(t, x, y)| \leq \frac{C}{\sqrt{t}}, \quad \tilde{I}(t, x, y) = \frac{4}{\pi} \int_0^\infty e^{-i\omega^2} \chi(k^2) \frac{\hat{\phi}(k, x) \hat{\phi}(k, y)}{|F(k)|^2} dk.$$

But by Fubini we have $I(t, x, y) = (1 + B_x)(1 + K_y)\tilde{I}(t, x, y)$ and the claim follows since both $B : L^\infty((0, 1)) \to L^\infty((0, 1))$ and $K : L^\infty((1, \infty)) \to L^\infty((1, \infty))$ are bounded in view of Corollary 2.6 and Corollary 2.12 respectively.

By symmetry, we immediately obtain the same estimate if $0 < y \leq 1 \leq x$. The case $\min(x, y) \geq 1$ can be proved analogously, we only need to to write

$$A(k) = \chi(k^2) \frac{(I + K_x)\hat{\phi}(k, x) \cdot (I + K_y)\hat{\phi}(k, y)}{|F(k)|^2}, \quad k \neq 0. \quad \square$$

3.2. The high energy part. For the analysis of the high energy regime we use the following —also well known— alternative representation:

$$e^{-itH}P_e(H) = \frac{1}{2\pi i} \int_0^\infty e^{-i\omega} [R_H(\omega + i0) - R_H(\omega - i0)] d\omega$$

$$= \frac{1}{\pi} \int_{-\infty}^\infty e^{-i\omega^2} R_H(k^2 + i0) \frac{k}{dk} \, dk,$$  \quad (3.9)

where $R_H(\omega) = (H - \omega)^{-1}$ is the resolvent of the Schrödinger operator $H$ and the limit is understood in the strong sense [24]. We recall that the Green’s function is given by

$$[R_H(k^2 + i0)](x, y) = [R_H(k^2 + i0)](y, x) = \phi(k^2, x)\psi(k^2 + i0, y), \quad x \leq y.$$ 

Note also that

$$\psi(k^2 \pm i0, x) = \frac{f(\pm k, x)}{f(\pm k)}, \quad k \in \mathbb{R} \setminus \{0\}.$$

Fix $k_0 > 0$ and let $\chi : \mathbb{R} \to [0, \infty)$ be a $C^\infty$ function such that

$$\chi(k^2) = \begin{cases} 0, & |k| < 2k_0, \\ 1, & |k| > 3k_0. \end{cases} \quad (3.10)$$
The purpose of this section is to prove the following estimate.

**Theorem 3.3.** Suppose \( q \in L^1(\mathbb{R}_+) \). Then
\[
||e^{-it\mathcal{H}} \chi(H) P_c(H)(x,y)|| \leq \frac{C}{|t|^{1/2}}.
\]

Our starting point is the fact that the resolvent \( \mathcal{R}_H \) of \( H \) can be expanded into the Born series
\[
\mathcal{R}_H(k^2 \pm i0) = \sum_{n=0}^\infty \mathcal{R}_l(k^2 \pm i0)(-q \mathcal{R}_l(k^2 \pm i0))^n, \tag{3.11}
\]
where \( \mathcal{R}_l \) stands for the resolvent of the unperturbed radial Schrödinger operator.

To this end we begin by collecting some facts about \( \mathcal{R}_l \). Its kernel is given
\[
\mathcal{R}_l(k^2 \pm i0, x, y) = \frac{1}{k} r_l(\pm k, x, y),
\]
where
\[
r_l(k; x, y) = r_l(k; y, x) := k \sqrt{xy} J_{l+\frac{1}{2}}(kx) H^{(1)}_{l+\frac{1}{2}}(ky), \quad x \leq y.
\]

**Lemma 3.4.** The function \( r_l(k, x, y), l > -\frac{1}{2}, \) can be written as
\[
r_l(k, x, y) = \chi_{(-\infty, 0)}(k) \int_{\mathbb{R}} e^{ikp} d\rho_{l, x, y}(p) + \chi_{[0, \infty)}(k) \int_{\mathbb{R}} e^{-ikp} d\rho^*_{l, x, y}(p)
\]
with a measure whose total variation satisfies
\[
||\rho_{l, x, y}|| \leq C(l).
\]

Here \( \rho^* \) is the complex conjugated measure.

**Proof.** Let \( x \leq y \) and \( k \geq 0 \). Write
\[
r_l(k, x, y) = \frac{\chi_l(kx)}{\chi_l(ky)} J(kx) H(ky),
\]
where
\[
J(r) = \chi_l(r)^{-1} \sqrt{r} J_{l+\frac{1}{2}}(r), \quad H(r) = \chi_l(r) \sqrt{r} H^{(1)}_{l+\frac{1}{2}}(r), \quad \chi_l(r) = \left( \frac{r^2}{1 + r^2} \right)^{(l+1)/2}.
\]
We continue \( J(r), H(r) \) to the region \( r < 0 \) such that they are continuously differentiable and satisfy
\[
J(r) = \sqrt{\frac{2}{\pi}} \cos \left( r - \frac{l + 1}{2} \right), \quad H(r) = \sqrt{\frac{2}{\pi}} e^{i\left(r - \frac{l+1}{2} \right)},
\]
for \( r < -1 \). Then \( \tilde{J}(r) := J(r) - \sqrt{\frac{2}{\pi}} \cos(r - \frac{l+1}{2}) \) and \( \tilde{H}(r) := H(r) - \sqrt{\frac{2}{\pi}} e^{i\left(r - \frac{l+1}{2} \right)} \) are in \( H^1(\mathbb{R}) \). In fact, they are continuously differentiable and hence it suffices to look at their asymptotic behavior. For \( r < -1 \) they are zero and for \( r > 1 \) they are \( O(r^{-1}) \) and their derivative is \( O(r^{-1}) \) as can be seen from the asymptotic behavior of the Bessel and Hankel functions (see Appendix [B]). Hence both \( J(r) \) and \( H(r) \) are Fourier transforms of finite measures. By scaling the total variation of the measures corresponding to \( J(kx), H(ky) \) are independent of \( x, y \), respectively.

Hence it remains to consider the Fourier transform
\[
F_{x, y}(p) := \sqrt{\frac{2}{\pi}} \int_{0}^{\infty} \left( 1 - \frac{\chi_l(kx)}{\chi_l(ky)} \right) \cos(kp) dk.
\]
First observe that
\[ F_{x,y}(p) = \frac{1}{x} F_{1,y/x}(p/x). \]
for all \( x \leq y \). Therefore, \( \|F_{x,y}\|_{L^1} = \|F_{1,y/x}\|_{L^1} \). Hence it suffices to consider the Fourier transform of
\[ h_{\eta,l}(k) := 1 - \left( \frac{\eta + k^2}{1 + k^2} \right)^{(l+1)/2}, \quad \eta := \frac{x^2}{y^2} \in (0, 1]. \]
First, note that
\[ h'_{\eta,l}(k) = (l + 1)(\eta - 1) \left( \frac{\eta + k^2}{1 + k^2} \right)^{(l-1)/2} \frac{k}{(1 + k^2)^2}, \quad k \in \mathbb{R}. \]
Therefore,
\[ h_{\eta,l}(k) = \frac{(l + 1)(1 - \eta)}{2k^2} (1 + o(k)), \quad h'_{\eta,l}(k) = \frac{(l + 1)(\eta - 1)}{k^3} (1 + o(k)) \]
as \( k \to \infty \). This implies that \( h_{\eta,l} \in H^1(\mathbb{R}) \) and hence \( \hat{h}_{\eta,l} \in L^1(\mathbb{R}) \). According to (A.1), it remains to show that the family \( h_{\eta,l} \) is uniformly bounded in \( H^1(\mathbb{R}) \) with respect to \( \eta \in (0, 1] \). Clearly,
\[ |h_{\eta,l}(k)| \leq |h_{0,l}(k)| \]
for all \( k \in \mathbb{R} \) and hence \( \|h_{\eta,l}\|_{L^2} \leq \|h_{0,l}\|_{L^2} \). Noting that
\[ \left( \frac{\eta + k^2}{1 + k^2} \right)^{\frac{l-1}{2}} \leq \begin{cases} 1, & l \geq 1 \\ \left( \frac{1 + k^2}{k^2} \right)^{\frac{l-1}{2}}, & l \in (-\frac{1}{2}, 1), \end{cases} \quad k > 0, \]
for all \( l > -\frac{1}{2} \), we get
\[ |h'_{\eta,l}(k)| \leq (l + 1) \frac{|k|}{(1 + k^2)^2} \left( \frac{1 + k^2}{k^2} \right)^{\frac{l-1}{2}}, \quad l \in (-\frac{1}{2}, 1). \]
The latter implies that \( \|h'_{\eta,l}\|_{L^2} \) are uniformly bounded. \( \square \)

**Remark 3.5.** (i) For \( l \in \mathbb{N}_0 \) the situation is somewhat simpler and we can write
\[ r_l(k,x,y) = \int_{\mathbb{R}} e^{ikp} d\rho_{l,x,y}(p), \quad l \in \mathbb{N}_0, \]
with
\[ \rho_{l,x,y}(p) = \sqrt{\frac{2}{\pi}} \left( \delta(p - x + y) - (-1)^l \delta(p + x + y) \right) + \frac{\text{sign}(p - x + y) - \text{sign}(p + x + y)}{\sqrt{2\pi}} P_{l,x,y}(p) \]
where \( P_{l,x,y}(p) \) is a polynomial of degree \( 2l - 1 \) which is symmetric in \( x \) and \( y \). Explicitly,
\[ P_{0,x,y}(p) = 0, \quad P_{1,x,y}(p) = -\frac{p}{xy}, \quad P_{2,x,y}(p) = \frac{3p}{2x^2y^2} \left( p^2 - x^2 - y^2 \right) \]
\[ P_{3,x,y}(p) = -\frac{3p}{8x^3y^3} \left( 5p^2 - x^2 \right) + 2y^2 \left( 3x^2 - 5p^2 \right) + 5y^4 \]
and one can verify the claim explicitly.
(ii) We have the following recursion
\[
    r_{l+1}(k, x, y) = r_{l-1}(k, x, y) - \frac{2l + 1}{kxy} \left( \frac{d}{dk} - \frac{1}{k} \right) r_l(k, x, y).
\]

Now we are in position to finish the proof of the main result.

Proof of Theorem 3.3. As a consequence of Lemma 3.4 we note
\[
    |\mathcal{R}_l(k^2 \pm i0, x, y)| \leq \frac{C(l)}{|k|}
\]
and hence the operator \( q \mathcal{R}_l(k^2 \pm i0) \) is bounded on \( L^1 \) with
\[
    \|q \mathcal{R}_l(k^2 \pm i0)\|_{L^1} \leq \frac{C(l)}{|k|} \|q\|_{L^1}.
\]
Thus we get
\[
    |\langle \mathcal{R}_l(k^2 \pm i0)(-q \mathcal{R}_l(k^2 \pm i0))^n f, g \rangle| = |\langle (-q \mathcal{R}_l(k^2 \pm i0))^n f, \mathcal{R}_l(k^2 \mp i0)g \rangle| \\
    \leq \|(-q \mathcal{R}_l(k^2 \pm i0))^n f\|_{L^1} \|\mathcal{R}_l(k^2 \mp i0)g\|_{L^\infty} \\
    \leq \frac{C(l)^{n+1}\|q\|_{L^1}}{|k|^{n+1}} \|f\|_{L^1} \|g\|_{L^1}.
\]
This estimate holds for all \( L^1 \) functions \( f \) and \( g \) and hence the series (3.11) weakly converges whenever \(|k| > k_0 := C(l)\|q\|_{L^1}\). Namely, for all \( L^1 \) functions \( f \) and \( g \) we have
\[
    \langle \mathcal{R}(k^2 \pm i0)f, g \rangle = \sum_{n=0}^{\infty} \langle \mathcal{R}_l(k^2 \pm i0)(-q \mathcal{R}_l(k^2 \pm i0))^n f, g \rangle.
\]
Using the estimates (2.25), (2.27), (2.41), and (2.43) for the Green’s function of the perturbed operator, one can see that
\[
    \mathcal{R}_l(k^2 \pm i0)g \in L^\infty
\]
whenever \( g \in L^1 \) and \(|k| > 0\). Therefore, we get
\[
    |\langle \mathcal{R}_l(k^2 \pm i0)(-q \mathcal{R}_l(k^2 \pm i0))^n f, g \rangle| \\
    = |\langle (-q \mathcal{R}_l(k^2 \pm i0))^n f, \mathcal{R}_l(k^2 \mp i0)g \rangle| \\
    \leq \|(-q \mathcal{R}_l(k^2 \pm i0))^n f\|_{L^1} \|\mathcal{R}_l(k^2 \mp i0)g\|_{L^\infty} \\
    \leq \left( \frac{C(l)\|q\|_{L^1}}{|k|} \right)^n \|\mathcal{R}_l(k^2 \mp i0)g\|_{L^\infty},
\]
which means that \( \mathcal{R}_l(k^2 \pm i0)(-q \mathcal{R}_l(k^2 \pm i0))^n \) weakly tends to 0 whenever \(|k| > k_0\).

Let us consider again a function \( \chi \) as in (3.10) with \( k_0 := C(l)\|q\|_{L^1} \). Since \( e^{itH} \chi(H)P_c = e^{itH} \chi(H) \), we get from (3.9)
\[
    \langle e^{-itH} \chi(H)f, g \rangle = \frac{1}{\pi i} \int_{-\infty}^{\infty} e^{-ikt^2} \chi(k^2)k \langle \mathcal{R}(k^2 \pm i0)f, g \rangle dk.
\]
Using (3.12) and noting that we can exchange summation and integration, we get
\[
    \langle e^{-itH} \chi(H)f, g \rangle \\
    = \frac{1}{\pi i} \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} e^{-ikt^2} \chi(k^2)k \langle \mathcal{R}_l(k^2 \pm i0)(-q \mathcal{R}_l(k^2 \pm i0))^n f, g \rangle dk.
\]
Applying Fubini’s theorem, we can integrate in \( k \) first and hence we need to obtain a uniform estimate of the oscillatory integral
\[
I_n(t; u_0, \ldots, u_{n+1}) := \int_{\mathbb{R}} e^{-itk^2} \chi(k^2) \left( \frac{k}{2k_0} \right)^{-n} \prod_{i=0}^{n-1} r_i(k; u_i, u_{i+1}) \, dk
\]
since, recalling that \( k_0 = C(l)\|q\|_{L^1} \), one obtains
\[
|\langle e^{-itH} \chi(H) f, g \rangle| \leq \frac{1}{\pi} \sum_{n=0}^{\infty} \frac{1}{(2C(l))^n} \sup_{\|u\|_{L^1} = 1} |I_n(t; u_0, \ldots, u_{n+1})| \, \|f\|_{L^1} \, \|g\|_{L^1}.
\]
Consider the function \( f_n(k) = \chi(k^2) \left( \frac{k}{2k_0} \right)^{-n} \). Clearly, \( f_0 \) is the Fourier transform of a measure \( \nu_0 \) satisfying \( \|\nu_0\| \leq C \). For \( n \geq 1 \), \( f_n \) is \( H^1 \) with \( \|f_n\|_{H^1} \leq \pi^{-1/2} C(1+n) \). Hence by Lemma A.1 and Lemma 3.4 we obtain
\[
|I_n(t; u_0, \ldots, u_{n+1})| \leq 2C_n C(1+n\pi)\sqrt{t}^{n+1}
\]
implying
\[
|\langle e^{-itH} \chi(H) f, g \rangle| \leq 2C_n C(1+n\pi)\sqrt{t}^{n+1} \, \|f\|_{L^1} \, \|g\|_{L^1} \, \sum_{n=0}^{\infty} \frac{1+n}{2^n}.
\]
This proves Theorem 3.3.

\[\square\]

APPENDIX A. THE VAN DER CORPUT LEMMA

We will need the classical van der Corput lemma (see e.g. [23, page 334]):

Lemma A.1. Consider the oscillatory integral
\[
I(t) = \int_a^b e^{itk^2 + ikc} A(k) \, dk.
\]
If \( A \in AC(a, b) \), then
\[
|I(t)| \leq C_2 |t|^{-1/2} (\|A\|_\infty + \|A'\|_1), \quad |t| \geq 1,
\]
where \( C_2 \leq 2^{8/3} \) is a universal constant.

Note that we can apply the above result with \((a, b) = (-\infty, \infty)\) by considering the limit \((-a, a) \to (-\infty, \infty)\).

Our proof will be based on the following variant of the van der Corput lemma which can be shown as in [7, Lemma 5.1].

Lemma A.2. Let \((a, b) \subseteq \mathbb{R}\) and consider the oscillatory integral
\[
I(t) = \int_a^b e^{itk^2} A(k) \, dk.
\]
If \( A \) is the Fourier transform of a signed measure
\[
A(k) = \int_{\mathbb{R}} e^{ikp} d\alpha(p),
\]
then the above integral exists as an improper integral and satisfies
\[ |I(t)| \leq C_2 |t|^{-1/2} \|\alpha\|, \quad |t| > 0. \]
where \( \|\alpha\| = |\alpha|(\mathbb{R}) \) denotes the total variation of \( \alpha \) and \( C_2 \) is the Constant from the van der Corput lemma.

In this respect we note that if \( A_j \) are two such functions then (cf. p. 208 in [1])
\[ (A_1A_2)(k) = \frac{1}{(2\pi)^2} \int_{\mathbb{R}} e^{ipd}(\alpha_1 \ast \alpha_2)(p) \]
is associated with the convolution
\[ \alpha_1 \ast \alpha_2(\Omega) = \int \mathbb{1}_{\Omega}(x+y) d\alpha_1(x)d\alpha_2(y), \]
where \( \mathbb{1}_{\Omega} \) is the indicator function of a set \( \Omega \). Note that
\[ \|\alpha_1 \ast \alpha_2\| \leq \|\alpha_1\| \|\alpha_2\|. \]
We also need the following simple fact. If \( f \in L^1(\mathbb{R}) \), then \( f \) is in the Wiener algebra \( A \) and
\[ \|f\|_{A} := \|\hat{f}\|_{L^1(\mathbb{R})} \leq \sqrt{\pi} \|f\|_{H^1(\mathbb{R})}. \tag{A.1} \]

**Appendix B. Bessel functions**

Here we collect basic formulas and information on Bessel and Hankel functions (see, e.g., [21][23]). We start with the definitions:
\[ J_\nu(z) = \left(\frac{z}{2}\right)^\nu \sum_{n=0}^{\infty} \frac{(-z^2/4)^n}{n!(\nu + n + 1)}, \tag{B.1} \]
\[ Y_\nu(z) = \frac{J_\nu(z) \cos(\nu \pi) - J_{-\nu}(z)}{\sin(\nu \pi)}, \tag{B.2} \]
\[ H_\nu^{(1)}(z) = J_\nu(z) + iY_\nu(z), \quad H_\nu^{(2)}(z) = J_\nu(z) - iY_\nu(z). \tag{B.3} \]

Note that the right in equation (B.2) should be replaced by its limiting value if \( \nu \in \mathbb{Z} \). Their asymptotic behaviours as \( z \to \infty \) are given by
\[ J_\nu(z) = \sqrt{\frac{2}{\pi z}} \left( \cos(z - \nu \pi/2 - \pi/4) + e^{\text{Im} z} O(|z|^{-1}) \right), \quad |\arg z| < \pi, \tag{B.4} \]
\[ Y_\nu(z) = \sqrt{\frac{2}{\pi z}} \left( \sin(z - \nu \pi/2 - \pi/4) + e^{\text{Im} z} O(|z|^{-1}) \right), \quad |\arg z| < \pi, \tag{B.5} \]
\[ H_\nu^{(1)}(z) = \sqrt{\frac{2}{\pi z}} e^{z(-\nu \pi/4 - \pi/4)} (1 + O(|z|^{-1})), \quad -\pi < \arg z < 2\pi, \tag{B.6} \]
\[ H_\nu^{(2)}(z) = \sqrt{\frac{2}{\pi z}} e^{-z(-\nu \pi/4 - \pi/4)} (1 + O(|z|^{-1})), \quad -2\pi < \arg z < \pi. \tag{B.7} \]

Denote the reminder in (B.4), (B.5) and (B.6) by \( j_1(z) \), \( y_1(z) \) and \( h_1(z) \), respectively. Noting that
\[ Y_\nu'(z) = -Y_{\nu+1}(z) + \frac{\nu}{z} Y_\nu(z) = Y_{\nu-1}(z) - \frac{\nu}{z} Y_\nu(z), \tag{B.8} \]
one can show that the derivative of the reminder satisfies
\[ \left( \sqrt{\frac{\pi}{2}} J_\nu(z) - \cos(z - \frac{1}{2} \nu \pi - \frac{1}{4} \pi) \right)' = e^{\text{Im} z} O(|z|^{-1}), \tag{B.9} \]
as \( z \to \infty \). The same is true for \( Y_\nu, H^{(1)}_\nu \) and \( H^{(2)}_\nu \).

According to [25, formula (VI.12.3)], for real non-zero \( k \)

\[
H^{(1)}_{l+\frac{1}{2}}(k) = \sqrt{\frac{2}{\pi k}} \frac{\omega (k-\pi (l+1)/2)}{\Gamma(l+1)} \int_0^\infty e^{-zt} \left( 1 + \frac{it}{2k} \right)^l dt, \quad l > -\frac{1}{2}.
\]

Therefore, the Jost solution of the unperturbed Bessel equation admits the representation

\[
h_l(k, x) = e^{-ikx} f_l(k, x) = \frac{1}{\Gamma(l+1)} \int_0^\infty e^{-t} \left( 1 + \frac{it}{2kx} \right)^l dt
\]

and

\[
\partial_k h_l(k, x) = -\frac{il}{2\Gamma(l+1)} \frac{1}{k^2x} \int_0^\infty e^{-t} t^{l+1} \left( 1 + \frac{it}{2kx} \right)^{l-1} dt.
\]

The last integral converges absolutely whenever \( kx \neq 0 \). Indeed, since

\[
(a^2 + t^2)^{\frac{l-1}{2}} \leq C_l(a^{l-1} + t^{l-1}), \quad C_l = \begin{cases} 2^{(l-1)/2}, & l \geq 1, \\ 1, & l \in (-1/2, 1), \end{cases}
\]

for all \( a, t > 0 \), we get

\[
\left| \int_0^\infty e^{-t} t^{l+1} \left( 1 + \frac{it}{2kx} \right)^{l-1} dt \right| \leq \frac{1}{(2|x|^2)l-1} \int_0^\infty e^{-t} t^{l+1} + \frac{C_l}{(2|x|^2)l-1} \left( \Gamma(l+2) + \Gamma(l) \right).
\]

Therefore, we end up with the following estimate

\[
|\partial_k h_l(k, x)| \leq C \frac{1 + |kx|}{|kx|^{l-1}}.
\]

for all \( x > 0 \) and \( k \neq 0 \).

**Remark B.1.** The estimate (B.10) is the best possible. Indeed, if \( l \in \mathbb{N} \), then

\[
h_l(k, x) = \frac{1}{\Gamma(N+1)} \sum_{j=0}^l \binom{l}{j} \frac{\nu^l \Gamma(l+j+1)}{(2x)^j k^j},
\]

and

\[
\partial_k h_l(k, x) = -\frac{1}{\Gamma(l+1)} \sum_{j=1}^l \binom{l}{j} \frac{j \nu^l \Gamma(l+j+1)}{(2x)^j k^{j+1}}.
\]
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