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Abstract. In the last twenty years, there have been significant advances in the study of the blow-up phenomenon for the critical generalized Korteweg-de Vries equation, including the determination of sufficient conditions for blowup, the stability of blowup in a refined topology and the classification of minimal mass blowup. Exotic blow-up solutions with a continuum of blow-up rates and multi-point blow-up solutions were also constructed. However, all these results, as well as numerical simulations, involve the bubbling of a solitary wave going at infinity at the blow-up time, which means that the blow-up dynamics and the residue are eventually uncoupled. Even at the formal level, there was no indication whether blowup at a finite point could occur for this equation. In this article, we answer this question by constructing solutions that blow up in finite time under the form of a single-bubble concentrating the ground state at a finite point with an unforeseen blow-up rate. Finding a blow-up rate intermediate between the self-similar rate and other rates previously known also reopens the question of which blow-up rates are actually possible for this equation.

1. Introduction

1.1. Problem setting. The objective of this article is to shed some new light on the blow-up problem for the critical generalized Korteweg-de Vries equation (gKdV)

\[ \partial_t u + \partial_x (\partial_x^2 u + u^5) = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}. \] (1.1)

Note that if \( u \) is a solution of (1.1) then for any \( (\lambda, \sigma) \in (0, +\infty) \times \mathbb{R} \), the function

\[ v(t, x) := \pm \frac{1}{\lambda^2} u\left(\frac{t}{\lambda^3}, \frac{x - \sigma}{\lambda}\right) \] (1.2)

and the function \( w(t, x) = u(-t, -x) \) are also solutions of (1.1). Recall that the mass \( M(u) \) and the energy \( E(u) \) of a solution \( u \) of (1.1) are formally conserved

\[ M(u) = \int_{\mathbb{R}} u^2 \, dx \]

\[ E(u) = \frac{1}{2} \int_{\mathbb{R}} (\partial_x u)^2 \, dx - \frac{1}{6} \int_{\mathbb{R}} u^6 \, dx. \]

The Cauchy problem for (1.1) is locally well-posed in the energy space \( H^1(\mathbb{R}) \) by [14, 15]. For any \( u_0 \in H^1(\mathbb{R}) \), there exists a unique (in a certain class) maximal solution \( u \) of (1.1) in \( C([0, T), H^1(\mathbb{R})) \) satisfying \( u(0, \cdot) = u_0 \). Moreover, by [15] Corollary 1.4, if the maximal time of existence \( T \) is finite then

\[ \liminf_{t \uparrow T} (T - t)^3 \| \partial_x u(t) \|_{L^2} > 0. \]

We define the function

\[ Q(x) = (3 \operatorname{sech}^2(2x))^{1/4} \]
unique even positive $H^1$ solution of the equation

$$-Q'' + Q - Q^5 = 0 \quad \text{on } \mathbb{R}.$$  \hfill (1.3)

Recall the sharp Gagliardo-Nirenberg inequality \cite{53}

$$\frac{1}{3} \int_{\mathbb{R}} \phi^6 \leq \left( \int_{\mathbb{R}} \phi^2 \right)^2 \int_{\mathbb{R}} (\partial_x \phi)^2, \quad \forall \phi \in H^1(\mathbb{R})$$  \hfill (1.4)

and the variational characterization of $Q$: for any $\phi \in H^1$,

$$0 < \|\phi\|_{L^2} \leq \|Q\|_{L^2} \text{ and } E(\phi) \leq 0 \implies \exists \lambda > 0, \sigma \in \mathbb{R}: \phi(x) = \pm \frac{1}{\lambda^2} Q \left( \frac{x - \sigma}{\lambda} \right).$$  \hfill (1.5)

By (1.4) and the conservation of mass and energy, for any initial data $u_0 \in H^1(\mathbb{R})$ satisfying $\|u_0\|_{L^2} < \|Q\|_{L^2}$, the corresponding solution of (1.1) is global and bounded in $H^1(\mathbb{R})$.

For any $(\lambda, \sigma) \in (0, +\infty) \times \mathbb{R}$, the function

$$u(t, x) = \frac{1}{\lambda^2} Q \left( \frac{1}{\lambda} \left( x - \frac{t}{\lambda^2} - \sigma \right) \right)$$  \hfill (1.6)

is a solution of (1.1) called solitary wave or soliton. We observe the relation between the scale $\frac{1}{\lambda}$ of the soliton and its speed of propagation $\frac{1}{\lambda^2}$.

### 1.2. First bubbling results for gKdV.

For many nonlinear partial differential equations, like the semilinear wave equation, the semilinear heat equation and the nonlinear Schrödinger equation, blowup was proved for large classes of initial data by a contradiction argument involving a rather simple functional (like the virial identity for the nonlinear Schrödinger equation). Using this strategy, blowup is a consequence of an obstruction to global existence and little information on the blow-up phenomenon is obtained. In the absence of such simple criterion of non global existence for the critical gKdV, advances on the blow-up problem could only be made by addressing the blow-up phenomenon through bubbling (or concentration) of the ground state. A first hint in favor of this strategy is given by explicit blow-up solutions involving a rather simple functional (like the virial identity for the nonlinear Schrödinger equation, blowup was proved for large classes of initial data by a contradiction argument using (1.5) that a blow-up solution of (1.1) with the threshold mass $\|u_0\|_{L^2} = \|Q\|_{L^2}$ necessarily has the soliton behavior at the blow-up time $T$

$$\lambda^{\frac{2}{3}}(t) u(t, \lambda(t)x + \sigma(t)) \to \pm Q \quad \text{as } t \to T \text{ in } H^1 \text{ strong}$$

for some functions $\sigma(t) \in \mathbb{R}$ and $\lambda(t) \downarrow 0$ as $t \to T$. To go beyond the threshold mass $\|Q\|_{L^2}$, it is natural to restrict to solutions with mass slightly above the threshold, i.e. satisfying

$$\|Q\|_{L^2} < \|u_0\|_{L^2} < (1 + \delta)\|Q\|_{L^2}$$  \hfill (1.7)

for $0 < \delta \ll 1$. Using a rigidity property of the gKdV flow around the family of solitons established in \cite{27}, the first proof of blowup in finite or infinite time was given in \cite{37} for any negative energy initial data satisfying (1.7). Then, a direct link was established between the blow-up phenomenon and the solitary wave in \cite{28 Theorem 1], which states that any blow-up solution $u$ of (1.1) satisfying (1.7) has the following bubbling behavior

$$\lambda^{\frac{2}{3}}(t) u(t, \lambda(t)x + \sigma(t)) \to \pm Q \quad \text{as } t \to T \text{ in } H^1 \text{ weak.}$$  \hfill (1.8)

where $0 < T \leq \infty$ is the (possibly infinite) blow-up time. The above weak convergence shows that the soliton $Q$ is the universal profile for the blowup phenomenon, but also allows for various possibilities of small residue and functions $\lambda$ and $\sigma$. At that stage, it was unknown
whether blow up could occur in finite or infinite time and what was the asymptotic behavior of the parameters \( \lambda \) and \( \sigma \) close to the blow-up time. However, it was proved that

\[
\lim_{t\uparrow T} \lambda^2(t)\sigma'(t) = 1.
\]  

(1.9)

These general results later appeared to be optimal. Not only blowup can occur either in finite or infinite time, justifying the alternative in [37], but also various blow-up rates are possible both for finite time and infinite time blowup, justifying the flexibility on \( \lambda \) and \( \sigma \) in (1.8).

1.3. Stable blowup and minimal mass blowup for gKdV. First, it is proved in [30] that there exists a subset of initial data, included and open for \( \| \cdot \|_{H^1} \) in the set

\[
\mathcal{A} = \left\{ u_0 = Q + \varepsilon_0 : \varepsilon_0 \in H^1, \| \varepsilon_0 \|_{H^1} < \delta_0 \text{ and } \int_{x > 0} x^{10} \varepsilon_0^2 \, dx < 1 \right\}
\]

where \( \delta_0 > 0 \) is small, leading to blow-up solutions of (1.1) such that

\[
\lim_{t \uparrow T} (T - t) \| \partial_x u(t) \|_{L^2} = \frac{\| Q' \|_{L^2}}{\ell}
\]

for some \( \ell = \ell(u_0) > 0 \). Because of the openness property, we call this phenomenon stable blowup. The asymptotic behavior of these solutions at the blow-up time \( T \) is typical of the bubbling phenomenon. Indeed, there exists a function \( r^* \in H^1 \) such that

\[
\lim_{t \uparrow T} \left\{ u(t, \cdot) - \frac{1}{\lambda^2(t)} Q \left( \cdot - \frac{\sigma(t)}{\lambda(t)} \right) \right\} = r^* \quad \text{in } L^2 \text{ strong}
\]

(1.10)

for some functions \( \lambda, \sigma \) satisfying

\[
\lim_{t \uparrow T} \frac{\lambda(t)}{T - t} = \ell \quad \text{and} \quad \lim_{t \uparrow T} (T - t) \sigma(t) = \frac{1}{\ell^2}.
\]

Second, [31] Theorem 1.3] settles the case of blowup at the threshold mass \( \| u_0 \|_{L^2} = \| Q \|_{L^2} \) showing the existence of a unique (up to invariances) blow-up solution \( S(t) \) of (1.1) with the mass of \( Q \), blowing up in finite time with the rate \( \| S(t) \|_{H^1} \sim C(T - t)^{-1} \) and concentrating a soliton at the position \( \sigma(t) \sim C(T - t)^{-1} \) as \( t \uparrow T \). A precise description of the time and space asymptotic behavior of \( S \) in [5] has permitted to construct multi-point bubbling in [6]. Such multi-bubble solutions provide examples of blowup with an arbitrary number of blow-up bubbles, all propagating simultaneously to \( \infty \) as \( t \uparrow T \).

1.4. Exotic blowup for gKdV. Because of assumption \( u_0 \in \mathcal{A} \), the above stable blow-up theory does not say the whole story in the \( H^1 \) neighborhood of the family of solitons. From [32], there exists a large class of exotic finite time blow-up solutions of (1.1); close to the family of solitons, with blow-up rates of the form \( \| \partial_x u(t) \|_{L^2} \sim (T - t)^{-\nu} \) for any \( \nu \geq \frac{13}{15} \).

Such blow-up rates are generated by the nonlinear interactions of the bubbling soliton with an explicit slowly decaying tail added to the initial data. Because of the tail, these \( H^1 \) solutions fail to belong to \( \mathcal{A} \) and the trichotomy of [29, 30] does not apply. The value \( \frac{11}{15} \) is not optimal in [32], but a non trivial extension of the proof would be needed to improve it significantly, for example to approach the special value \( \nu = \frac{1}{2} \). For a one-bubble blow-up solution, by the relation (1.9) between the position \( \sigma \) of the bubble and its blow up rate \( \lambda \), the rate \( \nu = \frac{1}{2} \) is critical: if \( \nu \geq \frac{1}{2} \) then the soliton goes at \( \infty \) since \( \lim_{t \uparrow} \sigma = \infty \), while for \( \frac{1}{3} < \nu < \frac{1}{2} \), the soliton has to stay in a compact interval. The existence of bubbling solutions with \( \nu = \frac{1}{3} \) was ruled out in [28], but the range \( \frac{1}{3} < \nu < \frac{1}{2} \) was left open.
1.5. Supercritical case and numerical experiments. Numerical experiments on blowup for (1.1) and its supercritical counterpart \( \partial_t u + \partial_x (\partial_x^2 u + u^p) = 0 \) for \( p > 5 \), are reported in several articles. Pioneering numerical studies [2, 7] and more recent works [17] exhibited self-similar blow-up for the supercritical equation which was confirmed rigorously by [18, 23] for \( p > 5 \) close to 5. Self-similar blowup means \( \| \partial_x u(t) \|_{L^2} \sim (T - t)^{-\frac{1}{5}} \) close to the blow-up time and in particular blow-up at a finite point. This is the only known blowup rate for the supercritical case, in contrast with the critical case where it was ruled out in [28]. The article [1] is especially devoted to the supercritical case in the limit \( p \downarrow 5 \). In the critical case, the article [17] corroborates the stable blowup described in [30], even for large initial data.

1.6. Main result. As a conclusion of the above review, we observe that despite many efforts spent on the blowup phenomenon for critical gKdV, the literature does not give any evidence on whether blowup at a finite point could occur, even at the formal level. The main result of this article answers this question by proving the existence of a family of bubbling solutions of (1.1) with the key feature that the blow-up point converges to a finite value at the blow-up time, as a consequence of an unforeseen blow-up rate.

**Theorem 1.** For any \( \delta > 0 \), there exist \( T > 0 \) and a solution \( u \in C([0, T), H^1(\mathbb{R})) \) of (1.1) of the form

\[
\bar{u}(t, x) = \frac{1}{(T - t)^{\frac{3}{5}}} Q \left( \frac{x - \sigma(t)}{(T - t)^{\frac{1}{5}}} \right) + r(t, x),
\]

where \( \lim_{t \uparrow T} \sigma(t) = 0 \) and the function \( r \) satisfies

\[
\sup_{t \in [0, T)} \| r(t) \|_{L^2} \leq \delta \quad \text{and} \quad \lim_{t \uparrow T} (T - t)^{-\frac{1}{5}} \| \partial_x r(t) \|_{L^2} = 0.
\]

In particular, \( u \) blows up at time \( T \) and

\[
\lim_{t \uparrow T} (T - t)^{-\frac{1}{5}} \| \partial_x u(t) \|_{L^2} = \| Q' \|_{L^2}.
\]

We refer to Section 6 for more detailed asymptotics, including \( \lim_{t \uparrow T} (T - t)^{-\frac{1}{5}} \sigma(t) = -5 \).

**Remark 1.1.** From Theorem 1 and a rescaling argument, we remark that finite point blowup occurs for some initial data in \( H^1 \) arbitrarily close to \( Q \) in \( H^1 \). Let \( \delta > 0 \) and a solution \( u \) as in Theorem 1 with blow-up time \( T > 0 \). Let \( t_0 \in [0, T) \) and \( \lambda_0 = (T - t_0)^{\frac{5}{6}} \). By the invariances, the function \( \bar{u}(t, x) = \lambda_0^\frac{3}{5} u \left( \lambda_0^3 t + t_0, \lambda_0 x + \sigma(t_0) \right) \) is still a solution of (1.1) on \([0, \bar{T})\) where \( \bar{T} = \frac{T - t_0}{\lambda_0} = (T - t_0)^{-\frac{5}{3}} \) and it blows up at time \( \bar{T} \) at a finite point. Moreover, by Theorem 1

\[
\bar{u}(t, x) = \mu(t) Q (\mu(t) x - y(t)) + \lambda_0^\frac{3}{5} r \left( \lambda_0^3 t + t_0, \lambda_0 x + \sigma(t_0) \right)
\]

where

\[
\mu(t) = \frac{\lambda_0}{(T - \lambda_0^3 t - t_0)^{\frac{5}{6}}} \quad \text{and} \quad y(t) = \frac{\sigma(\lambda_0^3 t + t_0) - \sigma(t_0)}{(T - \lambda_0^3 t - t_0)^{\frac{5}{6}}}.
\]

Thus, at \( t = 0 \), the solution \( \bar{u} \) satisfies

\[
\| \bar{u}(0) - Q \|_{L^2} = \| r(t_0) \|_{L^2} \leq \delta, \quad \| \partial_x \bar{u}(0) - Q' \|_{L^2} = (T - t_0)^{\frac{5}{6}} \| \partial_x r(t_0) \|_{L^2}.
\]

Taking \( \delta > 0 \) small and \( t_0 \in [0, T) \) close enough to \( T \), \( \bar{u}(0) \) is arbitrarily close to \( Q \) in \( H^1 \). It follows from the classification in [30] that \( \bar{u}(0) \notin \mathcal{A} \) (see also Section 1.9).
Figure 1 recapitulates known blow-up rates for (1.1), i.e. values $\nu > 0$ for which there exist $H^1$ blow-up solutions $u$ of (1.1) with $\lim_{t \uparrow T}(T-t)^{\nu}\|\partial_x u\|_{L^2} = C$ for $C > 0$.

Figure 1. Blow-up rates for the critical gKdV equation.

Now, we discuss values $\nu > \frac{1}{3}$ that were not considered in previous works. First, extending the method in [32], should provide the whole range $\nu \in \left[\frac{1}{3}, \infty\right)$. Second, by constructing a solution with the blow-up rate $\nu = \frac{2}{3}$, the present paper reopens the question of which blow-up rates are possible for the equation, even close to the self-similar rate. We conjecture that all blow-up rates are possible in the range $\nu \in \left(\frac{1}{3}, \frac{1}{2}\right)$. Since the value $\nu = \frac{2}{3}$ corresponds to a rather exceptional structure, described in Section 1.9, we expect that some key additional ingredients will be needed to obtain the range $\nu \in \left(\frac{1}{3}, \frac{1}{2}\right)$ or a substantial part of it. Non power-like blow-up rates may also be possible.

1.7. Comparison with NLS. We briefly discuss the blow-up problem for the $L^2$ critical nonlinear Schrödinger equation (NLS), restricting ourselves to the one-dimensional case

$$i\partial_t u + \partial_x^2 u + |u|^4 u = 0, \quad (t,x) \in \mathbb{R} \times \mathbb{R}. \quad (1.11)$$

We refer to [4] for general information concerning (1.11). The first notable fact concerning blowup is the existence of the explicit blow-up solution

$$S_{\text{NLS}}(t,x) = \frac{1}{T-t} e^{-\frac{|x|^2}{4(T-t)}} + \frac{1}{T-t} Q\left(\frac{x}{T-t}\right) \quad (1.12)$$

which has minimal mass for blowup, i.e. $\|S_{\text{NLS}}(0)\|_{L^2} = \|Q\|_{L^2}$, and satisfies the blow-up behavior $\|\partial_x S_{\text{NLS}}(t)\|_{L^2} \sim C(T-t)^{-1}$, often called conformal blowup. Moreover, it was proved in [38] that $S_{\text{NLS}}$ is the unique (up to the invariances of (1.11)) blow-up solution with the minimal mass. Then, other constructions of solutions with the blow-up rate $(T-t)^{-1}$ appeared in [3] (see also [19] [44] for instability properties). In a different direction, the study of the so-called log log blowup for (1.11) has a long history, where formal arguments and numerical experiments long prevailed, see [31]. Rigorous proofs first appeared in [39] [40] [41] [42] [43] [44]. In particular, it is known that there exists an open set in $H^1$ of initial data (including negative energy functions close to the soliton) leading to blowup in finite time with the log log speed

$$\|\partial_x u(t)\|_{L^2} \sim C\sqrt{\frac{\log \log(T-t)}{T-t}} \quad \text{as } t \uparrow T$$

where $C$ is a universal constant. The log log speed is a slight perturbation of the self-similar blowup $(T-t)^{-\frac{1}{4}}$ for NLS. Moreover, it follows from [38] that a finite time blow-up solution of (1.11) with (1.7) either enjoys the log log blowup, or blows up with a rate $\|\partial_x u(t)\|_{L^2} \geq C(T-t)^{-1}$, which represents an important gap in possible blowups. Last, we point out that there is only one example of blowup different from the log log and the conformal blowups, of the form $\|\partial_x u(t)\|_{L^2} \sim C|\log(T-t)|(T-t)^{-1}$ but involving at least two interacting bubbles, constructed in [33]. Figure 2 recapitulates this information.
Several differences with the gKdV case are thus apparent. First, the existence of a continuum of blow-up rates has already been proved for gKdV but is open for NLS. Moreover, for critical gKdV, the existence of a gap property in blow-up rates as the one stated for NLS now seems unlikely. Last, the influence of the choice of a weighted topology is clearly established for gKdV but not for NLS.

1.8. **Related results for gKdV.** In the framework of stable blowup, as a consequence of [29, 30], there exists a local $C^1$ co-dimension one manifold included in $A$ which separates the stable blow-up behavior from solutions that eventually exit the soliton neighborhood. The solutions on the manifold are global in time and converge in a local norm to the family of solitary waves. In the same context, the continuation of solutions after the blow-up time was studied in [25]. The exact large time behavior of solutions exiting any small soliton neighborhood (up to invariances) is unknown even if scattering is expected. This question is related to the so-called scattering conjecture, saying that any solution with $\|u_0\|_{L^2} < \|Q\|_{L^2}$ should actually scatter. Such questions were successfully addressed for the critical NLS equation but are still largely open for gKdV. In [16, 52], this conjecture was first studied both for focusing and defocusing cases. In [8], this conjecture is fully solved for the defocusing critical gKdV. For the focusing case, it is proved in [9] that for any $H^1$ initial data with mass smaller than the mass of the soliton and close to the soliton in $L^2$ norm, the corresponding solution of (1.1) must eventually exit any small soliton neighborhood. See also [45, Theorem 1.3] and its proof for a related result.

Concerning blow-up properties, it is proved in [47] that blow-up solutions of (1.1) concentrate at least the mass of the ground state at the blow-up time. The long time behavior of solutions close to the soliton family is also studied for saturated nonlinearities of the form $u^5 - \gamma |u|^{p-1}u$, for fixed $p > 5$, in the limit $\gamma \downarrow 0$ in [24]. In [34], a different type of solutions of (1.1), called flattening solitons, are constructed: for any $\nu \in (0, \frac{1}{3})$, there exist global solutions, arbitrarily close to $Q$, such that as $t \to \infty$,

$$u(t, x) = t^{-\frac{5}{2}} Q \left( t^{-\nu} (x - \sigma(t)) \right) + r(t, x)$$

where $\sigma(t) \sim Ct^{1 - 2\nu}$ and the function $r(t)$ is small in $L^2$ and converges to 0 locally in the neighborhood of the soliton.

The literature concerning type II blowup (in contrast with ODE blowup) for energy critical wave equations and parabolic problems is also vast and beyond the scope of this brief review.

1.9. **Sketch of the proof.** We construct the solution by compactness, passing to the weak limit in a sequence of solutions close to an appropriate ansatz and defined backwards in time on a uniform interval of time. We refer to [36, 39] for pioneering works using this strategy in the blow-up context and to the subsequent articles [5, 26, 33]. By this method, no stability property is obtained, even up to a finite number of instability directions, unlike in [30, 32, 34].
For the simplicity of notation, we first look for a solution $U$ of (1.11) blowing up at $(t, x) = (0, 0)$. As usual in investigating blow-up phenomenon, we introduce rescaled variables $(s, y)$, $s < 0$ and $y \in \mathbb{R}$, setting

$$U(t, x) = \frac{1}{\lambda^{1/2}(s)}w(s, y), \quad \frac{ds}{dt} = \frac{1}{\lambda}, \quad y = \frac{x - \sigma(s)}{\lambda(s)}. \quad (1.13)$$

The time dependent parameters $\lambda > 0$, $\sigma \in \mathbb{R}$ are to be determined and the function $w$ satisfies the rescaled equation

$$\partial_s w + \partial_y(\partial_y^2 w - w + w^5) - \frac{\lambda}{\lambda} \left( \frac{w}{2} + y \partial_y w \right) - \left( \frac{\sigma(s)}{\lambda} - 1 \right) \partial_y w = 0. \quad (1.14)$$

Setting $w = Q + v$ and using (1.3), the small function $v$ satisfies

$$\partial_s v - \partial_y(\mathcal{L}v) - \frac{\lambda}{\lambda} \Lambda Q - \left( \frac{\sigma(s)}{\lambda} - 1 \right) Q' = \text{nonlinear terms} \quad (1.15)$$

where the operators $\Lambda$ and $\mathcal{L}$ are defined in (1.20) and (1.22).

To define a suitable approximate solution, we use an expansion $v = v_1 + v_2 + \cdots$ in powers of $\lambda^{1/2}$ up to a sufficiently high order. The main novelty lies on the definition of $v_1$

$$v_1(s, y) = -2\lambda^{1/2}(s)\Theta(\lambda(s)y + \sigma(s)) A_1(y) \quad (1.16)$$

where the function $A_1$ is odd, such that $(\mathcal{L}A_1)' = \Lambda Q$ and $\lim_{|y|\to\infty} A_1 = \mp m_0$ ($m_0$ is a positive constant) and $\Theta$ is a smooth cut-off function equal to 1 in a small neighborhood of 0. The introduction of such a function $A_1$ is related to the existence of a resonance for the operator $\partial_x \mathcal{L}$ of the form $1 + R$ where $R$ is a Schwartz function and $\partial_x \mathcal{L}(1 + R) = 0$. Using a function $A_1$ which is not localized for $y > 0$, in contrast with the function $P$ used in [30, 31, 32], allows new blow-up constructions for critical gKdV. Moreover, such an ansatz justifies formally the claim that $\tilde{u}(0) \notin A$ in Remark 1.1. We refer to Lemma 2.2 for the definition of these functions.

Observe also that $\lambda^{1/2}(s)\Theta(\lambda(s)y + \sigma(s))$ is the rescaled counterpart of $\Theta(x)$.

Now, we derive the blow-up rate obtained with this ansatz. Using that $s$-differentiation as well as the $y$-differentiation of the cut-off function $\Theta(\lambda(s)y + \sigma(s))$ are negligible, we have

$$\partial_s v_1 - \partial_y(\mathcal{L}v_1) \approx -2\lambda^{1/2}(s)\Theta(\lambda(s)y + \sigma(s)) \Lambda Q(y).$$

Inserting this in the equation (1.15) of $v$, the following approximate blow-up law appears

$$\frac{\lambda}{\lambda} \approx 2\lambda^{1/2}. \quad (1.17)$$

We identify a special solution $\lambda(s) = s^{-2}$ (recall that $s < 0$). Going back to the original time variable using $dt = \lambda^3(s)ds$, this gives blowup in finite time $t = 0$ with

$$t \approx \frac{1}{5|s|^5}, \quad \lambda(t) \approx (5t)^{1/2}, \quad \sigma(t) \approx (5t)^{1/2}. \quad (1.17)$$

For $T > 0$ small, the solution $u$ of Theorem 1 is then given by $u(t, x) = \frac{1}{\sqrt{5T}} U \left( \frac{T^{-1/2}}{5}, -\hat{x} \right)$.

Finally, we discuss more technical aspects of the proof. First, in the expression (1.16) of $v_1$, both the oddness of the function $A_1$ and the power in the multiplicative factor $\lambda^{1/2}$ are decisive in vanishing error terms (see the proof of Proposition 2.1). We also point out that a key ingredient of the proof is a sharp control of the variation of the energy of the approximate solution based on a sufficiently small error term. In Section 5, the difference between the solution and the ansatz is controlled uniformly using a variant of the virial-energy functional.
first introduced in [30]. Last, it is relevant to write the ansatz in the original variables. From (1.13), we have formally
\[ U(t,x) \approx \frac{1}{\lambda^2(t)} Q \left( \frac{x - \sigma(t)}{\lambda(t)} \right) - 2\Theta(x) A_1 \left( \frac{x - \sigma(t)}{\lambda(t)} \right). \]

By (1.17) and the asymptotic properties of \( A_1 \) in (2.4), the first correction term of the ansatz behaves like \( r_\ast y \equiv 2m_0 \Theta(x) \text{sign}(x) \) at the blow-up time where \( m_0 > 0 \) is a constant (1.23).

Such a discontinuous blow-up residual is in contrast with the \( H^1 \) regularity of the asymptotic residual corresponding to the stable blowup (1.10). Closeness to a self-similar rate is generally associated to a residue with low regularity, see [43] for the mass critical NLS equation and [10, 11, 12, 13, 20, 21, 22, 50] for related observations in the energy critical wave-type models.

1.10. Notation. Throughout the paper, we will denote by \( c \) a positive constant independent of \( \varepsilon \) which may change from line to line. The notation \( a \lesssim b \) means that \( a \leq cb \). The notation \( a \lesssim \varepsilon b \) will be used for the estimate \( a \leq c\varepsilon b \), where the constant \( c \) may depend on \( \varepsilon \).

We use the notation \( y \mapsto \lfloor y \rfloor \) for the floor function which maps \( y \) to the greatest integer less than or equal to \( y \).

For \( 1 \leq p \leq +\infty \), \( L^p(\mathbb{R}) \) denotes the standard Lebesgue spaces. For \( f, g \in L^2(\mathbb{R}) \) two real-valued functions, we denote the scalar product \( (f,g) = \int_{\mathbb{R}} f(x)g(x)dx \). From now on, for simplicity of notation, we write \( \int \) instead of \( \int_{\mathbb{R}} \) and we often omit \( dx \).

Let \( \chi : \mathbb{R} \to [0,1] \) be a \( C^\infty(\mathbb{R}) \) nondecreasing function such that \( \chi|_{(-\infty,-2)} \equiv 0 \) and \( \chi|_{(-1,\infty)} \equiv 1 \). (1.18)

We define the weight function \( \omega : \mathbb{R} \to \mathbb{R} \) by
\[ \omega(y) = e^{-|y|}/2 \]
and the weighted norm
\[ \|f\|_{L^2_{\omega}} = \left( \int f^2(y)e^{-|y|}dy \right)^{1/2}. \] (1.19)

We introduce the generator of the scaling symmetry
\[ \Lambda f = \frac{1}{2}f + yf' \]
and for any \( k \in \mathbb{N} \),
\[ \Lambda_k f = \frac{1-k}{2}f + yf'. \] (1.21)

We also define the linearized operator \( \mathcal{L} \) around the ground state by
\[ \mathcal{L} f = -f'' + f - 5Q^4 f. \] (1.22)

We define the universal constant
\[ m_0 := \frac{1}{4} \int Q > 0. \] (1.23)

Let \( \mathcal{Y} \) be the set of functions \( \phi : \mathbb{R} \to \mathbb{R} \) of class \( C^\infty(\mathbb{R}) \) such that
\[ \forall k \in \mathbb{N}, \exists C_k > 0, \ r_k \geq 0 \ \text{such that} \ |\phi^{(k)}(y)| \leq C_k(1 + |y|)^{r_k}e^{-|y|}, \ \forall y \in \mathbb{R}. \]

For any \( k \geq 0 \), we fix a function \( z_k : \mathbb{R} \to [0,\infty) \) of class \( C^\infty \) such that \( z_k(y) = |y|^k \) for \( y \leq -1 \) and \( z_k(y) = 0 \) for \( y > 0 \) and we define
\[ \mathcal{Z}_k = \mathcal{Y} + \text{span}(z_0, \ldots, z_k). \] (1.24)
2. Blow-up profile

This section is devoted to the construction of a blow-up profile, i.e. an approximate solution close to \( Q \) of the rescaled equation \([1.14]\) with the expected blow-up behavior with a sufficiently high order of precision.

2.1. The linearized operator. We recall standard properties of the operator \( \mathcal{L} \) and introduce useful functions for the construction of the blow-up profile.

**Lemma 2.1** ([30, Lemma 2.1]). The self-adjoint operator \( \mathcal{L} \) on \( L^2(\mathbb{R}) \) defined by \([1.22]\) satisfies the following properties.

(i) Spectrum of \( \mathcal{L} \). The operator \( \mathcal{L} \) has only one negative eigenvalue \(-8\) associated to the eigenfunction \( Q_0^2 \), \( \ker \mathcal{L} = \{ aQ' : a \in \mathbb{R} \} \) and \( \sigma_{\text{ess}}(\mathcal{L}) = [1, +\infty) \).

(ii) Scaling. \( \mathcal{L} \Lambda Q = -2Q \) and \( (Q, \Lambda Q) = 0 \) where \( \Lambda \) is defined in \([1.20]\).

(iii) Coercivity of \( \mathcal{L} \). There exists \( \nu_0 > 0 \) such that, for all \( \phi \in H^1(\mathbb{R}) \),

\[
(\mathcal{L}\phi, \phi) \geq \nu_0 \| \phi \|_{H^1}^2 - \frac{1}{\nu_0} \left( (\phi, Q)^2 + (\phi, y\Lambda Q)^2 + (\phi, \Lambda Q)^2 \right). \tag{2.1}
\]

(iv) Invertibility. For any function \( h \in \mathcal{Y} \) orthogonal to \( Q' \) for \((\cdot, \cdot)\), there exists a unique function \( f \in \mathcal{Y} \) orthogonal to \( Q' \) such that \( \mathcal{L}f = h \); moreover, if \( h \) is even (resp. odd) then \( f \) is even (resp. odd).

**Lemma 2.2.** (i) There exists a unique even function \( R \in \mathcal{Y} \) such that \( \mathcal{L}R = 5Q^4 \).

(ii) There exists a unique function \( P \in \mathcal{Z}_0 \) such that

\[
(\mathcal{L}P)' = \Lambda Q, \quad \lim_{y \to -\infty} P(y) = 2m_0, \quad \lim_{y \to +\infty} P(y) = 0, \quad (P, Q') = 0. \tag{2.2}
\]

Moreover,

\[
(P, Q) = m_0^2. \tag{2.3}
\]

(iii) Let \( A_1 = P - m_0(1 + R) \). Then, \( A_1 \) is a bounded, odd function of class \( C^\infty \) satisfying

\[
A_1 \in \mathcal{Y}, \quad (\mathcal{L}A_1)' = \Lambda Q \quad \text{and} \quad \lim_{y \to +\infty} A_1(y) = \pm m_0. \tag{2.4}
\]

Moreover,

\[
(A_1, Q) = 0, \quad (A_1, Q') = 0. \tag{2.5}
\]

**Proof.** The existence of the function \( R \) follows directly from (iv) of Lemma 2.1 and the function \( P \) was first introduced in Proposition 2.2 of [30]. The values of the limits \( \lim_{\pm\infty} A_1 \) are deduced from \( R \in \mathcal{Y} \) and \([2.2]\). Moreover, it is clear from its definition that \( A_1 \) is bounded, of class \( C^\infty \) and satisfies \( A_1' \in \mathcal{Y} \). By \( \mathcal{L}R = 5Q^4 \), we have \((\mathcal{L}(1 + R))' = 0\), which yields \((\mathcal{L}A_1)' = \Lambda Q\) thanks to \([2.2]\). Now, decompose \( A_1 = A_e + A_o \), where \( A_e \) is even and \( A_o \) is odd. Since \( \lim_{\pm\infty} A_1 = -\lim_{-\infty} A_1 \), we have \( A_e \in \mathcal{Y} \). Moreover, \((\mathcal{L}A_e)' = 0\) since \( \Lambda Q \) is even. Thus, by (i) of Lemma 2.1 \( A_e = 0 \). Last, \([2.3]\) follows by parity and \([2.2]\). \(\square\)

2.2. Definition and properties of the blow-up profile. We fix for the rest of the paper an even smooth function \( \Theta_0 : \mathbb{R} \to [0, 1] \) with compact support such that

\[
\Theta_0(x) = \begin{cases} 
1 & \text{if } |x| < \frac{5}{4}, \\
0 & \text{if } |x| > \frac{7}{4}.
\end{cases}
\]

and we set \( C_0 = \| \Theta_0 \|_{L^2}^2 > 0 \). Let \( \delta \in (0, 1) \) be small enough and define

\[
\Theta(x) = \Theta_0 \left( \frac{x}{\delta} \right)
\]
so that
\[
\Theta(x) = \begin{cases} 
1 & \text{if } |x| < \frac{5}{4}\delta, \\
0 & \text{if } |x| > \frac{5}{4}\delta 
\end{cases}
\] (2.6)
and
\[
\|\Theta\|_{L^2}^2 = C_0\delta.
\] (2.7)
Let \(s_0 < 0, |s_0| \gg 1\) to be fixed later and let \(I \subset (-\infty, s_0]\) be a compact interval. We consider \(C^1\) real-valued functions \(\lambda : I \to (0, \infty)\) and \(\sigma : I \to \mathbb{R}\) such that
\[
0 < \lambda < \delta^4 \quad \text{and} \quad -\frac{\delta^2}{4} < \sigma < 0.
\] (2.8)
Define
\[
\theta(s, y) = \theta(y; \lambda(s), \sigma(s)) = \lambda^{\frac{1}{2}}(s)\Theta(\lambda(s)y + \sigma(s)).
\] (2.9)
For functions
\[
A_2 \in \mathcal{Y}, \quad A_3, A_4, A_5^* \in \mathcal{Z}_1, \quad A_5 \in \mathcal{Z}_2,
\] (2.10)
and real constants \(c_1, c_2, c_3, c_4^*\) to be chosen later, we set
\[
V_1 = c_1A_1, \quad V_2 = c_2P + A_2, \quad V_3 = c_3P + A_3, \quad V_4 = A_4, \quad V_5 = A_5,
\] (2.11)
and
\[
V(s, y) = \sum_{j=1}^5 V_j(y)\theta^j(s, y) + (\log \lambda(s))\sum_{k=4}^5 V_k^*(y)\theta^k(s, y).
\] (2.12)
Recall that the functions \(P\) and \(A_1\) are defined in Lemma 2.2. Let the blow-up profile be
\[
W(s, y) = W(y; \lambda(s), \sigma(s)) = Q(y) + V(s, y).
\] (2.13)
Last, set
\[
\beta(s, y) = \sum_{j=1}^3 c_j\theta^j(s, y) + c_4^* (\log \lambda(s))\theta^4(s, y)
\] (2.14)
\[
\widetilde{\beta}(s) = \sum_{j=1}^3 c_j \lambda^{\frac{1}{2}}(s) + c_4^* (\log \lambda(s)) \lambda^2(s).
\] (2.15)

The form of the approximate solution \(W\) is justified in the proof of the next proposition, where we fix the functions \(A_j\) and \(A_k^*\) and the constants \(c_2, c_3, c_4^*\).

**Lemma 2.3.** If \(A_2, A_3, A_4, A_5, A_5^*\) satisfy (2.10) then
\[
V_1 \in L^\infty, \quad V_1' \in \mathcal{Y}, \quad A_1V_1 \in \mathcal{Y},
\]
\[
V_2, V_4^* \in \mathcal{Z}_0, \quad V_3, V_4, V_5^* \in \mathcal{Z}_1, \quad V_5 \in \mathcal{Z}_2,
\] (2.16)
\[
A_2V_2, A_3V_3, A_4V_4^* \in \mathcal{Z}_0, \quad A_4V_4, A_5V_5, A_5V_5^* \in \mathcal{Z}_1.
\]
For \(j = 2, 3, 4, 5\) and \(k = 4, 5\), (2.16) is summarized by
\[
V_j \in \mathcal{Z}_{\lfloor \frac{j-1}{2} \rfloor}, \quad A_jV_j \in \mathcal{Z}_{\lfloor \frac{j-2}{2} \rfloor}, \quad V_k^*, A_kV_k^* \in \mathcal{Z}_{\lfloor \frac{k-3}{2} \rfloor}.
\] (2.17)

**Proof.** For \(V_j\) and \(V_k^*\), (2.16) is a consequence of the definitions in (2.10) and (2.11) and the properties of \(P\) and \(A_1\) in Lemma 2.2. Next, we observe the following cancellation: if \(\phi \in \mathcal{Z}_l\) for \(l \geq 1\), then \(A_{2l+1}\phi \in \mathcal{Z}_{l-1}\). In particular, \(A_3V_3 \in \mathcal{Z}_0\) and \(A_5V_5 \in \mathcal{Z}_1\). \(\square\)
Let
\[ \mathcal{E}(W) = \partial_y W + \partial_y (\partial^2_y W - W + W^5) - \lambda s \Lambda W - \left( \frac{\sigma_s}{\lambda} - 1 \right) \partial_y W. \] (2.18)

**Proposition 2.4.** Assume (2.3). Let \( c_1 = -2 \). There exist real constants \( c_2, c_3, c_4, c_5 \) and functions \( A_2, A_3, A_4, A_5, A_6 \) satisfying (2.10), such that the function \( W \) satisfies the following properties, for all \( s \in \mathbb{Z} \).

(i) **Pointwise estimates.** For any \( p \geq 0 \), for any \( y \in \mathbb{R} \),
\[ |\partial_y^p W| + |\partial_y^p AW| \lesssim \omega + \delta^{-p} \lambda^{p+\frac{3}{2}} \mathbf{1}_{[−26,28]}(\lambda y). \] (2.19)

(ii) **Error of \( W \) for the rescaled equation.**
\[ \mathcal{E}(W) = -\left( \frac{\lambda s}{\lambda} + \beta \right)(\Lambda Q + \Psi_{\lambda}) - \left( \frac{\sigma_s}{\lambda} - 1 \right)(Q' + \Psi_{\sigma}) + \Psi_{W} \] (2.20)
where for any \( p \geq 0 \), for any \( y \in \mathbb{R} \),
\[ |\partial_y^p \Psi_{\lambda}| \lesssim_\delta \lambda^{\frac{3}{2}} \omega + \lambda^{1+p} \mathbf{1}_{[−26,0]}(\lambda y), \] (2.21)
\[ |\partial_y^p \Psi_{\sigma}| \lesssim_\delta \lambda^{\frac{3}{2}} \omega + \lambda^{\frac{3}{2}+p} \mathbf{1}_{[−26,0]}(\lambda y), \] (2.22)
\[ |\partial_y^p \Psi_{W}| \lesssim_\delta |\log \lambda| \lambda^{3} (|y|\mathbf{1}_{[−26,0]}(\lambda y) + \omega) + \lambda^{\frac{3}{2}+p} \mathbf{1}_{[0,28]}(\lambda y). \] (2.23)
Moreover,
\[ |(\Psi_{\lambda}, Q)| \lesssim_\delta \lambda. \] (2.24)

(iii) **Mass of \( W \).**
\[ \left| \int W^2 - \int Q^2 \right| \lesssim_\delta. \] (2.25)

(iv) **Variation of the energy of \( W \).**
\[ \left| \frac{d}{ds} \left[ \frac{\mathcal{E}(W)}{\lambda^2} \right] \right| \lesssim_\delta \frac{1}{\lambda^2} \left( \lambda^{\frac{1}{2}} \left| \frac{\lambda s}{\lambda} + \beta \right| + \lambda^{\frac{1}{2}} \left| \frac{\sigma_s}{\lambda} - 1 \right| + |\log \lambda| \lambda^{3} \right). \] (2.26)

We choose \( c_1 = -2 \) to simplify the expression of the scaling asymptotic (see Section 2.7). Subsections 2.3 to 2.6 are devoted to the proof of Proposition 2.4 while Subsection 2.7 gives the heuristic blow-up law.

**2.3. Construction of the blow-up profile.** First, for any \( j \in \mathbb{N} \), we compute
\[ \partial_s(\theta^j) = j \frac{\lambda s}{\lambda} \theta^{j-1} \lambda \theta + j \frac{\sigma_s}{\lambda} \theta^{j-1} \partial_y \theta, \] (2.27)
and thus
\[ \partial_s W = \frac{\lambda s}{\lambda} \left( \sum_{j=1}^{5} j V_j \theta^{j-1} \lambda \theta + (\log \lambda) \sum_{k=4}^{5} k V_k^* \theta^{k-1} \lambda \theta + \sum_{k=4}^{5} V_k^* \theta^k \right) + \frac{\sigma_s}{\lambda} \left( \sum_{j=1}^{5} j V_j \theta^{j-1} \partial_y \theta + (\log \lambda) \sum_{k=4}^{5} k V_k^* \theta^{k-1} \partial_y \theta \right). \]

Second, using \( W = Q + V, Q'' - Q + Q^5 = 0 \) and the definition of \( \mathcal{L} \),
\[ \partial_y (\partial^2_y W - W + W^5) = \partial_y \left( -\mathcal{L} V + (Q + V)^5 - Q^5 - 5Q^4 V \right). \]
Thus, expanding $V$, we obtain
\[
\partial_y \left( \partial_y^2 W - W + W^5 \right) = -\sum_{j=1}^{5} (\mathcal{L}V_j)' \theta^j - (\log \lambda) \sum_{k=4}^{5} (\mathcal{L}V_k^*)' \theta^k
\]
\[
- \sum_{j=1}^{5} jV_j \theta^{j-1} \partial_y \theta - (\log \lambda) \sum_{k=4}^{5} kV_k^* \theta^{k-1} \partial_y \theta
\]
\[
+ \partial_y \left( (Q + V)^5 - Q^5 - 5Q^4V \right) + \Psi_1
\]
where $\Psi_1$ is an error term defined by
\[
\Psi_1 := 5Q^4 \sum_{j=1}^{5} V_j \partial_y (\theta^j) + 5(\log \lambda)Q^4 \sum_{k=4}^{5} V_k^* \partial_y (\theta^k)
\]
\[
+ \sum_{j=1}^{5} \left( 3V_j'' \partial_y (\theta^j) + 3V_j' \partial_y^2 (\theta^j) + V_j \partial_y^3 (\theta^j) \right) + (\log \lambda) \sum_{k=4}^{5} \left( 3(V_k^*)'' \partial_y (\theta^k) + 3(V_k^*)' \partial_y^2 (\theta^k) + V_k^* \partial_y^3 (\theta^k) \right).
\]

Third, we compute
\[
\partial_y W = Q' + \sum_{j=1}^{5} (jV_j \theta^{j-1} \partial_y \theta + V_j' \theta^j) + (\log \lambda) \sum_{k=4}^{5} \left( kV_k^* \theta^{k-1} \partial_y \theta + (V_k^*)' \theta^k \right).
\]

Last, we remark that $\Lambda(\theta^j V_j) = jV_j \theta^{j-1} \Lambda + (A_j V_j) \theta^j$, where $A_j$ is defined in (2.21). Thus,
\[
\Lambda W = \Lambda Q + \sum_{j=1}^{5} (jV_j \theta^{j-1} \Lambda + (A_j V_j) \theta^j) + (\log \lambda) \sum_{k=4}^{5} \left( kV_k^* \theta^{k-1} \Lambda + (A_k V_k^*) \theta^k \right).
\]

Combining these identities, using the expressions of $V_j$ and $V_k^*$ in (2.11), and the equations of $P$ and $A_1$ in (2.22) and (2.23), we deduce that
\[
\mathcal{E}(W) = -\left( \frac{\lambda_s}{\lambda} + \beta \right) (\Lambda Q + \Psi_\lambda) - \left( \frac{\sigma_s}{\lambda} - 1 \right) (Q' + \Psi_\sigma)
\]
\[
- \sum_{j=2}^{5} (\mathcal{L}A_j)' \theta^j - (\log \lambda)(\mathcal{L}A_k^*)' \theta^5
\]
\[
+ \partial_y \left( (Q + V)^5 - Q^5 - 5Q^4V \right) + \beta \Psi_\lambda + \Psi_1
\]
where
\[
\Psi_\lambda = \sum_{j=1}^{5} (A_j V_j) \theta^j - \sum_{k=4}^{5} V_k^* \theta^k + (\log \lambda) \sum_{k=4}^{5} (A_k V_k^*) \theta^k,
\]
\[
\Psi_\sigma = \sum_{j=1}^{5} V_j' \theta^j + (\log \lambda) \sum_{k=4}^{5} (V_k^*)' \theta^k.
\]
Denote \( V_0 := Q \) for the simplicity of notation. We expand

\[
(Q + V)^5 - Q^5 - 5Q^4V = \sum_{j=2}^{5} M_j \theta^j + (\log \lambda) M_5^* \theta^5 + \sum_{l=0}^{5} (\log \lambda)^l \left( \sum_{j=6}^{25} M_{l,j} \theta^j \right)
\]

where for \( j = 2, \ldots, 5 \),

\[
M_j = \left( \sum_{j_1 + \cdots + j_5 = j} V_{j_1} \cdots V_{j_5} \right) - 5V_0^4V_j,
\]

\[
M_5^* = 20V_0^3V_1V_4^*,
\]

and for \( l = 0, \ldots, 5 \), \( j = 6, \ldots, 25 \),

\[
M_{l,j} = \sum_{j_1 + \cdots + j_{l-1} + k_1 + \cdots + k_l = j} (V_{j_1} \cdots V_{j_{l-1}})(V_{k_1}^* \cdots V_{k_l}^*).
\]

In the above sums, we have adopted the following convention: (1) sums are taken over all indices \( j_m \in \{0, \ldots, 5\} \), \( k_m \in \{4, 5\} \) under the constraint indicated below the sum; (2) in the sum defining \( M_{l,j} \), if \( l = 0 \) there are no \( V_k^* \) terms and if \( l = 5 \) there are no \( V_j \) terms. Moreover, we have \( M_{l,6} = M_{l,7} = 0 \) for \( l \geq 2 \).

Differentiating the above expansion with respect to \( y \), we find

\[
\partial_y ((Q + V)^5 - Q^5 - 5Q^4V) = \sum_{j=2}^{5} M_j' \theta^j + (\log \lambda)(M_5^*)' \theta^5 + \Psi_2 + \Psi_3
\]

where

\[
\Psi_2 = \sum_{j=2}^{5} M_j \partial_y(\theta^j) + (\log \lambda) M_5^* \partial_y(\theta^5)
\]

\[
\Psi_3 = \partial_y \left[ \sum_{l=0}^{5} (\log \lambda)^l \left( \sum_{j=6}^{25} M_{l,j} \theta^j \right) \right].
\]

Therefore, we obtain after rearrangement

\[
\mathcal{E}(W) = - \left( \frac{\lambda}{\lambda} + \beta \right) (\Delta Q + \Psi_\lambda) - \left( \frac{\sigma}{\lambda} - 1 \right) (Q' + \Psi_\sigma) + \Psi_W
\]

\[
+ \sum_{j=2}^{5} (F_j - (\mathcal{L}A_j)' \theta^j + (\log \lambda) (F_5^* - (\mathcal{L}A_5^*)' \theta^5
\]

where the functions \( F_j \) and \( F_5^* \) are defined by

\[
F_j = \sum_{k=1}^{j-1} c_{j-k}A_kV_k + M_j', \quad \text{for } j = 2, 3, 4,
\]

\[
F_5 = \sum_{k=2}^{4} c_{5-k}A_kV_k - c_1V_4^* + M_5',
\]

\[
F_5^* = c_1A_1V_1 + c_1A_4V_4^* + (M_5^*)'.
\]
and where we have merged all the error terms in $\Psi_W = \sum_{k=1}^4 \Psi_k$, including the term

$$\Psi_4 = \beta \Psi_\lambda - \sum_{j=2}^4 \left( \sum_{k=1}^{j-1} c_{j-k} A_k V_k \right) \theta^j + \left( - \sum_{k=2}^4 c_{5-k} A_k V_k + c_1 V_1' \right) \theta^5$$

$$- (\log \lambda) \left( c'_4 A_1 V_1 + c_1 A_4 V_1' \right) \theta^5.$$

Our next objective is to cancel the second line of the identity (2.31) by a suitable choice of functions $A_2, \ldots, A_5, A_6^*$ and constants $c_2, c_3, c_4$. Recall that we have fixed $c_1 = -2$. Note also that there is no error term to cancel at the order $(\log \lambda) \theta^4$, which justifies the simplified form of the function $V_4^*$ in (2.11) (in other words, $A_4^* = 0$).

**Construction of $A_2$.** We claim that there exists a unique even function $A_2 \in \mathcal{Y}$ such that $(\mathcal{L} A_2)' = F_2$. Indeed, observe from the definition of $V_1$ in (2.11) that

$$F_2 = c_1 y V_1' + 10(Q^3 V_2)' = c_1(y A_1' + 10(Q^3 A_1^3)').$$

Observe that $F_2$ belongs to $\mathcal{Y}$, is odd, and thus $y \mapsto \int_{-\infty}^y F_2$ is an even function that also belongs to $\mathcal{Y}$. In particular $(\int_{-\infty}^y F_2, Q') = 0$. Hence, by using (iv) of Lemma 2.1 there exists a unique function $A_2 \in \mathcal{Y}$, even, such that $\mathcal{L} A_2 = \int_{-\infty}^y F_2(y) dy$, which implies that $(\mathcal{L} A_2)' = F_2$.

**General computation.** For $j \in \mathbb{N}$, define

$$\Omega_j = \left( A_{j-1} + y A_1' + 20(Q^3 A_1 P)' , Q \right).$$

Then,

$$\Omega_j = \left( 5 - \frac{j}{2} \right) m_0^2. \tag{2.36}$$

**Proof of (2.36).** Using the definition of $A_{j-1}$ in (1.21), $(P, Q) = m_0^2$ from (2.3), then the cancellation $(y A_1', Q) = 0$ by parity and integration by parts, we rewrite $\Omega_j$ as

$$\Omega_j = \left( \frac{1}{2} y A_1' + \Lambda P + y A_1' + 20(Q^3 A_1 P)' , Q \right)$$

$$\Omega_j = \frac{1}{2} m_0^2 + (\Lambda P, Q) - 20(Q^3 A_1 P, Q'). \tag{2.37}$$

Note that from (1.22) and (2.4), the following identity holds

$$\mathcal{L}(A_1') = (\mathcal{L} A_1)' + 20Q^3 Q' A_1 = \Lambda Q + 20Q^3 Q' A_1.$$

On the one hand, taking the scalar product of this identity with $P$, and integrating by parts, we have

$$(\mathcal{L}(A_1'), P) = - (\Lambda P, Q) + 20(Q^3 A_1 P, Q').$$

On the other hand, by integration by parts, using (2.2) and (2.4), then $(\mathcal{L} P)' = \Lambda Q$ and $(A_1, \Lambda Q) = 0$ by parity, we obtain

$$(\mathcal{L}(A_1'), P) = (A_1', \mathcal{L} P) = - \left( \lim_{-\infty} A_1 \right) \left( \lim_{-\infty} P \right) - (A_1, (\mathcal{L} P)') = -2m_0^2.$$

Thus,

$$(\Lambda P, Q) - 20(Q^3 A_1 P, Q') = 2m_0^2, \tag{2.38}$$

which implies (2.36) once inserted in (2.37).
Choice of $c_2$ and construction of $A_3$. We claim that there exist $c_2 \in \mathbb{R}$ and $A_3 \in \mathcal{Z}_1$ such that $(\mathcal{L} A_3)' = F_3$. Indeed, observe from (2.11) and (2.32) that $F_3 = c_1 c_2 F_{3,1} + c_1 F_{3,2}$ where

$$F_{3,1} = \Lambda_2 P + y A_1' + 20(Q^3 A_1 P)', \\
F_{3,2} = \Lambda_2 A_2 + 20(Q^3 A_1 A_2)' + 10c_1^2(Q^2 A_1^3)' .$$

In particular, $F_3 \in \mathcal{Z}_0$. As in the construction of the profiles $P_k$ in [51 Lemma 2.4], we look for a solution of $(\mathcal{L} A_3)' = F_3$ of the form $A_3 = \tilde{A}_3 - \int_y^{+\infty} F_3$ for some $\tilde{A}_3 \in \mathcal{Y}$. Since $F_3 \in \mathcal{Z}_0$, we have $\int_y^{+\infty} F_3 \in \mathcal{Z}_1$ and this would imply that $A_3 \in \mathcal{Z}_1$. To find $\tilde{A}_3$, by a direct computation, we observe that it should satisfy the following equation

$$(\mathcal{L} \tilde{A}_3)' = F_3 + \left( \mathcal{L} \int_y^{+\infty} F_3 \right)' = S_3' ,$$

(2.39)

where $S_3 = F_3 - 5Q^4 \int_y^{+\infty} F_3$. Since $S_3 \in \mathcal{Y}$, from (iv) of Lemma 2.1, the existence $\tilde{A}_3 \in \mathcal{Y}$ solving $\mathcal{L} \tilde{A}_3 = S_3$ is guaranteed if $(S_3, Q') = 0$. A direct computation using (2.39) and $\mathcal{L}Q' = 0$ yields

$$(S_3, Q') = -(S_3', Q) = -(F_3, Q) - \left( \mathcal{L} \int_y^{+\infty} F_3 \right)' , Q \right) = -(F_3, Q) .$$

Moreover, recalling the definition of $\Omega_k$ in (2.35) $(F_3, Q) = c_1 c_2 \Omega_3 + c_1 (F_{3,2}, Q)$. Since $\Omega_3 \neq 0$ by (2.36), we have

$$(F_3, Q) = 0 \iff c_2 = -\frac{(F_{3,2}, Q) \Omega_3}{\Omega_3}$$

which concludes the proof of the claim.

Choice of $c_3$ and construction of $A_4$. We claim that there exist $c_3 \in \mathbb{R}$ and $A_4 \in \mathcal{Z}_1$ such that $(\mathcal{L} A_4)' = F_4$. Indeed, observe from (2.11) and (2.32) that $F_4 = c_1 c_3 F_{4,1} + F_{4,2}$, where

$$F_{4,1} = \Lambda_3 P + y A_1' + 20(Q^3 A_1 P)', \\
F_{4,2} = c_1 \Lambda_3 A_3 + c_2 (A_2 V_2 + 20(Q^3 V_1 A_3)' + 10(Q^3 V_2)' + 30(Q^2 V_1^3 V_2)' + 5(QV_1^4)' .$$

It is important to observe that $F_4 \in \mathcal{Z}_0$. Indeed, since $A_3 \in \mathcal{Z}_1$, we have $\Lambda_3 A_3 \in \mathcal{Z}_0$ from (2.16). The other terms in the definitions of $F_{4,1}$ and $F_{4,2}$ all clearly belong to $\mathcal{Z}_0$. Moreover, recalling the definition of $\Omega_k$ in (2.35), we have $(F_4, Q) = c_1 c_3 \Omega_4 + (F_{4,2}, Q)$. Since $\Omega_4 \neq 0$ by (2.36), we have

$$(F_4, Q) = 0 \iff c_3 = -\frac{(F_{4,2}, Q) \Omega_4}{c_1 \Omega_4}.$$ 

Hence, we conclude the proof of the claim arguing as for the construction of $A_3$.

Construction of $A_5^*$. We claim that for any $c_4^* \in \mathbb{R}$, there exists $A_5^* \in \mathcal{Z}_1$ such that $(\mathcal{L} A_5^*)' = F_5^*$. Indeed, from (2.11) and (2.33) that

$$F_5^* = c_1 c_4^* (\Lambda_4 P + y A_1' + 20(Q^3 A_1 P)').$$

In particular, using (2.35) and (2.36), we have $(F_5^*, Q) = c_1 c_4^* \Omega_5 = 0$. Since $F_5^* \in \mathcal{Z}_0$, the claim is proved as before.

Choice of $c_4^*$ and construction of $A_5$. Since $\Omega_5 = 0$, the introduction of terms with $\log \lambda$ in the definition of $W$ is needed to solve the equation of $A_5$. We claim that there exist $c_4^* \in \mathbb{R}$
and $A_5 \in \mathcal{Z}_2$ such that $(\mathcal{L}A_5)' = F_5$. From (2.11) and (2.38), we compute $F_5 = c_1c_4^2P + F_{5,2}$ where

$$F_{5,2} = c_3\Lambda_2V + c_2\Lambda_3V + c_1\Lambda_4V$$

$$+ (20Q^3V_1A_4 + 20Q^3V_2V_3 + 30Q^2V_1V_2^2 + 30Q^2V_1V_2^2 + 20QV_1^3V_2 + V_1^5)' .$$

We check that $F_5 \in \mathcal{Z}_1$ from (2.16). Moreover, using $(P, Q) = m_0^2$, we have

$$(F_5, Q) = c_1c_4^2(P, Q) + (F_{5,2}, Q) = c_1c_4^2m_0^2 + (F_{5,2}, Q)$$

and so

$$(F_5, Q) = 0 \iff c_4^2 = -\frac{(F_{5,2}, Q)}{c_1m_0^2} .$$

2.4. Estimates for the components of the blow-up profile.

**Lemma 2.5.** Assume (2.8). The following estimates hold for all $s \in I$ and all $y \in \mathbb{R}$.

(i) For $j \geq 1$, $q \geq 1$,

$$0 \leq \theta^j \leq \lambda^{\frac{j}{2}} \mathbf{1}_{[-28, 28]}(\lambda y) ,$$

$$0 \leq \lambda^{\frac{j}{2}} - \theta^j \leq \lambda^{\frac{j}{2}} \mathbf{1}_{[0, \infty)}(\lambda |y|) ,$$

$$|\partial_y^q \theta| \lesssim \delta^{-q} \lambda^{q + \frac{j}{2}} \mathbf{1}_{[-28, 28]}(\lambda |y|) .$$

(ii) For $j = 1, \ldots, 5$, $k = 4, 5$, $p \geq 0$, $q \geq 0$,

$$|(\partial_y^p V_j)\partial_y^q (\theta^j)| \lesssim \begin{cases} \lambda^{\frac{j}{2}} \omega & \text{if } q = 0 \text{ and } p > \frac{j}{2} - 1, \\ \delta^{-p-q+q+\frac{j}{2}} \mathbf{1}_{[-28, 28]}(\lambda y) & \text{otherwise}; \end{cases}$$

$$|(\partial_y^p A_j V_j)\partial_y^q (\theta^j)| \lesssim \begin{cases} \lambda^{\frac{j}{2}} \omega & \text{if } q = 0 \text{ and } p > \frac{j}{2} - 1, \\ \delta^{-p-q+q+\frac{j}{2}} \mathbf{1}_{[-28, 28]}(\lambda y) & \text{otherwise}; \end{cases}$$

$$|(\partial_y^p V_k^*)\partial_y^q (\theta^k)| + |(\partial_y^p A_k V_k^*)\partial_y^q (\theta^k)| \lesssim \begin{cases} \lambda^{\frac{k}{2}} \omega & \text{if } q = 0 \text{ and } p > \frac{k}{2} - 3, \\ \delta^{-p-q+q+\frac{k}{2}} \mathbf{1}_{[-28, 28]}(\lambda y) & \text{otherwise}. \end{cases}$$

(iii) For $p \geq 0$,

$$|\partial_y^p V(s, y)| + |\partial_y^p \Lambda V(s, y)| \lesssim \lambda^{\frac{1}{2}} \omega + \delta^{-p} \lambda^{p + \frac{1}{2}} \mathbf{1}_{[-28, 28]}(\lambda y) .$$

Note that (i) of Proposition 2.4 is a direct consequence of (2.46). We also prove (iii) of Proposition 2.4. Using $W = Q + V$, we compute $\int W^2 = \int Q^2 + 2 \int QV + \int V^2$. From (2.46) and (2.8), we have $|\int QV| \lesssim \lambda^\frac{1}{2} \lesssim \delta^2$ and $\int V^2 \lesssim \delta$, which proves (2.25).

**Proof of Lemma 2.5.** Using (2.6) and $|\sigma| \leq \frac{\delta}{4}$, we have

$$\text{if } |y| > \frac{2\delta}{\lambda} \text{ then } \Theta(\lambda y + \sigma) = 0 ,$$

$$\text{if } |y| < \frac{\delta}{4} \text{ then } \Theta(\lambda y + \sigma) = 1 \text{ and } \Theta^{(p)}(\lambda y + \sigma) = 0 \text{ for any } p \geq 1 .$$

The estimates (i) follow then from direct computations.

Let $j = 1, \ldots, 5$, $0 \leq p \leq \frac{j-1}{2}$ and $q \geq 0$. From (2.10), (2.40), (2.42),

$$|(\partial_y^p V_j)\partial_y^q (\theta^j)| \lesssim \left(1 + |y|^\frac{j-1}{j-p}\right) \delta^{-q} \lambda^{q + \frac{j}{2}} \mathbf{1}_{[-28, 28]}(\lambda y) \lesssim \delta^{-p-q+\frac{j-1}{j-p}} \lambda^{p+q+\frac{j}{2}} \mathbf{1}_{[-28, 28]}(\lambda y) .$$
Let \( j = 1, \ldots, 5, p > \frac{j-1}{2} \) and \( q \geq 1 \). From (2.16) and (2.42)
\[ |(\partial_y^p V_j)\partial_y^q(\theta^j)| \lesssim \omega(y)\delta^{-q}\lambda^{q+\frac{j}{2}}1_{[-8\delta,8\delta]}(\lambda|y|) \lesssim e^{-\frac{\delta}{\sqrt{\lambda}}}\delta^{-q}\lambda^{q+\frac{j}{2}}1_{[-8\delta,8\delta]}(\lambda|y|). \]
Since \( \delta^{\frac{3}{2}} > 1 \) and \( p - \frac{j-1}{2} > 0 \), we estimate \( e^{-\frac{\delta}{\sqrt{\lambda}}} \lesssim \delta^{-p+\frac{j-1}{2}}\lambda^{p-\frac{j-1}{2}} \) and thus in this case, we also obtain
\[ |(\partial_y^p V_j)\partial_y^q(\theta^j)| \lesssim \delta^{-p+\frac{j-1}{2}}\lambda^{p-\frac{j-1}{2}}1_{[-8\delta,8\delta]}(\lambda|y|). \]
Let \( j = 1, \ldots, 5 \) and \( p > \frac{j-1}{2} \). It follows from (2.16) and (2.40) that \( |(\partial_y^p V_j)\theta^j| \lesssim \lambda^{j} \omega \). Thus, (2.43) is proved. Estimates (2.44) and (2.45) are proved similarly.

Last, for any \( p \geq 0 \), the estimate (2.46) is a consequence of the general Leibniz rule
\[ \partial_y^p V = \sum_{j=1}^{5} \sum_{q=0}^{p} \binom{p}{q} (\partial_y^q V_j)\partial_y^{p-q}(\theta^j) + (\log \lambda) \sum_{k=4}^{5} \sum_{q=0}^{p} \binom{p}{q} (\partial_y^q V_k^*)\partial_y^{p-q}(\theta^k) \]
and of the previous estimates. \( \square \)

2.5. Estimates for the error terms. Now, we estimate the error terms \( \Psi_{\lambda}, \Psi_{\sigma} \) and \( \Psi_{W} \).

Estimate for \( \Psi_{\lambda} \). Estimate (2.21) for any \( k \geq 0 \) and for \( y < 0 \) is a consequence of the definition of \( \Psi_{\lambda} \) in (2.29) and (2.44), (2.45). For \( y \geq 0 \), we use the decay properties from (2.16). Moreover, the same estimates show that
\[ |(\Psi_{\lambda} - (\Lambda_1 V_1)\theta, Q)| \lesssim \lambda. \]
We observe that the function \( \Lambda_1 V_1 = c_1 y A'_1 \), is odd. Thus, \( (\Lambda_1 V_1, Q) = 0 \) and it follows from (2.41) that
\[ |((\Lambda_1 V_1)\theta, Q)| = \left| (\Lambda_1 V_1(\theta - \lambda^{\frac{j}{2}}), Q) \right| \lesssim \lambda^{\frac{j}{2}}e^{-\frac{\delta}{\sqrt{\lambda}}} \]
which yields (2.24).

Estimate for \( \Psi_{\sigma} \). It follows from the definition of \( \Psi_{\sigma} \) in (2.30) and (2.16), (2.48), (2.45) that (2.22) holds for any \( k \geq 0 \).

Estimate for \( \Psi_{W} \). First, we claim that, for any \( k \geq 0 \),
\[ |\partial_y^k \Psi_1| + |\partial_y^k \Psi_2| \lesssim_{\delta} \lambda^{\frac{j}{2}+k}1_{[-8\delta,8\delta]}(\lambda|y|). \]
We decompose \( \Psi_1 = \Psi_{1,1} + \Psi_{1,2} + \Psi_{1,3} + \Psi_{1,4} \) according to the four terms in (2.28). Using the expression of \( Q_1 \), (2.16) and (2.42), we have for any \( k \geq 0 \),
\[ |\partial_y^k \Psi_{1,1}| + |\partial_y^k \Psi_{1,2}| \lesssim_{\delta} \omega(y)\lambda^{\frac{j}{2}}1_{[-8\delta,8\delta]}(\lambda|y|) \lesssim_{\delta} e^{-\frac{\delta}{\sqrt{\lambda}}}\lambda^{\frac{j}{2}}1_{[-8\delta,8\delta]}(\lambda|y|). \]
For all the terms in \( \partial_y^k \Psi_{1,3} \), we use (2.43) with \( p + q = 3 + k \) and \( q \geq 1 \), which proves that \( |\partial_y^k \Psi_{1,3}| \lesssim_{\delta} \lambda^{\frac{j}{2}+k}1_{[-8\delta,8\delta]}(\lambda|y|) \). Using (2.45), we have \( |\partial_y^k \Psi_{1,4}| \lesssim_{\delta} |\log \lambda| \lambda^{\frac{j}{2}+k}1_{[-8\delta,8\delta]}(\lambda|y|) \). These estimates justify (2.49) for the term \( \Psi_1 \).

We decompose \( \Psi_2 = \Psi_{2,1} + \Psi_{2,2} \), where
\[ \Psi_{2,1} = \sum_{j=2}^{4} M_j \partial_y(\theta^j) + \tilde{M}_5 \partial_y(\theta^5) + (\log \lambda)M_5^* \partial_y(\theta^5), \quad \Psi_{2,2} = V_1^5 \partial_y(\theta^5) \]
and \( \tilde{M}_5 = M_5 - V_1^5 \). We observe that for \( j = 2, \ldots, 4, k \geq 0 \), \( |\partial_y^k M_j| + |\partial_y^k \tilde{M}_5| + |\partial_y^k M_5^*| \lesssim \omega \).
In particular, using (2.42), we have \( |\partial_y^k \Psi_{2,1}| \lesssim_{\delta} e^{-\frac{\delta}{\sqrt{\lambda}}}\lambda^{\frac{j}{2}}1_{[-8\delta,8\delta]}(\lambda|y|) \). Moreover, using (2.42) and \( |\partial_y^k \Psi_1| \lesssim 1 \), we have \( |\partial_y^k \Psi_{2,2}| \lesssim_{\delta} \lambda^{\frac{j}{2}+k}1_{[-8\delta,8\delta]}(\lambda|y|) \). This proves (2.49) for \( \Psi_2 \).
Second, we prove that, for all \( k \geq 0 \),
\[
|\partial^k_y \Psi_3| \lesssim_{\delta} |\log \lambda| \lambda^3 \omega + \lambda^{\frac{5}{2} + k} 1_{[-28,24]}(\lambda y).  \tag{2.50}
\]
We claim that, for any \( p \geq 0 \),
\[
|\partial^p_y M_{l,j}| \lesssim \begin{cases} \omega & \text{if } p + l > \frac{1}{2} - \frac{5}{2}, \\ 1 + |y|^{\frac{1}{2} - \frac{5}{2} - p - l} & \text{otherwise.} \end{cases}
\]
Indeed, after applying the Leibniz rule, any term of the sum expressing \( \partial^p_y M_{l,j} \) is the product of five functions \( \partial^{p_{m}} y V_{j_{m}} \) or \( \partial^{p_{m}} y V_{k_{m}} \); moreover if \( p + l > \frac{1}{2} - \frac{5}{2} \) then there exists at least one \( j_{m} \in \{1, \ldots, 5 - \ell\} \) such that \( p_{m} \geq \frac{1}{2} - \frac{1}{2} \) and so \( \partial^{p_{m}} y V_{j_{m}} \in \mathcal{Y} \) by (2.17), or one \( k_{m} \in \{1, \ldots, \ell\} \) such that \( p_{m} + 1 \geq \frac{1}{2} - \frac{1}{2} \) and so \( \partial^{p_{m}} y V_{k_{m}} \in \mathcal{Y} \) by (2.17).

Therefore, recalling that \( M_{l,6} = M_{l,7} = 0 \) for \( l \geq 2 \) in the sum defining \( \Psi_3 \), the estimate (2.50) is proved as (ii)-(iii) of Lemma 2.5.

Last, we claim, for all \( k \geq 0 \),
\[
|\partial^k_y \Psi_4| \lesssim \delta \lambda^{3+k} |\log \lambda| |y| 1_{[-28,0]}(\lambda y) + \lambda^3 |\log \lambda| \omega  \tag{2.51}
\]
We compute from (2.14), (2.29),
\[
\Psi_4 = \sum_{j=6}^{8} \left( \sum_{k=j-3}^{5} c_{j-k} \Lambda_k V_k \right) \theta^j - \sum_{j=6}^{8} \left( \sum_{k=\max(4,j-3)}^{5} c_{j-k} V_k^* \right) \theta^j
\]
\[
+ (\log \lambda) \sum_{j=6}^{8} \left( \sum_{k=\max(4,j-3)}^{5} c_{j-k} \Lambda_k V_k^* \right) \theta^j - (\log \lambda) c_4^* \sum_{j=8}^{9} V_{j-4} \theta^j
\]
\[
+ (\log \lambda) c_4^* \sum_{j=6}^{9} (\Lambda_{j-4} V_{j-4}) \theta^j + (\log \lambda)^2 c_4^* \sum_{j=8}^{9} (\Lambda_{j-4} V_{j-4}^*) \theta^j.
\]
By (2.16), all the functions involved in the above expression of \( \Psi_4 \) belong to \( \mathcal{Z}_1 \). Moreover, the minimal power of \( \theta \) is \( \theta^6 \) with \( \log \lambda \), and \( \theta^8 \) with higher powers of \( \log \lambda \). Thus, estimate (2.51) follows from (2.40) and (2.42).

2.6. Variation of the energy. By direct computation
\[
\lambda^2 \frac{d}{ds} \left[ \frac{E(W)}{\lambda^2} \right] = - \int \partial_s W \left( \partial^2_y W + W^5 \right) - 2 \frac{\lambda_s}{\lambda} E(W)
\]
and thus, using (2.18)-(2.21) and integrating by parts,
\[
\lambda^2 \frac{d}{ds} \left[ \frac{E(W)}{\lambda^2} \right] = - \frac{\lambda_s}{\lambda} \int \Delta W \left( \partial^2_y W + W^5 \right) - 2 \frac{\lambda_s}{\lambda} E(W)
\]
\[
+ \left( \frac{\sigma_s}{\lambda} - 1 \right) \int (Q + \Psi_\sigma) \left( \partial_y^2 W + W^5 \right)
\]
\[
+ \int \left( \frac{\lambda_s}{\lambda} + \beta \right) (\Lambda Q + \Psi_\lambda) \left( \partial_y^2 W + W^5 \right)
\]
\[
= e_1 + e_2 + e_3 + e_4.
\]
First, integrating by parts, \(- \int AW (\partial_y^2 W + W^5) = 2E(W)\) and thus \(e_1 = 0\).

**Estimate for \(e_2\).** It follows from (1.3), (2.46), (2.22) and \(\int QQ' = 0\) that

\[
|e_2| \leq \left| \frac{\sigma s}{\lambda} - 1 \right| \left( \int (|Q'| + |\Psi\sigma|) \left( |\partial_y^2 V| + |(Q + V)^5 - Q^5| \right) + \int |\Psi\sigma|Q \right) \lesssim_\delta \lambda^\frac{1}{2} \left| \frac{\sigma s}{\lambda} - 1 \right|.
\]

**Estimate for \(e_3\).** The function \(\beta\) depending on \(y\), we rewrite \(e_3\) using \(\tilde{\beta}\) (see (2.15)) as

\[
e_3 = \left( \frac{\lambda_s}{\lambda} + \bar{\beta} \right) \int (\Lambda Q + \Psi\lambda) \left( \partial_y^2 W + W^5 \right) + \int \left( \beta - \bar{\beta} \right) (\Lambda Q + \Psi\lambda) \left( \partial_y^2 W + W^5 \right)
\]

\[:= e_{3,1} + e_{3,2}.
\]

On the one hand, we deduce from (1.3), (2.46), (2.22) and \(\int (\Lambda Q)Q = 0\) that

\[
|e_{3,1}| \lesssim \left| \frac{\lambda_s}{\lambda} + \bar{\beta} \right| \left( \int (|\Lambda Q| + |\Psi\lambda|) \left( |\partial_y^2 V| + |(Q + V)^5 - Q^5| \right) + \int |\Psi\lambda|Q \right) \lesssim_\delta \lambda^\frac{1}{2} \left| \frac{\lambda_s}{\lambda} + \bar{\beta} \right|.
\]

On the other hand, by using (2.14)-(2.15)

\[
e_{3,2} = \int \left( \sum_{j=1}^{4} c_j \left( \theta_j^4 - \lambda^2 \right) + c_k^* (\log \lambda) (\theta_k^4 - \lambda^2) \right) (\Lambda Q + \Psi\lambda) \left( \partial_y^2 W + W^5 \right),
\]

and so it follows from (2.41), (2.19) and (2.21) that

\[
|e_{3,2}| \lesssim_\delta \lambda^\frac{1}{2} \int (\omega + \lambda \mathbf{1}_{[-\delta,\delta]}(\lambda y)) \left( \omega + \lambda^\frac{5}{2} \mathbf{1}_{[-\delta,\delta]}(\lambda y) \right) \lesssim_\delta \lambda^3.
\]

Hence

\[
|e_3| \lesssim_\delta \lambda^\frac{1}{2} \left| \frac{\lambda_s}{\lambda} + \bar{\beta} \right| + \lambda^3.
\]

**Estimate for \(e_4\).** It follows from (2.19) and (2.23) that

\[
|e_4| \lesssim_\delta \int \left( \lambda^3 |\log \lambda| \left( |y| \mathbf{1}_{[-\delta,\delta]}(\lambda y) \right) + \omega + \lambda^\frac{5}{2} \mathbf{1}_{[\delta,\infty]}(\lambda y) \right) \left( \omega + \lambda^\frac{5}{2} \mathbf{1}_{[-\delta,\delta]}(\lambda y) \right)
\]

\[\lesssim_\delta \lambda^3 |\log \lambda|.
\]

We complete the proof of (2.26) gathering these estimates.

The proof of Proposition 2.4 is complete. From now on, when we consider a blow-up profile \(W\) such as in (2.12)-(2.13), we take \(c_1 = -2\), the constants \(c_2, c_3, c_k^* \in \mathbb{R}\) and the functions \(A_2, A_3, A_4, A_5, A_5^*\) defined in Proposition 2.3.

### 2.7. Formal blow-up law.

Proposition 2.4(ii) suggests to look for a blow-up profile \(W\) with parameters \((\lambda, \sigma)\) satisfying formally

\[
\frac{\lambda_s}{\lambda} + \bar{\beta} = 0, \quad \frac{\sigma s}{\lambda} - 1 = 0.
\]

The replacement of \(\beta(s, y)\) by \(\tilde{\beta}(s)\) in the equation of \(\lambda\) is justified by (2.41). In view of the expression of \(\tilde{\beta}\) in (2.15) (recall \(c_1 = -2\)), we introduce

\[
G(\lambda) = \int_{\lambda}^{\lambda_0} \frac{d\eta}{\eta^{\frac{3}{2}} (2 - c_2 \eta^{\frac{3}{2}} - c_3 \eta - c_k^* \eta^{\frac{5}{2}} \log \eta)}.
\]

(2.52)
This function is well-defined for any $0 < \lambda \leq \lambda_0$, where $\lambda_0 > 0$ is small enough. Rewriting the equation for $\lambda$ as $\lambda_0 G'(\lambda) = -1$, yields by integration $G(\lambda(s)) = G(\lambda(0)) - s = -s$. We have $G(\lambda) = \lambda^{-\frac{2}{3}} - \frac{4}{3} \log \lambda + O(1)$ as $\lambda \downarrow 0$. Moreover, the function $G$ is decreasing and one-to-one from $(0, \lambda_0]$ to $[0, \infty)$. Thus, $\lambda(s) = G^{-1}(-s) \sim s^{-2}$. Next, we integrate $\sigma(s) = \lambda$ choosing $\sigma(0) = \int_{-\infty}^{0} \lambda$. Thus, for any $s < -1$, we obtain the estimates

$$\left| \lambda(s) - \frac{1}{s^2} \right| \lesssim \frac{\log |s|}{|s|^3}, \quad \left| \sigma(s) - \frac{1}{s} \right| \lesssim \frac{\log |s|}{s^2}. $$

3. Modulation close to the blow-up profile

3.1. Refined blow-up profile. In [30], a refined approximate blow-up profile around $Q$, involving a small parameter $b$ and denoted by $Q_b$, allows to obtain an additional decisive orthogonality condition on the residual term. We proceed similarly for the blow-up profile $W$. For a $C^1$ real-valued function $b : \mathcal{I} \to \mathbb{R}$ such that

$$|b| < \delta^2, \quad \text{(3.1)}$$

we define the function $W_b(s, y) = W_b(y; \lambda(s), \sigma(s), b(s))$ by

$$W_b(s, y) = W(s, y) + b(s)P_b(s, y) \quad \text{(3.2)}$$

where

$$P_b(s, y) = \chi_b(y)P(y), \quad \chi_b(s, y) = \chi(|b(s)|^\gamma y), \quad \gamma = \frac{3}{4}, \quad \text{(3.3)}$$

and the function $\chi$ is defined in (1.18). The next lemma provides estimates for the refined profile $W_b$. Let

$$\Psi_b = \partial_y (b \partial_y^2 P_b - bP_b + W_b^5 - W^5) + b\Lambda Q + b\beta \Lambda P_b. \quad \text{(3.4)}$$

**Lemma 3.1.** Assume (2.8) and (3.1). For all $s \in \mathcal{I}$.

(i) Pointwise estimates for $W_b$. For any $p \geq 1$, for any $y \in \mathbb{R},$

$$|W_b| + |\Lambda W_b| \lesssim \omega + \lambda^{\frac{1}{2}} \mathbf{1}_{[-2, 28]}(\lambda y) + |b| \mathbf{1}_{[-2, 0]}(|b|^\gamma y), \quad \text{(3.5)}$$

$$|\partial_y^p W_b| + |\partial_y^p \Lambda W_b| \lesssim \omega + \delta^{-p} \lambda^{p + \frac{1}{2}} \mathbf{1}_{[-2, 28]}(\lambda y) + |b|^{1+\gamma p} \mathbf{1}_{[-2, -1]}(|b|^\gamma y). \quad \text{(3.6)}$$

(ii) Error term in the equation of $W_b$. For $p = 0, 1$, for all $y \in \mathbb{R},$

$$|\partial_y^p \Psi_b| \lesssim \delta (b^2 + |b|^{\frac{1}{2}})\omega + |b|^{\frac{1}{2}} \mathbf{1}_{[-2, 0]}(|b|^\gamma y) + |b|^{1+\gamma(1+p)} \mathbf{1}_{[-2, -1]}(|b|^\gamma y). \quad \text{(3.7)}$$

Moreover,

$$\left| (\Psi_b, Q) - 2c_1 m_0^2 b \lambda^{\frac{1}{2}} \right| \lesssim b^2 + |b| \lambda. \quad \text{(3.8)}$$

(iii) Mass and Energy of $W_b$.

$$\left| \int W^2_b - \int W^2 \right| \lesssim \delta |b| + |b|^{1+\gamma} \lambda^{\frac{1}{2}}, \quad \text{(3.9)}$$

$$|E(W_b) - E(W)| \lesssim \delta |b| + |b|^{1+\gamma} \lambda^{\frac{1}{2}}. \quad \text{(3.10)}$$

**Proof.** (i) The estimates (3.5)-(3.6) follow directly from the estimates (2.19) for $W$ and the definitions of $\chi$, $W_b$ and $P_b$ in (1.18), (3.2) and (3.3).


(ii) Expanding $W_b = W + bP_b$ and using $(LP)' = \Lambda Q$ in the definition of $\Psi_b$, we find $\Psi_b = (1 - \chi_b)\Lambda Q + b\beta P_b$

\begin{equation}
3b(\partial_y \chi_b) P'' + 3b(\partial_y^2 \chi_b) P' + b(\partial_y \chi_b) P - b(\partial_y \chi_b) P + 5b(\partial_y \chi_b) Q^4 P + b(\partial_y^4)(5W^4 - Q^4) P_b + 10bW^3 P^3_b + 10b^2W^2 P^5_b + 5b^3 W P^7_b + b^4 P^9_b).
\end{equation}

We estimate separately each term on the right-hand side of (3.11). First, from the properties of $\chi_b$ and $\Lambda Q \in \mathcal{Y}$, for $p = 0, 1,$

\[ |b\partial_y^p \left( (1 - \chi_b)\Lambda Q \right) | \lesssim |b| e^{-\frac{1}{2}|b|} 1_{(-\infty,-1]}(|b|^{-\gamma} y) \lesssim |b| e^{-\frac{1}{2}|b|^{-\gamma} \omega}. \]

Next, we compute $\Lambda P_b = (\Lambda P) \chi_b + y(\partial_y \chi_b) P,$

\[ |\Lambda P_b| \lesssim \omega + 1_{[-2,0]}(|b|^{-\gamma} y) \quad \text{and} \quad |\partial_y \Lambda P_b| \lesssim \omega + |b|^{-\gamma} 1_{[-2,-1]}(|b|^{-\gamma} y). \]

Thus, it follows from (2.14) and (2.40) that

\[ |b\beta \Lambda P_b| \lesssim |b| \lambda^\frac{1}{2} \omega + |b| \lambda^\frac{1}{2} 1_{[-2,0]}(|b|^{-\gamma} y), \]

\[ |b\beta \partial_y (\Lambda P_b)| \lesssim |b| \lambda^\frac{1}{2} \omega + |b|^{1+\gamma} \lambda^\frac{1}{2} 1_{[-2,-1]}(|b|^{-\gamma} y). \]

Next, we deduce from (3.3) and $P \in \mathcal{Z}_0$ that, for $p = 0, 1,$

\[ |b\partial_y^p \left( (\partial_y \chi_b) P'' \right) | + |b\partial_y^p \left( (\partial_y^2 \chi_b) P' \right) | + |b\partial_y^p \left( (\partial_y \chi_b) Q^4 P \right) | \lesssim e^{-\frac{1}{4}|b|^{-\gamma} \omega}, \]

\[ |b\partial_y^p \left( (\partial_y^3 \chi_b) P \right) | + |b\partial_y^p \left( (\partial_y \chi_b) P \right) | \lesssim |b|^{1+\gamma} 1_{[-2,-1]}(|b|^{-\gamma} y). \]

Recall from (2.13), $W^4 - Q^4 = 4Q^3 V + 6Q^2 V^2 + 4QV^3 + V^4$. By (2.46), for $p = 0, 1, 2,$

\[ |\partial_y^p (Q^3 V)| + |\partial_y^p (Q^2 V^2)| + |\partial_y^p (QV^3)| \lesssim \lambda^\frac{1}{2} \omega, \]

\[ |\partial_y^p (V^4)| \lesssim \lambda^2 \omega + \delta^{-p} \lambda^p + 2. \]

Thus, for $p = 0, 1,$

\[ |b\partial_y^{1+p} \left( (W^4 - Q^4) P_b \right) | \lesssim |b| \lambda^\frac{1}{2} \omega + |b|^{1+\gamma} \lambda^\frac{1}{2} \left( \lambda^{p+1} + |b|^{p+1} \right) 1_{[-2,-1]}(|b|^{-\gamma} y). \]

Last, by using (2.19) and (3.3), we have, for $p = 0, 1,$

\[ |b^2 \partial_y^{1+p} \left( W^3 P^2_b \right) | \lesssim |b|^2 \omega + |b|^2 \lambda^\frac{1}{2} \left( \lambda^{p+1} + |b|^{p+1} \right) 1_{[-2,-1]}(|b|^{-\gamma} y), \]

\[ |b^3 \partial_y^{1+p} \left( W^2 P^3_b \right) | \lesssim |b|^3 \omega + |b|^{3+\gamma} \lambda^\frac{1}{2} \left( \lambda^{p+1} + |b|^{p+1} \right) 1_{[-2,-1]}(|b|^{-\gamma} y), \]

\[ |b^4 \partial_y^{1+p} \left( W P^4_b \right) | \lesssim |b|^4 \omega + |b|^4 \lambda^\frac{1}{2} \left( \lambda^{p+1} + |b|^{p+1} \right) 1_{[-2,-1]}(|b|^{-\gamma} y), \]

\[ |b^5 \partial_y^{1+p} \left( P^5_b \right) | \lesssim |b|^5 \omega + |b|^5 \lambda^\frac{1}{2} \left( \lambda^{p+1} + |b|^{p+1} \right) 1_{[-2,-1]}(|b|^{-\gamma} y). \]

We deduce (3.7) by gathering these estimates.

Proof of (3.8). Taking the scalar product of the expression of $\Psi_b$ in (3.11) with $Q$ and using the same estimates as before, we observe that the two terms $b\beta \Lambda P_b$ and $20b\partial_y(Q^3 V \theta P)$ give contributions of size $b\lambda^\frac{1}{2}$ while all the other terms give contributions of size at most $b^2 + |b| \lambda.$ First, we observe

\[ \left| \left( \beta \Lambda P_b - c_1 \lambda^\frac{1}{2} \Lambda Q, Q \right) \right| \lesssim \left| (\beta (P_b - \Lambda Q), Q) \right| + \left| (\beta - \bar{\beta} ) (P, \Lambda Q) \right| + |\bar{\beta} - c_1 \lambda^\frac{1}{2} (P, \Lambda Q) | \lesssim \lambda^\frac{1}{2} e^{-\frac{1}{2}|b|^{-\gamma} \omega} + \lambda^\frac{1}{2} e^{-\frac{1}{2} \delta \omega} + \lambda \lesssim \lambda^\frac{1}{2} b^2 + \lambda. \]
Second, we compute from (2.11) and (2.41) that
\[ \left| (\partial_y (Q^3 V_1 \theta P), Q) + c_1 \lambda^{\frac{1}{2}} (Q^3 A_1 P, Q') \right| \lesssim \lambda^{\frac{1}{2}} e^{-\frac{\Lambda}{4}} \lesssim \delta \lambda. \]
Thus, (3.8) follows from the identity (2.38).

(iii) Expanding \( W_b = W + bP_b \), we obtain
\[ \int W_b^2 = \int W^2 + 2b \int WP_b + b^2 \int P_b^2. \]

Observe from (2.19) and (3.3) that
\[ \left| b \int WP_b \right| \lesssim |b| + |b|^{1-\gamma} \lambda^{\frac{2}{3}}, \quad b^2 \int P_b^2 \lesssim |b|^{2-\gamma}. \]
Hence, (3.9) is proved. Expanding \( W_b = W + bP_b \) in the definition of the energy, we obtain
\[ E(W_b) = E(W) + b \int (\partial_y W)(\partial_y P_b) + \frac{1}{2} b^2 \int (\partial_y P_b)^2 - \frac{1}{6} \int ((W + bP_b)^6 - W^6). \]
Observe from (2.19) and (3.3) that
\[ \left| b \int (\partial_y W)(\partial_y P_b) \right| \lesssim |b|, \quad b^2 \int (\partial_y P_b)^2 \lesssim b^2, \quad \left| \int ((W + bP_b)^6 - W^6) \right| \lesssim |b| + |b|^{1-\gamma} \lambda^{\frac{2}{3}}. \]
Hence, (3.10) is proved. □

3.2. Modulation close to the blow-up profile. Let
\[ \mathcal{I} = [s, s_0] \text{ where } S < s_0 < 0 \text{ and } |s_0| \gg 1. \]
We look for \((w(s, y), \lambda(s), \sigma(s))\) solution of the rescaled equation (1.14) on \( \mathcal{I} \) such that \( w \) has the form
\[ w(s, y) = W_b(s, y) + \varepsilon(s, y), \]
where the parameters \( \lambda, \sigma, b \) satisfy (2.8), (3.11) and the function \( \varepsilon \) satisfies
\[ \| \varepsilon(s) \|_{H^1} \leq \delta^{\frac{1}{2}}. \] (3.14)
and the orthogonality relations
\[ (\varepsilon(s), \Lambda Q) = (\varepsilon(s), y \Lambda Q) = (\varepsilon(s), Q) = 0. \] (3.15)
Moreover, we assume that
\[ w(S) \equiv W(S) \iff b(S) = 0, \varepsilon(S) \equiv 0. \] (3.16)
In this context, the existence and uniqueness of \( C^1 \) functions \( \lambda, \sigma, b \) ensuring the orthogonality relations (3.15) follow from standard arguments based on the implicit function theorem. In the case where the blow-up profile is \( Q \), this is justified in [30] Lemma 2.5 and the references therein. The same proof applies to the refined ansatz \( W \). The orthogonality relations (3.15) are taken from [27] (as in the series of papers [5, 6, 29, 30, 31, 32, 34, 37]) in order to ensure the positivity of a quadratic form related to a virial argument (see Lemma 5.2).

We derive the equation of \( \varepsilon \). First, we check from (1.14) that
\[ \partial_s \varepsilon + \partial_y \left[ \partial_y^2 \varepsilon - \varepsilon + ((W_b + \varepsilon)^5 - W_b^5) \right] - \lambda \varepsilon \Lambda \varepsilon - \left( \frac{\sigma}{\lambda} - 1 \right) \partial_y \varepsilon + \mathcal{E}_b(W) = 0. \] (3.17)
where (see (2.18) and (3.4) for the definitions of $E(W)$ and $\Psi_b$)

$$E_b(W) = E(W) - b\Delta Q - \left(\frac{\lambda s}{\lambda} + \beta + \frac{\sigma_s}{\lambda} - 1\right) (b\partial_y P_b) + \partial_s(bP_b) + \Psi_b.$$ 

Next, using (2.20), we rewrite

$$E_b(W) = -\vec{m} \cdot \vec{M} Q + \Psi_M + \Psi_W + \Psi_b,$$ 

(3.18)

where

$$\vec{m} = \left(\frac{\lambda s}{\lambda} + \beta + b\right), \quad \vec{M} = \left(\Lambda \partial_y\right),$$ 

(3.19)

and

$$\Psi_M = - \left(\frac{\lambda s}{\lambda} + \beta + b\right) (\Psi_{\lambda} + b\Lambda P_b) - \left(\frac{\sigma_s}{\lambda} - 1\right) (\Psi_{\sigma} + b\partial_y P_b) + \Psi_{\sigma} + \Psi_{b},$$ 

(3.20)

**Lemma 3.2** (Modulation estimates). For any $\varepsilon \in \mathcal{I}$,

$$|\vec{m}| := \left|\frac{\lambda s}{\lambda} + \beta + b\right| + \left|\frac{\sigma_s}{\lambda} - 1\right| \lesssim \delta \|\varepsilon\|_{L^2_{\text{sol}}} + \lambda^3 |\log \lambda| + |b| \lambda^{\frac{1}{2}} + b^2,$$ 

(3.21)

$$|b_1 + 2c_1 b \lambda^{\frac{1}{2}}| \lesssim \delta \|\varepsilon\|_{L^2_{\text{soj}}} + \|\varepsilon\|_{L^2_{\text{sol}}} (\lambda^{\frac{3}{2}} + |b|) + \lambda^3 |\log \lambda| + |b| \lambda + b^2.$$ 

(3.22)

**Proof.** By using the definition of $\mathcal{L}$ in (1.22), we rewrite the equation of $\varepsilon$

$$\partial_s \varepsilon + \partial_y \mathcal{L} \varepsilon = -\vec{m} \cdot \vec{M} (Q + \varepsilon) + (\beta + b) \Lambda \varepsilon + \partial_y \mathcal{R}_1 + \partial_y \mathcal{R}_2 + \Psi_M + \Psi_W + \Psi_b = 0$$ 

(3.23)

where

$$\mathcal{R}_1 = (W_b + \varepsilon)^5 - W_b^5 - 5W_b^4 \varepsilon, \quad \mathcal{R}_2 = 5(W_b^4 - Q^4) \varepsilon.$$ 

We start by general estimates on the error terms in (3.23). We claim that, for any $f \in \mathcal{Y}$,

$$|\partial_y \mathcal{R}_1, f| \lesssim \|\varepsilon\|_{L^2_{\text{sol}}}^2, \quad \text{(3.24)}$$

$$|\partial_y \mathcal{R}_2, f| \lesssim \left(\lambda^{\frac{3}{2}} + |b|\right) \|\varepsilon\|_{L^2_{\text{soj}}}, \quad \text{(3.25)}$$

$$|\Psi_M, f| \lesssim \delta |b| + (|\vec{m}| + b)(\lambda^{\frac{1}{2}} + |b|) + e^{-\frac{\delta}{\lambda}} \varepsilon, \quad \text{(3.26)}$$

$$|\Psi_W, f| \lesssim \delta \lambda^3 |\log \lambda|, \quad \text{(3.27)}$$

$$|\Psi_b, f| \lesssim \delta |b| (\lambda^{\frac{3}{2}} + |b|). \quad \text{(3.28)}$$

where the implicit constants depend on $f$. Indeed, the estimate (3.24) is a consequence of $|\mathcal{R}_1| \lesssim |W_b|^3 \varepsilon^2 + |\varepsilon|^5 \lesssim |\varepsilon|^2$ by (3.5) and $\|\varepsilon\|_{L^2_{\infty}} \lesssim \|\partial_y \varepsilon\|_{L^2_{\infty}} \|\varepsilon\|_{L^2} \lesssim 1$. The estimate (3.25) follows from integration by parts $(\partial_y \mathcal{R}_2, f) = -((W_b^4 - Q^4) \varepsilon, f)$ and $|W_b^4 - Q^4| \lesssim \lambda^{\frac{3}{2}} + |b|$ using (2.46) and (3.2). The estimates (3.26) follow from (2.41), (2.21), (2.22), (2.23), (3.7), (3.12) and (3.20).

Now, using the first orthogonality relation in (3.15), (3.23) and $(Q', \Lambda Q) = 0$, we obtain

$$\left|\left(\frac{\lambda s}{\lambda} + \beta + b\right) \frac{\varepsilon, \mathcal{L}(\Lambda Q)'}{\|\Lambda Q\|_{L^2}}\right| \lesssim \delta (|\vec{m}| + \|\varepsilon\|_{L^2_{\text{soj}}} \left(\lambda^{\frac{3}{2}} + |b| + \|\varepsilon\|_{L^2_{\text{soj}}}\right) + |\partial_y \mathcal{R}_1, \Lambda Q|$$

$$+ |\partial_y \mathcal{R}_2, \Lambda Q| + |\Psi_M, \Lambda Q| + |\Psi_W, \Lambda Q| + |\Psi_b, \Lambda Q|. \quad \text{(3.29)}$$
Recalling approximately related by 5

\[ \frac{\lambda}{\lambda} + \tilde{b} + b \lesssim_\delta \| \varepsilon \|_{L^2_{\text{sol}}} + |\vec{m}| \left( \lambda^{\frac{1}{2}} + |b| + \| \varepsilon \|_{L^2_{\text{sol}}} \right) + |b_s| + \lambda^3 |\log \lambda| + |b| \lambda^{\frac{1}{2}} + b^2. \]  \quad (3.29)

Similarly, by the second orthogonality relation in (3.15) and \((Q', y\Lambda Q) = \|\Lambda Q\|_{L^2_x}^2\), we obtain

\[ \left| \frac{\sigma}{\lambda} - 1 \right| \lesssim_\delta \| \varepsilon \|_{L^2_{\text{sol}}} + |\vec{m}| \left( \lambda^{\frac{1}{2}} + |b| + \| \varepsilon \|_{L^2_{\text{sol}}} \right) + |b_s| + \lambda^3 |\log \lambda| + |b| \lambda^{\frac{1}{2}} + b^2. \]  \quad (3.30)

Last, using the third orthogonality relation in (3.15) and (3.23), we have

\[ 0 = (\partial_\varepsilon, Q) = (\partial_y \varepsilon, Q) - \left( \vec{m} \cdot \vec{M}(Q + \varepsilon), Q \right) + (\tilde{b} + b)(\Lambda \varepsilon, Q) + (\partial_y \mathcal{R}_1, Q) + (\partial_y \mathcal{R}_2, Q) + (\Psi_M, Q) + (\Psi_W, Q) + (\Psi_b, Q). \]

We observe the special cancellations \((\partial_y \varepsilon, Q) = -(\varepsilon, \mathcal{L}Q') = 0\) and \((\Lambda \varepsilon, Q) = -(\varepsilon, \Lambda Q) = 0\). Moreover, it follows from the identities \(\Lambda Q, Q = (Q', Q) = 0\) that

\[ \left| \left( \vec{m} \cdot \vec{M}(Q + \varepsilon), Q \right) \right| \lesssim_\delta |\vec{m}| \| \varepsilon \|_{L^2_{\text{sol}}}. \]

Recalling \(m_0^2 = (P, Q) > 0\) (see (2.3)) and arguing as for the proof of (3.26) but using (2.24) instead of (2.21), we obtain

\[ |(\Psi_M, Q) - m_0^2 b_s| \lesssim_\delta |\vec{m}| (\lambda^{\frac{1}{2}} + |b|) + |b| \lambda + b^2 + \varepsilon^{-\frac{1}{2}}. \]

Then, we deduce combining these estimates with (3.8) and (3.21)-(3.27) with \(f = Q\) that

\[ \left| b_s + 2c_1 b \lambda^{\frac{1}{2}} \right| \lesssim_\delta \left( |\vec{m}| + \| \varepsilon \|_{L^2_{\text{sol}}} \right) \left( \lambda^{\frac{1}{2}} + |b| + \| \varepsilon \|_{L^2_{\text{sol}}} \right) + \lambda^3 |\log \lambda| + |b| \lambda + b^2. \]  \quad (3.31)

Therefore, we conclude the proof of (3.21) combining (3.29), (3.30) and (3.31), and taking \(\delta\) small enough. The proof of (3.22) then follows from (3.21) and (3.31).

4. Bootstrap setting

4.1. Definition of a sequence of solutions. The time variables \(t\) and \(s\) will be approximately related by \(5t = (-s)^{-5}\) (see (6.1)) which motivates the definitions, for \(n \geq 1\) large,

\[ T_n = \frac{1}{5} \frac{1}{n^5}, \quad S_n = -n. \]

We denote by \(W_{b,n}(t, y)\) the function \(W_{b}(y; \lambda_n(t), \sigma_n(t), b_n(t))\) defined in Section 3 for \(\lambda_n(t), \sigma_n(t)\) and \(b_n(t)\) to be chosen. We define the solution \(u_n\) of (1.1) with initial data at \(T_n\)

\[ u_n(T_n) = \frac{1}{\lambda_n^2(T_n)} W_{b,n} \left( T_n, \frac{x - \sigma_n(T_n)}{\lambda_n(T_n)} \right) \]

with the choices

\[ \lambda_n(T_n) = G^{-1}(n), \quad \sigma_n(T_n) = \frac{1}{n}, \quad b_n(T_n) = 0. \]  \quad (4.1)

Recall from Section 2.7 the definition of \(G\) and \(|\lambda_n(T_n) - n^{-2}| \lesssim n^{-3}(\log n)\).

We consider the solution \(u_n\) for times \(t \geq T_n\). As long as it exists and remains close to \(Q\) up to rescaling and translation, we can decompose it as in Section 3.2

\[ u_n(t, x) = \frac{1}{\lambda_n^2(t)} \left( W_{b,n} \left( t, \frac{x - \sigma_n(t)}{\lambda_n(t)} \right) + \varepsilon_n \left( t, \frac{x - \sigma_n(t)}{\lambda_n(t)} \right) \right), \]

where \(\varepsilon_n\) satisfies (3.15). At \(t = T_n\), this decomposition satisfies (4.1) and \(\varepsilon_n(T_n) \equiv 0\).
We define the rescaled time variable \( s \)
\[
s = s(t) = s_n + \int_{T_n}^t \frac{dt'}{\lambda_1(t')},
\]
(4.2)
From now on, any time-dependent function will be seen either as a function of \( t \) or as a function of \( s \).

### 4.2. Notation for the energy-virial functional.
We follow the notation and presentation of [30, Section 3.4] and [6, Section 3.1]. Let \( \psi, \varphi \in C^\infty \) be non decreasing functions such that
\[
\psi(y) = \begin{cases} 
  e^y & \text{for } y < -1, \\
  1 & \text{for } y > -1/2,
\end{cases}
\]
and
\[
\varphi(y) = \begin{cases} 
  e^y & \text{for } y < -1, \\
  y + 1 & \text{for } -1/2 < y < 1/2, \\
  2 - e^{-y} & \text{for } y > 1.
\end{cases}
\]
We note that such functions satisfy \( 1/2 e^y \leq \psi(y) \leq 3e^y \) and \( 1/3 e^y \leq \varphi(y) \leq 3e^y \) for \( y < 0 \), and \( 1/4 \varphi(y) \leq \psi(y) \leq 3\varphi(y) \) for all \( y \in \mathbb{R} \). Moreover, we may choose the function \( \varphi \) such that \( 1/4 \leq \varphi'(y) \leq 1 \) for \( y \in [-1, 1] \) and so \( 1/3 e^{-|y|} \leq \varphi'(y) \leq 3e^{-|y|} \) for all \( y \in \mathbb{R} \).

For \( B > 100 \) large to be chosen later we define
\[
\psi_B(y) = \psi\left(\frac{y}{B}\right) \quad \text{and} \quad \varphi_B(y) = \varphi\left(\frac{y}{B}\right).
\]
From the properties of \( \psi \) and \( \varphi \), we have for all \( y < 0 \),
\[
\frac{1}{2} e^y \leq \psi_B(y) \leq 3e^y, \quad \frac{1}{3} e^y \leq \varphi_B(y) \leq 3e^y,
\]
and for all \( y \in \mathbb{R} \),
\[
\begin{align*}
\frac{1}{3} e^{-|y|} & \leq B\varphi_B'(y) \leq 3e^{-|y|} \leq 9\varphi_B(y), \\
\frac{1}{2} \varphi_B(y) & \leq \psi_B(y) \leq 3\varphi_B(y), \\
\psi_B(y) + B^2|\psi_B''(y)| + B^2|\varphi_B''(y)| & \lesssim \varphi_B'(y).
\end{align*}
\]
We set
\[
N_B(\varepsilon_n) = \left(\int (|\partial_y \varepsilon_n|^2 + \varepsilon_n^2) \varphi_B \right)^{1/2}
\]
and we observe
\[
\|\varepsilon_n\|_{L^2_{\text{sol}}} \lesssim \left( B \int \varepsilon_n^2 \varphi_B \right)^{1/2} \lesssim N_B(\varepsilon_n).
\]
(4.5)

### 4.3. Bootstrap estimates.
Let \( C_1^* > 1 \) and \( C_2^* > 1 \) be two large constants to be fixed later (possibly depending on \( \delta \)). We introduce the bootstrap estimates
\[
\left| \lambda_n(s) - \frac{1}{s^2} \right| \leq C_1^* |s|^{-3} \log |s|,
\]
\[
\left| \sigma_n(s) - \frac{1}{|s|} \right| \leq C_1^* |s|^{-2} \log |s|,
\]
\[
|b_n(s)| \leq C_1^* |s|^{-5} \log |s|,
\]
(4.6)
and
\[ N_B(\varepsilon_n(s)) + \left( \int_{S_n}^s \left( \frac{\tau}{s} \right)^4 \| \varepsilon_n(\tau) \|_{L^2_{\text{sol}}}^2 \, d\tau \right)^{\frac{1}{2}} \leq C_2^* |s|^{-5} \log |s|. \] (4.7)

For \( s_0 < -1, |s_0| \) large enough to be chosen later, we define \( S_n^* \in (S_n, s_0) \) by
\[ S_n^* = \sup \{ S_n < \tilde{s} < s_0 : (3.14), (4.6) \text{ and } (4.7) \text{ are satisfied for all } s \in [S_n, \tilde{s}] \}. \]

**Proposition 4.1.** There exist \( C_1^* > 1, C_2^* > 1, B > 1 \) and \( s_0 < -1 \), independent of \( n \), such that for \( n \) large enough, \( S_n^* = s_0 \).

Proposition 4.1 is proved in the rest of Section 4 and in Section 5. We work on the time interval \( I = [S_n, S_n^*] \) where the bootstrap estimates (3.14), (4.6) and (4.7) hold. In every step of the proof, the value of \( |s_0| \) will be taken large enough, depending on the constants \( \delta, C_1^*, C_2^* \) and \( B \), but independent of \( n \). For simplicity of notation, we drop the \( n \) in index of the functions \( (W_{b,n}, \varepsilon_{n}, \lambda_{n}, \sigma_{n}, b_{n}) \).

### 4.4. Closing the parameter estimates.

The next lemma follows from inserting (4.6)-(4.7) into the estimates (3.21) and (3.22), using also (4.5).

**Lemma 4.2.** For all \( s \in I \),
\[ |\tilde{m}| = \left| \frac{\lambda}{\lambda} + \tilde{\beta} + b \right| \leq \left| \frac{\sigma_s}{\lambda} - 1 \right| \lesssim \| \varepsilon \|_{L^2_{\text{sol}}} + C_1^* |s|^{-6} \log |s|, \] (4.8)
\[ |b_s + 4s^{-1}b| \lesssim |s|^{-1} \| \varepsilon \|_{L^2_{\text{sol}}} + |s|^{-6} \log |s|. \] (4.9)

We strictly improve the bootstrap estimates (4.6) on the parameters.

**Lemma 4.3.** There exists \( C_1^* > 1 \), independent of \( C_2^* \) such that for all \( s \in I \),
\[ \left| \lambda(s) - \frac{1}{s^2} \right| \leq C_1^* \frac{1}{2} |s|^{-3} \log |s|, \]
\[ \left| \frac{\sigma(s) - 1}{|s|} \right| \leq C_1^* \frac{1}{2} |s|^{-2} \log |s|, \] (4.10)
\[ |b(s)| \leq C_1^* \frac{1}{2} |s|^{-5} \log |s|. \]

**Proof.** First, from (4.8) and (4.5)-4.6-4.7, we have \( |\lambda_s G(\lambda) + 1| \lesssim |s|^{-2} \), where the function \( G \) is defined in (2.52). Integrating on \([S_n, s]\) for any \( s \in I \) and using (4.1), we obtain \( |G(\lambda(s)) - |s|| \lesssim |s|^{-1} \). Since \( G(\lambda) = \lambda^{-\frac{1}{2}} - \frac{\lambda}{4} \log \lambda + \mathcal{O}(1) \) as \( \lambda \downarrow 0 \), we obtain
\[ \lambda(s) = |s|^{-2} + c_2 |s|^{-3} \log |s| + \mathcal{O}(|s|^{-3}), \]
which implies the estimate for \( \lambda \) in (4.10) by choosing \( C_1^* \geq 4c_2 \) and \( |s_0| \) large enough.

Second, from (4.7), (4.6) and (4.11), we have \( |\sigma_s - |s|^{-2}| \lesssim |s|^{-3} \log |s| \). By integration, using \( \sigma(S_n) = |S_n|^{-1} \),
\[ |\sigma(s) - |s|^{-1}| \lesssim c |s|^{-2} \log |s| \]
for some \( c \geq 0 \). Choosing \( C_1^* \geq 4c \), this implies the estimate for \( \sigma \) in (4.10).

Last, from (4.9) and (4.6)-4.7, \( |(s^4 b)_s| \lesssim |s|^{3} \| \varepsilon \|_{L^2_{\text{sol}}} + |s|^{-2} \log |s| \), and using \( b(S_n) = 0 \),
\[ |s^4 |b(s)| \lesssim \int_{S_n}^s |\tau|^3 \| \varepsilon(\tau) \|_{L^2_{\text{sol}}} \, d\tau + |s|^{-1} \log |s|. \]
Using (4.5) and then (4.7), we observe that
\[
|\tau|^3 \|\varepsilon(\tau)\|_{L^2_{\text{sol}}} \lesssim \delta |\tau|^3 \|N_B(\varepsilon(\tau))\|_{L^2_{\text{sol}}} \lesssim \delta (C_2^*)^\frac{3}{2} |\tau|^{-1}(\log |\tau|)^\frac{3}{2} : |\tau|^\frac{3}{2} \|\varepsilon(\tau)\|_{L^2_{\text{sol}}}.
\]
By the Hölder inequality and then again (4.7), it follows that
\[
\int_{S_n} |\tau|^3 \|\varepsilon(\tau)\|_{L^2_{\text{sol}}} d\tau \lesssim \delta (C_2^*)^\frac{3}{2} \left( \int_{S_n} |\tau|^{-\frac{3}{2}} (\log |\tau|)^\frac{3}{2} d\tau \right)^\frac{1}{3} \left( \int_{S_n} |\tau|^4 \|\varepsilon(\tau)\|_{L^2_{\text{sol}}}^2 d\tau \right)^\frac{1}{3} \lesssim C_2^* \left( |s|^{-\frac{3}{2}} (\log |s|)^\frac{3}{2} \right) \left( |s|^{-1}(\log |s|)^\frac{5}{2} \right) = C_2^* |s|^{-1} \log(|s|).
\]
Thus, \(|b(s)| \leq C_2 |s|^{-5} \log |s|\) which yields the estimate for \(b\) in (4.10) by choosing \(C_2^* \geq 4C_2\). \(\square\)

The constant \(C_2^*\) in (4.6) is now fixed according to Lemma 4.3 and it is not tracked anymore.

4.5. Control of global norms from the conservation of mass and energy.

**Lemma 4.4.** For any \(s \in \mathcal{I}\),
\[
\|\varepsilon(s)\|_{L^2} \lesssim \delta^\frac{1}{2}, \quad \|\partial_y \varepsilon(s)\|_{L^2} \lesssim \delta^{-\frac{1}{2}} s^{-2}, \quad \|\varepsilon(s)\|_{L^\infty} \lesssim |s|^{-1}.
\] (4.12)

For \(|s_0|\) large enough and \(\delta\) small, this improves strictly the bootstrap (3.14).

**Proof.** From (3.16) and \(\int w^2(S) = \int w^2(s)\), it follows that
\[
\int W^2(S) = \int w^2(s) = \int (W_b + \varepsilon)^2(s) = \int W_b^2(s) + 2 \int (W + bP_b)(s)\varepsilon(s) + \int \varepsilon^2(s).
\]
Using (2.25), we have \(|\int W^2(s) - \int W^2(S)| \lesssim \delta\). Moreover, we deduce from the orthogonality relation \(\int \varepsilon Q = 0\), the Cauchy-Schwarz inequality and the estimates (2.46) and (3.3) that
\[
\left| \int (W + bP_b)\varepsilon \right| \leq \left( \|V\|_{L^2} + |b|\|P_b\|_{L^2} \right) \|\varepsilon\|_{L^2} \leq \frac{1}{2} \int \varepsilon^2 + c(\delta + |\sigma| + \lambda^\frac{3}{4} + |b|^{2-\gamma}).
\]
Combining these estimates with (3.9) comparing \(W\) and \(W_b\), yields the control of the \(L^2\) norm of \(\varepsilon\) (recall that (2.8) and (3.11) control the size of the parameters in terms of \(\delta\).

The conservation of energy implies that \(\lambda^{-2}(S)E(w(S)) = \lambda^{-2}(s)E(w(s))\). Thus, by (3.16)
\[
\frac{E(W(S))}{\lambda^2(S)} = \frac{E(w(s))}{\lambda^2(s)} = \frac{E(W_b(s) + \varepsilon(s))}{\lambda^2(s)}.
\]
Using the identity \(\int (Q'' + Q^5)\varepsilon = \int Q\varepsilon = 0\),
\[
E(W_b + \varepsilon) = E(W_b) + \int (\partial_y V + b\partial_y P_b)(\partial_y \varepsilon) + \frac{1}{2} \int (\partial_y \varepsilon)^2 - \int (W_b^5 - Q^5)\varepsilon - \frac{1}{6} \int ((W_b + \varepsilon)^6 - W_b^6 - 6W_b^5\varepsilon).
\]
Using the Cauchy-Schwarz inequality and then (2.46),
\[
\left| \int (\partial_y V)(\partial_y \varepsilon) \right| \leq \|\partial_y V\|_{L^2}\|\partial_y \varepsilon\|_{L^2} \leq \frac{1}{8}\|\partial_y \varepsilon\|_{L^2}^2 + c\delta^{-1}\lambda^2.
\]
Next, the Cauchy-Schwarz inequality and (3.3) yield
\[
\left| \int b(\partial_y P_b)(\partial_y \varepsilon) \right| \leq |b|\|\partial_y \varepsilon\|_{L^2} \leq \frac{1}{8}\|\partial_y \varepsilon\|_{L^2}^2 + c|b|^2.
\]
We observe from (2.46), (3.3),
\[
\left| \int (W_b^5 - Q^5) \varepsilon \right| \lesssim \int Q^4(|V| + |b||P_b|) |\varepsilon| + \int (|V|^5 + |b|^5|P_b|^5) |\varepsilon|
\]
\[
\lesssim (\lambda^\frac{1}{2} + |b|) \|\varepsilon\|_{L^2_{sol}} + \left( \lambda^2 \sqrt{\delta} + |b|^{5 - \frac{2}{7}} \right) \|\varepsilon\|_{L^2} \lesssim (\lambda^\frac{1}{2} + |b|) \|\varepsilon\|_{L^2_{sol}} + \delta \lambda^2 + |b|^2
\]
and from (3.5) and the Gagliardo-Nirenberg inequality (1.4),
\[
\left| \int \left( (W_b + \varepsilon)^6 - W_b^6 - 6W_b^5\varepsilon \right) \right| \lesssim \int (W_b^4 |\varepsilon|^2 + |\varepsilon|^6)
\]
\[
\lesssim \|\varepsilon\|_{L^2_{sol}}^2 + \left( \lambda^2 + |b|^4 \right) \|\varepsilon\|_{L^2}^2 + \|\varepsilon\|_{L^2}^4 \|\partial_y \varepsilon\|_{L^2}^2
\]
\[
\lesssim \|\varepsilon\|_{L^2_{sol}}^2 + \delta \lambda^2 + |b|^4 + \delta^2 \|\partial_y \varepsilon\|_{L^2}^2.
\]
Gathering these estimates, for \( \delta \) small enough, we deduce
\[
\|\partial_y \varepsilon\|_{L^2} \lesssim \|\varepsilon\|_{L^2_{sol}}^2 + \lambda^\frac{1}{2} \|\varepsilon\|_{L^2_{sol}} + \delta^{-1} \lambda^2 + b^2 + \lambda^2 \left[ \frac{E(W_b)}{\lambda^2} - \frac{E(W(S))}{\lambda^2(S)} \right].
\]
By (3.10) and then (2.8) we have (recall \( \gamma = 3/4 \))
\[
|E(W_b) - E(W)| \lesssim |b| + |b|^{\frac{1}{2}} \lambda^\frac{1}{2} \lesssim |b| + \lambda^{\frac{1}{2}} \lesssim |b| + \delta \lambda^2.
\]
From (2.26), (4.8), (4.5), (4.6) and (4.7), we have
\[
\left| \frac{d}{dt} \left[ \frac{E(W)}{\lambda^2} \right] \right| \lesssim C_2^* |s|^{-2} \log |s|.
\]
Thus, by integration,
\[
\left| \frac{E(W(s))}{\lambda^2(s)} - \frac{E(W(S))}{\lambda^2(S)} \right| \lesssim C_2^* |s|^{-1} \log |s| \lesssim 1.
\]  
This yields, using also (1.5), (4.6) and (4.7),
\[
\|\partial_y \varepsilon\|_{L^2}^2 \lesssim \delta^{-1} \lambda^2 + \|\varepsilon\|_{L^2_{sol}}^2 + \lambda^\frac{1}{2} \|\varepsilon\|_{L^2_{sol}} + |b| \lesssim \delta^{-1} s^{-4}.
\]
Last, the estimate \( \|\varepsilon\|_{L^\infty} \lesssim \|\varepsilon\|_{L^2} \|\partial_y \varepsilon\|_{L^2} \) completes the proof of (4.12). \( \square \)

5. ENERGY ESTIMATES

To complete the proof of Proposition 4.1, we improve the bootstrap estimate (4.7) using the following variant of the virial-energy functional introduced in [30]
\[
\mathcal{F} = \frac{1}{\lambda^2} \left[ \int (\partial_y \varepsilon)^2 \psi_B + \varepsilon^2 \varphi_B - \frac{1}{3} \int \left( (W_b + \varepsilon)^6 - W_b^6 - 6W_b^5\varepsilon \right) \psi_B \right].
\]

5.1. Virial-energy estimates.

**Proposition 5.1.** There exist \( \mu_1, \mu_2 > 0 \) and \( B > 100 \) such that the following hold on \( \mathcal{I} \).
(i) Time variation of \( \mathcal{F} \).
\[
\frac{d\mathcal{F}}{ds} + \frac{\mu_1}{\lambda^2} \int \left( (\partial_y \varepsilon)^2 + \varepsilon^2 \right) \varphi_B \lesssim_\delta C_2^* |s|^{-7} (\log |s|)^2.
\]  
(ii) Coercivity of \( \mathcal{F} \).
\[
\mathcal{F} \geq \frac{\mu_2}{\lambda^2} [N_B(\varepsilon)]^2.
\]
Proof of Proposition 5.1. Proof of (5.1). By one integration by parts and then

\[
\lambda^2 \frac{dF}{ds} = 2 \int \partial_s \varepsilon \left( -\varphi'_B \partial_y \varepsilon - \varphi_B \partial_y^2 \varepsilon + \varepsilon \varphi_B - \psi_B \right) [(W_b + \varepsilon)^5 - W_b^5] - 2 \frac{\lambda s}{\lambda} \lambda^2 F - 2 \int (\partial_s W_b) \left( (W_b + \varepsilon)^5 - W_b^5 - 5W_b^4 \varepsilon \right) \psi_B
\]

= \ f_1 + \ f_2 + \ f_3 + \ f_4 + \ f_5

where

\[
\begin{align*}
  f_1 &= 2 \int \partial_y \left( -\partial_y^2 \varepsilon + \varepsilon - [(W_b + \varepsilon)^5 - W_b^5] \right) G_B(\varepsilon) \\
  f_2 &= -2 \int \mathcal{E}_b(W) G_B(\varepsilon) \\
  f_3 &= 2 \left( \frac{\alpha s}{\lambda} - 1 \right) \int (\partial_y \varepsilon) G_B(\varepsilon) \\
  f_4 &= 2\lambda s \int \left( (\lambda \varepsilon) G_B(\varepsilon) - (\partial_y \varepsilon)^2 \psi_B - \varepsilon^2 \varphi_B + \frac{1}{3} [(W_b + \varepsilon)^5 - W_b^5 - 6W_b^4 \varepsilon] \psi_B \right) \\
  f_5 &= -2 \int (\partial_s W_b) \left( (W_b + \varepsilon)^5 - W_b^5 - 5W_b^4 \varepsilon \right) \psi_B \\
\end{align*}
\]

and

\[ G_B(\varepsilon) = -\partial_y(\psi_B \partial_y \varepsilon) + \varepsilon \varphi_B - \psi_B \left( (W_b + \varepsilon)^5 - W_b^5 \right) \]

Estimate for \( f_1 \). We claim that there exist \( \mu_1 > 0 \), \( B_0 \geq 100 \), such that for all \( B \geq B_0 \),

\[
f_1 + 2\mu_1 \int (\varepsilon^2 + (\partial_y \varepsilon)^2) \varphi'_B \lesssim_\delta |s|^{-13}.
\]

Following the computations page 89 in [30]

\[
\begin{align*}
  f_1 &= - \int \left[ 3(\partial_y^2 \varepsilon)^2 \psi'_B + (3 \varphi'_B + \psi'_B - \psi''_B)(\partial_y \varepsilon)^2 + (\varphi'_B - \varphi''_B) \varepsilon^2 \right] \\
  &\quad - \frac{1}{3} \int \left[ (W_b + \varepsilon)^6 - W_b^6 - 6(W_b + \varepsilon)^5 \varepsilon \right] (\varphi'_B - \psi'_B) \\
  &\quad + 2 \int \left[ (W_b + \varepsilon)^5 - W_b^5 - 5W_b^4 \varepsilon \right] (\partial_y W_b)(\psi_B - \varphi_B) \\
  &\quad + 10 \int \psi'_B (\partial_y \varepsilon) \left( (\partial_y W_b) ((W_b + \varepsilon)^4 - W_b^4) + (W_b + \varepsilon)^4 (\partial_y \varepsilon) \right) \\
  &\quad - \int \psi'_B \left[ (-\partial_y^2 \varepsilon + \varepsilon - ((W_b + \varepsilon)^5 - W_b^5))^2 - (-\partial_y^2 \varepsilon + \varepsilon)^2 \right].
\end{align*}
\]

We decompose \( f_1 =: f_1^\oplus + f_1^- + f_1^\supset \) where \( f_1^\oplus \), \( f_1^- \) and \( f_1^\supset \) correspond to the integration over the regions \( y < -\frac{B}{2}, \ |y| \leq \frac{B}{2} \) and \( y > \frac{B}{2} \) respectively.
We first estimate $f^<_1$. By using the properties of $\varphi_B$ and $\psi_B$ in (4.3)-(4.4) and choosing $B \geq 100$ large enough, we have
\[
 f^<_1 + 3 \int_{y < -\frac{B}{2}} \frac{(\partial_y^2 \varepsilon)^2 \psi_B'}{\varepsilon} + \frac{1}{2} \int_{y < -\frac{B}{2}} \frac{(\varepsilon^2 + (\partial_y \varepsilon)^2) \varphi_B'}{\varepsilon} 
 \lesssim \int_{y < -\frac{B}{2}} (W_b^4 \varepsilon^2 + \varepsilon^6) \varphi_B' + B \int |\partial_y W_b| \left( |W_b|^3 \varepsilon^2 + |\varepsilon|^5 \right) \varphi_B' 
 + \int_{y < -\frac{B}{2}} |\partial_y \varepsilon| \left( |\partial_y W_b| \left( |W_b|^3 |\varepsilon| + |\varepsilon|^4 \right) + |\partial_y \varepsilon| \left( |W_b|^4 + \varepsilon^4 \right) \right) \varphi_B' 
 + \int_{y < -\frac{B}{2}} \left| -2 \left( -\partial_y^2 \varepsilon + \varepsilon \right) + \left( (W_b + \varepsilon)^5 - W_b^5 \right) \right| \left( (W_b + \varepsilon)^5 - W_b^5 \right) \psi_B' 
 =: f_{1,1}^< + f_{1,2}^< + f_{1,3}^< + f_{1,4}^<. 
\]

It follows from (3.5), then (4.3)-(4.4) and (4.12)
\[
 f_{1,1}^< \lesssim \int_{y < -\frac{B}{2}} \varepsilon^2 \omega \varphi_B' + (|s|^{-4} + ||\varepsilon||^2_{L^\infty}) \int_{y < -\frac{B}{2}} \varepsilon^2 \varphi_B' \lesssim \left( e^{-\frac{B}{4}} + |s|^{-4} \right) \int_{y < -\frac{B}{2}} \varepsilon^2 \varphi_B'. 
\]

Similarly, (3.5), (3.6), then (4.3)-(4.4) and (4.12) yield
\[
 f_{1,2}^< \lesssim B \int_{y < -\frac{B}{2}} \varepsilon^2 \varphi_B' + B \left( |s|^{-6} + |s|^{-3} ||\varepsilon||^2_{L^\infty} \right) \int_{y < -\frac{B}{2}} \varepsilon^2 \varphi_B' \lesssim \left( e^{-\frac{B}{4}} + |s|^{-6} \right) \int_{y < -\frac{B}{2}} \varepsilon^2 \varphi_B', 
\]
\[
 f_{1,3}^< \lesssim \int_{y < -\frac{B}{2}} |\partial_y W_b| \left( |W_b|^3 + |\varepsilon|^3 \right) \left( \varepsilon^2 + (\partial_y \varepsilon)^2 \right) \varphi_B' + \int_{y < -\frac{B}{2}} (\partial_y \varepsilon)^2 \left( |W_b|^4 + \varepsilon^4 \right) \varphi_B' 
 \lesssim \left( e^{-\frac{B}{4}} + |s|^{-4} \right) \int_{y < -\frac{B}{2}} \left( \varepsilon^2 + (\partial_y \varepsilon)^2 \right) \varphi_B' 
\]
and
\[
 f_{1,4}^< \lesssim \int_{y < -\frac{B}{2}} \left( |W_b|^4 + \varepsilon^4 \right) \left( \varepsilon^2 + (\partial_y \varepsilon)^2 \right) \psi_B' + \int_{y < -\frac{B}{2}} \left( |W_b|^8 + \varepsilon^8 \right) \varepsilon^2 \varphi_B' 
 \lesssim \left( e^{-\frac{B}{4}} + |s|^{-4} \right) \int_{y < -\frac{B}{2}} \left( (\partial_y \varepsilon)^2 \psi_B' + \varepsilon^2 \varphi_B' \right). 
\]

Gathering these estimates and taking $B > 100$ and $|s|$ large enough, we deduce that
\[
 f^<_1 + \int_{y < -\frac{B}{2}} \frac{(\partial_y^2 \varepsilon)^2 \psi_B'}{\varepsilon} + \frac{1}{4} \int_{y < -\frac{B}{2}} \frac{(\varepsilon^2 + (\partial_y \varepsilon)^2) \varphi_B'}{\varepsilon} \lesssim 0. 
\]

(5.4)

Since $\psi_B' \equiv 0$ on $y > \frac{B}{2}$, we observe using also (4.4) that, for $B > 100$ large enough,
\[
 f^>_1 + \frac{1}{2} \int_{y > \frac{B}{2}} \left( (\partial_y \varepsilon)^2 \right) \varphi_B' \lesssim \int_{y > \frac{B}{2}} (|W_b|^4 + \varepsilon^4) \varepsilon^2 \varphi_B' + \int_{y > \frac{B}{2}} |\partial_y W_b| \left( |W_b|^3 + |\varepsilon|^3 \right) \varepsilon^2 \varphi_B'. 
\]

Using (3.5), (3.6) and (4.12), it follows that
\[
 f^>_1 \lesssim \int_{y > \frac{B}{2}} \varepsilon^2 \omega + |s|^{-4} \int_{y > \frac{B}{2}} \varepsilon^2 \varphi_B' \lesssim e^{-\frac{B}{8}} \int_{y > \frac{B}{2}} \varepsilon^2 \varphi_B' + |s|^{-4} [\mathcal{N}_B(\varepsilon)]^2. 
\]
Thus, using (4.7), for $B$ and $|s|$ large enough, we obtain

$$f_1^\sim + \frac{1}{4} \int_{y > \frac{B}{2}} (\varepsilon^2 + (\partial_y \varepsilon)^2) \varphi'_B \lesssim |s|^{-13}.$$ (5.5)

In the region $|y| < \frac{B}{2}$, using $\varphi_B(y) = 1 + \frac{y}{B}$ and $\psi_B(y) = 1$,

$$f_1^\sim = -\frac{1}{B} \int_{|y| < \frac{B}{2}} \left( (3(\partial_y \varepsilon)^2 + \varepsilon^2 + \frac{1}{3} [(W_b + \varepsilon)^6 - W_b^6 - 6(W_b + \varepsilon)^5 \varepsilon] \right)$$

$$- \frac{2}{B} \int_{|y| < \frac{B}{2}} [(W_b + \varepsilon)^5 - W_b^5 - 5W_b^4 \varepsilon] y(\partial_y W_b).$$

We decompose $f_1^\sim$ as

$$f_1^\sim = -\frac{1}{B} \int_{|y| < \frac{B}{2}} (3(\partial_y \varepsilon)^2 + \varepsilon^2 - 5Q^4 \varepsilon^2 + 20yQ^3 Q' \varepsilon^2)$$

$$- \frac{1}{3B} \int_{|y| < \frac{B}{2}} [(W_b + \varepsilon)^6 - W_b^6 - 6(W_b + \varepsilon)^5 \varepsilon + 15Q^4 \varepsilon^2]$$

$$- \frac{2}{B} \int_{|y| < \frac{B}{2}} [(W_b + \varepsilon)^5 - W_b^5 - 5W_b^4 \varepsilon - 10W_b^3 \varepsilon^2] y(\partial_y W_b)$$

$$- \frac{20}{B} \int_{|y| < \frac{B}{2}} y (W_b^3 \partial_y W_b - Q^3 Q') \varepsilon^2$$

$$=: f_{1,1}^\sim + f_{1,2}^\sim + f_{1,3}^\sim + f_{1,4}^\sim.$$

To control the main quadratic term $f_{1,1}^\sim$, we rely on the virial-type estimate proved in [30] (see also [27] Proposition 4).

**Lemma 5.2 ([30], Lemma 3.4).** There exists $B_0 > 100$ and $\mu_0 > 0$ such that, for all $B \geq B_0$,

$$\int_{|y| < \frac{B}{2}} [3(\partial_y \varepsilon)^2 + \varepsilon^2 - 5Q^4 \varepsilon^2 + 20yQ^3 Q' \varepsilon^2] \geq \mu_0 \int_{|y| < \frac{B}{2}} (\varepsilon^2 + (\partial_y \varepsilon)^2) - \frac{1}{B} \int \varepsilon^2 e^{-\frac{|y|}{B}}.$$

Hence,

$$f_{1,1}^\sim + \mu_0 \int_{|y| < \frac{B}{2}} (\varepsilon^2 + (\partial_y \varepsilon)^2) \varphi'_B \lesssim \frac{1}{B} \int \varepsilon^2 \varphi'_B.$$

To estimate $f_{1,2}^\sim$ and $f_{1,4}^\sim$, we need the following estimate for $k = 0, 1$,

$$\left| \partial_y^k (W_b^4 - Q^4) \right| \lesssim_\delta |s|^{-1} \omega + |s|^{-4-2k} 1_{[-26,26]}(\lambda y) + |s|^{-20} (\log |s|)^4 1_{[-2,0]}(|b|^7 y).$$ (5.6)

Indeed, for $k = 0$, we observe that

$$|W_b^4 - Q^4| \lesssim |W^4 - Q^4| + |W_b^4 - W^4| \lesssim Q^3 |V| + V^4 + |b| |P_b| |W|^3 + |b|^3 |P_b|^4.$$

For $k = 1$, we expand

$$W_b^3 \partial_y W_b - Q^3 Q' = (W^3 - Q^3 + 3b W^2 P_b + 3b^2 W P^2 + b^3 P_b^3) \partial_y W_b + Q^3 \partial_y (V + b P_b)$$

which implies that

$$|W_b^3 \partial_y W_b - Q^3 Q'| \lesssim (Q^2 |V| + |V|^3 + |b| |W|^2 |P_b| + |b|^3 |P_b|^3) |\partial_y W_b| + Q^3 (|\partial_y V| + |b| |\partial_y P_b|).$$

Thus, (5.6) follows from (2.19), (2.46), (3.3) and (4.0).
We decompose
\[(W_b + \varepsilon)^6 - W_b^6 - 6(W_b + \varepsilon)^5\varepsilon + 15Q^4\varepsilon^2\]
\[= (W_b + \varepsilon)^6 - W_b^6 - 6W_b^5\varepsilon - 15W_b^4\varepsilon^2 - 6 [(W_b + \varepsilon)^5 - W_b^5 - 5W_b^4\varepsilon] \varepsilon - 15 [W_b^4 - Q^4] \varepsilon^2,
so that
\[|((W_b + \varepsilon)^6 - W_b^6 - 6(W_b + \varepsilon)^5\varepsilon + 15Q^4\varepsilon^2| \lesssim (|W|_b^3|\varepsilon| + \varepsilon^4) \varepsilon^2 + |W_b^4 - Q^4| \varepsilon^2.
Thus, it follows from (3.5), (4.12) and (5.6) that
\[f_{1,2} \lesssim \left( |W|_b^3 \|\varepsilon\|_{L^\infty} + \|\varepsilon\|_{L^\infty}^2 + \|W_b^4 - Q^4\|_{L^\infty} \right) \frac{1}{B} \int_{|y| < \frac{B}{2}} \varepsilon^2 \lesssim |s|^{-1} \int_{|y| < \frac{B}{2}} \varepsilon^2 \varphi'_B.
Similarly, (3.5), (3.6) and (4.12) yield
\[f_{1,3} \lesssim \frac{1}{B} \int_{|y| < \frac{B}{2}} (W_b^2 |\varepsilon|^3 + |\varepsilon|^5) \|\partial_y W_b\| \lesssim (|W|_b^2 \|\varepsilon\|_{L^\infty} + \|\varepsilon\|_{L^\infty}^2) \|\partial_y W_b\|_{L^\infty} \int_{|y| < \frac{B}{2}} \varepsilon^2 \lesssim |s|^{-1} B \int_{|y| < \frac{B}{2}} \varepsilon^2 \varphi'_B.
Finally, (5.6) implies that
\[f_{1,4} \lesssim \|W_b^3 \partial_y W_b - Q^3Q'\|_{L^\infty} \int_{|y| < \frac{B}{2}} \varepsilon^2 \lesssim |s|^{-1} B \int_{|y| < \frac{B}{2}} \varepsilon^2 \varphi'_B.
Hence, by gathering these estimates and taking |s| large enough,
\[f_{1} = f_{1,2} + \frac{\mu_0}{2} \int_{|y| < \frac{B}{2}} (\varepsilon^2 + (\partial_y \varepsilon)^2) \varphi'_B \lesssim \frac{1}{B} \int \varepsilon^2 \varphi'_B.
(5.7)
The proof of (5.3) follows by combining (5.4), (5.5), (5.7) and by fixing \(2^{-4} \min\{1, \mu_0\}\), \(B \geq B_0 \) large enough and taking |s| large enough possibly depending on B.

**Estimate for f_2.** We claim
\[|f_2| \leq \frac{\mu_1}{2} \int \varepsilon^2 \varphi_B + c_\delta G_\delta^2 |s|^{-11} (\log |s|)^2.
(5.8)
Using the expression of \(E_b(W)\) in (3.18),
\[f_2 = 2 \int (\overrightarrow{m} \cdot \overrightarrow{M} Q) G_b(\varepsilon) - 2 \int (\Psi_M + \Psi_W + \Psi_b) G_b(\varepsilon) =: f_{2,1} + f_{2,2}.
We deal first with \(f_{2,1}\). Integrating by parts and using \(\mathcal{L}Q = -2Q, \mathcal{L}Q' = 0\), we compute
\[\int \Lambda Q G_b(\varepsilon) = -2 \int \psi_B Q \varepsilon - \int \psi'_B (\Lambda Q)' \varepsilon + \int (\varphi_B - \psi_B) \Lambda Q \varepsilon - \int \Lambda Q \psi_B [(W_b + \varepsilon)^5 - W_b^5 - 5W_b^4 \varepsilon] - 5 \int \Lambda Q \psi_B [W_b^4 - Q^4] \varepsilon \]
and
\[\int Q' G_b(\varepsilon) = - \int \psi'_B Q' \varepsilon + \int (\varphi_B - \psi_B) Q' \varepsilon - \int Q' \psi_B [(W_b + \varepsilon)^5 - W_b^5 - 5W_b^4 \varepsilon] - 5 \int Q' \psi_B [W_b^4 - Q^4] \varepsilon.\]
Note that by the orthogonality relations (3.15), we also have \( \int yQ' \varepsilon = \int (\Lambda Q - \frac{1}{2}Q) \varepsilon = 0 \). Using the definitions of \( \psi_B, \psi'_B \) and \( \varphi_B \), it follows that
\[
\left| \int \psi_B Q \varepsilon \right| = \left| \int (\psi_B - 1)Q \varepsilon \right| \lesssim \int_{y<\frac{-B}{2}} e^{-\frac{|y|}{B}} |\varepsilon| \lesssim e^{-\frac{B}{2}} \| \varepsilon \|_{L^2_{\text{sol}}},
\]
\[
\left| \int \psi'_B Q' \varepsilon \right| + \left| \int \psi'_B (\Lambda Q)' \varepsilon \right| \lesssim \int_{y<\frac{-B}{2}} e^{-\frac{|y|}{B}} |\varepsilon| \lesssim e^{-\frac{B}{2}} \| \varepsilon \|_{L^2_{\text{sol}}},
\]
and
\[
\left| \int (\varphi_B - \psi_B) \Lambda Q \varepsilon \right| = 2 \left| \int (\varphi_B - \psi_B - \frac{y}{B}) \Lambda Q \varepsilon \right| \lesssim \int_{|y|>\frac{B}{2}} e^{-\frac{|y|}{B}} |\varepsilon| \lesssim e^{-\frac{B}{2}} \| \varepsilon \|_{L^2_{\text{sol}}},
\]
\[
\left| \int (\varphi_B - \psi_B) Q' \varepsilon \right| = \left| \int (\varphi_B - \psi_B - \frac{y}{B}) Q' \varepsilon \right| \lesssim \int_{|y|>\frac{B}{2}} e^{-\frac{|y|}{B}} |\varepsilon| \lesssim e^{-\frac{B}{2}} \| \varepsilon \|_{L^2_{\text{sol}}}.\]

Next, we get from (5.6) that
\[
\int \psi_B \left( |\Lambda Q| + |Q'| \right) |W_b^4 - Q^4| |\varepsilon| \lesssim_{\delta} |s|^{-1} \int e^{-\frac{|y|}{B}} |\varepsilon| \lesssim |s|^{-1} \| \varepsilon \|_{L^2_{\text{sol}}}.\]

Finally, we deduce from (3.5) and (4.12) that
\[
\int \psi_B \left( |\Lambda Q| + |Q'| \right) |W_b + \varepsilon|^5 - W_b^5 - 5W_b^4 \varepsilon| \lesssim \psi_B e^{-\frac{|y|}{B}} (|W_b|^3 e^2 + |\varepsilon|^5) \lesssim (\| W_b \|_{L^\infty}^3 + \| \varepsilon \|_{L^\infty}^3) \| \varepsilon \|_{L^2_{\text{sol}}}^2 \lesssim \| \varepsilon \|_{L^2_{\text{sol}}}^2.
\]

Combining these estimates with (4.5), (4.7), (4.8) and taking \( B \) large enough, we obtain
\[
|f_{2,1}| \lesssim \frac{\mu_1}{4} \int e^2 \varphi_B + c_0 |s|^{-12} (\log |s|)^2. \tag{5.9}
\]

We fix \( B \) to such a value (independent of \( C_2 \) and \( \delta \)) and we do not track anymore this constant.

To estimate \( f_{2,2} \), we need an estimate on the error term \( \Psi = \Psi_M + \Psi_W + \Psi_b \).

**Lemma 5.3.** For all \( s \in I \), \( N_B(\Psi) \lesssim_{\delta} |s|^{-1} \| \varepsilon \|_{L^2_{\text{sol}}} + s^{-6} \log |s| \).

**Proof of Lemma 5.3.** First, we observe that (2.23) and (4.6) imply \( N_B(\Psi_W) \lesssim_{\delta} s^{-6} \log |s| \).

Second, we also have \( N_B(\Psi_b) \lesssim_{\delta} s^{-6} \log |s| \) by (3.7) and (4.6).

Last, we claim that \( N_B(\Psi_M) \lesssim_{\delta} |s|^{-1} \| \varepsilon \|_{L^2_{\text{sol}}} + s^{-6} \log |s| \). By the definition of \( \Psi_M \) in (3.20),
\[
N_B(\Psi_M) \lesssim |\tilde{m}| (N_B(\Lambda \lambda) + N_B(\Psi_\sigma) + |b|N_B(\Lambda P_b) + |b|N_B(\partial_y P_b)) + |b|N_B((\chi_b + \gamma y\partial_\chi b)P) + |b|N_B(\Lambda \lambda) + |b|N_B(\Lambda P_b) + N_B((\beta - \beta)(\Lambda Q + \Psi_\lambda + b\Lambda P_b))
\]
\[
+ |b|N_B((\beta - \beta)(\Lambda Q + \Psi_\lambda + b\Lambda P_b)).
\]

From (4.8), (4.9) and (4.6), it follows that \( |b| \lesssim_{\delta} |s|^{-5} \log |s| \), \( |\tilde{m}| \lesssim_{\delta} \| \varepsilon \|_{L^2_{\text{sol}}} + s^{-6} \log |s| \) and \( |b| \lesssim_{\delta} |s|^{-1} \| \varepsilon \|_{L^2_{\text{sol}}} + s^{-6} \log |s| \). Next, from (2.21), (2.22), \( N_B(\Psi_\lambda) + N_B(\Psi_\sigma) \lesssim |s|^{-1} \) and from the definition of \( P \) and (3.13), \( N_B(\Lambda P_b) + N_B(\partial_y P_b) + N_B((\chi_b + \gamma y\partial_\chi b)P) \lesssim 1 \).

Finally, from (2.4.11), we have \( |\beta - \beta| + |\partial_y \beta| \lesssim_{\delta} |s|^{-1} e^{-\frac{|y|}{B}} \). By the properties of \( \varphi_B \) and \( Q \), (2.21) and (3.13), it follows that \( N_B((\beta - \beta)(\Lambda Q + \Psi_\lambda + b\Lambda P_b)) \lesssim_{\delta} |s|^{-1} e^{-\frac{|y|}{B}} \). These estimates are sufficient to prove the claim on \( \Psi_M \). \( \square \)
We compute from the definition of $G_B(\varepsilon)$
\[ f_{2,2} = 2 \int \psi_B(\partial_y \Psi) (\partial_y \varepsilon) + 2 \int \varphi_B \varepsilon - 2 \int \psi_B \Psi \left[ (W_b + \varepsilon)^5 - W^5_b \right]. \]
We deduce from the Cauchy-Schwarz inequality, (4.14), Lemma 5.3 and then (4.7) and (4.5) that
\[ \int \psi_B(\partial_y \Psi) (\partial_y \varepsilon) \leq N_B(\Psi) N_B(\varepsilon) \lesssim \delta \left( |s|^{-1} \| \varepsilon \|_{L^2_{\text{sol}}} + |s|^{-6} \log |s| \right) N_B(\varepsilon) \]
\[ \lesssim \delta |s|^{-\frac{7}{2}} \| \varepsilon \|_{L^2_{\text{sol}}}^2 + |s|^{-\frac{3}{2}} \| N_B(\varepsilon) \|_{2}^2 + C^2_B \| s \|^{-11} \log |s| \]
\[ \lesssim \delta |s|^{-\frac{3}{2}} \int \varepsilon^2 \varphi'_{B} + C^2_{B} |s|^{-11} \log |s|^2. \]
Similarly,
\[ \int \varphi_B \varepsilon \leq N_B(\Psi) N_B(\varepsilon) \lesssim \delta |s|^{-\frac{1}{2}} \int \varepsilon^2 \varphi'_{B} + C^2_{B} |s|^{-11} \log |s|^2. \]
Moreover, since $\psi_B \leq 3 \varphi_B$ and $\| W_b \|_{L^\infty} + \| \varepsilon \|_{L^\infty} \lesssim 1$ by (3.5), (4.12), we check
\[ \int \psi_B \Psi \left[ (W_b + \varepsilon)^5 - W^5_b \right] \lesssim \int \varphi_B |\Psi| \left( \| W_b \|^4 |\varepsilon| + |\varepsilon|^5 \right) \lesssim N_B(\Psi) N_B(\varepsilon). \]
Thus,
\[ |f_{2,2}| \leq \frac{\mu_1}{4} \int \varepsilon^2 \varphi'_{B} + c_3 C^2_{B} |s|^{-11} \log |s|^2, \] (5.10)
which together with (5.9) yields (5.3).

**Estimate for $f_3$.** Integrating by parts, we compute
\[ f_3 = \left( \frac{\sigma_s}{\chi} - 1 \right) \int \left[ -\psi'_B(\partial_y \varepsilon)^2 - \varphi'B \varepsilon^2 + \frac{1}{3} \psi'_B ((W_b + \varepsilon)^6 - W^6_b - 6W^5_b \varepsilon) \right. \]
\[ + 2 \psi_B (\partial_y W_b) \left( (W_b + \varepsilon)^5 - W^5_b - 5W^4_b \varepsilon \right) \]
By (4.8), (4.5) and (4.7), we have $|\vec{m}| \lesssim \delta C^2_B |s|^{-5} \log |s|$. From (3.5)-(3.6) and (4.12), $\| W_b \|^4_{L^\infty} + \| \partial_y W_b \|_{L^\infty} + \| \varepsilon \|_{L^\infty} \lesssim 1$. Thus, by (4.7) and the properties of $\varphi_B, \psi_B$,
\[ |f_3| \lesssim |\vec{m}| |N_B(\varepsilon)|^2 \lesssim \delta (C^2_B)^2 |s|^{-15} \log |s|^3 \lesssim s^{-14}. \] (5.11)

**Estimate for $f_4$.** We claim
\[ f_4 \leq \frac{\mu_1}{8} \int \left( \varepsilon^2 + (\partial_y \varepsilon)^2 \right) \varphi'_{B} + c_4 |s|^{-14}. \] (5.12)
By integration by parts (see also [30 page 97]), we have the identities
\[ \int (\Lambda \varepsilon) \partial_y (\psi_B \partial_y \varepsilon) = - \int \psi_B (\partial_y \varepsilon)^2 + \frac{1}{2} \int y \psi'_B (\partial_y \varepsilon)^2, \]
\[ \int (\Lambda \varepsilon) \varepsilon \varphi_B = - \frac{1}{2} \int y \varphi'_B \varepsilon^2 \]
\[ \int (\Lambda \varepsilon) \psi_B \left( (W_b + \varepsilon)^5 - (W + F)^5 \right) = \frac{1}{6} \int (2\psi_B - y\psi'_B) \left( (W_b + \varepsilon)^6 - W^6_b - 6W^5_b \varepsilon \right) \]
\[ - \int \psi_B \Lambda W_b \left( (W_b + \varepsilon)^5 - W^5_b - 5W^4_b \varepsilon \right). \]
Hence,

\[ f_4 = -\frac{\lambda_s}{\lambda} \left( \int y\psi_B(\partial_y \varepsilon)^2 + 2 \int \varphi_B \varepsilon^2 + \int y\varphi_B' \varepsilon^2 \right) \\
+ \frac{1}{3} \frac{\lambda_s}{\lambda} \int y\psi_B' \left((W_b + \varepsilon)^6 - W_b^6 - 6W_b^5 \varepsilon \right) \\
+ \frac{2}{3} \frac{\lambda_s}{\lambda} \int \psi_B \Lambda W_b \left((W_b + \varepsilon)^5 - W_b^5 - 5W_b^4 \varepsilon \right) \\
=: f_{4,1} + f_{4,2} + f_{4,3}. \]

First, from (4.8), (4.6), (4.7), and next the definition of \( \bar{\beta} \) in (2.15) (with \( c_1 = -2 \)), we have

\[ \frac{\lambda_s}{\lambda} \geq -\bar{\beta} - C_2 [s]^{-5} \log |s| \geq 2|s|^{-1} - c|s|^{-2} \geq 0, \]

so that using \( \psi_B' \geq 0, \varphi_B \geq 0 \) and \( \varphi_B' \geq 0 \),

\[ -\frac{\lambda_s}{\lambda} \left( \int_{y>0} y\psi_B'(\partial_y \varepsilon)^2 + 2 \int \varphi_B \varepsilon^2 + \int_{y>0} y\varphi_B' \varepsilon^2 \right) \leq 0. \]

Thus, by \( \frac{\lambda_s}{\lambda} \lesssim |s|^{-1} \), the properties of \( \psi_B, \varphi_B \) and the Hölder and Young inequalities

\[ f_{4,1} \lesssim |s|^{-1} \int_{y<0} |y| e^{\frac{s}{\lambda}} \left( \varepsilon^2 + (\partial_y \varepsilon)^2 \right) \]

\[ \lesssim |s|^{-1} \left( \int_{y<0} |y|^{100} e^{\frac{s}{\lambda}} \left( \varepsilon^2 + (\partial_y \varepsilon)^2 \right) \right)^{\frac{1}{100}} \left( \int_{y<0} \left( \varepsilon^2 + (\partial_y \varepsilon)^2 \right) \varphi_B \right)^{\frac{99}{100}} \]

\[ \lesssim \delta |s|^{-\frac{101}{2}} + |s|^{-\frac{1}{2}} \int_{y<0} \left( \varepsilon^2 + (\partial_y \varepsilon)^2 \right) \varphi_B \]

where we have also used \( \int_{y<0} |y|^{100} e^{\frac{s}{\lambda}} \left( \varepsilon^2 + (\partial_y \varepsilon)^2 \right) \lesssim \|\varepsilon\|_{L^1}^{100} \lesssim 1 \) (see (4.6)).

To deal with \( f_{4,2} \), we observe that \( \psi_B' \equiv 0 \) for \( y > -B \). Moreover, note that using (3.5) and (4.12)

\[ |(W_b + \varepsilon)^6 - W_b^6 - 6W_b^5 \varepsilon| \lesssim |W_b|^4 \varepsilon^2 + \varepsilon^6 \lesssim \delta \omega \varepsilon^2 + |s|^{-4} \varepsilon^2. \]

Then, it follows arguing as for \( f_{4,1} \) that

\[ |f_{4,2}| \lesssim \delta |s|^{-1} \|\varphi\|_{L^1_{y<0}}^2 + |s|^{-5} \int_{y<0} B^{-1} |y| e^{\frac{s}{\lambda}} \varepsilon^2 \]

\[ \lesssim \delta |s|^{-1} \int \varepsilon^2 \varphi_B + |s|^{-5} \left( \int_{y<0} |y|^{100} e^{\frac{s}{\lambda}} \varepsilon^2 \right)^{\frac{1}{100}} \left( \int \varepsilon^2 \varphi_B \right)^{\frac{99}{100}} \]

\[ \lesssim \delta |s|^{-401} + |s|^{-1} \int \varepsilon^2 \varphi_B. \]

To deal with \( f_{4,3} \), we observe from (3.5) and (4.12) that

\[ |\Lambda W_b \left((W_b + \varepsilon)^5 - W_b^5 - 5W_b^4 \varepsilon \right)| \lesssim |\Lambda W_b| \left(|W_b|^3 \varepsilon^2 + |\varepsilon|^5 \right) \lesssim \delta \omega \varepsilon^2 + |s|^{-4} \varepsilon^2. \]

Hence, it follows from (4.4), (4.5) and (4.7) that

\[ |f_{4,3}| \lesssim \delta |s|^{-1} \|\varphi\|_{L^1_{y<0}}^2 + |s|^{-5} \lambda B(\varepsilon)^2 \lesssim \delta |s|^{-1} \int \varepsilon^2 \varphi_B + C_2 \cdot |s|^{-15} \log |s|. \]

We conclude the proof of (5.12) by combining the estimates for \( f_{4,1}, f_{4,2} \) and \( f_{4,3} \).
Estimate for $f_5$. We claim that for $|s|$ large enough possibly depending on $B$ and $C_2^*$,
\[ |f_5| \leq \frac{\mu_1}{8} \int \varepsilon^2 \varphi_B^2 + c_5 |s|^{-14}. \] \hspace{1cm} (5.13)

We claim
\[ |\partial_s W_b| \lesssim |s|^{-2}. \] \hspace{1cm} (5.14)

Indeed, by the definitions of $W_b$ and $W$, and then (2.27), we have
\[ \partial_s W_b = \partial_s W + \partial_s (b P_b) \]
\[ = \sum_{j=1}^{5} V_j \partial_s (\theta^j) + (\log \lambda) \sum_{k=4}^{5} V_k^* \partial_s (\theta^j) + \frac{\lambda_s}{\lambda} \left( \sum_{j=1}^{5} j V_j \theta^j - 1 \Lambda \theta + (\log \lambda) \sum_{j=1}^{5} j V_j^* \theta^j \right) \]
\[ + \frac{\sigma_s}{\lambda} \left( \sum_{j=1}^{5} j V_j \theta^j - 1 \Lambda \theta + (\log \lambda) \sum_{j=1}^{5} j V_j^* \theta^j \right) \]
\[ + b_s (\chi_b + \gamma \partial_y \chi_b) P. \]

Using (2.40) and (2.45), we have $|\theta| + |\Lambda \theta| \lesssim |s|^{-1}$ and $|\partial_y \theta| \lesssim |s|^{-3}$. By (2.16), this yields
\[ \left| \sum_{j=1}^{5} j V_j \theta^j - 1 \Lambda \theta \right| \lesssim |s|^{-1} \]
and
\[ \left| \sum_{j=1}^{5} j V_j \theta^j - 1 \Lambda \theta \right| \lesssim |s|^{-2}. \]

Using (4.8), (4.9), (4.6) and (4.7), we have $|\Lambda \theta| \lesssim |s|^{-1}$, $|\partial_y \theta| \lesssim 1$ and $|b_s| \lesssim c_2 |s|^{-6} \log |s|$. Thus, (5.14) is proved.

Using (3.5), we have $|W_b|^3 \lesssim \omega + |s|^{-3}$. Moreover, $|(W_b + \varepsilon)^5 - W_b^5 - 5 W_b^4 \varepsilon| \lesssim |W_b|^3 \varepsilon^2 + |\varepsilon|^5$, and it follows from (4.4) and (4.12) that
\[ |f_5| \lesssim |s|^{-2} ||\varepsilon||^2_{L^2_{sol}} + |s|^{-5} |\mathcal{N}_B(\varepsilon)|^2, \]
which yields (5.13).

Finally, we conclude the proof of (5.1) by gathering (5.3), (5.8), (5.11), (5.12) and (5.13). We turn to the proof of (5.2). We decompose $\mathcal{F}$ as follows:
\[ \lambda^2 \mathcal{F} = \int \left[ (\partial_y \varepsilon)^2 \psi_B + \varepsilon^2 \varphi_B - 5 Q^4 \varepsilon^2 \right] - \frac{1}{3} \int \left[ (W_b + \varepsilon)^6 - W_b^6 - 6 W_b^5 \varepsilon - 15 Q^4 \varepsilon^2 \right] \psi_B \]
\[ =: \mathcal{F}_1 + \mathcal{F}_2. \]

To bound $\mathcal{F}_1$ from below, we rely on the coercivity of the linearized operator around the ground state $\mathcal{L}$ under the orthogonality conditions (3.15) (see (2.11) and standard localization arguments. Proceeding for instance as [28 Appendix A] or as in [5 Proof of Lemma 3.5], we deduce that there exists $\tilde{\mu}_2 > 0$ such that, for $B$ large enough, $\mathcal{F}_1 \geq \tilde{\mu}_2 |\mathcal{N}_B(\varepsilon)|^2$. 
To estimate $F_2$, we write

$$(W_b + \varepsilon)^6 - W_b^6 - 6 W_b^5 \varepsilon - 15 Q^4 \varepsilon^2 = (W_b + \varepsilon)^6 - W_b^6 - 6 W_b^5 \varepsilon - 15 W_b^4 \varepsilon^2 - 15 (W_b^4 - Q^4) \varepsilon^2,$$

so that

$$|(W_b + \varepsilon)^6 - W_b^6 - 6 W_b^5 \varepsilon - 15 Q^4 \varepsilon^2| \lesssim (|W_b|^3 |\varepsilon| + |\varepsilon^4|) \varepsilon^2 + |W_b^4 - Q^4| \varepsilon^2.$$  

Thus, it follows from (4.4), and then (3.5), (5.6) and (4.12) that

$$\mathcal{N}_B(\varepsilon(s)) + \left( \int_{S_n}^s \left( \frac{\tau}{s} \right)^4 \|\varepsilon(\tau)\|_{L^2_{sol}}^2 \, d\tau \right)^{\frac{1}{2}} \leq C_2^* \frac{s}{|s|} \log |s|. \quad (5.15)$$

**Proof.** Let $s \in I$. Integrating (5.1) on $[S_n, s]$ and using $\mathcal{F}(S_n) = 0$, we find

$$\mathcal{F}(s) + \int_{S_n}^s \tau^4 \int (\partial_\tau \varepsilon^2 + \varepsilon^2) \varphi_B \, d\tau \lesssim \varepsilon^2 C_2^* s^{-6} (\log |s|)^2.$$  

Thus, by (4.5) and (5.2), we obtain

$$\mathcal{N}_B(\varepsilon(s))^2 + s^{-4} \int_{S_n}^s \tau^4 \|\varepsilon(\tau)\|_{L^2_{sol}}^2 \, d\tau \lesssim \varepsilon^2 C_2^* s^{-10} (\log |s|)^2.$$  

By choosing $C_2^* > 1$ large enough, this implies (5.15). □

We complete the proof of Proposition 4.1. The constant $C_1^* > 1$ has been fixed as in Lemma 4.3 and the constant $C_2^* > 1$ is now chosen as in Lemma 5.4. Assuming by contradiction that $S_n^* < s_0$, by continuity, it follows that at least one of the estimates in (3.14), (4.6) and (4.7) is reached, which is absurd by Lemmas 4.3, 4.4 and 5.4.

6. PROOF OF THE MAIN RESULT

We follow the presentation in [5, Section 3.8] for the compactness argument. By Proposition 4.1, the sequence $\{u_n\}$ of solutions of (1.1) defined in Section 4 satisfy the uniform estimates (4.6)-(4.7) on $[S_n, s_0]$ where $s_0 < -1$ is independent of $n$. We rewrite these estimates in the time variable $t$. From (4.6), $\lambda_3^3(s) = |s|^{-6} + \mathcal{O}(|s|^{-7} \log |s|)$ so that (4.2) implies

$$t - T_n = \int_{S_n}^s \lambda_3^3(s') \, ds' = \frac{1}{5} \left( \frac{1}{|s|^5} - \frac{1}{|S_n|^5} \right) + \mathcal{O} \left( \frac{\log |s|}{|s|^6} \right)$$

where $T_n = \frac{1}{5|S_n|}$. It follows that $t = \frac{1}{5|S_n|^5} + \mathcal{O} \left( \frac{\log |s|}{|s|^6} \right)$, and so

$$\frac{1}{|s|^5} = 5t + \mathcal{O} \left( t^6 \log t \right). \quad (6.1)$$
Thus, estimates (4.6) and (4.12) on \([S_n, s_0]\) imply the existence of \(t_0 > 0\) independent of \(n\) such that on \([T_n, t_0]\), it holds

\[
\begin{align*}
|b_n(t)| & \lesssim (T-t) \log t, \\
|\lambda_n(t) - (5t)^{\frac{1}{3}}| & \lesssim (T-t)^{\frac{2}{3}} \log t, \\
|\sigma_n(t) - (5t)^{\frac{1}{3}}| & \lesssim (T-t)^{\frac{2}{3}} \log t, \\
\|\varepsilon_n(t)\|_{L^2} & \lesssim \delta^2, \quad \|\partial_t \varepsilon_n(t)\|_{L^2} \lesssim \delta^\frac{1}{2} (T-t)^{\frac{1}{2}}.
\end{align*}
\]  

(6.2)

These estimates imply that the sequence \(\{u_n(t_0)\}\) is bounded in \(H^1\) and that the sequences \(\{\lambda_n(t_0)\}, \{\sigma_n(t_0)\}\) and \(\{1/\lambda_n(t_0)\}\) are bounded in \(\mathbb{R}\). Let

\[
\tilde{u}_n(x) = \lambda_n^{\frac{1}{2}}(t_0)u_n(t_0, \lambda_n(t_0)x + \sigma_n(t_0)) = W_{b,n}(t_0, x) + \varepsilon_n(t_0, x).
\]

Then \(\{\tilde{u}_n\}\) is also bounded in \(H^1\) (see (3.5) and (3.6)). Therefore, there exist subsequences \(\{\tilde{u}_{n_k}\}, \{\lambda_{n_k}\}, \{\sigma_{n_k}\}, \{b_{n_k}\}\) of \(\{\tilde{u}_n\}\), \(\{\lambda_n\}, \{\sigma_n\}, \{b_n\}\) and \(\tilde{u}_0 \in H^1, \lambda_\infty > 0, \sigma_\infty \in \mathbb{R}, b_\infty \in \mathbb{R}\) such that \(\tilde{u}_{n_k} \rightharpoonup \tilde{u}_0\) weakly in \(H^1\) and \(\lambda_{n_k} \rightharpoonup \lambda_\infty, \sigma_{n_k} \rightharpoonup \sigma_\infty, b_{n_k} \rightarrow b_\infty\) as \(k \rightarrow \infty\).

For any \(k \geq 0\), let \(\tilde{u}_k(t)\) be the maximal solution of (1.1) such that \(\tilde{u}_k(0) = \tilde{u}_{n_k}\), and let \((\tilde{\lambda}_k, \tilde{\sigma}_k, \tilde{b}_k, \tilde{\varepsilon}_k)\) denote its decomposition as given by Section 5.2. By the scaling invariance

\[
\tilde{u}_k(t, x) = \lambda_n^{\frac{1}{2}}(t_0)u_{n_k}(t_0 + \lambda_{n_k}^{\frac{3}{2}}(t_0)t, \lambda_{n_k}(t_0)x + \sigma_{n_k}(t_0)), \quad \forall t \in \left[\frac{-t_0 - T_{n_k}}{\lambda_{n_k}^{\frac{3}{2}}(t_0)}, 0\right].
\]

Hence, we deduce from the uniqueness of the decomposition that

\[
\begin{align*}
\tilde{\lambda}_k(t) & = \frac{\lambda_{n_k}(t_0 + \lambda_{n_k}^{\frac{3}{2}}(t_0)t) + \lambda_{n_k}^{\frac{5}{3}}(t_0)t - \sigma_{n_k}(t_0)}{\lambda_{n_k}(t_0)}, \\
\tilde{\sigma}_k(t) & = \frac{\sigma_{n_k}(t_0 + \lambda_{n_k}^{\frac{3}{2}}(t_0)t) - \sigma_{n_k}(t_0)}{\lambda_{n_k}(t_0)}, \\
\tilde{b}_k(t) & = b_{n_k}(t_0 + \lambda_{n_k}^{\frac{3}{2}}(t_0)t), \\
\tilde{\varepsilon}_k(t) & = \varepsilon_{n_k}(t_0 + \lambda_{n_k}^{\frac{3}{2}}(t_0)t).
\end{align*}
\]

Let \(t_1 \in (0, \frac{t_0}{\lambda_\infty})\) and apply [5] Lemma 2.10 on \([-t_1, 0]\). It follows that the solution \(\tilde{u}\) of (1.1) with initial data \(\tilde{u}_0\) exists on the time interval \((-\frac{t_0}{\lambda_\infty}, 0]\), and its decomposition \((\tilde{\lambda}, \tilde{\sigma}, \tilde{b}, \tilde{\varepsilon})\) is the limit of \((\tilde{\lambda}_k, \tilde{\sigma}_k, \tilde{b}_k, \tilde{\varepsilon}_k)\) as \(k \rightarrow \infty\) (in the weak \(H^1\) sense for \(\{\tilde{\varepsilon}_k\}\)).

Now, let \(T = 5^3 t_0\) and define the solution \(u\) of (1.1) on \([0, T]\) by

\[
u(t, x) = \frac{1}{5\lambda_\infty^{\frac{1}{2}}(t_0)} \tilde{u}\left(\frac{-t}{5\lambda_\infty^{\frac{5}{3}}} - \frac{-x - \sigma_\infty}{5\lambda_\infty^{\frac{5}{3}}}, \frac{t}{5\lambda_\infty^{\frac{5}{3}}} - \frac{x - \sigma_\infty}{5\lambda_\infty^{\frac{5}{3}}}\right).
\]

Denote by \((\lambda, \sigma, b, \varepsilon)\) the parameters of its decomposition on \([0, T]\),

\[
\begin{align*}
|b(t)| & \lesssim (T-t) \log(T-t), \\
|\lambda(t) - (T-t)^{\frac{1}{3}}| & \lesssim (T-t)^{\frac{2}{3}} \log(T-t), \\
|\sigma(t) + 5(T-t)^{\frac{1}{3}}| & \lesssim (T-t)^{\frac{2}{3}} \log(T-t), \\
\|\varepsilon(t)\|_{L^2} & \lesssim \delta^2, \quad \|\partial_t \varepsilon(t)\|_{L^2} \lesssim \delta^{\frac{1}{2}} (T-t)^{\frac{1}{2}}.
\end{align*}
\]  

(6.3)
In particular, \( u \) is an \( H^1 \) solution of \( (1.1) \) blowing up at time \( t = T \) at the point 0. To complete the proof of Theorem 1, we write
\[
u(t, x) - \frac{1}{(T-t)^{\frac{5}{2}}} Q \left( \frac{x - \sigma(t)}{(T-t)^{\frac{5}{2}}} \right) = r_1(t, x) + r_2(t, x)
\]
where
\[
\begin{align*}
r_1(t, x) &= \frac{1}{\lambda^2(t)} Q \left( \frac{x - \sigma(t)}{\lambda(t)} \right) - \frac{1}{(T-t)^{\frac{5}{2}}} Q \left( \frac{x - \sigma(t)}{(T-t)^{\frac{5}{2}}} \right) \\
r_2(t, x) &= \frac{1}{\lambda^2(t)} v \left( \frac{x - \sigma(t)}{\lambda(t)} \right),
\end{align*}
\]
and
\[
|v(t, y) - W_{0}(t, y) - Q(y) + \varepsilon(t, y)| = |V(t, y) + b(t) P_{0}(t, y) + \varepsilon(t, y)|,
\]
and we prove estimates on \( r_1, r_2 \). We find setting \( \bar{\lambda}(t) = (T-t)^{\frac{5}{2}}/\lambda(t) \) and using \((6.3)\),
\[
\|r_1(t)\|_{L^2} = \|\bar{\lambda}^2(t)Q(\bar{\lambda}(t) \cdot) - Q\|_{L^2} \lesssim |\bar{\lambda}(t) - 1| \lesssim (T-t)^{\frac{1}{2}}|\log(T-t)|,
\]
\[
(T-t)^{\frac{5}{2}}|\partial_{x}r_1(t)|_{L^2} = \|\bar{\lambda}^2(t)Q'(\bar{\lambda}(t) \cdot) - Q'\|_{L^2} \lesssim |\bar{\lambda}(t) - 1| \lesssim (T-t)^{\frac{1}{2}}|\log(T-t)|.
\]
Next, by \((2.46)\), \((3.3)\) and \((6.3)\),
\[
\|v\|_{L^2} \lesssim \|V\|_{L^2} + \|bP_{0}\|_{L^2} + \|\varepsilon\|_{L^2} \lesssim \delta^{\frac{1}{2}} + |b|^{1 - \frac{5}{2}} \lesssim \delta^{\frac{1}{2}}.
\]
Second, by \((2.46)\), \((3.3)\) and \((6.3)\),
\[
\|\partial_{y}v\|_{L^2} \lesssim \|\partial_{y}V\|_{L^2} + \|b\partial_{y}P_{0}\|_{L^2} + \|\partial_{y}\varepsilon\|_{L^2} \lesssim \lambda^{\frac{1}{2}} + |b| + \delta^{-\frac{1}{2}}(T-t)^{\frac{5}{2}} \lesssim \delta (T-t)^{\frac{1}{2}}.
\]
Thus,
\[
\|r_2(t)\|_{L^2} = \|v(t)\|_{L^2} \lesssim \delta^{\frac{1}{2}}, \quad (T-t)^{\frac{5}{2}}|\partial_{x}r_2(t)|_{L^2} = \bar{\lambda}(t)|\partial_{y}v(t)|_{L^2} \lesssim \delta (T-t)^{\frac{1}{2}}.
\]
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