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Abstract. At present, the high frequency signal processing algorithm of capacitive sensor based on RBF has the problems of poor filtering effect and high level of signal detection and poor quality of signal separation. In this paper, an optimization algorithm for blind processing of high frequency signal of capacitive sensor is proposed. Based on the gradient method, and the calculation way of improved variance gradient estimation, the gradient of square single-error sample is taken as the estimation of mean square error to filter the capacitive sensor signal, and adjust the filtering step by adjusting the threshold, which can enhance the filtering effect of the sensor signal. The detection threshold is calculated by determining the false alarm probability. The decision condition is used to detect the target signal and get the high accuracy sensor signal. The initialization separation matrix is set according to the number of observation signals, and the correlation matrix of the source signal can be calculated, so as to achieve the efficient separation of high frequency signals. The experiment shows that the algorithm can effectively solve the problems existing in the current signal processing algorithm, and it is reliable.

1. Introduction. Capacitive sensor takes all kinds of capacitors as sensing elements, which can transforms the measured physical quantities or mechanical quantities into a conversion device of capacitance changes, in fact, it is a capacitor with variable parameters [8]. Capacitive sensors are widely used in the measurement of displacement, angle, vibration, velocity, pressure, component analysis, medium characteristics and so on. The most commonly used are the parallel plate type capacitor or the cylinder type capacitor [6]. The capacitive sensor has the advantages of good temperature stability. The capacitance value of a capacitive sensor is generally independent of the electrode material, which is beneficial to the selection of materials with low temperature coefficient. And because of its own heating is very small, the effect of it on the stability is very little [1,10]. The resistance sensor has copper loss, it is easy to generate heat and zero drift; while the capacitive sensor has the advantages of simple structure, easy manufacture and high accuracy, it can be very small, in order to achieve some special measurement; it can work under high temperature environment, strong radiation and strong magnetic field and so on, and can withstand large temperature changes, high pressure, high impact overload, etc.; It can measure ultra high temperature and low dropout as well as the magnetic field. Because the electrostatic attraction between the charged plates is very small, the energy of the capacitance sensor is very small. Because of its small dielectric

2010 Mathematics Subject Classification. 65D17.
Key words and phrases. Capacitive sensor, high frequency signal, blind processing.
* Corresponding author: Yuanjia Ma.
loss, the capacitance can be supplied with high frequency, so the system has high working frequency. It can be used to measure the parameters of high-speed change, to measure without contact and has high sensitivity. It can measure the vibration or eccentricity of rotary shaft and the radial clearance of small ball bearings and other without contact [9, 13]. Besides the advantages mentioned above, the electrostatic force between the charged plates is very small, and the input force and the input energy are very small. The measurable low pressure, force and small acceleration, displacement and so on, can be done very sensitive, high resolution, to induce 0.01 µm or even smaller displacement [5, 7].

In view of the advantages of simple structure, high temperature resistance, high radiation resistance, high resolution and good dynamic response, capacitive sensors are widely used in pressure, displacement, acceleration, thickness, vibration, liquid level and other measurements [4, 23]. But in the process of its use, there will be a high frequency signal. The processing of this kind of signal has become a major problem [14, 17]. In current, using the average value for processing the high frequency signal, it cannot detect the high frequency signal accurately, the separation effect of the high-frequency signal is poor, and it is difficult to effectively deal with the high frequency signal. In view of this, an optimization algorithm for blind processing of high frequency signal of capacitive sensor is proposed, which can achieve high efficiency processing of high frequency signal.

2. Optimization algorithm for blind processing of high frequency signal of capacitive sensor.

2.1. Signal filtering of capacitive sensor. In the blind processing of the high frequency signal of the capacitive sensor, the adaptive filtering method is used to filter the signal of the capacitive sensor. Adaptive filtering is a filter that can automatically adjust the parameters or structure of filter according to the change of surrounding environment, so as to satisfy some best criterion [2, 18]. In general, adaptive filtering only changes the parameters of the filter, but does not change its structure. The two main components of adaptive filtering are digital filter and adaptive algorithm with adjustable parameters. Adaptive filtering can be divided into open loop system and closed loop system. The main difference between them is whether the adaptive algorithm is related to the output of filter. If the two are related, the adaptive filter is closed loop system, otherwise it is an open loop system. The principle of adaptive filter is shown in Figure 1.

The control signal of open-loop adaptive filter only depends on the input of the system and has nothing to do with the output. The control signal of the closed-loop adaptive filter is decided by the input and output of the system [16]. Because of the better performance of the closed loop system, the application is more extensive. A closed loop adaptive filter is shown in Figure 1 (b). The output signal $y(n)$ which is adjustable after the digital filter is compared with the desired signal $d(n)$, forming the error signal $e(n)$. Through a certain adaptive algorithm, $e(n)$ is used to adjust the parameters of the filter to make $e(n)$ to meet some optimal criteria. Therefore, in fact, adaptive filter is a special filter that can automatically adjust its parameters. Once the input signal changes, it can track this change, automatically adjust the parameters, so that the performance of the filter is re-optimized.

LMS algorithm is used to filter the sensor signal and filter out the burr in the signal. On the basis of gradient method, according to the calculation way of the improved variance gradient estimation, it can take the gradient of the square of a
single error as the estimation value of the mean square error. Among them, the basic part of the horizontal filtering structure of joint parameter estimation is shown in Figure 2:

According to the input signal \( x(n) \) in Fig. 2, the output signal \( y(n) \) of the filter is calculated for the mean square error of the sample:

\[
V(W) = \frac{e(n)^2 \ast x(n)}{y(n)} \tag{1}
\]

The input vector of the adaptive filter, that is, the column vector \( X_k \), is calculated according to the formula 1.

\[
X_k = [x_k, x_{k-1}, \ldots] \ast V(W) \tag{2}
\]

Where, \( x_k \) and \( x_{k-1} \) represent the elements of the column vector centralization. The weighted vector, that is, the parameter vector of the filter is:

\[
W_k = [wx_k, wx_{k-1}, \ldots] \tag{3}
\]

Where, \( w \) represents the weight value. According to Fig. 2, the output of the filter can be obtained as follows:

\[
y_k = W_k X_k \tag{4}
\]
The cross correlation functions of $x(n)$ and $d(n)$ are:

$$r(n) = [d(n) \cdot x(n)]$$  \hspace{1cm} (5)

In order to reduce the filtering error, there are the following operations: the error signal $e_k$ is defined as the error between the expected output $d_k$ and the actual output $y_k$ of the filter, that is:

$$e_k = d_k - y_k$$  \hspace{1cm} (6)

Supposing that $W(n)$ is a constant vector, then there is:

$$V(W) = [e_k^2] = [d_k - X_k]$$

$$= [d_k - d_kX_kW_k - X_kd_k + W_kX_k]W_k$$

$$= [d_k] - 2[d_kX_kW_k] + W_k[d_kX_k]$$

$$= [d_k]^2 - 2[d_kX_k]W_k + [X_k]W_k$$  \hspace{1cm} (7)

Formula (7) is a mean square error performance function. In order to simplify the function, $R$ is defined as a square matrix.

$$R = [X_kX_k^T] = \begin{bmatrix} x_k & x_kx_{k-1} \\ x_kx_{k-1} & x_k \\ x_k & x_{k-1} \\ x_{k-1} & x_{k-2} \end{bmatrix}$$  \hspace{1cm} (8)

Where, $[X_kX_k^T]$ represents the set of parameter vectors of the filter, and $x_k^2$ represents the parameter vector of the filter. The matrix of formula (8) is called the input correlation matrix, the main diagonal line is the mean square of the input component, and the cross term is the correlation value between the input components. Similarly, it can be assumed that $P$ represents the cross correlation vector of the input vector $x(n)$ and the expected response $d(n)$, that is:
\[ P = \begin{bmatrix} R(0) \\ R(1) \\ \vdots \\ R(m+1) \end{bmatrix} \quad (9) \]

Where, \( m \) represents the cross factor. According to the formula (9), there are:

\[ V(W) = 2PW_k + d_kRW_k \quad (10) \]

In order to minimize the mean square deviation, it is necessary to make \( V(W) / W(n) = 0 \). Because

\[ V(W) / W(n) = -2P + 2RW_k \quad (11) \]

So when \( R \) is a full rank, the formula (11) has unique solution. The weight vector \( W^* = R^{-1}P \) of the best transverse filter is obtained from the inverse operation of the matrix. At this time, the adaptive adjustment process of the weight vector can be expressed as:

\[ W_{k+1} = W_k + \mu \quad (12) \]

Where, \( \mu \) represents the adjustment threshold, which is used to adjust the step length and maximize the filtering effect on the sensor signal. Its dimension is the reciprocal of the power of sensor signal [3,22].

To sum up, \( \varepsilon \) as an estimated value is selected directly. In each iteration of the adaptive process, the gradient estimates have the following form:

\[ \nabla = 2\varepsilon \begin{bmatrix} \varepsilon \\ \mu \end{bmatrix} \quad (13) \]

According to the gradient value of formula (13), an optimal form of adaptive filtering can be derived.

\[ W_{k+1} = W_k + \mu (-\nabla) = W_k + 2\mu X_k \quad (14) \]

The expected value of the guaranteed weight vector converges to the best solution \( W^* \), and the range of \( \mu \) is controlled in the following formula:

\[ 0 < \mu < \frac{1}{tr[R]} \quad (15) \]

Where, \( tr[R] \) represents the sum of diagonal elements of the \( R \) matrix.

2.2. **High frequency signal detection of capacitive sensor.** Based on the filtering of sensor signals in Section 2.1, the burr signal is removed and the high frequency signal is detected.

Supposing that a stationary determination signal of sensor’s high frequency is:

\[ a(N) = Ae^{\omega_0N} \quad (16) \]

Where, \( \omega_0 = 2\pi k_0/N \) represents the discrete frequency of the sensor signal, \( k_0 \) represents a real number that satisfies the condition \( |\omega_0| < \pi \), \( A \) represents the amplitude of the signal, \( N \) represents the number of sampling points, and \( e^{\omega_0N} \) represents the dispersion coefficient of stationary signal.

Assuming that a discrete sampling of an uncertain signal \( s(N) \) is performed at \( N \) points, there will be two possible scenarios for the signal \( s(N) \):

\[ s(N) = a(N) + \eta(N) \quad (17) \]
\[ s(N) = \eta(N) \quad (18) \]
Where, $\eta(N)$ represents the complex Gauss white noise of zero mean value, and the imaginary part and the real part are independent of each other, and the variance of $\eta(N)$ is $\sigma^2$. Formula (17) represents there is a certain signal $a(N)$ at the same time in signal $s(N)$ and the complex Gauss white noise, and formula (18) represents there is no definite signal $a(N)$ in the signal $s(N)$.

To sum up, the discrete Fourier transform of signal $s(N)$ is as follows:

$$s(k) = \xi \eta_F(k)$$  \hspace{1cm} (19)

In the formula (19), $\eta_F(k)$ represents a complex Gauss white noise with zero mean, and $\xi$ represents the discrete Fourier transform coefficient, and its transformation condition varies according to the case of $s(N)$. Supposing that $s(N)$ is the form in formula (17), then $\xi = 1$; assuming the $s(N)$ is the form in formula (18), then $\xi = 0$.

In summary, the spectrum $|s(k)|^2$ of the signal $s(N)$ is:

$$|s(k)|^2 = s(k) s^*(k)$$  \hspace{1cm} (20)

Where, $s^*(k)$ represents the weighted spectrum. The estimation of $\xi$ is to determine whether the signal $a(N)$ exists or not. The estimated value of $\xi$ can be expressed as:

$$\xi = \begin{cases} 
1, & \max |s(k)|^2 > q_{s^2} \\
0, & \max |s(k)|^2 \leq q_{s^2} 
\end{cases}$$  \hspace{1cm} (21)

Where, $q_{s^2}$ represents the detection threshold.

By testing the threshold, the article considers the following detection:

1. There is a definite signal $a(N)$ and $\xi = 1$ in the signals $(N)$. And in the process of detection, $\max |s(k)|^2 > q_{s^2}$, $\xi = 1$.

2. There is a definite signal $a(N)$ and $\xi = 1$ in the signal $s(N)$. But in the process of testing, $\max |s(k)|^2 \leq q_{s^2}$, that is, $\xi = 0$. In this case, the determination of the existing signal $a(N)$ is not detected, which is called a leak detection.

3. There is no definite signal $a(N)$ and $\xi = 0$ in signal $s(N)$. In the process of detection, $\max |s(k)|^2 \leq q_{s^2}$, that is, $\xi = 0$.

4. There is no definite signal $a(N)$ and $\xi = 0$ in signal $s(N)$. But in the process of detection, $\max |s(k)|^2 > q_{s^2}$, or $\xi = 1$, it is called false alarm.

The following is the derivation of detection threshold under the condition of constant false alarm probability. The false alarm probability $p_{fa}$ can be defined as:

$$p_{fa} = p[|\eta_F(k)| > q_{s^2}] = 1 - p[|\eta_F(k)| \leq q_{s^2}]$$  \hspace{1cm} (22)

Among them, $p[|\eta_F(k)| \leq q_{s^2}]$ represents the occurrence probability of event $|\eta_F(k)| \leq q_{s^2}$.

For a random variable of Gauss distribution, the absolute value of the quadratic square is a random variable, so there is:

$$p[|\eta_F(k)| \leq q_{s^2}] = 1 - \frac{q_{s^2}}{\sigma^2}$$  \hspace{1cm} (23)
According to the formula (22) and the formula (23), we know that:

\[ p_{fa} = 1 - \left(1 - \left(\frac{q_{sx}}{\sigma^2}\right)^2\right) \]  
(24)

According to the formula (24), as long as the false alarm probability \( p_{fa} \) is known, the corresponding detection threshold of \( q_{sx} \) can be obtained.

\[ q_{sx} = -\ln \left(1 - \sqrt{1 - p_{fa}}\right) \sigma^2 \]  
(25)

To sum up, the process of Fourier detection for signal \( s(N) \) can be summarized as follows:

1. the probability of false alarm is determined.
2. the threshold of the calculation is calculated.
3. the judgment condition is used to judge whether the target signal exists.

2.3. Blind separation for high frequency signal of capacitive sensor. In order to identify and utilize high frequency signals in capacitive sensors and remove redundant signals, the blind source separation algorithm is used to separate high-frequency signals based on the detection of sensor signal burr and high-frequency signal in Section 2.1 and 2.2. First, the linear instantaneous aliasing model of the source signal is established, as shown in Figure 3.

In Figure 3, the mixed matrix \( B \) is the simulation of the propagation characteristics in the signal receiving process, and the prior information of the mixed matrix \( S(t) \) and the source signal is unknown. Only the mixed signal \( z(t) = B \ast S(t) \) can be received. The aim of blind source separation is to recover the independent source signal \( S(t) \), that is, the high frequency signal of the sensor, according to the observed signal \( z(t) \). To sum up, the blind signal separation model is as follows:

\[ Y(t) = \rho_{i\phi} \ast z(t) \]  
(26)

Among them, \( \rho_{i\phi} \) represents the separation matrix, and on the basis of the formula (26), it can be obtained:

\[ Y(t) = \rho_{i\phi} \ast z(t) = \rho_{i\phi} \ast B_{i\phi} \ast S(t) \]  
(27)

![Figure 3. The linear instantaneous aliasing model of the source signal](image-url)
Assuming that the number of observation signal $\iota$ is equal to the number of source signal $\phi$. By finding the separation matrix $\rho_{\iota\phi} = B^{-1}$ by iterative optimization algorithm, we can achieve the separation of source signals, and $Y(t)$ is the estimated value of the separated source signals. However, in practical problems, the situation of that the number of observed signals is equal to the number of source signals is less, so it is necessary to study how to obtain $\rho_{\iota\phi}$ [12, 21].

In order to separate the source signal from the observation signal and avoid the estimation of the number of the source signals before the blind separation, the $\iota \times \phi$ dimensional separation matrix $\rho_{\iota\phi}$ is used, of which $\iota$ is the number of observation signals, and $\phi$ is the number of the source signals, and the separation model is formula (27). At this time, the $\iota$ dimension signal will be separated by the formula (27). In the blind source separation algorithm of the number of known or estimated, when the global matrix of blind separation algorithm is iterated and updated to become generalized switching matrix, the output signal of separation algorithm is almost equivalent to the real source signal (without considering signal amplitude and sequence change), then it thinks of that the blind separation has been reached, namely the real separation of source signals. For the blind source separation model of unknown number, assuming that all the real source signals are reconstructed at least once, the purpose of blind separation is achieved [15, 19]. Therefore, when the separation signal of algorithm model formula (27) has $\phi$ independent source signal component, and the other $\iota - \phi$ signal components are copies or zero signals of one or more independent source signal components, it can be considered that the algorithm achieves the purpose of signal separation. Through several computer simulations, it is found that $\iota$ needs more than $\phi$.

In order to achieve the accurate separation of the source signals, the next step is to calculate the correlation coefficient matrix for the $\iota$ separated source signals.

$$
C = \begin{bmatrix}
C(S_1, S_1) & C(S_1, S_2) & \cdots & C(S_1, S_\iota) \\
C(S_2, S_1) & C(S_2, S_2) & \cdots & C(S_2, S_\iota) \\
\vdots & \vdots & \ddots & \vdots \\
C(S_\iota, S_1) & C(S_\iota, S_1) & \cdots & C(S_\iota, S_\iota)
\end{bmatrix}_{\phi \times \phi}
$$

(28)

Among them, $[\cdot]$ represents the value of the correlation coefficient matrix elements of $\iota$ source signal. The diagonal element of the matrix in formula (28) is the autocorrelation coefficient of the separation signal. Therefore, the diagonal elements are 1, and the other elements of the matrix represent the cross correlation coefficient between the $\iota$ separate signals. If an element is approximately equal to 1 or $-1$, or equal to 1 or $-1$, it means that two signals are very similar, or for the same signal, or they are mutually opposite to each other. In signal processing, one of them is considered as a redundant of another signal [11, 20]. By calculating the correlation coefficient matrix $C$, the same or similar signals are merged and redundant signals are removed, and the accurate separation of the $\phi$ source signals is realized.

### 3. Experimental results and analysis.

The overall effectiveness of the proposed algorithm is verified, and a capacitive temperature and humidity sensor are used to do the experiment, as shown in Figure 4. The experimental platform is built on Simulink, and the output signal of the sensor is 0–5V voltage signal. The sensitive component of the sensor is MSR-3B type polymer humidity sensitive capacitance. The main parameters of the sensor are as:
(1) capacitance: 130–170pF (0%-100%RH);
(2) working temperature: −40–70°C;
(3) sensitivity: 0.25pF/%RH;
(4) temperature coefficient: less than or equal to 0.15% RH/°.

The experiments are carried out in the following aspects:
(1) the filtering effect of the algorithm;
(2) the detection effect of the algorithm on the high frequency signal of the sensor;
(3) the separation effect of the algorithm on the high frequency signal of the sensor.

The results of the experiment are as follows:
Analysis of Figure 5, experimental results show that the current algorithm is locally superior to the operation and filtering effect of sensors, but the overall is poor, which can not remove the burrs of sensors and fluctuate greatly. The signal to noise ratio curve of this algorithm is relatively slow, and it has been in a high signal to noise ratio state. In this paper, the algorithm to filter the sensor signal by using the LMS algorithm, the glitch in the signal is filtered off. Based on gradient method, and the estimation method of the improved gradient variance value, the gradient of the single-error square is taken as the estimation of mean square error, filtering the capacitive sensor signal. The adjustment threshold is used to adjust the filter step size, which can enhance the filtering effect of sensor signal to a maximum extent, and has absolute superiority compared with the current algorithm.

The circle in Figure 6 represents the high frequency signal of the sensor, and the triangle represents the low frequency signal, in order to observe the detection effect of different algorithms on high frequency signals.

As shown in Figure 6, the high frequency and low frequency signals are distributed in different laws in the operating network of a capacitive sensor. The accuracy of the current algorithm detecting high-frequency signals is low. Compared with the current algorithm, the proposed algorithm detects the threshold by determining the false alarm probability, and detects the high frequency signal of sensors by judging the existence of target signals by judging conditions. Among them, the false alarm probability and the detection threshold are determined, which improves the detection precision of the proposed algorithm.

About the experiment of the separation effect of high-frequency signal, in Figure 7 (a), the five corners represent the high frequency signal of the actual
Figure 5. Comparison of filtering effect of sensor operation by different algorithms

(a) state of operation by the original sensor

(b) the filtering effect of sensor operation by the current algorithm

(c) the filtering effect of sensor operation by the proposed algorithm
The current algorithm for detecting high frequency signal of sensor and the rest are redundant signals, so as to observe the separation effect of different algorithms on the high frequency signal of sensor. The analysis of the experimental results of Figure 7 shows that there are many different frequency signals or the same frequency redundant signals in the experimental model of the separation effect of the sensor’s high frequency signal. When the current algorithm is used to separate the high frequency signal of the sensor, there are still a few redundant signals, and the separation effect is not ideal. Using this algorithm to separate the high frequency signal sensor, linear instantaneous mixing model is established for the source signal, and in the blind source separation algorithm in which the number of source signals is known or estimated, when the global matrix iteration of the blind separation algorithm is updated to a generalized switching matrix, the output signal of the separation algorithm is basically the same as the copy of the real source signal. Then we can think that the purpose of blind separation processing has been achieved, which realizes the separation of real source signals. In order to achieve the accurate separation of the source signals, the correlation coefficient matrix of the separated source signals is calculated and the same or similar signals are merged to remove the redundant signals, which greatly improves the separation effect of the high-frequency signal.
4. **Conclusions.** Capacitive sensor is made up of upper and lower electrodes, insulators and substrates. When using non-contact measurement, capacitive sensor has average effect, which can reduce the influence of rough surface and so on, and has wide application area. However, the high frequency signal processing in capacitive sensor has been optimized. In this paper, we use the operation of signal filtering, high-frequency signal detection and separation to achieve effective processing of high-frequency signal. In the future research, the article will start from the following aspects:
there are many processing aspects of the high frequency signal of the sensor, which can be studied in the related fusion of high frequency signals.

(2) on the determination of the detection threshold of the high frequency signal for the sensor, it can be further optimized to improve the detection effect of the high frequency signal.
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