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Abstract—We consider the problem of simultaneous reduction of acoustic echo, reverberation and noise. In real scenarios, these distortion sources may occur simultaneously and reducing them implies combining the corresponding distortion-specific filters. As these filters interact with each other, they must be jointly optimized. We propose to model the target and residual signals after linear echo cancellation and dereverberation using a multichannel Gaussian modeling framework and to jointly represent their spectra by means of a neural network. We develop an iterative block-coordinate ascent algorithm to update all the filters. We evaluate our system on real recordings of acoustic echo, reverberation and noise acquired with a smart speaker in various situations. The proposed approach outperforms in terms of overall distortion a cascade of the individual approaches and a joint reduction approach which does not rely on a spectral model of the target and residual signals.

Index Terms—Acoustic echo, reverberation, background noise, joint distortion reduction, expectation-maximization, recurrent neural network.

I. INTRODUCTION

In hands-free telecommunications, a speaker from a near-end point interacts with another speaker at a far-end point. The near-end speaker can be a few meters away from the microphones and the interactions can be subject to several distortion sources such as background noise, acoustic echo and near-end reverberation. Each of these distortion sources degrades speech quality, intelligibility and listening comfort, and must be reduced.

Single- and multichannel filters have been used to reduce each of these distortion sources independently. They can be categorized into short nonlinear filters that vary quickly over time and long linear filters that are time-invariant (or slowly time-varying). Short nonlinear filters are generally used for noise reduction. They are robust to the fluctuations and nonlinearities inherent to real signals. Long linear filters can be required for dereverberation and echo reduction. They are able to reduce most of the distortion sources in time-invariant conditions without introducing any artifact, or musical noise, in the near-end signal.

When several distortion sources occur simultaneously, reducing them requires cascading the distortion-specific filters. However, as these filters interact with each other, tuning them independently can be suboptimal and even lead to additional distortions. Several joint approaches that handle two distortion sources have been proposed, namely for joint dereverberation and source separation/noise reduction, for joint echo and noise reduction, and for joint echo reduction and dereverberation.

A joint approach for single-channel echo reduction, dereverberation and noise reduction was proposed by Habets et al. However, the linear echo cancellation filter was ignored in the optimization process. To the best of our knowledge, only Togami et al. proposed a solution optimizing two linear filters and a nonlinear postfilter for reducing echo, reverberation and noise. They represented the filter interactions by modeling the target and residual signals after echo cancellation and dereverberation within a multichannel Gaussian framework. However, no model was proposed for the short term spectra of these signals. This results in misestimation of the linear filters and the nonlinear postfilter.

Recently, deep neural networks (DNN) have shown promising results to estimate the short term spectra of speech and distortion sources for joint dereverberation and source separation/noise reduction, and for joint echo and noise reduction. However, these DNN-based approaches have only focused on reducing two distortion sources.

In this article, we propose a DNN-based approach for joint multichannel reduction of echo, reverberation and noise. We simultaneously model the spatial and spectral parameters of the target and residual signals within a multichannel Gaussian framework and we derive an iterative a block-coordinate ascent (BCA) algorithm to update the echo cancellation, dereverberation and noise/residual reduction filters. We evaluate our system on real recordings of acoustic echo, near-end reverberation and background noise acquired with a smart speaker in various situations. We experimentally show the effectiveness of our proposed approach compared with a cascade of individual approaches and Togami et al.’s joint reduction approach.

The rest of this article is organized as follows. In Section II, we describe existing enhancement methods designed for the separate reduction of echo, reverberation or noise, and Togami et al.’s approach. We explain our joint approach using a DNN spectral model within a BCA algorithm in Section III. In Section IV we detail our DNN-based joint spectral model. Section V describes the experimental settings for the training and evaluation of our approach. Section VI shows the results of our approach compared to the cascade of individual approaches and Togami et al.’s approach. Finally Section VII concludes the article and provides future directions.
II. BACKGROUND

In this section, we first describe multichannel approaches for the separate reduction of echo, reverberation or noise. These approaches will be used as building blocks for our solution and a basis for comparison in our experiments. We then describe Togami et al.’s joint approach. We adopt the following notations through the article: scalars are represented by plain letters, vectors by bold lowercase letters, and matrices by bold uppercase letters. The symbol $(\cdot)^*$ refers to complex conjugation, $(\cdot)^T$ to matrix transposition, $(\cdot)^H$ to Hermitian transposition, $tr(\cdot)$ to the trace of a matrix, $\|\cdot\|$ to the Euclidean norm and $\otimes$ to the Kronecker product. The identity matrix is denoted as $I$. Its dimension is either implied by the context or explicitly specified by a subscript.

A. Echo reduction

The echo reduction problem is defined as follows. Denoting by $M$ the number of channels (microphones), the mixture $d_{\text{echo}}(t) \in \mathbb{R}^{M \times 1}$ observed at the microphones at time $t$ is the sum of the near-end signal $s(t) \in \mathbb{R}^{M \times 1}$ and the acoustic echo $y(t) = \hat{y}(t)$.

$$d_{\text{echo}}(t) = s(t) + y(t). \quad (1)$$

The acoustic echo $y(t)$ is a nonlinearly distorted version of the observed far-end signal $x(t) \in \mathbb{R}^F$ played by the loudspeaker, which is assumed to be single-channel. The linear part can be approximated by the linear convolution of $x(t)$ and the $M$-dimensional room impulse response (RIR) $a_{\nu}(\tau) \in \mathbb{R}^{M \times 1}$, or echo path, modeling the acoustic path from the loudspeaker (including the loudspeaker response) to the microphones. The echo signal can be expressed as

$$y(t) \approx \sum_{\tau=0}^{\infty} a_{\nu}(\tau) x(t - \tau). \quad (2)$$

The signals are transformed into the time-frequency domain by the short-time Fourier transform (STFT)

$$d_{\text{echo}}(n, f) = s(n, f) + y(n, f), \quad (3)$$

at time frame index $n \in [0, N - 1]$ and frequency bin index $f \in [0, F - 1]$, where $F$ is the number of frequency bins and $N$ the number of time frames of the utterance. As the far-end signal $x(n, f) \in \mathbb{C}$ is known, the goal is to recover the $M$-dimensional near-end speech signal $s(n, f) \in \mathbb{C}^{M \times 1}$ from the mixture $d_{\text{echo}}(n, f) \in \mathbb{C}^{M \times 1}$ by identifying the echo path $\{a_{\nu}(n, f)\}_{n,f}$. The underlying idea is to estimate $y(n, f) \in \mathbb{C}^{M \times 1}$ long, multiframe linear echo cancellation filter $\hat{H}(f) = [h(0, f) \ldots h(K - 1, f)] \in \mathbb{C}^{M \times K}$ and the $K$ previous frames of the far-end signal $x(n, f)$, and to subtract the resulting signal $\hat{y}(n, f)$ from $d_{\text{echo}}(n, f)$:

$$e_{\text{echo}}(n, f) = d_{\text{echo}}(n, f) - \sum_{k=0}^{K-1} h(k, f) x(n - k, f). \quad (4)$$

where $h(k, f) \in \mathbb{C}^{M \times 1}$ is the $M$-dimensional vector corresponding to the $k$-th tap of $\hat{H}(f)$. Note that the tap $k$ is measured in frames and the underscore notation in $\hat{H}(f)$ denotes the concatenation of the $K$ taps of $h(k, f)$. Since the far-end signal $x(n, f)$ is known, the filter $\hat{H}(f)$ is usually estimated adaptively in the minimum mean square error (MMSE) sense [3]. Adaptive MMSE optimization typically relies on adaptive algorithms such as least mean squares (LMS) which adjust the filter $\hat{H}(f)$ in an online manner by stochastic gradient descent with a time-varying step size [3]. These algorithms have low complexity and fast convergence, which makes them particularly suitable for time-varying conditions. Yang et al. provide a comprehensive review of optimal step size selection for echo reduction [24].

In practice, the output signal $e_{\text{echo}}(n, f)$ is not equal to the near-end speech $s(n, f)$, not only because of the estimation error, but also because of the smaller length of $\hat{H}(f)$ compared to the true echo path and of nonlinearities that cannot be modeled by $\hat{H}(f)$ [18]. As a result, a residual echo $z(n, f)$ remains that can be expressed as [3]

$$e_{\text{echo}}(n, f) - s(n, f) = y(n, f) - \hat{y}(n, f). \quad (5)$$

To overcome this limitation, a (nonlinear) residual echo suppression postfilter $W_{\text{echo}}(n, f) \in \mathbb{C}^{M \times M}$ is typically applied:

$$\hat{s}(n, f) = W_{\text{echo}}(n, f) e_{\text{echo}}(n, f). \quad (6)$$

There exist multiple approaches to derive $W_{\text{echo}}(n, f)$ [3]. Recently, direct estimation of $W_{\text{echo}}(n, f)$ using a DNN has shown good performance in the single-channel case [25], [26]. However, when $\hat{H}(f)$ changes, $z(n, f)$ also changes and the postfilter $W_{\text{echo}}(n, f)$ must be adapted consequently. Estimating $\hat{H}(f)$ and $W_{\text{echo}}(n, f)$ separately is thus suboptimal. Joint optimization of $\hat{H}(f)$ and $W_{\text{echo}}(n, f)$ was investigated in the MMSE and the maximum likelihood (ML) sense [27], [28].

In Section V, we will use adaptive MMSE optimization for estimating the echo cancellation filter $\hat{H}(f)$ as a part of the cascade of the individual approaches to which we compare our joint approach.

B. Near-end dereverberation

The near-end dereverberation problem is defined as follows. The signal $d_{\text{rev}}(t)$ observed at the microphones at time $t$ is just the reverberant near-end signal $s(t)$, which is obtained by linear convolution of the anechoic near-end signal $u(t) \in \mathbb{R}$ and the $M$-dimensional RIR $a_{\nu}(\tau) \in \mathbb{R}^{M \times 1}$:

$$d_{\text{rev}}(t) = s(t) = \sum_{\tau=0}^{\infty} a_{\nu}(\tau) u(t - \tau). \quad (7)$$

This signal can be decomposed as

$$s(t) = \sum_{0 \leq \tau \leq L_e} a_{\nu}(\tau) u(t - \tau) + \sum_{\tau > L_e} a_{\nu}(\tau) u(t - \tau), \quad (8)$$

where $s_{0}(t)$ denotes the early near-end signal component, $s_{l}(t)$ the late reverberation component, and $L_e$ is the mixing time. The component $s_{0}(t)$ comprises the main peak of the RIR (the direct path) and the early reflections within a delay $L_e$ which contribute to speech quality and intelligibility. The component
s_l(t) comprises all the later reflections which degrade intelligibility. In the time-frequency domain, the reverberant near-end speech can thus be expressed as
\[
s(n, f) = s_e(n, f) + s_l(n, f). \tag{9}
\]

The goal is to recover the early near-end component \(s_e(n, f)\) from the reverberant near-end signal \(s(n, f)\). Naylor et al. provided a comprehensive review of dereverberation approaches \cite{Meyer2012}. Among them, the weighted prediction error (WPE) method \cite{Zhang2007} estimated \(s_l(n, f)\) by inverse filtering with a long, multi-frame linear filter \(G(f) = [G(\Delta, f) \ldots G(\Delta + L - 1, f)] \in \mathbb{C}^{M \times ML}\) applied on the \(L\) previous frames of the mixture signal \(s(n - \Delta, f)\) defined in (7). The delay \(\Delta\) is introduced to avoid over-whitening of the near-end speech. The resulting signal \(\tilde{s}_l(n, f)\) is then subtracted from the mixture signal \(s(n, f)\) defined in (7):
\[
r^{\text{rev}}(n, f) = s(n, f) - \sum_{l=\Delta}^{\Delta+L-1} G(l, f)s(n - l, f). \tag{10}
\]

where \(G(l, f) = [g_1(l, f) \ldots g_M(l, f)] \in \mathbb{C}^{M \times M}\) is the \(M \times M\)-dimensional matrix corresponding to the \(l\)-th tap of \(G(f)\). As the component \(s_e(n, f)\) is not an observed signal, Nakatani et al. estimated the filter \(G(f)\) in the ML sense by modeling \(s_e(n, f)\) as a directional source \cite{Meyer2012}. However, they did not impose any constraint on its short-term spectrum which results in limited dereverberation \cite{Meyer2012, Naylor2012}. Other authors have assumed a model of the short-term spectrum. Yoshioka et al. used an all-pole model \cite{Yoshioka2009}, Kagami et al. used nonnegative matrix factorization (NMF) \cite{Kagami2008}, Jukić et al. used sparse priors \cite{Jukić2010}, and Kinoshita et al. used a DNN \cite{Kinoshita2016}

For several reasons, including the smaller length of the filter compared to true near-end RIR and potentially time-varying conditions, a residual late reverberation component \(s_l(n, f)\) remains \cite{Meyer2012, Naylor2012, Shamsollahi2012} that can be expressed as
\[
r^{\text{rev}}(n, f) - s_e(n, f) = \tilde{s}_l(n, f) - \tilde{s}_l(n, f). \tag{11}
\]

To overcome this limitation, a (nonlinear) residual reverberation suppression postfilter \(W^{\text{rev}}(n, f) \in \mathbb{C}^{M \times M}\) is applied on the signal \(r^{\text{rev}}(n, f)\):
\[
\tilde{s}_e(n, f) = W^{\text{rev}}(n, f)r^{\text{rev}}(n, f). \tag{12}
\]

There are multiple approaches to derive \(W^{\text{rev}}(n, f)\) \cite{Meyer2012, Shamsollahi2012}. However, when \(G(f)\) changes, \(s_e(n, f)\) also changes and the postfilter \(W^{\text{rev}}(n, f)\) must be adapted consequently. Estimating \(G(f)\) and \(W^{\text{rev}}(n, f)\) separately is thus suboptimal. Joint optimization of \(G(f)\) and \(W^{\text{rev}}(n, f)\) was investigated in the ML sense \cite{Naylor2012}.

In section V, we will use WPE for estimating the dereverberation filter \(G(f)\) as a part of the cascade of the individual approaches to which we compare our joint approach.

\subsection*{C. Noise reduction}

The noise reduction problem is defined as follows. In the time-frequency domain, the \(M\)-channel mixture \(d^{\text{noise}}(n, f)\) observed at the microphones is the sum of the near-end signal \(s(n, f)\) and a noise signal \(b(n, f) \in \mathbb{C}^{M \times 1}\):
\[
d^{\text{noise}}(n, f) = s(n, f) + b(n, f). \tag{13}
\]

Note that the noise signal \(b(n, f)\) can be either spatially diffuse or localized. The goal is to recover the near-end signal \(s(n, f)\) from the mixture \(d^{\text{noise}}(n, f)\). This is typically achieved by applying a short nonlinear filter \(W^{\text{noise}}(n, f) \in \mathbb{C}^{M \times M}\) on \(d^{\text{noise}}(n, f)\):
\[
\widehat{s}(n, f) = W^{\text{noise}}(n, f)d^{\text{noise}}(n, f). \tag{14}
\]

The filter can be estimated in the MMSE or ML sense. Gannot et al. provide a comprehensive review of spatial filtering solutions \cite{Gannot2010}. One family of solutions relies on multichannel time-varying Wiener filtering, where the filter is derived from a local Gaussian model of the target and noise sources \cite{Gannot2010}. The spectral parameters (short term power spectra) and the spatial parameters (spatial covariance matrices) of this model are estimated in the ML sense. Since there is no closed form solution, the ML parameters are estimated using an EM algorithm. When no constraint is imposed on the spectral or spatial parameters, the EM algorithm operates in each frequency bin \(f\) independently which results in a permutation ambiguity in the separated components at each frequency bin \(f\) and requires additional permutation alignment. Alternatively, the spectral parameters can be estimated with a model. Ozerov et al. used NMF \cite{Ozerov2010}, Nugraha et al. used a DNN \cite{Nugraha2012}, and recently variational autoencoders were used \cite{Carta2017}.

In section V, we will use multichannel time-varying Wiener filtering as a part of the cascade of the individual approaches to which we compare our joint approach.

\subsection*{D. Joint reduction of echo, reverberation and noise}

In real scenarios, all the distortions introduced above can be simultaneously present as illustrated in Fig. 1. The mixture \(d(n, f)\) observed at the microphones is thus the sum of the acoustic echo \(y(n, f)\), the reverberant near-end signal \(s(n, f)\) and the noise \(b(n, f)\)
\[
d(n, f) = s(n, f) + y(n, f) + b(n, f) \tag{15}
\]
\[
= s_e(n, f) + s_l(n, f) + y(n, f) + b(n, f). \tag{16}
\]

The goal is to recover the early near-end component \(s_e(n, f)\) from the mixture \(d(n, f)\).

Togami et al. proposed a joint approach combining an echo cancellation filter \(H(f)\) (see Section II-A), a dereverberation
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\caption{Acoustic echo, reverberation and noise problem.}
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filter $\mathbf{G}(f)$ (see Section II-B) and a nonlinear multichannel Wiener postfilter $\mathbf{W}_{s_e}(n,f)$ (see Section II-C) [19]. The approach is illustrated in Fig. 2. In the first step, they apply the echo cancellation filter $\mathbf{H}(f)$ as in (4) and subtract the resulting echo estimate $\hat{y}(n,f)$ from the mixture signal $d(n,f)$. In parallel, the authors apply the dereverberation filter $\mathbf{G}(f)$ on the mixture signal $d(n,f)$ as in (10) and subtract the resulting late reverberation estimate $\hat{d}_l(n,f)$ from $d(n,f)$. The resulting signal $r(n,f)$ after echo cancellation and dereverberation is then

$$ r(n,f) = d(n,f) - \hat{y}(n,f) - \sum_{l=\Delta}^\Delta \mathbf{G}(l,f)d(n-l,f). $$

Due to the presence of the noise signal $b(n,f)$, undesired residual signals remain and can be expressed as

$$ r(n,f) - s_e(n,f) = z_e(n,f) + \hat{b}_s(n,f) + b_r(n,f). $$

(18)

The signals $z_e(n,f)$, $\hat{b}_s(n,f)$ and $b_r(n,f)$ are defined as

$$ z_e(n,f) = y_e(n,f) - \hat{y}(n,f), $$

(19)

$$ \hat{b}_s(n,f) = s_l(n,f) - \hat{d}_l(n,f) + y_l(n,f) - \hat{d}_{l,y}(n,f), $$

(20)

$$ b_r(n,f) = b(n,f) - \hat{d}_{l,b}(n,f), $$

(21)

where the signals $y_e(n,f)$ and $y_l(n,f)$ denote the early component and the late reverberation of the echo $y(n,f)$, respectively. $\hat{d}_{l,y}(n,f) = \sum_{l=\Delta}^{\Delta+L-1} \mathbf{G}(l,f)y_l(n-l,f)$ and $\hat{d}_{l,b}(n,f) = \sum_{l=\Delta}^{\Delta+L-1} \mathbf{G}(l,f)b_l(n-l,f)$ are the latent components of $\hat{d}_l(n,f)$ resulting from (17), and $b_r(n,f)$ is the dereverberated noise signal. The term dereverberated means "after applying the dereverberation filter".

To recover the early near-end signal component $s_e(n,f)$ from the signal $r(n,f)$ the authors applied a multichannel Wiener postfilter $\mathbf{W}_{s_e}(n,f) \in \mathbb{C}^{M \times M}$ on the signal $r(n,f)$:

$$ \hat{s}_e(n,f) = \mathbf{W}_{s_e}(n,f)r(n,f). $$

(22)

The authors estimated $\mathbf{H}(f)$, $\mathbf{G}(f)$ and $\mathbf{W}_{s_e}(n,f)$ by modeling $s_e(n,f)$ and $b_r(n,f)$ as zero-mean multichannel Gaussian variables, and $z_e(n,f)$ and $\hat{b}_s(n,f)$ as nonzero-mean multichannel Gaussian variables [19]. They used an EM algorithm to jointly optimize the spectral and spatial parameters of this model in the ML sense.

However, their approach suffers from several limitations. First, they did not impose any constraint on the spectral parameters of the target $s_e(n,f)$ and the dereverberated noise signal $b_r(n,f)$. Secondly, the signal components $s_l(n,f)$ and $y_l(n,f)$ in $b_r(n,f)$ are not separately modeled, i.e. these components share the same spatial parameters, which is not the case in practice. These two limitations result in misestimation of the filters $\mathbf{H}(f)$, $\mathbf{G}(f)$ and the postfilter $\mathbf{W}_{s_e}(n,f)$. Thirdly, because the filters $\mathbf{H}(f)$ and $\mathbf{G}(f)$ operate independently on the mixture signal $d(n,f)$, their respective components $\hat{y}(n,f)$ and $\hat{d}_{l,y}(n,f)$ subtracted from the echo $y(n,f)$ in [19] and [20] might interfere with each other. Finally, since the echo $y(n,f)$ is often much louder than the near-end speech $s(n,f)$ and the noise signal $b(n,f)$ in $d(n,f)$, the dereverberation filter $\mathbf{G}(f)$ here mainly reduces the late reverberation of the echo $y_l(n,f)$ instead of the reverberation of the near-end speech $s_l(n,f)$.

III. DNN-BASED BCA ALGORITHM FOR JOINT REDUCTION OF ECHO, REVERBERATION AND NOISE

In this section, we propose a joint DNN-based model to estimate the spectral parameters of the target and the residual signals. We derive a DNN-based BCA algorithm for joint reduction of echo, reverberation and noise that exploits these estimated spectral parameters for an accurate derivation of the echo cancellation and dereverberation filters and the nonlinear postfilter.

A. Model

The approach is illustrated in Fig. 3. In the first step, we apply the echo cancellation filter $\mathbf{H}(f)$ as in (4) and subtract the resulting echo estimate $\hat{y}(n,f)$ from $d(n,f)$:

$$ e(n,f) = d(n,f) - \sum_{k=0}^{K-1} \mathbf{h}(k,f)x(n-k,f). $$

(23)

The resulting signal $e(n,f)$ contains the near-end signal $s(n,f)$, the residual echo $z(n,f)$ and the noise signal $b(n,f)$. Unlike Togami et al. [19], we do not apply the dereverberation filter $\mathbf{G}(f)$ on the mixture signal $d(n,f)$, but on the signal $e(n,f)$ and subtract the resulting late reverberation estimate $\hat{e}(n,f)$ from $e(n,f)$. To the best of our knowledge, this is the first work where the dereverberation filter $\mathbf{G}(f)$ is applied after the echo cancellation filter $\mathbf{H}(f)$ in the context of joint echo reduction of echo, reverberation...
and noise. The resulting signal \( r(n, f) \) is thus expressed as

\[
r(n, f) = e(n, f) - \sum_{l=\Delta}^{\Delta + L-1} G(l, f)e(n - l, f).
\]

Since the linear filters \( H(f) \) and \( G(f) \) are causal, we make the assumption that the observed signals \( d(n, f) \) and \( z(n, f) \) are equal to zero for \( n < 0 \). Since the residual echo \( z(n, f) \) in \( e(n, f) \) is a reduced version of the echo \( y(n, f) \) in \( d(n, f) \), the dereverberation filter \( G(f) \) achieves a greater reduction of the near-end late reverberation \( s_t(n, f) \) than in Togami et al.’s approach [19]. Due to the reasons mentioned in Sections II-A and II-B and to the presence of the noise signal \( b(n, f) \), undesired residual signals remain and can be expressed as

\[
r(n, f) - s_c(n, f) = s_t(n, f) + z_c(n, f) + b_t(n, f),
\]

where \( s_t(n, f) \) is the residual late reverberation near-end component, \( z_c(n, f) \) the dereverberated residual echo, and \( b_t(n, f) \) the dereverberated noise. The signal \( s_t(n, f) \), \( z_c(n, f) \) and \( b_t(n, f) \) are defined as

\[
\begin{align*}
s_t(n, f) &= s_t(n, f) - \hat{e}_t(n, f), \\
z_c(n, f) &= z(n, f) - \hat{e}_c(n, f), \\
b_t(n, f) &= b(n, f) - \hat{e}_b(n, f),
\end{align*}
\]

where the signals \( \hat{e}_t(n, f) = \sum_{l=\Delta}^{\Delta + L-1} G(l, f)s_t(n - l, f), \hat{e}_c(n, f) = \sum_{l=\Delta}^{\Delta + L-1} G(l, f)z(n - l, f) \) and \( \hat{e}_b(n, f) = \sum_{l=\Delta}^{\Delta + L-1} G(l, f)b(n - l, f) \) are the latent components of \( \hat{e}(n, f) \) resulting from (24). To recover the signal \( s_c(n, f) \) from the signal \( r(n, f) \), we apply a multichannel Wiener postfilter \( W_{s_c}(n, f) \in \mathbb{C}^{M \times M} \) on the signal \( r(n, f) \) as

\[
\hat{s}_c(n, f) = W_{s_c}(n, f)r(n, f).
\]

Inspired by WPE for dereverberation [29], we estimate \( H(f), G(f) \) and \( W_{s_c}(n, f) \) by modeling the target \( s_t(n, f) \) and the three residual signals \( s_t(n, f), z_c(n, f) \) and \( b_t(n, f) \) with a multichannel local Gaussian framework. In the following we use the general notation \( c(n, f) \) to denote each one of these four signals, and consider them as sources to be separated. Each of these four sources is modeled as

\[
c(n, f) \sim \mathcal{N}(0, v_c(n, f)R_c(f)), \tag{30}
\]

where \( v_c(n, f) \in \mathbb{R}_+ \) and \( R_c(f) \in \mathbb{C}^{M \times M} \) denote the power spectral density (PSD) and the spatial covariance matrix (SCM) of the source, respectively [37]. The multichannel Wiener filter for the source \( c(n, f) \) is formulated as

\[
W_c(n, f) = v_c(n, f)R_c(f) \left( \sum_{c'} v_c(n, f)R_{c'}(f) \right)^{-1},
\]

where the sum over \( c' \) includes all four sources. The postfilter \( W_{s_c}(n, f) \) is a specific case of (31) where \( c(n, f) = s_c(n, f) \).

B. Likelihood

In order to estimate the parameters of this model, we must first express its likelihood. Following (23), (24), (25) and (30), the log-likelihood of the observed sequence \( O = \{d(n, f), x(n, f)\}_{n,f} \) is given by

\[
\begin{align*}
L(O; H, G, c) &= \sum_{f=0}^{F-1} \sum_{n=0}^{N-1} \log \mathcal{P}(d(n, f) &
\quad | d(n-1, f), \ldots, d(0, f), \quad x(n, f), \ldots, x(0, f)), \\
&= \sum_{f=0}^{F-1} \sum_{n=0}^{N-1} \log \mathcal{N}(d(n, f); \mu_d(n, f), R_{dd}(n, f)), \tag{33}
\end{align*}
\]

where

\[
\begin{align*}
\mu_d(n, f) &= \sum_{k=0}^{K-1} h(k, f)x(n - k, f) \\
&+ \sum_{l=\Delta}^{\Delta + L-1} G(l, f)e(n - l, f), \\
R_{dd}(n, f) &= \sum_{c'} v_c(n, f)R_{c'}(f),
\end{align*}
\]

and \( \Theta_H = \{H(f)\}_f, \Theta_G = \{G(f)\}_f \) and \( \Theta_c = \{v_c(n, f), R_c(f)\}_{c,n,f} \) are the parameters to be estimated. The resulting ML optimization problem has no closed form solution, hence we need to estimate the parameters via an iterative procedure.

C. Iterative optimization algorithm

We propose a BCA algorithm for likelihood optimization. Each iteration \( i \) comprises the following three maximization steps:

\[
\begin{align*}
\hat{\Theta}_H &\leftarrow \arg \max_{\Theta_H} L(D; \hat{\Theta}_H, \Theta_G, \hat{\Theta}_c), \tag{36} \\
\hat{\Theta}_G &\leftarrow \arg \max_{\Theta_G} L(D; \hat{\Theta}_H, \hat{\Theta}_G, \hat{\Theta}_c), \tag{37} \\
\hat{\Theta}_c &\leftarrow \arg \max_{\Theta_c} L(D; \hat{\Theta}_H, \hat{\Theta}_G, \hat{\Theta}_c).
\end{align*}
\]
Fig. 4: Flowchart of the proposed BCA algorithm.

The solutions of (36) and (37) are closed-form. As there is no closed-form solution for (38), we propose to use a modified version of Nugraha et al.’s DNN-EM algorithm [39]. The overall flowchart of the proposed algorithm is shown in Fig. 4. Note that it is also possible to optimize the parameters Θ_H, Θ_G and Θ_e with the EM algorithm by adding a nuisance term to (25) [38]. However, this approach would be less efficient to derive the filter parameters Θ_H and Θ_G. In the next subsections, we provide the initialization and the update rules for steps (36) [38] of our proposed algorithm at iteration i. The derivation of these update rules is detailed in our companion technical report [41].

1) Initialization: We initialize the linear filters H(f) and G(f) to H_max(f) and G_max(f), respectively. The PSDs v_c(n,f) of the four sources are jointly initialized using a pretrained DNN denoted as DNN_0 and the SCMs R_s(f) as the identity matrix I_M. The inputs, the targets and the architecture of DNN_0 are described in Section IV below.

2) Echo cancellation filter parameters Θ_H: The echo cancellation filter H(f) is updated as

\[ \mathbf{h}(f) = \mathbf{P}(f)^{-1}\mathbf{p}(f), \]

where

\[ \mathbf{P}(f) = \sum_{n=0}^{N-1} \mathbf{X}(n,f)H_Rdd(n,f)^{-1}\mathbf{X}(n,f), \]

\[ \mathbf{p}(f) = \sum_{n=0}^{N-1} \mathbf{X}(n,f)H_Rdd(n,f)^{-1}\mathbf{r}_d(n,f), \]

\[ \mathbf{H}(f) = [\mathbf{h}(0,f)^T \ldots \mathbf{h}(K-1,f)^T]^T \in \mathbb{C}^{MK \times 1} \]

is a vectorized version of H(f), \[ \mathbf{X}(n,f) = \begin{bmatrix} \mathbf{x}_s(n,f) \ldots \mathbf{x}_s(n-K+1,f) \end{bmatrix} \in \mathbb{C}^{M \times MK} \]

results from the K taps \[ \mathbf{x}_s(n-k,f) \in \mathbb{C}^{M \times 1} \] obtained by applying the dereverberation filter G(f) on L previous frames of x(n−k,f) as

\[ \mathbf{x}_s(n-k,f) = x(n-k,f)I_M - \sum_{l=\Delta}^{\Delta+L-1} x(n-k-l,f)\mathbf{G}(l,f), \]

and \[ \mathbf{r}_d(n,f) \] is obtained by applying the dereverberation filter G(f) on d(n,f) without prior echo cancellation

\[ \mathbf{r}_d(n,f) = \mathbf{d}(n,f) - \sum_{k=\Delta}^{\Delta+L-1} \mathbf{G}(k,f)\mathbf{d}(n-k,f), \]

Note that the update of the echo cancellation filter H(f) is influenced by the dereverberation filter G(f) through the terms \[ \mathbf{X}(n,f) \] and \[ \mathbf{r}_d(n,f). \]

3) Dereverberation filter parameters Θ_G: Similarly to WPE for dereverberation [30], the dereverberation filter G(f) is updated as

\[ \mathbf{g}(f) = \mathbf{Q}(f)^{-1}\mathbf{q}(f), \]

where

\[ \mathbf{Q}(f) = \sum_{n=0}^{N-1} \mathbf{E}(n,f)H_Rdd(n,f)^{-1}\mathbf{E}(n,f), \]

\[ \mathbf{q}(f) = \sum_{n=0}^{N-1} \mathbf{E}(n,f)H_Rdd(n,f)^{-1}\mathbf{e}(n,f), \]

\[ \mathbf{g}(f) = [\mathbf{g}_1(\Delta,f)^T \ldots \mathbf{g}_M(\Delta,f)^T \ldots \mathbf{g}_1(\Delta + L - 1, f)^T]^T \in \mathbb{C}^{M_2 \times L_1} \]

is a vectorized version of G(f), and \[ \mathbf{E}(n,f) = [\mathbf{E}(n-\Delta,f) \ldots \mathbf{E}(n-\Delta - L + 1,f)] \in \mathbb{C}^{M \times M_2 \times L} \] results from the L taps \[ \mathbf{E}(n-l,f) \in \mathbb{C}^{M \times M_2 \times 1} \]

obtained as

\[ \mathbf{E}(n-l,f) = I_M \otimes \mathbf{e}(n-l,f)^T. \]

The update of the dereverberation filter G(f) is influenced by the echo cancellation filter H(f) through the terms e(n,f).

4) Variance and spatial covariance parameters Θ_e: As there is no closed-form solution for the log-likelihood optimization with respect to Θ_e, we estimate the variance and spatial covariance parameters using an EM algorithm. Given the past sequence of the mixture signal d(n,f), the far-end signal x(n,f) and its past sequence, and the linear filters H(f) and G(f), the residual mixture signal r(n,f) is conditionally distributed as

\[ \mathbf{r}(n,f) \big| \mathbf{d}(n-1,f), \ldots, \mathbf{d}(0,f), \mathbf{x}(n,f), \ldots, \mathbf{x}(0,f), \]

\[ \mathbf{H}(f), G(f) \sim \mathcal{N}_C \left( 0, \mathbf{R}_{dd}(n,f) \right). \]

The signal model is conditionally identical to the local Gaussian modeling framework for source separation [37]. However, this framework does not constrain the PSDs or the SCMs which results in a permutation ambiguity (see Section II-C). Instead, after each update of the linear filters H(f) and G(f), we propose to use one iteration of Nugraha et al.’s DNN-EM algorithm to update the PSDs and the SCMs of the target and residual signals s_c(n,f), s_s(n,f), z_i(n,f) and b_i(n,f) [39].

In the E-step, each of these four sources c(n,f) is estimated as

\[ \widehat{\mathbf{c}}(n,f) = \mathbf{W}_c(n,f)\mathbf{r}(n,f), \]

and its second-order posterior moment \[ \widehat{\mathbf{R}}_c(n,f) \] as

\[ \widehat{\mathbf{R}}_c(n,f) = \mathbf{\widehat{c}}(n,f)\mathbf{\widehat{c}}(n,f)^H + (1 - \mathbf{W}_c(n,f))\mathbf{v}_c(n,f)\mathbf{R}_c(n,f). \]

In the M-step, the PSDs v_c(n,f) of the four sources are jointly updated using a pretrained DNN denoted as DNN_i, with i ≥ 1 the iteration index. The inputs, the targets and the architecture of DNN_i are described in Section IV below. For the SCMs R_c(f), we consider a weighted form of update

\[ \mathbf{R}_c(f) = \left( \sum_{n=0}^{N-1} w_c(n,f) \right)^{-1} \sum_{n=0}^{N-1} \frac{w_c(n,f)\mathbf{R}_c(n,f)}{N - \sum_{n=0}^{N-1} w_c(n,f)}, \]

where

\[ w_c(n,f) = \frac{1}{\mathbf{W}_c(n,f)\mathbf{r}(n,f) + (1 - \mathbf{W}_c(n,f))\mathbf{v}_c(n,f)} \]
where \( w_c(n,f) \) denotes the weight of the source \( c(n,f) \). When \( w_c(n,f) = 1 \), (51) reduces to the exact EM algorithm [37]. Here, we use \( w_c(n,f) = v_c(n,f) \) [42], [43]. Experience shows that this weighting trick mitigates inaccurate estimates in certain time-frequency bins and increases the importance of the bins for which \( v_c(n,f) \) is large. As the PSDs are constrained, we also need to constrain \( R_c(f) \) so as to encode only the spatial information of the sources. We modify (51) by normalizing \( R_c(f) \) after each update [42]:

\[
R_c(f) \leftarrow \frac{M}{\text{tr}(R_c(f))} R_c(f).
\]

5) Estimation of the final early near-end component \( s_c(n,f) \): Once the proposed iterative optimization algorithm has converged after \( I \) iterations, we have estimates of the PSDs \( v_c(n,f) \) and the SCMs \( R_c(f) \) and we can ultimately derive the filters \( \mathbf{H}(f), \mathbf{G}(f) \) and \( \mathbf{W}_c(n,f) \) to obtain the target estimate \( \hat{s}_c(n,f) \) using [23], [24] and [49]. For the detailed pseudo-code of the algorithm, please refer to the supporting document [41].

IV. DNN SPECTRAL MODEL

In this section, we define the inputs, the targets and the architecture of the DNN used to initialize and update the target and residual PSDs.

A. Targets

Estimating \( \sqrt{v_c(n,f)} \) has been shown to provide better results than estimating the power spectra \( v_c(n,f) \), as the square root compresses the signal dynamics [39]. Therefore we define \( \sqrt{v_s(n,f)} \sqrt{v_n(n,f)} \sqrt{v_a(n,f)} \sqrt{v_b(n,f)} \) as the targets for the DNN. Nugraha et al. defined the ground truth PSDs as \( v_c(n,f) = \frac{1}{\pi^2} |c(n,f)|^2 \) [39]. We thus need to know the ground truth source signals \( c(n,f) \). The ground truth latent signals \( s_c(n,f), z_c(n,f) \) and \( b_c(n,f) \) are unknown. However, in the training and validations sets, we can know the ground truth early near-end signal \( s_e(n,f) \) and the signals \( s_l(n,f), y(n,f) \) and \( b(n,f) \) (see Section V-B). These last three signals correspond to the values of \( s_c(n,f), z_c(n,f) \) and \( b_c(n,f) \), respectively, when the linear filters \( \mathbf{H}(f), \mathbf{G}(f) \) are equal to zero. To derive the ground truth latent signals \( s_e(n,f), z_e(n,f) \) and \( b_e(n,f) \), we thus propose to use an iterative algorithm similar to the BCA algorithm (see Fig. 4), where the linear filters \( \mathbf{H}(f) \) and \( \mathbf{G}(f) \) are initialized to zero. At each iteration, we derive the linear filters \( \mathbf{H}(f) \) and \( \mathbf{G}(f) \) as in [39] and [44], respectively. Instead of using DNN-EM, we update \( s_e(n,f), z_e(n,f) \) and \( b_e(n,f) \) by applying the linear filters \( \mathbf{H}(f) \) and \( \mathbf{G}(f) \) to each of the signals \( s_l(n,f), y(n,f) \) and \( b(n,f) \) as in [26], [27] and [28]. For the detailed pseudo-code of this algorithm, please refer to the supporting document [41]. After a few iterations, we observed the convergence of the latent variables \( s_e(n,f), z_e(n,f) \) and \( b_e(n,f) \). Fig. 5 shows an example of the PSD spectrograms after convergence.

B. Inputs

We use magnitude spectra as inputs for DNN\(_0\) and DNN\(_1\) rather than power spectra, since they have been shown to provide better results when the targets are the magnitude spectra \( \sqrt{v_c(n,f)} \) [39]. We concatenate these spectra to obtain the inputs. The different inputs are summarized in Fig. 6. We consider first the far-end signal magnitude \( |x(n,f)| \) and a single-channel signal magnitude \( |\tilde{d}(n,f)| \) obtained from the corresponding multichannel mixture signal \( \tilde{d}(n,f) \) as [42]

\[
|\tilde{d}(n,f)| = \sqrt{\frac{1}{M} \| \tilde{d}(n,f) \|_2^2}.
\]

Additionally we use the magnitude spectra \( |\tilde{g}(n,f)|, |\tilde{e}(n,f)|, |\tilde{c}_i(n,f)| \) and \( |\tilde{r}(n,f)| \) obtained from the corresponding mult-
channel signals after each linear filtering step $\hat{y}(n, f)$, $e(n, f)$, $\hat{e}_i(n, f)$, $r(n, f)$. Indeed in our previous work on single-channel echo reduction, using the estimated echo magnitude as an additional input was shown to improve the estimation [26]. We refer to the above inputs as type-I inputs. We consider additional inputs to improve the estimation. In particular, we use the magnitude spectra $\sqrt{v_{\text{unc}}(n, f)}$ of the source unconstrained PSDs obtained as

$$v_{\text{unc}}(n, f) = \frac{1}{M} \text{tr} \left( R_c(f)^{-1} \hat{R}_c(n, f) \right).$$

(54)

Indeed these inputs partially contain the spatial information of the sources and have been shown to improve results in source separation [39]. We refer to the inputs obtained from (54) as type-II inputs. For DNN$_0$, we only use type-I inputs, as type-II inputs are not available at initialization. For DNN$_i$ with $i \geq 1$, we use both type-I and type-II inputs.

C. Cost function

Let $|\hat{c}(n, f)|$ denote the DNN output for source $c(n, f)$. As mentioned above, we use DNN$_0$ and DNN$_i$ to jointly predict the 4 spectral parameters $|\hat{s}_c(n, f)|, |\hat{s}_n(n, f)|, |\hat{e}_i(n, f)|, |\hat{b}_i(n, f)|$ (see Fig. 6). We use the Kullback-Leibler divergence as the training loss, which has shown to provide the best results for DNN training among several other losses [39]:

$$D_{\text{KL}} = \frac{1}{4F} \sum_{c,n,f} \left( \sqrt{v_c(n, f)} \log \frac{\sqrt{v_c(n, f)}}{|\hat{c}(n, f)|} - \sqrt{v_c(n, f)} + |\hat{c}(n, f)| \right).$$

(55)

D. Architecture

The neural network follows a long-short-term-memory (LSTM) network architecture (see Fig. 6). We consider 1 hidden layer and the number of units for this layer is 1026. The number of inputs is $6F$ for DNN$_0$ and $10F$ for DNN$_i$. The activation functions of the hidden layers are rectified linear units (ReLU). Other network architectures are not considered here as the performance comparison between different architectures is beyond the scope of this article.

V. EXPERIMENTAL PROTOCOL

In this section we describe the datasets, the metrics, the baselines and the hyperparameter settings used to evaluate the proposed algorithm.

A. Scenario

We consider the scenario where a near-end speaker interacts with a far-end speaker using a hands-free communication system at a distance of 1.5 m in a noisy environment. Each utterance has 8-s duration and contains 4 s of near-end speech and 4 s of far-end speech overlapping for 2 s. Background noise is present during the whole utterance. Each utterance is hence composed of 4 periods of 2 s as shown in Fig. 7: 1) noise only, 2) noise and near-end speech, 3) noise, near-end and far-end speech, 4) noise and far-end speech.

B. Datasets

1) Overall description: We created three disjoint datasets for training, validation and test, whose characteristics are summarized in Table I. We considered $M = 3$ microphones. For each dataset, we separately recorded or simulated the acoustic echo $y(t)$, the near-end speech $s_l(t)$ and the noise $b(t)$ using clean speech and noise signals as base material and we computed the mixture signal $d(t)$ as in (15). This protocol is required to obtain the ground truth target and residual signals for training and evaluation, which is not possible with real-world recordings for which these ground truth signals are unknown. The training and validation sets correspond to time-invariant acoustic conditions, while the test set includes both a time-invariant and a time-varying subset. The recording and simulation parameters are detailed in our companion technical report [41].

a) Clean speech and noise signals: Clean speech signals were taken from the train-clean-360 subset of the Librispeech corpus [44], which consists of 921 speakers reading books for 25 min each on average. We selected 262 speakers and grouped them into 131 disjoint pairs for training, validation, and test. We alternately considered each speaker as near-end or far-end and picked several non-overlapping 4-s speech samples for each pair. Each 4-s sample was used only once in the whole dataset. Regarding the noise signals, we considered 6 types of domestic noise: babble, dishwasher, fridge, microwave, vacuum cleaner and washing machine. We randomly selected
we simulated 4,500 near-end RIRs in this room. To create the noise signal \( b(t) \), we measured 42 RIRs in rooms 1, 2 and 3, and we convolved a randomly chosen noise sample among the 36 noise samples (6 per noise type) used for training with the average of two RIRs randomly picked among the 42 measured RIRs to simulate a spatially diffuse signal. The levels of the recorded far-end, the near-end speech and the noise signal were chosen randomly such that the signal-to-echo ratio (SER) varied from \(-45\) dB to \(+6\) dB and the signal-to-noise ratio (SNR) varied from \(-21\) dB to \(+24\) dB. These conditions are very challenging, especially as reverberation dominates in the reverberant near-end speech \( s(t) \). In total, we obtained 13,572 utterances which amount to roughly 32 h of audio.

3) Validation set: The validation set was generated in a similar way as the training set, using 27 speaker pairs and 36 noise samples that are not in the training set. The echo recordings were done in rooms 1 and 2, and the near-end RIRs were simulated similarly to the training set procedure. We played and recorded 4,536 far-end signals and we simulated 4,536 near-end RIRs in each room. To create the diffuse noise, we used the same 42 measured RIRs as in the training set. The levels of the recorded far-end speech, the near-end speech and the noise signal were chosen in the same range as the training set, resulting in the same challenging SER and SNR conditions. In total, we obtained 4,536 utterances which amount to roughly 10 h of audio.

4) Time-invariant test set: The time-invariant test set was built from real recordings only, using 25 speaker pairs and 6 noise samples that are neither in the training nor in the validation sets. The echo, the near-end speech and the noise were all recorded in room 4 (see Table II) using the setup shown in Fig. 8. The reverberant near-end speech \( s(t) \) was obtained by playing anechoic speech with a Yamaha MSP5 Studio loudspeaker at a single loudness level. The noise signal \( b(t) \) was obtained by picking a random original noise signal and playing it through 4 Triby loudspeakers simultaneously. The noise signals resulting from this procedure are less diffuse than in the training and validation sets. The recorded levels were such that the resulting SER varied from \(-45\) dB to \(-7\) dB and the SNR varied from \(-20\) dB to \(+13\) dB. These challenging conditions are comprised within those of the training and validation sets. We played and recorded 4,500 far-end speech, near-end speech, and noise signals, hence we obtained a total of 4,500 8-s utterances amounting to 7.5 h of audio.

5) Time-varying test set: In order to evaluate our approach in time-varying acoustic conditions, we also considered the scenario when the near-end speaker speaks for 4 s, moves to a different position, and speaks for 4 s again. To do so, we
concatenated pairs of 8-s near-end and echo recordings from the time-invariant test set corresponding to the same near-end and far-end speakers and microphone array positions, but to two different positions of the loudspeaker playing the near-end speech. The two recordings summed with an 16 s recorded noise signal. This resulted in 2,250 16-s utterances or roughly 11 h of audio.

C. Evaluation metrics

The estimated early near-end $\hat{s}_e(n, f)$ has 4 components

$$\hat{s}_e(n, f) = s_e^{\text{post}}(n, f) + s_l^{\text{post}}(n, f) + z_l^{\text{post}}(n, f) + b_l^{\text{post}}(n, f),$$

(56)

where $s_e^{\text{post}}(n, f)$ is the potentially distorted early near-end signal, and $s_l^{\text{post}}(n, f)$, $z_l^{\text{post}}(n, f)$ and $b_l^{\text{post}}(n, f)$ are the post-residual distortion sources that are ideally equal to zero vectors. The objective metrics used to assess the reduction of each distortion source are summarized in Table III. They are computed separately for each channel and averaged over the channels. Since the performance may vary depending on the presence of acoustic echo which is the loudest signal, we compute the metrics separately for near-end talk (near-end speech only), double-talk (simultaneous near-end and far-end speech) and far-end talk (far-end speech only) and average them in the fashion of the segmental SNR [46]. For echo reduction, we use the SER and the echo return loss enhancement (ERLE) [3]. The SER is only evaluated during double-talk, while the ERLE is evaluated during both far-end talk and double-talk. Dereverberation is assessed by the early-to-late reverberation ratio (ELR) [2]. We use this metric instead of the direct-to-reverberant ratio (DRR) [2] since early reflections are part of the target signal to be estimated. For noise reduction, we use the SNR. The near-end speech distortion is measured with the scale-invariant signal-to-artifacts ratio (SI-SAR) and the overall distortion with the scale-invariant signal-to-distortion ratio (SI-SDR) [47]. The latter two metrics rely on the estimation of a scaling factor $\alpha$, which is assumed to be constant during each near-end talk, double-talk or far-end talk period, but may vary from one period to another.

All the above metrics are based on the energy of the post-residual distortion signals defined in [55]. These signals can be computed by applying the estimated echo cancellation filter, dereverberation filter and Wiener postfilter to the target $s_t(t)$ and the ground truth late reverberation $s_l(t)$, echo $y(t)$ and noise $b(t)$ signals separately. The dataset generation procedure readily provides ground truth signals for the echo and the noise. To define the target and ground truth late reverberation signals, we set the mixing time as $t_e = 0.064$ ms. We computed these two components using (8). In the test set, since the ground truth near-end RIR $a_n(\tau)$ is unknown, we used the method proposed by Yoshioka et al. instead, which estimates $a_n(\tau)$ by MMSE optimization between the reverberant near-end speech $s(t)$ and the anechoic near-end speech $u(t)$ [8], [30].

D. Baselines

We compare our offline approach with two baselines: 1) our implementation of Togami et al.’s approach [19] and 2) a cascade approach where the echo cancellation filter $H(f)$, the dereverberation filter $G(f)$ and the Wiener postfilter $W_s(n, f)$ are estimated and applied one after another. Echo cancellation relies on SpeexDSP [3] which implements Valin’s adaptive approach and is particularly suitable for time-varying conditions [48] (see Section II-A). Dereverberation relies on our implementation of WPE [29], [30] (see Section II-B). The multichannel Wiener postfilter is computed using our implementation of Nagraha et al.’s DNN-EM approach [39] (see Section II-C).

E. Hyperparameter settings

The hyperparameters of the three approaches are set as follows.

1) Initialization of the linear filters: For echo cancellation, we compute $H_0(f)$ by applying SpeexDSP on each channel of $d(n, f)$. Since SpeexDSP relies on half-overlapping rectangular STFT windows, we use a window of length 512 and hopsize 256. We set the filter length to 0.208 s in the time domain, that is $K = 13$ frames. As SpeexDSP is an online algorithm, we apply it twice to each utterance to ensure convergence. For dereverberation, we compute $G_0(f)$ by performing 3 iterations of WPE on the signal $e(t)$ output by SpeexDSP. We use the STFT with a Hanning window of length 1,024 and hopsize 256. We set the filter length to 0.208 s in the time domain, that is $L = 10$ frames, and the delay to $\Delta = 3$ frames.

2) Hyperparameters of the DNN-based BCA algorithm: The STFT coefficients are computed with a Hanning window of length 1,024 and hopsize 256 resulting in $F = 513$ frequency bins. The length of the echo cancellation filter $H(f)$ (0.208 s in the time domain) now corresponds to $K = 10$ frames. The hyperparameters of the dereverberation filter $G(f)$ are identical to those of WPE. At training time, we perform 3 iterations of the iterative procedure to derive the ground truth PSDs (see Section II-A) [41]. DNN training is done by backpropagation with a minibatch size of 16 sequences, a fixed sequence length of 32 frames and the Adam parameter update algorithm with default settings [49].

---

### Table III: Evaluation metrics

| Metric | Formula |
|--------|---------|
| ERLE   | $10 \log_{10} \frac{\|y(t)\|^2}{\|z(t)\|^2}$ |
| SER    | $10 \log_{10} \frac{\|y(t)\|^2}{\|z(t)\|^2}$ |
| ELR    | $10 \log_{10} \frac{\|y(t)\|^2}{\|z(t)\|^2}$ |
| SNR    | $10 \log_{10} \frac{\|s(t)\|^2}{\|y(t)\|^2}$ |
| SI-SAR | $10 \log_{10} \frac{\|\alpha s_t - \alpha^2 s_l\|^2}{\|z_l\|^2}$ |
| SI-SDR | $10 \log_{10} \frac{\|\alpha s_t - \alpha^2 s_l\|^2}{\|z_l\|^2}$ |
avoid gradient explosion with long sequences, we use gradient clipping with a threshold of 1.0. Training is stopped when the loss on the validation set stops decreasing for 5 epochs. At test time, we perform \( I = 2 \) iterations of the proposed DNN-based BCA algorithm \([41]\) with 1 spatial and 1 spectral update for each iteration \( i \) \([42]\) (see Fig. 4). 

3) Hyperparameters of Togami et al.’s joint approach \([19]\): Togami et al.’s approach requires the initial values for the linear filters \( H(f) \) and \( G(f) \), and for the PSDs of the reverberant near-end speech \( v_s(n,f) = \frac{1}{\sqrt{2}} \| s(n,f) \|^2 \) and the noise signal \( v_n(n,f) = \frac{1}{\sqrt{2}} \| b(n,f) \|^2 \). We initialize \( H(f) \) and \( G(f) \) by applying SpeexDSP and WPE on \( d(n,f) \), respectively, with the same hyperparameters as above. Since the authors did not specify how to initialize the PSDs \([19]\), we estimate them using a DNN similar to DNN\(_0\) where the type-I input for \( \hat{e}_s(n,f) \) is replaced by \( \hat{d}_i(n,f) \) obtained similarly to \([55]\) from the corresponding multichannel signal \( \hat{d}_0(n,f) = \sum_{l=1}^{L} G(l,f) d(n-l,f) \) (see Fig. 2). All the SCMs are initialized to \( I_M \). We perform 3 iterations of Togami et al.’s EM algorithm using the same STFT hyperparameters and values of \( K \), \( L \) and \( \Delta \) as for our approach.

4) Hyperparameters of the cascade approach: We compute and fix the linear filters to \( H(f) = H_0(f) \) and \( G(f) = G_0(f) \) with the same hyperparameters as the proposed approach. Using \( H_0(f) \) for echo cancellation is particularly efficient in time-varying conditions (see Section III-A). The DNN architecture and inputs are identical to those in our approach, and the ground truth PSDs are computed using the same procedure where the linear filters are fixed to \( H(f) = H_0(f) \) and \( G(f) = G_0(f) \) (see Section IV-A). Note that the type-I inputs for \( \hat{g}(n,f) \), \( \hat{e}_i(n,f) \), \( \hat{e}_s(n,f) \) and \( \hat{r}(n,f) \) remain fixed over the EM iterations because of the fixed linear filters.

5) Regularization: In order to avoid numerical instabilities and ill-conditioned matrices, we add a regularization scalar \( \epsilon \) to the denominator in \([51]\) and a regularization matrix \( \epsilon I \) to the matrix to be inverted in \([31], [39] \) and \([44]\). We also regularize the training loss in \([55]\) similarly to Nugrahana et al. \([39]\). We regularize likewise Togami et al.’s joint approach and the cascade approach. The regularization hyperparameter is fixed to \( \epsilon = 10^{-5} \).

VI. RESULTS AND DISCUSSION

In this section, our proposed approach for joint reduction of echo, reverberation and noise is compared to Togami et al.’s approach and the cascade approach. First we analyze the results of the three approaches in time-invariant conditions. Finally we discuss their results in time-varying conditions and we compare their computation time. Audio examples are provided online\(^3\).

A. Time-invariant conditions

1) Average performance: Fig. 9a shows the average results in time-invariant conditions. All approaches have a negative SI-SDR, which is caused by the challenging test set conditions. The proposed approach outperforms the cascade approach in terms of SI-SDR by 1 dB. While the performance in terms of ELR is comparable between the 2 approaches, the performance in terms of SI-SDR is justified by the better performance of the proposed approach in terms of SER, SNR, SI-SAR and ERLE. The difference is particularly significant in terms of SER, which is induced by greater ERLE (greater echo reduction) and greater SI-SAR (lower degradation of the target \( s_e \)).

The proposed approach also outperforms Togami et al.’s approach in terms of SI-SDR by 4 dB. Although their approach has comparable SER and significantly greater ELR and SNR, the difference in terms of SI-SDR is explained by significantly lower SI-SAR (9 dB difference), which is additionally negative (close to \(-3\) dB). This means that their approach significantly degrades the target \( s_e \) compared to the proposed approach. This degradation is partly caused by the application in parallel of the linear filters \( H(f) \) and \( G(f) \) (see Section II-D). Indeed we found that the dereverberated residual echo \( z_e \) in the signal \( r \) is systematically higher with their approach than with the proposed and cascade approaches. Although their approach provides much greater ERLE, this degradation mitigates their performance in SER.

2) Interactions of system components: While the above results show the performance averaged over all periods (near-end talk, far-end talk and double-talk), we need further performance analysis when only echo and reverberation are present, i.e. during near-end talk, and when echo, reverberation and noise are present simultaneously, i.e. during double-talk, to investigate how the system components interact with each other. We discard the analysis of far-end talk as the target \( s_e \) is absent in this scenario.

Fig. 10a shows the results during near-end talk. SER and ERLE are not evaluated as echo is absent. All approaches have a SI-SDR that is positive or close to 0 dB. The proposed approach performs similarly or slightly better than the cascade approach for all metrics. Thus joint optimization does not improve performance during near-end talk, but does not degrade it either. Togami et al.’s approach outperforms the proposed approach in terms of ELR and SNR, but is outperformed in terms of SI-SDR, which is due to the great SI-SAR difference.

Fig. 10b shows the results during double-talk. The trend in performance between the approaches is similar to the results averaged over all periods. However, the proposed approach has greater difference in terms of SI-SDR due greater SI-SAR difference, i.e. lower degradation of the target \( s_e \) during double-talk.

Between near-end talk to double-talk, SI-SDR decreases by 4.7 dB for the proposed approach, by 6.3 dB for the cascade approach and by 8.9 dB for Togami et al.’s approach. We conclude that the proposed joint optimization improves robustness in terms of SI-SDR and SI-SAR when echo, reverberation and noise are present simultaneously, while not degrading performance when only reverberation and noise are present.
properties of target $s_e$ and the near-end residual reverberation $s_r$ vary over time while their SCMs remain fixed. However the trend in performance is similar to the average performance in time-invariant conditions. Although the proposed approach is not designed for time-varying conditions, it still outperforms the others approaches in terms of SI-SDR. Additionally, it still outperforms the cascade approach in terms of SER, even though the cascade approach uses Valin’s adaptive approach for echo cancellation which is designed for time-varying conditions [48] (see Section II-A).

C. Computation time

We discard the initialization as it is the same for all 3 approaches (see Section V-E). With a 2.7 GHz Intel Core i5 CPU, computing the target $\hat{s}_e$ for a 8 s utterance took 12% more time for the proposed approach and 43% less time for Togami et al.’s approach compared to the cascade approach. Since the cascade approach is one of the approaches implemented in today’s industrial devices, we conclude that the proposed approach can be implemented in real time.

VII. Conclusion

We proposed a DNN-based BCA algorithm for joint multichannel reduction of acoustic echo, reverberation and noise. The approach jointly models the spectra of the target and residual signals after echo cancellation and dereverberation with a DNN. We evaluated our system on real recordings of acoustic echo, reverberation and noise acquired with a smart speaker in various situations. When echo, reverberation and noise are present simultaneously, the proposed approach outperforms the cascade approach and Togami et al.’s joint reduction approach in terms of overall distortion reduction while not degrading performance when only reverberation and noise are present. Future work will focus on a recursive version of the approach in order to better handle time-varying conditions.
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