DisenHCN: Disentangled Hypergraph Convolutional Networks for Spatiotemporal Activity Prediction
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Abstract—Spatiotemporal activity prediction, aiming to predict user activities at a specific location and time, is crucial for applications like urban planning and mobile advertising. Existing solutions based on tensor decomposition or graph embedding suffer from the following two major limitations: 1) ignoring the fine-grained similarities of user preferences; 2) user’s modeling is entangled. In this work, we propose a hypergraph neural network model called DisenHCN (short for Disentangled Hypergraph Convolutional Networks) to bridge the above gaps. In particular, we first unify the fine-grained user similarity and the complex matching between user preferences and spatiotemporal activity into a heterogeneous hypergraph. We then disentangle the user representations into different aspects (location-aware, time-aware, and activity-aware) and aggregate corresponding aspect’s features on the constructed hypergraph, capturing high-order relations from different aspects and disentangles the impact of each aspect for final prediction. Extensive experiments show that our DisenHCN outperforms the state-of-the-art methods by 14.23% to 18.10% on four real-world datasets. Further studies also convincingly verify the rationality of each component in our DisenHCN.

Index Terms—Spatiotemporal Activity Prediction; Hypergraph Convolutional Network; Disentangled Embedding Learning

I. INTRODUCTION

Over the past decades, the mobile Internet has dramatically changed the way people behave in daily life. People rely on their mobile Apps to perform daily activities and generate massive User Spatio-Temporal Activitiess (USTA) data, such as Twitter messages and App usage records, illustrated in Fig. 1(a). These USTA data are generally associated with user IDs, geographic information, and posting time, offering an excellent opportunity to accurately predict users’ spatiotemporal activities [1]. Under this circumstance, spatiotemporal activity prediction is widely recognized as a fundamental task for applications like urban planning [2]–[6] and mobile advertising [7]–[12].

Formally, the task of spatiotemporal activity prediction is defined to predict the specific activity of a user at a given time and location. Early classical tensor-based methods [2], [7]–[9] approached this task as a tensor-decomposition problem by representing USTA data as a four-dimensional tensor. However, these methods suffer from the limitation of small model capacity. To address it, graph-based models [3], [6], [10] were proposed, in which location, time, and activity are represented as three kinds of nodes while their relations are represented as heterogeneous edges.

Although these graph-based methods have achieved more promising performance, there are still unsolved critical challenges as follows.

- **Fine-grained user similarities are ignored.** The user similarity (similarity of user preference) is one of the most important information concealed in USTA data, since predicting a user’s future behaviors requires collaborative learning of other users, similarly as collaborative filtering in recommender systems [13], [14]. There are two major properties of user similarity that bring challenges to its modeling. First, user similarity has multiple types. For example, two users visit the same location suggesting they may have similar location preferences, while two users have the same activity reflecting they may have similar tastes of activity. Second, different types have different granularities. For example, two users with the same activity at one same location reveal they may have similar preferences of both location and activity, which is a finer-grained similarity compared with the example we mentioned above. However, existing works separately model time and location by roughly representing them as different types of nodes on the graph.

- **User’s modeling is entangled.** In spatiotemporal activity prediction, user preferences focus on three aspects: location, time, and activity. In other words, user behaviors are driven by these three factors simultaneously. This property of multi-aspect preference distinguishes the task with traditional user-modeling problems, such as collaborative filtering (CF) in recommender systems [13], [15]. However, existing methods uniformly embed users into one same embedding space,
which is insufficient to model the multi-aspect preferences that driven user behaviors. On the other hand, from the perspective of preference matching, there exist a kind of user-centered one-to-many interaction. However, existing methods can only handle one-to-one interactions and fail to model the one-to-many interactions.

To address the above challenges, we propose a novel method, Disentangled Hypergraph Convolutional Networks (DisenHCN). Specifically, we first construct a heterogeneous hypergraph to encode the fine-grained user similarities and one-many complex matching between user and spatiotemporal activity. We then project users to disentangled embeddings for decoupling preferences among location, time, and activity. Efficient hypergraph convolution layers are then proposed on the hypergraph for embedding learning. The independence of disentangled user embeddings is ensured by an independence-modeling module.

Our contributions can be summarized as follows.

- To the best of our knowledge, we are the first to introduce heterogeneous hypergraph into the problem of spatiotemporal activity prediction. We build multiple types of hyperedges, enabling the explicit modeling of the fine-grained user similarities.
- For the constructed heterogeneous hypergraph, we propose to disentangle user embeddings into several subspaces. We then propose efficient hypergraph convolution layers, including intra-type and inter-type aggregation on multi-type hyperedges, ensuring the disentangled user embeddings can learn the corresponding preferences on three aspects, i.e., location, time, and activity, simultaneously.
- We conduct extensive experiments on four real-world spatiotemporal activity datasets to demonstrate the superiority of our proposed model, significantly outperforming the existing state-of-the-art baselines by 14.23% to 18.10%. Further studies confirm the effectiveness of each designed component.

The remainder of this paper is as follows. We first review the related works in Section II and provide some preliminaries in Section III. We then introduce our proposed method in Section IV and conduct experiments in Section V. Last we conclude this paper and discuss future works in Section VI.

II. RELATED WORK

A. Spatiotemporal Activity Prediction

Existing research works on spatiotemporal activity prediction [1], [4], [5], [16] can be divided into two categories: the earlier tensor-based methods and recently-proposed graph-based ones.

1) Tensor-based: These methods build a tensor with the USTA data and conduct tensor factorization [17] to learn latent features. UCLAF [7] builds a user-location-activity tensor to learn latent representations for user, location, and activity. MCTF [8] conducts tensor factorization on sparse user-generated data to perform multi-dimensional collaborative recommendations for Who (User), Where (Location), When (Time), and What (Activity). Fan et al. [9] combines tensor factorization and transfer learning to predict user’s online activities. WDGTC [2] conducts tensor decomposition with graph laplacian penalty for passenger flow prediction.

2) Graph-based: To address tensor-based methods’ limitation of model capacity, graph-based methods are proposed in spatiotemporal activity prediction. CrossMap [3] and ACCTOR [6] map different regions, hours, and activities into the same latent space by graph-embedding techniques. CAP [18] predicts users’ App usage with a heterogeneous graph embedding model. Recently, the emerging Graph Convolutional Network (GCN) [19] has injected new vitality into spatiotemporal activity prediction. SA-GCN [10] adopts GCN to obtain semantic-aware representations, achieving promising performance in App-usage prediction task.

B. Hypergraph Learning

Hypergraph [20] extends the normal graph by introducing a special edge, hyperedge. Hyperedge can connect two or more vertices (i.e., nodes) to naturally model high-order relations in real-world scenarios. For example, in the social network, the high-order social relations among more than two users (vertices) can be modeled with hyperedges [21]. Similar high-order relations including user-item [22], text-word [23], etc. In short, compared with graph, hypergraph naturally possesses the ability to model higher-order connections. HGNN [24] first extends graph convolution to hypergraph. HyperGAT [23] extends graph attention to hypergraph for inductive text classification. HGC-RNN [25] combines recurrent neural network and hypergraph to learn temporal dependency and high-order relations from the data sequence. Yuuki et al. [26] develop clustering algorithms based on PageRank for hypergraphs. Moreover, hypergraph has also been widely used in recommender systems [21], [22], [27], [28], [29] to model the high-order correlations among users and items.

Recently, heterogeneous hypergraph [29]–[31] further extends the capability of hypergraph [20] with multiple types of vertices and hyperedges in real-world applications such as document recommendation [30] and location-based social relationship [31].

In this work, we construct the heterogeneous hypergraph to capture the fine-grained user similarities and complex matching between user preferences and spatiotemporal activities.

C. Disentangled Representation Learning

Disentangled representations explore to separately modeling the multiple explanatory factors behind the data [32]. Some earlier works [33]–[36] derive various regularization terms for variational auto-encoders [37] from an information-theoretic perspective. Recently, several methods [14], [38]–[40] are proposed for disentangling user embeddings in graph-based models. In this work, different from them, we disentangle the user embeddings in the hypergraph to model user behaviors from three aspects of the preferences: location, time, and activity.
TABLE I: The description of commonly used notations.

| Notations | Description |
|-----------|-------------|
| \(D\)    | The set of spatiotemporal activity records. |
| \(U / N_U\) | The set of users / the number of users. |
| \(L / N_L\) | The set of locations / the number of locations. |
| \(T / N_T\) | The set of time-slots / the number of time-slots. |
| \(A / N_A\) | The set of activities / the number of activities. |
| \(u / p_u\) | User ID / User embedding. |
| \(l / q_l\) | Location ID / Location embedding. |
| \(t / r_t\) | Time ID / Time embedding. |
| \(a / s_a\) | Activity ID / Activity embedding. |
| \(f(\cdot)\) | The model for spatiotemporal activity prediction. |
| \(\hat{g}_{ulta}\) | The predicted probability with given \(u, l, t, a\). |
| \(g\) | Heterogeneous hypergraph. |
| \(e_i\) | Hyperedge with ID \(i\). |
| \(V / \mathcal{T}_v\) | Node set / Node type. |
| \(E / \mathcal{T}_e\) | Hyperedge set / Hyperedge type. |
| \(\mathcal{T}_u\) | Hyperedge type for user similarities. |
| \(S\) | Set of disentangled subspaces. |
| \(p_{u,a}\) | Disentangled embedding chunk of user \(u\). |
| \(\sigma(\cdot)\) | The Sigmoid function. |
| \(d\) | The embedding size. |
| \(l\) | The \(l\)-th layer. |
| \(L\) | The number of layers. |
| \(AGG\) | The aggregation function. |
| \(a\) | The trainable attention vector. |
| \(F\) | The symbol of Eih-HGConv. |
| \(W\) | The transformation matrix. |
| \(b\) | The transformation bias. |
| \(L_{IND}\) | The independence loss function. |
| \(dCov(\cdot)\) | The distance covariance. |
| \(dVar(\cdot)\) | The distance variance. |
| \(L_{BPR}\) | The BPR loss. |
| \(Q\) | The pairwise training set. |
| \(\lambda\) | The \(L_2\) regularization coefficient. |
| \(\Theta\) | The model parameters. |
| \(\mathcal{L}\) | The total loss. |
| \(\gamma\) | The independent modeling coefficient. |

III. PRELIMINARY

A. Problem Formulation

Let \(D = \{(u_i, l_i, t_i, a_i)\}\) denote a corpus of the quadruple spatiotemporal activity records represented in Fig. 1 (a), where \(u_i, l_i, t_i, a_i\) represent user ID, location ID, time-slot ID and activity ID, respectively. We use \(U, L, T, A\) to denote the sets of users, locations, time-slots and activities respectively, and use \(N_U, N_L, N_T, N_A\) to represent the size of these sets. Hence, the task of spatiotemporal activity prediction can be formulated as follows:

**Input:** The observed spatiotemporal activity records \(D\).

**Output:** A model to estimate the probability that a user \(u\) at location \(l\) and time-slot \(t\) will conduct the target activity \(a\), formulated as \(\hat{g}_{ulta} = f(u, l, t, a)\). Note that spatiotemporal activity is recorded as a quadruple data \((u, l, t, a)\) in our task and the model \(f(\cdot)\) measures the probability that \((u, l, t, a)\) occurs. In other words, \((u, l, t, a)\) in training set is observed record and “a” represents the known input; while in the test set, “a” represents the activity to be predicted.

B. Heterogeneous Hypergraph

Formally, a heterogeneous hypergraph [29]–[31] can be formulated as \(G = (V, E, \mathcal{T}_u, \mathcal{T}_e)\) with a vertex-type mapping function \(\phi: V \mapsto \mathcal{T}_u\) and a hyperedge-type mapping function \(\psi: E \mapsto \mathcal{T}_e\). Note that each vertex \(v \in V\) and hyperedge \(e \in E\) belong to one particular type. Here \(V\) is the set of vertices, and \(\mathcal{T}_v\) is the set of vertex-types; \(E\) is the set of hyperedges, and \(\mathcal{T}_e\) is the set of hyperedge-types. Hypergraphs allow more than two nodes to be connected by one hyperedge, as is defined. Furthermore, heterogeneous hypergraph has the property that \(|\mathcal{T}_v| + |\mathcal{T}_e| > 2\). Hence, a hyperedge \(e \in E\) can also be denoted as the set of all the vertices it connects: \(\{v_{i_1}, v_{i_2}, \ldots, v_{i_k}\} \subseteq V\).

C. Hypergraph Convolutional Network (HCN)

Graph neural networks (GNNs) [41]–[43] are a family of graph-based models for learning node representations with neighborhood aggregation or message passing schema. Generally, GNN’s learning paradigm is based on neighborhood aggregation [44], where the node representation is learned by aggregating the embeddings of its neighbors. Graph convolutional network (GCN) [19] is one kind of typical GNN, and its crux is the layer of mean-pooling neighborhood aggregation. A GCN layer can be formulated as follows,

\[
\mathbf{h}_{v_i}^{(l+1)} = \sigma \left( \mathbf{W}^{(l+1)} \text{AGG}^{(l)}(\mathbf{h}_{v_j}^{(l)}| v_j \in \mathcal{N}_{v_i}) \right),
\]

where AGG denotes the aggregation function, \(\mathbf{W}\) denotes the learnable weight matrix, \(\sigma\) denotes non-linear activation function, \(\mathbf{h}_{v_j}^{(l)}\) denotes the feature of node \(v_j\), and \(\mathcal{N}_{v_i}\) denotes the set of node \(v_i\)’s neighbors.

Hypergraph convolutional network (HCN) [24], as an extension of GCN, performs hypergraph convolution (HGConv) on the hypergraph for learning latent representations. HGConv can be viewed as a two-step dual aggregation operation [25], **node-to-edge aggregation (n2e)** to make the hyperedge’s representations contain connected vertices’ features and **edge-to-node aggregation (e2n)** to make vertex’s representations contain connected hyperedges’ features. Please note that node/edge in the graph is generalized to vertex/hyperedge in the hypergraph. The two-step aggregation in an HCN layer can be formulated as follows,

\[
\mathbf{f}_{v_i}^{(l+1)} = \sigma \left( \mathbf{W}_{n2e}^{(l+1)} \text{AGG}_{n2e}(\mathbf{h}_{v_j}^{(l)}| e_j \in \mathcal{E}_{v_i}) \right),
\]

\[
\mathbf{h}_{v_i}^{(l+1)} = \sigma \left( \mathbf{W}_{e2n}^{(l+1)} \text{AGG}_{e2n}(\mathbf{f}_{e_j}^{(l+1)}| e_j \in \mathcal{E}_{v_i}) \right),
\]

where \(\mathbf{W}_{n2e}, \mathbf{W}_{e2n}\) denote learnable weight matrices, AGG denotes the aggregation function, \(\mathcal{E}_{v_i}\) denotes the set of hyperedges that connected to vertex \(v_i\), \(\mathbf{h}_{v_i}^{(l+1)}\) denote vertex...
location performed same activity as follows.

Two perspectives, user similarity, and one-to-many matching, respectively. Here \( V \) contains the following three parts.

- **Heterogeneous Hypergraph Construction.** By converting the USTA data into a heterogeneous hypergraph with multi-type nodes and hyperedges, we explicitly represent the fine-grained user similarities.
- **Disentangled Hypergraph Convolution Layer.** By projecting user embeddings into three aspects of preferences (i.e., location-aware, time-aware, and activity-aware), we disentangle the impact of each aspect in the user’s final decision-making. With the distinct types of hyperedges in a heterogeneous hypergraph, we can distinguish user similarities and the matching of user-centered interactions in different aspects. The disentangled efficient hypergraph convolution conducts intra-type and inter-type aggregation among different types of hyperedges in each aspect independently, which fuses the semantic information behind user similarities and the complex matching between the user and spatiotemporal activity.
- **Prediction Layer with Independence Modeling Loss.** We calculate the preference scores from three aspects (location, time, and activity) with the disentangled user representations and then fuse them to obtain the final prediction results. To make sure the disentangled user embeddings can independently capture the three aspects, we propose an independence-modeling loss, which can be jointly optimized along with the prediction loss.

In the following, we elaborate on the three parts in detail and explain the notations used in this paper in Table I.

### A. Heterogeneous Hypergraph Construction

Formally, let \( G = (V, E, T_e, T_c) \) be the constructed heterogeneous hypergraph, where \( V, E, T_e, T_c \) denote the vertex set, hyperedge set, vertex-type set and hyperedge-type set, respectively. Here \( V = U \cup L \cup T \cup A \) and \( T_e = \{U, L, T, A\} \), where \( U, L, T, A \) denote the set of all users, locations, time slots, and activities in observed USTA data \( D \).

With these vertices, the hyperedges can be constructed from two perspectives, user similarity, and one-to-many matching, as follows.

1) **Hyperedges connecting users with multiple granularities:** As emphasized above, user similarities have multiple types (users who “performed same activity” or “on the same location” or “at the same time” indicates they have a similar preference of activity, location, or time, respectively). Meanwhile, user similarities are multi-grained due to the various combinations of multi-type similarities.

To well handle the multi-type and multi-grained user similarities, we construct seven types of hyperedges as \( T_e^u = \{E^{LU}, E^{LT}, E^{LA}, E^{LT_A}, E^{LTA}, E^{LTA}, E^{LU}\} \). Specifically, \( E^{LU} \) denotes the hyperedges that connect users who “visited the same location”. For example, as Figure 2 (a) shows, users \( u_1, u_2, u_3, u_4, u_5 \) visited the same location \( l_1 \) and a corresponding hyperedge \( e_1 = \{u_1, u_2, u_3, u_4, u_5\} \in E^{LU} \) is constructed to model the preference similarity on location. Similarly, \( E^{LT} \) and \( E^{LA} \) are constructed to capture preference similarity on time and activity respectively. With a finer granularity, \( E^{LTA} \) connects users who “visited same location at the same time” (preference similarity on both location and time). Then \( E^{LT_A} \) and \( E^{LTA} \) are similarly constructed. The last hyperedge \( E^{LTA} \) has the finest granularity, which connects users who “performed same activity on the same location at the same time”.

2) **Hyperedges connecting user and spatio-temporal activity:** Spatiotemporal activity prediction is essentially a complex matching problem between the user and spatiotemporal activity. In other words, the user interacts with location, time, and activity simultaneously, which is user-centered one-to-many interaction. Therefore we construct hyperedges \( E^{LU} \), connecting all the locations, times and activities in each user’s historical records. For example, given the record of \( u_1 \) in Fig. 2, we construct a hyperedge \( e_6 = \{l_1, t_1, a_1\} \in E^{LU} \) to model the complex interactions between \( u_1 \) and the locations, times, activities (i.e. \( l_1, t_1, a_1 \)). That is, each hyperedge in \( E^{LU} \) corresponds to one user.

To summarize it, we obtain hyperedge sets as follows,

\[
T_e = \{E^{LU}, E^{LT}, E^{LA}, E^{LT_A}, E^{LTA}, E^{LTA}, E^{LU}\}.
\]

### B. Disentangled Hypergraph Convolution Layer

1) **Disentangled Embedding Transformation:** In spatiotemporal activity prediction, user behaviors are driven by three aspects of preferences (i.e., location-aware, time-aware and activity-aware) simultaneously. For example, a user \( u \) performed activity \( a \) on location \( l \) at time \( t \). In this event, the final behavior of user \( u \) is determined by his/her preferences on location \( l \), time \( t \), or activity \( a \). Obviously, disentangling those three aspects of preferences will enhance model capability and contribute to better performance. To disentangle the embeddings for modeling user’s preferences on multiple aspects, i.e., location, time, and activity, we separate the user embeddings into three chunks. Each chunk is associated with one aspect of user preferences (i.e. location-aware, time-aware and activity-aware aspect). Specifically, for each user \( u \in U \), we slice its raw feature vector \( p_u \in \mathbb{R}^d \) into three different subspaces as follows,

\[
p_u = (p_{u,L}, p_{u,T}, p_{u,A})
\]

where \( s \in \{L, T, A\} \) represents one certain aspect of the set of all disentangled ones, and \( d \) denotes the embedding size. \( p_{u,L} \in \mathbb{R}^{d_1}, p_{u,T} \in \mathbb{R}^{d_2}, p_{u,A} \in \mathbb{R}^{d_3} \) denote the disentangled
embedding chunk of user \( u \) in the aspect of location, time, and activity, respectively.

As for the embeddings of locations, time, and activities, they are naturally embedded into the corresponding subspace. We use \( q_l, r_t, s_a \in \mathbb{R}^2 \) to denote the initialized embedding of location \( l \), time \( t \) and activity \( a \), which are in the subspace \( L, T, A \), respectively. Note that each disentangled chunk of user embeddings and the embeddings of corresponding aspect \( i.e. p, u, t, q \) are in the same subspace \( (L) \).

With the disentangled embedding layers, we obtain separated user embeddings on different subspaces that encode users’ preferences of three different aspects. Here we propose the efficient hypergraph convolutions, including the intra-type aggregation that propagate and aggregate embeddings through one type of hyperedge and the inter-type aggregation that involves multiple types of hyperedges.

2) **Intra-type Aggregation with Eff-HGConv**: We first propose an efficient hypergraph convolution (Eff-HGConv) operation that can be used in intra-type aggregation, which follows the two-step aggregation (including node-to-edge aggregation \( n2e \) and edge-to-node aggregation \( e2n \)).

Distinct from the standard hypergraph convolution that defined in (2), following [15], we remove the feature transformation and nonlinear activation, and propose an efficient hypergraph convolution (Eff-HGConv). Specifically, the Eff-HGConv layer can be formulated as follows,

\[
   f_{e_j}^{(l+1)} = \text{AGG}_{n2e}((h_{v_k}^{(l)}|v_k \in e_j)) \\
   h_{v_i}^{(l+1)} = \text{AGG}_{e2n}(f_{e_j}^{(l+1)}|e_j \in E_{v_i}),
\]

where \( h_{v_i}^{(l+1)} \) and \( f_{e_j}^{(l+1)} \) denote the feature of vertex \( v_i \) and hyperedge \( e_j \), respectively. \( E_{v_i} \) denotes the set of hyperedges that contain vertex \( v_i \). Here, we use the mean function as aggregation function in \( \text{AGG}_{n2e} \) and \( \text{AGG}_{e2n} \), which is demonstrated a simple yet effective choice.

For convenience, we simplify the formulation of Eff-HGConv in (5) with a single symbol \( F \) as,

\[
   [h_{v_i}^{(l+1)}, f_{e_j}^{(l+1)}] = F((h_{v_k}^{(l)}|v_k \in e_j, e_j \in E_{v_i})), \tag{6}
\]

which conduct feature propagation of vertex \( v_i \) and its connected hyperedges \( e_j \in E_{v_i} \) to capture the high-order relations in hypergraph.

In the following, we introduce how to adopt Eff-HGConv to our hypergraph and hyperedges. The intra-type aggregation with each type of hyperedge correspond to each disentangled subspace, which can applied to both 1) hyperedges connecting users with fine granularities, and 2) hyperedges connecting user and spatiotemporal activity.

i. **Hyperedges connecting users with fine granularities.** As mentioned in hypergraph construction, we construct hyperedges \( T^{u} = \{E^{L}, E^{T}, E^{LA}, E^{LT}, E^{ITA}, E^{TA}, E^{LTA}\} \) to model the user similarities. In this stage, for each hyperedge type \( E^{t} \), we conduct the embedding propagation on the corresponding subspace, \( S_{E^{t}} \), through \( E^{t} \)-type hyperedges\(^2\). Then the intra-aggregation in disentangled subspace among each type of

\(^2\)For each hyperedge type \( E^{t} \in T^{u} \), we use \( S_{E^{t}} \subseteq S \) to denote the corresponding aspect (subspace) set of \( E^{t} \). For example, \( E^{L} \) models the complex relations among users who have similar location preference and its aspect set \( S_{E^{L}} = \{L\} \). Hence, we only propagate the location-aware aspect of user embeddings through \( E^{L} \).
The hyperedges $\mathcal{E}_s^t \in \mathcal{T}_s^u$ can be formulated as follows,

$$\mathbf{p}_{u,s,t}^{(l+1)} = \left\{ F(\{\mathbf{p}_{u,s,t}^{(l)}|u_k \in e_j e_j \in \mathcal{E}_s^t\}) \right\} s \in \mathcal{S}_s^t, s \notin \mathcal{S}_s^t, (7)$$

where $\mathcal{E}_s^t$ denotes the hyperedge set connected to vertex $v_i$ on hyperedge type $\mathcal{E}_s^t$. $\mathbf{p}_{u,s,t}^{(l)} \in \mathbb{R}^d_s$ denotes the disentangled chunk of user $u$ on hyperedge type $\mathcal{E}_s^t$ at $l$-th layer and $\mathbf{p}_{u,s}^{(0)} = \mathbf{p}_{u,s}$, $F$ denotes our proposed Eff-HHGConv operation in (6).

Note that we ignore the hyperedge feature and update the vertex feature in (7) to obtain type-specific user representations in each disentangled subspace.

**ii. Hyperedges connecting user and spatiotemporal activity.**

The last type of hyperedge $\mathcal{E}_u^t$ connects all the locations, times and activities in each user’s historical records, to model the one-to-many interaction for each user. Hence, the complex matching between user and spatiotemporal activity can be naturally obtained through the node-hyperedge-node aggregation with Eff-HHGConv layer. To disentangle the impact of each subspace, we conduct information propagation in each disentangled aspect independently. Then the intra-aggregation with $\mathcal{E}_u^t$-type hyperedge can be formulated as follows,

$$[\mathbf{q}_{u,s,t}^{(l+1)}, \mathbf{r}_{u,s,t}^{(l+1)}, \mathbf{s}_{u,s,t}^{(l+1)}] = F(\{\mathbf{q}_{u,s,t}^{(l)}|e_u \in \mathcal{E}_u^t\}), (8)$$

where $\mathbf{q}_{u,s,t}^{(l)}$, $\mathbf{r}_{u,s,t}^{(l)}$, and $\mathbf{s}_{u,s,t}^{(l)}$ denote the embedding of location $l_i$, time $t_j$ and activity $a_k$ on hyperedge type $\mathcal{E}_u^t$ respectively. $e_u$ denotes the hyperedge for user $u$, and $\mathcal{E}_u^t$ denotes hyperedge $e_u$’s feature in subspace $s \in \mathcal{S}$ on hyperedge type $\mathcal{E}_u^t$, which captures the matching between user and spatiotemporal activity in each disentangled subspace.

3) Inter-type Aggregation: With the intra-type aggregation, we can obtain the type-specific user embeddings in each disentangled subspace. To obtain a more comprehensive user embedding that model the cross-type relations, we conduct inter-type aggregation among all hyperedge types. Please note that the type-specific disentangled user chunks, which correspond to different types of hyperedges, have distinct impacts on the final user representation. Therefore, for each user $u$, we fuse the type-specific disentangled chunks from hyperedge type in $\mathcal{T}_e$ with the attention mechanism [45], denoted as follows,

$$\alpha_{u,s,t} = \frac{\exp\left(a_{u,s,t}^\top \tanh\left(W_{s,t} \mathbf{p}_{u,s,t}^{(l)} + b_{s,t}^\top\right)\right)}{\sum_{\mathcal{E}_s^t \in \mathcal{T}_e} \exp\left(a_{u,s,t}^\top \tanh\left(W_{s,t} \mathbf{p}_{u,s,t}^{(l)} + b_{s,t}^\top\right)\right)}, (9)$$

where $W_{s,t} \in \mathbb{R}^{d_s \times d}$, $b_{s,t} \in \mathbb{R}^{d_s}$, and $a_{s,t} \in \mathbb{R}^d$ denote the weight matrix, bias vector and attention vector in subspace $s \in \mathcal{S}$, respectively. Here $\mathbf{p}_{u,s,t}^{(l)}$ denotes the disentangled chunk of user $u$ in subspace $s$ on hyperedge type $\mathcal{E}_s^t$ at $l$-th layer. With the learned coefficients $\alpha_{u,s,t}$, we vary the impact from different hyperedge-types and subspaces.

4) Output Layer: After conducting the embedding aggregation by $L$ times, we obtain the $L$ embeddings from different layers, which can be further combined. Specifically, we combine them to obtain the final embeddings as follows,

$$\bar{\mathbf{p}}_{u,s} = \frac{1}{L + 1} \sum_{l=0}^{L} \mathbf{q}_{u,s,t}^{(l)}, \bar{q}_t = \frac{1}{L + 1} \sum_{l=0}^{L} \mathbf{q}_{u,s,t}^{(l)}, (10)$$

where $\mathbf{p}_{u,s}$ denotes the disentangled feature of user $u$ in subspace $s \in \mathcal{S}$. Here $\bar{q}_t$, $\bar{r}_t$, and $\bar{s}_u$ denotes the final embeddings of location $l$, time $t$ and activity $a$, respectively. Finally, we conduct the inner product of each aspect to estimate each one’s impact on the user behavior and sum them as the final score,

$$\hat{y}_{ulta} = [\bar{p}_{u,l}^{\top} \bar{q}_t + \bar{p}_{u,T} \bar{r}_t + \bar{p}_{u,a} \bar{s}_u]. (11)$$

In short, we build efficient hypergraph convolution layers that includes intra/inter-type aggregations, which are supported by our proposed Eff-HHGConv unit.

**C. Independence Modeling Loss**

Since the disentangled chunks of user should reflect different aspects of preferences, we design a module of independence modeling to guide the learning of the chunks. In particular, we adopt distance correlation [46], [47] to measure both linear and nonlinear associations of any two disentangled chunks for each user, whose coefficient is zero if and only if these chunks are independent. Hence, we regard the distance correlation of any two chunks as an independence loss, which can be formulated as follows,

$$\mathcal{L}_{\text{IND}} = \sum_{u \in \mathcal{U} \times S} \sum_{s,s' \in \mathcal{S}, s \neq s'} \frac{\text{dCov}(\bar{p}_{u,s}, \bar{p}_{u,s'})}{\text{dVar}(\bar{p}_{u,s}) \cdot \text{dVar}(\bar{p}_{u,s'})}, (12)$$

where $\text{dCov}(\cdot)$ denotes the distance covariance of two chunks, and $\text{dVar}(\cdot)$ denotes the distance variance of each disentangled chunk. We further optimize the model with Bayesian Personalized Ranking (BPR) loss [48] which can promote an observed activity to rank higher than unobserved activity, defined as,

$$\mathcal{L}_{\text{BPR}} = \sum_{(u,l,t,a,s) \notin \mathcal{O}} - \ln \sigma(\hat{y}_{ulta} - \hat{y}_{ulta'}) + \lambda||\Theta||^2, (13)$$

where $\mathcal{O} = \{(u,l,t,a,s) \in \mathcal{D}, (u,l,t,a,s) \notin \mathcal{D}\}$ denotes the pairwise training set built with negative sampling, $\sigma(\cdot)$ denotes the sigmoid function, $\Theta$ denotes the model parameters, and $\lambda$ denotes $L_2$-regularization coefficient to avoid over-fitting. Combining BPR loss and independence loss, we minimize a loss function as follows,

$$\mathcal{L} = \mathcal{L}_{\text{BPR}} + \gamma \mathcal{L}_{\text{IND}}, (14)$$
where $\gamma$ denotes the hyperparameter to control the influence of independence modeling.

D. Efficient Implementation

Given that we only obtain user (vertices) disentangled representations in (7), following HGNN [24], we ignore the hyperedge embeddings and provide the matrix form of propagation in equation (7) as,

$$P^{(t+1)}_{s,t_e} = D_{t_e}^{-\frac{1}{2}}H_{t_e}\Delta_{t_e}^{-1}H_{t_e}^\top D_{t_e}^{-\frac{1}{2}}P^{(t)}_{s,t_e}, \quad \mathcal{E}^{t_e} \in \mathcal{T}^u$$

(15)

where $P^{(t)}_{s,t_e}$ denotes the disentangled user embedding matrix in subspace $s \in \{L,T,A\}$. $D_{t_e}$ and $\Delta_{t_e}$ are diagonal matrices of vertex degree and hyperedge degree to re-scale the embeddings [21]. $H_{t_e}$ is the incidence matrix of hyperedge $e_{t_e} \in \mathcal{T}^u$. Obviously, we can easily construct the incidence matrices according to Section IV-A. For example, we have $H_L \in \mathbb{R}^{N_L \times N_A}$, $H_T \in \mathbb{R}^{N_T \times N_A}$, and $H_A \in \mathbb{R}^{N_A \times N_A}$ to represent the user similarities in aspects of location, time and activity, respectively. However, the incidence matrix of $H_{LTA} \in \mathbb{R}^{N_L \times (N_L N_T N_A)}$ have $N_L \times N_T \times N_A$ columns. Thus, it’s impossible to directly build the incidence matrix $H_{LTA}$ on large-scale datasets.

Luckily, we do not need $H$ and only need $HH^\top$ in convolutional operations if we ignore $D$ and $\Delta$ that only re-scale embeddings. Here we use $A = HH^\top$ for simplification. Given that the element of incidence matrix is binary value, we can use multiplication to represent logical $\text{AND}$ operator ($\&$) and obtain the logical relations among different types of hyperedges that capture user similarities. Inspired by matrix factorization [49], we further propose a equivalent calculation for Eff-HGConv. Specifically, we can calculate $A_{LTA} = H_{LTA}H_{LTA}^\top$ with $A_L, A_T, A_A$, which is formulated as follows,

$$A_{LTA} = A_L \odot A_T \odot A_A,$$

(16)

where $\odot$ denotes the Hadamard product. With $A_L, A_T, A_A$, we can further calculate $A_{LT}, A_{LA}, A_{TA}$ in a similar manner.

With the above calculation, following [24], we can easily simplify the hypergraph convolution in (15) with the equivalent matrices as follows,

$$P^{(t+1)}_{s,t_e} = D_{s,t_e}^{-\frac{1}{2}}A_{s,t_e} D_{s,t_e}^{-\frac{1}{2}}P^{(t)}_{s,t_e},$$

(17)

where $D_{s,t_e}$ is the degree matrix of $A_{s,t_e}$. With the above equivalent, we reduce the time complexity of propagation in equation (7) from $O(N_L^2 N_L N_T N_A dL)$ to $O(N_L^2 dL)$.

E. Complexity Analysis

1) Space Complexity: The trainable parameters of node embeddings in GCN only include the 0-th layer initialized embeddings [15] and node embeddings in layer 1-L are calculated by propagation based on the 0-th layer embeddings. Hence, the trainable parameters of DisenHCN includes the embeddings of the 0-th layer and attention parameters, where the embeddings’ parameter size is far larger than other one. The embeddings of 0-th layer consist of user embeddings $P^{(0)} \in \mathbb{R}^{N_U \times d}$, location embeddings $Q^{(0)} \in \mathbb{R}^{N_L \times \frac{d}{3}}$, time embeddings $R^{(0)} \in \mathbb{R}^{N_T \times \frac{d}{3}}$ and activity embeddings $S^{(0)} \in \mathbb{R}^{N_A \times \frac{d}{3}}$, where $d$ is embedding size. Note that our DisenHCN just takes $d/3$ as the embedding dimensionality of $Q, R, S$ but achieves better performance. Hence, the model size of DisenHCN is lighter than the most simplified tensor models.

2) Time Complexity: Following [15], we remove the non-linear feature transformations in each layer. The computation cost of DisenHCN mainly derives from hypergraph convolution and attention operation. In the hypergraph convolution on heterogeneous hypergraph, the time cost is $O(4N_L^3 dL + (N_L + N_T + N_A)N_U dL/3)$, where $L$ denotes the number of hypergraph convolution layers. Moreover, attention operation in inter-type aggregation’s time cost is $O(8N_U dL^2/3)$. Hence, the time complexity of DisenHCN is $O(4N_L^3 dL + (N_L + N_T + N_A)N_U dL/3 + 8N_U dL^2/3)$. However, for the existing GNN models, such as SA-GCN [10], its time cost is $O((N_U + N_L + N_T + N_A)^2 dL^2)$. Given that $N_U, N_L, N_T, N_A \gg d, L (d = 120, L = 1, 2, 3, 4)$, the time complexity of DisenHCN is lower than most existing GNN models.

V. EXPERIMENT

A. Experimental Setup

1) Datasets: Our experiments are based on four real-world datasets: Telecom, TalkingData, 4SQ and TWEET. The statistics of datasets is shown in Table II.

- **Telecom** [50] is a large-scale mobile App usage dataset collected during April 20-26, 2016 from a major mobile network operator in China. Following SA-GCN [10], we divide the location area into small squares of size $3\text{km}\times 3\text{km}$ to generate location ID. Moreover, we distinguish weekdays and weekends and discretize a day into 24 units, generating 48 time slots.

- **TalkingData** is an open dataset released in Kaggle, which contains App usage behavior records and spatiotemporal information. The pre-processing is similar to Telecom.

- **4SQ** [3] is collected from Foursquare, which contains the geo-tagged check-ins posted in New York from August 2010 to October 2011. Following CrossMap [3], we use the hotspot detection methods to generate the spatiotemporal hotspots (to obtain location and timeslot-ID) and keywords. Note that we regard the keywords as activities, similar to CrossMap [3].

- **TWEET** [3] is collected from Twitter, which contains the geo-tagged tweets published in Los Angeles during the period from 1st August to 30th November 2014. The pre-processing of TWEET is similar to 4SQ.

2) Evaluation Metrics: Following existing works [7–9], we adopt two widely-used metrics, Recall@K and NDCG@K, to evaluate the performance. In our experiments, we use the popular setting of $K = 10$ [13], [15], [21] for evaluation.

- **Recall@K** measures the ratio of test activities that has been successfully predicted in the top-K ranking list.
The three compared hypergraph-based models are:

- **DHCF** [22] is a hypergraph-based collaborative filtering method for recommendation, which constructs two homogeneous hypergraphs for user and item respectively. Since it can only handle homogeneous graphs, to adapt it to our task, we construct four homogeneous hypergraphs for user, location, time, and activity.

- **MHNC** [21] is another recently-proposed hypergraph learning model. It constructs a multi-channel hypergraph to capture the complex social relations among users for social recommendation. To adapt it to our problem, we construct three channels for location, time, and activity. Following the original paper, we also construct a user-location-time-activity interaction graph to capture the pair-wise interactions among user, location, time, and activity.

- **HWNN** [29] is a state-of-the-art heterogeneous hypergraph embedding method. We define six types meta relations, i.e. \{UL, UT, UA, LT, LA, TA\}, and with them we construct the heterogeneous hypergraph snapshots.

It is worth mentioning that there exists some dynamic graph-based methods [25], [27], [52], [53] for spatiotemporal-aware problems, such as origin-destination flow [52] and stock movement forecasting [53], which construct a spatial graph as a feature encoder for each time step and use RNN to fuse the features generated by spatial graphs. However, those dynamic graph-based methods cannot be well applied to spatiotemporal activity prediction as these methods require constructing a spatial graph for each time step, consuming huge computation resources, which has been reported in [54] and [55]. Thus, these works are always only evaluated on small-scale graph-structure data [25], [27], [52], [53].

4) Hyper-parameter Settings: For all the models, the embedding size of users, locations, time, and activities are fixed as 120, and the mini-batch size is set to 2048. We optimize all these models with Adam optimizer [56] with an initial learning rate of 0.001, which will decay by 0.1 after every 20 epochs. The $L_2$ regularization coefficient $\lambda$ is set as $3e^{-5}$. In terms of initialization, we adopt Xavier initializer [57] to initialize the embedding parameters. For the baselines, the hyper-parameters are searched following the original papers to obtain optimal performance. For our proposed DisenHCN, we set the size of full user embedding as 120. Then the chunk size of each aspect is set to 40. Without specification, we fix the coefficient of independence modeling $\gamma$ as $3e^{-3}$ and the number of layers $L$ as 1. Moreover, in Sections V-D, we study impact of these hyper-parameters by varying $\gamma$ in $\{1e^{-4}, 3e^{-4}, 1e^{-3}, 3e^{-3}, 1e^{-2}, 3e^{-2}, 1e^{-1}\}$ and $L$ in $\{1, 2, 3, 4\}$, respectively. All the baselines and our DisenHCN are implemented in PyTorch\(^4\). For all methods, we run 10 times with different random seeds and report the average results.

### B. Performance Comparisons

#### 1) Predicting Performance: Experimental results are shown in Table III, where we can have the following observations.

- **DisenHCN achieves the best performance.** Our DisenHCN model significantly outperforms the state-of-the-art methods by 14.23% to 18.10% on all datasets. Due to the special design, DisenHCN can capture multi-type and multi-grained user similarities and complex matching between the user and spatiotemporal activity simultaneously, which contributes to better prediction performance.

- **Explicitly exploring the interactions among user, location, time, and activity is necessary.** The graph-based and hypergraph-based models outperform the tensor-based methods, which can be explained by the strong power of explicitly relation-modeling for USTA data. This further

---

\(^4\)https://pytorch.org/

| Dataset      | #User | #Location | #Time | #Activity | #Records | Density   |
|--------------|-------|-----------|-------|-----------|----------|-----------|
| Telecom      | 10,999| 2,462     | 48    | 1,751     | 604,401  | 2.9e-7    |
| TalkingData  | 4,068 | 1,302     | 48    | 2,310     | 409,651  | 2.9e-7    |
| 4SQ          | 10,543| 1,012     | 31    | 3,960     | 291,485  | 2.2e-7    |
| TWEET        | 10,414| 2,080     | 27    | 5,960     | 333,812  | 9.6e-8    |

| TABLE II: Statistics of Datasets |
| Dataset      | Method                                          | Telecom            | TalkingData        | 4SQ             | TWEET            |
|--------------|-------------------------------------------------|--------------------|--------------------|-----------------|------------------|
| Category     |                                                 | Recall@10 NDCG@10 | Recall@10 NDCG@10 | Recall@10 NDCG@10 | Recall@10 NDCG@10 |
| Tensor       | SCP                                             | 0.3038 0.1874      | 0.3290 0.2348      | 0.1783 0.1259    | 0.0583 0.0367    |
|              | MCTF                                            | 0.3257 0.2042      | 0.3622 0.2388      | 0.1875 0.1347    | 0.0754 0.0465    |
| Graph        | CrossMap                                        | 0.4164 0.2574      | 0.4126 0.2652      | 0.2456 0.1695    | 0.0822 0.0503    |
|              | SA-GCN                                          | 0.4289 0.2674      | 0.4556 0.2774      | 0.2583 0.1764    | 0.0804 0.0490    |
|              | LightGCN                                        | 0.4687 0.3057      | 0.5367 0.3624      | 0.2887 0.1945    | 0.0962 0.0601    |
|              | HAN                                             | 0.4819 0.3160      | 0.5517 0.3756      | 0.3042 0.2034    | 0.1005 0.0647    |
| Hypergraph   | DHCF                                            | 0.4768 0.3105      | 0.5443 0.3744      | 0.2967 0.1987    | 0.0971 0.0603    |
|              | MHNC                                            | 0.4983 0.3172      | 0.5596 0.3804      | 0.3065 0.2094    | 0.1014 0.0665    |
|              | HWNN                                            | 0.4958 0.3207      | 0.5623 0.3812      | 0.3086 0.2067    | 0.1026 0.0654    |
|              | DisenHCN                                        | 0.5664 0.3731      | 0.6427 0.4322      | 0.3576 0.2473    | 0.1172 0.0771    |

Improvement in % 14.24% 16.34% 14.30% 13.38% 15.88% 18.10% 14.23% 15.94%

| Dataset      | Method                                          | Telecom            | TalkingData        | 4SQ             | TWEET            |
|--------------|-------------------------------------------------|--------------------|--------------------|-----------------|------------------|
| Category     |                                                 | Recall@10 NDCG@10 | Recall@10 NDCG@10 | Recall@10 NDCG@10 | Recall@10 NDCG@10 |
| Multi-type   | Hyperedges                                      | w/o $E^U$ 0.5409 0.3562 | 0.6079 0.4112 | 0.3317 0.2318 | 0.1106 0.0718 |
|              |                                                 | w/o $E^T$ 0.5458 0.3594 | 0.6115 0.4137 | 0.3293 0.2301 | 0.1085 0.0709 |
|              |                                                 | w/o $E^A$ 0.5472 0.3607 | 0.6236 0.4211 | 0.3348 0.2337 | 0.1122 0.0725 |
|              |                                                 | w/o $E^{LT}$ 0.5557 0.3685 | 0.6382 0.4291 | 0.3297 0.2309 | 0.1113 0.0718 |
|              |                                                 | w/o $E^{LA}$ 0.5569 0.3693 | 0.6351 0.4275 | 0.3328 0.2328 | 0.1159 0.0762 |
|              |                                                 | w/o $E^{TA}$ 0.5548 0.3681 | 0.6369 0.4301 | 0.3317 0.2318 | 0.1138 0.0743 |
|              |                                                 | w/o $E^{LTA}$ 0.5317 0.3484 | 0.5956 0.4053 | 0.3195 0.2242 | 0.1099 0.0712 |
|              | All hyperedges                                  | 0.5664 0.3731      | 0.6427 0.4322      | 0.3576 0.2473    | 0.1172 0.0771    |
| Disen-Transition | w/o Transition                                   | 0.5483 0.3576      | 0.6248 0.4211      | 0.3503 0.2432    | 0.1118 0.0727    |
| Intra-type Agg. | HGConv                                          | 0.5664 0.3731      | 0.6427 0.4322      | 0.3576 0.2473    | 0.1172 0.0771    |
|              | Eff-HGConv                                      | 0.5567 0.3655      | 0.6369 0.4295      | 0.3498 0.2422    | 0.1128 0.0733    |
| Inter-type Agg. | Max                                              | 0.5269 0.3452      | 0.5751 0.3932      | 0.3152 0.2209    | 0.1043 0.0678    |
|              | Mean                                            | 0.5543 0.3622      | 0.6359 0.4296      | 0.3287 0.2295    | 0.1131 0.0734    |
|              | Attention                                       | 0.5664 0.3731      | 0.6427 0.4322      | 0.3576 0.2473    | 0.1172 0.0771    |

Table IV: Ablation study of the key designs (w/o denotes without).

- **Exploring heterogeneous information is important in the spatiotemporal activity prediction.** We can observe that hypergraph baseline DHCF does not perform better than HAN, a normal graph model with heterogeneous information. It reveals that if there are no proper designs in our task, hypergraph may bring the noise, although it can theoretically model more complex relations. When combining the heterogeneous information in hypergraph modeling, MHCN (with heterogeneous user similarities) and HWNN (with heterogeneous user interactions) achieve the best performance among all baselines. This demonstrates that our special design for hypergraph construction according to heterogeneous information (i.e. the multiple user similarities and interactions) is necessary.

Note that the performance on TWEET dataset is the worst for all models. According to dataset statistics in Table II, the relatively worse performance of TWEET dataset may be caused by the following reasons: 1) TWEET dataset is sparser; 2) the number of activities in TWEET dataset is far larger than Telecom dataset. Our DisenHCN can also achieve significant improvement on this sparse dataset, and we will further analyze the impact of data sparsity in Section V-D3.

2) **Efficiency Comparison:** To demonstrate the efficiency of our DisenHCN model, we report the training time until convergence in Table V. We conduct the experiments on an NVIDIA TITAN-XP GPU. From the results, we can observe that, except for the classical tensor-based models, our method is more efficient compared with existing graph/hypergraph-based methods.

### C. Ablation Study on Model Design

In this section, we illustrate the effectiveness of key designs in DisenHCN.
Method              32.46  31.47  40.15  43.94  
                   31.07  29.26  38.25  42.31  
Telecom TalkingData 4SQ TWEET  
                   21.36  18.42  25.35  27.48  
                   29.46  27.32  35.89  39.67  
                   30.79  29.27  37.95  41.77  
SCP                   24.35  21.59  28.34  31.86  

The user embeddings into three disentangled subspaces to the user preferences on multiple aspects, \textit{i.e.}, location, time, and activity. To verify its effectiveness, we compare the performance of models with and without disentangled transition. As the results in Table IV show, the performance of DisenHCN decreases significantly when disentangled transition is removed, which demonstrates the effectiveness of our design.

3) \textbf{Effectiveness of Intra-type Aggregation:} In our DisenHCN, we adopt Eff-HGConv unit in the intra-type aggregation in each type of hyperedges. To evaluate its impact, we compare the performance of models with different hypergraph aggregation schemes, \textit{i.e.}, the model with hypergraph convolution [24] (HGConv) and the model with proposed Eff-HGConv.

From the results in Table IV, we can observe that the model with the proposed Eff-HGConv outperforms HGConv. This can be explained that the calculation of hypergraph convolution in Eff-HGConv involves fewer parameters and is easier to converge. These results convincingly verify the effectiveness of our proposed Eff-HGConv unit.

4) \textbf{Effectiveness of Inter-type Aggregation:} In inter-type aggregation, aggregation is operated among all hyperedge-types in each subspace; learned type-specific user embeddings are further fused with attention mechanism [45]. To evaluate the effectiveness of our design, we compare the performance with different fusion functions (\textit{i.e.} Max, Mean, and Attention). According to the results in Table IV, we can observe that the model with attention achieves better performance than Max and Mean functions. This can be explained that DisenHCN can adaptively fuse the impact from different types of hyperedges to obtain more comprehensive representations.

5) \textbf{Attention distribution analysis:} To further investigate how DisenHCN adaptively fuses the user preference in each aspect on corresponding types of hyperedges with attention, we conduct the attention distribution analysis with a box plot on Telecom and TWEET. Specifically, we show the attention distributions of each type of hyperedges in three aspects.
The disentangled user preference is determined by the\textbullet
effective hypergraph convolution layer.

- $E^U$ contributes the most to disentangled user preferences in all aspects. The average attention score of $E^U$ is the largest on all datasets, which means that $E^U$ contributes the most to user preferences in all aspects. This is consistent with the result in Table IV and further verifies that modeling user-centered one-to-many interaction is essential.

- The disentangled user preference is determined by the hyperedges of the corresponding aspect. For example, when generating the location-aware aspect of disentangled user embeddings (reflecting user’s location preference), the location related hyperedges (i.e., $\{E^L, E^{LT}, E^{LA}, E^{LTA}, E^U\}$) contribute more than other hyperedges. This validates the effectiveness of the efficient hypergraph convolution layer. Our proposed DisenHCN disentangles user preference in three aspects, adaptively selects the useful information in some aspects, and filters out the noise in other aspects by learnable attention weights, resulting in the best performance.

In summary, the attention distribution analysis demonstrates the necessity of disentangled modeling of user preferences (i.e., location-, time- and activity-aware aspects) and further verifies the effectiveness of efficient hypergraph convolution layer.

\textbf{D. Sensitivity and Hyper-parameter Study}

In this section, we investigate the sensitivity of hyperparameters of our proposed DisenHCN on four datasets.

\textit{1) Independence-modeling loss coefficient $\gamma$:}\ To further test the effect of coefficient of independence modeling loss, $\gamma$ in (14), we vary it in $\{1e^{-4}, 3e^{-4}, 1e^{-3}, 3e^{-3}, 1e^{-2}, 3e^{-2}, 1e^{-1}\}$. According to the results in Fig. 4, with the increase of $\gamma$, the performances raise first and then remain relatively stable in a certain interval ($1e^{-4} \rightarrow 3e^{-3}$). The optimal value for Telecom, TalkingData and 4SQ is $3e^{-3}$ while the optimal value for TWEET is $1e^{-2}$. The performance will drop significantly when $\gamma$ is larger than $1e^{-2}$. The coefficient $\gamma$ controls the effect of independence modeling and its value reflects independence-extent of disentangled user embeddings. When $\gamma$ is relatively small, the disentangled chunks of user embeddings may be similar, which weakens the capability of disentangled chunks. When the values of $\gamma$ are too large, the too strong regularization will make model optimization more difficult and worsen the final performance. Note that the minor differences in the same interval (i.e., at the same order of magnitude) have little effect on the performance in our experiments. To reduce the search cost, we choose two promising values, 1 and 3. Results in Fig. 4 also show that the performance of our model remains relatively stable in an interval with the same order of magnitude, such as $[1e^{-3}, 10e^{-3}]$.

\textit{2) Number of aggregation layers $L$:} To investigate how the depth of aggregation layers affects the performance, we vary $L$ in $\{1, 2, 3, 4\}$. As the results in Fig. 5 show, our DisenHCN achieves the best performance when the depth is set to 1. When we increase the number of layers, the performance of DisenHCN drops on all datasets, which is also found in the existing hypergraph models [21], [22], [28] on recommendation. Notably, most GCN-based models achieve the best performance with two layers, which is a trade-off of performance gain from high-order information (reach k-hop neighbors by stacking k layers) and performance degradation from over-smoothing. However, our DisenHCN has fully captured the high-order relations with hypergraph,
which means stacking multiple layers will only lead to over-smoothing rather than additional performance improvement. That is the reason why DisenHCN usually achieves the best performance with only one layer. Undoubtedly, our proposed DisenHCN is more efficient and has the potential to be applied in real-world scenarios with large-scale and sparse data, since there is no necessity of stacking multiple layers for DisenHCN to capture high-order relations.

3) Impact of Data Sparsity: Data sparsity is a critical issue for spatiotemporal activity prediction, since users’ activities can always be few compared with the full space. Different from most existing models, our proposed DisenHCN explores multi-type and multi-grained user-similarities via hyperedges. Owing to this design, our DisenHCN can capture high-order relations, avoiding the insufficient use of the sparse user activities. To study whether DisenHCN can alleviate the data sparsity issue, we divide users into three groups according to the number of their spatiotemporal activity records. We present the prediction performance on four datasets in Fig. 6. According to Fig. 6, we can observe that the performance gap between DisenHCN and the state-of-the-art methods (MHCN and HWNN) becomes larger with sparser data. Even in the user group with fewer than five spatiotemporal activity records, DisenHCN still has an excellent performance on all datasets, which demonstrates the strong power of our DisenHCN model to alleviate the data sparsity issue.

VI. CONCLUSIONS AND FUTURE WORK

In this work, we approach the problem of spatiotemporal activity prediction with hypergraph and propose a disentangled hypergraph convolutional network-based model, DisenHCN. Specifically, we first construct a heterogeneous hypergraph with multiple types of hyperedges to capture the multi-type and multi-grained user similarities and complex matching between user and spatiotemporal activity. To model the users’ entangled preferences, we project users to disentangled embeddings for decoupling preferences among location, time and activity. Finally, we fuse the information in each aspect with the proposed efficient hypergraph convolution unit (Eff-HGConv) in both intra-type and inter-type manners. Extensive experiments on four real-world datasets demonstrate the effectiveness and superiority of our DisenHCN. For future work, we plan to deploy our method to real-world applications and conduct online A/B tests to further evaluate the performance.
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