Research on the application of Decision Tree and Random Forest Algorithm in the main transformer fault evaluation
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Abstract. The detection and monitoring methods of power equipment are relatively complex. The analysis of a large amount of data obtained from detection and monitoring and the development of data recording methods make it possible to obtain higher-dimensional power data. If we adopt appropriate data analysis method to the data sets, we can better get the potential laws and value of power data. In this paper, we took various basic monitoring data and faults records of the 110kV main transformers into consideration, and the grid-equipment-environment data was fused. Based on the fused data, we used the decision tree and random forest algorithm to evaluate the main transformers’ defects and faults. The evaluation results of the two algorithms were obtained and compared, which proved the effectiveness of the fault evaluation algorithm and selected a more accurate fault evaluation algorithm. This paper provides new ideas for smart fault detection for power grid, and provides a reference for a more in-depth evaluation of power grid equipment.

1. Introduction

With the development of smart power grids, large and complex equipment monitoring systems have been launched, and various kinds of equipment tests and inspection plans have been executed. Therefore, the data is increasingly generated regardless of the type or quantity. Since the data related to power system equipment has rapidly increased, the disadvantages of traditional data modeling and analysis methods are highlighted, causing low data utilization rate and making the existing equipment analysis and evaluation systems more and more questionable. Under the condition that the data types are continuously expanded and some parts of data are unreliable, traditional data modeling and analysis is difficult to keep up. To solve above issue, machine learning algorithms are supposed to be used to quickly mine the potential rules and laws under data and form a flexible evaluation plan. In this paper, we take the monitoring, defect, and test data related to the main transformer equipment of the whole power network in Guangxi Province into account. We first performed data preprocessing and fusion on the data set we obtained, and then designed the defects and faults evaluation models based on decision tree and random forest algorithm. The algorithms were finally implemented and the experimental results were analyzed.

2. Background

In recent years, the development of the computer and Internet industries, the popularity of high-performance computing clusters and the accumulation of massive data resources have laid a solid foundation for the development of big data technology. At present, big data technology has been
widely used in transportation, medical treatment, manufacturing and many other fields, and has achieved good application results. In 2017, the State Council also added big data application to the national strategic level. Therefore, in the context of power big data, it is important to promote the comprehensive application of big data analysis technology in the field of equipment condition evaluation. At the same time, realizing the organic combination of data and models is of great significance for the intelligent management of the transformer operation and maintenance.

In the context of power big data, the types of data related to power transmission and transformation equipment are diverse [1]. A typical data center that does not contain real-time data but integrates grid-equipment-environment fusion data and other data has more than 1,000 database table files whose total number of data columns exceeds 8,000 and the number of records exceeds 1 billion. Among the purchase and installation phases, there are data generated such as construction planning, ordering technical requirements, manufacturing supervision information, infrastructure construction information, factory test information, and account information of various types of equipment [2], and there are also a large number of unstructured data such as contract information, blueprints, structural design as well. The total amount of the data mentioned above is near 100TB. The log data of power transmission and transformation equipment which is generated during the operation and maintenance includes information of tests, overhauls, defects, major repairs, technical changes, movements, and return shipments. The total amount of this kind of data recorded is more than 100,000 lines per year [3]. The amount of real-time monitoring data such as the status of primary and secondary equipment is even larger. The quasi-real-time monitoring for a province’s power transmission and transformation equipment (refresh every 15-minute in average) has more than 20 million measurement points, generating more than 2 billion records which generate 10G of data per day after compression and storage. Meanwhile, high-frequency monitoring data can generate hundreds of terabytes of data every year [4], and some unstructured monitoring data such as smart substation online video monitoring data can generate nearly PBs of data every year.

As we all know, the environment condition also affects the performance and life span of power transmission and transformation equipment. As a result, the data including meteorological data which contains regional meteorological forecast, six meteorological factors, meteorological warning, typhoon, thunder and lightning, ice coating, etc., GIS terrain data, pollution monitoring, remote sensing data, etc., should be taken into consideration. The related data has exceeded 50TB, and about 100G of data has been adding annually.

Based on a large amount of power grid data, this paper executed data fusion, compared the two classification algorithms, and used rich power data to evaluate and analyze the status of main transformers.

3. Variable settings and data preprocessing

The bottlenecks in fault evaluation of the main transformers are the huge amount of information, complex types of data, and the difficulty to fuse the cross-system data of power transmission and transformation equipment. The lack of a unified information management system and effective data mining and analysis methods leads to the problem that various types of data cannot be effectively used, causing high operation and maintenance costs and difficulty to manage power equipment throughout its entire life cycle. Therefore, to evaluate the defects and faults of power transformers, it is necessary to correlate and fuse the data, the logic of which is shown in the figure below.
In data pre-processing, we first fused the data from various sources by the unique ID of the main transformer to associate monitoring, inspection data with transformer defects and faults, which expanded the grid data and completes the data preprocessing. Similarly, we fused the environmental data with corresponding device data set according to the area and time, which formed an expansion between the transformer data and the environmental data. For the high-frequency monitoring data, such as the number of crossing the boundary, the number of low voltage alarms related to the main transformations and the amount of H2, C2H2, CO, CO2 in the oil chromatography should be obtained from the latest data. Finally, the inherent data, such as equipment manufacturer, voltage level and operation time, are combined to complete the data fusion. On this basis, according to the fused panel data, we set "time + unique ID of the device + inherent attributes + grid data + device monitoring data + environmental data" as regressor $x$, and the status of power transformer “Whether there is a defect or failure” is recorded as dependent variable $y$.

Next, we process the fused data further. Since each attribute recorded in different systems cannot correspond exactly in the recording time, there are missing values in our data set. We use the average of each attribute to fill in the missing values.

According to the processed data, the variable settings are shown in the table below.

**Table 1. Variable settings**

| SYMBOL     | MEANING                               | ATTRIBUTE       |
|------------|---------------------------------------|-----------------|
| TEMP       | Sampling oil temperature ($^\circ$C)  | numeric/regressor |
| H2         | Hydrogen by oil chromatography        | numeric/regressor |
| C2H2       | Acetylene by oil chromatography       | numeric/regressor |
| C2H4       | Ethylene by oil chromatogram          | numeric/regressor |
| CH4        | Methane by oil chromatographic        | numeric/regressor |
| C2H6       | Ethane by oil chromatogram            | numeric/regressor |
| CO         | CO by oil chromatography              | numeric/regressor |
| CO2        | Carbon dioxide by oil chromatography  | numeric/regressor |
| ACID       | Oil acid ester (mgKOH/g)              | numeric/regressor |
| PH         | Ph of oil                             | numeric/regressor |
| V          | Oil breakdown voltage (kV)            | numeric/regressor |
| FLASH_POINT| Oil closing flash point ($^\circ$C)    | numeric/regressor |
| MACRO_WATER| Oily moisture content (mg/L)           | numeric/regressor |
| STATUS     | 110kV main transformer condition      | categorical/dependent |

Finally, we set the last 100 records as the test data set and the remaining data as the training data set.
4. Theoretical analysis of the model

Decision tree is a kind of nonlinear supervised classification model which has a tree-like structure as a classifier. The connection points between branches represent the conditions for discrimination, and the leaf nodes at the ends of the branches represent the categories records belong to. When using the decision tree to classify, according to whether the data meets the conditions shown at the node, we select different branches to continue and repeat the above steps until we reach a leaf node.

![Diagram of decision tree generation]

When generating a decision tree, we follow the principle of distinguishing the data belonging to different categories to the greatest extent. As a result, we introduce Gini coefficient as a loss function to construct a CART decision tree.

\[ Gini(p) = \sum_{k=1}^{K} p_k(1 - p_k) = 1 - \sum_{k=1}^{K} p_k^2 \]

Each discriminant condition corresponds to a loss function value. We choose the discriminant condition that minimizes the Gini coefficient as the discriminant condition of the current node. Among the expression of Gini, \( K \) represents the total number of categories existing. In category \( k \), \( p_k \) represents the ratio of the number of records belonging to category \( k \) which satisfy the current discriminant condition and the number of records belonging to category \( k \) in all data that meets the forward discrimination conditions.

When the data set is large, we randomly select a part of the whole data set to generate a decision tree. Repeating the above process, we can generate a bunch of decision trees with different nodes and shapes. These trees combine to form a random forest. We first select \( n \) sub-samples from the sample set by Bootstrap sampling. For each sample subset, we randomly select \( K \) attributes and create a decision tree. Repeat the above two steps \( n \) times and we will build \( n \) CART decision trees which form a random forest. The voting results of \( n \) decision trees determine which type a record belongs to.

5. Analysis of model results

As mentioned above, we applied the decision tree and the random forest model to the training set, and obtained the following experimental results.
Next, we apply the trained model to the test data set to evaluate the accuracy of the two models in evaluating the state of main transformers.

Table 2 test results of the decision tree model on the test data set

| ACTUAL | PREDICTED | ACCURACY |
|--------|-----------|----------|
| No     | 130       | Yes 8    | 0.942    |
| Yes    | 14        | 9        | 0.391    |

Table 3 test results of random forest model on test data set

| ACTUAL | PREDICTED | ACCURACY |
|--------|-----------|----------|
| No     | 138       | Yes 0    | 1        |
| Yes    | 19        | 4        | 0.174    |

0.882
It can be seen from the result table that the comprehensive classification accuracy of the decision tree algorithm is 0.863, and that of the random forest is slightly higher, reaching 0.882. What counts most for us is the ability to predict defective main transformers, and in this respect, the decision tree algorithm performs much better than random forest. Meanwhile, considering the simplicity and the characteristics of faster speed of the decision tree algorithm, we believe that the decision tree algorithm is more suitable for the evaluation of 110kV main transformer defects and faults. From the results of the decision tree algorithm, we can see that the temperature of the sampled oil and the content of methane and carbon dioxide in the sampled oil chromatography have great significance for evaluating the defects and faults of the main transformers.

6. Conclusion

The comparative study of 110kV main transformer defects and fault evaluation based on decision tree and random forest shows that the model based on decision tree has higher accuracy, and that there is a great association between sample oil temperature, the content of methane and carbon dioxide in sample oil chromatography and transformer faults. This study also provides a new idea for the fault evaluation by the fusion data of grid-equipment-environment, and a new exploration for the evaluation of the status of the power equipment. This paper provides a reference for more efficient models and more accurate evaluation of the status of the power equipment as well.
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