Weakly supervised pan-cancer segmentation tool
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Abstract. The vast majority of semantic segmentation approaches rely on pixel-level annotations that are tedious and time consuming to obtain and suffer from significant inter and intra-expert variability. To address these issues, recent approaches have leveraged categorical annotations at the slide-level, that in general suffer from robustness and generalization. In this paper, we propose a novel weakly supervised multi-instance learning approach that deciphers quantitative slide-level annotations which are fast to obtain and regularly present in clinical routine. The extreme potentials of the proposed approach are demonstrated for tumor segmentation of solid cancer subtypes. The proposed approach achieves superior performance in out-of-distribution, out-of-location, and out-of-domain testing sets.
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1 Introduction

Semantic segmentation relies on supervised learning where images are paired with manually curated maps [7]. This has also been the case for medical imaging [19], and computational pathology [17]. In digital pathology, despite efforts to annotate and provide ground-truth segmentations for some cancer types, the lack of fine-grained annotations hinders the development of automatic segmentation tools for solid cancers. Unfortunately, pathologists-curated datasets are fairly small, given that the biggest open-source dataset with pixelwise annotations contains 400 whole slide images [18]. Consequently, the generalization performance of the learnt models is limited and they fail to grasp the underlying clinical heterogeneity regarding tissue preparation, slide digitization, and tissue structures [1]. The lack of pixelwise annotations could be explained by the tedious and cumbersome facet of the task, aggravated by the lack of availability of pathologists [21].

Despite this expertise shortage, we observe an increasing availability of whole slide images [26,29]. In recent years, more and more efforts are devoted towards
publicly available data. The Cancer Genome Atlas (TCGA) \[27\] which counts 30072 whole slide images from 32 cancer subtypes is the most prominent example. Whole slide images lack in general annotations but are routinely associated with weak clinical variables such as labels at the slide-level. Slide labels are abundant weak annotations for WSIs.

There exists a rich literature on segmentation models trained from using categorical labels at the slide-level \[10,3,22,25,12,1,2,15\]. Most of them rely on multiple instance learning (MIL) \[5,6\] where an embedder maps instances in an embedding space, which are further processed by a pooling operator.

In this work, we exploit eyeball estimates of percentages of tumor in whole slide images for training tumor segmentation models. Such quantities are routinely obtained during tumor purity estimation, a process ensuring that a tissue sample has enough neoplastic material for further genetic tests. We harness such labels through a highly modular algorithm derived from MIL to train segmentation models \[section 2\]. Large-scale experiments involving almost all types of solid primary tumors are performed on entirely public data, including the percentages estimates \[section 3\].

2 Methods

Let us consider a set of training whole slide images \( (x_k) \). Specifically, each whole slide image \( x_k \) is denoted by its constituents \((x_{k,i})\), such as pixels or tiles. Our goal is to learn a \( \theta \)-parametrized model \( f_\theta \) that maps any \( x_k \) to its (unknown) tumor segmentation map \( \hat{y}_k \), apparent to a coarse map \((\hat{y}_{k,i})\). Each training sample \( x_k \) has a label \( p_k \in [0, 100] \% \) representing the percentage of tumor within \( x_k \). We denote by \( \max_{i \in \{f_\theta(x_k)\}} \) the \( p_k \% \) maximal values of the predicted coarse map \( \{f_\theta(x_{k,i}); x_{k,i} \in x_k\} \) and by \( \min_{i \in \{100 - p_k\}} \) the \( 100 - p_k \% \) minimal values.

We now present WeSeg (W eakly supE rvised Seg mentation), an algorithm whose goal is to train \( f_\theta \) by ensuring that the percentage of predicted tumor is equal to the percentage annotation. To do so, we adopt a recursive training mechanism for each sample \( x_k \). Specifically, WeSeg builds a proxy ground-truth map that contains \( p_k \% \) of tumor pixels by assigning a value of 1 to the \( p_k \% \) of pixels with maximum predicted probabilities \( \{f_\theta(x_{k,i}); x_{k,i} \in x_k\} \) and by \( \min_{i \in \min_{100 - p_k}} \) the \( 100 - p_k \% \) minimal values.

Equivalently, given an elementwise loss function \( L \) such as binary cross-entropy, WeSeg aims at minimizing the following empirical risk for a sample \( x_k \) with percentage annotation \( p_k \):

\[
e = \sum_{i \in \max_{p_k \{f_\theta(x_k)\}}} L(f_\theta(x_{k,i}), 1) + \sum_{i \in \min_{100 - p_k \{f_\theta(x_k)\}}} L(f_\theta(x_{k,i}), 0)
\]

By construction, this methodology ensures that an error signal of 0 for a sample \((x_k, p_k)\) implies that \( p_k \% \) of output probabilities are of value 1, and \( 100 - p_k \% \) of value 0, which is precisely the meaning of the percentage annotation. After training, the learned segmentation model can be inferred on new WSIs without any
percentage annotation. Besides, while our notation uses percentage annotations, this approach can be used with count-based weak annotations.

As illustrated by the public annotations used in our experiments, the percentage annotations can be noisy. This is notably a consequence of the difficulty of estimating a surface to the human eye. To take this uncertainty into account, we introduce four parameters $r_{\text{low}}$, $r_{\text{high}}$, $a_{\text{low}}$ and $a_{\text{high}}$ such that for a sample with percentage annotation $p_k$:

- probabilities below the $((1 - r_{\text{low}}) * p_k - a_{\text{low}})\text{th percentile}$ are assigned 0
- probabilities above the $((1 + r_{\text{high}}) * p_k + a_{\text{high}})\text{th percentile}$ are assigned 1
- remaining probabilities are discarded from the error signal computation

With $r_{\text{low}} = r_{\text{high}} = a_{\text{low}} = a_{\text{high}} = 0$ this formulation is equivalent to the original version above. Generally speaking, the $r$ (resp. $a$) parameters control a relative (resp. absolute) margin around the annotation. In practice, these values are selected either empirically or by finding bias in annotations.

Our approach refers to a modular, scalable and network architecture-free framework. Its main strength lies in the ability to progressively construct ground truth from very weakly annotated data, and recursively update the associated network architecture towards better and better performance. The underlying principle employs the concept Highest Confidence First where progressively throughout this recursive process, data samples are labeled with accurate labels and fed back to the network for end-to-end retraining. For demonstration purposes we have adopted a conventional ResNet \cite{he2016Deep} architecture, that by no means restricts the nature of architectures that can be accommodated such as Unet \cite{ronneberger2015unet}, GAN, etc from the proposed versatile paradigm.

3 Experiments

Large-scale experiments are conducted for pan-cancer tumor segmentation in WSI. Several weakly supervised learning frameworks are benchmarked \cite{wong2020AttentionMIL} by optimizing the same architecture with common-hyperparameters \cite{long2015fully} on a shared training set \cite{chawla2015deep}. Results are reported \cite{goyal2017accurate} for multiple testing sets \cite{chawla2015deep}.

3.1 Benchmarked approaches

- **AttentionMIL** \cite{wong2020AttentionMIL} classifies WSI with an attention module. As suggested by the authors, for a given set of tiles with computed attention weights ($a_k$), the scores are obtained by min-max scaling the weights. Additionally, if a WSI is predicted as normal, all tile predictions are set to 0. The attention module was a two layer feedforward neural network with 128 hidden neurons.
- **AlphaBetaMIL** \cite{jiang2019alpha} learns an instance-level MIL model with two parameters $\alpha$ and $\beta$ which are fixed and common for all training samples. For WSI with label 0, their approach assigns all pixels to 0. Otherwise, $\alpha\%$ of pixels with highest probability are assigned 1, while the $\beta\%$ lowest are assigned 0. 10 configurations were uniformly sampled for parameters $\alpha$ and $\beta$. 
A supervised approach is emulated by considering all slides with annotation of either 0% or 100% and discarding others. With a 0% annotation, the ground-truth map can be inferred as filled with benign tissue. On the contrary, with an annotation of 100%, the ground-truth can be inferred as filled with 1. This approach is therefore apparent to a supervised learning one with pixelwise ground-truth segmentation maps.

The proposed approach is trained with all percentages annotations. The values of $r_{low}$, $r_{high}$, $a_{low}$ and $a_{high}$ were set to 0.

3.2 Datasets

**Training data** The training set was built using the snap-frozen whole slide images TCGA data referring to the 32 most common solid cancer subtypes with 3 of them being excluded from training and used as testing set, leading to a training set of 18306 WSIs from 10903 patients. The distribution of the number of whole slide images and patients per subtype can be found at the supplementary Table 1. The 10903 patients were further split into 70%, 10%, and 20% cases for training, validation, and test sets respectively.

Two types of annotations were retrieved. Firstly, binary labels indicating whether each WSI is of normal type (0), i.e. with no apparent neoplastic tissue, otherwise 1. 2248 out of the 12783 WSIs are found normal. Secondly, we retrieved publicly available annotations of percentages of tumor for all but 235 out of the 18306 WSIs. These annotations were available in the TCGA repository and identified by "percent_tumor_cells".

**Testing performance** In order to derive a meaningful assessment of the generalization capabilities of the benchmarked models, several testing sets were constituted. First, 175 WSIs were sampled from the hold-out testing set of the training cohort, i.e. 5 WSIs from each of the 29 training subtypes. 2 pathologists curated ground-truth tumor maps with exhaustive annotations. This set is identified as the out-of-distribution testing set.

Similarly, 24 pixelwise WSI annotations were curated on the 3 cancer subtypes excluded from the training cohort, i.e. cervix squamous cell, rectum adenocarcinoma, and glioblastoma multiforme. Both rectum and cervix locations are unseen in the training set. Besides, the training set contains only low grade glioblastoma for the brain location. Consequently, these 3 testing cohorts provide insight about the out-of-location performance.

Finally, out-of-domain performance was assessed on Formalin-fixed paraffin-embedded (FFPE) slides from 2 open-source datasets with public pixelwise ground-truth: DigestPath for colon adenocarcinoma [16], and PAIP2019 for liver hepatocellular carcinoma [13]. FFPE tissue displays dissimilarity with frozen tissue, therefore providing insight about out-of-domain generalization.

**WSI pre-processing** All WSI were tiled at a magnification of 10x into 512 pixel-wide tiles with 128 overlapping pixels on each side using [20]. Tiles detected
as background were completely discarded from the study (including performance measures), i.e. those where at least 90% of pixels have both red, green, and blue channels above 200.

### 3.3 Optimization details

All approaches are used to train a ResNet50 [8] architecture pretrained on ImageNet [4]. At each training step, 30 tiles were randomly sampled for each of 8 whole slide images, for a total batch size of 240. Each tile was data-augmented with random vertical and horizontal flips, color jitter with brightness 0.1, contrast 0.1, saturation 0.1, and hue 0.01, standard scaled with mean and variance computed from the training set, and random cropped into 224 pixel-wide tiles. In order to produce segmentation of higher granularity, the penultimate layer of ResNet50 was discarded, i.e. global adaptive pooling. For a 224 pixel-width input, the output features maps are thus of size $7 \times 7$. A final linear classification layer was applied elementwise, producing outputs of size $7 \times 7$ instead of 1. Early stopping was triggered when no validation loss improvement was found for 50 epochs. Error signals were computed with binary cross-entropy and weights were updated with the Adam optimizer [14]. An independent random search was performed for all learning algorithms for learning rate selection within a range of $[10^{-6}, 10^{-3}]$ in a log-uniform fashion. Final learning rates were selected with the best achieved validation losses. Each random search was given a budget of 5 days on 2 V100. The total training time of our experiments is 117 V100-days. All experiments was performed with pytorch [23] v1.7.1.

| Method                | Out-Of-Distribution | Out-Of-Location | Out-Of-Domain |
|-----------------------|---------------------|-----------------|---------------|
| AlphaBetaMIL [15]     |                     |                 |               |
| ($\alpha = 50, \beta = 0$) | 0.880               | 0.917           | 0.728         | 0.667         |
| ($\alpha = 50, \beta = 50$) | 0.847               | 0.876           | 0.562         | 0.612         |
| ($\alpha = 75, \beta = 0$) | 0.881               | 0.884           | 0.717         | 0.654         |
| Average               | 0.845               | 0.885           | 0.685         | 0.642         |
| AttentionMIL [11]     | 0.892               | 0.864           | 0.540         | 0.545         |
| Supervised            | 0.905               | 0.886           | 0.534         | 0.620         |
| Proposed              | **0.932**           | **0.946**       | **0.779**     | **0.671**     |

**Table 1.** Performance of all benchmarked approaches on all datasets in area under the ROC curve. All results are computed on tissue pixels, i.e. by completely discarding background pixels. **Bold** results highlight the best method for each testing cohort.

### 3.4 Results

Testing results are reported in Table 1. Each model was inferred on all testing samples from both out-of-distribution, out-of-location, and out-of-domain testing sets. Then, each predicted whole slide image map was compared with the
Fig. 1. Example of out-of-distribution segmentation maps for three testing whole slide images (Sample A, Sample B and Sample C). The lines display, in that order, input WSIs, the pathologists curated ground-truth annotations, results from the proposed approach, results from the best performing configuration of [15], results from the attention-based MIL [11], and results from the supervised approach.

pathologists’ curated ground-truth annotations, and AUC was computed on non-background pixels. For [15], the 3 best performing configurations are displayed, with the "Average" representing the mean of all configurations; all results are displayed in supplementary Table 2.

The proposed approach achieved the best performance on all testing sets except for PAIP [13] where it ranked second. Indeed, the error was reduced by more than 37% compared to the best performing method that used binary annotations. The proposed approach also appeared to better leverage percentage annotations with an error reduction higher than 28% compared to the supervised approach that uses percentages. Furthermore, the proposed approach obtained
better generalization performances than the counterparts. Indeed, the proposed approach is the top performer for all testing sets except for PAIP [13] where it ranked second. Notably, while AttentionMIL and the supervised approach lose performance in the out-of-location testing sets, the proposed approach achieved better than on holdout testing sets from tissue locations that were included in the training set.

We were interested in understanding the quality of the public percentages annotations that were used by the proposed approach. Statistical exploration revealed 44.9% of non-0% annotations were multiple of 20%, whereas the ground-truth incidence should be closer to 5%, indicating that human annotators tending to round estimates to the closer multiple of 20%. Similarly, 89.1% of annotations were found to be multiple of 5% where incidence should be close to 20%. Moreover, pathologist inspection of the percentages annotations indicates that there seems to be confusion between tumor cells and tumor tissue. For instance, stromal tissue is often counted as tumor cells in annotations, whereas it can be considered as tumor tissue as a byproduct of tumor. An histogram of percentages annotations is displayed in supplementary Figure 1 along with other distribution measures. From this point of view, the proposed approach achieved remarkable performance although labels are noisy and bear systemic bias.

Some testing samples outputs are displayed in Figure 1. Upon visual pathologists’ qualitative inspection of the produced testing maps, most errors seemed to come from discriminating stromal from tumor cells, which are generally interlocked in tissues. Besides, less performing methods have more false positives on inflammatory cells which might reflect a bias in most locations, which is that immune cells are recruited in neoplastic tissues and are absent in normal tissues.

4 Conclusion

In this work, we leveraged weak annotations for training a tumor segmentation model for virtually all solid cancer subtypes. Experiments illustrate that the proposed approach performs better than traditional weakly supervised approaches, highlighting that the percentages annotations translate into performance gain. Besides, the proposed approach seems robust with respect to bias and noise in percentages annotations and leads to tumor segmentation models of higher quality for performance and generalization.

Numerous extensions could be considered to further improve the performance of our versatile framework. First, performance could be enhanced by refining the input percentages annotations of the proposed approach and retraining with the same approach, in a transductive learning [28] fashion. In another perspective, although this work leveraged human annotations of percentages, the proposed approach could be used with input percentages computed by a model trained only with WSI binary annotations. The proposed approach would act as an annotation-free refining strategy for segmentation in WSI. Finally, even though our work involves whole slide images, our generic approach could be used off-the-shelf for other modalities.
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