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Abstract

Misinformation spreads on social media when users engage with it, but users can also respond to correct it. Using an experimental design, we examine how exposure to misinformation and correction on Twitter about unpasteurized milk affects participants’ likelihood of responding to the misinformation, and we code open-ended responses to see what participants would say if they did respond. Results suggest that participants are overall unlikely to reply to the misinformation tweet. However, content analysis of hypothetical replies suggests they largely do provide correct information, especially after seeing other corrections. These results suggest that user corrections offer untapped potential in responding to misinformation on social media but must be made to consider how users can be mobilized to provide corrections given their general unwillingness to reply.
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Misinformation in the areas of health and science is abundant online, and increasingly scholars are drawing attention to this as a problem that has personal and public health implications (Chou et al., 2018). In addition, studies suggest that misinformation can spread on social media more quickly than accurate information, spurred by users who “like,” “share,” and “reply” to false posts (Broniatowski et al., 2018; Vosoughi et al., 2018). Observational correction research offers a promising strategy for addressing misinformation and its spread on social media by demonstrating that user responses to misinformation can reduce misperceptions among the community seeing the interaction (Bode & Vraga, 2018; Vraga & Bode, 2017), as well as for the person sharing the misinformation (Margolin et al., 2018). However, less is known about what leads people to respond to misinformation when they see it on social media (Tandoc et al., 2020). Specifically, not enough is known about whether exposure to misinformation, exposure to correction, and the tone used in such corrections can promote or deter additional responses to the misinformation. This engagement is particularly important as research suggests multiple corrections by social media users may be required to reduce misperceptions (Vraga & Bode, 2017) but that most people simply ignore misinformation when they see it on social media (Tandoc et al., 2020).

In addition to examining the content of corrections, we consider the tone of them as well, to determine if different ways of correcting encourage or inhibit additional corrections. As incivility is common online (Chen, 2017), but “best practices” for addressing misinformation often encourage empathy and affirmation (Hardee, 2020), it is worth testing different corrective tones (e.g., neutral, uncivil, or affirmative) to determine what impact they have, if any, on users’ willingness to engage.

With this in mind, this study uses an experiment to examine replies to a health misinformation post and the effects of exposure to corrections on the likelihood of responding and the content of responses. Specifically, participants viewed a simulated Twitter feed, which included a tweet sharing misinformation claiming pasteurization kills the nutrients in raw milk. Participants were randomly assigned to see either no corrections, one correction, or multiple corrections of different tones (neutral, uncivil). The study found that participants are overall unlikely to reply to the misinformation tweet. However, content analysis of hypothetical replies suggests they largely do provide correct information, especially after seeing multiple corrections. These results suggest that user corrections offer untapped potential in responding to misinformation on social media but must be made to consider how users can be mobilized to provide corrections given their general unwillingness to reply.
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correction to this misinformation or two corrections that employed a neutral, uncivil, or affirmative tone to assess how the correction and tone may affect our key outcomes: (1) likelihood of replying to the misinformation tweet and (2) content of replies (i.e., what they would say if they did respond). This study builds on existing misinformation and correction research to explore how exposure to misinformation and corrections affects possible responses from others.

**Responding to Misinformation on Social Media**

Misinformation describes information that contradicts the best available evidence (Vraga et al., 2020) and many have expressed special concern regarding the spread of health misinformation on social media (Broniatowski et al., 2018; Chou et al., 2018; Lazer et al., 2018). The rate at which misinformation spreads on social media depends on a range of factors, including the features of the platform, the role of malicious actors like “bots” and “trolls” in engaging with the misinformation, the platform’s terms of service and content moderation policies for limiting and removing such posts, and user behavior that promotes or downgrades content (Broniatowski et al., 2018; Lazer et al., 2018; Vosoughi et al., 2018). Moreover, novel, extreme, emotional, or exaggerated claims—which are often more likely to contain misinformation—tend to garner attention and spread more than mundane or neutral content on social media (Broniatowski et al., 2018; Vosoughi et al., 2018). Although most social media users do not create misinformation, they may engage with it by reposting, retweeting, and replying, which can spread and amplify it through social networks (Vosoughi et al., 2018). In short, social media users have a role to play in spreading and stopping misinformation on these platforms.

Social media users can be an effective force in combating the spread of misinformation by responding with accurate information, evidence, and links to expert sources (Bode & Vraga, 2018; Margolin et al., 2018). We place our focus on social media users as would-be correctors because research shows that social media users do correct each other when they see people sharing misinformation (e.g., Arif et al., 2017), and when users correct each other, it is effective at reducing misperceptions both for individuals sharing misinformation and for those seeing the exchange (Margolin et al., 2018; Vraga & Bode, 2018). There is particular promise in mobilizing users to engage in such correction, given the sheer number of users on these sites, especially compared to professional fact checkers and expert organizations. Despite this potential, however, we know very little about what spurs people to correct others on social media—and indeed, research suggests that personal engagement in such corrective action is rare in comparison with simply ignoring the misinformation (Tandoc et al., 2020). Therefore, although exposure to corrections should reduce misperceptions (Bode & Vraga, 2015, 2018; Smith & Seitz, 2019), we have less information about how observing a correction might affect the likelihood of responding to the misinformation and the content of those response (our key dependent variables).

Although research shows that multiple corrections are more effective at reducing misperceptions (Ecker et al., 2011; Vraga & Bode, 2017), we might expect that from a users’ perspective, seeing existing corrections may decrease the likelihood of responding because others have already done so, consistent with research into the diffusion of responsibility and bystander effect (Choo et al., 2019; Guazzini et al., 2019; Lickerman, 2010; Martin & North, 2015). Exposure to corrections may indicate that others have already helped, which may lead users to not respond. Bystander research suggests that the tendency to offer help decreases when others are present. One explanation for this lack of response is tied to diffusion of responsibility—or the idea that others will intervene (Guazzini et al., 2019; Lickerman, 2010). Extending this idea, in this study, seeing a correction may prompt others to assume that the problem (in this case, the misinformation) has been rectified (corrected), leading them to not respond.

On the contrary, perhaps seeing a correction normalizes engagement because it is evidence that others are doing it, thus making it appear popular or at least more acceptable. This would be consistent with the bandwagon effect (Bloom & Bloom, 2017; Messing & Westwood, 2014), which suggests that seeing others engage in a behavior or subscribe to an idea encourages others to join. The bandwagon effect would suggest that seeing corrections would increase the likelihood of another user responding as it appears that others are correcting. Research regarding the importance of both descriptive and injunctive norms in promoting action would also suggest that seeing corrections could prompt additional responses (Jacobson et al., 2020). Descriptive norms refer to the perceived prevalence of a behavior and injunctive norms describe the perceived degree of approval for a behavior. In this case, seeing the existing corrections could make the act of correcting appear both common (evoking descriptive norms) and approved by others in the feed (evoking injunctive norms).

Given these competing explanations, it is unclear, then, whether seeing corrections will increase or decrease the likelihood of responding. Given the lack of research on prompting user response to misinformation (see Tandoc et al., 2020 for an exception) and competing explanations for what exposure to other corrections may prompt, we ask,

**RQ1.** Will exposure to corrections affect (a) self-reported likelihood of replying to the misinformation and (b) likelihood of offering an open-ended reply?

Because research suggests that observational correction reduces misperceptions (e.g., Margolin et al., 2018; Vraga & Bode, 2018), we expect that exposure to corrections will increase the likelihood that participants will reply to
the misinformation with correct information (compared to exposure to misinformation only). Moreover, in this study, the second correction adds additional information about the safety of raw milk, noting that pasteurization kills potentially dangerous bacteria in raw milk, offering new information that may encourage users to reply in support of this claim, which is not addressed in the original misinformation post. Therefore, we propose,

**H1.** Exposure to corrections will boost the likelihood of replying (a) in opposition to raw milk, (b) in support of correction regarding raw milk nutrition, and (c) in support of added information about raw milk safety compared to no correction.

**Tone of Corrections**

We might further expect that the content or features of corrections would also affect whether another user is willing to reply. The tone of the correction is one such feature that warrants additional exploration. Incivility is of particular interest given its prevalence online, including on social media (Chen, 2017; Groshek & Cutino, 2016; Oz et al., 2018; Papacharissi, 2004; Sobeiraj & Berry, 2011). Oz et al. (2018) found that user responses vary by platform with tweets being significantly more uncivil and impolite than responses to Facebook posts from the same account.

In addition to exploring the existence of incivility online, scholars have sought to understand the relationship between perceived incivility and a range of outcomes, including perceptions of the message itself (e.g., tone, credibility, bias), related content (e.g., adjacent news stories or posts), issue attitudes (e.g., nanotechnology, abortion), traditional and online political participation, and willingness to engage online (Anderson et al., 2018; Borah, 2014; Gervais, 2015; Giumetti et al., 2013; Kim & Park, 2019; Lu & Myrick, 2016; Thorson et al., 2010). The evidence regarding the relationship between exposure to incivility and a willingness to engage online is mixed as research shows that preexisting beliefs, content, and context often matter (Gervais, 2015; Kim & Park, 2019). In addition, research on observational correction suggests that the effects of a correction at reducing misperceptions were consistent regardless of the tone. In other words, neutral, affirmative, and uncivil corrections were all found to be effective at reducing misperceptions (Bode et al., 2020). Given the existing research and the prevalence of incivility online, we think it is worth determining if exposure to incivility affects willingness to reply. Therefore, in addition to the facts, we include insults and name-calling in the uncivil corrections (Chen, 2017; Oz et al., 2018).

Likewise, there is at least some evidence to suggest that expressing empathy (Gesser-Edelsburg et al., 2018) or affirmation (Cohen et al., 2007) may encourage participation, although a recent review of research on affirmation and political behavior found that, across a range of studies, self-affirmation treatments had little effect on improving a variety of political behaviors (Farhart et al., 2020). However, the context of our study—replying to a health-related topic on Twitter—differs from most political behavior research. Some evidence does suggest that exposure to affirmation language may make people more susceptible to corrective information (Cohen et al., 2007; Ecker et al., 2014), so perhaps seeing an affirmation correction may also encourage people to reply. We include statements that validate the original poster’s worldview and acknowledge confusion around the topic as a form of affirmation.

We manipulate the tone of corrections, while keeping the facts the same, to examine the effect on replying. It must be noted that we are not examining a spectrum of tone—affirmation is not just extra-civil. Rather, we chose two different tones that seemed likely to impact willingness to reply, based on the existing research. Therefore, we ask,

**RQ2.** Will the tone of correction (neutral, affirmative, uncivil) affect (a) self-reported likelihood of replying to the misinformation and (b) likelihood of offering an open-ended reply?

Finally, extending this question further, we examine if correction tone may influence the *content* of the replies. For example, exposure to neutral corrections may prompt a similar correction focused on rebutting the misinformation, while exposure to uncivil corrections may lead participants to offer less substantive content in their response to avoid engaging in the debate or may prompt more lengthy comments to prove a point. These differences could also depend on existing positions and engagement with the issue (Gervais, 2015). Research also suggests that uncivil content may be viewed as less credible (Thorson et al., 2010), which could also influence the content of the reply, however, *how* it influences responses remains an open question. Therefore, to explore the possible effect of tone on content, we ask,

**RQ3.** Will the tone of corrections affect likelihood of replying (a) in opposition to raw milk, (b) in support of correction regarding raw milk nutrition, and (c) in support of added information about raw milk safety?

Finally, research suggests that exposure to incivility online affects perceptions of the uncivil content and adjacent content, making it appear more uncivil (Anderson et al., 2018; Thorson et al., 2010). These perceptions of incivility, therefore, may spillover and influence other user responses, leading people to respond with more incivility once uncivil language has been used by another commenter (Edgerly et al., 2013). With this in mind, we propose,

**H2.** Exposure to the uncivil corrections will lead to a higher percentage of uncivil replies than exposure to (a) no correction and (b) either neutral or affirmative corrections.
Methods

Experimental Design

Participants were recruited from Amazon’s Mechanical Turk in September 2018. Participants were an average of 36 years old (M = 36.16, SD = 11.12), 55% male, 81% White, and largely educated (87% had at least a Bachelor’s degree).

After completing a short pre-test questionnaire, participants were randomly assigned to one of the four experimental conditions analyzed here (N = 610). We examine four of the 10 total experimental conditions that were fielded. We exclude a pure control condition, in which participants were not exposed to any misinformation or correction. We also exclude five conditions that included a second manipulated tweet promoting a news literacy message to focus on the effects of misinformation and correction on replying.

In each condition, participants viewed a page of Twitter posts, which we said were taken from someone’s feed, with instructions to read through the feed as if it were their own. The simulated feed contained a total of six posts, including one manipulated post and five posts that were validated as neutral social media posts (Vraga et al., 2016). Participants were required to spend 15 seconds on the page before they could continue with the survey. After answering a series of questions that addressed their evaluation of the posts, the likelihood that they would reply to the raw milk post (closed-ended), and what they would say if they did reply (open-ended text response), participants were thanked for their participation and debriefed, which included a statement that pasteurization is equally nutritious and safer to consume than raw (unpasteurized) milk and provided a link to the Centers for Disease Control and Prevention (CDC) for more information. Participants were paid US$1.10 for participating in the 10-minute survey.

The third post on the feed contained the experimental manipulation (raw milk misinformation). In all conditions, the same user posted a meme (an image macro featuring Morpheus from the Matrix) claiming that pasteurizing milk “kills the nutrients in raw milk” (see Supplemental Appendix A). We selected this myth for several reasons. First, it is increasingly relevant, as raw milk is gaining followings and even policy protections in the United States in recent years (Rahn et al., 2017). Second, the specific myth related to relative nutrition of raw and pasteurized milk is both prominent and prominently debunked—the CDC (n.d.) and Food and Drug Administration (FDA, n.d.) have addressed this myth in their online materials. While overall consumption levels of raw milk (1.8% in the last 7 days among respondents in the Midwest, Rahn et al., 2017) and raw cheese (6.9% in the last 7 days among respondents in the Midwest, Rahn et al., 2017) are quite low, such consumption contributes to an outsized number of food-borne illness in the United States (60% of those reported in relation to dairy products were connected to unpasteurized milk according to Langer et al., 2012).

In the misinformation condition, there were no responses to this post. In all correction conditions, two users responded to the post to debunk the misinformation, while providing links to expert sources. The first response included a link to the CDC and directly responded to the misinformation that pasteurization kills nutrients. The second response reinforced the correction and added that pasteurization keeps people from getting sick from bacteria in raw milk, providing a link to the FDA to support both claims.

In the “neutral corrections” condition, the responses provided the factual content and mimic the tone of earlier designs on observational correction, which also employed fact-based corrections (Bode & Vraga, 2018; Vraga & Bode, 2018). In the “affirmative corrections” condition, the facts remain the same, but the responses attempt to validate the participants’ worldview and concerns, suggesting understanding of “confusion,” as suggested by Lewandowsky et al. (2012). Finally, the “uncivil corrections” condition includes the same facts but also insults and name-calling toward the original poster, telling the poster not to be “stupid” and calling them an “idiot” (see Supplemental Appendix A for stimuli). Although this language could be considered a mild form of incivility (Chen, 2017), especially given the kind of language that circulates on Twitter (Oz et al., 2018), it clearly attacks the Twitter user and is used to undercut their false claim.

Content Analysis

To address our hypotheses and research questions regarding the content of replies, we coded responses to an open-ended question that asked, “If you did reply, what would you say?” First, we developed the codebook to address key variables: whether or not they offered a reply (yes/no); overall position of reply regarding raw milk nutrition (correct or incorrect); position of reply regarding raw milk safety (correct or incorrect); and tone of reply (civil/uncivil) (see Supplemental Appendix B for codebook).

Next, we refined the codebook by coding a random sample of 20 replies from conditions not analyzed here (as described previously) and comparing codes across coders. We revised the codebook and completed this same process for two more rounds of coding a random sample of 20 replies to develop the final codebook. Using the final codebook, we coded 120 replies (20% of the sample) to determine inter-coder reliability. Any discrepancies in coding were resolved through discussion among the coders. We calculated inter-coder reliability using the ReCal tool (Freelon, 2013), and achieved suitable reliability for all variables (Krippendorff’s alphas were .95 for reply, .76 for position, .74 for nutrition, .80 for safety, and .75 for tone).

To validate these codes, we compared participants’ position in the open-ended reply to their attitudes about raw milk as reported in the post-test of the survey. We find a strong relationship between our coding of position in the reply and participants’ self-reported attitudes on raw milk (see Supplemental Appendix C).
Key Variables

Likelihood of Replying. Participants were asked, “How likely would you be to reply to the post about raw milk if you saw it on your own feed?” on a 7-point scale from Extremely unlikely to Extremely likely ($M = 2.35, SD = 1.77$). In later analysis, we compare those unlikely to respond, scored a 1–3 on the likelihood question ($n = 458$), with those who were at least neutral, scored 4–7 on the likelihood of responding question ($n = 152$).

Frequency of Replies. Participants were asked, “If you did reply, what would you say?” and given a text box to fill in their reply. All participants were asked to answer this question regardless of their response to the previous question about the likelihood of replying, providing the open-ended content that we coded.

Replies were counted if there was any text response provided and did not simply indicate an unwillingness to reply (e.g., “I wouldn’t” or “no reply”); 73% of our sample offered a reply to this prompt reducing the sample to 446. In addition, a logistic regression controlling for correction condition confirmed that there is a significant relationship between self-reported likelihood of responding and whether participants offered a reply to the open-ended question ($b = .35, SE = .07, odds ratio = 1.43, p < .001$), with 69% of those who said they were unlikely to respond offering a response compared to 85.5% of those who said they were likely to respond.

Position of Replies. Replies were first coded for their overall position on raw milk, 1 = pro-raw milk (10.1%), 2 = anti-raw milk (30.9%), 3 = mixed (12.6%), 4 = neither (46.4%). Pro-raw milk replies included statements like “I like raw milk,” suggested that raw milk is better than pasteurized milk, or were opposed to pasteurized milk. Anti-raw milk replies included statements like “Raw milk is gross,” suggested that raw milk is worse than pasteurized milk, or were in support of pasteurized milk.

Replies were then coded for positions on the nutritional value of raw milk, 1 = raw milk is more nutritious than pasteurized milk (inaccurate position, 2.2%), 2 = raw milk is equally nutritious as pasteurized milk (accurate position, 5.4%), 3 = mixed (0.9%), 4 = neither (91.5%), and the safety of raw milk, 1 = raw milk is as safe or safer then pasteurized (inaccurate position, 0.9%), 2 = pasteurized milk is safer (accurate position, 16.8%), 3 = mixed (1.3%), 4 = neither (80.9%) to more closely examine the extent to which specific claims in the misinformation and corrections made their way into user replies.

Tone of Replies. Finally, replies were coded for whether (yes/no) they used an uncivil tone. Any insult to the person or the idea (e.g., stupid, dumb), cursing, or use of all capital letters was coded as uncivil (4.9%). Otherwise it was coded as civil.

Results

Attention to the Feed

First, we gauge whether participants were attending to the Twitter feed by asking them to report whether they had seen a post about a range of topics immediately after seeing the feed: 90.5% reported seeing a post about raw milk on the feed, demonstrating high recall for our manipulated post. In addition, 81.8% reported seeing a post about texting and driving and 82.1% reported seeing a post about a pilot shortage, both of which appeared on the feed. In contrast, only 1.1% reported seeing a post about planets and 2.0% reported seeing a post about the housing market—which did not appear on the feed, suggesting people were not simply selecting all topics as appearing on the feed and giving us confidence in our analysis.

Likelihood of Responding

To test our first set of expectations, we use a one-way ANOVA, combining the three correction conditions into a single variable to contrast with the misinformation-only (no correction) condition. Addressing RQ1a, we find exposure to corrections ($M = 2.37, SE = .08$) does not increase the self-reported likelihood of responding to the misinformation tweet as compared to the misinformation-only condition ($M = 2.27, SE = .14$), $F(1, 608) = .34, p = .56, \eta^2_p = .001$. To answer RQ2a, we compare the three correction conditions to each other (excluding the misinformation-only condition). We find that tone of corrections does not affect self-reported likelihood of replying, $F(2, 455) = 2.21, p = .11, \eta^2_p = .010$, although examining post hoc comparisons using Least Significant Difference reveals that the uncivil corrections produce a lower self-reported likelihood of responding than the affirmative corrections ($p = .05$) but not compared to the neutral corrections ($p = .12$). Overall, participants report a relatively low likelihood of responding to the tweet (see Figure 1).

Open-Ended Analysis

Next, we turn to the open-ended question, which asked all participants to answer the question about what they would say if they did reply to the original tweet. All participants were asked this question, regardless of their self-reported likelihood of responding; we are, therefore, cautious in interpreting these results as we acknowledge the limitation of forced responses. Despite this drawback, this approach allows us to analyze responses from all participants and to compare groups, such as those more likely to reply compared to those less likely to reply.

We use a series of chi-square tests to examine whether exposure to any corrections or specific corrections changed the likelihood that participants offered a response to this open-ended question. Addressing RQ1b and RQ2b, we find that exposure to corrections did not impact whether participants offered a response to the open-ended question, $\chi^2(1, 609) = .37, p = .55$, nor did it vary taking the three correction conditions into account, $\chi^2(3, 608) = 1.45, p = .48$. Across conditions, about 73% of participants offered a response.

Therefore, we turn our attention to the nature of the response among those who replied ($n = 446$). We begin by looking at the descriptive statistics (see Figures 2 and 3). A few notable trends
First, more participants expressed anti-raw milk attitudes in their replies than pro-raw milk attitudes. Second, more replies offered an overall position on raw milk than engaged with either of the specific claims related to its nutritional value or safety. Interestingly, very few people engaged with the question of the nutritional value of raw milk, despite this being the focus of the misinformation post and both corrections. Instead, more people engaged with the question of raw milk safety, which only arose in the second correction and was not addressed in the misinformation-only condition.

Given that relatively few people expressed a pro-raw milk position in their response to the open-ended question, we are unable to perform statistical tests comparing pro-raw milk, anti-raw milk, and neutral or mixed attitudes in the replies. Instead, we compare those who express anti-raw milk sentiments in their hypothetical replies to any other position (e.g., pro, mixed, or neither) to answer our hypotheses and research questions using a series of chi-square tests.

First, we examine the effects of exposure to corrections versus seeing only the misinformation post. We observe a significant relationship for overall raw milk position, $\chi^2(1, 609) = 5.82, p = .02$, wherein a higher percentage of replies in the correction conditions were anti-raw milk (34.0%) than in the misinformation-only condition (21.9%), supporting H1a.
Replies in the correction conditions were also significantly more likely to counter the misinformation that raw milk is more nutritious (6.9%) than in the misinformation only condition (.9%), $\chi^2(1, 609) = 6.10, p = .01$, supporting H1b. However, H1c is not supported: replies did not differ in terms of their position on the safety of raw milk between the correction (16.3%) and misinformation (18.4%) conditions, $\chi^2(1, 609) = .28, p = .60$.

Next, we examine whether the tone of corrections (neutral, affirmative, uncivil) impacted the position of the replies with regard to raw milk to address RQ3 and H2, comparing the three corrections and excluding the misinformation-only condition. Across all three outcomes, we see a lack of significant effects. Correction tone does not significantly affect overall raw milk position, $\chi^2(2, 608) = 2.91, p = .23$, position on raw milk nutrition, $\chi^2(2, 608) = .05, p = .98$, or position on raw milk safety, $\chi^2(2, 608) = 1.09, p = .58$, per RQ3. In other words, while exposure to any corrections increased the likelihood that a hypothetical reply included an anti-raw milk position or suggested that raw milk is not more nutritious than pasteurized milk, the differences among the correction conditions are not significant.

H2 predicted that uncivil corrections would produce more uncivil replies compared to the other conditions. A chi-square test does not support H2 (see Figure 4). There is no significant overall relationship between the percentage of replies that are uncivil among the four experimental conditions, $\chi^2(3, 607) = 5.30, p = .15$. However, this does not examine the uncivil corrections condition separately. We test this question more rigorously using a logistic regression, with the presence of incivility in the reply tweet as the dependent variable and the uncivil corrections condition as the reference category for the three other conditions. The results of the logistic regression still provide little support for H2. The omnibus test for the logistic regression model is not significant, $\chi^2(3, 607) = 5.88, p = .12$.

Comparing Likely to Unlikely Respondents

These previous analyses were performed among all participants who offered a response of what they would reply. Yet, in the previous closed-ended question, relatively few people said they were likely to respond to the misinformation tweet. This mismatch may present a skewed picture of what actual responses are likely to look like. Indeed, we find that those who said they were likely to reply in the closed-ended question were significantly more likely to offer a pro-raw milk position in their response to the open-ended question (16.2%) as compared to those who were unlikely to respond (7.6%), $\chi^2(2, 610) = 7.77, p = .02$, although anti-raw milk attitudes are consistent between those likely (30.8%) and unlikely (31.0%) to reply (see Table 1).

However, these overall results do not consider the effects of exposure to the misinformation and corrections. Therefore, we examine the effects of corrections on open-ended responses separately for those who said they were likely versus unlikely to respond to the tweet. Among those likely to respond, exposure to corrections did not significantly affect the raw milk position in their reply, $\chi^2(3, 127) = .001, p = .97$; with people in the correction conditions equally likely (30.7%) as those in the misinformation-only condition (31.0%) to state an anti-raw milk position in their reply, with no differences among correction conditions, $\chi^2(3, 98) = 1.82, p = .40$.

In contrast, among those who said they were unlikely to respond to the tweet, we found that exposure to any corrections significantly increases the likelihood of offering an anti-raw
milk response (35.5%) as compared to the misinformation-only condition (18.8%), \( \chi^2(3, 313)=8.08, p<.01 \). In addition, there is a marginally significant difference between the three correction conditions in terms of their impact on stated raw milk attitude, \( \chi^2(3, 288)=4.72, p=.09 \), with anti-raw milk positions as most common among those who saw the uncivil corrections (43.9%) and least common among those seeing an affirmative corrections (27.5%), with the neutral corrections between these extremes (34.8%).

However, the reduced sample size prevents us from being able to examine the effects on expressed position on raw milk nutrition or safety between those unlikely and likely to respond, as we do not achieve sufficient power for chi-square analyses (although we report these descriptive statistics in Table 1). Finally, we again use a logistic regression to test whether exposure to uncivil corrections produced more uncivil replies than exposure to other corrections, but the omnibus test of the model is not significant for either those unlikely or likely to respond.

### Table 1. Comparing Unlikely and Likely Respondents.

| Correction Type   | Factual (%) | Affirmative (%) | Uncivil (%) |
|-------------------|-------------|-----------------|-------------|
| **Among likely respondents (N=130)** |             |                 |             |
| Pro-raw milk position | 16.2        | 13.8            | 16.8        | 18.9        | 16.2        | 14.8        |
| Anti-raw milk position | 30.8        | 31.0            | 30.7        | 37.8        | 29.7        | 22.2        |
| Inaccurate nutrition position | 3.1         | 3.4             | 3.4         | 2.7         | 0           | 7.4         |
| Accurate nutrition position | 6.9         | 0               | 8.9         | 10.8        | 10.8        | 3.7         |
| Inaccurate safety position | 0.8         | 0               | 1.0         | 2.7         | 0           | 0           |
| Accurate safety position | 16.9        | 24.1            | 14.9        | 18.9        | 13.5        | 11.1        |
| Uncivil response | 3.8         | 6.9             | 3.0         | 5.4         | 0           | 3.7         |
| **Among unlikely respondents (N=316)** |             |                 |             |
| Pro-raw milk position | 7.6         | 9.4             | 6.9         | 8.7         | 5.0         | 7.3         |
| Anti-raw milk position | 31.0        | **18.8**        | **35.5**    | 34.8        | 27.5        | 43.9        |
| Inaccurate nutrition position | 1.9         | 2.4             | 1.7         | 1.4         | 1.3         | 2.4         |
| Accurate nutrition position | 4.7         | 1.2             | 6.1         | 4.3         | 5.0         | 8.5         |
| Inaccurate safety position | 0.9         | 1.2             | 0.9         | 1.4         | 1.3         | 0           |
| Accurate safety position | 16.8        | 16.5            | 16.9        | 13.0        | 15.0        | 22.0        |
| Uncivil response | 5.4         | 7.1             | 4.8         | 2.9         | 2.5         | 8.5         |

Note: Bolded values indicate a significant difference between conditions using chi-squared tests, \( p<.05 \).
likely, \( \chi^2(3, 127) = 3.72, p = .29 \), or unlikely, \( \chi^2(3, 313) = 4.41, p = .22 \), to respond.

**Discussion**

This study examines whether social media users say they would respond to misinformation about raw milk on Twitter and the content of these hypothetical replies. Results suggest that not only do people say they are relatively unlikely to respond, they often do not provide substantive comments even when prompted. Only 25% of our sample reported that they would have provided substantive replies if they were more amenable in their willingness to respond to the misinformation tweet. In addition, exposure to other corrections did not increase the likelihood of responding. Second, when asked what they would say in response, 23% repeated the assertion that they would not respond, reinforcing this avoidance strategy. However, those that did reply often provided correct information especially when exposed to other corrections.

This unwillingness to reply presents a challenge to the effectiveness of user corrections as a means of addressing misinformation. Although we do not know how often single or multiple corrections occur in response to misinformation on social media, research suggests that while user corrections are effective at reducing misperceptions, multiple corrections are better than one (Margolin et al., 2018; Vraga & Bode, 2017), suggesting the need to encourage user response. Although observational correction is promising, it is troubling if users do not actually reply, which this study suggests is likely. This is consistent with research on audiences’ engagement with misinformation, which found that 73% of people said they prefer to ignore misinformation on social media rather than engage with it (Tandoc et al., 2020). This general unwillingness to correct misinformation may help explain why it spreads more quickly on social media than correct information (Vosoughi et al., 2018).

Notably, this (un)likelihood of responding was not impacted by whether or not participants were exposed to other users’ corrective replies. It appears neither a bystander nor bandwagon effect occurred. If a bandwagon effect occurred, exposure to corrections could have led people to respond upon seeing other corrections. If a bystander effect occurred, whereby people fail to respond because they assume that others’ responses are sufficient and thus absolve them of the need to respond, then exposure to corrections would have produced a lower likelihood of responding. Future research should continue to engage with these questions and seek to explore how and when users will respond to misinformation and what will motivate them to do so. Perhaps, interventions that evoke descriptive and injunctive norms could be designed to motivate user correction and could potentially be more impactful when paired with existing corrections (van der Meer & Hameleers, 2020).

When participants did reply, they were likely to include correct information in their responses—especially after viewing other corrections. Exposure to corrections tended to increase the likelihood that someone would respond by offering an anti-raw milk position. Moreover, they typically offered these comments in a civil manner, even when exposed to uncivil corrections. Surprisingly we found little effects of the tone of the corrections overall. Uncivil corrections did not lead to more uncivil responses nor did they lead proponents of raw milk to dig into their position (known as the backfire effect, though this has been widely debunked, see Porter & Wood, 2019). While we do not suggest that uncivil corrections should be encouraged in response to misinformation, their effects—at least in terms of factual information and beliefs, as well as intentions to engage in conversation—may not be dire (Bode et al., 2020). These findings expand previous research on observational correction (Vraga & Bode, 2017), suggesting that users are (theoretically) more likely to offer accurate information in response to misinformation when exposed to corrections and that exposure to uncivil replies may not be a barrier to this engagement.

In addition, respondents often said that pasteurized milk is safer than raw milk, frequently noting that pasteurizing kills potentially harmful bacteria in raw milk, a well-known reason for pasteurization. In fact, participants were more likely to accurately discuss the safety of raw versus pasteurized milk compared to the nutritional value of each, despite the misinformation claim and two corrections that directly address the nutritional value compared to only one post addressing safety. The public appears relatively well-informed about the safety of raw milk and those concerns are salient, leading users to raise safety as an issue even when other related misinformation about raw milk is emphasized.

Importantly, findings suggest that most effects were centered among those who initially said they were unlikely to respond. Those who said they were amenable or likely to respond (responded 4–7 on a 7-point scale) tended to respond with more pro-raw milk attitudes than those unlikely to respond, and were less likely to shift their position in response to corrective information. This may simply represent another space where those with more strongly held attitudes are likely to participate, even when incorrect (Huddy et al., 2015; McKeever et al., 2016). But, it also raises the concern that those who are most likely to respond on social media may be offering more inaccurate information than those disinclined to participate, perhaps contributing to the spread of misinformation.

Finally, rather than observing what people are saying on social media (although this is quite important), this study allows us to examine the untapped potential of those who are unlikely to respond to determine what they would say. Mobilizing these individuals is likely to promote less extreme and potentially more accurate conversation, at least for this issue. However, this study also suggests that simply seeing someone else responding to misinformation is not sufficient to encourage people to respond. Future research should explore what is needed for mobilization to successfully occur and what is effective among unlikely responders, specifically.

Of course, this study is not without weaknesses. Our sample, though diverse, is not representative of the US
population; notably, it is more educated and whiter. Likewise, participants were exposed to a constructed Twitter feed, which did not allow interaction, and later asked to respond to an open-ended question asking them what they would reply to the post about raw milk. This approach likely reinforced the artificiality of the experience, stripping the social cues that could promote or inhibit responses. While this allows us to isolate effects, future research should do more to embed questions about the response to social media misinformation within more realistic environments.

In addition, all participants were directed to respond to this question, regardless of their response to the closed-ended question about their likelihood of replying. This forced response likely contributed to a number of participants' skipping the question or indicating they would not reply, reducing the sample further. It is also somewhat hard to know what to make of responses offered under such conditions, particularly without knowing what it might take to flip someone from a non-responder to a responder. We are, therefore, quite cautious in interpreting these results and recognize the need for continued examinations of these issues. In addition, participants were only asked to provide a response to the raw milk tweets and not to any other tweets in the feed, which may have prompted them to reply with what they believed to be the “right” answer, a possible social desirability effect. However, this does not discount the differences by condition which is a result of the experimental manipulation.

Finally, it is worth noting that we only studied a single issue. While raw milk consumption is a food safety concern, it remains a relatively rare practice in the United States. This is reflected in our sample: in a pure control condition, wherein people saw a social media feed with no reference to raw milk, 46% of our sample “never” consumed raw milk or raw milk products, with another 20% doing so “rarely.” Likewise, only 14% of the control participants agreed that raw milk is safe to drink, suggesting high levels of knowledge regarding its safety. Therefore, our results—and especially, the limited effects of tone on likelihood of responding—may differ for more contentious or personally relevant issues, a question which future research should test. More directly, users’ willingness to respond to misinformation on social media is likely contingent on both the actual distribution of public opinion on the issue, and public perceptions of that distribution. Willingness to engage might mirror the spiral of silence (Noelle-Neumann, 1974); if you think most people are misinformed, you might be less inclined to try to correct them.

Despite these limitations, this research is a next step in examining user replies to misinformation and offers avenues for future research. Combining closed-ended and open-ended responses regarding the likelihood of replying and the content of replies allows us to see that most participants would not reply but that when they do, they generally provide accurate information, adding support to the claim that social media users can offer corrective responses to misinformation when motivated to do so. The challenge for researchers, educators, advocates, and platforms, may, therefore, be one of motivation as they engage with the question of how to convince users to reply with correct information. Social media campaigns, interventions, and education may be one promising avenue to encourage users to correct misinformation (van de Meer & Hameleers, 2020). Platforms should also work to normalize and incentivize the spread of quality information by promoting corrections, advancing correct information, and denoting misinformation. In addition to correction, users could also be mobilized to “downvote” false claims or report them to the platforms for review, potentially bolstering the role of users as purveyors of accurate information and combaters of misinformation. Our findings offer a glimpse into user engagement with misinformation and suggest there is potential for users to be an effective force against misinformation if they are equipped with accurate information and the motivation to engage.
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