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Abstract—With the rapid development of vehicle communication and the goal of self-driving vehicle, research in this area is still ongoing, as car companies aspire for more studies and effective communication methods between vehicles. In this research, we have developed an intelligent, innovative and fully integrated multi agent model, which is used for vehicle-to-vehicle communications. The developed model is supported by an intelligent system based on a Nonlinear External Neural Network (NARX) and signal estimation theory. The system is built using real vehicles sensors, Arduino, GSM and RF technologies. The system is tested by applying different scenarios and observing vehicle behaviors. The results show that the smart system is able to make the appropriate decision based on both the vehicle's current condition and sensor readings. The developed system is able to operate effectively in a noisy environment in an excellent manner.
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I. INTRODUCTION

Advances in automotive technology are developing faster than ever, and new technologies will enter successively in the near future, regardless of whether or not the consumer requests these technologies in his new vehicle. In addition to vehicle companies, there are a lot of companies which are specialized in technologies participate in the development of these technologies. It is expected that this kind of industry will be more developed during the next five years than it was developed in the past fifty years [1-14]. Many new technologies are still in the development stage at the present time, and they are related to the driver and passengers’ convenience and their essential protection [15-30].

The technology behind vehicle-to-vehicle communication relies on radio transmitters and receivers in vehicles [31-38], which can transmit information to infrastructure and other vehicles hundreds of meters away. The safety factor, of course, is the main driver of this technology. Inter-vehicle communications enable vehicles to transmit their locations, speeds, directions, and other information between vehicles in the same or different area. For example, this communication can allow vehicles to determine whether the driver is pressing the brake pedal too hard, suddenly changing lanes, or turning around an invisible curve in time to prevent an accident.

Vehicles can send road conditions to the infrastructure, which, in turn, will send them directly to other vehicles. Among the information that can be exchanged between vehicles is the time when traffic light is green or red to avoid traffic congestion. The vehicle-to-vehicle communication system operates at wide range of up to 1000 meters in all directions even with obstacles due to the presence of buildings or any other obstacles. This distinguishes this kind of technology with its ability to detect potential accidents before the driver sees the danger that threatens him. Unlike the sensors and autonomous cameras of vehicles, which determines just what is happening in time around the vehicle.

Vehicle-to-vehicle communication system messages must be encrypted for privacy protection purposes; that is, it should not contain any information about the driver, vehicle owner, vehicle model, vehicle number, or driver’s license. In addition to these services, the vehicle-to-vehicle communication system guarantees the communication between vehicles enable them to broadcast their locations. It can also transmit speed, direction and other information ten times per second. It enables vehicles to determine if another vehicle will flash hazard light or apply the brakes. There is no consensus on the best connection standard yet, since 2016 Mercedes had adopted network communication technology, which directs vehicle information to other Mercedes vehicles through a secure cloud service.

The way that this technology works is as fellow: Vehicle A moves forward for several kilometers and sends information to Vehicle B about an obstacle on the road, allowing the driver of Vehicle B to choose an alternate route or slow down. Sudden occurrence of an alternate recommended road, lane or speed limit. This information is sent to a receiver on the designated road, then the device, in turn, passes it on to other vehicles.
One possible platform for communication between the vehicles is through the usage of the GSM network at different frequencies. Also, there are other technologies such as ad hoc short range communications. Short range communications are used to alert drivers of potential problems at a distance of 300 meters. This connection can enhance the functionality of adaptive cruise control systems. Wireless communication technology is another popular technology that allows vehicles to exchange data (Wi-Fi wireless technology) using high-speed networks. The consensus of many stakeholders that the marketing advantage provided by advanced driver assistance systems is very important in communication between vehicles.

A multi-agent system is developed in this paper for vehicle to vehicle communication in a noisy environment. The multi-system system has been a hot topic in recent years [39-43]. It remains a field of research and development due to its great influence and pioneering applications in matters related to security, human safety and facilitating life. The developed system consists of a group of agents who share information and decisions and proactively help each other to achieve the goal of driver comfort and safety. The agents in the developed system will be equipped with intelligent decision maker that arms the agents with the reasoning capability that can assist in making instantaneous decisions that protect vehicles and facilitate traffic. Having a smart communication system makes communication between vehicles faster and better.

Wireless communication channels become an integral part of communication between vehicles. The existence of communication channels requires signal sampling, quantizing, and estimation. This adds new dynamic behavior to the developed multi-agent system.

Obeidat et al. in [44],[45] and [46] developed a new methodology for real-time control-oriented identification and signal estimation using quantitative sensing information. PMDC motors were used to develop the system, where PMDC motors are the most important parts used in electric and hybrid transmission and their auxiliary subsystems. This study resulted in reducing the system sensing costs and communication resource consumption; also, the system reliability was enhanced by simplifying system configuration and packaging.

In [47], Authors develop an identification system that collects data on braking system using DC servo motor. This assists drivers to avoid sudden braking accidents.

In order to preserve the safety of drivers and vehicles, an intelligent communication system must be developed to reduce accidents on the roads [47]. One of Salient features in machine learning approach related to vehicle communication is to develop agents that deal with large variety of threats [48].

In this paper, Vehicle-to-Vehicle communication system is is designed to transfer and share information between vehicles such that, the system delivers warning signals for drivers and other vehicles. The develop system consists of three parts. The first part is the development of multi agent system in noisy environment. The second part is the decision system to predict the alarm percentage of a vehicle. The last part is the implementation of the system.

II. DEVELOPED VEHICLE TO VEHICLE MULTI-AGENT SYSTEM

We have further developed the multi-agent system that we conceptually put forward before [39]. The main objective of the work is to build a multi-agent system with noise immunity that can successively transmit data and decisions between vehicles.

The vehicles in the developed system are divided into several virtual groups called clusters as shown in Figure 1. Each cluster is formed from the head of the group, which is the main vehicle that sends the signal and group members who are the rest of the vehicles that fall within the power coverage range of the main vehicle.

![Fig. 1. An illustrative structure of vehicular networks.](image)

The communication between clusters takes place between the first main vehicle from the first cluster and the first main vehicle from the second cluster. Communication within a cluster (intra cluster communication) or between clusters (inter cluster communication) is primarily intended to successfully send data to the destination.

Figure 2 shows the structure of the developed Vehicle Monitoring Agents (VMA). The main components of VMA are decision maker unit, deliberative engine, knowledge bases and communication module. More details of these components are found in our previous work [39]. Interaction between Vehicle Monitoring Agents occurs within a scene. A VMA can communicate with other VMAs in the same or different driving zones through communication module. The developed system is composed from several scenes based on the readings of the sensors. The scenes and sensors readings are stored in knowledge databases. A protocol of a scene is considered to be the specification of the possible dialogues that participating agents have. Possible dialogues are managed by deliberative engine.
A scene is described as a graph that shows the change in an agent's state from one state to another. The graph contains nodes and arrows. The nodes show the different states of conversation between the agents. The arrows represent the transitions between states. The graph contains one initial state and a set of end states that represent different endings of the expected conversation in a scene. Figure 3 shows a state diagram of a scene where Set = \{S1, S2, S3, S4\} – a set of states in a scene:

- **S1** – initial state;
- **S2** – waiting for a response to the request;
- **S3** – checking the data;
- **S4** – lack of communication;
- **S5** – data processing and decision making.

In the developed multi-agent system, an agent cannot only communicate with a single message, but also have a “conversation.” The multi-agent environment provides Vehicle Monitoring Agents with the ability to exchange information and actions in a well-defined structure. The VMAs interact with the Central Monitoring Agent to get some driving environment observations. The structure of a communication scheme is shown in Figure 4. Agents cooperate with each other to enhance the driving behavior and decrease the number of accidents.

Wireless communication are strongly dependent on the distance between the sender agent and receiver agent. This affects the performance when the sensors are wirelessly connected to the main unit. Vehicle Monitoring Agents are able to perceive the surrounding environment, and respond in a timely manner to changes that occur in it. Agents are also able to interact intelligently with other Vehicle Monitoring Agents. One of the main advantages of the developed multi-agent system in use: It defines a clear structure of representing an agent, a group of agents and messages between agents. It is relatively easy to provide all designed agents with different tasks [41-43], [49].

The developed multi-agent platform encourages the use of distributed intelligence to support the vehicle to vehicle communication. The autonomous communication between Vehicle Monitoring Agents has many visible and encouraging results, as consequence of the used decision support of NARX system. The develop decision system that is used by a VMA is shown in Figure 5.
The monitoring data of a vehicle is gathered using real sensors. The data is collected from engine speed sensor, oxygen sensor, fuel temperature sensor, braking system and steering angle sensor. The data is fed to the NARXs Decision system. As a result, the decision system activates the braking system either by turning it On or Off. The rotation speed of the engine is affected by the decision system as well. The speed is controlled to be decreased or increased through Electric Unit Injector Unit by injecting more or less fuel.

The NARX decision system makes use of the historical data gathered from driver’s behaviors in previous trips. At the same time, the decision is sent to other surrounded vehicles through communication module. The sent decision controls the speed of the surrounded vehicles and activates its braking system if the system is pre-set.

### III. Decision Model Using Nonlinear Autoregressive Exogenous (NARX) Neural Network

Nonlinear Autoregressive Exogenous (NARX) Neural Network is used to develop a decision model that is capable to predict that a vehicle has abnormal behavior. The system uses sensors data. The NARX network is suitable for the nonlinear and auto-regressive nature of the vehicle sensors time series data [50]. NARX has become popular in the last few years for its performance in the prediction of time series. It is shown that NARX networks can provide optimal predictions without computational losses in comparison with the conventional recurrent neural networks (RNNs). The NARX network follows the concept of autoregressive model in time series forecasting [51]. It is a recurrent dynamic network, with feedback connections to several layers of the network [52]. A relevant study can be found in [53].

The NARX network is a feed forward neural network with three layers; input, hidden, and output layers. NARX network is used to solve a time series problem. NARX neural network uses historical data of the variable in order to make decision. The topology of a NARX network is shown in Figure 6. The number of delays and the number of neurons in the hidden layer are adjustable. These numbers are optimized through trial-and-error testing in order to get accurate model responses.

Future values of time series values \( y(n) \) are predicted based on its delays values as shown in (1),

\[
Y(n) = \sum_{i=1}^{m} w_i \cdot \left[ f(\sum_{j=1}^{k} w_{ij} \cdot X(n-i) + \omega_j) + \frac{f(\sum_{j=1}^{k} w_{ij} \cdot X(n-i) + \omega_j)}{1} \right] + \omega_0 + \varepsilon
\]  

Where \( k \) is the number of delays, \( m \) is the number of neurons in a hidden layers with activation function \( f \), and \( w_{ij} \) is the weight of the connection between the input \( i \) and the hidden neuron \( j \). \( w_i \) is the weight between the hidden neuron \( j \) and the output layer. \( \omega_0 \) is the initial weights (bias) between input layer and neuron in the hidden layer, and \( \omega_0 \) is the initial weight of the output layer. \( \varepsilon \) is the error of the approximation of the series at a given time. The most commonly used activation function \( f \) in neural network is Sigmoid function.

The general prediction equations for computing the next value of time series \( Y(n+1) \) uses the past observation \( X_i(n), ..., X_i(n-k), ..., X_j(n), ..., X_j(n-k) \) and the past outputs \( Y(n), Y(n-1), ..., Y(n-k) \) as inputs. During the training stage, the neural network optimize the network weights and neuron bias in order to get the output \( Y \). After training, the developed model is used to predict the vehicle behavior.

The most common learning rule for the NARX network is the Levenberg-Marquardt Algorithm. The Levenberg–Marquardt (LM) algorithm is a back propagation algorithm. It has been widely used for training the NARX network because of the fast convergence speed. The LM algorithm uses an approximation of the Hessian matrix without direct calculation, therefore its training speed is increased. The LM equation to update the weights is shown in (2),

\[
w_{k+1} = w_k - [J^T + \delta I]^{-1} J^T \varepsilon
\]

where \( J \) is the Jacobian matrix, \( I \) is the identity matrix, and \( \varepsilon \) is the network errors. The Jacobian matrix is the first derivatives of the error with respect the weights \( w_k \). The Hessian matrix is \( J^T J \) and the gradient is \( J^T \varepsilon \). The effectiveness of the model is measured by using mean squared error (MSE) and \( R^2 \) as shown in (3) and (4) respectively.

\[
\text{MSE} = \frac{1}{n} \sum (y_i - \bar{y})^2
\]

\[
R^2 = 1 - \frac{\sum (y_i - \bar{y})^2}{\sum (y_i - \bar{y})^2}
\]

Where \( y_i \) is the actual value of the sample \( i \) and \( n \) is the number of samples, \( \bar{y} \) is the forecasted value and \( \bar{y} \) is the average value. When the resulted amount of these equations is small, the performance of prediction is better. The developed algorithm is summarized in Figure 7.
Vehicle Behavior Prediction Algorithm

1: Read sensors data
2: Prepare data for training and simulation
3: Setup data division for training, testing, and validation
4: Create NARX neural network model
5: Choose number of delays and number of neurons in hidden layer
6: Choose a performance function
7: Train, test, and validate the model
8: Run performance checking
9: if passes then
10: Select model specification
12: else
13: Repeat step 7
14: end if
15: Return specification and model ready for decision

IV. MULTI-AGENT SYSTEM IN A NOISY ENVIRONMENT

When a signal is transmitted to the surrounded vehicles, it is sampled, quantized, and then transmitted through communication module of a vehicle Monitoring Agent to other Vehicles Monitoring Agent and Central Monitoring Agent as shown in Figure 8 and Figure 9.

At the receiving Vehicle Monitoring Agent, the signal is recovered and estimated. Communication channels encounter time delays and noise. The used method for estimating the transmitted signals is averaging method, which is commonly used in signal recovery schemes. It is used to reduce signal estimation errors and eliminate noises on the transmitted signals.

The used signal estimation methodology is introduced in [45], and [46]. This estimation algorithm has not been used previously in a multi-agent system. It is shown in [45] that the algorithms which extract information on the original signals act as averaging filters. Low-precision quantization, such as binary-valued quantization, will not transmit sufficient information on the signals for feedback control. However, more information is recovered by employing the smoothing effects of random noises.

The output transmitted signal is denoted by $L_k$. The true transmitted signal $u_k$ is bounded $L_{\text{min}} \leq L_k \leq L_{\text{max}}$. $L_k$ is either affected with a measurement noise or with a random noise $n_k$ added to enhance signal estimation.

The signal with added noise $L_k + N$ is quantized to get a quantization function $S(L_k + N)$. The signal $L_k + N_k$ is quantized by $Q$ quantization thresholds $\{h_1, \ldots, h_Q\}$, which divides the range $[L_{\text{min}}, L_{\text{max}}]$ into $L_{\text{min}} < h_1 < \cdots < h_Q < L_{\text{max}}$. The output of the quantizer takes $Q + 1$ possible values which are represented in the set $\{1, 2, \ldots, Q+1\}$. The resulted signal is represented in (5),

$$s_k = \sum_{i=1}^{Q+1} I_{h_{i-1} < L_k + N_k \leq h_i}$$

with $h_0 = 0$ and $I$ being the identity function. If a binary quantization is used with $h$ threshold, $s_k$ is represented as in (6),

$$s_k = \begin{cases} 1, & L_k + N_k \leq h \\ 0, & L_k + N_k > h \end{cases}$$

(6)

The data point $s_k$ sent at time $t_k$ is arrived with a delay and a random noise to the other VMA. The data sequence is not altered due to time-varying delays as a result of FIFO (first-in-first-out) buffers. The binary valued quantization is used to estimate the transmitted signals between vehicles with correct order. (7) defines the exponentially weighted empirical measures if $0 < \alpha < 1$,

$$\lambda_k = (1 - \alpha) \sum_{l=-\infty}^{\infty} \alpha^{l-1} s_l$$

where the weight is normalized as in (8),

$$\text{when} \ s_1 = 1, \ (1 - \alpha) \sum_{l=0}^{\infty} \alpha^l = 1$$

(8)

Algorithm can also be written recursively as shown in (9),

$$\lambda_k = \lambda_{k-1} + (1 - \alpha)(s_k - \lambda_{k-1})$$

$$= \lambda_{k-1} + \beta(s_k - \lambda_{k-1})$$

(9)
The signal estimating algorithm uses constant step size $\beta = 1 - \alpha$. The smaller the $\alpha$ value, the faster the decaying rate. For some small $\delta$ satisfying $0 < \delta < 1$, $\lambda_k$ is defined in (10)

$$
\lambda_k = \begin{cases} 
\lambda_k^\Delta, & \delta < \lambda_k^\Delta < 1 - \delta, \\
\delta, & \lambda_k^\Delta < \delta, \\
1 - \delta, & \lambda_k^\Delta > 1 - \delta,
\end{cases}
$$

(10)

The estimation of $L_k$ is shown in (11)

$$
\hat{L}_k = h - G^{-1}(\lambda_k)
$$

(11)

The used signal-averaging filter is in (12)

$$
F = \frac{(1-\alpha)z}{z-\alpha}
$$

(12)

V. IMPLEMENTATION OF THE SYSTEM

A prototype design for vehicle-vehicle communication system is successfully developed. Arduino is used as a base of the multi agent network because of its simplicity and cost. Arduino is combined with different wireless technologies in order to build a network. For inter clusters communication between GSM is used. While Radio Frequency (RF) module is used in intra cluster communication. Each sensor will transmit its data value to a main unit where the data get processed and used to make a decision in order to be sent to other vehicles.

With the developed system, neighbors' vehicles can get the up-to-date alarm level of surrounding vehicles by receiving an SMS. SMS messages offer an interesting solution. Messages are delivered within seconds. This allows the vehicle to obtain details of abnormal driving alarms before unforeseen situations.

The Vehicle Assistant Agent shown in Figure 10 consists of vehicle sensors connected to the sensor unit which interact with data collection unit, the microcontroller unit, the GSM module, and the RF module unit. The sensors are connected to a data gathering unit which is connected to a microcontroller. The collected data from sensors is used by the microcontroller to make decisions about driving behavior and verify that it is within safe levels.

In the event that the driving behavior is abnormal, the microcontroller unit immediately activates the alarm by operating the buzzer alarm unit and the LED unit begins flashing. At the same time, an alert message will be sent by the microcontroller unit to other vehicles. The data collected from the sensors will be displayed in front of the vehicle’s driver on the LCD unit.

Multiple messages are also be sent to the Central Transportation Agency, Civil defense unit or Police station with GPS location of vehicle.

![Vehicle Assistant Agent](image1)

Fig. 10. Vehicle Assistant Agent.

A central processor is provided to the car to control the engine's working mechanism. This is done through the availability of a good number of sensors. For example, the fuel delivery to the engine is controlled, the emissions are monitored, and the anti-slip brakes are activated when needed.

The oxygen sensor (Figure 11) is located in the exhaust pipe. The oxygen sensor monitors the content of gases emitted from the exhaust by measuring the amount of unburden oxygen in the exhaust pipe. This information is used to find out if the engine is running with rich or lean fuel content. The Electric Unit Injector Unit uses this information to determine fuel metering strategy and emission controls.

![Oxygen sensor](image2)

Fig. 11 Oxygen sensor.

The engine speed sensor (Figure 12) measures the rotational speed of the crankshaft itself in RPMs. In order for this sensor to work, there must be a serrated disk and a magnetic coil. As the crank rotates, an electric current is created to generate a magnetic field around the coil. These movements disrupts the magnetic fields and these disruptions are counted into RPM.
The fuel temperature sensor (Figure 13) sends the fuel temperature to the vehicle Electronic Control Unit (ECU) to specify the amount of fuel to be delivered. Warmer fuels will be less dense and will ignite more quickly than colder fuel which is more dense. If the fuel is warm, the injectors will save more fuel to reach a certain level of mass. A non-functioning fuel temperature sensor leads to a decrease in fuel economy.

The steering angle sensor (Figure 14) is based on Giant Magneto-Resistance technology. The unique feature of the steering angle sensor is to provide an absolute steering angle value. The steering angle sensor is installed on the steering shaft. The hub gear wheel transfers the rotational motion of the shaft to two measuring gear wheels. On each measuring gear wheel, a magnet is installed. The direction of its magnetic field changes according to the rotational motion. Below each magnet is a GMR sensor element to detect the angle position of the magnet above.

The sensed values are converted into digital information directly to be sent to the microprocessor. This measuring principle allows measuring the angle range without using a rotation counter.

Based on the signals received from the main brake servo cylinder (Figure 15) and the pressure sensor on it, Electronic Control Unit (ECU) calculates the speed and amount of brake pedal force to determine the driver's intention to perform emergency braking.

The work of the cylinder converts the force applied from the brake pedal into pressure in the brake fluid, and pushes the fluid from it into the brake tubes and into the wheels' cylinders. The cylinder is mostly made of aluminum alloy (Figure 16), and the cylinder is fixed either to the plate separating the engine compartment and the passenger compartment of the vehicle by means of fixed bolts.

Spark plug in Ignition spark plug with ignition control unit (Figure 17) has two electrodes which are immersed inside the combustion chamber of gasoline engine (internal combustion engine). To activate the spark plug, it should get the signal either from the distributor or through the ECU. Distributor rotates and determine when butterfly touches and when to disconnect to give the high voltage to the right spark in any cylinder. Based on the firing order ECU get signals from different sensors inside the combustion chamber or on the crank shaft or camshaft that gives a signal to the ignition coil to send high or low voltage to the spark. Spark plug gets its high voltage from the ignition coil. Before getting the high voltage, the fuel air mixture will be working as an insulator in the front of the gap of the spark plug. As the voltage increased the gas get ionized and starts conducting current which will heat up the gas causing an initiation of the ignition process. The flame will
propagate as fast as possible to ignite the whole mixture in the combustion chamber. As the engine speed increased the new charge will enter to the combustion chamber faster and faster, and thus there might be less time for the flame to cover the whole combustion chamber region.

The Receiving alarm unit (Figure 18) receives the transmitted data, supported by the initial decision taken by its VMA. Accordingly, the microcontroller unit starts communicating with the other units attached to it, such as the buzzer alarm unit, the LEDs unit and the LCD screen unit to show the result of the initial decision taken. If the driving risk value is high, the buzzer will be activated, the LED will start to flash and the LCD screen will display the information of the vehicle causing this warning to take caution.

The decision depends on the output of the NARX. In all moments, the Central Transportation Agent can access the network through the graphical user interface as shown in Figure 19. One of the most important components of this agent is the logging and security unit, which allows only authorized persons to access the system. In addition there are other parts which are similar to the VMA, such as the data processing unit and the rule based engine which is decision-making unit. The system can be accessed either via a web browser or an application on the mobile device.

The sensors reading is also accessed through OBD port. It can be wired or wireless through Bluetooth scanner as shown in Figure 20. OBD system is a computer-based system developed by automobile manufacturers to monitor the performance of various components on a vehicle's engine. The main components of the OBD system are: ECU, connectors that send data to the electronic control unit, sensors, malfunction indicator lights and OBD port to get the sensors readings.

A prototype design for a wireless receiving unit to be used by database has been successfully developed and implemented. Database represents central vehicles database that is responsible for storing vehicles data. Figure 21 shows the wireless receiving unit prototype.

Figure 22 shows the Wireless Receiving Unit prototype connected to laptop (i.e. central database).
A mobile application (Figure 23) is developed to locate and alarm a Vehicle with abnormal driving behavior. It has the ability to send messages to warn the vehicle.

![Smart Tracker](image)

Fig. 23. Screenshot of a text message received from Central Monitoring Agent to a vehicle driver.

VI. EXPERIMENTS AND RESULTS

To firmly examine the proposed agent system and demonstrate its effective capability for communication, we conducted some evaluation experiments. In an experiment, the first and second Vehicle Monitoring Agents initially registers with a Central Monitoring Agent. Then the two Vehicle Monitoring Agents start communicating with each other to exchange decisions between vehicles such as alarm level. The multi-agent system works successfully as designed.

We examined agreement between the transmitted signal of a Vehicle Monitoring Agent and the received signal of another Vehicle Monitoring Agent. The confusion matrix for each class (normal or abnormal alarm level). The confusion matrix has the form shown in Table 1.

| Predicted Received Class | Actual Transmitted Class |
|--------------------------|--------------------------|
|                         | Class=Normal              | Class=Abnormal            |
| Class=Normal             | True Positive (TP)        | False Positive (FP)       |
| Class=Abnormal           | False Negative (FN)       | True Negative (TN)        |

The used performance measurements are recall, precision, and accuracy. Recall (R) is the ratio of successfully retrieved data among the relevant. Precision (P) is the ratio of the relevant data among the retrieved data. Accuracy, which indicates the fraction of correctly classified samples among all the samples. The formulas are given in (13), (14) and (15) as follow,

\[
\text{Recall (R)} = \frac{TP}{TP + FN} \text{ if } TP + FN > 0. \quad (13)
\]

\[
\text{Precision (P)} = \frac{TP}{TP + FP} \text{ if } TP + FP > 0, \quad (14)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (15)
\]

The Kappa coefficient is an estimate of the agreement between two raters. Kappa scores range between 1 (complete agreement) and 0. [54] suggested that there is excellent agreement for values of Kappa greater than 0.75, poor agreement for values less than 0.4, and fair to good agreement for values between 0.40 and 0.75.

This experiment uses 24 hours driving trips. Each three seconds an alarm level class is transmitted between two Vehicle Monitoring Agents. The total number of transmitted classes 480 values. Its values are either normal and abnormal. The resulted confusion matrix is shown in Table 2.

| Predicted Received Class | Actual Transmitted Class |
|--------------------------|--------------------------|
|                         | Class=Normal             | Class=Abnormal           | Predicted Overall | Precision  |
| Class=Normal             | 314                      | 5                        | 319              | 98.43%     |
| Class=Abnormal           | 6                        | 155                      | 161              | 96.27%     |
| Actual Overall           | 320                      | 120                      | 480              |            |
| Recall                   | 98.12%                   | 96.87%                   |                  |            |
| Overall accuracy         |                          |                          |                  | 97.71%     |
| Kappa                    |                          |                          |                  | 0.949      |

In neural networks, choosing type of input variables is as important as choosing appropriate type of neural network and the relevant learning algorithm. It is because if the input variables are not chosen appropriately, neural network may be stopped at the same stage of learning [50]. The NARX model requires less past information than other neural network models to achieve an accurate prediction [50] and [51]. The goal of this experiment was to measure how well the developed system performed in decision-making.

![Central database unit with wireless receiving unit](image)
To assess the effectiveness of the developed decision-making unit, NARX has been trained using 88 driving trips with 1440 records (24 hours) for five sensors data engine speed; oxygen sensor, fuel temperature, steering angle, and brake pedal force. Figure 24 to Figure 28 show one hour of a collected data for the five sensors in a trip.

![Fig. 24. Engine speed (rpm).](image)

![Fig. 25. Oxygen sensor reading (volt).](image)

![Fig. 26. Fuel temperature (Co).](image)

![Fig. 27. Steering angle (degree).](image)

![Fig. 28. Brake pedal force (N).](image)

The alarm percentage (%) of a vehicle is noticed and recorded based on sensor data by two domain experts. If the alarm percentage (%) is greater than 75%, it will be considered as abnormal. Otherwise, it will be considered as normal. The alarm percentage (%) of a 60 minutes trip is shown in Figure 29.

![Fig. 29. Alarm percentage (%).](image)

The collected data is divided into three parts: 70% for training, 15% for testing, and 15% for validation. During the training step the true output, or measured value, is used as the regressive input in the network. Once the network is trained and used for prediction purposes, the calculated output was
feedback to the network to obtain the estimation for the next prediction step. Figure 30 shows real and a predicted alarm percentage. It is clearly noticed that the predicted alarm percentage is very close to the real alarm percentage signal. This shows that NARX is able to predict the alarm percentage using the five inputs.

![Real and predicted alarm percentage (%) by NARX.](image)

The initial weights in the network are assigned randomly, and they are adjusted at each iteration (i.e., epoch) to reduce the error. The procedure continued until the network output met the stopping criteria. The developed NARX model consists of one input layer, one hidden layer, and one output layer. The NARXs are based on LM back-propagation training making decision. MATLAB® software is used to build the models. The NARX structure with 30 hidden neurons was found to be the most effective. It must be noted that increasing the number of neurons in the hidden layer makes a system more complex. Decreasing the number of neurons in the hidden layer will lower the computing power. Decision results of NARX with n=30 neurons in hidden layer and different numbers of delay are shown in Table 3.

![Number of delays and epoch and R](image)

| Delay | Epoch | R   |
|-------|-------|-----|
| 1     | 22    | 0.32|
| 3     | 15    | 0.93|
| 5     | 12    | 1   |
| 8     | 43    | 0.8 |
| 10    | 91    | 0.63|
| 12    | 31    | 0.78|
| 15    | 75    | 0.48|

NARX performs best when delay is set 5. This means that 5 earlier records are meaningful to future detection. When the delay is larger than 5, it will cause over fit issue which makes the trained network less adaptable. Results of NARX with delay=5 and different numbers of neuron in hidden layer are shown in Table 4.

![Number of neuron in hidden layer and Epoch and R](image)

| Number of neuron in hidden layer | Epoch | R   |
|----------------------------------|-------|-----|
| 3                                | 55    | 0.25|
| 5                                | 40    | 0.33|
| 9                                | 81    | 0.45|
| 15                               | 14    | 0.64|
| 20                               | 22    | 0.78|
| 25                               | 27    | 0.89|
| 30                               | 12    | 1   |

Figure 31 shows the prediction of a 3-minute alarm percentage. This prediction is done using the developed NARX model. It helps protect vehicle drivers from a problem that may occur during the trip. In addition, it provides the necessary information that assist in avoiding an event that may lead to interruption of traffic.

![Three minutes alarm percentage (%) prediction.](image)

VII. CONCLUSION

In this paper, a multi agent system is developed to provide a robust vehicle to vehicle communication system in a noisy environment. The developed system has a decision mechanism which is based on NARX neural network. Vehicle Monitoring Agents and Central Monitoring Agent are implemented. The developed system was tested using real driver data collected during real trips. The system performs as designed. It succeeded in providing a predicted alarm percentage to the vehicle driver and correctly sending it to the surrounding vehicles.
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