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Abstract

We investigate the effect of task ordering on continual learning performance. We conduct an extensive series of empirical experiments on synthetic and naturalistic datasets and show that reordering tasks significantly affects the amount of catastrophic forgetting. Connecting to the field of curriculum learning, we show that the effect of task ordering can be exploited to modify continual learning performance, and present a simple approach for doing so. Our method computes the distance between all pairs of tasks, where distance is defined as the source task curvature of a gradient step toward the target task. Using statistically rigorous methods and sound experimental design, we show that task ordering is an important aspect of continual learning that can be modified for improved performance.

1 Introduction

In continual learning, we seek a model that can learn new things sequentially, without forgetting what has been previously learned. In practical terms, this is useful for training under constraints on data or compute. For example, where privacy concerns limit data retention, a continual learning model can be updated using only recent data. Alternatively, for efficient use of compute resources, we might wish to update a model to reflect a small set of newly-collected data without having to retrain on the entire dataset.

These practical ideals, however, are markedly disconnected from contemporary continual learning benchmarking [1]. In developing and evaluating novel approaches to continual learning, it is typical to use a dataset such as split or permuted MNIST, CIFAR-10 or CIFAR-100. In these setups, larger datasets are broken down into smaller tasks to be learned sequentially. For example, a model may be trained on 0 vs. 1 digit classification before progressing to 2 vs. 3 and so on. While previous work has highlighted the crucial role of the inter-task relationship [2–5], benchmark results rarely specify the precise order of the task sequence.

In this work we rigorously investigate the effect of task order on continual learning performance. Conducting an extensive series of empirical experiments involving both synthetic and off-the-shelf data, we ask whether reordering the task set can mitigate catastrophic forgetting. This question of how ordering affects learning has strong ties with the field of curriculum learning [6], in which individual training examples are ordered by some definition of difficulty. Training using examples in difficulty order has been shown to result in faster learning and improved generalization error [7] [8]. Here, we consider curricula not of datapoints within a task, but of tasks themselves within a broader sequence.

After finding a significant effect of task order on continual learning performance, we investigate whether task order can be exploited to mitigate catastrophic forgetting. Taking inspiration from curriculum learning, we look to construct an ordering of tasks—a path through task space—in two ways. First using information about the task, and second using information about the relationship...
between the previous task minima and the first gradient step toward the new task. Finally, we present a simple algorithm for designing such curricula and empirical evidence measuring its efficacy.

Our approach rests on a crucial assumption that is valid in the real-world setting we described above, but rarely accounted for in artificial benchmarks: that we are free to choose the next task. This is not an unreasonable ask, and forms the basis of active learning (where the most useful datapoint is presented next during training), importance sampling, and of course curriculum learning. Crucially, we always train on the full set of tasks, only choosing between orderings.

Our primary contributions are to demonstrate that task ordering is a significant source of variance in continual learning performance that must be properly accounted for by future work. Second, we present empirical evidence that this ordering effect can be exploited to significantly increase or reduce catastrophic forgetting. Third, we introduce a novel method for calculating a path through task space that ties together recent work on loss surface minima curvature [9] and on the role of the first gradient step toward the new task [3].

2 Related work

2.1 Continual learning

Forgetting how to perform previously learned tasks has long been an issue for neural networks [10, 11]. Catastrophic forgetting posed a particular challenge for connectionists attempting to model human and animal cognition [12, 13], for there is no natural analogue for such rapid and dramatic performance decline. In contemporary machine learning, building models that can learn multiple tasks without catastrophic forgetting is termed continual or lifelong learning. Recent approaches to enable continual learning on longer task sequences can be broadly categorized into regularization strategies [14, 16]; capacity expansion [17]; and replaying past experiences [16, 18]. Empirical experiments have previously revealed that continual learning performance is affected by model architecture and scale [19]. Others have shown that semantic task differences, rather than surface transformations, are more likely to cause catastrophic forgetting [2, 3, 5]. Nguyen et al. [4] quantify how the combined complexity of a task set drives forgetting. Together, these results highlight the importance of the precise inter-task relationship. Our work expands notions of task similarity to pathways through sequences.

In § 3.5 we make use of Mirzadeh et al. [9]'s results showing a correlation between the sharpness of a task’s minima—bounded by the spectral radius of the Hessian—and propensity to be forgotten. As the previous task minima is an initialization for the new task, the negative effect of sharpness is unsurprising when one considers its impact on generalization error more broadly [20, 22]. This aligns with recent work showing that pretrained models find wider minima, and that pretraining partially alleviates catastrophic forgetting [23, 24]. We build upon this idea in section § 3.5 where we explicitly seek out paths of low curvature through task space. The notion of a continual learning task as a pretraining initialization is particularly helpful as we develop an asymmetric notion of task distance. After all, a minima for task A may be a good initialization for task B, but the inverse need not be true.

2.2 Curriculum learning

Often inspired by the human classroom, curriculum learning refers to training a model with a curriculum of increasing difficulty [6, 25–27]. Typically, the curriculum is over data points, such that individual training examples are sorted into a progression from easy to hard according to some metric. It is a matter of ongoing debate as to whether curriculum learning improves performance [6], though it seems increasingly common in practice when training large state-of-the-art models [28]. Curriculum learning is closely related to both importance sampling [29, 32] and to active learning [33, 34]. In our work, we apply the idea of investigating ordering to whole tasks, rather than individual datapoints.

2.3 Task ordering

In their curriculum learning formulation, Graves et al. [35] consider sub-tasks as “stepping stones” towards a final task, and evaluate various techniques to determining their order within a multi-armed
bandit setting. Our work shares this core idea of ordering tasks but applied to the domain of continual learning. Researchers in multi-task learning [36] have also investigated curricula over tasks [37, 38]. Pentina et al. [37] sequentially introduce tasks by order of “relatedness”, while Guo et al. [38] gradually blend loss functions across tasks and prioritize exposure to more difficult tasks. The inspiration for our graph-based approach comes from Lad et al. [39], who maximize form autofill accuracy by ordering fields. Lad et al. [39] treat tasks as a Tournament, a special case of a directed acyclic graph that expresses approximated preferences over orderings. Our work is more general than this approach, easily handling undirected and directed graph relations, flexibly allowing for different distance metrics.

3 Experiments and results

We present a series of carefully-designed behavioral experiments to test the effect of ordering a sequence of tasks on continual learning performance. After some preliminary definitions (§ 3.1 and 3.2), we present interwoven methods and results corresponding to the true order in which we conducted this study. First, we investigate whether, and by how much, task ordering affects continual learning outcomes according to two common metrics (§ 3.3). Second, we test whether it is possible to exploit this information to choose a good task ordering that improves performance, if we have knowledge about how tasks inter-relate (§ 3.4). Finally, we move beyond this setting and assume no knowledge of tasks, and explore choosing an ordering based loss surface curvatures (§ 3.5). We conclude with further detail on model architectures and training regimes (§ 3.6).

3.1 Definitions

Let $T_j$ be a task, and $T = \{ T_j \mid 1 \leq j \leq t \}$ be an unordered set of $t$ tasks. Given some ordering over $T$, we train a neural network sequentially on each task and measure its performance on the current and prior tasks. Fixing order for clarity, we denote a model trained on all tasks up to and including $T_j$ as $M_{\theta_j}$ and its parameters as $\theta_j$. In continual learning, our goal is to learn $\theta_j$, minimizing the loss function $L_j(\theta_j) \in \mathbb{R}$, without significantly worsening loss on the earlier tasks $L_i \in \{0, \ldots, j-1\}(\theta_j)$. To measure continual learning performance, we follow common practice [9, 40–42] and use average accuracy,

$$A = \frac{1}{j} \sum_{i=0}^{j} a_i(\theta_j),$$

where $a_i$ is $T_i$ validation accuracy, and average forgetting,

$$F = \frac{1}{t-1} \sum_{i=0}^{t-1} \max_{j \in \{0, \ldots, t-1\}} (a_i(\theta_j) - a_i(\theta_k)).$$

3.2 Synthetic data with grating classification

We begin by using synthetic data so that we know the true relationship between tasks. Our tasks are a binary classification of sinusoidal gratings—as commonly used in psychological experiments—where each grating is defined by its orientation $\theta$, spatial frequency $\omega$, and phase $\phi$. See fig. 1 for an example. The images have a pixel luminosity at coordinate $(x, y)$ of, following [43],

$$l(x, y; \theta, \omega, \phi) = \sin(\omega(x \cos(\theta) + y \sin(\theta) - \phi)).$$

We fully specify each task by its Gaussian data distribution $X_j$ and decision boundary vector $b_j$,

$$T_j = (X_j, b_j), \quad X_j = \mathcal{N}(\mu_j, \Sigma),$$

$$x_{j,i} = l(x, y; \theta, \omega, \phi), \quad [\theta, \omega]^\top \sim X_j, \quad \phi \sim \mathcal{U}(0, 1),$$

$$y_{j,i} = \text{sign}(\theta, \omega) \cdot b_j,$$

where the data distribution is parameterized by its mean vector $\mu_j$ and covariance matrix $\Sigma = I$. 

![Figure 1: Example binary classification with gratings. Rows are different categories.](image)
Figure 2: (a) Average accuracy and average forgetting for arbitrary permutations A and B. A trivial reordering results in significantly reduced forgetting and increased accuracy. (b) Abs. change in average accuracy and forgetting between two models with different random seeds on the same permutation; and two models with different random seeds and different permutations. Permuting the task set results in significantly more change in both average accuracy and forgetting compared with the random seed control.

3.3 Order significantly affects continual learning performance

As an initial demonstration of reordering, we compare permutations of random triples of tasks with a constant decision boundary,

\[ T_i = \{T_0, T_1, T_2\}, \quad i < N, \]

\[ X_j = N(\mu_j, \Sigma), \]

\[ \mu_0 \sim U(0, 1), \quad \mu_1 = \mu_0 + o_1, \quad \mu_2 = \mu_0 + o_2, \]

\[ b_j = [0, 1]^T, \]

where offset \( o_1 \) is a fixed-size positive or negative step in the \( \theta \) dimension, and \( o_2 \) is along \( \omega \). Thus, given the first task data distribution, the second differs by \( \theta \) only, and the third differs by \( \omega \) only. We generate \( N = 21 \) different task sets and compare two different orderings, A and B, of each,

\[ A(T_i) = [T_0, T_1, T_2] \quad \text{and} \quad B(T_i) = [T_0, T_2, T_1]. \]

We train a model (see § 3.6.1) on A and B for all \( T_i \) with a different random seed for each permutation and task set. We compare A and B on average forgetting and average accuracy over the 3 tasks.

The sample size of \( N = 21 \) task sets was calculated with a power analysis on pilot data assuming significance threshold \( \alpha = 0.05 \), power of 0.8 and Bonferroni correction for multiple comparisons. Pilot data was discarded and new task sets generated before full analyses. This protocol is used consistently in the remainder of our experiments.

Next, we test the extent to which randomly permuting a sequence changes performance, compared with the baseline variation that results from different runs with random seeds. First, we generalize our random task paradigm to involve sequences of 6 tasks, and to randomly sample both data distribution parameters and decision boundaries,

\[ X_j = N(\mu_j, \Sigma), \]

\[ \mu_j \sim U(0, 1), \]

\[ b_j \sim U(0, 1). \]

We generate \( N = 14 \) task sets and train three orderings: baseline, control and permuted. Baseline and control are the same random permutations, and permuted is a second random permutation. We compare the difference in average forgetting and average accuracy between control and baseline (“Control”), and permutation and baseline (“Permutation”). By doing so, we control for any change in performance induced by training a new model with a random seed, and evaluate the extent to which permutation is a source of variation in relation to this.

3.3.1 Results

Our first results, shown in fig. 2a, show that even reordering just two tasks in a triple has a significant effect on average accuracy (\( p < 0.0001, t = 7.79, \) two-sided independent \( t \)-test) and average
Figure 3: Change in validation accuracy as training progresses from task to task for (a) control and (b) permuted conditions. Line color represents the different validation tasks. Shaded area is standard deviation.

forgetting ($p < 0.0001, t = -7.02$, two-sided independent $t$-test). Order $A$ has mean 0.11 higher average forgetting than order $B$, and 0.06 lower average accuracy.

The amount of change induced by permutation is also significant (fig. 2b). In the control condition, retraining a model with a new random seed results in an absolute change in average forgetting of $0.005 \pm 0.003$ and in average accuracy of $0.05 \pm 0.06$. There is a significant increase (avg. forgetting $p = 0.012, t = 2.56$; avg. accuracy $p = 0.012, t = 2.55$, both one-sided independent $t$-tests) between the two conditions, indicating that permutation affects continual learning performance substantially more than variation between model runs.

Figure 3 shows the change in accuracy in both conditions as training progresses from task to task. In fig. 3a we see that validation accuracy (not avg. accuracy) does not change between models trained with different random seeds. Figure 3b however shows that training a model in a different order drives an immediate and sustained deviation in validation accuracy from the baseline.

3.4 Choosing a path through task space

Given knowledge about the tasks in the set, can we devise a route through task space that minimizes forgetting? Using the synthetic task formulation, recall a task is fully specified by $\mu_j$ and $b_j$. Thus we can calculate task similarity, and choosing cosine distance we produce a distance matrix (fig. 4a) and corresponding weighted graph (fig. 4b). We hypothesize that taking the shortest path through task space will minimize average forgetting. We test this by computing three orderings for each task set: a random baseline, a minimum sum path and a maximum sum path (see fig. 4c–d). We include the counter-intuitive maximum sum path motivated by research in curriculum learning showing that an anti-curriculum—hardest to easiest—can be effective. For the small task sets in our work it is possible to compute these paths exhaustively, though future work may need to adopt more efficient approaches to the traveling salesman problem. We train a new model on each permutation of $N = 20$ task sets.
3.4.1 Results

In fig. 5 we compare a minimum sum path (i.e. the shortest Hamiltonian path), the maximum sum path, and a randomly chosen path by average forgetting. We find a significant decrease (p = 0.008, \( t = -2.66 \), one-sided paired \( t \)-test) in average forgetting when taking the max sum path compared to the min sum path, corresponding to a mean decrease of \(-0.056\). We find no significant difference between the random path and either the max sum (\( p = 0.09, t = -1.39 \), one-sided paired \( t \)-test) or min sum paths (\( p = 0.05, t = 1.74 \), one-sided paired \( t \)-test). In short, choosing the max sum path decreases catastrophic forgetting, and choosing the min sum path increases it, though in neither case enough to be significantly different than a random path. We note that a random path is quite a stringent test to pass, as the random path condition could easily include paths of similar length (or shortness) as the max sum (or min sum) conditions, and thus we expect the resulting distributions of average forgetting to have substantial overlap.

3.5 Choosing a path from curvature

In a realistic scenario, one is unlikely to have access to the true task parameters that are required to calculate a path through task space. Here we evaluate an alternative approach that makes use of information about the loss surface around task minima and the direction of travel taken by SGD between tasks. Previous work has shown that shallower minima are linked to both lower generalization error [20,22] and lower catastrophic forgetting [9]. Others [3] have suggested that while the former task minima is important, the direction of travel when optimizing for the new task should also be taken into account. Here, we elegantly combine these two ideas and consider the curvature of the former task, i.e. the Hessian of the former loss, \( \nabla_{\theta_j}^2 L_j(\theta_j) \), and the direction of the new task, i.e. the gradient of the new loss. To do this, we first train a model from a shared initialization, on each task in the task set individually. Thus for each task \( T_j \) we have a model \( M_{\theta_j} \) trained on \( T_j \) only. After calculating the Hessian around this minima

\[
H_j = \nabla_{\theta_j}^2 L_j(\theta_j)
\]
Figure 5: Average forgetting for minimum sum, random and maximum sum paths. Max sum path consistently associated with lowest forgetting.
Average forgetting

| Model      | Dataset | Max−min sum | Random−min sum | Random−max sum |
|------------|---------|-------------|----------------|----------------|
| Relu Net   | Gratings| *-0.065     | 0.047          | -0.021         |
| Relu Net   | MNIST   | *-0.098     | 0.046          | *-0.053        |
| ResNet     | CIFAR-10| *-0.105     | 0.063          | -0.043         |
| ResNet     | CIFAR-100| *-0.035    | 0.009          | -0.026         |

Table 1: Mean change in average forgetting for max sum vs. random vs. min sum paths. Entries in **bold** represent decreased forgetting i.e. improved performance; asterisked are significant differences.

$t = -4.19$, one-sided paired $t$-test) and the random path ($p = 0.0096$, $t = -2.84$, one-sided paired $t$-test). This is a mean decrease in average forgetting of -0.052 versus a random baseline.

Turning to ResNet, on CIFAR-10 (fig. 5d) we again find a significant decrease in average forgetting between the maximum and minimum sum paths ($p = 0.0005$, $t = -4.71$, one-sided paired $t$-test), corresponding to a sizeable mean decrease in average forgetting of -0.011. However, we find no significant difference (after correction) between the random path and either the min ($p = 0.03$, $t = 2.16$, one-sided paired $t$-test) or max ($p = 0.05$, $t = -1.78$, one-sided paired $t$-test) sum paths.

These results are consistent with ResNet on CIFAR-100 (fig. 5e), again with a significant decrease between max and min sum paths ($p = 0.0077$, $t = -2.69$, one-sided paired $t$-test) and mean decrease in average forgetting of -0.035. We find no significant difference between either the max ($p = 0.024$, $t = -2.13$, one-sided paired $t$-test) and min ($p = 0.28$, $t = 0.61$, one-sided paired $t$-test) sum paths and the random path.

To summarize, we find a consistent and significant difference across all experiments between the maximum and minimum sum paths, i.e. taking the path of maximum curvature through task space results in the lowest average forgetting. However, this is only sufficient to outperform the random baseline in one of four cases, with the ReLU net on split MNIST. See table 1 for a summary.

### 3.6 Additional methods

#### 3.6.1 Model architectures

In all experiments with synthetic data and split MNIST we use two-layer ReLU networks. Input images are flattened and batch normalized before the forward pass. Hidden layer width is 256, and for binary classification we use a sigmoid-transformed scalar output. Model parameters are randomly initialized from $U(-16, 16)$.

Experiments with ResNet-18 use the TorchVision implementation. Model parameters are initialized according to He et al. [46].

#### 3.6.2 Model training

At the start of each run on an ordered task set, parameters are randomly initialized. For subsequent tasks model parameters for task $j$ are set to $\theta_{j-1}$. The network is then trained sequentially on each task according to the ordering, using batches of 128 images, for 1,000 epochs with the ReLU net, and 3,000 epochs for ResNet. Networks are trained to minimize the cross-entropy loss using SGD with learning rate 0.001. No other model or optimization hyperparameters were tuned.

### 4 Discussion

Our results have demonstrated that the order in which tasks are presented significantly affects continual learning performance. We have also shown that it is possible to choose a route through task space that mitigates catastrophic forgetting, and presented a simple approach for doing so. In the absence of ground-truth information about each task, one can efficiently compute the curvature in the direction of the upcoming candidate task, and choose a path that maximizes this curvature overall.

Taking the route of maximum curvature is the opposite result to our original hypothesis, though this approach consistently outperforms minimum curvature and occasionally outperforms the random
baseline. We consider the max sum path as analogous to the “anti-curriculum” approach explored in curriculum learning [6–8, 28] where training progresses from difficult to easier examples. Our intuition for the utility of the maximum sum path is also informed by our experiment with true task distance, where taking the longest path between tasks minimizes forgetting. In both cases, we posit that taking the longest path maximizes separation between each task, potentially minimizing representational overlap, which has previously been linked to catastrophic forgetting [2, 13, 24]. An exciting area for future research is to characterize how representations change under the conditions of different orderings.

We believe we are the first to investigate the effect of task ordering in the continual learning setting. However, this initial investigation comes with a number of limitations that should be considered when generalizing our claims to other settings. We have chosen the more challenging [1] single-headed model though impact on multi-headed models remains open for investigation, as is a move beyond supervised learning, and specifically binary classification that is covered here. One significant limitation that we hope to address is that contrary to our hypothesis, increasing the size of the task set decreases the effect of ordering, according to a comparison between ResNet on CIFAR-10 and CIFAR-100 with $t = 5$ and $t = 10$ respectively (see fig. 6). These limitations notwithstanding, our work demonstrates that ordering is an important factor which future research can both capitalize upon and extend to longer sequences.

We have shown that it is possible to exploit information about the task (e.g. true parameters) and about the model (e.g. minima Hessian, gradient step) to choose an effective route through task space. Future work may explore alternative methods for characterizing inter-task distance. For example, a number of measures of example difficulty have been proposed in the curriculum learning and importance sampling literature. Bengio et al. [6] treat proximity to the decision margin as a marker of difficulty, or in a synthetic setup the number of “noisy” inputs, while others rank examples by gradient variance [31, 49]. Weinshall et al. [8] also consider distance to margin, though using the final layer representation of a pretrained network as input. Extending this, a measure of representational similarity over the entire dataset, for example Centered Kernel Alignment (CKA) [50], may be an appropriate method for computing inter-task distance.

Tsvetkov et al. [51] use outer-loop optimization to develop curricula for learning better performing word embeddings, and Graves et al. [55] choose between sub-tasks with an multi-armed bandit. Both ideas could be readily applied to choosing a task order for continual learning. Our work approaches navigation via a graph structure, which limits our analysis to consideration of discrete tasks. In a deployed continual learning scenario the task boundary is likely to be porous and even unlabeled [1]. As such, we also foresee a connection between task ordering and recent research on meta-learning for continual learning [52, 53]. Moving beyond discrete tasks blurs the distinction between inter-task curricula, as studied here, and the conventional curricula of training samples, opening the door to new avenues for future research.
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