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Abstract—Graph edit distance / similarity is widely used in many tasks, such as graph similarity search, binary function analysis, and graph clustering. However, computing the exact graph edit distance (GED) or maximum common subgraph (MCS) between two graphs is known to be NP-hard. In this paper, we propose the hierarchical graph matching network (HGMN), which learns to compute graph similarity from data. HGMN is motivated by the observation that two similar graphs should also be similar when they are compressed into more compact graphs. HGMN utilizes multiple stages of hierarchical clustering to organize a graph into successively more compact graphs. At each stage, the earth mover distance (EMD) is adopted to obtain a one-to-one mapping between the nodes in two graphs (on which graph similarity is to be computed), and a correlation matrix is also derived from the embeddings of the nodes in the two graphs. The correlation matrices from all stages are used as input for a convolutional neural network (CNN), which is trained to predict graph similarity by minimizing the mean squared error (MSE). Experimental evaluation on 4 datasets in different domains and 4 performance metrics shows that HGMN consistently outperforms existing baselines in the accuracy of graph similarity approximation.

Index Terms—graph edit distance, maximum common subgraph, graph similarity

I. INTRODUCTION

Graph is a powerful format of data representation and is widely used in areas such as social networks [1]–[3], biomedical analysis [4], [5], recommender systems [6], and computer security [7], [8]. Graph distance (or similarity) is important for many graph-based tasks such as graph similarity search [9], [10], binary function analysis [11] and anomaly detection [12]. For example, in binary function analysis, there is a database of control-flow graphs that are known to have problems, and the goal is to find if a software is prone to these problems. A natural solution is to search in the graph database to decide whether there are control-flow graphs similar to the control-graph of the software, for which graph similarity computation is needed. More applications of graph distance can be found in [13].

Graph edit distance (GED) and maximum common subgraph (MCS) are two general measures for the similarity between two graphs [14]. GED is the minimum number of edit operations (e.g., node/edge deletion/insertion) to transform one graph into another. MCS is the size of the largest common subgraph (with respect to the number of nodes) shared by two graphs. Computing the exact GED and MCS between two graphs is known to be NP-hard and still challenging in practice [9], [15]. Moreover, it is reported that the state-of-the-art algorithms fail to compute the exact GED between 2 graphs with more than 16 nodes in a reasonable time [16].

Many methods have been proposed to compute graph similarity, and they usually provide approximate results for computation speedup. These methods can be roughly classified into two categories, i.e., graph theory based methods and learning based methods. In the graph theory based methods, BEAM [17] uses beam search to avoid the high complexity for searching the full space. Hungarian [18] and VJ [19] use linear programming to approximate GED. HED [20] matches the nodes in two graphs using their local structures. MCSPLIT [21] uses a branch and bound algorithm to compute MCS. In the learning based methods, GraphSIM [13] utilizes the graph convolutional network (GCN) [22] to compute the node embeddings and the embedding correlation matrix used to predict graph similarity. Graph matching network (GMN) [23] adopts an attention layer to match the nodes in two graphs in embedding learning and computes the GED using the embedding of the two graphs. Currently, the learning based methods are shown to outperform the graph theory based methods in both accuracy and efficiency, and thus benefit tasks that require graph similarity estimation. We will give a more detailed introduction to the related work and discuss the differences of HGMN from them in Section II.

Existing learning based methods either use the embedding of each individual node or the embedding of an entire graph [23], [24], which fail to capture local topological struc-
Fig. 1: An illustration of GED and MCS, best viewed in color.

...tasures of different scales. In this paper, we observe that graph similarity can benefit from a multi-scale view. That is, if two graphs are similar to each other, they are also similar when compressed into more compact graphs and conversely if two graphs are different their compact graphs are also likely to be different. We propose the hierarchical graph matching network (HGMN), which uses multiple stages of spectral clustering to cluster the graphs into successively more compact graphs. In each stage of the clustering, earth mover distance (EMD) \[25\] is used to explicitly align the nodes in the two graphs such that the network does not have to learn complex node permutations. We derive correlation matrices from the node embedding in each stage and these matrices are fed into a convolutional neural network (CNN) to predict graph similarity. The entire pipeline is trained end-to-end in a data-driven fashion.

We experimented on 4 datasets (i.e., AIDS, LINUX, IMDB-MULTI, and PTC) and used 4 performance matrices (i.e., mean squared error, spearmans rank correlation coefficient, kendalls rank correlation coefficient, precision at \(k\)) to evaluate the accuracy of graph similarity approximation. The results show that HGMN consistently outperforms the state-of-the-art baselines on different datasets and performance metrics. Compared with the best performing baseline, the improvement in accuracy is 12.0% on average and can be up to 62.6%. Moreover, we also experimented the key designs in HGMN, i.e., hierarchical graph clustering and explicit node matching, and the results show that both of them lead to performance improvement.

II. BACKGROUND AND RELATED WORK

A. Problem Formulation

A graph is represented as \(G = \{V, E\}\), in which \(V\) is the set of nodes and \(E\) is the set of edges. We denote \(|V| = N\) and \(|E| = M\). Each node \(v \in V\) can come with a feature vector \(h_v\). We set \(h_v\) as a one-hot vector or all 1 vector in \(\mathbb{R}^N\) when the graph does not come with node feature vectors. We assume that edges do not have weight and focus on undirected graphs. The adjacency matrix of the graph is denoted using \(A\).

For two graphs \(G_1\) and \(G_2\), their GED is the minimum number of edit operations in the optimal alignment that transform one graph into another \[9\]. The edit operations include edge deletion/insertion, node deletion/insertion and relabeling a node. We transform GED into a similarity score in the range of \([0, 1]\) using \(e^{-\text{GED}(G_1, G_2)}\) to ensure that its range is well-defined. A maximum common subgraph of two graphs \(G_1\) and \(G_2\) is a subgraph common to both \(G_1\) and \(G_2\), and there is no other common subgraph of \(G_1\) and \(G_2\) that contains more nodes \[14\]. We restrict the the maximum common subgraph to be a connected graph and MCS is defined as the number of nodes in the maximum common subgraph. An illustration of GED and MCS is provide in Figure [1].

Our goal is to learn a model \(f(G_1, G_2)\) that predicts the (transformed) GED or MCS between two graphs. Under reasonable computational complexity constraint, we want the prediction of the model to be as accurate as possible.

B. Existing Methods

Graph-theory based methods. The A* algorithm \[26\] is widely used for GED computation, which returns the exact result. A* is a best-first algorithm that tries to find an optimal path in a search tree. The idea is to formulate the problem using a tree structure, in which the root node is the starting point, inner nodes represent partial solutions, and leaf nodes are complete solutions. As A* has exponential time complexity, it is only suitable for small graphs and cannot finish in a reasonable time for large graphs. Several heuristics have been proposed to improve the execution time, which sacrifice accuracy for efficiency. For example, BEAM utilizes beam search to avoid searching the full search space and introduces a heuristic rule to favor long partial edit paths over shorter ones \[17\].

Some methods measure GED via linear programing \[27\]. Based on bipartite graph matching, Hungarian \[18\] and VJ \[19\] replace the cost of editing a node by the cost of editing the 1-star graph centered at this node. The cost of substituting a star graph by another one is further expressed as the solution of a square linear sum assignment problem. HED \[20\] matches the nodes in two graphs using their local structures, and GED is approximated by the Hausdorff distance \[28\] between the nodes in the two graphs. To compute MCS, a branch and bound algorithm is used in MC-SPLIT \[21\], which induces the result by finding a maximum-cardinality mapping between the graphs.

Learning-based methods. The learning based methods usually use graph neural networks (such as GCN) to learn embedding and predict graph similarity using the embedding. SMPNN predicts graph similarity using a summation of the similarities between the nodes in the two graphs \[29\]. GCNMAX and GCNMAX \[30\] use GCN \[22\] to learn graph embedding and train a fully connected neural network to compute graph similarity from the embedding of two graphs. SIMIGNN uses both graph embedding and node similarities to predict graph similarity \[24\]. GMN \[23\] introduces a cross-graph attention layer to allow the nodes in the two graphs to interact with each other but still predicts graph similarity using graph embedding. GraphSIM \[13\] utilizes GCN with a different number of layers to build multiple correlation...
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Fig. 2: The pipeline of hierarchical graph matching network (HGMN), best viewed in color

matrices among the nodes in the two graphs and use the correlation matrices to predict graph similarity.

**Our contributions.** HGMN adopts successful techniques from existing learning based methods, e.g., applying GCN to learn node embedding and using the node correlation matrix as input for neural network. However, HGMN has two fundamental differences from existing learning-based methods. First, we use multiple stages of spectral clustering to create a multi-scale view of the similarity between graphs. The hierarchical clustering provides more information for the downstream neural network as the differences between two graphs can be captured in the correlation matrices of different scales. Second, we explicitly align the nodes in the two graphs using the earth mover distance and computes correlation matrix in the aligned order. Node alignment ensures that the correlation matrix is the same under arbitrary node permutation and thus the neural network does not need to learn to be robust to node permutation. We will show in the experiments that both designs are crucial for performance, especially on large graphs.

**III. HIERARCHICAL GRAPH MATCHING NETWORK**

The data processing pipeline of HGMN is illustrated in Figure 2. HGMN uses multiple stages of spectral clustering to organize the graphs into successively more compact graphs. In each stage, an embedding pooling operator is applied to derive the initial node embedding in this stage from the node embedding of the previous stage. Then, the initial node embeddings are processed by a GCN to generate refined node embedding. Based on the refined embedding, we use the earth mover distance to build a one-to-one mapping for nodes in the two graphs (i.e., node alignment) to ensure permutation invariance. The correlation matrices from all stages are fed into a CNN model to predict the similarity score of two graphs. The GCNs for all hierarchical clustering stages and the CNN model are trained from data. In the following, we introduce the modules of the HGMN pipeline in more details.

**A. Hierarchical Graph Clustering**

The procedure of hierarchical graph clustering is described in Algorithm 1, which is conducted in \( L \) stages. In each stage, a new graph \( G_l \) and its adjacency matrix \( A_l \) are constructed from the graph in the previous stage (i.e., \( G_l-1 \)). The size sequence of the graphs satisfies \( N > s_1 > s_2 > \cdots > s_L \), where in \( N \) is the size of the original graph, \( s_j \) is the size of the compact graph in \( l_{th} \) stage and we always use \( s_L = 1 \). Therefore, the graph becomes smaller and smaller as the stage goes on. In the 4th line of Algorithm 1 the normalized Laplacian \( L \) for a graph \( G \) with adjacency matrix \( A \) is defined as \( L = D^{-\frac{1}{2}}LD^{-\frac{1}{2}} \), in which \( D \) is the diagonal degree matrix with \( D[i][i] = \sum_{j=1}^{N} A[i][j] \) and \( L = D - A \) is the Laplacian matrix. Each row (i.e., \( f^l \) of the matrix \( F^{l-1} \)) corresponds to a node \( v \) in \( G_l-1 \). The k-means in the 7th line of Algorithm 1 groups the nodes in \( G_l-1 \) into clusters and we treat each cluster of nodes as a single node in the compact graph \( G_l \). The for-loop in the 9th line of Algorithm 1 constructs the adjacency matrix of \( G_l \) and we assume two nodes are connected in \( G_l \) if they contain connected nodes \( G_l-1 \).

We use spectral clustering for graph compaction for two reasons. Firstly, it preserves the local structure of the graph. As we focus on unweighted graphs, spectral clustering approximately minimizes the number of cross edges (normalized by the size of the graph clusters) between the graph clusters \( C_1, C_2, \cdots, C_{s_l} \). This means that nodes in each graph cluster tend to be strongly connected. Secondly, spectral clustering allows flexible control of the number of graph clusters by setting the number of k-means centers. We provide an illustration of hierarchical graph clustering in the leftmost part of Figure 2, which shows that well-connected nodes are grouped into the same graph cluster. Moreover, it can be observed that for two different graphs, their compact graphs in the same clustering stage are also different. Thus, hierarchical graph clustering provides the down stream neural network a multi-scale view of the differences between two graphs, which makes the task of graph similarity prediction easier. Hierarchical clustering also makes HGMN more expressive.
Algorithm 1 Hierarchical graph compaction with spectral clustering

1: Input: A graph $G^0$, its adjacency matrix $A^0$, the number of clustering stages $L$ and the size of the compact graphs for each stage $s_1, s_2, \ldots, s_L$
2: Output: $L$ successively more compact graphs $G^1, G^2, \ldots, G^L$ and their adjacency matrices $A^1, A^2, \ldots, A^L$
3: for $1 \leq l \leq L$ do
4: Compute the normalized Laplacian of $G^{l-1}$ as $\tilde{L}$
5: Compute the eigenvectors corresponding to the $k$ smallest eigenvalues of $\tilde{L}$ and use them as the columns of $F^{s_l-1 \times k}$
6: Normalize each row $f^{l-1}_v$ of matrix $F^{s_l-1 \times k}$ to unit norm
7: Conduct k-means clustering to cluster the rows of $F^{s_l-1 \times k}$ into $s_l$ clusters $C_1^l, C_2^l, \ldots, C_{s_l}^l$
8: Initialize $A^l = \{0\}_{s_l \times s_l}$
9: for each edge $e_{uv} \in G^{l-1}$ do
10: if $f^{l-1}_v \in C_i^l, f^{l-1}_u \in C_j^l$ and $i \neq j$ then
11: $A^l[i][j] = 1$
12: end if
13: end for
14: end for

and general than existing learning-based methods for graph similarity approximation. As we use the original graph in the $0^{th}$ stage and set $s_L = 1$ for the final stage, methods that use either node embedding or graph embedding can be regraded as special cases of HGMN.

Embedding pooling. In each stage of hierarchical graph clustering, we derive the initial node embedding for $G^l$ from the node embedding of $G^{l-1}$. We call this procedure embedding pooling, which is motivated by EigenPooling [31]. We show how embedding pooling works for a graph cluster $C_k^l$, which contains $n$ nodes from $G^{l-1}$ and is treated as a single node in $G^l$. Assume that the node embedding of $G^{l-1}$ has $d$-dimension, the embedding matrix for $C_k^l$ can be organized as $H^l_k \in \mathbb{R}^{C_k^l \times d}$, in which each row corresponds to the embedding of a node from $C_k^l$ in $G^{l-1}$. We can also define an adjacency matrix $A^l_k$ for the nodes in $C_k^l$ by connecting edges in $G^{l-1}$ for which both end points are contained in $C_k^l$. With the adjacency matrix $A^l_k$, we can define the Laplacian matrix $L^l_k$ for $C_k^l$ and solve the eigenvectors of the Laplacian matrix as $[u^l_k(1), u^l_k(2), \ldots, u^l_k(n)]$, in which $u^l_k(1) \in \mathbb{R}^n$ is the eigenvector corresponding to the largest eigenvalue of $L^l_k$. The initial embedding vector of $C_k^l$ in $G^l$ is obtained as

$$h^l_k = u^l_k(1)^T H^l_k,$$  

in which $H^l_k \in \mathbb{R}^d$ and $h^l_k$ is used as the initial embedding for node $C_k^l$ in $G^l$. The intuition is that $u^l_k(1)$ corresponds to high frequency signal on $A^l_k$ in spectral graph theory. By projecting $H^l_k$ onto $u^l_k(1)$, we keep the signal component in $H^l_k$ that changes the fastest on $A^l_k$. Using more eigenvectors (e.g., $u^l_k(2), u^l_k(3)$), we can create multiple initial embedding for $C_k^l$ and these embedding can work in parallel in a similar manner to multiple image channels in a CNN. Figure 2 (third column) shows that multiple initial embedding can be used to generated multiple correlation matrices for a stage after they go through GCN update and node alignment.

B. Node Embedding and Alignment

We use a graph convolutional neural network (GCN) [22] to refine the initial embedding for each stage and the GCNs for different stages have the same number of layers but do not share the model parameters. Assume that the graph $G$ contains $N$ nodes, the adjacency matrix of $G$ is $A \in \mathbb{R}^{N \times N}$ and the initial embedding matrix is $H \in \mathbb{R}^{N \times d}$. A layer of GCN updates the embedding as follows

$$H' = \delta(D^{-\frac{1}{2}}AD^{-\frac{1}{2}}HW),$$

in which $\delta(\cdot)$ is the activation function, $\tilde{A} = A + I_N$ is the augmented adjacency matrix with self-loop, $D$ is the degree matrix defined on the augmented adjacency matrix $A$, $W \in \mathbb{R}^{d \times d'}$ is a learnable mapping matrix, and $d'$ is the dimension of the embedding for $H'$. The layer in equation 2 can be stacked to form a multi-layer GCN. GCN is shown to achieve good performance on many graph-based tasks such as node classification [22], link prediction [32] and graph classification [33]. Recently, it is also shown that GCN can approximate the Weisfeiler-Lehman (WL) graph isomorphism test [35], which decides whether two graphs are topologically identical. We choose GCN as the default embedding model for HGMN due to its expressiveness and simplicity but more sophisticated graph neural network models such as GAT [34] and JK-Net [35] can also be easily incorporated into HGMN.

Similar to GRAPHSIM [13], we use the embedding correlation matrices as the input for that neural network that predicts graph similarity. Assume that for a stage, we have two graphs $G^1$ and $G^2$ containing $N$ and $M$ nodes, respectively. Their GCN embedding are denoted as $H_1 \in \mathbb{R}^{N \times d}$ and $H_2 \in \mathbb{R}^{M \times d}$ and the correlation matrix is $C = H_1H_2^T \in \mathbb{R}^{N \times M}$. However, as there is no canonical ordering of the nodes in a graph, the rows of $H_1$ and $H_2$ will be permuted under different node numbering, which results in different $C$. We provide an illustration of this phenomenon in Figure 3 in which $H_1 = H_2$ and $H_2$ is a permutation of $H_1$. We want $C$ and $\tilde{C}$ to be identical as $(H_1, H_2)$ and $(H_1, \tilde{H}_2)$ essentially represent the same pair of graphs. However, as shown in Figure 2, $C$ and $\tilde{C}$ are quite different. This means that the downstream CNN needs to be robust to node permutation, which makes the learning task difficult. Therefore, we use the earth mover distance [25] to explicitly align the nodes in $G^1$ and $G^2$.

We define a distance matrix $D \in \mathbb{R}^{N \times M}$ on $H_1$ and $H_2$ as $D(i, j) = \|H_1(i) - H_2(j)\|_2$, in which $H(k)$ denotes the $k^{th}$

2Actually, only in the $0^{th}$ stage (i.e., on the original graphs), the two graphs can have different sizes, i.e., $N \neq M$. In each stage of clustering, the same output graph size is pre-specified for all graphs (i.e., $M = N$) such that the input matrices to the downstream CNN have fixed size. We use $M$ and $N$ for the size for $G^1$ and $G^2$ to consider the most general case.
Fig. 3: An illustration of the need for node alignment, different shades in C indicate different correlation values, best viewed in color.

row of matrix $H$. Then the earth mover distance between $H_1$ and $H_2$ is defined as follows

$$d(H_1, H_2) := \min_{W \in \mathcal{U}} \sum_{i=1}^{N} \sum_{j=1}^{M} W(i, j)D(i, j),$$

in which $\mathcal{U} = \{ W \in \mathbb{R}^{N \times M} | W1 = \frac{1}{N} \mathbb{1}, W^TW = \frac{1}{M} \mathbb{1} \}$. Intuitively, $D(i, j)$ models the cost of transporting unit mass from $H_1(i)$ to $H_2(j)$ while $W(i, j)$ models the amount of mass transported from $H_1(i)$ to $H_2(j)$. As $W$ can be marginalized into $\mathbb{1}_N$ and $\mathbb{1}_M$, each row of $H_1$ and $H_2$ will send/receive $\frac{1}{N}$ and $\frac{1}{M}$ unit of the mass, respectively. By minimizing over $W$, the earth mover distance encourages $W(i, j)$ to be large if the distance between $H_1(i)$ and $H_2(j)$ is small.

Algorithm 2 shows how to obtain a node matching between two graphs using the weight matrix $W$ optimized by the earth mover distance. The idea is trying to match node pairs with large $W(i, j)$ in a greedy fashion. In the 5th line of Algorithm 2, ties are broken by taking the solution with the minimum value if there are multiple optimal solutions. As $W(i, j)$ is likely to be large when $H_1(i)$ and $H_2(j)$ have a small distance, Algorithm 2 essentially matches a node in $G_1$ to a similar node in $G_2$. If we define an ordering for the nodes in $G_1$, e.g., in descending order of the first dimension of their embedding, and arrange the nodes in $G_2$ using the matched order, the correlation matrix will be the same as long as $(H_1, H_2)$ can be transformed into $(\tilde{H}_1, \tilde{H}_2)$ via permutation. Therefore, with explicit node alignment, the downstream CNN does not need to be robust to node permutation, which simplifies learning.

One subtlety is that the correlation matrix $C \in \mathbb{R}^{N \times M}$ does not have a fixed size for the original graphs (the 0th stage of clustering). To ensure that the CNN has fixed size input, we use interpolation to up-sample $C$ to a size of $P \times P$ for the 0th stage, in which $P$ is the size of the largest graph in the dataset.

### C. Network Structure and Loss Function

Our network uses the correlation matrices from all stages as input to predict graph similarity. As illustrated in the rightmost part of Figure 2, the network consists of multiple convolutional layers and fully connected layers. Since the correlation matrices are similar to images, the convolutional layers are utilized to extract spatial features from them. The fully connected layers allow the features from different stages to interact with each other. The output of the network is a single value that indicates the distance / similarity between two graphs.

We formulate graph similarity prediction as a regression problem and use the mean squared error as the loss function

$$L(w) = \frac{1}{B} \sum_{i=1}^{B} \left[ f(G_i^1, G_i^2; w) - d(G_i^1, G_i^2) \right]^2,$$

in which $w$ is the model parameter, $f(G_i^1, G_i^2; w)$ is the graph distance predicted by the model for a graph pair and $d(G_i^1, G_i^2)$ is the ground-truth distance between the graph pair. We use min-batch stochastic gradient descent (SGD) for training and in each mini-batch, $B$ graph pairs are randomly sampled from the training set to compute loss. The trainable parameters in the model include the CNN used for distance prediction and the GCNs used for embedding in all stages.

HGMN can compute graph similarity efficiently, especially for graph similarity search, in which the dataset is known before hand. Hierarchical graph clustering and node embedding can be conducted for the graphs in the database before the query comes. Spectral clustering for the query graph has a complexity of $O(P^3)$ and earth mover distance based node alignment has a complexity of $O(P^2)$ if the largest query graph has a size of $P$. The $O(P^3)$ complexity will not be a big problem if the graphs are not too large. For other computations that involve neural networks, the complexity of HGMN is similar to existing learning based methods such as GRAPHSIM [13] and GMN [23].

### IV. EXPERIMENTAL EVALUATION

In this part, we first introduce the experiment settings, including datasets, performance metrics and baselines. Then we compare HGMN with the baselines for accuracy of graph similarity prediction. Finally, we examine the key designs in
HGMN, i.e., hierarchical graph clustering and earth mover distance based node alignment, and test the influence of the parameters on the performance. All codes to reproduce the results of HGMN will be released after the review process.

A. Experimental Settings

We largely follow the experimental settings in [13] and introduce the details as follows.

Datasets. We used 4 real datasets for the experiments, i.e., AIDS, PTC, LINUX and IMDB-MULTI. The AIDS dataset contains 42,687 chemical compound graphs from the Developmental Therapeutics Program at NCI/NIH 7 and each node in a graph is associated with one out of 29 labels. AIDS has been widely used for the evaluation of graph similarity computation [9], [24], [35] and we randomly sampled 700 graphs from the dataset. PTC consists of 344 chemical compound graphs that report the carcinogenicity for male and female rats. Each node in the PTC dataset has one out of 19 possible labels. LINUX has 48,747 Program Dependence Graphs (PDG) generated from the Linux kernel. In each PDG, a node is one statement and an edge models the dependency between the two statements. We randomly sampled 1,000 graphs from the original LINUX dataset. IMDB-MULTI is a movie-collaboration dataset containing 1,500 ego-networks of movie actors/actresses. In the ego-networks, each node represents a person and an edge models the collaboration between two persons. On IMDB-MULTI and PTC, we removed graphs containing less than 16 nodes to test the scalability of our methods. For both LINUX and IMDB-MULTI, the nodes do not come with a label and we use the all 1 vector as the initial embedding of the nodes for the two datasets. The statistics of the datasets after preprocessing are reported in Table I.

Evaluation Methodology. For each dataset, we generated the training set, validation set and test set with a split ratio of 7:2:1. The model was trained on the training set and the hyper-parameters (e.g., the number of stages in hierarchical graph clustering and the number of layers in GCN) were tuned using the validation set. Graphs in the test set were treated as queries and we evaluated how accurately the model approximates the similarity between the query graphs and the graphs in the entire dataset. For AIDS and LINUX, the A* algorithm was used to compute the ground-truth GED between the graphs. As A* has an exponential time complexity with respect to the number of nodes in the graphs, it took too much time for PTC and IMDB-MULTI. Therefore, we computed the ground-truth GED for PTC and IMDB-MULTI by taking the minimum of three approximate algorithms, i.e., Beam [17], Hungarian [18] and VJ [19]. The distances returned by the algorithms are larger than or equal to the true GED and the same ground-truth approximation methodology was also adopted in [13]. To compute the ground-truth MCS, we used MC-SPLIT [21] as it can finish in a long but tolerable time for our datasets. Note that the algorithms used to provide the ground-truth distance/similarity are typically orders of magnitude slower than learning based methods [13]. We excluded the test set from model training to show that the trained models can generalize to unseen data and thus improve the efficiency of graph similarity search.

We used four performance metrics to evaluate the accuracy of graph similarity approximation, i.e., average mean squared error (MSE), Spearman’s rank correlation coefficient (ρ), Kendall’s rank correlation coefficient (τ) and precision at 10 (ρ@10). MSE is the mean squared error of the predicted GED/MCS compared with the ground-truth GED/MCS. For a query graph G, the graphs in the dataset were ranked according to their predicted graph similarities. Both ρ and τ evaluate how well the similarity prediction based ranking matches ground truth similarity based ranking, and higher value means better performance. ρ@10 is the percentage of true top-10 nearest neighbor in the top-10 nearest neighbors obtained from estimated graph similarity. MSE measures the accuracy of graph similarity approximation, while ρ, τ and ρ@10 evaluate how well the estimated graph similarity ranks the graphs, which is also important for graph similarity search.

Baselines. As the learning based methods were shown to outperform the graph theory based methods in both accuracy and efficiency [13], we mainly compared with the learning based methods. The baselines include SMPNN [29], GCN-MEAN, GCNMAX [30], SIMGN [24], GMN [23] and GraphSIM [13]. EMBAVG is a simple baseline introduced in [13] that computes graph similarity using the dot product of two graph embeddings. As the results of our run for SIMGN and GraphSIM on the AIDS and LINUX dataset are slightly worse than those reported in their papers, we reused the results from their papers. By default, HGMN uses 4 hierarchical cluster stages with size 6, 4, 2, 1 for AIDS and LINUX (small graphs), and 6 hierarchical cluster stages with size 64, 16, 8, 4, 2, 1 for PTC and IMDB-MULTI (large graphs).

B. Main Performance Results

We report our main results in Table II and Table III which compare HGMN with the baselines for the accuracy of GED and MCS perdition, respectively. We can make two observations from the results. First, HGMN consistently outperforms the baselines for both GED and MCS, across 4 different datasets and 4 different performance metrics. For
TABLE II: Accuracy comparison for GED approximation, for $m$se, smaller value means better performance, for $\rho$, $\tau$ and $p@10$, larger value means better performance, the last column if the improvement of HGMN over the best performing baseline

| Dataset and Metric | SMPNN | EMBAVG | GCNMEAN | GCNMAX | SIMGNN | GMN | GRAPHSIM | HGMN | Gain (%) |
|--------------------|-------|--------|---------|--------|--------|-----|----------|------|----------|
| AIDS $m$se         | 4.725 | 3.185  | 2.124   | 3.423  | 1.189  | 1.741| 0.787    | 0.752| 4.4      |
| AIDS $\rho$        | 0.306 | 0.642  | 0.653   | 0.628  | 0.843  | 0.751| 0.874    | 0.883| 1.0      |
| AIDS $\tau$        | 0.480 | 0.592  | 0.629   | 0.505  | 0.690  | 0.642| 0.776    | 0.778| 0.3      |
| AIDS $p@10$        | 0.092 | 0.179  | 0.194   | 0.290  | 0.421  | 0.401| 0.534    | 0.537| 0.5      |
| LINUX $m$se        | 11.523| 11.244 | 7.541   | 6.341  | 1.509  | 1.027| 0.058    | 0.056| 3.4      |
| LINUX $\rho$       | 0.046 | 0.245  | 0.579   | 0.724  | 0.939  | 0.941| 0.981    | 0.984| 0.3      |
| LINUX $\tau$       | 0.016 | 0.301  | 0.525   | 0.740  | 0.879  | 0.896| 0.907    | 0.920| 1.4      |
| LINUX $p@10$       | 0.014 | 0.071  | 0.141   | 0.541  | 0.724  | 0.751| 0.821    | 0.853| 4.9      |
| IMDB-MULTI $m$se   | 32.596| 71.789 | 68.823  | 58.425 | 2.964  | 3.210| 1.924    | 0.719| 62.6     |
| IMDB-MULTI $\rho$  | 0.107 | 0.229  | 0.402   | 0.449  | 0.781  | 0.725| 0.825    | 0.853| 12.7     |
| IMDB-MULTI $\tau$  | 0.644 | 0.187  | 0.378   | 0.354  | 0.770  | 0.782| 0.821    | 0.914| 11.3     |
| IMDB-MULTI $p@10$  | 0.021 | 0.210  | 0.219   | 0.437  | 0.724  | 0.751| 0.813    | 0.853| 4.9      |
| PTC $m$se          | 134.124| 44.184| 7.428   | 8.329  | 1.473  | 1.854| 0.719    | 0.820| 7.8      |
| PTC $\rho$         | 0.379 | 0.243  | 0.347   | 0.315  | 0.541  | 0.942| 0.933    | 0.996| 0.1      |
| PTC $\tau$         | 0.235 | 0.378  | 0.421   | 0.459  | 0.850  | 0.949| 0.871    | 0.958| 34.2     |
| PTC $p@10$         | 0.01  | 0.211  | 0.387   | 0.451  | 0.812  | 0.875| 0.719    | 0.941| 30.9     |

GED, the performance improvement over the best performing baseline is 11.96% on average (averaged over all datasets and performance metrics) and can be up to 62.6%. Compared with the best performing baseline, the improvement for MCS is 4.15% on average and can be up to 18.8%. Second, the performance improvement of HGMN is significantly better for the larger datasets (IMDB-MULTI and PTC) than the smaller datasets (AIDS and LINUX). We conjecture that this is because larger graphs have richer structures when they are clustered into more compact graphs. These structures are better captured on the compact graphs than on the original graphs. In contrast, the graphs in AIDS and LINUX are small (with no more than 10 nodes) and thus GCN with a moderate number of layers is already able to capture the structures of different scales. For large graphs, GCN with a large number of layers are required but graph neural networks with too many layers are known to be prone to over-smoothing [37], which often leads to poor performance. This explanation suggests that the hierarchical clustering may enable HGMN to perform well on even larger graphs and we provide more evidences to support this explanation in Section IV-C.

C. Ablation Study and Parameter Analysis

In Table IV we study how the two key designs of HGMN, i.e., hierarchical clustering and node alignment, may influence the performance. For without node alignment, we used a random ordering of the nodes in the graphs. For without hierarchical clustering, we used only the embedding correlation matrix for the original graph, which is similar to the case of GRAPHSIM [13]. We tested the influence of a dataset with small graphs (AIDS) and dataset with large graphs (PTC). The results show that disabling either node alignment or hierarchical clustering degrades the performance. Comparatively, the performance degradation is more severe for the large PTC dataset than the small AIDS dataset. This is another evidence that hierarchical clustering helps achieve
TABLE IV: Ablation study of the designs of HGMN for GED approximation

| HGMN Variants                  | Performance Metric |
|--------------------------------|--------------------|
|                                | AIDS       | PTC         |
|                                | mse  | ρ  | τ  | p@k | mse  | ρ  | τ  | p@k |
| HGMN                          | 0.752 | 0.883 | 0.778 | 0.537 | 0.820 | 0.958 | 0.941 | 0.623 |
| Without node alignment        | 0.896 | 0.776 | 0.685 | 0.432 | 0.837 | 0.914 | 0.847 | 0.602 |
| Without hierarchical clustering| 2.768 | 0.612 | 0.605 | 0.313 | 7.285 | 0.573 | 0.513 | 0.238 |

good performance for large datasets. Compared with node alignment, hierarchical clustering seems to be more important for the performance, and without it the mse increases 2.7x and 7.9x for AIDS and PTC, respectively.

In Figure 4 we check the influence of the hyper-parameters on the performance of HGMN. Figure 4a shows that when the number of eigenvectors used for embedding pooling increases, the performance of HGMN first increases and then stabilizes. Recall that the number of eigenvectors decides the number of correlation matrices provided by each stage for the downstream CNN. As more eigenvectors are used for pooling, more information in the node embedding of the previous graph clustering stage is kept and thus more information is provided for the CNN. However, with a sufficient number of eigenvectors, adding new eigenvectors does not help as the first eigenvectors (correspond to the largest eigenvalues) already encode the most significant signals in the embedding matrix $H_k$.

Figure 4b shows that when the number of graph clustering stages increases, the performance of HGMN also first increases but then saturates, similar to the case of pooling eigenvectors. This is because when using too many stages, each stage will only make a small change in the graph structure (e.g., groping two nodes into one) and thus does not provide too much information. For the PTC dataset, the performance of HGMN stabilizes with 5 stages; while for the AIDS dataset, the performance of HGMN stabilizes with 3 stages. This is because graphs in PTC are larger and can have more meaningful stages. This phenomenon also suggests that more stages are required for even larger graphs, on which HGMN can achieve even greater performance improvement than existing baselines as they do not use hierarchical clustering.

D. Efficiency Comparison

We report the average query processing time for GED similarity search for different methods in Figure 5. Query processing time is the time taken to compute the approximate GED between a query and all dataset items, and the reported results are measured on a machine with Intel(R) Xeon(R) E5-2697 v3 @ 2.6GHz CPU (56 physical cores) and 512GB RAM in single thread mode. We did not include the graph theory based methods (e.g., Beam [17], Hungarian [18] and VJ [19]) as they are shown to be orders of magnitude slower than learning based methods [13]. We used a dataset with small graphs (AIDS) and a dataset with large graphs (PTC) to check the influence of graph size.

The results show that HGMN takes more time than the other methods because it uses hierarchical graph clustering and explicit node alignment. The higher computation complexity of HGMN is more obvious for larger dataset (PTC vs. AIDS) as larger graphs need more hierarchical clustering stages and make node alignment more complex. However, HGMN is not
significantly slower than the other methods (e.g., 29.1% and 12.5% slower compared with GraphSim on PTC and AIDS, respectively) because graph neural network computation on the original graph dominates the overall complexity (required by all the methods). EmbAvg is the most efficient among all methods as it uses a simple dot product between the averaged embeddings of two graphs but its accuracy is poor according to Table III and Table III. We think HGMN offers a reasonable trade-off between accuracy and efficiency by using a small increase in complexity to trade for better accuracy.

V. CONCLUSIONS

In this paper, we proposed the hierarchical graph matching network (HGMN) for efficient graph similarity computation. Motivated by the observation that two similar graphs should also be similar when they are clustered into more compact graphs, HGMN uses hierarchical clustering to provide the learning algorithm a multi-scale view of the differences between graphs. In addition, HGMN also adopts techniques including eigenvector based embedding pooling and earth mover based node alignment to build a complete machine learning pipeline. Experimental results on 4 datasets and 4 performance metrics show that HGMN consistently outperforms the baselines. Moreover, there are evidences that HGMN can scale to large graphs.
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