Integrable discretization of recursion operators and unified bilinear forms to soliton hierarchies
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Abstract

In this paper, we give a procedure for discretizing recursion operators by utilizing unified bilinear forms within integrable hierarchies. To illustrate this approach, we present unified bilinear forms for both the AKNS hierarchy and the KdV hierarchy, derived from their respective recursion operators. Leveraging the inherent connection between soliton equations and their auto-Bäcklund transformations, we discretize the bilinear integrable hierarchies and derive discrete recursion operators. These discrete recursion operators exhibit convergence towards the original continuous forms when subjected to a standard limiting process.

1 Introduction

The main objective of this paper is to address the challenge of discretizing the recursion operator of a given continuous integrable equation while simultaneously ensuring that the discretized equation maintains its integrable nature. This entails transforming the continuous recursion operator into a discrete version that serves as the recursion operator for the discrete equation. To achieve this goal, we will begin by revisiting pertinent background information and contextual elements related to this subject.
Although not rigorously proven, it is widely accepted that a fully integrable evolutionary equation is inherently part of a set of equations that commute, forming a family or hierarchy. Each member within this hierarchy is also fully integrable. The equations within a hierarchy exhibit several shared integrable characteristics. For instance, they possess a common spectral problem, and their solutions share analogous structures. From a computational perspective, simplifying the representation of the entire integrable hierarchy is necessary, as higher-order members of the hierarchy often become unwieldy in their expression.

Within the existing literature, there are at least two methods available for achieving this simplification, thereby facilitating the study of the properties inherent in the complete integrable hierarchy.

One approach involves expressing the equations within a hierarchy in a consolidated bilinear form utilizing Hirota’s bilinear derivatives [1]. Hirota’s bilinear form was initially introduced for constructing multi-soliton solutions [1, 2, 3, 4]. This technique, known as Hirota’s direct method, proves highly effective for deriving soliton solutions. By employing an appropriate transformation of dependent variables and introducing an infinite set of variables \((x = t_1, t_2, t_3, \ldots)\), equations from the same hierarchy can be reformulated into a unified bilinear form. It’s important to acknowledge that the unified bilinear form for the AKNS hierarchy was initially derived by Newell [5]. During the 1980s, the Sato school made significant strides by establishing bilinear KP and BKP hierarchies, alongside their corresponding solutions through the \(\tau\) function, using the Kac-Moody algebraic representation [6, 7, 8]. This breakthrough marked substantial progress. Additionally, bilinear equations for the KdV and mKdV hierarchies were obtained through elementary methods in [9, 10, 11, 12]. The unified explicit expression holds significant advantages. For instance, in [13], the corresponding Bäcklund transformations and nonlinear superposition methods for the KdV and mKdV hierarchies were derived from the concise unified expression. Similarly, in [14], rational solutions for the classical Boussinesq hierarchy were obtained based on its unified bilinear form.

Another approach involves expressing the integrable equation family in a recursive manner using a concept known as a recursion operator [15, 16]. Recursion operators were first introduced by Olver in 1977 [15], and their development continued through the works of Fuchssteiner [17] and Fokas and Santini [19, 18]. The recursive structure is a sophisticated attribute of completely integrable systems, with the recursion operator, as mentioned in [16], assuming a pivotal role in defining these recursive properties. This operator enables the concise formulation of the integrable equation family and determines the collection of Hamiltonian structures associated with it. In essence, a recursion operator serves as the generative operator for the integrable equation family, concurrently playing the same role for the Hamiltonian structure family. For further insights, one can refer to [16, 15, 20, 17, 19, 18, 21, 22, 23, 24, 25, 26, 27, 28], along with their respective references, to delve into the details of this concept and its various applications.

When presented with an integrable hierarchy alongside its associated recursion operator, it is possible to derive the unified bilinear form by employing a suitable variable transformation. In [13], for instance, the unified bilinear forms of the KdV hierarchy, mKdV hierarchy, and classical Boussinesq hierarchy were obtained using their respective recursion operators. Utilizing the recursion operator to deduce the bilinear form offers numerous advantages, such as reduced computational complexity and a more straightforward
unified and explicit expression.

Conversely, when the unified bilinear form is known, it is also possible to determine the recursion operator using the same type of transformation, as discussed in [29, 30]. This relationship between the recursion operator and the unified bilinear form contributes to a comprehensive understanding of the integrable hierarchy’s properties and behaviors.

We now return to the issue of integrable discretization. Traditionally, the challenge of integrable discretization revolves around transforming an integrable system into a discrete counterpart while preserving its integrability. Pioneering efforts in this area were made more than 35 years ago by researchers such as Ablowitz and Ladik [31], Hirota [32, 33, 34], Nijhoff [35, 36], and Levi [37, 38]. These individuals laid the foundation for exploring this issue. Additional contributions have come from various approaches, such as Suris’ Hamiltonian approach [39] and Schiff’s loop group approach [40], among others. The references provided are just a few representative examples, as numerous other recent works delve into this topic as well. For deeper investigation, additional progress and comprehensive research studies can be found in publications like [41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57], along with their respective reference sections. These works collectively contribute to the evolving understanding of integrable discretization methodologies.

In their book [41], Bobenko and Suris introduced a broader perspective on integrable discretization, emphasizing the importance of "discretizing the whole theory, not just the equations." Motivated by this insightful viewpoint, it becomes both logical and meaningful to extend integrable discretization to include recursion operators. This paper aims to demonstrate a systematic procedure for achieving this. To illustrate this approach, we will employ two prominent examples: the AKNS hierarchy and the KdV hierarchy. Our methodology involves discretizing not only the unified bilinear forms of these hierarchies but also their recursion operators. The central technique for discretization is rooted in the well-established concept that integrable discretizations can be realized through a suitable interpretation of Bäcklund transformations [37, 38].

In the forthcoming sections, we will delve into the specific details of discretizing the AKNS hierarchy and the KdV hierarchy, elaborating on the process and showcasing the outcomes of this integrable discretization approach.

## 2 Recursion operator and unified bilinear form

### 2.1 AKNS hierarchy

From the spectral problem

\[
\Psi_x = \begin{pmatrix} -i\lambda & q(x,t) \\ r(x,t) & i\lambda \end{pmatrix} \Psi, \quad \Psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}
\]

we can obtain the following AKNS hierarchy [20, 59, 58, 5]

\[
\begin{pmatrix} q_t \\ r_t \end{pmatrix} = L^m \begin{pmatrix} q_x \\ r_x \end{pmatrix}, \quad (m \geq 1)
\]

where

\[
L = \frac{1}{2i} \begin{pmatrix} -\partial_x + 2q\partial^{-1}_x r & 2q\partial^{-1}_x q \\ -2r\partial^{-1}_x r & \partial_x - 2r\partial^{-1}_x q \end{pmatrix}.
\]
Introducing infinite time variables $x = t_1, t_2, t_3, \cdots$ and regard $q, r$ as functions of $t = t(t_1, t_2, t_3 \cdots)$, we have the following equivalent equation

$$ \begin{pmatrix} q_{t_{m+1}} \\ r_{t_{m+1}} \end{pmatrix} = \frac{1}{2i} \begin{pmatrix} -\partial_x + 2q\partial_x^{-1}r & 2q\partial_x^{-1}q \\ -2r\partial_x^{-1}r & \partial_x - 2r\partial_x^{-1}q \end{pmatrix} \begin{pmatrix} q_{t_m} \\ r_{t_m} \end{pmatrix}. \quad (m \geq 1) \quad (4) $$

or equivalently

$$ q_{t_{m+1}} = \frac{1}{2i}q_{xt_m} - iq\partial_x^{-1}(qr)_{t_m}, \quad (5) $$

$$ r_{t_{m+1}} = \frac{1}{2i}r_{xt_m} + ir\partial_x^{-1}(qr)_{t_m}. \quad (6) $$

By variable transformation

$$ q = \frac{\sigma}{\tau}, \quad r = \frac{\rho}{\tau} \quad (7) $$

nonlinear equations (5)-(6) can be changed into

$$ (D_{t_{m+1}} - \frac{i}{2}D_{t_1}D_{t_m})\sigma \cdot \tau = 0, \quad (8) $$

$$ (D_{t_{m+1}} + \frac{i}{2}D_{t_1}D_{t_m})\rho \cdot \tau = 0, \quad (9) $$

$$ D_{t_1}^2 \tau \cdot \tau = -2\sigma\rho. \quad (10) $$

Here the $D$-operator is defined by

$$ D_l^mD_x^n a(t, x) \cdot b(t, x) = \frac{\partial^m}{\partial s^m} \frac{\partial^n}{\partial y^n} a(t + s, x + y)b(t - s, x - y)|_{s=0, y=0}, $$

$$ m, n = 0, 1, 2, \cdots, \quad (11) $$

or by the exponential identity

$$ \exp(\delta D_x) a(z) \cdot b(z) = \exp(\delta \partial_y)(a(z + y)b(z - y))|_{y=0}, $$

$$ = a(z + \delta)b(z - \delta). \quad (12) $$

In fact, (5) can be written as

$$ \frac{D_{t_{m+1}}\sigma \cdot \tau}{\tau^2} = \frac{1}{2i} \left( \frac{\sigma_x \tau - \sigma_x \tau_x t_m \tau^2 - 2\tau \tau_{t_m}(\sigma_x \tau - \sigma_x \tau_x)}{\tau^4} - i\frac{\sigma}{\tau} \partial_x^{-1} \left( \frac{\sigma \rho}{\tau^2} \right)_{t_m} \right) $$

$$ = -\frac{1}{2i} \left( \frac{\sigma_{xt_m} \tau + \sigma_x \tau_{t_m} - \sigma_{t_m} \tau_x - \sigma_{xt_m} \tau_x - \sigma_{t_m} \tau_{xt_m} \tau^2 - 2\tau \tau_{t_m}(\sigma_x \tau - \sigma_x \tau_x)}{\tau^4} \right) $$

$$ + \frac{i\sigma}{2\tau} \partial_x^{-1} \left( \frac{D^2_{t_1} \tau \cdot \tau}{\tau^2} \right)_{t_m} $$

$$ = \frac{1}{2i} \left( \frac{\sigma_{xt_m} \tau + \sigma_x \tau_{t_m} - \sigma_{t_m} \tau_x - \sigma_{xt_m} \tau_x - \sigma_{t_m} \tau_{xt_m} \tau^2}{\tau^4} \right) $$

$$ = -\frac{1}{2i} \frac{D_x D_{t_m} \sigma \cdot \tau}{\tau^2}, \quad (13) $$

so (8) is obtained. We can deduce (9) from (10) similarly. We should remark here that the bilinear form of AKNS hierarchy has been given in [5], but there is no recursion operator used explicitly.
Proposition 2.1. A bilinear Bäcklund transformation for AKNS hierarchy (8)-(10) is

\[ D_x \tau \cdot \hat{\tau} = \lambda \sigma \hat{\rho} + \mu \tau \hat{\sigma}, \]
\[ \lambda D_x \sigma \cdot \hat{\tau} + \gamma \sigma \hat{\tau} - \tau \hat{\sigma} = 0, \]
\[ \lambda D_x \tau \cdot \hat{\rho} + \gamma \tau \hat{\rho} - \rho \hat{\tau} = 0, \]
\[ (2t D_{t_{m+1}} - \frac{1}{2} D_x D_{t_n} - (\lambda^{-1} \gamma + \frac{1}{2} \mu) D_{t_m}) \tau \cdot \hat{\tau} = \frac{1}{2} \lambda D_{t_m} \sigma \cdot \hat{\rho}. \]

where \( \sigma, \rho, \tau \) and \( \hat{\sigma}, \hat{\rho}, \hat{\tau} \) are two sets of solutions of the AKNS hierarchy and \( \lambda, \gamma, \mu \) are Bäcklund parameters.

2.2 KdV hierarchy

The bilinear KdV hierarchy is

\[ (4D_x D_{t_3} + D_x^3) f \cdot f = 0, \]
\[ (D_x D_{t_{2m+1}} + \frac{1}{6} D_{t_{2m-1}}^6 - \frac{1}{3} D_{t_3} D_{t_{2m-1}}) f \cdot f = 0, \]

where \( m = 1, 2, \cdots, t_1 = x \). When \( m = 1 \), (20) reduces to (19) which is just the general KdV equation. With \( u = 2(\ln f)_{xx} \), (19) and (20) give

\[ 4u t_3 + u_{xxx} + 6uu_x = 0, \]
\[ 4u t_{2m+1} + Lu_{t_{2m-1}} = 0. \]

where \( L = \partial_x^2 + 4u + 2ux \partial_x^{-1} \) is the recursion operator.

Proposition 2.2. A bilinear Bäcklund transformation for KdV hierarchy (21)-(22) is

\[ (D_x^2 - \lambda D_x) f \cdot g = 0, \]
\[ (4D_{t_3} + D_x^3) f \cdot g = 0, \]
\[ (D_{t_{2m+1}} + \frac{1}{4} D_{t_{2m-1}} D_x^2 - \frac{\lambda}{4} D_x D_{t_{2m-1}} + \frac{\lambda^2}{4} D_{t_{2m-1}}) f \cdot g = 0, \]

where \( f, g \) are two solutions of KdV hierarchy and \( \lambda \) is Bäcklund parameter.

3 Integrable discretization

There are many methods to derive integrable analogues of soliton equations [31, 60, 32, 33, 34, 35, 36, 37, 38, 39]. In this paper we discretize the integrable hierarchies based on the compatibility between an integrable system and its auto-Bäcklund transformation (BT).

3.1 Discrete AKNS hierarchy

The study of discrete AKNS system started in 1970s, when the inverse scattering method [20, 58, 59] was used to solve a number of difference evolution equations [60, 61, 62, 63, 64, 65]. There are two different discrete analogues of the AKNS equation. One is given by Ablowitz and Ladik through a discretized version of the eigenvalue problem of Zakharov
and Shabat. There are many applications of this discrete system, especially in the discrete NLS equation which is known as the Ablowitz-Ladik hierarchy. Recent study about the discrete AKNS system can be found in [66].

The other was given by Chudnovsky through Bäcklund transformation of the AKNS system [67, 68]. The multi-component discrete AKNS can be found in [69]. The recursion operator was proposed in [70, 71] through mastersymmetry approach and Lax pair analysis.

In the present paper, we study the same discrete system as that in [68, 70] by discretizing the unified bilinear form. The discrete recursion operator can be obtained directly from the discrete unified bilinear form.

The discretization of the AKNS hierarchy (8)-(10) can be written in a unified bilinear form

\[ D_x \tau_n \cdot \tau_{n-1} = -h \sigma_n \rho_{n-1}, \]  
\[ D_x \sigma_n \cdot \tau_{n-1} = \frac{\sigma_n \tau_{n-1} - \tau_n \sigma_{n-1}}{h}, \]  
\[ D_x \tau_n \cdot \rho_{n-1} = \frac{\tau_n \rho_{n-1} - \rho_n \tau_{n-1}}{h}, \]  
\[ (iD_{t_2} + \frac{1}{2}D^2_x) \sigma_n \cdot \tau_n = 0, \]  
\[ (iD_{t_2} - \frac{1}{2}D^2_x) \rho_n \cdot \tau_n = 0, \]  
\[ D^2_x \tau \cdot \tau = -2\sigma_n \rho_n, \]  
\[ (D_{t_{m+1}} - \frac{i}{2}D_x D_{t_m}) \sigma_n \cdot \tau_n = 0, \]  
\[ (D_{t_{m+1}} + \frac{i}{2}D_x D_{t_m}) \rho_n \cdot \tau_n = 0, \]

where (26)-(28) come from the Bäcklund transformation (15)-(17) with \( \mu = 0, \gamma = 1, \lambda = -h, \tau = \tau_n, \sigma = \sigma_n, \rho = \rho_n, \tau = \tau_{n-1}, \sigma = \sigma_{n-1}, \rho = \rho_{n-1}, \) while (29)-(33) come from the original AKNS hierarchy (8)-(10).

With \( v_n = (\ln \tau_n)_x, q_n = \frac{\sigma_n}{\tau_n}, r_n = \frac{\rho_n}{\tau_n} \), the above system transforms into

\[ v_n - v_{n-1} = -h q_n r_{n-1}, \]  
\[ q_n,x = \frac{q_n - q_{n-1}}{h} - q_n(v_n - v_{n-1}) = \frac{q_n - q_{n-1}}{h} + h q_n^2 r_{n-1}, \]  
\[ r_{n-1,x} = \frac{r_n - r_{n-1}}{h} - h q_n r_{n-1}^2, \]  
\[ q_n,t_2 - \frac{i}{2} q_n,xx + i q_n^2 r_n = 0, \]  
\[ r_n,t_2 + \frac{i}{2} r_n,xx - i q_n r_n^2 = 0, \]  
\[ q_n,t_{m+1} - \frac{i}{2} q_n,x_{t_m} - i q_n v_{n,t_m} = 0, \]  
\[ r_n,t_{m+1} + \frac{i}{2} r_n,x_{t_m} + i r_n v_{n,t_m} = 0. \]
Eliminating \( q_n, q_{n,x}, r_{n,x}, r_{n,xx} \) and \( v_{n,t_m} \), we have

\[
q_{n,t_2} + i q_n^2 r_n = \frac{i}{2} \left( \frac{q_n - 2q_{n-1} + q_{n-2}}{h^2} + 2q_{n}^2 r_{n-1} - 2q_n q_{n-1} r_{n-1} \right)
\]

\[
+ q_{n}^2 r_n - q_{n-1}^2 r_{n-2} + h^2 q_{n}^3 r_{n-1}^2 = 0,
\]

(41)

and

\[
r_{n,t_2} - i q_n^2 r_n = \frac{i}{2} \left( \frac{r_{n+2} - 2r_{n+1} + r_n}{h^2} + 2q_{n+1} r_{n+1}^2 - 2q_{n+1} r_{n+1} r_n 
\right)
\]

\[- q_{n+2} r_{n+1}^2 + q_n r_{n+1}^2 + h^2 q_{n+1}^2 r_{n+1}^3 = 0.
\]

(42)

and

\[
\begin{pmatrix} q_n \\ r_n \end{pmatrix}_{t_{m+1}} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} q_n \\ r_n \end{pmatrix}_{t_m}, \quad m \geq 2
\]

(43)

where

\[
A = \frac{1}{2i} \left[ -\frac{1}{h}(1 - E^{-1}) - 2hq_n r_{n-1} + 2hq_n (E - 1)^{-1} r_n E \right]
\]

(44)

\[
B = \frac{1}{2i} \left[ -hq_n^2 E^{-1} + 2hq_n (E - 1)^{-1} q_{n+1} \right]
\]

(45)

\[
C = \frac{1}{2i} \left[ -hr_n^2 E - 2hr_n (E - 1)^{-1} r_n E \right]
\]

(46)

\[
D = \frac{1}{2i} \left[ \frac{1}{h}(E - 1) - 2hq_{n+1} r_n - 2hr_n (E - 1)^{-1} q_{n+1} \right].
\]

(47)

and \( E \) is the shift operator defined by \( E(f_n) := f_{n+1} \) for arbitrary functions of \( n \). As \( h \to 0 \), \( \frac{1}{h}(1 - E^{-1}) \to \partial_x \), \( \frac{1}{h}(E - 1) \to \partial_x \), and \( h(E - 1)^{-1} \to \partial_x^{-1} \), thus

\[
A \to \frac{1}{2i} \left[ -\partial_x + 2q \partial_x^{-1} r \right]
\]

(48)

\[
B \to \frac{1}{2i} \left[ 2q \partial_x^{-1} q \right]
\]

(49)

\[
C \to \frac{1}{2i} \left[ -2r \partial_x^{-1} r \right]
\]

(50)

\[
D \to \frac{1}{2i} \left[ \partial_x - 2r \partial_x^{-1} q \right].
\]

(51)

which indicates the relation between the discrete hierarchy \([43]\) and its corresponding continuous form\([4]\). Therefore, from these discussions we can give the following proposition.

**Proposition 3.1.** The differential-difference system \([41]-[43]\) is an integrable discretization of the AKNS hierarchy \([4]\). As \( h \to 0 \), the discrete operator in \([43]\) converges to the recursion operator \([3]\).

However, it is essential to emphasize that the derived recursion operator is different with the operator previously documented in \([69, 70, 71]\). The discrete recursion operator in this study primarily serves a formal recursive role. The determination of whether this operator truly exhibits a strong symmetry for the integrable discretizations of the AKNS hierarchy necessitates further verification.
3.2 Discrete KdV hierarchy

There are several different discrete analogues of the KdV equations. One is given by Nijhoff and Capel which reduces to the continues KdV equation in a non-standard limit [72]. Another is given by Ablowitz and Ladik by discretizing the eigenvalue problem [60] and by Hirota and Ohta through discretizing the bilinear operators [32, 73]. This discrete KdV equation can also be interpreted as a generalized Volterra system [39, 63]. In [40], Schiff give a full discretized KdV hierarchy by loop group approach. Different discrete KdV equation can also be interpreted as a generalized Volterra system [39, 63].

There are several different discrete analogues of the KdV equations. One is given by Nijhoff and Capel which reduces to the continues KdV equation in a non-standard limit [72]. Another is given by Ablowitz and Ladik by discretizing the eigenvalue problem [60] and by Hirota and Ohta through discretizing the bilinear operators [32, 73]. This discretization of the KdV hierarchy (19)-(20) can be written in a unified bilinear form

\[
(D_x^2 - \frac{2}{h} D_x) f_{n+1} \cdot f_n = 0, \tag{52}
\]

\[
(4D_x D_{t_3} + D_x^4) f_n \cdot f_n = 0, \tag{53}
\]

\[
(D_x D_{t_{2m+1}} + \frac{1}{6} D_{t_{2m-1}} D_x^3 - \frac{1}{3} D_{t_3} D_{t_{2m-1}}) f_n \cdot f_n = 0. \tag{54}
\]

Setting \( w_n = 2 \log f_n, \ v_n = w_{n,x}, \ u_n = v_{n,x}, \ p_n = u_{n,x}, \ q_n = p_{n,x}, \ r_n = q_{n,x}, \) [52]-[54] transform into

\[
\delta_+ u_n = \frac{2}{h} \delta_- v_n - \frac{1}{2} (\delta_- v_n)^2, \tag{55}
\]

\[
\delta_+ p_n = \frac{2}{h} \delta_- u_n - (\delta_- u_n)(\delta_- v_n), \tag{56}
\]

\[
\delta_+ q_n = \frac{2}{h} \delta_- p_n - (\delta_- u_n)^2 - (\delta_- p_n)(\delta_- v_n), \tag{57}
\]

\[
\delta_+ r_n = \frac{2}{h} \delta_- q_n - 3(\delta_- p_n)(\delta_- u_n) - (\delta_- q_n)(\delta_- v_n), \tag{58}
\]

\[
4 v_{n,t_3} + q_n + 3 u_n^2 = 0, \tag{59}
\]

\[
4 u_{n,t_3} + r_n + 6 p_n u_n = 0, \tag{60}
\]

\[
v_{n,t_{2m+1}} + \frac{1}{6} (p_{n,t_{2m-1}} + 3 u_n v_{n,t_{2m-1}}) - \frac{1}{3} w_{n,t_3,t_{2m-1}} = 0, \tag{61}
\]

\[
u_{n,t_{2m+1}} + \frac{1}{6} (q_{n,t_{2m-1}} + 3 p_n v_{n,t_{2m-1}} + 3 u_n u_{n,t_{2m-1}}) - \frac{1}{3} v_{n,t_3,t_{2m-1}} = 0, \tag{62}
\]

Here \( \delta_+ f_n := f_{n+1} + f_n \) and \( \delta_- f_n := f_{n+1} - f_n \) for arbitrary functions of \( n \).

Eliminating \( t_3 \) from [59] and [62], we have

\[
4 u_{n,t_{2m+1}} + q_{n,t_{2m-1}} + 2 p_n v_{n,t_{2m-1}} + 4 u_n u_{n,t_{2m-1}} = 0, \tag{59, 61}
\]

Eliminating \( t_3 \) from [59, 61] effected by \( \delta_- \) gives

\[
4 \delta_- v_{n,t_3} + \delta_- q_n + 3 (\delta_+ u_n)(\delta_- u_n) = 0, \tag{63}
\]

\[
\delta_- v_{n,t_{2m+1}} + \frac{1}{6} (\delta_- p_{n,t_{2m-1}} + 3 \delta_- (u_n v_{n,t_{2m-1}})) - \frac{1}{3} \delta_- v_{n,t_3,t_{2m-1}} = 0, \tag{64}
\]
Integrable discretization, recursion operators and soliton hierarchies

Considering (55), from (63) we have

\[ 4\delta_- v_{n,t_3} + \delta_- q_n + \frac{6}{h} (\delta_- u_n)(\delta_- v_n) - \frac{3}{2} (\delta_- u_n)(\delta_- v_n)^2 = 0. \]

Integrate above equation with \( x \), we get

\[ 4\delta_- w_{n,t_3} + \delta_- p_n + \frac{3}{h} (\delta_- v_n)^2 - \frac{1}{2} (\delta_- v_n)^3 = 0. \] (65)

Eliminating \( t_3 \) from (64) and (65)

\[ 4\delta_- v_{n,t_{2m+1}} + \delta_- p_{n,t_{2m-1}} + 2\delta_- (u_n v_{n,t_{2m-1}}) + (\delta_+ u_n)(\delta_- v_{n,t_{2m-1}}) = 0, \]

or

\[ 4v_{n,t_{2m+1}} + p_{n,t_{2m-1}} + 2u_n v_{n,t_{2m-1}} + \delta^{-1}_-(\delta_+ u_n)(\delta_- v_{n,t_{2m-1}}) = 0. \]

Thus we get a new system

\[ \delta_+ p_n = \frac{2}{h} \delta_- u_n - (\delta_- u_n)(\delta_- v_n), \] (66)

\[ \delta_+ q_n = \frac{2}{h} \delta_- p_n - (\delta_- u_n)^2 - (\delta_- p_n)(\delta_- v_n), \] (67)

\[ \delta_+ r_n = \frac{2}{h} \delta_- q_n - 3(\delta_- p_n)(\delta_- u_n) - (\delta_- q_n)(\delta_- v_n), \] (68)

\[ 4v_{n,t_3} + q_n + 3u_n^2 = 0, \] (69)

\[ 4u_n, t_3 + r_n + 6pju_n = 0, \] (70)

\[ 4v_{n,t_{2m+1}} + p_{n,t_{2m-1}} + 2u_n v_{n,t_{2m-1}} + \delta^{-1}_-(\delta_+ u_n)(\delta_- v_{n,t_{2m-1}}) = 0, \] (71)

\[ 4u_n, t_{2m+1} + q_{n,t_{2m-1}} + 2p_n v_{n,t_{2m-1}} + 4u_n u_n, t_{2m-1} = 0, \] (72)

If \( m = 1 \), considering \( t_1 = x \) and \( u_n = v_{n,x} \), \( p_n = u_{n,x} \), \( q_n = p_{n,x} \), \( r_n = q_{n,x} \), (71)-(72) are just (69)-(70) and all these equations make an integrable discretization of the KdV equation (21).

Deriving (66), (67) with \( t_{2m-1} \) once, we have

\[ p_{n,t_{2m-1}} = \delta^{-1}_+ \left( \frac{2}{h} - v_{n+1} + v_n \right) \delta_- u_{n,t_{2m-1}} + \delta^{-1}_+ \left( (u_{n+1} - u_n)(\delta_- v_{n,t_{2m-1}}) \right) \]

\[ = \left[ \delta^{-1}_+ \left( \frac{2}{h} - v_{n+1} + v_n \right)(\delta_- u_{n,t_{2m-1}}) \right] - \left[ \delta^{-1}_+ (u_{n+1} - u_n)(\delta_- v_{n,t_{2m-1}}) \right], \] (73)

\[ q_{n,t_{2m-1}} = \delta^{-1}_+ \left( \frac{2}{h} - v_{n+1} + v_n \right) \delta_- p_{n,t_{2m-1}} + \delta^{-1}_+ \left( (p_{n+1} - p_n)(\delta_- v_{n,t_{2m-1}}) \right) \]

\[ - 2\delta^{-1}_+ \left( (u_{n+1} - u_n)(\delta_- u_{n,t_{2m-1}}) \right), \]

\[ = \left[ \delta^{-1}_+ \left( \frac{2}{h} - v_{n+1} + v_n \right) \delta_- \delta^{-1}_+ \left( \frac{2}{h} - v_{n+1} + v_n \right) \right] - \left[ \delta^{-1}_+ (u_{n+1} - u_n)(\delta_- u_{n,t_{2m-1}}) \right] \]

\[ + \delta^{-1}_+ \left( \frac{2}{h} - v_{n+1} + v_n \right) \delta_- \delta^{-1}_+ (u_{n+1} - u_n)(\delta_- v_{n,t_{2m-1}}) \] (74)
Here \( \delta^{-1}_-(\frac{2}{h} - v_{n+1} + v_n) \) means an operator instead of \( (\frac{2}{h} - v_{n+1} + v_n) \) being effected by \( \delta^+_1 \). Thus we get the following recursion system

\[
4 \begin{pmatrix} v_n \\ u_n \end{pmatrix}_{t_{2m+1}} + \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} v_n \\ u_n \end{pmatrix}_{t_{2m-1}} = 0,
\]

with initial system

\[
\begin{pmatrix} v_n \\ u_n \end{pmatrix}_{t_1} = \begin{pmatrix} \delta^{-1}_-(\frac{2}{h}(u_{n+1} - u_n) - (u_{n+1} - u_n)(v_{n+1} - v_n)) \\ \end{pmatrix}
\]

where

\[
A = [2u_n + \delta^{-1}_-(u_{n+1} + u_n)\delta_- - \delta^{-1}_-(u_{n+1} - u_n)\delta_-] \quad \text{(77)}
\]

\[
B = [\delta^+_1(\frac{2}{h} - v_{n+1} + v_n)\delta_-] \quad \text{(78)}
\]

\[
C = [2(\delta^+_1(\frac{2}{h} - v_{n+1} + v_n)(u_{n+1} - u_n)) - \delta^{-1}_-(\delta^+_1(\frac{2}{h} - v_{n+1} + v_n)(u_{n+1} - u_n))\delta_- - \delta^{-1}_-(\frac{2}{h} - v_{n+1} + v_n)\delta_-] \quad \text{(79)}
\]

\[
D = [4u_n + \delta^+_1(\frac{2}{h} - v_{n+1} + v_n)\delta_-\delta^+_1(\frac{2}{h} - v_{n+1} + v_n)\delta_- - 2\delta^+_1(u_{n+1} - u_n)\delta_-] \quad \text{(80)}
\]

As \( h \to 0 \), \( \delta_+ \to 2E^0 (E^0 \text{ is the identity operator}) \), \( \frac{1}{h}\delta_- \to \partial_x \) and \( \delta^{-1}_- \to \frac{1}{2}E^0 \), \( h\delta^{-1}_- \to \partial^{-1}_x \), thus

\[
A \to [2u + 2\partial^{-1}_x u\partial_x] \quad \text{(81)}
\]

\[
B \to [\partial_x] \quad \text{(82)}
\]

\[
C \to [2u_x] \quad \text{(83)}
\]

\[
D \to [4u + 2\partial^2_x] \quad \text{(84)}
\]

Then (75) become

\[
4 \begin{pmatrix} v \\ u \end{pmatrix}_{t_{2m+1}} + \begin{pmatrix} 2u + 2\partial^{-1}_x u\partial_x \\ 2u_x \\ 4u + 2\partial^2_x \end{pmatrix} \begin{pmatrix} v \\ u \end{pmatrix}_{t_{2m-1}} = 0,
\]

Noting that \( u = v_x \), (85) is equivalent to (22). Thus, for the KdV hierarchy, we have the following proposition.

**Proposition 3.2.** The differential-difference system (75) is an integrable discretization of the KdV hierarchy (21)-(22). As \( h \to 0 \), the discrete operator in (75) converges to the recursion operator in (22).

It is known that the discrete KdV equation can be understood as a generalized Volterra system \([39, 63]\). However, the recursion operator derived in this paper deviates from the known recursion operators of the Volterra hierarchy \([39, 63, 70]\). Instead, the discrete system bears a closer resemblance to the one presented in \([40]\), where a full-discretized KdV hierarchy is derived through the loop group approach.
4 Discussions and Conclusion

In this paper, we have showcased the derivation of unified bilinear forms for both the AKNS hierarchy and the KdV hierarchy originating from their recursive expressions. Furthermore, utilizing these bilinear forms, we were able to deduce their corresponding bilinear Bäcklund transformations. Building upon the framework of these Bäcklund transformations, we proceeded to derive integrable discretizations for the aforementioned hierarchies. This process led us to the acquisition of their discrete recursion operators. Through this comprehensive approach, we have effectively demonstrated a systematic method for discretizing recursion operators by capitalizing on the inherent equivalence between recursion operators and unified bilinear forms. To encapsulate our methodology, we present the following diagram

Fig 1. Procedure of discretizing recursion operators

There is still further work to be undertaken in this direction. One important aspect is to verify whether the obtained recursion operators indeed serve as strong symmetry operators for the integrable discretizations of the AKNS and KdV hierarchies. This validation process is crucial to establish the effectiveness and compatibility of the derived discretizations.

As a closing statement, it is worth noting a relevant precedent in [29], where Springael, Hu, and Loris successfully derived a recursion operator for the Ito hierarchy from its unified bilinear form. Furthermore, in [74], Liu was able to demonstrate that this recursion operator does indeed function as a strong symmetry operator. These examples underscore the significance of establishing the connection between recursion operators and strong symmetry operators in integrable discretizations.
In conclusion, while this study has provided valuable insights into the discretization of recursion operators through the equivalence of recursion operators and unified bilinear forms, further investigations are essential to solidify the validity and implications of these findings within the broader context of integrable systems. Moreover, we plan to apply this procedure to other integrable systems, including the Boussinesq hierarchy, the Sawada-Kotera hierarchy, and the Ramani hierarchy.
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