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ABSTRACT

Most existing personalization systems promote items that match a user’s previous choices or those that are popular among similar users. This results in recommendations that are highly similar to the ones users are already exposed to, resulting in their isolation inside familiar but insulated information silos. In this context, we develop a novel recommendation framework with a goal of improving information diversity using a modified random walk exploration of the user-item graph. We focus on the problem of political content recommendation, while addressing a general problem applicable to personalization tasks in other social and information networks.

For recommending political content on social networks, we first propose a new model to estimate the ideological positions for both users and the content they share, which is able to recover ideological positions with high accuracy. Based on these estimated positions, we generate diversified personalized recommendations using our new random-walk based recommendation algorithm. With experimental evaluations on large datasets of Twitter discussions, we show that our method based on random walks with erasure is able to generate more ideologically diverse recommendations. Our approach does not depend on the availability of labels regarding the bias of users or content producers. With experiments on open benchmark datasets from other social and information networks, we also demonstrate the effectiveness of our method in recommending diverse long-tail items.

CCS CONCEPTS

• Computing methodologies → Machine learning; • Information systems → Recommender systems; Social networks.
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1 INTRODUCTION

Users often rely on recommender systems and Online Social Networks (OSNs) to select news and other information they consume [2, 33]. However, these algorithmic systems have also been criticized for increasing polarization and influencing political processes and events around the world. This makes it imperative to investigate better strategies for recommending personalized content to users. High-quality as well as balanced news consumption is vital for a functioning democracy [15, 31, 34]. To address these needs, this paper introduces recommender algorithms that are designed with the goal of increasing the reader’s exposure to diverse information.

To promote the diversity of views, we propose a random-walk based algorithm that can generate diverse as well as accurate recommendations. We introduce a modified random-walk exploration of the user-item feedback graph in which random-walk traversals to certain nodes are systematically erased in order to lower their importance with respect to the starting node of the random walk. We call this new approach random walk with erasure. Our approach based on this modified random walk exploration provides a general mathematical and algorithmic framework for diversifying recommendations that can be used in various domains. Our evaluation, however, mainly focuses on the problem of political content recommendations on social media platforms (e.g., Twitter).

Towards this goal, we also propose a method that can identify the political leanings of both users and the news items they share on OSNs. We collected datasets of tweets on political discussions from various countries, related to events such as general elections or referendums. We exploit the sharing behaviour of users on social media related to particular political events in order to estimate their ideological positions on a one-dimensional scale. Based on such information, our recommendation approach can suggest news items to users that purposefully exposes them to different viewpoints and increases the diversity of their information “diet.”1

A common way to diversify content is by including viewpoints from different outlets, assuming that ideological positions of political elites and news outlets are fixed over long durations. In highly contested political events, however, this approach is likely to suffer from a major problem: a set of viewpoints from politicians or news sources belonging to different ideologies can still be homogeneous. The left-right classification of users or politicians based on their long-term behavior like speeches, voting habits or social media follower patterns is also likely to fall short.

Table 1 shows two examples of how content from the same outlet were shared by groups of people with opposing political viewpoints about the 2016 Brexit referendum in the UK. Although The Daily

---

1 Note that users can still choose which stories they want to read. As such, we do not impose a news “diet” on them but provide a balanced suggestions.
Telegram is known as a conservative British newspaper\(^3\) that supported the Leave campaign,\(^3\) its report about the backtracking of a campaign promise by Leave campaigners (first example in the bottom row, Table 1) was popular among the supporters of the Remain campaign, while other pieces were popular among the supporters of the Leave campaign (second example in the bottom row, Table 1). The two opposing groups also shared articles from the BBC (top row in Table 1) differently: the first article was shared more by the Remain supporters and the second article was shared more by Leave supporters.

As a first step towards tackling this problem, we propose a novel approach to recommendation diversification that incorporates ideological positions about particular political events learned from social media signals. To the best of our knowledge this is the first work to deal with this problem. Our proposed solution has two components: (i) learning ideological positions of users, political elites, and web content as well as (ii) using the ideological positions to diversify recommendation based on random walks with erasure and a diversification strategy that exploits weak ties in social networks.

In this work, we use the one-dimensional ideological positions (left-right) for users and political content. The key difference from other approaches is that we identify such positions for political elites, users, and individual content (rather than content outlets) depending on the sharing patterns on social networks during specific political events. Additionally, we also propose a novel and effective recommendation strategy based on ideological positions.

With experimental evaluations on social network datasets, we show that our method is able to generate more politically diversified recommendations to the users without overly sacrificing accuracy. To show that random walk with erasure (RWE) is a general method that is also effective in other social and information networks, we also evaluate it on benchmark datasets from other domains like movie and restaurant recommendations. We find that RWE can recommend both highly accurate and diverse items to the users.

In summary, our contributions in this paper are the following: (i) we describe a new method to estimate ideological positions of not only users and elites, but also web content shared on social networks such as Twitter, (ii) we introduce random walk with erasure (RWE), a novel modified random walk based exploration of bi-partite feedback graphs that is useful for diversifying recommendations, (iii) on datasets of social media discussions we show experimentally that our recommendation method based on RWE is able to diversify political content recommendations—in many cases without a loss of accuracy, while state-of-the-art recommender systems generate recommendations that are less ideologically diverse, and (iv) on open benchmark datasets from other domains, we show experimentally that our algorithm can provide a general framework for diversified recommendations.

The rest of the paper is structured as follows. We review related work and describe the challenges of political content recommendation in Section 2. We introduce notations and background concepts in Section 3. Then we introduce our new method random walks with erasure in Section 4, and two diversification strategies in Section 5. In Section 6, we describe our methods for the identification of political leanings jointly using elite- and content-sharing signals. Finally, we describe our experimental setup and discuss the results of our evaluation in Section 7, and conclude in Section 8.

## 2 RELATED WORK

In this section, we review relevant literature from various fields.

**Recommendation Diversity.** Several previous works\(^1, 3, 10, 19, 30, 35, 38, 40–42, 50\) have investigated the issue of recommendation diversity. They diversify recommendations by exploiting topics and tags, post-processing of recommendations, promoting long-tail items, and so on. As a result, each of the proposed approaches provides a different kind of diversity to the users. Since the question of what constitutes a diverse recommendation does not have a clear answer, we think it is desirable to have multiple approaches and strategies for recommendation diversification.

**Ideology Detection from Social Media.** Methods that use social media behavior to estimate political leanings of users\(^9, 12, 13\) can be compared to the multidimensional scaling method famously known as DW-NOMINATE\(^{44}\), that measures ideology of parliamentarians by analyzing legislative voting behavior. Some recent works approach the problem of recommendation diversity using ideological positions\(^5, 18, 29, 32, 36\), but they either rely on outlet specific positions, or do not provide a complete recommendation framework. We not only address the problem with outlet-specific positions, but also provide an end-to-end recommendation framework, with extensive evaluations with state-of-the-art methods.

**Political Content Diversity.** In context of political content, there are additional challenges regarding the question of recommendation diversity. Exposure to diverse viewpoints, and cross-cutting discussions between users of different viewpoints may help widen their perspective and can be desirable for a healthy democracy. However, it is not enough to just diversify information without regard for several factors that influence opinion formation. Research has shown that exposure to diverse political viewpoints can also lead to further polarization\(^7\), especially in case of individuals who hold a strong viewpoint on a particular side of the debate\(^{49}\). These behaviors have been explained by selective exposure theory and confirmation bias in social sciences. Other works have found that reinforcement of strong beliefs is weaker in individuals with moderate viewpoints, or in case of two-sided neutral debates and cross-cutting exposure\(^21, 27, 43\), as explained by social science concepts like moderation theory and cross-cutting discussions.

**Weak Ties.** There is also evidence from social network theory that weak ties are important for exposure to diverse information\(^{20}\). A recent study also shows that weak-tie discussion frequency is positively correlated to online political participation\(^{48}\).

### Table 1: News stories from the same outlet (BBC in the top row and The Daily Telegraph in the bottom row) that were shared by people with opposing viewpoints about the 2016 EU referendum (Brexit) held in the UK.

| Link | Title |
|------|-------|
| https://yougov.co.uk/news/2017/03/07/how-left-or-right-wing-are-uks-newspapers/ | Brexit: Gibraltar in talks with Scotland to stay in EU (link) |
| https://www.telegraph.co.uk/politics/0/heres-where-britains-newspapers-stand-on-the-eu-referendum/ | Nigel Farage: £350 million pledge to fund the NHS was ‘a mistake’ (link) |

---

1. https://yougov.co.uk/news/2017/03/07/how-left-or-right-wing-are-uks-newspapers/
2. https://www.telegraph.co.uk/politics/0/heres-where-britains-newspapers-stand-on-the-eu-referendum/
Political Polarization on Social Networks. In the context of political news, the role of OSNs and recommender systems in political polarization has recently become subjects of public concern. This has led to an increased attention on studying the systemic bias of filtering algorithms and developing ways to correct them. A study by Facebook[8] demonstrates how algorithmic filtering affects users’ exposure to news in OSNs. To get around the negative effects of information filtering, some news organizations have started to offer curated lists containing diverse viewpoints\(^8\) in order to balance their readers’ exposure. Browser extensions have also been developed\(^5\) to inject news links to “burst the bubble.”

The challenge of diversifying recommendations can be seen as part of the research on AI and machine-learning biases [4, 22, 39, 52]. Variations of random-walks on networks have been used before to diversify rankings or improving predictions [6, 40, 51], but a general recommendation framework has been lacking.

Scholars have argued that exposure to diverse viewpoints helps broaden their acceptance, if not agreement, with such viewpoints. They are deemed essential for promoting political tolerance and deliberative democracy. Insulated discussions among like-minded participants, in contrast, can breed excessive confidence, extremism, contempt for others, and also violence [47]. The exchange of ideas among people with politically dissimilar groups is known as cross-cutting discussions. Research in this field has shown that awareness of rationales for oppositional viewpoints increases with the exposure to disagreement, and that affective polarization is negatively related to involvement in cross-cutting discussions [37, 43]. This implies that greater network diversity reduces polarization by facilitating cross-cutting discussions.

3 PRELIMINARIES

We begin by introducing the concepts and notations relevant for later sections of the paper.

3.1 Random Walks on the Feedback Graph

The user-item feedback dataset is a \(m \times n\) matrix \(A\). The entries of the feedback matrix contain the feedback from user \(u_i\) (\(i \in 1 \ldots m\)) on item \(i_j\) (\(j \in 1 \ldots n\)). In our case, we use implicit feedback, meaning that these entries are either 1 for present or 0 for missing feedback.

In this work, we also use the bi-partite graph representation \(G\) of the user-item feedback dataset. We model \(G\) as unweighted and undirected graph (all edges have the same weight), but we could also generalize the definitions to a weighted version. The adjacency matrix of the bi-partite user-item graph has the dimension \((m + n) \times (m + n)\) and is constructed as shown in (1):

\[
A^G = \begin{bmatrix} 0 & A^r \\ A^u & 0 \end{bmatrix}
\]

(1)

The transition-probability matrix \(P\) for \(A^G\) is obtained by row-normalizing its entries:

\[
P = D^{-1} A^G, \text{ where } D_{ii} = \sum_j A^G_{ij}.
\]

\[\text{For example: } \text{https://www.theguardian.com/us-news/series/burst-your-bubble} \text{ and http://graphics.wsj.com/blue-feed-red-feed/}\]

\[\text{For example: } \text{https://www.escapeyourbubble.com/ and http://politecho.org/}\]

\(D\) is the degree matrix which has the degree of the nodes of the graph in its diagonal elements. The transition-probability matrix \(P\) has some interesting properties. Its entries \(P_{ij}\) encode the probability of a random-walk starting at node \(i\) arriving at node \(j\) in one step. Every odd-power of \(P\) (e.g., \(P^3\)) represents the transition probabilities for random walks starting at one of the user vertices and arriving at one of the item vertices. Consider a row-vector \(v_s \in \{0, 1\}^{(m+n)}\) all of whose entries are zero, except at index \(s\). Then, the vector-matrix multiplication \(v_s P^k\) gives the transition probabilities for three-step random walks starting at node \(s\).

Instead of starting with an initial state probability of 1, if the random walkers start with a mass of \(\epsilon_s\), the index \(s\) of \(v_s\) contains \(\epsilon_s\) instead of 1, and the transition probabilities are obtained by vector-matrix multiplication as before: \(v_s P^k\), where \(k\) is the number of steps in the random walk.

3.2 One-dimensional Ideological Positions

A seminal work about the estimation of ideological positions is called their ideal points. These approaches place the politicians on a latent dimension, which is usually a point in the one-dimensional left-right scale. Using this ideological dimension, a politician can be said to be left- or right-wing depending on whether her estimated position is towards the left or right of the center.

In this work, we estimate ideological positions for not only political elites, but also common users and the political content (URLs) they share on social media. We denote the ideal points of user \(u\), elite \(e\), and content \(c\) by \(\theta_u\), \(\phi_e\), and \(\psi_c\). By learning these positions jointly, we place them on a common ideological scale where comparisons can be made about their relative positions. For example, user \(u_p\) and URL \(l_q\) can be said to share similar political stance if their ideological positions are nearby, i.e., \(|\theta_p - \psi_q|\) is small.

4 RANDOM WALKS WITH ERASURE

In this section we define our new random-walk method, called random walk with erasure (RWE). In RWE, we introduce variation on the usual random walk in the forms of erasures.

At certain steps in the random walk, erasures cause a fraction of the mass reaching the destination vertices to be erased and sent back to the origin vertex. In other words, for a vertex that receives a mass of \(p\) from a random walk, a portion \(p \times q\) is erased, where \(0 \leq q < 1\) is the amount of erasure. The remaining mass stays at the vertex and the erased mass is sent back to the vertex from which the random walk started.

We can express this in probabilistic terms: erasure probability \(q\) defines the probability with which the walk reaching a destination vertex is erased and sent back to the origin vertex. At the next iteration, instead of the usual mass of 1, the walker starting at the origin vertex starts her walk with the mass accumulated from the erasures in the previous iteration. It is important to note that at each iteration the initial mass in the starting vertex gets smaller and is always less than 1. In this way, RWE induces different random walk transition probabilities than the usual random walk.

The intuition behind RWE is to allow different probability distributions than those induced by the degree distribution of the
graph. This provides the flexibility to favor certain nodes during the random-walk exploration, based on their attributes, or similarity with the origin vertex. We exploit this property of RWE to diversify recommendations by proposing two different strategies described below. First we start with a formal definition of RWE.

4.1 Formal Definition

RWE proceeds like a regular random walk except for two important differences. The first involves an erasure-matrix \( Q \) which encodes the node-specific erasure probabilities. The second is the erasure process itself. We now describe them in detail.

The amount by which the walks arriving a vertex are erased is not the same for all vertices—they differ for each pair of random walk origin and current vertex. These quantities are encoded in \( Q \in \{0, 1\}^{(m+n)\times(m+n)} \). The entries \( Q_{ij} \) indicate the erasure probabilities from destination vertex \( j \) to the origin vertex \( i \).

Note the distinction between PageRank and RWE: while the restart probability and the erasure probability in the two method seem similar, the crucial difference is that the erasure probability is different for each pair of vertices and the number of walks that get erased varies in each iteration, until convergence.

At each iteration of the random-walk, RWE proceeds as follows: (a) start regular random walks of odd number of steps \( k \) from origin vertex \( s \), and as specified by the transition probabilities \( P \) in (2), (b) at the destination vertex \( j \), with probability \( Q_{ij} \), erase the walk; with probability \( 1 - Q_{ij} \), do not erase the walk, and (c) at the second iteration, start new random walks from the origin vertex with the following probability

\[
(P^k \circ Q) I \circ I_s
\]

Here \( I \) is a \( m + n \) dimensional vector with all ones, \( \circ \) is the Hadamard product, and \( P^k \circ Q \) encodes erasures from the previous iteration. Multiplication with \( I \) sums up all the erasures arriving at each origin-vertex. Considering \( s \) as the origin user-vertex, \( I_s \) is the \( s^{th} \) column of \( (m+n) \times (m+n) \) dimensional identity matrix and the final Hadamard product gives the initial state probability modified due to erasures.

This process is continued for sufficient number of iterations and finally the number of walks at the destination vertices that were not erased is used to estimate the probability of a \( k \)-step RWE starting at \( i \) and reaching \( j \) without being erased. We use this probability to score item-nodes for recommendation tasks.

5 DIVERSIFICATION STRATEGIES

The Erasure matrix \( Q \) can be defined by the service providers according to their strategy for diversifying recommendations. In other words, the strategy determined by \( Q \) can be defined to favor diverse items that would be less traversed by regular \( k \)-hop random walks.

Note that the items in the final recommendation list are those in the local neighborhood (when \( k \) is not large) of the user vertices; only the probability of traversal to those vertices are changed due to \( Q \). RWE diversifies the recommendations by promoting diverse items connected by weak links, and is less likely to recommend items that are too dissimilar or unfamiliar to the users.

In this section, we present two examples of diversification strategies: one for long-tail and one for political content diversity.

5.1 Long-tail diversity (RWE-D)

To use RWE for promoting long-tail diversity, as in \( R^3 \beta \) [40], one can define erasure matrix \( Q^D \) as given in (4), where \( D \) defined in (2) is the diagonal matrix containing vertex degrees, and \( \beta \) is a parameter that can be used to tune the erasure probabilities. This strategy depends only on the degree of item vertices and has the effect of preferring low-degree (long-tail) items.

\[
Q^D_{ij} = 1 - \frac{1}{D_{jj}^\beta}
\]

5.2 Bridging political viewpoints (RWE-B)

Before describing our strategies for diversifying political content recommendation, we illustrate example ideological positions of four users in Figure 1. Those towards the left in the ideological scale (e.g., \( u_1 \)) are called left-leaning and those towards the right (e.g., \( u_2, u_3, u_4 \)) are called right-leaning. These are relative comparisons with respect to other users, and we can also compare the distances and similarities between users based on their ideological positions: \( u_3 \) is more right leaning than \( u_2 \) but more left leaning than \( u_4 \), the distance between \( u_1 \) and \( u_2 \) is higher than between \( u_2 \) and \( u_4 \), and \( u_2 \) is more similar to both \( u_3 \) and \( u_4 \) than \( u_1 \) is.

In this work, we also identify ideological positions for political content (e.g., videos, news, social media posts, etc.) and elites. The ideological positions for user \( u \), elite \( e \), and content \( i \) are \( \theta_u, \psi_e \), and \( \varphi_i \), respectively. Based on these positions, we define similarity between a content-user or a elite-user pair as: one minus the normalized absolute difference in their ideological positions: \( \text{sim}(i, u) = 1 - (|\psi_i - \theta_u|)/(\max \theta_i - \min \theta_i) \) for content \( i \) and user \( u \), and \( \text{sim}(e, u) = 1 - (|\psi_e - \theta_u|)/(\max \theta_e - \min \theta_e) \) for elite \( e \) and user \( u \), where \( [\max \theta, \min \theta] \) is the range of all ideological positions. It is symmetric and bounded between \([0, 1]\).

It is possible to transform the ideological positions (e.g., into z-scores), or to define similarity as a non-linear transformation of distance (e.g., using logarithmic transforms). We leave the study on the effect of such transformations for future work.

As discussed in Section 2, the definition of diversity in the context of political content is far from clear. A diversification strategy that offers viewpoints radically different to a user’s position is not likely to be appreciated by that user. Viewpoints that are different but not too far from the user’s own ideological position i.e., connected via weak links—can be expected to appeal more to the user than those that are at a greater distance. Such different viewpoints are likely to be reachable through others who are close to the user but in the opposite side of the political spectrum. We call them bridge users, and in Figure 1, \( u_2 \) could be a bridge user between those on her right (\( u_3 \) and \( u_4 \)) and those on her left (\( u_1 \)). Similar notions apply in case of elites and content. Bridges are weak ties whose ideological positions are on the opposite side of the user’s own position.
Based on these motivations, we present the RWE strategy for bridging diverse political viewpoints and define the corresponding erasure matrix $\mathbf{Q}^B$ for user-content pairs as:

$$
\mathbf{Q}^B_{u,i} = \begin{cases} 
\text{sim}(u, i), & \text{if } i \text{ is a bridge with respect to } u \text{ to } \epsilon, \\
0, & \text{otherwise}
\end{cases},
$$

where the values in $\mathbf{Q}$ are less than 1, and the parameter $\epsilon < 1$ is determined by the service provider. A high $\epsilon$ causes random walks reaching non-bridge elites or content to be erased at a higher rate. The erasure matrix $\mathbf{Q}_{u,e}$ for user-elite pairs is defined similarly.

### 6 POLITICAL IDEOLOGY DETECTION

In the previous sections, we discussed how we can use the ideological positions to find candidates for diversifying recommendations. Now we provide the details about our method to identify ideological positions for users, elites, and content. For this purpose, we consider two user-item feedback graphs: the elite-endorsement graph and the content-share graph. We construct these datasets from social media discussions around particular political events like elections, protests, or referendums. We use datasets of Twitter discussions, but the approach can be applied to similar datasets from any other social network. In the elite-endorsement graph, there are $m$ users $\mathcal{U}$ and $n$ elites $\mathcal{E}$. Elites are those individuals who are endorsed often, it is possible for the same real-life person to be present both as a user and an elite in our dataset. The same users $\mathcal{U}$ and $n_i$ content-identifiers $I$ constitute the content-share graph.

We treat retweets and content-sharing as acts of endorsements of elites and content by users with similar ideological positions. We consider any URL present in the tweets as a web-content and these URLs could refer to news, videos, pictures, or other social media posts. Similarly, we consider a retweet as an elite-endorsement. From these feedback graphs, we can construct two matrices similar to feedback matrices defined in Section 3.1: $R$ of dimension $m \times n_e$ for the elite-endorsement graph and $S$ of dimension $m \times n_i$ for the content-share graph. The entries $R_{u,e}$ are 1 if user $u$ has retweeted the elite $e$ and likewise entries in $S_{u,i}$ are 1 if user $u$ has shared the content $i$. The remaining entries are zero.

#### 6.1 Using the elite-endorsement graph

We assume a one-dimensional ideological space and want to recover the ideal points $\theta \in \mathbb{R}$ for users and $\phi \in \mathbb{R}$ for elites in this space. If a user and an elite share similar ideological positions, we assume the distance between them in this space to be low, and model these as quadratic utility functions similar to [9, 11]. With this assumption, $R_{u,e} = 1$ indicates that distance between $u$ and $e$ is small in this space. We model this in probabilistic terms, and state the probability of the user endorsing an elite using the logistic function:

$$
p(R_{u,e} = 1 \mid \theta_u, \phi_e, \alpha_u, \beta_e) = \frac{1}{1 + \exp(-||\theta_u - \phi_e||^2 + \alpha_u + \beta_e)}
$$

where the terms $\alpha_u$ and $\beta_e$ are bias terms associated with $u$ and $e$, and account for the differences among users and elites respectively.

Using Bayesian inference, Bernoulli probability mass function, and under the assumption that all observed endorsements $R_{u,e}$ are independent, we get the following:

$$
p(\theta, \phi, \alpha, \beta \mid R) \propto \prod_{(u,e) \in \mathcal{U} \times \mathcal{E}} p(R_{u,e} = 1 \mid \theta_u, \phi_e, \alpha_u, \beta_e)^{a_{u,e}} (1 - p(R_{u,e} = 1 \mid \theta_u, \phi_e, \alpha_u, \beta_e))^{1-a_{u,e}}
$$

The parameter $a_{u,e}$ is used to assign confidence to the observed endorsement of $e$ by $u$, and it could be a function of the number of times $u$ has endorsed $e$.

To simplify the notation, we write

$$
\Pi_{u,e} = -||\theta_u - \phi_e||^2 + \alpha_u + \beta_e.
$$

After placing standard normal priors on $\theta$ and $\phi$, and taking the log of posterior, we get the following log-likelihood function with L-2 regularization terms:
After placing standard normal priors on $\psi$ as before, and adding contribution from (10) as an additional regularizer on (8), we get the following log-likelihood function for joint optimization, where $\mu$ trades-off the contribution from elite-endorsement graph:

$$\arg\min_{\theta, \psi, \alpha, \beta} p(\theta, \psi, \alpha, \beta | R, S) \propto \mu \sum_{(u,e) \in U \times E} a_{u,e}(\Pi_{u,e}) - \log(1 + \exp(\Pi_{u,e})) - \frac{\lambda}{2} \| \theta \|^2 + \frac{\lambda}{2} \| \psi \|^2,$$

(11)

The local maxima of (8) and (11) can be found via a gradient-based optimization in which all but one parameter are fixed at each step and they are updated alternatively.

Figure 2: Graphical models for the ideology detection in social networks using endorsement of elites $E_j$ by users $U_j$ (left), and endorsements of elites and content $i_k$ by users (right), where the $\sigma_s$ are the priors for the elites, users, and items.

7 EXPERIMENTS

Now we describe the setup and the findings of our experiments.

7.1 Dataset Collection and Properties

To evaluate the performance of our method and baselines on political content diversification, we crawled tweets during three political events and created these datasets: (a) UK2016 from the 2016 EU referendum in the UK, (b) US2016 from the 2016 US presidential elections, and (c) DE2017 from the 2017 German federal elections. We used Twitter’s search API to crawl the tweets containing any one of the common terms related to the online discussion about the events. We included the terms from [24, 25, 28] and those appearing in Twitter’s trending topic lists. These search terms are shown in Tables 2, 3, and 4.

For UK2016 and US2016 datasets, we gathered roughly equal number of tweets for each major campaign position (Remain and Leave) or presidential candidate (Donald Trump and Hillary Clinton). For DE2017 dataset, we included search terms representing each major political party and some general terms related to the election. For UK2016, we collected tweets from the day of the referendum to until about ten days later. For US2016, we collected tweets from a week before till the day of the election. For DE2017, we collected tweets from a day before the election to about ten days later. To filter suspicious users and content, we removed tweets that were not retweeted more than 50 times, and also the tweets by users who had few followers or who did not tweet often. Note that this step may not filter out bots and automated accounts.

We created two user-item feedback graphs for each dataset: (a) elite-endorsement, and (b) content-endorsement. We treat each Twitter user who is retweeted more than five times as an elite and each URL that is included in more than five tweets as a web-content. For URLs, we apply some preprocessing steps like un-linking, and each URL that was not retweeted more than 50 times, and also the tweets by users who had few followers or who did not tweet often. Note that this step may not filter out bots and automated accounts.

We created two user-item feedback graphs for each dataset: (a) elite-endorsement, and (b) content-endorsement. We treat each Twitter user who is retweeted more than five times as an elite and each URL that is included in more than five tweets as a web-content. For URLs, we apply some preprocessing steps like un-linking and resolving re-directions. The rows of both matrices denote users and columns denote elites (in $R_{u,e}$) and web-content (in $S_{u,i}$), respectively. Additionally, we evaluate RWE-D on two benchmark datasets from recommender systems: Movielens-1M and Yelp-Restaurants. Table 5 shows the statistics of these datasets.

7.2 Political Ideology Detection

We evaluate our models introduced in Section 6 in identifying political positions of political elites in the three datasets described in Section 7.1. The ideological positions detected by the joint model
in Section 6.2 are given in Figure 3, 4, and 5 for US2016, UK2016, and DE2017 respectively.

**Figure 3:** Estimated ideological positions of political elites in 2016 US Presidential elections (US2016 dataset).

**Figure 4:** Estimated ideological positions of political elites in 2016 EU Referendum in the UK (UK2016 dataset).

**Figure 5:** Estimated ideological positions of political elites in 2017 German Federal elections (DE2017 dataset).

**Table 6:** Pearson correlation coefficients for estimated ideological positions compared with baselines results [9]. Better result in each row is boldfaced. UK2016 shows a weak correlation; traditional left-right positions in the UK politics were not strongly reflected in the Brexit campaign.

| Dataset | Elite endorsement only | Joint learning from elite- and content-endorsement |
|---------|------------------------|-----------------------------------------------------|
| US2016  | 0.87                   | 0.93                                                |
| DE2017  | 0.56                   | 0.64                                                |
| UK2016  | 0.44                   | 0.50                                                |

The average and standard deviations from three separate runs are plotted as ideological positions on the x-axis. For Figure 3 and 4, the elites on the y-axis are the Twitter users that are common to both our dataset and [9]. For Figure 5, the common Twitter users (with [9]) mostly included media personalities, so we manually chose the users close to each major party with the highest number of Twitter followers.

**Result 1:** Our method accurately identifies ideological positions from social network signals. We compare the performance of two algorithms in Section 6: positions learned from elite endorsement only and positions learned jointly by using by elite endorsement and content-endorsement. The comparisons with [9] are given in Table 6. We see that for all datasets, positions learned jointly by using both social network signals perform better than those learned by using the endorsement signal only. The correlation is especially strong for US2016 dataset but is weak for UK2016.
dataset. The reason is that during the EU referendum of 2016, traditional left-right distances in the UK politics were not strongly reflected in the campaign endorsements by the political elites.

In all datasets we see a general separation of political elites into their left and right positions. For example, Democratic primary candidates Hillary Clinton and Bernie Sanders are located on the left, and Republican primary candidates Ted Cruz and Donald Trump are located on the right in Figure 3. An interesting observation can be made in Figure 4 where most Labour party leaders are located in the left and most Conservative party leaders are located in the right. However, Conservative party leaders Nick Hurd and Ed Vaizy campaigned for the Remain campaign, and has been located rightmost among all Labour politicians by out method. A list of MPs and their endorsements for the Leave campaign, and has been located rightmost among all Labour politicians by out method. 7 In case of Figure 5, we can see that the traditional left-right alignment of German parties like Green, Linke, ALDE, CDU, FDP, and ALD is reflected on the detected ideological positions.

7.3 Recommendation Baselines and Measures

To choose baselines for comparing RWE, we referred to a recent work that analyzed several popular recommender algorithms [16, 17]. Since RWE is based on graph exploration, we searched for baselines representing graph-based algorithms, as well as other methods that have shown to produce highly accurate and diverse recommendations. For political content diversification, we include the state-of-the-art graph based method RP β 3 [40], which also deals with long-tail item diversity. Additionally, we include P3 [14], which achieves high accuracy but does not deal with diversity. Note that RP β 3 outperforms the popular matrix factorization baseline BPRMF [45]. For this reason, we include [26], which is a strong matrix-factorization baseline (MF). Finally, we also compare with item-based collaborative filtering (CF) [46]. For long-tail diversity, we compare RWE-D against CF, P3 and RP β 3 since previous work has shown that they all outperform latent-factor models [40].

Among the several measures for evaluating the accuracy of a recommender system, we use the common ones: AUC, Mean Rank (MR), Hit-rate (HR), and Precision(P) at top-10. Higher values of these measures indicate better accuracy.

For measuring long-tail diversity, we borrow the measures Gini-Diversity (GiniD@20), Personalization (Pers@20), Surprise (Surp@20), and Average Degree (AvgDeg@20) from the literature [1, 40]. Higher values of GiniD, Pers and Surp, as well as lower value of AvgDeg indicate better diversity.

For ideological diversity, we measure the average range of ideological positions in the top-k recommendations as RecRange@k = 1/k |u| \( \sum_{u \in U} \max (\text{pos}(R_u[1:k])) - \min (\text{pos}(R_u[1:k])) \), where \( R_u \) is the ranked list of recommendations for user \( u \) and \( \text{pos}(x) \) gives the ideological position of \( x \).

To evaluate the recommender algorithms, we divide the datasets into train-test splits in the following way: for each user with more than three interactions, we randomly select 30% of the items into test-set. The remaining interactions are selected into train-set. We repeat this process three times, creating three independent test-train splits. We run each algorithm three times (once on each test-train split) and report the average results.

For RWE-based algorithms, we use a parameter \( v \) to change the values of erasure matrix as \( Q^{uv} \) (this is an element-wise operator and preserves the properties of the erasure matrix), and use \( e = 0.9 \). To search for the best parameters, we do a grid search on \( v, \beta \), and number of nearest neighbors \( k \) in case of RWE, RP β 3, and CF respectively. In case of MF, we do a grid search on the number of components \( k \) and regularization constant. We choose the parameters that result in the best AUC and report the corresponding results for all eight datasets in Table 8, where measures related to accuracy and long-tail diversity are in columns 2-5 and 6-9 respectively.

7.4 Long-Tail Diversity

Result II: RWE generates accurate and diverse long-tail recommendations. We can see from Table 8 that on all datasets RWE is able to achieve best accuracy result (measured by AUC, Hit Rate, Precision, and Mean Rank). On ML-1M and Yelp datasets, where RWE-D’s erasure matrix is designed to promote long-tail diversity, it achieves similar or second-best results to RP β 3 (measured by Gini, Average Degree, Personalization, and Surprisal). It shows that in addition to political content, RWE is also suitable for general recommendation tasks (e.g., movies, or restaurants). In terms of long-tail diversity, on the Twitter-based datasets RWE does not perform so well because its erasure matrices are designed to promote diversity of political positions. While CF generates better long-tail diversity, it does so at a high cost to accuracy.

7.5 Ideological Diversity

Result III: RWE generates ideologically diverse recommendations. In case of Twitter-based datasets for political content, we lack measures that comprehensively capture the recommendation diversity. In this section, we use four methods: (i) average range of ideological positions in the top-10 recommendations RecRange@10 (ii) visual comparison of ideological distribution of items in top-k recommendations. (iii) Kolmogorov-Smirnoff statistic to quantify the difference in distributions of political ideology in top-k recommendations, and (iv) new measures to numerically and visually inspect the ideological diversity for users across the spectrum. The first three results are presented below and the fourth can be found in Appendix A.1. In all cases we compare RWE-B against the algorithms which are most competitive in terms of accuracy (P3 β ) and RP β 3. Unless otherwise specified, the parameters corresponding to the best accuracy measure in Table 8 are used.

In Table 7, we list the RecRange@10 values for the algorithms which are most competitive in terms of accuracy. We can observe that RWE-B outperforms other methods in all but one dataset.

To illustrate the diversification of recommendations by RWE-B, we compare the recommendations of the most accurate baselines with our approach on the US-RT dataset (results for other datasets are similar and omitted for space reasons). In this example, the task is to recommend elites to users (elites are items in the traditional recommender system terminology). First, we classify users with ideological positions less than −0.5 as Left-leaning, with positions

---

7 https://www.bbc.com/news/uk-politics-eu-referendum-35616946
greater than 0.5 as Right-leaning, and the rest as Center-leaning. Then, we compare the distribution of ideological positions of items in the top-10 recommendations for all three types of users. The results are shown in Figure 6.

All the baselines shown in the figure achieve good accuracy, but they do so by recommending different kinds of political content. On the x-axis of these plots are the average ideological positions in the top-10 recommendations (elites), and colors of the density plots indicate the political ideology of the users for whom the recommendations are generated. The first three plots are for baseline algorithms: collaborative filtering (CF), three-hop random walk ($P_3$), and $RP_{3\beta}$, which is a diverse recommender system based on $P_3$. The bottom plot is obtained from the recommendations of RWE-$B$, which uses bridging diversification strategy. We can see that the baselines’ recommendations are more polarized, i.e., there are very few recommended items from the middle of the political spectrum, and most recommendations are either strongly left-leaning, or strongly right-leaning. Although biases in recommender systems have been studied before, they have not been examined before in the context of political content.

In contrast, our algorithm is able to recommend more items from the middle of the spectrum. Similarly, the content is less polarized. As already discussed, even though it is not clear what constitutes a good diversification strategy, RWE-$B$ is flexible enough to allow different diversification strategies to be plugged in to the system. Our strategy in Figure 6 shows that it is able to recommend more items that are both (i) dissimilar to the users’ ideological positions and (ii) are not too far from the center of the spectrum.

We also used Kolmogorov-Smirnov statistic with the null hypothesis that the distribution of political ideology in the top-10 recommendations generated by RWE-$B$ is similar to those of baseline algorithms. With very high probability (p value = 0.0001), we are able to reject the null hypothesis (against all baselines).

Additional results demonstrating the higher ideological diversity of RWE-$B$’s recommendations are presented in Appendix A.1.

8 CONCLUSION, LIMITATIONS, AND FUTURE WORK

In this paper, we described the problem of diversifying personalized recommendations and its several challenges, especially in the context of political content. We proposed a novel approach to diversify recommendations in social and information networks
and showed that it is able to generate accurate and diverse recommendations. Our work has the following assumptions and limitations. First, we assume one-dimensional ideological positions, which is a simplification of real-world political debates. Second, a proper measure for assessing political content diversification is still lacking and may be the subject of debate [23]. Third, we need to test RWE in an real-world, interactive scenario. Last, in the absence of bridge users, finding content that are both diverse and agreeable could be challenging. In practice, this could be addressed by introducing a threshold in our method to specify the maximum extent of diversification, or the minimum number of bridge-users needed to promote items. We plan to explore these limitations and ways to diversify recommendations based on additional dimensions in future work.

Recent events have shown that the power of OSNs, online news outlets, and automated recommendations should not be underestimated. With our work, we hope to contribute to the endeavour of making machine learning algorithms and recommender systems support healthy debates to enable a better society.
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A.1 Additional Results

In addition to the results presented in Section 7.5 of the main paper, here we introduce some new measures in order to help understand the difference in the ideological diversity of recommended items for users across the spectrum. The top half of Table 9 contains measures for average ideological position of recommendations (Rec-pos) and training items (Train-pos), difference between Rec-pos and user’s ideological position (User-shift) and between Rec-pos and Train-pos (Train-shift), and the range of recommended items’ positions (Rec-range). In the remainder of this section, we use a cutoff of toppk = 10 for evaluating recommendation diversity.

We show these measures for P3, RP3, and RWE-β on the US-URL dataset in Figure 7. The relations of θR and Train-pos with Rec-pos can be seen in the first two rows, and their relations with User-shift and Train-shift can be seen in the third and fourth rows. From the first two rows, we see that RWE-β recommends more items from the upper and lower quadrants to users in the left and right respectively, and items from the center to users throughout the spectrum. From the third and fourth rows, we see that RWE-β has bigger positive shift for users in the left and bigger negative shift for users in the right. In comparison, other algorithms have considerably less shift for most users and items are concentrated in the user’s own quadrant, showing that their recommendations are not diverse. The fifth row shows the relationship between θR and Rec-range, where RWE-β has fewer recommendations with a narrow range (bottom of the plot) for users throughout the spectrum.

To summarize the above measures for all users in a dataset, we introduce five measures based on the weightings of the measures described above by user’s positions or training items’ average position. First, let us revisit the two (proposed) desirable properties for diverse recommendations: (i) recommendations should lean towards the center relative to a user’s ideological position and (ii) recommendations should span a wider range of ideological positions for users in the extremes of the spectrum. The first condition implies that for users on the left-side (or right-side) of the spectrum, a bigger positive difference (or negative difference) between the
shift the recommendations towards more moderate positions from user

Figure 7: Distribution of different ideological diversity measures for all users and top-10 recommendations in the US-URL dataset. Compared to the most competitive algorithms, RWE-B is able to (i) recommend items whose ideological positions is different from the user and her observed preferences, (ii) shift the recommendations towards more moderate positions from user and her observed preferences, (iii) recommend items that span a wider range of ideological positions for all users.

Table 9: Measures for ideological diversity in recommendations (recs = recommended items, trains = training items, pos = ideological position, \( \theta_u \) = user \( u \)'s ideological position, \( R_u \) are items recommended for user \( u \), \( T_u \) are training items for user \( u \), abs(·) is absolute value of \( x \), \( k \) is the threshold for top-k measures).

| Measure | RP_{β}^3 | P^3 | RWE-B (v = 5.0) | RWE-B (v = 2.0) | RWE-B (v = 0.5) |
|---------|----------|-----|-----------------|-----------------|-----------------|
| UW-Recs | 1.99     | 1.90 | 1.79*           | 1.29**          | 1.51**          |
| TW-Recs | 1.95     | 1.83 | 1.73            | 1.47**          | 1.56*           |
| UW-Shift| -0.84    | -0.92| -1.04*          | -1.53**         | -1.31**         |
| TW-Shift| -0.11    | -0.24| -0.33           | -0.59*          | -0.49*          |
| UW-Range| 2.60     | 2.76 | 3.13*           | 3.82**          | 3.60**          |
| AUC     | 0.90     | 0.90 | 0.91            | 0.90            | 0.90            |
| HR@10   | 0.29     | 0.35 | 0.36            | 0.35            | 0.34            |

Table 10: Average measures of ideological diversity and recommendation accuracy in the US-URL dataset across three independent cross-validated runs. Best results are boldfaced and statistically significant difference with the best non-RWE result is indicated with asterisks (one tailed Welch’s t-test, * p-value < 0.05, ** p-value < 0.01). RWE-B (v = 5.0) has the highest accuracy and all parameterizations of RWE-B produce more diverse result with accuracy similar to non-RWE baselines. Increasing the amount of erasure (v = 2.0 and 0.5) shows the trade-off between accuracy and diversity. Lower values in the first four rows and higher values in the bottom three rows indicate better results.

recommended and reference positions indicate higher diversity. Similarly, for users with higher absolute positions, a wider range of recommendations are desired. These summary measures are presented in the bottom half of Table 9, where smaller values of UW-Recs, UW-Shift, TW-Recs, and TW-Shift and larger values of UW-Range indicate more diverse recommendations.

In Table 10, we compare the performance of different parameterizations of RWE-B with the most competitive baselines, where the measures are the averages across all users in the US-URL dataset for three independent cross-validated runs. We observe that RWE can generate more ideologically diverse recommendations (low values of UW-Recs, TW-Recs, UW-Shift, TW-Shift, and high values of UW-Range). We also observe a trade-off between accuracy and diversity as we change the amount of erasure. The performance of RWE-B with \( v = 5.0 \) is the most accurate (in terms of AUC and HR), but the performance of RWE-B with higher amounts of erasure are also statistically indistinguishable from non-RWE baselines in terms of accuracy, while being more diverse.