Abstract—Network address translation (NAT) is a basic functionality in cloud gateways. With the increasing traffic volume and number of flows introduced by the cloud tenants, the NAT gateway needs to be implemented on a cluster of servers. We propose to scale up the gateway servers, which could reduce the number of servers so as to reduce the capital expense and operation expense. We design HyperNAT, which leverages smartNICs to improve the server’s processing capacity. In HyperNAT, the NAT functionality is distributed on multiple NICs, and the flow space is divided and assigned accordingly. HyperNAT overcomes the challenge that the packets in two directions of one connection need to be processed by the same NAT rule (named two-direction consistency, TDC) by cloning the rule to both data paths of the two directions. Our implementation and evaluation of HyperNAT show that HyperNAT could scale up cloud gateway effectively with low overhead.

I. INTRODUCTION

Modern public clouds support their tenants to build their own virtual private cluster (VPC) and connect with the Internet. A crucial component between the VPC and the external Internet is the cloud gateway, which undertake the address translation between the VPC private addresses and the cloud public addresses. In current production networks, cloud gateways are usually implemented as software (e.g., Click, NetBrick, and DNAT [13], [18], [21], [22]) on commodity servers for flexible deployment, routing, and management [19].

The trend of migrating infrastructure into clouds for online server providers (e.g., e-commerce, searching, e-retail, cloud computing, and multimedia entertainment) leads to the exponential increase of cloud computing, e.g., at an increasing rate of more than 60% annually from 2015 to 2021 [17]. However, the server computation power (CPU, PCIe, NIC) does not increase at the same speed. Until 2019, a large data center needs to exchange 1Tbps traffic (peak 1.5Tbps) [19], but the recent advanced Network Function Virtualization (NFV) platforms can only support processing traffic at a speed of 10-40Gbps [8] [12] [15]. As a result, cloud NAT gateway needs to be implemented in a distributed manner, usually on a rack of multiple servers.

Implementing one appliance (i.e., cloud gateway) on too many servers is not friendly to network management because that would lead to extra capital expense (CAPEX) and operation expense (OPEX) (e.g., complexity in availability and consistency control [19]). Thus, we propose to scale up the cloud gateway instead of scaling out it — i.e., improving each cloud gateway server’s processing capability. We take the opportunity of recent progress in smartNICs; it has extra computation circuit on the NIC, providing the potential to offloading the NAT from the server to the NICs.

HyperNAT is designed based on the following observations. First, the processing capacity of a gateway server is not bounded by the NIC bandwidth (~10Gbps vs 25Gbps per NIC), but the datapath inside the server (NIC to memory, to CPU, and back to NIC; via bus). Second, the programmability of the smartNIC can handle the NAT logic, e.g., Broadcom Stingray, Cisco Nexus X25 [2], Mellanox Bluefield [1]. Thus, we propose to offload one server’s functionality/workload to its multiple smartNICs so that the bottleneck can be bypassed and the processing capacity can be increased proportionally to the number of NICs.

In HyperNAT, each gateway server is equipped with multiple smartNICs. The flow space of the server is partitioned into multiple subspaces, with each NIC in charge of one. Each flow is assigned to one NIC for the traffic processing by a hash function, i.e., address translation. Essentially, HyperNAT distributes the traffic to multiple NICs instead of the server CPU so that the processing capacity is scaled up.

We overcome the challenge of achieving two-direction consistency (TDC) for one flow among multiple NICs. For one connection, its outgoing traffic (from the tenant to the Internet) and incoming one has different flow identifiers (i.e., the five-tuple), and it is challenging to design a hash function that can assign two-direction packets to the same NIC. In HyperNAT, we do not try to assign the two-direction traffic to the same NIC; instead, we duplicate the state of a connection to both NICs so that the bottleneck can be bypassed. Each cloud gateway server’s processing capability. We take the opportunity of recent progress in smartNICs; it has extra computation circuit on the NIC, providing the potential to offloading the NAT from the server to the NICs.
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HyperNAT is designed based on the following observations. First, the processing capacity of a gateway server is not bounded by the NIC bandwidth (~10Gbps vs 25Gbps per NIC), but the datapath inside the server (NIC to memory, to CPU, and back to NIC; via bus). Second, the programmability of the smartNIC can handle the NAT logic, e.g., Broadcom Stingray, Cisco Nexus X25 [2], Mellanox Bluefield [1]. Thus, we propose to offload one server’s functionality/workload to its multiple smartNICs so that the bottleneck can be bypassed and the processing capacity can be increased proportionally to the number of NICs.

II. BACKGROUND

Cloud gateways are facing the scalability issue, and smartNICs provide the promise to scale up gateway servers.

A. Cloud Gateway and Problem Statement

Functionality. A cloud tenant usually sets up its virtual private cluster (VPC) inside the cloud and exchanges data...
with the Internet. The tenant can assign VMs in the VPC with virtual addresses (IP address and TCP port), whose space is called the internal address space denoted by $I$. Different tenants’ internal address spaces are isolated.

When VMs in a cloud communicate with the Internet servers, their connection needs to be assigned with an external address. The Internet routers use the external address and the Internet server address to deliver traffic between the cloud and the Internet servers. The external space is denoted as $E$, and the remote Internet address is denoted as $R$. Figure 1 illustrates the three address spaces.

In the whole process, the internal VMs initiates a connection with source and destination addresses $<addr_I^I, addr_R^R>$, and the connection packets are translated by the cloud gateway to $<addr_I^E, addr_R^R>$ and arrive at the Internet server; the Internet server replies traffic with addresses $<addr_R^R, addr_I^E>$, which is translated by the gateway to $<addr_R^R, addr_I^E>$ and arrives at the internal VM.

There are also connections initiated by cloud external servers to internal VMs, which is achieved by static assignment of a cloud external address (also called public address) to the internal VM address. This kind of address translation usually supports online services (a public address to clients), which has a separate component other than the one above supporting the internal-initiated connections. In this paper, we focus on the cloud gateway for internal-initiated connections.

NAT can be implemented as a piece of software or special hardware devices. Modern cloud usually choose software NAT for flexible management — software NAT can be copied and booted up on any server, and they are easy to be duplicated as many instances to support the large volume of traffic.

### Scalability Issue

The demand for cloud traffic increases much faster than the growth of processing capacity at the gateway server; thus, a cloud gateway is usually implemented on multiple servers in a cluster. By the report from Miliz [17], the cloud traffic increases from 4.7 Zbps to 20.6 Zbps in five years. But on the server side, CPU frequency decreases show an obvious increase in recent years, bus bandwidth takes several years to evolve one generation, and typical commodity NIC bandwidth increase from 10Gbps to 25Gbps.

As a result, the cloud provider needs to set up more instances of gateway to serve the traffic of increasing volume. Increasing servers is not in favor of network operators, as it causes obvious CAPEX. The OPEX is even worse, as the distributed implementation of one functionality on multiple servers usually introduces extra system complexity and lowers the availability (e.g., failover and consistency) [17].

### B. SmartNIC and Opportunity

Recent progress in smartNICs inspires us to consider scaling up instead of scaling out per-server functionality. SmartNICs [5], [6], [10] usually have on-chip memory and can load and execute user-specified programs. The program could take the incoming packets and in-memory states as input, operate on both of them and send or drop packets. There are three categories of smartNICs, which are based on ASIC, FPGA, and SoC technologies: ASIC-based has the fastest speed but with limited programmability [5]; FPGA requires expert knowledge of the hardware to program but provides a performance near-ASIC [7]; System-on-a-chip(SoC) has moderate computation power, but it is much easier to program [10].

SmartNICs provide the promise to scale up a gateway server. According to our measurement, when a NAT server processes a stream of packets, the bottleneck is on the data path from arriving NIC to CPU and back to the NIC. Installing multiple smartNICs on the server and offloading the NAT logic can make the packet bypass the original data path and distributed it on multiple NICs. Even though each NIC may not be as powerful as the server, the multiple NICs together can exceed the server.

### C. Goal and Approach

In this paper, our goal is to scale up a server with multiple smartNICs, guaranteeing the logical correctness as the on-server NAT and also achieving a throughput higher than that on the original server. Meanwhile, we also want the overhead to be negligible or acceptable.

We design a system named HyperNAT. HyperNAT duplicates the NAT logic on each smartNIC and distributed traffic among them. With per-flow consistent random hashing, each flow is assigned to one NIC, and all flows are expected to be assigned uniformly to multiple NICs. Then each NIC processes traffic within its flow space.

### Challenge

The challenge in implementing HyperNAT is the contradiction between keeping two-direction consistency (TDC) in NAT and the traffic load balancing mechanism. Each connection (e.g., TCP flow) contains packets in two directions — we name the ones from the VPC to the Internet outgoing packets and the ones in the opposite direction incoming packets. The address translation rule of both directions must be consistent, i.e., outgoing packets having source address $addr_I^I$ translated to $addr_I^E$ and incoming packets having destination address $addr_R^R$ to $addr_I^I$. However, for a stateless load balancer using a hash function, it is difficult to hash $<addr_I^I, addr_R^R>$ and $<addr_R^R, addr_I^E>$ to the same smartNIC.

Existing solutions (e.g., [3]) propose to attach a unique tag on the packets of a flow as the flow identifier and use the tag to direct the distribution of packets to processing units. This solution requires the modification of the end host networking stack so as to preserve the tag from the packet in one-direction to the return packet on the other, which is not always feasible.
It also needs the router to support the routing number of flows (tags) at the cloud-scale, which is not practical either.

In HyperNAT, we abandon the design choice of keeping TDC at the same location. Instead, we allow the two-direction packets of one connection to be processed at different smartNICs. To keep the NAT rules consistent, when a rule has been installed for the first time, it will install on both smartNICs for packet in two directions. III elaborates this design.

III. DESIGN

A. Overview

Functionality Distribution. In HyperNAT, each smartNIC is installed with the NAT, but are in charge of the address translation in different flow space. Assume there are $N$ NICs, indexed from 1 to $N$. The external address space $E$ is divided into $N$ non-overlapping subspaces, i.e., $E = E_1 \cup E_2 \cup \ldots \cup E_N$ and $E_i \cap E_j = \emptyset, \forall i \neq j$. The $i$-th NIC is in charge of the external address space $E_i$.

Workflow. The server is at the edge between the cloud and the Internet. Each of the server’s NIC is connected to a port of the server’s access switch. For one outgoing packet (from switch to the server), the switch would hash (e.g., ECMP) its address (e.g., $R$) to one of the link/NIC. Assume the $i$-th NIC is chosen by the hash function to process the packet, and then the address is translated to $<addr^{(E_i)}, addr^{(R)}>$. The NATed packet is sent to the Internet server ($addr^{(R)}$).

The return incoming packet of the same connection would have the address $<addr^{(R)}, addr^{(E_i)}>$. The switch would hash the return packet to one of the NICs. Assume the $j$-th NIC is chosen for the return packet. Then it needs to translate the address $<addr^{(R)}, addr^{(E_j)}>$ back to $<addr^{(R)}, addr^{(I)}>$. As discussed in the previous section, the hash function cannot guarantee $j = i$, so the incoming packets may need to be processed by the $j$-th NIC which does not contain the address translation rule ($addr^{(E_i)}$ to $addr^{(I)}$). Existing work tries to install routing rules in the switch to make the incoming packet routed to the $i$-th NIC again, which is not scalable for the cloud-scale ($10^5$ active flows).

Instead, HyperNAT would clone the address translation rule from the $i$-th NIC to the $j$-th NIC when the first packet triggers NAT. For the following packets, the outgoing ones would still be processed by the $i$-th NIC, and the incoming ones would be processed by the $j$-th, which is already installed with the address translation rule.

There are two options for the rule cloning — active installation and passive installation. In the passive installation, when the $j$-th NIC meets with an unseen packet, it uses the source address $addr^{(E_j)}$ to find that the rule is in the $i$-th NIC and fetch the rule back. In the active installation, when the $i$-th NIC first creates the rule, it uses the same hash function as in the switch to compute the NIC of the return packets (on $j$-th NIC) and send the rule to the $j$-th NIC.

HyperNAT chooses passive installation due to resource limitations. Passive rule installation would install rules on demand, which could save or amortize resources, including the bandwidth between two NICs and the memory/rule entries on the target NIC. In our experiment, we observe that the bandwidth between two NICs is the system bottleneck. Thus, we choose the passive rule installation.

B. Logic in Each Module

Figure 2 shows the system architecture. Each smartNIC has three modules — NAT, RuleBuilder, and RuleAgent to perform its logic. Furthermore, the server has a coordinator for rule exchange between NICs. The server, together with the smartNICs, exchange traffic with the access switch and perform NAT functionality.

RuleBuilder. The RuleBuilder is in charge of creating address translation rules, and it maintains the external address space $E_i$. When the first (outgoing) packet of a connection initiates the connection, it is not found in the NAT, and the RuleBuilder would use find an empty address in $E_i$ and assign it to the flow. The rule is installed on NAT, and the packet is sent back to NAT for further processing.

Meanwhile, HyperNAT adopts active rule installation on the return path, so the rule is sent to RuleAgent for rule exchange. The message format is $<target_NIC_ID, rule>$. NAT. NAT would not take charge of rule creation but only perform address translation according to the rules assigned to it from the RuleBuilder. When a packet does not match any rules, indicating it is the first packet of a connection, the NAT module will send it to the RuleBuilder.

NAT would accept rule installation from the RuleBuilder and perform address translation for all packets which match a rule in it.

RuleAgent. RuleAgent connects with the coordinator on the server. When receiving a rule message from the RuleBuilder, it would forward the message to the coordinator. When receiving a rule message from the RuleBuilder, it would install the rule into the local NAT.
Coordinator. The coordinator work as a router for NAT rule to exchange rules between NICs. When receiving a message of <target_NIC_ID, rule>, it would parse and forward the message to the target NIC.

C. Analysis of Availability

Partitioning the external space to subspaces on NICs could reduce the system availability, and we regard it as a tradeoff for the system throughput. Using the notation above, assume there are $X$ flows to be assign to an address space of size $F$ ($F = |E|$). The $X$ flows are randomly assigned to the $N$ NICs. For each NIC, the number of flows that is assigned to it is a variable $x$, and its expectation $E(x)$ is $X/N$. Using Markov inequality, we have

$$\Pr[x > F/N] \leq E(x)/(F/N),$$

(1)

Thus, the probability that one NIC’s address space is overflown is

$$\Pr[x > F/N] \leq (X/N)/(F/N) = X/F.\,$$

(2)

The probability that one of the $N$ NICs experiencing overflow is

$$1 - (1 - X/F)^N \approx XN/F.\,$$

(3)

With more NICs ($N$), the system is more like to fail to serve a flow. Nevertheless, in practice, when serving 10K simultaneous active users (each with 10 simultaneous active flows), $X$ is estimated to be $10^3$, $F$ is larger than $10^6$ (a B class subnet, each IP with 65536 ports), and $N$ is between 1 and 10. The failure rate is less than 0.1%, which is negligible.

IV. EVALUATION

A. Implementation and Experiment Settings

Implementation We implement HyperNAT on Mellanox Bluefield (1st generation) NICs, which has ARM-based network processors. HyperNAT is implemented in C/C++, where the three modules on the smartNIC have 3800 lines of code, and the coordinator takes 600 lines.

Environment and Topology. In our experiment, we use workstations of 8-core 3.6 GHz CPU and 16GB memory. All the NICs are Mellanox 25Gbps dual port NICs.

The experiment topology is shown in Figure 3. We use one server that emulates the access switch, which sends traffic.

The sender server’s dual-port NIC has two cables connected with two NICs on the NAT server, and it generates traffic and applies a SHA-1 hash function to load balance traffic to two ports.

The NAT server is equipped with two NICs, with each NIC running the three NIC NAT modules and the server running the coordinator. Each has one port connecting with the sender NIC and another connecting with the receiver server.

The receiver server emulates the Internet server, which has a dual-port NIC. The receiver would fetch incoming packets from both ports, reverse their source and destination address, use the same hash function as the sender side to choose one of the two ports, and send the packets back.

Packet Trace. We use the trace collected from a university in our experiment [4]. From the trace, we randomly pick 10k, 50k, 100k, and 200k flows (extracting their packets) and use them as Trace 1, 2, 3, and 4 respectively. In our experiment, we make the sender deliver traffic at 2.0 MPPS to saturate the data path and measure the metrics of “processed” traffic.

Baselines. We compare three architectures. The default HyperNAT has two smartNICs, and HyperNAT (1NIC) has only one NIC enabled. The serverNAT is the existing solution, where the server runs NAT and uses only one NIC for network I/O.

Metrics. We measure the throughput to show the system processing capacity. We measure the resource utilization and packet latency to show its overhead. Moreover, we also simulate the overloaded scenario to evaluate the system availability.

B. Performance and Overhead

We validate the NAT functionality by checking (1) different flows are assigned with different addresses, and (2) packets of one connection on two directions follow the same address translation (between the internal address space and the external one). HyperNAT passes all these tests with 100% correctness. We further profile its performance.

Throughput. Figure 4 shows the system throughput comparing HyperNAT with two baselines and varying the traces. We get the following observations. First, HyperNAT outperforms serverNAT, which further outperforms HyperNAT (1NIC). For example, with trace 1, HyperNAT, serverNAT, and HyperNAT (1NIC) achieve a throughput of 1643.3Kpps, 1280.4Kpps, and 723.7Kpps respectively. The reason is that the network processor has less computation power than the server CPU, but HyperNAT distributes the computation on two NICs, which together exceed the power of a single server CPU. Second, with the number of flows increasing in the trace, all three solutions’ throughput decrease (e.g., from 1643.3Kpps to 1377.9Kpps for HyperNAT, and 1280.4Kpps to 859.5Kpps for serverNAT). This happened because each flow’s first packet needs a rule creation, whose total cost is proportional to the number of flows. In HyperNAT, this decreasing trend is more significant; because the HyperNAT’s return packets have a passive rule installation process, whose data flow crosses two NICs and the server.
Fig. 4: Throughput of HyperNAT and two baselines, varying traces

Fig. 5: Throughput of HyperNAT and two baselines, varying traces

CPU Usage. Figure 5 shows the CPU usage of two smart-NICs and the server when running the HyperNAT experiment with Trace 1. We observe that the NAT computation workload is offloaded to the two NICs (each about 70%), and the server CPU is idle (less than 2%). Thus, HyperNAT could save CPU resources for servers.

Latency. HyperNAT performs passive rule installation, which may cause the first return packet to suffer from rule fetching round-trip waiting. We measure this latency overhead.

Table I shows the timestamps of events for a packet and its ACK. The experiment is repeated 200 times, and the average timestamp and the standard deviation are computed in the table. We observe that the first return packet would cause about 2.3ms latency. Once the rule is installed, this latency is eliminated for the following packets. This latency is acceptable compared with the round-trip time (RTT) on the Internet, which is about tens of milliseconds (the first packet are even longer on the Internet most of the time).

TABLE I: Event timestamps when packets traverse HyperNAT

| Event                        | 1st pk/ACK | other pkts/ACK |
|------------------------------|------------|----------------|
| Start at sender              | 0          | 0              |
| Arrive at 1st NIC            | 100us      | 100us          |
| Rate installed on 1st NIC    | 125us      | 100us          |
| Receiver relieved packet     | 225us      | 207us          |
| Receiver sent out ACK        | 325us      | 311us          |
| ACK at 2nd NIC               | 427us      | 411us          |
| Rule installed on 2nd NIC    | 2168us     | 411us          |
| Return to sender             | 2269us     | 621us          |

Fig. 6: CDF of RTT, varying traffic rate

Figure 6 shows the CDF of the RTT for packets in HyperNAT experiments (trace 1, varying sending rate to be 800KPPS and 1600KPPS). When the workload is light, the RTT is low (98.6%-ile is 3.0ms for 800KPPS). When the workload is heavy, the tail latency is more significant. 3.4% of packets would experience RTT longer than 30.3ms. Most first packets would suffer more than in the scenario of light workload; a few non-first packets would also be affected because the heavy workload makes packets arrive in larger density (and being affected more).

V. RELATED WORK

NAT. NAT can be implemented in hardware or software [13], [18], [22]. Cloud gateway choose software implementation for flexible management. DNAT is a design of distributed NAT [21] using centralized address management (application and allocation), which may have extra overhead for address (de)allocation. HyperNAT partition the address space so that each smartNIC runs independently.
SmartNIC Offloading. A class of literature present the method and management framework to offload packet processing functionality onto smartNICs, e.g., UNO [14] and UDT [20]. Durner et al. proposes to distribute traffic between NICs and the host according to flow characteristics [6]. FlexGate [19] proposes to offload proper functionalities among diverse ones to the NIC and the remaining are on the end host. FairNIC [10] is a solution to isolate tenants’ traffic on the NIC. Compared with these works, HyperNAT offload simple functionalities and randomly distribute traffic among NICs; its packet processing logic is not complex, but it extrally handles the per-connection consistency problem.

Connection Consistency. SilkRoad [16] and Cheetah [3] solve the per-connection consistency problem, i.e., when the address space among multiple processing units (servers in these two works and smartNICs in HyperNAT) is dynamically adjusted, existing flows should preserve its existing processing location. In HyperNAT, the load balancing design propose a new consistency requirement — two direction consistency (TDC). Packets on two directions of the same connection should be processed by the same rule. And HyperNAT achieves this by duplicating the rules among smartNICs.

State/Rule Migration. Like several existing works that needs migrate flow/states among multiple running instances, e.g., OpenNF [2], and they have complicated mechanisms to guarantee properties of loss freedom and order preservation. In HyperNAT, the rule clone is in the beginning of a flow, saving the troubles of keeping these properties.

VI. CONCLUSION

We designed HyperNAT, which scale up the cloud NAT gateway server. The server is equipped with multiple smartNICs, with each of which processing a non-overlapping set of flows. HyperNAT overcomes the challenge of two-direction consistency by cloning NAT rules on both paths of a connection’s two directions. Our prototype and evaluation shows that HyperNAT outperforms a single server in terms of the processing capacity and latency.
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