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Abstract

We introduce a novel density-based multilevel approach in density functional theory. In this multilevel density functional theory (MLDFT), the system is partitioned in an active and an inactive fragment, and all interactions are retained between the two parts. In MLDFT, the Kohn-Sham equations are solved in the MO basis for the active part only, while keeping the inactive density frozen. This results in a reduction of computational cost. We outline the theory and implementation, and discuss applications to aqueous solutions of methyloxirane and glycidol.
1 Introduction

The study of the energetics and physico-chemical properties of large molecular systems is one of the most challenging problems in quantum chemistry. Many processes of chemical interest take place in solution, biological matrices or at the interfaces between different materials. The large size of such systems poses theoretical and computational challenges because high-level correlated electronic structure methods are usually unfeasible due to their high computational cost and unfavorable scaling. A good compromise between accuracy and computational cost is provided by density functional theory (DFT), which accounts for electron correlation in an approximate way. Due to the proven reliability of the results that can be obtained at the DFT level, it has become the most widely used approach for describing the electronic structure of large systems.

Density functional theory permits the investigation of much larger systems than offered by highly correlated methods. However, it cannot be routinely applied to systems constituted by more than 500 atoms, unless implementations through graphical procession units (GPUs) are exploited. The practical limit of 500 atoms makes applications of DFT to biological matrices, interfaces and solutions particularly cumbersome and, in some cases, even impossible. For these reasons, several approximations have been developed in the past. Different approaches may be more or less suitable depending on the specificities of the system/environment couple. In the special case of systems in solution, particular success has been enjoyed by methods belonging to the family of the so-called focused models, which are extremely useful when dealing with the property of a moiety or a chromophore embedded in an external environment.

In focused models, the target molecule is described at a higher level of theory with respect to the environment, which acts as a perturbation on the target system. Among the different focused models that have been developed in the past, the large majority belongs to the family of quantum mechanics (QM)/classical approaches, in which the target is treated at the QM level. The environment is instead described classically, by means of either contin-
uous descriptions, such as the polarizable continuum model (PCM), or by retaining its atomistic nature in the so-called QM/molecular mechanics (QM/MM) approaches. In all these methods, however, the interaction between the two parts of the whole system is usually described by classical electrostatics, and very rarely by including the interactions of quantum nature, such as Pauli repulsion and dispersion. Also, QM/classical methods allow for the treatment of very large systems, however their accuracy crucially depends on the quality of the parametrization of the classical fragments. In order to avoid such a variability, quantum embedding methods can be exploited. In these approaches, the whole system is treated by resorting to a QM description. The reduction in the computational cost is achieved by partitioning the system in at least one active and one inactive part. The former is accurately described, whereas the density of the latter is kept frozen, or described at a lower level of accuracy. Different approaches have been proposed in the past, ranging from projection-based methods, such as DFT-in-DFT or HF-in-DFT, or frozen density embedding (FDE),

In this paper, we are proposing a novel quantum embedding approach defined in a DFT framework. We denote this method multilevel DFT (MLDFT), due to its similarity with multilevel Hartree-Fock (MLHF), that we have recently developed. The MLDFT conceptually differs from the aforementioned quantum embedding methods because it is defined in the MO basis of the active fragment only. This feature automatically allows for a saving in the computational cost, because the inactive MOs are not involved in the self consistent field (SCF) procedure. In this paper, we derive MLDFT, and we apply the method to ground state energies of aqueous solutes. The results are compared, in all cases, to full DFT, in order to assess the quality of the multilevel partition.

The manuscript is organized as follows. In the next section, DFT theory is formulated in the MO basis and MLDFT equations are presented and discussed with particular focus on the computational savings that can be expected. Then, after a brief section reporting on the computational details of the method, MLDFT is applied to selected aqueous systems, with
emphasis on comparison with full DFT results. Conclusions and perspectives of the present work end the manuscript.

2 Theory

Our starting point is the DFT expression for the electronic energy of the system:

\[
E = \text{Tr} hD + \frac{1}{2} \text{Tr} DJ(D) - \frac{1}{2} c_x \text{Tr} DK(D) + (1 + c_x)E_x + Ec
\]

\[
= \text{Tr} hD + \frac{1}{2} \text{Tr} DJ(D) - \frac{1}{2} c_x \text{Tr} DK(D) \\
+ (1 - c_x) \int \rho(r)\varepsilon_x(\rho(r))
\]d\text{r} + \int \rho(r)\varepsilon_c(\rho(r))\text{d}\text{r} .
\]

(1)

Here \(D\) is the density matrix, \(h\) is the one-electron operator, whereas \(J\) and \(K\) are coulomb and exchange matrices, respectively. The \(E_x\) and \(E_c\) terms are DFT exchange and correlation energies; \(\rho(r)\) is the DFT density and \(\varepsilon_x,\varepsilon_c\) are the exchange and correlation energy densities, respectively. The coefficient \(c_x\) defines whether pure DFT \((c_x = 0)\), or hybrid DFT functionals \((c_x \neq 0)\) are exploited.

The DFT density \(\rho(r)\) is expressed in terms of the density matrix as:

\[
\rho(r) = \sum_{\mu\nu} D_{\mu\nu} \chi_\mu(r)\chi_\nu(r) ,
\]

(2)

where, \(\{\chi_\mu\}\) are the atomic orbitals (AO) basis functions. The energy defined in Eq. (1) is usually minimized in the AO basis. In order to reformulate the minimization in the MO basis, the same strategy developed for the Hartree-Fock case by Saether et al. can be used. This can be accomplished by parametrizing the density matrix \(D\) in terms of an antisymmetric rotation matrix, in which only the non-redundant occupied-virtual rotations are considered.


**Multilevel DFT**

The multilevel DFT (MLDFT) method belongs to the family of the so-called focused models. The part of the system which is under investigation (active) is described accurately, whereas the remaining (inactive) part remains frozen during the optimization of the active fragment. The choice of the partitioning intimately depends on the specificities of the system, its chemical nature, and the properties one wishes to simulate. Whatever the choice, within the MLDFT formalism the separation of the system into the two layers is based on the following decomposition of the density $D$ and $\rho(r)$:

$$D = D^A + D^B, \quad \rho(r) = \rho^A(r) + \rho^B(r), \quad (3)$$

where, $A$ and $B$ indicate the active and inactive fragments, respectively. As stated above, the active and inactive densities are usually defined on a physico-chemical basis. In case of a molecular system in solution, it is natural to define the solute as the active fragment, whereas the solvent molecules are treated as the inactive part. Notice, however, that the partitioning in Eq. 3 is arbitrary and strongly depends on the method which is selected to mathematically decompose the total density matrix $D$. In this work, a Cholesky decomposition of the total density is performed for the active occupied MOs, from which the active density $D^A$ is calculated. The procedure ensures the all active and inactive orbitals are orthogonal.

Now using Eq. 3, the total electronic energy in Eq. 1 can be written as:

$$E = \text{Tr} h D^A + \text{Tr} h D^B$$

$$+ \frac{1}{2} \text{Tr} D^A J(D^A) + \frac{1}{2} \text{Tr} D^B J(D^B) + \text{Tr} D^A J(D^B)$$

$$- c_x \left( \frac{1}{2} \text{Tr} D^A K(D^A) + \frac{1}{2} \text{Tr} D^B K(D^B) + \text{Tr} D^A K(D^B) \right)$$

$$+ (1 - c_x) \int \rho(r) \epsilon_x(\rho(r)) \, dr + \int \rho(r) \epsilon_c(\rho(r)) \, dr, \quad (4)$$

where the symmetry of $J$ and $K$ matrices have been used. Differently from MLHF, in
MLDFT, the last term is not linear in the densities of the two subsystems. Therefore, we cannot directly separate it in contributions arising from $\rho^A$ and $\rho^B$. In order to get a physical understanding of eq. 4, we rewrite the last two terms by using this trivial identity for the exchange-correlation energy density ($\varepsilon_{xc} = \varepsilon_x + \varepsilon_c$):

$$\int \left[ \rho^A(r) + \rho^B(r) \right] \varepsilon_{xc}(\rho^A(r) + \rho^B(r)) \, dr$$

$$= \int \left[ \rho^A(r) + \rho^B(r) \right] \varepsilon_{xc}(\rho^A(r) + \rho^B(r)) \, dr$$

$$+ \int \rho^A(r) \varepsilon_{xc}(\rho^A(r)) \, dr - \int \rho^A(r) \varepsilon_{xc}(\rho^A(r)) \, dr$$

$$+ \int \rho^B(r) \varepsilon_{xc}(\rho^B(r)) \, dr - \int \rho^B(r) \varepsilon_{xc}(\rho^B(r)) \, dr$$

$$+ \int \rho^A(r) \varepsilon_{xc}(\rho^B(r)) \, dr - \int \rho^A(r) \varepsilon_{xc}(\rho^B(r)) \, dr$$

$$+ \int \rho^B(r) \varepsilon_{xc}(\rho^A(r)) \, dr - \int \rho^B(r) \varepsilon_{xc}(\rho^A(r)) \, dr.$$  \hspace{1cm} (5)

Substituting Eq. 5 into Eq. 4 and reorganizing the different terms we obtain:

\[
E = \text{Tr} \h D^A + \frac{1}{2} \text{Tr} D^A J(D^A) - \frac{1}{2} c_x \text{Tr} D^A K(D^A) \\
+ (1 - c_x) \int \rho^A(r) \varepsilon_x(\rho^A(r)) \, dr + \int \rho^A(r) \varepsilon_c(\rho^A(r)) \, dr \\
+ \text{Tr} \h D^B + \frac{1}{2} \text{Tr} D^B J(D^B) - \frac{1}{2} c_x \text{Tr} D^B K(D^B) \\
+ (1 - c_x) \int \rho^B(r) \varepsilon_x(\rho^B(r)) \, dr + \int \rho^B(r) \varepsilon_c(\rho^B(r)) \, dr \\
+ \text{Tr} D^A J(D^B) - c_x \text{Tr} D^A K(D^B) \\
+ (1 - c_x) \left( \int \rho^A(r) \varepsilon_x(\rho^B(r)) \, dr + \int \rho^B(r) \varepsilon_x(\rho^A(r)) \, dr \right) \\
+ \int \rho^A(r) \varepsilon_c(\rho^B(r)) \, dr + \int \rho^B(r) \varepsilon_c(\rho^A(r)) \, dr + E_{non-add}. \hspace{1cm} (6)
\]

where,
\[ E_{\text{nonadd}}^{AB} = (1 - c_x) \left( \int \rho(r) \varepsilon_x(\rho(r)) \, dr - \int \rho(r) \varepsilon_x(\rho^A(r)) \, dr - \int \rho(r) \varepsilon_x(\rho^B(r)) \, dr \right) \\
+ \int \rho(r) \varepsilon_c(\rho(r)) \, dr - \int \rho(r) \varepsilon_c(\rho^A(r)) \, dr - \int \rho(r) \varepsilon_c(\rho^B(r)) \, dr . \] (7)

In Eq. 6 the first four lines define the energy of the active and inactive fragments, whereas the last three lines define the active-inactive interaction. In MLDFT the density of the inactive part \( D^B \) (and \( \rho^B(r) \)) is frozen, and therefore it acts as an external field on the active fragment. Also, the energy terms containing the \( B \) labels only are fixed during the SCF procedure. The total DFT Fock matrix is given by:

\[
F_{\mu\nu} = h_{\mu\nu} + J_{\mu\nu}(D) - c_x K_{\mu\nu}(D) \\
+ (1 - c_x) \int v_x(\rho(r)) \chi_\mu(r) \chi_\nu(r) \, dr + \int v_c(\rho(r)) \chi_\mu(r) \chi_\nu(r) \, dr , \] (8)

where, \( v_x(\rho(r)) \) and \( v_c(\rho(r)) \) are the exchange and correlation potential densities, respectively. Using the partitioning in Eq. 3 Eq. 8 we get:

\[
F_{\mu\nu} = h_{\mu\nu} + J_{\mu\nu}(D^A) + J_{\mu\nu}(D^B) - c_x \left( K_{\mu\nu}(D^A) + K_{\mu\nu}(D^B) \right) \\
+ (1 - c_x) \int v_x(\rho^A(r) + \rho^B(r)) \chi_\mu(r) \chi_\nu(r) \, dr \\
+ \int v_c(\rho^A(r) + \rho^B(r)) \chi_\mu(r) \chi_\nu(r) \, dr . \] (9)

We exploit the same identity of Eq. 5 for the exchange-correlation potential density \( v_{xc} = v_x + v_c \). In this way, the last two terms in Eq. 9 become:
\[
\int v_x(r) \chi_{\mu}(r) \chi_{\nu}(r) \, dr
\]
\[
= \int v_x(r) \chi_{\mu}(r) \chi_{\nu}(r) \, dr + \int v_x(r) \chi_{\nu}(r) \chi_{\mu}(r) \, dr
\]
\[
+ \int v_x(r) \chi_{\mu}(r) \chi_{\nu}(r) \, dr - \int v_x(r) \chi_{\mu}(r) \chi_{\nu}(r) \, dr + \int v_x(r) \chi_{\mu}(r) \chi_{\nu}(r) \, dr .
\] (10)

Reorganizing the terms in Eq. 9, we can obtain the working expression for the MLDFT Fock matrix:

\[
F_{\mu \nu} = h_{\mu \nu} + J_{\mu \nu}(D^A) - c_x K_{\mu \nu}(D^A) + (1 - c_x) \int v_x(\rho^A(r)) \chi_{\mu}(r) \chi_{\nu}(r) \, dr + \int v_c(\rho^A(r)) \chi_{\mu}(r) \chi_{\nu}(r) \, dr
\]
\[
+ J_{\mu \nu}(D^B) - c_x K_{\mu \nu}(D^B) + (1 - c_x) \int v_x(\rho^B(r)) \chi_{\mu}(r) \chi_{\nu}(r) \, dr + \int v_c(\rho^B(r)) \chi_{\mu}(r) \chi_{\nu}(r) \, dr
\]
\[
+ (1 - c_x) \int \chi_{\mu}(r) \chi_{\nu}(r) [v_x(\rho^A(r) + \rho^B(r)) - v_x(\rho^A(r)) - v_x(\rho^B(r))] \, dr
\]
\[
+ \int \chi_{\mu}(r) \chi_{\nu}(r) [v_c(\rho^A(r) + \rho^B(r)) - v_c(\rho^A(r)) - v_c(\rho^B(r))] \, dr .
\] (11)

where, the two-electron contributions of A and B fragments and the interaction term AB are highlighted as \(2e_X\), \{X = A, B, AB\}.

There are two main advantages of using MLDFT compared to full DFT. Firstly, the HF exchange contribution is usually the most expensive term in most hybrid functionals. In MLDFT, only the active exchange term is to be computed at each SCF cycle, whereas the exchange integral of the inactive fragment is computed at the first SCF cycle only, as it is constant during the optimization. Second, the MLDFT SCF procedure can be performed in the MO basis of the active part only, thus intrinsically reducing the computational time as
previously observed for the MLHF method.\textsuperscript{54}

3 Computational Details

The DFT and MLDFT are implemented in a development version of the electronic structure program e\textsuperscript{T} v.1.0.\textsuperscript{59} In particular, the DFT grid is constructed using the widely employed Lebedev grid,\textsuperscript{60} and the DFT functionals are implemented using the LibXC library.\textsuperscript{61}

A MLDFT calculation follows this computational protocol:

1. Construction of the initial density by means of superposition of molecular densities,\textsuperscript{48,62} followed by a diagonalization of the initial Fock matrix.

2. Partitioning of the new density into $A$ and $B$ densities, using Cholesky decomposition for the active occupied orbitals and projected atomic orbitals (PAOs) for active virtual orbitals.\textsuperscript{56–58}

3. Calculation of the constant energy terms and the one-electron contributions due to the inactive density $B$ entering in Eqs. \ref{eq:6} and \ref{eq:11}.

4. Minimization of the energy defined in Eq. \ref{eq:6} in the MO basis of the active part $A$ only, until convergence is reached.

To show the robustness of MLDFT, three different functionals are used: LDA,\textsuperscript{63} GGA (PBE\textsuperscript{64}) and hybrid (B3LYP\textsuperscript{65}). These are combined with three different basis sets: 6-31G, 6-31G* and aug-cc-pVDZ.

4 Numerical Applications

In this section, the MLDFT is applied to some test cases to show the accuracy and the performance of the method. Solvation is one of the main physico-chemical phenomena in
which such approaches can be exploited. We show the results of coupling MLDFT with two alternative, fully atomistic, strategies to model aqueous solutions. The first consists of a static modeling, which uses small clusters composed of the solute and a small number of surrounding water molecules. As an alternative, we apply MLDFT to snapshots extracted from a molecular dynamics (MD) simulation. In the latter framework, the dynamical aspects of the solvation phenomenon are retained, as are those arising from the combination of conformational changes in the solute and the surrounding solvent. In addition, long range interactions are taken into account. This latter modeling of the solvation phenomenon has been amply and successfully exploited by some of us within the framework of QM/MM approaches.

In the following sections the combination of MLDFT to the two aforementioned solvation approaches is tested, with application to two relatively small molecules, i.e. methyloxirane and glycidol in aqueous solution, which have been studied in the literature both theoretically and experimentally. Such systems are chosen not only for their simplicity, but also because methyloxirane is a rigid molecule, whereas glycidol is not. Therefore, in the latter case, the results depend on: the selected QM level, and the approach used to solvation and conformational flexibility, which is instead discarded in the case of methyloxirane. In this way, we can dissect the various effects and highlight the quality of the MLDFT approach in details.

4.1 Cluster Models

4.1.1 Methyloxirane/water clusters

The first studied solute is methyloxirane (MOXY), which is one of the smallest molecules that exhibits a chiral carbon. We have selected different clusters constituted by MOXY and one or two water molecules (see Figure 1), that have been previously studied by Xu and co-workers to explain the unique characteristics of MOXY in aqueous solution. The two different conformers for the cluster composed of MOXY and one water molecule
Figure 1: Structure of conformers methyloxirane/water clusters. MLDFT partition is constructed so that Methyloxirane is the active part whereas the water molecules are the inactive fragments.

(MOXY+1w) are depicted in Fig. 1a. In the 1w-syn structure water interacts with MOXY through hydrogen bonding on the same side of the methyl group, whereas the opposite occurs for the 1w-anti structure. In both cases, MOXY is the active fragment, and water is the inactive moiety in MLDFT calculations.

Ground state (GS) energy differences between DFT and MLDFT calculations are depicted in Fig. 2 panel (a), left. Raw data are reported in Table S1 given in Supporting Information (SI). We see that the error between MLDFT and full DFT is below 1 mHartree (< 0.628 kcal/mol), irrespective of the combination of functional/basis set employed. The error due to the MLDFT partitioning is well below the chemical accuracy (i.e. 1 kcal/mol).

In the right panel of Fig. 2a, DFT and MLDFT energy differences between 1w-anti and 1w-syn conformers are reported for all the considered combinations of functional/basis set. The raw data are reported in Tab. S1 in the SI. We see that DFT and MLDFT values almost coincide. In particular, LDA and PBE functionals predict 1w-syn to be the most stable conformer, both at DFT and MLDFT level, independently of the selected basis set. Notice however that the energy difference between the two conformers decreases either as GGA functionals are employed or diffuse/polarization basis sets are used. The inclusion of HF exchange makes 1w-anti the most stable conformer, if polarization/diffuse functions are considered. However, for all the considered combinations of functional/basis set, MLDFT and DFT values are almost perfectly in agreement, with the largest discrepancy
Figure 2: (a) (left) 1w-syn and 1w-anti total energy differences between MLDFT and DFT. (right) MLDFT and DFT energy difference between 1w-anti and 1w-syn. (b) (left) 2w-syn, 2w-anti and 2w-bi total energy differences between MLDFT and DFT. (right) MLDFT-DFT difference on relative energies of 2w-anti and 2w-bi with respect to 2w-syn.
being reported for B3LYP/aug-cc-pVDZ (0.08 kcal/mol). These findings clearly show that for this system MLDFT is able to catch small energy differences, which are again well below the chemical accuracy.

We now turn to the clusters composed of MOXY and two water molecules (MOXY+2w, Figure 1b). Three main conformers are considered, according to Xu and co-workers: 2w-syn, 2w-anti and 2w-bi. The first two conformers differ from the position of water molecules, being both placed on the same side with respect to the methyl group in case of 2w-syn, or on the opposite side for 2w-anti. In 2w-bi the two water molecules are instead placed on the opposite sides of the epoxyl oxygen atom. In all MLDFT calculations, MOXY is the active moiety, whereas the two water molecules are inactive.

In Fig. 2b, left, GS energy differences between DFT and MLDFT for the three conformers are reported. The raw values associated with the data plotted in Fig. 2b are given in Tab. S2 in the SI. The MLDFT and DFT results are, also in this case, in very good agreement, with an absolute error below 1 kcal/mol for all combinations of functional/basis sets. However, the absolute deviation between DFT and MLDFT energies is larger than for the previous case (see Fig. 2a). In particular, MLDFT error is larger for 2w-syn and 2w-anti than for 2w-bi, for which it is in line with what we have shown above for MOXY+1w clusters (∼ 0.1 - 0.3 kcal/mol). The increase in the error may be justified by the fact that 2w-syn and 2w-anti feature one water molecule that is linked to another water molecule by means of intermolecular hydrogen bonding. The density of the inactive fragments (the two water molecules) is kept frozen, therefore the water molecule that is not directly bonded to the solute remains in its frozen electronic configuration, resulting in a larger error in the total energy. Such an hypothesis is confirmed by the fact that the error increases when the diffuse aug-cc-pVDZ basis set is used, and the same does not occur for 2w-bi, where both water molecules are directly linked to methylloxirane through hydrogen bonding interactions.

The MLDFT-DFT deviations in energy differences between each conformer and 2w-syn are shown in Fig. 2b, right. We note small discrepancies between MLDFT and full DFT,
however also in this case they are below the chemical accuracy, with the maximum error reported by PBE/6-31G* (∼0.35 kcal/mol). The error in the energy differences between the conformers is lower than for the total GS energies reported in Fig. 2, left.

4.1.2 Glycidol/water clusters

Figure 3: Structures of the six conformers of glycidol + 1 water clusters. In MLDFT calculations, the glycidol moiety is active whereas the water molecule is inactive.

Figure 4: Structures of the ten conformers of glycidol + 2 waters clusters. In MLDFT calculations, glycidol is active whereas water molecules are inactive.

The MOXY is a rigid molecule, so the different solvated conformers mainly differs by the position of the water molecules. In this section we show how MLDFT can treat flexible
Figure 5: Structures of the eight conformers of glycidol + 3 waters clusters. In MLDFT calculations, glycidol is active whereas water molecules are inactive.

solutes, and to this end we have selected glycidol (GLY), which is a derivative of MOXY where one hydrogen of the methyl group is replaced by the OH group (see Figs. 3, 4, 5). In all MLDFT calculations, the GLY moiety is the active fragment and the water molecules are the inactive part. The presence of the hydroxyl group makes glycidol flexible up to the point that eight different conformers can be located in the gas phase potential energy surface (PES).

To build up a glycidol/water clusters, different structures constituted by GLY and one, two and three water molecules were constructed, by following the strategy reported in Ref. 73. Such structures are depicted in Figs. 3, 4, 5. We note that the different structures not only differ by the position of the water molecules, but also by the conformation of glycidol. In particular, the six conformers constituted by GLY and one water (GLY+1w) are characterized by a different position of the water molecule. The latter interacts via hydrogen bonding with both the hydroxyl and epoxyl groups (1w-I and 1w-II), with the epoxyl group only (1w-III and 1w-IV), or with only the oxygen atom of the hydroxyl group (1w-V and 1w-VI). The inclusion of an additional water (GLY+2w) results in ten different conformers, which are shown in Fig. 4. These contain three or four center bridges...
(conformers 2w-I, 2w-II, 2w-IV, 2w-V, 2w-VI, 2w-VII and 2w-VIII) or are conformers where the two water molecules interact via hydrogen bonding with the epoxyl and hydroxyl groups (conformers 2w-III, 2w-IX and 2w-X). If three explicit water molecules are added to GLY (GLY+3w), the conformational search provides eight main conformers, which are graphically depicted in Fig. 5. Similarly to the previous case, some of them contain three or four center bridges (conformers 3w-I, 3w-II, 3w-V, 3w-VI), whereas in conformers 3w-IV, 3w-VII and 3w-VIII a five center bridge is present. In all cases, water molecules that are not involved in bridges interact with GLY through hydrogen bonding interaction. Conformer 3w-III is instead characterized by a three center bridge and by the remaining water molecules hydrogen bonded to the bridge water.

We now move to discuss GS energy differences between DFT and MLDFT (see Fig. 6a, raw data are given in Tabs. S3-S5 in the SI).

In Fig. 6a panel a, MLDFT - DFT GS energy differences for all the different conformers of GLY+1w, GLY+2w and GLY+3w water clusters are shown. The error reported by MLDFT is below 0.1 mH (< 0.627 kcal/mol) when applied to GLY+1W, at all the selected levels of theory. In particular, energy differences are perfectly in line with what is shown in Fig. 2a, left panel, in case of MOXY+1w clusters. Moving to GLY+2w conformers, the agreement between DFT and MLDFT is almost perfect at all levels of theory, being the energy difference below 0.8 kcal/mol in all cases. We also see that at B3LYP/aug-cc-pVDZ level, for 2w-I and 2w-II the difference between MLDFT and full DFT is larger than for the other conformers (> 0.1 mH, 0.627 kcal/mol). This is due to the specific spatial arrangement of water molecules, which create a four-center bridge connecting GLY hydroxyl and epoxyl groups (see Fig. 4).

As stated above for MOXY+2w clusters, MLDFT accounts for all the interactions between active and inactive parts, with the exception of dispersion; however, the inactive fragment(s) are described by a frozen density. Therefore, polarization and charge transfer (and dispersion) effects are neglected in the inactive region. For 2w-I and 2w-II we can speculate that
Figure 6: (a) GLY+1w (left), GLY+2w (middle) and GLY+3w (right) GS energy differences between MLDFT and reference DFT values. (b) MLDFT-DFT energy deviations for the energy differences between each conformer of GLY+1w conformers and 1w-I (left), GLY+2w conformers and 2w-I (middle) and GLY+3w conformers and 3w-I (right). All values are reported in kcal/mol.
such interactions may play a relevant role, because the two inactive water molecules are hydrogen bonded. Also, their role is clearly increased when diffuse and polarization functions are included in the basis set (aug-cc-pVDZ), because such functions enhance the effects of these interactions. This is not occurring in case of the other conformers, because of the different spatial arrangement of the solvent molecules.

We now focus on GLY+3w conformers. The agreement between MLDFT and reference full DFT values is generally worse than in the previous cases (see right panel of Fig. 6a). However, the average error is of about 0.67 kcal/mol ($\sim 0.1 \text{ mH}$), i.e. again well beyond the chemical accuracy. The largest discrepancy is shown by 3w-III for all the functionals (LDA, PBE or B3LYP) in combination with aug-cc-pVDZ ($\sim 1.2 \text{ kcal/mol}$). Again, this can be explained by considering the spatial arrangement of water molecules around GLY (see Fig. 5). Similar to 2w-I and 2w-II, the effect of charge transfer and polarization interactions, which are neglected by the partitioning of the inactive density in MLDFT, may play a relevant role. Such effects are larger for 3w-III, however they affect also other conformers which are characterized by a four/five center bridge. It is also worth noticing that the MLDFT error is expected to increase with the size of the studied system, because the energy is an extensive quantity. Such a trend is in fact reported for both MOXY and GLY clusters.

Let us now discuss the MLDFT-DFT energy deviations for the energy differences between each conformer of the GLY clusters and 1w-I, 2w-I and 3w-I, which are reported in Fig. 6b. Raw data are given in Tabs. S3-S5 in the SI.

For GLY+1w system, both MLDFT and DFT predict 1w-I to be the most stable at all levels of theory, whereas the relative populations of the other conformers strongly depend on the theory level (see Fig. 6b, left panel). In particular, the energy differences of each conformer with respect to 1w-I decrease as larger basis sets are employed, and also by moving from LDA to PBE and B3LYP. The error between MLDFT and DFT is instead almost constant (in absolute value) for all different combinations of basis set and DFT functional, and in all
cases MLDFT correctly reproduces the trends obtained at the reference full DFT level. The same considerations outlined above for GLY+1w conformers, also apply to GLY+2w ones (see Fig. [6b], middle panel). In fact, by moving from LDA to B3LYP and by including polarization and diffuse functions in the basis set, MLDFT errors with respect to DFT reference values decrease. The largest DFT-MLDFT discrepancy is reported for 2w-X at the B3LYP/aug-cc-pVDZ level (-0.55 kcal/mol). This is due to the fact that the largest error is associated to the GS energy of the most stable conformer 2w-I (see left panel of Fig. [6a]) for this combination of DFT functional/basis set. However, as already reported for all the other studied systems, the error in the relative energies of the different conformers is always lower than the corresponding error in the total energies. Finally, also in case of GLY+3w clusters the agreement between DFT and MLDFT is almost perfect, with errors ranging from -0.6 to 0.6 kcal/mol. The maximum error is observed for 3w-III at the PBE/aug-cc-pVDZ level (0.53 kcal/mol), whereas the minimum is reported for 3w-VII at the B3LYP/6-31G* level (error < 0.01 kcal/mol). Therefore, also for these systems, MLDFT provides a reliable description of the relative energies of the different conformers. The only notable exceptions are conformers 3w-III and 3w-IV at the LDA/6-31G and B3LYP/6-31G levels, respectively. As a final comment, we note that, although the MLDFT error on total ground state energy can be larger than 1 kcal/mol, relative energies of the different conformers are accurately predicted, with an error that is always below 1 kcal/mol.

4.2 Towards a Realistic Picture of Solvation

In the previous sections, we have presented and discussed solute-solvent structures obtained by modeling the solvation phenomenon in aqueous solution by means of the so-called cluster approach, in which only the closest water molecules are explicitly treated at the QM level. However, this picture is not realistic, being a strongly approximate way of modeling solvation. In fact, any dynamical aspect of solvation is neglected as well as, more impor-
tantly, long range interactions which are especially relevant for polar environments such as water. In this section, we show how MLDFT may be coupled to approaches that have been developed to model solvation more realistically. In particular, we will apply MLDFT to a randomly selected structure extracted from a classical MD simulation performed on both MOXY and GLY in aqueous solution. In this way, the atomistic details of solvation are retained, and dynamical aspects could easily be introduced by repeating the calculations on several structures. A closer investigation of the latter aspect is beyond the scope of our first work on MLDFT, and will be the topic of further studies.

Let us start with MOXY. We have selected one random snapshot extracted from a MD simulation, which was previously reported by some of the present authors. Note that MOXY is a rigid molecule, therefore a single snapshot well represents its conformational structure.

Figure 7: Selected structure of MOXY + 50 water molecules, as extracted from MD. In MLDFT calculations, MOXY is the active part and water molecules are inactive.

In MLDFT calculations, MOXY is the active fragment and it is treated at the B3LYP/6-31+G* level. The inactive part is constituted by the 50 closest water molecules, which are described at the B3LYP/6-31G level. The reference full DFT calculation is instead performed by using the B3LYP functional, in combination with the 6-31+G* basis set for MOXY and
the 6-31G one for water molecules.

In order to quantify the accuracy of MLDFT, we compute the solvation energy $E_{\text{solv}}$, which is defined as:

$$ E_{\text{solv}} = E_{\text{tot}} - E_{\text{MOXY}} - E_{\text{w}}, $$

where $E_{\text{tot}}$, $E_{\text{MOXY}}$ and $E_{\text{w}}$ are the total, MOXY and water GS energies, respectively. Note that $E_{\text{MOXY}}$ is calculated in the gas phase, and thus it is the same in both full DFT and MLDFT calculations. The $E_{\text{tot}}$ and $E_{\text{w}}$ are defined differently in the two approaches; in MLDFT $E_{\text{w}}$ is calculated at step 1 of the computational protocol (see section 3), whereas in full DFT it refers to the GS energy of the 50 water molecules.

Table 1: DFT and MLDFT total GS energies ($E_{\text{tot}}$) of MOXY + 50 water molecules snapshot depicted in Fig. 7. $E_{\text{MOXY}}$, $E_{\text{w}}$ and $E_{\text{solv}}$ are also reported. All values are given in Hartree, unless specified.

|                | DFT       | MLDFT     |
|----------------|-----------|-----------|
| $E_{\text{tot}}$ | -4013.1956 | -4013.1660 |
| $E_{\text{MOXY}}$ | -193.1079  | -193.1079  |
| $E_{\text{w}}$   | -3820.0681 | -3820.0382 |
| $E_{\text{solv}}$ | -0.0196    | -0.0199    |
| $E_{\text{solv}}$(kcal/mol) | -12.3014 | -12.4766 |

Computed energy values for MOXY are reported in Tab. 1 for both DFT and MLDFT. We first notice that the MLDFT error on the total energy $E_{\text{tot}}$ is larger than what is found for clusters (see previous sections). This is not surprising, because the error of the method scales with the number of the water molecules in the inactive part. Such discrepancies are primarily due to the neglect of polarization and charge-transfer interactions in the inactive solvent water molecules, because their density remains fixed in MLDFT. The largest contribution to the error on total energy is due to $E_{\text{w}}$. In fact, MLDFT $E_{\text{w}}$ differs from full DFT of about the same extent as total energies. Such differences between MLDFT and DFT are reflected by the computed solvation energy, which can be taken as a measure of the accuracy of MLDFT. For the studied snapshot, the agreement between MLDFT and DFT is almost
perfect, and the error is of about 0.2 kcal/mol.

Figure 8: a) Definition of $\delta_1$ and $\delta_2$ dihedral angles of GLY; b) $\delta_1$ and $\delta_2$ values for the selected GLY + 50 water molecules snapshots extracted from MD; c) molecular structures of the seven selected snapshots. In MLDFT calculations, GLY is the active part, whereas water molecules are inactive.

The same analysis may be applied to glycidol, for which the snapshots were extracted from MD simulations previously reported by some of us. We recall that GLY is a flexible solute, of which the main conformers may be identified by means of two dihedral angles $\delta_1$ and $\delta_2$ (see Fig. 8 panel a). Seven most probable conformers have been selected (see Fig. 8 panel b).

The MLDFT partition has been done so that GLY is the active fragment, and treated at the B3LYP/6-31+G* level, whereas water molecules are inactive and described at the B3LYP/6-31G level. All the reference full DFT calculations are performed by using the B3LYP functional in combination with the 6-31+G* basis set for the solute and the 6-31G one for the water molecules.

The DFT and MLDFT energies ($E_{\text{tot}}$, $E_{\text{GLY}}$, $E_w$ and $E_{\text{solv}}$) are reported in Tab. S6 in the
SI. Overall, MLDFT total energies are higher than DFT values of about 0.02-0.03 Hartree. The reasons of this discrepancy is the same as reported for MOXY.

![Figure 9: DFT and MLDFT solvation energies ($E_{\text{solv}}$) for the different conformers graphically depicted in Fig. 8. Values are given in kcal/mol.](image)

The DFT and MLDFT solvation energies are graphically compared in Fig. 9. We observe that all MLDFT values are almost in perfect agreement with the reference full DFT data. The average discrepancy is of about 0.7 kcal/mol ($\sim 1$ mH), with the largest discrepancy reported for conformer 5 (1.1 kcal/mol). Notice that in this study we only include the GLY moiety in the active part. Similar calculations performed at the MLHF level needed to insert at least 5 water molecules in the active fragment to reach the same level of accuracy.

5 Summary and Conclusions

In this work, we report a novel density-based multilevel approach based on a DFT treatment of the electronic structure problem. In MLDFT, the studied system is partitioned in two layers, one active and one inactive. The unique characteristic of MLDFT is the SCF procedure, that is performed in the MO basis of the active part only. This allows for a reduction in
computational cost, because the inactive fragments are kept frozen during the optimization of the density.

The MLDFT was applied to aqueous methyloxirane and glycidol, for which two different approaches to solvation were discussed. First, the so-called cluster approach is employed, which models solvation in terms of minimal clusters composed of the solute and a small number of water molecules. Second, a more realistic picture is considered, which focuses on randomly selected snapshots extracted from MD simulations. For all studied structures, the computed data confirm that MLDFT is able to correctly reproduce reference full DFT values, with errors which are always $\leq 1$ kcal/mol. Due to its favorable computational scaling, MLDFT can be coupled to more realistic approaches to solvation, i.e. it can treat a large number of representative snapshots extracted from MD simulations, so to effectively take into account the dynamical aspects of solvation.

In this first presentation of the approach, we have limited the analysis to ground state energies. However, MLDFT has the potentialities to be extended to the calculation of molecular properties and spectra. Such extensions will be the topic of future communications. The method will also be further developed by focusing on some technical aspects, which are worth being improved. For instance, in the current implementation, the DFT grid is homogeneous in the whole space. However, it is reasonable to assume that the grid can be downgraded further away from the active part. Technical refinements of the current implementation are in progress and will be discussed in future communications.

6 Supporting Information

Data related to Figs. 2, 6 and 9.
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