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Abstract
The intensity of wildfires and wildfire season length is increasing due to climate change, causing a greater threat to the local population. Much of this population are increasingly adopting social media, and sites like Twitter are increasingly being used as a real-time human-sensor network during natural disasters; detecting, tracking and documenting events. The human-sensor concept is currently largely omitted by wildfire models, representing a potential loss of information. By including Twitter data as a source in our models, we aim to help disaster managers make more informed, socially driven decisions, by detecting and monitoring online social media sentiment over the course of a wildfire event. This paper implements machine learning in a wildfire prediction model, using social media and geophysical data sources with Sentiment Analysis to predict wildfire characteristics with high accuracy. We also use wildfire-specific attributes to predict online social dynamics, as this has been shown to be indicative of localised disaster severity. This may be useful for disaster management teams in identifying areas of immediate danger. We combine geophysical satellite data from the Global Fire Atlas with social data provided by Twitter. We perform data collection and subsequent analysis & visualisation, and compare regional differences in online social sentiment expression. Following this, we compare and contrast different machine learning models for predicting wildfire attributes. We demonstrate social media is a predictor of wildfire activity, and present models which accurately model wildfire attributes. This work develops the concept of the human sensor in the context of wildfires, using users’ Tweets as noisy subjective sentimental accounts of current localised conditions. This work contributes to the development of more socially conscious wildfire models, by incorporating social media data into wildfire prediction and modelling.
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Abbreviations

MAE  Mean absolute error
SVR  Support vector regressor
RF   Random forest
GBRF Gradient boosted random forest
MLP  Multi-layer perceptron regressor
NN   neural networks
ML   machine learning
RMSE root mean square error
SA   Sentiment analysis
US   North American (United States and Canada)
AUS  Australian
GFA  Global fire atlas
DOY  Day of year

Introduction and motivation

In the advent of climate change, wildfire intensity and season length is increasing globally [1]. To control and mitigate the negative effects of wildfires, computational models exist which attempt to understand and predict the physical characteristics and evolution of these events [2–4]. To improve the accuracy of these models and make them more event oriented, we can include alternative, more diverse data sources [5, 6]. These models are increasing in sophistication but are still not fully effective for predictions in wildfire nowcasting systems [7–9] due to limited accuracy and geographic domain application.

Over the past years, the information era has led to an explosion of online activity. A large part of that activity is published on social media sites [10], representing a large amount of publicly available, unprocessed social data that is both opinionated and emotional.

Increasingly, studies are using social media as a data source [11] for investigating, modelling and mitigating natural disasters [12]. Due to its widespread use during events, this information has been developed for disaster management applications from a humanitarian perspective, which is now being employed by aid agencies [11, 13, 14]. In the context of wildfires, conventional sensing methods typically rely on more ‘physical’ means of sensing - i.e. remote or satellite sensing [15]. However, this is not the full picture. As with any natural or social disaster or event, people affected or witnessing these events post a subjective emotional account of this on social media. This account contains information about the users’ experience, and represents an untapped data source in wildfire modelling. This information cannot be inferred using conventional sensing methods, and as a result using this data source adds previously unknown information to models. As with traditional sensing methods such as cameras [7] or satellites [16], this data can be used for early warning systems due to active monitoring capturing the real-time reactions to this event. This data is also easier and quicker to collect and process than data sources such as
satellites, and can therefore be used to complement or substitute these types of data sources when traditional sensing methods yield inaccurate or sparse data.

There has yet been comparatively little work undertaken into the social impacts and influences of wildfires. That is, understanding how people perceive different wildfire events, whether this perception is related to wildfire activity in local areas, and incorporating these into real-time wildfire models. This represents a shortcoming in current models [15]. This paper aims to understand how people perceive wildfires, and whether this can be measured and modelled to make predictions. The goal is combining social and physical data to develop nowcasting wildfire alert systems for modelling wildfire activity. In achieving this, we develop Sentimental Wildfires, a machine learning model trained on both social and physics wildfires data. We utilise Twitter as a data source for wildfire modelling, collecting large numbers of tweets associated with different wildfire events. Twitter’s wide usage, and 280 character message length, make it an ideal platform for tracking disaster situations as they unfold [17]. Tweets represent noisy human sensor data, with an underlying flow of information surrounding an event that we aim to extract. By combining this data with historical satellite data, it is possible to create domain-specific Sentiment Analysis (SA) [18] of these wildfire events. We build up a socio-physical dataset of wildfire events by using satellite data from the Global Fire Atlas (GFA) 2016 Ignitions [19], and by collecting and sentimentally analysing social media data on these events. Following this, we investigate links between social wildfire data and physical wildfire characteristics. Our investigation shows that social sentiment can both be predicted by wildfire attributes, but also act as a predictor for these characteristics. This contributes to bridging the gap of understanding in the social impacts of wildfires, and uncovers relationships between social wildfire sentiment and physical fire attributes. The monitoring of the online social sentiment can be used to detect ignition geolocations. Given the presence of a wildfire in a specific area, we can use satellite data to model social sentiment over the course of the event. Using this satellite data to model social dynamics can be useful for capturing the effect wildfire activity has in the online space, and has been shown to be useful for quick disaster response [5].

The remainder of this paper is organised as follows. “Related works and contribution to present” examines current social media models in alternative applications and addresses the need for a social media based wildfire modelling system. “Sentimental wildfire: overview” outlines the system proposed by this paper for making wildfire predictions, and the contribution this system represents. The methodology of the system is then expanded on in “Sentimental wildfires: data collection”, “Sentimental wildfires: social sentiment analysis” and “Sentimental wildfire: predictions”. “Sentimental wildfires: data collection” describes the data collection and preprocessing methodology employed by the system proposed in this paper, which has been developed over multiple iterations. “Sentimental wildfires: social sentiment analysis” describes the use of sentimental analysis in the system, to convert qualitative textual data into quantitative numerical metrics, generating social sentiment variables for individual wildfire instances. We then introduce our prediction objectives for the system in “Sentimental wildfire: predictions”, and describe the machine learning (ML) models used in the testing of the system. “Test cases and results”
outlines the test cases and results of our system. The system is tested in two separate domains; North America and Australia. We first compare and visualise the datasets, and then apply our system to this data using ML methods outlined in “Sentimental wildfire: predictions” to achieve our predictive goals defined here. Following testing and evaluation of the ML models and datasets, we present the final Sentimental Wildfire models which can be used to make wildfire instance predictions. The work concludes in Sect. 7 by summarising our results and pointing towards possible improvements to Sentimental Wildfires.

Related works and contribution to present work

Due to the abundance of social media data available today, there is increasing interest in the research community around leveraging this information to make predictions or understandings about social and physical events, both in real-time and retrospectively.

The human sensor

The real-time publishing of information on these platforms means that in disaster situations users act as human sensors, detecting and documenting events. Social Media has already been implemented to detect and predict aspects of influenza spread [13], social unrest [14, 20], polling and election election outcomes [21], mental illness [22] and addiction [23], as well as general natural disasters [11, 24] and finally wildfires [8, 25]. Studies related to disaster scenarios have revealed interesting results, building on the concept of the human sensor to inform decision making and recovery in these situations. Indeed, social media is playing an increasingly important role in disaster relief, helping fire and rescue services make bottom-up decisions as an event unfolds [26].

The study in [27] offers a comprehensive review on how social media can be used in disaster scenarios to extract both spatial and temporal information surrounding natural disasters. This highlights the potential uses of social media in facilitating disaster management and provides a motivation for implementing the system proposed by this paper. It has also been shown that during natural disasters Twitter is a good social media platform to use for collecting and distributing information. The study in [28] showed during the Tohoku earthquake in 2011 that 63.9% of people who used Twitter during this disaster that the platform was useful in providing information. This paper additionally emphasises the importance of public engagement for systems like this to be successful, and that these rates of engagement are rising year on year, representing a wider human sensor network available to researchers.

Two systems which have been recently developed in this area are the Artificial Intelligence for Disaster Response (AIDR) [29] and Europe Media Monitor (EMM) [30] systems, developed by the Qatar Computing Research Institute and the European Commission’s Joint Research Centre respectively. Both these systems also utilise the human sensor, with the former offering advanced techniques for classifying
disaster-related tweets with up to 80% accuracy. The latter system monitors thousands of European news sources in over 70 languages, monitoring topics and news themes over the course of their development. These two systems are at the cutting edge of social media monitoring, the system proposed here aims to build on and combine these two methodologies to implement a wildfire monitoring & information collection system.

Modelling natural disasters using social media

This work combines social and physical data in a predictive model of wildfire activity based on Twitter data. A similar approach has been implemented in the context of flu spread [13]. This study predicts the number of hospital admissions based on the analysis of twitter data. Here, we apply this concept to the context of wildfires, and build on this methodology by attempting to model a number of wildfire characteristics. Additionally, wildfire modelling systems implemented previously have a number of restrictions which limit their application. The study in [8], like many retrospective wildfire analyses, yields findings that are highly geographically restricted. The study in [7, 9], uses cameras for an alert system for wildfires and requires large levels of expensive infrastructure. The system proposed by this paper avoids these geographic and economic restrictions by utilising the concept of the human sensor to use social media users for wildfire nowcasting. We use domain-specific language to isolate tweets associated with wildfire events, as in [11] and [15], using wildfire-specific keywords in our search queries. The wildfire keywords used are adapted from [15]. Additionally, there is evidence that during natural disasters, online sentiment in different geographic areas changes with the proximity to the disaster [17], and its perceived severity in that area [26]. To ensure this local sentimental reaction is captured, we generate queries to enforce a ‘locality’ on discussions in tweets analysed, by also using location keywords in search queries [18].

Sentiment analysis

Sentiment analysis (SA) has been used in the past to identify dynamic polarity of sentiments over the course of a disaster [26]. SA has been used in the past to gauge polarity in online reviews [31], and social media posts [32]. SA is also likely able to help evaluate levels of destruction in local areas, identify people or communities displaced or in need of rescue efforts, and improve overall disaster management and mitigation [33]. In the context of wildfires, this is of high importance, as there are often a multitude of time-sensitive factors involved, including; placement of fire fighters and rescue teams, alerts of blocked roads, power and telephone lines being cut, and the loss of infrastructure and life. This investigation uses SA on collected Twitter data in order to generate social sentiment variables and vectors for wildfires. This analysis of temporal data allows us to plot online sentiment over the course of a wildfire, introducing the notion of a sentimental arc of an event similar to those formulated in [17] and [8]. Previous studies have also used SA as a social analysis tool [11, 14] for natural disasters. These studies have shown that regional social
sentiment is correlated to perceived disaster severity in that area [11], and that social SA is a useful information extraction method in the context of social events.

To train our nowcasting models, we employ a ML model based on RF technology; namely the Gradient Boosted Random forest (GBRF) [34, 35] which has been shown to be effective even when the amount of the feature types is not very large [36]. Additionally, we compare our model with other different ML models: neural networks (NN) [37] and Support Vector Regressor (SVR) [38], and evaluate their potential suitability for this problem.

**Sentimental wildfire: overview**

An overview of the training of the system is shown in Fig. 1. The system consists of three parts: (A) data collection, (B) social/Sentimental analysis and (C) ML predictive models. These parts are better detailed in Sects. 3, 4 and 5 respectively.

The data collection part of the investigation is represented by the top row of the diagram, with the lower section representing two types of models being trained, corresponding to the two prediction objectives which are outlined in the later Sect. 5 of this paper. These models will intake the newly collected socio-physical data. Following the running of this system the models will be trained on historical wildfire data and instances. We train the models on historical data and we test the models on unseen data. As we know this doesn’t affect the generality of our study, we set up two test cases which covers wildfire activity for the whole of

![Fig. 1 Sentimental Wildfires: System Diagram for the A data collection, B social/sentimental analysis and C ML predictive models](image)
North American (United States and Canada) (US) and Australian (AUS) regions in 2016. North America is often used as a case study in investigations involving Twitter data [15], due to its high usage of social media. Additionally, high levels of wildfire activity in the region ensure sufficient physical and social wildfire data to achieve the model goal of integration of these sources. Furthermore, Australia is also an area of frequent wildfire activity and is also English speaking, however, has less Twitter users [39]. This area is used as a second domain to compare and analyse generalisability of social wildfire models.

There are a number of aspects of this work that are novel and/or transferable to other domains:

(A) Firstly, we introduce a fast way to create a dataset for historical wildfire events and their associated sentimentally analysed tweets. As has been shown, twitter data is noisy [40], so our system creates a filtering system to ensure the data collected is relevant and provides an accurately trained system. The system is simple and easy to run and available at https://github.com/jakelever4/FSA. This is the first time that social media data has been collected for this dataset of historical wildfires. The resulting database is a novel collection of wildfires and their associated Tweets and media. The query and data collection methods used to isolate tweets are expansions on a number of methodologies [11, 14, 21, 26], optimised for this context.

(B) We introduce new datasets of sentimentally analysed wildfire events. Performing SA on Tweets associated with wildfires allows us to plot sentimental arcs for these events, as has been done with previous case studies [8]. In this work, we implement SA via ML approaches using Natural Language Processing [18, 41, 42]. This approach applies ML algorithms to the linguistic features of text data [43–45]. The result of creating social sentiment variables for these wildfires are new datasets of socially analysed fires, documenting local online social sentiment over the burn period of many wildfires. Databases of wildfire events including these generated values has not been previously created in this way. We show in Sect. 6.1 that these datasets capture wildfire regional seasons as well as individual events, and thus can be considered high-quality datasets.

(C) We train models which accurately predict attributes of the novel dataset. Accurate modelling social media sentiment during disasters may help disaster management and recovery crews make more informed, quick, data-driven decisions [11, 17, 24, 26, 33]. This is a key aspect of wildfire modelling which needs improvement, and could help fire suppression and reduce public danger. This is the first time these ML methods have been trained for the purpose of predicting these wildfire attributes from social media data. We compare differing ML for this task (GBRF [34, 36], SVR [38], NN [37]), and judge their compatibility with this sort of social ML problem, showing that GBRF are the best ML method for these models. This represents a previously unexplored avenue for wildfire prediction. Models resulting from this may be incorporated into existing wildfire frameworks [7, 15, 46], strengthening these models and adding a socially conscious dimension.
Sentimental wildfires: data collection

This section outlines the collection and preprocessing of the historical social media and wildfire data that the system is trained on, corresponding to part A of Fig. 1. For this study, data was collected for the year 2016. Both social and physical aspects of wildfire data need to be incorporated into the model during development. The two parts of this section correspond to the two stages of the development of the socio-physical dataset; fire data collection (represented by [A.1] in Fig. 1) and social media data collection ([A.2] in Fig. 1).

[A.1]: Physics wildfire data collection

The methodology of the data collection part of this investigation generates social sentiment variables for individual wildfire instances, based on supplied historical data. The system uses satellite data from the GFA 2016 ignitions data set, this data is publicly available and can be downloaded at https://www.globalfiredata.org/fireatlas.html. The physical wildfire characteristics taken from this data are: Latitude (°), Longitude (°), Size (km²), Perimeter (Per) (km), Duration (d) (days), Speed (km/day), Expansion (Exp) (km²/day), and Start (S_DOY) and End (E_DOY) DOY. The physics vector $\mathbf{x}$ is then expressed as:

$$\mathbf{x} = [\text{Lat}, \text{Lon}, \text{Size}, \text{Per}, d, \text{Speed}, \text{Exp}, S_{\text{DOY}}, E_{\text{DOY}}, \text{PopDensity}]$$

(1)

where $\text{PopDensity}$ denotes the population density which value is collected by UN WPP-Adjusted Population Density data [47].

These attributes represent the physical aspect of the system. A subset of GFA ignitions are considered, based on the input domain. The input domains are a bounding box of longitudinal and latitudinal coordinates which is the geographic scope of the system. This subset is achieved by geocoding fire coordinates using [48], to generate a string location from longitudinal and latitudinal coordinates ($x$, $y$), and then filtering fires located outside the input domain. Geocoding wildfire coordinates generated a corresponding string location with a granularity of ‘administrative area level 2’ [49]. This GFA subset is reflective of the input domain, and the geocoding data is appended and saved for use in “Social media wildfire data collection” to complete the instance in the GFA subset which will then become our dataset, and build social sentiment variables for each wildfire event in “Social media wildfire data collection”.

[A.2]: Social media wildfire data collection

Having collected and filtered the physical wildfire data, social media data is collected and sentimentally analysed, to create social sentiment variables for the wildfire events. Algorithm 1 outlines the data collection algorithm implemented in this project for the historical 2016 wildfire data.

The algorithm requires as input the start and end DOY (namely $S_{\text{DOY}}$ and $E_{\text{DOY}}$) and the latitude and longitude coordinates $\{(x_i, y_i)\}$, where $i$ denotes the row/instance
number of the wildfire event in the dataset, outlined in Sect. 3.1. Twitter data collection runs on the 2016 physical fire data, using dynamic query generation (in lines 2–3 of Algorithm 1), to search for tweets posted during the specific wildfire burn period, and satisfying the criteria for wildfire relevancy (described in Sect. 3.2). Once the social data is collected, filters are used (lines 4–7 of Algorithm 1, and outlined in Sect. 3.2) to remove misleading or irrelevant posts and reduce noise.

**Algorithm 1** Twitter Data Collection Algorithm

**Require:** $S_{DOY}$, $E_{DOY}$, location($x_i, y_i$)  
**Ensure:** list of tweets for fire  
1: **for** fire in Historical Wildfire Dataset **do**  
2: query ← GenerateQuery(location($x_i, y_i$))  
3: list of tweets ← FullArchiveSearch($S_{DOY}$, $E_{DOY}$, query)  
4: **for** tweet in list of tweets **do**  
5: if tweet contains [filter phrases] then  
6: delete tweet  
7: end if  
8: end for  
9: grouped tweets ← GroupTweetsByDay(list of tweets)  
10: **return** grouped tweets  
11: **end for**

In this paper, the collection of social media in Algorithm 1 is implemented using the Twitter V2 API with an academic research track key for a full archive search of Twitter’s public data [50]. This endpoint takes a query formatted in guidelines with Twitter’s query syntax [51]. Queries specify keywords and date intervals to search on, and returns a list of tweets satisfying these constraints. The date interval refers to the burn period for a wildfire event, and the query is designed to isolate tweets specifically referring to this fire event.

**Queries**

Queries are a crucial part of the operation of the system. During training, the system searches Twitter’s historical archives for tweets which are relevant to wildfire events, before sentimentally analysing them. Examples of queries have been implemented in another study [11], this system is highly complex and computationally expensive. This system [52] offers a way of geocoding tweets based on their text content alone, which would be extremely useful in this system. However, the geographical accuracy of this system in its current form would likely add more noise to the data. With further development in this area, methods like this could become viable.

In this paper, we propose a query generator based on location and also event-specific keywords. Due to the fact that only around 1–2% of tweets are published
with geocoding data [52], this paper employs a wider strategy for refining and collecting tweets which are relevant to wildfire events. Here, we include published tweets that mention the location of the burn area in the tweet text, and therefore consider these relevant to wildfires currently burning in that area. For each fire from “Physics wildfire data collection”, a query is generated to target tweets referring to a particular fire. Queries target data relevant to its unique fire event, and ignore noise referring to other fire events/topics. This investigation has developed a criteria for generating queries dynamically which is designed to maximise relevancy to the wildfire event.

The following three criteria determine a tweet’s relevancy:

(C1) The tweet must contain one location keyword: A location word at either the county, state or country level.

(C2) The tweet must also contain one fire keyword, defined as: Fires OR Wildfires OR Bushfires OR Landscape Burn OR “Wildland Burn”.

(C3) Finally, the tweet is considered relevant if it contains one of a number of hashtags which are generated from the location and included in the query.

Geocoding wildfire coordinates in “Physics wildfire data collection” results in a string location generated in the form (County/district, State, Country). These terms are then used as location keywords to add locality to tweets, defined in Criteria (C1). Additionally, tweets need also to refer to landscape fire or burning to be considered relevant to a wildfire event. Thus, we also only return tweets which also contain a wildfire keyword, defined in Criteria (C2). An example of a dynamically generated query for an individual wildfire instance is shown in “Twitter data”.

Finally, we utilise Twitter hashtags. Hashtags are a word or phrase preceded by a hash sign (#), used on social media websites and applications, to identify digital content ‘tagged’ to a specific topic. This allows users to search hashtags to find discussions on topics, and is an effective way of tying tweets to specific events. We use the location and wildfire keywords to generate hashtag search terms included in the query, outlined in Criteria (C3).

Filters

A large source of noise in the data is the collection of tweets that are not relevant to the specific fire in question/not related to wildfires in general. Thus, measures were taken to reduce noise and maximise relevancy to specific wildfires. Line 4–7 of Algorithm 1 outlines the filtering process during the data intake process.

- Significant noise came from tweets expressing political views and opinions rather than wildfire events. Filtering based on political keywords, such as ‘corruption’, ‘Trump’, ‘Clinton’ and ‘feel the burn’, reduced political noise in the data.
Another source of noise are misuse phrases of the word ‘wildfire’. An example would be the tweet “Corruption is spreading through the California construction industry like wildfire”. Removing results containing the phrase ‘like wildfire’, reduced this noise.

Sentimental wildfires: social sentiment analysis

In this study, social SA is used to gauge online regional emotional expressions towards wildfire events, to investigate whether online social sentiment is reflective of local wildfire behaviour. Social SA converts qualitative social text data into quantitative metrics which can then be used as social characteristics for a dataset of wildfire events. SA is performed using Natural Language Processing [41, 42]. This approach applies ML algorithms to the linguistic features of text data [43–45]. If there is no labelled training data available, unsupervised methods need to be employed. However, in the presence of labelled training data, a number of different implementations, such as linear, decision tree, probabilistic and rule-based classifiers [53] can be used. This implementation is useful because it is a relatively simple yet effective way of quantifying peoples feelings towards a particular topic. Using Twitter data, we are able to take a wide range of these opinionated textual accounts of wildfire events, and build up a picture of the overall online feeling of the digital population towards the event. Here, by showing that social sentiment is a predictor of wildfire activity, we show that twitter data is useful in wildfire modelling, and subsequently open the door for more advanced textual information extraction methods. This study analyses the sentiment of tweets associated to wildfires, and uses these to generate social sentiment variables for individual wildfire events. Individual tweets are sentimentally analysed, and then these sentimental scores are aggregated to form overall social sentiment vectors and variables for historical wildfire events. Following the collection of the social media data for the physical wildfire dataset, we sentimentally analyse the tweets collected to generate social sentiment variables for the individual wildfire events. Tweets were collected for the wildfires and grouped by the date. URLs, punctuation, symbols, and repeated characters were removed from the text. Following this, the sentiment of each of the posts are analysed using Sentiment analysis, and then these values are aggregated by day. Sentiment is measured using two metrics which are defined as follows:

**Definition** *Sentiment Score* “Sentiment Score ranges between – 1.0 (negative) and 1.0 (positive) and corresponds to the overall emotional leaning of the text” [45].

**Definition** *Magnitude* “Magnitude indicates the overall strength of emotion (both positive and negative) within the given text, between 0.0 and +inf. Unlike score, magnitude is not normalized; each expression of emotion within the text (both positive and negative) contributes to the text’s magnitude” [45].

From the above definition we defined two variables; $S$ and $M$, which constitute our social sentiment variables. These variables observe the constraints $S \in \mathbb{R} : -1 \leq S \leq 1$ and $M \in \mathbb{R} : 0 \leq M$ respectively.
Algorithm 2 Tweet SA Algorithm

Require: list of tweets for fire
Ensure: Social Sentiment vectors $S, M$ for fire

1: $S \leftarrow []$
2: $M \leftarrow []$
3: for fire in Historical Wildfire Dataset do
4:     for tweets for day in list of tweets for fire do
5:         $S \leftarrow$ Analyse(tweets for day).Sentiment
6:         $M \leftarrow$ Analyse(tweets for day).Magnitude
7:     end for
8:     return $S, M$
9: end for
10: $S_{mean} \leftarrow AVG(S)$
11: $M_{mean} \leftarrow AVG(M)$
12: $M_{over} \leftarrow SUM(M)$
13: $S_{over} \leftarrow SUM(S)$
14: $totTweets \leftarrow SUM(tweetsForFire)$

Algorithm 2 shows how tweets are analysed per day, for each fire. For each day, Sentiment $S$ and Magnitude $M$ values are calculated, then appended to sentimental vectors for the fire. $S$ and $M$ are computed as shown in lines 5 and 6 of Algorithm 2. The function Analyse analyses word frequency and polarity, assigning each word in the passage of text emotional valence and leaning scores. Each words emotional leaning score is positive or negative, depending on the overall positivity of the word and its context in the sentence. The scores for all of the words are aggregated by their frequency to give summed scores of emotional leaning and strength, $S$ and $M$ respectively. $S$ is then normalised to the bounds $[-1,1]$. This gives the sentimental score $S$ and magnitude $M$ for an individual post. Line 10–14 shows these scores for individual posts are then aggregated to generate overall social sentiment variables for each wildfire event. Here, we generate a number of different variables from the social sentiment data. Each of these variables will be used to train an ML model in “Sentimental wildfire: predictions”. “Test cases and results” then assesses the suitability of these variables and their corresponding models.

The results of SA are corresponding Sentiment and Magnitude values for each burn day, forming a vector over the burn period. The dimensionality of these vectors is $d + 2$ where $d$ is the fire duration defined in “Physics wildfire data collection”, accounting for the one day pre/post fire also considered in this analysis. Lines 10–14 of Algorithm 2 outlines the generation of the five social sentimental variables used in the prediction in Sect. “Test cases and results”: 
• $S_{\text{mean}}$: Average Daily Sentiment Score
• $M_{\text{mean}}$: Average Daily Magnitude Score
• $S_{\text{ovr}}$: Overall Sentiment Score
• $M_{\text{ovr}}$: Overall Magnitude Score
• $Tot_{\text{tweets}}$: Total number of Tweets for wildfire

These variables constitute the sentimental vector

$$\mathbf{y} = [S_{\text{mean}}, M_{\text{mean}}, S_{\text{ovr}}, M_{\text{ovr}}, Tot_{\text{tweets}}].$$

(2)

**Sentimental wildfire: predictions**

We now present the part of the system which implements models to investigate whether social sentiment for wildfires is reflective of wildfire characteristics. An overview of the entire system is shown in Fig. 1. “Sentimental wildfires: data collection” and “Sentimental wildfires: social sentiment analysis” are represented by the top row of the diagram, with the lower modules outlined in this Section. Here we outline two types of models, corresponding to the two predictive objectives. These predictive objectives implement models which will intake the newly collected socio-physical data to predict different types of attributes.

The aim of these models is to investigate relationships in social sentiment towards fire events, and actual physical/geographic characteristics of the wildfire events themselves. Let $\mathbf{x}$ be a vector denoting the physical variables defined in (1) and let $\mathbf{y}$ be the vector denoting the sentiments as defined in (2), where $S$ denotes the sentiment score and $M$ denotes the magnitude. We make the following model objectives, the proving/disproving of which are the goals of the models:

1. **Sentiment prediction model**: there is some function $f : \mathbf{x} \to \mathbf{y}$, which predicts the social sentiment towards a wildfire event based on physical characteristics of the fire. This model uses the collected social media data as ground truth in training.
2. **Physics prediction model**: there is some other function $g : \mathbf{y} \to \mathbf{x}$, which predicts physics characteristics of a wildfire event based on it’s social media sentiment. This model is trained on the analysed collected social media data to predict the observational wildfire data.

These goals are the basis of the investigation the resulting models form part of the socio-physical model shown in Fig. 1. Following the setting of the prediction goals, ML models were developed to use the social wildfire data to predict the physical wildfire variables, and vice versa. In this paper, we implement GBRF regressors, Multi Layer Perceptron Regressor NN and SVR models. For a comprehensive description of these ML methods, and their respective optimisable hyperparameters, please see Appendix A, B and C respectively.
Test cases and results

For testing our models, we chose two different test cases: North America (United States and Canada) and Australia over the duration of 2016. We use historical wildfire [19] and Twitter data and we investigate links in online social sentiment and wildfire evolution outlining a brief exploratory analysis of the datasets and a comparison of the AUS and US domains. The section ends with the training, testing and comparison of our ML prediction models.

Data collection

Physics wildfire data

As mentioned in “Physics wildfire data collection”, this report uses for the physical data a subset of the GFA 2016 ignitions data set—those in North America (comprising the US dataset), and also Australia (the AUS dataset).

The filtered fire data consisted of 2389 US fires 1365 and AUS wildfires. These are shown plotted in Fig. 2 for US (a) and AUS (b) wildfire events. The physical wildfire characteristics taken from this dataset were described in the vector $\mathbf{x}$ in Eq. (1).

Twitter data

Using Algorithm 1, social media data was collected about the wildfire events in the US and AUS in 2016. The queries described in Sect. “Queries” have been implemented for all fires in the US and AUS subsets of data. In this context, an example of the criteria implemented into a query for a given fire location is:

**Example** (Maui County, Hawaii, USA) → (“Maui County” OR USA OR Maui OR Hawaii) AND (Wildfire OR Wildfires OR “landscape burn” OR “wildland burn”) OR #MauiCountyWildfires OR #MauiCountyFires OR #USAWildfires OR #USA-Fires OR #MauiWildfires OR #MauiFires OR #HawaiiWildfires OR #HawaiiFires

![Fig. 2](image-url) Filtered AUS (a) and US (b) Fire data used in this investigation
For the 2389 US fires queried for social media data collection, 1,820,157 tweets were returned. For the 1364 AUS wildfire instances, 478,082 tweets were collected via the data collection process. This gives a combined database of 3753 wildfire events and 2,298,239 total tweets.

Having collected a large textual dataset of Tweets associated with both AUS and US geographic domains, we are now able to perform exploratory and comparative analysis on these datasets to assess their suitability. Figure 3 shows a Wordcloud for the full text of tweets collected for both the AUS (Fig. 3a) and US (Fig. 3b) wildfires. Here we can see the keywords ‘wildfire’ appearing frequently, however an interesting result is that ‘bushfire’ is an extremely prominent keyword used with high frequency in the AUS dataset, but is very rarely used in the US dataset. This differing terminology is certainly regional, and highlights the significance of localised language if this system is to be used in other domains or expanded globally.

We can see also in both wordclouds the geographic keywords such as ‘qld’, ‘queensland’, ‘tasmania’, ‘south’, ‘california’, ‘oklahoma’, ‘kansas’, ‘fort’, ‘mcmurray’ etc. and also fire service account names and hashtags such as ‘qldfire’, ‘smokealert’, ‘tasfire’ all play a prominent role in these word clouds. Finally we notice a large amount of wildfire specific language featuring frequently within the tweets for both datasets. Words such as ‘smoke’, ‘vegetation’, ‘crew’, ‘help’, ‘massive’, ‘home’, ‘evacuation’, ‘burn’, ‘threaten’ etc. are all highly domain specific language.

We can further observe the differences in vocabulary in Fig. 4. By tokenising the entire textual datasets and then performing frequency analysis on these tokens, we can show the top 20 tokens used in the tweet text for the two datasets. We can see here that the language used is quite varied between the domains, which was unexpected, as this may indicate that the different regions communicate about these events on social media in different ways.

It initially appears from Fig. 4 that the top tokens used in the US dataset are more negative than the AUS dataset. However, performing SA using Algorithm 2 on these 20 top tokens shows that this is not the case. Averaging the sentimental values for the top 20 tokens in the US and AUS dataset respectively gives values of 0.03 and 0.02, which shows very little difference despite the differing language. We therefore conclude that despite the regional differences in language in

![Fig. 3 US (a) and AUS (b) Tweet text Wordcloud](image-url)
these datasets, there is a similar expression of sentiment across the two datasets. It should also be noted that despite these tokens being used for textual data surrounding natural disaster events (which are inherently emotionally negative), the average sentiment of the top tokens of both datasets was still relatively neutral (close to 0). Both the similarity and the neutrality is an unexpected result here, given the difference in top tokens, and their emotionally negative domain application. This may be because both domains are English speaking, and there is a natural positive bias in the English language [54]. Had other domains, exhibiting other native languages been included, we may have had more comparative results, and this may be an important part of future work in this area.

We now compare the accounts which publish the tweets which comprise our datasets. There were 19,587 unique users stored in the AUS database. However, some users appear much more than others, and the top 20 users account for 190,167 tweets, and the top 10 users accounting for 171,891 tweets in 2016 alone, and these are shown in Fig. 5a. The top 2 accounts was the Australian Weather Fire Road and Police Warnings accounts @Australianwarni and @CaspertwinCorp, with 65,793 and 72,697 tweets, meaning that the top 2 accounts make up nearly 29% (138,490 of 478,082) of the entire dataset. The user with the third number of tweets was @ABCEmergency with 7,135 tweets, illustrating the
dominance of @Australianwarni and @CaspertwinCorp in this dataset. This was an unexpected result, and an aspect not shared by the US dataset.

Conversely, there were 67,879 unique users stored in the US database. The top 10 users accounted for 90,148 tweets and are shown in Fig. 5b. The top 20 users accounted for 122,582 tweets. The top user was the account of a journalist named @fgeorge, with 19,775 tweets in the dataset. We can see from Fig. 3 that the tweets are spread out over many more dominant accounts in the US dataset compared to the AUS dataset. This is an interesting result, and may be due to the decreased Twitter activity in the AUS domain in comparison to the US.

**Sentiment analysis**

Average daily sentiment and Magnitude scores are shown in Fig. 6, where the US and AUS wildfire events are shown plotted on a map, coloured by their average magnitude and sentiment scores respectively.

Finally, from this, the sentimental arcs of each individual wildfire could now be plotted over the course of the burn period. An example of one of these arcs is shown in Fig. 7, for the overall Sentiment and Magnitude, the average Sentiment, and finally the cumulative magnitude, representing the cumulative emotional expression over the course of the wildfire event.

The sentimental variables for the AUS dataset are shown plotted in Fig. 8. Figure 8a plots the Sentiment and Figure 8b shows the Magnitude respectively for the AUS dataset. Similarly, Fig. 8c plots the Sentiment and Fig. 8d shows the Magnitude respectively for the US dataset.

We can see from comparing Fig. 8a and b that the distributions for the Sentiment is very similar across the two datasets. Similarly, comparing Fig. 8c and d also shows that the Magnitude follows a similar distribution between the two domains. This indicates that our models should generalise reasonably well to predictions between these datasets.
Fig. 6  US and AUS Fires coloured by (average) magnitude and sentiment

Fig. 7  Example sentimental Arc generated from SA
By aggregating Sentimental values for the tweets for each day in 2016, we are able to visualise daily online wildfire social sentiment across the course of the year. These are shown in the form of sentimental heatmaps, for the US dataset in Fig. 9a, and additionally for the AUS dataset in Fig. 9b. Here we can see very clearly that online social sentiment correlates to regional seasonal wildfire

Fig. 8 AUS (top) and US (bottom) sentiment (left) and magnitude (right)

Fig. 9 US (a) and AUS (b) online social sentiment heatmaps for 2016
periods—with the US dataset showing hot-spots of activity from April to September, and the AUS dataset showing increased activity from October to February. Again we can see this clearly in Fig. 10 which show the same plots but for the other variable, Magnitude.

This is a positive indicator for the quality of the data collected in Sect. 6.1, given that we are seeing here that the different regional wildfire seasons in the two domains is being accurately captured. Finally, we can also begin to see individual instances of wildfires manifesting themselves as dark patches here in the heatmaps, such as the Fort McMurray fire which is an event which features prominently at the start of May of this year in the heatmap.

This seasonal difference in domains further can also be observed in Fig. 11. The plot shows the summed daily magnitude (Absolute Log 10) over the course of 2016 for the US (Red) and AUS (Blue), datasets. Additionally, shown annotated are some of the biggest wildfire events to have occurred in US and AUS during their respective fire seasons. We can see that nearly all of the peaks in wildfire activity can be explained by one of these events. This is another good indicator of the quality of the data, as this shows that individual wildfire events, as well as regional seasons, are being captured by the data.

In summary, here we have visualised our textual datasets across different domains. We have shown that they exhibit different language patterns through the wordclouds in Fig. 3, and the top words in Fig. 4. However, we also showed that the distribution of the sentimental variables are actually very similar in Fig. 8. Furthering on this, Fig. 9 showed the regional seasonal differences between the domains, indicating that this element of wildfire activity was captured by the data. Finally, Fig. 11 showed that we may be able to pick up on activity spikes associated with individual wildfire instances, which would be highly beneficial from an analysis perspective, indicating that the data has a granularity of that level.
Prediction models

As already mentioned, this investigation utilises wildfire and social media data from North America and Australia in 2016. The system was tested on these two different domains; to assess differences in regional dialect, to investigate the generalisability of the individually trained models, and due to the abundance of wildfire and social media activity in both of these areas. In this section we employ the three ML models introduced in Sect. 5: GBRF, NN and SVR. These three models were trained on each of the three datasets: US, AUS and the combined dataset US+AUS. Then, to assess the generalisability of these models, we test them on the unseen set of data (i.e. models trained on US data are tested on AUS data and vice versa). This way we can evaluate how well the US model performs on the AUS data compared to the AUS model. We train the ML models on the 75% of data and we test them on the remaining 25% of unseen data.

We investigate the difference in training using different models and regional datasets of socially analysed wildfires, which are generated in Sect. 6.1. We created three of these datasets; one for the US, AUS, and one combined dataset for all 2016 ignitions, and their associated tweets.

We then trained three different ML models on these datasets. A GBRF model has been implemented using the XGBoost package in python [35], this model and it’s optimisable hyperparameters are described in Appendix A. Additionally, a NN (Multi-layer Perceptron regressor) model in SKLearn is also implemented. A description of the model hyperparameters is given in Appendix B. Finally, an SVR implementation is presented, also in SKLearn. It’s corresponding hyperparameters is outlined in Appendix C. The models were trained on the data using a wide grid search and a training set size of 75%—around 5000 wildfire instances. $x$ denotes the 10 physical attribute values defined in (1) for the wildfire gathered from the GFA.

![Fig. 11](image-url) Absolute magnitude (Log 10) plotted for both AUS (blue) [55] and US (red) datasets over the course of 2016, annotated with significant events during this period.
dataset, and \( y \) denotes the 5 social sentiment variables defined in (2), generated from the data collection stage were used as the target. For the Physical Prediction Model, the same models were used, utilising the GBRF, NN and SVR, however this time using \( y \), i.e. the five social variables, to predict \( x \), i.e. the 10 physical characteristics. We use the RMSE as the metric of comparisons.

**Prediction model \( f \)**

Table 1 shows the differing results gathered across the three datasets. Tables 2 and 3 show results of the execution time for training and testing, respectively. For the GBRF models, in Table 1, we see that there is a reasonably good generalisation between the different domain datasets, and also that there is the best RMSE values across a number of different variables for each dataset. Overall the GBRF models perform well, both in terms of generalisation and in accuracy across the different datasets. For the NN models, we see that these models perform well in their native datasets, for the domain specific models, i.e. the US model performs well on the US data and the AUS model performs well on the AUS data. However, we see a big gap in results in terms of generalisation. US models do not perform well on the AUS data and AUS models perform equally badly on US data. It would seem that in this case NN do not generalise well to our geographic variances in online expression. Finally, the SVR shows the worst RMSEs for most of the social sentiment variables modelled here. In summary, we observe here that GBRF models show good RMSEs and reasonable generalisation ability to new and unseen domains. Additionally, NN models give low RMSEs on native datasets, however do not cope well in new domains. Finally, SVR models did not perform well in terms of RMSEs. We can also observe here that in general, AUS models generalise worse to US data than US models do to AUS data. This may be because of the reduced data variance in the AUS dataset. Models fit on this data could be vulnerable to overfitting. Models trained on the combined dataset showed good results, and are shown to be the most generalised model. For the subsequent Sect. 6.3, we use the combined dataset in our models to maximise this generalisability/accuracy.

Following this, we investigate using different ML models in the modelling prediction part of the system. We test three models here; GBRF, NN, and SVR models, and compare their training and also execution times on the test set. The training set used here is the combined dataset, split 75\% into training data and 25\% into testing data. The execution time on the test data is the ‘test time’.

The SVR model showed consistently the lowest training times across the three models, however Table 1 shows that this was at the cost of accuracy in comparison to the GBRF and NN models. The GBRF and NN implementations both show similar results, in both training time and RMSE values. The RMSEs are sufficiently low, and show good results for these models. The training times for these models are higher, however, given that we are training this model on retrospective historical datasets, a high training time is of less detriment to this specific application. Following the (offline) training of the system, we can then use this in an online implementation, making real time predictions on data where accuracy is of greatest importance.
Table 1  Prediction model / ML method comparison results: using GBRF, NN, and SVR models for predicting social sentiment variables from physical wildfire characteristics. Included are results from US, AUS and combined datasets of wildfires and tweets.

| Variable   | GBRF model | AUS model | Combined model |
|------------|------------|-----------|----------------|
|            | US data    | AUS data  |                |
|            | US data    | AUS data  |                |
|            | Combined data |          |                |
| $S_{\text{mean}}$ | 32.52      | 30.55     | 44.39          |
| $M_{\text{mean}}$ | 50.09      | 58.65     | 67.45          |
| $M_{\text{ovr}}$ | 314.75     | 565.24    | 648.5          |
| $S_{\text{ovr}}$ | 202.25     | 383.85    | 357.30         |
| $\text{tot tweets}$ | 2343.5     | 2281.1    | 3701.70        |

NN Model

| Variable   | GBRF (secs) | SVR (secs) | NN (secs) |
|------------|-------------|------------|-----------|
| $S_{\text{mean}}$ | 28.98       | 9.23       | 407.60    |
| $M_{\text{mean}}$ | 62.88       | 18.75      | 65.20     |
| $M_{\text{ovr}}$ | 1017.73     | 149.27     | 646.52    |
| $S_{\text{ovr}}$ | 238.27      | 115.45     | 353.23    |
| $\text{tot tweets}$ | 2160.65     | 22994.96   | 3641.59   |

SVR Model

| Variable   | GBRF (msecs) | SVR (msecs) | NN (msecs) |
|------------|--------------|-------------|------------|
| $S_{\text{mean}}$ | 2.94         | 43.99       | 1.92       |
| $M_{\text{mean}}$ | 5.75         | 54.11       | 0.09       |
| $M_{\text{ovr}}$ | 3.37         | 45.78       | 0.24       |
| $S_{\text{ovr}}$ | 2.28         | 41.24       | 0.65       |
| $\text{tot tweets}$ | 2.94         | 47.21       | 0.29       |

Metric used here is RMSE.
Multiple models can be trained offline and substituted into the online system due to its modular structure. For this reason, we prioritise a low RMSE in these results, and the GBRF and NN models are clearly the best models for this application. For the test times, a low execution time on new data is important for making new predictions on live data. We find that the SVR models consistently showed the highest execution times on the test set. This is not desirable, and the GBRF and specifically the NN models perform considerably better here.

It has been shown that NN models give less interpretability [56] and are less generalisable to real-world domains. Interpretability is highly desirable in this context given the socially conscious angle needed to successfully implement a system such as this. GBRF models are beneficial for this because they have built in feature importance [57], which gives a clear justification for the predictions made. Conversely, NNs are somewhat of a black box in this regard. This is a problem given the application case of this system, where we need to know how any why our model has made the prediction it has - “The model must also explain how it came to the prediction (the why) because a correct prediction only partially solves the original problem.” [58]. Additionally, NNs need very large amounts of training data in comparison to the other ML models in order to achieve good accuracy [59]. Finally, we have seen that the NN models do not generalise well to our differing geographic domains. This is a key drawback in this ML method for modelling. Here, despite good performance metrics on most test sets, the low interpretability and poor generalisation of the NN method means that we conclude at this point this method is not suitable for this type of problem.

As a result, we will be using GBRF models in the final Sect. 6.3 of the Sentimental Prediction model. Their interpretability, generalisability and good scoring metrics on the test set make this the optimal ML method for this prediction problem.

**Final sentimental prediction model f**

Following testing in the previous sections, we present our final models for wildfire social sentiment prediction. This model uses GBRF models and is trained on a combined US and AUS training dataset.

Table 4 shows the results from the models trained on physical data with a social sentiment variable target. Results show that a number of social sentiment values can be accurately predicted by modelling physical wildfire variables. Models for predicting average Sentiment and Magnitude ($S_{\text{mean}}$ and $M_{\text{mean}}$) show good results when attempting to predict these variables, with low MAEs of 6–10. Overall Sentiment and Magnitude ($S_{\overline{\text{ovr}}}$ and $M_{\overline{\text{ovr}}}$) models also performed well, with satisfactorily low MAEs. $\text{tot}\_\text{tweets}$ did not show good results.

Additionally, an interesting result here is the feature importance of the well-performing GBRF models. Figure 12 show the feature importances for the Average Magnitude and Sentiment variables respectively. The feature importance is calculated by the F-score - the frequency each attribute is used to make a split in the tree across the GBRF model. These results show that the models with the greatest social sentiment prediction power placed most importance on the attributes corresponding to $S_{\text{DOY}}$ and $E_{\text{DOY}}$, Lon, Lat, and Pop Density. These attributes were always the features...
with the highest $F$-score (not necessarily in that order) for both models across 3
independent runs of training. These attributes are also significant because they are
wildfire independent—that is, they are variables concerned with the time and place
of the fire, rather than the fire itself. This result implies that important factors in pre-
dicting the online sentiment of a wildfire event is the time and location of the burn.

This could be because of regional variances in online social expression towards
wildfires. The seasonal nature of wildfires and the differing of these seasons across
North America and Australia may also be a contributing factor in this result.

In summary, these results indicate that we can indeed predict our target social
sentiment variables by using physical fire characteristics as predictors. Additionally,
the most important features were found to be the time and location of the wildfire
burn. Both sentiment and magnitude of social emotion have been shown here to be
accurately predicted for US and AUS 2016 ignitions, using only physical wildfire
data as an input. This leads us to make the conclusion that the sentiment depends,
and can be predicted, by the physical attributes of the wildfire by $f(\mathbf{x})$.

**Physics prediction model $g$**

This Section outlines the development of the physics-based wildfire prediction
model $g$. As defined in “Sentimental wildfire: predictions”, conversely to our devel-
opment of the sentimental prediction function $f$, for this model we use the physical
wildfire data as the ground truth, and train is our $g$ models on social sentiment wild-
fire data, which was used as the target in “Prediction model $f$”. As in “Prediction
model $f$”, we start our development of this model with an assessment of the datasets
and comparative generalisability of the models trained on each regional dataset. In
achieving this, we again train nine models for each variable, each one employing
one of the three ML models; GBRF, NN or SVR, and trained on one of the domain-
specific datasets; US, AUS or combined data. Following this, we can assess which
variables are best modelled by which ML models, which variables and ML models
generalise well for this problem, and conversely which ML models and datasets are
not suitable for this type of problem or variable. Finally, we present our final model
for our physical wildfire characteristics based on the social sentiment data collected
for these wildfire events using the datasets and ML models explored. All results
shown in this section are the average of three independent runs of training.

| Table 4 Sentimental prediction model $f$ results from predicting social sentiment variables from physical wildfire characteristics |
|-----------------|----------|---------|--------|--------|
| Variable        | MAE      | RMSE    | Gini   | $Gini_N$ | Score (%) |
| $S_{\text{mean}}$ | 6.34     | 17.83   | 0.367  | 0.846  | 38.7      |
| $M_{\text{mean}}$ | 10.88    | 40.85   | 0.316  | 0.822  | 38.3      |
| $M_{\text{ovr}}$ | 107.27   | 407.36  | 0.338  | 0.872  | 24.4      |
| $S_{\text{ovr}}$ | 54.75    | 364.76  | 0.381  | 0.865  | 15.3      |
| $\text{tottweets}$ | 458.927 | 2777.28 | 0.323  | 0.863  | 10.6      |

Included are results from US, AUS and combined datasets of wild-
fires and tweets
Table 5 shows the comparison of datasets across all of the physical variables which are modelled in the scope of this paper. Here we can see for Lat and Lon variables, the native models do not generalise well to the unseen domains. NN models specifically show very poor results here. In general, the NN models also generalise poorly again, as in Sect. 6.3. However, they perform well on their native datasets and also on the combined dataset. Furthermore, the result that the Lat and Lon variables did not generalise well is likely to be expected given the wide geographic divide between the two domains of US and AUS. Conversely, models trained on the physical characteristics Exp, Speed, d, Per and Size all show considerably better results in terms of generalisability across the different datasets.

The GBRF models here show reasonably good RMSE values for both the native and unseen domains for most of the physical variables modelled in this section. This method has similar RMSE values to the NN models in native datasets, however NNs have the disadvantage of poor generalisability to unseen domains. Finally, SVR models again do not show particularly good results either in terms of RMSE values or generalisability.

$S_{DOY}$ and $E_{DOY}$ also showed interesting results here, as the two native models do not generalise well, however, the combined model still shows reasonably good comparative results. This is likely due to wildfire seasons in the two domains (US and AUS) being at different times of years. This was somewhat expected, and likely a result of what we have observed in Fig. 9. This plot shows how the fire seasons of the two domains are almost the complete inverse of one another, and a model trained on one of the individual native datasets would not have the training data to account for this. Furthermore, this was seemingly largely accounted for in the combined model. This is a good indication that the quality of the data has allowed these models to generalise better and account for these regional differences. These results indicate that the use of the combined dataset will make the physical prediction models more general except for the case where location is the target.

In summary, Table 5 shows that ML models such as GBRFs and NN can accurately model physical wildfire variables such as $d$, Speed, Exp, as well as Lat and
Variables Size, Per and Pop Density all showed satisfactory early-stage results. We have shown that these geographic (Lat and Lon) and temporal (S\textsubscript{DOY} and E\textsubscript{DOY}) variables do not generalise well to unseen domains due to differing fire seasons and locations. However, this information is somewhat arbitrary.

| Variable | GBRF model | NN model | SVR model |
|----------|------------|----------|-----------|
| Lat      | 5.51       | 5.85     | 6.30      |
| Lon      | 9.7        | 11.52    | 11.73     |
| Size     | 37.42      | 53.73    | 22.12     |
| Per      | 14.34      | 19.58    | 9.59      |
| \(d\)    | 1.786      | 0.36     | 1.10      |
| Speed    | 0.83       | 1.18     | 0.85      |
| Exp      | 1.20       | 1.16     | 2.14      |
| Pop\textsubscript{Density} | 643.33 | 819.26 | 917.85 |
| S\textsubscript{DOY} | 58.53 | 178.61 | 76.97 |
| E\textsubscript{DOY} | 62.88 | 82.13 | 76.04 |

Included are results from US, AUS and combined datasets of wildfires and tweets. Metric used here is RMSE.

 Lon and S\textsubscript{DOY} for native datasets. Variables Size, Per and Pop\textsubscript{Density} all showed satisfactory early-stage results. We have shown that these geographic (Lat and Lon) and temporal (S\textsubscript{DOY} and E\textsubscript{DOY}) variables do not generalise well to unseen domains due to differing fire seasons and locations. However, this information is somewhat arbitrary.
for this application, as these values can be inferred from the tweet data itself. Additionally, we found that NN models too do not generalise to unseen domains. Overall, most of the physical variables show good results in at least one of the datasets at this early stage of model development. We conclude these are good results, and further investigate different ML models for the Physical prediction model in Sect. 6.3.

Again we test the same three models; GBRF, NN, and SVR, and assess the training time on the training set and the execution time on the test set. The results from recording the training time and the test times on their respective sets are shown in Tables 6 and 7 respectively.

Similarly to “Prediction model f”, we see that SVRs perform poorly in terms of a large execution time on the test set. SVRs do however, have a low training time, but as discussed previously in “Prediction model f”, this is of little relevance to this application. Conversely, again we observe that NN models report a much larger training time, but have a very short execution time on the test set. This is a good combination of results for our given application, as discussed previously. Finally, GBRF models give reasonable training times given the application, and also good execution times for operation. We can summarise from Tables 6 and 7 that SVR models perform poorly in terms of training time, and that NN and GBRF models perform well in terms of operational speed.

In summary, we have explored how the different ML models perform on the different datasets, evaluating them in terms of operational time and error metrics. Table 5 shows that \( d \), Speed and Exp call all be modelled to a good degree of accuracy. Additionally, the variables which are more domain specific, i.e. \( S_{DOY} \) and \( E_{DOY} \), Lat and Lon, do not generalise well and perform better on their native datasets. The variables were genrally modelled best using the GBRF and NN models, which both give similarly low RMSE values. We also see, similarly to Table 1 that the NN models have worse generalisability across these physical variables also. Additionally, as outlined in “Prediction model f”, GBRF models give greater interpretability and transparency, which is a key aspect for this application. As a result, as in “Prediction model f” we will prefer to use the GBRF models over the NN method for the final models in the Physical prediction model which will be outlined in the following “Prediction model f”.

Final physics prediction model \( g \)

The final model uses GBRF models on the combined dataset to achieve the best results. The average of these results are shown in Table 8, showing the models trained on the social sentiment data for the physical target variables. Results were generated by averaging three independent runs of training.

The most notable result shown in Table 8 is the model predicting fire Duration \((d)\). This model showed very positive results, with an MAE of 0.84. This shows that the resulting model was able to predict wildfire duration to within one day from social sentiment values/social media data alone. Additionally, Speed and Exp both performed well. Size and Per did not perform as well as hoped, which was disappointing as it is an important wildfire attribute. Other methods may need to be incorporated to further predict these attributes. Lon, Lat, \( S_{DOY} \) and
DOY all showed relatively good MAEs, despite being trained on the combined dataset. These are additionally interesting results because they were also the most important features for predicting social sentiment in the Sentimental Prediction Model described in Sect. 6.3. However, while these results indicate there is predictive power in these modes, MAEs for these results are not low enough for use to conclude that these are highly predictable attributes.

In summary, the results show that wildfire $d$, Speed and Exp can be predicted from its social sentiment variables. Also, the location (Lat and Lon) and time of year ($S_{DOY}$ and $E_{DOY}$) showed promising preliminary results, however these results still show error in predictions. More data sources may be needed to more accurately predict these values. It is reasonable to conclude that these results indicate that physical wildfire characteristics can also be predicted using only social sentiment data, by $g(y)$.

### Table 6 Sentimental prediction model $g$: comparison of training times in seconds for the three ML models

| Variable | GBRF (secs) | SVR (secs) | NN (secs) |
|----------|-------------|------------|-----------|
| Lat      | 276.73      | 20.23      | 919       |
| Lon      | 279.43      | 20.1       | 949.06    |
| Size     | 305.77      | 32.66      | 360.83    |
| Per      | 299.33      | 27.33      | 742.33    |
| $d$      | 298.33      | 39.8       | 1446.87   |
| Speed    | 286.33      | 68         | 663.66    |
| Exp      | 286.66      | 62.33      | 253.33    |
| Pop$_{Density}$ | 311.33 | 32         | 70        |
| $S_{DOY}$ | 282.63      | 17.79      | 2953      |
| $E_{DOY}$ | 261.50      | 16.62      | 2359      |

### Table 7 Sentimental wildfire prediction model $g$: comparison of execution times on the test set in milliseconds for the three ML models

| Variable | GBRF (msecs) | SVR (msecs) | NN (msecs) |
|----------|--------------|-------------|------------|
| Lat      | 4.90         | 23.74       | 0.03       |
| Lon      | 6.11         | 33.20       | 0.06       |
| Size     | 1.95         | 34.39       | 0.77       |
| Per      | 3.69         | 45.95       | 0.054      |
| $d$      | 4.22         | 28.36       | 0.53       |
| Speed    | 2.32         | 23.24       | 0.47       |
| Exp      | 2.09         | 26.88       | 0.47       |
| Pop$_{Density}$ | 2.22 | 27.18      | 1.95       |
| $S_{DOY}$ | 2.83         | 32.86       | 0.45       |
| $E_{DOY}$ | 5.48         | 34.13       | 3.46       |
Conclusion and future work

In this paper, we proposed a new predictive model for wildfires which uses social media and geophysical data sources with sentiment analysis to predict wildfire characteristics. We combined geophysical satellite data from the Global Fire Atlas with social data provided by Twitter.

In the paper we provided both formulations of the model and the code. We tested the new model with two different test cases: US and AUS dataset domains over the duration of 2016. The results show that social media is a predictor of wildfire activity, and present models which accurately model wildfire attributes. The algorithm and numerical methods proposed in this work can be applied to other natural events involving other equations and/or state variables.

The results in “Prediction model f” and “Prediction model f” indicate that both Sentimental and Physical prediction objectives outlined in “indicate that both Sentimental and” were achieved by the system described in “Sentimental wildfire: overview”. The models trained were able to predict both social sentiment variables; Sentiment score and Magnitude, which had been generated from the data collection and analysis outlined in “Physics wildfire data collection” and “Social media wildfire data collection” of this paper. Additionally, models trained on the social sentiment data were able to predict wildfire duration \( d \), Speed and Exp accurately, as well as the wildfire location (Lat and Lon) and \( S_{DOY} \) and \( E_{DOY} \) to less accuracy.

The initial insight to be gained by this paper is the link between physical wildfire activity and online social media expression. Implementing this system is a proof of concept model incorporating the concept of the human sensor, combined with satellite data, to predict wildfire attributes. Demonstrating a relationship between online social sentiment and wildfire activity indicates additional capabilities of social media for use in wildfire prediction. Further analysis of this data would reveal social sentiment dynamics at a finer level, which could allow the identification of areas of extreme danger to the public. This could additionally be used to automate allocation of emergency services, by monitoring local social media channels for local users documenting events.

| Variable  | MAE  | RMSE | Gini | Gini \( N \) | Score |
|-----------|------|------|------|-------------|-------|
| Lat       | 3.72 | 5.2  | 0.344| 0.868       | 0.75  |
| Lon       | 6.185| 7.40 | 1.73 | 0.929       | 0.79  |
| Size      | 9.66 | 33.89| 0.354| 0.835       | 0.14  |
| Per       | 7.22 | 15.89| 0.227| 0.764       | 0.24  |
| \( d \)   | 0.84 | 2.01 | 0.207| 0.961       | 0.87  |
| Speed     | 0.533| 0.86 | 0.143| 0.659       | 0.25  |
| Exp       | 0.88 | 3.24 | 0.226| 0.652       | 0.16  |
| PopDensity| 69.05| 575.18| 0.397| 0.424       | 0.02  |
| \( S_{DOY} \) | 40.73| 60.90| 0.100| 0.736       | 0.56  |
| \( E_{DOY} \) | 39.62| 61.15| 0.095| 0.734       | 0.56  |
In terms of improving the system, there is evidence from [13] that including more languages in the input can improve results when using SA to predict events. This could easily be incorporated into the future work by using a translation system. Additionally, we will explore the generation of either additional, reduced or different social sentiment variables. It is likely that additional analysis of the social media data will allow us to generate social sentiment variables with more physical predictive power for wildfires, while also being better reflective of online social expression. This could be achieved through context analysis and entity extraction, and will be generally facilitated by the extended linguistic analysis of the social media posts.

There are also results that indicate differences in regional expressions of online social sentiment at both a national and international level [60]. “Prediction model f” and “Final sentimental prediction model f” both show improved generalisation with combined/more geographic domains. Domains wider than those used in “Test cases and results” would likely improve model generalisation and results, and this could be achieved by additional rounds of data collection, focused on other regions.

One dimension which was limited in the data collection was the geotagging information tying a tweet to a location, as only 1–2% of Tweets contain geo-tagged data [52]. However, if only these Tweets were considered, it would considerably limit the data. “Queries” partially solves this by implementing a query algorithm to search on tweets mentioning specific locations, however, this is an imperfect solution. Models have been implemented to address this problem, geolocating Tweets automatically [52] when geolocation data is not available. However, these implementations are still relatively inaccurate, and incorporating them into this model would likely introduce additional distortion in already noisy Tweet text data.

Finally, if this system were to employ a domain-specific language model, similar to one used in [11], it is likely the sentiment analysis methodology outlined in “Sentiment analysis” would yield significantly more accurate results. To achieve this advanced level of analysis, language models implementing rule-based and probabilistic approaches may be implemented. Packages exist to facilitate this, such as the VADER (Valence Aware Dictionary and sEntiment Reasoner) package in Python [61]. This would also allow for contextual & topic analysis to be implemented, to extract concern themes over the course of a wildfire event. Additionally, entity extraction would allow for the tracking of named entities and their corresponding topics in relation to wildfires. This would also allow for a much more complex information extraction process from the tweets, which is key for a fully integrated model.

The findings in “Test cases and results” act as proof of concept for the socio-physical model proposed in “Sentimental wildfire: overview” and shown in Fig. 1. This paper shows that social sentiment and wildfire activity are linked, a relationship which will be explored further in subsequent work. We can expand on this methodology by investigating both temporal and spatial online social dynamics over the course of a wildfire. This will allow the development of a real-time social sentimental wildfire system, using linguistic analysis of social media to predict areas of interest to disaster management teams and danger to the public. This system could
be incorporated to create more socially conscious, real-time wildfire models which provide actionable insights for disaster management teams.

Appendix A GBRF Models

Random Forests are an ensemble method extension of Classification and Regression Trees (CART) [62]. Figure 13 shows the architecture of the GBRF model. For the training phase, these methods start with a simple model, often a single tree (or weak learner), and then additive training occurs where trees are generated and added to build up a forest of trees which is used for the final prediction. For new data, predictions are then made by averaging the majority vote of all trees in the forest. The GBRFs are built and evaluated using the MAE, and the Gini coefficient [38]. The Gini coefficient is a scoring metric which is a measure of the degree to which a particular element is wrongly classified when randomly chosen and it is expressed by the formula:

\[ \sum_{i=1}^{n} p_i (1 - p_i) \]  

(A1)

where \( p_i \) denotes that the physical event \( i \) happens (or that the sentiment \( i \in S \) is evaluated) and \( n \) is the number of possible events (or possible sentiments). The Gini coefficient is used in the tree-building stage to choose which variables to split on in the decision tree models [38]. When splitting at a node in the decision tree, each variable is considered by calculating the new Gini coefficient if the node is split on this variable. The variable which gives the greatest Gini gain is the optimal variable to perform the node split on. Gradient boosting RF algorithms are particular RFs which begin with a base (weak) learner (tree), and consecutively add more weak learners to the ensemble with the goal of minimising a loss function [63]. Given a training sample \( \{x_i, y_i\}_{i=1}^{n} \) (or \( \{y_i, x_i\}_{i=1}^{n} \)), the goal is to find function of \( F'(x) \) (or \( G'(y) \)) such that the expected value of the loss function \( \psi(y, F(x)) \) (or \( \phi(x, G(y)) \)) is minimised [38]. The gradient boosting problem is then expressed as:

\[ F'(x) = \arg\min_{F(x)} \mathbb{E}_{x,y} \psi(y, F(x)) \]  

(A2)

or as:

\[ G'(y) = \arg\min_{G(y)} \mathbb{E}_{y,x} \phi(x, G(y)) \]  

(A3)

where \( \mathbb{E} \) denotes the expected value. The boosting algorithm then approximates \( F'(x) \) (or \( G'(y) \)) by additive expansion, which can be summarised as:

\[ F(x) = \sum_{m=0}^{s} \beta_m h(x, a_m) \]  

(A4)

or

\[ \begin{align*}
\end{align*} \]
where the functions \(h(x, a)\) (or \(k(y, b)\)) are known as the ‘weak learners’, represented by the trees in Fig. 13.

Over a series of \(s\) steps, the weak learners are sequentially added, and the expansion coefficients \(a = \{a_1, a_2, \ldots\}\) (or \(b = \{b_1, b_2, \ldots\}\)) and \(\{\beta\}_0\) (or \(\{\alpha\}_0\)) are jointly fit to the current models pseudo-residuals. For \(m = 1, 2, \ldots, s\), this gives

\[
(b_m, a_m) = \arg \min_{\beta, a} \sum_{i=1}^{n} \psi(y_i, F_{m-1}(x_i) + \beta h(x_i; a)) 
\]  

(A6)

or

\[
(a_m, b_m) = \arg \min_{\alpha, b} \sum_{i=1}^{n} \phi(x_i, G_{m-1}(y_i) + \alpha k(y_i; b)), 
\]  

(A7)

and

\[
F_m(x) = F_{m-1}(x) + \beta_m h(x; a_m) 
\]  

(A8)

or

\[
G_m(y) = G_{m-1}(y) + \alpha_m k(y; b_m) 
\]  

(A9)

which shows the step-wise optimisation of \(F\) (or \(G\)). Equations (A6) and (A7) are then optimised to solve the loss function \(\psi\) and \(\phi\) by fitting least squares on \(h(x, a)\)
and \( k(y, b) \) respectively. This replaces the optimisation problem presented in Eqs. (A2) and (A3) with one based on reducing least squares in Eqs. (A6) and (A7).

These models were trained on a wide grid search covering the hyper-parameters denoted by:

- ETA (Alias—learning rate): Step size shrinkage used in update to prevents over-fitting [64].
- Max depth: Maximum depth of a tree.
- Min child weight: Minimum sum of instance weight (hessian) needed in a child.
- Learning rate: Learning rate schedule for weight updates
- Subsample: Subsample ratio of the training instances.
- Col sample by tree: Subsample ratio of columns when constructing each tree.
- N estimators: Number of trees in the ensemble.

**Appendix B NN methods**

A Multi-layer Perceptron Regressor (MLP) is feed-forward artificial NN model, which maps a set of input MLP consists of multiple layers of nodes in a directed graph, with each layer fully connected to the next one and at least one hidden layer [56]. The architecture of this type of network is shown in Fig. 14.

Each neuron in this network includes a nonlinear activation function that is differentiable, and this network is trained via a method called back propagation, in two stages [37]: In the forward phase, the input signal is propagated through the network until it reaches the output layer and the network weights remain fixed. Then in the backward phase, an error signal is produced by comparing the network output with the true target. The error signal is propagated backwards through each layer of the network and successive adjustments of the weights between neurons are adjusted to reduce the error signal with each round of back propagation [56].

The hyper-parameters optimised during the training of this model are denoted as:
• Solver: Solver method for weight optimization.
• Activation: Activation function for the hidden layer.
• Alpha $\alpha$: L2 penalty (regularization term) parameter.
• Learning Rate: Learning rate schedule for weight updates.
• Hidden Layer Sizes: Network architecture.

Appendix C SVR methods

An SVR method is also implemented [38]. SVRs are supervised learning method which employ the concept of the support vector machine [65]. The training of these models is achieved by plotting all of the $N$ training data points in an $d$ dimensional space, where $d$ is the dimensionality of the training data. The algorithm then aims to find the ‘best fit line’ - a $(d$ dimensional) regression hyperplane in this space which best models the $N$ training data points.

Figure 15 shows the parameters for the SVR. The dotted lines are known as the ‘soft margins’ and form an ‘$\epsilon$-insensitive’ region or $\epsilon$-tube, which allow for more leniency in the errors. This region is bounded by the ‘support vectors’, and these are chosen to minimise the errors on the training data. Points classified outside of the margin have errors associated to them by assigning slack variables, proportional to the distance from the $\epsilon$-insensitive region/tube shown in Fig. 15. Once the hyperplane is generated in the $d$ dimensional space, kernel methods are used to project unseen data into this space for prediction.

We implement a grid search on the hyper-parameters [66] denoted by:

- Kernel: kernel type to be used in the algorithm.
- Degree: Degree of the polynomial kernel function.
- Gamma $\gamma$: Kernel coefficient for ‘rbf’, ‘poly’ and ‘sigmoid’.
- Tolerance (tol): Tolerance for stopping criterion.
- Epsilon $\epsilon$: Epsilon in the epsilon-SVR model.
- C: Regularization parameter.

Fig. 15 Included parameters of the support vector regression
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