Experimental Simulation of Hybrid Quantum Systems and Entanglement on a Quantum Computer
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We propose the utilization of the IBM Quantum Experience quantum computing system to simulate different scenarios involving common hybrid quantum system components, the Nitrogen Vacancy Centre (NV centre) and the Flux Qubit. We perform a series of the simulation experiments and demonstrate properties of a virtual hybrid system, including its spin relaxation rate and state coherence. In correspondence with experimental investigations we look at the scalability of such systems and show that increasing the number of coupled NV centres decreases the coherence time. We also establish the main error rate as a function of the number of control pulses in evaluating the fidelity of the four qubit virtual circuit with the simulator. Our results show that the virtual system can attain decoherence and fidelity values comparable to what has been reported for experimental investigations of similar physical hybrid systems, observing a coherence time at 0.35 s for a single NV centre qubit and fidelity in the range of 0.82. The work thus establishes an effective simulation test protocol for different technologies to test and analyze them before experimental investigations or as a supplemental measure.

Quantum computers have the potential to solve problems that scale up at polynomial time and are thus predicted to outperform classical computers in a wide range of tasks including machine learning, complex simulations and optimization problems.7–14 However, to establish true quantum supremacy, there is a need to build and demonstrate universal fault tolerant and scalable computing systems that can extend beyond the capabilities of classical computational systems.15 To accomplish this several different types of systems and architectures have been proposed and continue to be studied.

More recently this has included the demonstration of hybrid systems which combine different complementary quantum device elements, often coupling a combination of a superconducting, atomic or spin systems into a single circuit.17–19 NV centres have been studied extensively for this purpose, this is because the spin states associated with the NV centre present a well-studied energy level splitting which can be readily accessed and addressed through both electrical and optical measurement techniques and are thus able to couple relatively easily to circuitry and other device components. It has already been shown that coupled NV centres and flux qubits19,20 are ideal complimentary elements for such hybrid systems. As both these device elements rely on spin they can easily be coupled, and experimental investigations have demonstrated qubit information transfer between flux qubit and NV centre ensembles.19 Additionally, NV centres present ideal quantum logic elements and have shown to be useful for a range of operations including as quantum registers and as quantum gates.21,22 Due to their possibility of realizing fault tolerant logic operations holonomic quantum gates have been widely studied in various systems but most notably with the geometric phase in NV centre qubits.4–6

We attempt to extend the work of Devitt28 which suggested the possibility of simulating different quantum systems, their states and properties with the IBM Quantum Experience cloud-based computing platform. Our work investigates the physical properties of three variants of a small-scale circuit onto which we map an equivalent virtual system composed of the NV centre(s) and a flux qubit. We relate this to the work of Zhukov et al.,3 that looks at simulating spin qubits with the IBM Quantum Experience (5 qubit) IBMqx4. Also, we draw inspiration from the work of Ju et al.,29 which makes use of the properties of NV centres and their topological transitions to act as a simulation platform itself, which we instead extend for the purpose of simulating their useful properties for quantum circuits.

Firstly, we examine the relaxation rate and state coherence of a three logical qubit entangled circuit. By tuning the initial state preparation through microwave pulse control of the logic operations of the simulator, we are able to simulate dynamics equivalent to that observed in the entangled electron, nitrogen atom and instead replace the $^{13}C$ atom with a flux qubit, which relates to what is found in physical NV centre systems. Next, we use the same technique to simulate a coupled system involving three NV centres and a flux qubit and demonstrate effects in accordance to recent theoretical predictions.30 To demonstrate the versatility of this simulation scheme we also investigated the effects of scaling up the system and performing a complete circuit by increasing the number of NV centres coupled to the flux qubit, and modelling their dissipation according to an Ornstein-Uhlenbeck process.31

As shown in Figure 1, the first simulation experiment involves a direct investigation of the physical components that collectively make up a single nitrogen vacancy centre: the electron spin coupled to the nuclear spin of its nitrogen atom and the nuclear spin of a nearby $^{13}C$ atom. This diamond lattice defect has five valence electrons, as well as an extra electron captured from the environment forming a negatively charged state. These six electrons occupy the molecular levels forming a spin-triplet ($S = 1$) state. In experiments, applying an external magnetic field can control the energy level splitting through a Zeeman effect $m_s = 0$ or $\pm 1$ spin, which can form a two-level system $m_s = 1$ and $m_s = 0$. It is well established that appreciable quantities of the natural abundance $^{13}C$ isotopes can act as a source of decoherence of the NV centre through spin-spin correlations. It is thus interesting to incorporate such elements into the

---

a) Electronic mail: somnath.bhattacharyya@wits.co.za
demonstrated its potential to be utilized by for quantum

The IBM Quantum Experiences IBMqx4 has already

the NV centres.

Q

cerned with logic protocols that involve the entanglement

were used as multi-qubit spin registers. We are mainly con-

separate qubit lines on the physical circuit. We designate

system composed of individual two-level spin states of elec-

The electron-spin line for control and readout of the entan-

gen nuclear spin. The hyperfine coupling constant between

\[ J = \frac{\hbar}{2} \sigma_x \]

anistropic magnetic dipole-dipole interaction is taken as

being the electron spin zero-field splitting tensor from the

spins and flux qubit in an external magnetic field

compared to experiments

U

e

FIG. 2. Quantum circuit for the unitary time evolution of

e^{-i\Omega t} \text{ on the } ^{14}\text{N}, the electron spin } e \text{ and the flux qubit

acting as qubits. We apply the Trotter approximation to

U_1.

simulation experiments, as such dynamics can be easily

compared to experiments. The Hamiltonian of the two

spins and flux qubit in an external magnetic field \( B_0 \) is \( (\hbar = 1) \):

\[
H = DS_z^2 + \gamma_e B_0 S_z - \gamma_N B_0 N_z - B_0 \left( \frac{\delta}{2} \sigma_z \right) + Q \left( \frac{\delta}{2} \sigma_z \right)^2 + J_C S_z g_f \sigma_z + J_N S_z N_z
\]

(1)
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shown its potential to be utilized for quantum simulations of this scale. In our simulations the virtual system composed of individual two-level spin states of electron, nitrogen and the flux qubit are represented by three separate qubit lines on the physical circuit. We designate the electron-spin line for control and readout of the entangled components. This allows for easy comparison to recent experiments where electron-spin in nitrogen doped diamond were used as multi-qubit spin registers. We are mainly concerned with logic protocols that involve the entanglement

of the electron-spin line, and thus measurements can only be made in the \( Z \) basis on the electron-spin qubit. We take all the qubits in the zero state and map the three qubits on the IBMqx4. In order to do this the Hamiltonian (1) is transformed and mapped into an experimentally realizable Hamiltonian through the Trotter approximation method, which we show in the supplementary information.

FIG. 3. Main three qubit quantum circuit on IBM Q consisting of Hadamard gates (H), controlled-not (CNOT) gates, unitary gates \( U_1 \) and \( U_3 \) (being the inverse), as well respective measurements.

We take the \(^{14}\text{N} \) and \(^{13}\text{C} \) as a source of noise approximating a Markovian-Gaussian probability distribution governed by a static magnetic field and noise from the electron spins to follow an Ornstein-Uhlenbeck process controlled by coupling to the bath. A challenge that arises in constructing and simulating open quantum systems is decoherence, as the inter-qubit dynamics that implement the quantum logic are unavoidably affected by uncompelled couplings to the solid-state environment, preventing high-fidelity gate performance.

An error correction technique that has been investigated in systems involving NV centres is dynamical decoupling, which decouples the system from its environmental degrees of freedom. We look at this method in more depth and in specific cases in the supplementary information. Dynamical decoupling has been shown to lengthen their electron spin coherence time and it allows each qubit to be individually and uniformly decoupled, with the added sequence the flux qubit coherence time ranges from \( 40 \mu s \) to \( 85 \mu s \).
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decreases and then stabilizes with increased pulse duration,

within the \( 2.5 \mu s \) instance it decreases by \( 0.2 \). We look at

this in terms of the state excitations to \( m_s = +1 \) and \( m_s = -1 \), as well as the state preparation to \( m_s = 0 \), where we see a consistent relation with the state preparation having a slower decrease in relaxation and the excitation to \( m_s = +1 \) decreasing fastest. In (c) we look at the electron spin state coherence evolution which we simulate with the gate structure in (d), this exhibits a steady and then procedurally rapid decline, from time 0 to 1 \( \mu s \), then 1 to 3 \( \mu s \) respectively; it subsequently increases to then stabilize at the 4 to 5 \( \mu s \) interval. The relaxation observed from our virtual system’s electron spin resembles relaxation shown in physical NV center experiments. In physical experiments
FIG. 4. Electron spin relaxation as a function of pulse duration. (b) Decoherence variation with time for entangled electron spin of the NV centre. (c) Quantum circuit used to simulate central spin relaxation. (d) The entangled spin evolution.

FIG. 5. The gate structure for the extended model with \( n \) NV centres and a flux qubit.

this is often a result of perturbation by the \(^{13}\text{C}\) nuclear spins around it which decoheres the spin center, but as the pulse sequence comes into effect the system transitions into a steady state. In physical experiments the longitudinal relaxation observed in experiments has displayed both temperature and magnetic field dependence\(^{35,44,45}\). The simulator has its limitations, but the relaxation we observe from our virtual system scales similarly to the experimentally verified relaxation rate\(^{35}\). We relate the decoherence of the virtual system to the reduced state coherence observed in our quantum gate simulation of the system with

FIG. 6. (a) Fidelity of a four qubit system involving three NV centres and a flux qubit. (b) A magnified view of the four qubit fidelity in a shorter time frame (from another run of the simulation). (c) Fidelity of a four qubit system involving three NV centres and a flux qubit vs. number of steps on IBM Q. (d) State coherence vs. number of execution steps the simulator. The decoherence affecting the physical IBM Q qubit likely has a small but not overly significant contribution to the time scale and our measurements. This virtual system simulation has similarities to the work done by Taminiau et al.\(^{22}\), which we look at in certain cases in the supplementary information.

We now look at a four qubit system with three NV centres and a flux qubit, which is an experimentally realizable hybrid quantum circuit architecture\(^{46}\). A technique of entangling the qubits in physical experiments is through using a resonant driving field and letting the system evolve through a rotating unitary operation. This virtual circuit can be represented by a Hamiltonian which is given in the supplementary information.

Fidelity which is the measurement of the closeness between two quantum states is measured for our gate simulation. By studying the influence of the shape and power of the control pulses, we can investigate the degree of influence of the IBM quantum system and its noise on our circuit simulation. In Figure 6 (a) we look at a four qubit gate based logical circuit which consists of three NV centres and a flux qubit, here we observe that the fidelity decreases quickly from 0 to 0.5 ms and then slowly to level at 0.82 at 0.35 ms. We consider the initial decline in a more magnified view in (b), which shows the reduction of the state fidelity in 0.06 ms. To show that our results obtained from our virtual system simulations were reasonable, we look at the limits of the simulation platform in performing this circuit simulation by showing the variation in the fidelity and state coherence with varied numbers of steps applied in processing the quantum gates; this correlates to the number of times it is run on IBM’s 5 qubit system. In (c) we look at the fidelity for the four qubit system, and find a steady decrease in the fidelity with the number of steps involved. The fidelity eventually stabilizes. This indicates that there is only a limited contribution of the physical IBM Q quantum system and its decoherence and dissipation to the simulation of our virtual system. Similarly in (d) we look at the coherence times which shows a similar, although more prominent decrease in the times observed with an increase in the number
FIG. 7. (a) Coherence vs. n (number of NV centres). (b) Decoherence vs. evolution time, with 1 NV (blue), 2 NVs (green), 3 NVs (red) and 4 NVs (black).

of execution steps of the experiment. This decreases to almost 0 at 1400 steps. The results of our circuit simulation are related to results obtained in both theoretical and experimental investigations of similar circuits. 

With the system involving n NV centres depicted by Figure 5 we look at how the increase in the number n of affects the coherence time. This is shown in Figure 7, in (a) we show the coherence time scaling linearly with the increase in the number of NV centre qubits, where it decreases by 0.15 s with a change from one to four in number n. In (b) we show the change in the decoherence with the evolution time in ms: it illustrates that there isn’t a large difference between having one and two NV centres in the system since they scale similarly with only slight differences in their rate of evolution. With three and four qubits they each decohere faster within a shorter evolution time. With numbers n of one to three of NV centres they all decohere to 0.4 at around 27 ms and the system with four NV centres decoheres to 0.4 in 8 ms, which is significantly faster. The state coherence stabilizes as the time approaches 30 ms. This shows the transition to a steady state in the system, which is common to both the simulator and the virtual system at approximately 0.4.

IBM Q’s superconducting qubits have a coherence time which ranges from 50 - 100 µs (0.05 - 0.1 ms), as shown in Figures 4, 6 and 7, our simulated system displays a longer coherence time than that reaching around 0.35 s. In both the virtual and experimental circuits each qubit is entangled with different properties with the IBM Q simulator, and that they can be simulated fairly accurately, irrespective of the contributions of environmental noise and CNOT noise. We show a decoupling procedure that lets decouples the NV centres from their environment and allows them to maintain their entanglement in the process, which could be a way toward their usage in scalable and fault tolerant information processing. Finally, we recommend further studies of virtual systems on the platform.

SUPPLEMENTARY INFORMATION

In the supplemental material we look at the mechanisms involved in entanglement and simulations involving them, additional more general spin qubit simulations, fidelity simulations which relate to the first virtual system proposed and simulations of a dynamical decoupling protocol that could be incorporated as part of the virtual system to improve the resulting coherence times and fidelities.
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