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1. Introduction

5G and beyond (B5G) wireless communication networks will strive for a capacity and coverage that are beyond the capabilities of current standards. Therefore, new radio access techniques and deployment strategies are being implemented by several standard development organizations and research groups to meet the demanding requirements of key performance indicators (KPIs) related to spectral efficiency (SE), delay, or outage probability, to name a few. Network densification, achieved by deploying a large number of small cells (SCs) throughout the coverage area, is one of the most promising solutions to boost the performance of wireless networks. SCs are based on the use of low-power and reduced-size wireless access points (APs) that provide short-range connectivity to nearby mobile stations (MSSs). It has been shown that a dense deployment of SCs has the potential to increase capacity, extend network coverage, and improve spectrum utilization with reduced power consumption [1]. However, several technical challenges need to be addressed...
to achieve the promised performance gains in an ultradense network (UDN) setting, including the efficient management of high levels of interference, the implementation of reliable and cost-effective backhaul links, and the design of efficient protocols for the management of initial access, mobility, and handover [1, 2]. In the following, we concentrate on the first of the challenges, which is interference management, notwithstanding the importance of the rest of mechanisms.

Advanced interference management techniques are required to combat the effects caused by the multiple concurrent transmissions taking place in a reduced area when considering a UDN scenario. Interference alignment (IA) has gained a lot of attention as one of the most promising interference management techniques for SCs given its capability to achieve optimal degrees of freedom (DoFs) [3, 4]. IA has been applied in several scenarios such as cognitive radio (CR), device-to-device (D2D), and cellular and heterogeneous networks (HetNets) [5, 6]. Although a closed-form expression to compute the precoder and decoder matrices according to the IA strategy is very difficult to be obtained in most scenarios, several linear iterative algorithms allow a practical implementation that exploits the availability of multiple antennas both at the transmitter and the receiver sides [7–9]. The main idea behind linear IA algorithms is to iteratively design the precoder and decoder matrices of all network users so that, for each user, the received interference signals are projected into certain subspaces orthogonal to the decoder matrix at the receiver side.

In a recent previous work [10], a performance comparison of different IA algorithms reported in scientific literature, such as minimum interference leakage (MIN-IL) [7], Gauss-Newton interference leakage (GN-IL) [9], maximum signal to interference and noise ratio (MAX-SINR) [7], and sum mean squared error (SUM-MSE) [8], is addressed. It is numerically shown that MAX-SINR achieves a good performance for low and medium signal to noise ratio (SNR) values, which is the scenario most often found in UDN settings.

The number of noninterfering data streams that can be simultaneously transmitted by using IA algorithms over an interference channel is directly related to the number of users in the network and the amount of transmit and receive antennas [11]. An IA algorithm is only feasible when all the interference signals are cancelled, and the desired data is properly recovered. Therefore, designing the precoder and decoder matrices of all the APs and MSs in the entire network by solving a single system-wide IA problem is not possible in practical densely deployed scenarios with a large number of SCs. In this context, the IA feasibility conditions that are difficult to be satisfied provided the large number of antennas required at each AP/MS to be able to align all the interference signals. In addition, a large amount of channel state information (CSI) overhead must be feedbacked to compute a global IA solution, which decreases the efficiency of the network. To overcome these problems, several authors have proposed the idea of dividing the network into several clusters with reduced size based on the fact that the strength of the received signals depends on propagation characteristics such as large-scale fading [12–19]. Towards this end, users are grouped in clusters such that the stronger interference links are captured in the same cluster, thus potentially generating a large amount of (intracluster) interference. These interfering transmissions can be efficiently suppressed by applying IA independently in each cluster. In contrast, the intercluster interference caused by geographically distant users is typically maintained weak so that it can be safely ignored. Therefore, a proper cluster design strategy is essential to increase the capacity of the network.

The idea of clustered IA is introduced in [12] to evaluate the applicability of IA in the emerging cellular networks with a high population of users. With this aim, the average throughput gains provided by clustered IA over the traditional noncooperating scheme with frequency reuse are evaluated considering a scenario made of 37 hexagonal cells each with 1 km of radius and 7 transmitter/receiver pairs per cell, a numerology still far from the densification levels to be found in 5G/B5G networks. In a later work [13], the same authors also evaluate the performance gains in terms of outage probability for large ad hoc networks. Nonetheless, the cluster design strategy was not clearly described in these seminal papers. In order to fill this gap, different cluster design algorithms have been developed in [14–19].

In [14], the authors propose a novel clustering method based on graph partitioning for a multiuser interference network. An adaptation of the MAX-SINR algorithm based on diagonal loading (MAX-SINR-DL) is also described to consider both intracluster and intercluster interferences in the IA formulation, leading to improved rate performance. Finally, a soft-clustering design relaxing the IA feasibility constraint is proposed achieving higher performance for a high SNR regime. Numerical results are provided for a maximum of 15 transmitter/receiver pairs uniformly distributed over a 10 × 10 km square area. A different clustering strategy, based on the hedonic coalition formation game, is developed in [15] for large-scale cellular networks. Nevertheless, the cluster design in these research works assumes the use of single data stream transmission, thus limiting its applicability to scenarios without spatial multiplexing. Furthermore, recent papers have applied resource allocation with clustered IA to also reduce the intercluster interference and hence to boost the achievable SE in UDNs [16, 17]. However, the aforementioned research works propose cluster design algorithms that are based on oversimplified channel models that only take into account distance-dependent path loss propagation losses and do not consider the shadowing effect.

Clustered IA has also been exploited for D2D communications in [18, 19], where three grouping schemes based on fuzzy C-Means are proposed. In these papers, however, the precoder/decoder pairs are computed based on IA with symbol extensions, which is not practical design criteria because they require exponentially long symbol extensions proportional to the number of users and do not properly work under constant or slowly varying channels [3, 5, 14]. In this context, a partially connected IA is proposed in [6] for cellular and D2D communication networks to select the proper interference links to be aligned with IA while the residual weak interference, considered as noise, is managed by a power optimization method. However, a clustering algorithm is not considered, and the proposed method only applies IA
to the most powerful interference links that can be dealt with the available spatial dimension. Therefore, this algorithm is not viable for UDNs with few antennas at each AP since the level of interference that cannot be handled will severely impair the performance of the network.

1.1. Contribution. According to the works described above, the relevance of the study of IA in a UDN context with 5G/B5G numerology and the design of new efficient radio access strategies becomes evident. In this paper, the capacity of SCs to provide coverage in 5G/B5G wireless networks is explored under the umbrella of the IA paradigm. A fully distributed topology as in [20–22] is considered, where there are no macro base stations and a large number of APs act as small base stations to provide communication services to a much smaller number of MSs. The system is modeled as a downlink $K$-user interference channel network, where each MS receives data from a single AP [6, 7]. Moreover, each MS and its corresponding AP are considered an SC as in [20–22]. The transmission within an SC causes interference to the remaining users. We note that the network architecture is somewhat similar to that considered in the cell-free related literature (see [20–22]); however, the studied setup only requires for APs/MSs within a cluster to share their CSI whereas cell-free study requires the distribution of all users’ data to all APs. Furthermore, we consider multiple antennas at the transmitter and receiver, thus enabling the incorporation of precoding/combining techniques at both sides to increase the achievable SE of the network.

According to the deployment scenario considered in this paper, the proposed solution is divided into two general stages. In the first one, each MS is associated with the AP that exhibits the smallest large-scale channel loss. Then, in the second stage, a clustered IA method is applied to cancel the interference signals. An IA algorithmic process is implemented due to its optimality in terms of the number of DoFs. However, since in most practical scenarios the concurrent transmission links outnumber the amount of transmit and receive antennas, the fully connected IA feasibility conditions are not satisfied. Thus, a clustering method is applied to divide the AP/MS pairs into different clusters taking into account similarities in propagation losses rather than proximity. The aim is to ensure that links causing the strongest interference levels belong to the same cluster and thus can be subsequently cancelled. Interference is only taken into account in the clustered-IA stage because considering the SINR to perform the AP/MS pair assignment and then to form the clusters would involve an iterative process with prohibitive complexity. Note that, in practical applications, the use of the SNR to decide the AP/MS pair is a common practice in the literature [20–22].

A novel cluster design is proposed based on the $k$-means algorithm since it is one of the most widely employed methods due to its speed, simplicity, and performance. $k$-means algorithm groups a set of objects into different clusters such that the distance function of each object with respect to the centroid of the cluster is minimized [23]. In this paper, the set of objects is defined by the large-scale propagation losses of the channel matrix including path loss and correlated shadowing which guarantees that the users potentially causing the highest levels of interference to each other are located in the same cluster. Therefore, the proposed cluster design provides, to the best of our knowledge, a more realistic solution than those available in the literature that only consider the distance-dependent path loss. In the conventional $k$-means algorithm, a restriction on the number of elements inside a cluster is not considered in the formulation. Consequently, the IA feasibility conditions may not be satisfied in some clusters due to the limited number of available transmit and receive antennas. To overcome this issue, we design a size-restricted $k$-means algorithm to constrain the maximum number of AP/MS pairs inside the same cluster. The proposed constrained $k$-means algorithm is less complex than those described in [24, 25].

A performance comparison is carried out between a network of SCs using singular value decomposition- (SVD-) based precoding/combining schemes and a network of SCs using IA algorithms based on either the traditional MAX-SINR approach or the MAX-SINR-DL strategy proposed in [14] to illustrate the advantage of using interference-targeting schemes that account for both intracluster and intercluster interferences. Note that SVD is the optimal linear beamforming strategy for a MIMO point-to-point transmission [26] and it is widely used in such circumstances (e.g., Wi-Fi standard IEEE 802.11 ac/ax). However, its performance is severely degraded as infrastructure and user deployment becomes denser. It is therefore interesting to evaluate the relative merits of IA-based processing and SVD beamforming under different levels of densification and taking into account performance and complexity. Furthermore and in contrast to [12–15], we consider multiple data stream transmission based on the results in [11] for a linear iterative IA algorithm. The impact of the cluster size on the average achievable rate of the networks is fully assessed as well as that of the number of antennas at each communication end alongside the network load. Also, the effect the AP and/or MS density might have on the system performance is investigated, thus allowing to illustrate the relationship between network elements per area unit and performance. Numerical results show that there is an optimal coverage area value over which the network resources should be distributed.

1.2. Paper Organization. This paper is organized as follows. The system model and problem formulation are presented in Section 2. In Section 3, the clustered IA solution to cancel intracluster interference is fully described. The proposed cluster design is detailed in Section 4. Numerical results are presented in Section 5 that serve to validate the proposed SC deployment. Finally, Section 6 concludes the paper and provides hints for further research.

1.2.1. Notation. Boldface lower-case letters are used for vectors, while boldface upper-case letters are used for matrices. $A^T$, $A^H$, and rank ($A$) represent transpose, Hermitian transpose, and the rank of matrix $A$, respectively. $A_l$ denotes the $l$th column vector of matrix $A$. $\mathbb{C}^{M \times N}$ is the space of complex $M \times N$ matrices, and $\mathbb{C}^N(\mu, \sigma^2)$ is the complex Gaussian distribution with mean $\mu$ and variance $\sigma^2$. $E(\cdot)$
stands for expectation. \( \min (a, b) \) denotes the smallest element between \( a \) and \( b \), and \( \lceil a \rceil \) indicates the smallest integer larger than or equal to \( a \). \( I_d \) is the \( d \times d \) identity matrix.

### 2. System Model

Let us consider a network of densely deployed SCs similar to the one presented in [20–22] and which can be considered illustrative of the scenarios to be found in 5G networks. In particular, we assume a network comprised of \( M \) APs each equipped with \( N_t \) antennas that simultaneously provide service, on the same time-frequency resource, to \( K \) MSs equipped with \( N_r \) antennas. Similar to [20–22], a scenario with a larger number of APs than MSs is considered, as illustrated in Figure 1. In addition, each AP is assumed to be connected to a base station controller (BSC) by means of a fronthaul link. Although unlimited capacity and error-free fronthaul links are considered in this paper, the use of finite-capacity fronthaul links will be considered in future works similar to what was done in [27].

#### 2.1. Channel Model

The classical channel propagation model considered in previous papers for clustered IA [14–19] over-simplifies the real radio environment. To deal with this issue, we assume the 3GPP Urban Microcell model described in [28] that takes into account the small-scale fading, large-scale propagation losses (i.e., path loss and shadowing), and the possibility of the channel to toggle between non-line-of-sight (NLOS) and line-of-sight (LOS) propagation conditions. The MIMO channel matrix describing the propagation between the \( i \)th AP and the \( k \)th MS is modeled as

\[
\mathbf{H}^{[k,i]} = \sqrt{\beta_k^{[k,i]}} \mathbf{G}^{[k,i]},
\]

(1)

where \( \mathbf{H}^{[k,i]} \in \mathbb{C}^{N_t \times N_r} \), \( i = 1, 2, \cdots, M \) and \( k = 1, 2, \cdots, K \). The scalar \( \beta_k^{[k,i]} \) represents the large-scale propagation losses, and \( \mathbf{G}^{[k,i]} \in \mathbb{C}^{N_t \times N_r} \) denotes the matrix of small-scale fading coefficients. The large-scale fading is further decomposed as

\[
\beta_k^{[k,i]} = \frac{1}{f_i} \chi_k^{[k,i]} \chi_i^{[k,i]},
\]

where \( \chi_k^{[k,i]} \) and \( \chi_i^{[k,i]} \) correspond to the shadowing component and the distance-dependent path loss defined as [28]

\[
\zeta_i^{[k,i]}(\text{dB}) = -\left( \zeta_0 + 10\alpha \log_{10} \left( \frac{d_{kr}}{d_{0}} \right) \right),
\]

(2)

where \( \zeta_0 \) is the path loss at a reference distance of 1 m, \( \alpha \) is the path loss exponent, and \( r_{kr} \) is the three-dimensional (3D) distance between the \( i \)th AP and the \( k \)th MS where the height of each communication node, AP or MS, is also taken into account. Regarding the shadowing, \( \chi_k^{[k,i]} \) follows the model described in [20], [54–55]), and it is modelled as a spatially correlated log-normal random variable with variance \( \sigma_k^{2} \).

Parameters \( \zeta_0, \alpha, \) and \( \sigma_k^2 \) exhibit different behaviours depending on whether the link is in LOS or NLOS conditions. In particular, the channel between the \( i \)th AP and the \( k \)th MS will be in LOS according to the probability [29]

\[
P_{\text{LOS}} \left( r_{kr} \right) = \min \left( 1, \frac{r_0}{r_{kr}} + \left( 1 - \frac{r_0}{r_{kr}} \right) e^{-q_i r_{kr}/2} \right),
\]

(3)

where \( r_0 \) is a reference distance. LOS propagation links are characterized by a Ricean \( K \)-factor \( K_k^{[k,i]} \) and holding \( 10 \log_{10} (K_k^{[k,i]}) \sim \mathcal{N}(\mu_k, \sigma_k^2) \). For NLOS links, it holds that \( K_k^{[k,i]} = 0 \). Finally, the small-scale fading terms \( \mathbf{G}^{[k,i]} \) consist of independent and identically distributed (i.i.d.) complex Gaussian random variables distributed as \( \mathcal{C} \mathcal{N}(0,1) \). The channel coefficients \( \mathbf{H}^{[k,i]} \) are assumed to be static throughout the coherence interval and then change independently (i.e., block fading). The channel model assumed in this paper is a more realistic representation than those proposed in previous works in the scientific literature since it considers both the path loss and correlated shadowing effects. We note at this point that the inclusion of spatial correlation effects of the antenna array is left for a future work.

#### 2.2. AP Selection

Similar to the SC setup introduced in [20–22], we assume that each AP can serve only one MS, and hence, an AP selection procedure is required. Each AP is randomly selected, on a per-MS basis, such that each MS is served only by the available AP with the smallest channel loss \( \beta_k^{[k,i]} \). Once an AP is selected, it becomes unavailable, and when all MSs have been paired with an AP, the idle APs are turned into a sleep mode to save energy. We consider that each MS and its corresponding AP form a reduced SC composed of a single transmitter/receiver pair. However, to simplify the notation and based on the terminology used in [20–22], each AP/MS pair will be referred to as an SC instance.

Each selected AP is intended to transmit \( d \) data streams to its corresponding MS, with the transmission of the \( k \)th AP/MS pair causing interference to the other \( K - 1 \) MSs. Since we assume a densely deployed network with a high number of SCs, a clustered IA strategy is implemented to cancel the interference signals. A limited amount of AP/MS pairs showing the highest levels of mutual interference are grouped into the same cluster in such a way that the intercluster interference is as weak as possible. This strategy is reminiscent of the one introduced in [30] where users clustered together are assigned orthogonal pilot sequences, thus leading to a minimization of the intercluster interference. In our IA-based setup, intercluster interference is completely eliminated using a linear iterative IA algorithm whereas the intercluster interference is expected to be relatively small since it comes from geographically distant users.

As it is typically postulated in most state-of-the-art wireless networks, downlink and uplink transmissions are organized in a time division duplex (TDD) operation assuming the reciprocity of the propagation channel \( \mathbf{H}^{[k,i]} = \mathbf{H}^{[i,k]}_H \), where \( \mathbf{H}^{[i,k]}_H \) represents the reciprocal channel between the \( k \)th MS and the \( i \)th AP [7, 31]. Global information about large-scale fading between all AP-to-MS links (i.e., \( \beta_k^{[k,i]} \), \( V_k, i \)) is required for the clustering stage. Similar to [14], this large-scale information is obtained at each AP by measuring the averaged signal power of the pilot signals transmitted by each MS in the uplink training phase. Then, this information
is sent to the BSC to perform the cluster design. As it is typically assumed in wireless communications, large-scale fading varies at a much slower pace than small-scale fading and, hence, remains virtually constant for many coherence periods [20, 32]. Therefore, the cluster design only needs to be updated when the large-scale fading conditions change, thus reducing signal overhead and complexity. Finally, the signal overhead for instantaneous CSI estimation is limited thus reducing signal overhead and complexity. Finally, the precoder/decoder matrices. For brevity of exhibition, this paper focuses on the downlink only, notwithstanding the fact that most of the discussion also applies to the uplink segment. Furthermore, we assume that the estimation error is negligible, and hence, perfect CSI can be considered as in [12–15, 18, 19]. We note, however, that the design of robust IA algorithms to deal with channel estimation errors constitutes a promising line for further research.

\[ \text{Figure 1: Illustration of a dense deployment scenario with 50 APs and 30 MSs randomly distributed within a square of 1 km}^2. \]

IA algorithms carefully design the precoder matrix \( \mathbf{V}^{[k]} \in \mathbb{C}^{N_t \times d} \) at the AP side and the decoder matrix \( \mathbf{U}^{[k]} \in \mathbb{C}^{N_r \times d} \) at the MS to avoid intracluster interference. \( \mathbf{V}^{[k]} \) is designed to constrain all the interference signals into a subspace orthogonal to \( \mathbf{U}^{[k]} \), while the desired signal is allocated into another subspace free from interference. IA algorithms have to satisfy the following feasibility conditions to suppress the interference and recover the desired signals [7]

\[
\mathbf{U}^{[k]} \mathbf{H}^{[k,j]} \mathbf{V}^{[j]} = 0, \quad \forall j \neq k, \tag{4}
\]

\[
\text{rank} \left( \mathbf{U}^{[k]} \mathbf{H}^{[k,k]} \mathbf{V}^{[k]} \right) = d, \quad \forall k,
\]

where \( j = \{1, 2, \cdots, K\} \) represents the indexes of the selected APs.

The characterization of design parameters to ensure that IA algorithms meet feasibility conditions has been widely addressed in a scientific literature [11, 33–35]. The analysis provided in these papers shows that the ability of the IA algorithm to satisfy the previous constraints depends on the number of users \( K \), the spatial dimension of the MIMO channel (number of antennas at transmitter \( N_t \) and receiver \( N_r \) side), and the number of data streams \( d \) to be multiplexed for each AP/MS pair. Results in [33–35] only address a partial description of the problem, applicable to specific values of the parameters \( K, d, N_t, \) and \( N_r \). Based on these former results, the authors in [11] provide a full characterization of the feasibility of linear IA for a symmetric MIMO channel with constant coefficients and no symbol extension. Equation (26) in [11] describes the maximum achievable DoFs \( d^* \) as a function of the number of users and the number of antennas at the transmitter and receiver as 

\[ d^* = f(\lambda(K), y(N_t, N_r)), \]

where \( f(\lambda, y) \) is a function that depends on 

\[ \lambda = 1/2(K - 1 - \sqrt{(K - 1)^2 - 4}) \quad \text{and} \quad y = N_t/N_r, \]

assuming that \( N_t \leq N_r \) (see [11] for the details). In our clustered IA context, this equation offers us the framework to set the cluster size constraint.

Let \( k = \{1, 2, \cdots, K\} \) be the set of indices of the \( K \) AP/MS pairs. Moreover, let \( \mathcal{A} = \{\mathcal{A}_1, \mathcal{A}_2, \cdots, \mathcal{A}_{n_c}\} \) denote the set of clusters, where \( \mathcal{A}_c \) contains the indices of the AP/MS pairs that are in the \( c \)th cluster, \( c = \{1, 2, \cdots, n_c\} \), and \( n_c \) is the total number of clusters. For the given values of \( d, N_t, \) and \( N_r, \) the maximum number of SCs in each cluster, denoted as \( S_{\text{max}} \), is computed such that 

\[ d \leq d^* = f(\lambda(S_{\text{max}}), y(N_t, N_r)). \]

Then, denoting the size of each cluster as \( S = \{S_1, S_2, \cdots, S_{n_c}\} \), where each size represents
the cardinality of the cluster (i.e., $\mathcal{A}_c = |\mathcal{A}_c|$), the cluster design has to satisfy the following properties \cite{14}:

\begin{align}
\mathcal{A}_c \subseteq \mathbb{K}_c, \quad &\forall c, \tag{5a} \\
\mathcal{A}_c \cap \mathcal{A}_m = \emptyset, \quad &\forall c \neq m, \tag{5b} \\
\bigcup_{c=1}^{n_c} \mathcal{A}_c = \mathbb{K}_c, \quad &\forall c, \tag{5c} \\
\mathcal{S}_c \leq S_{\text{max}}, \quad &\forall c. \tag{5d}
\end{align}

Let $\mathcal{A}_i$ denote the $i$th cluster where the $k$th AP/MS pair is located. Then, the received signal at the $k$th MS is given by

\begin{align}
y^{[k]} = & \sum_{j \in \mathcal{A}_i} U_j^{[k]} H_j^{[k]} V_j^{[k]} s^{[k]} + \sum_{j \notin \mathcal{A}_i} U_j^{[k]} H_j^{[k]} V_j^{[k]} s^{[k]} \\
& + \sum_{j \notin \mathcal{A}_i} U_j^{[k]} H_j^{[k]} V_j^{[k]} d_j + U_k^{[k]} n_k, \quad k \in \{1, \ldots, K\},
\end{align}

where $s^{[k]} \in \mathbb{C}^{d \times 1}$ is the $d$-stream transmitted symbol vector to user $k$ and $n_k^{[k]} \in \mathbb{C}^{N_t \times 1}$ is the circularly symmetric additive white Gaussian noise (AWGN) vector at the $k$th MS ($n_k^{[k]} \sim \mathcal{C}_0(0, \sigma_n^2 I_{N_t})$). The transmitted signal power by the $j$th AP is given by $P_j^{[j]} = \mathbb{E}[|s_j^{[j]}|^2]$, and it is subject to a per-AP power constraint $P_j^{[j]} \leq P_T \forall j$.

The SE of the $k$th transmitter-receiver pair can be determined as \cite{8, 36}

\begin{align}
R^{[k]} = \sum_{l=1}^{d} \log_2 \left( 1 + \text{SINR}^{[k,l]} \right), \tag{7}
\end{align}

where SINR$^{[k,l]}$ is the SINR at the $k$th receiver and $l$th data stream, $l \in \{1, 2, \ldots, d\}$ and it can be expressed as

\begin{align}
\text{SINR}^{[k,l]} = \frac{P_j^{[j]} U_j^{[k]} H_j^{[k,l]} V_j^{[k]} H_j^{[k,l]} U_j^{[k]}}{d U_j^{[k]} (B_{\text{intra}}^{[k,j]} + B_{\text{inter}}^{[k,j]}) U_j^{[k]}}, \tag{8}
\end{align}

where

\begin{align}
B_{\text{intra}}^{[k,j]} = \sum_{j' \in \mathcal{A}_i} \frac{P_j^{[j']}}{d} H_j^{[k,j']} V_j^{[k]} H_j^{[k,j']} H_j^{[k,j']}

- \frac{P_j^{[j]}}{d} H_j^{[k,j]} V_j^{[k]} H_j^{[k,j]} + \sigma_n^2 I_{N_t}, \tag{9}
\end{align}

is the intracell interference plus noise covariance matrix at the $k$th MS and $l$th data stream preceding the decoding stage. The intercell interference covariance matrix at the $k$th MS before the decoding stage is computed as

\begin{align}
B_{\text{inter}}^{[k]} = \sum_{j \notin \mathcal{A}_i} \frac{P_j^{[j]}}{d} H_j^{[k,j]} V_j^{[k]} H_j^{[k,j]} H_j^{[k,j]}. \tag{10}
\end{align}

One of our aims in this paper is to analyze how the average SE achieved for a given AP/MS pair is affected by several practical design parameters.

3.1. Max-SINR. Owing to its superior performance at low and intermediate SINR values, the MAX-SINR IA algorithm will be considered in this research work \cite{7}. This is a linear iterative algorithm that considers the direct channel gain, the interference leakage, and the noise power to develop an alternating maximization of the SINR per transmitted data stream. Similar to \cite{7}, but considering the clustered IA scenario, the unitary decoder vector $U_j^{[j]}$ that maximizes SINR$^{[k,j]}$ is given by

\begin{align}
U_j^{[j]} = \left( B_{\text{intra}}^{[k,j]} \right)^{-1} H_j^{[k,j]} V_j^{[k]} \left( B_{\text{inter}}^{[k,j]} \right)^{-1} H_j^{[k,j]} V_j^{[k]}.
\end{align}

The transmission in the reciprocal network $H_j^{[k,j]}$ is considered to compute $V_j^{[j]}$ in a similar way. In this case, the intracell interference plus noise covariance matrix is given by

\begin{align}
B_{\text{intra}}^{[k,j]} = \sum_{k' \in \mathcal{A}_i} \frac{P_j^{[k']}}{d} H_j^{[k,j]} U_j^{[k]} H_j^{[k,j]} H_j^{[k,j]}

- \frac{P_j^{[j]}}{d} H_j^{[k,j]} U_j^{[k]} H_j^{[k,j]} + \sigma_n^2 I_{N_t},
\end{align}

and the intercell interference is computed as

\begin{align}
B_{\text{inter}}^{[k,j]} = \sum_{k' \notin \mathcal{A}_i} \frac{P_j^{[k']}}{d} H_j^{[k,j]} U_j^{[k]} H_j^{[k,j]} + \sigma_n^2 I_{N_t}.
\end{align}

Then, the unitary precoder vector is given by

\begin{align}
V_j^{[j]} = \left( B_{\text{intra}}^{[k,j]} \right)^{-1} H_j^{[k,j]} U_j^{[k]} \left( B_{\text{intra}}^{[k,j]} \right)^{-1} H_j^{[k,j]} U_j^{[k]}.
\end{align}

This is an iterative process in which the precoder and decoder matrices are iteratively updated until the algorithm converges or the number of iterations reaches a given limit. Unfortunately, due to the nonconvex nature of the optimization problem, the convergence to a global minimum is not guaranteed.

Since MAX-SINR can only remove the intracell interference, its performance can be severely degraded in highly dense scenarios. Consequently, a modification of the algorithm is proposed in \cite{14} to also take into account the
intercluster interference in the design of the precoding/decoding matrices. This method is known as MAX-SINR-DL, and it is based on considering the aggregate intercluster interference as white noise which is then incorporated to the diagonal of the intercluster interference covariance matrix (i.e., Gaussian hypothesis). Therefore, equation (11) is modified as [14]

$$\mathbf{U}_i^{[k]} = \left( \mathbf{H}_i^{[k]} + \sum_{j \neq i} p_{ij} \mathbf{B}_i^{[k]} \mathbf{I}_{N_i} \right)^{-1} \mathbf{H}_i^{[k]} \mathbf{V}_i^{[k]}$$

(15)

We note from the above formulations that the MAX-SINR method only requires of a global CSI knowledge of all links between APs and MSs inside the same cluster. Therefore, the CSI signal overhead is only limited to the users inside the same cluster. A distributed implementation of MAX-SINR with only local knowledge of CSI is also proposed in [7]. Moreover, according to (15), the MAX-SINR-DL method also needs a global information regarding the propagation losses of the channel (e.g., path loss and correlated shadowing) of all links between APs and MSs (i.e., $\beta_{k,j}$). However, this information is as well required to implement the clustering stage. Hence, the practical complexity of the system is left unaltered.

Since intercluster interference is not perfectly eliminated with any of the described algorithms, the proper design of the cluster distribution will determine the performance of the system. The next section addresses the proposal to efficiently group the AP/MS pairs in different clusters to ensure that the residual intercluster interference has a minimal impact on the SE of the network.

4. Cluster Design: Size-Restricted $k$-Means

The cluster design objective is the partition of the $K$ AP/MS pairs into $n_C$ clusters such that

$$\min_{\mathbf{n}C} \sum_{k=1}^{K} \text{Trace} \left( \mathbf{B}_i^{[k]} \right),$$

s.t. \ (6).

This optimization problem is known to be NP-hard, and therefore, the optimal solution can only be found via an exhaustive search that becomes computationally infeasible even for moderate values of $K$. Therefore, we propose a suboptimal solution based on the $k$-means algorithm that partitions a set of objects into a given number of clusters defined by its centroids to minimize a squared-error function [23]. We use the large-scale propagation losses including the path loss and correlated shadowing effect as the set of objects $\mathbf{X} = \{ \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_K \}$ corresponding to the $k$-means clustering algorithm such that the vector for the $j$th AP is given by $\mathbf{x}_j = [\beta_{k,j}]$. This allows us to group inside the same cluster the APs with similar channel loss with respect to all MSs that in turn are precisely those that cause the higher intercluster interference. We define $n_C = \lceil K/S_{\text{max}} \rceil$ as the initial number of clusters, and their corresponding centroids $\mathbf{\mu}$ are computed following the method introduced in [37] to increase speed and accuracy. Then, each AP/MS is associated to the nearest cluster centroid. Formally, this is expressed as

$$\arg\min_{\mathbf{n}C} \sum_{c=1}^{nC} \sum_{j \neq i} g(\mathbf{x}_j, \mathbf{\mu}),$$

(17)

where $g(\mathbf{x}_j, \mathbf{\mu})$ is a function used to measure the distance between the propagation loss vector $\mathbf{x}_j$ and the cluster centroid $\mathbf{\mu}$, that can also be viewed as a square-error function. In this paper, we use the cosine distance defined as $g(\mathbf{x}_j, \mathbf{\mu}) = 1 - \langle \mathbf{x}_j, \mathbf{\mu} \rangle / \sqrt{\langle \mathbf{x}_j, \mathbf{x}_j \rangle \langle \mathbf{\mu}, \mathbf{\mu} \rangle}$. This distance has proved to result in roughly the same clusters as if it was conducted on the geographical positions of the APs/MSs using an Euclidean distance (i.e., clustering according to the AP/MS locations) [30]. The advantage of the clustering approach used in this paper is that it obviates the need to know the geographical locations of the communications nodes and instead relies on the already available large-scale propagation losses.

In each iteration of the $k$-means algorithm, the centroids are recalculated based on the current objects within each cluster and a new object assignment is developed based on (17). The design of the clusters is iteratively updated until no redistribution of the objects occurs. $K$-means is reported as the most commonly used clustering strategy, providing a local MMSE value. However, cluster size restriction is not considered in the basic formulation of the algorithm, and hence, there is no guarantee that this method satisfies constraint (5d). Several strategies to balance $k$-means have been studied to optimize both equal size clusters and local MMSE [24, 25]. In these papers, the assignment phase is different from the original $k$-means algorithm. Instead of selecting the users to the nearest centroids, a linear programming algorithm [24] or a Hungarian algorithm [25] is applied to ensure equal-size clusters and a local MMSE at the cost of increasing the complexity. However, since we only require to limit the maximum number of SCs in each cluster instead of obtaining equal-size clusters as in [24, 25], we propose a novel size-restricted $k$-means algorithm that is simpler than previous proposals.

The proposed algorithm is organized in two major steps. First, an initial cluster design is obtained by applying $k$-means algorithm with $n_{C_{\text{ini}}} = \lceil K/S_{\text{max}} \rceil$ clusters. Then, if there is any cluster that does not satisfy constraint (5d), a size-restricted stage is implemented to ensure that each cluster has a maximum size $S_{\text{max}}$. This step is based on splitting the large clusters into smaller ones at the cost of increasing the number of clusters and hence the intercluster interference. A formal description of this method is given in Algorithm 1. The number of clusters is increased by one in each iteration of the size-restricted stage. In this way, the convergence of the method to a cluster distribution that satisfies constraint (5d) is guaranteed.
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updated version of the cluster distribution. Note that do not satisfy property (5d) are used to compute an
inter design in the fi
ter design in the first step of the Algorithm 1 is $O(n_{c_{\text{ini}}}/K^2t)$, where $t$ is the number of iterations for the convergence of the $k$-means algorithm. It can be noted that the number of objects in the observation set and the dimensionality of the data are both equal to $K$. Therefore, the total complexity of the proposed size-restricted $k$-means algorithm is always lower than $O(Tcn_{c_{\text{ini}}}K^2t)$ for $T > 1$, where $T$ is the number of iterations required to guarantee the convergence of the Algorithm 1, and exactly $O(n_{c_{\text{ini}}}K^2t)$ for $T = 1$. Since the final number of clusters $n_c$ is expected to be much lower than the dimension of the set of objects (i.e., $n_c < K$), our method has lower complexity than those reported in [24, 25].

The cluster design is performed at the BSC only using information related to the propagation losses of the channel instead of the complete channel matrix to reduce the signal overhead. Then, since the large-scale fading changes much more slowly than the coherence time, the cluster formation must only be updated a few times per second even in a high mobility scenario [20], thus leading to a low complexity design and a low signal overhead in the network. In fact, the most costly step of our proposal is the design of the precoder and decoder matrices that need to be updated at every coherence time. The computational complexity of the MAX-SINR algorithm is analyzed according to the number of complex multiplications as in [39]. For the direct channel, this complexity depends on the calculation of the intracluster interference plus noise covariance matrix in (9) and the computation of the decoder vector $\mathbf{U}^{[k]}$ according to (11). This last operation involves the matrix inversion of the covariance matrix. Then, similar operations have to be computed for the reciprocal channel. According to [39, 40], the multiplication of two complex matrices with sizes $N_t \times N_t$ and $N_r \times d$ requires $N_tN_r d$ complex multiplications. Therefore, the intracluster interference plus noise covariance matrix calculation at the $k$th AP/MS pair for all the data streams (i.e., $l = \{1, 2, \ldots, d\}$) requires approximately a total of $\delta_{c_{\text{ini}}} \cdot (N_tN_r d + N_r^2d + N_r^2)$ complex multiplications in the direct channel and $\delta_{c_{\text{ini}}} \cdot (N_tN_r d + N_r^2d + N_r^2)$ in the reciprocal channel [39], where $\delta_{c_{\text{ini}}}$ is the number of SCs in the cluster containing

---

**Algorithm 1: Size-restricted $k$-means algorithm.**

```
input : $n_{c_{\text{ini}}}, k, S_{\text{max}}, K.$
output: \( \mathcal{A}_{\text{ini}}, n_c \)
1 // Step 1: Initial cluster design by applying $k$-means algorithm
2 Compute an initial cluster distribution by applying $k$-means algorithm with input arguments: \( \mathcal{X}, n_{c_{\text{ini}}} = \lfloor K/S_{\text{max}} \rfloor \) and output argument \( \mathcal{A}_{\text{ini}}; \)
3 \( \mathcal{A}_{\text{ini}} = \mathcal{A}_{\text{ini}}; \)
4 \( n_c = n_{c_{\text{ini}}}; \)
5 // Step 2: Size-restricted cluster distribution
6 Compute the size of each cluster \( S \)
7 Find the number of clusters \( n_c' \) that violate property (5d) being \( S_i' > S_{\text{max}} \)
8 \( a = 1; \)
9 \( b = n_c - n_c; \)
10 while \( n_c' > 0 \) do
11 Find the indexes set \( \mathcal{A}_i' \) of clusters that violate property (5d) such that \( \mathcal{A}_i' = \{ \ldots, A_{c_{\text{ini}}}, \ldots \} \) \forall c : \( S_i' > S_{\text{max}}; \)
12 Update the indexes set \( \mathcal{A}_i \) only with clusters that met property (5d) \( \{ A_{c_{\text{ini}}}, \ldots, A_{c_{\text{ini}}}; \ldots \} = \mathcal{A}_{\text{ini}} \setminus \mathcal{A}_i' ; \)
13 Find the observation set \( \mathcal{X}_i' \) of the APs/MSs pairs that are located in the \( n_c' \) clusters that violate property (5d) such that \( \mathcal{X}_i' = \{ \ldots, x_j, \ldots \} \) \forall j : \( j \in \mathcal{A}_i' \);\)
14 Compute an updated cluster distribution by applying $k$-means algorithm with input arguments: \( \mathcal{X}_i', n_c' + 1 \) and output argument \( \mathcal{A}_{\text{upd}}; \)
15 Compute the updated size \( S_{\text{upd}} \) of each cluster in the set \( \mathcal{A}_{\text{upd}}; \)
16 Find the new number of clusters \( n_c'' \) that violate property (5d) being \( S_{\text{upd}} > S_{\text{max}}; \)
17 \( \mathcal{A}_{\text{ini}} = \mathcal{A}_{\text{upd}}; \)
18 \( S_{\text{ini}} = S_{\text{upd}}; \)
19 \( a = b + 1; \)
20 \( b = n_c + 1 - n_c''; \)
21 \( n_c = n_c + 1; \)
22 \( n_c'' = n_c''; \)
23 end
```
the $k$th AP/MS pair. The covariance matrix inversion per each data stream requires approximately $N_s^2$ complex multiplications for the direct channel and $N_s^2$ complex multiplications for the reciprocal channel. The exact complexity of the matrix inversion depends on the implemented algorithm [41]. Finally, computing the decoder vector $\mathbf{U}_d^{[k]}$ in the direct channel also requires the multiplication of two matrices, an Euclidean norm calculation of the resulting $N_r \times 1$ vector $\left( \mathbf{B}_{\text{inter}}^{[d]} \right)^{-1} \mathbf{H}^{[k]} v^{[k]}$ and the normalization by the Euclidean norm. These operations demand $N_r N_s + N_s^2$, $N_r$, and $N_s$ complex multiplications, respectively. Consequently, the computational complexity to implement equations (11) in the direct channel and (14) in the reciprocal channel is approximately $N_s^2 + N_r N_s + N_s^2 + 2 N_r$, $N_s^3 + N_r N_s + N_s N_r + 2 N_r$, respectively. These computations have to be repeated $d$ times to account for each data stream. Therefore, the MAX-SINR algorithm demands in each iteration approximately $\delta_0^6 \cdot 2 N_r N_r d + 2 N_r^2 d + N_r^3 d + N_s^2 + N_s^2$ complex multiplications. Assuming the most complex scenario given by $N_r = N_s$ and the highest value of $d$ computed as $d = \left( \frac{2 N_s}{\delta_0^6} \right) - 1$ [11], the complexity is approximately $8 N_s^2 + 2 N_r^2 \delta_0^6 + (4 N_r^2 / \delta_0^6) + (8 N_r^2 / \delta_0^6) + (8 N_s^2 / \delta_0^6)$. Consequently, the highest complexity of the MAX-SINR algorithm in each iteration is given by $O(N_s^3)$. The complexity of the MAX-SINR-DL algorithm is very similar to that of MAX-SINR because the extra operations required to incorporate the effect of the inter-cluster interference as white noise demand a negligible complexity. These IA algorithms will be later compared in Section 5 with the SVD technique which is designed as in [26] with uniform power transmission per data stream. SVD is applied to every SC, and it only requires CSI corresponding to the selected AP/MS pair. Therefore, the signal overhead and the computational complexity are modest requiring only $14 N_r^2 N_s + 8 N_r^3$ complex multiplications assuming that $N_r < N_s$ [39]. For the highest complexity scenario given by $N_r = N_s$, the computational complexity becomes $O(N_r^3)$ without requiring any iteration. However, this comes at the cost of totally neglecting interference and thus compromising the achieved performance.

5. Numerical Results

We initially consider a scenario consisting of $M = 50$ APs and $K = 30$ MSs uniformly distributed randomly within a square of area of 11 km$^2$ (i.e., the length of the side of the square is $L = 1000$ m) as shown in Figure 1. Similar to [20], cell-edge effects are avoided by implementing a wrap-around technique in which the nominal squared coverage area under evaluation is wrapped around with eight neighboring identical squared areas to imitate an infinite network. We assume a network where each AP is equipped with $N_r = 8$ antennas and transmits $d$ data streams to its corresponding MS which is equipped with $N_s = 2$ antennas. In line with a literature on ultradense deployments, each AP transmits with a power of $P = 200$ mW distributing available power uniformly among the $d$ streams to transmit (i.e., uniform power allocation). Numerical results are obtained averaging over 100 random locations of APs/MSs within the coverage area, and for each location, 100 channel realizations are obtained by generating different fast fading. The rest of the simulation parameters are detailed in Table 1 and chosen in accordance with the numerology typically used in UDNs as reported in [20, 28].

Figure 2 illustrates the cluster design procedure for the same scenario shown in Figure 1. AP/MS pairs with the same colors are those located in the same cluster. According to [(111), (26)], for the above simulation parameters and assuming $d = 1$, the maximum number of users in each cluster is $S_{\text{max}} = 9$, a constraint that is shown to be achieved with the proposed size-restricted cluster design. Therefore, the fulfillment of the IA feasibility conditions is guaranteed.

Figure 3 shows the average SE per user versus the number of MSs for the traditional MAX-SINR, the MAX-SINR-DL, and the SVD beamforming. Results are shown for three distinct coverage areas ($L = 1000$, 500, and 250 m). We consider the maximum number of data streams allowed for the SVD, that is, $d = 2$, while SE results for the IA algorithm have been obtained for $d = 1$ and $d = 2$. According to [(111), (26)], the maximum number of AP/MS pairs in each cluster is $S_{\text{max}} = 9$ for $d = 1$ and $S_{\text{max}} = 4$ for $d = 2$. As expected, it can be observed that, irrespective of the coverage size, the network performance decreases as the number of MSs increases. This result is caused by the fact that a higher value of $K$ demands for a higher number of clusters to group all SCs. Therefore, higher inter-cluster interference levels are generated, thus limiting the performance of the network. In Figure 3(a) ($L = 1000$ m), both MAX-SINR and MAX-SINR-DL achieve almost the same performance for low values of $K$. However, when the level of densification increases, MAX-SINR-DL slightly outperforms the traditional MAX-SINR. This effect can be more clearly observed in Figures 3(b) and 3(c) when the same number of APs/MSs are deployed in a smaller area. The performance of the traditional MAX-SINR is severely degraded by the inter-cluster interference for values of $K > 20$ in Figure 3(b) and $K > 15$ in Figure 3(c).

The amount of data streams multiplexed by the IA algorithm represents a trade-off between the amount of desired data transmitted in every SC and the number of users within the same cluster. For given values of $N_r$, $N_s$, and $K$, the higher the $d$, the lower the $S_{\text{max}}$, and hence, the higher the inter-cluster interference. In the scenarios shown in Figures 3(a) and 3(b), a higher performance is achieved by transmitting with more data streams. However, for an extreme densification case like the one shown in Figure 3(c), transmitting with a single data stream achieves a higher average SE than with $d = 2$. The reason behind this fact is that in highly interference-limited systems, designing larger clusters with the aim of improving the interference cancellation is more efficient than multiplexing a higher number of data streams. Note that the shrinkage of the coverage area unavoidably results in lower spectral efficiencies, irrespective of the technique in use. It is worth pointing out that under extreme densification (50 APs in a $250 \times 250$ m square) and heavy network load ($K > 40$), a reasonable condition since the amount of densification responds to the expected user load and the SVD-based beamforming performs remarkably well indicating that a useful
strategy in this case is to concentrate the radiated energy towards the direction of maximum gain of the user-specific channel matrix. Since SVD does not require any exchange of CSI information among APs, it seems it would be a reasonable processing choice under these specific conditions.

Overall, Figure 3 shows that MAX-SINR-DL is the IA-based scheme achieving the best performance in interference-limited systems since it deals with both intracluster and intercluster interference. The performance improvement is achieved by considering the information regarding the propagation losses from all users in the network. Since MAX-SINR-DL reports higher values of SE than traditional MAX-SINR in a clustered deployment of SCs, the remaining figures only illustrate the performance provided by this strategy.

Figure 4 illustrates the average SE per user versus the number of APs when considering a fixed number of MSs ($K = 30$). It can be observed that the performance increases as the number of APs grow while keeping the network load fixed. Note that the probability of having APs closer to each MS becomes higher for a larger amount of APs, leading to an increase of the probability of LOS propagation within an SC, a reduction of the corresponding path loss, and a more efficient exploitation of the diversity against shadow fading. Therefore, we can note that a network deployment with a high number of distributed APs increases the coverage probability at the cost of higher complexity and a more expensive design.

A similar result is obtained in Figure 5, which shows a performance improvement as the APs are equipped with a

| Parameters                  | Value                      |
|-----------------------------|----------------------------|
| Carrier frequency           | 2 GHz                      |
| Bandwidth                   | 20 MHz                     |
| Noise figure                | 9 dB                       |
| Antennas height             | AP antenna height ($h_{AP} = 15$ m), MS antenna height ($h_{MS} = 1.65$ m) |
| Path loss parameters        | $\begin{cases}
\zeta_0 = 34, \alpha = 2.2 & 10 < r_{k,l} < 150 \text{m} \\
\zeta_0 = -5.17, \alpha = 4 & r_{k,l} > 150 \text{m}
\end{cases}$ |
| LOS/NLOS reference distance | $r_0 = 20$ m               |
| Ricean $K$-factor           | $\mu_K = 9, \sigma_K^2 = 5$ |
| Shadowing parameters        | $\sigma_{LOS} = 3$ dB, $\sigma_{NLOS} = 4$ dB, decorrelation distance ($r_c = 9$ m), correlation parameter ($\delta = 0.5$) |

Figure 2: Illustration of the cluster design procedure for the dense deployment scenario composed of 50 APs and 30 MSs shown in Figure 1.
larger antenna array. Higher values of $N_t$ imply the availability of a higher spatial dimension to align the interfering signals. Therefore, according to the analysis in Section 3, a larger number of AP/MS pairs could be grouped in the same cluster, thus reducing the intercluster interference. The performance curves obtained for the IA algorithm can be divided into two sections. For a single data stream transmission when $N_t < 29$, there are several clusters, and hence, the growth of SE is produced by the reduction of intercluster interference as the number of clusters decreases. For $N_t \geq 29$, there is only one cluster which means that all interfering terms are dealt with in the interference cancellation process and the SE is significantly increased. In fact, as $N_t$ increases beyond 29 antennas, the SE keeps increasing but more slowly, because in this interval the growth is given by how well the interference is cancelled, and the desired signal is located in a subspace completely orthogonal to the interference subspace. In the case of $d = 2$, all SCs are grouped inside one single cluster for $N_t \geq 60$ which explains the abrupt change of the SE behaviour at $N_t = 60$.

Finally, Figure 6 shows the relation between the average SE per user and the length of the square side ($L$) when fixing the number of APs and MSs in the network ($M = 100, K = 30$). We notice that as a consequence of the realistic 3D channel model assumed in the paper, there is an interval where SE grows with $L$ while in another one it decreases. This is because

![Figure 3: Average SE per user vs. $K$ for traditional MAX-SINR, MAX-SINR-DL, and SVD by assuming $M = 50$, $N_t = 8$, $N_r = 2$, $d = 1$, and $d = 2$ for IA; $d = 2$ for SVD; and (a) $L = 1000$ m; (b) $L = 500$ m; (c) $L = 250$ m.](image)
in dense scenarios limited by interference, as $L$ increases the 3D distances between a given MS and the interfering APs increase faster than those between the MS and the selected AP. Then, since the large-scale fading depends on the distance, the power of the desired signal decreases more slowly than the interference power, and hence, the SE increases. As $L$ keeps increasing and the spatial density of APs and MSs decreases, however, the aforementioned 3D distances start behaving as 2D distances and the SE decreases with $L$ as the noise term becomes more and more significant with respect to the interference term and the desired signal power is drastically reduced. Indeed this is also what causes the SVD-beamforming solution to perform remarkably close to the best IA solution. This figure proves that in the given values of $K$, $M$, and $N_t$, for $M = 30$, $N_t = 4$, $N_r = 2$, and $L = 1000$ m; $d = 1$ and $d = 2$ for IA; and $d = 2$ for SVD.

**Figure 4:** Average SE per user vs. $M$ for $K = 30$, $N_t = 4$, $N_r = 2$, and $L = 1000$ m; $d = 1$ and $d = 2$ for IA; and $d = 2$ for SVD.

**Figure 5:** Average SE per user vs. $N_t$ for $M = 100$, $K = 30$, $N_r = 2$, and $L = 1000$ m; $d = 1$ and $d = 2$ for IA; and $d = 2$ for SVD.
There is an optimal value of $L$ for which the SE is maximum. Then, although it may seem surprising in an interference-limited system, distributing a certain amount of communication resources in a very small coverage may imply a loss in system performance.

**6. Conclusion**

This paper has considered the application of various flavours of IA in the context of UDN within a 5G/B5G framework. In particular, an algorithm based on a clustered version of MAX-SINR IA has been shown to be an effective technique to achieve remarkably large spectral efficiencies in deployments of SCs with a large number of APs and MSs in the coverage area. Results reveal that a larger cluster size, effectively implemented by using more antennas at the APs, can drastically improve the network performance, but this comes at the cost of requiring the exchange of CSI among more network elements (all the APs/MSs forming the cluster). Also, the impact modifying the densities of APs and/or MSs might have on the system performance has been investigated and has served to illustrate the relationship between the number of network elements per area unit and performance. According to the considered propagation model, given a certain number of APs and MSs equipped with a fixed amount of antennas, there is an optimal coverage area value over which these resources should be distributed. Numerical results have provided us with valuable insight to make practical designs in UDNs showing a proper balance between performance and network complexity. A future work will seek to incorporate the effects the availability of imperfect CSI and/or the use of spatially correlated antenna arrays might have on the network performance as well as the implementation of more sophisticated power allocation techniques.
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