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ABSTRACT

Background. The rapid and growing popularity of machine learning (ML) applications has led to an increasing interest in MLOps, that is, the practice of continuous integration and deployment (CI/CD) of ML-enabled systems. Aims. Since changes may affect not only the code but also the ML model parameters and the data themselves, the automation of traditional CI/CD needs to be extended to manage model retraining in production. Method. In this paper, we present an initial investigation of the MLOps practices implemented in a set of ML-enabled systems retrieved from GitHub, focusing on GitHub Actions and CML, two solutions to automate the development workflow. Results. Our preliminary results suggest that the adoption of MLOps workflows in open-source GitHub projects is currently rather limited. Conclusions. Issues are also identified, which can guide future research work.
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1 INTRODUCTION

ML-enabled systems, that is, software systems incorporating machine learning (ML) models, are receiving more and more attention from both researchers and practitioners [8, 12, 13]. Accordingly, there is also an increasing interest in MLOps [10, 14], that is, the development of solutions for the rapid delivery and deployment of ML models. Because ML models are the core part of larger software systems, MLOps builds on DevOps and GitOps practices [3, 9], and introduces additional actions that are specific to machine learning.

Despite the increasing popularity of MLOps, studies on the adoption of automation and its impact on changes of ML-enabled systems are lacking in the academic literature. As such, in this paper we aim to gather an initial understanding of how MLOps solutions are used to automate the execution of tasks to build and deploy ML-enabled systems, starting from open-source projects available in GitHub. In doing so, we make sure to exclude all ML-related projects that cannot be directly classified as ML-enabled systems or components: i.e., we discard all ML libraries, frameworks, and utilities, as they ultimately represent instances of traditional software projects for which the CI/CD practices have been already investigated (e.g., [5]).

Then, we ask the following research questions:

RQ1. How common is workflow automation in ML-enabled systems hosted on GitHub?

RQ2. What type of events are used to trigger MLOps workflows?

RQ3. What are the most frequently enacted tasks?

We answer these questions by means of an explorative archival study that mixes quantitative and qualitative analysis, focusing on GitHub Actions and CML. The former is a popular continuous integration and continuous delivery (CI/CD) platform, backed by GitHub, to automate software workflows, while the latter is a complementary solution to support continuous CI/CD practices that are specific to ML-enabled systems.

The remainder of the paper is structured as follows. In Sect. 2, we briefly illustrate how workflow automation works in GitHub Actions and CML. In Sect. 3, we present the design of the study, namely how we built the experimental datasets and the analyses conducted. The results are presented in Sect. 4 and their limitations in Sect. 5. We discuss the findings and draw conclusions in Sect. 6.

2 WORKFLOW AUTOMATION WITH GITHUB ACTIONS AND CML

GitHub Actions is an event-driven API that automates development workflows in GitHub. Workflows are defined by storing YAML files (e.g., build.yml or deploy.yaml) checked-in to a project’s .github/workflows/ directory, which will typically run when triggered by an event occurring in the repository, such as a developer creating a pull request, opening an issue, or pushing a commit to a repository.

A workflow contains one or more jobs. A job is a set of steps that are executed in order on the same dedicated runner (typically, a container or a virtual machine) and are dependent on each other. Each step lets developers either execute a script or run an action, a custom application for the GitHub Actions platform that performs a complex but frequently repeated task (e.g., set up the correct toolchain for a build environment, set up the cloud provider authentication, etc.). As such, using actions helps reduce the amount of repetitive code written in workflow files. In addition, actions can be even published on the GitHub Marketplace for others to reuse.

Figure 1 shows an example of GitHub Actions as a YAML file (Figure 1a) and as graphically displayed on GitHub (Figure 1b). The workflow is triggered on push events on the repository; it contains one job (i.e., check-bats-version) consisting of four consecutive steps, to be executed on an Ubuntu container as the chosen runner: step (1) and (2) use actions that, respectively, check out the source code and set up a NodeJS ver. 14 environment; then, step (3) runs a...
custom command to install the bats library via the npm package manager; finally, step (4) checks the version of the installed library.

CML⁴ is an open-source, command-line interface tool for implementing CI/CD in machine learning projects hosted on GitHub or GitLab. In GitHub, CML builds upon the GitHub Actions infrastructure, therefore the way it works is fairly similar; in fact, developers must define jobs within a cml.yml file to be stored in the same .github/workflows/ directory. A typical CML workflow can comprise shell commands, custom scripts, and specific CML commands. CML commands can be used, for instance, to commit changes to a new branch and open a Pull Request (PR), add comments to a PR, and start a runner.

In the rest of the paper, we use the term task as an abstraction of Action in GitHub Actions and command in CML.

3 STUDY DESIGN

In this section, we describe the design of our study. First, we describe the process adopted for building the two experimental datasets of MLOps workflows in GitHub, specific for GitHub Actions and CML. Then, we provide details about the data analysis method.

3.1 Dataset Construction

3.1.1 Identification of GitHub Actions Workflows. The first step in our study was assembling an experimental dataset of GitHub Actions workflows taken from ML-related repositories. We decided to focus on GitHub Actions as it is the default workflow automation tool offered by GitHub, the largest and the most popular code hosting platform for open-source projects. Figure 2a summarizes the steps of the dataset creation process.

We started from the dataset used in a recent work on the use of GitHub Actions [7], comprising 446,862 GitHub repositories.

In GitHub, users mark with a star the repositories they like or are interested to; these become part of the list of their favorites, aka their stars. In the GitHub jargon, users that mark a repository with a star are known as the repository stargazers. Many studies consider the number of stargazers to be evidence of repository popularity and – as such – a viable proxy of their quality [2, 11]. Hence, as a measure to keep low-quality projects out of our dataset, we decided to analyze only repositories having more than one star on GitHub (i.e., 183,127 out of the 446,862 repositories from the original set).

Moreover, Kalliamvakou et al. showed that a large portion of GitHub repositories are typically found to be inactive [6]. In line with the goals of our study, we decided to consider only repositories that had been active for at least six months after the public release of GitHub Actions – happened in November 2019. Specifically, we filtered out all repositories whose last-commit date preceded May 2020. In addition, to restrict our selection to ML-related repositories, we adopted a strategy similar to the one used by Biswas et al. in [2]. Specifically, we leveraged the GitHub API to retrieve the descriptions and topics of the repositories resulting from the filtering above. Then, we sought ML systems-related keywords contained therein (e.g., ‘machine learning’, ‘deep learning’, ‘neural network’, ‘image processing’, etc.).⁵ Roughly, we used the same set of keywords adopted by Biswas et al., but also added a couple of noticeable absentees (i.e., ‘AI’ and ‘prediction model’) and removed the subset of keywords referred to specific data science technologies (e.g., ‘spark’, ‘hadoop’, and ‘cafe’). After applying the keyword-based filtering, we obtained a set of 2,516 repositories.

For each candidate repository, we then checked the adoption of GitHub Actions by verifying the existence of YAML files (with extension .yaml or .yml) in the .github/workflows/ directory. Out of the 2,516 selected repositories, only 155 contain at least one GitHub Actions workflow. Contextually, by leveraging the GitHub API, we downloaded all the available 399 workflows: almost all of them were valid YAML files, with only 2 exceptions.

In conclusion, our first dataset — hereafter referred to as the GitHub Actions dataset — consists of 397 valid workflows extracted from 155 GitHub repositories.

3.1.2 Identification of CML Workflows. To build the second dataset of projects containing CML workflows, we used the advanced search web interface to search globally across all of GitHub for repositories containing .github/workflows/cml.yml files. We decided to focus on CML because it is designed as a natural, ML-oriented extension of GitHub Actions and it is also tightly integrated with DVC.⁶ One

---

⁴https://cml.dev
⁵A complete list of the keywords we considered is available in the file /settings.json as part of the replication package of this study.
⁶https://dvc.org
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Figure 2: Steps applied to create the two datasets of GitHub Actions (a) and CML (b) workflows.

of the most popular data version control tools available to date [1]. Figure 2b illustrates the steps for the dataset building process.

The query returned a list of only 36 candidates. Given the few hits, in this case we did not apply any further filtering (e.g., number of stars as a proxy of quality). Still, two authors manually vetted the list to exclude non-relevant results. In particular, six repositories were discarded because they contain no ML models (2), no code (3), and an empty workflow file (1); we also discarded one repository that is merely the implementation of one of the tutorials available on the CML website.

The complete list of repositories is available as supplemental material in the replication package.

We then used the GitHub API to download GitHub Actions workflows from the retained repositories.

In conclusion, our second dataset — hereafter referred to as the CML dataset — contains 41 CML workflows extracted from 29 GitHub repositories, of which 38 valid.

3.2 Data Analysis Method
To answer RQ1 (i.e., “How common is workflow automation in ML-enabled systems hosted on GitHub?”), we characterized the general adoption of GitHub Actions and CML in our datasets by computing the number of repositories containing related workflows as well as the median number of workflows per repository. Then, two of the paper authors engaged in a manual inspection of the selected repositories to verify that they actually qualify as ML-enabled systems, discarding false positives from the filtering process.

To answer RQ2 (i.e., “What type of events are used to trigger MLOps workflows?”), we computed the frequency of GitHub events used to trigger the workflows in our dataset.

Regarding RQ3 (i.e., “What are the most frequently enacted tasks?”), to infer the most frequent tasks, we sought patterns among recurring Actions and shell commands from the collected workflows. Specifically, with the term ‘task’ here we refer to any logical unit of work that is typically found within an ML development workflow (e.g., ‘launching a model-retraining job,’ ‘deploying an ML-enabled component to production,’ or ‘saving a newly created model into a model registry’). Within GitHub Actions, such tasks can be implemented by applying one or more pre-defined actions, by running a sequence of shell commands, or even using a combination of both. Therefore, to uncover patterns that may possibly constitute high-level tasks, we started by analyzing the most frequently used actions. Accordingly, we first computed the descriptive statistics of the actions found in our datasets, while also identifying the occurrence of those containing the words ‘cml’ or ‘docker’ in their slugs; indeed, we consider the use of these technologies a trace of typical MLOps practices (experiment tracking and ML models deployment, respectively). Then, we leveraged the Apriori algorithm to compute the set of frequently co-occurring actions; to do so, we grouped action slugs (stripped of their version tags) by the workflows in which they appear, thus generating a collection of transactions.

As in GitHub Actions the steps of a workflow job may consist of either actions (denoted by the attribute uses) or shell command/scripts (denoted by run), we applied a similar analytical procedure – including the application of the Apriori algorithm – to particular subsets of shell commands from the run steps. Specifically, we studied the (co-)occurrence of shell commands containing the keywords cml and docker.

Finally, we performed a qualitative analysis of the workflows by manually inspecting the most interesting ones, i.e., those belonging to repositories that contain ML-enabled software components.

4 RESULTS
In this section, we present and discuss the results of our preliminary investigation of MLOps practices in GitHub.

4.1 RQ1. How common is workflow automation in ML-enabled systems hosted on GitHub?

4.1.1 Results from the GitHub Actions dataset. Our GitHub Actions dataset comprises 397 valid GitHub Actions workflows distributed across 155 repositories. The median number of workflows

In frequent pattern mining, a transaction is defined as a collection of items that have been observed together; in our case, each transaction corresponds to the collection of actions observed together in the context of a single workflow.
contained in each repository is 2, while the third quartile of the distribution is 3 and the maximum number of workflows found in a repository is 14.

Having retrieved only a limited number of repositories, we could verify the results of the filtering process with a manual inspection. Two authors inspected each repository on GitHub and checked that it actually contained an ML-enabled system or an ML-enabled software component to be integrated in a larger system. The vast majority of the repositories (105) have been misclassified as ML-related projects; the remaining repositories (50) are ML libraries or frameworks (e.g., dmlc/xgboost, mlpack/mlpack, h2oai/h2o-dev), mostly written in Python or Java. We decided to discard these kinds of repositories as – apart from their ML-oriented goal – they actually look no different from traditional software projects, with which they share the typical engineering requirements and needs (e.g., the use of traditional unit testing, the adoption of code quality assurance tools, etc.)[13]. By looking at the misclassified instances, we noticed that the ’machine learning’ and ’artificial intelligence’ topic labels are often used as buzzwords due to the current hype.

Only one repository can be considered an actual example of ML-enabled system (see tesseract-ocr/tesseract). However, the related GitHub Actions workflows are devoted to testing and benchmarking the application as a whole and none of them seems to address any ML task directly.

Given the young age of mature ML techniques, we speculate that most of the professional collaboration around ML-enabled components and systems might currently be happening within companies and private research institutions. In such contexts, high-performance ML models constitute a valuable economical asset that have an established relationship with GitHub; these Actions are typically the result of the joint work of GitHub and their creators. Moreover, we were able to find only one action containing the substring ’cml’ in its slug (i.e., setup-cml), while no slug contained the word ’docker’.

By using the Apriori algorithm, we computed the frequent sets of actions with support higher than 0.07 (i.e., appearing in at least 3 workflows); the results are reported in Table 1. The top-4 frequent itemsets combine actions/checkout with actions/setup-cml and actions/setup-python. Actually, actions/checkout is found in almost every frequent itemset, as it is commonly required in all jobs aimed at processing the contents of a repository.

4.2 RQ2. What type of events are used to trigger MLOps workflows?

Most of the workflows from our dataset are triggered by git push and pull_request events: they are used in 78.95% and 18.42% of the workflows, respectively. Moreover, these events co-occur as triggers in 13.16% of the workflows. Instead, GitHub-managed events are rarely used to activate workflows. Only 3 of them start as a consequence of a new issue_comment and just 2 are triggered by GitHub’s release event. The schedule event – allowing workflows activation at specific times – is also used only twice.

While it is not surprising that the native git events push and pull_request are the most commonly used triggers for projects hosted on GitHub, we would have expected a prevalence of workflows activated by pull_request and release events. Indeed, typical MLOps tasks are computationally heavy and time consuming (e.g., model re-training and testing) and, as such, presumably expansive to run every time a new push operation is performed.

4.3 RQ3. What are the most frequently enacted tasks?

To identify potential ML-related tasks accomplished within the collected workflows, we analyzed the pre-defined actions used in each of them. The total number of distinct actions retrieved in the CML dataset is 15 (14 if we ignore version tags). Typically, actions are used slightly more than run commands: the average number of workflow steps using actions over the total number of workflow steps is 0.53. The median number of actions in each workflow is 3 (mean: 2.55, standard deviation: 1.20); no workflow uses more than 5 actions. Of the 14 distinct actions adopted by the workflows in our dataset, 11 (~79%) are available in the GitHub Marketplace and 8 of them are by creators verified by GitHub. Moreover, we were able to find only one action containing the substring ’cml’ in its slug (i.e., setup-cml), while no slug contained the word ’docker’.

By using the Apriori algorithm, we computed the frequent sets of actions with support higher than 0.07 (i.e., appearing in at least 3 workflows); the results are reported in Table 1. The top-4 frequent itemsets combine actions/checkout with actions/setup-cml and actions/setup-python. Actually, actions/checkout is found in almost every frequent itemset, as it is commonly required in all jobs aimed at processing the contents of a repository.

"In the GitHub Marketplace, Actions get this label when they are developed by creators that have an established relationship with GitHub; these Actions are typically the result of the joint work of GitHub and their creators."
If we limit our analysis to the workflows containing ‘cml’ in their filename, we find that only 6 distinct actions are used. Table 2 presents each of them together with their frequencies. In the following, we briefly report their definition:

- **actions/checkout**: Checks-out the contents of a repository in the virtual environment in which a job is running;
- **iterative/setup-cml**: Enables CML functionalities within GitHub Actions workflows;
- **actions/setup-python**: Sets up the requested version of Python, to be used in the subsequent steps of a job;
- **iterative/setup-dvc**: Sets up DVC (Data Version Control) functionalities within GitHub Actions workflows;
- **ros-industrial/industrial_ci**: Configures a CI process specifically tailored for packages powered by ROS (Robot Operating System);
- **aws-actions/configure-aws-credentials**: Configures AWS credentials and region environment variables to be used for AWS API calls.

Every CML workflow uses actions/checkout to make the contents of the repository available in the Actions runner; then, about half of them set up CML and Python using pre-defined actions. Noticeably, iterative/setup-cml is not an action verified by GitHub and is not yet available in the Marketplace. We observe that none of these actions can be used alone to perform an high-level MLOps task. Instead, they are primarily used to set up the CI environment and accomplish preliminary configuration steps.

After characterizing the use of actions in our dataset, we delved into the analyses of shell commands extracted from run attributes. Of the 38 GitHub Actions workflows from the CML dataset, 28 present shell commands containing ‘cml’ as a substring. CML offers a few commands to support the implementation of CI/CD in ML projects; here we report a brief definition of those found in our workflows:

- **send-comment**: Adds a Markdown report as a comment on a commit or pull/merge request.
- **publish**: Uploads and publicly hosts an image (e.g., a .png plot) for displaying in a CML report.
- **runner**: Starts a runner in any supported cloud compute provider (or locally, in case of an on-premise CML deployment).
- **tensorboard-dev**: Returns a link to tensorboard.dev, a managed TensorFlow platform that lets users upload and share their ML experiment results.

All 28 workflows containing a CML command use send-comment to decorate a commit or pull-request message with model training and evaluation metrics. In 17 cases (~63%), the publish command is used along with send-comment to add an image to the Markdown-formatted message. Only in 2 distinct cases we observed the use of runner and tensorboard-dev. As the send-comment and publish are used just for reporting purposes, we find particularly interesting the adoption of runner in (ibrahimkaratas88/cml_cloud_try); by manually inspecting the workflow, we found that it is used to set up an AWS virtual machine to be used as a self-hosted runner in a subsequent job. In the following, the workflow uses DVC to reproduce the data transfer task on the cloud machine and report the related results via the send-comment command. However, as far as we can tell, model training or re-training tasks are not involved in this example.

In search for end-to-end MLOps pipelines, we also sought the use of Docker commands. Within our dataset, Docker is used just once (in 2796gaurav/automate, classified as a test-driving repository). Specifically, the build and push Docker commands are used in dockerize.yml to build and upload a Docker image to AWS Elastic Container Registry using Terraform, a multi-cloud tool to implement infrastructure as code. This workflow is executed only when a message containing the string ‘/dockerize’ is published as a comment in an issue or pull request.

Along with this and a few other GitHub Actions workflows, the same repository contains a CML workflow, named cml_report.yml, which uses DVC to reproduce a full ML pipeline (from data preparation to model evaluation) and then makes training results available on GitHub via the cml-send-comment command.

---

**Table 1: Frequently co-occurring actions with support > 0.07 (i.e., actions co-occurring in at least 3 workflows).**

| 🟨 Action 1 | 🟨 Action 2 | 🟨 Action 3 | Support |
|------------|------------|------------|---------|
| actions/checkout | iterative/setup-cml | | 0.47 (18 workflows) |
| actions/checkout | actions/setup-python | | 0.37 (14 workflows) |
| actions/setup-cml | actions/setup-python | | 0.34 (13 workflows) |
| actions/checkout | actions/setup-python | actions/setup-cml | 0.34 (13 workflows) |
| actions/checkout | aws-actions/configure-aws-credentials | | 0.11 (4 workflows) |
| actions/checkout | actions/setup-go | | 0.08 (3 workflows) |

**Table 2: Actions found within CML workflows.**

| 🟨 Action | Frequency |
|----------|-----------|
| actions/checkout | 28 |
| iterative/setup-cml | 17 |
| actions/setup-python | 13 |
| iterative/setup-dvc | 2 |
| ros-industrial/industrial_ci | 1 |
| aws-actions/configure-aws-credentials | 1 |

---

10 TensorBoard is a visualization tool for tracking ML experiments. It is typically used in combination with TensorFlow, a popular open-source experimentation platform for ML.
5 LIMITATIONS

In this section, we illustrate the main limitations of our study and our plans to overcome them. For the sake of transparency and repeatability, we have made our scripts and data publicly available.

Being based on the analysis of a very limited sample of ML-enabled projects, in its current form, our study lacks external validity. To overcome this, we plan on expanding our work along different paths. Upon inspecting the sample of open-source GitHub repositories from the dataset used in [7], we could not find any relevant project for our study. Nevertheless, we believe that other datasets assembled from GitHub might be worth investigating as well: for instance, we are currently analyzing the corpus of ML projects gathered by Gonzalez et al. [4]. Moreover, we intend to take into account additional code hosting platforms, such as GitLab and Bitbucket, as they might also represent a valuable source for ML-enabled systems. Furthermore, as already discussed in Sect. 4.1, we argue that many interesting repositories containing ML-enabled components or systems might not be currently available as open-source software. To take into account the adoption of MLOps practices in the industry, we are now designing a couple of case studies to be investigated at specialized companies.

Another limitation of our study is the focus on two particular software solutions (i.e., GitHub Actions and CML). The landscape of CI/CD tools and MLOps platforms is large and constantly evolving. In a future study, we plan to take into consideration further popular CI/CD solutions, such as GitLab CI/CD, TravisCI, and CircleCI. Also, we will take into account alternatives to CML as a specialized MLOps solution: indeed, despite having been publicly available for about one year now, CML appears to be still scarcely adopted in GitHub and mostly for test-driving purposes.

Finally, in our study, we considered the use of Docker a viable proxy to investigate deployment practices for ML-enabled components. In our future work, we plan on considering additional deployment strategies and tools, e.g., by studying deployment solutions offered by commercial cloud providers and their integration into MLOps workflows.

6 CONCLUSIONS

In this paper, we present a preliminary investigation of MLOps practices in GitHub. Overall — despite the popularity of the code hosting platform — we highlight a substantial lack of open-source projects concerning ML-enabled systems or components which leverage GitHub Actions; arguably, it is possible that such kind of projects might be hosted as private repositories.

Conversely, many ML-related open-source libraries and frameworks leverage GitHub Actions. However, these cannot be deemed relevant for the study of MLOPs practices as they are not different from traditional software systems, apart from the ML-related goal or use-case.

Searching for projects that leverage CML – a specialized MLOps tool — also yielded a few results. Therefore, researchers interested in studying MLOps practices might want to consider broadening the scope of potential sources by taking into account further code hosting platforms (e.g., GitLab and Bitbucket), CI/CD services (e.g., TravisCI and CircleCI), and specialized MLOps tools.
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