Analysis of a kinetic model for electron heat transport in inertial confinement fusion plasmas
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To determine the electron heat flux density on macroscopic scales, the most widely used approach is to solve a diffusion equation through a multi-group technique. This method is however restricted to transport induced by temperature gradients without accounting for other sources of fast electrons because the electric field induced by the charge separation is indirectly treated. In addition, significant discrepancies are reported on the underlying distribution function when compared to complete kinetic calculations. These limitations motivate the research for alternative reduced kinetic models. The physical content of one of them is here deepened, its precision improved and the benefit of its usage compared to other models discussed.

I. INTRODUCTION

One of the unresolved problems in inertial confinement fusion (ICF) research is an accurate description of energy transport on macroscopic scales. A difficulty comes from the necessity of treating the dynamics of fast electrons created by strong temperature gradients, parametric instabilities and laser resonant absorption in the presence of strong macroscopic inhomogeneities [1, 2]. The dedicated models must not only provide a closure to hydrodynamic equations - through mean fields, heat flux density and stress viscosity tensor [3] - but also be precise enough in order to account for kinetic processes at a macroscopic level. The hydrodynamic approach reviewed by Brantov and Bychenkov [4, 5] achieves this program, but is limited to weakly inhomogeneous plasmas. It means that the variations of hydrodynamic profiles are supposed to be small compared to their mean values over space, without, however, any restriction on the steepness of their gradients with respect to the electron mean free path [7]. This situation is encountered in the under-dense region where laser speckles produce localized small-amplitude perturbations of density and temperature in the plasma [7]. However, the approach of Refs. [4, 5] fails in the conduction zone or within the burning fuel. In these regions the existence of large variations of hydrodynamic profiles necessitates a kinetic treatment of electron transport. To accommodate the detail of the kinetic processes over macroscopic scales in a practical way, a ‘reduced’ kinetic model may be constructed. The utility of such an approach must strike a balance between numerical implementation efficiency and the requirements that both the electron distribution function and the self-consistent mean electric field be accurately represented. Such a model was introduced by Albritton et al. [6] and has been recently studied by Del Sorbo et al. [7] and Holec et al. [8] for the case of an unmagnetized plasma with a temperature gradient. These studies were limited, due to numerical issues, to temperature gradients that are not too steep. In this paper we report on an extension to steep temperature gradients thanks to a fast and robust scheme detailed in a companion paper [9] and implemented in a code named JASMINE.

After having recalled the issues related to the problem of heat transfer in a zero-current-carrying plasma, the kinetic model is presented in Sec. II. The hypotheses leading to the collision operator of Albritton et al. [6] are highlighted and its accuracy is improved by a modification of the electron-electron collision frequency. For smooth temperature gradients analytic solutions are given in Sec. III, and links are established between some of their features and the mathematical content of the model. Section IV is devoted to the case of a steep temperature gradient relevant to inertial confinement fusion. A conclusion is given in Sec. V.

A. Coupling of the heat flux density to the electric field

We consider a fully ionized and unmagnetized plasma with a ionization number Z. The used reference frame - supposed Galilean - is the one moving at the mean velocity of ions, the inhomogeneities of which are supposed small compared to its mean value over space. In this reference frame, the electron mean velocity is \( \mathbf{u}_e = 0 \) as their macroscopic flow is attached to ions due to the ambipolar field. The electron temperature \( T_e \) is monotonically decreasing from a hot region with temperature \( T_H \) to a cold one with temperature \( T_C \). The problem is treated in the quasi-static approximation as explained in Refs. [10, 11]. This means that we are examining the stationary kinetic state reached in the presence of
fixed hydrodynamic constraints. The electron distribution function $f_e(r, v, \Omega)$ thus obeys the stationary kinetic equation:
\begin{equation}
v \cdot \nabla f_e - eE/m_e \cdot [\Omega \partial_v f_e + (1 - \Omega \otimes \Omega)/v \cdot \partial_\Omega f_e] = C_{ei}[f_e, f_i] + C_{ee}[f_e, f_e],
\end{equation}
where electron-ion, $C_{ei}$, and electron-electron, $C_{ee}$, collision operators are Landau integrals [12], $v$ is the absolute value of the electron velocity, $\Omega$ is a unit vector in the velocity direction, $-e$ and $m_e$ are the electron charge and mass and $E$ is the self-consistent electric field.

The problem of interest thus consists of finding the distribution function associated to the diffusion of electrons driven by a temperature gradient. The electron mean free path in the hot region is by a factor $(T_H/T_c)^2$ greater than in the cold one. This produces a forward electron current in the direction opposite to the temperature gradient, $-\nabla T_e$. As electrons are charged, such a diffusion is responsible for a space charge creating an electric field $E$. This electric field both slows down forward-moving electrons and drives a return current of electrons in the direction of $-\nabla T_e$. As $u_e = 0$ everywhere in the plasma, these fluxes of electrons are locally opposed and $E$ takes a value such that the electric current density
\begin{equation}
    j_e = -en_e u_e = -\frac{4\pi}{3} \int_0^\infty e^v f_1 v^2 dv,
\end{equation}
vanishes; $f_1$ being the integral of $3/(4\pi)\Omega f$ over the unit sphere $S^2$. Because the mean free path $\lambda_{ei}$ is a monotonically increasing function of the velocity, $f_1$ has only one zero - say, at $v = v_1$ - and the forward current in any point of the plasma is composed by the fastest electrons with velocities greater than $v_1$. To ensure $j_e = 0$, the sum of $v^2 f_1$ over velocities of the return current of electrons - from 0 to $v_1$ - is thus the opposed to that of the forward current of electrons. Consequently, more electrons contribute to the return current. Being slower, the macroscopic gap to neutrality - over a distance larger than the Debye length - persists consistently with the existence of the mean electric field $E$. However, this algebraic excess of electrons per unit of volume is negligible compared to the electron density $n_e$, which stays approximately equal to $Zn_i$, to high accuracy - $n_i$ being the ion density. As the integrals of $v^2 f_1$ over the velocities of forward and return electron currents compensate each other, it cannot be the case for integrals of $v^2 f_1$. This results in a nonzero heat flux density
\begin{equation}
    q_e = \frac{4\pi}{3} \int_0^\infty m_e v^2 f_1 v^2 dv,
\end{equation}
directed from the hot to the cold region. This phenomenological description emphasizes the importance of simultaneous evaluation of $q_e$ and $E$.

The latter was not accounted for in the first formulation of the convolution integral approach introduced by Luciani et al. [13, 14], in which the heat flux density is expressed as:
\begin{equation}
    q_e(r) = \int w[\r, \r'; \lambda_d(\r')] \otimes q_{SH}(\r') d\r',
\end{equation}
where $q_{SH}$ is the Spitzer-Härm (SH) [15] heat flux density and $\lambda_d$ is the delocalization length. In Ref. [13] the latter is proportional to the average electron mean free path $\lambda_{ei}^2 = 3(\pi/2)^{1/2}/\lambda_{ei}(v_T)$ [3], where $\lambda_{ei}(v) = v/\nu_{ei}(v) = 4\pi e^2 n_e m_e v^3/(Ze^2(\ln \Lambda))$ is the aforementioned velocity-dependent mean free path. $v_T = (k_B T_e/m_e)^{1/2}$ is the electron thermal velocity, $k_B$ is the Boltzmann constant, $\epsilon_0$ is the dielectric permittivity of vacuum and $\ln \Lambda$ is the Coulomb logarithm. In the limit of a small mean free path compared to the temperature scale length $L_T = T_e/\nabla T_e$, the SH formula must be recovered. Thus $w_{ij}[\r, \r'; \lambda_d(\r')]$ must tends toward the Dirac distribution $\delta_{ij}(\r - \r')$ in the limit $Kn = \lambda_{ei}^2/L_T \ll 1$. On the contrary, in the limit of a steep temperature gradient, $Kn \gg 1$, the heat flux density cannot exceed the free-streaming value $n_e v_T k_B T_e$, directed opposite to the temperature gradient. These requirements are not too restrictive, and leave a large degree of freedom for choosing the shape of the kernel and an appropriate delocalization length. The exponential kernel introduced by Luciani et al. has been improved by Epperlein et al. [16] thanks to a Fourier analysis, and the electric field effect incorporated by Bendib et al. [17] through a modified delocalization length. Other kernels have been developed which are reviewed by Mora et al. [14] and recently, further analysed by Lu et al. [18].

For the purpose of determining the heat flux density, it is not necessary to use the expression (4). The kernel $w$ can be considered as the Green function of a diffusion equation on $q_e$, which may be directly solved. This equation is explicitly written in three dimensions at the end of Ref. [14] but has never been implemented due to its intractability. To overcome this difficulty Schultz, Nicolò and Busquet (SNB) [19] proposed to use the kernel $w_{ij} = 3/(4\pi)\Omega_i \Omega_j \hat{w}(r)$, where $\hat{w}$ is the kernel of Luciani et al. in one dimension. By doing so they obtained a particularly convenient diffusion equation on $q_e$, suitable for an efficient numerical implementation. Instead of solving one equation for $q_e$, they proposed a multi-group approach which consists of solving separately the transport problem for groups of electrons with different velocities. It thus relies on the kinetic detail of each term in the diffusion equation, and the method turns out to be equivalent to resolving a reduced system of kinetic equations on $f_1$ and $f_0$, the isotropic part of the distribution function - defined as the integral of $f/(4\pi)$ over $S^2$. Despite the great progress it represents, the SNB model does not treat the electric field self-consistently but through the indirect way proposed by Bendib et al. [17]. The convection length is considered as the harmonic mean of a velocity-dependent mean free path and the electric stopping length $k_B T_e/eE$, with the SH electric field [15]. Recent studies in one dimension by Sherlock et al. [20] and Brodrick et al. [21] indicate acceptable accuracy of
the SNB model compared to full kinetic computations of the heat flux density, but unsatisfactory behaviours of the distribution function. Such observations motivate us to further revision of reduced kinetic models devoted to electron heat transport.

Del Sorbo et al. [7] proposed a model with a self-consistent evaluation of the electric field. It is based on the electron-electron collision operator introduced by Albritton et al. [6], and accounts for higher order anisotropic components of the distribution function [23, 24]. The distribution function was used for studying stability of the plasma in the transport regime with respect to excitation of small-scale electron plasma and ion acoustic waves. However, significant differences from the full scale kinetic analysis were reported by Rozmus et al. [25]. This indicates the need of extensive comparison of this reduced model to complete kinetic computations. We provide such a comparison in Secs. III and IV, and analyse the benefit of using the Albritton et al. collision integral instead of the Bhatnagar, Gross, Krook (BGK) [26] operator studied by Manheimer et al. [27] and used in the SNB model.

B. Importance of electron-electron collisions

For smooth temperature gradients, the electron distribution function is weakly perturbed and its isotropic part $f_0$ is close to the Maxwellian distribution function [28]:

$$f_M = \frac{n_e}{(2\pi)^{3/2} v_T^3} e^{-v^2/2v_T^2},$$

where the electrostatic potential is accounted for implicitly in $n_e$ according to the Boltzmann distribution. The isotropic part $f_0$ being specified, it remains to analyse the anisotropic part of the distribution function, which mainly depends on collisions with momentum exchanges. For this reason the problem of determining both the heat current density $q_e$ and the electric field $E$ can be solved exactly in the high-$Z$ limit, where electron-ion collisions dominate. Indeed, due to the large ratio of masses between ion and electron, energy exchange in these collisions can be neglected, and the electron-ion Landau integral reduces to the Lorentz operator which describes elastic angular deflections. The electron-ion Lorentz operator,

$$C_{ei}(f_e) = \frac{\nu_{ei}}{2} (-L^2) f_e,$$

is proportional to the angular part of the Laplacian in velocity space:

$$-L^2 = (\delta_{ij} - \Omega_i \Omega_j) \frac{\partial}{\partial \Omega_j} (\delta_{ik} - \Omega_i \Omega_k) \frac{\partial}{\partial \Omega_k},$$

where Einstein’s summation convention over repeated indices is assumed. This operator, the negative of the square of the angular momentum operator in quantum mechanics, is the reason for using spherical coordinates $(v, \Omega)$ in the velocity space and decomposing $f_e$ on Maxwell multipoles eigenfunctions [29],

$$f_e = f_{i_1 i_2 \ldots i_l} \ell_{i_1 i_2 \ldots i_l}$$

$$= f_0 + f_{1, i} \Omega_{i} + \frac{3f_{2, i j}}{2} (\Omega_i \Omega_j - \delta_{ij}/3) + \ldots$$

with $-L^2 P_{i_1 i_2 \ldots i_l} = -\ell (\ell + 1) P_{i_1 i_2 \ldots i_l}$.

As $Z$ decreases, the electron-electron collisions, which are solely responsible for energy exchange given the reduced form of the electron-ion collision operator used above, play an increasingly important role. Nevertheless, energy exchanges are not decisive in the case of a smooth temperature gradient because the departure of $f_0$ from $f_M$ is negligible. Concerning momentum exchanges, the electron-electron contribution is $Z$ times smaller than electron-ion collisions. An exact computation of $E$ and $q_e$ by using the electron-electron Landau integral relies on numerical simulations [3, 15]. Spitzer and Härm [15] proposed to implicitly account for electron-electron collisions by introducing $Z$-dependent coefficients $\xi$ and $\zeta$ in formulas obtained in the Lorentz approximation ($Z \gg 1$):

$$E_{SH} = -\frac{m_e v_T^2}{e} \left( \nabla n_e + \xi(Z) \frac{\nabla T_e}{T_e} \right)$$

and

$$q_{SH} = -\frac{128 k_B n_e v_T^2}{3\pi \zeta(Z) (Z) \nu_{ei}^T} \nabla T_e,$$

where $\nu_{ei}^T = v_T/\lambda_{ei}^T$ is the average electron-ion collision frequency. Being only dependent on the local values and shape of electron density and temperature, the transport regime these formulas describe is said to be local. The coefficients $\xi$ and $\zeta$ are obtained by interpolation, and in the notation of Spitzer and Härm, $\xi = 1 + 3Z/2\gamma_T/\gamma_E$ and $\zeta = (5/2e\delta_T)^{-1}$. Their first order Padé approximations are [30]:

$$\xi(Z) = Z + 4.2 \frac{Z + 0.24}{Z + 0.24}$$

These empirical corrections are insufficient for steep temperature gradients where energy exchange due to electron-electron collisions must be explicitly accounted for. The local thermodynamic equilibrium hypothesis is no longer valid and there is a significant departure of $f_0$ from $f_M$. This means that energy reorganization among electrons becomes a decisive mechanism of their kinetics.

II. KINETIC MODEL

A. Approximate electron-electron collision operator

From a computational point of view, a complete treatment of electron-electron collisions using the Landau integral is prohibitively expensive on the temporal and
spatial scales of interest for ICF. The approach adopted here consists of simplifying the Landau operator by considering collisions that involve only the strongly out-of-equilibrium electrons responsible for nonlocal effects. It corresponds to Chandrasekhar’s picture [31] of test electrons interacting with a background of field electrons in equilibrium. This approximation leads to the following electron-electron collision operator:

\[ C_{ee}[f_e,f_M] = \frac{\nu_{ee}}{2} \mathcal{H} \left( \frac{v}{v_T \sqrt{2}} \right) (-L^2) f_e + \nu_{ee} v \partial_v \left[ \left( \frac{v}{v_T} \right)^2 \mathcal{G} \left( \frac{v}{v_T \sqrt{2}} \right) \mathcal{K} \right], \tag{12} \]

where \( \nu_{ee} \) is the velocity-dependent electron-electron collision frequency. The functions \( \mathcal{H} \) and \( \mathcal{G} \), first tabulated by Chandrasekhar, are defined from the error function noted erf:

\[ \mathcal{H}(w) = \frac{1}{2w^2} \left[ w \text{erf}'(w) + (2w^2 - 1) \text{erf}(w) \right], \tag{13} \]

\[ \mathcal{G}(w) = \frac{1}{2w^2} \left[ \text{erf}(w) - w \text{erf}'(w) \right], \tag{14} \]

and the function \( \mathcal{K} \) is defined as follows:

\[ \mathcal{K} = f_e + (v_T^2 / v) \partial_v f_e. \tag{15} \]

Two further simplifications will be made in expression (12) concerning the functions \( \mathcal{H} \), \( \mathcal{G} \) and \( \mathcal{K} \).

1. **High velocity limit**

   Strongly-out-of-equilibrium electrons may be thought of as those with the highest velocities because the electron mean free path is proportional to \( v^4 \). Thus, we shall consider the high velocity limit of functions \( \mathcal{H} \) and \( \mathcal{G} \) at the lowest order:

\[ \mathcal{H} \left( \frac{v}{v_T \sqrt{2}} \right) \approx 1, \quad \mathcal{G} \left( \frac{v}{v_T \sqrt{2}} \right) \approx \left( \frac{v_T}{v} \right)^2. \tag{16} \]

   The consequence of considering the high velocity limit of \( \mathcal{G} \) in (12) is the underestimation of the return electron current. This is shown in Fig. 1, where the normalized anisotropic part of electron distribution function \( q_{1z} = (2\pi m_e / 3)v^5 f_{1z} \) is plotted by either considering the complete Chandrasekhar (curve a, red, dot-dashed) functions or their high velocity expressions (curve JASMINE, blue, solid) (16). The reason for the difference can be found by analysing the norm of the dynamical friction force acting on a test electron with velocity \( v \):

\[ |F_M| = m_e v_T \nu_{ee} (v_T) \mathcal{G} \left( \frac{v}{v_T \sqrt{2}} \right). \tag{17} \]

   As shown in Fig. 2, the high velocity approximation overestimates the friction force acting on test electrons by more than 10\% for \( v/(v_T \sqrt{2}) \lesssim 1.8 \). This overestimation leads to a reduction of the return electron current. Such a reduction has been observed in all the cases we considered, in both local and non local regimes.

   On the contrary, considering the high velocity limit of \( \mathcal{H} \) has no significant effect of the return current. In equation (12) this function appears as a factor in front of the Lorentz operator, and thus modulates the rate of the distribution function isotropization. Fortunately, as can be confirmed through numerical analysis, the anisotropic part of the distribution function is small at low velocities. Consequently, the error that arises due to taking the high velocity limit of the function \( \mathcal{H} \) is negligible.

   By using expressions (16) in the electron-electron collision operator (12) together with the Lorentz operator for electron-ion collisions (6), we obtain the model used e.g. by Gurevich and Istomin [32] or by Luciani and Mora [11]. However, these papers do not address the problem of the numerical implementation efficiency of the collision operator, for which the double derivative in the radial part of (12) raises difficulties. For this purpose a simplification was proposed by Albritton et al. [6], which is examined in the next section.

2. **Equilibrium velocity diffusion**

   In expression (15), the second term is of second order in \( v_T / v \), and should be neglected in accordance with expressions (16) retained for Chandrasekhar functions. However, the function \( \mathcal{K} \) will then lose the desirable property to be identically zero when \( f_e = f_M \), for which the contribution of friction and diffusion in velocity space cancel each other. The simplification proposed by Albritton et al. [6] consists of estimating the diffusion term
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return currents are approximately homothetic to those of the solution provided by Spitzer and H"arm in Tables I and II of Ref. [15]. Having fixed the contribution of the radial diffusion, their amplitudes can be only modified through the friction force (17), which is proportional to $\nu_{ee}$. Thus, we shall enhance forward and return current amplitudes by using a reduced electron-electron collision frequency $\nu_{ee}^*$:

$$\nu_{ee}^* = \phi(Z)\nu_{ee}. \quad (21)$$

The correction factor $\phi(Z)$ is determined in Sec. III A. As a result of all approximations discussed above, the electron-electron collision operator (12) is:

$$C_{ee}[f_e, f_M] \simeq \frac{\nu_{ee}^*}{2} (-L^2)f_e + \nu_{ee}^* v \partial_v (f_e - f_M). \quad (22)$$

### B. P1 closure

Energy exchange between electrons affects the isotropic part $f_0$ of the distribution function, whereas the anisotropic part is constrained by linear momentum exchanges. This simplified picture is completed by the coupling between the isotropic and anisotropic parts. As shown in (8), the latter is a priori composed by the sum of an arbitrarily large number of terms. However, the fact that the electric current (2) and heat flux (3) densities only depend on $f_1$ suggests that the problem may be reduced to the study of a coupled system with unknown functions $f_0$ and $f_1$.

Such a system is obtained by projecting the kinetic equation (1) on $P_0 = 1$ and $P_1 = \Omega$. These projections form a closed system on $f_0$ and $f_1$ upon expressing the integral of $\int_{\Omega} \Omega \otimes \Omega f d^2\Omega$ in terms of $f_0$ and $f_1$. It can be achieved by imposing $f_{2,ij} = 0$:

$$\int_{\Omega} (\Omega \otimes \Omega - 1/3) f d^2\Omega = 0 \quad (23)$$

This procedure is referred as the P1 closure [9, 36]. It yields the following system of coupled equations:

$$\frac{v}{3} \nabla \cdot f_1 - \frac{e}{3m_e v^2} E \cdot \partial_v v^2 f_1 = C_{ee}^0, \quad (24)$$

$$v \nabla f_0 - \frac{e}{m_e} E \partial_v f_0 = C_{ee}^1 + C_{ei}^1 \quad (25)$$

where the components of the electron-electron and electron-ion collision operators are given by:

$$C_{ee}^0 = \nu_{ee}^* \partial_v (f_0 - f_M), \quad (26)$$

$$C_{ee}^1 = \nu_{ee}^* \partial_v f_1 - \nu_{ei}^* f_1, \quad (27)$$

$$C_{ei}^1 = -\nu_{ei} f_1. \quad (28)$$

Relation (23) sets the electron stress viscosity tensor to zero. Higher order terms $\ell \geq 3$ in expansion (8) are maintained to their initial values by the P1 closure. Those values are zeros in the diffusion problem we address, because
the hydrodynamic constraints are entirely encoded in the initialisation $f_0 = f_M$. In that context, the P1 closure is thus equivalent to seeking a solution of the form $f_0 + \Omega \cdot f_1$ [9]. For a homogeneous plasma without mean fields the kinetic equation is reduced to $\partial_t f_e = \nu^2 (1 - \mathbf{v}) f_e$ with $\nu = \nu_{ei} + \nu_{ee}$, if energy exchanges are neglected. In that case all the modes $P_{\ell=1, \mathbf{q}}$ relax as $[e^{-\nu_{\mathbf{q}}}]^{(\ell+1)/2}$, and on a time of order $\nu^{-1}$, the modes $\ell \geq 2$ have already decreased at least ten times more than the mode $\ell = 1$. Plasma inhomogeneities and energy exchange may prolong or reduce the lifespans of those modes but it is supposed, by making the P1 closure, that the aforementioned hierarchy between their relaxation remains valid. As it is shown below, the error created by omitting high order terms $\ell \geq 2$ is compensated by the renormalization of the electron-electron collision frequency (21).

The electric field entering in equations (24) and (25) is determined by the condition $\mathbf{J} = 0$. The Poisson equation cannot be used for this purpose because charge neutrality is imposed. Multiplying (25) by $v^6$ and using the zero electric current condition, we obtain:

$$
\mathbf{E} = -\frac{m_e}{e} \left[ \int_0^\infty v^6 C_{ee}^L dv - \int_0^\infty v^7 \nabla f_0 dv \right] 
\times \left[ \int_0^\infty v^6 \partial_v f_0 dv \right]^{-1} . \tag{29}
$$

Being proportional to $v^{-3} f_1$, the contribution of $C_{ee}^L$ vanishes. The set of expressions (3), (23), and (29) provides a complete kinetic closure to electron hydrodynamic equations. Equations (24), (25) and (29) are numerically solved with the code JASMINE [9], and simulation results are discussed below.

The current densities (2) and (3) are driven by the competition between the advective and electric force terms acting on $f_0$. Indeed, let us write (25) as

$$
\partial_v f_1 + \frac{\alpha}{v} f_1 = \frac{1}{v \nu_{ee}} \left[ v \nabla f_0 - \frac{e}{m_e} \mathbf{E} \partial_v f_0 \right] \tag{30}
$$

where $\alpha(Z) = -[1 + Z/\phi(Z)]$. The left hand side is $v^{-\alpha} \partial_v v^\alpha f_1$. Integrating between $v$ and $+\infty$ thus leads to:

$$
f_1 = -\int_0^\infty \left( \frac{w}{v} \right)^\alpha \left[ \nabla f_0 - \frac{e}{m_e} \nu_{ee} \partial_w f_0 \right] dw \tag{31}
$$

It follows from this expression that spatial inhomogeneities define the value of the electric field. As shown in Fig. 2, for steep temperature gradients the Lorentz electric force may overcome the friction force induced by collisions over a significant range of velocities. This is at the origin of numerical difficulties because the characteristics of the hyperbolic system of equations (24)-(25) do not have slopes with constant signs. Consequently, the integration on velocity cannot be performed from high to low values as done in Refs. [7, 8]. This aspect is deepened and resolved in [9].

Instead of using expression (31), the heat flux density can be expressed by isolating $f_1$ in Eq. (25):

$$
q_e = -\frac{2\pi m_e}{3} \int_0^\infty v^6 \partial_v f_1 dv 
- \frac{2(2\pi)^{1/2} Z m_e}{9(\phi + Z) \nu_{ee}^2} \int_0^\infty v^6 \left[ v \nabla f_0 - \frac{e}{m_e} \mathbf{E} \partial_v f_0 \right] dv \tag{32}
$$

where we used $\nu_{ee}^2 = 3(\pi/2)^{1/2} \phi/Z (\nu_T/v)^3 \nu_{ee}^T$. Integrating by parts, the first term in the right hand side of this expression is equal to $\delta/\alpha q_e$, such that

$$
q_e = -\frac{2(2\pi)^{1/2} Z m_e}{9(Z + \phi) \nu_{ee}^2} \int_0^\infty v^6 \left[ v \nabla f_0 - \frac{e}{m_e} \mathbf{E} \partial_v f_0 \right] dv. \tag{33}
$$

In the same way, we obtain for the electric current density:

$$
\mathbf{J}_e = -\frac{4(2\pi)^{1/2} Z e}{9(Z + \phi) \nu_{ee}^2} \int_0^\infty v^6 \left[ v \nabla f_0 - \frac{e}{m_e} \mathbf{E} \partial_v f_0 \right] dv. \tag{34}
$$

Since $\mathbf{J}_e = 0$, the correction $\phi(Z)$ to the electron-electron collision frequency has no influence on the value of $\mathbf{E}$. This is a weak point of the P1 model. We examine it in the next section.

III. LOCAL REGIME

A. Condition to recover the Spitzer-Härn electric field and heat flux density

Expression (29) for the electric field emphasizes the role of the first moment of the electron-electron operator. The local regime is characterized by a disequilibrium induced by the electron transport which remains small enough to ensure that $f_0$ is equal to $f_M$ to high accuracy. Substitution of $f_0$ by $f_M$ in (29) thus yields:

$$
\mathbf{E} = -\frac{m_e \nu_{ee}^T}{e} \left[ \nabla f_e + \frac{5}{2} \frac{\nabla T_e}{T_e} - \frac{(2\pi)^{3/2}}{48 n_e \nu_{ee}^T} \int_0^\infty v^6 C_{ee}^L dv \right] . \tag{35}
$$

The Spitzer-Härn electric field (9) is thus recovered if, and only if

$$
\int_0^\infty v^6 C_{ee}^L dv = \frac{48 n_e \nu_{ee}^T}{(2\pi)^{3/2}} \left[ \frac{5}{2} - \xi(Z) \right] \frac{\nabla T_e}{T_e} . \tag{36}
$$

However, in case of the operator given by Eq. (27), the left hand side of this relation is equal to zero. Indeed, the Lorentz part, $-\nu_{ee}^T f_1$, gives no contribution because of the condition $\mathbf{J}_e = 0$, and, integrating the other contribution by parts, we find:

$$
\int_0^\infty v^6 \nu_{ee}^T \partial_v f_1 dv = \frac{6(2\pi)^{1/2} \phi(Z) \nu_{ee}^T}{Z} \int_0^\infty v^3 f_1 dv = 0 . \tag{37}
$$
Thus, the present model only allows recovery of the Lorentz electric field $E_L$, corresponding to the expression (9) in the high-Z limit, in which $\xi = 5/2$. This observation has already been confirmed numerically by Holec et al. [8].

Accounting for the Lorentz electric field, the heat flux density (33) reads:

$$ q_e = -\frac{128k_Bn_e v_e^2 Z}{3\pi (Z + 7\phi)\nu_{ei}} \nabla T_e $$

(38)

The above expression has to agree with the SH expression (10), which implies that $7\phi/Z + 1 = \zeta(Z)$. This condition provides the expression of the electron-electron correction factor:

$$ \phi(Z) = \frac{Z}{7} [\zeta(Z) - 1] = \frac{3.96Z}{7(Z + 0.24)}. $$

(39)

As shown in Fig. 3, this formula is consistent with the numerical fit proposed by Holec et al: $1/2 + (0.59Z - 1.11)/(8.37Z + 5.15)$. The authors proposed to neglect the $Z$-dependent term of their fit in numerical calculations, but it corresponds to a systematic error of about 12%.

Without the correction (39), the electron heat flux density would be underestimated by 48% for $Z = 1$, by 5% for $Z = 50$ and by 4% for $Z = 79$.

**B. Effect of electron-electron collisions on $f_1$**

In the local regime, by substituting $f_0$ by the Maxwellian distribution function $f_M$ (5), the expression (31) can be written as:

$$ f_{1,A} = -\frac{n_e}{3\pi^2 v_e^3 \nu_{ei}} F_{1,A} \left( \frac{v}{\nu_T \sqrt{2}} \right) \frac{\nabla T_e}{T_e}, $$

(40)

where the function $F_{1,A}$ is defined as:

$$ F_{1,A}(w) = \frac{1 + \alpha}{w^\alpha} \left[ 4\Gamma \left( 2 + \frac{\alpha}{2} ; w^2 \right) - \Gamma \left( 3 + \frac{\alpha}{2} ; w^2 \right) \right], $$

(41)

with $\Gamma$ the upper incomplete gamma function. It is worth mentioning that $F_{1,A}$ is not defined at $w = 0$ because the first arguments $s = \{2, 3\} + \alpha/2$ in $\Gamma$ functions are negatives for values of $Z$ greater than $\{1, 2\}$. This results in a divergence of $\Gamma(s; w^2)$ as $-w^s/s$. In order to avoid the latter in the numerical implementation of $F_{1,A}$, the lowest velocity of the mesh must be chosen not too low. As shown in Fig. 4, in the high Z limit $f_{1,A}$ tends toward the corrected Lorentz distribution function $f_{1,L}$, defined by Eq. (40) in substituting $F_{1,A}$ for $F_{1,L}$, defined as:

$$ F_{1,L}(w) = \frac{2w^4}{\zeta} \left( w^2 - 4 \right) e^{-w^2} $$

(42)

FIG. 4. Graph of $w^5 F_1$ with the function $F_1$ given by expressions (41) (solid) and (42) (dashed), for different values of the ionization number: $Z = 1$ (violet), 4 (blue), 16 (green) and 64 (red).

The above expression (42) is found by solving the kinetic equation (25) without $C_{ee}$ and by correcting the electron-ion collision frequency by a factor $\zeta(Z)$:

$$ C_{ei}^1 + C_{ee}^1 = -\nu_{ei} f_1 + C_{ee}^1 \approx -\zeta(Z) \nu_{ei} f_1 $$

(43)

Such an approximation for the collision term is used in many publications, e.g [19, 34], as it simplifies the numerical implementation. It is used in the code ALADIN [35] where, however, a complete nonlinear expression is used for $C_{ee}^0$ [36]. The simplification (43) has two consequences. The first one is the impossibility of recovering the SH electric field, as already pointed out in the previous section. The second one is a systematic error that appears in the position of $f_1$ on the velocity axis for small values of $Z$. This fact is illustrated for $Z = 1$ in Fig. 5. It corresponds to the case of a plasma with constant density $n_e = 5 \times 10^{20}$ cm$^{-3}$ and with temperature:

$$ T_e(z) = T_H - \frac{(T_H - T_C)}{2} \tanh[s(z - z_0)], $$

(44)

where $T_H = 120$ eV, $T_C = 80$ eV, $z_0 = 425$ $\mu$m and $s = 9 \times 10^{-3}$ $\mu$m$^{-1}$. The Knudsen number at the maximum of the gradient is $Kn = 7.3 \times 10^{-4}$.

As shown in Fig. 4, it follows from Eq. (42) that $f_{1,L}$ remains homothetic to itself for any variation of $Z$. 
This is not the case of $f_{1,A}$, where the correction $\alpha(Z)$ does not enter as a simple multiplicative factor. This is responsible for a deformation corresponding to a shift toward low velocities compared to $f_{1,L}$. For $Z = 1$, this shift is slightly overestimated compared to the solution tabulated by Spitzer and H"{a}rm [15], $f_{1,SH}$, defined by Eq. (31) in substituting $F_{1,A}$ for $F_{1,SH}$ defined as:

$$F_{1,SH}(w) = -\left(4 \frac{Z DT(w)}{B} + 3 \frac{\gamma T Z DE(w)}{\gamma E A}\right) e^{-w^2},$$

where we used the notations introduced in Ref. [15]. The key feature to obtain the aforementioned effect is the differential nature of the operator describing energy exchange in $C_{ee}^{1}$. Using for the latter the algebraic BGK operator, $-\nu_{ee}^{s}(f_{e} - f_{M})$, would not lead to any shift, but only to a modification of the $Z$-correction involved in the electron-electron collision frequency: $\nu_{ee}^{Z} = \eta(Z) \nu_{ee}$ where $\eta(Z) = Z[\zeta(Z) - 1]/2 = 7\delta(Z)/2$. In the nonlocal regime this low $Z$ shift persists and has already been reported by Holec et al. [8].

IV. NONLOCAL REGIME

Results obtained with the reduced model described in Sec. II B and implemented in our code JASMINe are compared to the numerical simulations performed with ALADIN, the full kinetic code OSHUN [37, 38] and through the SNB model.

OSHUN solves the non-stationary kinetic equation with electron-electron and electron-ion Landau integrals, by expanding the distribution function on spherical harmonics. The number of terms in the expansion is increased until reaching convergence. The SNB model consists of a first order perturbation resolution [19] of the system (24)-(25) with the BGK operator for electron-electron energy exchange: $C_{ee}^{0} = -\eta(Z) \nu_{ee}(f_{e} - f_{M})$ and $C_{ee}^{1} + C_{ee}^{Z} = -\zeta(Z) \nu_{ei} f_{1}$ (43). Zero-order solutions are given by expressions in the local regime: $f_{0} = f_{M}$ (5), $f_{1} = f_{1,L}$ (42) and $E = E_{p}$. The perturbation $\delta f_{0} = f_{0} - f_{M}$ obeys the following equation:

$$-\nabla \cdot \frac{v^2}{3\nu_{ei}} \nabla \delta f_{0} + \eta(Z) \nu_{ee} \delta f_{0} = -v \nabla \cdot \frac{v f_{M}}{3\zeta(Z) \nu_{ei}} \nabla T_{e},$$

and $\delta f_{1} = f_{1} - f_{1,L}$ is deduced from the relation $\delta f_{1} = -v/\nu_{ei} \nabla \delta f_{0}$. The effective electron-ion collision frequency, $\nu_{ei}^{E} = \zeta(Z) \nu_{ei} + 2e|E_{SH}|/(m_{e} v)$, indirectly accounts for the electric field effect on these perturbations.

The considered case is representative of the conditions appearing in the conduction region during a laser-driven implosion process. Initially the electron temperature is given by the expression (44) with $T_{H} = 1.8$ keV, $T_{C} = 0.27T_{H}$, $z_{0} = 1200 \mu$m and $s = 2.6 \times 10^{-2}$ cm$^{-1}$. The density profile is chosen such as the electron pressure $n_{e} k_{B} T_{e}$ is constant over the entire computational box and $n_{e}$ is equal to $n_{H} = 1 \times 10^{21}$ cm$^{-3}$ in the hot region. In kinetic simulations the initial heat flux density is zero. After a transient growth it is established in several collision times - a few picoseconds - and then follows, together with the temperature, a quasi-static evolution at the collision timescale according to $(3/2)\partial_{t} n_{e} k_{B} T_{e} + \partial_{z} q_{e,z} = 0$. At a given time of this evolution, the temperature profile is extracted from OSHUN and used in JASMINe and SNB calculations. The density, which evolves on the nanosecond timescale, can be considered unchanged. The effective ionization number is $Z = 1$ and for the temperature profile at the considered time the Knudsen number at the maximum of the gradient is $Kn = \lambda_{ei}^{0}/L_{T} = 2.4 \times 10^{-2}$.

A. Comparison of heat flux densities and electric fields

Heat flux densities are compared in Fig. 6. JASMINe and SNB calculations agree with the kinetic results within a maximum difference of 10%. In the steepest region, kinetic estimations of JASMINe, SNB, ALADIN and OSHUN are approximately 50% smaller than the SH one (10). This inhibition, together with the preheat at the foot of the temperature gradient due to electrons coming from the hot region, are signature of the nonlocal regime. The choice of an approximation for the electron-electron collision operator is important. If the term $C_{ee}^{Z}$ is neglected, a more significant error is obtained in JASMINe calculation (green dashed line b) in Fig. 6. However, at the time of comparison, the temperature profiles in OSHUN and ALADIN are slightly different. By using the latter, the results provided by JASMINe are about 5% larger, at the maximum of the heat flux density, than those presented in Fig. 6. This quantifies

FIG. 5. Effect of electron-electron collisions on the anisotropic part of electron distribution function $q_{iz} = (2\pi m_{e}/3)^{1/2} f_{iz}$ calculated with JASMINe code (blue, solid), ALADIN code (black, solid), SH tables (purple, dotted) and analytic solutions (40) (orange, dashed) and (42) (red, dashed). Local regime, $Z = 1$. 

where

$$\eta(Z) \nu_{ee} \delta f_{0} = -v \nabla \cdot \frac{v f_{M}}{3\zeta(Z) \nu_{ei}} \nabla T_{e},$$

and $\delta f_{1} = f_{1} - f_{1,L}$ is deduced from the relation $\delta f_{1} = -v/\nu_{ei} \nabla \delta f_{0}$. The effective electron-ion collision frequency, $\nu_{ei}^{E} = \zeta(Z) \nu_{ei} + 2e|E_{SH}|/(m_{e} v)$, indirectly accounts for the electric field effect on these perturbations.

The considered case is representative of the conditions appearing in the conduction region during a laser-driven implosion process. Initially the electron temperature is given by the expression (44) with $T_{H} = 1.8$ keV, $T_{C} = 0.27T_{H}$, $z_0 = 1200 \mu$m and $s = 2.6 \times 10^{-2}$ cm$^{-1}$. The density profile is chosen such as the electron pressure $n_{e} k_{B} T_{e}$ is constant over the entire computational box and $n_{e}$ is equal to $n_{H} = 1 \times 10^{21}$ cm$^{-3}$ in the hot region. In kinetic simulations the initial heat flux density is zero. After a transient growth it is established in several collision times - a few picoseconds - and then follows, together with the temperature, a quasi-static evolution at the collision timescale according to $(3/2)\partial_{t} n_{e} k_{B} T_{e} + \partial_{z} q_{e,z} = 0$. At a given time of this evolution, the temperature profile is extracted from OSHUN and used in JASMINe and SNB calculations. The density, which evolves on the nanosecond timescale, can be considered unchanged. The effective ionization number is $Z = 1$ and for the temperature profile at the considered time the Knudsen number at the maximum of the gradient is $Kn = \lambda_{ei}^{0}/L_{T} = 2.4 \times 10^{-2}$.

A. Comparison of heat flux densities and electric fields

Heat flux densities are compared in Fig. 6. JASMINe and SNB calculations agree with the kinetic results within a maximum difference of 10%. In the steepest region, kinetic estimations of JASMINe, SNB, ALADIN and OSHUN are approximately 50% smaller than the SH one (10). This inhibition, together with the preheat at the foot of the temperature gradient due to electrons coming from the hot region, are signature of the nonlocal regime. The choice of an approximation for the electron-electron collision operator is important. If the term $C_{ee}^{Z}$ is neglected, a more significant error is obtained in JASMINe calculation (green dashed line b) in Fig. 6. However, at the time of comparison, the temperature profiles in OSHUN and ALADIN are slightly different. By using the latter, the results provided by JASMINe are about 5% larger, at the maximum of the heat flux density, than those presented in Fig. 6. This quantifies
the precision below which errors between codes cannot be compared.

Electric fields are compared in Fig. 7. The OSHUN result is very close to the SH electric field (9). ALADIN and JASMIN\text{E} electric fields are larger and close to the Lorentz one. This means that electric field is much less affected by the steepness of the temperature gradient and remains close to its value predicted by the local regime expression. It explains the success of the SNB model \cite{19} because the SH expression (9) of the electric field is used in $\nu_{ei}^2$ for estimating

\[ q - q_{SH} = \delta q = -\frac{2\pi m_e}{3} \int_0^\infty \frac{\nu_{ei}^6}{\nu_{ei}^{\gamma}} \nabla f_0 dv, \]

instead of the Lorentz expression corresponding to the zero-order solution of the kinetic system considered by the SNB model.

Keeping this observation in mind, we investigate the consequences of using the SH electric field (9) while solving the system of equations (24) and (25). As it does not ensure the condition $j_e = 0$, it is responsible for a nonzero electron flux in the direction of $\nabla T_e$ everywhere in the plasma. However, the corresponding velocity $u_e = -j_e/n_e$ related to this flux is negligible compared to $v_T$. Thus, one may neglect the shift it induces in formula (5) defining the local equilibrium distribution function. An order of magnitude estimate can be obtained from (34) in the local regime:

\[ j_e = \frac{32e^2 n_e Z}{3\pi m_e (Z + 5\phi) \nu_{ei}^{\gamma}} \left[ E + \frac{m_e v_T^2}{e} \left( \frac{\nabla n_e}{n_e} + \frac{5}{2} \frac{\nabla T_e}{T_e} \right) \right] \]

Substituting $E_{SH}$ (9) in this formula leads to:

\[ \frac{|u_e|}{v_T} = \frac{120[5/2 - \xi(Z)]}{1 + 5\phi(Z)/Z} \frac{Kn}{v_T} \]

For any $Z$ the ratio $|u_e|/v_T$ is three times smaller than $Kn$, and so is negligible compared to 1. This statement holds if, in place of $\phi$ (39), the new correction $(Z/7)[\xi(7/2 - \xi) - 1]$, required to recover the SH heat flux density in the local regime is used. By using $E_{SH}$ together with this new correction JASMIN\text{E} provides the heat flux density plotted with the red dashed curve (a) in Fig. 6.

It may be observed that the electric field changes sign. The two terms in (9) describe the space charge induced by the gradients of density and temperature. For a constant pressure, which implies $\nabla n_e/n_e = -\nabla T_e/T_e$, the electric field can be either expressed through the gradient of density or temperature only and thus keeps the same sign. As density and temperature inhomogeneities relax on different timescales, the pressure is not constant in the case shown in Fig. 7, and its gradient is responsible for the negative part of the electric field. It accelerates electrons in the direction opposite to the temperature gradient, thus enhancing the deformation of the distribution function in the cold region.

### B. Comparison of distribution functions

Integrands of the heat flux density $q_{1z} = (2\pi m_e/3)\nu_{ei} f_{1z}$ are shown in Figs. 8, 9 and 10. These three figures correspond to the three positions at the temperature profile marked in Fig. 6. Although the overall shapes are similar in a given position, there are shifts induced by the different treatment of electron-electron collisions.

In the local regime the shape of $q_{1z}$ (45) remains qualitatively the same everywhere in the temperature profile. Its position on the velocity axis, together with its amplitude, are defined by the local values of temperature and density gradients because the local Maxwellian distribution function (5) is entirely specified by these two hydrodynamic quantities. This is not the case in the nonlocal regime. As shown in Figs. 9 and 10, the shape of $q_{1z}$ is qualitatively different within and beyond the region of maximum temperature gradient.

The transition between the two shapes occurs in a small region near the foot of the temperature profile. Here, the temperature gradient is smoother and so the diffusive part of the heat flux density is strongly decreased. Because the temperature itself decreases, this diffusive contribution shifts to low velocities. On the contrary, the convective part of the flux carried by fast electrons \cite{32} is enhanced, and the position of its maximum is shifted toward higher velocities. This phenomenon has a kinematic origin: to access the cold region an electron must have the appropriate velocity. The further from the region of maximum temperature gradient a region is, the faster the electrons it contains.

The point in velocity space $v_0$ separating these two contributions corresponds to an abrupt variation of the slope of $f_0$. Beyond the region of maximum temperature gradient, the isotropic part of the distribution function is close to the local Maxwellian distribution function for velocities $v$ smaller than $v_0$, whereas for higher velocities $v \geq v_0$ it is a convolution of the isotropic functions of hotter regions. For $v \leq v_0$ the heat flux density integrant $q_{1z}$ provided by the local theory is not recovered. This is because the local thermodynamic conditions are modified by the presence of delocalized electrons. More precisely, in expression (31) for $f_1$, the integration is performed from $v$ to $\infty$. So, for a given velocity $v$, the value of $f_1$ is only determined by $f_0$ for velocities greater than $v$. The convective component ($v \geq v_0$) of $q_{1z}$ is thus independent from the local Maxwellian part of the electron distribution, whereas the component of $q_{1z}$ related to the diffusive part ($v \leq v_0$) is affected by the deformation of $f_0$ for $v \geq v_0$.

On the contrary, the heat flux density integrand $q_{1z}$ provided by the SNB model is equal to $q_{1L}$ for low velocities. This is because the source term in Eq. (46) is negligible for $v \ll v_T$. Indeed, the characteristic time for diffusion of the perturbation $\delta f_0$ on a macroscopic length $L$ is $3L^2 \nu_{ei}^{\gamma}/\nu_{ei}^2 \propto 1/\nu_{ei}^3$, whereas its dissipation occurs on a time $1/(\eta v_{ei}) \propto \nu_{ei}^3$. For $v = v_T$, the latter value is
of the same order of magnitude than the time required to reach the quasi-stationary kinetic state described by Eq. (46). For high velocities, the diffusion occurs in a duration much smaller than dissipation, thus leading to significant values of the perturbations. Such a high velocity diffusion corresponds to macroscopic displacements toward cold region within the plasma. They are inhibited by the electric field, which is implicitly accounted for in the diffusion coefficient. For low velocities, the dissipation dominates and the perturbation is only determined by the source term. Therefore, $\delta f_0 \ll f_M$ and $||\delta f_1|| \ll ||f_{1,L}||$ in the low velocity domain.

C. Comparison of code performances

To be coupled to a hydrodynamic code, JASMINE must be sufficiently fast. Such an efficiency depends on the degree of simplification that led to the underlying model, but also to its numerical implementation. The latter is detailed in our companion paper [9]. The price for improving the accuracy of the distribution functions is a greater computation time compared to SNB. Without parallelization and for 2000 cells in space, the computation times are given in Tab. I.

Results shown in the previous section correspond to 1000 groups in velocity. With JASMINE, this number
FIG. 8. Comparison of the distribution functions $f_0$ (right axis) and $q_{1z} = (2\pi m_e/3)v^5 f_{1z}$ (left axis) calculated with JASMINE, ALADIN, OSHUN and SNB codes at the point of hot region marked by a star in Fig. 6 ($z/\lambda_{ei}^{TH} \simeq 11$). Black dashed line (right axis) shows the Maxwellian (M) distribution function. Fine lines show the heat flux densities integrand $q_{1z}$ associated to the analytic solution $f_{1A}$ (31) in dashed-dot blue and $f_{1L}$ (42) in dotted red. Other parameters and notations are the same as in Fig. 6.

FIG. 9. Same as in Fig. 8 for the point at the middle of the temperature gradient marked by a circle in Fig. 6 ($z/\lambda_{ei}^{TH} \simeq 16.5$).

FIG. 10. Same as in Fig. 8 for the point at the foot of the temperature gradient marked by a triangle in Fig. 6 ($z/\lambda_{ei}^{TH} \simeq 18.3$).
TABLE I. Computation times required by SNB and JASMINE, without parallelization, for 300 and 1000 velocity groups in the nonlocal case of Sec. IV. The number of cells in space is 2000.

| Number of groups | SNB | JASMINE |
|------------------|-----|---------|
| 300              | 4   | 13      |
| 1000             | 13  | 40      |

can be reduced to 300 by having a tolerance of about 5% on the maximum error committed on the heat flux density. With SNB, the number of velocity groups required to obtain a converged heat flux density is lower than for reaching convergence of the distribution function: a few dozen are sufficient and the computation time is a fraction of a second.

JASMINE - and SNB - provides a stationary kinetic solution for fixed hydrodynamic profiles, whereas ALADIN and OSHUN solve non-stationary kinetic equations. Thus, a rigorous comparison between the computational performances of these codes deserves a special attention, and we only give here an estimate on the order of magnitude with our current implementation: in a macroscopic scale simulation, JASMINE would reduce, at least, the computational time by a factor three with respect to ALADIN, and by a factor thirty with respect to OSHUN.

V. CONCLUSION

In this paper, we analyzed and improved the model which consists of using the electron-electron operator introduced by Albritton et al. [6] together with the P1 closure. The necessity of renormalizing the electron-electron collision frequency has been demonstrated together with an analytical expression of the correction factor. In conditions relevant to ICF, the heat flux calculated with this model agrees with a maximum difference of 10% with the full kinetic computation, while requiring a much smaller computation time. It is important to correctly describe the first moment of the electron-electron collision operator. Its differential nature is a key element for both computing the electric field properly and capturing the shift toward low velocities of the anisotropic part of the distribution function.
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