We propose a new $L^2$-type goodness-of-fit test for the family of beta distributions based on a conditional moment characterization. The asymptotic null distribution is identified, and since it depends on the underlying parameters, a parametric bootstrap procedure is proposed. Consistency against all alternatives that satisfy a convergence criterion is shown, and a Monte Carlo simulation study indicates that the new procedure outperforms most of the classical tests. Finally, the procedure is applied to a real data set related to air humidity.
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procedure to fix the parameters, and it then tests a single hypothesis, in contrast to the composite testing problem treated in the present paper.

This article studies a test procedure for (2) based on a characterization of the family of beta distributions given in Theorem 1 of Ahmed (1991). Adapted to the standard two-parameter beta distribution, the theorem reads as follows.

**Theorem 1.** Let $X$ be a random variable taking values in $[0, 1]$. Then $X \sim B(\alpha, \beta)$ for $\alpha, \beta > 0$ if and only if

$$
\mathbb{P}(X \geq t) = \frac{\alpha}{\alpha + \beta} \left( 1 + \frac{t^\beta (1-t)^\beta}{\alpha B(\alpha, \beta) \mathbb{P}(X \geq t)} \right), \quad 0 \leq t \leq 1.
$$

We denote by $1(\cdot)$ the indicator function, and with this notation, a short calculation yields the following equivalent characterization, which is the rationale for the new test statistic.

**Corollary 1.** Let $X$ be a random variable taking values in $[0, 1]$. Then $X \sim B(\alpha, \beta)$ for $\alpha, \beta > 0$ if and only if

$$(\alpha + \beta) \mathbb{P}(X \geq t) = \alpha \mathbb{P}(X \geq t) + \frac{t^\beta (1-t)^\beta}{B(\alpha, \beta)}, \quad 0 \leq t \leq 1.$$

In the following, we write $(\hat{\alpha}_n, \hat{\beta}_n)$ for consistent estimators of $\alpha$ and $\beta$; that is, we assume that $(\hat{\alpha}_n, \hat{\beta}_n) \xrightarrow{P} (\alpha, \beta)$ as $n \to \infty$ (such as the maximum likelihood estimators and the moment estimators). Here, and in the following $\xrightarrow{P}$ denotes convergence in probability. Based on Corollary 1, we propose the $L^2$-type test statistic

$$T_n = T_n(X_1, \ldots, X_n) = n \int_0^1 \left| \frac{1}{n} \sum_{j=1}^n ((\hat{\alpha}_n + \hat{\beta}_n) X_j - \hat{\alpha}_n) 1[X_j \geq t] - \frac{t^\beta (1-t)^\beta}{B(\alpha, \beta)} \right|^2 dt. \tag{3}$$

Rejection of $H_0$ will be for large values of $T_n$. By direct calculations, we obtain the numerical stable representation

$$T_n = \frac{1}{n} \sum_{j=1}^n \left( (\hat{\alpha}_n + \hat{\beta}_n)^2 X_n - \hat{\alpha}_n (\hat{\alpha}_n + \hat{\beta}_n) (X_j + X_n) + \hat{\alpha}_n^2 \right) \min(X_j, X_n)
- \frac{2B(\hat{\alpha}_n + 1, \hat{\beta}_n + 1)}{B(\hat{\alpha}_n, \hat{\beta}_n)} \sum_{j=1}^n ((\hat{\alpha}_n + \hat{\beta}_n) X_j - \hat{\alpha}_n) F_{\hat{\alpha}_n+1,\hat{\beta}_n+1}(X_j) + \frac{n B(2\hat{\alpha}_n + 1, 2\hat{\beta}_n + 1)}{B(\hat{\alpha}_n, \hat{\beta}_n)^2}. \tag{4}$$

It is well known that the beta law has the following reflected symmetry property: Let $\alpha, \beta > 0$, then we have that $X \sim B(\alpha, \beta)$ is equivalent to $1-X \sim B(\beta, \alpha)$. Hence, a desired property for a test of the beta law based on the test statistic $T_n$ would be invariance w.r.t. reflected symmetry, that is, $T_n(X_1, \ldots, X_n) = T_n(1-X_1, \ldots, 1-X_n)$. A small calculation shows that a necessary condition for $T_n$ in (3) to be invariant w.r.t. this transformation is

$$\frac{1}{n} \sum_{j=1}^n X_j = \frac{\hat{\beta}_n}{\hat{\alpha}_n + \hat{\beta}_n},$$

which holds if the moment estimators for the parameters are used and fails for the maximum-likelihood estimators (MLE). Notice that the classical goodness-of-fit tests such as the Kolmogorov–Smirnov test, the Cramér–von Mises test and the Anderson–Darling test share the same feature if the moment estimators are used.

The rest of the paper is organized as follows. In Section 2, we derive the asymptotic distribution of $T_n$ under the assumption of a beta law using a Hilbert space framework, and we show that the needed parametric bootstrap procedure is well calibrated. Section 3 provides the consistency of the procedure under a convergence assumption for the estimators. A Monte Carlo simulation study, which is performed in Section 4, indicates that the new test is a strong competitor to the classical procedures. The procedure is applied to real data sets in Section 5, and we finish the paper by drawing conclusions and stating open problems in Section 6.

## 2 ASYMPPTOTICS UNDER THE NULL HYPOTHESIS

In this section, we derive the asymptotic distribution under the null hypothesis. Due to the $L^2$-structure of the test statistic, a convenient setting is the separable Hilbert space $\mathbb{H} = L^2(0, 1, \mathcal{B}, dt)$ of (equivalence classes of) measurable functions $f : [0, 1] \to \mathbb{R}$ satisfying $\int_0^1 |f(t)|^2 dt < \infty$. Here, $\mathcal{B}$ denotes the Borel sigma-field on $[0, 1]$. The scalar product and the norm in $\mathbb{H}$ will be denoted by

$$\langle f, g \rangle_\mathbb{H} = \int_0^1 f(t)g(t) dt, \quad \|f\|_\mathbb{H} = \langle f, f \rangle_\mathbb{H}^{1/2}, \quad f, g \in \mathbb{H}.$$
respectively. In view of the bootstrap procedure described later, we consider a slightly more general approach: Let $X_{n,1}, \ldots, X_{n,n}$ be a triangular array of row-wise i.i.d. random variables, and suppose $X_{n,k} \sim B(a_n, \beta_n)$ for some sequence of parameters $(a_n, \beta_n) \in (0, \infty)^2$, where $\lim_{n \to \infty} (a_n, \beta_n) = (a_0, \beta_0)$. In the following, let $(\tilde{a}_n, \tilde{\beta}_n)$ be the MLE of $(a_n, \beta_n)$. Note that we have the linear representation (see Bickel and Doksum; 2015, section 6.2.1, with a small adaptation of the proof for triangular arrays)

$$\sqrt{n} \left( (\tilde{a}_n, \tilde{\beta}_n) - (a_0, \beta_0) \right) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \mathcal{C}(X_{n,j}; a_n, \beta_n) + o_p(1). \tag{5}$$

where $\mathcal{C}(x, \alpha, \beta) = l_1(a, \beta)^{-1} \nabla \log(f(x, \alpha, \beta))$, $l_1$, is the Fisher-information matrix, $\nabla \log(f(\cdot))$ is the score vector, $x^\top$ stands for the transpose of a vector $x$, and $o_p(1)$ denotes a term that converges to 0 in probability. Direct calculations involving the density $f$ in (1) show

$$\nabla \log(f(x, \alpha, \beta)) = (\Psi(\alpha + \beta) - \Psi(\alpha) + \Psi(\alpha + \beta) - \Psi(\beta) + \log(1 - x))^\top,$$

$$l_1(a, \beta)^{-1} = (\Psi_1(\alpha) + \Psi_1(\beta)) ((\Psi(\alpha + \beta) - \Psi(\alpha) \Psi(\alpha + \beta) - \Psi(\beta))^\top (\Psi(\alpha + \beta) - \Psi(\beta))$$

where $\Psi(\cdot)$ is the digamma, $\Psi_1(\cdot)$ is the trigamma function; see Johnson et al. (1995), formula (25.32). We define $g(t, \alpha, \beta) = \frac{\log(1 - t)}{\alpha + \beta}$, which is differentiable with respect to both positive parameters, and

$$Z_n(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left( (\tilde{a}_n + \tilde{\beta}_n)X_{n,j} - \tilde{a}_n \right) 1(X_{n,j} \geq t) - g(t, \tilde{a}_n, \tilde{\beta}_n), 0 \leq t \leq 1,$$

as well as the processes

$$\hat{Z}_n(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left( (a_n + \beta_n)X_{n,j} - a_n \right) 1(X_{n,j} \geq t) - g(t, a_n, \beta_n)$$

$$+ \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left( (X_{n,j} - 1)1(X_{n,j} \geq t) - \frac{\partial}{\partial a_n} g(t, a_n, \beta_n) \right)^\top \sqrt{n} \left( \tilde{a}_n - a_n \right),$$

and

$$\hat{Z}_n(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left( (a_n + \beta_n)X_{n,j} - a_n \right) 1(X_{n,j} \geq t) + \mathcal{C}(X_{n,j}; a_n, \beta_n)^\top Y(t, a_n, \beta_n) - g(t, a_n, \beta_n),$$

where $Y(t, a_n, \beta_n) = \mathbb{E}( (X_1 - 1)X_1 1(X_1 \geq t) ) - \left( \frac{\partial}{\partial a_n} g(t, a_n, \beta_n), \frac{\partial}{\partial \beta_n} g(t, a_n, \beta_n) \right)^\top$. Note that by using a computer algebra system (like Maple or Mathematica), the expectation in $Y$ can be derived explicitly. In the following, we denote by $\overset{d}{\longrightarrow}$ weak convergence (or alternatively, convergence in distribution), whenever random elements (or random variables) are considered.

**Theorem 2.** Under the triangular array of row-wise independent $X_{n,k} \sim B(a_n, \beta_n)$, there exists a centred Gaussian element $Z$ of $\mathbb{H}$ with the covariance kernel

$$K_Z(s, t) = \mathbb{E}(h_{n,0}(X, s)h_{n,0}(X, t)), \quad s, t \in [0, 1],$$

with $X \sim B(a_0, \beta_0)$ and

$$h_{n,0}(X, s) = ((a + \beta)X - a)1(X \geq s) + \mathcal{C}(X, a, \beta)^\top Y(s, a, \beta) - g(s, a, \beta), \quad s \in [0, 1],$$

such that $Z_n \overset{d}{\longrightarrow} Z$ in $\mathbb{H}$ as $n \to \infty$.

**Proof.** A first-order multivariate Taylor expansion at the point $(a_n, \beta_n)$ and the consistency of the MLE estimators $(\tilde{a}_n, \tilde{\beta}_n)$ show $\|Z_n - \hat{Z}_n\|_{\mathbb{H}} \overset{p}{\longrightarrow} 0$, and an application of the law of large numbers in Hilbert spaces yields $\|Z_n - \hat{Z}_n\|_{\mathbb{H}} \overset{p}{\longrightarrow} 0$ after some calculations. Writing

$$Z_{n,j}(t) = (a_n + \beta_n)X_{n,j} - a_n \right) 1(X_{n,j} \geq t) + \mathcal{C}(X_{n,j}; a_n, \beta_n)^\top Y(t, a_n, \beta_n) - g(t, a_n, \beta_n),$$

some algebra gives $\mathbb{E}Z_{n,j} = 0$. Since $Z_{n,j}, j = 1, \ldots, n$, are row-wise i.i.d., we have

$$\lim_{n \to \infty} \mathbb{E}\|Z_n\|_{\mathbb{H}}^2 = \lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} \mathbb{E}(Z_{n,j}; n) = \int_0^1 \mathbb{E}Z_{n,1}(t)dt < \infty.$$

Moreover, we see that $\lim_{n \to \infty} \mathbb{E}(Z_{n,1}(s)Z_{n,1}(t)) = \mathbb{E}(Z(s)Z(t))$, where $Z(\cdot)$ is the stated Gaussian element in the theorem. For each $\tau \in \mathbb{H}$, the Lindeberg–Feller central limit theorem implies

$$\frac{1}{\sqrt{n}} \sum_{j=1}^{n} (Z_{n,j}; \tau) \overset{d}{\longrightarrow} N(0, \sigma_{a_n,0}^2(\tau)).$$
where \( \sigma_{m_0, \delta}^2 (r) = \lim_{n \to \infty} \mathbb{E} (Z_n, r) \mathbb{E} = \mathbb{E} (Z, r) \mathbb{E} \). Application of Lemma 3.1 in Chen and White (1998) shows \( \tilde{Z}_n \xrightarrow{D} Z \) for some Gaussian element \( Z \) of \( \mathbb{E} \) with the covariance operator \( \Sigma_{m_0, \delta} \) satisfying \( \sigma_{m_0, \delta}^2 (r) = \langle \Sigma_{m_0, \delta} r, r \rangle \mathbb{E} \) for each \( r \in \mathbb{E} \setminus \{0\} \). Since the kernel \( K_z \) figuring in (6) satisfies

\[
\sigma_{m_0, \delta}^2 (r) = \int_0^1 K_z (s) r (s) r (t) ds dt.
\]

the claim follows. \( \Box \)

By an application of the continuous mapping theorem, we have the following corollary.

**Corollary 2.** Under the same assumptions as in Theorem 2, we have \( T_n \xrightarrow{D} \| Z \|^2_{\mathbb{E}} \) as \( n \to \infty \).

The distribution of \( \| Z \|^2_{\mathbb{E}} \) is known to have the equivalent representation \( \sum_{j=1}^\infty \lambda_i (a_0, \beta_0) N_j^2 \) where \( N_1, N_2, \ldots \) are independent and standard normally distributed random variables, and \( \lambda_1 (a_0, \beta_0), \lambda_2 (a_0, \beta_0), \ldots \) is the decreasing series of non-zero eigenvalues of the integral operator

\[
\mathcal{K} : \mathbb{E} \to \mathbb{E}, f \mapsto \mathcal{K} f (\cdot) = \int_0^1 K_z (s) f (t) dt.
\]

Clearly, this operator depends on the parameters \( (a_0, \beta_0) \). To calculate the eigenvalues \( \lambda_i \) of \( \mathcal{K} \), one has to solve the homogeneous Fredholm integral equation of the second kind

\[
\int_0^1 K_z (x, t) f (t) dt = \lambda f (x), \quad 0 \leq x \leq 1;
\]

see, for example, Kac and Siegert (1947). Due to the complexity of the covariance kernel, it seems hopeless to find explicit solutions of (7) and hence formulae for the eigenvalues. Furthermore, since the true parameters \( (a_0, \beta_0) \) are unknown in practice, the limiting null distribution cannot be used to derive critical values of the test. A solution to this problem is provided by a parametric bootstrap procedure as suggested in Gürtler and Henze (2000) which is stated as follows:

1. Compute \((\hat{a}_0, \hat{\beta}_0) = (\hat{a}_0 (X_1, \ldots , X_n), \hat{\beta}_0 (X_1, \ldots , X_n))\).
2. Conditionally on \((\hat{a}_0, \hat{\beta}_0)\), simulate \( B \) bootstrap samples \( X^*_1, \ldots , X^*_n \) i.i.d. from \( B (\hat{a}_0, \hat{\beta}_0) \) and compute \( T^*_j = T_n (X^*_1, \ldots , X^*_n), j = 1, \ldots , B \).
3. Derive an empirical \((1 - \alpha)\)-quantile of \( T^*_{n,1}, \ldots , T^*_{n,B} \) and denote it by \( c_{a,b}^* (\alpha) \).
4. Reject the hypothesis (2) at level \( \alpha \) if \( T_n (X_1, \ldots , X_n) > c_{a,b}^* (\alpha) \).

Note that for each computation of \( T^*_j \), parameter estimation has to be done separately for each \( j \). Following the notation and methodology of Henze (1996), we prove that this bootstrap test has an asymptotic level \( \alpha \) as \( n, B \to \infty \). Denote the distribution function of \( T_n \) under \( B (a_0, \beta_0) \) by

\[
H_n^{a_0, \beta_0} (t) = \mathbb{P}_{a_0, \beta_0} (T_n \leq t), \quad t > 0.
\]

and write \( H^{a_0, \beta_0} (\cdot) \) for the distribution of \( \| Z \|^2_{\mathbb{E}} \). Note that \( H^{a_0, \beta_0} \) is continuous and strictly increasing on \( \{ t > 0 : 0 < H^{a_0, \beta_0} (t) < 1 \} \). By Corollary 2, it holds that \( H_n^{a_0, \beta_0} (t) \to H^{a_0, \beta_0} (t) \) for each \( t > 0 \) as \( n \to \infty \), so by continuity of \( H^{a_0, \beta_0} \), we have

\[
\sup_{t > 0} | H_n^{a_0, \beta_0} (t) - H^{a_0, \beta_0} (t) | \to 0 \quad \text{as} \quad n \to \infty.
\]

A combination of the last result with the consistency of the MLE \( (\hat{a}_0, \hat{\beta}_0) \) yields

\[
\sup_{t > 0} \left| H_n^{a_0, \beta_0} (t) - H^{a_0, \beta_0} (t) \right| \xrightarrow{P} 0 \quad \text{as} \quad n, B \to \infty.
\]

Hence, with \( \hat{T}_{a, b} (t) = \frac{1}{B} \sum_{j=1}^B 1 \{ T^*_j \leq t \} \) denoting the empirical distribution function of \( T^*_{n,1}, \ldots , T^*_{n,B} \), we have by an identical construction as in (3.10) of Henze (1996)

\[
\sup_{t > 0} \left| \hat{T}_{a, b} (t) - H^{a_0, \beta_0} (t) \right| \xrightarrow{P} 0 \quad \text{as} \quad n, B \to \infty.
\]

from which \( c_{a,b}^* (\alpha) = \inf \{ t : H^{a_0, \beta_0} (t) \geq 1 - \alpha \} \) as \( n, B \to \infty \) follows. This implies that if \( X_1, \ldots , X_n \) is a random sample from \( B (a_0, \beta_0) \), we have

\[
\lim_{n, B \to \infty} \mathbb{P}_{a_0, \beta_0} (T_n (X_1, \ldots , X_n) > c_{a,b}^* (\alpha)) = \alpha,
\]

ensuring an asymptotic level \( \alpha \) test.
3 | CONSISTENCY AGAINST ALTERNATIVES

In this section, let \( X \) be a random variable taking values in \([0, 1]\) and let \( X_1, \ldots, X_n \) be i.i.d. copies of \( X \). We assume that

\[
(\hat{\alpha}, \hat{\beta}) \xrightarrow{p} (\alpha, \beta) \quad \text{as } n \to \infty
\]

(8)

for some \( \alpha, \beta > 0 \). Notice that, since the random variables have compact support, each moment of \( X \) is finite and that the linear representation in (5) still holds, since the MLE \((\hat{\alpha}, \hat{\beta})\) are computed under the assumption of a beta distribution and hence satisfy the corresponding log-likelihood equations, which determines the form of \( c(t) \) by a first-order Taylor expansion. Furthermore, a similar representation as (5) holds for the moment estimators, also under the stated alternatives.

**Theorem 3.** Under the stated assumptions, we have

\[
\frac{T_n}{n} \xrightarrow{D} \Delta_{\alpha, \beta} = \int_0^1 \left( (1 + \beta)E(X1(X \geq t)) - aP(X \geq t) - \frac{t^{1-\beta} (1-t)^\alpha}{B(\alpha, \beta)} \right)^2 \, dt \quad \text{as } n \to \infty.
\]

**Proof.** Notice that, using exactly the same arguments as in the proof of Theorem 2, we have \( n^{-1/2} \|Z_n - \hat{Z}_n\|_2 \xrightarrow{p} 0 \) and \( n^{-1/2} \|\hat{Z}_n - \bar{Z}_n\|_2 \xrightarrow{p} 0 \) as \( n \to \infty \). Hence, by the triangle inequality, we also have \( n^{-1/2} \|Z_n - \bar{Z}_n\|_2 \xrightarrow{p} 0 \). By the law of large numbers in Hilbert spaces, it is easy to see that \( n^{-1/2} \max(\|Z_n\|_2, \|\bar{Z}_n\|_2) \) converges in probability to a finite constant. Consequently, the reverse triangle inequality implies

\[
n^{-1} \left( T_n - \|\bar{Z}_n\|_2^2 \right) = n^{-1} \left( \|Z_n\|_2^2 - \|\bar{Z}_n\|_2^2 \right) \|Z_n\|_2^2 + \|\bar{Z}_n\|_2^2 \leq 2n^{-1} \|Z_n - \bar{Z}_n\|_2^2 \max(\|Z_n\|_2, \|\bar{Z}_n\|_2) \xrightarrow{p} 0.
\]

By the law of large numbers in Hilbert spaces and the continuous mapping theorem, we have \( n^{-1} \|\bar{Z}_n\|_2^2 \xrightarrow{D} \Delta_{\alpha, \beta} \) and the assertion follows. \( \square \)

In view of Corollary 1, \( \Delta_{\alpha, \beta} = 0 \) holds if and only if \( X \) follows the beta law, and \( \Delta_{\alpha, \beta} > 0 \) otherwise. From the proof of the bootstrap procedure, for a given nominal level \( \alpha \) and the bootstrap critical values \( c_{n,B}^*(\alpha) \) as in Section 2, we have \( c_{n,B}^*(\alpha) \xrightarrow{p} c \) for \( n, B \to \infty \), for some fixed positive value \( c < 0 \). A direct consequence of Theorem 3 is

\[
\mathbb{P}(T_n > c_{n,B}^*(\alpha)) \to 1 \quad \text{as } n, B \to \infty,
\]

which implies consistency of \( T_n \) against any alternative distribution \( \mathbb{P}^X \) for which (8) is satisfied.

4 | SIMULATIONS

In this section, we investigate the finite-sample performance of our test given in (4), when compared to competitive tests against general alternatives with the use of a Monte Carlo study. A significance level of 10% (\( \alpha = 0.1 \)) is used throughout the simulation study, and all calculations were performed using the statistical computing environment \( R \), R Core Team (2013). The competitive tests considered in this study are the classical tests based on the empirical distribution function, that is, the Kolmogorov–Smirnov (KS), Cramer–von Mises (CM) and Anderson–Darling (AD) tests (see D’Agostino, (1986), chapter 4, for a discussion on these tests), as well as the test based on the Laplace transform by Riad and Abd El Mabood (2018). The approach introduced in Riad and Abd El Mabood (2018) considers the differential equation, \( (t/\alpha)L'(t) + (\alpha + \beta)/\alpha + ((\alpha + \beta)/\alpha + (t/\alpha))L'(t) + \lambda(t) = 0 \) with the Laplace transform, \( L(t) = E(\exp(-\lambda t)) \) of the beta distribution and boundary conditions \( L(0) = 1, L'(0) = -\alpha/(\alpha + \beta) \) to construct the test statistic

\[
RF_{n, \alpha} := \frac{1}{n} \sum_{i=1}^{n} \left( \frac{2[X_i(1-X_i - 2) + 1]}{(X_i + X_{i+1} + \alpha)} + \frac{2[X_i(1-X_i - 2X_{i+1} + X_i)]}{(X_i + X_{i+1} + \alpha)^2} + \frac{[X_i(2X_{i+1} + X_i + \alpha)]}{(X_i + X_{i+1} + \alpha)^2} \right),
\]

where \( \hat{X}_n = \hat{\alpha} / (\hat{\alpha} + \hat{\beta}) \) and \( \hat{\alpha}, \hat{\beta} \) are consistent estimators. The tuning parameter \( \alpha > 0 \) provides the above test with a degree of flexibility in terms of power by making it either more sensitive to departures from the beta distribution around zero or near 1 of the distribution.

Since the limit null distribution of the tests depends on the shape parameters \( \alpha \) and \( \beta \), the critical values are obtained with the parametric bootstrap as stated in Section 2, and with the given algorithm. For the simulation study, the maximum likelihood estimates \((\hat{\alpha}, \hat{\beta})\) are calculated in each Monte Carlo replication with the \texttt{EnvStats} package (see Millard, 2013), which solves the equations,

\[
\Psi(\hat{\alpha}) - \Psi(\hat{\alpha} + \hat{\beta}) = \frac{1}{n} \sum_{i=1}^{n} \log(X_i),
\]

\[
\Psi(\hat{\beta}) - \Psi(\hat{\alpha} + \hat{\beta}) = \frac{1}{n} \sum_{i=1}^{n} \log(1 - X_i),
\]
The families of distributions

The truncated normal distribution

construction of counterparts for BN

alternative. (Table 2) and

c

where

T

simultaneously. For each replication, B = 500 bootstrap samples are generated. To ensure a more accurate empirical level at a reduced number of bootstrap replication, we use the modified critical values of Gürtler and Henze (2000) given by

\[ \tilde{c}_{n,B} := T_{n(\cdot;0(1;8+1))} + 0.90 \left( T_{n(\cdot;0(1;8+1))} - T_{n(\cdot;0(1;8+1))} \right) = T_{n(450)} + 0.90 \left( T_{n(450)} - T_{n(450)} \right). \]

where \( T_{n,j} \) denotes the \( j \)th order statistic of the bootstrap sample of values of the test statistic \( T_{n,1}^*, T_{n,2}^*, \ldots, T_{n,B}^* \). This modification is made to \( c_{n,B}(\alpha) \) in step 3 of the parametric bootstrap algorithm.

The alternative distributions that are used in the simulation study are defined as follows:

- The truncated normal distribution \( TN(\mu, \sigma^2) \) with density given by

\[ f_{TN}(\mu, \sigma) = \frac{\exp \left( -\frac{1}{2} \left( \frac{x-\mu}{\sigma} \right)^2 \right)}{\sigma \sqrt{2\pi} \left( \Phi \left( \frac{\mu}{\sigma} \right) - \Phi \left( -\frac{\mu}{\sigma} \right) \right)}, \quad 0 < x < 1, \]

where \( \Phi(x) = \frac{1}{2} \left( 1 + \text{erf}(x/\sqrt{2}) \right) \) is the normal distribution function.

- The composite distribution \( BN(\alpha, \beta, \mu, \sigma^2) \) consisting of the beta distribution, \( B(\alpha, \beta) \), and the truncated normal distribution, \( TN(\mu, \sigma^2) \). That is,

\[ BN(\alpha, \beta, \mu, \sigma^2) := 1_{x<\mu} X_1 + 1_{x>\mu} X_2, \quad 0 < p < 1. \]

with \( X \sim U(0, 1), X_1 \sim B(\alpha, \beta), X_2 \sim TN(\mu, \sigma^2), \) \( X_1 \) and \( X_2 \) are independent, and \( U(0, 1) \) is the standard uniform distribution.

- The Logit-normal distribution \( LT(\mu, \sigma^2) \) with density given by

\[ f_{LT}(\mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}(1-x)} \exp \left( -\frac{(\logit(x) - \mu)^2}{2\sigma^2} \right), \quad 0 \leq x \leq 1, \]

where \( \logit(x) = \log(x/(1-x)) \).

- The families of distributions \( F \circ G \) of random variables generated by the following construction: For an i.i.d. sample \( X_1, \ldots, X_n \) with \( X_1 \sim G \), generate the i.i.d. sample \( F(X_1), \ldots, F(X_n) \) with the selection of distributions given in Table 1.

Empirical rejection rates are calculated for sample sizes \( n = 50 \) and \( n = 100 \) using 10,000 independent Monte Carlo replications. Tables 2 and 3 contain the estimated powers in percentages (rounded to the nearest integer) for the new and competitive tests for a sample size of \( n = 50 \) (Table 2) and \( n = 100 \) (Table 3) against each of the alternative distributions. For ease of comparison, we highlighted the highest power for each alternative.

It is clear that each of the tests achieves the nominal significance level. The newly proposed test \( T_n \) performs better than the classical tests except for a few selected cases, where it is still a strong competitor. The best test for the composite distributions is \( T_n \) by a fair margin, except for \( BN(0.25, 2, 0.25, 0.25, 0.25) \), where \( RF_{n,0.25} \) exhibits a slightly better performance for \( n = 50 \) and matches the \( AD_n \) test for \( n = 100 \). The test based on the empirical Laplace transform \( RF_{n,0.25} \) is more competitive for the truncated distributions, except for \( TN(0.25, 0.5) \), where \( T_n \) outperforms its counterparts for \( n = 100 \). It is evident that the performance of \( RF_{n,0.25} \) is largely influenced by the choice of the tuning parameter. In this regard, our new test also performs better for a variety of the considered alternatives, and it has the added advantage of not being dependent on the choice of a tuning parameter. Overall, the newly proposed test shows very good results, and it proves to be the superior choice in most cases. It is clear that there is no `best' test, insofar as no procedure can outperform the other procedures uniformly; for details, see Janssen (2000). Since it is known that the power of the tests can depend on the method of estimation, see Drost et al. (1990), we performed a simulation study with the same simulation design but replacing the MLE by the moment estimators of \((\alpha, \beta)\). All the procedures loose power by this estimation method, and hence, the results are dominated by the empirical powers in Tables 2 and 3, so we decided not to state them here.

| Table 1: Distributions for the construction of \( F \circ G \) |
|----------------|-----------------|-----------------|----------------|
| Distribution   | \( F(x) \)      | Distribution   | \( F(x) \)      |
| Cauchy \( C(\gamma) \) | \( \frac{1}{2} \arctan \frac{x}{\gamma} + \frac{1}{2} \) | Gompertz \( GO(\gamma, \nu) \) | \( 1 - \exp(-\gamma(x - 1)) \) |
| Exponential \( EXP(\lambda) \) | \( 1 - e^{-\lambda x} \) | Halfnormal \( HN(\mu) \) | \( \text{erf}(\frac{x}{\sqrt{2}}) \) |
| Normal \( \Phi(\mu, \sigma^2) \) | \( \frac{1}{2} \left[ 1 + \text{erf}(\frac{x-\mu}{\sqrt{2} \sigma}) \right] \) | Laplace \( L(\mu, \theta) \) | \( \frac{1}{2} \text{erf}(\frac{x-\mu}{\sqrt{2} \sigma}) \) if \( x \leq \mu \) |
|                          |                 |                 | \( 1 - \frac{1}{2} \text{erf}(\frac{x-\mu}{\sqrt{2} \sigma}) \) if \( x \geq \mu \) |
of May 2008 do not. Here, the density plots in red are the distributions estimated from the data with the maximum likelihood method. The Q–Q plots in the bottom panels of Figure 1 further strengthen this conclusion.

5 | REAL DATA EXAMPLES

For a practical application, we use the data presented in Raschke (2011) from the Haarweg Wageningen weather station of the relative humidity of air in May 2007 and 2008. The data are given in Table 4 for convenience. Figure 1 gives an indication of how the data fit a beta distribution. We see from the histogram and density plots in the top panels that the data of May 2007 fit a beta distribution relatively well, whereas the data of May 2008 do not. Here, the density plots in red are the distributions \( H(6.356, 1.970) \) and \( H(2.803, 1.456) \), where the parameters have been estimated from the data with the maximum likelihood method. The Q–Q plots in the bottom panels of Figure 1 further strengthen this conclusion.

We thus apply the various tests of fit to the two data sets to investigate their behaviour on real-world data. Critical values were obtained by calculating the tests on the data and then bootstrap \( p \) values were obtained by first generating 10,000 samples from the beta distribution with the estimated parameters. Tests were calculated on each of the samples, and the number of times the test statistic was greater than the critical value was recorded. Dividing this value by the total number of samples gives the bootstrap \( p \) value. The bootstrap \( p \) values for the two data sets are displayed in Table 5. We see that the null hypothesis that the data are beta distributed is not rejected by any of the tests for the May 2007

| \( H(0.5, 0.5) \) | 10 | 10 | 10 | 9 | 10 | 11 | 9 |
| \( H(1, 1) \) | 10 | 10 | 10 | 9 | 10 | 11 | 9 |
| \( H(2, 2) \) | 10 | 10 | 10 | 10 | 9 | 10 | 8 |
| \( H(0.5, 1.5) \) | 10 | 10 | 10 | 9 | 10 | 10 | 9 |
| \( H(0.5, 3) \) | 10 | 10 | 10 | 11 | 10 | 10 | 9 |
| \( H(1.5, 0.5) \) | 10 | 10 | 10 | 9 | 9 | 9 | 9 |
| \( H(3, 0.5) \) | 10 | 10 | 11 | 8 | 8 | 8 | 10 |
| \( BN(0.25, 0.5, 0.5, 0.25, 0.25) \) & 55 & 61 & 64 & 54 & 51 & 56 & 71 |
| \( BN(0.5, 0.5, 0.5, 0.25, 0.25) \) & 49 & 55 & 55 & 45 & 41 & 46 & 62 |
| \( BN(0.75, 0.5, 0.5, 0.25, 0.25) \) & 24 & 27 & 26 & 21 & 21 & 23 & 27 |
| \( BN(0.25, 2, 2, 0.25, 0.25) \) & 14 & 15 & 16 & 17 & 16 & 16 & 14 |
| \( BN(0.25, 1.5, 0.5, 0.25, 0.25) \) & 75 & 80 & 81 & 74 & 78 & 81 & 85 |
| \( TN(0.25, 0.25) \) & 17 & 19 & 16 & 22 & 22 & 21 & 17 |
| \( TN(0.5, 0.25) \) & 19 & 22 & 24 & 25 & 24 & 23 & 22 |
| \( TN(0.25, 0.5) \) & 12 & 13 & 14 & 12 & 14 & 15 & 15 |
| \( LT(3, 2) \) & 70 & 78 & 80 & 63 & 64 & 65 & 76 |
| \( LT(1, 2) \) & 22 & 25 & 25 & 16 & 13 & 15 & 26 |
| \( LT(0.5, 3) \) & 17 & 18 & 20 & 16 & 7 & 7 & 19 |
| \( C(1) \cdot GO(2, 1) \) & 63 & 72 & 85 & 69 & 69 & 67 & 89 |
| \( EXP(1) \cdot HN(1) \) & 26 & 30 & 31 & 34 & 36 & 38 & 31 |
| \( Φ(0, 1) \cdot L(2, 0.5) \) & 70 & 75 & 75 & 70 & 71 & 71 & 77 |

| \( \text{KS}_n \) | \( CM_n \) | \( AD_n \) | \( RF_{1.025} \) | \( RF_{1.2} \) | \( RF_{1.5} \) | \( T_n \) |
| \( H(0.5, 0.5) \) | 11 | 10 | 10 | 9 | 10 | 11 | 10 |
| \( H(1, 1) \) | 11 | 10 | 10 | 9 | 10 | 11 | 9 |
| \( H(2, 2) \) | 10 | 10 | 10 | 9 | 10 | 10 | 9 |
| \( H(0.5, 1.5) \) | 10 | 10 | 10 | 10 | 10 | 10 | 9 |
| \( H(0.5, 3) \) | 10 | 9 | 10 | 10 | 10 | 10 | 10 |
| \( H(1.5, 0.5) \) | 10 | 10 | 10 | 9 | 10 | 10 | 10 |
| \( H(3, 0.5) \) | 10 | 10 | 11 | 9 | 9 | 9 | 10 |
| \( BN(0.25, 0.5, 0.5, 0.25, 0.25) \) & 79 & 86 & 88 & 80 & 69 & 74 & 93 |
| \( BN(0.5, 0.5, 0.5, 0.25, 0.25) \) & 76 & 82 & 82 & 72 & 60 & 67 & 88 |
| \( BN(0.75, 0.5, 0.5, 0.25, 0.25) \) & 38 & 42 & 41 & 34 & 28 & 33 & 45 |
| \( BN(0.25, 2, 0.25, 0.25) \) & 16 & 20 & 21 & 21 & 18 & 17 & 19 |
| \( BN(0.25, 1.5, 0.5, 0.25, 0.25) \) & 95 & 98 & 98 & 95 & 96 & 97 & 99 |
| \( TN(0.25, 0.25) \) & 22 & 26 & 28 & 30 & 27 & 25 & 25 |
| \( TN(0.5, 0.25) \) & 26 & 31 & 33 & 32 & 27 & 25 & 32 |
| \( TN(0.25, 0.5) \) & 15 & 16 & 16 & 14 & 16 & 17 & 19 |
| \( LT(3, 2) \) & 93 & 98 & 98 & 89 & 90 & 91 & 96 |
| \( LT(1, 2) \) & 37 & 42 & 45 & 26 & 21 & 24 & 48 |
| \( LT(0.5, 3) \) & 26 & 31 & 36 & 28 & 7 & 7 & 34 |
| \( C(1) \cdot GO(2, 1) \) & 92 & 98 & 99 & 96 & 95 & 95 & 100 |
| \( EXP(1) \cdot HN(1) \) & 43 & 50 & 51 & 58 & 59 & 61 & 55 |
| \( Φ(0, 1) \cdot L(2, 0.5) \) & 92 & 95 & 95 & 93 & 92 & 93 & 95 |
Relative humidity data for May 2007

|        | KS_n | CM_n | AD_n | RF_n,0.25 | RF_n,2 | RF_n,5 | T_n |
|--------|------|------|------|-----------|--------|--------|-----|
| May 2007 | 0.306| 0.211| 0.305| 0.378     | 0.364  | 0.353  | 0.350|
| May 2008 | 0.024| 0.003| 0.002| 0.041     | 0.044  | 0.036  | 0.007|

data set. However, each of the tests rejects the null hypothesis for the May 2008 data set. This observation confirms the information gathered from the plots in Figure 1.
6 | COMMENTS AND OUTLOOK

In the previous sections, we have shown that our testing procedure is competitive to the already known procedures. Interestingly, some characterizations of the beta law cannot be used to construct similar testing procedures, since they do not hold for all parameter combinations of \(a\) and \(\beta\); for a specific example of such limitations, see Example 13 in Betsch and Ebner (2019).

We finish the paper by stating some comments and giving some outlook for further research. From first calculations using the computer algebra system Maple, Maplesoft (2019), we think that the calculation of an explicit representation of the covariance kernel in (6) might be possible. An explicit formula can open ground to numerical approximation of the eigenvalues of the integral operator \(\mathcal{K}\) and would offer more theoretical insights. The approximation of the largest eigenvalue is, as is well known, useful for efficiency statements in the sense of Bahadur; see Bahadur (1960) and Nikitin (1995). More insights may provide the asymptotc distribution of the test statistic under fixed alternatives. A step in this direction is given by Theorem 1 in Baringhaus et al. (2017), which leads to the conjecture that

\[
\sqrt{n} \left( T_n - \Delta_{a,\beta} \right) \xrightarrow{D} \mathcal{N}(0, \sigma^2(a, \beta)), \quad \text{as } n \to \infty,
\]

where \(\sigma^2(a, \beta) > 0\) is a specified limiting variance. Note that for the four-parameter beta distribution with support on an interval \([a, b]\) (for a definition, see p. 210 of Johnson et al., 1995) and i.i.d. random variables \(Y_1, \ldots, Y_n\), one can transform the data by

\[
X_j = \frac{Y_j - a}{b - a}, \quad j = 1, \ldots, n.
\]

to a two-parameter beta distribution with support in \([0, 1]\). Hence, \(T_n\) in (4) can also be used to test the fit to a four-parameter beta distribution if the support is known. A goodness-of-fit test for the situation of unknown support as well as unknown shape parameters of the beta distribution has not yet been investigated in the literature, in contrast to fitting a four-parameter beta distribution to data; see AbouRizk et al. (1994). We point out that the characterization given in Theorem 1 of Ahmed (1991) covers this family, but parameter estimation of the boundary points \(a\) and \(b\) is tricky, especially if linear expansions are needed for the asymptotic theory; see Whitby (1971) for a starting point.
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