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ABSTRACT
This paper investigates a Pareto-optimal insurance problem, where the insured maximizes her rank-dependent utility preference and the insurer is risk-neutral and employs the mean-variance premium principle. To eliminate potential moral hazard issues, we only consider the so-called moral-hazard-free insurance contracts that obey the incentive compatibility constraint. The insurance problem is first formulated as a non-concave maximization problem involving Choquet expectation, then turned into a concave quantile optimization problem and finally solved by the calculus of variations method. The optimal contract is expressed by a semi-linear second-order double-obstacle ordinary differential equation with nonlocal operator. An effective numerical method is proposed to compute the optimal contract assuming the probability weighting function has a density. Also, we provide an example that is analytically solved.

1. Introduction

Insurance is a widely used tool that transfers a part of a risk from an innocent party (the insured) to an insurance carrier (the insurer, an insurance or reinsurance company) at the cost of paying a premium. The well-known insurance contracts include quota share, deductible and full coverage. In practice, a fundamental challenge for insurers is how to design insurance contracts that achieve Pareto optimality/efficiency (PO/PE, for short) between the insurer and the insured. This paper focuses on such a risk-sharing insurance design problem.

The diversity of insurer’s and insured’s premium principles and goals results in various PO insurance contracts. The expected-value, standard derivation, and variance premium principles are the most widely used premium principles in the insurance study and practice. The most popular goals of the insured include maximizing the expected utility (EU) of the net wealth in the static setting, maximizing the discounted dividend payout and minimizing the probability of ruin in the dynamic setting. In this paper, we consider a static model and assume the insurer employs the mean-variance premium principle, a combination of the expected value and variance premium principles; while the insured aims at maximizing the rank-dependent utility (RDU, developed by Quiggin 1982) preference of her net wealth. Because the RDU preference involves a probability weighting function (also called probability distortion function), the target of the insured becomes a nonlinear Choquet expectation, making our problem being a challenging non-concave maximization problem. Besides the
RDU theory, probability weighting function also plays a key role in many other behavioral theories of choice under uncertainty, such as Kahneman and Tversky’s (1979, 1992) cumulative prospect theory, Yaari’s (1987) dual model, Lopes’ (1987) SP/A model. These behavioral theories provide satisfactory answers to many paradoxes for which the EU theory fails to explain (see, e.g. Friedman & Savage 1948, Allais 1953, Ellsberg 1961, Mehra & Prescott 1985). In this paper, we consider general probability weighting functions, which are allowed to be discontinuous. By contrast, many existing insurance models only consider differentiable probability weighting functions; see Jin & Zhou (2008), Xu (2016), Xu et al. (2019), and Xu (2021), among many others.

The present paper is a follow-up study of the author’s previous work (Xu 2021). In the previous work, we assume the insurer uses the expected value premium principle, whereas in the present model, the insurer employs the more practical mean-variance premium principle. The former principle is linear so that it is additive; by contrast, the latter is nonlinear and non-additive, which leads to a more challenging problem. The mean-variance premium principle is a combination of the expected value and variance premium principles. It contains each of them as a special case. Also, it takes into account the variability of the insurer’s share, so it is less problematic in practice than some other premium principles, such as the expected value premium principle. See Deprez & Gerber (1985), Kaluszka (2001), Hipp & Taksar (2010), Yao et al. (2014), and Liang et al. (2020) with mean-variance or standard deviation premium principles in either static or dynamic settings. As mentioned above, another difference between this paper and existing works is that we consider quite general probability weighting functions rather than only those absolutely continuous ones, as in Xu (2021). The new setup not only covers more practical cases but also brings a lot of mathematical challenges. Mathematically speaking, it leads to a new semi-linear second-order ordinary integro-differential equation (OIDE) with nonlocal operator, which is not easy to solve, even numerically. If the probability weighting function has a density, we further reduce the OIDE to a well-studied ordinary differential equation (ODE) of two unknown functions with local operator. It is an initial value ODE problem and can be numerically solved effectively. Unfortunately, we cannot find a way to do this when the probability weighting function has no density. We leave this to experts in numerical OIDEs.

An important feature of our model (same as Xu 2021) is that we take the so-called incentive compatibility constraint into account. In the insurance literature, many works ignore this constraint intentionally or unintentionally; see Deprez & Gerber (1985), Gajek & Zagrodny (2000), Kaluszka (2001), Liang et al. (2020), and Guan et al. (2022), to name a few. We believe it is mainly due to the mathematical challenges arising from the constraint to force the authors to ignore this constraint. In some existing models, the optimal contracts turn out to be quota share or stop loss so that the incentive compatibility constraint is automatically satisfied. But more often, in particular, when the probability weighting function is involved, the optimal contracts may suffer from some serious moral hazard issues such as hiding or exaggerating losses; see e.g. Bernard et al. (2015). A large proportion of existing works do not discuss if their optimal contracts are free of moral hazard issues. Economically speaking, when modeling insurance problems, concerns from both the insurer and the insured should be taken into account simultaneously; so, to avoid the potential moral hazard issues, both compensation and retention functions shall be a prior increasing1 for the optimal contracts. This simple fact is called the incentive compatibility constraint by Huberman et al. (1983) and Picard (2000). We call an insurance contract moral-hazard-free if it obeys this constraint. We only focus on the moral-hazard-free contracts in this paper, so the optimal contracts automatically avoid the potential moral hazard issues. Mathematically speaking, this constraint leads to the second-type quantile optimization problem defined by Xu (2021). The decision quantiles are subject to a bounded derivative constraint, an infinite-dimensional constraint. This usually leads to a double-obstacle OIDE/ODE problem. It is quite different from the first-type quantile optimization problem where the decision quantiles are subject to a one-side derivative constraint. If one ignores the incentive compatibility constraint when designing PO contracts, the problem reduces to a single-obstacle OIDE/ODE problem. In fact, the
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1 In this paper, ‘increasing’ means non-decreasing and ‘decreasing’ means non-increasing.
first-type quantile optimization problem can be solved by a simple relaxation method; please refer to Xu (2016) and Hou & Xu (2016) for the latest development of the relaxation method.

Our approach to solving the insurance design problem in this paper consists of several steps: we first transform the problem into a quantile optimization problem; and then show the latter is a concave problem; the calculus of variations method (or equivalently, the first-order condition) is then applied to get an equivalent optimality condition; we further derive an equivalent condition in terms of a semilinear second-order OIDE with nonlocal operator. Eventually, the optimal solution to the original problem is expressed by the solution to the OIDE. In this process, we show that OIDE has an almost classical solution. This is the best possible smoothness result, since the OIDE has no classical solution in general, which can be seen from our example in Section 4.1. To the best of our knowledge, it is the first time that this type of OIDE with nonlocal operator appears in the insurance and financial economics literature.

The above approach is introduced by the author in Xu (2021). The linear expected-value premium principle is assumed for the insurer in Xu (2021), so the quantile optimization problem is naturally a concave optimization problem. Hence, the calculus of variations method gives an equivalent optimality condition. This paper considers the nonlinear mean-variance premium principle, in order to get an equivalent optimality condition from the first-order condition, we must show that the quantile optimization problem is concave. We have successfully shown this, so the approach proposed in Xu (2021) still works. Other methods to deal with risk-sharing problems under the incentive compatibility constraint are available in the literature. For instance, Carlier & Lachapelle (2011) use a probabilistic method to study a class of risk-sharing problems. They provide an iteration method to get the numerical solution. They show the convergence of their scheme but do not give the speed of convergence, which seems to be a very hard problem. By contrast, our method reduces the problem to solve an OIDE/ODE problem, where the solvability is well-established in the numerical differential equation literature. The most up-to-date numerical methods to solve differential equations, such as neural networks and deep learning might be applied to them as well.

The rest of this paper is organized as follows. In Section 2, we introduce a PO insurance problem. In Section 3, the problem is turned into a quantile optimization problem via a change of variables. We also show the quantile optimization problem is a concave one in this part. Section 4 is devoted to solving the quantile optimization problem by the calculus of variations method. We express the optimal solution to the original problem by the solution of some OIDE/ODE. An example with an explicit solution is provided as well. Section 5 concludes the paper.

**Notation**

Throughout the paper, we fix an atom-less probability space. For any random variable $Y$ in the probability space, we denote its probability distribution function by $F_Y$ and define its quantile function (or the left-continuous inverse function of $F_Y$) by

$$F_Y^{-1}(p) = \inf \left\{ z \in \mathbb{R} \mid F_Y(z) \geq p \right\}, \quad p \in (0, 1],$$

with the convention that $\inf \emptyset = +\infty$ and set

$$F_Y^{-1}(0) = \lim_{p \to 0^+} F_Y^{-1}(p).$$

By this definition, $F_Y^{-1}(0) = \text{ess inf } Y$ and $F_Y^{-1}(1) = \text{ess sup } Y$. So $Y$ is a bounded random variable if and only if

$$-\infty < F_Y^{-1}(0) \leq F_Y^{-1}(1) < \infty.$$ 

By definition, all the quantile functions (or simply called quantiles, for short) are increasing and left-continuous. Generally speaking, quantile functions may be discontinuous, but because of the presence
of the incentive compatibility constraint in our model, we will face absolutely continuous quantiles only in this paper. This will simplify our arguments in many circumstances.

For $p \geq 1$, let $L^p([0, 1])$ be the set of measurable functions $f : [0, 1] \to \mathbb{R}$ such that

$$\int_0^1 |f(t)|^p \, dt < \infty.$$ 

Let $AC([0, 1])$ be the set of absolutely continuous functions $f : [0, 1] \to \mathbb{R}$. Let $C^2([0, 1])$ be the set of functions $f : [0, 1] \to \mathbb{R}$ that are differentiable with derivatives $f' \in AC([0, 1])$. Clearly $C^2([0, 1]) \subseteq C^2([0, 1]) \subseteq C^1([0, 1])$.

In what follows, ‘almost everywhere’ (a.e.) and ‘almost surely’ (a.s.) may be suppressed for notation simplicity in most circumstances if no confusion would occur.

2. Problem formulation

In the Pareto optimal (also called Pareto efficient) insurance problem, one seeks the best way to share a potential loss between an insurer (‘He’, an insurance or reinsurance company) and an insured (‘She’) to achieve Pareto optimality/efficiency.

We use the same notation as in Xu (2021). We use a random variable $X \geq 0$ to represent the potential loss covered by the insurance contract. Let $I(x)$ and $R(x)$ be the loss borne by the insurer and the insured when a real loss $X = x$ occurs. They are respectively called the compensation (also called indemnity) and retention functions in the insurance literature. A contract is called full coverage if $I(x) \equiv x$; called deductible (with deductible $d$) if $I(x) \equiv \max\{x - d, 0\}$. Economically speaking, both the insurer and the insured should bear a greater financial responsibility when a larger loss occurs, otherwise, moral hazard issue may arise (see more discussions in Bernard et al. 2015, Xu et al. 2019). This is called the incentive compatibility constraint by Huberman et al. (1983) and Picard (2000). Mathematically speaking, because $I(x) + R(x) \equiv x$ and both $I$ and $R$ are increasing, the set of acceptable compensations is $2$ $C = \left\{ I : [0, \infty) \to [0, \infty) \mid I \text{ is absolutely continuous with } I(0) = 0 \text{ and } 0 \leq I' \leq 1 \text{ a.e.}\right\}$.

and the set of acceptable retentions is $R = \left\{ R : [0, \infty) \to [0, \infty) \mid R \text{ is absolutely continuous with } R(0) = 0 \text{ and } 0 \leq R' \leq 1 \text{ a.e.}\right\}$.

Clearly $R = C$. We call the compensations in $C$ and the retentions in $R$ moral-hazard-free and will only consider them in the sequel.

An insurance contract is a pair $(\pi, I)$, where $\pi \in \mathbb{R}$ is a premium that the insured pays to the insurer at an initial time and $I$ is a moral-hazard-free compensation in $C$. We assume the insurer uses the mean-variance premium principle

$$U_{\text{insurer}}(\pi, I) = \pi - \theta \mathbb{E}[I(X)] - \sigma \text{Var}(I(X)),$$

where $\theta$ and $\sigma$ are nonnegative constants. In practice, there is usually a safety loading $\theta$ for the insurer (see e.g. Daykin et al. 1994), and $\sigma$ is used to control the volatility of the insurer’s share. When $\sigma = 0$, the mean-variance premium principle reduces to the classical expected value premium principle that
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2 We refer to Xu (2021) for a detailed discussion.
is considered by Xu (2021), we will not investigate this case again, hence assume \( \sigma > 0 \) from now on. Meanwhile, we assume the insured evaluates contracts by the rank-dependent utility preference

\[
U_{\text{insured}}(\pi, I) = \mathcal{E}(u(\beta_{\text{insured}} - \pi - X + I(X))).
\]

(2)

Here the constant \( \beta_{\text{insured}} \) stands for the final wealth of the insured, so \( \beta_{\text{insured}} - \pi - X + I(X) \) is the insured’s net wealth after deducting claims. The insured’s utility function \( u \) is concave, strictly increasing and differentiable on \( \mathbb{R} \), which implies \( u' \) is a continuous positive function. The expectation \( \mathcal{E} \) for a random variable \( Y \) is defined as

\[
\mathcal{E}(Y) = \int_{[0,1]} F_Y^{-1}(p) \mu \, dp,
\]

(3)

where \( \mu \) is a (probability) measure on \([0,1]\) with \( \mu([0]) = 0 \). In our presentation below, \( Y \) will represent bounded random variables, so \( \mathcal{E}(Y) \) are always well-defined. The expectation \( \mathcal{E} \) is nonlinear (indeed, it is a Choquet expectation) except for the trivial case \( \mu(dp) = dp \) where \( \mathcal{E} \) reduces to the classical linear mathematical expectation \( \mathbb{E} \).

**Remark 2.1:** In He et al. (2015), \( -\mathcal{E}(Y) \) is called the weighted VaR (WVaR) risk measure for \( Y \), which is a generalization of Value-at-Risk (VaR) and Expected Shortfall (ES), and encompasses many well-known risk measures that are widely used in finance and actuarial sciences, such as spectral risk measures and distortion risk measures; see Wei (2018) for a review.

**Remark 2.2:** In many existing works such as Xu (2016), Xu et al. (2019), and Xu (2021), the expectation \( \mathcal{E} \) is defined as

\[
\mathcal{E}(Y) = \int_{[0,\infty)} zd(1 - w(1 - F_Y(z))),
\]

where \( w \) is a probability weighting function that is absolutely continuous, increasing and one-to-one maps \([0,1]\) to itself. By change of variable, we get

\[
\mathcal{E}(Y) = \int_{[0,1]} F_Y^{-1}(z)w'(1 - p)dp.
\]

Hence, the probability measure \( \mu \) in (3) in this case is given by

\[
d\mu = w'(1 - p)dp.
\]

When \( w \) is not absolutely continuous, we can take

\[
\mu([0,p]) = 1 - w(1 - p).
\]

A contract \((\pi^*, I^*)\) is called Pareto optimal/efficient if there is no other one feasible contract \((\pi, I)\) such that

\[
U_{\text{insured}}(\pi, I) \geq U_{\text{insured}}(\pi^*, I^*), \quad U_{\text{insurer}}(\pi, I) \geq U_{\text{insurer}}(\pi^*, I^*)
\]

and

\[
U_{\text{insured}}(\pi, I) + U_{\text{insurer}}(\pi, I) > U_{\text{insured}}(\pi^*, I^*) + U_{\text{insurer}}(\pi^*, I^*).
\]

In other words, it is impossible to increase one of the insurer’s and the insured’s valuations for a PO contract without reducing the other one. All the PO contracts form a set called the Pareto frontier.
A contract \((\pi^*, I^*)\) is PO if and only if there exists a \(\gamma \in \mathbb{R}\) such that \((\pi^*, I^*)\) is an optimal solution to the problem

\[
\sup_{\pi \in \mathbb{R}, I \in \mathcal{C}} \mathcal{U}_{\text{insured}}(\pi, I) \\
\quad \text{s.t. } \mathcal{U}_{\text{insurer}}(\pi, I) \geq \gamma.
\]

Under our specific setting, the above becomes

\[
\sup_{\pi \in \mathbb{R}, I \in \mathcal{C}} \mathcal{E}(u(\beta_{\text{insured}} - \pi - X + I(X)) ) \\
\quad \text{s.t. } \pi - \theta \mathbb{E}[I(X)] - \sigma \text{Var}(I(X)) \geq \gamma.
\]

Notice the objective \(\mathcal{E}(u(\beta_{\text{insured}} - \pi - X + I(X)))\) is decreasing in \(\pi\), so any PO contract \((\pi^*, I^*)\) shall make the constraint tight, namely

\[
\pi^* - \theta \mathbb{E}[I^*(X)] - \sigma \text{Var}(I^*(X)) = \gamma.
\]

Therefore, by removing \(\pi^*\) from the above problem, it suffices to study the problem

\[
\sup_{I \in \mathcal{C}} \mathcal{E}(u(\beta_{\text{insured}} - \gamma - \theta \mathbb{E}[I(X)] - \sigma \text{Var}(I(X)) - X + I(X))).
\]

If \(I^*_\gamma\) is an optimal solution to the above problem (4), then

\[
(\gamma + \theta \mathbb{E}[I^*_\gamma(X)] + \sigma \text{Var}(I^*_\gamma(X)), I^*_\gamma)
\]

is a PO contract. Conversely, every PO contract is of the above form with certain \(\gamma\). Hence, it suffices to solve the problem (4). Without confusion, we also call its solution (which is indeed an optimal compensation) a PO moral-hazard-free contract. In the same spirit, a PO contract is called deductible if the compensation in the contract is a deductible one.

Following Xu (2021), we put the following technical assumptions on \(X\) throughout the paper.

**Assumption 2.1:** The quantile function \(F_X^{-1}\) of the potential loss \(X\) satisfies \(F_X^{-1}(0) = \text{ess inf } X = 0\) and \(F_X^{-1}(1) = \text{ess sup } X < \infty\). Furthermore, \(F_X^{-1} \in AC([0, 1])\) and \((F_X^{-1})'(p) > 0\) for a.e. \(p \in (m_0, 1)\), where \(m_0 = F_X(0) < 1\).

If \(m_0 > 0\), then \(X\) has a positive mass at 0, so Assumption 2.1 covers the most common and important case with loss having a positive mass at 0 in insurance practice. Under Assumption 2.1, we only need to deal with bounded random variables throughout this paper, which will simplify our subsequent arguments. Remark that our method can be also applied to the case of unbounded potential loss \(X\), but it requires more careful mathematical derivations such as on integrations. This is out of the main goal of this paper, so we leave it to the interested readers.

Under Assumption 2.1, the probability distribution function \(F_X\) is continuous on \([0, 1]\) and strictly increasing on \([m_0, 1]\). Moreover, we have \(F_X^{-1}(F_X(x)) = x\) for all \(\text{ess inf } X \leq x \leq \text{ess sup } X\), \(F_X^{-1}(p) = 0\) for \(p \leq m_0\) and \(F_X^{-1}(p) > 0\) for \(p > m_0\). These facts will be used frequently in the subsequent analysis without claim.
3. Quantile optimization problem.

Generally speaking, the probability measure $\mu$ in (3) makes the preference $\mathcal{E}$ a nonlinear expectation (in fact, it is a Choquet expectation), so the problem (4) is a challenging non-concave optimization problem. To tackle the problem (4), we use the so-called quantile optimization method; see Chateauneuf et al. (2000), Dana & Scarsini (2007), Carlier & Dana (2008), Jin & Zhou (2008), He & Zhou (2011), Xu & Zhou (2013), Bernard et al. (2015), Xu (2016), Hou & Xu (2016), Xia & Zhou (2016), Wei (2018), Xu et al. (2019), Xu (2021), and Mi & Xu (2021) for the recent development of this method.

Our approach was introduced by Xu (2016). Following Xu (2016), we first make a change of variables to find an equivalent quantile optimization problem to the problem (4), then use the quantile optimization techniques to study it and finally recover the optimal solution to the problem (4).

Because our probability space is atom-less, there exists a random variable $U$, which is uniformly distributed on $(0, 1)$, such that $X = F_X^{-1}(U)$ almost surely (see, e.g. Xu (2014)). For $R \in \mathcal{B}$, let

$$G(p) = R(F_X^{-1}(p)), \quad p \in [0, 1].$$

Then $G$ is an increasing function and satisfies

$$G(U) = R(F_X^{-1}(U)) = R(X) = X - I(X).$$

Furthermore, using the fact $F_X^{-1}(F_X(x)) = x$,

$$R(x) = R(F_X^{-1}(F_X(x))) = G(F_X(x)), \quad x \in [\text{ess inf } X, \text{ ess sup } X].$$

Writing

$$Y = \beta_{\text{insured}} - \gamma - \theta E[I(X)] - \sigma \text{Var}(I(X)) - X + I(X)$$

$$= \beta_{\text{insured}} - \gamma - \theta E[I(X)] - \sigma \text{Var}(I(X)) - G(U),$$

it is not hard to verify that the quantile function of $Y$ is given by

$$F_Y^{-1}(p) = \beta_{\text{insured}} - \gamma - \theta E[I(X)] - \sigma \text{Var}(I(X)) - G(1 - p), \quad a.e. \quad p \in [0, 1].$$

Inserting it into (2), we get

$$\mathcal{E}\left(u(\beta_{\text{insured}} - \gamma - \theta E[I(X)] - \sigma \text{Var}(I(X)) - X + I(X))\right)$$

$$= \int_{[0,1]} u(\beta_{\text{insured}} - \gamma - \theta E[I(X)] - \sigma \text{Var}(I(X)) - G(1 - p)) \mu(d p).$$

Thanks to (6), we have

$$E[I(X)] = E[X - G(U)] = E[X] - \int_0^1 G(t) dt$$

and

$$\text{Var}(I(X)) = \text{Var}(X - G(U))$$

$$= \text{Var}(G(U)) - 2E[XG(U)] + 2E[X]E[G(U)] + \text{Var}(X)$$

$$= E[G(U)^2] - (E[G(U)])^2 - 2E[F_X^{-1}(U)G(U)]$$

$$+ 2E[X]E[G(U)] + \text{Var}(X)$$
\[
\begin{align*}
  &\int_0^1 G(t)^2 \, dt - \left(\int_0^1 G(t) \, dt\right)^2 - 2 \int_0^1 F_X^{-1}(t) G(t) \, dt \\
  &\quad + 2 \mathbb{E}[X] \int_0^1 G(t) \, dt + \text{Var}(X),
\end{align*}
\]

so

\[
\mathbb{E}\left(u(\beta_{\text{insured}} - \gamma - \theta \mathbb{E}[I(X)] - \sigma \text{Var}(I(X)) - X + I(X))\right) = \int_{[0,1]} u(\mathcal{L}_G - G(1 - p)) \mu(\, d\, p).
\]

where the operator \( \mathcal{L} : L^2([0,1]) \to \mathbb{R} \) is defined as

\[
\mathcal{L}_f(\cdot) = \sigma \left(\int_0^1 f(t) \, dt\right)^2 - \sigma \int_0^1 f(t)^2 \, dt + 2\sigma \int_0^1 F_X^{-1}(t) f(t) \, dt \\
+ (\theta - 2\sigma \mathbb{E}[X]) \int_0^1 f(t) \, dt + \beta_{\text{insured}} - \gamma - \theta \mathbb{E}[X] - \sigma \text{Var}(X).
\]

For any constant \( c \), we have

\[
\mathcal{L}_f(\cdot) + c = \mathcal{L}_f(\cdot) + c\theta.
\]  

We now rewrite the compatibility constraints on \( R \in \mathcal{R} \) in terms of the new decision variable \( G \). It is not hard to show that \( R \in \mathcal{R} \) if and only if \( G \in \mathcal{G} \),\(^3\) where

\[
\mathcal{G} = \left\{ G : [0,1] \to [0,\infty) \mid G \text{ is absolutely continuous with } G(0) = 0 \text{ and } 0 \leq G' \leq h \text{ a.e.} \right\},
\]

and

\[
h(p) = \left(F_X^{-1}\right)'(p) \geq 0, \quad \text{a.e. } p \in [0,1].
\]  

Thanks to Assumption 2.1,

\[
\int_0^1 h(t) \, dt = F_X^{-1}(1) = \text{ess sup } X < \infty.
\]  

As a consequence, we have

\[
0 \leq G \leq \text{ess sup } X, \quad G \in \mathcal{G}.
\]  

The preceding change of variables reduces the optimization problem (4) under compatibility constraints to the following second-type quantile optimization problem

\[
\sup_{G \in \mathcal{G}} \int_{[0,1]} u(\mathcal{L}_G - G(1 - p)) \mu(\, d\, p).
\]

At first sight, because of the nonlinear term \( \sigma \left(\int_0^1 G(t) \, dt\right)^2 - \sigma \int_0^1 G(t)^2 \, dt \) in \( \mathcal{L}_G \), it seems that the problem (12) is not a concave optimization problem. But it is indeed a concave optimization problem, which will be shown by the following lemma.

\(^3\) For more details, we refer to Xu et al. (2019).
Lemma 3.1: Suppose $0 < \varepsilon < 1$ and $f_1, f_2 \in L^2([0, 1])$. Then

$$\varepsilon \mathcal{L}_{f_1} + (1 - \varepsilon) \mathcal{L}_{f_2} \leq \mathcal{L}_{f_1 + (1 - \varepsilon)f_2}.$$

Moreover, the identity holds if and only if $f_1 - f_2$ is a constant function in $L^2([0, 1])$.

Proof: Clearly,

$$\begin{align*}
\mathcal{L}_{f_1 + (1 - \varepsilon)f_2} - \varepsilon \mathcal{L}_{f_1} - (1 - \varepsilon) \mathcal{L}_{f_2}
&= \sigma \left[ \left( \int_0^1 \varepsilon f_1(t) + (1 - \varepsilon) f_2(t) \, dt \right)^2 - \int_0^1 \left( \varepsilon f_1(t) + (1 - \varepsilon) f_2(t) \right)^2 \, dt \right] \\
&\quad - \sigma \varepsilon \left[ \left( \int_0^1 f_1(t) \, dt \right)^2 - \int_0^1 f_1(t)^2 \, dt \right] - \sigma (1 - \varepsilon) \left[ \left( \int_0^1 f_2(t) \, dt \right)^2 - \int_0^1 f_2(t)^2 \, dt \right] \\
&= \sigma \varepsilon (1 - \varepsilon) \left[ \int_0^1 f_1(t)^2 \, dt - \left( \int_0^1 f_1(t) \, dt \right)^2 + \int_0^1 f_2(t)^2 \, dt - \left( \int_0^1 f_2(t) \, dt \right)^2 \right] \\
&\quad + 2 \int_0^1 f_1(t) \, dt \int_0^1 f_2(t) \, dt - 2 \int_0^1 f_1(t)f_2(t) \, dt \\
&= \sigma \varepsilon (1 - \varepsilon) \left[ \int_0^1 (f_1(t) - f_2(t))^2 \, dt - \left( \int_0^1 (f_1(t) - f_2(t)) \, dt \right)^2 \right] \\
&= \sigma \varepsilon (1 - \varepsilon) \left[ \int_0^1 (f_1(t) - f_2(t)) \, dt - \int_0^1 (f_1(s) - f_2(s)) \, ds \right]^2 \\
&\geq 0.
\end{align*}$$

The above inequality becomes an equation if and only if

$$f_1(t) - f_2(t) = \int_0^1 (f_1(s) - f_2(s)) \, ds, \quad \text{for a.e. } t \in [0, 1],$$

which is equivalent to saying that $f_1 - f_2$ is a constant function in $L^2([0, 1])$. This completes the proof. 

Thanks to the above lemma and the concavity and monotonicity of $u$, we see that

$$\begin{align*}
\varepsilon \int_{[0,1]} u(\mathcal{L}_{G_1} - G_1(1 - p)) \mu (dp) + (1 - \varepsilon) \int_{[0,1]} u(\mathcal{L}_{G_2} - G_2(1 - p)) \mu (dp) \\
\leq \int_{[0,1]} u(\varepsilon \mathcal{L}_{G_1} - \varepsilon G_1(1 - p) + (1 - \varepsilon) \mathcal{L}_{G_2} - (1 - \varepsilon) G_2(1 - p)) \mu (dp) \\
\leq \int_{[0,1]} u(\mathcal{L}_{G_1 + (1 - \varepsilon)G_2} - (\varepsilon G_1(1 - p) + (1 - \varepsilon) G_2(1 - p))) \mu (dp). 
\end{align*}$$

This shows that (12) is a concave optimization problem, which is expected to be easier to study than the non-concave optimization problem (4).

Since (12) is a concave optimization problem, the calculus of variations method (or equivalently, the first-order condition) will provide not only a necessary and but also a sufficient optimality condition. Without concavity, we may not be able to deduce an equivalent optimality condition by the first-order condition.
The next result is about the existence and uniqueness of the solution to the problem (12).

**Lemma 3.2:** *The problem (12) admits a unique optimal solution.*

**Proof:** Thanks to (11), all the admissible solutions to the problem (12) are uniformly bounded, hence the optimal value is finite. Therefore, there exists a sequence of admissible solutions \(\{G_n\}_n\) to the problem (12) such that

\[
\int_{[0,1]} u(\mathcal{L}_{G_n} - G_n(1 - p)) \mu(dp) > \sup_{G \in \mathcal{G}} \int_{[0,1]} u(\mathcal{L}_G - G(1 - p)) \mu(dp) - \frac{1}{n}.
\]

For any \(n\) and \(0 \leq p_1 < p_2 \leq 1\), we have

\[
|G_n(p_2) - G_n(p_1)| = \int_{p_1}^{p_2} G_n'(t) \, dt \leq \int_{p_1}^{p_2} h(t) \, dt,
\]

so, by virtue of (10), the sequence \(\{G_n\}_n\) is uniformly equicontinuous. By the Arzelà-Ascoli theorem, we conclude \(\{G_n\}_n\) has a subsequence (still denoted by \(\{G_n\}_n\)) that converges uniformly to some \(\overline{G}\). It is easy to verify that \(\overline{G} \in \mathcal{G}\). By the dominated convergence theorem,

\[
\int_{[0,1]} u(\mathcal{L}_{\overline{G}} - \overline{G}(1 - p)) \mu(dp) = \lim_{n \to \infty} \int_{[0,1]} u(\mathcal{L}_{G_n} - G_n(1 - p)) \mu(dp) \geq \sup_{G \in \mathcal{G}} \int_{[0,1]} u(\mathcal{L}_G - G(1 - p)) \mu(dp).
\]

This shows that \(\overline{G}\) is an optimal solution to (12).

To prove the uniqueness, we suppose, on the contrary, that the problem (12) has two different optimal solutions \(\overline{G}_1\) and \(\overline{G}_2\). Notice \(\overline{G}_1(0) - \overline{G}_2(0) = 0\) and \(\overline{G}_1 - \overline{G}_2\) is continuous but not identical to zero, so \(\overline{G}_1 - \overline{G}_2\) is not a constant function in \(L^2([0,1])\). Hence, by Lemma 3.1,

\[
\varepsilon \mathcal{L}_{\overline{G}_1} + (1 - \varepsilon) \mathcal{L}_{\overline{G}_2} < \mathcal{L}_{\varepsilon \overline{G}_1 + (1 - \varepsilon) \overline{G}_2},
\]

for any \(0 < \varepsilon < 1\). Because \(u\) is strictly increasing, the last inequality in (13) is strict, giving

\[
\varepsilon \int_{[0,1]} u(\mathcal{L}_{\overline{G}_1} - \overline{G}_1(p)) \mu(dp) + (1 - \varepsilon) \int_{[0,1]} u(\mathcal{L}_{\overline{G}_2} - \overline{G}_2(p)) \mu(dp) < \int_{[0,1]} u(\mathcal{L}_{\varepsilon \overline{G}_1 + (1 - \varepsilon) \overline{G}_2} - (\varepsilon \overline{G}_1(1 - p) + (1 - \varepsilon) \overline{G}_2(1 - p))) \mu(dp).
\]

This clearly contradicts the optimality of \(\overline{G}_1\) and \(\overline{G}_2\) and confirms the uniqueness. \(\blacksquare\)

4. **Optimal solution**

As the problem (12) is a concave optimization problem, we can apply the calculus of variations method to solve it. This method leads to the following result, which completely characterizes the unique optimal solution to the problem (12).

**Lemma 4.1 (Optimality condition I):** *Suppose \(\overline{G} \in \mathcal{D}\). Then \(\overline{G}\) is the optimal solution to the problem (12) if and only if it satisfies*

\[
\int_{[0,1]} \left[ \int_0^1 \left( 2\sigma \int_0^1 \overline{G}(t) \, dt - 2\sigma \overline{G}(t) + 2\sigma F_X^{-1}(t) + \theta - 2\sigma \mathbb{E}[X] \right) \right] (G(t) - \overline{G}(t)) \, dt
\]
- \( (G(1-p) - \overline{G}(1-p)) \) \( u'(\mathcal{L}_{\overline{G}}(1-p) - \overline{G}(1-p)) \mu(d\mathbf{p}) \leq 0 \) for any \( G \in \mathcal{D} \).  

**Proof:** Suppose \( \overline{G} \) is the optimal solution to the problem (12). For any \( G \in \mathcal{D}, \varepsilon \in (0, 1), \) define

\[ G_\varepsilon(p) = \overline{G}(p) + \varepsilon(G(p) - \overline{G}(p)), \quad p \in [0, 1]. \]

Then \( G_\varepsilon \in \mathcal{D}. \) Because \( \overline{G} \) is the optimal solution to the problem (12), applying Fatou’s lemma, we get

\[
0 \geq \liminf_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left[ \int_{[0,1]} u((\mathcal{L}_{G_\varepsilon} - G_\varepsilon(1-p)) - u((\mathcal{L}_{\overline{G}} - \overline{G}(1-p)) \mu(d\mathbf{p}) \right]
\geq \int_{[0,1]} \liminf_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left[ u((\mathcal{L}_{G_\varepsilon} - G_\varepsilon(1-p)) - u((\mathcal{L}_{\overline{G}} - \overline{G}(1-p)) \mu(d\mathbf{p})
\geq \int_{[0,1]} (u((\mathcal{L}_{G_\varepsilon} - G_\varepsilon(1-p)) \right)^' \mid_{\varepsilon=0} \mu(d\mathbf{p}).
\]

A simple calculation shows that the last integrand is equal to the integrand of (14). So we proved (14).

On the other hand side, suppose \( \overline{G} \in \mathcal{D} \) and it satisfies (14) but is not optimal to the problem (12). Then there exists a function \( G_1 \in \mathcal{D} \) and a constant \( c > 0 \) such that

\[
\int_{[0,1]} u((\mathcal{L}_{G_1} - G_1(1-p)) \mu(d\mathbf{p}) > \int_{[0,1]} u((\mathcal{L}_{\overline{G}} - \overline{G}(1-p)) \mu(d\mathbf{p}) + c.
\]

For \( \varepsilon \in (0, 1) \), let

\[ G_\varepsilon(p) = \varepsilon G_1(p) + (1-\varepsilon) \overline{G}(p), \quad p \in [0, 1]. \]

By virtue of (13), we have

\[
\int_{[0,1]} u((\mathcal{L}_{G_\varepsilon} - G_\varepsilon(1-p)) \mu(d\mathbf{p})
\geq \varepsilon \int_{[0,1]} u((\mathcal{L}_{G_1} - G_1(1-p)) \mu(d\mathbf{p}) + (1-\varepsilon) \int_{[0,1]} u((\mathcal{L}_{\overline{G}} - \overline{G}(1-p)) \mu(d\mathbf{p})
\geq \int_{[0,1]} u((\mathcal{L}_{\overline{G}} - \overline{G}(1-p)) \mu(d\mathbf{p}) + c\varepsilon,
\]

so

\[
\liminf_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left[ \int_{[0,1]} u((\mathcal{L}_{G_\varepsilon} - G_\varepsilon(1-p)) - u((\mathcal{L}_{\overline{G}} - \overline{G}(1-p)) \mu(d\mathbf{p}) \right] \geq c > 0.
\]

But the dominated convergence theorem and (14) lead to

\[
\liminf_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left[ \int_{[0,1]} u((\mathcal{L}_{G_\varepsilon} - G_\varepsilon(1-p)) - u((\mathcal{L}_{\overline{G}} - \overline{G}(1-p)) \mu(d\mathbf{p}) \right] = \int_{0}^{1} \liminf_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left[ u((\mathcal{L}_{G_\varepsilon} - G_\varepsilon(1-p)) - u((\mathcal{L}_{\overline{G}} - \overline{G}(1-p)) \mu(d\mathbf{p})
\int_{[0,1]} (u((\mathcal{L}_{G_\varepsilon} - G_\varepsilon(1-p)) \right)^' \mid_{\varepsilon=0} \mu(d\mathbf{p})
\leq 0,
\]

contradicting the above inequality. This completes the proof. \( \square \)
By this result, we see that solving the problem (12) reduces the problem of finding a \( \overline{Q} \in \mathcal{Q} \) that satisfies the condition (14). But one cannot find such a \( \overline{Q} \) easily from (14), because it requires comparing \( \overline{Q} \) with all the quantiles in \( \mathcal{Q} \). Intuitively speaking, this does not reduce the difficulty of solving the problem (12).

Our next goal is to find an equivalent condition to (14) that can be easily verified. To this end, we define a function

\[
\Phi(p) = \frac{\int_{(1-p,1]} u'(\underline{L}_{\overline{G}(t)} - \overline{G}(1-t)) \mu(\,d\,t)}{\int_{[0,1]} u'(\underline{L}_{\overline{G}(t)} - \overline{G}(1-t)) \mu(\,d\,t)}, \quad p \in [0,1].
\]

Thanks to \( \mu([0]) = 0 \), one can see \( \Phi \) is a probability distribution function. Also, we define

\[
\Psi(p) = \left(2\sigma \int_{0}^{1} \overline{G}(t) \,d\,t + \theta - 2\sigma E[X]\right)(p - 1) + 2\sigma \int_{p}^{1} (\overline{G}(t) - F^{-1}_{X}(t)) \,d\,t + 1, \quad p \in [0,1].
\]

Then it is easy to verify \( \Psi(0) = 1 - \theta \) and \( \Psi(1) = 1 \).

In terms of these new notations, the inequality in (14) can be written as

\[
\int_{[0,1]} \left[ \int_{0}^{1} \Psi'(t)(G(t) - \overline{G}(t)) \,d\,t - (G(1-p) - \overline{G}(1-p)) \right] \,d(1 - \Phi(1-p)) \leq 0,
\]

that is,

\[
\int_{0}^{1} \Psi'(t)(G(t) - \overline{G}(t)) \,d\,t - \int_{[0,1]} (G(1-p) - \overline{G}(1-p)) \,d(1 - \Phi(1-p)) \leq 0.
\]

Applying integration by parts to the second integral, the above becomes

\[
\int_{0}^{1} \Psi'(t)(G(t) - \overline{G}(t)) \,d\,t + \int_{0}^{1} (\Phi(p) - 1)(G'(p) - \overline{G}'(p)) \,d\,p \leq 0,
\]

thanks to \( \Phi(1) = 1 \), \( G(0) = 0 \) and \( \overline{G}(0) = 0 \). By virtue of \( G(0) = 0 \), \( \overline{G}(0) = 0 \) and \( \Psi(1) = 1 \), and applying integration by parts to the first integral in above, it becomes

\[
\int_{0}^{1} (1 - \Psi(t))(G'(t) - \overline{G}'(t)) \,d\,t + \int_{0}^{1} (\Phi(p) - 1)(G'(p) - \overline{G}'(p)) \,d\,p \leq 0,
\]

or

\[
\int_{0}^{1} (\Phi(p) - \Psi(p))(G'(p) - \overline{G}'(p)) \,d\,p \leq 0. \quad (15)
\]

Because \( G', \overline{G}' \in [0, h(p)] \), we conclude that \( \overline{G} \) satisfies

\[
\begin{align*}
\overline{G}(0) &= 0; \\
\overline{G}'(p) &= h(p), \quad \text{if } \Psi(p) - \Phi(p) < 0; \\
\overline{G}'(p) &\in [0, h(p)], \quad \text{if } \Psi(p) - \Phi(p) = 0; \\
\overline{G}'(p) &= 0, \quad \text{if } \Psi(p) - \Phi(p) > 0, 
\end{align*}
\]

The preceding arguments are reversible, so (16) is equivalent to (14). The key point is that the condition (16) is much easier to verify than (14) since it only depends on \( \overline{G} \) itself.
Although \((16)\) is easier to verify, it is still uneasy to find or compute \(G\) from it. We now express the condition \((16)\) through an ordinary integro-differential equation by virtue of the following technical lemma. This OIDE can be further reduced to an ordinary differential equation later in some special cases.

**Lemma 4.2 (Lemma 4.2, Xu 2021):** Suppose \(a, b, c, d\) are real quantities with \(b \leq c\). Then

\[
\min\{\max\{a - c, d\}, a - b\} = 0
\]

if and only if

\[
\begin{cases}
  a = c, & \text{if } d < 0; \\
  a \in [b, c], & \text{if } d = 0; \\
  a = b, & \text{if } d > 0.
\end{cases}
\]

**Lemma 4.3 (Optimality condition II):** Suppose \(G : [0, 1] \to \mathbb{R}\) is an absolutely continuous function. Then \(G\) is the optimal solution to the problem \((12)\) if and only if it satisfies \(G(0) = 0\) and the following OIDE

\[
\min \left\{ \max \left\{ G'(p) - h(p), \Psi(p) - \Phi(p) \right\}, G'(p) \right\} = 0, \quad \text{a.e. } p \in [0, 1],
\]

where

\[
\Phi(p) = \frac{\int_{(1-p,1]} u' \left( \frac{L_{G(r)} - G(1 - t)}{G(1 - t)} \right) \mu(\mathrm{d} t)}{\int_{[0,1]} u' \left( \frac{L_{G(r)} - G(1 - t)}{G(1 - t)} \right) \mu(\mathrm{d} t)},
\]

and

\[
\Psi(p) = \left( 2\sigma \int_0^1 G(t) \mathrm{d} t + \theta - 2\sigma \mathbb{E}[X] \right)(p - 1) + 2\sigma \int_p^1 (G(t) - F_X^{-1}(t)) \mathrm{d} t + 1.
\]

**Proof:** This is an immediate consequence of the optimality condition \((16)\) and Lemma 4.2.

There are three unknown functions \(G, \Phi\) and \(\Psi\) in \((17)\), so it is not easy to solve. We want to further simplify \((17)\). To this end, define an operator

\[
\mathcal{K}_f(\overline{\cdot})(p) = \frac{\int_{(1-p,1]} u' \left( \frac{L_{F_X^{-1}(\cdot)} + \frac{1}{\sigma} (f(0) - f(\cdot)) - F_X^{-1}(1 - t) - \frac{1}{\sigma} (f(0) - f(1 - t)) \right) \mu(\mathrm{d} t)}{\int_{[0,1]} u' \left( \frac{L_{F_X^{-1}(\cdot)} + \frac{1}{\sigma} (f(0) - f(\cdot)) - F_X^{-1}(1 - t) - \frac{1}{\sigma} (f(0) - f(1 - t)) \right) \mu(\mathrm{d} t)}.
\]

Note that \(\mathcal{K}_f(\overline{\cdot})\) can be regarded as a probability distribution function that may be discontinuous at the mass or singular points of \(\mu\). If \(\mu\) has a density, then so is \(\mathcal{K}_f(\overline{\cdot})\).

Now introduce the following OIDE of one unknown \(\Psi\):

\[
\begin{cases}
  \min \left\{ \max \left\{ -\Psi''(p), \Psi(p) - \mathcal{K}_f(\overline{\cdot})(p) \right\}, 2\sigma h(p) - \Psi''(p) \right\} = 0, \quad \text{a.e. } p \in [0, 1], \\
  \Psi(0) = 1 - \theta, \quad \Psi(1) = 1.
\end{cases}
\]

By virtue of Lemma 4.3, we can link it to the optimal solution to the problem \((12)\). The following simple technical result will be critical and used frequently in this process.

**Lemma 4.4 (Lemma 4.4, Xu 2021):** Suppose \(a, b, c\) are real numbers. Then \(\min\{\max\{a, b\}, c\} = 0\), if and only if \(\min\{\max\{ak, b\ell\}, cm\} = 0\) for any \(k, \ell, m > 0\).
Theorem 4.1 (Optimal solution): We have the following assertions.

1. If $G$ is the optimal solution to the problem (12). Then

$$
\Psi(p) = \left(2\sigma \int_0^1 G(t) \, dt + \theta - 2\sigma \mathbb{E}[X]\right) (p - 1) + 2\sigma \int_p^1 (\overline{G}(t) - G^{-1}(t)) \, dt + 1
$$

is a solution to (21) in $C^2([-1,1])$.

2. If $\Psi$ is a solution to (21) in $C^2([-1,1])$. Then

$$
\overline{G}(p) = G^{-1}(p) + \frac{1}{2\sigma} (\Psi'(0) - \Psi'(p)),
$$

and

$$
\overline{R}(x) = \overline{G}(F_X(x))
$$

are optimal solutions to the problems (12) and (4), respectively.

As a consequence, (21) admits a unique solution in $C^2([-1,1])$.

Proof: (1) Since $G$ is absolutely continuous on $[0,1]$, by the definition (22) we have $\Psi \in C^2([-1,1])$ and $\Psi(0) = 1 - \theta$ and $\Psi(1) = 1$. Differentiating (22) and rearranging the terms, we get

$$
\overline{G}(p) = G^{-1}(p) + \int_0^1 \overline{G}(t) \, dt - \mathbb{E}[X] + \frac{1}{2\sigma} (\theta - \Psi'(p)).
$$

Thanks to $\overline{G}(0) = 0$ and $G^{-1}(0) = 0$, it follows

$$
\overline{G}(p) = G^{-1}(p) + \frac{1}{2\sigma} (\Psi'(0) - \Psi'(p)).
$$

Setting

$$
\Phi(p) = \frac{\int_{[1-p,1]} u'(\mathcal{L}_{\overline{G}(t)} - \overline{G}(1-t)) \mu(\, dt)}{\int_{[0,1]} u'(\mathcal{L}_{\overline{G}(t)} - \overline{G}(1-t)) \mu(\, dt)},
$$

it yields

$$
\Phi(p) = \frac{\int_{[1-p,1]} u'(\mathcal{L}_{G^{-1}(t)} + \frac{1}{2\sigma}(\Psi'(0) - \Psi'(1-t)) - F_X^{-1}(1-t) - \frac{1}{2\sigma}(\Psi'(0) - \Psi'(1-t))) \mu(\, dt)}{\int_{[0,1]} u'(\mathcal{L}_{G^{-1}(t)} + \frac{1}{2\sigma}(\Psi'(0) - \Psi'(1-t)) - F_X^{-1}(1-t) - \frac{1}{2\sigma}(\Psi'(0) - \Psi'(1-t))) \mu(\, dt)}
$$

$$
= \mathcal{K}_\Psi(p).
$$

As $\overline{G}$ is the optimal solution to the problem (12), thanks to Lemma 4.3, we have (17), which can be written as

$$
\min \left\{ \max \left\{ -\frac{1}{2\sigma} \Psi''(p), \, \Psi(p) - \mathcal{K}_\Psi(p) \right\}, \, h(p) - \frac{1}{2\sigma} \Psi''(p) \right\} = 0.
$$

By virtue of Lemma 4.4, we deduce that $\Psi$ is a solution to (21) in $C^2([-1,1])$. 
(2) Because $\Psi \in C^2_-(\{0, 1\})$, the definition (23) implies that $G$ is absolutely continuous, $G(0) = 0$ and
\[
G'(p) = h(p) - \frac{1}{2\sigma} \Psi''(p), \quad \text{a.e. } p \in [0, 1].
\]
Setting $\Phi(p) = \mathcal{K}_\Psi(p)$, it follows
\[
\Phi(p) = \frac{\int_{[1-p,1]} u' \left( \mathcal{L}_{F_X(\cdot)}(\cdot) - \mathcal{G}_1(1-t) \right) \mu (dt)}{\int_{[0,1]} u' \left( \mathcal{L}_{G_1}(\cdot) - \mathcal{G}(1-t) \right) \mu (dt)},
\]
which confirms (18). We now show (17) and (19) are also satisfied. By virtue of Lemma 4.4, the OIDE in (21) can be written as
\[
\min \left\{ \max \left\{ G(p) - h(p), \; \Psi(p) - \Phi(p) \right\}, \; G'(p) \right\} = 0,
\]
proving (17). It follows from $\Psi(1) = 1$ and (23) that
\[
\Psi(p) = c(p - 1) + 2\sigma \int_{p}^{1} (G(t) - F_X^{-1}(t)) dt + 1
\]
for some constant $c$. This together with the boundary condition $\Psi(0) = 1 - \theta$ confirms (19). Now applying Lemma 4.3, we conclude that $G$ is an optimal solution to the problem (12). Consequently, $\bar{R}$ is the optimal solution to the problem (4) by (7).

Suppose $\Psi_1$ and $\Psi_2$ are two solutions in $C^2_-(\{0, 1\})$ to the OIDE (21). We then get two optimal solutions to the problem (12) from the relationship (23). But by Lemma 3.2, the optimal solution to (12) is unique, so we conclude $\Psi_1(0) - \Psi'_1(p) = \Psi_2(0) - \Psi'_2(p)$ for $p \in [0, 1]$, which implies that $\Psi_1 - \Psi_2$ is a linear function. Because $\Psi_1(0) - \Psi_2(0) = 0$ and $\Psi_1(1) - \Psi_2(1) = 0$, we conclude that $\Psi_1 - \Psi_2$ is identical to zero. Therefore, the OIDE (21) admits a unique solution in $C^2_-(\{0, 1\})$.

One may wonder if we always have a classical $C^2$ solution to the OIDE (21). Generally speaking, this is not true. Because the optimal retention to the problem (4), $\bar{R}$ (such as deductible contracts), may not be a $C^1$ function, so is the optimal solution to the problem (12). From (23), we conclude that the OIDE (21) may not have a $C^2$ function. In the following section, we give an example to show this fact.

4.1. An example with explicit solution

In this section, we provide an example whose solution will be derived from Theorem 4.1 explicitly. In this example, the probability measure $\mu$ is highly nonlinear, so the problem (4) is indeed a behavioral model (see Remark 2.2), resulting in a non-classical PO insurance contract.

Let
\[
F_X(x) = \frac{x + 1}{2}, \quad x \in [0, 1]; \quad \theta = \frac{13}{12}, \quad \sigma = \frac{1}{2}, \quad u(x) = -e^{-x}.
\]

Let the probability measure $\mu : [0, 1] \to [0, 1]$ to be an absolutely continuous function that satisfies the following condition:
\[
\mu'(1 - p) = \begin{cases} 
ce^\theta \left( \frac{2p - \frac{1}{9}}{9} \right), & p \in \left( \frac{1}{2}, \frac{2}{3} \right) \\
\left( p + \frac{5}{9} \right) \exp \left( -p + \frac{14}{9} \right), & p \in \left( \frac{2}{3}, 1 \right)
\end{cases}
\]
where
\[
c^{-1} = \frac{13}{36} e^{-\frac{8}{9}} + \int_{\left[\frac{1}{2}, \frac{3}{4}\right]} e^{\frac{8}{9}} \left(2t - \frac{1}{9}\right) dt + \int_{\left[\frac{3}{4}, 1\right]} \left(t + \frac{5}{9}\right) \exp \left(-t + \frac{14}{9}\right) dt.
\]

We do not put any constraint on \(\mu'(1 - p), p \in (0, \frac{1}{2})\). Also, because \(u\) is an exponential utility, the wealth position \(\beta_{\text{insured}} - \gamma\) of the insured does not affect the optimal contract, so we do not give them explicitly.

It is easy to verify that
\[
E[X] = \frac{1}{4}, \quad F_X^{-1}(p) = (2p - 1)^+, \quad h(p) = 2\mathbb{1}_{p \in (\frac{1}{4}, 1]},
\]
where \(\mathbb{1}_S\) is the indicator function for a statement \(S\), so \(\mathbb{1}_S = 1\) if \(S\) is true and \(\mathbb{1}_S = 0\) otherwise.

If we can show that
\[
\Psi(p) = \frac{8}{9}p - \frac{1}{12} - \frac{1}{2} \left(p - \frac{2}{3}\right)^2 \mathbb{1}_{p \in \left[\frac{3}{4}, 1\right]} + \left(p - \frac{1}{2}\right)^2 \mathbb{1}_{p \in \left[\frac{1}{2}, 1\right]}, \quad p \in [0, 1],
\]
is a solution to the OIDE (21) in \(C^2([0, 1])\) (but it clearly does not belong to \(C^2((0, 1])\)). It then follows from Theorem 4.1 that
\[
\overline{G}(p) = F_X^{-1}(p) + \frac{1}{2\sigma} (\Psi'(0) - \Psi'(p)) = \left(p - \frac{2}{3}\right)^+, \quad p \in [0, 1],
\]
is the optimal solution to the problem (12) and
\[
\overline{R}(x) = \overline{G}(F_X(x)) = \frac{1}{6} (3x - 1)^+, \quad x \in [0, 1],
\]
is an optimal retention to the problem (4). This contract is neither a classical PO deductible, nor a proportional insurance contract. It is indeed because the nonlinear probability measure \(\mu\) makes the problem (4) a behavioral model under probability distortion (see Remark 2.2).

We now show that \(\Psi\) defined by (26) is a solution to (21). It is evident that \(\Psi(0) = -\frac{1}{12} = 1 - \theta\) and \(\Psi(1) = 1\), so the two boundary conditions in (21) are satisfied. Also, trivially,
\[
\min \left\{ \max \left\{ -\Psi''(p), \Psi(p) - \mathcal{K}_{\Psi'(1)}(p) \right\}, \quad 2\sigma h(p) - \Psi''(p) \right\}
= \min \left\{ \max \left\{ 0, \Psi(p) - \mathcal{K}_{\Psi'(1)}(p) \right\}, \quad 0 \right\} = 0, \quad p \in \left(0, \frac{1}{2}\right),
\]
so \(\Psi\) satisfies the OIDE in (21) on \((0, \frac{1}{2})\). If we can now show
\[
\Psi(p) - \mathcal{K}_{\Psi'(1)}(p) = 0, \quad p \in \left(\frac{1}{2}, 1\right),
\]
(27)
then it follows that
\[
\min \left\{ \max \left\{ -\Psi''(p), \Psi(p) - \mathcal{K}_{\Psi'(1)}(p) \right\}, \quad 2\sigma h(p) - \Psi''(p) \right\}
= \min \left\{ \max \left\{ -2, 0 \right\}, \quad 2 - 2 \right\} = \min \left\{ 0, 0 \right\} = 0, \quad p \in \left(\frac{1}{2}, \frac{2}{3}\right),
\]
and
\[
\min \left\{ \max \left\{ -\Psi''(p), \Psi(p) - \mathcal{K}_{\Psi'(1)}(p) \right\}, \quad 2\sigma h(p) - \Psi''(p) \right\}
\]
\[
= \min \left\{ \max \left\{ -1, 0 \right\}, 2 - 1 \right\} = \min \left\{ 0, 1 \right\} = 0, \quad p \in \left( \frac{2}{3}, 1 \right),
\]
so we can conclude that \( \Psi \) is a solution to (21).

It suffices to prove (27). Because \( \Psi(1) = 1 = \mathcal{K}'(1) \), we only need to prove
\[
\frac{d}{dp} \mathcal{K}'(p) = \Psi'(p), \quad p \in \left( \frac{1}{2}, 1 \right).
\]
Because \( u(x) = -e^{-x} \), we have
\[
\mathcal{K}'(p) = \frac{\int_{(1-p,1]} u' \left( L_{X^{-1}}(\psi' - \psi\left( 0 \right)) - F^{-1}_X (1 - t) - \frac{1}{\sqrt{\pi}} (\psi' - \psi(1 - t)) \right) \mu \left( dt \right)}{\int_{(0,1]} u' \left( L_{X^{-1}}(\psi' - \psi\left( 0 \right)) - F^{-1}_X (1 - t) - \frac{1}{\sqrt{\pi}} (\psi' - \psi(1 - t)) \right) \mu \left( dt \right)}
\]
\[
= \frac{\int_{(1-p,1]} \exp \left( F^{-1}_X (1 - t) - \psi'(1 - t) \right) \mu(t) \mu'(t) dt}{\int_{(0,1]} \exp \left( F^{-1}_X (1 - t) - \psi'(1 - t) \right) \mu'(t) dt}
\]
\[
= d^{-1} \int_{(0,1]} \exp \left( F^{-1}_X (1 - t) - \psi'(t) \right) \mu'(1 - t) dt
\]
where
\[
d = \int_{(0,1]} \exp \left( F^{-1}_X (1 - t) - \psi'(1 - t) \right) \mu'(1 - t) dt = \int_{(0,1]} \exp \left( F^{-1}_X (1 - t) - \psi'(t) \right) \mu'(1 - t) dt.
\]
It follows that
\[
\frac{d}{dp} \mathcal{K}'(p) = d^{-1} \exp \left( F^{-1}_X (p) - \psi'(p) \right) \mu'(1 - p)
\]
\[
= d^{-1} \exp \left( 2p - 1 - \left( 2p - \frac{1}{9} \right) \right) c e^{\frac{8}{9}} \left( 2p - \frac{1}{9} \right)
\]
\[
= c d^{-1} \left( 2p - \frac{1}{9} \right)
\]
\[
= c d^{-1} \psi'(p), \quad p \in \left( \frac{1}{2}, \frac{2}{3} \right),
\]
and
\[
\frac{d}{dp} \mathcal{K}'(p) = d^{-1} \exp \left( F^{-1}_X (p) - \psi'(p) \right) \mu'(1 - p)
\]
\[
= d^{-1} \exp \left( 2p - 1 - \left( p + \frac{5}{9} \right) \right) c \left( p + \frac{5}{9} \right) \exp \left( -p + \frac{14}{9} \right)
\]
\[
= c d^{-1} \left( p + \frac{5}{9} \right)
\]
\[
= c d^{-1} \psi'(p), \quad p \in \left( \frac{2}{3}, 1 \right).
\]
Hence, it suffices to show \( c = d \). Using the above equations, we see
\[
d = \int_{(0,1]} \exp \left( F^{-1}_X (t) - \psi'(t) \right) \mu'(1 - t) dt
\]
4.2. Special case: when \( \mu \) has a density

Generally speaking, the OIDE problem (21) is not easy to solve, even numerically, because the operator \( \mathcal{H}_{\Psi^{(\cdot)}} \) is non-local. But when \( \mu \) has a density, we can further reduce the OIDE problem to an initial value ODE problem of two unknown functions that can be effectively numerically solved.

**Theorem 4.2 (Optimal solution when \( \mu \) has a density):** Suppose the probability measure \( \mu \) has a density \( \mu' \). Then \( \Psi \) is the solution to (21) in \( C^2([0,1]) \) if and only if it can be expressed as

\[
\Psi(p) = 2\sigma \int_0^p (F_{X}^{-1}(t) - \Gamma(t))dt + \rho p + 1 - \theta, \tag{28}
\]

where \( (\Lambda, \Gamma, c, d, \rho) \) is the unique solution to the following ODE system

\[
\begin{align*}
\min \left\{ \max \left\{ \Gamma'(p) - h(p), \, \Lambda(p) \right\}, \, \Gamma'(p) \right\} &= 0, \\
\Lambda'(p) &= 2\sigma (F_{X}^{-1}(p) - \Gamma(p)) + \rho - cu'(d - \Gamma(p))\mu'(1 - p), \quad \text{a.e.} \, p \in [0,1], \\
\Lambda(0) &= 1 - \theta, \quad \Lambda(1) = 0, \quad \Gamma(0) = 0, \quad \mathcal{L}_{\Gamma^{(\cdot)}} = d, \quad \rho = \theta + 2\sigma \int_0^1 \Gamma(t)dt - 2\sigma \mathbb{E}[X],
\end{align*}
\]

(29)
in the sense that \( \Lambda, \Gamma \in AC([0,1]) \), and \( (c, d, \rho) \in (0, \infty) \times \mathbb{R} \times \mathbb{R} \). Moreover, \( \Gamma \) is the optimal solution to the problem (12).

**Proof:** Suppose \( \Psi \) is the solution to (21) in \( C^2([0,1]) \). Set

\[
\Lambda(p) = \Psi(p) - \mathcal{H}_{\Psi^{(\cdot)}}(p),
\]

Also, it follows from definitions of \( c \) and \( \mu' \) that

\[
1 - \frac{13}{36} e^{-\frac{8}{36}}c = c \int_{[\frac{1}{2}, 1]} e^{\frac{8}{36}} \left( 2t - \frac{1}{9} \right) dt + c \int_{[\frac{1}{2}, 1]} (t + \frac{5}{9}) \exp \left( -t + \frac{14}{9} \right) dt
\]

\[
= \int_{[\frac{1}{2}, 1]} \mu'(1 - t)dt = \mu([0, 1/2]).
\]

As a by-product, it implies \( 0 < \mu([0, 1/2]) < 1 \), so \( \mu \) is a well-defined probability measure. Moreover, the above two equations lead to

\[
d = e^{\frac{8}{36}} (1 - \mu([0, 1/2])) + \frac{23}{36} c = \frac{13}{36} c + \frac{23}{36} c = c.
\]

This completes the proof.
\[ \Gamma(p) = F_X^{-1}(p) + \frac{1}{2\sigma}(\Psi'(0) - \Psi'(p)), \]
\[ c^{-1} = \int_{[0,1]} u' \left( \mathcal{L}_{F_X^{-1}}(\cdot) + \frac{1}{2\sigma}(\Psi'(0) - \Psi'(\cdot)) - \Gamma(1 - p) \right) \mu(\,dt), \]
\[ d = \mathcal{L}_{F_X^{-1}}(\cdot) + \frac{1}{2\sigma}(\Psi'(0) - \Psi'(\cdot)), \]
\[ \rho = \Psi'(0). \]

By virtue of Lemma 4.4, it is easy to check that \((\Lambda, \Gamma, c, d, \rho)\) is a solution to (29) except for the last boundary condition

\[ \rho = \theta + 2\sigma \int_0^1 \Gamma(t) \, dt - 2\sigma \mathbb{E}[X]. \]

Integrating both sides of

\[ \Gamma(p) = F_X^{-1}(p) + \frac{1}{2\sigma}(\rho - \Psi'(p)) \]

over \([0,1]\) and using \(\Psi(1) - \Psi(0) = \theta\), we get the last boundary condition in (29). By (23), we see that \(\Gamma\) is the optimal solution to the problem (12).

To show the reverse implication, we suppose \((\Lambda, \Gamma, c, d, \rho)\) is a solution to (29). Set \(\Psi\) by (28), then \(\Psi \in C^2((0,1])\) and \(\Psi(1) = 1\) by virtue of the last boundary condition of (29). Thanks to (28) and the boundary condition \(\Gamma(0) = 0\), we get

\[ \Gamma(p) = F_X^{-1}(p) + \frac{1}{2\sigma}(\Psi'(0) - \Psi'(p)). \]

So

\[ \Gamma'(p) = h(p) - \frac{1}{2\sigma}\Psi''(p), \]

and

\[ d = \mathcal{L}_{\Gamma(\cdot)} = \mathcal{L}_{F_X^{-1}(\cdot)} + \frac{1}{2\sigma}(\Psi'(0) - \Psi'(\cdot)). \]

Writing the second ODE in (29) as

\[ \Lambda'(p) = \Psi'(p) - cu'(d - \Gamma(p))\mu'(1 - p), \]

and using \(\Psi(0) = \Lambda(0)\), we obtain

\[ \Psi(p) - \Lambda(p) = c \int_{[1-p,1]} u'(d - \Gamma(1 - t))\mu'(t) \, dt \]
\[ = c \int_{[1-p,1]} u' \left( \mathcal{L}_{F_X^{-1}}(\cdot) + \frac{1}{2\sigma}(\Psi'(0) - \Psi'(\cdot)) - F_X^{-1}(1 - t) - \frac{1}{2\sigma}(\Psi'(0) - \Psi'(1 - t)) \right) \mu(\,dt). \]

By virtue of \(\Psi(1) - \Lambda(1) = 1\), it yields

\[ c^{-1} = \int_{[0,1]} u' \left( \mathcal{L}_{F_X^{-1}}(\cdot) + \frac{1}{2\sigma}(\Psi'(0) - \Psi'(\cdot)) - F_X^{-1}(1 - t) - \frac{1}{2\sigma}(\Psi'(0) - \Psi'(1 - t)) \right) \mu(\,dt) > 0, \]

and consequently,

\[ \Psi(p) - \Lambda(p) = \mathcal{L}_{\Psi'(\cdot)}(p). \]

Replacing \(\Lambda\) and \(\Gamma\) in the first ODE in (29), we conclude that \(\Psi\) is a solution to (21) in \(C^2((0,1])\). By (23), \(\Gamma\) is the optimal solution to the problem (12). Because (21) admits a unique solution in \(C^2((0,1])\), the above equivalency shows that (29) admits a unique solution. ■
Finally, we propose a numerical scheme to solve (29). To solve (29), one can try, for each triple $(c, d, \rho) \in (0, \infty) \times \mathbb{R} \times \mathbb{R}$, to get the numerical solution to the following initial value problem

\[
\begin{align*}
\min \left\{ \max \left\{ \Gamma'(p) - h(p), \Lambda(p) \right\}, \Gamma'(p) \right\} &= 0, \\
\Lambda'(p) &= 2\sigma (F^{-1}_X(p) - \Gamma(p)) + \rho - cu'(d - \Gamma(p))\mu'(1 - p), \quad \text{a.e. } p \in [0, 1], \\
\Lambda(0) &= 1 - \theta, \quad \Gamma(0) = 0,
\end{align*}
\]

until its solution $(\Lambda, \Gamma)$ satisfies $\Lambda(1) = 0$, $\mathcal{L}_{\Gamma(\cdot)} = d$ and $\rho = \theta + 2\sigma \int_0^1 \Gamma(t) \, dt - 2\sigma \mathbb{E}[X]$. Then $(\Lambda, \Gamma, c, d, \rho)$ is the solution to (29).

The above scheme can be further optimized. For instance, because $\Gamma$ is optimal to the problem (12), $\Gamma$ is bounded in $[0, \text{ess sup } X]$ by virtue of (11). Using this fact, one can establish explicit bounds for $c, d$, and $\rho$. Therefore, one just needs to look for the desired tuple $(c, d, \rho)$ in a known bounded region rather than in the whole space $(0, \infty) \times \mathbb{R} \times \mathbb{R}$.

5. Concluding remarks

In this paper, we have considered the PO moral-hazard-free insurance contract problem for an insurer using the mean-variance premium principle and an insured using rank-dependent utility preference. We have mainly focused on the theoretical study of the problem and proposed a numerical scheme to solve the associated ODE problem. We believe the most up-to-date numerical methods to solve differential equations such as neural networks and deep learning might be applied to our OIDE and ODE problems. We encourage experts in the relevant fields to study them. We also encourage the interested readers to extend our model to incorporate other premium principles, such as the standard deviation premium principle. We believe our method should be effective whenever the premium principle has a certain concavity.
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