Combining Q&A Pair Quality and Question Relevance Features on Community-based Question Retrieval
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Abstract—The Q&A community has become an important way for people to access knowledge and information from the Internet. However, existing translation based models do not consider term weights when assigning weights to query terms in question retrieval. We improve the term weighting model based on the traditional topic translation model and further considering the quality characteristics of question and answer pairs, this paper proposes a community-based question retrieval method that combines question and answer on quality and question relevance (T^2LM+). We have also proposed a question retrieval method based on convolutional neural networks. The results show that compared with the relatively advanced methods, the two methods proposed in this paper increase MAP by 4.91% and 6.31%.
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I. INTRODUCTION

The main research direction of Community-based Question retrieval is question relevance, which is how to measure the correlation between query and historical question and then optimize the search results. Relevance ranking is the core issue in question retrieval. It specifically refers to sort questions and answers according to their relevance with user queries. Text relevance models in the traditional information retrieval field include vector space model (VSM) [1], BM25 model [2], and language model [3].

The question retrieval model based on the statistical machine topic translation model [4-7] is a popular model for question retrieval systems currently. Clustering [8-11] is another popular method. This kind of model uses a linear combination method to integrate the language model and has achieved good results. In addition to traditional machine learning methods, deep learning based retrieval methods [12-13] have good results recent years. Cross-modal retrieval [14-15] is to find the relationship between different modal samples, and to use some modal samples to search for other modal samples of approximate semantics.

Learning to rank is a sorting method based on supervised learning, which idea is to regard the relative order relationship between documents as training data and automatically obtain the sorting model through machine learning. LambdaMART is an algorithm in learning to rank that works for many sorting scenarios and works well, companies like Bing and Facebook are using this model [16]. The current topic translation model has the same weight for the topic in the process of summing the relevance of all topics. There is no way to respond differently to lexical relevance for different query questions. For example, for a given user query "How much is a pack of white soft Chungwa cigarettes?", The top 5 search results returned by the current advanced topic translation model (T^2LM) [7] are shown in Fig 1. From the table we can see that although the number of words ranked in the first candidate question is more than the others, the core word "Chungwa" in the query does not matched. In addition to question relevance, another recognized indicator of the impact of ranking results is the quality of questions and answers., we use the term weight and subject translation as the question relevance feature, and integrate the quality of question and answer pairs, and propose an optimized community-type question retrieval method. The method takes five features as input and learns training using the existing advanced model LambdaMART. The results show that compared with the relatively advanced method, the proposed method has a 4.91% increase in MAP@10. We propose a convolutional neural network method based on attention mechanism (TextCNN-Features) and the method has a 6.31% increase.

![Fig. 1. A search example of T^2LM](image)

II. RELATED WORK

In response to the shortcomings of the word-based exact matching question relevance model, the researchers introduced the statistical machine translation model into the field of information retrieval, and used the translation model to model the correlation between different words. Jeon [17] proposed a language model based on translation, the model combines the strengths of both the language model and the translation model, and introduces the translation probabilities into the language model, completing the matching between different words. Xue [18] improved the model proposed by...
Jeon. He integrated the maximum likelihood estimation of the question corresponding to the answer into the matching process with the query words, enriched the matching text, and proved to further the effect of question retrieval. Lee [19] used the more important feature words in the Q&A pair to enhance the translation model to optimize the translation probabilities between vocabularies. Bernhard and Gurevych [20] combined multiple high-quality monolingual parallel corpora as training data, which further improved the original retrieval model. Gao [21] integrated the interdependence of words in the question into the language model, and proposed a new language model based on word dependence. Cao [22] establishes a more complex language model that adds the classification information of the problem to the probability of generation of the keyword in the document to smooth the probability of generation of the language model on the classification.

III. COMBINING Q&A PAIR QUALITY AND QUESTION RELEVANCE FEATURES ON COMMUNITY-BASED QUESTION RETRIEVAL

A. Framework of the model

This paper uses the current state-of-the-art learning to rank model to train the quality and question relevance model features through fusion question and answer. The framework is shown in Fig 2. Learning to rank is a supervised machine learning method that can easily fuse multiple features with fewer artificial parameters. From the current research methods, there are three strategies for learning sorting, namely, pointwise, pairwise and listwise. The pointwise method converts the sorting problem into a multi-class classification or regression problem. The pairwise method converts the sorting problem into a document -to-classification problem. The listwise method learns the correct ordering of the entire candidate set under the query. The model used in this paper is LambdaMART. The advantage of LambdaMART is that it can convert unrecognizable information retrieval evaluation indicators, such as NDCG, into functions that can be derived.

B. Feature calculation

1) Relevance feature

Zhang's proposed topic translation model T2LM [7] uses topic information to control translation noise in the translation model.

\[
P_{c2lm}(w|q,a) = \mu_1 \cdot P_{ml}(w|q) + \mu_2 \cdot \sum_{t \in q} P_{ml}(w|t)P_{ml}(t|q)
\]

\[
+ \mu_3 \cdot \sum_{i=1}^{K} \left( \frac{K}{\sum_{i=1}^{K} P_{ml}(w|z_i)P_{ml}(t|z_i)} P_{ml}(t|q) \right)
\]

\[
+ \mu_4 \cdot P_{ml}(w|a)
\]

\[
P_c(w|z_i) \text{ is the distribution probability of the word } w \text{ under the topic } z_i. K \text{ is the number of topics in the topic model. } \mu_1, \mu_2, \mu_3, \text{ and } \mu_4 \text{ are the parameters used to control the impact of each part and } \mu_1 + \mu_2 + \mu_3 + \mu_4 = 1.
\]

As can be seen from the formula, they actually use \(P_{ml}(w|z_i) \cdot P_{ml}(t|z_i)\) to calculate the relevance of the word \(w\) and the word \(t\) under the topic \(z_i\). Then obtain the total relevance of the word \(w\) and the word \(t\) under the topic model by summing the results under all the topics. The problem is that the weight of each topic is same in the process of summarizing the relevance results under all the topics, which makes it possible to determine the relevance of the vocabulary once the topic model is trained to complete the topic model changed.

Therefore, we have improved the model of Zhang. It first uses the topic model to analyze the topic distribution of the user query, then uses the topic information of the query to determine the specific semantics of the word in the retrieval process, and then guides the correlation calculation between the words in the topic model to get more accurate question relevance.

T2LM+ first obtains the weight \(w_{query,w}\) by querying the word \(w\) in the query through the term weighting model, and then integrates the weight \(w_{query,w}\) into the correlation calculation. Specifically, for the word \(w\) in the query. We split the correlation of the four parts of T2LM+ into four correlation features. They are the \(F_1(query,q)\) query-question language model, \(F_2(query,q)\) query-question translation model, \(F_3(query,q)\) query-question topic model, and \(F_4(query,a)\) query-answer language model. Specifically, the four correlation features are calculated according to formulas (4) to (7) respectively. Here for the smoothing parameter \(\lambda\), we set \(\lambda\) to \(1/(|q|+1)\) or \(1/(|a|+1)\).

2) Q&A on quality feature

User information in the Q&A community is very useful and we try to incorporate this information into the model. The model is as follows:
The listwise method learns the correct regression problem. The pairwise method converts the problem to the probability of generation of the language model, and proposed a new language model between vocabularies. Bernhard and Gurevych \cite{1} establishes a more effective method for determining the relevance of the vocabulary once the translation model to optimize the translation probabilities is shown in Fig 3.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental data

We used the data set from NDBC CUP 2016 as experimental data. There are 578608 questions and 1,729,263 answers in the data set. Zhang uses manual markup to obtain experimental data, so we adopt the same method. We first get 1500 questions from the data set as a standby query by random sampling method, and use Lucene as a search tool to obtain the top 20 related problem pairs for each query as its candidate questions. We select the available queries based on the content and length of the query and the top20 candidate questions that are related or similar to the query. Finally, 990 queries are randomly divided into training data sets and test data sets in a 1:1 ratio. The training set is mainly used to adjust the model parameters, and the test set is mainly used to test the effect of the model. In the experiment, we set the number of trees in LambdaMART to 50, the number of leaves to 4, the learning rate to be 0.2, and the minimum number of instances of a single leaf to be 30. Finally, we let the caller manually label the relevance of the query to its corresponding candidate question. Specifically, two labelers are invited first, each of which puts one of the following three labels for each candidate question according to the labeling specification: "good (1)" and "poor (0)". If the two callers cannot agree on a candidate, the third caller is invited to make the final decision (he can only choose one). In order to reduce the workload of manual markup, we only mark the top10 candidate questions for the running results of each model. The other unmarked default tags are 0.

B. Experimental comparison system

In order to verify the effect of our proposed learning ranking model, we also use the classic model of question retrieval and the current state-of-the-art model as a comparison system. As follows:

1) Vector space model (VSM) \cite{1}.
2) BM25 model \cite{2}.
3) Unary language model (LM) \cite{4}.
4) Translation-based language model (TLM) \cite{5}.
5) Intent-based language model (IBLM) \cite{6}.
6) Language model based on topic translation model (TFLM) \cite{7}.

Alg. 1. Q&A based on user information for quality assessment algorithm

Alg 1 scores its authority based on the user's best answer number first, and then based on the assumption that the quality of the user's published information is positively related to its authority, the question and answer of the authoritative evaluation of the questioner and the respondent is used as a question and answer pair quality feature. Alg 2 uses the learning to rank to combine the question relevance feature $F_1$ and the question and answer quality feature $F_5$ to form the community-based question retrieval method for the fusion question and answer on the quality and question relevance features.

Alg 2. Community-based question retrieval method based on fusion question and answer on quality and question relevance

\begin{equation}
S_u = \frac{\text{Mot} (K_{u,20})}{20}
\end{equation}

$A_u$ is the best answer for user $u$. We set an upper limit for the user's authoritative score to eliminate the possible adverse effects of outliers.

\begin{equation}
P_{\text{listwise}}((w, \text{query})|(q, a)) = \mu W_{\text{query}, w} P_m(w | q)
+ \mu_2 \sum_{t \notin q} \sum_{t \neq t} \left( P_z(q | \text{query}) P_{\text{query}}(w | z) P_m(t | z) \right) P_m(t | q)
+ \mu_4 W_{\text{query}, w} P_m(w | a)
\end{equation}

\begin{equation}
W_{\text{query}, w} = \frac{- \sum_{t \notin q} \sum_{t \neq t} \left( P_z(q | \text{query}) P(w | z) \right) \ln P(w | z)}{- \sum_{t \notin q} \sum_{t \neq t} \left( P_z(q | \text{query}) P(t | z) \right) \ln P(t | z)}
\end{equation}

\begin{equation}
F_1(q, a) = \prod_{w \notin q} \left( 1 - \lambda \right) W_{\text{query}, w} P_m(w | q) + \lambda P_m(w | C)
\end{equation}

\begin{equation}
F_2(q, a) = \prod_{w \notin q} \left( 1 - \lambda \right) \sum_{t \notin q} \sum_{t \neq t} \left( P_z(q | \text{query}) \ln P(w | z) \right) P(t | z) + \lambda P_m(w | C)
\end{equation}

\begin{equation}
F_3(q, a) = \prod_{w \notin q} \left( 1 - \lambda \right) \sum_{t \notin q} \sum_{t \neq t} \left( P_z(q | \text{query}) \ln P(w | z) \right) P(t | z) + \lambda P_m(w | C)
\end{equation}

Then, based on the relationship between the question-questioner and the answer-responder, the user's authoritative scoring model is transformed into a question-and-answer quality feature:

\begin{equation}
F_S((\text{query}, a)) \leftarrow (S_{\text{qu}}, S_{\text{au}})
\end{equation}

The user $qu$ is the proposer of the question $q$, and the user $au$ is the respondent of the answer $a$.

C. Algorithm Description

In summary, we propose a user-based Q&A quality assessment algorithm as shown in Alg 1., and a community-based question retrieval for the quality and question relevance features as shown in Alg 2. method.

Alg 1. Q&A based on user information for quality assessment algorithm
C. Experimental results and analysis

As shown in Table I, we first made a comparison of the TextCNN model (TextCNN+) with the existing advanced model, and based on TextCNN+ we use TextCNN+ as four features (TextCNN+5) to conduct a fusion of Q&A on community-based question retrieval methods for quality and question relevance features. Finally, we compare the neural network model (TextCNN+ Features) with them. From Table II, we can see that the improved model (TextCNN+) is more effective than the topic-based translation query model (TextCNN), indicating that the improved model has a positive impact on question retrieval. At the same time, we can also see that the retrieval model based on learning sorting is stronger than TextCNN+, which is mainly because the learning sorting LambdaMAR adopts the tree model, so it can learn the different combinations of features. We can also find that TextCNN has improved performance compared to traditional machine learning methods.

V. CONCLUSION

In view of the shortcomings of the traditional term weighting model, we propose a new topic-based model of term weighting model. It scores the importance of the term according to the amount of information, thereby highlighting the role of important words in the search and further optimizing the results of the question search. The quality of questions and answers is considered to be an important indicator of the ranking results in addition to relevance. Just like PageRank is not based on web content, the quality of questions and answers can usually not be judged by question and answer text. In related research, researchers make full use of the diversity of data in the Q&A community, such as the number of support and anti-objectives, to assess the quality of questions and answers. In this paper, we propose a community-based question retrieval method that combines question and answer on quality and question relevance. We also proposed a deep learning question retrieval method. The experimental results validate the effects of our proposed model.

TABLE I. COMPARISON OF T\textsuperscript{2}LM+ WITH EXISTING ADVANCED MODELS

| MODEL | MAP       |
|-------|-----------|
| VSM   | 0.3475    |
| BM25  | 0.3506    |
| LM    | 0.3583    |
| TLM   | 0.3746    |
| IBLM  | 0.3916    |
| T\textsuperscript{2}LM | 0.4361 |
| T\textsuperscript{2}LM+ | 0.4695 |

TABLE II. EXPERIMENTAL RESULTS OF COMMUNITY-BASED QUESTION RETRIEVAL METHODS THAT COMBINE QUESTION AND ANSWER ON QUALITY AND QUESTION RELEVANCE

| MODEL               | MAP       |
|---------------------|-----------|
| T\textsuperscript{2}LM+ | 0.4992    |
| TextCNN+5           | 0.4882    |

As shown in Table I, we first made a comparison of the T\textsuperscript{2}LM model (T\textsuperscript{2}LM+) with the existing advanced model, and based on T\textsuperscript{2}LM+ we use T\textsuperscript{2}LM+ as four features (T\textsuperscript{2}LM+5) to conduct a fusion of Q&A on community-based question retrieval methods for quality and question relevance features. Finally, we compare the neural network model (TextCNN + Features) with them. From Table II, we can see that the improved model (TextCNN+) is more effective than the topic-based translation query model (TextCNN), indicating that the improved model has a positive impact on question retrieval. At the same time, we can also see that the retrieval model based on learning sorting is stronger than TextCNN+, which is mainly because the learning sorting LambdaMAR adopts the tree model, so it can learn the different combinations of features. We can also find that TextCNN has improved performance compared to traditional machine learning methods.
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