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We present a continuum theory of electrolytes composed of a waterlike solvent and univalent ions. First, we start with a density functional $F$ for the coarse-grained solvent, cation, and anion densities, including the Debye-Hückel free energy, the Coulombic interaction, and the direct interactions among these three components. These densities fluctuate obeying the distribution $\propto \exp(-F/k_B T)$. Eliminating the solvent density deviation in $F$, we obtain the effective non-Coulombic interactions among the ions, which consist of the direct ones and the solvent-mediated ones. We then derive general expressions for the ion correlation, the apparent partial volume, and the activity and osmotic coefficients up to linear order in the average salt density $n_s$. Secondly, we perform numerical analysis using the Mansoori-Carnahan-Starling-Leland model [J. Chem. Phys. \textbf{54}, 1523 (1971)] for three-component hardspheres. The effective interactions sensitively depend on the cation and anion sizes due to competition between the steric and hydration effects, which are repulsive between small-large ion pairs and attractive between symmetric pairs. These agree with previous experiments and Collins’ rule [Biophys. J. \textbf{72}, 65 (1997)]. We also give simple approximate expressions for the ionic interaction coefficients valid for any ion sizes.

I. INTRODUCTION

The nature of how ions interact among themselves and with water has been studied extensively in physical chemistry\textsuperscript{2,12}. In their seminal work in 1923, Debye and Hückel\textsuperscript{2} (DH) calculated the free energy correction due to the long-range ion-ion correlations\textsuperscript{14}. To leading-order in the average salt density $n_s$, it is of order $n_s^{3/2}$ and is determined by the solvent dielectric constant $\varepsilon$ and the ion valences, so it is exceptionally ion-nonspecific. On the other hand, diverse phenomena sensitively depend on the ion species in liquid water and aqueous mixtures\textsuperscript{15,7}, where the short-range ion-ion and ion-solvent interactions come into play. Such ion-specificity was originally reported by Hofmeister\textsuperscript{16} 130 years ago in the salting-out/salting-in effect of proteins. The extended DH theory\textsuperscript{17,18} and the Born theory of hydration\textsuperscript{19,20} already assumed certain ionic radii specifically depending on the ion species.

Since the early period of research\textsuperscript{1,2,13–19}, there have been a great number of measurements of the mean activity and osmotic coefficients, $\gamma_\pm$ and $\varphi$. They have been expanded as $1 + A\sqrt{n_s} + Bn_s + \cdots$ for small $n_s$, where the second term represents the DH part with an ion-nonspecific coefficient $A$. However, the third term depends on the short-range interactions, and the coefficient $B$ has been determined empirically for each ion pair. On the other hand, the apparent partial volume of salts\textsuperscript{11,12,29,30}, written as $v^p_i$, exhibits unique ion-size-dependence different from those of $\gamma_\pm$ and $\varphi$.

In early primitive theories\textsuperscript{24–30}, the ions are hard-spheres with charges $\pm q$, while the solvent is treated as a uniform continuum without any degrees of freedom (which much simplifies the calculations). Some simulations treated cations and anions without solvent particles to confirm these theories\textsuperscript{31,32}. We also mention general statistical mechanical studies\textsuperscript{33–37} and molecular dynamics (MD) simulations\textsuperscript{38–46}, which attempted to take into account the solvent effects in various manners. Some simulations\textsuperscript{48–50} aimed to determine the force-field parameters in simulation for each ion pair using the Kirkwood-Buff (KB) integrals\textsuperscript{51}. From our viewpoint, it is still difficult to catch the overall physical picture of the observed ion-specificity from these papers.

As a key to the problem, Widom et al.\textsuperscript{52–56} calculated the second osmotic virial coefficient $B_2 = -G_{22}^s/2$ for a nonionic solute in a one-component solvent\textsuperscript{57}, where $G_{22}^s$ is the dilute limit of the solute-solute KB integral. Including the solvent degrees of freedom, they found

$$B_2 = B_2'' - (v^0_i - k_B T \kappa_w)^2/2k_B T \kappa_w,$$

(1)

where $B_2'$ arises from the direct solute-solute interaction at a fixed solvent density. The second volume term is due to the solvent-mediated interaction, where $v^0_i$ is the solute partial volume and $\kappa_w$ is the solvent isothermal compressibility. It is largely negative for nearly incompressible solvents with small $\kappa_w$, leading to solute-solute attraction (particularly for large $v^0_i$). For electrolytes, the corresponding contributions have been missing in the previous theories\textsuperscript{24–30}. In this paper, we extend Eq.(1) to dilute electrolytes.

On electrolytes, there have been numerous continuum theories based on the Poisson-Boltzmann equation in various situations\textsuperscript{52–56}. To account for the excluded volumes, the space-filling relation $\sum v_i n_i = 1$ has been widely assumed\textsuperscript{57–60}, where $v_i$ is a molecular volume of the $i$-th component with density $n_i$. Furthermore, convenient is a continuum model of hardspheres mixtures by Mansoori, Carnahan, Starling, and Leland (MCSL)\textsuperscript{61}, as
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used in subsequent papers. \textsuperscript{31,62,63} It is a generalization of the Carnahan and Starling model of monodisperse hardspheres.\textsuperscript{64} Using the MCSL model for neutral fluids, we studied small bubbles in water due to dissolved gases and phase behavior in ternary mixtures\textsuperscript{65,66} such as water-alcohol-hydrophobic solute.\textsuperscript{68} In the latter, the second term in Eq. (1) and another contribution from the concentration fluctuations were crucial.

In this paper, we first present a statistical-mechanical theory setting up a free energy functional for the densities $n_1, n_2,$ and $n_3$ of the solvent, the cations, and the anions, respectively. Expressing the deviation $\delta n_1 = n_1 - \langle n_1 \rangle$ in terms of $n_2$ and $n_3$, we obtain the effective ion-ion interaction coefficients, written as $U_{ij}^{\text{eff}} (i, j = 2, 3)$, which have bilinear volume terms as $B_2$ in Eq. (1). Using the continuum MCSL and Born models, we show that $U_{ij}^{\text{eff}}$ tend to be negative (attractive) for symmetric ion pairs, but tend to be positive (repulsive) for small-large pairs. These agree with experiments and Collins’ empirical rules.\textsuperscript{63,71} Mathematically, the total packing fraction arises mainly from the solvent particles in our theory but from the ions only in the primitive theories.\textsuperscript{63,72,73} This leads to largely different results in the two approaches.

Small-large ion pairs exhibit unique behavior in water, which include NaI as a relatively mild example and NaBPh\textsubscript{4} as an extreme one. In the latter, tetr phenylborate BPh\textsubscript{4}\textsuperscript{−} consists of four phenyl rings bonded to an ionized boron.\textsuperscript{22,24} In aqueous mixtures, adding a small amount of NaBPh\textsubscript{4} is known to produce mesophases due to preferential solvation.\textsuperscript{53,75–78}

The organization of this paper is as follows. In Sec.II, we will start with a free energy functional including the DH free energy. We will then study the thermal density fluctuations accounting for the solvent-mediated correlations. In Sec.III, we will study the thermodynamics of electrolytes. In Sec.IV, we will first examine the ion volume and the ion-ion interaction and then present numerical analysis of various physical quantities.

**II. FLUCTUATIONS IN ELECTROLYTES**

In our theory, the solvent is a nearly incompressible, one-component liquid, which is also called water, and the ions have the unit charges $\pm e$. The salt or base added is assumed to dissociate completely. We do not treat Bjerrum dipoles as an independent entity (see Appendix A). The effective ionic diameters are not much larger than that of the solvent $d_i (\geq 3 \AA$ for water). We study the bulk properties without applied electric field. Thus, under the periodic boundary condition, the electrolyte is in a large $L \times L \times L$ box with volume $V = L^3$. Generalization to the case of multivalent ions is straightforward (see below Eq. (37)). In this paper, the temperature $T$ is fixed and its dependence of the physical quantities is not written explicitly.

### A. Free energy functional $F$ of electrolytes

We write the coarse-grained number densities of water, cations, and anions as $n_1$, $n_2$, and $n_3$, respectively. Their Fourier components $n_i (q) = \int dr n_i (r) \exp (-iqr) \cos \Lambda$. In this section, assuming that $\Lambda$ is smaller than the Debye wave number $\kappa$, we examine the thermal fluctuations of $n_i (q)$ with $q < \Lambda$. They obey the distribution $\propto \exp [-F/k_B T]$, where we introduce the free energy functional,

$$F (\Lambda) = \int dr f + \frac{1}{2} \int dr \rho \Phi.$$

Here, $f$ depends on $n_1$, $n_2$, and $n_3$ in the local density approximation. The second term represents the long-range Coulombic interaction, where $\rho = \epsilon (n_1 - n_2)$ is the charge density and $\Phi$ is the electric potential related by $-\nabla \cdot e \nabla \Phi = 4\pi \rho$, where $e$ is the dielectric constant.

We expand $f$ up to the second order in $n_2$ and $n_3$ as

$$f = f_w (n_1) + k_B T \sum_{i=2,3} \ln (n_i \lambda_i^3) - 1 + \nu_i (n_1) n_i - \frac{1}{12 \pi} k_B T \nu_i^3 + \frac{1}{2} \sum_{i,j=2,3} U_{ij} (n_1) n_i n_j.$$

The first term $f_w (n_1)$ is the free energy density of pure solvent. In the second term, $\lambda_i$ is the thermal de Broglie length and $k_B T \nu_i (n_1)$ is the solvation chemical potential per ion due to the interactions between an isolated ion of species $i$ and the solvent. The third term is the DH free energy density in the limit of low ion densities,\textsuperscript{3,4,9} where $\kappa$ is the the Debye wave number,

$$\kappa = \sqrt{4 \pi \rho (n_2 + n_3) / \epsilon (n_1) k_B T}.$$

In the last term, $U_{ij} (n_1)$ represents the short-range direct interactions between ion species $i$ and $j$ under influence of the solvent. Here, $\epsilon (n_1)$, $\nu_i (n_1)$, and $U_{ij} (n_1)$ strongly depend on $n_1$ in liquids.

The DH free energy can be calculated from the average of an excess electric field around each ion, which is produced by the other ions with separation distances shorter than $\kappa^{-1}$. Thus, to use the DH theory, we need to assume $\Lambda < \kappa$. Bjerrum and Hückel also introduced a closest distance around each ion in the ion-ion correlation,\textsuperscript{1,28} which is written as $a_2$ for the cations and as $a_3$ for the anions. The DH free energy density is thus given by\textsuperscript{28,84}

$$f_{DH} = -\frac{1}{3} k_B T \ell_B \kappa \sum_{i=2,3} n_i \tau_i (a_i \kappa)$$

$$= -\frac{1}{12 \pi} k_B T \nu_i^3 + \frac{1}{2} \sum_{i,j=2,3} u_{ij}^{\text{ex}} n_i n_j + \cdots,$$

where $\tau (x) = 3 \ln (1 + x) - x + x^2 / 2$ for $x < 1$, and $\ell_B = e^2 / \epsilon (n_1) k_B T$ is the Bjerrum length ($= 7 \AA$ in ambient water). In the second line, using $\tau (x) = 1 - 3x^4 / 4 + \cdots$ for $x \ll 1$, we write the first correction for $a_i \kappa \ll 1$ with

$$u_{ij}^{\text{ex}} = \pi k_B T \ell_B^2 (a_i + a_j).$$
Here, \( u_{ij}^{xx} = 34 k_B T d_i^3 \) for \( a_2 = a_3 = d_3 = 3 \) Å in ambient water. We assume that \( u_{ij}^{xx} \) are included in \( U_{ij} \) in Eq.(3). In Sec.IV, we will calculate the excess parts \( U_{ij} - u_{ij}^{xx} \).

We suppose an equilibrium reference state, where the average water and salt densities are written as

\[
\langle n_1 \rangle = n_w, \quad \langle n_2 \rangle = \langle n_3 \rangle = n_s.
\]

Under the overall charge neutrality, we use the mean solution and interaction coefficients,

\[
\nu = (\nu_2 + \nu_3)/2, \\
U = (U_{22} + U_{33})/2 + U_{23}.
\]

We also introduce the incompressibility parameter,

\[
\epsilon_{in} = n_w k_B T \kappa_w,
\]

where \( \kappa_w = 1/(n_w^2 \partial^2 \rho w/\partial n_w^2) \) is the solvent isothermal compressibility. Here, \( \epsilon_{in} \ll 1 \) for nearly incompressible liquids. For ambient liquid water (\( T = 300 \) K and \( p = 1 \) atm), we have \( \kappa_w \approx 4.5 \times 10^{-4} \) kPa and \( \epsilon_{in} \approx 0.062 \).

**B. Thermal fluctuations and ion volumes**

We here examine the long-wavelength density fluctuations to derive ion volumes. To this end, we superimpose small density deviations \( \delta n_i(r) \) on the averages as

\[
n_i = n_w + \delta n_i, \quad \delta n_i = n_s + \delta n_i \quad (i = 2, 3).
\]

where \( \delta n_i \) have Fourier components \( n_i(q) \) with \( q < \Lambda \).

The deviation \( \delta \mathcal{F} = \mathcal{F} - F \) of the free energy functional starts from second-order terms as

\[
\delta \mathcal{F} = \frac{1}{2} \int_q \left[ \sum_{i,j=1,2,3} f_{ij} n_i(q) n_j(q)^* + \frac{4\pi}{\epsilon q^2} |\rho q|^2 \right],
\]

where \( f_q = V^{-1} \sum_q q \) represents the summation over the wave vector \( q \). The second derivatives of \( f \) with respect to the densities at fixed \( T \) are written as

\[
f_{ij} = \partial^2 f/\partial n_i \partial n_j,
\]

which are the values at \( n_1 = n_w \) and \( n_2 = n_3 = n_s \). In Eq.(12), the Coulombic term arises from the second term in Eq.(2) with \( \rho q = e(n_2(q) - n_3(q)) \). Then, Eq.(3) gives

\[
f_{11} = 1/(n_w^2 \kappa_w) + 2 k_B T \nu'' n_s, \\
f_{1i} = k_B T [\nu_i (3q/4e) \ell_B \kappa] + (U_{22} + U_{33}) n_s, \\
f_{ij} = k_B T (\delta_{ij} - \delta_{i} \kappa/8)/n_s + U_{ij},
\]

where \( i, j = 2, 3 \). Here, \( \nu' = \partial \nu/\partial n_1, \nu'' = \partial^2 \nu/\partial n_1^2, \epsilon' = \partial \epsilon/\partial n_1, \) and \( U_{ij}' = \partial U_{ij}/\partial n_1 \) at \( n_1 = n_w \) (see the value of \( \nu' \) for NaCl below Eq.(45)). Data of \( \epsilon \) for ambient water indicates

\[
n_w \epsilon'/\epsilon = \kappa_w^{-1} (\partial \ln \epsilon/\partial p) = 1.1.
\]

In the brackets in Eq.(12), the solvent-ion coupling arises from \( [f_{12} n_2(q) + f_{13} n_3(q)] n_1(q)^* \). Thus, we introduce the deviation of the particle volume fraction

\[
\delta \phi_v = [\delta n_1 + (f_{12}/f_{11}) \delta n_2 + (f_{13}/f_{11}) \delta n_3]/n_w \approx n_w^{-1} \delta n_1 + v_2^* \delta n_2 + v_3^* \delta n_3.
\]

The first line of Eq.(18) can be used for general \( n_s \). In the second line \( v_i^* \) are ion volumes at infinite dilution,

\[
v_i^* = \lim_{n_s \to 0} f_{ii}/f_{11} n_w = \epsilon_{in} \nu_i' \quad (i = 2, 3).
\]

For nonionic mixtures, \( v_i^* \) correspond to \( v_i^0 - k_B T \kappa_w \) in Eq.(1) and to \( v_i^0 \) in our recent paper. See also Eq.(21) and the subsequent sentences.

We can then rewrite \( \delta \mathcal{F} \) in Eq.(12) as

\[
\delta \mathcal{F} = \frac{1}{2} n_w^2 f_{11} \int dr |\delta \phi_v|^2 + \delta \mathcal{F}_{ion},
\]

where \( n_w^2 f_{11} \approx \kappa_w^{-1} \). Here, the first term represents the steric interaction, which suppresses the thermal fluctuations of \( \delta \phi_v \) for small \( \kappa_w \). Namely, \( \delta n_1 \) tends to decrease by \( n_w (v_2^* \delta n_2 + v_3^* \delta n_3) \) on the average at long wavelengths. This interaction can be derived for any multi-component fluids, where \( \delta \phi_v \to 0 \) as \( \kappa_w \to 0 \).

The volume \( v_i^* \) is of order \( d_i^3 \) for large \( d_i (> d_1) \) in terms of the hard-sphere diameter \( d_i \), while it can be negative for small \( d_i (< d_1) \) such as Li\(^+\) due to the hydration (see Sec.IIF)\(^{11,12,21,24}\). From measurements with the overall charge neutrality, we can determine only the sum,

\[
v_s^* = v_2^* + v_3^* = 2 \epsilon_{in} \nu',
\]

where \( \nu' = \partial \nu(n_w)/\partial n_w \). This \( v_s^* \) is is smaller than the corresponding infinite-dilution partial volume \( v_i^0 \) in Eq.(47) by \( 2 k_B T \kappa_w \). From experimental reports on \( v_i^0 \) in ambient water\(^{11,12,21,24}\), \( n_w v_s^* \approx -0.21, 0.93, 2.0, \) and 15 for LiF, NaCl, NaI, and NaBPH\(_4\), respectively. Then, \( 2 n_w v_s^* \approx -3.4, 15, 32, \) and 240, respectively, for these salts. The \( \nu(n_w) \) itself appears in the Henry constant.

For nonionic mixtures, the coefficients \( f_{ij} \) are written in terms of thermodynamic derivatives (see Eq.(26) in our recent paper). Generally, \( f_{ij} \) can be expressed as

\[
f_{ij}/k_B T = \delta_{ij}/\langle n_i \rangle - \int d\rho c_{ij}^0(\rho) \quad (i, j = 1, 2, 3).
\]

In terms of the direct correlation functions \( c_{ij}(r) \), we have \( c_{ij}(r) = c_{ij}(r) \quad (i = 1) \) and \( c_{ij}(r) = c_{ij}(r) + (-1)^{i+j} \ell_B/r \quad (i, j = 2, 3)\(^{52,60,95,98}\). If \( f_{ij} \) are defined in this manner, Eq.(12) can be used for general \( n_s \). In the simple case of a nonionic solute in one-component solvent, we notice \( 2 k_B T B_2 = (\partial \mu_{2x}/\partial n_2)_{T, n_1} = U_{22}^{eff} \) and \( 2 k_B T B_2' = (\partial \mu_{22}^{eff}/\partial n_2)_{T, n_1} = -k_B T \int d\rho c_{22}(\rho) \) in Eq.(1), where \( \mu_{2x} \) is the excess solute chemical potential\(^{49,50,67}\).
C. Solvent-mediated interaction and Collins' rule

Next, we derive the solvent-mediated ion-ion interaction in the long wavelength limit. To this end, we express the ionic term in Eq.(20) as

\[
\delta F_{ion} = k_B T \int dr \left[ \frac{\left|\delta n_2\right|^2 + \left|\delta n_3\right|^2}{2n_s} - \frac{\ell_B \kappa}{16n_s} \left|\delta n_s\right|^2 \right] + \frac{1}{2} \int q \left[ \sum_{i,j=2,3} U_{ij}^{\text{eff}} n_i(q) n_j(q)^* + \frac{4\pi}{e\kappa^2} \rho q^2 \right].
\]

(23)

In the first term, \(\delta n_s = \delta n_2 + \delta n_3\) is the ion density deviation. In the second term, we introduce the effective ionic interaction coefficients,

\[
U_{ij}^{\text{eff}} = U_{ij} - v_i^* v_j^*/\kappa_w \quad (i, j = 2, 3),
\]

(24)

where the first term represents the short-ranged direct interactions and the second term arises from the solvent-mediated interactions in the long wavelength limit. The second term corresponds to the second term in Eq.(1). The Coulombic term in Eq.(23) suppresses \(\rho q\) at small \(q\). Thus, in thermodynamic quantities, there appears the mean effective interaction coefficient,

\[
U_{\text{eff}} = \frac{1}{2} \sum_{i,j=2,3} U_{ij}^{\text{eff}} = U - \frac{1}{2\kappa_w}(v_i^*)^2.
\]

(25)

The second volume term in Eq.(24) is amplified by \(\kappa_w^{-1} = n_w k_B T / \epsilon_{in}\) and is very large for not very small \(v_i^* v_j^*\). However, it does not appear if the solvent is treated as a homogeneous continuum.\(^{24-30}\) Indeed, it is needed to explain Collins' rule.\(^{69,71}\) Namely, if \(v_i^*\) and \(v_j^*\) have the same sign, it is negative leading to solvophobic attraction between species \(i\) and \(j\). See (a) and (b) in Fig. 1. As a result, this mechanism yields hydrophobic assembly of large solute particles.\(^{39,50,67,99}\) On the other hand, for small-large ion pairs with \(v_i^* v_j^* < 0\), \(U_{23}^{\text{eff}}\) is positive leading to non-Coulombic cation-anion repulsion, as in Fig. 1(c). See Sec.IIIIE and Sec.IV for more analysis on the basis of Eq.(24). Previously, some attempts were made to explain Collins’ rule not using Eq.(24).\(^{41,84,100,101}\)

We can also derive the second term in Eq.(24) in the mean spherical approximation (MSA) in the presence of the solvent degrees of freedom.\(^{34,98}\) We also note that the interaction energy in the Flory-Huggins theory of polymer solutions corresponds to \(n_w U_{22}^{\text{eff}}\) in our notation.\(^{90}\)

D. Fluctuation variances, charge density structure factor, and Kirwood-Buff integrals

We treat \(\delta n_i\) as the thermal fluctuations obeying the Gaussian distribution \(\propto \exp(-\delta F / k_B T)\). We can then calculate the fluctuation variances \(I_{ij} = \lim_{q \to 0} \langle n_i(q) n_j(q)^* \rangle / V\), where \(L^{-1} \ll q \ll \kappa\) in the limit of large \(L\). Here, for any space-dependent variables \(A(r)\) and \(B(r)\), we write \(\langle A : B \rangle = \lim_{q \to 0} \langle A_q B_{q^*} \rangle / V\).

\[
I_{11} = k_B T / f_{11} + (f_{12} + f_{13})^2 f_{11}^{-2} n_s \chi,
\]

(29)

\[
I_{12} = - (f_{12} + f_{13}) f_{11}^{-1} n_s \chi \approx -v_i^* n_w n_s / 2.
\]

(30)

In \(I_{11}\), the first and second terms are close to \(n_w \epsilon_{in}\) and \((n_w v_i^*)^2 n_s / 2\), respectively, for small \(n_s\). Thus, the second one is dominant for \(n_s / n_w > 2 \epsilon_{in} / (v_i^* n_w)^2 \approx 4 \times 10^{-4}\) for NaPhB \(_4\) in water, as can be verified in experiments. It is convenient to rewrite \(\delta F_{ion}\) in Eq.(23) in terms of

\[
\langle \phi_i : \phi_i \rangle = k_B T / n_w^2 f_{11} \equiv \epsilon_{in} / n_w,
\]

(26)

\[
\langle \phi_i : \phi_i \rangle = 0 \quad (i = 2, 3).
\]

(27)

As \(q \to 0\), we have \(\rho q \to 0\), so we find

\[
I_{22} = I_{33} = I_{23} = n_s \chi.
\]

(28)

where \(n_s \chi\) represents the amplitude of the ion density fluctuations. See its thermodynamic expression in Eq.(44). From Eq.(18) we also find the solvent-solvent and solvent-ion fluctuation variances,

FIG. 1. (Color online) Illustration of two ions in close separation in water. (a) Large-large pair with non-Coulombic attraction. Examples are CsI and CsBr. (b) Small-small ions with non-Coulombic attraction. Examples are NaF and LiF. (c) Small-large (cation-anion) pair with non-Coulombic repulsion. Examples are NaI, LiI, and NaBP\(_6\). Tendency of cation-anion association is promoted with decreasing \(U_{23}^{\text{eff}}\).
\[ \delta n_e = \delta n_2 + \delta n_3 \quad \text{and} \quad \rho = \epsilon (\delta n_2 - \delta n_3) \]
\[ \frac{\delta F_{\text{ion}}}{k_B T} = \int d\mathbf{r} \left[ \frac{\delta n_2^2}{8n_\rho n} + (U_{22} - U_{33}) \frac{\delta n_2 n_\rho}{4k_B T} \right] + \int q \left[ 1 + w_\rho n_\rho + \frac{\kappa^2}{q^2} \right] |\rho q|^2 \frac{4e^2 n_\rho}{4e^2 n_\rho}. \] (31)

The inverse \( \chi^{-1} \) in the first term depends on \( n_\rho \) as
\[ \chi^{-1} = 2 - \ell_B \kappa/2 + 2n_\rho U_{\text{eff}}/k_BT. \] (32)

The coefficient \( w_\rho \) in the second term arises from asymmetry between the cations and the anions as
\[ w_\rho = (U_{22} + U_{33} - 2U_{23})/2k_BT \]
\[ = [U_{22} + U_{33} - 2U_{23} - (v_2^2 - v_3^2)/2\kappa w]/2k_BT. \] (33)

From Eq.(31) the structure factor for the charge density fluctuations \( \rho q \) for \( q \ll \kappa \) is given by\textsuperscript{52,55-57}
\[ S_{\rho \rho}(q) = \langle |\rho q|^2 \rangle / V = 2e^2 n_\rho/[1 + w_\rho n_\rho + \kappa^2/q^2]. \] (34)

The cross term \( \propto \rho \delta n_e \) in Eq.(31) gives a higher-order term (\( \propto n_\rho^2 \)) in the denominator in Eq.(34). For \( 1 + w_\rho n_\rho > 0 \), the screening length is given by
\[ \xi_\rho = \kappa^{-1} \sqrt{1 + w_\rho n_\rho}, \] (35)

which is valid for \( k_d 1 \ll 1 \) or for \( n_\rho \ll 0.02n_w \sim 1 \text{ mol/L} \) with \( d_1 \sim 3 \text{ Å} \) in water. In Sec.IV, we shall see that \( w_\rho \) is negative and \( |w_\rho| \) increases with increasing the cation-anion asymmetry (see Fig.9(d) and Eq.(100)). Thus, \( \xi_\rho \) decreases with increasing \( n_\rho \) for small \( n_\rho \) as observed\textsuperscript{102}. A similar decrease was derived in the MSA scheme\textsuperscript{26,27,102} and in phenomenological theories\textsuperscript{96,103}. However, \( \xi_\rho \) increases with increasing \( n_\rho \) above 1 mol/L\textsuperscript{102-104}, as a remarkable effect beyond the scope of this paper.

In Eq.(28) the cations and the anions are indistinguishable. Thus, we define the Kirkwood-Buff integrals (KBIs)\textsuperscript{27} for the water density \( n_1 \) and the ion density \( n_\rho = n_2 + n_3 \)\textsuperscript{38,43,44,46,105,106}. Then, Eqs.(28)-(30) give the ion-ion and ion-solvent KBIs:
\[ G_{ss} = \langle n_2 : n_\rho \rangle / 4n_\rho^2 - 1/2n_\rho = (2\chi - 1)/2n_\rho, \] (36)
\[ G_{ws} = \langle n_1 : n_\rho \rangle / 2n_\rho n_\rho = -\chi (f_12 + f_13)/n_\rho f_11. \] (37)

Thus, as \( n_\rho \to 0 \), we have \( G_{ss} \propto n^{-1/2}_\rho \) and \( G_{ws} \propto v^2_\rho / 2 \).

Note that \( G_{ws} \) represents exclusion (adsorption) of water molecules around an ion pair for positive (negative) \( v^2_\rho \).

In their simulation, Naleem et al.\textsuperscript{26} found growth of \( G_{ss} \) at low densities of CaCl\(_2\). Here, we readily derive \( \delta G_{ss} = Z_{+} Z_{-} \ell_B \kappa/4(n_\rho) + \cdots \), where the cations and anions have changes \( Z_{+} e \) and \( -Z_{-} e \), respectively.

**III. THERMODYNAMICS OF ELECTROLYTES**

In this section, we study the electrolyte thermodynamics using the Helmholtz free energy \( F = \lim_{\lambda \to 0} F \). We give remarks on previous research. (i) Pitze\textsuperscript{14} used the Gibbs free energy \( G \). In Appendix B, a scheme of \( G \) will be given. (ii) In many papers\textsuperscript{1,28,29,79,87}, associated ion pairs are treated as dipoles coexisting with unbound ions. However, they appear as ion clusters with finite lifetimes in water. In Appendix A, we will show how our theory is modified by such dipoles at small \( n_\rho \). (iii) Since McQuarrie’s paper on fused salts\textsuperscript{107}, many authors\textsuperscript{28,32,108} discussed a gas-liquid phase transition of the ions due to \( f_{DH} \) in Eq.(5) without solvent-ion interactions, where \( a_2 \) and \( a_3 \) are the ion hardsphere diameters.

**A. Free energy, chemical potentials, pressure, and thermodynamic derivatives**

From Eqs.(3) and (7)-(9), \( F \) is expressed as
\[ F/V = f_w(n_w) + 2k_BT\ln(n_w\lambda^3) - 1 + \nu(n_w)/n_s \]
\[ -k_BT\kappa^3/12\pi + Un_s^2. \] (38)

where \( \lambda = \sqrt{\chi_2 \lambda_3} \). This is the expression up to order \( n_s^2 \). We introduce the solvent chemical potential \( \mu_w \) and the salt one \( \mu_s \) (per cation-anion pair) from \( \partial F/V/\partial n_w = \mu_w dn_w + \mu_s dn_s \) at fixed \( T \). The pressure \( p = n_w \mu_w + n_s \mu_s - F/V \) satisfies the Gibbs-Duhem relation,
\[ dp = n_w d\mu_w + n_s d\mu_s. \] (39)

From Eq.(38), \( \mu_w, \mu_s, \) and \( p \) are expanded as
\[ \mu_w = \mu_w^0(n_w) + k_BT[2\nu' + \ell_B \kappa'/\epsilon]n_s + U'n_s^2, \] (40)
\[ \mu_s = k_BT[2\ln(n_w\lambda^3) + 2\nu' - \ell_B \kappa'] + 2Un_s, \] (41)
\[ p = p_w^0(n_w) + 2k_BT(n_w + n_w')n_s + (U + n_w U')n_s^2 \]
\[ -k_BT\kappa^3/12\pi(1 - 3\nu'\epsilon'/2)/2\pi, \] (42)

where \( U' = \partial U(n_w)/\partial n_w \). We define the chemical potential \( \mu_w^0 = \partial w(n_w)/\partial n_w \) and the pressure \( p_w^0 = n_w \mu_w^0 - f_w \) for pure solvent at density \( n_w \). They vary significantly even for a small change of \( n_w \) from \( n_w \partial \mu_w^0/\partial n_w = \partial p_w^0/\partial n_w = 1/n_w n_w = k_BT/\epsilon_n \).

Next, the second derivatives of \( F/V \) are written as
\[ \partial^2(F/V) = \frac{\partial \mu}{\partial n_M} \frac{\partial \mu}{\partial n_K} (K, M = w, s). \] (43)

Here, \( f_{ww} = f_{11}, f_{ws} = \sum_{i=2,3} f_{1i}, \) and \( f_{ss} = \sum_{i,j=2,3} f_{ij} \) in terms of \( f_{ij} \) in Eq.(13). Note that the inverse matrix of \( \{f_{KM}\} \) is given by \( \{\partial n_K/\partial \mu_M\} \), where \( n_K \) and \( n_K \) are functions of \( \mu_w \) and \( \mu_s \). The elements of this inverse matrix are the fluctuation variances among \( \delta n_1 \) and \( \delta n_2 + \delta n_3 \) divided by \( k_BT \). Thus, Eq.(28) gives
\[ n_s \chi = k_BT(\partial n_s/\partial \mu_s)_{w,T} = k_BT/[f_{ss}^2 - f_{ws}^2/f_{ww}]. \] (44)

Let us examine the isothermal compressibility \( \kappa_T = -V^{-1}\partial V/\partial p \), where \( N_w = V n_w, S_w = V n_s, \) and \( T \) are
fixed in the pressure derivative. In terms of $f_{KM}$ in Eq.(43), its inverse is expressed as

$$
\kappa_T^{-1} = \sum_{K=M,w,s} n_K \frac{\partial p}{\partial n_K} = \sum_{K,M=w,s} n_K n_M f_{KM}
$$

where the DH term is of order $n_s^{3/2}$ (not written here). For NaCl in water, Millero et al. found that $(\kappa_K/\kappa_T - 1)/n_s$ tends to a constant as $n_s \to 0$, which was $7n_s^{-1/2}$ at $T = 303$ K. Thus, $n_s \nu'' / \nu' \sim 5$ from Eq.(45).

The thermodynamic partial volumes are defined by $\bar{v}_b = (\partial V/\partial n_K)_{T,\nu,n_M} (M \neq K)$. Since $V$ and $N_K = Vn_K$ are extensive, they satisfy the sum rule $\bar{v}_b n_s = 1$. At fixed $T$, the relation $dV = \sum_K \bar{v}_b dN_K - V \kappa_T dp$ then holds yielding $\kappa_T dp = \sum_K \bar{v}_b dN_K$ and

$$
\bar{v}_s = \kappa_T(\partial p/\partial n_s)_{T,n_w}, \quad \bar{v}_w = \kappa_T(\partial p/\partial n_s)_{T,n_s}.
$$

Here, $\bar{v}_s$ is defined for a cation-anion pair. As $n_s \to 0$, Eqs.(42) and (46) give the infinite-dilution limit,

$$
\nu_s^0 = \lim_{n_s \to 0} \bar{v}_s = 2\epsilon (\nu' + n_s^{-1}) = \nu_s^* + 2k_B T \kappa_w,
$$

where $\nu_s^*$ appears in Eq.(21). The difference $\bar{v}_s^0 - \nu_s^*$ is equal to $2k_B T \kappa_w$ stems from the ionic partial pressure $2k_B T n_s$ and is 0.12$m^{-3}$ in ambient water. It is relevant for small-small ion pairs; for example, $n_w \nu_s^0 = -0.09$ and $n_w \nu_s^* = -0.21$ for NaF. The values of $\nu_s^0$ are listed for various salts in the experimental reports. Many authors introduced single-ion volumes, which are $\nu_s^* + k_B T \kappa_w$ in our notation.

### B. Salt-doping and apparent partial volumes

In experiments of salt-doping, it follows an apparent partial volume $\nu_s^{ap}$ from the space-filling relation,

$$
n_w/n_w^0 + \nu_s^{ap} n_s = 1,
$$

where $n_w^0$ is the initial solvent density. The salt density is increased from 0 to $n_s$. The simplest example is to fix the volume $V$, where $n_w = n_w^0$, $\nu_s^{ap} = 0$, and $\ln \gamma_{\pm} = -\mu_s/2 + U_{eff} n_s/k_B T$ from Eq.(41) (see Eq.(54) for the definition of $\gamma_{\pm}$).

As a well-known doping method, let a 1:1 electrolyte region be in osmotic equilibrium with a pure solvent region, which are separated by a semipermeable membrane. The solvent chemical potential $\mu_w$ is commonly given by $\mu_w(n_w,n_s) = \mu_w^0(n_w^0)$. From $d\mu_w = \sum_K f_{KM} dN_K = 0$, we set up the equation,

$$
dn_w/dn_s = (\partial \mu_w/\partial n_s)_{\mu,w} = -f_{ws}/f_{ww}.
$$

From Appendix C, we find the apparent partial volume,

$$
\nu_s^{ap} = \nu_s^0(n_w^0) + (\epsilon'/\epsilon)\epsilon_{in}\ell_B k + n_s U_{eff}/\partial p.
$$

We also calculate the osmotic pressure $\Pi = p(n_w, n_s) - p_w^0(n_w^0)$. From $d\Pi = n_s d\mu_s$ and Eq.(44), we find

$$
d\Pi/dn_s = n_s \sum_K f_{KM} (dn_K/dn_s) = k_B T/\chi, 
$$

which holds for general $n_s$. We integrate Eq.(51) using Eq.(32) to obtain

$$
\Pi/2k_B T n_s = 1 - \ell_B \kappa / 6 + U_{eff} n_s / 2k_B T.
$$

### C. Isobaric equilibrium at fixed $p$

Most salt-doping experiments have been performed at a constant pressure $p$. In this case, the salt number is increased from 0 to $N_s = V n_s$ with

$$
 p(n_w, n_s) = p_w^0(n_w^0),
$$

where $n_w^0$ is the initial solvent density. We can also fix the total solvent number $n_w = V n_w = V_0 n_w^0$, where $V_0$ is the initial volume. Then, Eq.(48) becomes $V = V_0 + v_s^0 n_s$. This isobaric $\nu_s^{ap}$ has been measured, where the product $v_\nu = v_s^{ap} N_A$ is called the apparent molal volume with $N_A$ being the Avogadro number. In Eq.(53) in Appendix B, $\bar{v}_s$ will be expressed in terms of this $\nu_s^{ap}$.

We define the *molar* mean activity coefficient $\gamma_{\pm}$ by expressing the salt chemical potential $\mu_s$ in Eq.(41) as

$$
\mu_s/2k_B T = \nu(n_w^0) + \ln(\lambda^3 \gamma_{\pm} N_s/V_0).
$$

We also introduce the *molar* mean activity coefficient $\gamma_{\pm}$

$$
y_{\pm} = (V/V_0) \gamma_{\pm} = (1 + v_s^0 N_s/V_0) \gamma_{\pm}.
$$

Then, $\gamma_{\pm} N_s/V_0 = n_s y_{\pm}$ in Eq.(54). Setting $\nu(n_w) \equiv \nu(n_w^0) - \nu(n_w^0) v_s^0 n_s$ in Eq.(41), we obtain

$$
\ln \gamma_{\pm} = -\ell_B \kappa / 2 + U_{eff} n_s / k_B T.
$$

At fixed $p$ we use the coefficient $\bar{U}_{eff}$ defined by

$$
\bar{U}_{eff} = U - (\bar{v}_s^0)^2/2k_B = U_{eff} - k_B T (v_s^* + v_s^0),
$$

where $v_s^*$ in Eq.(25) is replaced by $\bar{v}_s^0$ in Eq.(47). It will also appear in the Gibbs free energy in Appendix B. Note that $\bar{U}_{eff}/k_B T$ can be known from the data of $U_{eff} k_B T/n_s$, which is slightly negative for LiF ($\sim -2/n_w^0$), positive for the the other alkali halide salts, and is largely negative for NaPBl4 ($\sim -60/n_w$).

We also have $dp = \sum_{K,M} (n_K f_{KM}) dN_M = 0$ from Eq.(39). Using Eq.(43), we can set up the equation,

$$
dn_w/dn_s = (dn_w/dn_s)_{\mu,T} = -f_{ws}/f_{ww}.
$$

Here, the second term is $(\partial \mu_w/\partial n_s)_{\mu}s_T (\partial \mu_w/\partial n_s)_{p,T}$. From Appendix C, we find the apparent partial volume,

$$
\nu_s^{ap} = \bar{v}_s^0(n_w^0) + (\epsilon'/\epsilon - 1/3n_w^0)\epsilon_{in}\ell_B k + n_s.
$$
The second term is the DH part derived by Redlich \cite{20, 21}. The $h$ is called the deviation constant and has been measured (see Table IV in Sec.IV) \cite{11, 13, 14, 24}. It is expressed as

$$h = \kappa_w U_{\text{eff}} + \partial U_{\text{eff}} / \partial p.$$  

We can also derive Eqs.(59) and (60) by expanding $p(n_w, n_s)$ in Eq.(42) with respect to $\Delta n_s = n_s - n_w$.

The derivative $d\mu_w / dn_s = (d\mu_w / dn_s)_{p,T}$ is given by the second term in Eq.(58) multiplied by $f_{\text{uw}}$. Its integration gives $\mu_w$, leading to $\mu_w = \mu_w^0 - k_B T n_s / n_w^0 + \cdots$ for small $n_s$, where $\mu_w^0 = f_w(n_s^0)$ is the initial chemical potential of pure solvent. Thus, we define

$$\varphi = \left[ \mu_w^0(n_w^0) - \mu_w(n_w, n_s) \right] / (2 k_B T n_s / n_w).$$  

After some calculations we obtain the expansion,

$$\varphi = 1 - \ell_B \kappa / 6 + \tilde{U}_{\text{eff}} n_s / 2 k_B T.$$  

This $\varphi$ is called the osmotic coefficient as well as $\Pi / 2 k_B T n_s$ in Eq.(52) \cite{11}, but the linear term ($\propto n_s$) in Eq.(52) is larger than that in Eq.(62) by $(\tilde{\varphi}_n^0 - k_B T \kappa_{w/T} n_s)$. From $n_s d\mu_w / dn_s = -n_w d\mu_w / dn_s$, we also find\cite{105}

$$1 + n_s (\partial \ln y_{\pm} / \partial n_s)_{p,T} = 1 / (1 + 2 n_s (G_{\text{gs}} - G_{\text{ws}})).$$  

with the aid of Eqs.(54) and (55). Here, $G_{\text{as}}$ and $G_{\text{ws}}$ are the KBIs in Eqs.(36) and (37), which satisfy $1 + 2 n_s (G_{\text{gs}} - G_{\text{ws}}) = 2 (1 + n_s f_{\text{ws}} / n_w f_{\text{uw}})$ from Eq.(44). This relation has been used in simulations to calculate $y_{\pm}$\cite{38, 43, 44, 46}.

We make some comments. (i) In Appendix B, we will derive Eqs.(59), (60), and (62) from the Gibbs free energy. (ii) Bernard et al.\cite{10} related $\varphi$ and $\Pi$ by $\varphi = (1 - \tilde{\varphi}_n^0 n_s)\Pi / 2 k_B T n_s$, where $\tilde{\varphi}_n^0$ should be replaced by $\tilde{\varphi}_n^0 - k_B T \kappa_{w/T}$ in our theory. (iii) The behavior $\propto \sqrt{m}$ of the first corrections in $\ln \gamma_{\pm}$ and $\varphi$ is the DH limiting law, which was known empirically before the DH theory\cite{13, 14}.

D. Expressions in extended Debye-Hückel theory

With increasing $n_s$, the lowest DH terms in Eqs.(56), (59), and (62) increase as $\sqrt{m}$, while the Debye length $\kappa^{-1}$ decreases toward the minimum length $(a_2$ or $a_3)$. However, $f_{\text{DH}}$ in Eq.(5) is suppressed with increasing $a_i \kappa$. Due to this reason, many authors used extended DH expressions to explain experimental data\cite{12, 15, 16, 18}.

We thus rewrite $\gamma_{\pm}$ in Eq.(56) and $\varphi$ in Eq.(62) as\cite{15, 16}

$$\ln \gamma_{\pm} = -\frac{1}{4} \ell_B \kappa \sum_{i=2,3} 1 / 1 + a_i \kappa + b n_s,$$

$$\varphi = 1 - \frac{1}{12} \ell_B \kappa \sum_{i=2,3} \sigma(a_i \kappa) + \frac{1}{2} b' n_s,$$

where $\sigma(x) = 3[x + x / (1 + x) - 2 \ln(1 + x)] / x^3$ and $\sigma(x) = 1 - 3x / 2 + \cdots$ for $x \ll 1$. For small $a_i \kappa$, we compare Eqs.(64) and (65) and Eqs.(56) and (62) to find

$$b = b' \approx \tilde{V}_{\text{eff}} / k_B T.$$  

E. Experimental trends and Collins' rule

Table I gives $\gamma_{\pm}$ and $\varphi$ for alkali halide salts at molality 0.5 in ambient water\cite{111}. We notice the following. (i) For $F^-$, $\gamma_{\pm}$ and $\varphi$ increase with increasing the cation size. For the other anions, they are smaller for larger cations. (ii) For small cations $\text{Li}^+$ and $\text{Na}^+$, $\gamma_{\pm}$ and $\varphi$ increase as the anion size increases. For large cations $\text{Rb}^+$ and $\text{Cs}^+$, the tendency is reversed. (iii) For $K^+$, they are close for all the anions. Thus, $\text{K}^+$ ions have a marginal size.

Table II gives $b$ in Eq.(64) and $\tilde{V}_{\text{eff}} / k_B T$ from Eqs.(56) and (67) in units of $d_1^2 = 0.9 n_w^{-1}$, where $a_2 = a_3 = 3 A$. We use data of $\gamma_{\pm}$ at molality 0.02 for LiF\cite{22} and 0.1 for the others\cite{111}. The molality 0.1 is not very small with $a_1 \kappa = 0.31$, so the numbers of $b$ are larger than those of $\tilde{V}_{\text{eff}} / k_B T$ by 10. Here, $n_w U_{\text{eff}} / k_B T$ is about $-5$ for LiF and is between 50 and 110 for the others. These ion-size-dependences are the same as those in Table I. In Fig.2,
to illustrate this common trend, we plot $b$ in Table II vs radius ratios ($\alpha_2$ for cations in (a) and $\alpha_3$ for anions in (b)), where $b$ appears in the activity coefficient in Eq.(64). Here, Collins’ rule holds.

Collins noticed the same pattern in the solubility of alkali halide salts in water as those in Tables I and II. That is, salts of large-small pairs are highly soluble, whereas salts of large-large or small-small pairs are much less soluble. In fact, the solubility is 0.05, 1, and 20 mol/L for LiF, NaF, and LiCl, respectively. He argued that large-small pairs remain apart but cation-anion pairs with comparable sizes tend to be closely connected. Note that the salt solubility is correlated with $U_{\text{eff}}^{\alpha_2}$.

For NaBPh$_3$, the numbers from the two methods in Table II are $-120.7$ (−130.5) at molarity 0.09, leading to $U_{\text{eff}} \sim U_{\text{eff}} = -60k_BT/n_w$. For this salt, the two terms in Eq.(25) are both about 1800 $k_BT/n_w$ from $v_i^3 \approx 15/n_w^{\alpha_2}$ and their difference $U_{\text{eff}}$ is much smaller (~3%).

If the cations and/or the anions are large, $U_{\text{eff}}$ is largely negative from Eq.(25). In such cases, a thermodynamic instability occurs$^{22}$ if $n_w$ exceeds a spinodal density $n_w^{\alpha_2}$ determined by $\chi^{-1} = 0$. For $n_w/U_{\text{eff}}/k_BT \gg 20$ in ambient water, the DH term is negligible in Eq.(32), so

$$n_w^{\alpha_2} \sim k_BT/|U_{\text{eff}}|.$$  

For NaBPh$_4$, $n_w^{\alpha_2}$ is on the order of its solubility (= 1.4 mol/L = 0.025$n_w$). In this instability, the ions aggregate as solvophobic spinodal decomposition$^{20,69,114}$. However, ion association can trigger precipitate formation in metastable solutions, which is the case for alkali halide salts in water$^{115,116}$. For LiF, its solubility (= 0.14 mol/L = 0.002$n_w$) is exceptionally small (≪ $n_w^{\alpha_2}$). On the other hand, in aqueous mixture solvents, phase separation can be induced even at slight doping of a strongly hydrophilic salt$^{118,119}$.

\[FIG. 2. \text{(Color online) Coefficient} b \text{ in Table II vs radius ratios } (\alpha_2 \text{ for cations in (a) and } \alpha_3 \text{ for anions in (b))}, \text{where } b \text{ appears in the activity coefficient in Eq.(64). Here, Collins’ rule holds.} \]

\[k_BTv_i^B \text{. In the simple continuum theory}^{120,124}, \text{it is the integral of the electrostatic energy density } \epsilon E(r)^2/8\pi \text{ in the region } r > R_i, \text{ where } E(r) = \pm \epsilon/\varepsilon r^2 \text{ is the electric field at distance } r \text{ from the ion and } R_i \text{ is called the Born radius. Using the bulk dielectric constant } \epsilon, \text{ we find} \]

$$k_BTv_i^B(n_w) = (\epsilon^2/2R_i)(1/\epsilon - 1) \quad (i = 2, 3),$$  

where the contribution without polarization is subtracted. We assume that $R_i$ is independent of $n_w$, while $\epsilon$ depends on it as in Eq.(17). From Eq.(19) the electrostriction part of $v_i^B$ is given by

$$v_i^B = \epsilon_{in}dv_i^B/dn_w = -\epsilon_{in}\epsilon_B\epsilon'/(2eR_i),$$  

which is rewritten as $(\epsilon^2/2R_i)\partial \epsilon^{-1}/\partial p$, as was first derived by Drude and Nernst$^{125}$. We also assume homogeneity of the local solvent chemical potential around each ion$^{54,124}$. We then find the solvent density increase,

$$\delta n_w(r) = n_w^2 n_w\epsilon E(r)^2/8\pi = -n_w v_i^B R_i/(4\pi r^4),$$  

whose integration $(r > R_i)$ is $-n_w v_i^B$ as it should be the case. In ambient water, we have $n_w v_i^B \approx -0.24/R_i$, and $\delta n_w(r)/n_w \approx 0.51/r^4$ with $R_i$ and $r$ in units of Å. where $\delta n_w(r)$ grows unrealistically around small ions.

The Born expressions are very approximate. In water, dielectric saturation occurs and $\epsilon$ nonlinearly decreases in the immediate vicinity of ions$^{54,126}$. In fact, Eq.(70) cannot be well fitted to the electrostriction data$^{126}$ if $R_i$ is equated with the radius calculated from the crystal lattice constant$^{122}$. For example, Mazinni and Craig$^{24}$ estimated the electrostriction part of $v_i^B$ in Eq.(47) as $-13.0 \text{ cm}^3/\text{mol} = -0.72/n_w$ for NaCl. This size is twice as large as that from Eq.(70) if we set $R_2 \sim 1$ Å for Na$^+$ and $R_3 \sim 2$ Å for Cl$^-$. Thus, if we use the Born theory with the bulk $\epsilon$ to explain the electrostriction data, we should treat $R_i$ as a short, effective radius (see Eq.(86)).

In addition, the static dielectric constant $\epsilon$ depends on $n_w$ as $\epsilon(n_w, n_s)/\epsilon(n_w, 0) \approx 1 - g_1 n_s$, where $g_1 n_s \approx 10$ for alkali halides$^{69,123,124}$. This indicates that $1/\epsilon$ in Eq.(69) should be changed to $(1 + g_1 n_s)/\epsilon(n_w, 0)$, which yields an additional positive contribution to $U_{\text{eff}}^{\alpha_2}$. In this paper, we neglect such an indirect repulsive interaction.

IV. MODEL CALCULATIONS

To make numerical analysis, we combine the MCSL model$^{124}$, the attractive part of the Lennard-Jones (LJ) potentials$^{127}$, and the Born chemical potentials$^{120}$. Introducing the hardsphere diameters $d_1$, $d_2$, and $d_3$ for the solvent, the cations, and the anions, respectively, we vary the diameter ratios,

$$\alpha_i = d_i/d_1.$$  

The steric interaction sensitively depends on whether $\alpha_2$ and $\alpha_3$ are larger or smaller than 1. In the following, large and small ions are roughly those with $\alpha_i \gtrsim 1.2$ and $\alpha_i \lesssim 0.8$, respectively.
A. Local free energy density $f$

The free energy density $f$ in Eq.(3) is given by

$$f = k_B T \sum_{i=1,2,3} n_i [\ln(n_i \lambda_i^3) - 1] + f_{DH} + f_h + f_a + f_B. \quad (73)$$

where the first term is the ideal-gas part and $f_{DH}$ is the DH free energy density in Eq.(5). The third term $f_h$ is the MCSL steric part written up to second order in $n_2$ and $n_3$ as

$$f_h = f_h^0(n_1) + k_B T \sum_{i=2,3} \nu_i^h n_i + \frac{1}{2} \sum_{i,j=2,3} U_{ij}^h n_i n_j, \quad (74)$$

where $f_h^0$ is given by the Carnahan-Starling form,44,

$$f_h^0 = k_B T n_1(4 - 3 \eta_1)n_1/(1 - \eta_1)^2, \quad (75)$$

with $\eta_1 = v_1 n_1$ with $v_1 = \pi d_i^3/6$ being the hardcore volume of a solvent particle. See Appendix E for expressions of $\nu_i^h$ and $U_{ij}^h$. The fourth term $f_a$ represents the attractive interaction assuming the van der Waals form,

$$f_a = -\frac{1}{2} \sum_{i,j=1,2,3} w_{ij} n_i n_j. \quad (76)$$

The coefficients $w_{ij}$ $(i, j = 1, 2, 3)$ are constants given by

$$w_{ij} = (4\sqrt{2\pi}/9) \epsilon_{ij}(d_i + d_j)^3, \quad (77)$$

where $\epsilon_{ij}$ are interaction energies in the LJ potentials.27

From Eq.(69) the hydration part $f_h$ is written as

$$f_h = k_B T \sum_{i=2,3} \nu_i^h(n_1)n_i. \quad (78)$$

The free energy density of pure solvent is given by128

$$f_w(n_1) = k_B T n_1[\ln(n_1 \lambda_1^3) - 1] + f_h^0(n_1) - \frac{1}{2} w_{11} n_1^2. \quad (79)$$

The incompressibility parameter $\epsilon_{in}$ in Eq.(10) becomes

$$\epsilon_{in} = [1/\epsilon_{in}^h - n_1 w_{11}/k_B T]^{-1}. \quad (80)$$

where $\epsilon_{in}^h$ is the hardcore part. Its inverse is written as44

$$1/\epsilon_{in}^h = 1 + 2 \eta_1 (4 - \eta_1)/(1 - \eta_1)^4, \quad (81)$$

where the second term grows for $\eta_1 \gtrsim 0.5$. For water, the hydrogen bonding yields a high critical temperature (647.1K), so we need a relatively large $w_{11}$ to make the phase diagram from $f_w$ mimic that of water.67 Thus, we introduce the attraction parameter of the solvent,

$$w_a = \epsilon_{in}/\epsilon_{in}^h - 1 = \epsilon_{in} n_1 w_{11}/k_B T, \quad (82)$$

which is of order 1 for ambient water as its speciality.

We set $d_1$ and $\epsilon_{11}$ in $f_w$ in Eq.(79) equal to

$$d_1 = 3 \AA, \quad \epsilon_{11}/k_B = 412.72 \text{K}. \quad (83)$$

For ambient water $(T = 300 \text{K and } \rho = 1 \text{ atm})$, these give the experimental compressibility $\kappa_w = 4.5 \times 10^{-4} \text{ MPa}^{-1}$. We also obtain $n_1 = 0.857/d_1^3 = 31.7 \text{nm}^{-3}$, which is slightly smaller than the experimental one = 33.3 nm$^{-3}$. Then, $1/\epsilon_{in}^h = 35.5$ and $n_1 w_{11}/k_B T = 18.6$. Thus,

$$\eta_1 = v_1 n_1 = 0.448, \quad \epsilon_{in} = 0.059, \quad w_a = 1.10. \quad (84)$$

Previously,65-67 we assumed $\epsilon_{11}/k_B = 588.76 \text{K}$ to obtain the saturated vapor pressure of water $(= 0.031 \text{ atm})$ at $T = 300 \text{ K}$. As regards the dielectric constant, we set $\epsilon = 80$ and $n_1 \epsilon/\epsilon_1 = 1$ in accord with Eq.(17).

The other LJ energies in Eq.(77) are given by

$$\epsilon_{11}/k_B = 287.3, \text{K, } \epsilon_{ij}/k_B = 200, \text{K } (i, j = 2, 3), \quad (85)$$

which are smaller than $\epsilon_{11}/k_B$ and satisfy the Lorentz-Berthelot relation $\epsilon_{ij}/\epsilon_{11} = \sqrt{\epsilon_{ij}/\epsilon_{11}}$. For simplicity, we set $\epsilon_{12} = \epsilon_{13}$ not differentiating the properties of cations and anions in water, so we can exchange $\alpha_2$ and $\alpha_3$ in our results. In molecular dynamics simulation of aqueous electrolyte,142-145 the pair potentials among ions and water molecules depend on the ion species.

As discussed in Sec.IIIIF, to be consistent with the electrostriction data, the Born radii $R_i$ should be smaller than the hardsphere radii $d_i/2$. In this paper, we set

$$R_i = 0.2d_i \quad (i = 2, 3). \quad (86)$$

Then, we have $v_i^* < 0$ for $\alpha_i < 0.72$ (see Fig.3(a)). If $R_i = 0.4d_i$, we have $v_i^* < 0$ for $\alpha_i < 0.58$.

B. Ion volume and interaction coefficients

The solvation coefficient $\nu_i(n_1)$ in Eq.(3) consists of three parts as $\nu_i(n_1) = \nu_i^h - w_i/n_1/k_B T + \nu_i^B$. Then, from Eq.(19), the ion volume is written as

$$v_i^* = v_i^h + v_i^LJ + v_i^B. \quad (87)$$

The MCSL part $v_i^h = \epsilon_{in} d_i \nu_i^h/dn_1$ tends to $v_1 \alpha_i^3$ for large $\alpha_1$ (see Eq.(E4) in Appendix E for its expression). With Eqs.(83)-(86), the LJ part $v_i^{LJ} = -\epsilon_{in} w_i/k_B T$ and the Born part $v_i^B$ in Eq.(70) behave as

$$v_i^{LJ}/d_i^3 = -0.11(1 + \alpha_i)^3, \quad v_i^B/d_i^3 = -0.44/\alpha_i. \quad (88)$$

In Fig.3(a), we examine the three ion-volume parts. For $\alpha_i \lesssim 0.5$, we have $v_i^* \sim v_i^h < 0$. For $\alpha_i > 1$, both $v_i^h$ and $v_i^{LJ}$ grow as $\alpha_i^3$, where $v_i^B$ is negligible. In (b), we plot the ratios $v_i^*/d_i^3$ and $(v_i^h + v_i^{LJ})/d_i^3$ for $\epsilon_{11}/k_B = 200$, 287.5, and 350K, which decrease with increasing $\epsilon_{11}$. For $\alpha_i \gtrsim 1.2$, we can neglect $v_i^B$ and find

$$v_i^* \cong v_1(1 + w_a) \alpha_i^3. \quad (89)$$
$\alpha_{\text{former}}$ depends on $d/d_1$ are smaller than the other contributions with significant consist of the MCSL and LJ parts as $V$ line) for $\epsilon_{11}/k_B = 200, 287.5,$ and 350K. In the other figures, $\epsilon_{11}/k_B = 287.5K.$

See Eq.(E4) and the sentences below it. To understand the overall behavior of $v_i^*$, we give a simple interpolation formula,

$$v_i^*/d_1^3 \cong D_L \alpha_i^3 - D_B/\alpha_i,$$  \hspace{1cm} (90)

Here, $D_L = \pi(1 + w_a)/6 = 1.1$ from Eq.(89) and $D_B = 3\epsilon_0 U_{ij}/(0.4d_i^3)$ = 0.44 from Eqs.(70) and (86). If $v_i^* = 0$, Eq.(90) yields $\alpha_i = 0.80$, while our full equations give $\alpha_i = 0.72$ in Fig.3(a). Previously, some authors\textsuperscript{11,12,91–93} wrote the ion volume (= $v_i^* + k_B T \eta_{\text{w}}$) in the form $A_i(2r)^3 - B_i/r$, where $r$ is a certain radius with $A_i$ and $B_i$ being constants. They set $A_i \cong 1.0$ in agreement with our $D_L = 1.1$ (if their $r$ is assumed to be close to the crystal radius).

We next show the salient features of the interaction coefficients. From Eq.(5) $U_{ij}$ in Eq.(3) and $U_{ij}^{\text{eff}}$ in Eq.(24) include $u_{ij}^{\text{ex}}$ in Eq.(6). We calculate the excess parts,

$$V_{ij} = U_{ij} - u_{ij}^{\text{ex}}, \quad V_{ij}^{\text{eff}} = U_{ij}^{\text{eff}} - u_{ij}^{\text{ex}},$$

$$V_{\text{eff}} = U_{\text{eff}} - \frac{1}{2} \sum_{i,j} u_{ij}^{\text{ex}}.$$  \hspace{1cm} (91)

We have introduced $V_{\text{eff}}$ in Eq.(67). From Eq.(73) $V_{ij}$ consist of the MCSL and LJ parts as $V_{ij} = U_{ij} - w_{ij}$.

We consider the purely steric hardsphere parts of $U_{ij}$:

$$U_{\text{hij}}^{\text{eff}} = U_{ij}^{h} - k_BT n_1 \epsilon_i^{h}(d\nu_i/dn_1)(d\nu_i/dn_1),$$  \hspace{1cm} (92)

which will be explicitly calculated in Appendix E. In Fig. 3 we display $U_{ij}^{h}/d_1^3 k_BT$ and $U_{\text{hij}}^{\text{eff}}/d_1^3 k_BT$. The former depends on $\alpha_2$ only, being nearly zero for $\alpha_2 < 1$ and about 15 for $\alpha_2 \sim 2$. The latter is nearly zero for $\alpha_2 < 1$ and $\alpha_3 < 1$ and are about 10 for $\alpha_2 \sim 3 \sim 1.8$. The two terms in Eq.(92) are both of order $1200d_1^3 k_BT$ for $\alpha_2 \sim 3 \sim 1.8$, so they largely cancel. Thus, $U_{\text{hij}}^{\text{eff}}$ are smaller than the other contributions with significant attractive and hydration interactions.

Neglecting $U_{\text{hij}}$, we find some simple limiting behaviors. If $\alpha_2$ and $\alpha_3$ are both large, we obtain

$$V_{ij}^{\text{eff}}/k_BT v_1 \cong -\alpha_3^3 \alpha_3^3 (w_a + w_a)/\epsilon_{\text{in}},$$  \hspace{1cm} (93)

which are largely negative since $\epsilon_{\text{in}} \ll 1$. Thus, salts with large-large ion pairs are hardly soluble in water. This is related to the hydrophobic assembly in water, which has been discussed for uncharged large particles.\textsuperscript{95} Furthermore, if $\alpha_2$ is small and $\alpha_3$ is large, we obtain

$$V_{23}^{\text{eff}}/k_BT v_1 \cong -\alpha_2^* \alpha_2^* (1 + w_a)n_1/\epsilon_{\text{in}},$$  \hspace{1cm} (94)

which is largely positive for $\alpha_2^* < 0$. Such asymmetric salts are considerably soluble in water.\textsuperscript{96}

The cancellation of the two hardsphere parts in Eqs.(24) and (92) is a general feature. It is already indicated by the $\gamma_{\pm}$-data of NaBPh$_4$ (see Sec.IIIE). For a neutral solute, Cerdeiri\~na and Widom\textsuperscript{71} calculated the two terms in Eq.(1) with a smaller difference (see their Fig.3).
TABLE III. Example of interaction coefficients $V_{ij}$, $V_{ij}^{\text{eff}}$, and $V_{eff}$ in units of $k_B T d_1^3$ for small-large ion pair.

| $\alpha_2$ | $\alpha_3$ | $V_{22}$ | $V_{22}^{\text{eff}}$ | $V_{23}$ | $V_{23}^{\text{eff}}$ | $V_{33}$ | $V_{33}^{\text{eff}}$ | $V_{eff}$ |
|------------|------------|---------|----------------|---------|----------------|---------|----------------|---------|
| 0.7        | 2          | 4.86    | 4.76           | 78.2    | 89.6           | 1108    | -291           | -53.8   |

Table III gives $V_{ij}$, $V_{ij}^{\text{eff}}$, and $V_{eff}$ for ($\alpha_2, \alpha_3) = (0.7, 2)$.

We present some numerical results. In Fig.5(a), the diagonal component $V_{ij}^{\text{eff}}$ in Eq.(91) is plotted vs $\alpha_i$, which is independent of $\alpha_j$ ($j \neq i$). It is positive in the range $0.6 < \alpha_i < 1.3$ and is negative outside it decreasing as $-\text{const.}\alpha_i^6$ for $\alpha_i > 1.5$. We also plot its approximation to be presented in Eq.(98). In (b), we plot $V_{ij}^{\text{eff}}$, $V_{ii}$, and $(v_i^2)^2/\kappa_w$ vs $\alpha_i$. For $\alpha_i > 1.2$, the latter two are large and close. For $\alpha_i < 0.5$, we have $V_{ij}^{\text{eff}} \equiv -(v_i^2)^2/\kappa_w$.

In Fig.6, we show the off-diagonal components $V_{23}^{\text{eff}}$, $V_{23}$, and $v_2^i v_3^i/\kappa_w$ vs $\alpha_2$ at fixed $\alpha_3$. Here, $v_2^i v_3^i/\kappa_w$ behaves very differently for (a) $\alpha_3 = 0.7$ and (b) $\alpha_3 = 1.5$ changing its sign at $\alpha_2 = 0.72$. In (a), $V_{23}^{\text{eff}}$ and $V_{23}$ are close and monotonically increase with increasing $\alpha_2$, while $V_{23}^{\text{eff}} = 0$ at $\alpha_2 = 0.40$. In (b), $V_{23}^{\text{eff}}$ monotonically decreases with increasing $\alpha_2$ and is negative for $\alpha_2 > 1.30$, where $V_{23}^{\text{eff}}$ and $v_2^i v_3^i/\kappa_w$ largely cancel.

In Fig.7, we display $V_{eff}$ and $V_{23}^{\text{eff}}$ as functions of $\alpha_2$ and $\alpha_3$, whose behaviors change abruptly as $\alpha_2$ or $\alpha_3$ changes across 1. (i) They are largely positive for $\alpha_2 < 1 < \alpha_3$ or $\alpha_3 < 1 < \alpha_2$, but are negative if both $\alpha_2$ and $\alpha_3$ are large or small. The $V_{eff}$ is mostly close to $V_{23}^{\text{eff}}$ in Eq.(67). (ii) They increase (decrease) with increasing $\alpha_2$ for small $\alpha_3 < 1$ (large $\alpha_3$). See the same tendency in Table II and Fig.2 for alkali halide salts. (iii) The lines of $\alpha_3 = 1.1$ in (a) and (b) are nearly horizontal in the displayed $\alpha_3$ range. This explains the marginal behavior of $K^+$. In Appendix F, we will explain mathematically why $V_{eff}$ and $V_{23}^{\text{eff}}$ change their dependence on $\alpha_2$ at $\alpha_3 \sim 1$.

C. Numerical results of $V_{ij}^{\text{eff}}$

We present some numerical results. In Fig.5(a), the diagonal component $V_{ij}^{\text{eff}}$ in Eq.(91) is plotted vs $\alpha_i$, which is independent of $\alpha_j$ ($j \neq i$). It is positive in the range $0.6 < \alpha_i < 1.3$ and is negative outside it decreasing as $-\text{const.}\alpha_i^6$ for $\alpha_i > 1.5$. We also plot its approximation to be presented in Eq.(98). In (b), we plot $V_{ij}^{\text{eff}}$, $V_{ii}$, and $(v_i^2)^2/\kappa_w$ vs $\alpha_i$. For $\alpha_i > 1.2$, the latter two are large and close. For $\alpha_i < 0.5$, we have $V_{ij}^{\text{eff}} \equiv -(v_i^2)^2/\kappa_w$.

In Fig.6, we show the off-diagonal components $V_{23}^{\text{eff}}$, $V_{23}$, and $v_2^i v_3^i/\kappa_w$ vs $\alpha_2$ at fixed $\alpha_3$. Here, $v_2^i v_3^i/\kappa_w$ behaves very differently for (a) $\alpha_3 = 0.7$ and (b) $\alpha_3 = 1.5$ changing its sign at $\alpha_2 = 0.72$. In (a), $V_{23}^{\text{eff}}$ and $V_{23}$ are close and monotonically increase with increasing $\alpha_2$, where $V_{23}^{\text{eff}} = 0$ at $\alpha_2 = 0.40$. In (b), $V_{23}^{\text{eff}}$ monotonically decreases with increasing $\alpha_2$ and is negative for $\alpha_2 > 1.30$, where $V_{23}^{\text{eff}}$ and $v_2^i v_3^i/\kappa_w$ largely cancel.

In Fig.7, we display $V_{eff}$ and $V_{23}^{\text{eff}}$ as functions of $\alpha_2$ and $\alpha_3$, whose behaviors change abruptly as $\alpha_2$ or $\alpha_3$ changes across 1. (i) They are largely positive for $\alpha_2 < 1 < \alpha_3$ or $\alpha_3 < 1 < \alpha_2$, but are negative if both $\alpha_2$ and $\alpha_3$ are large or small. The $V_{eff}$ is mostly close to $V_{23}^{\text{eff}}$ in Eq.(67). (ii) They increase (decrease) with increasing $\alpha_2$ for small $\alpha_3 < 1$ (large $\alpha_3$). See the same tendency in Table II and Fig.2 for alkali halide salts. (iii) The lines of $\alpha_3 = 1.1$ in (a) and (b) are nearly horizontal in the displayed $\alpha_3$ range. This explains the marginal behavior of $K^+$. In Appendix F, we will explain mathematically why $V_{eff}$ and $V_{23}^{\text{eff}}$ change their dependence on $\alpha_2$ at $\alpha_3 \sim 1$.

D. Role of hydration for small-large pairs

As in Eq.(94), the interplay of the steric and hydration effects leads to the unique behavior of small-large ion pairs. In $V_{eff}$ in Eq.(91), it give rise to

$$V_{eff}^B = |v_B| (2v_s^* + |v_B|)/2\kappa_w$$ (95)
where \( v_B = u_B^B + u_B^B < 0 \). We then define the non-Born coefficients without hydration as

\[
V_{\text{eff}}^{\text{hLJ}} = V_{\text{eff}} - V_{\text{eff}}^{B}.
\]  

In Fig. 8, we examine \( V_{\text{eff}}^{B} \) and \( V_{\text{eff}}^{\text{hLJ}} \). In (a) and (b), \( V_{\text{eff}}^{\text{hLJ}} \) is largely negative for \( \gamma = \alpha_2^2 + \alpha_3^2 > 1 \) and is small for \( \gamma < 1 \). It is simply approximated by \( V_{\text{eff}}^{\text{hLJ}}/d_3^3 k_B T \approx -A \gamma^2/2 \) with \( A = 5.0 \). On the other hand, in (c) and (d), \( V_{\text{eff}}^{B} \) is largely positive for small-large pairs and is negative for small-small pairs.

We can devise a simple approximation for \( V_{\text{eff}} \) in terms of \( \gamma = \alpha_2^2 + \alpha_3^2 \) and \( \zeta = 1/\alpha_2 + 1/\alpha_3 \) as

\[
V_{\text{eff}}/d_3^3 k_B T \approx B \gamma \zeta - C \zeta^2/2 - A \gamma^2/2,
\]  

where we use Eq. (90). Here, \( B = D_B D_L d_1^3 n_1/\epsilon_{\text{in}} = 7.0 \), \( C = B D_B / D_L = 2.8 \), and \( A = 5 \). In the same manner, we express the components \( V_{ij}^{B} \) and \( V_{\text{eff}} \) as

\[
V_{ij}/d_3^3 k_B T \approx 2 B \alpha_i^2 - C / \alpha_i^2 - A \alpha_i^6,
\]

\[
V_{ij}/d_3^3 k_B T \approx [B (\alpha_2^4 + \alpha_3^4) - C] / \alpha_2 \alpha_3 - A \alpha_2^3 \alpha_3^3.
\]

These simple expressions can well describe the overall behaviors of \( V_{ij}^{\text{eff}} \) in Figs. 5-7.

E. Numerical results of \( \chi^{-1}, w_p, G_w, \ln \gamma_{\pm}, \) and \( \varphi \)

In Fig. 9, setting (a) \( \alpha_2 = 0.7 \) and (b) \( 1.5 \), we plot \( \chi^{-1} \) vs. \( n_s d_1^3 \) for various \( \alpha_3 \). We use its extended DH form (D1) with \( \alpha_2 = \alpha_3 = 3 \). where \( n_s \chi \) represents the ionic fluctuation variances in Eq. (28). The coefficient of its linear term \( 2V_{\text{eff}}/k_B T \) is negative for small-small ion pairs in (a) and large-large ion pairs in (b). For \( (\alpha_2, \alpha_3) = (1.7, 1.5) \) in (b), \( \chi^{-1} \) even decreases to 0, resulting in the instability discussed around Eq. (68). In (c), we also plot the ion-ion KB integral \( G_w \) in Eq. (36) vs. \( n_s d_1^3 \). For \( (\alpha_2, \alpha_3) = (0.6, 0.7), (0.9, 0.7), (0.9, 1.5), \) and \( (0.6, 1.5) \). Here, the upper bound of the salt density \( n_s \) is \( 0.01/d_1^3 \) \( \sim \) 0.5 mol/L.
F. Deviation constant $h$

Finally, we examine the deviation constant $h$ in the apparent partial volume $v_i^{ap}$ in Eq.(59). Experimentally, the ion-size-dependence of $h$ is opposite to that of $\ln \gamma_\pm$ and $\varphi$, as shown in Table IV. (i) We first consider alkali halides. For $F^-$, $h$ decreases as the cation size increases. For the other anions, it exhibits the reverse dependence on the cation size. On the other hand, for cations of not large size (Li$^+$, Na$^+$, and K$^+$), $h$ decreases as the anion size increases. For large Rb$^+$ and Cs$^+$, $h$ behaves non-monotonically. (ii) Second, for tetraalkylammonium Et$_4$N$^+$ halides, $h$ is negative and increases with increasing the anion size.

In our scheme, the unique behavior of $h$ arises if $\partial V_{\text{eff}}/\partial p$ exceeds $\kappa_w V_{\text{eff}}$ in Eq.(60). In particular, $v_i^B$ depends on $n_1$, so we consider the ratio $A_B = n_1(\partial v_i^B/\partial n_i)/v_i^B$. From Eq.(70) it is expressed as

$$A_B = (\partial^2 \epsilon/\partial p^2)/(\epsilon \kappa_w^2 a_e) - 2a_e,$$

where $a_e = n_1 \epsilon'/\epsilon = 1.1$ in Eq.(17) and $R_i$ is assumed to be independent of $n_i$. Here, data of $\epsilon$ in ambient water$^{89,90}$ give $(\partial^2 \epsilon/\partial p^2) T \sim -6 \times 10^{-7}/\text{MPa}^2$. Thus, we estimate $A_B \sim -5$.

In Fig.11, we plot $h$ and $\partial U_{\text{eff}}/\partial p$ vs $\alpha_2$ for various $\alpha_3$ setting $A_B = -7.5$, where $\partial U_{\text{eff}}/\partial p$ determines the overall behavior of $h$. The resultant $h$ behaves in the same manner as in the the experiment$^{23}$. Here, the two terms in Eq.(60) compete delicately depending on the parameter values. Indeed, if we set $A_B = -5.0$ with the other parameters unchanged, the curves of $\alpha_3 = 0.7, 0.9$, and 1.1 increase with increasing $\alpha_2$ for $\alpha_2 \gtrsim 0.8$. We also set $n_1 \partial \ln \kappa_w/\partial n_1 = -8.3$, from Eqs.(80) and (81), though it is $-5.4$ in real water$^{29}$. Thus, to calculate $h$, we need to make very crude approximations$^{21}$.

TABLE IV. Data of $h$ for alkali halides$^{23}$ and Et$_4$N$^+$ halides$^{22}$ in units of cm$^3$/mol$^2$ and in units of $d_i^a$ in the parentheses () . Here, 1 cm$^3$/mol$^2$ corresponds to 3.82d$^a_i$ with $d_1 = 3$. Ion volume of Et$_4$N$^+$ is $v_2^B \sim 9d_1^a \sim 8n_w^a$.

|      | F$^-$ | Cl$^-$ | Br$^-$ | I$^-$ |
|------|-------|-------|-------|-------|
| Li$^+$ | 1.1 (4.2) | -0.36 (-1.4) | -0.60 (-2.3) |       |
| Na$^+$ | 0.64 (2.4) | -0.03 (-0.11) | -0.26 (-0.99) | -0.38 (-1.5) |
| $K^+$    | 0.52 (2.0) | 0.10 (0.38) | -0.16 (-0.61) | -0.39 (-1.5) |
| Rb$^+$  | 0.55 (2.1) | 0.17 (0.65) | -0.26 (-0.99) | -0.05 (-0.19) |
| Cs$^+$  | 0.25 (0.95) | 0.12 (0.46) | 0.09 (0.34) | 0.11 (0.42) |
| Et$_4$N$^+$ | -21.0 (-80) | -19.4 (-74) | -6.0 (23) |       |

V. SUMMARY AND REMARKS

In summary, we have presented a theory of electrolytes accounting for the deviation of the solvent density $\delta n_1$ induced by those of the ions. It has been neglected in the previous primitive theories. In Sec.III, we have then derived the ion volume $v_i^a$ in Eq.(19) and the effective ion-ion interaction coefficients $U_{ij}^{\text{eff}}$ in Eq.(24) $(i,j = 2,3)$. In the latter, the second bilinear term $-v_i^av_j^a/\kappa_w$ arises from the solvent-mediated interactions and can explain Collins’ rule$^{20}$ in the presence of the electrostriction (which leads to $v_i^a < 0$ for small ions). Namely, it yields cation-anion repulsion for small-large ion pairs with $v_i^av_j^a < 0$ and attraction for symmetric pairs with $v_i^av_j^a > 0$. In the thermodynamic quantities, the mean interaction coefficient $U_{\text{eff}} = \sum_{i,j=2,3} U_{ij}^{\text{eff}}/2$ appears.

We have defined a parameter $\chi$ in the ionic fluctuation variances for $n_2$ and $n_3$ in Eq.(28) and expressed the...
Kirkwood-Buff integrals for $n_1$ and $n_2 + n_3$ in terms of $\chi$ in Eqs.(36) and (37). We have expanded this $\chi$, the mean activity coefficient $\gamma_{ij}$, the osmotic coefficient $\varphi$, and the apparent partial volume $v_i^{ap}$ in powers of $\sqrt{\kappa}$ for small average salt density $n_s = \langle n_2 \rangle = \langle n_3 \rangle$. In these expressions the first correction are the DH contributions.

We have also confirmed unique behavior of small-large ion pairs as predicted by Collins, where $U_{eff} < 0$ and $U_{eff}^2 > 0$. As an extreme example, NaBPh$_4$ is strongly coupled with the water density with a largely negative $U_{eff}$. For such a salt, we have discussed a spinodal instability for $n_s$ exceeding $n_s^{ap}$ in Eq.(68)\cite{68}.

In Sec.IV, we have performed numerical analysis using the Mansoori-Carnahan-Starling-Leland (MCSL) model\cite{69,70,71}, the Lennard-Jones (LJ) attraction, and the Born model. We have calculated the ion volume $v_i^*$ and the excess coefficients $V_{ij}^{eff} = U_{ij}^{eff} - u_i^{ex}$ in Eq.(91) in Fig.7, where $u_i^{ex}$ are the contribution from the DH free energy in Eq.(6). Some asymptotic expressions have been given for them in Eqs.(90), (93), and (94). Regarding the ion-specific thermodynamic behavior, the mean interaction coefficient $U_{eff} = \sum_{i,j=2,3} U_{ij}^{eff}/2$ is a key quantity (see Eqs.(56)-(62)).

We have found that the two steric parts in $U_{ij}^{eff}$ in Eq.(24) or $V_{ij}^{eff}$ in Eq.(91) mostly cancel, as calculated in Appendix E. Due to this cancellation, the effective interaction coefficients for purely spherical hard-core systems, $U_{hiij}^{eff}$ in Eq.(92), are not large as in Fig.4 and become smaller than the other contributions for ambient water, leading to Eqs.(93) and (94). Note that our hardcore quantities, $\nu_i$ and $U_{ij}^{hi}$ in Eq.(74) and $1/c_i^{hi}$ in Eq.(81), are enlarged by the powers of $(1 - \eta_i)^{-1}$ for large solvent volume fraction $\eta_i$ ($\sim$ 0.5 for ambient water). In contrast, in the primitive models\cite{24,25,26,27,28}, the total packing fraction arises from the ions only and $U(= -k_B T \sum_{i,j} f \frac{d \rho c_i^{0}(r)}{2})$ is positive and not very large (see Eq.(22)), so its expression (without the second term in Eq.(25)) was fitted to data of salts.

We have examined the Born part in $V_{ij}^{eff}$, which yields singular interaction for small-large ion pairs. The remaining part consists of the MCSL and LJ contributions exhibiting rather simple behaviors in Fig.8. We have then presented simple interpolation formulas for $V_{ij}^{eff}$ in Eqs.(97)-(99). We have calculated $\chi^{-1}$, $w_p$, $\ln \gamma_{ij}$, and $\varphi$ as functions of $\alpha_2$, $\alpha_3$, and $n_s$ in Figs.9 and 10. We have also examined the deviation constant $h$ in $c_i^{ap}$ in Fig.11, which behaves differently from the others.

We make some remarks. (i) Our numerical analysis is very approximate. In particular, the parameter choices in Eqs.(83)-(86) remain still arbitrary, where the specific properties of cations and anions are neglected. Nevertheless, our theory provides simple, overall understanding of the puzzling behaviors of electrolytes. The results in Fig.7 should be commonly expected for various solvents (see Appendix F). (ii) We should calculate the structure factors of water and ions at finite wave numbers including the DH interaction and the effective mutual interactions. (iii) It is informative to perform molecular dynamics simulations for various ion pairs, for example, to confirm the behaviors in Fig.7 and Eqs.(97)-(99). (iv) We have mentioned singular behaviors of small-large ion pairs in water\cite{72}, which include antagonistic salts\cite{72} such as NaBPh$_4$. It is of great interest to perform scattering experiments\cite{73} for salts with small or negative $\chi^{-1}$. (v) In mixture solvents such as water-alcohol, the solvent-mediated interaction is much enhanced due to the concentration fluctuations\cite{74}. Thus, we need to study electrolytes of mixture solvents.
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**Appendix A: Bjerrum dipoles**

Here, we examine how the Bjerrum dipoles alter our theory. For nonvanishing dipole density $n_d$, we change the free energy density $f$ in Eq.(2) to\cite{25}

$$\tilde{f} = f + k_B T n_d [\ln(n_d \lambda_s^3) - 1 - n_d + 2\nu], \quad (A1)$$

where $k_B T n_d$ is the free energy decrease due to the association per dipole and $\nu$ is defined by Eq.(8). If we neglect inhomogeneous density deviations, we have $n_2 = n_3 = n_s = n_d$, where $n_s$ is the added salt density (held fixed here). In equilibrium, the dipole chemical potential $\mu_d = \partial \tilde{f} / \partial n_d$ equals $\mu_s$ in Eq.(41); then,

$$n_d = K n_s^2 + \cdots, \quad n_2 = n_3 = n_s - K n_s^2 + \cdots. \quad (A2)$$

where $n_s \ll K^{-1}$ with $K$ being the association constant,

$$K = (\lambda_6^6 / \lambda_3^3) \exp(\nu_d). \quad (A3)$$

If $n_d$ is removed, the free energy density is lowered as

$$\tilde{f}(n_1, n_2, n_3, n_d) = f(n_2, n_s, n_s) - k_B T K n_s^2 + \cdots, \quad (A4)$$

where the logarithmic term $k_B T n_d \ln(n_d \lambda_s^3)$ disappears. Thus, if we accept Bjerrum’s assumption, $U_{23}$ in Eq.(3) is changed to $U_{23} - k_B T K$. Then, $\ln \gamma_{ij}$ decreases by $K n_s$.

**Appendix B: Gibbs free energy of electrolytes**

We calculate the Gibbs free energy $G$. As in Sec.IIID, we fix $p$, $T$, and the total solvent number $N_w = V n_w = \cdots$. 

...
Here, without salt at pressure $p$, the solvent density is $n_w^0$ and the volume is $V_0$.

We integrate $dG/dN_x = \mu_s$ with respect to $N_x$ using Eq.(41), where we set $n_s = N_s/V \cong (N_s/V_0)(1- \nu n_s^0/V_0)$ in $\ln(n_s \lambda^3)$. Up to order $n_s^2$, we obtain

$$G = N_s \mu_s^0 (n_w^0) + 2k_BT N_s \ln(\lambda^3 N_s/V_0) - 1 + \nu (n_w^0)$$

$$+ V_0(-k_BT \kappa^3/12 + \tilde{U}_{\text{eff}} n_s^2),$$

(B1)

where $\mu_s^0 (n_w^0)$ is the chemical potential of pure solvent at the density $n_w^0$ and $\tilde{U}_{\text{eff}}$ is given in Eq.(57).

Since $n_w^0$ is determined by $p$ and $T$, we can treat $G$ in Eq.(B1) as a function of $N_s$, $N_x$, $p$, and $T$. Then, $V = (\partial G/\partial p)_{N_x,N_s,T} = V_0 + v_{\text{sp}} N_s$, (B2)

from which we can calculate the apparent partial volume $v_{\text{sp}}$ to derive Eqs.(59) and (60) up order $n_x^2$. The partial volume $\bar{v}_s$ in Eq.(46) can be related to $v_{\text{sp}}$ as

$$\bar{v}_s = [n_s^0 + n_s (\partial v_s^0/\partial n_s)]/[1 + n_s^2 (\partial v_s^0/\partial n_s)],$$

(B3)

where $\partial v_s^0/\partial n_s$ is the derivative at fixed $p$ and $T$. On the other hand, from $G = N_w \mu_w + N_s \mu_s$, the osmotic coefficient $\varphi$ in Eq.(61) is expressed as

$$\varphi = [N_w \mu_w^0 (n_w^0) + N_s \mu_s - G]/(2k_BT N_s),$$

(B4)

leading to Eq.(62) with the aid of Eqs.(41) and (B1).

**Appendix C: Derivation of Eqs.(50) and (59)**

We rewrite Eqs.(49) and (58) as

$$dn_w/dn_x = b_1(n_w) + b_2(n_w)n_x^{1/2} + b_3(n_w)n_x + \cdots$$

(C1)

where $b_1$, $b_2$, and $b_3$ are functions of $n_w$. Up to order $n_x^2$, Eq.(C1) yields the deviation $\delta n_w = n_w(n_s) - n_w^0$ as

$$\delta n_w = b_1(n_w)n_x + \frac{2}{3} b_2(n_w)n_x^{3/2} + b_3(n_w)n_x^2 + \cdots$$

$$= b_1(n_w^0)n_x + \frac{2}{3} b_2(n_w^0)n_x^{3/2} + b_3(n_w^0)n_x^2 + \cdots,$$

(C2)

where the second line is written in terms of $n_w^0$ as in Eqs.(50) and (59). Thus, $b_i(n_w) \cong b_i(n_w^0) + b'_i \delta n_w$, where $b'_i = db_i/dn_w$. We differentiate the first line of Eq.(C2) with respect to $n_x$ to find

$$c_3 = b_3 - b_1 b'_3,$$

$$\bar{c}_3 = b_3 + b_1 b'_3.$$  

(C3)

The expression for $\bar{c}_3$ leads to Eqs.(50) and (59).

**Appendix D: Extended expressions of $\chi^{-1}$ and $v_{\text{sp}}^v$**

We rewrite $\chi^{-1}$ in Eq.(32) and $v_{\text{sp}}^v$ in Eq.(59) as

$$\chi^{-1} = 2 - \frac{1}{4} \ell_B^2 \sum_{i=2,3} \frac{1}{(1 + a_i \kappa)^2} + \frac{2n_s}{k_BT} V_{\text{eff}},$$

(D1)

$$v_{\text{sp}}^v = v_s^0 (n_w^0) + \epsilon n_b \ell_B H \sum_{i=2,3} \left[ \frac{\ell' / 2}{2 + a_i \kappa} - \frac{\sigma_a a_i \kappa}{6 n_w} \right]$$

$$+ |\kappa \tilde{V}_{\text{eff}} + \partial \tilde{V}_{\text{eff}}/\partial p| n_s.$$  

(D2)

We define $V_{\text{eff}}$ in Eq.(91) and $\tilde{V}_{\text{eff}}$ in Eq.(57). In Eq.(D2), the first term is $v_s^0$ at the initial density $n_w^0$ and $\sigma(x)$ is defined below Eq.(65). These expressions tend to Eqs.(32) and (59) as $\alpha \kappa \to 0$.

**Appendix E: MCSV model of hard sphere fluids**

Here, we summarize the MCSV model of hard sphere fluid mixtures of $m$ components, where $m = 3$ in this paper. Setting $n = \sum \eta_i n_i$, $\eta = \sum \eta_i$, and $u = \eta/(1 - \eta)$, we write $f_b(n_1, n_2, n_3)$ in Eq.(73) as

$$\frac{f_b}{k_BT n} = 4u + u^2 - 3y_1 u + (y_3 - 3)[u + u^2 + \ln(1 - \eta)].$$

(E1)

Setting $\sigma = \sum \pi d_i^2 n_i$, we define $y_1$ and $y_3$ as

$$y_1 = 1 - 6 \sigma \sigma_2/(\pi n),$$

$$y_3 = 6 \sigma_2^2/(\pi \eta^2 n),$$

(E2)

where $y_1 \to 0$ and $y_3 \to 1$ in the one-component limit.

From Eq.(E1) we obtain the MCSV chemical potentials $\partial f_b/\partial n_i$. In the dilute case, $v_i^b$ in Eq.(74) are written as

$$v_i^b = (3 \alpha_i + 6 \alpha_i^2 - \alpha_i^3) u_1 + (3 \alpha_i^2 + 4 \alpha_i^3) u_1^2$$

$$+ 2 \alpha_i^2 u_1^3 + (3 \alpha_i^2 - 2 \alpha_i^3 - 1) \ln(1 - \eta_1),$$

(E3)

where $u_1 = \eta_1/(1 - \eta_1)$. The right hand side steeply grows with increasing $\eta_1$ (see Fig.3 in our previous paper).

The MCSV ion volume $v_i^b = \epsilon n_i \partial v_i^b/\partial n_i$ is given by

$$v_i^b = (w_a + 1 - \epsilon_i u_i^2) \alpha_i^3 u_1 + \epsilon_i w_i \psi_i,$$

(E4)

where $v_i^b = \pi d_i^2 n_i$ and $w_a$ is defined in Eq.(82). Setting $x_1 = 1/(1 - \eta_1)$, we define $\psi_i$ by

$$\psi_i = 6 \alpha_i^2 u_1^3 + 3 \alpha_i u_1^2 + (1 - 3 \alpha_i^2) x_1.$$  

(E5)

For $\alpha_i = 1$, we simply find $v_i^b = n_i^{-1}(1 + w_a - \epsilon_i)$. For considerably large $\alpha_i$ (say, $\alpha_i \sim 1.4$), the second term in Eq.(E4) is of order $v_i$ but it is considerably cancelled by negative $v_i^b$ (see Eq.3). We thus find Eq.(89).

From Eqs.(E1) and (74) we express $U_{\text{fij}}$ as

$$U_{\text{fij}}/v_i k_BT = \alpha_i^3 \alpha_j^2 \Phi_1 + \alpha_i^2 \alpha_j (\alpha_i + 3 \alpha_i \alpha_j u_1)/(1 - \eta_1)$$

$$+ 6 \alpha_i^2 \alpha_j^2 (\alpha_i - 1) \left[ u_1^3 + 2 u_1^2 + \zeta_1 \right] + u_1/(1 - \eta_1^2),$$

(E6)

where $\alpha_i = \alpha_i + \alpha_j$ and $\zeta_1 = -1 - \eta_1^{-1} \ln(1 - \eta_1)$. Using $\psi_i$, we also express $U_{\text{fij}}$ in Eq.(92) as

$$U_{\text{fij}}/v_i k_BT = \alpha_i^3 \alpha_j^2 \Phi_2 + 3 \alpha_i^2 \alpha_j^2 (\alpha_i - 1)(2 \zeta_1 - u_1)$$

$$+ 3 \alpha_i^2 \alpha_j^2 (3 - \eta_1) u_1/(1 - \eta_1) + \alpha_j \Phi_2 + 3 \alpha_i \alpha_j \alpha_j u_1$$

$$+ \epsilon_i n_i \left[ (\psi_i \alpha_3 + \psi_j \alpha_3) u_2 - \psi_i \psi_j \right].$$  

(E7)

As the coefficients of $\alpha_i^3 \alpha_j^2$, we define $\Phi_1$ and $\Phi_2$ as

$$\Phi_1 = \Phi_2 + \eta_1 (1 - u_1^2 \psi_i^2 / \psi_i^2),$$

(E8)

$$\Phi_2 = 2 \eta_1 / (1 - \eta_1) + \eta_1 - 6 \zeta_1 - \epsilon_i n_i u_1^4,$$

(E9)

where $\Phi$ is large ($\gg 1$) but $\Phi_2$ is small ($\ll 1$) for $\eta_1 \sim 0.5$. In fact, $\Phi_2 \cong \eta_1^2/2$ for $\eta_1 \ll 1$ and $\Phi_2 \sim 0.1$ for
η_l ≈ 0.5. Thus, the first term in Eq.(E7) is negligible for not very large α_i,α_j. For small α_i and α_j (≪ 1), we have

\[ U_{hij}^{\text{eff}} / v_1 k_B T \approx -\epsilon_{in} \eta_l (1 - \eta_l)^2 \]

We plot \( U_{hij}^{\text{eff}} \) in Fig.4.

Now, we rewrite \( V_{ij}^{\text{eff}} \) in Eq.(91) as

\[ V_{ij}^{\text{eff}} = U_{hij}^{\text{eff}} - w_{ij} - (v_i^* v_j^* - v_i v_j / \epsilon_{in} / \epsilon_{in}) / \kappa_w, \]

where the MCSSL contribution is subtracted in the third term. Here, the third term dominates over the first with significant attractive and hydration interactions. The above expression leads to Eqs.(93) and (94).

Appendix F: Marginal ion-size-dependence

The critical values of \( x \) and \( C' \) are \( x_c = 0.45 \) and \( C'_c = 0.25 \), respectively. The critical value of \( \alpha_3 \) is given by

\[ \alpha_{3c} = (D_B / D_L C'_c)^{1/4} = 1.09. \quad \text{(F4)} \]

which is close to 1 owing to the small exponent 1/4. However, \( x_c \) is considerably smaller than 1, so the right hand sides of Eqs.(F2) and (F3) are negligible near the inflection point. For small \( \alpha_3 - \alpha_{3c} \) and \( x - x_c \), we find

\[ g(x) \approx (x-x_c)^3 - 16(\alpha_3 - \alpha_{3c})(x-x_c) + 1.7. \quad \text{(F5)} \]

Thus, the slope of \( g(x) \) vs \( x \) changes its sign abruptly for \( \alpha_3 \approx \alpha_{3c} \) as in Fig.7(a), which is analogous to the

TABLE V. Values of \( \epsilon \), \( \ell_B (\AA) \), \( \partial \ln \epsilon / \partial p \) (GPa⁻¹), \( d_i \), \( \beta_1 \), and \( \alpha_{3c} \) for six solvents at \( T = 300 \) K.

| Solvent       | \( \epsilon \) | \( \ell_B \) (Å) | \( \partial \ln \epsilon / \partial p \) (GPa⁻¹) | \( d_i \) | \( \beta_1 \) | \( \alpha_{3c} \) |
|---------------|---------------|-----------------|---------------------------------------------|--------|----------|-------------|
| water         | 80            | 0.47            | 3                                           | 0.91   | 1.09     |              |
| formamide     | 111           | 5               | 0.45                                        | 3.9    | 0.62     | 0.74        |
| methanol      | 33            | 17              | 1.2                                         | 3.9    | 1.09     | 1.31        |
| ethanol       | 25            | 22              | 1.2                                         | 4.4    | 1.03     | 1.24        |
| acetonitrile  | 37            | 15              | 1.1                                         | 4.3    | 0.96     | 1.15        |
| acetone       | 21            | 27              | 1.6                                         | 4.8    | 1.07     | 1.28        |

isothermal pressure-density relation in the van der Waals equation of state.

Second, we consider the normalized cation-anion interaction coefficient \( h(x) = V_{23}^{\text{eff}} / (k_B T d_i^2 B_3) \). From Eq.(99), \( h(x) \) depends on \( x = \alpha_2 / \alpha_3 \) as

\[ h(x) = (1-A')x^3 + (1-C')/x, \quad \text{(F6)} \]

which has no inflection point. However, if \( A' \approx 1 \) or \( \alpha_3 \approx (B/A)^{1/4} \approx 1.1 \), \( h(x) \) is nearly flat, say, in the range [0.6,1.2] as in Fig.12(b). For example, we have \( A' = 1.05 \) and 0.94 for \( \alpha_3 = 1.10 \) and 1.07, respectively. This behavior can be seen in Fig.7(b).

Third, we discuss the marginal size-dependence of \( V_{ij}^{\text{eff}} \) for nonaqueous solvents. From Eq.(F4) and the sentences below Eq.(90), we have \( \alpha_{3c} = \beta_1 \beta_2 \) with

\[ \beta_1 = [4B / \epsilon_{in} c]^{1/4}/d_i, \quad \beta_2 = (d_i/2R_d D_L)^{1/4}, \quad \text{(F7)} \]

where we set \( C'_c = 1/4 \). We also set \( \beta_2 = 1.2 \) as in the case of water, while \( \beta_1 \) depends on the solvent species. For nonaqueous solvents, we assume \( d_i = n_1^{1/3} \) and use published experimental data at \( T \sim 300 \)K and \( p \sim 1 \) atm.\textsuperscript{24,131} We then obtain Table V, where \( \alpha_{3c} \sim 1 \) for all the solvents (again largely due to the exponent 1/4).

\begin{table}[h]
| Solvent       | \( \epsilon \) | \( \ell_B \) (Å) | \( \partial \ln \epsilon / \partial p \) (GPa⁻¹) | \( d_i \) | \( \beta_1 \) | \( \alpha_{3c} \) |
|---------------|---------------|-----------------|---------------------------------------------|--------|----------|-------------|
| water         | 80            | 0.47            | 3                                           | 0.91   | 1.09     |              |
| formamide     | 111           | 5               | 0.45                                        | 3.9    | 0.62     | 0.74        |
| methanol      | 33            | 17              | 1.2                                         | 3.9    | 1.09     | 1.31        |
| ethanol       | 25            | 22              | 1.2                                         | 4.4    | 1.03     | 1.24        |
| acetonitrile  | 37            | 15              | 1.1                                         | 4.3    | 0.96     | 1.15        |
| acetone       | 21            | 27              | 1.6                                         | 4.8    | 1.07     | 1.28        |
\end{table}
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