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Abstract: This paper proposes a genetic algorithm for scheduling of multiple data-parallel tasks on multicores. Unlike traditional task scheduling, this work allows individual tasks to run on multiple cores in a data-parallel fashion. Experimental results show the effectiveness of the proposed algorithm over state-of-the-art algorithms.
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1. Introduction

This paper addresses task scheduling on multicore architectures, with a goal of minimum schedule length under constraints on inter-task dependency and the number of cores. In general, task scheduling is an NP-hard problem, and finding exact solutions is proven to be very complex and consumes a large amount of memory and computing resources [1], [2], [3]. Therefore, many heuristic approaches to task scheduling have been proposed [4], [5], [6], [7]. Recently, genetic algorithms (GAs) have been widely studied as useful methods for obtaining high-quality solutions for task scheduling problems [8], [9], [10], [11], [12]. Unfortunately, previous works on GA-based task scheduling consider task parallelism only. Many studies such as Refs. [13], [14], [15], [16], [17], [18], [19] and [20] have shown that, for a large class of scientific and multimedia applications, exploiting both task and data parallelisms yields better speedups compared to either pure task parallelism or pure data parallelism. In Ref. [13], the authors developed a language, compiler and runtime system for task- and data-parallel systems. The authors of Refs. [14] and [15] studied scheduling of data-parallel tasks where the degree of data parallelism for each task is flexible. In Refs. [16], [17], [18], [19] and [20], on the other hand, the authors studied scheduling of data-parallel tasks where the degree of data parallelism for each task is fixed. The authors of Refs. [16], [17] and [18] proposed heuristic algorithms based on list scheduling, while the work in Ref. [19] proposed an exact branch-and-bound algorithm. In Ref. [20], the authors presented an integer linear programming approach to scheduling of data-parallel tasks which considers communication overheads among dependent tasks.

This paper proposes a genetic algorithm for task scheduling with both task and data parallelisms where the degree of data parallelism is fixed and communication overheads are not taken into account. Specifically, we propose a novel chromosome representation for task scheduling problem and efficient genetic operators (i.e., selection, crossover and mutation) for the chromosome representation.

2. Problem Description

The task scheduling problem addressed in this paper is the same as the one in Refs. [17], [18] and [19]. This paper assumes homogeneous multicore architectures. An application is modeled as a directed acyclic graph, so called a task graph, where a node represents a task and a directed edge represents a flow dependency between two tasks. Figure 1 shows an example of a task graph and its optimal schedule on four cores. Tasks labeled “S” and “E” are dummy tasks, denoting an entry point and an exit point of the application, respectively. Two integer values are associated with each task. The first number denotes the degree of data parallelism of the task. In other words, the number denotes the number of cores which are necessary to run the task. We assume that the degree of data parallelism is decided by programmers, and how to decide it is out of the scope of this paper. The latter number on each node denotes the execution time of the task. For example, task 1 runs on 4 cores, and it takes 10 time units to complete its execution.

Given a task graph, task scheduling decides when and on which cores each task is executed in such a way that the overall schedule length (a.k.a. makespan) is minimized while meeting constraints on inter-task dependency and the number of available cores.

Fig. 1 A task graph with data parallelism (left) and its optimal schedule on four cores (right).
3. The Proposed Genetic Algorithm

3.1 An Overall Procedure

Genetic algorithms are a kind of meta-heuristic algorithms inspired by the processes observed in natural selection [21]. Our genetic algorithm is based on a standard procedure as follows:

1. Initialization: Generate initial population.
2. Calculation of the fitness: Calculate the fitness value for each individual.
3. Selection: Select individuals as parents for the next generation.
4. Crossover: Vary the programming of a chromosome (or chromosomes) from one generation to the next generation.
5. Mutation: Alter genes in chromosomes.
6. Termination: Go back to step (2) until a certain criteria is reached.

3.2 Representation of a Chromosome

A chromosome is a set of strings, and represents a potential solution (also called as an individual) for the problem. Adequate definition of the chromosome is one of the most important issues in genetic algorithms. In our genetic algorithm, a chromosome is defined as an array of $N$ elements where $N$ represents the number of tasks. This array determines the sequence of task execution. Figure 2 shows an example of our chromosome for the task graph in Fig. 1. The chromosome indicates that task 1 (depicted as T1 in the figure) is scheduled first, task 2 is the next, and so on.

A chromosome is called valid if the scheduling solution represented by the chromosome satisfies the precedence dependencies among the tasks. The chromosome in Fig. 2 is valid since T1 is scheduled before T3, and T2 is scheduled before T4 and T5.

3.3 Initialization

Our algorithm begins with generating a set of chromosomes. A chromosome is generated by randomly ordering the tasks from the leftmost gene to the right, still meeting precedence dependencies. In case of the task graph in Fig. 1, the leftmost gene is randomly selected from T1 or T2. If T2 is selected as the first gene, the second gene is randomly selected from T1, T4 or T5.

3.4 Fitness Function and Selection

The fitness function defines the quality of the chromosome. In our genetic algorithm, the fitness function returns the shortest schedule length of the schedule represented by the chromosome. Briefly speaking, our fitness function runs list-based scheduling with the priority represented by the chromosome.

Our genetic algorithm employs a classic selection technique based on roulette wheel. On a virtual roulette wheel, our algorithm assigns each chromosome a segment of a size proportional to its fitness. Hence, chromosomes with higher fitness values are more likely to be selected for the next generation.

3.5 Crossover and Mutation

In genetic algorithms, crossover creates a new chromosome by exchanging part of genes between two chromosomes, and mutation randomly alters genes in a chromosome. Figure 3 illustrates how our crossover and mutation operations are performed in order to generate valid chromosomes.

Our crossover operation first randomly selects two chromosomes A and B from the population, next randomly selects a crossover point in chromosome A, then copies the left part of chromosome A to child chromosome C, and finally copies the remaining genes from chromosome B to chromosome C.

Our mutation operation first randomly selects a chromosome from the population, next randomly selects a gene (i.e., T4 in Fig. 3), and then randomly places the gene between its immediate predecessor(s) and successor(s). The task graph in Fig. 1 shows that the predecessor of T4 is T2, and T4 has no successor. Therefore, T4 is placed randomly but after T2.

3.6 Termination

Our genetic algorithm stops when the number of generations reaches a user-specified number.

4. Experiments

The proposed genetic algorithm was implemented in C++, and was evaluated against three state-of-the-art algorithms. One is an exact branch-and-bound algorithm [19], and the other two are heuristic ones based on list scheduling, i.e., the PCS algorithm [17] and the dual-mode algorithm [18]. Since the branch-and-bound algorithm is computationally expensive, we limited the runtime of the algorithm up to 12 hours, and the best solution found by that time was used for our evaluation. As benchmark programs, 20 task graphs with 50 tasks each were selected from Standard Task Graph (STG) [22] *1. The experiments were conducted on Intel Core i7-4790K with 32 GB memory. In our genetic algorithm, the population size was set to 16,384, and the number of generations was limited to 50.

Figures 4 and 5 show the quality of results (i.e., normalized schedule length) on four cores and eight cores, respectively. The results clearly demonstrate the effectiveness of our genetic algorithm over the heuristic algorithms.

The runtime of the four scheduling algorithms are compared in Table 1. The runtime of the branch-and-bound algorithm significantly depends on the task graph. The PCS and dual-mode algorithms run in the order of milliseconds, while our genetic al-

*1 Since tasks in STG do not assume data parallelism, we randomly assigned the degree of data parallelism to the tasks.
The results in Fig. 4, Fig. 5 and Table 1 clearly show the trade-off between the quality of results and the algorithm runtime. In principle, the branch-and-bound algorithm broadly explores the solution space to find a truly optimal solution. However, due to its exponential complexity of computation, it sometimes takes an unacceptably long time to find the solution. The PCS and dual-mode algorithms are based on list scheduling. Once they find a solution in a greedy manner, they stop without trying to find better solutions. Therefore, they run fast, but the quality of results is not high. The genetic algorithm iteratively explores the solution space by repeating selection, crossover and mutation operations. With our parameter settings in the experiments, the genetic algorithm searched approximately 800,000 valid solutions for each task graph. This is the main reason why the genetic algorithm outperforms the PCS and dual-mode algorithms which search only one solution.

5. Conclusions

In this paper, we proposed a genetic algorithm for the task scheduling problem which takes into account both task parallelism and data parallelism. Our experiments using a set of standard task sets show that the proposed genetic algorithm efficiently finds near-optimal schedules in a short runtime. In future, we plan to extend our scheduling algorithm so that inter-task communication and resource conflicts are taken into account.
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