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In this paper, we propose a target detection algorithm based on adversarial discriminative domain adaptation for infrared and visible image fusion using unsupervised learning methods to reduce the differences between multimodal image information. Firstly, this paper improves the fusion model based on generative adversarial network and uses the fusion algorithm based on the dual discriminator generative adversarial network to generate high-quality IR-visible fused images and then blends the IR and visible images into a ternary dataset and combines the triple angular loss function to do migration learning. Finally, the fused images are used as the input images of faster RCNN object detection algorithm for detection, and a new nonmaximum suppression algorithm is used to improve the faster RCNN target detection algorithm, which further improves the target detection accuracy. Experiments prove that the method can achieve mutual complementation of multimodal feature information and make up for the lack of information in single-modal scenes, and the algorithm achieves good detection results for information from both modalities (infrared and visible light).

1. Introduction

With the rapid development of deep learning, the task of target detection in computer vision tasks has made great progress. However, the task of target detection is very difficult to apply in some real-world scenarios. In the military, security, and other fields, traditional visible light images have very obvious limitations. In recent years, scholars have found that the introduction of multimodal data can significantly improve the accuracy of detection algorithms. Multimodality refers to image pairs formed by applying different imaging principles to the same scene. With the successful application of deep convolutional neural networks in target detection tasks, scholars have produced many excellent results in multimodal research. The author uses a convolutional neural network to fuse two modal information and discusses the impact of different fusion stages on the target detection results [1]. The author believes that only fusing two modal information for target detection is imperfect, and it is necessary to retain the unique information of the two modalities [2]. Therefore, the author adds two modules to the network based on the idea of probability, and one module is used. To output the degree of dependence of the current image on the respective features and fusion features of the two modalities, the second module uses the output of the module 1 as the weight, and the respective output results of the two modalities and the output results of the fusion feature are weighted to obtain the discrimination probability. König et al. use the faster RCNN target detection algorithm, but use the fused feature layer and the two-modal feature layer in the training process. Literature [3] adjusts the fusion weight of each modal under
different lighting conditions by designing a light perception network to simulate day and night illumination, but the detection accuracy is very dependent on the light perception network.

In response to the above problems, this paper starts from the perspective of the adversarial discriminant domain [4], uses an unsupervised learning method to reduce the modal difference between bimodal images, and proposes a modal information fusion detection algorithm based on a generative adversarial network. In the improved generative confrontation network, the generator is designed with local detail features and global semantic features to extract source image details and semantic information, and perceptual loss is added to the discriminator to keep the data distribution of the fused image consistent with the source image and improve fusion image accuracy. The fused features enter the interest pooling network for rough classification, and the generated candidate frame is mapped to the feature map, and finally, the target classification and positioning are completed through the fully connected layer.

2. Algorithm Structure

In traditional infrared and visible light image fusion methods, a hybrid model is usually established to combine the advantages (salience) of multiple parties. Although the image fusion performance is improved, the fusion rules need to be manually designed. Generative adversarial networks (GAN) have inherent advantages in the field of image generation and can fit and approximate the real data distribution without supervision. The use of generators and discriminators for confrontation makes the fusion image retain richer information, and the end-to-end network structure no longer needs to manually design fusion rules.

2.1. Information Fusion Network Framework. The generative confrontation network was proposed by Goodfellow in 2014 [5] and is widely used in the field of deep learning. Generative adversarial network is a two-person zero-sum game idea, which can effectively estimate the distribution of data characteristics and generate new samples. The generative confrontation network includes a generative model (G) and an identification model (D). The generative model has the ability to fit the distribution of image data, and the discrimination model can estimate the probability that the input sample is real data. The purpose of the generator is to generate sample data. The sample data distribution is \( P_r \). The training process of generating a confrontation network is to make the data distribution \( P_r \) of the generated data infinitely close to the real data distribution \( P_r \). The specific formula is as follows.

\[
\min \max_D V_{GAN}(D, G) = E_{x \sim P_r} \left[ \log D(x) \right] + E_{z \sim P_z} \left[ \log (1 - D(G(z))) \right].
\]  \hspace{1cm} (1)

For \( f \), the smallest constant \( K \) is called the Lipschitz constant of \( f \). Limit the gradient of the discriminator to a certain range, so that the discriminator can gradually update the gradient in a small range.

This paper establishes a dual discriminator GAN for multimodal image fusion, and the overall framework is shown in Figure 1.

The generator in the figure above represents the generator of the fusion image, the input channel is connected with the visible light image and the infrared image, and the fusion image is input to the discriminator in a single-channel manner. The dual discriminators discriminator 1 and discriminator V are used to distinguish between fusion image and infrared image and fusion image and visible light image, respectively. After the continuous confrontation and iterative update between the generator and the discriminator, the trained generator is obtained. Single channel represents the single channel that contains the source image and the fusion image when the input of each discriminator is input. If the input contains both the fusion image and the corresponding source image as the dual channel of conditional information, the task of the discriminator will be simplified to whether the input image is same. This is too simple for the discriminatory network, and it is impossible to establish an effective confrontation relationship between the generator and the discriminator.

2.1.1. Generator Network Structure. The generator contains a total of six convolution modules, each of which contains a convolution layer and an activation function and uses the same \( 3 \times 3 \) convolution kernel. The number of convolution kernels for the first 5 convolution modules is 32. This can ensure that the network structure fully extracts image features. The generator structure diagram is shown in Figure 2.

2.1.2. Discriminator Network Structure. The discriminator contains a total of 6 convolution modules. Each convolution module contains a convolution layer and an activation function. The convolution size is set to 3, and the number of convolution kernels is set to 64, 128, and 256, respectively. Finally, it contains two fully connected layers. The discriminator structure diagram is shown in Figure 3.
2.1.3. Loss Function

(1) Generator Loss Function. The generator loss function is defined as follows:

\[ L = L_{\text{advers}}(G) + \lambda_1 L_{\text{content}}. \]  

(3)

Here, \( L \) is the total loss of the generator, \( L_{\text{advers}}(G) \) represents the confrontation loss, \( L_{\text{content}} \) represents the content loss, and \( \lambda_1 \) is the coefficient. In order to make the generated image, save the infrared and visible light information as much as possible, the content loss of the generator is defined as \( L_{\text{content}} \):

\[ L_{\text{content}} = \frac{1}{HW} \left( \mu \|I_f - I_r\|^2_E + \gamma \|\text{LBP}(I_f) - \text{LBP}(I_r)\|^2_F \right). \]  

(4)

Here, \( \mu \) and \( \gamma \) are the coefficients, \( H \) and \( W \) are the length and width of the input image, and \( I_f, I_r, \) and \( I_v \) are the fusion image, infrared image, and visible light image. The first item in the bracket is for the fusion image to save more information from the infrared image, and the second LBP function is defined as shown in formula (5), the purpose is to make the fusion image save more texture information from the visible light image.

\[ \text{LBP}(x_c, y_c) = \sum_{p=0}^{p-1} 2^p s(i_p - i_c). \]  

(5)

Here, \((x_c, y_c)\) is the central pixel, and its pixel intensity value is \( i_c \). \( L_{\text{advers}}(G) \) stands for confrontation loss. The confrontation loss consists of two parts: the confrontation loss between the generator and the discriminator 1 and the confrontation loss between the generator and the discriminator 2, and the definition is shown as follows:

\[ L_{\text{advers}}(G) = - \sum_{i=1}^{N} E_{z \sim p_z}[D_i(z)], \]  

(6)

where \( z \) represents the generated data, \( p_z \) represents the distribution of the generated data, and \( N \) represents the number of discriminators (\( N \) takes 2).

(2) Discriminator Loss Function. Although the fusion image generated by the generator can save infrared and visible light information to a certain extent, it still needs to use the generated image and the source image to save more detailed information through the discriminator. The discriminator loss function is shown as follows:

\[ L_{D_g} = -E_{x \sim p_g}[D_{\theta}(x)] + E_{z \sim p_z}[D_{\theta}(z)] + \lambda_2 E_{\mu}[\|\nabla_{\mu}D_{\theta}(\mu)\|_2 - 1]. \]  

(7)

Here, \( L_{D_g} \) represents the loss of the visible light image and the generated fusion image as the input of the discriminator, \( p_{vis} \) and \( p_g \) represent the visible light image distribution and the distribution of the generated image, and \( \lambda_2 \) is the hyperparameter.

2.2. Improved Target Detection Algorithm. The target detection task based on the deep convolutional neural network has made great progress with the rapid development of deep learning, and the detection accuracy has been significantly improved compared with traditional detection methods. Many scholars have designed many detection networks. In general, the detection network is roughly divided into two-stage target detection and single-stage target detection. The two-stage target detection network has a candidate frame extraction step. Compared with the single-stage, the accuracy is higher, but the network prediction speed is slower. From R-CNN [7] to faster R-CNN [8], network detection accuracy is getting higher and higher, and the detection speed is getting faster and faster. Faster R-CNN is a classic structure in a two-stage target detection network. The network structure diagram is shown in Figure 4.

The faster R-CNN target detection algorithm is to define convolution feature extraction, candidate frame selection, candidate frame classification, and bounding box regression in a network, which can be regarded as faster R-CNN is the RPN (region proposal network) network and fast R—the combination of CNN network and the convolutional layer of RPN [9] is shared with fast R-CNN. The specific method is shown in Figure 5.

Many scholars have successively proposed improvement strategies for deep convolutional neural networks, some articles have improved the loss function, and some have proposed new improvement ideas such as deformable convolution and expanded convolution. This article focuses on the improvement ideas of the nonmaximum supression (NMS) [10] algorithm. The function of the NMS algorithm is to remove redundant detection results, and only keep a bounding box as the output of the detection result, which has very important significance for target detection. The original detection results of the network often produce multiple bounding boxes near the same target. At this time, it is necessary to sort according to the probability value.
of the bounding box classification and select the bounding box with the highest score as the final detection result of the target at that location. If the remaining bounding boxes are such that if the IoU value of the selected bounding box is greater than the set threshold, it will be eliminated directly. The NMS algorithm is shown as follows:

\[ S_i = \begin{cases} s_i, & \text{IoU} < N_t, \\ 0, & \text{IoU} \geq N_t. \end{cases} \]  

The disadvantage of the NMS algorithm is that if the two targets on the image are relatively close, the IoU value of the bounding box between the target and the target is very large, which is very easy to cause a target to be undetected. Therefore, in view of the above shortcomings, this paper adopts the soft-NMS algorithm. The purpose is to select a bounding box with the highest current score and then update the score according to the IoU value between the surrounding bounding box and the boundary with the highest score. A bounding box with a larger IoU value has a lower update score; a bounding box with a not too large IoU value will not have a too low score after the update, so that problems caused by NMS can be avoided to a certain extent. Soft-NMS is shown as follows:

\[ S_i^{\text{soft}} = \begin{cases} S_i, & \text{IoU} < N_t, \\ S_i \cdot (\text{IoU}/\delta), & \text{IoU} \geq N_t, \end{cases} \]  

2.3. Multimodal Information Fusion Detection. The algorithm in this paper regards the entire image fusion process as a process of confrontation between the generator and the discriminator. The training of the network model is not exactly the same as the test. Only the trained generator is needed during the test, and no discriminator is required to participate. In the confrontation generation network of the double discriminator, the first discriminator is mainly used to discriminate infrared images and generate images, and the other discriminator discriminates visible light images and generates images. The purpose is to enable the generated images to save infrared image temperature information and visible light gradient information, to avoid problems such as insufficient storage of single discriminator information and rely on the confrontation generation network to map visible light image information and infrared image information to the same feature space. At this time, the target detection task is similar to the visible light target detection. The feature extraction network and the classification network are completed. The detection framework is shown in Figure 6.  

3. Experimental Results and Analysis

The experimental environment is configured as Ubuntu16.04 operating system, Pytorch deep learning framework; the hardware environment is NVIDIA GTX 1080ti graphics card \( \times 2 \), Intel Core i7 processor. The experimental part uses FLIR [12] infrared data set for algorithm verification. The data set has two domains: infrared domain and visible light domain. The infrared image contains 7153 images, and the visible light image contains 6936 images. The detection categories are divided into three categories: people, cars, and bicycles.

3.1. Fusion Experiment. The fusion method in this paper is analyzed and compared with other fusion algorithm methods.

3.1.1. Qualitative Evaluation. The experimental results show that the fusion algorithm used in this paper has richer background detail information, such as the sky information in the two images, which obviously saves more texture information. In addition, compared with the single discriminator FusionGAN [13] algorithm, it can obviously get a better fusion effect, and it can reflect the prominent target and detailed features of the source image better, which is helpful for the next target detection. The fusion effect of different algorithms is shown in Figure 7.

3.1.2. Quantitative Evaluation. It mainly uses quantitative evaluation index fusion methods such as information entropy (EN), standard deviation (SD), mutual information (MI), and peak signal-to-noise ratio (PSNR) [14].

It can be seen from Figure 8 that the fusion algorithm in this paper has achieved obvious advantages in the three indicators of MI, EN, and SD, especially in the SD indicator, which shows great superiority. This can reflect to a certain extent that the fusion algorithm in this paper not
only has better visual effects but also has obvious advantages in quantitative evaluation.

3.2. Target Detection Model

3.2.1. Target Detection Model Training. First, use the abovementioned trained generator to fuse visible light and infrared images to obtain a fusion image containing multimodal information and then use the image data set to train the fusion image target detection model.

After 50,000 iterations of training, the training loss of the visible light target detection model is about 0.5, and its loss transformation curve is shown in Figure 9.

The change curve of the intersection ratio between the predicted bounding box and the actual bounding box is shown in Figure 10. The abscissa represents the number of iterations, and the ordinate represents the intersection ratio of the predicted bounding box and the actual bounding box. As the number of iterations increases, the intersection ratio becomes the overall. The upward trend is finally close to 1, which means that the predicted bounding box in the visible light scene is very close to the actual bounding box, which meets the training requirements.

3.2.2. Target Detection Experiment. The target detection model generally uses mAP (mean average precision) [15, 16] index for evaluation, which is the average value of the average detection accuracy (average precision, AP) of multiple types of objects. The test sets under the visible light and infrared scenes were tested, respectively, and the results are shown in Tables 1–3.

It can be seen from the above table that the method in this paper has a high accuracy rate in the overall structure, can effectively fuse the bimodal information, and realize the accurate description of the scene information. The model detection effect is shown in Figure 11.
Figure 4: Faster RCNN network structure.

Figure 5: RPN network structure.

Figure 6: Multimodal information fusion detection algorithm.
Figure 7: Comparison of the effect of different fusion algorithms.

Figure 8: Quantitative evaluation.
Figure 9: Training loss curve of detection model.

Figure 10: Curve of change of intersection ratio of detection model.

Table 1: Visible.

| Model                     | AP (%) |
|---------------------------|--------|
| Faster RCNN (+NMS)        | 86.28  |
| Faster RCNN (+soft-NMS)   | 89.35  |
| Ours                      | 93.82  |

Table 2: Infrared.

| Model                     | AP (%) |
|---------------------------|--------|
| Faster RCNN (+NMS)        | 84.39  |
| Faster RCNN (+soft-NMS)   | 87.16  |
| Ours                      | 93.36  |
4. Conclusion

Multimodal information fusion has a wide range of application scenarios. This paper designs a confrontation generation network that can realize end-to-end training to fuse multimodal information to improve the complementarity and low redundancy among multimodal information features and improve the accuracy of target detection and classification based on fusion features. Multimodal information fusion provides richer target information than single-modality, but it also greatly increases the amount of calculation, which makes it difficult to achieve real-time detection effects in application scenarios with limited computing resources.
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