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Abstract: We fully describe the doubly stochastic orbit of a self-adjoint element in the noncommutative $L_1$-space affiliated with a semifinite von Neumann algebra, which answers a problem posed by Alberti and Uhlmann (Stochasticity and partial order: doubly stochastic maps and unitary mixing. VEB Deutscher Verlag der Wissenschaften, Berlin, 1982) in the 1980s, extending several results in the literature. It follows further from our methods that, for any $\sigma$-finite von Neumann algebra $\mathcal{M}$ equipped with a semifinite infinite faithful normal trace $\tau$, there exists a self-adjoint operator $y \in L_1(\mathcal{M}, \tau)$ such that the doubly stochastic orbit of $y$ does not coincide with the orbit of $y$ in the sense of Hardy–Littlewood–Pólya, which confirms a conjecture by Hiai (J Math Anal Appl 127:18–48, 1987). However, we show that Hiai’s conjecture fails for non-$\sigma$-finite von Neumann algebras. The main result of the present paper also answers the (noncommutative) infinite counterparts of problems due to Luxemburg (Proc Symp Anal Queen’s univ 83–144, 1967) and Ryff (Pac J Math 13:1379–1386, 1963) in the 1960s.

Contents

1. Introduction .................................. 140
2. Preliminaries ................................ 143
   2.1 $\tau$-measurable operators and generalized singular value functions . . . 144
   2.2 Classical Hardy–Littlewood–Pólya majorization and submajorization . 145
   2.3 Hardy–Littlewood–Pólya majorization in the infinite setting ............ 147
3. Alberti–Uhlmann Problem in the Setting of Finite Von Neumann Algebras 148
4. On Hiai’s Conjecture: Ryff’s Problem in the Infinite Setting ............... 151
5. A Decomposition Theorem .................................. 154
6. Alberti–Uhlmann Problem in the Setting of Infinite von Neumann Algebras 158
7. Extreme Points of $\Omega(y)$: Luxemburg’s Problem in the Infinite Setting . . 161

Jinghao Huang was supported by an Australian Mathematical Society Lift–Off Fellowship. Fedor Sukochev was supported by the Australian Research Council (FL170100052).
1. Introduction

The partial order $\prec$ for real $n$-vectors (customarily termed Hardy–Littlewood–Pólya majorization) was introduced in the early 20th century, by Muirhead [60], Lorenz [57], Dalton [18] and Schur [78] (see also a fundamental monograph by Hardy, Littlewood and Pólya [32]). Hardy–Littlewood–Pólya majorization plays a vital role in the study of function spaces, Banach lattices and interpolation theory and has important applications in stochastic analysis, numerical analysis, geometric inequalities, matrix theory, statistical theory, optimization and economic theory [59].

The starting point of this paper is a well-known result in classical analysis due to Hardy, Littlewood and Pólya: Let $x, y \in \mathbb{R}^n$ and let $x^* := (x_1^*, \ldots, x_n^*)$ and $y^* := (y_1^*, \ldots, y_n^*)$ be the vectors obtained from $x$ and $y$ by rearranging their respective components in nonincreasing order. Then, $x \prec y$ (i.e., $\sum_{i=1}^k x_i^* \leq \sum_{i=1}^k y_i^*$ for any $k = 1, \ldots, n - 1$, and $\sum_{i=1}^n x_i \leq \sum_{i=1}^n y_i$) if and only if $x$ belongs to the convex hull $\Omega(y)$ of the set of all permutations of $y$ [32] (see also [59, p. 10] and [67]), i.e., the convex hull of $\{Py : P$ is a permutation matrix$\}$. Alternatively, one can say that $\{Py : P$ is a permutation matrix$\}$ is the set of all extreme points of $\{x \in \mathbb{R}^n : x \prec y\}$. This result has an important noncommutative counterpart, which states that, in the setting of $n \times n$ matrices, a Hermitian matrix $A$ belongs to the doubly stochastic orbit of another Hermitian matrix $B$ ($A$ is said to be more chaotic than $B$ for physical interpretation [2]) if and only if the vector $\lambda(A)$ of eigenvalues of $A$ is majorized by that of $B$ in the sense of Hardy–Littlewood–Pólya (denoted by $A \prec B$) [67]. This, in turn, is closely related to the Birkhoff–von Neumann theorem identifying extreme points of doubly stochastic matrices with permutation matrices [8]. The (Hardy–Littlewood–Pólya) orbit $\Omega(B) := \{A$ is a Hermitian $n \times n$ matrix : $A \prec B\}$ can be described in terms of unitary mixing and convex functions. We record these well-known results as follows.

**Theorem 1.1** [2, Theorem 2.2] [3]. Let $A, B$ be Hermitian $n \times n$ matrices. The following conditions are equivalent:

(a) $A$ is in the doubly stochastic orbit of $B$, that is, $A = TB$ for some doubly stochastic operator $T$ (i.e., a positive linear map which preserves the trace and the identity);

(b) $A$ is majorized by $B$, that is, $A \prec B$;

(c) $A$ is in the convex hull of elements $C$ which are unitarily equivalent to $B$, i.e., $C$ and $B$ have the same eigenvalues;

(d) $A$ is in the convex hull of elements which are unitarily equivalent to $B$ and commute with $A$;

(e) $\sum_{k=1}^n (\lambda(A) - t)_+ \leq \sum_{k=1}^n (\lambda(B) - t)_+$ for any $t \in \mathbb{R}$ and $\text{Tr}(A) = \text{Tr}(B)$;

(f) for any convex function $f$ on the real axis, we have $\text{Tr}(f(A)) \leq \text{Tr}(f(B))$.

Here, Tr stands for the standard trace of a matrix.

Alberti and Uhlmann developed a unitary mixing theory which is motivated by physical problems related to irreversible processes, the classification of mixed states (in the sense of Gibbs and von Neumann), and general diffusions [2, p. 8]. One of the central problems considered by Alberti and Uhlmann is as follows [2, Chapter 3, p. 58]:

“We,…, may ask ourselves how to formulate a variant of Theorem 1.1 in the setting of von Neumann algebras?”

This paper addresses a number of seemingly disparate open problems, and we shall see that they are in fact deeply intertwined. These questions are loosely concentrated around Alberti–Uhlmann attempts [2] to extend majorization theory for general von Neumann
algebras and Hiai–Nakamura attempts [33–35] to extend the Hardy–Littlewood–Pólya majorization to the setting of strictly infinite semifinite von Neumann algebras. We explain below the connection of these two themes with classical themes in analysis and algebra.

The notion of majorization in the setting of Lebesgue measurable functions on \((0, 1)\) is due to Hardy, Littlewood and Pólya [31] (see also [58,71]). As we mention above, \(x \prec y \in \mathbb{R}^n\) if and only if \(x\) belongs to the convex hull \(\Omega(y)\) of the set of all permutations of \(y\) [32,59,67]. In 1967, Luxemburg (see [58, Problem 1]) asked for a continuous counterpart of this result: how to describe extreme points of the set \(\Omega(f)\) of all elements majorized by an integrable function \(f\) on a finite measure space? The special case for finite Lebesgue measure spaces was resolved by Ryff [72–74], who showed that the set of all extreme point of the orbit \(\Omega(f)\) coincides with the set of all measurable functions having the same decreasing rearrangement with \(f\). However, in full generality, Luxemburg’s problem was answered only recently in [19]. In particular, this provides a variant of the equivalence between (b) and (c) in Theorem 1.1 for arbitrary finite measure spaces. Ryff [71] also asked for the equivalence between (a) and (b) in Theorem 1.1 in the setting of finite Lebesgue measure spaces, i.e., whether the doubly stochastic orbit and the orbit in the sense of Hardy–Littlewood–Pólya coincide, and answered affirmatively later in [72]. This result was extended by Day [20] to arbitrary finite measure spaces.

In the particular case of finite von Neumann algebras, Alberti–Uhlmann problem can be viewed as the noncommutative counterpart of problems due to Luxemburg and Ryff, which has been widely studied during the past decades. Recall that the Hardy–Littlewood–Pólya majorization in finite matrices is defined in terms of vectors of eigenvalues of finite matrices. The eigenvalue function of a self-adjoint operator, the analogue of vector of eigenvalues of a Hermitian finite matrices, in the noncommutative \(L_1\)-space affiliated with a finite von Neumann algebra was introduced by Murray and von Neumann [61] (also by Grothendieck [30], by Ovčinnikov [64] and by Petz [66]). In terms of eigenvalue functions, Kamei [48,49] and Hiai [33] defined Hardy–Littlewood–Pólya majorization in this setting. Since then, several mathematicians have made contribution to Alberti–Uhlmann problem for the positive core of a finite von Neumann algebra [13,33,35,36,82,83]. In the noncommutative \(L_1\)-space affiliated with a finite von Neumann algebra, the extreme points of the orbit (in the sense of Hardy–Littlewood–Pólya) of a self-adjoint operator were fully characterized in [19]. In Sect. 3, we complement results in [19,33,36] by proving the equivalence between (a) and (b) in Theorem 1.1 in this setting finite von Neumann algebra (see Theorem 3.5), which provides a resolution of the noncommutative counterpart of Ryff’s question for doubly stochastic orbits in this setting.

In the full generality, Alberti–Uhlmann problem can be viewed as a noncommutative and infinite version of Luxemburg’s problem and Ryff’s problem at the same time. Due to the complicated nature of an infinite von Neumann algebra, Alberti–Uhlmann problem (even in the setting of infinite measure spaces) is substantially more difficult than Luxemburg’s problem and Ryff’s problem. From now on, we focus on Alberti–Uhlmann problem in the strictly infinite setting. This setting however is plagued by numerous technical difficulties and below, we explain their origin and earlier attempts to overcome those.

In 1946, Birkhoff [8] showed that the extreme points of the set of all doubly stochastic matrices are permutation matrices and asked for an extension of this result to the infinite-dimensional case [9, Problem 111]. Since then, doubly stochastic operators have been actively studied by many mathematicians such as Isbell [39,40], Hiai [33,36], Kaftal
and Weiss [44,46,46] (see also [92]), Kendall [50], Komiya [53], Rattray and Peck [68], Révész [70], Sakamaki and Takahashi [77], and Tregub [88,89]. In particular, the extreme points of infinite stochastic matrices are permutation matrices [39,40,50,70]. However, the description of extreme points of doubly stochastic operator on $L_\infty$ (or a von Neumann algebra) is still unclear (see [33,88,89] and references therein). The notion of Hardy–Littlewood–Pólya majorization for infinite sequences has been discussed by various authors (see [59, p. 25] and references therein). A natural question in this area is about the equivalence between conditions (a) and (b) in Theorem 1.1 in the infinite setting, that is, does there exist an element $y \in L_\infty$ such that the doubly stochastic orbit of $y$ does not coincide with its orbit in the sense of Hardy–Littlewood–Pólya? (see next paragraph for a more general question by Hiai [33]). As far as we know, there are no prior known examples showing that these two conditions are not equivalent in the general infinite setting. Nevertheless, there are results giving partial answers to this question under additional assumptions such as the vectors are positive and decreasing [46,53,77]. In Sect. 4, we provide a negative answer to this question in the full generality.

In the setting of finite von Neumann algebras, Hiai [33, Theorem 4.7 (1)] showed that the doubly stochastic orbit of a positive operator coincides with its Hardy–Littlewood–Pólay orbit. Due to the lack of natural meaning of Hardy–Littlewood–Pólya majorization in the infinite case, there are several different extensions of this notion in the literature (see e.g. [2,33,36,51,52,63,80]). Hiai and Nakamura [36] (see also [59, p. 25] and [63,80]) provided a natural definition of Hardy–Littlewood–Pólya majorization in terms of eigenvalue functions in the setting of infinite von Neumann algebras:

Let $L_1(\mathcal{M}, \tau)$ be the noncommutative $L_1$-space affiliated with a semifinite von Neumann algebra equipped with a faithful normal semifinite trace $\tau$. Let $x, y \in L_1(\mathcal{M}, \tau)$ be self-adjoint. Then, $x$ is said to be majorized by $y$ (denoted by $x \prec y$) in the sense of Hardy–Littlewood–Pólya if $x_+ \prec y_+, x_- \prec y_-$ and $\tau(x) = \tau(y)$ [36, p. 7]. Here, $\prec$ stands for the Hardy–Littlewood–Pólya submajorization (For $f, g \in L_1(\mathcal{M}, \tau)$, we say that $f \prec g$ if and only if $\int_0^t \mu(s; f)ds \leq \int_0^t \mu(s; g)ds$ for all $t \geq 0$, where $\mu(\cdot)$ stands for the generalised singular value function).

In the finite setting, the above definition coincides with the classic definition of Hardy–Littlewood–Pólya majorization [36]. It turns out that doubly stochastic operators behave quite differently in the infinite setting from the finite setting and Hiai couldn’t extend [33, Theorem 4.7 (1)] to infinite von Neumann algebras. He conjectured that [33, p. 40]):

Because the set of all doubly stochastic operators on a von Neumann algebra is no longer BW-compact [5] when the trace is infinite, the assumption that the trace is finite in [33, Theorem 4.7 (1)] seems essential.

Hiai didn’t provide an example showing that the “finite trace” condition is sharp. In Sect. 4, we provide several examples confirming Hiai’s conjecture. Moreover, we show that for a semifinite von Neumann algebra $\mathcal{M}$, the doubly stochastic orbit of $y$ coincides with its Hardy–Littlewood–Pólya orbit for any self-adjoint element $y \in L_1(\mathcal{M}, \tau)$ if and only if $\mathcal{M}$ is not $\sigma$-finite equipped with a faithful normal semifinite infinite trace $\tau$. In particular, this result shows that Hiai’s conjecture is true when $\mathcal{M}$ is $\sigma$-finite and $\tau$ is infinite but this conjecture fails for non-$\sigma$-finite infinite von Neumann algebras.

The following theorem is the main result of the present paper, which answers (extensions of) problems due to Luxemburg [58], due to Ryff [71], due to Hiai [33], and due to Alberti and Uhlmann [2] in the setting of infinite von Neumann algebras (all notations
are introduced in Sect. 2). It extends numerous existing results in the literature such as [19,33,36,44,45,53,71–74,77].

Theorem 1.2. Let \( \mathcal{M} \) be a semifinite von Neumann algebra equipped with a semifinite infinite faithful normal trace \( \tau \). For any \( y \in L_1(\mathcal{M}, \tau)_h \) and any \( x \in L_1(\mathcal{M}, \tau)_h \), the following conditions are equivalent:

(a) there exists two semifinite von Neumann algebras \( (\mathcal{A}, \tau_1) \) and \( (\mathcal{B}, \tau_2) \) with \( \mathcal{M} \subset \mathcal{A}, \mathcal{B} \) and the restriction of \( \tau_1 \) (and \( \tau_2 \)) on \( \mathcal{M} \) coincides with \( \tau \), and there exists a (normal) doubly stochastic operator \( \varphi : \mathcal{A} \to \mathcal{B} \) such that \( \varphi(y) = x \).

(b) \( x \in \Omega(y) \), i.e., \( x < y \) (see Proposition 6.1 and Theorems 6.2 and 6.4);

(c) \( \tau(x) = \tau(y) \); \( \tau((x-r)_+) \leq \tau((y-r)_+) \) and \( \tau((x-r)_-) \leq \tau((-y-r)_+) \) for all \( r \in \mathbb{R} \) (see Proposition 2.3);

(d) \( \tau(f(x)) \leq \tau(f(y)) \) for all convex function \( f \) on \( \mathbb{R} \) with \( f(0) = 0 \) such that \( f(x) \) and \( f(y) \) are integrable (see Proposition 5.2);

In addition, the extreme points of \( \Omega(y) \) are those elements \( x \in L_1(\mathcal{M}, \tau)_h \) satisfying that (see Theorem 7.1) for \( x_+ \) and \( y_+ \) and for any \( t \in (0, \infty) \), one of the following options holds:

(i) \( \lambda(t; x_+) = \lambda(t; y_+) \);

(ii) \( \lambda(t; x_+) \neq \lambda(t; y_+) \) with the spectral projection \( E^{x_+}[\lambda(t; x_+)] \) being an atom in \( \mathcal{M} \) and

\[
\int_{\{s; \lambda(s; x_+) = \lambda(t; x_+)\}} \lambda(s; y_+)ds = \lambda(t; x_+)\tau(E^{x_+}([\lambda(t; x_+)])).
\]

and, for \( x_- \) and \( y_- \), for any \( t \in (0, \infty) \), one of the following options holds:

(i) \( \lambda(t; x_-) = \lambda(t; y_-) \);

(ii) \( \lambda(t; x_-) \neq \lambda(t; y_-) \) with the spectral projection \( E^{x_-}[\lambda(t; x_-)] \) being an atom in \( \mathcal{M} \) and

\[
\int_{\{s; \lambda(s; x_-) = \lambda(t; x_-)\}} \lambda(s; y_-)ds = \lambda(t; x_-)\tau(E^{x_-}([\lambda(t; x_-)]))\).
\]

Moreover, if \( \mathcal{M} \) is a semifinite infinite factor, then \( x \in \{uyu^* : u \in \mathcal{U}(\mathcal{M})\} \) [36, Theorem 3.5]; \( \mathcal{A} \) and \( \mathcal{B} \) can be chosen to be \( \mathcal{M} \) if and only if \( \mathcal{M} \) is not \( \sigma \)-finite (see Theorems 4.6 and 6.4).

The authors would like to thank Jean-Christophe Bourin, Thomas Scheckter and Dmitriy Zanin for their helpful discussion and useful comments.

2. Preliminaries

In this section, we recall some notions of the theory of noncommutative integration. In what follows, \( \mathcal{H} \) is a Hilbert space and \( B(\mathcal{H}) \) is the \( * \)-algebra of all bounded linear operators on \( \mathcal{H} \) equipped with the uniform norm \( ||\cdot||_\infty \), and \( \mathbf{1} \) is the identity operator on \( \mathcal{H} \). Let \( \mathcal{M} \) be a von Neumann algebra on \( \mathcal{H} \). We denote by \( \mathcal{P}(\mathcal{M}) \) the collection of all projections in \( \mathcal{M} \) and by \( \mathcal{U}(\mathcal{M}) \) the collection of all unitary elements. For details on von Neumann algebra theory, the reader is referred to e.g. [42,43] or [86]. General facts concerning measurable operators may be found in [62] and [79] (see also [87, Chapter IX] and the forthcoming book [28]). For convenience of the reader, some of the basic definitions are recalled.
2.1. \(\tau\)-measurable operators and generalized singular value functions. A closed, densely defined operator \(x : \mathcal{D}(x) \to \mathcal{H}\) with the domain \(\mathcal{D}(x)\) is said to be affiliated with \(\mathcal{M}\) if \(yx \subseteq xy\) for all \(y \in \mathcal{M}'\), where \(\mathcal{M}'\) is the commutant of \(\mathcal{M}\). A closed, densely defined operator \(x : \mathcal{D}(x) \to \mathcal{H}\) affiliated with \(\mathcal{M}\) is said to be measurable if there exists a sequence \(\{p_n\}_{n=1}^\infty \subseteq \mathcal{P}(\mathcal{M})\), such that \(p_n \uparrow 1\), \(p_n(\mathcal{H}) \subseteq \mathcal{D}(x)\) and \(1-p_n\) is a finite projection (with respect to \(\mathcal{M}\)) for all \(n\). The collection of all measurable operators with respect to \(\mathcal{M}\) is denoted by \(S(\mathcal{M})\), which is a unital *-algebra with respect to strong sums and products (denoted simply by \(x+y\) and \(xy\) for all \(x, y \in S(\mathcal{M})\)).

Let \(x\) be a self-adjoint operator affiliated with \(\mathcal{M}\). We denote its spectral measure by \(\{E^x\}\). It is well known that if \(x\) is an operator affiliated with \(\mathcal{M}\) with the polar decomposition \(x = uu^*\), then \(u \in \mathcal{M}\) and \(E \in \mathcal{M}\) for all projections \(E \in \{E^{|u|}\}\). Moreover, \(x \in S(\mathcal{M})\) if and only if \(E^{|u|}(\lambda, \infty)\) is a finite projection for some \(\lambda > 0\).

It follows immediately that in the case when \(\mathcal{M}\) is a von Neumann algebra of type \(III\) or a type \(I\) factor, we have \(S(\mathcal{M}) = \mathcal{M}\). For type \(II\) von Neumann algebras, this is no longer true. From now on, let \(\mathcal{M}\) be a semifinite von Neumann algebra equipped with a faithful normal semifinite trace \(\tau\).

An operator \(x \in S(\mathcal{M})\) is called \(\tau\)-measurable if there exists a sequence \(\{p_n\}_{n=1}^\infty\) in \(\mathcal{P}(\mathcal{M})\) such that \(p_n \uparrow 1\), \(p_n(H) \subseteq \mathcal{D}(x)\) and \(\tau(1-p_n) < \infty\) for all \(n\). The collection \(S(\mathcal{M}, \tau)\) of all \(\tau\)-measurable operators is a unital *-subalgebra of \(S(\mathcal{M})\). It is well known that a linear operator \(x\) belongs to \(S(\mathcal{M}, \tau)\) if and only if \(x \in S(\mathcal{M})\) and there exists \(\lambda > 0\) such that \(\tau(E^{|x|}(\lambda, \infty)) < \infty\). Alternatively, an unbounded operator \(x\) affiliated with \(\mathcal{M}\) is \(\tau\)-measurable (see [29]) if and only if

\[
\tau\left(E^{|x|}(n, \infty)\right) \to 0, \quad n \to \infty.
\]

The set of all self-adjoint elements in \(S(\mathcal{M}, \tau)\) is denoted by \(S(\mathcal{M}, \tau)_h\), which is a real linear subspace of \(S(\mathcal{M}, \tau)\). The set of all positive elements in \(S(\mathcal{M}, \tau)_h\) is denoted by \(S(\mathcal{M}, \tau)_+\).

**Definition 2.1.** Let a semifinite von Neumann algebra \(\mathcal{M}\) be equipped with a faithful normal semi-finite trace \(\tau\) and let \(x \in S(\mathcal{M}, \tau)\). The generalized singular value function \(\mu(x) : t \to \mu(t; x)\) of the operator \(x\) is defined by setting

\[
\mu(s; x) = \inf\{\|xp\|_\infty : p \in \mathcal{P}(\mathcal{M}) \text{ with } \tau(1-p) \leq s\}.
\]

An equivalent definition in terms of the distribution function of the operator \(x\) is the following. For every self-adjoint operator \(x \in S(\mathcal{M}, \tau)\), setting the spectral distribution function of \(x\) by

\[
d_x(t) = \tau(E^x(t, \infty)), \quad t > 0.
\]

It is clear that the function \(d(x) : \mathbb{R} \to [0, \tau(1)]\) is decreasing and the normality of the trace implies that \(d(x)\) is right-continuous. We have (see e.g. [29])

\[
\mu(t; x) = \inf\{s \geq 0 : d_{|x|}(s) \leq t\}.
\]

(1)

It is obvious [29, Remark 3.3] that

\[
d(|x|) = d(\mu(x)).
\]

(2)

An element \(x \in S(\mathcal{M}, \tau)\) is said to be \(\tau\)-compact if \(\mu(t; x) \to 0\) as \(t \to \infty\). We denote by \(S_0(\mathcal{M}, \tau)\) the subspace of \(S(\mathcal{M}, \tau)\) consisting of all \(\tau\)-compact elements in \(S(\mathcal{M}, \tau)\).
Consider the algebra $\mathcal{M} = L^\infty(0, \infty)$ of all Lebesgue measurable essentially bounded functions on $(0, \infty)$. The algebra $\mathcal{M}$ can be seen as an abelian von Neumann algebra acting via multiplication on the Hilbert space $\mathcal{H} = L^2(0, \infty)$, with the trace given by integration with respect to Lebesgue measure $m$. It is easy to see that the algebra of all $\tau$-measurable operators affiliated with $\mathcal{M}$ can be identified with the subalgebra $S(0, \infty)$ of the algebra of Lebesgue measurable functions $L_0(0, \infty)$ which consists of all functions $x$ such that $m(|x| > s)$ is finite for some $s > 0$. It should also be pointed out that the generalized singular value function $\mu(x)$ is precisely the decreasing rearrangement $\mu(x)$ of the function $|x|$ (see e.g. [54]) defined by

$$\mu(t; x) = \inf\{s \geq 0 : m(|x| \geq s) \leq t\}.$$ 

If $\mathcal{M} = B(\mathcal{H})$ (respectively, $l_\infty$) and $\tau$ is the standard trace $\text{Tr}$ (respectively, the counting measure on $\mathbb{N}$), then it is not difficult to see that $S(\mathcal{M}) = S(\mathcal{M}, \tau) = \mathcal{M}$. In this case, for $x \in S(\mathcal{M}, \tau)$ we have

$$\mu(n; x) = \mu(t; x), \quad t \in [n, n+1], \quad n \geq 0.$$ 

The sequence $\{\mu(n; x)\}_{n \geq 0}$ is just the sequence of singular values of the operator $x$.

2.2. Classical Hardy–Littlewood–Pólya majorization and submajorization. Let $(L_1(0, \infty), \|\cdot\|_{L_1})$ be the $L_1$-space of Lebesgue measurable functions on the semi-axis $(0, \infty)$. The pair

$$L_1(\mathcal{M}, \tau) = \{x \in S(\mathcal{M}, \tau) : \mu(x) \in L_1(0, \infty)\},$$

$$\|x\|_{L_1(\mathcal{M}, \tau)} := \|\mu(x)\|_{L_1(0, \infty)}$$

defines a Banach bimodule affiliated with $\mathcal{M}$ [47] (see also [26,55]). For brevity, we denote $\|\cdot\|_{L_1(\mathcal{M}, \tau)}$ by $\|\cdot\|_1$. Clearly, $L_1(\mathcal{M}, \tau) \subset S_0(\mathcal{M}, \tau)$. Using the extended trace $\tau : S(\mathcal{M}, \tau)_+ \to [0, \infty]$ to a linear functional on $S(\mathcal{M}, \tau)$, denoted again by $\tau$, the noncommutative $L_1$-space can be defined by

$$L_1(\mathcal{M}, \tau) = \{x \in S(\mathcal{M}, \tau) : \tau(|x|) < \infty\}.$$ 

(see e.g. [24,55]). Let us denote $L_1(\mathcal{M}, \tau)_h = \{x \in L_1(\mathcal{M}, \tau) : x = x^*\}$ and $L_1(\mathcal{M}, \tau)_+ = L_1(\mathcal{M}, \tau) \cap S(\mathcal{M}, \tau)_+$.

If $x, y \in S(\mathcal{M}, \tau)$, then $x$ is said to be submajorized (in the sense of Hardy–Littlewood–Pólya) by $y$, denoted by $x \ll y$, if

$$\int_0^t \mu(s; x)ds \leq \int_0^t \mu(s; y)ds$$

for all $t \geq 0$ [55]. In particular, for $x, y \in S(0, \infty), x \ll y$ if and only if $\int_0^t \mu(s; x)ds \leq \int_0^t \mu(s; y)ds, t \geq 0$. For any $x, y \in S(\mathcal{M}, \tau)$, we have [23,29]

$$\mu(xy) \ll \mu(x)\mu(y). \quad (3)$$

Assume that $\mathcal{M}$ is a finite von Neumann algebra equipped with a faithful normal finite tracial state $\tau$. We note that the space $S(\mathcal{M}, \tau)$ is the set of all densely defined closed linear operators $x$ affiliated with $\mathcal{M}$. However, if the trace $\tau$ is infinite, then there are densely defined closed linear operators which are not $\tau$-measurable.
We introduce the notion of spectral scales (see [66], see also [4,22,28,35,36]). If \( x \in S(\mathcal{M}, \tau)_h \), then the spectral scales (also called eigenvalue functions) \( \lambda(x) : [0, 1) \to (-\infty, \infty] \)

\[
\lambda(t; x) = \inf \{ s \in \mathbb{R} : d(s; x) \leq t \}, \quad t \in [0, 1).
\]

The spectral scale \( \lambda(x) \) is decreasing right-continuous functions. If \( x \in S(\mathcal{M}, \tau)_+ \), then it is evident that \( \lambda(t; x) = \mu(t; x) \) for all \( t \in [0, 1) \).

Assume that \( \mathcal{M} = L_\infty(0, 1) \) and \( \tau(f) = \int_0^1 f dm \), where \( m \) the Lebesgue measure on \( (0, 1) \). In this case, \( S(\mathcal{M}, \tau)_h \) consists of all real measurable functions \( f \) on \( (0, 1) \).

For every \( f \), \( \lambda(f) \) coincides with the right-continuous equimeasurable nonincreasing rearrangement \( \delta_f \) of \( f \) (see e.g. [36]):

\[
\lambda(t; f) = \delta_f(t) = \inf \{ s \in \mathbb{R} : m(\{ x \in X : f(x) > s \}) \leq t \}, \quad t \in [0, 1).
\]

We note that for every \( x \in L_1(\mathcal{M}, \tau)_h \), we have (see e.g. [22], [66, Proposition 1] and [28, Chapter III, Proposition 5.5])

\[
\tau(x) = \int_0^1 \lambda(t; x) dt. \quad (4)
\]

For every \( f, g \in L_1(\mathcal{M}, \tau)_h \), \( g \) is said to be majorized by \( f \) in the sense of Hardy–Littlewood–Pólya (written by \( g \prec f \)) if

\[
\int_0^s \lambda(t; g) dt \leq \int_0^s \lambda(t; f) dt
\]

for all \( s \in [0, 1) \) and

\[
\int_0^1 \lambda(t; g) dt = \int_0^1 \lambda(t; f) dt.
\]

For a self-adjoint element \( y \in L_1(\mathcal{M}, \tau)_h \), we denote

\[
\Omega(y) := \{ x \in L_1(\mathcal{M}, \tau)_h : x \prec y \}.
\]

We note [35, Theorem 3.2] that

\[
\lambda(x) - \lambda(y) \prec \lambda(x - y), \quad \forall x, y \in L_1(\mathcal{M}, \tau)_h. \quad (5)
\]

Let \( \mathcal{M} \) be a semifinite von Neumann algebra. For every \( x \in S_0(\mathcal{M}, \tau)_+ \) and \( s \in \mathbb{R} \), if \( e \in \mathcal{P}(\mathcal{M}) \) is such that

\[
E^x(s, \infty) \leq e \leq E^x[s, \infty),
\]

then (see [22] or [28, Chapter III, Proposition 2.10 and Lemma 7.10]):

\[
\mu(t; xe) = \mu(t; x) \text{ for all } t \in [0, \tau(e)), \quad (6)
\]

and

\[
\mu(t; xe^\perp) = \mu(t + \tau(e); x) \text{ for all } t \in [0, \tau(e^\perp)). \quad (7)
\]
2.3. Hardy–Littlewood–Pólya majorization in the infinite setting.

The definition of classic Hardy–Littlewood–Pólya majorization cannot be extended to the infinite setting directly. We adopt the definition suggested by Hiai and Nakamura [36] (see also [63, 77]). For definition in the setting of positive infinite sequences, see [41, 44–46, 53, 56, 92]).

**Definition 2.2.** Let \( \mathcal{M} \) be a semifinite von Neumann algebra equipped with a semifinite faithful normal trace \( \tau \). Let \( x, y \in L_1(\mathcal{M}, \tau)_h \). We say that \( x \) is majorized by \( y \) (in the sense of Hardy–Littlewood–Pólya, denoted by \( x \prec y \)) if \( x_+ \prec y_+ \), \( x_- \prec y_- \) and \( \tau(x) = \tau(y) \).

When \( \tau \) is finite, Definition 2.2 coincides with the classical definition of Hardy–Littlewood–Pólya majorization [36, Proposition 1.3].

We show the equivalence between (b) and (c) in Theorem 1.2 (similarly results for positive operators can be found in [33, 63, 80]).

**Proposition 2.3.** Let \( \mathcal{M} \) be a semifinite von Neumann algebra equipped with a semifinite infinite faithful normal trace \( \tau \). Let \( x, y \in L_1(\mathcal{M}, \tau)_h \). Then, \( x \prec y \) if and only if \( \tau((x-t)_+ \leq \tau((y-t)_+) \) and \( \tau((-x-t)_+ \leq \tau((-y-t)_+) \) for all \( t \in \mathbb{R} \) (or \( \mathbb{R}_+ \)) and \( \tau(x) = \tau(y) \).

**Proof.** By [33, Proposition 2.3] (see also [85, Theorem 4]), \( x_+ \prec y_+ \) implies that \( \tau((x-t)_+) \leq \tau((y-t)_+) \) and \( \tau((-x-t)_+) \leq \tau((-y-t)_+) \) for all \( t > 0 \). The same argument shows that \( \tau((x_--t)_+) \leq \tau((y_--t)_+) \) for all \( t > 0 \). When \( t \leq 0 \), by the spectral theorem, we have

\[
\tau((x-t)_+) = \infty = \tau((y-t)_+)
\]

and

\[
\tau((-x-t)_-) = \infty = \tau((-y-t)_-),
\]

which proves the “\( \Rightarrow \)” implication.

The “\( \Leftarrow \)” implication follows immediately from [33, Proposition 2.3]. \( \square \)

**Remark 2.4.** If \( \tau \) is finite, then the sufficient condition in Proposition 2.3 is equivalent with \( \tau((x-t)_+) \leq \tau((y-t)_+) \) for all \( t \in \mathbb{R} \) and \( \tau(x) = \tau(y) \) (see [36, Proposition 1.2. (1) and Proposition 1.3]).

**Proposition 2.5** [36, Proposition 1.1]. (see also [28, 55]) If \( x \in L_1(\mathcal{M}, \tau)_h \), then for every \( 0 < s < \tau(1) \),

\[
\int_0^s \mu(t; x_+) dt = \sup \{ \tau(xa) : a \in \mathcal{M}, 0 \leq a \leq 1, \ \tau(a) = s \}.
\]

If \( \mathcal{M} \) is non-atomic, then the above equality holds under the condition that the element \( a \) varies in the set of projections \( e \in \mathcal{P}(\mathcal{M}) \) with \( \tau(e) = s \).

We draw reader’s attention that [29, Lemma 4.1] contains an inaccuracy. Namely, the assertion in [29, Lemma 4.1] is false in general (see [28, Chapter III, Remark 9.7]).

**Remark 2.6.** For any \( x \in L_1(\mathcal{M}, \tau)_h \), \( \lambda(x) \) is defined by \( \lambda(s; x) = \inf \{ t \in \mathbb{R} : \tau(e_{(t, \infty)}(x)) \leq s \} \). We note that whenever \( \tau(1) = \infty \), \( \lambda(x) \geq 0 \) for any \( x \in L_1(\mathcal{M}, \tau)_h \). Otherwise, \( 0 > \lambda(s; x) = \inf \{ t \in \mathbb{R} : \tau(e_{(t, \infty)}(x)) \leq s \} \) for some \( s > 0 \). Hence, there exists \( s' < 0 \) such that \( \tau(e_{(s', \infty)}(x)) \leq s \), i.e., \( \tau(e_{(-\infty, s)}(x)) = \infty \). This implies that \( x \) is not \( \tau \)-compact, which contradicts with the assumption that \( x \in L_1(\mathcal{M}, \tau) \). In particular, by the definition of eigenvalue functions, we obtain that \( \lambda(x) = \lambda(x_+) = \mu(x_+) \) for any \( x \in L_1(\mathcal{M}, \tau)_h \) [36, p. 5].
Proposition 2.7. If $\tau(1) = \infty$. Let $a, b \in L_1(\mathcal{M}, \tau)_h$. We have

$$\int_0^t \lambda(s; (a + b)_+)ds \leq \int_0^t \lambda(s; a_+)ds + \int_0^t \lambda(s; b_+)ds$$

and

$$\int_0^t \lambda(s; (a + b)_-)ds \leq \int_0^t \lambda(s; a_-)ds + \int_0^t \lambda(s; b_-)ds.$$ 

In particular, if $a, b < c \in L_1(\mathcal{M}, \tau)_h$, then $\frac{a+b}{2} < c$.

Proof. Without loss of generality, we may assume that $\mathcal{M}$ is non-atomic (see e.g. [55, Lemma 2.3.18]).

Let $t > 0$ be fixed. For any $e \in \mathcal{P}(\mathcal{M})$ such that $\tau(e) = t$, by Proposition 2.5, we have

$$\tau(((a + b)e) = \tau(ae) + \tau(be) \leq \int_0^t \lambda(s; a)ds + \int_0^t \lambda(s; b)ds.$$ 

By Proposition 2.5, we have

$$\int_0^t \lambda(s; a + b)ds \leq \int_0^t \lambda(s; a)ds + \int_0^t \lambda(s; b)ds.$$ 

By Remark 2.6, we complete the proof for the first inequality. The second inequality follows immediately by taking $-a$ and $-b$. The last assertion is a straightforward consequence of the above results. $\square$

3. Alberti–Uhlmann Problem in the Setting of Finite Von Neumann Algebras

We recall that definition of doubly stochastic operators on von Neumann algebras, which was introduced by Tregub [88,89], Kamei [49] and Hiai [33].

Definition 3.1 [33]. Let $\mathcal{A}$ and $\mathcal{B}$ be semifinite von Neumann algebras equipped with semifinite faithful normal traces $\tau_1$ and $\tau_2$. A positive linear map $\varphi : \mathcal{A} \to \mathcal{B}$ is said to be doubly stochastic if $\varphi(1_{\mathcal{A}}) = 1_{\mathcal{B}}$ and $\tau_2 \circ \varphi = \tau_1$ on $\mathcal{A}_+$. Throughout this section, we always assume that $\mathcal{M}$ is a finite von Neumann algebra equipped with a faithful normal tracial state $\tau$. We denote by $DS(\mathcal{M})$ the set of all doubly stochastic operators on $\mathcal{M}$. Using a recent advance in [19], we provide a complete resolution of Alberti–Uhlmann problem in this setting.

Note that $\varphi$ is $\|\cdot\|_1$-bounded on $L_1(\mathcal{M}, \tau) \cap \mathcal{M}$. Hence, it can be extended to a bounded linear map on $L_1(\mathcal{M}, \tau)$ (denoted by the same $\varphi$) [33, Sect. 4]. When the trace $\tau$ is finite, every doubly stochastic operator $\varphi : \mathcal{M} \to \mathcal{M}$ is normal [33, Remark 4.2 (2)], i.e., $\varphi(x_i) \uparrow \varphi(x)$ if $x_i \uparrow x \in \mathcal{M}_+$. For any $y \in L_1(\mathcal{M}, \tau)_h$, we define

$$\Omega(y) := \{x \in L_1(\mathcal{M}, \tau)_h : x < y\}.$$ 

The following result is folklore. Due to the lack of suitable references, we provide a short proof below.
Proposition 3.2 Let \( y \in L_1(\mathcal{M}, \tau)_h \). Then, \( \Omega(y) \) is a convex set which is closed in \( L_1(\mathcal{M}, \tau) \).

Proof By 2.7, \( \Omega(y) \) is convex. Let \( \{x_n\} \) be a sequence in \( \Omega(y) \) converging in \( L_1 \). We define \( x := \|\cdot\|_1 - \lim_{n \to \infty} x_n \). Hence, for any \( t \in (0, 1) \), we have

\[
\int_0^t \lambda(s; x) - \lambda(s; x_n)ds \leq \int_0^t \lambda(s; \lambda(x) - \lambda(x_n))ds \leq \int_0^t \lambda(s; x - x_n)ds
\]

\[
\leq \int_0^1 \lambda(s; (x - x_n)_+ ds + \int_0^1 \lambda(s; (x - x_n)_-)ds
\]

\[
= \|x - x_n\|_1 \to 0.
\]

(8)

Since \( x_n < y \), it follows that for any \( t \in (0, 1) \),

\[
\int_0^t \lambda(s; y)ds \geq \int_0^t \lambda(s; x_n)ds \geq \int_0^t \lambda(s; x)ds - \|x - x_n\|_1 \to \int_0^t \lambda(s; x)ds
\]

as \( n \to \infty \). Hence, \( \int_0^t \lambda(s; y)ds \geq \int_0^t \lambda(s; x)ds, t \in (0, 1) \). The same argument with that of (8) infers that

\[
\int_0^1 \lambda(s; x_n) - \lambda(s; x)ds \leq \|x - x_n\|_1 \to 0.
\]

Hence, \( \tau(y) = \tau(x_n) \leq \tau(x) \), which together with \( \int_0^t \lambda(s; y)ds \geq \int_0^t \lambda(s; x)ds, t \in (0, 1) \), implies that \( x < y \).

\[ \Box \]

Remark 3.3 Note that \( \Omega(y) \) is \( \|\cdot\|_1 \)-bounded. Moreover, for each \( \varepsilon > 0 \), there exists a \( \delta > 0 \) (see e.g. [27, Theorem 3.1], [25, Lemma 6.1], [37]) such that if \( e \in \mathcal{P}(\mathcal{M}) \) with \( \tau(e) < \delta \), then for all \( x \in \Omega(y) \), we have

\[
|\tau(xe)| = |\tau(x_+e)| + |\tau(x_-e)| \leq \int_0^\delta \lambda(s; x_+)ds + \int_0^\delta \lambda(s; x_-)ds
\]

\[
\leq \int_0^\delta \lambda(s; y_+) + \lambda(s; y_-)ds < \varepsilon,
\]

which shows that \( \Omega(y) \) is relatively weakly compact (see e.g. [27, Corollary 4.5], see also [1, 69, 91]). Since \( \Omega(y) \) is a \( \|\cdot\|_1 \)-closed convex subset in \( L_1(\mathcal{M}, \tau) \), it follows that \( \Omega(y) \) is weakly closed [16, Chapter V., Theorem 1.4]. Then, by the Krein–Milman theorem, \( \Omega(y) \) is \( \sigma(L_1, L_\infty) \)-closure of the convex hull of all extreme points on \( \Omega(y) \). Again, by [16, Chapter V., Theorem 1.4], \( \Omega(y) \) is \( L_1 \)-closure of the convex hull of all extreme points on \( \Omega(y) \).

The assumption that the operators are positive plays no role in the proof of [33, Theorem 4.7. (1)]. So, the “only if” part below follows from the same argument. Using a result by Day [20], we provide below a similar (but simpler) proof for completeness. We note that the special case for finite factors was described in [36] (see also [80, Theorem 2.18]). The following extends [49] (see also [80, Theorem 2.18] and [33, Theorem 4.7. (1)]).
Theorem 3.4 Let \( x, y \in L_1(\mathcal{M}, \tau) \), then \( x < y \) if and only if there exists a \( \varphi \in DS(\mathcal{M}) \) such that \( x = \varphi(y) \).

Proof \( \Rightarrow \). Let \( \mathcal{A} \) (resp. \( \mathcal{B} \)) be the commutative von Neumann subalgebra of \( \mathcal{M} \) generated by all spectral projections of \( y \) (resp. \( x \)). Since \( (\mathcal{A}, \tau) \) and \( (\mathcal{B}, \tau) \) are two normalized measure spaces, by [20, Theorem 4.9], there exists a doubly stochastic operator \( \psi : \mathcal{A} \to \mathcal{B} \) such that \( x = \psi(y) \). Taking the conditional expectation \( E : \mathcal{M} \to \mathcal{A} \) [21, Proposition 2.1], we define \( \varphi : \mathcal{M} \to \mathcal{M} \) by \( \varphi(z) = \psi \circ E, z \in \mathcal{M} \). Clearly, \( \varphi \) is a doubly stochastic operator and \( \varphi(y) = x \).

\( \Leftarrow \). Assume that there exists a \( \varphi \in DS(\mathcal{M}) \) such that \( x = \varphi(y) \). By the definition of doubly stochastic operators, we have \( \tau(x) = \tau(y) \). Let

\[
y_n := ye^\lambda(-n, \infty) + \frac{1}{1 - \tau(e^\lambda(-n, \infty))} \int_{\tau(e^\lambda(-n, \infty))}^1 \lambda(s; y) ds.
\]

In particular, \( y_n \prec y \) (see e.g. [84, p.198]). By [33, Theorem 4.5 (2)], we have \( \varphi(y_n+n) \prec y_n+n \), i.e., \( \varphi(y_n) \prec y_n \prec y \). By [33, Proposition 4.1], we have

\[
\|x - \varphi(y_n)\|_1 = \|\varphi(y - y_n)\|_1 \leq \|y - y_n\|_1 \to 0.
\]

It follows from Proposition 3.2 that \( x \prec y \). \( \quad \square \)

Combining Theorem 3.4, [35, Proposition 1.3] and [19, Theorem 1.1] (with Krein–Milman theorem), we present the finite von Neumann algebra version of [2, Theorem 2.2], which provides a complete answer to Alberti and Uhlmann’s problem [2, Chapter 3] in this setting.

Theorem 3.5 For any \( x, y \in L_1(\mathcal{M}, \tau)_h \), the following conditions are equivalent:

(a) \( x \) is in the doubly stochastic orbit of \( y \);
(b) \( x \prec y \);
(c) \( x \) belongs to the \( L_1 \)-closure of the convex hull of all elements \( x \in L_1(\mathcal{M}, \tau) \) satisfying that for any \( t \in (0, 1) \), one of the following options holds:
   (i) \( \lambda(t; x) = \lambda(t; y) \);
   (ii) \( \lambda(t; x) \neq \lambda(t; y) \) with the spectral projection \( E^x[\lambda(t; x)] \) being an atom in \( \mathcal{M} \) and

   \[
   \int_{\{s; \lambda(s; x) = \lambda(t; x)\}} \lambda(s; y) ds = \lambda(t; x) \tau(E^x([\lambda(t; x)])).
   \]

(d) \( x \) belongs to the \( L_1 \)-closure of the convex hull of all elements \( x \in L_1(\mathcal{A}, \tau) \) satisfying that for any \( t \in (0, 1) \), one of the following options holds:
   (i) \( \lambda(t; x) = \lambda(t; y) \);
   (ii) \( \lambda(t; x) \neq \lambda(t; y) \) with the spectral projection \( E^x[\lambda(t; x)] \) being an atom in \( \mathcal{A} \) and

   \[
   \int_{\{s; \lambda(s; x) = \lambda(t; x)\}} \lambda(s; y) ds = \lambda(t; x) \tau(E^x([\lambda(t; x)])).
   \]

Here, \( \mathcal{A} \) is an abelian von Neumann subalgebra of \( \mathcal{M} \) such that \( x \in L_1(\mathcal{A}, \tau) \).

\( \footnote{\text{Since } x \prec y \text{ is equivalent with } x \prec \lambda(y) \text{ and [19, Theorem 1.1] holds for } x \in L_1(\mathcal{A}, \tau) \text{ and } \lambda(y) \in L_1(0, 1) \text{ (see the beginning of [19, Sect. 3]), it follows that the extreme points of } \{z \prec \lambda(y) : z \in L_1(\mathcal{A}, \tau)\} \text{ are those satisfying conditions (i) and (ii).}} \)
(e) $\tau(x) = \tau(y)$ and $\tau((x - r)_+) \leq \tau((y - r)_+)$ for all $r \in \mathbb{R}$;
(f) $\tau(f(x)) \leq \tau(f(y))$ for all convex function $f$ on $\mathbb{R}$;
(g) $\tau(|x - r|) \leq \tau(|y - r|)$ for all $r \in \mathbb{R}$;
(h) $\int_0^1 \lambda(s; f(x))ds \leq \int_0^1 \lambda(s; f(y))ds$ for all convex function $f$ on $\mathbb{R}$.

If, in addition, $\mathcal{M}$ is a factor, then $\overline{co\{uy : u \in \mathcal{U}(\mathcal{M})\}}^\perp \parallel \cdot \parallel_1$ coincides with the doubly stochastic orbit of $y$ [36, Theorem 2.3].

4. On Hiai’s Conjecture: Ryff’s Problem in the Infinite Setting

Throughout this section, we always assume that $L_\infty(0, \infty)$ is the space of all (classes of) bounded real Lebesgue measurable function on $(0, \infty)$. Let $x, y \in L_1(0, \infty)$. Recall that $x$ is said to be majorized by $y$ (denoted by $x \prec y$) in the sense of Hardy–Littlewood–Pólya if $x_+ \ll y_+, x_- \ll y_-$ and $\int_{\mathbb{R}^+} xdt = \int_{\mathbb{R}^+} ydt$.

Following Birkhoff’s result [8] and his problem 111 [9], numerous results on doubly stochastic operators in the infinite setting appeared (see e.g. [33, 39, 40, 50, 53, 65, 68, 70, 75–77, 93] and references therein). Hiai’s proof of Theorem 4.7 in [33] relies on the so-called BW-compactness [5] of $DS(\mathcal{M})$. We present several examples below showing that Hiai’s conjecture (stated in the introduction) is true in the setting of $\sigma$-finite infinite von Neumann algebras.

Recall that any doubly stochastic operator on $\mathcal{M}$ can be canonically extended to a linear map on $L_1(\mathcal{M}, \tau) + \mathcal{M}$ [33, Sect. 4]. Hence, by a doubly stochastic operator $\varphi$ on $\mathcal{M}$, we always mean that $\varphi$ acts on $L_1(\mathcal{M}, \tau) + \mathcal{M}$.

The first result concerning normal doubly stochastic operators (for a doubly stochastic operator $\varphi$ on a von Neumann algebra $\mathcal{M}$, $\varphi$ is said to be normal if $\varphi(x_i) \uparrow \varphi(x)$ if $x_i \uparrow x \in \mathcal{M}_+$). Hiai [33] showed that a doubly stochastic operator on a finite von Neumann algebra is necessarily normal and he gave an example of doubly stochastic operator on an infinite von Neumann algebra, which is not normal. We show that one cannot expect that for any $x \prec y \in L_1(0, \infty)$, there exists a normal doubly stochastic operator such that $\varphi(y) = x$.

**Example 4.1** There exists $x \prec y \in L_1(0, \infty)$ such that there exists no normal doubly stochastic operator $\varphi$ such that $\varphi(y) = x$. Indeed, let $y = \mu(y)$ be an arbitrary strictly positive integrable function on $(0, \infty)$. We define $x$ by $x(t) = y(t - 1)$, $t \geq 1$, and $x(0) = 0$, $0 < t < 1$. Clearly, $x \prec y$. Assume that there exists a normal doubly stochastic operator $\varphi : L_\infty(0, \infty) \rightarrow L_\infty(0, \infty)$ such that the (extension of $\varphi$ on $L_1(0, \infty)$) $\varphi(y) = x$. Then, for any indicator function $\chi_{[0,n]}$, $n \geq 0$, we have

$$\mu(n; y)\varphi(\chi_{[0,n]}) \leq \varphi(y).$$

In particular, $\varphi(\chi_{[0,n]}) = \varphi(\chi_{[0,n]}\chi_{[1,\infty)})$. Note that $\varphi(\chi_{[0,n]}) \leq \varphi(\chi_{\mathbb{R}+}) = \chi_{\mathbb{R}+}$. We obtain that

$$\varphi(\chi_{[0,n]}) \leq \chi_{[1,\infty)}.$$

Since $\chi_{[0,n]} \uparrow \chi_{\mathbb{R}+}$, it follows that $\chi_{\mathbb{R}+} = \varphi(\chi_{\mathbb{R}+}) = \sup \varphi(\chi_{[0,n]}) \leq \chi_{[1,\infty)}$, which is a contradiction.

The second example shows that if one consider $L_1(\mathcal{M}, \tau) + \mathcal{M}$ (or simply $\mathcal{M}$), then there exists $x \prec y$ such that there exists no doubly stochastic operator $\varphi$ such that $\varphi(y) = x$. 

Example 4.2 Let $y := \chi_{\mathbb{R}^+}$ and $x := \chi_{(1, \infty)}$. Clearly, $x < y$. Assume that $x = \varphi(y)$ for some doubly stochastic operator $\varphi$. Then, $\chi_{\mathbb{R}^+} = \varphi(y) = x = \chi_{(1, \infty)}$, which is a contradiction.

The following theorem shows that even if we restrict $x, y$ in $L_1(0, \infty)$ and relax the restriction (i.e. normality) on $\varphi$, there are still element $x$ with $x < y$, which are not in the doubly stochastic orbit of $y$, which again confirms Hiai’s conjecture. In Lemma 4.5, we will construct a similar but much more complicated example in a more general setting.

Example 4.3 Let $\mathcal{M} = l_\infty$ equipped with the standard trace. There exist $x < y \in \ell_1$ such that there exists no doubly stochastic operator $\varphi : l_\infty \to l_\infty$ with $\varphi(y) = x$.

Let $y := (0, 1, \frac{1}{2}, \cdots, \frac{1}{2^n}, \cdots)$ and $x := (1, \frac{1}{2}, \cdots, \frac{1}{2^n}, \cdots)$. Assume that there exists a doubly stochastic operator $\varphi$ on $l_\infty$ such that $\varphi(y) = x$. Since every doubly stochastic operator is bounded on $\ell_1$ (with respect to the $L_1$-norm), it follows that the restriction of $\varphi$ on $\ell_1$ can be represented as an infinite matrix $(a_{ij})$ (see e.g. [81, Example 4.13]). Since $\varphi$ preserves the trace, it follows that $\sum_{i=1}^{\infty} a_{ij} = 1$ for every $j$. Moreover, since $\varphi(\sum_{n=1}^{\infty} e_n) = \varphi(1) = 1$ and $\varphi$ is positive, it follows that $\sum_{n=1}^{\infty} a_{ij} \leq 1$ for every $n$ and $a_{ij} \geq 0$ for any $1 \leq i, j < \infty$.

By $\varphi(y) = x$, we obtain that $\sum_{j=1}^{\infty} a_{ij} y_j = x_i$, i.e., $\sum_{j=2}^{\infty} a_{ij} \frac{1}{2^{j-2}} = \frac{1}{2^i-1}$. When $i = 1$, we have

$$\sum_{j=2}^{\infty} a_{1j} \frac{1}{2^{j-2}} = 1.$$ 

Since $\sum_{j=1}^{\infty} a_{1j} \leq 1$, it follows that $a_{12} = 1$ and $a_{1j} = 0$ whenever $j \neq 2$. Recall that $\sum_{i=1}^{\infty} a_{i2} = 1$. We obtain that $a_{i2} = 0$ whenever $i \neq 1$. Arguing inductively, we show that $a_{n,n+1} = 1$, $n \geq 1$ and $a_{i,j} = 0$, $i + 1 \neq j$.

In particular, $a_{11} = 0$ for any $i \geq 1$. Hence, $\varphi(e_1) = 0$, which contradicts with the assumption that $\varphi$ preserves the trace.

Remark 4.4 It is shown in [45, Corollary 6.1, S(ii ’)] that if $x = \mu(x), y = \mu(y) \in \ell_1$ such that $x < y$, then there exists a doubly stochastic operator $\varphi$ such that $x = \varphi(y)$ (see also [53, Corollary 2] and [77, Theorems 4 and 5] for similar results).

We show below that for any $\sigma$-finite infinite von Neumann algebra, there always exists $y$ such that the doubly stochastic orbit of $y$ does not coincide with the orbit of $y$ in the sense of Hardy–Littlewood–Pólya. Before proceeding, we need the following generalization of Example 4.3. The key instrument of the proof below is the description of extreme points of $\Omega(y)$ in the setting when atoms in $l_\infty$ have different traces (see [19], see also Theorem 7.1).

Lemma 4.5 Let $\mathcal{M} = l_\infty$ equipped with a semifinite faithful normal trace $\tau$ such that $\tau(e_1) < \tau(e_2) < \cdots < \tau(e_n) < \cdots$, where $e_1, e_2, \cdots$ are the unit elements of $l_\infty$. There exist $x < y \in \ell_1$ such that there exists no doubly stochastic operator $\varphi : l_\infty \to l_\infty$ with $\varphi(y) = x$. 


**Proof** For the sake of convenience, we denote \( w_n = \tau(e_n) \) for any \( n \geq 1 \).

Let
\[
y := \left( 0, \frac{1}{w_2}, \frac{1}{2w_3}, \ldots, \frac{1}{2^{n-2}w_n}, \ldots \right) \in \ell_1
\]
and
\[
x := \left( \frac{1}{w_2}, \frac{1}{w_2}(w_2 - w_1) + \frac{w_1}{2w_3}, \frac{1}{2w_3}(w_3 - w_1) + \frac{w_1}{4w_4}, \ldots, \frac{1}{2^{n-3}w_{n-1}}(w_{n-1} - w_1) + \frac{w_1}{2^{n-2}w_n}, \ldots \right).
\]

Note that \( \mu(y) = \sum_{n \geq 2} \frac{1}{2^{n-2}w_n} \chi_{\left\{ \sum_{k=1}^{n-1} w_k, \sum_{k=2}^{n} w_k \right\}} \). Define an averaging operator \([55,84]\) \( E : L_\infty(0, \infty) \to L_\infty(0, \infty) \) by
\[
E(f) = \sum_{n \geq 1} \frac{1}{w_n} \int_{\sum_{k=1}^{n-1} w_k}^{\sum_{k=1}^{n} w_k} f(s) \cdot \chi_{\left\{ \sum_{k=1}^{n-1} w_k, \sum_{k=2}^{n} w_k \right\}} ds.
\]
In particular, \( E(\mu(y)) = \mu(x) \). Recall that averaging operators are doubly stochastic operators (see e.g. \([55, \text{Lemma 3.6.2}], [84, \text{p.198}] \) and \([93] \)). We obtain that \( x \prec y \) (in particular, \( x \) is an extreme point of \( \Omega_{1}(y) \), see Theorem 7.1).

Assume that there exists a doubly stochastic operator \( \varphi \) on \( l_\infty \) such that \( \varphi(y) = x \). For every \( n \), we denote
\[
\varphi(e_n) = (a_{1,n}, a_{2,n}, \ldots, a_{k,n}, \ldots).
\]
Since \( \varphi \) is positive, it follows that \( a_{k,n} \geq 0, k, n \geq 1 \). Since \( \varphi \) preserves the trace and \( \tau(e_n) = w_n \), it follows that
\[
w_n = \sum_{k=1}^{\infty} a_{k,n} w_k.
\]
Moreover, since \( \varphi(1) = 1 \), it follows that
\[
\sum_{n=1}^{\infty} a_{k,n} \leq 1
\]
for every \( k \geq 1 \).

Since the restriction of \( \varphi \) on \( \ell_1 \) is continuous in \( \| \cdot \|_1 \) and the norm \( \| \cdot \|_1 \) is order continuous, we may view the restriction of \( \varphi \) on \( \ell_1 \) as an infinite matrix \((a_{k,n})\).

Since \( \sum_{n=1}^{\infty} a_{1,n} \leq 1 \) and
\[
\sum_{n=1}^{\infty} a_{1,n} y_n = \sum_{n=2}^{\infty} a_{1,n} y_n = x_1 = y_2 > y_n, \ n > 2,
\]
it follows that $a_{1,2} = 1$ and $a_{1,n} = 0$ when $n \neq 2$. Arguing inductively, we obtain that

$$(a_{k,n}) = \begin{pmatrix}
0 & 1 & 0 & \cdots \\
0 & \frac{w_2-w_1}{w_2} & \frac{w_1}{w_2} & 0 & \cdots \\
0 & 0 & \frac{w_3-w_1}{w_3} & \frac{w_1}{w_3} & \cdots \\
& & & & \ddots 
\end{pmatrix}$$

Hence, $\varphi(e_1) = 0$, which contradicts with the assumption that $\varphi$ preserves the trace. \qed

Now, we are ready to show that Hiai’s conjecture is true for any $\sigma$-finite infinite von Neumann algebra.

**Theorem 4.6** Let $\mathcal{M}$ be a $\sigma$-finite von Neumann algebra equipped with a semifinite infinite faithful normal trace. There are $x \prec y \in L_1(\mathcal{M}, \tau)$ such that there exists no doubly stochastic operator $\varphi$ on $\mathcal{M}$ such that $\varphi(y) = x$.

**Proof** Since $\mathcal{M}$ is $\sigma$-finite, it follows that there exists a sequence $\{p_n\}_{n \geq 1}$ of disjoint $\tau$-finite projections such that $\vee p_n = 1$. Moreover, we may assume that $\tau(p_n)$ is strictly increasing. The $\|\cdot\|_1$-closure of the linear span of $\{p_n\}$ can be viewed as the $\ell_1$-sequence space generated by atoms $\{p_n\}$. By Lemma 4.5, there exists $x \prec y \in \ell_1$ such that there exists no doubly stochastic operator $\varphi : \ell_1 \to \ell_1$ with $\varphi(y) = x$.

Assume that there exists a doubly stochastic operator $\varphi : \mathcal{M} \to \mathcal{M}$ such that $\varphi(y) = x$. Let $\mathcal{E}$ be the conditional expectation from $\mathcal{M}$ to $\ell_\infty$ (the von Neumann subalgebra of $\mathcal{M}$ generated by $\{p_n\}$). Clearly, $\mathcal{E} \circ \varphi : \ell_\infty \to \ell_\infty$ is a doubly stochastic operator which satisfies that $\mathcal{E} \circ \varphi(y) = \mathcal{E}(x) = x$. This contradicts with the assumption imposed on $x$ and $y$. \qed

5. A Decomposition Theorem

In view of Theorem 4.6, to study Alberti–Uhlmann problem in the infinite setting, we have to relax the restriction on the doubly stochastic operators. In the next section, we will show that there exists a normal doubly stochastic operator $\varphi$ on a larger algebra such that $\varphi(y) = x$ provided $x \prec y$. Before proceeding to this result, we prove a decomposition theorem for Hardy–Littlewood–Pólya majorization in this section.

Recall a result due to Ryff that [6, Chapter 2, Corollary 7.6] (see also [72]) for any $0 \leq f \in L_1(0, \infty)$, there exists a measure-preserving transformation $\sigma$ (i.e., $m(\sigma^{-1}(E)) = m(E)$ for any measurable set $E$) from the support $s(f)$ of $f$ onto the support of $\mu(f)$ such that

$$f = \mu(f) \circ \sigma.$$ 

If $f \in L_1(X, \nu)_h$ ($(X, \nu)$ is a finite non-atomic measure space), then there exists a measure-preserving transformation $\sigma$ from $X$ onto $(0, \nu(X))$ such that [72]

$$f = \lambda(f) \circ \sigma.$$

The following proposition is the key to extend Theorem 1.1 to the infinite setting (see also [12, Lemma 3.2], [84, Proposition 19] and [11, Lemma 3.2] for similar results).

**Proposition 5.1** If $x \prec y \in L_1(0, \infty)$, then there exist sequences of disjoint sets $\{A_n \subset \mathbb{R}_+ \oplus \mathbb{R}_+\}$ and $\{B_n \subset \mathbb{R}_+ \oplus \mathbb{R}_+\}$ such that $m(A_n) = m(B_n) < \infty$, $\bigcup A_n = \bigcup B_n = \mathbb{R}_+ \oplus \mathbb{R}_+$ and $(x \oplus 0) \chi_{B_n} \prec (y \oplus 0) \chi_{A_n}$ (on $\mathbb{R}_+ \oplus \mathbb{R}_+$) for every $n \geq 0$. 

Proof Let

\[ \sigma_+^x : s(x_+) \to (0, m(s(x_+))), \quad \sigma_+^y : s(y_+) \to (0, m(s(y_+))), \]

\[ \sigma_-^x : s(x_-) \to (0, m(s(x_-))), \quad \sigma_-^y : s(y_-) \to (0, m(s(y_-))) \]

be measure-preserving transformations such that

\[ x_+ = \lambda(x_+) \circ \sigma_+^x, \quad x_- = \lambda(x_-) \circ \sigma_-^x, \quad y_+ = \lambda(y_+) \circ \sigma_+^y, \quad y_- = \lambda(y_-) \circ \sigma_-^y. \]

Define

\[ X_1 := \{ s : \mu(s; y_+) > \mu(s; x_+) \}, \]

\[ X_2 := \{ s : \mu(s; y_+) < \mu(s; x_+) \}, \]

\[ X_3 := \{ s : \mu(s; y_+) = \mu(s; x_+) \}. \]

Let \( \{ \Gamma_k^2 : m(\Gamma_k^2) < \infty \}_{k \geq 1} \) be a partition of \( X_2 \). Since \( \tau(y_+) \geq \tau(x_+) \), it follows that there exists a collection \( \{ \Gamma_k^1 : m(\Gamma_k^1) < \infty \}_{k \geq 1} \) of disjoint subsets of \( X_1 \) such that

\[ \int_{\Gamma_k^1 \cup \Gamma_k^2} \mu(y_+) - \mu(x_+) = 0. \]

We denote by \( \Gamma_0^1 := X_1 \setminus (\bigcup_{k \geq 1} \Gamma_k^1) \) (it may be the empty set). We also define a partition \( \{ \Gamma_k^3 : m(\Gamma_k^3) < \infty \}_{k \geq 1} \) of \( X_3 \). For brevity, we numerate \( \{ \Gamma_k^1 \cup \Gamma_k^2 \}_{k \geq 1} \cup \{ \Gamma_k^3 \}_{k \geq 1} \) as \( \{ \Delta_k \}_{k \geq 1} \) and let \( A_0 := \Gamma_0^1 \).

Similarly, we construct a partition \( \{ \Omega_k^1 : m(\Omega_k^1) < \infty \}_{k \geq 1} \) of \( \{ s : \mu(s; y_-) > \mu(s; x_-) \} \) and a decomposition \( \{ \Omega_k^2 : m(\Omega_k^2) < \infty \}_{k \geq 1} \) of \( \{ s : \mu(s; y_-) > \mu(s; x_-) \} \) such that

\[ \int_{\Omega_k^1 \cup \Omega_k^2} \mu(y_-) - \mu(x_-) = 0. \]

We denote by

\[ \Omega_0^1 := \{ s : \mu(s; y_-) > \mu(s; x_-) \} \setminus (\bigcup_{k \geq 1} \Omega_k^1) \]

(it may be the empty set). We also define a partition \( \{ \Omega_k^3 : m(\Omega_k^3) < \infty \}_{k \geq 1} \) of \( \{ s : \mu(s; y_-) = \mu(s; x_-) \} \). For brevity, we numerate \( \{ \Omega_k^1 \cup \Omega_k^2 \}_{k \geq 1} \cup \{ \Omega_k^3 \}_{k \geq 1} \) as \( \{ \Lambda_k \}_{k \geq 1} \) and let \( B_0 := \Omega_0^1 \).

We consider couples

\[ \left( (\sigma_+^x)^{-1}(\Lambda_k \cap (0, m(s(x_+)))), \quad (\sigma_+^y)^{-1}(\Lambda_k \cap (0, m(s(y_+)))) \right) \]

and

\[ \left( (\sigma_-^x)^{-1}(\Lambda_k \cap (0, m(s(x_-)))), \quad (\sigma_-^y)^{-1}(\Lambda_k \cap (0, m(s(y_-)))) \right). \]

Note that the measures of elements in any couple above may not be the same. We can find sequences \( \{ \Delta_k^x \}, \{ \Delta_k^y \}, \{ \Lambda_k^x \} \) and \( \{ \Lambda_k^y \} \) of disjoint sets of finite measures in \((0, \infty)\) such that
We consider couples such that
\[ (m \oplus m)((\sigma^+_k)^{-1}(\Delta_k \cap (0, m(s(x_+)))) \oplus \Delta_k^{c_+}) \]
\[ = (m \oplus m)((\sigma^+_k)^{-1}(\Delta_k \cap (0, m(s(y_+)))) \oplus \Delta_k^{c_+}), \]
and
\[ (m \oplus m)((\sigma^-_k)^{-1}(\Delta_k \cap (0, m(s(x_-)))) \oplus \Delta_k^{c_-}) \]
\[ = (m \oplus m)((\sigma^-_k)^{-1}(\Delta_k \cap (0, m(s(y_-)))) \oplus \Delta_k^{c_-}). \]

Now, consider \( A_0 := (0, \infty) \setminus (\cup_k \Delta_k) \) and \( B_0 := (0, \infty) \setminus (\cup_k \Lambda_k) \). Since \( \tau(y) = \tau(x) \), it follows that there exist partitions \( \{\mathcal{A}^0_k : m(\mathcal{A}^0_k) < \infty\} \) and \( \{\mathcal{Y}^0_k : m(\mathcal{Y}^0_k) < \infty\} \) of \( A_0 \) and \( B_0 \), respectively, such that
\[ \int_{\mathcal{A}^0_k} \mu(y_+) - \mu(x_+) = \int_{\mathcal{Y}^0_k} \mu(y_-) - \mu(x_-). \]

We consider couples
\[ \left((\sigma^+_k)^{-1}(\mathcal{A}^0_k \cap (0, m(s(x_+)))), (\sigma^+_k)^{-1}(\mathcal{A}^0_k \cap (0, m(s(y_+))))\right) \]
and
\[ \left((\sigma^-_k)^{-1}(\mathcal{Y}^0_k \cap (0, m(s(x_-)))), (\sigma^-_k)^{-1}(\mathcal{Y}^0_k \cap (0, m(s(y_-))))\right). \]

Note that the measures of elements in any couple may not be the same. We can find sequences \( \{\mathcal{A}^{c_+}_k\}, \{\mathcal{A}^{c_-}_k\}, \{\mathcal{B}^{c_+}_k\} \) and \( \{\mathcal{B}^{c_-}_k\} \) of disjoint sets of finite measures in \((0, \infty)\) such that
\[ (m \oplus m) \left((\sigma^+_k)^{-1}(\mathcal{A}^0_k \cap (0, m(s(x_+)))) \oplus \mathcal{A}^{c_+}_k\right) \]
\[ = (m \oplus m) \left((\sigma^+_k)^{-1}(\mathcal{A}^0_k \cap (0, m(s(y_+)))) \oplus \mathcal{A}^{c_+}_k\right) \]
and
\[ (m \oplus m) \left((\sigma^-_k)^{-1}(\mathcal{Y}^0_k \cap (0, m(s(x_-)))) \oplus \mathcal{B}^{c_+}_k\right) \]
\[ = (m \oplus m) \left((\sigma^-_k)^{-1}(\mathcal{Y}^0_k \cap (0, m(s(y_-)))) \oplus \mathcal{B}^{c_+}_k\right). \]

Now, we numerate the following disjoint couples of subsets in \( \bigoplus_{k=1}^{4} (0, \infty) \) by \((X_k, Y_k)\),
\[ \left((\sigma^+_k)^{-1}(\Delta_k \cap (0, m(s(x_+)))) \oplus \Delta_k^{c_+} \oplus \emptyset \oplus \emptyset, \right. \]
\[ (\sigma^+_k)^{-1}(\Delta_k \cap (0, m(s(y_+)))) \oplus \Delta_k^{c_+} \oplus \emptyset \oplus \emptyset), \]
\[ \left(\sigma^-_k)^{-1}(\Lambda_k \cap (0, m(s(x_-)))) \oplus \Lambda_k^{c_+} \oplus \emptyset \oplus \emptyset, \right. \]
\[ (\sigma^-_k)^{-1}(\Lambda_k \cap (0, m(s(y_-)))) \oplus \Lambda_k^{c_+} \oplus \emptyset \oplus \emptyset), \]
\[ (\sigma^+_k)^{-1}(\mathcal{A}^0_k \cap (0, m(s(x_+)))) \cup \right) \]
\[ (\sigma^-_k)^{-1}(\mathcal{Y}^0_k \cap (0, m(s(x_-)))) \oplus \emptyset \oplus (\mathcal{A}^{c_+}_k \cup \mathcal{B}^{c_+}_k) \oplus \emptyset, \]
\[ (\sigma^+_k)^{-1}(\mathcal{A}^0_k \cap (0, m(s(x_+)))) \cup \right) \]
\[ (\sigma^-_k)^{-1}(\mathcal{Y}^0_k \cap (0, m(s(x_-)))) \oplus \emptyset \oplus (\mathcal{A}^{c_+}_k \cup \mathcal{B}^{c_+}_k) \oplus \emptyset, \]
In particular, the measures of \( X_k \) and \( Y_k \) are the same.

Since there exists a measure-preserving isomorphism between \((0, \infty)\) and
\[
(0, \infty)^{\oplus 3} \oplus ((0, \infty) \setminus s(x)) \quad \text{or} \quad (0, \infty)^{\oplus 3} \oplus (0, \infty) \setminus s(y)),
\]
we may view \((X_k)\) (and \((Y_k)\)) as disjoint subsets of \((0, \infty) \oplus (0, \infty)\). Moreover, since the complements \((\cup(X_k))^c\) (resp. \((\cup(Y_k))^c\)) of \(\cup(X_k)\) (resp. \(\cup(Y_k)\)) has infinite measure, it follows that there exists a partition \(\{P_n\}\) (resp. \(\{Q_n\}\)) of \((\cup(X_k))^c\) (resp. \((\cup(Y_k))^c\)) with \((m \oplus m)(P_n) = 1\) (resp. \((m \oplus m)(Q_n) = 1\)).

Numerating \((X_k)\) and \((P_n)\) (resp. \((Y_k)\) and \((Q_n)\)), we complete the proof. \(\square\)

Let \(\mathcal{M}_1\) and \(\mathcal{M}_2\) be two semifinite von Neumann algebras. If \(I\) is a unital \(*\)-isomorphism from \(S(\mathcal{M}_1, \tau_1)\) onto \(S(\mathcal{M}_2, \tau_2)\) which is continuous with respect to the measure topology, then \(I\) commutes with the (continuous) functional calculus (see e.g. [28, Chapter II, Proposition 9.2]). Let \(\mathcal{M}\) be a semifinite von Neumann algebra. Without loss of generality, we may assume that \(\mathcal{M}\) is an atomless semifinite von Neumann algebra [55, Lemma 2.3.18]. Recall that for any self-adjoint operator \(x \in L_1(\mathcal{M}, \tau)\), there exist an atomless commutative von Neumann subalgebra \(A\) of \(s(x)\) and \(\mathcal{M}\) which is continuous with respect to the measure topology from \(S(\mathcal{A})\) onto \(S(0, s(x))\) [14, Lemma 1.3]. The equivalence between (b) and (d) in Theorem 1.2 follows from the following proposition immediately.

**Proposition 5.2** Let \(x, y \in L_1(0, \infty)\). Then, \(x < y\) if and only if \(\tau(f(x)) \leq \tau(f(y))\) for any convex function \(f\) on the real axis with \(f(0) = 0\) such that \(f(x)\) and \(f(y)\) are integrable. Here, \(\tau(f)\) stands for \(\int f dm\) (\(m\) is the Lebesgue measure).

**Proof** \(\Rightarrow\). By Proposition 5.1, there exist sequences of disjoint sets
\[
\{A_n \subset \mathbb{R}_+ \oplus \mathbb{R}_+\} \quad \text{and} \quad \{B_n \subset \mathbb{R}_+ \oplus \mathbb{R}_+\}
\]
such that \(m(A_n) = m(B_n) < \infty, \cup A_n = \cup B_n = \mathbb{R}_+ \oplus \mathbb{R}_+\) and \((x \oplus 0)\chi_{B_n} < (y \oplus 0)\chi_{A_n}\) for every \(n\). By the classical result (see e.g. [35, Proposition 1.3]), we have
\[
(\tau \oplus \tau)(f((x \oplus 0)\chi_{B_n})) \leq (\tau \oplus \tau)(f((y \oplus 0)\chi_{A_n}))
\]
for every \(n\). Hence, we have
\[
(\tau \oplus \tau)(f(x \oplus 0)) = \sum_n (\tau \oplus \tau)(f((x \oplus 0)\chi_{B_n})) \leq \sum_n (\tau \oplus \tau)(f((y \oplus 0)\chi_{A_n})) = (\tau \oplus \tau)(f(y \oplus 0)).
\]

Since \(f(0) = 0\), it follows that \(\tau(f(x)) \leq \tau(f(y))\).

\(\Leftarrow\). Let \(f(t) = t\). Then, we have \(\tau(x) \leq \tau(y)\). Let \(f(t) = -t\). We have \(\tau(-x) \leq \tau(-y)\). Hence, \(\tau(x) = \tau(y)\). On the other hand, we take any non-decreasing continuous convex function \(f\) on \(\mathbb{R}_+\) with \(f(t) = 0\) when \(t < 0\). We have \(\tau(f(x_+)) \leq \tau(f(y_+))\). Hence, \(x_+ < y_+\) (see [35, Proposition 1.2]). Now, we take any non-decreasing continuous convex function \(g\) on \(\mathbb{R}_+\) with \(g(t) = 0\) when \(t < 0\). We define \(f(t) = g(-t)\) on \(\mathbb{R}\). We have
\[
\tau(g(x_+)) = \tau(f(-x_-)) = \tau(f(y)) \leq \tau(f(y_-)) = \tau(g(y_-)).
\]
Hence, \(\tau(g(x_+)) \leq \tau(g(y_-))\), i.e., \(x_+ < y_-\) (see [35, Proposition 1.2]). \(\square\)
6. Alberti–Uhlmann Problem in the Setting of Infinite von Neumann Algebras

Let $L_1(\mathcal{M}, \tau)$ be the noncommutative $L_1$-space affiliated with a semifinite von Neumann algebra $\mathcal{M}$ equipped with a faithful normal semifinite trace $\tau$. Throughout this section, we always assume that $\tau(1) = \infty$.

The following proposition for positive operators can be found in [33, Theorem 4.5].

**Proposition 6.1** Let $y \in L_1(\mathcal{M}, \tau)_h$ and let $\varphi \in DS(\mathcal{M})$. Then, $\varphi(y) < y$.

**Proof** Since $\varphi(y) - s = \varphi(y - s) \leq \varphi((y - s)_+)$ for every $s \in \mathbb{R}_+$, it follows that

$$\tau((\varphi(y) - s)_+) = \tau(p(\varphi(y) - s)p) \leq \tau(p\varphi((y - s)_+)p) \leq \tau(\varphi((y - s)_+))$$

for every $s \in \mathbb{R}_+$, where $p := s((\varphi(y) - s)_+)$. The same argument shows that

$$\tau((\varphi(y) - s)_+) \leq \tau(\varphi((-y - s)_+)) = \tau((-y - s)_+)$$

for every $s \in \mathbb{R}_+$. Since $\varphi$ is trace-preserving, it follows from Proposition 2.3 that the assertion holds. \hfill $\square$

Now, we present the proof of (b)$\Rightarrow$(a) in Theorem 1.2.

**Theorem 6.2** If $\mathcal{M}$ is a $\sigma$-finite von Neumann algebra, then for any $x < y \in L_1(\mathcal{M}, \tau)_h$, there exists a normal doubly stochastic operator $\varphi : \mathcal{M} \oplus L_\infty(0, \infty) \to \mathcal{M} \oplus L_\infty(0, \infty)$ such that $\varphi(y \oplus 0) = x \oplus 0$.

**Proof** Without loss of generality, we may assume that $\mathcal{M}$ is atomless [55, Lemma 2.3.18]. For every $x \in \Omega(y)$, there exists an abelian non-atomic von Neumann subalgebra $\mathcal{N}_1^x$ of $s(x_,)\mathcal{M}s(x_+,)$ containing all spectral projections of $x_+$, and a $*$-isomorphism $V_1^x$ from $S(\mathcal{N}_1^x, \tau)$ onto $S([0, \tau(s(x_+)), m)$ such that $\lambda(V_1^x(f)) = \lambda(f)$ for every $f \in S(\mathcal{N}_1^x, \tau)_h$ (see [14, Lemma 1.3], see also [7, Proposition 3.1], [17] and [15, Lemma 4.1]). Similarly, we have a $*$-isomorphism $V_2^x$ from $S(\mathcal{N}_2^x, \tau)$ onto $S([0, \tau(s(x_-)), m)$ such that $\lambda(V_2^x(f)) = \lambda(f)$ for every $f \in S(\mathcal{N}_2^x, \tau)_h$, where $\mathcal{N}_2^x$ is an abelian non-atomic von Neumann subalgebra of $s(x_-,)\mathcal{M}s(x_-)$ containing all spectral projections of $x_-$. We denote

$$V_x := V_1^x \oplus V_2^x.$$ 

There exists a commutative atomless von Neumann subalgebra $\mathcal{N}_3^x$ of $\mathcal{M}_{n(x)}$, on which $\tau$ is again semifinite.

The same argument show that there exists such a trace-preserving $*$-isomorphism $V_y : S(\mathcal{N}_1^y \oplus \mathcal{N}_2^y) \to S(0, \tau(s(y_+)))$, where $\mathcal{N}_1^y$ (resp. $\mathcal{N}_2^y$) is an atomless commutative reduced von Neumann subalgebra of $\mathcal{M}_{s(y_+)}$ (resp. $\mathcal{M}_{s(y_-)}$) containing all spectral projections of $y_+$ (resp. $y_-$). $\mathcal{N}_3^y$ denotes a commutative atomless von Neumann subalgebra of $\mathcal{M}_{n(y)}$. There exists a trace-preserving normal conditional expectation $\mathcal{E} : \mathcal{M} \to \mathcal{N}_1^y \oplus \mathcal{N}_2^y \oplus \mathcal{N}_3^y$ [21, Proposition 2.1].

Since $\mathcal{M}$ is $\sigma$-finite, it follows that $\mathcal{N}_3$ is isomorphic to a subalgebra of $L_\infty(0, \infty)$. Hence, there are trace-preserving $*$-isomorphisms $U_1$ and $U_2$ such that

$$L_\infty(0, \tau(s(x_))) \oplus L_\infty(0, \infty) \simeq U_1 \mathcal{N}_1^x \oplus \mathcal{N}_2^x \oplus \mathcal{N}_3^x \oplus L_\infty(0, \infty)$$

and
Hence, without loss of generality, we may assume that $y \in L_1(0, \tau(s(y)))$, $x \in L_1(0, \tau(s(x)))$ and it suffices to show that there exists a doubly stochastic operator $\varphi$ from $L_\infty(0, \tau(s(y))) \oplus L_\infty(0, \infty)$ to $L_\infty(0, \tau(s(x))) \oplus L_\infty(0, \infty)$ whose $L_1$-extension maps $y$ to $x$.

By Proposition 5.1, there exist $\{A_n \subset (0, \tau(s(y))) \oplus \mathbb{R}_+\}$ and $\{B_n \subset (0, \tau(s(x))) \oplus \mathbb{R}_+\}$ such that $m(A_n) = m(B_n) < \infty$, $\cup A_n = (0, \tau(s(y))) \oplus \mathbb{R}_+$ and $\cup B_n = (0, \tau(s(x))) \oplus \mathbb{R}_+$ and $(x \oplus 0) \chi_{B_n} \leq (y \oplus 0) \chi_{A_n}$ for every $n \geq 0$. By Theorem 3.5 (see also [20]), there are normal doubly stochastic operators $\varphi_n : L_\infty(B_n) \rightarrow L_\infty(A_n)$ with $\varphi_n((x \oplus 0) \chi_{A_n}) = (x \oplus 0) \chi_{B_n}$. By taking the direct sum $\Phi$ of all $\varphi_n$, we obtain a doubly stochastic operator

$$\Phi(\oplus_{n \geq 1} \varphi_n) : L_\infty(0, \tau(s(x))) \oplus L_\infty(0, \infty) \rightarrow L_\infty(0, \tau(s(y))) \oplus L_\infty(0, \infty)$$

such that $\Phi(y) = x$. Moreover, since every $\varphi_n$ is normal, it follows that the direct sum $\Phi$ is also normal. Indeed, let $z_i \uparrow z \in L_\infty(0, \tau(s(y))) \oplus L_\infty(0, \infty)$. For any $n \geq 1$, we have

$$\varphi_n(z_i \chi_{A_n}) \uparrow \varphi_n(z \chi_{A_n}).$$

Since

$$\Phi(z_i) = \oplus_{n \geq 1} \varphi_n(z_i \chi_{A_n})$$

and

$$\Phi(z) = \oplus_{n \geq 1} \varphi_n(z \chi_{A_n}),$$

it follows that $\Phi(z_i) \uparrow \Phi(z)$, which implies that $\Phi$ is normal. \hfill \Box

It is interesting to see that Hiai’s conjecture is not true in the setting of non-$\sigma$-finite semifinite von Neumann algebras. The proof is similar with that of Theorem 6.2. Before proceeding to the proof of this result, we need the following lemma. We would like to thank Dr. Dmitriy Zanin for his help with the proof of following lemma.

**Lemma 6.3** Let $\mathcal{A}$ be an atomless abelian semifinite infinite von Neumann algebra equipped with a semifinite faithful normal trace $\tau$. If $\mathcal{A}$ is not $\sigma$-finite, then

$$\mathcal{A}_{1-s(x)} \simeq \mathcal{A}$$

(9)

for any $x \in S_0(\mathcal{A}, \tau)$. Here, we denote by $\mathcal{A}_p$ the reduced von Neumann subalgebra $p\mathcal{A}p$ of $\mathcal{A}$, $p \in \mathcal{P}(\mathcal{A})$.

**Proof** Since $x$ is $\tau$-compact, it follows that $s(x)$ is a $\sigma$-finite projection, and the atomless commutative algebra $\mathcal{A}_1 := \mathcal{A}_{s(x)}$ is isomorphically isomorphic (the $\ast$-isomorphism is denoted by $U_1$) to $L_\infty(0, s(x))$ [10, Theorem 9.3.4].

Since $\mathcal{A}_{1-s(x)}$ is not $\sigma$-finite, we can construct a commutative subalgebra $\mathcal{A}_2$ of $\mathcal{A}_{1-s(x)}$ is isomorphically isomorphic to $L_\infty(0, s(x))$.

Arguing inductively, we may construct a sequence $\{\mathcal{A}_n\}$ of disjoint commutative subalgebras of $\mathcal{A}$, isomorphically isomorphic to $L_\infty(0, \tau(s(x)))$. We denote by $U_n$ the $\ast$-isomorphism between $\mathcal{A}_{1-s(x)}$ and $\mathcal{A}_n$. 
Let $A_0 := A_{1 - \oplus_n 1_{A_n}}$. Since $1$ is not $\sigma$-finite in $A$, it follows that $1 - \oplus_n 1_{A_n}$ is not $\sigma$-finite. Since $A_0$ is a reduced algebra of $A$, it follows that the restriction of $\tau$ on $A_0$ is semifinite, faithful and normal.

Now, we can define a trace-preserving $\ast$-isomorphism $\alpha : \oplus_{n \geq 0} A_n \to \oplus_{n \neq 1} A_n$ by setting

$$\alpha(x) = \begin{cases} x, & x \in A_0, \\ U_{n+1}(U_n^{-1}(x)), & x \in A_n, n \geq 1. \end{cases}$$

Theorem 6.4 If $M$ is not a $\sigma$-finite von Neumann algebra, then for any $x < y \in L_1(M, \tau)_h$, there exists a normal doubly stochastic operator $\varphi : M \to M$ such that $\varphi(y) = x$.

Proof Without loss of generality, we may assume that $M$ is atomless [55, Lemma 2.3.18]. Note that $x$ and $y$ are $\tau$-compact. For every $x \in \Omega(y)$, there exists an abelian atomless von Neumann subalgebra $N_1^x$ of $s(x_+)M_s(x_+)$ containing all spectral projections of $x_+$, and a $\ast$-isomorphism $V_1^x$ from $S(N_1^x, \tau)$ onto $S([0, \tau(s(x_+)), m)$ such that $\lambda(V_1^x(f)) = \lambda(f)$ for every $f \in S(N_1^x, \tau)_h$ (see [14, Lemma 1.3], see also [7, Proposition 3.1], [17] and [15, Lemma 4.1]). Similarly, we have a $\ast$-isomorphism $V_2^x$ from $S(N_2^x, \tau)$ onto $S([0, \tau(s(s_+)), m)$ such that $\lambda(V_2^x(f)) = \lambda(f)$ for every $f \in S(N_2^x, \tau)_h$, where $N_1^x$ is an abelian atomless von Neumann subalgebra of $s(x_+)M_s(x_-)$ containing all spectral projections of $x_-$. We denote

$$V_x := V_1^x \oplus V_2^x.$$

The same argument show that there exists such a trace-preserving $\ast$-isomorphism $V_y : S(N_1^y \oplus N_2^y) \to S([0, \tau(s(y))), where $N_1^y$ (resp. $N_2^y$) is an atomless commutative reduced von Neumann subalgebra of $M_{s(y_+)}$ (resp. $M_{s(y_-)}$) containing all spectral projections of $y_+$ (resp. $y_-$).

Since $M$ is not $\sigma$-finite, it follows that there exists an atomless non-$\sigma$-finite commutative von Neumann subalgebra $A$ of $M_{1 - s(x) \vee s(y)}$. It follows from Lemma 6.3 that

$$A \simeq A \oplus L_\infty(0, a)$$

for any $0 < a \leq \infty$.

Note that $s(x) \vee s(y) = s(y)$ is a $\sigma$-finite projection. Let $B_x$ (resp. $B_y$) be a commutative atomless von Neumann subalgebra of $M_{s(x) \vee s(y) - s(y)}$ (resp. $M_{s(x) \vee s(y) - s(x)}$). We have

$$A \oplus B_y \simeq A$$

(resp. $A \oplus B_x \simeq A$). There exists a trace-preserving conditional expectation $E : M \to N_1 \oplus N_2 \oplus A \oplus B_y$ [21, Proposition 2.1]. Hence, there are trace-preserving isomorphisms $U_1$ and $U_2$ such that

$$L_\infty(0, \tau(s(x))) \oplus L_\infty(0, \infty) \oplus A \simeq U_1 N_1^x \oplus N_2^y \oplus A \oplus B_x \subset M$$

and

$$L_\infty(0, \tau(s(y))) \oplus L_\infty(0, \infty) \oplus A \simeq U_2 N_1^y \oplus N_2^y \oplus A \oplus B_y \subset E(M)$$

where the restrictions of $U_1$ and $U_2$ coincide with $V_x$ and $V_y$. Hence, without loss of generality, we may assume that $y \in L_1(0, \tau(s(y)))$, $x \in L_1(0, \tau(s(x)))$. The argument in Theorem 6.2 infers that there exists a normal doubly stochastic operator $\varphi$ from $L_\infty(0, \tau(s(y))) \oplus L_\infty(0, \infty)$ to $L_\infty(0, \tau(s(x))) \oplus L_\infty(0, \infty)$ whose $L_1$-extension maps $y$ to $x$. □
7. Extreme Points of $\Omega(y)$: Luxemburg’s Problem in the Infinite Setting

In this section, we consider Luxemburg’s problem [58, Problem 1] in the (noncommutative) infinite setting, characterizing the extreme points of $\Omega(y)$, $y \in L_1(\mathcal{M}, \tau)_h$ when $\mathcal{M}$ is a semifinite von Neumann equipped with a semifinite infinite faithful normal trace $\tau$. The main idea stemming from [19] still works for the infinite setting. However, the description of extreme points of $\Omega(y)$ is much more complicated than that in the finite setting. We show that the case of an infinite von Neumann algebra can be reduced into the case of at most countably many finite von Neumann algebras and we can apply the same idea used in [19].

The theorem below is the main result in this section.

**Theorem 7.1** Let $y \in L_1(\mathcal{M}, \tau)_h$. Then, $x \in L_1(\mathcal{M}, \tau)$ is an extreme point of $\Omega(y)$ if and only if for $x_+$ and $y_+$, for any $t \in (0, \infty)$, one of the following options holds:

(i). $\lambda(t; x) = \lambda(t; y)$;

(ii). $\lambda(t; x) \neq \lambda(t; y)$ with the spectral projection $E^x[\lambda(t; x)]$ being an atom in $\mathcal{M}$ and

$$\int_{\{s; \lambda(s; x) = \lambda(t; x)\}} \lambda(s; y) ds = \lambda(t; x) \tau(E^x([\lambda(t; x)]))$$

and, for $x_-$ and $y_-$, for any $t \in (0, \infty)$, one of the following options holds:

(i). $\lambda(t; -x) = \lambda(t; -y)$;

(ii). $\lambda(t; -x) \neq \lambda(t; y)$ with the spectral projection $E^{-x}[\lambda(t; -x)]$ being an atom in $\mathcal{M}$ and

$$\int_{\{s; \lambda(s; -x) = \lambda(t; -x)\}} \lambda(s; -y) ds = \lambda(t; -x) \tau(E^{-x}([\lambda(t; -x)]))$$

The following lemma allows us to reduce the problem to the setting of the positive core of a finite von Neumann algebra.

**Lemma 7.2** Let $y \in L_1(\mathcal{M}, \tau)_h$. If $x \in L_1(\mathcal{M}, \tau)_h$ is an extreme point of $\Omega(y)$, then $\tau(x_+) = \tau(y_+)$ and $\tau(x_-) = \tau(y_-)$.

**Proof** Assume by contradiction that $\tau(x_+) < \tau(y_+)$. Since $\tau(x_+) - \tau(x_-) = \tau(x) - \tau(y) = \tau(y_+) - \tau(y_-)$, it follows that $\tau(x_-) < \tau(y_-)$. Let

$$A := \left\{ t \in (0, \infty) : \int_0^t \lambda(t; y_+) dt = \int_0^t \lambda(t; x_+) dt \right\}.$$

If $\sup A = \infty$, then $\tau(y_+) = \tau(x_+)$. Hence, $\sup A < \infty$. We define $t' := \sup A$. In particular, $t' \in A$. Similarly, we define $B := \left\{ t : \int_0^t \lambda(t; y_-) dt = \int_0^t \lambda(t; x_-) dt \right\}$ and $B \ni s' := \sup B < \infty$. For any $t > t'$, we have

$$\int_0^t \lambda(t; y_+) dt > \int_0^t \lambda(t; x_+) dt$$

and for any $t > s'$, we have

$$\int_0^t \lambda(t; y_-) dt > \int_0^t \lambda(t; x_-) dt.$$
By Lemma A.3, \( \lambda(x_\pm) \) is a step function on \((t', \infty)\) (resp. \((s', \infty)\)). Assume that \( \lambda(x_+) > 0 \) on \( \mathbb{R}_+ \). Since \( x \) is \( \tau \)-compact, it follows \( \lambda(x_+) \) decreases to 0 at infinity. By Lemma A.3, \( x \) is not an extreme point. Hence, \( \lambda(x_+) \) has a finite support. The same argument shows that \( \lambda(x_-) \) has a finite support.

Recall that

\[
\int_0^{t'} \lambda(t; y_+) dt = \int_0^{t'} \lambda(t; x_+) dt,
\]
\[
\int_0^{t'} \lambda(t; y_-) dt = \int_0^{t'} \lambda(t; x_-) dt.
\]

We claim that

\[
0 < \lambda(t' -; y_+) \leq \lambda(t' -; x_+)
\] (10)

and

\[
0 < \lambda(s' -; y_-) \leq \lambda(s' -; x_-).
\]

Otherwise, \( \lambda(t' -; y_+) > \lambda(t' -; x_+), \) i.e., there exists \( \delta > 0 \) such that \( \lambda(y_+) > \lambda(x_+) \) on \((t' - \delta, t')\). Since \( x < y \), it follows that \( \int_0^{t'} \lambda(t; x_+) dt < \int_0^{t'} \lambda(t; y_+) dt \), which is a contradiction with \( t' \in A \). The case for \( x_- \) and \( y_- \) follows from the same argument.

We claim that for any \( \epsilon > 0 \),

\[
\lambda(t' + \epsilon; x_+) < \lambda(t' -; x_+)
\] (11)

and

\[
\lambda(s' + \epsilon; x_-) < \lambda(s' -; x_-).
\]

Otherwise, \( \lambda(t' + \epsilon; x_+) = \lambda(t' -; x_+) \) \hspace{1em} (10)\[
\lambda(t' -; y_+) \geq \lambda(t' -; y_+) \geq \lambda(t' + \epsilon; y_+) \) for some \( \epsilon > 0 \).

That is,

\[
\int_{t'}^{t' + \epsilon} \lambda(s; x_+) ds \geq \int_{t'}^{t' + \epsilon} \lambda(s; y_+) ds.
\]

This contradicts with \( t' = \text{sup} A \) (if we take \( '=' \) in the above inequality) or \( x < y \) (if we take \( '>' \) in the above inequality). The case for \( x_- \) follows from the same argument.

Let’s consider \( \lambda(t'; x_+) \). There are three possible situations:

1. \( \lambda(t'; x_+) = 0 \);
2. \( \lambda(t'; x_+) > 0 \) and \( \lambda(t' + \epsilon; x_+) = \lambda(t'; x_+) \) for some \( \epsilon > 0 \);
3. \( \lambda(t'; x_+) > 0 \) and \( \lambda(t' + \epsilon; x_+) < \lambda(t'; x_+) \) for any \( \epsilon > 0 \).

By Lemma A.2 and the right-continuity of \( \lambda(x_+) \), situation (3) is impossible. Consider situation (2). We claim that \( E^{x_+}(0, \delta) = 0 \) for some sufficiently small \( \delta > 0 \). Otherwise, \( \lambda(x_+) \) satisfies the conditions in Lemma A.3. That is, \( x \) is not an extreme point of \( \Omega(y) \). Hence, \( m_1 := \inf \{ \lambda(x_+) > 0 \} > 0 \). Similarly, we obtain that \( m_2 := \inf \{ \lambda(x_-) > 0 \} > 0 \). If situation (1) is true, then, by (11), we can define \( m_1 > 0 \) by \( \lambda(t' -; x_+) \) (resp. \( m_2 := \lambda(s' -; x_-) > 0 \)).
Recall that \( s(x) \) is \( \tau \)-finite and the trace \( \tau \) is infinite. Take any non-zero \( \tau \)-finite projections \( P_1, P_2 \leq 1 - s(x) \) and \( P_1 \perp P_2 \). Without loss of generality, we may assume that \( \tau(P_1) \leq \tau(P_2) \). Let

\[
C_1 := \frac{1}{\tau(P_1)} \left( \int_0^{\tau(s(x_+)) + \tau(P_1)} \lambda(t; y_+) dt - \int_0^{\tau(s(x_+))} \lambda(t; x_+) dt \right) > 0,
\]

\[
C_2 := \frac{1}{\tau(P_1)} \left( \int_0^{\tau(s(x_-)) + \tau(P_1)} \lambda(t; y_-) dt - \int_0^{\tau(s(x_-))} \lambda(t; x_-) dt \right) > 0,
\]

\[
C_3 := \frac{1}{\tau(P_2)} \left( \int_0^{\tau(s(x_+)) + \tau(P_2)} \lambda(t; y_+) dt - \int_0^{\tau(s(x_+))} \lambda(t; x_+) dt \right) > 0,
\]

and

\[
C_4 := \frac{1}{\tau(P_2)} \left( \int_0^{\tau(s(x_-)) + \tau(P_2)} \lambda(t; y_-) dt - \int_0^{\tau(s(x_-))} \lambda(t; x_-) dt \right) > 0.
\]

There exists a \( \delta > 0 \) such that

\[
\delta < \min \{ C_1, C_2, C_3, C_4, m_1, m_2 \}
\]

We define

\[
x_1 := x + \delta \cdot \left( P_1 - \frac{\tau(P_1)}{\tau(P_2)} P_2 \right)
\]

and

\[
x_2 := x - \delta \cdot \left( P_1 - \frac{\tau(P_1)}{\tau(P_2)} P_2 \right).
\]

Clearly, \( \tau(x_1) = \tau(x_2) = \tau(x) = \tau(y) \) and \( \frac{x_1 + x_2}{2} = x \). Note that \( t \mapsto \int_0^t \lambda(s; y) ds \) is a concave function and

\[
\int_0^{\tau(s(x_+))} \lambda(s; y) ds \geq \int_0^{\tau(s(x_+))} \lambda(s; x_+) ds = \int_0^{\tau(s(x_+))} \lambda(s; x_1) ds,
\]

\[
\int_0^{\tau(s(x_-)) + \tau(P_1)} \lambda(s; y) ds > \int_0^{\tau(s(x_-)) + \tau(P_1)} \lambda(s; x_1) ds = \int_0^{\tau(s(x_-))} \lambda(s; x_1) ds + \delta \tau(P_1).
\]

Moreover, by spectral theorem, we obtain that \( \lambda((x_1)_+) \) is a positive constant on \( [\tau(s(x_+)), \tau(s(x_+)) + \tau(P_1)) \) and vanishes on \( [\tau(s(x_+)) + \tau(P_1), \infty) \). Hence, \( \lambda((x_1)_+) \ll \lambda(y) \).

Arguing similarly to \((x_1)_-, (x_2)_+\) and \((x_2)_-\), we obtain that \( x_1, x_2 < y \), which shows that \( x \) is not an extreme point of \( \Omega(y) \). Hence, \( \tau(x_+) = \tau(y_+) \) and \( \tau(x_-) = \tau(y_-) \). □

Now, we present the proof of Theorem 7.1.

**Proof of Theorem 7.1** "⇒". Assume that \( x \in \text{extr}(\Omega(y)) \). By Lemma 7.2, we obtain that \( \tau(x_+) = \tau(y_+) \) and \( \tau(x_-) = \tau(y_-) \). It suffices to prove the case for \( x_+ \) and \( y_+ \). Hence, we may always assume that

\[
x, y \geq 0.
\]
We set
\[ A = \left\{ s \in (0, \infty) : \int_0^s \lambda(t; y) - \lambda(t; x) \, dt > 0 \right\}. \]

Since \( \lambda(y), \lambda(x) \in L_1(0, \infty) \), it follows that the mapping \( f : s \mapsto \int_0^s \lambda(t; y) - \lambda(t; x) \, dt \) is continuous. Moreover, noting that \( f(0) = f(\infty) = 0 \), we infer that \( A \) is an open set, i.e., \( A = \bigcup_i (a_i, b_i) \), where \( a_i, b_i \notin A \). By Lemma A.2, \( \lambda(x) \) is a step function on \( (a_i, b_i) \). Moreover, we claim that

\[ b_i < \infty \]

for every \( i \). Otherwise, \( (a_i, b_i) = (a_i, \infty) \). By \( \int_0^\infty \lambda(t; y) - \lambda(t; x) \, dt = 0 \) and \( \int_0^s \lambda(t; y) - \lambda(t; x) \, dt > 0, s \in (a_i, \infty) \), we obtain that \( \lambda(x) > 0 \) on \( (0, \infty) \). Since \( x \in L_1(M, \tau) \) (therefore, \( \tau \)-compact), it follows that \( \lambda(x) \) decreases to 0 on \( (a, \infty) \). By Lemma A.3, we obtain that \( x \) is not an extreme point. Hence, \( (a_i, b_i) \) is finite for any \( i \). Now, the statement of the theorem follows by the same argument in [19, p.20–24]. Indeed, the case when \( \lambda(x) \) takes only two values or more on \( (a_i, b_i) \) can be inferred by Lemma A.3 directly.

"\( \Leftarrow \)" The proof of this part is also similar with that in [19]. However, there are some technical details which are somewhat different from that in [19]. We provide the full proof below and technical lemmas in Appendix A.

Let \( y \in L_1(M, \tau) \). Let \( x, x_1, x_2 \in \Omega(y) \) with \( x = \frac{x_1 + x_2}{2} \). Assume that \( x \) satisfies that for every \( t \in (0, \infty) \), one of the followings holds:

(i). \( \lambda(t; x) = \lambda(t; y) \);
(ii). \( \lambda(t; x) \neq \lambda(t; y) \) with the spectral projection \( E^x[\lambda(t; x)] \) being an atom in \( M \) and

\[ \int_{\{s; \lambda(s; x) = \lambda(t; x)\}} \lambda(s; y) \, ds = \lambda(t; x) \tau(E^x([\lambda(t; x)])). \]

and one of the following options holds:

(i). \( \lambda(t; -x) = \lambda(t; -y) \);
(ii). \( \lambda(t; -x) \neq \lambda(t; y) \) with the spectral projection \( E^{-x}[\lambda(t; -x)] \) being an atom in \( M \) and

\[ \int_{\{s; \lambda(s; -x) = \lambda(t; -x)\}} \lambda(s; -y) \, ds = \lambda(t; -x) \tau(E^{-x}([\lambda(t; -x)])). \]

We claim that \( x_1 = x_2 = x \), i.e., \( x \) is an extreme point of \( \Omega(y) \).

For any \( t \) such that \( \lambda(t; y) \neq \lambda(t; x) \), we denote \( [t_1, t_2] = \{s : \lambda(s; x) = \lambda(t; x)\} \), \( t_1 < t_2 \). In particular, we have

\[ \int_0^{t_1} \lambda(s; y) \, ds = \int_0^{t_1} \lambda(s; x) \, ds \]

and

\[ \int_0^{t_2} \lambda(s; y) \, ds = \int_0^{t_2} \lambda(s; x) \, ds. \]

Since \( x_1, x_2 \in \Omega(y) \) and
\[
\int_0^{t_1} \lambda(s; 2x_+) ds = \int_0^{t_1} \lambda(s; (x_1 + x_2)_+) ds \leq \int_0^{t_1} \lambda(s; (x_1)_+) ds + \int_0^{t_1} \lambda(s; (x_2)_+) ds \leq 2 \int_0^{t_1} \lambda(s; y_+) ds.
\]

It follows that
\[
\int_0^{t_1} \lambda(s; x_+) ds = \int_0^{t_1} \lambda(s; (x_1)_+) ds = \int_0^{t_1} \lambda(s; (x_2)_+) ds = \int_0^{t_1} \lambda(s; y_+) ds. \tag{12}
\]

The same argument with \( t_1 \) replaced with \( t_2 \) yields that
\[
\int_0^{t_2} \lambda(s; x_+) ds = \int_0^{t_2} \lambda(s; (x_1)_+) ds = \int_0^{t_2} \lambda(s; (x_2)_+) ds = \int_0^{t_2} \lambda(s; y_+) ds. \tag{13}
\]

Let \( e_1 := E^x(\lambda(t_1; x_+), \infty) \) and \( e_2 := E^x[\lambda(t_1; x_+)] \). Observe that \( \tau(e_1) = t_1 \) and \( \tau(e_2) = t_2 \) (due to the assumption that \( [t_1, t_2) = \{s : \lambda(s; x_+) = \lambda(t; x_+)\} \)). By Proposition 2.5 and the definition of spectral scales \( \lambda(x) \), we have
\[
2 \int_0^{t_1} \lambda(s; x_+) ds = \tau(2x_+e_1) = \tau((x_1 + x_2)_+e_1)
\]
\[
= \tau(e_1 E^x(0, \infty)(x_1 + x_2) E^x(0, \infty)e_1)
\]
\[
\leq \tau(e_1 E^x(0, \infty)((x_1)_+ + (x_2)_+) E^x(0, \infty)e_1)
\]
\[
\leq \tau(e_1(x_1)_+e_1) + \tau(e_1(x_2)_+e_1) \overset{Prop. 2.5}{\leq} \int_0^{t_1} \lambda(s; (x_1)_+) ds
\]
\[
+ \int_0^{t_1} \lambda(s; (x_2)_+) ds \overset{(12)}{=} 2 \int_0^{t_1} \lambda(s; x_+) ds.
\]

We obtain that \( \tau(x_1e_1) = \int_0^{t_1} \lambda(s; x_1) ds = \int_0^{t_1} \lambda(s; x_2) ds = \tau(x_2e_1) \). By Corollary A.7, we have
\[
E^{x_1}(\lambda(t_1; x_1), \infty) \leq e_1 \leq E^{x_1}[\lambda(t_1; x_1), \infty)
\]
and
\[
E^{x_2}(\lambda(t_1; x_2), \infty) \leq e_1 \leq E^{x_2}[\lambda(t_1; x_2), \infty).
\]

Similar argument with \( t_1 \) replaced with \( t_2 \) yields that
\[
E^{x_1}(\lambda(t_2; x_1), \infty) \leq e_2 \leq E^{x_1}[\lambda(t_2; x_1), \infty)
\]
and
\[
E^{x_2}(\lambda(t_2; x_2), \infty) \leq e_2 \leq E^{x_2}[\lambda(t_2; x_2), \infty).
\]

In particular, \( e_1 = E^{x_1}(\lambda(t_1; x_1), \infty) + q \) for some subprojection \( q \) of \( E^{x_1}[\lambda(t_1; x_1)] \). Since \( q \) commutes with \( E^{x_1}[\lambda(t_1; x_1)] \), it follows that \( q \) commutes with any spectral projection of \( x_1 \). Hence, \( e_1 \) commutes with \( x_1 \). The same argument implies that both \( e_1 \)
and \(e_2\) commute with \(x_1\) and with \(x_2\). Moreover, the atom \(e := e_2 - e_1 \in \mathcal{P}(\mathcal{M})\) satisfies that
\[
eq E^{x_1}[\lambda(t_2; x_1), \lambda(t_1; x_1)] \text{ and } e \leq E^{x_2}[\lambda(t_2; x_2), \lambda(t_1; x_2)].
\]

By the spectral theorem,
\[
\lambda(x_1 e_1) = \lambda(x_1) \text{ and } \lambda(x_2 e_1) = \lambda(x_2) \text{ on } (0, t_1) \text{ (see (6)). On the other hand,
}
\[
\lambda(t; x_1 e_1) = \lambda(t; x_1 e_2 e) = \lambda(t + t_1; x_1 e_2) = \lambda(t + t_1; x_1)
\]
and
\[
\lambda(t; x_2 e_2) = \lambda(t; x_2 e_2 e) = \lambda(t + t_1; x_2 e_2) = \lambda(t + t_1; x_2)
\]
for all \(t \in [0, t_2 - t_1]\). Since \(e\) is an atom, it follows that \(\lambda_1 := \lambda(t; x_1 e) = \lambda(t + t_1; x_1)\)
and \(\lambda_2 := \lambda(t; x_2 e) = \lambda(t + t_1; x_2)\) for every \(t \in [0, t_2 - t_1]\). Combining (12) and (13), we have
\[
\int_{t_1}^{t_2} \lambda(s; x) ds = \int_{t_1}^{t_2} \lambda(s; x_1) ds = \lambda_1(t_2 - t_1)
\]
\[
= \int_{t_1}^{t_2} \lambda(s; x_2) ds = \lambda_2(t_2 - t_1) = \int_{t_1}^{t_2} \lambda(s; y) ds.
\]
Hence, \(\lambda_1 = \lambda_2 = \lambda(t_1; x)\).

Let \(A = \{s : \lambda(s; x) = \lambda(t; x)\} \text{ for some } t \text{ such that } \lambda(t; x) \neq \lambda(t; y)\). Note that (14) holds for any interval \([t_1, t_2] := \{s : \lambda(s; x) = \lambda(t; x)\} \text{ for some } t \text{ such that } \lambda(t; x) \neq \lambda(t; y)\). For any \(t \in [0, \infty) \setminus A\), we have
\[
\int_0^t \lambda(s; 2x_+) ds \overset{\text{Prop. 2.7}}{\leq} \int_0^t \lambda(s; (x_1)_+) ds + \int_0^t \lambda(s; (x_2)_+) ds
\]
\[
\leq \int_0^t \lambda(s; 2y_+) ds
\]
\[
\overset{(i)}{=} \int_0^t \lambda(s; 2x_+) ds.
\]
Hence,
\[
\int_0^t \lambda(s; 2x_+) \chi_{[0, \infty) \setminus A} ds \leq \int_0^t \lambda(s; (x_1)_+) \chi_{[0, \infty) \setminus A} ds + \int_0^t \lambda(s; (x_2)_+) \chi_{[0, \infty) \setminus A} ds
\]
\[
\leq \int_0^t \lambda(s; 2y_+) \chi_{[0, \infty) \setminus A} ds = \int_0^t \lambda(s; 2x_+) \chi_{[0, \infty) \setminus A} ds,
\]
which implies that \(\lambda(y) \chi_{[0, \infty) \setminus A} = \lambda(x) \chi_{[0, \infty) \setminus A} = \lambda(x_1) \chi_{[0, \infty) \setminus A} = \lambda(x_2) \chi_{[0, \infty) \setminus A}\) a.e.. Hence, by right-continuity, \(\lambda(x_+) = \lambda((x_1)_+) = \lambda((x_2)_+)\).

The same argument shows that \(\lambda((x_1)_-) = \lambda((x_2)_-) = \lambda(x_-)\). By Proposition A.8, we obtain that \(x_1 = x_2 = x\). That is, \(x\) is an extreme point of \(\Omega(y)\).
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Appendix A: Technical Results

Throughout this appendix, we always assume that $\mathcal{M}$ is a semifinite von Neumann algebra equipped with a semifinite infinite faithful normal trace $\tau$. Some of the results in this section are well-known for positive operators (see e.g. [13, 15, 28, 38]). Main ideas used in this section come from [19]. However, dealing with technical obstacles in the infinite setting requires additional care.

The following is a noncommutative analogue of Ryff’s Proposition stated in [73]. The case for finite von Neumann algebras can be found in [19]. One should note that $\lambda(t; x) = 0$ for some $t < \infty$ does not implies that $E^s\{0\}$ is not trivial.

**Lemma A.1** Let $y \in L_1(\mathcal{M}, \tau)_h$. If $x \in \Omega(y) = \{ x \in L_1(\mathcal{M}, \tau)_h : x < y \}$ satisfies that

(i) $0 \leq \lambda(s_{i+1}; x_+ < \lambda(s_i; x_+)$ (or $0 \leq \lambda(s_{i+1}; x_- < \lambda(s_i; x_-)$) for some $0 < s_i < s_{i+1} < \infty$, $i = 1, 2, 3,$

(ii) $\int_0^1 \lambda(t; x_+ + s)dt + \lambda(s_1; x_+)(s - s_1) \leq \int_0^s \lambda(t; y_+ + s)dt$, (or $\int_0^1 \lambda(t; x_- + s)dt + \lambda(s_1; x_-)(s - s_1) \leq \int_0^s \lambda(t; y_- + s)dt$ for all $s \in [s_1, s_4]$,

then $x \not\in \text{extr}(\Omega(y))$.

**Proof** For the sake of convenience, we denote $a_i = \lambda(s_i; x_+)$, $i = 1, 2, 3, 4$. Note that $a_1 > a_2 > a_3 > a_4 \geq 0$.

Let $p_1 := E^x_+\{\frac{a_1 + a_3}{2}, \frac{a_1 + a_2}{2} \}$ and $p_2 := E^x_+\{\frac{a_3 + a_4}{2}, \frac{a_2 + a_1}{2} \}$. We denote $T_1 = \tau(p_1)$ and $T_2 = \tau(p_2)$. Observe that $T_1, T_2 < \infty$ and $p_1 p_2 = 0$. Set

$$u := p_1 - \frac{T_1}{T_2} p_2.$$ 

It is clear that $\tau(u) = 0$. Assume that $\delta > 0$ such that

$$\delta < \min\{\frac{a_1 - a_2}{2}, \frac{(a_3 - a_4)T_2}{2T_1}, \frac{(2a_1 - a_2 - a_3)T_2}{2T_1}, \frac{a_2 + a_3 - 2a_4}{2}\}.$$ 

Let

$$x_1 := x + \delta u \text{ and } x_2 := x - \delta u.$$ 

By the spectral theorem, $\lambda(s; x_1) = \lambda(s; x_2) = \lambda(s; x)$ for $s \not\in [s_1, s_4]$ and $\lambda(s; x_i) \leq \lambda(s_1; x)$ for $s \in [s_1, s_4]$, $i = 1, 2$. We assert that $x_1, x_2 < y$.

Note that for $i = 1, 2$, we have

$$\int_0^\infty \lambda(t; (x_i)_+)dt - \int_0^\infty \lambda(t; (x_i)_-)dt = \tau(x_i) = \tau(x \pm \delta u) = \tau(x) = \tau(y).$$ 

Since $\lambda(s; x_i) = \lambda(s; x)$ for $s \not\in [s_1, s_4]$ and $i = 1, 2$, it follows that

$$\int_{s_1}^{s_4} \lambda(t; (x_i)_+)dt - \int_{s_1}^{s_4} \lambda(t; x_+)dt = \int_0^\infty \lambda(t; (x_i)_+)dt - \int_0^\infty \lambda(t; x_+)dt = 0, \text{ } i = 1, 2.$$ 

Hence, for $i = 1, 2$, we have

$$\int_0^s \lambda(t; (x_i)_+)dt = \int_0^s \lambda(t; x_+)dt \leq \int_0^s \lambda(t; y_+)dt, \text{ } s \not\in [s_1, s_4],$$ 

and

$$\int_0^s \lambda(t; (x_i)_-)dt = \int_0^s \lambda(t; x_-)dt \leq \int_0^s \lambda(t; y_-)dt, \text{ } s \not\in [s_1, s_4].$$ 


where the last inequality follows from the assumption that $x \in \Omega(y)$. On the other hand, since $\lambda(x)$ is decreasing, it follows that

$$
\int_0^s \lambda(t; (x_i)_+)dt \leq \int_0^{s_1} \lambda(t; x)dt + \lambda(s_1; x_+)(s - s_1) \overset{(ii)}{\leq} \int_0^s \lambda(t; y_+)dt, \quad s \in [s_1, s_4].
$$

Hence, $x_1, x_2 \in \Omega(y)$ and $x = \frac{1}{2}(x_1 + x_2)$. That is, $x \notin \text{extr}(\Omega(y))$. □

The following lemma extends [19, Lemma 3.2].

**Lemma A.2** Let $y \in L_1(\mathcal{M}, \tau)_h$. If $x \in \text{extr}(\Omega(y))$ and $\int_0^s \lambda(t; y_+)dt > \int_0^s \lambda(t; x_+\pm)dt$ for all $s \in (t_1, t_2)$, then for any $s \in (t_1, t_2)$, $\lambda(x_\pm)$ is a constant on $[s, s + \varepsilon)$ for some $\varepsilon > 0$. In particular, $\lambda(x_\pm)$ is a step function on $[t_1, t_2)$. Here, $0 \leq t_1 < t_2 \leq \infty$.

**Proof** We only consider the case for $x_+$ and $y_+$. The case for $x_-$ and $y_-$ follows from the same argument. For the sake of simplicity, we may assume that $x, y$ are positive. Note that if $\lambda(t_1; x_+) = 0$, then $\lambda(x_+)$ is a constant function on $(t_1, t_2)$. Hence, we may assume that $\lambda(t_1; x_+) > 0$. If $\lambda(t_2; x_+) = 0$, by the right-continuity, there exists a $t_2' \in (t_1, t_2]$ such that $\lambda(t_2'; x_+) = 0$ and $\lambda(t_2' - \varepsilon; x_+) > 0$ for any $\varepsilon > 0$. Hence, without loss of generality, we may assume that $\lambda(t_2 - \varepsilon; x_+) > 0$ for any $\varepsilon > 0$.

Assume by contradiction that there exists $s_1 \in (t_1, t_2)$ such that $(s_1, s_1 + \varepsilon)$ is not a constancy interval of $\lambda(x)$ for any $\varepsilon > 0$. Without loss of generality, we assume that $\lambda(s_1 + \varepsilon; x) > 0$. Since $\lambda(x)$ is right-continuous, one can choose $s_2 \in (s_1, s_1 + \varepsilon)$ such that

$$
\int_0^s \lambda(t; y) - \lambda(t; x)dt \geq 0, \quad s \in [s_1, s_2),
$$

and

$$
\frac{\int_0^{s_1} \lambda(t; y) - \lambda(t; x)dt}{\lambda(x_+; x)} \geq s_2 - s_1.
$$

Hence, for any $s \in [s_1, s_2)$, we have

$$
\int_0^s \lambda(t; y)dt \geq \int_0^{s_1} \lambda(t; y)dt \geq \int_0^{s_1} \lambda(t; x)dt + \lambda(s_1; x)(s_2 - s_1).
$$

Since $y$ and $x$ satisfy the assumptions in Lemma A.1, it follows that $x \notin \text{extr}(\Omega(Y))$. □

The following lemma covers cases 1 and 2 in the proof of [19, Theorem 1.1].

**Lemma A.3** Let $y \in L_1(\mathcal{M}, \tau)_h$. If $x \in \Omega(y)$ satisfies that

$$
0 \leq \lambda(s_3; x_+) < \lambda(s_2; x_+) < \lambda(s_1; x_+), \quad \lambda(s_1 -; x_+),
$$

(or $0 \leq \lambda(s_3; x_-) < \lambda(s_2; x_-) < \lambda(s_1; x_-) < \lambda(s_1 -; x_-)$) for some $0 \leq s_i < s_{i+1} < \infty$, $i = 1, 2$ (for convenience, we define $\lambda(s_1 -; x_+) = \infty$ when $s_1 = 0$), and

$$
\int_0^s \lambda(x_+) < \int_0^s \lambda(y_+) \quad \text{(or $\int_0^s \lambda(x_-) < \int_0^s \lambda(y_-)$)} \text{ on } (s_1, s_3), \text{ then } x \notin \text{extr}(\Omega(y))$. 
$$
\textbf{Proof} Assume by contradiction that $x \in \text{extr}(\Omega(y))$. For the sake of convenience, we denote $a_i = \lambda(s_i; x_i)$, $i = 1, 2$. By Lemma A.2, for every $t \in (s_1, s_3)$, $\lambda(x_+) \in (t, t + \epsilon)$ for some sufficiently small $\epsilon > 0$. Now, let’s consider $s_1$. Assume that $\lambda(x_+) \neq \lambda(s_1 + \epsilon)$ for any $\epsilon > 0$. Then, by right-continuity, there exists a sequence of positive numbers $\epsilon_n$ decreasing to 0 such that $\{\lambda(s_1 + \epsilon_n; x_+)\}$ strictly increases to $\lambda(s_1; x_+)$. Then, we may replace $s_1, s_2$ and $s_3$ with $s_1 + \epsilon_n, s_1 + \epsilon_n - 1$ and $s_1 + \epsilon_n - 2$, respectively. By Lemma A.2, we obtain that $\lambda(x_+) \neq \lambda(s_2; x_2)$ and $\lambda(x_+) \neq \lambda(s_3; x_3)$ for some $\delta_1, \delta_2, \delta_3 > 0$. Hence, without loss of generality, we may assume that $\lambda(s; x_+) = a_i$ on $[s_i, s_{i+1})$, $i = 1, 2$.

Let $p_1 := E^{x_+}(a_1)$ and $p_2 := E^{x_+}(a_2)$. We denote $T_1 = \tau(p_1)$ and $T_2 = \tau(p_2)$. Observe that $T_1, T_2 < \infty$ and $p_1 p_2 = 0$. Set

$$u := p_1 - \frac{T_1}{T_2} p_2.$$ 

It is clear that $\tau(u) = 0$. Let $C := \frac{1}{s_2 - s_1} \left( \int_{s_1}^{s_2} \lambda(x) \right)$. Clearly, $C > \frac{1}{s_2 - s_1} \int_{s_1}^{s_2} \lambda(x) = a_1$.

Assume that $\delta > 0$ such that

$$\delta < \min \left\{ C - a_1, (a_-) - a_1, \frac{a_1 - a_2}{1 + \frac{T_1}{T_2}} \right\}.$$ 

Let

$$x_1 := x + \delta u \quad \text{and} \quad x_2 := x - \delta u.$$ 

By the spectral theorem, $\lambda(s; x_1) = \lambda(s; x_2) = \lambda(s; x)$ for $s \notin [s_1, s_3]$ and $\lambda(s; x_i) \leq \lambda(s_1; x)$ for $s \in [s_1, s_3]$ and $i = 1, 2$. We assert that $x_1, x_2 < y_+$. Note that

$$\int_{0}^{\infty} \lambda(t; x_1)_+ dt - \int_{0}^{\infty} \lambda(t; x_1)_- dt = \tau(x_1) = \tau(x + \delta u) = \tau(x) = \tau(y).$$ 

Since $\lambda(s; x_i) = \lambda(s; x)$ for $s \notin [s_1, s_3]$ and $i = 1, 2$, it follows that

$$\int_{s_1}^{s_3} \lambda(t; x_1)_+ dt - \int_{s_1}^{s_3} \lambda(t; x_+)_+ dt = \tau(x_1) - \tau(x) = 0, \quad i = 1, 2.$$ 

Hence, for $i = 1, 2$, we have

$$\int_{0}^{s} \lambda(t; x_1)_+ dt = \int_{0}^{s} \lambda(t; x_+)_+ dt \leq \int_{0}^{s} \lambda(t; y_+)_+ dt, \quad s \notin [s_1, s_3],$$ 

where the last inequality follows from the assumption that $x \in \Omega(y)$.

Since $s \mapsto \int_{0}^{s} \lambda(t; y_+)_+ dt$ is a concave function,

$$\int_{0}^{s_1} \lambda(t; y_+)_+ dt \geq \int_{0}^{s_1} \lambda(t; x_1)_+ dt,$$

and $\lambda((x_1)_+)$ is constancy on $[s_1, s_2]$, it follows that $\int_{0}^{s_1} \lambda(t; x_1)_+ dt \leq \int_{0}^{s_1} \lambda(t; y_+)_+$ for any $s \in [s_1, s_2]$. The same argument show that $\int_{0}^{s_2} \lambda(t; x_1)_+ dt \leq \int_{0}^{s_2} \lambda(t; y_+)_+$ for any $s \in [s_2, s_3]$. Hence, $x_1 \in \Omega(y)$ (similarly, $x_2 \in \Omega(y)$) and $x = \frac{1}{2}(x_1 + x_2)$. That is, $x \notin \text{extr}(\Omega(y))$.  \hfill $\square$
Let $x \in L_1(\mathcal{M}, \tau)_x$. Denote by $\mathcal{N}_x$ the abelian von Neumann (reduced) algebra generated by all spectral projections $E^x(t, \infty)$ of $x$, $t > 0$. We define $\mathcal{N} := \mathcal{N}_x \oplus \mathcal{M}_{1-s(x)}$. In particular, $x \in L_1(\mathcal{N}, \tau)_b$. Since $x$ is $\tau$-compact, it follows that $\tau$ is again semifinite on $\mathcal{N}$. Recall that (see [36, Proposition 1.1])

$$
\int_0^s \lambda(t; x) dt = \sup \{ \tau(xa); a \in \mathcal{M}, 0 \leq a \leq 1, \tau(a) = s \}.
$$

(15)

Assume that $\tau(xe) = \int_0^s \lambda(t; x) dt$ for a projection $e \in \mathcal{M}$ with $\tau(e) = s$. Let $E_{\mathcal{N}}$ be the conditional expectation from $L_1(\mathcal{M}, \tau)$ onto $L_1(\mathcal{N}, \tau)$ [90] (see also [21, Proposition 2.1]). In particular, $E_{\mathcal{N}}(e) \leq 1$ and $\tau(E_{\mathcal{N}}(e)) = \tau(e) = s$. Moreover,

$$
\tau(E_{\mathcal{N}}(e)x) [21, \text{Prop. 2.1}] = \tau(ex) = \int_0^s \lambda(t; x) dt.
$$

(16)

We note that $E_{\mathcal{N}}(f)$, $f \in \mathcal{P}(\mathcal{M})$, is not necessarily a projection [83]. The proof of the following proposition is similar with [19, Proposition 3.3]. We provide a proof for completeness.

**Proposition A.4** Under the above assumptions on $e$, we have

$$
E^x(\lambda(s; x), \infty) \leq E_{\mathcal{N}}(e) \leq E^x(\lambda(s; x), \infty).
$$

(17)

**Proof** We present the proof for the first inequality and a similar argument yields that $E_{\mathcal{N}}(e) \leq E^x(\lambda(s; x), \infty)$.

Without loss of generality, we may assume that $E^x(\lambda(s; x), \infty) \neq 0$. Since $\mathcal{N}_x$ is a commutative algebra, $\mathcal{M}_{1-s(x)} \subseteq \mathcal{N}_x$ and $0 \leq E_{\mathcal{N}}(e) \leq 1$, it follows that

$$
E_{\mathcal{N}}(e) E^x(\lambda(s; x), \infty) = E^x(\lambda(s; x), \infty)^{1/2} E_{\mathcal{N}}(e) E^x(\lambda(s; x), \infty)^{1/2} \\
\leq E^x(\lambda(s; x), \infty).
$$

If $E_{\mathcal{N}}(e) E^x(\lambda(s; x), \infty) = E^x(\lambda(s; x), \infty)$, then

$$
E_{\mathcal{N}}(e) \geq E_{\mathcal{N}}(e)^{1/2} E^x(\lambda(s; x), \infty) E_{\mathcal{N}}(e)^{1/2} = E_{\mathcal{N}}(e) E^x(\lambda(s; x), \infty) \\
= E^x(\lambda(s; x), \infty),
$$

(18)

which proves the first inequality of (17).

Now, we assume that

$$
E_{\mathcal{N}}(e) E^x(\lambda(s; x), \infty) < E^x(\lambda(s; x), \infty).
$$

This implies that

$$
\tau(E_{\mathcal{N}}(e) E^x(\lambda(s; x), \infty)) < \tau(E^x(\lambda(s; x), \infty)).
$$

(19)

Since $\tau(E^x(\lambda(s; x), \infty)) \leq s$, it follows that $\lambda(t; E_{\mathcal{N}}(e) E^x(\lambda(s; x), \infty)) = 0$ when $t > s$. Hence,
\[
\int_0^s \lambda(t; E_{N'}(e) E^x(\lambda(s; x), \infty)) dt \\
= \tau(E_{N'}(e) E^x(\lambda(s; x), \infty)) \\
\leq \tau(E^x(\lambda(s; x), \infty)) \\
= \int_0^s \lambda(t; E^x(\lambda(s; x), \infty)) dt.
\]

In particular,
\[
\int_0^s 1 - \lambda(t; E_{N'}(e) E^x(\lambda(s; x), \infty)) dt > 0. \quad (20)
\]

Assume that \(\tau(E_{N'}(e) E^x(\lambda(s; x), \infty)) = a_1 \geq 0\) and \(\tau(E_{N'}(e) E^x(-\infty, \lambda(s; x))) = a_2 \geq 0\). Observe that \(a_1 + a_2 = s = \tau(E_{N'}(e))\). Moreover, by (2), for every \(0 < t < \tau(E^x(\lambda(s; x), \infty))\), we have \(\lambda(t; x) > \lambda(s; x)\). Hence,
\[
\int_0^s \lambda(t; x) dt = \int_0^s \lambda(t; x) \lambda(t; E_{N'}(e) E^x(\lambda(s; x), \infty)) dt \\
+ \int_0^s \lambda(t; x) (1 - \lambda(t; E_{N'}(e) E^x(\lambda(s; x), \infty))) dt \\
\geq \int_0^s \lambda(t; x) \lambda(t; E_{N'}(e) E^x(\lambda(s; x), \infty)) dt \\
+ \lambda(s; x) \int_0^s (1 - \lambda(t; E_{N'}(e) E^x(\lambda(s; x), \infty))) dt.
\]

Recall that \(\int_0^s \lambda(t; E_{N'}(e) E^x(\lambda(s; x), \infty)) dt = \tau(E_{N'}(e) E^x(\lambda(s; x), \infty))\). The above inequality implies that
\[
\int_0^s \lambda(t; x) dt \\
> \int_0^\infty \lambda(t; x) \lambda(t; E_{N'}(e) E^x(\lambda(s; x), \infty)) dt \\
+ \lambda(s; x) \left( s - \tau(E_{N'}(e) E^x(\lambda(s; x), \infty)) \right) \\
= \int_0^\infty \lambda(t; x) \lambda(t; E_{N'}(e) E^x(\lambda(s; x), \infty)) dt + \lambda(s; x) a_2.
\]

Since \(\lambda(s; x) a_2 = \tau(\lambda(s; x) E_{N'}(e) E^x(-\infty, \lambda(s; x))) \geq \tau(E_{N'}(e) E^x(-\infty, \lambda(s; x)|x))\), it follows that
\[
\int_0^s \lambda(t; x) dt \\
\geq \tau\left( x E^x(\lambda(s; x), \infty) E_{N'}(e) \right) + \tau\left( x E^x(-\infty, \lambda(s; x)] E_{N'}(e) \right) \\
= \tau(x E_{N'}(e)),
\]
which is a contradiction with (16). Hence, the equality \(E_{N'}(e) E^x(\lambda(s; x), \infty) = E^x(\lambda(s; x), \infty)\) holds, and therefore, by (18), we have \(E_{N'}(e) \geq E^x(\lambda(s; x), \infty)\). \(\square\)
Lemma A.5 Let \( x \in L_1(\mathcal{M}, \tau)_+ \). Let \( 0 < s < \tau(1) = \infty \) and let \( a \) be in the unit ball of \( \mathcal{M}_+ \) such that \( \tau(a) = s \) and \( \tau(xa) = \int_0^s \lambda(t; x)dt \). If \( \lambda(x) \) is not a constant in any left neighborhood of \( s \), then \( a = E^x(\lambda(s; x), \infty) \).

**Proof** Let \( \mathcal{N} = \mathcal{N}_x \oplus \mathcal{M}_{1-s(x)} \), where \( \mathcal{N}_x \) is the commutative weakly closed \(*\)-subalgebra of \( \mathcal{M} \) generated by the spectral projections of \( x \). Clearly, the restriction of \( \tau \) to \( \mathcal{N} \) is semifinite. There exists a conditional expectation \( E^\mathcal{N}_x \) from \( L_1(\mathcal{M}, \tau) \) to \( L_1(\mathcal{N}, \tau) \) [21, Proposition 2.1]. In particular, for any \( z \in L_1(\mathcal{M}, \tau) + \mathcal{M} \), we have \( E^\mathcal{N}_x(z) \preceq \preceq z \) (see e.g. [21, Proposition 2.1 (g)]). Moreover, for every \( z \in \mathcal{M} \) and \( y \in L_1(\mathcal{N}, \tau) \), we have
\[
\tau(yz) = \tau(E^\mathcal{N}_x(yz)) = \tau(yE^\mathcal{N}_x(z)).
\] (21)

Since \( a \) is positive, it follows that \( \lambda(a) = \mu(a) \) (see [36]) and, therefore,
\[
\int_0^r \lambda(t; E^\mathcal{N}_x(a))dt \leq \int_0^r \lambda(t; a)dt
\]
for all \( r \in (0, \infty) \) and,
\[
\tau(E^\mathcal{N}_x(a)) \overset{[21, \text{Prop. 2.1. (h)}]}{=} \tau(a).
\]
Moreover, since \( E^\mathcal{N}_x \) is a contraction on \( \mathcal{M} \) and \( \|a\|_\infty \leq 1 \), it follows that \( \lambda(E^\mathcal{N}_x(a)) \leq 1 \) [21, Proposition 2.1 (g)]. We set \( y := (x - \lambda(s; x))_+ \). Note that
\[
x \leq \lambda(s; x) + y.
\]
Therefore,
\[
\tau(xa) \leq \tau(\lambda(s; x)a) + \tau(ya) = s \cdot \lambda(s; x) + \tau(ya).
\] (22)

Since \( \lambda(x) \) is a decreasing function, we have
\[
\lambda(t; y) = \begin{cases} 
\lambda(t; x) - \lambda(s; x), & \text{if } 0 < t < s; \\
0, & \text{if } s \leq t < \infty.
\end{cases}
\] (23)

It follows from \( \tau(a) = s \) and \( \tau(xa) = \int_0^s \lambda(t; x)dt \) that
\[
\int_0^s \lambda(t; y)dt \overset{(23)}{=} \int_0^s \lambda(t; x)dt - \int_0^s \lambda(s; x)dt
\]
\[
= \tau(xa) - \lambda(s; x)\tau(a) \overset{(22)}{=} \tau(ya) \overset{(21)}{=} \tau(yE^\mathcal{N}_x(a))
\]
\[
\overset{(3)}{\leq} \int_0^\infty \lambda(t; y)\lambda(t; E^\mathcal{N}_x(a))dt \overset{(23)}{=} \int_0^s \lambda(t; y)\lambda(t; E^\mathcal{N}_x(a))dt.
\]

Thus,
\[
\int_0^s \lambda(t; y)(1 - \lambda(t; E^\mathcal{N}_x(a)))dt \leq 0.
\]

Since \( y \) is positive and \( \lambda(E^\mathcal{N}_x(a)) \leq 1 \), we conclude that \( \lambda(t; y)(1 - \lambda(t; E^\mathcal{N}_x(a))) \geq 0 \). Hence, \( \lambda(t; y)(1 - \lambda(t; E^\mathcal{N}_x(a))) = 0 \) for all \( t \in (0, s) \). Recall that \( \lambda(x) \) is not a constant in any left neighborhood of \( s \). We obtain that \( \lambda(y) > 0 \) on \((0, s)\). Recall that
\( E_N(a) \geq 0 \) with \( \tau(E_N(a)) = \tau(a) = s \). We obtain that \( \lambda(E_N(a)) = 1 \) on \((0, s)\) and \( \lambda(E_N(a)) = 0 \) on \([s, \infty)\). This implies that \( E_N(a) \) is a projection in \( \mathcal{N} \). Hence, \( E_N(a) = E_N(a)E_N(a) = E_N(a \cdot E_N(a)) \) and \( E_N(a(1 - E_N(a))) = 0 \). It follows that

\[
\tau(a^{1/2}(1 - E_N(a))a^{1/2}) = \tau(a(1 - E_N(a))) = \tau(E_N(a(1 - E_N(a)))) = 0.
\]

Therefore, \( a^{1/2}(1 - E_N(a))a^{1/2} = 0 \) and \( a^{1/2} = E_N(a)a^{1/2} \). By the assumption that \( a \leq 1 \), we have

\[
E_N(a) = E_N(a)^2 \geq E_N(a)aE_N(a) = a.
\]

Recall that \( \tau(E_N(a)) = \tau(a) \). Hence, \( \tau(E_N(a) - a) = 0 \). Due to the faithfulness of the trace \( \tau \), we obtain that \( a = E_N(a) \in \mathcal{P}(\mathcal{N}) \). Since \( \mathcal{N} \) commutes with \( x \), it follows that \( a = E^x(B) \oplus q \) for some Borel set \( B \subset [0, 1] \) and some projection \( p \in \mathcal{M}_{1-s(x)} \). By [29, Remark 3.3] and the assumption that \( \tau(ax) = \int_0^s \lambda(t; x)dt \), we have

\[
\int_0^s \lambda(t; x)dt = \tau(ax) = \tau(E^x(B)x) = \int_0^\infty \chi_B(\lambda(t; x))dt.
\]

Moreover, since \( \lambda(\cdot; x) \) is decreasing and is non-constant in any left neighborhood of \( s \), it follows that \( B = (\lambda(s; x), \infty) \). Since \( \tau(E^x(\lambda(s; x), \infty)) = s \), it follows that \( a = E^x(\lambda(s; x), \infty) \). □

**Remark A.6** Let \( x \in L_1(\mathcal{M}, \tau)_+ \). By (3), for any \( a \) in the unit ball of \( \mathcal{M}_+ \) with \( \tau(a) < s \), we have

\[
\tau(xa) \leq \int_0^\infty \lambda(t; x)\lambda(t; a)dt.
\]

Since \( \lambda(x) \) is a non-negative decreasing function, \( 0 \leq \lambda(a) \leq 1 \) and \( \tau(a) = \int_0^\infty \lambda(t; a)dt < s \), it follows that

\[
\tau(xa) \leq \int_0^\infty \lambda(t; x)\lambda(t; a)dt < \int_0^s \lambda(t; x)dt. \tag{24}
\]

Then, by (15), we obtain that

\[
\int_0^s \lambda(t; x)dt = \sup\{\tau(xa); a \in \mathcal{M}, 0 \leq a \leq 1, \tau(a) \leq s\}.
\]

**Lemma A.5** together with (24) implies that if \( a \) is in the unit ball of \( \mathcal{M}_+ \) such that \( \tau(a) < s \) and \( \tau(xa) = \int_0^s \lambda(t; x)dt \), and \( \lambda(x) \) is not a constant in any left neighborhood of \( s \), then \( a = E^x(\lambda(s; x), \infty) \).

**Corollary A.7** Let \( x \in L_1(\mathcal{M}, \tau)_h \). Let \( 0 < s < \tau(1) = \infty \) and let \( e \in \mathcal{P}(\mathcal{M}) \) be such that \( \tau(e) = s \) and \( \tau(xe) = \int_0^s \lambda(t; x)dt \). Then,

\[
E^x(\lambda(s; x), \infty) \leq e \leq E^x[\lambda(s; x), \infty).
\]
Proof. By Lemma A.5, it suffices to prove the case when \( \lambda(x) \) is a constant on a left neighbourhood of \( s \). Denote by \( \mathcal{N} := N_x \oplus M_{1-s(x)} \), where \( N_x \) is the reduced von Neumann algebra generated by all spectral projections of \( x \). Let \( E_N \) be the conditional expectation from \( L_1(\mathcal{M}, \tau) \) onto \( L_1(\mathcal{N}, \tau) \). Let

\[
\lambda := \lambda(s; x) \quad \text{and} \quad x_1 := (x - \lambda)E^x(\lambda, \infty).
\]

Recall that \( E^x[\lambda, \infty) \geq E_N(e) \geq E^x(\lambda, \infty) \) (see (17)). In particular, \( E_N(e)E^x(\lambda, \infty) = E^x(\lambda, \infty) \). Observing that \( E^x(\lambda, \infty) \) is the support of \( x_1 \), we have

\[
\tau(x_1E^x(\lambda, \infty)eE^x(\lambda, \infty)) = \tau(x_1e) = \tau(x_1E_N(e)) = \tau(x_1E^x(\lambda, \infty)) = \tau((x - \lambda)E^x(\lambda, \infty)) = \tau(xE^x(\lambda, \infty)) - \tau(\lambda E^x(\lambda, \infty)) = \int_0^\infty \tau(E^x(\lambda, \infty))(\lambda(t; xE^x(\lambda, \infty)) - \lambda)dt \stackrel{(6)}{=} \int_0^\infty \tau(E_N(0, \infty))d\tau(\lambda(t; x))dt = \int_0^\infty \lambda(t; x_1)dt.
\]

Note that \( 0 \leq E^x(\lambda, \infty)eE^x(\lambda, \infty) \leq 1 \) and \( \tau(E^x(\lambda, \infty)eE^x(\lambda, \infty)) \leq \tau(E^x(\lambda, \infty)) \). Since \( x_1 \geq 0 \), it follows from Remark A.6 that

\[
E^x(\lambda, \infty)eE^x(\lambda, \infty) = E^x(0, \infty) = E^x(\lambda, \infty).
\]

That is, \( e \geq E^x(\lambda, \infty) \). Let \( e_1 := e - E^x(\lambda, \infty) \in \mathcal{P}(\mathcal{M}) \). We have

\[
\tau(xe) = \tau(x(E^x(\lambda, \infty) + E^x(-\infty, \lambda])e) = \tau(xE^x(\lambda, \infty) + xE^x(-\infty, \lambda]e_1).
\]

Hence, by the assumption that \( \lambda = \lambda(s; x) \), we obtain that

\[
\tau(xE^x(-\infty, \lambda]e_1) = \int_0^\infty \lambda(t; x)dt - \int_0^\infty \tau(E^x(\lambda, \infty))\lambda(t; x)dt = \int_0^\infty \lambda(t; x)dt = \tau(\lambda e_1).
\]

We have

\[
\tau(e_1(\lambda - xE^x(-\infty, \lambda])e_1) = 0.
\]

Therefore, \( e_1(\lambda - xE^x(-\infty, \lambda])e_1 = 0 \). Since \( \lambda - xE^x(-\infty, \lambda] \geq 0 \), it follows that \( (\lambda - xE^x(-\infty, \lambda])^{1/2}e_1 = 0 \). Hence,

\[
\left( \int_{t<\lambda} (\lambda - t)dE_t^x + \int_{t>\lambda} \lambda dE_t^x \right)e_1 = (\lambda - xE^x(-\infty, \lambda])e_1 = 0
\]

and
Proposition A.8

Let \( x \)

If

s

Alberti–Uhlmann Problem on Hardy–Littlewood–Pólya Majorization

Note that (for convenience, we denote \( \tau(\cdot) \))

Clearly,

Hence,

Fix

\( \lambda(\cdot) \)

This means that

\( \lambda(s) \) is not constant in any left neighborhood of \( s \) whenever \( s > 0 \).

Fix a projection

\( e = E^{x_1+x_2}(\lambda(s; (x_1+x_2)_+), \infty) = E^{2x_1}(\lambda(s; 2x), \infty) = E^{x}(\lambda(s; x_+), \infty) \in \mathcal{M} \).

Clearly, \( \tau(e) = s \). By (15), we have

\[
\tau(e(x_1 + x_2)) = \tau(e(x_1 + x_2)_+) = \int_0^s \lambda(t; (x_1 + x_2)_+) dt = \int_0^s 2\lambda(t; x_+) dt \\
= \int_0^s \lambda(t; (x_1)_+) dt + \int_0^s \lambda(t; (x_2)_+) dt \geq \tau(e(x_1)_+) + \tau(e(x_2)_+) \\
\geq \tau(e x_1) + \tau(e x_2) = \tau(e(x_1 + x_2)).
\]

Hence, \( \int_0^s \lambda(t; (x_i)_+) dt = \tau(e x_i), \ i = 1, 2 \). From Lemma A.5, we obtain that \( e = E^{x}(\lambda(s; x_+), \infty) = E^{x_1}(\lambda(s; (x_1)_+), \infty) = E^{x_2}(\lambda(s; (x_2)_+), \infty) \). Hence, we have

\[
E^{x}(\theta, \infty) = E^{x}(\lambda(s; x_+), \infty) = E^{x_1}(\lambda(s; (x_1)_+), \infty) = E^{x_2}(\lambda(s; (x_2)_+), \infty) \\
= E^{x_1}(\theta, \infty) = E^{x_2}(\theta, \infty).
\]

Note that (for convenience, we denote \( E^{x}[\infty, \infty) = E^{x_1}[\infty, \infty) = E^{x_2}[\infty, \infty) = 0 \))

\[
E^{x}[\lambda(0; x_+), \infty) = 1 - E^{x}(\infty, \lambda(0; x_+)) = 1 - \lim_{\theta \uparrow \lambda(0; x_+)} E^{x}(\infty, \theta) \\
\overset{(25)}{=} 1 - \lim_{\theta \uparrow \lambda(0; x_+)} E^{x_1}(\infty, \theta) \\
= 1 - E^{x_1}(\infty, \lambda(0; (x_1)_+)) = E^{x_1}[\lambda(0; (x_1)_+), \infty) \\
\overset{(25)}{=} 1 - \lim_{\theta \uparrow \lambda(0; x_+)} E^{x_2}(\infty, \theta) \\
= 1 - E^{x_2}(\infty, \lambda(0; (x_2)_+)) = E^{x_2}[\lambda(0; (x_2)_+), \infty),
\]

The following proposition is similar to a well-known property of rearrangements of functions, see [54, property 9.0, p. 65] and [33, Theorem 3.5] and [19].

Proposition A.8 Let \( x, x_1, x_2 \in L_1(\mathcal{M}, \tau)_h \) be such that \( x = (x_1 + x_2)/2 \) and \( \lambda((x_1)_+) = \lambda((x_2)_+) = \lambda(x_+) \) and \( \lambda((x_1)_-) = \lambda((x_2)_-) = \lambda(x_-) \). Then, \( x = x_1 = x_2 \).

Proof Fix \( \theta \in (0, \lambda(0; x_+)) \). Define \( s \) by setting

\[
 s := \min\{0 \leq v \leq \infty : \lambda(v; x) \leq \theta \}.
\]

If \( s > 0 \), then

\[
\lambda(s; x) \leq \theta < \lambda(s - \varepsilon; x), \ \forall \varepsilon \in (0, s).
\]

This means that \( \lambda(x) \) is not constant in any left neighborhood of \( s \) whenever \( s > 0 \).

Fix a projection

\( e = E^{x_1+x_2}(\lambda(s; (x_1+x_2)_+), \infty) = E^{2x_1}(\lambda(s; 2x), \infty) = E^{x}(\lambda(s; x_+), \infty) \in \mathcal{M} \).

Clearly, \( \tau(e) = s \). By (15), we have

\[
\tau(e(x_1 + x_2)) = \tau(e(x_1 + x_2)_+) = \int_0^s \lambda(t; (x_1 + x_2)_+) dt = \int_0^s 2\lambda(t; x_+) dt \\
= \int_0^s \lambda(t; (x_1)_+) dt + \int_0^s \lambda(t; (x_2)_+) dt \overset{(15)}{\geq} \tau(e(x_1)_+) + \tau(e(x_2)_+) \\
\geq \tau(e x_1) + \tau(e x_2) = \tau(e(x_1 + x_2)).
\]

Hence, \( \int_0^s \lambda(t; (x_i)_+) dt = \tau(e x_i), \ i = 1, 2 \). From Lemma A.5, we obtain that \( e = E^{x}(\lambda(s; x_+), \infty) = E^{x_1}(\lambda(s; (x_1)_+), \infty) = E^{x_2}(\lambda(s; (x_2)_+), \infty) \). Hence, we have

\[
E^{x}(\theta, \infty) = E^{x}(\lambda(s; x_+), \infty) = E^{x_1}(\lambda(s; (x_1)_+), \infty) = E^{x_2}(\lambda(s; (x_2)_+), \infty) \\
= E^{x_1}(\theta, \infty) = E^{x_2}(\theta, \infty).
\]
which together with (25) implies that
\[ x E^x (0, \infty) = x_1 E^{x_1} (0, \infty) = x_2 E^{x_2} (0, \infty). \]

It follows that
\[ x_+ = (x_1)_+ = (x_2)_+. \]

The same argument shows that
\[ x_- = (x_1)_- = (x_2)_-. \]

\[ \square \]

References

1. Akemann, C.A.: The dual space of an operator algebra. Trans. Am. Math. Soc. 126, 286–302 (1967)
2. Alberti, P., Uhlmann, A.: Stochasticity and Partial Order; Doubly Stochastic Maps and Unitary Mixing. VEB Deutscher Verlag der Wissenschaften, Berlin (1982)
3. Ando, T.: Majorization, doubly stochastic matrices and comparison of eigenvalues. Linear Algebra Appl. 118, 163–248 (1989)
4. Argerami, M., Massey, P.: A Schur-Horn Theorem in II_1 factors. Indiana Univ. Math. J. 56, 2051–2059 (2007)
5. Arveson, W.: Subalgebras of C*-algebras. Acta Math. 123, 141–224 (1969)
6. Bennett, C., Sharpley, R.: Interpolation of Operators. Pure Appl. Math., vol. 129, Academic Press Inc., Boston (1988)
7. Ber, A., Kudaybergenov, K., Sukochev, F.: Notes on derivations of Murray-von Neumann algebras. J. Funct. Anal. 279(5), 108589 (2019)
8. Birkhoff, G.: Three observations on linear algebra. Rev. Univ. Nac. Tucumán (A) 5, 147–151 (1946)
9. Birkhoff, G.: Lattice Theory, revised edn. American Mathematical Society, New York (1948)
10. Bogachev, V.: Measure Theory, vol. I, II. Springer-Verlag, Berlin (2007)
11. Braverman, MSh, Mekler, A.A.: The Hardy-Littlewood property for symmetric spaces. Siberian Math. J. 18, 371–385 (1977)
12. Cadilhac, L., Sukochev, F., Zanin, D.: Lorentz-Shimogaki-Arazy-Cwikel Theorem Revisited arXiv:2009.02145
13. Chilin, V., Krygin, A., Sukochev, F.: Extreme points of convex fully symmetric sets of measurable operators. Integral Equ. Oper. Theory 15(2), 186–226 (1992)
14. Chilin, V., Krygin, A., Sukochev, F.: Local uniform and uniform convexity of non-commutative symmetric spaces of measurable operators. Math. Proc. Camb. Phil. Soc. 111, 355–368 (1992)
15. Chilin, V., Sukochev, F.: Weak convergence in non-commutative symmetric spaces. J. Oper. Theory 31, 35–65 (1994)
16. Conway, J.: A Course in Functional Analysis. Springer-Verlag, New York (1985)
17. Czerwińska, M., Kamińska, A.: Geometric properties of noncommutative symmetric spaces of measurable operators and unitary matrix ideals. Comment. Math. 57(1), 45–122 (2017)
18. Dalton, H.: The measurement of the inequality of incomes. Econ. J. 30, 348–361 (1920)
19. Dauitbek, D., Huang, J., Sukochev, F.: Extreme points of the set of elements majorised by an integrable function: Resolution of a problem by Luxemburg and of its noncommutative counterpart. Adv. Math. 365, 107050 (2020)
20. Day, P.: Decreasing rearrangements and doubly stochastic operators. Trans. Am. Math. Soc. 178, 383–392 (1973)
21. Dirksen, S., de Pagter, B., Sukochev, F., Potapov, D.: Rosenthal inequalities in noncommutative symmetric spaces. J. Funct. Anal. 261, 2890–2925 (2011)
22. Dodds, P., Dodds, T., de Pagter, B.: Non-Commutative Banach Function Spaces. Math. Z. 201, 583–597 (1989)
23. Dodds, P., Dodds, T., Sukochev, F., Zanin, D.: Logarithmic submajorization, uniform majorization and Hölder type inequalities for τ-measurable operators. Indag. Math. 31(5), 809–830 (2020)
24. Dodds, P., Dodds, T., de Pagter, B.: Noncommutative Köthe duality. Trans. Am. Math. Soc. 339(2), 717–750 (1993)
25. Dodds, P., de Pagter, B.: The non-commutative Yosida-Hewitt decomposition revisited. Trans. Am. Math. Soc. 364, 6425–6457 (2012)
26. Dodds, P., de Pagter, B.: Normed Köthe spaces: a non-commutative viewpoint. Indag. Math. (N.S.) 25(2), 206–249 (2014)
27. Dodds, P., de Pagter, B., Sukochev, F.: Sets of uniformly absolutely continuous norm in symmetric spaces of measurable operators. Trans. Am. Math. Soc. 368(6), 4315–4355 (2016)
28. Dodds, P., de Pagter, B., Sukochev, F.: Theory of Noncommutative Integration, unpublished monograph, to appear
29. Fack, T., Kosaki, H.: Generalized $s$-numbers of $\tau$-measurable operators. Pacific J. Math. 123, 269–300 (1986)
30. Grothendieck, A.: Réarrangements de fonctions et inégalités de convexité dans les algébres de von Neumann munies d’une trace. Séminaire N. Bourbaki 113, 127-139 (1956)
31. Hardy, G., Littlewood, J., Pólya, G.: Some simple inequalities satisfied by convex functions. Messenger Math. 58, 145–152 (1929)
32. Hardy, G., Littlewood, J., Pólya, G.: Inequalities. Cambridge Univ. Press, Cambridge (1952)
33. Hiai, F.: Majorization and stochastic maps in von Neumann algebras. J. Math. Anal. Appl. 127, 18–48 (1987)
34. Hiai, F.: Spectral majorization between normal operators in von Neumann algebras, Operator algebras and operator theory. Proceedings of the OATE 2 conference, Bucharest, Romania, 1989. Harlow: Longman Scientific & Technical, Pitman Res. Notes Math. Ser. 271, 78-115 (1992)
35. Hiai, F., Nakamura, Y.: Majorizations for generalized $s$-numbers in semifinite von Neumann algebras. Math. Z. 195(1), 17–27 (1987)
36. Hiai, F., Nakamura, Y.: Closed convex hulls of unitary orbits in von Neumann algebras. Trans. Am. Math. Soc. 323(1), 1–38 (1991)
37. Huang, J., Levitina, G., Sukochev, F.: $M$-embedded symmetric operator spaces and the derivation problem. Math. Proc. Camb. Phil. Soc. 169(3), 607–622 (2020)
38. Huang, J., Sukochev, F., Zanin, D.: Logarithmic submajorization and order-preserving isometries. J. Funct. Anal. 278, 108352 (2020)
39. Isbell, J.: Birkhoff’s problem 111. Proc. Am. Math. Soc. 6, 217 (1955)
40. Isbell, J.: Infinite doubly stochastic matrices. Canad. Math. Bull. 5, 1–4 (1962)
41. Jasper, J., Loreaux, J., Weiss, G.: Thompson’s theorem for compact operators and diagonals of unitary operators. Indiana Univ. Math. J. 67, 1–27 (2018)
42. Kadison, R., Ringrose, J.: Fundamentals of the Theory of Operator Algebras I. Academic Press, Orlando (1983)
43. Kadison, R., Ringrose, J.: Fundamentals of the Theory of Operator Algebras II. Academic Press, Orlando (1986)
44. Kaftal, V., Weiss, G.: A survey on the interplay between arithmetic mean ideals, traces, lattices of operator ideals, and an infinite Schur-Horn majorization theorem. Hot Topics in Operator Theory, 101-135, Theta Ser. Adv. Math., 9, Theta, Bucharest (2008)
45. Kaftal, V., Weiss, G.: An infinite dimensional Schur-Horn Theorem and majorization theory. J. Funct. Anal. 259, 3115–3162 (2010)
46. Kaftal, V., Weiss, G.: Majorization and arithmetic mean ideals. Indiana Univ. Math. J. 60, 1393–1423 (2011)
47. Kalton, N., Sukochev, F.: Symmetric norms and spaces of operators. J. Reine Angew. Math. 621, 81–121 (2008)
48. Kamei, E.: Majorization in finite factors. Math. Jpn. 28, 495–499 (1983)
49. Kamei, E.: Double stochasticity in finite factors. Math. Jpn. 29, 903–907 (1984)
50. Kendall, D.G.: On infinite doubly-stochastic matrices and Birkhoff’s problem 111. J. Lond. Math. Soc. 35, 81–84 (1960)
51. Kennedy, M., Skoufranis, P.: The Schur-Horn problem for normal operators. Proc. Lond. Math. Soc. 111, 354–380 (2015)
52. Kennedy, M., Skoufranis, P.: Thompson’s theorem for $\mathcal{II}_1$ factors. Trans. Am. Math. Soc. 369, 1495–1511 (2017)
53. Komiyi, H.: On infinite doubly substochastic matrices. Z. Wahrscheinlichkeitstheorie verw. Gebiete 61, 119–128 (1982)
54. Krein, S., Petunin, U., Semenov, E.: Interpolation of linear operators, English Translation: Transl. Math. Monogr., Vol. 54, Amer. Math. Soc., Providence (1982)
55. Lord, S., Sukochev, F., Zanin, D.: Singular Traces: Theory and Applications. de Gruyter Studies in Mathematics, 46 (2013)
56. Loreaux, J., Weiss, G.: Majorization and a Schur-Horn theorem for positive compact operators, the nonzero kernel case. J. Funct. Anal. 268, 703–731 (2015)
57. Lorenz, M.: Methods of measuring concentration of wealth. J. Am. Statist. Assoc. 9, 209–219 (1905)
58. Luxemburg, W.: Rearrangement-invariant Banach function spaces. Proc. Symp. Anal. Queen’s univ. (1967), 83–144

59. Marshall, A., Olkin, I., Arnold, B.: Inequalities: Theory of Majorization and Its Applications, second edition. Springer series in statistics. Springer, New York (2011)

60. Muirhead, R.: Some methods applicable to identities and inequalities of symmetric algebraic functions of n letters. Proc. Edinburgh Math. Soc. 21, 144–157 (1903)

61. Murray, F., von Neumann, J.: On rings of operators. Ann. Math. (2) 37, 116–229 (1936)

62. Nelson, E.: Notes on non-commutative integration. J. Funct. Anal. 15, 103–116 (1974)

63. Ng, P., Robert, L., Skoufranis, P.: Majorization in C*-algebras. Trans. Am. Math. Soc. 370(8), 5725–5759 (2018)

64. Ovcinnikov, V.: s-numbers of measurable operators. Funktsional’nyi Analiz i Ego Prilozheniya 4, 78-85 (1970) (Russian)

65. P˘aunescu, L., R˘adulescu, F.: A generalisation to Birkhoff-von Neumann theorem. Adv. Math. 308, 836–858 (2017)

66. Petz, D.: Spectral scale of self-adjoint operators and trace inequalities. J. Math. Anal. Appl. 109, 74–82 (1985)

67. Rado, R.: An inequality. J. Lond. Math. Soc. 27, 1–6 (1952)

68. Rattray, B., Peck, J.: Infinite stochastic matrices. Trans. Roy. Soc. Canada Sect. III(49), 55–57 (1955)

69. Raynaud, Y., Xu, Q.: On subspaces of non-commutative L_p-spaces. J. Funct. Anal. 203, 149–196 (2003)

70. Révész, P.: A probabilistic solution of Problem 111 of G. Birkhoff. Acta Math. Acad. Sic. Hungar. 13, 187–198 (1962)

71. Ryff, J.: On the representation of doubly stochastic operators. Pac. J. Math. 13, 1379–1386 (1963)

72. Ryff, J.: Orbits of L_1-functions under doubly stochastic transformations. Trans. Am. Math. Soc. 117, 92–100 (1965)

73. Ryff, J.: Extreme points of some convex subsets of L^1(0, 1). Proc. Am. Math. Soc. 18, 1026–1034 (1967)

74. Ryff, J.: Majorized functions and measures. Nederl. Akad. Wetensch. Proc. Ser. A 30, 431–437 (1968)

75. Safarov, Yu.: Birkhoff’s theorem and multidimensional numerical range. J. Funct. Anal. 222, 61–97 (2005)

76. Safarov, Yu.: Birkhoff’s theorem for a family of probability spaces. St. Petersburg Math. J. 17, 797–813 (2006)

77. Sakamaki, K., Takahashi, W.: Systems of convex inequalities and their applications. J. Math. Anal. Appl. 70, 445–459 (1979)

78. Schur, I.: Über eine klasse von mittlebildungen mit anwendungen auf der determinantentheorie. Sitzungsber. Berlin. Math. Gesellschaft 22, 9–29 (1923)

79. Segal, I.: A non-commutative extension of abstract integration. Ann. Math. 57, 401–457 (1953)

80. Skoufranis, P.: Closed convex hulls of unitary orbits in C*-algebras of real rank zero. J. Funct. Anal. 270, 1319–1360 (2016)

81. de Souza, G., Abebe, A., Kwessi, E.: Mini-course on functional analysis, SAMSA Masamu Program, Aubrun University (2011)

82. Sukochev, F.: (en)-invariant properties of symmetric spaces of measurable operators (Russian. Dokl. Akad. Nauk UzSSR no. 7, 6–8 (1985)

83. Sukochev, F.: Symmetric spaces of measurable operators on finite von Neumann algebras. Ph.D. Thesis (Russian), Tashkent (1987)

84. Sukochev, F., Zanin, D.: Orbits in symmetric spaces. J. Funct. Anal. 257, 194–218 (2009)

85. Sukochev, F., Zanin, D.: ξ-function and heat kernel formulæ. J. Funct. Anal. 260, 2451–2482 (2011)

86. Takesaki, M.: Theory of Operator Algebras I. Springer-Verlag, New York (1979)

87. Takesaki, M.: Theory of Operator Algebras II. Springer-Verlag, Berlin-Heidelberg-New York (2003)

88. Tregub, S.: Bistochastic operators on von Neumann algebras. Dokl. Akad. Nauk UzSSR 5, 8–9 (1981)

89. Tregub, S.: Bistochastic operators on finite-dimensional von Neumann algebras. Izv. Vyssh. Uchebn. Zaved. Mat. 3, 75–77 (1986)

90. Umegaki, H.: Conditional expectation in an operator algebra. Tohoku Math. J. 6, 177–181 (1954)

91. Umegaki, H.: Weak compactness in an operator space. Kôdai Math. Sem. Rep. 8, 141–145 (1956)

92. Weiss, G.: A brief survey on: 1. infinite-dimensional Schur-Horn theorems and infinite majorization theory with applications to operator ideals; 2. B(H)-subideals of operators, Algebraic methods in functional analysis, 281-294, Oper. Theory Adv. Appl., 233, Birkhauser/Springer, Basel (2014)

93. Zanin, D.: Orbits and Khinchine-type inequalities in symmetric spaces. Flinders University (2011). (Ph.D. thesis)

Communicated by H-T.Yau