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Abstract: This work focuses on sampling from hidden Markov models \cite{3} whose observations have intractable density functions. We develop a new sequential Monte Carlo (SMC) algorithm and a new particle marginal Metropolis-Hastings (PMMH) algorithm for these purposes. We build from \cite{13} and \cite{23} to construct the sequential Monte Carlo (SMC) algorithm (which we call the alive twisted particle filter). Like the alive particle filter of \cite{13}, our new SMC algorithm adopts an approximate Bayesian computation (ABC) estimate of the HMM. Our alive twisted particle filter also uses a twisted proposal as in \cite{23} to obtain a low-variance estimate of the HMM normalising constant. We demonstrate via numerical examples that, in some scenarios, this estimate has a much lower variance than that of the estimate obtained via the alive particle filter. The low variance of this normalising constant estimate encourages the implementation of our SMC algorithm within a particle marginal Metropolis-Hastings (PMMH) scheme, and we call the resulting methodology “alive twisted PMMH”. We numerically demonstrate on a stochastic volatility model how our alive twisted PMMH can converge faster than the standard alive PMMH of \cite{13}.
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1. Introduction

Consider a Markov process that evolves in discrete time, and assume that we cannot directly observe the states of the process. At each time point, we can only indirectly observe the latent state through some other random variable. Assume also that the observation random variables are statistically independent of one another, conditioned upon the latent Markov process at the current state. This model is called a hidden Markov model \cite{3}. Hidden Markov models (HMMs) are very flexible, and so they are used in a wide array of real world applications.
Some examples include stochastic volatility models [17], real-time hand writing recognition [12], and DNA segmentation [19].

As increasing amounts of data have become available to practitioners, real world HMMs have become more and more complex; see [5], [20] and [24] for examples. In instances where analytical Bayesian inference for an HMM is not feasible, one may resort to numerical methods, such as the extended Kalman filter [1], the unscented Kalman filter [15], block updating Markov chain Monte Carlo [21], sequential Monte Carlo ([6], [10], [11]), and particle Markov chain Monte Carlo [2]. The latter two methods are widely regarded as the state-of-the-art, and we further discuss the details of those techniques in Sections 4 and 8 below. We briefly say here that sequential Monte Carlo (SMC) is a popular class of algorithms that simulate a collection of \( N \) weighted samples (or “particles”) of the HMM’s hidden state sequentially in time by combining importance sampling and resampling techniques. SMC algorithms can be implemented online, and they can be used to obtain unbiased estimates of the probability density of the HMM’s observations given the model parameters (i.e., the marginal likelihood). Particle marginal Metropolis-Hastings (PMMH) algorithms (a type of particle Markov chain Monte Carlo) employ SMC and an unbiased estimate of the marginal likelihood within a Metropolis-Hastings scheme to sample the latent states of the HMM and the model parameters (should they also be unknown). In [2], the authors explain that the variance of the unbiased estimate of the marginal likelihood is critical in the performance of PMMH. Also note that PMMH is not an online methodology. Both SMC and PMMH have applications outside of HMMs, but we do not explore those applications here.

Most SMC and PMMH techniques require calculation of the likelihood density of the observations given the latent state (see Sections 4 and 8 below). The likelihood density can be quite difficult (or even impossible) to evaluate for some complex models, and the focus of this paper is on the subset of HMMs whose observations have unknown or intractable likelihood densities. Such models can arise, for example, when modeling stochastic volatility [13] and optimising portfolio asset allocation [14]. It is typical to adopt approximate Bayesian computation (ABC) [22] estimates of these models (thereby replacing the likelihood density with an approximation) and then use SMC techniques such as in [14] and [18]...
to perform inference. The SMC methods of [14] and [18] can, in practice, yield samples that all have a weight of zero (i.e., they can die out). The competing methods of [4] and [9] (which can be used outside of the context of HMMs) reduce the possibility of dying out, but even those methods are not guaranteed to work in practice. The alive particle filter and the alive PMMH algorithm of [13], on the other hand, are better methods both in practice and in theory because they cannot die out.

The goal of this paper is to develop new SMC and PMMH algorithms, for ABC approximations of HMMs, that cannot die out and further improve over existing methodologies. To that end, this paper improves upon the work of [13] by twisting the proposals of the alive algorithms; in a twisted SMC algorithm [23], a change of measure is applied to a standard SMC algorithm to reduce its variance (see Section 4 below for a review). We introduce here a change of measure to the alive algorithms of [13] to yield new “alive twisted” sampling techniques that cannot die out and (under certain scenarios) have a superior performance compared to the SMC and PMMH methods of [13].

The paper commences by introducing our notation in Section 2 (the notation is similar to the Feynman-Kac notation of [23]). Section 3 provides a review of the HMMs of interest. Section 4 provides a brief review of SMC and the particular algorithms from which our work builds (i.e., the alive particle filter and the twisted particle filter). Section 5 states our new alive twisted SMC algorithm. In Section 6, we state the optimal change in measure of our new algorithm; the assumptions and the main theorem that justify this change of measure are stated as well. A proof of this result is given in Section A of the appendix, and it follows the framework developed in [23]. We numerically compare the alive twisted SMC algorithm to the alive particle filter in Section 7 by implementing both on an ABC approximation of a linear Gaussian HMM. The numerical example shows that the new algorithm has a significantly lower variance under certain scenarios. The encouraging performance of the alive twisted particle filter prompts us to embed it within a PMMH algorithm in Section 8, and we find empirically that the alive twisted PMMH is able to converge faster than a non-twisted alive PMMH in Section 9 (when both algorithms are implemented on a stochastic volatility model). Section 10 concludes the paper with a summary and discussion.
2. Notation and definitions

Consider a random variable \( X_k \in \mathbb{R}^{d_x} \) (with index \( k \)) which may take a value \( x_k \). The vector of all \( X_k \)’s corresponding to all \( k \in \{1, \ldots, n \} \) for \( n \geq 1 \) will be designated \( X_{1:n} \), and the joint density of \( X_{1:n} \) will be written \( \pi_\theta (x_{1:n}) \); conditional densities of the form \( \pi_\theta (x_n \mid x_{n-1}) \) may sometimes be written as \( \pi_\theta (x_{n-1}, x_n) \). When \( X_k \) is to be drawn from the distribution corresponding to the density \( \pi_\theta (x_k) \), we will slightly abuse the notation and write \( X_k \sim \pi_\theta (\cdot) \).

The parameter \( \theta \in \Theta \subseteq \mathbb{R}^{d_\theta} \) is static across all values of \( n \); \( \mathcal{B}(\Theta) \) denotes the Borel sets on \( \Theta \) and \( \mathcal{P}(\Theta) \) denotes the class of probability measures on \( \Theta \). Standard notation \( E[X_k] \) is adopted for the expected value of a random variable \( X_k \), and similarly, the variance of the same random variable is denoted \( V[X_k] \).

All distributions used in this work can be found in Table B.1 in Section B of the appendix.

It is assumed that each joint density \( \pi_\theta (x_{1:n}) \) may be decomposed as \( \pi_\theta (x_{1:n}) = \gamma_\theta (x_{1:n})/Z_{\theta, 1:n} \), where \( Z_{\theta, 1:n} \) is a normalising constant. When a density conditions on a sequence of random variables (and that sequence of random variables is obvious), we may interchangeably use \( \pi_\theta (x_1 \mid x_{2:n}) = \pi_\theta (x_1 \mid \cdots) \). Any approximations to any density \( \pi_\theta (x_{1:n}) \) will be denoted \( \hat{\pi}_\theta (x_{1:n}) \), and the approximation of the normalising constant will be similarly written as \( \hat{Z}_{\theta, 1:n} \). A collection of \( N \) samples with a common density \( \pi_\theta (x_{1:n}) \) will be written as \( x_{1:N}^{1:n} \) or \( x_{1:n} \). We will sometimes assign the value \( a_k \in \{1, \ldots, N\} \) to be the index of a sampled value for \( X_k \), and in that instance, we allow \( x_k^{a_k} = x_k^{a(i)} \). A sequence of index assignments \( a_1, a_2, \ldots, a_n \) will be written as \( a_{1:n} \).

A probability space \( (\Omega, \mathcal{F}, \mathbb{P}_\theta) \) consists of a sample space \( \Omega \) and a set of events \( \mathcal{F} \). \( \mathbb{P}_\theta \) is a probability measure defined for every \( \theta \in \Theta \) such that for every \( A \in \mathcal{F} \), \( \mathbb{P}_\theta (A) \) is \( \mathcal{B}(\Theta) \)-measurable. Furthermore, \( \mathcal{M}(\Omega) \) denotes the collection of measures on \( \Omega \) and \( \mathcal{P}(\Omega) \) can also denote the collection of probability measures on \( \Omega \). When clearly stated, \( \mathcal{F} \) may alternatively denote a filtration.

The conventions \( \sum_{i=n}^{n} = 0 \) and \( \prod_{\emptyset} = 1 \) are used throughout, and \( a \wedge b \) denotes the minimum between the two real numbers \( a \) and \( b \). For the real-valued numbers \( (a, b) \), \( \mathbb{I}_a (b) \) will denote the indicator function that equals one when \( a = b \) and zero when \( a \neq b \). For some measurable space \( (E, \mathcal{E}) \), let \( B_\epsilon (a) \subseteq \mathcal{E} \) be a ball of radius \( \epsilon \) centred on \( a \in E \). Thus, for \( b \in E \), \( \mathbb{I}_{B_\epsilon (a)} (b) \) will be an
indicator function whose value is one when \( b \in B \) and zero otherwise.

For a measurable function \( \varphi : \mathbb{R}^d \to \mathbb{R} \) such that \( \sup_{x \in \mathbb{R}^d} |\varphi(x)| < +\infty \), we write \( \varphi \in B_b(\mathbb{R}^d) \). \( B_b(\mathbb{R}^d) \) is the Banach space that is complete with respect to the norm \( \sup_{x \in \mathbb{R}^d} |\varphi(x)| \).

As our work follows that of [23], we use as similar a notation as possible to that original article. Consider a sequence of \((H, \mathcal{H})\)-valued random variables, denoted by \( Y_n \in \mathbb{R}^d \) at each (time) point \( n \). For the probability space \((\Omega, \mathcal{F}, \mathbb{P})\), let \( \Omega = H^\mathbb{Z} \) be the set of doubly infinite sequences valued in \( H \) and let \( \mathcal{F} = \mathcal{H}^\otimes \mathbb{Z} \). Then for \( \omega = \{\omega(n)\}_{n \in \mathbb{Z}} \in \Omega \), we can write each random variable as \( Y_n = Y_n(\omega) = \omega(n) \). We use \( z \) to define a shift operator \( z : \Omega \to \Omega \) as \( (z\omega)(n) = \omega(n + 1) \), where applying \( z \) \( m \)-times is written \( z^m \). Thus, for example, \( Y_n(z\omega) = Y_{n+1}(\omega) \) and \( Y_n(z^m\omega) = Y_{n+m}(\omega) \).

Now consider two more evolving discrete time processes: the \((R, \mathcal{R})\)-valued process with states denoted by the random variable \( K_n \in \mathbb{R}^d \) and the \((E, \mathcal{E})\)-valued sequence \( \{X_n\}_{n \geq 1} \) with \( E = R \times H \). At any time point we define the density \( M_{\theta}(\omega, x, dx) \) to be the transition from \( x \) to \( dx \). Let \( M_{\theta}^{m_1, m_2} : \Omega \times E^{m_1} \times \mathcal{E}^{\otimes m_2} \to [0, 1] \) be the transition density of an SMC algorithm (see Section 4) that one can use to simulate \( m_2 \) samples of \( dx \) conditioned upon \( m_1 \) samples of \( x \):

\[
M_{\theta}^{m_1, m_2}(\omega, x, dx) = \prod_{i=1}^{m_2} \Phi_{\theta}^{\omega, m_1}(\eta_{\omega}^{m_1})(dx^i) \tag{2.1}
\]

\[
\Phi_{\theta}^{\omega, m_1}(\eta_{\omega}^{m_1})(dx^i) = \frac{1}{m_1} \sum_{j=1}^{m_1} W(\omega, x^j) M_{\theta}(\omega, x^j, dx^i) \frac{1}{m_1} \sum_{j=1}^{m_1} W(\omega, x^j)
\]

\[
\eta_{\omega}^{m_1}(W) = \frac{1}{m_1} \sum_{j=1}^{m_1} W(\omega, x^j),
\]

where \( W(\omega, x^j) \) is a weight assigned to a sample of \( x \). Also, define \( W^{m_1}(\omega, x) = \frac{1}{m_1} \sum_{j=1}^{m_1} W(\omega, x^j) \), and define the additive functional

\[
f^{m_1}(\omega, x) = \frac{1}{m_1} \sum_{j=1}^{m_1} f(\omega, x^j),
\]

where \( f : \Omega \times E \to (0, \infty) \). To make our work easier to follow, we further establish some kernel and operator notation in Table B.2 in Section B of the appendix.

Let \( \widetilde{M}_{\theta}^{m_1, m_2} : \Omega \times E^{m_1} \times \mathcal{E}^{\otimes m_2} \to [0, 1] \) be some other SMC transition density,
which may or may not be the same as $M_{\theta}^{m_1,m_2}$, and define a family of kernels $\tilde{M}_{m_1,m_2}^\theta$ similar to as in [23]:

**Definition 2.1.** Any $\tilde{M}_{m_1,m_2}^\theta$ is said to be a member of $\tilde{M}_{m_1,m_2}^\theta$ if and only if there exist positive, finite constants $(\bar{\epsilon}_-, \bar{\epsilon}_+)$ and probability measures $\nu \in \mathcal{P}(E)$ and $\tilde{\nu} \in \mathcal{P}(E^{m_2})$ such that

1. $\tilde{\nu}(\cdot) \bar{\epsilon}_- \leq \tilde{M}_{m_1,m_2}^\theta(\omega, x, \cdot) \leq \bar{\epsilon}_+ \tilde{\nu}(\cdot) \quad \forall (\omega, x) \in \Omega \times E^{m_1},$

2. $\nu \otimes m_2$ is dominated by $\tilde{\nu}$, and

3. $\int_{E^{m_2}} \left( \frac{d\nu \otimes m_2}{d\tilde{\nu}}(x') \right)^2 \tilde{\nu}(dx') < \infty.$

Furthermore, when $\tilde{M}_{m_1,m_2}^\theta$ is a member of $\tilde{M}_{m_1,m_2}^\theta$, we write

$$\phi_{\theta}^{m_1,m_2}(x, dx) = \frac{dM_{m_1,m_2}^\theta(\omega, x, \cdot)}{d\tilde{M}_{m_1,m_2}^\theta(\omega, x, \cdot)}(dx), \quad (2.2)$$

which allows us to define the following:

$$R_{\theta}^{m_1,m_2}(\omega, x, dx') = W^{m_1}(\omega, x)^2 \phi_{\theta}^{m_1,m_2}(x, x')^2 \tilde{M}_{m_1,m_2}^\theta(\omega, x, dx')$$

$$J_{\theta}^{m_1,m_2}(\omega, x) = \int_{E^{m_2}} W^{m_1}(\omega, x)^2 \phi_{\theta}^{m_1,m_2}(x, x')^2 \tilde{M}_{m_1,m_2}^\theta(\omega, x, dx')$$

$$L_{\theta}^{m_1,m_2}(\omega, x, dx') = \frac{R_{\theta}^{m_1,m_2}(\omega, x, dx')}{J_{\theta}^{m_1,m_2}(\omega, x)}.$$

Finally, this paper frequently refers to the ratio

$$\tilde{\nu}_{\theta,n} = \left[ \int_{E^{m_2}} \int_{k=1}^{n} R_{\theta}^{m_k,m_k+1}(z^k, \omega, x, dx') \right]^2$$

and to the additive functional

$$h^{m_2}(\omega, x) = \frac{1}{m_2} \sum_{j=1}^{m_2} h(\omega, x^j), \quad (2.3)$$

where $h : \Omega \times E \to (0, \infty)$.

3. **Hidden Markov models**

   Allow an $(R, \mathcal{R})$-valued process with states denoted by the random variable $K_n \in \mathbb{R}^{d_k}$ to be a Markov process. Assume that we cannot directly observe each
\[ K_n \mid (K_{1:n-1} = k_{1:n-1}, Y_{1:n-1} = y_{1:n-1}) \sim f_{\theta} (\cdot \mid k_{n-1}) \]

\[ Y_n \mid (K_{1:n} = k_{1:n}, Y_{1:n-1} = y_{1:n-1}) \sim g_{\theta} (\cdot \mid k_n), \]

for \( n \geq 1 \) where \( K_1 \sim f_{\theta} (\cdot \mid k_0) = \mu_{\theta} (\cdot) \). The parameter \( \theta \in \Theta \subseteq \mathbb{R}^{d\theta} \) is static, and it may or may not be known.

When \( \theta \) is known, inference on the hidden process at time \( n \) relies on the joint density

\[ \pi_{\theta} (k_{1:n} \mid y_{1:n}) = \frac{\gamma_{\theta} (k_{1:n}, y_{1:n})}{Z_{\theta,1:n}} = \frac{\prod_{t=1}^{n} g_{\theta} (y_t \mid k_t) f_{\theta} (k_t \mid k_{t-1})}{\int \prod_{t=1}^{n} g_{\theta} (y_t \mid k_t) f_{\theta} (k_t \mid k_{t-1}) \, dk_{1:n}}. \]

The normalising constant \( Z_{\theta,1:n} \) is the probability density of the observations given \( \theta \) (i.e., \( Z_{\theta,1:n} = p_{\theta} (Y_{1:n} = y_{1:n}) = p_{\theta} (y_{1:n}) \)). It is often referred to as the marginal likelihood. If \( \theta \) is unknown, then we would be interested in inferring not only the hidden process but also values for \( \theta \). In this case, we assign a prior density \( \pi (\theta) \), and Bayesian inference at time \( n \) relies on the joint density

\[ \pi (\theta, k_{1:n} \mid y_{1:n}) \propto \pi (\theta) \gamma_{\theta} (k_{1:n}, y_{1:n}). \]

### 3.1 Intractable likelihood densities

This paper concentrates on a particular subset of HMMs whose likelihood density function \( g_{\theta} \) is intractable, thereby making exact calculation of \( \gamma_{\theta} \) impossible (or at least difficult). We also assume that there does not exist a true unbiased estimate of \( g_{\theta} \). However, following the method described in [14], we can use a biased approximation of the likelihood density. In more detail, consider the approximation of the joint density [3, 2] given in [7] and [14]:

\[ \pi_{\theta} (k_{1:n} \mid y_{1:n}) = \frac{\prod_{t=1}^{n} g^\epsilon_{\theta} (y_t \mid k_t) f_{\theta} (k_t \mid k_{t-1})}{\int \prod_{t=1}^{n} g^\epsilon_{\theta} (y_t \mid k_t) f_{\theta} (k_t \mid k_{t-1}) \, dk_{1:n}}, \]

where \( g^\epsilon_{\theta} (y_t \mid k_t) = \int_{B_{\epsilon} (y_t)} g_{\theta} (u \mid k_t) \, du / \int_{B_{\epsilon} (y_t)} \, du \). Under strong assumptions, [14] Theorem 1 and [14] Theorem 2 show that (3.4) is a consistent approximation of (3.2) as \( \epsilon \) tends to zero.
Algorithm 1 Bootstrap particle filter

- Step 1: For \( i \in \{1, \ldots, N\} \), sample \( K^i_1 \sim \mu_\theta (\cdot) \) and compute the un-normalised weight:
  \[
  W \left( \omega, k^i_1 \right) = \frac{\mu_\theta (k^i_1) g_\theta (y^1(\omega) | k^i_1)}{\mu_\theta (k^i_1)} = g_\theta (y^1(\omega) | k^i_1).
  \]

  For \( i \in \{1, \ldots, N\} \), sample \( A^i_1 \in \{1, \ldots, N\} \) from a discrete distribution on \( \{1, \ldots, N\} \) with \( j^{th} \) probability proportional to \( W (\omega, k^i_1) \). The sample \( \{a^i_1: N\} \) are the indices of the resampled particles. Set all normalised weights equal to \( 1/N \), and set \( n = 2 \).

- Step 2: For \( i \in \{1, \ldots, N\} \), sample \( K^i_n | k^{a(i)}_{n-1} \sim f_\theta (\cdot | k^{a(i)}_{n-1}) \) and compute the un-normalised weight:
  \[
  W \left( z^{n-1}\omega, k^i_n \right) = \frac{f_\theta (k^i_n | k^{a(i)}_{n-1}) g_\theta (y^n(\omega) | k^i_n)}{f_\theta (k^i_n | k^{a(i)}_{n-1})} = g_\theta (y^n(\omega) | k^i_n).
  \]

  For \( i \in \{1, \ldots, N\} \), sample \( A^i_{1,n} \in \{1, \ldots, N\} \) from a discrete distribution on \( \{1, \ldots, N\} \) with \( j^{th} \) probability proportional to \( W (z^{n-1}\omega, k^i_n) \). Set all normalised weights equal to \( 1/N \), and set \( n = n + 1 \). Return to the start of Step 2.

4. Brief review of sequential Monte Carlo

When the HMMs in Section 3 are impossible or difficult to work with analytically, one can resort to numerical techniques to draw from the models and approximate densities such as (3.2) and (3.4). Sequential Monte Carlo (SMC) methods comprise a popular collection of approximation techniques for HMMs (see [6], [10], and [11]). SMC techniques simulate a collection of \( N \) samples (or “particles”) in parallel, sequentially in time and combine importance sampling and resampling to approximate sequences such as \( \pi_\theta (k_1 | y_1), \ldots, \pi_\theta (k_{1:n} | y_{1:n}) \). The sequence of probability densities only must be known up to their additive constants. The bootstrap particle filter, which is an SMC scheme that first appeared in [11] and can be used to target (3.2), is presented here as Algorithm 1. To obtain unbiased estimates of the unknown normalising constants, one can use the output of Algorithm 1 to compute the following formula [8]:

\[
\hat{Z}_{\theta,1:n} = \prod_{t=0}^{n-1} \frac{1}{N} \sum_{i=1}^{N} W \left( z^t\omega, k^i_{t+1} \right).
\]
4.1 Twisted particle filters

A study in [23] has led to a better understanding of how one might obtain an ideal SMC algorithm in the following sense:

$$\frac{1}{n} \log \left( \frac{\mathbb{E}[Z_{\theta,1:n}^2]}{Z_{\theta,1:n}^2} \right) \to 0 \quad \text{as} \quad n \to \infty, \quad \mathbb{P} - a.s., \quad (4.1)$$

where the expectation is taken with respect to the joint density of the samples obtained by the algorithm. The ideal algorithm basically amounts to introducing a change of measure on the bootstrap particle filter. To explain this notion in more detail, consider the transition density $M_{\theta}^{N,N} : \Omega \times \mathbb{R}^N \times \mathcal{R}^N \to [0,1]$ of Algorithm 1. The authors of [23] define the additive, non-negative functional $h^N(\omega, k)$ of the form (2.4), where each $h$ is a particular eigenfunction,

$$h(\omega, k) = \lim_{n \to \infty} \frac{Q_{\theta,n}^\omega (1)(k)}{\Phi_{\theta,n}^{-n\omega} (\sigma) Q_{\theta,n}^\omega (1)},$$

such that $\eta^\omega Q_{\theta}^\omega (\cdot) = \lambda_\omega \eta^\omega (\cdot)$, $Q_{\theta}^\omega (h(\omega, \cdot))(k) = \lambda_\omega h(\omega, k)$, and $\eta^\omega (h(\omega, k)) = 1$, for the limit

$$\eta^\omega (A) = \lim_{n \to \infty} \Phi_{\theta,n}^{-n\omega} (\sigma) (A) \quad (4.2)$$

and the $\mathbb{R}^+$-valued, $\mathcal{F}$-measurable eigenvalue

$$\lambda : \omega \in \Omega \to \eta^\omega (W^\omega). \quad (4.3)$$

One can use the additive functional $h^N$ to change the measure of the entire particle system generated by Algorithm 1 and replace $M_{\theta}^{N,N}(\omega, k, dk)$ with

$$\tilde{M}_{\theta}^{N,N}(\omega, k, dk) \propto M_{\theta}^{N,N}(\omega, k, dk) h^N(z\omega, dk)$$

to obtain the ideal SMC algorithm of [23] that achieves (4.1). This algorithm uses a new estimate of the normalising constant,

$$\tilde{Z}_{\theta,1:n} = \prod_{t=0}^{n-1} \frac{\frac{1}{N} \sum_{i=1}^{N} Q_{\theta}^{z^{t-1}\omega} (h(z^t\omega, \cdot))(k_t^{(i)})}{h^N(z^t\omega, k)}$$

$$= \prod_{t=0}^{n-1} \left[ \frac{1}{N} \sum_{i=1}^{N} W(z^t\omega, k_t^i) \right] \phi_{\theta}^{z^{t-1}\omega,N,N}(k_t, k_{t+1}),$$
Algorithm 2 Twisted bootstrap particle filter

- Step 0: For $i \in \{1, \ldots, N\}$, sample $K^0_i$ from some appropriate initial distribution and set the un-normalised weight: $W(z^{-1}\omega,k^0) = 1$. Set $n = 1$.

- Step 1: Resampling steps:
  - Sample $U$ from the discrete uniform distribution on $\{1, \ldots, N\}$.
  - Sample $A_{n-1}^u \in \{1, \ldots, N\}$ from a discrete distribution on $\{1, \ldots, N\}$ with $j$th probability proportional to $Q_{\theta}(z^{n-2}\omega, h((z^{n-1}\omega, \cdot))) (k_{n-1}^j)$.
  - For $i \in \{1, \ldots, N\}$ and $i \neq u$, sample $A_{n-1}^i \in \{1, \ldots, N\}$ from a discrete distribution on $\{1, \ldots, N\}$ with $j$th probability proportional to $W(z^{n-2}\omega,k^i_{n-1})$.

- Step 2: Sampling steps:
  - Sample $K_n | k_{n-1}^{(u)} \sim f_\theta (\cdot | k_{n-1}^{(u)}) h(z^{n-1}\omega, \cdot)$.
  - For $i \in \{1, \ldots, N\}$ and $i \neq u$, sample $K_n | k_{n-1}^{(i)} \sim f_\theta (\cdot | k_{n-1}^{(i)})$.

- Step 3: For $i \in \{1, \ldots, N\}$, compute the un-normalised weight:
  $$W(z^{n-1}\omega,k^i_n) = g_\theta (y_n(\omega) | k^i_n).$$
  Set $n = n + 1$ and return to the start of Step 1.

which is clearly unbiased when the expectation is taken with respect to $\tilde{M}^{N,N}_\theta$.

As re-weighting Markov transitions using eigenfunctions is typically referred to as “twisting”, the authors call their algorithm the twisted particle filter (see Algorithm 2).

4.2 Alive particle filters

In the algorithms just discussed, it is necessary to calculate the likelihood density $g_\theta$. When repetitively calculating $g_\theta$ is not feasible, one can instead target (3.4) and employ SMC algorithms that utilise approximate Bayesian computation (ABC); see [13], [14], and [18] for examples. We focus here on one particular combination of SMC and ABC: the alive particle filter of [13], which is printed here as Algorithm 3.

Consider an $(E, \mathcal{E})$-valued discrete-time sequence $\{X_n\}_{n \geq 1}$ with $E = R \times H$. This process clearly has the Markov property, and it provides a framework
through which (3.4) can be calculated and the HMM of Section 3 can be approximated. Recall the transition densities of \( \{X_n\}_{n \geq 1} \):

\[
M_\theta \left( z^{-1}\omega, x_0, x_1 \right) = \mu \left( x_1 \right) = f_\theta \left( k_1 \mid k_{n-1} \right) g_\theta \left( u_1(\omega) \mid k_1 \right)
\]

\[
\{ M_\theta \left( z^{n-2}\omega, x_{n-1}, x_n \right) = f_\theta \left( k_n \mid k_{n-1} \right) g_\theta \left( u_n(\omega) \mid k_n \right) \}_{n \geq 2}.
\]

The sequence \( \{X_n\}_{n \geq 1} \) propagates with \( k_n \sim f_\theta (\cdot \mid k_{n-1}) \) and \( u_n(\omega) \sim g_\theta (\cdot \mid k_n) \). The values taken by this propagating sequence can be assigned weights

\[
\{ W \left( z^{n-1}\omega, x_n \right) = \mathbb{I}_{R \times B_{n,\epsilon} (y_n(\omega))} (x_n) \}_{n \geq 1},
\]

with \( x_n = (k_n, u_n(\omega)) \) and \( B_{n,\epsilon} (y_n(\omega)) \in \mathcal{H} \), which take a value of one when \( u_n(\omega) \in B_{n,\epsilon} (y_n(\omega)) \) and zero otherwise. When a realisation of the sequence has weights that are each equal to one, then that realisation is an approximate draw from the true HMM.

The authors of [13] use the sequence \( \{X_n\}_{n \geq 1} \) to obtain a biased approximation of an SMC algorithm targeting an HMM with transition \( f_\theta \) and likelihood density \( g_\theta \) when \( g_\theta \) is either impossible or undesirable to compute (assuming it is still possible to simulate from the likelihood distribution). Basically, the particle filter of [13] commences by simulating \( k_n \sim f_\theta (\cdot \mid k_{n-1}) \), simulating \( u_n(\omega) \sim g_\theta (\cdot \mid k_n) \), and then considering \( k_n \) to be a draw from the latent process of the HMM only if \( u_n(\omega) \in B_{n,\epsilon} (y_n(\omega)) \). The total number of samples drawn at a time point of the algorithm is denoted by the random variable \( T_\omega \), where

\[
T_\omega = \inf \left\{ p \geq N : \sum_{i=1}^{p} W (\omega, x^i) \geq N \right\}.
\]

In other words, sampling continues at each time point until at least \( N \) samples of non-zero weight are obtained. This practice prevents Algorithm [3] from dying out, but it does introduce a random running time.

The alive particle filter has an upper bound on its error that does not depend on \( n \) [13 Theorem 3.1], and its associated unbiased estimate of the normalising constant is given by [13 Proposition 3.1]:

\[
\hat{Z}_{\theta,1:n} = \prod_{t=0}^{n-1} \left[ \frac{1}{T_{z^t\omega} - 1} \sum_{i=1}^{T_{z^t\omega} - 1} W (z^t\omega, x_{t+1}^i) \right] = \prod_{t=0}^{n-1} \frac{N - 1}{T_{z^t\omega} - 1}.
\]
Algorithm 3 Alive particle filter

- Step 1: Set $h = 1$ and $S = 0$.

- Step 2: Sample $X^h_1 \sim \mu(\cdot)$ and compute the un-normalised weight:
  \[ W(\omega, x^h_1) = \mathbb{1}_{\mathbb{R} \times B_{1,\epsilon}(y_1(\omega))}(x^h_1). \]
  Compute $S = \sum_{i=1}^{h} W(\omega, x^i_1)$. If $S < N$, then set $h = h + 1$ and return to the beginning of Step 2. Otherwise, set $T_\omega = h$ and $n = 2$.

- Step 3: Set $h = 1$ and $S = 0$.

- Step 4: Sample $A^n_{1:n-1} \in \{1, \ldots, T_{z^{n-2}\omega} - 1\}$ from a discrete distribution on $\{1, \ldots, T_{z^{n-2}\omega} - 1\}$ with $j^{th}$ probability $W(\omega, x^j_1)$. Sample $X^n_h | x^n_{a(h)} \sim M_\theta(\mathbb{R} \times B_{n,\epsilon}(y_n(\omega)), x^n_{a(h)}),$ and compute the un-normalised weight:
  \[ W(z^{n-1}\omega, x^n_h) = \mathbb{1}_{\mathbb{R} \times B_{n,\epsilon}(y_n(\omega))}(x^n_h). \]
  Compute $S = \sum_{i=1}^{h} W(z^{n-1}\omega, x^n_i)$. If $S < N$, then set $h = h + 1$ and return to the beginning of Step 4. Otherwise, set $T_{z^{n-1}\omega} = h$ and $n = n + 1$ and return to the start of Step 3.
Note that in proving these results, the authors of [13] make use of a nuance in Algorithm 3: the last sampled particle is deleted at every time step.

Finally, we note that the conditional probability of the stopping time $T_{z^{n-1}_\omega} = t_{z^{n-1}_\omega}$ and the particles $x_n^{1:t_{z^{n-1}_\omega}}$ generated by Algorithm 3 at time $n$ is

$$\mathbb{P}(x_n^{1:t_{z^{n-1}_\omega}}, t_{z^{n-1}_\omega} \mid \mathcal{F}_{n-1}) = \left(\frac{t_{z^{n-1}_\omega} - 1}{N - 1}\right) \times \prod_{i=1}^{t_{z^{n-1}_\omega} - 1} \frac{W(z^{n-2}_\omega, x_{t_{z^{n-1}_\omega} - 1}^{a(i)}) M_\theta(z^{n-2}_\omega, x_{n-1}^{a(i)}, x_n^i)}{W_{t_{z^{n-2}_\omega} - 1}(\omega, x)},$$

(4.6)

where $\mathcal{F}_{n-1}$ is the filtration generated by the particle system through time $(n-1)$ and we require that $\sum_{i=1}^{t_{z^{n-1}_\omega}} W(z^{n-1}_\omega, x_n^i) = N$ and $W(z^{n-1}_\omega, x_n^{t_{z^{n-1}_\omega}}) = 1$.

This is a result which is used in the original work appearing below.

5. Alive twisted sequential Monte Carlo

In an effort to try to reduce the variance of Algorithm 3’s estimate of $Z_{\theta,1:n}$, this paper introduces a change of measure on the particle system generated by that algorithm (in the same spirit of how Algorithm 2 improved Algorithm 1). We can use an additive functional of the form (2.4) to introduce the change of measure (similar to as in [23] and Section 4.1). The conditional probability (4.6) of the alive particle filter then becomes

$$\mathbb{P}(x_n^{1:t_{z^{n-1}_\omega}}, t_{z^{n-1}_\omega} \mid \mathcal{F}_{n-1}) \propto \mathbb{P}(x_n^{1:t_{z^{n-1}_\omega}}, t_{z^{n-1}_\omega} \mid \mathcal{F}_{n-1}) \times \prod_{i=1}^{t_{z^{n-1}_\omega} - 1} h(z^{n-1}_\omega, x_n^i).$$

(5.1)

This expression can be normalised by changing the summand to

$$h(z^{n-1}_\omega, x_n^i) = h(z^{n-1}_\omega, x_n^i) \times \left[ W(z^{n-1}_\omega, x_n^i) \cdot I_{\{a:a \geq N\}}(t_{z^{n-1}_\omega}) \cdot \frac{N - 1}{t_{z^{n-1}_\omega} - 1} \right. \left. + (1 - W(z^{n-1}_\omega, x_n^i)) \cdot I_{\{a:a \geq N+1\}}(t_{z^{n-1}_\omega}) \cdot \frac{t_{z^{n-1}_\omega} - N}{t_{z^{n-1}_\omega} - 1} \right]$$

and dividing the entire R.H.S. of (5.1) by $\Phi_{z^{n-2}_\omega,t_{z^{n-2}_\omega} - 1}(h(z^{n-1}_\omega, \cdot))$. One can sample from the normalised version of (5.1) via Algorithm 4, which is known hereafter as the alive twisted particle filter, or alive twisted SMC. We
Algorithm 4 Alive twisted particle filter

In the following, it is assumed that the first observation of the HMM is given the index of one (e.g., $y_1 = y_1(z_0^0 \omega)$ and $y_2 = y_1(z_1^1 \omega)$).

- **Step 0:** Set $n = 0$.
- **Step 1:** Sample the twisted particle $X_{n+1}^1$ from the probability
  \[
  \frac{\Phi_{\theta}^{z_{n+1}^1, t_{n+1}^1 - 1} \left( \eta_{z_{n+1}^1 \omega}^{z_{n+1}^1 - 1} \right) (dx_{n+1}^1) h \left( z_n^1, x_{n+1}^1 \right)}{\Phi_{\theta}^{z_{n+1}^1, t_{n+1}^1 - 1} \left( \eta_{z_{n+1}^1 \omega}^{z_{n+1}^1 - 1} \right) (h \left( z_n^1, x_{n+1}^1 \right))}
  \]
  and compute the un-normalised weight:
  \[
  W \left( z_n^1, x_{n+1}^1 \right) = \mathbb{I}_{R \times B_{n+1}, \epsilon} \left( y_1(z_n^1) \right) (x_{n+1}^1).
  \]
- **Step 2:** Set $r = 2$ and $S = 0$.
- **Step 3:** Sample the non-twisted particle $X_{n+1}^r$ from the probability
  \[
  \frac{\Phi_{\theta}^{z_{n+1}^r, t_{n+1}^r - 1} \left( \eta_{z_{n+1}^r \omega}^{z_{n+1}^r - 1} \right) (x_{n+1}^r)}{\Phi_{\theta}^{z_{n+1}^r, t_{n+1}^r - 1} \left( \eta_{z_{n+1}^r \omega}^{z_{n+1}^r - 1} \right) \left( h \left( z_n^1, x_{n+1}^r \right) \right)}
  \]
  and compute the un-normalised weight:
  \[
  W \left( z_n^r, x_{n+1}^r \right) = \mathbb{I}_{R \times B_{n+1}, \epsilon} \left( y_1(z_n^1) \right) (x_{n+1}^r).
  \]
  Compute $S = \sum_{i=1}^r W \left( z_n^i, x_{n+1}^i \right)$. If $S < N$, then set $r = r + 1$ and return to the beginning of Step 3. Otherwise, set $T_{z_n^1 \omega} = r$.
- **Step 4:** Sample $C_{n+1}$ from the discrete uniform distribution on \{1, ..., $T_{z_n^1 \omega} - 1$\}; this is the index of the twisted particle in Step 1. Set $n = n + 1$ and return to the start of Step 1.

stress that Algorithm 4 is not all that more complicated to implement than Algorithm 3.

For a simulated path $x_{1:n}$ generated by Algorithm 4, where $T_{z_{t-1}^t \omega}$ samples of $x_t$ have been obtained, we have

\[
\hat{Z}_{\theta,1:n} = \prod_{t=0}^{n-1} \frac{N - 1}{T_{z_t^t \omega} - 1} \cdot \frac{\sum_{i=1}^{T_{z_t^t \omega} - 1} Q_{\theta}^{z_{t-1}^t \omega} (h(z_t^t \omega, \cdot)) \left( x_t^{a(i)} \right)}{\sum_{i=1}^{T_{z_t^t \omega} - 1} W \left( z_t^t \omega, x_{t+1}^i \right) h \left( z_t^t \omega, x_{t+1}^i \right)} = \prod_{t=0}^{n-1} \left( \frac{1}{T_{z_t^t \omega} - 1} \sum_{i=1}^{T_{z_t^t \omega} - 1} W \left( z_t^t \omega, x_{t+1}^i \right) \phi_{\theta}^{z_{t-1}^t \omega, T_{z_{t-1}^t \omega} - 1, T_{z_t^t \omega} - 1} (x_t, x_{t+1}) \right).
\]
This estimate is clearly unbiased when the expectation is taken with respect to the transition densities of Algorithm 4:

\[ \tilde{M}_{\theta}^{T_{\omega} - 1, T_{\omega} - 1} (\omega, x, D) = \frac{\int_{D} M_{\theta}^{T_{\omega} - 1, T_{\omega} - 1} (\omega, x, dx') h^{T_{\omega} - 1} (z_{\omega}, x')}{\int_{E \otimes (T_{z_{\omega}} - 1)} M_{\theta}^{T_{\omega} - 1, T_{\omega} - 1} (\omega, x, du) h^{T_{\omega} - 1} (z_{\omega}, u)}, \]

for all \( D \in \mathcal{E} \otimes (T_{z_{\omega}} - 1) \), and \( \tilde{M}_{\theta}^{T_{\omega} - 1, T_{\omega} - 1} \) is a member of \( M_{\theta}^{T_{\omega} - 1, T_{\omega} - 1} \). Of course, any generic choice of the function \( h \) is not guaranteed to induce a low variance for (5.2). We show below in Section 6 that the unique optimal choice of

\[ h (\omega, x) = \lim_{n \to \infty} \frac{Q_{\theta,n}^\omega (1) (x)}{\Phi_{\theta,n}^z (\sigma) Q_{\theta,n}^\omega (1)} \]

leads to the low variance.

6. Optimal change in measure

The purpose of introducing the change of measure on the alive particle filter is to reduce the variance of the algorithm’s estimate of the normalising constant, \( \tilde{Z}_{\theta,1,n} \). More specifically, we would like to achieve

\[ \frac{1}{n} \log \tilde{Z}_{\theta,n}^\omega = \frac{1}{n} \log \left( \frac{E [\tilde{Z}_{\theta,1,n}^2]}{\tilde{Z}_{\theta,1,n}^2} \right) \to \Upsilon (\tilde{M}_{\theta}) = 0 \quad \text{as} \quad n \to \infty, \quad \mathbb{P} - a.s., \]

which is similar to expression (4.1). The non-negative, finite constant \( \Upsilon (\tilde{M}_{\theta}) \) is some limiting value which depends on the transition density of Algorithm 4.

We show below that the optimal choice of \( h \) which leads to \( \Upsilon (\tilde{M}_{\theta}) = 0 \) is (5.3), which also happens to be an eigenfunction and the unique solution to the system of equations

\[ \eta^\omega Q_{\theta}^\omega (\cdot) = \lambda_{\omega} \eta^\omega (\cdot), \quad Q_{\theta}^\omega (h (z_{\omega}, \cdot)) (x) = \lambda_{\omega} h (\omega, x), \quad \eta^\omega (h (\omega, x)) = 1, \]

for the limit (4.2) and the \( \mathbb{R}^+ \)-valued, \( \mathcal{F} \)-measurable eigenvalue (4.3). In other words, we show that the same change of measure utilised in [23] can also be used to reduce the variance of unbiased estimates of the normalising constant when the likelihood density is not computable. The original work of [23] only considers the case where \( M_{\theta} (\omega, x, dx) \) can be evaluated pointwise.

To prove our result, we adopt slightly different assumptions from those of [23]:
(B1) The shift operator \( z \) preserves \( \mathbb{P} \) and is ergodic.

(B2) At any time point,
\[
\sup_{\omega \in \Omega} \sup_{(x,u) \in E^2} \frac{M_\theta^\omega (W)(x)}{M_\theta^\omega (W)(u)} \leq \Delta_1, \tag{6.2}
\]
for some \( \Delta_1 \in (0, \infty) \). Furthermore, there exist positive, finite constants \( (\epsilon_-, \epsilon_+) \) and a probability measure \( \nu \in \mathcal{P}(E) \) such that
\[
\nu(\cdot) \epsilon_- \leq M_\theta (\omega, x, \cdot) \leq \epsilon_+ \nu(\cdot) \quad \forall (\omega, x) \in \Omega \times E. \tag{6.3}
\]

Given the definition of the incremental weights, note that (6.2) and (6.3) imply, for all \( \sigma, \sigma_1, \sigma_2 \in \mathcal{P}(E) \):
\[
\sup_{n \geq 1} \sup_{\omega \in \Omega} \sup_{(x,u) \in E^2} \frac{\sigma_1 Q_{\sigma,n}^\omega (x)}{\sigma_2 Q_{\sigma,n}^\omega (u)} \leq \Delta_2, \quad 0 < \sup_{n \geq 1} \sup_{\omega \in \Omega} \sigma Q_{\sigma,n}^\omega (1) < \infty,
\]
\[
0 < \sup_{n \geq 1} \sup_{(x,u) \in E^2} \frac{Q_{\sigma,n}^\omega (1)(x)}{Q_{\sigma,n}^\omega (1)(u)} < \infty,
\]
for some \( \Delta_2 \in (0, \infty) \).

(B3) We always fix \( N \) such that \( 1 < N < \infty \), and for all \( \omega \in \Omega \), \( \epsilon \) is always set in such a way that \( T_\omega \) as in (4.4) is finite.

Essentially, the first assumption means that the process producing the observations is stationary and ergodic [23]. The second and third assumptions effectively place upper and lower bounds on the estimate of the normalising constant, and they place a finite restriction on the running time of Algorithm 4. We acknowledge that these assumptions are strong, but they are typical of those used in the literature.

In the appendix in Section A, the following theorem is proven for when \( h \) is defined as in (5.3):

**Theorem 6.2.** Assume (B1), (B2) and (B3). For each \( \tilde{M}_\theta^{T_\omega-1, T_\omega-1} \) any member of a \( M_\theta^{T_\omega-1, T_\omega-1} \), the following are equivalent:

1. \( \Upsilon(M_\theta) = 0. \)
2. For \( \mathbb{P} \)-almost all \( \omega \in \Omega \), \( \exists A_\omega \in \mathcal{E}^{\otimes (T_\omega - 1)} \) such that \( \nu^{\otimes (T_\omega - 1)} (A_\omega^c) = 0 \) and \( \forall x \in A_\omega \),

\[
\tilde{M}_\theta^{T_\omega - 1, T_\omega - 1} (\omega, x, D) = \frac{\int_D M_\theta^{T_\omega - 1, T_\omega - 1} (\omega, x, dx) h^{T_\omega - 1} (z_\omega, x)}{\int_{ET_\omega - 1} M_\theta^{T_\omega - 1, T_\omega - 1} (\omega, x, du) h^{T_\omega - 1} (z_\omega, u)}
\]

for all \( D \in \mathcal{E}^{\otimes (T_\omega - 1)} \).

3. For \( \mathbb{P} \)-almost all \( \omega \in \Omega \), \( \sup_n V_\omega^{\omega,n} < \infty \).

This theorem (which is analogous to [23, Theorem 1]) states that there is a unique choice for the change in measure of the particle system that, when analytically available, leads to \( \mathcal{U} (\tilde{M}_\theta) = 0 \). However, that optimal \( h \) often needs to be approximated. In the following section, we implement Algorithm 4 on an example where the exact form of \( h \) needs to be approximated. The numerical illustration shows that under certain scenarios, the approximation of \( h \) is sufficient to reduce the variance of \( \hat{Z}_{\theta,1:n} \).

### 7. Implementation of alive twisted SMC

We compare the variability of the alive particle filter’s [4.5] to that of the alive twisted particle filter’s [5.2]. We consider a linear Gaussian HMM similar to that of [23, Section 4.4] :

\[
K_0 \sim \mathcal{N} (0, \nu^2) \quad (7.1)
\]

\[
K_n \mid (K_{1:n-1} = k_{1:n-1}, Y_{1:n-1} = y_{1:n-1}) \sim \mathcal{N} (0.9k_{n-1}, \nu^2) = f_\theta (k_n \mid k_{n-1})
\]

\[
Y_n \mid (K_{1:n} = k_{1:n}, Y_{1:n-1} = y_{1:n-1}) \sim \mathcal{N} (k_n, \tau^2) = g_\theta (y_n (\omega) \mid k_n),
\]

for \( 1 \leq n \leq T \). In our numerical illustrations, we assume it is undesirable to repetitively calculate the density \( g_\theta \), but it is possible to use an ABC approximation. We know from [23] that the best approximation of \( h \) appropriate for a twisted bootstrap particle filter targeting this HMM is \( h (z^{n-1} \omega, k_n) = \pi_\theta (y_1 (z^{n-1+l} \omega) \mid k_n) = \pi_\theta (y_n (z^l \omega) \mid k_n) \), where \( l = 5 \) is a lag length. As this expression is analytically available for (7.1), we use this \( h \) in our simulations. Furthermore, given this form of \( h \), it is possible to obtain the closed form expression

\[
Q_\theta^{z^{n-1} \omega} (h(z^n \omega, \cdot)) \left( x_{n}^{a(i)} \right) = I_{R \times B_{n+1,c} (y_n (z^n \omega))} (\cdot) \pi_\theta (y_1 (z^{n+l} \omega) \mid k_n^{a(i)}).
\]

In our analysis, we calculate \( \log \mathbb{E} [\hat{Z}_{\theta,1:T}^{}] \) for different pairs of values of the state noise \( \nu \) and the observation noise \( \tau \), where the vari-
ance is taken with respect to the appropriate algorithm. We run 300 simulations per pair \((\nu, \tau)\). The experiment is repeated under different values of \(N\) for a fixed \(T = 100\). We fix the radius of each weight, which is defined as

\[
\epsilon = |u_1(z^{n-1}\omega) - y_1(z^{n-1}\omega)| / |y_1(z^{n-1}\omega)| = |u_n(\omega) - y_n(\omega)| / |y_n(\omega)|.
\]

The output (see Figure 7.1) is similar to the results in [23, Section 4.4]. When the noise values are concentrated around \(\nu = \tau = 1\), twisting the alive particle filter results in a significant increase in the precision of \(\hat{Z}_{\theta,1:T}\). We see less of an improvement when \(\nu\) and \(\tau\) increase, as these are cases where the alive particle filter already performs poorly (at least under the settings that we tested).

Figure 7.1: Each graph measures the difference between the log of the variance of estimates of \(Z_{\theta,1:T}\) obtained by the two algorithms. We set \(T = 100\) and \(\epsilon = 1.5\) in each case. Each block represents 300 simulations, where \(N = 1250\) at left and \(N = 1500\) at centre and right. Notice that the centre and right graphs are more concentrated around \(\nu = \tau = 1\) than the graph at left.

8. Alive twisted particle marginal Metropolis-Hastings

Up to this point, the discussion has focused on sampling from (3.4). Suppose now that the model parameter \(\theta\) is unknown, in which case we would sample from

\[
\pi^\epsilon (\theta, k_{1:n} \mid y_{1:n}) \propto \pi (\theta) \gamma_0^\epsilon (k_{1:n}, y_{1:n}),
\]

(8.1)
a density which is similar to (3.3). The particle marginal Metropolis-Hastings algorithm [2] is designed for sampling from densities of the forms (3.3) and (8.1). In a particle marginal Metropolis-Hastings (PMMH) algorithm, one targets an extended density (which is henceforth denoted as \(\pi^N\)) that yields the true density of interest \(\pi\) (or \(\pi^\epsilon\)) as a marginal; the PMMH employs SMC within a Metropolis-
Hastings scheme to sample the variables of the extended target $\pi^N$, and the acceptance ratio of that Metropolis-Hastings scheme is calculated using $\hat{\pi}_{\text{Hastings}}$.

The original alive particle filter paper [13] outlines a PMMH algorithm that employs Algorithm 3 thereby allowing one to sample from (8.1). However, Section 7 shows that Algorithm 4 can indeed outperform Algorithm 3 in certain scenarios, with the variance of $\hat{Z}_{\theta,1:n}$ being reduced. In [2], the authors explain that the variance of $\hat{Z}_{\theta,1:n}$ is critical in the performance of PMMH. Thus, it is sensible to embed the alive twisted particle filter in PMMH to attempt to expedite the convergence of PMMH. As $\theta$ is variable, performance improvements in even just some locations of $\Theta$ can be desirable for a PMMH.

It is straightforward to define an alive twisted PMMH as Algorithm 5, whose extended target density is structured as follows. The joint density of the simulated variables through time $n$ of Algorithm 4 is

$$\psi_{\theta}(x_{1:n}, a_{1:n-1}, t, \omega, \ldots, t_{z-n-1}, \omega) \propto \left[ \sum_{i=1; c_i} t_{\omega} - 1 \prod_{i=1: c_i} M_{\theta}(z^{-1}, x_{0}^{a(i)}, x_{1}^{i}) \right] \times \left[ \prod_{j=2}^{n} \left( \frac{t_{\omega} - 1}{N - 1} \right) \prod_{j=1: c_j} W\left(z_{j}, x_{j}^{a(i)} \right) \right] \times \left[ M_{\theta}(z^{-1}, x_{0}^{a(c)}, x_{1}^{c}) \right] \times \left[ \prod_{j=2}^{n} Q_{\theta}(z_{j}, x_{j}^{a(c)}) \left( x_{j-1}^{a(c)} \right) \right] \times \left[ \prod_{j=2}^{n} M_{\theta}(z_{j}, x_{j}^{a(c)}, x_{j}^{c}) \right] \times \left[ \prod_{j=2}^{n} \left( h(z_{j}, x_{j}^{c}) \right) \left( x_{j-1}^{a(c)} \right) \right],$$

where we use $a_{1:n-1}$ to denote the full ancestry of the twisted and non-twisted particles (note also that $c_n$ is being used to denote the index of the twisted particle at any time step $n$). One can use this expression to establish an extended target as

$$\pi^N (d, \theta, x_{1:n}, a_{1:n-1}, t, \omega, \ldots, t_{z-n-1}, \omega) \propto \pi (\theta) \psi_{\theta}(x_{1:n}, a_{1:n-1}, t, \omega, \ldots, t_{z-n-1}, \omega) \hat{Z}_{\theta,1:n} \times \sum_{l=1}^{t_{z-n-1}} \frac{W(z^{l-n}, x_{n}^{l})}{W(z^{l-n}, x_{n}^{l})},$$

where $\pi (\theta)$ is an appropriate prior for the parameter $\theta$. In both of the above expressions, it is assumed that, at any time step $n$, each sample $(x_{n}, t_{z-n-1})$ satisfies the following: $\sum_{l=1}^{t_{z-n-1}} W(z^{l-n}, x_{n}^{l}) = n - 1 \cap W(z^{l-n}, x_{n}^{l})^{t_{z-n-1}} = 1$. 

TWISTING THE ALIVE PARTICLE FILTER
Algorithm 5 Alive twisted PMMH

- Step 0: Set $\theta$ arbitrarily. All remaining random variables can be sampled from their full conditionals defined by the target (8.2):
  - Sample $x_1^1, a_1^1, \ldots, t_{z_n - 1}^1 | \cdots$ via Algorithm 4 using parameter value $\theta$.
  - Choose $d$ with probability $W(\zeta_n^1, x_n^d) / \sum_{l=1}^{z_n - 1} W(\zeta_n^1, x_n^l)$.

Finally, calculate the marginal likelihood estimate, $\hat{Z}_{\theta,1:n}$, via (5.2).

- Step 1: Sample $\theta^* \sim q(\cdot | \theta)$. All remaining random variables can be sampled from their full conditionals defined by the target (8.2):
  - Sample $x_1^*, a_1^*, \ldots, t_{z_n - 1}^* | \cdots$ via Algorithm 4 using parameter value $\theta^*$.
  - Choose $d^*$ with probability $W(\zeta_n^1, x_n^{d^*}) / \sum_{l=1}^{z_n - 1} W(\zeta_n^1, x_n^l)$.

Finally, calculate the marginal likelihood estimate, $\hat{Z}_{\theta^*,1:n}$, via (5.2).

- Step 2: With acceptance probability
  \[ 1 \wedge \frac{\pi(\theta^*) q(\theta^* | \theta^*) \hat{Z}_{\theta^*,1:n}}{\pi(\theta) q(\theta | \theta) \hat{Z}_{\theta,1:n}}, \]

set $d = d^*$, $\theta = \theta^*$, $x_1 = x_1^*$, $a_1 = a_1^*$, and $t_\omega, \ldots, t_{z_n - 1} = t_\omega^*, \ldots, t_{z_n - 1}^*$. Return to the beginning of Step 1.

Similarly, the proposal density of the PMMH takes the form
\[ q^N(d, \theta, x_1, a_1, \ldots, t_{z_n - 1}) \propto W(\zeta_n^1, x_n^d) \sum_{l=1}^{z_n - 1} W(\zeta_n^1, x_n^l), \]
where $q(\theta | \zeta)$ is the density that proposes a new value $\theta \in \Theta$ conditional on a current accepted value $\zeta \in \Theta$.

9. Implementation of alive twisted PMMH

In the next numerical illustration, we compare the convergence of Algorithm 5 to that of the PMMH employing the non-twisted alive particle filter (see [13]). We consider a stochastic volatility model which is similar to the one appearing
in [13]:

\[ K_0 \sim \mathcal{N}(0, \nu^2) \]

\[ K_n \mid (K_{1:n-1} = k_{1:n-1}, Y_{1:n-1} = y_{1:n-1}) \sim \mathcal{N}(Fk_{n-1}, \nu^2) = f_\theta(k_n \mid k_{n-1}) \]

\[ Y_n \mid (K_{1:n} = k_{1:n}, Y_{1:n-1} = y_{1:n-1}) \sim \exp(k_n/2)S(\alpha,0.05,\gamma,0), \]

for 1 \leq n \leq T. This model is more challenging than the linear Gaussian HMM (7.1) because the probability density functions of the observations are not defined for all parameter values of the stable distribution. However, the stable distribution is Gaussian when the stability parameter is \( \alpha = 2 \). Thus, this section uses the same approximation for \( h \) that was used in Section 7, and only when calculating

\[ h(z^{n-1}\omega, x_n) = \pi_{\theta}\left(y_1(z^{n-1+l}\omega) \mid k_n\right)_{\{t=5\}} = \pi_{\theta}\left(y_n(z^l\omega) \mid k_n\right)_{\{t=5\}}, \quad (9.1) \]

we assume that the density of the observations is Gaussian.

The observations are daily logarithmic returns of the S&P 500. We consider three datasets that each begin with 10th December 2009 and run for \( T = 200 \), \( T = 500 \), or \( T = 700 \) time steps (see Figure 9.1). The datasets are chosen for their different time lengths, to study how \( T \) affects the relative performance of the algorithms.

![Figure 9.1: Daily closing index value of S&P 500 (left) and the daily logarithmic returns (right). In each plot, the first time step corresponds to 10th December 2009.](image)

Both PMMH algorithms are used to infer the scalars \( F \sim \mathcal{N}(0,0.15), \nu^{-2} \sim \mathcal{Ga}(2,100), \) and \( \gamma^{-1} \sim \mathcal{Ga}(2,1). \) We try different algorithmic settings for each
of the three datasets, choosing $\alpha \in \{1.75, 1.95\}$ and $N \in \{50, 100, 1000\}$; both PMMH schemes have approximately equal running times for equal values of $N$. Across all datasets, we fix the number of PMMH iterations to $M = 100000$, and we fix $\epsilon = 3.5$. Five runs of both algorithms are repeated per group of algorithmic settings. The proposals for the parameters $\nu^2$ and $\gamma$ are log normal random walks: $\log(\theta^*) = \log(\theta) + \epsilon, \epsilon \sim \mathcal{N}(0, 0.5)$. The proposal for $F$ is a normal random walk: $\theta^* \sim \mathcal{N}(\theta, 1)$. We track the convergence of the PMMH algorithms using the autocorrelation functions (ACFs) and the trace plots of $F, \nu^2, \gamma$.

Both algorithms seem to perform similarly when $\alpha = 1.75$, regardless of the values of $T$ or $N$ (results not shown). This output suggests that (9.1) is a poor approximation of the true eigenfunction $h$ in the case where $\alpha = 1.75$. However, when $\alpha = 1.95$, the ACF plots (see Figure 9.2) show the alive twisted PMMH slightly outperforming the non-twisted alive PMMH. Thus, it appears (9.1) is a fair approximation to the true, optimal $h$ when $\alpha = 1.95$. We only present the output for $T = 500$ (see Figures 9.2 and 9.3), as the results are similar for the slightly different values of $T = 200$ and $T = 700$.

Figure 9.2: Results for $N = 50$ (top) and $N = 100$ (bottom). ACF plots for $F, \nu^2$, and $\gamma$ (from left to right). The alive PMMH corresponds to the blue lines, and the alive twisted PMMH corresponds to the red lines.
Figure 9.3: Results for $N = 100$. Top: alive PMMH; bottom: alive twisted PMMH. Trace plots for $F$, $\nu^2$, and $\gamma$ (from left to right). Only one of the five repetitions of each simulation is shown.

10. Discussion

In this paper, we introduced a change of measure on the alive particle filter of [13] to reduce the variance of its estimate of the normalising constant. By adopting similar assumptions as in [23], we followed the theoretical framework developed in [23] to determine the unique, optimal change of measure for the alive algorithm. That optimal choice also happens to be the same unique choice discovered in [23], which, unlike this paper, does not consider HMMs whose observations have unknown or intractable likelihood densities.

We used our theoretical findings to formalise an alive twisted particle filter and an alive twisted PMMH. Both methods were implemented on HMMs, with the PMMH being used in a real world example. The numerical analyses illustrated that when the change of measure on the alive algorithms is not a close approximation of the ideal change in measure, twisting may not be worthwhile. However, when a good approximation of the ideal change in measure was available, our algorithms did exhibit superior performance in some scenarios.

The assumptions used to prove our theoretical results may be difficult to verify. Assumption (B1), in particular, would be very hard to verify when one knows little about the process producing the observations. A future work might consider proving the same results under weaker assumptions, although that will
likely not be a straightforward task. Additionally, other future work might investigate possible applications outside of HMMs, such as in the rare events literature [4] or ABC approximations of epidemiological models [9].
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Appendix

A. Proof of the main result from Section 6

We first illustrate that \( Z_{\theta,1:n} \) is actually finite in the limit as \( n \to \infty \), for otherwise there would be no circumstance under which \( \Upsilon \left( \bar{M}_\theta \right) = 0 \). The result is established as the following proposition.

**Proposition A.1.** Assume (I1) and (I2). There exists a finite, real-valued constant \( \Lambda \), which is independent of the initial distribution \( \mu \), such that

\[
\frac{1}{n} \log \mu Q_{\theta,n}^\omega (1) \to \Lambda
\]
as \( n \to \infty \), \( \mathbb{P} \)–almost surely.

**Proof of Proposition A.1.** This proof closely follows the proof of [23, Proposition 1], with only some minor modifications. Assuming (I2), we can define a constant \( g = \inf_{(\omega,x)} \nu Q_{\theta}^\omega (x) > 0 \) which also must be finite. Consider a sequence of random variables \( \{ \kappa_{\omega}^n \}_{n \geq 1} \) where \( \kappa_{\omega}^n = \nu Q_{\theta,n-1}^\omega (1) g \). We know \( \kappa_{\omega}^n > 0 \), and as \( \kappa_{\omega}^{n+p} = \nu Q_{\theta,p+n-1}^\omega (1) g = \nu Q_{\theta,p}^\omega Q_{\theta,n-1}^\omega (1) g = \nu Q_{\theta,p}^\omega Q_{\theta,n-1}^\omega (1) g \geq \kappa_{\omega}^p \kappa_{\omega}^n \), we have

\[
- \log \kappa_{n+p}^\omega \leq - \log \kappa_{\omega}^p - \log \kappa_{n}^\omega. \tag{A.1}
\]

Furthermore, (I2) and the definition of \( g \) ensure that each \( \kappa_n \) is finite, and so

\[
\int_\Omega - \log \kappa_{n}^\omega \mathbb{P}(d\omega) > -\infty. \tag{A.2}
\]

Considering (A.1), (A.2), and the ergodicity of the shift operator assumed by (I1), we can apply Kingman’s subadditive ergodic theory [16] to obtain

\[
\frac{1}{n} \log \kappa_{n}^\omega \to \Lambda, \tag{A.3}
\]
as \( n \to \infty \), \( \mathbb{P} \)–almost surely, where \( \Lambda \) is a finite constant.
As (B2) implies

\[
0 < \frac{\kappa_n}{\mu Q_{\theta,n}^\omega (1)} \leq \frac{\nu Q_{\theta,n}^\omega (1)}{\mu Q_{\theta,n}^\omega (1)} = \frac{\nu Q_{\theta,n}^\omega (1)}{\mu Q_{\theta,n-1}^\omega (1)} \leq \Delta_2,
\]

we have

\[
\sup_{\omega \in \Omega} \left| \frac{1}{n} \log \kappa_n - \frac{1}{n} \log \mu Q_{\theta,n}^\omega (1) \right| \leq \frac{1}{n} \log \Delta_2.
\]

(A.4)

Considering (A.3) and (A.4), we find \((1/n) \log \mu Q_{\theta,n}^\omega (1) \rightarrow \Lambda\), as \(n \rightarrow \infty\), \(\mathbb{P}\)-almost surely.

The next two propositions clearly define the triple \((\eta, h, \lambda)\) that uniquely satisfies the system of equations \((6.1)\). It is not yet shown that \(h\) is the optimal measure by which Algorithm 4 should be twisted. Before proving that, we have to first show that the measure exists. The fact that the triple \((\eta, h, \lambda)\) uniquely satisfies \((6.1)\) is used in calculations in later parts of the proof of the main result.

Proposition A.2. Assume (B1).  

1. Fixing \(\sigma \in \mathcal{P}(E)\), the limits

\[
\eta^\omega (A) = \lim_{n \rightarrow \infty} \Phi_{\theta,n}^{-\omega} (\sigma) (A) \quad \text{and} \quad h (\omega, x) = \lim_{n \rightarrow \infty} \frac{Q_{\theta,n}^\omega (1) (x)}{\Phi_{\theta,n}^{-\omega} (\sigma) Q_{\theta,n}^\omega (1)}
\]

exist, where \(\eta^\omega (A)\) is a member of a family of probability measures, \(\eta = \{\eta^\omega \in \mathcal{P}(E) ; \omega \in \Omega\}\), and \(h (\omega, x)\) is a member of a family of real-valued, \(\mathcal{F} \otimes \mathcal{E}\)-measurable functions, \(h : \Omega \times E \rightarrow \mathbb{R}\).

2. The families of probability measures and measurable functions just defined are independent of \(\sigma\), and there exist constants \(C < \infty\) and \(\rho < 1\) such that

\[
\sup_{\omega \in \Omega} \sup_{\sigma \in \mathcal{P}(E)} \left| \Phi_{\theta,n}^{-\omega} (\sigma) - \eta^\omega \right| \varphi \leq \sup_{x} \left| \varphi (x) \right| C \rho^n
\]

and

\[
\sup_{\omega \in \Omega} \sup_{x \in E} \sup_{\sigma \in \mathcal{P}(E)} \left| \frac{Q_{\theta,n}^\omega (1) (x)}{\Phi_{\theta,n}^{-\omega} (\sigma) Q_{\theta,n}^\omega (1)} - h (\omega, x) \right| \leq C \rho^n
\]

for \(\varphi \in \mathcal{B}_b (E)\) and \(n \geq 1\).

3. The function \(\lambda : \omega \in \Omega \rightarrow \eta^\omega (W^\omega)\) is \(\mathcal{F}\)-measurable, and

\[
\sup_{(\omega, \omega') \in \Omega^2} \frac{\lambda_\omega}{\lambda_{\omega'}} < \infty, \quad \sup_{(\omega, \omega', x, x') \in \Omega^2 \times E^2} \frac{h (\omega, x)}{h (\omega', x')} < \infty.
\]
4. Consider the triples that consist of (a) a family of probability measures on 
\((E, \mathcal{E})\) indexed by \(\Omega\), (b) an \(\mathbb{R}^+\)–valued measurable function on \(\Omega \times E\), and (c) a measurable function on \(\Omega\). For all \(\omega \in \Omega\), the triple \((\eta, h, \lambda)\) uniquely satisfies 
\[
\eta \omega \mathbb{P}(\cdot) = \lambda \eta z \omega (\cdot), \quad Q^\omega (h(z, \cdot)) (x) = \lambda h(\omega, x), \text{ and } \eta^\omega (h(\omega, x)) = 1.
\]

Proof of Proposition A.2. The proof is the same as the proof of [23, Proposition 2]. Even though our assumption (B2) differs slightly from the analogue in [23], the necessary implications are the same.

Proposition A.3. Assume (B1) and (B2). Then for \(\Lambda\) as in Proposition A.1 and \(\lambda\) as in Proposition A.2, we have \(\Lambda = \mathbb{E}[\log \lambda] = \int_\Omega \frac{Q^\omega (h(z, \cdot)) (x)}{h(\omega, x)} \mathbb{P}(d\omega)\), for any \(x \in E\).

Proof of Proposition A.3. The proof is the same as the proof of [23, Proposition 3]. It only relies on the assumptions (B1) and (B2) because it makes use of Propositions A.1 and A.2.

Now that the triple \((\eta, h, \lambda)\) is clearly defined and it is known that \(\hat{Z}_{\theta, 1:n}\) is approximating a finite value in the limit as \(n \to \infty\), we can begin to establish how the optimal \(h\) affects the particle filter. That illustration begins by showing how the particle filter behaves when its transition density is any \(\tilde{M}_\theta\) (which is a member of \(M\)) and not necessarily one twisted with \(h\).

The functions \(J_\theta\) and \(L_\theta\) of Definition 2.1 can be used to construct (2.3). Thus, for any \(\tilde{M}_\theta\), we establish bounds on those functions via Lemmas A.3 and A.4 below to show that \((1/n) \log \tilde{V}_{\theta,n}^\omega \to T(\tilde{M}_\theta)\) as \(n \to \infty\), \(\mathbb{P}\)–almost surely, in Proposition A.4 below.

Lemma A.3. Assume (B2) and (B3). For all \(\omega, \omega' \in \Omega, x, x' \in E, T_{\omega} \geq N, \text{ and } T_{\omega'} \geq N, \mathbb{W}^{T_{\omega}} (\omega, x)/\mathbb{W}^{T_{\omega'}} (\omega', x') \leq \Delta_3\) for some \(\Delta_3 \in (0, \infty)\). Furthermore, \(\epsilon^{T_{\omega} - 1, \theta, \omega - 1}(\cdot) \leq \epsilon^{T_{\omega} - 1, \theta, T_{\omega} - 1}(\cdot) \leq \epsilon^{T_{\omega} - 1, \theta, (T_{\omega} - 1)}(\cdot)\).

Proof of Lemma A.3. Under (B3), it is clear that any \(\mathbb{W}^{T_{\omega}} (\omega, x)\) is positive and finite, and so a positive and finite upper bound on \(\mathbb{W}^{T_{\omega}} (\omega, x)/\mathbb{W}^{T_{\omega'}} (\omega', x')\) is obvious.
Recalling (B2) and (2.1), we can calculate

\[
M^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x, dx) \leq \prod_{i=1}^{T_{\omega}^{-1}} \frac{(N-1) \epsilon_{+\nu}(dx)}{N-1} = \epsilon_{+\nu}(T_{\omega}^{-1})(dx).
\]

Similarly, we have the lower bound \(M^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x, dx) \geq \epsilon_{-\nu}(T_{\omega}^{-1})(dx)\).

**Lemma A.4.** For any \(\omega \in \Omega\), assume (B2) and (B3), let \(M^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}\) be any member of \(M^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}\), and let \(\tilde{\nu}\) be as in the definition of \(M^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}\). There exist constants \(\alpha \in (0, \infty)\) and \((\delta_-, \delta_+) \in (0, \infty)^2\) and a probability measure \(\sigma \in \mathcal{P}(E^{T_{\omega}^{-1}})\) such that \(\mathbf{J}^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x)/\mathbf{J}^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x') \leq \alpha\) for all \((\omega, \omega', x, x') \in \Omega^2 \times E^{T_{\omega}^{-1}} \times E^{T_{\omega}^{-1}}\) and \(\delta_+ (\cdot) \leq \mathbf{L}^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x, \cdot) \leq \delta_- (\cdot)\) for all \((\omega, x) \in \Omega \times E^{T_{\omega}^{-1}}\), where \(\sigma(dx) \propto ((d\nu(T_{\omega}^{-1})/d\tilde{\nu})(x))^2 \tilde{\nu}(dx)\).

**Proof of Lemma A.4.** For any \(A \in \mathcal{E}^{(T_{\omega}^{-1})}\),

\[
\mathbb{I}_A \mathbf{W}^T_{\omega}^{-1}(\omega, x)^2 \phi_{\theta W}^{T_{\omega}^{-1}, T_{\omega}^{-1}}(x, x')^2 \mathbf{M}^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x, dx') \leq \sup_{(\omega', z) \in \Omega \times E^{T_{\omega}^{-1}}} \mathbf{W}^T_{\omega'}^{-1}(\omega', z)^2 \left(\frac{\epsilon_{+\nu}(T_{\omega}^{-1})}{\epsilon_-}\right)^2 \mathbb{E}_+ \int_A \left(\frac{d\nu(T_{\omega}^{-1})}{d\tilde{\nu}}(x')\right)^2 \tilde{\nu}(dx'),
\]

by Lemma A.3 and (2.1). Similarly,

\[
\mathbb{I}_A \mathbf{W}^T_{\omega}^{-1}(\omega, x)^2 \phi_{\theta W}^{T_{\omega}^{-1}, T_{\omega}^{-1}}(x, x')^2 \mathbf{M}^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x, dx') \geq \inf_{(\omega', z) \in \Omega \times E^{T_{\omega}^{-1}}} \mathbf{W}^T_{\omega'}^{-1}(\omega', z)^2 \left(\frac{\epsilon_{+\nu}(T_{\omega}^{-1})}{\Delta_3 \epsilon_-}\right)^2 \mathbb{E}_- \int_A \left(\frac{d\nu(T_{\omega}^{-1})}{d\tilde{\nu}}(x')\right)^2 \tilde{\nu}(dx'),
\]

by Lemma A.3 and (2.1). Taking \(A = E^{T_{\omega}^{-1}}\) and dividing (A.5) by (A.6), we have

\[
\frac{\mathbf{J}^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x)}{\mathbf{J}^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x')} \leq \left(\Delta_3 \frac{\epsilon_{+\nu}(T_{\omega}^{-1})}{\epsilon_-}\right)^2 \frac{\epsilon_-}{\epsilon_+} = \alpha.
\]

Finally, as \(\mathbf{L}^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x, \cdot)\) is a kernel that has \(\mathbf{J}^T_{\theta, T_{\omega}^{-1}, T_{\omega}^{-1}}(\omega, x)\) as a nor-
malising constant, it is clear via (A.5) and (A.6) that
\[ \delta_- = \inf_{(\omega', z) \in \Omega \times E} W_{T_{\omega'}^{-1}}(\omega', z)^2 \left( \frac{\epsilon_{T_{\omega'}^{-1}}}{\Delta_3 \epsilon_+} \right)^2 \bar{\epsilon}_- \left( \int_E \frac{d\nu \otimes (T_{\omega'}^{-1})}{d\tilde{\nu}} (x') \right)^2 \tilde{\nu}(dx')^{-1} \]
and
\[ \delta_+ = \sup_{(\omega', z) \in \Omega \times E} W_{T_{\omega'}^{-1}}(\omega', z)^2 \left( \frac{\Delta_3 \epsilon_{T_{\omega'}^{-1}}}{\epsilon_+} \right)^2 \bar{\epsilon}_+ \left( \int_E \frac{d\nu \otimes (T_{\omega'}^{-1})}{d\tilde{\nu}} (x') \right)^2 \tilde{\nu}(dx')^{-1} \]
when \( \sigma(dx) \propto \left( (d\nu \otimes (T_{\omega'}^{-1})/d\tilde{\nu}) (x) \right)^2 \tilde{\nu}(dx) \).

**Proposition A.4.** Assume (B1), (B2) and (B3). For each \( \tilde{M}_T \) any member of a \( \tilde{M}_{T_{\omega}^{-1}, T_{\omega'}^{-1}} \), there exists a non-negative, finite constant \( \Upsilon(\tilde{M}_T) \), which is independent of the initial distribution \( \mu \), such that \( (1/n) \log \tilde{V}_{T_{\omega}^{-1}, T_{\omega'}^{-1}, \theta, n}(1) \) approaches \( \Upsilon(\tilde{M}_T) \) as \( n \to \infty \), \( P \)-almost surely.

**Proof of Proposition A.4.** Assume (B1) and (B2). By Proposition A.1, for any \( \mu \in \mathcal{P}(E) \), \( (2/n) \log \mu Q_{\theta, n}(1) \to 2\Lambda \) as \( n \to \infty \), \( P \)-almost surely.

Next, assume (B3) and consider the bounds presented in Lemma A.4. Following the exact same steps as in the proof of [23, Proposition 1], one can show that there exists a constant \( \Xi \in (-\infty, \infty) \) such that \( (1/n) \log \tilde{\nu}_{\theta, n}(1) \) approaches \( \Xi \) as \( n \to \infty \), \( P \)-almost surely.

By the definition (2.3), we have \( \tilde{V}_{\theta, n} = \mu \otimes (T_{\omega'}^{-1}) R_{\theta, n}^{\omega, T_{\omega'}^{-1}, T_{\omega'}^{-1}}(1) / \left( \mu Q_{\theta, n}(1) \right)^2 \), and so \( \Upsilon(\tilde{M}_T) = \Xi - 2\Lambda \).

There is one final lemma which is needed to prove Theorem 6.2. The following is a technical result establishing that an additive functional of the form (2.4), with optimal \( h \) as defined in Proposition A.2, is an eigenfunction for \( Q_{\theta} \).

**Lemma A.5.** Assume (B2). Then for any \( \omega \in \Omega \), \( Q_{\theta}^{\omega, m_1, m_2}(h^{m_2}(z\omega, \cdot))(x) = \lambda_{\omega} h^{m_1}(\omega, x) \), where \( \lambda_{\omega} \) is as in Proposition A.2.
Proof of Lemma A.5

\[
Q_{\tilde{m}_2}^{\omega,m_1,m_2}(h^{m_2}(z\omega, \cdot))(x) = \int_{E^{m_2}} Q_{\tilde{m}_2}^{m_1,m_2}(\omega, x, du) h^{m_2}(z\omega, u)
\]
\[
= \frac{1}{m_2} \sum_{j=1}^{m_2} W^{m_1}(\omega, x) \int_{E} \sum_{i=1}^{m_1} W(\omega, x^i) M_{\theta}(\omega, x^i, du^j) h(z\omega, u^j)
\]
\[
= \frac{1}{m_1} \frac{1}{m_2} \sum_{j=1}^{m_2} \sum_{i=1}^{m_1} \lambda_\omega h(\omega, x^i) = \lambda_\omega \frac{1}{m_1} \sum_{i=1}^{m_1} h(\omega, x^i) = \lambda_\omega h^{m_1}(\omega, x),
\]

where we have applied Proposition A.2.

Finally, we use the optimal \( h \) of Proposition A.2 and prove that the specific, unique \( \tilde{M}_{\theta} \) defined in Theorem 6.2 achieves \( \Upsilon(\tilde{M}_{\theta}) = 0 \). The main result is presented as Theorem 6.2 in Section 6, and its proof follows the same steps as in the proof of [23, Theorem 1].

B. Tables

| Distribution | Parameters | Notation | Expected value |
|--------------|------------|----------|----------------|
| Gamma        | shape \( \alpha > 0 \) and scale \( \beta > 0 \) | \( G(\alpha, \beta) \) | \( \alpha \beta \) |
| Gaussian     | mean \( \mu \in (-\infty, \infty) \) and variance \( \sigma^2 > 0 \) | \( N(\mu, \sigma^2) \) | \( \mu \) |
| Stable       | stability \( \alpha \in (0, 2] \), skewness \( \beta \in [-1, 1] \), scale \( \gamma > 0 \), and location \( \delta \in (-\infty, \infty) \) | \( S(\alpha, \beta, \gamma, \delta) \) | \( \mu \) when \( \alpha > 1 \) |
Table B.2: Kernel and operator notation used throughout

### Kernels

1. \( Q_\theta (\omega, x, dx) = W(\omega, x) M_\theta (\omega, x, dx) \)

2a. \( Q_{\theta,n} (\omega, x, x') = \int Q_{\theta,n-1} (\omega, x, u) Q_\theta (z^{n-1}\omega, du, x') , \text{ } n \geq 1 \)

2b. \( Q_{\theta,n} (\omega, x, x') = Q^\omega_{\theta,n-1} Q_\theta (z^{n-1}\omega, \cdot, x') , \text{ } n \geq 1 , \text{ with } Q_{\theta,0} (\omega, x, x) = I \)

2c. \( Q_{\theta,p+n} (\omega, x, dx) = Q^\omega_{\theta,p} Q_{\theta,n} (z^{p+1}\omega, \cdot, dx) \) — via induction as in [23]

3. \( Q_{\theta,m_1,m_2} (\omega, x, dx) = W^{m_1} (\omega, x) M_{\theta,m_1,m_2} (\omega, x, dx) \)

### Operators

1. \( M_\theta (W) (x) = \int M_\theta (\omega, x, dx') W (z\omega, x') \)

2a. \( Q^\omega_\theta (\varphi) (x) = \int Q_\theta (\omega, x, dx') \varphi (x') , \text{ } \varphi \in B_b (E) \)

2b. \( Q^\omega_{\theta,n} (\varphi) (x) = \int Q_{\theta,n} (\omega, x, dx') \varphi (x') , \text{ } \varphi \in B_b (E) \)

3a. \( \sigma Q^\omega_\theta (\cdot) = \int E \sigma Q_\theta (\omega, x, \cdot) \sigma (dx) , \text{ } \sigma \in \mathcal{M} (E) \text{ or } \sigma \in \mathcal{P} (E) \)

3b. \( \sigma Q^\omega_{\theta,n} (\cdot) = \int E^\cdot \sigma Q_{\theta,n} (\omega, x, \cdot) \sigma (dx) , \text{ } \sigma \in \mathcal{M} (E) \text{ or } \sigma \in \mathcal{P} (E) \)

3c. \( \sigma Q^\omega_{\theta,n} (W^{z^{n+1}\omega}) = \int E^{z^{n+1}} Q_{\theta,n} (\omega, x, x') W (z^n\omega, x') \sigma (dx') = \sigma Q^\omega_{\theta,n+1} (1) \)

4a. \( Q^{\omega,m_1,m_2}_{\theta} (f^{m_2} (z\omega, \cdot)) (x) = \int E^{m_2} Q^{m_1,m_2}_{\theta} (\omega, x, dx') f^{m_2} (z\omega, x') , \text{ } f \in B_b (E) \)

4b. \( \sigma Q^{\omega,m_1,m_2}_{\theta} (\cdot) = \int E^{m_1} Q^{m_1,m_2}_{\theta} (\omega, x, \cdot) \sigma (dx) , \text{ } \sigma \in \mathcal{M} (E^{m_1}) \text{ or } \sigma \in \mathcal{P} (E^{m_1}) \)

### Probability measures

1. \( \Phi^\omega_{\theta} (\sigma) (\cdot) = \frac{\sigma Q^\omega_{\theta} (1)}{\sigma Q^\omega_{\theta} (1)} (\cdot) \)

2. \( \Phi^{\omega,n}_{\theta,n} (\sigma) (\cdot) = \left( \Phi^{z^{n-1}\omega}_{\theta} \circ \Phi_{\theta,n-1}^{\omega} \right) (\sigma) (\cdot) , \text{ } n \geq 1 , \text{ with } \Phi^{\omega,0}_{\theta,0} (\sigma) (\cdot) = 1 \)

3. \( \Phi^{\omega,n}_{\theta,n} (\sigma) = \frac{\sigma Q^\omega_{\theta,n} (1)}{\sigma Q^\omega_{\theta,n} (1)} \left( \Phi^{\omega}_{\theta,n-1} \circ \Phi^{\omega}_{\theta} \right) (\sigma) \) — via induction as in [23]
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