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Abstract: There is necessity of considering air temperature to simulate the hydrology and management within water resources systems. In many cases, a big issue is considering the scarcity of data due to poor accessibility and limited funds. This paper proposes a methodology to obtain high resolution air temperature fields by combining scarce point measurements with elevation data and land surface temperature (LST) data from remote sensing. The available station data (SNOTEL stations) are sparse at Rocky Mountain National Park, necessitating the inclusion of correlated and well-sampled variables to assess the spatial variability of air temperature. Different geostatistical approaches and weighted solutions thereof were employed to obtain air temperature fields. These estimates were compared with two relatively direct solutions, the LST (MODIS) and a lapse rate-based interpolation technique. The methodology was evaluated using data from different seasons. The performance of the techniques was assessed through a cross validation experiment. In both cases, the weighted kriging with external drift solution (considering LST and elevation) showed the best results, with a mean squared error of 3.7 and 3.6 $^\circ$C$^2$ for the application and validation, respectively.
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1. Introduction

Air temperature is a key variable in the hydrological cycle. It is a driver of processes such as evaporation [1], sublimation [2], and snow melt [3]. For most of the hydrological models, including simple parsimonious approaches and more complex ones, air temperature or evapotranspiration (explained in part by air temperature) are essential variables [4,5]. Hydrological models can be lumped, which do not require the spatial distribution of the inputs and the model variables, or distributed, which demands a good understanding of the heterogeneity of the forcing variables [6].

Distributed temperature data are often required, especially in complex terrain where the spatial variability is large, and data are sparse. Air temperature is influenced by several land and atmospheric processes and can have an important variability due to spatiotemporal changes in these processes [7]. Therefore, depending on the scale of interest, the air temperature patterns can be very different for the same case study [8]. Conversely, air temperature data are usually scarce, especially in montane regions, due to the problems of maintaining the monitoring system under harsh climatic conditions [9]. Automatic weather stations can partially address this problem [10], but funding and access usually...
make thorough monitoring impossible [11]. In these cases, appropriate interpolation techniques and secondary data are needed to characterize the air temperature variability.

The standard lapse rates are often used as additional information when there is a clear correlation between the distribution of temperature and elevation [12]. Elevation data, which are considered a well-sampled variable that can be obtained from fine resolution digital elevation models [13], can be useful secondary data to estimate air temperature [14]. It is often assumed that air temperature and elevation are correlated, most of the times negatively. The average environmental lapse rate, which is the change of temperature with elevation in the free atmosphere, is about $-6.5 \, ^\circ C \, km^{-1}$, but can exhibit variation in different layers [15]. The near surface boundary conditions (topography, moisture, microclimate, etc.) sometimes modify the theoretical near surface temperature gradient [16]. These conditions can even induce inverse temperature gradients at local scales [8].

Land Surface Temperature (LST) data obtained from satellites constitute another useful source of secondary data. LST is the radiative skin temperature of the land surface measured in the direction of the remote sensor [17]. There are different products of LST available for users (e.g., MODIS LST [18] and AVHRR LST [19]), which have been widely employed in the last years as secondary data to estimate air temperature [20]. This variable is also usually correlated with elevation, and spatially well-sampled. Sometimes this variable is used directly in hydrological applications [21,22], but the difference between LST and air temperature can be considerable [8].

The application of a hypsometric correlation between elevation and air temperature to interpolate [23] or using the LST map [24] to characterize the air temperature variability are relatively direct solutions. Conversely, geostatistical approaches use variogram functions to consider spatial correlation of experimental data to generate temperature fields. Kriging is the most widely used geostatistical approach to estimate climatic variables. Several studies have used ordinary kriging (OK) to generate fields of air temperature [25]. In the case of data scarcity, it can be useful to consider extra information through multivariate kriging techniques by means of a secondary variable well-sampled and correlated with the target variable. Techniques such as kriging with external drift (KED) [26] and co-kriging (COK) [27] incorporate secondary data to estimate those climate variables. Normally, elevation is the most commonly used secondary data to estimate climatic variables.

In this work, we perform an analysis of the benefit of incorporating secondary data in temperature estimates by using different geostatistical approaches. LST data from remote sensing and a digital elevation model (DEM) have been integrated. It is especially useful to fill in temperature data gaps where the temperature measurements are scarce. Previous research has incorporated elevation to improve estimates of air temperature (e.g., [12,26]), but this requires a strong correlation between temperature and elevation. In the Rocky Mountain National Park (our case study), the correlation between air temperature and elevation is moderate ($R^2 \sim 0.50$), but higher between air temperature and LST ($R^2 \sim 0.80$). Thus, LST can be useful in estimating the air temperature fields. Nevertheless, despite the moderate correlation between temperature and elevation, the integration of elevation can also help to explain some temperature variability and can complement the data provided by LST data. Previously LST has been used to estimate air temperature [28,29], but, as far as we know, elevation and LST have not been combined to obtain air temperature fields by using multivariate kriging techniques. Here, we propose a new procedure to simultaneously consider elevation and LST as secondary data through weighted multivariate kriging solutions. The proposed methodology can be applied to any case study to obtain air temperature fields.

We propose a novel approach to obtain an optimal estimation of temperature fields by combining scarce point measurements from SNOTEL stations, LST from MODIS, and elevation from a DEM. We have tested seven different kriging-based interpolation techniques that allow us to incorporate secondary data, and two relatively direct solutions: a lapse rate-based interpolation technique and the MODIS LST product. The main objectives of this work are (1) to assess the differences between kriging-based solutions with the
lapse rate interpolation technique and the MODIS LST product considering the estimation uncertainty of the kriging techniques, and (2) to assess the performance of the different kriging-based geostatistical approaches by using a cross validation experiment.

2. Case Study and Data

Rocky Mountain National Park (RMNP) is located in Northcentral Colorado (USA), within the North Front Range of the Rocky Mountains (see Figure 1). It covers an area of around 1080 km² and its elevation ranges from 2317 to 4346 m a.s.l., with the highest elevation at Longs Peak. It is a semi-arid region that is cool at night and warm during the day in spring, summer, and fall, and cold in the winter [30]. The annual average air temperature in RMNP ranges from −3 to +5 °C, with January temperatures of −3 to −11 °C and July temperature of +11 to +19 °C [31], depending on the elevation. Total precipitation varies from 500 to 1100 mm year⁻¹ at the SNOTEL stations, with only 120 to 300 mm year⁻¹ coming when there is no snow cover [32]. Snow is persistent through the winter season at elevations higher than 3000 m a.s.l [33].

![Figure 1. Location of the Rocky Mountain National Park, area of estimation and SNOTEL stations considered, and elevation map of the area.](image-url)

We combined temperature data from 21 SNOTEL stations, LST from MODIS (product MOD11A1), and elevation data to generate temperature fields in RMNP. The elevation data were obtained from the National Elevation Dataset DEM of the United States Geological Survey available at <nationalmap.gov>. The spatial resolution is one-third arc-second.
(about 10 m). It was upscaled to the two spatial resolutions employed in this study (100 m for the kriging based approaches and around 1000 m for the LST product and lapse rate based technique). The comparison between the kriging-based techniques and LST data and the hypsometric interpolation was done with 1000 m resolution data. Note that the selected resolution of around 1000 m corresponds to the spatial resolution of the MODIS LST product. Figure 2c shows the histogram and the statistics of the elevation data for the considered estimation area and its spatial distribution is showed in Figure 1. The selected SNOTEL stations (Figure 1) are located over an elevation range of 2612–3265 m a.s.l. The data are available from the U.S. Natural Resources Conservation Service (NRCS) at <wcc.nrcs.usda.gov> [34].

**Figure 2.** Histogram of the three sources of data for the 10 September 2018: (a) SNOTEL stations, (b) land surface temperature (LST) from MODIS, (c) elevation, and (d) box-whiskers of the elevation distribution for SNOTEL stations and LST from MODIS pixels.
The MODIS LST product has a spatial resolution of around 1 km using a sinusoidal projection and temporal resolution of one-half day (providing daytime and nighttime data) [18]. The temporal coverage of this product is from 24 February 2000 to the present. The tile of MODIS that corresponds with the studied area is h09v04. The statistics of the temperature data in the days selected for this work are showed in Table 1.

| Day           | MODIS View Time | SNOTEL Time | Mean (°C) and St. Dev. (°C) for MODIS LST | Mean (°C) and St.Dev. (°C) for SNOTEL Temperature |
|---------------|-----------------|-------------|------------------------------------------|-----------------------------------------------|
| 10 September 2018 | 21:54           | 22:00       | 6.6 and 2.5                              | 8.2 and 3.2                                   |
| 17 January 2018  | 11:06           | 11:00       | −5.7 and 5.5                             | −0.6 and 2.9                                  |
| 27 April 2018    | 10:42           | 11:00       | 12.6 and 7.3                             | 12.1 and 1.2                                  |
| 19 July 2018     | 11:12           | 11:00       | 28.3 and 4.4                             | 22.2 and 1.7                                  |
| 16 October 2018  | 11:06           | 11:00       | 1.5 and 3.8                              | 3.8 and 1.4                                   |

We assume that the changes in the temperature data within the day due to the different time in which they were taken (for SNOTEL and MODIS) are insignificant. The time differences vary from 6 to 18 min. On the other hand, the MODIS LST data are used as secondary information. The LST values are not incorporated in the estimations. The proposed geostatistical approaches uses the spatial correlation between the target and secondary variables. Therefore, the estimation time corresponds to the SNOTEL data collection time. The data for the first day were used to apply the complete proposed methodology and the others were employed to evaluate it. Note that we have selected one day in each season of the year.

On 10 September 2018, the mean SNOTEL temperature for the 21 SNOTEL stations was 8.2 °C and the standard deviation 3.2 °C (see Figure 2a). Due to the scarce air temperature data in our case study, secondary information from LST and elevation is included to generate the estimated fields. Over the estimation area, 2185 pixels of MODIS LST product are included. The mean and the standard deviation of these data are 6.6 °C and 2.5 °C, respectively, with a Gaussian distribution (see Figure 2b). The mean and standard deviation of the temperature for the other days are included in Table 1. The range of elevation of the study area is 2262 to 4241 m a.s.l. (see Figure 2c). It is covered by the LST product, meanwhile the elevation range for SNOTEL is more limited (Figure 2d).

3. Methodology

We propose to start assessing the correlation coefficient (R²) of the linear correlation between air temperature and the secondary data (elevation and MODIS LST). It informs how secondary data can contribute to the final maps of temperature, in terms of performance. We also compared the two direct solutions for air temperature characterization, the MODIS LST which is obtained directly from the product MOD11A1 and the hypsometric interpolation. The hypsometric interpolation was obtained at the same resolution as MODIS LST by applying the lapse rate estimated from the SNOTEL stations located within or close to the study domain. It uses the linear correlation between elevation and air temperature to interpolate in a grid that covers the study area.

In the case of the kriging-based approaches, the study area (Figure 1) was divided into a finite number of cells (173,880), of 100 m resolution, employed to obtain temperature fields using seven geostatistical approaches: OK that only uses SNOTEL temperature measurements to obtain the temperature fields, KED and COK using elevation as secondary data, KED and COK using MODIS LST as secondary data, and merged solutions of KED and COK using both sources of secondary data (see Table 2). Theoretical details about the different approaches can be found in Appendix A. The obtained estimates were upscaled and compared with the MODIS LST map and the hypsometric interpolation at the spatial support of 1 km, studying the correlation between them and considering the uncertainty of the kriging estimations. The comparisons were established between the
value obtained with the more direct solutions (LST from MODIS and the hypsometric interpolation) and the range of values defined by the kriging-based estimates ± σ (standard deviation of the estimation). We calculated the percentage of cells that are within the cited range of uncertainty. Finally, we also analyze the performance of the different applied geostatistical approaches through a cross validation experiment, considering the SNOTEL temperature measurements.

Table 2. Considered solutions for air temperature characterization.

| Used Data | Solution | SNOTEL | LST from MODIS | Elevation |
|-----------|----------|--------|----------------|-----------|
| LST from MODIS | X |             |                |           |
| Hypsometric interpolation | X |             |                |           |
| OK | X |             |                |           |
| KED using elevation | X |             |                |           |
| KED using LST | X |             |                |           |
| COK using elevation | X |             |                |           |
| COK using LST | X |             |                |           |
| Merged KED | X |             |                |           |
| Merged COK | X |             |                |           |

Air temperature is a spatially continuous variable that changes gradually. Considering this assumption, the variogram is the habitual way to quantify the spatial correlation in geostatistical estimations. In this work we employed several geostatistical techniques (OK, KED, and COK) and merged solutions of them to obtain temperature fields. Note that these techniques do not use regression models calibrated previously. They use data of the target and explanatory variables and information about the spatial correlation of them quantified by using the variogram. The experimental variograms employed with these approaches have been adjusted using one of the next models: spherical, exponential, and Gaussian [35]. The first approach that we considered is OK, which is the most widely used kriging method [36]. It estimates a value at a point of a region using information of the spatial continuity of the target variable through the variogram and data in the neighborhood. OK uses only data of the target variable and distance. In cases where a high amount of data is available this can be enough, but, in our case study, scarce data of temperature measurements are available. In addition to this data we also know that there is an elevation-based variance and a correlation between air temperature and LST. This information is very useful to improve our estimations by using KED and COK.

In KED the mathematical expected value of the target variable is expressed as a polynomial function of the drift variable [37]. The kriging system is performed by inserting additional constraints (one by each degree of the polynomial function) into the OK system. In this study, elevation and MODIS LST are the drift variables and the selected function is linear (one additional constraint). The selection of the function requires a previous analysis of the correlation between the target and the drift variables. The mean elevation must be known at the experimental location and the estimated grids. COK calculates estimates or predictions for a poorly sampled variable (in our case temperature) with help of a well-sampled variable (in our case elevation or LST from MODIS) [38]. The variables (target and secondary) should be highly correlated (in a positive or negative way).

We also explored the combination of both secondary variables (elevation and LST from MODIS) through merging estimates. In this way the merged KED is performed by combining the KED using elevation, and the KED using LST and the merged COK, defined by combining COK using elevation and COK using LST. The merging is carried out by calculating a weighted average of the estimates using weights that are inversely related to the estimation variance on the individual estimates. In the same way, the associated
estimation variance is calculated as the product of the individual estimation variances divided by the sum of them [39].

The performance of the seven considered kriging-based solutions (OK, KED using elevation, KED using MODIS LST, COK using elevation, COK using MODIS LST, merged KED (obtained by merging KED using elevation and KED using MODIS LST) and merged COK (obtained by merging COK using elevation and COK using MODIS LST)) have been assessed by using a cross validation experiment. Theoretical details about the cross validation experiment can be found in Appendix B. It can be used for checking the effect of different kriging neighborhoods, different types of variogram models, different sets of variogram parameters for the same type of model or different geostatistical approaches [38]. In the cross-validation methodology, each experimental datum is dropped from the experimental data set in turn and is calculated from the remaining experimental data, information about explanatory variables (in the case of multivariate approaches) and information its spatial correlation from the variogram [40]. Thus, it is possible to determine the true error of the interpolation by kriging. We also calculated the squared error and the standardized squared error by using the kriging variance.

As commented in Section 2, the proposed methodology was applied to the assessment of the temperature in the first selected day and evaluated with the other days. The evaluation was performed by analyzing four days, each in different seasons, using the estimation obtained with the two best techniques identified for the first day.

4. Results

4.1. Application of the Methodology

The application of all methods was for the time point 10 September 2018 at 22:00.

4.1.1. Analysis of the Secondary Information

SNOTEL temperature decreases with elevation but the correlation between both variables is moderate; the $R^2$ of the linear relationship is 0.21 for the whole domain and 0.50 for the estimation area (see Figure 3a). Similar results were found for this study area in a previous analysis [8]. The scarce air temperature data from SNOTEL were complemented by well-sampled secondary information from elevation and LST in order to obtain air temperature fields. In the same way LST decreases with elevation (Figure 3c) and the $R^2$ of these variables is slightly higher ($R^2$ of 0.47). In the case of LST from MODIS the correlation with SNOTEL temperature is good ($R^2$ of 0.80) (see Figure 3b). At first sight MODIS LST temperature should provide better results as secondary variable in the estimations. However, some temperature data can be explained by elevation and its incorporation can complement the data provided by MODIS LST.

It should be noted that the spatial distribution of LST from MODIS pixels are parallelograms (Figure 4a) due to the original sinusoidal projection has been projected to the WGS 1984 projection. In general, lower LST are related to higher elevation (see Figures 1 and 4a). An additional relatively direct solution can be obtained by applying the lapse rate obtained from SNOTEL stations (slope $-10^{\circ}$C km$^{-1}$ and y-intercept $37^{\circ}$C (see Figure 3a)) to the elevation distribution (see Figure 4b). The $R^2$ between both solutions is 0.47. Below the threshold of $7^{\circ}$C the LST solution shows higher values than the hypsometric approach (see Figure 4c). Both, LST and hypsometric interpolation solutions should be used with caution. LST shows a good correlation with air temperature, although they are different variables, and the correlation of temperature and elevation is moderate in our case study (see Figure 3a).
Figure 3. Correlation between the three sources of data: (a) SNOTEL temperature versus elevation, (b) SNOTEL temperature versus LST from MODIS, (c) LST from MODIS versus elevation.
variables, and the correlation of temperature and elevation is moderate in our case study (see Figure 3a).

Figure 4. Spatial distribution (a) of LST from MODIS for the considered view time (21:54), (b) of the interpolated temperature using the lapse rate from SNOTEL stations and (c) comparison pixel to pixel of both solutions.

4.1.2. Estimation by Using Geostatistical Approaches

An alternative to the previous solution is obtained by using kriging-based methodologies. The different geostatistical techniques presented in Section 3 requires including the spatial correlation in the estimations through the direct and cross variograms of the target and secondary variables. OK and KED use direct variograms and COK use direct and cross variograms. The variograms model employed for SNOTEL data, elevation data and LST from MODIS are Gaussian, Spherical, and Exponential, respectively (See Figure 5a–c respectively). The sill employed to adjust the direct variograms are close to the variance of the data (see Figure 2) and the ranges are 12,500 m for SNOTEL data, 40,000 m for LST from MODIS, and 15,500 m for elevation. For the cross variograms of SNOTEL data with elevation and SNOTEL data with LST from MODIS, the Gaussian variogram was selected and the ranges are 16,500 and 12,500 m, respectively.

The resultant maps of temperature for RMNP by using OK, KED, and COK with elevation and MODIS LST solutions are showed in Figure 6. OK (Figure 6a) provides a simple smoothed map that only considers the scarce measurements. KED using elevation (Figure 6b) is very influenced by elevation. In this solution the hills (with lower temperature) and valleys (with higher temperature) can be distinguished. In the case of KED using MODIS LST (Figure 6c) the map is very similar to the LST map (see Figure 3a). On the other hand, COK (especially using elevation, see Figure 6d) provides maps more influenced by the air temperature measurements (more similar to OK). COK using MODIS LST provides a map that visually seems a mixed map between OK map and LST map (Figure 3a). The estimation variance is distributed very similarly for all the solutions (see Figure 7). Lower estimation variances are observed around the experimental locations. The estimates and variance of estimation of the merged KED, obtained as weighted average
of KED using elevation and KED using LST MODIS LST, are showed in Figure 8a,c, respectively. Conversely, the maps of the estimates and variance of estimation of merged COK, obtained as weighted average of COK using the two sources of secondary data, are showed in Figure 8b,d, respectively.

Figure 5. Experimental and modeled variograms for (a) SNOTEL temperature, (b) elevation, (c) LST from MODIS, and cross-variograms for (d) SNOTEL temperature–elevation, and (e) SNOTEL temperature–LST from MODIS.
obtained as weighted average of COK using the two sources of secondary data, are showed in Figure 8b,d, respectively.

Figure 6. Estimated temperature by using: (a) Ordinary kriging, (b) Kriging with external drift (elevation), (c) Kriging with external drift (LST from MODIS), (d) Co-kriging considering elevation as secondary data, (e) Co-kriging considering LST from MODIS as secondary data.

Figure 7. Estimation variance of temperature by using: (a) Ordinary kriging, (b) Kriging with external drift (elevation), (c) Kriging with external drift (LST from MODIS), (d) Co-kriging considering elevation as secondary data, (e) Co-kriging considering LST from MODIS as secondary data.
4.1.3. Comparison of Geostatistical Estimations with MODIS LST and the Lapse Rate Solution

We compared the temperature maps obtained using the seven geostatistical solutions (Figures 6 and 8) with the MODIS LST map (Figure 4a) and the interpolated temperature using the lapse rate from SNOTEL (hypsomteric data) (Figure 4b). We compared the $R^2$ of the linear correlation between the different geostatistical approaches and the LST and interpolation using the SNOTEL lapse rate. We also studied the percentage of pixels of LST and interpolation using the SNOTEL lapse rate that are included in the estimation uncertainty.
uncertainty range of the different geostatistical approaches (Table 3). The different maps obtained with 100-m resolution were upsampled to obtain estimates with the MODIS LST spatial support and compared pixel to pixel to the LST values (see Figure 9). All the estimates are positively correlated with the MODIS LST. The highest correlations ($R^2$ of 0.93 and 0.79) are obtained for the KED using MODIS LST and the merged KED, which also considers MODIS LST data. The COK and merged COK (they also use data from MODIS LST) show lower correlations ($R^2$ of 0.45 and 0.42, respectively). These $R^2$ values are similar to those ones obtained by the geostatistical approaches that do not use MODIS LST for estimation. OK presents a $R^2$ of 0.33. The $R^2$ values for KED and COK, which only use elevation as secondary data, are 0.53 and 0.33, respectively. In the same way, the kriging-based estimates were compared to the hypsometric interpolation (Figure 10). The highest correlations ($R^2$ of 0.71 and 0.64) are obtained for the KED using elevation and the merged KED. Both of them include elevation in the estimation procedure. COK and merged COK (they also use data from elevation) show lower correlations ($R^2$ of 0.23 and 0.27, respectively). The correlation with the techniques that do not use elevation in the estimation procedure is low ($R^2$ of 0.21 for OK, 0.46 for KED using LST and 0.28 for COK using LST).

Table 3. $R^2$ of the linear relationship between the different geostatistical approaches and the LST and interpolation using the SNOTEL lapse rate and percentage of pixels of LST and interpolation using the SNOTEL lapse rate that are included in the estimation uncertainty range (estimation $-\sigma$, estimation $+\sigma$) of the geostatistical approaches.

| Solution            | $R^2$ of the Linear Relationship | % of Pixels Included in the Estimation Uncertainty Range |
|---------------------|----------------------------------|-------------------------------------------------------|
|                     | LST Interpolation Using the SNOTEL Lapse Rate | LST Interpolation Using the SNOTEL Lapse Rate |
| OK                  | 0.33                             | 62                                      | 40                                      |
| KED using elevation | 0.53                             | 81                                      | 50                                      |
| KED using LST       | 0.93                             | 78                                      | 38                                      |
| COK using elevation | 0.33                             | 64                                      | 40                                      |
| COK using LST       | 0.46                             | 62                                      | 38                                      |
| Merged KED          | 0.79                             | 73                                      | 35                                      |
| Merged COK          | 0.42                             | 47                                      | 30                                      |

The geostatistical solutions were also compared with MODIS LST and the hypsometric interpolation considering the estimation variance of kriging-based techniques. The estimation variance is a measure of the estimation uncertainty and is expected that the true value of the estimated variable is between the range from estimate $-\sigma$ to estimate $+\sigma$ ($\sigma$ is the standard deviation of the estimation). Figure 11 shows the pixels that fulfill this condition for each of the geostatistical solutions compared to MODIS LST. In this comparison, the solutions that show the highest agreement with MODIS LST are not those ones that use LST for estimation. In both cases, KED and COK, the percentage of pixels in the range (from estimate $-\sigma$ to estimate $+\sigma$) is higher when elevation is used as secondary data (81% vs. 78% for KED, and 64% vs. 62% for COK). These coincidence percentages are 73%, 47% and 62% for merged KED, merged COK and OK, respectively. In the hypsometric interpolation (Figure 12), the number of pixels with values between the range (from estimate $-\sigma$ to estimate $+\sigma$) is in general lower. Nevertheless, as for LST, in both cases, KED and COK, the percentage of pixels where the condition is fulfilled grows when elevation is used as secondary data (50% vs. 38% for KED and 40% vs. 38% for COK). These percentages are 35%, 30%, and 40%, for merged KED, merged COK and OK, respectively.
Figure 9. LST from MODIS vs. the estimations using: (a) Ordinary kriging, (b) Kriging with external drift (elevation), (c) Kriging with external drift (LST from MODIS), (d) Co-kriging considering elevation as secondary data, (e) Co-kriging considering LST from MODIS as secondary data, (f) weighted average of Kriging with external drift (elevation) and Kriging with external drift (LST from MODIS), and (g) weighted average of Co-kriging considering elevation as secondary data and Co-kriging considering LST from MODIS as secondary data. Each point represents a pixel at MODIS spatial support.
Figure 10. Temperature interpolation using the SNOTEL lapse rate vs. the estimations using: (a) Ordinary kriging, (b) Kriging with external drift (elevation), (c) Kriging with external drift (LST from MODIS), (d) Co-kriging considering elevation as secondary data, (e) Co-kriging considering LST from MODIS as secondary data, (f) weighted average of Kriging with external drift (elevation) and Kriging with external drift (LST from MODIS), and (g) weighted average of Co-kriging considering elevation as secondary data and Co-kriging considering LST from MODIS as secondary data. Each point represents a pixel at MODIS spatial support.
Figure 11. MODIS pixels whose LST value is between the range of the estimation uncertainty (estimation − σ, estimation + σ): (a) percentage of pixels for the different estimation techniques and spatial distribution of these pixels for (a) Ordinary kriging, (b) Kriging with external drift (elevation), (c) Kriging with external drift (LST from MODIS), (d) Co-kriging considering elevation as secondary data, (e) Co-kriging considering LST from MODIS as secondary data, (f) weighted average of Kriging with external drift (elevation) and Kriging with external drift (LST from MODIS), and (g) weighted average of Co-kriging considering elevation as secondary data and Co-kriging considering LST from MODIS as secondary data.
Figure 12. Pixels whose interpolated temperature value using SNOTEL lapse rate is between the range of the estimation uncertainty (estimation \( \pm \sigma \)): (a) percentage of pixels for the different estimation techniques and spatial distribution of these pixels for (a) Ordinary kriging, (b) Kriging with external drift (elevation), (c) Kriging with external drift (LST from MODIS), (d) Co-kriging considering elevation as secondary data, (e) Co-kriging considering LST from MODIS as secondary data, (f) weighted average of Kriging with external drift (elevation) and Kriging with external drift (LST from MODIS), and (g) weighted average of Co-kriging considering elevation as secondary data and Co-kriging considering LST from MODIS as secondary data.

4.1.4. Cross Validation Experiment for Geostatistical Approaches

Finally, we assessed the performance of the geostatistical approaches by using a cross validation experiment (see Section 3). Figure 13 includes the box whiskers of error, square error, and standardized square error. Considering the mean error, merged COK and merged KED show the best results (0.03 and 0.16 °C, respectively). However mean error could include large positive and negative errors that are offset. In this case, the mean square error is a better performance statistic. Merged KED and KED using MODIS LST show the lowest values of mean square error (3.84 and 3.66 °C, respectively). Conversely, if
we want to know how well (statistically) the kriging variance is, we must consider the mean standardized squared error. In this case, COK using MODIS LST and Merged KED show the best results (0.97 and 1.02, respectively). In view of these three performance statistics, we can conclude the merged KED is the best estimation technique for the case study. It includes secondary data from elevation and MODIS LST that complement the scarce air temperature measurements. In this study KED shows better results with respect COK attending to the cross validation experiment. The same conclusion was obtained by Pardo-Igúzquiza for precipitation estimation [41].

Figure 13. Cross validation experiment. (a) Mean error, (b) mean squared error, and (c) mean standardized squared error for the SNOTEL locations using the different geostatistical approaches.
4.2. Validation of the Methodology

Merged KED and KED using LST are the two best solutions obtained in the application of the methodology (previous section). They and the KED using elevation, which is used to obtain the merged KED, were evaluated by using a cross validation experiment in four days of different seasons (see Table 1). Note that we considered the same range of the variograms obtained for the first day (10 September 2018) employed in Section 4.1, but the sill of the variogram was updated according to the data of each day. The mean squared error for KED using elevation, KED using LST, and merged KED is 4.1, 6.6, and 3.6 °C², respectively. Again, the best solution is the merged KED. The maps of temperature obtained by using this technique are included in Figure 14. For the different seasons, the estimated temperature varies from −8.2 to 20.1 °C. The mean and standard deviation of the estimated temperature across the study area for the specific days are showed in Table 4. The minimum and maximum mean temperatures and the higher values of standard deviation are associated with the winter and summer days.

![Estimated temperature map](image)

**Figure 14.** Estimated instantaneous temperature by using merged KED for the four days used in the evaluation of the methodology. (a) 17 January 2018, (b) 27 April 2018, (c) 19 July 2018, and (d) 16 October 2018 at 11:00 (GMT-7).
Table 4. Mean and standard deviation of the estimated temperature for the employed days in validation.

| Day             | Mean (°C) | Standard Deviation (°C) |
|-----------------|-----------|-------------------------|
| 17 January 2018 | −1.0      | 3.1                     |
| 27 April 2018   | 11.9      | 1.5                     |
| 19 July 2018    | 21.7      | 3.0                     |
| 16 October 2018 | 3.5       | 2.6                     |

5. Discussion

In cases with data scarcity, secondary information, which is well-sampled and correlated with the target variable, is crucial to know the spatial distribution of land surface or near surface variables [42]. In our case study, due to the moderate correlation of temperature with elevation (R² of 0.50), the hypsometric interpolation is not accurate enough. Conversely, despite the good correlation of air temperature with LST (R² of 0.80), they are different variables and LST should not be used directly to characterize air temperature patterns. The comparison between the different estimations of air temperature with LST showed considerable biases, as previously observed [8]. For the best estimation of air temperature in this study (merged KED), 73% of the MODIS pixels showed a value of LST within the stated uncertainty range (from estimate − σ to estimate + σ). While air temperature is a measure of how hot or cold the air is, the LST is the radiative skin temperature of the land surface measured in the direction of the remote sensor [17]. However, some studies have developed methodologies to calibrate hydrological models by using LST instead air temperature (e.g., [21,22]). These approximations should be used with caution since the physical processes that both variables can explain (e.g., evapotranspiration or snow melt) can be different depending on the study case. Yet, LST can be useful when it is used as secondary data to obtain air temperature fields as demonstrated in this study and previous research [28,43]. Here, we use similar methodologies (e.g., KED or COK) to include LST as secondary data, as have previously been done, and we include a new procedure to incorporate elevation together with LST as secondary data through weighted kriging solutions. This approach was used previously to merge precipitation estimations [39].

Both elevation and LST, can explain some aspects of the temperature variability and can be useful to obtain temperature fields by applying adequate techniques. In our case study the performance of the merged KED, which uses elevation and MODIS LST as secondary variables, is good with a root mean squared error (RMSE) of 1.96 °C. This value is 2.91 °C in the case of OK, which only uses temperature measurements. Other authors found that including secondary data improve the performance of estimations (e.g., when OK was compared to KED [44] or COK [45]). Different approaches must be tested when secondary data are included into the estimation procedures. For example, in our case study the KED using elevation shows poorer results than the OK (RMSE of 3.06 vs. 2.91 °C). This may be due to the relatively lower correlation between measured temperature and elevation. However, good results were obtained when elevation is considered together with MODIS LST through the merged KED. In the evaluation procedure using the other days, the merged KED also obtained the best results. In accordance with cross-validation statistics, in this study KED seems to give the most coherent results compared to COK. Other authors also found this approach as the best one in the estimation of precipitation [41]. Other cases studies showed COK performed slightly better when it is used to approach the groundwater table in aquifers [46]. Therefore, for each case study and target variable, both multivariate geostatistical techniques should be evaluated [47].

This work proposed different approaches to obtain air temperature fields from scarce measurements and well-sampled secondary data, and analyzed the differences between air temperature and LST. It also showed a comparison of the performance of geostatistical approaches. Despite the applicability of the methodology to this study area with data scarcity, the results could be more reliable by incorporating additional air temperature data. The proposed methodology can be used to estimate air temperature by using elevation...
and LST products with higher temporal resolution [48]. Note that products with higher temporal resolution are related to a lower spatial resolution (e.g., the hourly LST product of Copernicus Global Land Service has a temporal resolution of 4 h and a spatial resolution of 5 km compared to the MODIS LST product employed in this study that has a 12 h time step at a 1-km resolution). Other secondary data, such as the vegetation index [49], could be a potential explanatory variable to estimate air temperature. Further, the proposed methodology could be applied to other and/or multiple time points. Only one winter day was evaluated, and the presence of snow may influence air temperature and LST [50,51].

6. Conclusions

In this work we presented a general method applicable to any case study to generate air temperature fields from point data, a DEM and a LST product. The methodology is useful to estimate air temperature fields under data scarcity, as our case study, where a limited number of SNOTEL air temperature data are available in the RMNP area. We compared kriging-based solutions with more direct solutions such as using the LST directly or to interpolate using hypsometry (lapse rate). Considering that LST and air temperature are not the same variable, if LST is used directly, it should be applied with caution since the physical processes that they can explain may be different. Conversely, the hypsometric interpolated solution is accurate when temperature and elevation show good correlation.

We used OK and multivariate kriging techniques (KED and COK) and weighted averaged solutions of them to consider both elevation and LST data. A cross validation experiment was used to assess the performance of the different geostatistical solutions for the application and evaluation of the methodology. Merged KED, which uses elevation and LST as secondary data, showed the best results for our case study, with a mean squared error of 3.7 and 3.6 °C^2 for the application and evaluation of the methodology, respectively. It was obtained combining two solutions of multivariate geostatistical techniques (KED using elevation and KED using LST) to estimate air temperature fields combining correlated and well-sampled data of elevation and LST.

Both variables, elevation and LST, can explain some aspects of the temperature variability. The temperature patterns can be better explained by using elevation or LST depending on the time point (for this the assessment of correlations is needed), but merged KED includes information from both sources depending on the estimation uncertainty. It makes merged KED a useful approach to estimate air temperature fields under data scarcity by using well-sampled information from LST and elevation.
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**Appendix A. Geostatistical Approaches**

Air temperature is a variable with spatial continuity. The variable changes gradually. Considering this assumption, the variogram is the habitual way to quantify the spatial correlation. The variogram for a given variable can be expressed as

$$\gamma(h) = \frac{1}{2n(h)} \sum_{i=1}^{n(h)} [z(s_i) - z(s_i + h)]^2$$  \hspace{1cm} (A1)

where $\gamma(h)$ is the experimental variogram, $h$ is the step or distance, $n(h)$ is the number of steps, and $z(s_i)$ is the variable value at the location $s_i$. Normally, the experimental variogram is adjusted using one of the next models: spherical (Equation (A2)), exponential (Equation (A3)) and Gaussian (Equation (A4)).

$$\gamma(h) = C \left[ \frac{3h}{2a} - \frac{1}{2} \left( \frac{h}{a} \right)^3 \right]$$  \hspace{1cm} (A2)

$$\gamma(h) = C \left[ 1 - e^{-\left(\frac{h}{a}\right)} \right]$$  \hspace{1cm} (A3)

$$\gamma(h) = C \left[ 1 - e^{-\left(\frac{h}{a}\right)^2} \right]$$  \hspace{1cm} (A4)

where $a$ and $C$ are the range and variance, respectively.

Considering a case study with area $A$ divided in $N$ grids of equal area $B$, the mean value of the target variable variable $z_B(x_i)$ can be expressed as

$$z_B(x_i) = \frac{1}{B} \int_{B(x_i)} z(x) \, dx$$  \hspace{1cm} (A5)

where $z(x)$ is the mean of the target variable in the location $x$. The value of the target variable is known in the point being considered and we want to know it in the points of the grid.

Kriging methods provide estimates for Equation (A5) using the experimental data:

$$z'_B(x_i) = \sum_{j=1}^{n} \lambda_j z(x_j)$$  \hspace{1cm} (A6)

**Appendix A.1. Ordinary Kriging (OK)**

In OK the estimate $z'_B(x_i)$ is calculated solving Equation (A6) where the weights $\lambda_j$ are obtained by solving the OK system:

$$\begin{cases} 
\sum_{j=1}^{n} \lambda_j \gamma_p(x_i, x_j) + \mu = \hat{z}_p(x_i, B(x_o)) \quad i = 1, \ldots, n \\
\sum_{j=1}^{n} \lambda_j = 1 
\end{cases}$$  \hspace{1cm} (A7)
and the estimation variance is given by

\[ \hat{\sigma}^2 = \sum_{j=1}^{n} \lambda_j \gamma_P(x_i, B(x_o)) + \mu \]  

(A8)

where \( \mu \) is the Lagrange multiplier, \( \gamma_P(x_i, x_j) \) is the variogram function for the points \( x_i \) and \( x_j \), and \( \bar{\gamma}(x_i, B(x_o)) \) is the mean variogram function between point \( x_i \) and support \( B \) with centroid \( x_o \).

This technique uses only information of the target variable to estimate. The following techniques include also secondary information to estimate.

Appendix A.2. Co-Kriging (COK)

In COK the estimate of \( z'_B(x_i) \) is given by

\[ z'_B(x_i) = \sum_{j=1}^{n} \lambda_j z(x_j) + \sum_{j=1}^{m} \eta_j y(x_j) \]  

(A9)

where \( y(x_j) \) are experimental data on a correlated secondary variable. The weights \( \lambda_j \) and \( \eta_j \) are obtained as solutions of the COK system:

\[
\begin{aligned}
\sum_{j=1}^{n} \lambda_j \gamma_P(x_i, x_j) &+ \sum_{j=1}^{m} \eta_j \gamma_{PY}(x_i, x_k) + \mu_1 = \gamma_P(x_i, B(x_0)) \quad i = 1, \ldots, n \\
\sum_{j=1}^{n} \lambda_j \gamma_{PY}(x_k, x_j) &+ \sum_{j=1}^{m} \eta_j \gamma_Y(x_i, x_k) + \mu_1 = \gamma_{PY}(x_k, B(x_0)) \quad i = 1, \ldots, n \\
\sum_{j=1}^{n} \lambda_j &= 1 \\
\sum_{j=1}^{m} \eta_j &= 1
\end{aligned}
\]  

(A10)

and the estimation variance is given by

\[ \hat{\sigma}^2 = \sum_{j=1}^{n} \lambda_j \gamma_P(x_i, B(x_o)) + \sum_{j=1}^{m} \eta_j \gamma_{PY}(x_k, B(x_o)) + \mu_1 \]  

(A11)

where \( \mu_1 \) is the Lagrange multiplier, \( \gamma_P(h) \) is the variogram function of the target variable, \( \gamma_{PY}(h) \) is the cross-variogram of the target and secondary variable, and the bar over the variogram denotes the mean variogram between point \( x_j \) or \( x_k \) and support \( B \) with centroid \( x_o \).

Appendix A.3. Kriging with External Drift (KED)

In KED the mathematical expected value of the target variable mean random function \( Z(x) \) is expressed as a function of the drift variable \( Y(x) \). Normally the function is linear and can be expressed as

\[ E[Z(x)] = a_1 + a_2 Y(x) \]  

(A12)

The target variable \( z'_B(x_i) \) for the linear case, with weights \( \lambda_j \) obtained as solutions of the KED system, is calculated as

\[
\begin{aligned}
\sum_{j=1}^{n} \lambda_j \gamma_P(x_i, x_j) + \mu_1 + \mu_2 y(x_i) &= \bar{\gamma}(x_i, B(x_0)) \quad i = 1, \ldots, n \\
\sum_{j=1}^{n} \lambda_j y(x_j) &= y(x_o)
\end{aligned}
\]  

(A13)
with estimated variance \( \hat{\sigma}^2 \) expressed as
\[
\hat{\sigma}^2 = \sum_{j=1}^{n} \lambda_j \gamma(x_i, B(x_o)) + \mu_1 + \mu_2 y(x_o)
\]  
(A14)

where \( \mu_1 \) and \( \mu_2 \) are the Lagrange multipliers, \( \gamma(x_i, x_j) \) is the variogram function for the points \( x_i \) and \( x_j \), and \( \bar{\gamma}(x_i, B(x_o)) \) is the mean variogram function between point \( x_i \) and support \( B \) with centroid \( x_o \).

The values of the coefficients \( a_1 \) and \( a_2 \) are not needed for solving equation systems (A13). To apply KED it is not necessary to know them. However the mean secondary variable must be known at the experimental location and the estimated grids.

Appendix B. Cross Validation Methodology

The cross-validation methodology is used in geostatistics for assessing the performance of the spatial interpolation by kriging. It can be used for checking the effect of different kriging neighborhoods, different types of kriging, different kind of variogram models, or different sets of variogram parameters for the same type of model. In cross-validation, each experimental datum is dropped from the experimental data set in turn and is calculated from the remaining experimental data. Thus it is possible to determine the true error of the interpolation by kriging:

\[
e(u_i) = \hat{z}(u_i) - z(u_i)
\]  
(A15)

where \( e(u_i) \) is the true error in the estimate of the \( i \)th experimental datum, \( \hat{z}(u_i) \) is the estimate of the variable of interest at the location of the \( i \)th experimental datum, and \( z(u_i) \) is the true value of the experimental datum of the variable of interest at the \( i \)th experimental location.

Thus, if there are \( N \) experimental data, cross-validation will give a set of \( N \) true errors \( \{e(u_i), i = 1, \ldots, N\}\). From these errors, the following cross-validation statistics can be obtained: mean error (ME), mean squared error (MSE) and mean standardized squared error (MSSE).

ME is defined as the mean of the true errors:

\[
ME = \frac{1}{N} \sum_{i=1}^{N} e(u_i)
\]  
(A16)

The ME is the bias of the estimation, whose value should be around zero. This criterion should always be met because kriging is an unbiased estimator.

MSE is defined as the mean of the squared true errors:

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} e^2(u_i)
\]  
(A17)

The MSE is the accuracy of the estimate and the value should be as small as possible.

MSSE is defined as the mean of the standardized squared true errors:

\[
MSSE = \frac{1}{N} \sum_{i=1}^{N} \frac{e^2(u_i)}{\sigma^2_K(u_i)}
\]  
(A18)

where \( \sigma^2_K(u_i) \) is the kriging variance in the estimate of the \( i \)th datum.

The MSSE is the evaluation of how well (statistically) the kriging variance is a realistic measure of uncertainty. The value should be around 1 if the kriging variance is a good measure of uncertainty.
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