Positive- and negative-frequency noise from an ensemble of two-level fluctuators
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The analysis of charge noise based on the Bloch–Redfield treatment of an ensemble of dissipative two-level fluctuators generally results in a violation of the fluctuation–dissipation theorem. The standard Markov approximation can be identified as the main origin of this failure. The resulting decoherence rates only involve the bath response at the fluctuator frequency, and thus completely neglect the effects of frequency broadening. A systematic and computationally convenient way to overcome this issue is to employ the spectator-qubit method: by coupling an auxiliary qubit to the two-level fluctuator ensemble, an analytical approximation for $S(\omega)$ fully consistent with the fluctuation–dissipation theorem can be obtained. We discuss the resulting characteristics of the noise which exhibits distinct behavior over several frequency ranges, including a $1/f$ to $1/f^2$ crossover with a $T^3$ temperature dependence of the crossover frequency.

I. INTRODUCTION

Random fluctuations of physical quantities in a qubit or its surrounding environment lead to decoherence limiting qubit performance. Common noise sources for superconducting qubits arise from fluctuating background charge [1, 2], magnetic flux [3, 4], critical current [5], or quasiparticle poisoning [6]. In widely used circuits such as the transmon [7] and fluxonium qubits [8], noise in different frequency ranges plays distinct roles in limiting coherence times: while dephasing rates are typically governed by low-frequency noise (e.g., $1/f$ noise), relaxation processes are usually dominated by high-frequency noise (e.g., Nyquist noise).

This situation is altered in recent proposals for a new generation of qubits with intrinsic protection against noise, such as heavy fluxonium [9, 10], the 0–$\pi$ qubit [11–14], and the current–mirror qubit [15, 16]. Qubits of this type are predicted to exhibit remarkably long coherence times due to exponential suppression of transitions among the computational qubit states, achieved by localizing wavefunctions in separate regions of configuration space (disjoint support). Under these circumstances, depolarization is dominated by excitation processes producing leakage into higher qubit states beyond the computational subspace. The transition rates for such excitation processes, which involve energy transfer from the noise source to the qubit, are proportional to the noise spectral density $S(\omega)$, evaluated at negative frequencies [17]. Thus, the study of negative-frequency noise is crucial for understanding the depolarization of qubits with intrinsic protection.

Here, we are particularly interested in the behavior of charge noise. While the microscopic origin of this noise has not been conclusively established [18], a number of theoretical studies have proceeded to consider an ensemble of two-level fluctuators (TLFs) as the cause of charge noise [19–22]. The predictions presented in these references for the positive-frequency noise are consistent with a number of experimental observations [2, 23–27]. However, inspection of the noise spectral density derived from Bloch–Redfield theory reveals violations of the fluctuation–dissipation theorem [28]. This theorem directly relates the negative-frequency part of $S(\omega)$ to its positive-frequency counterpart, or equivalently, the symmetrized spectral density to the imaginary part of a response function. To overcome this issue, we abandon Bloch–Redfield theory and instead extract $S(\omega)$ by computing the depolarization rate of an auxiliary qubit weakly coupled to the noise source. This spectator-qubit method was first introduced in the context of noise studies for single-electron transistors [29, 30]. The results thus derived for the charge-noise spectral density manifestly obey the fluctuation–dissipation theorem.

The paper is organized as follows. We describe the model of a single TLF weakly coupled to a thermal bath, and derive the corresponding spectral density in Sec. II. We then show in Sec. III that results obtained from the Bloch–Redfield theory are inconsistent with the fluctuation–dissipation theorem. Our main results addressing this issue are presented in Secs. IV and V, where we derive noise spectral densities first for a single TLF and then for an ensemble of TLFs. A crossover from $1/f$ to $1/f^2$ and further to Ohmic or white noise behavior is predicted for positive frequencies, along with a corresponding exponentially suppressed negative-frequency component. We share our conclusions and outlook in Sec. VI, and provide additional details in the subsequent appendices.

II. TWO-LEVEL FLUCTUATOR COUPLED TO A THERMAL BATH

We start with a single TLF, and defer the case of an ensemble of TLFs to Sec. V. The Hamiltonian of a TLF coupled to a bosonic bath is

$$\hat{H}_{\text{TLF–bath}} = -\frac{1}{2}(\varepsilon \hat{\Sigma}_z + \Delta \hat{\Sigma}_x) + \hat{H}_{\text{diss}},$$

(1)

where $\{\hat{\Sigma}_i\}$ is the set of Pauli operators associated with the TLF. Here, we adopt the notation commonly used for tunneling among the two lowest levels in an asymmetric double-well potential, with $\Delta$ the tunneling amplitude, and $\varepsilon$ the energy.
asymmetry. In principle, the TLF couples to the environment through both $\Sigma_z$ and $\Sigma_x$. However, the coupling via $\Sigma_x$ is expected to be much smaller compared to the longitudinal coupling, and may be neglected [31–33]. This leads to the following Hamiltonian
\begin{equation}
\hat{H}_{\text{diss}} = \tilde{\Sigma}_z \sum_\lambda (g_\lambda \hat{a}_\lambda + g_\lambda^* \hat{a}_\lambda^\dagger) + \sum_\lambda \omega_\lambda \hat{a}_\lambda^\dagger \hat{a}_\lambda
\end{equation}
describing the bath and its coupling to the TLF. Here, the $\lambda$th mode of the bosonic bath has energy $\omega_\lambda$, and couples to the TLF with coupling strength $g_\lambda$, through the ladder operators $\hat{a}_\lambda, \hat{a}_\lambda^\dagger$. To characterize the effect of $\hat{H}_{\text{diss}}$, it is best to diagonalize the TLF Hamiltonian with the transformation
\begin{equation}
\tilde{\Sigma}_z = \cos(\theta) \hat{\sigma}_z - \sin(\theta) \hat{\sigma}_x,
\end{equation}
\begin{equation}
\tilde{\Sigma}_x = \sin(\theta) \hat{\sigma}_z + \cos(\theta) \hat{\sigma}_x.
\end{equation}
The Pauli operators $\{\hat{\sigma}_i\}$ refer to the eigenbasis of the TLF, and $\theta$ is defined by $\tan(\theta) = \Delta/\epsilon$. The term proportional to $\hat{\sigma}_z$ introduces pure dephasing of the TLF. Under certain conditions discussed in Sec. V, pure dephasing is negligible compared to $T_1$-induced dephasing. As a result, Eq. (1) further simplifies to
\begin{equation}
\hat{H}_{\text{TLF-bath}} = -\frac{1}{2} \omega_\lambda \hat{\sigma}_z - \frac{\Delta}{\omega_\lambda} \hat{\sigma}_z \sum_\lambda (g_\lambda \hat{a}_\lambda + g_\lambda^* \hat{a}_\lambda^\dagger) + \sum_\lambda \omega_\lambda \hat{a}_\lambda^\dagger \hat{a}_\lambda,
\end{equation}
where $\omega_\lambda = \sqrt{\epsilon^2 + \Delta^2}$ is the eigenenergy of the TLF.

Within the master-equation formalism, used in later sections, the strength of dissipation is governed by the bath correlation function. In the Heisenberg picture, the bath operator coupling to the TLF is given by
\begin{equation}
\hat{B}(t) = -\frac{\Delta}{\omega_\lambda} \sum_\lambda (g_\lambda \hat{a}_\lambda e^{-i\omega_\lambda t} + g_\lambda^* \hat{a}_\lambda^\dagger e^{i\omega_\lambda t}).
\end{equation}
In equilibrium, the correlation function is
\begin{equation}
\langle \hat{B}(t)\hat{B}(0) \rangle = \frac{\Delta^2}{\omega_\lambda^2} \sum_\lambda |g_\lambda|^2 \left( n_B(\omega_\lambda) + 1 \right) e^{-i\omega_\lambda t} + n_B(\omega_\lambda) e^{i\omega_\lambda t},
\end{equation}
where $n_B(\omega) = (e^{\beta\omega} - 1)^{-1}$ is the Bose–Einstein distribution. Taking the Fourier transform of the correlation function, we obtain
\begin{equation}
\gamma(\omega) = \int_{-\infty}^{+\infty} dt e^{i\omega t} \langle \hat{B}(t)\hat{B}(0) \rangle
= 2\pi \frac{\Delta^2}{\omega_\lambda^2} \sum_\lambda |g_\lambda|^2 \left( n_B(\omega_\lambda) + 1 \right) \delta(\omega - \omega_\lambda) + n_B(\omega_\lambda) \delta(\omega + \omega_\lambda).
\end{equation}
Using the definition of the bath spectral function $J(\omega) = \sum_\lambda |g_\lambda|^2 \delta(\omega - \omega_\lambda)$, the correlation function is
\begin{equation}
\gamma(\omega) = 2\pi \frac{\Delta^2}{\omega_\lambda^2} \left\{ J(\omega)(n_B(\omega_\lambda) + 1), \quad \omega \geq 0 \right. \right. \\
\left. \left. J(-\omega)n_B(-\omega), \quad \omega < 0 \right. \right. .
\end{equation}
The positive- and negative-frequency components of the correlation function can be interpreted as the golden-rule transition rates for the bath absorbing and emitting energy $|\omega|$, respectively. As expected, their magnitudes obey detailed balance
\begin{equation}
\gamma(-\omega) = \gamma(\omega)e^{-\beta\omega}.
\end{equation}
Due to the coupling to the bath, a given TLF quantity $\hat{F}$ will undergo fluctuations. These fluctuations may be characterized by quoting the spectral density which is obtained as the Fourier transform of the auto-correlation function,
\begin{equation}
s(\omega) = \int_{-\infty}^{+\infty} dt e^{i\omega t} \left[ \langle \hat{F}(t)\hat{F}(0) \rangle - \langle \hat{F} \rangle^2 \right].
\end{equation}
Here, $\hat{F}(t)$ denotes the Heisenberg representation, and $\langle \ldots \rangle$ refers to the quantum-mechanical expectation value in thermal equilibrium. We are interested in the fluctuations of the dipole moment of the TLF, $\mu \Sigma_x$ [34], which we will relate to charge noise in Sec. V. Taking $\hat{F}$ to be $\hat{\sigma}_z$, the spectral density in Eq. (11) can be rewritten as
\begin{equation}
s(\omega) = \cos^2(\theta)s_{zz}(\omega) + \sin^2(\theta)s_{xx}(\omega),
\end{equation}
where
\begin{equation}
s_{xx}(\omega) = \int_{-\infty}^{+\infty} dt e^{i\omega t} \left[ \langle \hat{\sigma}_x(t)\hat{\sigma}_x(0) \rangle - \langle \hat{\sigma}_x \rangle^2 \right],
\end{equation}
with $\alpha = x, z$. Note that the cross-correlations between $\hat{\sigma}_z$ and $\hat{\sigma}_x$ vanish for the TLF–bath coupling given in Eq. (5).

III. RESULTS FROM BLOCH–REDFIELD THEORY

We first follow Refs. 19 and 21 to calculate the spectral density of a TLF using Bloch–Redfield theory [35, 36]. The evolution of the expectation values of $\{\hat{\sigma}_i\}$ is governed by
\begin{equation}
\frac{d}{dt} \langle \hat{\sigma}_x(t) \rangle = \omega_\lambda \langle \hat{\sigma}_y(t) \rangle - \gamma_2 \langle \hat{\sigma}_x(t) \rangle,
\end{equation}
\begin{equation}
\frac{d}{dt} \langle \hat{\sigma}_y(t) \rangle = -\omega_\lambda \langle \hat{\sigma}_x(t) \rangle - \gamma_2 \langle \hat{\sigma}_y(t) \rangle,
\end{equation}
\begin{equation}
\frac{d}{dt} \langle \hat{\sigma}_z(t) \rangle = -\gamma_1 \langle \hat{\sigma}_z(t) \rangle - \gamma_1 \langle \hat{\sigma}_z \rangle_{\text{eq}},
\end{equation}
with $\gamma_1 = \gamma(\omega_\lambda) + \gamma(-\omega_\lambda)$ denoting the depolarization rate, $\gamma_2 = \left[ \gamma(\omega_\lambda) + \gamma(-\omega_\lambda) \right]/2$ the dephasing rate, and $\langle \hat{\sigma}_z \rangle_{\text{eq}} = (\gamma_1 - \gamma_1)/2(\gamma_1 + \gamma_1)$ the equilibrium polarization. For $t > 0$, the solution to this system of differential equations is
\begin{equation}
\langle \hat{\sigma}_x(t) \rangle = e^{-\gamma_2 t} \left[ \langle \hat{\sigma}_x(0) \rangle \cos(\omega_\lambda t) + \langle \hat{\sigma}_x(0) \rangle \sin(\omega_\lambda t) \right],
\end{equation}
\begin{equation}
\langle \hat{\sigma}_y(t) \rangle = e^{-\gamma_2 t} \left[ \langle \hat{\sigma}_y(0) \rangle \cos(\omega_\lambda t) - \langle \hat{\sigma}_x(0) \rangle \sin(\omega_\lambda t) \right],
\end{equation}
\begin{equation}
\langle \hat{\sigma}_z(t) \rangle = e^{-\gamma_1 t} \left( \langle \hat{\sigma}_z(0) \rangle - \langle \hat{\sigma}_z \rangle_{\text{eq}} \right) + \langle \hat{\sigma}_z \rangle_{\text{eq}}.
\end{equation}
Employing the quantum regression theorem [37], we further obtain the correlation functions
\begin{equation}
\langle \hat{\sigma}_x(\tau)\hat{\sigma}_x(0) \rangle = e^{-\gamma_2 t} \left[ \cos(\omega_\lambda t) - i \langle \hat{\sigma}_z \rangle_{\text{eq}} \sin(\omega_\lambda t) \right],
\end{equation}
\begin{equation}
\langle \hat{\sigma}_x(\tau)\hat{\sigma}_z(0) \rangle = e^{-\gamma_1 t} \left( 1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}^2 \right) + \langle \hat{\sigma}_z \rangle_{\text{eq}}^2.
\end{equation}
For the evaluation of the spectral density, all expectation values and correlators above should be evaluated with respect to the equilibrium state. In this case, one finds \( \langle \hat{\sigma}_x(0) \rangle = 0 \), and \( \langle \hat{\sigma}_z(0) \rangle = \langle \hat{\sigma}_z \rangle_{\text{eq}} \). The negative-time counterparts to Eqs. (17) and (18), required for the calculation of the spectral density follow from \( \langle \hat{A}_1(t) \hat{A}_2(0) \rangle = \langle \hat{A}_1(t) \hat{A}_2(0) \rangle^* \) [37]. The spectral density of a single TLF [19, 21] can now be obtained via the correlation functions, and using Eq. (13) along with a Fourier transform,

\[
\begin{align*}
\tilde{s}_{xx}(\omega) &= \frac{1 + \langle \hat{\sigma}_z \rangle_{\text{eq}}}{2} \frac{2\gamma_2}{(\omega - \omega_i)^2 + \gamma_i^2} \\
&\quad + \frac{1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}}{2} \frac{2\gamma_2}{(\omega + \omega_i)^2 + \gamma_i^2}, \\
\tilde{s}_{zz}(\omega) &= (1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}^2) \frac{2\gamma_1}{(\omega - \omega_i)^2 + \gamma_i^2},
\end{align*}
\]

Here, the superscript BR refers to Bloch–Redfield theory.

The spectral density \( \tilde{s}_{xx}(\omega) \) is a Lorentzian centered at \( \omega = 0 \) with linewidth \( \gamma_i \). By contrast, \( \tilde{s}_{zz}(\omega) \) is a sum of two Lorentzians, centered at \( \omega = \pm \omega_i \). The corresponding peak amplitudes are given by \( (1 \pm \langle \hat{\sigma}_z \rangle_{\text{eq}})/2 \). Although, the ratio of the peak heights can be confirmed to satisfy detailed balance,

\[
\frac{1 + \langle \hat{\sigma}_z \rangle_{\text{eq}}}{1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}} = \omega / \omega_i.
\]

the overall profiles of \( \tilde{s}_{xx}(\omega) \) and \( \tilde{s}_{zz}(\omega) \) actually violate the fluctuation–dissipation theorem:

\[
\tilde{s}_{\alpha\alpha}(\omega) + \tilde{s}_{\alpha\alpha}(-\omega) \neq \left[ \tilde{s}_{\alpha\alpha}(\omega) - \tilde{s}_{\alpha\alpha}(-\omega) \right] \coth(\beta \omega/2),
\]

with \( \alpha = x, z \). In particular, the RHS of the above equation vanishes for \( \tilde{s}_{zz}(\omega) \). Since this asymmetric part of the spectral density is directly related to the imaginary part of a Kubo response function [17], the Bloch–Redfield method fails to describe the response of the TLF correctly. The origin of this failure can be understood as follows. As a result of the Markov approximation underlying the Bloch–Redfield theory, the rates of the bath-induced TLF depolarization and dephasing are determined exclusively by the bath correlation function evaluated at the system frequency \( \pm \omega_i \). However, due to the TLF–bath interaction, the system frequency is actually broadened which suggests that frequency components of \( \gamma(\omega) \) also in the vicinity of \( \pm \omega_i \) may play a role. Including these frequency components turns out to be crucial in order to obtain a spectral density that obeys the fluctuation–dissipation theorem. The spectator-qubit method employed in the following sections explicitly introduces the missing frequency components, and thus succeeds in restoring the fluctuation–dissipation theorem.

IV. SPECTATOR-QUBIT METHOD

A more suitable method for obtaining the quantum noise spectral density consists of relating \( S(\omega) \) to the dissipative dynamics of an auxiliary system weakly coupled to the noise source of interest. The simplest choice is a qubit acting as a noise spectrometer. This description is of interest as an experimental protocol, but is here employed exclusively as a convenient tool for computing the spectral density [29, 30]. Since the qubit fulfills the passive role of probing the noise source, we refer to this approach as the spectator-qubit method. Within this approach, the TLF spectral density is derived from the depolarization rate of the spectator qubit. Applying a Markov approximation to the enlarged system of TLF and spectator qubit induces contributions from a larger set of bath-correlator frequency components, which are no longer limited to the TLF frequency. As discussed in Sec. III, this enables us to steer clear of the issues plaguing the Bloch–Redfield theory, and derive results manifestly obeying the fluctuation–dissipation theorem. While the presence of the spectator qubit is key to this method, we emphasize that the resulting noise spectral density is a property of the TLF only, and independent of the spectator qubit.

To implement the spectator-qubit method [Fig. 1], we couple a TLF operator \( \phi(t) \) in the Heisenberg picture transversely to the qubit, as described by the Hamiltonian

\[
\hat{H} = -\frac{1}{2} \omega q \hat{\tau}_z + \kappa \hat{\tau}_x \phi(t).
\]

Here, \( \omega q \) is the qubit energy and \( \{ \hat{\tau}_i \} \) is the set of qubit Pauli operators. The coupling between the qubit and TLF is parametrized by \( \kappa \). The spectral density \( s_{\phi\phi}(\omega) \) of the noise can be extracted from the relaxation and excitation rates of the qubit. For \( \kappa/\omega q \ll 1 \), Fermi’s golden rule yields

\[
\begin{align*}
s_{\phi\phi}(+\omega_q) &= \kappa^{-2} \Gamma_1, \\
s_{\phi\phi}(-\omega_q) &= \kappa^{-2} \Gamma_\uparrow,
\end{align*}
\]

where \( \Gamma_\downarrow \) and \( \Gamma_\uparrow \) are the qubit relaxation and excitation rates. In particular, we are interested in the spectral densities \( \tilde{s}_{zz}(\omega) \) and \( \tilde{s}_{xx}(\omega) \), for \( \phi = \hat{\sigma}_z, \hat{\sigma}_x \) [see Eq. (12)]. In the following, we first calculate the qubit depolarization rate, and then analyze the noise spectral density resulting from Eq. (23).
A. Depolarization rate of a qubit coupled with a TLF

Depolarization of the qubit arises from coupling to the TLF. The Hamiltonian for qubit, TLF and bath is \( \hat{H}_S + \hat{H}_T + \hat{H}_B \), where \( \hat{H}_S = -\frac{1}{2}\omega_q\hat{\sigma}_x^\dagger \hat{\sigma}_x - \frac{1}{2}\omega_\lambda \hat{\sigma}_x^\dagger \hat{\sigma}_x \) describes the combined system of qubit and TLF, \( \hat{H}_B = \sum_\lambda \omega_\lambda \hat{\sigma}_x^\dagger \hat{\sigma}_\lambda \) captures the bath modes, and \( \hat{H}_T = -\frac{1}{2}\omega_{\lambda q} \hat{\sigma}_x^\dagger \hat{\sigma}_\lambda - \frac{1}{2}\omega_{\lambda q} \hat{\sigma}_\lambda^\dagger \hat{\sigma}_\lambda \) denotes the TLF–bath interaction. To model the depolarization dynamics of the qubit, we derive a suitable master equation. While we largely follow the standard derivation [37], there are several crucial differences discussed in the following.1

a. Markov approximation in the Schrödinger picture.

The Markov approximation is commonly applied to convert a time-nonlocal equation to a time-local one, where the density matrix at retarded time is replaced with that at the present time [37]. This replacement is appropriate if the system dynamics is slow compared to the bath correlation time. It is important to note that the dynamical time scales present in the dynamics of the density matrix crucially depend on whether we employ the Schrödinger or interaction picture. Here the dynamics of interest is governed by the depolarization of the qubit. While the Schrödinger picture directly reveals this process, the interaction picture leads to a combination of depolarization and fast oscillatory behavior (see Appendix A). Therefore, in this specific case, we make the Markov approximation in the Schrödinger picture instead of the interaction picture, as usually done in the literature [37].

b. Avoiding the secular approximation. Usually, the secular approximation is applied to reach a master equation obeying Lindblad form. This neglects the contributions of fast-rotating terms \( e^{i(\omega - \omega')t} \), where \( \omega \neq \omega' \) are eigenenergy differences from the set \( \{\pm \omega_q, \pm \omega_l, \pm \omega_j \pm \omega_q\} \). In the limit \( \omega_j \to 0 \), the exponent vanishes for some choices of \( \omega \) and \( \omega' \), which invalidates the secular approximation [39, 40]. For that reason, we do not employ the secular approximation here.

With the Markov approximation in the Schrödinger picture and in the absence of the secular approximation, the master equation takes the form of

\[
\frac{d}{dt} \hat{\rho}(t) = -i[\hat{H}_S, \hat{\rho}(t)] \\
+ \frac{1}{2} \sum_{ij} \gamma_{ij} (\Pi_i \sigma_x \rho(t) \Pi_j \sigma_x - \sigma_x \Pi_i \sigma_x \rho(t) \Pi_j \\
+ \sigma_x \Pi_i \rho(t) \sigma_x \Pi_j - \Pi_j \sigma_x \Pi_i \sigma_x \rho(t)).
\]

(24)

Here, \( \hat{\rho}(t) \) is the system density matrix, \( \Pi_i \) is a projector onto the \( i \)th eigenstate of \( \hat{H}_S \), \( \gamma_{ij} \) is the energy difference between the \( i \)th and \( j \)th eigenstates, and \( \gamma(\omega) \) is the Fourier transform of the bath correlation function defined in Eq. (8).

Comparison of the master equation (24) with the Lindblad master equation from Bloch–Redfield theory shows that the spectator-qubit method indeed produces damping terms that involve additional frequency components of the bath correlation function, specifically \( \gamma(\pm \omega_j \pm \omega_q) \). To keep notation compact, we introduce the following abbreviations for the rates:

\[
\gamma(\omega) = \gamma_\downarrow, \quad \gamma(\omega_q) = \gamma_\uparrow, \\
\gamma(-\omega) = \gamma_\bar{\downarrow}, \quad \gamma(-\omega_q) = \gamma_\bar{\uparrow}, \\
\gamma(\omega - \omega_q) = \gamma_\downarrow - \gamma_\bar{\downarrow}, \quad \gamma(-\omega + \omega_q) = \gamma_\bar{\uparrow}, \\
\gamma(\omega + \omega_q) = \gamma_\uparrow, \quad \gamma(-\omega - \omega_q) = \gamma_\bar{\uparrow}.
\]

(25)

Since we are only interested in the limit of weak coupling between spectator qubit and TLF (i.e., \( \kappa \to 0 \)), we need only solve for the depolarization dynamics of the qubit perturbatively. We denote the quantum numbers of the qubit by \( \{g, e\} \), and those of the TLF by \( \{0, 1\} \). It is convenient to convert the reduced density matrix of the combined system

\[
\hat{\rho} = \begin{pmatrix} \rho_{ee11} & \rho_{ee10} & \rho_{eg11} & \rho_{eg10} \\
\rho_{e011} & \rho_{ee00} & \rho_{eg01} & \rho_{eg00} \\
\rho_{ge11} & \rho_{ge10} & \rho_{eg11} & \rho_{eg10} \\
\rho_{ge01} & \rho_{ge00} & \rho_{eg01} & \rho_{eg00} \end{pmatrix}
\]

into coherence vector form \( |\rho\rangle \). In this way, the master equation can be written as

\[
\frac{d}{dt} |\rho\rangle = \Lambda |\rho\rangle,
\]

(27)

where \( \Lambda \) is a 16 × 16 matrix. Treating the coupling between qubit and TLF perturbatively, we expand the evolution matrix in powers of \( \kappa \),

\[
\Lambda = \Lambda_0 + \kappa \Lambda_1 + \kappa^2 \Lambda_2 + O(\kappa^3).
\]

(28)

The dynamics of the uncoupled system is determined by \( \Lambda_0 \), which explicit form is given in Appendix B. The stationary states of the system are given by the two zero modes of \( \Lambda_0 \)

\[
\hat{\rho}_0 = \begin{pmatrix} 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} p_0^\text{eq} & 0 \\
0 & p_0^\text{eq} \end{pmatrix}, \\
\hat{\rho}_e = \begin{pmatrix} 1 & 0 \end{pmatrix} \otimes \begin{pmatrix} p_1^\text{eq} & 0 \\
0 & p_0^\text{eq} \end{pmatrix},
\]

(29)

which place the qubit in the ground or excited state. The TLF occupies the equilibrium state, characterized by the probabilities

\[
p_0^\text{eq} = \frac{\gamma_\downarrow}{\gamma_\downarrow + \gamma_\bar{\downarrow}}, \quad p_1^\text{eq} = \frac{\gamma_\uparrow}{\gamma_\bar{\downarrow} + \gamma_\uparrow}.
\]

(31)

Second-order perturbation theory in the qubit–TLF coupling induces transitions between the two zero modes. To facilitate the degenerate-perturbative calculation, we define the projector onto the degenerate subspace [41]

\[
P = |\rho_p\rangle \langle \rho_p| + |\rho_e\rangle \langle \rho_e|.
\]

(32)
Here \( \langle \phi_0 \rangle \) and \( \langle \phi_c \rangle \) are the two left eigenvectors of \( \Lambda_0 \) with eigenvalue zero. We further construct the matrix

\[
\Lambda_m = P \Lambda_2 P - P \Lambda_1 (1 - P) \Lambda_0^{-1} (1 - P) \Lambda_1 P.
\]

(33)

Then the relaxation and excitation rates can be obtained as (see details in Appendix C)

\[
\Gamma_\downarrow = \kappa^2 \langle \phi_0 | \Lambda_m | \rho_c \rangle, \quad \Gamma_\uparrow = \kappa^2 \langle \phi_c | \Lambda_m | \rho_0 \rangle.
\]

(34)

Note that the matrix \( \Lambda_m \) depends on the TLF operator \( \hat{\phi} \) that couples to the qubit [see Eq. (22)]. For the case \( \hat{\phi} = \hat{\sigma}_z \), the transition rates are

\[
\Gamma_\uparrow = \kappa^2 \frac{4(\rho_1^{\text{eq}} \gamma_\downarrow^+ + \rho_0^{\text{eq}} \gamma_\uparrow^-)}{(\omega_q^2 + \omega_e^2 + 2(\gamma_\uparrow^+ + \gamma_\downarrow^-))^2/4},
\]

(35)

\[
\Gamma_\downarrow = \kappa^2 \frac{4(\rho_1^{\text{eq}} \gamma_\downarrow^+ + \rho_0^{\text{eq}} \gamma_\uparrow^-)}{(\omega_q^2 + \omega_e^2 + 2(\gamma_\uparrow^+ + \gamma_\downarrow^-))^2/4}.
\]

(36)

For the case \( \hat{\phi} = \hat{\sigma}_x \), the transition rates are then

\[
\Gamma_\uparrow = \kappa^2 \frac{4\omega_\gamma^2 \gamma^-}{(\omega_q^2 - \omega_e^2)^2 + \omega_e^2 (\gamma_\uparrow^+ + \gamma_\downarrow^-)^2},
\]

(37)

\[
\Gamma_\downarrow = \kappa^2 \frac{4\omega_\gamma^2 \gamma^+}{(\omega_q^2 - \omega_e^2)^2 + \omega_e^2 (\gamma_\uparrow^+ + \gamma_\downarrow^-)^2}.
\]

(38)

## B. Noise spectral density of a single TLF

To obtain the noise spectral density of a single TLF, we need to calculate \( s_{zz}(\omega) \) and \( s_{xx}(\omega) \) respectively [see Eq. (12)]. These spectral densities can be calculated from the depolarization rates derived above, using Eq. (23).

### 1. Noise spectral density \( s_{zz}(\omega) \) of a TLF

First, we calculate \( s_{zz}(\omega) \). Employing Eq. (23), the values of the spectral density at \( \pm \omega_q \) are obtained from depolarization rates Eqs. (35) and (36)

\[
s_{zz}(+\omega_q) = \frac{4(\rho_1^{\text{eq}} \gamma_\downarrow^+ + \rho_0^{\text{eq}} \gamma_\uparrow^-)}{(\omega_q^2 + \gamma_\downarrow^+ + \gamma_\uparrow^+ + \gamma_\downarrow^-)^2/4},
\]

(39)

\[
s_{zz}(-\omega_q) = \frac{4(\rho_1^{\text{eq}} \gamma_\downarrow^+ + \rho_0^{\text{eq}} \gamma_\uparrow^-)}{(\omega_q^2 + \gamma_\downarrow^+ + \gamma_\uparrow^+ + \gamma_\downarrow^-)^2/4}.
\]

(40)

By treating the qubit frequency \( \omega_q \) as a sweeping parameter, all positive- and negative-frequency components of the noise spectral density are obtained. Eqs. (39) and (40) can be further combined into one compact expression valid for both positive and negative \( \omega^2 \)

\[
s_{zz}(\omega) = \frac{4(\rho_1^{\text{eq}} \gamma_\downarrow^+ + \rho_0^{\text{eq}} \gamma_\uparrow^-)}{\omega^2 + (\gamma_\downarrow^+ + \gamma_\downarrow^- + \gamma_\uparrow^+ + \gamma_\uparrow^-)^2/4}.
\]

(41)

Recall that the rates \( \gamma_\downarrow^\pm \) depend on \( \omega \) [see Eq. (25)] and obey detailed balance [Eq. (10)]. As a result, we find that \( s_{xx}(-\omega) = s_{xx}(\omega) e^{-\beta \omega} \), so there is no violation of the fluctuation–dissipation theorem. To distinguish this spectral density from \( s_{zz}^{BR}(\omega) \) obtained in Sec. III, we refer to Eq. (41) as \( s_{zz}^{SQ}(\omega) \) in the following, where the superscript SQ stands for spectator-qubit method.

To evaluate and compare \( s_{zz}^{SQ}(\omega) \) and \( s_{zz}^{BR}(\omega) \), the bath spectral function \( J(\omega) \) entering the rates \( \Gamma_\uparrow \) must be specified. Here, we consider an Ohmic spectral function with exponential cutoff,

\[
J(\omega) = J_0 \omega e^{-\omega^2/\omega_c^2},
\]

(42)

where \( J_0 \) is a dimensionless constant characterizing the interaction strength between the bath and the system. Fig. 2 shows a comparison of the resulting two spectral densities for \( \omega_0/k_B T = 1 \). While \( s_{zz}^{BR}(\omega) \) has the shape of a symmetric Lorentzian, \( s_{zz}^{SQ}(\omega) \) exhibits an asymmetric profile, consistent with the requirement from the fluctuation–dissipation theorem. Fig. 2 also plots the asymmetric-in-frequency part of

\[2\text{The form of the obtained spectral density in Eq. (41) is analogous to } s_{zz}(\omega) \text{ for a single-electron transistor [30, 38]. While the bath interacting with the single-electron transistor is fermionic, the relevant excitations are electron–hole pairs characterized by a Bose–Einstein distribution. It is thus plausible that the two cases lead to similar expressions.} \]
of-phase response of our system to a time-varying perturbation that couples to $\hat{\sigma}_z$. Thus, the quantum noise spectral density. Using standard linear response theory, this is equal to the negative imaginary part of the Kubo susceptibility $\chi_{zz}(\omega)$ (up to a factor $1/2$), where
\[ \chi_{zz}(t) \equiv -i\theta(t)\langle [\hat{\sigma}_z(t), \hat{\sigma}_z(0)] \rangle. \] (43)

This susceptibility describes the linear response of the noise from a single-electron transistor \cite{30, 38}. (Similar threshold behavior is found in the context of the Kubo susceptibility $\chi_{zz}(\omega)$ is uniformly suppressed when lowering the temperature, $s^{SQ}_{zz}(\omega)$ shows a richer behavior as a function of temperature. Specifically, we observe that all curves rapidly converge to a single asymptote $\propto 1/\omega$ in the high-frequency limit $\omega \gg \omega_t$, indicating a strong suppression of temperature dependence in this regime. In the low-frequency region of the spectrum ($\omega < \omega_t$), decreasing the temperature strongly suppresses the central peak, intermittently producing a double-peaked shape before reducing again to a single peak located around $\omega = 2\omega_t$. In order to elucidate this temperature dependence, we first introduce the perturbative processes induced by the TLF–qubit coupling,\(^3\) and then analyze their frequency and temperature dependence.

The relevant set of perturbative processes depends crucially on the nature of the coupling $\kappa \hat{A}_{\text{qubit}} \hat{B}_{\text{TLF}}$. In the framework of employing the spectator-qubit method, the qubit coupling operator is fixed to $\hat{A}_{\text{qubit}} = \hat{\tau}_x$, while the TLF operator is chosen according to the noise spectral density of interest, namely $\hat{B}_{\text{TLF}} = \hat{\sigma}_z$ for $s_{zz}(\omega)$ and $\hat{B}_{\text{TLF}} = \hat{\sigma}_x$ for $s_{xx}(\omega)$. We first focus on $s_{zz}(\omega)$, in which case the perturbative treatment of the coupling results in four different processes involving excitation and relaxation of TLF and/or qubit. The energy mismatch between qubit and TLF is compensated by additional energy emission or absorption due to the bath, leading to a total of six processes shown in Fig. 4.\(^4\) The positive-frequency behavior of the noise spectral density \cite{fig3} is determined by the processes II, III and VI (i.e., right column of Fig. 4) which involve energy transfer from the qubit to the TLF. In the following, we study the frequency and temperature dependence of those processes.

Figure 3. Noise spectral density $s^{SQ}_{zz}(\omega)$ for a single TLF, evaluated at different temperatures. While the low-frequency part is strongly suppressed, the high-frequency part is insensitive to the lowering of the temperature. This behavior can be explained by an analysis of the underlying perturbative processes. The inset shows temperature dependence of $s^{SQ}_{zz}(\omega)$ obtained from the Bloch–Redfield theory. [Parameters used: $J_0 = 0.05$, and $\omega_t/\omega_t = 4$.]

\(^3\)Eq. (24) is not in the Lindblad form, which in principle disables the unravelling of the master equation with quantum trajectory theory. However, the notion of processes can still be established from the more complicated diagrammatic approach, see Ref. 38 for example.

\(^4\)Two of the eight possible combinations are ruled out by energy conservation.
2. Noise spectral density $s_{xx}(\omega)$ of a TLF

The second contribution to the TLF noise spectral density is given by $s_{xx}(\omega)$. Following the same procedure as in the previous subsection, but now employing Eqs. (37) and (38) instead of Eqs. (35) and (36), we find that the noise spectral density at positive and negative $\omega$ is given by

$$s_{xx}(\omega) = \frac{4\omega^2\gamma^+}{(\omega^2 - \omega_t^2)^2 + \omega^2(\gamma^+ + \gamma^-)^2},$$

(44)

where the rates $\gamma^\pm$ are $\omega$-dependent. As one can verify, this expression obeys the condition

$$s_{xx}(-\omega) = s_{xx}(\omega)e^{-\beta\omega}$$

(45)

dictated by the fluctuation–dissipation theorem. Again, to distinguish this spectral density from $s^{BR}_{xx}(\omega)$ in Sec. III, we refer to Eq. (44) as $s^{SQ}_{xx}(\omega)$ in the following. In Fig. 5, we show the comparison between $s^{SQ}_{xx}(\omega)$ and $s^{BR}_{xx}(\omega)$, using the same bath spectral function as before [Eq. (42)]. While $s^{BR}_{xx}(\omega)$ consists of two Lorentzians centered at $\pm\omega_1$, $s^{SQ}_{xx}(\omega)$ exhibits additional asymmetry in each of the two peaks, as required by Eq. (45). The temperature dependence observed for $s^{SQ}_{xx}(\omega)$ and $s^{BR}_{xx}(\omega)$ [Fig. 6] differs qualitatively from that of $s_{zz}(\omega)$. The height of the local maximum of $s_{xx}$ close to $\omega \approx -\omega_1$ is exponentially suppressed as temperature is lowered. This is similar to the Purcell effect in the near-resonant case, and can be interpreted in terms of the quantum Zeno effect: The reduced temperature lowers the decay rate from the TLF to the bath, which results in an increase of the hybridization between the TLF and qubit, and further leads

| TLF emits to qubit $s_{zz}(\omega < 0)$ | TLF absorbs from qubit $s_{zz}(\omega > 0)$ |
|---------------------------------------|------------------------------------------|
| I. | [1] $\omega_t + \omega_q$ bath provides energy with rate $\gamma^+_t$ |
| | [0] $\omega_q$ |
| | $\omega_q - \omega_t$ bath provides energy with rate $\gamma^-_t$ |
| II. | [1] $\omega_t - \omega_q$ bath provides energy with rate $\gamma^+_t$ |
| | [0] $\omega_q$ |
| III. | [1] $\omega_q - \omega_t$ bath provides energy with rate $\gamma^+_t$ |
| | [0] $\omega_t$ |

**FIG. 4.** Relevant leading-order processes contributing to the positive-frequency (right column) and negative-frequency (left column) noise spectral density. Each process involves the transition of the TLF ($|0\rangle \to |1\rangle$ or $|1\rangle \to |0\rangle$), which is correlated with qubit absorption (downward red wiggly arrow) or emission (upward red wiggly arrow). Note that the qubit frequency here resembles the external frequency entering the bubble diagram, when calculated diagrammatically [38]. The bath provides (upward blue dashed arrow) or receives (downward blue dashed arrow) the energy mismatch between the qubit and TLF.

**FIG. 5.** Comparison between noise spectral densities $s_{xx}(\omega)$ for a single TLF, calculated in two different ways. The solid black curve represents the results from the qubit-as-spectrometer approach. For comparison, the dashed curve shows $s_{xx}(\omega)$ computed via the Bloch–Redfield theory. [Parameters used: $\omega_i/k_B T = 1, J_0\Delta^2/\omega_1^2 = 0.05$, and $\omega_2/\omega_1 = 4$.]
to an enhanced decay rate of the qubit. The tail of the peak at \( \omega > \omega_i \) shows only very weak temperature dependence, for reasons analogous to those discussed for \( s_{zz}(\omega) \). Namely, based on the coupling \( \kappa_{\alpha,\sigma} \) relevant for \( s_{\alpha\sigma}(\omega) \), one finds only one perturbative process involving TLF dephasing and simultaneous qubit relaxation. Since the emitted energy from the qubit is absorbed by the bath, this process is relatively temperature insensitive, thus explaining the weak temperature dependence of \( s_{\alpha\sigma}^{SQ}(\omega) \).

3. Resulting noise spectral density of a single TLF

The full noise spectral density is now easily obtained as a linear combination [Eq. (12)] of the longitudinal and transverse contributions \( s_{\alpha\sigma}^{SQ}(\omega) \) and \( s_{zz}^{SQ}(\omega) \),

\[
s(\omega) = \cos^2(\theta) \frac{4(p^Q_{\alpha\sigma} \gamma^+_z + p^0_{\alpha\sigma} \gamma^+_z)}{\omega^2 + (\gamma^+_z + \gamma^-_z + \gamma^+_\uparrow + \gamma^-_\uparrow)^2/4} + \sin^2(\theta) \left( \frac{4\omega^2 \gamma^+_z}{(\omega^2 - \omega^2)^2 + \omega^2 (\gamma^+_z + \gamma^-_z)^2} \right).
\]

This quantity represents the noise from a single TLF. In order to describe charge noise, we consider the combined noise from an ensemble of TLFs with given probability distributions for the TLF parameters \( \varepsilon \) and \( \Delta \). (These, in turn affect both \( \theta = \tan^{-1}(\Delta/\varepsilon) \) and \( \omega_i = \sqrt{\Delta^2 + \varepsilon^2} \) in the expression above.) The purpose of the next section is to compute the charge noise \( S(\omega) \) from an ensemble average of \( s(\omega) \).

V. CHARGE-NOISE SPECTRAL DENSITY OF AN ENSEMBLE OF TWO-LEVEL FLUCTUATORS

The combined effect of many TLFs can describe some of the experimentally observed properties of charge noise, given an appropriate choice of the underlying distributions for the TLF parameters \( \varepsilon \), \( \Delta \), and the nature of the TLF–bath coupling strength. Borrowing from the approach in Ref. 33, we model the TLF–bath interaction with the cubic spectral function typical of a phonon bath,

\[
J(\omega) = J_0 \omega^3 e^{-\omega^2/2\omega^2}. \tag{47}
\]

Here, we take the coupling parameter \( J_0 = 0.047 \text{ ps}^2 \) and the Debye frequency \( \omega_D = 470 \text{ K} \), estimated for TLF–phonon interaction in SiOx \([21]\). The tunneling amplitude \( \Delta \) is directly related to the tunnel matrix element \( \delta \) via \( \Delta \propto e^{-\delta} \). Following Ref. 27, we assume a uniform distribution of \( \delta \) in the regime of interest, resulting in a log-uniform distribution for \( \Delta \). Distributions used for the bias energy \( \varepsilon \) vary throughout the literature: A linear distribution \([19]\) yields the Ohmic spectral density observed for frequencies \( \omega > k_B T \) in Ref. 2. On the other hand, a uniform distribution \([21]\) is used to reproduce the constant spectral density observed in Ref. 25 for frequencies \( \omega/2\pi > 10 \text{ MHz} \). To account for both possibilities, we consider the following normalized probability distribution of TLF parameters,

\[
P(\varepsilon, \Delta) = N(\alpha) B(\varepsilon, \Delta) \frac{\varepsilon^\alpha}{\Delta}, \tag{48}
\]

where \( \alpha \in \{0, 1\} \) describes the two possible distributions. The boundary function \( B(\varepsilon, \Delta) \) equals unity for \( \varepsilon_m < \varepsilon < \varepsilon_M \) and \( \Delta_m < \Delta < \Delta_M \), and vanishes otherwise. The parameter ranges \( \varepsilon_m/k_B = 0, \varepsilon_M/k_B = 4 \text{ K}, \Delta_m/k_B = 2 \mu \text{K}, \) and \( \Delta_M/k_B = 4 \text{ K} \) are taken from Ref. 21, and the normalization factor is given by

\[
N(\alpha)^{-1} = \left( \frac{\varepsilon_M + \varepsilon_m}{2} \right)^\alpha (\varepsilon_M - \varepsilon_m) \ln \left( \frac{\Delta_M}{\Delta_m} \right). \tag{49}
\]

The spectral density of an ensemble of TLFs is then obtained through

\[
S(\omega) = N_{\text{TLF}} \int \int_{\mathbb{R}^2} d\varepsilon d\Delta P(\varepsilon, \Delta) s(\omega), \tag{50}
\]

where \( s(\omega) \) is the spectral density of a single TLF [Eq. (46)] and \( N_{\text{TLF}} \) is the number of TLFs. For instance, the sample in Ref. 21 with dimensions \( 400 \times 400 \times 800 \text{ nm}^3 \) and a density of states \( n_{\text{TLF}} \approx 10^{45} \text{ J}^{-1} \text{ m}^{-3} \), contains \( N_{\text{TLF}} \approx 10^9 \) TLFs. The presence of such TLFs induces fluctuating charges on metallic surfaces that follows

\[
\dot{Q} = \frac{p}{L} \ddot{\Sigma}_z, \tag{51}
\]

where \( L \) denotes a sample-dependent characteristic length scale. As a result, \( S(\omega) \) is related to charge noise via \( S_Q(\omega)/e^2 = (p/eL)^2 S(\omega) \), with \( p/eL \approx 10^{-4} \) obtained from parameters consistent with Ref. 21.
A. Noise spectral density at positive frequencies

The noise spectral density at positive frequencies exhibits three regimes with qualitatively different characteristics, see Fig. 7(a) and (b): (1) At low frequency, we observe a crossover from $1/f$ to $1/f^2$ behavior. (2) At high frequency, an Ohmic noise spectrum is obtained for the linear-$\varepsilon$ probability [Fig. 7(a)], whereas the spectrum becomes white for the uniform-$\varepsilon$ distribution [Fig. 7(b)]. (3) An intermediate region exhibiting a local minimum in the noise spectral density connects the low- and high-frequency parts. A comparison with the calculation from Sec. III shows that the Bloch–Redfield method works well in the low- and high-frequency regimes, but leads to a significantly shallower local minimum in the intermediate region (note the logarithmic scale).

To shed light on the crossover between $1/f$ and $1/f^2$ behavior, we approximate the integral in Eq. (50) semi-analytically and estimate the crossover frequency $\omega^*$. At low frequencies, $s(\omega)$ is dominated by $s_{zz}(\omega)$, and it is appropriate to use the expression from Eq. (19), obtained via the Bloch–Redfield theory, as an approximation

$$s(\omega) \approx \cos^2(\theta) s_{zz}(\omega) = \cos^2(\theta) (1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}^2) \frac{2\gamma_1}{\omega^2 + \gamma_1^*}. \quad (52)$$

Here, the depolarization rate is given by

$$\gamma_1 = 2\pi J_0 \omega_1 \Delta^2 \coth \left( \frac{\omega_1}{2k_B T} \right). \quad (53)$$

The average over TLF parameters $\varepsilon$ and $\Delta$, required in Eq. (50), can be converted to an average over $\gamma_1$ and $\omega_1$, with underlying joint distribution

$$P(\gamma_1, \omega_1) \propto \frac{\omega_1}{2\gamma_1} \left( \omega_1 \sqrt{1 - \gamma_1/\gamma_M} \right)^{-1}, \quad (54)$$

and cutoffs inherited from $\varepsilon$ and $\Delta$, i.e., $\omega_m = \sqrt{\Delta^2 + \varepsilon^2}$, $\omega_M = \sqrt{\Delta^2 + \varepsilon^2}$, $\gamma_m(\omega_1) = 2\pi J_0 \omega_1 \Delta^2 \coth (\omega_1/2k_B T)$, and $\gamma_M(\omega_1) = 2\pi J_0 \omega_1^3 \coth (\omega_1/2k_B T)$. Taking the average of $s(\omega)$ in Eq. (52) leads to (see details in Appendix D)

$$\int_{\omega_m}^{\omega_M} d\omega_1 \int_{\gamma_m(\omega_1)}^{\gamma_M(\omega_1)} d\gamma_1 P(\gamma_1, \omega_1) s(\omega) \propto \begin{cases} \omega^{-1}, & \omega \ll \omega^* \\ \omega^{-2}, & \omega \gg \omega^* \end{cases},$$

with the crossover frequency

$$\omega^* \approx \begin{cases} 93 \zeta(5) (k_B T)^3 J_0, & P(\varepsilon, \Delta) \propto \varepsilon/\Delta \\ \frac{\pi^4}{3} (k_B T)^3 J_0, & P(\varepsilon, \Delta) \propto 1/\Delta \end{cases}. \quad (55)$$

We compare this approximation with numerical results as follows. We obtain $S(\omega)$ via numerical integration of Eq. (50). A straight line in the log–log scale is generated and extrapolated to larger frequency, by connecting two points of $S(\omega)$ in the

In Fig. 7, we present plots of $S_Q(\omega)$ for the two choices of probability distributions (i.e., $\alpha = 0$, 1), for a temperature of 10 mK. The results calculated via the Bloch–Redfield theory are shown for comparison. In the following two subsections we discuss the distinct properties for positive and negative frequencies, respectively.
1/f regime. Likewise, another straight line connecting points in the 1/f² regime is produced and extrapolated to the lower frequency. The intersection of the two lines is extracted as the crossover frequency \( \omega_c \). The above process is repeated for a range of temperature. The crossover frequencies obtained in this way for the linear\(-\varepsilon\) and uniform\(-\varepsilon\) distributions are shown in Fig. 8 as circles and diamonds, respectively. Our analytical approximation for the crossover frequency is in excellent agreement with the data points obtained from numerical calculation.

In the low-frequency and high-frequency regimes, our results match the 1/f, Ohmic and white-noise behavior discussed in Refs. 19 and 21. However, the intermediate region exhibiting a local minimum in the crossover from 1/f to white noise was not captured in Ref. 21. This can be traced back to the use of a fixed Lorentzian linewidth \( \gamma_1/2 \) [rather than an appropriate distribution in Eq. (54)] in the calculation of \( s_{xx}(\omega) \) [21]. Our prediction of a crossover from 1/f to 1/f² is consistent with experimental data by Ithier et al. [45], but was not discussed in Refs. 19 and 21. A 1/f to 1/f² crossover was also mentioned in Ref. 46, albeit for a different model including mean-field interactions among TLFs.

B. Noise spectral density at negative frequencies

Considering the noise spectral density obtained from the spectator-qubit method at negative frequencies, we observe that \( S(\omega) \) is approximately symmetric for small \( |\omega/k_B T| \), as required by the fluctuation–dissipation theorem. In particular, the crossover from 1/f to 1/f² is also visible on the negative-frequency side. However, for negative frequencies of large magnitude, \( |\omega| \gg k_B T \), the spectral density is exponentially suppressed relative to the counterpart on the positive-frequency side, consistent with the fluctuation–dissipation theorem. This exponential suppression, combined with the non-monotonic behavior of \( S(\omega) \) in the positive-frequency range, is at the origin of the additional local maximum found in the negative-frequency tail of \( S(\omega) \).

Comparison of the noise spectral density obtained from the spectator-qubit method with the one obtained via the Bloch–Redfield theory shows qualitatively different behavior of the negative-frequency tails. The latter noise spectral density does not exhibit any local extrema for negative frequencies, and the suppression of the negative-frequency tail is much weaker. The latter is related to the aforementioned violation of the fluctuation–dissipation theorem.

VI. CONCLUSIONS

In summary, we have identified violations of the fluctuation–dissipation theorem in the conventional modeling of charge noise, and traced this issue to the missing relevant frequency components of the bath correlation function in the Bloch–Redfield theory. By using the spectator-qubit method (i.e., coupling an auxiliary qubit to the noise source), we recover the relevant frequency components of the bath correlation function, and derive a charge-noise spectral density compatible with the fluctuation–dissipation theorem. Based on this treatment, we find that \( S(\omega) \) exhibits distinct behavior across different frequency ranges: a crossover from 1/f to 1/f² at low frequencies, a local minimum at intermediate frequencies, and Ohmic or white noise behavior at high frequencies. In line with the fluctuation–dissipation theorem, the negative-frequency part of the spectrum mirrors its positive-frequency counterpart with the necessary exponential suppression factor. Our results highlight that the simple model of an ensemble of TLFs generates a noise spectral density with rich behavior in terms of frequency and temperature dependence. For both we present concrete predictions that can be tested in future experiments on charge noise.
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Appendix A: Markov approximation in the Schrödinger vs. interaction picture

The Markov approximation is commonly applied to convert a time-nonlocal master equation into a time-local one. The former involves a time integral of the form \( \int_0^t ds F[\hat{\rho}(s)] \). Assuming that the system density matrix \( \hat{\rho} \) undergoes dynamics that is slow compared to the fast equilibration of the bath, one may approximate that integral by replacing \( \hat{\rho}(s) \to \hat{\rho}(t) \), i.e., the system density matrix at the present time. This Markov
approximation can be applied either within the Schrödinger or the interaction picture, and each choice generally leads to a different master equation and a corresponding system evolution. Depending on the specific dynamics (e.g., oscillation mode, relaxation mode, etc.), one choice may be more appropriate than the other. To illustrate this point, we discuss two representative examples in the following.

1. Dephasing dynamics: Markov approximation in the interaction picture

In the first case, we consider a two-level system coupled longitudinally to a thermal bath. After performing the Markov approximation in either of the two pictures, the evolution of the density matrix in the Schrödinger picture follows

\[
\hat{\rho}(t) = \begin{pmatrix}
\rho_{\text{ee}}(0) & \rho_{\text{eg}}(0) e^{-i\omega_0 t - \gamma t} \\
\rho_{\text{ge}}(0) e^{i\omega_0 t + \gamma t} & \rho_{\text{gg}}(0)
\end{pmatrix}. \tag{A1}
\]

Here, \(\omega_0\) is the frequency of the two-level system, and \(\gamma\) denotes the dephasing rate. (We note that the value of \(\gamma\) will generally depend on whether the Markov approximation is applied inside the Schrödinger picture or the interaction picture.) Eq. (A1) describes dephasing dynamics, with diagonal elements remaining constant, but off-diagonal elements undergoing exponentially damped oscillations. When transformed into the interaction picture (denoted by a tilde), the same evolution takes on the form

\[
\tilde{\hat{\rho}}(t) = \begin{pmatrix}
\rho_{\text{ee}}(0) & \rho_{\text{eg}}(0) e^{-\gamma t} \\
\rho_{\text{ge}}(0) e^{-\gamma t} & \rho_{\text{gg}}(0)
\end{pmatrix}. \tag{A2}
\]

As opposed to Eq. (A1), the interaction-picture evolution does not show any oscillatory behavior for the off-diagonal elements. Given that \(\gamma \ll \omega_0\), this implies that the dynamics is significantly faster in the Schrödinger picture as compared to the interaction picture. As a result, the evolution described by Eq. (A2) is more suitable for the slow-dynamics assumption that underlies the Markov approximation. Hence, in this example, one should expect to obtain more accurate results when employing the Markov approximation in the interaction picture.

2. Relaxation dynamics: Markov approximation in the Schrödinger picture

For the second example, we consider the setup described in Sec. IV A, where a thermal bath is transversely coupled to a TLF, which in turn couples to an auxiliary qubit. Here, we are particularly interested in the relaxation dynamics of the qubit. After performing the Markov approximation in either of the two pictures, the reduced density matrix of the qubit undergoes relaxation dynamics. In the Schrödinger picture this takes the form

\[
\hat{\rho}(t) = \hat{\rho}_0 + \begin{pmatrix} a & b \\ b^* & -a \end{pmatrix} e^{-\gamma t}, \tag{A3}
\]

where \(\hat{\rho}_0\) denotes the equilibrium density matrix, \(a\) and \(b\) are constants forming a traceless coefficient matrix, and \(\gamma\) is the relaxation rate. Transformed into interaction picture, the same evolution is described by

\[
\tilde{\hat{\rho}}(t) = \hat{\rho}_0 + \begin{pmatrix} a e^{-i\omega_0 t} & b e^{i\omega_0 t} \\ b^* e^{-i\omega_0 t} & -a \end{pmatrix} e^{-\gamma t}, \tag{A4}
\]

where \(\omega_0\) is the qubit frequency. Contrasting the latter expression with Eq. (A3) reveals that the absence of oscillations in the Schrödinger picture renders the dynamics slow compared to the interaction picture. As a result, the Markov approximation is here more appropriate within the Schrödinger picture for a more accurate description of the qubit’s relaxation dynamics.

Appendix B: Expression for the evolution superoperator \(\Lambda_0\)

The evolution superoperator \(\Lambda_0\) [Eq. (28)] becomes block-diagonal when expressed in the basis formed by the eigenstates of the combined qubit–TLF system:

\[
\Lambda_0 = \text{diag}(M_1, M_2 - i\omega_q, M_2 + i\omega_q, M_3 - i\omega_1 \sigma_z, M_3 - i\omega_1 \sigma_z, M_4 - i\omega_q - i\omega_1 \sigma_z, M_4 + i\omega_q - i\omega_1 \sigma_z),
\]

with the definitions

\[
M_1 = \begin{pmatrix} -\gamma_\uparrow & \gamma_\downarrow \\ \gamma_\downarrow & -\gamma_\uparrow \end{pmatrix}, \quad M_2 = \frac{1}{2} \begin{pmatrix} -\gamma_\uparrow - \gamma_\downarrow & -\gamma_\downarrow - \gamma_\uparrow \\ -\gamma_\downarrow - \gamma_\uparrow & -\gamma_\uparrow - \gamma_\downarrow \end{pmatrix}, \quad M_3 = -\gamma_0 \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}, \quad M_4 = \frac{\gamma_\uparrow + \gamma_\downarrow}{2} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}.
\]

Appendix C: Derivation of qubit relaxation and excitation rates in Eq. (34) from degenerate perturbation theory

Here we derive the qubit relaxation and excitation rates induced by the coupling to the noise source (TLF and bath). Treating the coupling between qubit and TLF perturbatively, we expand the evolution matrix in Eq. (27) in powers of \(\kappa\)

\[
\Lambda = \Lambda_0 + \kappa \Lambda_1 + \kappa^2 \Lambda_2 + O(\kappa^3). \tag{C1}
\]

When the coupling is absent (i.e., \(\kappa = 0\)), each of the two eigenvectors of \(\Lambda_0\) with eigenvalue zero [Eqs. (29) and (30)] is a product state with the TLF in equilibrium and the qubit occupying either the ground or the excited state. In the presence of the coupling, the two-fold degeneracy is lifted, which
TABLE I. Notation for eigenvalues and eigenvectors of $\Lambda_0$.

| degenerate subspace $D, B$ | eigenvector of $\Lambda_0$ | eigenvector of $\Lambda_0$ | eigenvector of $\Lambda_0^\dagger$ |
|-----------------------------|--------------------------|--------------------------|--------------------------|
| $\lambda_\alpha$           | $\chi^{(0)}_\alpha$      | $\phi^{(0)}_\alpha$      | $\varphi^{(0)}_\alpha$   |
| $\lambda_\mu$              | $\varphi^{(0)}_\mu$      | $\chi^{(0)}_\mu$         | $\phi^{(0)}_\mu$         |

results in one stationary state and one mode describing the qubit depolarization. The relevant dynamics is governed by

$$\frac{d}{dt}|\rho(t)\rangle = \Lambda|\rho(t)\rangle.$$  \hfill (C2)

In general, the solution to the above equation for an initial state $|\rho(0)\rangle$ has the form of

$$|\rho(t)\rangle = \sum_j |\varphi_j| |\rho(0)\rangle e^{\chi_j t},$$  \hfill (C3)

where $|\varphi_j\rangle$ and $|\varphi_j\rangle$ are the right and left eigenvectors of non-Hermitian matrix $\Lambda$ with eigenvalue $\chi_j$. To extract the relaxation rate, we initialize the qubit in the excited state (with TLF in equilibrium), and monitor the population increase of the ground state

$$|\rho(t)\rangle = \sum_j |\varphi_j| (|\varphi_j\rangle |\rho(0)\rangle) e^{\chi_j t}.$$  \hfill (C4)

In the following, we use index $j = 0, 1$ to denote the zero mode and depolarization mode of $\Lambda$, which reduce to the two zero modes of $\Lambda_0$ as $\kappa \to 0$. It is expected that the amplitude $|\varphi_0| (|\varphi_0\rangle |\rho(0)\rangle)$ is of order $\kappa^0$ for $j = 0, 1$, and of order $\kappa^2$ for $j \geq 2$, respectively. Hence, Eq. (C4) can be approximated by

$$|\rho(t)\rangle \approx \sum_{j=0,1} |\varphi_j| (|\varphi_j\rangle |\rho(0)\rangle) e^{\chi_j t}.$$  \hfill (C5)

Expanding this population for times $t$ small compared to the depolarization time $|\chi_1|^{-1}$, we obtain

$$\frac{d}{dt} (|\varphi_0\rangle |\rho(t)\rangle) \approx (|\varphi_0\rangle) (|\varphi_0\rangle |\rho(0)\rangle) |\chi_1\rangle.$$  \hfill (C6)

Hence, we identify the relaxation rate as

$$\Gamma_\perp \approx (|\varphi_0\rangle) (|\varphi_0\rangle |\rho(0)\rangle) |\chi_1\rangle.$$  \hfill (C7)

Similarly, the excitation rate is obtained by initializing the system in a state with the qubit in the ground state,

$$\Gamma_\parallel \approx (|\varphi_1\rangle) (|\varphi_1\rangle |\rho(0)\rangle) |\chi_1\rangle.$$  \hfill (C8)

To further evaluate these expressions, it is necessary to diagonalize $\Lambda$ in the degenerate subspace of $\Lambda_0$. In the following, we calculate the eigenvalues and eigenvectors of $\Lambda$ up to second order in $\kappa$ using degenerate perturbation theory.

We start from the eigenvalue equation

$$\Lambda |\varphi_j\rangle = \chi_j |\varphi_j\rangle.$$  \hfill (C9)

Similar to Eq. (C1), we expand eigenvectors and eigenvalues of $\Lambda$ up to second order in $\kappa$

$$\chi_j = \chi_j^{(0)} + \kappa\chi_j^{(1)} + \kappa^2\chi_j^{(2)} + O(\kappa^3),$$  \hfill (C10)

$$|\varphi_j\rangle = |\varphi_j^{(0)}\rangle + \kappa|\varphi_j^{(1)}\rangle + \kappa^2|\varphi_j^{(2)}\rangle + O(\kappa^3),$$  \hfill (C11)

where $|\varphi_j^{(0)}\rangle$ and $|\varphi_j^{(0)}\rangle$ are the eigenvalues and eigenvalues of $\Lambda_0$. For diagonalization in the degenerate subspace, it is convenient to decompose the vector space $V$ spanned by all right eigenvectors of $\Lambda_0$ into a direct sum of the degenerate subspace $D$ and its complementary subspace $\overline{D}$, such that $V = D \oplus \overline{D}$. Similarly, we define $W = B \oplus \overline{B}$ as the vector space spanned by left eigenvectors of $\Lambda_0$, along with $B$ the degenerate subspace and its complementary subspace $\overline{B}$. The eigenvectors $|\varphi_j\rangle$ of $\Lambda$ can thus be expanded in the eigenbasis of $\Lambda_0$ as follows

$$|\varphi_j\rangle = \sum_c c_{j\alpha} |\rho_{\alpha}\rangle + \sum_\mu d_{j\mu} |\overline{p}_\mu\rangle + O(\kappa^3),$$  \hfill (C12)

with $|\rho_{\alpha}\rangle \in D$, and $|\overline{p}_\mu\rangle \in \overline{D}$. In the following, we focus on the eigenvectors which reduce to the two zero modes of $\Lambda_0$, i.e., we consider $j = 0, 1$. Comparing with Eq. (C11), it follows that the coefficients $c_{j\alpha}$ and $d_{j\mu}$ are of order $\kappa^0$ and $\kappa^1$, respectively.\footnote{For $j \neq 0, 1$, similar observation shows that $c_{j\alpha}$ and $d_{j\mu}$ are of order $\kappa^1$ and $\kappa^0$, respectively.} Substituting $|\varphi_j\rangle$ [Eq. (C12)] and $\chi_j$ [Eq. (C10)] into the eigenvalue equation [Eq. (C9)], yields

$$\sum_\alpha c_{j\alpha} (-\kappa\chi_j^{(1)} - \kappa^2\chi_j^{(2)} + \kappa\Lambda_1 + \kappa^2\Lambda_2) |\rho_{\alpha}\rangle$$

$$+ \sum_\mu d_{j\mu} (\overline{\lambda}_\mu - \kappa\chi_j^{(1)} + \kappa\Lambda_1) |\overline{p}_\mu\rangle + O(\kappa^3) = 0,$$  \hfill (C13)

where $\overline{\lambda}_\mu$ is the eigenvalue associated with $|\overline{p}_\mu\rangle$. Projecting (C13) onto the states $|\phi_{\beta}\rangle \in B$ and $|\overline{\phi}_\nu\rangle \in \overline{B}$ yields,

$$\kappa \sum_\mu d_{j\mu} (|\phi_{\beta}\rangle |\Lambda_1| \overline{p}_\mu\rangle) + \kappa^2 \sum_\alpha c_{j\alpha} (|\phi_{\beta}\rangle |\Lambda_2| \rho_{\alpha}\rangle) = e_{j\beta} \kappa \chi_j^{(1)} + \kappa^2 \chi_j^{(2)},$$  \hfill (C14)

$$\kappa \sum_\alpha c_{j\alpha} (|\overline{\phi}_\nu\rangle |\Lambda_1| \rho_{\alpha}\rangle) + \kappa \sum_\mu d_{j\mu} (|\overline{\phi}_\nu\rangle |\Lambda_1| \overline{p}_\mu\rangle) = d_{j\nu} (-\kappa\chi_j^{(1)} - \overline{\chi}_\nu),$$  \hfill (C15)

which holds up to (and including) order $\kappa^2$. Note that the terms proportional $|\phi_{\beta}\rangle |\Lambda_1| \rho_{\alpha}\rangle$ vanish, since $\Lambda_1$ is off-diagonal in the qubit subspace. Moreover, Eq. (C14) shows that $\chi_j^{(1)} = 0$, by comparing orders of $\kappa$ and recalling that $d_{j\mu} \sim O(\kappa)$. Since eigenvectors in the degenerate subspace
are only associated with \(c_{j\alpha}\), we proceed as follows. Solving Eq. (C15) for \(d_{j\mu}\) results in an expression in terms of \(c_{j\alpha}\) which can then be substituted into Eq. (C14). Since the term \(d_{j\mu}\) in (C14) carries a factor of \(\kappa\), it is sufficient to retain only \(O(\kappa)\) terms for \(d_{j\mu}\) which yields

\[
d_{j\nu} = -\frac{\kappa}{\hat{X}_\nu} \sum_\alpha c_{j\alpha} (\phi_\beta|A_1|\rho_\alpha) .
\]  
(C16)

Upon substitution back into Eq. (C14), we find

\[
c_{j\beta} \chi_j^{(2)} = \sum_\alpha c_{j\alpha} (\phi_\beta|A_2|\rho_\alpha) - \sum_\alpha c_{j\alpha} \sum_\mu \chi_j^{(2)} (\phi_\beta|A_1|\rho_\mu)(\bar{\phi}_\mu|A_1|\rho_\alpha).
\]

Note that this is an eigenvalue equation for \(\chi_j^{(2)}\) involving the matrix \(\Lambda_m\) defined by

\[
\Lambda_m = PA_2P - PA_1(1-P)A_0^{-1}(1-P)A_1P,
\]

where \(P\) is the projector onto the degenerate subspace [Eq. (32)]. Thus, we obtain \(\chi_j^{(2)}\) and \(\{c_{j\beta}\}\) by solving the above eigenvalue equation. Since both \(\chi_j^{(0)}\) and \(\chi_j^{(2)}\) are zero \((j = 0, 1)\), \(\kappa^2 \chi_j^{(2)}\) approximates the eigenvalue \(\chi_j\) of \(\Lambda\) up to \(O(\kappa^2)\). Moreover, \(\{c_{j\beta}\}\) determines the approximate eigenvectors of \(\Lambda\) in the degenerate subspace of \(\Lambda_0\) [see Eq. (C12)]. Plugging the approximate eigenvalue and eigenvector into Eqs. (C7) and (C8) yields the relaxation and excitation rates. Note that a compact form of these rates can be approximated by

\[
J_{\beta\gamma} \approx |\bar{\phi}_\beta|(\varphi_\gamma|\lambda_1|\rho_\alpha),
\]

where \(\lambda_1\) is a normalization factor. At low frequency, it is appropriate to use the expression from Eq. (19) for \(s_{zz}(\omega)\), obtained via the Bloch–Redfield theory, as an approximation

\[
s_{zz}(\omega) \approx (1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}^2) \frac{2\gamma_1}{\omega^2 + \gamma_1^2},
\]

(D2)

where \(\langle \hat{\sigma}_z \rangle_{\text{eq}} = \tanh(\omega_1/2k_B T)\). After converting

\[
\cos^2(\theta) = 1 - \frac{\Delta^2}{\omega_1^2} = 1 - \frac{\gamma_1}{\gamma_M}
\]

(D3)

we obtain \(S(\omega)\) as follows

\[
S(\omega) = \int_{\omega_{m}}^{\omega_{M}} d\omega_1 \int_{\gamma_{m}(\omega_1)}^{\gamma_{M}(\omega_1)} d\gamma_1 N_1(\omega_1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}) \left[ \tan^{-1}\left( \frac{\gamma_1}{\omega} \right) - \tan^{-1}\left( \frac{\gamma_1}{\omega} \right) \right] - \frac{1}{2\gamma_M} \ln\left( \frac{\gamma_M^2 + \omega^2}{\gamma_M^2 + \omega^2} \right) \left( 1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}^2 \right).
\]

For \(\gamma_m \ll \omega \ll \gamma_M\), the above expression simplifies to

\[
S(\omega) \approx N_1 \int_{\omega_{m}}^{\omega_{M}} d\omega_1 \omega_1 \frac{\pi}{\omega_1^2} (1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}^2).
\]

(D4)

For \(\omega \gg \gamma_M\), we obtain

\[
S(\omega) \approx N_1 \int_{\omega_{m}}^{\omega_{M}} d\omega_1 \omega_1 \frac{\gamma_M^2}{2\omega_1^2} (1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}^2).
\]

(D5)

Note that both \(\gamma_M\) and \(\gamma_m\) depend on \(\omega_1\),

\[
\gamma_m(\omega_1) = 2\pi J_0 \omega_1 \Delta^2 \coth\left( \frac{\omega_1}{2k_B T} \right),
\]

\[
\gamma_M(\omega_1) = 2\pi J_0 \omega_1 \coth\left( \frac{\omega_1}{2k_B T} \right).
\]

(D6)

(D7)

In short the low-frequency part of \(S(\omega)\) calculated using linear-\(\varepsilon\) distribution can be approximated by

\[
S(\omega) \approx N_1 \int_{\omega_{m}}^{\omega_{M}} d\omega_1 \omega_1 (1 - \langle \hat{\sigma}_z \rangle_{\text{eq}}^2) \left\{ \frac{\pi}{2\omega_1} \gamma_m \ll \omega \ll \gamma_M \right\}
\]

Now we evaluate the integration over \(\omega_1\). When \(\omega_1\) is sufficient small such that the \(1/f\) noise is dominant, the integral can be approximated by

\[
S(\omega)_{1/f} \approx N_1 \int_{0}^{\infty} d\omega_1 \omega_1 \left[ 1 - \tanh^2\left( \frac{\omega_1}{2k_B T} \right) \right] \frac{\pi}{2\omega_1}
\]

\[
= N_1 \frac{\pi}{2\omega_1} (2k_B T)^2 \ln(2).
\]

(D8)

When \(\omega_1\) is large enough such that the \(1/f^2\) noise is dominant, the integral can be approximated by

\[
S(\omega)_{1/f^2} \approx N_1 \int_{0}^{\infty} d\omega_1 \omega_1 \left[ 1 - \tanh^2\left( \frac{\omega_1}{2k_B T} \right) \right] \frac{\gamma_M}{2\omega_1^2}
\]

\[
= N_1 \frac{2\pi J_0}{\omega^2} (2k_B T)^2 \frac{93}{64} \zeta(5).
\]

(D9)
The crossover frequency of \(S(\omega)_{1/f}\) and \(S(\omega)_{1/f^2}\) is then identified as
\[
\omega^* = \frac{93\zeta(5)}{2\ln(2)}k_B T^3 J_0. \tag{D10}
\]

2. Case : uniform distribution in \(\varepsilon\)

In this case, the joint probability distribution is
\[
P(\gamma_1, \omega) = N_0 \frac{1}{\omega_1} \left(1 - \frac{\gamma_1}{\gamma_M}\right)^{-1/2}, \tag{11}
\]
where \(N_0\) is the normalization factor. Similar argument leads to the following approximated \(S(\omega)\),
\[
S(\omega) \approx \int_{\omega_1}^{\omega_M} d\omega_1 \frac{1}{\omega_1} N_0 \frac{1 - \langle \hat{\sigma}_z \rangle^2_{eq}}{\omega^2 + \frac{1}{\gamma_1} \sqrt{1 - \frac{\gamma_1}{\gamma_M}}} \times \frac{2}{\omega} \text{Im} \left[\frac{1 + i\omega}{\gamma_M - i\omega} \tanh^{-1} \left(\sqrt{\frac{\gamma_M - \gamma}{\gamma_M + i\omega}}\right)\right].
\]
For \(\gamma_m \ll \omega \ll \gamma_M\), the above expression simplifies to
\[
S(\omega) \approx N_0 \int_{\omega_1}^{\omega_M} d\omega_1 \frac{1}{\omega^2} \left(1 - \langle \hat{\sigma}_z \rangle^2_{eq}\right). \tag{12}
\]
For \(\omega \gg \gamma_M\), we obtain
\[
S(\omega) \approx N_0 \int_{\omega_1}^{\omega_M} d\omega_1 \frac{2\gamma_M}{3\omega^2} \left(1 - \langle \hat{\sigma}_z \rangle^2_{eq}\right). \tag{13}
\]

In short, the low-frequency part of \(S(\omega)\) calculated using constant-\(\varepsilon\) distribution can be approximated by
\[
S(\omega) \approx N_0 \int_{\omega}^{\omega_M} d\omega_1 \left[1 - \tanh^2 \left(\frac{\omega_1}{2k_B T}\right)\right] \frac{\pi}{2\omega}.
\]

Now we evaluate the integration over \(\omega_1\). When \(\omega\) is sufficient small such that the \(1/f\) noise is dominant, the integral can be approximated by
\[
S(\omega)_{1/f} \approx N_0 \int_{0}^{\infty} d\omega_1 \left[1 - \tanh^2 \left(\frac{\omega_1}{2k_B T}\right)\right] \frac{\pi}{2\omega} = N_0 \frac{\pi}{2\omega} 2k_B T.
\]

When \(\omega\) is large enough such that the \(1/f^2\) noise is dominant, the integral can be approximated by
\[
S(\omega)_{1/f^2} \approx N_0 \int_{0}^{\infty} d\omega_1 \left[1 - \tanh^2 \left(\frac{\omega_1}{2k_B T}\right)\right] \frac{2\gamma_M}{3\omega^2} = N_0 \frac{2\pi J_0}{\omega^2} \left(2k_B T\right)^4 \frac{\pi^4}{96}.
\]

The crossover frequency of \(S(\omega)_{1/f}\) and \(S(\omega)_{1/f^2}\) is then identified as
\[
\omega^* = \frac{\pi^4}{3} (k_B T)^3 J_0. \tag{16}
\]
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