Abstract—Binary code similarity detection is a fundamental technique for many security applications such as vulnerability search, patch analysis, and malware detection. There is an increasing need to detect similar code for vulnerability search across architectures with the increase of critical vulnerabilities in IoT devices. The variety of IoT hardware architectures and software platforms requires to capture semantic equivalence of code fragments in the similarity detection. However, existing approaches are insufficient in capturing the semantic similarity. We notice that the abstract syntax tree (AST) of a function contains rich semantic information. Inspired by successful applications of natural language processing technologies in sentence semantic understanding, we propose a deep learning-based AST-encoding method, named ASTERIA, to measure the semantic equivalence of functions in different platforms. Our method leverages the Tree-LSTM network to learn the semantic representation of a function from its AST. Then the similarity detection can be conducted efficiently and accurately by measuring the similarity between two representation vectors. We have implemented an open-source prototype of ASTERIA. The Tree-LSTM model is trained on a dataset with 1,022,616 function pairs and evaluated on a dataset with 95,078 function pairs. Evaluation results show that our method outperforms the AST-based tool Diaphora and the state-of-art method Gemini by large margins with respect to the binary similarity detection. And our method is several orders of magnitude faster than Diaphora and Gemini for the similarity calculation. In the application of vulnerability search, our tool successfully identified 75 vulnerable functions in 5,979 IoT firmware images.

I. INTRODUCTION

Over recent years, we have witnessed the rapid development and deployment of the Internet of Things (IoT). However, the pressure of time to market of IoT development increasingly raises security and privacy concerns [61]. Firmware of IoT devices could contain vulnerabilities, which have already caused destructive attacks [42]. IoT firmware security analysis is considered an effective approach to ensuring the security of IoT devices [26].

Due to the lack of source code, analyzing binary code has naturally become an important means of firmware security analysis. On the other hand, code is often reused to facilitate fast software development. Unfortunately, the reused code such as a third-party library could cause the same vulnerability to spread among different vendors and different versions of firmware [27]. Moreover, the symbol information such as function names is generally stripped during the firmware compilation. Finding such vulnerable functions simply based on function names is impossible. To this end, the binary code similarity detection (BCSD) technique is applied to quickly find such homologous vulnerabilities in a large amount of firmware [23]. The BCSD technique focuses on determining the similarity between two binary code pieces. As to the vulnerability search, the BCSD focuses on finding other homologous vulnerable functions given a known vulnerability function. In addition to the vulnerability search, BCSD has been widely used for other security applications such as code plagiarism detection [19], [56], [49], malware detection [45], [46], and patch analysis [39], [60], [53]. Despite many existing research efforts, the diversity of IoT hardware architectures and software platforms poses challenges to BCSD for IoT firmware. There are many different instruction set architectures (ISA) such as ARM, PowerPC, MIPS, and X86 for IoT firmware. The instructions are different and the rules, such as the calling convention and the stack layout, also differ across different ISAs [52]. It is non-trivial to find homologous vulnerable functions across platforms.

BCSD can be generally classified into two categories: i) dynamic analysis-based methods and ii) static analysis-based methods. The methods based on dynamic analysis capture the runtime behavior as function features by running a program, where the function features can be I/O pairs of function [52] or system calls during the program execution [34], etc. But this kind of method is not scalable for large-scale firmware analysis since running firmware requires specific devices and emulating firmware is also difficult [68], [40], [23]. The methods based on static analysis mainly extract function features from assembly code. An intuitive way is to calculate the edit distance between assembly code sequences [29]. But this method cannot be directly applied in cross-architecture BCSD since instructions are different across architectures. Architecture-independent statistical features of functions are proposed for the similarity detection [36]. These features are less affected across architectures such as the number of function calls, strings, and constants. Furthermore, the control flow graph (CFG) at the assembly code level is utilized by conducting a graph isomorphism comparison for improving the similarity detection [36], [38]. Based on statistical features and CFG, Gemini [62] leverages the graph embedding network.
to encode functions to vectors for similarity detection. Static analysis-based methods are faster and more scalable for large-scale firmware analysis but often produce false positives due to the lack of semantic information. Since homologous vulnerable functions in different architectures usually share the same semantics, it is desirable that a cross-platform BCSD can capture the function semantic information in a scalable manner.

Abstract syntax tree (AST) is a tree representation of code, which is usually used in semantic analysis of source code compilation [47], and preserves well-defined statement components, explicit order of statements, and the execution logic. AST contains rich semantic information and is easy to generate by decompiling the function during binary analysis. Therefore, the semantics contained in an AST can be potentially used for identifying homologous functions across architectures. Considering the similarities between the natural language and the assembly language such as words and instructions, sentences and basic blocks, and the successful application of natural language processing (NLP) technologies in programming language analysis [53], in this work, we propose ASTERIA, a deep learning-based AST-encoding method for cross-platform function similarity detection.

Tree-LSTM network has been shown to provide a better performance in predicting the semantic relatedness of two sentences than the plain LSTM [58, 59]. We utilize the Tree-LSTM network to encode ASTs into semantic representation vectors. Given a binary program, we first extract ASTs by decompiling its functions. Then we preprocess the ASTs and encode them into representation vectors by Tree-LSTM for semantic representation. After the encoding, we adopt the Siamese Network [24] to integrate two Tree-LSTM networks for calculating the similarity between the encoding vectors as the AST similarity. Then, we further calibrate the AST similarity with function call relationships to calculate the final function similarity. We construct a large number of cross-architecture AST pairs to train the Tree-LSTM network so that it can recognize the semantic equivalent AST pairs. We conduct a series of evaluations, and the results show that our method outperforms the baseline approaches. In terms of the similarity detection accuracy, our method ASTERIA outperforms Diaphora [3] by 77% and Gemini by 4.4%. Remarkably, our method takes an average of $8 \times 10^{-9}$ seconds for the similarity calculation of a pair of AST encodings, which is $10^4$ times faster than Gemini and $10^6$ times faster than Diaphora.

**Contribution.** The main contributions of this paper are as follows:

- We implement and open-source a prototype of ASTERIA\(^1\). For the model training, we build a large-scale cross-platform dataset containing 49,725 binary files by cross-compiling 260 open-source software. We compare our model against the state-of-the-art approach Gemini [62] and an AST-based method Diaphora [3]. The evaluation results show that our ASTERIA outperforms Diaphora and Gemini.

- In the application of IoT vulnerability search, we collect 5,979 firmware images and 7 vulnerable functions from CVE database [2]. We perform a similarity detection between firmware functions and vulnerable functions. ASTERIA successfully identified 75 vulnerable functions in IoT firmware images. From the analysis of the search results, our method can efficiently and accurately capture the semantic equivalence of code fragments for the cross-platform BCSD.

II. PRELIMINARY

In this section, we first briefly describe the AST structure. Then we compare the architectural stability of AST and CFG across different platforms. Next we introduce the Tree-LSTM network adopted in our method. Finally, we introduce the problem definition of function similarity calculation.

**A. Abstract Syntax Tree**

An AST is a tree representation of the abstract syntactic structure of code in the compilation and decompilation process. Different subtrees in an AST correspond to different code scopes in the source code. Figure 1 shows a decomplied AST corresponding to the source code of function `histsizesetfn` in `zsh v5.6.2` in the left. The `zsh` is a popular shell software designed for interactive use, and the function `histsizesetfn` sets the value of a parameter. The lines connecting the source code and AST in Figure 1 show that a node in the AST corresponds to an expression or a statement in the source code. A variable or a constant value is represented by a leaf node in AST. We group nodes in an AST into two categories: i) statement nodes and ii) expression nodes according to their functionalities shown in Table I. Statement nodes control the function execution flow while expression nodes perform various calculations. Statement nodes include `if`, `for`, `while`, `return`, `break` and so on. Expression nodes include common arithmetic operations and bit operations.

\(^1\)https://github.com/Asteria-BCSD/Asteria
assembly instructions has changed a lot. However, the ASTs, based on higher level intermediate representation, slightly change from x86 to ARM, where the changes are highlighted with blue boxes. Besides, AST preserves the semantics of functionality and is thus an ideal structure for cross-platform similarity detection.

C. Tree-LSTM

In natural language processing, Recursive Neural Networks (RNN) are widely applied and perform better than Convolutional Neural Networks [66]. RNNs take sequences of arbitrary lengths as inputs considering that a sentence can consist of any number of words. However, standard RNNs are not capable of handling long-term dependencies due to the gradient vanishing and gradient exploding problems. As one of the variants of RNN, Long Short-Term Memory (LSTM) [43] has been proposed to solve such problems. LSTM introduces a gate mechanism including the input, forget, and output gates. As described in §III-B the gates control the information transfer to avoid the gradient vanishing and exploding. Nevertheless, LSTM can only process sequence input but not structured input. Tree-LSTM is proposed to process tree-structured inputs [58]. The calculation by Tree-LSTM model is from the bottom up. For each non-leaf node in the tree, all information from child nodes is gathered and used for the calculation of the current node. In sentiment classification and semantic relatedness tasks, Tree-LSTM performs better than a plain LSTM structure network. There are two types of Tree-LSTM proposed in the work [59]: Child-Sum Tree-LSTM and Binary Tree-LSTM. Researchers have shown that Binary Tree-LSTM performs better than Child-Sum Tree-LSTM [59]. Since the Child-Sum Tree-LSTM does not take into account the order of child nodes, while the order of statements in AST reflects the function semantics, we use the Binary Tree-LSTM for our AST encoding.

D. Problem Definition

Given two binary functions \( F_1 \) and \( F_2 \), let \( T_1 \) and \( T_2 \) denote the corresponding ASTs of \( F_1 \) and \( F_2 \) which can be extracted after the decompilation of binary code. An AST is denoted as \( T = (V, E) \) where \( V \) and \( E \) are the sets of vertices and edges, respectively. In node set \( V = \{v_1, v_2, ..., v_k, ..., v_n\} \), every node corresponds to a number listed in Table 1 and \( n \) is the number of vertices in the AST. For an edge \( (v_k, v_j) \) in \( E \), it means vertex \( v_k \) and \( v_j \) are connected, and \( v_k \) is the parent node of \( v_j \). Given two ASTs \( T_1 \) and \( T_2 \), we define a model \( M(T_1, T_2) \) to calculate the similarity between them, where the similarity score ranges from 0 to 1. In an ideal case, when \( F_1 \) and \( F_2 \) are homologous, the model \( M(T_1, T_2) \) is expected to output a score of 1 (in an ideal case). And when \( F_1\) and \( F_2 \) are non-homologous, \( M(T_1, T_2) \) is expected to output a score of 0.

| Node Type | Label | Note |
|-----------|-------|------|
| if        | 1     | if statement |
| block     | 2     | instructions executed sequentially for loop statement |
| for       | 3     | while loop statement |
| while     | 4     | switch statement |
| switch    | 5     | return statement |
| return    | 6     | unconditional jump |
| goto      | 7     | continue statement in a loop |
| continue  | 8     | break statement in a loop |
| break     | 9     | |

| Expression | | |
|------------|-------------|-------------|
| asgs       | 10-11       | assignments, including assignment, assignment after or, xor, and, add, sub, mul, div, comparisons including equal, not greater than, less than, greater than or equal to, and less than or equal to, arithmetic operations including or, xor, addition, subtraction, multiplication, division, not, post-increase, post-decrease, pre-increase, and pre-decrease |
| cmgs       | 18-23       | |
| ariths     | 24-34       | |
| other      | 34-43       | others including indexing, variable, number, function call, string, asm, and so on |

Table 1: Statements and Expressions in ASTs. We count the statements and expressions for nodes in ASTs after the decompilation by IDA Pro and list the common statements and expressions. This table can be extended if new statements or expressions are introduced.

B. AST vs. CFG

Both CFG and AST are structural representations of a function. The CFG of a function contains the jump relationships between basic blocks that contain straight-line code sequences [41]. Though CFG has been used for similarity measurement in BCSD [56], David et al. [29] demonstrated that CFG structures are greatly affected by different architectures. We find AST shows better architectural stability across architectures compared with CFG since the AST is generated from the machine independent intermediate representations which are disassembled from assemble instructions during the decompilation process [25]. Figure 2 shows the changes of ASTs and CFGs in x86 and ARM architectures, respectively. For the CFGs from x86 to ARM, we observe that the number of basic blocks changes from 4 to 1, and the number of
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Fig. 2: ASTs and CFGs of the function histizesefn under different architectures.
Fig. 3: System Overview. The workflow of the system is composed of five steps: AST extraction (1), AST preprocessing (2), AST encoding (3), similarity calculation by Siamese Network (4), and similarity calibration (5).

is also from 0 to 1. The final function similarity calculation is defined as \( F(F_1, F_2) = M(T_1, T_2) \times S(C_1, C_2) \). The larger the score, the higher similarity for the two binary functions \( F_1 \) and \( F_2 \).

III. METHODOLOGY

In this section, we first present the overview of ASTERIA. Then we detail the similarity calculation for two ASTs, consisting of the AST encoding of \( N(T) \) and the similarity calculation between the encodings of \( M(T_1, T_2) \). Then we introduce the calibration in the final function similarity calculation of \( F(F_1, F_2) \).

A. Overview

Figure 3 delineates the workflow of ASTERIA. Given two binary functions, we first disassemble and decompile them to extract the ASTs. Before encoding the ASTs into the Tree-LSTM network, AST preprocessing is performed, including the digitalization and format transformation. AST digitalization means that each node in an AST is mapped and replaced with an integer value, where the specific mapping relationship is shown in Table I. For example, the node of an assignment statement is replaced with a value of 10. Since we adopt the Binary Tree-LSTM \( \mathcal{N} \), which takes binary trees as inputs, ASTs are transformed to the left-child right-sibling format \( \mathcal{S} \) after the digitalization. After that, each node’s first child node in the original AST is made its left child and its nearest sibling to the right in the original tree is made its right child. Next, the two ASTs are encoded into two vectors by the two Tree-LSTM networks in Siamese Network \( \mathcal{S} \). Then the Siamese Network utilizes two encoding vectors to compute the similarity as the AST similarity (§ III-B). Finally, we use the function calling relationship to calibrate the AST similarity (§ III-C).

B. AST Similarity Calculation

We present the Tree-LSTM network and Siamese Network. The Tree-LSTM network \( \mathcal{N} \) is used for AST encoding. The Siamese Network utilizes the outputs of the Tree-LSTM network for calculating the AST similarity.

AST Encoding: Tree-LSTM network is firstly proposed to encode the tree representation of a sentence and summarize the semantic information in natural language processing. Tree-LSTM network can preserve every property of the plain LSTM gating mechanisms while processing tree-structured inputs.

The main difference between the plain LSTM and the Tree-LSTM is the way to deal with the outputs of predecessors. The plain LSTM utilizes the output of only one predecessor in the sequence input. We utilize Tree-LSTM to integrate the outputs of all child nodes in the AST for calculation of the current node. The process of node encoding for node \( v_k \) in Tree-LSTM is shown in Figure 4. The Tree-LSTM takes three types of inputs: node embedding \( e_k \), hidden states \( h_{kl} \) and \( h_{kr} \), and cell states \( c_{kl} \) and \( c_{kr} \). The node embedding \( e_k \) is generated by embedding the node \( v_k \) to a high-dimensional representation vector. \( h_{kl}, h_{kr}, c_{kl}, \) and \( c_{kr} \) are outputs from the encoding of child nodes. During the node encoding in Tree-LSTM, there are three gates and three states which are important in the calculation. The three gates are calculated for filtering information to avoid gradient explosion and gradient vanishing. They are input, output, and forget gates. In Binary Tree-LSTM, there are two forget gates \( f_{kl} \) and \( f_{kr} \), filtering the cell states from the left child node and right child node separately. As shown in Node Encoding in Figure 4, the forget gates are calculated by combining \( h_{kl}, h_{kr}, \) and \( e_k \). Similar to the forget gates, the input gate, and the output gate are also calculated by combining \( h_{kl}, h_{kr}, \) and \( e_k \). The details of the three types of gates are as follows:

\[
\begin{align*}
\text{f}_{kl} &= \sigma(W^f_{kl}e_k + (U^f_{kl}h_{kl} + U^f_{lr}h_{kr}) + b^f) \\
\text{f}_{kr} &= \sigma(W^f_{kr}e_k + (U^f_{kr}h_{kl} + U^f_{rr}h_{kr}) + b^f) \\
i_k &= \sigma(W^i e_k + (U^i_{i}h_{kl} + U^i_{r}h_{kr}) + b^i) \\
o_k &= \sigma(W^o e_k + (U^o_{l}h_{kl} + U^o_{r}h_{kr}) + b^o)
\end{align*}
\]

where \( i_k \) and \( o_k \) denote the input gate and the output gate respectively, and the symbol \( \sigma \) denotes the \( \text{sigmoid} \) activation function. The weight matrix \( W, U, \) and bias \( b \) are different corresponding to different gates. After the gates are calculated, there are three states \( u_k, c_k, \) and \( h_k \) in Tree-LSTM to store the intermediate encodings calculated based on inputs \( h_{kl}, h_{kr}, \) and \( e_k \). The cached state \( u_k \) combines the information from the node embedding \( e_k \) and the hidden states \( h_{kl} \) and \( h_{kr} \) (Equation 5). And note that \( u_k \) utilizes \( \text{tanh} \) as the activation function rather than \( \text{sigmoid} \) for holding more information from the inputs. The cell state \( c_k \) combines the information from the cached state \( u_k \) and the cell states \( c_{kl} \) and \( c_{kr} \) filtered by forget gates (Equation 6). The hidden state \( h_k \) is calculated
by combining the information from cell state $c_k$ and the output gate $o_k$ (Equation 7). The three states are computed as follows:

$$u_k = \tanh(W^u e_k + (U^u h_{kt} + U^u h_{kr}) + b^u)$$

$$c_k = i_k \odot u_k + (c_{kt} \odot f_{kt} + c_{kr} \odot f_{kr})$$

$$h_k = o_k \odot \tanh(c_k)$$

where the $\odot$ means Hadamard product. After the hidden state and input state are calculated, the encoding of the current node $v_k$ is finished. The states $c_k$ and $h_k$ will then be used for the encoding of $v_k$’s parent node. During the AST encoding, Tree-LSTM encodes every node in the AST from bottom up as shown in AST Encoding in Figure 4. After encoding all nodes in the AST, the hidden state of the root node is used as the encoding of the AST.

**Siamese Network:** After two ASTs are encoded by Tree-LSTM, the Siamese Network utilizes AST encodings to calculate the similarity between these two ASTs. The details of the Siamese Network $\mathcal{M}(T_1, T_2)$ are shown in Figure 4. The Siamese Network consists of two identical Tree-LSTM networks that share the same parameters. In the process of similarity calculation, the Siamese Network first utilizes Tree-LSTM to encode ASTs into vectors. We design the Siamese Network with subtraction and multiplication operations to capture the relationship between the two encoding vectors. After the operations, the two resulting vectors are concatenated into a larger vector. Then the resulting vector goes through a layer of softmax function to generate a 2-dimensional vector. The calculation is defined as:

$$\mathcal{M}(T_1, T_2) = \text{softmax}((\sigma(\text{cat}(\mathcal{N}(T_1) - \mathcal{N}(T_2), \mathcal{N}(T_1) \odot \mathcal{N}(T_2)) \times W)))$$

where $W$ is a $2n \times 2$ matrix, the $\odot$ represents Hadamard product, $\cdot$ denotes the operation of making an absolute value, the function $\text{cat}(\cdot)$ denotes the operation of concatenating vectors. The softmax function normalizes the vector into a probability distribution. Since $W$ is a $2n \times 2$ weight matrix, the output of Siamese Network is a $2 \times 1$ vector. The format of output is [dissimilarity score, similarity score], where the first value represents the dissimilarity score and the second represents the similarity score. During the model training, the input format of Siamese Network is $< T_1, T_2, \text{label} >$. In our work, the label vector $[1, 0]$ means $T_1$ and $T_2$ are from non-homologous function pairs and the vector $[0, 1]$ means homologous. The resulting vector and the label vector are used for model loss and gradient calculation. During model inference, the second value in the output vector is taken as the similarity of the two ASTs.

**C. AST Similarity Calibration**

Considering other potential attributes (e.g., the number of variables and statements) change with different architectures as shown in Figure 2(c) and (d), the number of callee functions is an architecture-independent feature. The number of callee functions is easy to count during the reverse engineering. We combine the number of the callee functions and AST similarity to calculate the function similarity as shown in Figure 5. The callee functions of function $F$ are the functions called in function $F$. Homologous functions likely have the same number of callee functions since they share the same source code. Considering that function inlining may occur during compilation [18, 69], which will reduce the number of callee functions, we refine callee functions by filtering the functions that may be inlined. Specifically, we filter out...
the callee functions whose number of assembly instructions are less than the threshold \( \beta \), and the rest are used as the callee function set \( \chi \) of function \( F \). With the introduction of the callee functions, non-homologous functions which may generate similar ASTs can be better distinguished. We define \( C \) as the size of the callee function set \( \chi \) of function \( F \). We use the size \( C \) to calibrate the AST similarity. We use the exponential function to measure the similarity between callee functions. The calculation for callee functions is as follows:

\[
S(C_1, C_2) = e^{-|C_1 - C_2|}
\]

where \( C_1 \) and \( C_2 \) are the size of callee function set of binary function \( F_1 \) and \( F_2 \), respectively. The final function pair similarity calculation combines the AST similarity and the callee function similarity as follows:

\[
\mathcal{F}(F_1, F_2) = \mathcal{M}(T_1, T_2) \times S(C_1, C_2)
\]

where \( T_1 \) is the AST decompiled from binary function \( F_1 \) and \( T_2 \) is the AST decompiled from binary function \( F_2 \). We conduct a comparative evaluation in § IV-E1 to show the performance gain of our AST similarity calibration.

IV. Evaluation

A. Experiment Settings

We utilize IDA Pro 7.3 [1] and its plug-in Hexray Decompiler to decompile binary code for AST extraction. Since the Hexray Decompiler currently only supports the architectures of x86, x64, PowerPC (PPC), and ARM, our approach cannot handle the binaries which belong to the MIPS architecture. After the AST extraction, we perform preprocessing of AST as described in § III-A. Before the AST encoding by the Tree-LSTM, the nodes in an AST are embedded into 16-dimensional vectors by the \textit{nn.Embedding} of PyTorch [12]. For the encoding of leaf nodes in Formulas (1)–(6), we assign the state vectors \( h_{kl}, h_{kr}, c_{kl}, \) and \( c_{kr} \) to zero vectors. The loss function for model training is BCELoss, which measures the binary cross entropy between the labels and the predictions. The AdaGrad optimizer is applied for gradient computation and weight-matrix updating after losses are computed. Since the Tree computation steps of Tree-LSTM depend on the shape of the AST, therefore, we cannot perform parallel batch computation, which makes the batch size always to be 1. The model is trained for 60 epochs. We do not include the calibration scheme introduced in § III-C during the model training, so that the Tree-LSTM network effectively learns semantic differences between ASTs. Our experiments are performed on a local server equipped with two Intel(R) Xeon(R) CPUs E5-2620 v4 @ 2.10GHz, each with 16 cores, 128GB of RAM, and 4T of storage. The code of ASTERIA runs in a Python 3.6 environment. We use gcc v5.4.0 compiler to compile source code in our dataset, and use the \textit{buildroot-2018.11.1} [11] for the Buildroot dataset (details in § IV-B) construction. We use the tool binwalk [8] to unpack the firmware for obtaining the binaries to conduct further analysis.

| Name       | Platform | # of binaries | # of functions |
|------------|----------|---------------|----------------|
| OpenSSL    | x86      | 6             | 6,401          |
|            | x64      | 6             | 6,329          |
|            | PPC      | 6             | 6,317          |
| Buildroot  | ARM      | 10,142        | 1,139,168      |
|            | x86      | 17,823        | 1,765,547      |
|            | x64      | 11,005        | 1,088,411      |
| Firmware   | ARM      | 5,661         | 1,809,001      |
|            | x86      | 129           | 70,490         |
|            | x64      | 202           | 79,383         |
| PPC        | 1,098    | 392,268       |                |
| Total      |          | 56,839        | 7,564,102      |

TABLE II: Number of binaries and functions in our datasets.

B. Datasets

We create three datasets: Buildroot dataset, OpenSSL dataset, and Firmware dataset. The Buildroot dataset is used for model training and testing. We obtain the optimal model weights with the best performance based on the results of model training and model testing (§ IV-E2). The OpenSSL dataset is used for the comparative evaluation in § IV-E1. The Firmware dataset is used to perform the task of practical vulnerability search with our approach. As shown in Table II, the third column shows the number of binary files for different architectures, and the fourth column shows the number of functions in the corresponding dataset. Noting that in OpenSSL and Buildroot datasets, the symbols such as function names in binaries are retained during the compilation while these symbols are usually stripped in the release version of firmware. We utilize the function names together with the library names since function names in different binaries might be duplicated but having different functionalities to construct function pairs with ground truth labels for the model training, testing, and evaluation. Functions that have the same name from the same binary are called homologous function pairs, otherwise, they are considered non-homologous function pairs. After the compilation, each function \( F \) in the same source code corresponds to the different versions of binary functions \( F_{ARM}, F_{x86}, F_{x64}, \) and \( F_{PPC} \). The two binary functions which are homologous, for example \( F_{ARM} \) and \( F_{x86} \), form the homologous pair \( (F_{ARM}, F_{x86}) \). Two ASTs corresponding to the homologous pair are extracted and form the homologous AST pair \( (T^F_{x86}, T^F_{ARM} + 1) \), where the ground truth label \( +1 \) indicates that the two ASTs are from homologous functions. The non-homologous functions, such as \( G_{x86} \) and \( F_{ARM} \), form a non-homologous AST pair \( (T^F_{x86}, T^F_{ARM} - 1) \), where \( -1 \) indicates that the two ASTs are from non-homologous functions, and \( F \) and \( G \) are two different functions. We construct six different architecture combinations of function pairs including ARM vs. PPC, ARM vs. x64, PPC vs. x64, x86 vs. ARM, x86 vs. PPC, and x86 vs. x64. Function names in the Firmware dataset are deleted. IDA tags them with name \textit{sub} \_xxx, where \textit{xxx} is the function offset address.

**Buildroot Dataset:** We build this dataset for model training and testing with a multi-platform cross-compilation tool \textit{buildroot} [11]. We utilize the \textit{buildroot} to download the source code of 260 different software which contains benchmark datasets including busybox, binutils, and
We have obtained a graph structure where each node is a vector corresponding to a basic block. The ACFG is constructed from any architecture combinations. In particular, the pair-wise cross-architecture experiment, the function pairs are randomly selected and the pair-wise cross-architecture experiment. In the mixed architecture experiments aim to compare the performance in different architecture binary versions corresponding to different architectures. As shown in Table III, 49,725 binaries in total are compiled by the buildroot.

### Table III: Number of function pairs for model training and testing. Arch-Comb means architecture combination.

| Arch-Comb | # of pairs | Arch-Comb | # of pairs |
|-----------|------------|-----------|------------|
| x86-ARM   | 174,776    | ARM-PPC   | 174,916    |
| x86-PPC   | 182,596    | ARM-x64   | 157,976    |
| x86-x64   | 167,436    | PPC-x64   | 164,916    |

We randomly select function pairs with different architecture combinations. The final dataset consists of 37,541 homologous AST pairs and 57,537 non-homologous AST pairs.

**OpenSSL Dataset:** Considering Gemini uses OpenSSL dataset for the evaluation, to conduct a fair comparative experiments, we also build the OpenSSL dataset. We compile the source code of OpenSSL 1.1.1.0a under four different architectures with the default compilation settings. We randomly select function pairs with different architecture combinations. The final dataset consists of 37,541 homologous AST pairs and 57,537 non-homologous AST pairs.

**Firmware Dataset:** We download 5,979 firmware from the websites and FTP servers of IoT device vendors. There are 2,300 firmwares from NetGear, 1,021 from Schneider, and 3,679 from Dlink. After unpacking firmware with binwalk, 7,090 binary files are generated. Note that not all firmware can be unpacked since binwalk cannot identify certain firmware format. As shown in Table II, binaries mainly come from the ARM and the PPC architectures.

### D. Evaluation Metric

The Receiver Operating Characteristic (ROC) curve and Area Under Curve (AUC) are used for measuring the model performance. The ROC curve illustrates the diagnostic ability of a model as its discrimination threshold is varied. For our evaluation, the AUC reflects the probability that the model will correctly identify whether an AST pair is from a homologous pair or not. In our evaluation, the similarity of a function pair is calculated as a score of $r$. Assuming the threshold is $\beta$, if the similarity score $r$ of a function pair is greater than or equal to $\beta$, the function pair is regarded as a positive result, otherwise a negative result. For a homologous pair, if its similarity score $r$ is greater than or equal to $\beta$, it is a true positive (TP). If a similarity score of $r$ is less than $\beta$, the calculation result is a false negative (FN). For a non-homologous pair, if a similarity score $r$ is greater than or equal to $\beta$, it is a false positive (FP). When the similarity score $r$ is less than $\beta$, it is a true negative (TN). After classifying all the calculation results, two important metrics $TPR$ (true positive rate) and $FPR$ (false positive rate) under certain threshold $\beta$ are calculated as:

$$TPR = \frac{TP}{TP + FN}$$

$$FPR = \frac{FP}{FP + TN}$$

The ROC curve can be generated by plotting points whose coordinates consist of $FPRs$ and $TPRs$ with many different thresholds. After ROC curves being plotted, the area under the ROC curve, called AUC for short, can be calculated. The larger the AUC, the better the model’s discrimination ability.

### E. Evaluation Results

We conduct comparative experiments to assess the performances of three approaches: Asteria, Gemini and Diaphora. To measure the performance gain of the calibration scheme described in §III-C we also test the performance of Asteria without calibration (i.e., Asteria-WOC), where the calibration algorithm is not included and the AST similarity is directly used as the final function similarity. We conduct two comparative experiments: the mixed cross-architecture experiment and the pair-wise cross-architecture experiment. In the mixed cross-architecture experiment, the function pairs are randomly constructed from any architecture combinations. In particular, the functions in such function pairs could come from any platform of x64, x86, PPC, or ARM. The pair-wise cross-architecture experiments aim to compare the performance in
A specific architecture combination. Therefore, six different function combinations are constructed: ARM-PPC, ARM-x64, PPC-x64, x86-ARM, x86-PPC, and x86-x64, respectively. In each individual combination, function pairs are selected from two specific different architectures. For example, in the ARM-PPC cross-architecture experiment, the functions in the pairs only come from the ARM or PPC architecture.

1) ROC Comparison: Figure 6 plots the ROC curves of the different approaches in cross-architecture evaluation. The result shows that ASTERIA outperforms Gemini by around 7.5% and Diaphora by 82.7%, and the similarity detection accuracy of ASTERIA has been enhanced with the similarity calibration (§ III-C). Note that our approach achieves a high true positive rate with a low false positive rate, which brings out high confidence of calculation results in practical applications. For example, from Figure 6 with a low false-positive of 5%, our approach achieves a true positive rate of 93.2%, while Gemini has a true positive rate of 55.2%. As shown in Figure 7 we calculate the AUC values of different approaches in six different pair-wise experiments. The results show that ASTERIA outperforms Gemini and Diaphora in each pair-wise architecture combination by similar margins as in the mixed cross-architecture experiment. The major difference between ASTERIA and Gemini is that we take AST as our function feature, which shows that AST is better than CFG as a semantically related feature. Compared to Diaphora, the results show that the application of NLP technology greatly improves the performance of AST based BCSD.

2) Impact of Model Settings: We illustrate the impact of four hyperparameters on the model performance: epochs, siamese structure, embedding size, and leaf node calculation. The experimental settings are the same as those described in Section IV-A during evaluation except for the parameters being measured.

a) Embedding Size: The embedding size is the dimension of the vector outputted by the embedding layer during the AST encoding (§ III-B). To show the difference of model performance with different embedding sizes, we increase the embedding size from 8 to 128 for model training and testing as shown in Figure 8. We take the highest AUC value from the model testing in each embedding size setting. The results show that the model achieves the highest AUC of 0.985 with the embedding size of 16, and reaches the lowest AUC of 0.976 with the embedding size of 128. The embedding size of 128 used to represent 43 kinds of nodes in Table I increases the model complexity and may cause the overfitting problem. Considering the tradeoff between model performance (AUC) and computational complexity, we choose the embedding size of 16 in ASTERIA.

b) Siamese Structure: The similarity calculation between AST encoding vectors in Siamese Network is introduced in § III-B. There is another common way to calculate the similarity between two encoding vectors called the regression method, which utilizes the cosine distance. Different similarity calculation methods correspond to different Siamese Network internal structures. In contrast, we adopt a calculation method similar to the binary classification as shown in Equation (8) in ASTERIA. For comparison with the
regression method, we use the same model settings except for the similarity calculation step. We record the TPRs and FPRs and plot the ROC curve corresponding to the different internal structures. As Figure 9 shows, the curve with the label “Regression” corresponds to the calculation with the cosine distance, and the curve with the label “Classification” corresponds to the calculation in Asteria. The result shows that the model with our calculation method yields a higher AUC value of 0.981, which means a better model performance.

c) Leafnode Calculation: According to Equation (6) in § III-B, the calculation for leaf nodes also takes the hidden state input and cell state input. Since leaf nodes have no children, we assign the input vectors of the leaf nodes manually. There are two ways for vector initialization in general: all zeros vector or all ones vector. According to these two different initialization methods, we train and test the model, and then plot the ROC curves. As shown in Figure 9, the curve with label “Leaf-0” corresponds to the model with all zeros initialization, and the curve with label “Leaf-1” corresponds to the model with all ones initialization. The results show the model performs better with all zeros initialization.

F. Computational Overhead

1) AST Statistics: We define the AST size as the number of nodes in an AST. Since there are global offset table functions, which are automatically generated by the compiler, we filter out such functions. 25,569 ASTs are retained after filtering from 25,667 ASTs. We sort the sizes of 25,569 AST samples in ascending order from the OpenSSL dataset. Figure 10(a) plots the cumulative distribution of AST size for 25,569 ASTs.

2) Time Consumption: The process of function similarity calculation consists of two phases: offline phase (AST extraction, preprocessing, and encoding) and online phase (similarity calculation between encoding vectors). We separately measure the extraction time, preprocessing time, encoding time, and similarity calculation time on the OpenSSL dataset. The decomposition is the most time-consuming part in the AST extraction. The average time for each function decomposition is around 41 milliseconds, and the average time for preprocessing is around 6 milliseconds. We only consider ASTs whose sizes are less than 300 since they account for the majority of ASTs, as illustrated in Figure 10(a). Figure 10(b) shows the encoding time of ASTs, which is about the same as the decomposition time. In the figure, D-H denotes the AST hashing time of Diaphora. G-EN denotes the ACFG encoding time of Gemini and G-EX denotes the ACFG extraction time. A-D, A-P, A-E respectively represent the decompilation time, preprocessing time, encoding time of Asteria. Asteria has a more time-consuming offline stage than Gemini and Diaphora. The similarity calculation time in the online phase is shown in Figure 10(c). Asteria takes $8 \times 10^{-9}$ second on average to calculate the similarity for a pair of encoded ASTs. However, the average calculation time of Diaphora and Gemini is $4 \times 10^{-3}$ second and $6 \times 10^{-5}$ second for a pair of ASTs, respectively. Remarkably, it shows that Asteria is much faster than Diaphora and Gemini in terms of the similarity calculation. The root cause of better performance is that we use the subtraction and production of vectors for the similarity calculation, while Gemini uses the cosine function which is much more time-consuming.

V. VULNERABILITY SEARCH

We conduct a vulnerability search using the Firmware dataset and successfully find a total of 75 vulnerabilities. We first encode all the functions in the Firmware dataset with the Tree-LSTM network and obtain the encoding vectors and the number of callee functions. We build a vulnerability library that contains vulnerable functions exposed in commonly used open-source software. In the library, seven vulnerable functions of CVE are integrated and the details of vulnerable functions are listed in Table IV. Specifically, three of seven come from OpenSSL software, and two of them come from libcurl, and one comes from wget, and the other comes from vsftpd. For each vulnerable function, we also encode it with the Tree-LSTM network, and record the encoding vector and the number of callee functions. Then we perform
the similarity calculation between the encoding vectors of vulnerable functions and the encoding vectors of all functions in the Firmware database with the Siamese Network. After the calculation, each function \( f \) in the Firmware dataset is tagged with a similarity score of \( r_{f,v} \) with the vulnerable function \( v \). According to the Youden Index [67], which measures model performance at a certain threshold. Since our model performs best at the threshold value of 0.84, we set the threshold to be 0.84 to filter out 924 candidate functions. A score of \( r_{f,v} \) greater than the threshold indicates that function \( f \) may be a homologous vulnerable function of \( v \). If \( f \) is considered a vulnerable function, we further conduct a manual analysis to confirm whether it is indeed a homologous function of \( v \) or not. In our analysis, we define two criteria: A) function \( f \) comes from the same version of the same software as the vulnerable function \( v \), and B) the score of \( r_{f,v} \) is 1. The candidate functions that satisfy the criteria A and B are considered as homologous functions of the corresponding vulnerable functions with high confidence, so that we won’t conduct further manual analysis. For those candidate functions that satisfy the criteria A but not B, we further analyze the semantic functionality of their assembly code to determine whether they are homologous functions of the corresponding vulnerable functions. From the search results, 68 vulnerable functions satisfy criteria A, 13 vulnerability functions satisfy criteria B, and 6 functions satisfy A and B. The number of homologous vulnerable functions corresponding to each vulnerable function of CVE is listed in Table IV. Since a device model corresponds to multiple versions of firmware and different versions likely hold the same vulnerability, the number of the device models is less than the number of confirmed vulnerable functions.

We also conduct a comparison between Asteria and Gemini in terms of the end-to-end time consumption and accuracy for the vulnerable function search. We compare the end-to-end time consumption and accuracy for the top 10 vulnerable functions in the search results. Asteria takes 0.414 seconds on average for a pair of functions and achieves 78.7% accuracy. The Gemini takes 0.159 seconds for a pair and achieves 20% accuracy. By checking the results of Gemini, we find that most of the vulnerable functions being ranked outside the top 10000 functions, which means a high false negative rate of results. In comparison, Asteria produces less false negatives, which means Asteria is more effective than Gemini.

### VI. Related Work

#### a) Feature-based Methods: When considering the similarity of binary functions, the most intuitive way is to utilize the assembly code content to calculate the edit distance for similarity detection between functions. Khoo et al. concatenated consecutive mnemonics from assembly language into the N-grams for similarity calculation [48]. David et al. proposed Treecelet, which concatenates the instructions from adjacent basic blocks in CFGs for similarity calculation [29]. Saebjørnsen et al. proposed to normalize/abstract the operands in instructions, e.g., replacing registers such as eax or ebx with string “reg”, and conduct edit distance calculation based on normalized instructions [55]. However, binary code similarity detection methods based on disassembly text can not be applied to cross-architecture detection since the instructions are typically different in different architectures. The works in [52], [29], [50], and [53] utilize cross-architecture statistical features for binary code similarity detection. Schewler et al. [50] defined statistical features of functions such as the number of instructions, size of local variables. They utilized these features to calculate and filter out candidate functions. Then they performed a more accurate but time-consuming calculation with the graph isomorphism algorithm based on CFGs. Although this method takes a pre-filtering mechanism, the graph isomorphism algorithm makes similarity calculation extremely slow. To improve the computation efficiency, Feng et al. proposed Genius which utilizes machine learning techniques for function encoding [38]. Genius uses the statistical features of the CFG proposed in [50] to compose the attributed CFG (ACFG). Then it uses a clustering algorithm to calculate the center points of ACFGs and forms a codebook with the center points. Finally, a new ACFG is encoded into a vector by computing the distance with ACFGs in the codebook and the similarity between ACFGs is calculated based on the encoded vectors. But the codebook calculation and ACFG encoding in Genius are still inefficient. Xu et al. proposed Gemini based on Genius to encode ACFG with a graph embedding network [62] for improving the accuracy and efficiency. However, the large variance of binary code across different architectures makes it difficult to find architecture-independent features [32].

#### b) Semantic-based Methods: For more accurate detection, semantic-based features are proposed and applied for code similarity detection. The semantic-based features model the code functionality, and are not influenced by different architectures. Khoo et al. applied symbolic execution technique for detecting function similarity [50]. Specifically, they obtained input and output pairs by executing basic blocks of

### TABLE IV: Results of vulnerability search. “Confirmed #” indicates the number of confirmed vulnerable functions.
a function. But the input and output pairs can not model the functionality of the whole function accurately. Ming et al. leveraged the deep taint and automatic input generation to find semantic differences in inter-procedural control flows for function similarity detection [37]. In their work, the binary code is lifted into a platform-independent intermediate representation (IR), and the data-flow analysis is conducted to construct formulas from IR. Egele et al. proposed the blanket execution, a novel dynamic equivalence testing primitive that achieves complete coverage by overwriting the intended program logic to perform the function similarity detection [35]. These semantic-based features capture semantic functionalities of a function to reduce the false positives. However, the methods above depend heavily on emulation or symbolic execution, which are not suitable for program analysis in large-scale IoT firmware since the emulation requires peripheral devices [68], [40], [23] and symbolic execution suffers from the problems of path explosion.

c) **AST in Source Code Analysis:** Since the AST can be easily generated from source code, there has been research work proposed to detect source code clone based on AST. Ira D. Baxter et al. proposed to hash ASTs of functions to buckets and compare the ASTs in the same bucket [20] to find clones. Because the method proposed in [20] is similar to Diaphora which hash ASTs, we only perform a comparative evaluation with Diaphora. In addition to the code clone detection, AST is also used in vulnerability extrapolation from source code [65], [64]. In order to find vulnerable codes that share a similar pattern, Fabian et al. [65] encoded AST into a vector and utilized the latent semantic analysis [30] to decompose the vector to multiple structural pattern vectors and compute the similarity between these pattern vectors. Yusuke Shido et al. proposed an automatic source code summary method with extended Tree-LSTM [57].

VII. DISCUSSION

In this section, we discuss the limitation of this work and future research to address these limitations.

Our work focuses on a more accurate and faster method for cross-platform binary code similarity detection. In Asteria, we use AST as a feature to capture semantic information of a function. Considering the complexity of decompilation in multiple platforms, we use the commercial tool IDA Pro. Our work relies on the correctness of the decompilation result of IDA Pro.

For the digitization of nodes before encoding an AST into the Tree-LSTM network, we remove the constant values and strings in the AST since they correspond to unlimited instances. Without the constant values and strings, the semantic information of a function may be relatively incomplete and may cause false positives. For the more accurate semantic representation of a function, we may introduce another embedding system to embed constants and strings into embedding vectors, and combine the embedding vectors with the AST encoding in Asteria to get a new AST representation. There is no doubt that adding a new embedded system will increase the computational overhead. But it achieves a good tradeoff between the computational cost and accuracy.

For the organization strategy of function pairs introduced in Section V-B, it may introduce few noises in case two functions with different names have the exactly same code logic within the same project (despite rarely in practice based on our observation). Considering the small probability of data noise and the tolerance of Tree-LSTM to data noise, we believe that our method is minimally affected. In terms of the computational overhead, Asteria is based on the Tree-LSTM network, where the model training is time-consuming if the size of an AST is large. In addition, the offline encoding is time-consuming since LSTM cannot take full advantage of GPU for parallel computing. As our future research, we plan to employ more efficient NLP techniques for AST encoding.

We conduct a vulnerability search in our firmware dataset and analyze the search results. Through our analysis, we find that the results with score of 1 are all confirmed as vulnerable cases. The functions with high scores hold similar code patterns with the vulnerable function. We hope that this work can inspire researchers about the connection between natural language and assemble language or intermediate language for binary security analysis. Notice that vulnerability verification is a very important follow-up work after the vulnerability search. We only manually confirm whether the functions are vulnerable or not, without conducting the exploitability analysis.

VIII. CONCLUSION

In this paper, we proposed Asteria, a deep learning-based AST encoding scheme to measure the semantic equivalence of functions across platforms. We used AST as the function feature and adopted the Tree-LSTM network to encode the AST into semantic representation vectors. We then employed the Siamese Network for integrating two identical Tree-LSTM networks to calculate the similarity between two AST encodings. We implemented a prototype of Asteria. For the model training, we built a large-scale cross-platform dataset containing 49,725 binary files by cross-compiling 260 open-source software. We compared our model against the state-of-the-art approach Gemini and an AST-based method Diaphora. Comprehensive evaluation results show that our Asteria outperforms Diaphora and Gemini in both accuracy and efficiency. We also conducted a vulnerability search in an IoT firmware dataset and found 75 vulnerable functions.
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