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Abstract
Statistical inference for stochastic processes based on high-frequency observations has been an active research area for more than a decade. One of the most well-known and widely studied problems is that of estimation of the quadratic variation of the continuous component of an Itô semimartingale with jumps. Several rate- and variance-efficient estimators have been proposed in the literature when the jump component is of bounded variation. However, to date, very few methods can deal with jumps of unbounded variation. By developing new high-order expansions of the truncated moments of a Lévy process, we construct a new rate- and variance-efficient estimator for a class of Lévy processes of unbounded variation, whose small jumps behave like those of a stable Lévy process with Blumenthal-Getoor index less than $8/5$. The proposed method is based on a two-step debiasing procedure for the truncated realized quadratic variation of the process. Our Monte Carlo experiments indicate that the method outperforms other efficient alternatives in the literature in the setting covered by our theoretical framework.

1 Introduction
Statistical inference for stochastic processes based on high-frequency observations has attracted considerable attention in the literature for more than a decade. Among the many problems studied so far, none has received more attention than that of the estimation of the continuous or predictable quadratic variation of an Itô semimartingale $X = \{X_t\}_{t \geq 0}$. Specifically, if

$$X_t := X_t^c + J_t := \int_0^t b_t dt + \int_0^t \sigma_s dW_s + J_t, \quad t \in [0, T],$$

where $W = \{W_t\}_{t \geq 0}$ is a Wiener process and $J = \{J_t\}_{t \geq 0}$ is a pure-jump Itô semimartingale, the estimation target is $IV_T = \int_0^T \sigma_s^2 ds$. This quantity, also known as the integrated volatility or integrated variance of $X$, has many applications, especially in finance. When $X$ is observed at times $0 = t_0 < t_1 < \ldots < t_n = T$, in the absence of jumps, an efficient estimator of $IV_T$ is given by the realized quadratic variation $\widehat{IV}_T = \sum_{i=1}^n (X_{t_i} - X_{t_{i-1}})^2$ in the so-called high-frequency asymptotic
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regime; i.e., when \( \max_{i}(t_i - t_{i-1}) \to 0 \) and \( T \equiv t_n \) is fixed. In the presence of jumps, \( \hat{IV}_T \) is no longer even consistent for \( IV_T \), instead converging to \( IV_T + \sum_{s \leq T}(\Delta X_s)^2 \), where \( \Delta X_s := X_s - X_{s-} \) denotes the jump at time \( s \). To accommodate jump behavior, several estimators have been proposed, among which the most well-known are the truncated realized quadratic variation and the multipower variations. We focus on the first class, which, unlike the second, is both rate- and variance-efficient, in the Cramer-Rao lower bound sense, when jumps are of bounded variation under certain additional conditions.

The truncated realized quadratic variation (TRQV), first introduced by Mancini in [15] and [16], is defined as

\[
\hat{C}_n(\varepsilon) = \sum_{i=1}^{n}(\Delta_i^n X)^2 I(|\Delta_i^n X| \leq \varepsilon),
\]

where \( \varepsilon = \varepsilon_n > 0 \) is a tuning parameter converging to 0 at a suitable rate. Above, \( \Delta_i^n X := X_{t_i} - X_{t_{i-1}} \) is the \( i \)-th increment of \((X_t)_{t \geq 0} \) based on evenly spaced observations \( X_{t_0}, \ldots, X_{t_n} \) over a fixed time interval \([0, T] \) (i.e., \( t_i = ih_n \) with \( h_n = T/n \)). It is shown in [17] that TRQV is consistent when either the jumps have finite activity or stem from an infinite-activity Lévy process. For a semimartingale model with Lévy jumps of bounded variation, [6] showed that the TRQV admits a feasible central limit theorem (CLT), provided that \( \varepsilon_n = ch_n^\beta \) with some \(^1\) \( \beta \in \left( \frac{1}{4}, \frac{1}{2} \right) \), where \( Y \in (0, 1) \) denotes the corresponding Blumenthal-Getoor index. In [11], consistency was established for a general Itô semimartingale \( X \), and a corresponding CLT is given when the jumps of \( X \) are of bounded variation. In that case, the TRQV attains the optimal rate and asymptotic variance of \( \sqrt{n} \) and \( 2 \int_0^T \sigma_s^2 ds \), respectively.

In the presence of jumps of unbounded variation, the situation is notably different, and the problem is comparatively much less studied. In [6], it is shown that when jumps stem from a Lévy process with stable-like small-jumps of infinite variation, the TRQV estimator \( \hat{C}_n(\varepsilon) \) converges to \( IV_T \) at a rate slower than \( \sqrt{n} \). Further, in [18] it is shown that when the jump component \( J \) is a \( Y \)-stable Lévy process and \( \varepsilon_n = h_n^\beta \) with \( \beta \in (0, 1/2), \) the decomposition \( \hat{C}_n(\varepsilon_n) - IV_T = \sqrt{n}Z_n + R_n \) holds, where \( Z_n \) converges stably in law to \( N(0, 2 \int_0^T \sigma_s^2 ds) \), while \( R_n \) is precisely of order \( \varepsilon_n^{2-Y} \) in the sense that \( R_n = O_P(\varepsilon_n^{2-Y}) \) and \( \varepsilon_n^{2-Y} = O_P(R_n) \) (which decays too slowly to allow for efficiency when \( Y > 1 \)). In [2], the smoothed version of the TRQV estimator \( \hat{C}_n^{Sm}(\varepsilon) = \sum_{i=1}^{n}(X_{t_i} - X_{t_{i-1}})^2 \varphi((X_{t_i} - X_{t_{i-1}})/\varepsilon) \) is considered, where \( \varphi \in C^\infty \) vanishes in \( \mathbb{R}\setminus(-2, 2) \) and \( \varphi(x) = 1 \) for \( x \in (-1, 1) \). In that case, using the truncation level \( \varepsilon_n := h_n^\beta \), it is shown that \( \hat{C}_n^{Sm}(\varepsilon_n) - IV_T = \sqrt{n}Z_n + R_n \) with \( R_n \) such that \( \varepsilon_n^{-(2-Y)}R_n = c_Y \int \varphi(u)|u|^{1-Y} du \), for a constant \( c_Y \). By taking \( \varphi \) such that \( \int \varphi(u)|u|^{1-Y} du = 0, \) a “bias-corrected” estimator was considered under the additional condition that \( Y < 4/3 \). Specifically, the resulting estimator is such that, for any \( \tilde{\varepsilon} > 0, \) \( \hat{C}_n^{Sm}(\varepsilon_n) - IV_T = o_P(h_n^{1/2-\tilde{\varepsilon}}) \), “nearly” attaining the optimal statistical error \( O_P(h_n^{1/2}) \). Unfortunately, the construction of such an estimator requires knowledge or accurate estimation of the jump intensity index \( Y \), and no feasible CLT was proved when jumps are of unbounded variation even assuming \( Y \) is known.

Until very recently, in the case of jumps of unbounded variation, the only rate- and variance-efficient estimator of the integrated volatility known in the literature was that proposed by Jacob

\(^1\) N.b.: in [6], a different parameterization of the threshold parameter \( \beta \) is used.

\(^2\) The authors in [2], in fact, consider the more general estimation of \( \int_0^T f(X_s)\sigma_s^2 ds \) for functions \( f \) of polynomial growth, for which \( IV_T \) is a special case.
and Todorov [12], under the additional condition that the jump intensity index \( Y < 3/2 \) or the process \( X \) has a symmetric jump component\(^3\). Their estimator is based on locally estimating the volatility from the empirical characteristic function of the process’ increments over disjoint time intervals shrinking to 0, but still containing an increasing number of observations. It requires two debiasing steps, which are simpler to explain for a Lévy process \( X \) with symmetric \( Y \)-stable jump component \( J \). The first debiasing step is meant to reduce the bias introduced when attempting to estimate \( \log \mathbb{E}(\cos(\omega X_{h_n})/\sqrt{h_n}) \) with \( \log \left\{ \frac{1}{n} \sum_{i=1}^{n} \cos \left( \omega \Delta_{i}^{n} X / \sqrt{h_n} \right) \right\} \). The second debiasing step is aimed at eliminating the second term in the expansion \(-2 \log \mathbb{E}(\cos(\omega X_{h_n})/\sqrt{h_n})/\omega^2 = \sigma^2 + 2|\gamma|^Y \omega^{Y-2} h_n^{1-Y/2} + O(h_n)\), which otherwise diverges when multiplied by the optimal scaling \( h_n^{-1/2} \). Using an extension of this approach, Jacod and Todorov were able to apply these techniques to a more general class of Itô semimartingales in [13], even allowing any \( Y < 2 \), though only rate-efficient, but not variance-efficient, estimators were ultimately constructed. It is stated therein that both rate- and variance-efficiency can be achieved for symmetric jump components for this more general class of semimartingales.

Recently, Mies [19] proposed an efficient estimation method for Lévy processes based on the generalized method of moments. Specifically, for some suitable functions \( f_1, f_2, \ldots, f_m \) and a scaling factor \( u_n \to \infty \), [19] proposed to search for the parameter values \( \hat{\theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_m) \) such that

\[
\frac{1}{n} \sum_{i=1}^{n} f_j(u_n \Delta_{i}^{n} X) - \mathbb{E}_{\hat{\theta}}(f_j(u_n \Delta_{i}^{n} \bar{X})) = 0, \quad j = 1, \ldots, m,
\]

where \( \bar{X} \) is the superposition of a Brownian motion and independent stable Lévy processes closely approximating \( X \) in a certain sense. The distribution measure \( \mathbb{P}_{\theta} \) of \( \bar{X} \) depends on some parameters \( \theta = (\theta_1, \ldots, \theta_m) \), one of which is the volatility \( \sigma \) of \( X \), and \( \mathbb{E}_{\theta}(\cdot) \) denotes the expectation with respect to \( \mathbb{P}_{\theta} \). Though in principle this method is efficient, it suffers from several important drawbacks. First, its finite-sample performance critically depends on the chosen moment functions \( f_1, \ldots, f_m \). Secondly, its implementation is computationally expensive and may lead to numerical issues since it involves solving a system of nonlinear equations. Moreover, in addition to the required use of a numerical solver to determine the values of \( \hat{\theta} \) in (1.2), the expectations contained therein need to be numerically evaluated since the moments \( \mathbb{E}_{\theta}(f_j(u_n \Delta_{i}^{n} \bar{X})) \) are typically not explicit. This fact introduces numerical errors that complicates its performance.

In this paper, we consider a new method to estimate the volatility of a Lévy process under a semiparametric specification of the jump component. To the best of our knowledge, our method, together with those in [12] and [19], are the only efficient methods to deal with Lévy processes with jumps of unbounded variation. The idea is natural. We simply apply debiasing steps similar to those of [12] to the TRQV of [17]. To give the heuristics as to why this strategy works, let us consider a small-time expansion of the truncated second moment \( \mathbb{E}(X_{h_n}^2 \mathbf{1}_{\{|X_{h_n}| \leq \varepsilon_n\}}) \) under the asymptotic regime \( \varepsilon_n / \sqrt{h_n} \to \infty \). Using a variety of techniques, including a change of probability measure, Fourier-based methods, and small-large jump decompositions, we show the following expansion:

\[
\mathbb{E}
\left[
X_{h_n}^2 \mathbf{1}_{\{|X_{h_n}| \leq \varepsilon_n\}}
\right]
= \sigma^2 h_n + c_1 h_n \varepsilon_n^{2-Y} + c_2 h_n^2 \varepsilon_n^{-Y} + O(h_n^3 \varepsilon_n^{-Y-2}) + O(h_n^2 \varepsilon_n^{2-2Y}),
\]

\(^3\)The authors in [12] also constructed an estimator that is rate-efficient even in the presence of asymmetric jumps, but its asymptotic variance is twice as big as the optimal value \( 2 \int_0^T \sigma_s^4 ds \).
for certain constants \(c_1, c_2 \neq 0\). Based on this expansion, it is easy to see that the rescaled bias \(\mathbb{E}[h_n^{1/2}(\hat{C}_n(\varepsilon) - \sigma^2 T)]\) satisfies

\[
\mathbb{E}\left[h_n^{1/2}\left(\hat{C}_n(\varepsilon) - \sigma^2 T\right)\right] = Tc_1 h_n^{-1/2} \varepsilon_n^{2-Y} + Tc_2 h_n^{1/2} \varepsilon_n^{-Y} + O\left(h_n^{3/2} \varepsilon_n^{-Y-2}\right) + O\left(h_n^{1/2} \varepsilon_n^{2-2Y}\right),
\]

which suggests the necessity of the condition \(h_n^{-1/2}\varepsilon_n^{-2Y} = o(1)\) for a feasible CLT for \(\hat{C}_n(\varepsilon)\) at the rate \(\sqrt{h_n}\). However, together with the (necessary) condition \(\varepsilon_n/\sqrt{h_n} \to \infty\), this can happen only if \(Y < 1\), and removal of the first terms in (1.3) is necessary for efficient estimation, when jumps are of unbounded variation. To that end, note that for any \(\zeta > 1\),

\[
\mathbb{E}\left(\hat{C}_n(\zeta \varepsilon) - \hat{C}_n(\varepsilon)\right) = c_1 \zeta^{2-Y} - 1)\varepsilon_n^{2-Y} + \text{h.o.t.},
\]

\[
\mathbb{E}\left(\hat{C}_n(\zeta^2 \varepsilon) - 2\hat{C}_n(\zeta \varepsilon) + \hat{C}_n(\varepsilon)\right) = c_1 (\zeta^{2-Y} - 1)\varepsilon_n^{2-Y} + \text{h.o.t.},
\]

where “h.o.t.” means high order terms. The above formulas motivate the “bias-corrected” estimator

\[
\hat{C}_n'(\varepsilon; \zeta) := \hat{C}_n(\varepsilon) - \frac{\left(\hat{C}_n(\zeta \varepsilon) - \hat{C}_n(\varepsilon)\right)^2}{\hat{C}_n(\zeta^2 \varepsilon) - 2\hat{C}_n(\zeta \varepsilon) + \hat{C}_n(\varepsilon)},
\]

which is the essence of the debiasing procedure of [12]. As we shall see, the story is more complicated than what the simple heuristics above suggest. Our main result shows that, for a class of Lévy processes with stable-like small jumps and some additional mild conditions, the estimator (1.4) is indeed rate- and variance-efficient provided that \(Y < 4/3\). Furthermore, if \(Y < 8/5\), a second bias correcting step will achieve both rate- and variance-efficiency (for the case \(8/5 \leq Y < 2\), see remark at the end of Section 3). As mentioned above, our estimator provides a simple alternative method to those of [12] and [19]. Furthermore, our Monte Carlo experiments indicate improved performance for the important class of CGMY Lévy processes (cf. [5]).

The rest of this paper is organized as follows. Section 2 introduces the framework and assumptions as well as some known preliminary results from the literature. Section 3 introduces the debiasing method and main results of the paper. Section 4 illustrates the performance of our method via Monte Carlo simulations and compares it to the method in [12]. The proofs are deferred to three appendix sections.

## 2 Setting and background

In this section, we introduce the model and main assumptions, some notation, and collect several facts needed from the literature. Our setting is similar to that of [7, Section 2] and is described here in detail for completeness. We consider a 1-dimensional Lévy process \(X = (X_t)_{t \in \mathbb{R}_+}\), defined on a complete filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in \mathbb{R}_+}, \mathbb{P})\) that can be decomposed as

\[
X_t = \sigma W_t + J_t, \quad t \in \mathbb{R}_+,
\]

where \(W := (W_t)_{t \in \mathbb{R}_+}\) is a Wiener process and \(J := (J_t)_{t \in \mathbb{R}_+}\) is an independent pure-jump Lévy process with Lévy triplet \((b, 0, \nu)\). The Lévy measure \(\nu\) is assumed to admit a density \(s : \mathbb{R}_0 \to \mathbb{R}_+\) of the form

\[
s(x) := \frac{d\nu}{dx} := (C_+ 1_{(0, \infty)}(x) + C_- 1_{(-\infty, 0)}(x))q(x)|x|^{1-Y}, \quad x \in \mathbb{R}_0.
\]
Here, $C_\pm > 0$, $Y \in (1,2)$, and $q : \mathbb{R}_0 \to \mathbb{R}_+$ is a bounded Borel-measurable function satisfying the following assumptions:

**Assumption 2.1.**

(i) $q(x) \to 1$, as $x \to 0$;

(ii) there exist $\alpha_\pm \neq 0$ such that

$$\int_{(0,1]} |q(x) - 1 - \alpha_+ x|^{-Y-1} dx + \int_{(-1,0]} |q(x) - 1 - \alpha_- x|^{-Y-1} dx < \infty;$$

(iii) $\limsup_{|x| \to \infty} \frac{|\ln q(x)|}{|x|} < \infty$;

(iv) for any $\varepsilon > 0$,

$$\inf_{|x| < \varepsilon} q(x) > 0;$$

(v) $\int_{|x| > 1} q(x)^2 |x|^{-1-Y} dx < \infty$.

These processes are sometimes called “stable-like Lévy processes” and were studied in [7, 9]. In simple terms, condition (i) above says that the small jumps of the Lévy process $X$ behave like those of a $Y$-stable Lévy process with Lévy measure $\tilde{\nu}(dx) := (C_+ 1_{(0,\infty)}(x) + C_- 1_{(-\infty,0)}(x))|x|^{Y-1} dx$. (2.3)

The condition $Y \in (1,2)$ implies that $J$ has unbounded variation in that sense that

$$\sum_{i=1}^n |J_{t_i} - J_{t_{i-1}}| \to \infty \text{ a.s.,}$$

as the partition $0 = t_0 < t_1 < \cdots < t_n = T$ is such that $\max\{t_i - t_{i-1}\} \to 0$.

As in [7], it will be important for our analysis to apply a density transformation technique [24, Section 6.33] to “transform” the process $J$ into a stable Lévy process. Concretely, we can change the probability measure from $P$ to another locally absolutely continuous measure $\tilde{P}$, under which $W$ is still a standard Brownian motion independent of $J$, but, under $\tilde{P}$, $J$ has Lévy triplet $(\tilde{b}, 0, \tilde{\nu})$, where $\tilde{\nu}(dx)$ is given as in (2.3) and $\tilde{b} := b + \int_{|x| \leq 1} x(\tilde{\nu} - \nu)(dx)$. For future reference, we recall that (see [7]), for any $t \in \mathbb{R}_+$,

$$U_t := \ln \frac{d\tilde{P}}{dP}|_{\mathcal{F}_t} = \lim_{\varepsilon \to 0} \left( \sum_{s \in (0,t]; |\Delta J_s| > \varepsilon} \varphi(\Delta J_s) + t \int_{|x| > \varepsilon} (e^{-\varphi(x)} - 1) \tilde{\nu}(dx) \right),$$

where $\varphi(x) = -\ln q(x)$. Under $\tilde{P}$, the centered process $S := (S_t)_{t \in \mathbb{R}_+}$, given by

$$S_t := J_t - t\tilde{\gamma}, \quad \tilde{\gamma} := \tilde{E}(J_1) = \tilde{b} + \int_{|x| > 1} x \tilde{\nu}(dx),$$

(2.5)
is a strictly $Y$-stable process with its scale, skewness, and location parameters given by $[(C_+ + C_-)\Gamma(-Y)]\cos(\pi Y/2)]^{1/Y}$, $(C_+ - C_-)/(C_+ + C_-)$, and 0, respectively. We recall the following bounds for the tail probabilities and density of $S_1$ under $\tilde{\mathbb{P}}$, which hereafter we denote $p_S$:

$$p_S(\pm z) \leq \tilde{K} z^{-Y-1},$$

$$\left| p_S(\pm z) - C_{\pm} z^{-Y-1} \right| \leq \tilde{K}(z^{-Y-1} \land z^{-2Y-1}),$$

$$\tilde{\mathbb{P}}(\pm S_1 > z) \leq \tilde{K} z^{-Y},$$

$$\left| \tilde{\mathbb{P}}(\pm S_1 > z) - C_{\pm} z^{-Y} \right| \leq \tilde{K} z^{-2Y},$$

(2.6)

for a constant $\tilde{K} < \infty$. The inequalities above can be derived from the asymptotics in Section 14 of [24] (see [7] for more details).

It will be useful later on to express the processes $S = (S_t)_{t \in \mathbb{R}_+}$ and $U := (U_t)_{t \in \mathbb{R}_+}$ in terms of the jump measure $N(dt, dx)$ of the process $J$ and its compensator $\tilde{\nu}(dx)dt$ under $\tilde{\mathbb{P}}$. Specifically, with $\tilde{N}(dt, dx) := N(dt, dx) - \tilde{\nu}(dx)dt$, we have:

$$J_t = S_t + t\tilde{\gamma} := S^+_t + S^-_t + t\tilde{\gamma},$$

(2.7)

$$U_t = \tilde{U}_t + \eta := \int_0^t \int_{\mathbb{R}_0} \varphi(x)\tilde{N}(ds, dx) + t\eta,$$

(2.8)

where

$$S^+_t := \int_0^t \int_{(0,\infty)} x\tilde{N}(dt, dx), \quad S^-_t := \int_0^t \int_{(-\infty,0)} x\tilde{N}(dt, dx), \quad \eta := \int_{\mathbb{R}_0} (\exp(-\varphi(x)) - 1 + \varphi(x))\tilde{\nu}(dx).$$

Under $\tilde{\mathbb{P}}$, $S^+ := (S^+_t)_{t \in \mathbb{R}_+}$ and $-S^- := (-S^-_t)_{t \in \mathbb{R}_+}$ are independent one-sided $Y$-stable processes with scale, skewness, and location parameters given by $[(C_{\pm}\Gamma(-Y))\cos(\pi Y/2)]^{1/Y}$, 1, and 0, respectively, so that (cf. [27, Theorem 2.6.1])

$$\tilde{\mathbb{E}}(\exp(\mp S^\pm_t)) = \exp \left( C_{\pm}\Gamma(-Y) \cos \left( \frac{\pi Y}{2} \right) \text{sgn}(1 - Y)t \right) < \infty.$$  

### 3 Main results

In this section, we construct an efficient estimator for the volatility parameter $\sigma^2$ based on the well-studied estimator TRQV (1.1). Throughout, we assume the process $X = \{X_t\}_{t \geq 0}$ is sampled at $n$ evenly spaced observations, $X_{t_1}, X_{t_2}, \ldots, X_{t_n}$, during a fixed time interval $[0, T]$, where for $i = 0, \ldots, n$, $t_i = t_{i,n} = ih_n$ with $h_n = T/n$. As usual, we define the increments of the process as $\Delta^n X := X_{t_n} - X_{t_{i-1}}$, $i = 1, \ldots, n$ and, for simplicity, assume that $T = 1$. In what follows, we sometimes approximate $X$ by a Lévy process $\tilde{X} := (\tilde{X}_t)_{t \in \mathbb{R}_+}$ with characteristic triplet $(0, \sigma^2, \tilde{\nu})$, where $\tilde{\nu}$ is defined in (2.3). Note that, under $\tilde{\mathbb{P}}$,

$$\tilde{X} \overset{D}{=} \sigma W + S,$$

where $\overset{D}{=}$ denotes equality in law, and, for notational simplicity, we assume $\tilde{X}$ has the same distribution under both $\tilde{\mathbb{P}}$ and $\mathbb{P}$.
As mentioned in the introduction, the TRQV estimator \( \tilde{C}_n(\varepsilon) \) is not efficient since it possesses a bias that vanishes at a rate slower than \( n^{-1/2} \), the rate at which the “centered” TRQV,

\[
\tilde{C}_n(\varepsilon) = \sum_{i=1}^{n} \left\{ (\Delta_i^n X)^2 1_{\{|\Delta_i^n X| \leq \varepsilon\}} - \mathbb{E}(X_{h_n}^2 1_{\{|X_{h_n}| \leq \varepsilon\}}) \right\},
\]

converges to Gaussianity. To overcome this, our idea is to apply the debiasing procedure of [12] to the TRQV. Unlike the referred work, our procedure is simpler, as it does not require an extra debiasing step to correct the nonlinear nature of the logarithmic transformation employed therein nor does it require a symmetrization step to deal with asymmetric Lévy measures.

Before constructing our estimator, we first establish an infeasible CLT for an approximately centered estimator, where the truncated moment \( \mathbb{E}(X_{h_n}^2 1_{\{|X_{h_n}| \leq \varepsilon\}}) \) is replaced by the quantity \( \tilde{\mathbb{E}}(\tilde{X}_{h_n}^2 1_{\{\tilde{X}_{h_n} \leq \varepsilon\}}) \). Below and throughout the rest of the paper, we use the usual notation \( a_n \ll b_n \), whenever \( a_n/b_n \to 0 \) as \( n \to \infty \).

**Proposition 3.1.** Suppose that \( 1 < Y < 8/5 \) and \( h_n^{-\frac{4}{1+Y}} \ll \varepsilon_n \ll h_n^{-\frac{4}{1+Y}} \). Then, as \( n \to \infty \),

\[
Z_n(\varepsilon_n) := \sqrt{n} \left( \sum_{i=1}^{n} \left[ (\Delta_i^n X)^2 1_{\{|\Delta_i^n X| \leq \varepsilon_n\}} - \mathbb{E}(\tilde{X}_{h_n}^2 1_{\{\tilde{X}_{h_n} \leq \varepsilon_n\}}) \right] \right) \xrightarrow{D} \mathcal{N}(0, 2\sigma^4). \tag{3.1}
\]

The role of the next result is twofold. First, it establishes the asymptotic normality of \( \tilde{C}_n(\varepsilon) \) using a fully specified (unobservable) centering quantity \( A(\varepsilon, h) \) rather than the inexplicit centering term \( \mathbb{E}(\tilde{X}_{h_n}^2 1_{\{\tilde{X}_{h_n} \leq \varepsilon_n\}}) \) of Proposition 3.1 (the quantity \( A(\varepsilon, h) \) will subsequently be estimated and removed through our proposed debiasing method). Secondly, subject to this centering, it provides the joint asymptotic behavior of \( \tilde{C}_n(\varepsilon) \) and the difference \( \tilde{C}_n(\varepsilon) - C_n(\varepsilon) \), for some \( \zeta > 1 \); this is the main technical result from which we deduce the efficiency of our debiased estimator.

**Theorem 3.2.** Suppose that \( 1 < Y < 8/5 \) and \( h_n^{-\frac{4}{1+Y}} \ll \varepsilon_n \ll h_n^{-\frac{4}{1+Y}} \). Let

\[
\tilde{Z}_n(\varepsilon) := \sqrt{n} \left( \tilde{C}_n(\varepsilon) - \sigma^2 - A(\varepsilon, h) \right),
\]

where

\[
A(\varepsilon, h) = \frac{C_+ + C_-}{2 - Y} \varepsilon^{2-Y} - (C_+ + C_-) \frac{(Y+1)(Y+2)}{2Y} \sigma^2 h \varepsilon^{-Y}. \tag{3.2}
\]

Then, for arbitrary \( \zeta > 1 \),

\[
\left( u_n^{-1} \left( \tilde{Z}_n(\varepsilon_n) - \tilde{Z}_n(\varepsilon) \right) \right) \xrightarrow{D} \mathcal{N} \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 2\sigma^4 & 0 \\ 0 & \frac{C_+ + C_-}{4 - Y} (\zeta^{4-Y} - 1) \end{pmatrix} \right), \tag{3.3}
\]

as \( n \to \infty \), where \( u_n := h_n^{-\frac{4}{1+Y}} \varepsilon_n^{-\frac{2}{2-Y}} \to 0 \).

**Remark 3.3.** Note that (3.3) implies that

\[
\varepsilon_n^{-1/2} \left( \tilde{C}_n(\varepsilon) - C_n(\varepsilon) - \frac{C_+ + C_-}{2 - Y} (\varepsilon^{2-Y} - 1) \right) \xrightarrow{D} \mathcal{N} \left( 0, \frac{C_+ + C_-}{4 - Y} (\zeta^{4-Y} - 1) \right).
\]
In particular,
\[
\frac{\hat{C}_n(\zeta \varepsilon) - \hat{C}_n(\varepsilon)}{\varepsilon^{2-Y}} \xrightarrow{p} \frac{C_+ + C_-}{2-Y}(\zeta^{2-Y} - 1). \tag{3.4}
\]

Expression (3.4) plays a role in our numerical implementation in Section 4.

We are now in a position to introduce our proposed estimator. Let \( \zeta_1, \zeta_2 > 1 \), and set
\[
\tilde{C}_n'(\varepsilon, \zeta_1) = \hat{C}_n(\varepsilon) - \left( \frac{\hat{C}_n(\zeta_1 \varepsilon) - \hat{C}_n(\varepsilon)}{C_n(\zeta_1^2 \varepsilon) - 2 \hat{C}_n(\zeta_1 \varepsilon) + \hat{C}_n(\varepsilon)} \right)^2,
\]
\[
\tilde{C}_n''(\varepsilon, \zeta_2, \zeta_1) = \tilde{C}_n'(\varepsilon, \zeta_1) - \left( \frac{\tilde{C}_n''(\zeta_2 \varepsilon, \zeta_1) - \tilde{C}_n'(\varepsilon, \zeta_1)}{C_n(\zeta_2^2 \varepsilon, \zeta_1) - 2 C_n'(\zeta_2 \varepsilon, \zeta_1) + C'_n(\varepsilon, \zeta_1)} \right)^2. \tag{3.5}
\]

The next theorem is the main result of the paper. It establishes the rate- and variance-efficiency of the two-step debiased estimator \( \tilde{C}_n''(\varepsilon, \zeta_2, \zeta_1) \) provided \( Y < 8/5 \).

**Theorem 3.4.** Suppose that \( 1 < Y < 8/5 \) and \( h_n^{4/3} \ll \varepsilon_n \ll h_n^{1/3} \sqrt{2^3 Y/2} \). Then, as \( n \to \infty \),
\[
\sqrt{n} \left( \tilde{C}_n''(\varepsilon, \zeta_2, \zeta_1) - \sigma^2 \right) \xrightarrow{D} N(0, 2 \sigma^4).
\]

It is customary to use power thresholds of the form \( \varepsilon_n = c_0 h_n^\beta \), where \( c_0 > 0 \) and \( \beta > 0 \) are some constants\(^4\). In that case, the assumption \( h_n^{4/3} \ll \varepsilon_n \ll h_n^{1/3} \sqrt{2^3 Y/2} \) in Theorem 3.4 becomes
\[
\left( \frac{1}{4-Y} \sqrt{ \frac{1}{2} + \frac{Y}{2} } \right) \leq \beta \leq \frac{4}{8+Y}. \tag{3.7}
\]

Note that the value of \( \beta = 5/12 \) satisfies the above constraint for any value \( Y \) of the possible range considered by Theorem 3.4.

**Remark 3.5.** As a consequence of the proof of Theorem 3.4, it follows that if \( 1 < Y < 4/3 \), then only one debiasing step is needed to achieve efficiency. That is, for \( 1 < Y < 4/3 \), we already have
\[
\sqrt{n} \left( \tilde{C}_n'(\varepsilon, \zeta_1) - \sigma^2 \right) \xrightarrow{D} N(0, 2 \sigma^4),
\]
whenever \( h_n^{1/3} \ll \varepsilon_n \ll h_n^{2+1/2} \). If \( 4/3 \leq Y < 8/5 \), the proof of Theorem 3.4 shows a second debiasing step is required. These two facts suggest that further debiasing steps similar to (3.5)-(3.6) could lead to an extension of this method to handle values of \( Y \) larger than 8/5. This conjecture requires significant further analysis beyond the scope of the present paper and, hence, we leave it for future research.

\(^4\)Though, it is shown in [8] that under the setting of Section 2, the optimal threshold \( \epsilon^* \) is such that \( \epsilon^* \sim \sqrt{(2-Y)\sigma^2 h_n \ln(1/h_n)}. \)
4 Monte Carlo performance for CGMY Lévy processes

In this section, we study the performance of the two-step debiasing procedure introduced in the previous section to the case of a Lévy process with a CGMY jump component $J$ (cf. [5]). Specifically, we work with simulated data from the model (2.1) where $\{J_t\}_{t \geq 0}$ is a CGMY process, independent of the Brownian motion $\{W_t\}_{t \geq 0}$, with Lévy measure having a $q$-function, in the notation of (2.2), of the form:

$$q(x) = e^{-Mx}1_{(0,\infty)}(x) + e^{Gx}1_{(-\infty,0)}(x),$$

and $C_+ = C_- = C$. Thus, the conditions of Assumption 2.1 are satisfied with $\alpha_+ = -M$ and $\alpha_- = G$. We adopt the parameter setting

$$C = 0.028, \quad G = 2.318, \quad M = 4.025,$$

which are similar to those used in [9]5, and take $\sigma = 0.2, 0.4$ and $Y = 1.25, 1.35, 1.5, 1.7$, respectively. We take $T = 1$ year and $n = 252(6.5)(12)$, which corresponds to a frequency of 5 minutes (assuming 252 trading days and a 6.5-hour trading period each day).

In a fashion similar to [12], for the threshold $\varepsilon = \theta h^\beta$, we take $\theta = \sigma_BV$, where

$$\sigma_B^2 = \frac{\pi}{2} \sum_{i=2}^{n} \left| \Delta^n_{i-1} X \right| \left| \Delta^n_i X \right|,$$

which is the standard Bipower variation estimator of $\sigma^2$ introduced by [3]. For the value of $\beta$ we take $\beta = \frac{5}{12}$, which, as mentioned above, satisfies the condition (3.7) for any $Y \in (1, 8/5)$. We compare the performance of the following estimators:

1. TRQV: $\tilde{C}_n(\varepsilon) = \sum_{i=1}^{n} \left( \Delta^n_i X \right)^2 1_{\left| \Delta^n_i X \right| \leq \varepsilon}$;

2. 1-step debiasing estimator removing positive bias:

$$\widetilde{C}_{n, pb}(\varepsilon, \zeta_1, p_1) = \tilde{C}_n(\varepsilon) - \eta_1 \left( \tilde{C}_n(\zeta_1 \varepsilon) - \tilde{C}_n(\varepsilon) \right),$$

$$\eta_1 = \frac{\tilde{C}_n(p_1 \zeta_1 \varepsilon) - \tilde{C}_n(p_1 \varepsilon)}{\tilde{C}_n(p_1 \zeta_1^2 \varepsilon) - 2 \tilde{C}_n(p_1 \zeta_1 \varepsilon) + \tilde{C}_n(p_1 \varepsilon)} \vee 0,$$

with $\zeta_1 = 1.45$ and $p_1 = 0.6$, which were selected to achieve favorable estimation performance. If $\tilde{C}_{n, pb}(\varepsilon, \zeta_1, p_1)$ is negative, we recompute $\eta_1$ with $\varepsilon = 2\varepsilon / 3$. This method is inspired by [12] and is motivated by the following decomposition of the bias correction term of (3.5) into a product of two factors:

$$\frac{\left( \tilde{C}_n(\zeta_1 \varepsilon) - \tilde{C}_n(\varepsilon) \right)}{\tilde{C}_n(\zeta_1^2 \varepsilon) - 2 \tilde{C}_n(\zeta_1 \varepsilon) + \tilde{C}_n(\varepsilon)} \times \left( \tilde{C}_n(\zeta_1 \varepsilon) - \tilde{C}_n(\varepsilon) \right),$$

where, due to (3.4), the first term estimates $(\zeta_1^2 - 1)^{-1}$, which is positive. So, we should expect $\eta_1 > 0$.

---

5[9] considers the asymmetric case $\nu(dx) = C_{\alpha q(x)}(x)|x|^{-1-Y} dx$ with $C_+ = 0.015$ and $C_- = 0.041$. Here, we take $C = (C_+ + C_-)/2$ in order to simplify the simulation of the model. The parameter values of $C_+, C_-, G$, and $M$ used in [9] were taken from [14], who calibrated the tempered stable model using market option prices.
3. 2-step debiasing estimator removing negative bias:

\[
\tilde{C}_{n,nb}(\varepsilon, \zeta_2, \zeta_1, \epsilon_2, p_2, p_1) = \tilde{C}_{n,pb}(\varepsilon, \zeta_2, \zeta_1, \epsilon_2, p_2, p_1) - \eta_2\left(\tilde{C}_{n,pb}(\zeta_2 \epsilon_2, \zeta_1, \epsilon_1, p_1) - \tilde{C}_{n,pb}(\varepsilon, \zeta_1, p_1)\right) \vee 0,
\]

\[
\eta_2 = \frac{\tilde{C}_{n,pb}(p_2 \zeta_2 \epsilon_2, \zeta_1, p_1) - \tilde{C}_{n,pb}(p_2 \epsilon_2, \zeta_1, p_1)}{\tilde{C}_{n,pb}(p_2 \zeta_2 \epsilon_2, \zeta_1, p_1) - 2\tilde{C}_{n,pb}(p_2 \zeta_2 \epsilon_2, \zeta_1, p_1) + \tilde{C}_{n,pb}(p_2 \epsilon_2, \zeta_1, p_1)} \land 0,
\]

with \( \zeta_1 = 1.45, \ zeta_2 = 1.2, \ p_1 = 0.6, \) and \( p_2 = 0.75. \) If \( \tilde{C}_{n,nb}(\varepsilon, \zeta_2, \zeta_1, \epsilon_2, p_2, p_1) \) is negative, we recompute \( \eta_2 \) with \( \epsilon = 2 \epsilon/3. \) The reason for this adjustment is the fact that \( \eta_2 \) is expected to be negative since it serves as estimate of \( (\zeta_2^2 - 1)^{-1}. \) The values of the tuning parameters \( \zeta_1, \zeta_2, p_1, p_2 \) were selected for favorable estimation performance.

We further compare the simulated performance of the above estimators to the estimator implemented in the Monte Carlo study in [12]. Specifically, we use the equation (5.3) in the paper [12]:

\[
\tilde{C}_{JT,53}(u_n, \zeta) = \tilde{C}_{JT}(u_n) - \eta\left(\tilde{C}_{JT}(\zeta u_n) - \tilde{C}_{JT}(u_n)\right) \land 0
\]

\[
\eta = \frac{\tilde{C}_{JT}(p_0 \zeta u_n) - \tilde{C}_{JT}(p_0 u_n)}{\tilde{C}_{JT}(p_0 \zeta^2 u_n) - 2\tilde{C}_{JT}(p_0 \zeta u_n) + \tilde{C}_{JT}(p_0 u_n)} \land 0,
\]

where \( \tilde{C}_{JT} \) denotes their “nonsymmetrized” two-step debiased estimator. For the parameter settings, we take

\[ \zeta = 1.5, \quad u_n = (\ln(1/h_n))^{-1/3} / \sigma_{BV}, \quad p_0 = 0.5, \]

where the values of \( \zeta \) and \( u_n \) were those suggested by [12] and the value of \( p_0 \) was chosen for favorable estimation performance. Note that, since a Lévy model has constant volatility, it is not necessary to localize the estimator and, hence, we treat the 1-year data as one block, which corresponds to \( k_n = 252(6.5)(12) \) in the notation of [12].

The simulation results are summarized in Tables 1-8. We report the sample means, standard deviations (SDs), the average and SD of relative errors, the MSEs, and median of absolute deviations (MADs) of each of the four estimators described above, based on 1000 simulations.

When \( \sigma = 0.2 \) and \( Y = 1.25 \) or 1.35, or when \( \sigma = 0.4 \) and \( Y = 1.25, 1.35, \) or 1.5, \( \tilde{C}_{n,nb}^{''} \) significantly outperforms \( \tilde{C}_{n,pb}. \) Also, \( \tilde{C}_{n,nb}^{''} \) has superior performance compared to \( \tilde{C}_{JT,53} \) as measured by MSE and MAD. Table 3 also shows that, though when \( \sigma = 0.2 \) and \( Y = 1.5, \) \( \tilde{C}_{n,nb}^{''} \) has larger MSE and MAD than \( \tilde{C}_n \) and \( \tilde{C}_{n,pb}, \) it still performs better than \( \tilde{C}_{JT,53} \): the MSE and MAD of \( \tilde{C}_{n,nb}^{''} \) in this case are approximately 53% and 73% of those of \( \tilde{C}_{JT,53}, \) respectively. Tables 4 and 8 show that, when \( Y = 1.7, \) which is not covered by our theoretical framework (c.f. Remark 3.5), \( \tilde{C}_{n,nb}^{''} \) has larger MSE and MAD than \( \tilde{C}_{JT,53}. \) Overall, we conclude that our debiasing procedure outperforms \( \tilde{C}_{JT,53} \) when \( Y \in (1, 1.5]. \)
Table 1: Estimation based on simulated 5-minute observations of 1000 paths over a 1 year time horizon. The parameters are $Y = 1.25$ and $\sigma = 0.2$.

|            | Sample Mean | Sample SD | Mean of Relative Error | SD of Relative Error | MSE      | MAD      |
|------------|-------------|-----------|------------------------|----------------------|----------|----------|
| $\hat{C}_n$ | 0.034962    | 0.000455  | -0.1260                | 0.0114               | 2.56E-05 | 5.05E-03 |
| $\tilde{C}_{n,pb}$ | 0.034962 | 0.000455  | -0.1260                | 0.0114               | 2.56E-05 | 5.05E-03 |
| $\tilde{C}_{n,nb}$ | 0.040360 | 0.000487  | 0.0090                 | 0.0122               | 3.67E-07 | 4.31E-04 |
| $\tilde{C}_{JT,53}$ | 0.041260 | 0.000748  | 0.0315                 | 0.0187               | 2.15E-06 | 1.32E-03 |

Table 2: Estimation based on simulated 5-minute observations of 1000 paths over a 1 year time horizon. The parameters are $Y = 1.35$ and $\sigma = 0.2$.

|            | Sample Mean | Sample SD | Mean of Relative Error | SD of Relative Error | MSE      | MAD      |
|------------|-------------|-----------|------------------------|----------------------|----------|----------|
| $\hat{C}_n$ | 0.036021    | 0.000475  | -0.0995                | 0.0119               | 1.61E-05 | 3.96E-03 |
| $\tilde{C}_{n,pb}$ | 0.036021 | 0.000475  | -0.0995                | 0.0119               | 1.61E-05 | 3.96E-03 |
| $\tilde{C}_{n,nb}$ | 0.041365 | 0.000519  | 0.0341                 | 0.0130               | 2.13E-06 | 1.36E-03 |
| $\tilde{C}_{JT,53}$ | 0.042505 | 0.001467  | 0.0626                 | 0.0367               | 8.43E-06 | 2.61E-03 |

A Proofs for main theorems

Throughout the proofs, we routinely make use of the following fact: under the assumption $h_n^\frac{4}{Y_n} \ll \varepsilon_n$ made throughout Section 3, it holds $e^{-\frac{\varepsilon_n^4}{2\sigma^4 h_n}} \ll h_n^s$ for any $s > 0$. For notational simplicity, we also often omit the subscript $n$ in $h_n$ and $\varepsilon_n$.

Proof of Proposition 3.1. Note that the variable $Z_n(\varepsilon)$ of (3.1) can be decomposed as follows:

$$Z_n(\varepsilon) = \sqrt{n} \sum_{i=1}^n \left( (\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \varepsilon} - \mathbb{E}((\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \varepsilon}) \right)$$

$$+ n^{3/2} \left( \mathbb{E}((\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \varepsilon}) - \mathbb{E}(\tilde{X}_n^2 1_{|\tilde{X}_n| \leq \varepsilon}) \right)$$

$$=: T_1 + T_2.$$  

Define $\xi_i^n := \sqrt{n} \left( (\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \varepsilon} - \mathbb{E}((\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \varepsilon}) \right)$ and observe that $\xi_i^n$, $1 \leq i \leq n$ are independent and $\mathbb{E}(\xi_i^n) = 0$. Note that Lemma B.3 implies that

$$\text{Var} \left( (\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \varepsilon} \right) = 2\sigma^4 h^2 + \frac{C_+ + C_-}{4 - Y} h \varepsilon^4 - Y + o(h \varepsilon^4),$$  

and, therefore,

$$\text{Var}(Z_n(\varepsilon)) = \sum_{i=1}^n \mathbb{E}(\xi_i^n)^2 = n^2 \text{Var} \left( (\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \varepsilon} \right)$$

$$= 2\sigma^4 + \frac{C_+ + C_-}{4 - Y} h^{-1} \varepsilon^4 - Y + o(h^{-1} \varepsilon^4) \rightarrow 2\sigma^4.$$  

(A.2)
|                  | Sample Mean | Sample SD | Mean of Relative Error | SD of Relative Error | MSE     | MAD     |
|------------------|-------------|-----------|------------------------|---------------------|---------|---------|
| \( \hat{C}_n \) | 0.040159    | 0.000517  | 0.0040                 | 0.0129              | 2.93E-07| 3.52E-04|
| \( \tilde{C}_{n,pb} \) | 0.040159    | 0.000517  | 0.0040                 | 0.0129              | 2.93E-07| 3.52E-04|
| \( \tilde{C}_{n,nb} \) | 0.045790    | 0.000556  | 0.1448                 | 0.0139              | 3.38E-05| 5.78E-03|
| \( \hat{C}_{JT,53} \) | 0.047771    | 0.001907  | 0.1943                 | 0.0477              | 6.40E-05| 7.89E-03|

Table 3: Estimation based on simulated 5-minute observations of 1000 paths over a 1 year time horizon. The parameters are \( Y = 1.5 \) and \( \sigma = 0.2 \).

|                  | Sample Mean | Sample SD | Mean of Relative Error | SD of Relative Error | MSE     | MAD     |
|------------------|-------------|-----------|------------------------|---------------------|---------|---------|
| \( \hat{C}_n \) | 0.065650    | 0.000859  | 0.6413                 | 0.0215              | 6.59E-04| 2.56E-02|
| \( \tilde{C}_{n,pb} \) | 0.065650    | 0.000859  | 0.6413                 | 0.0215              | 6.59E-04| 2.56E-02|
| \( \tilde{C}_{n,nb} \) | 0.075250    | 0.000979  | 0.8813                 | 0.0245              | 1.24E-03| 3.53E-02|
| \( \hat{C}_{JT,53} \) | 0.071881    | 0.001498  | 0.7970                 | 0.0374              | 1.02E-03| 3.20E-02|

Table 4: Estimation based on simulated 5-minute observations of 1000 paths over a 1 year time horizon. The parameters are \( Y = 1.7 \) and \( \sigma = 0.2 \).

Also, for any \( \delta > 0 \), note that

\[
\mathbb{E}\left( |\xi_n^2| \mathbf{1}_{\{ |\xi_n^k| > \delta \}} \right) \leq \delta^{-2} \mathbb{E}\left( |\xi_n^k|^4 \right) = \delta^{-2} n^2 \mathbb{E}\left( \left( (\Delta_n^k X)^2 \mathbf{1}_{\{ |\Delta_n^k X| \leq \varepsilon \}} \right) - \mathbb{E}\left( (\Delta_n^k X)^2 \mathbf{1}_{\{ |\Delta_n^k X| \leq \varepsilon \}} \right) \right)^4
\]

\[
= \delta^{-2} h^{-2} \left( O(h^4) + O(h^{8-Y}) \right),
\]

where in the last two lines we again apply Lemma B.3. Thus, \( \sum_{i=1}^{n} \mathbb{E}\left( |\xi_i^k|^2 \mathbf{1}_{\{ |\xi_i^k| > \delta \}} \right) = o(1) \) and, by the Lindeberg-Feller CLT, \( T_1 \overset{D}{\rightarrow} \mathcal{N}(0, 2\sigma^4) \). Next, we deal with \( T_2 \). By Proposition B.2, for all small \( \delta > 0 \),

\[
T_2 = O\left( h^{3/2} e^{-Y-2} \right) + O\left( \varepsilon^{1-\varepsilon} \right) + O\left( h^{1/2} e^{2-2Y} \right) + O\left( h^{-1/2} \varepsilon^{3-Y+\delta} \right).
\]

The second term of \( T_2 \) clearly converges to 0 as \( h \to 0 \). For the remaining terms, based on the assumption \( h_n^{1/4} \ll \varepsilon_n \ll h_n^{-1/4} \), we have:

\[
h^{3/2} e^{-Y-2} \ll h^{3/4} \left( h^{5/4} \right)^{-Y-2} = h^{-5(8/5-Y)} \to 0,
\]

\[
h^{1/2} e^{2-2Y} \ll h^{1/4} \left( h^{5/4} \right)^{2-2Y} = h^{-15(8/5-Y)} \to 0,
\]

\[
h^{-1/2} \varepsilon^{3-Y+\delta} \ll h^{-1/4+\delta} \left( h^{1/4} \right)^{3-Y+\delta} = h^{2(Y+8)/Y} \to 0,
\]

if \( \delta \) is chosen small enough. We then conclude the result. \( \square \)
Table 5: Estimation based on simulated 5-minute observations of 1000 paths over a 1 year time horizon. The parameters are \( Y = 1.25 \) and \( \sigma = 0.4 \).

Table 6: Estimation based on simulated 5-minute observations of 1000 paths over a 1 year time horizon. The parameters are \( Y = 1.35 \) and \( \sigma = 0.4 \).

Proof of Theorem 3.2. Throughout the proof, let 

\[ \Phi_n := u_n^{-1}\left(\tilde{Z}_n(\varepsilon) - \tilde{Z}_n(\varepsilon)\right). \]

First note that, by Propositions B.1 and B.2, for all small \( \delta > 0 \),

\[
\mathbb{E}(\tilde{Z}_n(\varepsilon)) = n^{3/2}\left(\mathbb{E}(X_n^2\mathbf{1}_{\{|X_n|\leq \varepsilon\}}) - \mathbb{E}(\tilde{X}_n^2\mathbf{1}_{\{|\tilde{X}_n|\leq \varepsilon\}})\right) + n^{3/2}\left(\mathbb{E}(\tilde{X}_n^2\mathbf{1}_{\{|\tilde{X}_n|\leq \varepsilon\}}) - \sigma^2 h - hA(h, h)\right) = O\left(h\varepsilon^{3-Y-2}\right) + O\left(\varepsilon^{1-Y}\right) + O\left(h^2\varepsilon^{3-2Y}\right) + O\left(h^\frac{1}{2} - \delta \varepsilon^{3-Y+3Y}\right).
\]

Then, recalling that \( u_n = h^{-\frac{1}{2}}\varepsilon^{\frac{4+Y}{2}} \to 0 \),

\[
\mathbb{E}(\Phi_n) = h^{\frac{1}{2}}\varepsilon^{-\frac{4+Y}{2}}\mathbb{E}\left(\tilde{Z}_n(\varepsilon) - \tilde{Z}_n(\varepsilon)\right) = O\left(h^2\varepsilon^{-\frac{Y+4}{2}}\right) + O\left(h^2\varepsilon^{-1}\right) + O\left(h^\delta\varepsilon^{\frac{2Y}{2}}\right) + O\left(h^{-\delta}\varepsilon^{2Y+2\delta Y}\right).
\]

Our Assumption, \( h^{\frac{4}{2}} \ll \varepsilon_n \ll h^{\frac{4}{2}} \), implies that the terms above converge to 0 since

\[
h^2\varepsilon^{-\frac{Y+4}{2}} \ll h^2\left(h^{\frac{1}{2}}\varepsilon^{\frac{Y+4}{2}}\right) = 1, \quad h^\frac{1}{2}\varepsilon^{-1} \ll h^\frac{1}{2}\left(h^{\frac{1}{2}}\varepsilon^{-1}\right) = h^{\frac{Y}{2(8+Y)}} \to 0,
\]

\[
h^\delta\varepsilon^{\frac{2Y}{2}} \ll h^{\left(h^{\frac{1}{2}}\varepsilon^{\frac{2Y}{2}}\right) - \delta Y} = h^{10(8/5-Y)} \to 0,
\]

\[
h^{-\delta}\varepsilon^{\frac{2Y+2\delta Y}{2}} \ll h^{-\delta}\left(h^{\frac{1}{2}}\varepsilon^{\frac{2Y+2\delta Y}{2}}\right) = h^{2(Y-1)(1-4\delta)} \to 0,
\]

if \( \delta \) is small enough. By (A.2), we know \( \text{Var}(\tilde{Z}_n(\varepsilon)) = \text{Var}(Z_n(\varepsilon)) \to 2\sigma^4 \). Next, by Lemma B.3,
The parameters are \( \zeta > 0 \),

\[
E = 2 \sigma^4 h^2 + \frac{C_+ + C_-}{4 - Y} h \varepsilon^4 - Y + o(h \varepsilon^4 - Y),
\]

where the last line follows since \( h \varepsilon^4 - Y \ll \varepsilon \).

Using expressions (A.1) and (A.3), we get:

\[
\text{Var}(\Phi_n) = u_n^{-2} h^{-1} \text{Var} \left( \hat{C}_n(\varepsilon) - \check{C}_n(\varepsilon) \right)
= u_n^{-2} h^{-1} \sum_{i=1}^{n} \text{Var} \left( \left( \Delta^n_i X \right)^2 1_{\{\Delta^n_i X \leq \varepsilon\}} - \left( \Delta^n_i X \right)^2 1_{\{\Delta^n_i X \leq \zeta \varepsilon\}} \right)
= \frac{C_+ + C_-}{4 - Y} (\zeta^4 - Y - 1) + o(1).
\]

### Table 7: Estimation based on simulated 5-minute observations of 1000 paths over a 1 year time horizon.

|                | Sample Mean | Sample SD | Mean of Relative Error | SD of Relative Error | MSE       | MAD       |
|----------------|-------------|-----------|------------------------|----------------------|-----------|-----------|
| \( \hat{C}_n \) | 0.143553    | 0.001849  | -0.1028                | 0.0116               | 2.74E-04 | 1.65E-02 |
| \( \hat{C}'_n \) | 0.143553    | 0.001849  | -0.1028                | 0.0116               | 2.74E-04 | 1.65E-02 |
| \( \hat{C}_{n,pb} \) | 0.165903    | 0.002111  | 0.0369                 | 0.0132               | 3.93E-05 | 5.90E-03 |
| \( \hat{C}_{n,nb} \) | 0.167605    | 0.002659  | 0.0475                 | 0.0166               | 6.49E-05 | 7.69E-03 |
| \( \hat{C}_{JT,53} \) | 0.171569    | 0.002136  | 0.0723                 | 0.0134               | 1.38E-04 | 1.16E-02 |

### Table 8: Estimation based on simulated 5-minute observations of 1000 paths over a 1 year time horizon.

|                | Sample Mean | Sample SD | Mean of Relative Error | SD of Relative Error | MSE       | MAD       |
|----------------|-------------|-----------|------------------------|----------------------|-----------|-----------|
| \( \hat{C}_n \) | 0.171569    | 0.002136  | 0.0723                 | 0.0134               | 1.38E-04 | 1.16E-02 |
| \( \hat{C}'_n \) | 0.171569    | 0.002136  | 0.0723                 | 0.0134               | 1.38E-04 | 1.16E-02 |
| \( \hat{C}_{n,pb} \) | 0.197880    | 0.002409  | 0.2367                 | 0.0151               | 1.44E-03 | 3.78E-02 |
| \( \hat{C}_{n,nb} \) | 0.179758    | 0.017441  | 0.1235                 | 0.1090               | 6.95E-04 | 2.43E-02 |
| \( \hat{C}_{JT,53} \) | 0.179758    | 0.017441  | 0.1235                 | 0.1090               | 6.95E-04 | 2.43E-02 |
Now, clearly \( \text{Cov}(\tilde{Z}_n(\varepsilon), \tilde{Z}_n(\zeta \varepsilon)) = h^{-1} \text{Cov}(\tilde{C}_n(\varepsilon), \tilde{C}_n(\zeta \varepsilon)) \). Also, using expressions (A.1) and (A.3), we see
\[
\text{Cov}(\tilde{C}_n(\varepsilon), \tilde{C}_n(\zeta \varepsilon)) - \text{Var}(\tilde{C}_n(\varepsilon)) = o(\varepsilon^{4-Y}).
\]

Therefore,
\[
\text{Cov}(\tilde{Z}_n(\varepsilon), \Phi_n) = u_n^{-1} \text{Cov}(\tilde{Z}_n(\varepsilon), \tilde{Z}_n(\zeta \varepsilon)) - u_n^{-2} \text{Var}(\tilde{Z}_n(\varepsilon))
= u_n^{-1} h^{-1} \left( \text{Cov}(\tilde{C}_n(\varepsilon), \tilde{C}_n(\zeta \varepsilon)) - \text{Var}(\tilde{C}_n(\varepsilon)) \right)
= u_n^{-1} h^{-1} \times o(\varepsilon^{4-Y}) = o(1),
\]
where the last equality follows from our assumption \( \varepsilon_n \ll h_n^{-\frac{1}{4-Y}} \). Thus,
\[
\text{Var} \left( \begin{pmatrix} \tilde{Z}_n(\varepsilon) \\ \Phi_n \end{pmatrix} \right) \to \begin{pmatrix} 2\sigma^4 & 0 \\ 0 & \frac{C_1 + C_2}{4-Y} (\zeta^{4-Y} - 1) \end{pmatrix}.
\]

We now turn to apply the Lindeberg-Feller CLT. To that end, define
\[
B_{i,n} := n \begin{pmatrix} z_{i,n} \\ \phi_{i,n} \end{pmatrix} := n \left( u_n^{-1} \left( (\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \varepsilon} - h\sigma^2 - hA(\varepsilon, h) \right) \right)
= u_n^{-1} \left( (\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \zeta \varepsilon} - hA(\varepsilon, h) - (\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \zeta \varepsilon} + hA(\varepsilon, h) \right)
\]
so
\[
\tilde{Z}_n(\varepsilon) = \Phi_n \left( \frac{1}{n} \sum_{i=1}^{n} B_{i,n} \right).
\]

We claim that, for any \( \delta > 0 \),
\[
\lim_{n \to \infty} \sum_{i=1}^{n} \mathbb{E} \left( \left\| B_{i,n}/\sqrt{n} \right\|^2 1_{\|B_{i,n}\| \geq \delta \sqrt{n}} \right) = 0.
\]
(A.4)

Indeed, observe
\[
\mathbb{E} \left( \left\| B_{i,n}/\sqrt{n} \right\|^2 1_{\|B_{i,n}\| \geq \delta \sqrt{n}} \right) \leq \delta^{-2} n^{-2} \mathbb{E} \left( \|B_{i,n}\|^4 \right)
= \delta^{-2} n^{-2} \left( \mathbb{E} z_{1,n}^4 + \mathbb{E} \phi_{1,n}^4 + 2 \mathbb{E} (z_{1,n}^2 \phi_{1,n}^2) \right).
\]
(A.5)

From Lemma B.3 and our assumption \( h_n^{\frac{4}{1+Y}} \ll \varepsilon_n \), it holds that for each \( k \geq 1 \),
\[
\mathbb{E} \left( (\Delta_i^n X)^{2k} 1_{|\sigma W_n + J_n| \leq \varepsilon} \right) = (2k - 1)! \sigma^{2k} \varepsilon^{k} + \frac{C_1 + C_2}{2k-Y} h \varepsilon^{2k-Y} + o(h \varepsilon^{2k-Y}).
\]
(A.6)

Thus, for some constant \( K \),
\[
\mathbb{E} z_{1,n}^4 \leq K \left( \mathbb{E} (\Delta_i^n X)^8 1_{|\Delta_i^n X| \leq \varepsilon} + h^4 (\sigma^2 + A(\varepsilon, h))^4 \right) = O(h^4).
\]

Likewise,
\[
\mathbb{E} \phi_{1,n}^4 \leq K n^{-4} \left( \mathbb{E} (\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \zeta \varepsilon} - (\Delta_i^n X)^2 1_{|\Delta_i^n X| \leq \zeta \varepsilon} \right)^4 + h^4 (A(\varepsilon, h) - A(\zeta, h))^4).
\]
(A.7)
For simplicity, we often omit the dependence of $\eta$ which establishes (\ref{eq:19}). If we let $n \to \infty$, the elementary identity

\[ E(\eta^2) = E(\eta^2) - \eta^2 1_{\{\Delta_1 X \leq \varepsilon\}} = o(h \varepsilon^2), \]

shows that

\[ \mathbb{E} \left[ (\Delta_i^2 X)^2 1_{\{\Delta_i^2 X \leq \varepsilon\}} - (\Delta_i^2 X)^2 1_{\{\Delta_i^2 X \leq \varepsilon\}} \right] \leq O(h \varepsilon^2), \]

where the last equality is a consequence of (\ref{eq:18}). Hence, based on expression (\ref{eq:20}), we obtain

\[ \mathbb{E} \phi_{1,n}^4 \leq K u_n^{-4} \left( h \varepsilon^{2-Y} + h^4 \varepsilon^{2-4Y} \right) \leq Kh^2 \varepsilon^{2Y-8}(h \varepsilon^{3-Y} + o(h \varepsilon^{3-Y})) = O(h^3 \varepsilon^Y). \]

Also, by Cauchy-Schwarz, $\mathbb{E}(x_n^2 \phi_{1,n}^2) \leq \sqrt{O(h^4) \times O(h^3 \varepsilon^Y)} = o(h^3 \varepsilon^Y)$. Thus, turning back to (\ref{eq:16}), we see

\[ \mathbb{E} \left( \left\| B_{i,n} / \sqrt{n} \right\|^2 1_{\{|B_{i,n}| \geq \delta \sqrt{n}\}} \right) \leq \delta^{-2} h^{-2} (O(h^4) + O(h^3 \varepsilon^Y + o(h^3 \varepsilon^Y))) \leq O(h^2 \varepsilon) = o(n^{-1}) \]

which establishes (\ref{eq:15}). By the Lindeberg-Feller CLT, the statement (\ref{eq:1}) holds.

\[ \square \]

\textbf{Proof of Theorem 3.4.} First, we set up some notation. Define

\[ a_1(\varepsilon) := \frac{C_+ + C_-}{2 - Y} \varepsilon^{2-Y} =: \kappa_1 \varepsilon^{2-Y}, \]

\[ a_2(\varepsilon) := a_2(\varepsilon, h) := -(C_+ + C_-)(Y + 1)(Y + 2) \frac{\sigma^2}{2Y} h \varepsilon^{-Y} =: \kappa_2 h \varepsilon^{-Y}, \]

\[ \Phi_n := u_n^{-1} \left( \hat{Z}_n(\varepsilon) - \hat{Z}(\varepsilon) \right) = O_p(1), \]

\[ \Psi_n := u_n^{-1} \left( \hat{Z}_n(\varepsilon^2) - 2 \hat{Z}_n(\varepsilon) + \hat{Z}(\varepsilon) \right) = O_p(1), \]

where the stochastic boundedness of $\Phi_n$, $\Psi_n$ is a consequence of Theorem 3.2. The proof is obtained in two steps.

\textbf{Step 1.} We first analyze the behavior of $\hat{C}_n(\varepsilon, \zeta) = \hat{C}_n(\varepsilon) - \hat{a}_1(\varepsilon)$, where

\[ \hat{a}_1(\varepsilon) := \frac{\left( \hat{C}_n(\varepsilon) - \hat{\delta}_n(\varepsilon) \right)^2}{\hat{C}_n(\varepsilon^2) - 2\hat{C}_n(\varepsilon) + \hat{C}_n(\varepsilon)}. \]

If we let $\eta_1(\zeta) = \zeta^{2-Y} - 1$ and $\eta_2(\zeta) = \zeta^{-Y} - 1$, then, for $i = 1, 2$, we can rewrite

\[ a_i(\varepsilon) - a_i(\varepsilon) = \eta_i(\varepsilon) a_i(\varepsilon), \quad a_i(\varepsilon^2) - 2a_i(\varepsilon) + a_i(\varepsilon) = \eta_i^2(\varepsilon) a_i(\varepsilon). \]

For simplicity, we often omit the dependence of $\eta_i(\zeta)$ on $\zeta$. Also, by definition, $\hat{C}_n(\varepsilon) = \sqrt{h} \hat{Z}_n(\varepsilon) + \sigma^2 + A(h, \varepsilon)$ and $A(\varepsilon, h) = a_1(\varepsilon) + a_2(\varepsilon, h)$. Therefore, if we write

\[ \bar{a}_1(\varepsilon) := a_1(\varepsilon) + \bar{\eta}_2 a_2(\varepsilon) := a_1(\varepsilon) + \frac{2\eta_1 \eta_2 - \eta_1^2}{\eta_1^2} a_2(\varepsilon), \]
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where in the last equality we use our assumption \( h_n^{\frac{4}{3}} Y \ll \varepsilon_n \) to conclude that \( h_n^{3/2} e^{-2Y} \ll u_n \). Then, we see that

\[
\tilde{C}_n' (\varepsilon, \zeta_1) = \tilde{C}_n (\varepsilon) - \tilde{a}_1 (\varepsilon) \\
= \sqrt{h} \tilde{Z}_n (\varepsilon) + \sigma^2 + A(h, \varepsilon) - \tilde{a}_1 (\varepsilon) + O_p (h^{1/2} u_n) \\
= \sqrt{h} \tilde{Z}_n (\varepsilon) + \sigma^2 + a_2' (\varepsilon) + \varepsilon (1 + O_p (\varepsilon^{1/2})) \\
\quad \text{(A.8)}
\]

where \( a_2' (\varepsilon) = (1 - \tilde{\eta}_2) a_2 (\varepsilon) \). So,

\[
\tilde{Z}_n' (\varepsilon) := \sqrt{n} \left( \tilde{C}_n' (\varepsilon, \zeta_1) - \sigma^2 - a_2' (\varepsilon) \right) = \tilde{Z}_n (\varepsilon) + O_p (u_n), \quad \text{(A.9)}
\]

where the \( O_p (u_n) \) term is a consequence of expression (A.8). Then, by Theorem 3.2,

\[
\tilde{Z}_n' (\varepsilon) = \tilde{Z}_n (\varepsilon) + O_p (u_n) \xrightarrow{D} \mathcal{N}(0, 2\sigma^4), \quad \text{(A.10)}
\]

since \( u_n \to 0 \) by our Assumption \( \varepsilon_n \ll h_n^{\frac{4}{3}} Y \). Note that if \( \varepsilon_n \gg h_n^{\frac{4}{3}} Y \), then \( \sqrt{n} a_2' \ll 1 \) and we conclude that \( \sqrt{n} \left( \tilde{C}_n' (\varepsilon, \zeta_1) - \sigma^2 \right) \xrightarrow{D} \mathcal{N}(0, 2\sigma^4) \).

**Step 2.** Now we analyze the behavior of \( C_n'' (\varepsilon, \zeta_2, \zeta_1) = C_n' (\varepsilon, \zeta_1) - \tilde{a}_2 (\varepsilon, \zeta_1, \zeta_2) \), where

\[
\tilde{a}_2 (\varepsilon, \zeta_1, \zeta_2) := \frac{\left( C_n' (\varepsilon, \zeta_2, \zeta_1) - C_n' (\varepsilon, \zeta_1) \right)^2}{C_n' (\varepsilon, \zeta_2, \zeta_1) - 2C_n' (\varepsilon, \zeta_2, \zeta_1) + C_n (\varepsilon, \zeta_1)},
\]

For simplicity, we omit the dependence on \( \zeta_2 \) in \( \tilde{C}_n' (\varepsilon, \zeta_1) \), \( \tilde{C}_n'' (\varepsilon, \zeta_1, \zeta_2) \), etc. First, analogous to \( \Phi_n, \Psi_n \) defined in Step 1, we define

\[
\Phi'_n := u_n^{-1} \left( \tilde{Z}_n' (\zeta_2, \varepsilon) - \tilde{Z}_n' (\varepsilon) \right) = O_p (1), \\
\Psi'_n := u_n^{-1} \left( \tilde{Z}_n' (\zeta_2, \varepsilon) - 2\tilde{Z}_n' (\zeta_2, \varepsilon) + \tilde{Z}_n' (\varepsilon) \right) = O_p (1),
\]

where the stochastic boundedness of \( \Phi'_n, \Psi'_n \) follows from (A.9). Now, by definition, \( \tilde{C}_n'' (\varepsilon) = \sqrt{h} \tilde{Z}_n' (\varepsilon) + \sigma^2 + a_2' (\varepsilon) \). Also, with \( \eta_2' (\zeta) = \zeta^Y - 1 \), the term \( a_2' (\varepsilon) = (1 - \tilde{\eta}_2) a_2 (\varepsilon) \) satisfies

\[
\eta_2' (\zeta_2) a_2 (\varepsilon) - a_2 (\varepsilon) = \eta_2' (\zeta_2) a_2 (\varepsilon) - a_2 (\varepsilon) = a_2'(\zeta_2) - 2a_2' (\zeta_2) + a_2(e).
\]
Therefore, we may express
\[ \hat{a}'_2(\varepsilon) = \frac{(\eta'_2a'_2(\varepsilon) + \sqrt{h\varepsilon}\Phi'_n(\varepsilon))^2}{(\eta'_2)^2a'_2(\varepsilon) + \sqrt{h\varepsilon}\Psi'_n(\varepsilon)} \]
\[ = a'_2(\varepsilon) + \frac{\sqrt{h\varepsilon}\Phi'_n(\varepsilon)u_n(2\Phi'_n - \Psi'_n) + hu_n^2(\Phi'_n)^2}{(\eta'_2)^2a'_2(\varepsilon) + \sqrt{h\varepsilon}\Psi'_n(\varepsilon)} \]
\[ = a'_2(\varepsilon) + \sqrt{h} \times O_p(u_n) + O_p(h^{-3/2}\varepsilon^4) \]
\[ = a'_2(\varepsilon) + \sqrt{h} \times O_p(u_n), \]
where, in the last equality we used that \( \varepsilon_n \ll h_n^{1/2} + Y/2 \) to conclude that \( h^{-3/2}\varepsilon \ll u_n \). Finally,
\[ \sqrt{n}(\tilde{C}'_n(\varepsilon, \zeta_1) - \sigma^2) = h^{-1/2} \left( \tilde{C}'_n(\varepsilon, \zeta_1) - \sigma^2 - \tilde{a}'_2(\varepsilon, \zeta_1, \zeta_2) \right) \]
\[ = h^{-1/2} \left( \tilde{C}'_n(\varepsilon, \zeta_1) - \sigma^2 - \tilde{a}'_2(\varepsilon) \right) + O(u_n) \]
\[ = \tilde{Z}'_n(\varepsilon) + O_p(u_n) \]
\[ \overset{D}{\rightarrow} N(0, 2\sigma^4), \]
where the last limit follows from (A.10) and the fact that \( u_n \to 0 \). \( \square \)

**B Key auxiliary results**

Throughout this section, we use the notation
\[ \phi(x) := \frac{1}{\sqrt{2\pi}} e^{-x^2/2}, \quad \Phi(x) := \int_x^{\infty} \phi(x) \, dx, \quad x \in \mathbb{R}. \quad (B.1) \]
We also recall the Fourier transform and its inverse transform:
\[ (\mathcal{F}g)(z) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} g(x)e^{-izx} \, dx, \quad (\mathcal{F}^{-1}g)(x) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} g(z)e^{izx} \, dz. \]
In addition, in all asymptotic expressions, unless otherwise stated, we assume that as \( h \to 0 \),
\[ \varepsilon \to 0 \quad \text{such that} \quad \varepsilon \gg \sqrt{h}. \quad (B.2) \]

The following lemma is a refinement of Theorem 3.1 in [8].

**Proposition B.1.** As \( h = 1/n \to 0 \),
\[ \mathbb{E}\left( \tilde{X}_h^2 1_{\{\tilde{X}_h \leq \varepsilon\}} \right) = \sigma^2 h + A(\varepsilon, h)h + O(h^3\varepsilon^{-Y-2}) + O(h^2\varepsilon^{2-2Y}) \]
\[ + O\left( \frac{1}{h} \varepsilon \varepsilon \varepsilon^2 \sigma^2 h \right) + O\left( \frac{1}{h} \varepsilon \varepsilon^3 \varepsilon^{-Y} - \frac{2}{\sigma^2 h} \right), \]
where \( A(\varepsilon, h) \) is as in (3.2).
Proof. Throughout the proof, we set $C := C_+ + C_-$. Recall that under $\overline{p}$, $\overline{X} \overset{D}{=} \sigma W + S$, and that $\overline{X}$ is identically distributed under $\overline{p}$ and $\overline{p}$. Thus, we may write

$$\mathbb{E}\left(\overline{X}_n^2 \mathbf{1}_{\{\overline{X}_h \leq \varepsilon\}}\right) = \sigma^2 \overline{E}\left(W_h^2 \mathbf{1}_{\{\sigma W_h + S_h \leq \varepsilon\}}\right) + 2\sigma \overline{E}\left(W_h S_h \mathbf{1}_{\{\sigma W_h + S_h \leq \varepsilon\}}\right) + \overline{E}\left(S_h^2 \mathbf{1}_{\{\sigma W_h + S_h \leq \varepsilon\}}\right) \tag{B.3}$$

The sum of the first two terms of (B.3) is denoted $T_{1,n}$. By the symmetry of $W_1$, we have:

$$T_{1,n} = \sigma^2 h - \sigma^2 h \overline{E}\left(W_1^2 \mathbf{1}_{\{\sigma \sqrt{n} W_1 + S_h \leq \varepsilon\}} + 1_{\{\sigma \sqrt{n} W_1 - S_h \leq \varepsilon\}}\right) + 2\sigma \sqrt{h} \overline{E}\left(W_1 S_h \mathbf{1}_{\{\sigma \sqrt{n} W_1 + S_h \leq \varepsilon\}}\right) \tag{B.4}$$

where in the last equality we condition on $S_h$ and apply the identities $\overline{E}(W_1^2 \mathbf{1}_{\{W_1 > x\}}) = x \phi(x) + \Phi(x)$ and $\overline{E}(W_1 \mathbf{1}_{\{x_1 < W_1 < x_2\}}) = \phi(x_1) - \phi(x_2)$. From (C.12), we have $\overline{E}(\pm S_h) = \frac{\sqrt{2\pi}}{2h} I(0)$ and

$$\overline{E}\left((\pm S_h) \phi \left(\frac{\varepsilon \pm S_h}{\sqrt{h}}\right)\right) = \frac{\sigma}{2\sqrt{h}} \left(I(0) + (-1)^1 2i\varepsilon^{-1} \left(\frac{\sigma^2 h}{2}\right) I(1)\right) \tag{B.5}$$

where in the last equality we used (C.7). Therefore, plugging (B.5) into (B.4), we obtain that

$$T_{1,n} = \sigma^2 h - 2\sigma \sqrt{h} \overline{E}\left(\phi \left(\frac{\varepsilon - S_h}{\sqrt{h}}\right) + \phi \left(\frac{\varepsilon + S_h}{\sqrt{h}}\right)\right) - 2\sigma \sqrt{h} \overline{E}\left(\Phi \left(\frac{\varepsilon - S_h}{\sqrt{h}}\right) + \Phi \left(\frac{\varepsilon + S_h}{\sqrt{h}}\right)\right)$$

$$+ O(h^3 \varepsilon^{-Y-2}) + O\left(\varepsilon e^{-\frac{2}{2\pi h^2}}\right) + O\left(h^2 e^{-h \varepsilon^{-Y-2}}\right) \tag{B.6}$$

By Lemma C.1,

$$\overline{E}\left(\phi \left(\frac{\varepsilon \pm S_h}{\sqrt{h}}\right)\right) = C_{\pm} \delta \varepsilon^{-Y-1} + O\left(h^2 \varepsilon^{-Y-3}\right) + O\left(e^{-\frac{2}{2\pi h^2}}\right) \tag{B.7}$$

Also, by Lemma C.7, we have

$$\overline{E}\left(\Phi \left(\frac{\varepsilon \pm S_h}{\sqrt{h}}\right)\right) = \frac{C_{\pm}}{Y} h \varepsilon^{-Y} + O\left(h^2 \varepsilon^{-2-Y}\right) + O\left(h^2 \varepsilon^{-2-Y}\right) + O\left(h \varepsilon^{-Y-3}\right) + O\left(h^{-1/2} e^{-\frac{2}{2\pi h^2}}\right) + O\left(h^{-1/2} e^{-\frac{2}{2\pi h^2}}\right) \tag{B.8}$$

Finally, we combine (B.6), (B.7), (B.8), Lemma C.4, and (B.3) to accomplish the proof. \hfill \Box

**Proposition B.2.** Suppose $\varepsilon \gg \sqrt{h}$. Then, as $h = \frac{1}{n} \to 0$, for all small $\delta > 0$,

$$\mathbb{E}\left(X_n^2 \mathbf{1}_{\{X_h \leq \varepsilon\}} - \overline{X}_n^2 \mathbf{1}_{\{\overline{X}_h \leq \varepsilon\}}\right) = O(h^3 \varepsilon^{-Y-2}) + O\left(h^2 \varepsilon^{-1-Y}\right) + O\left(h^2 \varepsilon^{-2-Y}\right) + O\left(h^{1-\delta} \varepsilon^{3-Y} + \delta Y\right) + O\left(\sqrt{h} \varepsilon e^{-\frac{2}{2\pi h^2}}\right) + O\left(\sqrt{h} \varepsilon^3 \varepsilon^{-Y-3}\right) \tag{B.9}$$
Note that, in terms of the term $T_{1,n}$ of the proof of Proposition B.1, $I_2 = -\sigma^2 h + T_{1,n}$. Therefore, combining (B.6)-(B.8), we get

$$I_2(h) = -C Y + 1 \frac{1}{Y} \sigma^2 h^2 \varepsilon Y + O(h^3 \varepsilon^{-Y-2}) + O\left(h^2 \varepsilon^{-2} \varepsilon^2\right) + O\left(\sqrt{h} \varepsilon e^{-\frac{2^2}{2h \varepsilon}}\right).$$

For $I_1(h)$, first note that, as in (B.4), we have:

$$I_1(h) = -\sigma \sqrt{h} \varepsilon \phi \left(\frac{\varepsilon - J_h}{\sigma \sqrt{h}}\right) + \phi \left(\frac{\varepsilon + J_h}{\sigma \sqrt{h}}\right) - \sigma \sqrt{h} \varepsilon J_h \phi \left(\frac{\varepsilon - J_h}{\sigma \sqrt{h}}\right) - J_h \phi \left(\frac{\varepsilon + J_h}{\sigma \sqrt{h}}\right) - \sigma^2 h \varepsilon \left(\frac{\varepsilon - J_h}{\sigma \sqrt{h}}\right) + \phi \left(\frac{\varepsilon + J_h}{\sigma \sqrt{h}}\right).$$

Recall that, under \( \tilde{P} \), $J_t = S_t + \gamma t$. Then, fixing $\tilde{\varepsilon}_\pm = \varepsilon \pm \gamma h$, we can apply (B.7) to deduce that:

$$\tilde{E} \phi \left(\frac{\varepsilon \pm J_h}{\sigma \sqrt{h}}\right) = \tilde{E} \phi \left(\frac{\tilde{\varepsilon}_\pm \pm S_h}{\sigma \sqrt{h}}\right) = C_\pm h \varepsilon^{-Y-1} - O\left(h^2 \varepsilon^{-3} \varepsilon^3\right) + O\left(\sqrt{h} \varepsilon e^{-\frac{2^2}{2h \varepsilon}}\right).$$

Similarly, by (B.5) and (B.8),

$$\tilde{E} \phi \left(\frac{\varepsilon \pm J_h}{\sigma \sqrt{h}}\right) = \tilde{E} \left(\frac{\tilde{\varepsilon}_\pm \pm S_h}{\sigma \sqrt{h}}\right) + \gamma \tilde{h} \phi \left(\frac{\tilde{\varepsilon}_\pm \pm S_h}{\sigma \sqrt{h}}\right) + O\left(h^2 \varepsilon^{-Y-2}\right) + O\left(\varepsilon e^{-\frac{2^2}{2h \varepsilon}}\right).$$

(B.12)
Together, (B.11), (B.12), and (B.13) imply that \( I_1(h) \) has the following asymptotic behavior:

\[
I_1(h) = -\frac{2C_+ Y + C_- - \sigma^2 h^2 \bar{\epsilon}_-}{Y} - \frac{2C_- Y + C_+ - \sigma^2 h^2 \bar{\epsilon}_+}{Y} + O(h^3 \bar{\epsilon}_- Y^{-2}) + O(h^2 \bar{\epsilon}_+ Y^{-2}) + O\left(\sqrt{h \bar{\epsilon} e^{-2h} e^{-\frac{\sigma^2}{2\bar{\epsilon} h}}}\right).
\]

Therefore, we obtain that

\[
e^{-\eta h} I_1(h) - I_2(h) = I_1(h) - I_2(h) + I_1(h) O(h)
\]

\[
= -\sigma^2 h^2 \frac{2C_+ Y + C_-}{Y} \left(\bar{\epsilon}_- - \bar{\epsilon}_+\right) - \sigma^2 h^2 \frac{2C_- Y + C_+}{Y} \left(\bar{\epsilon}_+ - \bar{\epsilon}_-\right) + O(h^3 \bar{\epsilon}_- Y^{-2})
\]

\[
+ O(h^2 \bar{\epsilon}_+ Y^{-2}) + O\left(\sqrt{h \bar{\epsilon} e^{-2h} e^{-\frac{\sigma^2}{2\bar{\epsilon} h}}}\right) + O\left(\sqrt{h \bar{\epsilon} e^{3} e^{-\frac{\sigma^2}{8\bar{\epsilon} h}}}\right), \tag{B.14}
\]

where in the last equality we used that \( h^2 (\bar{\epsilon}_+ - \bar{\epsilon}_-) = O(h^3 \bar{\epsilon} Y^{-1}) \). Next, using the proof in the Step 1.2 and Step 3 of Lemma 3.1 of [8], we know, as \( h \to 0 \),

\[
I_3(h) = \bar{\mathbb{E}}\left(\left(e^{-\tilde{\mu}_h - 1}\right) W_1^2 1_{\{|\sigma \sqrt{h} \bar{W}_1 + J_h| > \varepsilon\}}\right) = o(h^{1/2}) \tag{B.15},
\]

\[
I_4(h) = \bar{\mathbb{E}}\left(\left(e^{-\tilde{\mu}_h - 1}\right) W_1 J_h 1_{\{|\sigma \sqrt{h} \bar{W}_1 + J_h| \leq \varepsilon\}}\right) = O(h \varepsilon^{1/2}). \tag{B.16}
\]

Thus, combining (B.10), (B.14), (B.15), and (B.16), we have

\[
\mathcal{R}_{n,1} = O(h^3 \bar{\epsilon}_- Y^{-2}) + O(h^2 \bar{\epsilon}_+ Y^{-2}) + O(h^3 \bar{\epsilon}_- Y^{1/2}) + o(h^{1+}) \tag{B.17}
\]

\[
+ O\left(\sqrt{h \bar{\epsilon} e^{-2h} e^{-\frac{\sigma^2}{2\bar{\epsilon} h}}}\right) + O\left(\sqrt{h \bar{\epsilon} e^{3} e^{-\frac{\sigma^2}{8\bar{\epsilon} h}}}\right).
\]

**Step 2.** In this step, we will study the asymptotic behavior of the third term in (B.9), as \( h \to 0 \). By (2.4), (2.7), and (2.8), we have

\[
\mathcal{R}_{n,2} := \mathbb{E}\left(J_h^2 1_{\{|\sigma W_h + \bar{\gamma} h| \leq \varepsilon\}}\right) - \bar{\mathbb{E}}\left(S_h^2 1_{\{|\sigma W_h + S_h| \leq \varepsilon\}}\right)
\]

\[
= \left(\bar{\mathbb{E}}\left(S_h^2 1_{\{|\sigma W_h + S_h + \bar{\gamma} h| \leq \varepsilon\}}\right) - \bar{\mathbb{E}}\left(S_h^2 1_{\{|\sigma W_h + S_h| \leq \varepsilon\}}\right)\right)
\]

\[
+ e^{-\eta h} \bar{\mathbb{E}}\left(\left(e^{-\tilde{\mu}_h - 1}\right) S_h^2 1_{\{|\sigma W_h + S_h + \bar{\gamma} h| \leq \varepsilon\}}\right) + 2\bar{\gamma} h e^{-\eta h} \bar{\mathbb{E}}\left(e^{-\tilde{\mu}_h} S_h 1_{\{|\sigma W_h + S_h + \bar{\gamma} h| \leq \varepsilon\}}\right)
\]

\[
+ \bar{\gamma}^2 h^2 e^{-\eta h} \bar{\mathbb{E}}\left(e^{-\tilde{\mu}_h} 1_{\{|\sigma W_h + S_h + \bar{\gamma} h| \leq \varepsilon\}}\right) + O(h) \cdot \bar{\mathbb{E}}\left(S_h^2 1_{\{|\sigma W_h + S_h + \bar{\gamma} h| \leq \varepsilon\}}\right)
\]

\[
= I_{5,1}(h) + e^{-\eta h} I_{5,2}(h) + 2\bar{\gamma} h e^{-\eta h} I_6(h) + O(h^2) + O\left(\bar{\gamma}^2 h^2 e^{-\eta h} e^{-\frac{\sigma^2}{8\bar{\epsilon} h}}\right),
\]

where in the last equality we used Lemma C.4. We begin with the analysis of \( I_{5,1}(h) \). First note that, for large enough \( n \),

\[
\bar{\mathbb{E}}\left(S_h^2 1_{\{|\sigma W_h + S_h| \leq \varepsilon - \bar{\gamma} |h|\}} - 1_{\{|\sigma W_h + S_h| \leq \varepsilon\}}\right) \leq I_{5,1}(h) \leq \bar{\mathbb{E}}\left(S_h^2 1_{\{|\sigma W_h + S_h| \leq \varepsilon + \bar{\gamma} |h|\}} - 1_{\{|\sigma W_h + S_h| \leq \varepsilon\}}\right),
\]
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\]
and, since, by Lemma C.4,
\[
\tilde{E}\left(S_{h}^{2} \mathbf{1}_{\{\sigma W_{h} + S_{h} \leq \varepsilon \pm |\gamma|h\}}\right) - \tilde{E}\left(S_{h}^{2} \mathbf{1}_{\{\sigma W_{h} + S_{h} \leq \varepsilon\}}\right) \\
= \frac{C}{2-Y}h((\varepsilon \pm |\gamma|h)^{2-2Y} - \varepsilon^{2-2Y}) + \frac{C(1-Y)}{2}\sigma^{2}h^{2}((\varepsilon \pm |\gamma|h)^{Y} - \varepsilon^{Y}) \\
+ O(h^{3}\varepsilon^{-2Y}) + O(h^{2}\varepsilon^{2-2Y}) + O\left(\varepsilon^{1-Y}h^{1/2}e^{-\frac{\varepsilon^{2}}{2\sigma^{2}h}}\right) \\
= O(h^{3}\varepsilon^{-2Y}) + O(h^{2}\varepsilon^{2-2Y}) + O\left(h^{1/2}\varepsilon^{1-Y}e^{-\frac{\varepsilon^{2}}{2\sigma^{2}h}}\right),
\]
we conclude that \(I_{5,1}(h) = O(h^{3}\varepsilon^{-2Y}) + O(h^{2}\varepsilon^{2-2Y}) + O\left(h^{1/2}\varepsilon^{1-Y}e^{-\frac{\varepsilon^{2}}{2\sigma^{2}h}}\right)\). Next, in the proof of Theorem 3.1 of [8] (Steps 2.1 and 2.2 therein), it was shown that, as \(h \to 0\),
\[I_{5,2}(h) = O(h^{2}Y^{2}/2), \quad I_{6}(h) = O(h^{1/2}\varepsilon^{1-Y}/2).\]
While the estimate for \(I_{6}(h)\) will suffice for our purpose, we need to develop a tighter bound for \(I_{5,2}(h)\). In Appendix C, expression (C.51), we show the improved estimate:
\[I_{5,2}(h) = O(h^{3}\varepsilon^{3-Y}(h\varepsilon^{-Y})^{-\delta}), \quad (B.18)\]
valid for all small \(\delta > 0\). Thus, we obtain that
\[\mathcal{R}_{n,2} = O(h^{3}\varepsilon^{-2Y}) + O(h^{2}\varepsilon^{2-2Y}) + O\left(\frac{h^{3/2}\varepsilon^{1-Y}e^{-\frac{\varepsilon^{2}}{2\sigma^{2}h}}}{h}\right) + O(h^{3}\varepsilon^{3-Y}(h\varepsilon^{-Y})^{-\delta}) + O(h^{3/2}\varepsilon^{1-Y}/2) + O\left(h^{2}\varepsilon^{1-Y}h^{1/2}e^{-\frac{\varepsilon^{2}}{2\sigma^{2}h}}\right) \]
\[= O(h^{3}\varepsilon^{-2Y}) + O(h^{2}\varepsilon^{2-2Y}) + O(h^{3}\varepsilon^{3-Y}(h\varepsilon^{-Y})^{-\delta}) + O\left(h^{3}\varepsilon^{1-Y}e^{-\frac{\varepsilon^{2}}{2\sigma^{2}h}}\right).
\]
Finally, combining (B.17) and (B.19), we conclude the result. \(\square\)

**Lemma B.3.** Let \(k\) be a positive integer. As \(h \to 0\),
\[
\mathbb{E}\left(\Delta_{2}^{n}X^{2k}\mathbf{1}_{\{|\Delta_{2}^{n}X| \leq \varepsilon\}}\right) = (2k-1)!!\sigma^{2k}h^{k} + \frac{C_{+} + C_{-}}{2k - Y}h^{2k-1}e^{2k-1}\varepsilon - Y + O\left(h^{2}e^{2k-2}\varepsilon - 2Y\right) + O\left(h^{2k-2}\varepsilon - Y\right) + O\left(h^{1/2}\varepsilon^{1-Y}e^{-\frac{\varepsilon^{2}}{2\sigma^{2}h}}\right).
\]
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Proof. By Lemmas C.3, C.5, and C.6, we can compute
\[
\mathbb{E}\left( (\Delta^\alpha X)^{2k} 1_{|\Delta^\alpha X| \leq \varepsilon} \right) = \mathbb{E}\left( (\sigma W_h + J_h)^{2k} 1_{|\sigma W_h + J_h| \leq \varepsilon} \right)
\]
\[
= \mathbb{E}\left( \sigma^{2k} W_h^{2k} 1_{|\sigma W_h + J_h| \leq \varepsilon} \right) + \mathbb{E}\left( J_h^{2k} 1_{|\sigma W_h + J_h| \leq \varepsilon} \right)
\]
\[
+ \mathbb{E}\left( \sum_{j=1}^{k-1} \frac{(2k)!}{(2j)! (2k - 2j)!} (\sigma W_h)^{2j} J_h^{2k-2j} 1_{|\sigma W_h + J_h| \leq \varepsilon} \right)
\]
\[
+ \mathbb{E}\left( \sum_{j=0}^{k-1} \frac{(2k)!}{(2j + 1)! (2k - 2j - 1)!} (\sigma W_h)^{2j+1} J_h^{2k-2j-1} 1_{|\sigma W_h + J_h| \leq \varepsilon} \right)
\]
\[
= (2k - 1)! \sigma^{2k} h^k + O(h^2 \varepsilon^{2k-Y-2}) + o\left(h^{k+\frac{2}{Y}}\right) + O\left(h^{2} \varepsilon^{2k-1} e^{-\frac{c}{2h^2}}\right)
\]
\[
+ \frac{C_++C_-}{2k-Y} h^{2k-Y} + O(h^{2} \varepsilon^{2k-Y-2}) + O(h^{2} \varepsilon^{Y/2})
\]
\[
+ O(h^{2} \varepsilon^{2k-Y-2}) + O(h^{3/2} \varepsilon^{2k-Y/2-1}).
\]
The result then follows. \[\square\]

## C Technical lemmas

Unless otherwise stated, throughout this section we continue to assume (B.2) in all asymptotic expressions. The following lemma is used in the proof of Proposition B.1.

**Lemma C.1.** Fix \( \gamma_0 \in \mathbb{R} \), and let \( J_h = S_h + \gamma_0 h \). Then, as \( h \to 0 \),
\[
\tilde{\mathbb{E}}\left( \phi\left( \frac{\varepsilon \pm J_h}{\sigma \sqrt{h}} \right) \right) = C_{\pm} \sigma h^{\frac{3}{2}} (\varepsilon \pm \gamma_0 h)^{-Y-1} + O\left(h^\frac{5}{2} \varepsilon^{-Y-3}\right) + O\left(e^{-\frac{c}{2h^2}}\right).
\]

**Proof.** Let \( p_{J_h}^\pm \) be the density of \( \pm J_h \) under \( \tilde{\mathbb{P}} \), and observe
\[
(\mathcal{F} p_{J_h}^\pm)(u) = \frac{1}{\sqrt{2\pi}} \exp\left( c_1 |u|^Y h \pm ic_2 |u|^{\frac{Y}{2}} h \sgn(u) \mp i u \gamma_0 h \right),
\]
where
\[
c_1 := (C_+ + C_-) \cos\left( \frac{\pi Y}{2} \right) \Gamma(-Y) < 0, \quad c_2 := (C_- - C_+) \sin\left( \frac{\pi Y}{2} \right) \Gamma(-Y).
\]
Also let
\[
\psi(x) := \left( \mathcal{F}^{-1} \phi\left( \frac{\cdot}{\sigma \sqrt{h}} - \frac{\varepsilon}{\sigma \sqrt{h}} \right) \right)(x) = \frac{\sigma \sqrt{h}}{\sqrt{2\pi}} \exp\left(i \varepsilon x - \frac{1}{2} \sigma^2 x^2 h\right).
\]
Then, using Plancherel,
\[
\tilde{\mathbb{E}}\phi\left( \frac{\varepsilon \pm J_h}{\sigma \sqrt{h}} \right) = \int_\mathbb{R} (\mathcal{F} \psi)(z) p_{J_h}^\pm(z) \, dz = \int_\mathbb{R} \psi(u) \mathcal{F}(p_{J_h}^\pm(z))(u) \, du
\]
\[
= \frac{\sigma \sqrt{h}}{\pi} \int_0^\infty e^{cu^Y h - \frac{1}{2} \sigma^2 u^2 h} \cos(\mp c_2 u^{\frac{Y}{2}} h + u (\varepsilon \pm \gamma_0 h)) \, du
\]
\[
= \int_0^\infty g_1(\omega h^{1-\frac{Y}{2}} e^{-\frac{c}{2} \omega^2} \cos(\mp \omega \varepsilon \sigma \sqrt{h}) \, d\omega - \int_0^\infty g_2(\omega h^{1-\frac{Y}{2}} e^{-\frac{c}{2} \omega^2} \sin(\mp \omega \varepsilon \sigma \sqrt{h}) \, d\omega
\]
\[
= I_1 - I_2,
\]
(C.2)
where
\[ \varepsilon_0^\pm = \varepsilon \pm \gamma_0 h, \quad g_1(u) = \frac{1}{\pi} e^{c_1 u / \sigma^2} \cos(c_2 u / \sigma^2), \quad g_2^\pm(u) = \frac{1}{\pi} e^{c_1 u / \sigma^2} \sin(c_2 u / \sigma^2). \]

Fix \( \delta > 0 \) and set \( D_{\delta,h} := \{ w \in (0, \infty) : w^Y h^{1-Y/2} < (2\delta)^{Y/2} \} = (0, (2\delta)^{1/2} / h^{1-Y/2}). \) Consider
\[ I_1 = \left( \int_{D_{\delta,h}} + \int_{D_{\delta,h}^c} \right) g_1(\omega Y h^{1-Y/2}) e^{-\varepsilon_0^\pm \omega / \sigma^2} \cos \left( \frac{\varepsilon_0^\pm}{\sigma \sqrt{h}} \right) d\omega := I_{11} + I_{12}. \]

Clearly, since \( c_1 < 0, \)
\[ |I_{12}| \leq \frac{1}{\pi} \int_{(2\delta)^{1/2}/h^{1-Y/2}}^\infty e^{-u^2/2} du = O\left(h^{-2Y} e^{-2\delta^{Y/2}}\right). \]

We decompose the integral on \( D_{\delta,h} \) as follows:
\[ I_{11} = \sum_{j=0}^{m-1} \frac{1}{j!} g_1^{(j)}(0) h^{j(1-Y/2)} \int_0^\infty w^j e^{-\varepsilon_0^\pm \omega / \sigma^2} \cos \left( \frac{\varepsilon_0^\pm}{\sigma \sqrt{h}} \right) d\omega \quad \text{(C.3)} \]
\[ - \sum_{j=0}^{m-1} \frac{1}{j!} g_1^{(j)}(0) h^{j(1-Y/2)} \int_{(2\delta)^{1/2}/h^{1-Y/2}}^\infty w^j e^{-\varepsilon_0^\pm \omega / \sigma^2} \cos \left( \frac{\varepsilon_0^\pm}{\sigma \sqrt{h}} \right) d\omega \quad \text{(C.4)} \]
\[ + \frac{h^m(1-Y/2)}{m!} \int_0^{(2\delta)^{1/2}/h^{1-Y/2}} g_1^{(m)}(\theta \omega) w^m e^{-\varepsilon_0^\pm \omega / \sigma^2} \cos \left( \frac{\varepsilon_0^\pm}{\sigma \sqrt{h}} \right) d\omega, \quad \text{(C.5)} \]

where \( \theta \omega \in (0, (2\delta)^{Y/2}). \) The \( j \)-th term in \( \text{(C.4)} \) is
\[ O\left(h^{j(1-Y/2)} \int_{(2\delta)^{1/2}/h^{1-Y/2}}^\infty w^j e^{-\varepsilon_0^\pm \omega / \sigma^2} d\omega \right) = O\left(h^{2\delta^{Y/2}} e^{-2\delta^{Y/2}}\right), \]
where above we expressed the integral in terms of the incomplete gamma function and then apply the standard asymptotics behavior for such a function (e.g., [10, Section 8.35]). For \( \text{(C.3)} \), the term corresponding to \( j = 0 \) is clearly \( O(e^{-2\varepsilon^2 / (2\sigma^2h)}). \) For \( j \geq 1, \) we can apply the same argument as in (A.11) of [8] (see also [21, expression 13.7.2]) to show that
\[ h^{j(1-Y/2)} \int_0^\infty w^j \left( \frac{\varepsilon_0^\pm}{\sigma \sqrt{h}} \right) e^{-\varepsilon^2/2} dw \]
\[ = h^{j(1-Y/2)} 2jY_{-1/2} \Gamma \left( \frac{jY + 1}{2} \right) M \left( \frac{jY + 1}{2}, \frac{1}{2}, \frac{2(\varepsilon_0^\pm)^2}{2\sigma^2h} \right) \]
\[ = h^{j(1-Y/2)} 2^{jY+1} \Gamma \left( \frac{jY + 1}{2} \right) \Gamma \left( \frac{1/2}{2}, \frac{(\varepsilon_0^\pm)^2}{2\sigma^2h} \right) \left( \frac{1}{2} \right)^{-jY+1} \left( 1 + O\left( \frac{1}{\varepsilon^2} \right) \right) \]
\[ + \Gamma \left( \frac{jY + 1}{2} \right) e^{-\varepsilon^2 / (2\sigma^2h)} \left( \frac{(\varepsilon_0^\pm)^2}{2\sigma^2h} \right)^{jY/2} = O\left(h^{j+1/2} / \varepsilon^{jY+1} \right). \]

Therefore, the \( j = 1 \) term in \( \text{(C.3)} \) is the leading order term, and the second-order term therein is \( O(h^{5/2} / \varepsilon^{2Y+1}). \) Furthermore, by picking \( m > 5/(2 - Y), \) we see the term in \( \text{(C.5)} \) – which is
$O(h^{m(1-Y/2)})$ — decays faster than the second-order term in (C.3). Putting together the above estimates and noting that $g'_1(0) = c_1 / (\pi \sigma^Y)$, we conclude that

$$I_1 = \frac{c_1}{\pi} \sigma^2 Y \Gamma(Y/2 + 1/2)\Gamma(1/2) \frac{h^{3/2}}{\Gamma(-Y/2)} (\varepsilon_0^+)^{Y+1} + O\left(e^{-\frac{2 \varepsilon^2}{2\pi^2 h}}\right) + O\left(h^{5/2}/\varepsilon^{Y+3}\right),$$

where above we used that $h^{2Y} e^{-\delta h} \ll h^{5/2} e^{-(Y+3)}$. Applying the same analysis to the term $I_2$ in (C.2)

$$I_2 = \pm \frac{c_2}{\pi} \sigma^2 Y + 1 \frac{\Gamma(Y/2 + 1)\Gamma(3/2)}{\Gamma((1 - Y)/2)} \frac{h^{3/2}}{\Gamma(1 - Y/2)} (\varepsilon_0^+)^{Y+1} + O\left(e^{-\frac{2 \varepsilon^2}{2\pi^2 h}}\right) + O\left(h^{5/2}/\varepsilon^{Y+3}\right).$$

We then get that

$$\mathbb{E} \phi\left(\frac{\varepsilon \pm J'_h}{\sigma \sqrt{h}}\right) = \frac{2Y}{\pi} \left(\frac{c_1}{\Gamma(Y/2 + 1/2)\Gamma(1/2)} \pm c_2 \frac{2\Gamma(Y/2 + 1)\Gamma(3/2)}{\Gamma((1-Y)/2)} \right) \frac{h^{3/2}}{(\varepsilon_0^+)^{Y+1}} + O\left(e^{-\frac{2 \varepsilon^2}{2\pi^2 h}}\right) + O\left(h^{5/2}/\varepsilon^{Y+3}\right).$$

By applying the properties $\Gamma(x) \Gamma(x + 1/2) = \sqrt{\pi} 2^{1-2x} \Gamma(2x)$ and $\Gamma(1 - x) \Gamma(x) = \frac{\pi}{\sin(\pi x)}$, we can simplify the coefficients as

$$\frac{2Y}{\pi} \frac{\Gamma(Y/2 + 1/2)\Gamma(1/2)}{\Gamma(-Y/2)} = C_++C_-\frac{2^{Y+1}}{2}, \quad \frac{2Y+1}{\pi} \frac{\Gamma(Y/2 + 1)\Gamma(3/2)}{\Gamma((1-Y)/2)} = C_- - C_+.$$

We finally obtain (C.1). \qed

The following lemma is used in the proofs of Lemmas C.3 and C.6.

**Lemma C.2.** Fix $\gamma_0 \in \mathbb{R}$, any integer $k \geq 0$, and let $J'_h = S_h + \gamma_0 h$. Then, as $h \to 0$,

$$\mathbb{E}\left(\left(\pm J'_h\right)^k \phi\left(\frac{\varepsilon \pm J'_h}{\sigma \sqrt{h}}\right)\right) = O\left(h^{\frac{3}{2} - k} e^{-Y - 1}\right) + O\left(h^{k} e^{-\frac{2 \varepsilon^2}{2\pi^2 h}}\right), \quad (C.6)$$

$$\mathbb{E}\left(\left(\frac{\varepsilon \pm J'_h}{\sigma \sqrt{h}}\right)^k \phi\left(\frac{\varepsilon \pm J'_h}{\sigma \sqrt{h}}\right)\right) = O\left(h^{\frac{3}{2} - k} e^{-Y - 1}\right) + O\left(h^{k} e^{-\frac{2 \varepsilon^2}{2\pi^2 h}}\right).$$

**Proof.** We use the same notation as in the proof of Lemma C.1. We first establish the asymptotic bound for any fixed $\ell = 0, 1, \ldots$,

$$\mathcal{I}(\ell) := \int_{\mathbb{R}} u^\ell \exp\left(iu(\varepsilon \pm \gamma_0 h) - \frac{1}{2} \sigma^2 u^2 h + |u|^{Y} h (c_1 \mp ic_2 \text{sgn}(u))\right) du$$

$$= O\left(h^{\ell - \frac{1}{2}} e^{-\frac{2 \varepsilon^2}{2\pi^2 h}}\right). \quad (C.7)$$

We suppose $\ell \geq 0$ is even (the case for $\ell$ odd can be established similarly). As in (C.2), we can write

$$\mathcal{I}(\ell) = 2 (\sigma \sqrt{h})^{-\ell - 1} \int_0^\infty w^\ell g_1(h^{1-Y/2} \omega^Y e^{-\frac{\varepsilon^2}{2\sigma^2 h}} \cos\left(\frac{\varepsilon_0^+}{\sigma \sqrt{h}} \omega\right) d\omega$$

$$- 2 (\sigma \sqrt{h})^{-\ell - 1} \int_0^\infty w^\ell g_2(h^{1-Y/2} \omega^Y e^{-\frac{\varepsilon^2}{2\sigma^2 h}} \sin\left(\frac{\varepsilon_0^+}{\sigma \sqrt{h}} \omega\right) d\omega.$$
Applying the same arguments as in the proof of Lemma C.1, we can show that, for \( \delta > 0 \) and positive integer \( m \),

\[
\mathcal{I}(\ell) = \sum_{j=0}^{m-1} O \left( h^{-\frac{\ell+1}{2}} h^{j(1-\frac{1}{2})} \int_{(2\delta)^{1/2}/h^{1/2}y^{-1/2}}^{\infty} w^{jY+\ell} e^{-\frac{\omega^2}{2}} d\omega \right) \tag{C.8}
\]

\[
+ \sum_{j=0}^{m-1} O \left( h^{-\frac{\ell+1}{2}} h^{j(1-\frac{1}{2})} \int_{0}^{\infty} \omega^{jY+\ell} \cos \left( \frac{\omega \varepsilon_0}{\sigma \sqrt{h}} \right) e^{-\frac{\omega^2}{2}} d\omega \right) \tag{C.9}
\]

\[
+ \sum_{j=0}^{m-1} O \left( h^{-\frac{\ell+1}{2}} h^{j(1-\frac{1}{2})} \int_{0}^{\infty} \omega^{jY+\ell} \sin \left( \frac{\omega \varepsilon_0}{\sigma \sqrt{h}} \right) e^{-\frac{\omega^2}{2}} d\omega \right) \tag{C.10}
\]

\[
+ O \left( h^{-\frac{\ell+1}{2}} h^{m(1-\frac{1}{2})} \right) + O \left( h^{-\frac{\ell+1}{2}} e^{\ell} e^{-\frac{\varepsilon^2}{2\sigma^2 h}} \right). \tag{C.11}
\]

Each of the terms in (C.8) is \( O(h^{1-Y-\ell}/e^{-\delta h^{Y-2}}) \). For the terms in (C.9)-(C.10), we recall the estimates (see (A.11) and (A.12) in [8]):

\[
a_j^\pm(h) := h^{j(1-\frac{1}{2})} \int_{0}^{\infty} \omega^{jY+r} \cos \left( \frac{\omega \varepsilon_0}{\sigma \sqrt{h}} \right) e^{-\frac{\omega^2}{2}} d\omega = O \left( \frac{h^{j+(r+1)/2}}{\varepsilon^{jY+r+1}} \right),
\]

valid when \( h \to 0 \) and \( \varepsilon/\sqrt{h} \to \infty \). Then, we can conclude that the leading term in (C.9) and (C.10) corresponds to \( j = 1 \) and is of order \( O(h^{-Y-\ell-1}) \), which is asymptotically larger than every term in (C.8). The first term in (C.11) can be made of higher order by choosing \( m \) large enough. We then conclude (C.7).

Turning to (C.6), we apply Plancherel to get:

\[
\mathcal{E} \left( \phi \left( \frac{\varepsilon \pm J_h^l}{\sigma \sqrt{h}} \right) \right) = \int_{\mathbb{R}} (\mathcal{F} \psi)(z) e^{\varepsilon \frac{p_{j,h}^l}{\sqrt{h}}(z)} dz = (-i)^k \int_{\mathbb{R}} \psi^{(k)}(u) \mathcal{F}(p_{j,h}^l(z))(u) du
\]

\[
= e^k \sigma \sqrt{h} \frac{1}{2\pi} \sum_{l=0}^{k} \sum_{m=0}^{[l/2]} (-1)^{l+m} 2^l 2^{l-2m} k! (k-l)! m! (l-2m)! (e^{i} - 1) (\frac{\sigma^2 h^2}{2})^{l-m} \mathcal{I}(l-2m)
\]

\[
= O \left( h^{k} e^{-\frac{\varepsilon^2}{2\sigma^2 h}} \right) + O \left( e^{k} e^{-\frac{\varepsilon^2}{2\sigma^2 h}} \right) + O \left( e^{k} h^\frac{2Y}{2Y-2} e^{-\delta h^{Y-2}} \right), \tag{C.12}
\]

where on the last line we made use of the asymptotic expression (C.7) for \( \mathcal{I}(\ell) \). This establishes (C.6). For the second asymptotic bound, based on (C.12), we can compute

\[
\mathcal{E} \left( \phi \left( \frac{\varepsilon \pm J_h^l}{\sigma \sqrt{h}} \right) \right)
\]

\[
= (\sigma \sqrt{h})^{-k} \mathcal{E} \left( \sum_{m=0}^{k} \binom{k}{m} e^{-m (\pm J_h^l)^m} \phi \left( \frac{\varepsilon \pm J_h^l}{\sigma \sqrt{h}} \right) \right)
\]

\[
= (\sigma \sqrt{h})^{-k} \sum_{m=0}^{k} \binom{k}{m} e^{-m (\pm J_h^l)^m} \mathcal{E} \left( \phi \left( \frac{\varepsilon \pm J_h^l}{\sigma \sqrt{h}} \right) \right)
\]

\[
= (\sigma \sqrt{h})^{-k} \sum_{m=0}^{k} \binom{k}{m} e^{-m (\pm J_h^l)^m} \left( O \left( h^{\frac{2Y}{2Y-2}} e^{-\delta h^{Y-2}} \right) \right) + O \left( e^{m} e^{-\frac{\varepsilon^2}{2\sigma^2 h}} \right) + O \left( e^{m} h^\frac{2Y}{2Y-2} e^{-\delta h^{Y-2}} \right).
\]
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This clearly implies the result.

The following Lemma is used in the proof of Lemma B.3.

**Lemma C.3.** Fix a positive integer \( k \). Then, as \( h \to 0 \),

\[
\mathbb{E} \left( W_h^{2k} 1_{\{\|\sigma W_h + J_h\| \leq \varepsilon\}} \right) = (2k - 1)!! h^k + O \left( h^{2k} e^{2k-Y-2} \right) + o \left( h^{k+1/Y} \right) + O \left( h^{1/2} e^{2k-1} e^{-\frac{Y^2}{2\sigma^2 h}} \right).
\]

**Proof.** The case of \( k = 1 \) has been proved in the Step 1 of Lemma 3.1 of [8]. Following a similar procedure, we generalize to the case of \( k \geq 2 \). Note

\[
\mathbb{E} \left( W_h^{2k} 1_{\{\|\sigma W_h + J_h\| \leq \varepsilon\}} \right) = (2k - 1)!! h^k - \mathbb{E} \left( W_h^{2k} 1_{\{\|\sigma W_h + J_h\| > \varepsilon\}} \right)
\]

\[
= (2k - 1)!! h^k - \mathbb{E} \left( e^{-\tilde{U}_h - \eta h} W_h^{2k} 1_{\{\|\sigma \sqrt{W_1} W_1 + J_h\| > \varepsilon\}} \right)
\]

\[
= (2k - 1)!! h^k - \mathbb{E} \left( e^{-\tilde{U}_h} \left( W_h^{2k} 1_{\{\|\sigma \sqrt{W_1} W_1 + J_h\| > \varepsilon\}} \right) \right)
\]

\[
= (2k - 1)!! h^k - h^k e^{-\eta h} \mathbb{E} \left( \left( e^{-\tilde{U}_h} - 1 \right) W_h^{2k} 1_{\{\|\sigma \sqrt{W_1} W_1 + J_h\| > \varepsilon\}} \right)
\]

\[
= (2k - 1)!! h^k - h^k e^{-\eta h} I_1(h) - h^k e^{-\eta h} I_2(h).
\]

We first analyze the asymptotic behavior of \( I_1(h) \). Write

\[
I_1(h) = \mathbb{E} \left( W_1^{2k} 1_{\{\|\sigma \sqrt{W_1} W_1 + J_h\| > \varepsilon\}} \right) + \mathbb{E} \left( W_1^{2k} 1_{\{\|\sigma \sqrt{W_1} W_1 - J_h\| > \varepsilon\}} \right) =: I_1^+(h) + I_1^-(h).
\]

Recalling \( \phi \) and \( \overline{\Phi} \) as in (B.1), by repeating integration by parts, we have for all \( x \in \mathbb{R} \),

\[
\mathbb{E} \left( W_1^{2k} 1_{\{W_1 > x\}} \right) = (2k - 1)!! \overline{\Phi}(x) + \sum_{j=0}^{k-1} \frac{(2k - 1)!!}{(2j + 1)!!} x^{2j+1} \phi(x).
\]

Also, note that expression (A.21) of [8] shows

\[
\mathbb{E} \left( \overline{\Phi} \left( \frac{\varepsilon}{\sigma \sqrt{h}} \pm \frac{J_h}{\sigma \sqrt{h}} \right) \right) = O \left( e^{-\varepsilon^2/(2\sigma^2 h)} \right) + O \left( h \varepsilon^{-Y} \right), \quad \text{as } h \to 0.
\]

Thus, by conditioning on \( J_h \) and then applying Lemma C.2,

\[
I_1^+(h) = \mathbb{E} \left( (2k - 1)!! \overline{\Phi} \left( \frac{\varepsilon}{\sigma \sqrt{h}} \pm \frac{J_h}{\sigma \sqrt{h}} \right) + \sum_{j=0}^{k-1} \frac{(2k - 1)!!}{(2j + 1)!!} \left( \frac{\varepsilon}{\sigma \sqrt{h}} \pm \frac{J_h}{\sigma \sqrt{h}} \right)^{2j+1} \phi \left( \frac{\varepsilon}{\sigma \sqrt{h}} \pm \frac{J_h}{\sigma \sqrt{h}} \right) \right)
\]

\[
= O \left( e^{-\varepsilon^2/(2\sigma^2 h)} \right) + O \left( h \varepsilon^{-Y} \right) + h^{2k} e^{2k-2-Y} + O \left( h^{1/2} e^{2k-1} e^{-\frac{Y^2}{2\sigma^2 h}} \right)
\]

\[
= O \left( h^{2k} e^{2k-Y-2} \right) + O \left( h^{1/2} e^{2k-1} e^{-\frac{Y^2}{2\sigma^2 h}} \right).
\]

(C.13)

Using the same procedure as shown in the Step 1.2 of Theorem 3.1 of [8], we have that \( I_2(h) = o \left( h^{1/Y} \right) \). Note that the last term (C.13) is not needed since this is of smaller order than the first term \( O \left( h^{2k} e^{2k-Y-2} \right) \). The result then follows. \( \square \)
The following Lemma is used in the proofs of Propositions B.1, B.2, and Lemma C.5.

**Lemma C.4.** Let \( \gamma_0 \in \mathbb{R} \), and consider \( S_h \) as in (2.5). Assume that \( \varepsilon \to 0 \) with \( \varepsilon \gg \sqrt{h} \). Then, for any fixed \( k \geq 1 \),

\[
\mathbb{E}\left( S_{h}^{2k} 1_{\{\sigma W_h + S_h + h\gamma_0 \leq \varepsilon\}} \right) = C_+ + C_- h \varepsilon^{2k} + \frac{\sigma^2 (C_+ + C_-) (2k - 1 - Y)}{2} h^2 \varepsilon^{2k-2} + O\left(h^3 \varepsilon^{2k-Y} + O(h^2 \varepsilon^{2k-2Y}) + O\left(\varepsilon^{2k-1-Y} h^2 e^{-\frac{\sigma^2 h^3}{2}}\right)\right).
\]

**Proof.** First suppose \( \gamma_0 = 0 \). For simplicity, let \( I(x) = \int \frac{1}{x} \phi(x) dx \) and also let \( r = r(h) = \frac{\varepsilon}{\sigma \sqrt{h}} \to \infty \) as \( h \to 0 \). Then, in terms of the density \( p_S \) of \( S_1 \) under \( \mathbb{P} \),

\[
\mathbb{E}\left( S_{h}^{2k} 1_{\{\sigma W_h + S_h \leq \varepsilon\}} \right) = h^{2k/Y} \mathbb{E}\left( S_{1}^{2k} 1_{\{\sigma \sqrt{W_1} + h^{2/Y} S_1 \leq \varepsilon\}} \right)
= h^{2k/Y} \left\{ \int_{\{|x|<r\}} + \int_{\{|x|>r\}} \right\} \int_{I(x)} u^{2k} p_S(u) du \phi(x) dx
=: h^{2k/Y} (T_1 + T_2).
\]

(C.14)

We first focus on \( T_1 \). Write \( D(u) := p_S(u) \), \( (C_- 1_{\{u<0\}} + C_+ 1_{\{u>0\}}) |u|^{-1-Y} \), recall \( \tilde{C} = C_+ + C_- \), and observe

\[
T_1 = \frac{\tilde{C}}{2k-Y} (\varepsilon h^{-1/Y})^{2k-Y} \int_{-r}^{r} \left( 1 - \frac{x}{r} \right)^{2k-Y} \phi(x) dx + \int_{-r}^{r} \int_{I(x)} u^{2k} D(u) du \phi(x) dx \quad \text{(C.15)}
\]

Letting \( f(u) = (1-u)^{2k-Y} \), \( q_n(u) = \sum_{\ell=0}^{n} \frac{f^{(\ell)}(0)}{\ell!} u^{\ell} \), and \( R_n(u) = f(u) - q_n(u) \), the integral in first term of (C.15) may then be written as

\[
\int_{-r}^{r} \left( 1 - \frac{x}{r} \right)^{2k-Y} \phi(x) dx = \left\{ \int_{-r/2}^{r/2} + \int_{(-r,r) \setminus (-r/2,r/2)} \right\} f(x/r) \phi(x) dx
= \int_{-r/2}^{r/2} q_n(x/r) \phi(x) dx + \int_{-r/2}^{r/2} R_n(x/r) \phi(x) dx + O(r^{-1} e^{-r^2/8}).
\]

For \(|u| < \frac{1}{2}\), there is a constant \( K' = K'(n, Y) \) such that \(|R_n(u)| \leq K'|u|^{n+1}\). Thus,

\[
\int_{-r/2}^{r/2} R_n(x/r) \phi(x) dx \leq K' r^{-n+1} \int_{-r/2}^{r/2} x^{n+1} \phi(x) dx = O(r^{-n+1}).
\]

Moreover, using that \( \int_{r/2}^{\infty} x^n \phi(x) dx = O(r^{n-1} e^{-(r/2)^2/2}) \),

\[
\int_{-r/2}^{r/2} q_n(x/r) \phi(x) dx = \int_{-\infty}^{\infty} q_n(x/r) \phi(x) dx + O(r^{-n+1} e^{-r^2/8}).
\]

Hence, taking \( n = 3 \),

\[
\int_{-r}^{r} \left( 1 - \frac{x}{r} \right)^{2k-Y} \phi(x) dx = 1 + \frac{(2k-Y)(2k-1-Y)}{2} \frac{r^2}{r^2} + O(r^{-4}), \quad r \to \infty, \quad \text{(C.16)}
\]
where we used that \( \int \limits_{\mathbb{R}} x^{\ell} \phi(x) dx = 0 \) when \( \ell \) is odd. To study the second term on the right-hand side of (C.15), we consider the cases \( k = 1 \) and \( k > 1 \) separately. First suppose \( k = 1 \). By applying Lemma C.8 and using the symmetry of \( \phi \),

\[
\int_{-r}^{r} \int_{I(x)} u^2 D(u) du \phi(x) dx = - \int_{-r}^{r} \int_{\mathbb{R} \setminus (-b(x), b(x))} u^2 D(u) du \phi(x) dx,
\]

where \( b(x) = \frac{\varepsilon + x \sigma \sqrt{h}}{h^{1/2}} = \frac{\varepsilon (1 + x/r)}{h^{1/2}} \in (0, 2 \varepsilon h^{-1/Y}) \). Observe \( 0 < b(x) < 1 \) if and only if \( x \in \left(-\frac{h^{1/2}}{\sigma \sqrt{h}}, \frac{h^{1/2}}{\sigma \sqrt{h}}\right) = \left(-r, r(\frac{h^{1/2}}{\varepsilon} - 1)\right) \). So, we consider

\[
\int_{-r}^{r} \int_{b(x)}^{\infty} u^2 |D(u)| du \phi(x) dx = \left( \int_{-r}^{r} \int_{b(x)}^{\infty} u^2 |D(u)| du \phi(x) dx \right) + \left( \int_{-r}^{r} \int_{0}^{b(x)} u^2 |D(u)| du \phi(x) dx \right).
\]

Applying (2.6), the first integral above can be estimated as follows:

(2.17)

Now, for \( x \in ((\frac{h^{1/2}}{\varepsilon} - 1)r, r) \), \( b(x) > 1 \) and, so, again applying (2.6),

(2.18)

Expressions (2.17)-(2.18) show that

(2.19)

Similarly, one can show that

(2.20)

For the case \( k > 1 \), using (2.6),

(2.21)
Thus, based on \((E \tilde{E}(S \tilde{E}_{1 h}^{2k-Y} \leq \int_{r}^{\infty} (1 + x/r)^{2k-Y} \phi(x) dx \leq K(\varepsilon h^{-1/2})^{2k-Y} \int_{r}^{\infty} (2x/r)^{2k-Y} \phi(x) dx \leq K(\varepsilon h^{-1/2})(1/r)^{2k-Y} e^{-r^2/2} = O((\varepsilon h^{-1/2})^{2k-Y} r^{-1} e^{-r^2/2}). \) (C.22)

Thus, based on (C.14), (C.21), and (C.22),

\[
\mathbb{E}(S_{h}^{2k} 1_{|\sigma W_{h} + S_{h} + h_{\gamma_{0}}| \leq \varepsilon}) = \frac{\tilde{C}}{2k-Y} h\varepsilon^{2k-Y} + \frac{\tilde{C} (2k-1-Y)}{2} \sigma^{2} h^{2} \varepsilon^{2k-Y-2} + O(h^{2} \varepsilon^{2k-Y}) + O((\varepsilon h^{3/2}) e^{-\varepsilon^2/(2\sigma^{2}h)}). \] (C.23)

This completes the case \(\gamma_{0} = 0\). For \(\gamma_{0} \neq 0\), take \(h > 0\) small enough so that \(|\gamma_{0}| h < \varepsilon\), and observe

\[
|1_{|\sigma W_{h} + S_{h} + h_{\gamma_{0}}| \leq \varepsilon} - 1_{|\sigma W_{h} + S_{h}| \leq \varepsilon}| \leq 2(\varepsilon - \varepsilon h_{\gamma_{0}}) + 1_{|\varepsilon| \sigma W_{h} + S_{h}| \leq \varepsilon + |h_{\gamma_{0}}|} \leq 2(\varepsilon - h_{\gamma_{0}}) + 1_{|\varepsilon| \sigma W_{h} + S_{h}| \leq \varepsilon + h_{\gamma_{0}}}.
\]

Thus,

\[
\mathbb{E}(S_{h}^{2k} 1_{|\sigma W_{h} + S_{h} + h_{\gamma_{0}}| \leq \varepsilon}) = 2h^{2k/Y} \mathbb{E}(S_{h}^{2k} 1_{|\varepsilon - h_{\gamma_{0}}| \sigma W_{h} + S_{h}| \leq \varepsilon + h_{\gamma_{0}}}) \leq K h^{2k/Y} \int_{\mathbb{R}} \left\{ \int_{b(x) + h_{\gamma_{0}}^{1/2} x + h_{\gamma_{0}}^{1/2} x}^{b(x) + h_{\gamma_{0}}^{1/2} x} - \int_{b(x) - h_{\gamma_{0}}^{1/2} x}^{b(x) - h_{\gamma_{0}}^{1/2} x} \right\} u^{2k} p_{S}(u) du \phi(x) dx \leq K h^{2k/Y} \int_{\mathbb{R}} b(x) - h_{\gamma_{0}}^{1/2} \int_{\mathbb{R}} b(x) - h_{\gamma_{0}}^{1/2} \int_{\mathbb{R}} \left| \phi(x) dx \right| \leq K h^{2k/Y} 1_{|\sigma W_{h} + S_{h}| \leq \varepsilon} \phi(x) dx \leq K h^{2k/Y} + 1_{|\sigma W_{h} + S_{h}| \leq \varepsilon} \phi(x) dx \leq K h^{2k/Y} 1_{|\sigma W_{h} + S_{h}| \leq \varepsilon} \phi(x) dx \leq O(h^{2} \varepsilon^{2k-Y-1}) = o(h^{2} \varepsilon^{2k-Y}),
\]

where we used the mean value theorem in the third inequality. Hence,

\[
\mathbb{E}(S_{h}^{2k} 1_{|\sigma W_{h} + S_{h} + h_{\gamma_{0}}| \leq \varepsilon}) = \mathbb{E}(S_{h}^{2k} 1_{|\sigma W_{h} + S_{h}| \leq \varepsilon}) + \mathbb{E}(S_{h}^{2k} 1_{|\sigma W_{h} + S_{h} + h_{\gamma_{0}}| \leq \varepsilon} - 1_{|\sigma W_{h} + S_{h}| \leq \varepsilon}) = \mathbb{E}(S_{h}^{2k} 1_{|\sigma W_{h} + S_{h}| \leq \varepsilon}) + o(h^{2} \varepsilon^{2k-Y}).
\]

In view of (C.23), this implies the result for arbitrary \(\gamma_{0} \in \mathbb{R}\). \(\square\)
The lemma below is similar to a result used in Step 2 of the proof of Theorem 3.1 of [8]; here we provide a sharper result and generalize to an arbitrary integer \( k \geq 1 \). The lemma is used in the proofs of Lemmas B.3 and C.6.

**Lemma C.5.** Assume that \( \varepsilon \to 0 \) with \( \varepsilon \gg \sqrt{h} \). Let \( k \geq 1 \) be an integer. Then, as \( h \to 0 \),

\[
\mathbb{E}\left( J_h^{2k} 1_{\{\sigma W_h + J_h \leq \varepsilon\}} \right) = C_+ + C_- h e^{2k-Y} + O(h^{2k-Y-2}) + O(h^{2k-Y/2}).
\]

Proof. Recall \( J_h = S_h + \tilde{\gamma} h \), where \( S_h \) is \( Y \)-stable under \( \tilde{P} \). Note that

\[
\mathbb{E}\left( J_h^{2k} 1_{\{\sigma W_h + J_h \leq \varepsilon\}} \right) = \mathbb{E}\left( e^{-\tilde{U}_h - \eta h} J_h^{2k} 1_{\{\sigma W_h + J_h \leq \varepsilon\}} \right)
\]

\[
= e^{-\eta h} \sum_{j=0}^{2k} \frac{(2k)!}{j! (2k-j)!} (\tilde{\gamma} h)^{2k-j} \mathbb{E}\left( e^{-\tilde{U}_h} S_h^{j} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right).
\]

Now, denoting \( \tilde{C}_\ell = \int_0^\infty (e^{-\ell \varphi(x) - 1} - \ell \varphi(x)) \tilde{\nu}(dx) \), \( \ell = 1, 2 \), by Assumption 2.1-(v) we have

\[
\mathbb{E}\left( (e^{-\tilde{U}_h} - 1)^2 \right) = e^{\tilde{C}_2} h - 2e^{\tilde{C}_1} h + 1 + (\tilde{C}_2 - 2\tilde{C}_1) h, \quad \text{as } h \to 0.
\]

Therefore,

\[
\mathbb{E}\left( e^{-\tilde{U}_h} S_h^{j} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right)
\]

\[
= \mathbb{E}\left( S_h^{j} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right) + \mathbb{E}\left( \left(e^{-\tilde{U}_h} - 1 \right) S_h^{j} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right)
\]

\[
\leq \left( \mathbb{E}\left( S_h^{j} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right) \right)^{1/2} \left( 1 + \left( \mathbb{E}(e^{-\tilde{U}_h} - 1)^2 \right)^{1/2} \right)
\]

\[
= \left( \mathbb{E}\left( S_h^{j} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right) \right)^{1/2} \left( 1 + O(h^{1/2}) \right), \quad \text{as } h \to 0.
\]

In particular, applying Lemma C.4 with \( \gamma_0 = \tilde{\gamma} \), based on expression (C.25), for any \( 0 \leq j \leq 2k-1 \), we see that

\[
h^{2k-j} \mathbb{E}\left( e^{-\tilde{U}_h} S_h^{j} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right) = h^{2k-j} O\left( \left( \mathbb{E}\left( S_h^{2j} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right) \right)^{1/2} \right) = O(h^{3/2} e^{2k-1-Y/2}).
\]

Thus, by Lemma C.4,

\[
\mathbb{E}\left( J_h^{2k} 1_{\{\sigma W_h + J_h \leq \varepsilon\}} \right)
\]

\[
= e^{-\eta h} \sum_{j=0}^{2k} \frac{(2k)!}{j! (2k-j)!} (\tilde{\gamma} h)^{2k-j} \mathbb{E}\left( e^{-\tilde{U}_h} S_h^{j} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right)
\]

\[
= e^{-\eta h} \mathbb{E}\left( S_h^{j} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right) + O(h^{3/2} e^{2k-1-Y/2})
\]

\[
= e^{-\eta h} \mathbb{E}\left( S_h^{2k} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right) + O(h^{1/2} e^{2k-Y/2}) \cdot O(h^{1/2}) + O(h^{3/2} e^{2k-1-Y/2})
\]

\[
= (1 + O(h)) \mathbb{E}\left( S_h^{2k} 1_{\{\sigma W_h + S_h + \tilde{\gamma} h \leq \varepsilon\}} \right) + O(h^{3/2} e^{2k-1-Y/2})
\]
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where in the last line we used that $h^{3/2} \varepsilon^{2k-1-Y/2} \ll h^{2k-Y/2}$ since $\sqrt{h} \ll \varepsilon$, and on the second-to-last line we applied Lemma C.4. The statement follows, since $hE(S_{h}^{2k}) = o(h\varepsilon^{2k-Y})$ by Lemma C.4.

The following lemma is used in the proof of Lemma B.3.

**Lemma C.6.** Assume as $h \to 0$, $\varepsilon \to 0$ with $\varepsilon \gg h^{1/2-\delta}$ for some $\delta > 0$. Let $a, b \geq 1$ be integers. Then,

$$E\left(W_{h}^{a} J_{h}^{b} \mathbf{1}_{\{\sigma W_{h} + J_{h} \leq \varepsilon\}}\right) = \left\{ \begin{array}{ll}
O(h^{2} \varepsilon^{a+b-Y-2}) + O(h^{1+a/2} \varepsilon^{b-Y/2}), & a \text{ odd}, \\
O(h^{2} \varepsilon^{a+b-Y-2}) + O(h^{1+a/2} \varepsilon^{b-Y}), & a \text{ even}, \\
O(h^{2} \varepsilon^{a+b-Y-2}) + O(h^{1+a/2} \varepsilon^{b-Y/2}), & a \text{ even, b odd}. 
\end{array} \right.$$ 

**Proof.** First, we decompose $E(W_{h}^{a} J_{h}^{b} \mathbf{1}_{\{\sigma W_{h} + J_{h} \leq \varepsilon\}})$ as

$$E\left(W_{h}^{a} J_{h}^{b} \mathbf{1}_{\{\sigma W_{h} + J_{h} \leq \varepsilon\}}\right)^{2} = h^{a/2} e^{-\varepsilon h} \left[ E\left(W_{h}^{a} J_{h}^{b} \mathbf{1}_{\{\sigma W_{h} + J_{h} \leq \varepsilon\}} \right)^{2} \right] = h^{a/2} e^{-\varepsilon h} (T_{1}(h) + T_{2}(h)). \tag{C.26}$$

We first analyze the asymptotic behavior of $T_{1}(h)$. Note that by repeating integration by parts, we have for all $x_{1}, x_{2} \in \mathbb{R}$, and $x_{1} < x_{2}$,

$$E\left(W_{h}^{a} \mathbf{1}_{\{x_{1} < \varepsilon < x_{2}\}}\right) = \left\{ \begin{array}{ll}
\sum_{j=0}^{d} \frac{(a-1)!!}{(2j)!!} \left( \frac{x^{2j}}{2} \phi(x) - \frac{x^{2j}}{2} \phi(x) \right), & a = 2d + 1, \\
\sum_{j=0}^{d-1} \frac{(a-1)!!}{(2j+1)!!} \left( \frac{x^{2j+1}}{2} \phi(x) - \frac{x^{2j+1}}{2} \phi(x) \right) & a = 2d, \\
+ (a-1)!! \left( \Phi(x_{1}) - \Phi(x_{2}) \right),
\end{array} \right.$$ \tag{C.27}

where $d \geq 0$ is an integer. However, by applying Lemma C.2 and noting that under the assumption $\varepsilon \gg h^{1/2-\delta}$, $\sqrt{h} \varepsilon^{j} e^{-\varepsilon^{2} / 2} h^{2j-2} \ll \varepsilon^{2j-2} - Y - 1$ and $\sqrt{h} \varepsilon^{j} e^{-\varepsilon^{2} / 2} h^{2j-2} \ll \varepsilon^{2j-2} - Y - 1$, for any integer $j$,

$$E\left( (\pm J_{h})^{k} \left( \frac{x \pm J_{h}}{\sqrt{\varepsilon}} \right) \phi \left( \frac{x \pm J_{h}}{\sqrt{\varepsilon}} \right) \right) = (\sigma \sqrt{h})^{-k} \left( \sum_{m=0}^{k} \binom{k}{m} \varepsilon^{k-m} (\pm J_{h})^{m+b} \phi \left( \frac{x \pm J_{h}}{\sigma \sqrt{h}} \right) \right)$$

$$= \left( \frac{x}{\sigma \sqrt{h}} \right)^{k} \sum_{m=0}^{k} \binom{k}{m} \varepsilon^{m} O\left(h^{3/2} \varepsilon^{m+b-Y-1}\right) = O\left(k \frac{3-k}{2} \varepsilon^{k+b-Y-1}\right). \tag{C.28}$$

Moreover, using Lemma C.5, we see that

$$E\left( J_{h}^{b} \Phi \left( \frac{\pm \varepsilon - J_{h}}{\sigma \sqrt{h}} \right) \right) = E\left( J_{h}^{b} \Phi \left( \frac{\varepsilon - J_{h}}{\sigma \sqrt{h}} \right) \right)$$

$$= E\left( J_{h}^{b} \mathbf{1}_{\{\sigma W_{h} + J_{h} \leq \varepsilon\}} \right) = \left\{ \begin{array}{ll}
O(h \varepsilon^{b-Y}), & b \text{ even}, \\
O(h^{1/2} \varepsilon^{b-Y/2}), & b \text{ odd}. 
\end{array} \right.$$ \tag{C.29}

where we used Cauchy-Schwarz for the case when $b$ is odd. Thus, by conditioning on $J_{h}$, we may use the bounds (C.28) and (C.29) in expression (C.27) to obtain

$$T_{1}(h) = \left\{ \begin{array}{ll}
O(h^{2-a/2} \varepsilon^{a+b-Y-2}), & a \text{ odd}, \\
O(h^{2-a/2} \varepsilon^{a+b-Y-2}) + O(h \varepsilon^{b-Y}), & a \text{ even}, \\
O(h^{2-a/2} \varepsilon^{a+b-Y-2}) + O(h^{1/2} \varepsilon^{b-Y/2}), & a \text{ even, b odd}. 
\end{array} \right.$$ \tag{C.30}
Now we turn to $T_2(h)$. Recall that by (C.24), $\tilde{E}(e^{-\tilde{U}_h} - 1)^2 = O(h)$ as $h \to 0$. Then by Cauchy-Schwarz,

$$T_2(h) = \tilde{E}\left( (e^{-\tilde{U}_h} - 1) W^a_i J^b_h 1_{\{|\sigma \sqrt{W}_1 + J_h| \leq \varepsilon\}} \right)$$

$$\leq \left( \tilde{E}\left( W^a_i (e^{-\tilde{U}_h} - 1)^2 \right) \right)^{1/2} \cdot \left( \tilde{E}\left( J^b_h 1_{\{|\sigma \sqrt{W}_1 + J_h| \leq \varepsilon\}} \right) \right)^{1/2}$$

$$\leq K \left( \tilde{E}\left( (e^{-\tilde{U}_h} - 1)^2 \right) \right)^{1/2} \left( O(h \varepsilon^{2 Y}) \right)^{1/2}$$

$$= O(h \varepsilon^{b - Y/2}),$$

(C.31)

where we used the independence of $W_1$ and $U_i$ in the third line above. Therefore, since $h \varepsilon^{b - Y/2} \ll h \varepsilon^{b - Y}$ and $h \varepsilon^{b - Y/2} \ll h^{1/2} \varepsilon^{b - Y/2}$, by (C.26), (C.30) and (C.31), the result holds. \qed

The following lemma is used in the proof of Proposition B.1.

**Lemma C.7.** As $h \to 0$,

$$\tilde{E}\left( \frac{\varepsilon}{\sigma \sqrt{h}} \left( \frac{S_h}{\sigma \sqrt{h}} \right) \right) = \frac{C_\varepsilon}{Y} h \varepsilon^Y + C_\varepsilon (1 + Y) \sigma^2 h^2 \varepsilon^{-2Y} + \frac{C_\varepsilon (1 + Y) (2 + Y) (3 + Y)}{8} \sigma^4 h^3 \varepsilon^{-4Y}$$

$$+ O(h^4 \varepsilon^{-Y^2 - \delta}) + O(h^{3/2} \varepsilon^{1 - Y} (1 + h \varepsilon^{-2})) \cdot (1 + h \varepsilon^{-2})$$

$$+ O(h \varepsilon^{2 - 2Y}) \cdot (1 + h^{1/2} \varepsilon^{1 - 2Y} + h \varepsilon^{-2})$$

$$+ O\left( \varepsilon \right) + O\left( h^{1/2} \varepsilon^{3 - 2Y} \right) + O\left( h^{1/2} \varepsilon^{3 - Y} e^{-\frac{\varepsilon^2}{2 \sqrt{h}}} \right) + O\left( h^{1/2} \varepsilon^{3 - Y} e^{-\frac{\varepsilon^2}{2 \sqrt{h}}} \right).$$

**Proof.** Fix $0 < \delta < 1/32$. Let $S^\delta$ be a Lévy process with no diffusion part, Lévy measure $\tilde{\nu}(dz) 1_{|z| \leq \delta \varepsilon}$, and third component of the characteristic triplet $\gamma_\delta := \tilde{\gamma} - \int_{|z| \leq \delta \varepsilon} \tilde{\nu}(dz)$. Let $N^\delta$ a standard Poisson process with intensity $\lambda_\delta := \tilde{\nu}((z : |z| > \delta \varepsilon))$, $\xi_i^\delta$ be a sequence of i.i.d. random variables with probability distribution $\tilde{\nu}(dz) 1_{|z| > \delta \varepsilon} / \lambda_\delta$ (again under both $\tilde{P}$ and $P$). We also assume that $S^\delta$, $N^\delta$, and $(\xi_i^\delta)_{i \geq 1}$ are independent. Then, by construction, under $\tilde{P}$, $S_h = S^\delta_h + \sum_{i=1}^{N^\delta_h} \xi_i^\delta$.

Therefore, we can express

$$\tilde{E}\left( \frac{\varepsilon}{\sigma \sqrt{h}} \left( \frac{S_h}{\sigma \sqrt{h}} \right) \right) = \tilde{P}(S^\delta_h + S_h \geq \varepsilon) = \mathbb{P}(S^\delta_h + S_h \geq \varepsilon)$$

and conditioning on $N^\delta_h$,

$$\tilde{E}\left( \frac{\varepsilon}{\sigma \sqrt{h}} \left( \frac{S_h}{\sigma \sqrt{h}} \right) \right) = e^{-\lambda_\delta h} \mathbb{P}(\sigma W_h \geq \varepsilon)$$

$$+ \lambda_\delta h e^{-\lambda_\delta h} \mathbb{P}(\sigma W_h \geq S^\delta_h \geq \varepsilon)$$

$$+ \lambda_\delta h e^{-\lambda_\delta h} \sum_{k \geq 2} \frac{(\lambda_\delta h)^k}{k!} \mathbb{P}(\sigma W_h \geq S^\delta_h \geq \sum_{i=1}^{k} \xi_i^\delta \geq \varepsilon).$$

(C.32)
To estimate the first term in (C.32), by a Taylor approximation,

\[
\mathbb{P}(\sigma W_h + S_h^3 \geq \varepsilon) = \mathbb{E} \left( \Phi \left( \frac{\varepsilon}{\sqrt{h}} \pm \frac{S_h^3}{\sqrt{h}} \right) \right) \\
= \Phi \left( \frac{\varepsilon}{\sqrt{h}} \right) \pm \Phi \left( \frac{\varepsilon}{\sqrt{h}} \right) \mathbb{E} \left( \frac{S_h^3}{\sqrt{h}} \right) + \mathbb{E} \left( \frac{(S_h^3)^2}{2h} \int_0^1 (1 - \theta) \Phi' \left( \frac{\varepsilon \pm \theta S_h^3}{\sqrt{h}} \right) d\theta \right) \\
= \mathbb{P}(\sigma W_h \geq \varepsilon) \pm \frac{\varepsilon}{\sqrt{h}} \frac{\gamma h}{\sqrt{h}} \mathbb{E} \left( \frac{S_h^3}{\sqrt{h}} \right) + \mathbb{E} \left( \frac{(S_h^3)^2}{2h} \int_0^1 (1 - \theta) e^{-\frac{(\varepsilon \pm \theta S_h^3)^2}{2\sigma^2 h}} (\varepsilon \pm \theta S_h^3) d\theta \right) \tag{C.33}
\]

To estimate the last term in (C.33), first note that for any integer \(k \geq 2\),

\[
\mathbb{E} \left( (S_h^3)^k \right) \sim h \int_{|z| \leq \delta} z^k \nu(dz) = O(h^k \varepsilon^{-k/2}).
\]

Since \(\delta < 1/32\), by similar arguments to those shown in expression (46) of [20], it holds that \(\mathbb{P}(\delta_h > \frac{\varepsilon}{2}) \leq C_0(h \varepsilon^{-1})^4\), for some constant \(C_0\). Thus, we can compute

\[
\mathbb{E} \left( \frac{(S_h^3)^2}{2h} \int_0^1 (1 - \theta) e^{-\frac{(\varepsilon \pm \theta S_h^3)^2}{2\sigma^2 h}} d\theta \right) \\
= \mathbb{E} \left( (S_h^3)^2 1_{\{|S_h^3| \leq \frac{\varepsilon}{2}\}} \int_0^1 (1 - \theta) e^{-\frac{(\varepsilon \pm \theta S_h^3)^2}{2\sigma^2 h}} d\theta \right) + \mathbb{E} \left( (S_h^3)^2 1_{\{|S_h^3| > \frac{\varepsilon}{2}\}} \int_0^1 (1 - \theta) e^{-\frac{(\varepsilon \pm \theta S_h^3)^2}{2\sigma^2 h}} d\theta \right) \\
\leq \mathbb{E} \left( (S_h^3)^2 \right) e^{-\frac{\varepsilon^2}{8\sigma^2 h}} + \mathbb{E} \left( (S_h^3)^2 1_{\{|S_h^3| > \frac{\varepsilon}{2}\}} \right) \\
\leq O \left( h^2 \varepsilon^{-2} e^{-\frac{\varepsilon^2}{8\sigma^2 h}} \right) + \mathbb{E} \left( (S_h^3)^4 \right) \frac{1}{2} \mathbb{P} \left( |S_h^3| > \frac{\varepsilon}{2} \right)^{1/2} \leq O \left( \frac{h^5 \varepsilon^{-2} e^{-2Y-Y/2}}{2} \right) \tag{C.34}
\]

Similarly,

\[
\mathbb{E} \left( (S_h^3)^3 \int_0^1 (1 - \theta) \theta e^{-\frac{(\varepsilon \pm \theta S_h^3)^2}{2\sigma^2 h}} d\theta \right) \leq \mathbb{E} \left( (S_h^3)^3 \right) e^{-\frac{\varepsilon^2}{8\sigma^2 h}} + \mathbb{E} \left( (S_h^3)^3 1_{\{|S_h^3| > \frac{\varepsilon}{2}\}} \right) \\
= O \left( h^3 \varepsilon^{-2} e^{-\frac{\varepsilon^2}{8\sigma^2 h}} \right) + O \left( h^5 \varepsilon^{-3} e^{-2Y-Y/2} \right) \tag{C.35}
\]

Then, based on (C.33), using \(\mathbb{P}(\sigma W_h \geq \varepsilon) \pm \phi \left( \frac{\varepsilon}{\sigma \sqrt{h}} \right) \frac{\gamma h}{\sigma \sqrt{h}} = O(h^{1/2} \varepsilon^{-1} e^{-\frac{\varepsilon^2}{8\sigma^2 h}})\) together with (C.34) and (C.35), we obtain

\[
\mathbb{P}(\sigma W_h + S_h^3 \geq \varepsilon) = O \left( h^{1/2} \varepsilon^{-1} e^{-\frac{\varepsilon^2}{8\sigma^2 h}} \right) + O \left( h^{-1/2} \varepsilon^{-3} e^{-\frac{\varepsilon^2}{8\sigma^2 h}} \right) + O \left( \varepsilon^{-2Y-Y/2} \right) \tag{C.36}
\]
This establishes the asymptotic behavior of the first term in (C.32). To estimate the second term in (C.32), again by a Taylor approximation,

\[
\begin{align*}
\mathbb{P}(\sigma W_h + S_h \pm \xi_1^\delta \geq \varepsilon) &= \mathbb{P}(\sigma W_h + \xi_1^\delta \geq \varepsilon) + \mathbb{E}\left(\phi\left(\frac{\varepsilon \pm \xi_1^\delta}{\sigma \sqrt{h}}\right)\right) \frac{\gamma h}{\sigma \sqrt{h}} \\
+ \sigma^{-3} h^{-3/2} (2\pi)^{-1/2} \mathbb{E}\left((S_h^\delta)^2 \int_0^1 (1 - \theta) e^{-\frac{(\varepsilon \pm \xi_1^\delta \pm \theta S_h^\delta)^2}{2\sigma^2 h}} d\theta\right) \\
&= \mathbb{P}(\sigma W_h + \xi_1^\delta \geq \varepsilon) + \mathcal{O}\left(h^{1/2} \varepsilon^{-1-\gamma}\right) + \mathcal{O}\left(\varepsilon^{-2-\gamma}\right), \\
\end{align*}
\]

(C.37)

where the last equality is because

\[
\mathbb{E}\left((S_h^\delta)^2 \int_0^1 (1 - \theta) e^{-\frac{(\varepsilon \pm \xi_1^\delta \pm \theta S_h^\delta)^2}{2\sigma^2 h}} d\theta\right) \leq \sigma \sqrt{2} \sup_x |x| e^{-x^2} \cdot \sqrt{h} \mathbb{E}\left((S_h^\delta)^2\right) = \mathcal{O}(h^{3/2} \varepsilon^{-2-\gamma}).
\]

For the first term in (C.37), note

\[
\lambda_\delta \mathbb{P}(\sigma W_h + \xi_1^\delta \geq \varepsilon) = \int_{-\infty}^{-\delta \varepsilon} \mathbb{P}(\sigma W_h \geq \varepsilon - z) \tilde{\nu}(dz) + \int_{\delta \varepsilon}^{\infty} \mathbb{P}(\sigma W_h \geq \varepsilon - z) \tilde{\nu}(dz) \\
- \int_{\varepsilon}^{\infty} 1_{\{|x| > \delta \varepsilon\}} \tilde{\nu}(dz) + \lambda_\delta \mathbb{P}\left(\xi_1^\delta \geq \varepsilon\right).
\]

(C.38)

Now, for the first term in (C.38), we employ the tail bound \(\mathbb{P}(\{|W| > x\} \leq \frac{1}{x \sqrt{2\pi}} \exp\{-x^2/2\})\):

\[
\int_{-\infty}^{-\delta \varepsilon} \mathbb{P}(\sigma W_h \geq \varepsilon - z) \tilde{\nu}(dz) \leq \frac{\sigma \sqrt{h}}{\varepsilon \sqrt{2\pi}} \frac{\varepsilon^2}{2\sigma^2 h} \cdot \frac{C}{\sqrt{Y} (\delta \varepsilon)^{-\gamma}} = \mathcal{O}\left(h^{1/2} \varepsilon^{-1-\gamma} e^{-x^2/2\sigma^2 h}\right).
\]

(C.39)

Then we estimate the second and the third term in (C.38),

\[
\begin{align*}
&\int_{\delta \varepsilon}^{\infty} \mathbb{P}(\sigma W_h \geq \varepsilon - z) \tilde{\nu}(dz) - \int_{\varepsilon}^{\infty} \tilde{\nu}(dz) \\
&= \int_{\delta \varepsilon}^{\varepsilon} \mathbb{P}(\sigma W_h \geq \varepsilon - z) \tilde{\nu}(dz) - \int_{\varepsilon}^{\infty} \mathbb{P}(\sigma W_h \leq \varepsilon - z) \tilde{\nu}(dz) \\
&= C_+ \int_{0}^{\varepsilon(1-\delta)} \mathbb{P}(\sigma W_h \geq u) (\varepsilon - u)^{-1-\gamma} du - C_+ \int_{0}^{\infty} \mathbb{P}(\sigma W_h \leq -u) (\varepsilon + u)^{-1-\gamma} du \\
&= C_+ \int_{0}^{\varepsilon(1-\delta)} \mathbb{P}(\sigma W_h \geq u) ((\varepsilon - u)^{-1-\gamma} - (\varepsilon + u)^{-1-\gamma}) du \\
&- C_+ \int_{\varepsilon(1-\delta)}^{\infty} \mathbb{P}(\sigma W_h \leq -u) (\varepsilon + u)^{-1-\gamma} du =: T_1 - T_2.
\end{align*}
\]

(C.40)

For the first term \(T_1\) in (C.40), for simplicity let \(r = r(h) = \frac{\varepsilon}{\sigma \sqrt{h}} \to \infty\) as \(h \to 0\), and also let \(f(u) = (1 - u)^{-1-\gamma} - (1 + u)^{-1-\gamma}\). Also, recall \(\mathbb{E}(\{|W|^{k+1}\}) = 2k \int_0^\infty x^k \mathbb{P}(W_1 > x) dx\). By a 4th
order Taylor approximation of $f(u)$ at $u = 0$,

$$T_1 = C_+ \sigma h^{1/2} \varepsilon^{-1 - Y} \int_0^{r(1-\delta)} \mathbb{P}(W_1 \geq x) f(x/r) dx$$

$$= C_+ \sigma h^{1/2} \varepsilon^{-1 - Y} \int_0^{r(1-\delta)} \mathbb{P}(W_1 \geq x) \left( f'(0)(x/r) + \frac{f^{(3)}(0)(x/r)^3}{3!} + \frac{f^{(5)}(\vartheta(x))(x/r)^5}{5!} \right) dx$$

$$= C_+ \sigma h^{1/2} \varepsilon^{-1 - Y} \left( \frac{f'(0)\mathbb{E}W_1^2}{r} + \frac{f^{(3)}(0)\mathbb{E}W_1^4}{r^3 \cdot 3!} + O(r^{-5}) - O \left( \int_{r(1-\delta)}^\infty \mathbb{P}(W_1 \geq x) f'(0)(x/r) dx \right) \right)$$

$$= C_+ \sigma h^{1/2} \varepsilon^{-1 - Y} \left( \frac{f'(0)\mathbb{E}W_1^2}{r} + \frac{f^{(3)}(0)\mathbb{E}W_1^4}{r^3 \cdot 3!} \right) + O(h^3 \varepsilon^{-6} - Y) - O \left( h^{3/2} \varepsilon^{-3 - Y} e^{-\varepsilon^2(1-\delta)^2/2\sigma^2} \right)$$

$$= C_+(1 + Y) \sigma^2 h \varepsilon^{-2 - Y} + \frac{C_+(1 + Y)(2 + Y)(3 + Y)}{8} \sigma^4 h^2 \varepsilon^{-4 - Y}$$

$$+ O \left( h^{3/2} \varepsilon^{-3 - Y} e^{-\varepsilon^2(1-\delta)^2/2\sigma^2} \right) + O(h^3 \varepsilon^{-Y}). \quad (C.41)$$

The second term in (C.40) can be estimated as

$$|T_2| \leq C_+ \mathbb{P}(\sigma W_h \leq \varepsilon(\delta - 1)) \int_{\varepsilon(1-\delta)}^\infty (\varepsilon + u)^{-1 - Y} du = O \left( h^{1/2} \varepsilon^{-1 - Y} e^{-\varepsilon^2(1-\delta)^2/2\sigma^2} \right). \quad (C.42)$$

Finally, for the fourth term in (C.38),

$$\lambda^Y \mathbb{P}(\xi^Y \geq \varepsilon) = \int_{\varepsilon}^\infty \tilde{v}(dz) = \frac{C_+}{Y} \varepsilon^{-Y}. \quad (C.43)$$

Then, combining (C.39), (C.41), (C.42), and (C.43), and by repeating analogous arguments for $\lambda^Y \mathbb{P}(\sigma W_h - \xi^Y \geq \varepsilon)$, based on (C.38) we obtain

$$\lambda^Y \mathbb{P}(\sigma W_h + \xi^Y \geq \varepsilon) = \frac{C_+}{Y} \varepsilon^{-Y} + C_+(1 + Y) \sigma^2 h \varepsilon^{-2 - Y} + \frac{C_+(1 + Y)(2 + Y)(3 + Y)}{8} \sigma^4 h^2 \varepsilon^{-4 - Y}$$

$$+ O(h^3 \varepsilon^{-6}) + O \left( h^{1/2} \varepsilon^{-1 - Y} e^{-\varepsilon^2(1-\delta)^2/2\sigma^2} \right) \cdot (1 + h \varepsilon^{-2}).$$

Therefore, by (C.37), and using that $\lambda^h = O(\varepsilon^{-Y})$,

$$\lambda^h h e^{-\lambda^h h} \mathbb{P}(\sigma W_h + S^h + \xi^Y \geq \varepsilon) \quad (C.44)$$

$$= \frac{C_+}{Y} h \varepsilon^{-Y} + C_+(1 + Y) \sigma^2 h^2 \varepsilon^{2 - Y} + \frac{C_+(1 + Y)(2 + Y)(3 + Y)}{8} \sigma^4 h^3 \varepsilon^{-4 - Y}$$

$$+ O(h^4 \varepsilon^{-6}) + O \left( h^{3/2} \varepsilon^{-1 - Y} e^{-\varepsilon^2(1-\delta)^2/2\sigma^2} \right) \cdot (1 + h \varepsilon^{-2}) + O(h^{2e^{-2Y}}) \cdot (1 + h^{1/2} \varepsilon^{-1}).$$

This establishes the asymptotic behavior of the second term in (C.32). For the third term in (C.32), simply note

$$e^{-\lambda^h h} \sum_{k \geq 2} \frac{(\lambda^h h)^k}{k!} \mathbb{P} \left( \sigma W_h + S^h + \sum_{i=1}^k \xi^Y_i \geq \varepsilon \right) \leq \sum_{k \geq 2} \frac{(\lambda^h h)^k}{k!} = O(h^2 \varepsilon^{-2Y}). \quad (C.45)$$

Finally, combining (C.36), (C.44) and (C.45), based on (C.32) we obtain the result. \qed
The following lemma is used in the proof of Lemma C.4.

**Lemma C.8.** Let $\mathcal{D}(u) := p_S(u) - (C_1(I_{u<0}) + C_2(I_{u>0}))|u|^{-1-Y}$. Then,

$$K_S := \int_{-\infty}^{\infty} u^2 \mathcal{D}(u) du = 0.$$  

**Proof.** Let $\varphi_S(\omega)$ denote the characteristic function of $S_1$ under $\mathbb{P}$. Then, with $\varsigma$ and $\rho$ denoting the scale and skewness parameters of $S_1$, respectively, we have

$$\varphi_S(\omega) = \exp \left( -|\varsigma\omega|^Y [1 - i\rho \text{sgn}(\omega) \tan(\pi Y/2)] \right)$$

$$= \exp \left( - (C_+ + C_-) \cos \left( \frac{\pi Y}{2} \right) |(1 - i\rho C_+ C_- \tan \left( \frac{\pi Y}{2} \right) \text{sgn}(\omega)) \right).$$

Without loss of generality, suppose $\varsigma = 1$. For simplicity, let $\mathcal{E}(u) := u^2 \mathcal{D}(u)$, and observe $\mathcal{E} \in L^1(\mathbb{R})$ since $Y \in (1, 2)$, and hence $\hat{\mathcal{E}}(\omega) := \int_{\mathbb{R}} e^{i\omega u} \mathcal{E}(u) du$ exists. Observe that $\int_{\mathbb{R}} \mathcal{E}(u) du = \hat{\mathcal{E}}(0)$. Now, recall that, for any $\alpha \in (0, 1)$,

$$\int_0^\infty e^{ix} x^{a-1} dx = e^{i\pi \alpha/2} \Gamma(\alpha),$$

(see [10], eq. 3.381.7), where the integral can be understood as the limit $\lim_{R \to \infty} \int_0^R e^{ix} x^{a-1} dx$. Thus,

$$\int_0^\infty e^{i\omega u} u^{1-Y} du = -|\omega|^{Y-2} e^{-|\omega|^{i\pi Y/2} \Gamma(2-Y)}, \quad Y \in (1, 2).$$

This implies

$$C_+ \int_0^\infty e^{i\omega x} |x|^{1-Y} dx + C_- \int_{-\infty}^0 e^{i\omega x} |x|^{1-Y} dx$$

$$= -|\omega|^{Y-2} \Gamma(2-Y) \left( C_+ e^{-i|\omega|^Y/2} + C_- e^{i|\omega|^Y/2} \right)$$

$$= -|\omega|^{Y-2} \Gamma(2-Y) \left( (C_+ + C_-) \cos(\pi Y/2) - (C_+ - C_-) i \sin(\pi Y/2) \text{sgn}(\omega) \right)$$

$$= |\omega|^{Y-2} (C_+ + C_-) \cos \left( \frac{\pi Y}{2} \right) \Gamma(2-Y) \left( 1 - i \frac{C_+ - C_-}{C_+ + C_-} \tan \left( \frac{\pi Y}{2} \right) \text{sgn}(\omega) \right)$$

$$= |\omega|^{Y-2} Y(Y-1) \left( 1 - i \rho \text{sgn}(\omega) \tan(\pi Y/2) \right).$$

However, it can be shown that

$$\int_{\mathbb{R}} e^{i\omega u} u^2 p_S(u) du = -\varphi_S''(\omega), \quad \omega \neq 0,$$

where the integral is interpreted as the limit $\lim_{R \to \infty} \int_{-R}^R e^{i\omega u} u^2 p_S(u) du$. Thus, by differentiating $-\varphi_S(\omega)$ twice, we obtain

$$\int_{\mathbb{R}} e^{i\omega u} u^2 p_S(u) du = \left( Y(Y-1)|\omega|^{Y-2} - Y^2|\omega|^{2Y-2} \right) \left( 1 - i \rho \text{sgn}(\omega) \tan(\pi Y/2) \right) \varphi_S(\omega).$$

Therefore,

$$\hat{\mathcal{E}}(\omega) = -\hat{\varphi}_S''(\omega) + |\omega|^{Y-2} Y(Y-1)(1 - i \rho \text{sgn}(\omega) \tan(\pi Y/2)) = O\left(|\omega|^{2Y-2}\right), \quad \omega \to 0.$$

In particular, $K_S = \int_{\mathbb{R}} \mathcal{E}(x) dx = \hat{\mathcal{E}}(0) = 0$, \quad $Y \in (1, 2)$. \hfill $\blacksquare$
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Proof Of (B.18). Let us start with the decomposition
\[ I_{5,2} = \mathbb{E} \left( e^{-\tilde{U}_h} - 1 + \tilde{U}_h \right) S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} - \mathbb{E} \left( \tilde{U}_h S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} \right) =: T_1 - T_2. \]
Since \(|\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon\) implies \(|S_h| < \varepsilon + \sigma |W_h| + |\tilde{\gamma}| h\) and \(e^{-x} - 1 + x \geq 0\) for all \(x\), we can estimate the first term as follows:
\[
0 \leq T_1 \leq \mathbb{E} \left( e^{-\tilde{U}_h} - 1 + \tilde{U}_h \right) (\varepsilon + \sigma |W_h| + |\tilde{\gamma}| h)^2 \tag{C.46}
\]
\[ = O(\varepsilon^2) \mathbb{E} \left( e^{-\tilde{U}_h} - 1 + \tilde{U}_h \right) = O(\varepsilon^2 h). \]
For \(T_2\), we consider the following decomposition
\[
\tilde{U}_h = \int_0^h \int_{\mathbb{R}_0} (\varphi(x) + \alpha_{\text{sgn}(x)} x) \tilde{N}(ds, dx) - \int_0^h \int_{\mathbb{R}_0} \alpha_{\text{sgn}(x)} x \tilde{N}(ds, dx) =: \tilde{U}_h^{\text{BV}} - \alpha_+ S_h^+ - \alpha_- S_h^-,
\]
where the first integral is well-defined in light of Assumption 2.1-\(i\) & \(ii\). Then, we have
\[
T_2 = \mathbb{E} \left( \tilde{U}_h^{\text{BV}} S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} \right) - \alpha_+ \mathbb{E} \left( S_h^+ S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} \right) - \alpha_- \mathbb{E} \left( S_h^- S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} \right). \tag{C.47}
\]
For the first term we proceed as in (C.46):
\[
\mathbb{E} \left( |\tilde{U}_h^{\text{BV}}| |S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} \right) \leq \mathbb{E} \left( |\tilde{U}_h^{\text{BV}}| (\varepsilon + \sigma |W_h| + |\tilde{\gamma}| h)^2 \right) = O(\varepsilon^2) \mathbb{E} \left( |\tilde{U}_h^{\text{BV}}| \right) = O(\varepsilon^2 h) \tag{C.48}
\]
since \(\mathbb{E} \left( |\tilde{U}_h^{\text{BV}}| \right) \leq 2h \int_{\mathbb{R}_0} |\varphi(x) + \alpha_{\text{sgn}(x)} x| \tilde{\nu}(dx) < \infty\) due to Assumption 2.1. For the expectations in (C.47), we apply Hölder’s inequality to obtain
\[
\mathbb{E} \left( |S_h^1| |S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} \right) \leq \left( \mathbb{E} |S_h^1|^p \right)^{1/p} \left( \mathbb{E} \left( S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} \right)^q \right)^{1/q}, \tag{C.49}
\]
where \(p \in (1, Y)\) and \(q > 1\) is such that \(p^{-1} + q^{-1} = 1\). However, by Lemma C.4,
\[
\left( \mathbb{E} \left( S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} \right)^q \right)^{1/q} = O(h^{1/q} \varepsilon^{-Y/q}) = O(h^{1/q} \varepsilon^{-Y/q}).
\]
Therefore, plugging the above estimate into expression (C.49), we get
\[
\mathbb{E} \left( |S_h^1| |S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} \right) \leq \left( \mathbb{E} |S_h^1|^p \right)^{1/p} \times O(h^{1/q} \varepsilon^{-Y/q}) = O(h^{1/Y + 1/q} \varepsilon^{-Y/q}).
\]
Note \(p \in (1, Y)\) implies \(\frac{1}{q} \in (0, 1 - \frac{1}{Y})\). Therefore, for all small \(\delta > 0\),
\[
\mathbb{E} \left( |S_h^1| |S_h^2 1_{\{ |\sigma W_h + S_h + \tilde{\gamma} h| \leq \varepsilon \}} \right) = O(h^{1/Y} \varepsilon^2 (h \varepsilon^{-Y})^{(1 - \frac{1}{Y}) - \delta}) = O(h \varepsilon^{3Y} (h \varepsilon^{-Y})^{-\delta}). \tag{C.50}
\]
Finally, combining (C.46), (C.48), and (C.50), we get that
\[
I_{5,2} = O(\varepsilon^2 h) + O(h \varepsilon^{3Y} (h \varepsilon^{-Y})^{-\delta}) = O(h \varepsilon^{3Y} (h \varepsilon^{-Y})^{-\delta}). \tag{C.51}
\]
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