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Abstract: Epilepsy is a disease that decreases the quality of life of patients; it is also among the most common neurological diseases. Several studies have approached the classification and prediction of seizures by using electroencephalographic data and machine learning techniques. A large diversity of features has been extracted from electroencephalograms to perform classification tasks; therefore, it is important to use feature selection methods to select those that leverage pattern recognition. In this study, the performance of a set of feature selection methods was compared across different classification models; the classification task consisted of the detection of ictal activity from the CHB-MIT and Siena Scalp EEG databases. The comparison was implemented for different feature sets and the number of features. Furthermore, the similarity between selected feature subsets across classification models was evaluated. The best F1-score (0.90) was reported by the K-nearest neighbor along with the CHB-MIT dataset. Results showed that none of the feature selection methods clearly outperformed the rest of the methods, as the performance was notably affected by the classifier, dataset, and feature set. Two of the combinations (classifier/feature selection method) reporting the best results were K-nearest neighbor/support vector machine and random forest/embedded random forest.
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1. Introduction

Epilepsy is one of the most common neurological diseases, affecting around 50 million people of all ages globally [1]. The Center for Surveillance, Epidemiology and Laboratory Services of the United States of America estimated that in 2010, the number of adults with active epilepsy in the United States was 2.3 million; by 2015, the estimate increased to 3 million adults [2]. An additional study calculated that the cumulative incidence of epilepsy, in Norwegian children at the age of ten was around 0.66%, with 0.62% having active epilepsy [3]. The authors in [4] reported six studies of epilepsy prevalence in Mexico, which found prevalence rates of 3.9 to 42.2 per 1000 inhabitants.

An important tool for the diagnosis and management of epilepsy is the electroencephalogram (EEG). As mentioned in [5] (p. ii2), EEG is a “convenient and relatively inexpensive way to demonstrate the physiological manifestations of abnormal cortical excitability that underlie epilepsy.” Other diagnostic techniques used in conjunction with EEG include neuroimaging, metabolic tests, and genetic tests. EEG can be processed and classified by using machine learning methods. Several studies have applied machine learning to classify ictal EEG signals [6,7] and predict seizures [8,9]. Concerning signal description, several metrics have been used to characterize such problems, and to build machine learning models, some of those metrics are computed from an EEG. Some researchers have approached the classification problem by calculating statistical, entropy, and univariate linear metrics from EEG [6,8–11]; those metrics can be fed to a model in
the form of a vector or a matrix. In addition, metrics can be estimated for the entire EEG bandwidth or for smaller sub-bands [12–14], the latter with the intention of obtaining a more detailed view of the signal. Furthermore, transformation of the EEG signal to different domains has been explored by applying Fourier [15], short-term Fourier [7,16,17], wavelet transform [15,16,18–20], and contourlet transform [21]. It has also been analyzed as a graph [8] and an image [16]. As a result of the increasing interest in this topic, Ref. [22] presented a complete summary of several descriptors for time-domain, frequency-domain, and time–frequency-domain, along with their interpretation, while applying to the epileptic seizure detection on EEG signals.

Regarding the classification problem, a diversity of machine learning models have been tested for epilepsy prediction; among these we have: decision trees [23–25], support vector machine [23,26,27], K-nearest neighbor [23], and random forest [27]. In recent years, diverse deep learning models have been tried for epilepsy-related tasks, e.g., convolutional neural networks [16,17,28] and long-short term memory [8,28].

An important step in classifier modeling is feature selection. When performing feature selection, it is important to take into account several facts: (a) there are numerous attributes that can be calculated from EEG signals—each one describing a particular aspect of EEG; (b) there is a strong relation between features and model accuracy; (c) the curse of dimensionality, which is related to the difficulty of optimizing a solution in high-dimensional spaces; (d) the complexity and interpretability of the resulting models, which are about reducing the time and costs by training simpler learning models or selecting the features that are more relevant and meaningful from the problem perspective [29]. In this sense, several feature selection methods have been used to overcome the aforementioned issues. Some of those techniques are statistical tests, information gain [30], principal component analysis [31], permutation importance [32], and recursive feature elimination (RFE) [33], among others [29].

In this regard, there are several works in the state-of-the-art focused on epileptic EEG signal classification; some of them use feature selection methods (FSMs) to improve their results and reduce the dimension of the feature vectors.

For example, principal component analysis was applied in [34] to obtain less correlated features; however, their main goal was to evaluate the effects of channel selection on epileptic analysis over adults and children, without considering the effect of the feature selection method in the classification's performance, and only one classification method was considered, in this case linear discriminant analysis.

In [24], RFE was used to rank features and a support vector machine (SVM) for classifying epilepsy, autism, and control groups in children. Even though they determined which features and combinations of features contributed the most to the classification accuracy, they did not analyze either several feature selection methods or other classification methods.

The authors of [25] evaluated one feature selection method (recursive feature elimination) and one feature set, in combination with seven classifiers to improve the classification accuracy of automatic seizure diagnosis. From the 11 features that were calculated from the EEG signal, they reduced them to 8 features. All the experiments were performed only on one adult dataset.

In [12], six FSMs along with nine classifiers were used for automatic seizure detection. The FSMs were evaluated to rank and reduce the number of features, ranking the important features using a t-test and selecting the top 20 or 25, without testing additional alternatives that may result in different rankings. Furthermore, the authors provided experimental results based on one dataset that belonged to children. Additionally, the hold-out cross-validation methodology was used, which is commonly used for bigger datasets.

FSMs have also been tested in signals other than EEG such as magnetic resonance images, as shown in [35]. The authors’ objective was to compare three different FSMs (i.e., t-test filtering, the sparse-constrained dimensionality reduction model, and the support vector machine-recursive feature elimination) to determine which of them performed better.
when using an SVM as the classifier. However, the authors only tested the performance of the FSM on one classifier (SVM). Furthermore, they only tested on one dataset without considering if their result may change when either tested on different datasets or FSM sets.

In summary, it can be observed that, even though there is extensive research about the feature selection methods applied in seizure and seizure-free EEG signals’ classification, such approximations do not allow having a general perspective of the advantages and disadvantages of using a particular combination of the feature selection method with a classification algorithm (C-FSM) to determine: (1) the effect of the dimensionality reduction on the performance of the classifiers; (2) the best C-FSM combinations; and (3) the amount of coincidence of the best-selected features among FSMs; all of that considering two different feature sets and two different databases (adults and children).

Hence, in this work, the CHB-MIT and Siena Scalp EEG databases were used along with two different feature sets to evaluate the combination of six FSMs and five classification models. The results of this work allow determining: the minimum number of features that can be chosen for each FSM without sacrificing the classifiers’ performances; the performance of several C-FSM combinations in order to discover if a relationship exists between the FSMs with a particular classification algorithm; and if there is a feature or feature set that remains across different C-FSM combinations.

2. Materials and Methods

In this section, the features, models, and training procedures are described. A general methodology overview is shown in Figure 1.
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2.1. Datasets

CHB-MIT was one of the two datasets used for this research. The dataset is available for download at Physionet [36] under Open Data Commons Attribution License v1.0.

The data were collected at the Boston Children’s Hospital. The database contains scalp electroencephalograms of 23 pediatric patients having epilepsy [37]. The number of recordings per patient varies from 9 to 45; all of them contain a metadata file listing the channels’ names and ictal activity intervals; most of the records have a duration of one
hour. EEG signals were sampled at 256 Hz; electrodes were placed according to the 10–20 system [37]. Most of the recordings are provided following a bipolar longitudinal montage.

After exploring the data, recordings not containing ictal activity were discarded. Thus, an amount of 137 EEG recordings containing an overall amount of 181 ictal activity intervals from 23 patients were accomplished.

The second dataset used in this research was the Siena Scalp EEG database; it is also available on the Physionet site under a Creative Commons Attribution 4.0 license. The dataset was collected by the Unit of Neurology and Neurophysiology at the University of Siena. It contains EEG recordings of 14 patients, 9 males (ages 36–71) and 5 females (ages 20–58). There are a total of 41 EEG recordings, and these include 47 ictal activity intervals; the recordings’ duration is variable, from 1 to 13 h. The start and end of each seizure are detailed in the metadata file provided by the original authors [38]. EEG signals were sampled at 512 Hz. Electrodes were placed according to the 10–20 system [38]. EEG channels provided in the dataset are monopolar.

Recordings were further processed to design a dataset for a bi-class classification problem: seizure or seizure-free.

2.2. Data Pre-Processing

The number of conserved bipolar channels for the CHB-MIT recordings was 21. A few of the channels do not follow the 10–20 positioning, but channels were considered because these are included in every recording of the dataset. The Siena Scalp recordings were converted to a longitudinal bipolar montage, to have a fair comparison between both datasets; 18 channels were conserved.

A second-order Butterworth high-pass filter was used for removing frequencies below 0.5 Hz; then, a notch filter was applied to remove power line frequency (60 Hz and 50 Hz for CHB-MIT and Siena datasets, respectively).

A window length of 2 s was chosen. Epoch length was based on [13], as they mentioned, when extracting spectral features, it is important to choose small epochs due to the non-stationarity of the EEG.

As the number of ictal segments was significantly lower than the non-ictal ones, a 50% overlap was applied to ictal windows; besides that, some non-ictal windows were removed in order to keep an approximate ratio of 9:1 between both classes.

Ten percent of the CHB-MIT epochs were kept apart for adjusting the parameters of the classification models.

Inspired by [12], windowed EEG signals were separated into the following 5 sub-bands: complete bandwidth (0.5–30 Hz), delta (0.5–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), and beta (12–25 Hz). Second-order Butterworth band-pass filters were used for band separation.

2.3. Feature Extraction

Two different features sets were evaluated to observe the effect of varying the metrics and determine which one outperforms (see Table 1). Therefore, half of Feature Set 1 (FS1) was conformed by statistical metrics and was applied in the time-domain or frequency-domain. Specifically, the median frequency (i) was estimated to characterize the power spectrum of the EEG data. On the other hand, the variance (ii), skewness (iii), and kurtosis (iv) were estimated in time-domain to characterize the variability and the distribution of the EEG data. Other features such as the peak frequency (v) were used to describe the frequency of the highest peak in the power spectral density; the root mean square (vi), range (vii), and the number of zero crossings (viii) in the time-domain were used respectively to estimate the effective value of the signal, to measure the maximum wave amplitude, and to count the number of points where the EEG wave cuts the horizontal axis, changing its state from positive to negative and vice versa.
Table 1. Features’ set.

| Feature Set 1 (FS1) | Feature Set 2 (FS2) |
|---------------------|---------------------|
| Median Frequency (i) [39] | Minimum (ix) [34] |
| Variance (ii) [40] | Complexity (x) [34] |
| Skewness (iii) [40] | Mobility (xi) [34] |
| Kurtosis (iv) [40] | Interquartile Range (xii) [40] |
| Peak Frequency (v) [41] | Median Absolute Deviation (xiii) [42] |
| Root Mean Square (vi) [40] | Sample Entropy (xiv) [43] |
| Range (vii) [40] | Mean (xv) [40] |
| Number of Zero Crossings (viii) [34] | Standard Deviation (xvi) [40] |

Those features were selected based on previous studies where the authors performed an extensive review on the state-of-the-art on epileptic seizure detection based on EEG [22] along with some other works [6,8,10,12,25,34] that have successfully applied such feature metrics. In particular, Features i–vi were selected based on [12]. The number of zero crossings (ZCs) was estimated instead of the ZC rate because all EEG epochs had the same length.

On the other hand, FS2 was formed by the minimum (ix), which describes the minimum value that a signal can take, complexity (x), used to describe the change in frequency, mobility (xi), which is a measure of the mean frequency, interquartile range (xii), which is a measure of statistical dispersion, the spread of the data or observations, median absolute deviation (xiii), which is a robust measure of how spread out a set of data is, sample entropy (xiv), used for assessing the complexity of physiological time series signals, mean (xv), and standard deviation (xvi), statistical parameters that describe the average value and the amount of variability, or dispersion, from the individual data values to this average value. These features have been utilized across different studies for the classification of ictal EEG data [6,10–12,34]. Parameters used for the sample entropy (SampEn) are $r = 0.2$, $m = 2$. When applied to seizure discrimination in EEG, it was previously observed [44] that there is no best parameter combination, but several optimal combinations, one of which is the one used in this work.

The features from FS1 and FS2 were computed per channel and frequency band. For both feature sets (FS1 and FS2), feature vectors of 840 and 720 in length were obtained for the CHB-MIT and Siena datasets, respectively.

After that, correlations between features in all bands and channels were identified in both feature sets. For each pair of features, the Pearson correlation coefficient was computed. If a combination had a coefficient over 0.95, one of the features of the pair would be discarded. As a result, from FS1, 105 and 113 features were removed from the CHB-MIT and Siena datasets, respectively; on the other hand, from FS2, 304 and 257 features were removed from the CHB-MIT and Siena datasets, respectively.

2.4. Classification Methods

The following five algorithms were selected for classifying ictal EEG signals:

1. Decision tree (DT): This is a hierarchical model composed of decision nodes and terminal leaves, each leaf have an output label. Decision nodes implement a test function $f(x)$, which is a discriminator dividing the input space into smaller regions. Among all possible splits, the DT looks for the one that minimizes impurity. There are several impurity measures, e.g., the Gini index and entropy. For a two-class problem, the Gini index is defined as [45]:

$$\phi(p, 1 - p) = 2p(1 - p)$$  \hspace{1cm} (1)

where $p$ is the probability of a sample reaching a node $m$, to belong to a class $C$. The classification and regression trees algorithm (CART) was applied in this research.
2. Support vector machine (SVM): This constructs a hyperplane or set of hyperplanes in a high-dimensional space that can be used for classification. Those hyperplanes have the largest distance to the nearest training data points (also known as the functional margin) [23]. The task of finding the optimal separating hyperplanes can be defined as [45]:

\[
\min_{w} \frac{1}{2} ||w||^2 \text{ subject to } r^t(w^T x^t + w_0) \geq 1, \forall t
\] (2)

where \( w \) are the parameters defining the hyperplane, \( x^t \) are the instances of the training set, and \( r^t \) is the actual label. If the problem is not linearly separable, the problem can be mapped to a new space by using non-linear basis functions [45].

3. K-nearest neighbor (KNN): This is a classifier that learns by analogy. A target unknown instance is compared to all the instances in the training set, locating the \( k \) closest instances; the algorithm assigns the class that corresponds to the majority. “Closeness” is measured by using a distance metric; in this study, we used the Manhattan distance (selected through a parameter grid search). The Manhattan distance for a \( p \)-dimension space is defined as [46]:

\[
d(i, j) = |x_{i1} - x_{j1}| + |x_{i2} - x_{j2}| + \ldots + |x_{ip} - x_{jp}|
\] (3)

4. Random forest (RF): This is an ensemble method, and each classifier of the ensemble is a DT. For each node of the DT, a random selection of features is used to determine the best split. RF also uses bagging (bootstrap aggregation), which means that the training set for each DT is sampled with replacement from the original training set. After model training, each DT votes, and the most voted class is assigned to the test instance [46].

5. Artificial neural network (ANN): This is a classifier that uses the idea of the perceptron, and it is referred to as a multi-layer perceptron. It can contain three or more layers, and these are: an input layer, one or more hidden layers, and an output layer [19]. Simply speaking, it is a set of input/output interconnected units, each connection having a weight associated with it. During the learning process, the ANN adjusts the weights of the connections in order to be able to predict the correct labels of new instances [46]. The neural network used in this study is described in Table 2.

| Table 2. Structure of ANN layers. |
|-------------------------------|
| **Layer** | **Type** | **Size** | **Activation** |
| 1 | Dense | 100 | ReLU |
| 2 | Dense | 50 | ReLU |
| 3 | Dense | 1 | Sigmoid |

To select the best-suited parameters for the above machine learning models, a grid search was performed; accuracy was utilized as a comparison metric. For selecting the ANN structure, a different number of neurons and hidden layers (1 and 2 layers) were evaluated, resulting in our best architecture, the one depicted in Table 2. The configuration settings and parameters of the grid search are listed in Table 3 for FS1 and in Table 4 for FS2. Both FSs used the same parameter grid detailed in Table 3. It is worth mentioning that the selected classification algorithms have been previously implemented for epilepsy-related tasks; however, the model parameters were not inspired by any specific work; on the contrary, they were selected by performing a grid search.
Table 3. Configuration setting per classification method. It was adjusted from FS1.

| Method | Parameter                        | Selected Value | Parameters Grid       |
|--------|----------------------------------|----------------|-----------------------|
| DT     | Min. samples per node            | 8              | 2, 4, 8, 16           |
|        | Split criterion                  | Gini impurity  | Gini impurity         |
| SVM    | Regularization parameter         | 2              | 0.1, 0.5, 1, 2, 10    |
|        | Kernel                           | 2              | Linear, RBF           |
|        | Gamma coefficient                | 1/(n_features × var(x)) | 1/(n_features × var(x)), 1/n_features |
| KNN    | Num. of neighbors                | 15             | 3, 5, 10, 15          |
|        | Distance metric                  | Manhattan      | Euclidean, Manhattan  |
|        | Weight function                  | Uniform        | Uniform, distance-based |
| RF     | Num. of trees                    | 150            | 30, 50, 100, 150      |
|        | Min. samples per node            | 4              | 2, 4, 8, 16           |
| ANN    | Optimizer                        | Adam           |                       |
|        | Loss measure                     | Cross-entropy  |                       |
|        | Epochs                           | 200            |                       |

Table 4. Configuration setting per classification method. It was adjusted from FS2.

| Method | Parameter                        | Selected Value |
|--------|----------------------------------|----------------|
| DT     | Min. samples per node            | 2              |
|        | Split criterion                  | Gini impurity  |
| SVM    | Regularization parameter         | 2              |
|        | Kernel                           | 2              |
|        | Gamma coefficient                | 1/(n_features × var(x)) |
| KNN    | Num. of neighbors                | 10             |
|        | Distance metric                  | Euclidean      |
|        | Weight function                  | Distance       |
| RF     | Num. of trees                    | 150            |
|        | Min. samples per node            | 4              |
| ANN    | Optimizer                        | Adam           |
|        | Loss measure                     | Cross-entropy  |
|        | Epochs                           | 200            |

2.5. Feature Selection Methods

In this research, six FSMs were used. The metrics used to assign the importance of each feature are detailed below. The parameters selected for training each algorithm are mentioned in Table 5.

Table 5. Configuration setting per feature selection method.

| Method | Parameter                        | Values                       |
|--------|----------------------------------|------------------------------|
| DT     | Min. samples per node            | 4                            |
|        | Split criterion                  | Gini impurity                |
| SVM    | Regularization parameter C       | 1                            |
|        | Kernel                           | Linear kernel                |
| LIME   | Discretization of values         | No                           |
| SHAP   | Length of background dataset     | 50                           |
| ERF    | Num. of trees                    | 10                           |
|        | Min. samples per node            | 2                            |
|        | Split criterion                  | Gini impurity                |

1. Decision tree (DT): The measure used to assign the feature importance is the Gini importance. As described in [47], the importance of feature $X_m$ in an RF can be measured by Equation (4)

$$Imp(X_m) = \frac{1}{NT} \sum_{T} \sum_{t \in T(i,s_t) = X_m} p(t) \Delta i(s_t, t)$$ (4)
where $T$ is a set of DTs, $v(s_t)$ is the feature used to split node $t$, $\Delta i(s_t, t)$ is the impurity decrease in node $t$, and $p(t)$ is:

$$p(t) = N_t / N$$ (5)

$N$ is the number of training samples, and $N_t$ is the number of samples reaching the node $t$. As this study uses a single DT, the size of $T$ is 1.

2. Support vector machine (SVM): Coefficients estimated by SVM can be utilized to produce features’ ranking [33]. A linear SVM is trained on the input dataset, then features are ranked as per the absolute values of the hyperplane weights [48].

3. Local interpretable model-agnostic explanations (LIME): This is a technique for explaining the predictions of any classifier by learning an interpretable model locally around the prediction. For a classification model $f$ and interpretable model class $G$, the explanation is obtained by optimizing Equation (6) [49].

$$\xi(x) = \arg\min_{g \in G} L(f, g, \pi_x) + \Omega(g)$$ (6)

Function $L$ measures the approximation of $g$ to $f$ in the locality defined by $\pi_x$. Function $\Omega(g)$ is a measure of the complexity of $g$. As per [49], the exponential kernel was used for $\pi_x$, the weighted square loss for $L$, and the linear model for $G$.

4. Shapley additive explanations (SHAP): This is a unified approach to interpreting model predictions. It assigns each feature an importance value or SHAP value. These are the Shapley values of a conditional expectation function of the original model [50]. The implementation applied in this study, kernel SHAP, optimizes (6), but it uses different forms of $\pi_{x'}$, $L$, and $\Omega$:

$$\Omega(g) = 0$$ (7)

$$\pi_{x'}(z') = \frac{M - 1}{(M \choose |z'|) |z'| (|M - |z'|)}$$ (8)

$$L(f, g, \pi_{x'}) = \sum_{z' \in Z} [f(h_x(z')) - g(z')]^2 \pi_{x'}(z')$$ (9)

where $g$ is the explanation model and follows a linear form, $f$ is the classification model, $M$ is the total number of features, and $|z'|$ is the number of used features. Parameter $z'$ is the set of features represented as $\{0, 1\}^M$. As explained in [51], the function $h_x$ maps the 1s of $z'$ to the value from the instance to be explained $x$, and 0s are replaced by a random feature value of another instance sampled from the data.

5. Embedded random forest (ERF): “feature importance is measured by randomly permuting the feature in the out-of-bag samples and calculating the percent increase in misclassification rate as compared to the out-of-bag rate with all variables intact” [48] (p. 319). This technique was originally described in [52].

6. Reciprocal ranking (RR): Known also as inverse rank position [53], this is an ensemble method that merges ranked lists into a single one $r$ based on Equation (10) [54]:

$$r(f) = \frac{1}{\sum_j 1/r_j(f)}$$ (10)

where $r_j(f)$ is the ranking position assigned to a feature by the rest of the FSMs.

Instances of the SHAP background dataset (Table 5) were estimated by applying K-means ($k = 50$) to a subset of the training dataset. This was done in order to use a small, but representative set of instances for the estimation of the SHAP values. For feature evaluation in ERF, first, RF was trained, then permutation importance was estimated in a separate dataset.

The DT and SVM were chosen due to simplicity and training speed. SHAP, ERF, and RR were selected because, in [54], these methods returned good performance and
consistency for a prediction task related to environmental datasets. LIME was considered because it is model-agnostic and allows model interpretation, similar to SHAP.

### 2.6. Model Training and Evaluation

Feature importance rankings were obtained for each combination of feature selection and classification method, and as a result, 30 feature rankings were estimated per dataset. For convenience, if any negative importance score was assigned to a feature, the absolute value was calculated. As LIME and SHAP compute feature importance per instance, the average was computed across all instances. When model training was required during ranking computation, 50% of the training dataset was passed to the model, and min–max normalization [46] was used for data scaling.

During the training and evaluation of the classification models, data were min–max-normalized and a 5 × 2 cross-validation (2-fold, 5 repetitions) was implemented for model evaluation [55]. On each database (i.e., CHB-MIT and Siena), patients’ epochs were merged into a single dataset; then, each new dataset was randomized after each iteration of the validation methodology.

The 5 × 2 CV F-test procedure was originally proposed to compare supervised classification algorithms, even though it has been previously implemented for comparison of FSMs (not applied to EEG data) [56,57].

First, the classification models were trained by keeping all the features in the training set and assessed in order to compute their classification performance. Then, features having the smallest ranking criterion were removed, and the model was re-trained and re-evaluated. Feature removal was performed in steps of 50 features at a time. There were 25, 12, 6, and 1 features also considered during the evaluation. Rankings were computed at the beginning of the process.

It should be noted that the above pipeline was repeated 6 times per classification method, as there were 6 FSMs. In addition, models were trained per each dataset separately.

### 2.7. Computing and Software

The experiments were run on 2 different computing devices: a computer with Intel Core i7, 12 GB of RAM, and Ubuntu 18.04 and a server with Intel Xeon Gold and NVIDIA Tesla P100. Python 3.7 was used for coding all the experiments. Numpy (1.19.5) [58], pandas (1.2.2) [59], and scipy (1.6.1) [60] were used for data engineering, scikit-learn (0.24.1) [61] and tensorflow (2.4.1) [62] for building machine learning models and feature selection algorithms, and matplotlib (3.3.4) [63] for plotting. Other needed libraries were lime (0.2.0.1) [49] and shap (0.39.0) [50]. Some processing pipelines were run on a Jupyter Notebook in order to visualize the charts.

### 3. Results

#### 3.1. Evaluation of Feature Dimensionality Reduction

This analysis was performed in order to visualize the effect of the reduction of the feature vector size on the classification models’ performance. By doing this, it was possible to have a general overview of the robustness of the classification models regarding the reducing of the feature vectors that may result from feature selection methods.

Figures 2–5 present five plots depicting the average F1-score for the combination classifier (C), feature selection method (FSM), and a number of features (NF) (C-FSM-NF). Every subplot corresponds to a different classification model, namely (a) decision tree (DT), (b) support vector machine (SVM), (c) artificial neural network (ANN), (d) random forest (RF), and (e) K-nearest neighbor (KNN). Colored lines indicate the average performance for different NF values, and each color indicates a different FSM.

When the CHB-MIT dataset and the FS1 were used, the best performances were reported by the ANN model and the worsts by the DT and SVM models. The former reported the best F1-score with 0.86 corresponding to the combination ANN-ERF-250/200
(see Figure 2c). Additionally, it was observed that for every classifier, the RR feature selection method (brown line) decreased from the early stages (see Figure 2).

The second-best-performing classifier was RF (see Figure 2d); most of the F1-score values were between 0.80 and 0.85. Most of the curves showed similar tendencies, but the RR curve (brown line) went down faster, again.

KNN (see Figure 2e) returned few F1-scores that overcame the RF classifier, but it was less stable (i.e., its performance was more dependent on the FSM). A pair of the curves was over 0.80 (yellow and purple lines corresponding to the SVM and ERF feature selection methods, respectively). The rest of them presented a diminishing tendency that started from the early beginning.

The classifiers having the lowest performance were DT and SVM (see Figure 2a,b). The F1-score curves of the DT classifier had values slightly under 0.75. On the other hand, some of the SVM’s F1-scores reached 0.75.

When the Siena dataset and the FS1 were used, several classification models returned lower performance in comparison with the CHB-MIT experiments (see Figure 3a–c,e).

The best classification model was RF (see Figure 3d), and the combination RF-ERF reached an F1-score of 0.85. SVM and RR decreased faster than the rest of the FSMs.

The ANN model reached a performance of 0.80 for some combinations (ANN-LIME, ANN-SHAP). The RR curve decreased faster than the rest of the FSMs. SVM and the DT had a better performance than RR, but not as good as LIME and SHAP (see Figure 3c). The DT (see Figure 3a) showed a steadier behavior compared to all the classifiers, but its performance was around 0.70.

Figure 3b depicts an interesting pattern. The F1-score was 0.5 at the beginning of the training, then several curves decreased almost from the beginning of the training (brown, blue, and purple lines). On the other hand, the LIME curve rose markedly as the number of features reduced.
Figure 3. F1-score of the model is obtained by using a different number of features, using the Siena dataset and FS1. Classification model used: (a) decision tree, (b) support vector machine, (c) artificial neural network, (d) random forest, and (e) K-nearest neighbor.

When the CHB-MIT dataset and FS2 were used, the performance was better than the performance obtained during the FS1 experiments. Once again, the RR experiments tended to show poor performance and a faster decay in comparison to the rest of the FSMs.

The best performances were reported by the KNN model (see Figure 4e) and the worst by the DT and SVM models (see Figure 4a,b). KNN reported the best F1-score (0.90), and it corresponded to the experiments that removed a low number of features (e.g., 500 and 450). The combinations KNN-ERF-400/350/300/250/200 also reported an F1-score of 0.90.

The second-best-performing classifier was the ANN (see Figure 4c); most of the F1-score values were between 0.85 and 0.90. Most of the curves depicted a similar tendency, but the RR curve. RF (see Figure 4d) returned some F1-scores around 0.85, and these were slightly lower than the ANN scores.

When the Siena dataset and FS2 were used, the performances were a bit worse than the CHB-MIT experiments. The SVM classifier (see Figure 5b) depicted a similar pattern to the one observed in Figure 3b); when the number of features was reduced, the LIME and SHAP curves showed an increase in performance.

The best classification models were RF and KNN (see Figure 5d,e). These classifiers reported F1-scores around 0.85. For the KNN case, the RR curve (brown line) did not decay as fast as it did for the rest of the classifiers; however, RR was still the FSM with the worst performance.

Finally, to perform the comparison of the C-FSM combination and the feature selected, different cutoffs were selected. It is important to mention that based on the average of the F1-scores across every experiment, the decrease in classification performance between two consecutive cutoffs points was approximately equal, so based on the visual inspection of the Figures 2–5, four cutoffs were defined: 450, 150, 100, and 50 features. Notice that we discarded analyzing cutoff points under 50 features, because several models showed an F1-score lower than 0.6.
3.2. Comparison of C-FSM Combinations

This analysis intended to observe, in detail, the performance of several C-FSM combinations. To do so, several cutoff points were chosen, then, to every cutoff point, the F1-score, sensitivity, and accuracy of all the combinations for a model classifier and feature selection method were computed. For the best-performing combinations of C-FSMs, the $5 \times 2$ CV F-test was applied to find statistically significant differences between the error rates.

Figure 4. F1-score of the model is obtained by using a different number of features, using the CHB-MIT dataset and FS2. Classification model used: (a) decision tree, (b) support vector machine, (c) artificial neural network, (d) random forest, and (e) K-nearest neighbor.

Figure 5. F1-score of the model is obtained by using a different number of features, using the Siena dataset and FS2. Classification model used: (a) decision tree, (b) support vector machine, (c) artificial neural network, (d) random forest, and (e) K-nearest neighbor.
Tables 6–9 depict the different C-FSM tuples and their respective F1-score, sensitivity, and accuracy for different sizes of the feature vector. In particular, these tables show the performances when the 450, 150, 100, and 50 best features were kept.

When 450 features were used, it is depicted in Table 6 that there was not an FSM that outperformed the rest. The best performances were obtained by the KNN and ANN models, the former using the FS2 and the combination KNN-SVM/SHAP/ERF (0.90) and the latter using FS1; the best combination was ANN-SVM/SHAP/ERF (0.84). On the other hand, the F1-scores of the Siena dataset experiments were lower, on average. The combinations having the best performance were KNN-SVM/LIME (0.83) and KNN-DT/SVM/LIME/SHAP/ERF/RR (0.86), for FS1 and FS2, respectively.

Observe that the experiments using FS2 tended to report better performances than those in the FS1 experiments, no matter the dataset used. Furthermore, it should be noted that there were large differences between the accuracy and the F1-score values, due to the large class imbalance. The performances of the DT and SVM classifiers were noticeably lower than ANN/RF/KNN, the SVM being the classifier with the worst performance values.

Table 6. Performance comparison using 450 features. The largest F1-scores are displayed in red bold and blue bold for FS1 and FS2, respectively. F1s = F1-score, Se = sensitivity, Acc = accuracy.

| FSM | CHB-MIT dataset | | | Siena Scalp EEG dataset | | |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|
|     | DT | SVM | ANN | RF | KNN | DT | SVM | ANN | RF | KNN |
|     | F1s | Se | Acc | F1s | Se | Acc | F1s | Se | Acc | F1s | Se | Acc | F1s | Se | Acc | F1s | Se | Acc | F1s | Se | Acc | F1s | Se | Acc |
| DT  | FS1 | 0.72 | 0.73 | 0.94 | 0.69 | 0.53 | 0.95 | 0.82 | 0.76 | 0.96 | 0.81 | 0.69 | 0.96 | 0.78 | 0.65 | 0.96 |
| SVM | FS1 | 0.72 | 0.73 | 0.94 | 0.70 | 0.55 | 0.95 | 0.84 | 0.76 | 0.97 | 0.81 | 0.69 | 0.96 | 0.82 | 0.72 | 0.96 |
| LIME | FS1 | 0.72 | 0.73 | 0.94 | 0.76 | 0.63 | 0.96 | 0.86 | 0.80 | 0.97 | 0.84 | 0.73 | 0.97 | 0.90 | 0.84 | 0.98 |
| SHAP | FS1 | 0.72 | 0.73 | 0.94 | 0.76 | 0.63 | 0.96 | 0.87 | 0.81 | 0.97 | 0.84 | 0.73 | 0.97 | 0.89 | 0.83 | 0.98 |
| ERF | FS1 | 0.72 | 0.73 | 0.94 | 0.70 | 0.55 | 0.95 | 0.84 | 0.76 | 0.97 | 0.82 | 0.70 | 0.96 | 0.80 | 0.68 | 0.96 |
| FS2 | 0.74 | 0.74 | 0.94 | 0.76 | 0.63 | 0.96 | 0.87 | 0.81 | 0.97 | 0.84 | 0.73 | 0.97 | 0.90 | 0.83 | 0.98 |
| RR | FS1 | 0.67 | 0.68 | 0.93 | 0.62 | 0.46 | 0.94 | 0.72 | 0.73 | 0.95 | 0.73 | 0.59 | 0.95 | 0.73 | 0.59 | 0.95 |
| FS2 | 0.71 | 0.72 | 0.94 | 0.71 | 0.56 | 0.95 | 0.84 | 0.78 | 0.97 | 0.81 | 0.69 | 0.96 | 0.89 | 0.82 | 0.97 |

Table 7 shows the classification metrics for the 150-feature experiments. The best performances, using the CHB-MIT dataset and FS1, were returned by the combination ANN-LIME/SHAP/ERF (0.85); for the FS2 case, this was KNN-SVM/ERF (0.89). On the other hand, the Siena experiments showed that the best-performing combinations included the ERF as an FSM; RF-ERF returned the largest F1-scores, and these were 0.85 and 0.86 for FS1 and FS2, respectively.
Table 7. Performance comparison using 150 features. The largest F1-scores are displayed in red bold and blue bold for FS1 and FS2, respectively. Fls = F1-score, Se = sensitivity, Acc = accuracy.

| FS1 | DT  | SVM | ANN | RF  | KNN |
|-----|-----|-----|-----|-----|-----|
|     | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc |
| DT  | 0.73| 0.74| 0.94| 0.68| 0.53| 0.94| 0.83| 0.77| 0.96| 0.82| 0.71| 0.96| 0.70| 0.55| 0.95|
| SVM | 0.73| 0.73| 0.94| 0.66| 0.50| 0.94| 0.84| 0.77| 0.97| 0.82| 0.71| 0.96| 0.82| 0.73| 0.96|
| LIME| 0.72| 0.73| 0.94| 0.72| 0.58| 0.95| 0.86| 0.79| 0.97| 0.84| 0.74| 0.97| 0.87| 0.79| 0.97|
| SHAP| 0.73| 0.74| 0.94| 0.80| 0.68| 0.96| 0.87| 0.82| 0.97| 0.84| 0.74| 0.97| 0.86| 0.77| 0.97|
| LSTM| 0.74| 0.75| 0.94| 0.76| 0.63| 0.96| 0.87| 0.82| 0.97| 0.83| 0.73| 0.97| 0.86| 0.77| 0.97|
| ERF1| 0.73| 0.74| 0.94| 0.74| 0.60| 0.95| 0.85| 0.79| 0.97| 0.83| 0.72| 0.97| 0.80| 0.69| 0.96|
| SVM | 0.74| 0.75| 0.94| 0.72| 0.58| 0.95| 0.86| 0.80| 0.97| 0.84| 0.74| 0.97| 0.89| 0.83| 0.98|
| RR  | 0.63| 0.63| 0.92| 0.51| 0.35| 0.93| 0.63| 0.51| 0.93| 0.66| 0.50| 0.94| 0.57| 0.41| 0.93|
| FS2 | 0.67| 0.68| 0.93| 0.59| 0.42| 0.93| 0.77| 0.68| 0.95| 0.76| 0.62| 0.96| 0.84| 0.74| 0.97|

Table 8. Performance comparison using 100 features. The largest F1-scores are displayed in red bold and blue bold for FS1 and FS2, respectively. Fls = F1-score, Se = sensitivity, Acc = accuracy.

| FS1 | DT  | SVM | ANN | RF  | KNN |
|-----|-----|-----|-----|-----|-----|
|     | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc |
| DT  | 0.70| 0.70| 0.91| 0.30| 0.18| 0.88| 0.73| 0.66| 0.93| 0.82| 0.71| 0.95| 0.72| 0.64| 0.93|
| SVM | 0.72| 0.73| 0.91| 0.41| 0.26| 0.89| 0.74| 0.66| 0.93| 0.85| 0.76| 0.96| 0.85| 0.82| 0.95|
| LIME| 0.66| 0.67| 0.90| 0.42| 0.27| 0.89| 0.71| 0.64| 0.93| 0.77| 0.63| 0.94| 0.80| 0.75| 0.94|
| LIME| 0.70| 0.71| 0.91| 0.61| 0.45| 0.91| 0.78| 0.72| 0.94| 0.83| 0.73| 0.95| 0.85| 0.81| 0.95|
| SHAP| 0.69| 0.70| 0.91| 0.62| 0.47| 0.92| 0.80| 0.76| 0.94| 0.82| 0.71| 0.95| 0.80| 0.74| 0.94|
| SHAP| 0.71| 0.71| 0.91| 0.69| 0.55| 0.92| 0.83| 0.80| 0.95| 0.84| 0.74| 0.96| 0.85| 0.81| 0.95|
| ERF1| 0.71| 0.72| 0.91| 0.67| 0.52| 0.92| 0.82| 0.78| 0.95| 0.85| 0.77| 0.96| 0.85| 0.81| 0.95|
| ERF1| 0.71| 0.72| 0.92| 0.30| 0.18| 0.88| 0.75| 0.71| 0.93| 0.85| 0.76| 0.96| 0.64| 0.65| 0.93|
| ERF1| 0.72| 0.73| 0.92| 0.40| 0.25| 0.89| 0.76| 0.71| 0.93| 0.86| 0.77| 0.96| 0.83| 0.78| 0.95|
| RR  | 0.64| 0.65| 0.90| 0.16| 0.09| 0.87| 0.57| 0.47| 0.90| 0.66| 0.50| 0.93| 0.66| 0.56| 0.92|
| FS2 | 0.67| 0.68| 0.90| 0.29| 0.17| 0.87| 0.62| 0.52| 0.91| 0.78| 0.65| 0.94| 0.81| 0.76| 0.94|

In the 100-feature case (see Table 8), the behavior was similar to the 450-feature case, in the sense that the best-suited FSM depended on the feature set and dataset. For the CHB-MIT dataset, the combinations with the best performances were KNN-SVM (0.85) and KNN-DT/SVM/ERF (0.87) for FS1 and FS2, respectively. For the Siena dataset, the best performance was reported by RF-ERF (0.85 and 0.86).
Table 8. Cont.

|     | DT | SVM | ANN | RF | KNN |
|-----|----|-----|-----|----|-----|
| **Siena Scalp EEG dataset** |     |     |     |    |     |
| FSM | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc |
| DT  | 0.71 | 0.72 | 0.91 | 0.24 | 0.14 | 0.87 | 0.70 | 0.63 | 0.92 | 0.83 | 0.73 | 0.96 | 0.70 | 0.61 | 0.92 |
| SVM | 0.66 | 0.67 | 0.90 | 0.35 | 0.22 | 0.89 | 0.70 | 0.63 | 0.92 | 0.78 | 0.66 | 0.95 | 0.75 | 0.69 | 0.93 |
| FS1 | 0.69 | 0.70 | 0.91 | 0.61 | 0.46 | 0.91 | 0.78 | 0.73 | 0.94 | 0.82 | 0.72 | 0.95 | 0.84 | 0.81 | 0.95 |
| FS2 | 0.71 | 0.72 | 0.91 | 0.71 | 0.58 | 0.93 | 0.82 | 0.78 | 0.95 | 0.84 | 0.75 | 0.96 | 0.84 | 0.80 | 0.95 |
| SHAP| 0.70 | 0.71 | 0.91 | 0.55 | 0.40 | 0.91 | 0.78 | 0.74 | 0.94 | 0.84 | 0.74 | 0.96 | 0.78 | 0.73 | 0.94 |
| ERF | 0.72 | 0.72 | 0.92 | 0.32 | 0.20 | 0.88 | 0.74 | 0.67 | 0.93 | 0.85 | 0.76 | 0.96 | 0.82 | 0.63 | 0.92 |
| RR  | 0.68 | 0.69 | 0.89 | 0.14 | 0.07 | 0.87 | 0.40 | 0.27 | 0.88 | 0.59 | 0.43 | 0.91 | 0.49 | 0.36 | 0.89 |

Table 9 shows that classifiers accounting for the best performances, RF and KNN, 0.84 and 0.85 being the largest values for both of the datasets. It is interesting to note that the best performances were similar for both datasets and the feature sets.

Table 9. Performance comparison using 50 features. The largest F1-scores are displayed in **red bold** and **blue bold** for FS1 and FS2, respectively. F1s = F1-score, Se = sensitivity, Acc = accuracy.

|     | DT | SVM | ANN | RF | KNN |
|-----|----|-----|-----|----|-----|
| **CHB-MIT dataset** |     |     |     |    |     |
| FSM | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc | F1s | Se  | Acc |
| DT  | 0.73 | 0.74 | 0.94 | 0.68 | 0.53 | 0.94 | 0.79 | 0.70 | 0.96 | 0.83 | 0.72 | 0.97 | 0.70 | 0.56 | 0.95 |
| SVM | 0.71 | 0.72 | 0.94 | 0.65 | 0.49 | 0.94 | 0.79 | 0.71 | 0.96 | 0.81 | 0.70 | 0.96 | 0.85 | 0.77 | 0.97 |
| FS1 | 0.73 | 0.74 | 0.94 | 0.63 | 0.47 | 0.94 | 0.81 | 0.73 | 0.96 | 0.83 | 0.73 | 0.97 | 0.84 | 0.75 | 0.97 |
| FS2 | 0.74 | 0.75 | 0.94 | 0.71 | 0.57 | 0.95 | 0.79 | 0.71 | 0.96 | 0.82 | 0.72 | 0.96 | 0.78 | 0.66 | 0.96 |
| SHAP| 0.74 | 0.74 | 0.94 | 0.73 | 0.59 | 0.95 | 0.80 | 0.73 | 0.96 | 0.78 | 0.65 | 0.96 | 0.60 | 0.44 | 0.94 |
| ERF | 0.73 | 0.74 | 0.94 | 0.60 | 0.44 | 0.94 | 0.79 | 0.71 | 0.96 | 0.83 | 0.72 | 0.96 | 0.82 | 0.73 | 0.96 |
| RR  | 0.55 | 0.57 | 0.90 | 0.37 | 0.23 | 0.91 | 0.53 | 0.39 | 0.93 | 0.53 | 0.37 | 0.95 | 0.37 | 0.23 | 0.91 |
| FS1 | 0.64 | 0.65 | 0.92 | 0.43 | 0.32 | 0.92 | 0.64 | 0.57 | 0.94 | 0.69 | 0.54 | 0.95 | 0.70 | 0.55 | 0.95 |

It is worth noticing that the RF classifier presented the most steady performance ($\approx 0.8$) no matter the FSM, dataset, and feature reduction (see Tables 6–9).

In order to identify the significant differences between FSMs, Tables 10 and 11 show the results of the F-test; given a dataset, a number of features, and a feature set (FS1 or FS2), the F-test was applied to the results of the $5 \times 2$ CV experiments. During the testing, the best-performing C-FSM (as per the F1-score) was compared to the rest of the FSMs. It must
be considered that the $5 \times 2$ CV F-test evaluates the error rates, not the F1-scores, so the accuracy is computed and depicted in Tables 6–9.

In the case of several combinations having the same F1-score, the sensitivity and accuracy were considered to choose the best-performing combinations.

Table 10. Comparison of the best C-FSM when FS1 is used. It is compared against the rest of the FSMs. ● denotes $p < 0.05$.

| Best FSM | Dataset | Classifier | DT | SVM | LIME | SHAP | ERF | RR |
|----------|---------|------------|----|-----|------|------|-----|----|
| SVM      | CHB-MIT | ANN        |     |     |      |      |     |    |
| ERF      | CHB-MIT | ANN        |     |     |      | ●    |     |    |
| SVM      | Siena   | KNN        |     |     |      |      |     | ●  |
| LIME     | Siena   | KNN        |     |     |      |      | ●   |    |

| 150 features |
|--------------|
| LIME        | CHB-MIT | ANN        |     |     |      |      | ●    |    |
| SHAP        | CHB-MIT | ANN        |     |     |      | ●    |     |    |
| ERF         | Siena   | RF         |     |     |      |     |     | ●  |

| 100 features |
|--------------|
| SVM          | CHB-MIT | KNN        |     |     |      |      | ●    |    |
| ERF          | Siena   | RF         |     |     |      | ●    |     |    |

| 50 features  |
|--------------|
| SVM          | CHB-MIT | KNN        |     |     |      |      | ●    |    |
| ERF          | Siena   | RF         |     |     |      | ●    |     |    |

Table 11. Comparison of the best C-FSM when FS2 is used. It is compared against the rest of the FSMs. ● denotes $p < 0.05$.

| Best FSM | Dataset | Classifier | DT | SVM | LIME | SHAP | ERF | RR |
|----------|---------|------------|----|-----|------|------|-----|----|
| SVM      | CHB-MIT | KNN        |     |     |      |      |     |    |
| ERF      | CHB-MIT | KNN        |     |     |      |      | ●   |    |
| DT       | Siena   | KNN        |     |     |      |      |     |    |
| SVM      | Siena   | KNN        |     |     |      |      | ●   |    |
| LIME     | Siena   | KNN        |     |     |      |      |     |    |
| SHAP     | Siena   | KNN        |     |     |      |      |     |    |
| ERF      | Siena   | KNN        |     |     |      |      |     |    |

| 150 features |
|--------------|
| ERF          | CHB-MIT | KNN        |     |     |      |      | ●    |    |
| ERF          | Siena   | RF         |     |     |      | ●    |     |    |

| 100 features |
|--------------|
| SVM          | CHB-MIT | KNN        |     |     |      |      | ●    |    |
| ERF          | CHB-MIT | KNN        |     |     |      | ●    |     |    |
| ERF          | Siena   | RF         |     |     |      | ●    |     |    |

| 50 features  |
|--------------|
| SVM          | CHB-MIT | KNN        |     |     |      |      | ●    |    |
| ERF          | CHB-MIT | KNN        |     |     |      |     |     | ●  |
| ERF          | Siena   | RF         |     |     |      |     |     | ●  |

The 450 feature section of Tables 10 and 11 shows that most of the test results were not statistically significant ($p > 0.05$). In Table 10, there were three cases where the FSM error rates resulted in being statistically different from the rest of the FSMs, and these were RF-ERF-150 (Siena dataset), RF-ERF-100 (Siena dataset), and KNN-SVM-50 (CHB-MIT dataset). It must be noted that the differences in accuracy may be small (see Table 6–9), even if there are statistical differences.
In Table 11, there are no cases where an FSM was statistically different from the rest of the FSMs. It was observed that the RR experiments tended to show a statistical significance that did not depend on the number of features or the dataset.

Finally, Tables 10 and 11 show that the most common combinations were KNN-SVM and RF-ERF.

3.3. Comparison of Selected Features

To determine if there were coincidences in the features selected by the FSMs and if the FSMs assigned more importance to the same features, the Jaccard index [64] was used to calculate the similarity by pairs of FSMs. For this analysis, the FS2 experiments were chosen because those experiments produced higher performances in comparison with FS1.

When 450 features were used for training the KNN classifier (see Figure 6a,e), the feature sets practically overlapped; indices had values over 0.85 for the CHB-MIT dataset and the Siena dataset. This behavior was expected, as it is highly probable to select similar features when the number of features in a dataset is large, so the 450 case will not be further discussed.
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Figure 6. The similarity of the sets of features selected per each feature selection method when KNN was used as a classifier. CHB-MIT dataset: (a) best 450 features, (b) best 150, (c) best 100, and (d) best 50. Siena dataset: (e) best 450 features, (f) best 150, (g) best 100, and (h) best 50.

When 150 features were used during training (see Figure 6b,f), the Jaccard index for SHAP-LIME (0.43) was the largest of all the combinations when the Siena dataset was used; it was equivalent to 91 out of 150 features. For the CHB-MIT dataset, RR-ERF (0.19) and RR-DT (0.19) obtained the largest values. Figure 6c,d,g,h show a low coincidence for most of the FSMs when 100 or 50 features were used, and this applies to both datasets. The only notorious index was 0.41 belonging to SHAP-LIME (see Figure 6g).

In the case of the SVM classifier, by using 150 features (see Figure 7b,f), the largest values were obtained by SHAP-LIME (0.43 and 0.72); the FSMs coincided in selecting 91 features for the CHB-MIT dataset and 126 for the Siena dataset. The Jaccard indices computed for 100 features (see Figure 7c,g) showed a good similarity for SHAP-LIME (0.41), and the selected feature sets coincided in 59 features for both of the datasets. When 50 features were used for training (see Figure 7d,h), several combinations returned a similarity value of 0.2.
The ANN classifier followed a similar pattern as SVM; SHAP-LIME obtained larger indices than most of the combinations, and these were 0.72 and 0.52 for 150 features, 0.71 and 0.50 for 100, and 1.0 and 0.33 for 50 (see Figure 8b–d, f–h), respectively. It should be noted that a Jaccard index of 1 means that both sets totally overlapped.

**Figure 7.** The similarity of the sets of features selected per each feature selection method when SVM was used as a classifier. CHB-MIT dataset: (a) best 450 features, (b) best 150, (c) best 100, and (d) best 50. Siena dataset: (e) best 450 features, (f) best 150, (g) best 100, and (h) best 50.

**Figure 8.** The similarity of the sets of features selected per each feature selection method when ANN was used as a classifier. CHB-MIT dataset: (a) best 450 features, (b) best 150, (c) best 100, and (d) best 50. Siena dataset: (e) best 450 features, (f) best 150, (g) best 100, and (h) best 50.
Interestingly, when the DT classifier was used, the SHAP-LIME similarity was equal to or lower than other combinations. When using 150 features, the largest indices were returned by the combination RR-SHAP (see Figure 9b,f). Figure 9c,g,h show that the largest similarity values were returned by combinations including LIME or SHAP.

Figure 9. The similarity of the sets of features selected per each feature selection method when DT was used as a classifier. CHB-MIT dataset: (a) best 450 features, (b) best 150, (c) best 100, and (d) best 50. Siena dataset: (e) best 450 features, (f) best 150, (g) best 100, and (h) best 50.

Comparable to the DT, the RF case showed the largest values when a combination included LIME or SHAP. A remarkable fact is that there were two combinations having an index value of 0.5 (see Figure 10c,d).

Figure 10. The similarity of the sets of features selected per each feature selection method when RF was used as a classifier. CHB-MIT dataset: (a) best 450 features, (b) best 150, (c) best 100, and (d) best 50. Siena dataset: (e) best 450 features, (f) best 150, (g) best 100, and (h) best 50.
In order to compare the selected features for the best C-FSM combinations in Table 9, Figures 11 and 12 show the top-10 features for KNN-SVM and RF-ERF, respectively. The former figure corresponds to the CHB-MIT dataset, while the latter to the Siena dataset. Each feature is defined as follows: EEG band/bipolar channel/metric. For example, in Figure 11, the feature with the greatest importance value is “alpha_FP1-F3_skew”, which indicates that the most important feature was the skewness measured in the bipolar channel FP1-F3 on the alpha band. It is important to note that the selected features may vary due to several factors, including seizure type, epileptogenic region, and EEG montage, among others.

4. Discussion

In the evaluation of feature dimensionality reduction analysis, it was observed that the best machine learning classifiers were ANN, RF, and KNN, taking into account neither the database nor the FS. This is evident by looking at the performance tendency of every combination of C-FSMs (colored lines). It is important to note that there was a recurrent behavior in all the combinations, that is almost all of them started showing a performance decrease when the feature vectors were around a length of 50. Lower than that, the scores began to be around 0.6 or less. Therefore, a feature vector of a length of 50 is the minimum suggested for having good classification performance using some of the C-FSM combinations, for FS in epilepsy databases. Moreover, if FS2 is used, the scores achieved by most of the C-FSM combinations were improved and steadier. In this sense, the DT and RF classifiers were less affected by the dimensionality reduction no matter the database, the FS, nor the FSM. This could be explained by the nature of those algorithms, that is both algorithms use a ranking metric to determine the importance of each feature vector in a particular classification task.

Regarding to the comparison of C-FSM combinations, it can be noticed that the models that were trained with CHB-MIT data had better F1-scores than the ones trained with
Siena data. We considered that the performance difference was due to the CHB-MIT database being larger than the Siena Scalp EEG database. Actually, the number of CHB-MIT epochs used during experimentation was more than twice the number of Siena epochs. Another aspect to consider is the number of channels, 21 and 18 for the CHB-MIT and Siena datasets, respectively.

In addition, we can observe in Tables 6–9 that the greater the number of features, the ANN and KNN showed better F1-scores; on the other hand, the lower the number of features, KNN kept showing the best F1-scores, and RF emerged with better F1-scores than the ANN. Note that, even though KNN presented the highest F1-scores, the difference between KNN and RF reduced as the number of features decreased.

Furthermore, in Tables 10 and 11, it can be seen that the smaller the number of features, the greater the number of significant differences was between the best C-FSM and the other FSMs. In this sense, these significant differences in the classifiers’ performance indicate a relationship between the classifier and the feature selection method; in this case, for a lower number of features, KNN was better when using SVM and ERF, while RF was better when using ERF.

The main purpose of this study was not to train a classifier for seizure classification from EEG data; however, it can be considered that the performances obtained, in particular for KNN and RF, were similar to other studies when experiments were conducted under similar conditions, specifically the same classifier and EEG database.

In this sense, comparing our work with the state-of-the-art, in [12], the authors used the CHB-MIT database, seven feature selection methods, nine classifiers, and selecting the top 20 or 25 features, obtaining the best mean classification error of 0.12 by using the KNN classifier. Nonetheless, the authors tested their methodology neither using a wider spectrum of feature vector sizes, nor using different databases. In this work, we found that having the top 50 features, on the same database, the combinations KNN-SVM-50 (FS1), KNN-SVM-50 (FS2), and KNN-ERF-50 (FS2) (see Table 9) returned a mean classification error of 0.03. Moreover, the results in [12] correspond to a balanced dataset, while in this work, the proportion between seizure and no-seizure was 1:9, respectively, our methodology being more appropriate for seizure and no-seizure detection considering that epilepsy datasets are naturally unbalanced.

Additionally, Kathi and Ingle [25] presented an accuracy of 0.97 and an F1-score of 0.97 by using KNN and 11 feature metrics, testing their methodology on the Bonn University database [65] and using an equal proportion of healthy and seizure instances for the training and test sets. Furthermore, they reported a reduction in the feature set used to compute the feature vectors instead of directly reducing the size of the feature vectors. Hence, the authors did not evaluate either different sizes of the feature vectors or the different feature selection methods. On the contrary, in the present work, several experiments reported an accuracy of 0.97, but had a lower F1-score (0.84 and 0.85); however, these lower scores were expected considering that, for unbalanced datasets, the F1-score is more reliable.

On the other hand, RR presented the worst results no matter the classifier used, contrasting with [54], who reported RR as one of the FSMs that performed better and also provided good stability across datasets. However, the nature of the datasets used in [54] was different from EEG, which indicates that RR is not appropriate to be used for seizure and no-seizure detection.

Finally, concerning the comparison of selected features, by using the Jaccard index, it was observed that most of the time, SHAP-LIME returned the largest levels of similarity, meaning that both FMSs usually selected the same features, even though they did not present the best performance on the classification; on the contrary, SVM and ERF, which were the best FSMs for KNN and RF, respectively, did not present a higher Jaccard index. Large values in SHAP-LIME were partially expected because, as explained in [49,50], SHAP and LIME are designed to be model-agnostic and to explain the classification model. In addition, the SHAP implementation applied in this study (kernel SHAP) followed a similar approach to LIME, but different functions were applied for the estimation of the
locality and the similarity between the classification \( f \) and interpretable \( g \) model. In the case of SVM and ERF, the low levels of the similarity of features selected were partially explained because the nature and training procedure of SVM are quite different from tree-based models.

Therefore, this experiment showed that two different feature spaces might result in a good classification performance, such as the features selected for KNN-SVM and RF-ERF (Figures 11 and 12). On the contrary, the RR method presented good similarity values compared to other FSMs; nonetheless, it presented the worst classification performances.

5. Conclusions and Future Work

In the present study, six FSMs were compared to define, first, the minimum number of features that can be chosen for each FSM without sacrificing the classifiers’ performances, second, the performance of several C-FSM combinations to discover if a relationship exists between the FSMs with a particular classification algorithm, and third, if there is a feature or feature set that remains across different C-FSM combinations.

We can conclude that when the number of selected features was drastically reduced (100 and 50 features), the differences between classifiers’ performance increased, but none of the FSMs showed a predominance over the rest. Furthermore, it was observed that it was possible to perform a large reduction of the number of features while having a low impact on the model performance until having a 50-feature vector length.

The results indicated that the classifiers’ performance might be affected by diverse factors such as the EEG database, the features, and the number of features. However, the combinations KNN-SVM and RF-ERF are advised. Furthermore, the use of RR is not appropriate for seizure EEG data, as it yielded lower performances than the rest of the FSMs, and it was more time-consuming.

Regarding the proposed feature sets, FS2 is suggested to be used on seizure and no-seizure classification problems, given that the performance of several C-FSMs was improved while using it.

In future work, some opportunity areas could be explored: First, a more extended analysis is required to evaluate the FSMs in combination with deep learning models, including a more extensive parameter tuning process and the use of more complex features. Furthermore, considering that our results showed that RF-ERF obtained one of the best performances, it would be interesting to perform an evaluation of tree-based models for feature selection and classification of seizure and no-seizure EEG data.

Second, FSM stability was not evaluated in this study; the evaluation of stability with instance perturbation, as proposed by [48], would help to evaluate the robustness of an FSM against small variations in the EEG dataset, because variations can be caused by inter-subject variability or noise.

Finally, assessing a subject cross-validation methodology would be interesting for future work to test inter-subject performances.

Author Contributions: Conceptualization, S.E.S.-H.; methodology, S.E.S.-H., R.A.S.-R., S.T.-R., and I.R.-G.; software, S.E.S.-H.; validation, S.E.S.-H., R.A.S.-R., S.T.-R., and I.R.-G.; formal analysis, S.E.S.-H., R.A.S.-R., S.T.-R., and I.R.-G.; investigation, S.E.S.-H., R.A.S.-R., S.T.-R., and I.R.-G.; data curation, S.E.S.-H.; writing—original draft preparation, S.E.S.-H.; writing—review and editing, R.A.S.-R., S.T.-R., and I.R.-G.; visualization, S.E.S.-H., R.A.S.-R., S.T.-R., and I.R.-G.; supervision, R.A.S.-R., S.T.-R., and I.R.-G. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Publicly available datasets were analyzed in this study. The CHB-MIT Scalp EEG Database is available at https://physionet.org/content/chbmit/1.0.0/ (accessed on
18 October 2021) and the Siena Scalp EEG Database is available at https://physionet.org/content/siena-scalp-eeeg/1.0.0/ (accessed on 18 October 2021).

Acknowledgments: We appreciate the facilities provided to the project “Identificación de patrones en registros EEG de crisis epilépticas utilizando métodos de inteligencia artificial explicable” by the Data Analysis and Supercomputing Center (CADS, for its acronym in Spanish) of the University of Guadalajara through the use of the Leo Átrox Supercomputer.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. World Health Organization Epilepsy. 2019. Available online: https://www.who.int/health-topics/epilepsy#tab=tab_1 (accessed on 31 October 2021).
2. Zack, M.M.; Kobau, R. National and State Estimates of the Numbers of Adults and Children with Active Epilepsy—United States, 2015. MMWR Morb. Mortal. Wkly. Rep. 2017, 66, 821. [CrossRef]
3. Aaberg, K.M.; Gunnnes, N.; Bakken, I.J.; Lund Søraas, C.; Berntsen, A.; Magnus, P.; Lossius, M.I.; Stoltenberg, C.; Chin, R.; Surén, P. Incidence and Prevalence of Childhood Epilepsy: A Nationwide Cohort Study. Pediatrics 2017, 139, e20163908. [CrossRef] [PubMed]
4. Noriega-Morales, G.; Shkurovich-Bialik, P. Situación de la epilepsia en México y América Latina. Anales Médicos Assoc. Médica Cent. Médico ABC 2020, 65, 224–232. [CrossRef]
5. Smith, S.J.M. EEG in the diagnosis, classification, and management of patients with epilepsy. J. Neurol. Neurosurg. Psychiatry 2005, 76, i2-i7. [CrossRef] [PubMed]
6. Gill, A.F.; Fatima, S.A.; Usman Akram, M.; Khawaja, S.G.; Awad, S.E. Analysis of EEG Signals for Detection of Epileptic Seizure Using Hybrid Feature Set. In Theory and Applications of Applied Electromagnetics; Springer: Cham, Switzerland, 2015; pp. 49–57. [CrossRef]
7. Pinto-Orellana, M.A.; Cerqueira, F.R. Patient-Specific Epilepsy Seizure Detection Using Random Forest Classification over One-Dimension Transformed EEG Data. In Intelligent Systems Design and Applications; Springer: Cham, Switzerland, 2017; pp. 519–528. [CrossRef]
8. Tsiouris, K.M.; Pezoulas, V.C.; Zervakis, M.; Konitsiotis, S.; Koutsiouris, D.D.; Fotiadis, D.I. A Long Short-Term Memory deep learning network for the prediction of epileptic seizures using EEG signals. Comput. Biol. Med. 2018, 99, 24–37. [CrossRef] [PubMed]
9. Yang, Y.; Zhou, M.; Niu, Y.; Li, C.; Cao, R.; Wang, B.; Yan, P.; Ma, Y.; Xiang, J. Epileptic Seizure Prediction Based on Permutation Entropy. Front. Comput. Neurosci. 2018, 12, 55. [CrossRef] [PubMed]
10. Usman, S.M.; Hassan, A. Efficient Prediction and Classification of Epileptic Seizures Using EEG Data Based on Univariate Linear Features. J. Comput. 2018, 13, 616–621. [CrossRef]
11. Siddiqui, M.K.; Islam, M.Z.; Kabir, M.A. Analyzing performance of classification techniques in detecting epileptic seizure. In Advanced Data Mining and Applications; Springer: Cham, Switzerland, 2017; pp. 386–398. [CrossRef]
12. Fergus, P.; Hussain, A.; Hignett, D.; Al-Jumeily, D.; Abdel-Aziz, K.; Hamdan, H. A machine learning system for automated whole-brain seizure detection. Appl. Comput. Inform. 2016, 12, 70–89. [CrossRef]
13. Shoeb, A.; Guttug, J. Application of Machine Learning to Epileptic Seizure Detection. In Proceedings of the 27th International Conference on International Conference on Machine Learning, Omnipress, Haifa, Israel, 21–24 June 2010; pp. 975–982. [CrossRef]
14. Birjandtalab, J.; Baran Pouyan, M.; Cogan, D.; Nourani, M.; Harvey, J. Automated Seizure Detection Using Limited-Channel EEG and Non-Linear Dimension Reduction. Comput. Biol. Med. 2017, 82, 49–58. [CrossRef]
15. Zhan, Q.; Hu, W. An Epilepsy Detection Method Using Multiview Clustering Algorithm and Deep Features. Comput. Math. Methods Med. 2020, 2020, 5128729. [CrossRef] [PubMed]
16. Rashed-Al-Mahfuz, M.; Moni, M.A.; Uddin, S.; Alyami, S.A.; Summers, M.A.; Eapen, V. A Deep Convolutional Neural Network Method to Detect Seizures and Characteristic Frequencies Using Epileptic Electroencephalogram (EEG) Data. IEEE J. Transl. Eng. Health Med. 2021, 9, 1–12. [CrossRef] [PubMed]
17. Usman, S.M.; Khalid, S.; Aslam, M.H. Epileptic Seizures Prediction Using Deep Learning Techniques. IEEE Access 2020, 8, 39998–40007. [CrossRef]
18. Deivasigamani, S.; Senthilpandi, C.; Yong, W.H. Machine learning method based detection and diagnosis for epilepsy in EEG signal. J. Ambient. Intell. Humaniz. Comput. 2021, 12, 4215–4221. [CrossRef]
19. Glory, H.A.; Vigneswaran, C.; Japtap, S.S.; Shruthi, R.; Hariharan, G.; Sriram, V.S.S. AHW-BGOA-DNN: A novel deep learning model for epileptic seizure detection. Neural Comput. Appl. 2021, 33, 6065–6093. [CrossRef]
20. Kitano, L.A.S.; Sousa, M.A.A.; Santos, S.D.; Pires, R.; Thome-Souza, S.; Campo, A.B. Epileptic Seizure Prediction from EEG Signals Using Unsupervised Learning and a Polling-Based Decision Process. In Artificial Neural Networks and Machine Learning—ICANN 2018; Springer: Cham, Switzerland, 2018; pp. 117–126. [CrossRef]
21. Srinath, R.; Gayathri, R. Detection and classification of electroencephalogram signals for epilepsy disease using machine learning methods. Int. J. Imaging Syst. Technol. 2021, 31, 729–740. [CrossRef]
22. Boonyakitanont, P.; Lek-Uthai, A.; Chomtho, K.; Songsiri, J. A review of feature extraction and performance evaluation in nonlinear seizure detection using EEG. *Biomed. Signal Process. Control* **2020**, *57*, 101702. [CrossRef]
23. Hussain, L. Detecting epileptic seizure with different feature extracting strategies using robust machine learning classification techniques by applying advance parameter optimization approach. *Cogn. Neurodyn.* **2018**, *12*, 271–294. [CrossRef] [PubMed]
24. Bosl, W.J.; Loddenkemper, T.; Nelson, C.A. Nonlinear EEG biomarker profiles for autism and absence epilepsy. *Neuropsychiatr. Electrophysiol.* **2017**, *3*, 1. [CrossRef]
25. Khati, R.M.; Ingle, R. Feature extraction for epileptic seizure detection using machine learning. *Curr. Med. Res. Prac.* **2020**, *10*, 266–271. [CrossRef]
26. Sharif, B.; Jafari, A.H. Prediction of epileptic seizures from EEG using analysis of ictal rules on Poincaré plane. *Comput. Methods Programs Biomed.* **2017**, *145*, 11–22. [CrossRef]
27. Manzouri, F.; Heller, S.; Dümppelmann, M.; Woias, P.; Schulze-Bonhage, A. A Comparison of Machine Learning Classifiers for Energy-Efficient Implementation of Seizure Detection. *Front. Syst. Neurosci.* **2018**, *12*, 43. [CrossRef]
28. Liu, Y.; Huang, Y.X.; Zhang, X.; Qi, W.; Guo, J.; Hu, Y.; Zhang, L.; Su, H. Deep C-LSTM Neural Network for Epileptic Seizure and Tumor Detection Using High-Dimension EEG Signals. *IEEE Access* **2020**, *8*, 37495–37504. [CrossRef]
29. Remeseiro, B.; Bolon-Canedo, V. A review of feature selection methods in medical applications. *Comput. Biol. Med.* **2019**, *112*, 103375. [CrossRef] [PubMed]
30. Quinlan, J.R. Induction of decision trees. *Mach. Learn.* **1986**, *1*, 81–106. [CrossRef]
31. Hotelling, H. Analysis of a complex of statistical variables into principal components. *J. Educ. Psychol.* **1933**, *24*, 417–441. [CrossRef]
32. Altmann, A.; Toloşi, L.; Sander, O.; Lengauer, T. Permutation importance: A corrected feature importance measure. *Bioinformatics* **2010**, *26*, 1340–1347. [CrossRef]
33. Guyon, I.; Weston, J.; Barnhill, S.; Vapnik, V. Gene Selection for Cancer Classification using Support Vector Machines. *Mach. Learn.* **2002**, *46*, 389–422. [CrossRef]
34. Bergil, E.; Bozkurt, M.R.; Oral, C. An Evaluation of the Channel Effect on Detecting the Preictal Stage in Patients with Epilepsy. *Clin. EEG Neurosci.* **2020**, *52*, 376–385. [CrossRef] [PubMed]
35. Lai, C.; Guo, S.; Cheng, L.; Wang, W. A Comparative Study of Feature Selection Methods for the Discriminative Analysis of Temporal Lobe Epilepsy. *Front. Neurol.* **2017**, *8*, 633. [CrossRef] [PubMed]
36. Goldberger, A.; Amaral, L.; Glass, L.; Hausdorff, J.; Ivanov, P.; Mark, R.; Mietus, J.; Moody, G.; Peng, C.; Stanley, H. PhysioBank, PhysioToolkit, and PhysioNet: Components of a new research resource for complex physiologic signals. *Circulation* **2000**, *101*, E215–E220. [CrossRef] [PubMed]
37. Shoeb, A.H. Application of Machine Learning to Epileptic Seizure onset Detection and Treatment. Ph.D. Thesis, Massachusetts Institute of Technology, Cambridge, MA, USA, 2009.
38. Detti, P.; Vatti, G.; Zabalo Manrique de Lara, G. EEG Synchronization Analysis for Seizure Prediction: A Study on Data of Noninvasive Recordings. *Processes* **2020**, *8*, 846. [CrossRef]
39. Phinyomark, A.; Thongpanja, S.; Hu, H.; Phukpattaranont, P.; Limtsakul, C. The Usefulness of Mean and Median Frequencies in Electroencephalogram Analysis. In *Computational Intelligence in Electromyography Analysis—A Perspective on Current Applications and Future Challenges*; IntechOpen: London, UK, 2012; pp. 195–220. [CrossRef]
40. Kokoska, S.; Zwillinger, D. *CRC Standard Probability and Statistics Tables and Formulas*; CRC Press: Boca Raton, FL, USA, 2000.
41. Aarabi, A.; Fazel-Rezai, R.; Aghakhani, Y. A fuzzy rule-based system for epileptic seizure detection in intracranial EEG. *Clin. Neurophysiol.* **2009**, *120*, 1648–1657. [CrossRef] [PubMed]
42. Bruce, P.; Bruce, A. *Practical Statistics for Data Scientists: 50+ Essential Concepts Using R and Python*, 1st ed.; O'Reilly Media: Sebastopol, CA, USA, 2017.
43. Richman, J.S.; Moorman, J.R. Physiological time-series analysis using approximate entropy and sample entropy. *Am. J. Physiol. Heart Circ. Physiol.* **2000**, *278*, H2039–H2049. [CrossRef]
44. Song, Y.; Crowcroft, J.; Zhang, J. Automatic epileptic seizure detection in EEGs based on optimized sample entropy and extreme learning machine. *J. Neurosci. Methods* **2012**, *210*, 132–146. [CrossRef]
45. Alpaydin, E. *Introduction to Machine Learning*, 2nd ed.; MIT Press: Cambridge, MA, USA, 2010.
46. Han, J.; Pei, J.; Kamber, M. *Data Mining: Concepts and Techniques*, 3rd ed.; Elsevier: Waltham, MA, USA, 2012.
47. Louppe, G.; Wehenkel, L.; Sutera, A.; Geurts, P. Understanding variable importances in forests of randomized trees. *Advances in Neural Information Processing Systems*; Curran Associates, Inc.: Red Hook, NY, USA, 2013; Volume 26.
48. Saeyes, Y.; Abeel, T.; Van de Peer, Y. Robust Feature Selection Using Ensemble Feature Selection Techniques. In *Machine Learning and Knowledge Discovery in Databases*; Springer: Berlin/Heidelberg, Germany, 2008; pp. 313–325. [CrossRef]
49. Ribeiro, M.; Singh, S.; Guestrin, C. “Why Should I Trust You?”: Explaining the Predictions of Any Classifier. In Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational Linguistics: Demonstrations, Association for Computational Linguistics, San Francisco, CA, USA, 13–17 August 2016; pp. 97–101. [CrossRef]
50. Lundberg, S.M.; Lee, S.I. A Unified Approach to Interpreting Model Predictions. In Proceedings of the 31st International Conference on Neural Information Processing Systems, Long Beach, CA, USA, 4–9 December 2017; pp. 4768–4777. [CrossRef]
51. Molnar, C. A Guide for Making Black Box Models Explainable. 2018. Available online: https://christophm.github.io/interpretable-ml-book (accessed on 31 October 2021).
52. Breiman, L. Random forests. Mach. Learn. 2001, 45, 5–32. [CrossRef]
53. Chatzichristofis, S.A.; Arampatzis, A.; Boutalis, Y.S. Investigating the behavior of compact composite descriptors in early fusion, late fusion, and distributed image retrieval. Radioengineering 2010, 19, 725–733.
54. Effrosynidis, D.; Arampatzis, A. An evaluation of feature selection methods for environmental data. Ecol. Inform. 2021, 61, 101224. [CrossRef]
55. Alpaydın, E. Combined $5 \times 2$ cv F Test for Comparing Supervised Classification Learning Algorithms. Neural Comput. 1999, 11, 1885–1892. [CrossRef]
56. Han, X.; Chang, X.; Quan, L.; Xiong, X.; Li, J.; Zhang, Z.; Liu, Y. Feature subset selection by gravitational search algorithm optimization. Inf. Sci. 2014, 281, 128–146. [CrossRef]
57. Cantu-Paz, E. Feature subset selection, class separability, and genetic algorithms. In Genetic and Evolutionary Computation Conference; Springer: Berlin/Heidelberg, Germany, 2004; pp. 959–970.
58. Harris, C.R.; Millman, K.J.; van der Walt, S.J.; Gommers, R.; Virtanen, P.; Cournapeau, D.; Wieser, E.; Taylor, J.; Berg, S.; Smith, N.J.; et al. Array programming with NumPy. Nature 2020, 585, 357–362. [CrossRef] [PubMed]
59. McKinney, W. Data Structures for Statistical Computing in Python. In Proceedings of the 9th Python in Science Conference, Austin, TX, USA, 28 June–3 July 2010; pp. 56–61. [CrossRef]
60. Virtanen, P.; Gommers, R.; Oliphant, T.E.; Haberland, M.; Reddy, T.; Cournapeau, D.; Burovski, E.; Peterson, P.; Weckesser, W.; Bright, J.; et al. SciPy 1.0: Fundamental Algorithms for Scientific Computing in Python. Nat. Methods 2020, 17, 261–272. [CrossRef] [PubMed]
61. Pedregosa, F.; Varoquaux, G.; Gramfort, A.; Michel, V.; Thirion, B.; Grisel, O.; Blondel, M.; Prettenhofer, P.; Weiss, R.; Dubourg, V.; et al. Scikit-learn: Machine Learning in Python. J. Mach. Learn. Res. 2011, 12, 2825–2830. [CrossRef]
62. Abadi, M.; Agarwal, A.; Barham, P.; Brevdo, E.; Chen, Z.; Citro, C.; Corrado, G.S.; Davis, A.; Dean, J.; Devin, M.; et al. TensorFlow: Large-Scale Machine Learning on Heterogeneous Systems. Software. 2015. Available online: tensorflow.org (accessed on 3 September 2021).
63. Hunter, J.D. Matplotlib: A 2D graphics environment. Comput. Sci. Eng. 2007, 9, 90–95. [CrossRef]
64. Jaccard, P. Étude comparative de la distribution florale dans une portion des Alpes et des Jura. Bull. Soc. Vaudoise Sci. Nat. 1901, 37, 547–579.
65. Andrzejak, R.G.; Lehnertz, K.; Mormann, F.; Rieke, C.; David, P.; Elger, C.E. Indications of nonlinear deterministic and finite-dimensional structures in time series of brain electrical activity: Dependence on recording region and brain state. Phys. Rev. E 2001, 64, 061907. [CrossRef]