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Abstract

We prove a center manifold theorem for rough partial differential equations (rough PDEs). The class of rough PDEs we consider contains as a key subclass reaction-diffusion equations driven by nonlinear multiplicative noise, where the stochastic forcing is given by a $\gamma$-Hölder rough path, for $\gamma \in (1/3, 1/2]$. Our proof technique relies upon the theory of rough paths and analytic semigroups in combination with a discretized Lyapunov-Perron-type method in a suitable scale of interpolation spaces. The resulting center manifold is a random manifold in the sense of the theory of random dynamical systems (RDS). We also illustrate our main theorem for reaction-diffusion equations as well as for the Swift-Hohenberg equation.
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1 Introduction

Center manifolds, as well as the easier stable and unstable manifolds, are key technical tools in dynamical systems theory [42]. The idea is to split the dynamics into exponentially attracting, exponentially repelling and neutral directions near a steady state. This splitting can often be obtained locally on the level of a linearized system. If the linearized operator has no spectrum on the imaginary axis then the steady state is called hyperbolic. In the hyperbolic situation, quite classical stable and unstable manifold theory as well as local topological equivalence between the linearized and the nonlinear system exist for many classes of evolution equations [42, 46, 5, 32]. In the non-hyperbolic situation, when spectrum on the imaginary axis appears, we actually need more involved center manifold theory [16]. Although this situation may appear
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non-generic at first, it is well-understood that it is generic in differential equations with parameters, where it is of crucial importance to obtain center manifolds to study bifurcation problems [42, 55]. Furthermore, center manifold theory can yield effective dimension reduction near a steady state if there are only attracting and center directions, which is a concept that can be extended to entire manifolds of steady states, e.g., in the context of slow manifolds for multiple time scale systems [28, 53].

For stochastic differential equations, there already some results regarding center manifolds, see [2, 11, 12, 65] for stochastic ordinary differential equations (SODEs) and [18, 17, 26, 8] for SPDEs. However, stochastic center manifold theory is still far less well-developed in comparison to deterministic ordinary differential equations (ODEs) or partial differential equations (PDEs). The aim of this work is to investigate center manifolds for semilinear rough evolution equations, where our main motivation arises from semilinear reaction-diffusion SPDEs, which are included as a particular subclass in our results. Our work here extends our earlier results obtained in the finite-dimensional setting established in [54]. Moreover we emphasize that these results yield the existence of center manifolds in suitable interpolation spaces, which naturally arise in the context of parabolic PDEs. Therefore, this abstract framework is not restricted to Hilbert spaces. In summary, this work allows us to substantially extend the theory developed in [54] as well as the invariant manifold theory for SPDEs [25, 33, 13, 18, 63].

There are several major technical difficulties one encounters, when trying to establish center manifold results for stochastic partial differential equations (SPDEs). A first conceptual difficulty is to employ the concept of random dynamical systems (RDS) [2] for SPDEs. It is well-known that an Itô-type SODE generates an RDS under reasonable assumptions [2, 56, 66]. However, the generation of an RDS from an Itô-type SPDE has been a long-standing open problem, mostly since Kolmogorov’s theorem breaks down for random fields parametrized by infinite-dimensional Hilbert spaces [62]. As a consequence it is not trivial, how to obtain a RDS from a general SPDE. This problem was fully solved only under very restrictive assumptions on the structure of the noise driving the SPDE. For instance, if one deals with purely additive noise or certain particular multiplicative Stratonovich noise, there are standard transformations which reduce the SPDE to a random PDE. Since this random PDE can be solved pathwise it is straightforward to obtain an RDS. However, for nonlinear multiplicative noise, this technique is no longer applicable, not even if the random input is a Brownian motion. As a consequence of this issue, dynamical aspects for SPDEs, e.g. invariant manifolds, have not been investigated in their full generality. In the finite-dimensional case there are results concerning invariant manifolds for delay equations using rough paths [37, 38] and center manifolds in [54]. Rough path techniques provide a very natural framework to obtain RDS from SPDEs driven by general multiplicative noise since the usual problems with the nullsets do not appear in a pathwise approach. For instance, there are results regarding the existence of random dynamical systems generated by rough PDEs with transport [52, 15], nonlinear multiplicative [48] and nonlinear conservative noise [27]. In this work we go beyond the of existence of RDS in the infinite-dimensional setting and establish a center manifold theorem (Theorem 6.8).

The second main, more technical, obstacle we encounter is due to the fact that one wants to include the case, when the analytic semigroup \((S_t)_{t \geq 0}\) generated by the linear part of the SPDE is no longer Hölder continuous in zero. However, this regularity is required in order to introduce the rough convolution and to obtain an expansion of the solution in terms of Hölder-continuous functions. There are several approaches to deal with this problem [39, 40, 41], or to work with modified Hölder spaces which compensate the time-singularity in zero, as in [47], or to consider more space-regularity in order to compensate the missing time-regularity as in [35]. More precisely, in order to define the
rough convolution $\int_0^t S(t-s)Y_s \, dW_s$ with respect to a $\gamma$-Hölder rough path $W = (W,W)$, one needs the notion of a controlled rough path [39], which is a pair $(Y,Y')$ of $\gamma$-Hölder continuous functions satisfying an abstract Taylor-like expansion in terms of Hölder regularity given by

$$Y_t = Y_s + Y_s' W_{s,t} + R^Y_{s,t},$$

where the remainder $R^Y_{s,t}$ is supposed to be $2\gamma$-Hölder-regular. Due to the lack of regularity of the semigroup $(S_t)_{t \geq 0}$ in zero, it is a challenging task to find an appropriate meaning of a controlled rough path. The main idea is to consider controlled rough paths on a scale of Banach spaces $(B_\alpha)_{\alpha \in \mathbb{R}}$ satisfying the following interpolation inequality

$$|x|^{\alpha_3 - \alpha_1} \lesssim |x|^{\alpha_2 - \alpha_2} |x|^{\alpha_2 - \alpha_1}$$

for $\alpha_1 \leq \alpha_2 \leq \alpha_3$ and $x \in B_{\alpha_3}$. The advantage of this approach is that it allows one to view the semigroup as a bounded operator on all these spaces and exploit space-time regularity specific to the parabolic setting. Such an approach was exploited in [36] in the context of non-autonomous rough PDEs and in [35], where the semigroup was directly incorporated in the definition of the controlled rough path. Following the approach of controlled rough paths in interpolation spaces, we manage to prove the existence of center manifolds for parabolic rough PDEs based on the Lyapunov-Perron method. This is the key analytical contribution of this work. We plan to extend these results to more general noise terms in future works.

The paper is structured as follows: In Sect. 2, we provide an overview regarding our setting, compare it formally to an existing approach, and we motivate how to set up the iteration procedure to construct the center manifold. In Sect. 3 we collect preliminaries concerning evolution equations and controlled rough paths. In Sect. 4, we prove a-priori estimates for the solution of rough evolution equations, which will be key components to justify the existence of a fixed point for the Lyapunov-Perron method. In Sect. 5, we present the background from RDS, construct suitable random cocycles, and define random center invariant manifolds. In Sect. 6, we finally set up a discrete Lyapunov-Perron method and prove the existence of a center manifold. We present some examples in Sect. 7.

2 Heuristic overview

This section provides an overview of the existing foundations for center manifold theory for stochastic partial differential equations and it describes the main goal and the strategy of this work.

2.1 A classical construction

In the context of random invariant sets, certain classes of SPDEs have been studied in the literature; see [2, 25, 17, 18] and the references therein. We recall the main ideas that have been used so far in proving the existence of random center manifolds for such SPDEs, given by

$$\begin{cases} du = (Au + f(u)) \, dt + u \circ dB_t \\ u(0) = \xi \end{cases} \tag{2.1}$$

on a separable Hilbert space $H$. Here the linear operator $A$ generates a $C_0$-semigroup $(S_t)_{t \geq 0}$ on $H$, $f$ is a locally Lipschitz nonlinear term with $f(0) = 0 = f'(0)$, and $B$ denotes a two-sided real-valued Brownian motion; note that $f(0) = 0$ ensures that $u = 0$ is a steady state of (2.1). Suppose the spectrum of the linear operator $A$ consists of
finely many eigenvalues with zero real part, and all other eigenvalues have strictly negative real parts, i.e. \( \sigma(A) = \sigma^c(A) \cup \sigma^s(A) \), where \( \sigma^c(A) = \{ \lambda \in \sigma(A) : \text{Re}(\lambda) = 0 \} \) and \( \sigma^s(A) = \{ \lambda \in \sigma(A) : \text{Re}(\lambda) < 0 \} \). The subspaces generated by the eigenvectors corresponding to these eigenvalues are denoted by \( H^c \) respectively \( H^s \) and are referred to as center and stable subspace. These subspaces provide an invariant splitting of \( H = H^c \oplus H^s \). We denote the restrictions of \( A \) on \( H^c \) and \( H^s \) by \( A_c := A |_{H^c} \) and \( A_s := A |_{H^s} \). Since \( H^c \) is finite-dimensional we obtain that \( S^c(t) := e^{tA_c} \) is a group of linear operators on \( H^c \). Moreover, there exist projections \( P^c \) and \( P^s \) such that \( P^c + P^s = I_{H^c} \) and \( A_c = A_{|_{R(P^c)}} \) and \( A_s = A_{|_{R(P^s)}} \), where \( R \) denotes the range of the corresponding projection. Additionally, we impose the following dichotomy condition on the semigroup. We assume that there exist two exponents \( \gamma \) and \( \beta \) with \( -\beta^* < 0 \leq \gamma^* < \beta^* \) and constants \( M_c, M_s \geq 1 \), such that

\[
\| S^c(t)x \|_H \leq M_c e^{\gamma^* t} \| x \|_H, \quad \text{for } t \leq 0 \text{ and } x \in H; \\
\| S^s(t)x \|_H \leq M_s e^{-\beta^* t} \| x \|_H, \quad \text{for } t \geq 0 \text{ and } x \in H.
\]

Furthermore, we introduce the stationary Ornstein-Uhlenbeck process, i.e. the stationary solution of the Langevin equation

\[ dz_t = -z \, dt + d\tilde{B}_t, \]

which is given by

\[ z(\theta, \tilde{B}) = \int_{-\infty}^{t} e^{-(t-s)} \, d\tilde{B}_s = \int_{-\infty}^{0} e^s \, d\theta, \tilde{B}_s. \]

Here \( \theta \) denotes the usual Wiener-shift, i.e. \( \theta, \tilde{B}_s := \tilde{B}_{t+s} - \tilde{B}_t \) for \( s, t \in \mathbb{R} \). In this case, using the Doss-Sussmann transformation \( u^* := e^{-z(\tilde{B})} u \), the SPDE (2.1) reduces to the non-autonomous random differential equation

\[ du = (Au + z(\theta, \tilde{B}) u + g(\theta, \tilde{B}, u)) \, dt, \]

where we dropped the \(*\)-notation and set \( g(\tilde{B}, u) := e^{-z(\tilde{B})} f(e^{z(\tilde{B})} u) \). Note that no stochastic integrals appear in (2.4) and one can prove the existence of center manifolds for (2.4) almost like in the deterministic setting, using the Lyapunov-Perron method. More precisely, one infers that the continuous-time Lyapunov-Perron transform for (2.4) is given by

\[
J(\tilde{B}, u, \xi)[t] := S^c_t e^{\int_{0}^{t} z(\theta, \tilde{B}) \, d\theta} P^c \xi + \int_{0}^{t} S^c_{t-r} e^{\int_{r}^{t} z(\theta, \tilde{B}) \, d\theta} P^c g(\theta, \tilde{B}, u(r)) \, dr \\
+ \int_{-\infty}^{t} S^c_{t-r} e^{\int_{r}^{t} z(\theta, \tilde{B}) \, d\theta} P^c g(\theta, \tilde{B}, u(r)) \, dr.
\]

Further details regarding this operator can be found in [71], [26, Sect. 6.2.2], [17, Ch.4] and the references specified therein. The next natural step is to show that (2.5) possesses a fixed-point in a certain function space. One possible choice turns out to be \( BC^{\eta, \psi}(\mathbb{R}^-; H) \), see [26, p. 156]. This space is defined as

\[
BC^{\eta, \psi}(\mathbb{R}^-; H) := \left\{ u : \mathbb{R}^- \to H, \ u \text{ is continuous and } \sup_{t \leq 0} e^{-\eta t} \int_{0}^{t} z(\theta, \tilde{B}) \, d\theta \| u(t) \|_H < \infty \right\}
\]
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and is endowed with the norm

$$
\|u\|_{H^{s, \sigma}} := \sup_{t \leq 0} e^{-\eta t - \int_0^t z(\theta, \tilde{B}) \, d\tau} \|u(t)\|_H.
$$

Here $\eta$ is determined from (2.2) and (2.3), namely one has $-\beta^* < \eta < 0$. Note that the previous expressions are well-defined since

$$
\lim_{t \to \pm \infty} \frac{|z(\theta, \tilde{B})|}{|t|} = 0,
$$

according to [25, Lem. 2.1] and the references specified therein. Under a suitable smallness assumption on the Lipschitz constant of $f$ (gap condition) one can show that $J$ possesses a fixed-point $\Gamma(\cdot, \tilde{B}, \xi)$ for $\xi \in H^c$. Since a global Lipschitz condition on $f$ is quite restrictive in applications, one usually introduces a cut-off function to truncate the nonlinearity outside a random ball around the origin. This fixed-point characterizes the random center manifold $M^c(\tilde{B})$ for (2.4). More precisely, one can show that $M^c(\tilde{B})$ can be represented by the graph of a function $h^c(\tilde{B}, \cdot)$, where $h^c(\tilde{B}, \xi) = P^c \Gamma(0, \tilde{B}, \xi)$, i.e.

$$
h^c(\tilde{B}, \xi) = \int_{-\infty}^0 S_{-\tau} e^{-\eta \tau} P^c g(\theta, \tilde{B}, \Gamma(\tau, \tilde{B}, \xi)) \, d\tau, \quad \text{for } \xi \in H^c \cap B(0, \rho(\tilde{B})).
$$

(2.6)

Here $B(0, \rho(\tilde{B}))$ denotes a random neighborhood of the origin, i.e. the radius $\rho(\tilde{B})$ depends on the intensity/magnitude of the noise.

**Example 2.1.** We now illustrate via a computational example, how the theory briefly introduced above can be applied. Let $a$ and $\sigma$ stand for two positive parameters and consider the reaction-diffusion SPDE on $H := L^2(0, \pi)$

$$
\begin{cases}
\frac{du}{dt} = (\Delta u + u - au^2) \, dt + \sigma u \, d\tilde{B}, \\
u(0, t) = u(\pi, t) = 0, \text{ for } t \geq 0 \\
u(x, 0) = u_0(x), \quad \text{for } x \in (0, \pi).
\end{cases}
$$

(2.7)

Substituting $u := u^*e^{\sigma z(\tilde{B})}$ and dropping the $*$-notation, we obtain the non-autonomous PDE with random coefficients

$$
\frac{\partial u}{\partial t} = \Delta u + u + \sigma z(\theta, \tilde{B})u - ae^{2\sigma z(\theta, \tilde{B})} u^3.
$$

(2.8)

The spectrum of

$$
A u := \Delta u + u
$$

with domain $D(A) = H^2(0, \pi) \cap H^1_a(0, \pi)$ is given by $\{1 - n^2 : n \geq 1\}$ with corresponding eigenvectors $\{\sin(nx) : n \geq 1\}$. The eigenvectors give us the center subspace $H^c = \text{span}\{\sin x\}$ and the stable one $H^s = \text{span}\{\sin(nx) : n \geq 2\}$. Based upon the previous considerations, one can infer that (2.7) has a local center manifold

$$
M^c(\tilde{B}) = \{b \sin x + h^c(\tilde{B}, b \sin x)\} = \left\{ b \sin x + \sum_{n=2}^{\infty} c_n(\tilde{B}, b) \sin(nx) \right\}.
$$

In this case, it is also possible to derive suitable approximation results for $h^c$, namely one can show that $c_n(\tilde{B}, b) = O(b^3)$ as $b \to 0$. Plugging this in (2.8) gives us a non-autonomous random ODE on the center manifold

$$
\frac{db}{dt} = \sigma z(\theta, \tilde{B})b - \frac{3}{4} ab^3 e^{2\sigma z(\theta, \tilde{B})} + O(b^3).
$$
Since $-\nu$ is also a solution for (2.8) we have that $c_n(\tilde{\nu}, b) = 0$ for $n$ even. Therefore, one has the following approximation of $h$

$$h^\xi(\tilde{\nu}, b \sin x) = c_3(\tilde{\nu}, b) \sin 3x + O(b^3).$$

### 2.2 Our goal

The approach presented in the previous section is somewhat limited in applicability due to use of a Doss-Sussmann transformation to a non-autonomous random PDE. The main goal of this work is to extend center manifold theory for SPDEs to equations driven by rough noise and to recover the Stratonovich case mentioned above as a special case. More precisely, we aim to obtain center manifolds for equations of the form

$$\begin{cases}
    du = (Au + F(u)) \, dt + G(u) \, dW, \\
u(0) = \xi,
\end{cases} \quad (2.9)$$

where $G$ is nonlinear and the noisy input $W$ is supposed to be more irregular than a Brownian motion, i.e. $W \in C^\gamma$ for $\gamma \in (1/3, 1/2)$. This includes Brownian motion but applies to a much wider class of Gaussian processes. Examples for $G$ are polynomials with smooth coefficients (see Sect. 7), or integral operators with a smooth kernel as discussed in [47, Sect. 7]. As a first step we have to rigorously prove the existence of center manifolds for (2.9). Further works will be devoted to approximation results and to related problems in bifurcation theory, see for example [7, 9].

In contrast to the previous technique in Sect. 2.1, we are not going to transform (2.9) to a random PDE, but we are going to work directly with its mild solution

$$u_t = S_t \xi + \int_0^t S_{t-s} F(u_s) \, ds + \int_0^t S_{t-s} G(u_s) \, dW_s. \quad (2.10)$$

This is possible due to the pathwise construction of the stochastic integral in (2.10). The Lyapunov-Perron map in this case is given by

$$J(W; u, \xi)[t] : = S_t^\xi P^\xi \xi + \int_0^t S_{t-r}^\xi P^\xi F(u_r) \, dr + \int_0^t S_{t-r}^\xi P^\xi G(u_r) \, dW_r$$

$$+ \int_{-\infty}^0 S_{t-r}^\xi P^\xi F(u_r) \, dr + \int_{-\infty}^0 S_{t-r}^\xi P^\xi G(u_r) \, dW_r.$$ 

Due to the stochastic integrals appearing above, the technical challenge consists in finding an appropriate framework to formulate the fixed-point problem for $J$. After this is established, one should intuitively be able to show that the fixed-point $\Gamma$ of $J$ characterizes the local center manifold. More precisely, the random manifold should have a graph structure, where the function $h^\xi = P^\xi \Gamma(0, W, \xi)$ is given by

$$h^\xi(W, \xi) = \int_{-\infty}^0 S^\xi_{-\tau} P^\xi F(\Gamma(\tau, W, \xi)) \, d\tau + \int_{-\infty}^0 S^\xi_{-\tau} P^\xi G(\Gamma(\tau, W, \xi)) \, dW_\tau,$$

for $\xi \in H^\xi \cap B(0, \rho(W))$ similarly to (2.6). Naturally, the size of the random ball should depend on the growth of the nonlinear terms $F$ and $G$ and on the random input $W$. The following sections provide the necessary tools and rigorously prove these heuristic considerations. Moreover, the center manifold theory developed in this work is applicable to rough PDEs in interpolation spaces and it is not restricted to the Hilbert space-valued setting.
3 Preliminaries

We fix $T > 0$, let $\alpha \in \mathbb{R}$ and consider on a scale of Banach spaces $\mathcal{B}_\alpha$ the equation

\[
\begin{align*}
\frac{dY_t}{dt} &= AY_t \, dt + F(Y_t) \, dt + G(Y_t) \, dW_t, \quad t \in [0,T] \\
Y_0 &= \xi \in \mathcal{B}_\alpha,
\end{align*}
\]  

(3.1)

where $Y : [0,T] \to \mathcal{B}_\alpha$ is the unknown, the linear part defined via the operator $A$ with domain $\mathcal{B}_1 := D(A)$ generates an analytic $C_0$-semigroup $(S_t)_{t \geq 0}$ on a separable Banach space $\mathcal{B}$. The scale of Banach spaces $(\mathcal{B}_\alpha)_{\alpha \in \mathbb{R}}$, the nonlinear drift and diffusion coefficients $F$ and $G$ will be discussed further below, and the noise $W$ is a $\gamma$-Hölder $d$-dimensional rough path for $\gamma \in (\frac{1}{3}, \frac{1}{2})$ and some fixed $d \geq 1$. This case includes the Brownian motion and the fractional Brownian motion for $H \in (\frac{1}{2}, \frac{3}{4})$.

**Notation:** As commonly met in the rough path theory, we use the notation $W$ for

\[W = (\tilde{W}, \rho)\] 

with domain $\mathcal{B}_0$, where we used the increment notation $\tilde{W}$ instead of $W$ (t) and $Y_s := Y_t - Y_s$ stands for an increment.

Keeping this in mind we specify that the $d$-dimensional noisy input $W = (W^1, \ldots, W^d)$ is assumed to be a $\gamma$-Hölder rough path $W := (W, W)$, for $\gamma \in (1/3, 1/2]$. More precisely, $W \in C^\gamma([0, T]; \mathbb{R}^d)$ and $W \in C^2\gamma([0, T]^2; \mathbb{R}^d \otimes \mathbb{R}^d)$ and the connection between $W$ and $W$ is given by Chen’s relation

\[W_{s,t} - W_{s,u} - W_{u,t} = W_{s,u} \otimes W_{u,t},\]  

(3.2)

where we used the increment notation $W_{s,t} := W_t - W_s$ introduced above. The term $W$ is referred to as second-order process or Lévy-area. The process can be interpreted as the iterated integral [29, Chap. 10]

\[W_{s,t} = \int_s^t (W_r - W_s) \otimes dW_r.\]

Throughout this manuscript we assume without loss of generality $d = 1$ since the generalization to higher dimensions can be done component-wise and does not require any additional arguments. We further introduce an appropriate distance between two $\gamma$-Hölder rough paths.

**Definition 3.1.** Let $J \subset \mathbb{R}$ be a compact interval, $\Delta_J := \{(s, t) \in J \times J : s \leq t\}$ and let $W = (W, W)$ and $\mathcal{W} = (\mathcal{W}, \mathcal{W})$ be two $\gamma$-Hölder rough paths. We introduce the $\gamma$-Hölder rough path (inhomogeneous) metric

\[d_\gamma,J(W, \mathcal{W}) := \sup_{(s, t) \in \Delta_J} \frac{|W_{s,t} - \mathcal{W}_{s,t}|}{|t - s|^{\gamma}} + \sup_{(s, t) \in \Delta_J} \frac{|W_{s,t} - \mathcal{W}_{s,t}|}{|t - s|^{2\gamma}}.\]  

(3.3)

We set $\rho_\gamma(W) := d_\gamma,[0,T](W, 0)$ and denote the space of $\gamma$-Hölder rough paths by $C^\gamma([0, T]; \mathbb{R})$.

For more details on this topic consult [29, Chap. 2]. We stress that in our situation we always have that $W_0 = 0$ and therefore (3.3) is a metric.

Since we consider parabolic rough PDEs, we work with the following function spaces similar to [35, 36]. These reflect a suitable interplay between space and time regularity available in the parabolic setting.

**Definition 3.2.** A family of separable Banach spaces $(\mathcal{B}_\alpha, \cdot |_{\alpha})_{\alpha \in \mathbb{R}}$ is called a monotone family of interpolation spaces if for $\alpha_1 \leq \alpha_2$, the space $\mathcal{B}_{\alpha_2} \subset \mathcal{B}_{\alpha_1}$ with dense and continuous embedding and the following interpolation inequality holds for $\alpha_1 \leq \alpha_2 \leq \alpha_3$ and $x \in \mathcal{B}_{\alpha_3}$:

\[|x|^\alpha_3 - \alpha_1 \lesssim |x|^\alpha_3 - \alpha_2 |x|^\alpha_2 - \alpha_1.\]  

(3.4)
The main advantage of this approach is that we can view the semigroup \( (S(t))_{t \geq 0} \) as a linear mapping between these interpolation spaces and obtain the following standard bounds for the corresponding operator norms. If \( S : [0, T] \rightarrow \mathcal{L}(B_\alpha, B_{\alpha+1}) \) is such that for every \( x \in B_{\alpha+1} \) and \( t \in (0, T) \) we have that \( |(S_t - \text{Id})x|_{\alpha} \lesssim t^\alpha |x|_{\alpha+1} \) and \( |S_t x|_{\alpha+1} \lesssim t^{-1} |x|_{\alpha} \), then for every \( \sigma \in [0, 1] \) we have that \( S_t \in \mathcal{L}(B_{\alpha+\sigma}) \) and
\[
|S_t x|_{\alpha+\sigma} \lesssim t^\sigma |x|_{\alpha+\sigma} \quad (3.5)
\]
\[
|S_t x|_{\alpha} \lesssim t^{-\sigma} |x|_{\alpha} \quad (3.6)
\]

An example of such spaces is constituted by \( B_\alpha = [B, B_1]_\alpha \), where \([\cdot, \cdot]_\alpha\) denotes the complex interpolation. For further details regarding these interpolation spaces, see [60, 36].

Next, we have to specify a solution concept for (3.1). We rely on the mild formulation of (3.1), namely
\[
Y_t = S_t \xi + \int_0^t S_{t-s} F(Y_s) \, ds + \int_0^t S_{t-s} G(Y_s) \, dW_s \quad (3.7)
\]
In order to give a meaning to (3.7) we introduce in the following sequel some concepts and notations from rough paths theory [29].

**Notations.** We always let \(|\cdot|_\gamma\) denote the Hölder-norm of \( W \), \(|\cdot|_{2\gamma}\) the 2\(\gamma\)-Hölder norm of \( W \), and \(|\cdot|_{\gamma,\alpha}\) stands for the \(\gamma\)-Hölder norm in \( B_\alpha \). As a convention, the first index in \(|\cdot|_{\gamma,\alpha}\) describes the time-regularity and the second one refers to the space regularity. Furthermore, the symbol \(|\cdot|_\gamma\) always indicates the regularity of the random input, i.e. we use the notation \(|\cdot|_\gamma\) even if we refer to the \(\gamma\)-Hölder norm of \( W \) or to the \(2\gamma\)-Hölder norm of the second order process \( W \). The symbol \(|\cdot|_{\gamma,\alpha}\) will be exclusively used to indicate time and space regularity. The notation \(|\cdot|_{\infty,\alpha}\) stands for the suprenorm-norm in \( B_\alpha \). Furthermore, \( C \) stands for a universal constant which varies from line to line. We write \( a \lesssim b \) if there exists a constant \( C > 0 \) such that \( a \leq C b \). The constant \( C \) is allowed to depend on \( F \), \( G \) and their derivatives and on the parameters \( \gamma, \alpha \) and \( \rho_\gamma(W) \), but can be chosen uniformly on compact intervals. For our purposes we will state most of the estimates on the time interval \([0, 1]\).

We now describe the space of the paths that can be integrated with respect to \( W \) and observe that the setting here is different from the rough ODE case, where we showed that for a pair of controlled rough paths \( (U, U') \) the convolution with the semigroup \( (S\ldots U, S\ldots U') \) remains again a controlled rough path, see [54, Lemma 2.6.1]. In the finite dimensional case, this is possible due to the Lipschitz continuity in time of the semigroup. However, this property does not hold true in infinite dimensions because the semigroup is not Hölder continuous in zero. More precisely, due to (3.6) we have for \( 0 < s \leq t \leq T \) that
\[
\|S_t \xi - S_s \xi\|_B = \|(S_{t-s} - \text{Id}) S_s \xi\|_B \leq C(t-s)^{2\gamma} \|\xi\|_{B_{2\gamma}} \leq C(t-s)^{2\gamma} s^{-2\gamma} \|\xi\|_B \quad (3.8)
\]
which indicates a singularity in zero for initial data \( \xi \in B \). Due to this fact, it is a challenge task to find the right function space of controlled rough paths in which to set up a fixed-point argument to solve rough PDEs. Several approaches have been considered in the literature to overcome this obstacle. For instance:

(P1) take more regular initial data, i.e. \( \xi \in B_{2\gamma} \);
(P2) solve (3.1) as in [47] in a modified Hölder space which compensates the time-singularity occurring in (3.9), e.g.
\[
C_{2\gamma}^\infty([0, T]; B) := \left\{ \sup_{0<s<t\leq T} s^{2\gamma} \frac{\|U_{s,t}\|_B}{(t-s)^{2\gamma}} < \infty \right\}.
\]
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(P3) require higher space regularity and solve (3.1) in a larger space containing $B$ and use regularizing properties of analytic semigroups to show that the solution actually belongs to $B$ as in [35, 36].

Regarding this we introduce the following definition of a controlled rough path tailored to the parabolic structure of the PDE we consider. For other approaches see [35] and [29, Sect. 12.2.2).

**Definition 3.3.** (Controlled rough path according to a monotone family $(B_\alpha)_{\alpha \in \mathbb{R}}$). We call a pair $(U, U')$ a controlled rough path if

- $(U, U') \in C([0, T]; B_\alpha) \times ((C[0, T]; B_{\alpha-\gamma}) \cap C^\gamma([0, T]; B_{\alpha-2\gamma}))$. The component $U'$ is referred to as a Gubinelli derivative of $U$.
- The remainder
  \[ R_{s,t}^U = U_{s,t} - U_{s,t}' W_{s,t} \quad (3.10) \]
  belongs to $C^\gamma([0, T]; B_{\alpha-\gamma}) \cap C^{2\gamma}([0, T]; B_{\alpha-2\gamma})$.

The space of controlled rough paths is denoted by $D_{W,\alpha}^{2\gamma}$ and endowed with the norm $\| \cdot \|_{W,2\gamma,\alpha}$ given by

\[ \|U, U'\|_{W,2\gamma,\alpha} = \|U\|_{\infty, B_\alpha} + \|U'\|_{\infty, B_{\alpha-\gamma}} + \|U'\|_{\gamma, B_{\alpha-2\gamma}} + \|R^U\|_{2\gamma, B_{\alpha-2\gamma}}. \quad (3.11) \]

In order to emphasize the time horizon we write $D_{W,\alpha}^{2\gamma}([0, T])$ instead of $D_{W,\alpha}^{2\gamma}$.

**Remark 3.4.**

1. Note that we do not make the Hölder continuity of $U$ part of the definition of a controlled rough path, since using (3.10) one immediately obtains for $\theta \in \{\gamma, 2\gamma\}$ that

\[ \|U\|_{\gamma, B_{\alpha-\theta}} \leq \|U'\|_{\infty, B_{\alpha-\theta}} \|W\|_{\gamma} + \|R^U\|_{\gamma, B_{\alpha-\theta}}. \quad (3.12) \]

2. One can show that on a monotone scale of interpolation spaces the norm in (3.11) is equivalent to the apparently stronger one introduced in [36] which additionally includes $\|R^U\|_{\gamma, B_{\alpha-\theta}}$. A proof of this statement can be found in [51] and relies on the interpolation inequality (3.4).

3. Definition 3.3 states that $(U, U') \in D_{W,\alpha}^{2\gamma}$ is controlled by $W$ according to the monotone family of interpolation spaces $(B_\alpha)_{\alpha \in \mathbb{R}}$ as in [36]. One can make the semigroup $(S_t)_{t \geq 0}$ part of the definition of the controlled rough path as in [35]. We work with Definition 3.3, since it reflects the appropriate space-time regularity of the solution and stays closer to the finite-dimensional setting [29, 39]. Moreover, for the existence of center manifolds we will apply a cut-off technique to (3.1). For this argument it is also convenient not to incorporate the semigroup in the definition of the controlled rough path.

Throughout this section $(U, U')$ is going to denote an arbitrary controlled rough path and $(Y, Y')$ is used to refer to the solution of (3.1). Given a controlled rough path, one can introduce the rough integral as follows.

**Theorem 3.5.** Let $(U, U') \in D_{W,\alpha}^{2\gamma}$. Then

\[ \int_s^t S_{t-u} U_u \, dW_u := \lim_{|P| \to 0} \sum_{[u,v] \in P} S_{t-u} U_u W_{u,v} + S_{t-u} U_u' W_{u,v}, \quad (3.13) \]
where \( \mathcal{P} \) denotes a partition of \([s, t]\). For \( 0 \leq \beta < 3\gamma \) the following estimate
\[
\left\| \int_s^t S_{t-s} U_r \, dW_r - S_{t-s} U_s W_{s,t} - S_{t-s} U'_r W_{s,t} \right\|_{\mathcal{B}_{\alpha-2\gamma,\beta}} \lesssim \rho_\gamma(W) \| U, U' \|_{W;2\gamma,\alpha} (t-s)^{3\gamma-\beta}
\]
(3.14)
holds true.

We emphasize that the stochastic convolution increases the spatial regularity of the controlled rough path, see [36, Corollary 4.6] and [49, Lemma 3.5]. We recall this result, which will be used later on.

**Corollary 3.6.** Let \((U, U') \in \mathcal{D}^{2\gamma}_{W,\alpha}, T \in [0,1]\) and \(0 \leq \sigma < \gamma\). Then the integral map
\[
(U, U') \mapsto (Z, Z') := \left( \int_0^T S_{-r} U_r \, dW_r, U \right)
\]
maps \(\mathcal{D}^{2\gamma}_{W,\alpha}\) into itself. Moreover
\[
\| Z, Z' \|_{W;2\gamma,\alpha+\sigma} \leq \| U \|_{\alpha} + \| U' \|_{\alpha-\gamma} + C T^{\gamma-\sigma} (1 + \rho_\gamma(W)) \| U, U' \|_{W;2\gamma,\alpha}.
\]

**Assumptions on drift and diffusion coefficients:**

(G) Let \( \theta \in \{0, \gamma, 2\gamma\} \) and \( 0 \leq \sigma < \gamma\). The nonlinear diffusion coefficient \(G : B_{\alpha-\theta} \to \mathcal{L}(B_{\alpha-\theta}, \sigma)\) is Lipschitz and three times Fréchet differentiable with bounded derivatives, i.e. \(\| D^k G \|_{\mathcal{L}(B_{\alpha-\theta}, \sigma)} < \infty \) for \( k \in \{1, 2, 3\}\). Furthermore, we assume that
\[
G(0) = DG(0) = D^2 G(0) = 0.
\]
(3.15)

In order to ensure global-in-time existence of solutions of (3.1) we additionally assume that the derivative of
\[
DG(\cdot)G(\cdot) : B_{\alpha-\gamma} \to B_{\alpha-2\gamma-\sigma}
\]
is bounded. This condition is satisfied in particular if \(G\) itself is bounded or linear [48, 49].

(F) The drift term \(F : B_{\alpha} \to B_{\alpha-\delta}\) for \(\delta \in [0,1]\) is Lipschitz continuous. Furthermore, we assume that
\[
F(0) = DF(0) = 0.
\]
(3.16)

The conditions (3.15)-(3.16) guarantee that our main rough PDE (3.1) has a steady state at \(0 \in B\); of course, up to a translation, we could take this point anywhere in \(B\) but we fix it at \(0\) for convenience. The global Lipschitz assumptions on the drift and diffusion coefficients can be weakened. However, for our setting, the above assumption suffices, since we will truncate the nonlinear terms in a neighbourhood of the origin as illustrated in Sect. 4. Our main goal is to show that under these assumptions the rough PDE (3.1) has a local center manifold in \(B_{\alpha}\) for small initial data belonging to \(B_{\alpha}\).

### 4 The truncated rough PDE

The next step is to modify \(F\) and \(G\) such that their Lipschitz constants become small. More precisely, for a fixed \(R > 0\) we need to compose \(F\) and \(G\) with a smooth cut-off function \(\chi_R\). Here \(R\) denotes the size of the ball around zero and in our case it will depend on the size of the noise, i.e. \(R = R(\|W\|_{\gamma,[0,1]}, |W|_{2\gamma,[0,1]}^2\rangle\). Since we develop
only a local theory, the exact size of this random ball is not crucial, since this can be chosen small enough as required in the fixed-point argument. In this setting, we recall that a composition of a controlled rough path with a smooth function is a well-defined operation \([29, \text{Lemma 7.3}]\) for rough ODEs and \([36, \text{Lemma 4.7}]\) for rough PDEs.

The main novelty here is to define the composition of a controlled rough path \((U, U') \in D\) with a smooth cut-off function. Due to this procedure we obtain a rough PDE with path dependent coefficients. Therefore we have to show by means of fixed-point arguments that such an equation is well-posed.

For notational simplicity we set \(D := D_{W, \alpha}^{2\gamma}\) and define

\[
\chi(U) := \begin{cases} U, & \text{if } \|(U, U')\|_D \leq 1/2, \\ 0, & \text{if } \|(U, U')\|_D \geq 1. \end{cases}
\]

For instance \(\chi\) can be obtained as

\[
\chi(U) = U f(\|U, U'\|_D),
\]

where \(f : \mathbb{R}^+ \to [0, 1]\) is a three-times continuously differentiable cut-off function with bounded derivatives, see \([54]\) for particular examples. In this case one has

\[
(\chi(U), \chi(U')) = \begin{cases} (U, U'), & \text{if } \|(U, U')\|_D \leq 1/2 \\ 0, & \text{if } \|(U, U')\|_D \geq 1. \end{cases}
\]

Furthermore, for \(R > 0\) we set

\[
\chi_R(U) = R \chi \left( \frac{1}{R} U \right)
\]

such that

\[
(\chi_R(U), \chi_R(U')) = \begin{cases} (U, U'), & \text{if } \|(U, U')\|_D \leq R/2 \\ 0, & \text{if } \|(U, U')\|_D \geq R. \end{cases}
\]

We denote \(F_R := F \circ \chi_R, G_R := G \circ \chi_R\) and have

\[
F_R(U) = F(U) \text{ and } G_R(U) = G(U), \text{ if } \|U, U'\|_D \leq R/2.
\]

We set for \(t \in [0, 1]\):

\[
\overline{F}(U)(t) := F(U_t) \text{ and } \overline{G}(U)(t) := G(U_t)
\]

and introduce the truncation as

\[
F_R(U) := \overline{F} \circ \chi_R(U) \text{ respectively } G_R := \overline{G} \circ \chi_R(U).
\]

This means that we have

\[
F_R(U)(t) = \overline{F}(\chi_R(U))(t) = \overline{F}(\chi_R(U)_t) = F(U_t f(\|U, U'\|/R))
\]

and analogously,

\[
G_R(U)(t) = \overline{G}(\chi_R(U))(t) = \overline{G}(\chi_R(U)_t) = G(U_t f(\|U, U'\|/R)),
\]

where we removed for simplicity the index \(D\) from \(\cdot, \cdot\). The Gubinelli derivative of \(G_R\) can be computed according to the chain rule \([29, \text{Lemma 7.3}]\) as

\[
(G_R(U))' = D\overline{G}(\chi_R(U))(\chi_R(U))' = D\overline{G}(U f(\|U, U'\|/R)) U' f(\|U, U'\|/R),
\]
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since \( f \) is a constant with respect to time.

Evaluating \((G_R(U))'\) at a time \( t \in [0, 1] \), we obtain

\[
(G_R(U)(t))' = DG((\chi_R(U))_t) (\chi_R(U)_t)' = DG(U_t f(\|U_t U'_t\|/R))U'_t f(\|U_t U'_t\|/R).
\]

By the definition of \( \chi_R \) we have that \( F_R(U) = F(U) \) and \( G_R(U) = \overline{G}(U) \) if \( \|U, U'_t\|_D \leq R/2 \). With this notation, the first component of the mild solution of (3.1) equivalently rewrites as

\[
Y_t = S_t \xi + \int_0^t S_{t-r} F(Y)(r) \, dr + \int_0^t S_{t-r} \overline{G}(Y)(r) \, dW_r.
\]  \( (4.1) \)

We now argue that the modified rough PDE (3.1) has a unique solution in the space of controlled rough paths. Note that the coefficients \( F_R \) and \( G_R \) are now path dependent in contrast to [36]. One can show that \( F_R \) and \( G_R \) are Lipschitz continuous with Lipschitz constants \( L_F(R) \) and \( L_G(R) \) such that \( L_F(R) \to 0 \) respectively \( L_G(R) \to 0 \) as \( R \to 0 \).

Recall that \( D = D^\alpha_{W,\omega} \) and that the universal constant \( C \) is allowed to depend on \( F, G \) and their derivatives. The proof of the next statements can be obtained using [36, Lemma 4.7] and [54, Lemma 2.5] together with the assumptions (F) and (G). For the sake of completeness, we provide these proofs in Appendix A.

\textbf{Lemma 4.1.} Let \( (U, U') , (\tilde{U}, \tilde{U}') \in D \). Then there exists a constant \( L_F(R) = L_F[R, F, \chi] \) such that \( L_F(R) \to 0 \) as \( R \to 0 \) and that

\[
\left\| \left( \int_0^t S_{t-r} (F (U)(r) - F (\tilde{U})(r)) \, dr, 0 \right) \right\|_D \leq L_F(R) \|U - \tilde{U}, U' - \tilde{U}'\|_D.
\]  \( (4.2) \)

For the diffusion coefficient we analogously obtain.

\textbf{Lemma 4.2.} Let \( (U, U'), (\tilde{U}, \tilde{U}') \in D \). Then there exists a constant \( L_G(R) = L_G[R, G, \rho_\gamma(W), \chi] \) such that \( L_G(R) \to 0 \) as \( R \to 0 \) and that

\[
\|G_R(U) - G_R(\tilde{U}), (G_R(U) - G_R(\tilde{U}'))\|_{D^\alpha_{W,\omega}} \leq L_G(R) \|U - \tilde{U}, U' - \tilde{U}'\|_D.
\]  \( (4.3) \)

We now replace \( F \) and \( G \) in (3.1) by \( F_R \) and \( G_R \) and show that the modified rough PDE obtained by this procedure has a unique solution in \( D \). For notational simplicity we introduce for \( (Y, Y') \in D \) and \( t \in [0, 1] \)

\[
T_R(W, Y, Y') [t] : = \int_0^t S_{t-r} F(\chi_R(Y))(r) \, dr + \int_0^t S_{t-r} \overline{G}(\chi_R(Y))(r) \, dW_r
\]  \( (4.4) \)

with Gubinelli derivative \((T_R(W, Y, Y'))' = G_R(Y)\). Collecting the estimates derived in Lemmas 4.1 and 4.2 leads to the following result.

\textbf{Theorem 4.3.} There exists a unique solution \((Y, Y') \in D \) of (3.1) satisfying \( Y' = G_R(Y) \) such that for \( t \in [0, 1] \):

\[
Y_t = S_t \xi + \int_0^t S_{t-r} F_R(Y)(r) \, dr + \int_0^t S_{t-r} G_R(Y)(r) \, dW_r.
\]
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Proof. The proof relies on Banach’s fixed-point theorem and the main novelty here is to incorporate the path-dependence of $F_R$ and $G_R$ which is possible due to Lemma 4.1 and 4.2. For the term containing the initial data we have that $(S_t\xi,0) \in \mathcal{D}$ since

$$\|S_t\xi\|_{\mathcal{B}_a} \leq \|S_t\|_{\mathcal{L}(\mathcal{B}_a, \mathcal{B}_a)} \|\xi\|_{\mathcal{B}_a} \leq C\|\xi\|_{\mathcal{B}_a}$$

and

$$\|R^S \xi\|_{\mathcal{B}_{a-\gamma}} = \|S_t\xi - S_s\xi\|_{\mathcal{B}_{a-\gamma}} = \|(S_{t-s} - \text{Id})S_s\xi\|_{\mathcal{B}_{a-\gamma}} \leq \|S_{t-s} - \text{Id}\|_{\mathcal{L}(\mathcal{B}_a, \mathcal{B}_{a-\gamma})} \|S_s\xi\|_{\mathcal{B}_a} \leq C(t-s)^{2\gamma}\|\xi\|_{\mathcal{B}_a}.$$ 

Let $(Y,Y'),(\tilde{Y},\tilde{Y}') \in \mathcal{D}$ with $Y_0 = \tilde{Y}_0 = \xi$ and $Y'_0 = \tilde{Y}'_0$. By Lemma 4.1 we have that

$$\left\| \int_0^1 S_{-r}(F_R(Y)(r) - F_R(\tilde{Y})(r)) \, dr, 0 \right\|_{\mathcal{D}} \leq L_F(R)\|Y - \tilde{Y}\|_{\mathcal{D}}.$$ 

Furthermore, Corollary 3.6 combined with Lemma 4.2 entails

$$\left\| \int_0^1 S_{-r}(G_R(Y)(r) - G_R(\tilde{Y})(r)) \, dW_r, G_R(Y) - G_R(\tilde{Y}) \right\|_{\mathcal{D}} \lesssim \rho(\omega)L_G(R)\|Y - \tilde{Y}, Y' - \tilde{Y}'\|_{\mathcal{D}}.$$ 

In conclusion we obtain

$$\left\| \int_0^1 S_{-r}(F_R(Y)(r) - F_R(\tilde{Y})(r)) \, dr \right.$$ 

$$+ \left. \int_0^1 S_{-r}(G_R(Y)(r) - G_R(\tilde{Y})(r)) \, dW_r, G_R(Y) - G_R(\tilde{Y}) \right\|_{\mathcal{D}} \lesssim \rho(\omega)\left(L_F(R) + L_G(R)\right)\|Y - \tilde{Y}, Y' - \tilde{Y}'\|_{\mathcal{D}}. \tag{4.5}$$

Setting $\tilde{Y} \equiv 0$ and using that $F_R(0) = G_R(0) = 0$, we see from the previous deliberations that $(Y,Y') \mapsto (T_R(W,Y,Y'),G_R(Y))$ maps $\mathcal{D}$ into itself. Furthermore, by choosing $R$ small enough and regarding that $L_F(R) \to 0$ and $L_G(R) \to 0$ as $R \to 0$, we obtain that the mapping $(Y,Y') \mapsto (T_R(W,Y,Y'),G_R(Y))$ is a contraction. Therefore, Banach’s fixed-point theorem proves the statement. \hfill \Box

Remark 4.4. 1). This argument is slightly different from the proof of [36, Theorem 5.1] where one takes $\gamma'$ such that $0 < \gamma < \gamma' < \sigma$ and performs the fixed-point argument in $D^{\gamma'}_{W,a}$, choosing the time horizon small enough.

2). Due to the assumptions (F) and (G) the solution of the rough PDE (3.1) (and particularly of truncated one) exists globally in time [49].

Going back to our setting, the next aim is to characterize the parameter $R$ required in order to decrease the Lipschitz constants of $F$ and $G$ using $\chi_R$. This fact is required for the Lyapunov-Perron method. As already seen we have to choose $R$ as small as possible. Since in our deliberations, it is always required that $R \leq 1$ and $L_F(R) \to 0$, $L_G(R) \to 0$
as \( R \to 0 \), collecting the previous estimates and regarding the structure of the constants \( L_F(\cdot) \) and \( L_G(\cdot) \) entails

\[
\left\| \int_0^\cdot S_{\cdot r}(F_R(Y)(r) - F_R(\tilde{Y})(r)) \, dr + \int_0^\cdot S_{\cdot r}(G_R(Y)(r) - G_R(\tilde{Y})(r)) \, dW_r, G_R(Y) - G_R(\tilde{Y}) \right\|_D \\
\leq \left( C_F R + C_G \tilde{C}[\rho_\gamma(W)] \tilde{R} \right) \| Y - \tilde{Y}, Y' - \tilde{Y}' \|_D,
\]

(4.6)

for constants \( C_F > 0 \) and \( C_G > 0 \) which depend on \( F, G \), their derivatives and on the cut-off function \( \chi \). Furthermore the constant \( \tilde{C} > 0 \) incorporates the dependence of the random input contained by \( \rho_\gamma(W) \). As commonly met in the theory of random dynamical systems [58, 33], since all the estimates depend on the random input, it is meaningful to employ a cut-off technique for a random variable, i.e. \( R = R(W) \). Such an argument will also be used here as follows.

We fix \( K > 0 \) and regarding (4.6), we let \( \tilde{R}(W) \) be the unique solution of

\[
(C_F + C_G \tilde{C}[\rho_\gamma(W)]) \tilde{R}(W) = K
\]

(4.7)

and set

\[
R(W) := \min\{\tilde{R}(W), 1\}.
\]

(4.8)

This means that if \( R(W) = 1 \), we apply the cut-off procedure for \( \| Y, Y' \|_D \leq 1/2 \) or else for \( \| Y, Y' \|_D \leq R(W)/2 \). In conclusion, we work in the next sections with a modified version of the rough PDE (3.1) (equivalently (4.1)), where the drift and diffusion coefficients \( F \) and \( G \) are replaced by \( F_{R(W)} \) and \( G_{R(W)} \). For notational simplicity, the \( W \)-dependence of \( R \) will be dropped whenever there is no confusion.

Due to (4.7) we conclude:

**Lemma 4.5.** Let \((Y, Y'), (\tilde{Y}, \tilde{Y}') \in D\). We have

\[
\| T_R(W, Y, Y') - T_R(W, \tilde{Y}, \tilde{Y}'), (T_R(W, Y, Y') - T_R(W, \tilde{Y}, \tilde{Y}')) \|_D \leq K \| Y - \tilde{Y}, Y' - \tilde{Y}' \|_D.
\]

(4.9)

**Remark 4.6.** 1) We emphasize that one needs to control the derivatives of the diffusion coefficient \( G \) in order to make the constants that depend on \( G \) small after the cut-off procedure. Such restrictions are often met in the context of invariant manifolds for stochastic partial differential equations with nonlinear multiplicative noise, see e.g. [31, 33].

2) If the random input is smoother, i.e. \( \gamma \in (1/2, 1) \), it is enough to assume only \( D_G(0) = 0 \). In this case, the stochastic convolution used in (3.13) is defined as a Young integral.

### 5 Random dynamical systems

The main techniques and results established in the previous section using controlled rough paths are necessary in order to provide pathwise estimates for the solutions of (3.1). In this section, we provide some concepts from the random dynamical systems theory [2], which allow us to define a center manifold for (3.1).

The next concept is fundamental in the theory of random dynamical systems, since it describes a model of the driving noise.
Center manifolds for rough PDEs

**Definition 5.1.** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and \(\theta : \mathbb{R} \times \Omega \to \Omega\) be a family of \(\mathbb{P}\)-preserving transformations (i.e., \(\theta_t \mathbb{P} = \mathbb{P}\) for \(t \in \mathbb{R}\)) having the following properties:

(i) the mapping \((t, \omega) \mapsto \theta_t \omega\) is \((\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}, \mathcal{F})\)-measurable, where \(\mathcal{B}()\) denotes the Borel sigma-algebra;

(ii) \(\theta_0 = \text{Id}_\Omega\);

(iii) \(\theta_{t+s} = \theta_t \circ \theta_s\) for all \(t, s \in \mathbb{R}\).

Then the quadruple \((\Omega, \mathcal{F}, \mathbb{P}, (\theta_t)_{t \in \mathbb{R}})\) is called a metric dynamical system.

In this framework we recall that we consider one-dimensional noise, since the generalization to higher dimensions does not require any additional arguments. In our context, constructing a metric dynamical system is going to rely on constructing \(\theta\) as a shift map on a canonical probability space \((\Omega, \mathcal{F}, \mathbb{P})\) as specified below. Recalling that \(\gamma \leq 1/2\) was fixed in Sect. 3, we define for an \(\gamma\)-Hölder rough path \(W = (W, W)\) and \(\tau \in \mathbb{R}\) the time-shift \(\Theta_\tau W := (\Theta_\tau W, \Theta_\tau W)\) by

\[
\Theta_\tau W_t := W_{t+\tau} - W_\tau \\
\Theta_\tau W_s,t := W_{s+\tau,t+\tau}.
\]

Note that the time shift naturally extends linearly to sums of rough paths, e.g., \(\Theta_\tau W_{s,t} = W_{t+\tau} - W_{s+\tau}\). Furthermore, the shift leaves the path space invariant.

**Lemma 5.2.** ([54, Lemma 3.2]) Let \(T_1, T_2, \tau \in \mathbb{R}\), and \(W = (W, W)\) be a \(\gamma\)-Hölder rough path on \([T_1, T_2]\) for \(\gamma \in (1/3, 1/2)\). Then the time-shift \(\Theta_\tau W = (\Theta_\tau W, \Theta_\tau W)\) is also an \(\gamma\)-Hölder rough path on \([T_1 - \tau, T_2 - \tau]\).

Based upon [4] we consider the following concept:

**Definition 5.3.** Let \((\Omega, \mathcal{F}, \mathbb{P}, (\theta_t)_{t \in \mathbb{R}})\) be a metric dynamical system. We call \(W = (W, W)\) a rough path cocycle if the identity

\[
W_{s,s+t}(\omega) = W_{0,t}(\theta_{s}\omega)
\]

holds true for every \(\omega \in \Omega\), \(s \in \mathbb{R}\) and \(t \geq 0\).

The previous definitions hint already at the fact that one may be able to just use as a probability space \(\Omega\) a space of paths. A classical case, where we get via this construction a metric dynamical system and a rough cocycle is the fractional Brownian motion, see also [48, Sect. 6].

**Example 5.4.** As a concrete example for \(W\) consider the fractional Brownian motion \(B^H\) restricted to any compact interval \([-L, L]\) with \(L \geq 1\) and for \(H \in (1/3, 1/2)\). This includes classical Brownian motion as the case when \(H = 1/2\). Then \(B^H\) can be lifted to a \(\gamma\)-Hölder rough-path \(B^H = (B^H, B^H)\) as discussed in [29, Example. 10.11], where

\[
B^H_{s,t} := \int_s^t B^H_{s,u} \otimes dB^H_u.
\]

Gluing together lifts on compact time intervals, one may extend \(B^H\) to the whole real line. Furthermore, we may consider the canonical probability space \((C_0(\mathbb{R}), \mathcal{B}(C_0(\mathbb{R})), \mathbb{P})\), where \(C_0(\mathbb{R})\) denotes the space of all real-valued continuous functions, which are 0 in 0, endowed with the compact open topology. The shift on the sample path space is given by

\[
(\Theta_\tau f)(\cdot) := f(\tau + \cdot) - f(\tau), \quad \tau \in \mathbb{R}, \quad f \in C_0(\mathbb{R}).
\]

Using Kolmogorov’s Theorem or the Garsia-Rodemich-Rumsey inequality [30, A.2] one can conclude that maps in \(C^\gamma_0(\mathbb{R})\) have a finite \(\gamma\)-Hölder semi-norm on every compact
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interval $\mathbb{P}$-almost surely. Hence, we can restrict this metric dynamical system to the set $C_0^0(\mathbb{R})$. For the metric dynamical system
\[
(C_0^0(\mathbb{R}), \mathcal{B}(C_0^0(\mathbb{R})), \mathbb{P}, (\Theta_t)_{t \in \mathbb{R}}) := (\Omega_B, \mathcal{F}_B, \mathbb{P}, (\Theta_t)_{t \in \mathbb{R}})
\]
one may check that $\mathcal{B}^H = (B^H, \mathcal{B}^H)$ represents a rough path cocycle as introduced in Definition 5.3.

Of course, virtually the identical construction of a path-space $(\Omega_W, \mathcal{F}_W, \mathbb{P})$, also referred to as canonical probability space, can be carried out for more general $\gamma$-Hölder rough paths $W = (W, W)$ constructed from a (stochastic) process $W$, not just fractional Brownian motion, where the definition of a shift map is still as above, i.e.,
\[
(\Theta_t W)(t) := W_{t + \tau} - W_\tau.
\]
We now have the abstract definition of, as well as concrete examples for, metric dynamical systems for our problem modeling the underlying rough driving process. Now we have to also define the dynamical systems structure of the solution operator of our rough stochastic PDE. As a first step we recall the definition of a random dynamical system (RDS) [2] and show that the solution operator of (3.1) generates an RDS in $B_\alpha$.

**Definition 5.5.** A random dynamical system on a separable Banach space $X$ over a metric dynamical system $(\Omega, \mathcal{F}, \mathbb{P}, (\theta_t)_{t \in \mathbb{R}})$ is a mapping
\[
\varphi : [0, \infty) \times \Omega \times X \to X, \quad (t, \omega, x) \mapsto \varphi(t, \omega, x),
\]
which is $(\mathcal{B}([0, \infty)) \otimes \mathcal{F} \otimes \mathcal{B}(X), \mathcal{B}(X))$-measurable and satisfies:

(i) $\varphi(0, \omega, \cdot) = \text{Id}_X$ for all $\omega \in \Omega$;

(ii) $\varphi(t + \tau, \omega, x) = \varphi(t, \theta_\tau \omega, \varphi(\tau, \omega, x))$, for all $x \in X$, $t, \tau \in [0, \infty)$, $\omega \in \Omega$;

(iii) $\varphi(t, \omega, \cdot) : X \to X$ is continuous for all $t \in [0, \infty)$ and all $\omega \in \Omega$.

The second property in Definition 5.5 is referred to as the cocycle property. In order to investigate random dynamical systems for (3.1) we need the global-in-time well-posedness of (3.1), which is guaranteed by our assumptions (F) and (G) [48, 49]. Moreover working with a pathwise interpretation of the stochastic integral as given in (3.13), no exceptional sets can occur. Therefore one can immediately infer that the solution operator of (3.1) generates a RDS. For completeness, we sketch a proof of this fact, see also [48, Theorem 6.5].

**Lemma 5.6.** Let $\xi \in B_\alpha$ and $W = (W, W)$ be a rough path cocycle. Then the solution operator of the rough PDE (3.1)
\[
Y_t \mapsto \varphi(t, W, \xi) = Y_t = S_t \xi + \int_0^t S_{t-r} F(Y_r) \, dr + \int_0^t S_{t-r} G(Y_r) \, dW_r,
\]
generates a random dynamical system in $B_\alpha$ over the metric dynamical system $(\Omega_W, \mathcal{F}_W, \mathbb{P}, (\theta_t)_{t \in \mathbb{R}})$.

**Proof.** The relevant properties to define the metric dynamical system we need have been discussed in Example 5.4. The cocycle property can be immediately verified, since
\[
Y_{t+\tau} = S_t Y_\tau + \int_0^t S_{t-r} F(Y_{r+\tau}) \, dr + \int_0^t S_{t-r} G(Y_{r+\tau}) \, d\Theta_r W_r.
\]
The $(\mathcal{B}([0, \infty)) \otimes \mathcal{F}_W \otimes \mathcal{B}(B_\alpha), \mathcal{B}(B_\alpha))$-measurability of $\varphi$ follows by well-known arguments [54, Lemma 3.7].
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**Notation.** The role of the random elements in $\Omega$ is played by the paths $W$ as one uses the canonical probability space of paths. So we directly denote these elements by $W$ and do not write the identification $W_t(\omega) := \omega(t)$. The random dynamical system $\varphi : \mathbb{R}^+ \times \Omega \times B_\alpha \to B_\alpha$ obviously depends upon the $t, \xi, W$, and $W$ although we do not directly display the dependence upon $W$ in the notation.

To construct local random invariant manifolds, which can be characterized by the graph of a smooth function in a ball with a random radius $[25, 33]$ one requires the concept of tempered random variables $[2, \text{Chap. 4}]$, which we recall next:

**Definition 5.7.** A random variable $R : \Omega \to (0, \infty)$ is called tempered from above, with respect to a metric dynamical system $(\Omega, F, P, (\theta_t)_{t \in \mathbb{R}})$, if

$$\limsup_{t \to \pm \infty} \frac{\ln^+ R(\theta_t \omega)}{t} = 0, \quad \text{for all } \omega \in \Omega, \quad (5.2)$$

where $\ln^+ a := \max \{\ln a, 0\}$. A random variable is called tempered from below if $1/R$ is tempered from above. A random variable is tempered if and only if it is tempered from above and from below.

Note that the set of all $\omega \in \Omega$ satisfying (5.2) is invariant with respect to any shift map $(\theta_t)_{t \in \mathbb{R}}$, which is an observation applicable to our case when $\theta_t = \Theta_t$. A sufficient condition for temperedness from above is according to $[2, \text{Prop. 4.1.3}]$ that

$$E \sup_{t \in [0, 1]} R(\theta_t \omega) < \infty. \quad (5.3)$$

Moreover, if the random variable $R$ is tempered from below with $t \mapsto R(\theta_t \omega)$ continuous for all $\omega \in \Omega$, then for every $\delta > 0$ there exists a constant $C[\delta, \omega] > 0$ such that

$$R(\theta_t \omega) \geq C[\delta, \omega] e^{-\delta |t|}, \quad (5.4)$$

for any $\omega \in \Omega$. Again, for our concrete example when $\Omega = \Omega_B$ one can easily check that Hölder-norms of rough paths are tempered.

**Lemma 5.8.** ([54, Lemma 3.9]) Let $B^H = (B^H, B^H)$ be the rough path cocycle associated to a fractional Brownian motion $B^H$ with Hurst parameter $H \in (1/3, 1/2]$. Then the random variables

$$R_1(B^H) = \|B^H\|_\gamma \quad \text{and} \quad R_2(B^H) = \|B^H\|_{2\gamma}$$

are tempered from above.

As before, the last result holds more generally for broader classes of Gaussian rough paths, see $[29, \text{Sect. 10}]$. From now, we shall simply assume that $W = (W, W)$ is a rough path cocycle such that the random variables

$$R_1(W) = \|W\|_\gamma \quad \text{and} \quad R_2(W) = \|W\|_{2\gamma}$$

are tempered from above. This concept is essential, since one wants to ensure that for initial conditions belonging to a ball with a sufficiently small tempered from below radius, the corresponding trajectories remain within such a ball, see $[58, 57, 13]$.

**Lemma 5.9.** The random variable $R$ in (4.7) is tempered from below.

**Proof.** Using Lemma 5.8 and 4.9 we immediately obtain that $\tilde{C}[\rho, (W)]$ is tempered from above. Recalling Definition 5.7, we conclude that $\tilde{R}$ is tempered from below and therefore $R$ is also tempered from below. \qed
6 Local center manifolds for rough PDEs

In this section we prove the existence of a local center manifold for (3.1). The technique is similar to the one employed in [54]. The major technical difficulty is that we have to consider the fixed-point problem for the Lyapunov-Perron map in different function spaces. We state now the precise dynamical assumptions near the steady state at the origin, as shortly indicated in Sect. 2.

Assumptions 6.1. The spectrum of the linear operator $A$ is supposed to contain eigenvalues with zero and strictly negative real parts, i.e. $\sigma(A) = \sigma^s(A) \cup \sigma^s(A)$, where $\sigma^s(A) = \{ \lambda \in \sigma(A) : \text{Re}(\lambda) = 0 \}$ and $\sigma^s(A) = \{ \lambda \in \sigma(A) : \text{Re}(\lambda) < 0 \}$. The subspaces generated by the eigenvectors corresponding to these eigenvalues are denoted by $B^s$ respectively $B^u$ and are referred to as center and stable subspace. These subspaces provide an invariant splitting of $B = B^s \oplus B^u$. We denote the restrictions of $A$ on $B^s$ and $B^u$ by $A_c := A|_{B^s}$ and $A_u := A|_{B^u}$. Since $B^s$ is finite-dimensional we obtain that $S^s(t) := e^{tA_c}$ is a group of linear operators on $B^s$. Moreover, there exist projections $P^s$ and $P^u$ such that $P^s + P^u = \text{Id}_{B}$ and $A_c = A|_{R(P^s)}$ and $A_u = A|_{R(P^u)}$, where $R$ denotes the range of the corresponding projection. In this case one can show that there is also a decomposition of the corresponding interpolation spaces $B_{\alpha} = B^s \oplus B^u_{\alpha}$, where $B^u_{\alpha} = B_u \cap B^u_{\alpha}$ [68]. Additionally, we impose the following exponential dichotomy condition on the semigroup. We assume that there exist two exponents $\gamma^*$ and $\beta^*$ with $-\beta^* < 0 \leq \gamma^* < \beta^*$ and constants $M_c, M_u \geq 1$, such that the following dichotomy condition is satisfied

\[
\|S^s(t)x\|_B \leq M_c e^{\gamma^* t} \|x\|_B, \quad \text{for } t \leq 0 \text{ and } x \in B; \\
\|S^s(t)x\|_B \leq M_c e^{-\beta^* t} \|x\|_B, \quad \text{for } t \geq 0 \text{ and } x \in B.
\]

This yields according to [1, Theorem 2.1.3, p. 289] a dichotomy condition also on the interpolation spaces $B_{\alpha}$ for $\alpha > 0$, i.e.

\[
\|S^s(t)x\|_{B_{\alpha}} \leq M_c e^{\gamma^* t} \|x\|_{B_{\alpha}}, \quad \text{for } t \leq 0 \text{ and } x \in B_{\alpha}; \\
\|S^s(t)x\|_{B_{\alpha}} \leq M_c e^{-\beta^* t} \|x\|_{B_{\alpha}}, \quad \text{for } t \geq 0 \text{ and } x \in B_{\alpha}. 
\]

For further details and similar assumptions [67, Sect. 7.1, p. 460].

Remark 6.2. One can extend the techniques and results presented below easily if one additionally has an unstable subspace, namely if there exist eigenvalues of $A$ with real part greater than zero. In this case the classical exponential trichotomy condition is satisfied, see for instance [67, Sect. 7.1].

Definition 6.3. We call a random set $\mathcal{M}^c(W)$, which is invariant with respect to $\varphi$ (i.e. $\varphi(t,W,\mathcal{M}^c(W)) \subset \mathcal{M}^c(\Theta_tW)$ for $t \in \mathbb{R}$ and $W \in \Omega_W$), a center manifold if this can be represented as

\[
\mathcal{M}^c(W) = \{ \xi + h_c(\xi, W) : \xi \in B^c \},
\]

where $h_c(\cdot, W) : B^c \to B^c_{\alpha}$ is Lipschitz continuous and differentiable in zero. Moreover, $h_c(0, W) = 0$ and $\mathcal{M}^c(W)$ is tangent to $B^c$ at the origin, meaning that the tangency condition $Dh_c(0, W) = 0$ is satisfied.

We show that (3.1) has a local center manifold $\mathcal{M}^c(W) \subset B_\nu$ for small initial data belonging to $B_\nu$. Before constructing this local center manifold using the Lyapunov-Perron transform we further introduce the following notation. For $(U, U') \in \mathcal{D}$ we write:

\[
T^{\alpha/\gamma}(W, U, U') := \left( \int_0^{\gamma/\gamma} S^{\alpha/\gamma}_r F(U) \, dr + \int_0^{\alpha/\gamma} S^{\alpha/\gamma}_r G(U_r) \, dW_r, G(U) \right),
\]
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and

\[ \hat{\mathcal{L}}(W, U, U') := \left( \int_0^1 S^r_{\tau-r}F(U_\tau) \, d\tau + \int_0^1 S^r_{\tau-r}G(U_\tau) \, dW_\tau, G(U_\tau) \right). \tag{6.5} \]

Given the spectral decomposition of \( A \), the Lyapunov-Perron map for (3.1) should be defined by, as discussed in Sect. 2 and suppressing the dependence of \( Y' \), as follows:

\[ J(W, Y)[\tau] := S^\xi \xi + \int_0^\tau S^\xi \xi F(Y_\tau) \, d\tau + \int_0^\tau S^\xi \xi G(Y_\tau) \, dW_\tau \]
\[ + \int_{-\infty}^\tau S^\xi \xi F(Y_\tau) \, d\tau + \int_{-\infty}^\tau S^\xi \xi G(Y_\tau) \, dW_\tau, \quad \tau \in \mathbb{R}_-. \] \tag{6.6}

Since we are dealing with rough integrals and we have to control the Hölder norm of the noise on each time-interval, we have to appropriately discretize (6.6) as justified already for the rough ODE case in [54].

**Notation.** We say that a sequence of controlled rough paths \( U := ((U^{i-1}, (U^{i-1}))_{i \in \mathbb{Z}^-} \) with \( U_0^{-1} = U_1^{i-2} \) belongs to the space \( BC^n(D) \) if

\[ ||U||_{BC^n(D)} := \sup_{i \in \mathbb{Z}^-} e^{-\eta(i-1)} ||U^{i-1}, (U^{i-1})'||_D < \infty. \tag{6.7} \]

Now we introduce a discrete version of the Lyapunov-Perron transform \( J^*_d(W, Y, \xi) \) for a sequence of controlled rough paths \( Y \in BC^n(D) \) and \( \xi \in B_0 \) as the pair \( J^*_d(W, Y, \xi) := (J^*_d(W, Y, \xi), J^*_d(W, Y, \xi)) \), where the precise structure is given below. For \( t \in [0, 1] \), \( W \in \Omega_W \) and \( i \in \mathbb{Z}^- \) we define

\[ J^*_d(W, Y, \xi)[i-1, t] := S^\xi \xi \]
\[ - \sum_{k=0}^{i+1} S^\xi \xi \left( \int_0^1 S^\xi \xi F(Y^k_r) \, d\tau + \int_0^1 S^\xi \xi G(Y^k_r) \, d\Theta_{h-1}W_\tau \right) \]
\[ - \int_t^1 S^\xi \xi F(Y^i_r) \, d\tau - \int_t^1 S^\xi \xi G(Y^i_r) \, d\Theta_{i-1}W_\tau \]
\[ + \sum_{k=-\infty}^{i-1} S^\xi \xi \left( \int_0^1 S^\xi \xi F(Y^k_r) \, d\tau + \int_0^1 S^\xi \xi G(Y^k_r) \, d\Theta_{h-1}W_\tau \right) \]
\[ + \int_{-\infty}^t S^\xi \xi F(Y^i_r) \, d\tau + \int_{-\infty}^t S^\xi \xi G(Y^i_r) \, d\Theta_{i-1}W_\tau. \] \tag{6.8}

Furthermore, \( J^*_d(W, Y, \xi) \) stands for the Gubinelli derivative of \( J^*_d(W, Y, \xi) \) i.e. \( J^*_d(W, Y, \xi)[i-1, t] := (J^*_d(W, Y, \xi)[i-1, t])' \). Note that \( \xi \) can be recovered setting \( i = 0 \) and \( t = 1 \) in the definition of \( J^*_d(W, Y, \xi) \), i.e., \( J^*_d(W, Y, \xi)[i-1, 1] = \xi \). The discretization of the Lyapunov-Perron map can be immediately derived using the substitution \( \tau \mapsto t + i - 1 \) in (6.6) as computed in [54, Sect. 4.1].

We emphasize that for a sequence \( Y \in BC^n(D) \) the first index \( i \in \mathbb{Z}^- \) in the definition of \( J^*_d(W, Y, \xi)[i, t] \) gives the position within the sequence and the second one refers to the time variable \( t \in [0, 1] \). Not to overburden the notation in (6.8) for the elements of \( Y \) we simply write \( Y^i_t \) instead of \( Y[i, t] \) for \( i \in \mathbb{Z}^- \) and \( t \in [0, 1] \).
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**Remark 6.4.** 1) We are going to show that (6.8) maps $BC^n(\mathcal{D})$ into itself and is a contraction if the constant $K$ specified in (4.7) is chosen small enough.

2) Compared to [54], several technical difficulties arise due to the fact that the controlled rough paths now incorporate different space and time regularity, recall Definition 3.3. Moreover, the dichotomy condition ((6.1) and (6.2)) in the corresponding interpolation spaces is a crucial step for the following computation.

We let $C_S$ stand for a constant which exclusively depends on the semigroup $S$ and derive:

**Theorem 6.5.** Let Assumptions 6.1, (F), (G) hold and let $K$ satisfy the gap condition

$$KC_S \left( \frac{e^{\beta^*+\eta}(M_0e^{-\eta}+1)}{1-e^{-(\beta^*+\eta)}} + \frac{e^{\gamma^*+\eta}(M_0e^{-\eta}+1)}{1-e^{-(\gamma^*+\eta)}} \right) < \frac{1}{4}. \tag{6.9}$$

Then, the map $J_d : \Omega \times BC^n(\mathcal{D}) \to BC^n(\mathcal{D})$ possesses a unique fixed-point $\Gamma \in BC^n(\mathcal{D})$.

**Remark 6.6.** Note that (6.9) can be obtained for instance by choosing the constant appearing in (4.7) as

$$K^{-1} := 4C_S e^{(\beta^*+\gamma^*)/2} \left( \frac{e^{(\beta^*+\gamma^*)/2}(M_0 + M_0)e^{-\frac{\eta}{2}}}{1-e^{-(\beta^*+\gamma^*)/2}} \right), \tag{6.10}$$

which follows by setting $\eta := -\frac{\beta^*+\gamma^*}{2} < 0$.

**Proof.** Let two sequences $Y = ((Y^{i-1},(Y^{i-1})))_{i \in \mathbb{Z}^-}$ and $\tilde{Y} = ((\tilde{Y}^{i-1},(\tilde{Y}^{i-1})))_{i \in \mathbb{Z}^-}$ belong to $BC^n(\mathcal{D})$ and satisfy $P_CY_{i-1} = P_C\tilde{Y}_{i-1} = \xi$. We want to verify the contraction property. The fact that $J_d(\cdot)$ maps $BC^n(\mathcal{D})$ into itself can be derived by setting $\tilde{Y} = 0$ in the next computation and using that $F_R(0) = G_R(0) = 0$. Keeping (3.11) in mind we compute as in the proof of Theorem 4.3 using (6.1)

$$\|S_{t+1-\gamma}^\xi \|_{BC^n(\mathcal{D})} = (\|S_{t+1-\gamma}^\xi\|_{\infty,\alpha} + \|R^{S_{t+1-\gamma}^\xi}\|_{\gamma,\alpha-2,\gamma})e^{-\eta(i-1)} \leq C_S\|S_{t+1-\gamma}^\xi\|_{\mathcal{B}_a}e^{-\eta(i-1)} \leq C_S\|M_0e^{(\gamma^*)\eta(i-1)}\|\|\xi\|_{\mathcal{B}_a}. \tag{6.11}$$

More precisely, the previous computation uses for $0 \leq s \leq t \leq 1$ that

$$\|S_{t+1-\gamma}^\xi\|_{\mathcal{B}_a} \leq \|S_{t}^\xi\|_{\mathcal{L}(\mathcal{B}_a,\mathcal{B}_a)}\|S_{t+1-\gamma}^\xi\|_{\mathcal{B}_a} \leq C_S\|e^{(\gamma^*)\eta(i-1)}\|\|\xi\|_{\mathcal{B}_a}$$

and

$$\|R^{S_{t+1-\gamma}^\xi}\|_{\mathcal{B}_a} \leq \|S_{t+1-\gamma}^\xi - S_{t+1-\gamma}^\xi\|_{\mathcal{B}_a} \leq \|(S_{t-s} - \text{Id})S_{t+1-\gamma}^\xi\|_{\mathcal{B}_a} \leq C_S\|e^{(\gamma^*)\eta(i-1)(t-s)}\|\|\xi\|_{\mathcal{B}_a}.$$  

The expression (6.11) remains bounded for $i \in \mathbb{Z}^-$ since we assumed that $-\beta^* < \eta < 0 \leq \gamma^* < \beta^*$. Next, we are going to estimate the difference

$$\|J_d(W,Y,\xi) - J_d(W,\tilde{Y},\xi)\|_{BC^n(\mathcal{D})}$$

in several intermediate steps. Verifying the contraction property on the stable part
of (6.8), one has to compute two terms. First of all, due to (4.9) we get

\[
\sum_{k=-\infty}^{i-1} e^{-\eta(i-1)} \left\| S_{s+1-i-k}^{\alpha} \left( T_{R}^{\alpha} (\Theta_{k-1} W, Y^{k-1}, (Y^{k-1})') [1] \right) - T_{R}^{\alpha} (\Theta_{k-1} W, \tilde{Y}^{k-1}, (\tilde{Y}^{k-1})') [1], 0 \right\|_{D}
\leq \sum_{k=-\infty}^{i-1} C_{S} M_{S} e^{-\eta(i-1)} e^{-\beta^{*}(i-1-k)} K \| y^{k-1} - \tilde{y}^{k-1}, (y^{k-1} - \tilde{y}^{k-1})' \|_{D}
= \sum_{k=-\infty}^{i-1} C_{S} M_{S} e^{-\eta(i-1)} e^{-\beta^{*}(i-1-k)} e^{\eta(k-1)} K e^{-\eta(k-1)} \| y^{k-1} - \tilde{y}^{k-1}, (y^{k-1} - \tilde{y}^{k-1})' \|_{D}
= \sum_{k=-\infty}^{i-1} e^{-(\eta+\beta^{*})(i-1-k)} C_{S} M_{S} e^{-\eta} K e^{-\eta(k-1)} \| y^{k-1} - \tilde{y}^{k-1}, (y^{k-1} - \tilde{y}^{k-1})' \|_{D}.
\]

For the first part of the computation, the only time-dependence is incorporated in $S_{s+1-i-k}^{\alpha}$ and the rough integrals appearing in $T_{R}^{\alpha}$ are taken from zero to one and can be estimated using Lemma 4.2. This entails

\[
\| I_{1} \|_{B_{\alpha}} = : \| T_{R}^{\alpha} (\Theta_{k-1} W, Y^{k-1}, (Y^{k-1})') [1] - T_{R}^{\alpha} (\Theta_{k-1} W, \tilde{Y}^{k-1}, (\tilde{Y}^{k-1})') [1] \|_{B_{\alpha}}
\lesssim \rho_{\gamma}(W) \| y^{k-1} - \tilde{y}^{k-1}, (y^{k-1} - \tilde{y}^{k-1})' \|_{D}.
\]

Regarding the structure of the controlled rough path norm given by (3.11) we have to estimate the $\infty$-norm of $S_{s+1-i-k}^{\alpha}$ in $B_{\alpha}$ and the $2\gamma$-Hölder norm of the remainder of this expression in $B_{\alpha-2\gamma}$. This gives us regarding (6.2)

\[
\left\| \left( S_{s+1-i-k}^{\alpha} \left( T_{R}^{\alpha} (\Theta_{k-1} W, Y^{k-1}, (Y^{k-1})') [1] - T_{R}^{\alpha} (\Theta_{k-1} W, \tilde{Y}^{k-1}, (\tilde{Y}^{k-1})') [1], 0 \right) \right) \|_{D}
\leq ( \sup_{t \in [0,1]} \| S_{s+1-i-k}^{\alpha} \|_{L(B_{\alpha})} + \sup_{s \in [0,1]} \| S_{s}^{\alpha} - \text{Id} \|_{L(B_{\alpha}, B_{\alpha-2\gamma})} ) \| S_{s+1-i-k}^{\alpha} \|_{L(B_{\alpha} \rightarrow I_{1})} \| I_{1} \|_{B_{\alpha}}
\leq C_{S} M_{S} e^{-\beta^{*}(i-1-k)} \| y^{k-1} - \tilde{y}^{k-1}, (y^{k-1} - \tilde{y}^{k-1})' \|_{D}.
\]

Combining the previous computation with the last term of (6.8) entails the final estimate on the stable part

\[
\sum_{k=-\infty}^{i-1} e^{-\eta(i-1)} \left\| S_{s+1-i-k}^{\alpha} \left( T_{R}^{\alpha} (\Theta_{k-1} W, Y^{k-1}, (Y^{k-1})') [1] \right) - T_{R}^{\alpha} (\Theta_{k-1} W, \tilde{Y}^{k-1}, (\tilde{Y}^{k-1})') [1], 0 \right\|_{D}
+ e^{-\eta(i-1)} \| T_{R}^{\alpha} (\Theta_{k-1} W, Y^{k-1}, (Y^{k-1})') [1] - T_{R}^{\alpha} (\Theta_{k-1} W, \tilde{Y}^{k-1}, (\tilde{Y}^{k-1})') [1] \|_{D}
\leq \sum_{k=-\infty}^{i} e^{-(\eta+\beta^{*})(i-1-k)} K \tilde{C} (M_{S} e^{-\eta} + 1) e^{-\eta(k-1)} \| y^{k-1} - \tilde{y}^{k-1}, (y^{k-1} - \tilde{y}^{k-1})' \|_{D}
\leq K C_{S} e^{\eta+\beta^{*}} (M_{S} e^{-\eta} + 1) \| Y - \tilde{Y}, Y' - \tilde{Y}' \|_{BC_{\eta}(\mathcal{D})}.
\]
We focus now on the center part. Here we obtain by the same arguments as above

\[
\sum_{k=0}^{i+1} e^{-\eta (i-1)} \left\| \left( S_{i+1-k}^k \left( T^k_R(\Theta_k^{-1} W, Y_{k-1}^{-1}, (Y_{k-1})')\right) [1] - T^k_R(\Theta_k^{-1} W, \tilde{Y}_{k-1}^{-1}, (\tilde{Y}_{k-1})')\right)[1], 0 \right\|_D
\]

\[
\leq \sum_{k=0}^{i+1} C_{S,M} e^{-\eta (i-1)} e^{\gamma (i-1-k)} K \| Y_{k-1}^{-1} - \tilde{Y}_{k-1}^{-1}, (Y_{k-1}^{-1} - \tilde{Y}_{k-1}^{-1})'\|_D
\]

\[
= \sum_{k=0}^{i+1} C_{S,M} e^{-\eta (i-1)} e^{\gamma (i-1-k)} e^{\eta (k-1)} e^{-\eta (k-1)} K \| Y_{k-1}^{-1} - \tilde{Y}_{k-1}^{-1}, (Y_{k-1}^{-1} - \tilde{Y}_{k-1}^{-1})'\|_D
\]

\[
= \sum_{k=0}^{i+1} C_{S,M} e^{(\gamma - \eta) (i-1-k)} e^{-\eta (k-1)} K e^{-\eta (k-1)} \| Y_{k-1}^{-1} - \tilde{Y}_{k-1}^{-1}, (Y_{k-1}^{-1} - \tilde{Y}_{k-1}^{-1})'\|_D.
\]

Again, for the first step of the estimate we make the same deliberations as in the stable case above. Furthermore, combining the previous computation and estimating the third summand in (6.8) yields on the center part

\[
\sum_{k=0}^{i+1} e^{-\eta (i-1)} \left\| \left( S_{i+1-k}^k \left( T^k_R(\Theta_k^{-1} W, Y_{k-1}^{-1}, (Y_{k-1})')\right) [1] - T^k_R(\Theta_k^{-1} W, \tilde{Y}_{k-1}^{-1}, (\tilde{Y}_{k-1})')\right)[1], 0 \right\|_D
\]

\[+ e^{-\eta (i-1)} \left\| \left( T^k_R(\Theta_k^{-1} W, Y_{i-1}^{-1}, (Y_{i-1})')\right)[1] - T^k_R(\Theta_k^{-1} W, \tilde{Y}_{i-1}^{-1}, (\tilde{Y}_{i-1})')\right)[1] \right\|_D
\]

\[\leq \sum_{k=0}^{i} e^{(\gamma - \eta) (i-1-k)} K C_{S,M} e^{-\eta (k-1)} \| Y_{k-1}^{-1} - \tilde{Y}_{k-1}^{-1}, (Y_{k-1}^{-1} - \tilde{Y}_{k-1}^{-1})'\|_D
\]

\[\leq K C_{S,M} \frac{e^{\gamma - \eta} (M e^{-\eta} + 1)}{1 - e^{-(\gamma - \eta)}} \| Y - \tilde{Y}, Y' - \tilde{Y}'\|_{BC^H(D)}.
\]

Due to (6.9) we have that

\[\| J_a(W, Y, \xi) - J_a(W, \tilde{Y}, \xi)\|_{BC^H(D)} \leq \frac{1}{4} \| Y - \tilde{Y}, Y' - \tilde{Y}'\|_{BC^H(D)}.
\]

Applying Banach’s fixed-point theorem, we infer that \( J_a(W, Y, \xi^c) \) possesses a unique fixed-point \( \Gamma(\xi^c, W) \in BC^0(D) \) for each fixed \( \xi^c \in B^c \).

Theorem 6.5 entails the existence of \( \Gamma(\xi^c, W) \in BC^0(D) \) for each fixed \( \xi^c \in B^c \). We denote by \( B_{B^c}(0, r(W)) \) a ball of \( B^c \), which is centered in 0 and has a random radius \( r(W) \) and emphasize that the fixed point obtained in Theorem 6.5 characterizes the local center manifold of (3.1). The proof of the next statement is analogue to [54, Lemma 4.13].

\textbf{Lemma 6.7.} Under the same assumptions as in Theorem 6.5, there exists a \textit{tempered from below random variable} \( \tilde{r}(W) \) such that the local center manifold of (3.1) can be represented by

\[
M^c_{loc}(W) = \{ \xi + h^c(\xi, W) : \xi \in B_{B^c}(0, r(W)) \},
\]

where we define

\[
h^c(\xi, W) := P^c \Gamma(\xi, W)[-1, 1] B_{B^c}(0, r(W)).
\]
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and consequently
\[
h^c(\xi, W) = \sum_{k=-\infty}^{0} S^k_{\infty} \int_{0}^{1} S_{1-r}^k P^s F(\Gamma(\xi, W)[k-1, r]) \, dr
+ \sum_{k=-\infty}^{0} S^k_{\infty} \int_{0}^{1} S_{1-r}^k P^s G(\Gamma(\xi, W)[k-1, r]) \, d\Theta_{k-1} W_r.
\]

Extending these results to continuous-time dynamical systems as discussed in [54] one obtains:

**Theorem 6.8.** Under the assumptions of Theorem 6.5, there exists a local center manifold for (3.1) given by the graph of the function
\[
h^c(\xi, W) = \int_{-\infty}^{0} S_{-r}^k P^s F(U_r(\xi)) \, dr + \int_{-\infty}^{0} S_{-r}^k P^s G(U_r(\xi)) \, dW_r.
\]

### 7 Examples

In this section we discuss the applicability of Theorem 6.8. This theorem yields the existence of local center manifolds for semilinear rough parabolic PDEs once coefficients satisfy:

1) the linear part generates an analytic \(C_0\)-semigroup and its spectrum satisfies (6.1);
2) the drift and the diffusion coefficients \(F\) and \(G\) satisfy assumptions (F) and (G) and can be truncated in a neighborhood of the origin such that the gap condition (6.9) holds true, see e.g. [14].

It would be interesting to investigate if the techniques developed in this work can be generalized to rough quasilinear parabolic equations (see [68] for a deterministic theory) based on the results established in [51].

**Example 7.1** (Reaction-diffusion type equations with Dirichlet boundary conditions). We consider on a monotone scale of interpolation spaces \((B_\alpha)_{\alpha \in [0,1]}\), as specified below, the parabolic PDE with zero Dirichlet boundary conditions on the bounded one-dimensional domain \(O := [0, \pi]\)

\[
\begin{align*}
\frac{du}{dt} &= (\Delta u + u + F(u)) \, dt + G(u) \, dW_t, \\
u(0, t) &= u(\pi, t) = 0, \quad \text{for } t \geq 0, \\
u(x, 0) &= u_0(x) \in B_\alpha, \quad \text{for } x \in O.
\end{align*}
\]

In contrast to Example 2.1, the random input \(W := (W, W)\) is a \(\gamma\)-Hölder rough path, for \(\gamma \in (1/3, 1/2]\). In this case we can construct a Banach scale starting from the operator \(A := \Delta_D u + u\), where \(\Delta_D\) denotes the Dirichlet-Laplacian, as follows. We set \(B := L^p(O)\), for \(1 < p < \infty\), \(B_1 := D(A) = W^{2,p}(O) \cap W_0^{1,p}(O)\) and \(B_\alpha = [B, B_1]_\alpha = W_0^{2\alpha,p}(O)\), for \(\alpha \in [0, 1]\). Furthermore, the spectrum of \(A\) is constituted by \(\{1 - n^2 : n \geq 1\}\) with corresponding eigenvectors \(\{\sin(nx) : n \geq 1\}\). These give us the center subspace \(B^c := \text{span}\{\sin x\}\) and the stable one \(B^s := \text{span}\{\sin(nx) : n \geq 2\}\).

The drift term \(F : B_\alpha \to B_{\alpha - \delta}\) is supposed to be locally Lipschitz with linear growth and \(G : B_\alpha \to B_{\alpha - \sigma}\) satisfies assumption (G). Possible choices of \(G\) are integral operators obtained as a convolution with a smooth kernel as considered in [47, Sect. 7]. Naturally, a linear operator of the form \(G(u) := g(x)(-\Delta)^\sigma u\) for a smooth function \(g\) satisfies assumption (G). Here \((-\Delta)^\sigma : B_\alpha \to B_{\alpha - \sigma}\) for all \(\alpha \in \mathbb{R}\) and the multiplication with a
smooth function \( g \) is a smooth operation from \( B_{\alpha-\sigma} \) into itself. In this case, we know according to [49, Theorem 3.9] that (7.1) has a global-in-time solution, therefore the center manifold theory developed in this paper covers this example.

**Remark 7.2.** Regarding 2.1 it would be desirable to choose a dissipative cubic term for the drift, i.e. \( F(u) := -au^3 \), for \( a > 0 \). In order to ensure global-in-time existence of solutions for (7.1), the drift term \( F \) must compensate the stochastic terms. For many classes of stochastic reaction-diffusion equations, this has been proven for additive Brownian noise [19]. Results regarding global-in-time existence for rough differential equations with a dissipative drift term have been obtained in [10]. It should be possible to extend these results to rough PDEs using energy estimates and the equivalence between weak and mild solutions [36, Theorem 2.18].

**Remark 7.3.** We can easily generalize the previous example to higher-order uniformly elliptic differential operators. Let \( m, n \in \mathbb{N} \) and \( \mathcal{O} = [0, \pi] \) and consider

\[
Au = \sum_{|k| \leq 2m} a_k(x)D^k u, \quad x \in \mathcal{O}
\]

\[
D^k u = 0, \quad \text{on } \partial \mathcal{O}, \quad |k| < m.
\]

The coefficients \( a_k \in C^\infty(\overline{\mathcal{O}}) \) and satisfy a uniform ellipticity condition, i.e. there exists a constant \( \tau > 0 \) such that

\[
(-1)^m \sum_{|k|=2m} a_k(x)\xi_k \geq \tau \xi^{2m}, \quad x \in \mathcal{O}, \xi \in \mathbb{R}^n.
\]

In this case we choose the spaces \( B = L^p(\mathcal{O}) \) for \( 1 < p < \infty \), \( B_1 = D(A) = W^{2mp}(\mathcal{O}) \cap W_0^{m,p}(\mathcal{O}) \) and \( B_\alpha = [B, B_1]_\alpha = W_0^{2\alpha m,p}(\mathcal{O}) \). It is known that \( A \) has a compact resolvent and therefore countably many eigenvalues \( \{\lambda_j\} \) which have finite multiplicities and \( \lambda_j \to -\infty \) as \( j \to \infty \). Let \( \lambda \) be the largest negative eigenvalue of \( A \). Therefore the linear operator \( L := A - \lambda \mathrm{Id} \) on \( B \) with \( D(L) = D(A) \) satisfies the assumption 6.1.

**Example 7.4** (Reaction-diffusion type equations on the torus). We consider the rough PDE with periodic boundary conditions on the one dimensional torus \( T \)

\[
\begin{cases}
    \text{d}u = (\Delta u + F(u)) \text{d}t + G(u) \text{d}W_t \\
    u(0) = u_0 \in B.
\end{cases}
\]

Here we work on the scale of Bessel potential spaces \( B = H^{k,p}(T) \) for \( 1 < p < \infty \), \( k > \frac{1}{2} \) and define \( Au := \Delta u \) with \( B_1 = D(A) = H^{k+2,p}(T) \). Therefore we obtain the scale \( B_\alpha = H^{k+2\alpha,p}(T) \). Note that we consider here only one spatial dimension in order to ensure the gap condition. The one-dimensional torus is simply a circle of some given length \( T = R/IZ \) for \( l \in \mathbb{R} \). In this case, the spectrum of \( A \) is given by \( \{-\left(\frac{2\pi l}{T}\right)^2 : k \in Z\} \).

The eigenfunctions corresponding to \( 0 \in \sigma(A) \) are the constant functions which build the center space \( B^c \). Furthermore, we consider \( G(u) = p(u) \), where \( p \) is a polynomial with smooth coefficients. If the degree of \( p \) is greater than one, in order for \( G \) to be a smooth operator acting from \( B_\alpha \to B_{\alpha-\sigma} \) for \( 0 \leq \sigma < \gamma \) and for all \( \alpha \geq -2\gamma \), we need that \( B_{-2\gamma} \) is an algebra. Here we recall that \( \gamma \in \left(\frac{1}{2}, 1\right) \) stands for the time-regularity of the rough path. In conclusion we need that \( B_{-2\gamma} = H^{k-4\gamma,p}(T) \) is an algebra, which is true for \( k > \frac{1}{2} + 4\gamma \). This means that it useful to take as low as possible rough path regularity \( \gamma \), as seen in [35]. Again we assume that we have a dissipative drift which compensates the stochastic terms, in order to guarantee the global-in-time existence of solutions.

Due to its importance to bifurcation theory, see for e.g. [6], we particularly point out the following example which fits into the framework of this work, recall Remark 7.3.
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**Example 7.5** (Swift-Hohenberg equation with periodic boundary conditions). We consider

\[ \begin{align*}
\mathrm{d}u &= [Au + F(u)] \, \mathrm{d}t + G(u) \, \mathrm{d}W_t \\
u(0) &= u_0 \in \mathcal{B},
\end{align*} \]

subject to periodic boundary conditions on the interval \([0, 2\pi]\). Here \(Au := -(1 + \Delta)^2 u\) and \(F(u) = -u^3\). We choose the function spaces \(\mathcal{B} = L^2_{\text{per}}((0, 2\pi))\) and \(D(A) = H^4_{\text{per}}((0, 2\pi))\) where \(\text{per}\) refers to periodic functions. It is well known that \(A\) generates an analytic semigroup on \(\mathcal{B}\) and we introduce for simplicity the interpolation spaces \(\mathcal{B}_\alpha = H^4_{\text{per}}((0, 2\pi))\). The spectrum of \(A\) consists of isolated eigenvalues with finite multiplicities, i.e. \(\sigma(A) = \{-(1 - n^2)^2 : n \in \mathbb{N}\}\). The eigenvalue \(0 \in \sigma(A)\) has multiplicity two and \(\{e^{i\alpha}\}\) are the corresponding eigenfunctions. Therefore \(\mathcal{B}^\infty = \text{span}\{\sin x, \cos x\}\) forms the center space.

### A Technical estimates

Since in our case, the dependence on the cut-off parameter in Lemmas 4.1 and 4.2 is explicitly required, we provide a proof of these statements. The main computations follow from [36, Lemma 4.7] and [54, Lemma 2.5] regarding assumptions (F) and (G).

**Proof of Lemma 4.1.** Recalling (3.11) and the fact that the Gubinelli derivative of the deterministic integral is zero we have to estimate \(\| \int_0^t S_{t-r} [F_R(U)(r) - F_R(\bar{U}(r))] \, \mathrm{d}r \|_{\infty, \alpha}\) and the \(2\gamma\)-norm of the remainder of this convolution in \(\mathcal{B}_{\alpha - 2\gamma}\). For the latter we compute for \(0 \leq s \leq t \leq 1\)

\[
\int_0^t S_{t-r} [F_R(U)(r) - F_R(\bar{U})(r)] \, \mathrm{d}r - \int_0^s S_{s-r} [F_R(U)(r) - F_R(\bar{U})(r)] \, \mathrm{d}r \\
= (S_{t-s} - \text{Id}) \int_0^s S_{s-r} [F_R(U)(r) - F_R(\bar{U})(r)] \, \mathrm{d}r + \int_s^t S_{t-r} [F_R(U)(r) - F_R(\bar{U})(r)] \, \mathrm{d}r.
\]

Let \(i = 0, 1, 2\) and recall that \(F : \mathcal{B}_\alpha \to \mathcal{B}_{\alpha - \delta}\). The first term entails

\[
\| (S_{t-s} - \text{Id}) \int_0^s S_{s-r} [F_R(U)(r) - F_R(\bar{U})(r)] \, \mathrm{d}r \|_{\mathcal{B}_{\alpha - i\gamma}} \\
\leq \| S_{t-s} - \text{Id} \|_{\mathcal{L}(\mathcal{B}_\alpha, \mathcal{B}_{\alpha - i\gamma})} \int_0^s \| S_{s-r} \|_{\mathcal{L}(\mathcal{B}_{\alpha - \delta}, \mathcal{B}_\alpha)} \| [F_R(U)(r) - F_R(\bar{U})(r)] \|_{\mathcal{B}_{\alpha - \delta}} \, \mathrm{d}r \\
\leq (t-s)^{i\gamma} \int_0^s (s-r)^{-\delta} \| [F_R(U)(r) - F_R(\bar{U})(r)] \|_{\mathcal{B}_{\alpha - \delta}} \, \mathrm{d}r \\
\leq (t-s)^{i\gamma} \delta^{-1} \sup_{r \in [0,1]} \| [F_R(U)(r) - F_R(\bar{U})(r)] \|_{\mathcal{B}_{\alpha - \delta}}. \tag{A.1}
\]

Analogously we have for the second term

\[
\int_s^t \| S_{t-r} [F_R(U)(r) - F_R(\bar{U})(r)] \|_{\mathcal{B}_{\alpha - i\gamma}} \, \mathrm{d}r \\
\leq \int_s^t \| S_{t-r} \|_{\mathcal{L}(\mathcal{B}_{\alpha - \delta}, \mathcal{B}_{\alpha - i\gamma})} \| [F_R(U)(r) - F_R(\bar{U})(r)] \|_{\mathcal{B}_{\alpha - \delta}} \, \mathrm{d}r \\
\leq \int_s^t (t-r)^{i\gamma-\delta} \| [F_R(U)(r) - F_R(\bar{U})(r)] \|_{\mathcal{B}_{\alpha - \delta}} \, \mathrm{d}r \\
\leq (t-s)\min\{1, 1+i\gamma-\delta\} \sup_{r \in [0,1]} \| [F_R(U)(r) - F_R(\bar{U})(r)] \|_{\mathcal{B}_{\alpha - \delta}}. \tag{A.2}
\]
Due to Assumption (F) we further obtain
\[
\|F(x_R(U)_t) - F(x_R(\tilde{U})_t)\|_{B_{\alpha-i}} \leq \int_0^1 \|DF(\tau x_R(U)_t + (1 - \tau)x_R(\tilde{U})_t)\|_{B_{\alpha-i}} d\tau \tag{A.3}
\]
\[
\leq CR\|x_R(U)_t - x_R(\tilde{U})_t\|_{B_{\alpha-i}}.
\tag{A.4}
\]

Here we use that \(\|x_R(U)_t\|_{\alpha-i} \leq \|x_R(U)\|_{\infty,\alpha} = \| UF(\|U\|\|U\|/R)\|_{\infty,\alpha} = \| U\|_{\infty,\alpha} f(\|U\|, U'/R)\) together with the fact that \(B_{\alpha-i} \subset B_{\alpha-i} \) therefore \(\cdot\| B_{\alpha-i} \). Furthermore
\[
\|x_R(U)_t - x_R(\tilde{U})_t\|_{B_{\alpha-i}} = \| U_t f(\|U\|\|U\|/R) - \tilde{U}_t f(\|\tilde{U}\|\|\tilde{U}\|/R)\|_{B_{\alpha-i}}
\leq \| U_t - \tilde{U}_t\|_{B_{\alpha-i}} f(\|U\|\|U\|/R) + \| \tilde{U}_t\|_{B_{\alpha-i}} f(\|U\|\|U\|/R)
\leq \| U_t - \tilde{U}_t\|_{\infty,\alpha} + R | Df(\|U\|\|U\|/R) - \tilde{U}_t\|_{\infty,\alpha}
\leq (1 + \| Df(\|U\|\|U\|/R)\| R - \| \tilde{U}_t\|_{\infty,\alpha})
\]

Consequently, this finally yields
\[
\sup_{t \in [0,1]} \| F_R(U)(r) - F_R(\tilde{U})(r)\|_{B_{\alpha-i}} \leq CR\|x_R(U) - x_R(\tilde{U})\|_{\infty,\alpha}
\]
\[
\leq C[F, \chi] R \| U - \tilde{U}, U' - \tilde{U}'\|_{D}.
\]
Combining this with (A.1) and (A.2) proves Lemma 4.1.

We now focus on Lemma 4.2.

Proof of Lemma 4.2. Regarding assumption (G) we can view the Fréchet derivative \(D^k G\) as an element of \(L(B_{\alpha-k+1, \gamma} \setminus B_{\alpha-k-\gamma})\) for \(k = 1, 2, 3\) and \(i = 0, 1, 2\). Due to (3.11) we have to consider
\[
\| G(R(U) - G(R(\tilde{U}))\|_{\infty,\alpha-\gamma} = \| G(R(U) - G(R(\tilde{U})))\|_{\infty,\alpha-\gamma-\sigma}
\]
\[
+ \| (G(R(U) - G(R(\tilde{U})))\|_{\gamma,\alpha-2\gamma} + \| R^G G(R(U) - G(R(\tilde{U})))\|_{2\gamma,\alpha-2\gamma-\sigma}.
\]

We begin with the first term and write
\[
\| G(R(U) - G(R(\tilde{U}))\|_{\infty,\alpha-\gamma} = \sup_{t \in [0,1]} \| G(R(U)(t) - G(R(\tilde{U})(t))\|_{B_{\alpha-i}}
\]
\[
= \sup_{t \in [0,1]} \| G(\chi_R(U)(t) - G(\chi_R(\tilde{U})(t))\|_{B_{\alpha-i}} \leq CR\| U - \tilde{U}, U' - \tilde{U}'\|_{D}.
\]

analogously to Lemma 4.1 and regarding that \(DG(0) = 0\). For the terms containing the Gubinelli derivative we recall that for \(t \in [0,1] \):
\[
(G_R(U)(t))' = D G(\chi_R(U)(t)) \chi_R(U)(t)'
\]
\[
\text{and consider}
\]
\[
\| G(R(U) - G(R(\tilde{U})))\|_{\gamma,\alpha-2\gamma-\sigma}.
\]

To this aim we let \(0 \leq s \leq t \leq 1 \) and consider
\[
\| G(R(U)(t) - G(R(\tilde{U})(t) - (G(R(U)(s) - G(R(\tilde{U})(s))\)\')
\]
\[
= [DG(\chi_R(U)(t))(\chi_R(U)(t))' - DG(\chi_R(\tilde{U})(t))(\chi_R(\tilde{U})(t))' - (DG(\chi_R(U)(t))(\chi_R(U)(t))')
\]
\[
- DG(\chi_R(\tilde{U})(t))(\chi_R(\tilde{U})(t))')
\]
\[
= DG(U_t f(\|U\|/R))U_t f(\|U\|/R) - DG(\tilde{U}_t f(\|\tilde{U}\|/R))\tilde{U}_t f(\|\tilde{U}\|/R)
\]
\[
- DG(U_t f(\|U\|/R))U_t f(\|U\|/R) - DG(\tilde{U}_t f(\|\tilde{U}\|/R))\tilde{U}_t f(\|\tilde{U}\|/R).
\]
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Therefore we have to estimate in $B_{\alpha-2\gamma-\sigma}$ the last expression. This further results in

$$
\|\|DG(\chi_R(U))_s(\chi_R(U))_t' - DG(\chi_R(\tilde{U}))_s(\chi_R(\tilde{U}))_t' - (DG(\chi_R(U))_s(\chi_R(U))_t' \\
- DG(\chi_R(\tilde{U}))_s(\chi_R(\tilde{U}))_t')\|\| \\
\leq \|\|DG(\chi_R(U))_s - DG(\chi_R(U))_s\| - DG(\chi_R(\tilde{U}))_s + DG(\chi_R(\tilde{U}))_s\| \\
\cdot \|(\chi_R(U))_t' + (\chi_R(U))_s') + (\chi_R(\tilde{U}))_t' + (\chi_R(\tilde{U}))_s')\| \\
+ \|\|DG(\chi_R(U))_t - DG(\chi_R(U))_s\| - DG(\chi_R(\tilde{U}))_t - DG(\chi_R(\tilde{U}))_s\| \\
\cdot \|(\chi_R(U))_t' + (\chi_R(U))_s' + (\chi_R(\tilde{U}))_t' + (\chi_R(\tilde{U}))_s'(\chi_R(U))_s'\| \\
+ \|\|DG(\chi_R(U))_t - DG(\chi_R(U))_s\| - DG(\chi_R(\tilde{U}))_t - DG(\chi_R(\tilde{U}))_s\| \\
\cdot \|(\chi_R(U))_t' - (\chi_R(U))_s' - (\chi_R(\tilde{U}))_t' + (\chi_R(\tilde{U}))_s'\| \\
+ \|\|DG(\chi_R(U))_t + DG(\chi_R(U))_s\| + DG(\chi_R(\tilde{U}))_t + DG(\chi_R(\tilde{U}))_s\| \\
\cdot \|(\chi_R(U))_t' - (\chi_R(U))_s' - (\chi_R(\tilde{U}))_t' + (\chi_R(\tilde{U}))_s'\| \\
:= I + II + III + IV.
$$

For the first term we obtain

$$
\|I\|_{B_{\alpha-2\gamma-\sigma}} \leq \|\|\|DG(\chi_R(U))_s - DG(\chi_R(\tilde{U}))_s\|\| \cdot \|U - \tilde{U}, U' - \tilde{U}'\|_D \\
\leq CR^2 \|U - \tilde{U}, U' - \tilde{U}'\|_D.
$$

Here we used that

$$
\|DG(\chi_R(U))_s - DG(\chi_R(\tilde{U}))_s\| \leq \|\|DG(\chi_R(U))_s\| \cdot \|\chi_R(\tilde{U})\|_{B_{\alpha-2\gamma}} \\
\cdot \|\chi_R(U)_t - \chi_R(\tilde{U})_t\|_{B_{\alpha-2\gamma}} + \|\chi_R(U)_t - \chi_R(\tilde{U})_t\|_{B_{\alpha-2\gamma}} + \|\chi_R(U)_s - \chi_R(\tilde{U})_s\|_{B_{\alpha-2\gamma}} \\
\leq CR \|\chi_R(U)_t - \chi_R(\tilde{U})_t\|_{\gamma,\alpha-2\gamma} + CR \|\chi_R(U)_s - \chi_R(\tilde{U})_s\|_{\gamma,\alpha-2\gamma} \\
\leq CR \|\|U - \tilde{U}, U' - \tilde{U}'\|_D.
$$

where we apply (3.12) for $\theta = 2\gamma$ to control $\|\chi_R(U)\|_{\gamma,\alpha-2\gamma}$. Regarding these deliberations, we completed the estimate of $I$. The estimates for II, III and IV follow by analogue computations. We now focus on the remainder and infer that

$$
(R_{\alpha,t}^{\chi_R(U)})_s,t = G(\chi_R(U))_s - G(\chi_R(U))_s - DG(\chi_R(U))_s(\chi_R(U))_s,t \\
+ DG(\chi_R(U))_s R_{s,t}^{\tilde{U}} f(\|U, U'\|/R).
$$

This means that we have to consider

$$
R_{s,t}^{\chi_R(U)} - R_{s,t}^{\chi_R(\tilde{U})} = G(\chi_R(U))_s - G(\chi_R(U))_s - DG(\chi_R(U))_s(\chi_R(U))_s,t \\
- [G(\chi_R(\tilde{U}))_s - G(\chi_R(\tilde{U}))_s - DG(\chi_R(\tilde{U}))_s(\chi_R(\tilde{U}))_s,t] \\
+ DG(\chi_R(U))_s R_{s,t}^{\tilde{U}} f(\|U, U'\|/R) - DG(\chi_R(\tilde{U}))_s R_{s,t}^{\tilde{U}} f(\|\tilde{U}, \tilde{U}'\|/R). \tag{A.6}
$$
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The terms in (A.6) result in
\[ \|DG(\chi R(U)_s)R^{\chi}_s - DG(\chi R(\tilde{U})_s)R^{\chi}_{\tilde{U}}\|_{B_{\alpha-2\gamma-\sigma}} \]
\[ \leq C\|DG\ell(B_{\alpha-2\gamma}, B_{\alpha-2\gamma-\sigma})\|\|\chi R(U)_s\|_{B_{\alpha-2\gamma}}\|R^{\chi}_s - R^{\chi}_{\tilde{U}}\|_{2\gamma, \alpha-2\gamma} \]
\[ + \|D^2G\ell(B_{\alpha-2\gamma}, B_{\alpha-2\gamma-\sigma})\|\|R^{\chi}_s - R^{\chi}_{\tilde{U}}\|_{2\gamma, \alpha-2\gamma}\|\chi R(U)_s - \chi R(\tilde{U})_s\|_{\alpha-2\gamma} \]
\[ \leq CR\|R^{\chi}_s - R^{\chi}_{\tilde{U}}\|_{2\gamma, \alpha-2\gamma} + CR\|U - \tilde{U}\|_{\infty, \alpha-2\gamma} \leq CR\|U - \tilde{U}, U', \tilde{U}'\|_{D}. \]

To estimate the $2\gamma$-Hölder norm in $B_{\alpha-2\gamma}$ of the expressions (A.6) appearing in the difference of two remainders, we use the inequality (see p. 2716 in [50])
\[ \|G(\chi R(U)_t) - G(\chi R(U)_s) - G(\chi R(\tilde{U})_t) + G(\chi R(\tilde{U})_s)\|_{s, t} \]
\[ \leq \|G\ell(B_{\alpha-2\gamma})\|\|\chi R(U)_t - \chi R(U)_s\|_{B_{\alpha-2\gamma}}\|\chi R(\tilde{U})_t - \chi R(\tilde{U})_s\|_{B_{\alpha-2\gamma}} \]
\[ + \|G\ell(B_{\alpha-2\gamma})\|\|\chi R(U)_t - \chi R(U)_s\|_{B_{\alpha-2\gamma}}^2\|\chi R(\tilde{U})_t - \chi R(\tilde{U})_s\|_{B_{\alpha-2\gamma}}^2 \]
\[ + \|\chi R(U)_t - \chi R(\tilde{U})_s\|_{B_{\alpha-2\gamma}}. \]

Using that $\|\cdot\|_{\alpha-2\gamma} \leq C\|\cdot\|_{\alpha-\gamma} \leq C\|\cdot\|_{\alpha}$, the previous inequality further leads to
\[ \|G(\chi R(U)_t) - G(\chi R(U)_s) - G(\chi R(\tilde{U})_t) + G(\chi R(\tilde{U})_s)\|_{s, t} \]
\[ \leq CR\|U - \tilde{U}\|_{\gamma, \alpha-\gamma} + \|\tilde{U}\|_{\gamma, \alpha-\gamma} \|U - \tilde{U}\|_{\gamma, \alpha-\gamma} + C\|\chi R(\tilde{U})\|_{\gamma, \alpha-2\gamma} \|U - \tilde{U}\|_{\infty, \alpha} \]
\[ \leq CR\|U - \tilde{U}, U', \tilde{U}'\|_{D}. \]

Here we used that $(\chi R(\tilde{U}), \chi R(\tilde{U})') \in D$ and (3.12) for $\theta = 2\gamma$ to obtain
\[ \|\chi R(\tilde{U})\|_{\gamma, \alpha-2\gamma} \leq \|\chi R(\tilde{U})'\|_{\infty, \alpha-2\gamma}\|W\|_{\gamma} + C\|\chi R(\tilde{U})\|_{\gamma, \alpha-2\gamma} \leq C(1 + \|W\|_{\gamma})\|\chi R(\tilde{U}), \chi R(\tilde{U})'\|_{D} \]
\[ \leq CR. \]
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