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ABSTRACT
Recent advances in digital pathology have led to the need for Histopathology Image Retrieval (HIR) systems that search through databases of biopsy images to find similar cases to a given query image. These HIR systems allow pathologists to effortlessly and efficiently access thousands of previously diagnosed cases in order to exploit the knowledge in the corresponding pathology reports. Since HIR systems may have to deal with millions of gigapixel images, the extraction of compact and expressive image features must be available to allow for efficient and accurate retrieval. In this paper, we propose the application of Gram barcodes as image features for HIR systems. Unlike most feature generation schemes, Gram barcodes are based on high-order statistics that describe tissue texture by summarizing the correlations between different feature maps in layers of convolutional neural networks. We run HIR experiments on three public datasets using a pre-trained VGG19 network for Gram barcode generation and showcase highly competitive results.

Index Terms— Histopathology image retrieval (HIR), whole slide image (WSI) processing, deep neural networks, gram barcodes

1. INTRODUCTION
The recent rise in popularity of digital pathology and whole slide imaging has generated a plethora of histopathology image data. As a result, interest in Histopathology Image Retrieval (HIR) has also increased since it allows pathologists to conveniently find similar images to a query image in order to exploit the available knowledge of previously diagnosed cases. Many HIR systems extract features of images and calculate a similarity score for two images by applying a similarity metric on their corresponding features. Thus, HIR systems can retrieve the most similar images to a query image by generating features for all images in a database and retrieving the cases that are determined to be the most similar. There are, however, some challenges preventing HIR systems from achieving practical implementation: 1) Large amounts of representative data are needed to be able to retrieve similar images, 2) Retrieval times are generally slow and impractical due to the large size of images and their corresponding features, 3) Retrieval accuracy is often not sufficiently high because feature extraction algorithms may not account for tissue polymorphism. Therefore, innovative methods for extracting compact and expressive features of medical images must be proposed to advance the field.

Using Convolutional Neural Networks (CNNs) to extract image features has been very useful for HIR systems, but research using CNNs for feature extraction has mainly focused on extracting first-order features, i.e., “pooling or encoding methods are adopted on feature maps directly to produce compact image [features]” [1]. Exploration of high-order methods for generating features in HIR systems, such as determining “the dependencies between different channels in the same [CNN] layer” [1], might yield extraction methods that generate more compact and expressive features. The literature on high-order feature extraction for image retrieval is quite sparse. There have been few works with some relation to high-order feature extraction for HIR, specifically.

In this paper, we investigate the application of Gram barcodes as image features for HIR systems. Gram barcodes are spatially invariant high-order representations of images that are built off of the Gram matrix proposed by Gatys et al. in [2, 3], where it was used as a measure of image texture and style. Gram barcodes, as we propose, offer the potential to accurately measure and efficiently compare tissue textures between histopathology images by describing the relationship between different feature maps in the same CNN convolution layer. We conducted HIR experiments with three public datasets using a pre-trained VGG19 network [4] for Gram barcode generation and showcase highly competitive results. The associated code for this paper can be found at https://github.com/Shalev-Lifshitz/GramBarCodes.

2. BACKGROUND

2.1. Histopathology Image Analysis with Deep Learning
Deep learning has shown great promise for feature extraction in HIR systems. However, HIR systems have mainly used first-order features produced by CNNs to represent images
and determine their similarity \([5, 6, 7]\). Hegde et al. \([5]\) introduced SMILY, a content-based image retrieval tool for histopathology images. Kalra et al. \([6]\) performed HIR on 20 million image patches (1000 \(\times\) 1000 pixels) and report superior results for various tumour types. Kumar et al. \([7]\) proposed deep barcodes as features for HIR, since binary features allow for faster image retrieval.

Deep learning has also been used for various other tasks in histopathology image analysis \([8, 9, 10]\). Kensert et al. \([8]\) used pre-trained CNNs to “predict cell mechanisms of action in response to chemical perturbations for two cell profiling datasets from the Broad Bioimage Benchmark Collection” \([8]\). They obtained high predictive accuracy between 94% and 97%. Xu et al. \([9]\) used AlexNet to perform classification, segmentation, and visualization for large-scale histopathology tissue images (brain tumor and colon cancer datasets). Pre-trained ResNet50, InceptionV3, and VGG16 networks were used by Rakhlin et al. \([10]\) to classify breast histology microscopy images. They reported 87.2% accuracy for a 4-class classification task and 93.8% accuracy for a 2-class classification task to detect carcinomas.

Deep learning has also been used for various other tasks in histopathology image analysis \([8, 9, 10]\). Kensert et al. \([8]\) used pre-trained CNNs to “predict cell mechanisms of action in response to chemical perturbations for two cell profiling datasets from the Broad Bioimage Benchmark Collection” \([8]\). They obtained high predictive accuracy between 94% and 97%. Xu et al. \([9]\) used AlexNet to perform classification, segmentation, and visualization for large-scale histopathology tissue images (brain tumor and colon cancer datasets). Pre-trained ResNet50, InceptionV3, and VGG16 networks were used by Rakhlin et al. \([10]\) to classify breast histology microscopy images. They reported 87.2% accuracy for a 4-class classification task and 93.8% accuracy for a 2-class classification task to detect carcinomas.

2.2. Gram Matrix

In 2015, Gatys et al. \([2, 3]\) defined the Gram matrix as a spatially invariant summary statistic that can effectively describe the texture, or style, of an image by analyzing the correlations between different feature maps within the same CNN convolution layer. Note that texture and style are used interchangeably throughout this work.

In \([3]\), Gatys et al. combined the content of one image (content image) with the style of another image (style image) by simultaneously minimizing the content loss and style loss between a randomly generated white noise input image and the content and style images, respectively. The style loss is defined as the mean squared error between the Gram matrices of the input image and style image. Figure 1 showcases the ability of the Gram matrix to describe histopathological tissue texture by using the algorithm outlined in \([3]\) to transfer the texture of various histopathology images from the KimiaPath24 dataset \([11]\) onto a content image \((lion)\) using the method outlined in \([3]\).

3. METHODS

Gram Barcode Generation – The Gram matrix \(G_i^l\) is a summary statistic that is generated by passing an image through a CNN and computing the correlations between the feature maps at a convolution layer \(l\). To compute the Gram matrix \(G_i^l\), the feature maps of layer \(l\) are first stored in a matrix \(F_i^l \in \mathbb{R}^{N_i \times M_i}\), where \(N_i\) is the number of feature maps in layer \(l\) and \(M_i\) is the size of a single feature map when vectorized. Each element \(G_{ij}^l\) of Gram matrix \(G_i^l \in \mathbb{R}^{N_i \times N_i}\) is defined as the inner product between vectorized feature maps \(i\) and \(j\) in layer \(l\) \([3]\):

\[
G_{ij}^l = \sum_k F_{ik}^l F_{jk}^l.
\] (1)

Importantly, when the inner product is calculated, the resulting element \(G_{ij}^l\) loses all spatial information. Thus, the Gram matrix is spatially invariant and does not describe local structures, but rather describes stationary textures and patterns as the correlations between the feature maps in layer \(l\) \([2]\).

A set of Gram matrices \(\{G_1, G_2, \ldots, G_L\}\) can be calculated for any \(L\) specified convolution layers in a CNN. To convert a set of Gram matrices into a Gram barcode, we performed three additional steps. First, since a Gram matrix is symmetric, we remove the lower or upper triangle of each Gram matrix to reduce redundant computation during retrieval. Then, each Gram matrix in the set is vectorized and concatenated, creating a larger Gram vector \(v\). Finally, to allow for efficient retrieval, \(v\) is binarized using the global median threshold \(\bar{v}\) (the median of \(v\)) to create the final Gram barcode \(b\). Specifically, each element \(b_i\) is given by

\[
b_i = \begin{cases} 1 & v_i \geq \bar{v} \\ 0 & v_i < \bar{v} \end{cases}
\] (2)

![Fig. 1. To showcase the Gram matrix's ability to describe histopathological tissue texture, we transferred the texture of histopathology images from the KimiaPath24 dataset onto a content image (lion) using the method outlined in [3].](image-url)
Image Retrieval with Gram Barcodes – In HIR systems, a query image is specified as the input image for a retrieval algorithm, which aims to retrieve the images in a database that are most similar to the query image. In general, to perform a retrieval, features generated for the query image are matched against the features of all images in the database, and the images with the most similar features (to the query image features) are retrieved. Importantly, this database is pre-indexed, which means that the features of all images are generated and saved before any queries are made. In this way, features for all images in the database do not need to be computed each time the system is queried.

In this paper, we perform HIR with Gram barcodes as features. The similarity between the Gram barcode of the query image and those of all other images in the database is determined by computing their logical XOR difference (i.e., Hamming distance), which has been shown to be an effective metric for determining image similarity in HIR systems [7]. The Gram barcodes with the smallest XOR distance to that of the query image are determined to represent the most similar images and the top-\(n\) most similar images are retrieved.

4. DATASETS

We perform experiments on three publicly available datasets that contain histopathology images: the KimiaPath24 dataset, a Colorectal Cancer (CRC) dataset, and an Endometrial Cancer (EMC) dataset.

KimiaPath24 dataset – Introduced by Babaie et al. [11], KimiaPath24 is a small dataset containing 24 Whole Slide Images (WSIs) of different tissue textures with 1,325 test patches of size \(1000 \times 1000\) pixels (0.5\(\mu m \times 0.5\mu m\)) that were carefully extracted from all 24 WSIs “with special attention to textural differences” [11]. Approximately 27,000 to over 50,000 training patches can be extracted from the 24 WSIs, depending on the selection of homogeneity and overlap for every WSI [11].

CRC dataset – Kather et al. [19] created this dataset to assess the performance of various texture descriptors and classifiers. It consists of 5,000 images (150 \(\times\) 150 pixels) of human CRC divided across 8 different classes (each containing 625 images): tumour epithelium, simple stroma, complex stroma, immune cells, debris, normal mucosal glands, adipose tissue, and background patches.

EMC dataset – Sun et al. [20] introduced this dataset to compare the classification ability of a deep learning method (HIENet) to three experienced pathologists, as well as five other CNN-based classifiers. The dataset includes almost 3,300 image patches (640 \(\times\) 480 pixels) from almost 500 endometrial specimens in four different classes of endometrial tissue (each with a varying number of images): normal, endometrial polyp, endometrial hyperplasia, and endometrial adenocarcinoma. The patches are extracted from 20 \(\times\) or 10 \(\times\) magnified WSIs and, although all slides have been prepared and scanned at the same hospital, considerable stain variation can be observed across endometrium patches.

4.1. Evaluation Metrics

To create comparable results, we evaluate each dataset using the metrics that were put forth by its creators.

KimiaPath24 – There are a total of \(n_{tot} = 1325\) patches \(P_s\) that belong to 24 sets \(\Gamma_s = \{P_i | s \in S, i = 1, 2, ..., n_{W,s}\}\) with \(s = 0, 1, 2, ..., 23\) (\(n_{W,s}\) being the number of test patches for each WSI). Where \(R\) is the set of retrieved images for any experiment, the patch-to-scan accuracy \(\eta_p\) is defined as

\[
\eta_p = \frac{\sum_{s \in S} |R \cap \Gamma_s|}{n_{tot}}
\]  

and the whole-scan accuracy \(\eta_W\) is defined as

\[
\eta_W = \frac{1}{24} \sum_{s \in S} \frac{|R \cap \Gamma_s|}{n_{W,s}}.
\]

In addition, the total accuracy is defined as \(\eta_{total} = \eta_p \times \eta_W\).

CRC and EMC datasets – Both datasets are evaluated using the well-known evaluation metrics accuracy, sensitivity, specificity, and area under the curve (AUC). Specifically:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

where \(TP, TN, FP,\) and \(FN\) are the number of true positives, true negatives, false positives, and false negatives, respectively, for any experiment. To compute these metrics, we predict the class of each test image and determine whether the prediction is a TP, TN, TP, or FN. Also, since the datasets we address contain more than two classes, when considering the class of a query image, the class of the query image is defined as positive and all other classes are defined as negative.

5. EXPERIMENTS

All experiments were performed using a pre-trained VGG19 network [4] (ImageNet weights) for Gram barcode generation. The results obtained from using various combinations of VGG19 layers for Gram barcode generation are described in Table 1 and examples of successful and unsuccessful retrievals for each dataset are showcased in Fig. 2. It is noteworthy to mention that the accuracies in Table 1 tend to increase as we use deeper VGG19 layers for Gram barcode generation. Further, combining multiple layers boosts performance.

In our experiments, the predicted class of any query image is the mode of the classes of the top-3 most similar images retrieved by our algorithm. If there is no mode, the class of
We performed 5-fold cross validation on the EMC dataset and achieved a top accuracy of 74.92% ± 1.69% using VGG19 layers ‘conv4_1’ and ‘conv5_1’ for Gram barcode generation. Our result is comparable to state-of-the-art retrieval and non-retrieval based methods employed on the same dataset. Specifically, the best method we could find in the literature was a retrieval algorithm reporting 78.59% accuracy [22].

### 6. CONCLUSIONS

We introduced the notion of the Gram barcode and investigated its application as image features for HIR. The Gram barcode is a high-order summary statistic that describes histopathology image tissue texture by summarizing the correlations between feature maps in CNN convolution layers. Gram barcodes show highly competitive accuracy levels when applied on 3 public histopathology datasets and, when compared to other retrieval algorithms in the literature, Gram barcodes show state-of-the-art performance for the Colorectal Cancer dataset [19], specifically. Furthermore, Gram barcodes can be calculated using various combinations of CNN convolution layers to boost performance. Gram Barcodes address important barriers to the adoption of HIR systems (slow retrieval times, large features, and low accuracies) by providing more efficient retrieval, compact features, and excellent accuracies on all three datasets. Next steps might include using different CNN architectures for Gram barcode generation and applying dimensionality reduction techniques on the Gram barcodes to decrease retrieval time.
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