ORDERS OF STRONG AND WEAK AVERAGING PRINCIPLE FOR MULTISCALE SPDES DRIVEN BY $\alpha$-STABLE PROCESS

XIAOBIN SUN AND YINGCHAO XIE

Abstract. In this paper, the averaging principle is studied for a class of multiscale stochastic partial differential equations driven by $\alpha$-stable process, where $\alpha \in (1, 2)$. Using the technique of Poisson equation, the orders of strong and weak convergence are given $1 - \frac{1}{\alpha}$ and $1 - r$ for any $r \in (0, 1)$ respectively. The main results extend Wiener noise considered by Bréhier in [6] and Ge et al. in [17] to $\alpha$-stable process, and the finite dimensional case considered by Sun et al. in [39] to the infinite dimensional case.

1. Introduction

Many systems change involving slow and fast components in the natural world. For instance, dynamics of chemical reaction networks often take place on notably different time scales, from the order of nanoseconds ($10^{-9}$ s) to the order of several days; When you are looking at the interaction between temperature and climate, it is found that the daily temperature changes more rapidly, while climate changes are relatively slow. People always call this kind of system as the multiscale system or slow-fast system. Multiscale models have wide applications in various fields, such as nonlinear oscillations, chemical kinetics, biology, climate dynamics, see e.g. [2, 45] and the references therein.

Multiscale systems often show characteristics that do not conform to common sense, and the complexity of this kind system makes the traditional single theory no longer applicable, so the study of multiscale models system becomes inevitable and necessary. The mathematical methods people use are often referred to as the methods of averaging and of homogenization, see e.g. [12, 30] and the references therein.

The averaging principle for multiscale models describes the asymptotic behavior of the slow component as the scale parameter $\varepsilon \to 0$. Bogoliubov and Mitropolsky [3] first studied the averaging principle for the deterministic systems. Khasminskii [23] established an averaging principle for the stochastic differential equations driven by Wiener noise. Since these pioneering works, many people have studied averaging principles for various stochastic systems, see e.g. [18, 20, 21, 24, 25, 26, 27, 35, 42, 50] for stochastic differential equations (SDEs), and see e.g. [4, 6, 7, 8, 9, 11, 13, 14, 15, 16, 32, 40, 43, 47] for stochastic partial differential equations (SPDEs).
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In this paper, we consider the following slow-fast stochastic system on a Hilbert space $H$:

$$
\begin{align*}
&dX_t^\varepsilon = [AX_t^\varepsilon + B(X_t^\varepsilon, Y_t^\varepsilon)]dt + dL_t, \quad X_0^\varepsilon = x \in H, \\
&dY_t^\varepsilon = \frac{1}{\varepsilon}[AY_t^\varepsilon + F(X_t^\varepsilon, Y_t^\varepsilon)]dt + \frac{1}{\varepsilon^{1/\alpha}}dZ_t, \quad Y_0^\varepsilon = y \in H,
\end{align*}
$$

(1.1)

where $\varepsilon > 0$ is a small parameter describing the ratio of time scales between the slow component $X^\varepsilon$ and fast component $Y^\varepsilon$. $A$ is a selfadjoint operator, measurable functions $B, F : H \times H \to H$ satisfy some appropriate conditions, and $\{L_t\}_{t \geq 0}$ and $\{Z_t\}_{t \geq 0}$ are mutually independent cylindrical $\alpha$-stable processes with $\alpha \in (1, 2)$, which are defined on a complete filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$.

The strong averaging principle for such stochastic systems (1.1) has attracted some attention recently. For instance, Bao et al. [1] proved the strong averaging principle for two-time scale SPDEs driven by $\alpha$-stable noise. The authors have proved the strong averaging principle for stochastic Ginzburg-Landau equation, stochastic Burgers equations and a class of SPDEs with Hölder coefficients in [41, 10] and [38] respectively. However, the key technique used in these mentioned papers was based on the Khasminskii’s time discretization, thus no satisfactory convergence order was obtained. Meanwhile, studying the convergence rate is an interesting and important topic in multiscale system. For instance, Bréhier [5, 6] used the convergence rate to construct the efficient numerical schemes, based on the Heterogeneous Multiscale Methods.

The order of convergence for slow-fast stochastic systems has been studied extensively. The technique of Khasminskii’s time discretization is frequently used to study the strong convergence rate (see e.g. [4, 19, 26, 35]), while the method of asymptotic expansion of solutions of Kolmogorov equations in the parameter $\varepsilon$ is used to study the weak convergence rate (see e.g. [4, 11, 14, 24, 49]). Recently, the technique of Poisson equation is widely used to study the strong and weak convergence rates, see e.g. [6, 17, 35, 36, 39, 46]. For more applications of Poisson equation, see e.g. [28, 29, 37] and references therein.

The aim of this paper is first establish the strong convergence rates of stochastic system (1.1). More precisely, for any $(x, y) \in H^0 \times H$ with $\eta \in (0, 1)$, $T > 0$ and $1 \leq p < \alpha$, one tries to prove that

$$
\sup_{t \in [0, T]} \mathbb{E}|X_t^\varepsilon - \bar{X}_t|^p \leq C\varepsilon^{(1 - \frac{1}{\alpha})p},
$$

where $C$ is a constant depending on $T, \|x\|_\eta, \|y\|_p$ and $\bar{X}$ is the solution of the corresponding averaged equation (see Eq. (2.7) below).

Secondly, we continuous to study the weak convergence rates of stochastic system (1.1). More precisely, for some fixed test function $\phi$, then for any $(x, y) \in H \times H$, $T > 0$ and $r \in (0, 1)$, one tries to prove that

$$
|\mathbb{E}\phi(X_t^\varepsilon) - \mathbb{E}\phi(\bar{X}_t)| \leq C\varepsilon^{1-r},
$$

where $C$ is a constant depending on $T, \|x\|, \|y\|, r$.

In contrast to the existing works [6, 17], due to the Wiener noise is considered there, thus the solution has finite second moment usually. However the solution here does not has finite second moment due to the $\alpha$-stable noise, hence some methods developed there do not work in this situation. In order to overcome this difficulty, we shall estimate the solution of...
the corresponding Poisson equation more carefully, meanwhile the accurate treatment of the \(\alpha\)-stable process is provided in the proof.

In contrast to the existing work \cite{39}, the strong and weak convergence rates for slow-fast SDEs driven by \(\alpha\)-stable noise are obtained there, we here extend the case of finite dimension to infinite dimension essentially. However, we have to overcome some non-trivial difficulties in the infinite dimensional case. For example the presentation of term \(AX^\varepsilon_t\), the method of Galerkin approximation and the smoothing properties of the semigroup \(e^{tA}\) will be used to deal with a serious of difficulties arising from the unbounded operator \(A\).

Another contribution of this paper is to fill a gap in \cite{1} partially. As stated in \cite[Remark 3.3]{1}, "for the technical reason, it seems hard to show Theorem 3.1 without the uniform boundedness of the nonlinearity", where "Theorem 3.1" means the strong averaging principle holds and "the nonlinearity" means the coefficient \(B\). In fact, the essential reason is that the method used in \cite{1} is the classical Khasminskii’s time discretization, which highly depends on the square calculation in the proof, hence the finite second moment of the solution \(X^\varepsilon_t\) is required usually. But the solution \(X^\varepsilon_t\) for system (1.1) only has finite \(p\)-th moment \((0 < p < \alpha)\), the uniform boundedness of \(B\) is used to weaken the finite second moment to finite first moment. However, the technique of Poisson equation is used to remove the condition of uniform boundedness of \(B\), but some bounded conditions of second and third derivatives for the coefficients are assumed. Moreover, the optimal strong averaging convergence order is obtained here.

The organization of this paper is as follows. In the next section, some notations and assumptions are introduced. Then we state our main results. Section 3 is devoted to study the regularity of the solution of the corresponding Poisson equation. The detailed proofs of strong and weak convergence rates are provided in Sections 4 and 5 respectively. The final section is the appendix, where we give some a-priori estimates of the solution, and study the Galerkin approximation of the system (1.1) and the finite dimensional approximation of the frozen equation.

We note that throughout this paper \(C, C_p, C_T\) and \(C_{p,T}\) denote positive constants which may change from line to line, where the subscript \(p, T\) are used to emphasize that the constants depend on \(p, T\).

2. Notations and main results

2.1. Notations and assumptions. We introduce some notation used throughout this paper. \(H\) is Hilbert space with inner product \(\langle \cdot, \cdot \rangle\) and norm \(| \cdot |\). \(\mathbb{N}_+\) stands for the collection of all the positive integers.

\(\mathcal{B}(H)\) denotes the collection of all measurable functions \(\varphi(x) : H \to \mathbb{R}\). For any \(k \in \mathbb{N}_+\),

\[ C^k(H) := \{ \varphi \in \mathcal{B}(H) : \varphi \text{ and all its Fréchet derivatives up to order } k \text{ are continuous} \}, \]
\[ C^k_b(H) := \{ \varphi \in C^k(H) : \text{ for } 1 \leq i \leq k, \text{ all } i\text{-th Fréchet derivatives of } \varphi \text{ are bounded} \}. \]

For any \(\varphi \in C^3(H)\), by the Riesz representation theorem, we often identify the first Fréchet derivative \(D\varphi(x) \in \mathcal{L}(H, \mathbb{R}) \cong H\), the second derivative \(D^2\varphi(x)\) as a linear operator in \(\mathcal{L}(H, H)\) and the third derivative \(D^3\varphi(x)\) as a linear operator in \(\mathcal{L}(H, \mathcal{L}(H, H))\), i.e.,

\[ D\varphi(x) \cdot h_1 = \langle D\varphi(x), h_1 \rangle, \quad h_1 \in H, \]
where \( D^k \varphi(x) \cdot h \) is the \( k \)-th directional derivative of \( \varphi \) in the direction \((h_1, \ldots, h_k)\), for \( k = 1, 2, 3 \).

A selfadjoint operator \( A \) satisfies \( \lambda_ne_n = -\lambda_ne_n \) with \( \lambda_n > 0 \) and \( \lambda_n \uparrow \infty \), as \( n \uparrow \infty \), where \( \{e_n\}_{n \geq 1} \subset \mathcal{D}(A) \) is a complete orthonormal basis of \( H \). For any \( s \in \mathbb{R} \), we define

\[
H^s := \mathcal{D}((-A)^{s/2}) := \left\{ u = \sum_{k \in \mathbb{N}_+} u_ke_k : u_k \in \mathbb{R}, \sum_{k \in \mathbb{N}_+} \lambda_k^s u_k^2 < \infty \right\}
\]

and

\[
(-A)^{s/2} u := \sum_{k \in \mathbb{N}_+} \lambda_k^{s/2} u_k e_k, \quad u \in \mathcal{D}((-A)^{s/2})
\]

with the associated norm \( \|u\|_s := \|(-A)^{s/2} u\| = \left(\sum_{k \in \mathbb{N}_+} \lambda_k^s u_k^2\right)^{1/2} \). It is easy to see \( \|\cdot\|_0 = |\cdot| \).

The following smoothing properties of the semigroup \( e^{tA} \) (see [4, Proposition 2.4]) will be used quite often later in this paper:

\[
\|e^{tA} x\|_{\sigma_2} \leq C_{\sigma_1, \sigma_2} t^{-\frac{\sigma_2 - \sigma_1}{2}} e^{-\frac{\lambda_1 t}{2}} \|x\|_{\sigma_1}, \quad x \in H^{\sigma_2}, \sigma_1 \leq \sigma_2, \ t > 0,
\]

\[
|e^{tA} x - x| \leq C_s t^2 \|x\|_{\sigma}, \quad x \in H^{\sigma}, \sigma > 0, \ t \geq 0.
\]

Let \( \{L_t\}_{t \geq 0} \) and \( \{Z_t\}_{t \geq 0} \) be mutually independent cylindrical \( \alpha \)-stable processes, where \( \alpha \in (1, 2) \), i.e.,

\[
L_t = \sum_{k \in \mathbb{N}_+} \beta_k L^k_t e_k, \quad Z_t = \sum_{k \in \mathbb{N}_+} \gamma_k Z^k_t e_k, \quad t \geq 0,
\]

where \( \{\beta_k\}_{k \in \mathbb{N}_+} \) and \( \{\gamma_k\}_{k \in \mathbb{N}_+} \) are two given sequence of positive numbers, \( \{L^k_t\}_{n \geq 1} \) and \( \{Z^k_n\}_{n \geq 1} \) are two sequences of independent one dimensional rotationally symmetric \( \alpha \)-stable processes with \( \alpha \in (1, 2) \) satisfying for any \( k \in \mathbb{N}_+ \) and \( t \geq 0 \),

\[
\mathbb{E}[e^{iL^k_{kh\Gamma}}] = \mathbb{E}[e^{iZ^k_{kh\Gamma}}] = e^{-t|h|^\alpha}, \quad h \in \mathbb{R}.
\]

For \( t > 0, k \in \mathbb{N}_+ \), and \( \Gamma \in \mathcal{B}(\mathbb{R} \setminus \{0\}) \), the Poisson random measure associated with \( L^k \) and \( Z^k \) are defined by

\[
N^{1,k}([0, t], \Gamma) = \sum_{0 \leq s \leq t} 1_{\Gamma}(L^k_s - L^k_{s-}), \quad N^{2,k}([0, t], \Gamma) = \sum_{0 \leq s \leq t} 1_{\Gamma}(Z^k_s - Z^k_{s-})
\]

and the corresponding compensated Poisson random measures are given by

\[
\tilde{N}^{i,k}([0, t], \Gamma) = N^{i,k}([0, t], \Gamma) - t \nu(\Gamma), \quad i = 1, 2,
\]

where \( \nu(dy) = \frac{c_\alpha}{|y|^{\alpha+1}} dy \) is the Lévy measure with \( c_\alpha > 0 \).

By Lévy-Itô’s decomposition and the symmetry of the Lévy measure \( \nu \), one has

\[
L^k_t = \int_{|x| \leq c} x \tilde{N}^{1,k}([0, t], dx) + \int_{|x| > c} x N^{1,k}([0, t], dx),
\]

\[
Z^k_t = \int_{|x| \leq c} x \tilde{N}^{2,k}([0, t], dx) + \int_{|x| > c} x N^{2,k}([0, t], dx),
\]

where \( c > 0 \). We also assume that \( \{L^n_t\}_{n \geq 1} \) and \( \{Z^n_t\}_{n \geq 1} \) are independent.
Now, we assume the following conditions on the coefficients $B, F : H \times H \to H$ throughout the paper:

**A1.** $B$ and $F$ are Lipschitz continuous, i.e., there exist positive constants $L_F$ and $C$ such that for any $x_1, x_2, y_1, y_2 \in H$,

\[
|B(x_1, y_1) - B(x_2, y_2)| \leq C(|x_1 - x_2| + |y_1 - y_2|),
\]
\[
|F(x_1, y_2) - F(x_2, y_2)| \leq C|x_1 - x_2| + L_F|y_1 - y_2|.
\]

**A2.** Assume that $\lambda_1 - L_F > 0$, $\sum_{k \in \mathbb{N}_+} \beta_k^{\alpha} \lambda_k^{\alpha-1} < \infty$ and $\sum_{k \in \mathbb{N}_+} \gamma_k^{\alpha} < \infty$.

**A3.** Assume that there exists $\kappa_1 \in (0, 2)$ such that the following directional derivatives are well-defined and satisfy:

\[
\begin{align*}
|D_x B(x, y) \cdot h| & \leq C|h| \quad \text{and} \quad |D_y B(x, y) \cdot h| \leq C|h|, \quad \forall x, y, h \in H, \\
|D_{xx} B(x, y) \cdot (h, k)| & \leq C|h||k|^{\kappa_1}, \quad \forall x, y, h \in H, k \in H^{\kappa_1}, \\
|D_{yy} B(x, y) \cdot (h, k)| & \leq C|h||k|^{\kappa_1}, \quad \forall x, y, h \in H, k \in H^{\kappa_1}, \\
|D_{xy} B(x, y) \cdot (h, k)| & \leq C|h||k|^{\kappa_1}, \quad \forall x, y, h \in H, k \in H^{\kappa_1}, \\
|D_{xy} B(x, y) \cdot (h, k)| & \leq C|h||k|^{\kappa_1}, \quad \forall x, y, h \in H, k \in H^{\kappa_1},
\end{align*}
\]

where $D_x B(x, y) \cdot h$ is the directional derivative of $B(x, y)$ in the direction $h$ with respective to $x$, other notations can be interpreted similarly. The above properties in (2.3) also hold for operator $F$.

**Remark 2.1.** Suppose that the assumption **A1** holds, $\sum_{k \in \mathbb{N}_+} \beta_k^{\alpha} / \lambda_k < \infty$ and $\sum_{k \in \mathbb{N}_+} \gamma_k^{\alpha} / \lambda_k < \infty$. As [33] did, we have that, for $\varepsilon > 0$ and $(x, y) \in H \times H$, the system (1.1) admits a unique mild solution $(X^\varepsilon_t, Y^\varepsilon_t) \in H \times H$, i.e., $\mathbb{P}$-a.s.,

\[
\begin{align*}
X_t^\varepsilon &= e^{tA}x + \int_0^t e^{(t-s)A}B(X_s^\varepsilon, Y_s^\varepsilon)ds + \int_0^t e^{(t-s)A}dL_s, \\
Y_t^\varepsilon &= e^{tA/\varepsilon}y - \frac{1}{\varepsilon} \int_0^t e^{(t-s)A/\varepsilon}F(X_s^\varepsilon, Y_s^\varepsilon)ds + \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}dZ_s.
\end{align*}
\]

**Remark 2.2.** The condition $\lambda_1 - L_F > 0$ in assumption **A2** is called the strong dissipative condition, which is used to prove the existence and uniqueness of the invariant measures and the exponential ergodicity of the transition semigroup of the frozen equation. The condition $\sum_{k \in \mathbb{N}_+} \gamma_k^{\alpha} < \infty$ in assumption **A2** are necessary when applying Itô’s formula for the solution $(X^\varepsilon, Y^\varepsilon)$. While the condition $\sum_{k \in \mathbb{N}_+} \beta_k^{\alpha} \lambda_k^{\alpha-1} < \infty$ is used to control $\mathbb{E} \| \int_0^t e^{(t-s)A}dL_s \|_2$. For a more general result see [34, Lemma 4.1], i.e., if $\sum_{k \in \mathbb{N}_+} \frac{\beta_k^{\alpha}}{\lambda_k^{1-\alpha/2}} < \infty$ holds for some $\theta \geq 0$, then we have for any $0 < p < \alpha$,

\[
\sup_{t \geq 0} \mathbb{E} \left\| \int_0^t e^{(t-s)A}dL_s \right\|_\theta^p \leq C_{\alpha,p} \left( \sum_{k \in \mathbb{N}_+} \frac{\beta_k^{\alpha}}{\lambda_k^{1-\alpha/2}} \right)^{p/\alpha}.
\]
Remark 2.3. Here we give an example that the conditions in assumption A3 hold. Let $H := \{ g \in L^2(D) : g(\xi) = 0, \xi \in \partial \mathcal{D} \}$, where $\mathcal{D} = (0,1)^d$ for $d = 1, 2, 3$, $\partial \mathcal{D}$ is the boundary of domain $\mathcal{D}$ and $A := \Delta := \sum_{i=1}^{d} \partial_{\xi_i}^2$ be the Laplacian operator. The coefficient $B$ is defined to be the Nemytskii operator associated with a function $b : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$, i.e., $B(x,y)(\xi) := b(x(\xi), y(\xi))$. Then the following directional derivatives are well-defined and belong to $H$,

\[
\begin{align*}
D_x B(x,y) \cdot h &= \partial_x b(x,y) h \quad \text{and} \quad D_y B(x,y) \cdot h = \partial_y b(x,y) h, \quad \forall x,y, h \in H, \\
D_{xx} B(x,y) \cdot (h,k) &= \partial_{xx} b(x,y) hk, \quad \forall x,y, h, k \in L^\infty(0,1), \\
D_{yy} B(x,y) \cdot (h,k) &= \partial_{yy} b(x,y) hk, \quad \forall x,y, h, k \in L^\infty(0,1), \\
D_{xy} B(x,y) \cdot (h,k) &= \partial_{xy} b(x,y) hk, \quad \forall x,y, h, k \in L^\infty(0,1), \\
D_{xxy} B(x,y) \cdot (h,k,l) &= \partial_{xxy} b(x,y) hkl, \quad \forall x,y, h, k, l \in L^\infty(0,1), \\
D_{yy} B(x,y) \cdot (h,k,l) &= \partial_{yy} b(x,y) hkl, \quad \forall x,y, h, k, l \in L^\infty(0,1), \\
D_{xxy} B(x,y) \cdot (h,k,l) &= \partial_{xxy} b(x,y) hkl, \quad \forall x,y, h, k, l \in L^\infty(0,1),
\end{align*}
\]

where all the partial derivatives of $b$ appear above are uniformly bounded by assumption.

Note that $H^{4/2+\eta} \subset L^\infty(\mathcal{D})$ for any $\eta > 0$(see [6, (6)]), thus it is easy to see that $B$ satisfy assumption A3 with any $\kappa_1 \in (1/2, 2)$ for $d = 1$, $\kappa_1 \in (1, 2)$ for $d = 2$ and $\kappa_1 \in (3/2, 2)$ for $d = 3$.

2.2. **Main results.** Let $\mu^x$ be the unique invariant measure of the transition semigroup of the frozen equation

\[
\begin{align*}
\begin{cases}
\frac{dY_t}{dt} = [AY_t + F(x,Y_t)] dt + dZ_t, \\
Y_0 = y \in H
\end{cases}
\end{align*}
\]

(2.6)

and define $\bar{B}(x) := \int_H B(x,y) \mu^x(dy)$. Let $\bar{X}$ be the solution of the corresponding averaged equation:

\[
\begin{align*}
\begin{cases}
\frac{d\bar{X}_t}{dt} = [A\bar{X}_t + \bar{B}(\bar{X}_t)] dt + dL_t, \\
\bar{X}_0 = x \in H.
\end{cases}
\end{align*}
\]

(2.7)

Here we state our main results.

**Theorem 2.4. (Strong convergence rate)** Suppose that assumptions A1 and A3 hold. Then for any initial values $(x,y) \in H^{\eta} \times H$ with $\eta \in (0,1)$, $T > 0$, $1 \leq p < \alpha$ and small enough $\epsilon, \delta > 0$, we have

\[
\sup_{t \in [0,T]} \mathbb{E}|X_t^x - \bar{X}_t|^p \leq C_{p,T,\delta} \left[ 1 + ||x||_\eta^{(1+\delta)p} + ||y||_\eta^{(1+\delta)p} \right]^{(1-\frac{1}{\alpha})p}.
\]

(2.8)

**Remark 2.5.** The result (2.8) above implies that the strong convergence order is $1 - \frac{1}{\alpha}$, which is the optimal order in the strong sense usually (see [39, Example 2.2]). Meanwhile, when $\alpha \uparrow 2$, this order $1 - \frac{1}{\alpha} \uparrow \frac{1}{2}$, which is in accord with the optimal order 1/2 in the case of Wiener noise (see [6, 17, 36]). Note that we do not assume the boundedness of $B$, thus it gives a positive answer to [1, Remark 3.3].

**Theorem 2.6. (Weak convergence rate)** Suppose that assumptions A1-A3 hold. Moreover, $\sup_{x,y} |B(x,y)| < \infty$ and there exists $\kappa_2 \in (0,2)$ such that the following directional derivatives are well-defined and satisfy:

\[
|D_{xxy} B(x,y) \cdot (h,k,l)| \leq C ||h||_{\kappa_2} ||k||_{\kappa_2} ||l||_{\kappa_2}, \quad \forall x,y, h \in H, k, l \in H^{\kappa_2},
\]

(2.9)
\[ |D_{xxx} F(x, y) \cdot (h, k, l)| \leq C |h||k||l|_{\kappa_2}, \quad \forall x, y, h \in H, k, l \in H^{\kappa_2}. \]  

(2.10)

Then for any test function \( \phi \in C^3_0(H) \), initial values \( (x, y) \in H \times H, T > 0, r \in (0, 1) \) and \( \varepsilon > 0 \), we have

\[
\sup_{t \in [0, T]} \left| \mathbb{E} \phi(X^\varepsilon_t) - \mathbb{E} \phi(\bar{X}_t) \right| \leq C_{r,T,\delta} \left[ 1 + |x|^{1+\delta} + |y|^{1+\delta} \right] \varepsilon^{1-r},
\]

(2.11)

where \( C_{r,T,\delta} \) is a constant depends on \( r, T, \delta \) and \( \lim_{\varepsilon \to 0} C_{r,T,\delta} = \infty \).

**Remark 2.7.** The result (2.11) implies that the weak convergence rate is \( 1 - r \) with any \( r \in (0, 1) \). Comparing with the theorem 2.4, the stronger regularity of the coefficients \( B, F \) are assumed, while initial value \( x \in H \) and the improved convergence order is obtained. It is worthy to point that the boundedness of the \( B \) is assumed for the reason of the solution does not has finite second moment. Meanwhile, it fails to obtain the expected weak convergence order 1 (see [39]).

**Remark 2.8.** Here we give an example that some additional conditions in Theorem (2.6) hold. Recall the notations in Remark 2.3. Obviously \( \sup_{x,y \in H} |B(x, y)| < \infty \) by assuming \( \sup_{x,y \in \mathbb{R}} |b(x, y)| < \infty \). Next we check the condition (2.10). Assume that \( \sup_{x,y \in \mathbb{R}} |\partial_{xxx} b(x, y)| < \infty \). Then the following directional derivatives are well-defined and belong to \( H \),

\[
D_{xxx} B(x, y) \cdot (h, k, l) = \partial_{xxx} b(x, y) hkl, \quad \forall x, y, h \in H, k, l \in L^\infty(0, 1).
\]

Note that \( H^{d/2+\eta} \subset L^\infty(\mathcal{D}) \) for any \( \eta > 0 \), thus it is easy to see that

\[
|D_{xxx} B(x, y) \cdot (h, k, l)| = |\partial_{xxx} b(x, y) hkl| \leq C |h||k||l|_{\kappa_2},
\]

where \( \kappa_2 \in (1/2, 2) \) for \( d = 1 \), \( \kappa_2 \in (1, 2) \) for \( d = 2 \) and \( \kappa_2 \in (3/2, 2) \) for \( d = 3 \). The assumption (2.10) can be handled similarly.

### 3. The Poisson Equation for Nonlocal Operator

Since the drift coefficient \( B \) may not be bounded and the solution \( X^\varepsilon_t \) does not has finite second moment, the classical Khasminskii’s time discretization dose not work in this situation (see [1, Remark 3.3]). We shall use the technique of Poisson equation to obtain the strong and weak convergence rates for system (1.1). Meanwhile, note that the operator \( A \) is not a bounded operator and \( H \ni x \) may not belong to \( \mathcal{D}(-A) \), we use Galerkin approximation to reduce the infinite dimensional problem to a finite dimension firstly, then we will take the limit finally, i.e., considering

\[
\begin{aligned}
& dX^m_t = [AX^m_t + B^m(X^m_t, Y^m_t)]dt + d\tilde{L}^m_t, \quad X^m_0 = x^m \in H_m, \\
& dY^m_t = \frac{1}{\varepsilon}[AY^m_t + F^m(X^m_t, Y^m_t)]dt + \frac{1}{\varepsilon^{1/2}}d\tilde{Z}^m_t, \quad Y^m_0 = y^m \in H_m,
\end{aligned}
\]

(3.1)

where \( m \in \mathbb{N}_+, H_m := \text{span}\{e_k; 1 \leq k \leq m\} \), \( \pi_m \) is the orthogonal projection of \( H \) onto \( H_m \), \( x^m := \pi_m x, y^m := \pi_m y \) and

\[
B^m(x, y) := \pi_m B(x, y), \quad F^m(x, y) := \pi_m F(x, y),
\]

\[
\tilde{L}^m_t := \sum_{k=1}^{m} \beta_k L^k_t e_k, \quad \tilde{Z}^m_t := \sum_{k=1}^{m} \gamma_k Z^k_t e_k.
\]
Similarly, we consider the following approximation to the averaged equation (2.7):

\[
\begin{align*}
    d\tilde{X}^m_t &= \left[ A\tilde{X}^m_t + \tilde{B}^m(\tilde{X}^m_t) \right] dt + d\tilde{L}^m_t, \\
    \tilde{X}^m_0 &= x^m,
\end{align*}
\]

where \( \tilde{B}^m(x) := \int_{H_m} B^m(x,y)\mu^{x,m}(dy) \), and \( \mu^{x,m} \) is the unique invariant measure of the transition semigroup of the following frozen equation:

\[
\begin{align*}
    \left\{ \begin{array}{l}
    dY^{x,y,m}_t = [AY^{x,y,m}_t + F^m(x, Y^{x,y,m}_t)]dt + d\tilde{Z}^m_t, \\
    Y^{x,y,m}_0 = y \in H_m.
    \end{array} \right.
\end{align*}
\]

Before we use the technique of Poisson equation, we need to do some preparations.

3.1. The frozen equation. For fixed \( x \in H \) and \( m \in \mathbb{N}_+ \), we recall the finite dimensional frozen equation (3.3). Note that \( F^m(x, \cdot) \) is Lipschitz continuous, then it is easy to show that for any initial value \( y \in H_m \), equation (3.3) has a unique mild solution \( \{Y^{x,y,m}_t\}_{t \geq 0} \) in \( H_m \), i.e., \( \mathbb{P} \)-a.s.,

\[
Y^{x,y,m}_t = e^{tA}y + \int_0^t e^{(t-s)A}F^m(x, Y^{x,y,m}_s)ds + \int_0^t e^{(t-s)A}d\tilde{Z}^m_s.
\]

Moreover, the solution \( \{Y^{x,y,m}_t\}_{t \geq 0} \) is a time homogeneous Markov process. Let \( \{P^{x,m}_t\}_{t \geq 0} \) be its transition semigroup, i.e., for any bounded measurable function \( \varphi : H_m \to \mathbb{R} \),

\[
P^{x,m}_t \varphi(y) := \mathbb{E} \varphi(Y^{x,y,m}) \quad y \in H_m, t \geq 0.
\]

Before studying the asymptotic behavior of \( \{P^{x,m}_t\}_{t \geq 0} \), we prove the following lemmas.

**Lemma 3.1.** For any \( p \in [1, \alpha) \), there exists \( C_p > 0 \) such that

\[
\sup_{m \geq 1} \mathbb{E}|Y^{x,y,m}_t|^p \leq e^{-\lambda_1 t}|y|^p + C_p(1 + |x|^p).
\]

**Proof.** By a straightforward computation, it is easy to see

\[
|Y^{x,y,m}_t| \leq e^{-\lambda_1 t}|y| + \int_0^t e^{-\lambda_1 (t-s)}|F^m(x, Y^{x,y,m}_s)|ds + \int_0^t e^{(t-s)A}d\tilde{Z}_s.
\]

Then by Minkowski’s inequality, we have for any \( p \in (1, \alpha) \) and \( t \geq 0 \),

\[
(\mathbb{E}|Y^{x,y,m}_t|^p)^{1/p} \leq e^{-\lambda_1 t}|y| + \int_0^t e^{-\lambda_1 (t-s)} \left[ L_F (\mathbb{E}|Y^{x,y,m}_s|^p)^{1/p} + C|x| + C \right] ds \\
+ \left( \mathbb{E} \left( \int_0^t e^{(t-s)A}d\tilde{Z}_s \right)^p \right)^{1/p}.
\]

By condition \( L_F < \lambda_1 \) in assumption \( \textbf{A2} \), we obtain

\[
\mathbb{E}|Y^{x,y,m}_t|^p \leq e^{-\lambda_1 t}|y|^p + C_p(1 + |x|^p) + C_p \sup_{t \geq 0} \mathbb{E} \left( \int_0^t e^{(t-s)A}d\tilde{Z}_s \right)^p.
\]
Note that condition $\sum_{k=1}^{\infty} \gamma_k^\alpha < \infty$ implies $\sum_{k=1}^{\infty} \frac{\gamma_k^\alpha}{\lambda_k} < \infty$. Then by (2.5), we get
\[
\sup_{t \geq 0} \mathbb{E} \left| \int_0^t e^{(l-s)A} dZ_s \right|^p \leq C_{\alpha,p} \left( \sum_{k=1}^{\infty} \frac{\gamma_k^\alpha}{\lambda_k} \right)^{p/\alpha}. \tag{3.6}
\]
Hence, (3.5) and (3.6) implies that (3.4) holds. The proof is complete. \(\square\)

**Lemma 3.2.** For any $t > 0$ and $x_1, x_2 \in H, y_1, y_2 \in H_m$, there exists $C > 0$ such that
\[
\sup_{m \geq 1} \left| Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m} \right| \leq e^{-\frac{(\lambda_1 - L_F)t}{2}} |y_1 - y_2| + C|x_1 - x_2|. \tag{3.7}
\]

**Proof.** For any $x_1, x_2 \in H, y_1, y_2 \in H_m$, note that
\[
\frac{d}{dt} (Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m}) = A(Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m}) + [F^m(x_1, Y_t^{x_1, y_1, m}) - F^m(x_2, Y_t^{x_2, y_2, m})].
\]
Multiplying $2(Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m})$ in both sides, we obtain
\[
\frac{d}{dt} |Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m}|^2 = -2\|Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m}\|^2 + 2(F^m(x_1, Y_t^{x_1, y_1, m}) - F^m(x_2, Y_t^{x_2, y_2, m}), Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m}).
\]
Then by $L_F < \lambda_1$ in assumption **A2** and Young’s inequality, we get
\[
\frac{d}{dt} |Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m}|^2 \leq -2\lambda_1 |Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m}|^2 + 2L_F |Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m}|^2
\]
\[
+ C|x_1 - x_2| (Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m})
\]
\[
\leq -(\lambda_1 - L_F) |Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m}|^2 + C|x_1 - x_2|^2.
\]

By comparison theorem, we have for any $t > 0$,
\[
|Y_t^{x_1, y_1, m} - Y_t^{x_2, y_2, m}|^2 \leq e^{-(\lambda_1 - L_F)t} |y_1 - y_2|^2 + C|x_1 - x_2|^2. \tag{3.8}
\]
The proof is complete. \(\square\)

Under the condition $\lambda_1 - L_F > 0$, it is well known that the transition semigroup $\{P_t^{x,m}\}_{t \geq 0}$ admits a unique invariant measure $\mu^{x,m}$ (see e.g. [44, Theorem 1.1]). Using (3.4), it is easy to check that for any $p \in [1, \alpha)$ and $x \in H$, $\sup_{m \geq 1} \int_{H_m} |z|^p \mu^{x,m}(dz) \leq C_p(1 + |x|^p)$. \tag{3.9}

Furthermore, we shall prove the following exponential ergodicity for the transition semigroup $\{P_t^{x,m}\}_{t \geq 0}$, which plays an important role in studying the regularity of the solution of the Poisson equation.

**Proposition 3.3.** For any Lipschitz continuous function $G : H \to H$, then we have for any $t > 0$,
\[
\sup_{x \in H} \left| P_t^{x,m}G(y) - \mu^{x,m}(G) \right| \leq C\|G\|_{\text{Lip}} e^{-\frac{(\lambda_1 - L_F)t}{2}} (1 + |x| + |y|), \tag{3.10}
\]
where $C > 0$ and $\|G\|_{\text{Lip}} := \sup_{x \neq y \in H} \frac{|G(x) - G(y)|}{|x - y|}$.\]
Proof. By the definition of invariant measure \( \mu^{x,m} \) and (3.7), we have for any \( t > 0 \),

\[
|P_{t}^{x,m}G(y) - \mu^{x,m}(G)| = \left| \mathbb{E}G(Y_{t}^{x,y,m}) - \int_{H_{m}} G(z) \mu^{x,m}(dz) \right|
\leq \left| \int_{H_{m}} [\mathbb{E}G(Y_{t}^{x,y,m}) - \mathbb{E}G(Y_{t}^{x,z,m})] \mu^{x,m}(dz) \right|
\leq \|G\|_{\text{Lip}} \int_{H_{m}} \mathbb{E}|Y_{t}^{x,y,m} - Y_{t}^{x,z,m}| \mu^{x,m}(dz)
\leq \|G\|_{\text{Lip}} e^{\frac{\lambda_1 - \lambda_2}{2}t} \int_{H_{m}} |y - z| \mu^{x,m}(dz)
\leq \|G\|_{\text{Lip}} e^{\frac{\lambda_1 - \lambda_2}{2}t} [1 + |x| + |y|],
\]
where the last inequality is a consequence of (3.9). The proof is complete.

\[\square\]

3.2. The regularity of solution of the Poisson equation. By the preparation in above subsection, this subsection is devoted to study the following Poisson equation:

\[-L_{2}^{m}(x)\Phi_{m}(x, y) = B^{m}(x, y) - \bar{B}^{m}(x), \quad x, y \in H_{m}, \tag{3.11}\]

where \( L_{2}^{m}(x) \) is the infinitesimal generator of the transition semigroup of the finite dimensional frozen equation (3.3), i.e.,

\[
L_{2}^{m}(x)\Phi_{m}(x, y) = D_{y}\Phi_{m}(x, y) \cdot (Ay + F^{m}(x, y)) + \sum_{k=1}^{m} \gamma_{k} \int_{\mathbb{R}} \Phi_{m}(x, y + e_{k}z) - \Phi_{m}(x, y) - (D_{y}\Phi_{m}(x, y), e_{k}z) 1_{\{|z| \leq 1\}} \nu(dz). \tag{3.12}\]

Note that \( L_{2}(x) \) is the infinitesimal generator of the transition semigroup of the frozen process \( \{Y_{t}^{x,y,m}\}_{t \geq 0} \), we define

\[
\Phi_{m}(x, y) := \int_{0}^{\infty} \left[ \mathbb{E}B^{m}(x, Y_{t}^{x,y,m}) - \bar{B}^{m}(x) \right] dt. \tag{3.13}\]

It is easy to check (3.13) solves equation (3.11). The following is the regularity of the solution \( \Phi_{m}(x, y) \) with respect to parameters, which will play an important role in the proof of our main results. The regularity of the solution of the Poisson equation with respect to parameters have been study in some references, see e.g. [29, 35, 39].

Proposition 3.4. For any \( \delta \in (0, 1] \), there exists \( C, C_{\delta} > 0 \) such that for any \( x, y, h, k \in H_{m} \),

\[
\sup_{m \geq 1} |\Phi_{m}(x, y)| \leq C(1 + |x| + |y|); \tag{3.14}\]
\[
\sup_{m \geq 1} |D_{y}\Phi_{m}(x, y) \cdot h| \leq C|h|; \tag{3.15}\]
\[
\sup_{m \geq 1} |D_{x}\Phi_{m}(x, y) \cdot h| \leq C_{\delta}(1 + |x|^{\delta} + |y|^{\delta})|h|; \tag{3.16}\]
\[
\sup_{m \geq 1} |D_{xx}\Phi_{m}(x, y) \cdot (h, k)| \leq C_{\delta}(1 + |x|^{\delta} + |y|^{\delta})|h||k|_{\kappa_{1}}, \tag{3.17}\]

where \( \kappa_{1} \) is the constant in assumption A3.
Remark 3.5. It is crucial that the parameter $\delta > 0$ in (3.16) and (3.17), which plays a key role in solving the difficulty caused by the solution does not have finite second moment.

Proof. The proof is divided into three steps.

Step 1. By Proposition 3.3, we get

$$|\Phi_m(x, y)| \leq \int_0^\infty |\mathbb{E}B^m(x, Y_t^{x,y,m}) - \tilde{B}^m(x)| dt$$

$$\leq C(1 + |y|) \int_0^\infty e^{-\frac{(\lambda_1 - LF)t}{2} t} dt \leq C(1 + |y|).$$

So the first estimate in (3.14) holds.

For any $h \in H_m$, we have

$$D_y \Phi_m(x, y) \cdot h = \int_0^\infty \mathbb{E}[D_y B^m(x, Y_t^{x,y,m}) \cdot D^h_t Y^{x,y,m}] dt,$$

where $D^h_t Y^{x,y,m}$ is the derivative of $Y_t^{x,y,m}$ with respect to $y$ in the direction $h$, which satisfies

$$\begin{cases}
D^h_t Y_t^{x,y,m} = AD^h_t Y_t^{x,y,m} dt + D_y F^m(x, Y_t^{x,y}) \cdot D^h_t Y_t^{x,y,m} dt, \\
D^h_0 Y_t^{x,y} = h.
\end{cases}$$

(3.18)

Then by $\lambda_1 - L_F > 0$ and condition (2.3), it is easy to see

$$\sup_{x,y \in H_m} |D^h_t Y_t^{x,y,m}| \leq C e^{-\frac{(\lambda_1 - LF)t}{2} |h|},$$

and for any $\eta \in (0, 2)$ and $t > 0$,

$$\sup_{x,y \in H_m} \|D^h_t Y_t^{x,y,m}\|_{\eta} \leq C e^{-\frac{(\lambda_1 - LF)t}{2} (1 + t^{-\eta/2}) |h|}.$$ (3.19)

Thus it follows

$$\sup_{x,y \in H_m} |D_y \Phi_m(x, y) \cdot h| \leq C |h|.$$ (3.20)

So (3.16) holds.

Now, we define

$$\tilde{B}^m_{t_0}(x, y, t) := \hat{B}^m(x, y, t) - \hat{B}^m(x, y, t + t_0),$$

where $\hat{B}^m(x, y, t) := \mathbb{E}B^m(x, Y_t^{x,y})$. Note that (3.10) implies

$$\lim_{t_0 \to \infty} \tilde{B}^m_{t_0}(x, y, t) = \mathbb{E}[B^m(x, Y_t^{x,y,m})] - \hat{B}^m(x).$$

So in order to prove (3.16) and (3.17), it suffices to show that there exists $C > 0$ such that for any $\delta \in (0, 1], t_0 > 0$, $t \geq 0$, $x, y \in H$,

$$|D_x \tilde{B}^m_{t_0}(x, y, t) \cdot h| \leq C e^{-\frac{(\lambda_1 - LF)t_0}{4} (1 + t^{-\frac{\eta_1 - \delta}{2}})} (1 + |x|^{\delta} + |y|^{\delta}) |h|,$$

(3.21)

$$|D_{xx} \tilde{B}^m_{t_0}(x, y, t) \cdot (h, k)| \leq C e^{-\frac{(\lambda_1 - LF)t_0}{4} (1 + t^{-\frac{\eta_1 - \delta}{2}})} (1 + |x|^{\delta} + |y|^{\delta}) |h| \|k\|_{\kappa_1},$$

(3.22)

which will be proved in step 2 and step 3 respectively.

Step 2. In this step, we intend to prove (3.21). It follows from the Markov property,

$$\tilde{B}^m_{t_0}(x, y, t) = \hat{B}^m(x, y, t) - \mathbb{E}B^m(x, Y_{t+t_0}^{x,y,m})$$

$$= \hat{B}(x, y, t) - \mathbb{E}\{\mathbb{E}[B^m(x, Y_{t+t_0}^{x,y,m})|\mathcal{F}_{t_0}]\}.$$
\[
= \hat{B}(x, y, t) - E\hat{B}^m(x, Y_{t_0}^{x,y,m}, t).
\]

Then we obtain
\[
D_{x} \hat{B}^m_{t_0}(x, y, t) \cdot h = D_{x} \hat{B}^m(x, y, t) \cdot h - ED_{x} \hat{B}^m(x, Y_{t_0}^{x,y,m}, t) \cdot h
- E \left[ D_{x} \hat{B}^m(x, Y_{t_0}^{x,y,m}, t) \cdot D_{x}^{h} Y_{t_0}^{x,y,m} \right],
\]
(3.23)

where \(D_{x}^{h} Y_{t}^{x,y,m}\) is the derivative of \(Y_{t}^{x,y,m}\) with respect to \(x\) in the direction \(h\), which satisfies
\[
\begin{align*}
d D_{x}^{h} Y_{t}^{x,y,m} &= \left[ AD_{x}^{h} Y_{t}^{x,y,m} + D_{x} F^{m}(x, Y_{t}^{x,y,m}) \cdot h + D_{y} F^{m}(x, Y_{t}^{x,y,m}) \cdot D_{x}^{h} Y_{t}^{x,y,m} \right] dt, \\
D_{x}^{h} Y_{t_0}^{x,y,m} &= 0.
\end{align*}
\]

By (2.1) and (2.3), we can easily obtain for any \(\eta \in [0, 2)\)
\[
\sup_{t \geq 0, x, y \in H_{m}} \| D_{x}^{h} Y_{t}^{x,y,m} \|_{\eta} \leq C |h|.
\]
(3.24)

Note that
\[
D_{y} \hat{B}^m(x, y, t) \cdot h = E \left[ D_{y} B^m(x, Y_{t}^{x,y,m}) \cdot D_{y}^{h} Y_{t}^{x,y,m} \right],
D_{x} \hat{B}^m(x, y, t) \cdot h = E \left[ D_{x} B^m(x, Y_{t}^{x,y,m}) \cdot h + D_{y} B^m(x, Y_{t}^{x,y,m}) \cdot D_{x}^{h} Y_{t}^{x,y,m} \right].
\]

Then by (2.3), (3.24) and (3.19), we get
\[
\sup_{t \geq 0, x, y \in H_{m}} \| D_{x} \hat{B}^m(x, y, t) \cdot h \| \leq C e^{-\frac{(\lambda_{1} - LF_{4}) t}{2}} |h|,
\]
(3.25)

\[
\sup_{t \geq 0, x, y \in H_{m}} \| D_{y} \hat{B}^m(x, y, t) \cdot h \| \leq C |h|.
\]
(3.26)

Next if we can prove that for any \(t > 0, h, k \in H_{m}\),
\[
\sup_{x, y \in H_{m}} | D_{xy} \hat{B}^m(x, y, t) \cdot (h, k) | \leq C e^{-\frac{(\lambda_{1} - LF_{4}) t}{2}} (1 + t^{-\frac{\delta}{2}}) |h||k|,
\]
(3.27)

which combines with (3.26) and (3.4) we obtain for any \(\delta \in (0, 1]\)
\[
| D_{x} \hat{B}^m(x, y, t) \cdot h | \leq E \left[ D_{x} B^m(x, Y_{t_0}^{x,y,m}, t) \cdot h \right]
\]
\[
\leq C |h|^{1-\delta} \left[ E \left| \int_{0}^{1} D_{xy} \hat{B}^m(x, \xi y + (1 - \xi) Y_{t_0}^{x,y,m}, t) \cdot (h, y - Y_{t_0}^{x,y,m}) d\xi \right| \right]^{\delta}
\]
\[
\leq C e^{-\frac{(\lambda_{1} - LF_{4}) t}{4}} (1 + t^{-\frac{\delta}{2}}) |h|.
\]
(3.28)

Thus by (3.25) and (3.28), we get
\[
| D_{x} \hat{B}^m_{t_0}(x, y, t) \cdot h | \leq C e^{-\frac{(\lambda_{1} - LF_{4}) t}{2}} (1 + |x|^{\delta} + |y|^{\delta}) |h| + C e^{-\frac{(\lambda_{1} - LF_{4}) t}{2}} |h|
\]
\[
\leq C e^{-\frac{(\lambda_{1} - LF_{4}) t}{2}} (1 + |x|^{\delta} + |y|^{\delta}) |h|,
\]
which proves (3.21).

Now, we are in a position to prove (3.27). Note that
\[
| D_{xy} \hat{B}^m(x, y, t) \cdot (h, k) | = | D_{xy} [EB^{m}(x, Y_{t}^{x,y,m})] \cdot (h, k) |
\]
\[
= | D_{y} [ED_{x} B^{m}(x, Y_{t}^{x,y,m}) + ED_{y} B^{m}(x, Y_{t}^{x,y,m}) \cdot D_{x} Y_{t}^{x,y,m}] \cdot (h, k) |
\]
STRONG AND WEAK CONVERGENCE FOR MULTISCALE SPDES

\[\leq \mathbb{E} \left[ D_{xy} B^m(x, Y_{t}^{x,y,m}) \cdot (D^{(h,k)} Y_{x,y,m}) \right] + \mathbb{E} \left[ D_y B^m(x, Y_{t}^{x,y,m}) \cdot D_x^{(h,k)} Y_{x,y,m} \right] + \mathbb{E} \left[ D_{yy} B^m(x, Y_{t}^{x,y,m}) \cdot (D_x^{(h,k)} Y_{x,y,m}) \right],\]

where \(D_x^{(h,k)} Y_{x,y,m}\) is the second order derivative of \(Y_{x,y,m}\) in the direction \((h, k) \in H_m \times H_m\) (once with respect to \(x\) in the direction \(h \in H_m\) and once with respect to \(y\) in the direction \(k \in H_m\)), which satisfies

\[
\begin{align*}
\begin{cases}
  dD_x^{(h,k)} Y_{x,y,m} &= \left[ AD^{(h,k)} Y_{x,y,m} + D_{xx} F^m(x, Y_{t}^{x,y,m}) \cdot (h, D^{(h,k)} Y_{x,y,m}) \\
  &+ D_{yy} F^m(x, Y_{t}^{x,y,m}) \cdot (D_x^{(h,k)} Y_{x,y,m}) + D_y F^m(x, Y_{t}^{x,y,m}) \cdot D_x^{(h,k)} Y_{x,y,m} \right] dt,
  \\
  D_x^{(h,k)} Y_{0,x,y,m} &= 0.
\end{cases}
\end{align*}
\]

By (2.3), (3.20), (3.24) and \(\lambda_1 - L_F > 0\), it is easy to prove for any \(\eta \in [0, 2)\) and \(t > 0\),

\[
\sup_{x,y \in H_m} \left\| D_x^{(h,k)} Y_{x,y,m} \right\| \eta \leq C e^{- \frac{(\lambda_1 - L_F) t}{4} + \frac{1}{2} (1 + t^{-\eta})} \|h\| |k|.
\]

Hence, (3.27) holds by assumption \(A_3\), (3.24), (3.20) and (3.29).

**Step 3.** In this step, we intend to prove (3.22). Recall that

\[
D_x \hat{B}^m(x, y, t) \cdot h = D_x \hat{B}^m(x, y, t) \cdot h - \mathbb{E} \left[ D_x \hat{B}^m(x, Y_{t0}^{x,y,m}, t) \cdot h \right] - \mathbb{E} \left[ D_y \hat{B}^m(x, Y_{t0}^{x,y,m}, t) \cdot D_x^{(h,k)} Y_{x,y,m} \right].
\]

Then it is easy to see

\[
\begin{align*}
D_{xx} \hat{B}^m(x, y, t) \cdot (h, k) &= \left[ D_{xx} \hat{B}^m(x, y, t) \cdot (h, k) - \mathbb{E} D_{xx} \hat{B}^m(x, Y_{t0}^{x,y,m}, t) \cdot (h, k) \right] \\
&- \mathbb{E} \left[ D_{xy} \hat{B}^m(x, Y_{t0}^{x,y,m}, t) \cdot (h, D^{(h,k)} Y_{x,y,m}) + D_{yx} \hat{B}^m(x, Y_{t0}^{x,y,m}, t) \cdot (D^{(h,k)} Y_{x,y,m}, k) \right] \\
&- \mathbb{E} \left[ D_{yy} \hat{B}^m(x, Y_{t0}^{x,y,m}, t) \cdot (D_x^{(h,k)} Y_{x,y,m}, D_y^{(h,k)} Y_{x,y,m}) \right] \\
&- \mathbb{E} \left[ D_y \hat{B}^m(x, Y_{t0}^{x,y,m}, t) \cdot D_x^{(h,k)} Y_{x,y,m} \right] := \sum_{i=1}^{4} J_i,
\end{align*}
\]

where \(D_x^{(h,k)} Y_{x,y,m}\) is the second derivative of \(Y_{x,y,m}\) with respect to \(x\) towards the direction \((h, k) \in H \times H\), which satisfies

\[
\begin{align*}
\begin{cases}
  dD_x^{(h,k)} Y_{x,y,m} &= \left[ AD_x^{(h,k)} Y_{x,y,m} + D_{xx} F^m(x, Y_{t}^{x,y,m}) \cdot (h, k) + D_{xy} F^m(x, Y_{t}^{x,y,m}) \cdot (h, D^{(h,k)} Y_{x,y,m}) + D_{yx} F^m(x, Y_{t}^{x,y,m}) \cdot (D^{(h,k)} Y_{x,y,m}, k) + D_{yy} F^m(x, Y_{t}^{x,y,m}) \cdot (D_x^{(h,k)} Y_{x,y,m}, D_y^{(h,k)} Y_{x,y,m}) \\
  &+ D_y F^m(x, Y_{t}^{x,y,m}) \cdot D_x^{(h,k)} Y_{x,y,m} \right] dt,
  \\
  D_x^{(h,k)} Y_{0,x,y,m} &= 0.
\end{cases}
\end{align*}
\]

For the term \(J_1\), note that

\[
D_x \hat{B}^m(x, y, t) \cdot h = \mathbb{E} \left[ D_x B^m(x, Y_{t}^{x,y,m}) \cdot h \right] + \mathbb{E} \left[ D_y B^m(x, Y_{t}^{x,y,m}) \cdot D_x^{(h,k)} Y_{x,y,m} \right],
\]

which implies

\[
D_{xx} \hat{B}^m(x, y, t) \cdot (h, k) = \mathbb{E} \left[ D_{xx} B^m(x, Y_{t}^{x,y,m}) \cdot (h, k) \right] + \mathbb{E} \left[ D_{xy} B^m(x, Y_{t}^{x,y,m}) \cdot (h, D^{(h,k)} Y_{x,y,m}) \right] + \mathbb{E} \left[ D_{yx} B^m(x, Y_{t}^{x,y,m}) \cdot (D^{(h,k)} Y_{x,y,m}, k) \right] + \mathbb{E} \left[ D_{yy} B^m(x, Y_{t}^{x,y,m}) \cdot (D_x^{(h,k)} Y_{x,y,m}, D_y^{(h,k)} Y_{x,y,m}) \right] + \mathbb{E} \left[ D_y B^m(x, Y_{t}^{x,y,m}) \cdot D_x^{(h,k)} Y_{x,y,m} \right].
\]
\[ + \mathbb{E}\left[D_{xy}B^m(x, Y_t^{x,y}) \cdot (D_x^hY_t^{x,y,m}, k)\right] + \mathbb{E}\left[D_{yy}B^m(x, Y_t^{x,y}) \cdot (D_x^hY_t^{x,y,m}, D_y^kY_t^{x,y,m})\right] + \mathbb{E}\left[D_yB^m(x, Y_t^{x,y}) \cdot D_{xx}^kY_t^{x,y,m}\right]. \]

Then it follows
\[
D_{xxy}\hat{B}^m(x, y, t) \cdot (h, k, l)
\]
\[
= \mathbb{E}\left[D_{xxy}B^m(x, Y_t^{x,y,m}) \cdot (h, k, D_y^lY_t^{x,y,m}) + D_{xyy}B^m(x, Y_t^{x,y,m}) \cdot (h, D_x^hY_t^{x,y,m}, D_y^lY_t^{x,y,m}) + D_{xy}B^m(x, Y_t^{x,y,m}) \cdot (h, D_x^hY_t^{x,y,m}, D_y^kY_t^{x,y,m}) + D_{yy}B^m(x, Y_t^{x,y,m}) \cdot (h, D_x^hY_t^{x,y,m}, D_y^kY_t^{x,y,m}) + D_{yy}B^m(x, Y_t^{x,y,m}) \cdot (h, D_x^hY_t^{x,y,m}, D_y^kY_t^{x,y,m}) + D_yB^m(x, Y_t^{x,y,m}) \cdot D_{xx}^kY_t^{x,y,m}\right],
\]

where \(D_{xxy}^hY_t^{x,y,m}\) is the third order derivative of \(Y_t^{x,y,m}\) (twice with respect to \(x\) in the direction \((h, k)\) \(\in H_m \times H_m\) and once with respect to \(y\) in the direction \(l \in H_m\).

By assumption A\textsubscript{3}, (3.24) and (3.20), it is easy to prove that
\[
\sup_{t \geq 0, x, y \in H_m} |D_{xx}^hY_t^{x,y,m}| \leq C|h||k|, \tag{3.30}
\]
\[
\sup_{x, y \in H_m} |D_{xxy}^hY_t^{x,y,m}| \leq Ce^{-(\frac{\lambda_1-L_p}{4}t)}(1 + t^{-\frac{\sigma}{2}})|h||k||l|.
\]

which combine with (3.20), (3.24), (3.29) and assumption A\textsubscript{3}, we get
\[
|D_{xxy}\hat{B}^m(x, y, t) \cdot (h, k)| \leq C|h||k|_{\kappa_1}, \tag{3.31}
\]
\[
|D_{xxy}\hat{B}^m(x, y, t) \cdot (h, k, l)| \leq Ce^{-(\frac{\lambda_1-L_p}{4}t)}(1 + t^{-\frac{\sigma}{2}})|h||k|_{\kappa_1}|l|. \tag{3.32}
\]

Then by (3.31), (3.32) and similar as we did in proving (3.28), we obtain for any \(\delta \in (0, 1],\)
\[
J_1 \leq Ce^{-(\frac{\lambda_1-L_p}{4}t)}(1 + t^{-\frac{\sigma}{2}})|h||k|_{\kappa_1}E|y - Y_{t_0}^{x,y,m}|^\delta
\leq Ce^{-(\frac{\lambda_1-L_p}{4}t)}(1 + t^{-\frac{\sigma}{2}})|h||k|_{\kappa_1}(1 + |x|^\delta + |y|^\delta). \tag{3.33}
\]

For the term \(J_2\), note that
\[
D_{xy}\hat{B}^m(x, y, t) \cdot (h, k) = \mathbb{E}\left[D_{xy}B^m(x, Y_t^{x,y,m}) \cdot (h, D_y^kY_t^{x,y,m})\right] + \mathbb{E}\left[D_yB^m(x, Y_t^{x,y,m}) \cdot D_{xy}^hY_t^{x,y,m}\right] + \mathbb{E}\left[D_{yy}B^m(x, Y_t^{x,y,m}) \cdot (D_x^hY_t^{x,y,m}, D_y^kY_t^{x,y,m})\right].
\]

Then by assumption A\textsubscript{3}, (3.20), (3.24) and (3.29), we have
\[
\sup_{x, y \in H} |D_{xy}\hat{B}^m(x, y, t) \cdot (h, k)| \leq Ce^{-(\frac{\lambda_1-L_p}{4}t)}(1 + t^{-\frac{\sigma}{2}})|h||k|.
\]

Thus it follows
\[
J_2 \leq Ce^{-(\frac{\lambda_1-L_p}{4}t)}(1 + t^{-\frac{\sigma}{2}})|h||k|. \tag{3.34}
\]
For the term $J_3$, by a similar argument as in estimating $J_2$, we have
\[
\sup_{x,y\in H_m} |D_{yy} \tilde{B}^m(x, y, t) \cdot (h, k)| \leq C e^{-\frac{(\lambda_1 - Lp)t}{4}} (1 + t^{-\frac{p}{2}})|h||k|.
\]
Hence, it is easy to see that
\[
J_3 \leq C e^{-\frac{(\lambda_1 - Lp)t}{4}} (1 + t^{-\frac{p}{2}})|h||k|.
\tag{3.35}
\]
For the term $J_4$, by (3.30) and (3.25), we easily get
\[
J_4 \leq C e^{-\frac{(\lambda_1 - Lp)t}{2}} |h||k|.
\tag{3.36}
\]
Finally, (3.22) can be easily obtained by combining (3.33)-(3.36). The proof is complete. \qed

4. Strong convergence order

This section is devoted to prove Theorem 2.4. We first study the well-posedness of equation (3.2) which approximates to the averaged equation. Then we give the detailed proof of Theorem 2.4.

**Lemma 4.1.** Equation (3.2) exists a unique mild solution $\tilde{X}_t^m$ satisfies
\[
\tilde{X}_t^m = e^{tA}x^m + \int_0^t e^{(t-s)A} \tilde{B}^m(\tilde{X}_s^m)ds + \int_0^t e^{(t-s)A} d\tilde{\Gamma}_s.
\tag{4.1}
\]
Moreover, for any $x \in H$, $T > 0$ and $1 \leq p < \alpha$, there exists a constant $C_{p,T} > 0$ such that
\[
\sup_{m \geq 1, t \in [0, T]} \mathbb{E}|\tilde{X}_t^m|^p \leq C_{p,T}(1 + |x|^p).
\tag{4.2}
\]
**Proof.** It is sufficient to check that the $\tilde{B}^m$ is Lipschitz continuous, then (3.2) admits a unique mild solution $\tilde{X}_t^m$. The estimate (4.2) can be proved by the same argument as in the proof of Lemma 6.2 in the appendix.

Indeed, for any $x_1, x_2 \in H_m$ and $t > 0$, by Proposition 3.10 and (3.7), we have
\[
|\tilde{B}^m(x_1) - \tilde{B}^m(x_2)| = \left| \int_{H_m} B^m(x_1, y) \mu^{x_1, m}(dy) - \int_{H_m} B^m(x_2, y) \mu^{x_2, m}(dy) \right|
\leq \left| \mathbb{E}B^m(x_1, Y_t^{x_1, 0, m}) - \int_{H_m} B^m(x_1, z) \mu^{x_1, m}(dz) \right|
+ \left| \mathbb{E}B^m(x_2, Y_t^{x_2, 0, m}) - \int_{H_m} B^m(x_2, z) \mu^{x_2, m}(dz) \right|
+ \left| \mathbb{E}B^m(x_1, Y_t^{x_1, 0, m}) - \mathbb{E}B^m(x_2, Y_t^{x_2, 0, m}) \right|
\leq C e^{-\frac{(\lambda_1 - Lp)t}{2}} + C \left( |x_1 - x_2| + \mathbb{E}|Y_t^{x_1, 0, m} - Y_t^{x_2, 0, m}| \right)
\leq C e^{-\frac{(\lambda_1 - Lp)t}{2}} + C|x_1 - x_2|.
\]
As a result, the proof is completed by letting $t \to \infty$. \qed

**Remark 4.2.** By a similar argument above, it is easy to prove that the averaged coefficient $\bar{B}$ is also Lipschitz continuous. As a consequence, equation (2.7) admits a unique mild solution $\tilde{X}_t$. 
Now we are in a position to prove Theorem 2.4.

**Proof of Theorem 2.4.** It is easy to see that for any $T > 0$, $p \in [1, \alpha)$ and $m \in \mathbb{N}_+$,

\[
\sup_{t \in [0, T]} \mathbb{E}|X_t^\varepsilon - \bar{X}_t|^p \leq C_p \sup_{t \in [0, T]} \mathbb{E}|X_t^{m, \varepsilon} - X_t^\varepsilon|^p + C_p \sup_{t \in [0, T]} \mathbb{E}|\bar{X}_t^m - \bar{X}_t|^p.
\]

By Lemmas 6.2 and 6.6, it follows

\[
\lim_{m \to \infty} \sup_{t \in [0, T]} \mathbb{E}|X_t^{m, \varepsilon} - X_t^\varepsilon|^p = 0, \quad \lim_{m \to \infty} \sup_{t \in [0, T]} \mathbb{E}|\bar{X}_t^m - \bar{X}_t|^p = 0.
\]

Thus it is sufficient to prove the for any $(x, y) \in H^0 \times H$ with $\eta \in (0, 1)$, $T > 0$ and small enough $\varepsilon, \delta > 0$, there exists a positive constant $C_{p,T,\delta}$ independent of $m$ such that

\[
\sup_{t \in [0, T]} \mathbb{E}|X_t^{m, \varepsilon} - \bar{X}_t^m|^p \leq C_{p,T,\delta}(1 + \|x\|_{t}^{(1+\delta)p} + \|y\|_{t}^{(1+\delta)p}e^{p(1-\alpha)}),
\]

which will proved by the following three steps.

**Step 1.** Using the formulation of the mild solutions $X_t^{m, \varepsilon}$ and $\bar{X}_t^m$, we have for any $t > 0$,

\[
X_t^{m, \varepsilon} - \bar{X}_t^m = \int_0^t e^{(t-s)A} \left[ B^m(X_s^{m, \varepsilon}, Y_s^{m, \varepsilon}) - \bar{B}^m(\bar{X}_s^m) \right] ds.
\]

Note that the averaged coefficient $\bar{B}^m$ has been proved that it is Lipschitz continuous in Lemma 4.1. Then we get for any $T > 0$,

\[
\sup_{t \in [0, T]} \mathbb{E}|X_t^{m, \varepsilon} - \bar{X}_t^m|^p \leq C_p \sup_{t \in [0, T]} \mathbb{E} \left| \int_0^t e^{(t-s)A} \left[ B^m(X_s^{m, \varepsilon}, Y_s^{m, \varepsilon}) - \bar{B}^m(X_s^{m, \varepsilon}) \right] ds \right|^p + C_p \mathbb{E} \int_0^T |X_t^{m, \varepsilon} - \bar{X}_t^m|^p dt.
\]

By Gronwall’s inequality, it follows

\[
\sup_{t \in [0, T]} \mathbb{E}|X_t^{m, \varepsilon} - \bar{X}_t^m|^p \leq C_{p,T} \sup_{t \in [0, T]} \mathbb{E} \left| \int_0^t e^{(t-s)A} \left[ B^m(X_s^{m, \varepsilon}, Y_s^{m, \varepsilon}) - \bar{B}^m(X_s^{m, \varepsilon}) \right] ds \right|^p.
\]

By Proposition 3.4, the following Poisson equation

\[
-\mathcal{L}_2^m(x)(\Phi_m)(x, y) = B^m(x, y) - \bar{B}^m(x)
\]

exists a solution $\Phi_m(x, y)$ satisfies (3.14)-(3.17).

By applying Itô’s formula,

\[
\Phi_m(X_t^{m, \varepsilon}, Y_t^{m, \varepsilon}) = e^{tA} \Phi_m(x^m, y^m) + \int_0^t (-A)e^{(t-s)A} \Phi_m(X_s^{m, \varepsilon}, Y_s^{m, \varepsilon}) ds
\]

\[
+ \int_0^t e^{(t-s)A} \mathcal{L}_1^m(Y_s^{m, \varepsilon}) \Phi_m(X_s^{m, \varepsilon}, Y_s^{m, \varepsilon}) ds + M_{t}^{m, \varepsilon, 1} + M_{t}^{m, \varepsilon, 2}
\]

\[
+ \frac{1}{\varepsilon} \int_0^t e^{(t-s)A} \mathcal{L}_2^{m, \varepsilon}(X_s^{m, \varepsilon}) \Phi_m(X_s^{m, \varepsilon}, Y_s^{m, \varepsilon}) ds,
\]

where $\mathcal{L}_1^m(y)$, $M_{t}^{m, \varepsilon, 1}$ and $M_{t}^{m, \varepsilon, 2}$ are defined as follows:

\[
\mathcal{L}_1^m(y) := D_x \Phi_m(x, y) \cdot (Ax + B^m(x, y))
\]
$$+ \sum_{k=1}^{m} \beta_k \int_{\mathbb{R}} \Phi_m(x + e_k z, y) - \Phi_m(x, y) - D_x \Phi_m(x, y) \cdot (e_k z) 1_{\{|z| \leq 1\}} \nu(dz)$$

$$M_{1}^{t, m, \varepsilon, 1} := \sum_{k=1}^{m} \int_{0}^{t} \int_{\mathbb{R}} e^{(t-s)A} \left[ \Phi_m(X^{m, \varepsilon}_{s-} + z \beta_k e_k, Y^{\varepsilon}_{s-}) - \Phi_m(X^{m, \varepsilon}_{s-}, Y^{\varepsilon}_{s-}) \right] \tilde{N}^{1,k}(ds, dz),$$

$$M_{1}^{t, m, \varepsilon, 2} := \sum_{k=1}^{m} \int_{0}^{t} \int_{\mathbb{R}} e^{(t-s)A} \left[ \Phi_m(X^{m, \varepsilon}_{s-}, Y^{m, \varepsilon}_{s-} + \varepsilon^{-1/\alpha} \gamma_k e_k) - \Phi_m(X^{m, \varepsilon}_{s-}, Y^{m, \varepsilon}_{s-}) \right] \tilde{N}^{2,k}(ds, dz).$$

Then it follows

$$\int_{0}^{t} e^{(t-s)A} \mathcal{L}_{2}^{m}(X^{m, \varepsilon}_{s}, Y^{m, \varepsilon}_{s}) ds$$

$$= \varepsilon \left[ e^{tA} \Phi_m(x^{m, y^{m}}) - \Phi_m(X^{m, \varepsilon}_{t}, Y^{m, \varepsilon}_{t}) + \int_{0}^{t} (-A) e^{(t-s)A} \Phi_m(X^{m, \varepsilon}_{t}, Y^{m, \varepsilon}_{t}) ds + M_{1}^{t, m, \varepsilon, 1} + M_{1}^{t, m, \varepsilon, 2} + \int_{0}^{t} e^{(t-s)A} \mathcal{L}_{1}^{m}(Y^{m, \varepsilon}_{s}) \Phi_m(X^{m, \varepsilon}_{s}, Y^{m, \varepsilon}_{s}) ds \right]. \quad (4.7)$$

By (4.4), (4.5) and (4.7), we get

$$\sup_{t \in [0, T]} \mathbb{E}[X^{m, \varepsilon}_{t} - X^{m}_{t}] \leq \mathbb{E}[X^{m, \varepsilon}_{T} - X^{m}_{T}] \leq \mathbb{E}[\mathcal{L}^{m}(Y^{m, \varepsilon}_{T})] \leq \mathbb{E}[\mathcal{L}^{m}(Y^{m, \varepsilon}_{T})]$$

$$\leq C_{p, T} \varepsilon \frac{5}{p} \sum_{k=1}^{5} \Lambda_{k}^{m}(T). \quad (4.8)$$

**Step 2.** In this step, we first estimate the terms \( \Lambda_{1}^{m}(T) - \Lambda_{4}^{m}(T) \). By (3.14), (6.4) and (6.5), we have

$$\Lambda_{1}^{m}(T) \leq C \left( 1 + |x|^{p} + |y|^{p} + \sup_{t \in [0, T]} \mathbb{E}|X^{m, \varepsilon}_{t}|^{p} + \sup_{t \in [0, T]} \mathbb{E}|Y^{m, \varepsilon}_{t}|^{p} \right)$$

$$\leq C_{T} (1 + |x|^{p} + |y|^{p}). \quad (4.9)$$

By (3.14), (6.4), (6.5) and Lemma 6.3, for any \( \eta \in (0, 1) \) we have

$$\Lambda_{2}^{m}(T) \leq C_{p} \sup_{t \in [0, T]} \mathbb{E} \left| \int_{0}^{t} (-A) e^{(t-s)A} \left[ \Phi_m(X^{m, \varepsilon}_{s}, Y^{m, \varepsilon}_{s}) - \Phi_m(X^{m, \varepsilon}_{t}, Y^{m, \varepsilon}_{t}) \right] ds \right|^{p}$$

$$+ C_{p} \sup_{t \in [0, T]} \mathbb{E} \left| \int_{0}^{t} (-A) e^{(t-s)A} \Phi_m(X^{m, \varepsilon}_{t}, Y^{m, \varepsilon}_{t}) ds \right|^{p}$$

$$\leq C_{p} \sup_{t \in [0, T]} \left| \int_{0}^{t} (t-s)^{-1} \mathbb{E}\left| \Phi_m(X^{m, \varepsilon}_{s}, Y^{m, \varepsilon}_{s}) - \Phi_m(X^{m, \varepsilon}_{t}, Y^{m, \varepsilon}_{t}) \right|^{p} ds \right|^{1/p}$$

$$+ C_{p} \sup_{t \in [0, T]} \mathbb{E} \left| \Phi_m(X^{m, \varepsilon}_{t}, Y^{m, \varepsilon}_{t}) \right|^{p}.$$
\[ C_p \sup_{t \in [0, T]} \left| \int_0^t (t-s)^{-1} \mathbb{E} \left( (1 + |X_{s,t}^{\varepsilon,m}|^\delta + |X_{s,t}^{\varepsilon,m}|^\delta + |Y_{s,t}^{\varepsilon,m}|^\delta) |X_{s,t}^{\varepsilon,m} - X_{s,t}^{\varepsilon,m}|^p \right) \right| ds \]

\[ + C_p \sup_{t \in [0, T]} \left| \int_0^t (t-s)^{-1} \mathbb{E} |Y_{s,t}^{\varepsilon,m} - Y_{s,t}^{\varepsilon,m}|^p \right| ds \]

\[ + C_p \sup_{t \in [0, T]} \mathbb{E} |\Phi_m(X_{t}^{\varepsilon,m}, Y_{t}^{\varepsilon,m})|^p \]

\[ \leq C_{p,T} (1 + |x|^p((1+\delta) + |y|^{(1+\delta)}) \sup_{t \in [0, T]} \left| \int_0^t (t-s)^{-1} (t-s)^{\frac{\delta}{\varepsilon}} \right| ds \]

\[ + C_{p,T} (1 + |x|^p + |y|^p) \sup_{t \in [0, T]} \left| \int_0^t (t-s)^{-1} \left( \frac{t-s}{\varepsilon} \left( \frac{1}{s^{\frac{\delta}{\varepsilon}}} \right) \right) \right| ds \]

\[ \leq C_{p,T} (1 + |x|^{p(1+\delta)} + |y|^{p(1+\delta)}) \varepsilon^{-\frac{p}{\delta}}. \quad (4.10) \]

For the term \( \Lambda_3^{\varepsilon,m}(T) \). By Burkholder-Davis-Gundy’s inequality, it follows for any \( p \in [1, \alpha) \),

\[ \Lambda_3^{\varepsilon,m}(T) \leq C_p \mathbb{E} \left[ \sum_{k=1}^m \int_0^T \mathbb{I}_{|\Phi_m(X_{s_k}^{\varepsilon,m} + \varepsilon_k, Y_{s_k}^{\varepsilon,m}) - \Phi_m(X_{s_k}^{\varepsilon,m}, Y_{s_k}^{\varepsilon,m})|^2 N_{1,k}(ds, dz) \right]^{p/2} \]

\[ \leq C_p \mathbb{E} \left[ \sum_{k=1}^m \int_0^T \mathbb{I}_{|\Phi_m(X_{s_k}^{\varepsilon,m} + \varepsilon_k, Y_{s_k}^{\varepsilon,m}) - \Phi_m(X_{s_k}^{\varepsilon,m}, Y_{s_k}^{\varepsilon,m})|^2 N_{1,k}(ds, dz) \right]^{p/2} \]

\[ + C_p \mathbb{E} \left[ \sum_{k=1}^m \int_0^T \mathbb{I}_{|\Phi_m(X_{s_k}^{\varepsilon,m} + \varepsilon_k, Y_{s_k}^{\varepsilon,m}) - \Phi_m(X_{s_k}^{\varepsilon,m}, Y_{s_k}^{\varepsilon,m})|^p N_{1,k}(ds, dz) \right]^{p/2} \]

By (3.16), for any \( \delta \in (0, 1] \) we have

\[ |\Phi_m(X_{s_k}^{\varepsilon,m} + \varepsilon_k, Y_{s_k}^{\varepsilon,m}) - \Phi_m(X_{s_k}^{\varepsilon,m}, Y_{s_k}^{\varepsilon,m})| = \left| \int_0^1 D_x \Phi_m(X_{s_k}^{\varepsilon,m} + \xi \varepsilon_k, Y_{s_k}^{\varepsilon,m}) \cdot (\varepsilon_k) d\xi \right| \]

\[ \leq C_\delta \int_0^1 (1 + |X_{s_k}^{\varepsilon,m} + \xi \varepsilon_k|^\delta + |Y_{s_k}^{\varepsilon,m}|^\delta)(dz)|\varepsilon_k| \]

\[ \leq C_\delta (1 + |X_{s_k}^{\varepsilon,m}|^\delta + |Y_{s_k}^{\varepsilon,m}|^\delta + |z|^\delta |z|. \]

Note that for small enough \( \delta < \frac{p}{p-1} \), it easy to see

\[ \int_{|z| \leq 1} |z|^2 \nu(dz) < \infty, \int_{|z| > 1} |z|^{p(1+\delta)} \nu(dz) < \infty, \]
which combing with the condition $\sum_{k=1}^{\infty} \beta_k^\alpha < \infty$ we obtain

$$
\Lambda_{3,m}^\varepsilon(T) \leq C_{p,\delta} \left[ \sum_{k=1}^{m} \beta_k^\alpha \int_0^T \int_{|z| \leq 1} E(1 + |X_s^m|^{2\delta} + |Y_s^m|^{2\delta} + |z|^{2\delta})|z|^2 \nu(dz)ds \right]^{p/2} \\
+ C_{p,\delta} \left[ \sum_{k=1}^{m} \beta_k^\alpha \int_0^T \int_{|z| > 1} E(1 + |X_s^m|^{p\delta} + |Y_s^m|^{p\delta} + |z|^{p\delta})|z|^p \nu(dz)ds \right]^{p/2} \\
\leq C_{p,T,\delta}(1 + |x|^{p\delta} + |y|^{p\delta}). \tag{4.11}
$$

For the term $\Lambda_4^\varepsilon_m(T)$. Similar as we did in estimating $\Lambda_3^\varepsilon_m(T)$. It is easy to see that

$$
\Lambda_4^\varepsilon_m(T) \leq C_{p} \lim_{m \to \infty} \left[ \sum_{k=1}^{m} \int_0^T \int_{|z| \leq 1} \Phi_m(X_{s-}, Y_{s-}^{m,\varepsilon} + \varepsilon^{-1/\alpha} \gamma_k z \varepsilon_k) - \Phi_m(X_{s-}^{m,\varepsilon}, Y_{s-}^{m,\varepsilon}) |2N^{2,k}(ds, dz) \right]^{p/2} \\
+ C_{p} \lim_{m \to \infty} \left[ \sum_{k=1}^{m} \int_0^T \int_{|z| > 1} \Phi_m(X_{s-}^m, Y_{s-}^{m,\varepsilon} + \varepsilon^{-1/\alpha} \gamma_k z \varepsilon_k) - \Phi_m(X_{s-}^{m,\varepsilon}, Y_{s-}^{m,\varepsilon}) |pN^{2,k}(ds, dz) \right]^{p/2} \\
\leq C_{p} \lim_{m \to \infty} \left[ \sum_{k=1}^{m} \gamma_k^\alpha E \int_0^T \int_{|z| \leq 1} \Phi_m(X_{s}^{m,\varepsilon}, Y_{s}^{m,\varepsilon} + \varepsilon^{-1/\alpha} \gamma_k z \varepsilon_k) - \Phi_m(X_{s}^{m,\varepsilon}, Y_{s}^{m,\varepsilon}) |2\nu(dz)ds \right]^{p/2} \\
+ C_{p} \lim_{m \to \infty} \left[ \sum_{k=1}^{m} \gamma_k^\alpha E \int_0^T \int_{|z| > 1} \Phi_m(X_{s}^{m,\varepsilon}, Y_{s}^{m,\varepsilon} + \varepsilon^{-1/\alpha} \gamma_k z \varepsilon_k) - \Phi_m(X_{s}^{m,\varepsilon}, Y_{s}^{m,\varepsilon}) |p\nu(dz)ds \right].
$$

By (3.21), we have

$$
|\Phi_m(X_{s}^{m,\varepsilon}, Y_{s}^{m,\varepsilon} + \varepsilon^{-1/\alpha} \gamma_k z \varepsilon_k) - \Phi_m(X_{s}^{m,\varepsilon}, Y_{s}^{m,\varepsilon})| = \left| \int_0^1 D_y \Phi_m(X_{s}^{m,\varepsilon}, Y_{s}^{m,\varepsilon} + \varepsilon^{-1/\alpha} \gamma_k z \varepsilon_k) \cdot (\varepsilon^{-1/\alpha} \gamma_k z \varepsilon_k) d\xi \right| \leq C_{\varepsilon^{-1/\alpha}} |z|.
$$

Then by condition $\sum_{k=1}^{\infty} \gamma_k^\alpha < \infty$ we obtain

$$
\Lambda_{4,m}^\varepsilon(T) \leq C_{p} \varepsilon^{-p/\alpha} \lim_{m \to \infty} \left[ \sum_{k=1}^{m} \gamma_k^\alpha \int_0^T \int_{|z| \leq 1} |z|^2 \nu(dz)ds \right]^{p/2} \\
+ C_{p} \varepsilon^{-p/\alpha} \lim_{m \to \infty} \left[ \sum_{k=1}^{m} \gamma_k^\alpha E \int_0^T \int_{|z| > 1} |z|^p \nu(dz)ds \right]^{p/2} \\
\leq C_{p,T} \varepsilon^{-p/\alpha}. \tag{4.12}
$$

**Step 3.** In this step, we estimate the term $\Lambda_5^\varepsilon_m(T)$. It is easy to see

$$
\Lambda_5^\varepsilon_m(T) \leq C_p \sup_{t \in [0,T]} E \left[ \int_0^t e^{(t-s)A} \left[ D_x \Phi_m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) \cdot AX_s^{m,\varepsilon} \right] ds \right]^p
$$
$$+ C_p \sup_{t \in [0,T]} \mathbb{E} \left[ \int_0^t e^{(t-s)A} \left[ D_x \Phi_m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) \cdot B^m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) \right] ds \right]^p$$

$$+ C_p \sup_{t \in [0,T]} \mathbb{E} \left[ \sum_{k=1}^m \beta_k^\alpha \int_0^t \int_\mathbb{R} e^{(t-s)A} \left[ \Phi_m(x + e_k z, y) - \Phi_m(x, y) \right] \cdot (-D_x \Phi_m(x, y) \cdot (e_k z)) \cdot \nu(dz) ds \right]^p := \sum_{i=1}^3 \Lambda_{5i}(T).$$

By (6.13), (3.16), (2.5), (6.4), (6.5) and Minkowski’s inequality, we get for any $\gamma \in (0, 1)$ and $\eta \in (0, 1)$,

$$\Lambda_{51}^{\varepsilon, m}(T) \leq C_{p, \delta} \sup_{t \in [0,T]} \mathbb{E} \left[ \int_0^t \|X_s^{m,\varepsilon}\|_2 (1 + |X_s^{m,\varepsilon}|^\delta + |Y_s^{m,\varepsilon}|^\delta) ds \right]^p$$

$$\leq C_{p, \delta} \sup_{t \in [0,T]} \left[ \mathbb{E} \left( \|X_s^{m,\varepsilon}\|_2^p (1 + |X_s^{m,\varepsilon}|^{\delta p} + |Y_s^{m,\varepsilon}|^{\delta p}) \right) \right]^{1/p} ds$$

$$\leq C_{p, \delta} \sup_{t \in [0,T]} \left[ \mathbb{E} \left( \|X_s^{m,\varepsilon}\|_2^{p/2} \right)^{1/p'} \left[ \mathbb{E}(1 + |X_s^{m,\varepsilon}|^{\delta p'} + |Y_s^{m,\varepsilon}|^{\delta p'}) \right] \right]^{1/p} ds$$

$$\leq C_{p, T, \delta}(1 + ||x||_\gamma^{(1+\delta)p} + |y|^{(1+\delta)p}) \sup_{t \in [0,T]} \left[ \int_0^t s^{-1+\gamma} ds + \varepsilon^{-\gamma} \right] \right]^{1/p} ds$$

where $p < p' < \alpha$ and $\delta$ is small enough such that $\frac{\delta p'}{p'} - p \leq 1$.

By a similar argument above, we have for $\delta$ is small enough such that $\delta < \frac{\alpha}{p} - 1$,

$$\Lambda_{52}^{\varepsilon, m}(T) \leq C_{p, \delta} \mathbb{E} \int_0^T \left| B^m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) \right|^p (1 + |X_s^{m,\varepsilon}|^{\delta p} + |Y_s^{m,\varepsilon}|^{\delta p}) ds$$

$$\leq C_{p, \delta} \mathbb{E} \int_0^T (1 + |X_s^{m,\varepsilon}|^p + |Y_s^{m,\varepsilon}|^p) (1 + |X_s^{m,\varepsilon}|^{\delta p} + |Y_s^{m,\varepsilon}|^{\delta p}) ds$$

$$\leq C_{p, T, \delta}(1 + ||x||_\gamma^{(1+\delta)p} + |y|^{(1+\delta)p}).$$

By (3.16) and (3.17), we have for $\delta$ is small enough such that $\delta < \alpha - 1$,

$$\Lambda_{53}^{\varepsilon, m}(T) \leq C_p \mathbb{E} \left[ \sum_{k=1}^m \beta_k^\alpha \int_0^T \int_{|z| \leq \tilde{c}_k} |\Phi_m(X_s^{m,\varepsilon} + e_k z, Y_s^{m,\varepsilon}) - \Phi_m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon})| \cdot (e_k z) \cdot |\nu(dz)| ds \right]^p$$

$$+ C_p \mathbb{E} \left[ \sum_{k=1}^m \beta_k^\alpha \int_0^T \int_{|z| > \tilde{c}_k} |\Phi_m(X_s^{m,\varepsilon} + e_k z, Y_s^{m,\varepsilon}) - \Phi_m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon})| \cdot (e_k z) \cdot |\nu(dz)| ds \right]^p$$

$$\leq C_p \mathbb{E} \left[ \sum_{k=1}^m \beta_k^\alpha \int_0^T \int_{|z| \leq \tilde{c}_k} |\Phi_m(X_s^{m,\varepsilon} + e_k z, Y_s^{m,\varepsilon}) - \Phi_m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon})| \cdot |\nu(dz)| ds \right]^p$$

$$+ C_p \mathbb{E} \left[ \sum_{k=1}^m \beta_k^\alpha \int_0^T \int_{|z| > \tilde{c}_k} |\Phi_m(X_s^{m,\varepsilon} + e_k z, Y_s^{m,\varepsilon}) - \Phi_m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon})| \cdot |\nu(dz)| ds \right]^p$$

$$\leq C_p \left( \sum_{k=1}^m \beta_k^\alpha \frac{\alpha}{\varepsilon^2} \tilde{c}_k^{2-\alpha} \right)^p \mathbb{E} \left[ \int_0^T (1 + |X_s^{m,\varepsilon}|^p + |Y_s^{m,\varepsilon}|^p) ds \right]^p$$
where \( \tilde{c}_k := \lambda_k^{-\frac{1}{(1-\delta)}} \). Then by \( \sum_{k \in \mathbb{N}_+} \frac{\alpha}{\lambda_k^m} < \infty \), it follows
\[
\Lambda_{53}^{\varepsilon, m}(T) \leq C_{p,T,\delta}(1 + |x| + |y|) \left( \sum_{k=1}^{\infty} \beta_k^\alpha \lambda_k^{\frac{\alpha(1-\delta)-1}{2(1-\delta)}} \right)^p
\]
\[
\leq C_{p,T,\delta}(1 + |x|^p + |y|^p) \left( \sum_{k=1}^{\infty} \beta_k^\alpha \lambda_k^{\frac{\alpha(1-\delta)-1}{2(1-\delta)}} \right)^p
\]
\[
\leq C_{p,T,\delta}(1 + |x|^p + |y|^p) \left( \sum_{k=1}^{\infty} \beta_k^\alpha \lambda_k^{\alpha-1} \right)^p
\]
\[
\leq C_{p,T,\delta}(1 + |x|^p + |y|^p).
\]
As a result, for small enough \( \delta > 0 \) we have
\[
\Lambda_{5}^{\varepsilon, m}(T) \leq C_{p,T,\delta}(1 + |x|^{(1+\delta)p} + |y|^{(1+\delta)p}).
\]
(Hence, (4.3) holds by combining (4.9)-(4.13). The proof is complete.

5. Weak convergence order

This section is devoted to prove Theorem 2.6. We still consider the problem in finite dimension firstly, then passing the limit to the infinite dimensional case.

For a test function \( \phi \in C^3_b(H) \), we have for any \( t \geq 0 \),
\[
\left| \mathbb{E} \phi \left( X_t^\varepsilon \right) - \mathbb{E} \phi \left( \tilde{X}_t \right) \right| \leq \left| \mathbb{E} \phi \left( X_t^\varepsilon \right) - \mathbb{E} \phi \left( X_{t}^{m,\varepsilon} \right) \right| + \left| \mathbb{E} \phi \left( X_{t}^{m,\varepsilon} \right) - \mathbb{E} \phi \left( \tilde{X}_t \right) \right|
\]
\[
+ \left| \mathbb{E} \phi \left( X_{t}^{m,\varepsilon} \right) - \mathbb{E} \phi \left( X_t^m \right) \right|.
\]
By Lemmas 6.2 and 6.6 in the appendix, it is easy to see that
\[
\lim_{m \to \infty} \sup_{t \in [0,T]} \left| \mathbb{E} \phi \left( X_t^\varepsilon \right) - \mathbb{E} \phi \left( X_t^{m,\varepsilon} \right) \right| = 0,
\]
\[
\lim_{m \to \infty} \sup_{t \in [0,T]} \left| \mathbb{E} \phi \left( X_{t}^{m,\varepsilon} \right) - \mathbb{E} \phi \left( \tilde{X}_t \right) \right| = 0.
\]
Then the proof will be completed if we can show that there exists a positive constant \( C \) independent of \( m \) such that
\[
\sup_{t \in [0,T]} \left| \mathbb{E} \phi \left( X_t^{m,\varepsilon} \right) - \mathbb{E} \phi \left( X_t^m \right) \right| \leq C\varepsilon.
\]
Now we are in a position to prove Theorem 2.6.

Proof of Theorem 2.6. We will divide the proof into three steps.

**Step 1.** We first introduce the following Kolmogorov equation in finite dimension:
\[
\begin{cases}
\partial_t u_m(t, x) = \mathcal{L}_1^{m} u_m(t, x), & t \in [0, T], \\
u(0, x) = \phi(x), & x \in H_m,
\end{cases}
\]
where \( \phi \in C^3_b(H) \) and \( \mathcal{L}_1^{m} \) is the infinitesimal generator of the transition semigroup of the averaged equation (3.2), which is given by
\[
\mathcal{L}_1^{m} \phi(x) := D_x \phi(x) \cdot [Ax + \tilde{B}^{m}(x)].
\]
\[ + \sum_{k=1}^{m} \beta_k \int_{\mathbb{R}} \left[ \phi(x + e_kz) - \phi(x) - \langle D_x \phi(x), e_k z \rangle \mathbf{1}_{\{|z| \leq 1\}} \right] \nu(dz). \]

Note that
\[ \tilde{B}^m(x) := \int_{H^m} B^m(x, y) \mu^x, m(dy) = \lim_{t \to \infty} \mathbb{E} B^m(x, Y_t^x, y, m). \]

By assumptions A3, conditions (2.9) and (2.10), then through a straightforward computation, it is easy to check that
\[ |D \tilde{B}^m(x) \cdot h| \leq C|h| \quad \forall x, h \in H^m, \]
\[ |D^2 \tilde{B}^m(x) \cdot (h, k)| \leq C|h||k|_{\kappa_1}, \quad \forall x, h, k \in H^m, \]
\[ |D^3 \tilde{B}^m(x) \cdot (h, k, l)| \leq C|h||k||l|_{\kappa_1}, \quad \forall x, h, k, l \in H^m, \]
where \( \kappa_1 \) is the constant in assumption A3. As a consequence, (5.2) has a unique solution \( u_m \) given by
\[ u_m(t, x) = \mathbb{E} \phi(\bar{X}_t^m(x)), \quad t \in [0, T]. \]

Furthermore, for any \( h, k, l \in H^m \), we have
\[ \sup_{x \in H^m, m \geq 1} |D_x u_m(t, x) \cdot h| \leq C_T|h|, \quad t \in [0, T], \] (5.3)
\[ \sup_{x \in H^m, m \geq 1} |D_{xx} u_m(t, x) \cdot (h, k)| \leq C_T|h||k|, \quad t \in [0, T]. \] (5.4)
\[ \sup_{x \in H^m, m \geq 1} |D_{xxx} u_m(t, x) \cdot (h, k, l)| \leq C_T|h||k||l|, \quad t \in [0, T], \] (5.5)
\[ \sup_{m \geq 1} |\partial_t(D_x u_m(t, x)) \cdot h| \leq C_T t^{-1}(1 + |x|)|h|, \quad x \in H^m, t \in (0, T]. \] (5.6)

Indeed, note that for any \( h, k, l \in H^m \),
\[ D_x u_m(t, x) \cdot h = \mathbb{E}[D \phi(\bar{X}_t^m) \cdot \eta_t^{h, m}(x)], \]
\[ D_{xx} u_m(t, x) \cdot (h, k) = \mathbb{E} \left[ D^2 \phi(\bar{X}_t^m) \cdot (\eta_t^{h, m}(x), \eta_t^{k, m}(x)) \right] \]
\[ + \mathbb{E} \left[ D^3 \phi(\bar{X}_t^m) \cdot (\eta_t^{h, l, m}(x), \eta_t^{l, m}(x)) \right], \]
\[ D_{xxx} u_m(t, x) \cdot (h, k, l) = \mathbb{E} \left[ D^3 \phi(\bar{X}_t^m) \cdot (\eta_t^{h, m}(x), \eta_t^{k, m}(x), \eta_t^{l, m}(x)) \right] \]
\[ + \mathbb{E} \left[ D^2 \phi(\bar{X}_t^m) \cdot (\zeta_t^{h, k, m}(x), \eta_t^{l, m}(x)) \right] + \mathbb{E} \left[ D^2 \phi(\bar{X}_t^m) \cdot (\zeta_t^{h, k, m}(x), \eta_t^{h, m}(x)) \right], \]

where \( \eta_t^{h, m}(x) := D_x \bar{X}_t^m(x) \cdot h \) satisfies
\[ \left\{ \begin{array}{l}
    d\eta_t^{h, m}(x) = A \eta_t^{h, m}(x) dt + \tilde{B}^m(\bar{X}_t^m) \cdot \eta_t^{h, m}(x) dt, \\
    \eta_0^{h, m}(x) = h,
\end{array} \right. \]
\( \zeta_t^{h, k, m}(x) := D_{xx} \bar{X}_t^m(x) \cdot (h, k) \) satisfies
\[ \left\{ \begin{array}{l}
    d\zeta_t^{h, k, m}(x) = [A_{(t)}^{h, k, m}(x) + \tilde{B}^m(\bar{X}_t^m) \cdot \zeta_t^{h, k, m}(x) + \tilde{B}^m(\bar{X}_t^m) \cdot (\eta_t^{h, m}(x), \eta_t^{k, m}(x)))] dt, \\
    \zeta_0^{h, k, m}(x) = 0
\end{array} \right. \]
and \( \chi^{h,k,l,m}_t(x) := D_{xxx} \bar{X}^m_t(x) \cdot (h, k, l) \) satisfies

\[
\begin{aligned}
&d\chi^{h,k,l,m}_t(x) = \\
&\begin{cases}
-A \chi^{h,k,l,m}_t(x) + D \bar{B}^m(\bar{X}^m_t) \cdot \chi^{h,k,l,m}_t(x) + D^2 \bar{B}^m(\bar{X}^m_t) \cdot (\chi^{h,k,l,m}_t(x), \eta^{l,m}_t(x)) \\
+ D^2 \bar{B}^m(\bar{X}^m_t) \cdot (\eta^{h,m}_t(x), \eta^{k,m}_t(x)) + D^2 \bar{B}^m(\bar{X}^m_t) \cdot (\eta^{l,m}_t(x), \zeta^{l,m}_t(x)) \\
+ D^3 \bar{B}^m(\bar{X}^m_t) \cdot (\eta^{h,m}_t(x), \eta^{k,m}_t(x), \eta^{l,m}_t(x)) 
\end{cases} dt,
\end{aligned}
\]

\( \chi^{h,k,l,m}_0(x) = 0. \)

By a straightforward computation, we obtain for any \( t \in (0, T) \) and \( \theta \in [0, 2) \),

\[
\| \eta^{h,m}_t(x) \|_\theta \leq C_T t^{-\theta/2} |h|, \quad \| \eta^{h,m}_t(x) \|_2 \leq C_T t^{-1} (1 + |x|) |h|, \quad (5.7)
\]

\[
|\zeta^{h,k,m}_t(x)| \leq C_T |h||k|, \quad (5.8)
\]

\[
|\chi^{h,k,l,m}_t(x)| \leq C_T |h||k||l|, \quad (5.9)
\]

Hence, it is easy to see (5.7)-(5.9) imply (5.3)-(5.5) hold.

By Itô’s formula and taking expectation, we have

\[
\mathbb{E}[D\phi(\bar{X}^m_t) \cdot \eta^{h,m}_t(x)] = D\phi(x) \cdot h + \int_0^t \mathbb{E} \left[ D^2 \phi(\bar{X}^m_s) \cdot (\eta^{h,m}_s(x), A \bar{X}^m_s + \bar{B}^m(\bar{X}^m_s)) \right] ds + \\
+ \int_0^t \mathbb{E}(\delta \phi(\bar{X}^m_s), A \eta^{h,m}_s(x) + D \bar{B}^m(\bar{X}^m_s) \cdot \eta^{h,m}_s(x)) ds + \\
+ \sum_{k=1}^m \beta^\alpha_k \mathbb{E} \left[ \int_0^t \int_\mathbb{R} (\phi(\bar{X}^m_s + e_k z) - \phi(\bar{X}^m_s) - (D^2 \phi(\bar{X}^m_s) \cdot e_k z) 1_{|z| \leq 1}) \eta^{h,m}_s(x) \nu(dz) ds \right],
\]

which implies

\[
\partial_t (D_x u_m(t, x)) \cdot h = \mathbb{E} \left[ D^2 \phi(\bar{X}^m_t) \cdot (\eta^{h,m}_t(x), A \bar{X}^m_t + \bar{B}^m(\bar{X}^m_t)) \right] + \\
+ \mathbb{E}(\delta \phi(\bar{X}^m_t), A \eta^{h,m}_t(x) + D \bar{B}^m(\bar{X}^m_t) \cdot \eta^{h,m}_t(x)) + \\
+ \sum_{k=1}^m \beta^\alpha_k \mathbb{E} \left[ \int_\mathbb{R} (\phi(\bar{X}^m_t + e_k z) - \phi(\bar{X}^m_t) - (D^2 \phi(\bar{X}^m_t) \cdot e_k z) 1_{|z| \leq 1}) \eta^{h,m}_t(x) \nu(dz) ds \right].
\]

By (4.2), (5.7) and (6.11), we get for any \( t \in (0, T) \),

\[
|\partial_t (D_x u_m(t, x)) \cdot h| \leq C \mathbb{E} \left[ \| \eta^{h,m}_t(x) \|_2 + |\eta^{h,m}_t(x)|(|\bar{X}^m_t|_2 + |\bar{X}^m_t| + 1) \right] + \\
+ C \sum_{k=1}^m \beta^\alpha_k \mathbb{E} |\eta^{h,m}_t(x)| \left[ \int_{|z| \leq 1} |z|^2 \nu(dz) + \int_{|z| > 1} |z| \nu(dz) \right] \leq C_T t^{-1} |h|(1 + |x|),
\]

which proves (5.6).

**Step 2.** Let \( \tilde{u}^t_m(s, x) := u_m(t - s, x), s \in [0, t] \), by Itô’s formula, we have

\[
\tilde{u}^t_m(t, X^m(s, x)) = \tilde{u}^t_m(0, x) + \int_0^t \partial_s \tilde{u}^t_m(s, X^m(s, x)) ds + \int_0^t \mathcal{Z}^m_s(Y^m(s, x)) \tilde{u}^t_m(s, X^m(s, x)) ds + \tilde{M}^t_m,
\]

where

\[
\mathcal{Z}^m_s(Y^m(s, x)) = \mathcal{Z}^m_s(Y^m(s, x)) \cdot h, (5.10)
\]
where $\tilde{M}_t^m$ is defined as follows,

$$\tilde{M}_t^m := \sum_{k=1}^{m} \beta_k^t \int_0^t \int_{\mathbb{R}} \tilde{u}^t_m(s, X_{s-}^{m,\varepsilon} + z\varepsilon_k) - \tilde{u}^t_m(s, X_{s-}^{m,\varepsilon})\tilde{N}^1(k)(dz, ds).$$

Note that

$$\tilde{u}^t_m(t, X_t^{m,\varepsilon}) = \phi(X_t^{m,\varepsilon}), \tilde{u}^t_m(0, x) = \mathbb{E}\phi(X_t^{m,\varepsilon}), \partial_s \tilde{u}^t_m(s, X_s^{m,\varepsilon}) = -\mathcal{L}_{1}^{m} \tilde{u}^t_m(s, X_s^{m,\varepsilon}).$$

It follows for any $t \in [0, T]$,

$$\left|\mathbb{E}\phi(X_t^{m,\varepsilon}) - \mathbb{E}\phi(\tilde{X}_t^m)\right| = \left|\mathbb{E} \int_0^t -\mathcal{L}_{1}^{m} \tilde{u}^t_m(s, X_s^{m,\varepsilon})ds + \mathbb{E} \int_0^t \mathcal{L}_{1}^{m}(Y_s^{m,\varepsilon}) \tilde{u}^t_m(s, X_s^{m,\varepsilon})ds\right|$$

$$= \left|\mathbb{E} \int_0^t D_x \tilde{u}^t_m(s, X_s^{m,\varepsilon}) \cdot [B^m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) - \tilde{B}^m(X_s^{m,\varepsilon})]ds\right|$$

Define $\rho(\varepsilon) := \varepsilon^{1-r}$ for $r \in (0, 1)$. If $t \leq 2\rho(\varepsilon)$, then by (5.3) and the boundedness of $B$,

$$\left|\mathbb{E}\phi(X_t^{m,\varepsilon}) - \mathbb{E}\phi(\tilde{X}_t^m)\right| \leq C_T \rho(\varepsilon). \quad (5.10)$$

If $t > 2\rho(\varepsilon)$,

$$\left|\mathbb{E}\phi(X_t^{m,\varepsilon}) - \mathbb{E}\phi(\tilde{X}_t^m)\right| \leq \left|\mathbb{E} \int_0^{t-\rho(\varepsilon)} D_x \tilde{u}^t_m(s, X_s^{m,\varepsilon}) \cdot [B^m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) - \tilde{B}^m(X_s^{m,\varepsilon})]ds\right|$$

$$+ \left|\mathbb{E} \int_{t-\rho(\varepsilon)}^t D_x \tilde{u}^t_m(s, X_s^{m,\varepsilon}) \cdot [B^m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) - \tilde{B}^m(X_s^{m,\varepsilon})]ds\right|$$

$$+ \left|\mathbb{E} \int_0^{\rho(\varepsilon)} D_x \tilde{u}^t_m(s, X_s^{m,\varepsilon}) \cdot [B^m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) - \tilde{B}^m(X_s^{m,\varepsilon})]ds\right|$$

$$\leq \left|\mathbb{E} \int_0^{t-\rho(\varepsilon)} D_x \tilde{u}^t_m(s, X_s^{m,\varepsilon}) \cdot [B^m(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) - \tilde{B}^m(X_s^{m,\varepsilon})]ds\right|$$

$$+ C_T \rho(\varepsilon). \quad (5.11)$$

For any $s \in [0, t], x, y \in H_m$, define

$$G^t_m(s, x, y) := D_x \tilde{u}^t_m(s, x) \cdot B^m(x, y)$$

$$\bar{G}^t_m(s, x) := \int_{H_m} G^t_m(s, x, y)\mu^{x,m}(dy) = D_x \tilde{u}^t_m(s, x) \cdot \bar{B}^m(x).$$

By an argument similar to that used in the proof of Proposition 3.4, we construct

$$\bar{\Phi}^t_m(s, x, y) := \int_0^\infty \mathbb{E}G^t_m(s, x, Y^x_{r,y,m}) - \bar{G}^t_m(s, x)dr, \quad s \in [0, t], x, y \in H_m,$$

which is a solution of the following Poisson equation:

$$-\mathcal{L}_{2}^{m}(x)\bar{\Phi}^t_m(s, x, y) = G^t_m(s, x, y) - \bar{G}^t_m(s, x). \quad (5.12)$$

Moreover, for any $T > 0$, $t \in [0, T]$, $\delta \in (0, 1]$, there exists $C_T, C_T, \delta > 0$ such that the following estimates hold:

$$\sup_{m \geq 1} |\partial_s \bar{\Phi}^t_m(s, x, y)| \leq C_{T, \delta}(t - s)^{-1}(1 + |x|)(1 + |x|^{\delta} + |y|^{\delta}), \quad s \in (0, t]; \quad (5.13)$$

$$\sup_{s \in [0, t], x \in H_m} |\bar{\Phi}^t_m(s, x, y)| \leq C_T (1 + |x| + |y|); \quad (5.14)$$

$$\sup_{s \in [0, t], x \in H_m} |D_x \bar{\Phi}^t_m(s, x, y) \cdot h| \leq C_{T, \delta} (1 + |x|^{\delta} + |y|^{\delta})|h|; \quad (5.15)$$
\begin{align}
\sup_{s \in [0, t], x \in H^{m, m \geq 1}} |D_{x_{x}} \tilde{\Phi}_{m}^{t}(s, x, y) \cdot (h, k)| & \leq C_{T} (1 + |x| + |y|) |h||k|_{\kappa_{1}}. 
\end{align}

We here only give the proof of (5.13), and the proofs of (5.14)-(5.16) are omitted since it follows almost the same argument in Proposition 3.4.

In fact, by (3.10), (5.6) and the boundedness of $B$, we have for small enough $\delta > 0$,

\begin{align}
|\partial_{s} \tilde{\Phi}_{m}^{t}(s, x, y)| & \leq \int_{0}^{\infty} \partial_{s} D_{x_{x}} \tilde{\Phi}_{m}^{t}(s, x) \cdot \left[ \mathbb{E} B^{m}(x, Y_{r}^{x, y, m}) - \tilde{B}^{m}(x) \right] ds \\
& \leq C_{T} (t - s)^{-1} (1 + |x|) \int_{0}^{\infty} |\mathbb{E} B^{m}(x, Y_{r}^{x, y, m}) - \tilde{B}^{m}(x)| ds \\
& \leq C_{T} (t - s)^{-1} (1 + |x|) \int_{0}^{\infty} |\mathbb{E} B^{m}(x, Y_{r}^{x, y, m}) - \tilde{B}^{m}(x)| ds \\
& \leq C_{T} (t - s)^{-1} (1 + |x|) (1 + |x|^{\delta} + |y|^{\delta} \int_{0}^{\infty} e^{-\frac{(t-s)^{\delta}}{2}} ds \\
& \leq C_{T} (t - s)^{-1} (1 + |x|) (1 + |x|^{\delta} + |y|^{\delta}).
\end{align}

**Step 3.** Applying Itô’s formula and taking expectation, we get for any $t \in [2 \rho(\varepsilon), T]$,

\begin{align}
\mathbb{E} \tilde{\Phi}_{m}^{t}(t - \rho(\varepsilon), X_{t-\rho(\varepsilon)}^{m, \varepsilon}, Y_{t-\rho(\varepsilon)}^{m, \varepsilon}) &= \mathbb{E} \tilde{\Phi}_{m}^{t}(\rho(\varepsilon), X_{\rho(\varepsilon)}^{m, \varepsilon}, Y_{\rho(\varepsilon)}^{m, \varepsilon}) + \mathbb{E} \int_{\rho(\varepsilon)}^{t-\rho(\varepsilon)} \partial_{s} \tilde{\Phi}_{m}^{t}(s, X_{s}^{m, \varepsilon}, Y_{s}^{m, \varepsilon}) ds \\
&+ \mathbb{E} \int_{\rho(\varepsilon)}^{t-\rho(\varepsilon)} \mathcal{L}_{1}^{m}(Y_{s}^{m, \varepsilon}) \tilde{\Phi}_{m}^{t}(s, X_{s}^{m, \varepsilon}, Y_{s}^{m, \varepsilon}) ds + \frac{1}{\varepsilon} \mathbb{E} \int_{\rho(\varepsilon)}^{t-\rho(\varepsilon)} \mathcal{L}_{2}^{m}(X_{s}^{m, \varepsilon}) \tilde{\Phi}_{m}^{t}(s, X_{s}^{m, \varepsilon}, Y_{s}^{m, \varepsilon}) ds,
\end{align}

which implies

\begin{align}
- \mathbb{E} \int_{\rho(\varepsilon)}^{t-\rho(\varepsilon)} \mathcal{L}_{2}^{m}(X_{s}^{m, \varepsilon}) \tilde{\Phi}_{m}^{t}(s, X_{s}^{m, \varepsilon}, Y_{s}^{m, \varepsilon}) ds \\
= \varepsilon \left[ \mathbb{E} \tilde{\Phi}_{m}^{t}(t - \rho(\varepsilon), X_{t-\rho(\varepsilon)}^{m, \varepsilon}, Y_{t-\rho(\varepsilon)}^{m, \varepsilon}) - \mathbb{E} \tilde{\Phi}_{m}^{t}(\rho(\varepsilon), X_{\rho(\varepsilon)}^{m, \varepsilon}, Y_{\rho(\varepsilon)}^{m, \varepsilon}) + \mathbb{E} \int_{\rho(\varepsilon)}^{t-\rho(\varepsilon)} \partial_{s} \tilde{\Phi}_{m}^{t}(s, X_{s}^{m, \varepsilon}, Y_{s}^{m, \varepsilon}) ds \\
+ \mathbb{E} \int_{\rho(\varepsilon)}^{t-\rho(\varepsilon)} \mathcal{L}_{1}^{m}(Y_{s}^{m, \varepsilon}) \tilde{\Phi}_{m}^{t}(s, X_{s}^{m, \varepsilon}, Y_{s}^{m, \varepsilon}) ds \right].
\end{align}

Combining (5.11), (5.12) and (5.17), we get for any $t \in [2 \rho(\varepsilon), T]$,

\begin{align}
\left| \mathbb{E} \phi(X_{t}^{m, \varepsilon}) - \mathbb{E} \phi(\tilde{X}_{t}^{m}) \right| & \leq C_{T} \rho(\varepsilon) + \mathbb{E} \int_{\rho(\varepsilon)}^{t-\rho(\varepsilon)} \mathcal{L}_{2}^{m}(X_{s}^{m, \varepsilon}) \tilde{\Phi}_{m}^{t}(s, X_{s}^{m, \varepsilon}, Y_{s}^{m, \varepsilon}) ds \\
& \leq C_{T} \rho(\varepsilon) + \varepsilon \left[ \left| \mathbb{E} \tilde{\Phi}_{m}^{t}(\rho(\varepsilon), X_{\rho(\varepsilon)}^{m, \varepsilon}, Y_{\rho(\varepsilon)}^{m, \varepsilon}) \right| + \left| \mathbb{E} \tilde{\Phi}_{m}^{t}(t - \rho(\varepsilon), X_{t-\rho(\varepsilon)}^{m, \varepsilon}, Y_{t-\rho(\varepsilon)}^{m, \varepsilon}) \right| \\
+ \mathbb{E} \int_{\rho(\varepsilon)}^{t-\rho(\varepsilon)} \partial_{s} \tilde{\Phi}_{m}^{t}(s, X_{s}^{m, \varepsilon}, Y_{s}^{m, \varepsilon}) ds \right] + \mathbb{E} \int_{\rho(\varepsilon)}^{t-\rho(\varepsilon)} \mathcal{L}_{2}^{m}(X_{s}^{m, \varepsilon}) \tilde{\Phi}_{m}^{t}(s, X_{s}^{m, \varepsilon}, Y_{s}^{m, \varepsilon}) ds \right] ds \\
:= C_{T} \rho(\varepsilon) + \varepsilon \sum_{k=1}^{4} \tilde{A}^{m, \varepsilon}(t).
\end{align}

For the terms $\tilde{A}^{m, \varepsilon}(t)$ and $\tilde{A}^{m, \varepsilon}(t)$. By estimates (5.14) and (6.5), it is easy to get

\begin{align}
\tilde{A}^{m, \varepsilon}(t) + \tilde{A}^{m, \varepsilon}(t) & \leq C_{T} \sup_{t \in [0, T]} \mathbb{E}(1 + |X_{t}^{m, \varepsilon}| + |Y_{t}^{m, \varepsilon}|) \leq C_{T} (1 + |x| + |y|).
\end{align}
For the terms $\tilde{\Lambda}_3^{m,\varepsilon}(t)$. By (5.13), (6.4) and (6.5), we have
\[
\tilde{\Lambda}_3^{m,\varepsilon}(t) \leq C_{T,\delta} \int_0^{t-\rho(\varepsilon)} (t-s)^{-1} \mathbb{E} \left[ (1 + |X_s^{m,\varepsilon}|)(1 + |X_s^{m,\varepsilon}|^\delta + |Y_s^{m,\varepsilon}|) \right] ds \\
\leq C_{T,\delta} \ln \left( \frac{T}{\rho(\varepsilon)} \right) (1 + |x|^{1+\delta} + |y|^{1+\delta}). \tag{5.19}
\]

For the terms $\tilde{\Lambda}_4^{m,\varepsilon}(t)$. It is easy to see
\[
\tilde{\Lambda}_4^{m,\varepsilon}(t) \leq \int_{\rho(\varepsilon)}^t \mathbb{E} \left| D_x \tilde{\Phi}_m^t (X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) \cdot AX_s^{m,\varepsilon} \right| ds \\
+ \int_{\rho(\varepsilon)}^t \mathbb{E} \left| D_x \tilde{\Phi}_m^t (X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) \cdot B_m (X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) \right| ds \\
+ \int_0^t \mathbb{E} \sum_{k=1}^m \beta_k^x \int_{\mathbb{R}} \left[ \tilde{\Phi}_m^t (X_s^{m,\varepsilon} + e_k z, Y_s^{m,\varepsilon}) - \tilde{\Phi}_m^t (X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) \right] \\
-D_x \tilde{\Phi}_m^t (X_s^{m,\varepsilon}, Y_s^{m,\varepsilon}) \cdot (e_k z) \mathbb{1}_{|z| \leq 1} \nu(dz) \right| ds := \sum_{i=1}^3 \tilde{\Lambda}_{4i}^{m,\varepsilon}(t). \tag{5.20}
\]

By (5.15) and (6.13), it is easy to see for any $r \in (0, 1)$
\[
\tilde{\Lambda}_{41}^{m,\varepsilon}(t) \leq C_{T,\delta} \mathbb{E} \int_{\rho(\varepsilon)}^T \|X_s^{m,\varepsilon}\|_2 (1 + |X_s^{m,\varepsilon}|^\delta + |Y_s^{m,\varepsilon}|) ds \\
\leq C_{T,\delta} \int_{\rho(\varepsilon)}^T \mathbb{E} \left[ \|X_s^{m,\varepsilon}\|^{p_0} + |Y_s^{m,\varepsilon}|^{\frac{p_0}{p}} \right] \left( 1 + |X_s^{m,\varepsilon}|^{\frac{p_0}{p}} + |Y_s^{m,\varepsilon}|^{\frac{p_0}{p}} \right) \frac{e^{-r}}{p} ds \\
\leq C_T \int_{\rho(\varepsilon)}^T (s^{-1} + \varepsilon^{-r})(1 + |x|^{1+\delta} + |y|^{1+\delta}) ds \\
\leq C_T \left[ \ln \left( \frac{T}{\rho(\varepsilon)} \right) + \varepsilon^{-r} \right] (1 + |x|^{1+\delta} + |y|^{1+\delta}). \tag{5.21}
\]

By (5.15), (5.16), (6.4) and (6.5), we have
\[
\tilde{\Lambda}_{42}^{m,\varepsilon}(t) \leq C_T \mathbb{E} \int_0^T (1 + |X_s^{m,\varepsilon}| + |Y_s^{m,\varepsilon}|)(1 + |Y_s^{m,\varepsilon}|^\delta) ds \\
\leq C_T (1 + |x|^{1+\delta} + |y|^{1+\delta}). \tag{5.22}
\]

By following the same argument in the estimating $\Lambda_{33}^{m,\varepsilon}(T)$, we have for any $\delta < \alpha - 1$,
\[
\tilde{\Lambda}_{43}^{m,\varepsilon}(t) \leq C_{\delta, T} (1 + |x| + |y|). \tag{5.23}
\]

Finally, combining estimates (5.10), (5.11), (5.18)-(5.23), we final obtain
\[
\sup_{t \in [0,T], m \geq 1} \left| \mathbb{E} \phi(X_t^{m,\varepsilon}) - \mathbb{E} \phi(X_t^{\tilde{m}}) \right| \\
\leq C_T \varepsilon^{1-r} (1 + |x|^{1+\delta} + |y|^{1+\delta}) + C_T \varepsilon \ln \left( \frac{T}{\varepsilon^{1-r}} \right) (1 + |x|^{1+\delta} + |y|^{1+\delta}) \\
\leq C_{T,\varepsilon}^{1-r} (1 + |x|^{1+\delta} + |y|^{1+\delta}).
\]

The proof is complete.
6. Appendix

In this section, we give some a priori estimates of the solution \((X_t^\varepsilon, Y_t^\varepsilon)\) (see Lemma 6.1), which is used to study the Galerkin approximation of the system (1.1) (see Lemma 6.2). Then we study the increment of the time of solution \((X_t^\varepsilon, Y_t^\varepsilon)\) (see Lemma 6.3). Finally, the finite dimensional approximation of the frozen equation (2.6) is given (see Lemma 6.6).

**Lemma 6.1.** For any \(x, y \in H, 1 \leq p < \alpha\) and \(T > 0\), there exist constants \(C_{p,T}, C_T > 0\) such that the solution \((X_t^\varepsilon, Y_t^\varepsilon)\) of system (1.1) satisfies

\[
\sup_{t \in [0,T]} \mathbb{E}|X_t^\varepsilon|^p \leq C_{p,T}(1 + |x|^p + |y|^p), \quad \forall \varepsilon > 0, \tag{6.1}
\]

\[
\sup_{t \in [0,T]} \mathbb{E}|Y_t^\varepsilon|^p \leq C_p(1 + |x|^p + |y|^p), \quad \forall \varepsilon > 0. \tag{6.2}
\]

**Proof.** Define \(\tilde{Z}_t := \frac{1}{\varepsilon^{1/\alpha}} Z_{t\varepsilon}\), which is also a cylindrical \(\alpha\)-stable process. Then by [33, (4.12)], for any \(p \in (1, \alpha)\),

\[
\mathbb{E} \left| e^{(t-s)A/\varepsilon} Z_s \right|^p = \mathbb{E} \left( \int_0^{t/\varepsilon} e^{(t/\varepsilon-s)A} dZ_s \right)^p \leq C \left( \sum_{k=1}^{\infty} \frac{1 - e^{-\alpha \lambda_k t/\varepsilon}}{\alpha \lambda_k} \right)^{p/\alpha} \leq C \left( \sum_{k=1}^{\infty} \frac{\gamma_k^\alpha}{\alpha \lambda_k} \right)^{p/\alpha} < \infty.
\]

Then by Minkowski’s inequality, we get for any \(p \in (1, \alpha)\) and \(0 < t \leq T\),

\[
(\mathbb{E}|Y_t^\varepsilon|^p)^{1/p} \leq |e^{tA/\varepsilon} y| + \left[ \mathbb{E} \left( \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon} F(X_s^\varepsilon, Y_s^\varepsilon) ds \right)^p \right]^{1/p}.
\]

Thus by \(L_F < \lambda_1\), it follows

\[
(\mathbb{E}|X_t^\varepsilon|^p)^{1/p} \leq (\mathbb{E}|Y_t^\varepsilon|^p)^{1/p} + C, \quad \forall \varepsilon > 0
\]

Therefore, for any \(1 < p < \alpha\), by (6.3) and (2.5) in Remark 2.2, we obtain that

\[
\sup_{t \in [0,T]} \mathbb{E}|X_t^\varepsilon|^p \leq C_p |x|^p + C_p \int_0^T \mathbb{E}|X_s^\varepsilon|^p ds + C_p \int_0^T \mathbb{E}|Y_s^\varepsilon|^p ds + C_p \sup_{t \in [0,T]} \mathbb{E} \left| \int_0^t e^{(t-s)A} dL_s \right|^p \leq C_p (1 + |x|^p + |y|^p) + C_p \int_0^T \mathbb{E}|X_s^\varepsilon|^p ds.
\]
Then by Gronwall’s inequality, we have
\[
\sup_{t \in [0, T]} \mathbb{E}|X_t^\varepsilon|^p \leq C_{p, T}(1 + |x|^p + |y|^p),
\]
which also implies that (6.2) holds easily. The proof is complete. \qed

Recall the Galerkin approximation (3.1) of system (1.1). We have the following approximation.

**Lemma 6.2.** For any \( \varepsilon > 0 \), \((x, y) \in H \times H \) and \( m \in \mathbb{N}_+ \), system (3.1) has a unique mild solution \((X_t^{m, \varepsilon}, Y_t^{m, \varepsilon}) \in H \times H \), i.e., \( \mathbb{P} \)-a.s.,
\[
\begin{align*}
X_t^{m, \varepsilon} &= e^{tA}x^m + \int_0^t e^{(t-s)A}B^m(X_s^{m, \varepsilon}, Y_s^{m, \varepsilon})ds + \int_0^t e^{(t-s)A}d\bar{L}_s^m, \\
Y_t^{m, \varepsilon} &= e^{tA/\varepsilon}y^m + \frac{1}{\varepsilon} \int_0^t e^{(t-s)A/\varepsilon}F^m(X_s^{m, \varepsilon}, Y_s^{m, \varepsilon})ds + \frac{1}{\varepsilon^{1/2}} \int_0^t e^{(t-s)A/\varepsilon}d\bar{Z}_s^m. 
\end{align*}
\]
Moreover, for any \( 1 \leq p < \alpha \) and \( T > 0 \), there exist constants \( C_{p, T}, C_T > 0 \) such that for any \( \varepsilon > 0 \),
\[
\begin{align*}
\sup_{m \geq 1, t \in [0, T]} \mathbb{E}|X_t^{m, \varepsilon}|^p &\leq C_{p, T}(1 + |x|^p + |y|^p); \\
\mathbb{E} |Y_t^{m, \varepsilon}|^p &\leq C_{p, T}(1 + |x|^p + |y|^p); \\
\lim_{m \to \infty} \sup_{t \in [0, T]} \mathbb{E}|X_t^{m, \varepsilon} - X_t^\varepsilon|^p = 0, \quad \forall \varepsilon > 0.
\end{align*}
\]

**Proof.** Under the assumptions **A1** and **A2**, it is easy to show that the existence and uniqueness of the mild solution of system (3.1). The estimates (6.4) and (6.5) can be proved by following the same argument as in the proof of Lemma 6.1. Next, we prove the approximation (6.6). It is easy to see that for any \( t > 0 \),
\[
X_t^{m, \varepsilon} - X_t^\varepsilon = e^{tA}(x^m - x) + \int_0^t e^{(t-s)A}(\pi_m - I)B(X_s^\varepsilon, Y_s^\varepsilon)ds
\]
\[
+ \int_0^t e^{(t-s)A}[B^m(X_s^{m, \varepsilon}, Y_s^{m, \varepsilon}) - B^m(X_s^\varepsilon, Y_s^\varepsilon)]ds + \left[ \int_0^t e^{(t-s)A}d\bar{L}_s^m - \int_0^t e^{(t-s)A}dL_s \right].
\]
Then for any \( T > 0, p \in [1, \alpha) \), we get
\[
\sup_{t \in [0, T]} \mathbb{E}|X_t^{m, \varepsilon} - X_t^\varepsilon|^p \leq C_p |x^m - x|^p + C_p \int_0^T \mathbb{E}|(\pi_m - I)B(X_s^\varepsilon, Y_s^\varepsilon)|^p ds
\]
\[
+ C_p \mathbb{E} \left[ \int_0^T |B^m(X_s^{m, \varepsilon}, Y_s^{m, \varepsilon}) - B^m(X_s^\varepsilon, Y_s^\varepsilon)| ds \right]^p
\]
\[
+ C_p \mathbb{E} \left( \int_0^T e^{(t-s)A}d\bar{L}_s^m - \int_0^t e^{(t-s)A}dL_s \right)^p
\]
\[
\leq C_p |x^m - x|^p + C_p \int_0^T \mathbb{E}|(\pi_m - I)B(X_s^\varepsilon, Y_s^\varepsilon)|^p ds
\]
\[
+ C_p \mathbb{E} \left( \int_0^T |X_s^{m, \varepsilon} - X_s^\varepsilon| + |Y_s^{m, \varepsilon} - Y_s^\varepsilon| ds \right)^p
\]
\[
+ C_p \mathbb{E} \left( \int_0^T e^{(t-s)A}d\bar{L}_s^m - \int_0^t e^{(t-s)A}dL_s \right)^p.
\]
On the other hand,

\[
Y^{m,\varepsilon}_t - Y^\varepsilon_t = e^{tA/\varepsilon}(y^m - y) + \frac{1}{\varepsilon} \int_0^t e^{(t-s)A/\varepsilon}(\pi_m - I)F(X^\varepsilon_{s}, Y^\varepsilon_s)ds \\
+ \frac{1}{\varepsilon} \int_0^t e^{(t-s)A/\varepsilon}[F^m(X^{m,\varepsilon}_{s}, Y^{m,\varepsilon}_s) - F^m(X^\varepsilon_{s}, Y^\varepsilon_s)]ds \\
+ \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}d\bar{Z}^m_s - \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}dZ_s.
\]

It is clear that for any \( T > 0 \),

\[
\int_0^T |Y^{m,\varepsilon}_t - Y^\varepsilon_t|dt \leq C|y^m - y| + \frac{1}{\varepsilon} \int_0^T \int_0^t e^{\frac{\lambda_1(t-s)}{\varepsilon}}|\pi_m - I|F(X^\varepsilon_{s}, Y^\varepsilon_s)|dsdt \\
+ \frac{1}{\varepsilon} \int_0^T \int_0^t e^{\frac{\lambda_1(t-s)}{\varepsilon}}|F^m(X^{m,\varepsilon}_{s}, Y^{m,\varepsilon}_s) - F^m(X^\varepsilon_{s}, Y^\varepsilon_s)|dsdt \\
+ \int_0^T \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}d\bar{Z}^m_s - \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}dZ_s |dt \\
\leq CT|y^m - y| + \frac{1}{\varepsilon} \int_0^T |\pi_m - I|F(X^\varepsilon_{s}, Y^\varepsilon_s)|ds \\
+ \frac{1}{\lambda_1} \int_0^T \int_0^t (C|X^{m,\varepsilon}_{s} - X^\varepsilon_s| + LF|Y^{m,\varepsilon}_s - Y^\varepsilon_s|) e^{\frac{-\lambda(t-s)}{\varepsilon}}dsdt \\
+ \int_0^T \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}d\bar{Z}^m_s - \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}dZ_s |dt.
\]

By the condition \( \lambda_1 > L_F \) in assumption \textbf{A2}, it follows

\[
\int_0^T |Y^{m,\varepsilon}_t - Y^\varepsilon_t|dt \leq C|y^m - y| + \frac{C}{\lambda_1} \int_0^T |\pi_m - I|F(X^\varepsilon_{s}, Y^\varepsilon_s)|ds + \frac{C}{\lambda_1} \int_0^T |X^{m,\varepsilon}_{s} - X^\varepsilon_s|ds \\
+ C \int_0^T \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}d\bar{Z}^m_s - \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}dZ_s |dt. \tag{6.8}
\]

Then by (6.7) and (6.8), we obtain

\[
\sup_{t \in [0, T]} \mathbb{E}|X^{m,\varepsilon}_t - X^\varepsilon_t|^p \leq C_p|x^m - x|^p + C_p|y^m - y|^p + C_{p,T}\mathbb{E} \int_0^T |X^{m,\varepsilon}_{s} - X^\varepsilon_s|^pds \\
+ C_{p,T}\mathbb{E} \int_0^T |\pi_m - I|B(X^\varepsilon_{s}, Y^\varepsilon_s)|^pds + C_{p,T}\mathbb{E} \int_0^T |\pi_m - I|F(X^\varepsilon_{s}, Y^\varepsilon_s)|^pds \\
+ C_{p,T} \int_0^T \mathbb{E} \left| \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}d\bar{Z}^m_s - \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}dZ_s \right|^p |dt \\
+ C_p \sup_{t \in [0, T]} \mathbb{E} \left| \int_0^t e^{(t-s)A}d\bar{Z}^m_s - \int_0^t e^{(t-s)A}dL_s \right|^p.
\]
The Gronwall’s inequality implies
\[
\sup_{t \in [0,T]} \mathbb{E}|X_t^{m,\varepsilon} - X_t^\varepsilon|^p \\
\leq C_{p,T} \left( |x^m - x|^p + |y^m - y|^p \right) + C_{p,T} \int_0^T \mathbb{E}|(\pi_m - I)B(X_s^\varepsilon, Y_s^\varepsilon)|^p ds \\
+ C_{p,T} \int_0^T \mathbb{E}|(\pi_m - I)F(X_s^\varepsilon, Y_s^\varepsilon)|^p ds + C_{p,T} \int_0^T \mathbb{E} \left( \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A^{\varepsilon}} d\bar{Z}_s^{m} - \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A^{\varepsilon}} dZ_s \right)^p dt \\
+ C_{p,T} \sup_{t \in [0,T]} \mathbb{E} \left| \int_0^t e^{(t-s)A^{\varepsilon}} d\bar{L}_s^{m} - \int_0^t e^{(t-s)A^{\varepsilon}} dL_s \right|^p.
\]

It is clear that as \( m \to \infty \),
\[
|x^m - x|^p \to 0, \quad |y^m - y|^p \to 0.
\]

By the a priori estimate of \((X_s^\varepsilon, Y_s^\varepsilon)\) and the dominated convergence theorem,
\[
\lim_{m \to \infty} \int_0^T \mathbb{E}|(\pi_m - I)B(X_s^\varepsilon, Y_s^\varepsilon)|^p ds = \int_0^T \mathbb{E} \lim_{m \to \infty} |(\pi_m - I)B(X_s^\varepsilon, Y_s^\varepsilon)|^p ds = 0,
\]
\[
\lim_{m \to \infty} \int_0^T \mathbb{E}|(\pi_m - I)F(X_s^\varepsilon, Y_s^\varepsilon)|^p ds = \int_0^T \mathbb{E} \lim_{m \to \infty} |(\pi_m - I)F(X_s^\varepsilon, Y_s^\varepsilon)|^p ds = 0.
\]

By assumption \( \textbf{A2} \) and Remark 2.2, as \( m \to \infty \),
\[
\lim_{m \to \infty} \sup_{t \in [0,T]} \mathbb{E}|X_t^{m,\varepsilon} - X_t^\varepsilon|^p = 0.
\]

The proof is complete. \( \square \)

**Lemma 6.3.** For any \((x, y) \in H \times H\), \( m \in \mathbb{N}_+\), \( p \in [1, \alpha) \) and \( T > 0 \), there exist constants \( C_{p,T}, C_T > 0 \) such that any \( \varepsilon \in (0,1) \), \( \eta \in (0,1) \) and \( 0 < s \leq t < T \),
\[
\sup_{m \geq 1} \mathbb{E}|X_t^{m,\varepsilon} - X_s^{m,\varepsilon}|^p \leq C_T(t-s)^\frac{\varepsilon}{2} s^{-\frac{\eta}{2}} (1 + |x| + |y|),
\]
\[
\sup_{m \geq 1} \mathbb{E}|Y_t^{m,\varepsilon} - Y_s^{m,\varepsilon}|^p \leq C_T \left( \frac{t-s}{\varepsilon} \right)^\frac{\eta}{2} s^{-\frac{\eta}{2}} (1 + |x| + |y|).
\]

**Proof.** By (2.1), (2.5) and Minkowski’s inequality, we get for any \( p \in (1, \alpha) \), \( \eta \in (0,1) \) and \( 0 < t \leq T \),
\[
\mathbb{E}\|X_t^{m,\varepsilon}\|_\eta \leq C_p \|e^{tA} x\|_\eta + C_p \mathbb{E} \left( \int_0^t \|e^{(t-s)A} B_t^{m}(X_s^{m,\varepsilon}, Y_s^{m,\varepsilon})\|_s ds \right)^p + C_p \mathbb{E} \left\| \int_0^t e^{(t-s)A} d\bar{L}_s^{m} \right\|_\eta^p
\]
\[
\leq C_p t^{-\frac{\eta}{2}} |x|^p + C_p \left[ \int_0^t (t-s)^{-\eta/2} \mathbb{E}(1 + |X_s^{m,\varepsilon}|^p + |Y_s^{m,\varepsilon}|^p)^{1/p} ds \right]^p + C_p
\]
\[
\leq C_{p,T} t^{-\frac{\eta}{2}} (1 + |x|^p + |y|^p).
\]
Note that
\[ X^{m,\varepsilon}_t = e^{(t-s)A}X^{m,\varepsilon}_s + \int_s^t e^{(t-r)A}B^m(X^{m,\varepsilon}_r, Y^{m,\varepsilon}_r)dr + \int_s^t e^{(t-r)A}d\tilde{L}^m_r. \]

It follows from (2.2) that for any 0 < s ≤ t ≤ T,
\[
\mathbb{E}|X^{m,\varepsilon}_t - X^{m,\varepsilon}_s|^p \leq C_p(t-s)^{\frac{p}{p+1}}\mathbb{E}\|X^{m,\varepsilon}_s\|_p^p + C_p\left(\int_s^t \mathbb{E}\|B^m(X^{m,\varepsilon}_r, Y^{m,\varepsilon}_r)\|^{1/p}_r dr\right)^p
\]
\[+ C_p\left[\sum_{k=1}^{\infty} \frac{\beta_k\left(1-e^{-\lambda_k(t-s)}\right)^{\gamma_k}}{\lambda_k}\right]^{p/\alpha}
\]
\[\leq C_p(T)(t-s)^{\frac{p}{p+1}}(1+|x|^p + |y|^p) + C(t-s)^p(1+|x|^p + |y|^p)
\]
\[+ C_p(t-s)^{\frac{p}{p+1}}\left[\sum_{k=1}^{\infty} \frac{\beta_k\left(1-\lambda_k^{1-\gamma_k}\right)^{\gamma_k}}{\lambda_k}\right]^{p/\alpha}
\]
\[\leq C_p(T)(t-s)^{\frac{p}{p+1}}(1+|x|^p + |y|^p).
\]

Define \( \tilde{Z}_t := \frac{1}{\varepsilon^{1/\alpha}}Z_{t\varepsilon} \), which is also a cylindrical \( \alpha \)-stable process. Then by (2.5), for any \( \eta \in (0,1) \) we have
\[
\mathbb{E}\left\| \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}dZ_s \right\|_\eta^p = \mathbb{E}\left\| \int_0^{t/\varepsilon} e^{(t-s)A}d\tilde{Z}_s \right\|_\eta^p
\]
\[\leq C \left(\sum_k \gamma_k^{\frac{\alpha}{\alpha - 1}} \frac{1 - \lambda_k^{1/\varepsilon}}{\lambda_k^{1-\alpha \eta/2}} \right)^{p/\alpha}
\]
\[= C \left(\sum_k \frac{\alpha \frac{\gamma_k^{\alpha}}{\lambda_k^{1-\alpha \eta/2}}}{\lambda_k^{1-\alpha \eta/2}} \right)^{p/\alpha}
\]
\[\leq C\alpha \left(\sum_k \frac{\gamma_k^{\alpha}}{\lambda_k^{1-\alpha \eta/2}} \right)^{p/\alpha} \leq C_{\alpha,p}.
\]

Similarly, by (2.1) and Minkowski’s inequality, we get for any \( \eta \in (0,1) \) and 0 < t ≤ T,
\[
\mathbb{E}\|Y^{m,\varepsilon}_t\|_\eta^p \leq C_p\|e^{tA/\varepsilon}y\|_\eta^p + C_p\mathbb{E}\left(\int_0^t \left\| e^{(t-s)A}F^m(X^{m,\varepsilon}_s, Y^{m,\varepsilon}_s) \right\|_\eta ds\right)^p
\]
\[+ C_p\mathbb{E}\left\| \frac{1}{\varepsilon^{1/\alpha}} \int_0^t e^{(t-s)A/\varepsilon}d\tilde{Z}^m_s \right\|_\eta^p
\]
\[\leq C_p\left(\frac{t}{\varepsilon}\right)^{\frac{p}{p+1}} |y|^p + C \left[\frac{1}{\varepsilon} \int_0^t \left(\frac{t-s}{\varepsilon}\right)^{-\frac{\eta}{2}} e^{-\frac{(t-s)\lambda_1}{s \varepsilon}} [\mathbb{E}(1 + |X^{m,\varepsilon}_s|^p + |Y^{m,\varepsilon}_s|^p)]^{1/p} ds \right]^{p/\alpha}
\]
\[+ C_{\alpha,p}
\]
\[\leq C T t^{-\frac{p}{p+1}}(1+|x|^p + |y|^p).
\]

Note that
\[ Y^{m,\varepsilon}_t = e^{(t-s)A}X^{m,\varepsilon}_s + \frac{1}{\varepsilon} \int_s^t e^{(t-r)A}F^m(X^{m,\varepsilon}_r, Y^{m,\varepsilon}_r)dr + \frac{1}{\varepsilon^{1/\alpha}} \int_s^t e^{(t-r)A}d\tilde{Z}^m_r.
\]

Thus by (2.2), it follows that for any 0 < s < t ≤ T,
\[ \mathbb{E}|Y^{m,\varepsilon}_t - Y^{m,\varepsilon}_s|^p \]
\[
\leq C_p \mathbb{E} \left[ e^{\frac{(t-s)A}{\varepsilon}} Y_{s}^{m,\varepsilon} - Y_{s}^{m,\varepsilon} \right|^p + C_p \mathbb{E} \left[ \frac{1}{\varepsilon} \int_{s}^{t} e^{\frac{(t-s)A}{\varepsilon}} F_{2}^{m}(X_{r}^{m,\varepsilon}, Y_{r}^{m,\varepsilon}) \, dr \right]^p \\
+ C_p \mathbb{E} \left[ \frac{1}{\varepsilon^{1/\alpha}} \int_{s}^{t} e^{\frac{(t-s)A}{\varepsilon}} d\tilde{Z}_{r}^{m} \right]^p \\
\leq C_p \left( \frac{t-s}{\varepsilon} \right)^{\frac{pn}{2}} \mathbb{E} \left[ Y_{s}^{m,\varepsilon} \right|^p_{\eta} + C_p \left[ \frac{1}{\varepsilon} \int_{s}^{t} e^{\frac{(t-s)A}{\varepsilon}} \left[ \mathbb{E}(1 + \left| X_{r}^{m,\varepsilon} \right|^p + \left| Y_{r}^{m,\varepsilon} \right|^p) \right]^{1/p} \, dr \right]^p \\
+ C_p \left[ \sum_{k=1}^{\infty} \frac{\gamma_k^\alpha (1 - e^{-\alpha \lambda_k (t-s)/\varepsilon})}{\lambda_k} \right]^{p/\alpha} \\
\leq C_{p,T} \left( \frac{t-s}{\varepsilon} \right)^{\frac{pn}{2}} \left( \frac{1}{\varepsilon} \right)^{p/\alpha} \left( \sum_{k=1}^{\infty} \frac{\gamma_k^\alpha}{\lambda_k^{1-\alpha n/2}} \right)^{p/\alpha} \\
\leq C_{p,T} \left( \frac{t-s}{\varepsilon} \right)^{\frac{pn}{2}} \left( 1 + \left| x \right|^p + \left| y \right|^p \right),
\]
where we use the fact that \(1 - e^{-x} \leq C x^{\alpha n/2}\), for any \(x > 0\). The proof is complete. \(\square\)

**Lemma 6.4.** For any \((x, y) \in H^\gamma \times H\) with \(\gamma \in [0, 1), \eta \in (0, 1), T > 0\) and \(p \in [1, \alpha)\), there exists a constant \(C_T\) such that for any \(\varepsilon \in (0, 1)\) and \(t \in (0, T)\), we have
\[
\sup_{m \geq 1} \left[ \mathbb{E} \left\| X_{t}^{m,\varepsilon} \right\|^p_{\gamma} \right]^{\frac{1}{p}} \leq C t^{-1 + \frac{\alpha}{2}} \left\| x \right\|_{\gamma} + C_T \varepsilon^{-\frac{\alpha}{2}} (1 + \left| x \right| + \left| y \right|). \tag{6.13}
\]

**Proof.** Note that for any \(t > 0\), we have
\[
X_{t}^{m,\varepsilon} = e^{tA} x + \int_{0}^{t} e^{\frac{(t-s)A}{\varepsilon}} B^{m}(X_{s}^{m,\varepsilon}, Y_{s}^{m,\varepsilon}) \, ds \\
+ \int_{0}^{t} e^{\frac{(t-s)A}{\varepsilon}} \left[ B^{m}(X_{s}^{m,\varepsilon}, Y_{s}^{m,\varepsilon}) - B^{m}(X_{t}^{m,\varepsilon}, Y_{t}^{m,\varepsilon}) \right] \, ds + \int_{0}^{t} e^{\frac{(t-s)A}{\varepsilon}} d\tilde{L}_{s}^{m} \\
:= \sum_{i=1}^{4} I_{i}.
\]
For the term \(I_{1}\), using (2.1), for any \(\gamma \in (0, 1)\) we have
\[
\left\| e^{tA} x \right\|_{2} \leq C t^{-1 + \frac{\alpha}{2}} \left\| x \right\|_{\gamma}. \tag{6.14}
\]
For the term \(I_{2}\), we have
\[
\left[ \mathbb{E} \left\| I_{2} \right\|_{2}^{p} \right]^{1/p} \leq \left( \mathbb{E} \left[ \left( e^{tA} - I \right) B^{m}(X_{t}^{m,\varepsilon}, Y_{t}^{m,\varepsilon}) \right]^{p} \right)^{1/p} \\
\leq C \left[ 1 + \left( \mathbb{E} \left\| X_{t}^{m,\varepsilon} \right\|^p \right)^{1/p} + \left( \mathbb{E} \left\| Y_{t}^{m,\varepsilon} \right\|^p \right)^{1/p} \right] \\
\leq C_{T} (1 + \left| x \right| + \left| y \right|).
\]
For the term \(I_{3}\), using Minkowski’s inequality and Lemma 6.3, we obtain
\[
\left[ \mathbb{E} \left\| I_{3} \right\|_{2}^{p} \right]^{1/p} \leq C \int_{0}^{t} \frac{1}{t-s} \left[ \mathbb{E} \left\| F_{1}^{m}(X_{s}^{m,\varepsilon}, Y_{s}^{m,\varepsilon}) - F_{1}^{m}(X_{t}^{m,\varepsilon}, Y_{t}^{m,\varepsilon}) \right\|^{p} \right]^{1/p} \, ds \\
\leq C \int_{0}^{t} \frac{1}{t-s} \left[ \mathbb{E} \left\| X_{s}^{m,\varepsilon} - X_{t}^{m,\varepsilon} \right\|^{p} + \mathbb{E} \left\| Y_{s}^{m,\varepsilon} - Y_{t}^{m,\varepsilon} \right\|^{p} \right]^{1/p} \, ds.
\]
Lemma 6.6. Proof. It is easy to see that for any $\bar{x}$ and $T > 0$,
\begin{align*}
&\leq C(1 + |x| + |y|) \int_0^T \frac{1}{t-s}(t-s)^{\frac{3}{2}-\frac{\beta}{2}} s^{-\frac{\beta}{2}} ds \\
&+ C(1 + |x| + |y|) \int_0^T \frac{1}{t-s} \left(\frac{t-s}{\varepsilon}\right)^{\frac{3}{2}-\frac{\beta}{2}} s^{-\frac{\beta}{2}} ds \\
&\leq C\varepsilon^{-n/2}(1 + |x| + |y|).
\end{align*}
(6.15)

For the term $I_4$, by (2.5) and assumption A2, we easily have
\begin{align*}
\|E|I_4|^{p/2}\|^{1/p} &\leq C_p \left( \sum_{k \in \mathbb{N}_+} \frac{\beta_k^\alpha}{\lambda_k^{-\alpha}} \right)^{1/\alpha} \leq C_p.
\end{align*}
(6.16)

Combining (6.14)–(6.16) yields the desired result. \hfill \Box

Remark 6.5. By the same argument above, we can easily prove that for any $(x, y) \in H \times H$, $T > 0$ and $p \in [1, \alpha)$, there exists a constant $C_T$ such that for any $t \in (0, T]$, we have
\begin{align*}
\sup_{m \geq 1} \left[ E\|\bar{X}_t^m - \bar{X}_t\|^{p/2}\right]^{1/p} &\leq C_T t^{-1}(1 + |x|).
\end{align*}
(6.17)

Recall the approximate equation (3.2) to the averaged equation (2.7). Note that $\bar{X}^m$ is not the Galerkin approximation of $\bar{X}$, hence we have to check its approximation carefully.

Lemma 6.6. For any $x \in H$, $T > 0$ and $p \in [1, \alpha)$, we have
\begin{align*}
\lim_{m \to \infty} \sup_{t \in [0, T]} E|\bar{X}_t^m - \bar{X}_t|^p = 0.
\end{align*}
(6.18)

Proof. It is easy to see that for any $t > 0$,
\begin{align*}
\bar{X}_t^m - \bar{X}_t &= e^{tA}(x^m - x) + \int_0^t e^{(t-s)A}(\pi_m - I)\bar{B}(\bar{X}_s) ds \\
&+ \int_0^t e^{(t-s)A} \left[ \bar{B}(\bar{X}_s) - \pi_m \bar{B}(\bar{X}_s) \right] ds + \left[ \int_0^t e^{(t-s)A} d\bar{L}_s^m - \int_0^t e^{(t-s)A} d\bar{L}_s \right].
\end{align*}

Then for any $T > 0$ and $p \in [1, \alpha)$, we have
\begin{align*}
\sup_{t \in [0, T]} E|\bar{X}_t^m - \bar{X}_t|^p &\leq C_p|x^m - x|^p + C_{p,T} \int_0^T E|\pi_m - I\bar{B}(\bar{X}_s)|^p ds + C_{p,T} \int_0^T E|\bar{B}(\bar{X}_s) - \pi_m \bar{B}(\bar{X}_s)|^p ds \\
&+ C_{p,T} \int_0^T |e^{(t-s)A}d\bar{L}_s^m - e^{(t-s)A}d\bar{L}_s|^p ds \\
&\leq C_p|x^m - x|^p + C_{p,T} \int_0^T E|\pi_m - I\bar{B}(\bar{X}_s)|^p ds + C_{p,T} \int_0^T E|\bar{X}_t^m - \bar{X}_t|^p dt \\
&+ C_{p,T} \int_0^T |e^{(t-s)A}d\bar{L}_s^m - e^{(t-s)A}d\bar{L}_s|^p. \hspace{1cm} (6.16)
\end{align*}

By Gronwall’s inequality, we get
\begin{align*}
\sup_{t \in [0, T]} E|\bar{X}_t^m - \bar{X}_t|^p &\leq C_{p,T}|x^m - x|^p + C_{p,T} \int_0^T E|\pi_m - I\bar{B}(\bar{X}_s)|^p ds.
\end{align*}
By the a priori estimate of \( \bar{X} \) and the dominated convergence theorem,

\[
\lim_{m \to \infty} \int_0^T \mathbb{E}|(\pi_m - I)\bar{B}(\bar{X}_s)|^p ds = 0, \quad (6.19)
\]

\[
\lim_{m \to \infty} \sup_{t \in [0,T]} \mathbb{E} \left| \int_0^t e^{(t-s)A}d\bar{L}_s^m - \int_0^t e^{(t-s)A}dL_s \right|^p = 0. \quad (6.20)
\]

Thus if we can prove for any \( x \in H \),

\[
\lim_{m \to \infty} |\bar{B}^m(x) - \pi_m \bar{B}(x)| = 0, \quad (6.21)
\]

Then by dominated convergence theorem, we get

\[
\lim_{m \to \infty} \mathbb{E} \int_0^T |\bar{B}^m(\bar{X}_s) - \pi_m \bar{B}(\bar{X}_s)|^p ds = 0. \quad (6.22)
\]

Hence, (6.18) holds by combining (6.19), (6.20) and (6.22).

In fact, for any \( t > 0 \),

\[
\mathbb{E}|Y_{t,x}^{x,0,m} - Y_{t,x}^{x,0}| \leq \int_0^t \mathbb{E} \left| (\pi_m - I)F(x, Y_{s,x}^{x,0}) \right| ds + \int_0^t \mathbb{E} \left| F^m(x, Y_{s,x}^{x,0,m}) - F^m(x, Y_{s,x}^{x,0}) \right| ds
\]

\[
+ \mathbb{E} \left| \int_0^t e^{(t-s)A}d\bar{Z}_s^m - \int_0^t e^{(t-s)A}dZ_s \right|.
\]

By Gronwall's inequality,

\[
\mathbb{E}|Y_{t,x}^{x,0,m} - Y_{t,x}^{x,0}| \leq e^{Ct} \left[ \int_0^t \mathbb{E} \left| (\pi_m - I)F(x, Y_{s,x}^{x,0}) \right| ds + \mathbb{E} \int_0^t e^{(t-s)A}d\bar{Z}_s^m - \int_0^t e^{(t-s)A}dZ_s \right].
\]

As a consequence, it is easy to see

\[
\lim_{m \to \infty} \mathbb{E}|Y_{t,x}^{x,0,m} - Y_{t,x}^{x,0}| = 0.
\]

By (3.10), we have for any \( t > 0 \),

\[
|\bar{B}^m(x) - \pi_m \bar{B}(x)| \leq |\bar{B}^m(x) - \mathbb{E}\pi_m B(x, Y_{t,x}^{x,0,m})| + |\mathbb{E}\pi_m B(x, Y_{t,x}^{x,0}) - \pi_m \bar{B}(x)|
\]

\[
+ |\pi_m B(x, Y_{t,x}^{x,0,m}) - \mathbb{E}\pi_m B(x, Y_{t,x}^{x,0})|
\]

\[
\leq Ce^{-(\lambda_1 - \lambda E)x^2} + \mathbb{E}|Y_{t,x}^{x,0,m} - Y_{t,x}^{x,0}|.
\]

Then by taking \( m \to \infty \) firstly, then \( t \to \infty \), we finally get (6.21). The proof is complete. \( \square \)
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