Application of weighted sample entropy in detection of abnormal signal
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Abstract. An improved sample entropy (SE) algorithm named weighted sample entropy (WSE) is proposed in this paper to optimize the problems existing in SE based on weighting. The principle of WSE algorithm is given, and the performance of it for dynamical change detection is analyzed using synthetic signal. The results show that WSE can accurately capture amplitude information and amplify the detection results of dynamical changes compared with SE and PE in the case of high complexity, but it requires a higher computation cost than the others. From all the analyses in this paper, we find that WSE has a better performance for dynamical change detection compared with the other three algorithms in abnormal amplitude.

1. Introduction

In 1948, Shannon put forward the theory of information entropy for the first time, and regarded it as a standard to measure the uncertainty of the system. Since then, a variety of new entropy based on information entropy have been proposed. With the development of information entropy, Kolmogrov entropy appeared, and then approximate entropy appeared. Approximate entropy can be applied to the analysis of short-term physiological sequence[1]. Before the appearance of sample entropy, it has been widely used in clinical cardiovascular research[2-10]. However, self-matching is introduced in the calculation of approximate entropy, and illegal values are easy to appear[11]. So Richman and Moorman proposed the sample entropy algorithm. Sample entropy is a single scale entropy, which calculates the exact value of the negative average natural logarithm of the conditional probability on a single scale, does not include the comparison of its own data segments, and the sample entropy has little dependence on the data length.

However, because the sample entropy only considers the complexity of the one-dimensional time series signal, the amplitude information of the time series signal is lost, which leads to the sample entropy can’t detect the sudden change signal well. To solve this problem, the concept of weighted sample entropy is proposed in this paper. The amplitude information is extracted and added to the calculation of entropy.

The paper is organized as follows. In section 1, the research background and the problems to be solved by weighted sample entropy, are introduced. The algorithm of weighted sample entropy is introduced in section 2. In section 3, we design artificial signal for entropy algorithm and the weighted sample entropy is used to analyze the abnormal signal detecting. The concluding remarks are recorded in Section 4.
2. Methodologies

2.1 Weighted Sample Entropy

In the calculation of sample entropy, the parameter of sample entropy is the embedding dimension \( m \) and the similarity tolerance \( r \). In general, when the value of \( m \) is 1 or 2 and \( r \) is between \((0.1 \sim 0.2) \times \text{Std}\), the calculated sample entropy has better statistical characteristics. In this paper, \( m \) is taken as 2 and \( r \) as 0.2.

The general sample entropy algorithm only retains the distance relationship between different reconstruction vectors of time series, but ignores the amplitude difference between time series with the same distance relationship. Therefore, this paper proposes a weighted sample entropy, which takes the amplitude information of time series into account on the basis of general sample entropy. The general steps of calculating weighted sample entropy are as follows:

**Step 1**: A set of \( m \)-dimensional vectors is formed by taking \( m \) points in sequence from a time series \( \{x_i\}_{i=1}^N \) of length \( N \)

\[
X_m(i) = [x(i), x(i+1), \cdots, x(i+m-1)]
\]  
(1)

Where \( 1 \leq i \leq N-m+1 \), and \( m \) denote the embedding dimension.

**Step 2**: \( d[X_m(i), X_m(j)] \) is defined as maximum value of distance difference between \( X_m(i) \) and \( X_m(j) \):

\[
d[X_m(i), X_m(j)] = \max|x(i+k) - x(j+k)|
\]  
(2)

\[
D_{i,j} = \{d[X_m(i), X_m(j)]\}_{(N-m+1) \times (N-m+1)}
\]  
(3)

Where \( 0 \leq k \leq m-1, \ 1 \leq i, \ j \leq N-m+1, \ i \neq j \).

**Step 3**: For the given similarity tolerance \( r > 0 \) , excluding elements which \( d[X_m(i), X_m(j)] \geq r \) in the matrix \( D_{i,j} \), the difference matrix \( S_{i,j} \) is denoted as:

\[
S_{i,j} = \{d[X_m(i), X_m(j)]\}_{(N-m+1) \times (N-m+1)}, \quad d[X_m(i), X_m(j)] < r
\]  
(4)

Where \( 0 \leq k \leq m-1, \ 1 \leq i, \ j \leq N-m+1, \ i \neq j \).

**Step 4**: In this paper, weight \( \omega_{i,j} \) is defined as:

\[
\omega_{i,j} = \frac{\sum_{s_{i,j}: d[X_m(i), X_m(j)] < r} \text{std}(d[X_m(i), X_m(j)])}{\sum_{j=1}^{N-m+1} \text{std}(d[X_m(i), X_m(j)])}
\]  
(5)

**Step 5**: For each row, calculating the ratio of the sum of each row’s weights, \( \sum \omega_{i,j} \), to the total number of vectors \( N-m+1 \) , the ratio is denoted as \( B_m^\omega(r) \):

\[
B_m^\omega(r) = \frac{1}{N-m+1} \sum \omega_{i,j}
\]  
(6)

**Step 6**: \( B_m^\omega(r) \) can be computed as:

\[
B_m^\omega(r) = \frac{1}{N-m+1} \sum_{i=1}^{N-m+1} \ln B_m^\omega(r)
\]  
(7)

**Step 7**: Adding \( m \) to \( m+1 \), and repeating the steps (1)–(6), \( B_m^{m+1}(r) \) is calculated.

In theory, the weighted sample entropy should be:

\[
\text{WSampEn}(m, r) = \lim_{N \to \infty} \{-\ln[B_m^{m+1}(r) / B_m^\omega(r)]\}
\]  
(8)
When the N value is limited, the weighted sample entropy can be expressed as:

$$W\text{SampEn}(m,r,N) = -\ln\left[\frac{B_{r+1}^m(r)}{B_r^m(r)}\right]$$  \hspace{1cm} (9)$$

3. Experimental results and analysis

3.1 Synthetic signal

A synthetic signal $y(t)$ is produced using the following equation:

$$y(t) = \begin{cases} 
\sin(2\pi \cdot t) + \sin(2\pi \cdot 10 \cdot t) & 0 < t \leq 10 \\
\sin(2\pi \cdot t) + \sin(2\pi \cdot 10 \cdot t) + \sin(2\pi \cdot 20 \cdot t) & 10 < t \leq 20 \\
2 \cdot \sin(2\pi \cdot t) + 1.5 \cdot \sin(2\pi \cdot 10 \cdot t) + 1.25 \cdot \sin(2\pi \cdot 20 \cdot t) & 20 < t \leq 30 
\end{cases}$$  \hspace{1cm} (10)$$

where the sampling frequency is 100 Hz and the sampling time is 30 s. The curve of synthetic signal $y(t)$ is shown in figure.1.

As shown in the figure.2, WSE, SE, PE and WPE pairs are used to process the signal. In calculation, the sliding window with a length of 200 is used to intercept the signal, and the increment of each intercepting signal by the sliding window is 1.

It can be seen from figure 2(a) that around 10s, WPE and PE have increased significantly, while WSE and SE have changed, but they are not obvious. Around 20s, WSE and SE have a relatively large increase, but the change between WPE and PE is not obvious. This shows that WPE and PE can well detect changes in complexity caused by changes in signal frequency, but they are not sensitive to the
detection of sudden changes in signal amplitude. WSE and SE can detect the change of signal amplitude very well and are sensitive to the change of signal amplitude.

It can be seen from figure 2(b) that at about 10 s, the difference between WPE and PE has a big increase, and around 20 s, the difference between WSE and SE has a big increase. This proves that the weighting strategy proposed in this article can better improve the sensitivity of the entropy algorithm to changes in complexity. In addition, the entropy of WSE, SE, PE and WPE of the synthesized signal $y(t)$ at the trip points are shown in Table 1. It is obvious that the entropy of WSE at the trip points are the largest among the four algorithms. These two parts indicate that WSE algorithm can detect not only the change of complex system, but also the mutation of amplitude. The moment when the entropy changes suddenly is defined as the trip point. The points are shown in figure 3(a), Trip1 is equal to $Mv2$ minus $Mv1$ and Trip2 is equal to $Mv2$ minus $Mv3$, where $Mv1$, $Mv2$ and $Mv3$ represent the mean of entropy value when $t=2s~10s$, $t=12s~20s$ and $t=22s~30s$ respectively.

| synthetic signal | WSE   | SE    | WPE   | PE    |
|------------------|-------|-------|-------|-------|
| trip1            | 0.0166 | 0.0981 | 0.4477 | 0.1445 |
| trip2            | 0.4131 | 0.2938 | -0.0828 | -0.0341 |

3.2 Pulse signal detecting

On the basis of synthetic signal, pulse signal is added to test the ability of WSE algorithm to detect abnormal signal.

It can be seen from the figure 3 that WSE has a good ability to detect the mutation signal at the position where the pulse signal is added, and with the increasing of signal complexity, the ability of
WSE to detect the mutation signal is gradually enhanced, which shows that in the case of high complexity, the ability of WSE to detect the anomaly is better than other entropy.

4. Conclusion
In this paper, an improved algorithm called weighted sample entropy is proposed, which supplements the amplitude information lost in the calculation of sample entropy by weighting, which makes the sample entropy more sensitive to the sudden change of signal amplitude while measuring the overall complexity. The simulation experiment of synthetic signal shows the limitation of SE, PE and WPE, and also proves the advantage of WSE.
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