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X-Ray radiographs are one of the primary results from inertial confinement fusion (ICF) experiments. Issues such as scarcity of experimental data, high levels of noise in the data, lack of ground truth data, and low resolution of data limit the use of machine/deep learning for automated analysis of radiographs. In this work we combat these roadblocks to the use of machine learning by creating a synthetic radiograph dataset resembling experimental radiographs. Accompanying each synthetic radiograph are corresponding contours of each capsule shell shape, which enables neural networks to train on the synthetic data for contour extraction and be applied to the experimental images. Thus, we train an instance of the convolutional neural network U-Net to segment the shape of the outer shell capsule using the synthetic dataset, and we apply this instance of U-Net to a set of radiographs taken at the National Ignition Facility. We show that the network extracted the outer shell shape of a small number of capsules as an initial demonstration of deep learning for automatic contour extraction of ICF images. Future work may include extracting outer shells from all of the dataset, applying different kinds of neural networks, and extraction of inner shell contours as well.

I. INTRODUCTION

Inertial confinement fusion (ICF) plays an important role in the development of fusion technology. Given the recent National Ignition Facility (NIF) achievement of a burning plasma condition, interpreting the data from ICF experiments is of paramount importance for the progression of ignition capabilities. While there exists a plethora of diagnostics taken during an ICF shot, the X-Ray radiographs provide unique insight into the shape of both the inner and outer shell of ICF capsules during the shot. Extracting the contour of a shell over the course of a shot can quantify the implosion and kinetic energy of the imploding shell, determine asymmetries in the shell shape, and extract instability information for the shell which can be used to further optimize the neutron and fusion yield.

The difficulty in automated contour extraction of inner and outer shells from ICF images extends across several domains of data analysis. The X-Ray radiographs of capsules with favorable materials for ICF have high, irregular noise and low resolution, which prevents the use of classical edge detection methods in computer vision to ICF images. Thus more manual contour extraction methods, such as lineout methods, are often used. While lineout methods can extract contours of images with low noise or regularly characterized noise, ICF images taken using materials more favorable for emission feature extremely irregular noise that can be difficult for traditional denoising methods.

Naturally, machine learning approaches for contour extracting are a potential method to turn to for this type of task. However, the previously mentioned issues of high, irregular noise and low resolution are accompanied by additional issues of low abundance of data and lack of ground truth data for supervised training of neural networks.

In this work we address these problems that prevent the use of supervised deep learning to extract ICF radiograph contours by developing synthetic radiographs with corresponding ground truth contours. We then use a generative adversarial network (GAN) to transfer the noise characteristics of ICF images to these synthetic radiographs. This allows a neural network, such as U-Net, to train to extract a mask (the shape of the shell) given the synthetic image-mask pairs. If the noise transfer is done well enough to put the synthetic radiographs in the same domain as the actual ICF images, then applying the trained network to the experimental images should be able to generally extract full contours without the need for fine-tuning a conventional algorithm. Noise reduction is found to be helpful for traditional as well as deep learning methods such as U-Net.

II. OUR DATASET OF ICF IMAGES

The ICF image data includes 115 radiographs taken from NIF. These images are from six shots, and are retrieved as part of indirect drive ICF implosions. Preprocessing is applied through a pseudo-flatfield correction, which aims to adjust irregular lighting imbalance due to backlighting effects and allow the images to be more uniform. The shots include a mix of double shell and single shell shots with different driving laser energies, pulse types, hohlraum sizes, hohlraum fills, outer shell thicknesses, and inner shell thicknesses.

III. AUTOMATED CONVENTIONAL CONTOUR DETECTION ON ICF IMAGES

ICF image contours can be analyzed using lineout methods, where a center of a radiograph is chosen and lineouts are used to detect the position of capsule shells in shots. With a set of contour points, the contour can be decomposed into a sum of Legendre polynomials. This process is difficult to automate on a general ICF image due to the unique noise in the data. A method that uses pixel values that are directly affected and...
perturbed by the extreme noise and low resolution that are characteristic of the data is of concern due to lack of generality and reliability of results. 

Based on the traditional lineout methodology, we develop a simple algorithm that detects potential contour points. A pictorial explanation of the algorithm is shown in the top half of Figure 1, with a panel of examples shown in the bottom half of Figure 1. The algorithm consists of essentially three steps: find initial candidate points with horizontal lineouts, using the candidate points find the geometric center and transform the image to polar coordinates from the center, and compute new horizontal lineouts (equivalent to radial lineouts in polar coordinates) for the final proposed contour points. The algorithm features several parameters that must be manually selected. These parameters are: the range of the original image to compute horizontal lineouts, the spacing between lineouts, the stride about each lineout to average the intensity over, the size of the convolutional filter to convolve down the lineout to smoothing, and two thresholds to limit the minima considered and distance between maxima and minima considered.

The amount of fine tuning required to discover a well-behaved contour is sensitive to the image noise and difficult to generalize. In general, one set of parameter values might find contours for part of the dataset while completely failing to in other parts of the dataset. We implement the algorithm on five different wavelet denoising instances of the full data set, pertaining to five different coefficient amounts and values for biorthogonal, decimated wavelet transforms. We also apply the algorithm to denoised images from section V of this work, which qualitatively perform the best with the algorithm. Over these runs, we do not find a parameterization suited for all images for Legendre decomposition. In order to extract any satisfactory Legendre decomposition, certain points must be hand eliminated or adjusted. The rest of this work describes contour analysis using deep learning, which has better automation and generalization potential.

IV. SYNTHETIC DATA GENERATION

In order to train a neural network for contour extraction, we first need a dataset with known contours, or ground truth. This is carried out in a two step process. First we create double shell capsules with physical characteristics, which are then made into synthetic radiographs via the Tomographic Iterative GPU-based Reconstruction Toolbox (TIGRE)\cite{13}. Image masks are created as the ground truth for the data. Then experimental-like noise characteristics are transferred to the synthetic radiographs using the Image-to-image Translation by Transformation Vector Learning GAN (TraVeLGAN)\cite{14,15} in order to increase their resemblance to experimental data.

Figure 2 displays a diagram of the workflow for the creation of synthetic radiographs. In order to produce data with contours commonly found in ICF we generate shells whose surfaces are defined using a sum of Legendre polynomials, where in a 3D coordinate system $\theta$ is the polar angle. Azimuthal symmetry is assumed, where each contour can be rotated azimuthally to obtain surfaces. We generate shells with surfaces that have low mode asymmetries ($N < 10$). During generation of the dataset we randomly sample the $a_n$ and reject selections where the surfaces self-intersect or intersect each other. In the dataset we make the shells a uniform density defined by a specific material. For ablator shells we use aluminum and for the inner shells we use SiO$_2$ or germanium doped SiO$_2$. With a 3D capsule, joint features and fill tubes can be added to the data by removing a portion of the shape. The synthetic radiograph images are produced by projecting the objects using the Beer-Lambert Law, where $T$ is the transmission, $\mu$ is the linear attenuation, $x$ is the 3D volume coordinate vector, and $L$ is the line between an X-Ray source point and a detector pixel. We utilize TIGRE to numerically evaluate the above integral. TIGRE utilizes ray-tracing and allows easy adjustment of the source-object-detector geometry and can utilize GPU acceleration to speed up computation.

Since the experimental images have a low signal to noise ratio, it is important that the training data has similar noise characteristics. We utilize the generative adversarial network,
FIG. 2. We generate four surfaces, $S_{\text{out}1}$, $S_{\text{out}2}$, $S_{\text{in}1}$, $S_{\text{in}2}$ using a Legendre expansion of the radius values, $r$, and assume azimuthal symmetry. With four surfaces (two shells) we assign the inner shells and ablator shells the density of SiO$_2$ (or SiO$_2$ with a germanium dopant) and aluminum, respectively. We then emulate ideal radiographs by using the Tomographic Iterative GPU-based Reconstruction Toolbox (TIGRE).

TraVeLGAN$^{[14]}$, to apply noise to the noise-free synthetic images. Figure 3 displays a diagram of the workflow we use for the noise transfer on synthetic radiographs. A generative adversarial network consists of a generator network and a discriminator network$^{[8,9]}$. The generator network is used to produce images that are similar to experimental radiographs. The discriminator network is used to detect whether an image is an actual experimental image or an image produced by the generator. By simultaneously training these two networks the system of networks produces images that resemble experimental images.

TraVeLGAN adds a third network to the typical system of generative adversarial networks, a siamese neural network$^{[16–18]}$. This network measures the similarity of images produced by the generator and the original projected images. The generator is now not only required to generate images that trick the discriminator, but it must also generate images that have the same semantic features as the input data. This makes it possible to generate images with experimental noise characteristics that have predefined contours.

Using the techniques above, we furnish a dataset consisting of 2000 experimental-like radiographs. Accompanying each image, we create a mask image, an image showing the shape of the outer shell contour. We use the ground truth contours from the double shell creation to create an image of the outer shell shape, where we set pixels in the shape as 0 and pixels outside the shape as 1 for our masks. With image-mask pairs and a large data set, deep learning methods for contour/shape extraction can now be employed (see section VI).

V. DENOISING TECHNIQUES

Noise in corrupted inputs often adversely affects the image processing leading to much poorer accuracy performance of the study models$^{[19,20]}$. Image denoising by reconstructing clean inputs from noisy signals is proven to boost models’ performances$^{[21,22]}$. Convolutional neural networks (CNNs) provide a strong platform to “filter” image noise$^{[23]}$ due to i) the capability to learn features (including “noisy” features) at different learning levels$^{[24]}$ via a stack of mathematical convolutional hidden layers and ii) the flexibility in designing suitable networks’ depth and width at will. We employ image denoising models built with convolutional layers inherited from DnCNN$^{[20]}$ and Noise2Noise$^{[26]}$ where the host neural network can be trained without clean inputs required. The underlying character of these types of denoising models has been shown$^{[26]}$, where the converging fashion of a L2-norm cost function obtained with an U-Net-based$^{[10]}$ (details in Sec. VI) denoising network is seen unchanged when the ground truths as targeted inputs, are replaced with another set of signals, i.e. in this case a different noisy ensemble. Here, we customized the denoising part$^{[26]}$ by adding a convolutional layer computing the salt-and-pepper noise content. We show an example result in Fig. 4.

The resulting denoised experimental images from this section are used in section III and VI of this work to increase performance of our traditional lineout algorithm and deep learning contour extraction, respectively.
VI. DEEP LEARNING METHOD FOR OUTER SHELL SHAPE EXTRACTION WITH U-NET

Our synthetic dataset from section IV enables the use of deep learning on the original ICF dataset. We use the synthetic images to train an instance of the image segmentation CNN, U-Net. U-Net originated for the purpose of biomedical image segmentation, and it has been applied to CT scans, MRIs, X-Rays, microscopy, and many other forms of medical imaging. In general, U-Net trains on image-mask pairs in order to predict the correct mask, which is the exact type of data we are equipped with. The problem of contour extraction can be approached by performing edge detection on an output mask from U-Net. We implement U-Net using readily available code.

U-Net consists of an encoder and decoder framework in a fully convolutional network. CNNs are commonly used for image classification tasks. While U-Net is a CNN, it does not classify an image as belonging to a class. Rather, U-Net classifies each individual pixel as being in the mask or not, and certainty for each pixel is converted to an output mask image. Figure 5 displays the general workflow performed with U-Net once the synthetic dataset is provided. First we train an instance of U-Net on the image-mask pairs from our synthetic dataset (top half of Figure 5), which achieves a mean squared error loss of 0.0059 after 10 epochs showing the network sufficiently trains. After training is completed, we apply the trained network to experimental ICF images (bottom half of Figure 5), where 30 masks show complete contours. Because the outputs of the network are mask images, common edge detection and shape extraction methods can be used on output masks. The rest of the output masks either require post-processing to fix shapes (see section VIII) or are beyond use.

We use the marching squares algorithm, a common edge detection method, on the 30 masks showing complete contours. A panel of examples showing experimental ICF images, output masks from U-Net, and contours extracted is shown in Figure 6.

From the contours obtained, we conduct a Legendre fit and obtain a value for each coefficient (to fifth degree) in the expansion for each side of the shells. Distributions of each coefficient (divided by the base radius) for these results are approximated using kernel density estimation with Gaussian kernels with the sci-kit learn python package. These distributions are displayed in Figure 7. We note that the even modes occupy broader distributions and odd modes are not as prominent. The range of even modes reasonably corresponds to experimental results. A positive \( \frac{P_4}{P_0} \) contribution corresponds to a more diamond-like shape, while a negative \( \frac{P_4}{P_0} \) contribution corresponds to a square-like shape. To probe the results of the network, we can sort the experimental images by the values for each mode. We display images ranked by the value of \( \frac{P_4}{P_0} \) mode coefficients in Figure 8, with the four highest valued and four lowest valued images obtained. These results agree with the notion of the \( P_4 \) polynomial in the Legendre expansion.
VII. CONTOUR COMPLETION

Due to the low signal-to-noise ratio of ICF images, several resulting masks from U-Net are incomplete or have a noisy boundary. Accordingly, the extracted contours are noisy and the shapes of them are incorrect. Figure 9 illustrates this issue with two examples. We address this issue by adopting a contour completion approach which is originally designed for perceptual completion of occluded surfaces\textsuperscript{30}. This approach has been used for detecting salient closed contours\textsuperscript{31,32}. The idea of this approach is to model the distribution of contours as trajectories of particles undergoing Brownian motion\textsuperscript{33,34}. This idea implies a smooth contour because the change of particle direction is Gaussian distributed with zero mean. Given a set of points sampled from the noisy contours, we compute a transition matrix, whose entries represent the probabilities of particles going from one point to others. A closed contour corresponds to one of the eigenvectors of this transition matrix\textsuperscript{36}. In particular, the smooth closed contours shown in Fig. 9 correspond to the largest positive real eigenvalues of the transition matrices computed from the noisy contours. The fact that it is an eigenvector-eigenvalue problem means that only a part of the sample points is preserved, and this is why the approach can remove non-smooth contours. The gaps between the preserved sample points can be filled in with smooth contours\textsuperscript{35}. The contour completion algorithm is implemented as a recurrent similarity group convolutional neural network\textsuperscript{37}.

VIII. DISCUSSION AND CONCLUSION

In this work we use deep learning to automatically extract outer shell contours from experimental ICF images. A traditional lineout algorithm is developed in comparison and shows the difficulties of automating such methods. The problems elucidated are requirement of fine tuning of parameters and lack of generalizability. The extreme and irregular noise featured in ICF images limits the use of traditional methods in the above ways. The use of deep learning for contour extraction is an attractive solution to these problems, as there is more automation due to a neural network doing the heavy lifting and more generalizability due to a data driven approach being performed. However, there is more to investigate on exactly how well TraveLGAN learns the noise of the experimental data, which could explain the lack of sufficient results. Our contour extraction methodology is enabled through the use of a deep learning generative model on a set of synthetic radiographs. We perform this with only one network, however, while there exists several different forms of domain transfer networks\textsuperscript{38}. Furthermore, our methodology only uses one kind of image segmentation network out of the many that exist\textsuperscript{39}. Lastly, other types of networks, such as edge detection networks, could potentially be used for the problem.

Future work includes implementation of more domain transfer neural networks for more data and different types of networks to extract the shape for different results and comparison of networks. Informing models using a modal error term in the loss might aid in the accuracy as well. We hypothesize that the improvement of synthetic data and network will increase the generalizability of the network and increase the amount of satisfactory results. Additionally, the ideas from this work can be applied to inner shell contour extraction as well. While there exists several improvements to be made, they are beyond the scope of this paper, where we introduce the architecture for this type of workflow for ICF images.

The benefits of using our method include the automation of results (and thus, no need for fine-tuning of parameters), the use of the strengths of deep learning, and quick results once the network is trained. While the method only extracts contours on 25% of the data, it is still a main priority to improve the generalizability of the method to more images in the data set so that it can be readily applied to new experimental data.

FUNDING

This work was supported in part by the U.S. Department of Energy through the Los Alamos National Laboratory.
REFERENCES

1. A. B. Zylstra, O. A. Hurricane, and D. A. Callahan et al., “Burning plasma achieved in inertial fusion.” Nature 601, 542–548 (2022).
2. G. H. Miller, E. I. Moses, and C. R. Wuest, “The national ignition facility: enabling fusion ignition for the 21st century.” Nuclear Fusion 44, S228–S238 (2004).
3. E. C. Merritt, J. P. Sauppe, and E. N. Loomis et al., “Experimental study of energy transfer in double shell implosions,” Physics of Plasmas 26 (2019), 10.1063/5.0066674.
4. D. S. Montgomery, W. S. Daughton, and B. J. Albright et al., “Design considerations for indirectly driven double shell capsules,” Physics of Plasmas 25, 092706 (2018) https://doi.org/10.1063/1.5042478.
5. J. Kline, S. Batha, and L. B. et al., “Progress of indirect drive inertial confinement fusion in the united states,” Nuclear Fusion 59, 112018 (2019).
6. R. R. Rygg, O. S. Jones, and F. et al., “2D x-ray radiography of imploding capsules at the national ignition facility.” Phys. Rev. Lett. 112, 195001 (2014).
7. L. Alzubaidi, J. Zhang, A. J. Humaidi, A. Al-Dujaili, Y. Duan, O. Al-Shamma, J. Santamaría, M. A. Fadhel, M. Al-Amidie, and L. Farhan, “Review of deep learning: concepts, cnn architectures, challenges, applications, future directions,” Journal of Big Data 8, 53 (2021).
8. A. Creswell, T. White, V. Dumoulin, K. Arulkumaran, B. Sengupta, and A. A. Bharath, “Generative adversarial networks: An overview,” IEEE Signal Processing Magazine 35, 53–65 (2018).
9. I. J. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative Adversarial Networks,” arXiv e-prints, arXiv:1406.2661 (2014), arXiv:1406.2661 [stat.ML].
10. R. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks for biomedical image segmentation,” CoRR abs/1505.04597 (2015) 1505.04597.
11. N. Siddique, P. Saheding, C. P. Elkin, and V. Devabhaktuni, “U-net and its variants for medical image segmentation: A review of theory and applications.” IEEE Access 9, 82031–82057 (2021).
12. B. T. Wolfe, Z. Han, and J. S. Ben-Benjamin et al., “Neural network for 3d inertial confinement fusion shell reconstruction from single radiographs,” Review of Scientific Instruments 92, 033547 (2021) https://doi.org/10.1063/5.0043653.
13. A. Biguri, M. Dosanjh, S. Hancock, and M. Soleimani, “TIGRE: a MATLAB-GPU toolbox for CBCT image reconstruction,” Biomedical Physics & Engineering Express 02, 050010 (2016).
14. M. Amodio and S. Krishnaswamy, “TraVelGAN: Image-to-image Translation by Transformation Vector Learning,” arXiv e-prints, arXiv:1902.09631 (2019), arXiv:1902.09631 [cs.CV].
15. B. T. Wolfe, M. J. Falusto, X. Zhang, N. T. T. Nguyen-Fotiadis, J. P. Sauppe, P. M. Kozlowski, P. A. Keiter, R. E. Reinovsky, S. A. Batha, and Z. Wang, “Machine learning for detection of 3D features using sparse x-ray data,” (2022).
16. D. Chicco, “Siamese neural networks: An overview,” in Artificial Neural Networks edited by H. Cartwright (Springer US, New York, NY, 2021) pp. 73–94.
17. J. Bromley, I. Guyon, Y. LeCun, E. Säckinger, and R. Shah, “Signature verification using a siamese time delay neural network,” in Proceedings of the 6th International Conference on Neural Information Processing Systems. NIPS’93 (Morgan Kaufmann Publishers Inc., San Francisco, CA, USA, 1993) p. 737–744.
18. L. V. Utkin, M. S. Kovalev, and E. M. Kasimov, “An explanation method for Siamese neural networks,” arXiv e-prints, arXiv:1911.07702 (2019), arXiv:1911.07702 [cs.LG].
19. H. Burger, C. Schuler, and S. Harmeling, “Image denoising: Can plain neural networks compete with bm3d?” (2012) pp. 2392 – 2399.
20. P. Vincent, H. Larochelle, I. Lajoie, Y. Bengio, and P.-A. Manzagol, “Stacked denoising autoencoders: Learning useful representations in a deep network with a local denoising criterion.” J. Mach. Learn. Res. 11, 3371–3408 (2010).
21. A. Khan, A. Sohail, U. Zahoor, and A. S. Qureshi, “A survey of the recent architectures of deep convolutional neural networks,” Artificial Intelligence Review , 1 – 62 (2020).
22. C. Tian, Y. Xu, L. Fei, J. Wang, J. Wen, and N. Luo, “Enhanced CNN for image denoising,” CAAI Transactions on Intelligence Technology 4, 17–25 (2019).
23. N. T. T. Nguyen, J. S. Moore, and G. T. Kenyon, “Using models of cortical development based on sparse coding to discriminate between real and synthetically-generated faces,” in 2020 IEEE Applied Imagery Pattern Recognition Workshop (AIPR) (2020) pp. 1–7.
24. K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “Image denoising by sparse 3-d transform-domain collaborative filtering,” IEEE Transactions on Image Processing 16, 2080–2095 (2007).
25. I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning (MIT Press, 2016). http://www.deeplearningbook.org
26. J. Lehtinen, J. Munkberg, J. Hasselgren, S. Laine, T. Karras, M. Aittala, and T. Aila, “Noise2Noise: Learning image restoration without clean data,” in Proceedings of the 35th International Conference on Machine Learning, Proceedings of Machine Learning Research, Vol. 80, edited by J. Dy and A. Krause (PMLR, 2018) pp. 2965–2974.
27. https://github.com/milesial/Pytorch-UNet.
28. C. Maple, “Geometric design and space planning using the marching squares and marching cube algorithms,” in 2003 International Conference on Geometric Modeling and Graphics, 2003. Proceedings (2003) pp. 90–95.
29. F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Duchesnay, “Scikit-learn: Machine learning in Python,” Journal of Machine Learning Research 12, 2825–2830 (2011)
30. L. R. Williams and A. R. Hanson, “Perceptual Completion of Occluded Surfaces,” Computer Vision and Image Understanding 64, 1–20 (1996).
31. L. R. Williams and K. K. Thornber, “A comparison of measures for detecting natural shapes in cluttered backgrounds,” International Journal of Computer Vision 34, 81–96 (1999).
32. L. R. Williams and J. W. Zweck, “A rotation and translation invariant discrete saliency network,” Biological Cybernetics 88, 2–10 (2003).
33. J. Zweck and L. R. Williams, “Euclidean Group Invariant Computation of Stochastic Completion Fields Using Shiftable-Twistable Functions,” Journal of Mathematical Imaging and Vision 21, 135–154 (2004).
34. D. Mumford, “Elastica and computer vision,” in Algebraic Geometry and its Applications: Collections of Papers from Shreeram S. Abhyankar’s 60th Birthday Conference (Springer New York, 1994) pp. 491–506.
35. L. R. Williams and D. W. Jacobs, “Stochastic completion fields; a neural model ofillusory contour shape and salience.” Neural computation 9, 837–858 (1997).
36. L. R. Williams and K. K. Thornber, “Orientation, Scale, and Discontinuity as Emergent Properties of Illusory Contour Shape,” Neural computation 13, 1683–1711 (2001).
37. X. Zhang and L. R. Williams, “Similarity equivariant linear transformation of joint orientation-scale space representations,” (2022).
38. C. Zhao, “A survey on image style transfer approaches using deep learning,” Journal of Physics: Conference Series 1453, 012129 (2020).
39. S. Minaee, Y. Y. Boykov, F. Porikli, A. J. Plaza, N. Kehtarnavaz, and D. Terzopoulos, “Image segmentation using deep learning: A survey,” IEEE Transactions on Pattern Analysis and Machine Intelligence , 1–1 (2021).