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Abstract: In this paper, we present a construction of frames on the Heisenberg group without using the Fourier transform. Our methods are based on the Calderón-Zygmund operator theory and Coifman’s decomposition of the identity operator on the Heisenberg group. These methods are expected to be used in further studies of several complex variables.
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1 Introduction

The theory of wavelet analysis has played an important role in many different branches of science and technology, see, for instance, [1, 2, 7, 8, 11] and the references therein. Wavelet analysis provides a simpler and more efficient way to analyze functions and distributions that have been studied through Fourier series and integrals. R. Coifman and G. Weiss invented the atoms and molecules (cf. [6, 21]) which formed the basic building blocks of various function spaces. The atom decomposition can be obtained by using a discrete version of a well-known identity, due to A. Calderón ([3]), in which wavelets were implicitly involved. The wavelet series decompositions are nowadays effective expansion by unconditional bases in various function spaces arising from the theory of harmonic analysis.

Let us now recall the frame constructed by Frazier and Jawerth in [12] using the Fourier transform. Let $\psi \in S(\mathbb{R}^n)$ with

(i) $\text{supp} \, \hat{\psi} \subset \{1/2 \leq |\xi| \leq 2\}$,
(ii) $\sum_{J \in \mathbb{Z}} |\hat{\psi}(2^{-J} \xi)|^2 = 1$, \quad for all $\xi \neq 0$.

Then

$$f(x) = \sum_{j \in \mathbb{Z}} \sum_{Q: \ell(Q) = 2^{-j}} 2^{-jn} \varphi_j(x - x_Q) \varphi_j^* f(x_Q), \quad \forall f \in L^2(\mathbb{R}^n),$$

where $Q$ represents a dyadic cube with $\ell(Q) = 2^{-j}$, $x_Q$ represents the lower-left corner of $Q$, $\varphi_j(x) = 2^{jn} \varphi(2^j x)$, $\varphi_j^*(x) = 2^{jn} \varphi(-2^j x)$, and the series converges in $L^2(\mathbb{R}^n)$.

Note that the Frazier-Jawarth approach relies on the Fourier transform on Euclidean spaces. However, there are many non-Euclidean situations (for instance, the Ahlfors-type spaces and Carnot-Carathéodory-type spaces) in which the Fourier transform is not available. In [4], we presented a new approach for constructing a...
frame without using the Fourier transform on \( \mathbb{R}^n \). The purpose of this article is to adapt that idea to construct a frame on the Heisenberg group \( \mathbb{H}^n \).

Let us first recall the classical Calderón reproducing formula established by Geller and Mayeli [13] on the Heisenberg group via the Fourier transform.

**Theorem A.** (Corollary 1 of [13]) There is \( \psi \in C^\infty(\mathbb{H}^n) \) satisfying

- either \( \psi \in S(\mathbb{H}^n) \) and all moments of \( \psi \) vanish,
- or \( \psi \in C^\infty_c(\mathbb{H}^n) \) and all arbitrarily large moments of \( \psi \) vanish,

such that the following Calderón reproducing formula holds:

\[
    f = \int_0^\infty \psi_s^* \psi_s \frac{ds}{S}, \quad f \in L^2(\mathbb{H}^n),
\]

where \( * \) is the Heisenberg convolution, \( \psi_s^*(\xi) = \psi(\xi^{-1}) \), and \( \psi_s(z, t) = s^{-2n-2}\psi(\tfrac{z}{s}, \tfrac{t}{s^2}) \) for \( s > 0 \).

Based on this Calderón reproducing formula, Han-Lu-Sawyer [16] established a discrete and wavelet-like Calderón reproducing formula.

Here we use another approach, beginning with an approximation to the identity.

**Definition 1.1** (Test function space). A function \( f \) defined on \( \mathbb{H}^n \) is said to be a test function if there exist \( \beta, \gamma \), and \( r \) with \( 0 < \beta \leq 1 \), and \( \gamma, r > 0 \) and \( (z_0, t_0) \in \mathbb{H}^n \) such that

(i) \(|f(z, t)| \leq C (r + d((z, t), (z_0, t_0)))^\beta\gamma^\gamma\gamma \),
(ii) \(|f(z, t) - f(z', t')| \leq C \left( \frac{d((z, t), (z', t'))}{(r + d((z, t), (z_0, t_0)))^\beta} \right) \),
(iii) \( \int_{\mathbb{H}^n} |f(z, t)|^2 dz dt = 0 \),

where \( a \) is the constant in the quasi-triangle inequality (see Section 2 below).

If \( f \) is a test function as above, we denote \( f \in M(\beta, \gamma, r, z_0, t_0) \) and the norm of \( f \in M(\beta, \gamma, r, z_0, t_0) \) is defined to be the smallest constant \( C \) given in (i) and (ii) above.

Denote \( M(\beta, \gamma, r) = M(\beta, \gamma, r, 0, 0) \) and \( M(\beta, \gamma) = M(\beta, \gamma, 1) \). It is easy to see that \( M(\beta, \gamma, r, z_0, t_0) = M(\beta, \gamma) \) with equivalent norms for all \((z_0, t_0) \in \mathbb{H}^n \) and \( r > 0 \). Furthermore, it is also easy to check that \( M(\beta, \gamma) \) is a Banach space with respect to the norm in \( M(\beta, \gamma) \). We refer the reader to [11, 17, 18] for more details.

The following is our main result, whose proof is based on the Calderón-Zygmund operator theory.

**Theorem 1.2.** Suppose that \( \phi(z, t) \) is a function satisfying the above conditions (i) and (ii) with \( \int_{\mathbb{H}^n} \phi(z, t) dz dt = 1 \). Set \( \psi(z, t) = \phi(z, t) - \phi_1(z, t) \) where \( \phi_1(z, t) = 2^{(2n+2)}f(2z, 2^2t) \). Then there exist families of functions \( \tilde{\psi}_j(z, t; w, s) \) and \( \tilde{\psi}_j^*(z, t; w, s) \) such that for all \( f \in L^2(\mathbb{H}^n) \),

\[
    f(z, t) = \sum_{j \in \mathbb{Z}} \sum_{Q \in \mathcal{D}} \sum_{\ell(Q) = 2^{j-N}} |Q| \tilde{\psi}_j(z, t; Q, t_0) \tilde{\psi}_j^*(z, t; Q, t_0) \quad (1.1)
\]

where \( Q \) represents a dyadic cube on \( \mathbb{H}^n \) of side length \( \ell(Q) = 2^{j-N} \) with \( N \) being a large fixed positive integer, \((z_Q, t_Q) \) is any fixed point in \( Q \),

\[
    \psi_j^*(z, t; Q, w, s) = \int_{\mathbb{H}^n} \tilde{\psi}_j^*(z, t; Q, w, s) f(w, s) dw ds,
\]
and \( \tilde{\psi}_j(z, t, z_0, t_0) \) and \( \psi_j(z_0, t_0, z, t) \) satisfy the similar smoothness and cancellation conditions as \( \psi_j((z, t) \cdot (z_0, t_0))^-1 \).

For clarification purposes, we point out that the number \( N \) must be sufficiently large, depending on \( \phi \) and the dimension. As mentioned before, the key tool used in the proof for Frazier-Jawerth’s result is the Fourier transform. In contrast, Theorem 1.2 is proven through the Calderón-Zygmund operator theory.

Throughout the article, let \( X \lesssim Y \) mean that there is a constant \( c > 0 \) such that \( X \leq cY \).

This article is organized as follows. In Section 2, we present preliminaries and some lemmas. The main result, Theorem 1.2 is proven in Section 3.

## 2 Preliminaries and some lemmas

The \( n \)-dimensional Heisenberg group \( \mathbb{H}^n \) consists of the set \( \mathbb{C}^n \times \mathbb{R} = \{(z, t) : z \in \mathbb{C}^n, t \in \mathbb{R}\} \) with the multiplication law

\[
(z, t) \cdot (w, s) = (z + w, t + s + 2 \text{Im}(z\bar{w})).
\]

The Haar measure on \( \mathbb{H}^n \) is just the Lebesgue measure \( dzdt \). The convolution on \( \mathbb{H}^n \) is defined by

\[
f * g(z, t) = \int_{\mathbb{H}^n} f(w, s)g((w, s)^{-1} \cdot (z, t)) \, dwds
\]

\[
= \int_{\mathbb{H}^n} f((z, t) \cdot (w, s)^{-1})g(w, s) \, dwds.
\]

The nonisotropic dilation on \( \mathbb{H}^n \) is defined by \( \delta \circ (z, t) = (\delta z, \delta^2 t), \forall \delta > 0 \). These dilations are automorphisms of \( \mathbb{H}^n \):

\[
\delta \circ ((z, t) \cdot (w, s)) = (\delta \circ (z, t)) \cdot (\delta \circ (w, s)).
\]

A homogeneous norm on \( \mathbb{H}^n \) is given by \( \rho((z, t)) = (|z|^a + t^2)^{\frac{1}{2}} \). The quasi-distance \( d \) on \( \mathbb{H}^n \), induced by \( \rho \), is defined by

\[
d((z, t), (w, s)) = \rho((w, s)^{-1} \cdot (z, t)),
\]

which satisfies the quasi-triangle inequality

\[
d((z, t), (z', t')) \leq a[d((z, t), (w, s)) + d((w, s), (z', t'))].
\]

We define balls \( B((z, t), \delta) \) in \( \mathbb{H}^n \) by

\[
B((z, t), \delta) = \{(w, s) \in \mathbb{H}^n : d((w, s), (z, t)) < \delta\}.
\]

These balls are left-invariant under the action of \( \mathbb{H}^n \). We refer the reader to Stein [20] for more background about the Heisenberg groups. Notice that \( (\mathbb{H}^n, \rho, dzdt) \) is a space of homogeneous type in the sense of Coifman and Weiss [9].

Christ [5] provided a dyadic grid in a space of homogeneous type.

**Lemma 2.1.** Let \( \mathcal{X} \) be a space of homogeneous type. Then there exists a collection \( \{I^k_a \subset \mathcal{X} : k \in \mathbb{Z}, a \in \mathbb{R}^k\} \) of open subsets, where \( \mathcal{I}^k \) is some index set, and \( C_1, C_2 > 0 \), such that

(i) \( \mu(\mathcal{X} \setminus \bigcup_a I^k_a) = 0 \) for each fixed \( k \) and \( I^k_a \cap I^k_{\beta} = \emptyset \), if \( a = \beta \);

(ii) for any \( a, \beta, k, l \) with \( l \geq k \), either \( I^l_{a} \subset I^l_{\beta} \) or \( I^l_{\beta} \cap I^l_{a} = \emptyset \);

(iii) for each \((k, a)\) and each \( l \leq k \), there is a unique \( \beta \) such that \( I^l_a \subset I^l_{\beta} \);

(iv) \( \text{diam}(I^k_a) \leq C_1 2^{-k} \);

(v) each \( I^k_a \) contains some ball \( B(z^k_a, C_2 2^{-k}) \), where \( z^k_a \in \mathcal{X} \).
We may think of $I_k^n$ as being a dyadic cube with side-length $\varepsilon(I_k^n) = 2^{-k}$ centered at $z_k^n$.

The following is the definition of generalized approximations to the identity of the Heisenberg group, whose kernels have only Lipschitz smoothness.

**Definition 2.2.** Let $0 < \varepsilon \leq 1$. A sequence $\{S_k\}_{k \in \mathbb{Z}}$ of operators is said to be an $\varepsilon$-approximation to the identity (or simply an approximation to the identity) if there exists $0 < C < \infty$ such that for all $(z, t), (w, s) \in \mathbb{H}^n$, $S_k(z; t; w, s)$, the kernel of $S_k$, are functions from $\mathbb{H}^n \times \mathbb{H}^n$ into $\mathbb{C}$ satisfying

$$|S_k(z; t; w, s)| \leq C \left( \frac{2^{-ke}}{2^{-k} + d((z, t), (w, s))} \right)^{2n+2\varepsilon}; \quad (2.1)$$

$$|S_k(z; t; w, s) - S_k(z'; t'; w, s)| \lesssim \left( \frac{d((z, t), (z', t'))}{2^{-k} + d((z, t), (w, s))} \right)^{\varepsilon} \frac{2^{-ke}}{2^{-k} + d((z, t), (w, s))}; \quad (2.2)$$

for $d((z, t), (z', t')) \leq \frac{1}{2^n}(2^{-k} + d((z, t), (w, s)))$;

$$|S_k(z; w, s) - S_k(z; w, s')| \lesssim \left( \frac{d((w, s), (w', s'))}{2^{-k} + d((z, t), (w, s))} \right)^{\varepsilon} \frac{2^{-ke}}{2^{-k} + d((z, t), (w, s))}; \quad (2.3)$$

for $d((w, s), (w', s')) \leq \frac{1}{2^n}(2^{-k} + d((z, t), (w, s)))$;

$$\int_{\mathbb{H}^n} S_k(z; t; w, s) dw = 1 \quad (2.4)$$

for all $(z, t) \in \mathbb{H}^n$;

$$\int_{\mathbb{H}^n} S_k(z; t; w, s) dzdt = 1 \quad (2.5)$$

for all $(w, s) \in \mathbb{H}^n$.

Note that if $\phi(z, t)$ is a function satisfying the above conditions (i) and (ii) with $\int_{\mathbb{H}^n} \phi(z, t) dzdt = 1$, then $\phi_k((z, t), (w, s))$ is an $\varepsilon$-approximation to the identity. Let $D_k = S_k - S_{k-1}$ and $D_k(x, y)$ be the kernel for $k \in \mathbb{Z}$. Then $D_k(x, y) \in \mathcal{M}(e, \varepsilon, 2^{-k})$ for any fixed $y = (w, s)$ and $k$, and similarly, $D_k(x, y)$ is a function satisfying the above conditions (i) and (ii) with $\frac{1}{2^n}(2^{-k} + d((z, t), (w, s)))$ for any fixed $x = (z, t)$ and $k$.

The following result follows from a more general one in [11, Lemmas 3.7 and 3.11].

**Lemma 2.3.** Let $0 < \varepsilon \leq 1$. Suppose that $\{\phi_k\}_{k \in \mathbb{Z}}$ is an $\varepsilon$-approximation to the identity. Set $\psi_k = \phi_k - \phi_{k-1}$ for all $k \in \mathbb{Z}$. Then for $0 < \varepsilon' < \varepsilon$, there exists a constant $C$ which depends on $\varepsilon'$ and $\varepsilon$, but not on $k, l$ such that

$$|\psi_k * \psi_l((z, t) \cdot (w, s))| \leq C 2^{-|k-l|\varepsilon'} \left( \frac{2^{-k}}{2^{-l} + d((z, t), (w, s))} \right)^{2n+2\varepsilon}; \quad (2.6)$$

for $k > l$ and $d((z, t), (z', t')) \leq \frac{1}{2^n}(2^{-l} + d((z, t), (w, s)))$;

$$|\psi_k * \psi_l((z, t) \cdot (w, s)) - \psi_k * \psi_l((z', t') \cdot (w, s))| \lesssim \left( \frac{d((z, t), (z', t'))}{2^{-l} + d((z, t), (w, s))} \right)^{\varepsilon} \frac{2^{-ke}}{2^{-k} + d((z, t), (w, s))}; \quad (2.7)$$

for $k \leq l$ and $d((z, t), (z', t')) \leq \frac{1}{2^n}(2^{-k} + d((z, t), (w, s)))$;

$$|\psi_k * \psi_l((z, t) \cdot (w, s)) - \psi_k * \psi_l((z, t') \cdot (w, s))| \lesssim \left( \frac{d((z, t), (z', t'))}{2^{-k} + d((z, t), (w, s))} \right)^{\varepsilon} \frac{2^{-k}}{2^{-k} + d((z, t), (w, s))}; \quad (2.8)$$

for $k \leq l$ and $d((w, s), (w', s')) \leq \frac{1}{2^n}(2^{-l} + d((z, t), (w, s)))$;

$$|\psi_k * \psi_l((z, t) \cdot (w, s)) - \psi_k * \psi_l((z, t) \cdot (w', s'))| \lesssim \left( \frac{d((w, s), (w', s'))}{2^{-l} + d((z, t), (w, s))} \right)^{\varepsilon} \frac{2^{-ke}}{2^{-l} + d((z, t), (w, s))}; \quad (2.9)$$

for $l \leq k$ and $d((w, s), (w', s')) \leq \frac{1}{2^n}(2^{-l} + d((z, t), (w, s)))$. 

}
Definition 2.4. An approximation to the identity \( \{S_k\}_{k \in \mathbb{Z}} \) is said to satisfy the double Lipschitz condition if

\[
|S_k(z, t; w, s) - S_k(z', t'; w, s) - S_k(z, t; w', s') + S_k(z', t'; w', s')| \lesssim \left( \frac{d((z, t), (z', t'))}{2^{-k} + d((z, t), (w, s))} \right)^{\varepsilon} \left( \frac{d((w, s), (w', s'))}{2^{-k} + d((z, t), (w, s))} \right)^{\varepsilon} 2^{-k\varepsilon}
\]  

(2.6)

for \( d((z, t), (z', t')) \leq \frac{1}{2a} (2^{-k} + d((z, t), (w, s))) \) and \( d((w, s), (w', s')) \leq \frac{1}{2a} (2^{-k} + d((z, t), (w, s))) \).

Lemma 2.5. [11, Lemma 3.12] Suppose that \( \{S_k\}_{k \in \mathbb{Z}} \) is an approximation to the identity and \( S_k((z, t), (w, s)) \), the kernels of \( S_k \), satisfy the condition (2.6). Set \( D_k = S_k - S_{k-1} \) for all \( k \in \mathbb{Z} \). Then for any \( 0 < \varepsilon' < \varepsilon \), there exists a constant \( C \) which depends on \( \varepsilon' \) and \( \varepsilon \), but not on \( k \) or \( l \), such that

\[
|\psi_k \ast \psi_l((z, t) \cdot (w, s)^{-1}) - \psi_k \ast \psi_l((z', t') \cdot (w, s)^{-1})| \lesssim C \left( \frac{d((z, t), (z', t'))}{2^{-(k \wedge l)} + d((z, t), (w, s))} \right)^{\varepsilon'} \left( \frac{d((w, s), (w', s'))}{2^{-(k \wedge l) - \varepsilon'}} \right)^{\varepsilon'}
\]

for \( d((z, t), (z', t')) \leq \frac{1}{2a} (2^{-k \wedge l} + d((z, t), (w, s))) \) and \( d((w, s), (w', s')) \leq \frac{1}{2a} (2^{-k \wedge l} + d((z, t), (w, s))) \).

Definition 2.6. Let \( \mathcal{D}(\mathbb{R}^n) \) be the space of smooth functions on \( \mathbb{R}^n \) with compact support, and let \( \mathcal{D}'(\mathbb{R}^n) \) denote its dual space. An operator \( T \) is said to be a Calderón-Zygmund singular integral operator with the kernel \( K \) if \( T : \mathcal{D}(\mathbb{R}^n) \to \mathcal{D}'(\mathbb{R}^n) \) with

\[
\langle Tf, g \rangle = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} K(z, t; w, s) f(w, s) g(z, t) \, dz \, dt \, dw \, ds,
\]

for \( f, g \in \mathcal{D}(\mathbb{R}^n) \) with \( \text{supp } f \cap \text{supp } g = \varnothing \), where the kernel \( K(z, t; w, s) \) is a complex-valued continuous function on \( \mathbb{R}^n \times \mathbb{R}^n \setminus \{(z, t) = (w, s)\} \) and satisfies the following estimates: For some \( 0 < \varepsilon < 1 \) and some \( c > 1 \),

(i) \( |K(z, t; w, s)| \leq \frac{C}{d((z, t), (w, s))^{\varepsilon'}} \) for \( (z, t) \neq (w, s) \),

(ii) \( |K(z, t; w, s) - K(z', t'; w, s)| \leq \frac{C}{d((z, t), (z', t'))^{\varepsilon'}} \) for \( d((z, t), (z', t')) \leq (1/2c)d((z, t), (w, s)) \),

(iii) \( |K(z, t; w, s) - K(z, t; w', s')| \leq \frac{C}{d((w, s), (w', s'))^{\varepsilon'}} \) for \( d((w, s), (w', s')) \leq (1/2c)d((z, t), (w, s)) \).

The main tool we will use to show Theorem 1.2 is the following result.

Theorem 2.7. [15] Suppose that \( T \) is a Calderón-Zygmund singular integral operator and extends to be a bounded operator on \( L^2(\mathbb{R}^n) \). Furthermore, if \( T(1) = T^*(1) = 0 \) and the kernel \( K(z, t; w, s) \) satisfies the following double difference condition:

\[
||K(z, t; w, s) - K(z', t'; w, s) - K(z, t; w', s') + K(z', t'; w', s')|| \lesssim \frac{d((z, t), (z', t'))^{\varepsilon} d((w, s), (w', s'))^{\varepsilon}}{d((z, t), (w, s))^{2k\varepsilon + 2\varepsilon}}
\]  

(2.7)

for \( d((z, t), (z', t')) \leq \frac{1}{2a} d((z, t), (w, s)) \) and \( d((w, s), (w', s')) \leq \frac{1}{2a} d((z, t), (w, s)) \), then \( T \) maps \( \mathcal{N}(\beta, \gamma, r) \) to \( \mathcal{N}(\beta, \gamma, r) \) for \( 0 < \beta, \gamma < \varepsilon \) and all \( r > 0 \). Moreover, there exists a constant \( C \) such that

\[
||T||_{\mathcal{N}(\beta, \gamma, r)} \leq C||T|| \cdot ||f||_{\mathcal{N}(\beta, \gamma, r)},
\]

where \( ||T|| = ||T||_{L^2 \to L^2} + ||T||_{CZ}, \) the \( ||T||_{CZ} \) being the smallest constants in the definition of Calderón-Zygmund kernels and (2.7).

We would also like to mention a result of Meyer. To study the property of the Besov space \( \dot{B}^{0,1}_1(\mathbb{R}^n) \), Meyer introduced the following definition of smooth atom.

Definition 2.8. [19] A function \( f(x) \) is said to be a smooth atom if there exist \( 0 < \beta \leq 1, \gamma, r > 0 \), and a constant \( C \) such that
(i) \( |f(x)| \leq C \left( \frac{r^*}{|r^*||x|^{r^*}} \right) \),

(ii) \( |f(x) - f(x')| \leq C \left( \frac{|x-x'|^\beta}{|x|^{r^*}} + \frac{|x-x'|^{r^*}}{|x'|^{r^*}} \right) \),

(iii) \( \int_{\mathbb{R}^n} f(x) \, dx = 0 \).

If \( f \) is a smooth atom as above, then the norm of \( f \) is defined by the smallest constant \( C \) given in (i) and (ii) above and is denoted by \( \|f\|_{M(\beta, \gamma, r)} \).

We would like to point out that if \( f \in M(\beta, \gamma, r) \), then \( f \in M(\beta, \gamma, r) \). Meyer in [19] proved the following theorem. The extension of this result to spaces of homogeneous type can be found in [11].

**Theorem 2.9.** [19] If \( T \) is a Calderón-Zygmund singular integral operator and extends to be a bounded operator on \( L^2(\mathbb{R}^n) \) and \( T(1) = T^*(1) = 0 \), then there exists a constant \( C \) such that

\[
\|Tf\|_{M(\beta', \gamma', n)} \leq C \|f\|_{M(\beta, \gamma, r)}
\]

for \( 0 < \beta' < \beta < \epsilon, 0 < \gamma' < \gamma < \epsilon, \) and all \( r > 0 \).

### 3 Proof of Theorem 1.2

Let \( \phi_j(z, t) = 2^{(2n+2)j} \phi(2^j z, 2^j t) \), and \( S_j(f)(x) = \phi_j * f(x) \). Then \( \{S_j\} \) is an \( \epsilon \)-approximation to the identity satisfying the double Lipschitz condition (2.6), and the following properties

\[
\lim_{j \to \infty} S_j = I, \quad \text{the identity operator on } L^2(\mathbb{R}^n)
\]

\[
\lim_{j \to -\infty} S_j = 0,
\]

both in the strong operator topology on \( \mathcal{B}(L^2(\mathbb{R}^n)) \). Set \( D_j = S_{j+1} - S_j \) and denote \( D_j(f)(x) = \psi_j * f(x) \), where \( \psi_j(x) = 2^{(2n+2)j} \psi(2^j z, 2^j t) \) and \( \psi(z, t) = \phi(z, t) - \phi_1(z, t) \). Then we will apply Coifman’s decomposition of the identity operator as follows.

\[
f(z, t) = \lim_{j \to \infty} S_j(f)(z, t) = \sum_{j \in \mathbb{Z}} D_j(f)(z, t) = \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \psi_k * \psi_j * f(z, t).
\]

For any large positive integer \( N \), we write

\[
f(z, t) = \sum_{j, k: |j-k| \leq N} \psi_k * \psi_j * f(z, t) + \sum_{j, k: |j-k| > N} \psi_k * \psi_j * f(z, t).
\]

To prove Theorem 1.2, we write \( f \) as follows:

\[
f(z, t) = \sum_{j, k: |j-k| \leq N} \psi_k * \psi_j * f(z, t) + R_N(f)(z, t),
\]

where \( R_N(f)(z, t) = \sum_{j, k: |j-k| > N} \psi_k * \psi_j * f(z, t) \). For any \( j \in \mathbb{Z} \), denote \( \psi_j^N = \sum_{k: |k| \leq N} \psi_{j+k} \). We write

\[
\sum_{j, k: |j-k| \leq N} \psi_k * \psi_j * f(z, t) = \sum_{j} \psi_j^N * \psi_j * f(z, t) = \sum_{j} \int_{|Q|=2^{-j-N}} \psi_j^N((z, t) \cdot (w, t)^{-1}) \psi_j * f(w, s) \, dw \, ds
\]

\[
= \sum_{j} \sum_{Q} \int_{|Q|=2^{-j-N}} \psi_j^N((z, t) \cdot (w, t)^{-1}) \psi_j * f(w, s) \, dw \, ds
\]

\[
= \sum_{j} \sum_{Q} |Q| \psi_j^N((z, t) \cdot (z_Q, t_Q)^{-1}) \psi_j * f(z_Q, t_Q)
\]
\[ + \sum_{j} \sum_{Q: \ell(Q) = 2^{-j-N}} \int [\psi_j^N((z, t) \cdot (w, s)^{-1})D_k(f)(w, s)] \\
- \psi_j^N((z, t) \cdot (z_Q, t_Q)^{-1}) \psi_j \ast f(z_Q, t_Q)]dwds \]

\[ = T_N(f)(z, t) + R_N^2(f)(z, t), \]

where \( Q \) denotes dyadic cubes in the sense of Lemma 2.1,

\[ T_N(f)(z, t) = \sum_{j \in \mathbb{Z}} \sum_{Q: \ell(Q) = 2^{-j-N}} |Q| \psi_j^N((z, t) \cdot (z_Q, t_Q)^{-1}) \psi_j \ast f(z_Q, t_Q), \]

\[ R_N^2(f)(z, t) = \sum_{j \in \mathbb{Z}} \sum_{Q: \ell(Q) = 2^{-j-N}} \int [\psi_j^N((z, t) \cdot (w, s)^{-1}) \psi_j \ast f(w, s)] \\
- \psi_j^N((z, t) \cdot (z_Q, t_Q)^{-1}) \psi_j \ast f(z_Q, t_Q)]dwds, \]

and \((z_Q, t_Q)\) stands for any fixed point in \( Q \).

The key estimates are the following:

\[ \| R_N^1(f) \|_{L^2(\beta, r)} \leq C2^{-N\delta} \| f \|_{M(\beta, r)}, \quad (3.1) \]

\[ \| R_N^2(f) \|_{L^2(\beta, r)} \leq C2^{-N\delta} \| f \|_{M(\beta, r)}, \quad (3.2) \]

for some \( \delta > 0, 0 < \beta, \gamma < \epsilon, r > 0 \), and \( f \in M(\beta, r) \). Assuming that these estimates hold for the moment, we continue to finish the proof of Theorem 1.2. The estimates (3.1) and (3.2) imply that \( T_N^1 = \sum_{j=0}^\infty (R_N^1 + R_N^2)^j \) and hence \( T_N^1 \) maps the test functions in \( M(\beta, r) \) to \( M(\beta, r) \) for \( 0 < \beta, \gamma < \epsilon, r > 0 \). Moreover,

\[ \| T_N^1(f) \|_{M(\beta, r)} \leq C \| f \|_{M(\beta, r)}. \]

Finally, we obtain

\[ f(z, t) = T_N^{-1}T_N(f)(z, t) \]

\[ = T_N^{-1} \left( \sum_{j} \sum_{Q: \ell(Q) = 2^{-j-N}} |Q| \psi_j^N((\cdot, \cdot) \cdot (z_Q, t_Q)^{-1}) \psi_j \ast f(z_Q, t_Q) \right)(z, t) \]

\[ = \sum_{j} \sum_{Q: \ell(Q) = 2^{-j-N}} |Q| T_N^{-1} \left( \psi_j^N((\cdot, \cdot) \cdot (z_Q, t_Q)^{-1}) \right)(z, t) \psi_j \ast f(z_Q, t_Q). \]

Note that \( \psi_j^N((\cdot, \cdot) \cdot (z_Q, t_Q)^{-1}) \in M(\epsilon, \epsilon, 2^{-j}, z_Q, t_Q) \) and hence for \( 0 < \epsilon' < \epsilon, T_N^{-1}(\psi_j^N((\cdot, \cdot) \cdot (z_Q, t_Q)^{-1}))(z, t) \in M(\epsilon', \epsilon', 2^{-j}, z_Q, t_Q) \).

Denote \( \tilde{\psi}(z, t; z_Q, t_Q) = T_N^{-1}(\psi_j^N((\cdot, \cdot) \cdot (z_Q, t_Q)^{-1}))(z, t) \). Then properties (i), (ii), and (iii) in Theorem 1.2 are fulfilled and

\[ f(z, t) = \sum_{j \in \mathbb{Z}} \sum_{Q: \ell(Q) = 2^{-j-N}} |Q| \tilde{\psi}(z, t; z_Q, t_Q) \psi_j \ast f(z_Q, t_Q), \]

which establishes the first equality in (1.1). The second equality in (1.1) can be obtained similarly, by interchanging the order of \( T_N^1 \) and \( T_N \) in (3.3). We omit the details.

To finish the proof, it remains to prove (3.1) and (3.2).

**Proof of (3.2).** We write

\[ R_N^2(f)(z, t) = \sum_{j \in \mathbb{Z}} \sum_{Q: \ell(Q) = 2^{-j-N}} \int [\psi_j^N((z, t) \cdot (w, s)^{-1}) \psi_j \ast f(w, s)]dwds \]
\[- \sum_{j \in \mathbb{Z}} \sum_{Q \in \ell(Q)=2^{-n}} \int_{Q} \psi_{j}^N ((z, t) \cdot (z_{Q}, t_{Q})^{-1}) \psi_j \ast f(z_{Q}, t_{Q}) \, dwds \]

\[= K_1(f)(z, t) + K_2(f)(z, t), \]

where $K_1$ and $K_2$ are linear operators with kernels

\[K_1(z, t; \tilde{z}, \tilde{t}) = \sum_{j \in \mathbb{Z}} \sum_{Q \in \ell(Q)=2^{-n}} \int_{Q} \psi_{j}^N ((z, t) \cdot (w, s)^{-1}) \psi_j((w, s) \cdot (\tilde{z}, \tilde{t})^{-1}) \, dwds \]

and

\[K_2(z, t; \tilde{z}, \tilde{t}) = \sum_{j \in \mathbb{Z}} \sum_{Q \in \ell(Q)=2^{-n}} \int_{Q} \psi_{j}^N ((z, t) \cdot (z_{Q}, t_{Q})^{-1}) \psi_j((z_{Q}, t_{Q}) \cdot (\tilde{z}, \tilde{t})^{-1}) \, dwds. \]

By Theorem 2.7, it suffices to show that $K_1$ and $K_2$ are Calderón-Zygmund kernels satisfying the double difference condition (2.7), with constants of at most $C2^{-2N}$, and that $K_1$ and $K_2$ are bounded on $L^2$ with bounds of at most $C2^{-2N}$ for some $\delta > 0$. The latter can be shown by arguments similar to those given in [11, 17]. We omit the details here.

Now we begin to show that $K_1$ and $K_2$ are Calderón-Zygmund kernels satisfying the double difference condition (2.7), with constants of at most $C2^{-2N}$. We only work with $K_1$, since $K_2$ can be handled in the same way. Notice that $\psi_{j}^N$ satisfies the same size, regularity, and double difference conditions as $\psi_j$ with the constant $C$ replaced by $CN$. It then follows from (2.1) and (2.2) that

\[|K_1(z, t; \tilde{z}, \tilde{t})| \leq \sum_{j \in \mathbb{Z}} \sum_{Q \in \ell(Q)=2^{-n}} \int |\psi_{j}^N ((z, t) \cdot (w, s)^{-1})||\psi_j((w, s) \cdot (\tilde{z}, \tilde{t})^{-1}) - \psi_j((z_{Q}, t_{Q}) \cdot (\tilde{z}, \tilde{t})^{-1})| \, dwds \]

\[\leq N \sum_{j \in \mathbb{Z}} \sum_{Q \in \ell(Q)=2^{-n}} \int \left( \frac{2^{-je}}{(2^{-j} + d((z, t), (w, s)))^q} \left( \frac{d((w, s), (z_{Q}, t_{Q}))}{2^{-j} + d((w, s), (\tilde{z}, \tilde{t}))} \right)^e \right) \cdot \frac{2^{-je}}{(2^{-j} + d((w, s), (\tilde{z}, \tilde{t})))^q} \, dwds \]

\[\leq N 2^{-Ne} \sum_{j \in \mathbb{Z}} \int \frac{2^{-je}}{(2^{-j} + d((z, t), (w, s)))^q} \frac{2^{-je}}{(2^{-j} + d((w, s), (\tilde{z}, \tilde{t})))^q} \, dwds \]

\[\leq 2^{-Ne} \sum_{j \in \mathbb{Z}} \frac{2^{-je}}{(2^{-j} + d((z, t), (\tilde{z}, \tilde{t})))^q} \]

\[\leq \frac{2^{-Ne}}{d((z, t), (\tilde{z}, \tilde{t}))^q} \quad \text{for } 0 < \delta < e, \]

establishing the size condition of $K_1$.

Next, let us verify the regularity conditions for $K_1$. We only prove the regularity condition in the first variable as $K_1$ is a convolution kernel. We claim that, for $d((z, t), (z', t')) \leq \frac{1}{2\delta}d((z, t), (\tilde{z}, \tilde{t}))$ and any $0 < \varepsilon < e$,

\[\left| \sum_{Q \in \ell(Q)=2^{-n}} \int \left| \psi_{j}^N ((z, t) \cdot (w, s)^{-1}) - \psi_{j}^N ((z', t') \cdot (w, s)^{-1}) \right| \psi_j((w, s) \cdot (\tilde{z}, \tilde{t})^{-1}) \, dwds \right| \leq N \left( \frac{d((z, t), (z', t'))}{2^{-j} + d((z, t), (\tilde{z}, \tilde{t}))} \right)^e \frac{2^{-je}}{(2^{-j} + d((z, t), (\tilde{z}, \tilde{t})))^{2n+2+e}} \]

and

\[\left| \sum_{Q \in \ell(Q)=2^{-n}} \int \left| \psi_{j}^N ((z, t) \cdot (w, s)^{-1}) - \psi_{j}^N ((z', t') \cdot (w, s)^{-1}) \right| \psi_j((w, s) \cdot (\tilde{z}, \tilde{t})^{-1}) \, dwds \right| \]
Assume that (3.4) and (3.5) hold for the moment. By interpolation it follows that for any $0 < e' < e$ and $0 < \delta < e - e'$,

\[
\left| K_1(z, t; \tilde{z}, \tilde{t}) - K_1(z', t'; \tilde{z}, \tilde{t}) \right| \lesssim 2^{-Ne'} \left( \frac{2^{-je}}{(2^{-j} + d((z, t), (\tilde{z}, \tilde{t}))^{2n+2e}} \right).
\]  

(3.5)

Let us now prove (3.4) and (3.5). To show (3.5), using the cancellation condition of $\psi^N$, we have

\[
\left| \sum_{Q \in \mathcal{Q}(k-2j, Q)} \int \left[ |\psi^N((z, t) \cdot (w, s))^{-1}| - |\psi^N((z', t') \cdot (w, s))^{-1}| \right] \psi((w, s) \cdot (\tilde{z}, \tilde{t}))^{-1} \, dwds \right|
\leq \sum_{Q \in \mathcal{Q}(k-2j, Q)} \left| \int \left[ |\psi^N((z, t) \cdot (w, s))^{-1}| + |\psi^N((z', t') \cdot (w, s))^{-1}| \right] \times \psi((w, s) \cdot (\tilde{z}, \tilde{t}))^{-1} - \psi((z_0, t_0) \cdot (\tilde{z}, \tilde{t}))^{-1} \right| \, dwds
\lesssim N \sum_{Q \in \mathcal{Q}(k-2j, Q)} \int \left[ \left( \frac{2^{-je}}{(2^{-j} + d((z, t), (w, s)))^{2n+2e}} \right)^e \left( \frac{2^{-je}}{(2^{-j} + d((z', t'), (w, s)))^{2n+2e}} \right)^e \right] = 2^{-Ne'} \int_{W_1} \left[ \left( \frac{2^{-je}}{(2^{-j} + d((z, t), (w, s)))^{2n+2e}} \right)^e + \left( \frac{2^{-je}}{(2^{-j} + d((z', t'), (w, s)))^{2n+2e}} \right)^e \right] \, dwds
\leq 2^{-Ne'} \int_{W_2} \left[ \left( \frac{2^{-je}}{(2^{-j} + d((z, t), (w, s)))^{2n+2e}} \right)^e + \left( \frac{2^{-je}}{(2^{-j} + d((z', t'), (w, s)))^{2n+2e}} \right)^e \right] \, dwds
\]

where

\[
W_1 = \left\{ (w, s) \in \mathbb{H}^n : d((w, s), (\tilde{z}, \tilde{t})) > \frac{1}{3a} d((z, t), (\tilde{z}, \tilde{t})) \right\},
\]

\[
W_2 = \left\{ (w, s) \in \mathbb{H}^n : d((w, s), (\tilde{z}, \tilde{t})) \leq \frac{1}{3a} d((z, t), (\tilde{z}, \tilde{t})) \right\}.
\]

For $I_1$, we have

\[
I_1 \lesssim 2^{-Ne'} \int_{W_1} \left[ \left( \frac{2^{-je}}{(2^{-j} + d((z, t), (\tilde{z}, \tilde{t}))^{2n+2e}} \right)^e + \left( \frac{2^{-je}}{(2^{-j} + d((z', t'), (w, s)))^{2n+2e}} \right)^e \right] \, dwds
\]
where establishing (3.5).

As for $I_2$, noticing that for $(w, s) \in W_2$ and $d((z, t), (z', t')) \leq \frac{1}{2\alpha} d((z, t), (\tilde{z}, \tilde{t})))$, we have

$$d((z, t), (w, s)) \geq (1/\alpha) d((z, t), (\tilde{z}, \tilde{t})) - d((\tilde{z}, \tilde{t}), (w, s)) \geq (2/3) d((z, t), (\tilde{z}, \tilde{t})),$$

$$d((z', t'), (w, s)) \geq (1/\alpha) d((z', t'), (\tilde{z}, \tilde{t})) - d((\tilde{z}, \tilde{t}), (w, s)) \geq (1/3a^2) d((z', t'), (\tilde{z}, \tilde{t})).$$

This implies

$$I_2 \leq N 2^{-Ne} \int_{W_2} \frac{2^{-j\varepsilon}}{(2^{-j} + d((z, t), (\tilde{z}, \tilde{t})))^{2n+2\varepsilon}} \leq 2^{-Ne} \int_{W_2} \frac{2^{-j\varepsilon}}{(2^{-j} + d((w, s), (\tilde{z}, \tilde{t})))^{2n+2\varepsilon}} dwds$$

establishing (3.5).

To prove (3.4), using the cancellation condition of $\psi_j^N(x - \cdot) - \psi_j^N(x' - \cdot)$, we write

$$\text{LHS of (3.4)} = \left| \int_{\mathbb{R}^n} \left[ \psi_j^N((z, t) \cdot (w, s)^{-1}) - \psi_j^N((z', t') \cdot (w, s)^{-1}) \right]
\times [\psi_j((w, s) \cdot (z, t)^{-1}) - \psi_j((w, s) \cdot (z', t')^{-1})] \, dwds \right|
\leq \left| \int_{\mathbb{R}^n} \left[ \psi_j^N((z, t) \cdot (w, s)^{-1}) - \psi_j^N((z', t') \cdot (w, s)^{-1}) \right]
\times [\psi_j((w, s) \cdot (z, t)^{-1}) - \psi_j((w, s) \cdot (z', t')^{-1})] \, dwds \right|
+ \left| \int_{\mathbb{R}^n} \left[ \psi_j^N((z, t) \cdot (w, s)^{-1}) - \psi_j^N((z', t') \cdot (w, s)^{-1}) \right]
\times [\psi_j((w, s) \cdot (z, t)^{-1}) - \psi_j((w, s) \cdot (z', t')^{-1})] \, dwds \right|
+ \left| \int_{\mathbb{R}^n} \left[ \psi_j^N((z, t) \cdot (w, s)^{-1}) - \psi_j^N((z', t') \cdot (w, s)^{-1}) \right]
\times [\psi_j((w, s) \cdot (z, t)^{-1}) - \psi_j((w, s) \cdot (z', t')^{-1})] \, dwds \right|
=: I_{11} + I_{12} + I_{13},$$

where

$$U_1 = \left\{ z \in \mathbb{R}^n : d((z, t), (z', t')) \leq \frac{1}{4\alpha^2} (2^{-j} + d((z, t), (\tilde{z}, \tilde{t}))) \leq \frac{1}{2\alpha} (2^{-j} + d((z, t), (w, s))) \right\},$$

$$U_2 = \left\{ z \in \mathbb{R}^n : d((z, t), (z', t')) \leq \frac{1}{2\alpha} (2^{-j} + d((z, t), (w, s))) \leq \frac{1}{4\alpha^2} (2^{-j} + d((z, t), (\tilde{z}, \tilde{t}))) \right\},$$

$$U_3 = \left\{ z \in \mathbb{R}^n : d((z, t), (z', t')) > \frac{1}{2\alpha} (2^{-j} + d((z, t), (w, s))) \right\}.$$

For $I_{11}$, using the estimates (2.1) and (2.2), we get

$$I_{11} \leq N \int_{U_1} \left( \frac{d((z, t), (z', t'))}{2^{-j} + d((z, t), (w, s))} \right)^e \frac{2^{-j\varepsilon}}{(2^{-j} + d((z, t), (w, s)))^{2n+2\varepsilon}} \leq N \left( \frac{d((z, t), (z', t'))}{2^{-j} + d((z, t), (\tilde{z}, \tilde{t}))} \right)^e \frac{2^{-j\varepsilon}}{(2^{-j} + d((z, t), (\tilde{z}, \tilde{t})))^{2n+2\varepsilon}}.$$
\[ N \left( \frac{\psi(z, t)}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \left( \frac{\psi(z, t)}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \left( \frac{\psi(z, t)}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \left( \frac{\psi(z, t)}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \]

Note that if \((w, s) \in U_2\), then \(d((z, t), (w, s)) \leq (1/2a)(2^{-j} + d((z, t), (z, t)))\). Using the estimate (2.2),

\[ II_2 \leq N \left( \frac{d((z, t), (z', t'))}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \left( \frac{d((z, t), (w, s))}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \left( \frac{d((z, t), (w, s))}{2^{-j} + d((z, t), (w, s))} \right)^{2^{j+1} + \epsilon} \left( \frac{d((z, t), (w, s))}{2^{-j} + d((z, t), (w, s))} \right)^{2^{j+1} + \epsilon} \]

To estimate \(II_3\), note that if \((w, s) \in U_3\), then \(d((z, t), (w, s)) \leq 2ad((z, t), (z', t'))\). By (2.2) and (2.1),

\[ II_3 \leq N \left( \frac{d((z, t), (z', t'))}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \left( \frac{d((z, t), (w, s))}{2^{-j} + d((z, t), (w, s))} \right)^{2^{j+1} + \epsilon} \left( \frac{d((z, t), (w, s))}{2^{-j} + d((z, t), (w, s))} \right)^{2^{j+1} + \epsilon} \left( \frac{d((z, t), (w, s))}{2^{-j} + d((z, t), (w, s))} \right)^{2^{j+1} + \epsilon} \]

Putting together the estimates obtained above for \(II_1, II_2,\) and \(II_3\) yields (3.4), and hence the regularity condition of \(K_1\).

Finally, let us verify the double difference condition for \(K_1\). By Lemma 2.5, for any \(e' < \epsilon_1 < \epsilon\),

\[ |\psi_{j, N}^N(i((z, t) \cdot (z, t)) - \psi_{j, N}^N(i((z', t') \cdot (z, t)) - \psi_{j, N}^N(i((z', t') \cdot (z', t')^{-1}) | \leq \epsilon \left( \frac{d((z, t), (z', t'))}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \left( \frac{d((z, t), (z', t'))}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \left( \frac{d((z, t), (z', t'))}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \left( \frac{d((z, t), (z', t'))}{2^{-j} + d((z, t), (z, t))} \right)^{2^{j+1} + \epsilon} \]

On the other hand, using the cancellation condition of \(\psi_j\), we have for \(d((z, t), (z', t')) < (1/4a)d((z, t), (z, t))\) and \(d((z, t), (z', t')) < (1/4a)d((z, t), (z, t)), \)

\[ |\psi_{j, N}^N(i((z, t) \cdot (z', t')) - \psi_{j, N}^N(i((z', t') \cdot (z, t))^{-1}) - \psi_{j, N}^N(i((z, t) \cdot (z', t'))^{-1}) \psi_{j, N}^N(i((z', t') \cdot (z, t))^{-1}) | \leq \int_{\mathbb{R}^n} |\psi_{j, N}^N((z, t) \cdot (w, s)^{-1})[\psi_{j, N}^N((w, s) \cdot (z, t)^{-1}) - \psi_{j, N}^N((z, t) \cdot (z, t)^{-1})]|d\omega_{ds} \\
+ \int_{\mathbb{R}^n} |\psi_{j, N}^N((z', t') \cdot (w, s)^{-1})[\psi_{j, N}^N((w, s) \cdot (z, t)^{-1}) - \psi_{j, N}^N((z, t) \cdot (z, t)^{-1})]|d\omega_{ds} \\
+ \int_{\mathbb{R}^n} |\psi_{j, N}^N((z, t) \cdot (w, s)^{-1})[\psi_{j, N}^N((w, s) \cdot (z', t')^{-1}) - \psi_{j, N}^N((z, t) \cdot (z', t')^{-1})]|d\omega_{ds} \\
+ \int_{\mathbb{R}^n} |\psi_{j, N}^N((z', t') \cdot (w, s)^{-1})[\psi_{j, N}^N((w, s) \cdot (z', t')^{-1}) - \psi_{j, N}^N((z, t) \cdot (z', t')^{-1})]|d\omega_{ds}. \]
Since the estimates for these terms are similar, we just work with the last one. Note that for \(d((z', t'), (\tilde{z}', \tilde{t}')) < (1/4a)d((z, t), (\tilde{z}, \tilde{t}))\) and \(d((\tilde{z}, \tilde{t}), (\tilde{z}', \tilde{t}')) < (1/4a)d((z, t), (\tilde{z}, \tilde{t}))\), by the triangle inequality,

\[
d((z', t'), (\tilde{z}', \tilde{t}')) \geq (1/a^2)d((z, t), (\tilde{z}, \tilde{t}')) - d((z, t), (z', t')) - d((\tilde{z}, \tilde{t}), (\tilde{z}', \tilde{t}')) \\
\geq (1/2a^2)d((z, t), (\tilde{z}, \tilde{t})).
\]

Hence, for any \(0 < \epsilon'' < \epsilon\),

\[
\int_{\mathbb{H}^n} |\psi_j^N((z', t') \cdot (w, s)) - (\tilde{z}', \tilde{t}')) - \psi_j((z, t) \cdot (\tilde{z}, \tilde{t}))| dw ds \\
\lesssim N \int_{\mathbb{H}^n} \frac{2^{-je}}{(2^{-j} + d((z', t'), (w, s)))^{2n+2+\epsilon}} \left( \frac{d((w, s), (\tilde{z}, \tilde{t}))}{2^{-j} + d((w, s), (\tilde{z}', \tilde{t}'))} \right)^{\epsilon} \\
\times \frac{2^{-je}}{(2^{-j} + d((w, s), (\tilde{z}, \tilde{t})))^{2n+2+\epsilon}} dw ds \\
\lesssim 2^{-N\epsilon''} \frac{2^{-je}}{(2^{-j} + d((z, t), (\tilde{z}, \tilde{t})))^{2n+2+\epsilon}} \\
\lesssim 2^{-N\epsilon''} \frac{2^{-j(\epsilon-\epsilon_1)}}{2^{j(\epsilon-\epsilon_1)}}.
\]

Similarly, we can manipulate the other terms and obtain the same bound. Therefore

\[
|\psi_j^N \ast \psi_j((z, t) \cdot (\tilde{z}, \tilde{t})) - \psi_j^N \ast \psi_j((z', t') \cdot (\tilde{z}', \tilde{t}'))| \\
\lesssim 2^{-N\epsilon''} \frac{2^{-j(\epsilon-\epsilon_1)}}{2^{j(\epsilon-\epsilon_1)}}.
\]

Let \(\theta = \frac{\epsilon'}{\epsilon_1} \in (0, 1)\). Interpolating this with (3.6) yields

\[
\frac{|K_1((z, t), (\tilde{z}, \tilde{t})) - [K_1((z', t'), (\tilde{z}', \tilde{t}'))] - [K_1((z, t), (\tilde{z}', \tilde{t}'))] - K_1((z', t'), (\tilde{z}', \tilde{t}'))|}{|K_1((z, t), (\tilde{z}, \tilde{t})) - K_1((z', t'), (\tilde{z}', \tilde{t}'))|} \\
\lesssim \sum_j |\psi_j^N \ast \psi_j((z, t) \cdot (\tilde{z}, \tilde{t})) - \psi_j^N \ast \psi_j((z', t') \cdot (\tilde{z}', \tilde{t}'))| \\
\lesssim 2^{-N\epsilon''} \frac{2^{-j(\epsilon-\epsilon_1)}}{2^{j(\epsilon-\epsilon_1)}} \frac{2^{-j(\epsilon-\epsilon_1)}}{2^{j(\epsilon-\epsilon_1)}} \\
\lesssim 2^{-N\epsilon''} \frac{2^{-j(\epsilon-\epsilon_1)}}{2^{j(\epsilon-\epsilon_1)}} \frac{2^{-j(\epsilon-\epsilon_1)}}{2^{j(\epsilon-\epsilon_1)}}.
\]

This concludes the proof of (3.2).

**Proof of (3.1).** We write

\[
|R_k((z, t), (\tilde{z}, \tilde{t}))| = \left| \sum_{|l| > N} \sum_k \psi_{k,l} \ast \psi_k((z, t) \cdot (\tilde{z}, \tilde{t})) \right| \\
\lesssim \sum_{|l| > N} \sum_k |\psi_{k,l} \ast \psi_k((z, t) \cdot (\tilde{z}, \tilde{t}))|.
\]

By Lemma 2.3, we have

\[
|R_k((z, t), (\tilde{z}, \tilde{t}))| \lesssim \sum_{|l| > N} \sum_k \frac{2^{-|l|\epsilon'}}{2^{-(k+l)\epsilon/2}} \frac{2^{-\epsilon''(k+l)\epsilon/2}}{2^{j(\epsilon-\epsilon_1)}} \\
\lesssim \sum_{|l| > N} \sum_k \frac{2^{-|l|\epsilon'}}{2^{-(k+l)\epsilon/2}} \frac{2^{-\epsilon''(k+l)\epsilon/2}}{2^{j(\epsilon-\epsilon_1)}}.
\]
\[ \lesssim 2^{-N\epsilon'} d((z, t), (\tilde{z}, \tilde{t}))^{-2n-2}, \]

which gives the size condition.

To show the regularity condition, by Lemma 2.3, for \( d((z, t), (z', t')) \leq \frac{1}{2\eta} d((z, t), (\tilde{z}, \tilde{t})) \) we get

\[ |\psi_{k+1} \ast \psi_k((z, t) \cdot (\tilde{z}, \tilde{t})^{-1}) - \psi_{k+1} \ast \psi_k((z', t') \cdot (\tilde{z}, \tilde{t})^{-1})| \leq C2^{-|\delta|} \left( \frac{d((z, t), (z', t'))}{2^{-((k+1)\wedge k)} + d((z, t), (\tilde{z}, \tilde{t}))} \right)^{\epsilon'} 2^{-((k+1)\wedge k)\epsilon'} \]

where \( 0 < \epsilon' < \epsilon \) and \( \delta > 0 \). Thus, for \( d((z, t), (z', t')) \leq \frac{1}{2\eta} d((z, t), (\tilde{z}, \tilde{t})) \),

\[ |R^1_N(z, t; \tilde{z}, \tilde{t}) - R^1_N(z', t'; \tilde{z}, \tilde{t})| \leq \sum_{|\delta| > N_k} \sum_k |\psi_{k+1} \ast \psi_k((z, t) \cdot (\tilde{z}, \tilde{t})^{-1}) - \psi_{k+1} \ast \psi_k((z', t') \cdot (\tilde{z}, \tilde{t})^{-1})| \]

\[ \leq C \sum_{|\delta| > N} \sum_k 2^{-|\delta|} \left( \frac{d((z, t), (z', t'))}{2^{-((k+1)\wedge k)} + d((z, t), (\tilde{z}, \tilde{t}))} \right)^{\epsilon'} 2^{-((k+1)\wedge k)\epsilon'} \]

\[ \leq C2^{-N\delta} d((z, t), (z', t'))^{\epsilon'} d((z, t), (\tilde{z}, \tilde{t}))^{-(2n+2)\epsilon'}. \]

The proof of the smoothness condition in the second variable is the same. By Lemma 2.3, we obtain that for \( d((\tilde{z}, \tilde{t}), (\tilde{z}', \tilde{t}')) \leq \frac{1}{2\eta} d((z, t), (\tilde{z}, \tilde{t})) \),

\[ |\psi_{k+1} \ast \psi_k((z, t) \cdot (w, s)^{-1}) - \psi_{k+1} \ast \psi_k((z', t') \cdot (w, s)^{-1})| \leq C2^{-|\delta|} \left( \frac{d((z, t), (z', t'))}{2^{-((k+1)\wedge k)} + d((z, t), (w, s))} \right)^{\epsilon'} 2^{-((k+1)\wedge k)\epsilon'} \]

where \( 0 < \epsilon' < \epsilon \) and \( \delta > 0 \). Thus, for \( d((z, t), (z', t')) \leq \frac{1}{2\eta} d((z, t), (\tilde{z}, \tilde{t})) \),

\[ |R^1_N(z, t; \tilde{z}, \tilde{t}) - R^1_N(z, t; \tilde{z}', \tilde{t}')| \leq \sum_{|\delta| > N_k} \sum_k |\psi_{k+1} \ast \psi_k((z, t) \cdot (\tilde{z}, \tilde{t})^{-1}) - \psi_{k+1} \ast \psi_k((z, t) \cdot (\tilde{z}', \tilde{t}')^{-1})| \]

\[ \leq C \sum_{|\delta| > N} \sum_k 2^{-|\delta|} \left( \frac{d((z, t), (\tilde{z}, \tilde{t}))}{2^{-((k+1)\wedge k)} + d((z, t), (\tilde{z}, \tilde{t}))} \right)^{\epsilon'} 2^{-((k+1)\wedge k)\epsilon'} \]

\[ \leq C2^{-N\delta} d((z, t), (\tilde{z}', \tilde{t}'))^{\epsilon'} d((z, t), (\tilde{z}, \tilde{t}))^{-(2n+2)\epsilon'}. \]

To verify the double difference condition (2.7), by the geometric mean of the estimates in Lemma 2.5, (3.7) and (3.8), we get that for \( d((z, t), (z', t')) \leq \frac{1}{2\eta} d((z, t), (\tilde{z}, \tilde{t})) \), and \( d((\tilde{z}, \tilde{t}), (\tilde{z}', \tilde{t}')) \leq \frac{1}{2\eta} d((z, t), (\tilde{z}, \tilde{t})) \),

\[ \frac{|\psi_{k+1} \ast \psi_k((z, t) \cdot (\tilde{z}, \tilde{t})^{-1}) - \psi_{k+1} \ast \psi_k((z', t') \cdot (\tilde{z}, \tilde{t})^{-1})|}{|\psi_{k+1} \ast \psi_k((z', t') \cdot (\tilde{z}', \tilde{t}')^{-1}) - \psi_{k+1} \ast \psi_k((z, t) \cdot (\tilde{z}', \tilde{t}')^{-1})|} \leq C2^{-|\delta|} \left( \frac{d((z, t), (\tilde{z}, \tilde{t}))}{2^{-((k+1)\wedge k)} + d((z, t), (\tilde{z}, \tilde{t}))} \right)^{\epsilon'} \]

\[ \times \left( \frac{d((\tilde{z}, \tilde{t}), (\tilde{z}', \tilde{t}'))}{2^{-((k+1)\wedge k)} + d((\tilde{z}, \tilde{t}), (\tilde{z}', \tilde{t}'))} \right)^{\epsilon'} \]

\[ \times \left( \frac{d((z, t), (\tilde{z}', \tilde{t}'))}{2^{-((k+1)\wedge k)} + d((z, t), (\tilde{z}', \tilde{t}'))} \right)^{-\epsilon}. \]

Thus, for \( d((z, t), (z', t')) \leq \frac{1}{2\eta} d((z, t), (\tilde{z}, \tilde{t})) \), and \( d((\tilde{z}, \tilde{t}), (\tilde{z}', \tilde{t}')) \leq \frac{1}{2\eta} d((z, t), (\tilde{z}, \tilde{t})) \),

\[ |R^1_N(z, t; \tilde{z}, \tilde{t}) - R^1_N(z', t'; \tilde{z}, \tilde{t}) - R^1_N(z, t; \tilde{z}', \tilde{t}') + R^1_N(z', t'; \tilde{z}', \tilde{t}')| \leq \sum_{|\delta| > N_k} \sum_k |\psi_{k+1} \ast \psi_k((z, t) \cdot (\tilde{z}, \tilde{t})^{-1}) - \psi_{k+1} \ast \psi_k((z', t') \cdot (\tilde{z}, \tilde{t})^{-1})| \]

\[ - |\psi_{k+1} \ast \psi_k((z', t') \cdot (\tilde{z}, \tilde{t})^{-1}) - \psi_{k+1} \ast \psi_k((z, t) \cdot (\tilde{z}', \tilde{t}')^{-1})| \]

\[ \leq C2^{-|\delta|} \left( \frac{d((z, t), (\tilde{z}, \tilde{t}))}{2^{-((k+1)\wedge k)} + d((z, t), (\tilde{z}, \tilde{t}))} \right)^{\epsilon'} \left( \frac{d((\tilde{z}, \tilde{t}), (\tilde{z}', \tilde{t}'))}{2^{-((k+1)\wedge k)} + d((\tilde{z}, \tilde{t}), (\tilde{z}', \tilde{t}'))} \right)^{\epsilon'} \]

\[ \times \left( \frac{d((z, t), (\tilde{z}', \tilde{t}'))}{2^{-((k+1)\wedge k)} + d((z, t), (\tilde{z}', \tilde{t}'))} \right)^{-\epsilon}. \]
\[ 2^{-(k+l)\wedge k}(c-c') \times \frac{1}{2^{-(k+l)\wedge k} + d((z, t), (\tilde{z}, \tilde{t}))} \leq C2^{-N\delta} \]
\[ d((z, t), (z', t'))^c \quad d((\tilde{z}, \tilde{t}), (\tilde{z}', \tilde{t}'))^{c'} \]
\[ n + (\tilde{z}, \tilde{t}) - (\tilde{z}', \tilde{t}') \]

This completes the proof of (3.1) and hence Theorem 1.2 follows.
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