Abstract

We prove the existence of the weak solutions to the compressible Navier–Stokes system with barotropic pressure $p(\rho) = \rho^\gamma$ for $\gamma \geq 9/5$ in three space dimension. The novelty of the paper is the approximation scheme that instead of the classical regularization of the continuity equation (based on the viscosity approximation $\varepsilon \Delta \rho$) uses more direct truncation and regularisation of nonlinear terms and the pressure. This scheme is compatible with the Bresch-Jabin compactness criterion for the density. We revisit this criterion and prove, in full rigour, that it can be applied in our approximation at any level.

1 Introduction

The current paper deals with the classical compressible barotropic Navier-Stokes system in the periodic domain $\Omega = \mathbb{T}^d$ with $d = 3$. The unknowns of the system: the mass density $\rho$ and the velocity vector field $u$ satisfy the conservation of mass and conservation of momentum equations, respectively:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \text{div}(\rho u) &= 0, \tag{1a} \\
\frac{\partial (\rho u)}{\partial t} + \text{div}(\rho u \otimes u) - \text{div} S(u) + \nabla p(\rho) &= 0, \tag{1b}
\end{align*}
\]

with the corresponding set of initial data

\[
\rho(0, x) = \rho_0(x), \quad \rho u(0, x) = m_0(x). \tag{2}
\]

In the system above, $S$ denotes the Newtonian stress tensor

\[
S(u) = \mu (\nabla u + \nabla^T u) + \xi \text{div} u I, \quad \mu > 0, \quad 2\mu + d\xi > 0, \tag{3}
\]

and $p$ denotes the internal pressure

\[
p(\rho) = \rho^\gamma, \quad \gamma \geq \frac{3}{2} \text{ for } d = 2, \quad \gamma \geq \frac{9}{5} \text{ for } d = 3. \tag{4}
\]

The purpose of this work is to propose a construction of the weak solutions to the system [1] that is compatible with the Kolmogorov criterion for compactness of the density. This criterion has been
recently resurrected by Bresch and Jabin in [3] to prove sequential compactness of the weak solutions to the compressible Navier-Stokes equations with non-monotone pressure and anisotropic stress tensor. The authors refined the classical effective viscous flux argument introduced by Lions [12], and extended by Feireisl [10], with direct regularity estimates for the sequence approximating the density. Bresch and Jabin showed that this sequence converges strongly on the support of certain weight satisfying the transport equation. More importantly, this weight vanishes only on vacuum, which yields the strong convergence of the density in the whole domain. This is quite generic technique whose potential has been already demonstrated, for example, to prove the existence of solutions to the multi-phase fluid models [6], to the model with heterogeneous pressure [5] and to the models of cancer growth [2,14].

Our main theorem is in fact the same as the original result of Lions [12, Theorem 7.2], in the sense that the restriction on the adiabatic exponent \( \gamma \geq \frac{9}{5} \) is required in order to provide the uniform \( L^2(0,T;L^2(\mathbb{T}^d)) \) bound of the density for \( d = 3 \). We state our main theorem for \( d = 2,3 \) as follows:

**Theorem 1** Let \( \gamma \geq \frac{3}{2} \) if \( d = 2 \) and \( \gamma \geq \frac{9}{5} \) if \( d = 3 \). Let the initial conditions (2) satisfy

\[
\begin{align*}
\varrho_0 &\in L^\gamma(\mathbb{T}^d), \quad \varrho_0 \geq 0, \quad \text{a.e. in } \mathbb{T}^d, \quad \varrho_0 \neq 0, \\
\frac{|m_0|^2}{\varrho_0} &\in L^1(\mathbb{T}^d), \quad m_0 = 0 \quad \text{a.e. on } \{\varrho_0 = 0\}. 
\end{align*}
\]

Then \((\varrho, u)\) is the bounded energy weak solution such that \( \varrho \in L^\infty(0,T;L^\gamma(\mathbb{T}^d)) \) and \( u \in L^2(0,T;W^{1,2}(\mathbb{T}^d)) \). Moreover, \((\varrho, u)\) satisfies the renormalized continuity equation and \( \varrho \in C_{\text{weak}}([0,T];L^\gamma(\mathbb{T}^d)) \) and \( \varrho u \in C_{\text{weak}}([0,T];L^{2\gamma/\gamma+1}(\mathbb{T}^d)) \).

The proof of the theorem is presented for the more difficult case of \( d = 3 \) only.

Let us conclude this section with a few more remarks concerning the existence of solutions for the compressible Navier-Stokes system.

First of all, we highlight that the idea of Bresch and Jabin [3] was originally proposed to tackle more complex pressure forms. Indeed, instead of the pressure law (4), one can consider a more general pressure-density relation:

\[
C^{-1} \rho^\gamma - C \leq p(\rho) \leq C \rho^\gamma + C \quad \text{with} \quad |p'(\rho)| \leq C \rho^{\tilde{\gamma}-1},
\]

where \( C > 0 \) is a constant, and \( p \) is locally Lipschitz function with \( p(0) = 0 \). Moreover, \( \gamma \) and \( \tilde{\gamma} \) are related by

\[
\gamma > \left(\max\{\tilde{\gamma}, 2\} + 1\right) \frac{d}{d+2}.
\]

The extension of our technique to cover this case can be achieved by a modification of the main argument of Bresch and Jabin, see [4, Section 4.2].

Secondly, even if we stick with the monotone pressure law [1], the range of \( \gamma \) in Theorem 1 can be improved. Indeed, using the oscillation defect measure introduced by Feireisl [10, Section 6.4], one can relax the assumptions on \( \gamma \) up to \( \gamma > 1 \) when \( d = 2 \) and \( \gamma > \frac{3}{2} \) when \( d = 3 \). Unfortunately, we are not able to obtain the same range of \( \gamma \)'s by a simple application of the technique based on Bresch and Jabin’s idea only.

The paper is organized as follows. In Section 2 we first introduce our basic level of approximation, for which the existence of solutions is proven using classical fixed point argument in Section 3. In Section 4 we present the details of compactness technique of Bresch and Jabin [3] for the sequence approximating the density, and we use it to let first approximation parameter to go to zero. The subsequent limit passages are presented in Sections 5–8. The proofs of all technical auxiliary lemmas are presented in the Appendix at the end.
2 Approximation

The baseline approximation of (1) reads as follows:

\[
\begin{align*}
\partial_t \rho + \text{div}(\rho u \varepsilon) + k \rho^m &= 0, \\
(\delta + [\rho]_\delta) \partial_t u + [\rho u \varepsilon]_\delta \cdot \nabla u - \text{div} S(u) + \nabla p^{M,\lambda}(\rho) &= 0.
\end{align*}
\]

(8a)

(8b)

We supplement this system with the initial data

\[
\begin{align*}
\rho(0, x) &= \rho_0^\lambda, \\
u(0, x) &= u_0^\lambda
\end{align*}
\]

such that

\[
0 \leq \rho_0^\lambda, \quad \rho_0^\lambda \in W^{1,p}(\mathbb{T}^d) \quad \text{and} \quad u_0^\lambda \in W^{2-2/p, p}(\mathbb{T}^d),
\]

(9)

for arbitrary \( p > 1 \), uniformly w.r.t. \( \lambda \). In particular \( \rho_0^\lambda \) is uniformly bounded in \( L^\infty(\mathbb{T}^d) \) independently of all approximation parameters but \( \lambda \). Moreover, we assume that the initial data converges strongly to the limiting data in the following sense

\[
\rho_0^\lambda \to \rho_0 \quad \text{strongly in} \quad L^g(\mathbb{T}^d), \quad \rho_0^\lambda |u_0^\lambda|^2 \to \frac{|m_0|^2}{\rho_0} \quad \text{strongly in} \quad L^1(\mathbb{T}^d).
\]

(10)

The approximation uses five positive parameters \( \varepsilon, \delta, k, M, \lambda \) that will vary, and two fixed ones \( m, \Gamma \) that will be determined later on. Let us now explain the role of each parameter in order corresponding to subsequent limit passages.

- **Parameter \( \varepsilon (\varepsilon \to 0) \)** is the regularising parameter in space. We denote \( f_\varepsilon = \kappa_\varepsilon * f \), where \( \kappa_\varepsilon \) is a mollifying kernel, its choice will be clarified later when the compactness criterion is used. For now we assume that \( f_\varepsilon \) is \( C^\infty(\mathbb{T}^d) \) function.

- **Parameter \( M (M \to \infty) \)** is the truncation parameter introduced to obtain the a-priori \( L^\infty \) bound on the pressure:

\[
p^{M,\lambda}(\rho) := \begin{cases} 
\lambda \rho_\Gamma + \rho^\gamma & \text{for} \quad \rho < M \\
\lambda M_\Gamma + M^\gamma & \text{for} \quad \rho \geq M
\end{cases} := \lambda \rho_\Gamma + \rho^\gamma.
\]

(11)

- **Parameter \( k (k \to 0) \)** provides better a-priori integrability of the density on the level when \( \varepsilon = 0 \) and up to the level of approximation when the so-called Bogovskii estimate can be derived.

- **Parameter \( \delta (\delta \to 0) \)** provides another regularisation in space, we denote \([f]_\delta = \kappa_\delta * f \). Note that applying this regularization to the continuity equation (8a) we obtain

\[
\partial_t [\rho]_\delta + \text{div}([\rho u \varepsilon]_\delta) + k[\rho^m]_\delta = 0.
\]

(12)

Thanks to this the momentum equation (8b) can be rewritten (formally) in the conservative form as

\[
\partial_t ([\rho]_\delta + \delta) u + \text{div}([\rho u \varepsilon]_\delta \otimes u) - \text{div} S(u) + \nabla p^{M,\lambda}(\rho) + k[\rho^m]_\delta u = 0.
\]

(13)

This regularization causes that the effective viscous flux ((\( 2\mu + \xi \)) \text{div} \( u - p(\rho) \)) is relatively highly regular towards the finial steps of the approximation.
And finally, parameter $\lambda$ ($\lambda \to 0$) corresponds to artificial pressure $\varrho^\lambda$ that is introduced to improve the integrability of the sequence approximating the density, analogously as in the approximation schemes of Lions [12] and Feireisl [10].

Let us now discuss the key components of the proof and main mathematical difficulties in our approximation scheme. The heuristic arguments presented now are justified rigorously later on in the paper. At the basic level of approximation, as $\varepsilon > 0$ is fixed, the existence or strong solutions follows from the standard existence theory for quasilinear parabolic equations combined with a fixed point argument.

The previous constructions of weak solutions by Lions [12] and by Feireisl [10] use the viscous approximation of continuity equation instead of mollification of transport velocity. The lack of viscous dissipation approximation ($-\varepsilon \Delta \varrho$) in our approach makes it fit to apply the Bresch and Jabin criterion for compactness of the density sequence $[3]$, in a direct way. Our approximation is designed in such a way that compactness of density at all following levels of construction is justified using the same argument.

The core of this argument is the analysis of two equivalent formulations of the effective viscous flux. For the limiting system (14) they can be written as

\[
(2\mu + \xi) \text{div} u - p(\varrho) = (-\Delta)^{-1} \text{div}(\varrho \partial_t u + \varrho u \cdot \nabla u) = (-\Delta)^{-1} \text{div}(\partial_t (\varrho u) + \text{div}(\varrho u \otimes u)),
\]

where we used the equation of continuity to pass from one line to the other. The first form of the effective viscous flux (14) is better suited to analyze the convective term $\varrho u \cdot \nabla u$, but as we have no information on the time derivative $\partial_t u$, we take advantage of form (15), to work with $\partial_t (\varrho u)$ instead. Its negative Sobolev norm is controlled simply using the momentum equation.

We implement the above idea in practice by splitting the velocity into two components $u = u_\eta + v_\eta = \pi_\eta \ast u + (u - \pi_\eta \ast u)$ where $\pi_\eta$ is the time and space mollifier. To show compactness of the effective viscous flux corresponding to $u_\eta = \pi_\eta \ast u$ we use the formulation (14), i.e.

\[
(-\Delta)^{-1} \text{div}(\varrho \partial_t u_\eta + \varrho u \cdot \nabla u_\eta).
\]

To control the reminder, $v_\eta = (u - \pi_\eta \ast u)$, along with the estimate $\|\varrho v_\eta\|_{L^1_\omega} \leq C_\eta^q$ from Lemma 12, we use the fractional integration by parts formula. More precisely, for $\alpha \in (0, 1)$, we prove the interpolation inequality (see Lemma 15):

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (-\Delta)^{-1} \text{div} \partial_t \varphi W(t,x) dt \, dx \
\leq C \|\varphi\|_{L^q_\omega}^q \|\partial_t \varphi\|_{L^{\tilde{q}'_\omega}(\mathbb{R}; W^{-1,\tilde{q}'_\omega}(\mathbb{R}^d))}^{1-\alpha} \|W\|_{L^{\tilde{q}_\omega}(\mathbb{R}; W^{1,\tilde{q}_\omega}(\mathbb{R}^d))}^\alpha \|\partial_t W\|_{L^{\tilde{q}'_\omega}(\mathbb{R}; W^{-1,\tilde{q}'_\omega}(\mathbb{R}^d))}^\alpha,
\]

where $\varphi \in L^q(\mathbb{R}^{d+1})$ with $\partial_t \varphi \in L^{q'}(\mathbb{R}; W^{-1,q'}(\mathbb{R}^d))$ and $W \in L^q(\mathbb{R}^{d+1})$ with $\partial_t W \in L^{q'}(\mathbb{R}; W^{-1,q'}(\mathbb{R}^d))$ such that $1 \leq q, q', \tilde{q}, \tilde{q}' \leq \infty$. Applying this abstract result to $\varphi \approx \varrho v_\eta$, and to some generalized, density-dependent weight $W$, we show compactness of the effective viscous flux of the reminder using formulation (16), i.e.

\[
(-\Delta)^{-1} \text{div}(\partial_t (\varrho v_\eta) + \text{div}(\varrho u \otimes v_\eta)),
\]

extended suitably from torus to the whole space. The consecutive levels of our approximation result in less regularity and integrability of the solution and of the weight $W$, making us use the abstract formula (16) rather than direct estimate. More intuitive version of this argument is presented at the first level of approximation, for $\varepsilon > 0$ fixed, where the approximate solutions are smooth.
Notation and fundamental inequalities

Throughout the paper we consider the following notations for the function space:

- For $k_1, k_2 \in \mathbb{Z}$ and $1 \leq p_1, p_2 \leq \infty$, we denote
  \[ L^{p_1}(0, T; L^{p_2}(\mathbb{T}^d)) = L^{p_1}_t L^{p_2}_x \quad \text{and} \quad W^{k_1, p_1}(0, T; W^{k_2, p_2}(\mathbb{T}^d)) = W^{k_1, p_1}_t W^{k_2, p_2}_x. \]

  Also, we denote $L^{p_1}(0, T; W^{k_2, p_2}(\mathbb{T}^d))$ as $L^{p_1}_t W^{k_2, p_2}_x$, and $W^{k, 2}$ as $H^{k}$. Moreover, for $1 \leq p \leq \infty$, we denote $L^p(0, T; L^p(\mathbb{T}^d)) = L^p_{t,x}$.

- In certain cases, we write $u \in L^{p+0}(\mathbb{T}^d)$ to denote that there exists $q > p$ such that $u \in L^q(\mathbb{T}^d)$.

- By $\mathcal{M}$ we denote the maximal operator. For $f \in W^{1, p}$, we have the following Lagrange inequality:
  \[ |f(x) - f(y)| \leq C|x - y| (|\mathcal{M}[\nabla f]|(x) + |\mathcal{M}[\nabla f]|(y)). \tag{17} \]

- **The regularizing kernel:** For $h > 0$ we define a family of functions $K_h$ as follows
  \[
  K_h(z) = \begin{cases} 
  \frac{1}{(|z|+h)^d} & \text{for } |z| \leq 1/2, \\
  \frac{1}{(1/2+h)^d} & \text{otherwise.}
  \end{cases} \tag{18}
  \]

In particular, they have the following properties:

\[ |z| |\nabla K_h(z)| \leq CK_h(z), \tag{19} \]
\[ |K_h|_{L^1} \sim |\ln h| \text{ as } h \approx 0^+, \tag{20} \]

where $C$ is independent of $h$. We also denote
\[ \kappa_h = \overline{K}_h = \frac{1}{|K_h|_{L^1}} K_h. \tag{21} \]

Observe that since $\int_{\mathbb{T}^d} K_h(z)|z|dz \leq C$ uniformly in $h$, therefore
\[ \int_{\mathbb{T}^d} \kappa_h(z)|z|dz \lesssim |\ln h|^{-1}, \tag{22} \]

where the symbol “$\lesssim$” means that the inequality is satisfied up to a constant.

- **Convolutions and commutators:** First, recall the classical Young inequality
  \[ \|f * g\|_{L^r} \leq \|f\|_{L^p} \|g\|_{L^q} \quad \text{for} \quad 1 + 1/r = 1/p + 1/q. \]

For $f \in L^2$, $g \in W^{1, 2}$, we will also frequently use
\[ \|[f]_\delta - [f]_\delta g\|_{L^1} \lesssim |\ln \delta|^{-1} \|f\|_{L^2} \|\nabla g\|_{L^2}. \tag{23} \]

Finally, a combination of the Lagrange inequality \[17\] and \[21\] implies:
\[ \int_{\mathbb{T}^d} \kappa_\delta(x-y)(f(y)g(y) - f(y)g(x))dy \lesssim \int_{\mathbb{T}^d} \kappa_\delta(x-y)|f(y)||x-y|(|\mathcal{M}[\nabla g]|(x) + |\mathcal{M}[\nabla g]|(y))dy. \]

To conclude, we state an important lemma which allows us to control convolution of two kernels $K_{h_1}$ and $K_{h_2}$ with $h_1, h_2 > 0$ by the sum of them.
Lemma 2 Given $h_1, h_2 > 0$, we have
\[
\int_{T^d} K_{h_1}(x-y)K_{h_2}(y-z) \, dy \leq C(K_{h_1}(x-z) + K_{h_2}(x-z)),
\]
which for short will be written as
\[
K_{h_1} * K_{h_2} \leq C(K_{h_1} + K_{h_2}).
\]

The proof of lemma is postponed to the Appendix A.1.

- Throughout the paper we denote by $C$ a generic constant that may change from line to line. It may depend on the initial data, the dimension and the parameters of the approximation. In certain places we will write $C(\alpha, \beta)$ to highlight the dependence on certain parameters $(\alpha, \beta)$.

3 Existence of solutions for all parameters fixed

This section is dedicated to the proof of the following result.

Theorem 3 Let $\varepsilon$, $\delta$, $k$, $M$, and $\lambda$ be fixed. Then there exists a strong solution $(\rho, u)$ to the system (8) such that
\[
\begin{align*}
\rho \in W^{1,1}_p((0,T) \times \mathbb{T}^d) &= W^{1,p}_t L^p_x \cap L^p_t W^{1,2}_x, \\
\rho \in W^{1,1}_p((0,T) \times \mathbb{T}^d) &= W^{1,p}_t L^p_x \cap L^p_t W^{1,2}_x
\end{align*}
\]
for any $p < \infty$ and initial data satisfying (9).

Proof. The proof of existence of solutions to system (8) is obtained via application the Schauder fixed point theorem: “Let $\mathcal{T}$ be continuous compact operator from $X$ into $X$, where $X$ is abounded convex subset of a Banach space. Then $\mathcal{T}$ has a fixed point.”

We consider the following map:
\[
\mathcal{T}(\tilde{u}) = u,
\]
where $u \in X = L^\infty_t L^2_x \cap L^2_t W^{1,2}_x$ and $\|\tilde{u}\|_{L^\infty_t L^2_x \cap L^2_t W^{1,2}_x} < R$, with $R$ to be be specified later. This set is convex in $L^\infty_t L^2_x \cap L^2_t W^{1,2}_x$.

Having $\tilde{u}$ given, we solve the linear (in $u$) system with $\tilde{u}_e = \kappa_e * \tilde{u}$
\[
\begin{align*}
\frac{\partial_t \rho + \text{div}(\rho \tilde{u}_e) + k \rho^m}{\delta + |\rho|} \partial_t u + |\rho| \tilde{u}_e \cdot \nabla u - \text{div} S(u) + \nabla \rho^{M,\lambda}(\rho) &= 0. \quad (25a) \\
(\delta + |\rho|) \partial_t u + |\rho| \tilde{u}_e \cdot \nabla u - \text{div} S(u) + \nabla \rho^{M,\lambda}(\rho) &= 0. \quad (25b)
\end{align*}
\]

The first equation can be simply solved by the method of characteristics. Note that mollification $\kappa_e$ makes function $\tilde{u}_e$ smooth in space. Hence, one finds the following estimate (for any $p < \infty$) for the unique solution $\rho = \rho(\tilde{u}_e)$ to the continuity equation:
\[
\sup_{t \in (0,T)} (\|\rho(t)\|_{L^p_t} + \|\nabla \rho(t)\|_{L^p_t}) \leq C\left(\|\rho_0^{\lambda}\|_{L^p_x} + \|\nabla \rho_0^{\lambda}\|_{L^p_x} + \|\nabla^2 \tilde{u}_e\|_{L^1_t L^p_x} \exp \left\{\int_0^T \|\nabla \tilde{u}_e\|_{L^\infty_x} \, dt\right\}\right). 
\]

The above estimate implies that $\nabla \rho^{M,\lambda}(\rho) \in L^p_t L^p_x$ for any $p < \infty$. This information allows us to look at equation (25b) as a parabolic equation for $u$ where $\rho = \rho(\tilde{u}_e)$ is now given. Thanks to Hölder continuity
of \([\rho, \delta] \) (at this stage we can use \([12]\) in order to provide the Hölder regularity in time), we can apply the theory from \([7, \text{Section } 8.2]\) to prove solvability of equation \((25b)\) with the following estimates

\[
\|u, \partial_t u, \nabla^2 u\|_{L^p_t} \leq C.
\]

Thanks to this we have compactness of the operator \(T\) in \(X\). We now justify that \(T\) maps the ball in 
\(L_t^\infty L_x^2 \cap L_t^2 W_x^{1,2}\) into itself.

Testing \((25b)\) by \(u\), multiplying \((25a)\) regularized in \(\delta\), as in \((12)\) by \(\frac{|u|^2}{2}\), and summing up the obtained expressions we get the following inequality

\[
\frac{1}{2} \frac{d}{dt} \int_{T^d} (\delta + [\rho]_\delta)|u|^2 \, dx + \frac{k}{2} \int_{T^d} [\rho_m] \delta|u|^2 \, dx + \int_{T^d} S(u) : \nabla u \, dx \leq C(M) \|\text{div } u\|_{L^2_x}.
\]

This way we find

\[
\sup_{t \leq T} \int_{T^d} \delta |u|^2 \, dx + \int_0^T \int_{T^d} |\nabla u|^2 \, dx \, dt \leq \int_{T^d} \rho_0^\lambda |u_0|^2 \, dx + C(M, T).
\]

For fixed \(k\) the l.h.s. of above defines the square of the classical norm 
\(L_t^\infty L_x^2 \cap L_t^2 W_x^{1,2}\).

Hence we see that the \(T\) maps a ball into itself, i.e. we have

\[
\|u\|_{L_t^\infty L_x^2 \cap L_t^2 W_x^{1,2}} \leq R
\]

with 
\(R = \sqrt{\left(\int_{T^d} (\rho_0^\lambda |u_0|^2 \, dx + C(M, T))\right)}\). Thus, using Schauder’s fixed point theorem we conclude the existence for all given parameters fixed. \(\Box\)

4 Passage to the limit \(\varepsilon \to 0\)

In this section, we fix all parameters other than \(\varepsilon\). In order to simplify the notation, we drop the dependence on parameter \(\varepsilon\) for the sequence \(\{\rho^\varepsilon, u^\varepsilon\}_{\varepsilon > 0}\) and denote it by \(\{\rho, u\}\). However, we still use the subscript \(\varepsilon\) to denote the regularization in space for \(u^\varepsilon\) and \(p_{M, \lambda}^\varepsilon\).

The following strategy of the proof is common for each level of approximation procedure:

• Our first goal is to derive uniform bounds w.r.t. \(\varepsilon\), see Section 4.1, from which we deduce weak convergence of the approximating sequences.

• In order to pass to the limit in the non-linear terms, we need some strong convergence results, in particular, the strong convergence of the density. The required compactness criterion is described in details in Sections 4.2–4.4.

• Finally, performing the limit passage \(\varepsilon \to 0\), we recover system \((8)\) without the parameter \(\varepsilon\).

4.1 Estimates uniform w.r.t. \(\varepsilon\)

The uniform estimates are consequences of the basic energy estimate and from an additional estimate of the ‘effective viscous flux’.
4.1.1 Energy estimate

Lemma 4 Suppose the parameters $\delta, k, M$ and $\lambda$ are fixed. Then, we have the following uniform bounds w.r.t. $\varepsilon$:

$$\varrho \varepsilon^{M,\lambda}(\varrho) \in L^\infty_t L^1_x, \quad \mathbf{u} \in L^2_t H^1_x \cap L^\infty_t L^2_x,$$

where $(\varrho, \mathbf{u})$ is a solution obtained in Theorem 3 and $\varrho \varepsilon^{M,\lambda}$ is given by

$$\varrho \varepsilon^{M,\lambda}(\varrho) = \left\{\begin{array}{ll}
\frac{\lambda}{\gamma M-1} \varrho^{\gamma} + \frac{1}{\gamma-1} \varrho^{\gamma} & \text{for } \varrho < M, \\
\frac{\lambda}{\gamma M-1} \varrho^{\gamma} - M^{\gamma} + \frac{1}{\gamma-1} \varrho^{\gamma} - M^{\gamma} & \text{for } \varrho \geq M.
\end{array}\right.$$ (26)

Proof. At first, we note that the equation (8a) implies

$$\frac{d}{dt} \int_{\mathbb{T}^d} \varrho \, dx + k \int_{\mathbb{T}^d} \varrho^m \, dx = 0.$$ 

Since the initial data is uniformly bounded w.r.t. $\varepsilon$, we have $\varrho \in L^\infty_t L^1_x$, uniformly in $\varepsilon$. Notice that our approximation [8] keeps the structure, i.e. we can show that the total energy $E$ with

$$E = \frac{1}{2} \| \mathbf{u} \|^2 + \varrho \varepsilon^{M,\lambda}(\varrho)$$

as a sum of kinetic and internal energies is conserved.

Indeed, taking into account our truncation of pressure $p^{M,\lambda}$ given by [11], we multiply (12) by $(\varrho \varepsilon^{M,\lambda}(\varrho))'$ and obtain the following equation for evolution of $\varrho \varepsilon^{M,\lambda}$:

$$\partial_t (\varrho \varepsilon^{M,\lambda}(\varrho)) + \text{div}(\varrho \varepsilon^{M,\lambda}(\varrho) \mathbf{u}_\varepsilon) + k \varrho^m \frac{\lambda \varepsilon}{\Gamma - 1} \varrho^{\gamma - 1} + k \varrho^m \frac{1}{\gamma - 1} \varrho^{\gamma - 1} + p^{M,\lambda}(\varrho) \text{div} \mathbf{u}_\varepsilon = 0,$$ (27)

where used that $(\varrho \varepsilon^{M,\lambda}(\varrho))' - \varrho \varepsilon^{M,\lambda}(\varrho) = p^{M,\lambda}(\varrho)$.

On the other hand, multiplying (8b) by $\mathbf{u}$ and integrating by parts we obtain

$$\int_{\mathbb{T}^d} (k + [\varrho]_\delta) \partial_t \left( \frac{\| \mathbf{u} \|^2}{2} \right) \, dx + \int_{\mathbb{T}^d} [\varepsilon \mathbf{u}]_\delta \cdot \nabla \left( \frac{\| \mathbf{u} \|^2}{2} \right) \, dx + \int_{\mathbb{T}^d} \mathbf{S}(\mathbf{u}) : \nabla \mathbf{u} \, dx - \int_{\mathbb{T}^d} \varrho \varepsilon^{M,\lambda}(\varrho) \text{div} \mathbf{u} \, dx = 0.$$ 

Now, multiplying the continuity equation [12] by $\frac{\| \mathbf{u} \|^2}{2}$ and adding it to above we get

$$\frac{d}{dt} \int_{\mathbb{T}^d} (k + [\varrho]_\delta) \frac{\| \mathbf{u} \|^2}{2} \, dx + \int_{\mathbb{T}^d} \mathbf{S}(\mathbf{u}) : \nabla \mathbf{u} \, dx - \int_{\mathbb{T}^d} \varrho \varepsilon^{M,\lambda}(\varrho) \text{div} \mathbf{u} \, dx + \frac{k}{2} \int_{\mathbb{T}^d} [\varrho^m]_\delta \| \mathbf{u} \|^2 \, dx = 0.$$ (28)

Note that from the properties of convolution it follows that

$$\int_{\mathbb{T}^d} \varrho \varepsilon^{M,\lambda}(\varrho) \text{div} \mathbf{u} \, dx = \int_{\mathbb{T}^d} \varrho \varepsilon^{M,\lambda}(\varrho) \kappa \mathbf{u} \, dx = \int_{\mathbb{T}^d} \varrho \varepsilon^{M,\lambda}(\varrho) \text{div} \mathbf{u} \, dx,$$

therefore, summing up (28) with (27) integrated over space, we finally obtain

$$\frac{d}{dt} \int_{\mathbb{T}^d} (k + [\varrho]_\delta) \frac{\| \mathbf{u} \|^2}{2} + \varrho \varepsilon^{M,\lambda}(\varrho) \, dx + \int_{\mathbb{T}^d} \mathbf{S}(\mathbf{u}) : \nabla \mathbf{u} \, dx + \int_{\mathbb{T}^d} \varrho \varepsilon^{M,\lambda}(\varrho) \text{div} \mathbf{u} \, dx$$

$$+ \int_{\mathbb{T}^d} \varrho^m \frac{\lambda \varepsilon}{\Gamma - 1} \varrho^{\gamma - 1} \, dx + \int_{\mathbb{T}^d} \varrho^m \frac{1}{\gamma - 1} \varrho^{\gamma - 1} \, dx + \frac{k}{2} \int_{\mathbb{T}^d} [\varrho^m]_\delta \| \mathbf{u} \|^2 \, dx = 0.$$ (29)

This provides us with uniform bounds w.r.t $\varepsilon$. □
4.1.2 Further estimates for $\varrho$ and $\text{div} \, u$

We start from improving the estimates for the density.

**Lemma 5** Let the assumptions of Lemma 4 be satisfied. Then, uniformly w.r.t. $\varepsilon$ we have:

$$\varrho \in L^\infty_t L^{m-1}_x \cap L^{2m-2}_{t,x}.$$  

**Proof.** We test (8a) by $\varrho^{m-2}$, this leads to:

$$\begin{align*} 
\frac{1}{m-1} \frac{d}{dt} \int_{\mathbb{T}^d} \varrho^{m-1} dx + k \int_{\mathbb{T}^d} \varrho^{2m-2} dx &\leq C \left| \int_{\mathbb{T}^d} \varrho^{m-1} \text{div} \, u \, dx \right|. 
\end{align*}$$

Since $\nabla u \in L^2_x$, the r.h.s. is bounded. □

Our next goal is to prove that for fixed $M$, $|p^{M,\lambda}| < C(M)$ implies $\text{div} \, u$ is in $L^p_t L^\infty_x$. As a consequence of this, we deduce a uniform estimate for density w.r.t. $\varepsilon$ in $L^\infty((0,T) \times \mathbb{T}^d)$.

**Lemma 6** Suppose all the hypothesis of Lemma 4 remains valid. Then we have the following additional estimate for $\varrho$ and $\text{div} \, u$:

$$\text{div} \, u \in L^p_t L^\infty_x \quad \text{and} \quad \varrho \in L^\infty_t \text{ for } p \in [1, \infty).$$

Moreover, we obtain $\varrho \, u \in L^2_t L^6_x$.

**Proof.** Instead of working with $\text{div} \, u$ directly, we focus our attention on the effective viscous flux, denoted by $G$, and given as follows

$$G = (2\mu + \xi) \text{div} \, u - p^{M,\lambda}_\varepsilon(\varrho).$$

In order to estimate $G$ there is a need of information of the velocity independently from $\varepsilon$. We restate the momentum equation in the following form

$$(\delta + [\varrho]\delta) \partial_t u + [\varrho u]_\delta \cdot \nabla u - \text{div} \, \mathbf{S}(u) = -\nabla p^{M,\lambda}_\varepsilon(\varrho).$$

First let us note that by definition $p^{M,\lambda}_\varepsilon$ is bounded, so the r.h.s. in the above equation belongs to $L^\infty_t W^{-1,\infty}_x$. Thanks to Lemma 4 we find that $[\varrho]\delta$ belongs to $C^a_{t,x}$ for some $a > 0$, since $\partial_t [\varrho]\delta \in L^{2m-2}_t C_x$. Since $\delta + [\varrho]\delta \geq \delta > 0$ we can show that

$$\partial_t u \in L^p_t W^{-1,p}_x$$

for arbitrary large $p < \infty$.

The above regularity is a consequence of the classical maximal regularity results from [7, Section 8]. For completeness of the current work, we formulate and prove the relevant result in Lemma 16 in Appendix A.6.

Taking divergence of both sides in (30) we get

$$(\delta + [\varrho]\delta) \partial_t \text{div} \, u - (2\mu + \xi) \Delta (\text{div} \, u) + \Delta p^{M,\lambda}_\varepsilon(\varrho) = -\nabla [\varrho]_\delta \partial_t u - \text{div} ([\varrho u]_\delta \cdot \nabla u).$$

On the other hand, multiplying the continuity equation by $p^{M,\lambda}_\varepsilon(\varrho)$, and taking the convolution in space we obtain

$$\partial_t p^{M,\lambda}_\varepsilon(\varrho) + \kappa_\varepsilon * \text{div}(p^{M,\lambda}_\varepsilon(\varrho) u_\varepsilon) + k \kappa_\varepsilon * (\varrho^m (p^{M,\lambda}_\varepsilon(\varrho))) + \kappa_\varepsilon * \left( \left( (p^{M,\lambda}_\varepsilon)'(\varrho) - p^{M,\lambda}_\varepsilon(\varrho) \right) \text{div} \, u_\varepsilon \right) = 0,$$
and hence we have
\[
\frac{\delta + [\varrho]_2}{2\mu + \xi} \partial_t G - \Delta G = -\nabla [\varrho]_2 \cdot \partial_t u - \text{div}([\varrho u]_2 \cdot \nabla u)
\]
\[-\frac{\delta + [\varrho]_2}{2\mu + \xi} \left[ \kappa_\varepsilon \ast \text{div}(p^{M,\lambda}(\varrho)u) + k\kappa_\varepsilon \ast \varrho^m((p^{M,\lambda})'(\varrho)) \right]
\]
\[+ \kappa_\varepsilon \ast \left( (p^{M,\lambda})'(\varrho) - p^{M,\lambda}(\varrho) \right) \text{ div } u_{\varepsilon} \].

At this point, our goal is to prove that \( G \in L_t^p W_x^{1,p} \), hence we need to show that the r.h.s. of (31) is in \( L_t^p W_x^{-1,p} \) with the norm bounded uniformly w.r.t. \( \varepsilon \).

Note that \( \nabla [\varrho]_2 \cdot \partial_t u \) is in the right space since \( [\varrho]_2 \) is smooth in space and bounded in time and \( \partial_t u \in L_t^p W_x^{-1,p} \). The same holds true for \( \text{div}([\varrho u]_2 \cdot \nabla u) \). Moreover, we have the uniform in \( \varepsilon \) bounds of all terms with \( p^{M,\lambda}(\varrho) \) and \( \varrho^m((p^{M,\lambda})'(\varrho)) \) as they are equal to 0 for \( \varrho > M \). Since \( [\varrho]_2 \) is Lipschitz continuous in time and space the other terms on the r.h.s. of (31) are also in \( L_t^p W_x^{-1,p} \). Thus the standard maximal regularity estimate and the fact that \( p \) is arbitrary large imply
\[ G \in L_t^p W_x^{1,p} \subset L_t^p L_x^\infty. \]

This in turn yields, using the uniform bound on \( p^{M,\lambda}(\varrho) \) w.r.t. \( \varepsilon \), that \( \text{div } u = G + p^{M,\lambda}(\varrho) \in L_t^p L_x^\infty \), which proves the first part of the lemma.

Returning to the estimate for the density, because we have
\[
\| \text{div } u_{\varepsilon} \|_{L_t^p L_x^\infty} \leq \| \text{div } u \|_{L_t^p L_x^\infty} \leq C(M, k, \delta, \lambda),
\]
therefore
\[
\inf_{x \in T^d} \varrho_0^h \exp \left\{ -\int_0^t \| \text{div } u_{\varepsilon} \|_{L_x^\infty} \, dt' \right\} \leq \varrho(t, x) \leq \sup_{x \in T^d} \varrho_0^h \exp \left\{ \int_0^t \| \text{div } u_{\varepsilon} \|_{L_x^\infty} \, dt' \right\}.
\]

So, the density is bounded uniformly w.r.t. \( \varepsilon \). \( \square \)

### 4.2 Compactness criterion – formulation

We first recall the classical Kolmogorov compactness criterion, for the proof see \([1]\) Lemma 3.1.

**Lemma 7** Let \( \{X_n\}_{n=1}^\infty \) be a sequence of functions uniformly bounded in \( L^p((0, T) \times \mathbb{T}^d) \) with \( 1 \leq p < +\infty \). Let \( K_h \) be given by \([18]\). If \( \{\partial_t X_n\}_{n=1}^\infty \) is uniformly bounded in \( L^r((0, T; W^{r,1}(\mathbb{T}^d))) \) with \( r \geq 1 \) and
\[
\limsup_n \left( \frac{1}{\| K_h \|_{L^1}} \int_0^T \int_{\mathbb{T}^d} K_h(x-y)|X_n(t,x) - X_n(t,y)|^p \, dx \, dy \, dt \right) \to 0, \quad \text{as } h \to 0,
\]
then \( \{X_n\}_{n=1}^\infty \) is compact in \( L^p((0, T) \times \mathbb{T}^d) \). Conversely, if \( \{X_n\}_{n=1}^\infty \) is compact in \( L^p([0, T] \times \mathbb{T}^d) \), then \( K_h \) holds.

**Remark 1** The assumptions on the kernel \( K_h \) can be relaxed. It is enough to take a sequence of positive, bounded functions s.t.

i) \( \forall \eta > 0, \sup_h \int_{\mathbb{T}^d} K_h(x)1\{x:|x| \geq \eta\} \, dx < \infty, \)

ii) \( \|K_h\|_{L^1(\mathbb{T}^d)} \to +\infty \) as \( h \to 0 \).
We are not able to apply Lemma 7 directly into sequence approximating the density. Instead we will first prove the weighted compactness of \( \{\varrho^\varepsilon\}_{\varepsilon>0} \). This is the central part of the result by Bresch and Jabin [3]. It basically says that the sequence approximating the density \( \{\varrho^\varepsilon\}_{\varepsilon>0} \) satisfies the following modification of (32)

\[
\limsup_{\varepsilon \to 0} \left( \frac{1}{\|K_h\|_{L^1}} \int_0^T \int_{\mathbb{T}^d} K_h(x-y) |\varrho^\varepsilon(t,x) - \varrho^\varepsilon(t,y)| (w^\varepsilon(t,x) + w^\varepsilon(t,y)) \, dx \, dy \, dt \right) \to 0, \quad \text{as } h \to 0
\]

involving the weights \( w = w^\varepsilon \) satisfying dual to continuity equation, discussed below. Note that in (33), we use the notation with \( \varepsilon \) denoting the element of a sequence, playing analogue role to \( n \) from the criterion (32). We will drop this notation when no confusion can arise, and only use \( \varepsilon \) to denote the regularisation in space.

**Proposition 8 (Proposition 7.2 in [3])** Suppose that \( M[|\nabla u|] \) is bounded in \( L^2_{t,x} \). Then, for \( \Lambda > 0 \), there exists a weight \( w \) solving

\[
\begin{cases}
  \partial_t w + u^\varepsilon \cdot \nabla w + \Lambda M[|\nabla u|] w = 0, \\
  w(0,x) = 1.
\end{cases}
\]

Moreover, we have

(i) For any \( (t,x) \in (0,T) \times \mathbb{T}^d \), \( 0 \leq w(t,x) \leq 1 \).

(ii) If we assume moreover that the pair \((\varrho,u^\varepsilon)\) is a solution to the continuity equation:

\[ \partial_t \varrho + \text{div}(\varrho u^\varepsilon) + k\varrho^m = 0, \]

such that \( \varrho \) is bounded in \( L^2_{t,x} \), then there exists \( C \geq 0 \), such that

\[
\text{ess sup}_{t>0} \int_{\mathbb{T}^d} \varrho |\log w| \, dx \leq CA.
\]

**Proof.** The only part of this proposition that differs slightly from the proof presented in [3] is the proof of estimate (35). Note however, that the equation for \( \varrho |\log w| \) on the formal level is equal to

\[
\partial_t (\varrho |\log w|) + \text{div}(\varrho |\log w| u^\varepsilon) + k\varrho^m |\log w| = \varrho \Lambda M[|\nabla u|],
\]

and the last term on the l.h.s. is nonnegative, so the estimate (35) still holds. \( \square \)

**Remark 2** In the next approximation levels, we define the weight \( w \) by replacing \( u^\varepsilon \) with \( u \).

We stress that the bound (35) is the key point in the restriction of \( \gamma \), which is \( \gamma \geq 9/5 \) for \( d = 3 \). Under this restriction, we can eventually show that \( \varrho \in L^2_{t,x} \) uniformly w.r.t. all approximation parameters.

**Proposition 9** Let \( \varrho_0 \in L^\infty(\mathbb{T}^d) \), then

\[
\text{ess sup}_{t>0} \|\varrho w\|_{L^\infty} \leq \|\varrho_0\|_{L^\infty}.
\]
Proof. The product of $\varrho w$ satisfies the following equation

$$(\varrho w)_t + \text{div}(\varrho w \mathbf{u}_\varepsilon) + k\varrho^m w + \Lambda M[|\nabla \mathbf{u}|]w\varrho = 0.$$ 

And so, we can verify that the transport derivative is bounded from above

$$(\varrho w)_t + \mathbf{u}_\varepsilon \cdot \nabla (\varrho w) = -k\varrho^m w - (\Lambda M[|\nabla \mathbf{u}|] + \text{div} \mathbf{u}_\varepsilon)\varrho w \leq 0,$$

since $\Lambda$ can be taken large enough to have $\Lambda M[|\nabla \mathbf{u}|] \geq |\text{div} \mathbf{u}_\varepsilon|$. The proof is concluded by integration w.r.t. time. □

Remark 3 We want to prove Theorem 1 for $0 \leq \varrho_0 \in L^\gamma(T^d)$. However, for the purpose of approximation we assume $0 \leq \varrho_0 \in L^\infty(T^d)$. Then, in Section 8.3, we remove this additional assumption and obtain the result for $0 \leq \varrho_0 \in L^\gamma(T^d)$.

The purpose of the rest of this section is to prove (33). Due to symmetry, it is enough to show the following lemma.

Lemma 10 For the weight $w^\varepsilon$ defined in (34) and $K_h(x - y)$ defined above, we have

$$\limsup_{\varepsilon \to 0} \left( \int_0^T \int_{T^d} K_h(x - y)|\varrho^\varepsilon(t,x) - \varrho^\varepsilon(t,y)| w^\varepsilon(t,x) \, dx \, dy \, dt \right) \to 0, \quad \text{as} \quad h \to 0. \quad (37)$$

The proof is presented in two subsections below.

4.3 Proof of Lemma 10 – the main estimate

In the following two subsections we drop the upper index $\varepsilon$ when no confusion can arise. We only keep the lower index $\varepsilon$ which denotes convolution with kernel $\kappa_\varepsilon$.

Taking the difference of the equations (8a) satisfied by $\varrho(x)$ and $\varrho(y)$ (we drop the dependence on time), we get

$$\begin{align*}
&\partial_t(\varrho(x) - \varrho(y)) + \text{div}_x(\mathbf{u}_\varepsilon(x)(\varrho(x) - \varrho(y)) + \text{div}_y(\mathbf{u}_\varepsilon(y)(\varrho(x) - \varrho(y))) \\
&= \text{div}_x \mathbf{u}_\varepsilon(x)(\varrho(x) - \varrho(y)) - (\text{div}_x \mathbf{u}_\varepsilon(x) - \text{div}_y \mathbf{u}_\varepsilon(y)) \varrho(x) \\
&\quad - k(\varrho^m(x) - \varrho^m(y)).
\end{align*} \quad (38)$$

We want to estimate the modulus of the difference between $\varrho(x)$ and $\varrho(y)$, because it requires the least integrability of $\varrho$. However, at some point of the proof below, we will need to integrate by parts, which requires differentiability of the test function. To enable this, we modify the standard modulus and signum functions near zero. Given $\sigma > 0$ we define

$$|w|^\sigma = \begin{cases} 
|w| - \frac{\sigma}{2} & \text{for} \quad |w| > \sigma, \\
\frac{1}{w^2} & \text{for} \quad |w| \leq \sigma,
\end{cases}$$

along with

$$\text{sgn}^\sigma := \partial |w|^\sigma = \begin{cases} 
\text{sgn} w & \text{for} \quad |w| > \sigma \\
\frac{w}{\sigma} & \text{for} \quad |w| \leq \sigma
\end{cases} \quad \text{and} \quad \partial^2 |w|^\sigma = \begin{cases} 
0 & \text{for} \quad |w| > \sigma, \\
\frac{1}{\sigma} & \text{for} \quad |w| \leq \sigma.
\end{cases} \quad (39)$$
Multiplying \((40)\) by \(\text{sgn}^\sigma_{xy} := \text{sgn}^\sigma(\varrho(x) - \varrho(y))\), we deduce
\[
\partial_t|\varrho(x) - \varrho(y)|^\sigma + \text{div}_x(\mathbf{u}_e(x)|\varrho(x) - \varrho(y)|^\sigma_y) + \text{div}_y(\mathbf{u}_e(y)|\varrho(x) - \varrho(y)|^\sigma_x) \\
+ [(\varrho(x) - \varrho(y))\text{sgn}^\sigma_{xy} - |\varrho(x) - \varrho(y)|^\sigma_y](\text{div}_x \mathbf{u}_e(x) + \text{div}_y \mathbf{u}_e(y)) \\
+ k(\varrho^m(x) - \varrho^m(y))\text{sgn}^\sigma_{xy} \\
= \text{div}_x \mathbf{u}_e(x)(\varrho(x) - \varrho(y))\text{sgn}^\sigma_{xy} - [(\text{div}_x \mathbf{u}_e(x) - \text{div}_y \mathbf{u}_e(y))\text{sgn}^\sigma_{xy} |\varrho(x)|. \\

(40)
\]

**Remark 4** To justify this step rigorously, we have to mollify the continuity equations first. Indeed \((40)\) can be seen as the renormalized equation for \(\varrho(x) - \varrho(y)\). We can justify it, although not always in a pointwise sense, using the additional regularization of \(|\cdot|^\sigma\), the commutator estimates (see for instance [13 Chap. 3.1]), and uniform bounds tailored to each level of approximation. A similar argument was used for example in [6, Sec. 5.2].

We introduce the following quantities:
\[
R_h^\sigma(t) := \int_{\mathbb{T}^d} K_h(x-y)|\varrho(x) - \varrho(y)|^\sigma w(x) \, dx \, dy, \\
G_h^\sigma(t) := k \int_{\mathbb{T}^d} K_h(x-y)(\varrho^m(x) - \varrho^m(y))\text{sgn}^\sigma_{xy} w(x) \, dx \, dy.
\]

(41)\hspace{1cm}(42)

Multiplying \((40)\) by \(K_h(x-y)\) and by \(w(x)\), and using the symmetry of \(K_h\) we can show that
\[
\frac{d}{dt} R_h^\sigma(t) + G_h^\sigma(t) = A_1 + A_2 + A_3 + A_4 + A_5, \tag{43}
\]

where
\[
A_1 = \int_{\mathbb{T}^d} \nabla K_h(x-y)(\mathbf{u}_e(x) - \mathbf{u}_e(y))|\varrho(x) - \varrho(y)|^\sigma w(x) \, dx \, dy, \\
A_2 = \int_{\mathbb{T}^d} K_h(x-y)|\varrho(x) - \varrho(y)|^\sigma(\partial_t w(x) + \mathbf{u}_e(x) \cdot \nabla w(x) + w(x) \text{div}_x \mathbf{u}_e(x)) \, dx \, dy, \\
A_3 = -\int_{\mathbb{T}^d} K_h(x-y)[(\text{div}_x \mathbf{u}_e(x) - \text{div}_y \mathbf{u}_e(y))\text{sgn}^\sigma_{xy}]|\varrho(x)| \, w(x) \, dx \, dy, \\
A_4 = -\int_{\mathbb{T}^d} K_h(x-y)[(\varrho(x) - \varrho(y))\text{sgn}^\sigma_{xy} - |\varrho(x) - \varrho(y)|^\sigma_y](\text{div}_x \mathbf{u}_e(x) + \text{div}_y \mathbf{u}_e(y))w(x) \, dx \, dy, \\
A_5 = -\int_{\mathbb{T}^d} K_h(x-y)[(\varrho(x) - \varrho(y))\text{sgn}^\sigma_{xy} - |\varrho(x) - \varrho(y)|^\sigma_x] \text{div}_x \mathbf{u}_e(x)w(x) \, dx \, dy.
\]

From \((39)\), it follows that
\[
|(\varrho(x) - \varrho(y))\text{sgn}^\sigma_{xy} - |\varrho(x) - \varrho(y)|^\sigma_x| \leq \sigma, \tag{44}
\]

The rest of the proof consists of uniform estimates of \(A_i\)'s from the r.h.s. of \((43)\).

**Estimate of \(A_1\) and \(A_2\)**

First, recall that due to \((19)\) and symmetry argument we have
\[
|A_1| \leq \int_{\mathbb{T}^d} |
\nabla K_h(x-y)||\mathbf{u}_e(x) - \mathbf{u}_e(y)||\varrho(x) - \varrho(y)|^\sigma w(x) \, dx \, dy \\
\leq C \int_{\mathbb{T}^d} K_h(x-y) \frac{|\mathbf{u}_e(x) - \mathbf{u}_e(y)|}{|x-y|}|\varrho(x) - \varrho(y)|^\sigma w(x) \, dx \, dy.
\]

To continue, we recall the following result.
Lemma 11 Let $f \in W^{1,p}(\mathbb{T}^d)$ with $p > 1$, then
\[ |f(x) - f(y)| \leq C|x - y| \left( D_{|x-y|}f(x) + D_{|x-y|}f(y) \right) \quad \text{a.e. } x, y \in \mathbb{T}^d, \tag{45} \]
where for $r > 0$ we denoted
\[ D_r f(x) = \frac{1}{r} \int_{B(0,r)} \frac{|\nabla f(x + z)|}{|z|^{d-1}} dz. \]

The proof of this lemma is postponed to the Appendix A.2.

Applying this result, we can further estimate $A_1$ as follows
\[ |A_1| \leq C \int_{\mathbb{T}^d} K_h(x-y) \left( D_{|x-y|}[\nabla u_\varepsilon(x)] + D_{|x-y|}[\nabla u_\varepsilon(y)] \right) |\rho(x) - \rho(y)|^s w(x) \, dx \, dy \]
\[ \leq C \int_{\mathbb{T}^d} K_h(x-y) \left( D_{|x-y|}[\nabla u_\varepsilon(x)] - D_{|x-y|}[\nabla u_\varepsilon(y)] \right) |\rho(x) - \rho(y)|^s w(x) \, dx \, dy \]
\[ + C \int_{\mathbb{T}^d} K_h(x-y)(\nabla u_\varepsilon(x) - \nabla u_\varepsilon(y)) |\rho(x) - \rho(y)|^s w(x) \, dx \, dy \]
\[ \leq C \int_{\mathbb{T}^d} K_h(x-y) \left( D_{|x-y|}[\nabla u_\varepsilon(x)] - D_{|x-y|}[\nabla u_\varepsilon(y)] \right) |\rho(x) - \rho(y)|^s w(x) \, dx \, dy \]
\[ + C \int_{\mathbb{T}^d} K_h(x-y)(\nabla u_\varepsilon(x) - \nabla u_\varepsilon(y)) |\rho(x) - \rho(y)|^s w(x) \, dx \, dy. \]

Recall that the transport equation for the weight is given by (34), and so the term $A_2$ is equal to
\[ A_2 = \int_{\mathbb{T}^d} K_h(x-y) |\rho(x) - \rho(y)|^s (w(x) \text{div}_x [\nabla u_\varepsilon(x)] - \Lambda M|\nabla u_\varepsilon| w) \, dx \, dy. \]

Since $M|\nabla u|$ is bounded in $L^2_{L^1}$, and $\Lambda$ can be taken arbitrarily large, the last term in (46) can be absorbed by $A_2$, and we conclude that
\[ |A_1| + A_2 \leq C \int_{\mathbb{T}^d} K_h(x-y) \left( D_{|x-y|}[\nabla u_\varepsilon(x)] - D_{|x-y|}[\nabla u_\varepsilon(y)] \right) |\rho(x) - \rho(y)|^s w(x) \, dx \, dy. \tag{47} \]

Estimate of $A_3$

Applying the operator $(-\Delta)^{-1} \text{div}$ to both sides of (38), we deduce that
\[ (2\mu + \xi) \text{div} u = p^{M,\lambda}_\varepsilon - (-\Delta)^{-1} \text{div}((\delta + [\rho]_{\delta}) \partial_t u + [\rho u_\varepsilon]_{\delta} \cdot \nabla u) = p^{M,\lambda}_\varepsilon + D \]
is satisfied in the sense of distributions, where we denoted
\[ D := -(-\Delta)^{-1} \text{div}((\delta + [\rho]_{\delta}) \partial_t u + [\rho u_\varepsilon]_{\delta} \cdot \nabla u) \]
\[ = -(-\Delta)^{-1} \text{div}(\partial_t((\delta + [\rho]_{\delta}) u) + \text{div}([\rho u_\varepsilon]_{\delta} \otimes u) + k[\rho^m]_{\delta} u). \]

From now on, we also denote $\kappa^{(2)}_\varepsilon := \kappa_\varepsilon * \kappa_\varepsilon$. The term $A_3$ takes the form:
\[ A_3 = - \frac{1}{2\mu + \xi} \int_{T^2d} K_h(x - y) \kappa \ast \kappa \ast \left( p^{M,\lambda}(x) - p^{M,\lambda}(y) \right) \text{sgn}_y \varrho(x)w(x) \, dx \, dy \]
\[ - \frac{1}{2\mu + \xi} \int_{T^2d} K_h(x - y) \kappa \ast \left( \mathcal{D}(x) - \mathcal{D}(y) \right) \text{sgn}_y \varrho(x)w(x) \, dx \, dy \]
\[ = - \frac{1}{2\mu + \xi} \int_{T^2d} K_h(x - y) \left( \kappa^{(2)} \ast p^{M,\lambda}(x) - p^{M,\lambda}(x) \right) \text{sgn}_y \varrho(x)w(x) \, dx \, dy \]
\[ + \frac{1}{2\mu + \xi} \int_{T^2d} K_h(x - y) \left( \kappa^{(2)} \ast p^{M,\lambda}(y) - p^{M,\lambda}(x) \right) \text{sgn}_y \varrho(x)w(x) \, dx \, dy \]
\[ - \frac{1}{2\mu + \xi} \int_{T^2d} K_h(x - y) \kappa \ast \left( \mathcal{D}(x) - \mathcal{D}(y) \right) \text{sgn}_y \varrho(x)w(x) \, dx \, dy \]
\[ = A_3^{(i)} + A_3^{(ii)} + A_3^{(iii)}. \]

Let us now estimate each of the terms on the r.h.s.

**Estimate of** \( A_3^{(i)} \). Using the estimate \( |p^{M,\lambda}(x) - p^{M,\lambda}(y)| \leq C|\varrho(x) - \varrho(y)| \), we evaluate

\[
(2\mu + \xi)A_3^{(i)} = - \int_{T^2d} K_h(x - y) \left( \kappa^{(2)} \ast p^{M,\lambda}(x) - p^{M,\lambda}(x) \right) \text{sgn}_y \varrho(x)w(x) \, dx \, dy
\]
\[
\leq C\|K_h\|_{L^1} \int_{T^2d} |\kappa^{(2)} \ast p^{M,\lambda}(x) - p^{M,\lambda}(x)|w(x) \, dx
\]
\[
\leq C\|K_h\|_{L^1} \int_{T^2d} \left( \int_{T^2d} \kappa(y - r) \kappa(r - z)|p^{M,\lambda}(z) - p^{M,\lambda}(y)| \, dr \, dz \right) w(x) \, dx \quad (48)
\]
\[
\leq C\|K_h\|_{L^1} \int_{T^2d} |\kappa^{(2)} \ast w(x) \, dx \, dy + C\sigma\|K_h\|_{L^1},
\]

where to get the third inequality we used (21) along with (24), and to get the last inequality we used (44).

**Estimate of** \( A_3^{(ii)} \). We have a sequence of inequalities

\[
(2\mu + \xi)A_3^{(ii)} = \int_{T^2d} K_h(x - y) \left( \kappa^{(2)} \ast p^{M,\lambda}(y) - p^{M,\lambda}(x) \right) \text{sgn}_y \varrho(x)w(x) \, dx \, dy
\]
\[
\leq C\int_{T^2d} K_h(x - y) \left( \int_{T^2d} \kappa(y - r) \kappa(r - z)|p^{M,\lambda}(z) - p^{M,\lambda}(y)| \, dr \, dz \right) w(x) \, dx \, dy
\]
\[
\leq C\|K_h\|_{L^1} \int_{T^2d} \left( K_h(x - z) + K_h(x - z) \right) |p^{M,\lambda}(z) - p^{M,\lambda}(y)|w(x) \, dx \, dy \quad (49)
\]
\[
\leq C\|K_h\|_{L^1} \left( \int_{T^2d} K_h(x - y)|\varrho(x) - \varrho(y)|^\sigma w(x) \, dx \, dy + \int_{T^2d} |K_h(x - y)| |\varrho(x) - \varrho(y)|^\sigma w(x) \, dx \, dy + \sigma \right).
\]

**Estimate of** \( A_3^{(iii)} \). At this level of approximation, the regularity of solutions is so high that we can integrate by parts in time to solve the problem described at the end of Section 2. At this step we can

15
avoid application of the formula \((16)\), but we still need to go through additional regularisation of the velocity vector field. We have the following result.

**Lemma 12** Let \(\pi_\eta\) denote the time and space mollifier. Let \(q \in L^\infty L^2_t, \ u \in L^2_{t,x} W^{1,2}_{x,\gamma}, \ \partial_t (\rho \mathbf{u}) \in L^q_t W^{-1,q}_{x,\gamma}\) with \(q > 1\). Then there exists a positive constant \(\vartheta\) depending on \(\gamma\) and \(q\), such that

\[
\|\rho \mathbf{u} - \pi_\eta \ast \mathbf{u}\|_{L^1_{t,x}} \leq C \eta^{\vartheta}.
\]

The proof of this Lemma is presented in the Appendix A.3 (it can also be found in the proof of Lemma 8.3 in [3]).

Let us first rewrite the time integral of \(A_3^{(iii)}\) in the following way:

\[
\int_0^T A_3^{(iii)} dt = -\frac{1}{2\mu + \xi} \int_0^T \int_{\mathbb{T}^2} K_h(x - y) \kappa_x \ast \left( D(x) - D(y) \right) \text{sgn}_{xy} \rho(x) w(x) \, dx \, dy \, dt
\]

\[
= -\frac{1}{2\mu + \xi} \int_0^T \int_{\mathbb{T}^2} K_h(x - y) \kappa_x \ast \left( D(\mathbf{u}(x)) - D(\mathbf{u}(y)) \right) \text{sgn}_{xy} \rho(x) w(x) \, dx \, dy \, dt,
\]

where, with the slight abuse of notation, we used the same symbol \(D\) to denote

\[
D(\mathbf{u}) = (-\Delta)^{-1} \text{div}(\partial_t ([\rho]_\delta + \delta) \mathbf{u}) + \text{div}([\rho \mathbf{u}]_\delta \otimes \mathbf{u}) + k[\rho^m]_\delta \mathbf{u}
\]

\[
= (-\Delta)^{-1} \text{div}(\partial_t ([\rho]_\delta + \delta) \mathbf{u}) + (-\Delta)^{-1} \text{div}([\rho \mathbf{u}]_\delta \otimes \mathbf{u}) + k(-\Delta)^{-1} \text{div}([\rho^m]_\delta \mathbf{u})
\]

\[
:= D_1(\mathbf{u}) + D_2(\mathbf{u}) + D_3(\mathbf{u}).
\]

For abbreviation, we introduce the notation:

\[
W = W(t, x, y) = \text{sgn}_{xy} \rho(x) w(x).
\]

Note that \(W \in L^\infty(0, T; L^\infty(\mathbb{T}^{2d}))\) uniformly w.r.t. \(\varepsilon\), but not w.r.t. \(M\). Note also, that if we replace in \((51)\) \(\tilde{u}\) by \(\pi_\eta \ast \mathbf{u}\) then the integral \((50)\) is controlled. Indeed, using the continuity equation and then the Lagrange inequality \((17)\) we may write

\[
\int_0^T \int_{\mathbb{T}^2} K_h(x - y) \kappa_x \ast \left( D(\pi_\eta \ast \mathbf{u}(x)) - D(\pi_\eta \ast \mathbf{u}(y)) \right) W \, dx \, dy \, dt
\]

\[
= \int_0^T \int_{\mathbb{T}^2} K_h(x - y) \kappa_x \ast \left( (-\Delta_x)^{-1} \text{div}_x \left( ([\rho]_\delta + \delta) \partial_t \pi_\eta \ast \mathbf{u} \right) - (-\Delta_y)^{-1} \text{div}_y \left( ([\rho]_\delta + \delta) \partial_t \pi_\eta \ast \mathbf{u} \right) \right) W \, dx \, dy \, dt
\]

\[
+ \int_0^T \int_{\mathbb{T}^2} K_h(x - y) \kappa_x \ast \left( (-\Delta_x)^{-1} \text{div}_x \left( [\rho \mathbf{u}]_\delta \cdot \nabla_x \pi_\eta \ast \mathbf{u} \right) - (-\Delta_y)^{-1} \text{div}_y \left( [\rho \mathbf{u}]_\delta \cdot \nabla_y \pi_\eta \ast \mathbf{u} \right) \right) W \, dx \, dy \, dt
\]

\[
\leq C \|W\|_{L^\infty_{t,x,y}} h^\beta \eta^{-\alpha},
\]

for some \(\alpha, \beta > 0\). Thus, the problem is to control the integral \((50)\) for the residue, i.e. when \(\tilde{u}\) in \((51)\) is replaced by

\[
\mathbf{v}_\eta = \mathbf{u} - \pi_\eta \ast \mathbf{u}.
\]

Note that \(\mathbf{v}_\eta\) is uniformly bounded in \(L^2_{t,x} W^{1,2}_{x,\gamma}\), and thanks to Lemma 12 we actually know that

\[
\|([\rho]_\delta) \mathbf{v}_\eta\|_{L^1_{t,x}} \leq C \eta^{\vartheta}
\]

\[
(\rho [\rho]_\delta) \mathbf{v}_\eta\|_{L^1_{t,x}} \leq C \eta^{\vartheta}
\]

\[
(\rho [\rho]_\delta) \mathbf{v}_\eta\|_{L^1_{t,x}} \leq C \eta^{\vartheta}
\]
for some $\theta > 0$. Let us now control the component of $\text{[50]}$ corresponding to $D_1(v_\eta)$, we have
\[
\int_0^T \int_{T^d} K_h(x-y)\kappa_e \ast \left( D_1(v_\eta(x)) - D_1(v_\eta(y)) \right) W \, dx \, dy \, dt
\]
\[
= \int_0^T \int_{T^d} K_h(x-y)\kappa_e \ast \left( (-\Delta_x)^{-1} \text{div}_x(\partial_t([|\partial|+\delta]v_\eta)) \right.
\]
\[
- (-\Delta_y)^{-1} \text{div}_y(\partial_t([|\partial|+\delta]v_\eta)) \left) \right) W \, dx \, dy \, dt
\]
\[
= \int_0^T \int_{T^d} K_h(x-y) \left[ \kappa_e \ast \left( (-\Delta_x)^{-1} \text{div}_x(\partial_t([|\partial|+\delta]v_\eta)) \right. \right.
\]
\[
- \left. \left. (-\Delta_y)^{-1} \text{div}_y(\partial_t([|\partial|+\delta]v_\eta)) \right) \right) W \, dx \, dy \bigg|_{t=0}^{t=T}
\]
\[
- \int_0^T \int_{T^d} K_h(x-y)\kappa_e \ast \left( (-\Delta_x)^{-1} \text{div}_x(\partial_t([|\partial|+\delta]v_\eta)) \right.
\]
\[
- \left. (-\Delta_y)^{-1} \text{div}_y(\partial_t([|\partial|+\delta]v_\eta)) \right) \partial_t W \, dx \, dy \, dt.
\]

Let us explain why the integrals at the end points $t = 0, T$ vanish. First note that $W$ is bounded in $L^\infty_{t,x,y}$. On the other hand, the operator $-(-\Delta)^{-1} \text{div}$ “gains" one derivative, so we can estimate
\[
|\kappa_e \ast (-\Delta_x)^{-1} \text{div}_x(\partial_t([|\partial|+\delta]v_\eta)) - \kappa_e \ast (-\Delta_y)^{-1} \text{div}_y(\partial_t([|\partial|+\delta]v_\eta))| \leq C|x-y| \left( \mathcal{M}[\kappa_e \ast (-\Delta)^{-1} \nabla \text{div} ((|[\partial]+\delta)v_\eta(x))] + \mathcal{M}[\kappa_e \ast (-\Delta)^{-1} \nabla \text{div} ((|[\partial]+\delta)v_\eta(y))] \right).
\]

The energy estimate at this stage implies that $\delta \int_{T^d} |u|^2 \, dx$ is controlled uniformly in time, moreover, $|[\partial]|$ is bounded. Since $\kappa_e \ast (-\Delta)^{-1} \nabla \text{div}$ is the operator of order zero, we conclude that $\mathcal{M}([|\partial|+\delta)v_\eta(y)] \in L^\infty(0,T,L^2(\mathbb{T}^d))$. Next, we observe that $\int K_h(z)|z| \, dz$ is bounded by a constant uniformly in $h$ and so, the whole boundary term is controlled uniformly in $h$ and $\eta$. This reasoning applies to both boundary terms at $t = 0$ and $t = T$. In the final step we will divide this constant by $|\ln h|$ and show that it disappears in the limit.

Let us now focus on the second term in $\text{[55]}$:
\[
\int_0^T \int_{T^d} K_h(x-y)\kappa_e \ast \left( (-\Delta_x)^{-1} \text{div}_x(\partial_t([|\partial|+\delta]v_\eta)) \right.
\]
\[
- \left. (-\Delta_y)^{-1} \text{div}_y(\partial_t([|\partial|+\delta]v_\eta)) \right) \partial_t W \, dx \, dy \, dt.
\]

Computing $\partial_t W$, we obtain
\[
\partial_t W = \partial_t \text{sgn}_{xy}(x)\varphi(x)w(x) + \text{sgn}_{xy}(x)\partial_t(\varphi(x)w(x)).
\]

Using the continuity equation and the transport equation for weights $\text{[54]}$, we obtain
\[
(\varphi w)_t + \text{div}(\varphi w \mathbf{u}_x) + k\varphi^m w + \Lambda \mathcal{M}[|\nabla \mathbf{u}|]w = 0.
\]

Then, tedious computations lead to
\[
\partial_t \text{sgn}_{xy} = - \text{div}_x(\mathbf{u}_x(x)\text{sgn}_{xy}) - \text{div}_y(\mathbf{u}_y(x)\text{sgn}_{xy}) + (\text{sgn}_{xy}(y) - \varphi(x)\partial_t\text{sgn}_{xy}) \text{div}_x(\mathbf{u}_x(x)
\]
\[
+ (\text{sgn}_{xy}(y) + \partial_t\text{sgn}_{xy}) \text{div}_y(\mathbf{u}_y(x) - k\partial_t\text{sgn}_{xy}(\varphi^m(y) - \varphi^m(y))\varphi(x)w(x)).
\]
We now introduce the following notation:

$$A(t, x, y) = -\varrho(x)w(x)u_{x}(xysz_{xy}$$,

$$B(t, x, y) = -u_{x}(y)\text{sgn}_y\varrho(x)w(x),$$

$$C(t, x, y) = \left( -k\varrho^{m-1}(x)\text{sgn}_{xy} - \Lambda [\nabla u] \text{sgn}_{xy} - \varrho(x) \text{div}_{x} u_{x}(x) \partial \text{sgn}_{xy} \right) \varrho(x)w(x)$$

(59)

allowing us to write

$$\partial_t W = \text{div}_x A + \text{div}_y B + C.$$  

(60)

Using the uniform bounds w.r.t. $\varepsilon$, especially $L^\infty_{\text{loc}}$ bound for the density and $L^2_{t,x}$ bound for $\nabla u$, we justify that

$$A \in L^2(0, T; L^6(T_x^d; L^\infty(T_y^d))), \quad B \in L^2(0, T; L^6(T_y^d; L^\infty(T_x^d))),$$

$$C \in L^2(0, T; L^2(T_x^d; L^\infty(T_y^d))) + L^2(0, T; L^2(T_y^d; L^\infty(T_x^d))).$$

Taking this into account, we obtain in a short form that

$$\partial_t W(t, x, y) \in L^2(0, T; W^{-1,3}(T_x^d \times T_y^d)) = L^2(0, T; W^{-1,3}(T^d)).$$

In particular, it follows that $C$ can be written as a divergence of $L^3$ vector fields modulo some constant, so, with slight abuse of notation, we can write

$$\partial_t W = \text{div}_x A + \text{div}_y B + \{C\}, \quad \text{where} \quad A, B \in L^2_{t,x,y}, \quad \{C\} = \int_{T^d} C \, dx \, dy.$$  

(61)

With this observation at hand, we return to the estimate of [56], and we have

$$\int_0^T \int_{T^d} K_h(x-y)\kappa_x * \left( (-\Delta)^{-1} \text{div}_x([\varrho_\delta + \delta]v_\eta) - (-\Delta_\eta)^{-1} \text{div}_y([\varrho_\delta + \delta]v_\eta) \right) \partial_t W \, dx \, dy \, dt$$

$$= \int_0^T \int_{T^d} K_h(x-y)\kappa_x * \left( (-\Delta)^{-1} \text{div}_x([\varrho_\delta + \delta]v_\eta) - (-\Delta_\eta)^{-1} \text{div}_y([\varrho_\delta + \delta]v_\eta) \right) \partial_t W \, dx \, dy \, dt$$

$$= -\int_0^T \int_{T^d} \nabla_x K_h(x-y)\kappa_x * \left( (-\Delta)^{-1} \text{div}_x([\varrho_\delta + \delta]v_\eta) - (-\Delta_\eta)^{-1} \text{div}_y([\varrho_\delta + \delta]v_\eta) \right) A \, dx \, dy \, dt$$

$$- \int_0^T \int_{T^d} K_h(x-y)\nabla_x(-\Delta)^{-1} \text{div}_x(\kappa_x * ([\varrho_\delta + \delta]v_\eta) \cdot A) \, dx \, dy \, dt$$

$$+ \int_0^T \int_{T^d} \nabla_y K_h(x-y)\kappa_x * \left( (-\Delta)^{-1} \text{div}_x([\varrho_\delta + \delta]v_\eta) - (-\Delta_\eta)^{-1} \text{div}_y([\varrho_\delta + \delta]v_\eta) \right) B \, dx \, dy \, dt$$

$$+ \int_0^T \int_{T^d} K_h(x-y)\nabla_y(-\Delta_\eta)^{-1} \text{div}_y(\kappa_x * ([\varrho_\delta + \delta]v_\eta) \cdot B) \, dx \, dy \, dt$$

$$= \sum_{i=1}^d J_i.$$

To estimate $J_1$, we first recall that $|x - y||\nabla K_h(x - y)| \leq CK_h$. Therefore, introducing the notation

$$\mathcal{S} = \kappa_x * (-\Delta)^{-1} \text{div}([\varrho_\delta + \delta]v_\eta),$$
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we obtain
\[
|J_1| \leq \int_0^T \int_{\mathbb{T}^2d} |\nabla_x K_h(x - y)| |\mathcal{J}_x - \mathcal{J}_y| |A| \, dx \, dy \, dt
\]
\[
\leq \int_0^T \int_{\mathbb{T}^2d} K_h(x - y) \frac{|\mathcal{J}_x - \mathcal{J}_y|}{|x - y|} |A| \, dx \, dy \, dt.
\]
Using again the formula \[45\] from Lemma \[11\] we further deduce
\[
|J_1| \leq C \int_0^T \int_{\mathbb{T}^2d} K_h(x - y) \left( M[([\varrho] + \delta)v_\eta(x)] + M([([\varrho] + \delta)v_\eta(y)]) \right) |A| \, dx \, dy \, dt.
\]
Recall that \(v_\eta\) is bounded in \(L^2_t L^p_x\) uniformly w.r.t. \(\varepsilon\). Moreover, we can interpolate with \[54\] to obtain
\[
\|v_\eta\|_{L^p_t L^q_x} \leq C\eta^\vartheta
\]
for \(1 \leq p < 2, 1 \leq q < 6\). Since \(\frac{1}{6} + \frac{1}{3} < 1\), the bound \[61\] for \(A\) is enough to conclude that
\[
|J_1| \leq C\eta^\vartheta \|K_h\|_{L^1_t},
\]
for some generic constant \(\vartheta > 0\).

The estimate of \(J_2\) is similar, and it gives the same control in terms of \(h\). Finally, the estimates of \(J_3\) and \(J_4\) follow the same argument with \(x\) replaced by \(y\).

Now we check the part of \(A^{(iii)}_3\) in \[50\] corresponding to \(\mathcal{D}_2(v_\eta)\) defined in \[51\]. We use the Hölder inequality and \[54\] (remembering that \(\delta\) is fixed), to deduce
\[
\int_0^T \int_{\mathbb{T}^2d} K_h(x - y)\kappa_\varepsilon \left( \mathcal{D}_2(v_\eta(x)) - \mathcal{D}_2(v_\eta(y)) \right) W \, dx \, dy \, dt
\]
\[
= \int_0^T \int_{\mathbb{T}^2d} K_h(x - y)\kappa_\varepsilon \left( (\Delta_x)^{-1} \text{div}_x \left( [\varrho u_\varepsilon] \otimes v_\eta \right) - (\Delta_y)^{-1} \text{div}_y \left( [\varrho u_\varepsilon] \otimes v_\eta \right) \right) W \, dx \, dy \, dt
\]
\[
\leq C\eta^\vartheta \|K_h\|_{L^1_x}.
\]
Next, we can estimate the term related to \(\mathcal{D}_3(v_\eta)\). It is also quite simple at this level, since \((\Delta)^{-1} \text{div}\) gains one derivative. Therefore, \[54\] implies
\[
\int_0^T \int_{\mathbb{T}^2d} K_h(x - y)\kappa_\varepsilon \left( \mathcal{D}_3(v_\eta(x)) - \mathcal{D}_3(v_\eta(y)) \right) W \, dx \, dy \, dt \leq C(M, \delta, \sigma)\eta^\vartheta \|K_h\|_{L^1_x}.
\]
Finally, we add up all the estimates for \(A^{(iii)}_3\) and obtain
\[
\int_0^T A^{(iii)}_3 \, dt = -\frac{1}{2\mu + \xi} \int_0^T \int_{\mathbb{T}^2d} K_h(x - y)\kappa_\varepsilon \left( D(x) - D(y) \right) \text{sgn}_{x_\eta} \varrho(x) w(x) \, dx \, dy \, dt
\]
\[
\leq C\|K_h\|_{L^1_x} \left( h^3 \eta^{-\alpha} + \eta^\vartheta \right).
\]

**Estimate of \(A_4\) and \(A_5\)**

In order to estimate the terms \(A_4\) and \(A_5\) we note that by integrability of \(\nabla u_\varepsilon\) in \(L^2_t, x\), the definition of \(|\cdot|^{\sigma}\), and the inequality \[44\] we obtain
\[
\int_0^T (|A_4| + |A_5|) \, dt \leq C\sigma,
\]
where the constant \(C\) depends only on the initial data.
4.4 Proof of Lemma 10 – conclusion

Summarising the previous section, we can now integrate w.r.t. time and use estimates (47), (48), (53), (62) and (63) to obtain

\[
R_h^\varepsilon(T) - R_h^\varepsilon(0) \\
\leq C \int_0^T \int_{\mathbb{T}^d} \mathcal{K}_h(x - y) |\varphi(y) - \varphi(x)|^\sigma w(x) \, dx \, dy \, dt \\
+ C \int_0^T \int_{\mathbb{T}^d} \mathcal{K}_h(x - y) |\varphi(y) - \varphi(x)|^\sigma w(x) \, dx \, dy \, dt \\
+ C \int_0^T \int_{\mathbb{T}^d} \mathcal{K}_h(x - y) (D_{|x-y|} u(x) - D_{|x-y|} u(x)) |\varphi(x) - \varphi(y)|^\sigma w(x) \, dx \, dy \, dt \\
+ C(\|h_0 \eta^{-\alpha} + \eta^\theta\| + C\sigma).
\]

To handle the third term we apply the following result for the components of vector \( u \).

**Lemma 13** Let \( u \in W^{1,2}(\mathbb{T}^d) \) then

\[
\int_{\mathbb{T}^d} \frac{dz}{|z| + h^d} \|D_{|z|} u(\cdot) - D_{|z|} u(\cdot + z)\|_{L^2} \leq C \ln h^{1/2} \|u\|_{W^{1,2}(\mathbb{T}^d)}.
\]

The proof of this lemma is postponed to the Appendix A.4 see also the original paper of Bresch and Jabin [3] Lemma 6.3].

Changing variables for \( z = x - y \) in (64) we have

\[
\int_{\mathbb{T}^d} \mathcal{K}_h(x - y) (D_{|x-y|} u(x) - D_{|x-y|} u(x)) |\varphi(x) - \varphi(x)|^\sigma w(x) \, dx \, dy \\
= \int_{\mathbb{T}^d} \mathcal{K}_h(z) (D_{|z|} u(z + y) - D_{|z|} u(z)) |\varphi(y) - \varphi(y + z)|^\sigma w(y + z) \, dz \, dy \\
\leq C(M) \int_{\mathbb{T}^d} \mathcal{K}_h(z) \|D_{|z|} u(z + y) - D_{|z|} u(z)\|_{L^2_d} \, dz \\
\leq C(M) \ln h^{1/2} \|u(t)\|_{W^{1,2}_d}.
\]

Let us now re-introduce the notation of the \( \varepsilon \)-labelled sequences \( \varphi^\varepsilon \) and \( w^\varepsilon \), in particular, we denote

\[
R_h^{\varepsilon,\sigma}(T) = \int_{\mathbb{T}^d} \mathcal{K}_h(x - y) |\varphi^\varepsilon(x) - \varphi^\varepsilon(y)|^\sigma w^\varepsilon(x) \, dx \, dy.
\]

Taking \( \limsup_{\varepsilon \to 0} \) in (64) we thus get

\[
\limsup_{\varepsilon \to 0} R_h^{\varepsilon,\sigma}(T) - \limsup_{\varepsilon \to 0} R_h^{\varepsilon,\sigma}(0) \\
\leq C \limsup_{\varepsilon \to 0} \int_0^T \int_{\mathbb{T}^d} \mathcal{K}_h(x - y) |\varphi^\varepsilon(y) - \varphi^\varepsilon(x)|^\sigma w^\varepsilon(x) \, dx \, dy \, dt \\
+ C \limsup_{\varepsilon \to 0} \int_0^T \int_{\mathbb{T}^d} \mathcal{K}_h(x - y) |\varphi^\varepsilon(y) - \varphi^\varepsilon(x)|^\sigma w^\varepsilon(x) \, dx \, dy \, dt \\
+ C(M) \ln h^{-1/2} + C(h^\beta \eta^{-\alpha} + \eta^\theta + \sigma),
\]
where $C$ depends now also on $T$. Observe that the second term on the r.h.s. can be estimated as follows

$$
\limsup_{\epsilon \to 0} \int_0^T \int_{\mathbb{T}^d} K_\epsilon(x-y)|g^\epsilon(y) - g^\epsilon(x)|^\sigma w^\epsilon(x) \, dx \, dy \, dt
\leq \int_0^T \limsup_{\epsilon \to 0} \int_{\mathbb{T}^d} K_\epsilon(x-y)|g^\epsilon(y) - g^\epsilon(x)|^\sigma w^\epsilon(x) \, dx \, dy \, dt
\leq \int_0^T \sup_{h \leq h_0} \limsup_{\epsilon \to 0} \int_{\mathbb{T}^d} K_h(x-y)|g^\epsilon(y) - g^\epsilon(x)|^\sigma w^\epsilon(x) \, dx \, dy \, dt,
$$

for some fixed $1 > h_0 > 0$. Due to the assumption on the initial data (9) we have

$$\limsup_{\epsilon \to 0} R_{h_0}^{\epsilon,\sigma}(0) \to 0,$$

as $h \to 0$. So, taking $\sup_{h \leq h_0}$ on both sides of (66) we get

$$
\sup_{h \leq h_0} \limsup_{\epsilon \to 0} R_{h_0}^{\epsilon,\sigma}(T)
\leq C \int_0^T \sup_{h \leq h_0} \limsup_{\epsilon \to 0} \int_{\mathbb{T}^d} K_h(x-y)|g^\epsilon(y) - g^\epsilon(x)|^\sigma w^\epsilon(x) \, dx \, dy \, dt
+ C|\log h_0|^{-1/2} + C(h_0^\beta \eta^{-\alpha} + \eta^\theta + \sigma) + o(h_0)
\leq C \int_0^T \sup_{h \leq h_0} \limsup_{\epsilon \to 0} R_{h}^{\epsilon,\sigma}(t) \, dt + C(M)|\log h_0|^{-1/2} + C(h_0^\beta \eta^{-\alpha} + \eta^\theta + \sigma) + o(h_0). \quad (67)
$$

Applying the Grönwall’s inequality we get

$$\limsup_{\epsilon \to 0} R_{h_0}^{\epsilon,\sigma}(T) \leq \sup_{h \leq h_0} \limsup_{\epsilon \to 0} R_{h}^{\epsilon,\sigma}(T)
\leq \left( C(M)|\log h_0|^{-1/2} + C(h_0^\beta \eta^{-\alpha} + \eta^\theta + \sigma) + o(h_0) \right) e^{CT}. \quad (68)
$$

Choosing $\eta = h_0^\beta$ we see that the r.h.s. tends to 0 with $h_0 \to 0$. Finally, since in the l.h.s. of (68) $C$ above does not depend on $\sigma$, we pass to the limit $\sigma \to 0$, we obtain

$$\limsup_{\epsilon \to 0} \int_0^T \int_{\mathbb{T}^d} K_h(x-y)|g^\epsilon(x) - g^\epsilon(y)|w^\epsilon(x) \, dx \, dy \, dt \to 0 \quad \text{as} \quad h \to 0.
$$

This is precisely the statement of Lemma 10, the proof is now complete. □

### 4.5 Kolmogorov criterion – removal of the weights

Our goal now is to remove the weight $w^\epsilon(x)$ from (37), or its equivalent form (33), where both of the weights $w^\epsilon(x), w^\epsilon(y)$ are present. We prove the following result.

**Lemma 14** The sequence $\{g^\epsilon\}_{\epsilon > 0}$ of approximative solutions to system (8) satisfies

$$\limsup_{\epsilon \to 0} \left( \int_0^T \int_{\mathbb{T}^d} K_h(x-y)|g^\epsilon(t,x) - g^\epsilon(t,y)| \, dx \, dy \, dt \right) \to 0, \quad \text{as} \quad h \to 0. \quad (69)$$
Proof. Let $\zeta < 1$. We define $\Omega_\zeta = \{ x : w^\varepsilon(t,x) \leq \zeta \}$ and denote by $\Omega_\zeta^c$ its complementary.

$$
\limsup_{\varepsilon \to 0} \left( \int_0^T \int_{\mathbb{T}^d \cap \Omega_\zeta} K_h(x-y) |q^\varepsilon(t,x) - q^\varepsilon(t,y)| \, dx \, dy \, dt \right)
= \limsup_{\varepsilon \to 0} \left( \int_0^T \int_{x \in \Omega_\zeta^c \cap y \in \Omega_\zeta^c} K_h(x-y) |q^\varepsilon(t,x) - q^\varepsilon(t,y)| \, dx \, dy \, dt \right)
+ \limsup_{\varepsilon \to 0} \left( \int_0^T \int_{x \in \Omega_\zeta^c \cap y \notin \Omega_\zeta} K_h(x-y) |q^\varepsilon(t,x) - q^\varepsilon(t,y)| \, dx \, dy \, dt \right)
= I_1 + I_2.
$$

The first term is easy, note that

$$
I_1 = \limsup_{\varepsilon \to 0} \left( \int_0^T \int_{x \in \Omega_\zeta^c \cap y \in \Omega_\zeta^c} K_h(x-y) |q^\varepsilon(t,x) - q^\varepsilon(t,y)| \, dx \, dy \, dt \right)
\leq \limsup_{\varepsilon \to 0} \frac{1}{\zeta} \left( \int_0^T \int_{x \in \Omega_\zeta^c \cap y \in \Omega_\zeta^c} K_h(x-y) |q^\varepsilon(t,x) - q^\varepsilon(t,y)| (w^\varepsilon(t,x) + w^\varepsilon(t,y)) \, dx \, dy \, dt \right).
$$

For the term $I_2$ we use that both $\zeta$ and $\omega$ are less than 1, and so $|\log w| \geq |\log \zeta|$, and so

$$
I_2 = \limsup_{\varepsilon \to 0} \left( \int_0^T \int_{x \in \Omega_\zeta^c \cap y \in \Omega_\zeta^c} K_h(x-y) |q^\varepsilon(t,x) - q^\varepsilon(t,y)| \, dt \right)
\leq \limsup_{\varepsilon \to 0} \left( \int_0^T \int_{x \in \Omega_\zeta^c \cap y \in \Omega_\zeta^c} \left| K_h(x-y) |q^\varepsilon(t,x) - q^\varepsilon(t,y)| \frac{\log w^\varepsilon(t,x)}{|\log \zeta|} \right| \, dx \, dy \, dt \right)
\leq \sup_{\varepsilon > 0} \frac{2}{|\log \zeta|} \int_0^T \int_{\mathbb{T}^d} K_h(x-y) q^\varepsilon(t,x) |\log w^\varepsilon(t,x)| \, dx \, dt
\leq \frac{2}{|\log \zeta|} \int_0^T \int_{\mathbb{T}^d} q^\varepsilon(t,x) |\log w^\varepsilon(t,x)|
\leq \frac{C}{|\log \zeta|}.
$$

By estimate (35) from Proposition 8 we conclude the proof. □

4.6 Limit passage $\varepsilon \to 0$ in the equations

Thanks to compactness of the sequence approximating the density, we are able to pass to the limit in the pressure term. After letting $\varepsilon \to 0$ we end up with the approximate system:

$$
\begin{align*}
\partial_t \varrho + \text{div}(\varrho u) + k \varrho^m &= 0, \\
\partial_t (\delta + [\varrho]_\delta) u + \text{div}([\varrho u]_\delta \otimes u) - \text{div} S(u) + \nabla p^{M,\lambda}(\varrho) + k[\varrho^m]_\delta u &= 0,
\end{align*}
$$

satisfied in the sense of distributions. Note that at this stage the density is pointwisely bounded, thus the renormalized approximate continuity equation is satisfied automatically.

5 Compactness and passage to limit for $M \to \infty$

In this section the parameters $k$, $\delta$ and $\lambda$ are fixed, and we study the limit passage when $M \to \infty$. We skip the upper index $M$ when no confusion can arise, in particular, we denote $\varrho^M = \varrho$ and $u^M = u$.  
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5.1 Uniform estimates

To establish uniform estimates w.r.t. $M$, we need to impose certain conditions on $m, \Gamma$, and $\gamma$. They will be introduced in several places below, where relevant.

To begin, we take the limit $\varepsilon \to 0$ in energy equality [29] to obtain

$$
\int_{T^d} \left( (\delta + [\varrho_\delta]) \frac{|u|^2}{2} + \varrho \mathcal{M}_\lambda^0 (\varrho) \right) (\tau) \, dx + \int_0^T \int_{T^d} S(\nabla u) : \nabla u \, dx \, dt
+ k \int_0^T \int_{T^d} \varrho^m \frac{\lambda \Gamma}{\Gamma - 1} \varrho_{M}^{\Gamma - 1} \, dx \, dt
+ k \int_0^T \int_{T^d} \varrho^m \frac{\gamma}{\gamma - 1} \varrho_{M}^{\gamma - 1} \, dx \, dt
+ k \frac{1}{2} \int_0^T \int_{T^d} \varrho^m \varrho_{M}^0 |u|^2 \, dx \, dt
\leq \int_{T^d} \left( (\delta + [\varrho_\delta]) \frac{|u|^2}{2} + \varrho_0 \mathcal{M}_\lambda^0 (\varrho_0) \right) \, dx
$$

for a.e. $\tau \in (0, T)$. From the approximation of initial data [9], we infer that the r.h.s of [73] is uniformly bounded w.r.t. $M$. This change of equality to inequality is a consequence of lower semi-continuity of convex functions. Note however, that the resulting inequality does not provide us with useful estimates for $\varrho$ only for the truncation $\varrho \mathcal{M}$. Therefore, we use the continuity equation directly. Multiplying [72a] by $\varrho$ and integrating by parts we get

$$
\frac{1}{2} \frac{d}{dt} \int_{T^d} \varrho^2 \, dx + k \int_{T^d} \varrho^{m+1} \, dx + \frac{1}{2} \int_{T^d} \varrho^2 \text{div} \, u \, dx = 0.
$$

If $m + 1 \geq 4$ this equality gives us uniform in $M$ bound for $\varrho$ in $L^{m+1}((0, T) \times T^d)$. For reasons that will become clear in the subsequent limit passages we also assume

$$
m + 1 > \Gamma \geq m.
$$

Summarising the above, for fixed $k, \lambda$ and $\delta$, we have the following uniform bounds w.r.t. $M$:

$$
\| \varrho \|_{L^\infty_t L^2_x} + \| \varrho \|_{L^{m+1}_t L^1_x} \leq C,
\| u \|_{L^2_t W^{1,2}_x} + \| u \|_{L^\infty_t L^2_x} \leq C,
\| [\varrho_\delta] u \|_{L^\infty_t L^1_x} \leq C,
\| \varrho \varrho \|_{L^{\frac{1}{2}}_t L^2_x} + \| \varrho \|_{L^\infty_t L^1_x} \leq C,
\| [\varrho_\delta] u \|_{L^{m+1}_t L^2_x} + \| [\varrho_\delta] u \|_{L^{2(m+1)}_t L^{\frac{m+1}{m+3}}_x} \leq C.
$$

Note that if $m + 1 > \Gamma > \gamma$ we may pass to the limit $M \to \infty$ in the pressure term of [72b]. However, to identify the limit, we need to go through the Kolmogorov compactness criterion again.

5.2 Compactness criterion – the main estimate

The only changes in the main estimate from the previous section appear in the estimate of $A_3$. We discuss the details below.

First, since there is no regularisation $\kappa_\varepsilon$, we only need to control

$$
A_3 = - \frac{1}{2 \mu + \xi} \int_{T^d} K_h(x - y) \left( p^{M, \lambda}(x) - p^{M, \lambda}(y) \right) \text{sgn}_{xy} \varrho(x) w(x) \, dx \, dy
- \frac{1}{2 \mu + \xi} \int_{T^d} K_h(x - y) \left( \mathcal{D}(u(x)) - \mathcal{D}(u(y)) \right) \text{sgn}_{xy} \varrho(x) w(x) \, dx \, dy
= A_3^{(i)} + A_3^{(ii)}.
$$
where the definition of $D(u)$ is given in (51).

The first term $A^{(i)}_3$ has a good sign due to the monotonicity of $p^{M,\lambda}$, so it can be moved to the l.h.s of the main estimate. The difficulty is thus only in the second term $A^{(ii)}_3$. Recall that the estimate of an analogous term in the previous step (term $A^{(iii)}_3$ in [50]) required the $L^\infty$ bound for the density, which is no longer available.

The main idea here is to use again Lemma 12 along with Lemma 15 formulated below. To do this, we again consider the time-space regularization of $u$ denoted by $\pi_\eta * u$. We split

$$ u = (u - \pi_\eta * u) + \pi_\eta * u = v_\eta + \pi_\eta * u, $$

consequently

$$ -(2\mu + \xi)A^{(ii)}_3 = \int_{\mathbb{T}^d} K_h(x - y) \left( D(\pi_\eta * u(x)) - D(\pi_\eta * u(y)) \right) \text{sgn}_{xy}^u \varrho(x)w(x) \, dx \, dy 
+ \int_{\mathbb{T}^d} K_h(x - y) \left( D(v_\eta(x)) - D(v_\eta(y)) \right) \text{sgn}_{xy}^u \varrho(x)w(x) \, dx \, dy 
= I_1 + I_2. $$

**Estimate of $I_1$.** Using the continuity equation for $[\varrho_\delta]$, we have

$$ \int_0^T \int_{\mathbb{T}^d} K_h(x - y) \left( D(\pi_\eta * u(x)) - D(\pi_\eta * u(y)) \right) \text{sgn}_{xy}^u \varrho(x)w(x) \, dx \, dy \, dt 
= \int_0^T \int_{\mathbb{T}^d} K_h(x - y) \left( (-\Delta_x)^{-1} \text{div}_x([\varrho_\delta]^i \partial_t \pi_\eta * u) - (-\Delta_y)^{-1} \text{div}_y([\varrho_\delta]^i \partial_t \pi_\eta * u) \right) W(t, x, y) \, dx \, dy \, dt 
+ \int_0^T \int_{\mathbb{T}^d} K_h(x - y) \left( (-\Delta_x)^{-1} \text{div}_x([\varrho_\delta]^i \cdot \nabla_x \pi_\eta * u) \right) W(t, x, y) \, dx \, dy \, dt \leq C\|W(t, x, y)\|_{L^\infty} \eta^{-\alpha} \eta^\beta $$

for some $\alpha, \beta > 0$, where we used an abbreviate notation $[\varrho_\delta]^i = \delta + [\varrho_\delta]^i$.

**Estimate of $I_2$.** We first estimate the term

$$ \int_0^T \int_{\mathbb{T}^d} K_h(x - y) \left( D_1(v_\eta(x)) - D_1(v_\eta(y)) \right) \text{sgn}_{xy}^u \varrho(x)w(x) \, dx \, dy \, dt, $$

with $D_1$ as defined in (51).

This estimate is similar to (55) from the previous section. We might further split:

$$ \int_0^T \int_{\mathbb{T}^d} K_h(x - y) \left( D_1(v_\eta(x)) - D_1(v_\eta(y)) \right) W(t, x, y) \, dx \, dy \, dt 
= \int_0^T \int_{\mathbb{T}^d} K_h(x - y) \left( (-\Delta_x)^{-1} \text{div}_x(\partial_t([\varrho_\delta]^i v_\eta)) - (-\Delta_y)^{-1} \text{div}_y(\partial_t([\varrho_\delta]^i v_\eta)) \right) W(t, x, y) \, dx \, dy \, dt 
+ \int_0^T \int_{\mathbb{T}^d} K_h(x - y) \left( (-\Delta_x)^{-1} \text{div}_x(\partial_t([\varrho_\delta]^i v_\eta)) \right) W(t, x, y) \, dx \, dy \, dt \leq \int_0^T \int_{\mathbb{T}^d} K_h(x - y) ((-\Delta_y)^{-1} \text{div}_y(\partial_t([\varrho_\delta]^i v_\eta))) W(t, x, y) \, dx \, dy \, dt $$

$$ = I_{2,1} + I_{2,2}. $$
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Unfortunately, we do not have the sufficient regularity to perform integration by parts as done in (55). Instead of this, we state an abstract interpolation lemma, mentioned in the beginning of our paper.

**Lemma 15** Let \( \varphi \in L^q(\mathbb{R}^{d+1}) \) with \( \partial_t \varphi \in L^{q'}(\mathbb{R}; W^{-1,q'}(\mathbb{R}^d)) \) and let \( W \in L^q(\mathbb{R}^{d+1}) \) with \( \partial_t W \in L^{q'}(\mathbb{R}; W^{-1,q'}(\mathbb{R}^d)) \) such that \( 1 \leq q, q' \leq \infty \) with either one of the following relations satisfied:

\[
\begin{align*}
(1) & \quad \frac{1}{q} + \frac{1}{\bar{q}} < 1 < \frac{1}{q} + \frac{1}{q'}, \\
(2) & \quad \frac{1}{q} + \frac{1}{\bar{q}} > 1 > \frac{1}{q} + \frac{1}{q'}.
\end{align*}
\]

Then there exists \( 0 < \alpha < 1 \) such that

\[
\int_{\mathbb{R}} \int_{\mathbb{R}^d} \left((-\Delta_x)^{-1} \text{div}_x \partial_t \varphi\right) W(t, x) \, dx \, dt \leq C \|\varphi\|_{L^q_{t,x}} \|\partial_t \varphi\|_{L^{1-q} W^{-1,q'}_{t,x}} \|W\|_{L^q_t W^{-1,q'}_{t,x}}^{1-\alpha} \|\partial_t W\|_{L^{q'}_t W^{-1,q'}_{t,x}}^\alpha.
\]

(81)

The above lemma is a key result concerning the compactness of the effective viscous flux. The proof for the whole space case is presented in the Appendix A.5. To adopt these considerations to the periodic setting we define a partition of the unity for \( \mathbb{T}^d \), say \( \{\psi_k\} \), such that each of supports of \( \psi_k \) in contained in one map of the torus. Then functions \( \psi_k \varphi \) are defined over the space \( \mathbb{R}^d \) by the canonical embedding. Since \( \psi_k \) are smooth, the functions \( \psi_k \varphi \) have the required regularity \( W^{-1,q'} \). To extend the problem to the whole time line, we can cut the time endpoints by a suitable compactly supported function, which will give us assumptions from the lemma up to an arbitrarily small correction.

To apply Lemma 15, we recall

\[ \partial_t W = \text{div}_x A + \text{div}_y B + C, \]

where \( A, B \) and \( C \) are given by (59). We point out that in our previous estimates for \( C \) in (60) we used the uniform \( L^\infty \) bound of the density which we no longer have. Therefore, here we use

\[
\begin{align*}
A & \in L^2(0, T; L^6(T^d_x; L^\infty(T^d_y))], \quad B \in L^2(0, T; L^6(T^d_y; L^\infty(T^d_x))), \\
C & \in L^1(0, T; L^1(T^d_x, L^\infty(T^d_y))) + L^1(0, T; L^1(T^d_y, L^\infty(T^d_x)))
\end{align*}
\]

(82)

with

\[
\|C\|_{L^1_{y,t} L^\infty_{x,y} + L^1_{y,t} L^\infty_x} \leq C \left(k, \frac{1}{\sigma}ight) \|\varphi\|_{L^\infty_{x,y}} \|\varphi\|_{L^2_{y,t} L^2_x} \|\nabla_x u\|_{L^2_{y,t} L^2_x} + \|\partial_t \varphi\|_{L^2_{y,t} L^2_x} \|\nabla_x u\|_{L^2_{y,t} L^2_x}.
\]

Using \( m \)-dependent density estimates one can verify that \( C \) is little bit more integrable, i.e.

\[
C \in L^2(0, T; L^q(T^d_x; L^\infty(T^d_y))) + L^2(0, T; L^q(T^d_y; L^\infty(T^d_y))),
\]

with \( 1 < q = \min\{\frac{m+1}{m}, \frac{2(m+1)}{m+3}\} \), although we continue with the \( L^1_{y,t} L^\infty_{x,y} + L^1_{y,t} L^\infty_x \)-norm of \( C \).

Next, we introduce

\[
\begin{align*}
\mathcal{W}_1(t, x) &= \int_{\mathbb{T}^d} K_h(x-y) W(t, x, y) \, dy, \\
\mathcal{W}_2(t, y) &= \int_{\mathbb{T}^d} K_h(x-y) W(t, x, y) \, dx
\end{align*}
\]

(83)

and rewrite \( I_{2,1} \) and \( I_{2,2} \) from (79) as

\[
\begin{align*}
I_{2,1} &= \int_0^T \int_{\mathbb{T}^d} (-\Delta_x)^{-1} \text{div}_x (\partial_t ([\varphi]^5_{\delta} v_y)) \mathcal{W}_1 \, dx \, dt, \\
I_{2,2} &= \int_0^T \int_{\mathbb{T}^d} (-\Delta_y)^{-1} \text{div}_y (\partial_t ([\varphi]^5_{\delta} v_y)) \mathcal{W}_2 \, dy \, dt.
\end{align*}
\]
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Note that we have
\[ \| \mathcal{W}_1 \|_{L^\infty_{t,x}} + \| \mathcal{W}_2 \|_{L^\infty_{t,y}} \leq \| K_h \|_{L^1_x} \| W \|_{L^\infty_{t,x,y}}. \]
Let us now focus on the estimate of \( I_{2,1} \). A direct calculation yields
\[
\partial_t \mathcal{W}_1 = \int_{\mathbb{T}^d} K_h(x-y) \partial_t W(t,x,y) \, dy
\]
\[ = \int_{\mathbb{T}^d} \left( (K_h(x-y) \text{div}_x A(t,x,y) + K_h(x-y) \text{div}_y B(t,x,y) + K_h(x-y)C(t,x,y)) \right) \, dy
\]
\[ = \text{div}_x \left( \int_{\mathbb{T}^d} K_h(x-y)A(t,x,y) \, dy \right) + \int_{\mathbb{T}^d} K_h(x-y)C(t,x,y) \, dy.
\]
Now, using the bound from (82), we obtain the uniform bound of \( \int_{\mathbb{T}^d} K_h(x-y)A(t,x,y) \, dy \) in \( L^2_t L^6_x \) and \( \int_{\mathbb{T}^d} K_h(x-y)C(t,x,y) \, dy \) in \( L^1_t L^1_x \), with the following estimates:
\[
\left\| \int_{\mathbb{T}^d} K_h(x-y)A(t,x,y) \, dy \right\|_{L^2_t L^6_x} \leq \| K_h \|_{L^1_x} \| A \|_{L^2_t L^6_x L^\infty_y},
\]
\[
\left\| \int_{\mathbb{T}^d} K_h(x-y)C(t,x,y) \, dy \right\|_{L^1_t L^1_x} \leq \| K_h \|_{L^1_x} \| C \|_{L^1_t L^1_y L^\infty_x} + \| K_h \|_{L^1_x} \| L^1_t L^1_y L^\infty_x.\]

Noticing that
\[
\left\| \text{div} \left( \int_{\mathbb{T}^d} K_h(x-y)A(t,x,y) \, dy \right) \right\|_{L^2_t W^{-1,6}_x} \leq \int_{\mathbb{T}^d} K_h(x-y)A(t,x,y) \, dy \right\|_{L^2_t L^6_x},
\]
and
\[
L^1_{t,x} \rightarrow L^1_t W^{-1,1}_x,
\]
we have
\[
\| \partial_t \mathcal{W}_1 \|_{L^2_t W^{-1,6}_x + L^1_t W^{-1,1}_x} \leq \| K_h \|_{L^1_x} \left( \| A \|_{L^2_t L^6_x L^\infty_y} + \| C \|_{L^1_t L^1_y L^\infty_x} + L^1_t L^1_y L^\infty_x \right).
\]
To summarise, we can write that \( \mathcal{W}_1 \in L^\infty_t \) with \( \partial_t \mathcal{W}_1 \in L^1_t W^{-1,1}_x \), with the norms uniformly bounded w.r.t. \( M \).

On the other hand, recalling the momentum equation
\[
\partial_t ([\rho]_\delta \mathbf{u}) = - \text{div}([\rho]_\delta \mathbf{u} \otimes \mathbf{u}) + \text{div} \mathbf{S}(\mathbf{u}) - \nabla p^{M,\lambda}(\mathbf{q}) - k[\rho^m]_\delta \mathbf{u}
\]
and using uniform estimates (76), we deduce the following estimates for the r.h.s of above:
\[
\| [\rho]_\delta \mathbf{u} \|_{L^2_t L^4_x} \leq \| [\rho]_\delta \|_{L^\infty_t L^4_x} \| \mathbf{u} \|_{L^2_t L^6_x} \leq C,
\]
\[
\| \mathbf{S}(\mathbf{u}) \|_{L^2_t L^4_x} \leq C,
\]
\[
\| p^{M,\lambda}(\mathbf{q}) \|_{L^2_t L^2} \leq \| \mathbf{q} \|_{L^m_t L^6_x} \leq \| \mathbf{q} \|_{L^{m+1}} \leq C, \quad \text{for } 1 < q < \frac{m+1}{\Gamma},
\]
\[
\| k[\rho^m]_\delta \mathbf{u} \|_{L^2_t L^2} \leq \| [\rho^m]_\delta \|_{L^{m+1}_t L^\infty_x} \| \mathbf{u} \|_{L^\infty_t L^2} \leq C, \quad \text{for some } q > 1.
\]

(84)
The last estimate holds because of the space regularization [·], i.e. \( \varrho^m \in L^{m+1}_{t,x} \) implies \( [\varrho^m] \in L^{m+1}_{t,x} \).

Therefore, all the terms on the r.h.s. of the momentum equation are bounded in \( L^p_tW^{-1,p}_x \) for some \( p > 1 \), henceforth \( \partial_t([\varrho]^\delta \varphi) \in L^p_tW^{-1,p}_x \). Since we already have \( \varrho \varphi \in L^\infty_tL^\frac{4}{3}_x \), we deduce that

\[
[\varrho]^\delta \varphi \in L^\frac{4}{3}_tL^\frac{4}{3}_x \text{ with } \partial_t([\varrho]^\delta \varphi) \in L^p_tW^{-1,p}_x \text{ for } p > 1.
\]

To estimate \( I_{2,1} \) we use the interpolation Lemma [15] with

\[
q = \frac{4}{3}, \quad q' = p > 1, \quad q = \infty \text{ and } q' = 1,
\]

we conclude that there exists \( 0 < \alpha < 1 \) such that

\[
|I_{2,1}| \leq \left| \int_0^T \int_{\mathbb{T}^d} (-\Delta_x)^{-1} \text{div}_x(\partial_t([\varrho]^\delta \varphi) \mathcal{W}_1) \right| dx dt
\leq \|([\varrho]^\delta \varphi)\|^\alpha_{L^\frac{4}{3}_x} \begin{aligned}
\|\partial_t([\varrho]^\delta \varphi)\|_{L^p_tW^{-1,p}_x} & \|\mathcal{W}_1\|_{L^\infty_tL^\frac{4}{3}_x} \|\partial_t\mathcal{W}_1\|^\alpha_{L^p_tW^{-1,1}_x} \\
& \leq C \left(k, \frac{1}{\sigma}\right) \eta^\alpha \|K_h\|_{L^1_t}.
\end{aligned}
\]

A similar estimate for \( I_{2,2} \) is achieved by considering \( \mathcal{W}_2(t, y) \) in place of \( \mathcal{W}_1(t, x) \).

Now, we also check that by the same arguments as in the previous section we have

\[
\int_{\mathbb{T}^d} K_h(x-y) \left(D_2(\varphi(x)) - D_2(\varphi(y))\right) W(t, x, y) \, dx dy = \int_{\mathbb{T}^d} K_h(x-y) \left((-\Delta_x)^{-1} \text{div}_x([\varrho \varphi] \otimes \varphi) - (-\Delta_y)^{-1} \text{div}_y([\varrho \varphi] \otimes \varphi)\right) W(t, x, y) \, dx dy
\leq C\eta^\delta \|K_h\|_{L^1_t}.
\]

The estimate of the part corresponding to \( D_3 \) is even simpler at this level. It suffices to combine the last estimate of (64) with (54), to obtain the desired result.

Summarising our estimates from above, the analogue of (64) is now

\[
\int_{\mathbb{T}^d} K_h(x-y) |\varrho(x) - \varrho(y)|^\sigma (w(x) + w(y))(T) \, dx dy
\leq \int_{\mathbb{T}^d} K_h(x-y) |\varrho_0(x) - \varrho_0(y)|^\sigma w_0(x) \, dx dy
+ C \int_0^T \int_{\mathbb{T}^d} K_h(x-y) |\varrho(x) - \varrho(x)|^\sigma w(x) \, dx dy dt
+ C \int_0^T \int_{\mathbb{T}^d} K_h(x-y) \left(D_{|x-y|}u(x) - D_{|x-y|}u(y)\right) |\varrho(x) - \varrho(y)|^\sigma w(x) \, dx dy dt
+ C \left(k, \frac{1}{\sigma}\right) \left(h^\beta \eta^{-\alpha} + \eta^\delta\right) + C\sigma.
\]

In the above inequality, we cannot use the uniform \( L^\infty \) bound for the density in order to treat the third
term. Instead we write

$$
\int_{T^{2d}} K_h(x - y) \left( D_{|x-y|} u(x) - D_{|x-y|} u(y) \right) \left( \varrho(y) - \varrho(x) \right)^\varpi w(x) \, dx \, dy
$$

$$
\leq \int_{T^{2d}} K_h(x - y) \left( D_{|x-y|} u(x) - D_{|x-y|} u(y) \right) \left( \varrho(y) + \varrho(x) + \sigma \right) w(x) \, dx \, dy
$$

$$
\leq \int_{T^{2d}} K_h(x - y) \left( D_{|x-y|} u(x) - D_{|x-y|} u(y) \right) \varrho(y) w(x) \, dx \, dy
$$

$$
+ \int_{T^{2d}} K_h(x - y) \left( D_{|x-y|} u(x) - D_{|x-y|} u(y) \right) \varrho(x) w(x) \, dx \, dy
$$

$$
+ \sigma \int_{T^{2d}} K_h(x - y) \left( D_{|x-y|} u(x) - D_{|x-y|} u(y) \right) w(x) \, dx \, dy = \sum_{i=1}^{3} J_i.
$$

For the term $J_1$, we use the change of variables for $z = x - y$ to get

$$
\int_{T^{2d}} K_h(z) \left( D_{|z|} u(x) - D_{|z|} u(y) \right) \varrho(y) w(y + z) \, dx \, dy
$$

$$
\leq C \int_{T^{2d}} K_h(z) \left| D_{|z|} u(\cdot + z) - D_{|z|} u(\cdot) \right|_{L^2_y} \| \varrho \|_{L^2_y} \, dz
$$

$$
\leq C \left| \log h \right|^{-1/2} \| u(t) \|_{W^{1,2}_x} \| \varrho(t) \|_{L^2_y}.
$$

Since $\varrho \in L^2_{t,x}$ and $u \in L^2_t W^{1,2}_x$, we have the following estimate

$$
\int_{T^{2d}} K_h(x - y) \left( D_{|x-y|} u(x) - D_{|x-y|} u(y) \right) \varrho(y) w(x) \, dx \, dy \, dt \leq C \left| \log h \right|^{-1/2}
$$

Similarly, for $J_2$ and $J_3$, an analogous computation yields

$$
\int_{T^{2d}} K_h(x - y) \left( D_{|x-y|} u(x) - D_{|x-y|} u(y) \right) \varrho(x) w(x) \, dx \, dy \, dt \leq C \left| \log h \right|^{-1/2}
$$

and

$$
\sigma \int_{T^{2d}} K_h(x - y) \left( D_{|x-y|} u(x) - D_{|x-y|} u(y) \right) w(x) \, dx \, dy \leq C \sigma \left| \log h \right|^{-1/2}
$$

Therefore, combining all the above estimates we deduce

$$
\int_{T^{2d}} K_h(x - y) \left( D_{|x-y|} u(x) - D_{|x-y|} u(y) \right) \varrho(y) - \varrho(x) \right)^\varpi w(x) \, dx \, dy \, dt
$$

$$
\leq C(1 + \sigma) \left| \log h \right|^{-1/2}.
$$

Hence, bringing back the $\varrho^M$ notation, we write the equivalent inequality of (67) in the following form

$$
\int_{T^{2d}} K_h(x - y) \left| \varrho^M(x) - \varrho^M(y) \right|^\varpi (w(x) + w(y)) \, T \, dx \, dy
$$

$$
\leq \int_{T^{2d}} K_h(x - y) \left| \varrho_0(x) - \varrho_0(y) \right|^\varpi w_0(x) \, dx \, dy
$$

$$
+ C \int_{T^{2d}} K_h(x - y) \left| \varrho_0^M(y) - \varrho^M(x) \right|^\varpi w(x) \, dx \, dy \, dt
$$

$$
+ C(1 + \sigma) \left| \log h \right|^{-1/2} + C \left( \frac{k}{\sigma} \right)^{h^\beta \eta^{-\alpha} + \eta^0} + C \sigma.
$$
We repeat a similar argument as done in Sections 4.4. At first, we consider lim sup \(_{M \to \infty}\) in (85) and then we use a Grönwall’s inequality to get
\[
\limsup_{M \to \infty} \int_{\mathbb{T}^d} K_h(x-y)|q^M(x) - q^M(y)|^\sigma (w(x) + w(y))(T) \, dx \, dy \\
\leq \left( C(1 + \sigma)|\log h|^{-1/2} + C \left( k, \frac{1}{\sigma} \right) (h^\beta \eta^{-\alpha} + \eta^\beta) + C\sigma + o(h) \right) e^{CT}.
\] (86)

Now, we choose \( \eta = h^{\frac{\beta}{2\alpha}} \) and first perform the limit passage \( h \to 0 \). After this step, the constant \( C \) that involves \( \frac{1}{\sigma} \) disappears. Therefore, the final limit passage \( \sigma \to 0 \) gives us the desired result. Finally, we perform the removal of weight as described in Section 4.5.

With strong convergence of the density at hand and the estimates \((76)\) uniform in \( M \), passage to the limit \( M \to \infty \) is straightforward, provided that \( m + 1 > \Gamma \). After letting \( M \to \infty \) our approximate system reduces to:
\[
\begin{aligned}
\partial_t \varrho + \text{div}(\varrho \mathbf{u}) + k \varrho^m &= 0, \\
\partial_t ([\delta + [\varrho]_\delta] \mathbf{u}) + \text{div}([\varrho \mathbf{u}]_\delta \otimes \mathbf{u}) - \nabla p^\lambda(\varrho) - k [\varrho^m]_\delta \mathbf{u} &= 0,
\end{aligned}
\]
(87a, b)
and it is satisfied in the sense of distributions along with the renormalized continuity equation.

Remark 6 In the case of the general pressure law \((6)\), the term \( A_3^{(i)} \) in \((77)\) does not have the desired sign. Therefore, one needs the relation \((7)\) to be able to estimate this term. For a more detailed discussion, see \cite{4}, Section 4.2.

6 Compactness and passage to the limit \( k \to 0 \)

In this section we fix parameters \( \lambda \) and \( \delta \) and consider \( k \to 0 \). Our abbreviate notation is now \( \varrho^k = \varrho \) and \( \mathbf{u}^k = \mathbf{u} \) for \( k > 0 \).

Note that estimate following from \((94)\) that we used before is not uniform in \( k \), and therefore needs to be replaced. To do so, we derive an additional pressure estimate, called the Bogovskii estimate.

6.1 Uniform estimates

In order to pass with \( k \to 0 \) we need to obtain some uniform in \( k \) estimates for the density. Letting \( M \to \infty \) in the energy inequality \((73)\) and using lower semi-continuity of convex functions, for a.e. \( \tau \in (0, T) \) we have:
\[
\int_{T_0} \left( \delta + [\varrho]_\delta \right) \frac{|\mathbf{u}|^2}{2} + \varrho e^\lambda(\varrho) \right) \, dx + \int_{0}^{\tau} \int_{\mathbb{T}^d} \mathbf{S}(\mathbf{u}) : \nabla \mathbf{u} \, dx \, dt + k \frac{\lambda}{\Gamma - 1} \int_{0}^{\tau} \varrho^m \varrho^m \, dx \, dt \\
+ k \frac{\gamma}{\gamma - 1} \int_{0}^{\tau} \int_{\mathbb{T}^d} \varrho^{m+\gamma-1} \, dx \, dt \leq \int_{T_0} \left( \delta + [\varrho_0]_\delta \right) \frac{|\mathbf{u}_0|^2}{2} + \varrho_0 e^\lambda(\varrho_0) \right) \, dx,
\]
(88)
where the r.h.s. of the above inequality is uniformly bounded w.r.t. \( k \). Therefore, we have the following estimates:
\[
\begin{aligned}
\| \varrho \|_{L^\infty_t L^\infty_x} + k \| \varrho \|_{L^{m+1}_t L^{m+1}_x} &\leq C, \\
\| \mathbf{u} \|_{L^\infty_t W^{1,2}_x} + \delta^{\frac{1}{2}} \| \varrho \|_{L^\infty_t L^2_x} &\leq C, \\
\| [\varrho]_\delta \| \mathbf{u} \|_{L^\infty_t L^1_x} &\leq C, \\
\| [\varrho]_\delta \mathbf{u} \|_{L^\infty_t L^{2r+1}_x} + \| [\varrho]_\delta \mathbf{u} \|_{L^{m+1}_t L^{2(m+1)}_x} &\leq C.
\end{aligned}
\] (89)
The first estimate allows us to prove that the limit of the extra term in the continuity equation $k\rho^m$ is zero, but it offers only an $L^1$ estimate for the pressure. The better estimate of the pressure will come from the so-called Bogovskii estimate, derived below.

### 6.2 The Bogovskii estimate

Since $\Gamma$ is large, we can test the momentum equation (87b) by a function:

$$\varphi = \psi \nabla \Delta^{-1}[\rho], \quad \psi \in C_c^\infty(0, T).$$

After testing we obtain

$$\int_0^T \int_{\mathbb{T}^d} \psi p(\rho) \varphi \, dx \, dt = (\xi + \mu) \int_0^T \int_{\mathbb{T}^d} \psi \rho \nabla \cdot u \, dx \, dt$$

$$+ \int_0^T \int_{\mathbb{T}^d} \psi \mu \nabla u : \nabla^2 \Delta^{-1}[\rho] \, dx \, dt$$

$$- \int_0^T \int_{\mathbb{T}^d} \psi (\delta \rho \otimes \rho) \nabla \Delta^{-1}[\rho] \, dx \, dt$$

$$+ \int_0^T \int_{\mathbb{T}^d} \psi \partial_t (\delta \rho \rho) \nabla \Delta^{-1}[\rho] \, dx \, dt$$

$$+ k \int_0^T \int_{\mathbb{T}^d} \psi [\rho^m \rho] \cdot \nabla \Delta^{-1}[\rho] \, dx \, dt = \sum_{i=1}^5 I_i. \tag{90}$$

For $\Gamma \geq 3$, the first three integrals can be controlled from the energy estimate, so we focus only on $I_4$ and $I_5$. To estimate $I_4$ we need to integrate by parts w.r.t. time. Then, the most restrictive term coming from this operation is equal to

$$- \int_0^T \int_{\mathbb{T}^d} \psi (\delta \rho \rho) \nabla \Delta^{-1}[\partial_t \rho] \, dx \, dt$$

$$= \int_0^T \int_{\mathbb{T}^d} \psi (\delta \rho \rho) \nabla \Delta^{-1}[\div(\rho \rho)] \, dx \, dt + \int_0^T \int_{\mathbb{T}^d} \psi (\delta \rho \rho) \nabla \Delta^{-1}[k\rho^m] \, dx \, dt.$$

Again, the first term is standard for Navier–Stokes system, so we only focus on the second one, we have

$$\left| \int_0^T \int_{\mathbb{T}^d} \psi (\delta \rho \rho) \nabla \Delta^{-1}[k\rho^m] \, dx \, dt \right| \leq C_\psi \|\varphi\|_{L^\infty_{T,x}} \||\rho\|_{L^\infty_{T,x}} \|\nabla \Delta^{-1}[k\rho^m]\|_{L^\infty_{T,x}L^2_x}$$

$$\leq C_\psi k \|\varphi\|_{L^\infty_{T,x}} \||\rho\|_{L^\infty_{T,x}} \|\rho\|_{L^6_{T,x}} \|\rho^m\|_{L^6_{T,x}L^4_x},$$

which is bounded provided that $m \leq \Gamma$ as specified in (75). The estimate of $I_5$ from (90) is easy under these conditions. After all, the Bogovskii estimate provides another uniform in $k$ bound for the density:

$$\|\rho\|_{L^\infty_{T,x}} \leq C.$$

For more detailed proof of Bogovskii estimate for Navier-Stokes equations, see [11] Chapter 5.

With this estimate, passage to the limit $k \to 0$ in the continuity and in the momentum equation boils down to justification of the compactness criterion for the sequence $\rho^k$ approximating the density. The proof that the Kolmogorov compactness criterion works again at this level is presented in the subsection below.
6.3 Compactness criterion

We will now discuss the main differences in the proof of the main estimate from Section [5.2]. They are related only to the estimate of the term \( I_2 \) in the estimate of \( A_3^{(ii)} \), as the estimate for \( I_1 \) stays the same as in [78]. Even for the estimate of \( I_2 \) we only need to focus on one of the terms related to \( \mathcal{D}_1(\mathbf{v}_\eta) \), i.e.

\[
I_{2,1} = \int_0^T \int_{\mathbb{T}^d} (-\Delta_x)^{-1} \text{div}_x (\partial_t ([\rho]^\delta \mathbf{v}_\eta)) \mathcal{W}_1 \, dx \, dt,
\]

where

\[
\mathcal{W}_1(t, x) = \int_{\mathbb{T}^d} K_h(x - y) W(t, x, y) \, dy.
\]

To control this term we first derive the estimate of \( W \) and \( \partial_t W \) uniform w.r.t. \( k \). Recall the definition of \( A, B, \) and \( C \) from [59] and the expression

\[
\partial_t W = \text{div}_x A + \text{div}_y B + C.
\]

First, we notice that

\[
\|A\|_{L^2_t L^6_x L^\infty_y} + \|B\|_{L^2_t L^6_x L^\infty_y} \leq C.
\]

Let us now inspect the term \( C \) which is given as

\[
C(t, x, y) = \left( -k\rho^{m-1}(x) \text{sgn}_x - \Lambda \mathcal{M} \|\nabla u\| \text{sgn}_x - \rho(x) \text{div}_x u(x) \partial \text{sgn}_x \right) + \left( \text{sgn}_y \rho(y) \partial \text{sgn}_y \right) \text{div}_y u(y) - k \partial \text{sgn}_y \rho(m(x) - \rho(m(y))) \rho(x) w(x).
\]

Here, we have the following estimates for the terms involving \( k \):

\[
\|k \rho^{m-1} \text{sgn}_x \rho(x) w(x)\|_{L^1_{t,x,y}} \leq C(\Gamma) k^{m+\Gamma-1} \|k^{m+\Gamma-1} \rho\|_{L^1_{t,x,y}}^{m-1} \|\rho w\|_{L^\infty_x},
\]

\[
\|k \partial \text{sgn}_y \rho(m(x) - \rho(m(y))) \rho(x) w(x)\|_{L^1_{t,x,y}} \leq \frac{k}{\sigma} \|\rho w\|_{L^\infty_x}.
\]

For the other terms we use the uniform estimates [89], to obtain

\[
\|C\|_{L^1_t L^1_x L^\infty_y + L^1_t L^1_y L^\infty_x} \leq C(\frac{1}{\sigma}) \|\rho w\|_{L^\infty_x} \left( \|\rho\|_{L^2_t L^2_x} \|\nabla_x u\|_{L^2_t L^2_x} + \|\rho\|_{L^2_t L^2_y} \|\nabla_y u\|_{L^2_t L^2_y} \right) + C(\frac{1}{\sigma}) k^{\beta} \|\rho w\|_{L^\infty_x} \left( 1 + \|k^{m+\Gamma-1} \rho\|_{L^1_{t,x,y}}^{m-1} + \|k^{m+\Gamma-1} \rho\|_{L^1_{t,y}}^{m+\Gamma-1} \right),
\]

(91)

for some \( \beta > 0 \). Hence, for the term \( \mathcal{W}_1 \) defined in [83] we have

\[
\|\mathcal{W}_1\|_{L^1_{t,x,y}} \leq \|K_h\|_{L^1_t} \|W\|_{L^\infty_t W^{1,6}_x L^1_{t,x,y}},
\]

\[
\|\partial_t \mathcal{W}_1\|_{L^1_t W^{1,6}_x L^1_{t,x,y}} \leq \left( C + k^\beta \right) \|K_h\|_{L^1_t}.
\]

The time derivative of the momentum might be estimated from the momentum equation

\[
\partial_t ([\rho]^\delta \mathbf{u}) = -\text{div}([\rho \mathbf{u}]^\delta \otimes \mathbf{u}) + \text{div} \mathbf{S}(\mathbf{u}) - \nabla p^\lambda(\rho) - k[\rho^m]^\delta \mathbf{u}.
\]
To estimate the terms on the r.h.s. of the above equation we use the uniform estimates (89) to get
\[ \|g\|_{L^2_tL^4_x} \leq \|g\|_{L^2_tL^2_x} \leq C, \]
\[ \|S(u)\|_{L^2_tL^4_x} \leq C, \]
\[ \|\rho^{\lambda}(\theta)\|_{L^2_tL^4_x} \leq \|\theta\|_{L^2_tL^4_x} \leq \|\rho\|_{L^2_tL^4_x} \leq C, \] for \( 1 < q < \frac{\Gamma + 1}{\Gamma} \),
\[ \|k[g^{m}]_{\delta} u\|_{L^2_tL^4_x} \leq k^{\beta} \|g^{m}\|_{L^2_tL^4_x} \|u\|_{L^2_tL^4_x} \leq C, \] for some \( q > 1 \),
where \( \beta > 0 \) is a generic constant. As a result we deduce that
\[ [g]_{\delta} \in L^p_tL^q_x \] with \( \partial_t([g]_{\delta} v) \in L^p_tL^q_x \) for \( p > 1 \).

Hence using interpolation Lemma (15), with
\[ q = \frac{2\Gamma}{\Gamma + 1}, \quad q' = p > 1, \quad \bar{q} = \infty \] and \( \bar{q}' = 1 \),
we conclude that there exists \( 0 < \alpha < 1 \) such that
\[ |I_{2,1}| \leq \left\| \int_0^T \int_{T^d} (-\Delta_x)^{-1} \text{div}_x (\partial_t([g]_{\delta} v)) \varphi dx dt \right\|
\leq \left\| \|([g]_{\delta} v)_{L^2_tL^q_x}\|^{\alpha}_{L^2_tL^q_x} \|\partial_t([g]_{\delta} v)\|^{1-\alpha}_{L^2_tL^{q'}_x} \|\varphi\|^{\frac{1}{2}}_{L^{2}_{t,x}} \|\partial_t\varphi\|^{\frac{1}{2}}_{L^{2}_{t,x}} \right\|
\leq \frac{C(1 + k^{\beta})}{p} \left\| K_{k}\right\|_{L^1_tL^2_x}.

The estimate of \( I_{2,2} \) is done the same way as in the previous step.

With this estimate at hand, the proof of compactness of the sequence approximating the density follows the same steps as in the previous section. We skip the details here, although it is worth mentioning that the constant \( C \left( k; \frac{1}{\bar{q}} \right) \) appearing in (86) has a particular form \( 1 + k^{\beta} C \left( \frac{1}{\bar{q}} \right) \) that follows from (81).

### 6.4 Limit passage \( k \to 0 \)

Clearly, passage to the limit \( k \to 0 \) involves only a difficulty in passing to the limit in the pressure term and in the additional \( k \)-dependent terms in the continuity equation and momentum equation. After compactness criterion is proven, and thanks to the Bogovskii estimate, identification of the weak limit in the pressure term is possible. For the term in the continuity equation, we note that
\[ \left\| \int_0^T \int_{T^d} k^{\frac{\Gamma - 1}{\Gamma + 1}} \phi dx dt \right\|
\leq C k^{\frac{\Gamma - 1}{\Gamma + 1}} \| \phi \|_{L^2_tL^2_x} \leq C k^{\frac{\Gamma - 1}{\Gamma + 1}}, \]
and so it disappears in the limit \( k \to 0 \) for any \( \phi \in C^\infty((0, T) \times T^d) \).

Next, for the term in the momentum equation, our first observation is \( k^{\frac{1}{m+\Gamma-1}} \bar{\theta} \in L^{m+\Gamma+1}_tL^\infty_x \). Using the fact
\[ \|g^{m}\|_{L^\infty_x} \leq C(\delta) \|g^{m}\|_{L^1_x} \]
along with a simple computation, we deduce
\[ \left\| \int_0^T \int_{T^d} k[g^{m}]_{\delta} u \cdot \phi dx dt \right\|
\leq C(\delta) k^{\frac{\Gamma - 1}{m+\Gamma-1}} \|k^{\frac{\Gamma - 1}{m+\Gamma-1}} \bar{\theta}\|_{L^{m+\Gamma-1}_tL^\infty_x} \|u\|_{L^2_tL^{1,2}_x}, \]
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for any $\phi \in C_c^\infty((0, T) \times \mathbb{T}^d)$. Thus this term also disappears in the limit $k \to 0$.

Ultimately, our approximate system after letting $k \to 0$ is reduced to

$$
\begin{align*}
\partial_t \varrho + \text{div} (\varrho u) &= 0, \\
\partial_t ((\delta + [\varrho]) u) + \text{div} ([\varrho u]_\delta \otimes u) - \text{div} S(u) + \nabla p^\lambda (\varrho) &= 0,
\end{align*}
$$

(92a)

(92b)

and it is satisfied in the sense of distributions, along with the renormalized continuity equation.

### 7 Compactness and passage to the limit for $\delta \to 0$

Keeping $\lambda$ fixed, we proceed with the penultimate limit passage $\delta \to 0$. Once again we drop the indexes of the sequences denoting $\varrho^\delta = \varrho$ and $u^\delta = u$, and we only use subindex $\delta$ to denote the regularisation in space.

#### 7.1 Uniform estimates

After the limit passage $k \to 0$, in (88), we derive energy inequality

$$
\int_{T^d} (\frac{1}{2} (\delta + [\varrho]) |u|^2 + \varrho e^\lambda (\varrho)) \, dx + \int_0^T \int_{T^d} S(u) : \nabla u \, dx \, dt \leq \int_{T^d} (\frac{1}{2} (\delta + [\varrho]) |u_0|^2 + \varrho e^\lambda (\varrho_0)) \, dx.
$$

(93)

The hypothesis (9) implies

$$
\int_{T^d} (\frac{1}{2} (\delta + [\varrho]) |u_0|^2 + \varrho e^\lambda (\varrho_0)) \, dx \leq (1 + \delta) C,
$$

where $C$ is independent of $\delta$.

We once again start from the momentum equation and repeat the Bogovskii estimate

$$
\begin{align*}
&\int_0^T \int_{T^d} \psi p (\varrho) \varrho \, dx \, dt \\
&= (\lambda + \mu) \int_0^T \int_{T^d} \psi \varrho \text{div} u \, dx \, dt + \int_0^T \int_{T^d} \psi \mu \nabla u : \nabla^2 \Delta^{-1} [\varrho] \, dx \, dt \\
&\quad - \int_0^T \int_{T^d} \psi ([\varrho u]_\delta \otimes u) : \nabla^2 \Delta^{-1} [\varrho] \, dx \, dt + \int_0^T \int_{T^d} \psi \partial_t ([\varrho] u) \nabla \Delta^{-1} [\varrho] \, dx \, dt = \sum_{i=1}^4 I_i.
\end{align*}
$$

(94)

The only term that can be a problem now is $I_3$ because it does not allow us to use estimates for $|u|^2 \in L^2_t L^3_x$ directly. However, passing to the limit $k \to 0$ in the energy inequality yields

$$
\| [\varrho]_\delta \|_{L^\infty_t L^1_x}^2 + \| \varrho \|_{L^\infty_t L^6_x} + \| u \|_{L^2_t W^{1,2}_x} \, dt + \sqrt{\delta} \| u \|_{L^\infty_t L^2_x} \leq C,
$$

(95)

where $C$ is independent of $\delta$. From this, we deduce that

$$
\| [\varrho]_\delta u \|_{L^\infty(0,T;L^{2/3}_{x,\frac{d}{2}}(\mathbb{T}^d))} + \| \varrho u \|_{L^2(0,T;L^{6/5}_{x,\frac{d}{2}}(\mathbb{T}^d))} \leq C.
$$

(96)

Since $\Gamma > m > 3$, from (94) we are able to obtain

$$
\| \varrho \|_{L^{\Gamma+1}_{t,x}} \leq C,
$$

with $C$ independent of $\delta$.  
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7.2 Compactness criterion

Again, we focus only on the elements of the main estimate that will change. In this limit passage, they are only related to the estimate of term $A_{i}^{(i)}$ defined in (79), and more precisely to the estimate of $I_2$. The first observation is that the part of $I_2$ corresponding to $D_2(\nu_{\eta})$ defined in (51) is equal to zero in this case, but there will be a significant difference in the term corresponding to $D_2(\nu_{\eta})$, as it now involves space regularisation of the momentum.

For the part of $I_2$ corresponding to $D_1(\nu_{\eta})$, the two terms $I_{2,1}$ and $I_{2,2}$ will be treated similarly as in previous Sections 5.2 and 6.3. Recall that

$$\partial_t W = \nabla A + \nabla B + C.$$ 

$$A(t, x, y) = -\varrho(x)w(x)u(x)\text{sgn}_{xy},$$

$$B(t, x, y) = -u(y)\text{sgn}_{xy}\varrho(x)w(x),$$

$$C(t, x, y) = \left(-\Delta M||\nabla u||_{\text{sgn}_{xy}} - \varrho(x)\nabla_x u(x)\partial_x \text{sgn}_{xy}(\text{sgn}_{xy} + \varrho(y)\partial_y \text{sgn}_{xy})\nabla_y u(y)\right)\varrho(x)w(x),$$

with

$$||A||_{L^2_t L^6_x L^\infty_y} + ||B||_{L^2_t L^6_x L^\infty_y} \leq C,$$

and

$$||C||_{L^1_t L^1_x L^6_y + L^1_t L^5_x L^\infty_y} \leq C \left(\frac{1}{\sigma}, \Lambda\right) ||\varrho w||_{L^\infty} \left(||\varrho||_{L^2_t L^2_x} ||\nabla u||_{L^2_t L^2_x} + ||\varrho||_{L^2_t L^2_x} ||\nabla u||_{L^2_t L^2_x} + ||\nabla_x u||_{L^2_t L^2_x}\right).$$

For the estimate of $\partial_t W$, the important thing is to get a uniform bound of $\varrho$ in $L^2_t L^2_x$ and the choice of $\Gamma$ is providing it. Using the momentum equation to express the time derivative of the momentum, along with the $\delta$ independent estimates from (95) and (96), we eventually deduce that

$$[\varrho]_{\delta}^{\eta} \nu_{\eta} \in L^{\frac{3p}{p+1}}_t L^{\frac{2p}{p+1}}_x$$

with $\partial_t ([\varrho]_{\delta}^{\eta} \nu_{\eta}) \in L^p_t W^{-1,p}$ for $p > 1$.

The estimates of the term $W_t$ are the same as in the two previous sections. Therefore, using the interpolation Lemma (15) in the same way as in Section 6.3 allows us to conclude

$$|I_{2,1}| \leq C\eta^\sigma ||K_h||_{L^1_t}.$$

To complete the estimate of $I_2$, we now focus on the part corresponding to $D_2(\nu_{\eta})$, we further split it into

$$\int_0^T \int_{\Omega^d} K_h(x - y) \left(D_2(\nu_{\eta}(x)) - D_2(\nu_{\eta}(y))\right) W(t, x, y) \, dx \, dy \, dt$$

$$= \int_0^T \int_{\Omega^d} K_h(x - y) (-\Delta_x)^{-1} \nabla_x (\nabla_x ([\varrho u]_{\delta} \otimes \nu_{\eta})) W(t, x, y) \, dx \, dy \, dt$$

$$- \int_0^T \int_{\Omega^d} K_h(x - y) (-\Delta_y)^{-1} \nabla_y (\nabla_y ([\varrho u]_{\delta} \otimes \nu_{\eta})) W(t, x, y) \, dx \, dy \, dt$$

$$= \tilde{I}_{2,1} + \tilde{I}_{2,2}.$$

To deal with the first term, we first rewrite

$$[\varrho u]_{\delta} \otimes \nu_{\eta} = ([\varrho u]_{\delta} - [\varrho]_{\delta} u) \otimes \nu_{\eta} + [\varrho]_{\delta} u \otimes \nu_{\eta}.$$
Next we note that

\[ |\tilde{I}_{2,1}| \leq \int_0^T \int_{\mathbb{T}^d} (-\Delta_x)^{-1} \text{div}_x(\text{div}_x([\rho u]_\delta \otimes v_\eta)) \mathcal{W}_1(t,x)dxdt \]

\[ \leq \|\mathcal{W}_1\|_{L^\infty_t L^{\frac{2\Gamma}{\Gamma+1}}_x} \left( \|([\rho u]_\delta - [\rho]_\delta u)\|_{L^1_t L^2_x} + \|([\rho]_\delta u \otimes v_\eta)\|_{L^1_t L^1_x} \right) \]

\[ \leq \|\mathcal{W}_1\|_{L^\infty_t L^{\frac{2\Gamma}{\Gamma+1}}_x} \frac{2\Gamma}{\Gamma} \left( \|\rho\|_{L^\infty_t L^{2\Gamma}_x} \right) \]

\[ \leq K_h \|L\| W \|L^\infty_t L^{\frac{2\Gamma}{\Gamma+1}}_{t,x} \left( |\log \delta|^{-\alpha} + \eta^\beta \right). \]

The estimate of \( \tilde{I}_{2,2} \) is completely analogous. Having term \( A_3^{(ii)} \) controlled in terms of small parameters \( \delta \) and \( \eta \) we can essentially repeat the proof of compactness criterion from Sections 4.4 and 4.5.

### 7.3 Limit passage

The compactness of \( \rho \) allows for the identification of weak limit of the pressure term, while the convergence of the other terms is quite straightforward, one can follow Feieris [11] Chapter 7. The limiting system is satisfied in the sense of distributions:

\[
\begin{aligned}
\partial_t \rho + \text{div}(\rho u) &= 0, \\
\partial_t (\rho u) + \text{div}(\rho u \otimes u) - \text{div} S(u) + \nabla p^\lambda(\rho) &= 0.
\end{aligned}
\]

### 8 Compactness and limit passage for \( \lambda \to 0 \) and \( \gamma \geq \frac{9}{5} \)

In this section, we consider the last limit passage \( \lambda \to 0 \). The sequences of solutions are again denoted by \( \rho^\lambda = \rho \) and \( u^\lambda = u \) for \( \lambda > 0 \).

#### 8.1 Uniform estimates

Letting \( \delta \to 0 \) in the energy inequality [93], and using lower-semicontinuity of convex functions, we obtain

\[
\int_{\mathbb{T}^d} \left( \frac{1}{2} |u|^2 + \rho c^\lambda(\rho) \right) (\tau) \, dx + \int_0^T \int_{\mathbb{T}^d} S(u) : \nabla u \, dx \, dt \leq \int_{\mathbb{T}^d} \left( \frac{1}{2} \delta_0 |u_0|^2 + \rho_0 c^\lambda(\rho_0) \right) \, dx
\]

for a.e. \( \tau \in (0,T) \). The uniform bound in the r.h.s of [98] follows from the convergence of initial data as described in [10].
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Therefore, we have the following estimates are uniform w.r.t. $\lambda$:

\[
\begin{align*}
\|\varrho\|_{L_t^\infty L_x^2} + \lambda^\frac{1}{r} \|\varrho\|_{L_t^\infty L_x^r} & \leq C, \\
\|u\|_{L_t^2 W_x^{1,2}} + \|\varrho|u|\|_{L_t^\infty L_x^r} & \leq C, \\
\|\varrho u\|_{L_t^\infty L_x^{\frac{2r}{r+1}}} + \|\varrho u\|_{L_t^2 L_x^\frac{6r}{r+1}} & \leq C.
\end{align*}
\]  

(99)

Performing Bogovskii estimate for $\gamma \geq \frac{9}{5}$, we again have that

\[
\|\varrho\|_{L_t^r L_x^r} \leq C
\]

for some $r \geq 2$,  

(100)

see Feireisl [11, Chapter 5] or Novotný and Straškraba [13, Chapter 3.3] for a detailed proof.

8.2 Compactness criterion and the limit passage $\lambda \to 0$

Here the only problem is the justification of why we can apply the interpolation Lemma 15 to estimate the terms $I_{2,1}$ and $I_{2,2}$. All other contributions of $A_3^{(ii)}$ stay the same. The estimate (100) along with the uniform estimates of the momentum (99) implies that $\varrho u \in L_t^\infty L_x^r \cap L_t^1 L_x^{1+0}$ with $r \geq \frac{3}{2}$. As a consequence of the interpolation of Sobolev spaces, it holds

\[
L_t^\infty L_x^{\frac{6r}{r+1}} \cap L_t^1 L_x^{1+0} \rightarrow L_t^q L_x^r
\]

with $q \geq \frac{10}{7}$. We combine the above discussion to get

\[
\varrho v_\eta \in L_t^q L_x^q \quad \text{with} \quad \partial_t (\varrho v_\eta) \in L_t^{q'} W^{-1,q'}_x \quad \text{for} \quad q \geq \frac{10}{7} \quad \text{and} \quad q' \geq \frac{10}{9}.
\]

On the other hand, the estimates for term $\mathcal{W}_1$ are the same as in the previous sections. Therefore, we can estimate $I_{2,1}$ applying Lemma [15] for the choice of parameters

\[
q = \frac{10}{7}, \quad q' = \frac{10}{9}, \quad \bar{q} = \infty \quad \text{and} \quad \bar{q}' = 1
\]

that satisfies (80). Hence, there exists a $0 < \alpha < 1$ such that the following holds

\[
|I_{2,1}| \leq \left| \int_0^T \int_{T^d} (-\Delta_x)^{-1} \text{div}_x (\partial_t (\varrho v_\eta)) \mathcal{W}_1 \text{d}x \text{d}t \right|
\]

\[
\leq \|\varrho v_\eta\|_{L_t^\infty L_x^\alpha} \|\partial_t (\varrho v_\eta)\|_{L_t^{1-\alpha} W_x^{-1,q'}} \|\mathcal{W}_1\|_{L_t^\alpha L_x^{1-\alpha}} \||\partial_t \mathcal{W}_1\|_{L_t^\alpha L_x^{1-\alpha}}
\]

\[
\leq C \eta^\alpha \|K_h\|_{L_t^1}.
\]

This allows us to obtain the desired estimate for the term $A_3$. Therefore, we prove the compactness criterion.

The limit passage is quite standard since we already deduce the compactness of $\varrho^\lambda$. 
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8.3 Unbounded initial density

So far, our proof relied on Proposition 9, where we assumed the initial density to be bounded, i.e. $0 \leq \varrho_0 \in L^\infty(\mathbb{T}^d)$. Let us now explain how to relax this assumption to more natural energy bound:

$$0 \leq \varrho_0 \in L^7(\mathbb{T}^d).$$  \hfill (101)

Let $M >> 1$ be a fixed constant. We consider

$$w_{0,M} := \begin{cases} 1 & \text{for } \varrho_0 \leq M, \\ \frac{M}{\varrho_0} & \text{for } \varrho_0 > M, \end{cases}$$

clearly, by this definition

$$\varrho_0 w_{0,M} \leq M.$$  

We denote by $w_M$ a solution to the equation (34) with initial data $w_{0,M}$. Repeating the proof of Proposition 9, we obtain

$$\|\varrho w_M\|_{L^\infty_{t,x}} \leq \|\varrho_0 w_{0,M}\|_{L^\infty_x} \leq M.$$  

Now, we repeat the proof of compactness with $w_M$ in place of $w$. The only difficulty we have is to perform the step where we remove the weights, as explained in Section 4.5. To do this we needed the uniform bound of $|\varrho| \log w$ in $L^\infty_t L^1_x$ as described in (35). Starting from (36) without the $k$-dependent term we deduce

$$\text{ess sup}_{t>0} \int_{\mathbb{T}^d} \varrho |\log w_M| \, dx \leq \int_{\mathbb{T}^d} \varrho_0 |\log w_{0,M}| \, dx + CA,$$

where $C$ is independent of $M$. Now, from the definition of $w_{0,M}$, we obtain

$$\int_{\mathbb{T}^d} \varrho_0 |\log w_{0,M}| \, dx \leq \int_{\{\varrho > M\}} \varrho_0 |\log w_{0,M}| \, dx \leq \int_{\{\varrho > M\}} \varrho_0 |\log \varrho_0| \, dx \leq C \int \varrho_0^2 \, dx.$$  

Therefore, we conclude that

$$\text{ess sup}_{t>0} \int_{\mathbb{T}^d} \varrho |\log w_M| \, dx \leq C(\varrho_0, \Lambda),$$  \hfill (102)

where $C$ is independent of $M$. Going back to the removal of weight as explained in Section 4.5 we observe that the above bound (102) is enough to deduce the inequality (71). Therefore, compactness of the sequence approximating the density holds for general initial data (101).

A Appendix

A.1 Proof of Lemma 2

First note that from (18) we have that

$$\bar{K}_h(z) \leq |\ln h|^{-1} \left(2^d + \frac{1}{(|z| + h)^d}\right) \leq C \bar{K}_h(z).$$
To show (24) we first write

\[ \int_{T^d} K_{h_1}(x-y)K_{h_2}(y-z) \, dy \]

\[ \leq |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{T^d} \left( 2^d + \frac{1}{(|x-y|h_1)^d} \right) \left( 2^d + \frac{1}{(|y-z|+h_2)^d} \right) \, dy \]

\[ \leq |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{T^d} \left( 2^d + \frac{1}{(|x-z|+h_1)^d} \right) \left( 2^d + \frac{1}{(|y|+h_2)^d} \right) \, dy = I. \]

Now we split \( I = I_1 + I_2 + I_3 \) by considering \( T^d = \Omega_1 + \Omega_2 + \Omega_3 \), where \( \Omega_1 = \{ y : |y| \geq 2|x-z| \} \), \( \Omega_2 = \{ y : |y| \leq \frac{1}{2}|x-z| \} \), \( \Omega_3 = \{ y : \frac{1}{2}|x-z| \leq |y| \leq 2|x-z| \} \), respectively.

Since on the set \( \Omega_1 \) we have \(|(x-z)-y| \geq |y|-|x-z| \geq |x-z| \) we can estimate

\[ I_1 = |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{\Omega_1} \left( 2^d + \frac{1}{(|x-z|-y|h_1)^d} \right) \left( 2^d + \frac{1}{(|y|+h_2)^d} \right) \, dy \]

\[ \leq |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{\Omega_1} \left( 2^d + \frac{1}{(|x-z|+h_1)^d} \right) \left( 2^d + \frac{1}{(|y|+h_2)^d} \right) \, dy \]

\[ \leq |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{T^d} \left( 2^d + \frac{1}{(|x-z|+h_1)^d} \right) \left( 2^d + \frac{1}{(|y|+h_2)^d} \right) \, dy \]

\[ \leq 2K_{h_1}(x-z). \]

Similarly, on the set \( \Omega_2 \) we have \(|(x-z)-y| \geq |x-z|-|y| \geq |x-z|-|y| \geq \frac{1}{2}|x-z| \), and so

\[ I_2 = |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{\Omega_2} \left( 2^d + \frac{1}{(|x-z|-y|h_1)^d} \right) \left( 2^d + \frac{1}{(|y|+h_2)^d} \right) \, dy \]

\[ \leq |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{\Omega_1} \left( 2^d + \frac{1}{(|x-z|+h_1)^d} \right) \left( 2^d + \frac{1}{(|y|+h_2)^d} \right) \, dy \]

\[ \leq |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{\Omega_1} \left( 2^d + \frac{2^d}{(|x-z|+h_1)^d} \right) \left( 2^d + \frac{1}{(|y|+h_2)^d} \right) \, dy \]

\[ \leq 2^{d+1}K_{h_1}(x-z). \]

Finally, for the set \( \Omega_3 \) we have in particular that \(|y| \geq \frac{1}{2}|x-z| \)

\[ I_3 = |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{\Omega_3} \left( 2^d + \frac{1}{(|x-z|-y|h_1)^d} \right) \left( 2^d + \frac{1}{(|y|+h_2)^d} \right) \, dy \]

\[ \leq |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{T^d} \left( 2^d + \frac{1}{(|x-z|+h_1)^d} \right) \left( 2^d + \frac{1}{(|x-z|+h_2)^d} \right) \, dy \]

\{changing \( y-(x-z) \to y \}\]

\[ \leq |\ln h_1|^{-1}|\ln h_2|^{-1} \int_{T^d} \left( 2^d + \frac{1}{(|y|+h_1)^d} \right) \left( 2^d + \frac{2^d}{(|x-z|+h_2)^d} \right) \, dy \]

\[ \leq 2^{d+1}K_{h_2}(x-z). \]

Summing up \( I_1 + I_2 + I_3 \) we verify (24). □

A.2 Proof of Lemma 11

In what follows we treat the function defined over the torus as a periodic function and \( x, y \in [-\pi, \pi]^d \). This way we avoid questions with definition of function \( u \). We take \( u \in C^1 \), and then conclude the result
for Lebesgue points of \( u \). We have

\[
-u(x) - u(y) = u(x) - u(z) + u(z) - u(y) = \int_{l(x, z)} \partial_{(x,z)} u(s) dl_s + \int_{l(z, y)} \partial_{(z,y)} u(s) dl_s,
\]

where \( l(x, z) \) is the line connecting \( x \) to \( z \), \( \partial_{(x,z)} \) is the directional derivative in direction of \([x, z]\).

Next we integrate (103) over \( B\left(\frac{x+y}{2}, \frac{|x-y|}{2}\right) \) w.r.t. \( z \). Note that

\[
B\left(\frac{x+y}{2}, \frac{|x-y|}{2}\right) \subset B(x, |x-y|) \cap B(y, |x-y|)
\]

and thus we obtain

\[
\omega_d 2^{-d} |x - y|^d |u(x) - u(y)|
\]

\[
\leq \int_{B(x,|x-y|)} dz \int_{l(x, z)} |\nabla u(s)| dl_s + \int_{B(y,|x-y|)} dz \int_{l(z, y)} |\nabla u(s)| dl_s
\]

\[
\leq \int_0^{|x-y|} r^{d-1} dr \int_{S^{d-1}} d\omega \int_0^{|x-y|} r d\tau |\nabla u(x + \omega \tau)| + \int_0^{|x-y|} r^{d-1} dr \int_{S^{d-1}} d\omega \int_0^{|x-y|} r d\tau |\nabla u(y + \omega \tau)|
\]

\[
\leq \int_0^{|x-y|} r^{d-1} dr \int_{S^{d-1}} d\omega \int_0^{|x-y|} r d\tau |\nabla u(x + \omega \tau)| + \int_0^{|x-y|} r^{d-1} dr \int_{S^{d-1}} d\omega \int_0^{|x-y|} r d\tau |\nabla u(y + \omega \tau)|
\]

\[
\leq c|x - y|^d \left( \int_{B(0,|x-y|)} |\nabla u(x + z)| dz + \int_{B(0,|x-y|)} |\nabla u(y + z)| dz \right),
\]

where the last inequality follows by substituting \( z = \tau \omega \) and by noticing that \( |z| = \tau \) and \( \omega_d \) stands for the volume of unit sphere in \( \mathbb{R}^d \).

### A.3 Proof of Lemma 12

Our first goal is to control the time regularisation

\[
\int_0^T \int_{\mathbb{T}^d} \varrho(t, x) (u(t, x) - \pi_m * u(t, x))^2 dx dt,
\]

where \( \pi_m \) denotes the time mollifier. To proceed, we rewrite this term as follows

\[
\int_0^T \int_{\mathbb{T}^d} \varrho(t, x) (u(t, x) - \pi_m * u(t, x))^2 dx dt
\]

\[
= \int_0^T \int_{\mathbb{T}^d} \varrho(t, x) \left( u(t, x) - \int_0^T \pi_m(t - s) u(s, x) ds \right)^2 dx dt
\]

\[
\leq \int_0^T \int_{\mathbb{T}^d} \varrho(t, x) (u(t, x) - u(s, x))^2 \pi_m(t - s) ds dx dt,
\]
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where we used the Jensen’s inequality. Thus we have

\[ \int_0^T \int_{\mathcal{T}^d} \rho(t,x)(u(t,x) - \pi_{\eta} \ast u(t,x))^2 \, dx \, dt \]

\[ \leq \int_0^T \int_{\mathcal{T}^d} \int_0^T \rho(t,x)(u(t,x) - u(s,x))\pi_{\eta}(t-s)(u(t,x) - u(s,x)) \, ds \, dx \, dt \]

\[ = \int_0^T \int_{\mathcal{T}^d} \int_0^T (\rho(t,x)u(t,x) - \rho(s,x)u(s,x))\pi_{\eta}(t-s)(u(t,x) - u(s,x)) \, ds \, dx \, dt \]

\[ - \int_0^T \int_{\mathcal{T}^d} \int_0^T (\rho(t,x) - \rho(s,x))u(s,x)\pi_{\eta}(t-s)((u(t,x) - u(s,x)) \, ds \, dx \, dt \]

\[ = J_1 + J_2. \]

To estimate \( J_1 \) we first note that

\[ \partial_t(\rho u) \in L_t^q W_x^{-1,q} \quad \text{for } q > 1, \]

where \( q \) being restricted by the integrability of the pressure mostly, and \( q \geq \frac{10}{9} \) when \( \gamma \geq \frac{9}{5} \). Therefore, we introduce additional regularisation in space for the term \( u(t,x) - u(s,x) \) in \( J_1 \) and \( J_2 \), denoted by \( \eta_x \).

From the compact embedding of \( W_x^{1,2} \subset L_x^q \) with \( q < 6 \), it is clear that there exists \( \theta > 0 \) such that

\[ \|u - \pi_{\eta} \ast u\|_{L_x^2 L_t^q} \leq C_{\eta_x}^\theta \quad \text{for all } q < 6. \]

Moreover, we also have

\[ \|\pi_{\eta} \ast (u(t,x) - u(s,x))\|_{W_x^{1,r}} \leq \eta_x^{-\alpha} \quad \text{for some } \alpha > 0 \text{ and } r < \infty. \]

Therefore, \( J_1 \) can be estimated as follows

\[ \int_0^T \int_{\mathcal{T}^d} \int_0^T (\rho(t,x)u(t,x) - \rho(s,x)u(s,x))\pi_{\eta}(t-s)(u(t,x) - u(s,x)) \, ds \, dx \, dt \]

\[ = \int_0^T \int_{\mathcal{T}^d} \int_0^T (\rho(t,x)u(t,x) - \rho(s,x)u(s,x)) \]

\[ - \pi_{\eta}(t-s)[u(t,x) - \pi_{\eta} \ast u(t,x) - (u(s,x) - \pi_{\eta} \ast u(s,x))] \, ds \, dx \, dt \]

\[ + \int_0^T \int_{\mathcal{T}^d} \int_0^T (\rho(t,x)u(t,x) - \rho(s,x)u(s,x))\pi_{\eta}(t-s)\pi_{\eta} \ast (u(t,x) - u(s,x)) \, ds \, dx \, dt \]

\[ \leq C_{\eta_x}^\theta + \int_0^T \int_{\mathcal{T}^d} \int_0^T \pi_{\eta}(t-s) \int_{\mathcal{T}^d} \partial_r(\rho u) \, dr \int_{\mathcal{T}^d} \pi_{\eta} \ast (u(t,x) - u(s,x)) \, dx \, ds \, dt \]

\[ \leq C_{\eta_x}^\theta + \int_0^T \int_{\mathcal{T}^d} \pi_{\eta}(t-s) \left( \int_t^s \|\partial_r(\rho u)\|_{W_x^{-1,\gamma}} \, d\tau \right) \|\pi_{\eta} \ast (u(t,x) - u(s,x))\|_{W_x^{1,r}} \, ds \, dt \]

\[ \leq C_{\eta_x}^\theta \]

\[ + \left( \int_0^T \int_{\mathcal{T}^d} \pi_{\eta}(t-s) \left( \int_t^s \|\partial_r(\rho u)\|_{W_x^{-1,\gamma}} \, d\tau \right)^2 \, ds \, dt \right)^{\frac{1}{2}} \]

\[ \leq C_{\eta_x}^\theta + C_{\eta_x}^{-\alpha} \eta_x^{\beta} \]
Now, we want to estimate the term $J_2$ in a similar way. Since $\varrho \in L_t^\infty L_x^{\gamma}$ and $u \in L_t^2 W_x^{1,2}$, so the continuity equation gives $\partial_t \varrho \in L_t^2 W_x^{-1,\frac{6\gamma}{1+\gamma}}$, with $\frac{6\gamma}{1+\gamma} \geq \frac{18}{13}$ when $\gamma \geq \frac{9}{5}$. Again using the identity

$$u(t, x) - u(s, x) = (u(t, x) - \pi_{\eta_*} * u(t, x) - (u(s, x) - \pi_{\eta_*} * u(s, x))) + \pi_{\eta_*} * (u(t, x) - u(s, x))$$

for the term $J_2$, we obtain

$$\begin{align*}
\int_0^T \int_{T_0}^T (\varrho(t, x) - \varrho(s, x)) u(s, x) \pi_{\eta_*}(t-s)(u(t, x) - u(s, x)) \, ds \, dx \, dt \\
\leq C \eta_*^\theta + \int_0^T \int_{T_0}^T \int_0^T (\varrho(t, x) - \varrho(s, x)) \pi_{\eta_*} * u(s, x) \pi_{\eta_*}(t-s)(u(t, x) - u(s, x)) \, ds \, dx \, dt \\
\leq C \eta_*^\theta + \int_0^T \int_{T_0}^T \int_0^T \left( \int_t^s \partial_t \varrho \, d\tau \right) \pi_{\eta_*} * u(s, x) \pi_{\eta_*}(t-s) \pi_{\eta_*} * (u(t, x) - u(s, x)) \, dx \, dt \, dt \\
\leq C \eta_*^\theta + \int_0^T \int_{T_0}^T \pi_{\eta_*}(t-s) \left( \int_t^s \left\| \partial_t \varrho \right\|_{W_{x,1}^{1,18}} d\tau \right) \left\| \pi_{\eta_*} * u(s, x) \pi_{\eta_*} * (u(t, x) - u(s, x)) \right\|_{W_{x,1}^{1,18}} \, dt \, dt \\
\leq C \eta_*^\theta + C \int_0^T \int_{T_0}^T \pi_{\eta_*}(t-s) \left( \left\| \pi_{\eta_*} * u(s, x) \pi_{\eta_*} * (u(t, x) - u(s, x)) \right\|_{W_{x,1}^{1,18}} \right) \, dt \, dt \\
\leq C \eta_*^\theta + C \eta_*^{-\alpha} \eta_*^\beta,
\end{align*}$$

where we use the fact that there exists $\alpha > 0$ such that $\left\| \pi_{\eta_*} * u(s, x) \right\|_{L_t^2 W_x^{1,18}} \leq \eta_*^{-\alpha}$.

Choosing $\eta_*$ sufficiently small w.r.t. $\eta_*$, for example $\eta_* = \eta_0^{\frac{4}{5} + \frac{\theta}{5}}$, we finally estimate the sum of $J_1$ and $J_2$ as

$$\int_0^T \int_{T_0}^T \varrho(u - \pi_{\eta_*} * u)^2 \, dx \, dt \leq C \eta_*^{\theta'},$$

for some constant $\theta' > 0$. From the above relation, we want to deduce the following:

$$\int_0^T \int_{T_0}^T \varrho(u - \pi_{\eta_*} * u) \, dx \, dt \leq C \eta_*^{\theta'}.$$

To do this, we consider two cases:

$$|u - \pi_{\eta_*} * u(t, x)| \leq \eta_*^{\theta'} \quad \text{and} \quad |u(t, x) - \pi_{\eta_*} * u(t, x)| > \eta_*^{\theta'}.$$

Then a straightforward computation yields

$$\int_0^T \int_{T_0}^T \varrho(u - \pi_{\eta_*} * u) \, dx \, dt \leq \int_0^T \int_{T_0}^T \varrho \left( \eta_*^{\theta'} + \eta_*^{-\theta'} |u - \pi_{\eta_*} * u|^2 \right) \, dx \, dt \leq C \eta_*^{\theta'}.$$

Now, taking $\eta = \eta_*$ and $\varrho = \eta_*^{\theta'}$ we conclude the proof. $\Box$
A.4 Proof of Lemma 13

At first we use Hölder inequality to obtain

\[
\int_{\mathbb{T}^d} \frac{dz}{(|z|+h)^d} \|D_{|z|}u(\cdot) - D_{|z|}u(\cdot + z)\|_{L^2} \leq \left( \int_{\mathbb{T}^d} \frac{dz}{(|z|+h)^d} \right)^{1/2} \left( \int_{\mathbb{T}^d} \frac{dz}{(|z|+h)^d} \|D_{|z|}u(\cdot) - D_{|z|}u(\cdot + z)\|_{L^2}^2 \right)^{1/2}
\]

The first component is proportional to $|\ln h|^{1/2}$, and so we only need to show that the latter term is bounded by $\|u\|_{W^{1,2}(\mathbb{T}^d)}$.

To avoid technical problems with properties of functions on torus we extend $u$ onto the whole $\mathbb{R}^d$ in such a way that $u$ is treated as a periodic function and then it is localized in such a way that it is $u$ for $x \in [-3\pi, 3\pi]^d$ and zero for $\mathbb{R}^d \setminus [-4\pi, 4\pi]^d$ (as the torus is $\mathbb{T}^d = [-\pi, \pi]^d$) and we name it $Eu$. Then it is clear that $\|Eu\|_{W^{1,2}(\mathbb{R}^d)} \leq C\|u\|_{W^{1,2}(\mathbb{T}^d)}$ and

\[
\|D_{|z|}u(\cdot) - D_{|z|}u(\cdot + z)\|_{L^2(\mathbb{T}^d)} \leq \|D_{|z|}Eu(\cdot) - D_{|z|}Eu(\cdot + z)\|_{L^2(\mathbb{R}^d)}.
\]

Using the above inequality, we have

\[
\int_{\mathbb{T}^d} \frac{dz}{(|z|+h)^d} \|D_{|z|}u(\cdot) - D_{|z|}u(\cdot + z)\|_{L^2(\mathbb{T}^d)}^2 \\
\leq \int_{\mathbb{T}^d} \frac{dz}{(|z|+h)^d} \int_{\mathbb{R}^d} \frac{1}{|z|} \left( \int_{B(0,|z|)} \frac{|\nabla Eu(x+w)|}{|w|^{d-1}} dw - \int_{B(0,|z|)} \frac{|\nabla Eu(x+z+w)|}{|w|^{d-1}} dw \right)^2 dx \\
= \int_{\mathbb{T}^d} \frac{dz}{(|z|+h)^d} \int_{\mathbb{R}^d} \frac{1}{|z|} \int_{B(0,|z|)} \frac{dw}{|w|^{d-1}} e^{iw \cdot \xi} (1 - e^{iz \cdot \xi}) |\nabla Eu| dx \cdot dx \\
= \int_{\mathbb{R}^d} d\xi |\nabla Eu|^2(\xi) \int_{\mathbb{T}^d} \frac{dz}{(|z|+h)^d} \frac{1 - e^{iz \cdot \xi}}{|z|^2} \int_{B(0,|z|)} \frac{dw}{|w|^{d-1}} e^{iw \cdot \xi}^2.
\]

We will next show that the integral

\[
I = \int_{\mathbb{T}^d} \frac{dz}{(|z|+h)^d} \frac{1 - e^{iz \cdot \xi}}{|z|^2} \left( \int_{B(0,|z|)} \frac{dw}{|w|^{d-1}} e^{iw \cdot \xi} \right)^2 \leq \int_{\mathbb{R}^d} \frac{dz}{|z|^2} \frac{1 - e^{iz \cdot \xi}}{|z|^2} \left( \int_{B(0,|z|)} \frac{dw}{|w|^{d-1}} e^{iw \cdot \xi} \right)^2
\]

is independent of $\xi$ and is bounded by a constant.

We first denote $\xi = |\xi| \omega_\xi$, and then by changing the variables for $t = |\xi| z$ and $v = |\xi| w$ we get the estimate

\[
I \leq \int_{\mathbb{R}^d} \frac{dt}{|t|^d} \frac{1 - e^{i\omega_\xi \cdot t}}{|t|^2} \left( \int_{B(0,|t|)} \frac{dv}{|v|^{d-1}} e^{i\omega_\xi \cdot v} \right)^2.
\]

Because both integrals are spherically symmetric, we can fix $\omega_\xi$ to be a unit vector, say $\omega_\xi = \epsilon_1$. So the integral $I$ is independent of $\xi$, and therefore in order to end the proof one should only show that it is bounded. We denote $v = (v_1, v')$, and for now we focus on the second integral only, i.e. $\int_{B(0,|t|)} \frac{dv}{|v|^{d-1}} e^{i\omega_\xi \cdot v}$.

Case 1. For $t$ small we can estimate $|e^{i1_1}| \leq 1$ and the integral is smaller than $C t$.  
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Case 2. For $t >> 1$ we split the integral as follows

$$
\int_{B(0,|t|)} \frac{dv}{|v|^{d-1}} e^{i v_1} = 2 \int_0^{|t|} dv_1 \int_{B^c(0,\sqrt{|t|^2-v_1^2})} e^{i v_1} \frac{dv'}{(\sqrt{v_1^2+|v'|^2})^{(d-1)/2}},
$$

(105)

where $B'$ denotes a ball in $d - 1$ dimensions. We first write $e^{i v_1} = \cos(v_1) + i \sin(v_1)$. We split the real part of the integral $\int_0^{|t|}$ into the integrals on the intervals $(0, \frac{\pi}{2})$, $(-\frac{\pi}{2}, \frac{k\pi}{2} + (k+1)\pi)$, $(-\frac{\pi}{2}, \frac{k\pi}{2} + (k+1)\pi)$ for $k = 1, \ldots, k_{|t|}, k_{|t|} = \left\lfloor \frac{|t|}{\pi} \right\rfloor$. The idea is just to show that above division gives rise to the alternating series, just to show that the integral is uniformly bounded in the meaning of Riemann’s integral i.e.

$$
\frac{1}{2} \int_{B(0,|t|)} \frac{dv}{|v|^{d-1}} e^{i v_1} = \int_0^{\pi/2} \Gamma dv_1 + (\sum_{k=1}^{k_{|t|}} (-1)^k \int_{-\pi/2+k\pi}^{-\pi/2+(k+1)\pi} \Gamma dv_1),
$$

(105)

where we denoted

$$
\Gamma = |\cos v_1| \int_{B^c(0,\sqrt{|t|^2-v_1^2})} \frac{dv'}{(\sqrt{v_1^2+|v'|^2})^{(d-1)/2}}.
$$

Note that the irrational part of the integral, related to $i \sin v_1$, is odd, so it sums up to zero.

In the above we have used that $\cos t = -\cos(\pi + t)$. We see that the integrals of $|\Gamma|$ are decreasing with $k$, and so the series is bounded by the first term, i.e. we have

$$
\frac{1}{2} \int_{B(0,|t|)} \frac{dv}{|v|^{d-1}} e^{i v_1} \leq \int_0^{\pi/2} \Gamma dv_1 + \int_{\pi/2}^{3\pi/2} \Gamma dv_1.
$$

We now want to estimate these integrals, for this we include the irrational part again, and estimate (105) on the intervals $(0, \frac{\pi}{2})$, $(-\frac{\pi}{2}, \frac{\pi}{2})$, assuming that $t > 2\pi$, we can write that

$$
\int_0^{\pi/2} \Gamma dv_1 \leq \int_0^{\pi/2} \Gamma dv_1 \int_{B^c(0,|t|)} \frac{dv'}{|v_1|^{d-1}} \leq C \int_0^{\pi/2} \Gamma dv_1 \int_{B^c(0,|t|)} \frac{dv'}{|v_1|^{d-1}} \leq C \int_0^{\pi/2} \Gamma dv_1 \int_{|v_1|}^{\pi/2} \frac{d|v'|}{|v_1|+|v'|} = C \int_0^{\pi/2} \Gamma dv_1 (|v_1| - \ln |v_1|) \leq C (\ln |t| + 1).
$$

For the second part the same way we obtain

$$
\int_{\pi/2}^{3\pi/2} \Gamma dv_1 \leq C \int_{\pi/2}^{3\pi/2} \Gamma dv_1 \int_0^{\pi/2} \frac{d|v'|}{|v_1|+|v'|} \leq C (\ln |t| + 1).
$$

Since $t > 2\pi$, we have $1 + \ln |t| \leq C \ln |t|$, so, summing up cases 1 and 2, we get that

$$
\int_{B(0,|t|)} \frac{dv}{|v|^{d-1}} e^{i v_1} \leq C \min\{t, \ln |t|\}.
$$

At last, coming back to (104), we obtain

$$
I \leq C \int_{B^d} \frac{dt}{|t|^d} \left| \frac{1 - e^{i \omega t}}{t^2} \right|^2 (\min\{t, \ln |t|\})^2 \leq C \left( \int_{B(0,1)} \frac{dt}{|t|^d} + \int_{B(0,1)^c} \frac{dt}{|t|^d} \right) \leq C,
$$

where we used that for $|t|$ small, i.e. for $t \in B(0,1)$ we can estimate $|1 - e^{i \omega t}| \leq |t|$. With this estimate in hand, we complete the proof. □
A.5 Proof of Lemma 15

Before we begin the proof, we introduce the following notation: For $0 < a, b \in \mathbb{R}$, the notation $a \approx b$ means that there exists a $\mu > 0$ such that

$$\mu a \leq b \leq \frac{1}{\mu} a.$$

From Parseval’s theorem for Fourier transform, we have

$$\int_{\mathbb{R}} \int_{\mathbb{R}^d} \left((-\Delta)_{-1} \text{div}_x \partial_t \varphi\right) W(t, x) \, dx \, dt = \int_{\mathbb{R}} \int_{\mathbb{R}^d} F_{\xi_0, \xi}(\left((-\Delta)_{-1} \text{div}_x \partial_t \varphi\right) F_{\xi_0, \xi}(W) \, d\xi \, d\xi_0$$

$$= - \int_{\mathbb{R}} \int_{\mathbb{R}^d} \xi_0 |\xi|^{-2} \xi \cdot F_{\xi_0, \xi}(\varphi) F_{\xi_0, \xi}(W) \, d\xi \, d\xi_0.$$

Using $F_{\xi_0, \xi}(\varphi) = |\xi| F_{\xi_0, \xi}(g)$ and $0 < \beta < 1$, we obtain

$$\int_{\mathbb{R}} \int_{\mathbb{R}^d} \xi_0 |\xi|^{-2} \xi \cdot F_{\xi_0, \xi}(\varphi) F_{\xi_0, \xi}(W) \, d\xi \, d\xi_0$$

$$= \int_{\mathbb{R}} \int_{\mathbb{R}^d} \left(\xi_0 |\xi|^{\beta-1} |\xi|^{-\beta} \xi \cdot F_{\xi_0, \xi}(g)\right) \left(|\xi_0|^{1-\beta} |\xi|^{-(1-\beta)} F_{\xi_0, \xi}(W)\right) \, d\xi \, d\xi_0$$

$$= \int_{\mathbb{R}} \int_{\mathbb{R}^d} F_{t,x}^{-1}(\xi_0 |\xi|^{\beta-1} |\xi|^{-\beta} \xi \cdot F_{\xi_0, \xi}(g)) \overline{F_{t,x}^{-1}(\xi_0 |\xi|^{1-\beta} |\xi|^{-(1-\beta)} F_{\xi_0, \xi}(W))} \, dx \, dt$$

$$\leq C \left\| F_{t,x}^{-1}(\xi_0 |\xi|^{\beta} F_{\xi_0, \xi}(g)) \right\|_{L^p_{t,x}} \left\| F_{t,x}^{-1}(\xi_0 |\xi|^{-(1-\beta)} F_{\xi_0, \xi}(W)) \right\|_{L^{p'}_{t,x}},$$

with $\frac{1}{p} + \frac{1}{p'} = 1$. Now our idea is to use the following observation

$$\left\| F_{t,x}^{-1}(\xi_0 |\xi|^{\beta} F_{\xi_0, \xi}(g)) \right\|_{L^p_{t,x}} \approx \left\| g \right\|_{W^\beta,p(\mathbb{R}; W^{1,\beta,p}(\mathbb{R}^d))},$$

which means that

$$F_{t,x}^{-1}(\xi_0 |\xi|^{\beta} F_{\xi_0, \xi}(g)) \in L^p(\mathbb{R}; W^{1,\beta,p}(\mathbb{R}^d)).$$

Then we want to interpolate $\left\| g \right\|_{W^\beta,p(\mathbb{R}; W^{1,\beta,p}(\mathbb{R}^d))}$ with $\left\| g \right\|_{L^q_{t}(\mathbb{R}^d)}$ and $\left\| \partial_t g \right\|_{L^{q'}_{t}(\mathbb{R}; W^{1,\beta,p}(\mathbb{R}^d))}$ for some $q$ and $q'$.

It is well known that for the homogeneous Triebel-Lizorkin space $\dot{F}_{p,\alpha}^s(\mathbb{R}^d)$, we have

$$\dot{W}^{s,p}(\mathbb{R}^d) = \dot{F}_{p,\alpha}^s(\mathbb{R}^d) \text{ for } s \in \mathbb{R} \text{ and } 1 < p < \infty \quad (106)$$

with equivalent norms. Therefore, using Duoandikoetxea [8] Theorem 8.7, we obtain

$$\left\| F_{t,x}^{-1}(\xi_0 |\xi|^{\beta} F_{\xi_0, \xi}(g)) \right\|_{L^p_{t,x}} \approx \left\| \left( \sum_{k,l} 2^{2k(1-\beta)} 2^{2l} g_{k,l} \right)^{\frac{1}{2}} \right\|_{L^p_{t,x}}$$

where

$$g_{k,l} = \Delta_k^l \Delta_l^j F_{\xi_0, \xi}(g).$$
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with \( \Delta^\xi_t \) and \( \Delta^r_t \) are the homogeneous dyadic blocks in space variable and time variable, respectively. Next, using Holder inequality, we obtain

\[
\left\| \left( \sum_{k,l} 2^{2k(1-\beta)2\alpha g^2_{k,l}} \right)^{\frac{1}{2}} \right\|_{L^p_{t,x}} \leq \left\| \left( \sum_{k,l} 2^{2k g^2_{k,l}} \right)^{1-\beta} \left( \sum_{k,l} 2^{2\alpha g^2_{k,l}} \right)^{\beta} \right\|_{L^p_{t,x}}^{\frac{1}{2}}
\]

with \( \frac{1}{r_1} + \frac{1}{r_1'} = \frac{1}{p} \). Considering \( r = \frac{r_1}{p} \) and \( r' = \frac{r_1}{p} \), we introduce

\[
q = (1 - \beta)p \text{ and } q' = \beta pr'
\]

to deduce

\[
\left\| \left( \sum_{k,l} 2^{2k(1-\beta)2\alpha g^2_{k,l}} \right)^{\frac{1}{2}} \right\|_{L^p_{t,x}} \leq \left\| \left( \sum_{k,l} 2^{2k g^2_{k,l}} \right)^{1-\beta} \right\|_{L^p_{t,x}}^{\frac{1}{2}} \left\| \left( \sum_{k,l} 2^{2\alpha g^2_{k,l}} \right)^{\beta} \right\|_{L^{p'}_{t,x}}^{\frac{1}{2}},
\]

with the following relation between \( p, q, q' \) and \( \beta \):

\[
1 = p \left( \frac{1-\beta}{q} + \frac{\beta}{q'} \right).
\]

Again, using the equivalence of Sobolev and Triebel-Lizorkin space \[106\], we have

\[
\left\| \left( \sum_{k,l} 2^{2k g^2_{k,l}} \right)^{\frac{1}{2}} \right\|_{L^p_{t,x}} \approx \left\| F^{-1}_{t,x} (|\xi|^1 F_{\xi,0,\xi}(g)) \right\|_{L^p_{t,x}} = \left\| F^{-1}_{t,x} (F_{\xi,0,\xi}(\varphi)) \right\|_{L^p_{t,x}} = \|\varphi\|_{L^p_{t,x}}
\]

and

\[
\left\| \left( \sum_{k,l} 2^{2\alpha g^2_{k,l}} \right)^{\frac{1}{2}} \right\|_{L^{p'}_{t,x}} \approx \left\| F^{-1}_{t,x} (|\xi|^1 F_{\xi,0,\xi}(g)) \right\|_{L^{p'}_{t,x}} = \left\| F^{-1}_{t,x} (|\xi|^1 F_{\xi,0,\xi}(\varphi)) \right\|_{L^{p'}_{t,x}} = \|\varphi\|_{L^{p'}_{t,x}}
\]

The above two estimates yield

\[
\left\| F^{-1}_{t,x} (|\xi|^1 |\xi|^1 F_{\xi,0,\xi}(g)) \right\|_{L^p_{t,x}} \leq \|\varphi\|_{L^p_{t,x}}^{1-\beta} \|\nabla \varphi\|_{L^{p'}_{t,x}}^\beta.
\]

For the term \( \left\| F^{-1}_{t,x} (|\xi|^1 |\xi|^1 F_{\xi,0,\xi}(W)) \right\|_{L^p_{t,x}} \), we proceed analogously and obtain

\[
\left\| F^{-1}_{t,x} (|\xi|^1 |\xi|^1 F_{\xi,0,\xi}(W)) \right\|_{L^p_{t,x}} \leq \|W\|_{L^p_{t,x}}^{1-\alpha} \|\nabla W\|_{L^{p'}_{t,x}}^\alpha.
\]
where \( 1 - \beta = \alpha \) and the relation between \( p', \bar{q}, \bar{q}' \) and \( \alpha \) is given by

\[
1 = p'(\frac{1 - \alpha}{\bar{q}} + \frac{\alpha}{\bar{q}'}). \]

Moreover, we have

\[
1 - \frac{1}{\bar{q}'} - \frac{1}{\bar{q}} = \alpha \left( \frac{1}{\bar{q}} + \frac{1}{\bar{q}'} - \frac{1}{\bar{q}} - \frac{1}{\bar{q}'} \right). \]

The assumption (80) implies \( 0 < \alpha < 1 \). Summing up the estimates (107) and (108), we get our desired result. \( \square \)

### A.6 Existence of solutions to parabolic systems

**Lemma 16** Let \( p > 1 \). Let \( a \) be sufficiently smooth and satisfies

\[
0 < a_* \leq a(t, x) \leq a^* < \infty, \nabla a \in L^\infty(0, T; \mathbb{R}^d) \text{ and } a \in C^\alpha(0, T; C_0(\mathbb{R}^d)) \text{ for } \alpha > 0
\]

Moreover, we assume

\[
u_0 \in W^{1-2/p,p}(\mathbb{T}^d), \quad F \in L^p(0, T; L^p(\mathbb{T}^d)) \text{ and } G \in L^p(0, T; L^p(\mathbb{T}^d))
\]

Then the solution \( u \) of

\[
a \partial_t u - \text{div } S(u) = \text{div } F + G, \quad u|_{t=0} = u_0
\]

satisfies the following bound

\[
\|\partial_t u\|_{L^p_t W^{1-1/p}_x} + \|\nabla u\|_{L^p_t L^p_x} \leq C(T)(\|F\|_{L^p_t L^p_x} + \|G\|_{L^p_t L^p_x} + \|u_0\|_{W^{1-2/p,p}_x}). \tag{110}
\]

**Proof.** The result belongs to the classical theory of parabolic systems. Since such results are consequences of several results from [7] and [9] we here give a sketch of the proof to satisfy readers. The first step which is required by the structure of regularity is reformulation of (109) in the following form:

\[
\partial_t u - b \Delta u = \nabla f,
\]

with \( f \in L^p(0, T; L^p(\mathbb{T}^d)) \).

**Step 1.** The basic result is: if \( \bar{b} \in [b_*, b^*] \) it is a constant then the solution to

\[
\partial_t u - \bar{b} \Delta u = \nabla f
\]

fulfills

\[
\|\partial_t u\|_{L^p_t W^{1-1/p}_x} + \|\nabla u\|_{L^p_t L^p_x} \leq C(b_*, b^*)(\|f\|_{L^p_t L^p_x} + \|u_0\|_{W^{1-2/p,p}_x}).
\]

**Step 2.** In this part we fix the time in the coefficient \( b \), i.e. we consider a time-independent in (110). Let \( \pi_k \) be a partition of unity. We are required to

\[
\text{diam supp } \pi_k \leq \lambda.
\]

Let \( k \) be fixed, and let us set \( \pi = \pi_k \). We consider

\[
\partial_t (\pi u) - b \Delta (\pi u) = \nabla (\pi f) - \nabla \pi f + b \nabla \pi \nabla u + b \Delta \pi u.
\]
Let \( \bar{b} = b(x_k) \) such that \( \pi_k(x_k) = 1 \), then

\[
\partial_t (\pi u) - \bar{b} \Delta (\pi u) = \nabla (\pi f) - \nabla \pi f + b \nabla \pi \nabla u + b \Delta \pi u + (b - \bar{b}) \Delta (\pi u).
\]

We just deal with the key elements of the r.h.s.. First, we take \( f \nabla \pi \), which is of higher order but with bad dependence form \( \lambda \). This part is formally related with the following problem

\[
\partial_t w - \bar{b} \Delta w = f \nabla \pi, \quad w|_{t=0} = 0.
\]

Then we have

\[
\sup_t \|w\|_{W^{2-2/p,p}} + \|\partial_t w, \nabla^2 w\|_{L^p_t} \leq C \|f \nabla \pi\|_{L^p_t}
\]

with constant independent of \( T \). Then we get (for \( p > 2 \) that

\[
\|\nabla w\|_{L^p_t} \leq CT^{1/p} \sup_t \|w\|_{W^{1-2/p,p}} \leq CT^{1/p} \|f \nabla \pi\|_{L^p_t} \leq CT^{1/p} \lambda^{-1} \|f\|_{L^p((0,T) \times \text{supp } \pi)}.
\]

The second term is

\[
\|(b - \bar{b}) \Delta (\pi u)\|_{L^p_t W^{-1,p}} \leq \|\text{div}(b - \bar{b}) \nabla (\pi u)\|_{L^p_t W^{-1,p}} + \|\nabla b \nabla (\pi u)\|_{L^p_t W^{-1,p}}
\]

\[
\leq C \|b - \bar{b}\|_{L^\infty(\text{supp } \pi)} \|\nabla (\pi u)\|_{L^p((0,T) \times \text{supp } \pi)}) + CT^{1/p} \|\nabla b\|_{L\infty} \|\nabla (\pi u)\|_{L^p_t}
\]

\[
\leq C(\lambda + T^{1/p}) \|\nabla b\|_{L\infty} \|\nabla (\pi u)\|_{L^p_t}.
\]

Thus all together we obtain

\[
\|\nabla (\pi u)\|_{L^p_t} \leq C ((1 + T^{1/p} \lambda^{-1}) \|f\|_{L^p((0,T) \times (\text{supp } \pi)})
\]

\[
+ (\lambda + T^{1/p}) \|\nabla (\pi u)\|_{L^p_t} + T^{1/p} \lambda^{-1} \|\nabla u\|_{L^p(0,T; L^p(\text{supp } \pi))}.
\]

Now as \( \lambda + T^{1/p} \) is small, we deduce

\[
\|\nabla (\pi u)\|_{L^p_t} \leq C ((1 + T^{1/p} \lambda^{-1})^p \|f\|_{L^p(0,T; L^p(\text{supp } \pi)))} + (T^{1/p} \lambda^{-1})^p \|\nabla u\|_{L^p(0,T; L^p(\text{supp } \pi)))}.
\]

Let \( N \) be the cover number of the union of supp \( \pi_k \), then we can estimate

\[
\|\nabla u\|_{L^p_t} \leq N^{p-1} \sum_k \|\nabla (\pi_k u)\|_{L^p_t}
\]

\[
\leq C N^{p-1} \sum_k [(1 + T^{1/p} \lambda^{-1})^p \|f\|_{L^p(0,T; L^p(\text{supp } \pi_k))} + (T^{1/p} \lambda^{-1})^p \|\nabla u\|_{L^p(0,T; L^p(\text{supp } \pi_k))}]
\]

\[
\leq C N^{p-1} \|f\|_{L^p_t} + C N^{p-1} \epsilon \|\nabla u\|_{L^p_t}
\]

as \( T^{1/p} \lambda^{-1} < 1 \) and \( (T^{1/p} \lambda^{-1})^p \leq \epsilon \). For \( \epsilon \) small the last term can be absorbed by the l.h.s. and we get

\[
\|\nabla u\|_{L^p_t} \leq C \|f\|_{L^p_t}.
\]

Hence for \( b \) time-independent we get

\[
\|\partial_t u\|_{L^p_t W^{-1,p}} + \|\nabla u\|_{L^p_t} \leq C \|b_* b^*, \nabla b\|_{L\infty} (\|f\|_{L^p_t L^p} + \|u_0\|_{W^{1-2/p,p}}).
\]

Now we need to make \( b \) time dependent.
Step 3. As b is time dependent we can consider equation (111) in the form
\[ \partial_t u - b(0, x) \Delta u = (b(t, x) - b(0, x)) \Delta u + \nabla f, \quad u|_{t=0} = u_0. \]

Then we restate the first term of the l.h.s. as follows
\[ (b(t, x) - b(0, x)) \Delta u = \text{div}((b(x, t) - b(x, 0)) \nabla u + \nabla b \nabla u. \]

So from the Step 2 we know that this term generates the following impact on the estimate
\[ \| \partial_t u \|_{L^p_tW^{1,p}_{x}} + \| \nabla u \|_{L^p_tW^{1,p}_{x}} \leq C(\lambda^\alpha + T^{1/p})(\| b \|_{C^{\alpha}_{t,T^*}L^\infty_x} + \| \nabla b \|_{L^\infty_{t,x}}) \| \nabla u \|_{L^p_tW^{1,p}_{x}}, \]

where we used the fact that \( b \in C^\alpha(0, T; C_b) \). Therefore, for short time we get (112) in form
\[ \| \partial_t u \|_{L^p_tW^{1,2/p}_{x}} + \| \nabla u \|_{L^p_tW^{1,2/p}_{x}} \leq C(b_*, b^*, \| \nabla b \|_{L^\infty_{t,x}}, \| b \|_{C^{\alpha}_{t,T^*}}) (\| f \|_{L^p_tL^p_x} + \| u_0 \|_{W^{1,2/p}_{x}}). \]

The above inequality is valid for time interval \([0, T^*]\) for small \( T^* \), then from the trace theorem we control the \( W^{1,2/p}_{x} \) norm of \( u|_{t=T^*} \) in terms of the l.h.s. of above and \( u_0 \). From that, we can obtain the estimate for \([T^*, 2T^*]\) with the same constant \( C \) considering \( u|_{t=T^*} \) instead of \( u_0 \). Thus the inequality can be continued step by step with increase of the constant in (110) with factor \( e^{CT^*} \). The proof of the Lemma is concluded. □
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