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Abstract—Most methods tackling the phase retrieval problem of magnitude-only antenna measurements suffer from unrealistic sampling requirements, from unfeasible computational complexities, and, most severely, from the lacking reliability of nonlinear and nonconvex formulations. As an alternative, we propose a partially coherent (PC) multi-probe measurement technique and an associated linear reconstruction method which mitigate all these issues. Hence, reliable and accurate phase retrieval can be achieved in near-field far-field transformations (NFFFTs). In particular, we resolve the issues related to open measurement surfaces (as they may emerge in drone-based measurement setups) and we highlight the importance of considering the measurement setup and the phaseless NFFFT simultaneously. Specifically, the influence of special multi-probe arrangements on the reconstruction quality of PC solvers is shown.

Index Terms—phaseless/magnitude-only near-field antenna measurements, multi-probe antennas, antenna under test (AUT), partial coherence, near-field far-field transformation, planar & cylindrical measurement setups.

I. INTRODUCTION

The task of recovering the phase of a signal from measurements of its magnitudes, referred to as phase retrieval, has received considerable attention over the past decades and the reasons for this are at least twofold. First, phase measurements are impractical or unfeasible for a manifold of applications—ranging from the fields of optics [1], [2], imaging [3]–[8], X-ray crystallography [6], [7], transmission (electron) microscopy [8], [9], coherent diffraction imaging [10], [11] to ptychography [12]. Hence, phase retrieval problems arise from many measurement scenarios in these fields.

Second, no truly reliable phase reconstruction algorithm exists so far—despite the existence of a vast collection of literature in this field, e.g., related to nonconvex algorithms [1], [13]–[15] and to convex ones [17]–[19]. While satisfactory results have been reported for linear measurements based on hypothetical random processes, i.e., where the measurement matrix stems from a normal distribution [20], existing approaches return highly sub-optimal solutions for realistic data including that of electromagnetic field measurements. The antenna measurement community has tried to improve the quality of the phaseless measurement data, and, thus, the suitability for phase reconstruction, by employing multiple measurement surfaces [21]–[28], by utilizing specialized probe antennas [29]–[34], by exploiting multi-frequency data [35]–[37], and by considering information about spatial derivatives [38]. While each of the attempts may yield improved results in the reported cases, there is no doubt about one fundamental flaw inherent to all existing methods. None of the approaches is guaranteed to work when applying the same principle to a slightly different problem. In particular, all nonconvex solvers suffer from the problem of local minima, which might even not be recognizable as such in the presence of noise. It follows that for all the (previously cited) algorithms in literature that they cannot judge whether a retrieved complex solution is false or close to the true solution based on the available observation data.

Despite the lack of a verifiable condition for success, the modified measurement setups and techniques empirically improve the chance of accurate phase retrieval. Consider the following scenario for an illustration. If a measurement and phase retrieval setup, i.e., a combination of probe antennas, measurement surfaces and sampling density with a phase retrieval algorithm, is applied for the phaseless near-field (NF) characterization of two similar unknown antennas under test (AUTs), the procedure may arbitrarily fail for one set of data while it may provide accurate results for the other AUT. Arguably, this lack of reliability of phase retrieval algorithms prevails for a wide class of applications, including that of phaseless NF far-field transformations (NFFFTs). So far, magnitude-only measurement techniques and reconstruction algorithms have advanced in parallel, but mostly independent from each other. The essential behavior and properties of phase reconstructions for NF data have, thus, not changed—phase retrieval remains a highly nonlinear task with the described lack of reliability.

Since all approaches (so far) working with magnitude-only data are doomed to fail eventually for some input data, a simultaneous advance in sophisticated measurement techniques and innovative phase-retrieval algorithms is, in our opinion, the preferred way to advance in order to optimally integrate all observable information into the phase reconstruction process. We have proposed a first symbiosis between specialized measurement data and phase retrieval formalism in [39], [39]. By assuming partial coherence (PC) in the measurement signal, the originally nonlinear retrieval task is drastically simplified and can be solved reliably by various linearized formulations. In the context of phaseless NF antenna measurements, the assumption of PC can conveniently be realized at the expense of employing multi-channel receivers connected to probe antenna arrays. At the same time, a necessary condition for the success of the linearized formulations exists. This bound on the required number of measurements is experienced to be sufficient in practice and allows for a deterministic prediction of success or failure of the phase retrieval—an unprecedented accomplishment for phaseless NFFFTs.

In this contribution, we consider truncated NF measurements, which are for instance encountered for the in-situ characterization of AUTs by means of unmanned aerial vehicles (UAVs) [40]–[43], and tackle the challenges arising for the techniques discussed in [38]. [39]. The theory of NFFFTs with incomplete phase information is discussed in Section II Subsection II-A focuses on NF measurements...
on truncated surfaces. In Subsection II-B a linearized formulation for PC is discussed, particularly regarding possible weaknesses. Subsection II-C discusses the challenges of truncated measurement surfaces. Transformation results of synthetic NF data, based on a real-world UAV flight trajectory, are then discussed in Section III showcasing the advantage of the modified linearized retrieval algorithm over the unmodified variant and an existing nonlinear phase retrieval approach for PC data. Furthermore, we demonstrate that the design of the PC measurement technique plays a crucial role for any PC phase retrieval technique — may it be linear or nonlinear. This highlights the importance of our previous point that for significant advances in the retrieval technique — may it be linear or nonlinear. This highlights the importance of our previous point that for significant advances in the field of phaseless NFFFTs, measurement techniques and algorithms have to be studied and improved simultaneously due to their inherent interdependency.

II. TRUNCATED MEASUREMENTS WITH INCOMPLETE PHASE INFORMATION

A. Phaseless NFFFT

A phaseless NFFFT can be formulated as finding the unknown coefficients $\mathbf{z} \in \mathbb{C}^n$ of a known AUT representation as solution of

$$|\mathbf{A}\mathbf{z}|^2 = |\mathbf{b}|^2, \quad (1)$$

where the measurement matrix $\mathbf{A} \in \mathbb{C}^{m \times n}$ represents the linear relationship between the AUT coefficients and the complex-valued measurement vector $\mathbf{b} \in \mathbb{C}^m$ acquired by the probe antennas. The magnitude operator $| \cdot |$ and the exponential $e^{i \cdot}$ act element-wise on any vector. Based on the uniqueness and surface equivalence theorem 23, the complete far field (FF) of the AUT can uniquely be determined from measurements of the tangential fields acquired on a closed surface surrounding the AUT. The functional principle of an equivalent-source-based NFFFT contains two steps. First, an equivalent representation 21, i.e., vector spherical wave functions or current densities, of the AUT is determined from the probe signals acquired on the measurement surface(s). Second, the FF of these equivalent sources is evaluated, which equals the FF of the AUT. The absence of phase information does only alter the first part of the transformation. With full phase information, a linear system of equations has to be solved. When incomplete or no phase information is available, the nonlinear system of equations in (1) is encountered and a phase retrieval procedure is required.

Whenever NF measurements on incomplete measurement surfaces are acquired, e.g., on single planar or cylindrical surfaces, the reconstructed FF in the direction of the regions lacking measurement data is in general not valid. As the fields radiated in these directions do not have to be represented by the equivalent sources, the latter may be modified, i.e., reduced or truncated, leading to a smaller number of unknowns. However, it is not strictly necessary to modify the equivalent sources according to the measurement geometry and often not even possible without complicating the overall approach, e.g., in case of spherical vector wave functions 26. In any case, it can happen that the measurement samples in the truncated measurement region are no longer sufficient to uniquely determine, i.e., restrict, the equivalent sources and that so-called non-radiating sources $\mathbf{z}_{nr}$ may occur. From a mathematical point of view, these sources reside in the null space of the operator $\mathbf{A}$, i.e., $\mathbf{A}\mathbf{z}_{nr} = \mathbf{0}$, and are, thus, not observable by the probe antennas. The term “non-radiating” only refers to fields at the measurement locations. While the sources do not generate any fields in the (truncated) measurement region, it is likely that they generate significant fields outside the actual measurement region. This artificial null space associated with truncated NF measurement setups can be avoided in at least three ways. First, a change of basis, e.g., via a truncated singular value decomposition (SVD), may be applied, allowing to represent the AUT in terms of radiating and non-radiating currents with respect to the available measurement samples, where only the radiating ones are employed in the solution process. Second, a regularized solver can be employed, which keeps the $\ell_2$-norm of the source coefficients small such that unobservable currents are suppressed. Third, artificial measurement entries of zero value can be added within the regions which have not been covered in the measurement process. By adding the corresponding rows in the forward operator, the dimension of the potential null space is reduced and a non-trivial null space in the forward operator (with influence on the radiated fields) is effectively avoided. The spatial separation between the original samples and the artificial zero-field locations has to be chosen carefully. While a narrow gap ensures elimination of most parts of the null space, it represents a physically impossible field distribution and may deteriorate the accuracy of the retrieved FF in the valid radiation directions.

B. Partially Coherent Transformation

In line with the ideas presented in 38, 39, the availability of incomplete phase information in the measurement vector $\mathbf{b}$ is assumed and a linearized phase retrieval algorithm is derived. We assume a simplistic scenario of PC, which allows a convenient introduction of the underlying equations.

Suppose that we have measured an AUT twice, once with a single probe antenna and a single-channel receiver yielding $\mathbf{b}_1 \in \mathbb{C}^{m_1}$, and a second time with a two-element probe antenna array connected to a two-channel receiver resulting in $\mathbf{b}_2 \in \mathbb{C}^{m_2}$ and $\mathbf{b}_3 \in \mathbb{C}^{m_2}$, where the two-element probe array is placed at $m_2$ sample locations. We further require that the two-channel receiver, measuring $\mathbf{b}_2$ and $\mathbf{b}_3$, is able to observe the phase difference between its two channels — which is possible with scalar receivers via linear combinations (LCs), e.g., 29, 30, 39, or a vectorial device with coherent channels, e.g., a standard multi-channel vector network analyzer or a suitable software defined radio 42. It follows that the phase differences between the $k$th entries in $\mathbf{b}_2$ and $\mathbf{b}_3$ for $k \in \{1, ..., m_2\}$ is, thus, known.

Without loss of generality, we consider the particular values of $m_1 = 1$, $m_2 = 2$ for the measurement vectors

$$\mathbf{b}_1 = |b_{11}| e^{i \varphi_{11}}, \quad \mathbf{b}_2 = \begin{bmatrix} |b_{21}| e^{i \varphi_{21}} \\ |b_{22}| e^{i \varphi_{22}} \end{bmatrix}, \quad \mathbf{b}_3 = \begin{bmatrix} |b_{31}| e^{i \varphi_{31}} \\ |b_{32}| e^{i \varphi_{32}} \end{bmatrix}, \quad (2)$$

which include observed magnitudes and unknown phase terms $e^{i \varphi_{jk}}$. However, the complex exponentials of phase differences $e^{i(\varphi_{j1} - \varphi_{21})}$ and $e^{i(\varphi_{j2} - \varphi_{22})}$ are observable by the assumed two-channel receiver. This fact is exploited when we formulate the inverse-source problem

$$\mathbf{A}^\dagger \mathbf{b} = \mathbf{A}\mathbf{z} = \mathbf{b} = \begin{bmatrix} |b_{11}| & 0 \\ 0 & |b_{21}| \\ 0 & 0 \\ |b_{31}| e^{i(\varphi_{31} - \varphi_{21})} \\ 0 & 0 \\ 0 & |b_{32}| e^{i(\varphi_{32} - \varphi_{22})} \end{bmatrix}^T \begin{bmatrix} e^{i \varphi_{11}} \\ e^{i \varphi_{21}} \\ e^{i \varphi_{22}} \\ \psi_1 \\ \psi_2 \end{bmatrix}, \quad (3)$$
where the remaining phase unknowns of only \( b_1 \) and \( b_2 \) are stacked in the vector \( \psi \in \mathbb{C}^q \) (with \( |\psi| = 1 \), \( 1 \) being a suitable all-ones vector), and \( A^\dagger \) is the pseudo inverse of \( A \). The operator \( \text{diag}(|b|) = B \in \mathbb{R}^{m \times m} \) constructs a diagonal matrix from the observed magnitudes and the known phase differences are placed inside the phase-difference matrix \( C \in \mathbb{C}^{m \times q} \). Comparing the farmost left-hand and right-hand sides of (3) reveals that we have been able to eliminate the source coefficients \( z \). This becomes more obvious by rewriting (3) as
\[
(1 - AA^\dagger)BC\psi = 0 \tag{4}
\]
\[
s.t. \ |\psi| = 1.
\]
In the side constraint of (4), we have already relaxed the nonconvex condition on all of the magnitudes \( |\psi| = 1 \) of the remaining phase unknowns to only affect the single \( s \)th entry \( |\psi_s| \), which represents a convex restriction. In essence, (4) is an alternative formulation to that in (10) of [39]. Here, a reduced number of unknowns at the expense of a larger computational effort due to the occurrence of the pseudo inverse matrix \( A^\dagger \) is achieved compared to the formulation in [39]. Note that both formulations have, in a different notation, already been mentioned in [38].

The idea of (4) is to determine the remaining unknown phases in the vector \( \psi \) such that no physically incorrect portions are generated, which might contradict the source model, when combined with the known phase differences in the matrix \( C \) and the measured magnitudes in \( B \). In other words, whenever the combination of phases with magnitudes can be generated by the underlying model, i.e., by the forward operator \( A \), the term on the left-hand side in the equation in (4) will be zero. The projector \( AA^\dagger \) removes portions which do not agree with the equivalent model, while the identity matrix \( I \) leaves any vector unchanged — the difference \( I\hat{b} - AA^\dagger \hat{b} \) will, thus, reveal inappropriate portions in \( \hat{b} \).

\[\text{C. Considerations for Truncated Measurement Surfaces}\]

We have shown in [38] that two formulations related to (4) have a unique, non-trivial homogeneous solution, i.e., the dimension of the null space of the involved operator (including the projection matrix) is one. A necessary but not sufficient condition for a unique solution was derived as [38]
\[m - \text{rank}(A) \geq \text{rank}(BC) - 1 \tag{5}\]
dependent on the rank of the forward matrix and the product \( BC \). For any realization of the phase retrieval concept, we must ensure that the dimensionality of the null space remains one. This may be checked in general for the operator of (4) \((1 - AA^\dagger)BC\) (which contains the measured magnitudes and phase differences) only after the measurements have been taken.

With reference to the discussion of truncated measurement surfaces in Subsection II-A, we already know beforehand that such a problem may occur. Suppose that the operator \( A \) exhibits a non-trivial null space by construction, e.g., caused by a truncated NF measurement setup. Hence, we know that the operator \( A \) allows the existence of non-trivial sources \( z_{nr} \) which are not observable at the measurement surface but do radiate in other (NF and FF) regions. When solving (4), intermediate quantities in the source domain are computed, e.g.,
\[z' = A^\dagger BC\psi = z + z_{nr}. \tag{6}\]
Note that the product of \( BC \) is ensured to have full rank by construction, i.e., \( \text{rank}(BC) = q \), if \( \hat{b} \) does not contain zero entries. Thus, only the kernel of \( A \) is of interest. Having \( z_{nr} \) with an arbitrary scaling is a valid homogeneous solution of (3). This is a serious issue since the whole linearization of the phase retrieval problem is based on retrieving a unique non-trivial null-space vector. If not taken care of properly, this may render the linearized phase retrieval strategy useless. When the source quantities are affected by non-radiating sources, the energy in \( z_{nr} \) may grow extremely large in comparison to the desired solution. This depends to some extent on the employed solver. However, with an increasing homogeneous part in the source vector \( z' \), the NF radiation in the truncation region grows larger. Eventually, the FF is dominated by contributions in the truncation regions and, as a consequence, numerical cancellation errors and leakage of the huge radiation in the truncation region into the valid measurement region may adversely affect the solution of (4).

Figure 1 illustrates the impact of an artificial null space in the forward operator on the FF obtainable with a fully coherent transformation. A truncated cylindrical NF measurement setup is employed (identical to the one discussed in Section III) and the transformation is performed via a direct solver and without regularization of the equivalent sources. In line with the discussion above, the fields outside the sampled region are not bound, such that non-radiating currents are excited during the solution process. These currents generate arbitrary, potentially large fields outside the valid region, as seen in Fig. 1. By artificially enforcing the field to be zero in the unsampled NF areas, the non-trivial null space is suppressed, the trivial solution is enforced in the truncation region, and non-radiating currents are avoided. The procedure leads to the curves labeled with the suffix “+0” in Fig. 1 and is explained in more detail in the results section. As observed, the unbounded radiation negatively affects the FF in the ranges \( 50^\circ < \varphi < 100^\circ \) and \( 250^\circ < \varphi < 300^\circ \) for the considered \( \vartheta = 90^\circ \) cut, and, overall, the accuracy in the valid measurement region (approximately \( 70^\circ < \varphi < 290^\circ \), see Fig. 2) is increased for the case “+0”.

III. TRANSFORMATION OF DRONE-BASED DATA WITH PARTIAL COHERENCE

The effect of truncated NF measurements and the inherent null space in the forward operator on the performance of the linearized phase retrieval solver in (4) for PC is investigated for synthetic data on a real-world UAV flight trajectory. A simulation model of the aluminum tapered-slot antenna (ALUTSA), described in [47], was employed to generate NF data, and the sampling locations were placed on a UAV flight trajectory acquired with the multicopter and positioning system described in [42]. In this way, NF data for arbitrary probe antennas at realistically and irregularly distributed
acquisition points could be generated. Note that the probe orientation angles were taken from the drone data set (6D position data). The cylindrical flight path and the resulting field values of the co-polarization of the ALUTSA model are drawn in Fig. 2. The radiation of the ALUTSA is here modeled by equivalent sources placed on an enclosing box, drawn in red. In order to avoid inverse crime in the field transformations, $n = 3 \times 10^3$ Hertzian dipoles placed on the surface of the blue sphere around the original model are utilized as the equivalent source representation for the transformation. Field regions which have not been sampled in the course of the truncated cylindrical measurement have been marked in green color in Fig. 2.

For the given drone locations and orientations, the two probe antenna arrays illustrated in Fig. 3 have been employed for data generation. They consist of four elements each, here Hertzian dipoles, which sample the vertical and horizontal component of the electric field, or an equally weighted sum of both field components. The horizontal and vertical spacing between the elements is approximately one wavelength.

In Fig. 3, the probe antenna arrays illustrated in combination with the virtual measurement setup of Fig. 2. The two-dimensional arrays consist of four Hertzian dipoles, which sample the tangential electric field within the plane of the probe. The arrows indicate the acquisition of the vertical, horizontal or an equally weighted sum of both field components. The horizontal and vertical spacing between the elements is approximately one wavelength.

Fig. 2. A synthetic NF antenna measurement setup combining the ALUTSA as an AUT with a real-world drone trajectory for the definition of the measurement locations and probe orientations. The ALUTSA currents for NF generation are located on the red box, whereas for the field transformations equivalent surface current densities on an enclosing sphere, indicated in blue, are assumed. The green areas mark regions which have not been sampled and which may require special treatment within the phaseless transformation process.

Fig. 3. Probe antenna arrays employed in combination with the virtual measurement setup of Fig. 2. The two-dimensional arrays consist of four Hertzian dipoles, which sample the tangential electric field within the plane of the probe. The arrows indicate the acquisition of the vertical, horizontal or an equally weighted sum of both field components. The horizontal and vertical spacing between the elements is approximately one wavelength.

Fig. 4. The obtained NF deviation when varying the number of measurements for $n_{\text{SNR,db}} = 60 \, \text{dB}$ and when utilizing the arrays in Figs. 3(a) and 3(b), respectively.

The achievable relative NF deviation

$$
\epsilon_{c, \text{dB}} (\mathbf{A} \mathbf{z}, \mathbf{b}) = 20 \log_{10} \left( \frac{\| \mathbf{A} \mathbf{z} - \mathbf{b} \|_2}{\| \mathbf{b} \|_2} \right),
$$

for a varying number of measurements $m$, which were randomly picked from the available locations on the drone trajectory, is shown in Fig. 4(a) for the probe in Fig. 3(a) and in Fig. 4(b) for the array in Fig. 3(b). For both figures, noise according to a signal-to-noise ratio (SNR) of $60 \, \text{dB}$ defined via

$$
n_{\text{SNR}} = \left[ \frac{\max (|\mathbf{b}|)}{\text{std} (n)} \right]^2 \quad \text{and} \quad n_{\text{SNR,db}} = 10 \log_{10} (n_{\text{SNR}})
$$

was added to the measurement vectors.

Six field transformation algorithms were employed, including as a reference a transformation utilizing full coherence. A nonconvex and nonlinear phase retrieval method [32] operating on (1) was added as a characteristic representative of common nonlinear reconstruction methods for the case of complete incoherence. The same formulation was also employed for the incorporation of the phase differences in the form of the magnitudes of LCs, analogously described in (4) of [39] and results are shown for comparison. The latter as well as the linearized formulation from [40] have been applied in two variants, one solely operating with the provided measurement vectors including PC, and a second one with additional artificial measurements of zero magnitude within the unsampled regions (labeled with “+0”). The initial guess for all nonconvex solvers was generated according to the optimal spectral method [48], [49] via the implementation provided in the PhasePack library [20], [21]. By enforcing a zero field in the regions marked in green in Fig. 2 the null space of the forward operator is dampened and the occurrence of non-radiating currents is suppressed. In Fig. 4(a) this leads to a reduced NF deviation for the linearized solver, whereas for the nonconvex solver employing LCs no significant difference is visible. Overall, Fig. 4(a) indicates the superior performance of the linear formulations compared to the state-of-the-art nonconvex approaches throughout the range of $m/n$. 
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values for an SNR of 60 dB. Still, the accuracy of a transformation with full phase information is not achieved by any of the PC-solvers.

Despite the similarity of the probe arrays at first glance, the results in Fig. 4(b) obtained for the probe in Fig. 3(b) are significantly worse for the solvers operating on incomplete phase information. Looking closer at the probe arrays, it becomes evident that the second probe array does not provide phase difference information along the horizontal direction for each polarization — only in vertical direction. In contrast, the array in Fig. 3(a) provides connections in horizontal and vertical direction via its 45°-rotated array elements. This seemingly minor difference may have considerable impact on the performance of a variety of phase retrieval solvers, not limited to the discussed linearized formulation. We conclude from this observation that the advance on either the algorithmic or the measurement part alone is not sufficient for improved phase retrieval techniques for NFFFTs. Both aspects have to be considered at the same time, and understanding their interaction is vital in order to attain solutions for truly reliable phase retrieval.

A clearer picture of the impact of the choice of probe and the achievable improvements when adding the zero-measurements can be gained from Fig. 5. For a fixed sampling ratio of $m/n \approx 3$, 20 random noise realizations have been considered for a varying SNR. As the additional measurements have not been seen to improve the comparison solver, the approach “LCs+0” was excluded from this SNR study. Also, the pure phaseless solver (1) was excluded due to its complete lack of successful phase retrieval for the considered scenario. Depicted is the minimum, maximum and arithmetic average of the relative NF error which was obtained for each SNR value, drawn with dashed lines and a solid curve, respectively. In Fig. 5 the suppression of the artificial null space improves the noise robustness of the linearized solver, until at larger SNR values the maximal accuracy is limited. Enforcing a zero field on the measurement-free regions ultimately yields an unphysical condition, which cannot be fulfilled exactly by the equivalent sources. However, this limitation does only become relevant once the noise-induced errors decrease below this particular level of precision. The overall insufficient performance of the probe array of Fig. 3(b) does not improve notably when introducing the artificial null samples. The lack of horizontally directed phase differences for either polarization makes the approach far more sensitive to noise and other issues, e.g., the additional null space, can be considered secondary. This casts doubts at the general applicability of multi-probe solutions for phaseless NF measurements reported in literature, whose array elements are mostly placed in one dimension only [30], [32]–[34].

**IV. CONCLUSION**

We have presented a linear phase retrieval algorithm which can reliably reconstruct the absolute phase from partially coherent measurement data. An additionally increased null-space dimension associated with truncated measurement surfaces may cause significant accuracy problems for the proposed linear method, which relies on retrieving a unique non-trivial null-space vector of a linear system of equations constructed for PC. The problems can be cured to a certain extent by introducing artificial null samples in the measurement-free regions. This work extends the applicability of the reliable linear phase reconstruction method presented in previous works to open measurement surfaces, which are found in many practically relevant measurement scenarios.

Our investigations have shown that phase retrieval algorithms with PC should always be studied together with the measurement setup, since the influence of the multi-probe arrangement (or, more generally, the PC measurement technique) is rather significant for the outcome. In general, the absence of phase information in any form
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