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Abstract—We propose a theoretical study on the electromagnetic forces resulting from the superposition of a TE and TM plane waves interacting with a sphere. Specifically, we first show that, under such an illumination condition, the sphere is subjected to a force transverse to the propagation direction of the waves. We then analyze the physical origin of this counter-intuitive behavior using a multipolar decomposition of the electromagnetic modes involved in that scattering process. This analysis reveals that interference effects, due to the two-wave illumination, lead to a Kerker-like asymmetric scattering behavior resulting in this peculiar transverse force.

I. INTRODUCTION

Electromagnetic forces, especially in the optical regime, have been the source of many studies and have accordingly generated tremendous attention [1], [2]. Remarkably, they have been leveraged for various concepts and applications both at the nanoscopic scale for nanoparticle trapping, moving and sorting [3]–[10], and at the macroscopic scale for solar sail steering [11]–[13].

From an intuitive perspective, the origin of these forces may generally be explained by invoking the conservation of momentum or the presence of a field intensity gradient [14]–[18]. However, there are situations where the optical force results from much less intuitive and known phenomena. This is for instance the case when more than one illumination is involved in that scattering process. This analysis reveals that interference effects, due to the two-wave illumination, lead to a Kerker-like asymmetric scattering behavior resulting in this peculiar transverse force.

II. SUPERPOSITION OF OBLIQUE TE AND TM WAVES

Let us consider the propagation of a TE and a TM plane waves in the $xy$-plane. Note that the TE and TM polarizations are here defined with respect to the $xy$-plane. They propagate obliquely at angles $\phi_{\text{TE}}$ and $\phi_{\text{TM}}$ measured from the $x$-axis, respectively. The corresponding electric and magnetic field components, assuming propagation in vacuum and time dependence $e^{j\omega t}$, are given by

$$E_x = -A_{\text{TM}} \frac{k_{\text{TM}, y}}{k_0} e^{-jk_{\text{TM}} r}, \quad E_y = +A_{\text{TM}} \frac{k_{\text{TM}, x}}{k_0} e^{-jk_{\text{TM}} r}, \quad E_z = +A_{\text{TE}} e^{-jk_{\text{TE}} r + j\alpha},$$

and

$$H_x = +\frac{A_{\text{TE}} k_{\text{TE}, y}}{\eta_0 k_0} e^{-jk_{\text{TM}} r + j\alpha}, \quad H_y = -\frac{A_{\text{TE}} k_{\text{TE}, x}}{\eta_0 k_0} e^{-jk_{\text{TM}} r + j\alpha}, \quad H_z = +\frac{A_{\text{TM}}}{\eta_0} e^{-jk_{\text{TM}} r},$$

where $A_{\text{TE}}$ and $A_{\text{TM}}$ are respectively the real amplitude of the TE and TM waves, $\eta_0$ and $k_0$ are the impedance and
wavenumber in free space, $\alpha$ is the phase-shift between the two waves, $k_{\text{TE/TM}} = k_0 \left[ \cos (\phi_{\text{TE/TM}}) \hat{x} + \sin (\phi_{\text{TE/TM}}) \hat{y} \right]$ and $r = \hat{x} + y \hat{y}$.

An interesting consequence of the superposition of these two plane waves becomes apparent when computing the corresponding total time-averaged Poynting vector, which reads

$$
\langle S \rangle = \frac{1}{2} \text{Re} \left[ \mathbf{E} \times \mathbf{H}^* \right] =
\begin{cases}
\frac{1}{2\eta_0 k_0} \left[ A_{\text{TE}}^2 k_{\text{TE},x} + A_{\text{TM}}^2 k_{\text{TM},x} \right] \hat{x}, \\
\frac{1}{2\eta_0 k_0} \left[ A_{\text{TE}}^2 k_{\text{TE},y} + A_{\text{TM}}^2 k_{\text{TM},y} \right] \hat{y}, \\
\frac{A_{\text{TE}} A_{\text{TM}}}{2\eta_0 k_0} \left[ k_{\text{TE},x} k_{\text{TM},y} - k_{\text{TE},y} k_{\text{TM},x} \right] \cdot \cos \left( (k_{\text{TE}} - k_{\text{TM}}) \cdot r - \alpha \right) \hat{z}.
\end{cases}
$$

These relations reveal a peculiar and a priori unexpected result: the superposition of these two waves leads to a non-zero transverse time-averaged Poynting vector component, i.e., $\langle S_z \rangle \neq 0$, even though $k_{\text{TE}}$ and $k_{\text{TM}}$ both lie within the $xy$-plane. This may seem counter-intuitive, however, it is easily explained when considering the orientation of the fields in Eqs. (1) and (2). Indeed, due to the superposition of the two waves, the total electric and magnetic field vectors, $\mathbf{E}$ and $\mathbf{H}$, lie in a plane diagonal to the $xy$-plane, whose orientation depends on $\phi_{\text{TE}}$, $\phi_{\text{TM}}$, $A_{\text{TE}}$ and $A_{\text{TM}}$. The fact that $\langle S_z \rangle \neq 0$ directly follows from the oblique orientation of $\mathbf{E}$ and $\mathbf{H}$.

Another peculiarity of $\langle S_z \rangle$ is that it is spatially varying in a direction defined by $k_{\text{TE}} - k_{\text{TM}}$ and oscillates with subwavelength period $P = 2\pi / |k_{\text{TE}} - k_{\text{TM}}|$. This implies that the spatial average of $\langle S_z \rangle$ cancel out, yielding a zero net transverse Poynting vector. However, since $\langle S_z \rangle$ remains locally non-zero, it suggests that a small particle placed within these waves may experience a non-zero net transverse force when interacting with them. We will investigate this transverse force in Secs. III and IV but first, we start by simplifying Eq. (3).

Upon inspection of Eq. (3), we see that $\langle S_z \rangle$ can be maximized assuming that $A_{\text{TE}} \neq 0$ and $A_{\text{TM}} \neq 0$. Its maximum value is obtained, for a given combination of $r$ and $\alpha$, when $|\phi_{\text{TE}} - \phi_{\text{TM}}| = (2n + 1)\pi/2$, where $n \in \mathbb{Z}$. For simplicity, we thus assume that $\phi_{\text{TE}} = 0$ and $\phi_{\text{TM}} = \pi/2$, as shown in Fig. (1) which reduces (3) to

$$
\langle S \rangle = \frac{1}{2\eta_0} \begin{cases}
A_{\text{TE}}^2 \hat{x}, \\
A_{\text{TM}}^2 \hat{y}, \\
A_{\text{TE}} A_{\text{TM}} \cos |k_0 (x \hat{x} - y \hat{y}) - \alpha| \hat{z}.
\end{cases}
$$

The total electric field corresponding to this particular configuration is plotted in Fig. 2a where Gaussian beams are used instead of plane waves for visualization purposes. The corresponding spatially varying $\langle S_z \rangle$ is plotted in Fig. 2b for $A_{\text{TE}} = A_{\text{TM}} = 1$ and $\alpha = 0$. From this figure, we clearly see that $\langle S_z \rangle$ appears in the regions where the fields of the TE and TM waves overlap, which is consistent with Eq. (3).

In the next section, we demonstrate that a small particle may indeed be subjected to a transverse force when placed within these superimposed waves.

III. ELECTROMAGNETIC FORCES ACTING ON A SPHERE ILLUMINATED BY TE/TM WAVES

A. General Considerations on Electromagnetic Forces

In the situation considered in (4), the spatial period of $\langle S_z \rangle$ is $P = \lambda_0 / \sqrt{2}$, where $\lambda_0$ is the free-space wavelength. In order to maximize the transverse force that a particle may be subjected to under such an illumination condition, we select it to be small enough so that it fits within no more than half that spatial period. Thus maximizing its interactions with the part of the beams corresponding to the transverse component of the Poynting vector. For simplicity, we consider the case of a sphere whose radius is $r_s < P/4 \approx \lambda_0/5$.

To evaluate the forces acting on a small (subwavelength) particle, it is common practice to express them in terms of

\[\text{FIG. 2. Superposition of TE and TM Gaussian beams propagating in the xy-plane, as in Fig. (1) (a) Normalized electric field intensity. (b) Normalized time-averaged z-component of the Poynting vector. The arrows indicate the propagation direction of the two waves.}\]
two separate distinct components \cite{27}. One of them being proportional to the gradient of the field intensity and the other to the absorption and scattering cross sections of the particle, \(C_{abs}\) and \(C_{scat}\), respectively. These two forces may be respectively expressed as \cite{27}

\[
\mathbf{F}_{\text{grad}} = \frac{1}{2} \alpha_e \nabla|\mathbf{E}|^2, \tag{5}
\]
and

\[
\mathbf{F} \propto |\mathbf{E}|^2 (C_{abs} + C_{scat}) \frac{\mathbf{k}}{k_0}, \tag{6}
\]

where \(\alpha_e\) is the electric polarizability of the particle and \(\mathbf{k}\) is the wave vector of the illumination. While the gradient force in \(\text{(5)}\) may result in a non-zero force in the case of Gaussian beam illumination, as in Fig. 2, it does not yield any force when considering plane wave illumination since \(\nabla|e^{-jkr}|^2 = 0\). On the other hand, the force given by relation \(\text{(6)}\) leads to a non-zero force, even in the case of plane wave illumination. Indeed, for the scenario prescribed in \(\text{(4)}\), relation \(\text{(6)}\) results in a force oriented in the \(\hat{x} + \hat{y}\) direction hence pushing the particle diagonally in the \(xy\)-plane, as illustrated by the force component \(F_{\text{diag}}\) in Fig. 1. However, Eq. \(\text{(6)}\) is clearly unable to predict the expected transverse force since it is proportional to \(\mathbf{k}\) and not to \(\mathbf{S}\).

Since these two simplified expressions fail to predict the existence of a transverse force, we next proceed by analyzing this force since it is proportional to \(\mathbf{E}\). The force acting on the particle may now be obtained by integrating \(\text{(7)}\) over a fictitious volume surrounding it. Upon application of the Gauss integration law and considering that the background medium is vacuum, for which \(\mathbf{D} = \epsilon_0 \mathbf{E}\) and \(\mathbf{B} = \mu_0 \mathbf{H}\), Eq. \(\text{(7)}\) becomes

\[
\mathbf{F} = \int_S \mathbf{T}_{\text{em}} \cdot \hat{n} \, dS - \epsilon_0 \mu_0 \frac{\partial}{\partial t} \int_V \mathbf{S} \, dV, \tag{8}
\]

where \(\mathbf{S} = \mathbf{E} \times \mathbf{H}\) is the instantaneous Poynting vector and \(\hat{n}\) is a unit vector normal to the surface, \(S\), of the integration volume, \(V\). Since the last term in \(\text{(8)}\) directly depends on the Poynting vector, it follows that the superposition of the TE and TM plane waves does generally induce a non-zero instantaneous transverse force as suggested in \(\text{(4)}\). However, the presence of \(\mathbf{S}\) in \(\text{(5)}\) vanishes when considering the time-averaged force \cite{15}. Indeed, taking the average over one time period transforms \(\text{(8)}\) into

\[
\langle \mathbf{F} \rangle = \frac{1}{2} \int_S \langle \mathbf{T}_{\text{em}} \rangle \cdot \hat{n} \, dS, \tag{9}
\]

where \(\langle \mathbf{T}_{\text{em}} \rangle\) is the time-averaged Maxwell stress tensor defined as

\[
\langle \mathbf{T}_{\text{em}} \rangle = \frac{1}{2} \text{Re} \left[ \mathbf{D} \mathbf{E}^* + \mathbf{B} \mathbf{H}^* - \frac{1}{2} \mathbf{I} (\mathbf{D} \cdot \mathbf{E}^* + \mathbf{B} \cdot \mathbf{H}^*) \right], \tag{10}
\]

with \(\mathbf{I}\) being the identity matrix. Even though \(\text{(9)}\) represents the most general approach to investigate the average force and may thus be applied to a sphere of any size, it does not explicitly predict the existence of an average transverse force for that system.

While it is, in some cases, possible to express \(\text{(9)}\) directly in terms of the Poynting vector \cite{18}, \cite{25}, we instead consider a simplified version of \(\text{(9)}\) that applies to electrically small particles and which provides a more explicit and insightful perspective. For that purpose, one may perform a multipolar expansion of \(\text{(10)}\) and retain only the dipolar contributions, which are the dominant ones for an electrically small particles. This transforms \(\text{(10)}\) into \(\text{(18)}, \text{(25)}\)

\[
\langle \mathbf{F} \rangle = \frac{1}{2} \text{Re} \left[ \mathbf{p} + (\nabla \mathbf{E}^*) \cdot \mathbf{r} - \frac{k_0^3 c_0}{6\pi} (\mathbf{p} \times \mathbf{m}^*) \right], \tag{11}
\]

where \(\mathbf{E}_i\) and \(\mathbf{H}_i\) are the incident electric and magnetic fields, and \(\mathbf{p}\) and \(\mathbf{m}\) are the electric and magnetic dipole moments. They are generally defined, for an isotropic dielectric or metallic sphere, as \(\mathbf{p} = \alpha_e \mathbf{E}_i\) and \(\mathbf{m} = \alpha_m \mathbf{H}_i\), where \(\alpha_e\) and \(\alpha_m\) are the electric and magnetic susceptibilities of the particle, respectively.

Upon inspection of \(\text{(11)}\), we note that the two first terms reduce to \(\text{(5)}\) and \(\text{(6)}\) for a particle with both electric and magnetic responses \cite{27}. As explained previously, these two terms thus predict the existence of the expected diagonal force \(F_{\text{diag}}\) in Fig. 1. However, the third term on the right-hand side of \(\text{(11)}\), which is due to the interference between the electric and magnetic dipole moments, generally yields a non-zero transverse force providing that the particle exhibits both electric and magnetic dipolar responses.

Removing the gradient terms and substituting the dipole moments by their definition for an electrically small sphere transforms the non-vanishing term in \(\text{(11)}\) into

\[
\langle \mathbf{F} \rangle_{\text{approx}} = -\frac{k_0^3 c_0}{6\pi} \text{Re} \left[ \alpha_e \alpha_m^* \right] \langle \mathbf{S} \rangle. \tag{12}
\]

This equation reveals an important consequence of considering the effect of both electric and magnetic responses, which is that the force may be directly related to the Poynting vector instead of the wave vector, as was the case in \(\text{(6)}\). Therefore, the time-averaged force acting on the particle may in general exhibit a non-zero component in a direction transverse to that of wave propagation since, in the case of the superposition of different waves, \(\mathbf{k}\) is not necessarily parallel to \(\mathbf{S}\).

B. Comparisons Between Accurate and Approximate Force Definitions

We shall now investigate and compare the average forces predicted by relations \(\text{(9)}\) and \(\text{(12)}\). In the case of Eq. \(\text{(9)}\), the forces are computed directly using Mie scattering theory for a PEC sphere \cite{28}. For Eq. \(\text{(12)}\), we use approximate expressions for the polarizabilities, which originally stem from simplified Mie coefficients \cite{29}. Specifically, for a sphere of radius \(r_{\text{s}}\), relative permittivity \(\epsilon_r\), and in the limiting case where
\[ |\sqrt{\varepsilon_0} r_s| < 1, \] the polarizabilities in (12) may be expressed as (29):

\[
\alpha_e \approx \varepsilon_0 4\pi r_s^3 \left( \frac{\varepsilon - 1}{\varepsilon + 2} \right), \tag{13a}
\]

\[
\alpha_m \approx \mu_0 4\pi r_s^3 \left( \frac{r_s}{\lambda_0} \right)^2 \left( \frac{2\pi^2}{15} (\varepsilon - 1) \right). \tag{13b}
\]

One may a priori think that the magnetic polarizability is negligible, which may be true for small dielectric spheres. However, it is generally not the case, especially in the presence of important losses (29). Therefore, the transverse component of the force may be negligible for dielectric particles but should still be substantial for metallic ones. As a consequence, and in order to maximize the transverse force, we next assume that the sphere is a perfect electric conductor (PEC) for which (13) may be expressed as \(\alpha_e \approx \varepsilon_0 4\pi r_s^3\) and \(\alpha_m \approx -\mu_0 4\pi r_s^3\) (quasi-static approximation (30)).

We now investigate the forces acting on this PEC sphere using two different methods: an accurate one, based on rigorous Mie scattering functions along with the Maxwell stress tensor in Eq. (10), and an approximate one based on Eq. (12). To clearly differentiate between these methods, we consider a radius-to-wavelength ratio \(r_s/\lambda_0\) ranging from 0 to 4, which purposefully exceeds the validity range of Eq. (12).

Assuming the same illumination condition as in (4), we plot our results in Fig. 3 where \(\langle F_z \rangle_{\text{approx}}\) (dashed black line) is the average transverse force given by (12) with the polarizabilities of a PEC sphere, \(\langle F_z \rangle_{\text{Mie}}\) (solid black line) and \(\langle F_{\text{diag}} \rangle_{\text{Mie}}\) (solid red line) are the average transverse and in-plane diagonal forces given by (9) using Mie theory, respectively. Here, \(\langle F_{\text{diag}} \rangle_{\text{Mie}}\) thus refers to the force oriented in the \(\hat{x} + \hat{y}\) direction and is the equivalent of the force predicted by (6).

As expected, \(\langle F_{\text{diag}} \rangle_{\text{Mie}}\) exhibits a strongly nonlinear increase, proportional to \(r_s^6\), and clearly dominates for spheres larger than the wavelength. More interesting is the transverse force \(\langle F_z \rangle_{\text{Mie}}\) that exhibits an oscillating behavior, which damps out as a function of \(r_s/\lambda_0\). Regarding the approximate transverse force, \(\langle F_z \rangle_{\text{approx}}\), we can see that it provides a good approximation of \(\langle F_z \rangle_{\text{Mie}}\) in the limit up to \(r_s/\lambda_0 < 0.1\), which is expected considering the assumptions made to derive (12). Beyond that limit, it diverges and thus fails to predict both the oscillating and the dampening behaviors that \(\langle F_z \rangle_{\text{Mie}}\) exhibits. In order to better understand the physics behind these behaviors, we provide in the next section a multipolar analysis of the origin of \(\langle F_z \rangle_{\text{Mie}}\).

IV. MULTIPOLAR ORIGIN OF THE TRANSVERSE FORCE

We shall now concentrate our attention on the transverse force and investigate its origin using a multipolar based analysis. Even though Eq. (12) already provides a hint on the origin of the transverse force, namely that the latter emerges from the combined effects of electric and magnetic dipolar responses, it is not sufficient to fully understand the behavior of \(\langle F_z \rangle_{\text{Mie}}\). This is because the scattering from the sphere requires a plethora of multipolar modes to be properly assessed even for relatively small values of \(r_s/\lambda_0\), which, as explained above, is missing in (12). To demonstrate this, we have plotted, in Fig. 4 the scattering cross section corresponding to the first 4 electric (solid lines) and magnetic (dashed lines) multipoles. Note that, for convenience, we have decided to restrict our attention to the range \(0 \leq r_s/\lambda_0 \leq 0.8\) to avoid overcrowding the plot.

Fig. 4. Normalized scattering cross sections corresponding to electric and magnetic dipolar (\(P\) and \(M\)), quadrupolar (\(Q_{\text{elm}}\)), octupolar (\(O_{\text{elm}}\)) and hexadecapolar (\(H_{\text{elm}}\)) components, respectively.

Figure 4 clearly shows the complexity of the problem and confirms that many multipolar modes should be taken into account to properly approximate the scattering behavior of the sphere. However, our goal is not to provide an accurate approximation of the transverse force but rather to explain its physical origin. For that purpose, and in order to avoid
lengthy considerations, we next concentrate our efforts on the dipolar and quadrupolar contributions. Accordingly, we now further analyze the curves in Fig. 4 so as to reveal which of the dipolar and quadrupolar components are induced by the TE and TM plane waves, respectively. Since the sphere is isotropic, the dipolar components can be directly associated to the orientation of the electric and magnetic fields of the waves. The quadrupolar components may be found as $Q_{e,ij} \propto \partial_i E_j + \partial_j E_i$ and $Q_{m,ij} \propto \partial_i H_j + \partial_j H_i$ and noting that $Q_{e,m,ij} = Q_{e,m,ji}$, where $\partial_i/j$ represent the partial derivatives with respect to $i, j = \{ x, y, z \}$ [23], [31], [32]. Due to the polarization state and direction of propagation of the two waves, we can conclude that the TE wave induces the components $p_x, m_y, Q_{e,xz}$ and $Q_{m,xy}$, while the TM wave induces the components $p_x, m_z, Q_{e,xy}$ and $Q_{m,yz}$. One may refer to Fig. 6 to see the radiation patterns corresponding to these multipoles.

Since the sphere is made out of PEC, it does not absorb the energy of the incident waves. Therefore, the forces acting on the sphere are strictly due to the fields that it scatters [18], [23], [25]. This implies that these forces cannot result from the contribution of individual multipolar components, due to their symmetric radiation pattern, but rather from the superposition of at least two multipolar contributions, as explained in [18], [23], [25]. Hence, it follows that the total force acting on the sphere may be written as the sum of these multipolar contributions as [16], [18], [23]

$$\langle \mathbf{F} \rangle_{\text{Mie}} = \langle \mathbf{F} \rangle_{\text{PM}} + \langle \mathbf{F} \rangle_{\text{PO}} + \langle \mathbf{F} \rangle_{\text{MQ}} + \langle \mathbf{F} \rangle_{\text{Q}} + \ldots$$  (14)

where $\langle \mathbf{F} \rangle_{\text{PM}}$ represents the time-averaged force due to the superposition of the scattering from the sphere electric and magnetic dipolar responses, $\langle \mathbf{F} \rangle_{\text{PO}}$ represents the force corresponding to the superposition of electric dipolar and quadrupolar responses, and so on.

Since we know the total electromagnetic fields scattered by the sphere from Mie theory, we next compute each component in (14) by expressing the dipolar and quadrupolar responses directly in terms of the corresponding Mie coefficients [33]. We then isolate the z-oriented component of the resulting force and, for each term in (14), plot their corresponding behavior in Fig. 5. In this figure, the black curve corresponds to $\langle F_z \rangle_{\text{Mie}}$, the same as in Fig. 3, and the gray curve represents the approximation of $\langle F_z \rangle_{\text{Mie}}$ given by (14) in terms of dipolar and quadrupolar modes. As can be seen in Fig. 6, Eq. (14) is in a good agreement with $\langle F_z \rangle_{\text{Mie}}$ up to $r_s/\lambda_0 \approx 0.2$. For larger radius-to-wavelength ratios, it starts to diverge, which is to be expected since, referring to Fig. 4, it is where the higher-order modes (such as $O_3$) start to play a role. We also note that the behavior of $\langle F_z \rangle_{\text{PM}}$ in Fig. 5 strongly differs from that given by (12) and plotted as $\langle F_z \rangle_{\text{approx}}$ in Fig. 3. Indeed, even though they both represent the force due to the combined effects of electric and magnetic dipolar responses, Eq. (12) was specifically derived for the case of very small values of $r_s/\lambda_0$, while $\langle F_z \rangle_{\text{PM}}$ in Fig. 5 is obtained directly from Mie theory and thus applies to any value of $r_s/\lambda_0$.

A close inspection of the 4 components of the force, given in (14) and that are plotted in Fig. 5 reveals that they all exhibit maxima, minima and nodes depending on the value of $r_s/\lambda_0$. To better understand the origin of these oscillations, we next investigate the field interactions of the corresponding multipolar modes for these different cases. Since we are here only interested in the transverse force, we can ignore the multipolar components that do not contribute to it. Indeed, the force $\langle \mathbf{F} \rangle_{\text{PM}}$ may be split into

$$\langle \mathbf{F} \rangle_{\text{PM}} = \langle \mathbf{F} \rangle_{p_x m_y} + \langle \mathbf{F} \rangle_{p_x m_z} + \langle \mathbf{F} \rangle_{p_x m_y} + \langle \mathbf{F} \rangle_{p_x m_z}.$$  (15)

Out of these contributions, only the superposition of $p_x$ and $m_y$ in $\langle F_z \rangle_{p_x m_y}$ contributes to the transverse force, while the other ones result in a zero net transverse force because of their symmetric radiation pattern through the $xy$-plane (mirror symmetry). Note that we assume here that there exists a direct relationship between the electromagnetic force and the intensity of the fields. This is indeed the case since, in the far-field, we have that $\mathbf{E} \times \mathbf{H} \parallel \hat{n}$ implying that (9) reduces to $\langle \mathbf{F} \rangle = -\frac{\mu_0}{2} \oint_S \left| \mathbf{E} \right|^2 \cdot \hat{n} \ dS$. By applying the same consideration of scattering symmetry, the other force components in (14) are reduced such that the transverse component of (14) becomes

$$\langle F_z \rangle_{\text{Mie}} \approx \langle F_z \rangle_{p_x m_y} + \langle F_z \rangle_{p_x m_z} + \langle F_z \rangle_{m_y Q_{e,xz}} + \langle F_z \rangle_{m_z Q_{e,xy}} + \langle F_z \rangle_{Q_{e,xz} Q_{m,xy}}.$$  (16)

In order to visualize how the fields from these modes combine together to yield a non-zero net transverse force, we plot in Fig. 6 the radiation pattern corresponding to the first maximum of $\langle F_z \rangle_{p_x m_y}$, $\langle F_z \rangle_{p_x Q_{e,xz}}$, $\langle F_z \rangle_{m_y Q_{e,xy}}$ and $\langle F_z \rangle_{Q_{e,xz} Q_{m,xy}}$ as well as the first minimum of $\langle F_z \rangle_{p_x Q_{e,xz}}$.

These plots clearly demonstrate that the transverse force is due to the combined effects of the TE and TM waves that results in asymmetric radiation patterns. This is because the fields scattered by these multipolar components interfere constructively/destructively in the $\pm z$-directions depending on the relative phase shift between the corresponding modes in a way that is reminiscent of the Kerker effects [34], [35]. Hence, a positive transverse force is due to the constructive
interference of the modes in the $-z$-direction and their destructive interference in the $+z$-direction, resulting in more power being scattered downward, thus pushing the particle upward by conservation of momentum. Obviously, the opposite occurs for the minima of the force, as illustrated in the last column in Fig. 6, where the interference of the modes leads to significant upward scattering thus resulting in a negative force.

The oscillating behavior that $\langle F_z \rangle_{\text{Mie}}$ exhibits as function of $r_s/\lambda_0$ directly stems from these interference effects and is explained by the fact that the respective amplitude and phase of each mode vary differently as the value of $r_s/\lambda_0$ changes, hence leading to the observed maxima and minima. Accordingly, one may a priori think that the nodes of the components of the transverse force in (14) would stem from a balance of the modes, in terms of their relative amplitude and phase, resulting in symmetric radiation patterns. However, the actual origin of these nodes is the fact that, for specific values of $r_s/\lambda_0$, the amplitude of one of the two involved mode components is zero, as evidenced by the curves in Fig. 7 that correspond to the amplitude of $p_x$, $m_y$, $Q_{e,zz}$ and $Q_{m,yz}$. This is indeed verified by comparing the values of the zeros in Fig. 7 with the values of the nodes of the force components in Fig. 5.

For instance, we can see that the first node of $\langle F_z \rangle_{p_x,m_y}$ and $\langle F_z \rangle_{p_x,Q_{e,zz}}$ is at $r_s/\lambda_0 = 0.44$, i.e., when $|p_x| = 0$. Similarly, the first node of $\langle F_z \rangle_{Q_{e,zz},Q_{m,yz}}$ is at $r_s/\lambda_0 = 0.62$, i.e., when $|Q_{e,zz}| = 0$ and that of $\langle F_z \rangle_{m_y,Q_{m,yz}}$ is at $r_s/\lambda_0 = 0.72$, i.e., when $|m_y| = 0$, and so on.

Now that we have explained the reasons for the oscillating behavior of the transverse force, we investigate the decaying trend that $\langle F_z \rangle_{\text{Mie}}$ exhibits as the value of $r_s/\lambda_0$ increases, which is clearly visible in Fig. 3. This turns out to be a consequence of the typical asymmetric scattering behavior that large spheres exhibit. This asymmetry, which may be characterized by an “asymmetry parameter” defined as the average cosine of the scattering angle [36], [37], results from the constructive interference of the fields scattered by the excited multipoles, which tends to produce a strong forward scattering, and becomes more and more dominant as the value of $r_s/\lambda_0$ increases. This situation is illustrated in Fig. 8 where...
the total (TE + TM waves) radiation patterns are plotted when $r_s/\lambda_0 = \{0.34, 3.45\}$ corresponding to two maxima of $\langle F_z \rangle_{Mie}$ (refer to Fig. 3).

![Fig. 8. Total radiation patterns of the sphere when illuminated by the TE and TM plane waves. The intersection of the black lines indicates the position of the sphere.](image)

We can see from these two figures that the radiation pattern at $r_s/\lambda_0 = 0.34$, being dominated by dipolar and quadrupolar modes, is more angularly symmetric than the other one, which exhibits two important scattering lobes oriented in the direction of propagation of the TE and TM waves, respectively. It follows that, as the value of $r_s/\lambda_0$ increases, more power is scattered in the direction of the illumination and thus less power is available to produce a transverse force, which results in the decay of $\langle F_z \rangle_{Mie}$ that is visible in Fig. 3.

V. CONCLUSION

We have investigated the electromagnetic forces acting on a metallic sphere illuminated by the superposition of a TE and TM plane waves propagating in the $+x$- and $+y$-directions, respectively. In particular, we have concentrated our attention on the transverse component of this force as its origin remains counter-intuitive and difficult to explain theoretically. We have first seen that a tentative expression of the force based on a small-particle approximation, while able to predict the existence of a transverse force, fails to capture its dynamic as the size of the particle increases compared to the wavelength. To overcome this limitation, we have proposed a multipolar-based analysis aimed at providing an intelligible explanation of that phenomenon. This analysis has revealed that the transverse force stems from the constructive and destructive interference of the fields scattered by the multipoles induced by the combined illuminations. It follows that the observed oscillations of the transverse force, i.e., its maxima, minima, nodes and decay as function of the radius-to-wavelength ratio, are all a consequence of these interference effects.
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