Stock price prediction using machine learning on least-squares linear regression basis
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Abstract. Predicting the future of a stock price is a difficult task due to the high level of randomness in the movement of prices. This research aims to use a machine-learning algorithm to estimate the closing stock price of a dataset to help aid in the prediction of stock prices leading to higher accuracy in prediction. The intention of the model is for it to be used as a day trading guide. The algorithm being used is called the least-squares linear regression model. It takes in a dependent variable, in this case, would be our closing price of the stock and an independent variable, which is the day each stock price was recorded.
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1. Introduction

Machine learning refers to the study of algorithms and statistical models. It is a branch of artificial intelligence that gives computers the ability to learn from data and perform tasks without being explicitly given step by step instructions, only relying on the data it uses to train [1-3]. Machine learning is used in different applications, typically where it is hard to create a conventional algorithm for solving a problem. The stock market is a collection of buyers and sellers of stocks. A stock represents a fraction of ownership of a company by an individual or a group of people [4-6]. There are different ways to approach stock price prediction; some of them include technical Analysis, fundamental Analysis, time series analysis. With the progress in the development of technology, stock price prediction has moved into the technological space. Some of the best methods of prediction involve the use of recurrent neural networks (R.N.N.) and artificial neural networks (ANN), which also falls under the category of machine learning. Because machine learning falls under artificial intelligence, it allows the model to learn and improve from past experiences without having to be reprogrammed each time [7-9]. Some traditional methods for prediction using machine learning involved Backward propagation, otherwise known as back propagation errors. Nowadays, researchers are using different methods such as support vector machine (SVM) for predictions. Stock market movement for a short window seems to be a random process, but in the long run, it begins to
develop a linear curve. Because of this, investors always tend to buy stocks that they expect will increase in the near future. Uncertainty in forecasting stock values prohibits most individuals from investing in stocks. There is also a need to reliably forecast the stock price that can be applied in real-life situations. In a company’s stock, the dataset includes information such as opening & closing price, highest price, lowest price, date, volume & adjusted closing price. In some algorithms, these variables are used for the prediction of the object variable, which is the adjusted closing price, but in this study using a linear regression algorithm, only the date variable will be used for predicting the stock price. The stock market contains information about all stocks available in the system. It is based upon different countries; for example, in Nigeria, we have the Nigerian stock exchange (NSE); in another country like the united states, they have multiple stock exchanges for particular states, i.e., NASDAQ is a New York stock exchange, B.X.Y. exchange is a Chicago stock exchange, etc. the stock exchange comprises of different sectors which include I.C.T., oil & gas, agriculture, energy, healthcare, real estate, financial services, etc. each of the sectors has various companies within them. Activities of a stock exchange include monitoring of opening & closing price, All-share index, equity cap, bond cap, volume, ETF cap for all it is listed stocks. Therefore there is a vast variation each day among every stock. Stock price prediction is at the forefront of attention for years because it has the potential to make large revenues. Predicting the stock market is a daunting task; it is a result of the near-random nature of the real-time series. The first two methods used to predict stock prices were the fundamental analysis method and the technical analysis methods, and now machine learning is also being used [10-12].

One of the ways to grow your income over time is to invest in the stock market, but people are hesitant to do so because of its seemingly random and volatile nature. The stock exchange may seem chaotic and volatile at first sight, but that's not the entire truth. If the stock market is closely observed, the pattern will slowly grow, and it will be clear that there are a variety of factors that lead to the company's stock price. Stock market prediction is defined as trying to determine the stock value and offer an accurate idea for the individuals to know the market. The ability to foresee the outcome of recent occurrences is a useful skill for investors. These occurrences can be economic growth, Interest rates, news, etc. these activities affect company earnings, and this, in turn, influences the market sentiment. It is beyond the reach of almost all investors to forecast such hyper-parameters correctly and consistently. All of these aspects make stock price prediction a difficult task. Individuals are most interested in buying stocks but are scared of the behavior of the stocks itself, thereby seeing it as a gamble. Once the right data is collected, it can then be used to train a machine and to generate a predictive result.

This research aims to predict the future price of a stock with a case study of the Bank of America stock. Series of researches on stock prices, predictions, machine learning, the text mining method, stock market behavior, and so on can be found in [13-15].

2 Presentation of Model

This section attempts to explain the necessary steps taken in the analysis and the tools used for the research. In linear regression, the relationship between the variables is modeled using linear predictor functions in which the model parameters are not known and are estimated from the dataset used [1-3]. This method of linear regression is called the least squares method. The formulas for the equations are as follows

\[
MAPE = \frac{100\%}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right|
\]  

(1.4)
\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \]  

(1.5)

The root mean squared error (RMSE) represents the standard deviation of the residuals, i.e., the difference between the model predictions and the actual values of the dataset. The mean absolute percentage error (MAPE) may exhibit some limitations if we have a data point value of zero because there is a division operation involved in the formula.

2.1 Data Collection

The method of data collection is beneficial to any research work, and as such, there are methods and procedures for data collection. In this research, the data used was stock data of a financial institution. As it will not be possible to consider the whole financial stock, a selection was made, which runs for a period of 7 years. The dataset used was obtained online in yahoo finance from the Bank of America stock.

2.2 Missing values and used tools

Missing values refers to the unavailability of some set of data point in the dataset and could affect the output of the research. In this research, there were no missing values.  
The programming tools employed for this study is a python programming language for training, testing, and validating the banking stock dataset used for the study.

3. Results and Interpretations

The result below shows the output of the price of the banking stock selected from the period of June 2012 to June 2019. The data was collected on a daily frequency, and classified into three parts: training dataset and test dataset and validating dataset on the proportion of 60%, 20%, and 20%, respectively.
The graph in Fig 1 shows the plot of the closing share price over the full-time period. The data set was split into three separate parts to enable the training of the model and getting accurate predictions. Also, it can be seen on the graph that there were seasonal variations in the closing price of stocks during the period. The stock price started with a bearish beginning during the year but kept following a bullish seasonal pattern.
In fig 2, before training can undergo, the dataset has to be split into three different parts, which are training, validation, and testing. The first section is used to train the model with past stock prices. The second section is used to evaluate the model and make changes to its parameters to increase its accuracy, and the final section is used to see the performance of the model. In the graph above, the training section is highlighted blue, the validation section is highlighted yellow, and the testing section is highlighted green.
After the training of the model Fig 4, it was used to predict the values of the validation section. The red and purple highlights show the predictions when the value of N is 1 and 4. N is the number of previous
days used to determine the present day's stock. N = 4 achieved the lowest mean absolute percentage error, so it was used as the optimal value for prediction in the testing dataset.

This graph shows the model prediction of the test dataset with the N optimal value set as 4. It achieved a mean absolute percentage error of 1.367%, and a root mean squared error of 0.512. The results were reasonably accurate. Therefore, this proves that the model can aid in the prediction of stock prices.
### TABLE 4.1

| adj_close | Prediction |
|-----------|------------|
| 30.26141  | 29.88934   |
| 30.47129  | 30.14693   |
| 30.45221  | 30.36635   |
| 30.6144   | 30.46175   |
| 30.6144   | 30.5       |
| 30.71934  | 30.6144    |
| 30.79566  | 30.66687   |
| 30.41405  | 30.7575    |
| 30.52853  | 30.60486   |
| 31.00554  | 30.47129   |
| 30.48084  | 30.76704   |
| 28.86855  | 30.74319   |
| 29.76532  | 29.67469   |
| 29.81302  | 29.31693   |
| 28.37246  | 29.78917   |
| 28.93533  | 29.09274   |
| 29.689    | 28.65389   |
| 29.74624  | 29.31216   |
| 30.52853  | 29.71762   |
| 30.72888  | 30.13739   |

### 4. Conclusion

In this work, the least-squares linear regression method was used for the prediction of the closing price of the bank of America stock dataset. The steps for the prediction include: Splitting the dataset into 3 (training, validation & testing datasets), Training the model with the training dataset, calculating the errors mean absolute percentage error (MAPE), root mean squared error (RMSE), Tweaking the parameters on the validation dataset to achieve the lowest errors, and Predicting the test dataset. The essence of the study was to create and test a machine learning model to aid in the analysis and prediction of a stock trend pattern. The model successfully predicted the results with a mean absolute percentage error of 1.367% and a root mean squared error of 0.512. The proposed model can be used by modifying only the training data
for any other stock market in other countries. With few changes, the model can be used for different purposes, such as analyzing and predicting the performance of students, predicting fuel consumption of a vehicle, and tracking the health of a patient, and many more. It is recommended to use the model for future predictions in the range of a day and update the dataset to make further predictions for the best accuracy.
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