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Abstract—We study the index coding problem in the presence of an eavesdropper, where the aim is to communicate without allowing the eavesdropper to learn any single message aside from the messages it may already know as side information. We establish an outer bound on the underlying secure capacity region of the index coding problem, which includes polymatroidal and security constraints, as well as the set of additional decoding constraints for legitimate receivers. We then propose a secure variant of the composite coding scheme, which yields an inner bound on the secure capacity region of the index coding problem. For the achievability of secure composite coding, a secret key with vanishingly small rate may be needed to ensure that each legitimate receiver who wants the same message as the eavesdropper, knows at least two more messages than the eavesdropper. For all securely feasible index coding problems with four or fewer messages, our numerical results establish the secure index coding capacity region.

I. INTRODUCTION

Index coding is a canonical problem in network information theory with close connections to many important problems such as network coding [1] and distributed storage [2]. Index coding aims to find the optimal broadcast rate and problems such as network coding [1] and distributed storage. Information theory with close connections to many important messages. Finally, [9], [10] considered the case in which the

Throughout the paper, we let $[n] = \{1, 2, \ldots, n\}$ and use $2^{[n]}$ to denote the power set of $[n]$. The aim of the index coding problem depicted in Figure 1 is to devise a coding scheme to allow a server to communicate $n$ independent and uniformly distributed messages, $X_i \in \{0, 1\}^{X_i}$, $i \in [n]$, to their corresponding receivers over a noiseless broadcast link with unit capacity in the presence of an eavesdropper $e$. Each receiver has prior knowledge of the realization $x_{A_i}$ of $X_{A_i}$, where $A_i \subseteq [n]\setminus\{i\}$. The set $B_i \triangleq [n] \setminus (A_i \cup \{i\})$ denotes the set of interfering messages at receiver $i$. The eavesdropper has access to $X_{A_e}, A_e \subset [n]$. The encoder should be designed to prevent the eavesdropper from learning any single message $X_j, j \in A^c_e = [n]\setminus A_e$.

To compactly represent a non-secure index coding problem we use $(i | A_i), i \in [n]$, to indicate that legitimate receiver $i$ has

![Figure 1. Problem setup for secure index coding.](image-url)
messages $x_{A_i}$ and wants to decode message $x_i$. With a slight abuse of notation, $(e|A_e)$ denotes what the eavesdropper has, but note that it wants to learn all other messages. A $(t, r) = ((t_1, \ldots, t_n), r)$ index code is defined by:

1. One encoder at the server $\phi : \prod_{i=1}^n \{0, 1\}^{t_i} \rightarrow \{0, 1\}^r$ that uses all messages to generate the transmitted codeword $Y \triangleq \phi(X_1, \ldots, X_n)$ of length $r$ bits.
2. For each legitimate receiver $i \in [n]$, a decoder function $\psi_i : \{0, 1\}^t \times \prod_{k \in A_i} \{0, 1\}^{t_k} \rightarrow \{0, 1\}^{t_i}$ that takes the received sequence $Y$ together with the side information at receiver $i$ and maps them to $X_i \triangleq \psi_i(Y, X_{A_i})$.

A rate tuple $(R_1, \ldots, R_n)$ is said to be securely achievable if for every $\delta, \epsilon > 0$, there exists a $(t, r)$ index code such that the following three constraints are met:

- **Rate:** $R_i \leq \frac{t_i}{r}$, $i \in [n]$;
- **Decoding:** $P(\{\hat{X}_1, \ldots, \hat{X}_n\} \neq \{X_1, \ldots, X_n\}) \leq \epsilon$;
- **Security:** $I(X_i; Y|X_{A_i}) \leq \delta$, $i \in A_e^c$.

We define the secure capacity region $\mathcal{C}_s$ as the closure of the set of all securely achievable rate tuples. Note that for a sequence of codes operating at a securely achievable rate tuple, the decoding condition along with Fano’s inequality ensure that at receiver $i$, $\lim_{r \rightarrow \infty} H(X_i|Y, X_{A_i}) = 0$.

Note that an index coding problem is not securely feasible when there is no securely achievable rate tuple. This happens when $A_i \subseteq A_e$ for some $i \in A_e^c$. That is, when the side information of the eavesdropper is equally strong or stronger than that of some receiver. Otherwise, the secure index coding problem is said to be securely feasible.

## III. Polymatroidal Outer Bound

We present the following outer bound to the secure index coding capacity region.

**Theorem 1 (Secure Outer Bound):** Any securely achievable rate tuple for the index coding problem $(i|A_i)$, $i \in [n]$, and $(e|A_e)$ must lie in $\mathcal{B}_g^\mathcal{C}_s$ that consists of all rate tuples satisfying

$$R_i = g(B_i \cup \{i\}) - g(B_i), \quad i \in [n],$$

for some set function $g : 2^{[n]} \rightarrow [0, 1]$ such that for any $J \subseteq [n]$ and $i, k \notin J$,

$$g(\emptyset) = 0,$$
$$g([n]) \leq 1,$$
$$g(J) \leq g(J, \{i\}),$$
$$g(J) + g(J \cup \{i, k\}) \leq g(J \cup \{i\}) + g(J \cup \{k\}),$$
$$g(B_i \cup \{i\}) - g(B_i) = g(i),$$

and additionally for $i \in A_e^c$,

$$g(A_e^c \setminus \{i\}) \geq g(A_e^c).$$

The proof is given in Appendix A. A few remarks are in order. First, we note that the rate constraint (4) and polymatroidal constraints (5)-(8) appeared in [11] to form an outer bound on the non-secure index coding capacity region\(^1\), which is known to be tight for all index coding problems with $n \leq 5$ messages. Constraint (9) captures additional decoding conditions for each legitimate receiver $i \in [n]$, since

$$H(X_i|Y, X_{A_i}) = H(X_i|Y, X_{A_i}, X_C) = 0,$$  \hspace{1cm} (11)

for any $C \subseteq B_i$. Due to the submodularity constraint (8), it suffices to write the additional decoding condition for $C = B_i$ only. See Appendix A for more details. We note that the same constraint appeared in a similar outer bound to the non-secure index coding capacity region in [13]. Finally, (10) captures the security constraint (3) with $\delta = 0$.

An explicit outer bound to the index coding capacity region is derived from Theorem 1 by the means of Fourier-Motzkin elimination (FME) [14] through eliminating $g(J)$, $J \subseteq [n]$ that are viewed purely as intermediate variables. Let us consider a non-secure and a secure example.

**Example 1:** Consider the non-secure index coding problem $(1|-), (2|3), (3|2)$ in the absence of the eavesdropper. Invoking Theorem 1 without (10) and eliminating variables $g(J)$, $J \subseteq [n]$, via FME yields

$$R_1 + R_2 \leq 1, \quad R_1 + R_3 \leq 1,$$  \hspace{1cm} (12)

which is the explicit outer bound on the non-secure index coding capacity region.

**Example 2:** Consider the index coding problem $(1|-), (2|3), (3|2)$, with the eavesdropper $(e|1)$. The explicit outer bound on the secure capacity region derived from Theorem 1 is

$$R_2 = R_3, \quad R_1 + R_3 \leq 1.$$  \hspace{1cm} (13)

In Example 2, the security requirement imposes the equality $R_2 = R_3$. Since the eavesdropper already has $x_1$ as side information, it is not possible to protect $x_2$ or $x_3$ using $x_1$. Therefore, the only solution to guarantee secrecy is to protect $x_2$ with $x_3$ and vice versa at the same rate. This can be achieved using a simple linear code, $x_1$ (of length $t_1$), $x_2 \oplus x_3$ (of length $t_2$), illustrated below.

We summarize a few important observations.

1. The outer bound on the non-secure capacity region of the index coding problem is at least as large as that on the secure capacity region.
2. In some secure index coding problems, it is possible for a stronger receiver (with more side information) to have its rate bounded by that of a weaker receiver (with less side information). Equivalently, it is possible that

$$\exists i, j \in [n] \text{ such that } A_i \subset A_j, \quad R_i \geq R_j.$$  \hspace{1cm} (14)

For the problem $(1|3), (2|1, 3), (3|1)$, the outer bound on the secure capacity region stipulates $R_2 \leq R_3$, while $A_3 = \{3\} \subset \{1, 3\} = A_2$.

\(^1\text{In [11], inequalities in (4) and equality in (6) were used. This is immaterial to the non-secure capacity region outer bound. See Remark 4 at the end of this section for its impact on the secure counterpart.}

\[\text{1st transmission:} \quad \begin{array}{c}
\hline
\text{x}_1 \\
\hline
\end{array}
\begin{array}{c}
\hline
\text{t}_1 \\
\hline
\end{array}
\begin{array}{c}
\hline
\text{2nd transmission:} \quad \begin{array}{c}
\text{x}_2 \\
\hline
\end{array} \oplus \begin{array}{c}
\hline
\text{x}_3 \\
\hline
\end{array} \quad \text{t}_2
\end{array}
\]

Figure 2. A linear code achieves the capacity region for Example 2.
3) The additional decoding constraint (9) in Theorem 1 is essential for deriving a tighter secure capacity region outer bound for some index coding problems. For example, if we exclude (9), the outer bound for the index coding problem (1|3), (2|3), (3|2), (e|−) is

\[ R_1 + R_2 \leq 1, \quad R_2 = R_3. \]

However, with (9) included, the outer bound is

\[ R_1 + R_2 \leq 1, \quad R_2 = R_3, \quad R_1 \leq R_3. \]

4) To obtain equality relationships between the message rates, \( R_i = g(B_i) \) should be used in Theorem 1, instead of \( R_i \leq g(B_i) \). For example, if the latter is used, then \( R_2 = R_3 \) will not be captured in Example 2. To ensure the convex envelope of the capacity outer bound is obtained, we then use \( g([n]) \leq 1 \) in Theorem 1, instead of \( g([n]) = 1 \).

IV. SECURE COMPOSITE CODING INNER BOUND

Before proposing the secure composite coding scheme, we first recap the original composite coding scheme established in [11]. For ease of exposition, the scheme is described for a fixed decoding configuration, which is a tuple of subsets of messages \( D = (D_i, i \in [n]) \) such that for each \( i \in [n] \), \( D_i \subseteq [n] \setminus A_i \) and \( i \in D_i \). Let \( r \in \mathbb{N} \). Let for each \( i \in [n] \), \( t_i = \lfloor rR_i \rfloor \). Denote \( s_K = \lfloor rS_K \rfloor \), where \( S_K \in [0, 1] \) is the rate of composite index for subset \( K \). By convention, \( S_0 = 0 \).

**Codebook generation:** (1) For each \( K \subseteq [n] \) and \( x_K \), a corresponding composite index \( W_K(x_K) \) is drawn uniformly at random from \( 2^{rK} \). (2) For every tuple \( (w_K, K \in 2^{[n]}) \), the codeword to be transmitted, \( Y((w_K, K \in 2^{[n]})) \), is drawn uniformly at random from \( 2^r \). The random codebooks (message-to-composite indices and composite indices-to-codeword maps) are revealed to all parties.

**Encoding:** To communicate a realization \( x_{[n]} \), the transmitter sends \( Y((W_K(x_K), K \in 2^{[n]})) \).

**Decoding:** Upon receiving the codeword realization \( y \): (1) Each legitimate receiver finds the unique tuple of composite indices \( (\hat{w}_K, K \in 2^{[n]} \) such that \( y = Y((\hat{w}_K, K \in 2^{[n]})) \), and declares an error if a unique tuple is not found. (2) Assuming composite index tuple decoding is successful, receiver \( i \) finds the unique message tuple \( x \) such that \( w_K = W_K(x_K) \), for all \( K \subseteq D_i \cup A_i \). An error is declared if a unique tuple is not found.

The following result from [11] quantifies the constraints on the message rates and composite index rates for successful decoding (in the non-secure setting).

**Proposition 1:** A rate tuple \( (R_i, i \in [n]) \) is achievable for the index coding problem \((i|A_i), i \in [n] \):

\[
\sum_{J \subseteq D_i \cup A_i} S_J < 1, \quad i \in [n], \tag{13}
\]

\[
\sum_{i \in K} R_i < \sum_{J \subseteq D_i \cup A_i, J \cap K \neq \emptyset} S_J, \quad K \subseteq D_i. \tag{14}
\]

Now we move on to develop the secure composite coding scheme. Recall the security condition \( I(X_i; Y, X_{A_i}) < \delta, \quad i \in A^c_i \).

Using the chain rule for mutual information and the independence between different messages we have

\[
I(X_i; Y, X_{A_i}) < \delta, \quad i \in A^c_i. \tag{15}
\]

Since the eavesdropper can generate all composite indices \( \{w_J : J \subseteq A_i\} \) from \( X_{A_i} \), it will be useful to define \( T = \{K : K \subseteq [n], K \not\subseteq A_i\} \). Then for any \( Q \subseteq T, P_Q = \bigcup_{J \in Q} J \setminus A_i \) is the set of messages from \( Q \) that are unknown to the eavesdropper. We assume that the eavesdropper learns the codebook and is also able to decode all the composite indices in the first step of decoding. Condition (16) becomes:

\[
I(X_i; \{W_K : K \in T\}, X_{A_i}) < \delta, \quad i \in A^c_i. \tag{16}
\]

Applying Theorem 1 from [15] and Lemma 2.7 from [16], we obtain the following random-coding based achievable rate region. The proof will be provided in Appendix C for the more general secure enhanced composite coding scheme described in Proposition 2.

**Theorem 2:** A rate tuple \( (R_i, i \in [n]) \) is securely achievable for the index coding problem \((i|A_i), i \in [n], (e|A_e) \) if

\[
\sum_{J \subseteq A_i} S_J < 1, \quad i \in [n], \tag{18}
\]

\[
\sum_{i \in K} R_i < \sum_{J \subseteq D_i \cup A_i, J \cap K \neq \emptyset} S_J, \quad K \subseteq D_i, i \in [n], \tag{19}
\]

\[
\sum_{K \subseteq P_Q \cup A_i, K \not\subseteq A_i} S_K < \sum_{j \in (P_Q \setminus \{i\})} R_j, \quad Q \subseteq T, i \in A^c_i. \tag{20}
\]

Note, when Theorem 2 gives an inequality of the form \( S_J < 0 \), we set \( S_J = 0 \). For each index coding problem with \( n \leq 5 \) messages, a single natural decoding configuration \( D \) [17] was shown to be sufficient to achieve the non-secure capacity region. We will also use the natural decoding configuration in this paper, which will be sufficient to achieve the secure capacity region for all index coding problems with \( n \leq 4 \) messages. However, more than one decoding configuration might be necessary for larger problems. Secure composite coding with multiple decoding configurations is detailed below.

1) Secure Enhanced Composite Coding Scheme: Following similar lines as [12], let \( \Delta \) be the set of all decoding configurations, i.e., \( \Delta = \{D : D_i \subseteq [n] \setminus A_i, i \in D_i\} \).

Let \( r \in \mathbb{N} \). Let for each \( D \in \Delta \) and \( i \in [n] \), \( t_i(D) = \lfloor r R_i(D) \rfloor \), where \( R_i(D) \) is the rate of message \( i \) communicated via decoding configuration \( D \). Let \( X_i(D) \in [2^{r_i(D)}] \) be the part of message \( i \) communicated via decoding configuration \( D \). For each \( K \subseteq [n] \) and \( D \in \Delta \), let \( S_K(D) \in [0, 1] \). Denote \( s_K(D) = \lfloor rS_K(D) \rfloor \), \( K \subseteq [n] \), where \( S_K(D) \) is the rate of composite index for subset \( K \) and configuration \( D \).

By convention, \( S_0(D) = 0 \) for each \( D \in \Delta \).

**Codebook generation:** (1) For each \( K \subseteq [n] \), \( D \in \Delta \), and \( x_K(D) \), a corresponding composite index \( W_K,D(x_K(D)) \) is drawn uniformly at random from \( 2^{rK,D} \). (2) For every tuple \( (w_K,D, (K, D) \in 2^{[n]} \times \Delta) \), the codeword to be transmitted, \( Y((w_K,D, (K, D) \in 2^{[n]} \times \Delta)) \), is drawn uniformly
at random from $[2^n]$. The random codebooks (message-to-composite indices and composite indices-to-codeword maps) are revealed to all parties.

**Encoding:** To communicate a realization $x_{[n]}$, the transmitter sends $Y((W_{KD}(x_K(D))), (K, D) \in 2^n \times \Delta)$.

**Decoding:** Upon receiving the codeword realization $y$, (1) Each legitimate receiver $i$ finds the unique tuple of composite indices $(\hat{w}_{KD}, (K, D) \in 2^n \times \Delta)$ such that $y = Y((\hat{w}_{KD}, (K, D) \in 2^n \times \Delta))$, and declares an error if a unique tuple is not found. (2) Assuming composite index tuple decoding is successful, for each $D \subseteq \Delta$, receiver $i$ finds the unique message tuple $x_{iD}(D)$ such that $w_{KD} = W_{KD}(x_K)$, for all $K \subseteq D_i \cup A_i$. An error is declared if a unique tuple is not found.

**Proposition 2**: A rate tuple $(R_i, i \in [n])$ is securely achievable for the index coding problem $(i|A_i), i \in [n], (e|A_e)$ if

$$R_i = \sum_{D \subseteq \Delta} R_i(D), \quad i \in [n], \quad \sum_{D \subseteq \Delta} \sum_{J \subseteq D_i \cup A_i} S_J(D) < 1, \quad i \in [n],$$

$$\sum_{i \in K} R_i(D) < \sum_{J \subseteq D_i \cup A_i} S_J(D), \quad K \subseteq D_i, i \in [n],$$

$$\sum_{K \subseteq P_Q \cup A_e, K \subseteq A_e} S_K(D) < \sum_{j \in (P_Q \setminus \{i\})} R_j(D), \quad Q \subseteq T, i \in A_e^c.$$

Note that in Proposition 2, if we set $S_K(D), K \in 2^n$ and $R_j(D), j \in [n]$ to zero for all, but one particular $D$, we will recover Theorem 2.

### A. Secure Composite Coding with a Secret Key

Theorems 2 and Proposition 2 may generate conflicting constraints for some index coding problems as shown below.

**Example 3**: Consider the same setting as in Example 1. Set $D_1 = \{1\}, D_2 = \{1, 2\}$, and $D_3 = \{1, 3\}$. The set of active inequalities generated by Theorem 2 is

$$S_1 + S_2 + S_{12} + S_3 + S_{13} + S_{23} + S_{123} < 1,$$

$$R_1 < S_1,$$

$$R_2 < S_2 + S_{12} + S_{23} + S_{123},$$

$$R_3 < S_3 + S_{13} + S_{23} + S_{123},$$

$$R_1 + R_2 < S_1 + S_2 + S_{12} + S_{13} + S_{23} + S_{123},$$

$$R_1 + R_3 < S_1 + S_{12} + S_3 + S_{13} + S_{23} + S_{123},$$

$$S_2 + S_{12} + S_{13} + S_{23} + S_{123} < R_2,$$

$$S_{12} + S_3 + S_{13} + S_{23} + S_{123} < R_3,$$

$$S_2 = 0, \quad S_3 = 0, \quad S_2 = 0, \quad S_{13} = 0.$$

Clearly, there are conflicting constraints for $R_2$ and $R_3$. □

For $n = 3$ messages, there are the total of 20 securely feasible index coding problems. Of these, only the problem $(123), (213), (312), (e|\cdot)$ does not have conflicting inequalities. For $n = 4$ messages, 43 out of 833 securely feasible index coding problems have no conflicting inequalities. For all such non-conflicting cases, the secure composite coding inner bound matches the secure polymatroidal outer bound, thereby establishing the corresponding secure capacity region. In each of these problems, each receiver who wants the same message as the eavesdropper, knows at least two more messages as side information than the eavesdropper.

I.e., $\forall i \in A_e^c, |A_i \setminus A_e| \geq 2$.

We now show a resolution can be obtained for the conflicting cases by using a secret key of arbitrarily small rate shared between the server and legitimate receivers.

Assume there is an independent secret key $M$ at rate $\zeta_M$, shared between the transmitter and all the legitimate receivers. For each $K \subseteq [n], x_K(D) \cup M$ is mapped into a composite index $W_{KD}(x_K(D) \cup M)$ drawn uniformly at random from $[2^{n+1}]$. The second step of codebook generation, encoding and decoding are the same as before.

**Theorem 3**: A rate tuple $(R_i, i \in [n])$ is securely achievable for the index coding problem $(i|A_i), i \in [n], (e|A_e)$ if

$$R_i = \sum_{D \subseteq \Delta} R_i(D), \quad i \in [n],$$

$$\sum_{D \subseteq \Delta} \sum_{J \subseteq D_i \cup A_i} S_J(D) < 1, \quad i \in [n],$$

$$\sum_{i \in K} R_i(D) < \sum_{J \subseteq D_i \cup A_i} S_J(D), \quad K \subseteq D_i, i \in [n],$$

$$\sum_{K \subseteq P_Q \cup A_e, K \subseteq A_e} S_K(D) < \sum_{j \in (P_Q \setminus \{i\})} R_j(D) + \zeta_M, \quad Q \subseteq T, i \in A_e^c.$$

For the secure index coding problem described in Example 3, the secure achievable rate region with a secret key becomes

$$R_3 - \zeta_M < R_2 < R_4 + \zeta_M,$$

$$R_1 + R_2 < 1, \quad R_1 + R_3 < 1,$$

which matches the polymatroidal outer bound as $\zeta_M \to 0$.

We now summarize our key observations.

1) For cases where there are at least two more messages at each receiver $i, i \in A_e^c$ to protect their desired message (i.e., $\forall i \in A_e^c, |A_i \setminus A_e| \geq 2$), the proposed secure composite coding achieves capacity without the need for a shared secret key. For $n = 3$, there is 1 such problem out of 20 securely feasible problems. For $n = 4$, there are 43 such problems out of 833 securely feasible problems.

2) For remaining cases, conflicting inequalities can be resolved by means of a secret key of vanishingly small rate. The secret key acts as the second message unknown to the eavesdropper to ensure $\forall i \in A_e^c, |A_i \setminus A_e| \geq 2$.

3) Appendix B lists the secure capacity region for all 20 securely feasible index coding problems with $n = 3$ messages.

### V. Equivalence Between Two Capacity Region Outer Bounds

First, let us specialize Theorem 1 to the non-secure index coding.
We have used inequalities in (29) and equality in (31).

The outer bound is presented here.

for some set function $g : 2^{[n]} \rightarrow [0, 1]$ such that for any $J \subseteq [n]$ and $i, k \notin J,$

$$g(\emptyset) = 0,$$

$$g([n]) = 1,$$

$$g(J) \leq g(J, \{i\}),$$

$$g(J) + g(J \cup \{k\}) \leq g(J \cup \{i\}) + g(J \cup \{k\}),$$

$$g(B_i \cup \{i\}) - g(B_i) = g(\{i\}).$$

We then prove (29) to (34) using the constraints of Corollary 4.

To prove $\mathcal{R}_h \subseteq \mathcal{R}_g,$ we take a set function $h$ that satisfies (36) to (42) and define

$$g(J) = \frac{h(J \cup \{0\}) - h(J)}{h(\{0\})}, \quad J \subseteq [n].$$

We then prove (29) to (34) using the constraints of Theorem 5.
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Appendix A

Proof of Theorem 1

For the sake of simplicity, we assume perfect decoding, i.e., $H(\mathbf{X}_i | \mathbf{Y}, \mathbf{X}_{A_i}) = 0$. This allows us to ignore infinitesimal
terms that will appear if we use the actual decoding constraint in conjunction with Fano’s inequality. We also assume $\delta = 0$.

We start with (1) and use message independence and the decoding constraint as follows.

$$R_i \leq \frac{I_i}{r} H(X_i)$$  \hspace{1cm} (48)

where the set function $g$ is defined as

$$g(J) = \frac{1}{r} H(Y|X_J), \quad J \subseteq [n].$$  \hspace{1cm} (53)

The first four constraints follow from the definition of the set function $g$ and basic properties of the entropy function.

- To prove (9), recall that

$$H(X, Y | X_A, X_{C_i}) = H(X, Y | X_A, X_{C_i}) = 0,$$  \hspace{1cm} (54)

for all $C_i \subseteq B_i$, as conditioning cannot increase entropy. Now let $C_i = B_i$, $i \in [n]$ and write

$$H(X_i) = H(X_i | X_{A_i}, X_{B_i}) - H(X_i | Y, X_{A_i}, X_{B_i})$$

$$= H(Y | X_{A_i}, X_{B_i}) - H(Y | X_i, X_{A_i}, X_{B_i})$$

$$= g(A_i) - g(B_i)$$  \hspace{1cm} (55)

where the last equality follows from $H(Y | X_{[n]}) = 0$ and the definition of $g$. Comparing (52) and (55) proves

$$g(\{i\}) = g(B_i \cup \{i\}) - g(B_i).$$

Due to the submodularity of $g$

$$g(\{i\}) \geq g(C_i \cup \{i\}) - g(C_i) \geq g(B_i \cup \{i\}) - g(B_i),$$

for all $C_i \subset B_i$. Hence, adding $g(\{i\}) = g(B_i \cup \{i\}) - g(B_i)$ to the constraints will suffice.

- To prove (10), rewrite (3) as

$$I(X_i; Y | X_{A_i}) = 0$$  \hspace{1cm} (56)

$$\Rightarrow H(Y | X_{A_i}) = H(Y | X_i, X_{A_i})$$  \hspace{1cm} (57)

$$\Rightarrow g(A_i) = g([n] \setminus \{i\} \cup A_i)).$$  \hspace{1cm} (58)

Hence, noting the monotonicity condition (7), when $J = [n] \setminus \{i\} \cup A_i$, (10) holds.

**Appendix B**

**Secure Capacity Region of the Index Coding Problems with $n = 3$ Messages**

Table I summarizes the results. Aside from the problems shown in Table I, all other problems are securely infeasible.

| Receiver and Eavesdropper Information | Outer Bounds | Receiver and Eavesdropper Information | Outer Bounds |
|--------------------------------------|--------------|--------------------------------------|--------------|
| \((1|J)\) | \(R_2 = R_3\) | \((1|J)\) | \(R_2 = R_3\) |
| \((2|J)\) | \(R_1 + R_3 \leq 1\) | \((2|J)\) | \(R_1 + R_3 \leq 1\) |
| \((3|J)\) | \(R_1 = 2\) | \((3|J)\) | \(R_1 = 2\) |
| \((4|J)\) | \(R_1 \leq 1\) | \((4|J)\) | \(R_1 \leq 1\) |
| \((5|J)\) | \(R_1 \leq 2\) | \((5|J)\) | \(R_1 \leq 2\) |
| \((6|J)\) | \(R_1 \leq 3\) | \((6|J)\) | \(R_1 \leq 3\) |
| \((7|J)\) | \(R_1 \leq 4\) | \((7|J)\) | \(R_1 \leq 4\) |

**Appendix C**

**Proof of Proposition 2**

Observe that the first three rate constraints of Proposition 2 follow from the achievability proof of [12]. We are done if we show that (24) implies for each $D \in \Delta$,

$$I(X_i(D); (W_{K,D} : K \in T)|X_{A_i}(D)) = o(1)$$  \hspace{1cm} (59)

as $r \to \infty$. Since different parts of messages are independent, the above would also ensure that

$$I(X_i(D); (W_{K,D} : K \in T, D \in \Delta)|X_{A_i}) = o(1)$$  \hspace{1cm} as $r \to \infty$.

To show that (59) holds under (24), we pick $D \in \Delta$ and focus on only the part of message conveyed via this choice of decoding configuration. For the remainder of proof, we drop the reference to $D$ remembering that $X_j, R_j, S_K$ stand for $X_j(D), R_j(D), S_K(D)$, respectively.

Recall that $X_{i} \in [2^rR_i], j \in [n]$, are independent and uniformly distributed. Let $Z_i = \{i\} \cup A_e$ for some $i \in A_e$.  

| Table I | Secure Capacity Region Outer Bounds for All Securely Feasible Index Coding Problems with $n = 3$ Messages |
|---------|--------------------------------------------------|
| $R_1 \leq 1$ | $R_1 \leq 1$ |
| $R_2 \leq 1$ | $R_2 \leq 1$ |
| $R_3 \leq 1$ | $R_3 \leq 1$ |
| $R_1 \leq 2$ | $R_1 \leq 2$ |
| $R_2 \leq 2$ | $R_2 \leq 2$ |
| $R_3 \leq 2$ | $R_3 \leq 2$ |
| $R_1 \leq 3$ | $R_1 \leq 3$ |
| $R_2 \leq 3$ | $R_2 \leq 3$ |
| $R_3 \leq 3$ | $R_3 \leq 3$ |
Set $T = \{K: K \subseteq [n], K \not\subseteq A_r\}$ and $P_Q = \bigcup_{J \subseteq Q} J \setminus A_r$, for any $Q \subseteq T$.

Define $R_{Z_i} = R_i + \sum_{j \in A_r} R_j$, and $R_K = \sum_{j \in K} R_j$, $K \in T$. We have $X_{Z_i} = (X_i, X_{A_r}) \in [2^rB_i] \times \prod_{j \in A_r} [2^rB_j] = [2^{rB_i}]$ and for each $K \in T$, $X_K = (x_i, i \in K) \in \prod_{j \in K} [2^{rB_j}] = [2^{rB_K}]$. Then $(X_K, K \in T), X_{Z_i}$ is a well-defined discrete memoryless correlated source. For each $K \in T$, the random mapping $b_K : [2^{rB_K}] \to [2^{rB_K}]$ uniformly and independently maps each sequence $x_K$ to $w_K \in [2^{rB_K}]$. Denote by $B_K$ and $W_K$ the random encoding and the random bin index corresponding to $b_K$ and $w_K$, respectively. Let $w_T = (w_K, K \in T)$, $W_T = (W_K, K \in T)$, $b_T = (b_K, K \in T)$ and $B_T = (B_K, K \in T)$. Note that for each $Q \subseteq T$

$$
\sum_{j \in Q} S_j = \sum_{K \in P_Q \cup A_r} S_K, \quad (60)
$$
and for each $Q \subseteq T$ and $Z_i$,

$$
H(X_{\bigcup_{J \subseteq Q}} | X_{Z_i}) = H(X_{\bigcup_{J \subseteq Q}} | X_i \cup X_{A_r}) = \sum_{j \in (P_Q \setminus \{i\})} R_j. \quad (61)
$$

Using our notation, Theorem 1 in [15] can be restated as:

**Theorem 7:** If for each $Q \subseteq T$,

$$
\sum_{K \in P_Q \cup A_r} S_K < \sum_{j \in (P_Q \setminus \{i\})} R_j, \quad (61)
$$

then

$$
\mathbb{E}_{B_T} \left\| p_{X_{Z_i}, W_T} - p_{X_{Z_i}} \prod_{K \in T} p_{[2^rB_K]} \right\|_1 < o(2^{-\beta r}), \quad (62)
$$

where: (1) The outer expectation is only over the choice of random binning; (2) $p_{X_{Z_i}, W_T}$ is the joint pmf induced by a particular random binning; (3) $p_{[2^rB_K]}$ is the uniform distribution over set $[2^rB_K]$ and (4) $\beta > 0$ is the rate of convergence. Since (62) exponentially converges to 0 as $r \to \infty$ [15], there exists a sequence of binning schemes $\{b_{T,r}: r \in \mathbb{N}\}$ such that the sequence of joint pmfs $\{ p_{X_{Z_i}, W_T}^{(r)}: r \in \mathbb{N}\}$ induced by the sequence of binning schemes satisfies

$$
\left\| p_{X_{Z_i}, W_T}^{(r)} - p_{X_{Z_i}} \prod_{K \in T} p_{[2^rB_K]} \right\|_1 < o(2^{-\beta r}), \quad (63)
$$

Now, we use Lemma 2.7 from [16]:

**Lemma 1:** If $p_1$ and $p_2$ are two distributions over a finite set $X$ such that $\sum_{x \in X} \| p_1(x) - p_2(x) \|_1 \leq \theta \leq \frac{1}{2}$, then

$$
\left\| H(p_1) - H(p_2) \right\|_1 \leq -\theta \log \frac{\theta}{|X|}. \quad (64)
$$

Recall $|X| = r(\sum_{j \in \{i\} \cup A_r} R_j + \sum_{K \in T} S_K) = o(r)$. Thus, by invoking Lemma 1 for the two distributions in (63), we see that for the sequence of binning schemes $\{b_{T,r}: r \in \mathbb{N}\}$:

$$
I(X_i \cup X_{A_r}; (W_K, K \in T)) < o(\alpha r 2^{-\beta r}) \rightarrow I(X_i; (W_K, K \in T) | X_{A_r}) < o(\alpha r 2^{-\beta r}).
$$

Therefore, the security condition (17) holds as $r \to \infty$.

**APPENDIX D**

**Proof of Theorem 6**

To prove $\mathcal{R}_g \subseteq \mathcal{R}_b$, suppose $(R_1, \ldots, R_n) \in \mathcal{R}_g$. Then there exists $g(J), J \subseteq [n]$, satisfying (30)-(34) such that

$$
R_i \leq g(B_i \cup \{i\}) - g(B_i). \quad (65)
$$

Define a set function $h : g([0,1]^n) \to \mathbb{R}_+ \geq 0$ as in (43)-(46). To prove (36), we use (44) and (46) as

$$
h(\{0\}) = h(\emptyset) + \sum_{i=1}^n g(\{i\}) = 1 \quad (66)
$$

and

$$
h(\{i\}) = \frac{1}{\sum_{i=1}^n g(\{i\})} \quad (67)
$$

Hence, we have

$$
R_i \leq g(B_i \cup \{i\}) - g(B_i) = g(\{i\}) = \frac{h(\{i\})}{h(\{0\})}. \quad (68)
$$

Constraints (37) and (38) follow directly from the definition. To derive (39), we have

$$
h(N) = h([n] \cup \{0\}) = h([n]) + \sum_{i=1}^n g(\{i\}) \quad (69)
$$

$$
h([n]) = \sum_{i=1}^n g(\{i\}) = 1, \quad (70)
$$

from which $h(N \setminus \{i\}) = h([n]) = 1$ follows trivially, and for $i \in [n]$ we have

$$
h(N \setminus \{i\}) = h([n] \setminus \{i\} \cup \{0\}) \quad (71)
$$

$$
= \frac{\sum_{j \neq i} g(\{j\}) + g(\{i\})}{\sum_{k=1}^n g(k)} = 1. \quad (72)
$$

Constraint (40) can be derived from (34) and (46) as follows:

$$
h(\{i\} \cup A_i \cup \{0\}) = h(\{i\} \cup A_i) + \frac{g(B_i)}{\sum_{i=1}^n g(\{i\})} \quad (73)
$$

$$
= h(\{i\} \cup A_i) + \frac{g(B_i \cup \{i\}) - g(\{i\})}{\sum_{i=1}^n g(\{i\})} \quad (74)
$$

$$
h(A_i) + \frac{g(B_i \cup \{i\})}{\sum_{i=1}^n g(\{i\})} \quad (75)
$$

$$
h(A_i \cup \{0\}). \quad (76)
$$

To prove (41), we consider the following cases.

- **When $0 \not\in J$ and $i \not= 0$, from the definition of $h$ and non-negativity of $g$, we have**

$$
h(J) = \sum_{j \in J} h(j) \leq \sum_{j \in J \cup \{i\}} h(j). \quad (77)
$$

- **When $0 \in J$ and $i \not= 0$, let $J \subseteq K \cup \{0\}, 0 \not\in K$. Then,**

$$
h(J) = h(K \cup \{0\}) \quad (78)
$$

$$
= h(K) + \frac{g(K)}{\sum_{i=1}^n g(\{i\})} \quad (79)
$$

and

$$
h(J \cup \{i\}) = h(K \cup \{i\} \cup \{0\}) \quad (80)
$$
Subtracting one from another gives
\[
h(J) - h(J \cup \{i\}) = h(K) - h(K \cup \{i\}) + \frac{g(K) - g(K \setminus \{i\})}{\sum_{i=1}^{n} g(\{i\})}
\]
(82)
\[
- h(J \cup \{i\}) + \frac{g(K) - g(K \setminus \{i\})}{\sum_{i=1}^{n} g(\{i\})}
\]
(83)
\[
\leq 0,
\]
(85)
where (85) follows from the submodularity of \(g\) in (33).

- When \(0 \not\in J\) and \(i = 0\),
\[
h(J) = \frac{\sum_{j \in J} g(\{j\})}{\sum_{j \in [n]} g(\{j\})},
\]
(86)
\[
h(J \cup \{i\}) = \frac{\sum_{j \in J} g(\{j\}) + g(J)}{\sum_{j \in [n]} g(\{j\})} \geq h(J).
\]
(87)

Hence, (41) holds. Finally, (42) is proved by considering the following cases. First, for compact notation, let
\[
h(J) + h(J \cup \{i\}) = \frac{h'}{\sum_{j \in [n]} g(\{j\})},
\]
and
\[
h(J \cup \{i\}) + h(J \cup \{k\}) = \frac{h''}{\sum_{j \in [n]} g(\{j\})}.
\]

- When \(0 \not\in J\) and \(i, k \neq 0\), (42) is satisfied due to submodularity of function \(g\).
- When \(0 \in J\) and \(i, k \neq 0\), define \(J = K \cup \{0\}\) and \(L = K \setminus \{i, k\}\). Then,
\[
h'(0) = \sum_{j \in K} g(\{j\}) + g(K) + \sum_{l \in L} g(\{l\})
\]
\[
+ g(\{i\}) + g(\{k\}) + g(L),
\]
and
\[
h''(0) = \sum_{j \in K} g(\{j\}) + g(\{i\}) + g(K \setminus \{i\})
\]
\[
+ \sum_{l \in L} g(\{l\}) + g(\{k\}) + g(K \setminus \{k\}).
\]

Due to submodularity of \(g\), we have
\[
g(K) + g(K \setminus \{i, k\}) - g(K \setminus \{i\}) - g(K \setminus \{k\}) = g(L \cup \{i, k\}) + g(L) - g(L \cup \{i\}) - g(L \cup \{k\}) \leq 0.
\]

Hence,
\[
h(J) + h(J \cup \{i, k\}) - h(J \cup \{i\}) - h(J \cup \{k\}) \leq 0.
\]

- When \(0 \not\in J\), \(i = 0\), \(k \neq 0\), we have
\[
h'(0) = \sum_{j \in J} g(\{j\}) + \sum_{j \in J} g(\{j\}) + g(\{k\}) + g(J \setminus \{k\}),
\]
\[
h''(0) = \sum_{j \in J} g(\{j\}) + g(J) + \sum_{j \in J} g(\{j\}) + g(\{k\}).
\]

Since \(g\) is monotonic, we have
\[
g(J \setminus \{k\}) - g(\{k\}) \leq 0.
\]

Hence,
\[
h(J) + h(J \cup \{i, k\}) - h(J \cup \{i\}) - h(J \cup \{k\}) \leq 0.
\]

The case \(0 \not\in J\), \(k = 0\), \(i \neq 0\) follows from symmetry.

Next, we prove \(R_h \subseteq \mathcal{R}_h\).

Suppose \((R_1, \ldots, R_n) \in \mathcal{R}_h\), then there exists \(h(J), J \subseteq \{0\} \cup [n]\), satisfying (37)-(42) such that
\[
R_i \leq \frac{h(\{i\})}{h(\{0\})}, \quad i \in [n].
\]
(88)

Define a set function \(g : 2^{[n]} \to [0, 1]\) as in (47). We prove (29) using (40) and the definition of \(g\):
\[
R_i \leq \frac{h(\{i\})}{h(\{0\})} = \frac{1}{h(\{0\})} \left( -h(A_i) + h(\{i\} \cup A_i) \right)
\]
(90)
\[
= \frac{1}{h(\{0\})} \left( h(A_i \cup \{0\}) - h(A_i) - h(\{i\} \cup A_i) \right)
\]
(91)
\[
= \frac{1}{h(\{0\})} \left( h(A_i \cup \{0\}) - h(\{i\}) - (h(\{i\}) \cup A_i) \right)
\]
(92)
\[
= g(\{i\} \cup B_i) - g(B_i).
\]
(93)

Next, we prove for this choice of \(g\), that constraints (30)-(34) are satisfied.

Due to (39), constraint (30) follows immediately as
\[
g(\emptyset) = \frac{h([n] \cup \{0\}) - h([n])}{h(\{0\})} = 0.
\]
(94)

Constraint (31) also follows from definition
\[
g([n]) = \frac{h(\{0\}) - h(\emptyset)}{h(\{0\})} = 1.
\]
(95)

To prove the monotonicity of \(g\), i.e., (32), we first note that
\[
g(J) = \frac{h(J \cup \{0\}) - h(J)}{h(\{0\})},
\]
\[
g(J \cup \{i\}) = \frac{h(J \setminus \{i\} \cup \{0\}) - h(J \setminus \{i\})}{h(\{0\})}.
\]
(97)

Denote \(J \setminus \{i\} = K\). By taking the difference between \(g(J)\) and \(g(J \cup \{i\})\), we see that
\[
g(J) - g(J \cup \{i\}) = \frac{h(K) + h(K \cup \{i, 0\}) - h(K \cup \{i\}) - h(K \cup \{0\})}{h(\{0\})} \leq 0,
\]
where the above follows from submodularity of \(h\) in (42).

To prove the submodularity of \(g\), i.e., (33), define \(L = J \setminus \{i, k\}\). Then, we have
\[
g(J) = \frac{h(L \cup \{k\} \cup \{i\} \cup \{0\}) - h(L \cup \{k\} \cup \{i\})}{h(\{0\})}
\]
\[
= \frac{h(\{0\}) - h(\emptyset)}{h(\{0\})} = 1.
\]

(98)
\[
= \frac{h(L \cup \{k\} \cup \{i\} \cup \{0\}) - h(L) - h(\{i\}) - h(\{k\})}{h(\{0\})},
\]
and
\[
g(J \cup \{i\} \cup \{k\}) = \frac{h(L \cup \{0\}) - h(L)}{h(\{0\})},
g(J \cup \{i\}) = \frac{h(L \cup \{k\} \cup \{0\}) - h(L \cup \{k\})}{h(\{0\})} = \frac{h(L \cup \{k\} \cup \{0\}) - h(L) - h(\{k\})}{h(\{0\})},
g(J \cup \{k\}) = \frac{h(L \cup \{i\} \cup \{0\}) - h(L \cup \{i\})}{h(\{0\})} = \frac{h(L \cup \{i\} \cup \{0\}) - h(L) - h(\{i\})}{h(\{0\})}. 
\]
Taking the difference and using the submodularity of \( h \), we see that
\[
g(J) + g(J \cup \{i\} \cup \{k\}) - g(J \cup \{i\}) - g(J \cup \{k\})
= \frac{1}{h(\{0\})} (h(L \cup \{k\} \cup \{i\} \cup \{0\}) + h(L \cup \{0\}) \n - h(L \cup \{k\} \cup \{0\}) - h(L \cup \{i\} \cup \{0\})) \leq 0.
\]
Finally, to prove (34), we write
\[
g(\{i\} \cup B_i) - g(B_i)
= \frac{h(A_i \cup \{0\}) - h(A_i) - h(\{i\} \cup A_i \cup \{0\}) + h(\{i\} \cup A_i)}{h(\{0\})}
= \frac{h(\{i\} \cup A_i) - h(A_i)}{h(\{0\})} = \frac{h(\{i\})}{h(\{0\})} = \frac{h([n]) - h([n] \setminus \{i\})}{h(\{0\})} = \frac{h([n] \setminus \{i\} \cup \{0\}) - h([n] \setminus \{i\})}{h(\{0\})} = g(\{i\}).
\]
Note that (99) is due to (40) and (102) is due to (39).
Therefore, \( \mathcal{R}_h = \mathcal{R}_h \).