Dirac spin liquids represent a class of highly-entangled quantum phases in two dimensional Mott insulators, featuring exotic properties such as critical correlation functions and absence of well-defined low energy quasi-particles. Existing numerical works suggest that the spin-orbital $SU(4)$ symmetric Kugel-Khomskii model of Mott insulators on the honeycomb lattice realizes a Dirac spin-orbital liquid, described at low energy by $(2 + 1)d$ quantum electrodynamics (QED$_3$) with $N_f = 8$ Dirac fermions. In this work we generalize methods previously developed for $SU(2)$ spin systems to analyze the symmetry properties and stability of the Dirac spin-orbital liquid. We conclude that the standard Dirac state in the $SU(4)$ honeycomb system, based on a simple parton mean-field ansatz, is intrinsically unstable at low energy due to the existence of a monopole perturbation that is allowed by physical symmetries and relevant under renormalization group flow. We propose two plausible alternative scenarios compatible with existing numerics. In the first scenario, we propose an alternative $U(1)$ Dirac spin-orbital liquid, which is similar to the standard one except for its monopole symmetry quantum numbers. This alternative $U(1)$ state represents a stable gapless phase. In the second scenario, we start from the standard $U(1)$ Dirac liquid and Higgs the $U(1)$ gauge symmetry down to $Z_4$. The resulting $Z_4$ Dirac spin-orbital liquid is stable. We also discuss the continuous quantum phase transitions from the $Z_4$ Dirac liquids to conventional symmetry-breaking orders, described by the QED$_3$ theory with $N_f = 8$ supplemented with a critical charge-$4$ Higgs field. We discuss possible ways to distinguish these scenarios in numerics. We also extend previous calculations of the quantum anomalies of QED$_3$ and match with generalized lattice Lieb-Schultz-Mattis constraints.
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I. INTRODUCTION

Quantum spin liquids represent a class of exotic quantum phases that can emerge out of interacting spin systems. They host appealing features such as long-range quantum entanglement, absence of Landau symmetry-breaking order, and the emergence of gauge theories[1]. Spin liquid phases have been detected in more and more systems in recent years, both experimentally in realistic materials, and numerically in simple lattice models[2, 3].

Spin liquids can be roughly divided into two categories according to their behavior at low energy (temperature). Some spin liquids are well described by nearly free quasi-particles at low energy, even though the microscopic system may be strongly interacting. Examples include all gapped spin liquids, typically possessing intrinsic topological orders, and spin liquids with gapless free low energy excitations, such as three dimensional $U(1)$ quantum spin liquids with free photons and the Kitaev spin liquid with free Majorana fermions.

A more intriguing type of quantum spin liquids consist of those that do not have quasi-particle description. The simplest such spin liquids are described by some interacting critical (more precisely conformal) field theories (CFT) at low energy, and are some times called critical (or algebraic) spin liquids. The most well known critical spin liquid is perhaps the spin-1/2 antiferromagnetic Heisenberg model in one dimension, described by the Bethe ansatz solution and at low energy by the $SU(2)_1$ CFT. In two space dimensions, the simplest known critical spin liquids are $U(1)$ Dirac spin liquids (DSLs), described at low energy by gapless Dirac fermions $\psi$ coupled with an emergent $U(1)$ gauge field, also known as QED$_3$:

$$\mathcal{L} = \sum_{a=1}^{N_f} \bar{\psi}_\alpha (i\partial - \phi) \psi_\alpha + \frac{1}{4g^2} f_{\mu\nu}^2,$$  \hspace{1cm} (1.1)

where $f_{\mu\nu}$ is the field strength of the $U(1)$ gauge field $a$, $\psi_\alpha$ is a Dirac fermion with flavor indexed by $\alpha$, and $N_f$ is the total flavor number determined by further details of the states. It is known that at large enough $N_f$ the above theory flows to an interacting CFT at low energy[4]. The current numerical estimation of the lower critical $N_f$ is $N_c \sim 2[5, 6]$, which implies that DSLs, typically with $N_f \geq 4$, can indeed exist as critical spin liquid states. An important feature of Dirac spin liquids is that they are automatically gapless (critical) as long as certain symmetries are unbroken. This is in sharp contrast with more familiar critical field theories such as $O(N)$ Wilson-Fisher theories, and is the reason why Dirac spin liquids can be stable critical phases rather than just critical points.

Recent numerical computations suggest that DSLs may describe the ground states for several simple lattice spin systems: the spin-1/2 Heisenberg model on Kagome lattice[7], the $J_1$-$J_2$ spin-1/2 model on triangular lattice[8], and the spin-orbital $SU(4)$ symmetric Kugel-Khomskii model (the natural generalization of Heisenberg model to $SU(4)$ spins) on honeycomb lattice with one fundamental representation per site[9]. The last one is different from the others in that the on-site continuous symmetry is $SU(4)$ rather than $SU(2)$, and is perhaps the simplest realizations of DSL in spin-orbital systems. The potential relevance of the $SU(4)$ model to realistic materials has also been discussed in Ref. [10]. At low energy, all these systems are believed to be effectively described by the QED$_3$ theory, with $N_f = 8$ for the $SU(4)$ system and $N_f = 4$ for the $SU(2)$ spin systems. Related experimental systems appear to be promising although detailed comparisons with theories remain nontrivial and controversial[2].

The QED$_3$ theory contains an important class of critical fluctuations known as the monopoles. Monopoles are defined as operators that insert $U(1)$ gauge flux into the system. By Dirac quantization the minimum flux that can be inserted is $\int_S da = 2\pi$ where $S$ is a two-dimensional surface enclosing the point of flux-insertion in space-time. As the QED$_3$ theory flows to the CFT regime, the scaling dimension of the most relevant monopole is given by[11, 12]

$$\Delta_M = 0.265N_f - 0.0383 + O(1/N_f).$$  \hspace{1cm} (1.2)

This result is calculated using the $1/N_f$ expansion. It turns out to be quite accurate even for moderate values of $N_f[13]$: for $N_f = 4$ the error is only about $\sim 10\%$. An important consequence is that for $N_f < 12$ the monopole is relevant under RG and leads to instabilities. Since the DSLs of our interest have either $N_f = 4$ ($SU(2)$ spins) or $N_f = 8$ ($SU(4)$ spins), the monopole is always a relevant operator that requires special attention. If the microscopic
symmetries allow the monopole as a perturbation, the DSL will not be a stable gapless phase – this turns out to be true for $SU(2)$ spins on the square lattice (also known as the staggered flux state)\cite{14-16}. On triangular and Kagome lattices, on the other hand, the relevant monopoles carry nontrivial symmetry quantum numbers and are forbidden as perturbations\cite{15, 16}. This makes the DSLs stable on triangular and Kagome lattices, consistent with existing numerics.

The monopole symmetry properties for the $SU(4)$ Dirac spin-orbital liquid have not been analyzed in the literature so far. In this work we will generalize the analytical methods previously developed mainly for $SU(2)$ spin systems and apply to the $SU(4)$ honeycomb Dirac spin-orbital liquid. We find that for the standard Dirac liquid based on a simple parton mean field ansatz, there is a relevant monopole operator that transforms trivially under all microscopic symmetries. This monopole will then leads to an instability, possibly towards symmetry breaking orders. This means that the numerics in Ref. \cite{9}, which found a gapless spin liquid well described by the Gutzwiller projected wavefunction of the Dirac spin liquid, cannot be explained in the most straightforward manner. A relatively boring explanation is that the apparent DSL is merely a finite-size effect, and the system will eventually form a conventional symmetry-breaking order in the thermodynamic limit.

An interesting feature of DSLs is the quantum anomalies associated with the QED$_3$ theory. Such anomalies provide strong constraints on possible low energy fates of the theory. It is also appreciated recently\cite{17-21} as related to (generalized) Lieb-Schultz-Mattis theorems on the lattice scale\cite{22-25}. The quantum anomalies for DSL have been partially calculated in the simplest cases in Ref. \cite{15}. In this work we extend the calculation to more general situations and obtain more complete results.

The rest of the paper is organized as follows. In Sec. II we discuss general aspects of $U(1)$ Dirac spin liquids with $N_f$ flavours, focusing on various symmetry properties including those of the monopoles. In Sec. III we focus on the honeycomb lattice system with $SU(4)$-fundamental spins. We carefully analyze the symmetry properties of the standard Dirac spin-orbital liquid state and conclude that it is unstable due to a symmetry-allowed monopole perturbation. In Sec. IV we discuss the two alternative scenarios mentioned above to realize gapless Dirac spin-orbital liquids in the $SU(4)$ honeycomb system. In Sec. V we calculate the quantum anomalies of QED$_3$ for various symmetries and compare with the requirements from generalized Lieb-Schultz-Mattis theorems. We end with some discussions in Sec. VI and various details are included in the Appendices.
II. DIRAC SPIN LIQUIDS WITH $N_f$ FLAVOURS

A. Emergent compact QED$_3$

We are interested in describing SU($N$)$_s$ spin systems on different lattices (the subscript is a label to keep track of the origin of the symmetry). We consider systems where spins (with operators $S_r$) are in a fully-antisymmetric representation of SU($N$)$_s$, i.e. the Young tableau (YT) has only one column. These correspond to antisymmetric products of fundamental representations of SU($N$)$_s$. We further restrict to systems that additionally have an anti-unitary time reversal symmetry (TRS) and lattice symmetries that include translations, rotations and reflections. We shall denote the former by $T$ and the latter by $G_{\text{lat}}$. Then the microscopic symmetry group is

$$G_{\text{micro}} = G_{\text{lat}} \times (\text{SU($N$)$_s \rtimes T$}),$$

(2.1)

Note the semi-direct product between the spin symmetry and TRS as they may not commute.

We use the standard parton decomposition of SU($N$)$_s$ spins by introducing auxiliary degrees of freedom, called partons, by writing (for a general overview see Ref. [1])

$$S_r^A = \sum_{a,b=1,\ldots,N} f_r^\dagger_a (T^A)_a^b f_{r,b},$$

(2.2)

where $f_r^\dagger_a(f_{r,a})$ are fermionic creation (annihilation) operators at site $r$ with SU($N$)$_s$ flavour $a \in \{1, \ldots, N\}$. The $f_{r,a}$ operators transform as SU($N$)$_s$ fundamentals. $(T^A)_a^b$ are the matrix representation of the (hermitian) SU($N$)$_s$ generators acting on the fundamental representation. $A$ is an index in the adjoint representation and we normalize $T^A$ such that $\text{Tr}[T^A T^B] = \frac{1}{2} \delta^{AB}$.

In order to reproduce the original Hilbert space, we need to impose the constraint $Q_r = 0$ on all physical states, where

$$Q_r = \sum_a f_r^\dagger_a f_{r,a} - n_{\text{box}},$$

(2.3)

and $n_{\text{box}}$ is the number of boxes in the representation’s YT. The constraint makes the physical states to have exactly $n_{\text{box}}$ occupied states. Due to the anticommuting nature of fermions, the states will be a representation of the $n_{\text{box}}$-fold antisymmetric product of the fundamental representation as we want.

The next step is to write the spin Hamiltonian in terms of the partons and perform a mean-field (MF) decomposition that preserves the constraint only as an expectation value $\langle G_{SMF} | Q_r | G_{SMF} \rangle = n_{\text{box}}$. The constraint will later be enforced. We specialize to the case where the low-energy description of the MF Hamiltonian is of the form

$$H_{MF} = -\sum_{r,s} t_{rs} f_r^\dagger_a f_{s,a},$$

(2.4)

such that the fermion bands only have Dirac cones at the filling imposed by the constraint $\langle Q_r \rangle_{MF} = 0$ (i.e. there is no Fermi surface at this filling). In the rest of the paper the number of Dirac cones (also referred as valleys) on the MF spectrum at the appropriate filling shall be denoted by $M$ (recall that $M$ is even due to the parity anomaly). We further assume that $G_{\text{micro}}$ is projectively realized in $H_{MF}$ so that no physical symmetry is explicitly broken.

The decomposition in Eq. 2.2 has a gauge redundancy generated by $Q_r$ that maps $G_g : f_r \rightarrow e^{i\phi_r} f_r$. In order to recover gauge invariance to $H_{MF}$, we introduce a U(1) gauge field $a_\mu$ whose temporal and spatial components come from Lagrangian multiplier that imposes the constraint and $t_{rs} \rightarrow t_{rs} e^{ia_{\mu} r^\mu}$, respectively. The purpose of the gauge field $a_\mu$ is to impose the constraint $Q_r = 0$.

The low energy physics of our model is described by the effective field theory with Lagrangian $\mathcal{L}_{\text{DSL}} = \mathcal{L}_{\text{QED$_{2+1}$}} + \delta \mathcal{L}$,
with
\[ \mathcal{L}_{\text{QED}_{2+1}} = \sum_{\alpha=1}^{N_f} \bar{\psi}^\alpha \mathcal{D}_\mu \psi^\alpha - \frac{1}{4g^2} f_{\mu\nu}^2, \]

where \( \psi_\alpha \) are two-component Dirac fermions with a flavour index \( \alpha = 1, \ldots, N_f = N \times M \). We work in the mostly plus signature \( \eta_{\mu\nu} = \text{diag}(-1,+1,+1) \) and \((\gamma^0, \gamma^1, \gamma^2) = (-i\sigma^2, \sigma^3, \sigma^1)\) are 3-dimensional gamma matrices. The adjoint Dirac fermion is defined as \( \bar{\psi}^\alpha = (\psi^\dagger)^\alpha C \) with \( C = -i\gamma^0 \). \( f_{\mu\nu} = \partial_\mu a_\nu - \partial_\nu a_\mu \) and \( g \) is the gauge coupling. \( \mathcal{L}_{\text{QED}_{2+1}} \) corresponds to Quantum-Electrodynamics in 2+1 dimensions (QED\(_{2+1}\)) and \( \delta \mathcal{L} \) will correspond to operators of QED\(_{2+1}\) allowed by the microscopic symmetries of the original Hamiltonian.

In addition to fermionic excitations, \( \mathcal{L}_{\text{QED}_{2+1}} \) also allow for non-trivial topological configurations of the gauge field. These configurations carry charge under an extra U(1) symmetry of Eq. 2.5 with conserved current \( j^\mu = \frac{1}{2\pi} \varepsilon^{\mu\nu\lambda} \partial_\nu a_\lambda \). This symmetry is usually denoted by \( U(1)_{\text{top}} \). We define local operators \( \mathcal{M}_q^j \) that carry charge \( q \) under \( U(1)_{\text{top}} \). The insertion of this operators in the path-integral can be interpreted as the insertion of a \( 2\pi q \)-flux around a space-time point. \( \mathcal{M}_q^j \) will be referred as the bare monopole. In order to have gauge invariant operators, the bare monopoles need to be dressed by fermion zero modes which transform non-trivially under the flavour symmetry that mixes the Dirac fermions.

We next focus on the symmetry properties of the building blocks of the simplest operators of QED\(_{2+1}\), namely fermion bilinears and \( q = 1 \) monopoles. Large \( N \) [11, 26, 27] calculations of QED\(_{2+1}\) find that these are the lightest operators and therefore potentially the most important to describe the stability or near-by phases of the DSL.

In order to understand how the microscopic symmetries act on the effective degrees of freedom, it is helpful to take detour and recognize the symmetries of \( \mathcal{L}_{\text{QED}_{2+1}} \). The theory has the continuous Lorentz group (Spin\((2,1)_L\)) and discrete Lorentz symmetries (charge conjugation \( C_0 \), time reversal \( T_0 \) and space reflection \( R_{0y} \)). In addition to this, the theory naively has an internal symmetry group
\[ G_{\text{int}}^{(\text{naive})} = \text{SU}(N_f) \times U(1)_{\text{top}} \]

where \( \text{SU}(N_f) \) mixes the Dirac fermions and \( U(1)_{\text{top}} \) acts only on the monopoles. In a later section, will see that the actual faithful symmetry acting on gauge invariant operators is a quotient of \( G_{\text{int}}^{(\text{naive})} \) by a discrete subgroup.

### B. Symmetries of the effective theory I: partons

As partons are not gauge-invariant operators, the microscopic symmetry do not necessarily act linearly on them. In order to understand this, Wen [28] introduced the notion of the projective symmetry group (PSG): an element in the PSG corresponds to a unitary or anti-unitary transformation that maps partons into partons and leave the MF Hamiltonian invariant. The microscopic symmetries are then realized as elements of the PSG that make the original spin operators transform as they should when written in terms of partons. In general, the PSG has a subgroup that also leave the spin operators unmodified, commonly called the invariant gauge group (IGG). This subgroup ends up being the gauge group of the effective field theory. Because of the IGG, for every element \( g \) in the microscopic group there is a whole orbit of elements in the PSG that correspond \( g \). For actual computations we fix an element in the PSG for each \( g \in G_{\text{micro}} \) but we pay the price as the commutation relations are only satisfied up to IGG elements.

Once we know the action of \( G_{\text{micro}} \) on the partons, we can project the action of this symmetries down to the low-energy degrees of freedom read how \( G_{\text{micro}} \) is embedded in symmetry group of QED\(_3\). In general, we expect that \( \text{SU}(N) \) will be embedded as a sub-group of the \( \text{SU}(N_f) \) of QED\(_3\). On the other hand, elements in \( G_{\text{int}} \) and \( T \) will include discrete symmetries of QED\(_3\) in addition to \( \text{SU}(N_f) \) elements.

---

1 The subscripts denote that these are the ‘bare’ discrete symmetries that do not necessary match the corresponding physical symmetry.
We now review how the symmetries of QED$_3$ act on Dirac fermions. The SU($N_f$)$_L$ and Spin(2,1)$_L$ symmetries act on $\psi$ as usual ($U \in$ SU($N_f$)$_L$ and $\Lambda \in$ Spin(2,1)$_L$):

\begin{align}
U : \psi_\alpha(x^\mu) & \rightarrow U_a^\beta \psi_\beta(x^\mu) \\
\Lambda : \psi_\alpha(x^\mu) & \rightarrow \Lambda[\alpha] \psi_\alpha(\Lambda^\mu v^\nu)
\end{align}

(2.7a) (2.7b)

where $\Lambda[\Lambda]$ is the matrix element of the spin-1/2 representation of Spin(2,1)$_L$. The discrete symmetries can be chosen to act as

\begin{align}
T_0 : \psi_\alpha(t, r) & \rightarrow +\gamma^0 \psi_\alpha(-t, r), \quad i \rightarrow -i, \\
R_{0y} : \psi_\alpha(t, r) & \rightarrow i \gamma^2 \psi_\alpha(t, R_y r), \\
C_0 : \psi_\alpha(t, r) & \rightarrow +(\bar{\psi}^\dagger(t, r) C)^\dagger.
\end{align}

(2.8)

where $R_y = \text{diag}(+1, -1)$ and $C = -i\gamma^0$ such that $C(\gamma^\mu)^\dagger C = -\gamma^\mu$.

C. Symmetries of the effective theory II: Monopoles

1. Introduction and continuous symmetries

In the presence of a charge one bare monopole $M^\dagger$, each Dirac mode contributes one fermion zero mode. The zero modes transform as Lorentz scalars and as the parent Dirac fermion under SU($N_f$)$_L$. Gauge invariance requires half of the zero modes to be filled [29]. Therefore, there are $\binom{N_f}{2}$, $n = N_f/2$, different (complex) monopole operators that can be schematically written as

\begin{align}
(\Phi^\dagger)^A = F^\dagger A M^\dagger \\
F^\dagger A = f^\dagger[^{\alpha_1} \ldots f^\dagger[^{\alpha_n}]
\end{align}

(2.9)

where $f^\dagger[^{\alpha}$ is the creation operator of the zero mode corresponding to the Dirac mode $\psi^\dagger[^{\alpha}$ and $A = [\alpha_1, \ldots, \alpha_{N_f/2}]$ is an antisymmetric multi-index\(^2\). As $f$ transform in the fundamental representation of SU($N_f$)$_L$, $\Phi^\dagger$ transform in $N_f/2$-fold antisymmetric product of the fundamental representation. This turns out to be the irreducible representation of SU($N_f$) whose YT has one column and $N_f/2$ rows. This representation is always self-conjugate with an invariant bilinear given by

\begin{align}
E_{AB} = E[^{\alpha_1 \ldots \alpha_n}[^{\beta_1 \ldots \beta_n}] = \frac{1}{(N_f/2)!} \varepsilon^{\alpha_1 \ldots \alpha_n \beta_1 \ldots \beta_n}.
\end{align}

(2.10)

It is convenient to define $E^{AB} = E_{AB}$ so that we can use $E^{AB}$ and $E_{AB}$ to raise and lower the antisymmetric indices $A, B, \ldots$. The overall factor is chosen such that $\sum_{\beta_1 \ldots \beta_n} E_{A[\beta_1 \ldots \beta_n]} E^{C[\beta_1 \ldots \beta_n]} = \hat{\delta}^C_A$, with $\hat{\delta}^C_A$ an identity tensor for the antisymmetric indices\(^3\). Notice that $E_{AB} = (-\gamma^5)^n E_{BA}$. This means that for $N_f \equiv 0 \mod 4$, the monopoles are in a orthogonal representation while for $N_f \equiv 2 \mod 4$ the representation is simplectic.

As $M^\dagger$ and the zero modes are Lorentz scalars, $\Phi^\dagger$ are Lorentz scalars as well. From now on, it will be useful to think of $\Phi^\dagger$ as abstract operators that are Lorentz scalars, have charge one under $U(1)_{top}$ and transform in the self-conjugate fully-antisymmetric representation of SU($N_f$).

Before proceeding further, we discuss the faithful continuous symmetries acting on gauge invariant operators. Recall that the center of SU($N_f$) is made of matrices of the form $\omega^k 1$ for $\omega = e^{2\pi i k/N_f}$ and integers $k = 0, \ldots, N_f - 1$. Then there

\(^2\) Here as usual square brackets $[\ldots]$ means antisymmetrization of the indices. For example, $T[^{\alpha \beta}] = \frac{1}{2} (T^{\alpha \beta} - T^{\beta \alpha})$.

\(^3\) i.e.

\begin{align}
\sum_{\beta_1 \ldots \beta_n} \hat{\delta}^{[\alpha_1 \ldots \alpha_n}_{[\beta_1 \ldots \beta_n]} X_{\beta_1 \ldots \beta_n} = X^{[\alpha_1 \ldots \alpha_n]}.
\end{align}
is no way to distinguish between the action of $\omega I$ and $-1 \in U(1)_{\text{top}}$ on the $\Phi^\dagger$ monopoles. On the other hand, the whole center of SU($N_f$) is equivalent to the U(1)$_g$ when acting on fermions. Therefore, the faithful internal symmetry group is

$$G_{\text{int}} = \frac{\text{SU}(N_f) \times U(1)_{\text{top}}}{\mathbb{Z}_{N_f}},$$

(2.11)

where $\mathbb{Z}_{N_f}$ is generated by $(\omega I, -1) \in \text{SU}(N_f) \times U(1)_{\text{top}}$.

2. Discrete Lorentz symmetries

To understand the implementation of the discrete Lorentz symmetries ($C_0$, $R_{0y}$ and $T_0$), we look at how this symmetry operations affect gauge flux and their commutation properties with SU($N_f$)$_f$. To simplify our expressions, we only restrict to cases where $N_f$ is divisible by 4, which is the case in most of the previously studied DSL candidates. For more details and the $N_f \equiv 2 \mod 4$ case see App. A.

Notice that for all three discrete Lorentz symmetries, a gauge flux $\phi$ is mapped to $-\phi$ or in other words they flip the $U(1)_{\text{top}}$ charge. Therefore, we must have $\Phi \longleftrightarrow \Phi^\dagger$. From the action of $C_0$, $R_{0y}$ and $T_0$ in Eq. 2.8, we see that $T_0$ and $R_{0y}$ does not change the SU($N_f$)$_f$ representation while $C_0$ does exchange the fundamental and anti-fundamental representations. By appropriately choosing the phases in the definition of the monopole operators we can assume (see Appendix A for details)

$$T_0 : \Phi^A \longrightarrow E^{AB}\Phi_B$$

$$C_0 : \Phi^A \longrightarrow \Phi_A$$

$$R_{0y} : \Phi^A \longrightarrow E^{AB}\Phi_B$$

(2.12)

where the space-time arguments have been omitted. The phases were chosen such that $T_0^2 = 1$ and $(C_0R_{0y})^2 = 1$ when acting on monopole operators.

3. Microscopic symmetries, Berry phases and all that

We now want to find how $G_{\text{micro}}$ are embedded in $G_{\text{int}}$. It is convenient to break SU($N_f$) $\rightarrow$ SU($N_f$)$_s$ $\times$ SU($M$)$_v$ because $G_{\text{int}}$ becomes

$$G'_{\text{int}} = \text{PSU}(N_f)_{s} \times \text{PSU}(M)_{v} \times U(1)_{\text{top}}$$

(2.13)

where PSU($K$) $\equiv$ SU($K$)/Z(SU($K$)), for Z($K$) the center of $K$. We do this because we expect the action of spin symmetry and lattice symmetries to decouple inside of $G_{\text{int}}$. An advantage of this restriction is that there is no ambiguity in what we call an element of $U(1)_{\text{top}}$ and of SU($N_f$).

The spin rotations are determined solely by the action of PSU($N_f$)$_s \subset G'_{\text{int}}$ on $\psi$. Similarly, we also know how lattice symmetries are embedded in PSU($M$)$_v \times \text{SO}(2,1)_L \times <T_0,C_0,R_{0y}>$ from the action on $\psi$. The only missing information is the $U(1)_{\text{top}}$ factor. These can be thought of as Berry phases the monopole acquires by moving around the lattice with the partons fixed. It can be found either analytically, by using techniques from band topology [15], or numerically, by calculating expectation values of free fermions hopping in a magnetic field [14, 16].

Once we have the symmetry properties of the monopole operators under the microscopic symmetries, we know which operators will generally be present in the Lagrangian. For small enough $N_f$ (less than about 12), the single monopole operator is expected to be a relevant perturbation to $\mathcal{L}_{\text{QED}_{2+1}}$, and thus if there is a ‘trivial’ monopole, i.e. a monopole that is invariant under microscopic symmetries, the theory will flow to strong coupling were a Dirac mass is expected to be generated in addition to monopole proliferation that will gap $a_\mu$. 
Another prediction we can make is which symmetry breaking phases are proximate to the DSL. We assume that transitions happen by condensation of a Dirac mass with a subsequent monopole proliferation for small enough \(N_f\). This can be captured by introducing additional bosonic degrees of freedom that couple linearly to the Dirac mass or equivalently we can add a Gross-Neveu term to the Lagrangian. If the generated mass is \(\bar{\psi}^\alpha \psi_\alpha\), a Chern-Simons term is generated, monopole proliferation is suppressed and we are left with (Spin\(_C\))\(_{N_f/2}\) topological order – in the standard \(U(1)\) Chern-Simons language the \(K\) matrix is a \((N_f/2 - 1) \times (N_f/2 - 1)\) matrix with \(-2\) on the diagonal and \(-1\) everywhere else [30]. On the other hand, any of the other adjoint masses will not generate a Chern-Simons term. Instead, it breaks the degeneracy between the Dirac fermions and the zero-modes. If we restrict to adjoint masses of the form \(\bar{\psi}^\alpha T_\alpha^\beta \psi_\beta\), with \(T^2 = 1^4\), the degeneracy is completely broken and there is a unique preferred monopole that proliferates. This could break more symmetries than the adjoint mass. In particular, the lightest monopole \(\Phi^\dagger\) will have the modes with negative \(T\) eigenvalues filled.

D. Monopole Wavefunctions

When discussing actual calculations it is useful to have extra notation for monopoles. We introduce orthogonal tensors\(^5\) \(\{\chi^\rho_{\alpha_1...\alpha_n}\}_{\rho=1,...,\dim R}\) with \(\dim R = (N_f/2)\) and define \(\Phi^\dagger_{\rho} = \chi^A_{\rho} E_{AB} \Phi^B\). We shall refer to \(\chi^A_{\rho}\) as monopole wave-functions (MWF).

For \(N_f = 0 \mod 4\), the discrete bare symmetries act as \(^6\)

\[
T_0 : \Phi^\dagger_{\rho} \rightarrow (\chi^A_{\rho} E_{AB} \chi^B_{\sigma}) \Phi^\dagger_{\sigma} \\
C_0 : \Phi^\dagger_{\rho} \rightarrow (\chi^A_{\rho} \chi^A_{\sigma}) \Phi^\dagger_{\sigma} \\
\]

\((2.14)\)

If an element \(U \in \text{SU}(N_f)_t\) acts on Dirac fermions as \(\psi_\alpha \rightarrow U_{\alpha \beta} \psi_\beta\), then \(\Phi^\dagger_{\rho} \rightarrow U_{\rho \sigma} \Phi^\dagger_{\sigma}\) with

\[
U_{\rho \sigma} = \chi^{[\alpha_1...\alpha_n]}_{\rho} U_{\alpha_1 \beta_1} ... U_{\alpha_n \beta_n} \left(\chi^{[\beta_1...\beta_n]}_{\sigma}\right)^* . \tag{2.15}
\]

As in the discussion of microscopic symmetries we break \(\text{SU}(N_f) \rightarrow \text{SU}(N)_s \times \text{SU}(M)_v\), it is convenient to also decompose the MWF. In order to achieve this, first notice that under the branching \(\text{SU}(N_f)_t \rightarrow \text{SU}(N)_s \otimes \text{SU}(M)_v\), the antisymmetric representations with \(k\) boxes, \(\varpi_k\), decomposes as \(^7\)

\[
(\varpi_k) \; \rightarrow \bigoplus_{\lambda : |\lambda| = k} (\lambda, \lambda^\top), \tag{2.16}
\]

where the sum is over all YT's \(\lambda\) with \(k\) boxes. \(\lambda^\top\) denote the transposed of \(\lambda\) along the main diagonal. The first (second) factor on RHS correspond to the representation of \(\text{SU}(N)_s(\text{SU}(M)_v)\). Then we introduce tensors with \(\text{SU}(N)_s\) and \(\text{SU}(M)_v\) indices, \(\chi^{[s]}_{\rho(s)}\) and \(\chi^{[v]}_{\rho(v)}\) that transform in the various \((\lambda)\) representations and define

\[
\chi^{[s]}_{\rho(s)} \alpha_1 ... \alpha_n = \chi^{[s]}_{\rho(s)} \alpha_1^{(s)} ... \alpha_n^{(s)} \chi^{[v]}_{\rho(v)} [v] \alpha_1^{(v)} ... \alpha_n^{(v)} .
\]

The \(\text{SU}(N_f)\) indexes have been split into \(\text{SU}(N)_s \times \text{SU}(M)_v\) indexes as \(\alpha = (\alpha^{(s)}, \alpha^{(v)})\). We can then antisymmetrize in \(\alpha_1, \ldots, \alpha_n\) and introduce extra normalization factors to make them orthogonal. A nice feature of this prescription is that it is easier to find the transformations of the monopoles under \(\text{SU}(N)_s \times \text{SU}(M)_v\) and the discrete symmetries.

\(^4\) This ensures that \(T\) has no zero eigenvalue.

\(^5\) \(\chi^A_{\rho} (\chi^A_{\sigma})^\dagger = \delta^A_{\rho\sigma}\)

\(^6\) For \(N_f = 2 \mod 4\) we just need to introduce the appropriate extra factors of \(i\) or \(-1\) as detailed in App. \(A\).

\(^7\) This is a consequence of the dual Cauchy identity and the the expression of the characters of the irreps of the \(SU\) groups in terms of Schur polynomials [31].

\(^8\) As usual we discard YT's with more than \(N\) or \(M\) columns.
We remark that the introduction of MWF is just a calculation tool that allow us to better see how the symmetry acts on the monopoles and confirm analytical arguments. When presenting the results it is not necessary to specify the MWF as we can still think of the monopoles as abstract operators with the corresponding symmetry transformations.

III. CANDIDATE QUANTUM SPIN-ORBIT LIQUID ON THE HONEYCOMB LATTICE AND COMPACT QED$_3$ $N_f = 8$

Ref. [9] found some signatures of a stable algebraic-spin liquid on a SU(4) symmetric Heisenberg model on the Honeycomb lattice where the spins are in the fundamental representation. The authors performed a Gutzwiller projection on fermionic partons on a $\pi$-flux quadratic Hamiltonian that displays Dirac cones at quarter filling. Inspired by this results, we analytically study the low-energy properties of this parton construction by introducing gauge field fluctuations in lieu of the Gutzwiller projection.

A. Model and symmetries

The model considered in Ref. [9] had a Hamiltonian

$$H = \sum_{\langle i,j \rangle} \left( 2 \mathbf{S}_i \cdot \mathbf{S}_j + \frac{1}{2} \right) \left( 2 \mathbf{T}_i \cdot \mathbf{T}_j + \frac{1}{2} \right) \quad (3.1)$$

where the sum is over nearest neighbours. $\mathbf{S}$ are spin 1/2 operators ($\uparrow$ and $\downarrow$ states) and $\mathbf{T}$ are pseudo-spin 1/2 operators (states $a$ and $b$). We can group this flavours together to a SU(4) basis: |$\circ$⟩ = |$\uparrow$⟩, |$\bullet$⟩ = |$\downarrow$⟩, |$\bigcirc$⟩ = |$\uparrow$⟩ and |$\bigcirc$⟩ = |$\downarrow$⟩. In this new basis, the Hamiltonian can be rewritten as an exchange operation $H = \sum_{\langle i,j \rangle} P_{i,j}$ where the SU(4)$_s$ symmetry is evident.

The microscopic symmetries of the model are the SU(4)$_s$ spin symmetry, time reversal $\mathcal{T}$ and lattice symmetries. We will use two sets of Pauli matrices $\sigma^a$ and $\tau^a$ to generate the $\mathfrak{su}(4)$ algebra by setting $\mathbf{S}^a = \frac{1}{2} \sigma^a$ and $\mathbf{T}^a = \frac{1}{2} \tau^a$. Time reversal is an anti-linear operator that satisfies $\mathcal{T} : \mathbf{S} \rightarrow -\mathbf{S}$ and $\mathcal{T} : \mathbf{T} \rightarrow -\mathbf{T}$. This relation can be written as $\mathcal{T}[T^A] = (O_{\mathcal{T}})_{AB}^T T^B$, for $T^A \sim \frac{1}{2} \sigma^a \tau^b$ the generators of $\mathfrak{su}(4)$. In this basis for $\mathfrak{su}(4)$, $O_{\mathcal{T}}$ is a diagonal matrix.

The lattice symmetries are generated by translations of two unit lattice vectors $(T_{1,2})$, a reflection $(R_y)$ and an hexagon centred $\pi/3$ rotation $(C_6)$. These act as

$$T_1 : (r_1, r_2, u) \rightarrow (r_1 + 1, r_2, u), \quad T_2 : (r_1, r_2, u) \rightarrow (r_1, r_2 + 1, u),$$

$$R_y : (r_1, r_2, u) \rightarrow (r_1 + 2, -r_2, 1 - u), \quad C_6 : (r_1, r_2, u) \rightarrow (u - r_2, r_1 + r_2 - u, 1 - u). \quad (3.2)$$

where $r = r_1 a_1 + r_2 a_2$ (a$_i$ are lattice unit vectors) and $u = 0, 1$ is the sublattice index with the identification $(A, B) \leftrightarrow (0, 1)$. The lattice conventions and the action of the symmetries are summarized in Fig. 1.

B. $\pi$-flux state and PSG

We consider SU(4)$_s$ fermionic partons at quarter filling with a $\pi$-flux mean-field Hamiltonian on the honeycomb lattice given by

$$H_\pi = \sum_{\alpha=1}^{4} \sum_{r,s} t_{ras}^{AB} f_{r,A}^\dagger f_{s,B} + h.c., \quad (3.3)$$

$$t_{ras}^{AB} = (-)^r \delta_{r,a} + \delta_{r+a_2,s} + \delta_{r+a_3,s},$$
FIG. 1: (a) Conventions for the honeycomb lattice. \( \mathbf{a}_i \) are the lattice unit vectors. The choice of the boundary of a (enlarged) unit cell is indicated in cyan (orange). The symmetry generators are \( R_y \) which corresponds to a reflection perpendicular to the \( y \) axis and \( C_6 \) is a 60° around plaquette center. (b) Depiction of the \( \pi \)-flux ansatz where the \( t_{ij} \) are positive (negative) on the black (pink) bonds.

where \( \mathbf{r} \) and \( \mathbf{s} \) are the position of the unit cells. After a Fourier transforming \( f_r = \frac{1}{\sqrt{N_{\text{cells}}}} \sum_\mathbf{k} e^{i \mathbf{k} \cdot \mathbf{r}} f_{\mathbf{k}} \) and \( \mathbf{k} \) is in the original Brillouin zone, we obtain a doubly degenerated Dirac cone at quarter filling (more details in App. D). In an appropriate basis, the low-energy Hamiltonian becomes the Dirac Hamiltonian

\[
H_{\pi D} = \sum_\mathbf{q} \sum_{i=1}^2 \sum_{i=1}^4 \bar{\psi}(\mathbf{q})^a_i (g_x \gamma^1 + g_y \gamma^2) \psi(\mathbf{q})_{ai} \tag{3.4}
\]

with the conventions of previous sections for gamma matrices. Here \( a = 1, 2, 3, 4 \) is an SU(4) spin index and \( i = 1, 2 \) is an SU(2) valley index. We combine these indices into SU(8) indices (denoted by greek letters). Once we introduce the gauge fluctuations, the Lagrangian of this theory becomes Eq. 2.5 with \( N_f = 8 \) (\( N = 4 \) and \( M = 2 \)). We span \( su(8) \) by three sets of Pauli matrices: the old \( \sigma^a \) and \( \tau^a \) that span \( su(4) \) and a new set of Pauli matrices \( \mu^a \) that span \( su(2)_v \).

We find that the lattice symmetries are realized as:

\[
\begin{align*}
T_1 & : \psi \rightarrow i \mu^1 \psi, \\
T_2 & : \psi \rightarrow i \mu^3 \psi, \\
R_y & : \psi \rightarrow W_{ry} R_{0y} \psi = i \gamma^2 W_{ry} \psi, \\
C_6 & : \psi \rightarrow L_{c6} W_{c6} \psi, \\
T & : \psi \rightarrow \eta_T \bar{\psi} \gamma^0 \eta_T \psi,
\end{align*}
\tag{3.5}
\]

where the space-time dependence of the operators have been omitted and

\[
\begin{align*}
L_{c6} &= \exp \left( -\frac{\pi}{6} \gamma^0 \right), \\
W_{ry} &= i \frac{\mu^3 - \mu^2}{\sqrt{2}} = i \mu^3 \exp \left( \frac{i \pi}{4} \mu^1 \right), \\
W_{c6} &= \exp \left( \frac{2\pi}{3} \vec{n} \cdot \vec{\mu} \right), \quad \vec{n} = \frac{1}{\sqrt{3}} (1, 1, 1), \\
\eta_T &= i \gamma^3 \tau^2 \mu^2.
\end{align*}
\tag{3.6}
\]
### Table I: Symmetry properties of the Dirac masses.

| Mass   | Bilinear          | $R_{SU(4)}$ | $R_{C'''}$ | $T$     | Order               |
|--------|-------------------|-------------|------------|---------|---------------------|
| $M^{00}$ | $\bar{\psi}\psi$ | Trivial     | $A_2$      | $-1$    | Quantum Hall        |
| $M^{0i}$ | $\bar{\psi}\mu^i\psi$ | Trivial     | $F_1$      | $+1$    | Valence Bond        |
| $M^{0A}$ | $\bar{\psi}T^A\psi$ | Adjoint     | $A_2$      | $-O_T$  | Quantum Spin-orbit Hall |
| $M^{1A}$ | $\bar{\psi}\mu^1T^A\psi$ | Adjoint     | $F_1$      | $+O_T$  | Spin-Orbit Néel     |

$R_G$ denote the representation of the mass under the symmetry group $G$. $O_T$ comes from the action of $T$ on the original spin-orbit operators.

A nice way to interpret the PSG results (and useful in later sections) is to identify the SU($2)_v$ elements associated to the lattice symmetries and then study how the vector $\vec{\mu}$ transform under conjugation by these elements. It is convenient to talk about the extended point group $C'_6h$ that corresponds to the original $C_6h$ lattice point group augmented by translations that square to the identity. This only allows the $M$ points (middle points of the edges of the hexagonal BZ). For a more complete review of the representations of this group see Refs. [32–36] or App. C3b.

We can choose the restriction of the generators to SU($2)_v$ to be

\[
\begin{align*}
T_1 & : U_{11} = i\mu^1 \\ T_2 & : U_{11} = i\mu^2 \\ T_3 & : U_{11} = i\mu^3 \\
C_6h & : U_{c6} = W_{c6} \\
R_y & : U_{ry} = W_{ry} \\
T & : U_T = i\mu^2 K
\end{align*}
\]  

(3.7)

where $K$ is complex conjugation and for convenience of the reader we have included the translation by $a_3$: $T_3 = T_1^{-1}T_2$. It is easy to see from here that $\vec{\mu}$ will transform as the $F_2$ representations, i.e. they transform as objects at momenta $M_{1,2,3}$ that pick a minus sign under reflections. Additionally $\vec{\mu}$ are odd under time reversal. Note that $C = -i\gamma^0$ transforms as $A_2$ (gets a minus sign from reflections) and is odd under time reversal. Combining this observations it is straightforward to find the symmetry properties of the Dirac masses. We shall denote them as

\[
\begin{align*}
M^{00} & = \bar{\psi}\psi, & M^{0i} & = \bar{\psi}\mu^i\psi, & M^{0A} & = \bar{\psi}T^A\psi, & M^{1A} & = \bar{\psi}\mu^1T^A\psi.
\end{align*}
\]  

(3.8)

with $i = 1, 2, 3$ and $A = 1, \ldots, 15$. $i$ correspond to vector indices of SO($3)_v$ and $A$ to adjoint indices of SU($4)_s$. The symmetry properties under $G_{\text{micro}}$ of the Dirac masses are summarized in Tab. I.

### C. Monopole operators

Following the previous discussion, we identify the monopole transformation properties in two steps. First, we focus on the transformation coming from the zero modes. Second, we extract the contributions from the Dirac sea that is encapsulated by the Berry phase obtained numerically and/or analytically.
Using the results in Sec II D, the SU(8) representation of the monopoles 70_8 breaks into SU(4)_s × SU(2)_v representations as

\[
70_8 = (20_4, 1_2) \oplus (15_1, 3_2) \oplus (1_4, 5_2)
\]

The SU(4)_s representations can be understood by the identification SU(4)/Z_2 = SO(6). 14, 15_4 and 20_4 are the trace (scalar), antisymmetric part (adjoint) and traceless symmetric part of an SO(6) matrix obtained by taking the tensor product of two vectors. For the SU(2) case, we can similarly use the identification SU(2)/Z_2 = SO(3).

We can then think of the monopoles as three sets of operators

\[
\mathcal{V}_{ij}^\dagger \sim (1_4, 5_2) \quad \mathcal{N}_{iA}^\dagger \sim (15_4, 3_2) \quad Q_{ab}^\dagger \sim (20_4, 1_2)
\]

where i, j = 1, 2, 3 are SO(3)_s vector indices. a, b = 1, . . . , 6 and A = 1, . . . , 15 are SO(6)_s vector and adjoint indices, respectively. \(\mathcal{V}_{ij}^\dagger\) and \(Q_{ab}^\dagger\) are traceless symmetric in their indices. Alternatively, we outline an explicit construction for the monopoles in App. B.

We find that \(\mathcal{T}\) acts as

\[
\mathcal{T} : \begin{align*}
\mathcal{V}_{ij}^\dagger &\rightarrow \eta_{\text{top}}^T \mathcal{V}_{ij} \\
\mathcal{N}_{iA}^\dagger &\rightarrow \eta_{\text{top}}^T (O_T)^B \mathcal{N}_{iB} \\
Q_{ab}^\dagger &\rightarrow \eta_{\text{top}}^T \eta_a^T \eta_b^T Q_{ab}
\end{align*}
\]

where \(O_T\) is the matrix that encodes how \(\mathcal{T}\) acts on \(\mathfrak{su}(4)_s\) (the original spin-orbit operators), \(\eta_{\text{top}}^T\) = +1 and \(\eta_{\text{top}}^T_{a=4,5,6} = -1\). The SO(6)_s indices have been ordered so that the first three components transform under the SU(2) spanned by \(\sigma^a/2\) while the last three transform under the SU(2) generated by \(\tau^a/2\). \(\eta_{\text{top}}^T\) is the common \(U(1)\)_{top} phases that we will shortly determine. In this basis, the bare reflection \(\mathcal{R}_{\text{top}}\) acts as \((\mathcal{V}^\dagger, \mathcal{N}^\dagger, \mathcal{Q}^\dagger) \rightarrow (\mathcal{V}, \mathcal{N}, \mathcal{Q})\).

### 2. Time reversal and Berry phases

We use techniques from band topology to identify the gauge charge distribution and from this calculate the Berry phases. We follow the recipe described in Ref. [15]. First, we introduce the Dirac mass \(\psi^3 \sigma^3 \psi\) that corresponds to a quantum spin Hall (QSH) insulator. This mass favors a monopole \(\Phi^\dagger\) that transforms as \(\Phi^\dagger \rightarrow e^{2i\theta} \Phi^\dagger\) under a spin rotation by angle \(\theta\) around the \(\sigma^3 = 1\) axis. This mass is invariant under \(\mathcal{T}_0\), the SU(2) orbital rotations and lattice symmetries that do not involve reflections. We can consider the following Kramers time reversal \(\mathcal{T}_K = i \tau^2 \mathcal{T}\), \(\tau^2 = (-)^F\), to use the fact that a QSH insulator is also a \(\mathbb{Z}_2\) topological insulator. Opposite to the \(N_f = 4\) case, this QSH phase is trivial because we now have two copies (from the degeneracy in the pseudo-spin quantum number) of a non-trivial QSH that become trivial. Then the monopole must be trivial:

\[
\mathcal{T}_K : \Phi^\dagger \rightarrow (\Phi^\dagger)^\dagger.
\]
This operator has charge 4 under the U(1) subgroup of SU(N) sublattices, generated by σ^3/2 which means that \( \Phi_1^i \) is a linear combination of the \( Q_{ab}^1 \) with \( a,b \in \{1, 2, 3\} \). As \( \Phi_1^i \) is trivial under \( i\tau^2 \), Eq. 3.12 also holds for \( T \). Thus \( \eta_{\text{top}}^T = 1 \).

The next step is to decompose the band structure of the \( \pi \)-flux state (with the quantum spin Hall gap) in terms of "elemental bands", i.e., Wannier insulator bands, using techniques from Refs [37–39]. This is done by comparing the eigenvalues of some PSG rotations at high-symmetry points of the elemental bands with the corresponding eigenvalues of the parton Fourier mode. The final result is (see App. E for details)

\[
\Gamma_{\text{Occupied}} = 2\Gamma^v - 2\Gamma^h.
\]  

(3.13)

where \( \Gamma^{v(h)} \) are Wannier insulators localized at lattice sites (hexagon centers). The minus sign in the above equation comes from the notion of “fragile topology”\[38\], and for our purpose can be treated simply as having negative gauge charges. This means that there is \( q_{C_{bh}} = -2 \) gauge charge at the \( C_{bh} \) rotation center which implies that the 2\( \pi \) monopole will get a \( C_{bh} \) Berry phase of \( \exp(-\frac{2\pi}{3}) = \omega^{-1} = \omega^2 \), i.e., \( C_{bh} : \Phi_1^i \rightarrow \omega^2\Phi_1^i \). As the zero modes are trivial under SU(2)_c, this transformation must come from \( U(1)_{\text{top}} \), \( C_{bh} \mid U(1)_{\text{top}} : \Phi_1^i \rightarrow \omega^2\Phi_1^i \). Translations can be obtained by a \( C_3 \) rotation around sublattice \( A \) with another \( C_3 \) rotation in the opposite direction around sublattice \( B \). As the gauge charge in both sublattices is the same there is no Berry phase for translations. Then we can say that the bare monopole \( M^1 \) transform as \( E_2 \) under the point group. We performed a numerical calculation of the rotation and translation Berry phases \[16\] and find consistent results (see App. F for details).

Now that we have all the symmetry transformations of monopoles, we can find the representation they belong to by recalling that the i indices (3 of SU(2)_c) transform as \( F_2 \) when restricted to \( G_{\text{lat}} \). Then under the restriction SU(2)_c \( \rightarrow G_{\text{lat}} \), we have \( 1_2 \rightarrow A_1 \), \( 3_2 \rightarrow F_2 \) and \( 5_2 \rightarrow E_2 \oplus F_1 \), where we have used properties of the symmetric and anti-symmetric squares of representations. Finally by tensoring with \( E_2 \) we find the representations of the monopoles under \( G_{\text{lat}} \).

The symmetry properties of the monopoles under \( G_{\text{micro}} \) is summarized in Tab. II. We want to emphasize the existence of a trivial monopole due to the cancellation of \( C_3 \) angular momentum coming from the zero modes and from the filled bands. We outline a more explicit calculation of the monopole quantum numbers in App. B.

---

9 \( \Phi_1^i \propto (Q_{1\uparrow}^1 - iQ_{1\uparrow}^1 - iQ_{1\downarrow}^1 - Q_{1\downarrow}^1) \)

10 i.e., the rotations with the corresponding gauge transformation that leave Eq. 3.3 invariant.
D. Instability of the DSL and nearby phases

1. Trivial monopole

Dirac masses are not allowed because they transform non-trivially under $G_{\text{micro}}$. On the other hand, the existence of a trivial monopole could mean that the Dirac spin liquid is ultimately non-stable at the lowest energies if the monopole is relevant. The large $N_f$ estimation of the scaling dimension is $\Delta_1 = 0.265N_f - 0.0383 + O(1/N_f)$. For $N_f = 8$, $\Delta_1 = 2.0817 < 3$. Recent Monte Carlo simulation[13] shows that the finite-$N_f$ correction to this value at $N_f = 8$ is small and the monopole is indeed a relevant perturbation. The proliferation of the trivial monopole breaks the SU(8) symmetry down to the original microscopic symmetry group $SU(4)_v \times G_{\text{Lax}} \times T$.

Nevertheless, the Lieb-Schultz-Mattis theorem survives and predicts a non-trivial ground state. We then expect that a Dirac mass is spontaneously generated thus breaking some symmetry. The question now is which mass? The most likely masses will be the ones in the "smallest" representations, which usually have the smallest scaling dimensions, which in present case correspond to masses of the form $\tilde{\psi} \tilde{n} \cdot \tilde{\mu} \psi$ for some vector $\tilde{n}$. The masses $\tilde{\psi} (\tilde{n} \cdot \tilde{\mu}) \psi$ transform as valence bond solid (VBS) orders. In particular for $\tilde{n} = \frac{1}{\sqrt{3}} (1, 1, 1)$, the mass has the same symmetry properties as the R tetramerization order parameter of Ref [40] under the enlarged point group $C_{6v}''(O_h$ in the cited work.). This order is schematically represented in Fig. 2a where the light blue lines correspond to spins that form an $SU(4)_v$ singlet. In the following subsection we explore this and other possible symmetry breaking phases accessible from the $\pi$-flux state.

The monopole proliferation seems to contradict the numerical results [9] of an stable algebraic spin liquid phase and stability against tetramerization [40]. One explanation could be that the numerics are not probing large enough system sizes. Another possible explanation is that we are looking at a different gapless spin liquid. We explore two different cases in the next two sections and find that a $Z_4$ Dirac spin liquid is the most plausible.

2. Phase near the $\pi$-flux state

Before delving into the other SL candidates, we identify natural symmetry breaking phases near the $\pi$-flux state by looking for Dirac masses and/or monopoles that break the same symmetries.

Consider the VBS phase mentioned previously (See Fig. 2). This order is four-fold degenerated and breaks the $T_1$, $T_2$ and $T_3$ translations. A fermion bilinear with the same symmetries is $\frac{1}{\sqrt{3}} \tilde{\psi} (\mu^1 + \mu^2 + \mu^3) \psi$. In the presence of the previous mass, the lightest monopole can have a non-trivial $C_3$ angular momentum depending on the sign of the mass $m$ – note that opposite signs of $m$ are not related by any physical symmetry in this case, so they could correspond to very different symmetry breaking patterns. Let’s take the sign convention such that $m > 0$ corresponds to a trivial $C_3$ angular momentum. The mass can be written as the sum of minus the three translation related masses. This leads us to a interpretation of the $m < 0$ phase as a short range resonating VBS composed of the superposition of the other three VBS states. To further backup this claim, we can look at the information about the parton band structure gained from the monopoles quantum numbers. The $C_{6h}$ angular momentum of the monopole tells us that there should be $(1 - \text{sgn}(m)) \mod 6$ gauge charge at the hexagon center. In Fig. 2b we show a possible band structure of the partons compatible with the simple VBS. For the $m < 0$ case, we can put the parton in a band structure as in Fig. 2c. We can understand this by first translating Fig. 2b by $T_1$, $T_2$ and $T_3$ and then putting negative charges on the hexagon centers in order to have net zero gauge charge. In this configuration we have $-4 = 2 \mod 6$ gauge charge at the hexagon center as we needed.

Let us now see what happens if the lightest monopole, $W^\dagger$, proliferates for both signs of $m$. For $m > 0$, if $\langle W^\dagger \rangle$ has a non-zero imaginary part we break the remaining reflection symmetries otherwise there is no further symmetry breaking.

For $m < 0$, the monopole breaks the remaining $C_3$ rotations and may break reflection symmetries. For example, $\langle W^\dagger \rangle = 1$ preserves $R_y$ and $C_2 R_y$ which could be understood as an enhanced correlation along horizontal chains on top of the superposition of the tetramer coverings.
FIG. 2: On (a): VBS-like state of Ref. [40] where the spins connected by light-blue lines form SU(4)s singlets in groups of four. (b-c) Candidate band decomposition for a Dirac mass $m\bar{\psi}\mu^1 + \mu^2 + \mu^3\psi$ with large positive and negative, respectively value of $m$. Addition (subtraction) of bands is represented by filled (empty) circles.

We now proceed to consider Néel like-orders. For SU(4)s the natural generalization would be to have different colors between neighbor site as in Fig. 3a. This order breaks the SU(4)s symmetry down to its maximal torus U(1)$^3$ (Or equivalently SO(6) $\rightarrow$ SO(2) $\oplus$ SO(2) $\oplus$ SO(2)). Lattice symmetries are broken alone but preserved if combined with broken elements of SU(4)s. The preserved translations are $\tilde{T}_1 = i\tau^2 T_1$ and $\tilde{T}_2 = i\sigma^2 T_2$. Unbroken reflections and rotations are more complicated and given by

$$\tilde{R}_y = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \text{ and } \tilde{C}_{6h} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} C_{6h},$$

where the matrices act on the partons (f$_a$ $\rightarrow$ M$_a^b$f$_b$) in the basis $\uparrow = (\uparrow a), \downarrow = (\downarrow a), \bullet = (\uparrow b)$ and $\circ = (\downarrow b)$. $\tilde{T} = \sigma^2 \tau^2 T$ is a time reversal that leaves the pattern invariant. A mass that has the same broken/preserved symmetries is $\sqrt{3}\bar{\psi}(\mu^1\sigma^3 + \mu^2\tau^3\sigma^3 - \mu^3\tau^3)\psi$. As in the VBS case, the sign of the mass lead to different orders again as there is no microscopic symmetry that relates both signs. In order to identify the phase with opposite mass sign, we first note that in terms of partons the monopole quantum number tells us that there must be gauge charges at the center of the hexagons so we may interpret this new phase as polarizing the spin color on the hexagons instead of sites. We can schematically represent this order in Fig. 3b. The monopole for the first case can additionally break the new reflections while the monopoles in the second case additionally (always) breaks the new rotations.

FIG. 3: Neel-like orders near the $\pi$-flux DSL. The colors represent the different SU(4)s flavors.
IV. ALTERNATIVE SCENARIOS FOR THE SU(4) HONEYCOMB MODEL

A. Scenario I: a different U(1) Dirac spin-orbit liquid

Instead of the standard parton condition, we can further fractionalize the $f$ fermions into three $g_{s=1,2,3}$ fermions that transform in the anti-fundamental representation of SU(4) by writing

$$ f_a = \sum_{bcd} \varepsilon_{abcd} g_{b}^g g_{c}^g g_{d}^g. \quad (4.1) $$

This construction has a $U(1)^3 \times S_3$ redundancy. The $U(1)$ factors act as separate phase for the different flavours of $g_s$ and the $S_3$ is the permutation group that swaps the three flavors of the $g$ fermions. In order to reproduce the original Hilbert space, we need to impose unit filling for each $g_s$ and further impose full symmetrization under the $s$ index.

Next we put the three $g$ fermions in the $\pi$-flux state previously studied with slightly different hopping parameter to Higgs so the IGG is simply $U(1) \times U(1) \times U(1)$. The low-energy theory then corresponds to three copies of $N_f = 8$ QED. At this point we have not gained anything.

What we can do now is to introduce a $p$-wave hybridization between flavors 2 and 3:

$$ H_2 = \chi \sum_{(i,j)} (-1)^{s_{ij}} g_{i,s=2}^g g_{j,s=3}^g + h.c., \quad (4.2) $$

where $\chi$ is a real small parameter and $s_{ij}$ are 0 or 1 such that there is $\pi$ flux around counterclockwise triangles made of three second neighbours or one second neighbour and two nearest neighbours. This term will gap the fermions and Higgs the last two $U(1)$'s to a single $U(1)$.

Next, we introduce an onsite hybridization between flavors 1 and 2:

$$ H_3 = h \sum_i g_{i,s=1}^g g_{j,s=2}^g. \quad (4.3) $$

This term leaves one gapless gauge flavor but Higgs the gauge group to a single $U(1)$ such that all the initial $U(1)$ gauge fields are aligned with no symmetry broken.

Then our effective field theory is simply $N_f = 8$ QED as before\(^{11}\). What we gained by this construction is that the fragile band structure will be three copies of the standard parton construction. This will render the $C_3$ angular momentum of the bare monopole to zero. Thus the bare monopole transforms as $A_1 \oplus A_2$. The action of time-reversal is not modified as we still have an even number of fermions. The monopoles then transform as

$$ V_{ij}^j \sim (2E_2 \oplus F_1 \oplus F_2, 1)_+ $$
$$ N_{A_1}^j \sim (F_1 \oplus F_2, 15)_+ $$
$$ Q_{ab}^l \sim (A_1 \oplus A_2, 20)_+. \quad (4.4) $$

In particular, there is no trivial monopole.

As the Dirac masses quantum numbers are unchanged, we initially get the same symmetry breaking phases from mass proliferation. Nevertheless, once we include monopole proliferation, the symmetry breaking phases are different.

Let’s start with the VBS phase accessed by the proliferation of $m \bar{\psi} \mu^3 + \mu^2 + \mu^3 \psi$. For both signs of $m$, the monopole operator will transform non-trivially under the rotation around the middle plaquette of the hexagonal enlarged unit cell. Therefore, we are not able to access the simple VBS phase observed in Ref. [40] and all the $C_3$ rotation symmeries around hexagons will be broken.

Similarly, if we start with the simple Neel phase using the mass $\frac{1}{\sqrt{3}} \bar{\psi} \left( \mu^1 \sigma^3 + \mu^2 \tau^3 \sigma^3 - \mu^3 \tau^3 \right) \psi$. The symmetry

\(^{11}\) Technically the partons now transform as the anti-fundamental representation of SU(4), but this not affect the overall result as the monopoles representations are self-conjugate.
breaking pattern is the same before monopole proliferation but regardless of the sign of \( m \) even the magnetic \( C_3 \) rotations around the hexagons will be broken. Therefore we cannot access the simple Neel order from this state.

Therefore, even if the alternative U(1) DSL is stable it is not a good candidate to describe the numerics as it does not connect to other natural phases expected in the SU(4) Heisenberg model.

**B. Scenario II: \( Z_4 \) Dirac spin-orbit liquid**

The third option we consider is that of a \( Z_4 \) DSL obtained by further condensing a (symmetric) charge-4 Higgs field, \( \delta \sim \sum_{r_1,r_2,r_3,r_4} f_{r_1} f_{r_2} f_{r_3} f_{r_4} + \text{h.c.} \). Opposed to \( Z_2 \) spin liquids, the condensation of charge four Higgs fields would not modify the mean field band structure by much, so at low energy we still have \( N_f = 8 \) gapless Dirac fermions. The Dirac fermions are free in the IR since the gauge field is now gapped due to the Higgs condensate. The unmodified mean field theory means that in terms of the Gutzwiller projected wavefunction, the \( Z_4 \) and U(1) Dirac spin liquids are indistinguishable. This is consistent with the good performance of the Gutzwiller projection in the numerical work[9]. We note that a similar situation happens for the \( J_1 - J_2 \) SU(2) Heisenberg model on square lattice, where a gapless spin liquid was observed[41–46] in an intermediate range of \( J_2/J_1 \). This state cannot be the U(1) Dirac spin liquid since it is unstable due to the existence of a symmetry-allowed monopole perturbation. Numerical evidences[41–44] show that the state may be a \( Z_2 \) Dirac spin liquid[28], which can be obtained from the U(1) DSL through appropriate fermion pairing.

Let us now consider possible phase transitions from the \( Z_4 \) DSL to conventional symmetry breaking orders, for example the VBS or Neel orders discussed in Sec. IIID 2. We can consider a two-step transition: first we drive the system through a spontaneous symmetry breaking transition, across which the Dirac fermions get a mass gap and the transition will be of the Gross-Neveu-Yukawa-Higgs type. This symmetry-breaking phase still has a deconfined \( Z_4 \) gauge field and is topologically ordered. To obtain Landau symmetry breaking orders we need to go through another confinement transition, by condensing the \( Z_4 \) gauge flux excitations.

There is a more interesting transition directly from the \( Z_4 \) DSL to a Landau symmetry breaking order, without passing through a gapped topological order. The continuum field theory is described by the following Lagrangian:

\[
\mathcal{L} = \mathcal{L}_{\text{QED}}^{N_f=8} + |D_{4a}\delta|^2 + r|\delta|^2 + u|\delta|^4 + \ldots
\]

where \( \mathcal{L}_{\text{QED}}^{N_f=8} \) is the QED3 Lagrangian for the standard U(1) Dirac spin-orbital liquid, and \( \delta \) is a continuum Higgs field with gauge charge 4. The ... include the monopole perturbation that is allowed by physical symmetries as discussed in Sec. IIID, as well as terms like the fermion quartics \( \Gamma_{\chi^\nu} \left( \bar{\psi} \Gamma_\nu \psi \right) \left( \bar{\psi} \Gamma^\eta \psi \right) \) where \( \Gamma^\eta \) are the generators of \( u(8) \). The transition is accessed by tuning \( r \) across some critical value \( r_c \). For \( r < r_c \) we have the Higgs condensate \( \langle \delta \rangle \neq 0 \) and we get the \( Z_4 \) DSL. For \( r > r_c \) the Higgs field is gapped and at low energy we are left with just the QED3 theory, which as discussed in Sec. IIID is unstable due to the monopole perturbation. The resulting IR state is likely a confined symmetry breaking state. The exact pattern of the broken symmetry may depend on other ... terms in Eq. (4.5). As discussed in Sec. IIID 2 some of the possible orders are the VBS and Neel orders. At the critical point \( r = r_c \), the monopole perturbation will become heavier than in the pure QED due to the extra critical Higgs field. In fact even without the Dirac fermions, the charge-4 Higgs field will render the monopole irrelevant: the pure Higgs model is dual to the O(2) Wilson-Fisher transition and the monopole corresponds to the charge-4 operator \( \phi^4 \) in the O(2) Wilson-Fisher theory, which is known to be irrelevant from numerics[47]. Therefore it seems reasonable to expect that with \( N_f = 8 \) additional Dirac fermions the monopole will also be irrelevant. Other terms such as fermion quartics are also likely to be irrelevant. We therefore conclude that the QED-Higgs theory is likely stable at the critical point and describes a continuous transition. This mechanism for the direct nontrivial phase transition has been discussed, in a different context, in Ref. [48].

A question now is how we can differentiate between the \( Z_4 \) DSL and the U(1) DSLs. The two types of DSL will have different operator scaling dimensions, since the \( Z_4 \) DSL is IR free while the U(1) DSL is a nontrivial CFT. Another way, possibly easier to implement in the short run, is to break time-reversal and reflection symmetries and see what
phase is induced. This can be done by adding to the original Heisenberg Hamiltonian a spin-orbit chirality

\[ H_{\text{chiral}} = \chi \sum_{r \in A} f_{XYZ} T_r^X T_r^Y T_r^Z + \chi \sum_{r \in B} f_{XYZ} T_r^X T_r^Y T_r^Z, \]

(4.6)

where \( f_{XYZ} \) are the structure constant of SU(4) defined by \([T^X, T^Y] = if_{XYZ} T^Z\). For both U(1) and \(\mathbb{Z}_4\) DSL, the chirality term will induce an SU(8) invariant Dirac mass \(\pm \bar{\psi} \gamma \psi\). This mass gaps out the fermions and induces a Chern-Simons term for the the gauge field. The resulting topological orders will have \(K\) matrices:

\[ K^{DSL}_{U(1)} = \pm \begin{pmatrix} 2 & 1 & 1 \\ 1 & 2 & 1 \\ 1 & 1 & 2 \end{pmatrix} \quad \text{and} \quad K^{DSL}_{\mathbb{Z}_4} = \pm \begin{pmatrix} 2 & 1 & 1 & 4 \\ 1 & 2 & 1 & 4 \\ 1 & 1 & 2 & 4 \\ 4 & 4 & 4 & 16 \end{pmatrix}. \]

(4.7)

The differences can be easily distinguished by looking at the entanglement spectrum or edge modes using numerical techniques such as the density-matrix renormalization group (DMRG). In the U(1) case we have four superselection sectors spanned by an anyon \(\psi\) such that \(\psi^4 = 1\) and \(\psi\) has a \(\pm \frac{\pi}{2}\) self-statistic angle. In contrast, the \(\mathbb{Z}_4\) case has 16 superselection sector spanned by two anyons \(\psi\) and \(h\) such that \(\psi^4 = h^4 = 1\). The self-statistic angles are \(\pm \frac{3\pi}{4}\) and \(\pm \frac{\pi}{4}\), respectively, while the mutual phase is 0.

V. ANOMALIES OF DIRAC SPIN LIQUIDS AND LIEB-SCHULTZ-MATTIS

The Lieb-Schultz-Mattis-Oshikawa-Hastings theorems (LSMOH) [22–24] forbid some systems to have a trivially gapped phase in the presence of symmetries. In Ref. [15] it was shown that the anomaly of the \(N_f = 4\) DSL together with LSMOH theorems restrict the possible values of the monopole phases under \(\mathbb{Z}_2\)-like symmetries. In this section we extend the calculation to DSLs with \(N\) spin flavours and \(M\) valleys (both \(N\) and \(M\) are even).

The anomaly of a symmetry \(G\) is calculated by trying to gauge \(G\) in addition to the original \(U(1)_{\text{g}}\) of QED. The resulting partition function will generally need to be interpreted as living on the boundary of a \((3 + 1)\)d SPT with a topologically nontrivial bulk action. We will compute this anomaly later in this section. For now we shall only display the result of the bulk action:

\[ \frac{S_{\text{bulk}}}{2\pi i} = \int_{X_4} \left[ \frac{1}{2} w_2^s \cup w_2^v + \left( \frac{1}{N} w_2^s + \frac{1}{M} w_2^v + \frac{1}{2} \frac{dA^{top}}{2\pi} \right) \cup \frac{dA^{top}}{2\pi} \right] \]

(5.1)

where \(w_2^s \in H^2(X, \mathbb{Z}_N)\) and \(w_2^v \in H^2(X, \mathbb{Z}_M)\) are the Stiefel-Whitney (SW) classes of the PSU(\(N\)) and PSU(\(M\)) bundles respectively. They represent the obstruction to lift the respective projective group to its linear variant. \(A_{top}\) is the \(U(1)_{\text{top}}\) background gauge field. As in the \(N = M = 2\) case, the first term can be interpreted as a descendant of the parity anomaly of the fermions and the second term simply tells us that the magnetic particles of \(U(1)_{\text{top}}\) (i.e. the Dirac fermions) anticommute between them and transform in the fundamental representations of SU(\(N\))\(_{s}\) and SU(\(N\))\(_{v}\).

As that our system comes from a purely two dimensional system so the bulk action should be trivial when restricted to \(G_{\text{micro}}\). We can read how \(w_v\) restricts to the gauge fields of \(G_{\text{lat}}\) from the transformation properties of the monopoles. We can then figure out what is the restriction of \(\frac{dA^{top}}{2\pi}\) by requiring a cancellation of the bulk action.

For lattice SU(\(N\)) spins, the generalized LSM theorems (See Ref. [10] and references therein) state that there is an obstruction to featureless states by the number of fundamental spins (denote as \(n\)) in SU(\(N\)) per unit cell modulo \(N\). This obstruction can be phrased as the anomaly

\[ \frac{S_{\text{LSM}}}{2\pi i} = \int_{X_4} \frac{n}{N} w_2^s \cup x \cup y, \]

(5.2)
where \( x, y \in H^1(X_4, \mathbb{Z}) \) are the integer-valued forms associated with the translation gauge fields. In the honeycomb SU(4) system, we have \( N = 2n = 4 \). In general there can also be LSM anomalies associated with lattice rotation symmetries, but this does not happen in our honeycomb SU(4) case since there is no spin at the \( C_6 \) rotation center, and for SU(4) spins there cannot be any anomaly about on-site \( C_3 \) as it is impossible to have a non-trivial \( \mathbb{Z}_4 \) cycle in \( \mathbb{Z}_3 \).

One can check that the two \( U(1) \) Dirac spin-orbital liquids discussed in Sec. III and IV indeed satisfy the anomaly matching condition. Notice that translations act projectively on the partons as \( \mathbb{Z}_2 \) groups that anticommute. Then if \( x \) and \( y \) are the \( \mathbb{Z}_2 \) forms associated to translation gauge fields, \( w_2^x \equiv x \cup y \). If we let \( dA^{top} = 0 \), the anomaly becomes

\[
S_{anom} = \pi w_2^x \cup x \cup y
\]

which is precisely what we expect from the LSM theorem as there are \( \frac{2}{4} = \frac{1}{2} \) fundamental spins per unit cell. Similarly if we gauge the \( C_{2h} \) rotation symmetry which acts trivially on all fields and set \( w_2^x = dA^{top} = 0 \), we get \( S_{anom} = 0 \) which is consistent with the lack of anomaly as there is no spin at the inversion center.

The aim of the rest of this section is to give some highlights of the derivation of the anomaly in three different cases. We start with the most straightforward generalization of the result of Ref. [15] to \( PSU(N) \times PSU(M) \times U(1) \) and show how to derive the anomaly Eq. (5.1). Next we consider gauging the complete \( PSU(4) \times U(1) \) symmetry for the \( \pi_2 \) case and also include charge conjugation with caveat that we restrict to the case where we can lift the \( \pi_w \) to \( \mathbb{Z}_4 \) and show how to derive the anomaly Eq. (5.1). Next we consider gauging the complete \( SU(4) \times U(1) \) symmetry of the \( \pi_w \) case and also include charge conjugation with caveat that we restrict to the case where we can lift the \( \pi_w \) to \( \mathbb{Z}_4 \).

In Appendix G we compile several mathematical constructions and identities used in the derivation of the various anomalies.

### A. The \( PSU(N) \times PSU(M) \times U(1) \) anomaly

We give a derivation of the anomaly of the \( G = PSU(N)_s \times PSU(M)_v \times U(1)_{top} \) symmetry of QED\(_3\) following App. B of Ref. [15] under the assumption that \( N \) and \( M \) are even. We introduce the background gauge fields \( A_s, A_v \) and \( A_{top} \) for each factor of \( G \). The Dirac fermions are regularized using a Pauli-Villars regulator so that the regulated partition function in the presence of the gauge field and gravitational background \( g \) is

\[
Z[A, g]_{PV} = |Z[A, g]| \exp \left(-\frac{i\pi}{2} \eta[A, g] \right), \tag{5.3}
\]

where \( \eta[A, g] \) is the \( \eta \)-invariant - a truly gauge invariant quantity that at classical level is equal to a Chern-Simons (CS) term [49]. If we want to preserve the \( T \) symmetry, our properly gauged QED\(_3\) should be written as

\[
S = \int \left[ \left( \bar{\psi} D_{a_s A_s A_v} \psi \right) + \frac{iNM}{8\pi} a \wedge da + \frac{M}{2} iCS[A_s] + \frac{N}{2} CS[A_v] + iNMCS[g] - \frac{1}{2\pi} a \wedge dA^{top} \right] \tag{5.4}
\]

where the CS terms are taken in the representations of \( \psi \). The CS terms are defined so that \( dCS[A_{SU(L)}] = \frac{1}{4\pi} \text{Tr}_{\text{fund}}[F^{SU(L)} \wedge F^{SU(L)}] \) with \( F^{SU(L)} \) the curvature of the \( A_{SU(L)} \) gauge field. Similarly, \( dCS[g] = \frac{1}{16\pi} \text{Tr} \text{vec}[R \wedge R] \). Here \( \text{Tr}_{\text{fund}} \) and \( \text{Tr} \text{vec} \) refer to trace in the fundamental and vector representations, respectively. As the CS terms are not gauge invariant, they should really be thought of as coming from a (3+1)D bulk whose boundary is our gauged QED\(_3\). The action of this bulk is given by

\[
S_{bulk} = \frac{2\pi}{i} \left( \frac{NM}{4D^2} p_1[a] + \frac{M}{4N} p_1[A_s] + \frac{N}{4M} p_1[A_v] - \frac{NM}{16} \sigma[M_4] - \frac{1}{D} \int_{M_4} \frac{da}{2\pi} \wedge \frac{dA^{top}}{2\pi} \right) \tag{5.5}
\]

where we have redefined \( a \rightarrow a/D \) with \( D = \text{lcm}(M, N, 2) \) for later convenience. \( p_1[B] \) is the Pontryagin number of the \( SU(L) \)-gauge fields \( B \), given by

\[
p_1[B] = \frac{1}{8\pi^2} \int_{M_4} \text{Tr}_{\text{Adj}}[F_B \wedge F_B].
\]
Notice that the trace is taken with respect to the adjoint representation of the linear group \( \text{SU}(L) \), that is why there is an extra factor of \( 2L \) when going from CS to \( p_1 \). For the \( U(1)_R \), \( p_1[a] = \frac{1}{4\pi} \int_{M_4} da \wedge da \). The signature of the manifold

\[
\sigma = -\frac{1}{24\pi^2} \int_{M_4} \text{Tr}_{\text{vec}} [R \wedge R]
\]

comes from extending the gravitational CS term to the bulk. \( R \) and \( F_B \) are the Riemannian tensor and field strength of \( B \), respectively.

The anomaly is present if the partition function depends on the choice of \( M_4 \) or the extension of the gauge fields to \( M_4 \). Note that it is sufficient to calculate \( S_{\text{bulk}} \) over a closed manifold \( X_4 \) instead of \( M_4 \) because the difference of the partition function’s phase between two choices of extension or bulk manifold can be calculated as \( S_{\text{bulk}} \) over the closed manifold obtained by gluing one of the bulk manifolds to the inverted second manifold along the original \( M_3 \) manifold. Therefore, our task is to eliminate the dynamical gauge field \( a \) (which lives only on the boundary) in Eq. (5.5) and simplify the \( S_{\text{bulk}} \) in terms of characteristic classes of the probe gauge fields integrated over a generic closed 4-manifold \( X_4 \).

In order to simplify the expression, we list conditions between the different characteristic classes of the gauge field. First, on any 2-cycle we should satisfy

\[
\frac{1}{D} w_2^a + \frac{1}{N} w_2^s + \frac{1}{M} w_2^v + \frac{1}{2} w_2^{TM} = 0 \pmod{1}. \tag{5.6}
\]

Here \( w_2^a \in H^2(M_4, \mathbb{Z}_D) \), \( w_2^s \in H^2(M_4, \mathbb{Z}_N) \), \( w_2^v \in H^2(M_4, \mathbb{Z}_M) \) and \( w_2^{TM} \in H^2(M_4, \mathbb{Z}_2) \) are the second SW classes of \( a \), \( \text{PSU}(N)_s \), \( \text{PSU}(M)_v \) and tangent bundles respectively. As the only fields that have charge 1 under \( U(1)_R \), transform in the fundamental representation of the \( N(M) \)-fold cover of \( \text{PSU}(N)_s \) (\( \text{PSU}(M)_v \)) are fermions (spinors of the tangent bundle), this condition ensures that they are well-defined. We redefined \( a \) to get a properly quantized gauge field \( (\frac{da}{2\pi}) \in H^2(M_4, \mathbb{Z}) \) and \( w_2^s = \frac{da}{2\pi} \mod D \).

Let \( 2d = \text{gcd}(M, N) \), \( M = 2dm \), \( N = 2dn \) and \( 2dD = MN \). The cocycle condition becomes

\[
w_2^a + mw_2^s + nw_2^v + (dmn)w_2^{TM} = 0 \pmod{D}. \tag{5.7}
\]

A useful relation for the \( \text{PSU}(n) \) bundles \( (n \text{ even}) \) is

\[
p_1[\text{PSU}(n)] = (n-1)\mathcal{P}(w_2) \pmod{2n}, \tag{5.8}
\]

where \( \mathcal{P} : H^2(X_4, \mathbb{Z}_n) \to H^4(X_4, \mathbb{Z}_2n) \) is the Pontryagin square operation (see Appendix G for a more general review). Recall that if \( w \in H^2(X_4, \mathbb{Z}_D) \) and \( \hat{w} \in H^2(X_4, \mathbb{Z}) \) satisfy \( w = \hat{w} \pmod{D} \) we have \( \mathcal{P}(w) = w \cup w = \hat{w} \cup \hat{w} \pmod{2D} \). Then, as \( w_2^a \) admits a lift to an integer class, namely \( \frac{da}{2\pi} \), we have that \( \mathcal{P}(\omega_2^a) = \omega_2^a \cup \omega_2^a \pmod{2D} \). We also have \( \sigma = \mathcal{P}(w^{TM}) \pmod{4} \).

---

12 Notice that as the tensor product of the fundamental and its conjugate gives the adjoint and trivial representation, if \( U \in \text{SU}(L) \)

\[
\text{Tr}_{\text{Adj}}[U] = \text{Tr}_{\text{fund}}[U] \text{Tr}_{\text{fund}}[U^{-1}] - 1.
\]

Take \( U = e^{i\alpha^a T^a} e^{i\beta^b T^b} \) for \( T \) the Hermitian generators of \( \text{su}(L) \). Then expanding to order \( \alpha_\beta \) we find that

\[
\text{Tr}_{\text{Adj}}[T^a T^b] = \text{Tr}_{\text{fund}}[T^a T^b] \text{Tr}_{\text{fund}}[1] + \text{Tr}_{\text{fund}}[1] \text{Tr}_{\text{fund}}[T^b T^a] = 2N \text{Tr}_{\text{fund}}[T^a T^b].
\]

13 This can be seen from the definition in Ref. [50] of \( \mathcal{P}(w) = w \cup w + w \cup dw \) as in our case \( dw = 0 \).
Next, consider the first four terms in the integrand of Eq (5.5):

\[
I = \frac{NM}{4D^2}p_1[a] + \frac{M}{4N}p_1[A_a] + \frac{N}{4M}p_1[A_v] - \frac{NM}{16}\sigma[M_4] \\
= \frac{NM}{4D^2}\mathcal{P}(w_2^a) + M\frac{N-1}{4N}\mathcal{P}(w_2^a) + N\frac{M-1}{4M}\mathcal{P}(w_2^a) - \frac{NM}{16}\mathcal{P}(w_2^{TM}) \\
= \frac{1}{4mn}(\mathcal{P}(w_2^a) - m^2\mathcal{P}(w_2^a) + M\mathcal{P}(w_2^a) + \frac{N}{4}\mathcal{P}(w_2^a)) \text{ mod } 1 \\
= \frac{1}{2}\left(\omega_2^a \cup \omega_2^a + m\omega_2^a \cup w_2^{TM} + n\omega_2^a \cup w_2^{TM}\right) + \left(\frac{md}{2}\mathcal{P}(w_2^a) + \frac{nd}{2}\mathcal{P}(w_2^a)\right)
\]

where we have used that \(\mathcal{P}(Kw_2) = K^2\mathcal{P}(w_2)\) and in the last line we have used the cocycle condition Eq. (5.7) and the property of Pontryagin square \(\mathcal{P}(a+b) = \mathcal{P}(a) + \mathcal{P}(b) + 2a \cup b \mod 2L\) for \(a, b \in H^2(X_4, \mathbb{Z}_L)\). The last terms in parenthesis is further simplified by the fact that \(\mathcal{P}(w_2^{a\cup v}) = w_2^{a\cup v} \mod 2\). For an oriented manifold, \(w_2^{TM}\) is also the second Wu class. Thus if \(w_2 \in H^2(X_4, \mathbb{Z}_2)\), \(w_2 \cup w_2 = w_2 \cup w_2^{TM}\). We can use this relation to simplify \(I\) to \(I = \frac{1}{2}\omega_2^a \cup \omega_2^a \mod 1\).

Next, we use Eq. (5.7) to replace \(\frac{da}{2\pi}\) in the \(da \wedge dA^{top}\) term. The last step is to replace \(\frac{1}{2}w_2^{TM} \cup \frac{dA^{top}}{2\pi}\) by \(\frac{1}{2}dA^{top} \cup \frac{dA^{top}}{2\pi}\). Which is allowed because \(w_2^{top} = \frac{dA^{top}}{2\pi}\) mod 2 then \(w_2^{TM} \cup \frac{dA^{top}}{2\pi} = w_2^{top} \cup w_2^{TM} = w_2^{top} \cup w_2^{top}\) mod 2. The anomaly Eq. (5.5) becomes

\[
\frac{S_{\text{walk}}}{2\pi} = \int_{X_4} \left[ \frac{1}{2}w_2^a \cup w_2^a + \left(\frac{1}{N}w_2^a + \frac{1}{M}w_2^a + \frac{1}{2}\frac{dA^{top}}{2\pi}\right) \cup \frac{dA^{top}}{2\pi}\right].
\]

\section{B. The SU(N_f)xU(1)_{chrom} Anomaly}

In this section, we gauge the complete SU(N_f)xU(1)_{chrom} symmetry group and see that the anomaly reduces to one obtained in the previous section under SU(N_f) \(\rightarrow\) SU(N_f) x SU(M)_v. We first do the calculation for \(N_f = 4\) and then consider the more general case \(N_f = L > 4\) with \(L = 0 \mod 4\).

\subsection{1. N_f = 4}

Let’s start by considering \(\frac{SU(4) \times U(1)_v}{\mathbb{Z}_4}\). We first couple the theory to a PSU(4) x U(1) bundle. There are classes \(u_2 \in H^2(X_4, \mathbb{Z}_4)\) and \(\frac{dA}{2\pi} \in H^2(X_4, \mathbb{Z})\) which characterize the lifting from PSU(4) to SU(4) and the instanton number of U(1)_v, respectively. We now impose two cocycle conditions

\begin{align}
\int \frac{1}{4}u_2 + \frac{1}{2}w_2^{TM} + \frac{da}{2\pi} &\in \mathbb{Z}, \\
\int \frac{2}{4}u_2 + \frac{dA}{2\pi} &\in \mathbb{Z}.
\end{align}

(5.11a) (5.11b)

The first condition comes from the fermions (as in Eq. (5.7)) and the second condition ensures that the correct gauge group is \(SU(4) \times U(1)_v/\mathbb{Z}_4\). Before we start writing the anomaly polynomial, it is convenient to define \(b = (2a - A)\) because the LHS of \(\frac{4a \wedge da}{8\pi} - \frac{a \wedge dA}{2\pi} + \frac{b \wedge db}{8\pi} - \frac{A \wedge dA}{8\pi}\) appears in Eq. (5.4). The first cocycle condition now reads

\[
- \frac{db}{2\pi} = \frac{1}{2}u_2 + \frac{dA}{2\pi} + w_2^{TM} \mod 2.
\]

(5.12)
Following similar derivations as in the previous case, the anomaly becomes

\[
\frac{S_{\text{bulk}}}{2\pi i} = \frac{1}{4} \left( p_1[b] + \frac{1}{4} p_1[\text{PSU}(4)] - \sigma - \frac{dA}{2\pi} \cup \frac{dA}{2\pi} \right) \]

\[
= \frac{1}{4} \left( \mathcal{P} \left( \frac{1}{2} u_2 + \frac{dA}{2\pi} + w_{2M}^T \right) + \frac{1}{4} p_1[\text{PSU}(4)] - \mathcal{P}(w_{2M}^T) - \frac{dA}{2\pi} \cup \frac{dA}{2\pi} \right)
\]  

(5.13)

where we used that \( p_1[b] = \frac{db}{2\pi} \cup \frac{db}{2\pi} = \mathcal{P}(\rho_2 \left[ \frac{db}{2\pi} \right]) \) mod 4. Here \( \rho_2 : H^*(X_4, \mathbb{Z}) \rightarrow H^*(X_4, \mathbb{Z}_2) \) is mod 2 reduction.

Now we restrict to the case where we can lift the \( \text{SO}(6) \times U(1)_{\text{top}} / \mathbb{Z}_2 \cong \text{SU}(4) \times U(1)_{\text{top}} / \mathbb{Z}_4 \) bundle to a \( \text{SO}(6) \times U(1)_{\text{top}} \) bundle, i.e. assume that \( u_2 = 2w_{\text{SO}(6)}^2 \) and \( \frac{dA_{\text{top}}}{2\pi} \) is an integer class. \( w_i^{\text{SO}(6)} \) are the i-th SW class of the \( \text{SO}(6) \) bundle. Then

\[
\frac{S_{\text{bulk}}}{2\pi i} = \frac{1}{4} \left( \mathcal{P} \left( w_2 + \frac{dA}{2\pi} + w_{2M}^T \right) + p_1[\text{SO}(6)] - \mathcal{P}(w_{2M}^T) - \frac{dA}{2\pi} \cup \frac{dA}{2\pi} \right)
\]

\[
= \frac{1}{2} \left( w_{4}^{\text{SO}(6)} + (w_2^{\text{SO}(6)} + \frac{dA}{2\pi}) \cup \frac{dA}{2\pi} \right)
\]

\[
= \frac{1}{2} \left( w_{4}^{\text{SO}(6)} + (w_2^{\text{SO}(6)} + w_2^{\text{top}}) \cup w_2^{\text{top}} \right)
\]  

(5.14)

where we have introduced \( w_2^{\text{top}} = \frac{dA}{2\pi} \) mod 2.

We can now simply take \( \text{SO}(6) \rightarrow \text{SO}(3)_s \times \text{SO}(3)_c \times \mathbb{Z}_2 \) which can be interpreted as two \( \text{O}(3)_s \) and \( \text{O}(3)_c \) bundles with \( w_1^s = w_1^c \equiv w_1 \). Then we use the relations in App. G2 to obtain

\[
\frac{S_{\text{bulk}}}{2\pi i} = \frac{1}{2} \left( w_2^s \cup w_2^c + (w_2^s + w_2^c + w_1^{\text{top}} + w_2^{\text{top}}) \cup w_2^{\text{top}} \right)
\]  

(5.15)

2. \( N_f = L, 4|L \)

In the more general case of \( \text{PSU}(L) \) with \( L = 0 \mod 4 \), the cocycle conditions are

\[
\oint \frac{1}{L} w_2 + \frac{1}{2} w_{2M}^T + \frac{da}{2\pi} \in \mathbb{Z}
\]

\[
\oint \frac{1}{2} u_2 + \frac{dA}{2\pi} \in \mathbb{Z}
\]  

(5.16)

If we define \( b = \frac{L}{2} a - A \), the first cocycle condition becomes

\[
\oint \frac{1}{L} w_2 + \frac{1}{2} w_{2M}^T + \frac{2}{L} \frac{db}{2\pi} + \frac{2}{L} \frac{dA}{2\pi} \in \mathbb{Z}
\]  

(5.17)

The bulk action now reads

\[
\frac{S_{\text{bulk}}}{2\pi i} = \frac{1}{4} \left( \frac{4}{L} p_1[b] + \frac{1}{L} p_1[\text{PSU}(L)] - \frac{L}{4} \sigma - \frac{4}{L} \frac{dA}{2\pi} \cup \frac{dA}{2\pi} \right)
\]

\[
= \frac{1}{4} \left( \frac{4}{L} \mathcal{P} \left( \frac{1}{2} u_2 + \frac{dA}{2\pi} + \frac{L}{4} w_{2M}^T \right) + \frac{1}{L} p_1[\text{PSU}(L)] - \frac{L}{4} \mathcal{P}(w_{2M}^T) - \frac{4}{L} \frac{dA}{2\pi} \cup \frac{dA}{2\pi} \right)
\]  

(5.18)

This is our most general result on the anomaly of QED\(_3\) associated with the continuous symmetries.

As in the \( N_f = 4 \) case, we now restrict to a \( \text{SU}(L)/\mathbb{Z}_{L/2} \times U(1)_{\text{top}} \) bundle, i.e. we assume that \( u_2 = 2w_2 \) for some
$w_2 \in H^2(X; \mathbb{Z}_{L/2})$ and that $\frac{da}{2\pi}$ is an integer class. Then

\[
\frac{S_{\text{bulk}}}{2\pi i} = \frac{1}{4} \left( \frac{4}{L} \mathcal{P} \left( w_2 + \frac{dA}{2\pi} + \frac{L}{4} w_2^M \right) + \frac{1}{L} p_1[\text{PSU}(L)] - \frac{L}{4} \mathcal{P}(w_2^M) - \frac{4}{L} \frac{dA}{2\pi} \cup \frac{dA}{2\pi} \right)
\]

\[
= \frac{1}{4} \left( \frac{4}{L} \mathcal{P} (w_2) + \frac{1}{L} p_1[\text{PSU}(L)] + 2 \left( \frac{4}{L} w_2 + w_2^{\text{top}} \right) \cup w_2^M + 2w_2 \cup w_2^{\text{top}} \right) \tag{5.19}
\]

\[
= \frac{1}{2} \left( \left( 1 + \frac{2}{L} \right) \mathcal{P} (w_2) + \frac{2}{L} p_1[\text{PSU}(L)] + \frac{w_2}{4} \cup w_2^{\text{top}} + 4 \frac{dA}{L} \cup w_2^{\text{top}} \right)
\]

Notice now that

\[
p_1[\text{PSU}(L)] = (L - 1) \mathcal{P}(u_2) \mod 2L
\]

\[
= (L - 1) \mathcal{P}(2w_2) \mod 2L
\]

\[
= -4 \mathcal{P}(w_2) \mod 2L
\]

which means that $p_1[\text{PSU}(L)]$ under the restriction to $\text{PSU}(L, 2) = SU(L)/\mathbb{Z}_{L/2}$ bundles is always a multiple of 4. Define a $q_1[\text{PSU}(L, 2)] \in H^4(X; \mathbb{Z})$ by setting $p_1[\text{PSU}(L)] = 4q_1[\text{PSU}(L, 2)]$. The previous calculation shows that $q_1[\text{PSU}(L, 2)] = \mathcal{P}(w_2) = -w_2 \cup w_2 \mod L/2$. We then define a class $w_4^{\text{PSU}(L, 2)} \in H^4(X; \mathbb{Z}_2)$ by the condition $q_1[\text{PSU}(L, 2)] = - \left( \frac{L}{4} + 1 \right) \mathcal{P}(w_4^{\text{PSU}(L, 2)} + \frac{1}{2} w_4^{\text{PSU}(L, 2)} \mod L$. The anomaly then becomes

\[
\frac{S_{\text{bulk}}}{2\pi i} = \frac{1}{2} \left( w_4^{\text{PSU}(L, 2)} + \frac{4}{L} w_2^{\text{PSU}(L, 2)} + w_2^{\text{top}} \right) \cup w_2^{\text{top}} \tag{5.20}
\]

where we have renamed $w_2$ as $w_2^{\text{PSU}(L, 2)}$.

We next want to compare this with out previous calculation of the anomaly polynomial under the restriction $\text{PSU}(N) \times \text{PSU}(M) \subset \text{PSU}(L)$. For this it is easiest to return to Eq. 5.18 and recall that under the restrictions $u_2 = M w_2^\alpha + N w_2^\beta$ and $p_1[\text{PSU}(N) \otimes \text{PSU}(M)] = M^2 p_1[\text{PSU}(N)] + N^2 p_1[\text{PSU}(M)]$. The first relation comes from the phases the fermions see under the subgroups and the second come from the expressions of $p_1$ in terms of the curvatures of the gauge fields. The anomaly then reads

\[
\frac{S_{\text{bulk}}}{2\pi i} = \frac{1}{4} \left[ \frac{4}{L} \mathcal{P} \left( \frac{M w_2^\alpha + N w_2^\beta}{2} + \frac{dA}{2\pi} + \frac{L}{4} w_2^M \right) + M^2 \frac{p_1[\text{PSU}(N)] + N^2 p_1[\text{PSU}(M)]}{MN} - \frac{L}{4} \mathcal{P}(w_2^M) - \frac{4}{L} \frac{dA}{2\pi} \cup \frac{dA}{2\pi} \right]
\]

which simplifies to our previous result Eq. (5.1) after some algebra. For example, modulo 4 we have

\[
\frac{4}{L} \mathcal{P} \left( \frac{M w_2^\alpha + N w_2^\beta}{2} + \frac{dA}{2\pi} + \frac{L}{4} w_2^M \right) = \frac{M(N + 1) p_1(w_2^\alpha)}{N} + 2 w_2^\alpha \cup w_2^\beta + \frac{N(M + 1) p_1(w_2^\beta)}{M} + \left( \frac{L}{4} + 2 \right) \mathcal{P}(w_2^A)
\]

\[
+ \frac{L}{4} \mathcal{P}(w_2^M) + \frac{4}{L} \left( M w_2^\alpha + N w_2^\beta \right) \cup \frac{dA}{2\pi}.
\]

The terms involving $w_2^M$ cancel directly. Using the expressions for $p_1[\text{PSU}(K)]$ in terms of $\mathcal{P}(w_2^{PSU(K)})$ cancel those terms. Finally, as $\frac{dA}{2\pi}$ are integer classes we can replace $\mathcal{P}(w_2^A) = \frac{dA}{2\pi} \cup \frac{dA}{2\pi}$ mod $L$ so only $\frac{1}{2} \frac{dA}{2\pi} \cup \frac{dA}{2\pi}$ remains in the anomaly.

C. The $(\text{SO}(6) \times U(1)_{\text{top}}) \rtimes \mathbb{Z}_2^C$ Anomaly

We want to gauge a charge conjugation $C$ that flips the charges of $U(1)_{\text{top}}$, $U(1)_g$ and $\text{SU}(4)$. This is partly motivated by the fact that certain lattice symmetries act as charge conjugation in some cases – for example the $N_f = 4$ Dirac spin liquid on triangular lattice. The $C$ gauge field combines with the $\text{PSU}(4)$ gauge field to a $\text{PSU}(4) \times \mathbb{Z}_2^C$ gauge field. This gauge field has a Stiefel-Whitney class $u_2$ that corresponds to the obstruction to lift the bundle over
which agrees with the result from a very different calculation[51]. Where the class of each factor are the same and corresponds to the $\mathbb{Z}_2\beta$ class of the $\text{SO}(2)\rtimes \text{O}(6)$ bundle where the first SW class of each factor are the same and corresponds to the $\mathcal{C}$ gauge field $u_1$:

$$w_1^{O(6)} = w_1^{O(2)} = u_1.$$  

By using the formula for $p_1$ under Whitney sum (see App. G2 for more information), we obtain

$$p_1[\text{SO}(8)] = p_1[\text{O}(2)_g] + \beta_2(u_1) \cup \beta_2(u_1) + p_1[\text{O}(6)_f],$$  

where $\beta_2 : H^*(X; \mathbb{Z}_2) \to H^{*+1}(X; \mathbb{Z})$ is the Bockstein homomorphism. As $\beta_2(u_1)$ is an integer class that satisfies $\beta_2(u_1) = \text{Sq}^1(u_1) = u_1 \cup u_1 \mod 2$, we can replace $\beta(u_1) = \mathcal{P}(u_2^n)$ mod 4. Then

$$\frac{S_{\\text{bulk}}}{2\pi i} = \int_{X_4} \frac{1}{4} p_1[b] + \mathcal{P}(u_2^n) + \frac{1}{4} p_1[\text{O}(6)] - \mathcal{P}(w_2^n) - \frac{1}{2} w_2^n \cup w_2^{O(2)}.  

After some algebra and noting that $u_2 = 2 \cdot w_2$ (see App. G4 for more information), where $w_i^{O(M)}$ are the $i$-th SW class of the $\text{O}(M)$ bundle, we arrive at

$$\frac{S_{\\text{bulk}}}{2\pi i} = \frac{1}{2} \int_{X_4} \left[ w_4^{O(6)} + w_2^{O(6)} \cup w_2^n + w_2^{O(2)} \cup (w_2^{O(6)} + w_2^{O(2)} + w_2^n) \right],  

which agrees with the result from a very different calculation[51].

Now, we restrict to $\text{O}(3)_s \times \text{O}(3)_v \subset \text{O}(6)$. After more algebra, we obtain

$$\frac{S_{\\text{bulk}}}{2\pi i} = \frac{1}{2} \int \left[ w_2 w_2^n + (w_2^n)^2 w_2^\nu + (w_2^\nu)^2 w_2 + w_2 w_1^\nu (\nu_2 + \nu_2^\nu) + w_2^{O(2)} (\nu_2 + \nu_2^\nu + w_2^{O(2)} + w_2^nu) \right],  

where we defined $\nu_2 = w_2 + w_1 \cup w_1$. As a sanity check, if we set $w_2^n = w_2^n$ (which is equivalent to requiring $u_1 = 0$ ) in Eq. 5.26, it reduces to $S_{\text{bulk}}$ without gauging $\mathbb{Z}_2$ (Eq. 5.15).

We can apply this result to the $N_f = 4$ DSL on triangular lattice, where the lattice site-centered inversion symmetry acts as a charge conjugation symmetry in the DSL. Specifically[15, 16], the inversion symmetry involves a charge conjugation in the $U(1)_{t_r}$ symmetry as well as a $-I_{3 \times 3} \in \text{O}(3)_v$. We denote the $\mathbb{Z}_1$ form associated with the inversion as $r$. Neglecting all other lattice symmetries, this means that in the anomaly Eq. 5.26 we set $w_2^n = r$, $w_2^{O(2)} = r^2$, $w_1^n = 0$, $w_2^{O(2)} = 0$. Notice that $\int r^4 = 0$ (mod 2) on orientable manifolds. Eq. 5.26 then reduces to

$$\frac{1}{2} \int r^2 w_2^n,$$

which is exactly the right result since there is one spin-1/2 moment on each rotation center.
VI. DISCUSSIONS

In this paper we performed a careful analysis of Dirac spin-orbital liquids (DSL), especially those that can emerge from a honeycomb lattice system with $SU(4)$ spins. The motivation comes from previous numerical study\cite{9} that suggests a realization of such DSL in the Kugel-Khomskii model on the honeycomb lattice. We found that the standard $U(1)$ DSL, constructed out of a simple $\pi$-flux parton mean field ansatz, is unstable due to a monopole perturbation that is symmetry-allowed and RG-relevant. We then proposed two alternative scenarios (other than spontaneous symmetry-breaking). In the first scenario, an alternative $U(1)$ DSL is proposed based on a different parton construction. This alternative DSL represents a stable phase since all relevant monopoles are disallowed by the physical symmetries. However certain aspects of this alternative DSL appear to be unnatural, for example the symmetry-breaking orders in proximity to this phase appear to be quite different from what has been observed numerically\cite{40}. In the second scenario, we Higgs the $U(1)$ gauge symmetry in the standard DSL theory to a $Z_4$ subgroup, through an $SU(4)$ singlet four-fermion condensation. The four-fermion condensate does not alter the mean field properties of the partons, but the gauge field will become massive at low energy and the theory becomes essentially non-interacting and therefore stable. This scenario appear to be more natural since some conventional symmetry-breaking orders can be accessed through a (likely) continuous quantum phase transition. We described the phase transition using an effective QED$_3$-Higgs field theory.

Along the way we have also obtained some general results for DSL with arbitrary (even) number of Dirac fermions $N_f$, extending some previous results for $N_f = 4$. These include a more detailed analysis of symmetry properties of monopoles, as well as a more systematic analysis of the quantum (t’Hooft) anomalies of the QED$_3$ effective field theories. We expect these results to be relevant in future studies if a different DSL is found in another system.

We can also contemplate on various ways to generalize our results, for example to different spin systems with spins forming higher representations of $SU(N)$, or with on-site symmetries other than $SU(N)$. We briefly discuss several such generalizations in Appendix H. We note that for $SU(2)$ spins, DSL states for higher representations (higher spins) have been theoretically discussed recently in Ref. \cite{52}, motivated by a recent experiment\cite{53} on the $S = 3/2$ system $\alpha$-CrOOH(D).
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Appendix A: Monopole operators and discrete symmetries

In this appendix we build the monopole operators $\Phi^\dagger$ in the main text and study how the bare discrete symmetries of QED$_{2+1}$ act on them. The symmetries in consideration are charge conjugation $C$, spatial reflection $R$ and time-reversal $T$, where these symmetries act as in Sec. IIB on fermions and we have dropped the subscripts for the rest of the Appendix. The best way to understand the definition of monopoles is in the large $N_f$ limit, where gauge fluctuations are weak and the states can be described by free fermions and a Gauss law [29].

Consider QED$_{2+1}$ with $N_f = 2n$ Dirac fermions, let $|q\rangle$ be states corresponding to the $2\pi q$-flux inserted with all negative modes filled. Following Ref. [29], using the operator-state correspondence these states can be thought of as Dirac fermions living a sphere with $2\pi q$ magnetic field. There will be $2N$ Dirac zero modes $a_{\alpha,q}$ that are Lorentz scalars but transform as $\psi_\alpha$ under SU($N_f$)$_f$. Then the ground states of the free fermion problem correspond to states $|q\rangle$, $f_\alpha^\dagger q |q\rangle$, $f_\alpha^\dagger f_\alpha^\dagger q |q\rangle$, ..., $f_\alpha^\dagger f_\alpha^\dagger ... f_\alpha^\dagger |q\rangle$, (A1)

where $f_\beta q |q\rangle = 0$ for all $\beta$. It turns out that if require to quantize the zero modes in a consistent CR way, the gauge invariant state will then correspond to states with $N$ of the zero modes filled. There are $\binom{2n}{n}$ such states and they transform in the self-conjugate fundamental representation of SU($2n$)$_f$, i.e., in the representation whose Young tableaux has one column and $n$ boxes.

Define $M_{\alpha_1...\alpha_n}^\dagger q$ as the operator associated with the state $|M_{\alpha_1...\alpha_n}^\dagger q\rangle = f_\alpha^\dagger q |q\rangle$.

(A2)

We can use the result of Ref. [54] to define a CT transformation $CT \cdot M_{\alpha_1...\alpha_n}^\dagger q \cdot CT^{-1} = (-1)^n E_{AB} M_{\alpha_1...\alpha_n}^\dagger q$.

(A3)

where we are using the conventions for the antisymmetric multiindices and $E_{AB}$ in the main text. This operation satisfy $(CT)^2 = (-1)^n M$ when acting on monopoles. The monopole operators $\Phi^\dagger A$ in the main text are the Lorentzian version of $M_{\alpha_1...\alpha_n}^\dagger q + 1$.

Time reversal $T$ flips the $U(1)_{top}$ charge without changing the SU($N_f$)$_f$ representation and if we assume $T^2 = 1$ on monopoles, we can impose

$$T \cdot \Phi^\dagger A \cdot (T)^{-1} = \begin{cases} + E_{AB} \Phi^\dagger B & n = 0 \mod 2, \\ + i E_{AB} \Phi^\dagger B & n = 1 \mod 2. \end{cases}$$

(A4)

$\hat{T} = (-)^M \circ T$ is also a time reversal that squares to one on monopoles but the only difference is a unitary generated by a local current so it is enough to only consider $T$ for our purposes.

Similarly for CT we choose

$$CT \cdot \Phi^\dagger A \cdot (CT)^{-1} = E_{AB} \Phi^\dagger B.$$ 

(A5)

Whatever phase we could have included can be absorbed in a redefinition of the monopole operator.

Finally, CR leaves the gauge flux fixed but acts as conjugation in SU($N_f$)$_f$. Assuming that (CR)$^2$ is a unitary
generated by a local current, i.e. it is a $U(1)_{\text{top}}$ element when restricted to monopoles, we have
\[ CR \cdot \Phi^A \cdot (CR)^{-1} = \begin{cases} 
+ E_{AB} \Phi^B & n = 0 \mod 2, \\
+i E_{AB} \Phi^B & n = 1 \mod 2.
\end{cases} \tag{A6} \]

where again there was a phase ambiguity that corresponds to multiplying by some $U(1)_{\text{top}}$ element so that $(CR)^2 = 1$ on monopoles.

Then we find that $C$ and $R$ act as
\[ C \cdot \Phi^A \cdot (C)^{-1} = \begin{cases} 
+ \Phi_A & n = 0 \mod 2, \\
i \Phi_A & n = 1 \mod 2.
\end{cases} \tag{A7} \]

\[ R \cdot \Phi^A \cdot (R)^{-1} = (-1)^n E^{AB} \Phi_B. \tag{A8} \]

The weird phases for odd $n$ were introduced to simplify actual calculations. The calculations are usually easier done by diagonalizing $E_{AB}$ and write the monopoles in this basis. Note that for $n$ even the representation is orthogonal and for $n$ odd is simplectic, which is why is better to treat the cases separately.

1. $N_f = 2n = 0 \mod 4$

Let’s think of $E_{AB}$ as matrix acting on $\bigwedge^{N_f/2} \mathbb{C}^{N_f} \cong \mathbb{C}^{\binom{N_f}{2}}$. It is symmetric, has trace zero and squares to the identity. Then there are some real orthogonal tensors $\hat{\chi}_A^\rho$ such that
\[ \hat{\chi}_A^\rho E_{AB} \hat{\chi}_B^\sigma = \lambda_\rho \delta_{\rho\sigma} \]
\[ \hat{\chi}_A^\rho \hat{\chi}_A^\sigma = \delta_{\rho\sigma} \]
\[ \hat{\chi}_A^\rho \hat{\chi}_B^\rho = \delta_B^A \]
\[ \tag{A9} \]

for some numbers $\lambda_\rho = \pm 1$, where half of them are positive and the other half are negative. We can then define $\chi_\rho^A = \sqrt{\lambda_\rho} \hat{\chi}_\rho^A$ so that
\[ \chi_\rho^A E_{AB} \chi_\sigma^B = \delta_{\rho\sigma} \]
\[ \chi_\rho^A (\chi_\sigma^A)^* = \delta_{\rho\sigma} \]
\[ \chi_\rho^A (\chi_\rho^B)^* = \delta_B^A \]
\[ \tag{A10} \]

This allow us to define
\[ \Phi_\rho^i \equiv \chi_\rho^A E_{AB} \Phi_{i,B} \]
\[ \Phi_\rho \equiv (\Phi_\rho^i)^\dagger = (\chi_\rho^A)^* E_{AB} \Phi_{i,B} = (\chi_\rho^A) \Phi_{i,A} \]
\[ \tag{A11} \]

\[ \tilde{T} : \Phi_\rho^i \rightarrow (OT)_{\rho\sigma} \Phi_\sigma \]
\[ \tilde{R} : \Phi_\rho^i \rightarrow \Phi_\rho \]
\[ \tilde{C} \tilde{T} : \Phi_\rho^i \rightarrow \tilde{\Phi}_\rho^i \]
\[ \tilde{C} : \Phi_\rho^i \rightarrow (OT)_{\rho\sigma} \Phi_\sigma \]
\[ (OT)_{\rho\sigma} = (\chi_\rho^A)^* E_{AB} \chi_\sigma^B = (\chi_\rho^A \chi_\sigma^A)^* = \lambda_\rho \delta_{\rho\sigma} \]
\[ \tag{A13} \]
where $\lambda_\rho$ are the eigenvalues ($\pm 1$) of $E_{AB}$. If it is useful to note that

$$O_T^2 = 1 \quad \text{and} \quad O_T^* = O_T. \quad (A14a)$$

If an element $U \in SU(N_f)_f$ acts on Dirac fermions as $\psi_\alpha \rightarrow U_\alpha^\beta \psi_b$, then $\Phi^{(1)}_\rho \rightarrow U_{\rho\sigma} \Phi^{(1)}_\sigma$ with

$$U_{\rho\sigma} = \chi^{[\alpha_1 \cdots \alpha_n]}_{\rho} U^\beta_{\alpha_1} \cdots U^\beta_{\alpha_n} \left( \chi_{\sigma}^{[\beta_1 \cdots \beta_n]} \right)^*. \quad (A15a)$$

We can check that $U^T \cdot U = 1$ and $U = U^*$. This shows explicitly that the representation is orthogonal and real. We can also show that $O_T \cdot U \cdot O_T$ corresponds to the element $V \in SU(N_f)_f$ that acts on the fermions as $V_\alpha^\beta = (U_\alpha^\beta)^*$. Sometimes it is useful to go to a basis of real (hermitian) monopoles as

$$\Phi^{(1)*}_\rho = \frac{1}{\sqrt{2}} (R_\rho \pm i I_\rho) \quad (A16a)$$

where the symmetry breaking is evident once the monopole is condensed

$$T : (R_\rho, I_\rho) \rightarrow (O_T)_\rho (R_\sigma, I_\sigma)$$
$$CT : (R_\rho, I_\rho) \rightarrow (R_\rho, -I_\rho)$$
$$R : (R_\rho, I_\rho) \rightarrow (R_\rho, -I_\rho)$$
$$C : (R_\rho, I_\rho) \rightarrow (O_T)_\rho (R_\sigma, -I_\sigma) \quad (A17)$$

It is customary to call $R$ and $I$ the real and imaginary part of the monopole.

2. \(N_f = 2 \mod 4\)

Let’s think of $E_{AB}$ again as matrix acting on $\mathbb{C}^{(N_f/2)}$. It is antisymmetric and squares to minus the identity. Then there are some real orthogonal tensors $\chi^A_\rho$ such that

$$\chi^A_\rho E_{AB} \chi^B_\sigma = J_{\rho\sigma}$$
$$\chi^A_\rho \chi^A_\sigma = \delta_{\rho\sigma}$$
$$\chi^A_\rho \chi^B_\rho = \delta^A_\sigma \quad (A18)$$

where $J_{\rho\sigma}$ is the canonical antisymmetric tensor, that in matrix form takes the form of antidiagonal matrix and squares to $-\delta_{\rho\sigma}$. Then define

$$\Phi^{(1)*}_\rho \equiv \chi^A_\rho E_{AB} \Phi^{(1).B}_\rho \quad (A19)$$
$$\Phi^{\dagger}_\rho \equiv (\Phi^{(1)}_\rho)^* = (\chi^A_\rho)^* E_{AB} \Phi^{(1)}_B = J_{\rho\sigma} \chi^A_\sigma \Phi^{(1)}_\sigma \quad (A20)$$

so that

$$T : \Phi^{(1)}_\rho \rightarrow i J_{\rho\sigma} \Phi^{(1)}_\sigma$$
$$R : \Phi^{(1)}_\rho \rightarrow - J_{\rho\sigma} \Phi^{(1)}_\sigma \quad (A21)$$
$$CT : \Phi^{(1)}_\rho \rightarrow J_{\rho\sigma} \Phi^{(1)}_\sigma \quad \text{CT :} \Phi^{(1)}_\rho \rightarrow J_{\rho\sigma} \Phi^{(1)}_\sigma \quad (A21)$$

The $SU(N_f)_f$ group acts on $\Phi^{(1)}_\rho$ by multiplication by

$$U_{\rho\sigma} = \chi^A_\rho U^{B}_A (\chi^{B}_\sigma)^*. \quad (A22)$$
We now have $U^T \cdot J \cdot U = J$ \footnote{\(J_{\alpha\beta}U_{\alpha'}U_{\beta'} = J_{\alpha'\beta'}U_{\alpha''}U_{\beta''} = E^{AB}U_A^B \cdot D^{C'} U_{C'}^D \cdot D^{E} U_{E}^D = E^{CD} \cdot D^{C'} \cdot D^{E} = J_{\alpha\beta} \).} and $U^\dagger \cdot U = 1$. This shows explicitly that the representation is symplectic.

In contrast to the previous section, we cannot define a real and imaginary parts that transform nicely under $SU(N_f)$. Instead, consider

$$\alpha_\rho = \begin{pmatrix} J_{\rho\sigma} \Phi^\sigma \\ \Phi^\rho \end{pmatrix},$$

(A23a)

so that $(\alpha_\rho^\dagger)^\tau = \varepsilon J_{\rho\sigma} \alpha_\sigma$, where $\varepsilon = i \tau^2$ and $\tau^a$ are Pauli matrices acting on the components of $\alpha_\rho$. Then

$$T : \alpha_\rho \rightarrow i \tau^1 \alpha_\rho$$

$$R : \alpha_\rho \rightarrow \tau^1 J_{\rho\sigma} \alpha_\sigma$$

$$C T : \alpha_\rho \rightarrow J_{\rho\sigma} \alpha_\sigma$$

$$U(1)_{\alpha\rho} : \alpha_\rho \rightarrow e^{-i \theta^3} \alpha_\rho$$

SU($N_f$) : $\alpha_\rho \rightarrow U_{\rho\sigma} \alpha_\sigma$

(A24)

Appendix B: Symmetry properties from zero modes -- the $N_f = 8$ case on honeycomb lattice

Following the discussion in Sec IID, we find that the SU(8) representation of the monopoles $70_8$ breaks into SU(4)$_s \times$ SU(2)$_v$ representations as

$$70_8 \rightarrow (14, 5_2) \oplus (154, 3_2) \oplus (204, 1_2)$$

(B1)

The SU(4)$_s$ representations can be understood by the identification SU(4)/Z$_2 = SO(6)$. 14, 154 and 204 are the trace (scalar), antisymmetric part (adjoint) and traceless symmetric part of an SO(6) matrix obtained by taking the tensor product of two vectors. For the SU(2) case, we can similarly use the identification SU(2)/Z$_2 = SO(3)$.

Consider SU(4) tensors with two indices that transform as an SO(6) vector

$$(s_a) = (J \sigma^1, J \sigma^2, J \sigma^3, iJ \tau^1, iJ \tau^2, iJ \tau^3)$$

(B2)

where $J = i^2 \sigma^2 \tau^2$ and $a = 1, \ldots, 6$ is an SO(6) index. The factor of $i$ in the last three components is important to make $s_a$ transform as an SO(6) vector under $s_a \rightarrow U^\dagger s_a U = R^b_a s_b$, with $R \in$ SO(6). Note that under the partial action of time reversal $J^\dagger \cdot s_a \cdot J = -\eta^a s_a$, where $\eta = (1, +1, +1, -1, -1, -1)$.

Similarly for the SU(2)$_v$ factor, we introduce

$$(v_i) = (\varepsilon_\mu^1, \varepsilon_\mu^2, \varepsilon_\mu^3)$$

(B3)

with $\varepsilon_\mu = i \mu^2$ and $\bar{\mu} = 1, 2, 3$ is an SO(3) index. Under partial time reversal $\varepsilon_\mu \cdot v_\bar{\mu} \cdot \varepsilon_\mu = -v_i$. Next we consider the tensors $S_{ab} = s_a \otimes s_b$ and $V_{ii} = v_i \otimes v_j$. The monopole wave-functions are then obtained by antisymmetrizing the tensor product of the appropriate components (trace, symmetric or antisymmetric components) of $S_{ab}$ and $V_{ii}$. We also need to introduce an extra normalization factors:

$$(\chi_{ij}^{(v)}) = c_{\gamma}A [S_{aa} \otimes V_{ii}]$$

$$(\chi_{ab, i}) = ic_{\gamma}A [S_{[ab]} \otimes V_{ii}]$$

$$(\chi_{ab}^{(q)}) = c_{\gamma}A [S_{(ab)} \otimes V_{ii}]$$

(B4)
with ε_{ν/Λ/Q} real numbers. In the above expression, [...] denotes antisymmetrization of indices and ⟨...⟩ corresponds to the traceless symmetric combination of indices. The factor of i in χ^{(Λ)} is important to make the representation explicitly real and to make (χ^{ρ})* E^{AB} = χ^{ρ}. From here we point out that the time-reversal matrix becomes (O_T)_{ρσ} = ±T[χ^{ρ}] (with sum over Λ), where T is the partial action of time-reversal we discussed previously in the section. We have T[χ^{(ν)}] = χ^{(ν)} T[χ^{(Λ)}] = -η^{T}_{ν} η^{T}_{ν} χ^{(Λ)} and T[χ^{(Q)}] = η^{T}_{Q} η^{T}_{Q} χ^{(Q)}. Lastly, we make a change of labels, [ab] → A, for the Λ monopoles to match the notation in the main text. Under this change of basis −η^{T}_{ν} → (O_T)_{AA}. To see this, note that the adjoint indices that get a minus sign are the ones that rotate only either σ or τ. This exactly corresponds to the elements where η^{T}_{ν} = η^{T}_{ν}.

As mentioned in the main text, the i index transforms as F_2. It is then easy to see that V_{ii} transform as A_1 and V_{[ij]} transforms as F_2. The tensors V_{[ij]} go into two different representations: the off-diagonal terms (i ≠ j) transform still as F_2 while the diagonal terms transform as E_2. More explicitly, if we define

$$
V_0 = \frac{V_{11} + V_{22} + V_{33}}{2\sqrt{3}}, \quad V_i = \frac{1}{2\sqrt{2}} \varepsilon_{ijk} V_{jk}, \quad V_{\pm} = \frac{V_{11} + \pm V_{22} + \pm V_{33}}{2\sqrt{3}}, \quad V_{iA} = \frac{1}{2\sqrt{2}} \varepsilon_{ijl} V_{jl},
$$

(B5)

the transformation properties under SU(2)_{ν} and C_{6v}^{‴} are summarized in Tab. III. As mentioned in the main text, it is not necessary to build the explicit linear combinations that transform under a certain C_{6v}^{‴} irreps. We can directly obtain the irreps by using the fact that restricting representations to subgroups commute with tensor product operations of irreps. Using Tab. V, we see that as 3 → F_2 and 1 → 1 then

$$
5 = \left(\sqrt{3}\right) \otimes 1 \rightarrow \left(\sqrt{F_2}\right) \otimes A_1 \rightarrow (A_1 \oplus E_2 \oplus F_1) \otimes A_1 \rightarrow E_2 \oplus F_1
$$

(B6)

as we showed using the explicit construction.

### Appendix C: Representation theory of space groups

In this section we spell out some details about the representation theory of extended point grounds used in the main text, focusing mainly in the extension of C_{6v} to C_{6v}^{‴}. We will only talk about linear representations as we

---

18 The extra minus sign comes from the i in the normalization.
only attempt to classify the representations of gauge invariant operators, which should transform linearly under the symmetries of the system. We restrict to unitary representations and leave time reversal on its own.

1. Finite groups

Recall that the representation theory of a finite group boils down to find all the conjugacy classes and then construct the character table. A character of a representation $R$ is a function from the group $(G)$ to the complex numbers given by $\chi_R(g) = \frac{1}{\dim R} \text{tr}(\pi_R(g))$ where $\pi_R(g)$ is the matrix that represents the element $g$ in the representation $R$. From the definition it is clear that if $g' = h \cdot g \cdot h^{-1}$, then $\chi_R(g) = \chi_R(g')$, i.e. the characters are constants on conjugacy classes. We can define an inner product between characters given by $\langle \chi_1, \chi_2 \rangle = \frac{1}{|G|} \sum_{g \in G} \chi_1(g)\chi_2(g)$. It turns out that the characters of irreducible representations (irreps) are orthogonal under this product and form a basis for characters. There are as many irreps as conjugacy classes and an irrep is fully classified once we know the value of its character on each conjugacy class. Which is why most of the information of the representation theory is summarized on a table which gives a table with a list of the irreps with the value of its character next to it.

Representations can also be combined to form new representations by taking direct sums or tensor products. It is useful to have a rule about how to combine irreps under tensor products as this will specify how to write tensor products of any representations. Furthermore, we can define symmetric square $\sqrt{R}$ and antisymmetric square $\wedge R$ of a representation $R$ by taking the symmetric and antisymmetric elements of the tensor product $R \otimes R$. The rules to take the product of representations can be figure out by noting that $\chi_{R_1 \otimes R_2}(g) = \chi_{R_1}(g)\chi_{R_2}(g)$ and then taking inner products with respect to the irreps. For the symmetric and antisymmetric squares of a representations, we can use $\chi_{\sqrt{R}}(g) = \frac{1}{2}(\chi_R(g)^2 + \chi_R(g^2))$ and $\chi_{\wedge R}(g) = \frac{1}{2}(\chi_R(g)^2 - \chi_R(g^2))$. The last relations imply that

\[
\begin{align*}
\sqrt{(R_1 \oplus R_2)} &= \sqrt{R_1} \oplus \sqrt{R_2} \oplus (R_1 \otimes R_2), \\
\wedge (R_1 \oplus R_2) &= \wedge R_1 \oplus \wedge R_2 \oplus (R_1 \otimes R_2),
\end{align*}
\]

and

\[
\begin{align*}
\sqrt{(R_1 \otimes R_2)} &= (\sqrt{R_1} \otimes \sqrt{R_2}) \oplus (\wedge R_1 \otimes \wedge R_2), \\
\wedge (R_1 \otimes R_2) &= (\sqrt{R_1} \otimes \wedge R_2) \oplus (\wedge R_1 \otimes \sqrt{R_2}).
\end{align*}
\]

2. Space groups

Often we want to classify how objects transform under the symmetries of the underlying lattice which is encoded in the space group. The space group we encounter is often a semidirect product of the point group $G_{\text{pt}}$ (symmetries of the unit cell) and translations ($\cong \mathbb{Z}^2$). This group is not a finite group so we cannot directly apply the techniques of the previous section. Nevertheless, the action of the space group on the objects we care about is such that some combinations of translations act trivially. This allow us to study the representation theory of $G_{\text{pt}}^{(\Lambda)} = (G_{\text{pt}} \rtimes \mathbb{Z}^2)/\Lambda$ where $\Lambda$ is a set of translations that is closed under composition and conjugation by the point group. This condition ensures that the quotient is well defined. Notice that if $\Lambda' \subset \Lambda$, then $G_{\text{pt}}^{(\Lambda')}$, is isomorphic to $G_{\text{pt}}^{(\Lambda)} \rtimes (\Lambda/\Lambda')$ and thus the irreps $G_{\text{pt}}^{(\Lambda)}$ are also irreps of $G_{\text{pt}}^{(\Lambda')}$. We can understand $G_{\text{pt}}^{(\Lambda)}$ as the point group of a super unit cell that depends on $\Lambda$. This groups are thus often called the extended point groups. Another way to understand the group quotient is that we are imposing relations among the translations we are adding.
TABLE IV: Character table for the point group \(C_{6v}\). \([g]\) denote the conjugacy class and \(D_{[g]}\) denote its dimension.

| \([g]\) | \([c]\) | \([C_6]\) | \([C_6^2]\) | \([C_6^3]\) | \([\sigma]\) | \([\sigma \cdot C_6]\) |
|-----|-----|-----|-----|-----|-----|-----|
| \(D_{[g]}\) | 1 | 2 | 2 | 1 | 3 | 3 |
| \(A_1\) | 1 | 1 | 1 | 1 | 1 | 1 |
| \(A_2\) | 1 | 1 | 1 | 1 | -1 | -1 |
| \(B_1\) | 1 | -1 | 1 | -1 | 1 | -1 |
| \(B_2\) | 1 | -1 | 1 | -1 | -1 | 1 |
| \(E_1\) | 2 | 1 | -1 | -2 | 0 | 0 |
| \(E_2\) | 2 | -1 | -1 | 2 | 0 | 0 |

3. The \(C_{6v} \times \mathbb{Z}^2\) case

The triangular, Kagome and honeycomb lattice share the same space group, the difference is the location of the sites and the edges of the lattices. The point group is called \(C_{6v}\). As our main interest on the main text is on the honeycomb lattice, we will have in mind said lattice in the examples below. We denote the extended point group \(C_{6v}^{(\Lambda)}\) by \(C_{6v}^{(\Lambda)}\) where \(|\Lambda|\) is the length of the smallest unit vector of \(\Lambda\).

a. \(C_{6v}\)

\(C_{6v}\) is generated by a reflection (\(\sigma\)) and a \(\pi/3\) rotation (\(C_6\)) around the hexagon center. They satisfy \(\sigma^2 = C_6^0 = (\sigma C_6)^2 = e\), where \(e\) is the identity element. There are 6 conjugacy classes represented by \(\{e, C_6, C_3 = C_6^2, C_2 = C_6^3, \sigma, \sigma \cdot C_6\}\). The character table for the 6 irreps is shown in Tab. IV. The one dimensional representations are actually representations of the \(\mathbb{Z}_2 \times \mathbb{Z}_2\) subgroup generated by reflections \(\sigma\) and inversion \(C_2 = C_6^3\). The irreps are generated by \(A_2\) and \(B_1\). The two dimensional representations correspond to objects with lattice angular momentum: \(E_l\) get a \(\exp(\pm 2\pi i / 6)\) under \(C_6\). The product rules are simple: all the one dimensional irreps square to the trivial irrep \((A_1)\), while \(A_2 \otimes B_1 = B_2\), \(E_2 = B_1 \otimes E_1\) and \(\vee E_1 = A_1 \oplus E_2\) and \(\wedge E_1 = A_2\).

b. \(C_{6v}^{(2)} (C_{6v}^{''})\)

The group \(C_{6v}^{(2)}\) is what we called \(C_{6v}^{''}\) in the main text. The quotient corresponds to \(\Lambda = (2\mathbb{Z})^2\) which correspond to the constrains \(T_1^2 = T_2^2 = e\). We have four new conjugacy classes represented by \(T_1, T_1 \cdot C_2, \sigma \cdot T_1\) and \(\sigma \cdot C_6 \cdot T_1\). The four new irreps are three dimensional and correspond to objects with momentum at the \(M\) points (the middle points of the edges of the hexagonal BZ) with different behavior under \(C_2\) and \(\sigma\) - they can be obtained from the other three by tensoring with the one dimensional irreps of \(C_{6v}\):

\[
\begin{align*}
F_2 &= A_2 \otimes F_1 \\
F_3 &= B_1 \otimes F_1 \\
F_4 &= B_2 \otimes F_1
\end{align*}
\]

At least for the cases considered in this appendix there is no ambiguity in this notation.

This is \(R_y\) in the main text.
Table V: Rules for the tensor products of representations of $C^{(1,0)}_{6v}$. The last two columns denote the symmetric and antisymmetric squares of the representations.

The character table for the new irreps of $C^{(1,0)}_{6v}$ is shown in Tab. VI. The product rules for the representations can be obtained from Tab. V and the expressions of the other irreps in terms of "fundamental" irreps.

Appendix D: Mean field, Projective symmetry group and low-energy basis for the $\pi$ flux state on the honeycomb lattice

1. Mean field details

The mean field Hamiltonian in Eq. 3.3 in momentum space becomes (we are going to omit spin in this Appendix and set $t = 1$)

$$H_{MF} = \sum_k f^\dagger_{k+Q_1} A f_{kB} + (e^{ik\cdot a_2} + e^{ik\cdot a_3}) f^\dagger_{kA} f_{kB} + \text{h.c.} \quad (D1)$$

Table VI: Character table for the extended point group $C^{(1,0)}_{6v}$. $[g]$ denote the conjugacy class and $D_{[g]}$ denote its dimension.
FIG. 4: (a) Contour plot for the first band above half-filling. The blue curve denote a boundary for the BZ while the green curve is the boundary of the reduced BZ. The Dirac points at half-filling correspond to the momenta labeled by 1 and 2 while the momentum 3 corresponds to the Dirac points at quarter filling. (b) Band structure for the \( \pi \)-flux mean field Hamiltonian centered around to the \( \Gamma \) the center of the reduced BZ.

where \( f_{ku} = \frac{1}{\sqrt{N_{cell}}} \sum_r e^{-ikr} f_{ru} \) and \( u = A, B \). As \( H_{MF} \) breaks translation by \( a_1 \), it mixes partons with momenta \( k \) and \( k + Q_1 \). Here \( Q_1 = G_i/2 \) where \( G_i \) are the reciprocal lattice vectors. It is convinient to define a multicomponent fermion operator \( F_k \) by \( F_k^\dagger f_{\mathbf{k} + n_x Q_x + n_y Q_y, u} f_{\mathbf{k}, u} \) where \( n_x, n_y \in \{0, 1\} \) and restrict \( k \) to \( \frac{1}{2} \) BZ which is the reduced BZ shown in Fig. 4a.

We introduce three sets of Pauli matrices. The first set \( \nu^i \) will act on the sublattice index \( u \) while the last two, \( \mu^i \) and \( \rho^i \), act on the \( n_x \) and \( n_y \) indices, respectively. \( H_{MF} \) becomes

\[
H_{MF} = \sum_{k \in \frac{1}{2} BZ} F_k^\dagger \mathfrak{h}_k F_k
\]

where \( k_i \equiv k \cdot a_i \). The eigenvalues of \( \mathfrak{h}_k \) can be easily found by first noting that \( \rho^3 \) commutes with it so all the eigenvalues are at least double degenerated. Second, note that

\[
\mathfrak{h}_k^2 = 3 + 2 (\cos(k_1) \mu^1 + \cos(k_2) \rho^1 \mu^1 - \sin(k_1) \nu^1 \rho^1 \nu^1).
\]

The last three matrices anticommute with each other which implies that the eigenvalues are

\[
E_{k, s_1 s_2} = s_1 \sqrt{3 + 2 s_2 \sqrt{\cos(k_1)^2 + \cos(k_2)^2 + \sin(k_1 - k_2)^2}} \quad , \quad s_1, s_2 \in \{+1, -1\}.
\]  

Note that band touchings occur when the argument of the inner square root is either zero or \((3/2)^2\). The first option happens for \( k = \frac{Q_1 + Q_2}{2} \equiv \bar{\Gamma} \) and the band touching occur at \( \frac{3}{4} \) filling. While the second option happens for \( k = \pm \frac{G_1 - G_2}{12} \equiv \bar{K} \) at half filling.

\[ \text{a. Quantum Hall mass} \]

In this section we explore the Hall mass for the \( \pi \)-flux Hamiltonian, i.e. a hopping pattern that breaks time reversal and reflections but preserve their composition together with translations and rotations.

The idea here is to introduce imaginary second-nearest hoppings such that there is a \( \pi/2 \) half flux around triangles.

\[ 39 \]
with two nearest neighbor bonds and one second-nearest neighbor bond. This can be achieved by a term

\[ H' = \frac{i\chi}{2} \sum_{\langle\langle i,j\rangle\rangle} (-1)^{s_{ij}} f_i^\dagger f_j \]  

(D4)

with

\[ s_{r,r+a_1}^{(u)} = u + 1, \]
\[ s_{r,r+a_2}^{(u)} = r_1 + u, \]
\[ s_{r,r+a_3}^{(u)} = r_1, \]

(D5)

\[ s_{ij} + s_{ji} = 1 \text{ and } \chi \text{ real. In momentum space it reads} \]

\[ H' = \chi \sum_{k \in \frac{1}{2} BZ} F_k^\dagger p_k F_k \]  

(D6)

\[ p_k = \left[ \nu^3 \mu^3 \sin(k_1) - \nu^3 \mu^3 \rho^3 \sin(k_2) + \mu^2 \rho^3 \cos(k_3) \right]. \]

After some algebra we find that the eigenvalues of \( H_{\text{Hall}} + \chi p_k \) are

\[ E_{\text{Hall}}^{s_1,s_2} = \sqrt{3}s_1\sqrt{t^2 + \chi^2 (1 - 3g_k^2) + 2ts_2\sqrt{t^2g_k^2 + \chi^2 (1 - 4g_k^2)}} , \quad s_1, s_2 \in \{+1, -1\}, \]

\[ g_k = \frac{1}{3} \sqrt{\cos(k_1)^2 + \cos(k_2)^2 + \sin(k_3)^2}. \]

(D7)

Note that the gap for small \( \chi \) at the \( \Gamma \) point is \( 2\sqrt{3}|\chi| \) while at the \( K \) point is \( \sqrt{3}|\chi| \).

2. Calculation of the Projective Symmetry Group

From Eq. 3.3, we read the hopping amplitudes as

\[ t_{r,r}^{AB} = t_{r,r}^{BA} = e^{i\pi r_1} \]
\[ t_{r,r+a_2}^{AB} = t_{r,r-a_2}^{BA} = 1 \]
\[ t_{r,r+a_3}^{AB} = t_{r,r-a_3}^{BA} = 1 \]

(D8)

with all other hopping terms vanishing. Next we compute the U(1) gauge rotations \( e^{i\phi(r)} \) associated with the physical symmetries.

\[ a. \quad T_1 \]

Under translation \( T_1 \) we have

\[ t_{r,r}^{AB} = e^{i\pi r_1} \rightarrow t_{r-a_1,r-a_1}^{AB} = -e^{i\pi r_1} \]
\[ t_{r,r+a_2}^{AB} = 1 \rightarrow t_{r-a_1,r-a_1+a_2}^{AB} = 1 \]
\[ t_{r,r+a_3}^{AB} = 1 \rightarrow t_{r-a_1,r-a_1+a_3}^{AB} = 1 \]

(D9)
This gives

\[ \phi(r, B) - \phi(r, A) = \pi \mod 2\pi \]
\[ \phi(r + a_2, B) - \phi(r, A) = 0 \mod 2\pi \]  
(D10)
\[ \phi(r + a_3, B) - \phi(r, A) = 0 \mod 2\pi \]

whose solution is

\[ \phi(r, A) = \pi r_2 \]
\[ \phi(r, B) = \pi (r_2 + 1). \]  
(D11)

b. \( T_2 \)

\( T_2 \) does not require any gauge transformation so

\[ \phi(r, u) = 0. \]  
(D12)

c. \( \sigma \)

We consider the reflection \( \sigma (R_y \text{ in the main text}) \) that acts as \( (r_1, r_2) \to (r_1 + r_2, -r_2) \) and \( A \leftrightarrow B \).

\[ t^{AB}_{r,r} = e^{i\pi r_1} \quad \longrightarrow \quad t^{BA}_{r,\hat{r}} = e^{i\pi (r_1 + r_2)} \]
\[ t^{AB}_{r,r + a_2} = 1 \quad \longrightarrow \quad t^{BA}_{r,\hat{r} - a_2} = 1 \]
\[ t^{AB}_{r,r + a_3} = 1 \quad \longrightarrow \quad t^{BA}_{r,\hat{r} - a_2} = 1 \]  
(D13)

where \( \hat{r} = \sigma(r) \).

\[ \phi(r, B) - \phi(r, A) = \pi r_2 \mod 2\pi \]
\[ \phi(r + a_2, B) - \phi(r, A) = 0 \mod 2\pi \]  
(D14)
\[ \phi(r + a_3, B) - \phi(r, A) = 0 \mod 2\pi \]

whose solution is

\[ \phi(r, A) = \pi \frac{r_2 (r_2 + 1)}{2} \]  
(D15)
\[ \phi(r, B) = \pi \frac{r_2 (r_2 - 1)}{2} \]

d. \( C_6 \)

The \( C_6 \) rotation acts as \( (i_1, i_2, A) \to (-i_2, i_1 + i_2, B) \) and \( (i_1, i_2, B) \to (1 - i_2, i_1 + i_2 - 1, A) \) and the inverse \( C_6^{-1} \) acts as \( (i_1, i_2, A) \to (i_1 + i_2, 1 - i_1, B) \) and \( (i_1, i_2, B) \to (i_1 + i_2, -i_1, A) \).

\[ t^{AB}_{r,r} = e^{i\pi r_1} \quad \longrightarrow \quad t^{BA}_{r,\hat{r} + a_2, \hat{r}} = 1 \]
\[ t^{AB}_{r,r + a_2} = 1 \quad \longrightarrow \quad t^{BA}_{r,\hat{r} + a_2, \hat{r} + a_2 - a_3} = 1 \]
\[ t^{AB}_{r,r + a_3} = 1 \quad \longrightarrow \quad t^{BA}_{r,\hat{r} + a_2, \hat{r} + a_2} = e^{i\pi (r_1 + r_2)} \]  
(D16)
where \( \tilde{r} = C_0^{-1}(r) \).

\[
\phi(r, B) - \phi(r, A) = \pi i_1 \mod 2\pi
\]

\[
\phi(r + a_2, B) - \phi(r, A) = 0 \mod 2\pi
\]

\[
\phi(r + a_3, B) - \phi(r, A) = \pi (i_1 + i_2) \mod 2\pi
\]  \hspace{1cm} (D17)

Whose solution is

\[
\phi(r, A) = \pi r_1 \left( \frac{r_1 + 1}{2} \right) + \pi r_1 r_2,
\]

\[
\phi(r, B) = \pi r_1 \left( \frac{r_1 - 1}{2} \right) + \pi r_1 r_2.
\]  \hspace{1cm} (D18)

We can rewrite this in in the enlarged unit cell by writing 

\[
\phi(s, u, e_1, e_2) = \pi (s_1 + e_1 + e_1 u + e_1 e_2)
\]  \hspace{1cm} (D19a)

As the hopping amplitudes are real numbers, there is no gauge transformation needed so we can take

\[
\phi(r, u) = 0.
\]  \hspace{1cm} (D20)

\( f. \) PSG action in momentum space

The previous transformation properties in momentum space read

\[
T_1 : F_k \rightarrow e^{ik_1 \mu_1 \rho_1 \nu_1^3} F_k
\]

\[
T_2 : F_k \rightarrow e^{ik_2 \mu_2 \rho_2 \nu_1^3} F_k
\]

\[
\sigma : F_k \rightarrow \nu_1 \exp \left( -i \frac{\pi}{2} \frac{1 - \rho_1^3}{2} \mu_1^3 \nu_1^3 \right) F_{\sigma(k)} + \frac{Q_2}{2}
\]  \hspace{1cm} (D21)

\[
C_6 : F_k \rightarrow \left( \rho_1^+ e^{-ik_2 \rho_3^3 \nu_2^3} \right) \cdot \frac{1 + \rho^1 \cdot \mu^1}{2} \cdot \exp \left( i \frac{\pi}{2} \frac{1 - \rho_1^1}{2} \frac{1 - \rho_2^3}{2} \nu_2^3 \right) F_{C_6(k)} + \frac{Q_1}{2}
\]

\[
T_0 : F_k \rightarrow F_{-k}.
\]

3. Low energy Hamiltonian

We find the low-energy Hamiltonian at quarter-filling by defining \( \hat{\psi}_q = F_{\Gamma' + q} \) with \( \Gamma' = G_1 + \frac{G_2}{4} \) and expand for small \( q \)

\[
P^1 \cdot h_{\Gamma' + q} \cdot P = -\sqrt{3} \mathbb{I}_{4 \times 4} + \frac{1}{\sqrt{2}} q \cdot \alpha + \mathcal{O}(q^2)
\]  \hspace{1cm} (D22)

where \( P \) is an 8 by 4 matrix whose columns are the eigenvectors of \( h_{\Gamma'} \) with eigenvalue \(-\sqrt{3} \).
where

\[ U_1 = \exp \left( \frac{i\pi}{2} \left[ 1 + \mu^3 \nu^3 \right] \right) \]
\[ U_2 = \exp \left( -i \frac{\pi}{8} \mu^2 \right) \]
\[ U_3 = \exp \left( -i \frac{\arctan(\sqrt{2})}{2} \mu^3 \nu^3 \right) \]
\[ U_4 = i \rho \delta e^{i \nu^1} e^{i \nu^2} \frac{1 + \vec{\rho} \cdot \vec{\mu}}{2} \]

(D23)

so that \( U_1 \cdot \mathbf{r} \cdot U = -\sqrt{3} \nu^3 \). We can then simply take \( P_0 = \frac{1 + \nu^3}{2} \) which ultimately leads to \( \alpha^1 = +\rho^1 \) and \( \alpha^2 = -\rho^3 \).

The Dirac fermions are then given by \( \psi_q = P^\dagger \hat{\psi}_q \). The Hamiltonian in Eq. 3.4 can be reproduced by identifying \( (\gamma^0, \gamma^1, \gamma^2) = (-i \rho^2, \rho^3, \rho^1) \) and introducing back the spin-orbital indices. The action on the Dirac fermions are then easily found from the explicit expression of \( \psi_q \) and Eq. D21 evaluated at \( k = \Gamma' \). For example, \( T[\psi_q] = T[P^\dagger F_{\Gamma' + q}] = P^\dagger F_{\Gamma' - q} = P^\dagger \mu^1 \rho^1 F_{\Gamma' - q} \). One can check that \( P^\dagger \mu^1 \rho^1 = -\mu^2 \rho^2 P^\dagger \) so that \( T[\psi_q] = -i \rho^2 \gamma^0 \psi_{-q} \) which matches the result in the main text if we introduce back the spin-orbital action \( \sigma^2 \tau^2 \).

**Appendix E: Wannier centers from PSG**

1. Introduction

In this appendix, we use the techniques developed in Refs. [37–39] to decompose the band structure of the \( \pi \)-flux state on the Honeycomb lattice. We follow the approach used in Ref. [15].

The idea is that in order to find the decomposition of the quantum spin Hall bands we need to calculate the eigenvalue spectrum of the rotations at high-symmetry points and then compare it with the spectra of the Wannier bands we define below. In particular, we consider three rotations: hexagon centered 6-fold rotation \( C_{6h} \), hexagon centered 3-fold rotation \( C_{3h} = C_{6h}^2 \) and a bond (between sites 1 ad 6) centered 2-fold rotation \( C_{2e} \).

We will compare the spinon band representation to those of Wannier insulator centered on site \( (\Gamma') \), hexagon centers \( (\Gamma^h) \) and bond centers \( (\Gamma^b) \), respectively. The representation of \( \Gamma' \) is straightforward as these are our original basis. For the other two insulators, we take them to be equal-amplitude superpositions of spinons at the sites on the boundary of the plaquette or bond. As we have different choices for the phases between sites, these insulators will have internal quantum numbers. In particular, the hexagon-centered Wannier insulators come in six different flavours \( \Gamma^h_\eta \), with \( \eta = \pm 1, \pm 2, \pm 3 \), corresponding the different eigenvalues under \( C_{6h} \). Similarly, the bond-centered insulators come in two flavours \( \Gamma^b_\lambda \) corresponding \( \lambda = \pm 1 \). Note that in order to make a meaningful comparison between the eigenvalue spectra we need to pick a gauge and use it for all the bands.

As we will see below, the Dirac points of the spinon bands occur at the high-symmetry points. Therefore, it is fundamental that we include the quantum spin Hall mass to split the spinon band into four Kramers sub-bands with well-defined eigenvalue spectra. The sub-bands will be denoted by \( \Gamma^a_{PSG} \) with \( a = +2, +1, -1, -2 \), where \( a \) denotes the position of the band with respect to zero energy. Note that each Kramers band corresponds to two Kramers-pairs of spinons per enlarged unit cell.

2. Band topology calculation

We shall denote the Wannier insulator on the unit cell labeled by \( \mathbf{r} \) on the sublattice \( a = 1, \ldots, 8 \) by \( |\mathbf{r}, a\rangle \). Using the gauge choice for \( C_{6h} \) depicted in Fig. 5b we find that \( |\mathbf{r}, 6\rangle = (-1)^{\tau_1 + 1} |R_{\pi/3} \mathbf{r}, 1\rangle, |\mathbf{r}, 7\rangle = (-1)^{\tau_1} |R_{\pi/3} \mathbf{r} + \mathbf{a}_3, 8\rangle \),

---

21 We could have also included site centered 3-fold rotations but they do not give any new information in the present case.
\[\langle r, 8 \rangle = (-1)^{r_1 + 1} \langle R_{\pi/3} r - a_3, 7 \rangle\] and \[C_{6h} |r, a\rangle = (-1)^{r_1} i \langle R_{\pi/3} r, a + 1 \rangle,\] where \(R_{\pi/3}\) is the \(\pi/3\) clockwise rotation matrix. Going to momentum space, we find that \(C_{6h}\) sends \(k \rightarrow k' = R_{\pi/3} k + Q_1\) and

\[
\begin{align*}
C_{6h} |k, a\rangle &= +i |k', a + 1\rangle, & a = 1, \ldots, 5 \\
C_{6h} |k, 6\rangle &= -i |k', 1\rangle \\
C_{6h} |k, 7\rangle &= +ip_3^* |k', 8\rangle \\
C_{6h} |k, 8\rangle &= -ip_3 |k', 7\rangle
\end{align*}
\]

(E1)

where \(p_3 = \exp(ik' \cdot a_3)\). The invariant momentum is simply \(k = Q_1 + Q_2\) and thus \(p_3 = 1\). The eigenvalues are \([1, \Omega, \Omega^2, \Omega^3, \Omega^4, \Omega^5] \oplus [+1, -1]\), where \(\Omega = e^{i\pi/3}\).

For \(C_{3h}\) we find

\[
\begin{align*}
C_{3h} |k, a\rangle &= -|k', a + 2\rangle, & a = 1, \ldots, 4 \\
C_{3h} |k, a\rangle &= +|k', a - 4\rangle, & a = 5, 6 \\
C_{3h} |k, 7\rangle &= -p_2 |k', 7\rangle \\
C_{3h} |k, 8\rangle &= -p_2^* |k', 8\rangle
\end{align*}
\]

(E2)

where \(k' = R_{2\pi/3} k + Q_2\) and \(p_2 = \exp(ik' \cdot a_2)\). The invariant momenta are \(k = Q_1 + Q_1 := M\) and \(k = \frac{G_1 + G_2}{a} = K = -K'\). The eigenvalues in this case are \([1, \omega, \omega^2] \oplus [1, \omega, \omega^2] \oplus p_2 \oplus p_2^*\). As for \(C_{2v}\) there is no gauge transformation needed, it is easy to see that the eigenvalues are four pairs of \([+1, -1]\).

We next construct the hexagon centered Wannier insulators. We start by taking the eigenvectors of \(C_{6h}\) with eigenvalue \(\Omega^{2q}\) with weight on hexagon A, denoted by \(\langle \text{hex}, A \rangle\) (omitting the position dependence). The other three states are taken by translating the previous state by half lattice vectors. We shall denote the representation by \(\Gamma^h_\eta\). From the construction we have \(C_{6h} |\text{hex}, A\rangle = \Omega^{2\nu-1} |\text{hex}, A\rangle\). Next, one can check that \(C_{6h}^3 = (-1)^g\) when acting on

![Fig. 5: (a) Enlarged unit cell used in the band topology calculation. Pink bonds correspond to negative hoppings on those bonds and numbers correspond to the labeling of sites in the enlarged unit cell. (b) & (c) Choice of gauge transformation for \(C_{6h}\) and \(C_{3h}\): the plus or minus signs correspond to a gauge transformation \(f_i \rightarrow \pm f_i\) for \(C_{3h}\) and \(f_i \rightarrow \pm if_i\) for \(C_{6h}\).](image)

\[\text{Note that for the invariant momenta } -p_2 = p_2^* \text{ with } p_3 \text{ as previously defined.}\]
The spectrum of the PSG bands by straightforward diagonalization of the mean-field Hamiltonian at high-symmetry points. The eigenvalues are ordered from higher to lower bands. The multiplets are denoted by $\{\text{Doublet}\} \oplus \{\text{Sextet}\}$ and $\{\text{Doublet}\} = \{+1, 1\}$. $p_i = e^{i\mathbf{k} \cdot \mathbf{a}_i}$ is the phase factor obtained under $T_i=1,2,3$ translation. The high-symmetry momenta (HSM) for each group operations are recorded in the last column. They are $M = \frac{G_1 + G_2}{2}, K = \frac{G_1 - G_2}{a}$ and $K' = -K$, where $G_{1,2}$ are the reciprocal lattice vectors.

Similarly the bond Wannier insulators come in two flavours $\Gamma^\lambda$ with $\lambda = +1, -1$ which correspond to the equal-amplitude symmetric or antisymmetric superposition of the onsite insulators at the boundary of the bonds. By a similar calculation as for the previous bands we can fill Tab. VII.

We find that the spectrum of the PSG bands by straightforward diagonalization of the mean-field Hamiltonian at high-symmetry points and then finding the eigenvalues of the rotations acting on them. The result is shown in Tab. VIII. As previously mentioned, we need to introduce the quantum spin Hall mass to open a gap and be able to decompose the resulting bands in terms of the Wannier insulators. We find that the gap splits the eigenvalues equally between the bands below and above the previous Dirac points. This can be understood by remaining that the $C_{6h}$ rotation can be written (in the appropriate basis) as $\exp(-\frac{\pi}{6} \gamma^0)$ times some matrix $R_{C_{6h}}$ acting on valley indices. As the QSH mass gives opposite $\gamma_0$ eigenvalues to spin up and spin down, the eigenvalues come in pairs.

$$\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix}$$

whose eigenvalues are $(-1)^y[1, \omega, \omega^2] = [\Omega^y, \Omega^{y+2}, \Omega^{y+4}]$. Similarly, we find $C_{3h} [\text{hex}, A] = \omega^y [\text{hex}, A]$ and $C_{3h}^3 = 1$ on the other hexagons. Thus the eigenvalues are $\omega^y \pm [1, \omega, \omega^2]$. As none of the hexagons are invariant under $C_{2e}$, the eigenvalues are $[+1, -1] \oplus [-1, 1]$.

Similarly the bond Wannier insulators come in two flavours $\Gamma^\lambda$ with $\lambda = +1, -1$ which correspond to the equal-amplitude symmetric or antisymmetric superposition of the onsite insulators at the boundary of the bonds. By a similar calculation as for the previous bands we can fill Tab. VII.

We find that the spectrum of the PSG bands by straightforward diagonalization of the mean-field Hamiltonian at high-symmetry points and then finding the eigenvalues of the rotations acting on them. The result is shown in Tab. VIII. As previously mentioned, we need to introduce the quantum spin Hall mass to open a gap and be able to decompose the resulting bands in terms of the Wannier insulators. We find that the gap splits the eigenvalues equally between the bands below and above the previous Dirac points. This can be understood by remaining that the $C_{6h}$ rotation can be written (in the appropriate basis) as $\exp(-\frac{\pi}{6} \gamma^0)$ times some matrix $R_{C_{6h}}$ acting on valley indices. As the QSH mass gives opposite $\gamma_0$ eigenvalues to spin up and spin down, the eigenvalues come in pairs.

### Table VIII: Space group representation of rotations of the spinon bands of the $\pi$-flux state on the honeycomb lattice at high symmetry points.

| $\Gamma_{PSG(M)}$ | $\Gamma_{PSG(\Gamma)}$ | $\Gamma_{PSG(K)}$ |
|-------------------|-----------------------|-------------------|
| $C_{6h}$ | $\{1, \Omega^1, \Omega^2, \Omega^3\} \oplus \{1, \Omega^3, \Omega^4, \Omega^5\}$ | $-$ | $-$ |
| $C_{3h}$ | $\{1 \oplus \text{[Triplet]}_0\} \oplus \{1 \oplus \text{[Triplet]}_0\}$ | $-$ | $\{[\omega, \omega^2] \oplus \{1 \oplus \text{[Triplet]}_0\} \oplus \{[\omega, \omega^2]\}$ |
| $C_{2e}$ | $\{2\text{[Doublet]} \oplus \{2\text{[Doublet]}\}$ | $\bigoplus_{n=1}^4 \{\text{[Doublet]}\}$ | $-$ |
A decomposition for the PSG bands is

\[
2\Gamma_{PSG}^2 = \Gamma^v + (\Gamma^v - \Gamma_{\eta=0}^h - \Gamma_{\eta=3}^h) + (\Gamma_{\eta=1}^h + \Gamma_{\eta=2}^h - \Gamma_{\eta=4}^h - \Gamma_{\eta=5}^h)
\]

\[
2\Gamma_{PSG}^1 = \Gamma^v - (\Gamma^v - \Gamma_{\eta=0}^h - \Gamma_{\eta=3}^h) + (\Gamma_{\eta=1}^h + \Gamma_{\eta=2}^h - \Gamma_{\eta=4}^h - \Gamma_{\eta=5}^h)
\]

\[
2\Gamma_{PSG}^{-1} = \Gamma^v - (\Gamma^v - \Gamma_{\eta=0}^h - \Gamma_{\eta=3}^h) - (\Gamma_{\eta=1}^h + \Gamma_{\eta=2}^h - \Gamma_{\eta=4}^h - \Gamma_{\eta=5}^h)
\]

\[
2\Gamma_{PSG}^{-2} = \Gamma^v + (\Gamma^v - \Gamma_{\eta=0}^h - \Gamma_{\eta=3}^h) - (\Gamma_{\eta=1}^h + \Gamma_{\eta=2}^h - \Gamma_{\eta=4}^h - \Gamma_{\eta=5}^h)
\]

This decomposition is unique modulo addition of multiples of \(\Gamma_{\eta=0}^h + \Gamma_{\eta=1}^h + \Gamma_{\eta=2}^h + \Gamma_{\eta=3}^h + \Gamma_{\eta=4}^h + \Gamma_{\eta=5}^h - \Gamma_{\lambda=+1}^b - \Gamma_{\lambda=-1}^b\), which is irrelevant for the monopole quantum numbers. Notice that under time reversal \(\eta \rightarrow 3 - \eta\) because as \(C_{6h}\) involves a factor of \(i\), time reversal involves a minus sign \((-1 = \Omega^3)\) on top of complex conjugation of eigenvalues.

**Appendix F: Numerical determination of the Berry phase**

1. **Monopole configuration on zero flux background**

We first find the gauge to introduce the \(2\pi\) flux on the (0-flux) HC lattice and the gauge transformation needed to implement the lattice symmetries (in the \(L_1, L_2 \rightarrow \infty\)). The Hamiltonian as usual is on a \(L_1\) by \(L_2\) lattice:

\[
H = \sum_{\vec{r},\mu} e^{iA_\mu(\vec{r})} f^\dagger_{\vec{r},\mu} f_{\vec{r}+b_\mu B} + h.c. \quad (F1)
\]

where \(b_1 = 0, b_2 = a_2\) and \(b_3 = a_3\). We introduce the \(2\pi\) flux by choosing

\[
A_1(\vec{r}) = \frac{2\pi}{L_1 L_2} (r_1 + s)
\]

\[
A_2(\vec{r}) = 0
\]

\[
A_3(\vec{r}) = \frac{2\pi}{L_2} (C - r_2) \delta_{r_1,0} \quad (F2)
\]

we have to restrict \(0 \leq r_i = 1, 2 < L\). \(s\) and \(C\) are constants that will be constrained in the following.

Notice that under \(T_2\) there is no gauge transformation needed. For \(T_1, \delta A_\mu(\vec{r}) = A_\mu(X^{-1}[\vec{r}]) - A_\mu(\vec{r})\) with \(X = T_1\) so that

\[
\delta A_1(\vec{r}) = A_1(\vec{r} - a_1) - A_1(\vec{r}) = -\frac{2\pi}{L_1 L_2} (1 - \delta_{r_1,0} L_1),
\]

\[
\delta A_2(\vec{r}) = 0,
\]

\[
\delta A_3(\vec{r}) = \frac{2\pi (r_2 - C)}{L_2} (\delta_{r_1,0} - \delta_{r_1,1}). \quad (F3)
\]

The translated Hamiltonian is related to the initial one by threading Wilson Loops (WLs) along the \(a_2\) direction with total flux \(e^\frac{2\pi i}{L_1}\), in addition to some boundary terms in the \(a_1\). In order to remove this WL, a gauge transformation \(f_{ur} \rightarrow e^{i\phi_u(\vec{r})} f_{ur}\) with

\[
\phi_A(\vec{r}) = \frac{2\pi (r_2 - C)}{L_2} \delta_{r_1,0}
\]

\[
\phi_B(\vec{r}) = \frac{2\pi (r_2 - 1 - C)}{L_2} \delta_{r_1,0} \quad (F4)
\]
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is used. The net change in the phases is given by

\[
\begin{align*}
\delta A_1(r) + \phi_B(r) - \phi_A(r) &= -\frac{2\pi}{L_1 L_2} \\
\delta A_2(r) + \phi_B(r + a_2) - \phi_A(r) &= 0 \\
\delta A_3(r) + \phi_B(r + a_3) - \phi_A(r) &= 0
\end{align*}
\]

(F5)

Note that the remaining WLs in the 2 direction have a flux \(\exp\left(\pm \frac{2\pi i}{L}\right)\) which goes to zero in the \(L_1 \to \infty\) limit. This means that in later limit the \(T_1\) (projective) symmetry is recovered.

Next, we take \(L_1 = L_2 = L\) in order to be able to do rotations. Consider

\[
C_6[H] = \sum_{r,\mu} e^{iA_\mu(r)} f_{BC} f_{AC} + \text{h.c.}
\]

(F6)

where \(C_6[r]\) is clockwise rotation by \(\pi/3\) around the plaquette to the right of \(r = (0,0)\). Let \(\tilde{b}_\mu = C_6[a_2 - b_\mu]\) (\(\tilde{b}_1 = b_3\), \(\tilde{b}_2 = b_1\) and \(\tilde{b}_3 = b_2\)). Therefore

\[
C_6[H] = \sum_{r,\mu} e^{iA_\mu(C_6^{-1}[r])} f_{Br} f_{Ar} + \text{h.c.}
\]

(F7)

The change in the gauge field is

\[
\begin{align*}
\delta A_1(r) &= \frac{2\pi}{L^2} (r_1 + s) \\
\delta A_2(r) &= -\frac{2\pi}{L} (r_1 + C) \delta_{r_1 + r_2, L-1} \\
\delta A_3(r) &= -\frac{2\pi}{L^2} (r_1 + \tilde{r}_2 + s) + \frac{2\pi}{L} (r_2 - C) \delta_{r_1, 0}
\end{align*}
\]

(F8)

where \(\tilde{r}_2 = \text{mod}(r_1 + r_2, L) - r_1\).

The field \(\delta A_\mu\) varies slowly in the bulk but has jumps along the lines \(r_1 = 0\) and \(r_1 + r_2 = L - 1\). In order to eliminate them, we perform a gauge transformation that imposes \(\phi_B(r + b_\mu) - \phi_A(r) + \delta A_\mu(r) = 0\) away from the jumps. A solution is given by

\[
\begin{align*}
\phi_A(r) &= -\frac{\pi}{L^2} (r_1 (2\tilde{r}_2 + r_1 + 1) + s(2(r_1 + \tilde{r}_2) + 1)), \\
\phi_B(r) &= -\frac{\pi}{L^2} (r_1 (2\tilde{r}_2 + r_1 - 1) + s(2(r_1 + \tilde{r}_2) - 1)).
\end{align*}
\]

(F9)

The boundary terms become

\[
\begin{align*}
\phi_B(L - 1, x + 1 - L) - \phi_A(0, x) + \delta A_3(x, 0) &= \frac{\pi(L - 1 - 2C)}{L} \\
\phi_B(L - 1, x + 1 - L) - \phi_A(L + 1 - x, x) + \delta A_2(L + 1 - x, x) &= \frac{2\pi(s - C)}{L}
\end{align*}
\]

(F10)

Setting \(C = \frac{L_1 - 1}{2}\) and \(s = -\frac{L_1 + 1}{2}\) kills both terms. The \(C_6\) being discussed is hence preserved. The other rotations can be obtained by combination with translations which we already know how to implement.

A problem we face now is how to decide the overall phase of the Gauge transformation in order to fix the Berry phase. To see that this is an issue, consider a uniform gauge transformation, say \(e^{i\theta/L^2}\), with \(N = nL^2\) occupied fermion modes. The expectation value of the symmetry operation gets an extra \(e^{i\theta}\) phase.

In order to fix the phase, we impose that the total phase \(\exp(i\sum_r \phi_n(r))\) is 1. This condition comes from the
requirement that our state is gauge invariant. Consider the sum
\[ \Theta = \sum_{r_1, r_2 = 0}^{L-1} \sum_{u=A,B}^{1} \phi_u(r) = 2\pi \frac{(2L + 5)(L - 1)}{6}. \] (F11)
and then redefine \( \phi \rightarrow \phi - \frac{\Theta}{2L^2} \). The gauge transformation now reads

\[ \phi_A(r) = -\frac{\pi}{L^2} (r_1(2\tilde{r}_2 + r_1 + 1) - \frac{L + 1}{2} (2(r_1 + \tilde{r}_2) + 1)) - 2\pi \frac{(2L + 5)(L - 1)}{12L^2}, \]
\[ \phi_B(r) = -\frac{\pi}{L^2} (r_1(2\tilde{r}_2 + r_1 - 1) - \frac{L + 1}{2} (2(r_1 + \tilde{r}_2) - 1)) - 2\pi \frac{(2L + 5)(L - 1)}{12L^2}. \] (F12)

We numerically checked that this gauge transformation gives us the same \( \pi \) Berry phase as found in Ref. [15].

2. Monopole configuration on \( \pi \) flux background

The monopole configuration of the \( \pi \) flux state is obtained by taking
\[ H = \sum_{r_1} t_{rs}^{AB} e^{iA_{rs}(r)} f_{rA}^\dagger f_{rB} + h.c. \] (F13)
where \( A \) is the same as before (Eq. F2) and \( t_{rs}^{AB} \) are the same hopping parameters (Eq. 3.3) used in the main text. It is easy to see that the symmetries can be implemented by simply combining the gauge transformation of the previous section with the gauge transformation from Sec. D2. We numerically checked that these gauge transformations give consistent phases with the Berry phases obtained in the main text using the band calculation.

Appendix G: Mathematical backgrounds for anomaly calculation

1. General constructions

In this section, we review math constructions used with cohomology groups.

First, recall that the cup product gives a graded bilinear product between \((\psi_i, \phi_j) \in H^i(G) \times H^j(G) \rightarrow H^{i+j}(G)\) denoted as \(\psi_i \cup \phi_j\). Here \(G\) is an Abelian group that in our cases is given simply \(\mathbb{Z}\) or \(\mathbb{Z}_n\) (integers modulo \(n\)). Note that given a group homomorphism \(\rho : G \rightarrow G'\) which abusing notation we denote also by \(\rho\), at the cohomology level. For example, if we take \(G = \mathbb{Z}\) and \(G' = \mathbb{Z}_n\) then the induced map is modulo \(n\) reduction. Let us denote the group and cohomology maps by \(\rho_n\). Similarly, we can take \(G = \mathbb{Z}\) or \(\mathbb{Z}_n\) and consider the map corresponding to multiplication by some element in \(G\). At the level of cohomology this operation is also multiplication by said element.

Note that we can combine the two previous operations at the group level to obtain the short exact sequence (SEC)
\[ 0 \rightarrow \mathbb{Z} \xrightarrow{n} \mathbb{Z} \xrightarrow{\rho_n} \mathbb{Z}_n \rightarrow 0. \]
From this SEC, we can obtain a long exact sequence at the cohomology level that allow us to define the Bockstein homomorphism \(\beta_n\)
\[ \ldots \rightarrow H^i(\mathbb{Z}) \xrightarrow{n} H^i(\mathbb{Z}) \xrightarrow{\rho_n} H^i(\mathbb{Z}_n) \xrightarrow{\beta_n} H^{i+1}(\mathbb{Z}) \rightarrow \ldots. \]
By looking at the long exact sequence, we see that \(\beta_n\) can be though of as the obstruction to lifting a \(\mathbb{Z}_n\) cochain to a \(\mathbb{Z}\) one, which is why sometimes it is denoted by \(\beta_n(x) = \frac{1}{n} \int dx.\)
Following Ref. [50], we define the Pontryagin square operation $\mathcal{P} : H^i(G) \rightarrow H^{2i}(\Gamma(G))$\(^{23}\), where $\Gamma(G)$ is the universal quadratic group $G$. $\mathcal{P}$ is universal in the sense is the only map $H^i(G) \rightarrow H^{2i}(\Gamma(G))$ such that $\mathcal{P}(x + y) - \mathcal{P}(x) - \mathcal{P}(y) = 2x \cup y$. Note that $\Gamma(\mathbb{Z}_{2n}) = \mathbb{Z}_{4n}$ and $\Gamma(\mathbb{Z}_{2n-1}) = \mathbb{Z}_{2n-1}$. In particular, for $G = \mathbb{Z}_{2n}$ we define $\mathcal{P}(x) = x \cup x + x_1 \cup dx$ and for $G = \mathbb{Z}_{2n-1}$ we can simply take $\mathcal{P}(x) = x \cup x$. Here $\cup$ is a generalized bilinear product of degree -1 defined in the appendix of Ref. [50].

From now on, we will focus on the case where $G = \mathbb{Z}_{2n}$ as our anomaly calculations only require these cases.

Note that the property $\mathcal{P}(x + y) - \mathcal{P}(x) - \mathcal{P}(y) = 2x \cup y$ implies that $\mathcal{P}(\sum_{i=1}^{N} x_i) = \sum_{i=1}^{N} \mathcal{P}(x_i) + \sum_{1 \leq i < j \leq N} 2x_i \cup x_j$ which we will frequently use. By the explicit formula for $\mathcal{P}$ for $G = \mathbb{Z}_{2n}$, if $x = \rho_{2n, \hat{x}}$, for some integer class $\hat{x}$, then $\mathcal{P}(x) = \rho_{4n}(\hat{x} \cup \hat{x})$.

We actually need a bit more of relationships between the previously defined operations which can be found in Ref. [55]. We accept that $\mathbb{Z}_0 = \mathbb{Z}$. First of all, let us define $\mu_{p,q} : H^*(\mathbb{Z}_q) \rightarrow H^*(\mathbb{Z}_p)$ by sending $x$ to the cohomology class of $\frac{x}{(p,q)} x'$ where $x'$ is a chain in cohomology class of $x$. $(p,q)$ is largest common divisor of $p$ and $q$. From the definition, we have $\mu_{p,q}(a \cdot x) = (a \mod p) \cdot \mu_{p,q}(x)$ for $a \in \mathbb{Z}_q$. Note that $\mu_{p,0} = \rho_p$ and , if $r \neq 0$, $\mu_{p,rp}$ is reduction modulo $r$ and $\mu_{r,q}$ is multiplication by $r$. For ease of reading, we denote the former operations by $\rho_p$ as in the $r = 0$ case. The following relations can be found in Sections 2 and 4 of Ref. [55] \(^{24}\) ($r, s \in \mathbb{Z} - \{0\}$):

\[
\beta_p \circ \mu_{p,q} = \frac{q}{(p,q)} \beta_q \quad \text{(G1a)}
\]

\[
\mathcal{P} \circ \mu_{2r,m} = \begin{cases}
\frac{2r}{(2r,m)} \mu_{4r,2m} \circ \mathcal{P} & , m \text{ even} \\
\frac{r}{(2r,m)} \mu_{4r,2m} \circ \mathcal{P} & , m \text{ odd}
\end{cases} \quad \text{(G1b)}
\]

\[
\mathcal{P}(s \cdot x) = \begin{cases}
s \cdot \mathcal{P}(x) & , x \in H^{2i-1}(\mathbb{Z}_r) \\
2^i \cdot \mathcal{P}(x) & , x \in H^{2i}(\mathbb{Z}_r)
\end{cases} \quad \text{(G1c)}
\]

In particular, we can set $m = 2n$ and $r = 2mn$ in the second relation to obtain $\mathcal{P} \circ \mu_{2mn,2n} = m \mu_{4mn,4n} \circ \mathcal{P}$ which can be sloppily written as $\mathcal{P}(m \cdot x) = m^2 \cdot \mathcal{P}(x)$ mod $4mn$ for $x \in H^*(\mathbb{Z}_{2n})$. For our manipulations, there formulas simply say that $\mathcal{P}$ behaves as a square and we are allowed to move integers outside of the argument.

Eq. 3.3 of Ref. [55] tells us that for $x \in H^*(\mathbb{Z}_p)$, $y \in H^*(\mathbb{Z}_q)$ and if $d = (p,q)$ and $r = \gcd(p,q) = \frac{pq}{d}$, then $\mu_{r,p}(x) \cup \mu_{r,q}(y) = \mu_{r,d}(x \cup y)$ where $x \cup y = \mu_{d,p}(x) \cup \mu_{d,q}(y)$. We can combine this expression with the linearity of $\mu$ to obtain $(a \cdot x) \cup (b \cdot y) = ab \cdot (x \cup y)$ where $ap, bq \equiv 0$.

Now we introduce the Steenrod squares $Sq^i : H^*(\mathbb{Z}_2) \rightarrow H^{*+i}(\mathbb{Z}_2)$ that can be axiomatically defined, see [56]. These operations satisfy $Sq^i(x \cup y)$ and $y \in H^*(\mathbb{Z}_2)$ and are $\mathbb{Z}_2$ linear. $Sq^0$ is the identity map and $Sq^i(x \cup y) = x \cup Sq^i(y) + Sq^i(x) \cup y$. There is an interesting connection between $Sq^i$ and $\beta_2$ which can be written as $Sq^i = \rho_p \circ \beta_2$.

Additionally, on a compact $d$ dimensional manifold $X_d$, there exist the Wu classes $\nu_i \in H^i(X_d, \mathbb{Z}_2)$ that for every $x \in H^{d-i}(X_d, \mathbb{Z}_2)$ satisfy $\int_{X_d} \nu_i \cup x = \int_{X_d} Sq^i(x)$ mod 2. In particular, for 4-dimensional closed manifolds $\nu_1 = w_1^{TM}$, $\nu_2 = w_2^{TM} + w_1^{TM} \cup w_1^{TM}$, where $w_i^{TM}$ are the $i$-th Stiefel-Whitney classes of the Tangent bundle of the manifold. For orientable manifolds $w_1^{TM} = 0$. If the manifold is additionally spin, $w_2^{TM} = 0$. We point that if $x \in H^1(X_{2n}, \mathbb{Z}_2)$ then $x^{2n} = Sq^1(x^{2m-1})$. Therefore, for $X_{2n}$ orientable $\int_{X_{2n}} x^{2n} = \int_{X_{2n}} x^{2n-1} \cup w_1^{TM} = 0$.

2. **O(N) bundles**

We start by introducing the characteristic classes of the $O(N)$ bundles we use: the Stiefel-Whitney (SW) characteristic classes denoted by $w_i \in H^i(\mathbb{Z}_2)$ and the Pontryagin classes $p_i \in H^{4i}(\mathbb{Z})$. As we working in 4 dimensions, we are only interested in the first four SW classes and the first Pontryagin class. Note that for $O(N)$ bundles, we have

\[^{23}\text{Note that there is a different } \mathcal{P} \text{ for each } G \text{ but for ease of reading we omit an explicit dependence on } G.\]

\[^{24}\text{Note also that the } \Delta_q \text{ defined in Ref. [55] is our } \beta_q \text{.}\]
$w_i = 0$ if $i > N$. Furthermore, if our bundle can be restricted to a SO($N$) bundle, then $w_1 = 0$ and the Pontraygin class $p_1$ is related to the gauge curvature $F$ by

$$p_1[SO(N)] = \frac{1}{8\pi^2} \int Tr_{SO(N)}[F \wedge F],$$

(G2)

where the trace is evaluated in the vector representation of SO($N$).

There is a relation between $\text{Sq}^i$ and the SW classes $w_j$ of a general O($N$) bundle (see [56], §8):

$$\text{Sq}^i w_i = \sum_{k=0}^j \binom{j-i}{k} w_{j-k} \cup w_{i+k}$$

where $w_0 = 1$ and $\binom{i}{j} = x(x-1)\ldots(x-i+1)/i!$. In particular, $\text{Sq}^i(w_{2n}) = w_{2n} \cup w_{2n+1}$ and $\text{Sq}^i(w_{2n+1}) = w_1 \cup w_{2n+1}$.

The following identity is valid (see Theorem C of Ref. [57]):

$$p_1 = \mathcal{P}(w_2) + 2 \cdot (w_1 \cup \text{Sq}^1(w_2) + w_4) \mod 4$$

(G3)

which can be equivalently written as $p_1 = \mathcal{P}(w_2) + 2 \cdot (w_2^2 \cup w_2 + \text{Sq}^1(w_3) + w_4) \mod 4$.

Given an O($A$)-bundle $\alpha$ and an O($B$)-bundle $\beta$, we can construct the Whitney sum $\alpha \oplus \beta$ which is a O($A+B$). Naturally, the classes of $\alpha \oplus \beta$ can be written in terms of the classes of $\alpha$ and $\beta$ (see e.g. Ref. [58]):

$$w_i[\alpha \oplus \beta] = \sum_{j=0}^i w_j[\alpha] \cup w_{i-j}[\beta] \quad \text{(G4a)}$$

$$p_1[\alpha \oplus \beta] = p_1[\alpha] + p_1[\beta] + \beta_2(w_i[\alpha]) \cup \beta_2(w_i[\beta]) \quad \text{(G4b)}$$

3. PSU($N$) bundles

In Ref. [59] (and reviewed in Ref. [60]), the author classified PSU($N$)($\equiv$ PU($N$)) bundles over spaces of dimension up to 4 by assigning two cohomology classes $t_2 \in H^2(X, \mathbb{Z}_N)$ and $q_4 \in H^4(X, \mathbb{Z})$ to each principal PU($N$)-bundle $P \to X$. In our notation, $t_2$ corresponds to $u_2$, the second Stiefel-Whitney class of the PSU($N$)-bundle and $q_4$ is defined as the second Chern number of the complexified adjoint bundle that ends up being minus the instanton number of the PSU($N$)-bundle:

$$q_4(P) := -c_4^{\text{PSU}(N)}(P \otimes \mathbb{C})$$

$$= -\frac{1}{8\pi^2} \int_X Tr_{\text{Adj}}[F \wedge F] =: -p_1[\text{PSU}(N)]$$

(G5)

where $F$ is the curvature of the PSU($N$) bundle and the trace is taken over the adjoint representation.

We restrict to the case where $N$ is even from now on. The classes $q_4$ and $t_2$ are related by $q_4(P) = (N+1)\mathcal{P}(t_2) \mod 2N$ or in our notation

$$p_1[\text{PSU}(N)] = (N-1)\mathcal{P}(u_2) \mod 2N$$

(G6)

Notice that $\rho_2 \mathcal{P}(u_2) = \rho_2 \rho_N \mathcal{P}(u_2) = \rho_2(u_2 \cup u_2) = \rho_2(u_2) \cup \rho_2(u_2)$, then $\frac{1}{2} \int_{X_4} \mathcal{P}(u_2) = \int_{X_4} \rho_2(u_2) \cup w^2_{TM} = 0$ when $X_4$ is a closed spin oriented manifold (This matches Witten’s result [61]).

---

25 the relative minus sign with respect to Ref. [59] is due to the convention of the Lie algebra. Here we take it to be Hermitian while in the original work they take a anti-Hermitian Lie algebra.
For $N = 2$ the formulas reduce to $PSU(2) = SO(3)$ where $u_2 = w_2$ is the SW class. Eq. G6 tells us then $p_1 = \mathcal{P}(w_2) \mod 4$ which matches with Eq. G3 for $N = 3$ and $w_1 = 0$.

4. $PSU(4)$ and $SO(6)$ bundles

It is known that $SU(4)/\mathbb{Z}_2 = SO(6)$, where the $\mathbb{Z}_2$ is generated by $-1 \in SU(4)$. If a $PSU(4)$-bundle can be lifted to a $SO(6)$-bundle there must be a relation between the characteristic classes. Specifically, we can lift the $PSU(4)$ structure when $2 \cdot u_2 = 0$ or in other words there exists a class $w_2 \in H^2(\mathbb{Z}_2)$ such that $u_2 = \mu_{4,2} w_2 = 2 \cdot w_2$. This condition can be understood by thinking of $u_2$ as the obstruction of objects charged under the $SU(4)$ center, more precisely, if a object of charge $q$ goes around a 2-cycle $\gamma$ the object picks a phase $\exp \left( \frac{2\pi i q}{2} \int_\gamma u_2 \right)$. Now note that if $u_2 = 2w_2$, every object of even charge does not feel $w_2$. The charge two objects precisely corresponds to $SO(6)$ representations. Therefore, the gauge structure can be lifted to a $SO(6)$ bundle.

In the previous situation $p_1[PSU(4)] = \mathcal{P}(2 \cdot w_2) = 4 \cdot \mathcal{P}(w_2) = 4 \cdot w_2 \mod 8$ which means $p_1$ is divisible by 4. The Pontryagin classes are related as $p_1[SO(6)] = \frac{1}{4} p_1[PSU(4)]$\(^{26}\). This relation is consistent with the previous condition by recalling that $p_1[SO(6)] = w_2 \mod 2$.

Appendix H: DSL in rectangular representations

1. Emergent compact $U(p)_g$ QCD\(_3\)

We now extend the parton construction to spin systems where the on-site $SU(N)_s$ representations with rectangular Young tableaux with $n$ rows and $p$ columns. In this cases, we can represent the spin system generators of $SU(N)_s$ as

$$ S^a_{\beta} = \sum_{s=1}^{p} f^{a\alpha s}_f f_{\beta s} $$

(H1)

where $s = 1, \ldots, p$ and $\alpha = 1, \ldots, N$. We then put the fermions at $n/N$ filling by gauging the $U(1)$ symmetry. At this point, the physical states are in the antisymmetric representation $(\pi_{np})$ of $SU(Np)$. Next, we gauge the $SU(p)$ symmetry corresponding to rotations in the $p$ index as this extracts the states that are trivial under $SU(p)$. In other words, it picks the irreps in the decomposition of $(\pi_{np})$ under the branching $SU(Np) \rightarrow SU(N) \times SU(p)$ that have a trivial irrep in the second factor. From Eq. 2.16, we see that the only factor we keep has a rectangular YT with $n$ columns and $p$ rows in the second factors and thus have the YT we want in the first factor.

We can consider now $p$ copies of the mean-field Hamiltonians with $IGG = U(1)_g$ and $N_f$ low energy Dirac fermions. We then obtain $U(p)$ QCD\(_3\) with $N_f$ fundamental fermions. According to Ref. [12] and references therein, the monopoles are classified by the topological flux along the Cartan directions of the gauge field, i.e. along the diagonal $U(1)^p$ subgroup of $U(p)$, modulo the action of the Weyl group that in this case is just permutation of the $U(1)$’s. The monopole with the lowest scaling dimension corresponds to inserting a 2$\pi$ flux along a single direction of the $U(p)$ gauge field. The symmetry properties of these monopoles are similar to those of $U(1)$ QED\(_3\), the difference being the Berry phase factors comming from the filled bands.

2. Emergent $Sp(p)_g$ QCD\(_3\)

Consider now spin $S = \frac{p}{2}$ representations of $SU(2)_s$. In this section, we will discuss a parton decomposition that has a larger gauge redundancy than $U(p)$, namely $Sp(p)$ ($Sp(1) = SU(2)$). The enhancement of the gauge redundancy

---

\(^{26}\) See the definition in terms of $F$ and use the following observation: $Tr_{\Lambda^2 f_N} [U] = \frac{Tr[U]^2 - Tr[U^2]}{2}$, then by setting $U = e^{i\alpha_a T^a} e^{i\beta_b T^b}$ and expanding to order $O(\alpha_a \beta_b)$, we get that $Tr_{\Lambda^2 f_N} [T^a T^b] = (N - 2) Tr_{f_N} [T^a T^b]$. Now notice that the $SO(6)$ vector representation corresponds to the antisymmetric square of the fundamental of $SU(4)/(\Lambda^2 f_2)$. 
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is a generalization of the $S = \frac{1}{2}$ \cite{62, 63} and $S = 1$ \cite{64, 65} cases.

Consider $2p$ fermionic partons $f_{\alpha s}$ where $\alpha = \uparrow, \downarrow$ and $s = 1, \ldots, p$. Introduce the parton operators

$$F = \begin{pmatrix} f_{\uparrow 1} & \cdots & f_{\uparrow p} & -f^{\downarrow 1} & \cdots & -f^{\downarrow p} \\ f_{\downarrow 1} & \cdots & f_{\downarrow p} & f^{\uparrow 1} & \cdots & f^{\uparrow p} \end{pmatrix},$$

(H2)

then the spin operators are written as

$$S = \frac{1}{2} f^{\alpha s} \sigma^\alpha f_{\beta s} = \frac{1}{4} \text{Tr}[F^\dagger \sigma F].$$

We see that there is an apparent larger $U(2p)$ redundancy $F \rightarrow FU^\dagger$ with $U \in U(2p)$. Nevertheless, the $F$ operators satisfy a reality condition $F^\dagger = \sigma^2 F^\dagger \rho^2$\footnote{$\rho^a$ are Pauli matrices acting on particle-hole channel.}, then $U$ must satisfy $U^\dagger \rho^2 U = \rho^2$ and thus the gauge symmetry is $\text{Sp}(p)$.

If we consider $p$ copies of a mean-field Hamiltonian with $IGG = \text{Sp}(1) = \text{SU}(2)$, the resulting mean-field Hamiltonian has $IGG = \text{Sp}(p)$. This happen for the $\pi$-flux state on the square lattice and zero flux state of the honeycomb lattice.

3. \text{Sp}(N)_s spin systems

Let $(\vartheta_k)$ be the heighest wight representations of $\text{Sp}(N)_s$ that corresponds to the $k$-fold antisymmetric product of the defining representations modulo conrtaction with the invariant antisymmetric tensor\footnote{Equivalently $(\vartheta_k)$ is the largest representation when we restrict the $(\vartheta_k)$ representation of $\text{SU}(2N)$ to its $\text{Sp}(N)$ subgroup.}. For a parton construction for the case the irreps with heighest weight $p\vartheta_N$, we introduce the parton operator

$$F = \begin{pmatrix} f_{1,1} & \cdots & f_{1,p} & -f^{1N+1,1} & \cdots & -f^{1N+1,p} \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ f_{N,1} & \cdots & f_{N,p} & -f^{12N,1} & \cdots & -f^{12N,p} \\ f_{N+1,1} & \cdots & f_{N+1,p} & f^{11,1} & \cdots & -f^{11,p} \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ f_{2N,1} & \cdots & f_{2N+1,p} & f^{1N,1} & \cdots & f^{1N,p} \end{pmatrix},$$

(H4)

where $f_{\alpha s}$, with $\alpha = 1, \ldots, 2N$ and $s = 1, \ldots, p$, are fermionic annihilation operators. We then gauge the $\text{Sp}(p)$ symmetry that acts as $F \rightarrow F \cdot U^\dagger$. In order to prove that gauging this symmetry gives the right Hilbert space, recall that the Hilbert space whose algebra is generated by $f_{\alpha s}$ is the sum of the spinor representations of $\text{Spin}(4pN)$.

This is so because we can construct $4pN$ Majorana operators out of the $2pN$ complex fermions. Then, we need to consider the branching under $\text{Spin}(4pN) \rightarrow \text{Sp}(N) \times \text{Sp}(p)$ and find the factors that are trivial in the second factor.

We have not been able to find a proof but using SAGE \cite{66}, we verified that gauging gives the right answer for all pairs of $(N, p)$ such that $pN \leq 16$.

We can consider $pN$ copies of a mean-field Hamiltonian for $S = \frac{1}{2}$ systems with $IGG = \text{SU}(2)_g$ and $2M$ low energy Dirac fermions. We expect an emergent $\text{Sp}(p)_g \text{QCD}_3$ with $N_f = N \cdot M$. If we instead consider copies of mean-field Hamiltonians with $IGG = U(1)_g$, we expect to find emergent $U(p)_g \text{QCD}_3$ with $N_f = 2NM$.

This motivate the possibility of a stable $U(1)$ DSL on the vector $\text{SO}(5) \cong \text{Sp}(2)/\mathbb{Z}_2$ Heisenberg model on the triangular lattice as the bare monopoles still carry $K$ momenta\footnote{5\text{[15, 16]}} that cannot be cancelled by the zero-modes contributions. The monopole quantum numbers can be easily found by starting from 3.9 and restricting the $\text{SO}(6)$
reps to SO(5) reps:

\[ 20 \rightarrow 14 \oplus 5 \oplus 1 \]

\[ 15 \rightarrow 10 \oplus 5 \]

\[ 1 \rightarrow 1 \]

(H5)

where 1 is the scalar, 5 is the vector, 10 is the adjoint and 14 is the symmetric traceless representation.