The Geography of Open Source Software: Evidence from GitHub

Open Source Software (OSS) plays an important role in the digital economy. Yet although software production is amenable to remote collaboration and its outputs are easily shared across distances, software development seems to cluster geographically in places such as Silicon Valley, London, or Berlin. And while recent work indicates that OSS activity creates positive externalities which accrue locally through knowledge spillovers and information effects, up-to-date data on the geographic distribution of active open source developers is limited. This presents a significant blindspot for policymakers, who tend to promote OSS at the national level as a cost-saving tool for public sector institutions. We address this gap by geolocating more than half a million active contributors to GitHub in early 2021 at various spatial scales. Compared to results from 2010, we find a significant increase in the share of developers based in Asia, Latin America and Eastern Europe, suggesting a more even spread of OSS developers globally. Within countries, however, we find significant concentration in regions, exceeding the concentration of workers in high-tech fields. Social and economic development indicators predict at most half of regional variation in OSS activity in the EU, suggesting that clusters of OSS have idiosyncratic roots. We argue that policymakers seeking to foster OSS should focus locally rather than nationally, using the tools of cluster policy to support networks of OSS developers.
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Introduction

The importance of software, both as a ubiquitous complement to other activities in the modern economy and as a key sector in its own right, is widely acknowledged [4] [62]. Software is also an especially global industry, in part because its end products are easily shared and distributed through the Web. Yet the notion that the software industry might transcend geographic constraints is inconsistent with anecdotal observations that its most coveted jobs and leading firms tend to cluster in particular places like Silicon Valley, London, or Berlin [35]. These places have an out-sized influence on the art and practice of software engineering [80], which is increasingly shaping our economy and society [89]. They also benefit from significant positive local externalities [63]. Despite these observations, researchers and policymakers have limited information about the extent of spatial clustering of software development and the socioeconomic conditions in these hotspots.
We address this gap by studying the geography of open source software (OSS) developers. Within the vast ecosystem of software, OSS plays a distinguished role [19], and is sometimes described as the infrastructure of the digital society. One recent estimate is that OSS contributes about 60 to 95 billion Euros annually to Eurozone GDP, and that a 10% increase in OSS activity would lead to roughly 600 additional ICT startups in the EU [10]. Mirroring trends in closed-source software, OSS contributions are thought to be intensely concentrated in space, despite the low cost of distributing software, the development of technologies for remote collaboration, and its inherently open nature. Research from 2010 estimated that over 7% of global OSS activity at the time took place in or around San Francisco [81]. As OSS activity is known to impact local firm productivity [60] [62] and rates of technology entrepreneurship [94], its geographic clustering likely effects economic growth and inequality, hence should be of interest to policymakers [61]. Policy interventions to date have sought to foster OSS for example through procurement regulations or trade and industrial policy [10]. These policies are usually motivated by the potential cost-savings of OSS adoption by public sector institutions, instead of the positive externalities that OSS production creates for local economies.

Geographic disparities may also influence who participates in OSS, and understanding them better can inform us about root causes of diversity issues in software [2] [56] [68] and its role in innovation [15]. Though OSS is thought to be a highly decentralized activity in the global economy, previous work has shown how core places in the software industry have incredible influence over the way software is written around the world [80], for example by setting the norms and practices of software development used around the world. And though some breakthrough OSS innovations come from places such as Japan (Ruby), Finland (Linux), and South Africa (Ubuntu), they are often refined and popularized through central places like Chicago (where Ruby on Rails was created), the Pacific Northwest (where the creator of Linux now lives and works), and London (where Ubuntu is maintained) [81].

So while the geographic distribution of OSS contributors likely has important localized effects on our society and economy, we lack an up-to-date geographic mapping of OSS activity. Previous work was either carried out over ten years ago [32] [81], focuses on data at the country-level [61] [94], and/or on a subset of projects [68]. We suggest that there is need for a fresh look at the geographic distribution of OSS developers, including regional data. This gap is becoming more relevant as researchers take a greater interest in the influence of algorithms and software on society [89]. If algorithms do shape the fabric of our society, the hypothesis that software is created by a distinct group of people living in a few particular places merits testing. At the same time, software engineering researchers have gathered massive datasets on OS contributions [33] [66] [28], presenting opportunities to study this question in greater depth.

In this work we implement a pipeline to geolocate highly active OSS developers on GitHub, cleaning and sharing the resulting data at both national and subnational levels. In contrast to studies from over ten years ago, we find a slightly more even global distribution of OSS activity, with marked growth among Asian, Latin American, and Eastern European countries. Within countries, however, we find that OSS remains highly concentrated in particular regions. OSS activity is even more spatially concentrated than the university educated population and workers in high-tech sectors. To better understand the structural conditions of geographic OSS hubs, we using a regression framework to relate OSS activity with social, political, and economic features of countries. No one feature can predict most of the variance observed between countries. A spatial econometric study of the EU regions replicates this finding at a more granular scale. This suggests that there are many necessary but not sufficient conditions for OSS clusters, with important implications for policymakers seeking to encourage OSS activity.

The rest of the paper is organized as follows. We first discuss related works on the importance of OSS in the digital economy both in general and locally. We then introduce our data collection process, describe how we geolocate developers, and share access to data on counts of active developers in various geographic units. We then analyze the distribution of developers at both the country and regional levels. We conclude with a discussion of limitations, potential uses for this dataset, and ideas for future work in this area.
Literature Review

In this section we review the literature on why industries cluster geographically in general, and reflect on ways in which the software industry and OSS in particular are unique in this context. We then survey emerging evidence on the local impact of OSS developers. Finally, we review the motivations for and results of policy interventions involving OSS. Research gaps between these concepts motivate our subsequent mapping of OSS activity and our regression analysis of correlated socio-economic factors.

Geographic Clusters and the case of Open Source Software

It has long been observed that highly specialized activity at the frontier of knowledge clusters geographically [49]. Skilled people living and working near to one another interact and come up with new ideas, attracting more people with their own ideas [92]. Network, information and agglomeration effects give these places comparative advantages that make up for pathologies of boom towns such as high rents. Many examples have been studied in the literature, for example bio-tech clusters in the US and China [79], car manufacturing in Detroit [47], and the shoe industry in southern Italy [12]. The latter study in particular highlights that co-location is insufficient to create the virtuous effects associated with successful clusters that are thought to accelerate innovation, entrepreneurship, and productivity growth. In particular it is the social networks and cognitive proximities of co-located firms and people of a cluster that make it sink or swim [27, 44, 43]. Silicon Valley itself bounced back from significant setbacks in the 1980s due to its regional networks of people and institutions [75]. Despite the highly specific and seemingly irreplicable nature of individual clusters, they appear in a large variety of sectors.

The software industry is no exception. Indeed, even though software is easily shared and distributed, software creation has long been intensely geographically clustered [9]. A 2015 study claimed that 40% of all jobs in the US software industry were clustered in merely nine cities [35] and Silicon Valley is a household name. As in other sectors, geographic proximity to customers, end-users, and other software developers improves developer productivity and software quality via spillover effects [93]. Knowledge transfers between developers in the software industry often occur via informal networks, which complement more formal structures of collaboration and interaction [84].

Within the world of software, OSS activity is also thought to be highly localized, even if long distance collaborations are frequent and frictionless thanks to the sophisticated collaboration tools OSS developers use. A study of activity in the 2000s estimated that roughly one in ten contributions to OSS libraries on GitHub globally originated in the San Francisco Bay Area [81]. Several studies of OSS [81, 54, 23] have shown that the likelihood of collaboration decreases exponentially with distance.

In some sense it is remarkable that geography remains so important in OSS given that several of the mechanisms that explain why firms cluster do not clearly transfer to this specific context. For example, users and competitors in the OSS space are likely more geographically dispersed than in traditional industries. It seems that other mechanisms behind cluster strength and persistence, for instance network effects and knowledge spillovers, are enough to keep activity clustered even within the virtual, global collaboration network of OSS developers [24]. Contributors often only work on OSS in their free-time, next to a primary occupation, often in the software industry. In this way, the geographic concentration of OSS extends the concentration present in the software industry. The continued dominance of specific clusters, once they emerge, may be less of a puzzle: developers working in such places have significant advantages over their counterparts in peripheral regions. Indeed norms and practices of the software industry tend to flow from core to periphery locations [80].

Local Effects of OSS Development

We have suggested that OSS development, like any other frontier knowledge creation, occurs in geographic clusters. At the same time OSS activity is generally unpaid and its outputs are public goods, distributed world wide via the web. And though OSS contributes substantial amounts to global GDP and productivity in this way [44], it begs the question whether locations hosting OSS clusters benefit in the same way as they might from hosting, for example, a cluster of
highly profitable biotech companies. While OSS activity does not generate taxable profits, recent work has shown that it generates significant benefits that accrue locally. Specifically, the public nature of OSS activity fosters entrepreneurship and investment by providing strong signals of quality. It also creates opportunities for developers and firms to learn by doing and to better integrate user feedback.

Recent work has shown that OSS activity is a strong predictor of IT entrepreneurship [94]. Because of its open nature, OSS developers can effectively signal their specific areas of expertise, broadening the network of potential collaborators in a new venture. Public and transparent information about how people and teams work together makes it easier to attract outside investments [46], to get quality feedback [88], and to learn by observing [71]. A large OSS footprint also suggests that a location has complementary assets necessary for software entrepreneurship, which can contribute to network effects. This presents OSS activity as an effective proxy measurement for a place’s technological development and capacity for IT innovation.

Beyond signaling effects, participation in OSS also brings many benefits. Firms contributing to OSS capture more value from the resulting software than free-riding competitors because they learn from the experience and gain valuable feedback [60]. In general OSS is high quality because it benefits from the attention of a large, relatively independent crowd of users [69, 51, 1]. Firms who use OSS benefit from this ecosystem [62]. Indeed these factors have led to growing adoption of and participation in OSS, including by firms with a traditionally proprietary orientation such as Microsoft and Apple [6]. Companies increasingly release in-house projects as OSS, for example Google’s TensorFlow library for machine learning and Facebook’s React web framework. Though companies cannot prevent competitors from using work that their employees contribute to OSS projects, they encourage such contributions anyway to gain legitimacy and access to communities [16]. OSS development can also serve as an incubator for new software ventures, recalling the “doing-using-interacting” model of innovation [42] [3]. These virtuous effects of OSS activity manifest locally, through productivity growth in firms and new ventures.

Besides the specific outputs of the OSS sector and their direct uses, software know-how itself is clearly an important input in emerging sectors including Industry 4.0 [8] and artificial intelligence, for instance via the intensely computational methods of deep-learning [48]. It also contributes to productivity gains in manufacturing [13], suggesting that software has a complementary role in many sectors of the modern economy [64], including for example biotechnology via bioinformatics [41]. In this way local activity in OSS, which is more easily observable than closed source software development, can serve as a valuable signal of the potential of a city, region, or country in the digital economy.

Public Policy and OSS

Given its economic impact, it is not surprising that policymakers are increasingly interested in promoting OSS activity. These efforts often draw on insights from the cluster policy literature on traditional industries, but it is unclear if these ideas transfer to the OSS context. Many OSS contributions come from independent individuals, working in their spare time. OSS contributors only rarely receive direct financial support for their work, for instance through crowdfunding [65] or consulting [19]. Indeed they tend to be motivated by social and reputational reasons, and by specific technical problems [29]. Economic gains from OSS activity tend to accrue only in the long run [53] and so are rarely counted on by contributors. So while cluster policy mainstays like SME tax incentives, networking events, and support for fundraising and branding [86] may help crystallize the economic potential of an active OSS scene, they are unlikely to attract or create new OSS contributors. In this way, optimal cluster policy for OSS activity merits additional investigation.

On the other hand, there has been significant effort by governments to encourage OSS activity in general. Lee [52] and Blind [10] group motivations for public sector support of OSS into four groups: economic, technological, legal, and political. For example, using OSS saves on direct software costs and avoid vendor lock-in. Technologically, OSS solutions may be superior to closed source alternatives. Legally, governments, especially in the developing world, can avoid issues around software piracy by using OSS solutions. Finally, OSS use has political reasons: it increases transparency and eases public access to government IT infrastructure. These direct motivations and others have led to a significant amount of policy support OSS use.
An example of a successful policy promoting the use of OSS is the French law Circulaire 5608, passed in 2012 [10]. Motivated by potential cost-savings of avoiding closed source software licensing fees, the law requires French public bodies to consider open source solutions when procuring software. A study of the impact of this law by Nagle found significant social welfare gains [61] on the order of tens of millions of Euros. More significantly, second order effects observed include an increase in IT start-ups (9-18% yearly increase vs. the counterfactual) and employment in IT employment (7-14%), and a decrease in IT patents (5-16%). In general, policy promoting OSS has focused on government purchasing and public sector use of software while less has been done to incentivize private sector or individual contributions to OSS [10], let alone in terms of cluster policy.

So while governments tend to have policy on OSS, it tends to focus on how the public sector can cut costs and improve transparency by using OSS, rather than how OSS adoption and development can improve local productivity and innovation outcomes. Public policy on the use of OSS also tends to happen at the national level, even though we will show that activity tends to cluster in regions. The rest of this work presents data on the actual geographic distribution of OSS developers and the characteristics of those places, both national and regional, which have many developers. Reflecting on these geographic distributions, we will revisit the question of effective policies for the promotion of OSS development in our conclusion.

Research Design and Data

We now describe our data collection and processing pipeline. Before gathering information about activity levels and positions of individual OSS contributors, one needs to define contributors and their activity. Developers share code using version control protocols – allowing them to track changes, compare, test and merge with modifications of others – on specific online platforms. The most widely used protocol is called git, and the most widely used public platform for projects using git is GitHub. Modifications to files are collected in commits, which can be seen as snapshots of code edits. Developers can commit small and large modifications, though often commit code before switching tasks or finishing a unit of work. We use commits, as elemental contributions in OSS, to quantify the activity of individual developers.

Data on commits contributed to public projects on GitHub is made available and dynamically updated on the GH Archive database[5]. We use this database rather than querying data from the GitHub API. The next step is to assign GitHub accounts of authors to their commits. Commits themselves contain plaintext names and email addresses of authors, which do not correspond directly to GitHub accounts. For instance, a GitHub account user may contribute commits from multiple computers, each linked to git via a different name and email. Merging these identities under one developer is a crucial part in geolocating GitHub users, as the clearest information about their geographic location is provided on their GitHub profile page. We therefore applied a method from the software engineering research community to link email addresses and specific commits to GitHub user accounts (which we assume correspond to individual developers) [58] using the GitHub API: for each email address, we select a random commit made by that email address and query the GitHub API to retrieve the specific account login associated to the commit. In case the API cannot resolve the account using this first commit, we try three additional commits submitted using this email. As we are interested in active GitHub contributors, we consider all email addresses with at least 100 commits over the two years of 2019 and 2020. This corresponds to an average of nearly one commit per week. We note that our subsequent results replicate completely when applying a stricter threshold of at least 200 commits for inclusion. The results of this analysis are available upon request.

Having associated GitHub accounts to contributions, we access information about users via the GitHub API. In particular we access the location and Twitter account of individual users, when provided. Through the Twitter API, one can also retrieve location information of Twitter users, when provided. A third way of gathering information on location is through email suffixes, belonging either to a country or institutions such as universities. We describe our method of geolocating developers in the following section.

[5] https://www.gharchive.org/
Geolocation

Given a collection of active GitHub contributors and their account information, our goal is to infer the location for as many users as possible. We first focused on the raw location fields provided on GitHub user profiles. Reflecting on the common pitfalls of geocoding online profiles, for instance that users may give unreal or sarcastic locations (“the moon”) [38], we selected the Bing Maps API. This API resolves multiple input languages (“Vienna” and “Wien” refer to the same location) and can handle inputs at varying scales from country to geolocation precise to within meters.

In case a user did not share a location on GitHub, or the Bing API was not able to geolocate the string that the user did share, we check whether the user linked to a Twitter account. If so, we attempted to geolocate the Twitter account in a similar way, using the location field provided by the user on Twitter. In case we could not geolocate a user from their Twitter data, we considered the email suffixes under which they made commits. Email suffixes can suggest the location of individuals in two ways: by the country domain (i.e. .jp for Japan, .it for Italy) or by a university suffix. In the latter case we imitate previous work associating GitHub contributors to universities [87] using a list of universities, their locations and email domains maintained by Hipo.

Using this pipeline we could geolocate 587,852 active OSS contributors (out of 1,124,874 accounts with at least 100 commits) to at least the country level. 502,415 or 85% user locations were identified from their GitHub account information alone. In other words, by considering email suffixes and Twitter data we could increase our pool of geolocated developers by 15%. As country-identifying email domains and Twitter use vary significantly between countries, we share data on the number of users identified by each of the three methods in the iterative process. We note that a share of users could only be geocoded at the country level, for instance those classified using email-suffix data or giving only coarse geographic information in their location fields (i.e. “Austria”). Specifically, we could infer subnational locations for 415,783 users. Code to replicate our data mapping pipeline is available at: https://github.com/n1tecki/Geography-of-Open-Source-Software.

Data Availability

A primary goal of this work is to make geographic data on OSS developers accessible to researchers. We have uploaded both national and regional datasets to GitHub, available at: https://github.com/johanneswachs/OSS-Geography_Data. In order to protect user privacy, we only share geographically aggregated counts of active users. For example, one file includes the number of active developers located in each of the 50 US States in 2021. In particular we share data in CSV files comparing counts of active OSS contributors across Countries, European NUTS2 regions, and sub-national units (states/provinces) of the US, Japan, China, India, Russia, and Brazil.

Analysis and Results

We begin by reporting summary statistics on the number of developers we located in various countries and regions. We highlight which countries host the most OSS developers both in raw terms and per capita. We compare our results with those from previous works published in 2008 and 2010, studying the geographic distribution of developers on the Sourceforge and GitHub platforms, respectively. We also present evidence that the count of active OSS developers correlates strongly with a variety of measures of development and quality of living indicators, above and beyond economic development. We replicate these findings at the regional scale using data from the European NUTS2 regions. We then present an analysis of the geographic concentration of OSS developers within countries, finding that they are in general highly concentrated.

International Comparison

In Table I we report the top thirty countries, ranked by overall share of active OSS developers, and compare data from 2021 with snapshot data from previous work, carried out over 10 years ago. At first glance, our results indicate
| Rank | Country     | Share | Rank | Country     | Share | Rank | Country     | Share | Rank Chg. vs. 2008 |
|------|-------------|-------|------|-------------|-------|------|-------------|-------|-------------------|
| 1    | United States | 36.1  | 1    | United States | 38.7  | 1    | United States | 24.6  | -                 |
| 2    | Germany     | 8.1   | 2    | UK          | 7.7   | 8    | China       | 5.8   | ↑ 4               |
| 3    | UK          | 5.1   | 3    | Germany     | 6.2   | 6    | Germany     | 5.6   | ↓ 1               |
| 4    | Canada      | 4.2   | 4    | Canada      | 4.3   | 5    | India       | 5.4   | ↑↑↑ 7             |
| 5    | France      | 3.8   | 5    | Japan       | 3.9   | 9    | UK          | 5.0   | ↓ 2               |
| 6    | China       | 3.1   | 6    | Brazil      | 3.6   | 4    | Brazil      | 4.4   | ↑↑↑ 6             |
| 7    | Australia   | 2.7   | 7    | France      | 3.2   | 11   | Russia      | 4.3   | ↑↑↑ 6             |
| 8    | Italy       | 2.6   | 8    | Australia   | 3.1   | 7    | France      | 3.8   | ↓ 3               |
| 9    | Netherlands | 2.5   | 9    | Russia      | 2.3   | 10   | Canada      | 3.8   | ↓ 5               |
| 10   | Sweden      | 2.0   | 10   | Sweden      | 2.2   | 8    | Japan       | 2.7   | ↑↑↑ 5             |
| 11   | India       | 1.9   | 11   | South Korea | 1.9   | 14   | Netherlands | 1.8   | ↓ 3               |
| 12   | Brazil      | 1.8   | 12   | Netherlands | 1.8   | 13   | Spain       | 1.8   | ↑ 1               |
| 13   | Russia      | 1.6   | 13   | Poland      | 1.8   | 14   | Poland      | 1.8   | ↑ 2               |
| 14   | Spain       | 1.6   | 14   | Australia   | 1.8   | 15   | Australia   | 1.8   | ↓ 8               |
| 15   | Japan       | 1.3   | 15   | Sweden      | 1.2   | 16   | Sweden      | 1.2   | ↓ 6               |
| 16   | Poland      | 1.2   | 16   | Italy       | 1.2   | 17   | Italy       | 1.2   | ↓↓↓ 9             |
| 17   | Belgium     | 1.2   | 17   | Ukraine     | 1.2   | 18   | Ukraine     | 1.2   | New               |
| 18   | Switzerland | 1.0   | 18   | Switzerland | 1.2   | 19   | Switzerland | 1.2   | ↓ 1               |
| 19   | Austria     | 0.8   | 19   | Indonesia   | 1.0   | 20   | Indonesia   | 1.0   | New               |
| 20   | Denmark     | 0.8   | 20   | Taiwan      | 0.8   | 21   | Taiwan      | 0.8   | ↑↑↑ 9             |
| 21   | Singapore   | 0.8   | 21   | Colombia    | 0.8   | 22   | Colombia    | 0.8   | New               |
| 22   | Finland     | 0.8   | 22   | Argentina   | 0.7   | 23   | Argentina   | 0.7   | ↑ 4               |
| 23   | Norway      | 0.7   | 23   | Mexico      | 0.7   | 24   | Mexico      | 0.7   | -                 |
| 24   | Mexico      | 0.7   | 24   | Norway      | 0.7   | 25   | Norway      | 0.7   | ↓ 2               |
| 25   | South Korea | 0.7   | 25   | Belgium     | 0.7   | 26   | Belgium     | 0.7   | ↓↓↓ 9             |
| 26   | Israel      | 0.6   | 26   | Denmark     | 0.7   | 27   | Denmark     | 0.7   | ↓↓ 7             |
| 27   | Argentina   | 0.6   | 27   | Finland     | 0.6   | 28   | Finland     | 0.6   | ↓↓ 6             |
| 28   | Hungary     | 0.6   | 28   | Vietnam     | 0.6   | 29   | Vietnam     | 0.6   | New               |
| 29   | Romania     | 0.5   | 29   | Austria     | 0.6   | 30   | Austria     | 0.6   | ↓↓↓↓ 11           |
| 30   | Taiwan      | 0.5   | 30   | Arizona     | 0.5   |       |             |       |                   |

Table 1: Country shares of active OSS contributors on GitHub in 2021. We include the top 30 countries and compare our data with similar snapshots reported in previous work using Sourceforge (2008) [32] and GitHub (2010, only top 10 available) [81]. Across countries the distribution has become more uniform. South and East Asian and Latin American countries have seen the greatest relative increase in share of global OSS contributors.

significant changes in the global distribution of OSS activity since 2010 [32] [81]. While North American and Western European countries are still leading locations for OSS, Asian, Eastern European, and Latin American countries are catching up. In Table 2 we report the top 50 countries by active OSS developers per 100k inhabitants. Here the top ranks are dominated by small and wealthy European countries.

A more interesting ranking of national activity in OSS would take into account both the population of each country and its level of economic development. In Figure 1 we present the relationship between income per capita, sourced from the World Bank, and the number of active OSS developers per million inhabitants, both on logarithmic scales. We exclude countries with a population of less than one million people for the sake of visualization. The regression fit explains roughly two-thirds of the variance among all countries, but only 40% for countries with an income per capita of at least $10,000. Countries above the regression line have more OSS developers per capita than expected for their level of economic development, while those below have less. Ukraine, Belarus, Namibia, Brazil, Bulgaria, and Estonia have more OSS activity than expected, while oil-rich states like Qatar, Kuwait, and Saudi Arabia are OSS laggards.
| Rank | Country     | ISO2 | Count Total Contributors | Pop. (mm) | Cont. / 100k |
|------|-------------|------|--------------------------|-----------|--------------|
| 1    | Iceland     | IS   | 421                      | 0.4       | 105          |
| 2    | Switzerland | CH   | 7197                     | 8.6       | 84           |
| 3    | Norway      | NO   | 4012                     | 5.3       | 76           |
| 4    | Sweden      | SE   | 7323                     | 10.3      | 71           |
| 5    | Finland     | FI   | 3813                     | 5.5       | 69           |
| 6    | Denmark     | DK   | 3906                     | 5.8       | 67           |
| 7    | Netherlands | NL   | 10773                    | 17.3      | 62           |
| 8    | Canada      | CA   | 22269                    | 37.6      | 59           |
| 9    | Estonia     | EE   | 760                      | 1.3       | 58           |
| 10   | Luxembourg  | LU   | 324                      | 0.6       | 54           |
| 11   | New Zealand | NZ   | 2642                     | 4.9       | 54           |
| 12   | Singapore   | SG   | 3102                     | 5.7       | 54           |
| 13   | Ireland     | IE   | 2531                     | 4.9       | 52           |
| 14   | United States| US| 144371                   | 328.2     | 44           |
| 15   | United Kingdom| GB| 29452                   | 66.8      | 44           |
| 16   | Australia   | AU   | 10337                    | 25.4      | 41           |
| 17   | Germany     | DE   | 33212                    | 83.1      | 40           |
| 18   | Austria     | AT   | 3276                     | 8.9       | 37           |
| 19   | France      | FR   | 22551                    | 67.1      | 34           |
| 20   | Belgium     | BE   | 3935                     | 11.5      | 34           |
| 21   | Israel      | IL   | 2488                     | 9.1       | 27           |
| 22   | Belarus     | BY   | 2532                     | 9.5       | 27           |
| 23   | Portugal    | PT   | 2802                     | 10.3      | 27           |
| 24   | Lithuania   | LT   | 748                      | 2.8       | 27           |
| 25   | Poland      | PL   | 10406                    | 38.0      | 27           |
| 26   | Czechia     | CZ   | 2805                     | 10.7      | 26           |
| 27   | Bulgaria    | BG   | 1755                     | 7.0       | 25           |
| 28   | Slovenia    | SI   | 492                      | 2.1       | 23           |
| 29   | Latvia      | LV   | 443                      | 1.9       | 23           |
| 30   | Spain       | ES   | 10593                    | 47.1      | 22           |
| 31   | Malta       | MT   | 112                      | 0.5       | 22           |
| 32   | Taiwan      | TW   | 4979                     | 23.6      | 21           |
| 33   | South Korea | KR   | 10921                    | 51.7      | 21           |
| 34   | Hungary     | HU   | 1813                     | 9.8       | 18           |
| 35   | Croatia     | HR   | 742                      | 4.1       | 18           |
| 36   | Russia      | RU   | 25271                    | 144.4     | 18           |
| 37   | Hong Kong   | HK   | 1303                     | 7.5       | 17           |
| 38   | Ukraine     | UA   | 7204                     | 44.4      | 16           |
| 39   | Serbia      | RS   | 1039                     | 6.9       | 15           |
| 40   | Cyprus      | CY   | 168                      | 1.2       | 14           |
| 41   | Greece      | GR   | 1510                     | 10.7      | 14           |
| 42   | Slovakia    | SK   | 719                      | 5.5       | 13           |
| 43   | Japan       | JP   | 15706                    | 126.3     | 12           |
| 44   | Uruguay     | UY   | 435                      | 3.5       | 12           |
| 45   | Brazil      | BR   | 25891                    | 211.0     | 12           |
| 46   | Costa Rica  | CR   | 593                      | 5.0       | 12           |
| 47   | Italy       | IT   | 7204                     | 60.3      | 12           |
| 48   | Romania     | RO   | 1979                     | 19.4      | 10           |
| 49   | Namibia     | NA   | 260                      | 2.5       | 10           |
| 50   | Argentina   | AR   | 4332                     | 44.9      | 10           |

Table 2: Countries ranked by number of OSS developers per capita, top 50.
Figure 1: Country economic development (PPP-adjusted GNI per capita) and OSS contributors per capita, log-log scale. A) We observe a strong relationship between economic development and OSS activity, though some countries deviate significantly from the trend. B) Zooming in on wealthier countries only, the relationship weakens significantly, suggesting other factors play an important role in OSS activity. For sake of visualization, we exclude countries with fewer than 1 million inhabitants or less than 1 contributor per million inhabitants.

| Country Feature                                      | Spearman | p-Value | Observations |
|------------------------------------------------------|----------|---------|--------------|
| PPP-adjusted GNI per capita (2019)                   | 0.79     | < 0.01  | 176          |
| Human Development Index (HDI, 2019)                  | 0.86     | < 0.01  | 178          |
| WVS share “most people can be trusted”               | 0.68     | < 0.01  | 75           |
| Index of Public Integrity (IPI, 2019)                | 0.87     | < 0.01  | 117          |
| Economic Complexity Index (ECI, 2019)                | 0.82     | < 0.01  | 175          |
| Deep-learning/AI publications/capita                 | 0.67     | < 0.01  | 183          |
| Internet Penetration (2019)                          | 0.78     | < 0.01  | 180          |

Table 3: Spearman rank correlations between country-level social and economic development indicators and active OSS contributors per capita in 2021.

What explains these residuals? The ability and decision to contribute to OSS projects is likely a complex and multifaceted process [29], but we can compare the relative importance of various structural factors in a regression framework. Beyond the broad economic development of a country, measured by income per capita, internet penetration [82] likely plays an important role. The UN’s Human Development Index (HDI) offers a broad measure of social development, including access to education and health services - likely important upstream factors facilitating OSS contributions [37].

One distinguishing aspect of OSS, compared to many other kinds of knowledge-intensive activities, is that OSS outputs are essentially public goods - goods that can be used by anyone. Though a thorough review of the economics of OSS [53, 74] and individual motivations for contributing [29] is beyond the scope of this article, we do expect that OSS activity will be higher where people are more inclined to contribute to public goods. For instance, people living in areas with high levels of generalized trust, that is to say where individuals are more likely to report that in general “most people can be trusted”, are known to be more likely to contribute to public goods [72]. We use data from the most recent wave of the World Values Survey to measure this concept of generalized trust [36]. Another feature of countries that strongly correlates with individual propensity to contribute to public goods is quality of government. We therefore also relate OSS outcomes to the Index of Public Integrity (IPI), a measure of the quality of public institutions in a country [59].

Lastly, we consider the overall economic focus and specialization of a country. As noted before, oil-producing states seem to have fewer OSS contributors relative to their economic development. The extent to which countries specialize in more complex, coordination-intensive industries likely correlates significantly with OSS activity. To capture this aspect, we consider the Economic Complexity Index (ECI) [40], a measure of the sophistication of a country’s export profile. To measure national sophistication in a frontier and software-adjacent field, we use a count the number of academic research preprints on AI/deep-learning published by each country in the last decade [48].
Each of these social, political and economic features has a strong correlation with the local intensity of OSS contributors. We report the Spearman rank correlation coefficient ($\rho$) of each variable with OSS contributors per capita in Table 5. We report a full correlation matrix and basic summary statistics in the appendix. Though it is not possible to disentangle the cause and effect relationships between these variables using observational data, we can observe how some of these variables mediate each other, and how they can explain a greater share of inter-country variance in OSS contributors. To do so, we regress the (log-transformed) number of OSS contributors per million inhabitants on a selection of these variables, reporting the results of several alternative specifications fit using ordinary-least-squares (OLS) in Table 4, reporting robust standard errors and measuring the goodness of model fit using adjusted R-squared.

Our baseline model, including per capita income, internet penetration, and population, explains around two-thirds of variance as measured by adjusted R-squared. Adding HDI, IPI, or ECI as individual features increases the variance explained by over 10%. All three variables have a significant positive relationship with great OSS activity in a country. A model combining the baseline model with HDI and ECI accounts for over 80% of variance in OSS activity. In general we observe both a statistical significant relationship between these socio-economic factors in our models, and a large increase in the quality of the model fit when including them. Given that our features have significant pairwise correlations, we test for issues of multicollinearity which may influence our estimates using Variance Inflation Factor (VIF) tests for each specification. The results, reported in the appendix, indicate moderate levels of correlation within standard bounds.

These models suggest that OSS activity is not merely the by-product of an advanced economy, but also depends to a significant degree on social, educational, and political institutions and the degree of technological sophistication in a country. These results shed light on the residuals of the simple bivariate relationship between economic development and OSS activity reported in Figure 1. To take an extreme example, though Estonia and Bahrain have comparable average income, the density of OSS contributors in Estonia is nearly two orders of magnitude greater than that of Bahrain. Much of this difference is captured by variation in, for example human development or economic complexity. But even Latvia and Lithuania, geographically and historically linked to Estonia, have significantly fewer OSS developers - suggesting rich nuance in the variation of OSS activity and scope for specific policy interventions, to be discussed later in the paper.

| Active GitHub Contributors per Million Inhab. (log, 2021) | (1)        | (2)        | (3)        | (4)        | (5)        |
|--------------------------------------------------------|------------|------------|------------|------------|------------|
| PPP GNI per Cap. (*'000 USD, 2019)                     | 0.017*     | -0.007     | -0.002     | 0.004      | -0.010*    |
| (0.009)                                                | (0.007)    | (0.009)    | (0.008)    | (0.006)    |            |
| Internet Penetration (% of Pop., 2019)                 | 0.043***   | 0.002      | 0.029***   | 0.026***   | -0.003     |
| (0.005)                                                | (0.008)    | (0.005)    | (0.006)    | (0.009)    |            |
| Population (log, 2019)                                 | -0.145***  | -0.071     | -0.016     | -0.143**   | -0.038     |
| (0.052)                                                | (0.044)    | (0.046)    | (0.056)    | (0.057)    |            |
| Human Development Index (2019)                         | 11.709***  |            |            |            |            |
| (1.528)                                                |            |            |            |            |            |
| Index of Public Integrity (2019)                       |            |            | 0.704***   |            | 9.327***   |
| (0.127)                                                |            |            | (0.184)    |            | (1.553)    |
| Economic Complexity Index (2019)                       | 0.962***   | 0.683***   |            |            |            |
| (0.184)                                                | (0.153)    |            |            |            |            |

**Observations** | 174 | 173 | 115 | 150 | 149
**Adjusted $R^2$** | 0.631 | 0.747 | 0.819 | 0.740 | 0.804
**Residual Std. Error** | 1.191 | 0.986 | 0.788 | 1.016 | 0.882
**F Statistic** | 81.3*** | 175.2*** | 195.8*** | 142.4*** | 155.6***

*p<0.1; **p<0.05; ***p<0.01

Table 4: Regression models (1-5) relating country-level counts of GitHub contributors per million inhabitants (log-transformed) and socio-economic indicators. While income and internet penetration alone account for nearly two-thirds of variance in OSS activity (1), human development (2), quality of political institutions (3), and economic complexity (4) significantly improve model fit above and beyond that baseline. A combined model (5) explains over 80% of variance. We report robust standard errors.
First, however, we will zoom in on the sub-national level. As we will see in the following section, geographic variance in OSS activity becomes more difficult to explain with macro indicators at finer spatial scales.

Regional Variation

Comparing OSS activity between countries indicates that it has spread internationally to a significant extent in the last ten years. However, we know little about the distribution of activity within countries. As mentioned above, while most prior work has focused on international comparisons, Takhteyev and Hilts [81] reported data on local clusters in their work from 2010. They estimated that 7.4% of global contributors were in the San Francisco Bay Area, suggesting an immense local concentration of OSS activity. In this section we explore the local distribution of OSS developers in various countries. We focus first on European NUTS2 regions. We again relate socio-economic features to OSS activity, replicating our international findings at the regional scale. We also report data on the top US metropolitan statistical areas. We then consider the concentration of developers within multiple countries including the EU, US, China, India, Japan, and Brazil. We find that OSS activity is significantly concentrated relative to the distribution of the general population in all countries we examine, though with significant heterogeneity. Repeating the calculation using university educated workers or workers employed in high-tech fields instead of OSS contributors, we find far lower levels of concentration.

European Regions

We zoom in on European NUTS2 regions. These regions are especially useful because we can compare regions from multiple countries with generally consistent statistics, sourced from Eurostat. In particular we use the regions defined in 2016. In Figure 2 we map the number of OSS developers per 100,000 inhabitants by European NUTS2 region using Jenks-Caspall bins. We note that the five London NUTS2 regions are merged into a single unit because developers tended to refer to their location as London rather than “Inner London”. We can observe several patterns. First we note that major hubs such as London, Amsterdam, Berlin, Prague, Zurich, Hamburg, Helsinki, Oslo and Stockholm tend to have significant OSS presence. Second, we can see significant variation between regions within countries. Some countries have regions in both the lowest and highest valued bins. In other countries, such as Italy, Spain, and France, the distribution seems to be more uniform. We will return to an investigation of the within-country spatial concentration of developers later.

Knowing the locations of OSS developers at the regional levels, we can attempt to replicate our earlier findings about the relationship between socio-economic development indicators and OSS activity. Again the goal is to show that OSS activity is related to more than just economic development outcomes, albeit this time at a sub-national scale. On top of a baseline set of features including internet penetration, GDP per capita, population and density, we consider the relationships between various indicators of social and technological development and OSS activity. In particular we consider general levels of social trust, measured by the European Values Survey [30], R&D Spending per capita, share of workers employed in high-tech industries, number of patents per 100k inhabitants (sourced from the OECD REGPAT database [55]), and share of the prime working-age population with tertiary education. Unless otherwise noted data are sourced from the 2017 QoG Basic dataset [17]. When data on any feature is only available at the coarser NUTS0 (country) level, we impute from the country level to the regions. Finally we also consider the number of patents filed in the Electrical Engineering (EE) sector in case the relationship between OSS activity and closed-source innovation is heterogeneous across sectors. The WIPO IPC Technology Concordance Tables categorize patents into five fields at its coarsest level, of which EE is most directly related to software.

We would like to model the relationship between these indicators of socio-economic development and OSS activity per capita at the NUTS2 level, observing both statistical significance and the share of variance explained. We again constructed a baseline model (including internet penetration, GDP per capita, population, and population density) and added the other features one at a time. However, when modeling outcomes of geographic units at finer spatial scales, it

---

3 The other categories are: Instruments, Chemistry, Mechanical Engineering, and Other.
is important to consider spatial correlations in variables of interest [14]. Such correlations violate OLS assumptions about the independence of the error term and can introduce bias. To test for spatial autocorrelation in our data and modeling set up, we first calculated Moran’s I on the distribution of OSS developers per 100k inhabitants (logged) across the NUTS2 regions. Two regions are considered adjacent if they share any border, including corners. We found evidence of significant spatial correlation ($I = 0.42, p < .001$).

This suggests that linear regressions fit by OLS may suffer from bias introduced by spatial autocorrelations. To test this, we estimated these models and applied diagnostic tests (Moran’s I of the residuals and Lagrange Multiplier tests [5]). These tests, reported in the Appendix, confirmed that our estimates are significantly biased by spatial autocorrelation (i.e. the p-value of Moran’s $I$ calculated on the residuals was always below 0.1, and below .05 for a majority of the models). We therefore used a general method of moments (GMM) modeling approach developed by Arraiz et al. that corrects this bias and adjusts for spatial correlation in both the dependent variable and independent variables [7]. We used the Pysal implementation of this model in the Python programming language [70].
Table 5: GMM spatial regression models (1-7) relating EU NUTS2 counts of GitHub contributors per 100k inhabitants (log-transformed) and socio-economic indicators. Income, population, and internet penetration account for just over one third of variance in OSS activity (1). Social trust (2), R&D spending (3), employment in high tech sectors (4), innovation activity (5,6), and higher education (7) all explain additional variance above this baseline (from 1 to 14%). In each model the spatial autoregressive term lambda is positive and significant, indicating a positive adjacency relationship: neighboring regions tend to have similar levels of OSS activity even accounting for the features in each model.

We report the results of our GMM regression analysis in Table 5 with the (log-transformed) number of active GitHub contributors in a region per 100k inhabitants as the dependent variable. The baseline model again indicates that economic development and internet access have a significant positive relationship with OSS activity in regions. However, at this spatial scale the model has a significantly less accurate fit (pseudo $R^2 \approx 0.39$) than a similar model predicting OSS activity at the country level. This observation applies also to the feature-rich models. Though generalized trust, R&D spending per capita, share of employment in high-tech industries, share of population with tertiary education, and patents are significant predictors of greater OSS activity, the overall model fit only improves somewhat when adding these features. Only when we include share of the working age population with tertiary education or share of workers employed in high-tech sectors does the variance explained exceed 50%. While factors like the presence of technologically advanced industries and an educated workforce clearly relate to OSS activity, it seems that at the regional level, more idiosyncratic forces determine local participation in OSS.

The relationships between the two patenting variables and OSS activity also merit comment. Patents are awarded to protect intellectual property and to block the uncompensated use of a creator’s ideas. In a naive sense, patenting would appear to be a substitute for activity in open source and the creation of public goods. In practice, however, we see that patenting in electrical engineering, and to lesser extent patenting in all fields, has a significant positive relationship with OSS activity in regions. If OSS activity were to crowd-out patenting, we would expect to see the opposite relationship. This suggests that OSS plays a complementary role in the innovation process, likely via knowledge spillovers discussed earlier. Hybrid outcomes are also possible, in which software that accompanies a proprietary product is made open.
source. More work is needed to understand the potential impact of policy interventions on the relationship between open source activity and patenting. This finding also suggests how OSS activity can serve as a proxy of useful skills cognitively close to those involved in closed-source innovation [11].

We have seen that in regions, OSS activity is positively related with economic development, activity in technology intensive sectors, and the presence of an educated and trusting population. At the same time, models including these factors fail to explain over half of the observed variance in OSS activity between regions in Europe. This suggests that while a place can have the right ingredients for an OSS hotspot, for instance a wealthy, well-educated, and digitally connected populace and still fall short. These findings motivate our analysis of the concentration of OSS activity within countries, which will demonstrate that this variance is also large in size.

### US Metropolitan Statistical Areas

Before turning to an analysis of within country concentration, we briefly present data on the distribution of developers in US metropolitan areas. Our reasons for this detour are twofold: first we can estimate the share of the global developer population in the San Francisco Bay Area and compare it with previous estimates from 2010. Second, the results indicate that concentration is also high in the US. While US states often have populations similar to European countries, and US cities often contain multiple counties, the US Census bureau defines Metropolitan Statistical Areas (MSAs) to highlight urban agglomerations. In Table 6 we report the top 10 MSAs with at least one million inhabitants by the number of developers per capita. The two leading regions are San Francisco and Silicon Valley, while Seattle has a similar density. A back of the envelope calculation suggests that together the two Bay Area regions account for about 3.7% of all OSS developers world wide (summing 4,587 and 10,702, and dividing by 415,783, the number of OSS developers we could locate at a subnational level). This is around half of an estimate of the share of OSS developers in Silicon Valley from 2010 of 7.8% [81]. We report a table of the top 50 MSAs by contributors per capita including those with smaller populations in the Appendix, noting that many university towns appear in prominent positions.

#### Concentration

As we have noted above, many kinds of knowledge-intensive activities are generally known to cluster in specific areas within countries. One of the primary goals of our study is to examine the extent to which this is true of OSS. Though it may be especially conducive to remote collaboration and decentralization, Figure 2 provides qualitative evidence that these aspects of OSS development do not outweigh the tendency of knowledge-intensive activities to cluster. We now introduce a measure to quantify this phenomenon, and compare the degree of geographic concentration of OSS activity in countries.

There are many measures of the dispersion or concentration of people or things across geographic regions [20]. As we are interested in comparing the relative concentration of OSS developers between countries, we need a measure which considers population heterogeneity between regions within countries. For example, in a hypothetical country with two cities of equal size, the one with a much greater concentration of OSS developers per capita would be more concentrated by this measure.

| MSA Name                                      | Count Contributors | Population      | Contributors/100k |
|-----------------------------------------------|--------------------|-----------------|-------------------|
| San Jose-Sunnyvale-Santa Clara, CA            | 4,587              | 1,990,660       | 230               |
| San Francisco-Oakland-Hayward, CA             | 10,702             | 4,731,803       | 226               |
| Seattle-Tacoma-Bellevue, WA                   | 8,830              | 3,979,845       | 221               |
| Austin-Round Rock, TX                         | 3370               | 2,227,083       | 151               |
| Portland-Vancouver-Hillsboro, OR-WA           | 2,751              | 2,492,412       | 110               |
| Boston-Cambridge-Newton, MA-NH                | 5,221              | 4,873,019       | 107               |
| Denver-Aurora-Lakewood, CO                    | 2,555              | 2,967,239       | 86                |
| Raleigh, NC                                   | 1,159              | 1,390,785       | 83                |
| Salt Lake City, UT                            | 989                | 1,232,696       | 80                |
| New York-Newark-Jersey City, NY-NJ-PA         | 11,579             | 19,216,182      | 60                |

Table 6: Top 10 US Metropolitan Statistical Areas with at least one million inhabitants ranked by active GitHub developers per capita.
regions, A and B containing 80% and 20% of the country’s population, respectively, an 80%-20% distribution of OSS developers between regions A and B should not be interpreted as concentration.

Measures like the Herfindahl Index depend on the number of regions, while the Ellison-Glaeser measure is sensitive to variance in population between regions [20], and Gini-like measures quantify inequality, which is distinct from concentration. The Adjusted Geographic Concentration (AGC), developed by the OECD [77], measures concentration that is comparable between countries with different numbers of regions and different distributions of the underlying population between them [73].

Consider a country $C$ with a population $P$ split into $N$ regions. The regions $i \in \{1, 2, \ldots, N\}$ have shares of the population $p_i$. Denoting by $m_i$ the share of OSS developers in a country living in the region $C_i$, we define the Geographic Concentration (GC) of developers in country $C$ as:

$$GC(C) = \sum_{i \in C} |m_i - p_i|.$$ 

This measure sums the absolute differences in shares between the general population and the subpopulation of interest (in our case, active OSS contributors). This statistic tends to underestimate concentration in regions with a larger share of the population, and the validity of comparisons between countries with different numbers of regions is unclear. To address these issues the GC is usually scaled by its maximum possible value in each country: specifically, by the value it would take if all OSS developers were located in the least populated region of the country. In our previous notation:

$$GC_{\text{max}}(C) = (1 - p_{\text{min}}) + \sum_{i \in C, p_i \neq \text{min}} p_i = 2(1 - p_{\text{min}})$$

Dividing $GC(C)$ by $GC_{\text{max}}(C)$, we obtain the Adjusted Geographic Concentration (AGC) of a country $C$:

$$AGC(C) = \frac{GC(C)}{GC_{\text{max}}(C)}$$

The AGC varies between 0 and 1: a country in which the population of OSS developers is distributed in precisely the same proportions across region as the population, would have an AGC score of 0. A country in which all of OSS developers live in the region with the smallest population would have an AGC score of 1.

We calculated the AGC score for various countries, including European countries with at least 2 NUTS2 regions, and the US (states + DC), China (provinces and municipalities, excluding Hong Kong and Taiwan), India (states and union territories), Russia (federal subjects) and Brazil (federal states + the Federal District). We report our estimates of developer concentration by country in Figure 3.

We see that in all countries we examine, OSS development is concentrated regionally, relative to the general population. There is however significant variation between countries. For instance we can say that Brazilian, Portuguese and Italian OSS contributors are more evenly distributed amongst regions in those countries, than developers in Czechia, Hungary and Lithuania.

This analysis, however, does not make it clear how concentrated OSS developers are compared to other kinds of knowledge workers. In general regional statistics on such workers are not internationally comparable. However, among the European NUTS countries, we can make this comparison. We therefore recalculated the AGC of each country in this group, substituting the share of workers in high-tech sectors and with tertiary education, respectively, for OSS contributors in the calculation. If OSS contributors are more dispersed in a country than the university educated or high-tech workforce, we would expect the AGC to be higher under these alternative specifications.

In Figure 3 we observe the opposite effect: OSS contributors are significantly more concentrated in particular regions than either university educated or high-tech workers. This finding holds with remarkable regularity across the countries.
AGC = 0.28
AGC = 0.67

Figure 3: OSS contributor regional concentration within countries, measured using Adjusted Geographic Concentration (AGC). A score of zero indicates that OSS contributors are distributed across a country’s regions in proportion to population. AGC hypothetically equals 1 if all OSS contributors are concentrated in the least populated region of the country. For European countries with NUTS regions we compare the AGC of OSS contributors with the AGC calculated for university educated workers and people employed in high-tech sectors. Below: Examples of countries with relatively low (France) and high (Czechia) OSS AGC scores. Darker NUTS2 regions indicate more OSS contributors per capita, with bins as in Figure 2.

we analyze (only Greece is an exception). We provide the full table in the appendix, see Table 9. These estimates of concentration also provide useful perspective for the previous more global analysis. The AGC scores for workers with higher education vary between .02 and .19 (mean: .09, stdev.: .05), for workers in high-tech sectors between .1 and .52 (mean: .23, stdev.: .10), and for OSS contributors in European countries between .22 and .67 (mean: .41, stdev.: .14).

The AGC of OSS developers in all countries in our sample exceeds the average AGC of high-tech workers in European countries. Overall, these results present strong evidence that OSS developers cluster to a significant degree in all countries in our analysis. While public policy promoting OSS tends to be made at the national level [10], this analysis suggests that there is ample room for the regional promotion of OSS. We revisit this point in the following section.
Conclusions and Implications

In this paper we presented an analysis of a novel dataset on the geography of open source software developers. We found that while the overall share of active developers has become more evenly distributed between countries, within-country regional differences remain strong. These heterogeneities are likely to persist: the social and economic spillovers of local OSS activity seem to be self-reinforcing. If indeed OSS is a driver of, and not merely a proxy for innovation outcomes, we need to better understand the role of actors such as universities, research institutes, and governments in promoting OSS activity [76, 61], for example in a mission-oriented context [91]. While most policy supporting OSS activity focuses on the national level, our findings suggest that local and regional policy may be more appropriate.

Indeed, although digitalization facilitates collaborations across distances [26], continued regional clustering suggests that location matters as much as ever. The network effects present in places such as Silicon Valley are strong enough to overcome other obstacles including higher tax rates and cost of living. In software knowledge spillovers and transfers still happen locally and within firms [95]. The developers in our dataset were geocoded in early 2021, roughly one year after the Covid-19 crisis went global. It remains to be seen whether proliferation of remote work and decentralization will be reflected in a change in the geographic distribution of OSS developers. If knowledge workers are going to permanently decamp to smaller cities in the post-Covid era, one would expect to see the first signs of this in OSS with its advanced infrastructure for remote collaboration. Our results, early in the post-Covid era, suggest that the winner-take-all dynamics of economic geography persist [25].

Some limitations of our study highlight potential future work and extensions. The most obvious extension is to continue collecting data into the future to observe trends as they unfold, for instance to better understand whether OSS activity follows or predicts entrepreneurial activity and innovation. Given the apparent interest in the future of work vis-à-vis Covid-19 and remote collaboration, this would be a valuable and important extension. More granular locations of developers, though difficult to source, would allow for studies of clustering of knowledge activity within cities [39]. The movement of individual developers could provide additional level of detail into how the tech world is adapting to OSS. Movements likely predict future inter-regional linkages, as those who arrive to a new place connect people in their new homes with those from their previous one [50]. Such data also presents the opportunity to study how software innovations diffuse geographically for instance via collaboration ties [83].

Our approach could be extended to cover alternative platforms for open source contributions including GitLab and Bitbucket, the absence of which may bias our results [85]. There are also potential biases within GitHub itself [45], for instance some projects are experiments, class projects, or webpages and not the kind of code that is widely used. Though we think this is unlikely to significantly bias our results, future work using our data should consider this potential limitation. Other possibilities for geolocating developers, including by geocoding the companies and organizations they work for, should be explored to add breadth. However, such extensions may bias results as developers in different countries may link to organizations at different rates. Nor does the use of an email address with a country top-level domain guarantee that an individual in question lives in that country. We have attempted to balance these concerns to provide an accurate measure of OSS activity at various scales.

Policy Implications

Perhaps the most important next step is to derive policy implications from our results. Though OSS activity is highly clustered now, that does not preclude other regions from increasing their participation in OSS and enjoying the apparent benefits of a strong OSS footprint. After all, regional clusters of creativity are known to rise and fall [18] over long periods of time. We frame these implications along three lines, suggesting potential future work in each direction. First we consider what our results suggest about existing policies promoting OSS. We then consider which kinds of policies more generally, for instance those commonly discussed in the cluster policy literature, are likely to be effective. Finally, we discuss how OSS connects and relates to the rest of the economy.

As discussed in our literature review, national and regional public policy on the use of OSS tends to focus on the potential cost-savings of public sector adoption of OSS. As recent work has shown that local OSS activity has significant
positive economic externalities, we suggest that there is ample scope for promoting OSS use in the private sector and at universities. For example, a regional scientific funding agency may encourage or require software outputs of projects to be released under an open source license. Students can be encouraged to contribute to OSS projects in the course of the projects as a way to build and demonstrate expertise. As a sector, OSS is in a unique position to span the branches of the so-called Triple Helix model of innovation policy that connects universities, private sector firms, and public sector institutions [22]. On a more fundamental level, our regression models suggest that human and social development has a strong relationship with OSS activity. From this finding we infer that it is necessary but not sufficient for a place to be wealthy and well-connected to the internet to develop a strong OSS community. Given that we can only explain roughly half of EU regional variance in OSS activity using socio-economic indicators, it seems that there are strong intangible drivers of OSS, suggesting that the right policies can make a difference.

The strong regional clustering observed in our data indicates that insights from the cluster policy literature can inform policymaking on OSS. Effective cluster policy is often more about building networks and sharing information than providing specific economic incentives for an activity [56]. For example, a city may introduce a mentorship program linking experienced OSS developers with new developers; there is already evidence that one on one or small scale mentorship is one of the best ways to get new people involved in OSS [78]. On a broader scale, cities and regions can support meetups of open source developers with space and resources. Fostering informal networks can make local ecosystems more resilient [75] and innovative [84]. Firms can be informed about the various benefits of using and contributing to OSS [60]. On the other hand, policy efforts foster OSS use directly, for instance by mandates for public institutions, have had limited success [10].

Startups and firms that create software could be informed about the potential gains of making their software open source [60, 62]. For example, a strong open source presence can be an effective signal of competence and ability to potential customers and investors. These kinds of policies represent a significant departure from the most common OSS policies implemented today. Between regions and cities there is also a potential to support networks of developers, not only projects, as the EU already does for traditional R&D sectors [90]. Mapping these inter-regional networks of OSS developers would be a valuable next step.

We have also seen that OSS activity relates to innovation outcomes, namely patenting activity and the publication of research papers on AI. While we cannot demonstrate the direction of the effect in this case, i.e. whether OSS activity accelerates innovation activity or is merely a by-product of the process, the correlations we observe suggest this question merits additional study. One potential framework for such an investigation is the concept of relatedness, which suggests that places create new products and inventions by adapting and recombining existing expertise and know-how [21, 40]. From this perspective software expertise may open up specific and valuable new paths to innovation. Another related idea is the notion of technological complexity, which suggests that innovations that combine elementary ingredients in complex ways are crucial for economic growth at the knowledge frontier [57, 67]. In this context we suggest that software is a special kind of skill that enables people to combine inputs in novel ways [31]. Understanding software’s role in modern innovation, hence its impact on economic growth, is thus an area warranting additional research.
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## Appendix

| Country      | ISO2 | # GitHub | # Twitter | # Email Suf. | Total Contributors | Pop. (mm) | Contribs./100k |
|--------------|------|----------|-----------|--------------|--------------------|-----------|----------------|
| Iceland      | IS   | 249      | 10        | 162          | 421                | 0.4       | 105            |
| Switzerland  | CH   | 4978     | 55        | 2164         | 7197               | 8.6       | 84             |
| Norway       | NO   | 3137     | 29        | 846          | 4012               | 5.3       | 76             |
| Sweden       | SE   | 6076     | 38        | 1209         | 7323               | 10.3      | 71             |
| Finland      | FI   | 3086     | 20        | 707          | 3813               | 5.5       | 69             |
| Denmark      | DK   | 2798     | 22        | 1086         | 3906               | 5.8       | 67             |
| Netherlands  | NL   | 8843     | 110       | 1820         | 10773              | 17.3      | 62             |
| Canada       | CA   | 19267    | 219       | 2783         | 22269              | 37.6      | 59             |
| Estonia      | EE   | 600      | 6         | 154          | 760                | 1.3       | 58             |
| Luxembourg   | LU   | 280      | 4         | 40           | 324                | 0.6       | 54             |
| New Zealand  | NZ   | 2299     | 28        | 315          | 2642               | 4.9       | 54             |
| Singapore    | SG   | 2818     | 33        | 251          | 3102               | 5.7       | 54             |
| Ireland      | IE   | 2224     | 25        | 282          | 2531               | 4.9       | 52             |
| United States| US   | 128526   | 1831      | 14014        | 144371             | 328.2     | 44             |
| United Kingdom| GB   | 24493   | 443       | 4516         | 29452              | 66.8      | 44             |
| Australia    | AU   | 8970     | 120       | 1247         | 10337              | 25.4      | 41             |
| Germany      | DE   | 25027    | 276       | 7909         | 33212              | 83.1      | 40             |
| Austria      | AT   | 2472     | 53        | 751          | 29728              | 8.9       | 37             |
| France       | FR   | 17474    | 202       | 4875         | 22551              | 67.1      | 34             |
| Belgium      | BE   | 3134     | 43        | 758          | 3935               | 11.5      | 34             |
| Israel       | IL   | 2131     | 43        | 314          | 2488               | 9.1       | 27             |
| Belarus      | BY   | 2375     | 8         | 149          | 2532               | 9.5       | 27             |
| Portugal     | PT   | 2485     | 32        | 285          | 2802               | 10.3      | 27             |
| Lithuania    | LT   | 683      | 5         | 60           | 748                | 2.8       | 27             |
| Poland       | PL   | 8864     | 51        | 1491         | 10406              | 38.0      | 27             |
| Czechia      | CZ   | 2771     | 34        | 0            | 2805               | 10.7      | 26             |
| Bulgaria     | BG   | 1510     | 11        | 234          | 1755               | 7.0       | 25             |
| Slovenia     | SI   | 411      | 6         | 75           | 492                | 2.1       | 23             |
| Latvia       | LV   | 371      | 4         | 68           | 443                | 1.9       | 23             |
| Spain        | ES   | 9091     | 157       | 1345         | 10593              | 47.1      | 22             |
| Malta        | MT   | 100      | 0         | 12           | 112                | 0.5       | 22             |
| Taiwan       | TW   | 4293     | 66        | 620          | 4979               | 23.6      | 21             |
| South Korea  | KR   | 10025    | 35        | 861          | 10921              | 51.7      | 21             |
| Hungary      | HU   | 1616     | 13        | 184          | 1813               | 9.8       | 18             |
| Croatia      | HR   | 666      | 3         | 73           | 742                | 4.1       | 18             |
| Russia       | RU   | 15543    | 108       | 9620         | 25271              | 144.4     | 18             |
| Hong Kong    | HK   | 1151     | 13        | 139          | 1303               | 7.5       | 17             |
| Ukraine      | UA   | 6941     | 29        | 234          | 7204               | 44.4      | 16             |
| Serbia       | RS   | 953      | 5         | 81           | 1039               | 6.9       | 15             |
| Cyprus       | CY   | 157      | 4         | 7            | 168                | 1.2       | 14             |
| Greece       | GR   | 1338     | 21        | 151          | 1510               | 10.7      | 14             |
| Slovakia     | SK   | 620      | 6         | 93           | 719                | 5.5       | 13             |
| Japan        | JP   | 12181    | 277       | 3248         | 15706              | 126.3     | 12             |
| Uruguay      | UY   | 397      | 11        | 27           | 435                | 3.5       | 12             |
| Brazil       | BR   | 24021    | 299       | 1571         | 25891              | 211.0     | 12             |
| Costa Rica   | CR   | 501      | 7         | 85           | 593                | 5.0       | 12             |
| Italy        | IT   | 5728     | 107       | 1369         | 7204               | 60.3      | 12             |
| Romania      | RO   | 1820     | 11        | 148          | 1979               | 19.4      | 10             |
| Namibia      | NA   | 250      | 9         | 1            | 260                | 2.5       | 10             |
| Argentina    | AR   | 3864     | 50        | 418          | 4332               | 44.9      | 10             |

Table 7: Countries ranked by number of GitHub contributors (located via GitHub or Twitter location, or email suffix data), per 100k inhabitants. We exclude countries with fewer than 300k inhabitants and Montenegro, because the "me" domain suffix is popular world-wide.
| MSA Name                                      | Count | Contributors | Population | Contributors/100k |
|----------------------------------------------|-------|--------------|------------|------------------|
| Boulder, CO                                  | 995   | 326196       | 305        |                  |
| San Jose-Sunnyvale-Santa Clara, CA           | 4587  | 1990660      | 230        |                  |
| San Francisco-Oakland-Hayward, CA            | 10702 | 4731803      | 226        |                  |
| Seattle-Tacoma-Bellevue, WA                  | 8830  | 3979845      | 221        |                  |
| Ann Arbor, MI                                | 600   | 367601       | 163        |                  |
| Champaign-Urbana, IL                         | 365   | 226033       | 161        |                  |
| Austin-Round Rock, TX                        | 3370  | 2227083      | 151        |                  |
| Durham-Chapel Hill, NC                       | 759   | 644367       | 117        |                  |
| Portland-Vancouver-Hillsboro, OR-WA          | 2751  | 2492412      | 110        |                  |
| Charlottesville, VA                          | 238   | 218615       | 108        |                  |
| Boston-Cambridge-Newton, MA-NH               | 5221  | 4873019      | 107        |                  |
| Santa Cruz-Watsonville, CA                   | 249   | 273213       | 91         |                  |
| Denver-Aurora-Lakewood, CO                   | 2555  | 2967239      | 86         |                  |
| Madison, WI                                  | 574   | 664865       | 86         |                  |
| Raleigh, NC                                  | 1159  | 1390785      | 83         |                  |
| Salt Lake City, UT                           | 989   | 1232696      | 80         |                  |
| Lafayette-West Lafayette, IN                 | 166   | 233002       | 71         |                  |
| Trenton, NJ                                  | 251   | 367430       | 68         |                  |
| Gainesville, FL                              | 227   | 329128       | 68         |                  |
| Santa Maria-Santa Barbara, CA                | 291   | 446499       | 65         |                  |
| New York-Newark-Jersey City, NY-NJ-PA         | 11579 | 1921682      | 60         |                  |
| Provo-Orem, UT                               | 390   | 648252       | 60         |                  |
| San Diego-Carlsbad, CA                       | 1903  | 3338330      | 57         |                  |
| College Station-Bryan, TX                    | 148   | 264728       | 55         |                  |
| Pittsburgh, PA                               | 1185  | 2317600      | 51         |                  |
| Fort Collins, CO                             | 181   | 356899       | 50         |                  |
| Nashville-Davidson–Murfreesboro–Franklin, TN | 952   | 1934317      | 49         |                  |
| Burlington-South Burlington, VT              | 104   | 220411       | 47         |                  |
| Athens-Clarke County, GA                     | 101   | 213750       | 47         |                  |
| Atlanta-Sandy Springs-Roswell, GA            | 2668  | 6020364      | 44         |                  |
| San Luis Obispo-Paso Robles-Arroyo Grande, CA| 124   | 283111       | 43         |                  |
| Washington-Arlington-Alexandria, DC-VA-MD-WV | 2698  | 6280487      | 42         |                  |
| Eugene, OR                                   | 161   | 382067       | 42         |                  |
| Minneapolis-St. Paul-Bloomington, MN-WI      | 1554  | 3640043      | 42         |                  |
| Bellingham, WA                               | 96    | 229247       | 41         |                  |
| Los Angeles-Long Beach-Anaheim, CA           | 5553  | 13214799     | 41         |                  |
| Chicago-Naperville-Elgin, IL-IN-WI           | 3876  | 9458539      | 40         |                  |
| Lincoln, NE                                  | 132   | 336374       | 39         |                  |
| Boise City, ID                               | 272   | 749202       | 36         |                  |
| Rochester, NY                                | 376   | 1069644      | 35         |                  |
| Tucson, AZ                                   | 347   | 1047279      | 33         |                  |
| Santa Rosa, CA                               | 154   | 494336       | 31         |                  |
| Orlando-Kissimmee-Sanford, FL                | 804   | 2608147      | 30         |                  |
| Philadelphia-Camden-Wilmington, PA-NJ-DE-MD  | 1883  | 6102434      | 30         |                  |
| Vallejo-Fairfield, CA                        | 138   | 447643       | 30         |                  |
| Charlotte-Concord-Gastonia, NC-SC            | 771   | 2636883      | 29         |                  |
| Kansas City, MO-KS                           | 637   | 2157990      | 29         |                  |
| Rochester, MN                                | 66    | 221921       | 29         |                  |
| Columbus, OH                                 | 603   | 2122271      | 28         |                  |
| Fargo, ND-MN                                 | 67    | 246145       | 27         |                  |

Table 8: Top US MSAs with population of at least 250k, by developers per capita.
| Country | \( AGC_{TertEdu} \) | \( AGC_{HiTech} \) | \( AGC_{OSS} \) |
|--------|-----------------|-----------------|-----------------|
| PT     | 0.10            | 0.15            | 0.22            |
| IT     | 0.07            | 0.19            | 0.22            |
| FR     | 0.08            | 0.19            | 0.28            |
| BE     | 0.06            | 0.12            | 0.29            |
| EL     | 0.09            | 0.31            | 0.29            |
| SE     | 0.05            | 0.20            | 0.30            |
| ES     | 0.07            | 0.24            | 0.31            |
| IE     | 0.05            | 0.09            | 0.31            |
| HR     | 0.02            | 0.25            | 0.32            |
| NL     | 0.06            | 0.10            | 0.32            |
| CH     | 0.05            | 0.10            | 0.33            |
| FI     | 0.05            | 0.17            | 0.36            |
| DK     | 0.11            | 0.28            | 0.38            |
| AT     | 0.06            | 0.17            | 0.39            |
| UK     | 0.08            | 0.17            | 0.40            |
| PL     | 0.08            | 0.22            | 0.41            |
| DE     | 0.06            | 0.16            | 0.42            |
| NO     | 0.06            | 0.24            | 0.44            |
| RO     | 0.17            | 0.38            | 0.47            |
| BG     | 0.17            | 0.39            | 0.54            |
| SK     | 0.10            | 0.15            | 0.59            |
| RS     | 0.19            | 0.40            | 0.61            |
| SI     | 0.14            | 0.23            | 0.61            |
| LT     | 0.14            | 0.52            | 0.64            |
| HU     | 0.18            | 0.26            | 0.66            |
| CZ     | 0.14            | 0.18            | 0.67            |

Table 9: The concentration of workers with higher education, workers in high-tech industries, and OSS contributors across NUTS2 regions of countries, measured by the Adjusted Geographic Concentration (AGC). The concentration of OSS contributors in particular regions is consistently higher than the concentration of both alternative populations.

Summary Statistics and Robustness Tests

In this section we report numerous summary statistics about our data as well as robustness tests to supplement our regression analyses.

|          | OSS /mm | PPP GNI PC | HDI 2019 | WVS Trust | IPI 2019 | ECI | AI/DL papers | Internet Pen. |
|----------|---------|------------|----------|------------|----------|-----|---------------|---------------|
| N Obs.   | 183     | 176        | 178      | 75         | 117      | 157 | 183           | 180           |
| Mean     | 3.27    | 21.52      | 0.72     | 25.05      | 6.62     | -0.00 | -4.63       | 54.95         |
| Stdev.   | 1.99    | 21.18      | 0.15     | 18.35      | 1.54     | 1.00 | 4.92         | 29.04         |
| Min.     | -1.20   | 0.79       | 0.39     | 2.10       | 2.35     | -2.32 | -9.21       | 2.00          |
| 25%      | 1.95    | 5.18       | 0.60     | 12.00      | 5.79     | -0.73 | -9.21       | 27.88         |
| 50%      | 3.34    | 13.64      | 0.74     | 20.60      | 6.52     | -0.05 | -9.21       | 58.50         |
| 75%      | 4.85    | 32.63      | 0.84     | 33.30      | 7.85     | 0.70  | 0.11         | 80.12         |
| Max      | 7.54    | 92.27      | 0.96     | 73.90      | 9.61     | 2.27  | 4.22         | 98.30         |

Table 10: Summary statistics table of key national statistics.
|       | OSS  | GDP PC | Pop  | PopDens | EVSTrust | EGI  | R&D Spd | %HighTech | EEPatents | Patents | %TertEdu |
|-------|------|--------|------|---------|----------|------|---------|-----------|-----------|---------|----------|
| Mean  | 1.00 | 4.40   | 6.13 | 4.97    | 0.38     | -0.18| 3.10    | 4.11      | -0.14     | 1.47    | 33.93    |
| Sidev.| 0.49 | 0.25   | 0.35 | 1.20    | 0.20     | 0.99 | 1.32    | 2.25      | 1.41      | 1.57    | 10.17    |
| Min   | -0.79| 3.61   | 4.48 | 1.19    | 0.00     | -2.26| -1.45   | 0.70      | -2.30     | -2.70   | 11.80    |
| 25%   | 0.71 | 4.26   | 5.94 | 4.29    | 0.22     | -0.95| 2.29    | 2.50      | -1.26     | 0.28    | 26.40    |
| 50%   | 1.03 | 4.46   | 6.16 | 4.86    | 0.33     | -0.29| 3.14    | 3.70      | -0.18     | 1.76    | 33.10    |
| 75%   | 1.32 | 4.58   | 6.34 | 5.66    | 0.53     | 0.50 | 4.09    | 5.15      | 0.90      | 2.64    | 41.10    |
| Max   | 2.24 | 4.98   | 7.09 | 8.91    | 0.81     | 2.32 | 6.48    | 12.90     | 3.37      | 4.53    | 59.86    |

Table 11: Summary statistics table of key NUTS2 statistics.

|       | OSS /mm | PPP GNI PC | HDI 2019 | WVS Trust | IPI 2019 | ECI  | AI/DL papers | Internet Pen. |
|-------|---------|------------|----------|-----------|----------|------|---------------|----------------|
| Mean  | 1.00    | 0.785      | 0.860    | 0.677     | 0.874    | 0.820| 0.665         | 0.775          |
| Sidev.| 0.49    | 0.25       | 0.35     | 1.20      | 0.20     | 0.99 | 1.32          | 2.25           |
| Min   | -0.79   | 3.61       | 4.48     | 1.19      | 0.00     | -2.26| -1.45         | 0.70           |
| 25%   | 0.71    | 4.26       | 5.94     | 4.29      | 0.22     | -0.95| 2.29          | 2.50           |
| 50%   | 1.03    | 4.46       | 6.16     | 4.86      | 0.33     | -0.29| 3.14          | 3.70           |
| 75%   | 1.32    | 4.58       | 6.34     | 5.66      | 0.53     | 0.50 | 4.09          | 5.15           |
| Max   | 2.24    | 4.98       | 7.09     | 8.91      | 0.81     | 2.32 | 6.48          | 12.90          |

Table 12: Spearman Correlation table of key national statistics.

|       | OSS  | GDP PC | Pop  | PopDens | EVSTrust | EGI  | R&D Spd | %HighTech | EEPatents | Patents | %TertEdu |
|-------|------|--------|------|---------|----------|------|---------|-----------|-----------|---------|----------|
| Mean  | 1.00 | 0.567  | 0.249| 0.355   | 0.471    | 0.455| 0.368   | 0.605     | 0.542     | 0.542   | 0.664    |
| Sidev.| 0.49 | 1.000  | 0.025| 0.321   | 0.675    | 0.690| 0.791   | 0.441     | 0.743     | 0.837   | 0.579    |
| Min   | 0.249| 0.025  | 1.000| 0.406   | -0.282   | -0.202| -0.414  | 0.235     | 0.280     | 0.192   | 0.045    |
| 25%   | 0.355| 0.321  | 0.406| 1.000   | -0.100   | 0.115 | 0.130   | 0.457     | 0.269     | 0.300   | 0.258    |
| 50%   | 0.455| 0.690  | -0.202| 0.115  | 0.100    | 0.658 | 0.655   | 0.253     | 0.528     | 0.588   | 0.546    |
| 75%   | 0.675| 0.455  | 0.282| -0.100  | 1.000    | 0.658 | 0.655   | 0.253     | 0.528     | 0.588   | 0.546    |
| Max   | 0.791| 0.455  | 0.282| -0.100  | 1.000    | 0.658 | 0.655   | 0.253     | 0.528     | 0.588   | 0.546    |

Table 13: Spearman Correlation table of NUTS2 statistics.
Table 14: Variance Inflation Factors (VIF) for country-level regression models, models 1-5. Despite significant pairwise correlations (see correlation table), VIF scores remain at reasonable levels.

|       | M1 | M2 | M3 | M4 | M5 |
|-------|----|----|----|----|----|
| PPP GNI per Cap. | 2.7 | 3.2 | 3.8 | 3.2 | 3.5 |
| Internet Penetration | 2.7 | 5.8 | 3.3 | 3.7 | 6.6 |
| Population | 1 | 1.1 | 1.1 | 1.1 | 1.2 |
| HDI | N/A | 6.8 | N/A | N/A | 8.3 |
| IPI | N/A | N/A | 3.4 | N/A | N/A |
| ECI | N/A | N/A | N/A | 3.4 | 3.7 |

Table 15: Variance Inflation Factors (VIF) for NUTS2-level regression models. Despite significant pairwise correlations (see correlation table), VIF scores remain at reasonable levels.

|       | M1 | M2 | M3 | M4 | M5 | M6 | M7 |
|-------|----|----|----|----|----|----|----|
| Internet Pen. | 2.2 | 2.8 | 2.3 | 2.3 | 2.4 | 2.5 | 2.3 |
| GDP PC | 2.3 | 2.8 | 6.2 | 2.6 | 3.8 | 4.5 | 2.5 |
| Pop | 1.2 | 1.3 | 2.6 | 1.2 | 1.5 | 1.4 | 1.2 |
| PopDens | 1.4 | 1.5 | 1.4 | 1.5 | 1.5 | 1.5 | 1.4 |
| EVSTrust | N/A | 2.4 | N/A | N/A | N/A | N/A | N/A |
| R&D Spd | N/A | N/A | 6.3 | N/A | N/A | N/A | N/A |
| %HighTech | N/A | N/A | N/A | 1.5 | N/A | N/A | N/A |
| EEGen | N/A | N/A | N/A | N/A | 2.8 | N/A | N/A |
| Patents | N/A | N/A | N/A | N/A | N/A | 4.2 | N/A |
| %TertEdu | N/A | N/A | N/A | N/A | N/A | N/A | 1.5 |

**Spatial Regression Diagnostics**

In this section we report linear regression models fit via OLS on the NUTS2 data in Table 17 as well as their spatial regression diagnostics. As suggested in the main text, we observe significant spatial autocorrelation of the key dependent variable (OSS contributors per 100k inhabitants) via Moran’s I. We also examined spatial autocorrelation among the residuals of linear regression models fit via OLS using Moran’s I and a Lagrange Multiplier test [14, 5]. We find significant spatial autocorrelation, motivating the use of the GMM model [7] in the manuscript. We note that despite these (necessary) adjustments, the results (in terms of estimated effect sizes and statistical significance) are highly similar.
|                            | (1)       | (2)       | (3)       | (4)       | (5)       | (6)       | (7)       |
|---------------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Internet Penetration      | 0.010**   | 0.007     | 0.012**   | 0.011***  | 0.011**   | 0.011**   | 0.004     |
| (% of Pop. 2017)          | (0.005)   | (0.006)   | (0.005)   | (0.004)   | (0.004)   | (0.004)   | (0.004)   |
| GDP per Cap.              | 0.754***  | 0.694***  | 0.014     | 0.450***  | 0.274     | 0.342     | 0.426***  |
| (log Eur. 2017)           | (0.147)   | (0.167)   | (0.262)   | (0.152)   | (0.181)   | (0.211)   | (0.155)   |
| Population                | 0.270***  | 0.381***  | 0.486***  | 0.266***  | 0.169**   | 0.216**   | 0.285***  |
| (log, 2020)               | (0.083)   | (0.095)   | (0.136)   | (0.087)   | (0.085)   | (0.085)   | (0.079)   |
| Population Dens.          | 0.043*    | 0.052**   | 0.048     | -0.019    | 0.064**   | 0.058*    | 0.027     |
| (log, 2017)               | (0.026)   | (0.026)   | (0.029)   | (0.023)   | (0.029)   | (0.030)   | (0.023)   |
| EVS Trust                 |           |           |           |           |           |           | 0.415**   |
| (2017)                    |           |           |           |           |           |           | (0.176)   |
| R&D Spend. per Cap.       |           |           |           |           |           | 0.128**   |           |
| (log, 2017)               |           |           |           |           |           | (0.052)   |           |
| % Empl. High-Tech         |           |           |           |           |           | 0.089***  |           |
| (2019/20)                 |           |           |           |           |           | (0.011)   |           |
| Patents Elec-Eng./100k    |           |           |           |           |           | 0.072***  |           |
| (log, 2017)               |           |           |           |           |           | (0.023)   |           |
| Patents/100k              |           |           |           |           |           |           | 0.050*    |
| (log, 2017)               |           |           |           |           |           |           | (0.027)   |
| % with Tertiary Edu.      |           |           |           |           |           |           | 0.022***  |
| (2019/20)                 |           |           |           |           |           |           | (0.002)   |
| Observations              | 276       | 198       | 258       | 262       | 258       | 258       | 276       |
| Adjusted $R^2$            | 0.388     | 0.428     | 0.410     | 0.503     | 0.406     | 0.395     | 0.530     |
| Residual Std. Error       | 0.371     | 0.354     | 0.347     | 0.328     | 0.348     | 0.352     | 0.325     |
| F Statistic               | 36.8***   | 27.1***   | 34.5***   | 50.0***   | 33.0***   | 31.0***   | 52.8***   |

Table 16: OLS regression models relating EU NUTS2 counts of GitHub contributors per 100k inhabitants (log-transformed) and socio-economic indicators. We report (generic) heteroskedasticity robust standard errors. The models in this table do not consider the potential bias introduced by spatial autocorrelation. The model diagnostics in the following table suggest that these results may not be robust.

|                            | Model 1   | Model 2   | Model 3   | Model 4   | Model 5   | Model 6   | Model 7   |
|---------------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Moran’s I (residual)      | 3.16      | 3.36      | 2.03      | 2.67      | 1.85      | 2.36      | 1.89      |
| Moran’s I p-value         | 0.00      | 0.00      | 0.04      | 0.01      | 0.06      | 0.02      | 0.06      |
| Lagrange Multiple error   | 8.91      | 9.82      | 3.46      | 6.10      | 2.87      | 4.80      | 3.00      |
| Lagrange Multiple error   | 0.00      | 0.00      | 0.06      | 0.01      | 0.09      | 0.03      | 0.08      |

Table 17: OLS regression spatial diagnostics for the models in Table 16 relating EU NUTS2 counts of GitHub contributors per 100k inhabitants (log-transformed) and socio-economic indicators. These tests indicate significant spatial correlations, necessitating the use of the more sophisticated GMM model in the text to adjust for potential biases.
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