Abstract: Predicting electricity prices and demand is a very important issue for the energy market industry. In order to improve the accuracy of any predictive model, a previous variable importance analysis is highly advised. In this paper, we propose an alternative framework to assess the variable importance in multivariate response scenarios based on the permutation importance technique, applying the Conditional inference trees algorithm and a $\phi$-divergence measure. Our solution was tested in simulated examples as well as a real case, where we assessed and ranked the most relevant predictors for price and demand of electricity jointly in the Spanish market. The new method outperforms, in most cases, the outcomes achieved by the recently proposed techniques, Intervention prediction measure (IPM) and Sequential multi-response feature selection (SMuRFS). For the electricity market case, we identified the most relevant predictors among pollutant, renewable, calendar and lagged prices variables for the joint response of demand and price, showing also the effectiveness of the proposed multivariate response method when compared with the univariate response analysis.
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1. Introduction

The implementation of electricity market reforms in the European Union and other western countries has strengthened the competitiveness in the market [1] requiring the participants (energy producers, traders, distribution companies, large consumers and governments) to operate efficiently in the market. This efficiency requires a highly accurate forecasting process for the demand and price of electricity [2]. For instance, a more accurate price forecast may allow power suppliers to make better investment decisions by adjusting their production of energy and hedging against volatility and hence, maximize their financial benefits. Energy buyers may be able to protect themselves against high prices. Large consumers could benefit by efficiently managing their energy consumption, which could potentially lower their costs. Governments, on the other hand, are interested in a more accurate forecasting process for price and demand in order to implement new environmental regulations and structure changes applied to the energy market, or integrating different electric markets [3], which could eventually have a positive impact on their economic growth [4].

The current system established by governments aiming to introduce competitiveness among energy producers is based on economic pools [2], where producers bid on prices at which they are willing to generate the energy. In doing this, producers must take into account that this energy cannot be stored in large quantities, which creates the need to balance their production with the demand of electricity, in order to ensure that this demand is covered [5]. Hence, the market price is fixed every day for the following 24 h through the intersection between the supply of energy and the forecasted
demand. This daily action system demonstrates the importance of predicting not only the price, but also the demand simultaneously so that the interdependencies between price and demand are taken into consideration [6]. Numerous forecasting techniques of price and demand of electricity have been used in recent years. Classical methods are based on statistical approaches such as, ARIMA [7,8], GARCH [9], or time-varying regression [10,11] (see [12] for recent advanced methods in electricity price forecasting). Machine learning techniques have also been proposed for this purpose [13–17]. However, the lack of interpretability due to the vast amount of data and the complex non-linear function (described as a black box in the literature) that maps the price and demand of electricity with the explanatory variables that drive the prediction of these outputs (Figure 1), makes a variable importance analysis a key pre-process step for any appropriate forecasting method. As a result of the dependencies between the demand and price, a multivariate response variable importance analysis is crucial in order to identify the predictors that have a high impact on the function responses. In this work, we propose a novel variable importance technique, the Euclidean probabilistic distance (EPD), based on a decision tree algorithm, the Conditional inference tree (CIT) algorithm, that allows us to gain insight into which variables are relevant for a forecasting model used to predict the demand and price of electricity simultaneously. The new proposed methodology will enable the electric energy participants to improve their decision-making mechanisms by identifying and understanding the explanatory variables, and their effect on the prediction of price and demand jointly, without having to repeatedly perform individual univariate analysis.

**Figure 1.** Predictive model. Here, [price, demand] = f(X₁, X₂, ..., Xₚ). Explanatory variables: calendar effects, lagged prices and energy production variables.

**Literature: Variable Importance Analysis Electricity Market**

Several papers regarding variable importance analysis (VIA) applied to the electricity market have been proposed. Nevertheless, only a few studied the multivariate response scenario. For instance, for the univariate response case, where the aim is the prediction of the price of electricity, ref. [18] proposed an algorithm to rank predictors involved in the Queensland (Australia) electricity market, based on the computation of information theory measures. Aimed at predicting the hourly electricity price in the Spanish and Australian markets, Amjadi et al. presented a technique based on a two-stage feature selection process, consisting of a relief algorithm [19] and posteriori modified relief algorithm [20] which identified lagged prices $P_{t-1}, P_{t-24}$, fuel costs and calendar indicators as the predictors with maximum relevancy to the electricity price, followed by a correlation analysis to eliminate redundant forecasters. Sood et al. [21] through correlation analysis identified relevant predictors (lagged prices $P_{t-1}$, load of previous days and weeks), capturing linear dependencies between predictors and the price of electricity involved in the Australian electricity market. Similarly, Keynia et al. [22] based their analysis of feature selection on a mutual information criterion, which provided a selection of relevant predictors for the price of electricity in the Spanish and Californian markets.

Lago et al. [3] applied ANOVA analysis (variance-based sensitivity analysis) that considers the effect of features (day-ahead prices, load and generation capacity and calendar variables) from connected European energy markets (Belgium and France). As a result, French prices and load account for nearly 50% of price prediction. A novel method, the Reference explanatory model for price
estimations (REMPE), was developed by Monteiro et al. [23] to identify price variables $P_{t-1}, P_{t-24}$, wind power, cogeneration and thermal variables as important to explain the prices a day ahead. Papers presented by [24,25] evaluated the influence of wind generation and day of the week on the Spanish electricity spot price.

The Shrinkage algorithm least absolute shrinkage and selection operator (LASSO) was used in [16,26]. While Ludwing et al. [26] compared LASSO and random forest algorithm to select the set of important weather variables involved in the forecasts of the German electricity spot prices, ref. [16] applied LASSO to extract the most influential variables in high dimensional settings (400 explanatory variables) in order to improve electricity forecasting models. Ziel et al. [17] compared univariate versus multivariate LASSO and identified among past electricity prices, calendar variables and periodic effects, the most significant predictors to be used in the predictions of the following 24 h electricity prices (multi-response analysis). The study revealed the importance of the 1 h lagged price, the day of the week and hour of the day as the variables with the highest impact on the multi-output predictive model. Close results were achieved by Misiorek et al. in [27].

The impact of fundamental variables was assessed in [28,29]. Keles et al. [29] applied a k-NN algorithm, while [28] investigated the impact of economic, technical (i.e., energy plant dynamics), strategic (i.e., market design) and other risk factors on intra-day electricity prices in the British market. Their analysis brought to light the importance of demand volatility (due to weather and consumption patterns), previous prices ($P_{t-1}$), diurnal and weekly effects for the price forecasting model. Results from [30] indicated that fundamental factors such as start-up cost, market states and tracking behavior explained approximately 75% of the intra-day price variance in the German electricity market. Carpio et al. [10] applied dynamic factor analysis to reduce the number of parameters involved in the prediction of multivariate time series hours electricity prices. Gonzalez et al. [31] evaluated the importance of fundamental and continuous variables applying tree-based algorithms for the Iberian electricity market.

Most recently, Febrero et al. [32], motivated by the problem of identifying the most relevant predictors for the demand and price of the Spanish electricity market and using a general additive regression model, proposed an algorithm based on the computation of distance correlations. With their variable selection solution, they were able to measure the level of redundancy among predictors of different scales. Different types of feature selection methods are evaluated and compared using different energy market data sets in [33–35].

Traditional univariate output techniques for variable importance analysis include the use of t-statistics, information theory measures or more sophisticated methods based on Bayesian approaches [36], support vector machine (SVM) [37], variance-based sensitivity analysis (SA) [38] (which consists of measuring how the variability of an input variable is propagated through the function model affecting the variance of the response variable) or the widely used parametric technique LASSO, a linear regression based method [39]. Although some of the mentioned techniques have been adapted to cope with multioutput variable problems ([40–42] for SA and Multi-task Lasso [43] for LASSO), these methods depend on the number of interaction terms included in the analysis, which makes the computations computationally expensive. On the other hand, multi-task lasso [43] only deals with linear correlations among predictors and performs poorly when coping with non-linear interactions. For these reasons, random forests [44,45], a non-parametric machine learning algorithm, has become a popular variable importance technique, thanks to its intrinsic feature selection capability, ability to cope with complex interactions, highly non-linear models, low-high dimension problems, different scale data set and easy scalability to multioutput scenarios [46–50].

To our knowledge, only the works described in [10,17] have analyzed the impact of explanatory variables when coping with multivariate response scenarios. In both cases, the multivariate response was the price of electricity at different hours. Consequently, no other papers are directly comparable to our work, where the aim is to analyze the influence of calendar effects, previous prices and energy production variables on the demand and price of electricity simultaneously. Our result would allow:
Identify the relevant variables that affect the simultaneous prediction of the price and demand of any predictive model improving its accuracy (Feature selection pre-process).

Analyze and measure (in terms of percentage of impact) the total effect of the predictors in a highly non-linear and multi-output scenario. The analysis provides useful information to the market participants that would allow them improve their market strategies.

Multivariate analysis increases the speed of computation (processing time) and data storage efficiency.

The paper is structured as follows: Section 2 introduces the recent tree-based approaches related to the variable importance analysis (VIA) when coping with multi-output scenarios. Section 3.1 presents a sensitivity analysis of the hyper-parameters involved in the VIA. Section 3.2 describes the proposed methodology for VIA. In Section 4 we test our VIA methodology using numerical simulated examples and compare it to recently proposed solutions, IPM and SMuRFS. Section 5 is dedicated to estimating the most relevant predictors for price and demand jointly of the Spanish electricity market. We conclude our analysis in Section 6.

2. Tree-Based Methods for Multi-Output VIA

Among the recursive partitioning algorithms, the Conditional inference tree (CIT) algorithm has overcome the overfitting and bias towards predictors with many values when splitting [50]. The CIT algorithm measures at each node the association between input variables and response(s) using the permutation test theory [51], which allows for an unbiased selection of input variables for splitting.

According to our research, few tree-based methods have been proposed for variable importance analysis to deal with multi-output problems, mainly the Intervention prediction measure (IPM) [52] and the Sequential multi-response feature selection (SMuRFS algorithm) [53]. These techniques apply the frequency of appearance method [54] (i.e., relies on counting the number of times an input variable has been randomly selected at each inner node for splitting in the tree construction process) and hence do not take into account the possible connections among the responses in the analysis. The SMuRFS algorithm uses the CIT method to test for importance, filtering out insignificant features and giving a final list of survived input variables without ranking them. On the other hand, the IPM algorithm, also based on the CIT algorithm, derives the importance of variables from the structure of the tree, selecting variables as influential when they intervene in the prediction. (Comparison: tree-based variable importance techniques (VIT) for multi-output scenarios is found in Table 1.)

| VIT      | Type                                      | Advantages                                      | Disadvantages                      |
|----------|-------------------------------------------|------------------------------------------------|------------------------------------|
| EPD      | Based on permutation framework            | Good performance non-linear scenarios.          | Only allows for continuous output variables. |
| IPM      | Based on frequency of appearance framework | Allows for different scales of output variables  | Underperforms in non-linear scenarios. Highly sensitive to mtry hyperparameter selection. |
| SMuRFS   | Based on frequency of appearance framework | Allows for different scales of output variables  | Only provides list of survived covariates, not ranking values. |

We propose a new alternative for VIA, the Euclidean probabilistic distance (EPD) based on the Conditional inference tree algorithm (CIT), the permutation importance framework [45] (i.e., if an input variable \( X_i \) has no influence in the output, then permuting its values will have no impact on the joint distribution \( P(Y, \hat{X}) \), which will lead to the same (when passing the out of bag observations through the tree) performance before and after permuting such a predictor) and a probabilistic measure. Our solution counts on a pre-process step to analyze the possible interrelations among the responses. A hyper-parameter sensitivity analysis is performed in order to provide some insight into what hyper-parameters (HPs) have more impact into the performance of the variable importance technique.
In order to assess our proposed technique for VIA, EPD, we use a parametric model based on sensitivity analysis as a standard reference to compare the non-parametric models EPD, SMuRFS and IPM. This standard reference model (referenced in this paper as PIT-SA) computes the sensitivity indices of the predictors (i.e., importance of each predictor) based on the Probability integral transformation [55]. PIT-SA considers, when computing the importance of input variables, the correlations among the responses and how those connections affect the ranking (Given \( \mathcal{Y} = (Y_1, ..., Y_m) \) characterized by its CDF \( V = F_Y(Y_1, ..., Y_m) \) the PIT of \( \mathcal{Y} \) is defined as \( K_V(v) = P(V < F_Y(Y_1, ..., Y_m)) \)). The sensitivity index corresponding to \( X_i \) is: \( S_i = \frac{1}{2}E_X(S(X_i)) \), where, \( E_X_i(S(X_i)) = \int_x f_X(x_i)\left[ \int_0^1 |K_V(v) - K_{V|\gamma_i}(v)| \right] dx_i \). The larger \( S_i \) the more important \( X_i \) is for the multivariate output.

3. Proposal for Variable Importance Analysis

While dealing with multi-output problems, there are two ways to perform the variable importance analysis (VIA):

- Perform separate univariate VIA for each response, which ignores the correlations among responses. This alternative would work if the responses are highly correlated, however, the results would still be difficult to interpret.
- Perform a multivariate analysis either disregarding the connections among the responses (described methods: IPM and SMuRFS) or considering the possible connections (our proposed approach EPD).

3.1. Hyperparameter Sensitivity Analysis for Variable Importance Techniques

The accuracy of many variable importance techniques relies on how the hyperparameters (HPs) that govern the machine learning have been set. Therefore, as a first step, we propose a method to assess the relative importance of the HPs that control the precision of the used variable importance technique. In particular, we apply a method to study the importance of five HPs used to tune the CIT algorithm and also provide optimal values of these HPs. The optimal HPs values are later used to run the VIA to assess the relative importance of the predictors. The proposed method provides some insight into what HPs have relatively more impact on the performance of the VIA, which allows us to focus when tuning the algorithm on a small number of HPs when analyzing the problem.

The five HPs \( \mathcal{γ} = [γ_1, γ_2, γ_3, γ_4, γ_5] \) used to calibrate the CIT algorithm are: ntree (number of trees in the forest), mtry (number of input variables randomly selected to consider for splitting at each inner node), maxdepth (maximum depth of the tree), minsplit (minimum number of observations at each inner node in order to be considered for splitting), minbucket (minimum number of observations in a terminal node). Each HP can be configured using one of \( K_i \) different values, which allows \( D_γ = K_1 \times K_2 \times K_3 \times K_4 \times K_5 \) combinations.

The analysis described in this Section 3.1 has been run for the univariate output scenario and \( p \) input variables. Although our main contribution in this paper is the Euclidean probabilistic distance algorithm for VIA in multi-output scenarios, the hyper-parameter sensitivity analysis for variable importance techniques, Section 3.1, provides information about how to tune the variable importance techniques used to perform the VIA. The procedure to study the relative importance of the HPs that control the performance of the described variable importance technique is:

1. Build the hyperparameter matrix \( H P_{\text{matrix}} (\mathcal{γ}) \) (size \( D_γ \times |\mathcal{γ}| \)). Each row represents a different combination of HPs and each column a specific hyperparameter \( γ_i \).
2. Given a mathematical model \( y = f(\mathcal{X}) \), \( \mathcal{X} = [x_1, ..., x_p] \), compute the total Sobol sensitivity indices of the input variables \( \text{VI}_{\text{Sobol}} = [S_{T1}, S_{T2}, ..., S_{Tp}] \) (vector of total contributions, \( S_{T\gamma} \), of the input variables to the variability of the response(s)). \( \text{VI}_{\text{Sobol}} \) is used as the standard reference.
3. For each row of \( H P_{\text{matrix}} (\mathcal{γ}) \) (a different combination of hyper-parameters), compute \( \text{VI}_{\text{CIT}} (\mathcal{γ}) = [\text{VI}(X_1), ..., \text{VI}(X_p)] \) using the CIT algorithm (The trees are built using the data set \( [y; \mathcal{X}] \), where
y = f(\vec{x}). We use varimp() R function from “party” package to compute \( VI_{\text{CIT}} \). The step leads to a matrix (size \( D \times p \)) of variable importance (VI) values.

4. Vectorize the \( VI_{\text{CIT}}(\vec{\gamma}) \) matrix by computing row-wise the Euclidean distance (ED) between each row of \( VI_{\text{CIT}}(\vec{\gamma}) \) and the standard reference \( VI_{\text{Sobol}} \). As result, we have a vector (Equation (1)) that describes the variability of \( VI_{\text{CIT}}(\vec{\gamma}) \) with respect \( VI_{\text{Sobol}} \) in terms of the HPs \( \vec{\gamma} \).

\[
V(\vec{\gamma}) = ED(VI_{\text{Sobol}} - \text{row}(VI_{\text{CIT}}(\vec{\gamma})))
\] (1)

5. Given \([V(\vec{\gamma}); \text{HP}_{\text{matrix}}(\vec{\gamma})]\), find the relationship \( V(\vec{\gamma}) = g_{\text{ANN}}(\text{HP}_{\text{matrix}}(\vec{\gamma})) \) (we use Artificial Neural Networks, ANN, to find the relationship).

6. Given the ANN model, \( V(\vec{\gamma}) = g_{\text{ANN}}(\text{HP}_{\text{matrix}}(\vec{\gamma})) \), compute the main and interaction effects (sobol indices) of each HP involved in the performance of the variable importance technique and extract the optimal HPs values (values \( \vec{\gamma} = [\gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5] \) that correspond to the minimum Euclidean distance between \( VI_{\text{Sobol}} \) and \( \text{row}(VI_{\text{CIT}}) \).

Figure 2 shows the main and total effects of each HP to the variability of the accuracy provided by the variable importance technique based on the CIT algorithm. As seen, the \textit{mtry} hyper-parameter has the highest impact on the precision of the variable importance technique.
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where, \( N \) is the number of observations and \( \bar{e}_m \) a vector of ones of order \((N \times 1)\). We have “\( m \) linearly independent relationships exist among the responses if and only if \( D \cdot D' \) has zero (or significantly small) eigenvalue \( \lambda \) of multiplicity \( m \).” Find \( m \) linearly independent eigenvectors \( V = [V_1 : V_2 : \ldots : V_{\eta,|m|}] \) corresponding to a zero eigenvalue (or small values) (then, \( D' \cdot V = Z \), where \( Z \) is a matrix \( N \times m \) of very small elements). Decompose \( V = [V'_1, V'_2] \), where \( V'_1 \) is a \( m \times m \) matrix and the associated decomposition \( D = [D'_1, D'_2] \) where \( D'_1 = -D'_1 \cdot V_2 \cdot V'_1^{-1} + E \cdot V'_1^{-1} \). Drop the responses that correspond to the columns of \( D'_1 \) that match the rows of the optimal submatrix \( V_1^{-1} \), which is the matrix that corresponds to the smallest value \( ||V_1^{-1}|| \) (Euclidean distance).

3. (Pre-process step) Standardize the variables.

4. Extract the out of bag (OOB) observations \([\bar{Y}_{\text{OOB}}; \bar{X}_{\text{OOB}}]\) from data set (save the observation matrix, abbreviated as \( Y_{\text{OOB}} \)).

5. Built each tree using the CIT algorithm with the in of bag (IOB) observations \([\bar{Y}_{\text{IOB}}; \bar{X}_{\text{IOB}}]\).

6. Before permuting (BP) \( X_i \) (input variable under analysis, i.e., a specific column in \( \bar{X}_{\text{OOB}} \)), we propagate the OOB observations \( \bar{X}_{\text{OOB}} \) through each tree, resulting in the prediction matrix, \( Y_{\text{PRED} \text{bp}} = CIT(\bar{X}_{\text{OOB}}) \) (prediction of each OOB observation of each response).

7. Compute the Euclidean distance row-wise between the observation matrix \( Y_{\text{OOB}} \) (Step 4) and the prediction matrix \( Y_{\text{PRED} \text{bp}} \) (Step 6). The result is a vector of Euclidean distances \( d_{\text{bp}} \) (vectorization) of size the number of OOB observations.

8. Permute (AP) \( X_i \) in \( \bar{X}_{\text{OOB}} \) and use this permuted OOB observations \( \bar{X}_{\text{OOB}_{X_i}} \) to compute the new prediction matrix \( Y_{\text{PRED} \text{ap}} = CIT(\bar{X}_{\text{OOB}_{X_i}}) \).

9. Compute the Euclidean distance row-wise (vector \( d_{\text{ap}} \)) between the observation matrix \( Y_{\text{OOB}} \) (Step 4) and the new prediction matrix \( Y_{\text{PRED} \text{ap}} \) (step 8). If the predictor \( X_i \) is not relevant, then \( \mu_{\text{ap}} \approx \mu_{\text{bp}} \) and \( \sigma_{\text{ap}} \approx \sigma_{\text{bp}} \) (Note \( \mu_{\text{ap}} = \text{mean}(d_{\text{ap}}) \) and \( \sigma_{\text{ap}} = \text{std}(d_{\text{ap}}) \)). Find the type of distributions (Kolmogorov Smirnov Test) followed by \( d_{\text{ap}} \) and \( d_{\text{bp}} \) to know what type of probability distance we should compute.

10. Compute the probability distance (PD) (Jensen–Shannon distance (JSD) or \( \chi^2 \)-distance) between the Euclidean probability distributions, \( d_{\text{ap}} \) and \( d_{\text{bp}} \) (a large value of JSD or \( \chi^2 \)-distance shows that the empirical distributions belong to different sources, hence permuting the predictor under analysis \( X_i \) has led to a significant deviation on the joint distribution, reflecting the importance of that predictor). Record the result of this computation.

   if \( d_{\text{bp}} \) and \( d_{\text{ap}} \) are normally distributed then
   Compute Jensen–Shannon distance \( JSD(d_{\text{ap}}, d_{\text{bp}}) \) (Equation (3))
   Given two probability distributions \( P_1 \) and \( P_2 \) and \( M = \frac{1}{2}(P_1 + P_2) \), mathematically JSD is defined as:
   \[
   JSD(P_1, P_2) = \sqrt{(H(M) - \frac{1}{2}H(P_1) - \frac{1}{2}H(P_2))},
   \]  
   (3)
   where \( H() \) is the Shannon Entropy.
   else
   Given two probability distributions, \( d_{\text{bp}} \) and \( d_{\text{ap}} \), characterized by their histograms, \( P_1 \) and \( P_2 \), the \( \chi^2 \)-distance (Equation (4)) between them is defined as:
   \[
   \chi^2(P_1, P_2) = \frac{1}{2} \sum_{i=1}^{d} \frac{(P_{1i} - P_{2i})^2}{(P_{1i} + P_{2i})},
   \]  
   (4)
   where \( d \) is the number of bins in the histograms.
   end if
11. Repeat steps 4 to 10 \textit{ntree} times. Each time, save the result in a vector size \textit{ntree}. This leads to a vector of importance corresponding to \(X_i\) over all trees of the forest (denoted in Algorithm 1 by vector \textit{PD}).

12. Finally, the importance of \(X_i\), \(VIM(X_i)\), is the mean of the vector calculated in the previous (step 11).

13. Repeat steps 5 to 12 for all input variables \(X_i|_{i=1,...,p}\). This leads to a vector of importance (\textit{vecimp} in Algorithm 1) which represents the relative importance of each input variable.

14. Through the Gram–Schmidt (GS) orthogonalization procedure [57] (Equation (5)) applied to the multi-output response (i.e., we transform \(T_{GS} : R^M \rightarrow R^M\) the multivariate output \(Y = [Y_1, Y_2, ..., Y_M] \in R^M\) into a new orthogonal and independent set of output variables \(Y^\perp = [Y_1^\perp, Y_2^\perp, ..., Y_M^\perp] \in R^M\) we can repeat the VIA and work with orthogonal and independent responses. This would allow us to measure to what extent permuting \(X_i\) contributes to the variability of the responses independently, leading to \(VIM(X_i)|_{GS}\). The GS procedure:

\[
\begin{align*}
Y_1^\perp & = Y_1 \\
Y_i^\perp & = Y_i - E[Y_i|Y_1^\perp, ..., Y_{i-1}^\perp] \forall i = 2, ..., M
\end{align*}
\] (5)

Algorithm 1 Variable importance analysis (VIA) Euclidean probabilistic distance (EPD) algorithm.

1: Dataframe (Dataset)
2: Find dependencies, Standardize, Orthogonalization
3: \textit{vecimp} = 0 (Vector holding the relative importance \(VIM(X_i)\) of all predictors)
4: \textit{dBP} \textit{t} (Distribution Euclidean distances tree \textit{t} before permuting)
5: \textit{dAP} \textit{t} (Distribution Euclidean distances tree \textit{t} after permuting)
6: \textit{ntrees} (Total number of trees in the forest)
7: \textit{vecimp} = c()
8: for \textit{nvar} in \textit{col}(1st inputvar) : \textit{ncol}(Dataframe) do
9: \textit{PD} = c()
10: for tree in 1 : \textit{ntrees} do
11: Compute the predictions using OOB and CIT predictor model BP
12: Calculate \textit{dBP} \textit{t} = \textit{ED(OBSBP, PREDBP)}
13: Permute the \(X_i\) on the OOB dataset
14: Compute the predictions using permuted OOB dataset
15: Calculate \textit{dAP} \textit{t} = \textit{ED(OBSAP, PREDAP)}
16: Compute \textit{PD} \textit{t}(\textit{dAP}, \textit{dBP})
17: Store \textit{PD} = c(\textit{PD}, \textit{PD} \textit{t})
18: end for
19: \(VIM(X_i) = \text{mean}(\textit{PD})\)
20: \textit{vecimp} = c(\textit{vecimp}, \(VIM(X_i)\))
21: end for
22: Return \textit{vecimp}
4. Numerical Simulations

The tree-based algorithms EPD, IPM and SMuRFS are compared using linear and non-linear models (the “IPMRF” R Package for IPM and the R function SMuRFS() for SMuRFS are used). In order to assess and compare the non-parametric techniques, we use, as a standard reference (only when continuous variables are involved, Section 4.2), a parametric method [55] based on the computation of Probability integral transformation (PIT-SA) of the multivariate response Y. PIT-SA takes into account the correlations among the responses and how the connections affect the ranking of the input variables. SMuRFS algorithm only provides a list of significant covariates, not ranking values (All the simulations have been run using the R Software).

4.1. Simulated Example: Linear Model

The studied model is: (2 output and 7 input variables) [52].

| Variables | X1 | X2 | X3 | X4 | X5 | X6 | X7 |
|-----------|----|----|----|----|----|----|----|
| Distributions | B(1,0.6) | N(3,1) | U(4,6) | N(5,1) | X2 + N(0,0.15) | P(X2) | P(X1) |

This simulated example consists of a continuous bivariate output and a combination of continuous (normal X2, X4, X5 and X6 and uniform X3) and categorical input variables (binomial X1 and X7), Table 2. Variables X6 and X7 are permutations of the variables X2 and X1 respectively. According to the definition of the output variables Y1 and Y2, Table 3, only X1 and X2 are directly involved in the prediction. X5 is defined to be highly correlated to X2 (X5 is X2 plus noise). The rest of the input variables are added to the model as noise.

| Variables | Y1|X1 = 0 | Y1|X1 = 1 | Y2|X1 = 0 | Y2|X1 = 1 |
|-----------|----|-------|----|-------|----|-------|----|-------|
| Model | 2 + 2 · X2 · N(0,0.1) | 3 + 4 · X2 · N(0,0.2) | 2 + 3 · X2 · N(0,0.15) | 3 + 5 · X2 · N(0,0.2) |
The simulations have been run for three different \( mtry \) values, \( mtry \subset (1, 4, 7) \), \( ntree = 100 \) and \( N = 120 \) observations.

The following Figures 4–6 show the relative importance of each input variable to the bivariate output for each VIA technique in terms of the hyper-parameter \( mtry \) (as described in Section 3.1 variable importance techniques accuracy (VIT) is highly sensitive to the hyper-parameter \( mtry \)).

For \( mtry = 1 \) (Figure 4), EPD distinguishes clearly between important (\( X_1, X_2 \) and \( X_5 \)) and non-important variables (\( X_3, X_4, X_6 \) and \( X_7 \)). \( X_5 \) also appears as significant in the ranking due to its correlation with \( X_2 \). Using the same settings (\( mtry = 1 \)), IPM computes quite similar importance to all its input variables (IPM is quite flat while EPD shows a clear pattern). As we calibrate the value of \( mtry \) from 1 to 4 and then 7, both algorithms, EPD and IPM, start providing values closer to the expected rankings, where only \( X_1 \) and \( X_2 \) are significant. Particularly, for \( mtry = 7 \) (Figure 6),
the algorithms rank $X_2$ as the most important variable, followed by $X_1$, having the remaining input variables a residual importance due to the randomness of the algorithms. Regardless of $mtry$, the list of survived input variables provided by SMuRFS is $X_1$, $X_2$ and $X_5$. Comparing EPD and IPM, EPD ranks the predictors independently of the values of $mtry$, showing less sensitivity to the selection of $mtry$.

### 4.2. Simulated Example: Non-Linear Model

The studied model (Equation (6) and Table 4) is: (three output and eight input variables, $X_i$ are independent) [55].

$$
\begin{align*}
Y_1 &= 0.03 - \frac{1.905X_1X_2^2}{X_3X_7} - 0.565X_1X_2^2X_4X_8 \\
Y_2 &= X_5X_3 - 1.185X_1X_2 \\
Y_3 &= X_6X_4 - 0.75X_1X_2
\end{align*}
$$

(6)

#### Table 4. Variables for the non-linear model.

| Variable | $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ | $X_6$ | $X_7$ | $X_8$ |
|----------|-------|-------|-------|-------|-------|-------|-------|-------|
| Distribution | Normal | Normal | Normal | Normal | Normal | Normal | Normal | Normal |
| Mean | 20,000 | 12 | 0.04 | $9.82 \times 10^{-4}$ | $1.34 \times 10^7$ | $3.35 \times 10^8$ | $2 \times 10^{10}$ | $1 \times 10^{11}$ |
| Std | 1400 | 0.12 | 0.0048 | $5.892 \times 10^{-5}$ | $2.412 \times 10^6$ | $4.02 \times 10^7$ | $0.12 \times 10^{10}$ | $0.06 \times 10^{11}$ |

The simulations for the non-linear model have been run for $mtry \subset (1, 4, 8)$, $ntree = 100$ and $N = 10,000$ observations. $X_2$ and $X_7$ are set up to be non-influential input variables, while $X_6$ and $X_5$ the most influential.

The following Figures 7–9 show the relative importance of each input variable for each VIA technique in terms of the hyper-parameter $mtry$.
For \( mtry = 1 \) (Figure 7), the ranking pattern provided by EPD is equal to the reference PIT-SA for all input variables. IPM, with \( mtry = 1 \) (Figure 7), computes quite similar ranking values among all, showing almost no pattern (Figure 7). EPD and PIT-SA differences in ranking values start decreasing as we calibrate EPD algorithm by changing \( mtry \), for instance, when \( mtry = 8 \) (Figure 9), the difference in ranking is slight.

When comparing IPM ranking values to those of EPD and PIT-SA, differences in ranking are clear. For \( mtry = 4 \), Figure 8, IPM considers \( X_3, X_5 \) and \( X_6 \) having no effect on the trivariate output, ranking \( X_6 \) as the least important when in contrast, EPD and PIT-SA have ranked it in the first position. The list of survived input variables (significant covariates) provided by SMuRFS is \( X_1, X_3, X_4, X_5, X_6 \) and \( X_8 \), which coincides with EPD and PIT-SA. These results lead us to understand that IPM underperforms when dealing with non-linear models.

5. Real Case: VIA Spanish Electricity Market

In any developed society, energy is a primary resource. Energy supply can be considered essential, ensuring wellness, stability and development.

Nowadays, in a global and interconnected society, energy supply can be considered a market where countries and public and private companies are capable of selling and buying energy according to their needs. The energy market involves five key elements: generation of electricity, transport, transmission, distribution and selling it to the consumer.

For energy generation, forecasting has become indispensable and to improve the accuracy of the forecast a previous variable importance analysis is crucial. The emergence of renewable energies (especially due to the policy applied in Spain since 2007) and their trend to become the main source of energy is an additional source of difficulty for the traditional energy producers to adjust their production. Traditional energy production includes thermal power plants and combined cycle, which are much more pollutant than renewable energies, such as wind farms or solar energy. In the Spanish electricity market, renewable energies are part of a special regime (REE: ‘Spanish transmission system operator’) and generally, facilities that produce renewable energy have a maximum installed capacity of 50 MW.

Pollutant ways of energy production are currently used for demand not covered by renewable sources. Due to the variability of renewable resources, a reliable energy production system should lean on thermal power plants and combined cycle, which can adjust their productions almost instantly when necessary.

Since energy cannot be stored in large quantities, energy producers have to schedule their production according to the variability of the rest of producers. This scheduling is a primary activity in order to ensure that production covers demand, allowing them to optimize their resources and become more competitive, and it is the main reason for the importance of forecasting the demand of electricity.
The Spanish energy market is specially complex since it adjusts energy prices using a ‘pool market': prices are fixed at the figure at which the last producer used to cover demand offers energy. This means that, although some producers can offer their energy at price 0 Euros/MWh, they still get paid for this energy as long as price for the last energy used is not zero Euros/MWh, (OMIE: Spanish electricity price market operator). For this reason, renewable energy producers offer their energy at 0 Euros/MWh, and the rest of producers fix their prices according to demand. This explains that renewable energies are always chosen to cover demand. Therefore, price forecasting is also a main issue for energy producers and by thus for the energy market.

Considering the price and demand of Spanish electricity market as the response of our real model and using the new proposed method, EPD, we aim to measure the effect on the bivariate output of 15 input variables. We also compare the results provided by EPD to the IPM and SMuRFS techniques. The analysis will allow us to identify the non-important predictors that could undermine the accuracy of the forecasting model.

The predictor variables used to perform the analysis of variable importance are of two different types, nominal (type of day (ToD), day of the week (DoW), hour of the day (HoD), and month (M)) and continuous (lagged price one hour (P1h), lagged price two hours (P2h), lagged price 24 h (P24h), hydraulic energy production (H), nuclear energy production (N), coal energy production (C), fuel–gas energy production (FG), combined cycle energy production (CC), wind energy production (W), solar energy production (S), or other renewable energy production (OR)). The response variables are both continuous, demand and price of electricity. The data set used for this study includes hourly data from 01-05-2016 at 17:00 to 30-04-2018 at 23:00, extracted from Red Eléctrica de España (https://www.esios.ree.es/es) [58].

Table 5 summarizes the input (I) and output (O) variables included in the variable importance analysis and their corresponding ranges.

| Variable                        | Symbol | Type          | Value                     |
|---------------------------------|--------|---------------|---------------------------|
| Demand                          | D-W (O)| Continuous    | 17,085–39,965 MWh        |
| Price                           | Z-P (O)| Continuous    | 0–115 Euro/MWh           |
| Type of day                     | TD (I) | Nominal      | 1 = W day, 2 = Weekend, 3 = Publ. Ho |
| Day of the week                 | DW (I) | Nominal      | 1–7 (days)               |
| Hour of day                     | HD (I) | Ordinal      | 1–24 (hours)             |
| Month                           | M (I)  | Nominal      | 1–12 (Month)             |
| Lagged price one hour           | P1h (I)| Continuous    | 0–115 Euro/MWh           |
| Lagged price two hours          | P2h (I)| Continuous    | 0–115 Euro/MWh           |
| Lagged price 24 h               | P24h (I)| Continuous   | 0–115 Euro/MWh           |
| Hydraulic energy prod.          | H (I)  | Continuous    | 420–12,050 MWh           |
| Nuclear energy prod.            | N (I)  | Continuous    | 3500–7125 MWh            |
| Solar Energy prod.              | S (I)  | Continuous    | 1–5980 MWh               |
| Coal energy prod.               | C (I)  | Continuous    | 390–9660 MWh             |
| Fuel-Gas energy prod.           | FG (I) | Continuous    | 0–495 MWh                |
| Combined cycle energy prod.     | CC (I) | Continuous    | 330–12,320 MWh           |
| Wind energy prod.               | W (I)  | Continuous    | 1500–15,000 MWh          |
| Other renewable energy prod.    | OR (I) | Continuous    | 3880–26,415 MWh          |

5.1. Scenario 1: VIA Continuous Variables

In this first scenario, we analyze the effect of energy production (coal, combined cycle, wind, fuel–gas, hydraulic, nuclear, solar and other renewable) on the joint output variables, demand (W-D) and price (Z-P) of electricity. The correlation matrix (Figure 10) includes energy generation as well as lagged prices variables and the price and demand of electricity. The correlation between the Demand and Price is 0.56. The demand of electricity seems more correlated with all lagged prices and combined cycle, coal, solar and hydraulic energies (from higher to lower level of correlation). The combined cycle,
coal and hydraulic correlation with the demand can be explained by the fact that these types of energy production can be more adjustable depending on the level of demand. On the other hand, the price is highly correlated with coal and combined cycle (energies expensive to produce) and less with Other Renewable, this last type of energy being the only renewable energy significantly correlated with price.

Figure 10. Correlation matrix values among all continuous input variables (diagonal: demand, price, price lagged 1 h, price lagged 2 h, price lagged 24 h, coal, combined cycle, wind, fuel–gas, hydro, nuclear, solar, other renewable). (Public source: Red Eléctrica de Espana Sistema de Información del operador del sistema, www.esios.ree.es).
The simulation characteristics used in the CIT algorithm to test EPD and IPM methods were: $mtry = 4$ and $ntree = 100$.

The following Figure 11 shows the relative importance of each input variable to the bivariate response using the VIA techniques (the ranks for EPD and IPM are expressed in %), EPD, IPM and SMuRFS (SMuRFS only provides a list of survived covariates. In this scenario only FG is excluded (Non important covariate)).

Both variable importance techniques, EPD and IPM, show the same pattern. For EPD, pollutant energies (Coal, Combined cycle and Hydraulic) rank in the first three positions, having a 63.63% impact on Demand and Price jointly, while clean energies (Solar, Wind and Other renewable) contribute with 31.26%. It is reasonable to have the Coal, Combined cycle and Hydraulic energies as the most important variables for demand and price, primarily for two reasons: First, in order to cover the demand that renewable energies (less reliable) cannot cover, pollutant energies are used, as their production are more adjustable. However, these energies are also more expensive to produce. The contribution of nuclear energy can be considered as residual (5.08%). With the exception of N and FG energies, all the predictors appear to have an influence on the joint response and hence should be included in the forecasting process.

5.2. Scenario 2: VIA Nominal Variables

This scenario was set to study how different calendar variables (hours of the day, day of the week, type of day and month) impact the demand and price of electricity. Consistent with normal human and industrial/commercial behavior, there is a clear pattern seen by price and demand with respect to the hours of the days (Figures 12 and 13), where at early hours along with non-working days (type of days, F: weekend and N: holiday) both the demand and price are low. Also as expected, on weekends the demand and price are lower than in business days, being higher in winter season (December, January and February) compared to spring.
The simulation characteristics used in the CIT algorithm to test EPD and IPM methods are: $\text{mtry} = 2$ and $\text{ntree} = 100$.

The following Figure 14 shows the relative importance of each input variable for the joint response demand and price using the VIA techniques, EPD and IPM.

The ranking provided by EPD and IPM are: HoD $>$ M $>$ DoW $>$ ToD. Due to the high variability of demand of energy during the different hours of the day (high activity at working hours means more demand) and seasons of the year (more demand in winter than spring), the HoD (40.48%) and the M of the year (32.55%) seem to be considerably the most influential variables for the demand and the price. The DoW and ToD have similar contributions (13.48%), which are low as their importance is already included (redundant information) in the other two variables (HoD and M).
Figure 13. Boxplot Demand vs. HoD, DoW, ToD and M. Public source: www.esios.ree.es.

Figure 14. Relative importance in % to the joint response (demand and price of electricity) of calendar variables (HoD, DoW, ToD and M) using the VIT, EPD and IPM.

5.3. Scenario 3: VIA Energy Production and Nominal Variables

Scenario 3 is a combination of scenarios 1 and 2, where energy production variables are put together with calendar variables (two output and 11 input variables).

The simulation characteristics used in the CIT algorithm to test EPD and IPM methods are: mtry = 4 and ntree = 100.
The following Figure 15 shows the relative importance of each input variable for each VIA technique, EPD and IPM.

![Input variables ranking EPD vs IPM](image.png)

**Figure 15.** Relative importance in % to the joint response (demand and price of electricity) of fundamental and continuous variables using the VIT EPD and IPM.

Hour of the day (20.17% ranked first by EPD and 15.95% ranked second by IPM) and month (19.45% ranked second by EPD and 17.57% ranked first by IPM) are ranked as the most influential variables by both techniques, followed by coal (ranked third), combined cycle (ranked fourth) and wind (ranked fifth) energies. Solar (tenth) and renewable energies (ninth) are again placed as the least important predictors with the exception of Nuclear energy having, as in all simulations, a marginal contribution.

5.4. Scenario 4: VIA Full Data Set

This last scenario considers all variables in the simulation (two output and 15 input variables, Table 5), where we have incorporated the lagged prices variables (1 h, 2 h and 24 h) as predictors.

We have also computed the importance of each input variable to each of the response variables independently (The analysis has been carried out using the varimp() method (R package ’party’)). Figure 16 shows the impact of the predictors on the demand and price when running a univariate response variable importance analysis. We see that for the price of electricity, the predictors selected (Figure 16) as important are the prices lagged one (P1h) and two hours (P2h) as well as coal (C) and combined cycle (CC) energy power, these energies being the most expensive to produce. For the demand (Figure 16), due to the normal behavior of human activity, the HoD and the rest of calendar variables have been selected as the most important predictors. To cover this demand, renewable energies are first used. For that reason, solar (S) and wind (W) power appeared also as significant, with the combined cycle (CC) and hydraulic (H) power energies selected as important in order to ensure the coverage of demand.

For the multivariate response (Demand and Price) analysis, the simulation characteristics used in the CIT algorithm to test EPD and IPM methods are: mtry = 4 and ntree = 100.

The following Figure 17 shows the relative importance of each input variable for each VIA technique, EPD, IPM and SMuRFS (SMuRFS considers as important all covariates except FG).

In general, for the multi-output VIA, the ranking patterns shown by both VIA techniques are quite analogous. Both methods, EPD and IPM, ranked the lagged price 1 h variable (P1h) in the first position, with an impact on the bivariate output of 29.38% using EPD and 21.91% for IPM, followed by the Hour of the day (HoD) variable with 18.05% and 13.93% respectively. They also consider nuclear energy (N) as the least important variable for price and demand, with a marginal contribution of 0.51%
computed with EPD and 1.35% computed with IPM (fuel and gas has no impact 0.0% on the joint response).

**Figure 16.** Univariate response variable importance analysis: relative importance in % of the predictors to each independent response, demand and price of electricity.

For EPD the four most important predictors for price and demand are: lagged price 1 h (21.91%), hour of the day (18.05%), lagged price 2 h (10.12%) and month (9.58%). While the least influential input variables are nuclear energy (0.51%), followed by other renewable (1.17%), wind (2.74%) and the hydraulic energies (3.53%). A possible interpretation of these ranks could be as follows: calendar variables impact (HoD and M are in the second and fourth position respectively) are undoubtedly related to the high variability of demand of electricity (see Figure 13). For instance, different HoD (high consumption from 10:00 to 21:00 and less during the night, with repeated pattern of electricity prices Figure 12, boxplot price vs. HoD) and periods of the year (months of April, May, September and October with low demand and high in the rest) require different demand. In order to attend the high demand, renewable energies (such as solar 3.83%, eighth position) are produced, however, due to their dependence on meteorological conditions, their reliability to cover the demand is low (less controllable) and hence, more pollutant and adjustable energies such as combined cycle (CC) power (5.05%, fifth position) are produced. One of the downsides of using CC energy is the high cost of production (level of correlation between Combined cycle energy production and price of electricity is 0.68, see Figure 10). Considering this and because of the Spanish electricity market price rules (the
final price is fixed at the figure at which the last producer used to cover the demand), if the demand has been covered by expensive energies, the price of electricity will also be high. This explains the high importance shown by lagged price 1 h (21.91%, first position) and 2 h (10.12%, third position) for the bivariate response.

It is also worth noting that although new environmental policies have been signed to increase the production of renewable energies, such as wind, solar and OR, these energies are still ranked in the lowest positions (12th and 13th, except solar energy which is ranked 8th).

As previously mentioned, in general, there is no direct competitor to our solution. However, Febrero et al. [32] proposed a new variable selection framework for the univariate response scenario. In their study, they selected significant predictors for the price and demand of electricity individually for the Iberian market. For the demand, their analysis showed the day-of-week indicator, price lagged 1 h \(P_{t-1}\) and combined cycle energy as the most significant factors, with renewable energies having a marginal contribution. The prediction of price had as main contributors the lagged price \(P_{t-1}\), along with combined cycle and wind energies, which coincides with our solution (with the exception of wind energy generation). Again, Gonzalez et al. [31], applied a random forest variable selection method for the univariate response case. When the output variable was the price \(P_{t+1}\), the hour of the day appeared as the most important variable, followed by combined cycle, hydraulic, coal energies and the demand of energy. Here again, renewable energies such as wind seem to be irrelevant for price prediction. The Reference explanatory model for price estimation (REMPE) model was used in [23] to explain the impact of input variables (previous prices, weather forecasts, power generations, power demand, chronological variables, hour and weekday variables) on the hourly price of electricity in the Iberian market. The analysis in [23], concludes that price variables \((P_{t-1} \text{ and } P_{t-6})\), wind, cogeneration and thermal power energy generation were significant, while hour of the day and weekdays had less impact on the hourly price forecasting. In general, our solution, EPD, has some similarities with the univariate response analysis, capturing as important variables the lagged price \((P_{t-1})\), calendar effects (weekday and hour of the day) and energy production (especially the combined cycle power), with renewable energies (i.e., wind power) having non-significant contributions.

Comparing our results (multivariate response variable importance analysis, Figure 17), to those achieved in the univariate response case, papers [23,31,32], we can see that by using the new proposed algorithm EPD we can extract relevant information about variable importance, while also considering the possible interrelationships among the response variables in the analysis. This allows for a more effective analysis as there is no need to perform separate univariate studies, creating a more efficient analysis.

6. Conclusions

Identifying and analyzing the underlying factors that drive the forecasts of demand and price of electricity could reduce the uncertainty in their predictions. While the prediction of demand is comparatively more accurate than that of the price, its dependency on the capacity of renewable energy production (in order to cover the demand) and the cost of production (affecting the final price), makes it crucial to incorporate both variables, demand and price, in the analysis. Consequently, a previous variable importance analysis for the multi-output case is essential. This paper presents a new variable importance measure for multivariate output analysis, the EPD. This new method considers the possible relationships among the outputs and provides the total impact (in percentage) of each predictor on the joint response. Comparisons between EPD and other proposals, IMP and SMuRFs, show that EPD is able to measure the effect of the predictors (lagged prices, calendar effects and energy productions) on the multivariate response (price and demand of electricity of the Spanish market) more accurately (Table 1). The analysis provided by EPD (Section 5.4) showed the importance of previous lagged prices, \(P_{t-1}\) and \(P_{t-2}\) and calendar effects (HoD and M) on the price and demand, which could be considered to further improve the predictive accuracy of the forecasting model. The study also measured the relatively low impact of renewable energies (solar, wind and other renewable energies) compared
to more pollutant ones (combined cycle and coal) despite the new Spanish environmental energy regulations. Energy participants could benefit from this methodology as a result of the previously mentioned more accurate pre-process feature selection which removes non-explanatory variables and therefore, improves the efficiency of any forecasting model. Energy traders through the new proposed methodology could improve their bidding strategies based on more accurate scenarios, which could potentially maximize their benefits by enhancing their energy production (energy suppliers) or protecting their investment strategies against high prices (buyers). On the other hand, large consumers may improve their knowledge in the market by identifying the factors that impact the price and demand fluctuations jointly, by accounting for their intrinsic relationships and hence obtaining a higher revenue. Our solution also summarizes the individual variable importance analysis which makes the computations time and data storage more efficient.
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Abbreviations

The following abbreviations are used in this manuscript:

VIA Variable importance analysis
VIT Variable importance technique
EPD Euclidean probabilistic distance
IFM Intervention prediction measure
PIT-SA Probability integral transformation-sensitivity analysis
SMuRFS Sequential multi-response feature selection
CIT Conditional inference tree
HP’s Hyper-parameters
P1h Price lagged 1 h
P2h Price lagged 2 h
P24h Price lagged 24 h
C Coal energy production
CC Combined cycle energy production
W Wind energy production
FG Fuel–gas energy production
H Hydraulic energy production
N Nuclear energy production
S Solar energy production
OR Other renewable energy production
HoD Hour of the day
DoW Day of the week
ToD Type of day
M Month
ANN Artificial Neural Networks
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