Abstract

One unexpected technique that emerged in recent years consists in training a Deep Network (DN) with a Self-Supervised Learning (SSL) method, and using this network on downstream tasks but with its last few layers entirely removed. This usually skimmed-over trick is actually critical for SSL methods to display competitive performances. For example, on ImageNet classification, more than 30 points of percentage can be gained that way. This is a little vexing, as one would hope that the network layer at which invariance is explicitly enforced by the SSL criterion during training (the last layer) should be the one to use for best generalization performance downstream. But it seems not to be, and this study sheds some light on why. This trick, which we name Guillotine Regularization (GR), is in fact a generically applicable form of regularization that has also been used to improve generalization performance in transfer learning scenarios. In this work, through theory and experiments, we formalize GR and identify the underlying reasons behind its success in SSL methods. Our study shows that the use of this trick is essential to SSL performance for two main reasons: (i) improper data-augmentations to define the positive pairs used during training, and/or (ii) suboptimal selection of the hyper-parameters of the SSL loss.
Figure 1: a) An illustration of Guillotine Regularization. During training, we add a small neural network named the Head on top of another deep network refereed as the Trunk. This Head can be viewed as a buffer between the training loss and the Trunk that can absorb any bias related to a ill optimisation. When using such network on downstream tasks, we throw away the Head. b) We measure with linear probes the accuracy at different layers on a resnet50 (as Trunk) on which we added a small 3 layers MLP (as Head) for various supervised and self-supervised methods. With traditional supervised learning, at a first glance there doesn’t seem to be much gain in using the representation at the higher layer of the Head in comparison with the last layer of the Trunk. However, when looking at self-supervised methods, the gap in performances between the linear probe trained at different levels can be as high as 30 points of percentage.

structured, controlled, invariant representation. By picking instead a representation that was produced an arbitrary number of layers above, SSL practitioners end up relying on a representation that likely contains much more information about the input than should be necessary to robustly solve downstream tasks.

Although the use of this technique emerged independently in SSL, using intermediate layers –instead of the deepest layer where the initial training criterion was applied– of a neural networks has long been known to be useful in transfer learning scenarios (Yosinski et al., 2014). Features in upstream layers often appear more general and transferable to various downstream tasks than the ones at the deepest layers that are too specialized towards the initial training objective. This strongly suggests a related explanation for its success in SSL: does removing the last layers of a trained SSL model improve performances because of a misalignment between the SSL training task (source domain) and downstream task (target domain)?

In this paper, we examine that question thoroughly. We first reframe and formalize the trick of removing layers post-training as a generically applicable regularization strategy that we call Guillotine Regularization (Figure 1a). We then study its impact on generalization in various supervised and self-supervised scenarios.

Our findings demonstrate that when the training and downstream tasks are identical, Guillotine Regularization has nearly no benefit i.e. performances with or without the last few layers are close. Through controlled experiments, we validate that Guillotine Regularization’s benefit grows with the misalignment between the training objective and downstream task. Beyond the standard distribution shifts in input/output, we also surprisingly notice that Guillotine Regularization proves useful when the choice of hyper-parameters are sub-optimal i.e. the benefits of Guillotine Regularization occur in much more general cases than solely from data distribution shifts.

To summarize, this paper’s main contributions are the following:

• To formalize and motivate theoretically the common trick of using a projection head in Self-Supervised-Learning as a general regularization method under the name Guillotine Regularization.

• To provide empirical insights that clarify in which situations this method should be expected to be beneficial.
• To show that the usefulness of Guillotine Regularization in Self-Supervised learning comes not only from the inherent misalignment between the SSL training task – with its data augmentations – and the downstream task, but also because it allows to be more robust to suboptimal choices of hyper-parameters in the objective.

2 Related work

Self-supervised learning  Many recent works on self-supervised learning (Chen et al., 2020a,b; Grill et al., 2020; Lee et al., 2021; Caron et al., 2020; Zbontar et al., 2021; Bardes et al., 2022; Tomasev et al., 2022; Caron et al., 2021; Chen et al., 2021; Li et al., 2022; Zhou et al., 2022a,b) rely on the addition of few non linear layers (MLP) – termed projection head – on top of a well established neural network – termed backbone – during training. This addition is done regardless of the neural network used as backbone, it could be a ResNet50 (He et al., 2016) or a Vision Transformer (Dosovitskiy et al., 2021). Some works already tried to understand why a projection head is needed for self-supervised learning. Appalaraju et al. (2020) argue that the nonlinear projection head acts as filter that can separate the information used for the downstream task from the information useful for the contrastive loss. In order to support this claim, they used deep image prior (Ulyanov et al., 2018) to perform features inversion to visualize the features at the backbone level and also at the projector level. They observe that features at the backbone level seem more suitable visually for a downstream classification task than the ones at the projector level. Another related work (Bordes et al., 2021) similarly tries to map back the representations to the input space, this time by using a conditional diffusion generative model. The authors present visual evidence that confirm that much of the information about a given input is lost at the projector level while most of it is still present at the backbone level. Another line of work tries to train self-supervised models without the use of a projector. Jing et al. (2022) shows that by removing the projector and cutting the representation vector in two parts, such that a SSL criteria is applied on the first part of the vector while no criterion is applied on the second part, improves considerably the performances compared to applying the SSL criteria directly on the entire representation vector. This however works mostly thanks to the residual connection of the resnet. In contrast with these approaches, our work focus on identifying which components of traditional SSL training pipelines can explain why the performances when using the final layers of the network are so much worse than the ones at the backbone level. This identification will be key for designing future SSL setups in which the generalisation performance doesn’t drop drastically when using the embedding that the SSL criterion actually learns.

Transfer learning  The idea of using the intermediate layers of a neural network is very well known in the transfer learning community. Work like Deep Adaptation Network (Long et al., 2015) freeze the first layers of a neural network, fine-tune the last layers while adding a head which is specific for each target domain. The justification behind this strategy is that deep networks learn general features (Caruana, 1994; Bengio, 2012; Bengio et al., 2011), especially the ones at the first layers, that may be reused across different domain (Yosinski et al., 2014). Quab et al. (2014) demonstrate that when limited amount of training data are available for the target tasks, using the frozen features extracted from the intermediate layers of a deep network trained on classification can help solve object and action classification tasks on other datasets. SSL methods can be viewed as devising unsupervised training tasks (source tasks) that will yield representations that transfer well to typically supervised downstream tasks (target task). Modern SSL methods define a training objective that relies on data-augmentation based views of different inputs, without access to their associated targets/classes, it is direct to see that considering a classification task from a SSL trained models falls under the realm of transfer learning. That being said, the question that remains unanswered is to understand which specific aspects of the SSL techniques affect the transferability, and the usefulness of the guillotine trick. Is it to what degree the distribution resulting from data augmentations commonly used to train SSL models differs from the true input distribution of the downstream tasks? Is it a possible overfitting on the SSL training task? Or is it other inherent differences between the SSL training task and the downstream task?

Out of distribution generalization  Kirichenko et al. (2022) demonstrates that retraining only the last layer with a specific reweighting helps to "forget" the spurious correlations that were learned during the training. Such work emphasize that most of the spurious correlation due to the training objective is contained in the last layers of the network. Thus, retraining them is essential to remove such bias and generalize better on downstream tasks. Similarly Rosenfeld et al. (2022) show that
retraining only the last layers is most of the time as good as retraining the entire network over a subset of downstream tasks. Our study also confirms that Guillotine Regularization show important properties with respect to Out Of Distribution generalization.

3 Guillotine Regularization: A regularization scheme to improve generalization of deep networks

In this section we formalize Guillotine Regularization along with a theoretical motivation which helps to highlight scenarios for which this technique is well-suited.

(Re)Introducing Guillotine Regularization From First Principles We distinguish between a source training task with its associated training set, and a target downstream task with its associated dataset. It is the performance on the downstream task that is ultimately of interest. In the simplest of cases both tasks could be the same, with their datasets sampled i.i.d. from the same distribution. But more generally they may differ, as in SSL or transfer learning scenarios. In SSL we typically have an unsupervised training task, that uses a training set with no labels, while the downstream task can be a supervised classification task. Also note that while the bulk of training the model’s parameters happens with the training task, transferring to a different downstream task will require some additional, typically lighter, training, at least of a final layer specific for that task. In our study we will focus on the use of a representation computed by the network trained on the training task and then frozen, which gets fed to a simple linear layer that will be tuned for the downstream task. This “linear evaluation” procedure is typical in SSL and aims to evaluate the quality/usefulness of an unsupervised-trained representation. Our focus is to ensure good generalization to the downstream task. Note that training and downstream tasks may be misaligned in different ways.

Informally, Guillotine Regularization consists in the following: for the downstream task, rather than using the last layer (layer $L$) representation from the network trained on the training task, instead use the representation from a few layers above (layer $t$, with $t < L$). We thus remove a small multilayer “head” (layers $t+1$ to $L$) of the initially trained network, hence the name of the technique. We call the remaining part (layers 1 to $t$) the trunk. The method is illustrated in Figure 1a.

Formally, we consider a deep network that takes an input $X$ and computes a sequence of intermediate representations $H_1, \ldots, H_L$ through layer functions $f^{(1)}, \ldots, f^{(L)}$ such that $H_t = f^{(L)}(H_{t-1})$, starting from $H_0 = X$. The entire computation from input $X$ to last layer representation $H_L$ is thus a composition of layer functions:

$$H_L = f_{\theta, \phi}(X) = (f^{(L)} \circ \cdots \circ f^{(t+1)} \circ \cdots \circ f^{(1)})(X)$$

The parameters $\theta$ and $\phi$ of trunk $f_{\phi}^{t:t}$ and head $f_{\theta}^{t+1:L}$ are then trained on the entire training set of examples $X_{\text{source}}$ of the training task (optionally with associated targets $Y_{\text{source}}$ that we may have in transfer scenarios, but will typically be absent in SSL), to minimize the training task objective $L_{\text{source}}$:

$$\hat{\theta}, \hat{\phi} = \arg\min_{\theta, \phi} L_{\text{source}}(f_{\phi}^{t+1:L}(f_{\theta}^{t:t}(X_{\text{source}})), Y_{\text{source}})$$

Then the multilayer head $f_{\phi}^{t+1:L}$ is discarded, we add to the trunk a (usually shallow) new head $s_w$, and we train its parameters $w$, using the training set of examples for the downstream task $(X_{\text{target}}, Y_{\text{target}})$, to minimize the downstream task objective $L_{\text{target}}$:

$$\hat{w} = \arg\min_w L_{\text{target}}(s_{\hat{w}}(f_{\theta}^{t:t}(X_{\text{target}})), Y_{\text{target}})$$

The final network, whose performance we can evaluate on separate downstream task validation or test sets, is defined as: $f_{\text{target}} = s_{\hat{w}} \circ f_{\theta}^{t:t}$.

1 Terminus pretext-training / downstream comes from SSL, while source / target is used in transfer learning
2 head / trunk are also known as projection head / backbone in the SSL literature
3 Precisely, a “layer function” $f^{(l)}$ can correspond to a standard neural network layer (fully-connected, convolutional) with no residual or shortcut connections between them, or to entire blocks (as in densenet, or transformers) which may have internal shortcut connections, but none between them.
Information Theoretic Motivation. Consider that we have as input a random variable $X$ and that we produce feature maps in a Markov Chain fashion $X \rightarrow H_1 \rightarrow H_2 \rightarrow \cdots \rightarrow H_L$, i.e. $H_{\ell+1}$ is conditionally independent of all the previous feature maps given $H_{\ell}$.

Using the data processing inequality (Beaudry and Renner 2011) we directly have the following inequality in terms of mutual information:

$$I(X, H_{\ell}) \geq I(X, H_{\ell+1}), \forall \ell \in \{1, \ldots, L - 1\}$$

i.e. no processing of $H_{\ell}$ by layer $\ell$ can increase the amount of information that $H_{\ell+1}$ encodes about $X$ (this led to the famous "garbage in, garbage out" adage). Furthermore, the only way for this inequality to be tight, is for the $H_{\ell} \rightarrow H_{\ell+1}$’s layer/block processing to be one-to-one (homeomorphism) which is almost surely never the case in most current Deep Network architectures, due amongst other things to the ubiquitous use of ReLU activations$^4$. Hence, without loss of generality, the above inequality will be strict for most current models.

To highlight this point out, we propose a simple experiment. We take SimCLR, which was sown to benefit from Guillotine Regularization (see Figure 1a right), and progressively turn head $f_{\phi}^{L+1:L}$ to become one-to-one. This is done by replacing the traditional MLP used as projector head by multiple linear layers with a width bottleneck that controls the rank of the head. Whenever the rank is greater or equal to the output dimension of the trunk, the mapping is one-to-one i.e. the same information is contained before and after applying Guillotine Regularization. We report these results in Figure 2 and observe that Guillotine Regularization is only beneficial when the rank is low i.e. when most of the information that was contained at the trunk level was removed.

When cross-validating, e.g. a model’s architecture, optimizer, data-augmentation pipelines, one directly aims at maximizing the generalization performance of the model estimated from the validation set. One direct consequence of this process is that the best performing model will have a representation $H_L$ that disregards as much information as possible about $X$, only maintaining the sufficient amount to predict $Y_{\text{source}}$ (Xu and Raginsky 2017; Steinke and Zakynthinou 2020). In fact, this argument is at the origin of the Information Bottleneck principle that optimizes $\min_{\theta, \phi} I(X, H_L) - \beta I(H_L, Y_{\text{source}})$ (Tishby and Zaslavsky 2015). Hence, whenever one leverages a well calibrated model to solve a different task, it is clear that the information contained within $H_L$ will be insufficient unless $Y_{\text{target}}$ is predictable from $Y_{\text{source}}$. This means that too much compression, although beneficial for the source task will generally be detrimental to the target task. This can occur whenever the source and target distributions or tasks differ.

Practical Example with misalignment between source and target distribution for Classification Tasks. Let us consider a toy scenario in which Guillotine Regularization will prove useful. We consider a setting in which source and target tasks are the same classification task, except that we induce a misalignment between the source and target distributions by adding a data-augmentation only during source pretraining. Nothing guarantees that the employed data-augmentation correctly follow the target function level set i.e. the symmetries of the unobserved, ideal mapping $f^*$. In fact,

$^4$ A notable exception are generative Normalizing Flow models (Rezende and Mohamed 2015) which are explicitly constructed to provide one-to-one invertible mappings.
recall that when employing data-augmentation, we impose the following constraint on the model $f$

$$f_{\theta, \phi}(T_\alpha(x)) \approx f_{\theta, \phi}(x), \forall \alpha \in A, x \sim P_X$$

where we applied a parametric sampler $T$ over a sample $x$ and a data-augmentation parameter space $A$. For computer vision tasks, $T_\alpha$ corresponds to a specific data-transformation (DA) e.g. random noise, blurring, or rotation. After pretraining, using a powerful enough model, the level set of $f_{\theta, \phi}$ thus become

$$L_x = \{ x' \in X : f_{\theta, \phi}(x) \approx f_{\theta, \phi}(x') \} = \{ x' \in X \text{ s.t. } \exists \alpha \in A \text{ for which } T_\alpha(x) \approx x' \},$$

(1)

where we denote by $X$ the space of samples with nonzero probability with $P_X$. The true level set of the true target function $f^*$ we try to model is

$$L^*_x = \{ x' \in X : f^*(x) \approx f^*(x') \},$$

(2)

and is in practice unknown to us. And nothing guarantees that $L^*_x$ and $L_x$ are aligned under some metric. In fact, when the data augmentation is not adapted or too strong, we could have in the worst scenario:

$$L_x \cap L^*_x = \{ \} \text{ (or } \{ x \} \text{ if } T_\alpha \text{ can be identity)},$$

(3)

i.e., the level sets imposed by our data-augmentation and the ones of the true function $f^*$ are entirely misaligned. In that scenario, it is quite clear that no classifier (linear or not) put on top of a frozen $f_{\theta, \phi}$ can recover the true mapping $f^*$ regardless of the number of training samples. Hence, in that scenario, only Guillotine Regularization can provide a glimpse of hope to recover some of the information about $x$ to allow the classifier to solve the task at hand.

4 Demystifying the Role of the Projection Head in Self-Supervised Learning

Since a supervised trained network doesn’t exhibit any statistically significant gap in performance between the Trunk and the layers at the Head level (Figure 1b), we use it as a baseline to understand in section 4.1 which type of misalignment will be the most impactful on the generalization performances. We use these findings to devise experimental self-supervised learning setup in section to 4.2 in which the gap in performances between the pretext and downstream task is reduced.

4.1 Controlled experiments to gain insights into Guillotine Regularization

To probe the different type of misalignment, we start by investigating a misalignment between the source and target domain while using the same input data distribution. Then, we study how a misalignment between the input data distribution during training and the input data distribution used for testing impact generalization while using the same source and target domain. Finally, we investigate the impact of misalignment between the target and source domain along a misalignment in the data distribution.

Misalignment between the training (source) and downstream (target) task while using the same input data distribution. In this experiment, we use an artificially created object dataset in which we are able to play with various factors of variations. The dataset consists of renderings of 3D models from 3D Warehouse (Trimble Inc). Each scene is built from a 3d object, a floor and a spot placed on top of the object to add lighting. This allows us to control every factor of variation and produce complex transformations in the scene. We vary the rotation of the object defined as a quaternion, the hue of the floor, and the spot hue as well as its position on a sphere using spherical coordinates. We provide more details on the dataset and rendering samples in the appendix. We observe in Figure 4 that when training on the object rotation prediction task and evaluating the linear probe on the same task across different layers, the best results are obtained on the last layer. However, when using the same frozen neural network to predict other attributes like the Spot $\theta$, the best performances are obtained few layers before the last one. Such results highlight the need to use Guillotine Regularization when there is a shift in the prediction task.

Misalignment between the training input data distribution and testing input data distribution while using the same training and downstream task. Another type of bias can arise when using

\[^{3}\text{3D objects freely available under a General Model license}\]
Figure 3: Training a linear regression to predict latent variables from pooled intermediate representations of a network trained to predict 3d rotations of an object (purple line). The data used consists of renderings of 3d objects from 3D Warehouse (Trimble Inc) where we control the floor, lighting and object pose with latent variables, see samples on the right. We compare both a VGG-16 and ResNet-18 to look at the impact of skip connections. We observe on both plot when looking at the Validation Mean Squared Error for object rotations prediction, the lowest error is obtained with the linear probe at the last layer of the neural networks. In contrast, the lowest error for other attributes like the Spot $\theta$ prediction are obtained with the linear probes localized 3, 4 or 5 layers before the output of the networks. This result highlight the need to use Guillotine Regularization, i.e removing the last layers of the neural network to generalize better on other tasks.

a wrongful data distribution after training of the model. This scenario is often refer as Out Of Distribution (OOD) since the distribution of the data used by the model become different from the one used during training. In our experiment, we used a trained Resnet50 model (on which we added a small 3 layers MLP as head) over a classification task on ImageNet (Deng et al., 2009). We trained a linear probe on each layers of this network (while keeping the weights frozen) on the same classification task as the ones that was used during training of the full network. Then, we use ImageNet-C (Hendrycks and Dietterich, 2019) which is a modified version of the validation set of ImageNet on which different data transformation were applied. This setup allow us to test the performances of each linear probe at different level inside the neural network. Our experiment in Figure 4a demonstrates that for many transformation that are applied on the data the performances at the backbone (trunk) level are still better than the ones obtained at the head level. Such results highlight the need to use Guillotine Regularization when there is a shift in the data distribution.

Misalignment between the training and downstream tasks (different labels) and input distributions. Such shift occurs naturally in transfer learning. When using a pretrained model to predict new classes that weren’t present in the original dataset, there is a bias in the data distribution as well as in the fine-tuning objective (with respect to the training settings). In our experiment, we trained a ResNet50 with a 3 layer-MLP as head on a random set of 250 classes of ImageNet. Then we trained linear probes at each layers of the neural network over 10 different 250 classes subset of the ImageNet classes. In Figure 4b we observe an important drop in performances on the linear probe trained at the projector level for every 250 classes random split that is different from the 250 classes used during training. When looking at the linear probe trained with the frozen trunk representation (before the head), the accuracy stay high for every random split. This last result shed light on how much Guillotine Regularization is useful to absorb bias during training. In addition of the ImageNet 250 classes experiments, we present similar results with a ImageNet 1000 classes model evaluated over random 1000 classes subset of ImageNet 22K in the appendix.

The above series of experiment is supporting evidence that an inherent misalignment in the training task and downstream objectives make the use of a technique akin to Guillotine Regularization necessary to improve generalization on the downstream task. In the next section, we will demonstrate that these results also translate to SSL.
4.2 SSL Benefits from Guillotine Regularization due to the Use of Inappropriate Data-Augmentations During Training

The empirical observations in the previous section indicates that misalignment between the training and downstream task seems to be a key factor in enabling Guillotine Regularization to improve generalization performances of deep networks. Since SSL methods rely on a pretext training task that differs from the downstream task, Guillotine Regularization seems to be perfectly adapted to absorb the bias towards the training task. To confirm this intuition, we first devise an experimental setup in which we replaced the traditional data augmentation pipeline used in SSL (which consist of using handcrafted augmentation over a specific image to create a set of pairwise positive samples), by using supervised pairs of positives samples that are aligned with the downstream tasks. Additionally, we demonstrate (section 4.2) that Guillotine Regularization also provides a great benefit to SSL methods: test set performance robustness to suboptimal hyper-parameters (section 4.2).

We start our experiments with a downstream ImageNet classification task in mind. Thus, we devise an experimental setup in which we use pair of images that belong to the same class as positive examples and as negative examples, the images who don’t belong to the same class. Note that the SSL training criteria will push towards the collapse in the representation space of all the images belonging to the same class while pushing further apart, the different classes cluster. By doing so the training SSL objective becomes perfectly aligned with the downstream classification task despite using a SSL training criteria instead of a traditional Cross Entropy Loss. In Figure 5a, we measure the performances of linear probes trained at different layers of the SSL model trained with supervised pair of examples. We also performed a grid search over different hyper-parameters since the optimal ones might be different for our setting. As expected, for some hyper-parameters, there is no benefice in using Guillotine Regularization. In this scenario, the performances in validation accuracy stay
Figure 5: a) We trained a Resnet50 (as Trunk) on which we added a MLP (as Head), on ImageNet with a SimCLR training criteria (which use a temperature as hyper-parameter) but instead of using the traditionally handcrafted set of data augmentations to define the positive relations between the samples, we use only the ImageNet classes to define these positives relations. This way, the network’s training task is perfectly aligned with the downstream classification task which is an ideal setup to probe how this alignment impact the performances gain of Guillotine Regularization. We measure the performances on the validation set using linear probes that were trained on different layers in the network. We observe two things 1) With the correct temperature, the performances stay almost the same through each layer of the head. This support the hypotheses that Guillotine Regularization is essential in SSL because of the misalignment between the training and downstream task objectives. When we remove this misalignment, doing Guillotine Regularization is not as essential when having the correct temperature. 2) When we don’t have the correct hyper-parameters (the temperature for SimCLR), there is still a gain in using Guillotine Regularization since the representations at the backbone level are more robust to the choice of the hyper-parameters than the ones we got at the head level. 

(b) Similar setup as the one in a) except that we use the Co3D dataset (Reizenstein et al., 2021) to perform video’s index classification with SimCLR. We use as positives pairs images extracted from a given video, then we use as downstream the prediction of the video’s index in which the images belongs to. We get the same conclusions as in a).

Guillotine Regularization Helps Being Robust to Poor Hyper-Parameter Selection

Another interesting take from the experiment in Figure 5 is the robustness of the backbone with respect to the choice of the hyper-parameters. For both experiments, the performances at the backbone level are close for whatever choice of temperature for SimCLR. However at the projector level we could get a 20% acc drop with an unlucky choice of hyper-parameters. This highlight an important feature of Guillotine Regularization, when having limited resources to perform a grid search of hyper-parameters, it might be better to add a head in top of your network in order to absorb any bias that could result in an unoptimal choice of hyper-parameters.
5 Conclusion

We re-framed the much used self-supervised learning trick of removing the top layers of a neural network before using it for a downstream task as a regularization strategy coined Guillotine Regularization. We demonstrated how this regularization is needed in SSL due to an inherent misalignment (at least given our current SSL setups) between the SSL training task and the downstream task. We also highlighted the fact that Guillotine Regularization induces increased robustness to suboptimal hyper-parameter selection. Despite, its usefulness, having to rely on a trick like Guillotine Regularization to increase performances reveals an important shortcoming of current self-supervised learning methods: the inability to design experimental setups and training criteria that learn structured and truly invariant representations with respect to an appropriate set of factors of variation. As future work, in order to escape from Guillotine Regularization, we should focus on finding new training schemes and criteria that are more aligned with the downstream tasks of interest.
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### A Datasets

In this work, we use ImageNet ([Deng et al., 2009](https://www.image-net.org/download.php)) as well as Co3D ([https://github.com/facebookresearch/co3d BSD License](https://github.com/facebookresearch/co3d)) for our experiments ([Reizenstein et al., 2021](https://github.com/facebookresearch/co3d)). We also used a synthetic 3D dataset that will be described in the next subsection.

#### A.1 3D models dataset

We will now discuss the dataset used for figure 3. As previously mentioned, this dataset consists of 3D models from 3D Warehouse (Trimble Inc.), freely available under a General Model License, and rendered with Blender’s Python API. We alter the scene by uniformly varying the latent variables described in table 1.

The variety in the scenes that can be generated is illustrated in figure 6. We can see that each latent variable can significantly impact the scene, giving a significant variety in the rendered images.

### B Reproducibility

Our work does not introduce a novel algorithm nor a significant modification over already existing algorithm. Thus, to reproduce our results, one can simply use the public github repository of the following models: SimCLR, Barlow Twins, VicReg or the PyTorch Imagenet example (for supervised learning).
Table 1: Latent variables used to generate views of 3D objects. All variables are sampled from a uniform distribution.

| Latent variable | Min. value | Max. value |
|-----------------|------------|------------|
| Object yaw      | $-\pi/2$   | $\pi/2$   |
| Object pitch    | $-\pi/2$   | $\pi/2$   |
| Object roll     | $-\pi/2$   | $\pi/2$   |
| Floor hue       | 0          | 1          |
| Spot $\theta$   | 0          | $\pi/4$   |
| Spot $\phi$     | 0          | $2\pi$    |
| Spot hue        | 0          | 1          |

learning) with the following twist: adding a linear probe at each layer of the projector (and backbone) when evaluating the model. However, since many of these models can have different hyper-parameters, or data-augmentations, especially for the SSL models, we recommend to use a single code base with a given optimizer, a given set of data augmentations so that comparisons between models are fair and focus on the effect of Guillotine Regularization. In this paper, except if mentioned otherwise, we use as Head, a MLP with 3 layers of dimensions 2048 each (which match the number of dimensions at the trunk of a Resnet50) along with batch normalization and ReLU activations.

C Additional experimental results

In this section, we present additional experimental results. The first one in Figure 7 is a similar setup to the one in Figure 1b where we compared the performances at different layers for SSL methods and a supervised one except that we use a VIT-S instead of a Resnet50. We observe an important gap on the classification performances reached with a linear probe on different layers with the VIT-S when using SSL methods.

An additional experiment in Figure 8 shows the training and validation accuracy for SimCLR that we trained with different capacity of the Head and different values of the temperature hyperparameter. This figure shows how much the gap in performance increases as we vary the temperature. While the performances at the Head level are decreasing, the performances at the Trunk remained almost constant. This highlights how much Guillotine Regularization is helping to make the network more robust to the choice of hyper-parameters.

Lastly in Figure 9 we followed the same setup as for Figure 4b, but using a supervised network trained on ImageNet 1K with random class split from ImageNet 22K.

D Limitations

In this work we focused mostly on analyzing the use of Guillotine Regularization in the context of Self-Supervised Learning. However, this kind of regularization might be useful for a variety of other types of training methods which we don’t investigate in this paper. We also mostly focus on generalization for classification tasks, but other tasks could also been worth exploring. Finally, it is unclear whether Guillotine Regularization will still be beneficial for very large models (more than 1B parameters) trained on very large dataset.
Figure 7: We measure with linear probes the accuracy at different layers on a VIT-S (as Trunk) on which we added a small 3 layers MLP (as Head) for various supervised and self-supervised methods. Since the outputs of the VIT-S has a lower number of dimensions than a Resnet, we added at the trunk of the VIT-S a linear layer with ReLU activation to project into a 2048 dimensional vector. Even with traditional supervised learning, we observe a small gain in using the representation at the Trunk in comparison with the last layer of the Head. But, when looking at self-supervised methods, the gap in performances between the linear probe trained at different levels can be as high as 20 points of percentage. Interesting, it seems for the VIT-S that we got the best performances at Head 1 whereas for the ResNet, the best performances were obtained at the Trunk. It is likely that for different architectures, the optimal number of layers on which to apply Guillotine Regularization will vary.

Figure 8: We trained a ResNet50 with different capacity for the head ($d$) as well as with different temperatures with a SimCLR criteria. In this Figure, we report only the performances at the Trunk and at the last layer of the Head. In this case, we used the traditional data augmentations for Self-Supervised Learning (Cropping, ColorJitter, Gaussian Blur). We observe for every hyper-parameter, a wide gap in performances on training and validation. However, for temperatures above 0.05, the training and validation accuracy at the Trunk doesn’t change much whereas the classification performances at the head level are strongly decreasing.
Figure 9: We measure with linear probes the accuracy at different layers, using a Resnet50 (as Trunk) on which we added a small 3 layer MLP (as Head), for a supervised training on ImageNet 1K. The linear probes are trained on a random subset of ImageNet 22K while the model is frozen. As showed in Figure 4b, when using as training class split for the linear probe the same training split as the one used to train the model, we don’t observe much differences in term of accuracy between layers. However, when we use different random subset from ImageNet 22K, we observe a gap in performances between each layer of the Head.