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Abstract: The knowledge of the number of customers is the pillar of retail business analytics. In our setting, we assume that a portion of customers is monitored and easily counted due to the loyalty program while the rest is not monitored. The behavior of customers in both groups may significantly differ making the estimation of the number of unmonitored customers a non-trivial task. We identify shopping patterns of several customer segments which allows us to estimate the distribution of customers without the loyalty card. For this purpose, we utilize the least squares and maximum likelihood methods. In the case of prior knowledge of the customer distribution, we utilize the maximum a posteriori method. In a simulation study, we find that the least squares estimator is the most robust method. In an empirical study of a drugstore chain, we illustrate the applicability of the proposed approach in practice. The actual number of customers estimated by the proposed method is 1.28 times higher than the number suggested by the naive estimate assuming the constant customer distribution. The proposed method can also be utilized to determine penetration of the loyalty program in the individual customer segments.
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1 Introduction

Retail transaction data contain information about the composition of the shopping basket, the price of the purchased goods and possibly the ID of customers. Analysis of such data is an important aspect of retail business analytics as it provides a valuable insight into the customer behavior. For an overview of marketing and retail business analytics and its impact, see Lilien et al. (2013), Germann et al. (2014), Roberts et al. (2014), Bradlow et al. (2017), Grewal et al. (2017), Kumar et al. (2017) and France and Ghose (2019).

The most basic question in retail analytics is how many customers does a retail chain actually have. In some cases, customers are monitored through the loyalty program. In other cases, customers can visit the store repeatedly without any possibility of identifying them. In our setting, we assume that only a portion of customers is monitored. Clearly, the number of customers with the loyalty card is known while the number of customers without the loyalty card is unknown. With absolute certainty, we can say that there is at least one customer without the loyalty card – a single customer could theoretically purchase all unmonitored shopping baskets. We also know that there are at most as many customers without the loyalty card as unmonitored receipts – each customer has to visit the store at least once. To be able to give a more specific estimate, we need to adopt further assumptions...
about customer behavior. One may assume that the number of customers is proportional to the number of sales, i.e. customers with the loyalty card shop as often as customers without the loyalty card. In that case, the number of customers can be estimated simply by the number of sales divided by the average frequency of customer visits. However, this assumption is too strict and unrealistic as customers without the loyalty card are likely to visit the store less frequently. The question is how less frequently. Our paper deals with estimation of the number of customers without the loyalty card under less restrictive and more realistic assumptions.

The knowledge of the number and structure of customers without the loyalty card finds its use in marketing departments involved in the retail decision-making process. It can be used to improve mass marketing communications, especially customer targeting and promotional sales planning. The number of customers in certain segment can also be used as an input in prediction of demand for products during the promotion sales as each segment has different shopping behavior. The proper prediction then allows to minimize sold-out situations. All of the above mentioned applications play an important role in increasing sales and profits for the company.

In the literature, counting of customers is most often approached in the context of active customers that are monitored. Schmittlein et al. (1987) proposed the Pareto/NBD Model to determine the probability that a customer with a given pattern of transactions is still active. This model was further studied and extended by Fader et al. (2005), Battsiam et al. (2007), Jerath et al. (2011), Abe (2009), Glady et al. (2009), Ma and Büschken (2011) and Mzoughia et al. (2018). Schumacher (2006) dealt with faux-new customers who seem to be new customers due to the absence of past transaction history but are actually regular customers. In contrast, we count customers that are never monitored.

Transaction data are often used for clustering of customers, products and baskets. Customer segments were determined by Tsai and Chiu (2004), Konuş et al. (2008), Putra et al. (2012), Lingras et al. (2014), Ammar et al. (2016), Peker et al. (2017) and Sokol and Holý (2018), product categories by Zhang et al. (2007), Lingras et al. (2014), Ammar et al. (2016) and Holý et al. (2017) and basket types by Decker and Monien (2003), Reutterer et al. (2006), Sarantopoulos et al. (2016), Griva et al. (2018) and Sokol and Holý (2018). We utilize clustering of customers as well as baskets.

Our procedure consists of the following steps. First, we determine basket types based on the value, price level and diversity of the products in the basket. Second, we determine customer segments based on the bought baskets using history of transactions linked to loyalty cards. For each customer segment, we have the average ratios of bought basket types and the average shopping frequency. Third, we estimate the distribution of customer segments using the observed distribution of basket types not linked to loyalty cards. For this purpose, we utilize the least squares (LS) estimator and the maximum likelihood (ML) estimator. In the case of the apriori information, the maximum a posteriori (MAP) estimator can be utilized as well. Finally, we estimate the number of customers from the distribution of customer segments and average shopping frequencies.

In a simulation study, we compare the LS and ML estimators with the naive estimator that assumes the distribution of customer segments is the same for customers with and without the loyalty card. For this purpose, we utilize the least squares (LS) estimator and the maximum likelihood (ML) estimator. In the case of the apriori information, the maximum a posteriori (MAP) estimator can be utilized as well. Finally, we estimate the number of customers from the distribution of customer segments and average shopping frequencies.

In an empirical study, we study behavior of customers in a drugstore chain. We find that the actual total number of customers without the loyalty card is 1.28 times higher than the number suggested by the naive estimate assuming the same distribution of customer segments for members and non-members of the loyalty program. As expected, we find that the distribution of customers without the loyalty card includes much more casual customers who visit the store rarely and purchase smaller baskets. We identify that 14.2% of customers without the loyalty card focus on high-end products in small baskets. These customers have very high value and acquiring them to the loyalty program should be the main interest for the company. On the other hand, 81.5% of regular customers are members of the loyalty program which supports hypothesis that the loyalty card is very popular among regular customers and the loyalty program may be near the point of saturation.
The rest of the paper is structured as follows. In Section 2, we propose a procedure for determining the number and distribution of unmonitored customers. In Section 3, we examine the behavior of the proposed method using simulations. In Section 4, we illustrate the applicability of the proposed method in practice. We conclude the paper in Section 5.

2 Methodology

2.1 Stochastic Framework

We introduce our probabilistic framework and notation. Let $a$ denote the number of transactions. Further, let there be $n$ basket types and $m$ customer segments. Each transaction has a single basket type and a customer segment. Let $B_k \in \{1, \ldots, n\}$ be a random variable denoting the basket type of transaction $k$ and $C_k \in \{1, \ldots, m\}$ a random variable denoting its customer segment. The random number of transactions with basket type $i$ is then $X_i = \sum_{k=1}^{n} I\{B_k = i\}, \ i = 1, \ldots, n$ while the random number of transactions with customer segment $j$ is $Y_j = \sum_{k=1}^{m} I\{C_k = j\}, \ j = 1, \ldots, m$, where $I(\cdot)$ denotes the indicator function. The random number of transactions with basket type $i$ and customer segment $j$ is $Z_{i,j} = \sum_{k=1}^{n} I\{B_k = i \land C_k = j\}, \ i = 1, \ldots, n, \ j = 1, \ldots, m$. Clearly, we have

$$\sum_{i=1}^{n} X_i = \sum_{j=1}^{m} Y_j = \sum_{i=1}^{n} \sum_{j=1}^{m} Z_{i,j} = a. \quad (1)$$

Using a vector and matrix notation, we have $B = (B_1, \ldots, B_a)'$, $C = (C_1, \ldots, C_a)'$, $X = (X_1, \ldots, X_n)'$, $Y = (Y_1, \ldots, Y_m)'$ and $Z = (Z_{i,j})_{i=1,j=1}^{n,m}$. We denote $b = (b_1, \ldots, b_a)'$ the observed basket types and $c = (c_1, \ldots, c_a)'$ the observed customer segments. We further denote $x = (x_1, \ldots, x_n)'$ the observed numbers of transactions with given basket type, $y = (y_1, \ldots, y_n)'$ the observed numbers of transactions with given customer segment and $z = (z_{i,j})_{i=1,j=1}^{n,m}$ the observed numbers of transactions with given basket type and customer segment. We assume that random variables $\{B_k : k = 1, \ldots, a\}$ are independent and identically distributed with the probability of basket type $i$ denoted as $p_i = P[B_k = i], \ i = 1, \ldots, n$. Similarly, we assume that $\{C_k : k = 1, \ldots, a\}$ are independent and identically distributed with the probability of customer segment $j$ denoted as $q_j = P[C_k = j], \ j = 1, \ldots, m$. Finally, the probability of basket type $i$ conditional on customer segment $j$ is denoted as $r_{i,j} = P[B_k = i | C_k = j], \ i = 1, \ldots, n, \ j = 1, \ldots, m$. Using a vector and matrix notation, we have $p = (p_1, \ldots, p_n)'$, $q = (q_1, \ldots, q_m)'$ and $r = (r_{i,j})_{i=1,j=1}^{n,m}$. Using the law of total probability, we have

$$p_i = P[B_k = i] = \sum_{j=1}^{m} P[B_k = i | C_k = j] P[C_k = j] = \sum_{j=1}^{m} r_{i,j} q_j, \quad i = 1, \ldots, n. \quad (2)$$

In matrix notation, we simply have $p = rq$. This is the key equation used in the proposed approach.

First, let us assume that we observe both basket types $b$ and customer segments $c$. In this case, we can simply estimate the probability of basket type $i$ as $\hat{p}_i = x_i/a, \ i = 1, \ldots, n$, the probability of customer segment $j$ as $\hat{q}_j = y_j/a, \ j = 1, \ldots, m$ and the probability of basket type $i$ conditional on customer segment $j$ as $\hat{r}_{i,j} = z_{i,j}/y_j, \ i = 1, \ldots, n, \ j = 1, \ldots, m$.

Next, let us assume that we observe only basket types $b$. In this case, we can estimate $p$ in the same way but cannot estimate $q$ nor $r$. However, if we additionally assume that the matrix of conditional probabilities $r$ is known, we are able to estimate the customer segment distribution $q$. In the rest of this section, we propose several estimators of $q$ under this setting.

2.2 Matrix of Conditional Probabilities

Our goal is to estimate the distribution of customer segments $\hat{q}$ using the observed vector of basket types $b$ and the given matrix of conditional probabilities $r$. Note that the matrix $r$ has $n$ rows and $m$ columns. In the estimation, we utilize the equation $\hat{p} = r\hat{q}$, where $\hat{p} = x/a$ is the estimated distribution of basket types. There are three distinctive cases based on the structure of the matrix $r$. 
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Figure 1: Illustration of the three possible structures of the conditional probability matrix \( r \).

(a) If the matrix \( r \) has linearly dependent columns, the estimation faces identifiability issues. Specifically, if we further assume linearly independent rows, the vector of customer probabilities \( \hat{q} \) is not identifiable as the equation \( \hat{p} = r\hat{q} \) with variable \( \hat{q} \) has infinite number of solutions. Note that a matrix with \( n < m \) has always linearly dependent columns. In practice, we recommend to avoid this case by finding appropriate dimension of basket types and customer segments.

(b) If the matrix \( r \) has linearly independent columns and is square, i.e. \( n = m \), the estimation is quite simple. In this case, we can invert the matrix \( r \) and obtain the straightforward estimator \( \hat{q} = r^{-1}\hat{p} = r^{-1}x/a \). However, finding a meaningful basket types and customer segments satisfying the independence and square restriction can be quite difficult. Therefore, this case is theoretically ideal but unlikely to occur in practice.

(c) If the matrix \( r \) has linearly independent columns and is tall, i.e. \( n > m \), the estimation is more complex. In this case the equation \( \hat{p} = r\hat{q} \) can be inconsistent, i.e. without a solution for \( \hat{q} \). However, we can find suitable \( \hat{q} \) by minimizing an error between \( \hat{p} \) and \( r\hat{q} \). For this purpose, we utilize the least squares, maximum likelihood and maximum a posteriori methods. As this case is the most realistic, we devote to it the rest of this section.

The three cases are illustrated in Figure 1. We discuss how to obtain the matrix \( r \) in practice in Section 2.7.

2.3 Least Squares Estimation

Let us assume that we observe the vector of basket types \( b \). The total number of transactions is denoted as \( a \) while the vector of the numbers of transactions with given basket type is denoted as \( x \). Let us further assume that we known the conditional probability matrix \( r \) and it has linearly independent columns with \( n > m \). The least squares (LS) method minimizes the squared error given by

\[
SE(q) = \sum_{i=1}^{n} \left( \hat{p}_i - \sum_{j=1}^{m} r_{i,j}q_j \right)^2,
\]

where \( \hat{p} = x/a \). The estimates \( \hat{q} = (\hat{q}_1, \ldots, \hat{q}_m)' \) are found by solving the quadratic optimization problem

\[
\hat{q} \in \arg \min_{q} \sum_{i=1}^{n} \left( \sum_{j=1}^{m} r_{i,j}q_j \right)^2 - 2 \sum_{i=1}^{n} \sum_{j=1}^{m} \hat{p}_i r_{i,j}q_j \\
\text{s.t. } \sum_{j=1}^{m} q_j = 1, \\
0 \leq q_j \leq 1, \quad j = 1, \ldots, m.
\]
2.4 Maximum Likelihood Estimation

Let us assume the same setting as in Section 2.3. The maximum likelihood (ML) method maximizes the likelihood function or, equivalently, the logarithm of the likelihood function. The logarithmic likelihood function is given by

\[ L(q) = \ln P[B = b|Q = q] \]

where the second equality holds as \( \{B_k\} \) are independent and the third equality holds as \( \{B_k\} \) are identically distributed. Using the law of total probability, we have

\[ P[B_k = i|Q = q] = \sum_{j=1}^{m} P[B_k = i|C_k = j, Q = q] P[C_k = j|Q = q]. \]

The logarithmic likelihood function is then

\[ L(q) = \sum_{i=1}^{n} x_i \ln \left( \sum_{j=1}^{m} r_{i,j} q_j \right). \]

The estimates \( \hat{q} = (\hat{q}_1, \ldots, \hat{q}_m)' \) are found by solving the nonlinear optimization problem

\[ \hat{q} \in \arg \max_{q} \sum_{i=1}^{n} x_i \ln \left( \sum_{j=1}^{m} r_{i,j} q_j \right), \]

s.t. \( \sum_{j=1}^{m} q_j = 1, \)

\[ 0 \leq q_j \leq 1, \quad j = 1, \ldots, m. \]

Note that this is equivalent to minimizing the Kullback–Leibler divergence from \( rq \) to \( \hat{p} \)

\[ KL(q) = \sum_{i=1}^{n} \hat{p}_i \ln \left( \frac{\hat{p}_i}{\sum_{j=1}^{m} r_{i,j} q_j} \right), \]

where \( \hat{p} = x/a \). The Kullback–Leibler divergence also known as relative entropy measures how one probability distribution differs from a second probability distribution.

2.5 Maximum a Posteriori Estimation

If we have prior knowledge about the distribution of customers, e.g. an expert opinion or a previous study, we can adopt the Bayesian approach. For a review of the use of Bayesian methods in marketing, see [Rossi and Allenby (2003)]

Let us assume the same setting as in Section 2.3. In Bayesian statistics, the maximum a posteriori (MAP) method maximizes the posterior probability density. Using Bayes’ theorem, it is given by

\[ f_{Q|B=b}(q) = \frac{P[B = b|Q = q] g_Q(q)}{P[B = b]}, \]

where \( g_Q(q) \) is the prior probability density of random parameter \( Q \). Equivalently, we can maximize the function

\[ AP(q) = \ln P[B = b|Q = q] + \ln g_Q(q), \]

where \( g_Q(q) \) is the prior probability density of random parameter \( Q \). Equivalently, we can maximize the function

\[ AP(q) = \ln P[B = b|Q = q] + \ln g_Q(q), \]

where \( g_Q(q) \) is the prior probability density of random parameter \( Q \). Equivalently, we can maximize the function

\[ AP(q) = \ln P[B = b|Q = q] + \ln g_Q(q), \]
which is the logarithm of the posterior probability density omitting the constant divisor. Note that the first term is the logarithmic likelihood function \( L(q) \). As the prior distribution, we assume the Dirichlet distribution with density

\[
g_Q(q) = \frac{1}{B(\gamma)} \prod_{j=1}^{m} q_j^{\gamma_j-1},
\]

where \( \gamma = (\gamma_1, \ldots, \gamma_m)' \) is the vector of concentration parameters and \( B(\cdot) \) denotes the multivariate beta function. The vector \( \gamma \) captures our prior knowledge. This is the most common choice for the prior distribution of the categorical variable as it is its conjugate prior distribution. Finally, we have

\[
AP(q) = \sum_{i=1}^{n} x_i \ln \left( \sum_{j=1}^{m} r_{i,j} q_j \right) + \sum_{j=1}^{m} (\gamma_j - 1) \ln q_j - \ln B(\gamma).
\]

For a given \( \gamma \), the estimates \( \hat{q} = (\hat{q}_1, \ldots, \hat{q}_m)' \) are found by solving the nonlinear optimization problem

\[
\hat{q} \in \arg \max_q \sum_{i=1}^{n} x_i \ln \left( \sum_{j=1}^{m} r_{i,j} q_j \right) + \sum_{j=1}^{m} (\gamma_j - 1) \ln q_j
\]

\[
\text{s.t. } \sum_{j=1}^{m} q_j = 1,
\]

\[
0 \leq q_j \leq 1, \quad j = 1, \ldots, m.
\]

This can be viewed as a regularized version of the maximum likelihood method with apriori knowledge of distribution of parameters \( Q \).

### 2.6 Number of Customers

Finally, we estimate the number of customers. Suppose that we have the vector \( \hat{q} = (\hat{q}_1, \ldots, \hat{q}_m)' \) containing the estimated probabilities of the customer segments of a transaction. Let us assume that we also know the vector \( f = (f_1, \ldots, f_m)' \) containing the average frequencies of visits by a customer in a given customer segment. We discuss how to obtain the vector \( f \) in practice in Section 2.7. If we observe \( a \) transactions, the number of transactions with customer segment \( j \) is estimated as \( \hat{q}_j a \) for \( j = 1, \ldots, m \). The average number of customers in customer segment \( j \) is estimated as \( \hat{q}_j a / f_j \) for \( j = 1, \ldots, m \). The average total number of customers is estimated as

\[
\hat{d} = \sum_{j=1}^{m} \frac{\hat{q}_j a}{f_j}.
\]

The probability of a customer belonging to customer segment \( j \) is then estimated as

\[
\hat{u}_j = \frac{\hat{q}_j a}{f_j \hat{d}}, \quad j = 1, \ldots, m.
\]

Note that \( \hat{q} = (\hat{q}_1, \ldots, \hat{q}_m)' \) denotes the estimated distribution of the customer segments of a transaction while \( \hat{u} = (\hat{u}_1, \ldots, \hat{u}_m)' \) denotes the estimated distribution of the customer segments of a customer.

### 2.7 Observed Samples

Let us remind the assumptions of our proposed approach for the estimation of the average total number of customers \( \hat{d} \).

(a) The vector of basket types \( b \) is observed.
(b) The conditional probability matrix $r$ is known and has linearly independent columns.

(c) The frequency vector $f$ is known.

The question is how can $r$ and $f$ be obtained in practice. We consider that we observe two samples of transactions. In the monitored sample, the transactions are linked to loyalty cards and we observe basket types denoted as $b^0$ and also customer segments denoted as $c^0$. The unmonitored sample contains transactions by customers without the loyalty card and we observe only basket types $b$. So far, we have focused on the unmonitored sample as the number of customers is known in the monitored sample. However, we can use transactions from the monitored sample to estimate the conditional probability matrix $r^0$ and the frequency vector $f^0$. This can be done straightforwardly as we have the complete knowledge of customers in the monitored sample. We then assume that $r = r^0$ and $f = f^0$. In the context of the monitored and unmonitored samples, the assumptions (b) and (c) can be reformulated in the following way.

(b∗) The conditional probability matrix $r$ is equal to the conditional probability matrix $r^0$ of the monitored sample and has linearly independent columns.

(c∗) The frequency vector $f$ is equal to the frequency vector $f^0$ of the monitored sample.

In other words, we assume that the behavior of customers in a given customer segment is the same with and without the loyalty card while the distribution of customers segments itself can differ. This setting is quite realistic as we discuss in the empirical study in Section 4.

3 Simulation Study

3.1 Setup for Simulations

We investigate the finite-sample properties of the proposed approach using simulations. In the simulation study, we choose $n = 12$ and $m = 5$ to reflect the basket types and customer segments used in the empirical study in Section 4. In each simulation, we randomly generate the vector of customer segment probabilities of a transaction, the matrix of conditional probabilities and the vector of frequencies for the monitored and unmonitored samples. Therefore, we consider them to be random variables in the following text and denote them $Q^0$, $Q$, $R^0$, $R$, $F^0$ and $F$ respectively. Next, we describe the random generation in more detail.

The vector of customer segment probabilities of a transaction in the monitored sample $Q^0$ is generated from the Dirichlet distribution with concentration parameters equal to 1 for all customer segments. The vector in the unmonitored sample $Q$ is the weighted average of the vector $Q^0$ and a random variable independently generated in the same way. Specifically,

$$Q^0_j = \tilde{Q}^0_j, \quad j = 1, \ldots, m,$$

$$Q_j = (1 - \theta)Q^0_j + \theta\tilde{Q}_j, \quad j = 1, \ldots, m,$$  

(17)

where $\theta \in [0, 1]$ is the weight determining the change in the samples and $\tilde{Q}^0, \tilde{Q} \sim_{i.i.d.} \text{Dir}(1)$.

The rows of the matrix of conditional probabilities in the monitored sample $R^0$ are generated from the Dirichlet distribution with concentration parameters equal to 1 for all basket types and customer segments. The rows of the matrix in the unmonitored sample $R$ are the weighted average of rows of the matrix $R^0$ and random variables independently generated in the same way. Additionally, the first row in both $R^0$ and $R$ is the weighted average of its original value and the mean of the other rows.
Specifically,
\[ R_{i,1}^0 = (1 - \lambda) \tilde{R}_{i,1}^0 + \lambda \frac{1}{m - 1} \sum_{j=2}^{m} \tilde{R}_{i,j}^0, \quad i = 1, \ldots, n, \]
\[ R_{i,j}^0 = \tilde{R}_{i,j}^0, \quad i = 1, \ldots, n, \quad j = 2, \ldots, m, \]
\[ R_{i,1} = (1 - \varphi) R_{i,1}^0 + \varphi(1 - \lambda) \tilde{R}_{i,1} + \varphi \lambda \frac{1}{m - 1} \sum_{j=2}^{m} \tilde{R}_{i,j}, \quad i = 1, \ldots, n, \]
\[ R_{i,j} = (1 - \varphi) R_{i,j}^0 + \varphi \tilde{R}_{i,j}, \quad i = 1, \ldots, n, \quad j = 2, \ldots, m, \]
where \( \varphi \in [0, 1] \) is the weight determining the change in the samples, \( \lambda \in [0, 1] \) is the weight determining linear dependence in columns and \( \tilde{R}_{0,1}, \ldots, \tilde{R}_{0,m}, \tilde{R}_{1,1}, \ldots, \tilde{R}_{m,m} \) i.i.d. \( \sim \) Dir(1).

The vector of frequencies in the monitored sample \( F_0 \) is generated from the Dirichlet distribution with concentration parameters equal to 2 for all customer segments and multiplied by 36. The average frequency is therefore equal to 3 as we have 12 basket types. The vector in the unmonitored sample \( F \) is the weighted average of the vector \( F_0 \) and a random variable independently generated in the same way. Specifically,
\[ F_j^0 = 36 \tilde{F}_j^0, \quad j = 1, \ldots, m, \]
\[ F_j = (1 - \rho) F_j^0 + \rho 36 \tilde{F}_j, \quad j = 1, \ldots, m, \]
where \( \rho \in [0, 1] \) is the weight determining the change in the samples and \( \tilde{F}_0, \tilde{F} \) i.i.d. \( \sim \) Dir(2).

### 3.2 Evaluation Criterion

Suppose that we run simulations \( e \) times. Let \( d_s \) denote the true number of customers and \( \hat{d}_s \) its estimate in simulation \( s \), \( s = 1, \ldots, e \). For the evaluation of the accuracy of the estimates, we use the mean absolute percentage error (MAPE) given by
\[ \text{MAPE}(\hat{d}_1, \ldots, \hat{d}_e) = 100\% \cdot \frac{1}{e} \sum_{s=1}^{e} \left| \frac{d_s - \hat{d}_s}{d_s} \right|. \]  

The estimates with lower MAPE are preferred. McCarthy et al. (2006) and Fildes and Goodwin (2007) surveyed forecasting practices in management and found that the MAPE is the most commonly used accuracy measure.

### 3.3 Comparison of Methods

We compare the LS and ML estimators together with the naive estimator assuming the same distribution for customers in the monitored and unmonitored samples. We do not consider the Bayesian MAP estimator as we do not deal with any prior information in the simulation study. The simulation model with parameters \( \theta, \varphi, \lambda \) and \( \rho \) allows us to comprehensively investigate behavior of the estimation of the number of customers under various settings. Especially, we are able to simulate violation of the individual assumptions.

First, we focus on differences between the LS and ML estimators. We can see in Table 1 that estimation errors are very similar in both methods. In scenarios (i) and (ii) where all assumptions are fulfilled, the ML estimator has slightly lower error. In scenarios (v) and (viii) where the frequency vector changes and other assumptions are fulfilled, both estimators have the same errors. In scenarios (iii), (vi), (vii), (ix) and (x) where the conditional probability matrix changes, the LS estimator has lower error. The only exception is scenario (iv) in which the LS estimator is worse. In scenario (xi) where the conditional probability matrix has linearly dependent columns, the LS estimator has again lower error. Overall, the ML estimator is more precise in the theoretical case of ideal conditions. In practice, however, the LS estimator is more suitable as some degree of violation of the assumptions can always be expected. Therefore, we focus on the LS estimator in the rest of the paper.
Table 1: The MAPE of the Naive, LS and ML estimates using 50000 simulations under various scenarios.

| Scenario | Method | | | | | |
|----------|--------|---|---|---|---|
| θ | ρ | ϕ | λ | Naive | LS | ML |
| (i) | 0.00 | 0.00 | 0.00 | 0.00 | 0.03 | 0.14 | 0.13 |
| (ii) | 1.00 | 0.00 | 0.00 | 0.00 | 34.58 | 0.14 | 0.13 |
| (iii) | 1.00 | 0.00 | 0.25 | 0.00 | 34.58 | 11.11 | 11.22 |
| (iv) | 1.00 | 0.00 | 1.00 | 0.00 | 34.58 | 36.20 | 36.12 |
| (v) | 1.00 | 0.25 | 0.00 | 0.00 | 51.21 | 32.41 | 32.41 |
| (vi) | 1.00 | 0.25 | 0.25 | 0.00 | 51.21 | 35.69 | 35.77 |
| (vii) | 1.00 | 0.25 | 1.00 | 0.00 | 51.21 | 53.46 | 53.48 |
| (viii) | 1.00 | 1.00 | 0.00 | 0.00 | 58.53 | 58.52 | 58.52 |
| (ix) | 1.00 | 1.00 | 0.25 | 0.00 | 58.53 | 56.96 | 56.99 |
| (x) | 1.00 | 1.00 | 1.00 | 0.00 | 58.53 | 60.66 | 60.72 |
| (xi) | 1.00 | 0.00 | 0.00 | 1.00 | 34.58 | 10.82 | 10.86 |

Next, we focus on differences between the LS and naive estimators. In scenario (i) where the distribution of customers is the same for the monitored and unmonitored sample, the naive method outperforms the LS method. This case is, however, quite unrealistic. When we introduce some change in the customer distribution, the naive estimator becomes inconsistent while the LS method remains quite accurate. We can see this behavior in Figure 2. Further, we investigate the case of different distributions for the monitored and unmonitored samples. In Figure 3, we change the frequency vector. Both methods react very negatively to this change. The LS estimator, however, has always lower error. In Figures 4 and 5, we modify the conditional probability matrix. This does not influence the naive estimator as it is based only on the customer probability vector and the frequency vector. The LS estimator is a better choice even for quite high change in the conditional probability matrix. When the matrix changes completely, however, the naive estimator has lower error. In the case of the matrix with numerically or even algebraically linearly dependent columns, the error of the LS approach increases. However, the LS estimator is still preferred before the naive estimator. Table 1 offers a view when multiple assumptions are violated and comes to the same conclusions. In scenarios (iv), (vii) and (x) where the conditional probability matrix completely changes, the naive estimator has lower error. In other cases, i.e. scenarios (ii), (iii), (v), (vi), (viii), (ix) and (xi), the LS estimator outperforms the naive estimator. Overall, the LS estimator is much better choice than the naive estimator unless its assumptions are completely violated.

4 Empirical Study

4.1 Motivation

The loyalty program of the studied Czech retail chain is well-known in the Czech Republic as it is frequently advertised not only in stores but in commercials in TV, radio and newspaper as well. The loyalty program brings a lot of benefits to its members, such as an extra discount for members or gifts for buying specific products. Even more, customers can collect bonus points for spending and then exchange them for 10% discount on the whole basket. These loyalty perks resulted into high popularity of the loyalty program among the customers and nowadays the majority of receipts are linked to a specific customer with the loyalty card.

The knowledge of the number of customers who are not members of the loyalty program is crucial for various marketing strategies. Among the management of the company it is believed that the loyalty program may be already saturated and the vast majority of customers who are willing to join the loyalty program are already a members. In this study, we focus on quantification of this hypothesis.
Figure 2: The MAPE of the Naive and LS estimates using 10,000 simulations based on the model with $\rho = 0$, $\phi = 0$, $\lambda = 0$ and various $\theta$.

Figure 3: The MAPE of the Naive and LS estimates using 10,000 simulations based on the model with $\theta = 1$, $\phi = 0$, $\lambda = 0$ and various $\rho$.

Figure 4: The MAPE of the Naive and LS estimates using 10,000 simulations based on the model with $\theta = 1$, $\rho = 0$, $\lambda = 0$ and various $\phi$. 


Figure 5: The MAPE of the Naive and LS estimates using 10,000 simulations based on the model with $\theta = 1$, $\rho = 0$, $\varphi = 0$, and various $\lambda$.

Our monitored sample consists of the loyalty club members and our unmonitored sample are customers without the loyalty card. The goal is to reliably estimate the number of unique customers in the unmonitored sample. We do not have any prior knowledge about the distribution of customers and therefore we cannot use the MAP estimator. We use the LS method in the empirical study as it gives slightly better results than the ML estimator when the assumptions are violated to some degree according to the simulation study.

### 4.2 Transaction Data

We use the proposed method on a sample of real transaction data. Our dataset consists of individual purchase data of one of the retail chains in the drugstore market of the Czech Republic. The retail chain sells over 10 thousand products which are divided into 55 categories. This categorization is done by an expert’s opinion based on the product properties and purpose. Each product is also assigned to one of the three price-levels – low-end, standard and high-end. We use data from the table of all transactions during 3 month time frame between September and November 2018. The dataset includes every single product sold. It also includes identification of the basket and in some cases a link to a specific customer. We remove monitored customers with extremely high frequency (more than 15 visits per month) from the dataset as they are a special type of customers and we believe that no customer without the loyalty card exhibits this behavior. The cleaned dataset consists of over 7 million receipts, with 69% linked to a specific customer through their loyalty card.

### 4.3 Basket Types

In order to get meaningful customer segmentation, we use two phase method involving segmentation of both baskets and customers. Particularly, in the first phase, we define basket types and in the second phase, we define customer segments based on shopping history of customers.

Basket types are determined using three dimensions – the value of the basket, price level of purchased products and the diversity of the basket. We distinguish baskets of small and large value. We also single out baskets with at least one product for children such as child wipes or diapers. The price-level segmentation of basket has two levels. If at least half of revenue is made by high-end products in basket, then the basket is marked as high-end, otherwise the basket is marked as standard. The last dimension is the diversity of the basket. Basket with products in only one category is marked as focused and basket containing at least two different categories is marked as general. The combination of these three dimensions allows us to distinguish 12 different types of baskets. The description of individual basket types is presented in Table 2.
Table 2: Description of the basket types.

| Type      | Value         | Price Level  | Diversity |
|-----------|---------------|--------------|-----------|
| B01       | Small value   | Standard     | Focused   |
| B02       | Small value   | Standard     | General   |
| B03       | Small value   | High-end     | Focused   |
| B04       | Small value   | High-end     | General   |
| B05       | Large value   | Standard     | Focused   |
| B06       | Large value   | Standard     | General   |
| B07       | Large value   | High-end     | Focused   |
| B08       | Large value   | High-end     | General   |
| B09       | Products for children | Standard | Focused   |
| B10       | Products for children | Standard | General   |
| B11       | Products for children | High-end | Focused   |
| B12       | Products for children | High-end | General   |

Table 3: Description of the customers segments.

| Segment | Name               | Focus                | Frequency |
|---------|--------------------|----------------------|-----------|
| C01     | General            | Standard behavior    | Moderate  |
| C02     | Supplier           | Large basket         | Moderate  |
| C03     | With children      | Children basket      | High      |
| C04     | Accidental standard| Small basket         | Low       |
| C05     | Accidental high-end| Small high-End basket| Low       |

4.4 Customer Segments

We use purchase history of customers to assign each member of the loyalty program to a single customer segment. This is done by using predetermined rules on purchase history using frequency of basket types. We distinguish general customers, suppliers, customers with children, standard accidental customers and accidental customers focused on high-end products. Brief description of each segment is presented in Table 3.

The largest group among customers with the loyalty card are general customers. This is the archetype of general customer who exhibits standard behavior and moderate shopping frequency. Another large segment of customers are the suppliers. These are the customers who visit the store moderately and their basket value is very high. The customers who buy products for small children are one of the most valuable ones as their frequency is very high and their revenue is substantially above-average. However, margins of their most frequently purchased products are below standard. For this reason, we distinguish them as a special segment as the goal is not only to maximize their revenue but also redirect them to the products with higher margins. Two segments of accidental customers represent customers who visit the store rarely and focus mainly on small baskets. We distinguish two types of accidental customers by the ratio of high-end products in their basket. We show the distribution of basket types in each customer segment in Figure 3. Besides basket distribution, the customer segments also differ in shopping frequency as described in Table 3.

4.5 Distribution of Customers

It is reasonable to assume that the distribution of members and non-members of the loyalty program is substantially different and our case study of the drugstore retail chain supports it. While general customers together with suppliers form 81.4% of the loyalty program members, non-members form only 31.5%. Similarly, customers with children make 7.5% of customers with the loyalty card and only 2.8% of customers without the loyalty card. The exactly opposite situation occurs with accidental customer share. Accidental standard customers make 9.9% of members and 51.5% of non-members.
Figure 6: Distribution of the basket types in each customer segment.

Figure 7: Distribution of the customer segments for members and non-members of the loyalty program.

while high-end accidental customers make 1.2% of members and 14.2% of non-members. The comparison between distributions of members and non-members of the loyalty program in each customer segment is shown in Figure 7.

The results support the initial hypothesis that the loyalty program is already saturated and customers who are willing to join the loyalty program are already members. The main result is the estimated distribution of the customer segments for customers without the loyalty card. Accidental customers with low frequency of visits form 65.7% of unique customers who are not members of the loyalty program. On the other hand, general customers and suppliers are under-represented in comparison to members of the loyalty program.

The differences in customer segment distributions between members and non-members of the loyalty program are crucial for estimation of unique non-members customers. The number estimated by the naive approach assuming the same distribution of members and non-members is 22.1 % lower than the number estimated by the proposed method which takes the differences into account. The naive approach estimates 739 883 customers while the proposed method estimates 949 024 customers without loyalty card. This result is in line with expectations of the management of the company.
Figure 8: Penetration of the loyalty program in each customer segment.

4.6 Loyalty Program Penetration

Using our estimates, we are able to study the penetration of the loyalty program in each customer segment. The loyalty program penetration is shown in Figure 8. General customers are members of the loyalty program in 81.9% cases and suppliers in 81.0%. Those relatively high turn-in ratios support the hypothesis that the loyalty program is close to the saturation point in these segments. For customers with children, we have 81.8% participation rate which is probably caused by the recent focus of the company on attracting customers with children into the loyalty program by additional club discounts on products for children and other promotional activities. On the other hand, accidental customers are highly unlikely to participate in the loyalty program as accidental standard customers are members only in 24.7% cases. The most interesting result is that only 12.5% accidental high-end customers are members. Customers who buy high-end products are very valuable for the company as high-end products have significantly higher margins than their cheaper alternatives. Therefore, it is crucial for the company to attract them and bind them to the company’s brand. Our study signalizes a big potential for the company in this specific area.

5 Conclusion

We propose a method for estimation of the total number of unique customers using retail transaction data. The method also estimates the number of unique customers in each customer segment. We verify the proposed method using synthetic data in the extensive simulation study. The method performs quite well even if its assumptions are violated to some point. Therefore, we expect the method to give reliable results in real applications.

In the empirical part, we use retail transaction data from a Czech drugstore’s retail chain. We quantify the initial proposition that the loyalty program is popular among regular customers and rather unpopular among accidental customers. This is something which has been done only by expert’s opinion before and therefore the estimates were contaminated by high uncertainty. The reliable quantification is the main contribution of the method. We also identify a segment of accidental high-end customers which contains only a few members of the loyalty program and can bring additional profit to the company when properly addressed. Overall, the resulting estimates are crucial not only for planning of promotional sales and other marketing techniques but may also be used in predictions of demand for specific types of products.
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