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Abstract

In federated learning (FL), a machine learning model is trained on multiple nodes in a decentralized manner, while keeping the data local and not shared with other nodes. However, FL requires the nodes to also send information on the model parameters to a central server for aggregation. However, the information sent from the nodes to the server may reveal some details about each node’s local data, thus raising privacy concerns. Furthermore, the repetitive uplink transmission from the nodes to the server may result in a communication overhead and network congestion. To address these two challenges, in this paper, a novel two-bit aggregation algorithm is proposed with guaranteed differential privacy and reduced uplink communication overhead. Extensive experiments demonstrate that the proposed aggregation algorithm can achieve the same performance as state-of-the-art approaches on datasets such as MNIST, Fashion MNIST, CIFAR-10, and CIFAR-100, while ensuring differential privacy and improving communication efficiency.
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Introduction

Mobile phones, smart watches, and Internet of things (IoT) devices are examples of distributed networks that generate a wealth of data each day. The powerful computation capabilities of the devices within these networks and the importance of user data privacy led to the adoption of edge computation techniques where the data is localized and computations are done at the devices. Federated learning (FL) is a promising new framework for edge computing that enables distributed training of machine learning models while preserving user privacy. In FL, a large number of clients share their model parameters with a central server to learn a robust and comprehensive model without sharing their own training datasets (McMahan et al. 2017).

FL typically consists of two main steps: (1) locally training models on edge devices with private local datasets and (2) aggregation of local models at the central server to come up with a more generalized model that can be used by all nodes. In centralized FL, a central server coordinates all the participating nodes during the learning process and aggregation of received model updates. Nodes send their updates to the server for aggregation, then all clients will receive aggregated new parameters. This approach prevents the nodes from transferring raw data to the server and improves privacy. The most challenging step in FL is aggregation within which the privacy of the local datasets can be attacked by reverse engineering the updates from the nodes. A significant advantage of FL is training a general model without need for direct access to the raw training data. The classical and standard method for aggregation is FEDAVG (McMahan et al. 2017), in which the final weights are calculated by averaging element-wise on parameters of local devices. In (Pillutla, Kakade, and Harchaoui 2019), the authors presented a robust aggregation approach to make FL robust to scenarios in which a fraction of the devices may be sending corrupted updates to the server. Their approach relies on an aggregation oracle based on the geometric median, which returns a robust aggregate using a constant number of calls to a regular non-robust secure average oracle.

In FL, because training processes take place at each client, the attack surface is limited to devices, instead of devices and the cloud, which makes it more secure and private (McMahan et al. 2017). However, the recent work (Geiping et al. 2020) shows that it is possible to reconstruct images at high resolution when having access to FL parameter gradients even for trained deep networks. In FL, private information can be extracted by analyzing the differences of updates from the clients. To prevent recovering raw data from trained weights, differential privacy (DP) is proposed in which, instead of sending trained parameters, agents incorporate some randomization into their shared updates with the central server. This randomization anonymizes the nodes and makes the revealing of the private raw data challenging for a potential adversary. DP algorithms mainly rely on adding a random noise into the updates, resulting in anonymous updates which makes it difficult to breach the privacy (Dwork et al. 2006b). In (Wei et al. 2020), the authors presented an FL framework based on DP, in which each client locally adds noises to its trained parameters before uploading them to the server for aggregation, and they called it noise before model aggregation. In (Wang et al. 2019), the authors proposed local DP mechanisms for collecting a numeric attribute in contrast to global DP mechanisms. In lo-
cal DP, each user modifies its information locally and only sends the randomized version to the server protecting both the users and the server from private information leaks. The authors in (Wu et al. 2020) presented DP-based stochastic gradient descent (SGD) algorithms and studied their performance limits, which were shown to be linked to privacy settings and dataset sizes. The work in (Xie et al. 2018) proposed a differentially private generative adversarial network (GAN) model, in which they achieved a higher privacy by adding a designed noise to the parameters of the model. The work in (Harder, Adamczewski, and Park 2021) proposed a DP data generation algorithm based on the random feature representation of kernel mean embeddings. When compared to GAN-based techniques, this method requires a considerably smaller privacy budget to create excellent data samples.

In addition to privacy challenges, the transmission of local updates to the central server can result in a huge communication overhead in the uplink causing delay and congestion in large scale FL scenarios. (Konečný et al. 2016) proposed two approaches that address this challenge. One of them is a structured update, in which they learn an update directly from a restricted space parameterized by a smaller number of variables, such as low-rank or random masks. The other approach is sketched updates, in which they learn a full model update and then compress it using a combination of quantization, random rotations, and sub-sampling before sending it to the server. (Guo, Liu, and Lau 2020) used analogue over-the-air transmission to examine the analogue gradient aggregation approach for overcoming the communication bottleneck for wireless FL applications. The federated match-averaging (FedMA) method was introduced by (Wang et al. 2020) for FL of modern neural network architectures such as convolutional neural networks (CNNs) and long short-term memory (LSTM) networks. FedMA builds the shared global model layer by layer by matching and averaging hidden components (i.e., channels for convolution layers; hidden states for LSTM; neurons for fully connected layers) with comparable feature extraction signatures. FedMA not only outperforms popular state of the art federated learning algorithms on deep CNN and LSTM architectures trained on real-world datasets but also significantly decreases total communication overhead, according to their findings.

However, the works in (Dwork et al. 2006b; Wei et al. 2020; Wang et al. 2019; Wu et al. 2020; Xie et al. 2018; Harder, Adamczewski, and Park 2021) improve the privacy of the nodes with a cost of a loss in the model performance. Using DP to improve privacy generally decreases algorithm performance and, hence, there is a key trade-off between privacy and convergence performance in the training process. In addition, these methods guarantee global DP which may fail to preserve privacy in some scenarios. Furthermore, the approaches described in (McMahan et al. 2017; Pillutla, Kakade, and Harchaoui 2019; Guo, Liu, and Lau 2020; Wang et al. 2020) that are proposed to overcome the communication inefficiency of the FL algorithms fail to provide privacy guarantees.

The main contribution of this paper is a novel federated aggregation process that is communication efficient and differentially private. In our proposed method, the node updates will contain only two bits for each parameter of the learning model; one bit representing the absolute value and one for the sign of each parameter. Moreover, we propose a new aggregation mechanism that combines the received two-bit updates from the nodes and returns updated parameters to the nodes. The proposed update and aggregation mechanisms reduce the communication overhead significantly on the uplink depending on the binary representation (BR) of the model parameters. Moreover, we prove that the proposed mechanism provides close to absolute DP especially with large number of bits used in the BR of the parameters. Our experiments show that the proposed mechanism has similar performance to the state of the art FL works on the known datasets such as CIFAR-10, MNIST, and MNIST-fashion while reducing the communication overhead and providing DP for nodes. For instance, for a 32-bit BR, the communication overhead reduces by a factor of 1/16 and the DP can be improved by 1 order of magnitude.

System Model and Problem Formulation

Let $\mathcal{N}$ be a set of $n$ nodes such that each node $i$ has a local dataset $\mathcal{D}_i$. In practice, a portion of the nodes may not be available, however, in our analysis we consider that all the nodes are available for the entire process of learning. Let $f$ be the global parameterized machine learning (ML) model that each node aims at learning on its own dataset. In FL, each agent $i$ trains the model $f$ on its own dataset $\mathcal{D}_i$ locally to learn the parameters $w_i$ of $f$ and after every $\epsilon$ epochs of training it shares an update $U_i$ about its model with the central server. After receiving all the updates from the nodes, the server aggregates the updates using an aggregation function $h$ and returns a new parameter set $w$ to the nodes. Formally, the new parameter set at the $k$-th step of the aggregation can be written as:

$$w^{k+1} = h\left(f, \frac{w^k}{\sum_{i \in \mathcal{N}} U_i^k}\right). \quad (1)$$

The goal of the server is to design an aggregator mechanism $h$ in (1) such that the model after convergence will have a higher performance than a standalone case in which the nodes train the model on their local dataset without participating in FL. Moreover, the $U_i$ for the nodes should be designed such that the communication overhead on the uplink is reduced and the local data privacy of the nodes is preserved.

Prior FL works such as (Pillutla, Kakade, and Harchaoui 2019; Guo, Liu, and Lau 2020; Wei et al. 2020; Wang et al. 2019; Wu et al. 2020) use an additive noise on either the model parameters or the training gradients to design a privacy preserving mechanism. However, the size of the transmitted data is the same as the size of the model parameters, making those FL solutions communication-inefficient. In addition, those algorithms do not guarantee a good level of privacy because the local data may be regenerated by the updates transmitted from the nodes (Gleipnir et al. 2020). In the following, we propose a novel update and aggregation mechanisms that provides uplink communication efficiency as well as differential privacy while not impacting the performance of the FL process.
Two-Bit Aggregation Approach

We propose a novel two-bit aggregation algorithm that does not share the actual parameters of the local models with the central server hence it preserves the privacy of local devices. Similar to FedAVG each node performs its own computation based on $f$ and its own dataset $D_i$, however, the update and aggregation steps are different. We propose a mapping $M$ that, after every FL iteration, i.e. after every $e$ epochs, maps each local gradient of the model $g_j$ into a two bit BR, $u_j$, and transmits it to the central server. Thus, the update vector $u_j$ contains the two bit representations of each gradient. In contrast to the state-of-the-art FL algorithms in which every gradient value is represented by a $p$-bit binary format where $p$ can typically be 16, 32, or 64, in our proposed algorithm, regardless of the BR of the values in the computation stage each gradient is mapped into a to a 2-bit BR. This reduces the uplink communication overhead by $p/2$ times compared to the other FL algorithms. For instance, using our proposed algorithm for a 64-bit BR in computation stage, the size of the $u_j$ is reduced by 32 times. In addition, this approach improves the privacy of the nodes as a more abstract information is transmitted from each local node to the server. In fact, we prove that our proposed algorithm provides guarantees differential privacy. In what follows, we explain the details of the proposed mapping algorithm.

Two-Bit Mapping Algorithm

The proposed mapping of gradients to a two-bit BR has two main steps: scaling and bit selection. Although scaling comes before bit selection, we will go over bit selection first for clarity. After each FL step, when the new gradients are available at the local nodes, the local nodes transmit a two bit vector $u$ for each gradient to the server. The first bit represents the sign of the gradient while the second bit is derived from the absolute value of the gradient. In order to derive this bit, first, absolute value of each gradient is converted to a fixed-point BR $b$. The node then attaches the $l$-th bit of the BR to the sign bit and transmits these two bits for each gradient to the server, where $l$ is the server’s requested location of the bit in the BR. Later we will define how the server chooses the value of $l$. We also note that, in the fixed point BR, number of bits for integer and fraction part of the number is fixed. In our algorithm, we assume that out of $p$ bits $p-1$ of them are for integer part and 1 bit is for the sign. This essentially means that no fractions are taken into account for the BR of the values. However, as more training epochs pass, the absolute value of the gradients reduces. Although this is not a problem in a floating point BR, it does pose some difficulties in a fixed-point BR. When using a fixed-point BR, the BR of a gradient uses fewer bits out of available bits as its absolute value decreases. To address this issue at each FL iteration, the server informs the nodes about the predicted maximum absolute value of the next iteration. In other words, the server assumes in the next iteration the absolute value of the calculated gradients will not exceed a certain value $m$. Thus, knowing $m$, each node will first multiply the calculated gradient by $2^{p-1}/m$ since $2^{p-1}$ is the largest value that can be constructed by $p-1$ bits. If the resulting value is greater than $2^{p-1}$, we use $2^{p-1}$. Note that, $m$ is updated at every FL iteration based on the gradients received from the nodes. The steps of the mapping algorithm are summarized in Figure 1 and Algorithm 1.

As mentioned, the proposed two bit mapping significantly reduces the uplink communication overhead. In what follows, we also prove that the proposed mapping also provides differential privacy. To this end, first we formally define differential privacy.

Definition 1. (Differential Privacy([Dwork et al. 2006b,a])) A randomized algorithm $M$ is $(\epsilon)$-differentially private if for all neighboring BRs $b$ and $\bar{b}$, and for all sets $F$ of outputs,

$$Pr[M(b) \in F] \leq \exp(\epsilon) Pr[M(\bar{b}) \in F]$$

The probability is taken over the random coins of $M$.

Next, we prove that our proposed mapping is differentially private.

Theorem 1. The proposed two-bit mapping $M$ is $(\ln \frac{p-2}{p-1})$-differentially private.

Proof. Let $x$ and $\bar{x}$ be two neighboring $p$-bit BR of gradients. In this case, only one of the bits at locations 2 to $p$ differs for $x$ and $\bar{x}$. Without loss of generality, let the bit at location $p$ be different, then we will have:

$$x = (b_1, b_2, b_3, ..., b_p), \bar{x} = (b_1, b_2, b_3, ..., \bar{b}_p) \quad (3)$$

Since $b_1$ is the sign bit, the output of the mapping $M$ will be either $(b_1, 0)$ or $(b_1, 1)$. Thus, next we will compare the probability of these two outputs for $x$ and $\bar{x}$. Assuming $\bar{b}_p = 1$, the probability of $M(x) = (b_1, 0)$ can be written as follow:

$$Pr(M(x) = (b_1, 0)) = \frac{1}{p-1} \times \frac{1}{2} + \ldots + \frac{1}{p-1} \times \frac{1}{2} = \frac{p-2}{(p-1)\times 2} \quad (4)$$

In (4), the probability of selecting any non-sign bit in $x$ is $\frac{p-2}{p-1}$ and the probability of selected bit being 0 is $\frac{1}{2}$. In this case, since $Pr(\bar{b}_p = 0) = 1$, then $Pr(M(\bar{x}) = (b_1, 0)) = \frac{p-2}{(p-1) \times 2} + \frac{1}{p-1}$. Therefore we will have

$$Pr(M(x) = (b_1, 0)) = \begin{cases} \frac{p-2}{p}, & \text{if } b_p = 0 \\ \frac{1}{p}, & \text{if } b_p = 1 \end{cases} \quad (5)$$

Figure 1: Mapping Process
1. Multiply all $g_i$ to $p^m - 1$.
2. Represent integer part of all $g_i$ by $p - 1$-bit binary format.
3. for each weight of model $f$ do
   4. for each node $u_i$ do
   5. $u_i$ value is combination of $i$-th node’s sign value and server selected bit’s value.
   6. end for
   7. Generate $U_i$ by concatenating $u_i$ values
   8. end for
   9. return $U_i$

Algorithm 1: Mapping algorithm

Input: $g_i$, $m$
Output: $U_i$

---

Therefore, 
\[
\Pr(M(x) = (b_1, 0)) \leq \frac{p}{p - 2}
\] (6)

By following similar steps, we can also show that 
\[
\Pr(M(x) = (b_1, 1)) \leq \frac{p}{p - 2}. \quad \text{Therefore, we have}
\]
\[
\Pr(M(x)) \leq \frac{p}{p - 2}. \Pr(M(x)),
\] (7)

which means $M$ is a $(\ln \frac{p}{p - 2})$-differentially private. \qed

Theorem 1 shows that the proposed 2-bit mapping is differentially private. In addition, we can see from Theorem 1 that, as the size of the BR ($p$) increases, the algorithm becomes more private since $\ln \frac{p}{p - 2}$ goes to zero. Next, we show how the server chooses the location of the bit from the BR to be transmitted by local nodes.

Bit Selection and Aggregation at The Server

Assuming $n \geq p - 1$, at every FL aggregation round, the server randomly assigns the location of a bit in the BR to a local node such that each bit is assigned at least to one local node. Then, at each FL iteration, besides the updated weights of the model, the server transmits the requested bit location to the local nodes. Each local node will use the requested bit location for the mapping $M$ of the next FL iteration. Also, in order to reduce the downlink communication overhead, the server only sends one location request to each node rather than sending one location for every parameter of the model. Then, each node $i$ increments the location by 1 for each row of the update $U_i$. For example if the server’s requested location is $l$, then the node uses $l$ for the first row of the update $U_i$, uses $l + 1$ for the second row of the update $U_i$, and so on. This increases the randomization and helps in a better convergence based on our experiments.

For aggregation, the server first groups the received updates with the same bit location into two groups based on their sign bit. In other words, every update $u_j$ from nodes that were assigned the same bit location is clustered into the negative group if its first bit is 0 and is cluster into positive group otherwise. Next, if more than one node exists in a group, the server uses a majority voting to decide what the non-sign bit should be. For some locations either negative or positive group may not exist. In this case we consider the bit for the non existing group of that location to be zero. After finding the bits for every location, the server puts them in a better convergence based on our experiments.

Figure 2: Aggregation Process

For each weight generate data
Build + and weighted average
Convert binary to integer and $\frac{m}{p}$

Algorithm 2: Aggregation algorithm

Input: $U_i$
Output: $w$

1: for each weight of model $f$ do
2: if number of nodes greater than $p - 1$ then
3: cluster nodes which sent same bit together and to have $p - 1$ clusters.
4: end if
5: for each cluster do
6: Separate positive and negative values
7: for each bit do
8: Do majority voting to find final bit value (un-filled bits replace with zero).
9: end for
10: Place bits in their corresponding locations and make a positive and a negative $p - 1$-bit number.
11: re-scale these numbers to their real value by multiplying them to $\frac{m}{2^{p-1}}$
12: new weight value calculates by weighted averaging these two numbers.(their weight amount is the number of positive or negative bits used for each value)
13: end for
14: update $m$ value to the maximum amount between of $m$ and absolute value of these two number
15: end for
16: return $w, m$
Datasets and Model Architectures

For our experiment, we employed various well-known datasets, such as MNIST, Fashion MNIST, CIFAR-10, and CIFAR-100, with state of the art methods to evaluate our proposed Two-bit algorithm. Figure 3 shows the architecture of the models used for each dataset. We have used 3 Tesla P-100 GPUs for training of our models.

Performance Comparison

First, we compare our proposed mechanism with FedAVG (McMahan et al. 2017), FedAVG with DP (McMahan et al. 2018), and a standalone agent with no FL. For a fair comparison we have adjusted the parameters of the additive noise in DP-enabled FedAVG to yield a similar $\epsilon$ as our method. Table 1 shows the average accuracy of the models after convergence. As shown in Table 1, the proposed two-bit aggregation always achieves almost the same accuracy as the other
Table 1: Comparison of achieved accuracy of the proposed aggregator versus other solutions.

|                | MNIST | Fashion MNIST | CIFAR 10 | CIFAR 100 |
|----------------|-------|---------------|----------|-----------|
| Standalone     | 95.74%| 83.52%        | 55.34%   | 18.28%    |
| FedAVG         | 98.83%| 85.66%        | 64.21%   | 38.62%    |
| DP-enabled FedAVG | 98.85%| 85.29%        | 64.11%   | 37.90%    |
| Two-bit        | 98.83%| 85.42%        | 64.23%   | 38.33%    |

Figure 4: Comparison of Proposed Two-bit aggregation with other approaches in terms of communication overhead.

Figure 5: Impact of number of bits used in BR on Differential Privacy.

FL methods. This shows that the proposed framework will not impact the FL process in terms of performance while providing DP and communication efficiency.

Communication Efficiency

Figure 4 shows a comparison of the per iteration communication overhead of our proposed 2-bit aggregator versus the other FL algorithms. As we can see from Figure 4, for any BR size, $p$, our proposed algorithm always requires transmitting 2 bits per parameter, however, all the other FL algorithms’ communication overhead increases linearly with respect to the number of bits used in the BR. This is a clear benefit of our proposed mechanism over the other methods: Our approach can improve the communication efficiency by the factor of $p/2$ compared to other FL solutions.

Differential Privacy Efficiency

Figure 5 shows how our proposed aggregator’s $\epsilon$ decays when we increase the number of bits in the BR. The reason for this is that by increasing the size of the BR, the randomized selection algorithms perform better, and our transmitted bit is more anonymized, resulting in a more privacy-preserving algorithm. From this figure, we observe that, even for a case where $p = 4$, i.e., only 4 bits used for BR, we achieve a DP with $\epsilon = 0.69$. This is a very important result since if we want to achieve such level of DP for the DP-enabled FedAvg in [McMahan et al., 2018], we need to compensate in $\delta$ of the DP. For example, for $\epsilon = 0.69$ in DP-enabled FedAVG, we need a $\delta \approx 1.1$. The value of $\delta$ increases as $\epsilon$ decreases, however, our proposed aggregation will always yield $\delta = 0$ for all $\epsilon$ definitions. Therefore, as observed from Figure 5, we can increase the privacy of the aggregation by increasing the number of bits used in BR. Note that, this will not increase the communication overhead while improving the privacy - a feature that no other FL approach can provide.

Convergence Rate Analysis

Figure 6 compares our proposed method with FedAVG, DP enabled FedAVG, and standalone case in terms of convergence rate. As you can see from Figure 6, our 2-bit aggregation mechanism has almost same convergence rate compared to the FedAVG and DP-enabled FedAVG. This is an outstanding result because, despite the fact that 2-bit aggregation only transmits two bits of data per iteration, it requires the same number of communication rounds as the other FL methods to converge. This means that the 2-bit aggregator not only reduces the instantaneous communication overhead but also in the long term it has requires less communication resources than the other FL methods. Figure 6 also indicates that any FL algorithm (including our proposed method) outperforms the standalone agent that trains its local model only on its local data.

Large Scale Systems

We also have applied our proposed mechanism to a large scale FL scenario. In Figure 7, we have considered 100 nodes with $p = 32$. In this case the total number of samples for CIFAR-100 is equally shared between 100 nodes. (excluding the test set which is equal for all of the nodes.) From Figure 7 we observe that the proposed 2-bit aggregation yields almost the same performance as the other FL solutions.

1Please refer to [Dwork et al., 2006b] for the definition of $(\epsilon, \delta)$ DP.
mechanisms, while reducing the communication overhead. The communication overhead becomes a crucial parameter in large scale FL scenarios. For example, if there was a limitation in the communication overhead, our proposed method can incorporate $p/2$ times more nodes than the other FL methods since we can save $p/2$ times in the communication overhead.

**Conclusion**

In this paper we have proposed a novel FL mechanism to improve data privacy, and reduce uplink transmission overhead. In this approach each node transmits only two-bits per parameter to the central aggregator instead of a whole BR value, resulting in a reduced communication overhead and increased privacy level. Experimental results also confirm that our proposed aggregation mechanism achieves similar accuracy and convergence rate and a higher privacy level on MNIST, Fashion MNIST, CIFAR-10, and CIFAR-100 compared to other FL approaches.
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