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We show that current surveys have at least as much signal to noise in higher-order statistics as in the power spectrum at weakly nonlinear scales. We discuss how one can use this information to determine the mean of the galaxy halo occupation distribution (HOD) using only large-scale information, through galaxy bias parameters determined from the galaxy bispectrum and trispectrum.

After introducing an averaged, reasonably fast to evaluate, trispectrum estimator, we show that the expected errors on linear and quadratic bias parameters can be reduced by at least 20-40%. Also, the inclusion of the trispectrum information, which is sensitive to "three-dimensionality" of structures, helps significantly in constraining the mass dependence of the HOD mean. Our approach depends only on adequate modeling of the abundance and large-scale clustering of halos and thus is independent of details of how galaxies are distributed within halos. This provides a consistency check on the traditional approach of using two-point statistics down to small scales, which necessarily makes more assumptions. We present a detailed forecast of how well our approach can be carried out in the case of the SDSS.

I. INTRODUCTION

Galaxy clustering in current surveys is providing tight constraints on cosmological parameters and the nature of primordial fluctuations [1, 2]. One of the major issues in obtaining constraints from galaxy surveys on cosmology is the relationship between galaxy clustering and the underlying dark matter. This “galaxy bias” can be best studied at large scales using higher-order statistics [3, 4], such as the higher-order moments [4, 5], the three-point function [6, 7, 8], and the bispectrum [11, 12, 13, 14].

In this paper we consider how well one can measure the galaxy trispectrum, and how this can be used together with the bispectrum to place constraints on galaxy bias at large scales. The trispectrum is the lowest order statistic that is sensitive to the three-dimensional character of structures generated by gravitational instability and thus is a natural candidate to tell us interesting new information not contained in the power spectrum and bispectrum. Here we show that in surveys currently under completion, there will be enough signal to noise in the galaxy trispectrum to provide improved constraints over measurements of the bispectrum alone on galaxy linear and nonlinear bias parameters. Four-point statistics have so far only been measured mainly at small scales in angular catalogs [15, 16, 17, 18], with a marginal detection of the trispectrum in redshift surveys [19]. The use of the disconnected (Gaussian) part of the trispectrum (not the one that concerns us here) to probe primordial non-Gaussianity is studied in [20]. Previous estimates of the accuracy of higher-order moments and three-point statistics expected in current surveys are given in [21, 22, 55, 57].

Galaxy biasing is at present best connected to galaxy formation using the “halo model”, where galaxies are only present within dark matter halos in numbers prescribed by a halo occupation distribution (HOD) and with a profile dictated by numerical simulations [23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34]. In this language, it is possible to directly map the large-scale bias parameters into a probe of the mean of the HOD using only information about the mass function and large-scale bias of dark matter halos [25], which depends on better understood large-scale physics. In this paper we address how well one can constrain the mean of galaxy halo-occupation numbers from measurement of the bias parameters at large scales.

Our approach to constrain the mean of the HOD is complementary to constraints based on measurements of two-point statistics down to small scales [35, 36, 37, 38, 39], where more details need to be modeled, such as halo exclusion, galaxy distribution profiles inside halos, velocity bias between
FIG. 1: Slices 50 Mpc/h thick of a mock galaxy distribution obtained from an HOD fit in a ΛCDM model to the $M_r < -20$ galaxy two-point function in SDSS (left) and a Rayleigh-Lévy flight (right). Despite their obvious differences, these two distributions have the same two-point statistics, the differences seen are entirely due to those in higher-order correlations, see Fig. 2.

The left panel in Fig. 2 shows that indeed the galaxy and dark matter, and the second moment of the HOD distribution. Therefore, our method can provide a consistency check on these additional assumptions needed for small-scale studies. In addition, because higher-order statistics measure the large scale linear bias this breaks degeneracies between bias, $Ω_m$ and $σ_8$ which is necessary in order to predict the halo mass function and halo bias that maps constraints on bias into constraints on the mean of the HOD. Therefore, the halo statistics and the mean HOD are determined simultaneously. Other work has also obtained constraints on HOD parameters from higher-order statistics going down to small scales [25, 40, 41], but our purpose here is to see how much can be done with large-scale information where only the simpler physics of halos plays a role.

From a physical point of view, measuring three and four-point statistics at large scales gives a rather complete picture of the non-linear couplings induced during the formation of large-scale structures, and thus a fundamental test of gravitational instability [12]. From a purely statistical point of view, the richness in the dependence of the bispectrum and trispectrum on configuration of the points allows to disentangle the relative probabilities of elongated versus compact shapes (bispectrum) and planar versus three-dimensional character of large-scale structures (trispectrum).

That higher-order statistics can help to break degeneracies otherwise present should be of no surprise, although a visual example may illustrate the power in this method more clearly. Figure 2 shows two distributions that clearly look “very different” to the eye. The left panel shows a mock galaxy distribution obtained from an HOD fit to the $M < -20$ galaxy two-point function in SDSS [36] assuming a ΛCDM halo population. The right panel shows instead a Rayleigh-Lévy flight [43, 44, 45] with parameters chosen to match the power spectrum of the previous distribution [68].

The left panel in Fig. 2 shows that indeed the
FIG. 2: The distributions in Fig. 1 have the same power spectrum (left) but can be easily distinguished by their bispectrum and trispectrum (right). Square symbols correspond to the HOD galaxies, triangles to the Rayleigh-Lévy flight. The bispectrum \(Q_B\) and trispectrum \(Q_T\) are for all shapes of triangles and “quads” (see section II C) in the range \(0.04 \text{h Mpc}^{-1} \leq k \leq 0.4 \text{h Mpc}^{-1}\), here binned into \(N_T = 170\) and \(N_Q = 203\) configurations, respectively. The variations seen in \(Q_B\) and \(Q_T\) in the HOD galaxies are due to the dependence of higher-order correlations on the shape of the configuration, a reflection of the filamentary structure seen in the left panel in Fig. 1.

This paper is organized as follows. In the next section we briefly review the bispectrum and trispectrum generated by gravitational instability at large scales, the effects on it of galaxy biasing and the estimators of the bispectrum and trispectrum. In section III we discuss the determination of bias parameters from galaxy surveys and compare the signal to noise in higher-order statistics to that in the power spectrum. Finally, in section IV we show how one can turn the constraints on bias parameters into constraints on the mean HOD.
II. THE LSS BISPECTRUM AND TRISPECTRUM

A. Bispectrum and Trispectrum generated by Gravity at Large Scales

In this paper we will assume the dark matter primordial fluctuations to be Gaussian. The three-point function and the connected four-point function observed in galaxy surveys will then be a consequence of gravitational instability and galaxy biasing. At the scales relevant for this study, we can work in Eulerian Perturbation Theory (EPT) taking into account corrections to linear evolution $\delta^L$ of second-order for the bispectrum and up to third-order corrections for the trispectrum,

$$\langle \delta_{k_1} \delta_{k_2} \rangle \equiv \delta_D(k_{12}) P(k_1), \tag{1}$$

$$\langle \delta_{k_1} \delta_{k_2} \delta_{k_3} \delta_{k_4} \rangle \equiv \delta_D(k_{123}) B(k_1, k_2, k_3), \tag{2}$$

$$\langle \delta_{k_1} \delta_{k_2} \delta_{k_3} \delta_{k_4} \rangle \equiv \delta_D(k_{1234}) T(k_1, k_2, k_3, k_4), \tag{3}$$

where $\langle \ldots \rangle_c$ implies that only connected terms are included in the average,

$$B(k_1, k_2, k_3) = 2F_2(k_1, k_2) P_1 P_2 + \text{cyc.}, \tag{4}$$
is the bispectrum, and the trispectrum can be split into two different contributions, $T = T_a + T_b$ with

$$T_a = 4P_1 P_2 [ P_1 F_2(k_1, -k_{13}) F_2(k_2, k_{13}) + P_4 F_2(k_1, -k_{14}) F_2(k_2, k_{14}) ] + \text{cyc.}, \tag{5}$$

$$T_b = [ F_3(k_1, k_2, k_3) + \text{perm.} P_1 P_2 P_3 + \text{cyc.}], \tag{6}$$

where $P_i = P(k_i), P_{ij} = P(|k_i + k_j|)$. It is useful to introduce the reduced bispectrum $Q_B$ and trispectrum $Q_T$,

$$Q_B(k_1, k_2, k_3) \equiv \frac{B(k_1, k_2, k_3)}{P_1 P_2 + P_1 P_3 + P_2 P_3}, \tag{7}$$

$$Q_T(k_1, k_2, k_3, k_4) \equiv \frac{T(k_1, k_2, k_3, k_4)}{P_1 P_2 P_3 + \text{cyc.}} \tag{8}$$

which have the advantage of being almost independent of scale and cosmological parameters such as $\Omega_m$ and $\sigma_8$.

The $F_2$ and $F_3$ kernels describe the second and third order solutions in EPT, and can be written in terms of two fundamental mode-coupling functions,

$$\alpha(k_1, k_2) = \frac{k_{12} \cdot k_1}{k_1^2}, \tag{9}$$

$$\beta(k_1, k_2) = \frac{k_{12}^2(k_1 \cdot k_2)}{2 k_1^2 k_2^2}, \tag{10}$$

which represent the nonlinearities involved in mass and momentum conservation, respectively. The relationship between them and the kernels read,

$$F_2 = \frac{5}{7} \alpha(k_1, k_2) + \frac{2}{7} \beta(k_1, k_2)$$

$$= \frac{5}{7} + \frac{x}{2} \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) + \frac{2}{7} x^2, \tag{11}$$

where $(x \equiv k_1 \cdot k_2)$ and

$$F_3 = \frac{7}{18} \alpha(k_1, k_{23}) F_2(k_2, k_3)$$

$$+ \frac{1}{9} \beta(k_1, k_{23}) G_2(k_2, k_3)$$

$$+ \frac{1}{18} G_2(k_1, k_2) \left[ 7 \alpha(k_{12}, k_3) + 2 \beta(k_{12}, k_3) \right], \tag{12}$$

where the kernel $G_2$ is obtained from $F_2$ in Eq. (11) by replacing 5 by 3 and 2 by 4. We thus see that in a sense, the bispectrum and trispectrum have a rather “complete” information of large-scale clustering, in principle one could try to deduce $\alpha$ and $\beta$ from $B$ and $T$. We shall explore this possibility in future work \cite{50}.

B. Galaxy Biasing at Large Scales

Since gravity is the only long-range force in the problem, at large scales we can assume the bias to be local, therefore when smoothed over large enough scales (compared to dark matter halo sizes) the galaxy number density contrast and dark matter density contrast are related by \cite{4}

$$\delta_g \simeq b_1 \delta + \frac{b_2}{2} \delta^2 + \frac{b_3}{6} \delta^3 \tag{13}$$

with $b_1, b_2$ and $b_3$ are constants, the bias parameters. The galaxy power spectrum at large scales is then given by $P^{(g)}(k) \simeq b_1^2 P(k)$, while the bispectrum of the galaxy distribution can be expressed in terms of the dark matter bispectrum as

$$B^{(g)}(k_1, k_2, k_3) = b_1^3 B(k_1, k_2, k_3)$$

$$+ b_2^2 b_3 (P_1 P_2 + \text{cyc.}) \tag{14}$$
while the reduced galaxy bispectrum \( Q^{(g)}_B \) is

\[
Q^{(g)}_B = \frac{Q_B}{b_1} + \frac{b_2}{b_1^2} Q_T^{(1)} + \frac{b_3}{b_1^3} Q_T^{(2)} + \frac{b_4}{b_1^4} Q_T^{(3)} + \frac{b_5}{b_1^5} Q_T^{(4)}.
\]

The corresponding variance is

\[
\Delta \hat{B}^2_{123} = \frac{V_f}{V_B} \frac{s_B}{V_B} P_{tot}(k_1) P_{tot}(k_2) P_{tot}(k_3)
\]

where \( s_B = 6, 2, 1 \) for equilateral, isosceles and general triangles, respectively, and the total power spectrum (accounting for shot noise),

\[
P_{tot}(k) \equiv P(k) + \frac{1}{(2\pi)^3} \frac{1}{n}.
\]

Such a definition for an estimator is trivially extended to the trispectrum. A particular configuration of the 4-point function is completely determined given 6 parameters \( N(N-1)/2 \) for the N-point case. These can be, for instance, the four lengths \( k_i \equiv |k_i| \) for \( i = 1, 2, 3, 4 \) plus the diagonals \( d_1 \equiv |k_1 - k_2| \) and \( d_2 \equiv |k_1 - k_3| \). The trispectrum estimator can then be written as

\[
\hat{T} = \frac{V_f}{V_T} \int_{k_1} \ldots \int_{k_4} \int_{d_1} \int_{d_2} \frac{P_2}{d_1^3} \delta_p(q_{1234}) \times \delta_D(p_1 - q_1 + q_2) \delta_D(p_2 - q_1 + q_3) \times \delta_{q_1} \delta_{q_2} \delta_{q_3} \delta_{q_4}.
\]

where the integrations are taken over bins which are spherical shells in Fourier space of thickness \( \delta k \), and \( V_T \) denotes the same integral as in the numerator but with Fourier coefficients replaced by one, as in the bispectrum case [see Eqs. (19, 20)]. However, in this work we will pursue a simpler approach, leaving the more detailed general case for a future paper. One can construct an “angle averaged” trispectrum that depends only on 4 variables, rather than 6 by removing the constraint on the diagonals, i.e.

\[
\hat{T}_{1234} = \frac{V_f}{V_T} \int_{k_1} \ldots \int_{k_4} \int_{q_1} \delta_D(q_{1234}) \delta_{q_1} \delta_{q_2} \delta_{q_3} \delta_{q_4},
\]

where \( V_T \) is given by

\[
V_T = \int_{k_1} \ldots \int_{k_4} \int_{q_1} \delta_D(q_{1234}) = 8\pi^3 k_1 k_2 k_3 k_4 \times \left( k_1 + k_2 + k_3 + k_4 - |k_1 + k_2 - k_3 - k_4| - |k_1 - k_2 + k_3 - k_4| - |k_1 - k_2 - k_3 + k_4| \right).
\]
We denote by “quad” a configuration with fixed \(k_1, k_2, k_3, k_4\) that contributes to Eq. (20). The variance of \(\bar{T}\) is simply,

\[
\Delta \bar{T}^2 = V_f \frac{S_T}{T} P_{\text{tot}}(k_1) P_{\text{tot}}(k_2) P_{\text{tot}}(k_3) P_{\text{tot}}(k_4),
\]

where \(s_T = 24, 6, 2, 1\) if \(4, 3, 2\) or none of the \(k_i\)'s are equal or \(s_T = 4\) if we have two paired couples.

III. DETERMINATION OF THE BIAS PARAMETERS

A. Simple Estimates

We would like here to obtain a simple estimate of the uncertainty on the bias parameters that we can expect from an analysis involving bispectrum and trispectrum measurements. This is not an easy task, since the signal to noise for the angle-averaged trispectrum is given by a complicated integral that can be hardly replaced by a single, even approximate, number. What we can estimate there is the dependence on the survey volume and on the smallest scale included in the analysis, expressed in terms of \(k_{\text{max}}\), the maximum value of the wave number included in the sums over the configurations.

We consider here, as a simple example, the signal to noise due to the contribution from gravity to the bispectrum and trispectrum, i.e. that sensitive to noise due to the contribution from gravity to the total \(B(1)\). We would like here to obtain a simple estimate of the uncertainty on the bias parameters that we can replace the triple and quadruple sums with a single sum over integers introducing a coefficient that takes into account the number of configurations having the maximum of the three or four sides equal to a certain \(k\) and replacing \(B(k_1, k_2, k_3)\) and \(\bar{T}(1)(k_1, k_2, k_3, k_4)\) with \(B(k)\) and \(\bar{T}(1)(k)\) as given by representative configurations of side \(k\). Assuming a bin in Fourier space \(\delta k\), we have the cumulative signal to noise,

\[
\left( \frac{S}{N} \right)_B \simeq \sum_{i=1}^{i_{\text{max}}} N_B(i) \frac{|B(k)|^2}{\Delta B^2(k)},
\]

where \(k = i \delta k, i_{\text{max}} = k_{\text{max}}/\delta k, N_B(i) = i(i+1)/2\) and

\[
\left( \frac{S}{N} \right)_T \simeq \sum_{i=1}^{i_{\text{max}}} N_T(i) \frac{|\bar{T}(1)(k)|^2}{\Delta \bar{T}^2(k)},
\]

where \(N_T(i) = i(i+1)(i+2)/6\). Now, we use

\[
B^{(1)}(k) \simeq 3 Q_B P^2(k), \quad \Delta B^2(k) = \frac{k^3 P^4(k)}{8\pi^2 k^3(\delta k)^3},
\]

with \(Q_B\) some representative amplitude of order one, and for the averaged trispectrum

\[
\bar{T}^{(1)}(k) \simeq C_T P^3(k), \quad \Delta \bar{T}^2(k) = \frac{k^3 P^4(k)}{32\pi^3 k^3(\delta k)^2},
\]

where the constant \(C_T\) is difficult to determine in a simple way, being the result of complicated angular integrations, it depends on the configuration of wavevectors and on the binning size \(\delta k\).

It is instructive to compare these estimates to the power spectrum case,

\[
\left( \frac{S}{N} \right)_P \simeq \sum_{i=1}^{i_{\text{max}}} \frac{|P(k)|^2}{\Delta P^2(k)} \sim \sum_{i=1}^{i_{\text{max}}} \frac{\delta k^3}{k_f^3} \frac{2 V}{(2\pi)^3} k^3_{\text{max}},
\]

where we used \(\Delta P^2(k) = 2 P^2(k)/N_i\) with \(N_i = 4\pi^2(\delta k/k_f)^3\) the number of Fourier modes in bin given by \(i\), and \(V\) is the volume of the survey. For the bispectrum one gets instead,

\[
\left( \frac{S}{N} \right)_B \simeq 9 \pi Q_B^2 \left( \frac{\delta k}{k_f} \right)^3 \sum_{i=1}^{i_{\text{max}}} i^2 \Delta (k_i),
\]
where $\Delta(k) = 4\pi k^3 P(k)$, assuming $Q_B \sim 1$ and an effective spectral index $n_{\text{eff}} \sim -1.5$ this gives,

$$\left(\frac{S}{N}\right)_B^2 \sim 6 i_{\text{max}}^3 \frac{\delta k_j}{k_f} \Delta(k_{\text{max}}) = \frac{6 V}{(2\pi)^3} k_{\text{max}}^3 \Delta(k_{\text{max}}),$$

(37)

Comparing Eqs. (38) and (37) we see that up to scales where $\Delta(k_{\text{max}}) \lesssim 1$ there should be more signal to noise in the bispectrum than the power spectrum. This simple estimate ignores shot noise and survey geometry, but we shall see that this conclusion remains true when these are included.

To estimate the trispectrum signal to noise we would need to evaluate the constant $C_T$ in Eq. (34), we will do this implicitly in Fig. 3 below when we take properly into account the sum over all configurations of the estimator in Eq. (26). For our purpose here it is enough to note that we can approximately reproduce the scaling in Fig. 3 by using that $C_T \sim \tilde{C}_T(k/\delta k)$ with $\tilde{C}_T$ approximately constant. Then we have,

$$\left(\frac{S}{N}\right)_T^2 \sim \tilde{C}_T^2 \left(\frac{\delta k_j}{k_f}\right)^3 \sum_{i=1}^{i_{\text{max}}} i^4 \Delta(k_i)^2 \sim \frac{\tilde{C}_T^2 V}{8(2\pi)^3} k_{\text{max}}^3 \left(\frac{k_{\text{max}}}{\delta k}\right)^2 \Delta(k_{\text{max}})^2,$$

(38)

We see that compared to the bispectrum, Eq. (38), the trispectrum is suppressed at the largest scales by a factor of $\Delta(k_{\text{max}})$, similar to what happens by going from the power spectrum to the bispectrum, Eq. (26) and (28).

In addition there is a bin-size dependent factor due to the particular average we are doing in our trispectrum estimator, which results from the effect of the angular integration over the PT kernels. This bin-size dependent factor is only illustrative, as we mentioned above, since it is hard to estimate precisely, but it is saying that by averaging the configuration dependence due to the PT kernels one is decreasing the signal to noise, we use below $\delta k = 3k_f$ and therefore potentially we could gain a factor of three in signal to noise by doing “minimal” averaging, $\Delta k = k_f$.

In order to improve over Eq. (38), we show in the top three lines in Fig. 3 the result of computing the signal to noise for the power spectrum (solid), bispectrum (dashed) and trispectrum (dotted) by explicitly doing the respective sums over configurations up to some maximum scale $k_{\text{max}}$, assuming an ideal (diagonal covariance matrix) survey with volume $V = 0.3 \ h^{-1} \text{Gpc}^3$ and a galaxy density $\bar{n} = 0.003 \ (h^{-1} \text{Mpc})^{-3}$.

We see from the top three lines in Fig. 3 that the signal to noise increases faster as a function of $k_{\text{max}}$ for higher-order statistics, with the signal weighted more toward smaller scales. The effect of the shot noise is simple to estimate as well, for the $N$-point spectrum each scale is penalized by a factor of $[\bar{n} P_i/(1 + \bar{n} P_i)]^N$, so higher-order statistics get more penalized by poor sampling. However, in the case of Fig. 3 shot noise is small enough to be almost unimportant. Given the estimates in Fig. 3 the expected uncertainties in the linear bias from Eq. (39) are $\Delta b_i^2 \approx 3 \times 10^{-3}$ and $\Delta b_f^2 \approx 10^{-3}$ for this ideal geometry.

We should note that the signal to noise figure of merit shown in Fig. 3 does not capture the full extent of the statistical power in the bispectrum and trispectrum since there are many additional components in the presence of nonlinear bias, in fact this is the crucial point that leads to constraints on the mean of the HOD, see section IV. The signal to noise contained in these additional terms depends on the type of galaxy, but note that nonlinear large-scale bias is inevitable in the framework of the halo model [25], even if $b_1 \sim 1$ it is very difficult to have $b_2 = b_3 = 0$, see Eq. (16) and Fig. 3 below.

### B. Likelihood Analysis: Ideal Geometry

Since most of the signal is coming from scales small compared to the size of the survey, it is reasonable to assume that the joint likelihood for the power spectrum, bispectrum and trispectrum will be Gaussian; this can be checked for a particular survey geometry by simulating a large pool of mock catalogs [50, 52]. We work with the reduced amplitudes $Q_B$ and $Q_T$ which to very good approximation are independent of cosmological parameters (e.g. $\Omega_m$ and $\Omega_{\Lambda}$) and the amplitude of the power spectrum ($\sigma_8$). The only remaining dependence on cosmology is through the shape of the power spectrum, which we take to be fixed by power spectrum measurements here. This is only important for a relatively small number of configurations, when all
scales are of the same order the reduced amplitudes $Q_B$ and $Q_T$ becomes independent of the shape of the power spectrum. We will consider the more general case, where one simultaneously constraints the power spectrum, bispectrum and trispectrum, in future work. The joint Gaussian likelihood for $Q_B$ and $Q_T$ reads,

\[
-2 \ln L = \text{const} + \sum_{\text{triangles}} \frac{(Q_{B,\text{obs}} - Q_{B,\text{mod}})^2}{(\Delta Q_{B,\text{mod}})^2} + \sum_{\text{quads}} \frac{(Q_{T,\text{obs}} - Q_{T,\text{mod}})^2}{(\Delta Q_{T,\text{mod}})^2},
\]

where $Q_{B,\text{mod}}$ and $Q_{T,\text{mod}}$ are given in terms of bias parameters by Eqs. (15) and (20), respectively, and by sum over “quads” we mean those average trispectrum configurations that appear in our estimator, Eq. (26). In addition, we consider only those quads with vanishing non-connected component. In particular we limit ourselves to the cases with $k_1 > k_2 > k_3 > k_4$ (with $k_1 + k_2 + k_3 + k_4 = 0$). In principle we could include configurations with two or three equal wavevector lengths, but in the case of a non trivial survey geometry such configurations have a leakage from non-connected contributions due to the coupling of the Fourier modes by the survey window. In order to be conservative we restrict here as well to these “safe” configurations.

Given the likelihood function in Eq. (39), we compute the expected errors on the bias parameters using the various components of bispectrum and trispectrum as determined by Eulerian perturbation theory as described in the previous section, for surveys with ideal geometry and different volumes.

We consider a ΛCDM cosmology with $\Omega_m = 0.27$, $\sigma_8 = 0.82$, corresponding to a non-linear scale of $k_{NL} \simeq 0.3 \ h \text{Mpc}^{-1}$.

The results for three different volumes, $V = 0.1$, 0.3 and 1 (h$^{-1}$ Gpc)$^3$, are given in table I. Including the trispectrum helps reduce the error on the determination of $b_1$ and $b_2$ roughly by about 20% when all scales up to $k = 0.3 \ h \text{Mpc}^{-1}$ are included. Note that one can also determine an additional bias parameter $b_3$ that would not be possible otherwise. The error on this cubic bias is not nearly as small as for $b_1$ and $b_2$, this is almost certainly related to our averaged trispectrum estimator being far from optimal for detection of $b_3$, in fact one can easily check that our average trispectrum is averaging out a significant part of the dependence on configuration shape present in the full trispectrum; improvement on this is left for future work.

In Fig. 4 we give the 68% confidence intervals for two bias parameters at a time marginalizing over the third, for the $V = 0.3$ (h$^{-1}$ Gpc)$^3$ case.

C. Likelihood Analysis: SDSS forecast

In this section we consider a realistic survey geometry with the induced covariance matrix between
For each of these realizations, we have measured geometry analysis and all cases, cosmological parameters are as in the 6080 realizations of the survey geometry. In order to compare 2LPT against N-body simulations for the redshift-space bispectrum, we will present a similar comparison for the trispectrum in 56. Using a 2LPT code 50 with about 2×10^6 particles in a rectangular box of sides L = 660, 990 and 1320 h^{-1} Mpc, we have created 6080 realizations of the survey geometry. In all cases, cosmological parameters are as in the ideal geometry analysis and b_1 = 1, b_2 = b_3 = 0. For each of these realizations, we have measured the redshift-space bispectrum and trispectrum for configurations of all shapes with sides between k_{min} = 0.02 h Mpc^{-1} and k_{max} = 0.3 h Mpc^{-1}, giving a total of N_{triangles} = 7.5 × 10^{10} triangles and N_{quads} = 4.0 × 10^{13} quads. These are binned into T = 1015 triangles and T = 1720 quads with a bin size of δk = 0.015 h Mpc^{-1}. The generation of each mock catalog takes about 15 minutes, and has about 5.7 × 10^9 galaxies. The redshift-space density field in each mock catalog is then weighted using the FKP procedure 54, see e.g. 51, 55 for a discussion in the bispectrum case. The results we present correspond to a weight P_0 = 5000 (h^{-1} Mpc)^3. The bispectrum and the averaged trispectrum are then measured in each realization. The bispectrum takes about 2 minutes per realization, while the averaged trispectrum takes about 40 minutes 71. However the correction due to shot noise and geometry in the trispectrum case is nontrivial 56, since it does not involve the power spectrum and bispectrum at the already measured configurations, but at more complicated configurations, e.g. involving k_{12} instead of just k.

\begin{table}[h]
\centering
\begin{tabular}{cccc}
\hline
V & n_g & Param. & Bisp. & Trisp. & Combined \\
\hline
1 & 10^{-4} & & & & \\
& & Δb_1 & 0.033 & 0.030 & 0.030 \\
& & Δb_2 & 0.042 & 0.040 & 0.040 \\
& & Δb_3 & - & 0.18 & 0.18 \\
0.3 & 3 × 10^{-3} & & & & \\
& & Δb_1 & 0.0065 & 0.0082 & 0.0050 \\
& & Δb_2 & 0.0080 & 0.012 & 0.0066 \\
& & Δb_3 & - & 0.064 & 0.032 \\
0.11 & 10^{-3} & & & & \\
& & Δb_1 & 0.014 & 0.025 & 0.012 \\
& & Δb_2 & 0.018 & 0.039 & 0.016 \\
& & Δb_3 & - & 0.21 & 0.078 \\
\hline
\end{tabular}
\caption{Marginalized errors (68% CL) on the bias parameters for three survey volumes determined using bispectrum and trispectrum alone and combined with k_{MAX} = 0.3, h Mpc^{-1}. Volumes are in (h^{-1} Gpc)^3 and densities in (h^{-1} Mpc)^{-3}.}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4}
\caption{Joint 68\% confidence intervals marginalized over a single parameter for V = 0.3 (h^{-1} Gpc)^3, galaxy density n = 3 × 10^{-3} (h^{-1} Mpc)^{-3} and k_{MAX} = 0.3 h Mpc^{-1}.}
\end{figure}

We consider a survey geometry that approximates the north part of the SDSS survey, a 10,400 square degree region 71. We don’t include the South part of the survey in our analysis, which has a smaller volume and a nearly two-dimensional geometry that complicates the simplified bispectrum and trispectrum analysis we will do below. For the radial selection function we use that from 53, and we assume that the angular selection function is unity everywhere inside the survey region, which is a very good approximation.

The mock catalogs are the same we have used before in 57. Using a 2LPT code 50 with about 42 × 10^6 particles in a rectangular box of sides L = 660, 990 and 1320 h^{-1} Mpc, we have created 6080 realizations of the survey geometry. In all cases, cosmological parameters are as in the ideal geometry analysis and b_1 = 1, b_2 = b_3 = 0. For each of these realizations, we have measured geometry analysis and all cases, cosmological parameters are as in the 6080 realizations of the survey geometry. In order to compare 2LPT against N-body simulations for the redshift-space bispectrum, we will present a similar comparison for the trispectrum in 56. For biasing, we assume Eq. 14 and 20 still hold in redshift space, which is a reasonable approximation near our fiducial unbiased model.

We consider a survey geometry that approximates the north part of the SDSS survey, a 10,400 square degree region 71. We don’t include the South part of the survey in our analysis, which has a smaller volume and a nearly two-dimensional geometry that complicates the simplified bispectrum and trispectrum analysis we will do below. For the radial selection function we use that from 53, and we assume that the angular selection function is unity everywhere inside the survey region, which is a very good approximation.
of $k_1,k_2$. Computing these additional correlators is time consuming, though still doable, doing so by “brute force” adds an additional 13 hours per realization.

In order to generalize the discussion given in the previous section to the case of arbitrary survey geometry, we use the bispectrum and trispectrum eigenmodes $\hat{q}_n$, see [50] for a detailed discussion for the bispectrum and [51] for the three-point function case. The discussion is the same for both, here we only summarize it for the bispectrum. The eigenmodes can be written as a linear combination (chosen here to have zero mean),

$$\hat{q}_n = \sum_{m=1}^{N_T} \gamma_{mn} \frac{Q_m - \bar{Q}_m}{\Delta Q_m}, \quad (40)$$

where $\bar{Q}_m \equiv \langle Q_m \rangle$, $(\Delta Q_m)^2 \equiv \langle (Q_m - \bar{Q}_m)^2 \rangle$. By definition they diagonalize the bispectrum covariance matrix,

$$\langle \hat{q}_n \hat{q}_m \rangle = \lambda_n^2 \delta_{nm}, \quad (41)$$

and have signal to noise,

$$\left(\frac{S}{N}\right)_n = \frac{1}{\lambda_n} \left| \sum_{m=1}^{N_T} \gamma_{mn} \frac{Q_m}{\Delta Q_m} \right| . \quad (42)$$

The eigenmodes are easy to interpret when ordered in terms of their signal to noise [50]. The best eigenmode (highest signal to noise), say $n = 1$, corresponds to all weights $\gamma_{m1} > 0$; that is, it represents the overall amplitude of the bispectrum averaged over all triangles. The next eigenmode, $n = 2$, has $\gamma_{m2} > 0$ for nearly collinear triangles and $\gamma_{m2} < 0$ for nearly equilateral triangles, thus it represents the dependence of the bispectrum on triangle shape.

The same arguments hold for trispectrum eigenmodes. Here again the first eigenmode corresponds to the overall amplitude of $Q_T$ averaged over all configurations while higher-order eigenmodes contain further information. Although the average over the angles defining $\bar{T}$ in Eq. 24 washes away a large part of the information contained in the trispectrum, we can still expect a different behavior from configurations with almost equal values for the $k_i$’s and configurations with, for instance $k_1 \gg k_2,k_3,k_4$, where the average over the angles plays a little role. A more detailed analysis of the dependence of the trispectrum (full and angle-averaged) is given in [50].

If the bispectrum and trispectrum likelihood functions are Gaussian, we can write down the likelihood for the bias parameters $b_j$ as,

$$\mathcal{L}(\{b_j\}) \propto \prod_{i=1}^{N_T} P_i[q_i^B(\{b_j\})/\lambda_i^B] \times \prod_{i=1}^{N_Q} P_i[q_i^T(\{b_j\})/\lambda_i^T], \quad (43)$$

where the $P_i(x)$ are all equal and Gaussian with unit variance. We calculate the bispectrum $N_T \times N_T$ covariance matrix and the trispectrum $N_Q \times N_Q$ covariance matrix from our realizations of the survey and from that obtain the respective $\gamma_{mn}$ and $\lambda_n$, which give the ingredients to implement Eq. (43). The results from such likelihood analysis are shown in table II for the marginalized errors on each bias parameter and Fig. 5 for the bivariate contours with the third parameter marginalized over. The results are given for separate and joint bispectrum (BS) and trispectrum (TS). It is interesting to note that compared to the ideal geometry case in the previous section, the trispectrum helps to reduce the errors by almost 40% here, twice as much as in the ideal geometry case. Again we note that the poor determination of $b_3$ compared to $b_1,b_2$ is likely due to the fact that the averaged trispectrum we use is not nearly as optimal as it could be if we use its full configuration dependence information. In addition, the trispectrum analysis by itself is expected to give similar accuracy regarding linear and quadratic bias parameters as the bispectrum. This can be used for a consistency checks of the results and sensitivity to scale dependence of the bias parameters, given that the bispectrum and trispectrum are sensitive to somewhat different scales.

D. Comparison of Signal to Noise Against the Power Spectrum: Effects of Covariance

We now go back to the question raised in section III A and Fig. 3 regarding the comparison between the signal to noise in the power spectrum, bispectrum and trispectrum. We have measured the power spectrum from the same mock catalogs and calculated the signal to noise as a function of $k_{\text{max}}$.
TABLE II: Marginalized errors (68% CL) on the bias parameters for SDSS geometry determined using bispectrum and trispectrum alone and combined with $k_{\text{max}} = 0.3 \, h^{-1} \text{Mpc}$.

| Parameter | Bispectrum | Trispectrum | Combined |
|-----------|------------|-------------|----------|
| $\Delta b_1$ | 0.036      | 0.034       | 0.024    |
| $\Delta b_2$ | 0.046      | 0.047       | 0.032    |
| $\Delta b_3$ |          | 0.24        | 0.20     |

FIG. 5: Joint 68% confidence intervals for two bias parameters at a time, with the third parameter marginalized over. We show results for the bispectrum (BS) only, trispectrum (TS) only, and a joint bispectrum plus trispectrum analysis. This assumes an SDSS geometry including a full covariance matrix for the bispectrum and trispectrum.

from them for the power spectrum, bispectrum and trispectrum, including the effects of the covariance matrix for the SDSS geometry, always under the FKP approximation.

The lower three lines in Fig. 5 show the results of such computation of the cumulative signal to noise. We see that including the covariance matrix degrades the averaged trispectrum the most, and the power spectrum the least, as expected. The degradation in the averaged trispectrum case is rather severe, still one should keep in mind that other contributions to the trispectrum and bispectrum (due to nonlinear bias) have as much (or more) signal to noise than the gravity-only contribution displayed here. In any case, we see that higher-order statistics have comparable or larger signal to noise than the power spectrum at scales below the nonlinear scale, as expected from the simplified analysis in section IIIA.

So far we have expressed the information provided by higher-order statistics in terms of constraints on bias parameters, this is the most solid (least assumptions) way of quantifying the information since it only assumes, basically, that gravity is the only long-range force in the problem. Now we discuss how these constraints can be turned into a probe of the way dark matter halos are populated with galaxies by making the additional assumption that we understand how to calculate the abundance of dark matter halos and their clustering at large scales.

IV. FROM BIAS TO HOD PARAMETERS

The halo model provides a very good tool to understand galaxy biasing: in the first place the distribution of dark matter halos is related to the underlying mass distribution (halo biasing) while the Halo Occupation Distribution (HOD) plus a radial profile prescribes how galaxies populate individual halos. While the halo distribution and halo-halo correlations can be studied and tested reliably in simulations, our understanding of galaxy clustering is still rather poor, since the non-gravitational processes involved in galaxy formation cannot be modelled accurately yet. Some of the details of how galaxies populate halos are now beginning to be explained in terms of gravitational physics (see e.g. [34] and references therein). Our purpose here is to see how much one can learn about the mean of the HOD using only large-scale information where the physics, standard gravitational instability, is better understood.

We will assume the halo mass function to be the Sheth-Tormen (ST) mass function based on ellip-
soidal collapse \(58, 59, 60\), representing the average number density \(n(m)\) of haloes of a given mass \(m\) per unit mass. The galaxy number density is then related to the halo mass function as

\[
\bar{n}_g = \int dm \, n(m) \langle N_{gal}(m) \rangle, \tag{44}
\]

where \(\langle N_{gal}(m) \rangle\) is the mean of the HOD and it represents the average number of galaxies in an halo of mass \(m\). The galaxy bias parameters are then given, in the large-scale limit, by

\[
b_i = \frac{1}{\bar{n}_g} \int dm \, n(m) \, b_i(m) \langle N_{gal}(m) \rangle, \tag{45}
\]

where \(b_i(m)\) for \(i = 1, 2, 3\) are the halo large-scale bias parameters. They can be derived in the framework of non-linear perturbation theory and spherical collapse model and its extensions \(61, 62, 63, 64, 65\); they correspond to the small \(\delta\) expansion of the conditional mass function \(n(m/\delta)\). In Fig. 6 we plot \(b_1(m), b_2(m)\) and \(b_3(m)\) in the relevant range of masses. The large-scale limit implies that we can ignore the size of a single halo and consider it as point-like, that is, there is no need to know the profile of galaxies inside halos. Note that in Eq. (45) the bias parameters are related to halo abundance and clustering through the mean HOD, no other details about how galaxies populate halos is needed. The strategy of our approach is very simple: joint measurement of the power spectrum, bispectrum and trispectrum at large scales gives simultaneously the cosmological information to compute the halo abundance and bias, and the limits on bias parameters can be used to constraint the mean HOD through Eqs. (44, 45).

We parametrize the mean HOD as

\[
\langle N_{gal}(m) \rangle = \begin{cases} 
0 & \text{for } m < M_{\text{min}} \\
1 + \left(\frac{m}{M_1}\right)^\beta & \text{for } m > M_{\text{min}}
\end{cases} \tag{46}
\]

where we have assumed that the average number of galaxies can be split into two contributions \(58\): a mean occupation number for a central galaxy, corresponding to \(\langle N_{cen} \rangle = 1 \) for \(m > M_{\text{min}}\) and \(\langle N_{cen} \rangle = 0\) for lower masses, and a mean occupation number for satellite galaxies given by \(\langle N_{sat} \rangle = (m/M_1)^\beta\). We fix \(M_{\text{min}}\) to be a function of \(M_1\) and \(\beta\) in order to reproduce the galaxy density given by Eq. (44), and then compute the joint likelihood function for \(M_1\) and \(\beta\) using Eq. (45) and the likelihood function of the galaxy bias parameters studied in the previous section. The specific parametrization in Eq. (46) is only chosen for illustration of our method, one could use other parametrizations.

We study the same survey examples as above, an ideal (diagonal covariance matrix) survey with volume \(V = 0.3 \, (h^{-1} \text{Gpc})^3\) and a galaxy number density \(\bar{n} = 0.003 \, (h^{-1} \text{Mpc})^{-3}\) and for the SDSS geometry determined using bispectrum alone (in parenthesis) and bispectrum and trispectrum combined with \(k_{\text{max}} = 0.3 \, h \, \text{Mpc}^{-1}\).
FIG. 7: 68% joint confidence intervals and marginalized errors for $M_1$ and $\beta$ for an ideal survey with $V = 0.3(\, h^{-1}\, \text{Gpc})^3$. The larger contour corresponds to the case where only the bispectrum is used in the analysis, the inner contour includes both bispectrum and trispectrum.

The example from the SDSS geometry is somewhat artificial since in a flux limited sample there is a contribution of a broad class of galaxies with different clustering properties, thus the effective bias and HOD parameters that one would obtain are not very meaningful. Therefore we also give results (with ideal geometry) for a series of volume limited samples studied in [36], see Fig. 9. This gives an idea of how the errors on $\beta$ and $M_1$ depend on different samples and ultimately on different mass ranges. Here we assume as maximum likelihood values for $\beta$, $M_1$ and number density those given in Table 3 of [36], while the volumes are rescaled from 2,500 to 10,400 deg$^2$. Table IV shows the marginalized errors on $M_1$ and $\beta$ for the three subsamples. The best constraints are expected for the sample with $M_r < -19$ since it corresponds to the best combination of volume and galaxy number density.

We can compare these results with those in [30] obtained from the two-point function analysis down...
to small scales. Their marginalized errors scaled to the final survey volume are better by about a factor of two for $\Delta \beta$ and three for $\log M_1$ when compared to those in Table IVV. However, their results assume a fixed the cosmological model, and depend on further assumptions, e.g. about the galaxy profiles inside halos, modeling of the second moment of the HOD and halo-halo exclusion. Our results in Table IV do not include the covariance matrix, thus some degradation is expected. On the other hand, our trispectrum estimator can still be improved significantly. In the end, if further study shows that the sensitivity of our method does not compare well with the small-scale analysis approach, the interest in our method would be to provide an alternative way of probing the HOD using large-scale information that can validate the assumptions used in the small-scale analysis.

Here is a table summarizing the marginalized errors:

| $M_{r}^{\text{max}}$ | $V$  | $\bar{n}$ | $\Delta \beta$ | $\Delta \log_{10} M_1$ |
|----------------------|------|-----------|-----------------|----------------------|
| $-20$                | 0.0065 | 0.006 | 0.066 (0.077) | 0.08 (0.14) |
| $-19$                | 0.0064 | 0.015 | 0.042 (0.044) | 0.08 (0.10) |
| $-18$                | 0.0013 | 0.027 | 0.069 (0.076) | 0.15 (0.20) |

V. CONCLUSIONS

We showed that current surveys have at least as much signal to noise in higher-order statistics as in the power spectrum at weakly nonlinear scales, and studied the constraints on linear, quadratic and cubic galaxy bias from measurements of the bispectrum and trispectrum at large scales. We introduced an averaged trispectrum which is relatively fast to compute in current galaxy surveys. We calculated the expected marginalized errors on the bias parameters for surveys with ideal geometry of relevant sizes and galaxy densities as well as for the more realistic geometry of Sloan Digital Sky Survey. We have shown that the trispectrum analysis alone can give at least as good results as the bispectrum in the determination on the linear and quadratic bias, which can be used for consistency checks, while in addition providing constraints on the cubic bias parameter. The combined likelihood analysis of the bispectrum and trispectrum can improve the results of the bispectrum alone by about 30%.

We also discussed how one can use the bispectrum and trispectrum information to determine the mean of the galaxy halo occupation distribution (HOD), subject only to adequate modeling of the abundance and large-scale clustering of halos and thus is independent of details of how galaxies are distributed within halos. This provides a novel way of measuring the way galaxies populate halos and gives a consistency check on the traditional approach of using two-point statistics down to small scales, which necessarily makes more assumptions.

Although our results are promising, a number of checks and improvements are required to understand...
better the statistical power of these techniques. At the basic level, more work is needed to come up with a trispectrum estimator that is more sensitive to bias parameters and fast to evaluate, our attempt here was purely based on simplicity. Another issue is the validity of trispectrum results based on perturbation theory; comparison against N-body simulations in real and redshift space will be addressed elsewhere [54]. In addition, our mapping from bias parameters to constraints of the HOD assume that the halo bias parameters are well described by the Sheth-Tormen conditional mass function, but there is currently no test of these predictions for $b_2$ and $b_3$ against numerical simulations. We hope to report on this in the near future.
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