Statistical-based approach for driving style recognition using Bayesian probability with kernel density estimation
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Abstract: Driving style recognition plays a crucial role in eco-driving, road safety, and intelligent vehicle control. This study proposes a statistical-based recognition method to deal with driver behaviour uncertainty in driving style recognition. First, the authors extract discriminative features using the conditional kernel density function to characterise path-following behaviour. Meanwhile, the posterior probability of each selected feature is computed based on the full Bayesian theory. Second, they develop an efficient Euclidean distance-based method to recognise the path-following style for new input datasets at a low computational cost. By comparing the Euclidean distance of each pair of elements in the feature vector, then they classify driving styles into seven levels from normal to aggressive. Finally, they employ a cross-validation method to evaluate the utility of their proposed approach by comparing with a fuzzy logic (FL) method. The experiment results show that the proposed statistical-based recognition method integrating with the kernel density is more efficient and robust than the FL method.

1 Introduction

Driving style is very important for intelligent vehicle control, traffic systems, road safety and eco-driving [1–10]. For example, a moderate driver usually drives in a fuel-saving way, while an aggressive driver will drive in a fuel-consuming way. Driving style recognition can offer feedback information to vehicle control systems and enable the control systems to meet individual drivers' needs in time. However, recognising driver behaviour or driving style is a challenging task since feature parameters greatly vary over different driving behaviours and driving environments. Lots of approaches in existing research have been developed to recognise driving style [11, 12], which can be roughly categorised into two groups: model-based and learning-based.

One indirect way is to develop such driver model capable of characterising drivers' basic behaviours and utilise model parameters to represent driving styles. The hidden Markov model (HMM) has been widely utilised to model and predict the driver state and driving behaviour because of its powerful ability to describe a latent state in dynamic and stochastic processes. For example, researchers in [13, 14] applied a hidden Markov model (HMM) to estimate the underlying relationship between observations and driver state. A driver–vehicle system was developed as a hybrid-state model and the HMM was then used to estimate the driver's decision when driving near intersections [14, 15]. Some authors [16, 17] also utilised an autoregressive exogenous ARX model and an extended probabilistic ARX (P-ARX) model to classify drivers. Shi et al. [18] made a comparison analysis for eco-driving based on a normalised driver model. To mimic and model the driver behaviour uncertainty, different kinds of stochastic models were also developed and adopted [19, 20]. However, the non-linearity and uncertainty of driving behaviour make it intractable to precisely identify these models' parameters.

The other is to directly analyse the driving data using pattern-recognition or data-analysis methods without establishing the specific driver models. For instance, Zhang et al. [21] applied three recognition methods to recognise driving skills, including the multilayer perception artificial neural networks, decision tree, and support vector machines (SVM). The coefficients of discrete Fourier transform of steering wheel angle were treated as the discriminant features. The authors in [22] investigated the relationships between driver state and driver's actions using a clustering method with eight state-action variables. According to different driving patterns, the state-action clusters segmented drivers into different styles. In addition, the learning-based methodologies such as Bayesian non-parametric techniques have also been directly applied to analyse driving style [23, 24]. For example, fuzzy logic (FL) methods [25] were selected to classify driving style for improving the cure speed model accuracy. Though the above mentioned works have made a great progress in driver behaviour modelling and driving style recognition, they did not consider the driver behaviour uncertainty which is usually caused by psychological/physical factors and driving environments. According to the above discussions, we found that there are two key issues existing in driving style recognition:

• Feature selection. It is difficult to select a pair of feature parameters that can fully represent or define all aggressive (or normal) drivers, though the rule-based strategies are able to classify most drivers into different categories. Two of the main reasons are (i) that an aggressive driver will not always drive vehicles in an aggressive way, which causes the overlapped data collected from drivers with different driving styles and (ii) that the threshold values of driving style are greatly different among individuals.

• Driver behaviour uncertainty. Driver behaviour could be affected by the disturbances of driving environments and physical/psychological factors, which will diversify driving style at the different time and different driving environments.

Therefore, it is difficult to recognise driving style (e.g. aggressive or normal) for individuals with uncertain factors considered [26]. Toward this end, we present a statistical-based recognition method to consider driver behaviour uncertainty, allowing us to classify drivers into two groups, i.e. aggressive and normal (typical). First, a conditional distribution function – kernel density function – is introduced to describe the driver behaviour uncertainty, which has shown its effectiveness of describing
driving behaviour uncertainty [27] due to its ability to measure the
variants of variables [28]. After that, according to the learned
kernel density function and the full Bayesian theory, a posterior
probability of each feature is computed with respect to each driving
style. We also develop an efficient approach based on Euclidean
distance to determine the driving style at a low computational cost.
Finally, a series of cross-validation (CV) experiments are
conducted by comparing with a FL method to show the
effectiveness of our proposed statistical-based recognition method.
In summary, the paper consists of the following three contributions:

i. Introducing a statistical-based approach to recognise driving
styles considering driver behaviour uncertainty.

ii. Developing the Euclidean distance-based decision method to
determine the driving style of specific driver behaviours.

iii.Verifying the effectiveness of our proposed method with
comparison experiment.

Following the overview in Section 1 of this paper, Section 2
shows the procedure of feature selection. Section 3 presents the FL
recognition algorithm and the proposed method. Section 4
describes data collection and experiment design in a driving
simulator. Section 5 shows the experiment results and analysis.
Finally, Section 6 gives a further discussion and conclusion.

2 Feature selection

The goal of feature selection is to allow pattern vectors belonging
to different categories to occupy compact and disjoint regions as
much as possible in a specified feature space. In general, the data
using for driving style recognition can be grouped into three
categories:

• Driver-dependent, including the physical signal (e.g. the steering
angle, throttle opening, gesture, eyes related signal [29–31]) and
physiological signal (e.g. the rate of heart beat, EEG, EMG [32]).

• Vehicle-dependent, including vehicle speed, acceleration, yaw
angle [29, 30, 33] and so on.

• Driving environment-dependent, including road profile,
surrounding vehicles, traffic flow and so on.

In this work, we mainly focus on the driver's longitudinal
behaviour when tracking a given curvy road and the vehicle-
dependent signal is preferred to characterise driving styles.
However, the required feature is greatly different for different
driving tasks, as shown in Table 1. Therefore, in order to select a
feature that can describe the driver behaviour uncertainty when
following a given curvy path, we make a distribution analysis for
all feature parameters. Fig. 1 shows the time-series driving data
(i.e. speed, throttle opening, and acceleration) collected from two
drivers with different driving styles and their distribution. With the
aim of selecting the discriminative feature parameter, we make two
assumptions as follows:

• Statistical characteristic invariance: In specified driving
environments, the vehicle speed or throttle opening from a
driver may change at a different time, but its statistical feature
such as the distribution property is relatively invariance. Table 2
presents the statistical results from two drivers with distinct
driving styles (aggressive and normal), which indicates that the
mean value and standard deviations of statistical metrics vary
greatly between drivers with different driving styles.

• Maximum discrimination: The selected feature parameters
should maximise the discrimination of driving styles. From the
statistical results in Fig. 1, it is obvious that the vehicle speed
and throttle opening are the most discriminative features and
therefore selected as the feature parameters.

2.1 Vehicle speed

When tracking a given curvy road, the vehicle speed is one of the
parameters that can directly show and characterise driving
preferences [25, 35] such as aggressive or normal. In Fig 1 and
Table 2, for example, it is obvious that the aggressive prefers to the
vehicle speed of $v_i \in [20, 40] \cup [60, 100]$ km/h, while the normal
driver prefers to the vehicle speed falling in [40, 60] km/h.
The authors of [9, 25, 34] also demonstrated that aggressive drivers
usually prefer to drive with a high speed when following a curvy
road.

2.2 Throttle opening

As one of the parameters directly controlled by a human driver,
throttle opening can reflect the driver's preference. From Fig. 1, we
know that the distribution of throttle opening (Table 2) is more
suitable to recognise driving styles than acceleration. Wang et al. in
[34] also demonstrated that the combination of vehicle speed and
throttle opening can directly reflect the longitudinal acceleration.
For instance, when driving on a flat road, a high vehicle speed with
a small throttle opening will lead to a large deceleration.

Therefore, based on the aforementioned discussion, the vehicle
speed ($v$) and the throttle opening ($\alpha$) are selected as the feature
vectors $x = (v, \alpha)$ to distinguish driving styles when following a
curvy road, instead of involving the acceleration, which can reduce
the information redundancy and the computational cost. Based on the
selected feature parameter $x$, our goal is to find a model
$f: x \rightarrow s$, capable of recognising driving styles $s \in \delta$, where
$\delta = \{s_1 = -3, s_2 = -2, s_3 = -1, 0, 1, 2, 3\}$ is the label set of driving
styles. Here, the element of set $\{-3, -2, -1, 0, 1, 2, 3\}$ represents
the aggressive or normal level. A larger value of $s$ indicates a more
aggressive driving style, and vice versa. For example, $s = -3$ and
$s = 3$ represent the normal type and the aggressive type,
respectively.

3 Methodology

3.1 FL method

To some extent, driving style is a vague concept that cannot
precisely be divided into a specified category such as aggressive or
normal because the aggressive or normal scales of driving style are
difficult to be quantified. Our perception of the real driving styles
is pervaded by concepts which do not have sharply defined
boundaries. Therefore, a fuzzy-based mathematical tool – FL – has
been widely introduced to recognise driver behaviour [36], driving
profile [37], and driving styles [25], which provides a reasonable
way to deal with imprecision and information granularity.

Therefore, in order to compare with our developed method, a
fuzzy inference system (FIS) based on Mamdani rule is defined
with two inputs (i.e. vehicle speed and throttle opening) and one
output (i.e. level of driving styles). The membership function is
defined according to prior knowledge and Chu et al. [25].
Corresponding fuzzy values of the first input – vehicle speed ($v$) –

Table 1 Feature selection and the recognition methods with respect to different driving tasks

| Driving task                  | Feature parameters | Method                          |
|-------------------------------|--------------------|--------------------------------|
| car-following [22, 33]        | • relative distance | • Gaussian mixture model        |
| curve path-following          | • vehicle speed    | • fuzzy clustering              |
| driving styles [16, 29, 31, 34]| • acceleration     | • model predictive control      |
|                               | • yaw rate         | • P-ARX                        |
|                               | • lateral displacement | • neural network               |
|                               | • vehicle speed    | • FL                           |
|                               | • steering angle   | • HMM                          |
|                               | • physical signal  | • SVM                          |
|                               | • physiological signal | • OOBNs or BNs          |

OOBNs = objected-oriented Bayesian networks
are defined to be lower (L), middle (M), and high (H). The fuzzy values of second input – throttle opening ($\alpha \in [0, 1]$) – are defined to be lower (L), middle (M), and high (H). The fuzzy values of output – the level of driving styles – are defined to be lower normal (LN), normal (N), middle (M), aggressive (A), and high aggressive (HA). Here we encode the output sets $X$ normal). The fuzzy values of $x_0$ is used to calculate the probability density $f(x_0|X)$.

3.2 Proposed method

3.2.1 Kernel density estimation: Kernel density estimation, as an unsupervised learning method, can estimate a probability density at a point $x_0$ given a random sample $x_1, x_2, ..., x_N$ from a probability density $f(x)$. For two classes of one-dimensional (1D) data sequences $X_1 = \{x_1', ..., x_i', ... , x_N'\} \in \mathcal{E}_1$ and $X_2 = \{x_2', ..., x_j', ... , x_N'\} \in \mathcal{E}_2$, with $x_i' \in \mathbb{R}^{1 \times 1}$, $x_i \in \mathbb{R}^l$, and $X_1 \in \mathbb{R}^m$, we can get two class-conditional probability density functions $f(x|\mathcal{E}_1)$ and $f(x|\mathcal{E}_2)$ [38]. In this work, the Gaussian kernel density at point $x_0$ is used to calculate the probability density $f(x|X)$:

$$p(x|\mathcal{E}_1) = f(x_0|X) = \frac{1}{N} \sum_{i=1}^{N} K_i(x_0, x_i)$$

where $K_i$ is the Gaussian kernel, $\lambda$ is the kernel width and computed by $\lambda = 1.06 \cdot \hat{\sigma} \cdot N^{-\frac{1}{5}}$ [39] with the standard deviation $\hat{\sigma}$ of the training data $\{x_i\}$. The fuzzy values of $x_0$ is used to calculate the probability density $f(x_0|X)$.

3.2.2 Bayesian decision: Suppose that the prior probabilities $P(\mathcal{E}_1)$ and the conditional-probabilities density $p(x|\mathcal{E}_1)$ are known for the class $k = 1, 2, ..., K$. Based on the Bayes formula, we have:

$$P(\mathcal{E}_1|x) = \frac{p(x|\mathcal{E}_1)P(\mathcal{E}_1)}{p(x)}$$

$$p(x) = \sum_{k=1}^{K} p(x|\mathcal{E}_k)P(\mathcal{E}_k)$$

then, the posterior probability given random input $x$ can be estimated by (2). Under (2), decisions about $x$ can be made by:

$$\text{Decide } \mathcal{E}_1 \text{ if } P(\mathcal{E}_1|x) > P(\mathcal{E}_k|x)$$

where $P(\mathcal{E}_k|x)$ are the left categories except for the $k$th category. The key to calculate (2) and decide (3) is the conditional probability density $p(x|\mathcal{E}_k)$. However, for a high-dimensional feature vector, computing covariances of each pair of the dependent components in the feature vector will suffer a huge computational cost. Therefore, instead of directly operating on the complicated covariances, a cost efficient method is developed based on the Euclidean distance in the following section.

### Table 2 Means (standard deviations) of vehicle speed and throttle opening for two drivers with different driving styles

| Speed, km/h | Throttle | Speed, km/h | Throttle |
|------------|---------|------------|---------|
| 56.85 (317.55) | 0.57 (0.13) | 52.49 (152.32) | 0.285 (0.10) |
| 61.33 (256.96) | 0.61 (0.13) | 48.53 (173.30) | 0.259 (0.06) |
| 61.93 (250.44) | 0.65 (0.14) | 52.93 (129.78) | 0.235 (0.07) |
| 61.34 (273.58) | 0.63 (0.13) | 50.57 (137.98) | 0.238 (0.06) |
| 64.45 (307.29) | 0.60 (0.15) | 50.67 (106.97) | 0.195 (0.06) |
| 64.24 (301.92) | 0.69 (0.12) | 50.53 (117.19) | 0.213 (0.06) |
| 63.15 (296.33) | 0.61 (0.14) | 49.49 (154.64) | 0.284 (0.06) |
| 61.93 (263.43) | 0.65 (0.14) | 46.34 (115.19) | 0.156 (0.03) |
| 64.15 (287.71) | 0.61 (0.13) | 48.25 (95.390) | 0.153 (0.04) |

Fig. 1 Driving data (left) with two distinguished driving styles and their distributions (right). Red line: the aggressive driver; black line: the normal driver.
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The joint density function \( p(x_1, \ldots, x_d | \theta) \) of the \( d \)-dimensional feature vectors is decoupled into several simple densities of 1D feature scalar, and thereby, the Bayesian decision is transformed to the Euclidean distance-based decision. The classification rule on the basis of the Euclidean distance is defined by

- Decide class \( A \) if \( (d_A > d_B) \land (|d_A - d_B| > \epsilon) \) (Fig. 3a),
- Decide class \( B \) if \( (d_A < d_B) \land (|d_A - d_B| > \epsilon) \) (Fig. 3b),
- Decide class \( M \) if \( |d_A - d_B| \leq \epsilon \) (Fig. 3c),

where \( M \) is the vague class between classes \( A \) and \( B \), \( \epsilon \) is the threshold with \( \epsilon \in \mathbb{R}^\ast \). We should note that when \( x \) is in a \( d \)-dimensional Euclidean space \( \mathbb{R}^d \) with \( d = 3 \), the Euclidean distance is the radius of a sphere. Therefore, the extended Euclidean distance in a \( d \)-dimensional space can be formulated as

\[
\begin{align*}
\quad d_A &= \| f_A(x_1)^{\frac{1}{2}} + f_A(x_2)^{\frac{1}{2}} \|^2 \quad (1/2) \\
\quad d_B &= \| f_B(x_1)^{\frac{1}{2}} + f_B(x_2)^{\frac{1}{2}} \|^2 \quad (1/2)
\end{align*}
\]

(4)

for a new test input \( x' = (x'_1, \ldots, x'_d) \).
3.2.4 Classification algorithm: Based on the above description, a classification method based on the conditional-kernel density function $f_{k}(x)$ and the Euclidean distance $d_{Ck}$ is developed, which allows computation of decision-making with high-dimensional data efficient. In order to represent different levels of driving styles easily, a numerical set is defined as $S = \{-3, -2, -1, 0, 1, 2, 3\}$. A larger value of $s$ indicates a more aggressive driving style. The classification algorithm is shown in Fig. 4, where the values of threshold $\epsilon, \bar{\epsilon}$ and $\epsilon^\star, \bar{\epsilon}^\star$ are listed in Table 4. For training step 3, the prior probability $P(x)$ is set to $1/k$, $k$ is the number of categories of training data. In this work, two typical driving styles, i.e. aggressive and normal, are considered and we set $k = 2$.

4 Experiment and data collection

4.1 Driving simulator

All the experiment data were obtained through a driving simulator as shown in Fig. 5. The driving simulator consists of four main parts: vehicle dynamics model, game-type driving peripherals, virtual driving environment, and human driver. The inputs applied by a human driver, including the steering angle, throttle opening, and braking force, were recorded through the game-type driving peripherals. The vehicle-dependent data such as vehicle speed and vehicle position were recorded from MATLAB. An eight degree-of-freedom vehicle model in [10] was used (Table 5) and validated in Carsim [41]. The data collection and processing systems were developed using MATLAB/Simulink (2015b, 64-bit version) and Vizard 5.0 software. The virtual driving environment was designed by 3Ds Max software and saved as FILENAME.IVE files that the Vizard can read.

4.2 Driving environment

In this work, we fixed our attention on the longitudinal behaviour when following a curvy road. The road factors have a big influence on the performance of driving style recognition. The road model must have the same scale as the road in the real driving environment. Therefore, the requirements of road model were subject to the following criteria: continuity of the path, continuity of the curvature, and differentiability of the set path. Drivers were instructed to drive in their lane and follow the reference path designed using Carsim data, as shown in the top figure of Fig. 6. The length of the curvy road was 2,247 m and the lane width was 3.70 m. The path consists of a set of simple path elements that have curvature including straight segments (zero curvature), arcs (constant curvature), and clothoid (linearly varying curvature). Due to the limitations of experimental equipment, the effects of road slope, weather condition, and traffic flow were not considered in this work.
4.3 Data collection procedure

All the driving data were collected at a sampling frequency at 50 Hz in the driving simulator, including vehicle speed \( v \), throttle opening \( \alpha \), acceleration, vehicle position, steering angle, and yaw angle. Eight driver participants were selected in our experiment, four of them were aggressive drivers and the other four were normal drivers. Each participant should be labelled as aggressive or normal before running an experiment. Each subject driver was asked to drive in the simulator for ten runs from the start point shown in the bottom figure of Fig. 6. During the experiment procedure, all driver participants followed the specified rules: (i) all driver participants took about 20 min to be familiar with the driving simulator before collecting data; (ii) all participants were in mentally and physically normal states; (iii) the secondary tasks were forbidden, for example, reading a message or answering a phone while driving; (iv) each participant had a rest (about 1 min) before the next run; and (v) each driver driven a car in their own driving style.

5 Recognition performance evaluation

5.1 Cross-validation

The CV method, as one of the most popular evaluation schemes, is used to evaluate the recognition performance of the proposed approach. To do CV, we divide the available training data set into \( q \) \((q > 1)\) folds evenly. All except one folds are randomly used to train the model and the hold-out set or validation set is used to assess the trained model. In this work, the driving datasets were evenly divided into nine folds – five folds for training and four folds for testing. The CV assessment makes sure that the training datasets are disjoint from the validation datasets.

In order to evaluate the proposed recognition method, the validation datasets were grouped as aggressive and normal styles to test how well the trained recogniser can identify them from those provided by the aggressive drivers [21]. The correction recognition rate (CRR) of driving style recogniser is defined as

\[
CRR_{\text{agg}} = \frac{N_{\text{agg}, \text{agg}}}{\sum_{\ast} N_{\ast}}, \quad \text{for an aggressive driver, and}
\]

\[
CRR_{\text{norm}} = \frac{N_{\text{norm}, \text{norm}}}{\sum_{\ast} N_{\ast}}, \quad \text{for a normal driver. The first and second subscriptions of } N_{\ast}, \ast \text{ represent the real driving style and the driving style recognised by the proposed method, respectively; } \text{agg and norm represent 'aggressive' and 'normal', respectively. Take } N_{\text{agg}, \text{norm}} \text{ e.g. it represents the number of runs that are grouped as aggressive drivers but classified to be normal style.}
\]

5.2 Results and analysis

Figs. 7 and 8 show the recognition results for the aggressive drivers and the normal drivers using the proposed recognition approach and the FL approach, respectively. Fig. 9 presents an example of the computed Euclidean distance for drivers with respect to different driving styles using the proposed statistical-based method. We found that for the aggressive driver (top in Fig. 9), most of the Euclidean distance with respect to the aggressive driving style is greater than that with respect to the normal driving style, thus demonstrating that the driver is subject to an aggressive class. For the normal driver (bottom in Fig. 9), most of the Euclidean distance with respect to the aggressive driving style is smaller than that with respect to the normal driving style, thus demonstrating that the driver prefers to drive in a normal style. In what follows, we will analyse and discuss the experiment results from three aspects: feature analysis, efficiency analysis, and robustness analysis.

5.2.1 Feature analysis: From Figs. 7a and 8a, it can be concluded that the developed method is able to correctly classify aggressive drivers into an aggressive class in most of the time. In addition, we found that the aggressive driver also performs normally or moderately before entering a road curve, for example,

---

**Table 5** Vehicle model parameters

| Symbol | Meaning                  | Value  | Unit  |
|--------|--------------------------|--------|-------|
| \( m \) | car mass                 | 2100   | kg    |
| \( a \) | font axis from CoG       | 1256   | mm    |
| \( b \) | rear axis from CoG       | 1368   | mm    |
| \( l_c \) | car inertia              | 2549   | kg·m² |
| \( C_{\alpha f} \) | corner stiffness of front tires | 107,850 | N/rad |
| \( C_{\alpha r} \) | corner stiffness of rear tires | 106,510 | N/rad |

---

Fig. 6 Top: The road profile. Bottom (a) One of the driver participants, (b) Screen shot of driving scenarios
at parts A, B, C, and D of Fig. 7a and parts A, B, C, D, and E of Fig. 8a, but after entering the curvy road, they will drive in an aggressive style. The experiment results also consequentially demonstrate the driving behaviour uncertainty, e.g. an aggressive driver could not always drive in an aggressive way and the same results for a normal driver.

For normal drivers in Figs. 7b and 8b, they barely drive in an aggressive style. Namely, most of the driving data are classified into a normal class. In addition, we found that the normal drivers will act aggressively when driving into a straight road from a curvy road such as the regions A in Figs. 7b and 8b, but they will drive in a normal style after entering a curve.

By comparing Figs. 7 and 8, we found that both FL and our proposed methods could recognise driving styles, however, the FL method highly depends on their membership function design. Notice that the FL could not reach the most aggressive level (i.e. 3) or the most normal level (i.e. −3), but our proposed method could reach the most aggressive or normal level. In addition, we found that from the left plots in Figs. 7 and 8, the FL algorithm could not obtain the driving styles in a form of fixed levels, but falling in a
range of levels. For example, the recognised results of the normal driver by using the FL method in Fig. 8 are mostly falling in the range of \([-1.5, 0.5]\), rather than being fixed at integer values.

5.2.2 Accuracy analysis: Table 6 shows the recognition performance for all drivers using our proposed method. It is obvious that the statistical-based method can obtain a good performance, with $\text{CRR}_{\text{agg}}$ of 0.935 and $\text{CRR}_{\text{norm}}$ of 0.862 in average for normal and aggressive drivers, respectively.

From Table 7, we know that the proposed recognition approach is more efficient than the FL approach. More specifically, compared to the FL method, the proposed statistical-based recognition algorithm improves the recognition accuracy by 3.79% and 22.36% for aggressive drivers and normal drivers, respectively.

5.2.3 Robustness analysis: From Table 7, we found that for normal drivers, the results of using the FL algorithm suffer a large variance ($\text{CRR}_{\text{norm}}$ ranges from 0.602 to 0.870), while the developed approach obtains a small variance ($\text{CRR}_{\text{norm}}$ ranges from 0.883 to 0.980), which demonstrates that the statistical-based recognition method has a stronger robustness than the FL algorithm. To some extent, the experiment results also indicate that the statistical-based recognition approach can change the problematic recognition task involved with uncertainty into a tractable case.

6 Conclusions
This paper presented a statistical pattern-recognition method by introducing kernel density estimation and Euclidean distance to
deal with the driver behaviour uncertainty. We applied the full Bayesian theory to estimate the probability of being aggressive or normal. In addition, the Euclidean distance of each pair of elements in the feature vector was computed to decide the driving style for the test datasets, which can reduce the computational cost. Then, a CV method was used to show the benefits of our developed algorithm by comparing with the FL method. The results show that our developed statistical-based approach shows a strong robustness and can improve the recognition correctness by 3.79 and 22.36% for aggressive drivers and normal drivers, respectively, compared with the FL algorithm.
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