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Abstract

We review some recent results on geometric equations on Lorentzian manifolds such as the wave and Dirac equations. This includes well-posedness and stability for various initial value problems, as well as results on the structure of these equations on black-hole spacetimes (in particular, on the Kerr solution), the index theorem for hyperbolic Dirac operators and properties of the class of Green-hyperbolic operators.
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Introduction

Spacetime in general relativity is modeled by a Lorentzian manifold. The physically relevant field equations are geometric partial differential equations on these manifolds. The most prominent examples are wave and Dirac equations. The present article surveys some progress in the study of these geometric equations obtained in the past years within the research network SFB 647.

Wave and Dirac equations are hyperbolic partial differential equations (PDEs) and the other equations under consideration share some aspects of hyperbolicity as well. In order to obtain a reasonable analytic solution theory we have to exclude causal pathologies like closed timelike loops in the underlying manifold. The right class of Lorentzian manifolds turns out to be that of globally hyperbolic ones. In the first section we quickly review their most important properties.

Considering equations of hyperbolic type on globally hyperbolic spacetimes leads to the study of initial value problems. The second section provides a discussion of the Cauchy problem for wave equations and for Dirac equations, the Goursat problem (i.e. the characteristic initial value problem) for wave equations and the Cauchy problem for the vacuum Einstein equation. From a physical point of view, well-posedness of these initial value problems is essential for predictability.
The singularity theorems of Hawking and Penrose indicate that vacuum spacetimes with strong gravitational fields will typically be singular in the sense that they have a non-trivial Cauchy horizon. According to the weak cosmic censorship conjecture such singularities in isolated systems must be hidden behind event horizons. Such models are known as black hole solutions. The most prominent examples are the Schwarzschild solution describing a static black hole and the Kerr solutions describing rotating black holes (in the subextreme case). The form of the spacetime metric of these models is known explicitly.

The Kerr black hole solution is conjectured to be the unique stationary, asymptotically flat, vacuum spacetime containing a non-degenerate black hole. In addition to being unique, the Kerr spacetime is conjectured to be dynamically stable, in the sense that the maximal Cauchy development of any sufficiently small perturbation of subextreme Kerr Cauchy data is asymptotic to the future, to a subextreme member of the Kerr family.

We may refer to the above conjectures as the black hole uniqueness, and black hole stability conjectures. Both of these conjectures, which are of central importance in general relativity and astrophysics are open in full generality, in spite of much work on the topic during the last 50 years.

The importance of the Kerr solution, and an analysis of its properties, is explained by the fact that according to our current understanding, black holes are ubiquitous in the universe, in particular most galaxies have a supermassive black hole at their center, and these play an important role in the life of the galaxy. Also our galaxy has at its center a very compact object, Sagittarius A*, with a diameter of less than one astronomical unit, and a mass estimated to be $10^6 m_\odot$. Evidence for this includes observations of the orbits of stars in its vicinity.

In section 3 we provide background on massless field equations on black hole spacetimes and on the geometry of the Kerr solution. The subsequent section contains new results on integrated local energy decay for solutions of massless field equations on Kerr spacetimes. Moreover, higher order conservation laws for Maxwell equations are derived and integrability conditions on the linearized Einstein equations on Kerr are established. All of this relies on the existence of Killing-Yano forms on Kerr spacetimes.

In section 5 we describe a recently found analogue to the Atiyah-Patodi-Singer index theorem on globally hyperbolic Lorentzian spacetimes. In contrast to the original Riemann version of this index theorem, the spectral boundary conditions admit a natural physical interpretation in the Lorentzian case in terms of a particle-antiparticles splitting. We indicate how the Lorentzian index theorem can be applied to compute the chiral anomaly in quantum field theory. The chiral anomaly is concerned with the fact that particles may be created by gravity or an external field without also creating their corresponding antiparticles.

Well-posedness of the Cauchy problem implies the existence of Green’s operators which are solution operators satisfying certain causality conditions. In the last section we turn things around and deal with those differential operators which possess Green’s operators even if they do not have a well-posed Cauchy problem. This class is very large; it is closed under many natural operations producing new operators out of given ones. Yet much of the analytic theory is shown to carry over to these equations. This is important for quantizing these fields in the framework of algebraic quantum field theory on curved backgrounds.

1 Globally-hyperbolic Lorentzian manifolds

We describe the class of Lorentzian manifolds on which wave equations have reasonable analytic properties. For a general introduction to Lorentzian geometry see one of the standard
textbooks such as [16, 22, 24].

Throughout this section let $M$ denote a connected time-oriented Lorentzian manifold. For $A \subset M$ let $J^+(A)$ be the causal future of $A$, i.e. the set of all points of $M$ which can be reached by future-directed causal curves starting in $A$. Similarly, one defines the causal past $J^-(A)$. We also write $J(A) = J^+(A) \cup J^-(A)$. A subset $A \subset M$ is called past compact if $A \cap J^-(p)$ is compact for all $p \in M$. Similarly, one defines future compact subsets.

A subset $S \subset M$ is called a Cauchy hypersurface if every inextendible timelike curve meets $S$ exactly once. There is no a-priori regularity assumption on Cauchy hypersurfaces but it turns out that they are Lipschitz hypersurfaces, i.e. can locally be written as graphs of a Lipschitz function. Moreover, any Cauchy hypersurface is a closed subset of $M$, every inextendible causal curve meets $S$ (possibly more often than once) and any two Cauchy hypersurfaces of $M$ are homeomorphic.

We say that $M$ satisfies the causality condition if $M$ does not contain a closed causal loop.

Theorem 1 (Bernal, Sánchez). The following are equivalent:

(1) There exists a Cauchy hypersurface in $M$;

(2) $M$ satisfies the causality condition and the intersection $J^+(p) \cap J^-(p)$ is compact for all $p \in M$;

(3) The manifold $M$ is isometric to $\mathbb{R} \times S$ with metric $-N^2 dt + g_t$ where $N$ is a smooth positive function (the lapse function), $g_t$ is a Riemannian metric on $S$ depending smoothly on the parameter $t$ and all sets $\{t_0\} \times S$ are Cauchy hypersurfaces in $M$.

The implication (3)$\Rightarrow$(1) is trivial and the implication (1)$\Rightarrow$(2) has been known for a long time, see e.g. [24 Cor. 39, p. 422]. The implication (2)$\Rightarrow$(3) is a remarkable structural result due to A. Bernal and M. Sánchez (combine [17 Thm. 1.1] with [18 Thm. 3.2]).

Manifolds satisfying the conditions in Theorem 1 are called globally hyperbolic. Many important relativistic models are globally hyperbolic such as Minkowski spacetime, Robertson-Walker spacetimes (in particular, Friedman cosmological models), the interior and the exterior Schwarzschild models, deSitter spacetime and many more.

2 Initial value problems

We now describe some analytical facts on initial value problems for linear wave equations.

2.1 Cauchy problem for linear wave equations

Throughout this section let $M$ be a globally hyperbolic Lorentzian manifold and let $E \rightarrow M$ be a vector bundle. A linear differential operator $P$ of second order with smooth coefficients acting on sections of $E$ is called normally hyperbolic if its principal symbol is given by the Lorentzian metric, i.e. in local coordinates $P$ takes the form

$$P = - \sum_{i,j=1}^n g^{ij}(x) \frac{\partial^2}{\partial x^i \partial x^j} + \sum_{j=1}^n A_j(x) \frac{\partial}{\partial x^j} + B(x).$$

A linear wave equation is an equation of the form $Pu = f$ with given $f$ and an unknown section $u$. By the Cauchy problem we mean the problem of solving such a wave equation while imposing initial value conditions of zeroth and first order. More precisely, let $S \subset M$ be a smooth
spacelike Cauchy hypersurface and let \( n \) be the future-directed unit normal vector field along \( S \). We fix a connection \( \nabla \) on \( E \). Now the Cauchy problem consists of finding a section \( u \) such that

\[
\begin{aligned}
Pu &= f \quad \text{on } M, \\
u &= u_0 \quad \text{along } S, \\
\nabla_n u &= u_1 \quad \text{along } S,
\end{aligned}
\]

for given \( f, u_0, \) and \( u_1 \).

**Theorem 2.** Under the assumptions of this section the following holds:

(i) (Existence and uniqueness) For each \( u_0, u_1 \in C_c^\infty(S,E) \) and for each \( f \in C_c^\infty(M,E) \) there exists a unique \( u \in C_c^\infty(M,E) \) solving (1).

(ii) (Stability) The solution \( u \) depends continuously on the data \( f, u_0, \) and \( u_1 \).

(iii) (Finite propagation speed) The solution \( u \) satisfies \( \text{supp}(u) \subset J^+(K) \) where \( K = \text{supp}(u_0) \cup \text{supp}(u_1) \cup \text{supp}(f) \).

A proof can be found in [11, Thms. 3.2.11 and 3.2.12]. Assertions (i) and (ii) are often combined by stating that the Cauchy problem is well posed.

This theorem also holds for data of lower regularity; we can, for instance, impose Sobolev regularity. More precisely, the theorem holds for \( u_0 \in H^k_c(S,E), u_1 \in H^{k-1}_c(S,E) \), and \( f \) being locally \( L^2 \) in time, \( H^{k-1} \) in space and having spatially compact support, \( k \in \mathbb{R} \). The solution \( u \) will then be in a suitable space of finite-energy sections, see [14, Thm. 8] for details.

### 2.2 Goursat problem for linear wave equations

There is an interesting borderline case between initial value problems and boundary value problems, namely the characteristic initial value problem also known as the Goursat problem. Here one replaces the smooth spacelike Cauchy hypersurface along which the initial conditions have been required in the Cauchy problem by a partial Cauchy hypersurface \( S \) which is characteristic. The induced metric on \( S \) is degenerate. Typical examples are of the form \( S = \partial J^+(A) \) for any nonempty subset \( A \subset M \). It turns out that one can prescribe the initial values along \( S \) but one cannot impose any condition on the derivative.

**Theorem 3** (Bär, Tange Wafo [14, Thm. 23]). Let \( S \subset M \) be a characteristic partial Cauchy hypersurface. Assume that \( J^+(S) \) is past compact.

Then for any locally \( L^2 \)-section \( f \) on \( M \) with spatially compact support and any \( u_0 \in H^1_c(S,E) \) there exists a section \( u \) on \( M \) in a suitable finite-energy space such that \( Pu = f \) on \( J^+(S) \) and \( u|_S = u_0 \). On \( J^+(S) \), \( u \) is unique.

Examples show easily that the assumption on \( J^+(S) \) being past compact cannot be dropped.

### 2.3 Cauchy problem for Dirac equations

Theorem allows us to derive well-posedness also for the Cauchy problem for Dirac equations. A linear differential operator \( D \) of first order acting on sections of \( E \) is called a Dirac-type operator if \( P = D^2 \) is normally hyperbolic. Examples are the classical Dirac operators acting

---

1 A partial Cauchy hypersurface is a closed Lipschitz hypersurface which is met by each timelike curve at most once.
on sections of the spinor bundle \( E = \Sigma M \) (see [15] for details) or, more generally, on sections of a twisted spinor bundle \( E = \Sigma M \otimes F \) where \( F \) is any “coefficient bundle” equipped with a connection.

Particular examples are the Euler operator \( P = i(d - \delta) \) on \( E = \bigoplus_k \Lambda^k T^* M \) and, in dimension \( \dim(M) = 4 \), the Buchdahl operators on \( \Sigma M \otimes \Sigma_+^2 M \), see [10] Sec. 2.5) for details. The following is the basic well-posedness property for the Cauchy problem for Dirac operators.

**Theorem 4.** Let \( D \) be a Dirac-type operator acting on sections of a vector bundle \( E \) over a globally hyperbolic manifold \( M \). Let \( S \subset M \) be a smooth spacelike Cauchy hypersurface. Then

(i) (Existence and uniqueness) For each \( u_0 \in C_\infty^0(S, E) \) and for each \( f \in C_\infty^0(M, E) \) there exists a unique \( u \in C_\infty^0(M, E) \) solving \( Du = f \) on \( M \) and \( u = u_0 \) along \( S \).

(ii) (Stability) The solution \( u \) depends continuously on the data \( f \) and \( u_0 \).

(iii) (Finite propagation speed) The solution \( u \) satisfies \( \text{supp}(u) \subset J(K) \) where \( K = \text{supp}(u_0) \cup \text{supp}(f) \).

**Proof.** Along \( S \) we can write \( D = -\sigma \nabla_n + Q \) where the coefficient field \( \sigma \) is invertible because \( n \) is timelike and hence non-characteristic (\( \sigma \) is Clifford multiplication with \( n \)) and \( Q \) is a differential operator involving only derivatives tangential to \( S \). Note that if a section \( v \) vanishes along \( S \) then \( Qv \) vanishes along \( S \) as well.

To show existence of solutions let \( u_0 \in C_\infty^0(S, E) \) and \( f \in C_\infty^0(M, E) \). We apply Theorem [2] with \( P = D^2 \) and solve \( D^2 v = f \) on \( M \) with \( v|_S = 0 \) and \( \nabla_n v = -\sigma^{-1} u_0 \) along \( S \). Now we put \( u := Dv \). Then \( Du = D^2 v = f \) and along \( S \) we have

\[
Dv = -\sigma \nabla_n v + Qv = -\sigma \nabla_n v = u_0
\]
as required.

As to uniqueness, let \( Du = 0 \) on \( M \) with \( u = 0 \) along \( S \). Then, clearly, \( D^2 u = 0 \) on \( M \) and along \( S \) we have

\[
\nabla_n u = -\sigma^{-1}(Du - Qu) = -\sigma^{-1}(0 - 0) = 0.
\]

Thus, by Theorem [2] \( u = 0 \). This proves assertion (i).

The other two assertions follow for \( u = Dv \) directly from the corresponding statements for \( v \) in Theorem [2]. \( \square \)

Again, it is possible to treat data with less regularity. If \( u_0 \in H^k(S, E) \) and \( f \) is locally \( L^2 \) in time and \( H^k \) in space, then the solution \( u \) will be continuous in time and \( H^k \) in space.

2.4 Cauchy problem for the Einstein equation

The vacuum Einstein equation

\[
\text{Ric} = 0
\]

is the field equation of general relativity. Let \( S \) be a smooth spacelike Cauchy hypersurface in \( M \). Then the induced Riemannian metric \( h \) on \( S \) and the second fundamental form \( k \) must satisfy the constraint equations

\[
\text{scal}_h + (\text{tr}_h k)^2 - |k|^2 = 0, \quad (3a)
\]
\[
\text{div}(k) - d(\text{tr}_h k) = 0. \quad (3b)
\]
A 3-manifold $S$ with fields $(h, k)$ solving the vacuum constraint equations is called a vacuum Cauchy data set. A vacuum spacetime $(M, g)$ containing a Cauchy surface $S$ with induced data $(h, k)$ is called a Cauchy development of $(S, h, k)$. The vacuum Cauchy developments of $(S, h, k)$ can be partially ordered by inclusion and, by Zorn’s Lemma, there is thus a maximal element of the set of Cauchy developments.

In a suitable gauge becomes a system of non-linear wave equations. Constraint and gauge conditions can be shown to propagate. This allows one to solve the Cauchy problem for locally. The fact that the field equations are covariant, together with the local uniqueness then implies global uniqueness up to isometry.

**Theorem 5** (Choquet-Bruhat, Geroch [20, Thm. 3]). Let $(S, h, k)$ be a vacuum Cauchy data set. Then there is a unique, up to isometry, maximal vacuum Cauchy development $(M, g)$ of $(S, h, k)$.

### 3 Waves on black-hole spacetimes

#### 3.1 Spin geometry in $3 + 1$ dimensions

An orientable, globally hyperbolic 3+1-dimensional spacetime is spin, so for our purposes, we may assume without loss of generality that $M$ is spin and fix a spin structure $P_{\text{Spin}} \to M$. The spin group is $\text{Spin}(1, 3) = \text{SL}(2, \mathbb{C})$, the universal covering of the Lorentz group. It has the inequivalent representations spinor representations $C^2$ and $\overline{C}^2$. The identification $\mathbb{C} \otimes \mathbb{R}^4 \equiv C^2 \otimes \overline{C}^2$ provides a correspondence between tensors and spinors. The irreducible representations of $\text{Spin}(1, 3)$ are the spaces of symmetric spinors of valence $(k, l)$ where $k, l \in \mathbb{N}_0$. We write $S_{k, l} := (C^2)^k \otimes (\overline{C}^2)^l$ to denote the space of symmetric spinors of valence $(k, l)$. Moreover, we use the convention $S_{k, 0} = 0$ if $k < 0$ or $l < 0$.

The associated vector bundles will be denoted by

$$S_{k, l} M := P_{\text{Spin}} \times_{\text{Spin}(1, 3)} S_{k, l}$$

and the space of sections of $S_{k, l} M$ by $\bar{S}_{k, l}$.

If $k + l$ is even, then sections of $S_{k, l} M$ can be identified with tensor fields. Examples are given by vector fields (or 1-forms), traceless symmetric tensor fields of rank 2, self-dual differential 2-forms and tensor fields with the symmetries and trace properties of the Weyl tensor. They correspond to elements of $S_{k, l}$ with $(k, l) = (1, 1), (2, 2), (2, 0)$ and $(4, 0)$, respectively.

Decomposing spinor and tensor expressions into irreducible pieces yields a powerful tool for simplification and canonicalization. The tensor product decomposition

$$S_{1, 1} \otimes S_{k, l} = S_{k-1, l-1} \oplus S_{k+1, l-1} \oplus S_{k-1, l+1} \oplus S_{k+1, l+1}$$

yields four fundamental operators. Composing the covariant derivativative $\nabla : C^\infty(M, S_{k, l} M) \to C^\infty(M, T^* M \otimes S_{k, l} M) = C^\infty(M, S_{1, 1} M \otimes S_{k, l} M)$ with the corresponding projections gives

$$\mathcal{D}_{k, l} : S_{k, l} \to S_{k-1, l-1},$$

$$\mathcal{E}_{k, l} : S_{k, l} \to S_{k+1, l-1},$$

$$\mathcal{E}_{k, l}^\dagger : S_{k, l} \to S_{k-1, l+1},$$

$$\mathcal{F}_{k, l} : S_{k, l} \to S_{k+1, l+1}.$$

---

*Here we use the term spinor to refer to spin-tensors of general valence.*
The operators are called the divergence, curl, curl-dagger, and twistor operators, respectively. Unless otherwise stated, we shall only consider symmetric spinors in the following.

The equations for a massless field of spin \( s \in \frac{1}{2} \mathbb{N} \) are

\[
\begin{align*}
C^\dagger_{2s,0} \phi = 0, & \quad \phi \in \mathcal{S}_{2s,0} \quad \text{(left handed fields)}, \\
C_{0,2s} \phi = 0, & \quad \phi \in \mathcal{S}_{0,2s} \quad \text{(right handed fields)}.
\end{align*}
\]

For \( s = 1/2 \) equation (6a) is the Dirac equation for massless left-handed spinors, also known as Dirac-Weyl equation, and in case \( s = 1 \) (6) are the left and right Maxwell equations. The Maxwell equation for a real field strength \( F_{ab} \) is equivalent to either of the equations (6).

The irreducible components of the Riemann curvature tensor are the scalar curvature, the traceless Ricci tensor and the Weyl tensor. The Weyl tensor corresponds to the Weyl spinor \( \Psi \in \mathcal{S}_{4,0} \). The vacuum Einstein equations imply that the Weyl spinor satisfies the spin-2, or Bianchi equation

\[
C^\dagger_{4,0} \Psi = 0.
\]

For \( s \geq 3/2 \), the existence of a non-trivial solution to the spin-\( s \) equation implies curvature conditions, a fact known as the Buchdahl constraint [19]. For example, the spin-2 field on a general background is proportional to the Weyl spinor on the background.

A spinor \( \kappa \) of valence \((k,l)\) satisfying

\[
\mathcal{T}_{k,l} \kappa = 0
\]

is called a Killing spinor. Killing spinors of valence \((1,1)\), \((2,0)\) and \((2,2)\) correspond to conformal Killing fields, conformal Killing-Yano 2-forms, and traceless conformal Killing tensors of rank 2, respectively. Recall that a conformal Killing-Yano 2-form is a tensor \( Y_{ab} = Y_{[ab]} \), satisfying

\[
\nabla_{(a} Y_{b)c} = -\frac{1}{3} g_{ab} \nabla_c Y_{d} + \frac{1}{3} g_{(a|c|} \nabla^d Y_{b)d}.
\]

Similarly, a Killing tensor is a tensor field \( K_{ab...d} = K_{(ab...d)} \) satisfying \( \nabla_{(a} K_{bc...d)} = 0 \).

The Petrov classification gives a classification of spacetimes according to the algebraic type of the Weyl spinor. The following result is a consequence of the Bianchi identity.

**Theorem 6** (Walker, Penrose [26, Lemma 1]). Assume \((M, g)\) is a vacuum spacetime of Petrov type D. Then \((M, g)\) admits a one-dimensional space of Killing spinors of valence \((2,0)\).

As mentioned above, a Killing spinor of valence \((2,0)\) is equivalent to a real conformal Killing-Yano 2-form. The existence of a Killing spinor implies symmetry operators for the massless field equations, as well as conservation laws. By a symmetry operator, we mean an operator which takes solutions to solutions.

Given a Killing spinor \( \kappa \in \mathcal{S}_{2,0} \) we may define a complex scalar field \( \kappa_1 \) by choosing \( \kappa_1^2 \) to be proportional to the \( \mathcal{S}_{0,0} \) term in the expansion of \( \kappa \otimes \kappa \in \mathcal{S}_{2,0} \otimes \mathcal{S}_{2,0} \) into irreducible components, analogous to (4), and choosing the principal root to define \( \kappa_1 \). If \((M, g)\) is of Petrov type D, then \( \kappa_1 \) defined in this manner is non-zero.

Let

\[
U_a = -\nabla_a \log(\kappa_1),
\]

\(^{3}\)One conventionally chooses the left-handed Weyl spinor \( \Psi \in \mathcal{S}_{4,0} \) to represent the real Weyl tensor.
and define, using the same procedure as discussed above, the extended fundamental operators $\mathcal{D}_{k,l,m,n}, \mathcal{F}_{k,l,m,n}, \mathcal{R}_{k,l,m,n}$ by projections of $\nabla_a + mU_a + n\tilde{U}_a$; see [1, §2.2] for details. Here and below, $\bar{\cdot}$ denotes complex conjugation.

Finally, given a Killing spinor $\kappa \in \mathcal{S}_{2,0}$ in a Petrov D spacetime, we define for $\varphi \in \mathcal{S}_{k,l}$, the operators $\varphi \mapsto \mathcal{K}_{k,l}^j \varphi, j = 0, 1, 2$ as the $\delta_{k+2-2j,l}$ components in the irreducible decomposition of $\kappa_1^{-1} \kappa \otimes \varphi$. Here we restrict to parameters such that $k + 2 - 2j \geq 0$. The operators $\mathcal{K}_{k,l}$ are defined analogously in terms of projections of $\kappa_1^{-1} \kappa \otimes \varphi$.

We emphasize that symbolic computations have played an essential role in the results on fields with non-zero spin presented here, in particular in sections 4.2, 4.3. The packages SymManipulator [8] and SpinFrames [2], developed for the Mathematica based symbolic differential geometry suite xAct [23] makes it possible to systematically exploit decompositions in terms of irreducible representations of the spin group Spin(1,3), and allows one to carry out investigations that are not feasible by hand.

### 3.2 Geometry of black hole spacetimes

A spacetime $(M, g)$ is asymptotically flat at null and spatial infinity if there is a spacetime $(\tilde{M}, \tilde{g})$ which is $C^\infty$ except possibly at a point $I^0$ called spatial infinity, and a conformal diffeomorphism $\psi : M \to \psi(M) \subset \tilde{M},$

$$\tilde{g} = \Omega^2 \psi^* g, \quad \text{in } \psi(M)$$

with conformal factor $\Omega$, such that

$$\mathcal{J}^+ (I^0) \cup \mathcal{J}^- (I^0) = \tilde{M} - M$$

Here we have, for simplicity, identified $M$ with $\psi(M)$. The boundaries of the causal future and past of $I^0$ are called null infinity and denoted $\mathcal{J}^\pm$,

$$\mathcal{J}^\pm = \partial \mathcal{J}^\pm (I^0) \setminus I^0.$$  

We further require that $\Omega = 0$ and $\tilde{\nabla} \Omega \neq 0$ on $\mathcal{J}^\pm$; see [25, §11.1] for details. If in addition, there is a neighborhood $\tilde{V} \subset \tilde{M}$ of $M \cap \mathcal{J}^- (\mathcal{J}^+) \cap M$ which is globally hyperbolic, then $M$ is said to be strongly asymptotically predictable.

Given the notions introduced above, we say that $(M, g)$ is a black hole spacetime if it is asymptotically flat at null and spatial infinity, strongly asymptotically predictable, and such that $M \setminus \mathcal{J}^- (\mathcal{J}^+) \neq \emptyset$. In this case, $H = \partial \mathcal{J}^- (\mathcal{J}^+) \cap M$ is called the event horizon, and $O = \mathcal{I}^+ (\mathcal{I}^-) \cap \mathcal{I}^- (\mathcal{I}^+) \cap \mathcal{I}^+ (\mathcal{I}^-) \cap \mathcal{I}^- (\mathcal{I}^+)$ is called the domain of outer communication (DOC).

An example of these notions is provided by the Schwarzschild spacetime, i.e. the unique static, spherically symmetric black hole spacetime satisfying the Einstein vacuum equations

$$\text{Ric} = 0.$$  

In Schwarzschild coordinates $(t, r, \theta, \phi)$, the Schwarzschild metric takes the form

$$g = -f dt^2 + f^{-1} dr^2 + r^2 d\Omega_{S^2}^2$$

with $f = 1 - 2m/r$. Here $d\Omega_{S^2}^2 = d\theta^2 + \sin^2 \theta d\phi^2$ is the standard metric on the unit 2-sphere.

An explicit construction of the conformal diffeomorphism $\psi$ and conformal factor $\Omega$ satisfying the above conditions for the Schwarzschild spacetime is provided by the Kruskal-Szekeres extension. Referring to figure [1], the DOC is represented by region I. The parameter $m$ is the ADM mass of the Schwarzschild black hole.


3.3 The Kerr solution

The Kerr family of vacuum, rotating black hole spacetimes, provides the most important example for our purposes. In Boyer-Lindquist coordinates \((t, r, \theta, \phi)\), the Kerr metric takes the form

\[
g = \left( -1 + \frac{2mr}{\Sigma} \right) dt^2 - \frac{4mra \sin^2 \theta}{\Sigma} dt d\phi + \frac{\Pi \sin^2 \theta}{\Sigma} d\phi^2 + \frac{\Sigma}{\Delta} dr^2 + \Sigma d\theta^2,
\]

where

\[
\Sigma = r^2 + a^2 \cos^2 \theta,
\]

\[
\Delta = r^2 - 2mr + a^2,
\]

\[
\Pi = (r^2 + a^2)^2 - \Delta a^2 \sin^2 \theta.
\]

The Kerr spacetime admits two Killing vector fields, the stationary Killing field \(\partial_t\) which is timelike near infinity, and the axial \(\partial_\phi\). The Kerr family of metrics is parametrized by the mass \(m\) and the angular momentum per unit mass \(a\). The mass and angular momentum \(am\) are the ADM momenta corresponding to \(\partial_t\) and \(\partial_\phi\) respectively. In the subextreme case \(|a| < m\), the Kerr spacetime contains a non-degenerate black hole\(^4\).

The Kerr metric is algebraically special, of Petrov type D. In particular, a principal null tetrad \(l^a, n^a, m^a, \bar{m}^a\) normalized so that \(g_{ab} = 2(l_a n_b) - m_a \bar{m}_b\) can be chosen, where \(l^a, n^a\) are repeated principal null directions.

By Theorem 6, the Kerr spacetime admits a Killing spinor \(\kappa\) of valence \((2,0)\), or equivalently a conformal Killing-Yano 2-form. Associated with \(Y_{ab}\) is the complex 1-form \(\xi = \Theta^a \kappa\),

\(^4\)A stationary black hole is said to be non-degenerate if the surface gravity \(\kappa\) of the event horizon is non-zero, where \(\kappa\) is defined by \(\kappa^2 = -\frac{1}{2} (\nabla^a \chi^b)(\nabla_a \chi_b)\). Here \(\chi^a\) is a null generator of the event horizon.

---

Figure 1: The maximal extension of the Schwarzschild spacetime. Region I is the domain of outer communication.
or in terms of $Y_{ab}$,

$$\xi_a = \frac{1}{i} \nabla_b Y^b_a - \frac{1}{3} \nabla_b * Y^b_a.$$  \hspace{1cm} (13)

In the case of Kerr, or more generally in the \textit{generalized Kerr-NUT class of type D spacetimes}, $Y_{ab}$ can be chosen so that $\nabla^a Y_{ab} = 0$, in which case $Y_{ab}$ is a Killing-Yano 2-form satisfying

$$\nabla_{(a} Y_{b)c} = 0.$$  \hspace{1cm} (14)

In particular, in this case $\xi_a$ is real. It is convenient to normalize $Y_{ab}$ (or equivalently $\kappa$) so that in Kerr, in terms of Boyer-Lindquist coordinates, $\xi^a = (\partial_t)^a$, and $\kappa_1 = -\frac{1}{3} (r - ia \cos \theta)$.

If (14) holds, the square of $Y_{ab}$, $K_{ab} = Y_{ac} Y^{c,b}$ is a symmetric Killing tensor,

$$\nabla_{(a} K_{bc)} = 0.$$ 

The Killing tensor $K_{ab}$ is the Carter tensor in the Kerr spacetime.

In a general spacetime with only two Killing vector fields, the geodesic motion is chaotic. The conserved quantities for geodesics in Kerr associated to $\partial_t$ and $\partial_\phi$ are energy $e = \gamma^a (\partial_t)_a$ and azimuthal angular momentum $\ell_z = \gamma^a (\partial_\phi)_a$. However, the presence of the Carter Killing tensor provides an additional conserved quantity $k = K_{ab} \gamma^a \gamma^b$ for geodesics in the Kerr spacetime, the Carter constant. Hence, by the Liouville theorem the geodesic equations in Kerr can be integrated by quadratures. Further, as will be discussed below, it provides separability and decoupling properties which allow one to analyze fields on the Kerr spacetime.

\section*{4 Fields on Kerr spacetime}

A necessary prerequisite for solving the black hole stability problem is to be able to prove decay estimates for linear test fields on the Kerr background. The fields of interest for the black hole stability problem are massless test fields of spins up to 2.

The field equations for massless test fields of integer spin $s = 0, 1, 2$ are

\begin{align*}
(s = 0) & \quad \text{Scalar wave equation} & \nabla^a \nabla_a \phi &= 0, \\
(s = 1) & \quad \text{Maxwell equation} & F_{ab} = F_{[ab]}, & \nabla^a F_{ab} = 0, & \nabla_{[a} F_{b]c} &= 0, \\
(s = 2) & \quad \text{Linearized gravity} & DRic(\delta g) &= 0.
\end{align*}

Here $DRic$ is the linearization of the Ricci tensor at the Kerr background. Let $g(\lambda)$ be a 1-parameter family of metrics with $g(0)$ the Kerr metric and $\frac{d}{d\lambda} |_{\lambda=0} g(\lambda) = \delta g$. Then $DRic$ is defined as

$$DRic(\delta g) = \left. \frac{d}{d\lambda} \right|_{\lambda=0} \text{Ric}[g(\lambda)].$$

In contrast to the scalar field, the field equations of non-zero spin admit bound states, i.e. non-trivial time independent solutions, on the Kerr spacetime. We refer to these as non-radiating modes. For the Maxwell field, the non-radiating modes are the time independent Coloumb solutions, and for linearized gravity, the non-radiating modes correspond to deformations within the Kerr family. Thus, for a field of non-zero integer spin, a local integrated energy estimate must be independent of the non-radiating modes, which constitutes a significant additional difficulty compared to the spin-0 case.
4.1 Integrated energy decay

The essential step needed for a proof of decay estimates for massless fields is to prove dispersion. By dispersion we mean that the energy density of the field in a local region decays in time. Dispersion is expressed by an integrated local energy estimate, or Morawetz estimate, of the form

$$\int_{t_0}^{t_1} \int_{r_0}^{r} W \lesssim I$$

where $W$ dominates the energy density of some order $k$, up to a weight depending on $r$ (a degeneration of $W$ near trapping is acceptable) and $I$ depends only on an energy of order $k$ evaluated on initial data. For a non-linear stability result, pointwise decay estimates are essential. Once a Morawetz estimate is available, such estimates can be proved using standard techniques. We will here only discuss Morawetz estimates.

Two features of a black hole spacetime are constitute important obstacles to proving such a result, namely trapping and superradiance. In a black hole spacetime, there are future directed null geodesics emanating from every point which either cross the horizon or null infinity. By continuity, there must therefore be geodesics which do neither, and hence there are trapped null geodesics which orbit the black hole for all time. In the Schwarzschild spacetime these are located at $r = 3m$, and in Kerr the location of the trapped null geodesic depends on the conserved quantities $e, \ell, z, k$.

In view of the geometric optics approximation, there are high frequency wave packets near these trapped orbits tend to disperse slowly, and hence trapping is an obstacle to dispersion.

In the Kerr spacetime, the stationary Killing vector field $\partial_t$ which is timelike near infinity becomes spacelike near the horizon. The region where this happens is called the ergoregion. Due to the existence of the ergoregion, there is no positive definite conserved energy for fields in the Kerr spacetime. One may show that there are wave packets whose energy measured near infinity increases, when scattered off the black hole.

Finally, the group of isometries of Kerr is only two-dimensional, which is an obstacle to constructing a sufficient number of conserved currents based on Lie-symmetries of the spacetime, which can be used to control fields on Kerr. The existence of the Carter Killing tensor and related conservation laws and symmetry operators (which may be termed hidden symmetries) can be used to circumvent the problems caused by the lack of Lie-symmetries.

As mentioned above, the existence of the Carter Killing tensor is deeply related to separability properties of the field equations. The equations for massless fields on the Kerr spacetime admit a second order symmetry operator related to the Carter Killing tensor, which are not reducible to the first order Lie symmetries $\mathcal{L}_{\partial_t}, \mathcal{L}_{\partial_\phi}$.

Define $Q$ by

$$Q = \frac{1}{\sin \theta} \partial_\theta \sin \theta \partial_\theta + \frac{\cos^2 \theta}{\sin^2 \theta} \partial_\phi^2 + a^2 \sin^2 \theta \partial_t^2.$$  \hspace{1cm} (15)

The Carter symmetry operator which commutes with $\nabla^a \nabla_a$ involves derivatives with respect to both $r, \theta$. The operator $Q$ is a symmetry operator for $\nabla^a \nabla_a$ but does not commute; instead $Q$ commutes with $\Sigma \nabla^a \nabla_a$. Here $\Sigma$ may be viewed as a separating factor.

We denote the set of order-$n$ generators of the symmetry algebra generated by $\partial_t, \partial_\phi$, and $Q$ by

$$\mathcal{S}_n = \{ \partial_t^n \partial_\phi^m Q^\omega \mid n_t + n_\phi + 2n_Q = n; n_t, n_\phi, n_Q \in \mathbb{N} \}. \hspace{1cm} (16)$$

\textsuperscript{5}We say that $a \lesssim b$ if there is a suitably universal constant $C > 0$ so that $a \leq Cb$. 
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In particular,
\[ \mathcal{S}_0 = \{\text{Id}\}, \quad \mathcal{S}_1 = \{\partial_t, \partial_{\phi}\}. \]

Of particular importance in our analysis will be the set of second-order symmetry operators,
\[ \mathcal{S}_2 = \{\partial_t^2, \partial_t \partial_{\phi}, \partial_{\phi}^2, Q\} = \{\mathcal{S}_2\}, \]
and underlined indices always refer to the index in this set.

A key observation is that one may use generalized vector fields
\[ A^a = T^{ab} \partial_b \mathcal{S}_a \mathcal{S}_b, \quad \mathcal{S}_a \in \mathcal{S}_2, \]
to define currents using the formula
\[ J_a = T_{aba} A^b, \]
where for a field \( \phi \), \( T_{aba} \) is defined via a polarization of the standard stress-energy tensor \( T_{ab} \),
\[ T_{aba} [\mathcal{S}_a \phi, \mathcal{S}_b \phi] = \frac{1}{4} (T_{ab} [\mathcal{S}_a \phi + \mathcal{S}_b \phi] - T_{ab} [\mathcal{S}_a \phi - \mathcal{S}_b \phi]). \]

This approach yields a \textit{local spacetime proof} of a Morawetz estimate for the wave equation on slowly rotating Kerr black holes with \( |a| \ll m \).

Higher-order pointwise norms are defined in terms of \( \mathcal{S}_n \) by
\[ |\psi|^2 = \sum_{j=0}^n \sum_{\mathcal{S}_a \in \mathcal{S}_j} |\mathcal{S}_a \psi|^2. \tag{17} \]

We now state our main results and briefly compare them with previous results. In formulating our estimates, we shall make use of the following model energy,
\[ E_{\text{model}}[\psi](\Sigma) = \int_{\Sigma} \left( \frac{r^2 + a^2}{\Delta} |\partial_t \psi|^2 + \Delta |\partial_r \psi|^2 + \frac{1}{\sin^2 \theta} |\partial_{\phi} \psi|^2 \right) d^3 \mu, \]
where \(|\cdot|_2\) is the second-order point-wise norm introduced in (17) above, and \(d^3 \mu = \sin \theta dr d\theta d\phi\) is a reference volume element on the Cauchy slice \( \Sigma \).

To deal with the necessary degeneracy in the Morawetz estimate near trapping, we introduce a cutoff function \( \mathbf{1}_{r \neq 3M} \) which is supported away from trapping.

**Theorem 7** (Andersson, Blue [6, Thm. 1.2]). \textit{Let} \( \psi \) \textit{be a solution of the wave equation on the Kerr exterior spacetime,} \( \nabla^a \nabla_a \psi = 0 \). \textit{Then}
\[ \int_{-\infty}^{\infty} \int_{\mathcal{S}_2} \left( \frac{\Delta^2}{r^4} |\partial_t \psi|^2 + r^{-2} |\psi|^2 + 1_{r \neq 3M} \frac{1}{r} (|\partial_t \psi|^2 + |\nabla \psi|^2) \right) d^4 \mu \lesssim E_{\text{model},3}(\Sigma_0). \]

Recently, a Morawetz and pointwise decay estimates have been proved for the scalar field equation on Kerr for the whole subextreme range \( |a| < m \) has been given, using Fourier techniques and separation of variables [21]. The problem of giving a local, spacetime based proof of such a result is open.

For massless fields with non-zero spin, any Morawetz estimate must eliminate the non-radiating modes, in particular the spacetime energy density \( W \) must cancel the non-radiating
mode. For the spin-1 or Maxwell case, the best result so far is the following decay estimate for a test Maxwell field on a slowly rotating Kerr background.

To state this result, we define, for a charge-free Maxwell field with components $\phi_i$ and $\Upsilon = \Upsilon[F] = (r - i a \cos \theta)\phi_1$, the following bulk space-time integrals

$$B_\pm = \int_0^\infty \int_\Sigma \frac{m\Delta}{(r^2 + a^2)^{3/2}} (|\phi_0|^2 + |\phi_2|^2) \sqrt{|g|}d^4x,$$

$$B_0 = \int_0^\infty \int_\Sigma \frac{m|\phi_1|^2}{r^2} \sqrt{|g|}d^4x = \int_0^\infty \int_\Sigma \frac{m}{r^4} |\Upsilon|^2 \frac{r^2}{a^2} d^4\mu_{FI},$$

$$B_{2,0} = \int_0^\infty \int_\Sigma \left( \frac{m\Delta^2}{r^2} + \frac{m^2}{a^2} |\Upsilon|^2 + \frac{m^2}{a^2} |\Upsilon|^2 \right) d^4\mu_{FI},$$

$$B_1 = \int_0^\infty (1 - 1_{r\not=3M}) \int_0^\Sigma \int_S (\Upsilon \nabla_\Upsilon) \sin \theta d\theta d\phi dr,$$

where $\sqrt{|g|}d^4x$ is the geometrically defined volume form $\Sigma$ $d\theta d\phi dr$. For bulk, we reverse the sign in these bulk terms, so that they remain nonnegative. The indexing is chosen so that $B_\pm$ involves $\phi_0, \phi_2$, and $B_0$ involves $\xi_1$ or, equivalently, $\Upsilon$ with no derivatives, $B_1$ involves $\Upsilon$ with one derivative in the integral, and $B_{2,0}$ involves $\Upsilon$ with two derivatives but with a degeneracy near the orbiting null geodesics.

**Theorem 8** (Andersson, Blue [7] Thm. 1.3). There are positive constants $\bar{c}_a, C$, such that if $\frac{m}{\Sigma a} \leq \bar{c}_a$, $F_{total}$ is a regular solution of the Maxwell equation for which $E[F_{total}](0)$ and $E_{FI}[\Upsilon_{total}](0)$ are finite, and the quantities $B_\pm, B_0, B_1, B_{2,0}$ are defined in terms of the uncharged part $F$, then $\forall T \in \mathbb{R}$:

$$B_\pm + B_0 + B_1 + B_{2,0} \leq C \left(E[F_{total}](0) + E_{FI}[\Upsilon_{total}](0)\right).$$

Although this type of decay estimate is relatively weak, it is sufficiently robust to have formed the foundation for many further decay results in the study of fields outside black holes.

### 4.2 Structure of massless field equations on Kerr

Let $(M, g)$ be a vacuum spacetime with a valence $(2,0)$ Killing spinor $\kappa$. Let $\xi = \xi_1^\dagger \kappa$, and assume further that $\xi$ is real. This holds in particular in the Kerr spacetime for a suitable normalization of $\kappa$.

By a **symmetry operator** for a field equation, we mean an operator which takes solutions to solutions. As shown by Carter, a rank 2 Killing tensor $K_{ab}$ in a vacuum spacetime provides a commuting symmetry operator for the wave equation

$$[\nabla_a K_{ab} \nabla_b, \nabla^a \nabla_a] = 0.$$

As we shall now discuss, the Maxwell equation on the Kerr spacetime (and more generally on vacuum spacetimes of type D) admits symmetry operators.

Recall that we defined the extended fundamental spinor operators $\mathcal{D}_{k,l,m,n}, \tilde{\mathcal{C}}_{k,l,m,n}, \mathcal{C}_{k,l,m,n}^\dagger, \mathcal{S}_{k,l,m,n}$ as well as the operators $\mathcal{X}_{k,l}^{(j)}, \tilde{\mathcal{X}}_{k,l}^{(j)}$ in section 3.1.

**Definition 9.** Define the first-order 1-form linear concomitants $A$ and $B$ by

$$A[\kappa, \phi] = \mathcal{X}_{1,1} \xi_{2,0,0,2} \mathcal{X}_{2,0,2} (\kappa_1 \tilde{\kappa}_1 \phi),$$

$$B[\kappa, \phi] = \xi_{2,0,2,0} \mathcal{Y}_{2,0,2} \mathcal{X}_{2,0} (\kappa_2^2 \phi).$$
When there is no room for confusion, we suppress the arguments, and write simply $A$ and $B$. The following result shows that $A,B$ solves the adjoint Maxwell equations, provided $\phi$ solves the Maxwell equation.

**Theorem 10** (Andersson, Bäckdahl, Blue [4] Prop. 5.3). Assume that $\kappa$ is a Killing spinor of valence $(2,0)$ and that $\phi$ is a Maxwell field. Then, with $A,B$ given by (20) the spinors $\chi$ and $\omega$, defined by

\[
\chi = Q\phi + \mathcal{C}_{1,1}A, \\
\omega = \mathcal{C}_{1,1}^\dagger B,
\]

are solutions of the left and right Maxwell equations (6), respectively.

The energy-momentum tensor for the Maxwell field, $T = \phi\phi^\ast$, or in terms of the field strength tensor $F_{ab}$,

\[
T_{ab} = F_{ac}F_{bc} - \frac{1}{4}F_{cd}F^{cd}g_{ab}
\]

is conserved and traceless. Hence, if $v^a$ is a conformal Killing vector field, $J_a = T_{ab}v^b$ is conserved. However, in a spacetime with hidden symmetry in the form of a Killing spinor, there are higher order conserved tensors for the Maxwell field.

If $v^a$ is a conformal Killing field, then one may define a first order operator $\phi \rightarrow \hat{\mathcal{L}}_v\phi$ providing a lift of the Lie-derivative. The operator $\mathcal{L}_v$ defines a symmetry operator of first order. For the equations of spins 0 and 1, the only first order symmetry operators are given by conformal Killing fields.

Consider the operator $F_{ab} \rightarrow Z_{ab}$ defined by

\[
Z_{ab} = -\frac{4}{3}(*F)_{[a}\eta_{b]c} - \frac{1}{12}g_{ab}(\mathcal{L}_{\text{Re}\,\xi}^*F)_{cd}Z_{cd}
\]

This is proportional to $\kappa_1^1\mathcal{K}_{2,0}^1$.

**Theorem 11** (Andersson, Bäckdahl, Blue [5] Thm. 1.1). Let $(M,g)$ be a vacuum spacetime of dimension 4, and let $Y_{ab}$ and $F_{ab}$ be real 2-forms. Define the complex 1-form $\eta_a$ by

\[
\eta_a = \nabla_b Z^b_a + i\nabla_b * Z^b_a,
\]

where $Z_{ab}$ is given by (23), and the real symmetric 2-tensor $V_{ab}$ by

\[
V_{ab} = \eta_{(a}\eta_{b)} - \frac{1}{2}g_{ab}\eta^c \eta_c - \frac{1}{3}L_{\text{Re}\,\xi}^*F_{(a}Z_{b)c} + \frac{1}{12}g_{ab}(\mathcal{L}_{\text{Re}\,\xi}^*F)^{cd}Z_{cd} \]

\[
+ \frac{1}{3}(L_{\text{Im}\,\xi}^*F)_{(a}Z_{b)c} - \frac{1}{12}g_{ab}(L_{\text{Im}\,\xi}^*F)^{cd}Z_{cd},
\]

where $\xi_a$ is given by equation (13).

If $Y_{ab}$ is a conformal Killing-Yano tensor and $F_{ab}$ satisfies the Maxwell equations, then $V_{ab}$ is conserved,

\[
\nabla^aV_{ab} = 0.
\]

The leading order part of the conserved tensor $V_{ab}$ satisfies the dominant energy condition, and hence one may use $V_{ab}$ to construct energy currents which are positive definite to leading order. This can be expected to yield an approach to decay estimates for the Maxwell field on the Kerr spacetime which is more systematic than the approach used in the proof of theorem 8 which relied on a Fourier based Morawetz estimate for the wave equation for the middle component of the Maxwell field.
An examination of the proof of Theorem 11 shows that the fact that $V_{ab}$ is conserved follows from the Teukolsky Master Equation (TME) and the Teukolsky-Starobinsky Identities (TSI), which are integrability conditions implied by the spin-$s$ field equations. In view of this fact, a deeper understanding of the TME and TSI systems for the spin-2 or linearized gravity case is fundamental in order to generalize conservation laws of the type exhibited in Theorem 11 to the spin-2 case. We shall now briefly mention recent work which provides the initial step in this direction.

4.3 TME and TSI for linearized gravity

Let $\delta g$ be a solution to the linearized vacuum Einstein equation on the Kerr background and let $\kappa \in S_{2,0}$ be the Killing spinor of valence $(2,0)$. Let $\Psi$ be the linearized Weyl spinor defined with respect to $\delta g$, and let

$$\hat{\phi} = \mathcal{K}_{4,0}^{1} \Psi,$$

where $\mathcal{K}_{4,0}^{1}$ was introduced in section 3.1. Defining $M \in S_{2,2}$ by

$$M = \mathcal{C}_{3,1}^{1} \mathcal{C}_{4,0,4,0} \hat{\phi},$$

one finds that the traceless symmetric rank 2 tensor $M$ is a complex solution of the linearized Einstein equation. The linearized metric $M$ is generated using $\hat{\phi}$ as a Hertz potential.

Lemma 12 (Aksteiner, Andersson, Bäckdahl [1, Theorem 1.1]). There is a complex vector field $A$ so that

$$M = \frac{m}{27} \mathcal{L}_{\xi} \delta g + \mathcal{L}_{A} g.$$ (26)

The fact that $M$ is pure gauge apart from the term involving $\mathcal{L}_{\xi} \delta g$ yields, after applying $(\mathcal{C}^{\dagger})^{2}$ to both sides of (26), and recalling that $(\mathcal{C}^{\dagger})^{2}$ is the complex conjugate of the map to linearized curvature, yields the following result.

Theorem 13 (Aksteiner, Andersson, Bäckdahl [1, Cor. 1.4]).

$$\mathcal{C}_{3,1}^{1} \mathcal{C}_{2,2}^{1} \mathcal{C}_{4,0,4,0}^{1} \hat{\phi} = \frac{m}{27} \mathcal{L}_{\xi} \phi + \mathcal{L}_{A} \phi.$$

This is the full, covariant form of the TSI for linearized gravity.

5 Index theorem for Dirac operators on Lorentzian manifolds

Index theory is a huge and well-developed field in the Riemannian setting where Dirac operators are elliptic. That the hyperbolic Dirac operator on a Lorentzian spin manifold can also be Fredholm under suitable assumptions and hence possess an index is a rather recent insight. In fact, applications in physics demand such an index formula; in the past physicists have often resorted to a so-called Wick rotation (in most cases, a heuristic argument at best) in order to apply Riemannian index theorems in a Lorentzian setting. This can now be avoided; we will come back to an application in quantum field theory at the end of this section.

To describe the setup let $M$ be a globally hyperbolic manifold whose Cauchy hypersurfaces are compact. In other words, $M$ is spatially compact. Let $M$ carry a spin structure so that the
spinor bundle $\Sigma M \to M$ and the classical Dirac operator acting on sections of $\Sigma M$ are defined. Furthermore, we assume that $n = \dim(M)$ is even. In this case the spinor bundle splits into subbundles of left-handed and right-handed spinors, $\Sigma M = \Sigma^L M \oplus \Sigma^R M$. In 4 dimensions, $\Sigma^L M = S_{1,0} M$ and $\Sigma^R M = S_{0,1} M$. The Dirac operator interchanges these two subbundles, i.e. with respect to the splitting $\Sigma M = \Sigma^L M \oplus \Sigma^R M$ it takes the form

$$D = \begin{pmatrix} 0 & D^- \\ D^+ & 0 \end{pmatrix}. $$

If $S \subset M$ is a smooth spacelike hypersurface then along $S$ we can write

$$D = -\sigma \cdot \left( \nabla_n + iA - \frac{n-1}{2}H \right) $$

where $\sigma$ is an invertible endomorphism field, $n$ is the past-directed unit normal field along $S$, $A$ is the Riemannian Dirac operator on $S$ and $H$ is the mean curvature of $S$.

Since $A$ is a self-adjoint elliptic differential operator on $S$ it has discrete real spectrum with all eigensections being smooth. In particular, for any interval $I \subset \mathbb{R}$ we have the $L^2$-orthogonal projections $P_I(A)$ onto the sum of all eigenspaces of $A$ to the eigenvalues in $I$.

Now we assume that $M$ is a manifold with boundary, where the boundary is the disjoint union of two smooth spacelike Cauchy hypersurfaces $S_1$ and $S_2$. Let $S_1$ lie in the past of $S_2$. Denote the corresponding Riemannian Dirac operators by $A_1$ and $A_2$, respectively. Now we can formulate the Atiyah-Patodi-Singer boundary conditions. A sufficiently regular left-handed spinor field $u$ on $M$ is said to satisfy the APS boundary conditions if $P_{[0,\infty)}(A_1)(u|_{S_1}) = 0$ and $P_{(-\infty,0)}(A_2)(u|_{S_2}) = 0$.

By $FE_{APS}(M, \Sigma^L M)$ we denote the space of all left-handed spinor fields $u$ on $M$ which are continuous in time, $L^2$ in space, satisfy the APS boundary conditions, and are such that $Du$ is $L^2$. This space of “finite-energy sections” naturally forms a Banach space.

In the same manner, we can define the space $FE_{APS}(M, \Sigma^L M \otimes F)$ of twisted finite-energy spinors satisfying the APS conditions where $F$ is a Hermitian vector bundle equipped with a metric connection.

**Theorem 14** (Bär, Strohmaier [12]). Let $(M, g)$ be a compact globally hyperbolic Lorentzian manifold with boundary $\partial M = S_1 \sqcup S_2$. Here $S_1$ and $S_2$ are smooth spacelike Cauchy hypersurfaces, with $S_2$ lying in the future of $S_1$. Assume that $M$ is even dimensional and comes equipped with a spin structure. Let $F$ be a Hermitian vector bundle over $M$ equipped with a metric connection.

Then the twisted Dirac operator

$$D_{APS} : FE_{APS}(M; \Sigma^L M \otimes F) \to L^2(M; \Sigma^R M \otimes F)$$

under Atiyah-Patodi-Singer boundary conditions is Fredholm and its index is given by

$$\text{ind}[D_{APS}] = \int_M \hat{A}(g) \wedge \text{ch}(F) + \int_{\partial M} T(\hat{A}(g) \wedge \text{ch}(F))$$

$$- \frac{h(A_1) + h(A_2) + \eta(A_1) - \eta(A_2)}{2}. \quad (27)$$

The right hand side in the index formula is formally exactly the same as in the original Riemannian Atiyah-Patodi-Singer index theorem. Here $\hat{A}(g)$ is the $\hat{A}$-form manufactured from the curvature of the Levi-Civita connection of the Lorentzian manifold, $\text{ch}(F)$ is the Chern
character form of the curvature of $F$, $T(\hat{\Lambda}(g) \wedge \text{ch}(F))$ is the corresponding transgression form which also depends on the second fundamental form of the boundary. Moreover, $h$ denotes the dimension of the kernel, and $\eta$ the $\eta$-invariant of the corresponding operator.

The Dirac operator on a Lorentzian manifold is far from hypoelliptic; solutions of the Dirac equation $Du = 0$ can in general have very low regularity. Theorem 3.5 in [12] tells us that under Atiyah-Patodi-Singer boundary conditions this is no longer so. Solutions of $Du = 0$ which satisfy the APS boundary conditions are always smooth as if we had elliptic regularity at our disposal. Moreover,

$$\text{ind}[D_{\text{APS}}] = \dim\ker[D_{\text{APS}}|_{\mathcal{C}^{\infty}(M, \Sigma F)}] - \dim\ker[D_{\text{APS}}|_{\mathcal{C}^{\infty}(M, \Sigma F \otimes F)}].$$

Here $D_{\text{APS}}$ stands for the Dirac operator subject to anti-Atiyah-Patodi-Singer boundary conditions, the conditions complementary to the APS conditions. The occurrence of the aAPS boundary conditions and the fact that $D_{\text{APS}}$ again maps sections of $\Sigma^L M \otimes F$ to those of $\Sigma^R M \otimes F$, and not in the reverse direction, are different from the corresponding formula in the Riemannian setting. In the elliptic case, the Dirac operator with anti-APS boundary conditions will in general have infinite-dimensional kernel and thus not be Fredholm. In contrast, in the Lorentzian situation, anti-APS boundary conditions work equally well as the APS conditions.

In the remainder of this section we sketch an application of Theorem 14 in the context of algebraic quantum field theory (QFT) on curved spacetimes. Details can be found in [13]. The so-called 2-point functions are objects of central importance in such a QFT. They are distributional bi-solutions of the Dirac equation on $M \times M$. A particularly important class of 2-point functions is determined by the Hadamard condition which specifies the singular structure of these distributions. Hence the difference $\omega_1 - \omega_2$ of two Hadamard 2-point functions $\omega_1$ and $\omega_2$ is a smooth bi-solution of the Dirac equation. In this case we can associate a smooth 1-form $J^{\omega_1, \omega_2}$, the relative current. The point here is that the definition of an absolute current $J^{\omega}$ would require a regularization procedure due to the singular nature of $\omega$ but the relative version is unambiguously defined and smooth.

A computation shows that $J^{\omega_1, \omega_2}$ is coclosed, $\delta J^{\omega_1, \omega_2} = 0$. Now if $S \subset M$ is a smooth spacelike Cauchy hypersurface with future-directed unit normal field $n$ then we can define the relative charge by $Q^{\omega_1, \omega_2} = \int_S J^{\omega_1, \omega_2}(n) dS$. Since $J^{\omega_1, \omega_2}$ is coclosed the divergence theorem implies that the definition of $Q^{\omega_1, \omega_2}$ is independent of the choice of $S$.

The Cauchy hypersurface $S$ in the above definition of the relative charge was just an auxiliary tool. But using a Fock space construction we can also associate a 2-point function $\omega_S$ to any smooth spacelike Cauchy hypersurface $S$. This $\omega_S$ is to be thought of as the vacuum expectation value for an observer with spatial universe $S$. In case the metric of $M$ and the connection of $F$ are of product form near $S$ it is known that $\omega_S$ is of Hadamard form. Thus we can define the relative charge $Q^{\omega_{S_1}, \omega_{S_2}}$ for the two boundary parts if the metric of $M$ and the connection of $F$ are of product form near $\partial M$ which we now assume.

Working with left-handed spinors the main result in [13] relates $Q^{\omega_{S_1}, \omega_{S_2}}$ to the index of the Dirac operator in Theorem 14 and we obtain

$$Q^{\omega_{S_1}, \omega_{S_2}} := Q^{\omega_{S_1}, \omega_{S_2}} = \int_M \hat{\Lambda}(g) \wedge \text{ch}(F) - \frac{h(A_1) - h(A_2) + \eta(A_1) - \eta(A_2)}{2}. \quad (28)$$

The product assumption on the metric of $M$ and connection of $F$ near the boundary implies that the transgression form vanishes near the boundary so that the boundary integral in (27) vanishes. The opposite sign in front of $h(A_2)$ in equations (27) and (28) is not a misprint but due to the convention on how the eigenvalue 0 is treated in the APS conditions.
Similarly, interchanging the roles of left-handed and right-handed spinors we obtain the “right-handed” relative charge

$$Q_R^{0\delta_1,0\delta_2} = - \int_M \hat{A}(g) \wedge \text{ch}(F) + \frac{h(A_1) - h(A_2) + \eta(A_1) - \eta(A_2)}{2}. \quad (29)$$

Hence the total relative charge vanishes, $Q^{0\delta_1,0\delta_2} := Q_R^{0\delta_1,0\delta_2} + Q_L^{0\delta_1,0\delta_2} = 0$, while the chiral relative charge does not in general,

$$Q_{\text{chir}}^{0\delta_1,0\delta_2} := Q_R^{0\delta_1,0\delta_2} - Q_L^{0\delta_1,0\delta_2}
= -2 \int_M \hat{A}(g) \wedge \text{ch}(F) + h(A_1) - h(A_2) + \eta(A_1) - \eta(A_2).$$

Thus observers in $S_1$ and later in $S_2$ will disagree on the difference of numbers of left-handed and right-handed fermions. Such quantities which are classically preserved but whose quantum counterparts are not are called anomalies. The chiral anomaly treated here is a prominent example in the physics literature. It explains the rate of decay of the neutral pion into two photons. It is influenced by the gravitational field via $\hat{A}(g)$ and by an external field (e.g. electromagnetic) via $\text{ch}(F)$.

## 6 Green-hyperbolic operators

In this section we describe a rather large class of linear differential operators of various orders introduced in [9] which generalize normally hyperbolic and Dirac operators and are characterized by the existence of so-called Green’s operators. It turns out that these operators share many of the good solution properties of normally hyperbolic and Dirac operators.

Let $E_1, E_2 \to M$ be vector bundles over a globally hyperbolic manifold $M$. Let $P : C^\infty(M,E_1) \to C^\infty(M,E_2)$ be a linear differential operator. There is a unique linear differential operator acting on the dual bundles, $P^* : C^\infty(M,E_2^*) \to C^\infty(M,E_1^*)$, characterized by

$$\int_M \phi(f) \, dV = \int_M (P^* \phi)(f) \, dV \quad (30)$$

for all $f \in C^\infty(M,E_1)$ and $\phi \in C^\infty(M,E_2^*)$ such that $\text{supp}(f) \cap \text{supp}(\phi)$ is compact. The operator $P^*$ is called the formally dual operator of $P$.

**Definition 15.** An advanced Green’s operator of $P$ is a linear map $G_+ : C^\infty_c(M,E_2) \to C^\infty(M,E_1)$ such that

(i) $G_+ Pf = f$ for all $f \in C^\infty_c(M,E_1)$;

(ii) $PG_+ f = f$ for all $f \in C^\infty_c(M,E_2)$;

(iii) $\text{supp}(G_+ f) \subset J^+ (\text{supp} f)$ for all $f \in C^\infty_c(M,E_2)$.

A linear map $G_- : C^\infty_c(M,E_2) \to C^\infty(M,E_1)$ is called a retarded Green’s operator of $P$ if (i), (ii), and

(iii) $\text{supp}(G_- f) \subset J^- (\text{supp} f)$ holds for every $f \in C^\infty_c(M,E_2)$.

**Definition 16.** The operator $P$ is be called Green hyperbolic if $P$ and $P^*$ have advanced and retarded Green’s operators.
It turns out that the advanced and retarded Green’s operators of a Green-hyperbolic operator are automatically unique. Prime examples for Green-hyperbolic operators are normally hyperbolic operators [11, Cor. 3.4.3], Dirac-type operators [9, Cor. 3.15], and symmetric hyperbolic systems [9, Thm. 5.9].

Another example is provided by the Proca operator describing massive vector bosons. Here \( E_1 = E_2 = T^* M \) and \( m \) is a positive constant. Then the Proca operator is given by \( P = \delta d + m^2 \) where \( d \) is the exterior differential and \( \delta \) the codifferential. It is of second order but not normally hyperbolic. Yet it is Green-hyperbolic.

The class of Green-hyperbolic operators is closed under a number of natural operations: composition, taking direct sums, dualizing, and restriction to suitable subregions.

The advanced Green’s operator can be extended to sections with past-compact support in such way that the conditions in Definition 15 remain valid. By condition (iii) the resulting section will again have past-compact support, \( G_+ : C^\infty_{pc}(M, E_2) \to C^\infty_{pc}(M, E_1) \). Hence on \( C^\infty_{pc}(M, E_2) \) the operator \( G_+ \) is the inverse of \( P \) itself restricted to sections with past-compact support. In particular, \( P \) is invertible as an operator \( C^\infty_{pc}(M, E_1) \to C^\infty_{pc}(M, E_2) \). Similarly, \( G_- \) extends to an operator on sections with future-compact support, \( G_- : C^\infty_{pc}(M, E_2) \to C^\infty_{pc}(M, E_1) \).

The difference \( G := G_+ - G_- \), sometimes called the causal propagator, maps \( C^\infty_{c}(M, E_2) \) to \( C^\infty_{sc}(M, E_1) \), the space of smooth sections with spatially compact support. Important information about the solution theory of Green-hyperbolic operators is encoded in the following

**Theorem 17.** The sequence

\[
\{0\} \to C^\infty_{c}(M, E_1) \xrightarrow{P} C^\infty_{c}(M, E_2) \xrightarrow{G} C^\infty_{sc}(M, E_1) \xrightarrow{P} C^\infty_{sc}(M, E_2) \to \{0\}
\]

is exact.

The operator \( P \) itself and its advanced and retarded Green’s operators extend to distributional sections. These extensions have essentially the same properties; in particular, the analogue of Theorem 17 holds [9, Thm. 4.3]. For applications in algebraic quantum field theory on curved spacetimes see e.g. [10, 11].
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