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Abstract

We present a classification method with linear-time incremental capabilities based on the Optimum-Path Forest (OPF) classifier. The OPF considers instances as nodes of a graph where the edges’ weights are the distances between two nodes’ feature vectors. Upon this graph, a minimum spanning tree is built, and every edge connecting instances of different classes is removed, with those nodes becoming prototypes or roots of a tree. A new instance is classified by discovering which tree it would conquer. In this paper we describe a new training algorithm with incremental capabilities to update the model by including new instances into one of the existing trees; substituting the prototype of a tree; or splitting a tree. This incremental method was tested for accuracy and running time against both full retraining using the original OPF and an adaptation of the Differential Image Foresting Transform. The method is able to include a new instance in linear-time, while keeping similar accuracies when compared with the original model, which runs in quadratic-time.
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1 Introduction

The optimum-path forest (OPF) classifier [1] is a recently developed classification method that can be used to build simple, fast, multiclass and parameter independent classifiers. It was shown to be reliable in several applications such as network invasion [2], image classification [3], among others.
One possible drawback of using the OPF classifier is the training time, which is quadratic on the number of training instances. More specifically, let $Z$ be a training set composed of $n$ examples. The OPF training algorithm then runs in $O(n^2)$. Some efforts were made to mitigate such running time, by using several OPF classifiers trained with reduced training sets in ensemble learning [4] and fusion using split sets using multithread processing [5]. Also, recent work developed strategies to speed-up the training algorithm by taking advantage of data structures such as [6]. Considering that many scenarios of active learning and data streams require incremental algorithms, and because the original OPF does not have such capability, we describe a incremental learning approach for the OPF model.

Incremental learning is a machine learning paradigm where the classifier changes and adapts itself to include new examples that emerged after the initial construction of the classifier [7]. As such, an incremental-capable classifier has no strict need for a complete a priori dataset, nor does it need to rebuild itself from the ground up everytime the data domain changes or evolves [8]. It has many practical applications, such as continually adapting to monitor new forms of spam in emails or monetary fraud in bank records; or quickly being able to add a constant stream of input data to itself [9, 10]. This concept is important both in supervised and unsupervised learning [11] as well as in regression [12], novelty detection and concept-drift [13].

Because the OPF is based on the Image Foresting Transform (IFT), a method that was formulated for use only in image pixels [14], and since there is a differential algorithm (DIFT) for it that can update the forests faster than the original IFT [15], the DIFT would be a natural algorithm to try in the context of a Incremental OPF. However, the main idea of the DIFT is to include all new pixels as prototypes. In a common scenario for OPF, which deals with feature spaces instead of images, including new patterns in the model as prototypes would progressively convert the model into a 1-Nearest Neighbor classifier. Therefore, we propose an alternative solution, that maintains the the connectivity properties of the optimum-path trees that compose the OPF model.

In this paper we propose the OPF-Incremental (OPFI), which is based in graph theory methods to update minimum spanning trees [16] and optimum paths [17] in order to maintain the graph structure and thus the learning model [18]. We assume there is a initial model trained with the regular OPF, and perform inclusions of new examples appearing over time.

Our method displays similar accuracy and distribution of classification results when compared with the original OPF classifier; however, it can add individual examples to the model in linear time with respect to the number of nodes already existent in the current model, whereas OPF retraining takes
quadratic time. This is an important feature since models should be updated in an efficient way in order to comply with realistic scenarios [19, 8]. Our method will be useful everywhere the original OPF was useful, along with fulfilling incremental learning requirements.

2 OPF training algorithm

The optimum-path forest (OPF) classifier [1] interprets the examples (observations) as the nodes (vertices) of a graph. The edges connecting the vertices are defined by some adjacency relation between the examples, weighted by a distance function (e.g., a Minkowski distance). In this model it is expected that training examples from a given class will be connected by a path of nearby examples. Therefore the model that is learned by the algorithm is composed by several trees, each tree containing examples from a given class. The root of each tree is called a prototype. In the next sections the training and classification algorithms of this method are described.

The training stage consists in finding prototypes examples in the training set, and determining those examples that will be rooted at them forming trees. Optimum paths are computed from the prototypes to each training example so that each prototype is the root of an optimum-path tree (OPT). The labels of these examples are the same of their root, i.e., all examples in a OPT are from a given class, although each class can have multiple OPTs.

In Figure 1 (a)-(b), a simple example is shown to illustrate the training algorithm. First, the algorithm computes a minimum-spanning tree (MST) on a complete graph that is formed by all training examples. Then, since the true labels of the training data are known, key examples (called prototypes) are identified by selecting the vertexes that connect examples from different classes. Each prototype is considered the root of an OPT.

Let $Z$ be composed of all $n$ examples (nodes in the sense of a graph) in the training set. Then $S$ is the set of prototypes such that $S \subset Z$. Let also $z$ be an example, i.e., a feature vector with $d$ features, so that $z \in \mathbb{R}^d$.

The labels of the prototypes are propagated to the other nodes. Therefore, each class may be represented by one or more optimum-path tree. As a result, an optimum-path $P^*(z)$ is assigned from $S$ to each node $z$, yielding the optimum-path forest $P$. Note that $P^*(z) = \text{nil}$ when $z \in S$.

Along with the optimum-path function, the training algorithm also computes for each node $z$: the minimum cost on the training set $T(z)$ of $P^*(z)$; the class label $L(z)$; and the predecessor of the node, $P(z)$. After this step, the optimum-path forest is available to classify new observations.

It is important to note that there are enhanced versions of this algorithm.
Some deal with large datasets, while others can reduce the training error by exchanging examples with an evaluation set, or prune trees to reduce the classification cost [6]. However, the algorithm described here serves as basis for all variants.

In order to classify an example \( t \), the OPF algorithm connects \( t \) with each vertex on the model, assigning it to the vertex that offers the optimum-path cost to its root. Therefore, the classification of each new example \( t \) from the test set is performed based on the distance \( d(z, t) \) between \( t \) and each vertex \( z \in Z \), as well as the costs \( T(\cdot) \) computed in the training stage. The classifier is based on the following Equation in order to compute the optimum cost for the example \( t \):

\[
\text{cost}(t) = \min\{\max\{T(z), d(z, t)\}\}, \forall z \in Z. \tag{1}
\]

The Figure 1 (c)-(d) depicts this concept. Therefore, by finding the minimum cost, the algorithm assigns a class to the new example.

---

**Figure 1:** OPF training and classification: (a) examples in the feature space and creation of the minimum-spanning tree, (b) nodes whose edges connect distinct classes become prototypes (roots of an optimum-path tree) and the edge is removed — ending the training phase, (c) in order to classify a new example, it is connected to the closest vertex in each tree, (d) then it is attributed to the class whose tree offers the minimum path to its root.

### 2.1 DIFT Algorithm

The DIFT algorithm is a differential version of the IFT that allow fast model update when used in 2D and 3D images [15]. Similarly to the Incremental OPF, it likewise depends on a first model obtained by the original training. After building a first classifier, we wish to insert into its model, with sub-quadratic complexity, a new example with known label.
However, instead of possibly inserting it into a preexisting tree, prompting updates and reconquests, this algorithm will simply insert the new node as a new, unattached prototype. For this reason, after many updates, it will converge to a 1-NN classifier, because all new data are inserted as prototypes. The accuracy results and the decision boundaries generated by OPF and 1-NN were shown to be similar for several datasets [20], however, OPF has a faster classification algorithm than 1-NN because it uses the subgraph structure to find the optimal trees to classify a new example.

3 Incremental Algorithm

Our incremental algorithm depends on a first model obtained by the original OPF, since it is based on updating the optimum-path trees. After building a first classifier, we wish to insert into its model, with sub-quadratic complexity, a new example with known label. This initial model represents the portion of the dataset that is initially available, which will be incremented as new examples appear.

Our solution works by initially classifying a given new example using the existing OPF classification method. Because the label of the classified example is known, it is possible to infer if it has been conquered by a tree of the same class (that is, it was correctly classified) or not. We also know which node was responsible for the conquest; this node is called the predecessor. If the conquest was performed by a prototype (a tree root), we must consider a special case, since the new example may become a new prototype and displace its predecessor. Thus, each case described below must be processed in a different way:

1. **Predecessor belongs to the same class and is not a prototype:**
   the new example is inserted in the predecessor’s tree, maintaining the properties of a minimum spanning tree.

2. **Predecessor belongs to the same class and is a prototype:** we must discover if the new example will take over as prototype. If so, the new prototype must reconquer the tree; else, it’s enough to insert the new example in the tree, as in the first case.

3. **Predecessor belongs to another class:** The new example and its predecessor become prototypes of a new tree. The new example will be root of an empty tree; while the predecessor will begin a reconquest of its own tree, splitting it in two.
The Figure 2 shows a didactic example of the cases described above, when an element of the 'triangle' class is inserted in the OPF. The third scenario, in which there is a tree splitting, is depicted in Figure 3.

![Figure 2: OPF-Incremental cases when adding new examples (represented by a gray triangle): (a) conquered by a tree of the same class through a non-prototype node, (b) conquered by a tree of the same class through a prototype node, (c) conquered by a tree of a distinct class.](image)

The classification and insertion of $p$ new elements is described on Algorithm 1 and shows the high-level solution described above.

The minimum spanning tree insertion function, described on Algorithm 2 is based on the algorithm developed by Chin and Houck in their seminal work "Algorithms for Updating Minimal Spanning Trees" [16].

The function for rechecking a prototype, described on Algorithm 3 takes the distance between the prototype and its pair (this pair is the corresponding prototype in the other tree, which edge was cut during the initial phase of classification), and between the new example and said pair. If the new example is closer to the pair, it takes over as prototype and reconquers the tree. Else, it is inserted in the tree. Note that the reconquest function is described in Algorithm 4.

After the insertion is performed, the ordered list of nodes utilized for speeding up classification is corrected to consider the new example. The new example is inserted in its proper position in the ordered list in linear time, thus allowing for the optimization of the classification step.

When a new instance is inserted, we ensure that its classified label is equal to its true label, which is not always the case in the original OPF algorithm because a given node can be conquered by a prototype with label different from the true label in rare occasions. Our method differs from the original OPF here, but we believe it is important to ensure the label of the
Figure 3: OPF-Incremental causing a tree split and creating a new tree: (a) a new pattern, green diamond, can be conquered by one of two classes already in the model, blue circles or orange triangles; (b) it is then conquered by the orange triangle tree; (c) Because the instance label does not match the label of the tree, both the new instance and the adjacent vertex become prototypes; (d) Because only one prototype is allowed per tree, the reconquest process is performed by the two prototypes, resulting in the new model.

Algorithm 1 OPF-Incremental classification and insertion

Require: a previously trained OPF model $T$ of size $n$; input nodes $Z[1...b]$, each with its feature vector.

1: OPFClassify($Z$, $T$)
2: for $i \leftarrow 1$ to $b$ do
3:   if $Z[i].label = Z[i].trueLabel$ then
4:     if $Z[i].predecessor$ is a prototype then
5:       recheckPrototype($Z[i], Z[i].predecessor, T$) # Algorithm 3
6:     else
7:       insertIntoMST($Z[i], Z[i].predecessor, T$) # Algorithm 2
8:   end if
9: else
10:  $Z[i]$ becomes a prototype
11:  $Z[i].predecessor$ becomes a prototype
12:  reconquest($Z[i], Z[i].predecessor, Z[i].predecessor, T$) # Algorithm 4
13: end if
14: end for
15: return $T$
Algorithm 2 OPF-Incremental MST insertion

Require: \( T \) is the graph; \( z \) is the new example; \( r \) is any vertex in the tree; \( t \) is a global variable and is the largest edge in the path between \( w \) to \( z \), whereas \( m \) is the largest edge between \( r \) and \( z \).

1: mark \( r \) "old"
2: \( m \leftarrow (r, z) \)
3: for each vertex \( w \) adjacent to \( r \) do
4: if \( w \) is marked "new" then
5: insertIntoMST\((w, z, T)\) \# recursive call
6: \( k \leftarrow \) the larger of the edges \( t \) and \((w, r)\)
7: \( h \leftarrow \) the smaller of the edges \( t \) and \((w, r)\)
8: \( T \) gets the edge \( h \)
9: if cost of \( k \) < cost of \( m \) then
10: \( m \leftarrow k \)
11: end if
12: end if
13: end for
14: \( t \leftarrow m \)
15: return \( T \)

Algorithm 3 OPF-Incremental recheck prototype

Require: an input node \( Z \) and its predecessor \( \text{pred} \); a previously trained OPF model \( T \); some distance function \( \text{dist}(\cdot) \).

1: if \( \text{dist}(Z, \text{pred.pair}) < \text{dist}(\text{pred}, \text{pred.pair}) \) then
2: \( Z \) becomes a prototype
3: reconquest\((Z, Z, T)\) \# Algorithm 4
4: else
5: insertIntoMST\((Z, \text{pred}, T)\) \# Algorithm 2
6: end if
7: return \( T \)
Algorithm 4 OPF-Incremental reconquest

Require: an root node $Z$ and its predecessor $\text{pred}$; a previously trained OPF model $T$; some distance function $\text{dist}(\cdot)$.

1: $Z$ is marked "old"
   {The root is its own predecessor, in the first recursion}
2: newPathval ← $\text{dist}(Z, \text{pred})$
3: if newPathval < Z.pathval then
4:     Z.predecessor ← pred
5:     Z.pathval ← newPathval
6:   for each adjacent $w$ of $Z$ do
7:     if $w$ is not "old" then
8:         reconquest($w, Z, T$)  # recursive call
9:     end if
10:   end for
11: end if
12: return $T$

new instance because the model is updated upon it and the label should play an important role, such as when a new class appears.

Therefore, although our algorithm does not produces a model that is equal to the original OPF, it maintains optimum path trees properties, rechecks prototypes and includes new trees. Those are shown to be enough to achieve classification results that are similar to the original OPF training, as described later in the results.

4 Complexity Analysis

The complexity of inserting a new example into a model, summing a total of $n$ nodes, depends on how many insertions of each type described above will occur. Thus, we must verify the individual complexity of each case:

1. Predecessor is of same class and is a prototype: the complexity of verifying if the new example is a prototype is the complexity of the distance function. The complexity of the reconquest, as described by Papa et al [21], is $\mathcal{O}(n)$, since it goes through each node at most once. Otherwise, it is an insertion, with the complexity described above;

2. Predecessor is of another class: The splitting of the tree is $\mathcal{O}(1)$. The reconquest is $\mathcal{O}(n)$;

3. Predecessor is of same class and is not a prototype: the complexity of the operation is related to the inclusion of a new example on
an existing tree, which is linear in terms of the number of vertices in that tree \[10\].

Thus, the complexity is overall \(O(n)\), or linear in terms of the number of examples, as proof below based on \[10\] for Algorithm 2. Let \(z\) be the new example conquered by a vertex \(r\) on some tree, then we have:

**Proof.** After executing line 5 of Algorithm 2, \(m\) and \(t\) are the largest edges in the paths from \(r\) to \(z\), and from \(w\) (first vertex adjacent to \(r\)) to \(z\) respectively. If the vertices are numbered in the order that they complete their calls to Algorithm 2 then it can be proven by induction.

**Base step** Let \(w'\) be the first node to complete its call, then \(w'\) must be a tip (a leaf node) of the graph. Thus, lines 5 to 10 will be skipped and \(t\) will be assigned as \((w', z)\) which is the only edge joining \(w'\) and \(z\). If \(r'\) is a vertex incident to \(w'\), it is easy to see that \(m = (r', z)\) before and after the call insertIntoMST(\(w'\)).

**Induction steps** When executing line 5, i.e. insertIntoMST(\(w\)), if \(w\) is a tip, again lines 5 and 9 are skipped and \(t = (w, z)\). Otherwise, let \(x\) be the vertex which is incident to \(w\) and which is considered last in the call insertIntoMST(\(w\)). By induction hypothesis, after executing insertIntoMST(\(x\)), \(m\) and \(t\) are the largest edges in the paths joining \(w\) and \(x\) to \(z\), respectively. It can be shown that in all cases \(t\) will be the largest edge in the path joining \(w\) to \(z\). Similarly, we can also show that \(m\) is the largest edge in the path joining \(r\) to \(z\).

Also, in lines 6 to 9, the largest edge among \(m\), \((w, r)\) and \(t\) is deleted, and thus \(m\) and \(T\) (the MST) are updated. Since at most \(n - 1\) edges are deleted, each of which was the largest in a cycle, \(T\) will be a MST.

Regarding complexity, insertIntoMST(\(r\)) has \((n - 1)\) recursive calls at line 5, so the lines 1, 2, 6–10 and 14 are executed \(n\) times. Lines 3 and 4 counts each tree edge twice (at most), and as this is proportional to the adjacency list, runs \(2(n - 1)\) times. Therefore, Algorithm 2 runs in \(O(n)\).

## 5 Experiments

### 5.1 Data sets

For reviewing purposes, all datasets that are not publicly available and that are described in this paper can be found at [http://www.icmc.usp/](http://www.icmc.usp/).
Also, the code used to generate the data can be found in a public repository at GitHub\footnote{https://github.com/moacirponti/opf-incremental}.

11 datasets were used. Of those, 5 were synthetic and 6 were real. They are as follows:

**Synthetic datasets:**

1. Bases-\(N\): Base1, Base2 and Base3 were created by the Base Creator algorithm, implemented as a tool of the LibOPFI. They are 2-dimensional sets of 10000 examples whose data is distributed in 4 ranges of 2500 samples of the first dimension. Base1 has 2 classes (2 regions for each), Base2 has 4 classes (one region for each) and Base3 has 3 classes (one class has two regions, while the other two classes have one region each);

2. Lithuanian (Lithu): two 2-dimensional classes with Lithuanian distribution as described by Raudys \footnote{available in \url{http://archive.ics.uci.edu/ml/datasets/Cardiotocography}}, with 1000 examples;

3. Circle vs Gaussian (C-vs-G): two 2-dimensional classes, one with Gaussian distribution (with 100 examples) and one with a circular distribution (with 500 examples). The circle examples surrounds the Gaussian class examples;

4. Cone-Torus: three 2-dimensional overlapping classes, one with 92 examples, one with 99 examples and the last one with 209 examples;

5. Saturn: two 2-dimensional elliptical overlapping classes, one being a perfect circle (with 100 examples) and the other being an elongated ellipse (also with 100 examples).

**Real datasets:**

1. CTG: cardiotocography dataset \footnote{available in \url{http://archive.ics.uci.edu/ml/datasets/Cardiotocography}} with 2126 examples, 21 attributes and 3 classes;

2. NTL (non-technical losses): industrial energy consumption profile dataset, whose attributes must allow detection of energy consumption fraud, with 4952 examples, 8 attributes and 2 classes;

3. parkinsons: Parkinsons patient dataset \footnote{available in \url{http://archive.ics.uci.edu/ml/datasets/Parkinsons}} with 193 examples, 22 attributes and 2 classes;
4. produce: dataset extracted from vegetable produce pictures, with the goal of discriminating produce based on the images, with 1400 examples, 64 attributes and 14 classes;

5. skin: human skin segmentation image dataset with 245057 examples, 3 attributes and 2 classes;

6. SpamBase: spam and non-spam emails dataset with 4601 examples, 56 attributes and 2 classes;

7. MPEG7-B: consists of 70 classes of shapes each having 20 examples. The Beam Angle Statistics (BAS) method was used to extract 180 features.

5.2 Experimental setup

Experiments were conducted to test the OPFI algorithm capabilities against the original OPF algorithm and DIFT approach. Each experiment was conducted in 10-repeated hold-out sampling, in the following manner:

1. Splitting of the dataset into two subsets with 50% of the examples each: \( S \) for supervised training and \( T \) for testing. The subsets are sampled using an uniform random distribution, and they keep the class distribution of the original dataset;

2. Splitting of the subset \( S \) (all uniformly distributed, but maintaining the class balance proportions):
   - datasets BaseN, C-vs-G, Lithu, CTG, NTL, Parkinsons, Produce, SpamBase, Skin: into 100 subsets, \( S_i \), with \( i \) ranging from 0 to 99.
   - datasets Cone-Torus, Saturn, MPEG7: into 10 subsets, \( S_i \), with \( i \) ranging from 0 to 9 (these datasets have less samples per class than the others above and were divided in fewer subsets for this reason).

3. Initial training on \( S_0 \) with the original OPF algorithm, constructing the base upon which the incremental algorithm will run;

\[4\]available in [http://archive.ics.uci.edu/ml/datasets/Skin+Segmentation](http://archive.ics.uci.edu/ml/datasets/Skin+Segmentation)
\[5\]available in [https://archive.ics.uci.edu/ml/datasets/Spambase](https://archive.ics.uci.edu/ml/datasets/Spambase)
\[6\]available at [http://www.dabi.temple.edu/~shape/MPEG7/](http://www.dabi.temple.edu/~shape/MPEG7/)
4. **Comparative training on increments** $S_i$ where $S_i$ is added to the dataset by the incremental algorithm, then the original OPF retrain on the incremented dataset, and finally the DIFT increments $S_i$ to a copy of the dataset before this increment, repeating the process realized by the OPFI. We record the time spent for each algorithm. We also record the accuracy of each classifier against the $T$ testing dataset.

5. **Calculating final results** such as cumulative time and accuracy for each iteration on each algorithm.

Note that the size of the increments $S_i$ is constant for each dataset, but it is different among the datasets, varying from small increments $S_i$ for example in the MPEG and Cone-Torus datasets, to larger ones such as in BaseN and Skin datasets. Therefore, we can analyze the results of both small and large instance batch sizes.

### 5.3 Accuracy evaluation

A balanced accuracy was used to evaluate the classification:

$$\text{Acc} = 1 - \frac{\sum_{i=1}^{c} E(i)}{2c}$$

where $c$ is the number of classes, and $E(i) = e_{i,1} + e_{i,2}$ is the partial error of $c$, computed by:

$$e_{i,1} = \frac{FP(i)}{N - N(i)} \quad \text{and} \quad e_{i,2} = \frac{FN(i)}{N(i)}, \quad i = 1, \ldots, c,$$

where $FN(i)$ (false negatives) is the number of samples belonging to $i$ incorrectly classified as belonging to other classes, and $FP(i)$ (false positives) represents the samples $j \neq i$ that were assigned to $i$.

Therefore, $\text{Acc}$ is 1.0 for a 100% accuracy, 0.5 when the classifier assigns all examples to a single class, and 0.0 for an inverse classification (in this case reversing the classification will produce a 100% accuracy). The balanced accuracy is suited for both balanced and class imbalance scenarios [23].

### 6 Results and Discussion

The results for the first five iterations of each of the experiments are shown in Tables 1 and 2 for the synthetic and real datasets, respectively. The full results for 6 selected datasets are shown in Figures 4 and 5 including running time, balanced accuracy.
It can be seen that the OPFI was successful on keeping accuracies as high as the original OPF training algorithm, but running faster due to updating the graph structure instead of retraining all data file. The running time curves shows the linear versus quadratic behavior on all experiments: for $n$ examples in the previous model, each new inclusion with original OPF would take $O((n + 1)^2)$, while with OPFI it is performed in linear time $O(n + 1)$. When including examples in batches, our algorithm runs in $O(n \cdot b)$, where $b$ is the number of examples in the batch, while OPF runs in $O((n + b)^2)$.

Therefore our method is more suitable for several small inclusions than for adding large batches. Although a large batch size will reduce its efficacy, such as observed in the case of the skin dataset (see Figure 5-(c)), for any batch of size $b$, then the function $(n \cdot b)$ is $O(n)$, but $o((n + b)^2)$.

Because neither our incremental algorithm, nor the DIFT exactly matches the model produced by the original OPF, there are small differences on the accuracies, but a quick examination of the accuracy curves in Figures 5 and 4, and also the average accuracies and standard deviations shown in Tables 1 and 2 demonstrate that OPFI produces similar results than regular OPF.

Also, incrementing with DIFT showed similar results when compared with OPFI and (mostly) with OPF in most scenarios, showing further evidences that the OPF is strongly related to the 1NN classifier as compared in previous work [20]. But our algorithm produces a different model that uses the subgraph structure in order to find the optimum trees, and includes as an ordered list of optimum path values. We believe there is an advantage on using our method, which takes into account the existing optimum-path trees.

Finally, the results in terms of average and standard deviation are enough to corroborate that OPFI has similar accuracy and classification results when compared with the OPF, but with a reduced running time as discussed theoretically in Section 4 and shown in this section empirically.
Figure 4: Results for three synthetic datasets: accuracy in the first column and running time in the second column – (a) Base 2, (b) Circle versus Gaussian, (c) Lithuanian
Figure 5: Results for three real datasets: balanced accuracy in the first column and running time in the second column – NTL (a), SpamBase (b), Skin (c)
Table 1: Accuracy results for the first 5 iterations in the synthetic datasets.

|          | Incremental | 0     | 1     | 2     | 3     | 4     | 5     |
|----------|-------------|-------|-------|-------|-------|-------|-------|
|**Base1** |             |       |       |       |       |       |       |
| Original | 85.3 ± 4.8  | 89.4 ± 1.8 | 91.8 ± 0.9 | 92.9 ± 0.8 | 94.1 ± 0.5 | 94.6 ± 0.6 |
| DIFT    | 85.3 ± 4.8  | 89.2 ± 1.8 | 91.5 ± 0.8 | 92.7 ± 0.7 | 94.0 ± 0.4 | 94.5 ± 0.6 |
|**Base2** |             |       |       |       |       |       |       |
| Original | 90.0 ± 2.2  | 93.4 ± 0.8 | 94.5 ± 0.6 | 95.7 ± 0.6 | 95.8 ± 0.5 | 96.1 ± 0.4 |
| DIFT    | 90.0 ± 2.2  | 93.2 ± 1.0 | 94.5 ± 0.7 | 95.1 ± 0.6 | 95.8 ± 0.4 | 96.1 ± 0.4 |
|**Base3** |             |       |       |       |       |       |       |
| Original | 88.7 ± 2.2  | 92.1 ± 1.6 | 93.8 ± 1.2 | 94.3 ± 0.8 | 94.9 ± 0.5 | 95.3 ± 0.6 |
| DIFT    | 88.7 ± 2.2  | 91.9 ± 1.4 | 93.8 ± 1.1 | 94.5 ± 0.8 | 95.0 ± 0.5 | 95.5 ± 0.6 |
|**C-vs-G**| Incremental | 64.9 ± 10.9 | 74.8 ± 8.3 | 81.5 ± 7.4 | 86.1 ± 6.4 | 80.9 ± 2.9 | 88.7 ± 2.2 |
| Original | 64.9 ± 10.9 | 74.6 ± 8.1 | 81.9 ± 7.3 | 87.3 ± 5.5 | 87.5 ± 3.3 | 88.7 ± 3.4 |
| DIFT    | 64.9 ± 10.9 | 74.0 ± 8.2 | 81.0 ± 6.9 | 85.0 ± 4.8 | 86.1 ± 3.6 | 87.3 ± 3.2 |
|**Lithu**| Incremental | 64.9 ± 4.9 | 70.5 ± 4.4 | 72.8 ± 3.0 | 72.7 ± 2.9 | 72.5 ± 2.6 | 74.0 ± 3.5 |
| Original | 64.9 ± 4.9 | 70.5 ± 4.0 | 71.7 ± 3.1 | 72.7 ± 3.4 | 72.9 ± 3.6 | 73.9 ± 3.4 |
| DIFT    | 64.9 ± 4.9 | 70.8 ± 4.3 | 72.7 ± 3.1 | 72.8 ± 2.9 | 73.3 ± 3.5 | 74.0 ± 3.5 |
|**Conic-Torus**| Incremental | 81.0 ± 2.6 | 83.7 ± 2.7 | 85.9 ± 1.7 | 85.8 ± 2.6 | 85.6 ± 1.1 | 85.9 ± 1.9 |
| Original | 81.0 ± 2.6 | 82.9 ± 2.4 | 84.8 ± 2.1 | 85.0 ± 2.8 | 85.1 ± 0.8 | 85.3 ± 1.9 |
| DIFT    | 81.0 ± 2.6 | 83.6 ± 2.6 | 84.8 ± 1.6 | 85.5 ± 2.7 | 85.7 ± 1.1 | 86.1 ± 1.7 |
|**Saturn**| Incremental | 58.9 ± 11.6 | 68.5 ± 4.0 | 73.9 ± 5.3 | 78.3 ± 3.7 | 81.8 ± 3.8 | 84.2 ± 2.7 |
| Original | 58.9 ± 11.6 | 69.0 ± 3.9 | 74.5 ± 5.5 | 78.4 ± 3.9 | 82.0 ± 4.0 | 84.0 ± 2.7 |
| DIFT    | 58.9 ± 11.6 | 68.4 ± 3.2 | 73.5 ± 5.4 | 78.1 ± 2.4 | 81.8 ± 3.7 | 83.6 ± 2.3 |

Table 2: Accuracy results for the first 5 iterations in the real datasets.

|          | Incremental | 0     | 1     | 2     | 3     | 4     | 5     |
|----------|-------------|-------|-------|-------|-------|-------|-------|
|**CTG**  |             |       |       |       |       |       |       |
| Original | 72.2 ± 8.3  | 80.8 ± 2.7 | 81.0 ± 3.0 | 83.0 ± 2.5 | 82.9 ± 2.9 | 84.0 ± 1.8 |
| DIFT    | 72.2 ± 8.3  | 80.7 ± 2.9 | 81.1 ± 3.5 | 81.5 ± 2.9 | 82.1 ± 2.6 | 83.0 ± 2.0 |
|**NTL**  |             |       |       |       |       |       |       |
| Original | 52.4 ± 3.5  | 54.1 ± 1.8 | 55.3 ± 2.1 | 56.9 ± 3.3 | 58.2 ± 3.3 | 58.7 ± 4.0 |
| DIFT    | 52.4 ± 3.5  | 53.4 ± 2.0 | 55.6 ± 2.0 | 57.0 ± 3.3 | 58.5 ± 3.5 | 58.8 ± 3.7 |
|**Parkinsons**| Incremental | 60.9 ± 11.8 | 62.0 ± 10.2 | 69.7 ± 12.2 | 72.6 ± 7.5 | 77.1 ± 4.8 | 77.6 ± 5.0 |
| Original | 60.9 ± 11.8 | 61.4 ± 12.0 | 67.5 ± 11.9 | 72.1 ± 8.2 | 76.1 ± 5.9 | 76.7 ± 5.6 |
| DIFT    | 60.9 ± 11.8 | 62.8 ± 10.2 | 69.3 ± 12.3 | 72.2 ± 7.7 | 77.2 ± 5.3 | 77.5 ± 5.0 |
|**Product**| Incremental | 65.6 ± 1.8 | 70.4 ± 2.1 | 74.4 ± 1.4 | 77.8 ± 0.8 | 80.1 ± 1.6 | 81.9 ± 1.3 |
| Original | 65.6 ± 1.8 | 70.3 ± 2.1 | 74.3 ± 1.4 | 77.6 ± 0.7 | 79.8 ± 1.5 | 81.5 ± 1.2 |
| DIFT    | 65.6 ± 1.8 | 70.4 ± 2.1 | 74.4 ± 1.4 | 77.8 ± 0.8 | 80.1 ± 1.6 | 81.9 ± 1.3 |
|**SpamBase**| Incremental | 71.9 ± 3.1 | 76.0 ± 3.5 | 78.9 ± 2.4 | 78.7 ± 2.0 | 79.2 ± 1.7 | 79.5 ± 1.6 |
| Original | 71.9 ± 3.1 | 75.8 ± 3.3 | 77.8 ± 2.2 | 78.5 ± 1.9 | 78.9 ± 1.4 | 79.2 ± 1.4 |
| DIFT    | 71.9 ± 3.1 | 76.0 ± 3.6 | 78.0 ± 2.4 | 78.6 ± 2.1 | 79.1 ± 1.7 | 79.6 ± 1.6 |
|**MPEG7-B**| Incremental | 72.9 ± 0.8 | 78.2 ± 0.9 | 81.2 ± 1.0 | 83.1 ± 0.9 | 84.3 ± 0.6 | 85.6 ± 0.4 |
| Original | 72.9 ± 0.8 | 78.1 ± 0.9 | 81.1 ± 0.9 | 82.9 ± 0.8 | 84.3 ± 0.6 | 85.5 ± 0.4 |
| DIFT    | 72.9 ± 0.8 | 78.2 ± 0.9 | 81.2 ± 1.0 | 83.0 ± 0.8 | 84.3 ± 0.6 | 85.7 ± 0.5 |
|**Skin** |             |       |       |       |       |       |       |
| Original | 57.0 ± 1.8  | 89.0 ± 0.6 | 89.7 ± 0.2 | 99.6 ± 0.0 | 99.9 ± 0.0 | 99.9 ± 0.0 |
| DIFT    | 57.0 ± 1.8  | 83.0 ± 1.2 | 90.2 ± 1.0 | 93.1 ± 0.8 | 98.4 ± 0.5 | 98.5 ± 0.5 |
6.1 In-depth analysis of the Circle-Gaussian case

As shown before in Figure 4b, the Circle-Gaussian base shows an example of slow accuracy convergence. The accuracy of the incremental algorithm was slightly worse than the original algorithm in the first iterations, but as new examples are included, they become more similar.

In order to analyze this case in more detail, Figure 6 shows the testing set for the Circle-Gaussian, as classified by both the original and incremental algorithm, for the first four iterations. Note that the spatial distribution of the results were similar, strengthening our hypothesis that our incremental algorithm can be used to update the OPF classifier in different scenarios. Another important remark is that the Circle-Gaussian dataset is an extreme scenario since the initial model was trained with 3 examples, and each iteration included only 3 new examples. Therefore, some variation was expected in the beginning of the process. Nevertheless, after the 5th iteration (18 examples used to train the model), the incremental method was able to achieve the same accuracy than the original algorithm.
7 Conclusions

Our goal was to develop an incremental learning classification algorithm with the similar capabilities of the original OPF that could run in linear time. As the experimental results demonstrate, OPFI accuracy is only slightly different from retraining in quadratic time. Also, the in-depth analysis of the Circle-Gaussian case corroborates this evidence, with a graphical representation of similar misclassified regions.

The OPFI algorithm is not capable of perfectly reproducing the OPF classifier (as demonstrated in the in-depth analysis of the Circle-Gaussian case). This is due to two reasons: first, the OPF algorithm makes use of heuristics when assembling the minimum spanning tree, such as building trees that can be composed by examples from different classes, something that the OPFI algorithm does not do (in order to keep the complexity linear while updating the optimum forest); and second, a new example may affect two or more trees (specially when few examples are available in the model), something the OPFI classifier is not built to handle (again, to keep complexity low). However, as the results demonstrate, these effects did not hinder OPFI’s accuracy relative to OPF, because those two scenarios are uncommon in practice. Also, OPFI builds models that are still considered optimum path forests, because it works by maintaining the structure of the optimum-path trees. More importantly, they approach each other as new examples are added to the model, converging to a model that produces similar results in average.

In future work, algorithms for decreasing the running time of the OPF training step can be used within each batch of examples to be added to the OPFI algorithm to further speed-up the process. We believe our contribution will also allow the OPF method to be used more efficiently in future studies, such as data streaming and active learning applications as well as in contexts such as incremental clustering.
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