Direct Visualization of Localized Vibrations at Complex Grain Boundaries
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1. Introduction

The local atomic arrangement in a grain boundary (GB) is different from that in the bounding grains to enable the accommodation of the misorientation of the corresponding lattices.[1–8] Structurally, the local arrangements comprise dislocation cores and structural units that repeat along the boundary. Chemically, dislocation cores and other structural units are not always stoichiometric and may even feature complexions.[9] Together, the chemical and structural dissimilarities of GBs and grains lead to localized GB vibrations, which are of interest to many fields. For instance, in thermal transport[4–7,10] and infrared optics,[4,8] phonon frequencies and lifetimes dictate the key aspects of the material response. Additionally, variations in the localized vibrations can significantly alter the free-energy landscape for functional materials[11–13] or increase entropic contributions to free energy and influence phase transitions.[14–16]

For simple systems, theoretical predictions have been used to describe the unique relation between the structure and chemistry at a single GB to its local vibrational properties.[17–19] However, density functional theory (DFT) calculations of GBs with small misorientation angle, especially in materials with complex structure and stoichiometry, become increasingly challenging, as they may necessitate excessively large supercells. On the other hand, for the analysis of complex GBs and other interfaces, aberration-corrected scanning transmission electron microscopy and ultrahigh-energy-resolution monochromated electron energy-loss spectroscopy, in conjunction with density functional theory. This combination enables the correlation of the GB structure, nonstoichiometry, and chemical bonding with a redistribution of vibrational states within the GB dislocation cores. The new experimental access to localized GB vibrations provides a direct route to quantifying the impact of individual boundaries on macroscopic properties.
Here, we examine a prototypical, highly complex, 10° [001] symmetric-tilt GB in SrTiO$_3$ using aberration-corrected and monochromated STEM imaging and EELS combined with DFT calculations, which are just manageable by computing power, for mutual validation. STEM imaging and core-loss EELS are used to directly measure the changes in stoichiometry and crystal structure that occur in and around the GB dislocation cores. The atomistic model of the GB is too large for conventional DFT relaxation, so the STEM/EELS data are used to facilitate the construction of the supercell, including local nonstoichiometry, that enables DFT calculations. Furthermore, energy-loss near-edge fine-structure (ELNES) analyses of the Ti and O edges at the GB together with DFT calculations reveal how the structural and chemical changes influence the bonding. Finally, monochromated EELS is used to probe the vibrations directly in the dislocation cores (intracore vibrations) as well as between the dislocation cores (intercore vibrations). Localized vibrational signatures are observed, which, through DFT calculations, are attributed to modes localized to GB dislocation-core atoms with unique environments.

2. Results

We begin by measuring the atomic structure and stoichiometry of the 10° GB using aberration-corrected STEM imaging and core-loss EELS spectroscopy. An HAADF image of this GB is shown in Figure 1a and Figure S1 (Supporting Information)[31,32] and a zoom in of the dotted white box is shown in Figure 1b. The corresponding EELS-derived chemical maps are shown in Figure 1d–g. Analysis of these data helped construct an atomistic model of the GB core (see details in Figure S8 in the Supporting Information), optimized by DFT calculations, shown in Figure 1c.

The image in Figure 1a shows regularly spaced dislocations along the GB with markedly lower intensity than the grains, indicating a lower mass density. Figure 1a,b demonstrates that the GB has different coordinations than the grains. For instance, there are cations in the dislocation cores with projected threefold coordination, whereas bulk SrTiO$_3$ cations have a projected fourfold coordination.

The EELS of Figure 1d–h shows that the lower mass density at dislocation cores corresponds to Sr deficiency and Ti...
enrichment, while the oxygen content at the cores is as in the grains, as also seen in Figure 1c and consistent with findings for other SrTiO₃ GBs.[31,32] We also note that the dislocation-core Ti and O signals are diffuse, compared with clear atomic columns in the grains, which suggests position variation of atoms in the projected direction.

To correlate the change in stoichiometry to the local coordination at the cores, we identify the positions of cation columns in the HAADF image, shown in Figure 1a, and separate them into Sr and Ti sublattices in the grains, and atomic columns in the dislocation cores (positions of atoms shown in Figure S2 in the Supporting Information). With the defined sublattices, we can better understand local structure through the 2D projected nearest-neighbor distribution and radial distribution function (RDF), shown in Figure 1h,i. The grains show well-defined crystalline behavior within and between the Sr and Ti sublattices. By contrast, the nearest-neighbor distribution of atoms in the GB dislocation cores show streaking along the direction normal to the boundary plane (x), without comparable streaking in the parallel plane (y), and have smaller projected nearest-neighbor distances than observed in the grains. The broader nearest-neighbor distribution is also reflected in the RDF in Figure 1i as broader nearest-neighbor peaks and a continuum background, illustrating that GB atoms have different coordinations from grain atoms.

Another critical contribution to the characteristics of a GB is bonding within the dislocations. Since the compositional analysis revealed that the dislocation cores comprise primarily Ti and O, we examine the spatial distribution of the Ti-L₃ and O-K core-loss ELNES to understand the local bonding (Figure 2).

Here, we consider three different regions: intracore, intercore, and the bulk SrTiO₃ grains on either side. Figure 2a shows a reference HAADF image simultaneously acquired during the ELNES acquisition, which we use to mask (red) intracore, (cyan) intercore, and (black) grain regions shown in Figure 2b. The average Ti-L₃ and O-K edge spectra from the regions shown in Figure 2b are shown in Figure 2c,d, respectively. The Ti-L₃ spectra (Figure 2c) from the grains show well-defined t₂g and e_g peaks that result from the octahedral crystal-field splitting of Ti d-orbitals. The splitting of the t₂g and e_g peaks decreases to nearly one peak in the intracore spectrum for both the Ti-L₃ and Ti-L₂ edges. The intercore Ti-L₃ fine structure is an intermediate of the grains and intracore, having smaller t₂g–e_g splitting than the grains but more t₂g–e_g splitting than the dislocation cores, which shows that strain partially redistributes electronic states. The low intensity of the second peak

Figure 2. Local bonding at a 10° GB. a) HAADF reference signal acquired during the STEM spectrum image of the 10° GB. b) Masks highlighting atom columns located in the (red) intracore, (cyan) intercore, and (black) grain are used to create the average Ti-L₃ edge (c) and O-K edge (d) core-loss spectra from the respective regions (the dashed curves are DFT-calculated spectra). The labels in (d) indicate the neighboring-cation orbital content of the final states; all of them also contain O 2p. ZS1 DFT calculations from the grain and intracore region are shown in (c,d) as dashed lines and show similar Ti-L₃ t₂g–e_g splitting and O-K ELNES intensity changes as the experimental data. e) Maps of the Ti-L₂ t₂g–e_g splitting show the convergence from well-defined t₂g and e_g peaks into weakly split peaks. f) The difference between the O-K and Ti-L₃ onset energies shows higher values at the dislocation cores. g) Projected valence-charge density calculated using DFT. Regions of unique charge density are highlighted indicating (cyan arrow) increased orbital overlap, (red arrow) anisotropically bonded, and (gold outline) rock salt packing are annotated and show orbital redistributions different than found in the (orange arrow) grains.
and the large $t_{2g}$–$e_g$ splitting in the DFT grain and dislocation-core Ti-L$_{2,3}$ spectra are caused by the fact that both spectra were calculated in the very large supercell shown in Figure S8 (Supporting Information), which requires a practical choice for the level of accuracy. A higher-accuracy calculation of the Ti-L$_{2,3}$ Z+1 spectrum using a single-crystal SrTiO$_3$ supercell (Figure S12, Supporting Information) features a significant increase in the $e_g$ peak’s intensity and a reduction of the $t_{2g}$–$e_g$ splitting, both of which are better matches to the measured EELS shown in Figure 2. A similar correction would be expected in a higher-accuracy spectrum in the dislocation core. A map of the Ti-L$_{2,3}$ $t_{2g}$–$e_g$ splitting in the GB, shown in Figure 2e, reveals a gradual change from the grain to the GB, with the GB dislocation cores having the largest change in electronic structure.

In the O-K edge, shown in Figure 2d, the peaks related to Ti 3d–O 2p orbital transitions in the grains, intercore, and intracore regions change intensity and approach a more continuous spectrum. The changes in splitting and redistribution are a direct result of the different coordinations and varying geometric distortions observed in Figure 1. The onset energies of the EELS are also different in each region, suggesting different core-electron binding energies. The relative onset energies between the Ti-L$_{2,3}$ and O-K are mapped in Figure 2f. Prior measurements of SrTiO$_3$ GBs showing similar stoichiometry and EELS changes suggest a reduction from Ti$^{4+}$ to Ti$^{3+}$ at the dislocation cores. The intensity redistribution in both the Ti-L$_{2,3}$ and O-K edges represent a redistribution in orbital energies, which is tied closely to the structural and stoichiometric changes shown in Figure 1.

To achieve deeper insights for the observed redistributions in electronic states, we performed DFT calculations on a DFT-relaxed atomistic GB model, a cropped region of which is shown in Figure 1c (see also Figure S8 in the Supporting Information). First, we used the Z+1 approximation to calculate the ELNES features in the grains and at the intracore regions, shown in Figure 2c,d.[36] The calculated Ti-L$_{2,3}$ ELNES duplicates the decrease in the measured $t_{2g}$–$e_g$ splitting and the redistributions of states between and around the O-K $t_{2g}$ and $e_g$ peaks. Likewise, agreement of intensity redistribution in the O-K edge is found, demonstrating that the atomistic model and theoretical results are representative of the real GB dislocations.

We further examined the calculated GB valence-charge-density map, shown in Figure 2g, to understand the redistribution of bonding orbitals at the GB. To focus on the TiO plane bonding, the map is calculated using the DFT real-space valence-charge density integrated from the TiO$_2$ plane to halfway between the SrO and TiO$_2$ planes (i.e., 1/2 to 1/4 of the unit cell, Figures S10 and S11, Supporting Information) along the z-direction. The typical bulk SrTiO$_3$ perovskite is highlighted in the top right corner with an orange arrow. The grains show well-separated isosurface bonding atoms, which is typical of ionic materials. Three patterns of orbital redistribution relative to the grain are seen at the GB: regions of rock-salt-packed TiO with charge density between ions (annotated in [g] with a gold outline), regions of increased orbital overlap revealed by higher charge density between ions (cyan arrows), and regions where charge appears more localized on ions and anisotropically redistributed (red arrows). The broadening and decreased splitting of ELNES features at the GB relative to the grains reflects a complex redistribution of orbitals occurring at the GB in multiple ways. Therefore, the GB does not only exhibit different symmetries and concentrations, but the bonding between Ti and O atoms is stronger in some regions, weaker in others, and altogether irregular.

Having shown that the structure, stoichiometry, and bonding at the GB and dislocation cores are different from those in the grains, we now correlate these differences to localized changes in the atomic vibrations at the GB. To access highly localized vibrations at the 10° GB, we use monochromated STEM–EELS in the off-axis geometry, as shown in Figure S6b (Supporting Information). The off-axis geometry results in an asymmetric annular dark-field (aADF) signal. The aADF image of the 10° GB, shown in Figure 3a, exhibits contrast reversal relative to the HAADF images in Figures 1 and 2. The higher aADF

Figure 3. Localized vibrational response of a 10° GB. a) aADF image and b) total inelastic intensity from off-axis signal. c) Sequence of masks generated from total inelastic intensity to selectively probe different degrees of intracore versus intercore vibrational spectra. d) Representative spectra of the masks in (c), showing a significant and continuous shift of the two peaks (labeled $E_1$ and $E_2$) as the region transitions from grain (black) to intercore (blue/purple) to intracore (red/orange). The gold spans in (d) mark the Reststrahlen band in the bulk material, emphasizing a region where vibrational states redistribute to in the intracore signal. e,f) Fit results for the peak energy of $E_1$ (e) and $E_2$ (f) showing localized blueshifts of $E_1$ and similarly localized redshifts of $E_2$. 
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intensity at the intracore regions is likely from static disorder. It is also observed in the total off-axis EELS signal shown in Figure 3b, which further emphasizes the environmental disorder of atoms at the GB relative to the grains.\cite{37}

To probe the grain, intercore, and intracore regions, we use the total EELS intensity to mask five distances from the dislocation core, as shown in Figure 3c. The average vibrational response from each characteristic region is shown in Figure 3d. Significant differences between the grain, intercore, and intracore vibrational responses are readily observed. In the grain (black), there are two primary peaks at $\approx 68$ meV (labeled $E_1$) and $\approx 99$ meV (labeled $E_2$), which are consistent with known phonon modes from bulk SrTiO$_3$ originating from displacements of the Ti and O sublattices ($E_1$: second longitudinal optic (LO2)/third transverse optic phonons, $E_2$: LO3 phonon).\cite{38} However, as we transition from the grain (black) to the intercore region (blue/purple), the $E_1$ peak blueshifts, while the $E_2$ peak redshifts. The maximum shifts occur at the intracore region (red/orange), with fitted energies $\approx 75$ and $\approx 94$ meV, respectively. The peak fitting is applied to the entire spectrum image, which is shown for $E_1$ in Figure 3e and $E_2$ in Figure 3f (fitting details shown in Figure S7 in the Supporting Information). The high spatial-spectral resolution analysis of monochromated STEM–EELS enables us to see that the vibrational shifts match the spatial distribution of the aADF intensity in Figure 3a as well as the different chemistries and fine-structure maps in Figures 1 and 2, respectively. The agreement shows a clear distinction between the grain, intercore, and intracore regions.

The peak shifts in the vibrational response can be attributed to the Ti enrichment, coordination change, and bonding changes at the GB, as observed in Figures 1 and 2. Similar localized effects are observed at antiphase boundaries where Ti–Ti neighbors lead to softening of the antiferroelectric optic modes, similar to observations at GBs in other materials.\cite{38,39} These results demonstrate that a redistribution of vibrational states at a GB can be directly observed with monochromated EELS with the resolution necessary to correlate local structure, chemistry, and vibration characteristics of different regions at a GB.

To gain further insight into the vibrational shifts observed in Figure 3, we perform a nonnegative matrix factorization (NMF) decomposition of the dataset. NMF is a well-established technique that can provide highly informative visualizations of hyperspectral EELS acquisitions, by reducing the dataset into a linear combination of spatial abundance maps of spectral features.\cite{25} Figure 4a–c shows a two-component NMF decomposition of the off-axis 10° GB EELS shown and analyzed in Figure 3, with the maps shown in (a) and (b), and the spectra shown in (c). We note that the grain component spectrum in Figure 4c is nearly identical to the grain vibrational response in Figure 3d, while the core component spectrum in Figure 4c

![Figure 4. Local GB vibrational modes in a 10° GB. a–c) Two component NMF analysis of off-axis GB spectrum image. a,b) NMF maps show the decomposition of the spectrum-image data into a linear combination of the grain signal (a) and the core signal (b). c) The corresponding NMF spectra (solid curves) and DFT-calculated projected phonon density of states (PPhDOSs) (dashed curves) exhibit overall good agreement. The grain spectra (black) match the raw EELS grain spectrum in Figure 3, while the core spectra (red) feature an asymmetric peak with a maximum at $\approx 75$ meV and a high energy tail. d) Different linear combinations of the DFT GB-dislocation core and grain PPhDOSs demonstrate that the measured vibrational spectra shown in Figure 3 can indeed be viewed as a combination of the intracore and bulk signals and varying concentrations (see also Figure S9 in the Supporting Information). e–h) Atomic displacements of vibrational modes localized within the GB cores at 73.2 (e), 75.7 (f), 76.9 (g), and 90.5 meV (h).]
shows a peak at 75 meV, which is the energy that the E₁ peak shifts to in the intracore regions in Figure 3d. Furthermore, the intensity of the grain component map shown in Figure 4a is not significantly reduced at the dislocation cores, as in the average NMF abundance in the cores is only ≈25% than the average NMF abundance in the grains (Figure S5, Supporting Information). Conversely, the intensity of the core component map in Figure 4b is almost nonexistent in the grains, with the average intensity of the core component reduced by ≈85% compared to the intensity in the center of the intracore region. The critical implication of this finding, is that the measured signal (shown in Figure 3) is not the pure dislocation core signal, but rather a linear combination of the grain and core component spectrum at differing ratios, even with the increased localization of the off-axis EELS collection geometry. Therefore, the GB dislocations have vibrations associated with structure, nonstoichiometry, and bonding not present in the grain, but also have additional vibrations from local environments that share similarity with the perfect SrTiO₃ grain. The nature of these localized core-component vibrational modes is unveiled using DFT calculations of projected phonon densities of states (PPhDOSs). In Figure 4c, we overlay the PhDOS of bulk SrTiO₃ as representative of the grains and the PPhDOS in the GB core with the EELS NMF components (see discussion in Figure S9 in the Supporting Information for how PhDOS for each region is calculated). Both PPhDOSs exhibit excellent agreement with the corresponding EELS NMF spectra, especially in the energy of the main peaks.

Moreover, the agreement helps us physically understand the peak shift occurring in Figure 3d. Figure 4d captures the behavior by showing a transition from a pure grain signal to a pure intracore signal at different weighted intensities. The superposition of grain and intracore PhDOS accurately reproduces the E₁ peak blueshift and E₂ peak redshift (an offset spectrum visualization of the effect is shown Figure S9 in the Supporting Information).

We noted already that the GB-core NMF spectrum and the PPhDOS in Figure 4c feature a primary peak centered at ≈75 meV that corresponds to vibrational modes within the gold-shaded Reststrahlen band of SrTiO₃, which ranges from 68 and 93.5 meV.[40] As a result, the pertinent modes are localized in the GB vicinity as they cannot propagate within the grains. We can also use the DFT calculations to visualize such modes by plotting their displacement eigenvectors in Figure 4e–g. The four modes, at eigenfrequencies 73.2 meV (e), 75.7 meV (f), 76.9 meV (g), and 90.5 meV (h), are representative of the intracore regions. The displacement amplitudes for all four modes are large at the center of the dislocation core and small at the periphery, showing a high degree of localization in the intracore region. Furthermore, the localization of each mode is related to regions of different bondings shown in Figure 2g. For example, the 73.2, 75.7, and 76.9 meV modes associated with Ti–O vibrations are localized to regions with coordination and bonding like a TiO₂ rock salt structure. The 90.5 meV mode is localized at the anisotropically bonded oxygen. We, therefore, identify the contribution of stoichiometry, highly irregular bonding, and local symmetry to the redistribution of vibrational modes at a GB.

3. Conclusions

The influence of GB structure, stoichiometry, and bonding on atomic vibrations is often left to simulations or inferred from a collection of boundaries in bulk samples. The combination of aberration-corrected STEM, monochromated EELS, and DFT calculations reveal that a GB and GB dislocation cores have unique vibrations that are a direct result of local structure, stoichiometry, and irregular bonding. The ability to self-consistently measure and correlate coordination, chemistry, bonding, electronic states, and vibrational modes at the atomic scale enables the direct examination of single GBs that are complex in structure and composition. By unveiling the structure–chemistry–vibration relationships of GBs, their full impact on critical properties like infrared optical activity, thermal conductivity, heat capacity, and the vibrational entropy can be understood.

4. Experimental Section

Samples and Sample Preparation: The 10° and 6° SrTiO₃ bicrystals were purchased from MTI Corporation. Plane view transmission electron microscopy (TEM) samples were made using a Thermo Fisher Scientific Helios Dual Beam focused ion beam. Initial milling and cleaning were performed at 30 kV, which was sequentially decreased until a finishing energy of 2 kV.

Electron Microscopy: Aberration-corrected STEM imaging and core-loss EELS were performed on a Thermo Fisher Scientific Themis-Z STEM operating at 200 kV with a 25 mrad convergence angle. Up to third-order aberrations were corrected for imaging and spectrum imaging. Drift-corrected imaging and analysis is explained further in subsection “Electron Microscopy—Aberration- and Drift-Corrected STEM Imaging” and core-loss EELS analysis is explained further in subsection “Electron Microscopy—Atomic-Resolution Core-Loss EELS”.

Vibrational EELS were acquired at 60 keV using a Nion High-Energy Resolution Monochromated EELS STEM (HERMES) 100. Due to the low accelerating voltage used to optimize energy resolution, imaging and core-loss were conducted exclusively at the University of Virginia. A convergence semiangle of 30 mrad was used with a collection angle of 25 mrad and a dispersion 0.525 meV per channel. Spectra were acquired as 3D datasets, with one temporal (t), two spatial (x, y), one perpendicular momentum (q), and one energy-loss (E) dimensions. Alignment, denoising, and fitting procedures are explained further in subsection “Electron Microscopy—Vibrational EELS”.

Electron Microscopy—Aberration- and Drift-Corrected STEM Imaging: STEM imaging was performed using a probe current of 20 pA. Two 1024 × 1024 px images were acquired at 90° relative scan rotations to compensate for linear and nonlinear drift.[41] An example of the drift correction for the image in Figure 1a is shown in Figure S1 (Supporting Information). Each image was acquired with a 64 μs dwell time. The image shown in Figure 1 was acquired with an 8 pm step size and the images in Figure S2a–d (Supporting Information) were acquired with a 16 pm step size.

Atomic columns within the grains were found and separated into Sr and Ti sublattices using Atomap.[42] Atoms at the dislocation cores were separated into a third sublattice. The border atoms of the dislocation cores were defined by the first Sr atomic columns returning to the intensity of the grains’ Sr atomic columns. The positions for atomic columns in each sublattice were refined by first finding the center of mass within a masked region 15% to the column's nearest neighbors. Further subpixel refinement was then iteratively performed by updating the nearest-neighbor masked region and fitting 2D Gaussians. The resulting atom positions are shown in Figure S2 (Supporting Information). The nearest-neighbor distributions were created using the kDTree algorithm as implemented in SciPy with a radial cutoff of 3 nm.[43] Radial
distribution functions were then calculated from the nearest-neighbor distributions by binning the nearest-neighbor distances.

Electron Microscopy—Atomic-Resolution Core-Loss EELS: Core-loss spectrum images were acquired using a probe current of 100 pA and a spectrometer collection angle of 86 mrad. A Gatan K2 detector was used to acquire core-loss spectrum images with low signal-to-noise ratio. The Ti-L2,3-, O-K, and Sr-L2,3- edges were used for semi-quantitative elemental analysis to show enrichment and depletion regions. Spectrum images were then analyzed after singular-value-decomposition denoising and in the raw state to provide low noise data for mapping while also representing the raw data, as shown in Figures 2 and 3, respectively. Singular-value-decomposition analysis was by nature a linear combination of singular spectra, so care needed to be taken when choosing the number of components in a system where peaks shifted gradually over many pixels. In systems in which peaks shifted dynamically, a compromise between noise and data features needed to be weighed carefully and then compared with the raw data and physics of the system. For further information on the denoising procedure, the reader is referred to Section S2.1 (Supporting Information).

Mean spectra shown in Figure 2d,e were the averages of spectra from the grains, intracore, and intercore regions acquired with a 0.1 eV per channel dispersion. Here, the intracore regions were defined by a decreased intensity of the Sr sublattice in HAADF images. The intercore regions were between the intracore regions. The intracore regions were constructed by creating Voronoi cells of the atomic columns with ScPn[48] Each Voronoi cell in the intracore regions was used to create a spatial mask, then the signal in each mask was averaged. The intercore region was then assigned as the remaining area ±1 unit cell from the boundary plane.

EELS from the full spectrum images and Voronoi regions were fitted, first with a non-negative decomposition, as implemented in HyperSpy.[49] Fitting procedures for the stoichiometric mapping, ELNES mapping, and Voronoi mapping were performed in different manners and a full description of each can be found in Section S2.2 (Supporting Information).

Electron Microscopy—Vibrational EELS: The spectrum image for the GB vibrations was obtained with a sequence of 30 individual spectrum images with dwell times of 10 ms per pixel with a 2D EEL spectrum (1028 × 130 pixels) captured for each spectrum-image pixel (total dataset size: 88 GB). The spectrum-image frame along the temporal direction was aligned using rigid registration to the total EELS signal, then averaged, providing good signal-to-noise with minimal drift distortion. The zero of the energy axis was aligned using the full-width at half-maximum of the zero-loss or quasielastic peak. Delocalized dipole scattering decayed as approximately $q^2$ with high-q signal localized to atomic length-scales. Therefore, momentum transfer $>$35 mrad was integrated into a single spectrum for each pixel, providing highly localized signal, as shown in Figure 5a,b (Supporting Information). The 35 mrad cutoff was chosen to maximize signal-to-noise and the localization of the signal. The energy resolution measured as the full-width at half-maximum of the on-axis zero-loss peak was 13.64 meV and the resolution of the off-axis signal measured as the full-width at half-maximum of the quasielastic peak was 16.72 meV. The quasielastic peak at 0 meV had a large nonanalytical tail that was background subtracted by fitting an exponential to two windows at 45–55 and 130–140 meV, providing spatially comparable longitudinal-optic/third-transverse-optic and third-longitudinal-optic phonon peaks.

The region-of-interest comparisons were not denoted. For peak shift mapping, the spectrum image was denoised using six components of a single-learned-decomposition before background subtraction to minimize noise and increase the integrity of background fits. In the following text, a fitting procedure was described, which is also shown in Figure S7 (Supporting Information) for a grain and intracore location. An intensity offset was measured between 275 and 280 meV, then a power-law function was fitted using two windows from 45–55 and 130–140 meV. The background was then fixed and two Gaussians to approximate the shifting of the two nonanalytical peaks were seen in Figure S3d. The first Gaussian was fitted from 62.5 to 72.5 meV with an upper bound set on the Gaussian center at 81 meV. The second Gaussian was then fitted from 94.5 to 105 meV with the Gaussian center bounded between 90 and 99 meV.

Before NMF, a kernel filter was applied to the raw data and then background subtraction was performed. Kernel filtering enhanced the signal-to-noise, providing more reliable background subtraction and less artifact in the NMF from the fitting procedure. NMF performed after background subtraction provided better sensitivity to changes in the optical phonon peaks and suppressed sensitivity to the high-intensity low-energy features.

Calculations: The DFT calculations were performed with the Vienna Ab Initio Simulation Package[46] using the projected-augmented wave method.[47,48] The local density approximation (LDA)[49] was adopted for the exchange-correlation functional based on the good performance of LDA on phonon calculations at the Γ point.[22] The plane-wave basis energy cutoff was 500 eV for structural optimization, charge density, and Z$^+$ calculations, but 400 eV for the phonon calculations because of the calculational cost required by the big cell. The calculational supercell contained two cubic-SrTiO$_3$ domains with $\Gamma$=10° tilt angles separated by two parallel GBs. The GB consisted of two alternating distorted cores (intracore) and deformed cubic SrTiO$_3$ lattices (intercore). To reduce the number of the modeling atoms, there were only two atomic layers along the z-direction, i.e., one SrTiO$_3$ primitive cell in thickness, with a net number of 1130 atoms in the supercell, which was at the edge of practicality. The lattice parameters of the supercell were 77.7, 42.7, and 3.87 Å along the x-, y-, and z-directions. The structure was relaxed until the interatomic forces were less than 0.02 eV Å$^{-1}$. The k-samplings were 1 × 1 × 3 for structural optimization and charge-density calculations, 1 × 1 × 1 for phonon calculations, and 3 × 3 × 12 for the Z$^+$ calculations in the GB supercell. The grain PDOS was calculated using the GB supercell, by projecting the eigenvectors in the (100) plane that was perpendicular to the electron beam. The intracore PDOS was obtained using the GB supercell, by projecting 152 intracore atoms' vibrations in the (110) plane. The core-loss EELS was simulated using the Z$^+$ approximation, i.e., calculating the PDOS on one intracore oxygen atom that was replaced with fluorine and on one intracore titanium atom that was replaced with vanadium. In the theoretical spectra shown in Figure 2c,d, “DFT-grain” meant 100% grain, whereas “DFT-intra” meant a sum of 30% intracore PDOS and 70% grain PDOS on the corresponding atoms. The ratio was adjusted to optimize agreement with the experimental EELS. The phonon DOS was used as a good approximation to phonon EELS as it was found to be satisfactory.[22,28] Higher level phonon EELS simulations[45,50] were not practical for the present large supercell. The Z$^+$ calculation for Ti in the single-crystal SrTiO$_3$ supercell was based on a 3 × 3 × 3 supercell of Pm3m SrTiO$_3$ (135 atoms). The k-samplings were 3 × 3 × 3 for the charge density and 4 × 4 × 4 for the density-of-states’ calculations. The Z$^+$ method had proved to be quite accurate compared to methods that included a real core hole or to experimental data.[51,52] Higher levels of approximations were not practical for the present large supercell.
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