Similarity-based Distance for Categorical Clustering using Space Structure
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Abstract—Clustering is spotting pattern in a group of objects and resultantly grouping the similar objects together. Objects have attributes which are not always numerical, sometimes attributes have domain or categories to which they could belong to. Such data is called categorical data. To group categorical data many clustering algorithms are used, among which k-modes algorithm has so far given the most significant results. Nevertheless, there’s still a lot which could be improved. Algorithms like k-means, fuzzy-c-means or hierarchical have given far better accuracies with numerical data. In this paper, we have proposed a novel distance metric, similarity-based distance (SBD) to find the distance between objects of categorical data. Experiments have shown that our proposed distance (SBD), when used with the SBC (space structure based clustering) type algorithm significantly outperforms the existing algorithms like k-modes or other SBC type algorithms when used on categorical datasets.
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I. Introduction

Given a huge list of objects, “grouping similar objects together and separating dissimilar objects” is a fundamental problem in science and nature. In biology, we need to find similar proteins. In genetics, we want to find similar DNA sequences. This problem is called clustering. In computer science, it arises in several different contexts like image analysis, text analysis, speech processing and much more. K-means, fuzzy-c-means and hierarchical clustering algorithms are among the traditional algorithms developed for clustering [1]-[3]. Clustering algorithms like these work on numerical data. It is possible to work on numerical data because they can be visualized in space structures like Euclidean space structure. Space structure is a representation where the data can be visualized in a dimensional space. This makes data easy to work on. In k-means algorithm, the objects are plotted on Euclidean space and then distributed into clusters based on the distance of objects from the cluster centers. For categorical data, this calculation is not possible directly. For an object that has colour red and another object that has colour blue, the distance cannot be directly calculated between the two objects. Here the categorical objects can neither be plotted in Euclidean space nor the difference calculation makes any sense.

In the recent past, there has been need of techniques to cluster categorical data [4]-[7]. The technique of simply mapping categorical terms to numerical values to cluster them with traditional clustering techniques like k-means does not work. For clustering of categorical data, the representative techniques work on 0-1 distance [8],[9]. According to this, distance is 0 if the values are same, otherwise, the distance is 1. Though unoptimized, this form of distance is used in several representative popular algorithms. One of the most popular algorithms amongst them is k-modes [10]. It is an improvement on the k-means algorithm, overcoming its lack of ability to cluster categorical data. K-modes follows the same pattern as that of k-means algorithm apart from the manner of analyzing data. In k-modes the cluster center is the category that has maximum frequency amongst all the categories of a feature for all objects belonging to the cluster. Several variations of k-modes have also come forth in the recent past [11]-[15].

Though k-modes and k-modes type algorithms seem to solve the problem of fitting categorical data into a traditional clustering algorithm by making minor changes, there are still points that need to be speculated. To mention a few:

- The performance of the cluster center calculation of k-modes(categorical data) in comparison to the one in k-means(numerical data).
- The validity of 0-1 distance, as it restricts us to only two possibilities of distance being either 0 or 1.Whereas the dissimilarity between objects might not actually be so.

A significant improvement would be, implementing the structure. It would help bringing the categorical data algorithms at par with numerical data algorithms in terms of performance. There have been trials with space structure in SBC [16]. Providing space structure to categorical data aids organizing it into clusters. It provides it the representation that maps it from categorical data to the Euclidean space. We have tried to improve the structure by proposing a novel distance calculation technique (SBD) to calculate the distance between two objects. Euclidean or other distances do not clearly work on the concept we have tried to incorporate with our distance.

In this paper, we have conducted experiments to compare k-modes and SBC using Euclidean, Cosine and Manhattan
Creating distance matrix
Creating similarity matrix
Creating space structure

II. Space Structure for Categorical Data

A. Creating space structure

We have many popular clustering algorithms like k-means, fuzzy-c-means, and hierarchical, but the problem with these clustering algorithms is that they can be directly used only on numerical data. Numerical data is the type of data that can be represented on euclidean space. Categorical datasets have to be converted to a form that can be represented on Euclidean space to be able to use the above mentioned clustering algorithms.

Let’s consider a database of categorical data \( T = (O, A) \), where \( O = \{ o_1, o_2, o_3, \ldots, o_N \} \) is the set of objects and \( A = \{ a_1, a_2, a_3, \ldots, a_M \} \) is the set of attributes of each object. \( N, M \) are the number of objects and number of attributes of an object respectively. \( V(i) \) represents an array, the range of values that \( A_{[i]} \) could take. Above mentioned notations are followed throughout the paper. In this paper, to represent the categorical data in euclidean space, we have created a space structure. Creating space structure from categorical data has two steps:

1) Creating similarity matrix

First step is creation of a similarity matrix. A similarity matrix is a \( N \times N \) matrix where each item in the matrix represents the similarity between the two objects. We have calculated the similarity between any two objects by using a similarity function \( \phi \). We check the number of attributes that have same values for both the objects. For each object \( o_i \), its similarity \( S(i) \) is a vector of size \( N \) and \( S[ i ][ j ] \) is the value of similarity between \( i^{th} \) and \( j^{th} \) object.

\[
S[i][j] = \sum_{m=1}^{M} \omega(i, m, j) \tag{1}
\]

where:

\[
\phi(i, m, j) := \begin{cases} 1, & O(i, m) = O(j, m) \\ 0, & O(i, m) \neq O(j, m) \end{cases}
\]

2) Creating distance matrix

After calculating the similarity matrix, the next step is to create a distance matrix. The distance matrix is also a \( N \times N \) matrix where each item in the matrix represents the distance between any two objects. We have calculated the distance between any two objects using a distance function \( \delta \). The distance function takes two vectors as an argument. The different distance functions \( \delta \) used are discussed further in the paper. For each object \( o_i \), its distance \( D(i) \) is a vector of size \( N \) and \( D[ i ][ j ] \) is the distance between \( i^{th} \) and \( j^{th} \) object.

\[
D[i][j] = \delta(S[i], S[j]) \tag{2}
\]

The above process can be better understood with an example. As given in Table I, let’s consider a dataset of four objects and three attributes pressure, volume and temperature. Here \( N=4 \), \( M=3 \) and \( V(i) \) for each attribute is \{low, medium, high\}, where \( i \) varies from 1 to 3. Table II is the similarity matrix constructed from the data given above. \( S[2][4] = 2 \) as there are two attributes common between object2 and object4 and distance matrix given in Table III is then created from similarity matrix.

Table I: Data

| Object | Pressure | Volume | Temperature |
|--------|----------|--------|-------------|
| Object1| High     | Medium | High        |
| Object2| Low      | Low    | High        |
| Object3| High     | High   | Low         |
| Object4| Medium   | Low    | High        |

Table II: Similarity Matrix

| A  | 1 | 3 | 2 | 1 |
|----|---|---|---|---|
| B  | 3 | 1 | 3 | 2 |
| C  | 0 | 1 | 3 | 0 |
| D  | 2 | 1 | 0 | 3 |

Table III: Distance Matrix

\[
\begin{array}{cccc}
\delta(S[1], S[1]) & \delta(S[1], S[2]) & \delta(S[1], S[3]) & \delta(S[1], S[4]) \\
\delta(S[2], S[1]) & \delta(S[2], S[2]) & \delta(S[2], S[3]) & \delta(S[2], S[4]) \\
\delta(S[3], S[1]) & \delta(S[3], S[2]) & \delta(S[3], S[3]) & \delta(S[3], S[4]) \\
\delta(S[4], S[1]) & \delta(S[4], S[2]) & \delta(S[4], S[3]) & \delta(S[4], S[4]) \\
\end{array}
\]

B. Distance Function

In this paper, we have conducted experiments with four types of distance functions. Three of them are well known distance functions and the fourth (SBD) is the one which we have proposed in this paper. The distance function is depicted by \( \delta \).
• Euclidean distance
\[ \delta(x, y) = \sqrt{\sum_{i=1}^{N} (x_i - y_i)^2} \]  
(3)

• Cosine distance
\[ \delta(x, y) = \sqrt{2(1 - \cos(x, y))} \]  
(4)

• Manhattan distance
\[ \delta(x, y) = \left( (x_1 - y_1)^2 + (x_2 - y_2)^2 + \cdots + (x_n - y_n)^2 \right)^{1/2} \]  
(5)

• Similarity based Distance (SBD)

After creating similarity matrix our next step is to create the distance matrix. The similarity matrix is N x N matrix, to find distance between two objects i and j we consider the similarity vector \( S[i] \) and \( S[j] \) as location of attributes of the categorical data.

\( S[i][j] \) is a similarity function that return a boolean value, depending upon whether the attributes are same for the two objects or not.

\[ S[i][j] = \sum_{m=1}^{O} \phi(i, m, j) \]  
(7)

where:
\[ \phi(i, m, j) := \begin{cases} 1, & O(i, m) = O(j, m) \\ 0, & O(i, m) \neq O(j, m) \end{cases} \]

(2) Construct a Distance matrix (D) from Similarity matrix (S) using SBD as the distance function.

\[ D[i][j] = \delta(S[i], S[j]) \]  
(8)

\[ \delta(x, y) = \left( \sum_{i=1}^{N} \left| S[i][i] - S[j][i] \right| \right)^{2} \]  
(6)

C. Clustering Algorithm for Categorical Data

By generating the distance matrix, we have converted the categorical data to a form on which clustering algorithms like k-means, fuzzy-c-means or hierarchical can be applied. We consider the distance matrix as \( N \) objects with each of \( N \) dimensions. In Algorithm 1 the steps of the algorithm discussed above are summarised.Code for this can be downloaded from here[23].The value K is same as the number of classes the data is divided into.

Algorithm 1: Clustering Algorithm for Categorical Data

**Input**: categorical data \( T = (O, A) \). Where \( O = \{ o_1, o_2, \ldots, o_N \} \) is the set of objects and \( A = \{ a_1, a_2, \ldots, a_M \} \) is the set of attributes of the categorical data.

**Output**: K Clusters

1. Create a Similarity matrix \( S \) from categorical data \( T = (O, A) \). \( \phi \) is a similarity function that return a boolean value, depending upon whether the attributes are same for the two objects or not.

2. Construct a Distance matrix (D) from Similarity matrix (S) using SBD as the distance function.

3. Assuming Distance matrix (D) as objects of N dimensional data, apply any of the three clustering algorithm - k-means, fuzzy-c-means, hierarchical.

III. Experiment

The performance of clustering algorithm is judged by its ability to distribute the data into clusters that reflect their inherent patterns. We carry out an experimental analysis to verify the distribution given by the clustering algorithm against the required cluster distribution. The data is first converted into similarity matrix and then we calculate distance matrix from this similarity matrix. The distance metric used here is what brings the difference in performance. We have used Euclidean, Cosine, Manhattan and SBD distance. The objects are clustered according to the similarity among objects, where this matrix serves as the feature set for the objects. We have used 3 clustering algorithms k-means, fuzzy-c-means and hierarchical. We have compared each of the 4 mentioned distance matrices for each clustering algorithm and k-modes algorithm separately.
The clustering algorithms have been run 100 times and the average of these runs is calculated to get the final result.

Following are the values of Accuracy measure [17]. We have taken into account 12 datasets from the UCI repository to test the performance [18]. The basic statistics of datasets are reflected in Table IV. Missing data in the datasets have been handled by considering it as an another category of the attribute. The details of the results are given in Table V-VIII.

The best result for each dataset is in bold font and underlined.

**TABLE IV**
**DESCRIPTION OF DATA SETS FROM UCI**

| Dataset           | Instances | Classes | Features |
|-------------------|-----------|---------|----------|
| Fitting Lenses    | 24        | 3       | 4        |
| Breast Cancer     | 699       | 2       | 9        |
| Balloon           | 20        | 2       | 4        |
| SoyBean Small     | 47        | 4       | 35       |
| HayesRoth         | 132       | 3       | 4        |
| Promoters         | 106       | 2       | 57       |
| Monks             | 432       | 2       | 6        |
| Voters            | 435       | 2       | 16       |
| Shuttle Landing Control | 15    | 2     | 6        |
| Balance Scale     | 625       | 3       | 4        |
| Soybean Large     | 307       | 19      | 35       |
| Fisher Order      | 150       | 3       | 4        |

**TABLE V**
**VALUES OF ACCURACY FOR K-MODES**

| Dataset           | Accuracy |
|-------------------|----------|
| Fitting Lenses    | 0.666    |
| Breast Cancer     | 0.911    |
| Balloon           | 0.875    |
| SoyBean Small     | 1        |
| HayesRoth         | 0.51     |
| Promoters         | 0.650    |
| Monks             | 0.590    |
| Voters            | 0.86     |
| Shuttle Landing Control | 0.6  |
| Balance Scale     | 0.488    |
| Soybean Large     | 0.644    |
| Fisher Order      | 0.361    |

**TABLE VI**
**VALUES OF ACCURACY FOR K-MEANS CLUSTERING**

| Dataset           | Accuracy |
|-------------------|----------|
|                  | SBD      | Euclidean | Cosine | Manhattan |
| Fitting Lenses    | 0.625    | 0.625     | 0.625  | 0.541     |
| Breast Cancer     | 0.869    | 0.931     | 0.838  | 0.844     |
| Balloon           | 0.937    | 0.8125    | 0.625  | 0.562     |
| SoyBean Small     | 1        | 1         | 1      | 1         |
| HayesRoth         | 0.530    | 0.515     | 0.439  | 0.462     |
| Promoters         | 0.915    | 0.886     | 0.858  | 0.783     |
| Monks             | 0.513    | 0.578     | 0.578  | 0.513     |
| Voters            | 0.875    | 0.873     | 0.873  | 0.873     |
| Shuttle Landing Control | 0.533 | 0.533    | 0.666  | 0.533     |
| Balance Scale     | 0.534    | 0.6       | 0.6    | 0.464     |
| Soybean Large     | 0.62     | 0.662     | 0.624  | 0.644     |
| Fisher Order      | 0.361    | 0.361     | 0.361  | 0.361     |
### Table VII
**Values of Accuracy for F-C-Mean Clustering**

| Dataset              | Accuracy | SBD   | Euclidean | Cosine | Manhattan |
|----------------------|----------|-------|-----------|--------|-----------|
| Fitting Lenses       |          | 0.625 | 0.541     | 0.66   | 0.625     |
| Breast Cancer        |          | 0.866 | 0.891     | 0.828  | 0.849     |
| Balloon              |          | 0.812 | 0.687     | 0.812  | 0.562     |
| SoyBeen Small        |          | 1     | 1         | 1      | 1         |
| HayesRoth            |          | 0.545 | 0.477     | 0.507  | 0.477     |
| Promoters            |          | 0.915 | 0.886     | 0.915  | 0.896     |
| Monks                |          | 0.747 | 0.578     | 0.578  | 0.513     |
| Voters               |          | 0.875 | 0.873     | 0.873  | 0.873     |
| Shuttle Landing Control |      | 0.533 | 0.533     | 0.666  | 0.533     |
| Balance Scale        |          | 0.464 | 0.384     | 0.483  | 0.484     |
| Soybean Large        |          | 0.634 | 0.655     | 0.620  | 0.606     |
| Fisher Order         |          | 0.361 | 0.361     | 0.361  | 0.361     |

### Table VIII
**Values of Accuracy for Hierarchical Clustering**

| Dataset             | Accuracy | SBD   | Euclidean | Cosine | Manhattan |
|---------------------|----------|-------|-----------|--------|-----------|
| Fitting Lenses      |          | 0.625 | 0.625     | 0.625  | 0.625     |
| Breast Cancer       |          | 0.951 | 0.939     | 0.842  | 0.851     |
| Balloon             |          | 0.812 | 0.812     | 0.687  | 0.562     |
| SoyBeen Small       |          | 1     | 1         | 1      | 1         |
| HayesRoth           |          | 0.553 | 0.431     | 0.575  | 0.454     |
| Promoters           |          | 0.924 | 0.886     | 0.943  | 0.943     |
| Monks               |          | 0.513 | 0.578     | 0.578  | 0.513     |
| Voters              |          | 0.878 | 0.818     | 0.875  | 0.818     |
| shuttle-landing-control |    | 0.666 | 0.533     | 0.666  | 0.533     |
| Balance Scale       |          | 0.67  | 0.6       | 0.531  | 0.6       |
| Soybean Large       |          | 0.648 | 0.665     | 0.606  | 0.637     |
A. Accuracy

It is the measure of the efficiency of the algorithm. It indicates the point to which the algorithm’s results are matching to the pattern of clusters required. It is the fraction of total objects that are placed correctly in their respective clusters. It can be defined by the following formula:

\[
AC = \frac{1}{n} \sum_{i=1}^{k} \max(n_{ij} : j \leq k) \tag{9}
\]

\[n_{ij} = |c_i \cap p_j|\]

\[n_{ij} \] is the number of objects common in cluster \(c_i\) and cluster \(p_j\), where \(C=\{c_0, c_1, \ldots \ldots , c_s\}\) set of the clusters formed by our clustering algorithm and \(P=\{p_0, p_1, \ldots \ldots , p_k\}\) is the actual pattern of clusters required. The sum of maximum \(n_{ij}\) for \(0<j<k\) for each \(i\) where \(0<i<s\), divided by the total number of objects is the accuracy. \(s\) and \(k\) are the number of clusters in \(C\) and \(P\) cluster distribution respectively.

In the results, we can see the improvement in the value of accuracy when SBD is used. Out of the ten data sets used eight have given their best result using the SBD distance matrix. Code for this algorithm can be found in [19].

Conclusions

Including the effect of similarity in the distance calculation has improved the performance of the algorithm. We have managed to map categorical data into a space structure effectively. We have achieved positive results for the Similarity-based Distance (SBD) proposed on the tested datasets.

There are still several issues that remain to be solved. One of the major concerns to be looked upon is clustering of mixed data. In real life the data available is not necessarily of one type, it is often a mix of many. We have achieved progress in terms of individually clustering a type of data, but work still needs to be done to merge these algorithms to be able to cluster this mixed data.

There are several other factors that can be worked upon to improve the performance of this algorithm further. One of the future scopes of this research work would be including weight in the distance calculation, to narrow down the sensitive features and give them more weight than others [20].

Combining this algorithm with genetic algorithms of optimization could also be tried. Objective functions of algorithms are optimized usually to improve results by a fair extent. In future, efforts can also be put into combining this algorithm with other techniques like decision trees [21] or rough sets [22],[23] to improve the overall performance.
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