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Abstract

On question and answer sites, such as Stack Overflow (SO), developers use tags to label the content of a post and to support developers in question searching and browsing. However, these tags mainly refer to technological aspects instead of the purpose of the question. Tagging questions with their purpose can add a new dimension to the identification of discussed topics in posts on SO. In this paper, we aim at automating the classification of SO question posts into seven question categories. As a first step, we harmonized existing taxonomies of question categories and then, we manually classified 1,000 SO questions according to our new taxonomy. Additionally to the question category, we marked the phrases that indicate a question category for each of the posts. We then use this data set to automate the classification of posts using two approaches. For the first approach, we manually analyzed the phrases to find patterns. Based on regular expressions, we implemented a classifier, for each of the categories, that determines whether a post belongs to a category. These regular expressions are derived by analyzing patterns in the phrases. In the second approach, we use the curated data set to train classification models of supervised machine learning algorithms (Random Forest and Support Vector Machines). For the machine learning algorithms, we experimented with 1,312 different configurations regarding the preprocessing of the text and the representation of the input data. Then, we compared the performance of the regex approach with the performance of the best configuration that uses machine learning algorithms on a validation set of 110 posts. The results show that using the regular expression approach, we can classify posts into the correct question category with an average precision and recall of 0.90, and an MCC of 0.68. Additionally, we applied the regex approach on all questions of SO that deal with Android app development and investigated the co-occurrence of question categories in posts. We found that the categories API USAGE, CONCEPTUAL, and DISCREPANCY are the most frequently assigned question categories and that they also occur together frequently. Our approach can be used to support developers in browsing SO discussions or researchers in building recommender systems based on SO.
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1 Introduction

Many developers use question and answer forums, such as Stack Overflow (SO), to discuss and solve their development issues. As a consequence, there are more than 16,000,000 diverse questions on SO that deal with developers’ problems. For these questions, there exist more than 27,000,000 answer posts. In the following, we refer to the question posts as posts. If not explicitly mentioned, the answer posts are not included. On the one hand side this is good, since it enables developers to find solutions for their problems, on the other hand it is challenging to find the right solution in such a large amount of posts. Furthermore, developers ask for a better data organization of Q&A forums to increase the search efficiency and limit the time to find adequate solutions (Wu et al. 2018).

To refine the search and describe the questions briefly, each question post on SO is labeled with 1 to 5 tags, as shown in Fig. 1, that describes the problem of the post. These tags are often used by researchers as a starting point for the investigation of the topics that are discussed on SO (Barua et al. 2012; Treude et al. 2011). The tags mainly aim at classifying posts based on their technological content, e.g., whether a post is related to Android, Java, Hadoop, etc. Hence, tags fail to classify questions based on their purpose, e.g., discussing a possible defect, demonstrating proper API usage, providing opinions about a given technology, or — some more general — conceptual suggestions.

However, as shown by recent research, it is not sufficient to analyze only the topics that are discussed. When investigating the issues of developers, the reasons of developers to ask questions should be considered as well (Beyer et al. 2017). These reasons are diverse and categorizing the questions based on the reasons why they are asked is needed to determine the role that SO plays for software developers (Rosen and Shihab 2015). Furthermore, as found by Allamanis and Sutton (2013), the investigation of such reasons can provide more insights into the most difficult aspects of software development and the usage of APIs. Knowing question categories of posts can help developers to find answers on SO easier and it can support SO-based recommender systems integrated into the IDE, such as Seahawk and Prompter by Ponzanelli et al. (2013, 2014).

Existing studies already aim at extracting the problem and question categories of posts on SO by applying manual categorizations (Rosen and Shihab 2015; Treude et al. 2011), topic modeling (Allamanis and Sutton 2013), or k-nearest-neighbor (k-NN) clustering (Beyer and Pinzger 2014). However, the manual approaches do not scale to larger sets of unlabeled
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Fig. 1 Question 8981845 from SO with the phrase marked in red that is indicating the question category.
questions. The unsupervised topic modeling approach cannot directly be used to evaluate the performance of the classification of questions against a baseline, and the k-NN algorithm shows a precision of only 41.33%. Furthermore, existing approaches use different but similar taxonomies of question categories.

In this paper, we address these gaps and provide a common taxonomy for classifying posts into question categories and investigate how, and to what extent we can classify SO posts into such categories using different approaches, based on regular expressions (regex) and machine learning algorithms. To get further insights into the reasons for discussion, we apply the best performing approach to all Android related posts and investigate how the question categories are distributed over the posts and which question categories often occur together.

Regarding the question categories, we start from the definition provided by Allamanis and Sutton (2013):

“By question types we mean the set of reasons questions are asked and what the users are trying to accomplish. Question types represent the kind of information requested in a way that is orthogonal to any particular technology. For example, some questions are about build issues, whereas others request references for learning a particular programming language.”

In contrast, problem categories — which can be expressed by SO tags — refer to the topics or technologies that are discussed, such as SQL, CSS, user interface, Java, Python, or Android. The problem categories do not reveal the reason why a developer asks a question.

In this paper, we focus on SO posts related to Android to investigate the question categories in the posts. Then, we aim at an automated classification of SO posts into these categories. We decided to focus on a specific domain to show whether our approach works there. If the approach works well, the generalization to a broader range of domains is easier than to investigate why an approach that is set for various domains at once might not work. We use Android as a case study since Android is one of the topics with the most increasing popularity on SO (Barua et al. 2012; Wen et al. 2016) and several previous studies (Beyer and Pinzger 2014; Rosen and Shihab 2015) also used Android to build their taxonomies.

Using the SO posts related to Android, we investigate how developers ask questions on SO and address our first research question:

– **RQ-1:** What are the most frequently used question categories of Android posts on SO?

We answer this question by analyzing the question categories and reasons for questions found in the existing studies (Allamanis and Sutton 2013; Beyer et al. 2017, 2014; Rosen and Shihab 2015; Treude et al. 2011), and by harmonizing them in one taxonomy. As a result, we obtain the 7 question categories: API CHANGE, API USAGE, CONCEPTUAL, DISCREPANCY, LEARNING, ERRORS, and REVIEW.

We then manually label 1,000 Android related posts of SO and record each phrase, i.e., a sentence, part of a sentence, or paragraph of the text, that indicates a question category.

The set of posts and phrases is then used to automate the classification of posts into 7 question categories. With this, we aim to answer our second research question:

– **RQ-2:** To what extent can we automatically classify Stack Overflow posts into the 7 question categories?

We implemented two automated approaches to answer our research question: The first one uses regular expressions to classify a post into a question category. The second approach
trains models of supervised machine learning algorithms that automate the classification of posts. To investigate each approach separately, we split RQ-2 into two the following two subquestions:

- **RQ-2.1**: What is the performance of our regex approach for classifying Stack Overflow posts into the 7 question categories?
- **RQ-2.2**: What is the performance of our best supervised machine learning model to classify Stack Overflow posts into the 7 question categories?

The first approach uses regular expressions that are based on the patterns found in phrases that indicate a question category.

The second approach uses the set of posts and phrases to train models that automate the classification of posts using the supervised machine learning algorithms Random Forest (RF) (Breiman 2001) and Support Vector Machines (SVM) (Cortes and Vapnik 1995). We trained the models with 1,312 configurations of the input data and achieved the best performance by using RF with phrases. We rerun the experiment with the best configuration 100 times to reduce the bias of the selection of the training and test set.

Then, we evaluated the performance of our classifiers on an independent test set of 110 SO posts that were neither used to extract patterns for the regular expressions nor to train and test the models before. The results show that the regex approach outperforms the machine learning algorithms with an average precision, recall, and MCC (Matthews Correlation Coefficient) of 0.90, 0.90, and 0.68, respectively. Furthermore, this approach is much faster and easier to adapt. We used the regex approach and applied it on all Android related posts of the SO dump from September 2017 to answer our third research question:

- **RQ-3**: How are the question categories distributed across all Android-related posts and to how many categories are posts assigned?

First of all, the application of the regex approach to all 1,052,568 Android questions confirmed our findings of RQ-1 that API USAGE, DISCREPANCY, and CONCEPTUAL are the most frequently used question categories. Furthermore, the results show that the majority of the posts is classified in one to three categories and that the categories are mostly not overlapping and the differentiation of the categories is clear.

Our results have several implications for developers and researchers. By integrating the proposed classifier into SO, the search efficiency could be improved. The question categories of posts could work as tags and hence, developers can search by question categories. For example, developers can use our approach to find API specific challenges by question category. Also, the classification can be leveraged by researchers to build better SO-based recommender systems. Furthermore, our results showed that machine learning algorithms are not always the better choice to build a classifier, in particular, if the borders between the classes are clear.

In summary, the main contributions of this paper are:

- A taxonomy of 7 question categories that harmonizes the taxonomies of prior studies.
- A manually labeled data set that maps 2,192 phrases of 1,000 posts to 7 question categories.
- An approach to automatically classify posts into the 7 question categories using regular expressions.
- An approach to automatically classify posts into the 7 question categories using machine learning algorithms.
- An evaluation of the performance of the classifiers on an independent data set.
An investigation of the question categories in all Android-related questions of SO that were asked until December 2017 using our best performing approach.

Furthermore, we provide all supplementary material that allows the replication and extension of our approach (Beyer et al. 2019).

This paper extends our ICPC 2018 paper ‘Automatically Classifying Posts into Question Categories on Stack overflow’ (Beyer et al. 2018). The field of program comprehension, as defined by the ICPC committee, is broad and ranges from the comprehension of source code, to software artifacts and the software lifecycle. With this paper, we contribute to the comprehension of software artifacts (posts of Stack Overflow) by providing an approach to automatically label posts with question categories. This in turn enables a more comprehensive understanding of the problems that Android app developers face.

Compared to the original paper, we provide an entirely new automated approach to classify posts into question categories using regular expressions. Furthermore, we extended our feature model for the classification with supervised machine learning algorithms by considering the length of the posts, the readability and sentiment score, and whether they contain code snippets.

We performed an additional experiment using the best performing approach i.e., the regex approach, to study the question categories of all of the 1,052,568 Android-related questions on SO.

The remainder of this paper is organized as follows: In Section 2, we describe how we harmonized the existing question categories from prior studies. In Section 3, we describe the manual analysis of the posts and present the answer to RQ-1. In Section 4, we describe the setup of the automated classification, consisting of the general settings for both classifiers, as well as the specific settings for the regex approach and the experiments with the machine learning algorithms. The results of our experiments of the classification are presented in Section 5. Furthermore, we evaluate and compare the performance of our approaches in Section 6. We applied the best performing approach to 1,052,568 Android-related posts and present the results in Section 7. In Section 8, we discuss the implications of our results, as well as the threats to validity in Section 8.3. In Section 9, we present related work. Finally, in Section 10, we draw conclusions and discuss future work.

2 A taxonomy of Question Categories

In this section, we present our taxonomy of seven question categories that we derived from five taxonomies presented in previous studies. We selected the papers based on their content, whether they deal with question categories in the context of Android app development. To the best of our knowledge, the selected papers were the only ones that fit to these criteria when we started with our study. Analyzing the prior studies of Allamanis and Sutton (2013), Rosen and Shihab (2015), Treude et al. (2011), Beyer and Pinzger (2014), and Beyer et al. (2017) that investigate the posts according to their question categories, we found 5 different taxonomies. We decided to use these taxonomies rather than creating a new taxonomy, for instance through card sorting, since they are already validated and suitable to this context.

To harmonize the taxonomies, we compared the definitions of each category and merged similar categories. We removed categories, such as hardware, device, environment, external libraries, or novice, as well as categories dealing with different dimensions of the problems, such as questions asked by newbies, non-functional questions, and noise, because we found that they represent problem categories and not question categories. The final categorization
was discussed with and validated by two additional researchers of our department who are familiar with analyzing SO posts.

Finally, we came up with 7 question categories merged from the prior studies:

**API usage** This category subsumes questions of the types *How to implement something* and *Way of using something* (Allamanis and Sutton 2013), as well as the category *How-to* (Beyer and Pinzger 2014; Treude et al. 2011), and the *Interaction of API classes* (Beyer et al. 2017). The posts falling into this category contain questions asking for suggestions on how to implement some functionality or how to use an API. The questioner is asking for concrete instructions.

**Discrepancy** This question category contains the categories *Do not work* (Allamanis and Sutton 2013), *Discrepancy* (Treude et al. 2011), *What is the Problem...?* Beyer and Pinzger (2014), as well as *Why*.1 The posts of this category contain questions about problems and unexpected behavior of code snippets whereas the questioner has no clue how to solve it.

**Errors** This question category is equivalent to the category *Error* and *Exception Handling* from Beyer and Pinzger (2014) and Treude et al. (2011). Furthermore, it overlaps with the category *Why* (Rosen and Shihab 2015).1 Similar to the previous category, posts of this category deal with problems of exceptions and errors. Often, the questioner posts an exception and the stack trace and asks for help in fixing an error or understanding what the exception means.

**Review** This category merges the categories *Decision Help* and *Review* (Treude et al. 2011), the category *Better Solution* (Beyer and Pinzger 2014), and *What* (Rosen and Shihab 2015),2 as well as *How/Why something works* (Allamanis and Sutton 2013).3 Questioners of these posts ask for better solutions or reviewing of their code snippets. Often, they also ask for best practice approaches or ask for help to make decisions, for instance, which API to select.

**Conceptual** This category is equivalent to the category *Conceptual* (Treude et al. 2011) and subsumes the categories *Why...? and Is it possible...?* Beyer and Pinzger (2014). Furthermore, it merges the categories *What* (Rosen and Shihab 2015)2 and *How/Why something works*3 (Allamanis and Sutton 2013). The posts of this category consist of questions about the limitations of an API and API behavior, as well as about understanding concepts, such as design patterns or architectural styles, and background information about some API functionality.

**API change** This question category is equivalent to the categories *Version* (Beyer and Pinzger 2014) and *API Changes* (Beyer et al. 2017). These posts contain questions that arise due to the changes in an API or due to compatibility issues between different versions of an API.

---

1The category *Why* from Rosen and Shihab (2015) dealing with questions about non working code, errors, or unexpected behavior is split into DISCREPANCY and ERRORS.

2Rosen and Shihab (2015) merge abstract questions, questions about concepts, as well as asking for help to make a decision into the question category *What*.

3Allamanis and Sutton (2013) merge questions about understanding, reading, explaining and checking into the category *How/Why something works.*
Learning  This category merges the categories Learning a Language/Technology (Allamanis and Sutton 2013) and Tutorials/Documentation (Beyer et al. 2017). In these posts, the questioners ask for documentation or tutorials to learn a tool or language. In contrast to the first category, they do not aim at asking for a solution or instructions on how to do something. Instead, they aim at asking for support to learn on their own.

Table 1 shows an overview of the categories taken from prior studies and how we merged or split them. Categories in the same row match each other, categories that stretch over multiple rows are split or merged.

3 Manual Classification

In this section, we present our manual classification of 1,000 Android-related SO posts into the seven question categories. First, we describe the approach to obtain the 500 posts that were used in our previous work (Beyer et al. 2018). Then, we describe how we increased the number of labeled posts 500 to 1,000. Based on the results of the obtained classification, we answer RQ-1.

3.1 Experimental Setup

We used the posts’ data dump of SO from September 2017. Since our goal is to analyze posts that are related to Android app development, we selected posts that are tagged with android. From the resulting 1,052,568 posts, we randomly selected 1,000 posts from SO.

These posts were then manually labeled by two researchers of our department as follows: Each person got a set of 1,000 posts and marked each phrase that indicates a question category. A phrase can be a paragraph, a sentence, or a part of a sentence. Hence, a post can have more than one category, as well as several times the same category.

The first set of 50 posts was jointly labeled by both investigators to agree on a common categorization strategy. The remaining posts were labeled by each investigator separately. We calculated the Fleiss-Kappa inter-rater agreement (Fleiss 1971) and obtained a \( \kappa = 0.49 \), meaning moderate agreement. However, we compared our results and found that the main differences were because of overlooked phrases of the investigators. We also discussed the posts in which the assigned question categories differed until we agreed on the labels of the posts. The main discussion was about whether a phrase refers to the question category Conceptual or Review.

Figure 1 shows an example of labeling the post with the id 8981845. The phrase indicating that the post belongs to the question category Review, is marked in red.

In the set of 500 posts, we found only 10 posts with the category API CHANGE and 15 posts with the category LEARNING. We decided to increase the number of posts for each of these two question categories to 30, to obtain more reliable classification models. For both question categories, we randomly selected 100 additional posts that contain at least one phrase indicating the category. Then, we manually assigned the question categories to the posts until we got 20 additional posts with the category API CHANGE and 15 additional posts with the category LEARNING. We end up with a set of 500 labeled posts and 1,147 phrases.

To increase the dataset we created in our previous work (Beyer et al. 2018), we randomly selected 550 posts that were not used for testing, training, or validation in the previous study. We intentionally selected more than 500 posts, since the labeling of the previous training and validation set showed that there are posts without any phrases that indicate a category.
| Table 1 | Our 7 question categories harmonized from the five prior approaches (Allamanis and Sutton 2013; Beyer et al. 2017; Beyer and Pinzger 2014; Rosen and Shihab 2015; Treude et al. 2011) |
|---------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| **API USAGE** | **How**: A how type of questions asks for ways to achieve a goal. These questions can ask for instructions on how to do something programmatically to how to setup an environment. A sample how question asks: How can I disable landscape mode for some of the views in my Android app?  

**How to implement something**: create, to create, is creating, call, can create, add, want to create  

**Way of using something**: to use, can use, to do, want to use, to get, can do, instead of |
| **DISCREPANCY** | **Why**: why type of questions are used to ask the reason, cause, or purpose for something. They typically involve questions clarifying why an error has happened or why their code is not doing what they expect. An example why question is: I don’t understand why it randomly occurs?  

**Do not work**: doesn’t work, work, try, didn’t, won’t, isn’t, wrong, run, happen, cause, occur, fail, work, check, to see, fine, due  

**Discrepancy**: Some unexpected behavior that the person asking the question wants to be explained, e.g. “iPhone - Core motion acceleration always zero”.  

**What is the Problem**: problems where the questioner has an idea how to solve it, but was not able to implement it correctly. The posts often contain How to...? questions, for which there is no working solution.  

**Interaction of API Classes**: Furthermore, several posts discuss the interaction of API classes, such as Activity, AsyncTask, and Intents. |
| Table 1  (continued) |
|----------------------|
| Errors | Error: Questions that include a specific error message, e.g. C# Obfuscation error: file "could not be refactored" | Error: describe the occurrence of errors, exceptions, crashes or even compiler errors. All posts in this category contain a stack trace, error message, or warning. | Exception Handling: 17 posts discuss problems with handling exceptions. |
| Review | What: A what type of question asks for information about something. They can be more abstract and conceptual in nature, ask for help in making a decision, or ask about non-functional requirements. For example questions about specific information about a programming concept: Explain to me what is a setter and getter. What are setters and getters? couldn’t find it on wikipedia and in other places. | Decision Help: Asking for an opinion, e.g., Should a business object know about its corresponding contract object. | Better Solution: contain questions for better solutions or best practice solutions. Typically, the questioner already has an unsatisfactory solution for the problem. |
| How/Why something works: hope, make, understand, give, to make, work, read, explain, check | Review: Questions that are either implicitly or explicitly asking for a code review, e.g. "Simple file download via HTTP - is this sufficient?". | | |
| Conceptual | Questions that are abstract and do not have a concrete use case, e.g. “Concept of xml sitemaps”. |
|---|---|
| Why: | focus on obtaining background information on a component or life cycle. The questioner asks for explanation and understanding. |
| Is it possible: | contain questions to get more information about the possibilities and limitations of Android apps or several APIs. |
| API Change | deal with problems that occur when changing the API level. Furthermore, this category contains posts that deal with the compatibility of API versions. |
| Version: | Further 3 posts discuss how to implement features for newer or older versions of the API. In 2 of the 100 posts the problem relates to deprecated methods in the API classes. |
| API Changes: | 3 posts discuss bugs in the Android API and restrictions of Android versions to access Micro SD cards. |
| Learning a Language/ Technology: | learn, to learn, start, read, understand, recommend, find, good |
| Tutorials/Docu: | In 10 posts, the developers mention tutorials and documentation should cover parts of the Android API in more detail. |
From the 550 posts, we selected the first 500 where we could find a question category. For the labeling, we followed the same approach as before except the jointly labeling of the posts. We calculated again the Fleiss-Kappa inter-rater agreement and achieved a $\kappa = 0.45$ for the new set of labeled posts. As for the first set of 500 posts, we discussed the deviant labels until we reached an agreement.

### 3.2 Results

In total, we manually analyzed 1052 posts and for 1,000 posts, we could identify 2,192 phrases leading to a question category.

For 52 posts, we could not find any phrase that indicates one of our seven question categories.

The post 17485804\(^4\) represents an example of such a post that we could not assign to any of the seven question categories. Reading the question, it was unclear to both investigators if the questioner asks for help on the implementation or if she asks for hints on how to use the app.

Using the set of 1,000 posts, we then analyzed how often each question category and each phrase occurs. The results are presented in Table 2, showing the number of posts and the number of phrases for each question category, as well as the most common phrases (including their count) found in the posts for each category.

The results show that API USAGE is the most frequently used question category assigned to 388 out of the 1,000 posts (38.8%) and 537 phrases. 247 times the question category was identified by the phrase ”how to”. The second most frequently assigned question category is DISCREPANCY with 313 posts (31.3% of the posts) and 434 phrases. The phrase ”i try/ried to” is the most frequently occurring phrase, namely 125 times, to identify this question category. Interestingly, the question category with the second highest number of phrases, namely 457, is ERRORS contained by 225 posts (22.5%). Furthermore, 49 posts (4.9%) were assigned to API CHANGE and 38 posts (3.8%) were assigned to the question category LEARNING.

Note that the post counts sum up to more than 1,000 because a post can be assigned to more than one question category. Based on these results, we can answer the first research question “What are the most frequently used question categories of Android posts on SO?” with: Most posts, namely 388 out of 1000 (38.8%), fall into the question category API USAGE followed by the categories DISCREPANCY with 313 posts (31.3%) and CONCEPTUAL with 268 posts (26.8%).

Our findings confirm the results of the prior studies presented in Beyer and Pinzger (2014), Rosen and Shihab (2015), and Treude et al. (2011) showing that API USAGE is the most frequently used question category. Similarly to these studies, the categories CONCEPTUAL, DISCREPANCY, and ERRORS showed to be among the top 2 to 4 most frequently used categories.

### 4 Setup of the Automated Classification

In this section, we first describe the general settings that hold for both the automated classification based on regular expressions and the automated classification with machine learning

---

\(^4\)https://stackoverflow.com/questions/17485804/showing-overlay-help-in-android-app
Table 2  Number of posts per question category and most frequently used phrases to identify each question category

| Category      | # of posts | # of phrases | Most frequently used phrases (count)                      |
|---------------|------------|--------------|---------------------------------------------------------|
| API USAGE     | 388        | 537          | how to (247), how can/could I (140), how do I/does (58) |
| CONCEPTUAL    | 268        | 379          | is there a/any way to (68), what is the difference between/the use of/the purpose of (45), can I use (12), is it possible to (55) |
| DISCREPANCY   | 313        | 434          | i try/try to (125), do/does not work (81), what is/am i doing wrong (52), solve/fix/I have the problem (72) |
| ERRORS        | 225        | 457          | (fatal/uncaught/throwing) exception (189), get/getting/got (an) error(s) (75) |
| REVIEW        | 172        | 229          | is there a better/best/proper/correct/more efficient/simpler way to (51), (what) should I use/switch/do (26), is this/my understandings right/wrong (19) |
| API CHANGE    | 49         | 80           | before/after (the) update/upgrade (to API/version/level) (16), work above/below/with API level/android/version x.x (but) (9) |
| LEARNING      | 38         | 46           | suggest/give me/find (links to) tutorial(s)/material (29) |

algorithms. Then, we describe the specific experimental setup for the regex approach and the machine learning algorithms.

4.1 General Settings

In the following, we describe our settings regarding the classification, the data set, and the metrics to evaluate the performance of the classifier.

Binary Classifier  The manual classification of the posts showed that a post may belong to more than one question category. Hence, we have a multi-label classification problem. For this reason, we do not rely on a single (multi-category) classifier, classifying each post into one of the seven categories. Instead, using the binary relevance method (Read et al. 2011), we transform the multi-label classification into a binary classification: We implemented a classifier/ a model for each question category to determine if a post falls into that category.

Since a post can have multiple labels, we selected for each post only the positive instances, the others are excluded. For example, consider the following three posts p, q, and r: p contains one phrase of the category API USAGE, q one phrase of the category REVIEW, and r one phrase of both categories. To train a model that classifies whether a post belongs to the API USAGE category, we select the posts p and r because they contain phrases that
belong to API USAGE and use them as TRUE instances. For the FALSE instances, we only include post $q$. Post $r$ is excluded from the FALSE instances.

**Data set** For the refinement of the classifiers for the regex approach and for the training and testing of the models, we used the set of 1,000 posts resulting from our manual classification before. From each post, we extracted the title and the body and concatenated them. Furthermore, we removed HTML tags, as well as code snippets which are enclosed by the tags `<code>` and `</code>`, and contain more than one word between the tags.

**Performance** To measure and compare the performance of the classifier, we computed the accuracy, precision, recall, f-score, AUC, and Mathews correlation coefficient (MCC) (Chicco 2017; Powers 2011) metrics. Note that we report metrics for both sides of the classification: whether a post was classified correctly as belonging to a question category (class $T$) and whether a post was classified correctly as *not* belonging to a question category (class $F$).

- **Accuracy (acc)** is the ratio of correctly classified posts into class $T$ and class $F$ with respect to all classified posts. Values range from 0 (low accuracy) to 1 (high accuracy).
- **Precision (prec)** is the ratio of correctly classified posts with respect to all posts classified into the question category. Values range from 0 (low precision) to 1 (high precision). The weighted average precision is calculated as the mean of $\text{prec}_T$ and $\text{prec}_F$ with respect to the number of posts predicted for each class.
- **Recall (rec)** is the ratio of correctly classified posts with respect to the posts that are actually observed as true instances. Values range from 0 (low recall) to 1 (high recall). The weighted average recall is calculated as the mean of $\text{rec}_T$ and $\text{rec}_F$ with respect to the number of posts labeled with each class.
- **F-score (f)** denotes the harmonic mean of precision and recall. The values range from 0 (low F-score) to 1 (high F-score). The weighted average F-score is calculated as the mean of $f_T$ and $f_F$ with respect to the number of posts labeled with each class.
- **Area under ROC-Curve (AUC)** measures the ability to classify posts correctly into a question category using various discrimination thresholds. An AUC value of 1 denotes the best performance, and 0.5 indicates that the performance equals a random classifier (i.e., guessing).
- **Matthews Correlation Coefficient (MCC)** measures the performance of binary classifiers by considering the correctly classified posts, true positives (TP) and true negatives (TN), and the misclassified posts false positives (FP) and false negatives (FN). It is determined by calculating the ratio of the difference of the product of the correctly classified instances $(TP \cdot TN)$ and the product of the misclassified instances $(FP \cdot FN)$ to the root of the product of the sum of each combination of TP, TN, FP, and FN:

$$mcc = \frac{(TP \cdot TN) - (FP \cdot FN)}{\sqrt{(TP + FP) \cdot (TN + FN) \cdot (TP + FN) \cdot (TN + FP)}}$$

The values range from -1 (total disagreement between labeled posts and the classifier) to 1 (perfect classifier) and a value of 0 means that the classifier is as good as any random prediction.

### 4.2 Experimental Setup of the Regex Approach

In the following, we describe our approach to automate the classification of posts into the 7 question categories using regular expressions.
During the manual classification of posts into question categories, we additionally marked the phrases that indicate a certain question category. We analyzed these phrases and extracted patterns that we composed to regular expressions. Based on the regular expressions, we implemented an automated classifier for each of the categories to decide whether a post belongs to this question category. To obtain the regular expressions, we used the following steps:

1. **Recurrent phrases:** As shown in Table 2, there are phrases that recurrently point to a certain category for each question category. For instance, the phrase *how to* was marked 247 times to indicate the question category API USAGE. As a first step, we identified these recurrent phrases for each category and used them in our classifier. For the category API CHANGE, there are no recurrent phrases. In this case, we skipped this step.

2. **Patterns in phrases:** We searched for patterns in the phrases that occur with different verbs or personal pronouns and formed regular expressions that fit these patterns. For instance, for the question category API USAGE, we found the pattern *how <verb> <personal pronoun> do* which match the phrases such as *how can I do, how can you do, and how can one do*. These phrases are implemented in the regular expression ‘how can (I|you|one) do’. This is done similarly for the other question categories.

3. **Combinations:** The patterns that we obtained in the preceding two steps do not cover all possible phrases that indicate a question category. To expand our set of regular expressions to a broader variety of phrases, we combined patterns if the combination would lead to a meaningful phrase. Hence, we cover a variety of phrases that even do not occur in the set of posts that we manually investigated. Exemplary, for API CHANGE, we combined the phrases *before upgrading* and *after updating* to the pattern *(before|after) (\[^s]+)\{0,5\} (upgrad(\w\{1,4\})|updat(\w\{1,4\})| downgrad(\w\{0,4\})). By stemming the verbs, we are able to catch also different tenses.*

4. **Anti-patterns:** While analyzing the recurrent phrases for each category, we found that sometimes the phrases of different categories are similar but not identical since they appear most often together with unambiguous phrases or words that indicate the question category clearly. Hence, we decided to implement anti-patterns that use these unambiguous phrases to indicate that a post does not belong to a category. Examples for anti-patterns of the question category API USAGE are *how (((can|do|does|would) (I|you|one))|to) solve and understand (\[^s]+)\{1,5\} how.*

5. **Refinements:** In an iterative refinement process, we revised the set of regular expressions to improve the performance of the classifiers. We substituted too generous phrases, such as *how to* for the question category API USAGE with more specific ones. To obtain more specific phrases, we manually investigated the context of the phrases in the posts and extended the phrases. For instance, the phrase *how to* is substituted by the regular expression *how to (use|do|achieve|get|implement).*

To decide whether a post belongs to a question category, we sum up the count how often each regular expression for pattern (*p*) and anti-pattern (*ap*) matches. Then, we subtract the number of matched anti-patterns from the number of matched patterns. If the result is positive, the post is classified into the category. A positive result means that the post contains more phrases that indicate a question category than phrases that indicate that a post does not
belong to this category. In contrast, if there are more phrases that indicate that a post does not belong to a category, or the number of matched phrases for the patterns and antipatterns is equal, we do not assign the post to this category.

\[
\text{category} = \begin{cases} 
\text{TRUE}, & \text{for } p - ap > 0 \\
\text{FALSE}, & \text{for } p - ap \leq 0 
\end{cases}
\]

Please note that the regular expressions including the patterns and antipatterns for all question categories can be found in our replication package.

4.3 Experimental Setup Using Machine Learning Algorithms

Previous research on the efficiency of machine learning algorithms in text classification tasks shows that classical, supervised machine learning algorithms, such as (RF) or (SVM), can perform equally well or even better than deep learning techniques (Fu and Menzies 2017). Furthermore, deep learning techniques usually are more complex, slower, and tend to over-fit the models when a small data set is used.

Therefore, we selected the supervised machine learning algorithms RF (Breiman 2001) and SVM (Cortes and Vapnik 1995) for our experiments to find models that can automate the classification of SO posts into the seven question categories. We ran the experiments using the default parameters provided by the respective implementation of \(R\): \(n_{tree}\)(number of trees) = 500 for RF, and \(gamma = 0.1, epsilon = 0.1, \) and \(cost = 1\) for SVM.

Furthermore, we investigated whether part-of-speech patterns indicate question categories, following a similar approach as Chaparro et al. (2017) for bug reports. To get the part-of-speech tags, we used spaCy, a Python-based part-of-speech tagger that has been shown to work best for SO data compared to other NLP libraries (Omran and Treude 2017). Using spaCy, we created the part-of-speech tags for the title, the body, and the phrases of a post. While Chaparro et al. also used NLP patterns, we opted for a simple, effective, and pretty consolidated approach to classify text, such as the one successfully used by Villarroel et al. (2016) and Scalabrino et al. (2017), when classifying app reviews.

We divide our data set into a training set and a testing set, consisting of 90% and 10% of the data, respectively. We apply random stratified sampling to ensure that 10% or at least three posts of each category are contained in the test set. We used random sampling instead of a n-fold cross-validation because it shows better results than n-fold cross-validation (Kohavi 1995).

To determine the configuration that yields the best results, we conducted our experiments using various configurations concerning the input type, the removal of stop words, the analysis of the text in n-grams, pruning of frequently used tokens, and using re-sampling of the input data. Additionally, we optionally consider the readability of the posts, the sentiments expressed in the posts, the number of words a post consists of, and whether a post contains a code snippet or not. Note, not all possible combinations make sense and are applicable. Pruning n-grams of the size 3 does not work, since too many tokens would be removed. Therefore, we excluded all runs that combine n-grams of size 3 and pruning. Furthermore, we did not perform stop word removal for POS tags.

In the following, we detail these configuration options:

**Input type:** We selected either the text (TXT), or part-of-speech tags (POS), or both representations (COMBI) of the data. When using the TXT or COMBI representation of
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the posts, we lowercased and stemmed the text using R’s implementation of Porter’s stemming algorithm (Porter 1997).

Stop words (sw). We applied stop word removal, using a modified version of the default list of English stop words provided by R. We removed the words ”but, no, not, there”, and ”to” from the list of stop words, because they are often used in our phrases and can indicate differences between the seven categories. For instance, in the sentence ”How to iterate an array in Java” the phrase ”How to” indicates the question category API USAGE while in the sentence ”How could this be fixed?” the whole phrase indicates the category DISCREPANCY. The stop-word ”to” helps to differentiate between the two question categories, hence, we kept it in the list.

N-grams. We computed the n-gram tokens for n=1, n=2, and n=3. When using the COMBI representation of the data, a separate n is given for the TXT and the POS representation of the data. We refer to them as $n_{txt}$ and $n_{pos}$, respectively.

Pruning. When pruning was used, tokens that occur in more than 80% of all posts were removed because they do not add information for the classification. We also experimented with pruning tokens using other thresholds, such as 50% of the posts, which was stated in the examples of R. Hence, we run a limited set of experiments with different thresholds for pruning the tokens and obtained lower results for our performance metrics than with 80%. Furthermore, we aim at avoiding a combinatorial explosion of experiments when running all experiments with thresholds varying between 50% and 100%, and decided to run the experiments only with and without pruning and set the pruning threshold to 80%.

Re-balancing. Considering the distribution of the question categories presented in Table 2 in Section 3, we noticed that our data set is unbalanced. For instance, the most frequently found question category API USAGE is found 537 times in 388 posts, and the least frequently found question categories API CHANGE and LEARNING are found 80 and 46 times in 80 and 46 posts, respectively. To deal with the unbalanced dataset, we re-balanced our training set using SMOTE (Chawla et al. 2002). SMOTE is an algorithm that creates artificial examples of the minority category, based on the features of the k nearest neighbors of instances of the minority category. We used the default setting of the R implementation of SMOTE with k=5 (Torgo 2016). If the re-balancing option is selected, SMOTE creates artificial instances of the minority category. Since we did not use a single, multi-label classifiers for the 7 categories, but, rather, multiple binary classifiers, we applied SMOTE to re-balance the training set of each binary classifier, so that the minority class (i.e., posts belonging to that category) and the majority class (other posts) were balanced.

Word Count (wc). We counted the number of words considering the number of words from the title and the body of the posts.

Code-Snippets (code). During the preprocessing of the posts, we check whether a post contains a code snippet, meaning a part of the text that is enclosed by the tags <code> and </code> and contains more than one word.

Readability (read). To obtain the readability of the posts, we computed various readability metrics, such as the Flesch-Kincaid readability, the Automated Readability Index, and the SMOG Index. The Flesch-Kincaid readability estimates the complexity of texts, the Automated Readability Index indicates the age of the audience that would understand the text, and the SMOG Index estimates the years of education that are needed to understand the text (Mc Laughlin 1969; Kincaid et al. 1975).
Sentiment (senti). We counted the words in the title and body of the posts that refer to very negative, negative, neutral, positive, and very positive sentiments using the Natural Language ToolKit’s package for sentiment analysis (Loper and Bird 2002).

Overall, we obtained 1,312 different configurations of our input data: 320 when TXT is used, 160 when POS is used, and 832 different configurations when COMBI is used. We used each configuration to compute a model for each of the 7 question categories.

5 Results

In this section, we first describe the results of the classification using the regex approach. Second, we report the results of the best performing classification models of RF and SVM.

5.1 Results Using the Regex Approach

Table 3 shows the results of our regex approach to classify posts into question categories. With these results, we can answer our research question RQ-2.1 What is the performance of our regex approach for classifying Stack Overflow posts into the 7 question categories? as follows: With the regex approach, we can classify a post into the correct question category with an average precision, recall, and MCC of 0.91, 0.91, and 0.68, respectively. We favor a high precision over a high recall, since we aim at labeling posts and we argue that we better do not assign a label to a post than label many posts wrongly. Hence, the recall of the TRUE category is low with an average of 0.69 across all question categories.

5.2 Results of the Automated Classification with Machine Learning Algorithms

As described in Section 4.3, we experimented with 1,312 various configurations to classify posts into the 7 question categories using the machine learning algorithms RF and SVM. However, we focus on the presentation of the best configurations using RF and SVM with the full text and the phrases as input setting. Hence, we first describe how we determined the best configuration and then, we present the results using the best configurations and answer research question RQ-2.2.

5.2.1 Determining the Best Configuration

To determine the best configuration for classifying posts into our seven question categories, we used the following approach:

We computed the models for each question category and each configuration with both machine learning algorithms (RF and SVM), first, using the full text and, second, using the phrases of the posts as input for training the models. For testing, we always used the full text of the posts, since the goal is to classify a post and not the single phrases of it. Overall, we performed 7 (categories) × 1,312 (configurations) × 2 (RF or SVM) × 2 (full text or phrases) = 183,680 experiments. Also, we ran each of these experiments 20 times using the stratified sampling described before. We limited the number of runs to 20, because such a large number of experiments took several weeks to compute on machines with 128 GB RAM and 48 cores or 755 GB Ram and 80 cores.

For each experiment, we computed the performance metrics accuracy, precision, recall, f-score, AUC, and MCC averaged over the 20 runs.
| Category        | acc     | AUC     | MCC     | prec<sub>avg</sub> | rec<sub>avg</sub> | f<sub>avg</sub> | prec<sub>T</sub> | rec<sub>T</sub> | f<sub>T</sub> | prec<sub>F</sub> | rec<sub>F</sub> | f<sub>F</sub> |
|-----------------|---------|---------|---------|-------------------|-------------------|----------------|-----------------|----------------|--------------|----------------|----------------|-------------|
| API CHANGE      | 0.97    | 0.80    | 0.66    | 0.97              | 0.97              | 0.75           | 0.61            | 0.67           | 0.97         | 0.97           | 0.97           | 0.97        |
| API USAGE       | 0.89    | 0.88    | 0.76    | 0.89              | 0.89              | 0.85           | 0.86            | 0.85           | 0.89         | 0.89           | 0.89           | 0.89        |
| CONCEPTUAL      | 0.86    | 0.83    | 0.65    | 0.86              | 0.86              | 0.74           | 0.75            | 0.74           | 0.86         | 0.86           | 0.86           | 0.86        |
| DISCREPANCY     | 0.82    | 0.77    | 0.56    | 0.81              | 0.81              | 0.75           | 0.63            | 0.68           | 0.81         | 0.82           | 0.82           | 0.81        |
| LEARNING        | 0.98    | 0.81    | 0.73    | 0.98              | 0.98              | 0.86           | 0.63            | 0.73           | 0.98         | 0.98           | 0.98           | 0.98        |
| ERRORS          | 0.94    | 0.89    | 0.81    | 0.93              | 0.94              | 0.90           | 0.80            | 0.85           | 0.93         | 0.94           | 0.94           | 0.93        |
| REVIEW          | 0.90    | 0.75    | 0.60    | 0.89              | 0.90              | 0.82           | 0.52            | 0.64           | 0.89         | 0.90           | 0.90           | 0.89        |
| above average   | 0.91    | 0.82    | 0.68    | 0.91              | 0.90              | 0.81           | 0.69            | 0.74           | 0.91         | 0.91           | 0.91           | 0.90        |
To determine the best performing configuration out of the 1,312 configurations of input type (TXT, POS, COMBI), stop words (T, F), pruning (T, F), n-grams (n_{txt}, n_{pos}), resampling (T, F), readability (T, F), sentiments (T, F), code-snippets (T, F), and word count (T, F), we used the MCC as a trade-off between precision and recall for both sides of the classification. Although the AUC is often recommended for assessing the performance of a (binary) classifier, it does not always work well for unbalanced datasets. Instead, the MCC is more stable for unbalanced datasets since it considers the amount of positive and negative instances. Furthermore, in contrast to the f-score, it shows only high scores if the classification for both, the positive and negative instances, show good results (Chicco 2017).

Then, we compared the results obtained by using the full text and the phrases as input for RF and SVM and selected the configuration that shows the best performance.

### 5.2.2 Results Using the Full Text

In the first experiment, we used the full text of the posts and computed the models with RF and SVM for each of the seven question categories. Table 4 shows the configurations and performance values for each question category with the highest weighted average MCC on 20 runs obtained with RF. Table 5 shows the results obtained with SVM.

The results show that RF uses different inputs and configurations for obtaining the classification models with the best performance.

In contrast, the configurations to obtain the best models with SVM do not vary that much. For instance, the best models obtained with SVM all use COMBI as input type with resampling of the data. Furthermore, 6 out of 7 classifiers don’t consider the information about code snippets and don’t remove stopwords.

Comparing the values for the MCC, the best models obtained with both, RF and SVM, show an overall MCC of 0.39 and 0.42, respectively. This is also shown by the results per question category, since SVM outperforms RF for the categories API CHANGE, DISCREPANCY, LEARNING, and REVIEW in terms of MCC. Although RF shows on average better scores for precision (+0.03), recall (+0.02), and AUC (+0.02), we consider SVM slightly RF, showing a higher score for MCC (+0.03) which is considered as more stable than the other metrics concerning the classification of positive and negative instances (Chicco 2017).

### 5.2.3 Results Using the Phrases

In the second experiment, we used the phrases of the posts to train the classification models. As for the previous experiment, we used the full text of the posts for testing the classifier because our goal is to classify a post based on its full text and not on its phrases. Tables 6 and 7 show the configurations of the best performing models and the results obtained with RF and SVM averaged over the 20 runs.

For RF, the configurations that lead to the highest MCC and differs per question category. For instance, RF obtains the best performance for the question categories API CHANGE using the COMBI input type. For the other categories RF obtains the best performance using the TXT as input. The POS input does not lead to the highest MCC for any category. In contrast, the models of SVM show the highest MCC when the dataset is resampled but not pruned and the sentiments aren’t considered. Furthermore, the models of SVM show a better MCC when the COMBI input type is used with n_{txt}=1 and n_{pos}=3 for 5 out of 7 categories.

Comparing the performance of the models computed with RF and SVM, the average MCC of the RF models over all categories is 0.59 and higher than the average MCC of the SVM models, which is 0.33. Also the values of the other performance metrics obtained by
## Table 4  
Best configuration and performance over 20 runs using RF with the **full text** as input

| Category      | Type     | n-grams  | sw | prune | re-sample | read | senti | code | wc  | acc  | AUC  | MCC  | prec<sub>avg</sub> | rec<sub>avg</sub> | f<sub>avg</sub> |
|---------------|----------|----------|----|-------|-----------|------|-------|------|-----|------|------|------|-------------------|-----------------|----------|
| API CHANGE    | pos      | 1        | F  | F     | T         | T    | F     | F    | T   | 0.95 | 0.80 | 0.24 | 0.93             | 0.95            | 0.94     |
| API USAGE     | combi    | n<sub>txt</sub> = 1, n<sub>pos</sub> = 3 | F  | F     | T         | F    | F     | F    | T   | 0.86 | 0.95 | 0.71 | 0.87             | 0.86            | 0.86     |
| CONCEPTUAL    | txt      | 2        | F  | T     | F         | F    | F     | F    | F   | 0.81 | 0.87 | 0.48 | 0.84             | 0.81            | 0.78     |
| DISCREPANCY   | txt      | 2        | F  | F     | T         | F    | T     | F    | F   | 0.73 | 0.81 | 0.31 | 0.79             | 0.73            | 0.65     |
| LEARNING      | pos      | 1        | F  | F     | T         | F    | F     | F    | F   | 0.96 | 0.65 | 0.21 | 0.94             | 0.96            | 0.95     |
| ERRORS        | combi    | n<sub>txt</sub> = 1, n<sub>pos</sub> = 1 | T  | T     | F         | F    | F     | F    | F   | 0.88 | 0.95 | 0.64 | 0.89             | 0.88            | 0.87     |
| REVIEW        | combi    | n<sub>txt</sub> = 1, n<sub>pos</sub> = 3 | T  | T     | F         | T    | F     | F    | T   | 0.83 | 0.71 | 0.15 | 0.79             | 0.83            | 0.76     |
| above average |          |          |    |       |           |      |       |      |     | 0.86 | 0.82 | 0.39 | 0.86             | 0.86            | 0.83     |
| Category        | Type   | n-grams | sw | prune | re-sample | read | senti | code | wc  | acc  | AUC  | MCC  | prec avg | rec avg | f avg |
|-----------------|--------|---------|----|-------|-----------|------|-------|------|-----|------|------|------|----------|---------|-------|
| API CHANGE      | combi  | $n_{xt} = 1$, $n_{pos} = 2$ | F  | T     | T         | F    | F     | F    | T   | 0.97 | 0.92 | 0.58 | 0.96     | 0.97    | 0.96  |
| API USAGE       | combi  | $n_{xt} = 1$, $n_{pos} = 1$ | F  | T     | T         | F    | F     | F    | T   | 0.77 | 0.87 | 0.52 | 0.79     | 0.77    | 0.76  |
| CONCEPTUAL      | combi  | $n_{xt} = 1$, $n_{pos} = 2$ | F  | F     | T         | F    | T     | F    | T   | 0.77 | 0.75 | 0.34 | 0.75     | 0.77    | 0.75  |
| DISCREPANCY     | combi  | $n_{xt} = 1$, $n_{pos} = 2$ | F  | F     | T         | T    | T     | F    | T   | 0.75 | 0.77 | 0.40 | 0.74     | 0.75    | 0.74  |
| LEARNING        | combi  | $n_{xt} = 1$, $n_{pos} = 2$ | F  | F     | T         | F    | F     | T    | F   | 0.95 | 0.72 | 0.29 | 0.95     | 0.95    | 0.95  |
| ERRORS          | combi  | $n_{xt} = 1$, $n_{pos} = 1$ | F  | T     | T         | T    | F     | F    | F   | 0.85 | 0.86 | 0.55 | 0.85     | 0.85    | 0.84  |
| REVIEW          | combi  | $n_{xt} = 1$, $n_{pos} = 3$ | T  | F     | T         | T    | T     | F    | F   | 0.80 | 0.72 | 0.27 | 0.79     | 0.80    | 0.79  |
| above average   |        |         |    |       |            |      |       |      |     | 0.84 | 0.80 | 0.42 | 0.83     | 0.84    | 0.83  |
| Category       | Type     | n-grams | sw | prune | re-sample | read | senti | code | wc | acc | AUC | MCC | prec_{avg} | rec_{avg} | f_{avg} |
|----------------|----------|---------|----|-------|-----------|------|-------|------|----|-----|-----|-----|-------------|-----------|---------|
| API CHANGE     | combi    | n_{txt}=1, n_{pos}=3 | T   | F     | T         | T    | T     | T    | F  | 0.96| 0.92| 0.67| 0.97        | 0.96      | 0.97    |
| API USAGE      | txt      | 2       | F   | T     | F         | F    | T     | T    | F  | 0.86| 0.93| 0.71| 0.86        | 0.86      | 0.86    |
| CONCEPTUAL     | txt      | 2       | F   | T     | T         | T    | T     | T    | T  | 0.85| 0.86| 0.58| 0.84        | 0.85      | 0.84    |
| DISCREPANCY    | txt      | 1       | F   | F     | F         | F    | F     | T    | F  | 0.76| 0.86| 0.52| 0.80        | 0.76      | 0.77    |
| LEARNING       | txt      | 1       | T   | T     | T         | F    | F     | T    | T  | 0.96| 0.91| 0.56| 0.97        | 0.96      | 0.96    |
| ERRORS         | txt      | 1       | T   | T     | F         | T    | T     | F    | T  | 0.90| 0.94| 0.69| 0.90        | 0.90      | 0.89    |
| REVIEW         | combi    | n_{txt}=1, n_{pos}=3 | F   | F     | F         | T    | F     | T    | T  | 0.80| 0.82| 0.43| 0.84        | 0.80      | 0.81    |
| above average  |          |         |     |       |            |      |       |      |    | 0.87| 0.89| 0.59| 0.88        | 0.87      | 0.87    |
### Table 7  Best configuration and performance over 20 runs using SVM with the phrases as input

| Category      | Type  | n-grams | sw | prune | re-sample | read | senti | code | wc   | acc  | AUC  | MCC  | prec_{avg} | rec_{avg} | f_{avg} |
|---------------|-------|---------|----|-------|-----------|------|-------|------|------|------|------|------|------------|-----------|---------|
| API CHANGE    | combi | $n_{txt} = 2, n_{pos} = 3$ | F  | F     | T         | T    | F     | F    | T    | 0.85 | 0.81 | 0.22 | 0.93 | 0.85       | 0.89      |         |
| API USAGE     | combi | $n_{txt} = 1, n_{pos} = 3$ | F  | F     | T         | F    | F     | F    | F    | 0.75 | 0.82 | 0.48 | 0.80 | 0.75       | 0.71      |         |
| CONCEPTUAL    | combi | $n_{txt} = 1, n_{pos} = 3$ | F  | F     | T         | F    | F     | F    | T    | 0.68 | 0.78 | 0.38 | 0.77 | 0.68       | 0.70      |         |
| DISCREPANCY   | combi | $n_{txt} = 1, n_{pos} = 3$ | T  | F     | T         | F    | F     | F    | T    | 0.59 | 0.78 | 0.35 | 0.76 | 0.59       | 0.59      |         |
| LEARNING      | combi | $n_{txt} = 1, n_{pos} = 3$ | F  | F     | T         | T    | F     | F    | T    | 0.83 | 0.82 | 0.29 | 0.95 | 0.83       | 0.87      |         |
| ERRORS        | combi | $n_{txt} = 1, n_{pos} = 3$ | T  | F     | T         | F    | F     | T    | T    | 0.81 | 0.78 | 0.34 | 0.83 | 0.81       | 0.75      |         |
| REVIEW        | txt   | n = 3   | T  | F     | T         | T    | F     | F    | T    | 0.83 | 0.63 | 0.26 | 0.82 | 0.83       | 0.79      |         |
| above average |       |         |    |       |           |      |       |      |      | 0.76 | 0.77 | 0.33 | 0.84 | 0.76       | 0.76      |         |
the RF models are higher than the values of the SVM models. Comparing the MCC per question category, the RF models outperform the SVM models for each category. This is also true for all the other performance metrics, except for the accuracy and recall of the models for the question category REVIEW where the models of SVM show a slightly better performance (+0.03 each). In sum, training the models using the phrases of the posts as input, the models trained with RF outperform the models trained with SVM.

5.2.4 Results with the Best Performing Configuration

To determine the best configuration for classifying posts into the seven question categories, we compare the best performing models obtained with RF and SVM based on their performance metrics. With an overall average precision of 0.88, recall of 0.87, and MCC of 0.59, the models trained with RF using the phrases as input text clearly stand out.

This finding also holds for all MCC for each question category with one exception: the best models trained with RF and the full text and RF and the phrases perform equally in classifying posts into the question category API CHANGE (see Tables 4 and 6).

Based on these results, the configurations shown in Table 6 are considered as the best configurations to classify posts into the seven question categories.

To reduce the bias that might have been introduced by selecting the training and test data using the stratified sampling approach, we recomputed the classification models with the best configurations obtained with the RF and phrases of the posts from before 100 times instead of 20 times and answer research question RQ-2.2 What is the performance of our best supervised machine learning model to classify Stack Overflow posts into the 7 question categories?: Using RF with phrases as input, we can classify posts correctly into the seven question categories with an average precision, recall, and MCC of 0.87, 0.87, and 0.54, respectively.

Table 8 reports the performance values of the classification models averaged on 100 runs, including detailed performance values for class $T$ and class $F$.

6 Evaluation of the Classifiers

In this section, we compare the performance of the regex approach, the performance of the RF and phrases, and the Zero-R classification. Finally, we evaluate the regex approach and the RF and phrases model on an independent data set and present the answer to RQ-2.

6.1 Comparison of the Regex Approach and RF to Zero-R

The Zero-R classifier simply assigns each post to the majority class. Therefore, it is often used as a baseline for comparing the performance of different machine learning algorithms. We applied the 1,000 posts to the Zero-R classifier and report the results in Table 9. For the comparison with the regex approach and RF, we consider the results presented in Tables 3 and 8.

When comparing the averaged values of all three approaches we found that both the RF and the regex approaches clearly outperform the Zero-R classifier.

The MCC for the Zero-R classifier for all categories is 0, hence RF and regex clearly outperform this classifier with values of 0.54 and 0.68, respectively. Also the other performance metrics show, that Zero-R is outcut by the other classifiers. The RF shows a higher overall average accuracy (acc) of +0.06, AUC of +0.38, average precision (prec$_{avg}$) of +0.22,
| Category       | acc  | AUC  | MCC  | prec<sub>avg</sub> | rec<sub>avg</sub> | f<sub>avg</sub> | prec<sub>T</sub> | rec<sub>T</sub> | f<sub>T</sub> | prec<sub>F</sub> | rec<sub>F</sub> | f<sub>F</sub> |
|---------------|------|------|------|-------------------|------------------|---------------|-----------------|----------------|-------------|-----------------|----------------|-------------|
| API CHANGE    | 0.95 | 0.90 | 0.54 | 0.96              | 0.95             | 0.52          | 0.64            | 0.55           | 0.98        | 0.96           | 0.97           |             |
| API USAGE     | 0.85 | 0.93 | 0.68 | 0.85              | 0.85             | 0.83          | 0.77            | 0.80           | 0.86        | 0.90           | 0.88           |             |
| CONCEPTUAL    | 0.84 | 0.85 | 0.56 | 0.84              | 0.83             | 0.79          | 0.54            | 0.64           | 0.85        | 0.95           | 0.90           |             |
| DISCREPANCY   | 0.75 | 0.84 | 0.49 | 0.79              | 0.75             | 0.58          | 0.79            | 0.66           | 0.88        | 0.73           | 0.80           |             |
| LEARNING      | 0.96 | 0.91 | 0.49 | 0.96              | 0.96             | 0.53          | 0.52            | 0.50           | 0.98        | 0.98           | 0.98           |             |
| ERRORS        | 0.88 | 0.93 | 0.64 | 0.88              | 0.87             | 0.88          | 0.56            | 0.68           | 0.88        | 0.98           | 0.98           |             |
| REVIEW        | 0.80 | 0.79 | 0.39 | 0.82              | 0.80             | 0.45          | 0.58            | 0.50           | 0.90        | 0.84           | 0.87           |             |
| above average | 0.86 | 0.88 | 0.54 | 0.87              | 0.86             | 0.66          | 0.63            | 0.62           | 0.91        | 0.91           | 0.90           |             |

Table 8 Results per question category rerunning the experiment with RF and phrases as input 100 times.
Table 9  The performance of the classification of posts using Zero-R for each question category

| Category       | acc | AUC | MCC | prec<sub>avg</sub> | rec<sub>avg</sub> | f<sub>avg</sub> | prec<sub>T</sub> | rec<sub>T</sub> | f<sub>T</sub> | prec<sub>F</sub> | rec<sub>F</sub> | f<sub>F</sub> |
|----------------|-----|-----|-----|-------------------|------------------|---------------|-----------------|----------------|--------------|----------------|----------------|-------------|
| API CHANGE     | 0.95| 0.50| 0.00| 0.90              | 0.95             | 0.93          | 0.00            | 0.00           | 0.00         | 0.95          | 1.00          | 0.97        |
| API USAGE      | 0.63| 0.50| 0.00| 0.39              | 0.63             | 0.48          | 0.00            | 0.00           | 0.00         | 0.63          | 1.00          | 0.77        |
| CONCEPTUAL     | 0.74| 0.50| 0.00| 0.55              | 0.74             | 0.63          | 0.00            | 0.00           | 0.00         | 0.74          | 1.00          | 0.85        |
| DISCREPANCY    | 0.70| 0.50| 0.00| 0.49              | 0.70             | 0.58          | 0.00            | 0.00           | 0.00         | 0.70          | 1.00          | 0.82        |
| LEARNING       | 0.96| 0.50| 0.00| 0.93              | 0.96             | 0.95          | 0.00            | 0.00           | 0.00         | 0.96          | 1.00          | 0.98        |
| ERRORS         | 0.78| 0.50| 0.00| 0.61              | 0.78             | 0.69          | 0.00            | 0.00           | 0.00         | 0.78          | 1.00          | 0.88        |
| REVIEW         | 0.83| 0.50| 0.00| 0.70              | 0.83             | 0.76          | 0.00            | 0.00           | 0.00         | 0.83          | 1.00          | 0.91        |
| above average  | 0.80| 0.50| 0.00| 0.65              | 0.80             | 0.72          | 0.00            | 0.00           | 0.00         | 0.80          | 1.00          | 0.88        |
average recall ($\text{rec}_{\text{avg}}$) of +0.06, and average f-score ($f_{\text{avg}}$) +0.14. The regex approach shows higher values for the accuracy (acc) of +0.11, AUC of +0.32, average precision ($\text{prec}_{\text{avg}}$) of +0.26, average recall ($\text{rec}_{\text{avg}}$) of +0.11, and average f-score ($f_{\text{avg}}$) +0.18. For all categories, Zero-R classifies all posts into class $F$ considering the distribution of the labels shown in Table 2. As a consequence, precision, recall, as well as f-score for class $T$ are 0 and, regarding this class, both of our approaches outperform the Zero-R classifier for each category.

For the class $F$, the recall of the Zero-R models is, as expected, 1.0 for all question categories and regarding this metric Zero-R outperforms both of our approaches. However, the RF models with the best configuration as well as the regex approach perform better in terms of precision for each of the seven question categories.

Summarizing the results, the Zero-R classifier is clearly outperformed by our approaches using regular expressions and RF with phrases. Furthermore, the regex approach shows a better performance than the RF classifier in average for precision, recall, and MCC with values of 0.91, 0.91, and 0.68, respectively.

6.2 Evaluation with an Independent Sample-Set

We evaluated the performance of the regex approach and our best performing models with an independent sample set of 110 posts that has neither been used for the refinement of the regex approach nor for training and testing the models.

We labeled the posts following the same approach as described in Section 3.1. We aimed at having at least 100 posts for our evaluation. Since the previous study showed that not each post contains phrases leading to a category, we randomly sampled 120 posts related to Android from the SO data dump. For 110 out of 120 posts we could identify at least one phrase that indicates a question category. Hence, we used this set of 110 posts for our evaluation.

The distribution of question categories in this data set is similar to the set of 1,000 posts used before and described in Table 2. 49 posts were assigned to the question category API USAGE, 37 to the category DISCREPANCY, 34 posts were assigned to the question category ERRORS, 26 to the category CONCEPTUAL, 12 to the category REVIEW, 6 to the category LEARNING, and 2 to the category API CHANGE.

We applied the RF model with phrases as input and the best configuration 100 times to the 100 posts and obtained the results listed in Table 10. Additionally, we rerun the regex with the set of unseen posts and report the results in Table 11.

The results show that using the validation set, the models with RF and phrases correctly classify posts with an average precision, recall, and MCC of 0.86, 0.86, and 0.47, respectively. This confirms the results shown by the 100 runs with the initial set of 1,000 posts, since the validation showed almost the same performance on average in terms of acc, AUC, $\text{rec}_{\text{avg}}$ f-score $f_{\text{avg}}$. For the average scores for $\text{rec}_F$ and $f_F$ we observe increasing values with +0.03 and +0.01, respectively. For the other performance metrics, we observe a decrease in the performance, at most for MCC with -0.07 and $\text{rec}_T$ with -0.06. We assume that the decrease in the performance stems from the selection of the data in the test set. The independent set for testing stays the same over 100 runs. In contrast, the set of 1,000 posts is split 100 times using stratified sampling into a test and a validation set.

The results, when using the regex approach to classify the new set of posts, show the same value for $f_{\text{avg}}$ and $f_F$ show a slight decrease for $\text{prec}_{\text{avg}}$, $\text{rec}_{\text{avg}}$, $\text{prec}_T$ and $\text{rec}_T$ (-0.01 each), and a bigger decrease for MCC (-0.05), $\text{prec}_T$ (-0.06), $\text{rec}_T$ (-0.04), and $f_T$ (-0.05). Regarding the question categories, we observed the biggest decrease for the category API CHANGE and REVIEW. We manually inspected the posts of the test set that are labeled with
**Table 10** The performance of the classification on the test set of 110 SO posts using RF and phrases as input text

| Category        | acc  | AUC  | MCC  | prec$_{avg}$ | rec$_{avg}$ | f$_{avg}$ | prec$_T$ | rec$_T$ | f$_T$  | prec$_F$ | rec$_F$ | f$_F$  |
|-----------------|------|------|------|--------------|-------------|-----------|-----------|--------|--------|---------|--------|--------|
| API CHANGE      | 0.94 | 0.95 | 0.26 | 0.98         | 0.94        | 0.95      | 0.15      | 0.53   | 0.23   | 0.99    | 0.95   | 0.97   |
| API USAGE       | 0.83 | 0.90 | 0.65 | 0.83         | 0.83        | 0.83      | 0.77      | 0.80   | 0.83   | 0.87    | 0.85   |
| CONCEPTUAL      | 0.82 | 0.85 | 0.43 | 0.80         | 0.82        | 0.80      | 0.70      | 0.40   | 0.51   | 0.84    | 0.95   | 0.89   |
| DISCREPANCY     | 0.78 | 0.82 | 0.50 | 0.78         | 0.78        | 0.77      | 0.76      | 0.53   | 0.62   | 0.79    | 0.92   | 0.85   |
| LEARNING        | 0.97 | 0.80 | 0.62 | 0.96         | 0.97        | 0.96      | 0.79      | 0.53   | 0.63   | 0.97    | 0.99   | 0.98   |
| ERRORS          | 0.79 | 0.94 | 0.48 | 0.79         | 0.79        | 0.77      | 0.78      | 0.46   | 0.58   | 0.80    | 0.94   | 0.86   |
| REVIEW          | 0.90 | 0.87 | 0.36 | 0.88         | 0.90        | 0.88      | 0.55      | 0.31   | 0.40   | 0.92    | 0.97   | 0.94   |
| above average   | 0.86 | 0.88 | 0.47 | 0.86         | 0.86        | 0.85      | 0.65      | 0.50   | 0.54   | 0.88    | 0.94   | 0.91   |
Table 11  The performance of the classification on the test set of 110 using the regex

| Category     | acc  | AUC  | MCC  | prec\(_\text{avg}\) | rec\(_\text{avg}\) | f\(_\text{avg}\) | prec\(_\gamma\) | rec\(_\gamma\) | f\(_\gamma\) | prec\(_F\) | rec\(_F\) | f\(_F\)  |
|--------------|------|------|------|--------------------|------------------|----------------|----------------|----------------|----------------|------------|------------|--------|
| API CHANGE   | 0.98 | 0.75 | 0.49 | 0.98               | 0.98             | 0.98          | 0.50           | 0.50           | 0.50           | 0.98       | 0.98       | 0.98   |
| API USAGE    | 0.86 | 0.86 | 0.72 | 0.86               | 0.86             | 0.86          | 0.85           | 0.84           | 0.85           | 0.86       | 0.86       | 0.86   |
| CONCEPTUAL   | 0.82 | 0.75 | 0.50 | 0.82               | 0.82             | 0.82          | 0.62           | 0.62           | 0.62           | 0.82       | 0.82       | 0.82   |
| DISCREPANCY  | 0.85 | 0.82 | 0.67 | 0.85               | 0.85             | 0.85          | 0.70           | 0.76           | 0.76           | 0.85       | 0.85       | 0.85   |
| LEARNING     | 0.98 | 0.91 | 0.82 | 0.98               | 0.98             | 0.98          | 0.83           | 0.83           | 0.83           | 0.98       | 0.98       | 0.98   |
| ERRORS       | 0.87 | 0.81 | 0.69 | 0.88               | 0.87             | 0.87          | 0.92           | 0.65           | 0.76           | 0.88       | 0.87       | 0.87   |
| REVIEW       | 0.92 | 0.70 | 0.51 | 0.91               | 0.92             | 0.91          | 0.71           | 0.42           | 0.53           | 0.91       | 0.92       | 0.91   |
| above average| 0.90 | 0.80 | 0.63 | 0.90               | 0.90             | 0.90          | 0.75           | 0.65           | 0.69           | 0.90       | 0.90       | 0.90   |
API CHANGE and observed a very unusual combination of phrases that is not covered by our regex approach yet. However, the results still confirm our findings of research question RQ-2.1.

Comparing the RF models with the regex approach, we observe that for MCC, $f_{avg}$, $rec_T$, and $f_T$ the regex approach shows the better results for all question categories. For the accuracy (acc), $prec_{avg}$, and $rec_{avg}$, again the regex approach holds better scores over all question categories but the acc and $prec_{avg}$ of the category CONCEPTUAL, and the $prec_{avg}$ of API CHANGE. Furthermore, the regex approach outperforms the RF models also in terms of precision $prec_T$, except for the category CONCEPTUAL, whereas RF obtained higher values. Regarding $prec_F$, $rec_F$, and $f_F$, we observe that the RF slightly outperforms the regex approach, which is also shown in the average values for $rec_F$, and $f_F$. Furthermore, RF shows better values for the AUC. However, the AUC metric considers the “confidence” of the model that a post belongs to a category (e.g., 68%). To that end, it happens that the AUC values of Table 10 are higher because the decisions were clearer (e.g., with a higher confidence). However, this does not affect the number of correct classifications. In contrast, MCC only uses the decision (TRUE or FALSE) for the calculation and ignores the confidence. Hence, it can happen that a model with a higher MCC value can achieve a lower AUC value on the same data set. However, according to Chicco et al., the MCC is considered to be more stable performance metric in a binary classification task (Chicco 2017). Hence, we choose to make our decisions based on the MCC values and select the regex approach as the best performing classifier.

Based on these results, we present the answer to research question RQ-2 "To what extent can we automatically classify Stack Overflow posts into the 7 question categories?": Applying an new data set to the regex approach that is not used for the validation of the classifier before, we can automatically classify posts with an average precision, recall, and MCC of 0.90, 0.90, and 0.68.

For further details about the evaluation, we refer the reader to our supplementary material (Beyer et al. 2019).

7 Question Categories of Android Related Questions on SO

In this section, we apply the best performing classification approach i.e., the regex approach, to the whole data set of Android-related posts to answer our third research question. We use the SO data dump as of September 2017. This data dump contains a total of 1,052,568 posts that are tagged with android. We conducted this experiment to get insights into the distribution of the question types over all Android-related posts. We used the regex approach to classify each of the 1,052,568 posts. After this step, we investigated how many posts each post was assigned and to which categories each post was assigned.

Table 12 shows the number of posts that were assigned to the respective question category using the regex approach. All the columns sum up to the total number of studied posts of 1,052,568. However, the sum of the rows does not necessarily sum up to the number of total posts, because a post can be assigned to zero to seven question categories. We see that the category with the most assigned posts is API USAGE containing 376,294 posts (36%), directly followed by the DISCREPANCY category with 276,984 (26%), and the CONCEPTUAL category having 231,180 (22%) assigned posts. Comparing the relative values of the TRUE row to the relative values of the manual classification shown in Table 2 in Section 2, we see that the distribution of the classification with the regex approach is similar.
| Category | API CHANGE | API USAGE | CONCEPTUAL | DISCREPANCY | LEARNING | ERRORS | REVIEW |
|----------|------------|-----------|------------|-------------|----------|--------|--------|
| TRUE     | 23,873     | 376,294   | 276,984    | 211,304     | 21,129   | 200,218| 70,805 |
|          | 2%         | 36%       | 22%        | 26%         | 2%       | 19%    | 7%     |
| TRUE     | 5%         | 39%       | 27%        | 31%         | 4%       | 23%    | 17%    |
| manual   |            |           |            |             |          |        |        |
| FALSE    | 1,024,503  | 699,241   | 825,367    | 841,264     | 1,020,857| 912,420| 1,012,844|
|          | 97%        | 64%       | 78%        | 80%         | 97%      | 87%    | 96%    |
but more restrictive. Each of the categories has less assigned posts compared to the manual classification.

As one post can be assigned to more than one category, we also investigated the number of categories that a post was assigned. We find that 242,087 posts were not assigned to any of the seven question categories. Although one could argue that this is a flaw of the approach, we argue that this is expected because we only assign a category to a post if the regular expressions give enough indication. Furthermore, 501,278 posts were assigned to a single question category, 238,742 to two categories, and 60,903 to three. Only 8,804 posts were assigned to four categories, 728 to five, and 26 posts to six categories. No post was assigned to all of the categories. The majority (76%) of the posts is assigned to 1-3 question categories and the posts that were assigned to 4-6 categories make less than 1% of all posts.

In the following, we give examples of posts and their respective categorization. We start with the example in Fig. 2 that shows the post with the ID 13767705. This post was classified in all of the question categories except the category DISCREPANCY. This classification is reasonable because in the title, we find the phrase ”handle database upgrading and versioning” which indicates the category API CHANGE. Furthermore, we find in the text the phrase ”how to handle” which indicates API USAGE, the phrases ”Is there any documentation on” which indicate LEARNING, the phrase ”Is there any best practice” indicating CONCEPTUAL, the phrase ”that gives error” indicating ERRORS, and ”Here’s the relevant code I am using” indicating REVIEW. We see that it is possible and reasonable that a post can be assigned to several question categories.

As a second example, we present the post with the ID 17485804 depicted in Fig. 3. This post has not been assigned to any of the categories. If we investigate the contents of the post, we recognize that the author apparently asks a very generic question (“Any help?”) and also lacks a detailed description of her problem or question. As described in the manual analysis Section 3, this post was excluded from the manually labeled data set because also manually no category could be assigned.

Additionally to the investigation of the classified categories, we also study the posts that were assigned to more than one category in more detail. Specifically, we investigate whether we can find patterns in the assignments i.e., question categories that often occur together.

### Android dealing with database versions regarding updates

Is there any documentation on how to best deal with database upgrades in android?

I am developing an application and have been testing it on my own telephone. All works fine, over the past few deploys I had to add some columns to my table and due to upgrade statements that are executed if the old database version is lesser then a certain database version.

However when I try to run the application on another phone, that gives errors due to the fact that there is no previous version and thus the column isn't added.

Is there any best practice or documentation on how to handle database upgrading and versioning? I tried googling around for specific questions, but much good didn't come out of that.

Here's the relevant code I am using at the moment:

```java
private static final int DATABASE_VERSION = 11;

private static class LocalLoginDatabaseHelper extends SQLiteDatabaseOpenHelper {
```
With this analysis, we aim at two targets. First, we can validate the taxonomy and find starting points for refinements of the taxonomy. For example, if two question categories occur together frequently, we need to check whether they are distinctively defined or if they overlap. Second, we aim at identifying posts that concern multiple targets. This can further be used to assist developers when asking questions on SO by indicating that they address more than one concern in their posts, for example.

We used the well-known \textit{apriori} algorithm (Agrawal 1993, 1994) to perform the association rule analysis and we measure the performance of the found rules with the support and confidence metrics. Support expresses the ratio of which the rule can be found in the data set and confidence expresses the ratio in which the rule is correct. Recent research (Le and Lo 2015) suggests to include additional metrics for finding and evaluating association rules, such as lift and odds-ratio. However, we are not interested in a fine-grained analysis of the performance measures and rules, but we aim at verifying that there is no huge overlap in the question categories \textit{i.e.}, very high support and confidence of a rule. Therefore, we argue that it is sufficient to use support and confidence for our purpose. We first investigate rules of size two (\textit{i.e.}, $A \Rightarrow B$) and then validate the findings by investigating also rules of size three (\textit{i.e.}, $A, B \Rightarrow C$).

In total, we found 21 rules, 18 binary rules and three tertiary rules. Table 13 depicts the binary rules with support > 0.05 and the three tertiary rules. First, we see that the support and confidence are not high which indicates that the rules are not very frequently occurring. This observation indicates that the question categories are not overlapping too much. Second, we see that there are pairs of rules that follow the pattern $A \Rightarrow B$ and $B \Rightarrow A$ which indicates that the two categories often occur together. Furthermore, we can see that the rules form transitive dependencies. For example, DISCREPANCY $\Rightarrow$ API USAGE $\Rightarrow$ ERRORS form a transitive relation between three question categories. This indicates that these three question categories often occur together. Indeed, we can find these rules in the tertiary rules depicted in Table 13. The support of 0.02 in each of the three rules indicates that in 2% of the rules of size three, we can find this relationship.

Based on these results, we present the answer RQ-3 “\textit{How are the question categories distributed across all Android-related posts and to how many categories are posts assigned?}” with: The most frequently used question category is API USAGE with 376,294 posts, followed by DISCREPANCY (279,984), and CONCEPTUAL (231,180). This finding confirms also the results of RQ-2. Furthermore, we found that the majority of the posts is classified in one to three categories. We observed that the question categories are mostly not overlapping. The strongest relationship between the question categories is the co-occurrence of the three categories DISCREPANCY, API USAGE, and ERRORS.
Table 13  Frequently co-occurring question categories

| ID | lhs               | rhs               | Support | Confidence |
|----|-------------------|-------------------|---------|------------|
| 1  | DISCREPANCY       | => API USAGE      | 0.10    | 0.30       |
| 2  | API USAGE         | => DISCREPANCY    | 0.10    | 0.22       |
| 3  | ERRORS            | => DISCREPANCY    | 0.09    | 0.38       |
| 4  | DISCREPANCY       | => ERRORS         | 0.09    | 0.27       |
| 5  | CONCEPTUAL        | => API USAGE      | 0.09    | 0.31       |
| 6  | API USAGE         | => CONCEPTUAL     | 0.09    | 0.19       |
| 7  | ERRORS            | => API USAGE      | 0.06    | 0.23       |
| 8  | API USAGE         | => ERRORS         | 0.06    | 0.12       |
| 9  | CONCEPTUAL        | => DISCREPANCY    | 0.06    | 0.21       |
| 10 | DISCREPANCY       | => CONCEPTUAL     | 0.06    | 0.18       |
| 11 | DISCREPANCY,ERRORS| => API USAGE      | 0.02    | 0.26       |
| 12 | API USAGE,ERRORS  | => DISCREPANCY    | 0.02    | 0.44       |
| 13 | API USAGE,DISCREPANCY| => ERRORS   | 0.02    | 0.24       |

8 Discussion

In this section, we first summarize and discuss our results, followed by the applications and implications of our results on the automated classification of posts into question categories. Then, we discuss the threats to the validity of our study.

8.1 Interpretation of Results

In this paper, we manually classify 1,000 posts into question categories and marked 2,192 phrases (words, parts of a sentence, or sentences) that indicate a question category. Based on this set of 1,000, we implement two approaches to automate the classification of posts into question categories. The first approach uses regular expressions based on patterns in the phrases. The second approach uses machine learning algorithms RF and SVM. Also, we experiment with 1,312 configurations of the input settings to classify posts. We validate the regex approach and the models of the best performing configuration on an independent validation set of 100 posts that was neither used for the implementation of the regex approach nor for training and testing of the models. The results showed that using the best performing approach, namely the regex approach, we can correctly classify posts into question categories with an average precision, recall, and f-score of 0.90, 0.90, and 0.90, respectively.

Before the extension to 1,000 posts, we performed the experiments with 500 posts. When comparing the results from the RF, we found a slight decrease in performance (-0.01 for AUC and -0.01 for f\_avg) when running the experiments with 1,000 posts. This holds also for the validation with the independent data set (-0.04 for AUC and -0.03 for f\_avg). We assume that with the new labeled data we added also more noise to the dataset and hence, the performance decreased. Regarding the regex approach, the results with 1,000 posts remained the same or showed a slight improvement (+0.01 for AUC and +0.00 for f\_avg), whereas the results with the validation set were clearly better (+0.13 for AUC and +0.05). We argue that
with the adaption of the regex classifier to the set of 1,000 posts, more patterns are covered and hence also the results with the validation set improved.

To gain more insights into the questions in the posts and to further evaluate the regex approach, we used this approach to classify the 1,052,568 questions on Stack Overflow that are related to Android app development. We found that the majority of the posts are classified into the question categories API USAGE, DISCREPANCY, and CONCEPTUAL. However, there are more than 23,000 posts that deal with problems due to changes in the API and more than 21,000 posts where developers ask for more tutorials and documentation, showing the need of developers for more support for learning APIs and how to deal with changes in the APIs. Furthermore, we found that the majority of posts are labeled with 1 to 3 question categories, however, there are many questions that are not classified into any question category and 26 posts that were labeled with 6 question categories. We investigated the posts that were assigned to more than one category in more detail and found that there is no particular pair of categories that occur frequently together. We conclude that the seven categories are well separated. Furthermore, a manual inspection of the posts showed that even a classification into 6 question categories may be reasonable, while a post without a question category is often very vague and imprecise, so that it is often not clear what the questioner wants to know. Hence, our classifier could recommend posts that should be revised since the intention of the person asking the question is not clear. Furthermore, the results showed that our categories have a little overlap, which indicates that the distinction between the categories is clear, while a large overlap would have shown the need to refine the taxonomy of question categories.

### 8.2 Applications and Implications

In the following, we discuss the applications and implications of our approaches and results for researchers and developers.

**For researchers** Researchers can benefit from our approach and results to classify posts into the seven question categories.

For instance, our approach could help to improve existing code recommender systems using SO, such as Seahawk and Prompter from Ponzanelli et al. (2013, 2014). Indeed, our approach could allow recommender systems to filter the posts according to the seven question categories, and thereby improve the accuracy of their recommendations. Exemplary, when a recommender system suggests posts based on the exceptions that a developer got, our approach can limit the set of recommended posts to posts with the question category ERRORS.

Furthermore, our approach can improve existing research on analyzing and identifying topics discussed on SO posts, such as presented in Barua et al. (2012), Beyer and Pinzger (2016), and Linares-Vásquez et al. (2013). While these approaches mainly focus on the technologies and topics that are discussed, with our question categories, an orthogonal view on the topics discussed on SO is provided, namely the reason why the question is asked. This enables researchers to investigate the relationships between topics and reasons and thereby study the what and why of discussions on SO. This means that researchers can analyze which questions are specific for which topics and hence, this enables them to address these problems more appropriately. In addition, our analysis of the frequently co-occurring categories showed that the categories are mostly well separated. However, the results of RQ3 indicate that further research to refine the categories should start with the categories that often occur together, *i.e.*, DISCREPANCY, API USAGE, and ERRORS.
**For developers** Furthermore, our approach can be integrated into SO helping software developers and API developers. SO could add a new type of tag, indicating the question category of a post. Using our approach, the posts can be tagged automatically with question categories. As stated by Wu et al. (2018), developers aim to better organize information in Q&A forums to increase the search efficiency. Hence, our approach can directly address this gap by supporting software developers searching for posts not only by topics but also by question categories.

Moreover, API developers could benefit from our approach when searching for starting points to improve their APIs and investigating the challenges of software developers that use the APIs. For instance, problems related to exception handling that often lead to issues in mobile apps (Coelho et al. 2015; Zhang and Elbaum 2014) can be found in posts of the category ERRORS. Discussions related to the change of APIs can be found by searching for posts of the category API CHANGE. Additionally, API developers can consider the posts tagged with the question category LEARNING as a starting point when improving and supplementing the documentation and tutorials on their APIs. Considering our results, developers can benefit from a feature on Stack Overflow that indicates that a post has not been assigned to a category. We argue that posts that do not belong to a category should be rephrased to increase the chance to receive a proper answer.

### 8.3 Threats to Validity

Threats to *construct validity* include the choice of spaCy of Omran and Treude (2017) to compute the part-of-speech tags. This threat is mitigated by the fact that spaCy is the approach with the highest accuracy, namely 90%, on data from SO. Another threat concerns the usage of binary classification instead of multi-label classification. However, Read et al. (2011) stated that binary classification is often overseen by researchers although it can lead to high performance. It also scales to large datasets and has less computation complexity.

Threats to *internal validity* concern the selection of the posts used for manual labeling. We randomly selected 1,000 posts and identified 2,192 phrases that indicate a question category. The initial dataset consisted of 10 posts of the API CHANGE question category and 15 posts of the LEARNING question category. In comparison to the other categories, this number of posts is low, therefore, we decided to label additional posts. Since we found only 10 posts in 500 posts for the API CHANGE category, there was no chance to label as many posts as we would need to get an equal size of posts per category. Hence, we decided to label posts until there were at least 30 posts for each category. This allowed us to perform the labeling in a reasonable time and to draw our conclusions for this categories with 80% confidence and 12% margin of error.

For each of the question categories API USAGE, CONCEPTUAL, DISCREPANCY and ERRORS, we found more than 385 phrases in the final dataset, which allows us to draw conclusions for these categories with 99% confidence and with 7% margin of error. For the category REVIEW, we found 229 phrases, which enables us to conclude that our results hold with 95% confidence and with 6.5% margin of error. For API CHANGE, we identified 80 phrases and for LEARNING 46 which allows us to draw conclusions for these categories with confidence level of 90% and 80%, respectively, and with a margin of error of 10%, each. Moreover, we are aware that the number of phrases to identify the categories API CHANGE and LEARNING could be enlarged.

To get an equally high number of phrases such as for REVIEW, we would need to investigate 5 times more posts, which we consider as a task for future work. Moreover, we argue
that we focus on the large question categories, such as API USAGE, CONCEPTUAL, and ERRORS and hence, we consider the confidence level and margin of error which that we can make our conclusions over all categories is sufficient.

Regarding the independent sample set that we used for the evaluation of our approaches, the selected posts of the categories API USAGE, DISCREPANCY, and ERRORS are representative with 80% confidence and 10% margin of error, the posts for CONCEPTUAL with 80% and 11%, the category REVIEW with 80% and 20%, and the API CHANGE and doc with 80% and 35%. We are aware that this limits the validation of our approach, however, we consider the evaluation of our approaches with a bigger data set for future work.

Furthermore, the manual categorization of the posts could be biased. To address this threat, we used the question categories obtained from prior studies and had two researchers to label the posts separately. Then, we computed the inter-rater agreement and let the two researchers discuss and converge on conflicting classifications.

Threats to external validity concern the generalizability of our results. While we used SO posts related to Android to perform our experiments, our seven question categories have been derived from several existing taxonomies that considered posts from various operating systems and other posts on SO. As a result, our question categories apply to other domains.

Another threat concerns the evaluation of our approaches to automate the categorization of posts. For the machine learning algorithms, we trained and tested the models with 1,000 posts from SO. We mitigated this threat, first, by applying randomized stratified sampling to divide the data set for training and testing and second, by testing the models with an independent sample set of manually labeled 110 posts. Regarding the regex approach, we used the set of 1,000 posts to obtain the regular expressions which could lead to an over-fitting of the classifier. We are also aware that the possibility of overseen patterns exists. However, to address this threat, we also evaluated this approach with the independent sample set and by manually investigating randomly selected posts. The evaluation of the regex approach with more independent will be addressed in future work. This supports that our classifiers are valid for the domain of Android posts. For other domains, the classification models might need to be retrained and the regex approach might need some adaption. However, this is subject to our future work.

9 Related Work

Several researchers have leveraged SO posts to investigate the nature of questions asked by software developers.

Treude et al. (2011) were the first ones investigating the question categories of posts of SO. In 385 manually analyzed posts, they found 10 question categories: How-to, DISCREPANCY, Environment, Error, Decision Help, Conceptual, REVIEW, Non-Functional, Novice, and Noise. Similarly, Rosen and Shihab (2015) manually categorized 384 posts of SO for the mobile operating systems Android, Apple, and Windows each into three main question categories: How, What, and Why. Beyer and Pinzger (2014) applied card sorting to 450 Android related posts of SO and found 8 main question types: How to...?, What is the Problem...?, Error...?, Is it possible...?, Why...?, Better Solution...?, Version...?, and Device...? Based on the manually labeled dataset, they used Apache Lucene’s k-NN algorithm to automate the classification and achieved a precision of 41.33%. Similarly, Zou et al. (2015) used Lucene to rank and classify posts into question categories by analyzing the style of the posts’ answers.
Allamanis and Sutton (2013) used LDA, an unsupervised machine learning algorithm, to find question categories in posts of SO. They found 5 major question categories: Do not work, How/Why something works, Implement something, Way of using, and Learning. Also, they found that question categories do not vary across programming languages. In Beyer et al. (2017), Beyer et al. investigated 100 Android related posts of SO to evaluate if certain properties of the Android API classes lead to more references of these classes on SO. Besides some API properties, they found that the reasons for posting questions on SO concern problems with the interpretation of exceptions, asking for documentation or tutorials, problems due to changes in the API, problems with hardware components or external libraries, and questions of newbies.

There exist also other approaches not related to SO that aim at the identification of question categories asked by developers working in teams. Letovsky (1987) interviewed developers and identified 5 question types: why, how, what, whether, and discrepancy. Fritz and Murphy (2010) investigated the questions asked by developers within a project and provided a list of 78 that developers want to ask their co-workers. In LaToza and Myers (2010), Latoza et al. surveyed professional software developers to investigate hard-to-answer questions. They found 5 question categories: Rationale, Intent and implementation, Debugging, Refactoring, and History. Hou and Li (2011) analyzed newsgroup discussions about Java Swing and present a taxonomy of API obstacles.

There is also ongoing research in topic finding on SO. Linares Linares-Vásquez et al. (2013) as well as Barua et al. (2012) used LDA to obtain the topics of posts on SO. Linares Vasquez et al. investigated which questions are answered and which ones not whereby Barua et al. analyzed the evolution of topics over time. In Beyer and Pinzger (2016), Beyer et al. presented their approach to group tag synonym pairs of SO with community detection algorithms to identify topics in SO posts.

Several studies deal with analyzing domain-specific topics on SO. Joorabchi et al. (2013) identified the challenges of mobile app developers by interviewing senior developers. Studies from Kartik et al. (2014), Lee et al. (2018), Martinez and Lecomte (2017), Villanes et al. (2017), and Yang et al. (2016) as well as Mehrab et al. (Mehrab et al. 2018) investigate the topics related to web development, NoSQL, cross-platform issues, security-related questions, questions about Android testing, and questions about Django and Laravel, respectively, using LDA. Zhang and Hou (2013) extracted problematic API features from Java Swing related posts based on the sentences in the posts using the Stanford NLP library and part-of-speech tagging. Additionally, Zhang and Hou (2013) used SVM to categorize the content of posts related to the Java Swing API.

As pointed out by prior studies (Rosen and Shihab 2015; Beyer et al. 2017), the reasons why developers ask questions are diverse and need to be considered to get further insights into the problems developers face. Although existing studies (Allamanis and Sutton 2013; Beyer and Pinzger 2014; Rosen and Shihab 2015; Treude et al. 2011) already aimed at addressing this issue, they present diverse taxonomies of question categories that only partly overlap with each other. Among them, there are two approaches that propose an automated classification of posts into question categories. The approach presented by Allamanis and Sutton (2013) is based on LDA, an unsupervised machine learning approach. The precision of this approach cannot be evaluated. The approach by Beyer and Pinzger (2014) uses k-NN showing a low precision of only 41.33%.

Recent research from Wu et al. (2018) shows that there is a demand to improve the search efficiency of developers by optimizing information enhancement and management, as well as data organization. Li et al. (2018) present CnCXL2R, a recommender API documentation
that uses the information of the official documentation of APIs and the posts of Stack Overflow to return a ranked list of API documentation.

In this paper, we analyze the existing taxonomies and harmonize them to one taxonomy. We argue that a post can belong to more than one question category and hence, we allow multi-labeling. Similarly to prior studies (Beyer and Pinzger 2014; Rosen and Shihab 2015; Treude et al. 2011), we start with a manual classification of the posts. However, to the best of our knowledge, we are the first ones that additionally mark the phrases (words, parts of sentences, or sentences) that indicate a question category and leverage them in the automated classifier. Also, our approach helps to structure the data of Stack Overflow which can consequently help to improve the search efficiency of developers on Stack Overflow.

10 Conclusions

In this paper, we investigate how Android app developers ask questions on SO, and to what extent we can automate the classification of posts into question categories. As a first step, we compared the taxonomies found by prior studies (Allamanis and Sutton 2013; Beyer et al. 2017, 2014; Rosen and Shihab 2015; Treude et al. 2011) and harmonized them into seven question categories. Then, we manually classified 1,000 posts into the question categories and found that most of the questions belong to the question categories API USAGE, CONCEPTUAL, and DISCREPANCY. Additionally, we marked 2,192 phrases (words, part of a sentence, or sentences) that indicate a question category.

Then, we used the manually created data set to automate the classification of posts into question categories with a binary classification model instead of a multi-label classification. Hence, we built a classifier for each category separately. We implemented two approaches to automatically classify posts.

In the first approach, we implemented a classifier based on regular expressions. We derived the regular expressions by analyzing the recurrent patterns in the phrases and combining them to regular expressions. In the second approach, we build models of (RF) and (SVM) to classify posts. To obtain the best configuration for the models of RF and SVM, we computed the models for each category in 1,312 combinations varying the input data, input representation, as well as the preprocessing of the text in terms of stop word removal, pruning, using n-grams, and re-sampling of the data. Additionally, we take into account the length of the posts, the readability score, the sentiment score, and whether the posts contain code snippets. We compared the performance of the models and found, that across all categories, RF with phrases as input data showed the best classification performance.

We evaluated our approaches in two steps. First, we compared them with the Zero-R classifier, where a post is classified into the majority category. Second, we applied the regex approach and the RF on an independent data set of 110 posts that were neither used for deriving the regular expressions, nor for training and testing the models. The results showed that both classifiers clearly outperform the Zero-R classifier. Furthermore, the evaluation with the independent data set showed that the regex approach outperforms the RF with an average precision and recall of 0.90 and 0.90, respectively.

To further evaluate our best performing approach, we used the regex approach to label all Android-related questions that are contained in the SO data dump from September 2017. We investigated how the question categories are distributed over the 1,000 questions. We found that the majority of the posts are labeled with 1 to 3 categories and that the question categories are mostly not overlapping.
The implications of our findings on the classification of contributions into the seven question categories concern researchers and developers. With the question categories, researchers can have an additional view on the problems of software developers, detached from the technical problems that are addressed by the tags of the posts. This may help researchers to improve SO based recommender systems or to investigate the topics of discussions from a different point of view.

Furthermore, integrated on SO, our approach could on the one hand help developers to find solutions easier and on the other hand enable API developers to better identify issues with their APIs.

For future work, we consider the extension of our approach to a multi-label classification and compare the results to the classification of Beyer and Pinzger (2014) directly. Also, we plan to improve the classifier by considering account additional features, such as the tags of the posts. Also, it could be possible to automatically learn regular expressions from a set of analyzed, manually-labeled posts. Furthermore, we plan to combine the question categories with approaches that extract the topics that are discussed on SO to investigate the what and why of discussions in more detail. Finally, we plan to evaluate our approach on other domains than Android. After that, we plan to collect feedback from the SO community in order to possibly integrate the approach in the SO querying features.
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