Self-organized criticality of traffic flow
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This paper shows that the kinematic wave model exhibits self-organized criticality when initialized with random initial conditions around the critical density. This has several important implications for traffic flow in the capacity state, such as: (i) jam sizes obey a power law distribution with exponents 1/2, implying that both the mean and variance diverge to infinity, (ii) self-organization is an intrinsic property of traffic flow models in general, independently of other random perturbations, (iii) this critical behavior is a consequence of the flow maximization objective of traffic flow models, which can be observed on a density range around the critical density that depends on the length of the segment, (iv) typical measures of performance are proportional to the area under a Brownian excursion, and therefore are given by different scalings of the Airy distribution, (v) traffic in the time-space diagram forms self-affine fractals where the basic unit is a triangle, in the shape of the fundamental diagram, containing 3 traffic states: voids, capacity and jams.
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INTRODUCTION

There is mounting empirical evidence [30–32] suggesting the hypotheses that urban networks exhibit self-organized criticality (SOC) [3], a celebrated paradigm in the 90’s that has proved very useful in countless areas of science, from earthquakes to stock prices to forest fires to astrophysics [2, 6]. The defining characteristic of a SOC system is that it is naturally driven to be in a “critical state” where it undergoes a phase transition [8] (e.g. from liquid to solid or from free-flow to congestion). At the critical point the characteristic length scale of the system, such as the size $S$ of forest fires, diverges to infinity, which renders the system scale-free and thus scale invariant. This implies a power law distribution for the size, which is proportional to $s^{-\alpha}$:

$$P(S > s) \sim s^{-\alpha},$$

with the exponent $\alpha$ known as the critical exponent. As opposed to normal distributions, where it is virtually impossible to find realizations more than 3 standard deviations away from their mean value, power laws are said to have heavy tails: there is a large probability of observing extremely large values. As a consequence, the variance may diverge, in which case the central limit theorem no longer holds. When $\alpha > 2$, both the mean and variance are finite; when $1 < \alpha \leq 2$, as it is typically the case, the mean is finite and the variance diverges to infinity, and for $\alpha \leq 1$ both the mean and variance diverge. The case $\alpha = 1$ is popularly known as Zipf’s law [33], and as it turns out $\alpha \approx 1 \pm 0.2$ for a wide variety of phenomena, including the size of cities [18] and companies [10].

If it turns out that urban networks do exhibit SOC, a whole new paradigm emerges for understanding urban congestion, based on the lessons learned from complexity, catastrophe theory and non-equilibrium critical phenomena. It would mean for example that most of our current control methods based on standard calculus and statistics may no longer apply or may need a major overhaul in existing methodologies. But given the absence of a general theory of SOC to date, it is not yet possible to formally prove or disprove this hypothesis.

The aim of this paper is to analyze the SOC behavior of the fundamental unit of urban networks: a single-lane uninterrupted road segment, where the only ingredients are the traffic flow model and the initial conditions. A solid understanding of this fundamental system is important to understand its consequences at the network level.

SOC behavior in traffic flow models has been conjectured since the mid-nineties in the physics community [20, 23]. Let us define a jam as a congestion cluster in the time-space $(t, x)$ plane, i.e. a $(t, x)$-region of connected occupied “cells” representing stopped vehicles. Using ideas from the theory of percolation phase transitions they show that (i) the critical exponent of jam durations is very close to 1/2, strongly suggesting a relationship with the first return time of a one-dimensional random walk, and (ii) the number of vehicles under congestion scales with time as $t^{1/2}$. They conclude that SOC implies that conventional traffic management strategies seeking to maximize the flow may be detrimental as they make the system more unpredictable and hard to control.

More recently, some contradictory evidence has been reported on critical behavior in freeway segments. [12] found that the flow time series on German freeways are well described by a fractional Brownian motion with Hurst exponent $H \approx 0.1$, which corresponds to a sub-diffusive process with anti-correlated increments. In contrast, the same year [4] reports $H \approx 0.8$ for flows and speed on Australian motorways, which corresponds to a super-diffusive behaviour and long-range dependencies. Clearly, this large discrepancy cannot be explained by
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the location of the freeways, and more scrutiny is necessary.

But the impact of SOC in our field has been underwhelming [19, 26]. Apart from [21, 22, 25] who present some numerical evidence of SOC on networks, it appears that the subject has gone largely under the radar. One reason might be that the main insight from the early works was that SOC in single-lane models emerges only in "cruise-control" type traffic flow models, which only allow random perturbations in congested traffic states. This apparent dependence on the rule details might have been interpreted as the absence of a universality class in traffic flow. This paper presents evidence to the contrary.

I. UNIVERSALITY OF TRAFFIC

Possibly the most remarkable property of critical phenomena is universality, stating that critical exponents are determined by the dimensionality of the embedding space and the degrees of freedom of the variables in the system, and not by the details of the rules governing it.

A strong indication of universality for traffic flow is due to a symmetry of conservation laws pointed out in [14] whereby the specific shape of the fundamental diagram becomes irrelevant for the calculation of flows and delays.

The argument goes as follows. At the link level, it is widely accepted that traffic dynamics obey the kinematic wave model of [16, 24], which boils down to the conservation law PDE coupled with the existence of a fundamental diagram that gives the local flow as a function of the local density in the segment. The kinematic wave model is arguably the simplest model able to capture the transitions between free-flowing and congested conditions on a road segment each time the density in that segments exceeds the critical density.

Exploiting a symmetry in the kinematic wave model with respect to linear transformations of time and space, [14] showed that the numerical values for these parameters are irrelevant when it comes to the calculation of normalized flows and/or delays. This means that, effectively, traffic flow on a single link requires no parameters (after proper normalization) and therefore is independent of the details of the rules.

But a universality class also requires critical behavior. As seen in the introduction, [20, 23] observed this behavior for a very particular traffic flow model, which in fact corresponds to a non-deterministic variant of CA 184, where drivers slow down with a prescribed probability. Universality was not mentioned nor conjectured possibly because critical behavior was observed only for one specific rule, i.e. only when precluding freely-flowing drivers to randomly slow down.

Notably, the same invariance with respect to the fundamental diagram guarantees the equivalence between elementary cellular automata (CA) rule 184 [28] and the kinematic wave model with triangular fundamental. In fact, CA 184 is the simplest exact numerical solution method of the kinematic wave model. In the next section, we use this solution method to study the system under random initial critical This is conditions.

II. CRITICALITY OF CA RULE 184

It was shown in [13] that the structure of congestion clusters in CA-184 exhibits power law behavior with an exponent close to 1/2 at the critical density. This implies that both the mean and variance of the size of congested areas diverge, and cannot be tackled with traditional statistical methods. This fundamental feature traffic flow, which appears to have been overlooked in the literature so far, has important implications, as shown next.
A. Connection with random walks

Here we show that at the critical density, traffic on a long single-lane road is fully characterized by a standard random walk. To show this, we exploit the fact that the kinematic wave model can be solved using the Hamilton-Jacoby PDE \cite{5,15}, where the solution to the initial value problem with data $G(x)$ is given by the following variational problem, which in the case of CA 184 reads:

$$N(P) = \min_{x_U \leq y \leq x_D} f(y) = G(y) + (t - x + y)/2, \quad (2)$$

subject to initial conditions $N(0, x) = G(x)$ and where $x_U = x - t, x_D = x + t$ are the spatial coordinates of points $U$ and $D$ in Fig. 1 (top), $P \equiv (t, x)$ is a generic point in time-space, $N(P)$ is the cumulative number of vehicles that have crossed location $x$ by time $t$. Notice that all variables involved here are integers, as is customary for CA models. In particular, we consider here a road segment divided into $L$ cells, each with probability $k$ of being occupied at $t = 0$; i.e., the initial density $k^0_i, i = 1, 2, \ldots L$, can be either 0 or 1 with probabilities 1-$k$ and $k$, respectively.

$$G(x) = \sum_{i=1}^{L} k^0_i, \quad 1 \leq x \leq L \quad (3)$$

The crucial point here is that at the critical density, the function to be minimized, $f(y)$, becomes constant and equal to $L/2$ when initial conditions are deterministic. But more importantly, with random initial conditions this function is identical to a standard random walk. To see this, note that in terms of the initial densities the cost function can be written as:

$$f(y) = \sum_{i=y}^{x+t} (k^0_i - 1/2) + c, \quad (4)$$

whose expected value is the $y$-independent term $c = \sum_{i=x+t+1}^{L} k^0_i$ at the critical density since $E \{k^0_i\} = \bar{k} = 1/2$. Since $(k^0_i - 1/2)$ equals 1/2 or $-1/2$ with equal probability, it follows that the random variable $f(y) - c$ is a random walk of increment 1/2 at the critical density.

B. Elementary jams

Let us define an **elementary jam** as the collection of occupied cells connecting a point $P$ located on the back of the queue and its corresponding downstream point $D$ on the boundary; see Fig. 1. This is akin to a congested characteristic line connecting $P$ to $D$ but in discrete units. Points $P$ in the back of the queue are characterized by a transition from free-flow to congestion at that point, which means that the cost of minimum paths $P-U$ and $P-D$ both solve (2) and therefore have identical cost. This means that the duration $D-U$ in Fig. 1 is given by the first return time of our random walk $f(y)$, which are known to have a power law distribution with exponent 1/2 [see e.g. 11, 27, p. 152]. From Fig. 1 it is clear that the duration, $H_i$, of an elementary jam is $H = (D-U)/2$ and therefore retains the same power law distribution with exponent 1/2:

$$P(H_i > h) \sim h^{-1/2} \quad (5)$$

The consequences of this are far-reaching: both the mean and variance of elementary jam durations diverge to infinity, which renders standard statistical tools such as the central limit theorem inadequate for analyzing critical traffic flow.

C. Cluster size distribution

As mentioned to the introduction, \cite{13} recently showed numerically that CA 184 exhibits power law behavior at the critical density, with cluster sizes, $S$, following a power law distribution with an exponent close to one half:

$$P(S > s) \sim s^{-\alpha}, \quad \alpha \approx 1/2 \quad (6)$$

In terms of elementary jams, a jam can be characterized by a collection of, say $n$, contiguous elementary jams. The size $S$ of a jam can be seen as the sum of $n$ correlated power laws with exponents 1/2:

$$S = \sum_{i=1}^{n} H_i, \quad (7)$$

It is well known that for independent $H_i$’s and for large values of $S$ the power law approximation for $S$ is accurate [29], and maintains the same exponent, 1/2 in this case, regardless of the value of $n$. In light of (6) one concludes that the correlations among the $H_i$’s are not strong enough to alter the scaling exponent of cluster sizes.

Notice that the duration of consecutive congested states, $\tau$, in Fig. 1, is a measure of the width of the congested clusters, does not have a heavy-tail distribution, as shown in the figure. Recall that due to the symmetry property of the cumulative weight model, this is also the distribution of the duration of voids in a given location.

D. Local flow distribution

Let $q(t)$ be the flow crossing a stationary detector located in the middle of the segment at $x = L/2$, as a function of time, and let $N(t) = \int_{0}^{t} q(s)ds$ be the corresponding cumulative count.

Fig. 2 shows the (oblique) cumulative counts and flow time series at 3 different locations for a typical rollout.
The roughness of the cumulative curve is apparent as a result of the “spiky” variations in the flow around the capacity value 1/2. Each panel shows the Hurst exponent estimated by fitting a fractional Brownian motion process for the cumulative counts and a fractional Gaussian noise process for the flows. The histograms summarizes the results for 2000 rollouts. The average exponent for the flows $H = 0.81$ is in line with the empirical results reported for Australian motorways during morning rush hour and nights.

These high exponents indicate a long memory in the time series as a result of long-range correlations. In this case these correlations are due to the spatial interactions brought about by the traffic model, which imposes long periods of constant capacity flow interrupted by bursts of voids. Notice that the fractal dimension of the flow time series can be approximated by $D = 2 - H = 2 - 0.81 \approx 1.2$.

### E. Aggregate measures of performance

Let $\Psi \equiv \int_A k(t, x) \, dA$ and $\Phi \equiv \int_A q(t, x) \, dA$ be the total time traveled and total distance traveled, respectively, over a (discrete) time-space region $A$. By letting the symbol $A$ also denote its area, Edie’s [7] average density, flow and speed in $A$, $k_A$, $q_A$ and $v_A$, respectively, are given by:

$$k_A \equiv \Psi / A, \quad q_A \equiv \Phi / A, \quad v_A \equiv q_A / k_A \quad (8)$$

These general definitions can be greatly simplified in our case because the spatiotemporal solution to our problem only involves 3 traffic states: capacity state C with (flow, density) = (1/2, 1/2), the empty or void state O with (0,0) and the jam state J with (0, 1); see figure xx. The total area that each state occupies in $A$ is indicated with a subscript, and they satisfy:

$$A = A_0 + A_C + A_J, \quad A_J = A_0 \to A_C = A - 2A_J \quad (9)$$

The total travel time $\Psi = \int_{A_C} \frac{1}{2} \cdot dA + \int_{A_J} 1 \cdot dA = A_C/2 + A_J$, and the total distance traveled $\Phi = A_C/2$. Using (9) we have:

$$\Psi = A/2, \quad \Phi = A/2 - A_J \quad (10)$$

and therefore $A_J < A/2$ is bounded. Also,

$$k_A = 1/2, \quad q_A = 1/2 - p, \quad v_A = 1 - 2p \quad (11)$$

where $p = A_J/A$ correspondence to the probability that a time-space point in $A$ is congested. It can be seen that the total time-space area in congestion, $A_J$, turns out to be the key measure of performance from which all others can be derived.

### F. Probability densities

The exposition in this section is simplified by taking the continuum limit of the discrete problem analyzed so far, where the size of a cell and the duration of a time step both vanish. Here the symbols $L, A$ denote dimensional variables in units of distance and area, respectively.

The main result here is that when the area $A = L^2/4$ is of triangular shape as in Fig. 1, area $A_J$ corresponds to half the area under a Brownian excursion, which is known to have the Airy distribution for the unit length road segment [1, 9, 17]; let $g(a), 0 \leq a \leq 1$ be its PDF. Fig. 3 plots the PDF of the Airy distribution, $g(a), 0 \leq a \leq 1$; notice that it is not a heavy-tail distribution. For arbitrary length $L$ the area under the excursion becomes $L^{-3/2} g(aL^{-3/2})$ [17], and the PDF of $A_J$ is:

$$f_{A_J}(a) = 2L^{-3/2} g(2aL^{-3/2}) \quad (12)$$

The distribution of all other traffic flow variables will be given by different scalings of the Airy distribution. It
dom walk \( f(0) = f(T) \), which corresponds to a Brownian bridge, and (ii) from Fig. 1 it can be seen that (half) the total area under the random walk and its minimum value is \( A_J \), since:

\[
A_J = \sum_{i=1}^{m} H_i
\]  

(14)

where \( m \) is the total number of elementary jams in the system. Unlike (7), the correlations among the \( H_i \)'s plays a significant role here because the sum across all elementary jams in the system is limited by the size of the system itself.

III. DISCUSSION

This paper has shown additional evidence that traffic flow at the critical density is fractal in nature, with self-similarities at all scales. In the \((t,x)\)-plane the basic fractal "generator" unit is a triangle similar to the fundamental diagram, containing 3 traffic states: voids, capacity and jams.

Starting with random initial conditions, we have shown that on long segments congestion clusters propagate for distances that follow a power law with exponent 1/2. This indicates that the average propagation distance (or time) of a jam, and its variance, do not exist, and therefore jams of any size may be expected for no particular reason at the critical density.

Although we have used arguably the simplest traffic flow model, the results presented here should apply in general, as a consequence of our conjecture of universality of CA-184.

Although the case for Hurst exponents \( H > 0.5 \) is strong for both cumulative counts and flow time series, it remains to be established that the fractional process approach is justified in the particular case analyzed in this paper.
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