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Abstract. We study a variation of the 1-center problem in which, in addition to a single supply facility, we are allowed to locate a highway. This highway increases the transportation speed between any demand point and the facility. We show that we can find the optimal location of both the facility and the highway in $O(n^2)$ or $O(n \log n)$ time, depending on whether or not the highway’s length is fixed.

1 Introduction

Geometric optimization related to urban transportation systems is an important topic in computational geometry. Although the metric given by a real urban transportation system is often quite complicated, simplified mathematical models have been widely studied in order to investigate basic geometric properties of urban transportation systems. Abel-lanas et. al. [1] considered a geometric modeling of this environment: represent highways as polygonal chains consisting of line segments in the plane, giving each line segment an associated speed. Then, the travel time between two points gives a metric called the time distance.

Recently, there has been an interest in problems derived from urban modeling. In many cases we are interested in locating a highway that optimizes some given function that depends on the distance between elements of a given pointset. Espejo and Chía [4] introduced a variant of the problem in which we are given a set of clients (represented by a set of points $S$) located in a city. One is interested in locating a service facility and a highway simultaneously in such a way that the average supply time between the clients and the supply point is minimized. In this paper we study a variation of this problem in which we want to minimize the largest travel time between the clients and the facility. The case in which the objective function to minimize is the average travel time is done in a companion paper [6].

2 Definitions and notation

Let $S$ be the set of $n$ client points, $f$ be the service facility point, $h$ be the highway, $\ell$ be the length of $h$, $t$ and $t'$ be the endpoints of $h$, and $v > 1$ be the speed. We assume that the highway to locate can have any orientation. Given a point $u$ of the plane, let $x(u)$ and $y(u)$ denote respectively the $x$ and $y$ coordinates of $u$.

Fixed the location of the facility and the endpoints of the highway, the distance from a demand point $p \in S$ to $f$ is defined as $d_h(p, f) = \min\{\|p - f\|_1, \|p - t\|_1 + \ell/v + \|t' - f\|_1, \|p - t'\|_1 + \ell/v + \|t - f\|_1\}$. That is, the minimum time between either walking, using the highway in one direction or using it in the reverse direction, see Figure 1. Whenever
Figure 1. The distance model; in the example $s_1$ uses the highway from $t'$ to $t$ in order to reach $f$ faster. The highway does not speed up transportation between $s_2$ and $f$, hence is not used by $s_2$. Demand point $s_3$ however, can either walk or use the highway to reach $f$, and will need the same time in both cases. Observe that, since we are interested in paths that reach $f$, the highway will only be used in one direction.

$\frac{d_h(p, f)}{d_1} < \frac{\|f - p\|_1}{1}$, we say that $p$ uses the highway to reach $f$. Otherwise, we say that $p$ walks (or does not use $h$) to reach the facility.

Given $S$ and $v > 1$, we are interested in locating the facility point $f$ and the highway $h$ that minimize the expression $\max_{p \in S} d_h(p, f)$, where $d_h$ is the time distance between $p$ and $f$. This problem is called the 1-center 1-highway location problem (1C1H for short).

In this paper we consider two variations of the problem: in the first problem, we consider the case in which the highway’s length is fixed. In the second variation we are given more freedom and can locate a highway of any length. We call the former problem the fixed length (or FL-1C1H for short) problem. The latter one will be called the variable length (or VL-1C1H) problem.

It is easy to see that in the 1C1H problem, the highway will only be used in one direction. Moreover, there always exists an optimal location in which one of the rapid transit line endpoints coincides with the facility (this result was also observed in [4], Lemma 2.1). Therefore, we assume throughout the paper that $f = t'$ thus the distance from a demand point $p \in S$ to $f$ is now $d_h(p, f) = \min\{\|p - f\|_1, \|p - t\|_1 + \frac{\ell}{v}\}$.

3 Solving the 1C1H Problem

In this section we will give a general algorithm for solving the 1C1H problem. Unless otherwise stated, all results of this section hold for both variants of the problem. Due to space constraints, some of the proofs of this paper have been moved to the Appendix.

Using the standard transformation from $L_1$ to $L_\infty$, we solve the problem using $L_\infty$ instead. Let $f^*$ and $h^*$ be an optimal solution of a given problem instance and let $R^* = \max_{p \in S} d_h^*(p, f^*)$.

Let $B(u, r)$ denote the axis-parallel square of radius $r$ centered at $u$, and consider the balls $B(f^*, R^*)$ and $B(t^*, R^* - \ell/v)$. By definition of $R^*$, all points of $S$ must be included in the union of both balls. We partition the pointset $S$ into two sets $W^*$ and $H^*$ as follows: set $W^*$ contains the points whose $L_\infty$ distance to $f$ is at most $R^*$. The set $H^* = S \setminus W^*$ contains the points that must use the highway to reach $f$ in $R^*$ or less units of time.
Observe that we cannot have \( W^* = \emptyset \), since by reversing the positions of \( f^* \) and \( t^* \) we would obtain a better solution. By definition, the set \( H^* \) is empty all point of \( S \) can walk to \( f^* \) in \( R^* \) or less units of time. This situation can be easily detected, because \( f^* \) is also the solution of the rectilinear 1-center problem. Since the solution to this problem can be found in linear time, from now on we assume that neither \( W^* \) nor \( H^* \) is empty.

We consider the next problem called the basic problem: Given a set \( S \), find the smallest value \( R \) (called the diameter of the partition) and the coordinates of \( f \) and \( t \) such that \( W \subseteq B(f, R) \) and \( H \subseteq B(t, R - \ell/v) \). When we consid the fixed-length variation of the problem, we also add the constraint that \( f \) and \( t \) must satisfy \( \| f - t \|_2 = \ell \). Since \( f^* \) and \( t^* \) are optimal, it is easy to see that they are the solution of the basic problem for the partition \( \{W^*, R^*\} \). Moreover, the diameter of any other partition of \( S \) will have equal or higher diameter than \( R^* \).

Our algorithm works as follows: we consider different partitions of \( S \) and solve the basic problem associated to each partition. We identify \( \{W^*, R^*\} \) as the partition whose diameter is the smallest. A naive method would be to guess the partition \( \{W^*, R^*\} \) among the \( 2^n \) candidates. In the following we reduce the search space to one of polynomial size:

\[ \text{Figure 2. Relative positions of the balls } B(f^*, R^*) \text{ and } B(t^*, R^* - \ell/v). \text{ For each of the cases the sets } W^* \text{ (marked in grey) can be split from } H^* \text{ with either an axis-aligned line or an upper-left quadrant.} \]

**Lemma 3.1** For any set \( S \), the partition \( \{W^*, R^*\} \) can be found among \( O(n^2) \) candidates

**Proof.** Without loss of generality we can assume that \( f^* \) is above and to the left of \( t^* \). It is then easy to see that there are three possible relative positions of the two balls (see Figure 2). In each of these cases the two sets can be split by either an axis-aligned line or an upper left quadrant (see dashed lines in Figure 2). Observe that both cases can be characterized by the number of points of \( S \) to the right and above it, hence \( \{W^*, R^*\} \) must be among at most \( O(n^2) \) candidates.

Given a set \( T \) of points, let \( X(T) \subseteq T \) be the set containing the points with highest and lowest \( x \) and \( y \) coordinate of \( T \) (this set is called the set of extreme points of \( T \)). We define \( \delta(T) \) as the largest \( L_\infty \) distance between any two points of \( T \). Observe that \( |X(T)| \leq 4 \) and that \( \delta(T) = \delta(X(T)) \). For any real number \( r > 0 \), let Center\((T, r)\) the locus of the centers of the axis-parallel squares of radius \( r \) that cover \( S \). A similar definition can be seen in [5].

**Lemma 3.2** Let \( \{W, H\} \) be a partition of \( S \). If we are given the extreme sets \( X(W) \) and \( X(H) \), then the basic problem can be solved in constant time (for both fixed-length and variable-length cases).
By combining the above results we obtain a method to solve both problems:

**Theorem 3.3** Both variants of the 1C1H problem can be solved in $O(n^2)$ time and $O(n)$ space.

### 4 Locating a highway of variable length

Using Theorem 3.3 we have an algorithm that runs in $O(n^2)$ time for both the fixed-length and variable-length variants of the problem. The bottleneck of the algorithm is case (c) of Lemma 3.1. In the following we show how to treat this case more efficiently.

**Lemma 4.1** If in every optimal solution of the VL-1C1H problem each ball contains a corner of the other one, there exists an optimal solution $(f^*, t^*)$ of diameter $R^*$ of the VL-1C1H problem in which the extreme points $X(S)$ are in the boundary of $B(f^*, R^*) \cup B(t^*, R^* - \ell/v)$.

With this observation we can speed up the algorithm for the variable length variant of the problem:

**Theorem 4.2** The VL-1C1H problem can be solved in $O(n \log n)$ time.

### 5 Concluding Remarks

In this paper we have considered a variant of the facility location problem introduced in [4] in which we are interested in locating a supply point and a highway simultaneously. In our model we only allow entering and leaving the highway at its endpoints (in other literature this kind of highway is called walkway [3] or turnpike [2]). We note that there exists another model of highway (called freeway [2] or simply highway [1]) in which one is allowed to enter and leave at any point. A natural extension of the problems studied in this paper is considering the location of a freeway instead.

Observe that the faster algorithm for the variable length variant of the problem is based on Lemma 4.1. Unfortunately we have examples in which this result does not hold whenever the highway’s length is fixed. Thus it remains open to show whether or not the fixed-length problem can also be solved in $O(n \log n)$ time (or showing that it is 3-SUM hard).
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Appendix: proofs omitted from the body

Proof of Lemma 3.2

Proof. We start by giving the algorithm for the case in which the distance between \( f \) and \( t \) is fixed. Observe that we will always have \( R \geq \max\{\delta(W), \delta(H) + \ell/v\} \) (otherwise an extreme point of either \( W \) or \( H \) will not be able to reach either \( f \) in \( R \) units of time). If there exist two points \( f \in \text{Center}(W, \max\{\delta(W), \delta(H) + \ell/v\}) \) and \( t \in \text{Center}(H, \max\{\delta(W), \delta(H) + \ell/v\}) \) such that \( \|f-t\|_2 = \ell \) we are done.

Unfortunately, this does not always happen. In general, we must find two values \( \varepsilon_1, \varepsilon_2 \geq 0 \) such that: (i) \( \delta(W) + \varepsilon_1 = \delta(H) + \varepsilon_2 + \frac{\ell}{v} \), (ii) there are points \( f \in \text{Center}(W, \delta(W) + \varepsilon_1) \) and \( t \in \text{Center}(H, \delta(H) + \varepsilon_2) \) satisfying \( \|f-t\|_2 = \ell \), and (iii) \( \delta(W) + \varepsilon_1 = \delta(H) + \varepsilon_2 + \frac{\ell}{v} \) is minimized. The values \( \varepsilon_1 \) and \( \varepsilon_2 \) can be found in constant time as follows:

First, set \( \varepsilon_1 = \max\{0, \delta(H) + \frac{\ell}{v} - \delta(W)\} \) and \( \varepsilon_2 = \max\{0, \delta(W) - \delta(H) - \frac{\ell}{v}\} \). That is, we either increase the radius of \( W \) to \( \delta(H) + \ell/v \) or increase the radius of \( H \) to \( \delta(W) \). By increasing the smallest radius we are ensuring that condition (i) is satisfied. We now look for the smallest value of \( x > 0 \) such that there are points \( f \in \text{Center}(W, \delta(W) + \varepsilon_1 + x) \) and \( t \in \text{Center}(H, \delta(H) + \varepsilon_2 + x) \) satisfying \( \|f-t\|_2 = \ell \). Observe that this problem is of constant size and can be computed in \( O(1) \) time.

The variable-length variant of the problem is slightly simpler. For this case it suffices to find values \( \varepsilon_1, \varepsilon_2 \geq 0 \) such that condition (ii) is satisfied. The main difference is that \( \varepsilon_1 \) and \( \varepsilon_2 \) must now minimize the expression \( \max\{\delta(W) + \varepsilon_1, \delta(H) + \varepsilon_2 + g(\varepsilon_1, \varepsilon_2)/v\} \), where \( g(\varepsilon_1, \varepsilon_2) \) denotes the smallest Euclidean distance between points \( f \in \text{Center}(W, \delta(W) + \varepsilon_1) \) and a point \( t \in \text{Center}(H, \delta(H) + \varepsilon_2) \). As before, this problem has constant size and thus can be solved in \( O(1) \) time.

Proof of Theorem 3.3

Proof. Recall that, by Lemma 3.1, we can split sets \( H^* \) and \( W^* \) by either a vertical line or an upper-left quadrant. We start by considering first the case in which there is a vertical splitting line. Sort the points of \( S \) in increasing value of \( x \) coordinates; let \( p_1, p_2, \ldots, p_n \) be the obtained order. For any \( 1 \leq i < n \), let \( L_i \) and \( R_i \) be the smallest bounding axis-aligned rectangle containing points \( \{p_1, \ldots, p_i\} \) and \( \{p_{i+1}, \ldots, p_n\} \), respectively. By scanning from left to right, we can compute and store the extreme points of \( L_i \) for all \( 1 \leq i < n \) in \( O(n) \) time. Analogously we sweep from right to left and compute \( X(R_i) \) in linear time as well. Then we solve the basic problem for each pair \( (L_i, R_i) \) for all values \( 1 \leq i < n \) using Lemma 3.2. The computationally speaking most expensive part of the algorithm is computing the initial sorting of the points of \( S \), which needs \( O(n \log n) \) time.

To complete the proof it remains to show how case (c) can be solved in \( O(n^2) \) time and \( O(n) \) space. Let \( q_1, q_2, \ldots, q_n \) be the points of \( S \) sorted in decreasing order of \( y \) coordinates. For any \( 1 \leq i, j \leq n \), let \( UR_{i,j} \) and \( DL_{i,j} \) be the smallest bounding rectangles of the sets \( UR_{i,j} := \{u \in S \mid y(u) > y(q_i) \land x(u) < x(p_j)\} \) and \( S \setminus UR_{i,j} \), respectively. For any fixed \( 1 \leq i \leq n \) we can proceed as in the previous case. That is, sweep twice the pointset (downwards and upwards) and compute the set of extreme points \( X(UR_{i,j}) \) for all \( 1 \leq j \leq n \). Once the bounding rectangles are known, we can solve the \( O(n) \) basic problem instances in constant time each. We repeat this algorithm for all values of \( i \) and find the optimal partition in quadratic time. Observe that this
method never uses more than $O(n)$ memory, since once a column has been scanned we need only store the best partition found. \hfill \Box

**Proof of Lemma 4.1**

*Proof.* Given $S$, let $p_N$ and $p_S$ be the points with highest and lowest $y$-coordinate, respectively. Analogously, $p_E$ and $p_W$ are defined with respect to the $x$-coordinates. Observe that if any of the balls contains both $p_N$ and $p_S$ (or $p_W$ and $p_E$), the sets $H^*$ and $W^*$ can be split by either a horizontal or vertical line. Since we assumed that this is not possible, the ball that contains $p_N$ cannot contain $p_S$ (analogously, the ball that contains $p_W$ cannot contain $p_E$). Without loss of generality, we assume that $p_N, p_W \in B(f^*, R^*)$ and $p_S, p_E \in B(t^*, R^* - \ell/v)$. Observe that this implies that $x(f^*) \leq x(t^*)$, and $y(f^*) \geq y(t^*)$ (that is, the highway and the abscissa form an angle between 0 and $-\pi/2$).

Assume that point $p_N$ is not on the boundary of $B(f^*, R^*)$. In the following we will show how to do a local perturbation to the solution so that we obtain $p_N$ on the boundary. We translate $f^*$ downwards continuously while keeping $t^*$ unchanged until $p_N$ reaches the top boundary. Observe that, since initially $f^*$ has higher coordinate than $t^*$, the translation will reduce the distance between $f^*$ and $t^*$ until both points share the same $y$ coordinate. However, observe that this cannot happen, since otherwise we can split $W^*$ and $H^*$ with a vertical line. Moreover, no point of $B(f^*, R^*)$ can leave the ball before $p_N$ reaches the top boundary, hence optimality is preserved through this translation operation. Analogously we can do the same operation on the other extreme points and obtain that either all extreme points are in the boundary of $B(f^*, R^*) \cup B(t^*, \delta(R^* - \ell/v))$ or find a way to split both $f^*$ and $t^*$ with a vertical or horizontal line. \hfill \Box

**Proof of Theorem 4.2**

*Proof.* By Lemma 4.1 either there exists an axis-parallel line that splits the sets $W^*$ and $H^*$ or all extreme points are in the boundary of $B(f^*, R^*) \cup B(t^*, R^* - \ell/v)$. The first case can be treated in $O(n \log n)$ time using the same approach as in Theorem 3.3, hence we focus on the latter case.

Without loss of generality, we assume that $x(f^*) < x(t^*)$, and $y(f^*) \geq y(t^*)$ (that is, the angle that the highway forms with the abscissa ordinate is between 0 and $-\pi/2$). In particular, this implies that $p_N, p_W \in B(f^*, R^*)$ and $p_E, p_S \in B(t^*, R^* - \ell/v)$. Denote by $u = (x(p_W), y(p_N))$ the top-left corner of the smallest enclosing axis-aligned rectangle of $S$. By Lemma 4.1 this point must also be the top-left corner of $B(f^*, R^*)$. Let $r_1, r_2, \ldots, r_n$ be the elements of $S$ sorted in increasing $L_\infty$ distance to $u$. Then now apply the same approach as used in cases (a) and (b) using the new ordering instead. The result thus follows. \hfill \Box