Abstract—Efficient solving of an unseen optimization problem is related to appropriate selection of an optimization algorithm and its hyper-parameters. For this purpose, automated algorithm performance prediction should be performed that in most commonly-applied practices involves training a supervised ML algorithm using a set of problem landscape features. However, the main issue of training such models is their limited explainability since they only provide information about the joint impact of the set of landscape features to the end prediction results. In this study, we are investigating explainable landscape-aware regression models where the contribution of each landscape feature to the prediction of the optimization algorithm performance is estimated on a global and local level. The global level provides information about the impact of the feature across all benchmark problems’ instances, while the local level provides information about the impact on a specific problem instance. The experimental results are obtained using the COCO benchmark problems and three differently configured modular CMA-ESs. The results show a proof of concept that different set of features are important for different problem instances, which indicates that further personalization of the landscape space is required when training an automated algorithm performance prediction model.

I. INTRODUCTION

Nowadays, many real world scenarios involve optimization problems that should be solved. To solve them, the most appropriate optimization algorithm should be selected and its hyper-parameters should be set. This is a well-known problem of algorithm selection (AS) [1], [2], [3] and algorithm configuration (AC) [4], respectively. The prerequisite to achieve this is performing automated algorithm performance prediction. This involves learning a predictive model that is based on the properties of an optimization problem and is able to predict the optimization algorithm’s performance.

Landscape analysis is used to describe the properties of the problem instances, since it allows features extraction by using mathematical and statistical methods. For this purpose, exploratory landscape analysis (ELA) [5], [6] is used, which calculates low-level features from a sample of observations for a given problem instance. With regard to the computational cost associated with the ELA features calculation, they can be split into cheap (only from one initial sample) or expensive (additional sampling is required during the calculation). The R package flacco [7], [8] conveniently computes up to 343 different feature values that originate from 17 different features groups.

Recent studies for automated algorithm selection use ELA features to represent the optimization problems, which are further used to train regression models that can predict the algorithm performance [9], [10], [11], [12], [13]. In all these studies, typically a single-target regression (STR) model is learned to predict an algorithm’s performance across all problems included in the benchmark platform. When performances of multiple algorithms are predicted, then a separate STR model is trained for each algorithm. All these models share the same ELA features as the input data and differ only in the performance targets. One issue in training those models is the selection of the ELA features that will be used to describe the problems. Some of the studies used the cheap ELA features, and some of them select a subset of the previously mentioned features using classical ML feature selection techniques [9], [14], [15]. The presented results showed that the selection of the ELA features portfolio influences the end performance prediction, but the impact of each feature to the end prediction result is still treated in a black-box manner.

To go beyond the black-box interpretation of the influence of each ELA feature to the end performance prediction result, we investigate how a ML regression model is making its predictions by analyzing the importance of each feature. Even more, to reduce the time needed to train multiple STR models (i.e., for each algorithm a separate STR model), in this paper, we also investigate the multi-target regression (MTR) that instead of learning multiple STR models learns only one model that simultaneously can predict the performances of all algorithms involved in the study [16]. The benefit of learning such a
model is that beside the exploration of the relationships that exist between the ELA features and the performance targets, it implicitly investigates the inter-relationships that exist only in the performance space (i.e., between the performances of all algorithms involved in the study). Further, for the same learning task, we analyze the importance of each ELA feature in STR and MTR scenario to estimate the useful information that each feature conveys.

Structure of the Paper: The paper is organized as follows: Section II presents the related work. In Section III, the ML pipeline for automated algorithm performance prediction is presented. The results of the study together with a critical discussion of proposed approach are presented in Section IV. Finally, the conclusions and the directions for future work are presented in Section V.

Availability of Data and Code: All project data and code is available at [17].

II. RELATED WORK

Recent studies focused on AS and AC explored ELA-based algorithm performance prediction [9], [10], [11], [12]. Kerschke and Trautmann [18] presented ML models for automated AS, based on the ELA problem representations, which predicted the best performing optimization algorithm. One of the investigated solutions is a regression approach, where STR model is trained on performances of different optimization algorithms, out of which the best solver is selected. To do this, they analyzed recursive partitioning and regression trees [19], kernel-based support vector machine [20], random forest [21], and extreme gradient boosting [22] as ML regression models in combination with four classical feature selection techniques: greedy forward-backward selection [23], greedy backward-forward selection [23], and two variants of (10+5)- genetic algorithm [24].

Jankovic and Doerr [13] analyzed automated algorithm selection by combining two ELA-based regression models for selecting an algorithm that performs best within a given budget of function evaluations. For this purpose, random forest has been investigated with no hyper-parameter tuning in STR learning scenario to predict the target precision reached by an algorithm after a fixed number of function evaluations and its logarithmic value, separately. Further, a comprehensive study that analyzed the impact of the hyper-parameter tuning of tree-based ML regression models (e.g., decision trees, random forest, bagging, and boosting) in STR learning scenario to the landscape-aware performance prediction and algorithm selection has been presented [25]. It showed that different ML models and different hyper-parameters are recommended to be used for different optimization algorithm prediction. Instead of learning one STR model that performs the best on average across all benchmark problems, Efimov et al. [26] investigated personalized performance regression models for each black-box optimization problem. For this purpose, ensemble of tree-based STR models have been selected for each benchmark optimization problem, which in general decreased the prediction errors within each problem.

In [14], trajectory-based ELA regression models have been developed to predict the CMA-ES target precision obtained after a fixed number function evaluations. It has been shown that classical feature selection techniques applied on the ELA features in combination with random forest with no hyper-parameter tuning did not lead to better performance results.

All previously mentioned studies provide important steps in explaining automated performance prediction, however only the joint impact of the ELA features to the end prediction results can be analyzed using the classical feature selection techniques. To go beyond this and provide more in-depth explanation in automated algorithm performance prediction, we analyzed the global and local impact of each ELA feature on the performance prediction. Globally, the impact of each feature in the ML regression model is estimated using all benchmark problems, while locally the impact is analyzed for each benchmark problem separately.

III. EXPLAINABLE PERFORMANCE PREDICTION

The automated algorithm performance prediction is investigated in two learning scenarios: single-target regression (STR) models, which are most commonly investigated in the literature, and multi-target (MTR) regression scenario that is to the best of our knowledge the first study that explores it. STR is a learning scenario where only one variable is predicted using the features portfolio data, while MTR is a learning scenario where at the same time multiple variables (i.e., at least two) are predicted using the same features portfolio data.

Let us assume that each problem instance is described with \( n \) ELA features \((x_1, x_2, \ldots, x_n)\) to which a vector of \( m \) performance targets are associated \((y_1, y_2, \ldots, y_m)\). The targets can be the performance reached by algorithms when they are run on the same problem instance, or different transformations of the performance reached by a single algorithm (e.g., its original precision, logarithmic value of the precision, etc.).

Having a training data set, STR learns \( m \) STR models (i.e., one per each performance target), while MTR learns a model that for a new unseen problem instance can predict all \( m \) targets at once. In a MTR learning scenario, the model learns only a single model by modelling the complex relationships between ELA features and performance targets, while at the same time implicitly exploring the inter-target relationships that exist between the \( m \) performance targets. Since MTR is a well researched task in ML, different methods for learning such models already exist based on decision trees, random forests, neural networks, etc.

To explain the regression models output in both STR and MTR learning scenarios and to understand how they make their predictions (i.e., explainable regression models), feature importance is analyzed considering Shapley values using the SHAP (SHapley Addictive exPlanations) method [27]. SHAP is a method to explain individual predictions [28]. The goal of SHAP is to explain the prediction of a single instance by computing the contribution of each feature to the prediction. The SHAP explanation method computes Shapley values from coalitional game theory. The feature values of a data instance
act as players in a coalition. Shapley values tell us how to fairly distribute the “payout” (i.e., the prediction) among the features. A player can be an individual feature value or a group of feature values. For example to explain an image, pixels can be grouped to super pixels and the prediction distributed among them. One innovation that SHAP brings to the table is that the Shapley value explanation is represented as an additive feature attribution method, a linear model.

The SHAP method provides two levels of explanations:

- Global explanations - the SHAP values for each problem instance are combined to see the impact to the target variable (i.e., the impact across all problem instances involved in the learning process).
- Local explanations - each problem instance gets its own set of SHAP values that increases its transparency (i.e., it allows us to see how the importance of the features changes across different problem instances; each problem instance has its own set of Shapley values).

Next, we are going to briefly describe a use case that will be investigated for algorithm performance prediction. The multiple targets will present the target precision achieved by different algorithms. By using the same ELA features portfolio STR models will be investigated, one per each algorithm. Next, MTR will learn one model for performance prediction of different algorithms by exploring implicit relationships of the performances across the algorithms.

IV. RESULTS AND DISCUSSION

Next, the experimental setup is explained in more detail providing information about the landscape and performance data, followed by the results obtained for both use cases.

A. Experimental setup

1) Landscape data: The COCO benchmark platform [29] is selected to represent the problem space. It consists of 24 single-objective continuous optimization problems. For our experiment, the problem dimension is set to $D = 5$ for each problem, the first 50 instances are included. Such experimental design leads to 1,200 problem instances, 50 per each problem. To calculate the landscape characteristics (i.e., ELA features) of the problem instances, the R package “flacco” has been used [7], from which 99 ELA features have been selected. The calculated ELA features are from the following groups: cm_angle, cm_grad, disp, ela_conv, ela_curv, ela_distr, ela_level, ela_local, ela_meta, ic, and nbc. The selected ELA features are the cheap ones concerning their computation cost and do not have missing values for any problem instances. They have been calculated using the improved latin hypercube sampling (ILHS) method [30] with 50$D$ sample points. This process has been repeated 10 times for each problem instance, so each ELA feature value has been selected as the median value of its 10 repetitions. The median value has been selected since it is more statistically robust than the mean value.

2) Performance data: As performance data three randomly selected configurations from modular CMA-ES have been investigated for showing the proof of concept. More information about the modular CMA-ES configurations can be found in [31]. In Table I the selected modules configurations named CMA-ES$_1$, CMA-ES$_2$, and CMA-ES$_3$ are presented in more detail. Results for other 12 CMA-ES configurations are presented at our GitHub repository.

| modules                | CMA-ES$_1$ | CMA-ES$_2$ | CMA-ES$_3$ |
|------------------------|------------|------------|------------|
| Active update          | FALSE      | FALSE      | TRUE       |
| Elitism                | TRUE       | FALSE      | TRUE       |
| Orthogonal Sampling    | TRUE       | FALSE      | FALSE      |
| Sequential selection   | FALSE      | FALSE      | TRUE       |
| Threshold Convergence   | TRUE       | TRUE       | FALSE      |
| Step Size Adaptation   | tpa        | msr        | csa        |
| Mirrored Sampling      | mirrored   | mirrored   | pairwise    |
| Quasi-Gaussian Sampling| halton     | gaussian   | halton     |
| Recombination Weights  | default    | l/mu       | default    |
| Restart Strategy       | BIPOP      | BIPOP      | BIPOP      |

Each CMA-ES configuration has been run 10 times on each problem instance in fixed budget scenario, where the budget is set to 50,000. In our case, the performance prediction is focused on the best reached target precision, so the median of the best reached precision across all 10 runs has been selected as final result.

3) Regression models and their hyper-parameters: To learn regression models for performance prediction across algorithms, we present results obtained using RF models in STR and MTR learning scenarios. The STR models have been trained with $n_{estimators} = 25$ and $max\_depth = 25$, while the MTR model has been trained with $n_{estimators} = 75$ and $max\_depth = 25$. For both scenarios “mae” has been selected to measure the quality of the split. The number of trees in the forest in the MTR scenario has been set to 75, while in STR is set to 25. The maximum depth of the tree is set to 25 in both scenarios. Since in-depth hyper-parameter analysis has not been performed for this study, the number of trees in the MTR RF scenario is actually the sum of trees that appear in the STR RF models.

4) 50-fold stratified cross validation: To train and evaluate the STR and MTR models, 50-fold cross validation is used based on leave-one instance out. The data set that consists of 1,200 problem instances has been split into 50 folds, where the first fold consists of the first instances from all 24 problems, the second consists of the second instances from all 24 problems, and so on till the 50th fold that consists of the 50th instances from all 24 problems. We repeated the learning process fifty times, where one fold was used for testing, and all the others were used for training the regression model. This evaluation is the most commonly explored scenario in recent studies, since removing all instances from a problem (i.e., leave-one-problem out) does not provide transferable results. This comes from the fact that the COCO benchmark data set was not developed from perspective to cover the diversity required to train ML models.
B. Performance prediction across algorithms

Here, the results for the performance prediction across algorithms are presented. For this purpose, three RF models in STR learning scenario and one RF model in MTR learning scenario have been trained to predict the original target precision of the three CMA-ES configurations described in Table I. The prediction results for other 12 CMA-ES configurations in STR learning scenario are available at our GitHub repository. Looking at the results (see Table II), it follows that the MTR model provides better results for all three targets, however their difference from the STR models are not practically significant (i.e., small differences in some ϵ neighbourhood). For all three configurations, there are benchmark problems for which the STR model provides better results than the MTR model and vice versa. The lowest mean absolute error is obtained for prediction of the target reached by the CMA-ES3 configuration.

### Table II: Mean absolute error for the three CMA-ES configurations across the 50 folds for each COCO benchmark problem obtained by the RF models in STR and MTR scenario.

| Configuration | STR | MTR |
|---------------|-----|-----|
| 1 | 0.6502109504 | 1.447377783 |
| 2 | 0.7069954314 | 0.565220947 |
| 3 | 0.7950946053 | 0.4771408224 |

The obtained by the RF models in STR and MTR scenario. The rations across the 50 folds for each COCO benchmark problem obtained for prediction of the target reached by the CMA-ES model and vice versa. The lowest mean absolute error is all three configurations, there are benchmark problems for ϵ (i.e., small differences in some ϵ neighbourhood). For all three configurations, there are benchmark problems for which the STR model provides better results than the MTR model and vice versa. The lowest mean absolute error is obtained for prediction of the target reached by the CMA-ES3 configuration.

For example, if we have a high value of the “ela_curv_grad_norm.min”, it contributes by adding a large value to the original target precision reached by the CMA-ES1. This means that high value of this ELA feature is an indication of difficulty in solving the benchmark problem because it takes us away from the optimum reached with adding a large value on the target precision (i.e., error). In addition, looking at the “ela_meta_lin.simple.coef.min”, lower values do not take us away from the target precision reached by the CMA-ES1, while higher values of this ELA feature can increase the reached target precision, showing that the benchmark problem is difficult to be solved there. In the future, such kind of analysis can allow us to estimate and rank the problem difficulty concerning the values of the ELA features and their Shapley values. Looking at the most important features it seems that they are all coming from the classical ELA features group.

Figure 1 presents the explanations obtained from the training data from the first fold for each CMA-ES. To see if these results are consistent across different folds (i.e., if the features importance is consistent across different folds within the folds), we have represented each CMA-ES configuration as a vector of 99 Shapley values. For this purpose, we averaged the Shapley value for each ELA feature across all problem instances that belong to each training data fold. The vector with the averaged Shapley values is the CMA-ES configuration representation.

Figure 2 presents t-SNE visualization of each CMA-ES configuration (i.e., three presented in the paper and 12 available at the GitHub repository) in two-dimensional space using their Shapley representation. We have used the default parameters from the t-SNE visualization available from the python package scikit-learn. Looking at the figure, we can assume that the CMA-ES configurations representations are consistent across different folds since their Shapley representations place them close together. This means that to predict the performance of an CMA-ES configuration, the importance of the ELA features utilized by the RF model is the same across the folds. The difference between the CMA-ES configurations points that for different configurations different ELA features are utilized (i.e., their importance change), which points to the fact that they have different exploration and exploitation capabilities. Such kind of representation can help further to analyze algorithms’ behaviour and find more similar algorithms, also points to the gaps in the landscape that should be further researched.

Figure 3 presents the SHAP value impact on the STR RF models for prediction of the target precision for the selected CMA-ES configurations. The plots presented in this figure present the positive and negative relationships with the original target precision. The dots presented in this figure present the positive and negative relationships with the original target precision. The plots presented in this figure present the positive and negative relationships with the original target precision. The dots presented in this figure present the positive and negative relationships with the original target precision.
Fig. 1: SHAP value impact of the STR RF models for predicting the target precision for three CMA-ES configurations.

Fig. 2: t-SNE visualization of the CMA-ES configurations’ representation per each fold. The configurations are represented as vectors of 99 Shapley values (i.e., the importance of each ELA feature to the performance of each configuration, one per each ELA feature).

first averaged across all problem instances within each training fold, and further across different folds. The most commonly-used features are from the classical ela group. We should also point to the fact that for predicting the target precision for the CMA-ES2 in STR scenario, the features from disp group seem to be also important. Such kind of representation of the modular CMA-ES configurations can provide us with information for which kind of problems they are suitable.

2) Local explanations: Figure 5 presents the SHAP value impact of the three STR RF models (one per each CMA-ES configuration) to explain the predicted target precision reached on the first instance of the fourth benchmark problem, while Figure 6 presents the same results obtained by the MTR RF model. The local explanations provide us the important ELA features that are used for each problem instance separately, which are different from the important global ELA features that are provided using the results across all problem instances. From them, we can see that the second and the third CMA-ES configuration share similar important ELA features that increase the target precision on that problem instance, which are different from the ELA features that increase the precision for the first CMA-ES configuration. This indicates that the second and the third configuration probably have similar behaviour on that problem instance. Due to the page limit, we are not able to provide this analysis for each benchmark problem instances, however the results are available at our GitHub repository.

V. CONCLUSIONS

Automated algorithm performance prediction plays a crucial part in the automated algorithm selection and configuration tasks. The most common practice from recent studies is to train a supervised ML model using a set of ELA features. However,
such models are still black-box with a limited explanations of how each ELA feature of the problem instance influences the end performance result achieved by an optimization algorithm. For this purpose, in this study, we investigated explainable ELA-based regression to predict the algorithm performance. The regression models have been explored in single-target (STR) and multi-target (MTR) scenario for predicting the performance across different algorithms (i.e., target precision reached by different algorithms). The added value is that for each model the explanations are provided on a global (i.e., across all benchmark problem instances) and local level (i.e., for a single problem instance).

Evaluating the approach on the 50 instances from the 24 COCO benchmark problems in combination with three modular CMA-ES configurations by using random forest regression model, it follows that the most important ELA features are coming from the classical ela group. The analysis allows us to estimate the contribution of each ELA feature to the performance prediction using a Shapley value. The experimental results showed that different sets of features are important for different problem instances, which points to the fact that further personalization of the landscape space is required when training an automated algorithm performance prediction model.

Next, we are planning to extend this approach on a more diverse algorithm portfolio, which will allow us to represent each optimization algorithm behaviour using the importance of the ELA features that are utilized to predict its performance. This kind of representation can lead to improved algorithm selection and configuration. We are also planning to extend the analysis to different problem dimensions, to analyze patterns that show how features importance behave when the problem
dimension increases. In addition, to see the impact of the ML algorithm used for prediction, the explanations will be investigated with some other ML algorithms (e.g., DNN) instead of random forest. Further, we are planning to transfer the importance of the ELA features by selecting different subsets of ELA features per different problem groups. These subsets will be further used to train personalized regression models. The models will use different ELA feature portfolios to predict the optimization algorithm performance for specific problem groups.
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