Bearing failure prediction using Wigner-Ville distribution, modified Poincare mapping and fast Fourier transform
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Abstract. This study outlines the experimental investigation methods of condition monitoring to predict bearing failures using the experimental vibration signatures. The purpose of condition monitoring is to maximize the machine availability and utility of the machine components. Bearings being one of the most common component in any rotating machinery, it is vital to study the health of the bearing and can predict bearing failure, its location and severity. This prevents machine downtime, monetary loss and unfortunate accidents. A test rig was fabricated to get the vibration signatures of bearings. Prediction of bearing failure relies on the presence of the bearing characteristic frequencies – inner race frequency, outer race frequency, ball pass frequency and fundamental train frequency – and its harmonics in the vibration signal acquired. These frequencies are present in the vibration signature due to the interaction of surfaces of different bearing components that have defects in them. Both time and frequency domain numerical signature analysis were performed on the vibration signatures acquired. Simple frequency domain method like Fast Fourier Transform (FFT), chaotic vibration method like modified Poincare mapping and time-frequency domain Wigner-Ville distribution (WVD) were used in detecting bearing failure. Using the FFT analysis method, it is hard to predict the failures, hence better signal processing methods like modified Poincare mapping and WVD are used. Also, it is observed that the chaotic vibration signatures found in the lower-order mechanical systems like bearings. With the chaotic analysis methods like, Poincare Mapping and Wigner-Ville Distribution, the location and the severity of the bearing failure can be predicted.
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1. Introduction

The philosophy of machine condition monitoring is to monitor the state of the machine and to detect any deterioration in condition, to determine the cause of the failure and to predict the expected time of failure. So, Machine condition monitoring deals with the maintenance aspects of the machines based on the present and past condition of the machine. For the assessment of the condition of the machine, sensors are installed on and / or around the machine to get the data like vibration amplitude, acoustic emission etc. This data is analysed based on experience and standards of fault diagnosis and decisions are taken regarding maintenance or corrective actions. The result is to maximize machine availability and utility of the machine elements like bearings, gears, etc. to the fullest.

Lubricant analysis [3], acoustic emission, vibration analysis and diagnostics [2], infrared thermography [4], ultrasound testing (Material Thickness/Flaw Testing) and motor condition monitoring and motor current signature analysis (MCSA) are few condition monitoring techniques applied in the industrial and transportation sectors. Most condition monitoring technologies are being slowly standardized by ASTM and ISO [5].

The most commonly used method for rotating machines is vibration analysis. In rotating machinery, detection of fatigue failure is an important problem. The result of not detecting a
failure in time would be severe damage to machinery, catastrophic injuries, and substantial financial loss.

Even small defects like surface roughness and scratch can be detected using vibration signatures. The vibration signals are complicated by the interaction of the various component parts, but this can be often used to advantage, to detect a deterioration or damage to the rolling surfaces. This interaction of the imperfections on the surface of raceways and rolling elements produce four discrete characteristic frequencies and their sidebands – Ball Pass Frequency for Inner Race (BPFI), Ball Pass Frequency for Outer Race (BPFO), Fundamental Train Frequency (FTF) and Ball Pass Frequency (BPF). Analysis of vibration signals is usually complex and the characteristic frequencies generated will add and/or subtract and are almost always present in the vibration spectra. This is particularly true where multiple defects are present.

However, bearing frequencies can be difficult to detect in the early stage of a defect because of the dynamic range of the equipment, background noise level and other sources of vibration. Over the years several diagnostic algorithms have been developed to detect bearing faults by measuring the vibration signatures on the bearing housing.

Numerical vibration signature analysis methods like Fast Fourier Transform (FFT) works in frequency domain, modified Poincare mapping works in time domain and Wigner-Ville Distribution (WVD) works in both time and frequency domain. The joint time-frequency distribution provides an interactive relationship between time and frequency during the time interval of data window, and detect the damage of elements. These methods include Short Time Fourier Transform (STFT), Wigner-Ville Distribution (WVD), Wavelet Transform (WT), Choi-Williams Distribution and Hyper Coherence Function, etc. In this paper, we are using the Wigner-Ville Distribution method to provide good resolution along both time and frequency scales for the vibration signals in comparison with other joint time-frequency transforms. To examine the vibration signal, joint time-frequency analysis method was chosen to provide an instantaneous frequency spectrum of the system at every instant of the revolution of the shaft, while a Fourier Transform can only provide the average vibration spectrum of the signal obtained during one complete revolution. In other words, the time-changing spectral density from the joint time-frequency spectra will provide information concerning the frequency distribution concentrated at that instant around the excited instantaneous frequency which cannot be obtained in a regular vibration frequency spectrum. The WVD is a real-valued function of time and frequency, i.e. the WVD can be viewed as an image or a matrix. [6] The WVD of the signal has a significant change in the energy distribution at the location where the vibration signal amplitude decreases. This decrease results in the decrease of the signal energy, which was displayed by the lighter shades of the WVD image.

The application of chaotic method in identifying and quantifying ball bearing damage had not been fully investigated. The use of chaotic vibration analysis had been first performed by Ehrich [1, 7]. Several authors introduced chaotic method to process signals [8-12]. In the modified Poincare map [13] using the shaft speed, each position of shaft motion from 0° to 360° is generated. A series of Poincare maps is obtained for every shaft position and then used to construct the modified Poincare Map for shaft rotational speed. The modified Poincare map for the relative carrier speed is generated in a similar way with the vibration data obtained from a complete revolution based on the relative carrier speed. Normalizing vibration amplitudes in both x and y directions, a modified Poincare map of the vibration signals can be constructed. The vibrations resulted from the bearing race damage can generally be expressed in some repeatable fashions using the repeatable time that the rolling element passes over the damaged area. However, due to the chaotic motion i.e. changing rotational direction of the ball elements, the vibrations resulted from the ball element surface damage is general chaotic and non-repeatable. In this paper, we are proposing to use all these three methods for fault detection from the analysis of the vibration signature obtained from an experimental setup.
2. Vibration signature analysis

Vibration signature analysis methods for condition monitoring have become the advanced fault identification procedures. They are used in rotating mechanical systems to fulfil the increasing requirements for safe operation and long life in mechanical systems.

To construct a methodology to predict the bearing failure, a thorough understanding of the vibration signal of the bearing setup is necessary. Vibration signal analysis methods like FFT, WVD and Poincare mapping are performed on the acquired vibration signature. These methods can be classified into frequency domain analysis, joint time-frequency domain analysis and chaotic methods respectively. Comparison of the vibration signatures obtained with a signature data bank of the healthy machine allow the detection of defect in the bearing. This process does not require the rotating machinery to be shut down, and is now being used as an on-line diagnostic and trend monitoring tool [5].

2.1. Fast Fourier Transform (FFT)

An appropriate signal processing method can easily detect changes in the vibration signal caused by the fault in the bearing components. Traditional analysis has relied on spectrum analysis like Fast Fourier Transform (FFT). FFT transforms a vibration signal \( x(t) \) from time based domain to frequency domain. Henceforth, giving us the frequency spectrum that includes all the signal’s fundamental frequency and its harmonics:

\[
F(\omega) = \int_{-\infty}^{\infty} x(t)e^{-j\omega t}dt,
\]

where \( x(t) \) is time domain response of any system, \( F(\omega) \) is Fourier Transform of \( x(t) \).

In this algorithm, the assumption is, within a single time interval, the frequency change is small, such that there is no violation of the necessity of a stationary signal for frequency transformation. If the frequency change is significant within this time interval, then the FFT will yield an error in the actual value of the signal.

FFT is easy to implement and the most common vibration signal processing tool. However, this method does not give us information about the time dependence of the vibration signal being analysed, as the FFT results are averaged over the signal’s time duration. This becomes a problem when analysing non-stationary signals. It is often beneficial to acquire a correlation between the time and frequency contents of the signal in such cases. FFT analysis is thus not suitable for the detection of the bearing characteristics, which are an important part of the vibration signature. Hence, more powerful signal processing methods are needed to unambiguously detect all faults [15].

2.2. Wigner-Ville distribution (WVD)

The limitation of the FFT mentioned in Section 2.1 has led to the introduction of joint time-frequency signal processing methods, such as the Wigner-Ville Distribution (WVD), Short-Time Fourier Transform (STFT) [16] and others. These methods map a signal into a two-dimensional (2D) function of time and frequency.

WVD is a good analysis method because of its good time and frequency resolution. WVD allows an accurate description of spectral events associated with fast changes in the bearing vibration signature. However, the WVD present difficulties due to the presence of interference terms when dealing with multi-component signals [17, 18]. Taking into consideration the characteristics of bearing signature in the selection of the analysis and time smoothing windows, smoothing the WVD, alleviates this problem and allows the extraction of important cues on the time-frequency plane [19]. The WVD in discrete form can be defined as:
where $W_x(t, \omega)$ is the Wigner-Ville distribution in both the time domain $t$ and frequency domain $f$, $x(t)$ is the time signal, $T$ is the sampling period, and $L$ is the length of time data used in the transform. The quadratic operation on the signal causes the WVD to be a bilinear transformation. For a composite signal $x = x_1 + x_2$:

$$W_x(t, \omega) = W_{x_1}(t, \omega) + W_{x_2}(t, \omega) + 2\text{Re}[W_{x_1x_2}(t, \omega)].$$  (3)

The third term in the above equation is known as a cross-term. It is due to the interference between the two components. A cross-term appears midway between the two components and oscillates in time, at a rate equal to the frequency separation between them. Its amplitude is proportional to the product of the two components’ amplitudes. To avoid this aliasing problem arising in the computation of the WVD, the original real signal is transformed into a complex analytic signal. It also reduces the bandwidth to one half, thus avoiding double Nyquist rate sampling which is required for a real signal. The analytic signal is obtained by adding the signal’s Hilbert transform $h[x(t)]$, as it’s imaginary part or by using its definition in the frequency domain. The WVDs of the analytic and real signal are related by:

$$W_{xa}(t, \omega) = \frac{4}{\pi} \int_{-\infty}^{\infty} W_x(t - \tau, \omega) \frac{\sin(2\omega \tau)}{\tau} d\tau \omega > 0,$$  (4)

where, $xa(t) = x(t) + jH[x(t)]$.

The window length limits the accuracy of extracting frequency information relative to the duration of the signal. The area (time bandwidth product) of the window function in the time-frequency plane remains fixed once the window function is defined, which means that the time and frequency resolutions cannot be increased simultaneously.

This method can be used to examine a time domain signal and provide an instantaneous frequency spectrum at each instant whereas a frequency domain analysis like Fourier transform gives us a frequency spectrum averaged over the entire signal period. The WVD can be viewed as a 3-dimensional plot of real-valued WVD function, time and frequency or as a contour plot. The 3D and contour WVD plot of a simple continuous sinusoidal signal is shown in Fig. 1. The plot shows that the energy is evenly distributed over the entire duration of the signal.

---

**Fig. 1.** a) Sinusoidal signal; b) sinusoidal signal with -3 D white noise, c) 3D WVD plot, d) contour plot of WVD
Similarly, Fig. 2 shows the WVD plots for a discontinuous sinusoidal signal of the same frequency. The plot shows how the energy in the signal is discontinuous and unevenly distributed at that frequency.

Due to the windowing, there are non-zero values around the signal frequency component in both plots. The WVD plot is an excellent tool to detect the change in signal energy and henceforth, the fault that is causing it.

![Fig. 2. a) Discontinuous sinusoidal signal, b) discontinuous sinusoidal signal with –3 Db white noise, c) 3D WVD plot, d) contour plot of WVD](image)

2.3. Modified Poincare mapping

The theory of chaos and nonlinear dynamics have spread across almost every field of contemporary science over the period of last ten decades. Chaotic method has provided new conceptual and theoretical methods to capture and understand the complex behaviours of nonlinear dynamic systems [20]. It is completely different from other methods used to analyse vibration signal.

In fluid mechanics chaos phenomena had been known, but only now chaotic vibrations have been observed in low-order mechanical systems. This has prompted the development of new ways of looking at dynamical solutions, such as Lyapunov exponents, fractal dimensions and Poincare Maps [20, 21]. Ehrich [1, 7], Myers et al., Abarbanel et al., Oppenheim et al., and Singer et al. were the first few to use chaotic vibration analysis to process signals [22-26].

By the principles of the Poincare Mapping, a time sequenced data of \( \{x(t_1), x(t_2), ..., x(t_k), ..., x(t_N)\} \) was recorded and by representing \( x(t_k) \) by \( x_k \), data point \( x_{n+1} \) can be determined by the values of \( x_k \) such that:

\[
x_{k+1} = f(x_k).
\]

If a moving particle is displayed in the phase plane as, \( (x(t_k), \dot{x}(t_k)) \), one can represent the motion discretely in a plot using \( x_k = x(t_k) \) and \( y_k = \dot{x}(t_k) \). This sequence of points forms a two-dimensional map of:

\[
x_{k+1} = f(x_k, y_k), \quad y_{k+1} = g(x_k, y_k).
\]

When the sampling times \( t_k \) are chosen according to a specific position, this map is called a Poincare Map.

The primary importance of this study is to find a method to detect the location and severity of
the bearing component failure in the rotor system. Hence, we are interested in every position of bearing and rotor running from 0° to 360°. This map is called the Poincare Map for a specific angle ($\theta$) position when the sampling rate is equal to the rotor speed. For a series of vibration data collected over $N$ cycles of revolutions, $N$ points of data in the Poincare Map are obtained.

The distance of each point ($x_k, y_k$) to the origin, $d_k^\theta$ in a Poincare map can be calculated as shown in Eq. (7) and averaged as shown in Eq. (8):

$$d_k^\theta = \sqrt{x_k^2 + y_k^2},$$  

$$d_{avg}^\theta = \frac{1}{N} \sum_{i=1}^{N} d_i^\theta. \quad (8)$$

The averaged points connected from 0° to 360° in polar coordinates gives us the average modified Poincare map [27-29] associated with the rotor speed. If the sampling rate is taken equal to the cage/ball carrier speed, then the modified Poincare map associated with the cage speed is obtained.

When the sampling rate is different and less than the rotor speed, multiple data points for each cycle of revolution are obtained. Let the rotor frequency to be $f_r$, sampling frequency to be $f_s$, the angle to be, $\phi$, that the bearing rotates in the time between two data acquisition and is given by Eq. (9):

$$\phi = 2\pi \frac{f_r}{f_s}. \quad (9)$$

Plotting the vibration signal, $d_{avg}^{k\phi}$ with the angle, $k\phi$ in polar coordinates gives the modified Poincare mapping.

3. Experimental setup

The test rig seen below in the Fig. 3 was fabricated to obtain the vibration signature of the bearing. The bearing used in the setup is SKF 6205-2Z. The speed of the motor is 1490 rpm (24.83 Hz). The motor is coupled to the shaft using a spider coupling. It is seen to it that there is no misalignment and unbalance in the rotor. To obtain the vibration signature of the bearings, accelerometers are placed on the bearing housing. An accelerometer of sensitivity, 101.3 mV/g, shown in Fig. 4, was placed on top of the test bearing housing to get the vertical vibration signature and an accelerometer of sensitivity 102.2 mV/g, shown in Fig. 5, was placed on the side of the same housing to get the horizontal vibration signature. These signals are collected through the controller Spider 81 and pre-processing and post processing is done on the signal using the Engineering Data Management (EDM) software interface. Six different bearings were studied using this experimental setup. The value for the bearing characteristic frequencies were calculated as, $BPFI = 134.35$ Hz, $BPFO = 89.15$ Hz, $FTF = 9.93$ Hz, $BPF = 58.61$ Hz, using the values, $N = 9, F = 24.83$ Hz, $B = 0.312$ mm, $P = 1.535$ mm and $\theta = 0°$.

![Fig. 3. Bearing test rig](image-url)
4. Identification of damaged bearings

The failures in a damaged bearing can be easily predicted by studying the trends in the vibration signature analysis methods mentioned in Section 2.

4.1. Failure prediction from FFT graphs

The FFT graphs can be only used to detect major defects in the bearing. The remaining faults are not detected by the FFT method. Hence, more powerful signal processing methods are therefore needed to unambiguously detect all faults.

Fig. 6 show the FFT on the vibration signal acquired from good and two bad bearings [30-32]. From these figures it can be inferred that for a good bearing the amplitudes of the peaks in the FFT graph are small, as seen in Fig. 6(a), and for a bad bearing frequency corresponding to the failure and its harmonics are excited – the peaks seen in Fig. 6(b) are BPFO and its integral multiples and the peaks in Fig. 6(c) are BPF and its integral multiples [33]. The amplitude of vibration is measured and compared with vibration severity chart. If the amplitude reaches rough zone, preventive maintenance should be done. The artificial neural network and evolutionary algorithm are used to flag the user that the bearing needs to be changed [34, 35].

4.2. Failure prediction from WVD plots

A signal acquired from a good bearing would consists mainly of vibration signature of the
shaft rotation and the motor frequency. As the change in signal energy would be zero or negligible over the entire frequency spectrum, the WVD contour plot for such a signal would have vertical lines. Hence, it can be inferred that a bearing is in good condition if the WVD contour plot has vertical lines (lines parallel to time axis) as seen in Fig. 7(b).

Whereas, a signal acquired from a bad bearing would consists mainly of vibration signature of the bearing defect. As there would be continuous change in signal energy with a frequency corresponding to the failure, the WVD contour plot for such a signal would have horizontal lines (lines parallel to frequency axis), showing the discontinuity in the energy over the entire frequency spectrum. Fig. 8 shows the WVD plots for a bearing with a race failure and Fig. 9 shows the plots for a bearing with ball failure.

![Fig. 7. a) 3D plot and b) contour plot, of the WVD for a good bearing](image1)

![Fig. 8. a) 3D plot and b) contour plot, of the WVD for a bearing with race failure](image2)

![Fig. 9. a) 3D plot and b) contour plot, of the WVD for a bearing with ball failure](image3)

### 4.3. Failure prediction from modified Poincare mapping

The modified Poincare Mapping is plotted as mentioned in Section 2.3, taking the vibration signature (displacement) as \( x(t_k) \). Poincare mapping of vibration signature for a good bearing without defects, the plot will be concentric with the amplitude very less in comparison and few data points as outliers, as seen in Fig. 10(a). The bearing with a defect in the race, has the plot with skewed data points protruding in the direction the defect as seen in Fig. 10(b). The position of the protrusion gives us the location of the failure and the extent of protrusion gives us the severity of the failure. The modified Poincare map for bearing with defect in the ball is shown in Fig. 10(c). The amplitude is more in comparison to the plot of a good bearing and there are a lot of outliers at fixed angular intervals.
The data is acquired for three types of bearing (i) good bearing (ii) bearing with defect in race (iii) bearing ball failure. This data is acquired over a period, by running the setup shown in Fig. 3 and then these three methods are used for analysis to understand the type of failure.

The methods discussed in this section gives the notion of failed bearing based on the change in signature of FFT with respect to its amplitude and presence of side bands near different bearing failures. ANN and evolutionary algorithms are used to predict failure based of the amplitude reaching the severe zone of vibration severity chart. The presence of horizontal lines showing the discontinuity in the energy over the entire frequency spectrum in case of WVD vis-à-vis the discrete vertical lines in the contour plot of good bearing, gives a qualitative measure of bearing failure. In case of Poincare map, a polar plot of amplitude, the change in nature of plot, over a period, is taken and the observation of changes are corroborated with the maps of good bearing. The skewed nature of the graph in Fig. 10(b) with increased amplitude, gives a clear picture of bearing race failure in a direction. In case of Fig. 10(c), the amplitude increases in all directions and presence of outliers gives an indication of ball failure [6, 36].

5. Conclusions

Prediction of the condition of the bearing and the severity of the bearing failure using the vibration signature analysis methods like WVD and modified Poincare mapping is simple and efficient. In this paper, the prediction of bearing race failure and ball failure is studied experimentally and following broad conclusions are drawn.

1) FFT method of vibration signature analysis does not give us information about the time dependence of the vibration signal being analyzed. So, we need to take the signal periodically, analyses the signature and compare with standard signatures of failure as well as vibration severity chart.

2) WVD method of analysis also needs the periodic signature analysis and plot the WVD & contour plots. But the moment we see the horizontal lines in contour plot, we can see an eminent failure of the bearing and start comparing the signal amplitude with vibration severity chart. No expertise is needed to compare the FFT of signal with standards.

3) Poincare map method of analysis also needs the periodic signature analysis and plot the map. The advantage of this method is that we can easily find out the location of failure on the races of the bearing.

4) All these three methods have their uniqueness in some sense, but more exhaustive study is needed to conclude on superiority of any method.

5) It is proved that artificial neural network help in predicting exact time of failure. Combining these methods with artificial neural network will help in predicting exact time of failure.
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