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Abstract. The Three-Gap Theorem states that for any $\alpha \in \mathbb{R}$ and $N \in \mathbb{N}$, the fractional parts of $\{0, 1\alpha, \ldots, (N-1)\alpha\}$ partition the unit circle into gaps of at most three distinct lengths. It is also of interest to find patterns in how the order of different gap sizes appear as one goes counterclockwise around the circle. This note is devoted to proving a result about symmetries in this ordering.

1. INTRODUCTION. Choose an irrational angle $\alpha$ measured in “turns,” where one turn corresponds to $2\pi$ radians, and plot the points on the circle at angles

$$0, \quad \alpha, \quad 2\alpha, \quad 3\alpha, \ldots, (N-1)\alpha.$$  

For $\alpha = \sqrt{2}$ and $N = 27$, one obtains Figure 1.
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Figure 1. Illustration of the 3-gap theorem for $\alpha = \sqrt{2}$ and $N = 27$. The short gaps are labeled with $a$, the medium gaps with $b$, and the longest gaps with $c$. One example of the reflectional symmetry that is proved in the Symmetry Theorem is indicated with the center of symmetry being the red $c$ between $10\alpha$ and $15\alpha$, and the symmetric letters shown in blue. The length of the symmetry is indicated by the next closest $c$ gap, which is also shown in red (between $11\alpha$ and $16\alpha$).

A surprising observation is that for any choice of $N$ and $\alpha$, the distances (gaps) between consecutive points on the circle attain only three values. This is the content of the famous Three-Gap Theorem, proved by Sós, Surányi, and Świerczkowski in the 1950s, and it can be seen in the special case of Figure 1. It is also of interest to find patterns in how the order of different gap sizes appear on the circle, and we invite the
reader to find their own in Figure 1. This note is devoted to describing one such pattern:
a curious symmetry in how the sizes of the gaps are distributed on the circle, illustrated
in Figures 1 and 3. For a precise statement, see the Symmetry Theorem below.

**Setup.** In order to work more carefully, it is convenient to represent the circle as the
interval \([0, 1]\) with the endpoints identified. We will now rephrase the setup in this
context, and state the Three-Gap Theorem more precisely.

Let \(\alpha \in \mathbb{R} \setminus \mathbb{Q}\) and \(N \in \mathbb{N}\), and for any real number \(x\), denote the fractional part
as \(\{x\}\). We order the numbers \(\{m\alpha\}\), where \(0 \leq m < N\), into the sequence

\[0 = y_0(N) < y_1(N) < \cdots < y_{N-1}(N) < 1.\]

We then consider the differences between consecutive numbers in the sequence, called
gaps (or spacings),

\[\delta_j(N) = y_{j+1}(N) - y_j(N),\]

for \(j = 0, \ldots, N-2\) and \(\delta_{N-1}(N) = 1 - y_{N-1}(N)\). Now, let \(D(N)\) be the number of
distinct gaps and let \(\Delta_j(N)\) be the ordered sequence of distinct gaps from the \(\delta_j(N)\),
so that

\[0 < \Delta_1(N) < \cdots < \Delta_{D(N)}(N) < 1.\]

**Figure 2.** Illustration of the definitions of \(y_j(N), \delta_j(N),\) and \(\Delta_k(N)\) in the case of \(\alpha = \sqrt{2}\) and \(N = 27\) (these
are the same values as in Figure 1). Only the left part of the interval is shown, and the dependence on \(N\)
is dropped from the notation.

**Three-Gap Theorem** (Sós, Surányi, and Świerczkowski). For all choices of \(\alpha\) and \(N\),
we have \(D(N) \leq 3\).

See \([12–14]\) for the original references and their proofs. Many other proofs and
interpretations of the Three-Gap Theorem have been given since; see, e.g., \([9–11]\). Also, many higher dimensional versions of the three-gap theorem have recently been
studied \([3, 4, 6, 7]\).

The Three-Gap Theorem is intimately related to the topic of circle rotations from
dynamical systems. Let us highlight two of the most classical theorems in the subject:
Kronecker’s Theorem \([8]\) and Weyl’s Theorem \([15]\). For a pleasant discussion of these
important theorems, we encourage the reader to see Section 6.3 of \([5]\). The Three-Gap
Theorem is also connected to the quantum harmonic oscillator \([1, 2]\).

**Words in the Gap Lengths.** As one goes counterclockwise around the circle, we
will describe the order with which the gap sizes occur with a word \(W\) in the letters
\(a, b,\) and \(c\), or just in the letters \(a\) and \(b\) if \(D(N) = 2\). More specifically, we define
the \(j\)th letter \(W_j\), of the word \(W\), to be \(a, b\) or \(c\) corresponding to the gap \(\delta_j(N)\), with \(a\)
corresponding to the smallest gap, \( \hat{b} \) the medium-sized gap, and \( c \) the largest gap. We interpret the word cyclically so that \( W_j = W_j \mod N \). When it is necessary to indicate the dependence on \( N \), we will denote the word \( W \) as \( W(N) \).

**Symmetry Theorem.** Fix any \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) and \( N \in \mathbb{N} \), and let \( W \) be the word generated by the corresponding gaps on the circle. Then for any \( c \) in \( W \), the \( k \)th letter to the right of it is always the same as the \( k \)th letter to the left of it, so long as the index \( k \) is smaller than the index of the first \( c \) occurrence on either side.

More precisely, if \( W_j = c \), then \( W_{j-k} = W_{j+k} \) for \( k = 0, \ldots, \ell \) where \( \ell + 1 \) is the smallest index such that \( W_{j-(\ell+1)} = c \) or \( W_{j+(\ell+1)} = c \).

![Figure 3](image-url) Illustration of the Symmetry Theorem in the case of \( \alpha = \sqrt{2} \) and \( N = 27 \) (the same values as in Figures 1 and 2). The word in \( \alpha, \hat{b}, \) and \( c \) is symmetric about either \( \alpha \). In the case of the leftmost one, the part of the word that is symmetric is shown in blue.

The symmetry becomes more impressive for larger values of \( N \). For example, the following is the word generated when \( \alpha = \sqrt{2} \) and \( N = 67 \), and the “limiting” \( c \) happens to occur on both sides:

\[
aababaababacababaababababaababaababaababaababaababaababaababaababaababaababaababa
\]

2. **PROOF OF THE SYMMETRY THEOREM.** Our proof closely follows the ideas and notation of van Ravenstein [11]. Let \( (u_0, \ldots, u_{N-1}) \) be the permutation of \((0, 1, 2, \ldots, N - 1)\) such that \( \{u_j \alpha\} = y_j(N) \). Note that we are deviating from the conventions of [11] where Ravenstein uses \((u_1, \ldots, u_N)\) instead. We interpret the \( u_j \) cyclically so that \( u_j = u_j \mod N \).

We remark that at certain choices of \( N \) there will be only two sizes of gap corresponding to the symbols \( \alpha \) and \( \hat{b} \). When one more point is added, it will result in a gap of a new (smaller) size, say \( \hat{d} \), and the labeling will have to be updated. For instance, \( \hat{d} \) becomes \( \alpha \), \( \alpha \) becomes \( \hat{b} \), and \( \hat{b} \) becomes \( c \). Therefore, we will call such “times” \( N \) where there are only two sizes of gap, the relabeling times. We denote the ordered sequence of relabeling times as \((R_k)_{k \geq 1}\).

We will rely on three basic facts from van Ravenstein [11]:

**Fact 1:** \( N \) is a relabeling time if and only if \( N = u_1 + u_{N-1} \). Indeed, in this case, adding the point \( \{N \alpha\} \) results in a point closer to 0 than either \( \{u_1 \alpha\} \) or \( \{u_{N-1} \alpha\} \), and thus a gap of a new size appears. Note that \( u_1 \) and \( u_{N-1} \) depend upon \( N \), and this is a somewhat subtle condition which can be expressed nicely in terms of the continued fraction of \( \alpha \), but it is not needed in our paper.

**Fact 2:** At a relabeling time \( N \), we have:

\[
u_j = j \cdot u_1 \mod N \quad j = 0, 1, \ldots, N - 1. \tag{1}\]

**Fact 3:** If \( N \) is not a relabeling time, then adding the point \( \{N \alpha\} \) results in splitting a gap labeled by \( c \) into a gap labeled by \( \alpha \) and a gap labeled by \( \hat{b} \) in either possible order. This is illustrated in Figure 4.

Facts 1 and 2 are found in [11][Lemma 2.1] and Fact 3 is found in [11][Theorem 2.2].

**Proposition 1.** Let \( W \) be the word of \( \alpha \)'s and \( \hat{b} \)'s at a relabeling time. Then the word satisfies the following symmetry. Let \( J \) be such that \( u_j = N - 1 \). Then we have \( W_{j-1}W_j = “ab” \) or \( “ba” \) and \( W_{j-1-k} = W_{j+k} \) for \( k = 1, \ldots, N - 2 \).
Figure 4. Illustration of Fact 3. Top: Removal of the point \(\{26\alpha\}\) from the circle shown in Figure 1 leads to a new \(c\) between \(\{9\alpha\}\) and \(\{14\alpha\}\). The addition of this new \(c\) did not shorten the length (relative to the length in Figure 1) of the symmetry in blue. Bottom: Removal of the point \(\{25\alpha\}\) from the circle shown in Top leads to a new \(c\) between \(\{13\alpha\}\) and \(\{8\alpha\}\). Here however, the addition of this new \(c\) did shorten the length of the symmetry in blue. On the other hand, the addition of both \(c\)'s leads to further symmetries that weren’t required previously, though these are not indicated by color in the figure.

**Proof.** Note that \(u_J \equiv (u_{J-1} + u_1) \mod N\) because of (Fact 2, equation (1)), and the choice of \(J\) gives \(u_J = u_{J-1} + u_1\), and similarly \(u_{J+1} = u_J + (u_1 - N)\). This implies \(W_{J-1} \neq W_J\).

We will now inductively prove for \(k = 1, \ldots, N-2\) that \(u_{J-k} + u_{J+k} = N - 2\). For \(k = 1\), this statement immediately follows from the formula in the previous paragraph. Now, assume the equality holds for some \(1 \leq k < N - 2\). Then, \(u_{J-k} - u_1 \geq 0\) if and only if \(u_{J+k} + u_1 \leq N - 2\). Therefore, \(u_{J-(k+1)} = u_{J-k} - u_1\) if and only if \(u_{J+(k+1)} = u_{J+k} + u_1\). (Note that it is impossible to have either \(u_{J-(k+1)} = N - 1\) or \(u_{J+(k+1)} = N - 1\) since \(k < N - 1\).) If both sides of the if-and-only-if are false, we have \(u_{J-(k+1)} = u_{J-k} - (u_1 - N)\) and \(u_{J+(k+1)} = u_{J+k} + (u_1 - N)\). In either case, the
sum is still preserved. Now, we remark that at each step of the induction,

\[ u_{J-k} - u_{J-(k+1)} = u_{J+(k+1)} - u_{J+k}, \]

thus the gap sizes are the same and hence \( W_{J-1-k} = W_{J+k} \).

Now we describe the symmetry about other gaps in the word at relabeling times.

**Proposition 2.** Let \( W \) be the word of \( a \)'s and \( b \)'s at some relabeling time \( N = R_q \). Then the word satisfies the following symmetry. Let \( J \) be such that \( u_J = N - p \) for some \( 1 \leq p \leq R_q - R_{q-1} \). Then we have \( W_{J-1}W_J = \text{“}ab\text{”} \) or \( \text{“}ba\text{”} \) and \( W_{J-1-k} = W_{J+k} \) for \( k = 1, \ldots, \ell \), where \( \ell + 1 \) is the smallest index such that \( \max\{u_{J-(\ell+1)}, u_{J+(\ell+1)}\} \geq u_J \).

**Proof.** By Facts 1 and 3, since \( 1 \leq p \leq R_q - R_{q-1} \) and since removing the point \( \{(N - p)\alpha\} \) corresponds to combining an \( \text{“}ab\text{”} \) or \( \text{“}ba\text{”} \) into a \( c \), we have that \( W_{J-1} \neq W_J \).

We now prove inductively that, for \( k = 1, \ldots, \ell \),

\[ u_{J-k} + u_{J+k} = N - 2p. \tag{2} \]

For \( k = 1 \), this statement immediately follows from the fact that \( W_{J-1} \neq W_J \) as in the proof of Proposition 1. Now, assume the equality holds for some \( 1 \leq k < \ell \).

We claim that the following four statements are equivalent:

1. \( u_{J-(k+1)} = u_{J-k} - u_1 \),
2. \( u_{J+(k+1)} = u_{J+k} + u_1 \),
3. \( u_{J-k} - u_1 \geq 0 \), and
4. \( u_{J+k} + u_1 \leq N - 2p \).

First, note that (i) is equivalent to (iii) by Fact 2 (equation (1)). Moreover, (iii) is equivalent to (iv) by the induction hypothesis (2). Finally, we show (ii) is equivalent to (iv). For the forward direction, note that \( u_{J+(k+1)} \geq N - p \) is impossible due to the choice of \( \ell \). Now suppose that \( N - 2p < u_{J+k} + u_1 < N - p \). By the induction hypothesis (2) we have \( u_{J-k} - u_1 = N - 2p - (u_{J+k} + u_1) \), hence

\[ N - 2p - (N - p) < N - 2p - (u_{J+k} + u_1) < N - 2p - (N - 2p), \]

or equivalently, \(-p < u_{J-k} - u_1 < 0\). This means that \( u_{J-(k+1)} > N - p \), which is again impossible by the choice of \( \ell \). Meanwhile, the reverse direction follows immediately from Fact 2 (equation (1)).

Therefore, \( u_{J-(k+1)} = u_{J-k} - u_1 \) if and only if \( u_{J+(k+1)} = u_{J+k} + u_1 \), and hence (2) holds when \( k \) is replaced by \( k + 1 \). Now the proof follows exactly as in the previous proposition.

Even though Proposition 1 is a special case of Proposition 2, we have included Proposition 1 to make the exposition clearer.

**Proof of the Symmetry Theorem.** Let \( (R_j)_{j \geq 1} \) be the ordered increasing sequence of relabeling times. It is clear that the word of length \( R_j \) satisfies the theorem: there are no \( c \)'s to center the symmetry around. Now, we remark that in moving from word \( W(R_j) \) to \( W(R_j - 1) \), the \( ab \) or \( ba \) centered at \( \{(R_j - 1)\alpha\} \) turns into a \( c \), and the symmetry centered at this \( c \) must span the entire word, which it indeed does by Proposition 1.
Now, consider $W(R_j - k)$ where $1 < k < R_j - R_{j-1}$. This word is obtained from $W(R_j)$ by removing $\{(N - i)\alpha\}$ for $1 \leq i \leq k$. As each point is removed, either an $ab$ or $ba$ turns into a $c$, and we must prove the asserted symmetry about each $c$. However, this corresponds directly to the symmetry proved in Proposition 2. Note that the condition $\max\{u_{j-(\ell+1)}, u_{j+(\ell+1)}\} \geq u_j$ corresponds to stopping the symmetry at the closest occurring $c$ to the left or right of the given one.
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