MODEL COMPARISON FOR GENERALIZED LINEAR MODELS WITH DEPENDENT OBSERVATIONS

SHOICHI EGUCHI

Abstract. The stochastic expansion of the marginal quasi-likelihood function associated with a class of generalized linear models is shown. Based on the expansion, a quasi-Bayesian information criterion is proposed that is able to deal with misspecified models and dependent data, resulting in a theoretical extension of the classical Schwarz’s Bayesian information criterion. It is also proved that the proposed criterion has model selection consistency with respect to the optimal model. Some illustrative numerical examples and a real data example are presented.

1. Introduction

The generalized linear model (GLM, McCullagh and Nelder [25]) is an extension of the linear regression model and has many applications and extensions; for example, actuarial science (Antonio and Beirlant [3], Haberman and Renshaw [17]), GLMixedM in risk management (McNeil and Wendin [26]), and generalized additive models (Berg [5], Hastie and Tibshirani [18]).

We consider data \((y_j, x_j)_{j=1}^n\) = \((y_j, x_{j,1}, \ldots, x_{j,p})_{j=1}^n\), where the \(y_j\)'s and \(x_j\)'s are realizations of the response variables \(Y_n = (Y_1, \ldots, Y_n)'\) and the explanatory variables \(X_n = (X_1, \ldots, X_n)'\), respectively; here, the notation \(\cdot'\) means the transpose. Furthermore, we will assume that the conditional distribution of \(Y_n\) given \(X_n\) is given by a GLM. Then, the conditional distribution is assumed to belong to an exponential family, for example, normal, binomial, or Poisson distributions. In this paper, a result is presented about the stochastic expansion of the marginal quasi-likelihood function associated with a class of possibly misspecified GLMs for dependent data. Based on this expansion, we propose the quasi-Bayesian information criterion, which is an extension of the generalized BIC given by Luv and Liu [23].

The Bayesian principle for model selection is formulated as follows. Suppose that \(M\) Bayesian candidate models \(\mathcal{M}_1, \ldots, \mathcal{M}_M\) are given. Each \(\mathcal{M}_m\) is described by \(\{(p_m, \pi_m(\theta), \mathbb{H}_{m,n}(\theta)) | \theta \in \Theta_m\}\), where \(p_m\) is the non-zero prior relative occurrence probability of the \(m\)th model of the \(M\) models, \(\pi_m\) is the prior-probability density on \(\Theta_m\), and \(\mathbb{H}_{m,n}\) is the logarithmic quasi-likelihood function. Here “quasi” means that a parametric model that may not include a true distribution of the observation data is considered. The conventional Bayesian principle of model selection for \(\mathcal{M}_1, \ldots, \mathcal{M}_M\) chooses the model that is most likely in terms of the posterior probability, i.e., choosing the model that maximizes \(P(\mathcal{M}_m | y_n)\), where

\[
P(\mathcal{M}_m | y_n) = \frac{\int_{\Theta_m} \exp\{\mathbb{H}_{m,n}(\theta)\} \pi_m(\theta) d\theta p_m}{\sum_{i=1}^M \left( \int_{\Theta_i} \exp\{\mathbb{H}_{i,n}(\theta)\} \pi_i(\theta) d\theta \right) p_i},
\]

where \(\int_{\Theta_m} \exp\{\mathbb{H}_{m,n}(\theta)\} \pi_m(\theta) d\theta\) is called the marginal quasi-likelihood function. When the prior plausibilities on the \(M\) competing models are equal, we select the model that maximizes the marginal quasi-likelihood function; even if the prior probabilities are not equal, we can trivially correct the selection manner by the factors \(p_m\). Hence, the logarithm of the marginal quasi-likelihood function

\[
\log \left( \int_{\Theta_m} \exp\{\mathbb{H}_{m,n}(\theta)\} \pi_m(\theta) d\theta \right)
\]

is used to select the model.
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As explained in [23], another interpretation of model selection is possible through the Kullback–Leibler divergence (KL divergence). The KL divergence between true conditional model \( g_n \) and marginal quasi-likelihood function \( \int_{\Theta_n} \exp(\mathbb{H}_{m,n}(\theta)) \pi_m(\theta)d\theta \) is given by

\[
I\left( g_n; \int_{\Theta_n} \exp(\mathbb{H}_{m,n}(\theta)) \pi_m(\theta)d\theta \right) = E[\log g_n(Y_n|X_n)] + E\left[ -\log \left( \int_{\Theta_m} \exp(\mathbb{H}_{m,n}(\theta)) \pi_m(\theta)d\theta \right) \right],
\]

where the expectation is taken with respect to true distribution \( G_n \). Because of (1), \(-\log \left( \int_{\Theta_n} \exp(\mathbb{H}_{m,n}(\theta)) \pi_m(\theta)d\theta \right)\) is clearly an unbiased estimator of \( I\left( g_n; \int_{\Theta_n} \exp(\mathbb{H}_{n}(\theta)) \pi(\theta)d\theta \right)\) except for a constant term free of \( \theta \). Hence, the Bayesian principle of model selection can be restated as choosing the model that minimizes the KL divergence of the marginal quasi-likelihood function from the true distribution. Note that (1) holds regardless of whether or not the set of candidate models contains the true model that minimizes the KL divergence of the marginal quasi-likelihood function from the true distribution.

In particular, assume that \( X_n \) is absent and that \( \mathbb{H}_{m,n}(\theta) = \sum_{j=1}^{n} \log f_{m,n}(y_j; \theta) \) for the case of independent observations \( y_1, \ldots, y_n \) with correctly specified exponential family models. Then, Schwarz [27] showed that the logarithmic marginal quasi-likelihood \( \log(\int_{\Theta_m} \exp(\mathbb{H}_{m,n}(\theta)) \pi_m(\theta)d\theta) \) admits the stochastic expansion

\[
\log \left( \int_{\Theta_m} \exp(\mathbb{H}_{m,n}(\theta)) \pi_m(\theta)d\theta \right) = \sum_{j=1}^{n} \log f_{m,n}(y_j; \hat{\theta}_{m,n}^{\text{MLE}}) - \frac{p}{2} \log n + O_{j}(1),
\]

with \( \hat{\theta}_{m,n}^{\text{MLE}} \) denoting the maximum likelihood estimator of \( \theta \), under some regularity conditions. Because of (2), we obtain the classical Bayesian information criterion for model selection:

\[
\text{BIC} = -2 \sum_{j=1}^{n} \log f_{m,n}(y_j; \hat{\theta}_{m,n}^{\text{MLE}}) + p \log n.
\]

In the past, many authors have investigated several kinds of information criteria for model selection in various settings; see, for example, Burnham and Anderson [7] for an account of these developments. Bozdogan [6] showed that the Akaike information criterion (AIC, Akaike [1, 2]) has a positive probability of overestimating the true dimension. Casella et al. [8] and Fasen and Kimmig [16] as well as the references therein studied the model selection consistency of the BIC. Moreover, various extensions of the AIC and BIC have been introduced; for example, the extended BIC for large model spaces (Chen and Chen [10]), generalized information criterion (Konishi and Kitagawa [21]), generalized BIC in misspecified GLMs for independent data (Lv and Liu [23]), and information criteria for stochastic processes (e.g., Sei and Komaki [28] and Uchida [29]).

The rest of the paper is organized as follows. In Section 2 we describe our working model, notations, and assumptions. We also discuss the asymptotic properties of the quasi-maximum likelihood estimator in possibly misspecified GLMs for dependent data. Section 3 presents the stochastic expansion of the logarithmic marginal quasi-likelihood and model selection consistency with respect to the optimal model (see Section 3.2 for the definition). In Section 4 we illustrate the performance of the model selection criteria in correctly specified and misspecified models. Section 5 presents a real data example. The proofs of our results are given in Section 6 and Supplementary Material.

2. Quasi-maximum likelihood estimation of dependent GLM

Let \( Y_n = (Y_1, \ldots, Y_n)' \) be the \( n \)-dimensional random vector and \( X_n = (X_1, \ldots, X_n)' \) be the \( n \times p \) random time series. We write \( X_j = (X_{j,1}, \ldots, X_{j,p})' \). We assume that the unknown true distribution of \( (X_n, Y_n) \) has the density \( g_n \) with respect to some dominating \( \sigma \)-finite measure:

\[
g_n(x_n, y_n) = g_n(x_n)g_n(y_n|x_n),
\]

where \( x_n = (x_1, \ldots, x_n)' \), \( x_j = (x_{j,1}, \ldots, x_{j,p})' \) and \( y_n = (y_1, \ldots, y_n)' \).
2.1. Model setup. We consider possibly misspecified \( M \) candidate models to estimate the true model \( G_n \). Assume that each candidate model is given by

\[
f_{m,n}(x_n, y_n; \theta) = f_n(x_n) f_{m,n}(y_n | x_n; \theta) = f_n(x_n) \prod_{j=1}^{n} f_{m,n,j}(y_j | x_j; \theta),
\]

with \( \theta = (\theta_1, \ldots, \theta_{pn}) \in \Theta_m \), where the \( m \)th parameter space \( \Theta_m \subset \mathbb{R}^{pn} \) is a bounded convex domain and \( p_n \leq p \). Although the true structure is unknown, [3] means that the candidate models are given as if \( Y_1, \ldots, Y_n \) are \((X_1, \ldots, X_n)\)-conditionally independent and each \((X_1, \ldots, X_n)\)-conditional distribution of \( Y_j \) only depends on \( X_j \). The later condition is used to simplify the theoretical consideration and is not essential. Because [3] entails that the candidate distribution of \( X_n \) does not depend on the parameter, only the conditional distribution of \( Y_n \) given \( X_n \) is considered. GLM \( \mathcal{M}_m \) is used as the working model, with respect to some dominating measure: \( \mathcal{M}_m \) is given by

\[
f_{m,n}(y_n | x_n; \theta) = \prod_{j=1}^{n} f_{m,n,j}(y_j | x_j; \theta)
\]

where, for brevity, we write \( x_j' \theta = \sum_{j=1}^m x_{ij} \theta_i \) with \( \{d_1(m), \ldots, d_{pn}(m)\} \subset \{1, \ldots, p\} \) for any \( m \). Further, \( b_m(\cdot) \) and \( c_m(\cdot) \) are determined by each assumed conditional distribution of \( Y_n \) given \( X_n \), and \( b_m(\cdot) \) is a sufficiently smooth convex function defined on \( \mathbb{R} \). For example, \( b_m(\theta) = \theta^2/2 \) in the case of Gaussian regression and \( b_m(\theta) = \log(1 + e^\theta) \) in the case of logistic regression. We assume that \( b_1(\theta) = \cdots = b_M(\theta) \) and \( c_1(y) = \cdots = c_M(y) \) for simplicity, that is, only consider variable selection concerning \( X_n \).

Because each candidate model \( \mathcal{M}_m \) is possibly misspecified and \( c_m(\cdot) \) of [1] is independent of \( \theta \), the logarithmic quasi-likelihood function \( \mathbb{H}_{m,n} \) can be defined by

\[
\mathbb{H}_{m,n}(\theta) = \sum_{j=1}^{n} (Y_j X_j' \theta - b_m(X_j' \theta)).
\]

The quasi-maximum likelihood estimator (QMLE) associated with \( \mathbb{H}_{m,n} \) is defined to be any maximizer of \( \mathbb{H}_{m,n} \):

\[
\hat{\theta}_{m,n} \in \text{argmax}_{\theta \in \Theta_m} \mathbb{H}_{m,n}(\theta).
\]

Clearly, when \( b_m \) is differentiable, \( \hat{\theta}_{m,n} \) is the solution to the quasi-score function

\[
\partial \mathbb{H}_{m,n}(\theta) = \sum_{j=1}^{n} (Y_j - \partial b_m(X_j' \theta)) X_j = 0,
\]

where \( \partial \mathbb{H}_{m,n}(\theta) \) is the quasi-score function and \( \partial b_m(x' \theta) = \frac{\partial^2}{\partial \theta^2} b_m(x' \theta) \).

From now on, we will omit the model index “\( m \)” from the notation for notational brevity.

2.2. Asymptotic behavior of the QMLE. In this section, we will show the asymptotic properties of the QMLE. Fahrmeir and Kaufmann [15] studied the consistency and asymptotic normality of the MLE in correctly specified GLMs. Moreover, White [31] and Domowitz and White [12] investigated the properties of the QMLE in misspecified models and treated independent data and dependent data, respectively. The settings of Domowitz and White [12] are more general than the currently considered settings. In contrast, we will assume clearer conditions that are more tailored for the GLMs.

Denote by \( \mathcal{F}_j = \sigma(Y_i, X_i; i \leq j) \) the \( \sigma \)-field representing the data information at stage \( j \). If \( a_n \) and \( b_n \) satisfy \( a_n = o(b_n) \) for some constant \( C > 0 \), we write \( a_n \lesssim b_n \). We assume the following conditions.

**Assumption 2.1.** For some constant \( C \geq 0 \) and \( C' \geq 0 \),

1. \( \max_{i \in \{1, 2, 3\}} |\partial^i b(x)| \lesssim 1 + |x|^C \),
2. \( E[|Y_j|^3 | \mathcal{F}_{j-1} \vee \sigma(X_j)] \lesssim 1 + |X_j|^{C'} \) a.s. for any \( j \in \mathbb{N} \),
3. \( \sup_{j \in \mathbb{N}} E[|X_j|^{3C + C'+3}] < \infty \).
Assumption 2.2. There exists a measurable function $F : \mathbb{R}^p \to \mathbb{R}$ such that $E[Y_j | F_{j-1} \vee \sigma(X_j)] = F(X_j)$ for every $j \in \mathbb{N}$.

Assumption 2.3. Let $\zeta_j = (X_j, Y_j)$ for any $j$. For some $c > 0$, 
$$\alpha(k) \leq c^{-1}e^{-ck}$$
for all $k \in \mathbb{N}$, where 
$$\alpha(k) := \sup_{j \in \mathbb{N}} \sup_{A \in \sigma(\zeta_{i \leq j})} \sup_{B \in \sigma(\zeta_{i \geq j+k})} |P[A \cap B] - P[A]P[B]|.$$ 

When Assumption 2.3 holds, $\{\zeta_j; j = 1, 2, \ldots\}$ is called exponential $\alpha$-mixing. In particular, Assumption 2.3 implies that $\psi_j := (Y_j - F(X_j))X_j, j \in \mathbb{N}$, is exponential $\alpha$-mixing.

Assumption 2.4. There exists a non-degenerate probability measure $\nu$ such that the following holds:

(i) $\frac{1}{n} \sum_{j=1}^{n} (F(X_j)X_j'\theta - b(X_j')\theta) - \int (F(x)x'\theta - b(x')\theta)\nu(dx) \xrightarrow{P} 0$ for any $\theta \in \Theta$,

(ii) $\frac{1}{n} \sum_{j=1}^{n} \partial^2 b(X_j')X_jX_j' - \int \partial^2 b(x'\theta)xx'\nu(dx) \xrightarrow{P} 0$ for any $\theta \in \Theta$,

where the notation $\xrightarrow{P}$ means the convergence in probability.

Assumption 2.5. There exists a function $b : \mathbb{R}^p \to (0, \infty)$, (i) for any $x$, $\inf_{\theta \in \Theta} \partial^2 b(x'\theta) \geq b(x)$,

(ii) for some constant $\lambda_0 > 0$, $\limsup_{n \to \infty} P\left[\lambda_{\min}\left(\frac{1}{n} \sum_{j=1}^{n} b(X_j)X_jX_j'\right) < \lambda_0\right] = 0$, where $\lambda_{\min}(\cdot)$ denotes the smallest eigenvalue of a given matrix.

These assumptions are explained below. Assumptions 2.1, 2.2, and 2.3 ensure the asymptotic properties (see Lemmas 6.1 and 6.2). Moreover, these assumptions facilitate the derivation of the consistency and asymptotic normality of the QMLE $\hat{\theta}_n$, which are given in Theorems 2.8 and 2.10, respectively.

If Assumptions 2.1 and 2.2 hold, for some constants $C \geq 0$ and $C' \geq 0$,

$$\sup_{n > 0} E\left[\sup_{\theta \in \Theta} |\partial_\theta \left(\frac{1}{n} \sum_{j=1}^{n} (F(X_j)X_j'\theta - b(X_j')\theta)\right)|\right] \leq \sup_{n > 0} \frac{1}{n} \sum_{j=1}^{n} E\left[|F(X_j)| + \sup_{\theta \in \Theta} |b(X_j')\theta|\right]|X_j|$$

$$\leq \sup_{n > 0} \frac{1}{n} \sum_{j=1}^{n} E\left[|Y_j| |F_{j-1} \vee \sigma(X_j)| + (1 + |X_j|)^C\right]|X_j|$$

$$\leq \sup_{n > 0} \frac{1}{n} \sum_{j=1}^{n} E\left[(1 + |X_j|)^C + (1 + |X_j|)^C\right]|X_j| < \infty. \quad (6)$$

Because 6 gives the tightness of $\left\{\frac{1}{n} \sum_{j=1}^{n} (F(X_j)X_j'\theta - b(X_j')\theta)\right\}$ in $C(\Theta)$, we have

$$\sup_{\theta \in \Theta} \left|\frac{1}{n} \sum_{j=1}^{n} (F(X_j)X_j'\theta - b(X_j')\theta) - \int (F(x)x'\theta - b(x')\theta)\nu(dx)\right| \xrightarrow{P} 0 \quad (7)$$

under Assumptions 2.1, 2.2, and 2.4 (i).

From Assumptions 2.1, 2.3, and 2.4 (i), we have

$$\frac{1}{n} E_n(\theta) = \frac{1}{n} \sum_{j=1}^{n} \psi_j'\theta + \frac{1}{n} \sum_{j=1}^{n} \left\{(F(X_j)X_j'\theta - b(X_j')\theta)\right\}$$

$$= O_p\left(\frac{1}{\sqrt{n}}\right) + \frac{1}{n} \sum_{j=1}^{n} \left\{(F(X_j)X_j'\theta - b(X_j')\theta)\right\}$$
\[ P \to \int (F(x)x' \theta - b(x' \theta)) \nu(dx) =: \mathbb{H}_n(\theta). \quad (8) \]

The proof of the tightness of \( \{ \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \psi_j \} \) used above is given in Lemma 6.1.

Assumption 2.5 ensures the uniqueness of the QMLE \( \hat{\theta}_n \) by the strict concavity of \( \mathbb{H}_n \). Because Assumption 2.4 (ii) gives \(-\frac{1}{n} \partial^2 \mathbb{H}_n(\theta) = -\partial^2 \mathbb{H}_0(\theta) + o_p(1) \) for any \( \theta \), Assumptions 2.4, 2.5 imply that the equation
\[ \partial_b \mathbb{H}_0(\theta) = \int (F(x) - b(x' \theta)) x \nu(dx) = 0 \]
admits a unique solution. The optimal parameter \( \theta_0 \) may be defined as the unique maximizer of \( \mathbb{H}_0(\theta) \):
\[ \{ \theta_0 \} = \arg\max_{\theta} \mathbb{H}_0(\theta). \]
The quasi-observed information is given by \( \Gamma_n := \frac{1}{n} \sum_{j=1}^{n} \partial^2 b(X'_j \theta_0) X_j X'_j \) so that \( \Gamma_n \) satisfies the equation
\[ \Gamma_n = \Gamma_0 + o_p(1), \]
where \( \Gamma_0 := \int \partial^2 b(x' \theta_0) x x' \nu(dx) \).

**Remark 2.6.** The \( \beta \)-mixing coefficients of \( \{ \zeta_j \} \) are defined by
\[ \beta(k) := \sup_{j \in \mathbb{N}} \left[ \sup_{B \in \pi \{ \zeta_i | i \geq j + k \}} \left| \frac{1}{n} \sum_{j=1}^{n} (F(X_j)X'_j \theta - b(X'_j \theta)) \right| \right]. \]

If \( \beta(k) = O(e^{-a k}) \) for some \( a > 0 \) and for all \( k \in \mathbb{N} \), then \( \{ \zeta_j \} \) is called exponential \( \beta \)-mixing (e.g., Davydov [11] and Liebscher [22]). The exponential \( \beta \)-mixing property implies the exponential \( \alpha \)-mixing property. When we replace Assumption 2.3 with the exponential \( \beta \)-mixing property of \( \{ \zeta_j \} \) under some appropriate moment condition, the following conditions follow when an obvious discrete-time counterpart of Masuda [24] Lemma 4.3 is applied:

(i) For some constant \( \beta_1 > 0 \) and \( q_1 > 0 \),
\[ \sup_{n>0} E \left[ \left( n^{\beta_1} \sup_{\theta \in \Theta} \left| \frac{1}{n} \sum_{j=1}^{n} (F(X_j)X'_j \theta - b(X'_j \theta)) \right| \right)^{q_1} \right] < \infty. \]

(ii) For some constant \( \beta_2 > 0 \) and \( q_2 > 0 \),
\[ \sup_{n>0} E \left[ \left( n^{\beta_2} \sup_{\theta \in \Theta} \left| \frac{1}{n} \sum_{j=1}^{n} \partial^2 b(X'_j \theta)X_j X'_j - \int \partial^2 b(x' \theta) x x' \nu(dx) \right| \right)^{q_2} \right] < \infty. \]

Because of the Borel-Cantelli lemma, if \( q_1 \) and \( q_2 \) can be taken large enough, we may deduce that almost surely
\[ \sup_{\theta \in \Theta} \left| \frac{1}{n} \sum_{j=1}^{n} (F(X_j)X'_j \theta - b(X'_j \theta)) - \int (F(x)x' \theta - b(x' \theta)) \nu(dx) \right| \to 0 \]
and
\[ \sup_{\theta \in \Theta} \left| \frac{1}{n} \sum_{j=1}^{n} \partial^2 b(X'_j \theta)X_j X'_j - \int \partial^2 b(x' \theta) x x' \nu(dx) \right| \to 0. \]

**Remark 2.7.** We can relax Assumption 2.2 by replacing \( E[Y_j | F_{j-1} \lor \sigma(X_j)] = F(X_j) \) with \( E[Y_j | F_{j-1} \lor \sigma(X_j)] = F(X_{j-m+1}, \ldots, X_j) \) for some \( m \geq 1 \). Then, Assumption 2.4 (i) is modified. For example, in the case of \( m = 2 \), Assumption 2.4 (i) could be replaced by
\[ \frac{1}{n} \sum_{j=2}^{n} (F(X_{j-1}, X_j)X'_j \theta - b(X'_j \theta)) \quad - \int (F(x_1, x_2)x'_2 \theta - b(x'_2 \theta)) P(x_1, dx_2) \nu(dx_1) \to 0, \]
where \( P \) is the transition function.
Theorem 2.8. Under Assumptions 2.7–2.9, the QMLE satisfies
\[ \hat{\theta}_n \xrightarrow{p} \theta_0 \]
as \( n \to \infty \).

Assumption 2.9. (i) \( \{X_j; j = 1, 2, \ldots\} \) is strictly stationary.

(ii) For some \( \Sigma_0 > 0 \),
\[ \frac{1}{n} E \left[ \left\{ \sum_{j=1}^{n} (Y_j - \partial b(X_j, \theta_0))X_j \right\} \left\{ \sum_{j=1}^{n} (Y_j - \partial b(X_j, \theta_0))X_j \right\} \right] \to \Sigma_0. \]

Theorem 2.10. Under Assumptions 2.7–2.9, the asymptotic distribution of the QMLE is normal:
\[ \sqrt{n}(\hat{\theta}_n - \theta_0) \xrightarrow{d} N(0, \Sigma^{-1}_0 \Gamma^{-1}_0). \]

Theorems 2.8 and 2.10 are shown in Supplementary Material.

Assume that Assumptions 2.1–2.5 and 2.9 (i) are satisfied. When the candidate model is correctly specified, \( \Sigma_0 = \Gamma_0 \), i.e., \( \sqrt{n}(\hat{\theta}_n - \theta_0) \xrightarrow{d} N(0, \Gamma_0^{-1}) \). This is because the correctly specified model gives the equations \( E_{0|Y}[Y_j|X_j] = \partial b_m(X_j, \theta_0) \), \( V_{0|Y}[Y_j|X_j] = \partial^2 b_m(X_j, \theta_0) \), and
\[ \frac{1}{n} E \left[ \left\{ \sum_{j=1}^{n} (Y_j - \partial b(X_j, \theta_0))X_j \right\} \left\{ \sum_{j=1}^{n} (Y_j - \partial b(X_j, \theta_0))X_j \right\} \right] \]
\[ = \frac{1}{n} \sum_{j=1}^{n} E \left[ (Y_j - \partial b(X_j, \theta_0))^2 | \mathcal{F}_j \right] \Sigma_0 \]
\[ + 2 \sum_{i<j} \frac{1}{n} E \left[ (Y_i - \partial b(X_i, \theta_0))E \left[ (Y_j - \partial b(X_j, \theta_0)) | \mathcal{F}_j \right] \Sigma_0 \]
\[ = \frac{1}{n} \sum_{j=1}^{n} E \left[ \partial^2 b(X_j, \theta_0)X_j \right] + 0 \]
\[ = \int \partial^2 b(x', \theta_0)xx' \nu(dx). \]

Remark 2.11. Suppose that Assumptions 2.2–2.5 and 2.9 (i) hold. The condition
\[ \left| \frac{1}{n} \sum_{j=1}^{n} E \left[ (Y_j - \partial b(X_j, \theta_0))^2 X_j X_j' \right] - \Sigma_0 \right| \to 0 \]
implies Assumption 2.9 (ii), since it follows from this condition and Doukhan [13, Theorem 3] that we obtain
\[ \left| \frac{1}{n} E \left[ \left\{ \sum_{j=1}^{n} (Y_j - \partial b(X_j, \theta_0))X_j \right\} \left\{ \sum_{j=1}^{n} (Y_j - \partial b(X_j, \theta_0))X_j \right\} \right] - \Sigma_0 \right| \]
\[ \leq \left| \frac{1}{n} \sum_{j=1}^{n} E \left[ (Y_j - \partial b(X_j, \theta_0))^2 X_j X_j' \right] - \Sigma_0 \right| \]
\[ + \frac{2}{n} \sum_{i<j} \text{cov} \left[ (Y_i - \partial b(X_i, \theta_0))X_i, (Y_j - \partial b(X_j, \theta_0))X_j \right] \]
\[ \leq \left| \frac{1}{n} \sum_{j=1}^{n} E \left[ (Y_j - \partial b(X_j, \theta_0))^2 X_j X_j' \right] - \Sigma_0 \right| + \frac{2}{n} \sum_{i<j} \alpha(j - i) \to 0 \]
as $n \to \infty$. 

3. Quasi-Bayesian information criterion for dependent GLM

3.1. Stochastic expansion.

**Assumption 3.1.** \[ \frac{1}{\sqrt{n}} \sum_{j=1}^{n} (F(X_j) - \partial b(X_j' \theta_0)) X_j = O_p(1). \]

The next theorem shows the asymptotic behavior of the log marginal quasi-likelihood function.

**Theorem 3.2.** Assume that Assumptions 2.1–2.5 and 3.1 hold and that the following conditions are satisfied:

(i) $\pi(\theta_0) > 0$, $\sup_{\theta \in \Theta} \pi(\theta) < \infty$.

(ii) For every $M > 0$, \[ \sup_{|u| < M} \left| \pi \left( \theta_0 + \frac{u}{\sqrt{n}} \right) - \pi(\theta_0) \right| \to 0 \text{ as } n \to \infty. \]

(iii) $\log \pi(\hat{\theta}_n) - \log \pi(\theta_0) = o_p(1)$.

Then, we have the expansion

\[ \log \left( \int_{\Theta} \exp \{ H_n(\theta) \} \pi(\theta) d\theta \right) = \sum_{j=1}^{n} (Y_j X_j' \hat{\theta}_n - b(X_j' \hat{\theta}_n)) - \frac{p}{2} \log n + \frac{p}{2} \log 2\pi \]

\[ - \frac{1}{2} \log \det \left( \frac{1}{n} \sum_{j=1}^{n} \partial^2 b(X_j' \hat{\theta}_n) X_j X_j' \right) + \log \pi(\hat{\theta}_n) + o_p(1) \]

Remark 3.3. Suppose that we replace Assumptions 2.4 and 2.5 (ii) with the following conditions:

(i) \[ \frac{1}{n} \sum_{j=1}^{n} (F(X_j) X_j' \theta - b(X_j' \theta)) \to \int (F(x) x' \theta - b(x' \theta)) \nu(dx) \text{ almost surely as } n \to \infty, \text{ uniformly in } \theta \in \Theta. \]

(ii) \[ \frac{1}{n} \sum_{j=1}^{n} \partial^2 b(X_j' \theta) X_j X_j' \to \int \partial^2 b(x' \theta) xx' \nu(dx) \text{ almost surely as } n \to \infty, \text{ uniformly in } \theta \in \Theta. \]

(iii) For some constant $\lambda_0 > 0$, \[ P \left[ \limsup_{n \to \infty} \lambda_{\min} \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j) X_j X_j' \right) < \lambda_0 \right] = 0. \]

Then, we can show that the log marginal quasi-likelihood function almost surely satisfies the expansion similar to Theorem 3.2, i.e., almost surely

\[ \log \left( \int_{\Theta} \exp \{ H_n(\theta) \} \pi(\theta) d\theta \right) = \sum_{j=1}^{n} (Y_j X_j' \hat{\theta}_n - b(X_j' \hat{\theta}_n)) - \frac{p}{2} \log n + \frac{p}{2} \log 2\pi \]

\[ - \frac{1}{2} \log \det \left( \frac{1}{n} \sum_{j=1}^{n} \partial^2 b(X_j' \hat{\theta}_n) X_j X_j' \right) + \log \pi(\hat{\theta}_n) + o(1). \]

Due to Theorem 3.2, we define the quasi-Bayesian information criterion (QBIC) and BIC by

\[ \text{QBIC} = -2 \sum_{j=1}^{n} (Y_j X_j' \hat{\theta}_n - b(X_j' \hat{\theta}_n)) + \log \det \left( \sum_{j=1}^{n} \partial^2 b(X_j' \hat{\theta}_n) X_j X_j' \right) \]
and

\[ BIC = -2 \sum_{j=1}^{n} (Y_j X'_j \hat{\theta}_n - b(X'_j \hat{\theta}_n)) + p \log n, \]

respectively. Let QBIC\(^{(1)}\), \ldots, QBIC\(^{(M)}\) be the QBIC for each candidate model. We calculate QBIC\(^{(1)}\), \ldots, QBIC\(^{(M)}\) and select the best model \( M_{m_0} \) having the minimum-QBIC value:

\[ m_0 = \arg\min_{m \in \{1, \ldots, M\}} \text{QBIC}(m). \]

The best model can be selected using BIC in a similar manner. As directly seen by the definition, the QBIC would more effectively take data dependence into account. Furthermore, the penalty (second-term) of the QBIC consists of the second derivative of \( H_n \) with respect to \( \theta \), so the dimension of the parameter affects the penalty. That is, the QBIC implicitly takes the complexity of the model into account.

### 3.2. Model selection consistency

This section is devoted to verifying the model selection consistency of the (Q)BIC. Let \( \Theta_i \subset \mathbb{R}^{p_i} \) and \( \Theta_j \subset \mathbb{R}^{p_j} \) be the parameter space associated with \( \mathcal{M}_i \) and \( \mathcal{M}_j \), respectively. If \( p_i < p_j \) and there exist a matrix \( A \in \mathbb{R}^{p_j \times p_i} \) with \( A'A = I_{p_i \times p_i} \) as well as a \( c \in \mathbb{R}^{p_j} \) such that \( \mathbb{H}_{i,n}(\theta) = \mathbb{H}_{j,n}(A\theta + c) \) for all \( \theta \in \Theta_i \), we say that \( \Theta_i \) is nested in \( \Theta_j \). That is, when \( \Theta_i \) is nested in \( \Theta_j \), \( \Theta_j \) includes \( \Theta_i \).

Under Assumptions 2.1–2.5, when \( m_0 \) satisfies

\[ \{m_0\} = \arg\max_{m \in \mathcal{M}} \dim(\Theta_m), \]

where \( \mathcal{M} = \arg\max_{m \in \{1, \ldots, M\}} \mathbb{H}_{m,0}(\theta_{m,0}) = \arg\max_{m \in \{1, \ldots, M\}} \int \{ F(x)x'\theta_{m,0} - b_m(x'\theta_{m,0})\} \nu(dx) \), we say that \( \mathcal{M}_{m_0} \) is the optimal model.

**Theorem 3.4.** Assume that Assumptions 2.1–2.5 and 3.1 are satisfied and that there exists a unique \( m_0 \in \{1, \ldots, M\} \) such that \( \mathcal{M}_{m_0} \) is the optimal model. For any fixed \( m \in \{1, \ldots, M\} \setminus \{m_0\} \), if \( \Theta_{m_0} \) is nested in \( \Theta_m \), or \( \mathbb{H}_{m,0}(\theta) \neq \mathbb{H}_{m_0,0}(\theta_{m_0,0}) \) for any \( \theta \in \Theta_m \), then

\[ \lim_{n \to \infty} P[\text{QBIC}(m_0) - \text{QBIC}(m) < 0] = 1. \]

This theorem implies that the probability that the optimal model is selected by using QBIC tends to 1 as \( n \to \infty \). The probability that BIC choose the optimal model can be handled analogously.

### 4. Examples and simulation results

This section presents the results of simulations to evaluate the finite sample performance of the model selection using QBIC, BIC, and formal AIC (fAIC). Because the theoretical part of AIC is not dealt with, we use the word fAIC as the AIC, i.e., the fAIC of the \( m \)th model is defined by

\[ \text{fAIC}(m) = -2\mathbb{H}_{m,n}(\hat{\theta}_{m,n}) + 2p_m. \]

#### 4.1. Model selection in a correctly specified model

We assume that the explanatory variables \( X_{j,1}, \ldots, X_{j,4} \) are given by

\[ X_{j,1} = 1 \quad (j \geq 1), \]
\[ X_{1,2} = 1, \quad X_{j,2} = 0.5X_{j-1,2} + \epsilon_{j,2}, \quad (j \geq 2), \]
\[ X_{1,3} = 0, \quad X_{j,3} = -0.7X_{j-1,3} + \epsilon_{j,3}, \quad (j \geq 2), \]
\[ X_{1,4} = -1, \quad X_{j,4} = 0.8X_{j-1,4} + \epsilon_{j,4}, \quad (j \geq 2), \]

where the error vector \((\epsilon_{j,2}, \epsilon_{j,3}, \epsilon_{j,4}) \sim N(0, \Sigma)\) with \( \Sigma = (0.5^{k-l})_{k,l=1,2,3} \). Moreover, the response variable \( Y_j \) is obtained from the true model defined by the linear logistic regression model

\[ Y_j \sim B\left(1, \frac{\exp(X'_j\hat{\theta}^{\dagger})}{1 + \exp(X'_j\hat{\theta}^{\dagger})}\right), \quad (9) \]
where the true value $\theta^* = (0, -3, 0, 1)$ and $B(1, P)$ is a Bernoulli distribution with success probability $P$.

The candidate models are given by the model $\emptyset$ and consist of the following combination of $X_j$:

**Model 1**: $X_j = (X_{j,1}, X_{j,2}, X_{j,3}, X_{j,4})$;
**Model 2**: $X_j = (X_{j,1}, X_{j,2}, X_{j,3})$;
**Model 3**: $X_j = (X_{j,1}, X_{j,2}, X_{j,4})$;
**Model 4**: $X_j = (X_{j,1}, X_{j,3}, X_{j,4})$;
**Model 5**: $X_j = (X_{j,2}, X_{j,3}, X_{j,4})$;
**Model 6**: $X_j = (X_{j,1}, X_{j,2})$;
**Model 7**: $X_j = (X_{j,1}, X_{j,3})$;
**Model 8**: $X_j = (X_{j,1}, X_{j,4})$;
**Model 9**: $X_j = (X_{j,2}, X_{j,3})$;
**Model 10**: $X_j = (X_{j,2}, X_{j,4})$;
**Model 11**: $X_j = (X_{j,3}, X_{j,4})$;
**Model 12**: $X_j = X_{j,1}$;
**Model 13**: $X_j = X_{j,2}$;
**Model 14**: $X_j = X_{j,3}$;
**Model 15**: $X_j = X_{j,4}$.

Then, the optimal model is Model 10, and Models 1, 3, 5 contain the optimal model. The number of models selected using QBIC, BIC, and fAIC from among Models 1–15 over 10,000 simulations was counted. For example, in the case of Model 1, $\mathbb{H}_{1,n}^1(\theta)$ is defined by

$$
\mathbb{H}_{1,n}^1(\theta) = \sum_{j=1}^n \left\{ Y_j \sum_{i=1}^4 X_{j,i} \theta_i - \log \left( 1 + \exp \left( \sum_{i=1}^4 X_{j,i} \theta_i \right) \right) \right\},
$$

QBIC is given by

$$
QBIC = -2 \mathbb{H}_{1,n}^1(\hat{\theta}_n) + \log \det \left( \sum_{j=1}^n \frac{\exp \left( \sum_{i=1}^4 X_{j,i} \hat{\theta}_n \right) X_j X_j'}{1 + \exp \left( \sum_{i=1}^4 X_{j,i} \hat{\theta}_n \right)^2} \right),
$$

and

$$
fAIC = -2 \mathbb{H}_{1,n}^1(\hat{\theta}_n) + 4 \log n
$$

where the QMLE $\hat{\theta}_n = (\hat{\theta}_{1,n}, \hat{\theta}_{2,n}, \hat{\theta}_{3,n}, \hat{\theta}_{4,n})$ maximizes $\mathbb{H}_{1,n}$. For numerical optimization, we set the initial values to be random numbers generated from uniform distribution $U(\theta^* - 1, \theta^* + 1)$.

Let us verify the assumptions for (Q)BIC. In the current case, the function $b(\theta) = \log(1 + e^\theta)$, and Assumptions 2.1 and 2.2 are satisfied with $E[Y_j | F_{j-1} \vee \sigma(X_j)] = F(X_j) = e^{-3X_{j,2} + X_{j,4}}/(1 + e^{-3X_{j,2} + X_{j,4}})$. In particular, $\sup_{q \in \mathbb{N}} E[|X_j|^q] < \infty$ for every $q > 0$. Furthermore, the function $b$ of Assumption 2.5 can be given by $b(x) = -C|x|^2/(1 + C|x|^2)^2$ for some constant $C > 0$ satisfying $\sup_{x \in \mathbb{R}|x| \leq C|x|$. If $\{X_j, Y_j; j = 1, 2, \ldots\}$ has the exponential $\beta$-mixing property, then Assumptions 2.3, 2.4 and 3.1 hold. The sufficient conditions for the exponential $\beta$-mixing property were given by Baraud et al. [4] and Doukhan [13] Section 2.4].

Table 1 summarizes the comparison results of the model selection frequency. Model 10 is selected with high frequency for all criteria and $n$. Moreover, the probability that Model 10 is selected by (Q)BIC increases as $n$ increases. In Table 2, the differences between the true values and the estimators in the specified models decrease when $n$ increases. These results demonstrate the consistence of the estimators and the model selection consistency of QBIC and BIC.

**Remark 4.1.** In misspecified models, it may happen that optimal parameter $\theta_0 \neq \theta^*$. Then, the estimators are not necessarily estimating the true values.

4.2. **Model selection in a misspecified model.** We use the same conditions as in the previous section except that the response variable $Y_j$ is obtained from the true model defined by

$$
Y_j \sim B\left(1, \Phi(X_j')\right),
$$

where $\Phi(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} \exp(-\frac{t^2}{2}) dt$. Then, Models 1–15 are misspecified models. As with Section 4.1, we can show the validity of the assumptions for (Q)BIC.

From Table 3, we obtain similar results even though the candidate models do not include the true model. Table 4 summarizes the mean and standard deviation of the estimators. Since the optimal
where $\epsilon$ is an explanatory vector for $j$ candidate models:

$$
\text{Model selection in univariate time series model.}
$$

4.3. Model selection in univariate time series model. Let $X_j = (Z_{j1}, Z_{j2}, \ldots, Z_{j(p-1)})'$ be the explanatory vector for $j \in \{1, \ldots, n\}$, where for every $i \in \{2, \ldots, n\}$, $Z_{ij}$ is given by

$$
Z_{n+p} = \cdots = Z_0 = 0, \ Z_1 = 1, \ Z_i = 0.6Z_{i-1} + \epsilon_i,
$$

where $\epsilon_i \sim N(0, 1)$. The response variable $Y_j$ is obtained from the true model defined by

$$
Y_j \sim B \left( 1, \frac{\exp(X_j^\prime \theta^*)}{1 + \exp(X_j^\prime \theta^*)} \right),
$$

(10)

where the true value $\theta^* = (3, -3, 0, 1)$.

For simplicity, we here focus on the hierarchical models as the candidate models:

**Model 1**: $X_j = (Z_j); \ **Model 2**: $X_j = (Z_j, Z_{j-1}); \ **Model 3**: $X_j = (Z_j, Z_{j-1}, Z_{j-2}); \ **Model 4**: $X_j = (Z_j, Z_{j-1}, Z_{j-2}, Z_{j-3});
TABLE 3. The numbers of models selected by QBIC, BIC, and FAIC in Section 4.2 over 10,000 simulations for various n (1–15 represent the models)

| Criteria | n = 100 | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 |
|---------|---------|------------------|
| QBIC    | 965     | 0 2025 0 1321 0 0 0 0 5689 0 0 0 0 0 |
| BIC     | 41      | 0 435 0 398 0 0 0 0 9125 0 0 1 0 0 |
| FAIC    | 443     | 0 1452 0 1538 0 0 0 0 6567 0 0 0 0 0 |

| Criteria | n = 100 | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 |
|---------|---------|------------------|
| QBIC    | 223     | 0 1338 0 7524 0 0 0 0 8189 0 0 0 0 0 |
| BIC     | 0       | 0 278 0 274 0 0 0 0 9589 0 0 0 0 0 |
| FAIC    | 349     | 0 1436 0 1414 0 0 0 0 6801 0 0 0 0 0 |

| Criteria | n = 100 | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 |
|---------|---------|------------------|
| QBIC    | 108     | 0 1099 0 694 0 0 0 0 8589 0 0 0 0 0 |
| BIC     | 5       | 0 190 0 216 0 0 0 0 9589 0 0 0 0 0 |
| FAIC    | 295     | 0 1352 0 1388 0 0 0 0 6965 0 0 0 0 0 |

Table 4. The mean and standard deviation (s.d.) of the estimators \( \hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3, \) and \( \hat{\theta}_4 \) in each model for various n (1–15 represent the models)

| Criteria | n = 100 | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 |
|---------|---------|------------------|
| QBIC    | 0.0020  | 7.6472 -0.0028 -2.5525 -0.0031 5.8988 -0.0009 -1.9640 0.0038 5.6861 -0.0006 -1.8975 |
| s.d.     | 1.7319  | 14.4366 1.2513 5.0473 0.3440 1.1541 0.2541 0.4378 0.2599 0.8285 0.1914 0.3118 |
| BIC     | 0.0596  | 2.8857 -0.1171 – 0.0255 2.6805 -0.1079 – 0.0176 2.6080 -0.1066 – |
| s.d.     | 0.5917  | 0.7518 0.2335 – 0.3873 0.4610 0.1501 – 0.3069 0.3574 0.1168 – |
| FAIC    | 0.0104  | 6.7840 – -2.2605 -0.0030 5.7925 – -1.9290 0.0036 5.6262 – |
| s.d.     | 1.0092  | 9.8524 3.4170 0.3351 1.0856 0.4150 – 0.8008 0.1886 0.3038 – |
| 5 mean   | -6.7809 | 0.0061 -2.2594 – 5.7915 -0.0008 -1.9285 – 5.6255 -0.0007 -1.8771 |
| s.d.     | – 9.5017 | 0.8186 3.3869 – 1.0916 0.2479 0.4130 – 0.8008 0.1886 0.3038 – |
| 6 mean   | 2.7967  | – – 2.6226 – 0.0177 2.5586 – – |
| s.d.     | – 0.5801 | – – 0.7108 – – |
| 7 mean   | – 2.7922 | – – 2.7190 – – |
| s.d.     | – 0.3385 | – – 0.1298 – – |
| 8 mean   | – – 0.1630 | – – 0.1630 – – |
| s.d.     | – – 0.1630 | – – 0.1630 – – |
| 9 mean   | – – 0.5569 | – – 0.5569 – – |
| s.d.     | – – 0.2466 | – – 0.2466 – – |

Model 5: \( X_j = (Z_j, Z_{j-1}, Z_{j-2}, Z_{j-3}, Z_{j-4}); \cdots \).

Then, the optimal model is Model 4.

The number of models selected using QBIC, BIC, and FAIC from among the candidate models over 10,000 simulations were calculated. First, we calculate QBIC(1) and QBIC(2). If QBIC(1) < QBIC(2), Model 1 is selected as the best model. When QBIC(1) ≥ QBIC(2), we calculate QBIC(3) and compare QBIC(2) with QBIC(3). The same procedures are repeated until they are stopped at the best model. The cases of BIC and FAIC are calculated in a similar manner. Note that the validity of the assumptions for (Q)BIC can be checked using a method similar to that described in Section 4.1.

Table 5 summarizes the comparison results of the model selection frequency. The best model is searched for among Models 1–12 for all cases. Model 4 is selected as the best model with the highest frequency. Moreover, the frequency that Model 4 is selected by (Q)BIC increases as n increases. This result demonstrates that QBIC and BIC have model selection consistency. In Table 6, the differences between the true values and the estimators in the specified models (Models 4–6) decrease as n increases, and the standard deviations behave similarly. Hence, the consistency of the estimators can be observed.
Table 5. The numbers of models selected by QBIC, BIC, and fAIC in Section 4.3 over 10,000 simulations for various \( n \) (1–11 represent the models, and the optimal model is Model 4).

| Criteria | \( n = 100 \) | \( n = 200 \) | \( n = 300 \) |
|----------|----------------|----------------|----------------|
| QBIC     | 2811 0 621 4790 0 1230 116 39 2 1 1 0 | 1412 0 137 7288 1012 130 19 1 0 0 0 0 | 788 0 24 8263 836 86 3 0 0 0 0 0 |
| BIC      | 4192 0 1787 3884 186 10 1 0 0 0 0 0 | 2229 0 557 7059 170 3 2 0 0 0 0 0 | 1252 0 131 8449 166 2 0 0 0 0 0 0 |
| fAIC     | 1 0 539 6079 2220 832 235 84 18 1 0 1 | 4 0 4 6601 2311 707 207 52 12 1 0 1 | 0 0 3 6749 2329 695 167 49 6 2 0 0 |

Table 6. The mean and standard deviation (s.d.) of the estimators \( \hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3, \hat{\theta}_4, \hat{\theta}_5, \) and \( \hat{\theta}_6 \) in each model for various \( n \) (1–6 represent the models, and the true value \( \theta^* = (3, -1, 2, 1) \)).

| \( \hat{\theta} \) | \( n = 100 \) | \( n = 200 \) | \( n = 300 \) |
|-------------------|----------------|----------------|----------------|
| 1 mean 2.5172 s.d. 0.2870 | 2 mean 1.6640 s.d. 0.4144 | 3 mean 2.9344 s.d. 1.6998 |
| 2 mean 1.6112 s.d. 0.2703 | 3 mean 2.7455 s.d. 0.4856 | 4 mean 3.2248 s.d. 0.6262 |
| 5 mean 4.0140 s.d. 0.6508 | 6 mean 4.3051 s.d. 0.6743 | \( \hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3, \hat{\theta}_4, \hat{\theta}_5, \) and \( \hat{\theta}_6 \) in each model for various \( n \) (1–6 represent the models, and the true value \( \theta^* = (3, -1, 2, 1) \)).

Remark 4.2. The current situation satisfies the original model setting given in Section 2 even if \( \{Z_j; j = 1, 2, \ldots \} \) is replaced by the \( m \)th Markov chain (\( m \geq 2 \)).

Remark 4.3. Since we only focus on the contribution of \( \{Z_j\} \) to \( Y_n \) in this simulation, the Bayesian model selection is possible without specifying the distribution of \( \{Z_j\} \).

5. Real data example

The QBIC, BIC, and fAIC were also applied to the analysis of the meteorological data, which can be found at the Homepage of Japan Meteorological Agency (http://www.jma.go.jp/jma/indexe.html).
The data was obtained during a period of 11 years from January 2000 to December 2010 at Yonagunijima, Japan. The data includes the monthly total precipitation \((P)_t\), monthly mean temperature \((T)_t\), monthly mean carbon dioxide \((CO_2)_t\), monthly mean methane \((CH_4)_t\), monthly mean carbon monoxide \((CO)_t\), and monthly mean ozone \((O_3)_t\), where \(t = -11, \ldots, -1, 0, 1, \ldots, 120\). The seasonal difference of precipitation is used for analysis, and \(Y_t, t = 1, \ldots, 120\), are given by

\[
Y_t = \begin{cases} 
1, & \text{if } (P)_t - (P)_{t-12} \geq 0 \\
0, & \text{if } (P)_t - (P)_{t-12} < 0
\end{cases}
\]

In the parameter estimation and model selection, we use the linear logistic regression model

\[
Y_t \sim B \left(1, \frac{\exp(X_t'\theta)}{1 + \exp(X_t'\theta)}\right),
\]

and \(X_t\) has the following elements in each candidate model:

- **Model 1**: \(X_t = (X_{t,1}, X_{t,2}, X_{t,3}, X_{t,4}, X_{t,5})\);
- **Model 2**: \(X_t = (X_{t,1}, X_{t,2}, X_{t,3}, X_{t,4})\);
- **Model 3**: \(X_t = (X_{t,1}, X_{t,2}, X_{t,3}, X_{t,4}, X_{t,5})\);
- **Model 4**: \(X_t = (X_{t,1}, X_{t,2}, X_{t,4}, X_{t,5})\);
- **Model 5**: \(X_t = (X_{t,1}, X_{t,3}, X_{t,4}, X_{t,5})\);
- \(\cdots\); **Model 26**: \(X_t = (X_{t,1}, X_{t,5})\);
- \(\cdots\); **Model 31**: \(X_t = X_{t,5}\).

Here, \(X_{t,1}, X_{t,2}, X_{t,3}, X_{t,4}, \) and \(X_{t,5}\) denote the normalized \((T)_t\), \((CO_2)_t\), \((CH_4)_t\), \((CO)_t\), and \((O_3)_t\).

The estimators and values of QBIC, BIC, and fAIC are shown in Table 7. By comparing the calculation results of BIC imply that Model 31, which consists of \(X_{t,5}\), is chosen. Note that Model 26 contains Model 31. These results mean that \((CO)_t\) and \((O_3)_t\) are more significant than \((T)_t\), \((CO_2)_t\), and \((CH_4)_t\) for the seasonal difference of precipitation.

6. Proofs

We will make use of the next three lemmas. The proofs of Lemmas 6.1–6.3 are given in Supplementary Material. Recall that \(\psi_j\) is given by \(\psi_j = (Y_j - F(X_j))X_j\) for all \(j \in \mathbb{N}\).

**Lemma 6.1.** Assume that Assumptions 2.2 and 2.3 are satisfied and that \(\sup_{j \in \mathbb{N}} \|\psi_j\|_2 < \infty\), then

\[
\sup_{n > 0} \frac{1}{n} \mathbb{E} \left[ \sup_{1 \leq l \leq n} \left| \sum_{j=1}^{i} \psi_j \right|^2 \right] < \infty.
\]

We write \(\Delta_n = \frac{1}{\sqrt{n}} \theta_0 \mathbb{E}_n(\theta_0) = \frac{1}{\sqrt{n}} \sum_{j=1}^{i} (Y_j - \partial b(X'_j\theta_0)) X_j\).

**Lemma 6.2.** Assume that Assumptions 2.1, 2.2 and 2.3 are satisfied, then the following claims are established:

(i) \(\Delta_n = o_p(1)\).

(ii) \(\sup_{\theta \in \Theta} \left| \frac{1}{\sqrt{n}} \theta_0^2 \mathbb{E}_n(\theta) \right| = o_p(1)\).

We write \(U_n(\theta_0) = \{u \in \mathbb{R}^p; \theta_0 + \frac{u}{\sqrt{n}} \in \Theta\}\) and \(\mathbb{H}_n(u) = \exp \left\{ \mathbb{E}_n \left( \theta_0 + \frac{u}{\sqrt{n}} \right) - \mathbb{E}_n(\theta_0) \right\}\).

**Lemma 6.3.** If Assumptions 2.1, 2.2 and 2.3 hold, then

\[
\int_{U_n(\theta_0) \cap \{ |u| \geq M_n \}} \mathbb{H}_n(u) du = o_p(1)
\]

for any \(M_n \to \infty\).
6.1. Proof of Theorem 3.2. In what follows, we consider the zero-extended version of \( Z_n \) and use the same notation:

\[
\int_{\mathbb{R}^p \setminus U_n(\theta_0)} Z_n(u) du = 0.
\]

By using the change of variable \( \theta = \theta_0 + \frac{u}{\sqrt{n}} \), the log marginal quasi-likelihood function becomes

\[
\log \left( \int_{\theta} \exp \{ \mathbb{I}_n(\theta) \} \pi(\theta) d\theta \right) = \mathbb{I}_n(\theta_0) - \frac{p}{2} \log n + \log \left( \int_{U_n(\theta_0)} Z_n(u) \pi \left( \theta_0 + \frac{u}{\sqrt{n}} \right) du \right).
\]

\[
= \mathbb{I}_n(\theta_0) - \frac{p}{2} \log n + \log \left( \int_{U_n(\theta_0)} Z_n(u) \left( \pi \left( \theta_0 + \frac{u}{\sqrt{n}} \right) - \pi(\theta_0) \right) du + \pi(\theta_0) \int_{\mathbb{R}^p} Z_n(u) du \right).
\]

First we consider the asymptotic behavior of \( \int_{U_n(\theta_0)} Z_n(u) \left( \pi \left( \theta_0 + \frac{u}{\sqrt{n}} \right) - \pi(\theta_0) \right) du \). Because of the condition (ii) of Theorem 3.2, Assumption 2.5 (i) and Lemma 6.3, we can take \( M > 0 \) large enough so that

\[
\left| \int_{U_n(\theta_0)} Z_n(u) \left( \pi \left( \theta_0 + \frac{u}{\sqrt{n}} \right) - \pi(\theta_0) \right) du \right| \leq \int_{U_n(\theta_0)} Z_n(u) \left| \pi \left( \theta_0 + \frac{u}{\sqrt{n}} \right) - \pi(\theta_0) \right| du = \int_{U_n(\theta_0) \cap \{|u| < M\}} Z_n(u) \left| \pi \left( \theta_0 + \frac{u}{\sqrt{n}} \right) - \pi(\theta_0) \right| du.
\]
\[ + \int_{U_n(\theta_0) \cap \{|u| \geq M\}} Z_n(u) \left| \pi \left( \theta_0 + \frac{u}{\sqrt{n}} \right) - \pi(\theta_0) \right| du \]
\[ \leq (2M)^p \sup_{|u| < M} \left| \pi \left( \theta_0 + \frac{u}{\sqrt{n}} \right) - \pi(\theta_0) \right| \sup_{|u| < M} Z_n(u) \]
\[ + 2 \sup_{\theta \in \Theta} \pi(\theta) \int_{U_n(\theta_0) \cap \{|u| \geq M\}} Z_n(u) du \]
\[ = o_p(1) \times \sup_{|u| < M} \left\{ \exp \left( u' \Delta_n - \frac{1}{2} u' \left( \frac{1}{n} \sum_{j=1}^{n} \partial^2 b(X_j, X_j') u \right) \right) \right\} + o_p(1) \]
\[ \leq o_p(1) \times \sup_{|u| < M} \left\{ \exp \left( u' \Delta_n - \frac{1}{2} u' \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') u \right) \right) \right\} + o_p(1), \]

where \( \bar{\theta}_n = \theta_0 + \xi \frac{u}{\sqrt{n}} \) for some \( \xi \) satisfying \( 0 < \xi < 1 \). Since \( \frac{\partial}{\partial \theta} \{ u' \Delta_n - \frac{1}{2} u' \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') u \right) \} = 0 \) if and only if \( u = \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') \right)^{-1} \Delta_n \), we have
\[ u' \Delta_n - \frac{1}{2} u' \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') \right) u \leq \frac{1}{2} \Delta_n \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') \right)^{-1} \Delta_n. \]

From Assumption 2.5 (ii) and Lemma 6.2 (i), for any \( \epsilon > 0 \) and for some \( L > 0 \),
\[ \limsup_{n \to \infty} \left[ \sup_{|u| < M} \left\{ \exp \left( u' \Delta_n - \frac{1}{2} u' \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') \right) u \right) \right\} > L \right] \]
\[ \leq \limsup_{n \to \infty} \left[ \exp \left\{ \frac{1}{2} \Delta_n \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') \right)^{-1} \Delta_n \right\} \right] \]
\[ + \limsup_{n \to \infty} \left[ \lambda_{\min} \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') \right) < \lambda_0 \right] \]
\[ + \limsup_{n \to \infty} \left[ \lambda_{\min} \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') \right) \geq \lambda_0 \right] \]
\[ \leq \limsup_{n \to \infty} \left[ \lambda_{\min} \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') \right) \right] \]
\[ + \limsup_{n \to \infty} \left[ \exp \left\{ \frac{1}{2 \lambda_0} \Delta_n \right\} \right] \]
\[ < \epsilon. \]

Hence, \( \sup_{|u| < M} \left\{ \exp \left( u' \Delta_n - \frac{1}{2} u' \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j, X_j') \right) u \right) \right\} = O_p(1) \), and \( \int_{U_n(\theta_0)} Z_n(u) \left( \pi \left( \theta_0 + \frac{u}{\sqrt{n}} \right) - \pi(\theta_0) \right) du \) converges to 0 in probability.

Next we will prove the equation \( \int_{\mathbb{R}^p} Z_n(u) du = \int_{\mathbb{R}^p} \exp(u' \Delta_n - \frac{1}{2} u' \Gamma_n u) du + o_p(1) \). For each \( K > 0 \),
\[ \left| \int_{\mathbb{R}^p} Z_n(u) du - \int_{\mathbb{R}^p} \exp \left( u' \Delta_n - \frac{1}{2} u' \Gamma_n u \right) du \right| \]
\[ \leq \int_{\mathbb{R}^p} \left| Z_n(u) - \exp \left( u' \Delta_n - \frac{1}{2} u' \Gamma_n u \right) \right| du \]
\[ = \int_{|u| < K} \left| Z_n(u) - \exp \left( u' \Delta_n - \frac{1}{2} u' \Gamma_n u \right) \right| du \]
\[ + \int_{|u| \geq K} \left| Z_n(u) - \exp \left( u' \Delta_n - \frac{1}{2} u' \Gamma_n u \right) \right| du. \]
Due to Assumption 2.5 and Lemma 6.3 we can take $K$ large enough so that

$$
\int_{|u| \geq K} |Z_n(u) - \exp \left( u' \Delta_n - \frac{1}{2} u' \Gamma_n u \right) | du 
\leq \int_{|u| \geq K} Z_n(u) du 
+ \int_{|u| \geq K} \exp \left\{ u' \Delta_n - \frac{1}{2} u' \left( \frac{1}{n} \sum_{j=1}^n \partial^2 b(X_j' \theta_0) X_j X_j' \right) u \right\} du 
\lesssim \int_{|u| \geq K} \exp \left\{ u' \Delta_n - \frac{1}{2} u' \left( \frac{1}{n} \sum_{j=1}^n b(X_j) X_j X_j' \right) u \right\} du = o_p(1).
$$

In the same way as (11), for the same $K$,

$$
\int_{|u| < K} |Z_n(u) - \exp \left( u' \Delta_n - \frac{1}{2} u' \Gamma_n u \right) | du 
\leq \sup_{|u| < K} \left\{ \exp \left( u' \Delta_n - \frac{1}{2} u' \left( \frac{1}{n} \sum_{j=1}^n \partial^2 b(X_j' \theta_0) X_j X_j' \right) u \right) \right\}
\times \left\{ \exp \left( \frac{1}{6} \sum_{i,k,\ell=1}^p \frac{1}{n} \partial_{\theta_i} \partial_{\theta_k} \partial_{\theta_\ell} \mathbb{H}_n(\theta_n) u_i u_k u_\ell \right) - 1 \right\}
\leq \sup_{|u| < K} \left\{ \exp \left( u' \Delta_n - \frac{1}{2} u' \left( \frac{1}{n} \sum_{j=1}^n b(X_j) X_j X_j' \right) u \right) \right\}
\times \left\{ \exp \left( \frac{1}{6} \sum_{i,k,\ell=1}^p \frac{1}{n} \partial_{\theta_i} \partial_{\theta_k} \partial_{\theta_\ell} \mathbb{H}_n(\theta_n) u_i u_k u_\ell \right) - 1 \right\}
\leq \exp \left\{ \frac{1}{2} \Delta_n' \left( \frac{1}{n} \sum_{j=1}^n b(X_j) X_j X_j' \right)^{-1} \right\}
\times \sup_{|u| < K} \left\{ \exp \left( \frac{1}{6} \sum_{i,k,\ell=1}^p \frac{1}{n} \partial_{\theta_i} \partial_{\theta_k} \partial_{\theta_\ell} \mathbb{H}_n(\theta_n) u_i u_k u_\ell \right) - 1 \right\}
= O_p(1) \times o_p(1) = o_p(1).
$$

Therefore, we obtain the equation $\int_{\mathbb{R}^p} Z_n(u) du = \int_{\mathbb{R}^p} \exp(u' \Delta_n - \frac{1}{2} u' \Gamma_n u) du + o_p(1)$. Moreover,

$$
\int_{\mathbb{R}^p} \exp \left( u' \Delta_n - \frac{1}{2} u' \Gamma_n u \right) du 
= \exp \left( \frac{1}{2} \| \Gamma_n^{-\frac{1}{2}} \Delta_n \|^2 \right) \int_{\mathbb{R}^p} \exp \left( - \frac{1}{2} (u - \Gamma_n^{-1} \Delta_n) \right) \Gamma_n (u - \Gamma_n^{-1} \Delta_n) du 
= \exp \left( \frac{1}{2} \| \Gamma_n^{-\frac{1}{2}} \Delta_n \|^2 \right) (2\pi)^{\frac{p}{2}} \det(\Gamma_n)^{-\frac{1}{2}},
$$

hence $\log \left( \int_{\Theta} \exp(\mathbb{H}_n(\theta)) \pi(\theta) d\theta \right)$ is given by

$$
\log \left( \int_{\Theta} \exp(\mathbb{H}_n(\theta)) \pi(\theta) d\theta \right) 
= \mathbb{H}_n(\theta_0) - \frac{p}{2} \log n + \log \left\{ \pi(\theta_0) \exp \left( \frac{1}{2} \| \Gamma_n^{-\frac{1}{2}} \Delta_n \| \right) (2\pi)^{\frac{p}{2}} \det(\Gamma_n)^{-\frac{1}{2}} + o_p(1) \right\}
= \mathbb{H}_n(\theta_0) - \frac{p}{2} \log n + \log \pi(\theta_0)
+ \frac{1}{2} \| \Gamma_0^{-\frac{1}{2}} \Delta_n \|^2 + \frac{p}{2} \log 2\pi + \log \det(\Gamma_n)^{-\frac{1}{2}} + o_p(1).
$$
Finally we replace $\theta_0$ with the QMLE $\hat{\theta}_n$:

$$\Delta_n = \frac{1}{\sqrt{n}} \partial_\theta \mathbb{H}_n(\theta_0) = \frac{1}{\sqrt{n}} \partial_\theta \mathbb{H}_n(\hat{\theta}_n),$$

where $\hat{\theta}_n = \theta_n + \eta_1(\theta_0 - \theta_n)$ for some $\eta_1$ satisfying $0 < \eta_1 < 1$. Because of Lemma 6.2 there exists a $\eta_2$ satisfying $0 < \eta_2 < 1$ such that

$$-\frac{1}{n} \partial_\theta^2 \mathbb{H}_n(\hat{\theta}_n) = \Gamma_n - \frac{1}{n} \partial_\theta \mathbb{H}_n(\theta_0 + \eta_2(\hat{\theta}_n - \theta_0))$$

$$= \Gamma_n - (1 - \eta_1)(\sqrt{n}(\hat{\theta}_n - \theta_0))' \left(\frac{1}{n} \partial_\theta \mathbb{H}_n(\theta_0 + \eta_2(\hat{\theta}_n - \theta_0))\right)$$

$$= \Gamma_0 + o_p(1).$$

Furthermore, we can show the equation $\frac{1}{n} \sum_{j=1}^{n} b(X_j' \hat{\theta}_n)X_j = \Gamma_n + o_p(1) = \Gamma_0 + o_p(1)$ in a similar way, so we have

$$\mathbb{H}_n(\theta_0) = \mathbb{H}_n(\hat{\theta}_n) - \frac{1}{2} (\sqrt{n}(\hat{\theta}_n - \theta_0))' \Gamma_0 (\sqrt{n}(\hat{\theta}_n - \theta_0)) + o_p(1)$$

$$= \mathbb{H}_n(\theta_0) - \frac{1}{2} \Gamma_0^{-1} \Delta_n' \Gamma_0^{-1} \Delta_n + o_p(1)$$

$$= \mathbb{H}_n(\theta_0) - \frac{1}{2} \Delta_n' \Delta_n + o_p(1).$$

Thus, the asymptotic behavior of the log marginal quasi-likelihood function is given by

$$\log \left( \int_\Theta \exp \{\mathbb{H}_n(\theta)\} \pi(\theta) d\theta \right) = \mathbb{H}_n(\hat{\theta}_n) - \frac{p}{2} \log n + \log \pi(\hat{\theta}_n) + \frac{p}{2} \log 2\pi$$

$$- \frac{1}{2} \log \det \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j' \hat{\theta}_n)X_j X_j' \right) + o_p(1).$$

6.2. Proof of Theorem 3.4
Recall that $\theta_{m,0}$ and $m_0$ are given by $\{\theta_{m,0}\} = \text{argmax}_{\theta \in \Theta_{m,0}} \mathbb{H}_{m,0}(\theta)$ and $\{m_0\} = \text{argmin}_{m \in M} \dim(\Theta_m)$, respectively, where $M = \text{argmax}_{m \in \{1,\ldots,M\}} \mathbb{H}_{m,0}(\theta_{m,0})$. Fasen and Kimmig [16] proved the model selection consistency of likelihood-based information criteria, which include AIC and BIC, for multivariate continuous-time ARMA processes. We basically follow their scenario for the proof of Theorem 3.4.

(i) $\Theta_{m_0}$ is nested in $\Theta_m$. Define the map $a : \Theta_{m_0} \rightarrow \Theta_m$ by $a(\theta) = A\theta + c$, where $A$ and $c$ satisfy the equation $\mathbb{H}_{m_0,n}(\theta) = \mathbb{H}_{m,n}(a(\theta))$ for any $\theta \in \Theta_{m_0}$. Then, the equation $\mathbb{H}_{m_0,n}(\theta) = \mathbb{H}_{m,n}(a(\theta))$ is also satisfied for every $\theta \in \Theta_{m_0}$. If $a(\theta_{m_0}) \neq \theta_{m,0}$, then we have $\mathbb{H}_{m_0,n}(a(\theta_{m_0})) < \mathbb{H}_{m,n}(a(\theta_{m_0}))$. From this inequality and assumption of the optimal model, we have $a(\theta_{m_0}) = \theta_{m,0}$.

By the Taylor expansion of $\mathbb{H}_{m,n}$

$$\mathbb{H}_{m_0,n}(\hat{\theta}_{m_0,n}) = \mathbb{H}_{m,n}(a(\hat{\theta}_{m_0,n}))$$

$$= \mathbb{H}_{m,n}(\hat{\theta}_{m,n}) - \frac{1}{2} \left\{ \sqrt{n}(\hat{\theta}_{m,n} - a(\hat{\theta}_{m_0,n})) \right\}'$$

$$\times \left( \frac{1}{n} \sum_{j=1}^{n} \partial_\theta^2 b_m(X_j' \hat{\theta}_n)X_j X_j' \right) \left\{ \sqrt{n}(\hat{\theta}_{m,n} - a(\hat{\theta}_{m_0,n})) \right\},$$

where $\hat{\theta}_n = \hat{\theta}_{m,n} + \xi(a(\hat{\theta}_{m_0,n}) - \hat{\theta}_{m,n})$ for some $\xi$ satisfying $0 < \xi < 1$ and $\hat{\theta}_n \xrightarrow{p} \theta_{m,0}$ as $n \rightarrow \infty$. Therefore, the difference between QBIC($m_0$) and QBIC($m$) is given by

$$\text{QBIC}^{(m_0)} - \text{QBIC}^{(m)}$$

$$= \left\{ \sqrt{n}(\hat{\theta}_{m,n} - a(\hat{\theta}_{m_0,n})) \right\}' \left( \frac{1}{n} \sum_{j=1}^{n} \partial_\theta^2 b_m(X_j' \hat{\theta}_n)X_j X_j' \right) \left\{ \sqrt{n}(\hat{\theta}_{m,n} - a(\hat{\theta}_{m_0,n})) \right\}$$

$$+ \log \det \left( - \partial_\theta^2 \mathbb{H}_{m,n}(\hat{\theta}_{m_0,n}) \right) - \log \det \left( - \partial_\theta^2 \mathbb{H}_{m,n}(\hat{\theta}_{m,n}) \right).$$
We consider the behavior of the $\hat{\theta}_{m,n} - a(\hat{\theta}_{m,n})$. Because of the chain rule, we have $\partial_{\theta} \mathbb{H}_{m,n}(\theta_{m,0}) = A' \partial_{\theta} \mathbb{H}_{m,n}(\theta_{m,0})$ and $\partial_{\theta} \mathbb{H}_{m,n}(\theta) = A' \partial_{\theta} \mathbb{H}_{m,n}(a(\theta)) A$. Moreover,

$$a(\hat{\theta}_{m,n}) - \theta_{m,0} = A(\hat{\theta}_{m,n} - \theta_{m,0})$$

and

$$\sqrt{n}(\hat{\theta}_{m,n} - \theta_{m,0})$$

$$= \left( - \frac{1}{n} \partial_{\theta} \mathbb{H}_{m,n}(\theta_{m,0}) \right)^{-1} \left( \frac{1}{\sqrt{n}} \partial_{\theta} \mathbb{H}_{m,n}(\theta_{m,0}) \right)$$

$$= \left\{ A' \left( - \frac{1}{n} \partial_{\theta} \mathbb{H}_{m,n}(a(\theta_{m,0})) \right) A \right\}^{-1} A' \left( \frac{1}{\sqrt{n}} \partial_{\theta} \mathbb{H}_{m,n}(\theta_{m,0}) \right)$$

$$= \left\{ A' \left( \frac{1}{n} \sum_{j=1}^{n} \partial_{m} b_{m}(a(\theta_{m,0})) X_j X'_j \right) A \right\}^{-1} A' \left( \frac{1}{\sqrt{n}} \partial_{\theta} \mathbb{H}_{m,n}(\theta_{m,0}) \right)$$

$$= \left\{ A' \Gamma_{m,0} A \right\}^{-1} A' \left( \frac{1}{\sqrt{n}} \partial_{\theta} \mathbb{H}_{m,n}(\theta_{m,0}) \right) + o_{p}(1),$$

where $\hat{\theta}_{n} = \hat{\theta}_{m,n} + \eta(\theta_{m,0} - \hat{\theta}_{m,n})$ for some $\eta$ satisfying $0 < \eta < 1$ and $a(\hat{\theta}_{n}) \xrightarrow{P} a(\theta_{m,0}) = \theta_{m,0}$ as $n \to \infty$. These equalities and Theorem 2.10 give

$$\sqrt{n}(\hat{\theta}_{m,n} - a(\hat{\theta}_{m,n}))$$

$$= \sqrt{n}(\hat{\theta}_{m,n} - \theta_{m,0}) - A \sqrt{n}(\hat{\theta}_{m,n} - \theta_{m,0})$$

$$\xrightarrow{L} \left\{ \Gamma_{m,0}^{-1} - A \left( A' \Gamma_{m,0} A \right)^{-1} A' \right\} N_{p_{m}} \left( 0, \Sigma_{0} \right)$$

$$= N_{p_{m}} \left( 0, \left\{ \Gamma_{m,0}^{-1} - A \left( A' \Gamma_{m,0} A \right)^{-1} A' \right\} \Sigma_{0} \left\{ \Gamma_{m,0}^{-1} - A \left( A' \Gamma_{m,0} A \right)^{-1} A' \right\} \right) \sim \mathcal{N}.$$
CREST.

H. Masuda for helpful comments and stimulating discussion. This work was partly supported by JST, and valuable comments which helped to greatly improve the paper. The author also thanks Professor

\[\text{Acknowledgements}\]

The author wishes to thank the associate editor and the two anonymous referees for careful reading and valuable comments which helped to greatly improve the paper. The author also thanks Professor H. Masuda for helpful comments and stimulating discussion. This work was partly supported by JST, CREST.

\[\text{References}\]

[1] Akaike, H. (1973), Information theory and an extension of the maximum likelihood principle. In B. N. Petrov and F. Csaki (Eds.), 2nd Int. Symp. Information Theory, pp. 267-281. Budapest: Academiai Kiado.

[2] Akaike, H. (1974), A new look at the statistical model identification. *IEEE Trans. Autom. Control.* 19, 716-723.

[3] Antonio, K. and Beirant, J. (2007). Actuarial statistics with generalized linear mixed models. *Insur. Math. Econ.* 40, 58-76.

[4] Baraud, Y., Comte, F. and Viennet, G. (2001). Adaptive estimation in autoregression or $\beta$-mixing regression via model selection. *Ann. Statist.*, 3, 839-875.

[5] Berg, D. (2007), Bankruptcy prediction by generalized additive models. *Appl. Stochastic Models Bus. Ind.* 23, 129-143.

[6] Bozdogan, H. (1987), Model selection and Akaike's information criterion (AIC): The general theory and its analytical extensions. *Psychometrika,* 52, 345-370.

[7] Burnham, K. P. and Anderson, D. R. (2002), *Model selection and multimodel inference: A practical information-theoretic approach.* Springer, New York.

[8] Casella, G., Girón, F. J., Martínez, M. L. and Moreno, E. (2009), Consistency of Bayesian procedures for variable selection. *J. R. Stat. Soc. Ser. B. Stat. Methodol.* 71, 1207-1228.

[9] Cavanaugh, J. E. and Neath, A. A. (1999), Generalizing the derivation of the Schwarz information criterion. *Ann. Statist.* 27, 419-426.

[10] Chen, J. and Chen, Z. (2008), Extended Bayesian information criteria for model selection with large model spaces. *Biometrika,* 95, 759-771.

[11] Davydov, Y. A. (1973), Mixing conditions for Markov chains. *Theory of Probability & Its Applications,* 18, 312-328.

[12] Domowitz, I. and White, H. (1982), Misspecified models with dependent observations. *J. Econometrics,* 20, 35-58.

[13] Doukhan, P. (1994), *Mixing: Properties and Examples.* Springer, New York.

[14] Eguchi, S. and Masuda, H. (2015), Quasi-Bayesian comparison for LAQ models. *MI Preprint series 2015–7.*

[15] Fahrmeir, L. and Kaufmann, H. (1985), Consistency and asymptotic normality of the maximum likelihood estimator for Markov chains. *J. Stat. Plann. Inference,* 14, 75-83.

[16] Farron, N. (1984), A functional central limit theorem for weakly dependent sequences of random variables. *Ann. Statist.* 12, 407-436.

[17] Hastie, T. and Tibshirani, R. (1990), *Generalized Additive Models.* Chapman & Hall, London.

[18] Herrndorf, N. (1984), A functional central limit theorem for weakly dependent sequences of random variables. *Ann. Prob.,* 141-153.

[19] Imhof, J. P. (1961), Computing the distribution of quadratic forms in normal variables. *Biometrika,* 419-426.

[20] Konishi, S. and Kitagawa, G. (1996), Generalised information criteria in model selection. *Biometrika,* 83, 875-890.

[21] Liebscher, E. (2005), Towards a unified approach for proving geometric ergodicity and mixing properties of nonlinear autoregressive processes. *Journal of Time Series Analysis,* 26, 669-689.

[22] Lv, J. and Liu, J. S. (2014), Model selection principles in mispecified models. *J. R. Stat. Soc. Ser. B. Stat. Methodol.,* 76, 141-167.

[23] Masuda, H. (2013), Convergence of Gaussian quasi-likelihood random fields for ergodic Lévy driven SDE observed at high frequency. *Ann. Statist.,* 41, 1593-1641.

[24] McCullagh, P. and Nelder, J. A. (1989), *Generalized Linear Models.* Chapman & Hall, London.
Proof of Lemma 6.3.

Therefore,

\[ \text{van der Vaart, A. W. (1998), Asymptotic Statistics, 7.2.} \]

Proof of Lemma 6.2.

Proof of Lemma 6.1.

7.1. Proof of Lemma 6.1 Lemma 6.1 follows from a direct application of Yoshida [32] Lemma 4.

7.2. Proof of Lemma 6.2 Proof of (i).

\[ \sup_{j \in \mathbb{N}} E[|\psi_j|^2] = \sup_{j \in \mathbb{N}} E\left[\left(|Y_j - F(X_j)|X_j^2\right)^2\right] \]

\[ \leq \sup_{j \in \mathbb{N}} E\left[|Y_j - F(X_j)|^2X_j^2\right] \]

\[ \leq \sup_{j \in \mathbb{N}} E\left[|Y_j|^2 + |F(X_j)|^2\right] |X_j|^2 \]

\[ \leq \sup_{j \in \mathbb{N}} E\left[|Y_j|^2 + E[|Y_j|^2 | F_j-1 \cup \sigma(X_j)] |X_j|^2\right] \]

\[ \leq \sup_{j \in \mathbb{N}} E\left[(1 + |X_j|^C)|X_j|^2\right] < \infty. \] (12)

Because of this inequality, we can apply Lemma 6.1 to obtain

\[ \sup_{n > 0} E\left[\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \psi_j^2\right] \leq \sup_{n > 0} \frac{1}{n} E\left[\sup_{1 \leq i \leq n} \left|\sum_{j=1}^{i} \psi_j\right|^2\right] < \infty. \]

Therefore, \( \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \psi_j = O_p(1) \), and \( \Delta_n \) satisfies the equality

\[ \Delta_n = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \psi_j + \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left(F(X_j) - \partial b(X_j \theta_0)\right)X_j = O_p(1). \]

Proof of (ii). For some \( C > 0 \),

\[ \sup_{\theta \in \Theta} \left|\frac{1}{n \sqrt{n}} \partial \vartheta \|_{n \theta} (\theta)\right| \leq \frac{1}{n \sqrt{n}} \sup_{\theta \in \Theta} \left(\sum_{i,k,l=1}^{p} \left|\partial \vartheta_i \partial \vartheta_k \partial \vartheta_l \|_{n \theta} (\theta)\right|^2\right)^{\frac{1}{2}} \]

\[ \leq \frac{1}{n \sqrt{n}} \sup_{\theta \in \Theta} \left(\sum_{i,k,l=1}^{p} \left|\partial^3 b(X_j \theta)X_j,iX_j,kX_j,l\right|\right) \]

\[ \leq \frac{1}{n \sqrt{n}} \sup_{\theta \in \Theta} \left(\sum_{i,k,l=1}^{p} \left|\partial^3 b(X_j \theta)\right| |X_j,iX_j,kX_j,l|\right) \]

\[ \leq \frac{1}{n \sqrt{n}} \sum_{i,k,l=1}^{p} \frac{1}{n \sqrt{n}} \sum_{j=1}^{n} \sup_{\theta \in \Theta} \left|\partial^3 b(X_j \theta)\right| |X_j|^3 \]

\[ \leq \frac{1}{n \sqrt{n}} \sum_{i,k,l=1}^{p} \frac{1}{n \sqrt{n}} \sum_{j=1}^{n} \left(1 + |X_j|^C\right)|X_j|^3 \]

\[ = \frac{1}{n \sqrt{n}} \sum_{i,k,l=1}^{p} \frac{1}{n \sqrt{n}} \sum_{j=1}^{n} O_p(1) = o_p(1). \]

7.3. Proof of Lemma 6.3 We have that

\[ \int_{\mathcal{U}_n(\theta_0) \cap \{|u| \geq M_n\}} Z_n(u) \, du \]

\[ = \int_{\mathcal{U}_n(\theta_0) \cap \{|u| \geq M_n\}} \exp \left\{ u' \Delta_n + \frac{1}{2n} u' \partial^2 \|_{n \theta} (\tilde{\theta}_n) u \right\} \, du \]
where \( \hat{\theta}_n = \theta_0 + \xi(\theta_0 + \frac{1}{n} \lambda_0 - \theta_0) = \theta_0 + \xi \frac{\lambda_0}{\sqrt{n}} \) for some \( \xi \) satisfying \( 0 < \xi < 1 \). From Assumption 2.5 (i), there exists a function \( b \) such that

\[
\int_{\{u \geq M_n\} \cap \{u \geq M_n\}} \exp \left\{ -\frac{1}{2} u \left( \frac{1}{n} \sum_{j=1}^{n} \partial^2 b(X_j \hat{\theta}_n) X_j X_j' \right) u \right\} du
\]

Fix any \( \epsilon > 0 \). For \( \lambda_0 > 0 \) given in Assumption 2.5 (ii),

\[
P \left[ \int_{u \geq M_n} Z_n(u) du > \epsilon \right] \leq P \left[ \int_{|u| \geq M_n} \exp \left\{ -\frac{1}{2} u \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j) X_j X_j' \right) u \right\} du > \epsilon \right]
\]

\[
= P \left[ \int_{|u| \geq M_n} \exp \left\{ -\frac{1}{2} u \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j) X_j X_j' \right) u \right\} du > \epsilon \right] \]

\[
\leq P \left[ \min \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j) X_j X_j' \right) < \lambda_0 \right]
\]

\[
+ P \left[ \min \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j) X_j X_j' \right) \geq \lambda_0 \right]
\]

\[
\leq P \left[ \min \left( \frac{1}{n} \sum_{j=1}^{n} b(X_j) X_j X_j' \right) < \lambda_0 \right]
\]

\[
+ P \left[ \int_{|u| \geq M_n} \exp \left\{ -\frac{1}{2} \lambda_0 u \right\} du > \epsilon \right]. \tag{13}
\]

There exists a constant \( K > 0 \) such that

\[
P \left[ \int_{|u| \geq M_n} \exp \left\{ -\frac{1}{2} \lambda_0 u \right\} du > \epsilon \right]
\]

\[
= P \left[ \int_{|u| \geq M_n} \exp \left\{ -\frac{1}{2} \lambda_0 u \right\} du > \epsilon; |\Delta_n| > K \right]
\]

\[
+ P \left[ \int_{|u| \geq M_n} \exp \left\{ -\frac{1}{2} \lambda_0 u \right\} du > \epsilon; |\Delta_n| \leq K \right]
\]

\[
\leq P \left[ |\Delta_n| > K \right] + P \left[ \exp \left( \frac{\Delta_n^2}{2\lambda_0} \right) \right]
\]

\[
\times \int_{|u| \geq M_n} \exp \left\{ -\frac{\lambda_0}{2} (u - \lambda_0^{-1} \Delta_n)^2 (u - \lambda_0^{-1} \Delta_n) \right\} du > \epsilon; |\Delta_n| \leq K
\]

\[
= P \left[ |\Delta_n| > K \right] + P \left[ \exp \left( \frac{\Delta_n^2}{2\lambda_0} \right) \right]
\]

\[
\times \int_{|t| + \lambda_0^{-1} \Delta_n \geq M_n} \exp \left\{ -\frac{\lambda_0}{2} t \right\} dt > \epsilon; |\Delta_n| \leq K
\]

\[
\leq P \left[ |\Delta_n| > K \right] + P \left[ \exp \left( \frac{K^2}{2\lambda_0} \right) \int_{|t| \geq M_n - \lambda_0^{-1} K} \exp \left\{ -\frac{\lambda_0}{2} t \right\} dt > \epsilon \right].
\]
Because of Lemma 6.2 (i), for some \( N \),
\[
P \left( |\Delta_n| > K \right)
\]
\[
+ P \left[ \exp \left( \frac{K^2}{2\lambda_0} \int_{|t| \geq M_n - \lambda_0^{-1} K} \exp \left\{ - \frac{\lambda_0}{2} t't \right\} dt > \epsilon \right) < \frac{\epsilon}{2} \right]
\]
for every \( n \geq N \). Due to Assumptions 2.2, 2.9 (ii), and the definition of (ii) is ensured by Assumption 2.9 (ii),
\[
\int_{\mathcal{U}_n(\theta_0) \cap \{ |u| \geq M_n \}} Z_n(u) \, du > \epsilon
\]
for all \( n \geq N \). Thus, \( \int_{\mathcal{U}_n(\theta_0) \cap \{ |u| \geq M_n \}} Z_n(u) \, du \) converges to 0 in probability.

7.4. Proof of Theorem 2.8. We apply the argmax theorem (van der Vaart [30, Theorem 5.56, Corollary 5.58]) for \( \frac{1}{n} \mathbb{H}_n(\theta) \). Under Assumptions 2.1–2.5, \( \hat{\theta}_n \) and \( \theta_0 \) are given by \( \{ \hat{\theta}_n \} = \arg\max_{\theta \in \Theta} \frac{1}{n} \mathbb{H}_n(\theta) \) and \( \{ \theta_0 \} = \arg\max_{\theta \in \Theta} \mathbb{H}_0(\theta) \), respectively. Hence, it is enough to show that \( \frac{1}{n} \mathbb{H}_n \) converges to \( \mathbb{H}_0 \) uniformly in \( \theta \in \Theta \). Since (7) and Lemma 6.1 are satisfied, and \( \Theta \) is a bounded convex domain, we have
\[
\sup_{\theta \in \Theta} \left| \frac{1}{n} \mathbb{H}_n(\theta) - \mathbb{H}_0(\theta) \right|
\]
\[
= \sup_{\theta \in \Theta} \left| \frac{1}{n} \sum_{j=1}^{n} \psi_j \theta \right|
\]
\[
+ \frac{1}{n} \sum_{j=1}^{n} \left\{ \left( F(X_j)X'_j \theta - b(X'_j \theta) \right) \right\} - \int (F(x)x' \theta - b(x' \theta)) \nu(dx)
\]
\[
\leq \left| \frac{1}{n} \sum_{j=1}^{n} \psi_j \right| \sup_{\theta \in \Theta} |\theta| + \sup_{\theta \in \Theta} \left| \frac{1}{n} \sum_{j=1}^{n} \left\{ \left( F(X_j)X'_j \theta - b(X'_j \theta) \right) \right\} - \int (F(x)x' \theta - b(x' \theta)) \nu(dx) \right|
\]
\[
P \to 0.
\]

7.5. Proof of Theorem 2.10. It was shown in Section 6.1 that
\[
\sqrt{n}(\hat{\theta}_n - \theta_0) = \Gamma_0^{-1} \Delta_n + o_p(1).
\]
In view of Herrndorf [19, Theorem, Corollary 1], \( \Delta_n \) converges to the normal distribution \( N(0, \Sigma_0) \) in law if we show the following four conditions:

(i) \( E \left[ (Y_j - \partial b(X'_j \theta_0))X_j \right] = 0, E \left[ (Y_j - \partial b(X'_j \theta_0))^2 X'_j X_j \right] < \infty \) for all \( j \in \mathbb{N} \).

(ii) \( \frac{1}{n} E \left[ \left\{ \sum_{j=1}^{n} (Y_j - \partial b(X'_j \theta_0))X_j \right\} \left\{ \sum_{j=1}^{n} (Y_j - \partial b(X'_j \theta_0))X_j \right\} \right] \to \Sigma_0 \) as \( n \to \infty \).

(iii) \( \sum_{k \in \mathbb{N}} \alpha(k)^{\frac{3}{2}} < \infty \).

(iv) \( \limsup_{n \to \infty} E \left[ \left| (Y_n - \partial b(X'_n \theta_0))X_n \right|^3 \right] < \infty \).

(ii) is ensured by Assumption 2.9 (ii).

Proof of (i). Because of Assumptions 2.2, 2.9 (i), and the definition of \( \theta_0 \), we have
\[
E \left[ (Y_j - \partial b(X'_j \theta_0))X_j \right] = E[(Y_j - F(X_j))X_j + (F(X_j) - \partial b(X'_j \theta_0))X_j]
\]
\[
= 0 + \int (F(x) - \partial b(x' \theta_0))x \nu(dx)
\]
\[
= 0
\]
for any \( j \in \mathbb{N} \). Furthermore, from Assumption 2.1,
\[
\sup_{j \in \mathbb{N}} E \left[ (Y_j - \partial b(X'_j \theta_0))^2 X'_j X_j \right] \lesssim \sup_{j \in \mathbb{N}} E \left[ \left( |Y_j|^2 + |\partial b(X'_j \theta_0)|^2 \right)|X_j|^2 \right]
\]
\[
\lesssim \sup_{j \in \mathbb{N}} E \left[ (1 + |X_j|^C) + (1 + |X_j|^C)^2 |X_j|^2 \right] < \infty.
\]
Proof of (iii). Assumption 2.3 gives
\[ \sum_{k \in \mathbb{N}} \alpha(k)^{\frac{1}{3}} \leq c^{-\frac{1}{3}} \sum_{k \in \mathbb{N}} e^{-\frac{1}{3}ck} \]
\[ = c^{-\frac{1}{3}} \frac{e^{-\frac{1}{3}c}}{1 - e^{-\frac{1}{3}c}} < \infty. \]

Proof of (iv). In a similar way as (15), we can show that
\[ \sup_{j \in \mathbb{N}} E \left[ \left| (Y_j - \partial b(X_j \theta_0))X_j \right|^{3} \right] < \infty \]
Hence, (iv) is satisfied.
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