Bulk and Boundary Quantum Phase Transitions in a Square Rydberg Atom Array
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Motivated by recent experimental realizations of exotic phases of matter on programmable quantum simulators, we carry out a comprehensive theoretical study of quantum phase transitions in a Rydberg atom array on a square lattice, with both open and periodic boundary conditions. In the bulk, we identify several first-order and continuous phase transitions by performing large-scale quantum Monte Carlo simulations and develop an analytical understanding of the nature of these transitions using the framework of Landau-Ginzburg-Wilson theory. Remarkably, we find that under open boundary conditions, the boundary itself undergoes a second-order quantum phase transition, independent of the bulk. These results explain recent experimental observations and provide important new insights into both the adiabatic state preparation of novel quantum phases and quantum optimization using Rydberg atom array platforms.

I. INTRODUCTION

Rydberg atom arrays have recently emerged as a powerful platform for programmable quantum simulation [1–5] and quantum information processing [6–9]. Recent theoretical [10–14] and experimental work on this system has allowed for unprecedented new insights into a variety of quantum phases characterized by complex density-wave [4, 15] or topological [16–18] orders. Moreover, Rydberg simulators allow for detailed studies of dynamics across quantum phase transitions (QPTs) and other quantum critical phenomena. Finally, they provide a natural many-body platform for exploring quantum advantage in solving combinatorial optimization problems [19, 20]. These advances motivate detailed quantitative understanding of the QPTs between complex phases in such systems, with realistic interactions and geometries. In particular, on even the simplest square 2D arrays, where a compendium of ordered phases was theoretically predicted [15]—and probed both by experiments [4] and approximate numerics [21]—a thorough classification of the associated QPTs is still lacking.

The many-body physics of Rydberg atom arrays can be understood as resulting from two competing processes. On one hand, atoms in highly excited (Rydberg) states interact via strong van der Waals interactions [22], preventing neighboring atoms from simultaneously occupying the excited state—a mechanism known as the “Rydberg blockade” [23]. On the other hand, a detuned laser field favors occupation of the Rydberg state, enticing the system to maximize the number of excited atoms [24]. This competition leads to a rich phase diagram [Fig. 1(a)]. On a square lattice, when the blockade radius is comparable to the lattice spacing, the double occupancy of neighboring sites is highly suppressed, leading to a “checkerboard” pattern of excited atoms [Fig. 1(b)].

Upon increasing the blockade radius further, more complicated symmetry-breaking phases (namely, the “striated” and the “star”) emerge [15]. The transitions between these ordered phases (and to the disordered phase) can, in principle, be either continuous or first-order. Crucially, the nature of these phase transitions dictates the efficacy of experimentally preparing the corresponding states via quasi-adiabatic dynamics in large systems. Therefore, in order to utilize Rydberg atom arrays to probe different phases of matter or prepare the ground states of Hamiltonians encoding combinatorial optimization problems [19], it is essential to establish a quantitative understanding of the quantum critical points.

In this work, we employ both numerical and analytical methods to investigate the nature of these QPTs in large systems with realistic, long-range interactions. First, using large-scale Quantum Monte Carlo (QMC) simulations [25], we construct the phase diagram [Fig. 1(a)] and identify the nature of five distinct QPTs between the phases. This is possible only because QMC can reach system sizes large enough for a careful finite-size scaling analysis under periodic boundary conditions (PBC), which are computationally difficult to realize in tensor-network-based methods [15, 21]. Interestingly, we find that while the QPTs from the disordered to the checkerboard phase and from the checkerboard to the striated phase are continuous, the transitions from the disordered to both the striated and the star phases are first-order.

Second, to understand the origin of the first-order transitions, we develop low-energy Landau-Ginzburg-Wilson (LGW) theories describing the QPTs in the system. Our analysis reveals the emergence of fluctuation-induced first-order transitions, arising from the inaccessibility of stable fixed points in the renormalization group (RG) flow. Additionally, we discover that systems with open boundary conditions (OBC) can undergo boundary phase transitions [pink stars in Fig. 1(a)] independently from the bulk. Intuitively, the boundary transition is a consequence of the reduced connectivity near the boundary: fewer neighbors result in fewer blockade constraints and reduced frustration, allowing for easier order-
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In Sec. V, we analyze the boundary ordering in a system with PBC, and in Sec. IV, we present their unified field-theoretical description. Thereafter, in Sec. III, we numerically study the quantum phase transitions between the various phases in a system with PBC, and in Sec. IV, we present their unified field-theoretical description. Thereafter, in Sec. V, we analyze the boundary ordering in a system with OBC. Finally, we summarize our conclusions in Sec. VI.

II. MODEL

We consider an array of Rydberg atoms on a square lattice interacting via the Hamiltonian

$$ H = \Omega \sum_{i<j} \left( \frac{R_b}{R_{ij}} \right)^6 n_i n_j - \Delta \sum_i n_i + \Omega \frac{1}{2} \sum_i \sigma_i^z, $$

where $n_i = (\sigma_i^x + 1)/2$ measures the Rydberg excitation density at site $i$, $R_0$ is the so-called “blockade radius” [26] encapsulating the strength of the interactions, $R_{ij}$ is the distance between sites $i$ and $j$, and $\sigma_i^z$ is the Pauli X operator at site $i$ representing a transverse field. $\Delta$ and $\Omega > 0$ denote the detuning from the Rydberg state and the Rabi frequency, respectively. In practice, we adopt a finite cutoff for the interaction potential such that the interactions are set to 0 for $R_{ij} > R_0$. We systematically investigate different values of $R_0$ and choose an optimal value, $R_0 = 4a$ (where $a$ is the lattice spacing), that maximizes the computational efficiency without significantly affecting numerical results for given system sizes (the role of the cutoff distance is elaborated on in Appendix C).

The structure of this paper is as follows. First, we introduce our model of the Rydberg system in Sec. II. Next, in Sec. III, we numerically study the quantum phase transitions between the four phases in a system with PBC, and in Sec. IV, we present their unified field-theoretical description. Thereafter, in Sec. V, we analyze the boundary ordering in a system with OBC. Finally, we summarize our conclusions in Sec. VI.

III. NUMERICAL STUDY OF PHASE TRANSITIONS

We begin by numerically examining the QPTs between the four phases in the considered phase diagram: disordered, checkerboard, striated, and star [Fig. 1(a)]. The disordered phase does not break any symmetries, while the checkerboard and striated phases break $\mathbb{Z}_2$ and $\mathbb{Z}_2 \times \mathbb{Z}_2$ translational symmetries, respectively. The star phase breaks both the $\mathbb{Z}_2$ symmetry, and the $C_4$ rotational symmetry.

For our numerical simulations, we adapt a QMC algorithm, based on the continuous imaginary-time representation [28]: the algorithm is local in space but nonlocal in the imaginary-time direction [25]. We found that, for our system, this QMC method performs better than the conventional stochastic series expansion algorithm with cluster updates [29]. Our full QMC approach is detailed in Appendix A.

First, we study the transition from the disordered to the checkerboard phase. To this end, we calculate [Fig. 2(a)] the order parameter $F(\pi, \pi)$ and its Binder ratio across a range of detunings at a fixed value of the blockade radius $R_b = 1.2$ [gray line in Fig. 1(a)]. We observe a smooth behavior of the Rydberg density $n$ and notice the Binder ratio crossing at a single point for multiple system sizes $N_a = L \times L$;
In summary, two of the three possible transitions between the disordered, checkerboard, and striated phases prove to be second-order while the third is seen to be first-order. The star phase is connected to the neighboring phases considered here solely through first-order QPTs. To understand the origins of these differences, we now analyze the different QPTs using the order parameter and the Rydberg density. Both observables feature a sharp jump at the critical point, which converges towards a step function for larger system sizes, indicating a potential first-order transition. To further corroborate this claim, we plot a histogram of Rydberg densities obtained during the QMC sampling, from multiple random seeds, at the transition point. This shows a clear double-peaked distribution, conveying a coexistence of the two phases near the transition. These features, together with the lack of universal scaling, strongly suggest that this is indeed a first-order QPT.

Finally, we simulate the transition from the disordered phase into the star phase at \( R_b = 1.7 \). In Fig. 3, we see a behavior similar to the transition into the striated phase: both the order parameter and the Rydberg density seem to converge towards a sharp step-like function. We again plot the histogram of the density sampling [Fig. 3(b); inset] and observe a clear double-peaked distribution, reflecting the first-order nature of the transition.

The star and striated phases break different symmetries; thus, in the absence of any exotic mechanisms such as deconfined quantum criticality \([32]\), the QPT between them must be first-order. We study this transition numerically and find that our QMC algorithm exhibits diverging equilibration times near the phase boundary, indicating the coexistence of two incompatible symmetry-breaking patterns. We employ a seeding procedure where the simulation first equilibrates deep within one of the phases and is then slowly driven towards the transition point. This method results in a convergence to a sharp jump indicating the first-order transition, as expected. Further details on extracting the phase boundary are presented in Appendix D.

In summary, two of the three possible transitions between the disordered, checkerboard, and striated phases prove to be second-order while the third is seen to be first-order. The star phase is connected to the neighboring phases considered here solely through first-order QPTs. To understand the origins of these differences, we now analyze the different QPTs using the framework of LGW theory.
IV. FIELD-THEORETIC DESCRIPTION

Having identified the locations and orders of the various quantum phase transitions from numerical simulations, we now turn to their theoretical descriptions. More specifically, we construct effective LGW theories [33] to describe the nature of the phase transitions observed in the square-lattice Rydberg atom arrays. Here, we present the main results while the detailed analysis is summarized in Appendix E.

Focusing on the long-wavelength and low-energy physics, the key tenet of LGW theory is the “soft-spin” approximation [30], which promotes the discrete local density $n_i$ at each site $i$ to a coarse-grained continuous density field, $\rho(r)$, that can be expanded in the basis set of the real-space eigenfunctions of the $N$ lowest-energy modes as

$$\rho(r) = \text{Re} \left( \sum_{n=1}^{N} \psi_n e^{i k_n \cdot r} \right),$$

where $\psi_n \in \mathbb{C}$ is the order parameter corresponding to the $n\text{-th}$ mode. The momentum-space positions of these soft modes can be identified from the peaks in the Fourier spectra of the real-space density-wave profiles. The Landau functional is then given by all homogeneous quartic polynomials in the amplitudes $\psi_n$ which are invariant under the symmetry transformations of the underlying square lattice [34–37]. In this spirit, the Rydberg density in or around the striated phase can be expanded in terms of three real fields $\Psi_1$, $\Psi_2$, and $\Phi$ as $\rho(r) = \Psi_1 e^{(\pi,0) \cdot r} + \Psi_2 e^{(0,\pi) \cdot r} + \Phi e^{(\pi,\pi) \cdot r}$; note that this set already includes the $(\pi, \pi)$ Fourier peak of the checkerboard phase as well. The symmetry properties of the order parameters show that $\Phi \sim \Psi_1 \Psi_2$ and the interplay between the three bears interesting consequences for the Landau theory. Up to quartic order, the most general effective Hamiltonian is

$$\mathcal{H}_{\text{LGW}} = \int d^2x \left[ \sum_{i=1}^{2} (\partial_i \Psi_i)^2 + (\partial_i \Phi)^2 
+ r\left(\Psi_1^2 + \Psi_2^2\right) + s \Phi^2 + g \Psi_1 \Psi_2 \Phi_1 + u_1 \left(\Psi_1^2 + \Psi_2^2\right)^2 
+ u_2 \Phi^4 + v \Psi_1^2 \Psi_2^2 + w \Phi^2 \left(\Psi_1^2 + \Psi_2^2\right) \right],$$

where $\mathbf{x}$ denotes a $D = 2 + 1$-dimensional spacetime coordinate, and we have suppressed the explicit dependence of the $\Psi$ and $\Phi$ fields on the continuum position $r$. We have also rescaled all the field variables so as to make the coefficients of the gradient terms equal to unity. The parameters $r$ and $s$ tune the system across the various phase transitions. The cubic coupling $g$ is allowed by all the symmetries and plays an essential role in establishing the important features of the phase diagram.

A mean-field analysis of $\mathcal{H}_{\text{LGW}}$ leads to the phase diagram in Fig. 4, yielding (i) the trivial disordered phase, where no lattice symmetry is broken and $\langle \Phi \rangle = \langle \Psi_i \rangle = 0$, (ii) the checkerboard phase, where only the $\Phi$ field is condensed, i.e., $\langle \Phi \rangle \neq 0, \langle \Psi_i \rangle = 0$, and (iii) the striated phase, where both the order parameters are nonzero, so $\langle \Phi \rangle \neq 0, \langle \Psi_i \rangle \neq 0$. Although there can be a second-order QPT between any two of these three phases, the presence of the cubic term in Eq. (4) implies the existence of a line of first-order transitions close to the origin $r = s = 0$ [38–40]. This line terminates in two tricritical points (labeled $T_1$ and $T_2$ in Fig. 4), at which the coefficients of both the quadratic and quartic terms of the effective theory vanish; the theory is then controlled by its sextic term [not shown in Eq. (4)].

Let us now address the role of the fluctuations neglected in the mean-field calculation so far by considering a more careful RG analysis. For the purpose of describing the QPT from the disordered to the striated phase, the most general Hamiltonian density consistent with square-lattice symmetries can be written as

$$\frac{1}{2} \sum_{i=1}^{2} \left( (\partial_i \Psi_i)^2 + r \Psi_i^2 \right) + \frac{1}{4!} \sum_{i=1}^{2} (u_0 + v_0 \delta_{ij}) \Psi_i^2 \Psi_j^2.$$

This theory is known to have four RG fixed points (FPs) [41, 42], but in $D = 3$, only the $O(2)$-symmetric FP describes the generic critical behavior of the system. However, there is an extended region in the $(u_0, v_0)$ parameter plane, defined by the wedge $\{ (u_0, v_0) \mid -v_0/2 < u_0 < 0 \}$, from which the FP is inaccessible, thus rendering the transition first-order [43].

Therefore, there are two possible mechanisms which could lead to the first-order transition between the disordered and striated phases observed numerically. Firstly, we could have a scenario where the star phase sets in before the tricritical point $T_1$ in Fig. 4, ensuring that the entire line of transitions between the disordered and the striated phase remains first-order. Alternatively, if the parameters of our theory place us in the abovementioned swath of $(u_0, v_0)$ space, one could have a fluctuation-induced first-order transition due to the inaccessibility of the relevant FP.

On the other hand, the $\mathbb{Z}_2$ symmetry-breaking on going from the checkerboard to the striated phase is described by
the standard $\Phi^4$ field theory, where, for $D < 4$, the physics of the critical point is given by the celebrated Wilson-Fisher FP [44–46]. Therefore, any second-order QPT between these two phases must be in the universality class of the $(2 + 1)$D Ising model.

Having detailed the LGW theory of QPTs in the lower part of the phase diagram, we now turn to the star phase. The QPT from the disordered to the star phase involves four real fields and is described by a three-dimensional $O(4)$-symmetric vector model with anisotropic perturbations [47]. The effective Hamiltonian, consistent with all symmetries, is (up to quartic order)

$$\mathcal{H}_\phi = \int d^D \mathbf{x} \left[ \sum_{i,a} \frac{1}{2} \left( (\partial_\mu \phi_{a,i})^2 + r \phi_{a,i}^2 \right) \right] + \frac{3}{4!} \left( u_0 + v_0 \delta_{ij} + w_0 \delta_{ab} \right) \phi_a^2 \phi_b^2 \delta_{ij}, \quad (5)$$

where the coefficients $u_0, v_0, w_0$ must satisfy

$$u_0 > 0 \quad \text{and} \quad \begin{cases} (u_0 + v_0) < -w_0, & \text{for } w_0 > 0 \\ (u_0 + v_0) < -w_0, & \text{for } w_0 < 0 \end{cases} \quad (6)$$

to ensure the stability of the theory and the appropriate condensation of fields in the star phase. Within the framework of the $\varepsilon$ expansion, this so-called tetragonal theory has eight FPs [48–50]. However, a careful analysis shows that there are only three possible stable FPs [51]: the cubic one in the $v_0 = 0$ plane as well as its symmetric counterpart, and the XY FP with $u_0 = v_0 = 0$. The cubic FP, which is stable in the $v_0 = 0$ subspace, is unstable with respect to the quartic interaction associated with the coupling $v_0$, similar considerations apply to the other cubic FP which is stable in the $v_0 = (3/2)w_0 = 0$ plane [52]. The XY FP is stable on the $u_0 = 0$ plane and while its behavior in the full parameter space has been a subject of much debate [53–57], recent six-loop fixed-dimension expansion calculations [51] have confirmed its global stability [including on the $v_0 = 0$ plane in Fig. 4(c)]. Thus, systems described by the tetragonal Hamiltonian are generically expected to demonstrate XY critical behavior.

Crucially, the XY FP is rendered inaccessible from the allowed region in the parameter space of our effective theories given by Eq. (6) as shown in Appendix E. Therefore, the QPT between the disordered and star phases is a fluctuation-induced first-order transition.

V. BOUNDARY CRITICALITY

The notion of a QPT is formally defined in the thermodynamic limit. In practice, however, one always considers a finite system, in which case the boundaries may have important effects on the critical behavior [58]. Concentrating on the disordered–striated transition in an array endowed with OBC, here, we address this issue in the context of the experimentally realizable Rydberg phase diagram.

Remarkably, we notice that the boundary itself undergoes a second-order QPT before the bulk in the thermodynamic limit [top panel of Fig. 5(a)]. Intuitively, atoms at the boundary have fewer neighbours (and interactions), so it is easier for them to order. For a finite-size system, this surface order shifts the onset of bulk ordering towards smaller $\Delta/\Omega$ because the boundary "seeds" the interior of the system. Such an onset of bulk order in the presence of established boundary order defines an extraordinary boundary universality class [59]. Furthermore, since the $\mathbb{Z}_2$ ordering at the boundary is compatible with the checkerboard and striated phases—but not with the star—the striated phase is significantly expanded, relative to a system with PBC, at the cost of the shrunken star phase.

Next, we determine the critical exponents of the boundary transition by calculating the boundary order parameter $F_B = \langle \tilde{F}_B(\pi, \pi) + \tilde{F}_B(\pi, \pi) \rangle / 2$ with

$$\tilde{F}_B(k_x, k_y) = \frac{1}{N_B} \sum_{j \in \text{Boundary}} n_j \exp \left[ i (k_x x_j + k_y y_j) \right], \quad (7)$$

$N_B$ being the number of atoms along the boundary. In Fig. 5(b), we present the Binder ratio of $F_B$ while the inset illustrates its universal collapse with $\nu = 1.004(8)$, consistent with a $(1 + 1)$D Ising transition. Signatures of this boundary ordering have been also obtained from experimental data using machine learning in a complementary work [60].

The ordering of the boundary has direct implications for quasi-adiabatic state preparation across a critical point. According to the Kibble-Zurek [2, 61–65] mechanism, the scaling of the density of defects in the resultant phase after a quench is governed by the universal static critical exponents of the QPT. Since $(1 + 1)$D and $(2 + 1)$D Ising universality
classes exhibit scaling behavior with different critical exponents, the efficiency of adiabatic state preparation may depend on the interplay between the boundary and the bulk. For example, during dynamical preparation, the system could undergo a cascade of boundary transitions propagating inwards, effectively masking the bulk first-order transition.

Apart from understanding the existing experimental observations, an important open question is whether one can leverage the boundary ordering to facilitate improved preparation of bulk-ordered states in larger systems. Detailed understanding of these processes requires careful theoretical and experimental studies of real-time quantum dynamics of large systems.

VI. DISCUSSION AND OUTLOOK

The results in this work demonstrate the emergence of both first- and second-order QPTs in a square-lattice Rydberg array with periodic boundary conditions and present their unified field-theoretic description. Furthermore, we identified the crucial role of boundary ordering in systems with OBC, which allows one to adiabatically access compatible phases that are otherwise hidden behind a first-order transition line. Our findings suggest that the boundary plays a major role in understanding experimental results.

These studies can be extended along several directions. First, we note that at stronger interactions, other phases are known to emerge for the system at hand [15]. The classification and theoretical study of those orders, as well as different lattice geometries [4, 16, 17] or interparticle interactions, is an interesting direction for future work. Second, the application of the phenomena discussed in this work to disordered systems warrants a separate investigation. Understanding the emergence of boundary transitions propagating inwards, an important open question is whether one can leverage the boundary ordering to facilitate improved preparation of bulk-ordered states in larger systems. Detailed understanding of the phenomena discussed in this work to disordered systems is a key factor in predicting practical performance and potential quantum advantage of near-term quantum simulators for optimization problems such as the Maximum Independent Set [66, 67].
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Appendix A: Quantum Monte Carlo simulation

Our algorithm is based on the work in Refs. 25 and 68; here, we briefly summarize it for completeness. We found that, for the Hamiltonian in Eq. (1) of the main text, this QMC method performs better than the conventional stochastic series expansion algorithm with cluster updates [29], which we attribute to the presence of strong nearest-neighbor blockade interactions that violate the Ising symmetry. Our QMC scheme operates at a finite temperature $T$, and, in order to access properties of the ground state, we work at sufficiently low temperatures, e.g. $T/\Omega \sim 0.01$ and 0.02.

We write our $d$-dimensional system’s Hamiltonian as $\hat{H} = \hat{H}_0 + \hat{H}_1$, with

$$H = \sum_{i<j} V_{ij} \hat{n}_i \hat{n}_j - \Delta \sum_i \hat{n}_i - \frac{\Omega}{2} \sum_i \hat{\sigma}_i^z,$$

(A1)

where $\hat{H}_0$ denotes the part diagonal in the $z$-basis and $\hat{H}_1$ is the off-diagonal term proportional to $\hat{\sigma}^z$. In the discrete imaginary-time representation (with $N_I$ sites in the imaginary-time direction), the partition function is

$$Z = \text{Tr}[e^{-\beta H}] = \lim_{N_I \to \infty} \sum_{\alpha} \prod_{a=0}^{N_I-1} \langle \alpha_{a+1} | e^{-\tau \hat{H}_0} e^{-\tau \hat{H}_1} | \alpha_a \rangle,$$

(A2)

where $\alpha = \alpha_0, \alpha_1, ..., \alpha_{N_I}, \alpha_0$ is a state in the computational ($\sigma$)-basis with $\alpha_{N_I} = \alpha_0$ due to the periodicity induced by the trace, and $\tau = \beta / M$ is assumed to be very small such that the above Suzuki-Trotter decomposition holds. The partition function in Eq. (A2) can be recast as a partition function of a $(d+1)$-dimensional classical model, with the index $a$ labeling the additional dimension:

$$Z_{cl} = \sum_{\alpha_{cl}} \langle \alpha_{cl} | e^{-\beta H_{cl}} | \alpha_{cl} \rangle,$$

(A3)

where $\alpha_{cl}$ are computational basis states of $N_I \times N_a$ spins and

$$H_{cl} = \sum_{a=0}^{N_I-1} \left( \sum_{i<j} \frac{V_{ij}}{N_I} \hat{n}_{a,i} \hat{n}_{a,j} - \frac{\Delta}{N_I} \sum_i \hat{n}_i - \frac{\Omega}{2N_I} \sum_i \hat{\sigma}_i^z \hat{\sigma}_{a+1,i}^z \right),$$

(A4)

where $a$ labels the imaginary-time direction. This Hamiltonian is diagonal in the computational basis. In order to avoid
### Appendix B: Extraction of critical exponents

For second-order phase transitions, we assume a dynamical critical exponent of \( z = 1 \) and thus scale the temperature with the linear system size as \( T \sim 1/L \). We are interested in the \( \nu \) (correlation length) and \( \beta \) (magnetization) exponents, which we will extract from the Binder ratio \( U_4 \) and the order parameter \( F \), respectively. To this end, near a critical point \( g_c \), we consider a universal scaling form of the Binder ratio as

\[
U_4 = f_1[(g - g_c)L^{1/\nu}] = \sum_{k=0}^{K} a_k (g - g_c)^k L^{k/\nu} + O((g - g_c)^{K+1}),
\]

where \( g \) is the coupling constant being varied (in our case, \( R_b \) or \( \Delta \)), and \( f_1 \) is some universal function near the critical point.

In practice, we fit the universal function to a polynomial in the distance to the critical coupling value \((g - g_c)\) to the \( K+1 \) order with coefficients \( a_k \). The fitting procedure is stable (i.e.,
There is universal scaling, it should be possible to truncate the expansion at a reasonably small $K$ when close enough to the critical point. This is visible in the relatively small extracted values of $a_k$ for larger $k$. We set $K = 4$ in this work and found it to be sufficient.

Similarly, we assume the universal form of the order parameter:

$$F = L^{-\beta/\nu} f_2[(g - g_c)L^{1/\nu}]$$

$$= \sum_{k=0}^{K} b_k(g - g_c)^k L^{(k-\beta)/\nu} + O((g - g_c)^{K+1}).$$  \hspace{1cm} (B2)

To extract critical exponents, we calculate the order parameter and its Binder ratio close to the critical point for different system sizes. Then, we fit the data to the ansatz of Eq. (B1) to obtain $\nu$ and subsequently use that value to fit $\beta$ from Eq. (B2).

Note that the error estimates in Table I are results of the fitting procedure and do not include systematic (e.g., finite-size) errors. We attribute the discrepancy between the obtained exponents and those expected for the $(2+1)$D Ising universality class to such finite-size effects. Moreover, these effects seem to be more pronounced at the checkerboard–striated transition as seen in Fig. 6(d), where the Binder ratios’ crossing points for increasing system sizes drift significantly, compared to Fig. 6(b).

**Appendix C: Cutoff dependence of the phase diagram**

The interaction that we use to study Eq. (1) of the main text is truncated at a finite distance: $V(R) = \Omega \left( R_0^6 / |R|^6 \right) \Theta(R_0 - |R|)$. In this work, we assumed $R_0 = 4$, in units where we set the lattice spacing to unity ($a = 1$). This means that a single atom can interact with up to 48 other atoms.

In Fig. 7, we present various order parameters across transitions to the star and striated phases with different interaction cutoffs $R_0 \in \{2, 3, 4, 5\}$ for a $16 \times 16$ lattice with PBC. We observe that setting $R_0 = 3$ is not sufficient to capture the full long-tail phase diagram for the star phase [see Fig. 7(a,b)]. Noticeably, with increasing cutoff distance, the phase boundaries in Fig. 7 shift towards larger detunings and converge for $R_0 \geq 4$. In Fig. 7(b), we see that including even longer-ranged tails than those assumed in this work, i.e., $R_0 = 5$, leads to a sharper (stronger) first-order transition to the star phase.

**Appendix D: Seeding procedure for the striated–star transition**

Since the star and striated phases break different symmetries, within the LGW paradigm, we expect the transition be-
FIG. 8. Seeding procedure for the interface between striated and star phases. Our QMC algorithm struggles in this regime. To estimate the phase boundary, we resort to phase seeding from both sides. (a,b) Effect of the seeding procedure and temperature change on the phase boundary at \( L = 12 \). (c,d) Scaling with the system size at \( T = 0.002 \). The gray region denotes our estimate of the location of the transition point.

We find that our QMC algorithm struggles to converge properly near this star–striated transition. We attribute this to the local-in-space nature of our QMC update method, wherein it is necessary to reorder the whole lattice to maintain ergodicity, which is very difficult when two phases coexist.

In order to estimate the location of the transition, we perform a “phase seeding procedure”. First, we equilibrate a QMC realization deep within one of the phases (e.g., striated), which prepares the initial “seed” for that particular phase. Second, we change the blockade radius inside the simulation to the desired value and then perform a normal QMC procedure (equilibration together with sampling) using the previously obtained seed instead of a completely random one. This favors the phase corresponding to the seed. Finally, we repeat this procedure starting from the other phase.

In Fig. 8(a), we present the effect of seeding on the behavior of the order parameters; each order parameter is seeded from its corresponding phase. We estimate the transition point as the midpoint between the peaks of the two order parameters. Upon decreasing the temperature, the effect of the seeding procedure becomes more pronounced, as the system is progressively more frozen in its initial (seeded) configuration, and the gap between the peaks becomes narrower. In Fig. 8(b), we show results for different system sizes at the lowest temperature considered \( T = 0.002 \) as well as our estimate for the transition point (grey area). We note that this position does not vary much with the temperature. This approach to estimating the transition point is heuristic, so we assign a rough error to the position of the critical point defined by the distance between the peaks at the lowest temperature (width of the shaded area).

Appendix E: Details of the LGW theories

In order to systematically address fluctuation corrections, it is useful to regard the relevant Landau theory not as the free energy functional but rather as the Hamiltonian of a classical statistical mechanics problem in which the degrees of freedom are represented by the field(s) \([30]\). Landau theory would then simply follow by making the saddle-point approximation to the functional integral for the partition function. Here, we adopt this approach from the very beginning.

The elements of the space group of the square lattice include single-site translations along the \( x \) (\( T_x \)) and \( y \) (\( T_y \)) axes, reflections about the \( x \) (\( R_x \)) and \( y \) (\( R_y \)) axes, and fourfold rotations around the out-of-plane \( z \) axis (\( C_4 \)). To write down the effective Hamiltonian, such as in Eq. (4) of the main text, we need to determine how the low-energy eigenmodes \( \psi_n \) transforms under these operations. This, in turn, follows from the transformation properties of the eigenvectors \( \exp(i k_n \cdot r) \).
introduced in Eq. (3) of the main text, as
\[ \hat{\mathcal{O}} \rho(r) = \text{Re} \left[ \sum_n \psi_n e^{i\mathbf{k}_n \cdot \hat{\mathbf{r}}} \right] \equiv \text{Re} \left[ \sum_n \left( \hat{\mathcal{O}} \psi \right)_n e^{i\mathbf{k}_n \cdot \mathbf{r}} \right]. \]

We outline these symmetry transformations individually for each of the phases in the following.

1. Checkerboard and striated phases

The minimal set of momenta \( \{\mathbf{k}_n\} \) required to describe the density-wave ordering \( \rho(r) \) in the striated phase is \( \{(\pi, 0), (0, \pi), (\pi, \pi)\} \). The magnetization in or around these phases can thus be expressed in terms of three real fields \( \Psi_1, \Psi_2, \) and \( \Phi \) as
\[ \rho(r) = \Psi_1 e^{i(\pi, 0) \cdot r} + \Psi_2 e^{i(0, \pi) \cdot r} + \Phi e^{i(\pi, \pi) \cdot r}. \] (E1)

In the basis \( (\Psi_1, \Psi_2) \), the matrix representations of the symmetry transformations are:
\[ T_x = -\sigma_3, \quad T_y = \sigma_3, \quad R_x = R_y = 1, \quad C_4 = \sigma_1, \] (E2)
where \( \sigma \) denotes the usual 2 \( \times \) 2 Pauli matrices. The field \( \Phi \) transforms trivially under all symmetries except translations \( (T_x, T_y) \), which act as \( \Phi \rightarrow -\Phi \). The Landau functional is given by all homogeneous polynomials that are invariant under the group generated by these transformations and, up to quartic order, corresponds to Eq. (4) of the main text. Without loss of generality, we consider \( g < 0 \) here. Furthermore, we need \( v < 0 \) to ensure that both \( \Psi_1 \) and \( \Psi_2 \) condense in the ordered (striated) phase. The stability of the theory also requires \( u_1 > -v/4 > 0, \ u_2 > 0, \) and \( u_2(4u_1 + v) > w^2 \) (assuming \( w < 0 \)).

\[ a. \text{ Mean-field theory for the tricritical points} \]

Neglecting spatial fluctuations, let us first analyze Eq. (4) in mean-field theory. The results of such an analysis are presented in the phase diagram of Fig. 4 in the main text, which illustrates the checkerboard, striated, and star phases. As indicated in Fig. 4, there can be a second-order phase transition between any two of these three phases. From a conventional Landau theory analysis, we find that the second-order phase boundary between the disordered phase and the checkerboard phase is at \( s = 0 \), while the line demarcating the disordered phase from the striated is at \( r = 0 \). Finally, the second-order transition from the checkerboard to the striated is at
\[ r = \frac{1}{2} \left( -g \sqrt{-\frac{s}{2u_2}} + \frac{sw}{u_2} \right). \] (E3)
Although these three second-order lines would appear to meet at \( r = s = 0 \), as noted by Park and Sachdev [38] this is preempted by a line of first-order transitions close to the origin.

The origin of this feature can be seen by integrating out the \( \Phi \) fluctuations to derive an effective action for the \( \Psi \). Doing so always induces an effective quartic term \( \Psi_1^4 \Psi_2^2 \) with a negative coefficient \( -g^2/|s| \). Hence, for sufficiently small \( |s| \), the net coefficient of \( \Psi_1^4 \Psi_2^2 \) always becomes negative, thus driving the transitions involving the onset of nonzero \( \Psi \) first-order. This line of first-order transitions terminates in two tricritical points (labeled \( T_1 \) and \( T_2 \) in Fig. 4), at which the coefficients of both the quadratic and quartic terms of the effective theory vanish; the theory is then controlled by its sextic term [not shown in Eq. (4)]. The point \( T_1 \) is located at \( r = 0, \ s = g^2/(16u_1 + 4v) \) whereas the coordinates of \( T_2 \) can be found by solving for \( s \) in the equation
\[ \frac{g^2}{s} - 4g w \sqrt{\frac{2}{-su_2}} + 8 \left( 4u + v - \frac{w^2}{u_2} \right) = 0 \] (E4)
and then determining \( r \) as given by Eq. (E3) for this value of \( s \). On going across either of these two tricritical points, the change in the sign of the quartic term is responsible for the nature of the transition changing from first to second-order.

Next, we address the role of quantum fluctuations.

\[ b. \text{ Disordered to checkerboard} \]

The transition from the disordered to the checkerboard phase is characterized by the onset of a nonzero order parameter, namely, the staggered magnetization or, equivalently, the amplitude of the \( (\pi, \pi) \) Fourier mode. Expanding in powers and gradients of this order parameter, we obtain the Hamiltonian
\[ \mathcal{H}_\Phi = \int d^D x \left[ \frac{1}{2} \left( \left( \partial_\mu \Phi \right)^2 + r \Phi^2 \right) + \frac{u_2}{4!} \Phi^4 \right], \] (E5)
where \( \Phi \), as before, is a real, one-component field. The Hamiltonian is invariant under \( \Phi \rightarrow -\Phi \) and thus possesses a \( Z_2 \) (Ising) symmetry. Analyzing the renormalization-group (RG) flow of this theory, one finds that it has a Gaussian fixed point (FP) at \( r = u_0 = 0 \); however, the Gaussian FP is stable towards \( u_0 \) perturbations only for \( D > 4 \). More relevantly, the RG flow has another FP at nonzero values of \( r \) and \( u_0 \), which is the celebrated Wilson-Fisher FP [44-46] located at
\[ r^* = -\frac{\varepsilon}{6} + \mathcal{O}(\varepsilon^2); \quad u_0^* = \frac{2\varepsilon}{3S_4} + \mathcal{O}(\varepsilon^2), \] (E6)
where \( \varepsilon \equiv 4 - D \), and the phase space factor \( S_4 = 2/[\Gamma(d/2)(4\pi)^{d/2}] \) denotes the surface area of a sphere in \( d \) dimensions. For \( D < 4 \), the physics of the critical point is described by the field theory of the Wilson-Fisher FP, and the transition from the disordered to the checkerboard phase in the Rydberg system is in the universality class of the \( (2+1)D \) Ising model.
c. Disordered to striated

The cubic term in Eq. (4) of the main text implies that if two of the fields \( \Psi_1, \Psi_2, \Phi \) are condensed, then so must the third \[40\]. In the striated phase, the Fourier transform of the Rydberg excitation density \( n(k) \) thus exhibits peaks not only at \((\pi, 0)\) and \((0, \pi)\) but also at \((\pi, \pi) = (\pi, 0) + (0, \pi)\). For the purpose of describing the phase transition from the disordered to the striated phase, therefore, it suffices to focus on the first two momenta alone. In other words, given two real fields \( \Psi_1 \) and \( \Psi_2 \),

\[
\rho(r) = \Psi_1 e^{i(\pi, 0) \cdot r} + \Psi_2 e^{i(0, \pi) \cdot r}
\]

(E7)
correctly describes the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry-breaking pattern of the striated phase. Using the matrix representations of the transformations in Eq. (E2), the most general Hamiltonian consistent with square-lattice symmetries can be written as

\[
\mathcal{H}_\Psi = \int d^D x \left[ \frac{1}{2} \sum_{i=1}^{N} \left( \left( \partial_\mu \Psi_i \right)^2 + r \Psi_i^2 \right) + \frac{1}{4!} \sum_{i=1}^{N} \left( u_0 + v_0 \delta_{ij} \right) \Psi_i^4 \Psi_j^4 \right].
\]

(E8)

where \( N = 2 \). The cubic-symmetric quartic term \( \sum_i \Psi_i^4 \) breaks the \( O(N) \) invariance of the model down to a residual discrete \( D_4 \) symmetry. The relevance of the anisotropic perturbations can be directly understood by classifying them using irreducible representations of the \( O(N) \) internal group, and computing the RG dimensions of their associated couplings [47]. While the coupling constants \( r, u_0, \) and \( v_0 \) can be varied by tuning the parameters of the microscopic Rydberg Hamiltonian, the stability of the theory requires the positivity conditions

\[ u_0 + v_0 > 0 \quad \text{and} \quad Nu_0 + v_0 > 0 \]

(E9)
to be satisfied. Rewriting the quartic term as \[ (u_0 + v_0)(\Psi_1^2 + \Psi_2^2)^2 - 2 v_0 \Psi_1^2 \Psi_2^2 \]/4!, it follows that we also need \( v_0 > 0 \) to ensure that both \( \Psi_{1,2} \) condense in the ordered phase.

The theory defined by the Hamiltonian (E8) has been extensively studied over the past few decades and is known to have four FPs [41, 42]:

- The trivial Gaussian one at \( u_0 = v_0 = 0 \).
- The Ising FP with \( u_0, v_0 \neq 0 \). At this FP, the Hamiltonian (E8) corresponds to that of \( N \) Ising systems coupled by the \( O(N) \)-symmetric interaction.
- The \( O(N) \)-symmetric FP with \( u_0 \neq 0, v_0 = 0 \).
- The cubic FP with \( u_0 \neq 0, v_0 \neq 0 \).

Both the Gaussian and Ising FPs are unstable for any number of components \( N \). For sufficiently small \( N < N_c \), the \( O(N) \)-symmetric FP is stable while the cubic one is unstable (this designation is reversed for \( N > N_c \)) [51]. Importantly, for \( D = 3, N_c \) has been shown to be less than 3 using perturbative expansions [71–73] and numerical conformal bootstrap [74]. Hence, in our case, with \( D = 3, N = 2 \), the \( O(N) \)-symmetric FP describes the generic critical behavior of the system and the resultant RG flow is sketched in Fig. 9.

In the upper-half plane, the only FP is the Ising one which is unstable. If \( v_0 > 0 \) (as required for the simultaneous condensation of \( \Psi_{1,2} \) and \( u_0 > 0 \), at long distances, the theory would therefore flow to the \( O(N) \)-symmetric FP. The transition would be second-order, governed by this stable FP, and one would expect the emergence of an \( O(2) \) symmetry at the critical point [75]. The cubic term is a “dangerously” irrelevant operator and generates correction to scaling in the ordered phase [51]. However, even though the RG flow has a stable FP, there is a region in the \((u_0, v_0)\) plane, defined by the wedge \( \Omega = \{ (u_0, v_0) \mid -v_0/2 < u_0 < 0 \} \), from which the FP is inaccessible [43]. If \( u_0 \) were to the left of the separatrix running from the Gaussian to the Ising FP, the flow could not reach the \( O(N) \) FP as the separatrix marks the boundary of the domain of attraction of the stable FP [76]. Outside the attraction domain of the FPs, the flow goes away towards more negative values of \( u_0 \) and/or \( v_0 \), eventually reaching the region where the quartic interaction no longer satisfies the stability condition: these RG trajectories should be related to first-order phase transitions [51]. This result is to be contrasted with the mean-field prediction of a continuous transition in the entire stability wedge defined by Eq. (E9).
FIG. 10. Schematic RG flow of the tetragonal theory, described by the LGW Hamiltonian (E16) with \( M = 2, N > 1 \), in the (a) \( u_0 = 0 \), (b) \( v_0 = 0 \), and (c) \( w_0 = 0 \) planes. In the \( v_0 = 0 \) subspace, the stable FP is the cubic one whereas on the other two planes, the XY FP is stable. As before, all the stable (unstable) FPs are marked in blue (red). Figure adapted from Ref. 51.

d. Checkerboard to striated

The broken symmetry in the striated phase is \( \mathbb{Z}_2 \times \mathbb{Z}_2 \cong D_2 \) (which is isomorphic to the Klein 4-group). By itself, the checkerboard phase already breaks a \( \mathbb{Z}_2 \) symmetry. The residual \( \mathbb{Z}_2 \) symmetry that is further broken on going from the checkerboard to the striated phase is generated by \( \{1, T_d\} \), where \( T_d = T_x T_y \) denotes unit translations along the diagonals \( (T_d^2 = 1) \). Note that both the checkerboard and striated phases preserve fourfold-rotational symmetry, so the original \( D_4 \) symmetry of the Hamiltonian (E8) is broken down to its subgroup \( C_4 \).

The striated phase can be distinguished from the checkerboard by defining the order parameter
\[
\rho(r) = \text{Re} \left( \Psi_1 e^{i(\pi/2, \pi) \cdot r} + \Psi_2 e^{i(\pi, \pi/2) \cdot r} \right),
\]
with \( \Psi_1, \Psi_2 \in \mathbb{C} \), and the other wavevectors are described by harmonics \( \Psi_{1,2}^* \) of the order parameters. Using the basis \( (\Psi_1, \Psi_2, \Psi_1^*, \Psi_2^*) \), the symmetry operations can be represented by the following matrices:
\[
T_x = \begin{bmatrix}
i & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -i & 0 \\
0 & 0 & 0 & -1 \\
\end{bmatrix}, \quad T_y = \begin{bmatrix}
-1 & 0 & 0 & 0 \\
0 & i & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -i \\
\end{bmatrix},
\]
\[
R_x = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
\end{bmatrix}, \quad R_y = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix},
\]
\[
C_4 = \begin{bmatrix}
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{bmatrix}.
\]

These five matrices generate a subgroup of \( O(4) \) and the effective Hamiltonian composed of all polynomials invariant under

2. The star phase

To derive the LGW theory for the quantum phase transition from the disordered to the star phase, we begin by noting that the Fourier maxima in the star phase are at \((\pi, 0), (0, \pi), (\pi/2, \pi), \) and \((\pi, \pi/2)\). However, recognizing that \((\pi, 0) = 2(\pi/2, \pi)\) and similarly for \((0, \pi)\)—we can write the magnetization as simply
\[
\rho(r) = \text{Re} \left( \Psi_1 e^{i(\pi/2, \pi) \cdot r} + \Psi_2 e^{i(\pi, \pi/2) \cdot r} \right),
\]

with \( \Psi_1, \Psi_2 \in \mathbb{C} \), and the other wavevectors are described by harmonics \( \Psi_{1,2}^* \) of the order parameters. Using the basis \( (\Psi_1, \Psi_2, \Psi_1^*, \Psi_2^*) \), the symmetry operations can be represented by the following matrices:
this group (up to quartic order) is

$$\mathcal{H}_\phi = \int d^D x \left[ \frac{1}{2} \sum_{i,a} \left\{ (\partial_\mu \phi_{a,i})^2 + r \phi_{a,i}^2 \right\} + \sum_{i,j,ab} \frac{1}{4l} \left( u_{0i} + v_0 \delta_{ij} + w_0 \delta_{ij} \phi_{a,b} \phi_{a,b}^2 \right) \right]. \quad (E16)$$

For stability of the theory, the coefficients $z_i$ must obey the positivity conditions

$$z_1 - 2|z_3| > 0 \quad \text{and} \quad 2z_1 + z_2 - 4|z_3| > 0. \quad (E15)$$

We further require $z_2 - 2(z_1 - 2|z_3|) > 0$ to ensure that only one of $\Psi_{1,2}$ condenses at a time, as observed in the star phase.

This model is equivalent to the so-called tetragonal theory which is the $M = 2$ version of the general three-coupling LGW Hamiltonian

$$H_s = \int d^D x \left[ \frac{1}{2} \sum_{i=1}^2 \left\{ |\partial_\mu \Psi_i|^2 + r |\Psi_i|^2 \right\} + \sum_{i=1}^2 \left[ z_1 |\Psi_i|^4 + z_2 \left\{ \Psi_i^4 + (\Psi_i^*)^4 \right\} \right] + z_2 |\Psi_1|^2 |\Psi_2|^2 \right]. \quad (E14)$$

where $\phi_{a,i}$ and $\phi_{a,b}$ describe two-component spins, while for $v_0 = 0$, it describes a cubic model with $2N$-component spins. In the case $w_0 = 0$, the tetragonal Hamiltonian is equivalent to $N$ coupled XY models [42, 77] (also known as the “$MN$ model” [78]). These limits, and their combinations, are useful in understanding the different FPs of the theory. Within the framework of the $\varepsilon$ expansion, the tetragonal model has eight FPs [48–50], which are labeled as follows:

- Gaussian: $u_0 = v_0 = w_0 = 0$,
- Ising: $u_0 = v_0 = 0; w_0 \neq 0$,
- Heisenberg [$O(2N)$-symmetric]: $u_0 \neq 0; v_0 = w_0 = 0$,
- XY [$O(2)$-symmetric]: $u_0 = w_0 = 0; v_0 \neq 0$,
- Cubic: $u_0 \neq 0; v_0 = 0; w_0 \neq 0$.

One thus obtains six FPs. Additionally, the tetragonal Hamiltonian is symmetric under the transformation [79]

$$\begin{align*}
(\phi_{1,i}, \phi_{2,i}) &\rightarrow \frac{1}{\sqrt{2}} \left( \phi_{1,i} + \phi_{2,i}, \phi_{1,i} - \phi_{2,i} \right), \\
(u_0, v_0, w_0) &\rightarrow \left( u_0, v_0 + \frac{3}{2} w_0, -w_0 \right). \quad (E17)
\end{align*}$$

The two remaining fixed points are obtained by applying the transformation (E17) to the Ising and cubic FPs listed above, bringing the total to eight. The RG flow of the theory along three different planes (corresponding to one of the quartic couplings being zero) is shown in Fig. 10. As described in the main text, the generic critical behavior of the tetragonal theory is described by the XY FP irrespective of $N$.

Crucially, even though the XY FP is globally stable, it is shielded from our allowed region (6) by the $v_0 = 0$ and $v_0 + (3/2)w_0 = 0$ planes (see Fig. 11). We can now extend the arguments of Kerszberg and Mukamel [43] outlined above to our three-dimensional parameter space. Suppose our initial conditions place the microscopic theory in a regime where $w_0 > -(2/3)v_0 > 0$ (rightmost green region of Fig. 11). All points in this region are separated from the XY FP by the $v_0 = 0$ plane. On this plane, we know that the cubic FP is stable but its stability matrix possesses a negative eigenvalue.

FIG. 11. Allowed region in parameter space of the tetragonal theory (E16), as defined by Eq. (6) for $w_0 > 0$ (green) and $w_0 < 0$ (blue). The two planes $v_0 = 0$ and $v_0 + (3/2)w_0 = 0$ (on which the cubic FPs are stable) are shaded in pink. The blue dot represents the globally stable XY FP; its $v_0$ coordinate is greatly exaggerated here for the sake of visual clarity.
in full parameter space [52]. Hence, given these initial conditions, the RG flow would take one away from the $v_0 = 0$ plane, and accordingly, the stable XY FP. Using the analogous properties of the $v_0 + (3/2)v_2 = 0$ plane, we can generalize this argument to all possible initial conditions shown in Fig. 11. As a result, we can conclude that the stable XY FP is inaccessible starting from our allowed region of parameter space, rendering the transitions from the disordered to the star phase first-order.

Lastly, let us mention that besides the eight FPs referenced above, the tetragonal theory (E16)—restricted to the $w_0 = 0$ plane—is believed to have another stable FP in the region $v_0 < 0$, $w_0 > 0$, the presence of which is not directly predicted by the $\varepsilon$-expansion framework: this is the $O(2)\times O(2)$-symmetric chiral FP [80]. While $\varepsilon$-expansion [81] and fixed-dimension [82] calculations disagree on the existence of a stable FP corresponding to this chiral universality class for $N = 2$ in $d = 3$, we note that within the RG approach, fluctuation-induced first-order transitions are always still possible for systems lying outside the attraction domain of the chiral FP if it exists [83]. Moreover, it is presently unclear whether this chiral FP is stable in the enlarged tetragonal theory with $w_0 \neq 0$.
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