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Abstract
Inflection points, kinks, and jumps identify places where the relationship between dependent and independent variables switches in some important way. Although these switch points are often mentioned in management research, their presence in the data is either ignored, or postulated ad hoc by testing arbitrarily specified functional forms (e.g., U or inverted U-shaped relationships). This is problematic if we want accurate tests for our theories. To address this issue, we provide an integrative framework for the identification of nonlinearities. Our approach constitutes a precursor step that researchers will want to conduct before deciding which estimation model may be most appropriate. We also provide instructions on how our approach can be implemented, and a replicable illustration of the procedure. Our illustrative example shows how the identification of endogenous switch points may lead to significantly different conclusions compared to those obtained when switch points are ignored or their existence is conjectured arbitrarily. This supports our claim that capturing empirically the presence of nonlinearity is important and should be included in our empirical investigations.
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An important empirical challenge faced by management scholars consists in the choice of model specification. This choice can have dramatic effects for the sign and magnitude of estimated relationships and, therefore, for the accuracy of our analyses and their implications. In practice, most empirical studies in management assume (implicitly or explicitly) a linear relationship between dependent and independent variables. Examples include the effects of strategic and market complementarity on the performance of acquisitions (Finkelstein, 2009), the impact of female managerial
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representation on a firm’s innovation (Foss et al., 2021) or market performance (Dezső & Ross, 2012), the relationship between generosity and status attainment (Ouyang et al., 2018), and the effect of ownership concentration on IPO performance (Bruton et al., 2010). Linear model specifications are attractive because they ease the interpretation of results and the testability of hypotheses.

Linearity, however, may hold up only over a subset of values. For example, the behavioral theory literature finds that, when underperforming, firms tend to search for solutions based on newly acquired, and therefore riskier, knowledge (Greve, 2003; Shinkle, 2012). However, when performance drops far below aspirations, firms are shown to shift away from innovative solutions and to redirect their attention to risk-averse solutions (Miller & Chen, 2004; Shimizu, 2007; Staw et al., 1981). This is just one example illustrating the presence of a “switch” point delimiting the range of values where a specific type of relationship between the dependent variable (Y) and an independent variable of interest (X) holds. Researchers who ignore the presence of the above switch point will estimate one coefficient (for X) when they should be estimating separate coefficients before and after the switch point. In other words, the coefficient they will estimate will be upward or downward biased, and akin to a weighted average of the non-estimated separate coefficients, but with unknown weights and no real meaning.

Ubiquitous in our data, switch points are points that distinguish ranges of values where the relationship between dependent and independent variables predicted by the model changes in some important way. Switch points may take a variety of forms, and may manifest in the investigated relationship as inflection points, kinks, or jumps. The same relationship between the dependent variable and an independent variable of interest may exhibit one such switch point or multiple of them, and they may be similar or of different types. In general, the presence of switch points in empirical management research is either ignored or postulated ad hoc. In fact, across a broad spectrum of management areas, researchers like Bowen (2012), Grant and Schwartz (2011), Huselid and Day (1991), Le et al. (2011), Pierce and Aguinis (2013), have emphasized the problematic implications of neglecting nonlinearities in the data or making arbitrary assumptions about them, as doing so may substantially influence the results of our analyses and lead to potentially wrong conclusions.

The purpose of this article is threefold. First, we emphasize why a test for a possible nonlinear relationship between dependent and independent variables is necessary for the accurate choice of model specification. Second, we provide a three-steps approach that allows for conducting such a test in a simple but accurate way. Third, we contrast our approach to alternative possible methods to show and compare the advantages and disadvantages of each. Our goal is to provide an integrative framework to help researchers with detecting possible non-linearities in the data and selecting accordingly the most suitable estimation method. For example, a researcher may try to test for a hypothesized non-linearity by adding a squared term to the model. This, however, implies that the researcher assumes the existence of a continuous curvature. Yet, the true shape of the relationship between dependent and independent variables may exhibit a discontinuous jump and, therefore, her assumption would yield inaccurate results. Our approach, instead, allows for the discovery of a possible switch point without the researcher having to guess whether such a nonlinearity exists, its location, and its type.

In the spirit of Ostroff (1993), Dul (2016), and Rönkkö et al. (2021), our contribution fits with research dealing with unknown potential limitations of data and existing statistical tools. Our approach overcomes a number of challenges associated with the use and interpretation of linear models and sample splitting, and it allows for comparing our theories with what the data actually say, without our theoretical beliefs influencing the results spuriously.

**Switch Points in Management Research**

Switch points identify situations where the relationship between two variables (typically, the dependent variable and an independent variable of interest) changes in some important way. Tong (1978)
defined switch points as “statistical thresholds,” a terminology routinely used in mathematics, statistics, and economics. Yet, in management the word “threshold” is often associated to a different meaning. Thus, we adopt the term “switch points” to avoid possible confusion. Switch points include inflection points, kinks, and jumps. Table 1 shows illustrative plots for each type of switch point, as well as some illustrative examples where more than one switch point can be seen.

The first group of switch points shown in Table 1 Panel A consists of inflection points. Among possible types of switch points, inflection points are the most commonly referred to in management theory and tested for empirically (e.g., Grant & Schwartz, 2011; Pierce & Aguinis, 2013; Rapp et al., 2014; Yu et al., 2019; Zahavi & Lavie, 2013, among many others). Inflection points are related to concavity, and may identify a significant change in the curvature of a U (or inverted U or S) shaped relationship. In principle, they can be captured by adding polynomial terms to a regression, not necessarily squared terms only. This means, however, that inflection points are relevant only when a continuous curve is present. Thus, they represent only a subset, albeit a large one, of all the potential situations in which the relationship between two variables changes.

Switch points, however, also include cases in which a kink or a jump emerge in a relationship between two variables, regardless of significance levels before and after the identified switch point. These types of switch point cannot be captured by looking for inflection points. Table 1 Panel B illustrates kinks, situations where the relationship between two variables goes (i) from zero slope to positive or negative slope, but both sides are straight lines; or (ii) from having a positive (negative) slope to having a negative (positive) slope, but both sides are straight lines. In the first case, the relationship between the two variables is insignificant over the horizontal line before the switch point, but becomes significant when the straight line begins going up or down. In the second case, the relationship between the two variables is significant before and after the switch point, but with different coefficients and possibly different signs. In all cases, however, there is no curvature. Thus, adding polynomial terms to a regression will not capture kinks.

Table 1 Panel C illustrates jumps. A jump identifies a discontinuity in the relationship between two variables. Similar to a kink, when a jump is present, the relationship between two variables may be (i) insignificant before (after) the discontinuity but significant after (before) the discontinuity, or (ii) significant on both sides of the discontinuity. The sign of the estimated coefficients of the independent variable before and after the discontinuity may change or remain the same. Importantly, as in the case of kinks, in all cases of jumps, there is no curvature, and thus adding polynomial terms will not capture the switch point.

Finally, Table 1 Panel D provides some examples where multiple switch points are present. These switch points can be all of the same type, or belong to different types, and we can imagine an infinite number of combinations where multiple inflection points, or multiple kinks or jumps, or a combination of kinks, jumps and inflection points exist. In those cases, the sign and statistical significance of the relationship between two variables will change over the range of data considered, and will depend on the nature of the switch points present. In sum, switch points encompass a large set of “change” points which address a variety of cases with sudden and multiple changes in slope, where the empirical relationship between two variables changes magnitude, direction and/or significance.

Since switch points represent a substantially broader category than inflection points, the problems and potential for error are actually larger than standard practices in the field would let us imagine. In addition to the challenges associated with the existence of different types of switch points, the latter may be problematic because their existence and position are often unknown. In fact, when switch points are included in the analysis, they are typically associated with sample splits based on an apparently known switch point in the relationship between variables. For example, an investigation of performance differences between U.S. small and medium enterprises (SMEs) and large firms is an example of a known switch point based on some commonly accepted criteria for dividing firms into large or small. Unfortunately, however, switch points are often not
| Graphical illustrations | Definition | Implications |
|-------------------------|------------|--------------|
| **Panel A: Inflection points** | An inflection point is a switch point on a continuous function where a change in the direction of the curvature occurs | Statistical significance exists before and/or after the switch point |
| **Panel B: Kinks** | A kink is a switch point on a continuous function where both sides are straight lines | Statistical significance may exist only before or after the kink (top plots) or before and after the kink (bottom plots) |
| **Panel C: Jumps** | A jump is a switch point that identifies a discontinuity in a function | Statistical significance may or may not exist before and/or after the jump |
| **Panel D: Multiple switch points** | Functions may exhibit combinations of two or more switch points, of similar or different types | Statistical significance may exist before and/or after each switch point, depending on the type of each switch point |
known **a priori**, and present in relationships between variables that do not lend themselves to unambiguous subgroupings. In the ubiquitous case of **unknown switch points**, researchers typically select where to split the sample in an arbitrary way, either by following previous literature (e.g., Flammer, 2015), or by looking at descriptive statistics or graphical displays of sampled data (e.g., Kogut et al., 2014). Even if theoretically or empirically grounded, these practices may still fail to properly identify the real value at which a switch point is located in the data and, as a result, lead to inaccurate conclusions.

When their presence is suspected but not known a priori, an accurate identification of switch points requires their proper empirical estimation. Unknown switch points, however, are unidentifiable with standard statistical tests (Hansen, 1992, 1996). We emphasize the need to search for the existence of **endogenously determined switch points** in the data and provide a simple and accurate three-steps approach to address the problem of unknown switch points in management research.

### Dealing with Switch Points in Management Research

The idea behind modeling switch points is simple. We start with a basic linear model specification:

$$y = X'\beta + Z'\delta + \varepsilon;$$

where $y$ is a continuous dependent variable (possibly bounded within a certain range of values), $X$ is the vector of control variables, $\beta$ is the vector of coefficients associated to control variables, $Z$ is the independent variable (i.e., the regressor of interest), $\delta$ is the coefficient associated to the independent variable, and $\varepsilon$ is an error term that follows a Normal distribution with zero mean and variance equal to $\sigma^2$.

In the presence of a switch point known **a priori**, Equation (1) becomes:

$$y = X'\beta + Z'\delta_1 + \varepsilon, \text{ if } t \leq \gamma.$$ (1a)

$$y = X'\beta + Z'\delta_2 + \varepsilon, \text{ if } t > \gamma.$$ (1b)

where $\delta_1$ and $\delta_2$ are the coefficients of the independent variable $Z$ before and after the switch point $\gamma$, respectively, and $t$ is the continuous variable whose distribution displays the switch point $\gamma$.

Thus, to test for the presence of the switch point, it is possible to conduct a standard Wald test on the null hypothesis $H_0$ that the coefficients $\delta_1$ and $\delta_2$ are not statistically different (i.e., $H_0$: $\delta_1 = \delta_2$). Under $H_0$, the models (1a) and (1b) “collapse” into the model in Equation (1) which can be estimated by means of Ordinary Least Squares (OLS).

If the switch point is not known **a priori**, however, the above standard Wald test cannot be conducted (Davies, 1977, 1987; Hansen, 1996) because the switch point $\gamma$ is unknown. In this situation, the potential existence of switch points goes untested (Andrews & Ploberger, 1994).

When dealing with switch points, management researchers use different approaches including mathematical models (e.g., Chatain, 2011), simulation-based analyses (e.g., Lieberman et al., 2017), and experimental settings (e.g., Agarwal et al., 2010). Switch points have been even used to build datasets (e.g., Reitzig & Wagner, 2010), and to test hypotheses (Hahn et al., 2001). Yet, formal empirical assessments of their presence are extremely rare. In fact, a full-text search on multiple terms related to switch points in top management journals confirmed that, although terms such as inflection points and nonlinearity are ubiquitous across journals, attempts to estimate them using approaches that do not require a priori assumptions about the shape of a relationship between variables are lacking.

Indeed, most scholars who test for nonlinearity do so by imposing a priori constraints on the model specification. For instance, in piecewise regressions the optimal number of relationships fitting the data is decided a priori (two in the vast majority of cases). Similarly, nonlinear curve fitting assumes a researcher-defined equation to represent the model that best fits the data. In an alternative,
Choudhury et al. (2021) argue that supervised machine learning (ML) methods can help researchers to formulate better hypotheses grounded in data, which could then be tested deductively using traditional econometric techniques. However, in their pure application, ML methods pick the functional form that best predicts the dependent variable ($y$), given the independent variable of interest ($Z$) and the control variables ($X$). Thus, they are data-driven in the sense that the proposed model is inferred entirely from the data.

Other methods are able to identify only one type of switch point. For example, regression discontinuity design (RDD) (Hahn et al., 2001) estimates whether there is a statistically significant jump in the effect of an independent variable (called “treatment”) on the dependent variable. This jump, however, must be in the surroundings of a known discontinuity in the probability of the dependent variable being subject to the treatment. For example, Bradley et al. (2017) used RDD to investigate the relationship between unionization and firm innovativeness by using cases where a union election passed or failed by a small margin of votes. Since the context of firms where election outcomes are close can be assumed to be similar, election outcomes provide a known discontinuity in the data. RDD leverages that discontinuity to assess the effect of unionization on innovativeness post-elections. Table 2 provides a list of methods commonly used in the management literature to account for non-linearity in the data, as well as a brief description and a reference to an empirical application.

A notable departure from the methods listed in Table 2 comes from Heeley and Jacobson (2008). These authors investigate whether the reaction of financial markets to corporate inventions depends on the recency of knowledge inputs used for those inventions. Specifically, Heeley and Jacobson (2008) augment a baseline financial valuation model with a dummy variable capturing whether the median age of knowledge inputs is located before or after a certain switch point, as described in our equations (1a) and (1b). Heeley and Jacobson recognize that, since the number of switch points and their values are not known a priori, their empirical determination cannot be conducted by means of standard statistical tests. To address this issue, they follow Hansen’s (1999) estimation method and use a likelihood ratio (LR) test to detect critical unknown switch points. The contribution by Heeley and Jacobson (2008) is important because, to our knowledge, this is the only article to

| Table 2. Main Methods Used to Detect Switch Points. |
|---------------------------------------------------|
| **Method**                                      | **Description**                                                                 | **Example reference** |
| Piecewise regression                            | Method to define whether a certain number of (linear) relationships fits the data better than one relationship | Lovatto et al. (2020) |
| Nonlinear curve fitting                         | Method that searches the best fit with the data of a researcher-defined equation | Shafer et al. (2001) |
| Test for structural breaks in time series       | Wald and likelihood ratio tests to detect a structural change in mean in a time series | Trebbi and Xiao (2019) |
| Regression tree analysis                        | Method for the identification of higher order interdependencies between variables | Durlauf and Johnson (1995) |
| Arbitrary split sample                          | Method to split the sample on the basis of descriptive statistics (e.g., mean, median) | Kogut et al. (2014) |
| Arbitrary addition of polynomial terms          | Method to augment a regression with polynomial terms (e.g., squared term of the independent variable) | Karim (2009) |
| Supervised machine learning (ML)                | Method to detect complex relationships in the data | Choudhury et al. (2021) |
| Regression discontinuity design                 | Quasi-experimental design used to estimate treatment effects when there is a discontinuity (known ex ante) in the probability of receiving treatment | Bradley et al. (2017) |
date that leverages Hansen’s method. A more recent version of that method (Hansen, 2000) is used as part of the approach we propose in this article.

**A Suggested Approach for Identifying and Handling Switch Points**

The approach we propose is a three-step procedure that allows researchers to overcome a number of challenges associated with the use and interpretation of linear models and sample splitting. Specifically, our approach is based on the idea that theory should drive empirical strategies but, at the same time, empirical evidence should challenge our theoretical arguments. In a nutshell, step 1 is necessary to preliminarily check the data for the presence of possible outliers or errors. Step 2, consists in the application of Hansen’s (2000) method to accurately test for the presence of one or possibly more unknown switch points, and identify their values endogenously from the data. Finally, step 3 is necessary to identify jumps or discontinuities in the surroundings of the switch points potentially identified in step 2.

Overall, our approach constitutes a precursor framework that researchers will want to conduct before deciding which model specification and estimation method may be most appropriate. The combination of graphical analyses and formal tests included in our approach allows researchers to establish the presence, location, and type of switch point. Then, together with theory, our approach informs whether splitting the sample is necessary and, if so, where the split should happen (i.e., at which value of the variable whose distribution displays the switch point), what estimation methods are more appropriate, and how to test for parameter significance and calculate the associated test statistics and confidence intervals. We now discuss each step of the approach in details, and provide all necessary Stata commands to execute it.

**Step One**

The first step of our approach consists of a graphical inspection of the data to visualize possible non-linearities, and the range of values at which a switch point seems to be present. We suggest the use of smoothing methods, such as a locally weighted regression (as also highlighted by Heeley & Jacobson, 2008) or a Kernel-weighted local polynomial regression. Unlike standard linear regressions, smoothing methods do not specify an a priori functional form to proxy the relationship between dependent and independent variables. Instead, they are agnostic in the sense that they allow the data points to give an indication of the form of the above relationship.

Step 1 is especially important when no priors about the shape of the relationship between the dependent and an independent variable exist, or when previous literature is inconclusive about the investigated relationship. Still, even when established theories exist, step 1 is very important as it also allows for a preliminary comparison between a theory’s expected prediction and the data. Doing so alerts the researcher to the possible presence of errors or outliers, and to whether these values could drive the identification of a switch point. For robustness and comparison, we recommend the use of both, locally weighted regressions and Kernel-weighted regressions, in addition to a visual inspection. A deeper investigation of formal methods for detecting outliers is beyond the scope of this article. However, Aguinis et al. (2013), and Gibbert et al. (2021) provide excellent guidelines on how to leverage outliers in the development of theory, and the use of their methods is highly desirable in empirical management research.

**Step Two**

The second step of our approach consists in testing for the presence of one (or more) potential switch point(s) in the relationship between an independent variable and the dependent variable. We suggest
the use of Hansen’s (2000) method because of its ability to identify the existence of switch points endogenously from the data, as opposed to doing so in an arbitrary way (e.g., using a dummy variable). In the Online Appendix we provide the mathematical details of the method. Intuitively, the application of the method is simple. Recalling Equations (1a) and (1b), and Equation (2) in footnote 3, the relevant linear regression needs to be specified. Importantly, this includes clearly selecting the variable \( t \), whose distribution potentially displays the switch point, as well as the control variables. Next, the value of the possible switch point \( \gamma \) has to be identified. Intuitively, we can imagine that Equation (2) is estimated by means of OLS, as many times as there are possible switch points. Namely, after each OLS regression, the sum of squared errors (SSR) is estimated:

\[
SSR = \{y - X'\beta - Z'\delta_1I(t \leq \gamma) - Z'\delta_2I(t > \gamma)\}^2. \tag{3}
\]

Then, the value that makes SSR the smallest possible represents the value of the potential switch point.

To graphically identify the switch point, it is sufficient to (i) calculate the LR statistic (which is a function of \( \gamma \)) as the difference between the SSR under the null hypothesis \( H_0 \) of no switch points (i.e., OLS estimation of Equation (1)) and under the alternative hypothesis \( H_1 \) of nonlinearity (i.e., conditional least squares estimation of Equation (2) for all possible switch points), divided by the residual variance under \( H_1 \); (ii) plot it against the variable \( t \); and (iii) draw a horizontal line at the corresponding critical value.

For example, if we are interested in the typical 95% significance level, we would draw the horizontal line at 7.35 which, as indicated in Hansen (2000), is the critical value corresponding to a 5% significance level. If the value of the LR statistic is below the horizontal line, then a switch point exists and is located at the minimum point of the plot. This procedure can be executed using the command `thresholdtest` in Stata, which computes the LR test by means of a bootstrap procedure.

A desirable feature of Hansen’s method is that it works well with small samples. This is important since relatively small samples are common in management research.

A further desirable feature of Hansen’s method is that it is simple to implement in practice (see Stata commands provided above, in the next section, and in the Online Supplement).

**Step Three**

If at least one switch point is found, the third step of our proposed approach can be implemented. After formally and accurately identifying the value at which one significant switch point (of any type) is present in the data, step 3 consists in (i) plotting the data points to see what happens in the surroundings of the identified switch point, and (ii) conducting a statistical test to check whether a discontinuity in the data exists at that switch point. As Cattaneo et al. (2019) note, a simple plot of the dependent variable against the regressor of interest is rarely useful. This is because it would only show a raw cloud of points around the identified switch point, making the visualization of possible discontinuities difficult. Instead, we propose a graphical test to detect jumps or discontinuities at the switch point, and a formal statistical test to establish their presence.

Following the recommendations of Cattaneo et al. (2019), the graphical test to detect jumps or discontinuities reports (i) two straight lines (or, alternatively, two smoothed polynomial approximations of the unknown functions) fitting the relationship between the dependent variable and the regressor of interest, before and after the identified switch point; and (ii) two non-smoothed approximations of the above unknown relationship before and after the identified switch point that proxy the local behavior of the data in the surroundings of the switch point (for technical details see Cattaneo et al., 2019). The formal test reports a point estimate of the vertical distance between the two straight lines (or the two smoothed polynomial approximations) at the switch point, together with the associated standard error and confidence interval.
In sum, step 1 consists in the graphical inspection of the data. This allows for a visualization of possible nonlinearities and to check whether they result from outliers or errors. Step 2 allows for the endogenous identification of possible switch points. This enables researchers to identify switch points without making arbitrary assumptions about nonlinearity in the data. Finally, step 3 consists in a graphical inspection and a statistical test for the presence of discontinuity in the surroundings of the switch point(s) identified in step 2. This informs the researcher about the best method to deal with such switch point(s).

Below, we present a replicable example and discuss the practical application of our approach in empirical management research. In the Online Supplement we provide data and Stata codes to run the whole approach, and to replicate all tables and figures included in this article.

A Replicable Illustration of the Proposed Approach

Our example exploits a cross-country dataset on the relationship between venturing and contextual variables at the macro-level. We chose this example for two main reasons. First, the data allow us to use a general topic that is well established and familiar to a broad readership. Second, all the data are publicly available and easily accessible.

Management research is placing increasing interest on contextual conditions conducive to entrepreneurial organizing. Numerous studies have found GDP per capita, unemployment rate, tax rate and inflation volatility to be systematically associated with new venture creation (see Arin et al., 2015; Busenitz et al., 2000; and Thai & Turkina, 2014, among others). Other studies, instead, have emphasized the importance of corruption, a proxy for institutional quality (see Johnson et al., 1997; and Sobel, 2008, among others). Clearly, the differences in these findings have important theoretical and practical implications. They also provide an excellent opportunity to investigate whether the presence of switch points may help us to reconcile them. Our illustrative exercise consists in testing whether including switch points will show corruption to be related to new venture creation for some range of values but not others, or to a different extent for different ranges of values.

Of course, as mentioned earlier, our theories should inform our empirical strategies. This is the case even in this exercise. We focus on corruption because, while we do not know whether a switch point may exist, nor where it may be located, institutional theory suggests that in contexts characterized by well-functioning institutions, increasing levels of perceived corruption would have a negative effect on new venture creation (Baumol, 1990). Conversely, in contexts characterized by poorly functioning institutions, perceived corruption may serve as an enabling coordination framework (albeit a costly and inefficient one) (Tonoyan et al., 2010). Taken together, these arguments suggest that the relationship between perceived corruption levels and rate of venturing may be nonlinear and change depending on institutional quality.

Importantly, our goal is not to contribute to the complex and ongoing debate on the determinants of venturing, nor to provide a theoretical contribution to our understanding of the effects of corruption on venturing. Our results are merely illustrative. These relationships are complex, broad, and well beyond the scope of this article. Instead, our goal is to provide a useful and replicable example showing that the identification of switch points produces results that differ substantially from those obtained when the possibility of their existence is ignored.

In our illustrative example, the dependent variable is the country-level rate of new venture creation (Entrepreneurship rate) obtained from the GEM database (https://www.gemconsortium.org/data). As control variables we include Log GDP, Unemployment, Standard deviation of annual inflation and Indirect taxes, obtained from the World Development Indicators (https://data.worldbank.org/products/wdi) and Transparency International (https://www.transparency.org/). Finally, we include the Corruption Perception Index (Corruption index) as independent variable and potential switch point variable.14 Table 3 provides a list and description of all variables and their sources. Since the dataset is longitudinal, each data point is a yearly observation for a specific country. Our final
dataset is an unbalanced panel of 24 countries over the period 2002–2015 for a total of 281 observations.\textsuperscript{15} Table 4 shows descriptive statistics for all variables, and the pairwise correlations among them. No serious multicollinearity issues are present. We should also note that Corruption index, while not being time-invariant, shows very little variation over time for each country. This prevented us from taking full advantage of the panel structure of the data by adding fixed effects since they would be almost perfectly collinear with Corruption index. Hence, we estimated a pooled cross-sectional model.

**Empirical Application and Results**

**Step One**

As described in the previous section, we begin by graphically inspecting our data to detect the potential presence of a switch point in the relationship between Corruption index and Entrepreneurship rate. In the affirmative case, we then need to visualize its location over the Corruption index data range. In Figure 1 we plot the relationship between Corruption index and Entrepreneurship rate

| Variable | Description | Source |
|----------|-------------|--------|
| Dependent variable | | |
| Entrepreneurship rate | Percentage of a country’s population from 18 to 64 years old that either is actively involved in starting a firm or is the owner/manager of a firm that is less than 3.5 years old | Global Entrepreneurship Monitor (GEM) Database |
| Independent variable | | |
| Corruption index | Corruption perception index | Transparency International |
| Control variables | | |
| Log GDP | Logarithm of real GDP per capita | World Development Indicators |
| Unemployment | Unemployment rate as percentage of total labor force | World Development Indicators |
| Standard deviation of annual inflation | Standard deviation of annual inflation | World Development Indicators |
| Indirect taxes | Taxes & tariffs on goods and services as % of GDP | World Development Indicators |

**Table 4. Descriptive Statistics and Pairwise Correlations.**

| Variable | Mean | S.D. | (1) | (2) | (3) | (4) | (5) | (6) |
|----------|------|------|-----|-----|-----|-----|-----|-----|
| (1) Entrepreneurship rate | 8.16 | 4.38 | 1 | | | | | |
| (2) Corruption index | 6.52 | 2.00 | −0.26* | 1 | | | | |
| (3) Log GDP | 27.01 | 1.46 | 0.08 | 0.19* | 1 | | | |
| (4) Unemployment | 9.40 | 5.72 | −0.13 | −0.41* | −0.30* | 1 | | |
| (5) Standard deviation of annual inflation | 1171.71 | 3996.26 | −0.00 | −0.33* | −0.43* | 0.17* | 1 | |
| (6) Indirect taxes | 6.04 | 16.52 | 0.34* | −0.08 | −0.16* | −0.16* | −0.03 | 1 |

*Note: sample size is 281 obs. *p < .01.
Figure 1. Preliminary graphical inspection of the data.
by means of both a locally weighted regression (Stata command: \textit{lowess}), and a Kernel-weighted local polynomial regression (Stata command: \textit{lpoly}). The figure shows that a switch point seems to be present in the surroundings of the value 5 of Corruption index. As explained earlier, this initial visual inspection provides a preliminary check for the presence of possible outliers and errors in the data, and for whether potential outliers and errors drive the identification of a switch point. Relevant errors (e.g., out of range values for Corruption index and Entrepreneurship rate) do not seem to be present in our data. However, the two panels on the left of Figure 1 showed some possible outliers identified in the dotted circles. We therefore replicated the analysis without them, and plotted the new results in the two panels on the right of Figure 1. A switch point still seems to be present in the surroundings of the value 5 of Corruption index.

\textbf{Step Two}

We then apply Hansen’s (2000) method and identify the switch point value formally by means of the Stata command threshold. As explained earlier, the identification of a switch point, and the value at which such switch point is located, is obtained by minimizing the SSR associated to conditional least squares estimations for all possible switch point values. Recalling Eq. (3) we have:

\[
\text{Entrepreneurship rate} = x\beta + \text{Corruption index}\delta_1 I(0 \leq \text{Corruption index} < \gamma) \\
+ \text{Corruption index}\delta_2 I(\gamma < \text{Corruption index} < 10) + \varepsilon;
\]

SSR = \{Entrepreneurship rate − x\beta − \text{Corruption index}\delta_1 I(0 \leq \text{Corruption index} < \gamma) \\
− \text{Corruption index}\delta_2 I(\gamma < \text{Corruption index} < 10)\}^2; \tag{4}

where \(x\) is the set of control variables (Log GDP, Unemployment, Standard deviation of annual inflation, Indirect taxes), \(\beta\) is the vector of coefficients for the control variables, and \(\delta_1\) and \(\delta_2\) are the coefficients for Corruption index before and after the estimated switch point, respectively. 0 and 10 represent the minimum and the maximum value that Corruption index can assume. The value of the switch point that makes SSR the smallest possible represents the value of the identified switch point.

Formally, the Stata command \textit{threshold} runs a sequential estimation procedure of Equation (4) with an increasing number of switch points until it cannot reject the null hypothesis (H0) of “no switch points.” In other words, the H0 of “no switch points” is contrasted with the H1 of “one switch point.” If the procedure rejects H0 (i.e., one switch point is present in the data), then another test contrasts the new H0 of “one switch point” with the new H1 of “two switch points”, and so on. The procedure calculates the switch point value(s) that minimize(s) the SSR.\textsuperscript{16} When run on our data, the procedure detects only one switch point whose value is 5.6.\textsuperscript{17}

A graphical representation of the identified switch point can be obtained by using the Stata command \textit{thresholdtest}. This command plots a likelihood ratio (LR) test on the difference between the SSR of a linear model specification (without switch points) and the SSR of the model in Equation (4).\textsuperscript{18} In Figure 2, the LR statistic (as a function of the switch point value \(\gamma\)) is plotted against Corruption index; the horizontal line drawn at the value 7.35 corresponds to the asymptotical critical value at the 5% significance level (see footnote 10). Given that the LR value is below the horizontal line, this means that the null hypothesis of the LR test (i.e., no switch points) is rejected. The identified switch point is located at the minimum point of the plot, in our sample at 5.6.

In Table 5, the first column shows the coefficient from an OLS estimation on the whole sample, the second column shows the endogenously estimated switch point for Corruption index, and the last two columns show the estimated coefficients before and after the identified switch point. In Panel A,
we estimated a model including all control variables where only the coefficient of the regressor of interest (Corruption index in this example) is allowed to vary before and after the identified switch point. In Panel B we used a more flexible specification where the coefficients of all regressors are allowed to vary before and after the identified switch point. This latter specification is the preferred specification because, in spite of being a parametric estimation method, it imposes fewer assumptions on the model specification.

Considering that a value of Corruption index equal to zero (ten) corresponds to the highest (lowest) perceived corruption, our results indicate that, on average, a higher level of perceived corruption (i.e., a smaller coefficient of Corruption index) is positively associated with the entrepreneurship rate (first column). Interestingly, however, in Panel B this finding holds before the estimated switch point (i.e., 5.2) (third column), while the result does not hold for the subsample after the switch point

**Figure 2.** Hansen’s test for corruption index.

Table 5. Econometric Results.

| Panel A: standard specification | Coeff. whole sample | Switch point | Coeff. before the switch point | Coeff. after the switch point |
|---------------------------------|---------------------|--------------|--------------------------------|-------------------------------|
| Corruption index                | −0.7329             | 5.6          | −4.4186                        | −0.6898                      |
|                                 | (0.000)             |              | (0.000)                        | (0.003)                      |
| SSR                             | 3325.9904           |              |                                |                               |

| Panel B: flexible specification  | Coeff. Whole Sample | Switch point | Coeff. before the switch point | Coeff. after the switch point |
|---------------------------------|---------------------|--------------|--------------------------------|-------------------------------|
| Corruption index                | −0.7329             | 5.2          | −4.0461                        | 0.2820                        |
|                                 | (0.000)             |              | (0.000)                        | (0.177)                       |
| SSR                             | 2518.4934           |              |                                |                               |

Note: Exact p-values are reported in round brackets. Standard errors are robust.
(fourth column). With regard to Panel A, the estimated coefficient after the switch point is still negative but its magnitude is almost 6.5 times smaller than the one before the switch point. Consistent with our intuition, these results help reconcile previous findings. Specifically, our results suggest that in high-corruption countries more corruption is associated with more entrepreneurship, presumably because corruption may help entrepreneurs circumvent costly regulations and rent seeking (Dreher & Gassebner, 2013; Tonoyan et al., 2010). However, in less corrupt countries entrepreneurs trust more the institutional environment (Anokhin & Schulze, 2009; Baumol, 1990), and thus the corruption-enhanced coordination mechanism becomes less valuable for entrepreneurs.

**Step Three**

After identifying the value at which one switch point is present in the data, in Figure 3 we explore what happens in the surroundings of the identified switch point by means of a Kernel-weighted local polynomial regression. As Figure 3 shows, the identified switch point marks a change in the slope of the relationship between Entrepreneurship rate and Corruption index. However, this simple plot does not allow a proper visualization of possible discontinuities around the identified switch point. Thus, in Figure 4 and Table 6 we show a graphical test and a formal statistical test, respectively, to detect the presence of jumps or discontinuities at the switch point.

Figure 4 reports two straight lines (on the left) and two smoothed fifth-order polynomials (on the right) before and after the identified switch point (Stata command: rdplot). Even though a jump (i.e., the vertical distance between the two straight lines or the two polynomials, alternatively) seems to be there, the “local behavior” of the data (represented by the dots in the figure) in the surroundings of the

![Figure 3. Graphical inspection of the identified switch point.](image-url)
switch point does not seem to highlight a discontinuity. The formal test in Table 6 (Stata command: `rdrobust`) reports a point estimate of the vertical distance between the two straight lines or the two smoothed polynomial approximations, alternatively, together with the associated p-value and confidence interval. As reported, both tests do not show a statistically significant discontinuity in the data at the switch point. This tells us that the use of specific methods to deal with discontinuous jumps in the data (i.e., RDD) is not required.

### An Illustrative Comparison with Alternative Methods

When switch points are not known *a priori* (as in our example), management scholars typically select those switch points on the basis of either descriptive statistics (i.e., mean, median) or U-shaped or

#### Table 6. Test for Detecting Discontinuities in the Data Around the Switch Point.

| Order of the polynomial function | Coeff. | Switch point | 95% confidence interval |
|----------------------------------|--------|--------------|-------------------------|
| 1 (straight line)                | 0.1211 | 5.6          | [−1.52749; 1.76979]     |
|                                  | (0.885)|              |                         |
| 5                                | 3.3919 | 5.6          | [−2.50341; 9.28721]     |
|                                  | (0.259)|              |                         |

*Note: Exact p-values are reported in round brackets. Results are robust to bias-corrected and robust bias-corrected confidence intervals.*

![Figure 4](image-url) Graphical inspection of the presence of discontinuities in the data around the switch point.

![Graphical inspection of the presence of discontinuities in the data around the switch point.](image-url)
inverted U-shaped model specifications. Table 7 shows the results obtained from applying those common practices.

Comparing the results in Table 7 with those in Table 5 illustrates how these common practices may fail to properly identify the real switch point value in the data. Arbitrary sample splitting at the mean or at the median is about running two separate OLS regressions on the two subsamples. In this way, all regressors’ coefficients will vary depending on how the two subsamples are constructed. In contrast, in U-shaped or inverted U-shaped model specifications, there is no sample splitting, and only one coefficient for each regressor is estimated. Thus, findings from splitting the sample at its mean or median will be compared with those in Table 5 (Panel B), while findings derived from assuming a quadratic relationship between perceived corruption and the entrepreneurship rate will be compared with those in Table 5 (Panel A).

First, when selecting the mean value of Corruption index (6.52242) in our data as the assumed (i.e., not identified) switch point, the estimated coefficient before the switch point (−2.2867) is in line (in terms of sign and statistical significance) with the one in Table 5 Panel B (−4.0461). The absolute size of the coefficient, however, is almost half the size of that in Table 5. With regard to the coefficient after the switch point (−0.1376), despite not being statistically significant, it displays an opposite sign to that in Table 5 Panel B (0.2820).

Second, when selecting the median value of Corruption index (7.1) in our data as the assumed (i.e., not identified) switch point, as in the previous case, the estimated coefficient before the switch point (−1.4428) is in line (in terms of sign and statistical significance) with the one in Table 5 Panel B (−4.0461). The absolute size of the coefficient, however, is almost three times smaller than that in Table 5. With regard to the coefficient after the switch point (−0.6008), it displays an opposite sign to that in Table 5 Panel B (0.2820) and is statistically significant (at the 10% level).

Third, we insert the squared term of Corruption index, that is, Corruption index^2. The coefficients of Corruption index and Corruption index^2 are negative (−3.9205) and positive (0.2559), respectively, and are both statistically significant. Since these coefficients may call for a U-shaped relationship, we follow guidelines from Lind and Mehlum (2010) and Haans et al. (2016) and test whether a U-shaped relationship is present in the data. Namely, we calculate the slope at the extreme values of

|               | Coeff. whole sample | Switch point | Coeff. before the switch point | Coeff. after the switch point |
|---------------|---------------------|--------------|--------------------------------|------------------------------|
| Corruption index (mean value) | 6.52242             | −2.2867      | −0.1376                        |                              |
| Corruption index (median value) | 7.1                 | −1.4428      | −0.6008                        |                              |
| Corruption index | −3.9205             |              | (0.000)                        |                              |
| Corruption index^2 | 0.2559              |              | (0.000)                        |                              |
| β₁ + 2β₂*V_L  | −2.6412             |              | (0.000)                        |                              |
| β₁ + 2β₂*V_H  | 1.0430              |              | (0.024)                        |                              |
| −β₁/2β₂      | 7.6616              |              |                                |                              |

Note: Exact p-values are reported in round brackets. Standard errors are robust.
Corruption index (the minimum and the maximum values $V_L$ and $V_H$ are 2.5 and 9.7, respectively), and both the slopes at $V_L$ and $V_H$ (given by $\beta_1 + 2\beta_2 V_L$ and $\beta_1 + 2\beta_2 V_H$, respectively, where $\beta_1$ and $\beta_2$ are the coefficients of Corruption index and Corruption index$^2$) are statistically significant and of the expected sign (i.e., negative and positive, respectively) for a U-shaped relationship. Further, the 95% confidence interval of the turning point (i.e., the potential switch point given by $-\beta_1/2\beta_2$) is located in the data range of Corruption index. These findings suggest a U-shaped relationship in the data, with a switch point located at the value 7.6616 of Corruption index. However, the calculated switch point is clearly quite different from the switch point identified in Table 5. Moreover, a U-shaped pattern is not in the data.

To further illustrate this point, in Figure 5 we visualize the relationship between Entrepreneurship rate and Corruption index by means of a partial dependence plot (Stata command: cprplot2). This plot shows how the dependent variable (Entrepreneurship rate) changes in response to the regressor of interest (Corruption index), conditional on inserting all other regressors (i.e., control variables) in the model (even though it is worth recalling that the choice to add the squared term of Corruption index is arbitrary). The figure still does not show a U-shape pattern in the data. In sum, arbitrarily adding a squared term to a model specification to control for possible nonlinearity does not seem to be an effective solution.

**Advantages and Disadvantages of the Proposed Approach**

Some features of our approach need further discussion. As noted earlier, our proposed approach has several advantages in comparison to other methods. For example, it is easy to implement, and works
well with small samples. Yet, there are some cases where our approach may need to be “adjusted,” or is not the preferred one and other methods should be used.

**Advantages**

The main advantage of our proposed approach is that it does not require researchers to make arbitrary assumptions about the shape of the relationship between variables when detecting switch points. In other words, the approach we suggest does not search in the data for what we may be looking for but checks for what is actually there. In fact, an important feature of the proposed approach is that our theoretical beliefs do not influence the results by imposing a structure on the data. Rather, the soundness of the tested theory is measured against what the data actually tell. This, however, does not mean that the approach is a-theoretical. As noted earlier, the search for switch points has to be informed by theory. Specifically, the first step of our approach forces the researcher to look through data to exclude outliers and errors that may misguide the testing process, or to identify possible nonlinear patterns that may challenge existing assumptions. The second step helps identifying possible boundaries or contingencies to existing theories. Finally, the third step informs the researcher about the type of such boundaries and contingencies, and how to deal with them. Overall, the approach we suggest provides a first line of defense against finding spurious relationships.

A further important advantage of our proposed approach is that, as mentioned earlier, it captures (that is, it statistically identifies by means of both formal statistical tests and graphical representations) all types of change (in terms of direction, magnitude or significance) in the relationship between variables. In fact, as discussed in the next paragraph, our proposed approach allows also for the identification of multiple switching points. By contrast, other methods can detect only some types of switch points (e.g., RDD), and typically only one. This feature is important because the type of switch point should guide the researcher about which method to apply for testing theory. For example, if a jump is detected (see our graphical and formal tests reported in Figure 4 and Table 6), the researcher will need to rely on theory to decide whether the conditions for an exogenous discontinuity in the probability of receiving a “treatment” are present, and, therefore a regression discontinuity method is appropriate (see Section “Dealing with switch points in management research”). If a kink is detected instead, the researcher will need to rely on theory to decide whether a regression kink model (Card et al., 2008; Hansen, 2017) can be estimated, or if a sample splitting is more appropriate.

Yet another desirable feature of our proposed approach consists in its ability to detect multiple switch points, a situation that is substantially more difficult to handle with polynomials (piecewise regressions). Specifically, the presence of further switch points can be investigated by replicating the approach sequentially for subsamples identified after the first switch point is found. The need to apply the approach sequentially is primarily because Hansen’s (1999, 2000) method only allows testing for the presence of one switch point at a time.

It is also important noting that testing for interactions in a linear model does not represent an alternative to our suggested approach. An interaction (say, positive and statistically significant) between $X_1$ and $X_2$ (where $X_2$ is the moderator) captures an effect such that $X_2$ makes the relationship between $X_1$ and the dependent variable more positive. In linear models, this positive moderation holds across the whole range of values. Yet, it may hold only for some portions of the distribution of $X_1$’s values in nonlinear models (see Hoetker, 2007 for issues on how to interpret interactions in nonlinear models). Thus, adding arbitrary interactions will only lead to the same theory testing inaccuracies mentioned above.

Finally, a more detailed comparison of the advantages of our proposed approach over supervised ML is in order, since the two methods share some characteristics. As shown in Table 2, and similarly to our proposed approach, ML methods can help researchers detect complex patterns in the relationship between $Z$ and $y$ (we refer to Equation (1) for simplicity). However, in their pure application, ML methods pick the functional form that best predicts $y$ given $Z$ and $X$. Thus, unlike our proposed
approach, they have the disadvantage of being entirely data-driven. Although researchers can use partial dependence plots to visualize the relationship between $Z$ and $y$ (before using ML) to identify inconsistencies with the theory, the need to use them reduces the applicability of ML to management research.\(^{19}\) Indeed, patterns identified through ML preclude hypotheses from being tested on the same dataset, since doing so would amount to positing hypotheses after the results were already known. This represents a substantial cost as it requires the availability of both, a dataset where ML can be “trained,” and a main dataset where hypotheses can be tested. In sum, ML methods are best suited for situations where very large data sets are available. A luxury that, sadly, rarely applies to management research.

Disadvantages

Of course, the approach we propose has also some disadvantages. First, our approach only captures switching points for one independent variable at a time, and the identification of switch points for additional independent variables is conditional on the switching points identified in the previous round. In other words, in the presence of multiple independent variables (i.e., variables whose distribution displays a possible switch point), the researcher should prioritize independent variables and check for switch points sequentially. For instance, in our illustrative example, we could have checked for switching points in GDP or unemployment in addition to corruption. This would have required repeating our approach for each subsample identified in the previous round. Theory needs to guide the empirical analysis by informing the selection of independent variables to be tested for the presence of switch points, as well as the sequence of those tests. An example is provided by Masanjala and Papageorgiou (2004) who investigated whether the aggregate production for all countries obey a generic linear Cobb-Douglas function.

Challenging the wisdom of the time, Masanjala and Papageorgiou (2004) shifted attention toward growth nonlinearities and their relationship to variables often omitted such as literacy rates and life expectancy. They began by splitting the sample using GDP. They then used the literacy rate to identify additional switching points where the relationship between dependent and independent variables changes. Masanjala and Papageorgiou (2004) showed that, depending on the order in which independent variables are tested, countries are sorted into different groups. Thus, our advice is that, when multiple independent variables are present, and especially when theory on the relationship between the focal variables is missing or inconclusive, researchers should check the robustness of the switching points identified with our approach by repeating the analysis for different sequences of the independent variables.

Second, the number of statistically significant switch points is at least partially dependent on the sample size (due to statistical power). It is possible for a distribution of values to have multiple switch points whose interpretability and practical contribution decrease as the number of switch points increases. There is not much that can be done about that. In addition, depending on the number of regressors and the sample size, the process may be convoluted and could lead to p-hacking. This is why, as we argued above, the investigation of relevant switch points should be informed by theory. Theory allows us to dig into “suspected” switch points and to check for the presence of errors and outliers (see also the graphical inspection we propose in Figure 1). If outliers and errors are not formally detected, an “unexpected” switch point can help the researcher to build on existing theory and enrich it (or propose a new theory), perhaps via an inductive approach (i.e., Locke 2007, Shepherd & Sutcliffe, 2011).

Third, some empirical papers in management use panel data with discrete time settings, such as in the case of survival analyses (e.g., Cumming et al., 2017). In these applications, the dependent variable is the hazard rate of a certain event (e.g., a positive exit outcome or a liquidation after a venture capital investment). In other words, it is the likelihood that the event happens at time $t$ conditional that it did not happen till $t-1$. For these cases, Cox-type or parametric survival models are typically used. In other applications, multiple events are modelled in a competing risk scenario. That is, a multinomial logit
model is typically used where the dependent variable is categorical (one value for each competing event). To the best of our knowledge, our approach (and Hansen’s method) is not applicable.

Fourth, as explained in section “Switch points in management research,” if a natural dichotomization is present in the data (i.e., the switch point variable is dichotomous), the proposed approach is irrelevant. Fifth, the second step of our approach assumes that possible nonlinearities (i.e., switch points) in linear models are explained by observable variables, even though the number of switch points and their identified values are not known ex ante. When theory suggests that nonlinearities are driven by latent (i.e., not observable) variables, Markov switching models are a preferred method to our approach (Chan et al., 2017).

**Extensions of our Approach**

Some extensions to step 2 in our approach have been recently developed. While a detailed survey of these extensions is beyond the scope of this article, some of them can be useful for management scholars. First, an extended threshold model (here we use the terminology of Qian et al., 2018) allows the possibility to include a censored regressor (i.e., a regressor subject to random censoring) in a linear regression model specification. Second, when the dependent variable is a count (following, for instance, a Poisson or a negative binomial distribution), the researcher can apply the logarithmic transformation to the dependent variable and still run the second step of our proposed approach. Third, when using panel data, a fixed effects panel version of the second step of our approach is available (Wang, 2015; Stata command: `xthreg`). This panel estimator, however, is static and does not establish causality, nor controls for endogeneity (indeed, it requires strong exogeneity of regressors). Seo and Shin (2016) have extended this estimator to a dynamic version (where the lagged dependent variable can be included) with potentially endogenous switch point variables and regressors. This dynamic version can be estimated by means of the Generalized Method of Moments (GMM) method (Seo et al., 2019; Stata command: `xthenreg`).

**Discussion and Recommendations for Authors**

Although switch points are often implicitly included in management research, their presence in the data is either ignored, or tested with arbitrarily specified functional forms or procedures. This is problematic if we want accurate tests for our theories. In fact, when switch points are properly accounted for, some relationships validated empirically with linear methods may be found to display coefficients that, based on the reference sample, change in sign, magnitude, and generalizability over the variable range. These issues are particularly relevant in management research where validating previous empirical evidence is often the starting point for developing new research questions.

Importantly, the approach described in this paper has broad applicability across management domains and it is useful in addressing several open questions. Here we provide some indicative examples. First, research on the behavioral theory of the firm suggests that a balance between exploration and exploitation in problemistic searches is necessary to maximize a firm’s performance (e.g., Gupta et al., 2006). As argued by March (1991), too much attention dedicated to exploration activities may lead to a risky allocation of scarce resources. Too much exploitation, however, may reduce the organization’s ability to adapt to environmental shocks. Indeed, scholars have found evidence of an inverted U-shaped relationship between the relative share of explorative activities and firm performance (Uotila et al., 2009). These results, however, are contingent upon the adoption of a quadratic model specification. Should the relationship in the data be other than quadratic, our beliefs about the slope and significance of the relationship may not hold. The approach we suggest may help us to calibrate the tradeoff between exploration and exploitation and contribute to our understanding of problemistic searches.
Second, research in leadership and organizational behavior shows leadership influence and effectiveness to exhibit nonlinear relationships with several variables. Antonakis et al. (2017), for example, have found that the relation between IQ and perceived leadership might be more accurately described by a curvilinear than a linear function. Lam et al. (2015) have found participative leadership to be unrelated to employee performance before a certain switch point, but to be associated to higher employee performance after that switch point. Similarly, Maruping et al. (2015) have found the relationship between time pressure and team leadership performance to be non-linear. In all these cases, the presence and shape of the non-linearity was tested using mediating effects. The estimated coefficients, however, rest on researcher-defined equations and, often, small sample sizes. Our proposed approach may help researchers to verify whether some long held theoretical beliefs hold when tested without relying on functional forms selected arbitrarily.

Third, research in organizational behavior shows the relationship between accountability and job tension to be positive and linear for individuals with high negative affectivity (NA) but non-linear for individuals with low NA (Hochwarter et al., 2005). However, as the authors acknowledge, these results may be somewhat dependent on sample sizes. In fact, while tracing evidence for non-monotonic effects in several psychology applications, Grant and Schwartz (2011, p.71) note “given the apparent pervasiveness of non-monotonic effects, a good rule of thumb for study design may be to include a wide enough range of values of the independent variable to enable a judgment of when non-monotonicity occurs rather than whether non-monotonicity occurs.” As we have shown, however, this “judgment,” albeit informed by theory, may be nonetheless inaccurate or biased. Our approach enables researchers to resolve this problem.

Fourth, research on top management teams (TMTs) has extensively investigated the impact of TMT diversity on firm performance. TMT diversity is likely conducive to a more effective problem-solving process within the team (van Dijk et al., 2017). As argued by upper-echelons research (Hambrick, 2007), diversity is a proxy for different beliefs, values and attitudes that may lead to different corporate behaviors and to decisions of a better quality (Keck & Tang, 2017). Yet, TMT diversity could also have negative or negligible effects on firm performance. For example, conflicts within the team may be more likely to emerge in diverse teams due to divergence in goal congruence and shared knowledge (Jehn et al., 1999). Indeed, focusing on the effect of TMT diversity on firm internationalization, scholars have found that tenure diversity has a positive impact on firm internationalization, while education diversity has a negligible effect (Barkema & Shvyrkov, 2007). The approach we suggest would help researchers to investigate whether these effects hold for the whole sample, and when alternative measures of diversity (e.g., experience, education, age) are considered.

Fifth, research in strategic management investigates trade-offs associated with the decision to internalize or outsource activities to improve firm performance (e.g., Leiblein et al., 2002). While internalization through vertical integration allows firms to economize on transaction costs (Williamson, 1975), strategic outsourcing fosters organization flexibility and access to external knowledge (Powell et al., 1996). Indeed, Rothaermel et al. (2006) have introduced the concept of taper integration, i.e., the simultaneous pursuit of vertical integration (VI) and strategic outsourcing (SO). From a methodological standpoint, this tension is captured by including in the analysis both the linear and quadratic terms for VI and SO, and the interaction of the linear terms. As in the case of team diversity, it would be informative to test whether these relationships are stable over the whole range of the variables’ values.

These are, of course, just a few examples of the large and diverse areas of inquiry that could benefit from using the approach we propose. A list of all possible applications is beyond the scope of this article and, perhaps, impossible. Yet, we hope these examples will resonate with scholars working across a broad spectrum of management research, and encourage them to incorporate the investigation of endogenous switch points in their work.
Conclusion

Extant research has shown the theoretical and empirical perils of dealing with unknown potential limitations in the data, and in existing statistical methods (Dul, 2016; Ostroff, 1993; Rönkkö et al., 2021). Within this context, we provide an integrative framework for the identification of nonlinearities that constitutes a precursor step that researchers will want to conduct to subsequently make better decisions about an appropriate model specification and estimation method (e.g., quadratic terms vs. split samples, etc.). Adding this best practice to our work may significantly improve the explanatory power of our empirical models. As scholars, we should strive to include in our work methods that increase the soundness of our results. This is particularly important at a time when our theories can make a difference in people’s lives and yet their relevance is increasingly called into question.
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Notes

1. Mathematically, inflection points are found where the second derivative equals zero.
2. This is the case because the commonly assumed regularity conditions are not fulfilled under the null hypothesis and, as a result, the asymptotic null distribution cannot be used. In other words, since the asymptotic properties of the distribution are nonstandard, standard tabulated critical values are not valid (Davies, 1977, 1987). For more details, see the Online Appendix.
3. A more general expression for Equations (1a) and (1b) is the following Equation (2):

\[ y = X'\beta + Z'\delta_1 I(t \leq \gamma) + Z'\delta_2 I(t > \gamma) + \varepsilon; \]  

(2)

where \(I(.)\) is an indicator function that equals one whether \(t\) is before or after the switch point \(\gamma\), alternatively (as indicated in parentheses).
4. Specifically, we conducted a full-text search for the keywords “switch point(s),” “inflection point(s),” “kink(s),” “jump(s),” “knot(s),” “threshold model(s),” “threshold regression(s),” “sample split(s),” “sample splitting,” “structural break(s),” “nonlinear model(s),” and “curvilinear effect(s),” in all articles published in the Academy of Management Journal, Administrative Science Quarterly, Journal of Applied Psychology, Journal of Business
Venturing, Journal of International Business Studies, Journal of Management, Journal of Organizational Behavior, Management Science, Personnel Psychology, Organization Science, and Strategic Management Journal from January 1980 to August 2020. Our selection of journals is consistent with Certo et al. (2010), although we removed the Academy of Management Review (a theory only journal) and added the Journal of International Business Studies and the Journal of Business Venturing to better engage audiences from large Academy of Management Divisions. Notably, the aim of our literature search was to assess how scholars handle the empirical treatment of switch points, not to investigate the use of switch points in different streams of management literature. This, of course, falls outside the scope of our article.

5. When talking about switch points, Heeley and Jacobson (2008) use the term “thresholds.”

6. An LR test is a maximum likelihood test used to compare the likelihoods of two models to see which one provides a better (more likely) explanation of the hypothesized relationship in the data.

7. Outliers and errors are two distinct issues that may influence the analysis of data. An outlier, for example, in a sample of firms could be a data point (e.g., firm \( i \) in year \( t \)) whose sales growth equals 500\% when sales growth for all firms in the dataset range between, say, −10\% and +30\%. The value 500\% could be explained by the fact that firm \( i \) entered the market at the end (say, November) of year \( t-1 \). Because of its late entry, firm \( i \) experienced a low level of sales in year \( t-1 \), and its sales growth rate from \( t-1 \) to \( t \) would be very high. Thus, the value 500\% is true (i.e., it is not misreported) but it may drive regression results. In contrast, a negative value for a firm’s age or the presence of a firm whose assets equal $100 billion in a sample of SMEs, would indicate the presence of errors in the data.

8. These methods are “weighted” in the sense that for the estimation of the regression at each point, they give more weight to relatively closer data points, and less weight to relatively distant data points (for more technical details, see Fan et al., 1995).

9. In statistics, a smaller SSR means a smaller deviation predicted by the specified model from the actual data. In other words, a smaller SSR means a better fit.

10. The full set of asymptotical critical values is reported in Table 1 in Hansen (2000: 582). The specific values for significance levels of 10\%, 5\%, and 1\%, which are typically used in management research, are 5.94, 7.35, and 10.59 respectively.

11. For robustness, we suggest 10,000 iterations, which is ten times the number of replications originally suggested by Hansen (2000). If the LR test rejects \( H_0 \) of no switch points, another LR test can be conducted to test whether the new \( H_0 \) (i.e., one switch point) can be rejected in favor of the new \( H_1 \) (i.e., two switch points), and so on.

12. For example, in their review of management articles, Amore and Murtinu (2021) found the median sample size to be 894 observations.

13. Cattaneo et al. (2019) extensively discuss the necessity to correct for a bias in the OLS estimation of confidence intervals. Specifically, they propose a bias-corrected confidence interval and a robust bias-corrected confidence interval. In addition, they also discuss in detail how to optimally choose the bandwidth. These technical aspects are beyond the scope of this article and we refer interested readers to Cattaneo et al. (2019).

14. The Corruption Perception Index values from 2009−2015 were rescaled so as to fit the 0-10 scale used for earlier years, and make the values consistent across the dataset.

15. The countries included in our sample are Argentina, Australia, Austria, Belgium, Canada, Chile, China, Croatia, Denmark, Finland, France, Greece, Hungary, Ireland, Italy, Latvia, Poland, South Africa, South Korea, Spain, Sweden, the Netherlands, United Kingdom, and the United States. The choice of countries was motivated exclusively by the availability of data. Table A1 in the Online Appendix shows the exact breakdown of the data by country and years. The number of yearly observations ranges from a minimum of four (Austria) to a maximum of 14 (seven countries). On average, the dataset includes 11 yearly observations per country; 12 or more observations are available for 16 countries. Thus, no countries are over-represented. However, we ran a sensitivity test excluding from the sample the two less represented countries (Austria and Poland, with 4 and 7 yearly observations, respectively) and found the results to hold.
16. Conditional on the first estimated switch point, the second switch point is the estimated value that minimizes SSR over all observations in the switch point variable, excluding the first estimated switch point value. In the case of more than one switch point, the conditional least squares procedure ranks the identified switch points in terms of their contribution to minimizing SSR. See Gonzalo and Pitarakis (2002) for a detailed explanation of the process.

17. Notably, the sensitivity test run excluding Austria and Poland (the two countries with fewer observations) from the sample identified a switch point at 5.59, compared to 5.60 for the whole sample.

18. Technical details can be found in the Online Appendix, and on Hansen’s webpage: https://www.ssc.wisc.edu/~bhansen/progs/progs_threshold.html.

19. Partial dependence plots have also limitations compared to our approach. For example, they assume independence (i.e., no correlation) between $Z$ and all other $X$ regressors. In contrast, the second step of our approach relaxes this strong assumption. Moreover, partial dependence plots implicitly assume that all regressors enter linearly in the model, or are included by means of polynomial terms which, however, are chosen arbitrarily.

20. See also Caner & Hansen (2004) for an instrumental variable estimation of switch point models.
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