Improved Application of Hyperspectral Analysis to Rock Art Panels from El Castillo Cave (Spain)
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Abstract: Rock art is one of the most fragile and relevant cultural phenomena in world history, carried out in shelters or the walls and ceilings of caves with mineral and organic substances. The fact it has been preserved until now can be considered as fortunate since both anthropogenic and natural factors can cause its disappearance or deterioration. This is the reason why rock art needs special conservation and protection measures. The emergence of digital technologies has made a wide range of tools and programs available to the community for a more comprehensive documentation of rock art in both 2D and 3D. This paper shows a workflow that makes use of visible and near-infrared hyperspectral technology to manage, monitor and preserve this appreciated cultural heritage. Hyperspectral imaging is proven to be an efficient tool for the recognition of figures, coloring matter, and state of conservation of such valuable art.
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1. Introduction

Natural caves constitute an important part of our natural heritage. Those that include art representations are a fundamental part of our historical heritage and all of them are, or can become, an excellent tourist resource as well as an excellent living laboratory to understand their behavior in different situations. Smart documentation, which collects enough significant complex data, is key to the conservation of any type of heritage to be passed on to future generations.

Many factors can potentially affect rock art and its preservation. First, geological and geomorphological risks could lead to gravitational events such as landslides and collapses. Environmental risks directly affect the decorated panels and its parietal support as a result of exchange of energy with the exterior and can provoke erosion and fragmentation of the support. Water flowing can generate chemical weathering, washing processes or speleothem reconstruction over the walls that can cover the representations. Biologi-
cal hazards, like bacteria, fungi, lichens, and algae, can alter the delicate balance of these ecosystems whose response to human action is often unpredictable [1].

The importance given, within speleology, to geomatics (although traditionally given only to topography), is that any study subsequent to the discovery of a cave needs a map of the cave on which to base the study. Hence, the topographic survey is one of the first tasks to be carried out. The geomatics sciences of terrain representation are the first auxiliary techniques of speleology, since they are the fundamental basis on which all subsequent information of any multidisciplinary study is integrated. This is the reason why it is very important to have a good cartographic base that allows turning over any study carried out, and to turn over any future information that allows monitoring these living elements.

The reproduction of rock art has been a recurring theme since the end of the 19th century. For over a century, casts and photographs have been the main tool for demonstrating the existence of rock art, for facilitating its study, management, and dissemination, or for analyzing and evaluating its state of conservation. In the last few years, systems have evolved and digital tools, such as virtual reality [2], are used for tourist exploitation.

Today, the emergence of digital technologies has made a wide range of tools and software available to the community to obtain more exhaustive documentation in both 2D and 3D. The exhaustive, comprehensive and non-invasive documentation of rock art sets is an indispensable requirement to carry out continuous monitoring of the processes of degradation and alteration of these sets and to guarantee the survival of this heritage. Any aspect of rock art research requires, as a starting point, the obtaining of objective graphic documentation that allows the exhaustive studying of motifs, themes, and the patterns of composition, addition and superimposition [3], etc.

This work implements a methodology that offers a global, comprehensive, synoptic and, if required, repetitive vision of rock art. It consists of a non-destructive observation that can be carried out at different scales in a homogeneous way, making it possible to obtain information about non-visible regions of the electromagnetic spectrum. It has been produced in the context of doctoral activities [3,4] and can be applied to any rock art panel or any industrial or cultural heritage with similar characteristics.

Hyperspectral remote sensing and its methods are continuously growing and new applications and analyses [5] are appearing. The technique has been used for documenting paintings [6], murals [7], pigments [8], and geologic composition [9]. It presents some advantages [10] and can be used in some new possible scenarios [11]. Hyperspectral images are non-destructive and contactless, which makes it possible to use them in the study of artefacts [12] and general conservation [13]. However, its use in rock art [14], and in industrial objects [15], has been unusual until recently.

Rock art panels are composed of layers that present differences in chemical composition (organic matter and iron or manganese oxide), color, texture (particle size distribution), moisture content, roughness and structure (particle distribution). Generally, in remote sensing the most important layer is the one that is seen, that is, the most superficial, but it is essential to know also the properties of the deeper layers, especially when such ancient artistic expressions are latent in them, and this is the reason why hyperspectral remote sensing has great potential for this type of application.

The main objective of this study is to improve visualization, to generate pigment maps and to generate information that will help understand the process of creation and the risks faced by the motifs included in each panel.

2. Materials and Methods

2.1. Study Area

The study area is the Cave of El Castillo which was declared a World Heritage Site by the United Nations Educational, Scientific and Cultural Organization (UNESCO) in 2008. The cave is located in Puente Viesgo, Cantabria, Spain (Figure 1). Throughout its extension, this cavern contains a large number of animal figures, such as aurochs, goats, deer, hinds, reindeers, horses, etc.
Figure 1. Location map of El Castillo Cave. The cave is located in Puente Viesgo, Cantabria, Spain.

The panel was first studied by Alcalde del Río, Breuil and Sierra [16] in 1911, and researchers have revisited and implemented different techniques in the last century to study it, such as direct tracing, drawings, analogue photography and traditional digital images [17–21].

It is located in the narrow passage that connects the second and third rooms of the cave, on the wall opposite the so-called sorcerer of El Castillo. Its dimensions are 1.30 meters long by 1.20 meters wide, in which a more or less rectangular shape or ideomorph of a thick and intense red color stands out (Figure 2).

Figure 2. View of the decorated panel and the hyperspectral setup in the Cave of El Castillo (authorized by GIM Geomatics, S.L.).

As will be shown, hyperspectral remote sensing can help not only to better identify figures, analyze superimpositions and isolate pigment signals [3,4].

The first study carried out on the panel [16] identified one symbol. The use of hyperspectral technology has allowed documenting one ideomorph, two hinds, one bison, one reindeer, and one headless quadruped.
2.2. Overall Workflow

The overall workflow of the proposed method is shown in Figure 3. It basically consists of three parts. The first part deals with the rigorous georeferencing of the data in order to convert hyperspectral data into spatial data; the second part deals with data acquisition and pre-processing to obtain calibrated hyperspectral data. Both parts allow us to create what is known as a georeferenced 3D calibrated hyperspectral model; from this model, data analysis and visualization are carried out to obtain both cartography and false color compositions that improve visualization.

![Figure 3. Overall workflow.](image)

The field work for data acquisition took place in 2018. The sensor used to record data was VNIR Specim V10E (Specim Spectral Imaging Ltd., Oulu, Finland) and, as described in Figure 4, raw data was converted to reflectance and then georeferenced and 3D ortho-corrected.

![Figure 4. Detailed workflow of the proposed method. Adapted from [3,4].](image)

Once the georeferenced 3D calibrated hyperspectral model is obtained, a process of classification generates a pigment cartography. An image enhancement process was used in parallel to obtain false color compositions, which were used in the technical process description and pigment interpretation.

2.3. Georeferencing

Georeferencing is the technique of assigning geographic coordinates to an object, which is used in any mapping procedure and in the development of digital cartographic
databases. By georeferencing, the position of a given point on the Earth’s surface is precisely located. Rock art needs absolute georeferencing to guarantee spatial coherence of the data in a time series, which might be acquired in the future to follow up its condition.

Every measurement contains error: no measurement is ever exact and must be rigorously adjusted, with the results undergoing statistical analysis. In the field of geomatics, the integration of global navigation satellite systems (GNSS), topographic total station (TTS), 3D terrestrial laser scanner (3DTLS), digital metric cameras, and hyperspectral imaging systems allow an accurate, reliable and rapid recording of information. This information can be integrated into a Geographic Information System (GIS) which can be used extensively for management, planning or decision making [22].

Accurate georeferencing allows layers of information to be superimposed and analyzed in conjunction over time [23] thanks to the creation of a common reference frame. A reference frame is the practical realization of a system; it is the materialization of a reference system, i.e., the set of points and their coordinates and the techniques applied in the measurements and methods used. To create an accurate reference frame within the cave, this work combines different geomatics methods [24]. Error propagation makes it possible to calculate the accuracy of the elements in the interior of a cave. The workflow followed is:

1. **GNSS**: Outside the cave, the reference frame is created with visible basis among them which was measured with a Topcon Hiper SR GNSS (Topcon Corporation, Tokyo, Japan) connected to the active network of GNSS stations in Cantabria to receive corrections via NTRIP protocol (Networked Transport of RTCM via Internet Protocol). The result is a set of four coordinates, accurate to the last centimeter.
2. **Microgeodetic Network**: The GNSS coordinates are used to create a complex network [25,26]. This is carried out to guarantee the quality of the different works carried out, as described by Bjerhammar [27]. First, a free network is adjusted that is later attached to the reference frame, obtaining a set of coordinates that constitute the Reference Frame of the site. The coordinate system was ETRS 1989 UTM Zone 30N—EPSG: 25830. A Topcon GPT-7503 (Topcon Corporation, Tokyo, Japan) total station was used. Its angular accuracy is 3" and measurement accuracy is $\pm(2 \text{ mm} + 2 \times 10^{-6} \times \text{Distance})$ mean squared error.
3. **Traverse/Radiation**: The microgeodetic network was adjusted outside the cave. To have accurate coordinates inside the cave, a closed traverse there and back was observed, and later adjusted and compensated (Figure 5). The bases were materialized by means of steel nails and from them a series of new bases and targets were radiated with a TTS. These were used as references for 3D laser scanning.
4. **3DTLS**: A FARO system model X-130 (FARO Technologies, Florida, USA) [28] was used to scan the cave. The accuracy of a single point is 2 mm at 25 m with a reflectance of 85%. Around 87% of data was measured at less than 4.5 m. Once the data was adjusted, a subsampling method was used to obtain a homogeneous point cloud that will constitute the basis of the ground control/check points that will later be used in photogrammetry. Tensions regarding correspondences between scan points concluded that 81% of the points were below 3 mm.
5. **Photogrammetry**: The panels were digitized with a resolution of more than 50 microns. The ground control points were taken from the point cloud and a standard photogrammetric process as described in [29]. The photogrammetric equipment included a set of Sony A7R Mark II (Sony Corporation, Tokyo, Japan) cameras with 90 mm macro fixed-focal length objective, exposure control procedure and working distance below 1 m. Each picture had a surface of $0.3976 \times 0.2652 \text{ m}^2$. This 3D model is used to re-project hyperspectral data to it, remove the conical perspective of data and be able to project data and results orthogonally.
2.4. Data Acquisition and Pre-Processing

2.4.1. Hyperspectral Imaging System

The spectral camera is the combination of the Specim V10E spectrograph with a monochrome sCMOS camera (CL-30). This generates a hyperspectral image that allows solving colorimetric applications in both scientific and industrial applications (Figure 2).

Specim V10E is a spectrographic system that, combined with a monochrome camera, becomes a hyperspectral camera covering a spectral range of 400–1000 nm. It reads a line from the sample and decomposes the spectrum information of that line into a 2D image, composed of spectral information on the Y-axis and spatial information on the X-axis. 214 spectral bands were recorded and the spectral resolution was 5.6 nm.

2.4.2. Illumination Sources

Caves in general are places with very stable conditions. The cave of El Castillo has an average temperature of 13.78 °C and total absence of light. This means illuminating the panels was necessary, following the recommendations of the International Council of Museums (ICOM) [30].

For this purpose, four Philips TL5 tubular fluorescent visible lamps supported with infrared and ultraviolet light-emitting diode (LED) lights were used. A FieldSpec Pro FR spectroradiometer (Analytical Spectral Devices, Inc., Colorado, USA) was used to record the spectral signature of lights in the range of 350–1050 nm (Figure 6).

Figure 5. Traverse within the cave of El Castillo represented in ETRS 1989 UTM Zone 30N.

Figure 6. Spectral signatures of the lamps. Horizontal axis represents the wavelength in nanometers and the vertical axis represents the relative spectral power [4].
2.4.3. Pre-Processing
(a) Reflectance Calibration

Prior to image acquisition, dark ($D$) and white references ($W$) were measured to calculate the calibrated reflectance values ($I$) of raw sample images ($I_0$), using the following formula:

$$I = I_0 - \frac{D}{W - D}$$  \hspace{1cm} (1)

(b) Geometric Correction

The hyperspectral reflectance image was georeferenced and ortho-corrected by using the georeferenced 3D model obtained from photogrammetry. This process makes it possible to compare the information collected. To cover the working area, there were collected two hyperspectral tracks whose pixel size was set to 500 microns, and the area covered was approximately $0.6 \times 1.25$ m; that is, $0.75$ m$^2$ in a $1312 \times 2500$ image. The process was run in Meshlab and the mean reprojection error of the adjustment was 312 microns.

2.5. Pigment Analysis

The processes that have been integrated can be divided into two families:

- Pigment analysis techniques, whose end is to create a cartographic representation of pigment by classifying calibrated data and generating thematic information. These techniques produce “fully interpreted” information.
- Enhanced visualization techniques, whose end is to be able to create false color compositions to enhance paintings that can hardly be appreciated with the naked eye. These techniques produce “fully uninterpreted” information.

The main difference between both techniques is the result; while the output of enhanced visualization technique is images, pigment analysis is a classified pixel.

2.5.1. Minimum Noise Fraction Transformation

The original data had 214 spectral bands; the minimum noise fraction (MNF) transformation determines the dimensionality of the image, segregates the noise from the data and reduces the hardware requirements inherent in the process [31]. It also determines spatial coherence in the eigenimages and defines the cut-off between “signal” and “noise”, allowing specific and precise analyses. It produces orthogonal bands ordered by their information content, which implies it is also used to eliminate noise.

2.5.2. Pixel Purity Index

The pixel purity index (PPI) aims to locate the purest spectral points of the hyperspectral image. To do this, the method is based on the assumption that the most extreme points in the scatter plots are the best candidates to be used as endmembers. This model offers satisfactory results when the components that reside at a sub-pixel level appear spatially separated. In this situation, the absorption and reflection phenomena of incident electromagnetic radiation can be characterized following a strictly linear pattern.

The algorithm [32] proceeds by generating a large number of random N-dimensional vectors called “skewers”. Each point of the image is projected onto each skewer and the points corresponding to the ends in the direction of a skewer are identified and stored in a list. As the number of skewers increases, the list also grows, and the number of times a given pixel is stored in the list also increases. Pixels with largest increments are considered to be the final endmembers.

2.5.3. n-D Display

It is used to locate, identify and group the purest pixels and the most extreme spectral responses in a data set. The n-D viewer helps to visualize the shape of a data cloud resulting from the plotting of image data in spectral space (with image bands as raster axes). The maximum number of bands to be displayed was 54. Usually a spatial subset
of minimum noise fraction (MNF) data using only the purest pixels determined from the pixel purity index (PPI) is used. It is also used to check the separability of its classes when generating regions of interest (ROI) as input to supervised classifications.

2.5.4. Spectral Analysis

The sampling was carried out using Analytical Spectral Devices’ full resolution spectrometer. This spectrometer can obtain data 350–2500 nm, but it is important to note that the hyperspectral imaging system takes advantage only of data between 400 and 1000 nm. The spectral signatures used to train the system were obtained from existing panels in the cave to train the subsequent process of the mapping methods [4]. Areas without calcitic concretion and biodeterioration were sampled in different areas with ochre pigment, black pigment, and rocky support.

2.5.5. Spectral Angle Mapper

The spectral angle mapper (SAM) is a fully automated method used to compare spectral signatures of the image with spectral libraries [32]. For the SAM classification to be effective [33], the image data needs to be converted to apparent reflection. The algorithm determines the similarity between the two spectral signatures by calculating the spectral angle between them, treating them as vector units in the spectral space with spectral dimensionality equal to the number of bands.

The evaluation was carried out empirically by selecting a sample of pixels from the thematic map obtained (classified image) and comparing the assigned class with the actual class determined from reference data, obtained in the field sampling. In this way, the percentage of pixels in each class that have been correctly classified can be estimated, as well as the proportion of errors due to confusion between the different classes.

2.5.6. Mixture Tuned Matched Filtering

Mixture-tuned matched filtering (MTMF) is a hybrid method based on both linear mixture theory and signal processing [34]. MTMF results are presented as two sets of images, the infeasibility images and the matched filter images with values from 0 (no match and feasible) to 1 (perfect match and infeasible).

MTMF does not require the knowledge of all the endmembers due to the fact that it maximizes the response of a known endmember and suppresses the response of the composite unknown classes to match the known signatures [35].

2.6. Visualization Improvement

Visualization enhancement methods are processed independently in order to create image transformations that decorrelate and rescale the noise in data (a process known as noise whitening) resulting in transformed data in which the noise has unit variance and there is no band-to-band correlation. Different methods have been applied in order to create the transformed images.

2.6.1. Decorrelation Adjustment

Traditionally, digital filters have been used to enhance images. The image analysis techniques used to enhance elements of interest in digital images can be divided into two types:

- Those that alter the radiometry of images by increasing their contrast, compressing or stretching the histogram of the images
- Those aimed at eliminating redundant data, or decorrelation of data, which are primarily based on Principal Component Analysis (PCA) [36]. This analysis is very practical when dealing with several spectral intervals, since it allows reducing the dataset to a more manageable number, eliminating redundant information. It is applied to generic binary data.
Apart from these traditional decorrelation techniques, two decorrelation stretch techniques have been implemented [37] that are recommended for applications on highly correlated multispectral images, called direct decorrelation stretch (DDS) and intensity conservation DDS (ICDDS). A technique called IHS substitution (IHSS) has also been implemented [38]. Hyperspectral bands are usually highly correlated, so they cannot be displayed by independent contrast stretching in false color compositions as common RGB images due to the fact that the colors can appear undersaturated. To solve this problem, DDS increases color saturation by reducing the achromatic component of the RGB image. ICDDS preserves the original image intensity more than DDS.

IHSS technique has been applied by making two RGB-IHS transformations. In this case, the hue is unaltered and the saturation of a pixel is inversely proportional to its intensity value due to the fact that the product of saturation and intensity values equals to a constant value. The level of degradation of chromatic information is important when implementing saturation stretching algorithms.

2.6.2. Principal Component Analysis

It is a statistical technique that transforms data from multivariate radiance bands, which are often highly correlated (i.e., visually and numerically similar). It is an image space transformation designed to eliminate this spectral redundancy. The PCA transform is optimal in the sense that, of all the possible transformations, we choose the particular matrix that diagonalizes the covariance matrix of the original multispectral image.

PCA is very practical when dealing with several spectral ranges [39], since it allows reducing the dataset to a more manageable number, eliminating redundant information. The Karhuenen–Loeve [40] transformation has been implemented in IDL language.

2.6.3. Minimum Noise Fraction Transformation

Minimum noise fraction transformation (MNF) was developed to increase the PCA’s inability to reliably separate signal and noise components in multispectral images. The MNF is a transformation which, instead of maximizing the variance of the data, maximizes the noise content of each component to obtain the maximum signal-to-noise ratio of each component when is reversed.

The MNF transformation allows the removal of noise from the image [31], thus determining the actual size of the image, and reducing computational requirements. It is a linear transformation consisting of the following separate principal component analysis rotations:

- The first rotation uses the main components of the noise covariance matrix to decorrelate and rescale the noise in the data resulting in transformed data in which there is no band-to-band correlation.
- The second rotation uses the main components derived from the original image data after the noise of the first rotation has been whitened and rescaled by the standard deviation of the noise. Since there will be more spectral processing later, the inherent dimensionality of the data will be determined by examining the final eigenvalues and associated images.

2.6.4. Independent Component Analysis

ICA transformation is used as a tool for blind source separation. The fundamental objective of independent component analysis (ICA) is to provide a method for finding a linear representation of non-Gaussian data so that the components are statistically independent or as independent as possible [41,42]. Such representation makes it possible to obtain the fundamental structure of the data in many applications, including feature extraction and signal separation.

Compared to principal component analysis, ICA analysis offers some unique advantages:
- PCA is an orthogonal decomposition. It is based on the analysis of the covariance matrix, which is based on a Gaussian distribution assumption. ICA analysis is based on the assumption of non-Gaussian distribution from independent sources.
- PCA analysis uses only second-order statistics, while ICA analysis uses higher-order statistics. Higher order statistics are a more robust statistical assumption, revealing interesting features in generally non-Gaussian hyperspectral datasets.

If the characteristic of interest (such as an anomaly) occupies only a small part of all pixels, which makes the contribution to the entire image covariance matrix negligible; in ICA analysis, the characteristic of interest will be considered as the noise bands. In this method, the characteristics are distinguished from the noise bands.

3. Results and Discussion

The studied panel is quite complex since it is not in a very good state of preservation. Remains of red and black color, covered by a thin calcite layer, can be appreciated.

3.1. Working Area

This area is located in a place named the tunnel, on the left wall. There is a single small protrusion in what would be the roof. The motifs were made on limestone covered by a thin calcite layer. It consists of a tectiform or ideomorph of thick and intense red color, in a rectangular shape. The interior is very subdivided or compartmentalized. Around it there are some black pigment remains, among which no figure has been identified. The technical characterization tells us that this is a flat ink drawing, created using iron oxide. (Figure 7)

![Figure 7](image-url)

**Figure 7.** True color composition of hyperspectral image and location of the extension of figures. (a) represents the location of Figure 8, (b) represents the location of Figure 10a, and (c) represents the location of Figure 10b (authorized by GIM Geomatics, S.L.).

Once the workflow is applied, some conclusions can be obtained:
1. ICA and MNF analysis allow the isolation and identification of areas affected by calcite coating, to differing degrees, due to the decrease of signal intensity (Figure 8).
2. Different mineralogical compositions provide different spectral signals. In this case, areas of ochre and black have been distinguished under the calcite.

3. Recovery of the pigments, even below the calcite layer: the limits of the figure are clearly defined, and the motif can be formally reconstructed thanks to the 2nd PCA component (Figure 9) but also similar results can be obtained with MNF and ICA transformations.

4. Extraction of underlying pigments under the calcic crust and the ochre pigment help reconstruct the painting sequence: in the image on the left you can see the legs of a goat and on the right the head of a female deer. (Figure 10).

Figure 8. 1st MNF component where areas affected by calcite coating appear in white colors [3].

Figure 9. 2nd PCA component showing the recovery of figure contours as described in [3].
Figure 10. (a) Detail of the extraction of underlying pigments under the calcic crust and the ochre pigment as described in [2]; (b) left-facing hind head located at the bottom of the panel.

Classified data has been isolated and used to create the final tracing (Figure 11). After the assignment phase of the classification, the reliability of the results obtained must be assessed. This will give us an idea of the level of confidence we can have in the classification and check whether the objectives of the analysis have been met.

Figure 11. New tracing obtained by isolating pigment classes obtained after hyperspectral classification.

The overall reliability of the classification was obtained by dividing the sum of the main diagonal by the total number of pixels. In the present paper, a comparison of the
overall accuracy results shows that SAM classification performed the best with 89.075% (Table 1) overall classification accuracy, compared to 83.71% of the MTMF approach, so it was decided to keep the first results. The worst results occur in the class corresponding to thin calcite, as it is sometimes confused with the elements that underlie it.

Table 1. Classified image producer and user accuracy.

| Classified Data | Base Rock | Thick Calcite | Thin Calcite | Red Pigment | Black Pigment | TOTAL | User Accuracy % |
|-----------------|-----------|---------------|--------------|-------------|--------------|-------|-----------------|
| **Base Rock**   | 1850      | 15            | 5            | 110         | 20           | 2000  | 92.5            |
| **Thick Calcite** | 8         | 905           | 42           | 0           | 2            | 957   | 94.6            |
| **Thin Calcite** | 45        | 198           | 634          | 10          | 10           | 897   | 70.7            |
| **Red Pigment** | 10        | 2             | 0            | 995         | 28           | 1035  | 96.1            |
| **Black Pigment** | 2         | 140           | 4            | 86          | 598          | 704   | 84.9            |
| **TOTAL**       | 1915      | 1260          | 685          | 1201        | 658          | 5593  | 90.9            |
| **Producer Accuracy %** | 96.6 | 71.8 | 92.6 | 82.8 | 90.9 |

In our case, a comparison of the overall accuracy results shows that SAM classification performed the best with 75.00% overall classification accuracy, compared to 60.71% of the MTMF approach.

3.2. Comparison with the Known

The only documentation of the present motif is that made by Breuil [15] (Figure 12). Around it there are some black remains, among which some researchers such as E. Ripoll [16] could not identify any figure. It is also a rectangular shape, but apparently does not have the upper appendix. According to Professor Ripoll, this ideomorphic figure is apparently painted on a previous figure, since in the lower right part of it we can see some black painted legs of a quadruped arranged towards the left.

![Figure 12. Interpretation of ideomorph by Alcalde Del Río, Breuil and Sierra [15].](image)

With the application of the proposed hyperspectral methodology, we have been able to verify that the techtiform described by Breuil is correct, but there are a good number of figures that have been subordinated and superimposed on it.
We can clearly distinguish the legs that Ripoll already intuited, but in reality, there is a large, almost complete hind figure (Figure 11), of great size, oriented to the right and painted in black. The raised head with the ears can be clearly seen. The neck must have been filled with flat black ink and the line of the back extends below the keycap up to the rump and legs. The hands and the chest are visible to the eye, bordering on the right side of the sign.

But on the lower part of the ideomorph, there are other lines that do not correspond to the deer. From left to right we can see a small bison head painted in red ochre and facing left. On the belly of the large deer, a quadruped with head or covered by the red sign can be seen, which has a high density of pigment in this area. We can see the hindquarters and both the back line and the ventral line perfectly painted in black.

Just below the previous representation we see a large, very elongated hind head, also painted in black and facing right. One ear stands out clearly.

On the right, in a slightly lower position, we see the front part of a large reindeer figure painted in black and facing right. The taxonomic attribution is made on the basis of the beard and the horns which are clearly distinguishable.

In this panel all the figures painted in black are framed in Phase 3 (Gravettian) while the large sign is from Phase 8 (final Magdalenian) and the red bison we classify in Phase 6 (lower Magdalenian) of the chrono-chromatic stratigraphy of the cave of El Castillo [20].

Apparently, this ideomorph figure is painted on a previous figure since on the lower right side of it there are some black painted legs of a quadruped arranged towards the left (Figure 11). In the interior of the techtiform we have discovered a deer head facing right. Hyperspectral analysis has clearly shown that it is in a roaring attitude, with its head raised and its mouth open (in black). In addition, other figures have appeared, such as the head of a doe facing left, a reindeer, and a bison head, among others (Figure 13).

Figure 13. Superimposition of the casts on the orthoimage in the working area.
The traditional drawing of the panel [15] is shown in Figure 12. If we compare it with the result of the SAM classification displayed in Figure 13, the ochre pigments of the ideomorph symbol are shown in pink and, in blue tones, the dark pigments corresponding to other animals.

Traditionally [15], only one symbol was known, but using hyperspectral technology, one ideomorph, two hinds, one bison, one reindeer, and one headless quadruped have now been documented [3].

4. Conclusions

The presented methodology allows us to extend our knowledge of rock art and its documentation. The cave has been studied by different researchers who used different techniques throughout history since it was discovered in 1903. The reviewing of the rock art panels has produced an increase of six motifs where, previously, only one had been documented.

Nowadays, recording methodologies involving rock art have to be non-intrusive to prevent the panels from being damaged when the data is recorded. The present research shows that integrating geomatics methods is key to reaching an accurate, global, comprehensive and synoptic vision of rock art, and it guarantees it can be repeated over time. It makes it possible to obtain information about non-visible regions of the electromagnetic spectrum. The proposed workflow makes the documentation process more sustainable for the cave, because it reduces the time spent inside it, and it avoids the use of targets, increasing the accuracy of control points by up to 2 mm; and, what is more important still, it is possible to have them throughout the panel, thus improving the robustness of the model.

Most figures located inside cavities are subject to natural and artificial processes that cause the loss of coloring matter or the erosion of engraved surfaces, so the motifs can often be read with little definition. Applying the present methodology has made it possible to precisely define the original morphology of some painted motifs in different colours (and probably of different chemical composition). It is possible to accurately define the contours of the figures, to precisely recognize anatomical parts or areas of specific figures and, to obtain images that represent a highly reliable reconstruction of the original painting. In this way, figures difficult to see can be “reconstructed” and, thus, allow precise formal studies, or even serve as an efficient support for the production of facsimiles.

In this case study, four topics of interest were presented: (a) Recognition of figures, (b) characterization of the coloring matters, (c) study of the state of conservation, and (d) analysis of the technical process.

The results show it is possible to clearly differentiate mineralogical compositions, and coloring matter; something that is of great importance and must be studied in depth in the future.

The main tool provided by hyperspectral data is the possibility of documenting the conservation of a motif, discriminating veiled areas, leached areas, flaking and any other taphonomic action to which the figure is subjected. They can deteriorate the coloring matter, hindering the interpretation of the motifs due to the decrease in signal strength. It has also been possible to accurately reveal the morphology of motifs, painted in different colors (and, therefore, using different chemical compositions), being possible to create cartography of each figure and the conservation problems associated with them.

In rock art studies, usually conditioned by the state of conservation of the figures, reading superimpositions between strokes or figures is one of the fundamental problems. The method presented has made it possible to recognize overlaps of different pigments even below the calcite layer. PPI analysis and SAM classifications have permitted to obtain a map with fully interpreted classified information where each pixel has been assigned a thematic value. This makes it possible to read the line composition of motifs, allowing us to reconstruct the overlaying of lines in relation to the coloring matter.
The presented methodology can generate rigorous documentation regarding the conservation of a motif, and the mapping of veiled and leached areas to create a reliable thematic cartography. It can therefore be concluded that hyperspectral remote sensing has a high potential in rock art applications when technical analysis, management and conservation of cultural heritage studies are performed.
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