Analysis of a mixed discontinuous Galerkin method for the time-harmonic Maxwell equations with minimal smoothness requirements
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An error analysis of a mixed discontinuous Galerkin (DG) method with lifting operators as numerical fluxes for the time-harmonic Maxwell equations with minimal smoothness requirements is presented. The key difficulty in the error analysis for the DG method is that due to the low regularity the tangential trace of the exact solution is not well defined on the faces of the computational mesh. This difficulty is addressed by adopting the face-to-cell lifting introduced by Ern & Guermond (2021, Quasi-optimal nonconforming approximation of elliptic PDEs with contrasted coefficients and $H^{1+r}$, $r > 0$, regularity. Found. Comput. Math., 1–36). To obtain optimal local interpolation estimates, we introduce Scott–Zhang-type interpolations that are well defined for $H(\text{curl})$ and $H(\text{div})$ functions with minimal regularity requirements. As a by-product of penalizing the lifting of the tangential jumps, an explicit and easily computable stabilization parameter is given.
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1. Introduction

We consider the analysis of a mixed discontinuous Galerkin (DG) approximation for the time-harmonic Maxwell equations with low regularity solutions: find $u, p$ such that

\begin{align}
\nabla \times (\mu^{-1} \nabla \times u) - k^2 \varepsilon u - \varepsilon \nabla p &= j \quad \text{in } \Omega, \\
\nabla \cdot (\varepsilon u) &= 0 \quad \text{in } \Omega, \\
\n\mathbf{n} \times u &= 0 \quad \text{on } \Gamma, \\
p &= 0 \quad \text{on } \Gamma.
\end{align}
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Here, \( \mathbf{u} \) represents the electrical field, \( p \) is the Lagrange multiplier used to enforce the divergence constraint (1.1b), \( k \) is the wave number and \( \mathbf{j} \in [L^2(\Omega)]^3 \) is the source term. The piecewise constant matrix-valued functions \( \mu \) and \( \varepsilon \) are the magnetic permeability and electrical permittivity of the media, respectively. We assume that \( \Omega \subset \mathbb{R}^3 \) is a simply connected Lipschitz domain with connected boundary \( \Gamma \) and \( \mathbf{n} \) is the external unit normal vector.

Several numerical methods for the approximation of the time-harmonic Maxwell equations have been investigated, such as finite-difference time-domain (FDTD) methods (see, e.g., Taflove & Hagness, 2005; Gedney, 2011), conforming finite element methods (FEMs) (see, e.g., Monk, 2003; Ern & Guermond, 2004; Brenner & Scott, 2008) and DG methods (see, e.g., Arnold et al., 2002; Perugia & Schötzau, 2003; Houston et al., 2005a; Di Pietro & Ern, 2012). Standard FDTD methods suffer from serious accuracy loss near curved boundaries and singularities; see, e.g., Nicolaides (2004) for a modified scheme for complex geometries and further references. Furthermore, the corresponding error analysis for low regularity problems is challenging; let us refer to Jovanović & Süli (2014) for the analysis of finite difference schemes for certain linear elliptic, parabolic and hyperbolic equations with minimal regularity assumptions on the solution. While curl-conforming FEMs have a proper mathematical foundation, it is difficult to construct curl-conforming approximations in the context of \( hp \)-adaptation (see, e.g., Demkowicz, 2003; Monk, 2003). In comparison, DG methods are well suited for complex geometries, \( hp \)-adaptation and parallel computing.

There are several papers devoted to solving the time-harmonic Maxwell equations using DG methods. In Perugia et al. (2002), an interior-penalty DG method was proposed for the indefinite time-harmonic Maxwell equations with smooth coefficients. The method of Perugia et al. (2002), however, involves many terms and parameters, which makes the practical implementation difficult. Houston et al. (2004) introduced a mixed DG method for (1.1) with \( k = 0 \), which gives a significantly simplified DG formulation with fewer terms and allows piecewise constant coefficients \( \mu \) and \( \varepsilon \). Also, by adding an auxiliary variable to transform the DG discretization into a standard mixed formulation, i.e., a saddle-point problem without penalty, the error analysis was greatly simplified. Subsequently, the formulation was further simplified by removing the standard penalization term of the normal jump at mesh interfaces (Houston et al., 2005c). This simplification allowed the use of the discrete Helmholtz decomposition for the analysis of the DG method.

In the mentioned DG methods (Perugia et al., 2002; Houston et al., 2004, 2005a), the \textit{a priori} error estimates require relatively high regularity of the exact solution of the time-harmonic Maxwell equations. However, strong smoothness assumptions are not realistic in general, since the solution of the Maxwell equations may exhibit singularities and is nonsmooth at sharp corners and material interfaces (Costabel et al., 1999). An explicit low regularity bound of the Maxwell equations can be found, e.g., in (Bonito et al. 2013, Theorem 5.1).

There are several papers devoted to the analysis of FEMs for the time-harmonic Maxwell equations with low regularity solution. Ciarlet (2016) proposed an error estimate for low-regularity electromagnetic fields, where the fields are decomposed into a regular part and a gradient, which are approximated by the classical Nédélec interpolation (Monk, 2003, Section 5.5) and the Clément/Scott–Zhang interpolation (see, e.g., Ern & Guermond, 2004; Brenner & Scott, 2008), respectively. Ern & Guermond (2018b) presented optimal error estimates for a conforming FEM for low regularity Maxwell equations, which crucially employs recent results on the commuting quasi-interpolation (Ern & Guermond, 2016) defined on function spaces with low regularity index and their corresponding quasi-best approximation (Ern & Guermond, 2017).

The key difficulty in the error analysis of nonconforming FEMs for nonsmooth problems is that the classical trace theorems are not applicable, i.e., the exact solution does not have a sufficiently regular
trace on mesh faces. Until now, only a few techniques have been developed to overcome this difficulty. One technique for the Maxwell equations relies on the definition of generalized traces (Buffa & Perugia, 2006, Proposition 7.3 and Assumption 4). In the spirit of Buffa & Perugia (2006), Bonito et al. (2016) proposed an interior-penalty method with $C^0$ finite elements for the Maxwell equations with minimal smoothness requirements. Recently, Ern & Guermond (2021) analyzed a nonconforming approximation of elliptic partial differential equations (PDEs) with minimal regularity by introducing a generalized normal derivative of the exact solution at the mesh faces. They also showed that this idea can be extended to solve the time-harmonic Maxwell equations with low regularity solutions by introducing a more general concept for the tangential trace. Another technique, which avoids the definition of generalized traces and was proposed by Gudi (2010) in the context of elliptic PDEs, is to use an enriching map to transform a nonconforming function into a conforming one.

In this paper we analyze a mixed DG formulation for the Maxwell equations with low regularity solutions, which modifies the method of Houston et al. (2004) by employing lifting operators as numerical fluxes, see also Bassi et al. (1997), Brezzi et al. (2000). Our main objective is to generalize the error analysis of Houston et al. (2004) to the nonsmooth case and to present locally optimal a priori error estimates for the low regularity solution in the broken Sobolev space $H^s(T_h)$, $s \in (0, 1/2)$ with $T_h$ the finite element partition. One of the main issues addressed by Buffa & Perugia (2006), Bonito et al. (2013) and Ern & Guermond (2021) is to generalize the tangential trace of $\mu^{-1} \nabla \times u$ on mesh faces to problems with minimal regularity where the standard trace operator is not applicable. The proof in our a priori error analysis instead only requires a notion of the tangential trace of $u$ on mesh faces under low regularity assumptions, which is achieved by using the face-to-cell lifting operator from Ern & Guermond (2021). Local error estimates are then obtained by a careful combination of smoothed interpolation operators (Ern & Guermond, 2016) and new Scott–Zhang-type quasi-interpolation operators for low regularity functions that we present in the appendix. A further benefit of penalizing the lifting of the jumps is that we obtain an explicit expression for stabilization parameters, which, compared with Houston et al. (2004), improves the robustness of the DG method considerably, as is known for div-grad problems (see, e.g., Brezzi et al., 2000).

The paper is organized as follows. We introduce notation and the variational formulation of the time-harmonic Maxwell equations in Section 2. The finite element spaces and the mixed DG method with the lifting operators as numerical fluxes are presented in Section 3. We state the main results of this paper in Section 4. An auxiliary variational formulation in the spirit of Houston et al. (2004) and some interpolation error estimates are presented in Section 5. Next, we first derive in Section 6 an error estimate for the Maxwell equations (1.1a) with $k = 0$, and subsequently, we show in Section 7 the well-posedness and error estimates of the mixed DG method for the indefinite Maxwell equations, i.e., $k \neq 0$. Auxiliary results, including the Scott–Zhang-type interpolations for low regularity functions, are given in the appendix.

2. Preliminaries

2.1 Function spaces

We introduce standard notation for Sobolev spaces. For a generic open domain $D \subset \mathbb{R}^3$, we denote by $W^{m,p}(D)$ the usual Sobolev spaces of integer order $m \geq 0$ with norms $\| \cdot \|_{W^{m,p}(D)}$, and write $L^p(D) = W^{0,p}(D)$. We also write $\| \cdot \|_{W^{m,p}(D)}$ for the norm of vector-valued function spaces $[W^{m,p}(D)]^3$. For $s \in (0, 1)$, we can define the fractional-order Sobolev spaces $W^{m+s,p}(D)$ with the Sobolev–Slobodeckij
norm (see, e.g., Grisvard, 2011, p. 17; Tartar, 2007, p. 169), defined as

$$\|v\|^p_{W^{m,s,p}(D)} := \|v\|^p_{W^{m,p}(D)} + \sum_{|\alpha|=m} \int_D \int_D \frac{|D^\alpha v(x) - D^\alpha v(y)|^p}{|x-y|^{3+sp}} \, dx \, dy.$$ 

The space $W^{m,s,p}(D)$ is defined to be the completion of $C_0^\infty(D)$ with respect to the norm $\| \cdot \|_{W^{m,s,p}(D)}$. For $p = 2$ and $s \in (0, 1)$, we use $H^{m,s}(D) = W^{m,s,2}(D)$ with norm $\| \cdot \|_{m,s,D}$, and we write $L^2(D) = H^0(D)$.

We denote by $(\cdot, \cdot)_D$ the standard inner product in $[L^2(D)]^3$ and denote by $[L^2_\varepsilon(D)]^3$ the space $[L^2(D)]^3$ endowed with the $\varepsilon$-weighted inner product given by $(u, v)_{\varepsilon,D} := \int_D \varepsilon u \cdot v \, dx$ for $\varepsilon(x)$ being symmetric and uniformly positive definite. If $D = \Omega$, we write $(\cdot, \cdot)_\varepsilon$ for $(\cdot, \cdot)_{\varepsilon,\Omega}$. We also use the following spaces:

$$H(\text{curl}, \Omega) = \{ v \in [L^2(\Omega)]^3 : \nabla \times v \in [L^2(\Omega)]^3 \},$$

$$H_0(\text{curl}, \Omega) = \{ v \in H(\text{curl}, \Omega) : n \times v = 0 \text{ on } \partial \Omega \},$$

$$H^s(\text{curl}, \Omega) = \{ v \in [H^s(\Omega)]^3 : \nabla \times v \in [H^s(\Omega)]^3 \},$$

$$H(\text{div}, \Omega) = \{ v \in [L^2(\Omega)]^3 : \nabla \cdot v \in L^2(\Omega) \},$$

$$H_0(\text{div}, \Omega) = \{ v \in H(\text{div}, \Omega) : v \cdot n = 0 \text{ on } \partial \Omega \}.$$

Here, $s \in (0, 1)$, $\nabla \times u = \left( \frac{\partial u_2}{\partial x_3} - \frac{\partial u_3}{\partial x_2}, \frac{\partial u_3}{\partial x_1} - \frac{\partial u_1}{\partial x_3}, \frac{\partial u_1}{\partial x_2} - \frac{\partial u_2}{\partial x_1} \right)^T$ and $\nabla \cdot u = \sum_{i=1}^3 \frac{\partial u_i}{\partial x_i}$. As usual, the tangential trace, $n \times v$, and the normal trace, $v \cdot n$, of functions $v \in H(\text{curl}, \Omega)$ and $H(\text{div}, \Omega)$, respectively, have to be understood as bounded linear functionals acting on $H^{1/2}(\partial \Omega)$.

### 2.2 Variational formulation

Throughout this paper we assume that the domain and coefficients satisfy the following assumptions.

**Assumption 2.1** (i) $\Omega \subset \mathbb{R}^3$ is a simply connected bounded Lipschitz domain with connected boundary $\Gamma$.

(ii) The matrix-valued functions $\mu, \varepsilon : \Omega \to \mathbb{R}^{3 \times 3}$ are piecewise constant with respect to some partition $\mathcal{J}_h$ of $\Omega$ into Lipschitz polyhedra such that there exist positive constants $\mu_\ast, \mu^\ast, \varepsilon_\ast, \varepsilon^\ast$ satisfying for a.e. $x \in \overline{\Omega}$, and all $\xi \in \mathbb{R}^3$,

$$\mu_\ast |\xi|^2 \leq \xi^T \mu(x) \xi \leq \mu^\ast |\xi|^2 \quad \text{and} \quad \varepsilon_\ast |\xi|^2 \leq \xi^T \varepsilon(x) \xi \leq \varepsilon^\ast |\xi|^2. \quad (2.1)$$

(iii) The source function satisfies $f \in [L^2(\Omega)]^3$.

(iv) The squared wave number, $k^2$, is not an interior Maxwell eigenvalue; see Monk (2003, Section 1.4.2) or Boffi et al. (2013, (11.2.6)) for a definition.

Let $V := H_0(\text{curl}, \Omega)$ and $Q := H_0^1(\Omega)$. Define the bilinear forms $a(\cdot, \cdot)$ and $b(\cdot, \cdot)$ as

$$a(u, v) = (\mu^{-1} \nabla \times u, \nabla \times v) \quad \forall u, v \in V,$$

$$b(v, p) = - (\varepsilon v, \nabla p) \quad \forall v \in V, p \in Q.$$
The mixed variational formulation of the time-harmonic Maxwell equations (1.1a)–(1.1d) is to find \( u \in V \) and \( p \in Q \) such that
\[
a(u, v) - k^2 (\varepsilon u, v) + b(v, p) = (j, v) \quad \forall v \in V, \tag{2.2}
\]
\[
b(u, q) = 0 \quad \forall q \in Q. \tag{2.3}
\]

Since \( a(\cdot, \cdot) \) is continuous and coercive on the kernel of \( b(\cdot, \cdot) \), and \( b(\cdot, \cdot) \) is continuous and satisfies an inf-sup condition, see Houston et al. (2005b, Section 2.3) or Boffi et al. (2013, Theorem 11.2.1), the variational problem is well posed.

**Lemma 2.2** (Boffi et al., 2013, Theorem 11.2.1). Under Assumption 2.1, the variational problem (2.2)–(2.3) has a unique solution \( (u, p) \in V \times Q \), and there exists a constant \( C > 0 \) such that
\[
\|u\|_{H^1(\Omega)} + \|p\|_{1, \Omega} \leq C \|j\|_{0, \Omega}.
\]

Our error analysis relies on the following stability and regularity result; see Bonito et al. (2013).

**Lemma 2.3** (Theorem 5.1, Bonito et al., 2013). Let Assumption 2.1 hold. Then there exist constants \( 0 < \tau < 1/2 \) and \( C > 0 \), which depend only on \( \Omega, \varepsilon \) and \( \mu \), such that the weak solution \( (u, p) \in V \times Q \) of the variational problem (2.2)–(2.3) satisfies \( u \in H^1(\Omega) \) and
\[
\|u\|_{s, \Omega} + \|\nabla \times u\|_{s, \Omega} \leq C \|j\|_{0, \Omega} \quad \forall 0 \leq s < \tau,
\]
\[
\|\nabla \times (\mu^{-1} \nabla \times u)\|_{0, \Omega} + \|\nabla p\|_{0, \Omega} \leq C \|j\|_{0, \Omega}.
\]

We close this section by noting that both \( \varepsilon \) and \( \mu \) induce multiplication operators that map \( H^s(\Omega) \) boundedly into itself for \( s < 1/2 \) (Bonito et al., 2013, Proposition 2.1). Thus, Lemma 2.3 also shows that \( \varepsilon u \in [H^s(\Omega)]^3 \) and \( \mu^{-1} \nabla \times u \in [H^s(\Omega)]^3 \).

3. Mixed DG discretization

3.1 Finite element spaces

Let \( \mathcal{T}_h \) be a shape-regular and conforming partition of the domain \( \Omega \) into tetrahedra such that the coefficients \( \varepsilon \) and \( \mu \) are constant on each \( K \in \mathcal{T}_h \). We denote by \( h_K \) the diameter of an element \( K \) and denote \( h = \max_{K \in \mathcal{T}_h} h_K \). For an integer \( \ell \geq 0 \) and an element \( K \in \mathcal{T}_h \), we define \( P_{\ell}(K) \) as the space of polynomials of total degree \( \ell \) in \( K \). Let \( \mathcal{T}_h \) be the union of interior faces \( \mathcal{F}_h^{I} \) and boundary faces \( \mathcal{F}_h^{B} \). For piecewise smooth vector- or scalar-valued functions \( v \) and \( q \), we define jumps and averages at faces in the mesh. Let \( F \in \mathcal{F}_h^{I} \) be an interior face shared by two elements \( K^+ \) and \( K^- \) and let \( n^\pm \) be the unit outward normal vectors on the boundaries \( \partial K^\pm \). We also define the normal vector on the face \( F \) via \( n_F = n^+ \). The tangential and normal jumps across \( F \) are, respectively, defined by \( [v]_T := n^+ \times v^+ + n^- \times v^- \), \( [v]_N := v^+ \cdot n^+ + v^- \cdot n^- \) and \( [q]_N := q^+ n^+ + q^- n^- \). We also define the total jump by \( [v] := v^+ - v^- \). The averages are defined via \( \{v\} := (v^+ + v^-)/2 \) and \( \{q\} := (q^+ + q^-)/2 \). If \( F \in \mathcal{F}_h^B \) is a boundary face, we set \( [v]_T := n \times v \), \( [v]_N := v \cdot n \), \( [q]_N := q n \), \( \{v\} := v \) and \( \{q\} := q \). We denote by
\( \omega_K := \text{int}(\bigcup_{\tilde{K} \cap K \neq \emptyset} \tilde{K}') \) the patch of neighbouring elements of \( K \) and by \( \omega_F := \text{int}(\bigcup_{F \subset \partial K} \tilde{K}') \) the neighbouring elements of face \( F \).

We define, for real \( s \geq 0 \), the broken Sobolev spaces with respect to the partition \( \mathcal{T}_h \) of \( \Omega \) as

\[
[H^s(\mathcal{T}_h)]^3 := \{ v \in [L^2(\Omega)]^3 : v|_K \in [H^s(K)]^3, \ \forall K \in \mathcal{T}_h \},
\]

with norm

\[
\|v\|^2_{s, \mathcal{T}_h} := \sum_{K \in \mathcal{T}_h} \|v\|^2_{s,K}.
\]

Moreover, we define the finite element spaces without interelement continuity condition as

\[
V_h := \{ v \in [L^2(\Omega)]^3 : v|_K \in R_\ell(K) \ \forall K \in \mathcal{T}_h \},
\]

\[
Q_h := \{ q \in L^2(\Omega) : q|_K \in P_\ell(K) \ \forall K \in \mathcal{T}_h \},
\]

where \( R_\ell \) denotes the space of Nédélec functions of degree \( \ell \), i.e., \( R_\ell = [P_{\ell-1}]^3 \oplus S_\ell \), and \( S_\ell = \{ q \in [\widetilde{P}_\ell]^3 : x \cdot q = 0 \} \) with \( \widetilde{P}_\ell = P_\ell \setminus P_{\ell-1} \) being the homogeneous polynomials of degree \( \ell \).

Since only problems with low regularity solutions will be considered in this paper, we focus on the lowest-order elements, i.e., \( \ell = 1 \), in the rest of the manuscript.

We also define \( H(\text{curl}) \)-conforming subspaces without and with vanishing tangential trace on the boundary, respectively, as

\[
V_h^c := V_h \cap H(\text{curl}, \Omega) \quad \text{and} \quad V_{h0}^c := V_h \cap H_0(\text{curl}, \Omega).
\]

Moreover, we introduce the Raviart–Thomas space, an \( H(\text{div}) \)-conforming finite element space (see, e.g., Monk, 2003, Section 5.4)

\[
V_h^d := \{ v \in [L^2(\Omega)]^3 : v|_K \in [P_{\ell-1}(K)]^3 \oplus [\widetilde{P}_{\ell-1}(K)x] \ \forall K \in \mathcal{T}_h \} \cap H(\text{div}, \Omega),
\]

and \( V_{h0}^d := V_h^d \cap H_0(\text{div}, \Omega) \) with vanishing normal trace on the boundary.

### 3.2 Lifting operator

In order to obtain a discretization with explicit parameters we employ lifting operators frequently used in DG settings (see, e.g., Brezzi et al., 2000; Sármány et al., 2010), to rewrite integrals over mesh faces in terms of integrals over adjacent elements. For the consistency analysis, we wish to apply the lifting operator to the tangential jump of the solution. For the nonsmooth solution \( u \) established in Lemma 2.3 we have \( u \in H^s(\text{curl}, \Omega) \) with \( s \in (0, 1/2) \), which requires us to define a proper meaning for the tangential jump \( [u]_T \) on a single face \( F \in \mathcal{T}_h \). Following Ern & Guermond (2021, Section 5.1), we start by introducing a weak definition of the tangential trace on mesh faces.
There exists a $p > 2$ such that the embedding $H^s(\Omega) \hookrightarrow L^p(\Omega)$ is continuous; see, e.g., Grisvard (2011, Theorem 1.4.4.1). Hence, there exists a $p > 2$ such that the following embedding is continuous:

$$H^s(\text{curl}, \Omega) \hookrightarrow \{w \in [L^p(\Omega)]^3 : \nabla \times w \in [L^p(\Omega)]^3\}. \tag{3.5}$$

Recall that $u \in H^s(\text{curl}, \Omega)$ by Lemma 2.3. Let $p'$ be such that $1/p' + 1/p = 1$. To proceed, we recall a simplified version of Ern & Guermond (2021, Lemma 3.1).

**Lemma 3.1** Let $p > 2$, $K \in \mathcal{T}_h$ and $F \in \mathcal{T}_h$ with $F \subset \partial K$. Then there exists a face-to-cell lifting operator $L_F^K : W_{\text{int}}^{1,p'}(F) \rightarrow W^{1,p'}(K)$ such that

$$L_F^K(\eta)|_F = \eta \quad \text{and} \quad L_F^K(\eta)|_{\partial K \setminus F} = 0,$$

and there exists a constant $c > 0$ independent of the mesh size $h_K$ such that

$$h_K|L_F^K(\eta)|_{W^{1,p'}(K)} + \|L_F^K(\eta)\|_{L^p(K)} \leq ch_K^{1/2} \left(\|\eta\|_{L^p(F)} + \|\eta\|^{1/2}_{W^{1,p'}(F)}\right). \tag{3.6}$$

We apply $L_F^K$ also to vector-valued functions, meaning a componentwise application. Let $K \in \mathcal{T}_h$ and $F \in \mathcal{T}_h$ with $F \subset \partial K$. Then, owing to Lemma 3.1 and embedding (3.5), any $\eta \in H^s(\text{curl}, \Omega)$, $s \in (0, 1/2)$, defines a bounded linear functional on $[W_{\text{int}}^{1,p'}(F)]^3$ via

$$\langle \nabla \times u, \eta \rangle_F := \left(\nabla \times u, L_F^K(\eta)\right)_K - \left(u, \nabla \times L_F^K(\eta)\right)_K, \quad \eta \in [W_{\text{int}}^{1,p'}(F)]^3; \tag{3.7}$$

see also Ern & Guermond (2021, Section 5.1). If $F \in \mathcal{T}_h^B$, we define the tangential jump $[u]_T := \nabla \times u$ on $F$. For $F \in \mathcal{T}_h$ with $F = \partial K_1 \cap \partial K_2$, we define the tangential jump on $F$ via

$$\langle [u]_T, \eta \rangle_F := \langle n_1 \times u|_{K_1}, \eta \rangle_F + \langle n_2 \times u|_{K_2}, \eta \rangle_F, \quad \eta \in [W_{\text{int}}^{1,p'}(F)]^3. \tag{3.8}$$

Summarizing, in view of embedding (3.5) and Lemma 2.3, the solution of the Maxwell equations has a well-defined tangential jump $[u]_T$ in the sense of (3.8). In fact, the next result shows that $[u]_T$, and consequently also its lifting, vanishes on each face, which will be used in the consistency analysis.

**Lemma 3.2** (Vanishing tangential jump). For all $u \in V \cap H^s(\text{curl}, \Omega)$, $s \in (0, 1/2)$, we have

$$\langle [u]_T, \eta \rangle_F = 0 \quad \forall \ \eta \in [W_{\text{int}}^{1,p'}(F)]^3, \forall F \in \mathcal{T}_h.$$

**Proof.** (i) For $F \in \mathcal{T}_h^1$ with $F = \partial K_1 \cap \partial K_2$, recall $\omega_F = \text{int}(\bar{K}_1 \cup \bar{K}_2)$ and define

$$L_F(\eta) := \begin{cases} L_{F_1}^{K_1}(\eta) & \text{on } K_1, \\ L_{F_2}^{K_2}(\eta) & \text{on } K_2, \end{cases}$$

where $L_{F_1}^{K_1}$ and $L_{F_2}^{K_2}$ are the face-to-cell lifting operators defined in (3.5). Let $u \in V \cap H^s(\text{curl}, \Omega)$, $s \in (0, 1/2)$, and $F \in \mathcal{T}_h^1$. Then

$$\langle [u]_T, \eta \rangle_F = \langle L_F(\eta), \eta \rangle_F = \langle L_{F_1}^{K_1}(\eta), \eta \rangle_{K_1} + \langle L_{F_2}^{K_2}(\eta), \eta \rangle_{K_2} = 0,$$

since $L_{F_1}^{K_1}$ and $L_{F_2}^{K_2}$ are bounded linear functionals on $[W_{\text{int}}^{1,p'}(F)]^3$. Therefore, $[u]_T = 0$ on $\omega_F$. Hence, $[u]_T = 0$ on $\partial F$, and consequently also on $F$. This proves the lemma.
for any $\eta \in [W^{1,q'}(F)]^3$. Since $L_F(\eta)$ is continuous across $F$ and vanishes on $\partial \Omega$ by Lemma 3.1, we obtain that $L_F(\eta) \in [W^{1,q'}(\Omega)]^3$. Hence, definitions (3.7) and (3.8) yield

$$\langle [u]_T, \eta \rangle_F = (\nabla \times u, L_F(\eta))_{\omega_F} - (u, \nabla \times L_F(\eta))_{\omega_F} = 0.$$

(ii) For each boundary face $F \in \mathcal{F}_h^B$ with $F \subset \partial K \cap \partial \Omega$, we have

$$\langle [u]_T, \eta \rangle_F = \langle n \times u_{|K}, \eta \rangle_F = (\nabla \times u, L^K_F(\eta))_K - (u, \nabla \times L^K_F(\eta))_K.$$

Since $L^K_F(\eta)_{|\partial K \setminus F} = 0$ by Lemma 3.1, the zero extension of $L^K_F(\eta)$ from $K$ to $\Omega$, denoted also by $L^K_F(\eta)$, belongs to $W^{1,q'}(\Omega)$. Therefore,

$$\langle [u]_T, \eta \rangle_F = (\nabla \times u, L^K_F(\eta)) - (u, \nabla \times L^K_F(\eta)),$$

which together with $u \in H_0(\text{curl}, \Omega)$ and a density argument shows that the right-hand side of the previous equation equals zero. \hfill \Box

We are ready to introduce a lifting operator being used in the following DG discretization. Since $\{v\} \in [W_0^{1,q'}(F)]^3$ for all $F \in \mathcal{F}_h$ and $v \in V_h$, we define $\mathcal{L}_F : ([W_0^{1,q'}(F)]^3)' \to V_h$ by

$$\int_{\Omega} \mathcal{L}_F(f) \cdot v \, dx = \langle f, v \rangle_F \quad \forall v \in V_h. \quad (3.9)$$

We know that $[u]_T$, $u \in H^s(\text{curl}, \Omega)$ defines a bounded functional on $[W_0^{1,q'}(F)]^3$ via (3.8) for all $F \in \mathcal{F}_h$ and, thus, $\mathcal{L}_F([u]_T)$ is well defined. From (3.9), since the right-hand side is nonzero only when $\{v\}$ has support on $F$, the support of the lifting $\mathcal{L}_F(f)$ is limited to the elements adjacent to face $F$.

**Remark 3.3** If $f \in [L^1(F)]^3$ for $F \in \mathcal{F}_h$, the right-hand side in (3.9) reduces to an integral over $F$, i.e.,

$$\int_{\Omega} \mathcal{L}_F(f) \cdot v \, dx = \int_F f \cdot \{v\} \, ds.$$

Thus, if $f = [w]_T$ for either $w \in V_h$ or $w \in [H^s(\mathcal{T}_h)]^3$, $s > 1/2$, $\mathcal{L}_F([w]_T)$ reduces to the usual definition of the local lifting operator employed in, e.g., Sármány et al. (2010) or Perugia & Schötzau (2003).

Sármány et al. (2010, Lemmas 1 and 2) showed the following stability property of the local lifting operator: there exist positive constants $C_1$ and $C_2$ such that for any $v \in V_h$,

$$C_1 h_F^{-1/2} \| [v] \|_{0,F} \leq \| \mathcal{L}_F([v]_T) \|_{0,\Omega} \leq C_2 h_F^{-1/2} \| [v] \|_{0,F} \quad \forall F \in \mathcal{F}_h, \quad (3.10)$$

where $h_F$ denotes the diameter of face $F$ and $C_1$, $C_2$ are independent of $v$. 
The global lifting operator is now obtained by superposition,
\[
\mathcal{L}(f) := \sum_{F \in \mathcal{T}_h} \mathcal{L}_F(f) \quad \forall f \text{ such that } f|_F \in ([W^{1,p'}(F)]^3)' .
\] (3.11)

### 3.3 Mixed DG discretization

The mixed DG discretization with lifting operators (see, e.g., Bassi et al., 1997; Brezzi et al., 2000; Sármány et al., 2010) for the time-harmonic Maxwell equations is to find \((u_h, p_h) \in V_h \times Q_h\) such that
\[
a_h(u, v) - k^2(\varepsilon u, v) + b_h(v, p_h) = (j, v) \quad \forall v \in V_h, \\
b_h(u_h, q) - c_h(p_h, q) = 0 \quad \forall q \in Q_h,
\] (3.12) (3.13)

where the bilinear forms are defined as
\[
a_h(u, v) := \left( \mu^{-1}\nabla_h \times u, \nabla_h \times v \right) - \left( \mathcal{L}([u]_T), \mu^{-1}\nabla_h \times v \right) \\
- \left( \mathcal{L}([v]_T), \mu^{-1}\nabla_h \times u \right) + \sum_{F \in \mathcal{T}_h} \alpha_F \left( \mu^{-1}\mathcal{L}_F([u]_T), \mathcal{L}_F([v]_T) \right),
\]
\[
b_h(v, p) := - (\varepsilon v, \nabla_h p) + (\mathcal{L}([p]_N), \varepsilon v),
\]
\[
c_h(p, q) := \sum_{F \in \mathcal{T}_h} \gamma_F (\varepsilon, \mathcal{L}_F([p]_N), \mathcal{L}_F([q]_N)),
\]

for all \(u, v \in V_h + H^s(\text{curl}, \Omega), s \in (0, 1/2)\) and \(p, q \in Q_h + Q\). Here, \(\nabla_h\) and \(\nabla_h \times\) denote the elementwise action of the differential operators \(\nabla\) and \(\nabla \times\), respectively. We set the parameter \(\gamma_F\) strictly positive for all \(F \in \mathcal{T}_h\), and \(\alpha_F > 0\) will be chosen later. The reader is referred to Houston et al. (2004) for the derivation of the DG formulation with the lifting operators as numerical flux replaced by the interior penalty numerical flux.

**Remark 3.4** Since the coefficients \(\mu\) and \(\varepsilon\) are piecewise constant, we note from the definition of the global lifting operator \(\mathcal{L}\) that the bilinear forms \(a_h : V_h \times V_h \rightarrow \mathbb{R}\) and \(b_h : V_h \times Q_h \rightarrow \mathbb{R}\) have the following equivalent expressions
\[
a_h(u, v) = \left( \mu^{-1}\nabla_h \times u, \nabla_h \times v \right) - \int_{\mathcal{T}_h} \{u\}_T \cdot \{\mu^{-1}\nabla_h \times v\} \, ds \\
- \int_{\mathcal{T}_h} \{v\}_T \cdot \{\mu^{-1}\nabla_h \times u\} \, ds + \sum_{F \in \mathcal{T}_h} \alpha_F \left( \mu^{-1}\mathcal{L}_F([u]_T), \mathcal{L}_F([v]_T) \right),
\]
\[
b_h(v, p) = - (\varepsilon v, \nabla_h p) + \int_{\mathcal{T}_h} \{\varepsilon v\} \cdot \{p\}_N \, ds,
\]

for all \(u, v \in V_h\) and \(p \in Q_h\); see Remark 3.3. Here, \(\int_{\mathcal{T}_h} \cdot \, ds = \sum_{F \in \mathcal{T}_h} \int_F \cdot \, ds\). Compared with the implementation of the DG discretization in Houston et al. (2004), we see that only the penalty terms need to be changed. A benefit of using \(\mathcal{L}\) is that precise conditions for \(\alpha_F\) can be computed explicitly from the mesh \(\mathcal{T}_h\) that ensure stability, see Proposition 4.1, while in practice for interior-penalty formulations,
depending on the computational mesh, the penalty parameters need to be frequently adjusted; see, e.g., Houston et al. (2004), Lu et al. (2017).

**Remark 3.5** The term $T := \int_{\mathcal{T}} [v]_T \cdot \{\mu^{-1}\nabla_h \times u\} \, ds$ in Remark 3.4 is not well defined for $u \in V$ and $v \in V_h$. Buffa & Perugia (2006), Bonito et al. (2016), Ern & Guermond (2018a, 2021) therefore generalize notions of the tangential trace of $\mu^{-1}\nabla \times u$. Here, we overcome these difficulties in the analysis of $T$ by using the terms $\mathcal{L}([v]_T, \mu^{-1}\nabla_h \times u)$ and $\mathcal{L}([u]_T, \mu^{-1}\nabla_h \times v)$ in (3.12), which only requires a notion of $[u]_T$ on a single mesh face. Note that $[u]_T$ is not properly defined on a single face for merely $u \in V$. However, this can be remedied by using the slightly higher regularity of $u \in H^{s}(\text{curl}, \Omega)$ with $0 < s < 1/2$ and the definition of $[u]_T$ in (3.8), which uses the face-to-cell lifting of Ern & Guermond (2021).

**Remark 3.6** Let us compare the bilinear form $\mathcal{L}([v]_T, \mu^{-1}\nabla_h \times u)$, used in (3.12), to the corresponding bilinear form introduced in Ern & Guermond (2021, (5.10)):

$$n_{\mu}^c(u, v) := \sum_{F \in \mathcal{T}_h} \sum_{K \in \mathcal{F}_F} s_{K,F} \theta_{K,F} ((\mu^{-1}\nabla \times u)|_K \times n_K)|_F, [\Pi_F v]_F \quad \forall u \in V_s + V_h, \ v \in V_h. \quad (3.14)$$

Here, $s_{K,F} = n_K \cdot n_F = \pm 1$ and $\Pi_F v = n_K \times (v \times n_K)$. To simplify notation, we take $\theta_{K,F} = 1/2$ for interior faces and $\theta_{K,F} = 1$ for boundary faces. The set $\mathcal{F}_F$ denotes the set of elements adjacent to face $F$ and

$$V_s := \left\{ w \in H(\text{curl}, \Omega) | \mu^{-1}\nabla \times w \in [L^p(\Omega)]^3, \ \nabla \times \mu^{-1}\nabla \times w \in [L^q(\Omega)]^3 \right\}$$

for some $p > 2$ and $q \in (6/5, 2]$. Using $n \times [\Pi_F v] = n \times [v]$, Ern & Guermond (2021, (5.11a)) implies that in the fully discrete case,

$$n_{\mu}^c(u, v) = \int_{\mathcal{T}_h} [v]_T \cdot \{\mu^{-1}\nabla_h \times u\} \, ds = \mathcal{L}([v]_T, \mu^{-1}\nabla_h \times u) \quad \forall u, v \in V_h,$$

where the second equality follows by definition (3.11) of $\mathcal{L}$; see also Remark 3.3. However, if we assume $u \in [L^2(\Omega)]^3$ and $\nabla_h \times u \in [L^2(\Omega)]^3$, due to $\mathcal{L}([v]_T) \in V_h$, there holds for all $v \in V_h$,

$$\left( \mathcal{L}([v]_T), \mu^{-1}\nabla_h \times u \right) = \left( \mathcal{L}([v]_T), Q_h(\mu^{-1}\nabla_h \times u) \right)$$

$$= \int_{\mathcal{T}_h} [v]_T \cdot \{Q_h(\mu^{-1}\nabla_h \times u)\} \, ds$$

$$= \sum_{F \in \mathcal{T}_h} \sum_{K \in \mathcal{F}_F} s_{K,F} \theta_{K,F} ((Q_h(\mu^{-1}\nabla_h \times u)|_K \times n_K)|_F, [\Pi_F v]_F, \quad (3.15)$$

where $Q_h$ is the elementwise $L^2$-projection onto $V_h$. The right-hand side of (3.15) with the additional $Q_h$ is clearly different from $n_{\mu}^c(u, v)$, defined in (3.14), for low regularity or even smooth $u$. In fact, a simple example can illustrate the difference. Choose $u = [b(x), 0, 0]^T$ on an element $K_0 \in \mathcal{T}_h$ and
zero otherwise, where the bubble function \( b(x) \), after transforming back to the reference element \( \hat{K} \), is defined as \( b(x) = x_1^2 + x_2^2 + (1 - x_1 - x_2 - x_3)^2 \). Clearly, \( n^e_x(u, v) = 0 \) for all \( v \in V_h \) by definition (3.14). On the other hand, take a special test function \( v = 0 \), except for \( K_0 \), where \( v|_{\hat{K}} = [0, -x_3, x_2] \). It can be shown that for this special \( v \), the right-hand side of (3.15) is nonzero.

The two bilinear forms require different regularities of \( u \): \( n^e_u \) needs \( u \in V_s \), while only \( \mu^{-1} \nabla \times u \in [L^2(\Omega)]^3 \) is required for \( (L([v]_T), \mu^{-1} \nabla \times u) \). We note that despite the larger domain of \( a_h(\cdot, \cdot) \) it leads to a nonconsistent finite element scheme. This property of using lifting operators has been indicated also in Di Pietro & Ern (2012, Remark 4.37) for the div-grad system.

4. The main results

First we will give explicit bounds on the stabilization parameter \( \alpha_F \) that ensure well-posedness of (3.12)–(3.13). Subsequently, we present an a priori error estimate for low regularity solutions.

We start by defining mesh-dependent seminorms and norms as

\[
|v|_{V_h}^2 := \|\mu^{-\frac{1}{2}} \nabla_h \times v\|_{0, \Omega}^2 + \sum_{F \in \mathcal{T}_h} \|\mu^{-\frac{1}{2}} L_F([v]_T)\|_{0, \Omega}^2,
\]

\[
\|v\|_{V_h}^2 := \|\mu^{\frac{1}{2}} v\|_{0, \Omega}^2 + |v|_{V_h}^2,
\]

\[
\|q\|_{Q_h}^2 := \|\mu^{\frac{1}{2}} \nabla_h q\|_{0, \Omega}^2 + \sum_{F \in \mathcal{T}_h} \|\mu^{\frac{1}{2}} L_F([q]_N)\|_{0, \Omega}^2.
\]

Note that using the lifting operator defined in (3.9) the norm \( \| \cdot \|_{V_h} \) is well defined for the exact solution \( u \) of (2.2)–(2.3) with the regularity established in Lemma 2.3, see Section 3.2, and \( \| \cdot \|_{Q_h} \) is well defined for all functions in \( Q \).

The following proposition shows that \( a_h(\cdot, \cdot) \) is coercive on \( V_h \) with respect to the seminorm \( | \cdot |_{V_h} \) for a simple and explicit choice of the parameter \( \alpha_F \), which facilitates the implementation of the DG method and is essential in the proof of the well-posedness of the mixed DG discretization (3.12)–(3.13).

**Proposition 4.1** (Discrete coercivity). The bilinear form \( a_h(\cdot, \cdot) \) satisfies

\[
a_h(v, v) \geq \frac{1}{2} |v|_{V_h}^2 \quad \forall v \in V_h
\]

provided \( \alpha_F \geq \frac{1}{2} + 2n_K \) with \( n_K = 4 \) the number of faces of an element \( K \in \mathcal{T}_h \).

**Proof.** The proof is in the same spirit as Brezzi et al. (2000, Proposition 1) or Di Pietro & Ern (2012, Lemma 5.17). From the definition of the lifting operator \( L_F \), we have for any \( v \in V_h \),

\[
a_h(v, v) = \|\mu^{-\frac{1}{2}} \nabla_h \times v\|_{0, \Omega}^2 - 2 \sum_{F \in \mathcal{T}_h} (L_F([v]_T), \mu^{-1} \nabla_h \times v) + \sum_{F \in \mathcal{T}_h} \alpha_F \|\mu^{-\frac{1}{2}} L_F([v]_T)\|_{0, \Omega}^2.
\]
Recall that the support of the local lifting operator \( L_F([v]_T) \), denoted by \( \omega_F \), consists of the element(s) adjacent to face \( F \). By using the Cauchy–Schwarz and Young’s inequality, there holds

\[
2 \sum_{F \in \mathcal{T}_h} (L_F([v]_T), \mu^{-1} \nabla_h \times v) \\
\leq 2 \sum_{F \in \mathcal{T}_h} \left( \frac{1}{4\delta} \mu^{-\frac{1}{2}} L_F([v]_T) \right)_0^2 + \delta \| \mu^{-\frac{1}{2}} \nabla_h \times v \|_{0,\omega_F}^2 \\
\leq \sum_{F \in \mathcal{T}_h} \frac{1}{2\delta} \mu^{-\frac{1}{2}} L_F([v]_T) \|_{0,\Omega}^2 + 2\delta n_K \| \mu^{-\frac{1}{2}} \nabla_h \times v \|_{0,\Omega}^2,
\]

where \( n_K = 4 \) is the number of faces of an element \( K \in \mathcal{T}_h \). Hence,

\[
a_h(v,v) \geq (1 - 2\delta n_K) \| \mu^{-\frac{1}{2}} \nabla_h \times v \|_{0,\Omega}^2 + \sum_{F \in \mathcal{T}_h} \left( \alpha_F - \frac{1}{2\delta} \right) \| \mu^{-\frac{1}{2}} L_F([v]_T) \|_{0,\Omega}^2 \\
\geq \min \left( 1 - 2\delta n_K, \alpha_F - \frac{1}{2\delta} \right) |v|_{V_h}^2.
\]

Hence, by setting \( \delta = 1/(4n_K) \), we can get the coercivity with constant 1/2 if \( \alpha_F \geq 1/2 + 2n_K \).

The following two theorems state the well-posedness of the mixed DG method (3.12)–(3.13) and \textit{a priori} error estimates for low regularity solutions.

**Theorem 4.2 (Existence, uniqueness).** Let Assumption 2.1 hold, \( \alpha_F \geq 1/2 + 2n_K \) and \( \gamma_F \geq 1/2 \). For all mesh sizes \( h \) small enough, there exists a unique solution \( (u_h, p_h) \in V_h \times Q_h \) to (3.12)–(3.13) satisfying

\[
\| u_h \|_{V_h} + \| p_h \|_{Q_h} \leq C\| f \|_0,
\]

where the constant \( C > 0 \) is independent of the mesh size and the solution \( (u_h, p_h) \).

**Theorem 4.3 (A priori error estimate).** Let Assumption 2.1 hold, \( \alpha_F \geq 1/2 + 2n_K \) and \( \gamma_F \geq 1/2 \). Let \( (u, p) \) be the solution of (2.2)–(2.3) with regularity as in Lemma 2.3. Further, assume that \( p \in H^{1+s}(\mathcal{F}_h) \). Then, for all mesh sizes \( h \) small enough, there exists a unique solution \( (u_h, p_h) \in V_h \times Q_h \) to (3.12)–(3.13), and it satisfies the \textit{a priori} error estimate

\[
\| u - u_h \|_{V_h} + \| p - p_h \|_{Q_h} \leq C \left( \sum_{K \in \mathcal{T}_h} \frac{1}{2\delta} \left( |u|_{s,\omega_K}^2 + |\nabla \times u|_{s,\omega_K}^2 \right) + \frac{1}{2\delta} \left( \frac{1}{2\delta} \right) \| \mu^{-\frac{1}{2}} \nabla_h \times v \|_{0,\Omega}^2 + \frac{1}{2\delta} \| \mu^{-\frac{1}{2}} \nabla_h \times v \|_{0,\Omega}^2 \right) \frac{1}{2},
\]

where the constant \( C > 0 \) is independent of the mesh size.

**Remark 4.4** We note that Theorems 4.2 and 4.3 also hold true with the choice of full polynomial spaces \( [P_\ell(\mathcal{T}_h)]^3 \) for \( V_h \), which are easier to construct but of a higher dimension than the corresponding
local first family Nédélec spaces, and a full polynomial space of order \( \ell + 1 \) for \( Q_h \); see, e.g., Buffa & Perugia (2006, Section 7.1) or Houston et al. (2005c) where such a construction has been used.

Remark 4.5 The assumption on the regularity of \( p \) in Theorem 4.3 can be ensured by requiring \( \nabla \cdot j \in H^{s-1}(\Omega) \). In fact, by taking the divergence of both sides of (1.1a), we obtain an elliptic equation for \( p \):

\[
-\nabla \cdot \varepsilon \nabla p = \nabla \cdot j \quad \text{in } \Omega,
\]

\[
p = 0 \quad \text{on } \partial \Omega,
\]

and we obtain that \( p \in H^{1+s}(\Omega) \) for some \( s \in (0, 1/2) \) from Bonito et al. (2013, Theorem 3.1).

Theorem 4.2 will first be proved for \( k = 0 \) in the next section using an auxiliary formulation in the spirit of Houston et al. (2004). The case \( k \neq 0 \) is treated in Section 7. Theorem 4.3 will be proven in Section 6 for \( k = 0 \) and in Section 7 for \( k \neq 0 \).

5. Auxiliary results

5.1 Auxiliary mixed formulation

The variational problem (3.12)–(3.13) is a saddle-point problem with penalty. To facilitate its analysis we follow Houston et al. (2004, Sections 4 and 5) and introduce an equivalent auxiliary mixed formulation, which is a saddle-point problem without penalty. To do so, let us introduce the discrete auxiliary space

\[
M_h := \{ \lambda \in [L^2(\mathcal{T}_h)]^3 : \lambda_{|F} \in [P_1(F)]^3 \, \forall F \in \mathcal{T}_h \},
\]

with norm

\[
\|\lambda\|_{M_h}^2 := \sum_{F \in \mathcal{T}_h} \|\varepsilon^F \mathcal{L}_F(\lambda)\|_{0,\Omega}^2,
\]

and let \( W_h = V_h \times M_h \) with seminorm and norm defined as

\[
|(v, \eta)|_{W_h}^2 := |v|_{V_h}^2 + \|\eta\|_{M_h}^2, \quad \|(v, \eta)\|_{W_h}^2 := \|v\|_{V_h}^2 + \|\eta\|_{M_h}^2.
\]

We state the auxiliary mixed formulation as follows: find \( (u_h, \lambda_h; p_h) \in W_h \times Q_h \) such that

\[
A_h(u_h, \lambda_h; v, \eta) - k^2(\varepsilon u_h, v) + B_h(v, \eta; p_h) = (j, v) \quad \forall (v, \eta) \in W_h, \quad (5.1)
\]

\[
B_h(u_h, \lambda_h; q) = 0 \quad \forall q \in Q_h, \quad (5.2)
\]
where the corresponding bilinear forms are defined as
\[
A_h(u_h, \lambda_h; v, \eta) := a_h(u_h, v) + \sum_{F \in \mathcal{F}_h} \gamma_F \langle \varepsilon \mathcal{L}_F(\lambda_h), \mathcal{L}_F(\eta) \rangle, \\
B_h(v, \eta; p_h) := b_h(v, p_h) - \sum_{F \in \mathcal{F}_h} \gamma_F \langle \varepsilon \mathcal{L}_F(p_h), \mathcal{L}_F(\eta) \rangle.
\]

**Lemma 5.1** The mixed DG formulation (3.12)–(3.13) is equivalent to (5.1)–(5.2), i.e., if \((u_h, p_h) \in V_h \times Q_h\) solves (3.12)–(3.13), then \((u_h, [p_h] N; p_h) \in W_h \times Q_h\) solves (5.1)–(5.2). If, on the other hand, \((u_h, \lambda_h; p_h) \in W_h \times Q_h\) solves (5.1)–(5.2), then \((u_h, p_h)\) solves (3.12)–(3.13) and \(\lambda_h = [p_h] N\).

**Proof.** Suppose \((u_h, \lambda_h; p_h)\) solves (5.1)–(5.2). By taking test function \(v = 0\) in (5.1), we have
\[
\sum_{F \in \mathcal{F}_h} \gamma_F \langle \varepsilon \mathcal{L}_F(\lambda_h), \mathcal{L}_F(\eta) \rangle = \sum_{F \in \mathcal{F}_h} \gamma_F \langle \varepsilon \mathcal{L}_F([p_h] N), \mathcal{L}_F(\eta) \rangle \quad \forall \eta \in M_h.
\]
Hence, \(\lambda_h = [p_h] N\). This shows that \((u_h, p_h)\) solves (3.12)–(3.13). The other direction follows immediately by setting \(\lambda_h = [p_h] N\).

Define the kernel of the form \(B_h(\cdot, \cdot)\) as
\[
\ker(B_h) := \{(v, \eta) \in W_h : B_h(v, \eta; q) = 0 \quad \forall q \in Q_h\}. \tag{5.3}
\]

The following three lemmas form the basis for the proof of Theorem 4.2 for \(k = 0\).

**Lemma 5.2** (Continuity). There exists a constant \(C\) independent of the mesh size and the coefficients \(\mu\) and \(\varepsilon\) such that
\[
|A_h(u, \lambda; v, \eta)| \leq C\|u\|_{W_h}\|(v, \eta)\|_{W_h} \quad \forall (u, \lambda), (v, \eta) \in W_h,
\]
\[
|B_h(v, \eta; q)| \leq C\|(v, \eta)\|_{W_h}\|q\|_{Q_h} \quad \forall (v, \eta) \in W_h, \forall q \in Q(h).
\]

Note that these two bounds also hold for \(u \in H^s(\text{curl}, \Omega), s \in (0, 1/2)\).

This lemma follows directly from an application of the Cauchy–Schwarz inequality.

**Lemma 5.3** (Ellipticity on the kernel). For \(\alpha_F\) given by Proposition 4.1 and \(\gamma_F \geq \frac{1}{7}\), there holds
\[
A_h(v, \eta; v, \eta) \geq \kappa_A \|(v, \eta)\|_{W_h}^2 \quad \forall (v, \eta) \in \ker(B_h), \tag{5.4}
\]
where \(\kappa_A > 0\) depends on \(\Omega\) and the coefficients \(\mu\) and \(\varepsilon\), but is independent of the mesh size.

**Proof.** Assume \((v, \eta) \in \ker(B_h)\). Recalling the definition of \(A_h\) and using the discrete coercivity of \(a_h\) stated in Proposition 4.1, there holds
\[
A_h(v, \eta; v, \eta) \geq \frac{1}{2}\|v\|_{W_h}^2 + \sum_{F \in \mathcal{F}_h} \gamma_F \|\mathcal{L}_F(\eta)\|_{0, \Omega}^2 \geq \frac{1}{2}\|(v, \eta)\|_{W_h}^2. \tag{5.5}
\]
From the discrete Friedrichs inequality in Lemma C.1, we have
\[ \|\varepsilon^{1/2}v\|_{0,\Omega} \leq c_F |v|_{V_h}, \]
which for \(\delta > 0\) leads to
\[ |v|^2_{V_h} = (1 - \delta)|v|^2_{V_h} + \delta|v|^2_{V_h} \geq (1 - \delta)|v|^2_{V_h} + \frac{\delta}{c_F^2} \|\varepsilon^{1/2}v\|^2_{0,\Omega}. \]
By setting \(\delta = c_F^2 / (1 + c_F^2)\) we have
\[ |v|^2_{V_h} \geq \frac{1}{1 + c_F^2} \|v\|^2_{V_h}, \]
which, together with (5.5), completes the proof with \(\kappa_A = 1/(2(1 + c_F^2))\). \(\square\)

The following stability result follows with similar arguments as in Houston et al. (2004, Proposition 5.4) and using the stability of the lifting operator (3.10).

**Lemma 5.4 (Inf-sup condition).** There holds
\[ \inf_{0 \neq q \in Q_h} \sup_{0 \neq (\nu, \eta) \in W_h} \frac{B_h(\nu, \eta; q)}{\|q\|_{Q_h} \|\nu\|_{W_h}} \geq \kappa_B > 0, \tag{5.6} \]
where \(\kappa_B > 0\) depends on the coefficients \(\mu\) and \(\varepsilon\), but is independent of the mesh size.

Now we are ready to prove the well-posedness of (3.12)–(3.13) for \(k = 0\).

**Proof of Theorem 4.2 for \(k = 0\).** From the classical theory of mixed FEM (see, e.g., Boffi et al., 2013), Lemmas 5.2, 5.3 and 5.4 imply that the auxiliary formulation (5.1)–(5.2) with \(k = 0\) has a unique solution \((u_h, \lambda_h; p_h) \in W_h \times Q_h\) and satisfies
\[ \|(u_h, \lambda_h)\|_{W_h} + \|p_h\|_{Q_h} \leq C\|\bar{j}\|_0, \tag{5.7} \]
where \(C > 0\) is independent of the mesh size. From Lemma 5.1, \((u_h, p_h) \in V_h \times Q_h\) also solves (3.12)–(3.13) and the uniqueness of (3.12)–(3.13) follows from the *a priori* estimate (5.7). \(\square\)

**5.2 Conforming approximation**

In the error analysis we shall use the conforming projection \(\Pi^c_h\) introduced in Houston et al. (2005a, Proposition 4.5), which states that the approximation of a discontinuous function in \(V_h\) by an \(H(\text{curl})\) averaging operator can be quantified in terms of certain jumps. Approximation by conforming projections has been used also in Bernardi & Verfürth (2000), Karakashian & Pascal (2003) and Houston et al. (2004, 2005c). The following lemma is a combination of the stability of the lifting operator (3.10) and the proof of Houston et al. (2005a, Proposition 4.5); see Houston et al. (2005a, appendix) for more details, see also Ern & Guermond (2017).
Lemma 5.5 There exists an operator \( \Pi_h^c : V_h \to V_h^{c_{h0}} \) such that for all \( v \in V_h \),
\[
h_K^{-2} \| v - \Pi_h^c v \|^2_{0,K} + \| \nabla \times (v - \Pi_h^c v) \|^2_{0,K} \leq C \sum_{F \in \mathcal{T}_h(K)} \| \mathcal{L}_F([v]_T) \|^2_{0,\Omega},
\]
where \( \mathcal{T}_h(K) := \{ F \in \mathcal{T}_h : \tilde{F} \cap \partial K \neq \emptyset \} \) and the constant \( C > 0 \) depends on the shape regularity of the mesh, but not on the mesh size.

5.3 \( H(\text{curl}) - \) and \( H(\text{div}) \)-conforming quasi-interpolations

In Ern & Guermond (2017), a sequence of quasi-interpolation operators that enjoys the best approximation property for low regularity functions is introduced. The error bounds for the quasi-interpolation operators that preserve boundary constraints are, however, stated for the whole domain. Here, we provide local error bounds by constructing new quasi-interpolations, defined in Appendices A and B, where the key ingredient is to combine the generalized tangential trace of Section 3.2 with a Scott–Zhang-type quasi-interpolation (Scott & Zhang, 1990). We have the following theorems, which are proven in Appendices A and B.

Theorem 5.6 (Error bound \( H(\text{curl}) \)). Suppose that \( v \in H^s(\Omega), s \in (0, 1/2) \) and let \( P_h^c \) be the \( H(\text{curl}) \)-conforming quasi-interpolation defined in (A.2). Then there exists a constant \( c > 0 \) depending on the mesh regularity, but independent of the mesh size \( h_K \), such that for each \( K \in \mathcal{T}_h \),
\[
\| v - P_h^c v \|_{0,K} \leq c \left( h_K^s |v|_{s,\text{oK}} + h_K \left( \| \nabla \times v \|_{0,\text{oK}} + h_K^s \| \nabla \times v \|_{s,\text{oK}} \right) \right). \tag{5.8}
\]

Theorem 5.7 (Error bound \( H(\text{div}) \)). Suppose that \( v \in [H^s(\Omega)]^3, \nabla \cdot v \in H^s(\Omega), s \in (0, 1/2) \) and let \( P_h^d \) be the \( H(\text{div}) \)-conforming quasi-interpolation defined in (B.3). Then there exists a constant \( c > 0 \) depending on the mesh regularity, but independent of the mesh size \( h_K \), such that for each \( K \in \mathcal{T}_h \),
\[
\| v - P_h^d v \|_{0,K} \leq c \left( h_K^s |v|_{s,\text{oK}} + h_K \left( \| \nabla \cdot v \|_{0,\text{oK}} + h_K^s \| \nabla \cdot v \|_{s,\text{oK}} \right) \right). \tag{5.9}
\]

Remark 5.8 The DG discretization is well defined for general nonconforming meshes. The conformity of the mesh \( \mathcal{T}_h \) is only required for the interpolation operators we use in the error analysis, namely, (a) the \( H(\text{curl}) \) and \( H(\text{div}) \) Scott–Zhang-type interpolations presented in Appendices A and B, (b) the conforming projections defined in Section 5.2 and (c) the quasi-interpolations of Ern & Guermond (2016). The definition of corresponding interpolation operators suitable for nonconforming meshes is an interesting topic, but beyond the scope of the present article.

6. Definite Maxwell equations

The error estimates of the mixed DG discretization (3.12)–(3.13) for the definite Maxwell equations with \( k = 0 \) will greatly facilitate the analysis for the indefinite problem discussed in Section 7.

6.1 Residual operators

The error analysis of Houston et al. (2004) relies crucially on the smoothness \( H^s(\mathcal{T}_h), s > 1/2 \). In this section we will extend the analysis to \( s \in (0, 1/2) \). Following Houston et al. (2004, Section 6.1) we
introduce two consistency-related residual operators, which play a key role in deriving an \textit{a priori} error estimate under minimal smoothness requirements.

In view of Lemma 2.3, let \((u,p) \in H^s(\text{curl}, \Omega) \times Q\) be the exact solution of the continuous variational problem (2.2)--(2.3). We define the residuals
\[
\mathcal{R}_1(u,p; v, \eta) := A_h(u, 0; v, \eta) + B_h(v, \eta; p) - (j,v) \quad \text{and} \quad \mathcal{R}_2(u, q) := B_h(u, 0; q)
\]
for all \((v, \eta) \in W_h\) and \(q \in Q_h\). We also define norms of the residual operators as
\[
\mathcal{R}_1(u, p) := \sup_{0 \neq (v, \eta) \in W_h} \frac{\mathcal{R}_1(u, p; v, \eta)}{\|v\|_{W_h}} , \quad \mathcal{R}_2(u) := \sup_{0 \neq q \in Q_h} \frac{\mathcal{R}_2(u, q)}{\|q\|_{Q_h}} .
\]

\textbf{Lemma 6.1} Let \((u, p) \in H^s(\text{curl}, \Omega) \times Q\) be the solution of (2.2)--(2.3); then
\[
\mathcal{R}_1(u, p; v, \eta) = 0 \quad \forall (v, \eta) \in V_{h0}^c \times M_h ,
\]
\[
\mathcal{R}_2(u, q) = 0 \quad \forall q \in Q_h = Q_h \cap Q .
\]

\textbf{Proof.} The identities are actually direct results of (2.2)--(2.3). In fact, for all \(v \in V_{h0}^c\), there holds from the definition of \(\mathcal{R}_1\) and (2.2),
\[
\mathcal{R}_1(u, p; v, \eta) = a(u, v) + b(v, q) - (j, v) = 0,
\]
where we have used \(L(\|u\|_T) = 0\); see Lemma 3.2 and the definition of \(L_F\) in (3.9). Similarly, the other identity follows from (2.3). \(\Box\)

Now we are ready to state our main results about the residuals.

\textbf{Proposition 6.2} (Residual estimates). Let \((u, p) \in H^s(\text{curl}, \Omega) \times Q\) be the solution of (2.2)--(2.3); then
\[
\mathcal{R}_1(u, p) \leq C \left( \sum_{K \in \mathcal{T}_h} h_K^2 |\mu^{-1} \nabla \times u|_{s, \omega K}^2 + h_d^2 \|\nabla \times u\|_{0, \omega K}^2 \right)^{1/2} ,
\]
\[
\mathcal{R}_2(u) \leq C \left( \sum_{K \in \mathcal{T}_h} h_K^2 |\varepsilon u|_{s, \omega K}^2 \right)^{1/2} ,
\]
where the constant \(C > 0\) is independent of the mesh size.

\textbf{Proof.} By using Lemma 3.2 and (3.9), we have \([u]_T = 0\) and \(L_F([u]_T) = 0\). In view of Lemma 2.3 we have \(\sigma(u) := \mu^{-1} \nabla \times u \in [H^s(\Omega)]^3\) and
\[
\nabla \times \sigma(u) = \varepsilon \nabla p + j \in [L^2(\Omega)]^3 . \tag{6.1}
\]
In the following, since \(\sigma(u)\) and \(\varepsilon u\) have a nonzero trace at \(\partial \Omega\), we shall use the smoothed interpolations \(\mathcal{I}_h^c : H(\text{curl}, \Omega) \rightarrow V_h^c\) and \(\mathcal{I}_h^d : H(\text{div}, \Omega) \rightarrow V_h^d\) without boundary constraints defined in Ern \\& Guermond (2016, Section 6.3).
Step 1: Estimate of $\mathcal{R}_1$. For any $(v, \eta) \in W_h$, from the definition of $\mathcal{R}_1$ and (6.1), one gets
\[ \mathcal{R}_1(u, p; v, \eta) = (\sigma(u), \nabla_h \times v) - (\mathcal{L}(\llbracket v \rrbracket_T), \sigma(u)) = - (\nabla \times \sigma(u), v) + (\sigma(u), \nabla_h \times v) - (\mathcal{L}(\llbracket v \rrbracket_T), \sigma(u)). \] 

To treat the last term, we employ $\mathcal{J}^c_h$, i.e.,
\[ (\mathcal{L}(\llbracket v \rrbracket_T), \sigma(u)) = (\mathcal{L}(\llbracket v \rrbracket_T), \mathcal{J}^c_h \sigma(u)) + (\mathcal{L}(\llbracket v \rrbracket_T), \sigma(u) - \mathcal{J}^c_h \sigma(u)). \]

Using definition (3.9) of the lifting operator $\mathcal{L}_F$ and Remark 3.3 and integration by parts, we infer for $v \in V_h$,
\[ (\mathcal{L}(\llbracket v \rrbracket_T), \mathcal{J}^c_h \sigma(u)) = \sum_{F \in \mathcal{T}_h} \int_F \llbracket v \rrbracket_T \cdot \{ \mathcal{J}^c_h \sigma(u) \} \, ds = (\nabla \times \mathcal{J}^c_h \sigma(u), \nabla_h \times v) - (\mathcal{J}^c_h \sigma(u), \nabla_h \times v), \]
and obtain
\[ (\mathcal{L}(\llbracket v \rrbracket_T), \sigma(u)) = (\mathcal{J}^c_h \sigma(u), \nabla_h \times v) - (\nabla \times \mathcal{J}^c_h \sigma(u), v) + (\mathcal{L}(\llbracket v \rrbracket_T), \sigma(u) - \mathcal{J}^c_h \sigma(u)). \]

Substituting this identity into (6.2) we have
\[ \mathcal{R}_1(u, p; v, \eta) = - (\nabla \times \sigma(u) - \nabla \times \mathcal{J}^c_h \sigma(u), v) + (\sigma(u) - \mathcal{J}^c_h \sigma(u), \nabla_h \times v) \]
\[ + (\mathcal{L}(\llbracket v \rrbracket_T), \sigma(u) - \mathcal{J}^c_h \sigma(u)). \] 

Let $v^\perp = v - \Pi^c_h v$ with $\Pi^c_h$ from Lemma 5.5; then $\llbracket v \rrbracket_T = \llbracket v^\perp \rrbracket_T$. Since $\Pi^c_h v \in \mathcal{V}_{h0} \subset V_h$, we deduce that (6.3) also holds with $v$ replaced by $\Pi^c_h v$. Lemma 6.1 implies $\mathcal{R}_1(u, p; \Pi^c_h v, \eta) = 0$, and hence
\[ \mathcal{R}_1(u, p; v, \eta) = \mathcal{R}_1(u, p; v - \Pi^c_h v, 0) \]
\[ = - (\nabla \times \sigma(u) - \nabla \times \mathcal{J}^c_h \sigma(u), v^\perp) + (\sigma(u) - \mathcal{J}^c_h \sigma(u), \nabla_h \times v^\perp) \]
\[ - (\mathcal{L}(\llbracket v^\perp \rrbracket_T), \sigma(u) - \mathcal{J}^c_h \sigma(u)) \leq \sum_{K \in \mathcal{T}_h} \| \nabla \times \sigma(u) - \nabla \times \mathcal{J}^c_h \sigma(u) \|_{0,K} \| v^\perp \|_{0,K} + \| \sigma(u) - \mathcal{J}^c_h \sigma(u) \|_{0,K} \| \nabla \times v^\perp \|_{0,K} \]
\[ + \| \sigma(u) - \mathcal{J}^c_h \sigma(u) \|_{0,\text{oof}} \| \mathcal{L}_F(\llbracket v^\perp \rrbracket_T) \|_{0,\text{oof}} \]
\[ \leq C \left( \sum_{K \in \mathcal{T}_h} h^2_K \| \nabla \times \sigma(u) - \mathcal{J}^c_h \nabla \times \sigma(u) \|_{0,K}^2 + \| \sigma(u) - \mathcal{J}^c_h \sigma(u) \|_{0,K}^2 \right)^{\frac{1}{2}} \]
\[ \times \left( \sum_{F \in \mathcal{T}_h} \| \mathcal{L}_F(\llbracket v \rrbracket_T) \|_{0,\Omega}^2 \right)^{\frac{1}{2}}, \]
where we have used the conforming approximation stated in Lemma 5.5 and the commuting property of $\mathcal{J}_h^c$ with respect to $\nabla \times$. By using the best approximation properties of $\mathcal{J}_h^c$ and $\mathcal{J}_h^d$, we obtain from the above inequality that

$$\mathcal{R}_1(u, p) \leq C \left( \sum_{K \in T_h} h_K^2 \| \nabla \times \sigma(u) - \mathcal{J}_h^d \nabla \times \sigma(u) \|_{0,K}^2 \right)^{1/2} + \| \sigma(u) - \mathcal{J}_h^c \sigma(u) \|_{0,\Omega}$$

$$\leq C \inf_{w \in V_h^d} \left( \sum_{K \in T_h} h_K^2 \| \nabla \times \sigma(u) - w \|_{0,K}^2 \right)^{1/2} + \inf_{v \in V_h^c} \| \sigma(u) - v \|_{0,\Omega}.$$  

The estimate for $\mathcal{R}_1$ then follows from Ern & Guermond (2017, Theorem 5.2).

**Step 2: Estimate of $\mathcal{R}_2$.** Similarly, we have for $q \in Q_h$,

$$\mathcal{R}_2(u; q) = -(\varepsilon u, \nabla_h q) + \left( \mathcal{L}([q]_N), \varepsilon u \right)$$

$$= -(\varepsilon u, \nabla_h q) + \left( \mathcal{L}([q]_N), \mathcal{J}_h^d \varepsilon u \right) + \left( \mathcal{L}([q]_N), \varepsilon u - \mathcal{J}_h^d \varepsilon u \right). \quad (6.4)$$

By using the definition of lifting operator $\mathcal{L}$ and integrating by parts on each element, we obtain

$$\left( \mathcal{L}([q]_N), \mathcal{J}_h^d \varepsilon u \right) = \int_{T_h} [q]_N \cdot \{ \mathcal{J}_h^d \varepsilon u \} \, ds = (\nabla \cdot \mathcal{J}_h^d \varepsilon u, q) + (\mathcal{J}_h^d \varepsilon u, \nabla_h q). \quad (6.5)$$

From the commuting property of $\mathcal{J}_h^d$ and $\mathcal{J}_h^b$ with respect to $\nabla \cdot$, see Ern & Guermond (2016, Section 6.3), $\nabla \cdot \varepsilon u = 0$ implies

$$\nabla \cdot \mathcal{J}_h^d \varepsilon u = \mathcal{J}_h^b \nabla \cdot \varepsilon u = 0. \quad (6.6)$$

Substituting (6.5) and (6.6) into (6.4) leads to

$$\mathcal{R}_2(u; q) = -(\varepsilon u - \mathcal{J}_h^d \varepsilon u, \nabla_h q) + \left( \mathcal{L}([q]_N), \varepsilon u - \mathcal{J}_h^d \varepsilon u \right)$$

$$\leq C \left( \sum_{K \in T_h} \| \varepsilon u - \mathcal{J}_h^d \varepsilon u \|_{0,K}^2 \right)^{1/2} \| q \|_{Q_h}$$

$$\leq C \inf_{w \in V_h^d} \| \varepsilon u - w \|_{0,\Omega} \| q \|_{Q_h},$$

which together with Ern & Guermond (2017, Theorem 5.2) completes the proof. \qed
6.2 Error estimates

The framework for the abstract error estimates (see, e.g., Ern & Guermond, 2004; Houston et al., 2004), combined with the stability conditions given in Section 5.1, leads to the abstract error estimates for the auxiliary formulation (5.1)–(5.2) with $k = 0$.

**Theorem 6.3** For $k = 0$, let $(u, p)$ be the solution of (2.2)–(2.3) and let $(u_h, \lambda_h, p_h)$ be the solution of (5.1)–(5.2). Then there exists a constant $C > 0$, independent of the mesh size, such that

\[
\| (u - u_h, -\lambda_h) \|_{W_0} \leq C \left( \inf_{v \in V_h} \| u - v \|_{V_h} + \inf_{q \in Q_h} \| p - q \|_{Q_h} + R_1(u, p) + R_2(u) \right),
\]

\[
\| p - p_h \|_{Q_h} \leq C \left( \inf_{q \in Q_h} \| p - q \|_{Q_h} + \| (u - u_h, -\lambda_h) \|_{W_0} + R_1(u, p) \right).
\]

**Proof.** The estimates follow from an extension of the standard mixed finite element theory, see Houston et al. (2004, proof of Theorem 6.1) combined with the stability conditions in Lemmas 5.2–5.4. □

The next result quantifies the best-approximation error.

**Theorem 6.4** (Quasi-best approximation). Let $(u, p) \in H^s(\Omega) \times H^{1+s}(\Omega)$ be the solution of (2.2)–(2.3), $s \in (0, 1/2)$. Then there exists a constant $C > 0$ independent of the mesh size such that

\[
\inf_{v \in V_h} \| u - v \|_{V_h} \leq C \left( \sum_{K \in T_h} h_K^{2s} \left( \| u \|^2_{s,\Omega_K} + |\nabla \times u|^2_{s,\Omega_K} \right) + h_K^2 (\| \nabla \times u \|^2_{0,\Omega_K} + h_K^2 |\nabla \times u|^2_{s,\Omega_K}) \right)^{1/2},
\]

(6.7)

\[
\inf_{q \in Q_h} \| p - q \|_{Q_h} \leq C \left( \sum_{K \in T_h} h_K^{2s} |p|^2_{1+s,\Omega_K} \right)^{1/2}.
\]

(6.8)

**Proof.** Recall $V^c_{0,h}$ defined in (3.3) and let $V^d_{0,h}$ be the corresponding $H(\text{div})$ conforming polynomial space. Then, by using the commuting and quasi-best approximation properties of the smoothed interpolations $\mathcal{J}_{0,h}^c$ and $\mathcal{J}_{0,h}^d$ defined in Ern & Guermond (2016, Section 6.3) for $H_0(\text{curl}, \Omega)$ and $H_0(\text{div}, \Omega)$ functions, we obtain

\[
\inf_{v \in V_h} \| u - v \|_{V_h} \leq c \| u - \mathcal{J}_{0,h}^c u \|_{V_h}
\]

\[
= c \left( \frac{\| u \|}{2} (u - \mathcal{J}_{0,h}^c u) \right)_{0,\Omega}^2 + \| \mu^{-\frac{1}{2}} (\nabla \times u - \mathcal{J}_{0,h}^d \nabla \times u) \|_{0,\Omega}^2 \right)^{1/2}
\]

\[
\leq c \left( \inf_{v \in V^c_{0,h}} \| u - v \|_{0,\Omega}^2 + \inf_{w \in V^d_{0,h}} \| \nabla \times u - w \|_{0,\Omega}^2 \right)^{1/2}
\]

\[
\leq c \left( \| u - P_h^c u \|_{0,\Omega}^2 + \| \nabla \times u - P_h^d \nabla \times u \|_{0,\Omega}^2 \right)^{1/2}.
\]
Here, in the second step, we used that \( L^F(\|u - J^c h^0 u\|_F) = 0 \). In the last step we used the curl- and div-conforming interpolations \( P^c h \) and \( P^d h \), which are defined in Appendices A and B, respectively. By using the error bounds (5.8) and (5.9), we arrive at

\[
\inf_{v \in V_h} \|u - v\|_{V_h} \leq c \left( \sum_{K \in T_h} \|u - P^c h v\|_{0,K}^2 + \|\nabla \times u - P^d h \nabla \times u\|_{0,K}^2 \right)^{1/2}
\]

\[
\leq c \left( \sum_{K \in T_h} h^2_K |u|_{s,\omega K}^2 + h^2_K (\|\nabla \times u\|_{0,\omega K} + h^s_K |\nabla \times u|_{s,\omega K})^2 + h^2_s |\nabla \times u|_{s,\omega K}^2 \right)^{1/2},
\]

which proves the first estimate. The bound (6.8) follows from standard approximation results, e.g., Monk (2003, Section 5.6.1) or Scott & Zhang (1990). □

Now we are ready to prove Theorem 4.3 in the special case \( k = 0 \).

**Proof of Theorem 4.3 for \( k = 0 \).** From the abstract error estimates in Theorem 6.3, the polynomial approximation results (6.7)–(6.8) and the residual estimates in Proposition 6.2, we easily derive the \textit{a priori} error bounds in Theorem 4.3 for \( k = 0 \). □

7. **Indefinite Maxwell equations**

We will first discuss existence and uniqueness properties of the mixed DG method (3.12)–(3.13) for the indefinite Maxwell equations (1.1a), and subsequently provide error estimates under minimal regularity requirements for \( k \neq 0, k^2 \) not a Maxwell eigenvalue. Instead of using the Fredholm alternative to show well-posedness of the mixed DG system (3.12)–(3.13), we shall prove an inf-sup condition for \( A_h \) on the kernel of \( B_h \) for \( k \neq 0 \).

7.1 **Uniform convergence and spectral theory**

The spectral properties of the solution operator are essential for the proof of the existence and uniqueness of the mixed DG method for the time-harmonic Maxwell equations. Using Lemma 2.2, we can define the bounded solution operators \( T : [L^2_\varepsilon(\Omega)]^3 \to V \) and \( T_p : [L^2_\varepsilon(\Omega)]^3 \to Q \) by

\[
Tj := u, \quad Tpj := p, \quad (7.1)
\]

where \((u, p) \in V \times Q\) solves (2.2)–(2.3) with \( j \) replaced by \( \varepsilon j \). By Lemma 2.3, the image of \( T \) belongs to \( V \cap H^s(\text{curl}, \Omega) \), \( s \in (0, 1/2) \), and thus \( \|Tj\|_{V_h} \) is well defined. Similarly, using Theorem 4.2 for \( k = 0 \), we can define the bounded discrete solution operators \( T_h : [L^2_\varepsilon(\Omega)]^3 \to V_h \) and \( T_{p,h} : [L^2_\varepsilon(\Omega)]^3 \to Q_h \) by

\[
Tjh := u_h, \quad Tpjh := p_h, \quad (7.2)
\]
where \((uh, ph)\) solves (3.12)–(3.13) with \(k = 0\) and \(j\) replaced by \(\varepsilon j\). From the abstract estimates in Theorem 6.3 together with Proposition 6.2 and the consistency of the finite element spaces, i.e.,

\[
\lim_{h \to 0} \inf_{v \in V_h} \|u - v\|_{V_h} = 0, \quad \lim_{h \to 0} \inf_{q \in Q_h} \|p - q\|_{Q_h} = 0, \quad \forall u \in V, \ p \in Q,
\]

we obtain pointwise convergence of \(T_h\) to \(T\): for any fixed \(j \in L^2(\Omega) \cap \mathbb{R}^3\),

\[
\|T_j - Th_j\|_{V_h} \to 0 \quad \text{and} \quad \|p_j - p_h\|_{Q_h} \to 0 \quad \text{as} \quad h \to 0.
\]

The following proposition states the uniform convergence of \(T_h\); see Appendix D for a proof.

**Proposition 7.1 (Uniform convergence).**

\[
\lim_{h \to 0} \sup_{j_h \in V_h, \|j_h\|_{0, \Omega} = 1} \|(T - T_h) j_h\|_{V_h} = 0. \tag{7.3}
\]

By using (7.3), one can derive that for any \(z \in \rho(T)\), the resolvent set of \(T\), the resolvent operator \(R_z(T_h) = (z - T_h)^{-1} : V_h \to V_h\) exists and is bounded for all \(h\) sufficiently small. In fact, we have the following lemma (Descloux et al., 1978, Lemma 1).

**Lemma 7.2** Let (7.3) hold and let \(F \subseteq \rho(T)\) be closed. Then, for all \(h\) small enough, there holds

\[
\sup_{v \in V_h, \|v\|_{V_h} = 1} \|R_z(T_h)v\|_{V_h} \leq C \quad \forall z \in F,
\]

where \(C > 0\) depending on \(F\) is independent of the mesh size \(h\).

### 7.2 Existence and uniqueness

By using the results of Lemma 7.2, it is straightforward to prove Theorem 4.2.

**Proof of Theorem 4.2.** We prove the uniqueness by proving the a priori bound in the theorem. From the definition of the solution operators \(T_h\) and \(T_{p,h}\), we infer that

\[
u_h = T_h(\varepsilon^{-1}j) + k^2 T_h u_h, \quad p_h = T_{p,h}(\varepsilon^{-1}j) + k^2 T_{p,h} u_h. \tag{7.4}\]

With \(z := 1/k^2\), the first equation becomes

\[(z - T_h)u_h = z T_h(\varepsilon^{-1}j).\]

Since \(k^2\) is not a Maxwell eigenvalue by Assumption 2.1, i.e., \(z\) is not an eigenvalue of \(T\), Lemma 7.2 shows that, for \(h\) small enough, the operator \(R_z(T_h) : V_h \to V_h\) exists and is bounded uniformly in \(h\). Hence, \(u_h\) is uniquely determined by

\[u_h = (z - T_h)^{-1} T_h(\varepsilon^{-1}j).\]
From definition (7.2) of $T_h$, it follows that $T_h : [L^2(\Omega)]^3 \rightarrow V_h$ is also bounded and there exists a constant $C > 0$ independent of the mesh size such that

$$\|u_h\|_{V_h} \leq C\|R_z(T_h)\|\|T_h\|\|\varepsilon^{-\frac{1}{2}}j\|_{0,\Omega} \leq C\|j\|_{0,\Omega}. \quad (7.5)$$

The uniqueness of $p_h$ directly follows from the uniqueness of $u_h$, and there exists a constant $C > 0$ independent of mesh size such that

$$\|p_h\|_{Q_h} \leq C\left(\|\varepsilon^{-\frac{1}{2}}j\|_{0,\Omega} + \|\varepsilon^\frac{1}{2}u_h\|_{0,\Omega}\right) \leq C\|j\|_{0,\Omega}. \quad (7.6)$$

\[\square\]

### 7.3 Error estimates

For the indefinite Maxwell equations ($k \neq 0$), we can similarly define the residuals

$$\mathcal{R}_{1,k}(u, p; v, \eta) := A_h(u, 0; v, \eta) - k^2(\varepsilon u, v) + B_h(v, \eta; p) - (j, v),$$

$$\mathcal{R}_{2,k}(u, q) := B_h(u, 0; q).$$

As in Section 6, one can show that corresponding estimates for the residuals as in Proposition 6.2 hold true. The next proposition provides the inf-sup condition of $A_h$ on the kernel of $B_h$ for $k \neq 0$, which is a crucial ingredient for the error estimates. The idea of the proof is classical (see, e.g., Melenk, 1995; Buffa & Perugia, 2006).

**Proposition 7.3 (Inf-sup condition).** For a mesh size $h$ small enough, there holds

$$\inf_{0 \neq (u_h, \lambda_h) \in \ker(B_h)} \sup_{0 \neq (v, \eta) \in \ker(B_h)} \frac{A_h(u_h, \lambda_h; v, \eta) - k^2(u_h, v)_e}{\|u_h\|_{W_h} \|(v, \eta)\|_{W_h}} \geq \kappa_A \quad (7.7)$$

for a positive constant $\kappa_A$, which depends on the coefficients $\mu$ and $\varepsilon$, but is independent of $h$. Here, $\ker(B_h)$ is the kernel of $B_h$ defined in (5.3).

**Proof.** For any $(v, \eta) \in \ker(B_h)$, let $(u_h, \lambda_h) = (v, \eta) + k^2(\tilde{u}_h, \tilde{\lambda}_h)$ with $(\tilde{u}_h, \tilde{\lambda}_h, \tilde{p}_h)$ be the solution of auxiliary formulation (5.1)–(5.2) with $j = \varepsilon v$. Thus, by using the ellipticity of $A_h$ on $\ker(B_h)$ in Lemma 5.3 and (5.1), we obtain

$$A_h(u_h, \lambda_h; v, \eta) - k^2(u_h, v)_e = A_h(v, \eta; v, \eta) - k^2(v, v)_e + k^2\left(A_h(\tilde{u}_h, \tilde{\lambda}_h; v, \eta) - k^2(\tilde{u}_h, v)_e\right)$$

$$= A_h(v, \eta; v, \eta) \geq \kappa'_A \|(v, \eta)\|_{W_h}^2.$$
From Lemma 5.1, we obtain \( \tilde{\lambda}_h = [\tilde{p}_h]_N \). Hence, by using the stability estimates (7.5)–(7.6), we have
\[
\| (\tilde{u}_h, \tilde{\lambda}_h) \|_{W_h} = \| \tilde{u}_h \|_{V_h} + \| \tilde{\lambda}_h \|_{M_h} \\
\leq \| \tilde{u}_h \|_{V_h} + \| \tilde{p}_h \|_{Q_h} \\
\leq C \| \varepsilon^{1/2} \nu \|_{0, \Omega} \leq C \| (\nu, \eta) \|_{W_h}.
\]
Now we conclude from the above two inequalities,
\[
\inf_{0 \neq (\nu, \eta) \in \ker(B_h)} \sup_{0 \neq (u_h, \lambda_h) \in \ker(B_h)} \frac{A_h(u_h, \lambda_h; \nu, \eta) - k^2(u_h, \nu)}{\| (u_h, \lambda_h) \|_{W_h} \| (\nu, \eta) \|_{W_h}} \geq \kappa_A,
\]
which is equivalent to (7.7) since \( A_h(\cdot, \cdot) \) is symmetric.

Now we are ready to prove Theorem 4.3.

Proof of Theorem 4.3. Since \( k^2 \) is not a Maxwell eigenvalue, the inf-sup condition (7.7) holds true for all \( h \) small enough. Together with the inf-sup condition (5.6) of \( B_h \), we can get the corresponding abstract error estimates stated as in Theorem 6.3 for \( k = 0 \) also for the indefinite time-harmonic Maxwell equations (1.1). Thus, the a priori error bound follows directly from the polynomial approximation results (6.7)–(6.8) and residual estimates in Proposition 6.2.

Acknowledgements

We thank the anonymous referees for their valuable comments on this paper.

Funding

China Scholarship Council (No. 201806180078 to K.L.).

REFERENCES

Arnold, D. N., Brezzi, F., Cockburn, B. & Marini, L. D. (2002) Unified analysis of discontinuous Galerkin methods for elliptic problems. SIAM J. Numer. Anal., 39, 1749–1779.

Bassi, F., Rebay, S., Mariotti, G., Pedinotti, S. & Savini, M. (1997) A high-order accurate discontinuous finite element method for inviscid and viscous turbomachinery flows. In: Decuyperere R, Dibelius G, editors. 2nd, Antwerpen, Belgium: European Conference on Turbomachinery Fluid Dynamics and Thermodynamics, Technologisch Instituut, pp. 99–108.

Bernardi, C. & Verfürth, R. (2000) Adaptive finite element methods for elliptic equations with non-smooth coefficients. Numer. Math., 85, 579–608.

Boffi, D., Brezzi, F. & Fortin, M. (2013) Mixed Finite Element Methods and Applications, Springer Series in Computational Mathematics vol. 44. Berlin: Springer.

Bonito, A., Guermond, J.-L. & Luddens, F. (2013) Regularity of the Maxwell equations in heterogeneous media and Lipschitz domains. J. Math. Anal. Appl., 408, 498–512.

Bonito, A., Guermond, J.-L. & Luddens, F. (2016) An interior penalty method with \( C^0 \) finite elements for the approximation of the Maxwell equations in heterogeneous media: convergence analysis with minimal regularity. ESAIM Math. Model. Numer. Anal., 50, 1457–1489.

Brenner, S. C. & Scott, L. R. (2008). The Mathematical Theory of Finite Element Methods, 3rd edn. New York: Springer.
ANALYSIS OF A MIXED DG METHOD FOR MAXWELL EQUATIONS

Brezzi, F., Manzini, G., Marini, D., Pietra, P. & Russo, A. (2000) Discontinuous Galerkin approximations for elliptic problems. Numer. Methods Partial Differ. Equations, 16, 365–378.

Buffa, A. & Perugia, I. (2006) Discontinuous Galerkin approximation of the Maxwell eigenproblem. SIAM J. Numer. Anal., 44, 2198–2226.

Ciurllet, P. (2016) On the approximation of electromagnetic fields by edge finite elements. Part I: sharp interpolation results for low-regularity fields. Comput. Math. Appl., 71, 85–104.

Costabel, M., Dauge, M. & Nicaise, S. (1999) Singularities of Maxwell interface problems. ESAIM Math. Model. Numer. Anal., 33, 627–649.

Demkowicz, L. (2003) hp-adaptive finite elements for time-harmonic Maxwell equations. Top. Comput. Wave Propag. Direct Inverse Probl (M. Ainsworth, P. Davies, D. Duncan, B. Rynne & P. Martin eds). Berlin, Heidelberg: Springer, pp. 163–199.

Descloux, J., Nassif, N. & Rappaz, J. (1978) On spectral approximation. Part I. The problem of convergence. RAIRO. Anal. Numérique, 12, 97–112.

Di Pietro, D. A. & Ern, A. (2012) Mathematical Aspects of Discontinuous Galerkin Methods. Mathématiques et Applications, vol. 69. Berlin, Heidelberg: Springer.

Ern, A. & Guermond, J.-L. (2004) Theory and Practice of Finite Elements. Applied Mathematical Sciences, vol. 159. New York, NY: Springer.

Ern, A. & Guermond, J.-L. (2016) Mollification in strongly Lipschitz domains with application to continuous and discrete de Rham complexes. Comput. Methods Appl. Math., 16, 51–75.

Ern, A. & Guermond, J. L. (2017) Finite element quasi-interpolation and best approximation. ESAIM Math. Model. Numer. Anal., 51, 1367–1385.

Ern, A. & Guermond, J. L. (2018a) Abstract nonconforming error estimates and application to boundary penalty methods for diffusion equations and time-harmonic Maxwell’s equations. Comput. Methods Appl. Math., 18, 451–475.

Ern, A. & Guermond, J.-L. (2018b) Analysis of the edge finite element approximation of the Maxwell equations with low regularity solutions. Comput. Math. Appl., 75, 918–932.

Ern, A. & Guermond, J.-L. (2021) Quasi-optimal nonconforming approximation of elliptic PDEs with contrasted coefficients and $H^{1+r}$, $r > 0$, regularity. Found. Comput. Math., 1–36.

Gedney, S. D. (2011) Introduction to the finite-difference time-domain (FDTD) method for electromagnetics. Synth. Lect. Comput. Electromagn., 27, 1–250.

Grisvard, P. (2011) Elliptic Problems in Nonsmooth Domains. Philadelphia: SIAM.

Gudi, T. (2010) A new error analysis for discontinuous finite element methods for linear elliptic problems. Math. Comp., 79, 2169–2189.

Houston, P., Perugia, I., Schneebeli, A. & Schötzau, D. (2005a) Interior penalty method for the indefinite time-harmonic Maxwell equations. Numer. Math., 100, 485–518.

Houston, P., Perugia, I., Schneebeli, A. & Schötzau, D. (2005b) Mixed discontinuous Galerkin approximation of the Maxwell operator: the indefinite case. ESAIM Math. Model. Numer. Anal., 39, 727–753.

Houston, P., Perugia, I. & Schötzau, D. (2004) Mixed discontinuous Galerkin approximation of the Maxwell operator. SIAM J. Numer. Anal., 42, 434–459.

Houston, P., Perugia, I. & Schötzau, D. (2005c) Mixed discontinuous Galerkin approximation of the Maxwell operator: non-stabilized formulation. J. Sci. Comput., 22–23, 315–346.

Jovanović, B. S. & Süli, E. (2014) Analysis of Finite Difference Schemes. Springer Series in Computational Mathematics, vol. 46. London: Springer.

Karakashian, O. A. & Pascal, F. (2003) A posteriori error estimates for a discontinuous Galerkin approximation of second-order elliptic problems. SIAM J. Numer. Anal., 41, 2374–2399.

Lu, Z., Cemcselfioglu, A., Van der Vegt, J. J. W. & Xu, Y. (2017) Discontinuous Galerkin approximations for computing electromagnetic Bloch modes in photonic crystals. J. Sci. Comput., 70, 922–964.

Melevenk, J. M. (1995) On generalized finite element methods. Ph.D. Thesis, University of Maryland.

Monk, P. (2003) Finite Element Methods for Maxwell’s Equations. Oxford: Oxford University Press.
A. Curl-conforming quasi-interpolation

The aim of this section is to construct an $H(\text{curl})$-conforming interpolation method for low regularity solutions and prove Theorem 5.6. The basic idea follows from the definition of Scott–Zhang interpolation (Scott & Zhang, 1990). For simplicity, we will only consider lowest-order curl-conforming Nédélec elements.

Let $V_h^\text{curl}$ be the curl-conforming space associated to $\mathscr{T}_h$ consisting of Nédélec elements of the lowest-order, see (3.3), and let $\phi_i \in V_h^\text{curl}$, $i = 1, 2, \ldots, N$ denote the corresponding global basis of $V_h^\text{curl}$. We denote by $\{e_i\}_{i=1}^N$ the edges associated to the degrees of freedom $\sigma_i$ for each $\phi_i$. Next we associate to each edge $e_i$ an arbitrary face $F_i$ such that $e_i \subset \partial F_i$, and $F_i \subset \partial \Omega$ if $e_i \subset \partial \Omega$. Denote $e_{i,1} = e_i$ and let $\{e_{i,j}\}_{j=1}^3$ be the edges of face $F_i$. Similarly, we denote by $\{\phi_{ij}\}_{j=1}^3$ the restrictions to face $F_i$ of the corresponding global basis function associated to the edges $\{e_{ij}\}_{j=1}^3$. Let $\{\psi_{i,j}\}_{k=1}^3 \subset \text{span}\{n \times \phi_{ij} : j \in \{1, 2, 3\}\}$ be defined by

$$\int_{F_i} n \times \phi_{ij} : \psi_{i,k} \, ds = \delta_{jk},$$

where $\delta_{jk}$ is the Kronecker delta. Note that $\{\psi_{i,j}\}$ is well defined because $\{n \times \phi_{ij}\}_j$ are linearly independent: in fact, suppose that for some $c_j \in \mathbb{R}$,

$$\sum_{j=1}^3 c_j n \times \phi_{ij} = 0.$$

Then $\sum_j c_j \phi_{ij}$ has zero tangential trace on $F$, so for each $\sigma_{i,k}$, we have $0 = \sigma_{i,k} (\sum_j c_j \phi_{ij}) = c_k$. To continue, let $\psi_i = \psi_{i,1}$ for $i = 1, \ldots, N$. Thus, there holds

$$\int_{F_i} n \times \phi_j : \psi_i \, ds = \delta_{ij}, \quad i, j = 1, \ldots, N. \quad (A.1)$$
Define the quasi-interpolation $P_h^c : H^s(\text{curl}, \Omega) \to V_h^c$ such that

$$P_h^c u := \sum_{i=1}^N \phi_i (n \times u, \psi_i)_{F_i},$$

(A.2)

where the duality pairing $\langle \cdot, \cdot \rangle_{F_i}$ is defined as in (3.7). This definition generalizes the Scott–Zhang interpolation (Scott & Zhang, 1990, (2.14)) in the sense that it applies to $H(\text{curl})$ functions with low regularity.

**Lemma A1** (Properties of $P_h^c$). The quasi-interpolation $P_h^c : H^s(\text{curl}, \Omega) \to V_h^c$, $s \in (0, 1/2)$ is well defined and satisfies the following properties:

(i) $P_h^c$ preserves boundary condition, i.e.,

$$P_h^c v \in V_{h0}^c \quad \forall v \in V \cap H^1(\text{curl}, \Omega).$$

(ii) $V_h^c$ is invariant under $P_h^c$, i.e., $P_h^c v = v$ for all $v \in V_h^c$.

**Proof.** (i) From Lemma 3.2, it holds that $n \times v = 0$ on all faces $F \in \mathcal{T}_h^B$. Thus, recalling the definition of $P_h^c$, we obtain that the tangential trace of $P_h^c v$ also vanishes on faces $F \in \mathcal{T}_h^B$.

(ii) Let $v = \sum_j c_j \phi_j \in V_h^c$ for some coefficients $c_j$; then

$$P_h^c v = \sum_{i=1}^N \phi_i \left( n \times \left( \sum_{j=1}^N c_j \phi_j \right) \right)_{F_i} = \sum_{i=1}^N \phi_i \int_{F_i} n \times \left( \sum_{j=1}^N c_j \phi_j \right) \cdot \psi_i \, d\mathbf{s} = \sum_{i=1}^N c_j \phi_j = v,$$

where the last identity follows from (A.1). \qed

**Lemma A2**. Let $\psi_i$ be defined as in (A.1) on some $F_i \subset \partial K, K \in \mathcal{T}_h$, then there exists a constant $c > 0$ independent of the mesh size $h_K$ such that

$$\|\psi_i\|_{L^\infty(F_i)} \leq c h_K^{-1}.$$  

(A.3)

**Proof.** Using the affine map $T_K : \hat{K} \to K$ with Jacobian $B_K$, and adopting the transformation, see, e.g., Monk (2003, p. 77), for $H(\text{curl})$ functions $\theta_i \circ T_K = B_K^{-T} \hat{\theta}_i$ with $\hat{\theta}_i$ being the shape function on the reference element, we have

$$\int_{F_i} n \times \theta_i \cdot \psi_i \, d\mathbf{s} = \int_{\hat{F}} \frac{B_K^{-T} \hat{n}}{|B_K^{-T} \hat{n}|} \times B_K^{-T} \hat{\theta}_i \cdot \psi_i \circ T_K \frac{|F_i|}{|\hat{F}|} \, d\hat{s}$$

$$= \int_{\hat{F}} B_K^{-T} \hat{n} \times B_K^{-T} \hat{\theta}_i \cdot \psi_i \circ T_K \det(B_K) \frac{|F_i|}{\det(B_K)|B_K^{-T} \hat{n}|} \, d\hat{s}$$

$$= \int_{\hat{F}} B_K^{-T} \hat{n} \times B_K^{-T} \hat{\theta}_i \cdot \psi_i \circ T_K \det(B_K) \, d\hat{s}, \quad \text{(A.4)}$$

where we have used that (Monk, 2003, p. 122)

$$\frac{|F_i|}{\det(B_K)|B_K^{-T} \hat{n}|} = 1.$$
By using the identity \((Ax) \times (Ay) = \det(A)A^{-T}(x \times y)\), with \(A \in \mathbb{R}^{3 \times 3}\) invertible, \(x, y \in \mathbb{R}^3\), we have

\[
\int_{F_i} n \times \theta_i \cdot \psi_i \, ds = \int_{F} \det(B_K^{-T})B_K(\hat{n} \times \hat{\theta}_i) \cdot \psi_i \circ T_K \det(B_K) \, d\hat{s}
\]

\[
= \int_{F} (\hat{n} \times \hat{\theta}_i) \cdot B_K^T \psi_i \circ T_K \, d\hat{s},
\]

where the second identity follows from \(\det(B_K^{-T}) = 1/\det(B_K)\). From the uniqueness of the dual basis, we then obtain that the dual basis function \(\hat{\psi}_i\) defined on the reference element \(\hat{K}\) is equal to

\[
\hat{\psi}_i = B_K^T \psi_i \circ T_K,
\]

and by using the mesh regularity we have \(\|B_K^{-1}\| \leq ch_K^{-1}\), see Monk (2003, Lemma 5.10), resulting in

\[
\|\hat{\psi}_i\|_{L^\infty(F_i)} \leq c\|B_K^{-1}\| \leq ch_K^{-1}.
\]

**Lemma A3** (Bound on tangential trace). Let \(u, \nabla \times u \in [H^s(K)]^3\), \(s \in (0, 1/2)\); then there exists a constant \(c > 0\) independent of the mesh size such that for all \(F \subset \partial K\),

\[
\langle n \times u, \eta \rangle_F \leq c \left( h_K \left( \|\nabla \times u\|_{0,K} + h_K^s \|\nabla \times u\|_{s,K} \right) + \|u\|_{0,K} + h_K^s \|u\|_{s,K} \right) h_F^{-\frac{1}{p}} \|\eta\|_{0,F}
\]

(A.5)

for all \(\eta \in [P_1(F)]^3\).

**Proof.** From the definition of the tangential trace (3.7) and bound (3.6), we have for \(\eta \in [P_{\ell}(F)]^3 \hookrightarrow [W^{1/p,p'}(F)]^3\) with \(1/p + 1/p' = 1\) and \(p > 2\),

\[
\langle n \times u, \eta \rangle_F = \left( \nabla \times u, L^K_F(\eta) \right)_K - \left( u, \nabla \times L^K_F(\eta) \right)_K
\]

\[
\leq c \left( h_K \|\nabla \times u\|_{L^p(K)} + \|u\|_{L^p(K)} \right) h_K^{-\frac{1}{p}} \left( \|\eta\|_{L^{p'}(F)} + h_K^s \|\eta\|_{W^{1,p'}(F)} \right).
\]

On the reference element \(\hat{K}\), there holds that the embedding \(H^s(\hat{K}) \hookrightarrow L^p(\hat{K})\) is continuous for real number \(s > 0\) and some \(p > 2\); see, e.g., Grisvard (2011, Theorem 1.4.4.1). A standard scaling argument then leads to

\[
\|u\|_{L^p(K)} \leq ch_K^{3\left(\frac{1}{p'} - \frac{1}{2}\right)} \left( \|u\|_{0,K} + h_K^s \|u\|_{s,K} \right),
\]

(A.6)

where the constant \(c > 0\) is independent of the mesh size \(h_K\). The scaling argument and an inverse estimate imply that for any polynomial \(\eta \in [P_1(F)]^3\),

\[
\|\eta\|_{L^{p'}(F)} \leq ch_F^{2\left(\frac{1}{p'} - \frac{1}{2}\right)} \|\eta\|_{L^2(F)}, \quad \|\eta\|_{W^{1,p'}(F)} \leq ch_F^{2\left(\frac{1}{p'} - \frac{1}{2}\right)} h_F^{\frac{1}{p'}} \|\eta\|_{L^2(F)}.
\]

(A.7)

Thus, by using (A.6) and (A.7) we conclude (A.5). \(\square\)
THEOREM A4 (Boundedness). For any \( K \in \mathcal{T}_h \), suppose that \( u, \nabla \times u \in [H^s(\omega_K)]^3 \), \( s \in (0, 1/2) \); then
\[
\|P_h^c u\|_{0,K} \leq c \left( h_K \left( \|\nabla \times u\|_{0,\omega_K} + h_K^s |\nabla \times u|_{s,\omega_K} \right) + \|u\|_{0,\omega_K} + h_K^s |u|_{s,\omega_K} \right)
\]
(A.8)
with the constant \( c \) depending only on the mesh regularity, but independent of the mesh size.

Proof. From the transformation for vector fields \( \phi_i \circ T_K = B_K^{-T} \hat{\phi}_i \) (Monk, 2003, p. 77), it holds that
\[
\|\phi_i\|_{0,K} \leq c \frac{1}{h_K} \|\hat{\phi}_i\|_{0,\hat{K}} \leq c \frac{1}{h_K}.
\]
Let \( I_K \) be all indices of global basis supported on \( K \). Due to Lemma A3 and (A.3) and the mesh regularity \( h_F \sim h_K \), we obtain
\[
\|P_h^c u\|_{0,K} \leq \sum_{i \in I_K} \|\phi_i\|_{0,K} \| (n \times u, \psi_i)_{F_i} \|
\]
\[
\leq \sum_{i \in I_K} \|\phi_i\|_{0,K} \sum_{K' \in \omega_K} (h_{K'} \left( \|\nabla \times u\|_{0,K'} + h_{K'}^s |\nabla \times u|_{s,K'} \right) + \|u\|_{0,K'} + h_{K'}^s |u|_{s,K'}) h_{K'}^{-\frac{1}{2}} \|\psi_i\|_{0,F_i}
\]
\[
\leq c \sum_{K' \in \omega_K} h_{K'}^s \left( h_{K'} \left( \|\nabla \times u\|_{0,K'} + h_{K'}^s |\nabla \times u|_{s,K'} \right) + \|u\|_{0,K'} + h_{K'}^s |u|_{s,K'} \right) h_{K'}^{-\frac{1}{2}}
\]
\[
\leq c \sum_{K' \in \omega_K} \left( h_{K'} \left( \|\nabla \times u\|_{0,K'} + h_{K'}^s |\nabla \times u|_{s,K'} \right) + \|u\|_{0,K'} + h_{K'}^s |u|_{s,K'} \right).
\]

Proof of Theorem 5.6. Let \( \bar{v} \) be the average of \( v \) over \( \omega_K \); then \( P_h^c \bar{v} = \bar{v} \) on \( K \) and using the Poincaré inequality (Ern & Guermond, 2007, Lemma 7.1), we obtain
\[
\|v - P_h^c \bar{v}\|_{0,K} \leq \|v - \bar{v}\|_{0,K} + \|P_h^c (v - \bar{v})\|_{0,K}
\]
\[
\leq \|v - \bar{v}\|_{0,K} + c \left( h_K \left( \|\nabla \times (v - \bar{v})\|_{0,\omega_K} + h_K^s |\nabla \times (v - \bar{v})|_{s,\omega_K} \right) + \|v - \bar{v}\|_{0,\omega_K} + h_K^s |v - \bar{v}|_{s,\omega_K} \right)
\]
\[
\leq c h_K^s |v|_{s,\omega_K} + c h_K \left( \|\nabla \times v\|_{0,\omega_K} + h_K^s |\nabla \times v|_{s,\omega_K} \right).
\]

B. Div-conforming quasi-interpolation

Similar to the previous section we next construct an \( H(\text{div}) \)-conforming quasi-interpolation operator. The construction process follows the lines of previous section. Let \( V^d_h \) be the lowest-order \( H(\text{div}) \)-conforming space associated to \( \mathcal{T}_h \), see (3.4), and let \( \phi_i \in V^d_h, i = 1, 2, \ldots, M \) denote the related global basis of \( V^d_h \) and denote by \( \{ F_i \}_{i=1}^M \) the faces associated to the degrees of freedom for \( \{ \phi_i \} \). Then, on each face \( F_i \), there is an \( L^2(F_i) \)-dual basis such that
\[
\int_{F_i} \phi_i \cdot n \psi_i \, ds = 1.
\]
Thus, there holds that
\[ \int_{F_i} \phi_j \cdot n \psi_i \, ds = \delta_{ij}, \quad i, j = 1, \ldots, M. \]  
(B.1)

The following transformation for \( H(\text{div}) \) functions relating \( u \) on an arbitrary element \( K \) to \( \hat{u} \) on the reference element \( \hat{K} \),

\[ u \circ T_K = \frac{1}{\det(B_K)} B_K \hat{u}, \]

leads to

\[ \int_{F_i} \phi_i \cdot n \psi_i \, ds = \int_{\hat{F}} \frac{1}{\det(B_K)} B_K \hat{\phi}_i \cdot \frac{B_K^{-T} \hat{n}}{|B_K^{-T} n|} \psi_i \circ T_K \frac{|F_i|}{|\hat{F}|} \, d\hat{s} \]

\[ = \int_{\hat{F}} \hat{\phi}_i \cdot \hat{n} \psi_i \circ T_K \frac{|F_i|}{\det(B_K)|B_K^{-T} n||\hat{F}|} \, d\hat{s} \]

\[ = \int_{\hat{F}} \hat{\phi}_i \cdot \hat{n} \psi_i \circ T_K \, d\hat{s}, \]

which by the uniqueness of the dual basis defined on \( F \) implies that \( \psi_i \circ T_K = \hat{\psi}_i \) and hence

\[ \| \psi_i \|_{L^\infty(K)} \leq c. \]  
(B.2)

Then define the \( H(\text{div}) \)-conforming quasi-interpolation as a map from space

\[ H^s(\text{div}, \Omega) = \left\{ u \in [H^s(\Omega)]^3 : \nabla \cdot u \in H^s(\Omega) \right\}, \ s \in (0, 1/2) \]

to \( V^d_h \) with \( \ell = 1 \) as

\[ P_d^h u := \sum_{i=1}^M \phi_i \langle u \cdot n, \psi_i \rangle_{F_i}, \]  
(B.3)

where we define analogously to (3.7) the duality pairing \( \langle \cdot, \cdot \rangle_{F_i} \) for the normal trace as

\[ \langle u \cdot n, \psi_i \rangle_{F_i} := \left( \nabla \cdot u, L^K_F(\psi_i) \right)_K + \left( u, \nabla L^K_F(\psi_i) \right)_K. \]

As above, \( P_d^h \) is a projection onto \( V^d_h \) by using the definition of \( \psi_i \) and the orthogonality (B.1).

**Lemma B1** Let \( u \in [H^s(K)]^3, \ \nabla \cdot u \in H^s(K), \ s \in (0, 1/2); \ then there exists a constant \( c > 0 \) independent of the mesh size such that for any \( F \subset \partial K \),

\[ \langle u \cdot n, \eta \rangle_F \leq c \left( h_K (\|\nabla \cdot u\|_{0,K} + h^s_K |\nabla \cdot u|_{s,K}) + \|u\|_{0,K} + h^s_K |u|_{s,K} \right) h^{-\frac{3}{2}}_F \|\eta\|_{0,F} \]  
(B.4)

for all \( \eta \in P_1(F) \).
Proof.

\[
\langle \mathbf{u} \cdot \mathbf{n}, \eta \rangle_F = \left( \nabla \cdot \mathbf{u}, L^K_F(\eta) \right)_K + \left( \mathbf{u}, \nabla L^K_F(\eta) \right)_K
\]

\[
\leq c \left( h_K \| \nabla \cdot \mathbf{u} \|_{L^p(K)} + \| \mathbf{u} \|_{L^p(K)} \right) h_K^{-\frac{1}{2}} \left( \| \eta \|_{L^p(F)} + h_K^{\frac{1}{2}} | \eta |_{W^{1,p'}(F)} \right).
\]

By using embedding inequalities (A.6) and (A.7), we arrive at (B.4).

THEOREM B2 (Boundedness). For \( K \in \mathcal{T}_h \), suppose that \( \mathbf{u} \in [H^s(\Omega_K)]^3 \), \( \nabla \cdot \mathbf{u} \in H^s(\Omega_K) \), \( s \in (0, 1/2) \); then

\[
\| P^d_h \mathbf{u} \|_{0,K} \leq c \left( h_K \left( \| \nabla \cdot \mathbf{u} \|_{0,\omega_K} + h_K^s | \nabla \cdot \mathbf{u} |_{s,\omega_K} \right) + \| \mathbf{u} \|_{0,\omega_K} + h_K^s | \mathbf{u} |_{s,\omega_K} \right).
\]

Proof. The proof is along the lines of the proof of Theorem 5.6. In view of the transformation \( \phi_i \circ T_K = \frac{1}{\det(B_K)} B_K \hat{\phi}_i \), it holds that

\[
\| \phi_i \|_{0,K} \leq c h_K^{-\frac{1}{2}} \| \hat{\phi}_i \|_{0,\hat{K}} \leq c h_K^{-\frac{1}{2}}.
\]

and due to (B.2) we obtain

\[
\| P^d_h \mathbf{u} \|_{0,K} \leq \sum_{i=1}^{N_K} \| \phi_i \|_{0,K} | \langle \mathbf{u} \cdot \mathbf{n}, \mathbf{\psi}_i \rangle_F |
\]

\[
\leq c \sum_{i=1}^{N_K} \| \phi_i \|_{0,K} \sum_{K' \in \omega_K} \left( h_{K'} \left( \| \nabla \cdot \mathbf{u} \|_{0,K'} + h_{K'}^s | \nabla \cdot \mathbf{u} |_{s,K'} \right) + \| \mathbf{u} \|_{0,K'} + h_{K'}^s | \mathbf{u} |_{s,K'} \right) h_{K'}^{-\frac{1}{2}} \| \mathbf{\psi}_i \|_{0,F}
\]

\[
\leq c \sum_{K' \in \omega_K} h_{K'}^{-\frac{1}{2}} \left( h_{K'} \left( \| \nabla \cdot \mathbf{u} \|_{0,K'} + h_{K'}^s | \nabla \cdot \mathbf{u} |_{s,K'} \right) + \| \mathbf{u} \|_{0,K'} + h_{K'}^s | \mathbf{u} |_{s,K'} \right) h_{K'}^\frac{1}{2}
\]

\[
\leq c \sum_{K' \in \omega_K} \left( h_{K'} \left( \| \nabla \cdot \mathbf{u} \|_{0,K'} + h_{K'}^s | \nabla \cdot \mathbf{u} |_{s,K'} \right) + \| \mathbf{u} \|_{0,K'} + h_{K'}^s | \mathbf{u} |_{s,K'} \right).
\]

The proof of Theorem 5.7 is similar to Theorem 5.6. The details are omitted for brevity.

C. Discrete Friedrichs inequality

To prove the ellipticity of \( A_h \) on the kernel of \( B_h \) (see Lemma 5.3) we employ the following discrete Friedrichs inequality, which is essentially stated in Buffa & Perugia (2006, Lemma 7.6).

LEMMA C1 (Discrete Friedrichs inequality). There holds

\[
\| \varepsilon^{\frac{1}{2}} \mathbf{v} \|_{0,\Omega} \leq C \| \mathbf{v} \|_{W_h} \quad \forall \mathbf{v} \text{ such that } (\mathbf{v}, \eta) \in \ker(B_h).
\]

Here, the positive constant \( C \) is independent of the mesh size.

Proof. Suppose \( (\mathbf{v}, \eta) \in \ker(B_h) \). Then, there holds

\[
0 = B_h(\mathbf{v}, \eta; q) = - \int_{\Omega} \varepsilon \mathbf{v} \cdot \nabla q \, dx \quad \forall q \in Q_h^c = Q_h \cap Q.
\]
that is, \( v \) belongs to the set
\[
K_h^\perp := \{ w \in V_h : \langle \varepsilon w, \nabla q \rangle = \langle w, \nabla q \rangle \forall q \in Q_h^c \}.
\] (C.1)

Here, \((\cdot, \cdot)_{V_h}\) is the natural inner product which induces \( \| \cdot \|_{V_h} \). As stated in Buffa & Perugia (2006, Lemma 7.6) we have
\[
\| \varepsilon \frac{1}{2} v \|_{0, \Omega} \leq C |v|_{V_h} \quad \forall v \in K_h^\perp.
\]

Hence, we can directly conclude our result. \( \square \)

**D. Uniform convergence**

We prove Proposition 7.1, i.e., the uniform convergence of \( T_h \) to \( T \). To this end, we follow the procedure of Buffa & Perugia (2006, Section 4.2). Define the space
\[
Z_h := \{ v \in V_h : (v, \eta) \in \ker(B_h) \forall \eta \in M_h \}.
\]

It is easy to see that \( Z_h \) contains the range of \( T_h \). We define \( Q_c^h := Q_h \cap Q \) and introduce an orthogonal decomposition of \( V_h \):
\[
V_h = K_h \oplus K_h^\perp,
\]
where \( K_h = \nabla Q_c^h \) and \( K_h^\perp \) is defined by (C.1). It follows from the proof of Lemma C1 that \( Z_h \subseteq K_h^\perp \).

Furthermore, from the definition of the solution operators \( T, T_p \) and \( T_h, T_{p,h} \) (7.1)–(7.2), we easily obtain the following lemma.

**Lemma D1** For all \( f^0_h \in K_h \), there hold
\[
T f^0_h = T_p f^0_h = 0 \quad \text{and} \quad T_p f^0_h = T_{p,h} f^0_h = -f^0_h.
\]

**Proof.** Since \( f^0_h \in K_h \), there exists \( q \in Q_h^c \) such that \( f^0_h = \nabla q \). It is easy to check that \((0, -q)\) solves (2.2)–(2.3) and (3.12)–(3.13) simultaneously with \( j = \varepsilon \nabla q \). \( \square \)

Thus, the uniform convergence (7.3) of \( T_h \) to \( T \) follows directly from Buffa & Perugia (2006, Proposition 4.4), in combination with the regularity estimates given in Lemma 2.3 and the error estimate given in Theorem 4.3.