Characterization of 1- and 2-μm-wavelength laser-produced microdroplet-tin plasma for generating extreme-ultraviolet light
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Experimental spectroscopic studies are presented, in a 5.5–25.5 nm extreme-ultraviolet (EUV) wavelength range, of the light emitted from plasma produced by the irradiation of tin microdroplets by 5-ns-pulsed, 2-μm-wavelength laser light. Emission spectra are compared to those obtained from plasma driven by 1-μm-wavelength laser light over a range of laser intensities spanning approximately (0.3–5) × 1011 W/cm2, under otherwise identical conditions. Over this range of drive laser intensities, we find that similar spectra and underlying plasma charge state distributions are obtained when keeping the ratio of 1- to 2-μm laser intensities fixed at a value of 2.1(6), which is in good agreement with RALEF-2D radiation-hydrodynamic simulations. Our experimental findings, supported by the simulations, indicate an approximately inversely proportional scaling of the relevant plasma electron density, and of the aforementioned required drive laser intensities, with drive laser wavelength. This scaling also extends to the electrical depth that is captured in the observed changes in spectra over a range of droplet diameters spanning 16–51 μm at a constant laser intensity that maximizes the emission in a 2% bandwidth around 13.5 nm relative to the total spectral energy, the bandwidth relevant for EUV lithography. The significant improvement of the spectral performance of the 2-μm- versus 1-μm- driven plasma provides strong motivation for the development of high-power, high-energy near-infrared lasers to enable the development of more efficient and powerful sources of EUV light.
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I. INTRODUCTION

Laser-driven microdroplet-tin plasma provides the extreme-ultraviolet (EUV) light that is used in state-of-the-art EUV lithography [1–7]. Ever more powerful sources of EUV light will be required for future lithography applications. This EUV light is generated from electronic transitions in multiply charged tin ions that strongly emit radiation in a narrow band around 13.5 nm [8–18]. EUV-emitting plasma in an industrial nanolithography machine is driven by CO2-gas lasers with a 10-μm wavelength. Such plasma achieves particularly high conversion efficiencies (CEs) of converting drive laser light into EUV radiation in a 2% wavelength bandwidth around 13.5 nm, the so-called in-band radiation, which can be transported by the available Mo/Si multilayer optics [19, 20]. Near- or mid-infrared solid-state lasers, however, may soon become an attractive alternative to CO2-gas lasers because such modern solid-state lasers are expected to have significantly higher efficiency in converting electrical power to laser light. Furthermore, they may reach much higher pulse energies and output powers, in turn enabling more EUV output. Big aperture thulium (BAT) lasers [21, 22] represent a particularly promising class of novel, powerful laser systems that have recently drawn significant attention. These lasers would operate at a 1.9-μm wavelength, in between the well-known cases of 1- and 10-μm drive lasers. Recent simulation work indicates that a global CE optimum lies within this range of 1- and 10-μm drive laser wavelength [23]. Briefly, such studies point out that the longer-wavelength drivers are associated with suboptimal absorption of the laser energy by the plasma, whereas shorter-wavelength drivers may exhibit severe opacity broadening of the EUV spectrum out of the 2% acceptance bandwidth [24–27]. To date, however, no experimental studies of mass-limited, microdroplet-tin-based plasmas driven by lasers in this wavelength range are available to verify these claims.

In this article, a study of the EUV emission spectrum of 2-μm-wavelength laser-driven tin-microdroplet plasma is presented. The laser light is obtained from a master oscillator power amplifier setup that comprises a series of potassium titanyl phosphate (KTP) crystals pumped by an ns-pulsed neodymium-doped yttrium aluminum garnet (Nd:YAG) laser (λ = 1 μm), enabling one to gauge the potential of, e.g., thulium lasers without the effort of building one. The recorded spectroscopic data are compared to those obtained from a
FIG. 1. Schematic representation of the experimental setup. A master oscillator power amplifier (MOPA) setup, comprising an optical parametric oscillator (OPO) and an optical parametric amplifier (OPA), is pumped by a Nd:YAG laser (blue line). The signal beam is separated via polarization optics, and the idler beam (\(\lambda = 2.17 \mu m\)) is focused onto tin microdroplets within a vacuum chamber. EUV emission is captured by a transmission grating spectrometer positioned at 60° with respect to the laser axis. An additional, third KTP crystal (dashed outline) was used in the OPA in a subset of the experiments.

II. EXPERIMENT

In the first set of experiments, micrometer-sized liquid tin droplets are irradiated with high-intensity 2-\(\mu\)m-wavelength laser pulses produced in a master oscillator power amplifier (MOPA). Following the work of Arisholm et al. [29], the MOPA consists of a singly resonant optical parametric oscillator (OPO) in collinear alignment followed by an optical parametric amplifier (OPA). The latter comprises two 18-mm-long KTP crystals operated in type II phase-matching. The setup (see Fig. 1) is pumped by a seeded Nd:YAG laser with a spatially flat top and a temporally Gaussian profile of 10 ns full width at half-maximum (FWHM). The OPO is pumped with 18 mJ within a 1.5-mm-diameter beam resulting in an idler beam energy of 1.8 mJ at a wavelength of 2.17 \(\mu m\). The OPO is operated slightly off its degeneracy point to minimize back-conversion of the signal and idler into the pump wavelength, a process that reduces the beam quality of both beams. After the OPO the signal beam is removed and the idler beam expanded to 11 mm and amplified in the OPA. Using 1.3 J of pump energy within a beam diameter of 10 mm, 260 mJ of 2-\(\mu\)m radiation is obtained, summing the signal and idler pulse energies. The pulse duration of both beams after amplification is 4.3 ns.

For the experiments, the signal beam is removed via polarization optics, and only the idler beam is used. The idler beam is focused onto tens-of-micrometer-sized liquid tin droplets created via coalescence of even smaller microdroplets from a tin jet in a vacuum chamber that is kept at or below \(10^{-6}\) mbar. The diameter of the microdroplets is adjustable within a range from 16 to 51 \(\mu m\).

The data displayed in Fig. 2(a) were taken in a later experiment and after installation of a third crystal in the OPA, which increased the energy in the signal and idler combined to 360 mJ while the pulse duration increased slightly to 4.7(3) ns (FWHM). The produced beam has a symmetric focal spot, and measurements are obtained for three focal spot sizes of 106, 152, and 194 \(\mu m\) (FWHM), respectively. The error bars indicate the standard deviation per measurement. The red line represents the average over all data points, and the shaded band represents the standard deviation of the average.

The droplet size in both cases is \(106, 152,\) and \(194 \mu m\) driven laser beams needed to obtain spectra with similar spectral features. The data points represent the average intensity ratios from data taken with four different laser spot sizes of the 2 \(\mu\)m laser beam of 65 \(\times\) 88, 106, 152, and 194 \(\mu\)m (FWHM), respectively. The error bars indicate the standard deviation per measurement. The red line represents the average over all data points, and the shaded band represents the standard deviation of the average.
of different focal distance length. The data obtained in the first and this later experiment are combined in Fig. 2(c).

To enable a direct comparison with plasmas driven by 1-μm wavelength laser pulses, light from the 1-μm pump laser is redirected before entering the MOPA and is focused onto the tin droplets instead. Again, a combination of a half-wave plate and a polarizer allows for adjustment of the beam energy. The focal spot has a symmetric Gaussian shape of 86 μm (FWHM).

The EUV emission from the tin plasma is collected by a transmission grating spectrometer [30] setup under a 60° angle with respect to the incoming laser beam. The spectrometer was operated with a 10 000 lines/mm grating and a 25-μm slit. The measured spectra are corrected for the grating’s first- and second-order diffraction efficiency as well as for the quantum efficiency of the camera. The wavelength is calibrated in a separate experiment using atomic line emission from an aluminum plasma.

Spectral purity (SP), defined as the ratio of spectral energy in a 2% bandwidth around 13.5 nm to the total EUV energy, is used to characterize the EUV light source. All SP values provided are calculated with respect to the measured spectral range of 5.5–25.5 nm.

### III. SCALING OF SPECTRAL FEATURES WITH LASER INTENSITY AND WAVELENGTH

For defining development targets regarding power and pulse energy of future 2-μm lasers for use in EUV light sources, it is particularly relevant to know the laser intensity needed to obtain a tin charge state balance optimal for the production of 13.5-nm light. In this section, the laser intensity on the tin droplet is scanned and the optimal laser intensity is determined as the value at which SP is highest, given that SP is the ultimate limit of CE as follows from energy conservation, CE < SP/2 for isotropic emission [31].

To better understand the relevant plasma temperatures and densities, we study the ratio of 1- and 2-μm laser intensities at which plasmas of equal temperatures are established. Plasma temperature is experimentally established via the shape and amplitude of charge-state-specific spectral emission features [32–35]. These features are indicative of the plasma’s charge state distribution, which is predominantly dependent on plasma temperature [36]. The experimental results are then compared to computer simulations using the radiation-hydrodynamic code RALEF-2D as well as to previous analytic work [36].

#### A. Spectral dependencies on drive laser intensity

In the experiments, first the idler beam from the MOPA is focused onto a 30-μm-diameter droplet, and spectra are measured using the 106-μm spot size at multiple intensities within a range of (0.1–2) × 1011 W/cm2 [see Fig. 2(a)]. At the lowest laser intensity, the plasma strongly emits around 14.5 nm, and distinct 4d-4f transitions in Sn6++ are visible around 17 nm [35]. Emission between 18 and 20 nm can be mainly attributed to Sn5++. At 15.7 nm, a strong emission feature from 4d-4f and 4p-4d transitions in Sn7++ is visible.

Going up this “ladder” of charge states, emission from 4d-4f and 4p-4d transitions in Sn8+++ is visible at 14.8 nm and from Sn9++ at 14.2 nm. With increasing laser intensity, the average charge state of the plasma increases, and emission from Sn10+++ is evident in the 9.5–10-nm region [33]. Increasing laser intensity beyond 1013 W/cm2, the plasma strongly emits at 13.5 nm. This emission originates from the 4d-4f, 4d-5p, and 4p-4d unresolved transitions arrays (UTAs) in Sn8++–Sn14++ [5,9]. With the strong emission at 13.5 nm, charge-state-specific features become visible between 7 and 12 nm. These features belong to the same Sn5++ to Sn14++ ions, and here the 4d-5f, 4d-6p, and 4p-5s transitions contribute strongest [32,33]. With increasing laser intensity, SP rises to values of 15% at 0.8 × 1013 W/cm2, where charge state balance is optimal for in-band EUV emission, before reducing again at even higher intensity values [see the inset in Fig. 2(b)].

Second, plasma is created using laser light of 1-μm wavelength. Spectra for laser intensities within the range of (0.3–4.4) × 1011 W/cm2 are shown in Fig. 2(b). When compared to the 2-μm drive-laser case, the spectra show very similar shape, albeit at an apparent increased overall width. Again the same emission features of charge states Sn5++–Sn9++ are visible at the lowest laser intensity but with somewhat less prominent emission features. This reduction in prominence is particularly noticeable for the peaks of charge states Sn6++ and Sn7++ (between 14 and 16 nm). Further, the Sn9++ peak at 14.2 nm is hardly visible (cf. 0.2 × 1013 W/cm2 in the 2-μm case). The SP rises until it reaches values of 9.7% around 2 × 1011 W/cm2 and subsequently decreases as the charge state balance becomes suboptimal for emission of 13.5-nm light. The peak intensities used in this work agree well with previously published work, where the optimal SP was found at an intensity of 1.4 × 1011 W/cm2 using a temporally and spatially boxlike laser profile to illuminate the tin droplets [31]. The higher-intensity value found in this work is attributed to the fact that, because of their spatial extent, the droplets experience a slightly lower average intensity compared to the peak values stated.

In order to obtain the sought-after laser-intensity ratio I1μm/I2μm, each spectrum of the 2-μm laser case at intensity I2μm is matched to a spectrum of the 1-μm case at intensity I1μm for which the resemblance of the relative amplitudes and the shape of the spectral features is closest. As the spectral features are characteristic of individual tin charge states [34,35], this comparison provides access to the scaling of the plasma’s charge state distribution (and hence temperature) with laser wavelength. For each match of laser intensities, the ratio I1μm/I2μm is calculated and plotted as a function of I1μm in Fig. 2(c). The data points represent the average of comparisons made for multiple spot size conditions and for two droplet size conditions. In all cases, spectra were compared to the ones taken with the 1-μm wavelength laser beam size of 86 μm. More specifically, the comparison encompasses measurements with a 30-μm-diameter droplet for 2-μm case beam sizes of 65 × 88, 106 × 106, 152 × 152, and 194 × 194 μm and on a 19-μm-diameter droplet for the (65 × 88)-μm beam. The red line shows the average I1μm/I2μm = 2.16(6) of all measurements with the standard deviation (distribution width and not the error-on-the-mean) of the mean value shown.
as a red shaded area. The depicted uncertainty is the standard deviation of the mean.

### B. Theory and discussion

The temperature of a plasma can be expressed analytically if the equation of state (EOS) is sufficiently well known. The required EOS parameters, however, will depend on the location in the plasma where the laser light is absorbed. Two cases can be distinguished [36]. Case I: absorption of laser light dominantly occurs close to the critical surface where wavelength-dependent, and the small difference can be neglected. Differences in radiative losses of the plasmas are neglected in the following, as they may be small for similar density plasmas exhibiting equal plasma temperatures. The sonic surface $R$ is only slightly wavelength-dependent, and the small difference can be neglected.

From Eq. (1), an intensity ratio $I_i/I_j = (\lambda_j/\lambda_i)^{0.86}$ is calculated for $\lambda = 1$- and 2-$\mu$m plasmas exhibiting equal plasma temperatures. The predicted ratio of 1.8 agrees well with the experimental one of 2.1(6) and well approximates a scaling with $\lambda^{-1}$.

Alongside this analytical approach, the radiation hydrodynamic code RALEF-2D [28] is used to determine the laser intensity ratio yielding equivalent plasma temperatures. RALEF-2D was developed to simulate laser plasma interaction, and it solves the equations of fluid dynamics in two dimensions (assuming cylindrical symmetry around the laser beam propagation axis) while including necessary physical mechanisms such as laser absorption, thermal conduction, and radiation transport. The latter is needed for accurate predictions of a strongly radiating plasma, which is true for the current case. An extensive set of simulations has been performed at conditions close to the experimental ones. A 30-$\mu$m-diameter droplet is irradiated by temporally and spatially Gaussian beams. The 1- and 2-$\mu$m beams have pulse durations of 10 and 4.3 ns (FWHM) and sizes of 80 and 100 $\mu$m (FWHM), respectively. Laser intensities in the range spanning $10^{11}$-$10^{13}$ W/cm$^2$ are simulated. The plasma’s peak temperature is plotted in Fig. 3. For given laser intensities, the maximum temperature is consistently higher in the 2-$\mu$m case. We note that the different pulse durations (10 versus 4.3 ns) have a minimal impact on temperature and density scales. The maximum temperatures are seen to follow Eq. (1) fitted as $T (eV) = a \lambda^{0.38} (\mu m)^{0.44} (10^{11} W/cm^2)$, where a common amplitude $a = 43$ is determined by a global fit to all data. Equation (1) captures the scaling of the peak plasma temperature over two decades in laser intensity.

Further shown in Fig. 3 are temperature and electron density lineouts along the axis of the incoming laser beam. Bottom: frequency-integrated local radiation field intensity $I_{\text{rad}}$ of the plasma and its normalized derivative $dI_{\text{rad}}$. The radiation field intensity is calculated from Eq. (3) using the density and temperature lineouts depicted in the center panel. For more details, see the text.
closer to the critical density in the 2-μm case, indicating that the absorption of laser light occurs closer to critical density while the conditions for laser absorption of case II are still met. Following Ref. [36], and references therein, the scaling of the relevant plasma electron density with wavelength can also be approximated invoking a constant absorbed fraction of the laser light, \( k_lR = \text{const} \). Inserting Kramers’ absorption coefficient for laser radiation \( k_l \), we obtain [36,37]

\[
(R\lambda^2)\rho^3T^{-3/2} = \text{const},
\]

with the mass density \( \rho \) and the plasma’s average charge state \( \bar{z} \). Considering that the mass density \( \rho \) and ion density \( n_i \) follow the ratio of electron density and average charge state \( \rho \sim n_i = n_e/\bar{z} \), where \( \bar{z} \approx 22.5T^{0.6} \) (100 eV) (note that \( T \) is input here in units of 100 eV) [36], it becomes clear that the ratio of the displayed electron density lineouts approximates well the ratio of mass density between the two laser wavelength cases. All other factors remaining constant in Eq. (2), a reciprocal scaling of mass density \( \rho \) and wavelength \( \lambda \) becomes directly apparent. The difference in mass density can thus be attributed to the difference in absorptivity of the laser radiation from Kramers’ law [38]. This inversely proportional scaling of density with wavelength is the root cause of the observed intensity ratio.

The bottom panel of Fig. 3 shows the radiation field intensity \( I_{rad} \) and its normalized derivative \( dI_{rad} \). The frequency-integrated radiation field intensity is calculated from

\[
I_{rad}(s) = \int_0^\infty \alpha(s')B(s')e^{-\int_0^{s'}\alpha(s')ds'}ds',
\]

with the Planck mean absorptivity \( \alpha_p \) (m\(^{-1}\)) = \( 3.3 \times 10^{-7} \times \rho \text{ (g/cm}^3\) \( \times T^{-1} \text{ (eV)} \) using the temperature and electron density information in Fig. 3. For more information, see Ref. [39]. The normalized derivatives \( dI_{rad} \) peak at 6.5 and 8 μm distance from the droplet surface for the 1- and 2-μm cases, respectively. They show that the typical length scales of emission are similar in both wavelength cases. This finding is in line with the similarity in length scales and indeed profiles of plasma temperature and density (shown in the center panel of Fig. 3). The point where the largest change in radiation field intensity occurs is located slightly closer to the droplet surface than the point of maximum temperature. The significantly higher density more than compensates for the drop in temperature. The point of largest change in the radiation field intensity of the 1-μm driven plasma occurs relatively far from the critical density, whereas in the 2-μm driven plasma this point lies close to the critical density, an observation explained by the distances between the respective maximum temperatures and critical densities. The radiation field intensity at large distances from the droplet surface is approximately a factor of 2 higher in the 1-μm case because of the factor of 2 higher (emitter) density compared to the 2-μm case.

IV. SCALING OF OPTICAL DEPTH

The scaling of mass density with drive laser wavelength \( \rho \sim \lambda^{-1} \) at similar length scales, as established by our simulations, indicates that the optical depth of the plasma, being a product of atomic opacity, mass density, and path length, should scale similarly. If optical depth indeed reduces proportionally with drive laser wavelength, the step to a 2-μm laser system could be particularly beneficial. In the following, we perform an analysis of the optical depth associated with the EUV spectra by varying plasma size following the work of Schupp et al. [24]. This is accomplished by irradiating droplets having diameters in the range 16–51 μm.

A. Scaling of peak optical depth with droplet size and drive laser wavelength: Examples

In our experiments, the droplet diameter is changed in controlled steps from 16 to 51 μm and a constant laser intensity is used for both laser wavelength cases. First, droplets are illuminated with 2-μm laser light with an intensity of \( 1.1 \times 10^{11} \text{ W/cm}^2 \), close to optimal SP. The spot size is \( 65 \times 88 \mu m \). In Fig. 4, spectra for the smallest and largest droplet diameter are shown for both drive laser cases. With increasing droplet diameter, the main emission feature at 13.5 nm widens and more intense short-wavelength radiation is emitted relative to the 13.5-nm peak. Second, the same scan is repeated with 1-μm laser light at \( 2.4 \times 10^{11} \text{ W/cm}^2 \), an intensity chosen based on the intensity ratio in Fig. 2(c). Again, the main emission feature at 13.5 nm widens with increasing droplet diameter, and more intense short-wavelength radiation is emitted relative to the 13.5-nm peak. For the 1-μm driver, however, these effects are much stronger.

In the following, the spectra are analyzed regarding their optical depth, similar to the analysis in Ref. [24]. The wavelength-dependent optical depth \( \tau_\lambda := \int \kappa_\lambda \rho dx \) is defined as the spatial integration over the product of the plasma’s opacity \( \kappa_\lambda \) and mass density \( \rho \). In the instructive case of a one-dimensional plasma [40] in local thermodynamic equilibrium (LTE), the spectral radiance is given by \( L_\lambda = B_\lambda (1 - e^{-\tau_\lambda}) \), where \( B_\lambda \) is the Planck blackbody spectral radiance. We note that our high-density, strongly collisional 1- and 2-μm driven plasmas are reasonably well approximated by LTE [39]. At equal temperatures, and thus average charge state (recall \( \bar{z} \sim T^{0.6} \) [36]), this equation enables each measured spectrum \( \sim L_\lambda \) to be well approximated by any other spectrum \( \sim L_{\lambda,j} \) when taking into account the ratio of the corresponding peak optical depths \( \alpha = \tau_{\lambda,i}/\tau_{\lambda,j} \) as a single parameter independent of wavelength (see Ref. [24] and the Appendix for further
Subsequently, if any peak optical depth \( \tau_{p,j} \) is known in absolute terms, the optical depth of any other spectrum can be deduced. To be able to correct for systematic errors that could possibly occur for relatively low optical depth \( \tau \lesssim 1 \), we have suitably modified the equation used in Ref. [24] for use for plasma of arbitrary optical thickness, including optically thin plasma, as is detailed in the Appendix.

As a reference spectrum, the spectrum measured at 1-\( \mu \)m laser wavelength, 10-ns pulse duration, and 30-\( \mu \)m droplet size is chosen. The peak optical depth of this spectrum is determined by a comparison of its 13.5-nm feature to opacity calculations in Ref. [39]. More specifically, radiation transport is applied to the opacity spectrum calculated in Ref. [39] for a relevant mass density of \( \rho = 0.002 \text{ g/cm}^3 \) and electron temperature of \( T_e = 32 \text{ eV} \). The difference between the radiation transported opacity spectrum and the experimental spectrum is then minimized by changing the optical depth parameter \( \tau_p \) in a least-squares fit routine. This procedure leads to an absolute peak optical depth of \( \tau_0,p = 4.5 \) for our reference spectrum.

Using Eq. (A4), the peak optical depth \( \tau_{i,p} \) of all spectra is fitted with respect to the reference spectrum. As expected, inserting the relative optical depth obtained from the fits into Eq. (A3) leads to an excellent reproduction of the main emission feature, as is shown in Fig. 5 for a typical example spectrum (30-\( \mu \)m droplet with a 2-\( \mu \)m driver). A further reasonable reproduction of the 7–12 nm features is established with the 2-\( \mu \)m driver outperforming the model spectrum with respect to the amount of radiation emitted out-of-band. Figure 5 also shows a spectrum from an industrial plasma produced by a 10-\( \mu \)m CO\(_2\) driver, which represents the limiting case of low optical depth. The step from a 1- to a 2-\( \mu \)m driver clearly significantly enhances the spectrum.

![Graph showing optical depth vs wavelength for different droplet sizes and laser wavelengths](image)

**FIG. 5.** Spectrum produced with 2-\( \mu \)m laser light (red line) compared to the radiation-transported reference spectrum for a peak optical depth value of \( \tau_p = 2.2 \) (gray line, barely distinguishable from the red line). Reference and 2-\( \mu \)m driven spectra were both obtained using a droplet diameter of 30 \( \mu \)m. Also shown is a spectrum obtained using a 10-\( \mu \)m CO\(_2\) laser that represents the case of small optical depth (reproduced from Ref. [41]).

**B. Scaling of peak optical depth with droplet size and drive laser wavelength: All results**

Having demonstrated the ability of the model function to accurately reproduce spectra from a single reference spectrum, we show in Fig. 6(a) the fitted values for all spectra of the droplet size scans for 1- and 2-\( \mu \)m laser wavelength. In all cases, the peak optical depth \( \tau_{i,p} \) appears to increase linearly with droplet diameter and to depend strongly on the laser wavelength. Indeed, the peak optical depth of the 2-\( \mu \)m-driven plasma lies roughly a factor of 2 below that of the 1-\( \mu \)m one at the largest droplet size, which may be expected from the lower plasma density (cf. Sec. III). However, the 1-\( \mu \)m results were obtained with 10-ns-long pulses, and they are compared here to the results from ~5-ns-long, 2-\( \mu \)m pulses, and optical depth is known to increase with pulse length [24,31]. To provide a comparison on a more equal footing, we further compare in Fig. 6(a) our results to previous data [24], obtained using a 1-\( \mu \)m wavelength laser with a 5 ns temporally box-shaped laser pulse. One of these data sets is taken with a spatially flattop laser profile of 96-\( \mu \)m-diameter [24,31] while the other one is taken with a Gaussian laser beam profile of 66 \( \mu \)m FWHM, which more closely resembles the experimental conditions for the 2-\( \mu \)m driver case. The spatial intensity distribution of the 1-\( \mu \)m laser beam is seen to impact the effective optical depth (see also Ref. [31]). A comparison of the spectra for the 2- and 1-\( \mu \)m cases at the most comparable temporal and spatial beam conditions shows that a clear reduction in peak optical depth parameter is maintained. This reduction, up to a factor 1.6 in optical depth, becomes more pronounced at larger droplet diameters. The small deviation from the factor of ~2 from the \( \rho \sim \lambda^{-1} \) scaling may originate from differences in plasma length scales, plasma temperature, or from the finite laser intensity gradient over the plasma length scale. Nevertheless,
a very significant reduction in optical depth of up to 40% is demonstrated when using a 2-μm laser to drive the plasma.

With peak optical depth being the pertinent scaling parameter of 1- and 2-μm driven tin plasmas, the corresponding spectral purity of the emission spectrum is related to it in Fig. 6(b). All experimental SP values, calculated over the range of 5.5–25.5 nm, collapse onto the gray dashed curve obtained by calculating the SP of the radiation-transferred reference spectrum. The 2-μm case is slightly offset toward higher SP values because of the reduced emission in the 7–12 nm wavelength band compared to the radiated transported reference spectrum (cf. Fig. 5) that is not captured by the model with the same accuracy as that of the main emission feature at 13.5 nm. This difference between model and experiment may point to a small overestimation of the optical depth of the 2-μm-laser-produced tin plasma, which would explain both the observed overestimation of the short-wavelength out-of-band emission by the model as well as the offset in Fig. 6(b). This small overestimation of the optical depth may in turn be due to a broader charge state distribution in our measurements of the 2-μm case caused by, e.g., laser intensity gradients or the slightly lower beam pointing stability compared to the 1-μm case. This observation leads us to expect an even lower optical depth in the 2-μm case, and it brings our scaling ratio even closer to the expected factor of 2 from λ−1 scaling. More importantly, it indicates that there are further opportunities for narrowing the charge state distribution by providing a more homogeneous heating of the plasma in time and space. Such a narrowing of the charge state distribution by providing a more homogeneous heating of the plasma in time and space would lead to further improvements of SP and thus CE.

V. CONCLUSIONS

In conclusion, the effects of optical depth, plasma density, and laser intensity on the emission spectra of a 2-μm-LPP source of tin microdroplets are investigated. The results are compared to the case of a 1-μm driven plasma. It is found that the laser intensity required to maintain a common plasma temperature scales approximately inversely with laser wavelength in going from 1- to 2-μm drive laser, a result that will help to define development goals for future 2-μm drive lasers for LPP light sources. The reciprocal scaling with laser wavelength (∼λ−1) has its origin in Kramers’ law of inverse bremsstrahlung, the main laser absorption mechanism in the tin plasmas investigated. Because of its reduced plasma density, the optical depth of the 2-μm driven plasma is significantly reduced, allowing for efficient out-coupling of 13.5-nm radiation from the plasma even at larger plasma sizes. In future experiments it will be of interest to use large, preformed targets and investigate the full CE potential of a 2-μm source in a setting more similar to the current industrial one. Our results indicate that there are further opportunities for narrowing the charge state distribution by providing a more homogeneous heating of the plasma in time and space, which would lead to further improvements of SP and thus CE. Looking further, it is of interest to experimentally investigate plasma generation using even longer-wavelength laser systems between 2 and 10 μm to find the midinfrared wavelength optimally suited to drive EUV light sources at 13.5 nm.
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APPENDIX

Radiation transport model

To determine peak optical depth in this work, the recorded spectra are analyzed in a manner similar to that presented in Ref. [24]. In the following, the method from Ref. [24] is first outlined briefly and is subsequently generalized for use with plasmas of arbitrary optical thickness. The wavelength-dependent optical depth τi := ∫ kλρ dx is defined as the spatial integration over the product of the plasma’s opacity kλ and mass density ρ. The spectral radiance Li of an extended one-dimensional plasma can be calculated by means of its optical depth as [40]

\[
L_i = S_i (1 - e^{-\tau_i}).
\]  

(A1)

In local thermodynamic equilibrium (LTE), where collisional processes drive atomic level populations, the source function S_i equals the Planck blackbody function B_λ. Rearranging Eq. (A1), the optical depth of the recorded plasma spectrum can be obtained from its relative spectral radiance L_i/B_λ,

\[
\tau_i = -\ln \left(1 - \frac{L_i}{B_\lambda}\right). 
\]  

(A2)

The optical depths of two plasmas of similar temperatures, but with modestly different densities and length scales, may differ (in a first approximation) only by a single wavelength-independent multiplicative factor a_i, relating the plasmas’ optical depths via τ_i = a_i τ_0,i. Here τ_0 and τ_i are the two wavelength-dependent optical depths of the reference spectrum and any other spectrum i, respectively. The relative spectral radiances of these two plasmas can be related to each other via Eq. (A2),

\[
\frac{L_{i,i}}{B_\lambda} = 1 - \left(1 - \frac{L_{0,i}}{B_\lambda}\right)^{\tau_i/\tau_0_i}.
\]  

(A3)

To apply Eq. (A3) to the measured spectra, the relative spectral radiance of the spectra must be known. To obtain the
relative spectral radiance, the ratio of the observed spectrum $O_{\lambda}$ (meaning the spectrum as recorded with the spectrometer) and the blackbody function is normalized to the peak value at 13.5-nm wavelength (subscript $p$) by replacing $L$ with $L_{\lambda} = O_{\lambda} B_{\lambda}/O_{\lambda p}$. The normalized ratio $\bar{L}_{\lambda,i}/B_{\lambda}$ is then multiplied by the amplitude factor $1 - e^{-\tau}$ obtained from Eq. (A2),

$$\bar{L}_{\lambda,i}/B_{\lambda} = \frac{1 - \left(1 - \frac{\bar{L}_{\lambda,i}}{B_{\lambda}}(1 - e^{-\tau_{i,p}}) \right) \tau_{i,p}/\tau_{i,p}}{1 - e^{-\tau_{i,p}}}.$$  \hspace{1cm} (A4)

Note that the wavelength-dependent optical depth values ($\tau_{0.1}$) from Eq. (A3) have been exchanged by their peak values ($\tau_{0.1p}$). This generalized equation allows for determination of peak optical depth in optically thin plasmas in LTE if the peak optical depth of one of the spectra is known. In the current analysis, the use of Eq. (A4) results in optical depth values that are mostly very similar, but some of which are up to 25% lower for the smallest optical depth cases ($\tau \sim 2$) than when using Eq. (A3). Using Eq. (A4), the peak optical depths $\tau_{i,p}$ of all spectra are fitted with respect to a reference spectrum of known peak optical depth (see the main text).
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