**ABSTRACT**

Data selection methods, such as active learning and core-set selection, are useful tools for improving the data efficiency of deep learning models on large-scale datasets. However, recent deep learning models have moved forward from independent and identically distributed data to graph-structured data, such as social networks, e-commerce user-item graphs, and knowledge graphs. This evolution has led to the emergence of Graph Neural Networks (GNNs) that go beyond the models existing data selection methods are designed for. Therefore, we present Grain, an efficient framework that opens up a new perspective through connecting data selection in GNNs with social influence maximization. By exploiting the common patterns of GNNs, Grain introduces a novel feature propagation concept, a diversified influence maximization objective with novel influence and diversity functions, and a greedy algorithm with an approximation guarantee into a unified framework. Empirical studies on public datasets demonstrate that Grain significantly improves both the performance and efficiency of data selection (including active learning and core-set selection) for GNNs. To the best of our knowledge, this is the first attempt to bridge two largely parallel threads of research, data selection, and social influence maximization, in the setting of GNNs, paving new ways for improving data efficiency.

---

**1 INTRODUCTION**

Data selection methods, such as active learning and core-set selection, improve the data efficiency of deep learning on large datasets by identifying the most informative training examples. In particular, active learning assists the learning procedure by prioritizing the selection of valuable unlabeled samples for human labeling, under the goal of maximizing the model performance with minimal labeling cost [1, 2, 11, 16, 34, 47]. Core-set selection techniques aim to find a small subset that accurately approximates the full dataset by selecting representative examples [4, 18, 23, 42, 55, 56].

Graph Neural Networks (GNNs) have achieved state-of-the-art performance across various graph-based tasks such as node classification [5, 9, 52, 65] and link prediction [10, 20, 59, 66]. However, GNNs require plenty of labeled data to achieve satisfactory performance, and substantial training times. Therefore, introducing data selection methods for GNNs is crucial. Unfortunately, existing data selection methods fail to address the following new challenges posed by GNNs in terms of both performance and efficiency:

First, GNNs are graph-based semi-supervised learning models, which aggregate the feature of a node with its nearby neighbors. However, most existing data selection methods are designed to learn models on independent and identically distributed (i.i.d) data, which fail to model the interactions imposed by the graph structure. Several attempts [39, 44] have been made for data selection on graphs, but they are ineffective to GNNs since they cannot capture both graph structure and node features. As a result, it is necessary to design a new data selection criterion that is in coherence with the characteristics of GNNs to select the most valuable samples.

Second, GNNs incur substantial training costs and are hard to scale to large graphs because they need to perform a recursive neighborhood expansion to compute the hidden representations of a given node. Most existing active learning techniques select a batch of samples with guidance from the previously trained model and have to retrain a computationally-expensive model once a new labeled example comes. So it is expensive to directly apply them to GNNs, which hampers their applicability in real-world applications.

In this paper, we propose Grain, a novel data selection framework towards efficient data selection for GNNs. The working philosophy of Grain is to (1) take the essential component of GNNs – feature propagation – as a type of influence propagation, and (2) maximize the efficiency of feature propagation with analogy to social influence maximization [31]. Concretely, we measure the sensitivity of node \(v\) to node \(u\) (i.e., the “influence” of \(u\) on \(v\)) by computing how much the input feature of \(u\) affects the aggregated feature of \(v\) through feature propagation. Then we maximize the influence of the selected nodes (i.e., seed nodes) to get more unlabeled nodes influenced and involved in the downstream model training. In contrast to the traditional methods that consider informative scores of individual nodes, Grain is more effective in exploiting the interaction among nodes, by explicitly maximizing the number of unlabeled nodes influenced by labeled ones.

Although the definition of feature influence is inspired by [53, 62], the non-obvious observation that data selection for GNNs can be
modeled as influence maximization is a major contribution. Moreover, we are making contributions in bridging these two largely parallel threads of research, active learning and social influence maximization, in new GNN settings: First, unlike the classic linear threshold (LT) model and independent cascade (IC) model [25] which use social influence maximization, we define a novel feature influence-based propagation model. Besides considering the direct influence via feature propagation, we further recognize the indirect influence of GNNs over feature space: nodes that are close in feature space are likely to have the same label. Thus, when a node is influenced via direct feature propagation, the propagated influence/label signal can also be viewed as indirectly interpolating a smooth signal [33] to nodes with close feature distance from the influenced nodes in feature space. To further improve the effectiveness of feature influence, we incorporate the diversity of influenced crowds to enforce the indirect influence, which encourages the influenced nodes to cover more semantic categories.

Based on the above perspective, we propose a novel data selection criterion for GNNs by unifying both the magnitude and the diversity of the influenced crowd into a Diversified Influence Maximization (DIM) criterion. For effective influence maximization, we construct new influence and diversity functions in GRAIN framework. We also prove that the proposed diversity functions and the objective functions have good properties of submodularity and monotonicity, which enable a simple greedy algorithm to find a near-optimal result. Meanwhile, GRAIN has the advantages of high efficiency and scalability over the existing methods, as it reduces the training cost by separating feature propagation from the training of GNNs.

In summary, the core contributions of this paper are:

1. **Problem Connection.** We open up a novel perspective for improving the data efficiency of GNNs by connecting GNN active learning with social influence maximization. (2) **New Criterion.** We propose a fundamentally new data selection criterion—diversified influence maximization—for GNNs by considering both the magnitude and diversity of feature influence. Moreover, we propose a greedy algorithm to solve this problem with an approximation guarantee. (3) **Novel Functions.** We propose novel influence and diversity functions based on both direct and indirect influence of GNNs over the graph and feature space, respectively, which have good properties of submodularity and monotonicity. (4) **High Performance and Efficiency.** Through experiments on real-world graphs with typical GNNs, we demonstrate that GRAIN significantly outperforms the state-of-the-art baselines on both performance and efficiency.

## 2 PRELIMINARY

In this section, we first describe the notations and define two data selection problems: Active Learning and Core-set Selection. Then we introduce GNNs and social influence maximization.

### 2.1 Data Selection Problems

We are given a graph $G = (\mathcal{V}, \mathcal{E})$ with $|\mathcal{E}| = N$ nodes, and its adjacent matrix $A \in \mathbb{R}^{N \times N}$. Each node $v_i \in \mathcal{V}$ is associated with a feature vector $x_i \in \mathbb{R}^d$, which forms the feature matrix $X \in \mathbb{R}^{N \times d}$. The ground-truth label for node $v_i$ is a one-hot vector $y_i \in \mathbb{R}^C$ where $C$ is the number of classes and the $c$-th element is 1 only if node $v_i$ belongs to class $c$. The entire node set $\mathcal{V}$ is partitioned into the training set $\mathcal{V}_{train}$, validation set $\mathcal{V}_{val}$ and test set $\mathcal{V}_{test}$. The training algorithm is denoted as $M$, which is GNN in this paper.

**Active Learning.** Given the unlabeled node set $\mathcal{V}_{unl}$ and a loss function $f$ (e.g., generalization error), the goal of active learning is to select a subset of $\mathcal{B}$ nodes $S$ from $\mathcal{V}_{train}$ to label so that the lowest loss on the test set $\mathcal{V}_{test}$ can be achieved after applying $S$ to algorithm $M$. The formulation of active learning is as follows:

$$\arg \min_{S:|S|=b} \mathbb{E}_{v \in \mathcal{V}_{test}} \left[ f(y_i, P(y_i|x_i;M_S)) \right],$$

where $P(y_i|x_i; M_S)$ is the label distribution of node $v_i$ predicted by $M_S$ and $M_S$ is trained under the supervision of the labeled set $S$.

Recent researches [14, 28, 46, 66] focus on using deep learning models as the learning algorithm $M$ and solve the problem of active learning in the batch setting. During $b$ rounds, they select $\frac{B}{b}$ data points to label in each round. We denote the selected points during the $i$-th round as $S_i$. At the $k$-th round, these methods refit the learning algorithm $M$ on all the labeled data $\cup_{i \in [k]} S_i$ to avoid any correlation between selections [28, 64]. Specifically, Wolf et al. [57], and Sener et al. [46] propose the greedy k-centers method to select data points that maximize the minimal distance between the current point and the labeled ones. Settles [48], Shen et al. [49], and Gal et al. [14] select points based on predictive confidence, i.e., the highest probability belonging to a certain class predicted by $M$.

While the above methods concentrate on supervised learning, AGE [3] and ANRMAB [15] are proposed for active learning on semi-supervised scenarios (e.g., graph) by using both the node features and graph structure. Recently, clustering-based active learning methods have been proposed for GNNs, such as Featprop [61] and LSCALE [38]. Featprop uses propagated node features as representations to cluster unlabeled nodes and labels the cluster centers. LSCALE proposes a learned latent space for clustering, which combines the unsupervised learning features and supervised hidden representations to select nodes for labeling. Compared with the related work, GRAIN fully utilizes the hidden information of unlabeled nodes, by explicitly maximizing the number of unlabeled nodes influenced by labeled ones over the graph and feature space (i.e., getting more unlabeled nodes involved in GNN training).

**Core-set Selection.** Suppose that $\mathcal{V}_{train}$ is full labeled, core-set selection can be defined as methods that search for a subset of data points that maintain a similar level of quality (e.g., classification error) with the entire training set $\mathcal{V}_{train}$. Concretely, the goal of core-set selection is to select a subset of $\mathcal{B}$ nodes $S \subset \mathcal{V}_{train}$ that achieves comparable result as the whole training set $\mathcal{V}_{train}$, that is:

$$\arg \min_{S:|S|=b} \mathbb{E}_{v \in \mathcal{V}_{test}} \left[ f(y_i, P(y_i|x_i;M_S)) - f(y_i, P(y_i|x_i;M_{V_{train}})) \right],$$

where $M_S$ and $M_{V_{train}}$ are algorithms trained under the supervision of the labeled set $S$ and the full training set $\mathcal{V}_{train}$ respectively.

Besides the greedy k-centers method [46, 57] mentioned above, we introduce another two core-set selection techniques in previous work: forgetting events, and max entropy. Toneva et al. [51] define forget events as the number of times an example is incorrectly classified after having been correctly classified earlier during training and select the points with the highest number of forgetting events. Lewis et al. [32] and Settles [48] rank the entropy of the predictions from algorithm $M$ and keep the points with the highest entropy.
2.2 Graph Neural Networks

Graph Neural Networks (GNNs) [17, 27, 52] define a multi-layer message passing process, through which the feature representation of a node in the next layer could be the aggregation of its neighborhood in the current layer. They differ in the way of defining the recursive function \( f \) for message passing:

\[
X^{(k)} \leftarrow f(X^{(k-1)}, A, \Theta^{(k)}),
\]

where \( X^{(k)} \) and \( \Theta^{(k)} \) are the output embedding and trainable parameters of layer \( k \). Naturally, the input \( X^{(0)} \) satisfies \( X^{(0)} = X \).

For example, Graph Convolution Network (GCN) [27] has a specific form of the function \( f \) as:

\[
X^{(k)} = \delta \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X^{(k-1)} \Theta^{(k)} \right),
\]

where \( \tilde{D} \) is the diagonal degree matrix of \( \tilde{A} = \mathbf{A} + \mathbf{I}_N \), and \( \mathbf{I}_N \) is the identity matrix. \( \Theta^{(k)} \) is the layer-specific trainable weight matrix and \( \delta(\cdot) \) is the non-linear activation function. For classification tasks, a K-layer GCN applies a softmax function on the aggregated representation in the final layer to obtain the prediction score for each class. That is, \( \hat{Y} = \text{softmax} \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X^{(K-1)} \Theta^{(K)} \right) \).

2.3 Social Influence Maximization

The influence maximization (IM) problem in social networks aims to select \( B \) nodes so that the number of nodes activated (or influenced) in the social networks is maximized [25]. Namely, given a graph \( G = (V, E) \), the formulation is as follows:

\[
\max_S |\sigma(S)|, \text{ s.t. } S \subseteq V, |S| = B,
\]

where \( |\sigma(S)| \) is the set of nodes activated by the seed set \( S \) under certain influence propagation models, such as Linear Threshold (LT) and Independent Cascade (IC) models [25]. The maximization of \( |\sigma(S)| \) is NP-hard. However, if \( |\sigma(S)| \) is nondecreasing and submodular with respect to \( S \), a greedy algorithm can provide an approximation guarantee of \( (1 - \frac{1}{e}) \) [41]. Great efforts have been devoted to the IM problem [8, 24, 63, 67], and some research works also explore the diversity over the activated nodes in social influence maximization [12, 31, 37]. But they are designed for specific models or tasks and cannot be applied to GNNs directly.

This paper focuses on bridging data selection and diversified influence maximization (DIM) in new GNN settings, rather than addressing classic social influence maximization problems in previous work. We propose a novel propagation model and diversity functions by exploiting the characteristics of GNNs, including both direct and indirect feature influence. We further propose a fundamentally new selection criterion by connecting GNN data selection with DIM, and demonstrate that it outperforms traditional learning-based AL approaches (i.e., achieves state-of-the-art performance for GNN data selection problem). GRAIN leverages the literature dedicated to (diversified) social influence maximization and exhibits both the feasibility and potential of such connection, which opens up a promising future direction in GNN-based active learning.

3 GRAIN FRAMEWORK

In this section, we present GRAIN, a new data selection framework for GNNs. As illustrated in Figure 1, at each round of data selection, GRAIN takes as input a graph \( G = (V, E) \), feature matrix \( X \), and computes the proposed influence and diversity measurements based on the direct and indirect influence over graph structure and \( k \)-steps aggregated embedding \( X^{(k)} \), respectively. Next, GRAIN combines the influence and diversity into a unified criterion — maximizing the diversified influence and selects a node based on this new criterion. The procedure is repeated until the labeling budget \( B \) exhausts. Below, we introduce each component of GRAIN in detail.

3.1 Feature Influence Model

Decoupled Feature Propagation. Graph neural networks define a multi-layer feature propagation process. While feature propagation and transformation might be intertwined in many GNNs, recent studies have observed that GNNs primarily derive their benefits from performing feature smoothing over graph neighborhoods rather than learning non-linear hierarchies of features as implied by the analogy to CNNs [13, 20, 58]. Thus, we separate the essential operation of GNNs — feature propagation — inherited from GNNs by removing the neural network \( \Theta \) and non-linear activation for feature transformation. Specifically, we construct a parameter-free \( K \)-step feature propagation process for a target \( K \)-layer GNN:

\[
X^{(k)} \leftarrow f(X^{(k-1)}, T, X^{(0)}), \forall k = 1, \ldots, K.
\]

where \( T \) is the generalized transition matrix, e.g., the random walk transition matrix \( T_{rw} = \tilde{D}^{-1} \mathbf{A} \), the symmetric transition matrix \( T_{sym} = \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \), etc.

Feature Influence Viewpoint. Under the given decoupled propagation mechanism, \( X^{(k)} \) is the aggregated feature obtained by propagating features from nodes within \( k \)-hop neighborhood. Hence, \( X^{(k)} \) captures the information from the subtree of height \( k \) rooted at individual nodes. By taking feature propagation as a type of influence propagation, we open up a new perspective for the data selection problems in GNNs from the viewpoint of influence maximization (IM). Inspired by [53, 62], we measure the feature influence of a node \( u \) on \( v \) by how much a change in the input feature of \( u \) affects the aggregated feature of \( v \) after \( k \) iterations.

Definition 3.1 (Feature Influence). The feature influence score of node \( u \) on node \( v \) after \( k \)-step propagation is the L1-norm of the expected Jacobian matrix:

\[
I(u, v, k) = \left\| \mathbb{E}[\partial X^{(k)} / \partial X^{(0)}] \right\|_1.
\]

The normalized influence score is defined as:

\[
I_N(u, v, k) = \frac{I(u, v, k)}{\sum_{w \in V} I(u, w, k)}.
\]
Table 1: Propagation mechanisms adopted in various GNNs. Note that each edge weight in $A_T$ means the number of different triangles it belongs to and Triangle. IA is the abbreviation of Triangle-induced Adjacency.

| Propagation Mechanism | Formula |
|-----------------------|---------|
| Normalized Adjacency [27] | $X^{(k)} = \sum_{l=0}^{k-1} a_l X^{(l)}$ |
| Random Walk [58] | $X^{(k)} = \sum_{l=0}^{k-1} a_l X^{(l)}$ |
| PPR [29] | $X^{(k)} = (1 - \alpha) T X^{(k-1)} + \alpha X^{(0)}$ |
| Triangle IA [13] | $X^{(k)} = \sum_{l=0}^{k-1} a_l X^{(l)}$ |
| SGC [66] | $X^{(k)} = T X^{(k-1)} + \alpha X^{(0)} + (k-1) X^{(k-1)}$ |
| GBP [7] | $X^{(k)} = T X^{(k-1)} + \alpha X^{(0)} + (k-1) X^{(k-1)}$ |

Given the $k$-step feature propagation mechanism (6), the feature influence score $I_\sigma(v, k)$ captures the sum over probabilities of all possible influential paths from $v$ to $u$. For example, let the generalized transition matrix be $T = T_{uv}$, the $I_\sigma(v, k)$ is the probability that a random walk starting at $v$ ends at $u$ after taking $k$ steps:

$$I_\sigma(v, k) = \sum_{p^v \rightarrow u} \prod_{i=1}^{k} a_{(v_i), (v_{i-1})},$$

where $P^{v \rightarrow u}$ is a path $\{v_i \mid v_1 \rightarrow v_{i-1} \rightarrow \cdots \rightarrow v_{k-1} \rightarrow v_k \}$ of length $k$ from node $v$ to $u$ and $a_{(v_i), (v_{i-1})}$ is the normalized weight of edge $(v_i, v_{i-1})$.

**Discussions.** GNN model family adopts a variety of propagation mechanisms, such as Random Walk and Personalized PageRank (PPR), as summarized in Table 1. The performance of different mechanisms depends on the task, graph structure, and features jointly. For example, in social networks, triangle-based propagation might help distinguishing edges representing weak or strong ties. On graphs with noisy connectivity, PPR may work well. One could also add other propagation kernels following Eq. (6). GRAIN can be applied to a large variety of GNNs by i) adopting similar propagation kernels used by these GNNs and ii) computing node influence with Eq. (8). In this way, we offer a general approach for GNN active learning from the novel perspective of feature influence.

The decoupled feature propagation in Eq. (6) enables GRAIN to perform node selection in a model-free manner, i.e., it selects the nodes to label once and for all before the GNN model starts. It is worth pointing that such decoupling in GRAIN does not strictly require the decoupled feature propagation in downstream GNN models. Besides, GRAIN also supports GNN with intertwined feature propagation and DNN transformation (e.g., GCN) and self-supervised GNN model (e.g., MVGRL [19]). The main reason for this generality is that: for both coupled and decoupled GNNs, (1) they primarily benefit from performing feature propagation over graph rather than learning non-linear hierarchies of features [58], and (2) their node influence distributions are consistently connected to probabilities of possible influential paths, e.g., [62] proves that the influence distribution in GCN is equivalent to the random walk distribution given by Eq. (9) when choosing $T = T_{uv}$ in Eq. (6).

### 3.2 Diversified Influence Maximization

**Influence Function.** Intuitively, the weak influence of a label node $u$ on $v$ with small probability $I_\sigma(u, k)$ would have limited impact on $v$ due to few influence paths to propagate labels.

Therefore, we define the activation of a node $v$ by requiring the maximum influence $I_\sigma(S, k) = \max_{u \in S} I_\sigma(u, k)$ of $S$ on the node $v$ is larger than a certain threshold value.

![Figure 2: The relationship between seed nodes $S$ ($|S| = 20$) and the test accuracy of GCN model trained on $S$ of Cora.](image)

**Definition 3.2 (Activated Node Set).** Given a threshold $\theta$, $k$-step feature propagation (6), and a set of seeds $S$, the activated node set $\sigma(S)$ is a subset of nodes in $\mathcal{V}$ that can be activated by $S$:

$$\sigma(S) = \bigcup_{\omega \in \mathcal{V}, I_\sigma(u(S), k) > \theta} \{v\},$$

Note that the threshold $\theta$ controls the value at which a node $v$ is activated (or significantly influenced) by the labeled nodes set $S$. An inactive node $v$ becomes active if $I_\sigma(S, k) > \theta$. Therefore, a larger $\theta$ requires the labeled node set $S$ to impose a stronger influence on the node $v$ in order to activate it. The budget $B$ here is the number of nodes to label, i.e., $|S| \leq B$. Given a small budget, the overall influence of the labeled node set $S$ on other nodes is relatively weak. In this case, we set a small threshold $\theta \rightarrow \theta$ to make nodes more easily to be activated, so that we can choose nodes (to label) that can activate more unlabeled nodes for model training. Otherwise, few nodes can be activated by $S$. On the contrary, given enough labeling budget, the overall influence of the label node set $S$ is relatively larger, and we should set a larger threshold $\theta > 0$ to ensure sufficient influence of $S$ on each activated node $v$.

Since increasing the influence of nodes that are already activated cannot benefit $\sigma(S)$, it is easy to derive the following theorem:

**Theorem 3.3.** $|\sigma(S)|$ is nondecreasing and submodular with respect to $S$, i.e., $V_S \subseteq T, v \not\in T, |\sigma(T)| \geq |\sigma(S)|$ and $|\sigma(S \cup \{v\})| - |\sigma(S)| \geq |\sigma(T \cup \{v\})| - |\sigma(T)|$.

**Influence Maximization.** To increase the feature/label influence (smoothness) effect on graphs, we should select nodes that can influence more unlabeled nodes. Due to the impact of graph structure, the speed of expansion, i.e., the growth of the influence, can change dramatically given different sets of label nodes. This observation motivates us to address the graph data selection problem in the viewpoint of influence maximization defined in Eq. (5). To illustrate this insight, we randomly select different sets of $B = 20$ labeled nodes and train a GCN model with the different labeled set on Cora. We sort these label sets in terms of $\sigma(S)$, and Figure 2(a) plots the relationships between influence magnitude $\sigma(S)$ and the GCN model accuracy trained with the label supervision of $S$. Even with the same number of 20 labeled nodes, Figure 2(a) shows that the accuracy tends to increase along with their influence magnitude, implying the potential gain of exploring the influence viewpoint.

**Introducing Diversity.** From Figure 2(a), we also observe that the node set $\sigma(S)$ with a similar influence still leads to different accuracy (i.e., high variance). This is because simply maximizing $\sigma(S)$
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Proposed Criterion. In this paper, we propose a new GNN data selection criterion to consider the magnitude of influence and the diversity of the influence simultaneously, from a novel viewpoint of diversified influence maximization. Specifically, our GRAIN framework adopts a diversified influence maximization objective:

$$
\text{max}_S F(S) = \frac{\sigma(S)}{|\sigma|} + D(S) \frac{\gamma}{\hat{\gamma}}, \text{ s.t. } S \subseteq \mathcal{V}, |S| = \mathcal{B}.
$$

where $\sigma(S)$ is the influence function, $D(S)$ represents the diversity of the influenced crowd; and $\gamma \in [0, 1]$ is a trade-off parameter. $\hat{\sigma}$ and $\hat{D}$ are normalization factors, commonly chosen as the maximum possible values of $\sigma(S)$ and $D(S)$, respectively.

To demonstrate our diversified influence principle, we measure the diversity of two nodes $u, v \in \sigma(S)$ with their Euclidean distance over $k$-hop aggregated feature space: $D(u, v) = \frac{1}{2} \left| \frac{X^{(k)}_u}{||X^{(k)}_u||} - \frac{X^{(k)}_v}{||X^{(k)}_v||} \right|$. Larger distance indicates higher dissimilarity of two representations. We compute the diversity of nodes in $\sigma(S)$ by their average of pairwise-distance. Figure 2(b) plots the relationship between influence diversity and the model accuracy when the influence magnitude $|\sigma(S)|$ is fixed to 400, demonstrating that the diversity significantly benefits the model performance.

3.3 Submodular Diversity Functions

However, pair-wise diversity is not monotone and submodular. To guarantee diversity and efficient greedy maximization, we next discuss a general recipe for constructing monotone and submodular diversity functions $D(S)$. Our scheme relies on enforcing the indirect influence by enabling each node in $\mathcal{V}$ can find a close node belonging to $\sigma(S)$. The diversity is enforced by avoiding repeatedly adding similar nodes to $\sigma(S)$ (i.e., those have already been affected by the indirect influence.) Based on this scheme, we define two submodular diversity functions, i.e., the Nearest Neighbor(NN) based diversity and the coverage based diversity.

Nearest Neighbor (NN)-based Diversity. We measure the indirect influence for each node $v \in \mathcal{V}$ by $v$’s distance to the activated node $u \in \sigma(S)$ closest to it in the feature space. Let $d(\cdot)$ measures the euclidean distance of two aggregated feature vectors, and $d_{\max}$ is the maximum pairwise distance. We define the diversity function as:

$$
\text{max}_{u \in \mathcal{V}} \text{ } d(X^{(k)}_u, X^{(k)}_v) \text{ is the maximum pairwise distance. We define the diversity function as:}
$$

$$
D_{NN}(S) = \sum_{u \in \mathcal{V}} \min_{v \in \sigma(S)} d(X^{(k)}_u, X^{(k)}_v) \text{.}
$$

Theorem 3.5. The function $D_{NN}(S)$ is nondecreasing and submodular with respect to $S$.

Coverage-based Diversity. Notice that $D_{NN}(S)$ is to minimize the total distance, it might incur relatively high performance variation without considering the variance of distance (and thus the indirect influence). So we further propose a coverage-based strategy emphasizing variance-reduction for more stable performance. Specifically, we assume indirect influence is only valid within each $r$-radius ball $G_u$ centered at each activated node $u \in \sigma(S)$: i.e., $G_u = \{ v \mid v \in \mathcal{V}, d(X^{(k)}_u, X^{(k)}_v) \leq r \}$. As illustrated in Figure 3, our diversity function is the aggregated indirect influence of $\sigma(S)$:

$$
\text{Definition 3.6 (Ball-diversity Function). Given a set of groups } \{G_u\} \text{ and } \sigma(S), \text{ the diversity function of seed set } S \text{ is:}
$$

$$
D_{ball}(S) = \bigcup_{u \in \sigma(S)} G_u \text{.}
$$

The influence function $|\sigma(S)|$ can be treated as the special case of $D_{ball}(S)$ with ball radius $r = 0$, i.e., ignoring the indirect influence. Similar to $|\sigma(S)|$, $D_{ball}(S)$ is apparently increasing with larger $|S|$ since more nodes can be covered. Since more nodes have not been covered with larger $|S|$, it is harder to cover more nodes, and thus the marginal gain decreases accordingly. So we have:

Theorem 3.7. The function $D_{ball}(S)$ is nondecreasing and submodular with respect to $S$.

Note that the diversity function enforcing the indirect influence of GNNs is completely new. The fundamental difference between our diversity functions and the classic approach is that the node coverage is determined by both the propagation over the graph and the distance over the feature space. For example, in our ball-diversity given by Eq. (13), the coverage of labeled node set $S$ in the feature space is the ball-covered regions centered on node set $\sigma(S)$ influenced by $S$ over the graph. By contrast, the classic coverage approach [45] only considers the covered region centered on $S$, which is designed for independent and identically distributed (i.i.d) data and fails to model the influence imposed by the graph structure.
Compared to existing learning-based methods, the key idea is to identify and dismiss uninfluential nodes in order to dramatically reduce the amount of computation for evaluating influence spread. For example, we can use the degree of nodes or the distribution of random walkers throughout the nodes to filter out a vast number of uninfluential nodes.

4 EXPERIMENTS

4.1 Experimental Settings

Datasets. We evaluate GRAIN in both inductive and transductive settings on three citation networks (i.e., Citeseer, Cora, and PubMed), one large social network (Reddit), and the largest benchmark dataset ogbn-papers100M. More descriptions about the datasets are provided in Appendix A.2.

GNN Models. We conduct experiments using the widely used GCN model and demonstrate the generalization of GRAIN on other GNNs such as SGC [58], APPNP [30] and MVGRL [19] in Section 4.5. The description of these GNNs is provided in Appendix A.3.

Baselines. We compare GRAIN (ball-D) and GRAIN (NN-D) with the following baselines: Random, Degree, AGE [3], ANRMAB [15], K-Center-Greedy (KCG) [46]. A detailed introduction of these baseline methods can be found in Appendix A.5.

Settings. For each method, we use the hyper-parameter tuning toolkit and follow the original papers to find the optimal hyperparameters. To eliminate randomness, we repeat each method ten times and report the mean performance. Specifically, each learning-based active learning strategy chooses a small set of labeled nodes as an initial pool. Like AGE, we consider the label balance, and two nodes are randomly selected for each class. Note that GRAIN can guide the node selection from scratch under the new diversified influence maximization criterion. The parameter settings, implementation detail, and reproduction instructions can be found in Appendix A.4.

4.2 Performance Comparison

In this section, we compare the performance of GRAIN with the aforementioned baselines in two typical data selection scenarios: active learning and core-set selection.

Active Learning. Let $b$ be the number of classes for each dataset (e.g., 7 for Cora and 3 for PubMed). We choose the budget $B = |S|$ from a range of $2C$ to $20C$ labeled nodes, and report the test accuracy of the GCN model trained on the selected labeled node set $S$ along with the number of labeled nodes for training in Figure 4.
As the labeling cost is proportional to the labeling budget, Figure 4 equivalently shows the improvement in terms of labeling cost.

Compared to the other baselines, both GRAIN (ball-D) and GRAIN (NN-D) quickly boost the accuracy at the beginning and consistently outperform the baselines as the number of labeled nodes grows. Concretely, the competitive baseline AGE has to label 120 nodes to achieve the accuracy of 71.4% on Citeseer, while GRAIN (NN-D) only needs 60 labeled nodes to achieve similar results, indicating that GRAIN could cut the cost (e.g., money) by half for users. This improvement demonstrates the effectiveness of our DIM selection criterion. Moreover, GRAIN can avoid the sensitivity to model accuracy inherited from the learning-based methods like AGE and ANRMAB, especially when the model is under-fitted given a small labeling budget. Concretely, GRAIN (ball-D) outperforms AGE by a margin of 8.8% on Citeseer when 18 labeled nodes are used.

To demonstrate the improvement of GRAIN on the final performance, we also provide the test accuracy using all the 20C labeled nodes. Table 2 shows that AGE and ANRMAB outperform the Random and Degree method on most graph datasets, and GRAIN (ball-D) and GRAIN (NN-D) further boost the performance by a significant margin. GRAIN (ball-D) improves the test accuracy of the best baseline AGE by 1.7-2.3% on the three citation networks while GRAIN (NN-D) also outperforms AGE by a margin of 0.9% on Reddit. Note that GRAIN (ball-D) outperforms GRAIN (NN-D) on three citation networks, while GRAIN (NN-D) performs better than GRAIN (NN-D) on Reddit. It is because the citation networks have low degrees (i.e., are sparse). Thus the model performance is more vulnerable to the variance of node feature distance (indirect influence). GRAIN (NN-D) performs better on dense graphs (Reddit) since it can minimize the total distance, while GRAIN (ball-D) outperforms GRAIN (NN-D) on sparse graphs by emphasizing variance-reduction.

We also conduct an experiment on the largest benchmark dataset ogbn-papers100M. For such large-scale graphs, the learning-based methods such as AGE and ANRMAB require extremely long training time. In our experiment, both AGE and ANRMAB fail to finish the training within two weeks, and this indicates that GRAIN (26.1 hours) could achieve at least an order of magnitude speedup. Besides, we observe that GRAIN (ball-D) outperforms the second-best method KCG by a large margin of 1.3%.

**Core-set Selection.** Core-set selection starts with a large labeled or unlabeled dataset and aims to find a small subset that accurately approximates the entire dataset. We first train the exact model with all training labels (i.e., 18217) and get the test accuracy (86.5%) on PubMed. As shown in Figure 8, we evaluate the number of labeled nodes for each core-set selection method to achieve the corresponding accuracy gap. It is evident that both GRAIN (ball-D) and GRAIN (NN-D) significantly outperform the other baselines and achieve the same accuracy gap using much fewer labeled nodes. Concretely, to achieve an accuracy gap of 2% on PubMed, GRAIN (ball-D) needs only 1% of these nodes, which means GRAIN (ball-D) outperforms AGE by 3.2× in terms of data efficiency. More results on the other graphs are provided in Appendix A.7.

**4.3 Efficiency and Scalability Analysis**

Another advantage of GRAIN is its high efficiency in node selection. We report the end-to-end runtime of active learning methods in Figure 9. Note that the end-to-end runtime results include the overhead from both the node importance measurement and node selection, and do not consider the human-intensive Oracle labeling time which depends on the complexity of a specific task and monetary budget. Moreover, GRAIN is oracle-free and model-free, that is, the labeling process is not required in the node selection. For comparison, the learning-based process of AGE and ANRMAB has to wait for the oracle to provide labels in each iteration.

Figure 6(a) shows that GRAIN (ball-D) obtains a speedup of 37×, 44×, and 231× over ANRMAB on Cora, PubMed, and Reddit respectively on GPU. To test the scalability on large-scale graphs, we sample different scales on ogbn-papers100M. Since training GCN on such a large graph will lead to the out-of-memory exception, instead, we use SGC as the training model for both AGE and GRAIN. Figure 6(b) demonstrates GRAIN achieves a linear scaling on the ogbn-papers dataset, and at least one order of magnitudes faster than AGE. To select the same number of labeled nodes on the 100M graph scale, GRAIN (ball-D) and GRAIN (NN-D) take 26.1 hours and 42.5 hours respectively, while it takes AGE more than one year to achieve this by estimating its runtime trend.
Table 3: Influence of different components.

| Method         | Cora | Δ   | Citeseer | Δ   | PubMed | Δ   |
|----------------|------|-----|----------|-----|--------|-----|
| No Magnitude   | 81.1 | -3.1| 70.8     | -3.4| 76.7   | -1.9|
| No Diversity   | 82.2 | -2.0| 71.2     | -3.0| 79.9   | -1.9|
| Classic Coverage | 82.3 | -1.9| 71.5     | -2.7| 80.2   | -1.6|
| GRAIN (ball-D) | 84.2 |    | 74.2     |    | 81.8   |    |

Table 4: Test accuracy of different models on PubMed.

| Method | SGC | APPNP | GCN | MVGRL |
|--------|-----|-------|-----|-------|
| Random | 77.8| 79.2  | 78.9| 79.3  |
| Degree | 77.3| 78.6  | 78.3| 78.7  |
| AGE    | 78.8| 79.9  | 79.4| 79.9  |
| ANRMA  | 77.8| 78.7  | 78.2| 78.9  |
| KCG    | 78.2| 79.7  | 79.3| 79.6  |
| GRAIN (NN-D) | 80.2 | 81.5 | 80.8 | 81.8  |
| GRAIN (ball-D)| 81.1| 82.0| 81.8| 82.1  |

4.4 Ablation Study

Our method combines both the influence magnitude and the diversity measures. To verify the necessity of each component, we evaluate GRAIN (ball-D) while disabling one measure at a time. We evaluate GRAIN (ball-D): (i) without the diversity and only maximize \(|\sigma(S)|\) (called "No Diversity"); (ii) without the influence magnitude and the goal is to cover the maximum number of nodes with the balls generated from selected nodes \(S\) (called "No Magnitude"); (iii) replace \(|\sigma(S)|\) with \(S\) when computing diversity (called "Classic Coverage"). Table 3 displays the results of these methods.

Influence Magnitude. The influence magnitude has a significant impact on model performance on all datasets, and it is more important than diversity since removing it will lead to a significant performance gap. For example, the gap on PubMed is 5.1%, which is much higher than the other gap (1.9%). The higher the influence magnitude is, the more labeled nodes we can use to train a GNN.

Influence Diversity. The test accuracy decreases in all three datasets if we ignore the influence diversity. For example, the performance gap is as large as 3.0% if the influence diversity is removed on Citeseer. The higher the influence diversity is, the more nodes are influenced in the aggregated feature space.

To further demonstrate the novelty of our diversity function, we add a baseline that adopts a classic coverage approach for diversity measurement. The result shows the test accuracy of GRAIN has decreased by a large margin if we replace \(\sigma(S)\) with \(S\) in the ball-diversity function, which verifies the necessity of considering propagation in the diversity measurement.

4.5 Generalization

In addition to GCN, GRAIN can also be applied to a large variety of GNN variants. GCN, SGC, MVGRL and APPNP are four representative GNNs [6] which adopt different message passings. Unlike the coupled GCN, both SGC and APPNP are decoupled, while their orderings when doing feature propagation and transformation are different. Besides, MVGRL is a classic self-supervised GNN. We test the generalization ability of GRAIN by evaluating the aforementioned four types of GNNs on 20 nodes selected by GRAIN and other baselines in the AL scenario, and the corresponding results are shown in Table 4. The results suggest that both GRAIN and GRAIN (NN-D) consistently outperform the other baselines, regardless of the coupled and decoupled GNNs. Moreover, the result also shows our proposed method GRAIN can significantly outperform the compared baselines on the top of more sophisticated self-supervised GNN such as MVGRL [19]. As shown in the table, the test accuracy of GRAIN (ball-D) could outperform KCG and AGE by more than 2% on PubMed. Therefore, we conclude that GRAIN can generalize to different types of GNNs well.

4.6 Model Interpretability

In this section, we illustrate the insight of our method and conduct experiments to explain why GRAIN obtains better performance from the perspective of influence magnitude and influence diversity. To depict the data distribution, we randomly choose 60 nodes from Citeseer and select 12 of them using GRAIN (ball-D) and AGE as the labeled set. Then we mark the seed nodes, activated nodes, and non-activated nodes in Figure 7 and use t-SNE [40] to visualize them in the aggregated feature space.

For influence magnitude \(|\sigma(S)|\), we observe that the number of non-activated nodes of AGE is larger than GRAIN, which means more unlabeled nodes are activated and get involved in the model training using GRAIN (ball-D). For influence diversity \(D(S)\), it is evident that the activated nodes of GRAIN (ball-D) scatter over different regions of the whole dataset, while the nodes gather in some specific area of AGE. In this way, more unlabeled nodes in GRAIN (ball-D) can be affected by the indirect influence from \(\sigma(S)\), and the performance is boosted accordingly.

5 CONCLUSION

GNNs are emerging deep learning models that arise naturally from the requirements of applying neural network models on graphs. Efficient and scalable data selection for GNN training is demanding but still challenging due to its inherent complexity. This paper advocates a novel perspective for GNN data selection by connecting it with social influence maximization. GRAIN represents a critical step in this direction by showing both the feasibility and potential of this connection. To this end, we define a new feature influence model to exploit the common patterns of GNNs and propose novel submodular influence and diversity functions. Experiments show that GRAIN outperforms competitive baselines by a large margin in terms of both model performance and efficiency.
A OUTLINE
This supplemental material is organized as follows:

A.1 Proof.
A.2 Datasets description.
A.3 More details about the compared GNNs.
A.4 Concrete settings.
A.5 More details about the other node selection methods.
A.6 Efficiency comparison on CPU.
A.7 Core-set selection on other graphs.

A.1 Proof

**Theorem A.1.** Function \( D_{NN}(S) \) is monotone and submodular with respect to \( S \).

\[
D_{NN}(S) = \sum_{\nu \in V} \left( d_{max} - \min_{\sigma \in \sigma(S)} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right)\right)
\]  

(14)

Proof. By definition, \( \sigma(S) \subseteq \sigma(T) \) if \( S \subseteq T \). We first prove the following lemmas:

**Lemma A.2.** Function \( f(S) = \min_{\sigma \in \sigma(S)} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) \) is non-increasing given node \( u \) with respect to \( S \).

Proof. Thus, \( \forall S \subseteq T \),

\[
f(T) - f(S) = \min \left( f(S), \min_{\sigma \in \sigma(T)\setminus \sigma(S)} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right)\right) - f(S) \leq 0.
\]

\( \Box \)

**Lemma A.3.** Function \( f(S) = -\min_{\sigma \in \sigma(S)} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) \) is submodular given node \( u \) with respect to \( S \).

Proof. \( \forall S \subseteq T, x \not\in T \), denote

\[
g = \arg \min_{\sigma \in \sigma(T \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right).
\]

Since \( \sigma(T \cup \{x\}) = \sigma(S \cup \{x\}) \cup (\sigma(T)\setminus \sigma(S)) \),

1. If \( y \in \sigma(S) \),

\[
\min_{\sigma \in \sigma(T \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) = \min_{\sigma \in \sigma(S \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right)
\]

2. If \( y \in \sigma(\{x\}) \),

\[
\min_{\sigma \in \sigma(T \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) = \min_{\sigma \in \sigma(S \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right)
\]

Therefore,

\[
\min_{\sigma \in \sigma(T \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) = \min_{\sigma \in \sigma(S \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right)
\]

(16)

Now we prove Theorem A.1:

1. \( \forall S \subseteq T, x \not\in T \),

\[
D_{NN}(S \cup \{x\}) - D_{NN}(S) = \sum_{\nu \in V} \min_{\sigma \in \sigma(S \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) - \min_{\sigma \in \sigma(S)} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right)
\]

(17)

The third line of Eq. (17) is due to Lemma A.2. Therefore, \( D_{NN}(S) \) is submodular with respect to \( S \).

2. \( \forall S \subseteq T \),

\[
D_{NN}(T \cup \{x\}) - D_{NN}(T) = \sum_{\nu \in V} \min_{\sigma \in \sigma(T \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) - \min_{\sigma \in \sigma(T)} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right)
\]

(18)

The third line of Eq. (19) is due to Lemma A.3. Therefore, \( D_{NN}(S) \) is submodular with respect to \( S \).

3. If \( y \in \sigma(T)\setminus \sigma(S) \),

\[
\min_{\sigma \in \sigma(T \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) - \min_{\sigma \in \sigma(S)} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) \geq 0
\]

due to Lemma A.2, we have,

\[
\min_{\sigma \in \sigma(T \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) - \min_{\sigma \in \sigma(S \cup \{x\})} d\left(X^{(k)}_{u}, X^{(k)}_{v}\right) \geq 0
\]

(19)

The third line of Eq. (19) is due to Lemma A.3. Therefore, \( D_{NN}(S) \) is submodular with respect to \( S \).

The last line of Eq. (20) is due to Lemma A.2. Therefore, \( D_{NN}(S) \) is nondecreasing with respect to \( S \).

\( \Box \)

A.2 Datasets description

Cora, Citeseer, and Pubmed1 are three popular citation network datasets, and we follow the public training/validation/test split in GCN [27]. In these three networks, papers from different topics are considered as nodes and the edges are citations among the papers. The node attributes are binary word vectors and class labels are the topics papers belong to.

Reddit is a social network dataset derived from the community structure of numerous Reddit posts. It is a well-known inductive dataset with a description of each post.

1https://github.com/tkipf/gcn/tree/master/gcn/data
A.3 More details about the compared GNNs

The main characteristic of all baselines are listed bellow:

- GCN [27] produces node embedding vectors by truncating the Chebyshev polynomial to the first-order neighborhoods.
- APPNP [30] uses the relationship between GCN and PageRank to derive an improved propagation scheme based on personalized PageRank.
- SGC [58] reduces the excess complexity of GCN through successively removing nonlinearity and collapsing weight matrices between consecutive layers.
- MVGRL [19] is a self-supervised approach for learning node and graph level representations by contrasting structural views of graphs.

A.4 Concrete settings

To ensure impartiality, we use the 2-layer GCN with a hidden size of 128 on all datasets. The dropout rate is 0.85 and the L2 regularization is $5 \times 10^{-4}$ for all datasets. For GRAIN (ball-D), the threshold \( \theta \) is 0.25 and the radius \( r \) is 0.05 for all datasets. For GRAIN (NN-D), the \( \gamma \) for all datasets is set to 1. Besides, \( \alpha \) is set as 0.1 in APPNP. For MVGRL, we use the official settings. To obtain a well-trained model and ensure the reliability of the model-based selection criteria in AGE and ANRMAB, 200 training epochs are allocated in each iteration. In addition, we choose \( k \) (the number of classes) nodes to label in each iteration, i.e., \( k \) in Cora is 7. Notably, for AGE and ANRMAB, the initial nodes are randomly selected, thus achieving the same accuracy as the Random method at the beginning.

We implement AGE following its open-sourced implementation and ANRMAB based on its original paper. The experiments are conducted on a machine with Ubuntu 16.04.48 Intel(R) Xeon(R) CPUs (E5-2650 v4 @ 2.0GHz), and four NVIDIA GeForce GTX 1080 Ti GPUs. The code is written using Python 3.6, Pytorch 1.7.1 [43] and CUDA 10.1. Notably, in the AL setting, we assume that the label given by the oracle is always correct. This assumption is reasonable since handling noisy oracle is orthogonal with our work and our main contributions are the node selection criterion. In practice, either experts or crowds like MTurk [50] are allowed to provide the label, and one could introduce an existing label noisy detection or correction techniques to work with GRAIN.

The detailed package requirements for GRAIN are listed on https://github.com/zwt233/Grain. Please check the "requirements.txt" in the root directory. To reproduce the end-to-end results of GRAIN, run the notebook file test.ipynb under directory 'examples'.

A.5 More details about the other node selection methods.

We compare GRAIN with the following baselines:

- Random: Select nodes randomly;
- Degree: Select nodes with maximum degree;
- AGE [3]: Combine different query strategies linearly with time-sensitive parameters for GNNs;
- ANRMAB [15]: Adopt a multi-armed bandit mechanism for adaptive decision making to select nodes for GNNs;
- K-Center-Greedy (KCG) [46]: Select nodes that maximize the distance from the nearest clustering center;
- GRAIN (ball-D): Use balls in semantic space to control the influence magnitude and diversity with the objective (13);
- GRAIN (NN-D): Use the dynamic parameter \( \lambda \) to combine influence magnitude and diversity with the objective (11).

Both AGE and ANRMAB are designed for active learning on GNNs, which adopt the uncertainty, density, and node degree to select nodes. They have to train the evaluated model since both the uncertainty and density are calculated based on the model predictions. By contrast, GRAIN considers this problem from the perspective of diversified influence maximization and the selection process is model-free.

A.6 Efficiency comparison on CPU

As GRAIN is model-free and does not rely on GPU, we also evaluate it on CPU environment and the result is shown in Figure 2. Obviously, Figure 2 shows that the speedup grows on all these three datasets. For example on Citeseer, compared to ANRMAB, the speedup of GRAIN (ball-D) increases from 44× to 237× when the GPU device is unavailable. For the 1M graph scale on ogbn-papers100M, the speedup increases from 20× to 69× when we switch from GPU to CPU. In addition, both GRAIN (ball-D) and GRAIN (NN-D) achieve higher speedups on larger graphs. Compared with AGE on ogbn-papers100M, the speedup of GRAIN (ball-D) increases from 54× to 91× on 500k and 2M on CPU, respectively. Without GPU, AGE is unable to scale to 2.5M graph scale within two weeks in ogbn-papers100M, while our proposed GRAIN is model-free and can scale to large graphs easily.

A.7 Core-set selection on other graphs

Table 5: Overview of the Four Datasets

| Dataset                  | #Nodes | #Features | #Edges | #Classes | #Train/Val/Test | Task type      | Description          |
|--------------------------|--------|-----------|--------|----------|----------------|------------------|----------------------|
| Cora                     | 2,708  | 1,433     | 5,429  | 7        | 1208/500/1000  | Transductive     | citation network     |
| Citeseer                 | 3,327  | 3,703     | 4,732  | 6        | 1827/500/1000  | Transductive     | citation network     |
| Pubmed                   | 19,717 | 500       | 44,338 | 3        | 18217/500/1000 | Transductive     | citation network     |
| ogbn-papers100M          | 111,059,956 | 128    | 1,615,685,872 | 172     | 110M/125K/214K | Transductive     | citation network     |
| Reddit                   | 252,965| 602       | 11,606,919 | 41      | 155K/23K/54K   | Inductive        | social network       |
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