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Abstract

This paper presents the ROCLING 2021 shared task on dimensional sentiment analysis for educational texts which seeks to identify a real-value sentiment score of self-evaluation comments written by Chinese students in the both valence and arousal dimensions. Valence represents the degree of pleasant and unpleasant (or positive and negative) feelings, and arousal represents the degree of excitement and calm. Of the 7 teams registered for this shared task for two-dimensional sentiment analysis, 6 submitted results. We expected that this evaluation campaign could produce more advanced dimensional sentiment analysis techniques for the educational domain. All data sets with gold standards and scoring script are made publicly available to researchers.

1 Introduction

The goal of sentiment analysis is to automatically identify affective information within texts. There are two major models to represent affective states: categorical and dimensional approaches (Calvo and Kim, 2013). The categorical approach represents affective states as several discrete classes (e.g., positive, negative, neutral), while the dimensional approach represents affective states as continuous numerical values on multiple dimensions, such as valence-arousal (VA) space (Russell, 1980), as shown in Fig. 1. The valence represents the degree of pleasant and unpleasant (or positive and negative) feelings, and the arousal represents the degree of excitement and calm. Based on this two-dimensional representation, any affective state can be represented as a point in the VA coordinate plane by determining the degrees of valence and arousal of given words (Wei et al., 2011; Malandrakis et al., 2013; Wang et al., 2016a; Du and Zhang, 2016; Wu et al., 2017) or texts (Paltoglou et al., 2013; Goel et al., 2017; Zhu et al., 2019; Wang et al., 2019; 2020; Cheng et al, 2021; Wu et al., 2021, Xie et al., 2021). In 2016, we hosted a first dimensional sentiment analysis task for Chinese words (Yu et al., 2016b). In 2017, we extended this task to include both word- and phrase-level dimensional sentiment analysis (Yu et al., 2017). This year, we explore the sentence-level dimensional sentiment analysis task on educational texts (students’ self-evaluated comments).

Structured data such as attendance, homework completion and in-class participation have been extensively studied to predict students’ learning performance. Unstructured data, such as self-evaluation comments written by students, is also a useful data resource because it contains rich emotional information that can help illuminate the emotional states of students (Yu et al., 2018). Dimensional sentiment analysis is an effective technique to recognize the valence-arousal ratings from texts, indicating the degree from most negative to most positive for valence, and from most calm to most excited for arousal. This shared task provides an evaluation platform for the development and implementation of advanced techniques for dimensional sentiment analysis in the educational domain.
2 Task Description

In this task, participants are asked to provide a real-valued score from 1 to 9 for both valence and arousal dimensions for each self-evaluation comment. The input format is “sentence_id, sentence”, and the output format is “sentence_id, valence_rating, arousal_rating”. Below are the input/output formats of the example sentences.

Example 1:
Input: 1, 今天教了許多以前沒有學過的東西，所以上起課來很新鮮
Output: 1, 6.8, 5.2

Example 2:
Input: 2, 覺得課程進度有點快，內容難以消化
Output: 2, 3.0, 4.0

3 Datasets

Training set: There are three datasets annotated with valence-arousal ratings for training: 1) Chinese Valence-Arousal Words (CVAW) (Yu et al., 2016a), which contains 5,512 single words; 2) Chinese Valence-Arousal Words (CVAP) (Yu et al., 2017), which contains 2,998 multi-word phrases; 3) Chinese Valence-Arousal Words (CVAT) (Yu et al., 2016a), which contains 2,969 sentences.

Test set: A total of 1,600 sentences were collected from the self-evaluated comments written by university students. Each sentence was then annotated with valence-arousal ratings by seven annotators and the average ratings were taken as ground truth. Once the rating process was finished, a corpus clean-up procedure was performed to remove outlier ratings that did not fall within the mean plus/minus 1.5 standard deviations. They were then excluded from the calculation of the average ratings for each sentence.

The policy of this shared task was implemented as an open test. That is, in addition to the above official datasets, participating teams were allowed to use other publicly available data for system development, but such sources should be specified in the final technical report.

4 Evaluation Metrics

Prediction performance is evaluated by examining the difference between machine-predicted ratings and human-annotated ratings, in which valence and arousal are treated independently. The evaluation metrics include Mean Absolute Error (MAE) and Pearson Correction Coefficient ($r$), as shown in the following equations.

- **Mean absolute error (MAE)**

  $$MAE = \frac{1}{n} \sum_{i=1}^{n} |A_i - P_i|$$  

- **Pearson correlation coefficient ($r$)**

  $$PCC = \frac{1}{n-1} \sum_{i=1}^{n} \frac{(A_i - \overline{A})(P_i - \overline{P})}{\sigma_A \sigma_P}$$

where $A_i$ is the actual value, $P_i$ is the predicted value, $n$ is the number of test samples, $\overline{A}$ and $\overline{P}$ respectively denote the arithmetic mean of $A$ and $P$, and $\sigma$ is the standard deviation. The MAE measures the error rate and the PCC measures the linear correlation between the actual values and the predicted values. A lower MAE and a higher PCC indicate more accurate prediction performance.

5 Evaluation Results

5.1 Participants

Table 1 summarizes the submission statistics for 7 participating teams (CYUT, NCU-NLP, DeepNLP, NTUST-NLP-1, NTUST-NLP-2, SCUDS and SoochowDS). In the testing phase, each team was allowed to submit at most two runs. Six teams submitted two runs, yielding a total of 12 runs for comparison.

---

1. http://nlp.innobic.yzu.edu.tw/resources/cvaw.html
2. http://nlp.innobic.yzu.edu.tw/resources/cvap.html
3. http://nlp.innobic.yzu.edu.tw/resources/cvat.html
5.2 Baseline
We implemented a baseline using a lexicon-based method to calculate the VA ratings of texts by averaging the VA ratings of affective words match between the texts and CVAW 4.0 (Yu et al., 2016a). For the test instances that contain no affective words in the lexicon, their VA ratings will be assigned with 5.

5.3 Results
Tables 2 shows the results of valence-arousal prediction on the test set. Most of the results outperformed the baseline. The three best performing systems are summarized as follows.

- Valence MAE: NTUST-NLP-1-run2, NCU-NLP-run2 and NCU-NLP-run1
- Valence \( r \): NTUST-NLP-2-run2, NTUST-NLP-1-run1 and NTUST-NLP-2-run1
- Arousal MAE: NTUST-NLP-2-run2, NTUST-NLP-1-run1 and NTUST-NLP-1-run2
- Arousal \( r \): NTUST-NLP-2-run2, NTUST-NLP-1-run1 and NTUST-NLP-1-run2

There is a late submission for the CYUT team because the order of their scores in the initial submission is not consistent with that of the test set, thus yielding a negative correlation. The results of the late submission show the actual performance of their proposed method.
6 Conclusions

This study describes an overview of the ROCLING 2021 shared task on dimensional sentiment analysis for educational texts, including task design, data preparation, performance metrics and evaluation results. We hope the data sets collected and annotated for this shared task can facilitate and expedite future development in this research area. Therefore, all data sets with gold standard and scoring script are publicly available4.
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