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ABSTRACT

While the number of connected devices is constantly growing, we observe an increased incident rate of cyber attacks that target user data. Typically, personal devices contain the most sensitive information regarding their users, so there is no doubt that they can be a very valuable target for adversaries. Typical defense solution to safeguard user devices and data, are based in malware analysis mechanisms. To amortize the processing and maintenance overheads, the outsourcing of network inspection mechanisms to the cloud has become very popular recently. However, the majority of such cloud-based applications usually offers limited privacy preserving guarantees for data processing in third-party environments.

In this work, we propose TrustAV, a practical cloud-based malware detection solution destined for a plethora of device types. TrustAV is able to offload the processing of malware analysis to a remote server, where it is executed entirely inside, hardware supported, secure enclaves. By doing so, TrustAV is capable to shield the transfer and processing of user data even in untrusted environments with tolerable performance overheads, ensuring that private user data are never exposed to malicious entities or honest-but-curious providers. TrustAV also utilizes various techniques in order to overcome performance overheads, introduced by the Intel SGX technology, and reduce the required enclave memory — a limiting factor for malware analysis executed in secure enclave environments — offering up to 3x better performance.

CCS CONCEPTS

• Security and privacy → Systems security; Intrusion detection systems; • Networks → Cloud computing.
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1 INTRODUCTION

Malware and cyber threats are continually evolving, urging the protection of connected machines [40]. More specifically, Cisco’s forecast predicts that the average number of devices and connections per capita will grow from 2.4 in 2017 to 3.6 by 2020, globally [3]. In addition, the percentage of usage of mobile devices grows and it is expected that smartphones will account for 50 percent of total global Internet traffic by 2022, up from 23 percent in 2017 [3]. In the meantime, cyber threats are constantly evolving, bypassing state-of-the-art countermeasures. For instance, Symantec’s monthly threat report presents a 12% ransomware activity increase only in a month time period (February to March 2019) [6]. It is obvious that malware defense software has become one of the most popular tools, since users need to mitigate any attack that aims to compromise their personal devices, protecting their transactions and sensitive data. In this work, we propose TrustAV, a flexible and practical malware detection solution. TrustAV offloads the processing of malware analysis to a remote server and it is offered as a cloud-based solution. Recently, the advent of cloud computing has led to the outsourcing of many middlebox applications, including deep packet inspection [12] and virus scanning [23]. The advantages are numerous, such as lower costs spent on equipment, operation and maintenance, better performance and scalability. However, offloading functionality and sensitive personal data (e.g. user network traffic or files) to a possibly untrusted third-party entity, automatically adds an extra layer to the attack surface. To tackle with this possibility and limit the risk, in TrustAV, the remote server is equipped with hardware assisted enclave support (i.e. the Intel SGX technology). Operating in a trusted execution environment (such as Intel SGX) shields both computation and data. The primary aim of our work is to tackle the problem of poor privacy preserving guarantees in state-of-the-art
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cloud-based malware analysis solutions. In addition, through our cloud-based implementation, TrustAV can be used on a plethora of devices, either desktop or mobile, using a thin client application. With TrustAV, we make the following contributions:

- We propose a practical cloud-based malware detection solution that provides users with strong privacy preserving guarantees regarding the processing of their personal and sensitive data remotely by utilizing hardware assisted enclaves.
- We identify and present the performance constraints that are introduced by the Intel SGX technology, specifically in relevant signature-based analysis systems (such as intrusion detection or malware detection systems).
- We reduce the enclave memory footprint of our implementation, a limiting parameter for the majority of signature-based solutions in the state-of-the-art, by developing a caching scheme that eliminates EPC swapping and offers up to 3x speedup.
- Our proposed architecture enables the protection of signature-based automata that exceed the enclave memory limits in architectures where swapping of protected memory pages is not supported.

2 BACKGROUND

2.1 Threat model

Today, organizations and enterprises tend to outsource data processing workloads to cloud providers. Providing applications as-a-service has become a very convenient trend due to lower cost and maintenance complexity. Still, these workloads contain important information about the user. More specifically, a malware detection tool has privileged access among the user files, e-mails and network traffic. Processing such sensitive information needs to be taken seriously by complying to security and privacy preserving standards in order to guarantee confidentiality. Yet, how protected can users feel regarding the safety of their data, especially when handled by parties other than themselves? We define three different entities: (i) the TrustAV client, (ii) the TrustAV server and (iii) the cloud provider. The malware scanning engine lives inside the TrustAV cloud-based server, which communicates with the clients through a network connection. We assume that a TrustAV client is installed and initially executed when the device is in a clean state, so no malicious executable has taken the control of the client or the device prior to the execution of our malware detection system. The environment that hosts the TrustAV server is considered untrusted, since there is no control over the operating system, hypervisor, the drivers, the management stack, the system’s memory, I/O devices, etc. Furthermore, even in a fully healthy environment, there is always the possibility of an honest-but-curious cloud provider, willing to learn and extract information regarding the users or the system utilization. In this work, we safeguard both users and TrustAV system from the aforementioned conditions. Obviously, the client and the server are required to safeguard the transmission and the processing of the user’s data. For the purpose of completeness, we assume an uncompromised Intel SGX enabled processor hosting the remote server. Finally, we stress that handling any side-channel attacks against Intel SGX is out of our scope.

2.2 Secure execution inside Intel SGX enclaves

Intel SGX is a hardware assisted mechanism in the form of an ISA extension to the Intel architecture. It is designed to allow secure attestation and sealing to application software executing in a secure environment that is known as enclave. The main purpose of these extensions is the protection of selected code parts and data from disclosure or modification in untrusted environments. The enclaves are protected by the CPU that is in charge of any access to the enclave memory or other protected areas of execution. Any instruction that reads or writes to the enclave and is not part of it, fails. Assuming an untrusted or even a malicious operating system, hypervisor or firmware, SGX protects the confidentiality of the enclave pages. An Intel SGX application consists of (i) the untrusted code and (ii) a trusted enclave that it securely calls into. The code and data that are part of the enclave are stored in a DRAM subset, the Processor Reserved Memory (PRM). PRM has a contiguous range and can not be accessed by any system software or peripherals. Moreover, the contents of the enclaves are stored into the Enclave Page Cache (EPC), a subset of PRM. Non-enclave software is not able to access the EPC [15]. For Intel Skylake CPUs, the EPC size is between 64 MB and 128 MB and SGX provides a paging mechanism for swapping pages between the EPC and untrusted DRAM. The data of the enclave that has to be written to the disk is encrypted and checked for its integrity. Between enclaves, SGX enables local attestation. Additionally, in the case of a third party application or software, SGX allows remote attestation to ensure that the application is uncompromised, and therefore can be trusted. SGX enables the remote system to establish a connection with the enclave, using an end-to-end encrypted channel. In Section 4, we present the details regarding the development of TrustAV utilizing the Intel SGX technology.

2.3 Signature-based malware analysis

Signature-based malware analysis is a commonly used technique in state-of-the-art systems. The data under malware analysis are processed against a set of malware signatures in order to identify the presence of malicious software. The Aho-Corasick algorithm is considered as an efficient option for multiple pattern searching, since it matches all signatures in a rule-set simultaneously. For this reason, Aho-Corasick is utilised by popular open source security solutions (e.g. ClamAV antivirus [4], Snort network intrusion detection system [30]). The algorithm constructs a finite state machine that resembles a tree, along with “failure” links between the nodes. Failure links are followed when there is no matching transition, allowing fast transitions to other branches of the tree with a shared prefix and avoiding costly backtracking. To provide a more efficient approach, a Deterministic Finite Automaton (DFA) can be built by unrolling the failure links in advance and adding relevant transitions to map each failure directly to a node without the need to follow multiple failure links at runtime. In Section 4, we present the details of our signature-based malware detection using Aho-Corasick.

3 DESIGN

In this section we describe the design and implementation of the TrustAV architecture. The overview of TrustAV is presented
in Figure 1. The two entities that compose our system are (i) the TrustAV client, which transmits the necessary files to the remote server for scanning, and (ii) the TrustAV server, which is responsible for performing the malware analysis in a privacy-preserving way. The entire malware scanning operation is performed in the cloud-based server, encapsulated inside Intel SGX enclaves. This encapsulation enables the protection of the data processing algorithms, the signature set and most importantly the privacy of the user’s data.

### 3.1 TrustAV Client

The TrustAV client implements three distinct functionalities, using three different components. The client prompts the users to select files or file system regions that they wish to scan and provides a set of actions for each file that is found to be infected. Once the selection is defined, it gathers the data and periodically checks their status by comparing their hash values against known hash values kept in a whitelist. Finally, the client transfers the files whose hash values did not match with the whitelist to the cloud-based TrustAV server which performs the malware scanning and reports the results. The client is required to provide minimum effort and functionality, while the computationally intensive malware scanning is performed by the TrustAV cloud-based server. In this way, the server remains independent from the client implementation, while multiple client versions can be developed to support different platforms and operating systems.

The hashing component is responsible for retrieving the data from the client’s file system. The data can be found in the form of various files present in the file system, such as photos, videos, audio files or applications. The client periodically hashes all selected files and directories and forwards the hash values to the whitelist component. The window of the periodic scanning can be defined by each user depending on the device type and current status of each device. The client’s whitelist component is responsible for comparing the hash values obtained by the hash computation module against a list of hashes that have been calculated from a known clean state of each file. If the hash values do not match a given file, it is marked as suspicious and the client has to forward it to the cloud-based TrustAV server for malware scanning. Moreover, the client is responsible for the maintenance of the whitelist by managing the entries of new or deleted files and updating existing entries with new benign hash values. The motivation for this periodic hash-checking functionality is threefold. First, calculating and comparing hash values against a set of known hashes—which represent the clean state of files—can be quick and efficient given the plethora of different hash algorithms available. Second, it is a fast preliminary way to filter out benign files from possibly infected ones without having to perform complex malware analysis on every file and application of a device. This allows the TrustAV client to be easily implemented for a wide variety of commodity devices (e.g., desktop, smartphone). Third, by marking only a limited subset of files as potentially infected, we minimize the amount of data that need to be transferred to the remote TrustAV server, improving the overall performance of our system and minimizing the cost for users who perform virus scanning using metered connections, mobile data plans or are connected via a low bandwidth channel.

The most important component of the TrustAV client is the secure communication with the remote server. This component ensures that all the potentially infected files are transmitted to the TrustAV remote server for a thorough malware analysis, in a secure and privacy-preserving manner. Each file is first encrypted using a secret cryptographic key, that is pre-established with the server. After the successful transmission of the marked files, it awaits for the remote server’s response. This response is received in an encrypted form, and contains details about the infected files, such as the risk level and the actions to be taken by the user. According to the information provided by the TrustAV server, the client prompts the user with possible actions in order to handle the infected files in the file-system. Then, the whitelist module updates the list for every file whose contents changed in a benign way, thus leading to the generation of a new hash value, and removes the entries of the deleted files.

### 3.2 TrustAV Server

The server is able to accept connections from multiple TrustAV clients and perform malware analysis on the incoming data. The server maintains an updated signature-set, used for the malware analysis. By keeping the entire signature-set on the remote server, the system is able to benefit in two ways. First, the system does not rely on each user to maintain the latest signature-set locally. Second, a major benefit of offloading the entire malware analysis on the cloud-based TrustAV server is the ability to utilize the Intel SGX enclaves, provided by recent Intel processors. Using SGX enclaves we are able to execute the entire life-cycle of the virus scanning process in a trusted environment, ensuring that any sensitive data obtained by the users, cryptographic keys and signature-sets are never exposed in the server’s DRAM or file system. This attribute is crucial for two reasons. First, we can guarantee that users can securely offload sensitive data to the remote server for malware analysis without risking leakages. Second, even if malicious actors manage to compromise the server, they will not be able to identify the signatures used in the signature-set or tamper it in any way. Moreover, Intel SGX enclaves ensure the secure code execution. This makes the virus scanning algorithms immune to attacks while they are executed, preventing code tampering or data leakage from variables in use. Finally, since Intel SGX enclaves operate as a reverse sandbox and the enclave hosting the malware scanning engine only communicates with the client, user data are not accessible even by honest-but-curious providers, hosting the server, ensuring the privacy of the offloaded user data.

The user’s data are received in encrypted format by the TrustAV server and are forwarded inside the Intel SGX enclave hosting the engine of our system. Once inside the secure enclave, the data are decrypted and prepared for processing. The cryptographic keys required for the successful decryption of the client’s data exclusively reside inside the SGX enclave. In this way, the secret keys and sensitive data, such as personal documents or photos, are never present in plain-text format in the server’s file system or DRAM and they remain inaccessible even by the server’s host/provider. Moreover, even if the non-SGX part of the TrustAV server or the hosting infrastructure gets compromised, the keys and the private user data can not be obtained.
The malware scanning component constitutes the core of our system and is responsible for processing the incoming data using a given malware signature-set. The entire functionality of this component along with all required data, such as the signature-set, reside only inside the Intel SGX enclave. Each rule is assigned with a unique ID and it is consisted of a set of patterns and information metadata, describing the malware functionality, the risk level and suggested actions. The virus scanning process is performed inside the enclave once the data are decrypted using each client’s secret key. When a rule is successfully triggered by an input file, the corresponding metadata along with the file information are processed in order to be forwarded to the client as a status report.

The report generation is performed by a separate component, which also resides inside the secure enclave. During this process, the TrustAV server receives results from the malware scanning engine and generates a report that will be processed by the TrustAV client. This report contains information about the malicious files detected, such as filenames, risk level, scanning date, etc. When the report is constructed, the server encrypts it, while still inside the enclave, and then it is forwarded to the corresponding client. Ensuring that the scanning report never lives outside of the SGX enclaves in plaintext format is very important for the user’s privacy. By rendering the report inaccessible outside the user’s device or the server’s SGX enclave, attackers or honest-but-curious entities, such as the service provider, can not obtain any information about the user’s private data. In combination with protecting the signature-set inside the enclaves, we also eliminate the possibility of malicious entities injecting custom signatures and observe the generated report in order to infer information that could threaten the privacy of the user’s data. Moreover, the report is randomly obfuscated so that its size cannot be used in order to infer information about the number or type of identified malware.

3.3 Service Registration

The registration process is the first task performed by TrustAV when the client is initiated on a user’s device. At the first step of this process, the client communicates with the TrustAV cloud-based server and exchanges a shared key. During this process, the server generates a client ID and stores the shared key along with the corresponding ID inside the SGX enclave. The second step is the generation of the list containing the hashes of each file at a clean, uninfected state. For this reason, the client hashes every selected value, and temporarily populates the whitelist. Then, every file is transmitted to the remote server for malware analysis. Once the server responds with the report, the hash values of the uninfected files are considered permanent in the whitelist and all the malicious files, if any, are handled by the user according to the report. When the registration process is finished, the TrustAV client prompts the user for a periodic hashing interval and the system defaults in automated periodic scanning.

3.4 Remote Attestation

TrustAV can leverage the Remote Attestation services, provided by Intel in order to further increase the security and level of trust of the SGX-enabled server. Using remote attestation, the TrustAV client challenges the server to verify that the core part of the engine is located inside a signed SGX enclave, executed on an SGX-enabled processor. In this way, we eliminate the possibility of a malicious entity posing as an SGX-enabled TrustAV server in order to obtain access to a user’s private data. Moreover, we prevent entities executing the TrustAV server in SGX-debug mode, trying to obtain access to the user’s sensitive data and server’s secret keys via the use of debuggers.
4 IMPLEMENTATION

In this section, we present the implementation of the applications that compose TrustAV. We provide detailed description of the malware scanning process as well as the steps required to develop an SGX-enabled malware scanning engine, operating on a cloud-based server to protect and preserve the privacy of the user’s data.

4.1 Malware Scanning Inside SGX Enclaves

Our malware scanning engine is based on the Aho-Corasick pattern matching algorithm, as it is one of the most efficient and widely used, found in many signature-based solutions, such as the popular open-source ClamAV. TrustAV performs the entire malware scanning process inside Intel SGX enclaves in order to preserve the privacy of the offloaded data, the security of the executed code and the integrity of the signature-set.

As described in Section 2.3, in most implementations, the patterns are compiled into a state machine (DFA) which is constructed as a tree with each node containing information about the state it represents, as well as various metadata. However, this state machine structure is not optimal in order to be used inside SGX enclaves. The reason is twofold: (i) the generated tree requires a lot of memory in order to be represented while the live available memory of SGX enclaves is quite limited, (ii) traversing the nodes located scattered in memory during the pattern matching process eliminates possible caching effects and reduces the sustainable performance. In order to address these constraints that can play a significant role in terms of performance, we choose to represent the DFA as a serialization of the state machine tree to a single-dimensional integer array. First, we compile all the available malware signatures into a single Aho-Corasick DFA. Next, we serialize the produced tree as a two-dimensional integer array. This array consists of 256 columns, which represents the size of the ASCII set (i.e. all the values that a single input byte can take), and N rows, where N is the number of the states in the DFA. Each row represents a DFA state and each cell contains the ID of the next valid transition, corresponding to the ASCII character that the cell represents. In order to traverse the serialized DFA tree, the matching process starts from state 0 (row 0) and selects the appropriate column, according to the ASCII value of the first character of the input. In this cell, it finds the next valid state, which is located in another row of the array. Then, it fetches the next character from the input and moves to the cell pointed to by the row given in the previous step and the column given by the ASCII value of the current character. The final states in the array are annotated with a negative sign. When the task hits a negative state, a match has been successfully found. Then, the search is continued using its absolute value for the next step. The fail states either point the matcher to a previous valid state or to the initial state 0. In practice, as we stated earlier, this array is single-dimensional and all the rows that we mentioned in our example are concatenated. Since the size of every row is 256 integers, the matcher traverses the array as follows: state = dfa[state * 256 + current_input_byte]. For this reason, the serialization of the state machine provides a second important benefit to our system. The malware scanning function requires only a few lines of code, rendering it very fast and efficient but, most importantly, produces a minimal Trusted Computing Base (TCB) which is very easy to audit and eliminate any security threatening software bugs.

4.2 SGX Enclave I/O

With the malware scanning process and the signature-set secured inside SGX enclaves, the second—and most important—part of our implementation is to provide secure and efficient I/O with the enclave. The only entry point offered by the enclave is utilized for user-data entry. Since the SGX enclaves do not have access to system calls, the network sockets, necessary for receiving client data, are managed by the non-SGX enabled part of the TrustAV server. The data arrive encrypted via the network while the secret keys required for their decryption exclusively reside inside the SGX enclave. Entering the enclave is achieved via the use of an Ecall function. However, multiple consecutive calls to this function can impose a performance overhead to the system. For this reason, we batch incoming encrypted client data using a buffer in the non-SGX enabled part of the application and transfer the buffer into the enclave once it is full. The size of this buffer can be optimized dynamically according to the current workload. Once a batch of user data is gathered, it is forwarded into the enclave for processing.

Before the malware scan can take place, the matcher decrypts the user data with the corresponding key, inside the secure enclave. This ensures that while a compromised server can block the data forwarding into the enclave, the data and the secret keys never reside in main memory or the file-system in plain-text format. The malware analysis results are compiled as a report that can be then parsed by the client. This report contains information about the infected files and the identified malware as well as recommended actions that a user could perform to mitigate each threat. The only data output point of the enclave is utilized in order to transmit the report back to the TrustAV client. Once again, the report is encrypted inside the SGX enclave using the client’s secret key. This action is performed in order to guarantee that external observers will not be able to gain any useful information that could disclose the user’s file contents or types. After its successful encryption, the report is forwarded to the non-SGX enabled part of TrustAV server in order to be transmitted the client via the network. As an extra privacy preserving guarantee, the report is generated each time with an arbitrary size in order to prevent attackers to infer information by monitoring the report’s size.

4.3 Performance Optimizations

One of the biggest challenges of modern signature-based solutions (such as Snort, ClamAV, and TrustAV) is the memory footprint of the signature automata. Usually, the performance of applications that utilize multi-pattern matching algorithms, such as Aho-Corasick, is limited by the cache size provided by the CPU. Once the signature automaton exceeds the cache size, cache misses can greatly hinder the system’s performance—a problem that only gets worse as the automaton increases in size when new rules are added. This challenge reaches a new dimension when such an antivirus engine is designed to be executed inside secure SGX enclaves. During execution, enclave code and the required data are placed in a special memory region called Enclave Page Cache (EPC). This
region is protected by being encrypted by a dedicated chip called Memory Encryption Engine (MEE). In this way, memory pages are only decrypted inside the physical processor core while external reads on the memory bus can only observe encrypted data. The EPC size is set by the BIOS and can reach up to 128MB. The SGX driver for the Linux platform supports page swapping, allowing SGX to remove pages from the EPC and place them encrypted in unprotected memory as well as restore them when they are referenced. Pages cannot be removed until all cache entries referencing them have been removed from all processor logical cores. This property of the SGX driver provided for Linux allows the allocation of the memory required to store automata exceeding 128MB. However, the random accesses in the automaton’s states during the matching process produce a substantial number of accesses to pages stored in unprotected regions, triggering the expensive process of restoring such pages—an overhead that is being added to the one already introduced by the increased number of cache misses as at this point the automaton size is greater than the cache size by orders of magnitude. During the preliminary testing of our system we discovered that this issue becomes very prominent when more than 50% of the input data are infected with malware. Similar behaviour deriving from EPC size is also observed in the literature [9]. Moreover, the SGX driver for Windows does not support this swapping functionality, meaning that automata greater than 128MB cannot be stored inside enclaves at all. Considering that automata containing 5000 patterns exceed 128MB, even after serialization, EPC size is a strong limiting factor for porting our application to Windows as well as for every signature based solution that wishes to utilize SGX enclaves.

In order to address this constraint, we develop two custom caching systems, aiming to minimise accesses to pages stored out of EPC as well as enable the protection of big automata for the Windows platform without sacrificing security. Our first approach is a simple cache with configurable size that is limited to 90MB, allowing other data and code to be stored inside the EPC without triggering swapping. This cache stores the first \( n \) automaton states while the rest are stored in untrusted memory. In order to protect this part of the automaton, we encrypt each individual transition separately using AES-GCM as provided by the SGX SDK. This process is performed using SGX enclaves for the entire automaton during its compilation, enabling the reconfiguration of the cache size, while the keys required for decrypting the transitions are exclusively stored in the enclave. The SGX enclave is able to access untrusted memory with minimal overhead. During execution, if a transition is not found in the cache, the matcher fetches a copy of its encrypted counterpart, decrypts the contents inside the enclave and proceeds with the malware scanning. In this way, we eliminate the need of costly secure swapping of EPC pages an enable the use of big protected signature-sets for Windows. As we describe in Section 5, this caching system is very efficient due to the fact that according to our micro-benchmarks, in most cases, caching 25% of the automaton results to an average of 85% cache hit ratio when the data are 100% infected. Utilizing the same encryption scheme, we further optimize the caching system by replacing the simple mechanism with an LRU cache. Our goal at this step is to further improve the cache hit ratio while decreasing the cache’s memory footprint in order to minimise CPU cache misses and possibly enable the simultaneous operation of several caches, serving different rule-set automata. In order to achieve this, we implement the LRU as a double-linked list with each node holding information about the cached transitions. LRU look-ups are performed using a hash table with each entry being a pointer to a queue node in order to minimise the memory footprint. Finally, we eliminate constant memory allocations when transitions are inserted or evicted from the cache by implementing a memory pool that performs the required allocations during initialization.

### 4.4 TrustAV Clients

Aiming to cover the vast majority of devices and platforms, we implement both a desktop and a mobile client. The desktop version is targeted for traditional desktop/server devices while the latter is developed as a standard Android APK, that can be utilized by smartphones, tablets and Android-enabled IoT devices.

Both clients perform the service registration with the server, as described in Section 3. The hashing of the selected files is performed using SHA-256, utilizing the appropriate libraries offered by each platform. Moreover, the clients implement secure persistent storage of the white-list by exporting it to the file-system encrypted. The exported white-list is also paired with checksums in order to ensure its integrity.

The main difference between the two clients is the fact that the desktop implementation is able to utilise remote attestation in order to further enhance the security of the connection with the remote server. This functionality is not available for the Android platform but is not a strong requirement for the execution of our system. Finally, the mobile client offers several options for the fine grained configuration of the scanning intervals in order to minimise network traffic when the device is using a metered connection and optimise battery consumption. Clients targeting other mobile or desktop platforms can be easily developed by implemented the described functionality.

### 5 EVALUATION

In this section we present the evaluation of TrustAV. First, we analyze the performance characteristics of our malware scanning engine and explain the performance overhead introduced by the usage of hardware assisted enclaves (i.e. Intel SGX enclaves). Then, we evaluate the performance of our caching systems and present their effectiveness compared to default SGX page management.

#### 5.1 Evaluation setup

**Hardware Setup.** The TrustAV server is hosted on a commodity desktop, based on an eight-core Intel i7-8700K CPU, running at 3.7GHz, providing support for Intel SGX enclaves. The system is also equipped with 32GB of DDR4 RAM clocked at 2400MHz.

**Malware Signatures and Workloads.** We evaluate the performance of our system using malware signatures utilised by ClamAV. Specifically, we generate sets that contain a varying number of randomly selected signatures (i.e. 10, 100, 1000, 10000, 20000 and 30000), extracted by ClamAV’s malware signature database. Each set is compiled into a separate automaton, as described in Section 4. In addition, we generate four different input streams for each signature-set, containing 512MB of data. These streams are composed by various files, injected with signatures so that they report 0%, 10%, 50% and 100% matches. In order to stress the limits of TrustAV, all input
Figure 2: Throughput evaluation of our malware scanning engine when executed with and without Intel SGX enclaves. Six different signature sets are tested against custom input infected by 0%, 10%, 50% and 100%.

5.2 Malware Analysis

Figure 2(a) illustrates the sustained throughput achieved by our malware analysis system when executed without using Intel SGX enclaves, while Figure 2(b) presents the performance, when TrustAV is entirely executed within secure enclaves. In addition, each automaton used in each execution is located inside the enclave memory space. Comparing the results, we can see that securing the execution within SGX enclaves adds no more than 19% overhead in execution time when the signature set is able to entirely fit in EPC. This overhead occurs due to (i) the execution of the added CPU instructions, (ii) the accesses inside the enclave’s encrypted memory and (iii) the time required to enter and exit an enclave. On the other hand, we can see that the overall execution throughput is reduced for automata exceeding the EPC size when the input streams are infected by 50% or more. In such cases, the multiple frequent random accesses to every automaton state produce a high number of accesses to EPC pages stored in untrusted memory. This behaviour triggers the costly process of restoring them in EPC and evicting others that might be shortly needed after processing only a few bytes from the input. Despite the fact that this issue is not observed with low input stream infection rates, it should be addressed as it severely affects highly infected input data streams by reducing the overall performance by an order of magnitude.

In order to identify the performance penalty introduced by securing the signature automata, storing them inside the SGX enclave, we re-evaluate the throughput of our malware scanning engine with a different setup. In this case we execute TrustAV server with SGX support but we store the automata in unprotected memory in plaintext format. Since SGX enclaves have full access to unprotected memory with minimal overhead, our engine is still able to process the input streams without exposing the user’s data which are still secured and processed inside the enclave. The results of this analysis are presented in Figure 3. Comparing the sustained throughput achieved with automata that exceed EPC size against the performance reported in Figure 2(b), we notice that with this setup the overall performance is significantly increased. This benchmark also provides us with useful information for the implementation and evaluation of the caching systems, described in Section 4.3, as this is the maximum performance that could theoretically be achieved if the EPC page swapping is minimized by 100%. If the TrustAV hosting facility can be completely trusted and the integrity of the signature-sets can be guaranteed or in cases where system performance is a strong requirement, this setup can still be utilized as user data are still never exposed out of the secure enclaves. However, it is not the optimal scenario as potential tampering of the signature set is possible and in such cases frequent integrity checking of the automata should be performed as a minimum countermeasure.

5.3 Performance Optimizations

In this section, we evaluate the performance of the two caching systems that we implement in order to address the performance penalty introduced by severe EPC page swapping, discussed in Section 5.2. By analysing our system’s performance with the automaton protected inside the secure enclaves as well as stored in untrusted memory in plain-text format, we are able to identify the introduced overhead for protecting the automaton and the possible maximum performance.

Aiming to preserve TrustAV’s security and privacy guarantees, we explore the possibility of encrypting each automaton state using AES-GCM, provided by the Intel SGX SDK, and storing the automaton in unprotected memory in cypher-text format. In this setup, every referenced state is only decrypted inside the SGX enclave during processing and remains protected but without being allocated in EPC pages. We evaluate this setup for automata exceeding EPC capacity using input streams containing only infected files and present the results in Figure 4. While this setup eliminates the need
for EPC page swapping, we notice that the performance is lower compared to storing the automaton inside the enclave and letting the SGX driver perform EPC page swapping. The main reason for this is that the decryption of each state using AES-GCM is slower than EPC page swapping, which is backed by the MEE implemented in hardware. Moreover, we notice that this is also the worst case performance for a cache implementation with minimum complexity, operating at 100% cache misses. After exploring the theoretical maximum and minimum performance boundaries of our system, we implement the two caching systems described in Section 4.3 and present their performance evaluation in Figure 4. For this evaluation we use the three signature automata that exceed the EPC memory limits, processing the input streams containing only infected files that produce the worst memory access patterns in the automata. In the simple cache setup, we store up to 90MB of each automaton in EPC, leaving enough memory for the application code, the batches of input data and the malware report generation process. The rest of the automaton is stored in cypher-text format in unprotected memory. Upon a cache miss, the state is fetched from the untrusted memory, decrypted inside the enclave and discarded after usage. We notice that this setup eliminates EPC page swapping while at the same time reduces the accesses to encrypted states in untrusted memory as it offers high cache hit rate, especially for the automata containing 10000 and 20000 patterns. More specifically, we notice that for the used rule-sets, caching 25% of the automaton yields 85% cache hit ratio, meaning that performance can be significantly improved by caching only a small portion of the automaton, as shown in Figure 4. However, this performance benefit gradually decreases as the automaton increases in size and lower percentages of its states can be stored without violating EPC memory limits.

We conclude our evaluation by presenting the sustained throughput achieved by replacing the simple caching system with an LRU cache and executing TrustAV with the same automata and input streams as described above. As we can see in Figure 4, the LRU cache yields the best results for the automata containing 10000 and 20000 patterns by further increasing the cache hit rate, efficiently utilising the available EPC space. However, we notice that it can not outperform the simple cache when processing the input stream using the automaton containing 30000 patterns. The reason for this behavior is that with the given EPC memory limit, the LRU can not store enough states in order to provide substantial cache hit rate increase, compared to the simple cache, while LRU cache misses are more expensive since at each cache miss a state has to be evicted and a new one has to be stored, constantly updating the LRU data structures.

6 RELATED WORK

As expected, the research community in the area of security focuses on malware detection to protect users and organizations from cyber threats that are continually evolving. ClamAV is the most popular open-source anti-malware solution that speeds up scanning and matching [4]. CloudAV was one of the first works to put forward the notion of cloud-based malware scanning while [25] extends CloudAV to the mobile environment. Although CloudAV achieves high detection rate, it exposes sensitive information without preserving the users privacy [24]. SplitScreen implements a distributed anti-malware system to speed up the malware scanning using bloom filters [13]. RScam is another cloud-based anti-malware system which provides efficient security service and data privacy protection for resource-constrained devices [38]. Still, RScam assumes a trusted server environment. In this work, we propose a practical cloud-based malware detection engine using hardware assisted enclaves to shield user data and preserve their privacy. CloudNet is a GPU-accelerated anti-malware engine for cloud services [18]. While some works focus on improving the performance of malware detection systems (e.g. [44]), in this paper we tackle the urge for strong privacy preserving guarantees when it comes to computational offloading to untrusted environments, where users have no control over the manipulation of their personal data. Handheld devices contain a large percentage of personal data, as for instance pictures or transcripts, making them a promising target.
for frauds [31, 37]. Some of the most popular commercial applications on mobile malware detection are the AVG Antivirus [1] and Avira mobile security [2] solutions. Google provides its own solution, namely Google Play Protect, as a built-in application that automatically scans and verifies Android applications installed [5]. Unlike TrustAV, this solution is destined only for Android applications retrieved from Google’s Play Store. Similar research works based on signature scanning, propose solutions that aim for low power consumption [19, 21]. Other techniques for malware detection are code and API call analysis, like in ScanMe Mobile [48] and [7], respectively. In Paranoid Android [28], security checks are applied on remote security servers that host exact virtual replicas of devices, applying multiple detection techniques simultaneously. Other works, utilize machine learning techniques to apply malware detection on mobile devices [8, 47]. Finally, Deyannis et al. propose a GPU-assisted antivirus solution on Android devices through edge offloading [16]. While our work is based on the same grounds (i.e. the malware detection with support for mobile devices), we advance the state-of-the-art by proposing a practical, yet secure, malware detection engine that strongly focuses on preserving user privacy, offloading the processing of personal data inside a trusted execution environment.

As the need for lower costs, higher performance and scalability rises, outsourcing network processing applications to the cloud has become tempting. APLOMB is a service for outsourcing enterprise middlebox processing to the cloud [34]. To provide confidentiality, BlindBox proposes the processing of encrypted traffic [35], something that leads to impractical computational requirements. Likewise, Embark, aiming to offer security and confidentiality, enables a cloud provider to support middlebox functionality by processing encrypted traffic [20]. A common service that cloud-based services providers offer is storage, yet, there is no transparency over the manipulation of user data [22, 43, 45, 46]. CloudFence provides transparent data tracking capabilities to both service providers and users [26]. As already mentioned, TEEs, such as Intel SGX, can guarantee data and code protection. Thus, recently, a significant number of works focus on proposing the exploitation of this technology for outsourced applications in the cloud. For instance, VC3 [33], Opaque [49] and [14] offer privacy preserving data analytics in the cloud using Intel SGX. EnclaveDB [29] is a database engine that can guarantee confidentiality, integrity, and freshness for data and queries. In addition, EndBox [17], ShieldBox [41] and SafeBricks [27] focus on securing middlebox functionality using Intel SGX. Unlike these works, our system aims to serve a cloud-based anti-malware solution for any device type respecting their diverse requirements. Finally, while there are works that enable the execution of unmodified applications in enclaves (e.g. [9, 10, 36, 39, 42]), we choose not to follow such approach (i.e. execute our antivirus solution on top of SGX using one of the aforementioned tools) since these tools result to an increased trusted computing base (TCB), which widens the attack surface [11, 32].

7 LIMITATIONS AND FUTURE WORK

Our proposed TrustAV cloud-based malware scanning solution is based on a pattern matching technique in order to identify infected data. As discussed in the paper, such approaches can face performance limitations when the automata required for the data processing are not able to entirely fit in secure enclaves and the input data are highly infected. Also, it is possible that, in certain applications, our TrustAV server might operate with more than 3000 virus signatures in total. Depending on the use-case, preliminary testing should be applied in order to identify the properties of the automaton as different rules might generate automata with different caching characteristics while the access patterns on each automaton depend on the nature of the input data. As future work we plan to extend our system so that the server can identify which rules should be applied on each input stream. In this way, the server will be able to utilize subsets of the rule-set so that smaller automata will be generated, providing smaller memory footprints and better caching properties. We expect that this technique will further improve the overall performance of our system, regardless of the infection rate of the input data.

For the evaluation of our proposed system we utilize real malware signatures, extracted by the database of the popular open-source antivirus ClamAV. The input data streams are synthetic but contain data that trigger all the malware signatures used. We chose to evaluate our systems using synthetic input in order to be able to control the infection rate as well as provide input that triggers the worst possible access patterns in the automata. In this way we can stress the limits of our system and provide a thorough evaluation. In the future, we also plan to evaluate the end-to-end performance of our system using real input streams collected by various platforms.

It is true that side-channel attacks are proven to be feasible on SGX enclaves. However, protecting SGX enclaves from side-channel attacks that either focus on software or hardware bugs is orthogonal to TrustAV and thus we consider that it is out of scope of our work. However, any successful attempt to protect SGX-enabled code/hardware has a direct benefit to our system and we plan to integrate such protections in the future, should they become available.

8 CONCLUSION

In this work, we propose TrustAV, a practical and privacy preserving cloud-based malware analysis solution. TrustAV offloads the intensive process of malware analysis to a remote server with Intel SGX support to protect offloaded personal data as well as the scanning execution against untrusted parties. TrustAV is capable to perform with a minimum performance overhead, which is introduced by the utilization of hardware assisted enclaves. To reduce the memory footprint of our implementation, an important limiting parameter for the majority of equivalent solutions in the state-of-the-art, we develop a caching scheme that eliminates EPC memory swapping and offers up to 3x speedup.
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