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We describe a quantum scheme to “color-code” a set of objects in order to record which one is which. In the classical case, \( N \) distinct colors are required to color-code \( N \) objects. We show that in the quantum case, only \( \frac{N}{\sqrt{e}} \) distinct “colors” are required, where \( e \approx 2.71828 \). If the number of colors is less than optimal, the objects may still be correctly distinguished with some success probability less than 1. We show that the success probability of the quantum scheme is better than the corresponding classical one and is information-theoretically optimal.

I. INTRODUCTION

We will describe a quantum scheme for “color-coding” a set of objects in order to record which one is which. That is, we want to be able to tell which is the first object, which is the second, and so on, by looking only at the “color-code” quantum labels on the objects.

First, we consider a few examples to clarify the problem. The classical version of color-coding can be stated as follows: suppose Alice has \( N \) identical boxes. Inside each box, she writes an integer between 1 and \( N \), using no integer twice. Alice wants to send the boxes to Bob and have him guess which number is in which box. Alice helps Bob using a classical color-code: she paints a colored dot (say, red or green) on the outside of each box. Alice cannot control the order in which Bob receives the boxes, or mark the boxes in any other way. In other words, Alice is sending the boxes through a classical channel that applies an unknown permutation, and Bob is to guess which permutation was applied. What procedure should Alice and Bob follow to maximize the probability that Bob will guess the permutation correctly? This problem is an instance of process tomography - reverse engineering an operation (a permutation in this case) by examining its effects on an initial state.

For \( N = 2 \) with two colors, Alice need only paint a red dot on box 1, and a green dot on box 2. Bob can then state the correct order with perfect certainty. In general, Alice needs \( N \) distinct colors if Bob is to distinguish \( N \) boxes with perfect accuracy. In the quantum case, however, we will prove that Alice only needs \( \frac{N}{\sqrt{e}} \) different colors, where \( e \approx 2.71828 \) is Euler’s constant.

We analyze the classical case first. Alice is to choose an initial color sequence such as \( \psi = \text{“Red Red Green.”} \). The first color in this list corresponds to box 1, and so on. Alice may choose \( \psi \) either deterministically or randomly, but randomness never helps her (by concavity \[\int\]).

Given a \( \psi \) with \( n \) red dots, the number \( n \) is conserved by the permuting channel, so Bob can only receive \( \binom{N}{n} \) distinct messages. Then the success probability is at most \( \binom{N}{n}/N! \leq \binom{N}{n}/N! = (N!/(\sqrt{2})^{2})/N! = 1/(\sqrt{2})^{2}. \)

To achieve this maximum, Alice could label boxes 1, \ldots, \( \frac{N}{2} \) with red dots, and boxes \( \frac{N}{2} + 1, \ldots, N \) with green dots. Bob would then have to guess the ordering within the red set and within the green set.

If Alice is allowed to use \( d \) different colors instead of just 2, her optimal strategy is to label an equal number of boxes with each color, and her success probability is \( 1/(\frac{N}{d})^{d} \) (with slight variations if \( d \) does not divide \( N \)).

II. QUANTUM COLORS ON THREE OBJECTS

Now let’s consider the quantum version. Instead of labelling boxes with classical colors (red or green), Alice labels them with quantum spins that can point \( |\uparrow\rangle \) or \( |\downarrow\rangle \). As a starting example, suppose there are \( N = 3 \) boxes.

Alice can “color” the boxes with any quantum state \( |\Psi\rangle \in (\mathbb{C}^{2})^{\otimes 3} \), including entangled states. When Alice initializes the state, the first copy of \((\mathbb{C}^{2})\) corresponds to box number 1, and so on. As in the classical case, Alice may as well choose \( |\Psi\rangle \) deterministically.

Then Bob receives a state \( \Gamma(\sigma)|\Psi\rangle \), where \( \sigma \) is a random permutation, and \( \Gamma(\sigma) \) is the unitary operator that permutes the 3 spins via \( \sigma \). Bob wants to perform some measurement on this state that allows him to deduce \( \sigma \).

We want to know: can Alice improve on the classical protocol, perhaps by entangling the 3 quantum systems? Remember that in the classical case, the states that Bob can receive all have the same number of red boxes. This limits the distinguishability of the received states. But in the quantum case, Alice can use a signal that is in a superposition of several different numbers of red boxes. So the classical limitation may no longer hold.

In the classical case, the optimal protocol lets Bob guess the correct permutation with probability \( \frac{1}{4} \). To understand the quantum case, we have to consider the irreducible representations of the action of the permutation group \( S_{3} \) on \( V = (\mathbb{C}^{2})^{\otimes 3} \). That is, we must divide \( V \) as finely as possible into subspaces that are preserved by \( \Gamma(\sigma) \) for all \( \sigma \). The vector space is 8 dimensional, and there are 6 irreducible representations: 4 one-dimensional and 2 two-dimensional. The one-dimensional representations are the spans of the vectors \( |\uparrow\uparrow\uparrow\rangle, |\uparrow\uparrow\downarrow\rangle, |\uparrow\downarrow\uparrow\rangle, |\uparrow\downarrow\downarrow\rangle, |\downarrow\uparrow\uparrow\rangle, |\downarrow\uparrow\downarrow\rangle, |\downarrow\downarrow\uparrow\rangle, |\downarrow\downarrow\down\rangle \). The first two-dimensional representation is spanned by two vectors, \( |1,1\rangle \) and \( |1,2\rangle \). Define \( |1,1\rangle = \frac{1}{\sqrt{2}}(4\uparrow\uparrow\downarrow + e^{2\pi i/3} \downarrow\uparrow\downarrow + e^{-2\pi i/3} \downarrow\downarrow\uparrow) \). Then the coef-
coefficients of $|1, 2\rangle$ are the complex conjugates of the coefficients of $|1, 1\rangle$. The second two-dimensional representation is spanned by $|2, 1\rangle, |2, 2\rangle$, which are like $|1, 1\rangle, |1, 2\rangle$ except that the directions of all spins are flipped.

Now, suppose Alices uses $|\Psi\rangle = \sqrt{1/5}|\uparrow\uparrow\uparrow\rangle + \sqrt{2/5}|1, 1\rangle + \sqrt{2/5}|2, 2\rangle$. This state has the interesting property that $|\Psi\rangle \Gamma(\sigma)|\Psi\rangle = \frac{1}{\sqrt{5}}$ for all $\sigma \neq \epsilon$, where $\epsilon$ is the identity permutation. That is, all permutations $\Gamma(\sigma)|\Psi\rangle$ of the state $|\Psi\rangle$ are nearly distinguishable from each other, which hints that it may be a useful state for our purposes.

It turns out that the six positive operators $\{\Gamma(\sigma)|\Psi\rangle \langle\Psi| \Gamma^{\dagger}(\sigma) |\sigma\in S_3\}$ define a POVM (a generalized measurement) that Bob can use to guess the permutation $\sigma$ that was applied to $|\Psi\rangle$. The success probability is $\frac{1}{6}$, which is better than the classical $\frac{1}{2}$.

### III. Quantum Color Coding Theorem

In general, Alice has $N$ boxes, and labels them with $d$-state quantum systems. Let $p(N, d)$ be the probability that Bob measures the permutation correctly for the optimal quantum protocol. We prove:

**Theorem 1.** Let $r$ be a constant, $d = \lfloor rN \rfloor$.

1. If $r > \frac{3}{4}$ then $\lim_{N \to \infty} p(N, d) = 1$.
2. If $r < \frac{3}{4}$ then $p(N, d) \sim \frac{1}{\sqrt{N}}$ as $N \to \infty$.

In particular we need only $\approx \frac{N}{d}$ quantum colors to order $N$ objects, a distinct improvement over the classical case! If we have less than $\frac{N}{d}$ colors, we still attain the information-theoretic maximal success probability, ( # channel states)/( # message states) = $d^N/N!$. We prove Theorem 1 using the following steps:

1. First we derive the measurement that Bob can make to determine the correct permutation, under some general assumptions.
2. Next, we maximise this measurement’s success probability, and state it in terms of the dimensions and multiplicities of the irreducible representations of the permutation group $S_N$ on $(\mathbb{C}^d)^\otimes N$.
3. Finally, we prove that the success probability satisfies Theorem 1. This requires an in-depth look at the representation theory of the symmetric group.

#### Step 1. Analyze the possibilities for Bob’s measurement.

Our techniques to derive Bob’s measurement are inspired by 4, 5, 6, 7, 8, 9, 10. Bob’s measurement is a POVM described by positive operators $\{E_\sigma\}$, $\sum_\sigma E_\sigma = Id$. Here, $\sigma$ indexes the measurement result, which is a permutation. Bob “wins” if he measures the correct $\sigma$.

Then Bob’s success probability, given the state $\Gamma(\sigma)|\Psi\rangle$, is the probability that his measurement result corresponds to the operator $E_\sigma$, which is $P(E, \sigma) = \langle\Psi| \Gamma^{\dagger}(\sigma) E_\sigma \Gamma(\sigma)|\Psi\rangle$. Therefore, if Bob is given a random $\sigma$, his average success probability is $P_{\text{AV}}(E) = \frac{1}{N!} \sum_\sigma \langle\Psi| \Gamma(\sigma)|\Psi\rangle E_\sigma \Gamma(\sigma)|\Psi\rangle$.

Consider the new measurement operators $E_\sigma' = \frac{1}{N!} \sum_\sigma \Gamma(\sigma) E_\sigma \Gamma(\sigma)$, where $\sigma \circ \sigma'$ refers to group multiplication in $S_N$. These “symmetrized” operators are still measurement operators, and give the same success probability as before 11. So we may as well assume that Bob uses such operators.

It is also straightforward to prove that the new operators $\{E_\sigma\}$ satisfy the following useful property:

$$\forall \sigma : E_\sigma' = \Gamma(\sigma) E_\sigma \Gamma(\sigma)$$

where $\epsilon$ is the identity permutation. This property simplifies our task, because all relevant positive operators can be deduced from $E_\sigma'$. From now on, we drop the prime sign and assume that $E_\sigma$ satisfies Eq. 11.

The condition $\sum_\sigma E_\sigma = Id$ imposes stringent constraints on $E_\sigma$. Using Eq. 11

$$\sum_\sigma \Gamma(\sigma) E_\sigma \Gamma(\sigma) = Id.$$ (2)

To analyze this constraint, we decompose the space $V = (\mathbb{C}^d)^\otimes N$ into irreducible subspaces of the unitary matrices $\Gamma(\sigma)$, corresponding to irreducible representations of $S_N$. Let $V = \bigoplus_{\rho, b} V(\rho, b)$ where $\rho$ indexes the irreducible representation up to equivalence, and $b$ indexes copies of a given $\rho$. Let $\Gamma(\rho, b)(\sigma)$ be the projection of $\Gamma(\sigma)$ onto $V(\rho, b)$. Then

$$Id = \sum_{\sigma \in S_N} \Gamma(\sigma) E_\sigma \Gamma(\sigma\)$$

$$= \sum_{\sigma, \rho, b} \Gamma(\rho, b)(\sigma) E_\sigma \Gamma(\rho', b')(\sigma\)$$

$$= \sum_{\sigma, \rho, b, \rho', b'} \Gamma(\rho, b)(\sigma) E_\sigma \Gamma(\rho', b')(\sigma\).$$ (3)

Next, we can select a basis within each irreducible space, indexed by $a$. That is, $|\rho, b, a\rangle$ are basis vectors for $V$, and the operator $\Gamma(\rho, b)(\sigma)$ has matrix elements $(\Gamma(\rho, b)(\sigma))_{a,a'}$. We choose the bases of $V(\rho, b)$ such that $\langle\sigma, a, a' : (\Gamma(\rho, b)(\sigma))_{a,a'} = (\Gamma(\rho', b')(\sigma))_{a,a'}$, i.e. equivalent irreducible representations have the same matrix elements. We can analyze Eq. 3 adapting the orthogonality relation for matrix representations 11 to our case:

$$\sum_\sigma (\Gamma(\rho, b)(\sigma)_{a,a'})_{b,b'} = 0 \text{ if } \rho \neq \rho'$$

$$\frac{1}{|G|} \sum_\sigma (\Gamma(\rho, b)(\sigma))_{a,b} (\Gamma(\rho', b')(\sigma))_{a,b'} = \delta_{\gamma_\rho \delta_{\beta \beta'} / D_{\rho}}.$$ (4)

where $D_{\rho}$ is the dimension of representation $\rho$.

At this point, we will assume that $E_\epsilon = |\Phi\rangle \langle\Phi|$ for some state $|\Phi\rangle$, not necessarily normalized. (This assumption will turn out to be a good one: such a POVM is sufficient to establish the result of Theorem 1.) Now,
we want to find the constraints on $|\Phi\rangle$ resulting from Eq. 3. We can write $|\Phi\rangle = \sum_{\rho,b,a} C_{\rho,b,a} |\rho,b,a\rangle$. Applying Eq. 3 and Eq. 4, after a lot of algebra (details in [1]), we obtain the condition

$$\forall \rho, b, b': \sum_{a} C_{\rho,b,a} C_{\rho,b',a}^* = \delta_{b b'} \frac{D_\rho}{N!}$$  \hspace{1cm} (5)

Hence the projections of $|\Phi\rangle$ into distinct but equivalent irreducible representations $V^{(a,b)}$ and $V^{(a,b')}$ must be “orthogonal” in the sense of Eq. 3. Since the dimension of the irreducible representation $\rho$ is $D_\rho$, this implies that, for a given $\rho$, $b$ can have at most $D_\rho$ different values. If there are more than $D_\rho$ copies of an irreducible representation $\rho$, the projection of $|\Phi\rangle$ on the remaining copies must be 0. Let $W$ be the space spanned by all the $V^{(a,b)}$ that have non-zero overlap with $|\Phi\rangle$. The $E_\rho$ only span the space $W$. To make our measurement a POVM on the whole space $V$ we complete it with the operator $E_W = I d_{V/W}$.

Following Eq. 5, we can write

$$|\Phi\rangle = \sum_{\rho,b|V^{(a,b)} \subseteq W} \sqrt{\frac{D_\rho}{N!}} (|\Phi_\rho\rangle)$$  \hspace{1cm} (6)

where $|\Phi_\rho\rangle$ is the (normalized) component of $|\Phi\rangle$ in the $(\rho, b)$ subrepresentation. Without loss of generality we can select $|\Phi_\rho\rangle$ to be a basis state $|\rho, b, a^{\rho,b}\rangle$ inside $V^{(a,b)}$, such that $a^{\rho,b'} = a^{\rho,b}$ if and only if $b = b'$.

**Step 2.** With this measurement, what is the maximal success probability?

Now that we have specified a POVM $\{E_\rho\}$, we want a signal state $|\Psi\rangle \in W$ that maximizes the success probability $P_{av}(E) = \frac{1}{N} \sum_{\rho} \langle \Psi | \Gamma^{\rho} (\sigma) E_\rho \Gamma^{\sigma} | \Psi \rangle = \frac{1}{N} \sum_{\rho} \langle \Psi | E_\rho | \Psi \rangle$ (using Eq. 1). Therefore $P(E) = \langle \Psi | E_\rho | \Psi \rangle = \langle \Psi | \Psi \rangle \langle \Psi | \Phi \rangle^2$. This is maximized by the choice $|\Psi\rangle \approx |\Phi\rangle$, up to normalization.

Since $|\Psi\rangle$ is normalized and $|\Phi\rangle$ in general is not, we can write

$$P(E) = \langle \Phi | \Phi \rangle^2 = \sum_{\rho,\rho'|V^{(a,b)} \subseteq W} \frac{D_\rho}{N!} = \dim W$$

Where the last steps use Eq. 6. Then what is the maximum possible dimension of $W$?

To begin with, we have $\dim V = \sum_\rho \dim V^{(a,b)} = dN$, where $\dim V$ is the multiplicity of the irreducible representation $\rho$, and $D_\rho$ is its dimension. If we could set $W = \oplus_{\rho,b} V^{(a,b)} = V$, then $\dim V = \dim W = \sum_\rho \dim V^{(a,b)}$. However, as discussed above, $W$ can include at most $D_\rho$ copies of any given $\rho$. So the maximum dimension of $W$ is $\sum_\rho \min(m_\rho, D_\rho) D_\rho$. Therefore the maximum success probability is given by:

$$P_{\text{max}} = \frac{1}{N!} \sum_\rho \min(m_\rho, D_\rho) D_\rho$$  \hspace{1cm} (7)

**Step 3.** It remains to evaluate the success probability and show that it is information-theoretically optimal.

We need to take an in-depth look at the irreducible representations $\rho$ of the $S_N$, their dimensions $D_\rho$, and their multiplicities $m_\rho$ in $V = \mathbb{C}^d \otimes N$. As is well-known in representation theory, the irreducible representations of $S_N$ are in one-to-one correspondence with partitions of $N$ as an (unordered) sum of integers. Such partitions are drawn as Young diagrams, which are rows of boxes, where the total number of boxes is $N$, and each row has no more boxes than the row above it. The rows are “left-justified”, i.e. the first boxes from each row form a column.

For the case $r > \frac{1}{e}$, $d = \lceil rN \rceil$, we want to prove (Theorem 4) that $P_{\text{max}} \approx 1$ for large $N$. Our proof of this statement will involve the following steps:

1. If the columns of a Young diagram $\rho$ are short, then $D_\rho < m_\rho$ (where “short” has a precise meaning that will be defined in the proof).
2. Define the Plancherel measure $\mu_N$ of a diagram $\rho$ by $\mu_N(\rho) = \frac{D_\rho^2}{N!}$. Then the sum of the Plancherel measures of all Young diagrams with “long” columns approaches 0 for large $N$.
3. $\sum_\rho \mu_N(\rho) = 1$
4. Using #2 and #3, we deduce that $\sum_{\rho \in \{\rho_{\text{short}}\}} \mu_N(\rho) \approx 1$, where the sum is over all diagrams with short columns.
5. Using Eq. 17 and #1, we find that $P_{\text{max}} \geq \frac{1}{N} \sum_{\rho \in \{\rho_{\text{short}}\}} D_\rho^2 = \sum_{\rho \in \{\rho_{\text{short}}\}} \mu_N(\rho) \approx 1$.

**Step 3.1.** Young diagrams with short columns have $D_\rho < m_\rho$.

To determine which of $D_\rho, m_\rho$ is smaller, we can calculate the ratio $D_\rho/m_\rho$, given by 12:

$$\frac{D_\rho}{m_\rho} = \frac{N!}{\prod_{i,j} d - i + j}$$  \hspace{1cm} (8)

where $(i, j)$ are the row and column of the Young tableau.

**Lemma 1.** Given any $A > 0$ and $r > \frac{1}{e}$, the following statement holds for sufficiently large $N$: If $d > rN$, then any Young diagram of $N$ boxes whose first column is shorter than $A \sqrt{N}$ must have $D_\rho < m_\rho$.

**Proof.** If the first column of the diagram is shorter than $A \sqrt{N}$, then all columns are shorter than $A \sqrt{N}$. So in Eq. 8, we must have $i < A \sqrt{N}$. Therefore the denominator is at least $(d - A \sqrt{N})^N > (r - \frac{A}{\sqrt{N}})^N N^N$. For large enough $N$, $r - \frac{A}{\sqrt{N}} > \frac{1}{e}$. Let’s pick an $\epsilon$ such that $\frac{1}{e} - \frac{A}{\sqrt{N}} > \frac{1}{e}(1 + \epsilon)$. Then the denominator of Eq. 8 is greater than $(\frac{1}{e})^N (1 + \epsilon)^N$. Now, using Stirling’s approximation, $N! \approx \left(\frac{N}{e}\right)^N \sqrt{2\pi N}$, which is less than $(\frac{1}{e})^N (1 + \epsilon)^N$ for sufficiently large $N$. Therefore the numerator is smaller than the denominator, and hence $D_\rho < m_\rho$ for sufficiently large $N$. \qed
Step 3.2. The Young diagrams with long columns have small total Plancherel measure.

Let $\lambda_1$ be the length of the first column. Then

$$\mu_N(\rho) \leq e^{-2\lambda_1(\log \frac{\sqrt{N}}{\lambda_1})-1} \quad (9)$$

According to a theorem of Erdős [14], the total number of diagrams of size $N$ is less than $e^{C\sqrt{N}}$, for some constant $C$. Therefore the total Plancherel measure of diagrams with $\lambda_1 \geq A\sqrt{N}$ is at most $e^{C\sqrt{N}}e^{-2A\sqrt{N}(\log A-1)} = e^{(C-2A(\log A-1))\sqrt{N}}$. If we choose some $A_0$ such that $2A_0(\log A_0 - 1) > C$, then this quantity goes to zero as $N \to \infty$. Therefore $\lim_{N \to \infty} \sum_{\rho|\lambda_1 \geq A_0 \sqrt{N}} \frac{D^2}{N!} = 0$.

Step 3.3. $\sum_\rho \mu_N(\rho) = 1$.

It is well known that $\sum_\rho D^2_\rho = |G|$, if the sum is taken over all irreducible representations $\rho$ of any group, and $|G|$ is the order of the group. In our case $|S_N| = N!$, so $\sum_\rho D^2_\rho/N! = 1$.

Step 3.4. $\sum_{\rho \in \rho_{\lambda_1=\lambda}} \mu_N(\rho) \approx 1$, where the sum is over all diagrams with short columns.

Combining the results of the two previous steps, we obtain $\lim_{N \to \infty} \sum_{\rho|\lambda_1 \leq A_0 \sqrt{N}} D^2_\rho/N! = 1$.

Step 3.5. $P_{\text{max}} \xrightarrow{N \to \infty} 1$.

For large enough $N$, all Young diagrams with $\lambda_1 < A_0\sqrt{N}$ will also have $D_\rho \leq m_\rho$, and

$$P_{\text{max}} \geq \sum_{\rho|D_\rho \leq m_\rho} \frac{D^2_\rho}{N!} \geq \sum_{\rho|\lambda_1 < A_0 \sqrt{N}} \frac{D^2_\rho}{N!} \xrightarrow{N \to \infty} 1$$

We have proved Theorem [3] for $d > \frac{\lambda_1}{\epsilon}$, so it remains to consider $d < \frac{\lambda_1}{\epsilon}$. The proof is similar, as we merely hint at which steps are different. First, we replace Lemma [4] with:

Lemma 2. Given any $A > 0$ and $r < \frac{1}{\epsilon}$, the following statement holds for sufficiently large $N$: If $d < rN$, then any Young diagram of $N$ boxes whose first row is shorter than $A\sqrt{N}^2$ must have $m_\rho < D_\rho$.

The proof is almost identical to that of Lemma [4]. Now, the Young diagrams with long rows have small total $\mu_{N,m}$ measure, where each diagram is given weight $\mu_{N,m}(\rho) = \frac{m_\rho D_\rho}{N!}$. Lemma [4] states that for large enough $N$, if $\frac{d}{\sqrt{N}} \to r$, we have

$$\mu_{N,d}(\rho) \leq e^{-\tilde{\lambda}_1(\log \frac{\sqrt{N}}{\tilde{\lambda}_1}) - \frac{1}{r^2}} \quad (10)$$

where $\tilde{\lambda}_1$ is the length of the first row. The rest of the proof is completely analogous to the preceding proof.

Hence we have attained the information-theoretic lower bound for both $r < \frac{1}{\epsilon}$ and $r > \frac{1}{\epsilon}$, as promised.

IV. CONCLUDING NOTES

We have shown how quantum coding can give a distinct advantage in protecting information against a random permutation. Note that our results up to Step 3 are completely general and can be formulated for any group.

For instance, suppose we replace $S_N$ with $SO(3)$, the group of rotations in space; and we replace the $N$-state systems with $N$ 2-state spins that can be rotated in space. Then we obtain the problem of transmitting a reference direction using $N$ quantum spins, which has been studied in [6], among other papers.

We hope that our techniques also provide a toolbox for quantum process tomography of other channels.
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