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Abstract
Despite extensive studies on motion stabilization of bipeds, they are still stymied by the lack of disturbance coping capability on slippery surfaces. In this paper, a novel controller for stabilizing a bipedal motion in its sagittal plane is developed with regard to the surface friction limitations. By taking into account the physical limitation of the surface in the stabilization trend, a more advanced level of reliability is achieved that provides higher functionalities such as push recovery on low-friction surfaces and prevents the stabilizer from overreacting. The discrete event-based strategy consists of modifying the step length and the time period at the beginning of each footstep in order to reestablish the necessary stability conditions while taking into account the surface friction limitation as a constraint to prevent slippage. Adjusting footsteps to prevent slippage in confronting external disturbances is perceived as a novel strategy for keeping stability, quite similar to human reaction. The developed methodology consists of rough closed-form solutions utilizing elementary mathematical operations to obtain the control inputs, allowing to reach a balance between convergence and computational cost, which is quite suitable for real-time operations even with modest computational hardware. Several numerical simulations, including push recovery and switching between different gaits on low-friction surfaces, are performed to demonstrate the effectiveness of the proposed controller. In correlation with human-gait experience, the results also reveal some physical aspects favoring stability and the fact of switching between gaits to reduce the risk of falling in confronting different conditions.
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1 Introduction

Biped robots can adapt to the urban environment of modern societies due to their particular locomotion mode that is similar to the human gait, and are therefore good candidates for collaborating with humans by walking alongside them. However, motion planning while maintaining stability is a challenging issue due to the switching nature of walking and its highly nonlinear and multi-dimensional dynamics. Moreover, in real-world conditions, factors such as a low-value friction coefficient or surface irregularities increase the likelihood of slipping and stumbling. The dynamic stabilization problem of walking becomes thus even more complicated. In a general framework, the stability concept for bipeds is defined as fall prevention and is expressed through the viability theory [1]. With $\mathcal{F}$ as the set of states which leads to an immediate fall, a state is viable if and only if the biped can realize a movement starting from this state that never gets inside the set $\mathcal{F}$. The union of all viable states is called the viability kernel. Accordingly, stabilization is interpreted as defining a control law that makes the viability kernel completely invariant. However, the mathematical formulation of the viability kernel is generally impossible due to the complexity of biped dynamics, so the present methods utilize only subsets of the viability kernel. Postural stability and cyclic stability are among the well-known stabilization methods, each dealing with a different subset of the viability kernel.

The general trend of postural stability relies on ensuring instantaneous stability through applying sufficient restrictions to the biped's configuration at each moment in order to ensure it will not fall. In contrast, cyclic stability methods deal with the overall stability of motion rather than satisfying it continuously. In this way, walking is generated by following a given limit cycle. Accordingly, the method is formally known as Limit Cycle Walking and is defined as “a nominally periodic sequence of steps that is stable as a whole but not locally stable at every instant in time” [2]. The limit cycles in bipedal locomotion correspond to the sequence of a swinging phase followed by a step impact and a leg switching transition, where the latter yields an instantaneous transfer of state in the position-coordinate direction and the former results in an instantaneous jump in the velocity-coordinate direction [3]. Poincaré map [4], hybrid zero dynamics [5], the notion of symmetry [6], and coupled oscillators [7] are among the techniques used to generate cyclic gaits. On the other hand, static stability [8], ZMP [9], and FRI [10] are classified into postural stability methods, among which ZMP is more common than others.

The nominal gaits achieved from postural/cyclic stability methods are mostly marginally stable, so that the slightest disturbance may often cause the robot to fall. If slight disturbances are encountered (by the robot), the joint trajectory tracking control of the nominal gait may preserve stability, but for significant ones, the tracking gait has to be adjusted to re-establish the conditions of stability. For ZMP-based gaits, the gait modification is performed through ZMP compensation. Methods such as injecting a compensation torque into the ankle joint [11], using the rotary momentum of non-contact/upper limbs [12], and support polygon adjustment via foot placement [13] are among proposed solutions in the literature for this purpose. On the other hand, the gait evolution can be investigated in a discrete event-based scheme. A discrete map is established between specific events (e.g. the beginning of each walking step), and gait variables are modified at those instances. These intermittent modifications are applied through joint space inputs [14] or by specifying the gait parameters (e.g., step length and period [15, 16]) at each step or even by opting for an open-loop strategy, such as the swing-leg retraction method [17]. Despite triggering the discrete controller at
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specified time instances, the method can be extended to provide immediate corrections at any intermediate point in time by projecting the measured error values back in time and obtaining equivalent discrete-time control inputs [18].

One of the hazardous circumstances that can completely affect the effectiveness of a stabilizer is the odds of slipping, commonly encountered in unknown environments such as outdoor conditions. Several studies have been conducted to develop gaits for bipeds walking on slippery surfaces, pertaining to two categories: Preventing slippage before it occurs or recovering from it. The problem is mainly dealt with in the absence of significant disturbance. Slippage is preventable beforehand by planning the gait in a way that the corresponding friction coefficient required is lower than what the surface can provide. This condition can be imposed as a hard constraint on the optimization problem at a high level in the footstep planning algorithm [19], or, more conventionally, at a low level in the joints trajectory [20]. The risk of slippage can be reduced by defining a gait-planning optimization problem that minimizes the horizontal acceleration of the center of mass (CoM) as a part of its objective [21]. By extending the gait planning optimization problem to account for stick-slip transitions, pre-planned gaits which incorporate slippage can be generated to provide stable walking on low-friction surfaces [22]. Using reflex strategies such as lifting the hip for the immediate modification of ground reaction forces [23] is another way used for slippage recovery on low-friction surfaces. Besides, employing certain strategies, such as the swing-leg retraction, can reduce the minimum friction requirements while maintaining stability and may even help to tolerate some slipping without risk of falling [24].

As previously alluded, although few studies investigated biped walking on slippery surfaces, none took into account the friction limitation of the surface to adapt the gait while simultaneously confronting external disturbances. By factoring this consideration in, it is expected to achieve more reliability in biped walking as well as higher functionalities such as push recovery and gait switching ability on low-friction surfaces. In this paper, a discrete event-based gait longitudinal motion controller is developed that adjusts both gait parameters (step length and time period) at the beginning of each step according to changing circumstances and surface friction limitations. For this purpose, the dynamical model of the biped robot is extracted in the task space, in terms of the CoM variables. Then, a no-slippage safe region is determined in the state space (based on a preset value for the friction coefficient) so that keeping the footstep initial state in that region prevents the biped from slipping. By taking into account the safe region as a constraint of motion, a preliminary step length controller emerged as the motion stabilizer. In confronting situations where the initial state is out of the safe region, a step-time adjustment scheme is considered to prevent slippage. The integration of both step-length and step-time adaptation methods leads to a robust motion stabilizer. The soundness of the proposed algorithm is formally proven in the sagittal plane and also validated through several numerical simulations performed under different surface conditions with scenarios involving push recovery and switching between different walking gaits.

The rest of the paper is organized as follows. In Sect. 2, the task space mathematical model of biped is extracted. Section 3 presents the no-slipping safe region. The step-length and step-time controllers are developed in Sects. 4 and 5, respectively. Section 6 reports simulation results obtained by their combination. A discussion and comparative study on the advantages and limitations of the proposed stabilizer comes in Sect. 7, followed by the conclusion established in Sect. 8. The appendix provides detailed proofs for all theoretical propositions.
2 Background

2.1 Biped walking

Biped walking is defined as “moving along at a moderate pace by lifting up and putting down each foot in turn, so that one foot is on the ground while the other is being lifted” [25]. Therefore, one foot is at least in contact with the ground during walking. Accordingly, walking consists of two main phases: a double support phase (DSP) and a single support phase (SSP). In DSP, both feet are in contact with the ground, whereas in SSP one foot is in contact while the other one is lifted (see Fig. 1). The leg in touch is called the stance/support leg, and the other one is called the swing leg.

2.2 Mathematical model

In this paper, we consider the dynamics of the biped robot equivalently projected onto its center of mass (CoM), called centroidal dynamics [27]. The centroidal dynamics describes the interaction of the robot with the environment without dealing with the dynamics in the joint space. Thus, biped walking kinetics can be expressed with respect to some generalized coordinates (e.g. the overall linear and angular momentum of the robot) and the reaction forces of the ground. In this section, the centroidal dynamics of a biped are obtained in SSP and DSP modes.

2.2.1 Centroidal dynamics in SSP

A biped in SSP is depicted in Fig. 2a. Accordingly, the governing dynamic equations in this phase are computed using Newton’s second law as follows

\[
\begin{align*}
 f_x^s &= m \ddot{x}_{com}, \\
 f_n^y - mg &= m \ddot{y}_{com}, \\
 f_s^x y_{com} - f_n^y (x_{com} - x_{cop}) &= \dot{H},
\end{align*}
\]

where \( m \in \mathbb{R}^+ \) is the total mass of the biped, \( g \in \mathbb{R}^+ \) is the gravity acceleration, \( x_{com}, y_{com} \in \mathbb{R} \) are the horizontal and vertical position of CoM, respectively, \( x_{cop} \in \mathbb{R} \) is the center of pressure (CoP) of the reaction forces applied by the ground to the robot, \( H \in \mathbb{R} \) is the overall angular momentum of the biped around its CoM, and \( f_s^x, f_n^y \in \mathbb{R} \) are the horizontal and vertical components of the reaction forces, respectively.

Since the vertical movement of the CoM can be considered negligible in comparison to its horizontal component, its overall motion can be restricted to the horizontal direction. The following assumptions are also considered:

**Assumption 1** For the biped shown in Fig. 2, we assume that
A1-1 The acceleration of the CoP is zero, i.e., $\ddot{x}_{\text{cop}} = 0$.
A1-2 The height of the CoM is constant, i.e., $\ddot{y}_{\text{com}} = 0$.
A1-3 $H$ is constant, i.e., $\dot{H} = 0$.

Considering the above assumptions, Eqs. (1a)-(1c) can be simplified as

$$\ddot{x} = \omega^2 x,$$  

where $x = x_{\text{com}} - x_{\text{cop}}$, $\omega = \sqrt{\frac{g}{h}}$, and $h \in \mathbb{R}^+$ denotes the CoM height.\(^1\)

### 2.2.2 Centroidal dynamics in DSP

At the moment the swing foot touches the ground, the single support phase ends and the double support phase begins, as depicted in Fig. 2b. The following assumptions are considered when modeling DSP.

**Assumption 2** For the biped, we assume that

A2-1 The DSP is instantaneous, i.e. the stance foot lifts upon the swing foot touches the ground.
A2-2 The swing foot lands at zero velocity on the ground and so there is no impact.
A2-3 The stance foot lifts off the ground without scuffing.
A2-4 The CoP is shifted instantaneously by a step length at each phase transition, i.e. the CoP is always under one of the soles, not somewhere in between.

Regarding the above assumption, we have

$$x(T^+) = x(T^-) - L,$$  

\(^1\)Dynamics (2) is similar to the dynamics of the Linear Inverted Pendulum Model [28]. However, centroidal dynamics seems to provide a more realistic representation for biped motion, thus we preferred to employ it instead.
where superscripts \( \cdot^- \) and \( \cdot^+ \) denote the instants before and after the DSP. \( T \in \mathbb{R}^+ \) is the moment when the DSP occurs, and \( L \in \mathbb{R} \) is the step length.

### 2.2.3 Overall discrete dynamics

The SSP dynamics (2) is a linear second-order differential equation. Thus, considering \([x_0^i, \dot{x}_0^i]\) as the initial condition of the step \( i \) and \( T(i) \) as its time duration, the solution of (2) for the step \( i \) is obtained as

\[
x^i(t) = \left( \frac{e^{\omega t} + e^{-\omega t}}{2} \right) x_0^i + \left( \frac{e^{\omega t} - e^{-\omega t}}{2\omega} \right) \dot{x}_0^i,
\]

(4)

where \( x^i \) denotes \( x \) during the step \( i \), and \( t \in [0, T(i)] \).

On the other hand, one can rewrite (3a), (3b) for the DSP between the consecutive steps \( i \) and \( i+1 \) as follows

\[
x_{0}^{i+1} = x^i(T(i)) - L(i),
\]

(5a)

\[
\dot{x}_0^{i+1} = \dot{x}^i(T(i)),
\]

(5b)

where \( L(i) \) is the step length of \( i \)th step. Substituting (4) in the above equations, the relation between the initial conditions of two consecutive steps is computed as

\[
x_{0}^{i+1} = A(T(i))x_0^i + bL(i),
\]

(6a)

where \( x_0^i = [x_0^i, \dot{x}_0^i]^\top \) is the initial condition for the \( i \)th step, and

\[
A(T(i)) = \frac{1}{2} \begin{bmatrix}
\frac{e^{\omega T(i)} + e^{-\omega T(i)}}{2} & \frac{e^{\omega T(i)} - e^{-\omega T(i)}}{\omega} \\
\omega \left( e^{\omega T(i)} - e^{-\omega T(i)} \right) & e^{\omega T(i)} + e^{-\omega T(i)}
\end{bmatrix},
\]

(6b)

\[
b = \begin{bmatrix}
-1 \\
0
\end{bmatrix}.
\]

(6c)

**Property 1** For the matrix \( A \), one can show that

P1-1 \( A_{11}, A_{12}, A_{21}, A_{22} \in \mathbb{R}^+ \),
P1-2 \( A_{11} = A_{22} \), and
P1-3 \( A_{11}^2 - A_{12}A_{21} = 1 \).

The difference equation (6a) is a discrete-time dynamical system (Poincaré map) where \( x_0 \) is the state vector, and \( L \) and \( T \) constitute its inputs. The fixed point of equation (6a) indicates the initial condition that leads to a periodic solution for the overall system (2) and (3a), (3b). For a fixed step-length and step-time denoted by \( L^* \) and \( T^* \), respectively, the fixed point of (6a), \( x_0^* \), becomes

\[
x_0^* = (I_2 - A(T^*))^{-1} bL^* = \frac{L^*}{2} \begin{bmatrix}
-1 \\
\frac{e^{\omega T^*} + 1}{e^{\omega T^*} - 1} \omega
\end{bmatrix},
\]

(7)
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where $I_2$ is the $2 \times 2$ identity matrix. Accordingly, for $[x(0), \dot{x}(0)]^T = x_0^*$, the solution of the overall system (2) and (3a), (3b) is a periodic walk with step length $L = L^*$ and step time $T = T^*$. For the purpose of stability analysis of this special periodic motion with constant step time $T = T^*$ and step length $L = L^*$, the behaviour of its discrete dynamics is studied under a perturbed initial condition, i.e., $\mathbf{x}_0^* = x_0^* + \Delta \mathbf{x}_0^i$. According to (6a), the perturbed dynamics equation becomes

$$\Delta \mathbf{x}_0^{i+1} = A(T^*) \Delta \mathbf{x}_0^i.$$  

(8)

The eigenvalues of $A(T^*)$ are calculated as $e^{-\omega T^*}$ and $e^{\omega T^*}$. Since $|e^{\omega T^*}| > 1$, the perturbation dynamics (8) is unstable about the fixed point $\Delta \mathbf{x}_0^i = 0$ [29]. Thus, the fixed point $\mathbf{x}_0^*$ is unstable at fixed step length and time. Considering (6a), one can alleviate these conditions by employing a variable step length $L(i)$ and/or step time $T(i)$ to stabilize the fixed point $\mathbf{x}_0^*$. In this paper, we initially present a step-length control technique for stabilizing the fixed point $\mathbf{x}_0^*$ while ensuring that the stance foot does not slip during the walk. For this purpose, the following assumption is considered.

**Assumption 3** The step time of the whole walking process is set to a fixed desired value, i.e., $T(i) = T^*$ for all footsteps.

Considering the above assumption, the deviation $\Delta \mathbf{x}_0^i$ from the periodic solution, known as the error dynamics, is governed by

$$\Delta \mathbf{x}_0^{i+1} = A(T^*) \Delta \mathbf{x}_0^i + b \Delta L(i),$$  

(9)

where $\Delta L(i) = L(i) - L^*$. In the following, the aforementioned error dynamics will be used to design our intended step-length controller.

### 3 Friction analysis

In this section, the non-slipping conditions for a biped in SSP is investigated using the concept of static friction. Then, a safe region is introduced as the set of initial states for the $i$th step (i.e., $\mathbf{x}_0^i = [x_0^i, \dot{x}_0^i]^T$) that ensures non-slipping conditions to be fulfilled during the step. Finally, a safe interval for the step length of the $i$th step (i.e., $L(i)$) is obtained by guarantying $\mathbf{x}_0^{i+1}$ remains in the safe region provided that $\mathbf{x}_0^i$ starts there.

#### 3.1 Non-slipping condition

Let’s consider the biped pushing off the ground with its stance foot for providing a proper reaction that drives it forward. Based on the Coulomb friction model [30], the stance foot does not slip if $|f_x^s| < \mu f_y^s$, where $\mu \in \mathbb{R}^+$ is the coefficient of static friction. The stance foot is prone to slip if $|f_x^s| = \mu f_y^s$. Consequently, the stance foot will not slip if

$$\max_t |f_x^s(t)| < \mu f_y^s.$$  

(10)

The above inequality is termed as the non-slipping condition and can be interpreted as a cone (triangle in 2D) within which the total reaction force (from the ground to the sole) should lie to prevent slippage. This cone is mostly known as the friction cone [21] (in fact the friction triangle for our 2D model), depicted in Fig. 3a.
According to Eqs. (1a)–(1c) and (2) along with Assumption 1, the sides of the non-slipping condition can be simplified as

$$\max_t \left| f^x_s(t) \right| = m \omega^2 \max_t |x(t)|, \tag{11a}$$

$$\mu f^y_n = \mu mg. \tag{11b}$$

Consequently, the non-slipping condition (10) becomes

$$\max_t |x(t)| < \frac{\mu g}{\omega^2} = \mu h. \tag{12}$$

As a result, the non-slipping condition (10) expressed at the force level is now related to kinematic terms (12). In this regard, the friction cone transforms into the kinematic cone (in fact, the kinematic triangle for our 2D model) within which CoM should lie to prevent slippage. This cone is depicted in Fig. 3b and is comparable with the friction cone, Fig. 3a. Besides the reduced complexity, the following interpretations can be deduced:

1. If the horizontal distance between the CoM of the body and the CoP remains less than $\mu h$, the stance foot will not slip.
2. Both $\mu$ and $h$ have a direct effect on reducing the risk of slipping, one by providing sufficient shear resistance to slipping, the other by reducing the dynamic force induced by the swing leg.

### 3.2 Safety region determination for initial conditions

According that the simplified model of the walking process, (2), is represented as an autonomous system, the time evolution of $x$ depends only on its initial state. Therefore, one can express the non-slipping condition (12) of a step solely in terms of its initial state. In this way, the set of initial states that ensures the non-slipping condition during the step (defined as the safe region) is computed as follows

$$S = \left\{ [x_0, \dot{x}_0] : \max_{0 \leq t \leq T} |x(t)| < \mu h \right\}, \tag{13}$$
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where \([x_0, \dot{x}_0] = [x(0), \dot{x}(0)]\) is the initial state of the step, and \(T\) is its period. As \(x(t)\) is continuous, the maximum value of \(|x(t)|\) in a whole step can occur at an interior point or at the extremities:

1. \(x_0 = x(0)\),
2. \(x_T = x(T)\), or
3. \(x_m = x(t_m)\) as the extremum of \(x(t)\) occurring in the interval,

where the instant \(t_m\) is obtained through derivating (4) with respect to time, which leads to

\[
t_m = \frac{1}{2\omega} \ln \frac{\omega x_0 - \dot{x}_0}{\omega x_0 + \dot{x}_0},
\]

and thus

\[
x_m = \pm \sqrt{x_0^2 - \left(\frac{\dot{x}_0}{\omega}\right)^2}.
\]

The above equation shows that \(|x_m| \leq |x_0|\), and thus the maximum of \(|x(t)|\) in a footstep may occur either at the beginning or at the end of the step, but not at an interior point. Consequently, the non-slipping condition (13) can be expressed as

\[
S = \max \{|x_0|, |x_T|\} < \mu h.
\]

Accordingly, two regions \(S_0\) and \(S_T\) can be defined as

\[
S_0 = \left\{ [x_0, \dot{x}_0] : |x_0| < \mu h \right\}, \tag{17a}
\]

\[
S_T = \left\{ [x_0, \dot{x}_0] : |x_T| < \mu h \right\}, \tag{17b}
\]

where \(S_0\) and \(S_T\) are the sets of initial states ensuring no slippage occurrence, respectively at the start and end of the footstep. Subsequently, their intersection constitute the entire safety region, \(S\), and represented as

\[
S = S_0 \cap S_T. \tag{18}
\]

Considering (4), the following relation is obtained, \(x_T = A_{11}x_0 + A_{12}\dot{x}_0\), and thus

\[
S_T = \left\{ [x_0, \dot{x}_0] : \frac{-A_{11}x_0 - \mu h}{A_{12}} < \dot{x}_0 < \frac{-A_{11}x_0 + \mu h}{A_{12}} \right\}. \tag{19}
\]

The regions \(S_0\), \(S_T\), and \(S\) are shown in Figs. 4a to 4c.

In conclusion, the condition for taking a non-slipping step is related to respect a corresponding safe region for the initial state of the body’s CoM. In this manner, the stance foot will not slip during the \(i\)th step if \([x_0^i, \dot{x}_0^i] \in S\).

### 3.3 Safe range for step length

As discussed in Sect. 3.2, the stance foot of the robot does not slip during the \(i\)th step if \([x_0^i, \dot{x}_0^i] \in S\). Assuming \([x_0^i, \dot{x}_0^i] \in S\), one can compute the step length \(L(i)\) ensuring that \([x_0^{i+1}, \dot{x}_0^{i+1}] \in S\).

According to (18), \([x_0^{i+1}, \dot{x}_0^{i+1}] \in S\) iff the following conditions hold
Fig. 4 Schematics of safe regions: (a) $S_0$; (b) $S_T$; (c) $S = S_0 \cap S_T$

1. $[x_i^{i+1}, \dot{x}_i^{i+1}] \in S_0$, and
2. $[x_i^{i+1}, \dot{x}_i^{i+1}] \in S_T$.

Considering the discrete dynamics (6a), the step length $L(i)$ ensuring the above conditions shall satisfy the following

1. $[x_i^{i+1}, \dot{x}_i^{i+1}] \in S_0$ iff $L(i) \in (L_0^l(i), L_0^u(i))$ where
   \[
   L_0^l(i) = A_{11}x_i^0 + A_{12}\dot{x}_i^0 - \mu h, \tag{20a}
   \]
   \[
   L_0^u(i) = A_{11}x_i^0 + A_{12}\dot{x}_i^0 + \mu h. \tag{20b}
   \]

2. $[x_i^{i+1}, \dot{x}_i^{i+1}] \in S_T$ iff $L(i) \in (L_T^l(i), L_T^u(i))$ where
   \[
   L_T^l(i) = \left(2A_{11} - \frac{1}{A_{11}}\right)x_i^0 + 2A_{12}\dot{x}_i^0 - \frac{\mu h}{A_{11}}, \tag{21a}
   \]
   \[
   L_T^u(i) = \left(2A_{11} - \frac{1}{A_{11}}\right)x_i^0 + 2A_{12}\dot{x}_i^0 + \frac{\mu h}{A_{11}}. \tag{21b}
   \]

According to the above explanations, $[x_i^{i+1}, \dot{x}_i^{i+1}] \in S$ iff $L(i) \in (L_i^l(i), L_u^l(i))$ where

\[
L_i^l(i) = \max \left\{L_0^l(i), L_T^l(i)\right\}, \tag{22a}
\]
\[
L_u^l(i) = \min \left\{L_0^u(i), L_T^u(i)\right\}. \tag{22b}
\]

In conclusion, the stance foot of the robot does not slip during the $i$th footstep if

1. $x_i^0 \in S$, and
2. $L(i) \in (L_i^l(i), L_u^l(i))$.

We call $(L_i^l(i), L_u^l(i))$ the step-length safe range.

**Proposition 1** If $x_i^0 \in S$ and $L(i) \in (L_i^l(i), L_u^l(i))$, the safe range for the next step is nonempty, i.e. $(L_i^l(i + 1), L_u^l(i + 1)) \neq \emptyset$. 

\( \copyright \) Springer
The proof is given in Appendix A.

According to the above proposition, regardless of the value for the step length selected within the safe range, a next safe interval always exists.

4 Step length controller

In this section, a step length control algorithm is designed for walking stabilization of the biped with given step length and period, $L^*$ and $T^*$. Specifically, the proposed control algorithm on step length is such that

1. The initial states series converges to the desired value $x_0^*$, and
2. The state always remains within the safety region, i.e., $\forall i, x_i^0 \in S$.

In the first part of this section, considering the dynamics (9), a control rule $\Delta L(i)$ is designed to stabilize the cyclic solution around $\Delta x_0 = 0$. Then, a technique is presented to ensure that $\forall i, x_i^0 \in S$.

Proposition 2 For the dynamical system (9), if $\forall i$, 

$$\Delta L(i) \in \left( \min\{\Delta L_1(i), \Delta L_2(i)\}, \max\{\Delta L_1(i), \Delta L_2(i)\} \right)$$

(23a)

where

$$\Delta L_1(i) = \frac{1}{A_{21}} \left( (A_{11}A_{21} + A_{21}A_{22} + A_{21}) \Delta x_0^i + (A_{12}A_{21} + A_{22}A_{22} + A_{22}) \Delta \dot{x}_0^i \right), \quad (23b)$$

$$\Delta L_2(i) = \frac{1}{A_{21}} \left( (A_{11}A_{21} + A_{21}A_{22} - A_{21}) \Delta x_0^i + (A_{12}A_{21} + A_{22}A_{22} - A_{22}) \Delta \dot{x}_0^i \right), \quad (23c)$$

then $\Delta x_0 = 0$ is globally asymptotically stable.

The proof is given in Appendix B.

In other terms, the above proposition claims that the initial state converges to the desired value as long as $L(i) \in \left( L_{cl}(i), L_{cu}(i) \right)$ where

$$L_{cl}(i) = \min\{\Delta L_1(i), \Delta L_2(i)\} + L^*,$$

(24a)

$$L_{cu}(i) = \max\{\Delta L_1(i), \Delta L_2(i)\} + L^*.$$  

(24b)

$(L_{cl}(i), L_{cu}(i))$ is called here the step-length range of convergence.

By considering an interval for the step length ensuring both safety and convergence, the safe-convergence range is defined as $(L_{sl}(i), L_{su}(i))$ where

$$L_{sl}(i) = \max\{L_{cl}(i), L_{cl}(i)\},$$

(25a)

$$L_{su}(i) = \min\{L_{cu}(i), L_{cu}(i)\}.$$  

(25b)

Accordingly, if $\forall i, L(i) \in \left( L_{sl}(i), L_{su}(i) \right)$, then the initial state converges to the desired value, satisfying the non-slipping condition, provided that $x_0^i \in S$. The following proposition implies the existence of a safe-convergence range.

Proposition 3 The intersection of the step length safe range and convergence range is nonempty, i.e., $(L_{sl}(i), L_{su}(i)) \cap \left( L_{cl}(i), L_{cu}(i) \right) \neq \emptyset$.
The proof is given in Appendix C.

According to the above proposition and Proposition 1, if $x_0^i \in S$ and $L(i)$ is in the safe-convergence range of the step $i$, then the safe-convergence range for the step $i + 1$ is nonempty. For the sake of simplicity, let’s select

$$L(i) = \frac{1}{2} \left( L_{sc}^i(i) + L_{sc}^u(i) \right).$$

(26)

5 Step time controller

The aforementioned step length controller can stabilize the motion only if the condition $x_0 \in S$ is fulfilled, otherwise slippage will occur which can not be prevented by the controller. In the case of an initial state lying out of the safe region, two possibilities of slippage are conceivable as

1. Immediate slippage when $x_0 \notin S_0$, and
2. Subsequent slippage when $x_0 \notin S_T$ but $x_0 \in S_0$

(Fig. 5a). In the second case, slip occurs subsequently, for example, after the intervention of an external pushing force, upon which the state leaves $S_0$, i.e. the $x$ coordinate reaches the boundaries $\pm \mu h$. In this scenario, slippage is preventable by adapting the step time accordingly. In this section, a step time controller is developed for preventing a subsequent
slippage through two techniques of time adjustment, one with the particularity of establishing a safe region with “fixed-borders” and another with “moving-borders”. Considering \( S_0 \) and \( S_T \) definitions, (17a) and (19), a subsequent slippage occurs if \( x_0 \in D \) where

\[
D = \{ x_0 \ | \ |x_0| < \mu h, \text{ and } |A_{11}x_0 + A_{12}\dot{x}_0| > \mu h \}. \tag{27}
\]

We call \( D \) the subsequent-slipping region, shown in Fig. 5a.

### 5.1 Fixed-border time adjustment

The basis of the method is illustrated in Fig. 5b. For a footstep starting from an initial state in \( D \) (more specifically in \( A \subset D \), introduced later), the main idea of the method is to prevent \( x \) from leaving \( S_0 \) by reducing the step time (\( 1^{\circ} \) in Fig. 5b) and to return the next initial state into the safe region by a proper step length regulation (\( 2^{\circ} \) in Fig. 5b). In this corrective step, converging to the desired gait is momentarily disregarded for assuring the necessary conditions for stability, but is ultimately reestablished as a priority when back to safety. In fact, in this method, only the duration of the eminent-slipping step is adapted accordingly and differs from the desired step time, thus preserving the safe region as before. In this regard, the method is nicknamed “fixed-border” time adjustment.

Considering (4), the general form of the equations in the state space \((x, \dot{x})\) is derived as

\[
(\dot{x}^2 - \dot{x}_0^2) - \omega^2(x^2 - x_0^2) = 0 \tag{28}
\]

(note that the above equation can also be derived by multiplying \( \dot{x} \) on both sides of the equation of motion (2) and integrating with respect to time). Accordingly, slippage is preventable by the fixed-border time adjustment if \( x_0 \in A \) where

\[
A = \left\{ x_0 \ | \ \left( \dot{x}_0^2 - \omega^2 x_0^2 < \dot{x}_{cr}^2 \cap (x_0\dot{x}_0 < 0) \right) \right. \\
\left. \cup \left( \dot{x}_0^2 < \dot{x}_{cr}^2 \cap (x_0\dot{x}_0 > 0) \right) \right\} \cap D, \tag{29}
\]

and \( \dot{x}_{cr} = \frac{A_{11} + \mu h}{A_{12}} \) (see Fig. 5b, and for more information about how to obtain \( A \), see Appendix D). In other words, if

1. \( x_0 \in A \), then there exists a step time \( T \) that prevents from subsequent slipping, and a step length \( L \) to bring back the next initial state to \( S \).
2. \( x_0 \in D - A \), then there exists a step time \( T \) that prevents from subsequent slipping, but no step-length \( L \) can bring back to safety \( S \).

In the former circumstance, if \( x_0 \in A \), the state remains in \( S_0 \) by selecting \( T \) to be

\[
T \in \begin{cases} 
(0, T_{slip}), & \text{if } \dot{x}_0^2 - \omega^2 x_0^2 \leq \dot{x}_{cr}^2 - (\omega \mu h)^2 \\
(T_1, T_2), & \text{if } \dot{x}_0^2 - \omega^2 x_0^2 > \dot{x}_{cr}^2 - (\omega \mu h)^2
\end{cases} \tag{30a}
\]

where \( T_{slip} \in \mathbb{R}^+ \) is the slippage moment at which the \( x \) trajectory intersects \( \pm \mu h \), and \( T_1, T_2 \in \mathbb{R}^+ \) are the moments at which the \( \dot{x} \) trajectory intersects \( \pm \dot{x}_{cr} \) (see Fig. 5b); from (4), one can calculate them as follows

\[
T_{slip} = \frac{1}{\omega} \ln \frac{\omega \mu h + \sqrt{\omega^2 (\mu h)^2 + (\dot{x}_0^2 - \omega^2 x_0^2)}}{|\dot{x}_0 + \omega x_0|}, \tag{30b}
\]
\[
T_1 = \frac{1}{\omega} \ln \max \{1, \frac{\dot{x}_{cr} - \sqrt{\dot{x}_{cr}^2 - (\dot{x}_0^2 - \omega^2 x_0^2)}}{|\dot{x}_0 + \omega x_0|}\},
\]
(30c)
\[
T_2 = \frac{1}{\omega} \ln \frac{\dot{x}_{cr} + \sqrt{\dot{x}_{cr}^2 - (\dot{x}_0^2 - \omega^2 x_0^2)}}{|\dot{x}_0 + \omega x_0|}.
\]
(30d)

Subsequently, the initial state of the next footstep is brought back into \( S \) by selecting \( L \) as
\[
L \in (x_l^i(T) - x_r^b, x_l^i(T) - x_r^b),
\]
where \( x_l^i, x_r^b \in \mathbb{R} \) are the left and right extremity values of the safe range for \( x \) (see \( \textcircled{2} \) in Fig. 5b); Considering \( S \), both being calculated as follows
\[
x_r^b = \min \left\{ \mu h, \frac{\mu h - A_{12} \dot{x}_l^i(T)}{A_{11}} \right\},
\]
(31b)
\[
x_l^b = \max \left\{ -\mu h, \frac{-\mu h - A_{12} \dot{x}_l^i(T)}{A_{11}} \right\}.
\]
(31c)

### 5.2 Moving-border time adjustment

The basis of the method is illustrated in Fig. 5c. For an initial state \( x_0 \in \mathcal{D} \), the main idea is to move the safe region borders by changing the desired step time to form a secondary safe region that includes \( x_0 \) within itself (\( \textcircled{1} \) in Fig. 5c). Once the secondary safe region is established, a new fixed-point (new cyclic gait) is selected as an intermediate target between both primary and secondary safe regions. As the origin (a somehow marching-in-place gait) certainly belongs to both regions, it is selected as an intermediate state (\( \textcircled{2} \) in Fig. 5c). Thereby, the stabilization process takes place in two stages; First, the initial state is conducted from \( x_0 \) to the intermediate state by the proper application of the step-length controller within the secondary safe region (\( \textcircled{3} \) in Fig. 5c). Next, the desired step time is restored to its original value, and convergence to the original fixed point (desired gait) is pursued by activating the step-length controller within the primary safe region (\( \textcircled{4} \) in Fig. 5c).

**Remark 1** If the initial state of the footstep reaches the primary safe region during its convergence to the origin, the next stage can be proceeded right from there.

The denomination of the method as moving-border time adjustment is due to the act of forming new borders to shape the safe region. In order to determine the step time leading to the secondary safe region, let’s consider the initial state \( x_0 \in \mathcal{D} \) lying on the \( S_T \) border (19),
\[
A_{11} \mid_{@ T_m^*} x_0 + A_{12} \mid_{@ T_m^*} \dot{x}_0 = \pm \mu h,
\]
(32)
where \( T_m^* \in \mathbb{R}^+ \) is the new target step duration that results to the secondary safe region. The above equation provides the same solution as (30b) for \( T_m^* \). Therefore, to achieve the secondary safe region including \( x_0 \in \mathcal{D} \), \( T_m^* \) is opted as
\[
T_m^* \in (0, T_{slip}).
\]
(33)

Moreover, by setting the new desired step length equal to zero, the zero-gait (marching-in-place) state can be replaced as an intermediate fixed-point.
**Remark 2** Determining which time-adjustment technique to select depends on the applicability of the two techniques. Remind that the moving-border technique applies to the whole region \( D \), while the fixed-border technique applies only to \( A \) (which is a subset of \( D \)). So any subset of \( A \) can be used as the triggering condition for the fixed-border approach, and accordingly its complementary for the other scheme.

## 6 Results

In this section, the effectiveness of the developed controllers is demonstrated through performing some numerical simulations.

### 6.1 Switching the gait-test against different ground friction values

Consider a biped posture in the sagittal plane with simplified dynamics (2) and (3a), (3b), walking from an initial state \( \mathbf{x}_0^* = [-0.2 \text{ m}, 1.1274 \text{ m/s}]^T \) with a step length \( L^* = 0.4 \text{ m} \) and a step time \( T^* = 0.4 \text{ s} \). The biped’s mass is \( m = 50 \text{ kg} \), and it tries to keep its CoM height at the constant value \( h = 1 \text{ m} \). At the onset of step \( i = 4 \), the biped is ordered to change direction, i.e. to walk backwards with the same step length and time. The results of simulating such a scenario on three different surfaces with \( \mu = 0.21 \), \( \mu = 0.4 \), and \( \mu = 1.5 \), are depicted in Fig. 6.

As can be seen in the phase portraits, the walking trend switched from the forward gait (top limit cycle in the plot) to the backward gait (bottom limit cycle), while the initial states of the footstep always remained within the safe region \( S \). Accordingly, the friction coefficient required for ensuring the stability of this walking gait, denoted by \( \mu_r \) and computed as \( \kappa / \kappa_c \), remained lower than \( \mu \) of the surface in all three cases (as \( \mu_r \) plots show). However, as can be seen, the rate of convergence and the number of transient steps take a different value for each case.

In the first case, Fig. 6a, where \( \mu \) is just a little bigger than the required coefficient \( \mu_r \) for the desired gait, alternating the motion is associated with some limitations. So the controller is forced to vary the step lengths in a restrictive manner (as \( L(i) \) plot shows), resulting in slow convergence with more transient steps.

As \( \mu \) increases, as in the second case, Fig. 6b, the controller is allowed to employ larger variations of step lengths so the convergence rate increases as well, and the number of transient steps decreases.

In the third case, Fig. 6c, where the coefficient \( \mu \) is largely sufficient in comparison to the required value \( \mu_r \) for the desired gait, there are no worries of slippage, and thus the controller varies the step length as widely as necessary. So, the resulting convergence rate is maximum and the number of transient steps is minimal.

In fact, for walking on surfaces with friction coefficient \( \mu \) smaller than the amount required to perform a particular gait, \( \mu_r \), slippage is unavoidable. In the marginal case, where \( \mu \) equals \( \mu_r \), reaching the desired gait itself without slipping is feasible, but switching to another gait is not. In this case, the gait’s initial state coincides with one of the boundaries \([\mp \mu h, \pm \dot{x}_{cr}]\) of the safe region.

Finally, as the initial states corresponding to the desired gaits lie within \( S \), switching between them only necessitates to modify the step length but step time adjustment is not required, as shown in \( T(i) \) plots.

The simulation results show how the stabilizer adapts to different road situations. The results also reveal one of the advantages of this stabilizer over the state-of-art existing in the
Fig. 6  Switching between gaits on three surfaces with (a) $\mu = 0.21$, (b) $\mu = 0.4$, and (c) $\mu = 1.5$. In the phase portraits (top subplots), limit cycles are shown thicker, the initial states are indicated by (red) ‘×’ markers, and the safe region $S$ colored (in gray). (Color figure online)
Footstep adjustment for biped push recovery on slippery surfaces

6.2 The effect of taller height

Let’s reconstitute the initial simulation performed in the previous section by employing the same parameters except for a larger height, varied to $h = 1.3$ m. The simulation results are depicted in Fig. 7. For brevity, only the required friction and step length variation plots are shown. As can be seen in the $\mu_r$ plot, the required friction has decreased compared to the similar plot depicted in Fig. 6a. Consequently, as the $L(i)$ plot indicates, the controller was able to adapt to the situation by taking larger step lengths. This observation is expected from (12) and confirms that increasing the CoM height can decrease the risk of slippage. In other words, taller persons are less prone to slippage in comparison to shorter ones when executing similar gaits. As mentioned earlier in the literature, lifting the hip for the immediate adjustment of ground reaction forces can be used as a slippage recovery strategy [23]. However, the fact that higher stature predicts better balancing ability in dealing with slippage conditions is a new observation applicable to both passive and active bipeds.

6.3 Push recovery from different push attitudes

Consider the biped presented in part 6.1 walking steadily on a low friction surface ($\mu = 0.3$). At the beginning of step $i = 4$, the biped is pushed from behind by an impulsive force applied horizontally to its CoM. The results of simulating such a scenario are depicted in Fig. 8 for three different pushing amplitudes, namely, $\hat{F} = 9$, $\hat{F} = 30$, and $\hat{F} = 45$ (all kg.m/s).

As depicted in the phase portraits, the controller is able to withstand the impacts of different magnitudes by reconverging the motion to the desired gait while keeping the initial
Fig. 8  Push recovery on a low friction surface ($\mu = 0.3$) at different push magnitudes: (a) $\hat{F} = 9$, (b) $\hat{F} = 30$, and (c) $\hat{F} = 45$ (all kg.m/s). The top subplots depict the phase portraits with limit cycles in thick plot, the initial states indicated in (red) ‘×’ markers, and the safe regions $S$ colored (in gray or red). (Color figure online)
states of each step in the safe region $S$. Accordingly, (as shown in $\mu_r$ plots), the necessary friction coefficient $\mu_r$ at every instant is kept lower than $\mu$ that the surface can supply, in all three cases. However, the controller reacts differently in each case.

In the first case, Fig. 8a, where impact momentum isn’t sufficient to throw the footstep initial state out of the safe region, the controller only needs to modify the step length without altering the step time to stabilize the motion, as seen in the $L(i)$ and $T(i)$ plots.

In the second case, Fig. 8b, where the impact is more powerfully applied so that the footstep initial state is thrown out of the safe region, the controller changes both step-length and duration to withstand the impact. Recall that if the initial state is out of $S$ but within $S_0$, a subsequent slippage can be expected, preventable by step time adjustment. Accordingly, as depicted in the $T(i)$ plot, the controller reacts by modifying the step time right after the impact event, thus preventing the state from leaving the $S_0$ border. Also, the after-impact step length is adjusted such that the next initial state returns into $S$. Hereafter, the motion convergence to the desired gait is achieved by exclusively changing the step length. Note that in this latter case, the fixed-border technique was applicable since the expelled initial state was still in $A$, (29).

In the third case, Fig. 8c, in which the impact is even more powerful, the initial state is found ousted deeply beyond the safe region, thus forcing the controller to use the moving-border technique in order to prevent slippage. Recall that in the moving-border technique, the desired step time is altered to form a secondary safe region that can include the ousted state. As can be seen, the step time adaptation is continued for several consecutive steps after the instant of impact. Consequently, the motion convergence to marching-in-place gait is followed by the step length adaptation until the initial state returns to the primary safe region. Subsequently, the step time is restored to the original desired value, and the motion returns to the desired gait. In all these stages, the initial states are kept within a primary or secondary safe region to prevent slipping. Note that in this case, more step time adjustment attempts are needed in comparison to the second case.

Compared to the state-of-art stabilizers such as [15] and [16], although footstep time adjustment has already been used for converging motion to the desired gait, it hasn’t been employed for preventing slippage against external pushes so far. According to the present results, adjusting footstep time can even permit coping with significant push on slippery surfaces.

From the simulation results, one can infer that: (i) Step length adaptation in combination with step time adjustment proves to be more efficient in enhancing the ability to withstand strong disturbances without slippage even on low-friction surfaces; (ii) In the case of strong disturbances, motion convergence to the desired gait is momentarily neglected for several steps to prevent slipping and reconsidered after reaching a safe state.

6.4 6-DoF planar biped push recovery on a low friction surface

In order to investigate the effectiveness of the proposed controller under more realistic conditions, a simulation on a six-degrees-of-freedom (6-DoF) planar model of a biped is performed. The simulation model and schematics are illustrated in Fig. 9. The biped model is considered fully actuated, with three actuators for each leg. The model parameters are set to be realistic, close to Nao’s [31] (a small size biped, commonly used in labs due to its low price). The model is about 40 cm tall and weights 5 kg. The generalized coordinates are denoted by $q \in \mathbb{R}^6$, where $q = [q_1, q_2, q_3, q_4, q_5, q_6]^T$ is defined in Fig. 9a. For the schematic block diagram depicted in Fig. 9b, the governing equations of motion of the biped in SSP are derived by the Lagrangian method, and the DSP is modeled as an instantaneous event.
Fig. 9 6-DoF planar biped simulation: (a) The simulation model; (b) The control loop block diagram. The discrete signals are shown in dashed lines. The length of the upper body, each thigh, each shin, and each sole are 0.21, 0.1, 0.1, 0.05 (all m), and their masses are 2.9, 0.6, 0.44, 0.17 (all kg). The CoM of each segment is considered in its middle.

The joints controller consists of the computed torque method [32], and the joints trajectory planner is developed based on the following optimization problem.

By considering the following optimization index at every step,

\[ J = \int_0^{T(i)} \left( (\ddot{x} - \omega^2 x)^2 + \rho(y - y_d)^2 \right) dt, \]  

where \( \rho \in \mathbb{R}^+ \) is a weight coefficient, and \( y_s, y_{d_s} \in \mathbb{R}^+ \) are the vertical position of the swing leg ankle and its desired value, respectively. Minimizing such an index aims to ensure that the horizontal motion of the CoM is aimed to follow the linear dynamics (2) as close as possible, while enforcing that the swing leg heel follows a predefined trajectory. To satisfy other requirements, the following constraints must apply:

1. The position of the swing leg sole has to satisfy \([x_s(T(i)), y_s(T(i))] = [L(i), 0] \), where \( x_s \in \mathbb{R} \) is its horizontal position, so that the computed step length and time are met.
2. The velocity of the swing leg sole has to satisfy \([\dot{x_s}(T(i)), \dot{y_s}(T(i))] = [0, 0] \) for it to touch the ground without bouncing back.
3. The horizontal position and velocity of the CoM have to satisfy \([x(T(i)), \dot{x}(T(i))] = A(T(i))x_0 \) for the discrete dynamics (6a) to apply.
4. The vertical position and velocity of the CoM have to satisfy \([y_{com}(T(i)), \dot{y}_{com}(T(i))] = [h, 0] \) so that the CoM remains at a constant level, \( h \).
5. The position of the CoP has to satisfy \([x_{cop}(0), x_{cop}(T(i))] = [0, 0] \) so that CoP remains around the ankle.
6. The angle and velocity of the swing leg sole have to satisfy \([q_5(T(i)), \dot{q}_5(T(i))] = [0, 0] \) for the swing sole to touch the ground horizontally.
7. The angle and velocity of the torso have to satisfy 
\[ q_6(T(i)), \dot{q}_6(T(i)) = [\pi/2, 0] \]
for the torso to remain nearly vertical.

8. The knee angles have to satisfy 
\[ q_2(T(i)/2), q_2(T(i)) \geq 0 \text{ and } q_4(T(i)/2), q_4(T(i)) \leq 0 \]
so that their restrictions of movement are (likely) met.

In the simulation, the above optimization is solved numerically using the nonlinear programming method. To this end, a fifth degree polynomial
\[ q = q_0 + \dot{q}_0 t + c_1 t^2 + c_2 t^3 + c_3 t^4 + c_4 t^5 \]
is evoked as the desired joint trajectory, where 
\[ q_0 = q(0) \text{ and } c_i \in \mathbb{R}^{6\times1} \] are the unknown parameters derived from the optimization process. The sagittal plane scene presents the robot walking with the step length \( L^* = 0.05 \) m, the step time \( T^* = 0.6 \) s, and the initial state \( x^*_0 = [-0.025 \text{ m, } 0.173 \text{ m/s}]^\top \). The floor is considered of low-friction with \( \mu = 0.15 \).

At the beginning of step \( i = 4 \), the biped is being pushed from behind by an impact force \( \hat{F} = 0.3 \) kg.m/s, applied horizontally to its torso midpoint. In the simulation, the impact is implemented as a jump in the joints’ velocities, obtained by
\[
\dot{q}^+ = M^{-1} \dot{Q} + \dot{q}^-
\]  
[33], where superscripts \( \cdot^- \) and \( \cdot^+ \) denote the before/after impact instances, \( M \in \mathbb{R}^{6\times6} \) is the inertia matrix, and \( \hat{Q} \in \mathbb{R}^6 \) is the generalized impact vector. The simulation results are depicted in Fig. 10.

As depicted in the phase portrait, the safe region \( S \) is so narrow that the next initial state is thrown out of it by the impact. As a reaction to this event, the controller opted to momentarily change the step-time duration for several consecutive steps to form a secondary safe region that includes the outed state. By adapting the step-length, a reestablishment maneuver consists of temporarily conducting the state toward the origin (equivalent to a marching-in-place gait). After the initial state is brought back to the primary safe region, the step-time is restored to its initial desired value, thus reinstating the desired gait within the primary safe region. The trends of step-length and step-time variations due to this impact event are illustrated in \( L(i) \) and \( T(i) \) plots, respectively.

The footstep velocity, denoted by \( V(i) \), is illustrated in Fig. 10a. As shown, the controller first increases the speed after the impact, then decreases it until regaining the desired speed. A similar behavior can be observed in the human response to powerful pushes, from which one can infer that: Increasing the walking speed as a reaction against powerful imposed disturbances helps to escape from slippage.

The simulation can be validated based on the results depicted in Fig. 10b as follows:

- **The support leg sole will not disconnect from the ground.** As can be seen in the \( f^\gamma_n \) plot, the normal force \( f^\gamma_n \) will remain around a positive constant value due to the trajectory planner constraint of keeping the CoM at a constant height.

- **The support leg will not slip.** As the \( \mu_r \) plot shows, the necessary friction coefficient \( \mu_r \) at every instant remained lower than the value \( \mu \) that the surface can supply.

- **The motion is executable on the actual biped model.** The plot of the CoP position, \( x_{cop} \), indicates that the designed motion is feasible if the biped has a minimal support sole of 4 cm in length, with 2 cm behind the ankle; A condition fulfilled by the biped considered for this purpose.

- **There is no impact at each step.** The \( \dot{x} \) and \( \dot{y} \) plots show that the swing leg sole touches the ground smoothly, at zero velocity.

The joints trajectories are depicted in Fig. 10c. As can be seen, they are bounded and demonstrate repetitive patterns. The knees angles \( q_2 \) and \( q_4 \) satisfy their physical restrictions, the swing sole remains horizontal as the \( q_5 \) plot shows, and the torso remains nearly vertical.
Fig. 10 6-DoF planar biped push-recovery on a low friction surface with $\mu = 0.15$. In the phase portrait, the limit cycles are shown thicker, the initial conditions are indicated by (red) ‘×’ markers, and the primary and secondary safe regions $S$ are shadowed (in red and gray, respectively). The (red) dashed lines are the trajectories corresponding to the linear dynamics. (Color figure online)
as seen in the $q_6$ plot. The resulting motion is illustrated in Fig. 11 by some snapshots taken at regular intervals through the animation sequence (Online Resource).

Results demonstrated that the step length-time controller strategy is successful in stabilizing the biped walking motion on low friction surfaces, reacting just as humans would. However, for the implementation of the controller on an active (actuated) biped, a proper trajectory planner is necessary to generate the required motion, constraining it to conform with the linear dynamics of (6a) and to satisfy its assumptions as well as possible. On the other hand, this trajectory planner reduces the flexibility of the biped to correctly react to impacts, limiting the range of tolerable disturbances. Moreover, as real-world applications necessitate fast reactions, a significant concern subsists with regard to the computational time necessary for the optimization trend of the trajectory planner. Thus, one can infer that a compromise should be reached between satisfying the dynamic model based on which these particular step time and step length controllers were obtained, and relaxing these conditions for the purpose of real-time implementation and flexibility. Note that while we have implemented the step controller on a fully actuated biped in the simulation, it is also implementable (mostly with a lower degree trajectory planner) on semi-active bipeds with control on the step length and time.

7 Discussion

In this section, first, a brief discussion on the effectiveness of the method to extend its application in 3-dimensional space (3D) is conducted. Then, the advantages of the proposed controller over those proposed in the literature are summed up. Finally, the limitations of the method are investigated at the end.

7.1 Method effectiveness in 3D

To investigate the plausibility of extending the proposed method to the more realistic 3D walking situation, first consider the reaction forces applied to the foot from the ground,
as depicted in Fig. 12. As shown in the figure, in contrast to the 2D model, an extra lateral force component $\mathbf{f}_z^\bullet$ arises at the foot sole, mainly due to the lateral oscillating motion of the biped during walking. Accordingly, the general non-slipping condition can be expressed as $|f_x| < \mu f_n^y$, where $\mathbf{f}_x = \mathbf{f}_x^\bullet + \mathbf{f}_z^\bullet$ is the resultant horizontal reaction force. The non-slippage condition in terms of the reaction forces components can thus be expressed as

$$(f_x)^2 + (f_y^\bullet)^2 < (\mu f_n^y)^2.$$  

(36)

which is geometrically interpreted as follows: The resultant of longitudinal and lateral components should lie within the boundary of the friction circle (Fig. 13) to prevent slippage.

Considering the friction circle, one can see the following obvious but critical points:

- Satisfying the two conditions $|f_x| < \mu f_n^y$ and $|f_y^\bullet| < \mu f_n^y$ independently of each other is not sufficient to prevent slippage. Indeed, those conditions identify a circumscribed square of the friction circle (Fig. 13), lying outside of the safe region.
- Indeed the two reaction force components cannot be independent. As the magnitude of one grows, the other should decay so that its resultant remains within the friction circle.

According to the above discussion, our 2D model-based controller may cause the biped to slip in a real-world 3D walking task since the whole friction capacity of the surface is entirely assigned to the longitudinal motion in the algorithm. In this regard, there may not remain sufficient friction capacity to maintain the lateral swinging motion, causing the biped to slip. However, one can deal with this problem by re-scaling the upper bound of the longitudinal non-slippage condition, i.e. $|f_x^\bullet| < C \mu f_n^y$ where $0 < C < 1$. Consequently, there always remains a sufficient friction capacity for bearing the lateral component bounded to $|f_z^\bullet| < \sqrt{1 - C^2 \mu f_n^y}$, according to (36). Therefore, the present method for stabilizing the
biped in the sagittal plane is still effective in real-world 3D walking if the friction coefficient is reduced, i.e. \( \mu \) is modified by a coefficient \( 0 < C < 1 \) in the formulas. Subsequently, the same algorithm can be employed for setting the lateral step size (balancing motion in the sagittal plane) by considering a friction coefficient equal to \( \sqrt{1 - C^2 \mu} \), which, alongside the longitudinal non-slippage condition, can guarantee 3D walking without slip. In this manner, the surface friction capacity is distributed between the longitudinal and lateral motions. By selecting an appropriate value for \( C \), depending on the situation, the lateral/longitudinal step-length and step-time controllers are adjusted accordingly to ensure non-slippage.

7.2 Comparison with the state of the art

Footstep adjustment has been widely used in the literature for preserving gait stability in confronting external disturbances [13, 15, 16, 18]. The main limitation of such stabilizers is that the surface friction limitation is not included in their design, i.e. there is no distinction between slipperiness of surfaces, which may induce a disproportional reaction, conducting to slippage, and a complete loss of stability. Those stabilizers are unreliable, especially on slippery surfaces whereas, by respecting the surface capacity, our approach results in push recovery capability on slippery surfaces. On the other hand, footstep duration adjustment has a completely different and more specific aim in our work compared to the literature. In the state-of-art stabilizers found in the literature, both footstep duration and length adjustment are spent on converging the gait to the desired one [15, 16]. In contrast, in the present work, the footstep time adjustment part is exclusively charged for preventing (subsequent) slippage, thus providing a firm basis for converging to the desired gait via the footstep length adjustment part. As the results show, taking charge of this single task by footstep duration adjustment enhances the capability of coping with disturbances on slippery surfaces and results in human-like reactions in confronting significant disturbances. Moreover, this controller has an analytical form, consisting of some simple closed-form solutions for computing the control inputs, in contrast to the non-deterministic optimization methods existing in the literature [16], which, however, also employed simplified dynamics models of the biped. On the other side, the main focus of studies on biped walking on slippery surfaces is gait generation in the absence of external disturbances [19–24]. The proposed stabilizer here complements those planners by stabilizing generated gaits in encountering external disturbances.

7.3 Limitations

The proposed controller in this paper is constructed based on a simplified model of the biped, restricting the center of mass to move horizontally and neglecting any fluctuations in the overall angular momentum. For implementing those abstract control rules on an active biped, although constraining the joints trajectory planner to conform with the model and its assumptions reduces the modeling mismatch error, but reduces the flexibility of the biped in confronting more or less powerful disturbances.

The proposed controller also relies on knowledge of the lower/upper bound of the surface friction coefficient. While the estimation might be difficult in practice, it is believed that material classification from images and tabled coefficient of frictions is a feasible approach to the problem [19]. In addition, the controller can still be applied when some uncertainty in the estimation is considered, e.g. by adding a margin to the no-slippage constraint depending on the estimated uncertainty.
8 Conclusion

In this paper, a stabilizer for biped sagittal motion on slippery surfaces is proposed. By introducing some assumptions, a reduced dynamic model with respect to the CoM variables of the biped is derived, leading to a discrete map relating the initial state to other consecutive steps. Via this model, a cyclic gait of desired speed can be adjusted through footstep-length and time parameters serving as control inputs. The controller is a discrete event-based one, which sets the footstep length and duration at the beginning of each step. Defining the safe region as the set of footstep initial states that ensures the non-slipping conditions during the step, the step length is determined such that: (i) the footstep initial state converges to its desired value, while (ii) the next footstep initial state is kept within the no-slippage safe region. Using LaSalle’s theorem, it is proven that the designed step-length controller provides asymptotical convergence of the motion to the cyclic gaits while respecting non-slipping conditions.

On the other hand, in the cases where the footstep initial state is found ousted from the safe region, e.g. by the intervention of a powerful pushing force, the footstep duration is reduced by the step-time controller to prevent subsequent slippage. Based on the ousted distance from the safe region, two time-adjustment techniques, which extend the safe region to include the ousted state, can be employed. In the first approach, only the duration of the eminent-slipping step is adapted momentarily to re-adhere the state to the safe region. Whereas, in the other method, the desired step time is altered for several consecutive steps afterward, displacing the borders and shaping another safe region.

As the designed stabilizer uses elementary math operations, its computation cost is low, so it is adapted for real-time implementation on an actual system, even with modest computational hardware.

The soundness of the proposed controller was tested through several numerical simulations with various scenarios, including performing gait switching maneuvers on different grounds and push recovery on a low-friction surface. The results show that the designed stabilizer performs well in maintaining the stability of motion on slippery surfaces in confronting significant disturbances and exhibits responses similar to human reactions. In correlation with the human gait experience, the results also reveal some general biomechanics aspects of biped walking which may be beneficial in developing bio-inspired control algorithms for bipeds, summarized as the following:

- Biped CoM height has a direct effect on reducing the risk of slipping. This reveals that “Taller persons are less prone to slippage compared to shorter ones when executing similar gaits”. Consequently, changing CoM height can be employed as an alternative to reduce the risk of slipping, both in the designing stage (especially for passive walkers) and in the gait generation/adaptation phase.
- Footstep duration adjustment can play an exclusive role in slippage prevention in confronting external pushes. It is observed that the reaction of the controller for escaping from slippage when exposed to powerful disturbances is to increase the walking speed through decreasing footstep duration. Similar behavior can be observed in the human response to powerful pushes, from which one can infer that this reaction is a dynamical adaptation to escape slippage.

For future work, the feasibility of performing a real-time implementation of the developed method on a humanoid robot should be evaluated, considering that a low-level joints trajectory planner has to be developed in accordance with the high-level controller, compromising between satisfying the assumptions of the dynamic model, the real-time implementation, and the flexibility of the movements.
Appendix A: Proof of Proposition 1

As we discussed in Sect. 3, if \( x^0_0 \in S \) and \( L(i) \in (L^s_l(i), L^s_u(i)) \), then \( x^{i+1}_0 \in S \). Considering \((18)\), one can conclude that \( S \subseteq S_T \). Thus, for \( x^{i+1}_0 \in S \), we have \( x^{i+1}_0 \in S_T \), and according to \((19)\),

\[
-A_{12} \dot{x}^{i+1}_0 - \mu h < x^{i+1}_0 < -A_{12} \dot{x}^{i+1}_0 + \mu h.
\]

(37)

Using the above inequality and the difference equation \((6a)\), one can conclude that

\[
\frac{\dot{x}^{i+1}_0 - A_{21} \mu h}{A_{11}} < x^{i+2}_0 < \frac{\dot{x}^{i+1}_0 + A_{21} \mu h}{A_{11}}.
\]

(38)

Moreover, Fig. 4c shows that for \( x^{i+1}_0 \in S \),

\[
|\dot{x}^{i+1}_0| < \frac{A_{11} + 1}{A_{12}} \mu h.
\]

(39)

The above inequality and Property 1 result that

\[
\begin{aligned}
\frac{\dot{x}^{i+1}_0 - A_{21} \mu h}{A_{11}} &> -\frac{A_{11} + 1}{A_{12}} \mu h, \\
\frac{\dot{x}^{i+1}_0 + A_{21} \mu h}{A_{11}} &< \frac{A_{11} + 1}{A_{12}} \mu h.
\end{aligned}
\]

(40)

According to \((38)\) and \((40)\), one concludes that \(|\dot{x}^{i+2}_0| < \frac{A_{11} + 1}{A_{12}} \mu h\).

On the other hand, the safe range \((L^s_l(i + 1), L^s_u(i + 1))\) exists iff \( L^s_l(i + 1) < L^s_u(i + 1) \). According to \((22a)\) and \((22b)\), we have \( L^s_l(i + 1) < L^s_u(i + 1) \) iff the following four conditions hold,

1. \( L^0_l(i + 1) < L^0_u(i + 1) \).

   Considering \((20a)\) and \((20b)\), one concludes that \( L^0_l(i + 1) < L^0_u(i + 1) \) is always satisfied.

2. \( L^0_l(i + 1) < L^T_u(i + 1) \).

   According to \((20a)\) and \((21b)\), the inequality \( L^0_l(i + 1) < L^T_u(i + 1) \) can be rewritten as

\[
(A^2_{11} - 1) x^{i+1}_0 + A_{11} A_{12} \dot{x}^{i+1}_0 > -(A_{11} + 1) \mu h.
\]

(41)

Using the difference equation \((3a)\), \((3b)\) and Property 1, the above inequality is simplified as

\[
\dot{x}^{i+2}_0 > -\frac{A_{11} + 1}{A_{12}} \mu h.
\]

(42)

3. \( L^T_l(i + 1) < L^0_u(i + 1) \).

   According to \((21a)\) and \((21a)\), the inequality \( L^T_l(i + 1) < L^0_u(i + 1) \) can be rewritten as

\[
(A^2_{11} - 1) x^{i+1}_0 + A_{11} A_{12} \dot{x}^{i+1}_0 < (A_{11} + 1) \mu h.
\]

(43)
Using the difference equation (3a), (3b) and Property 1, the above inequality is simplified as
\[ \dot{x}_0^{i+2} < \frac{A_{11} + 1}{A_{12}} \mu h. \] (44)

4. \( L_i^T(i + 1) < L_u^T(i + 1) \).

Considering (21a) and (21b), one concludes that \( L_i^T(i + 1) < L_u^T(i + 1) \) is always satisfied.

The above explanation results that \( (L_s^l(i + 1), L_s^u(i + 1)) \neq \emptyset \) iff
\[ |\dot{x}_0^{i+2}| < \frac{A_{11} + 1}{A_{12}} \mu h. \] (45)

In conclusion, for \( L(i) \in (L_s^l(i), L_s^u(i)) \) and \( x_0^i \in S \), we have \( |\dot{x}_0^{i+2}| < \frac{A_{11} + 1}{A_{12}} \mu h \), and hence \( L_i^T(i + 1) < L_u^T(i + 1) \), thus \( (L_s^l(i + 1), L_s^u(i + 1)) \) exists.

### Appendix B: Proof of Proposition 2

Define a continuous scalar function as
\[ V(\Delta x_0) = (A_{21} \Delta x_0 + A_{22} \Delta \dot{x}_0)^2. \] (46)

Considering (9), \( \Delta V(\Delta x_0) = V(\Delta x_0^{i+1}) - V(\Delta x_0^i) \) is obtained as
\[ \Delta V = A_{21}^2 (\Delta L(i) - \Delta L_1(i)) (\Delta L(i) - \Delta L_2(i)). \] (47)

If \( \Delta L(i) \in (\min\{\Delta L_1(i), \Delta L_2(i)\}, \max\{\Delta L_1(i), \Delta L_2(i)\}) \) then \( \Delta V \leq 0 \) (where equality holds when \( \Delta L_1(i) = \Delta L_2(i) \) and the interval has shrunk to a single value). Therefore, if (23a) is satisfied, \( V \) is a Liapunov function\(^2\) of (9).

On the other hand, define \( \mathcal{E} \) as
\[ \mathcal{E} = \{\Delta x | \Delta V = 0\}. \]

If \( \Delta L(i) \) satisfies (23a), one can conclude that
\[ \mathcal{E} = \{\Delta x_0 | A_{21} \Delta x_0 + A_{22} \Delta \dot{x}_0 = 0\}. \] (48)

For every \( \Delta x_0^i \in \mathcal{E} \), since \( \Delta x_0^{i+1} = A_{21} \Delta x_0^i + A_{22} \Delta \dot{x}_0^i = 0 \), we have \( \Delta x_0^{i+1} \in \mathcal{E} \) iff \( \Delta x_0^{i+1} = 0 \). Hence, the largest invariant set of \( \mathcal{E} \), called \( \mathcal{M} \), contains only one point, namely \( \Delta x_0 = [0, 0]^T \).

---

\(^2\)Consider a discrete-time dynamical system as
\[ x(k + 1) = f(x(k)). \]

For the above system, the scalar value function \( V(x) \) is called a Liapunov function on a set like \( \mathcal{G} \) if (i) \( V \) is continuous, and (ii) \( \Delta V(x) = V(f(x)) - V(x) \leq 0 \) for all \( x \in \mathcal{G} \) [34].
Moreover, since $V$ is a non-increasing function, and $V(\Delta x_0) = (\Delta \dot{x}_0^{i+1})^2$, one concludes that $\Delta \dot{x}_0$ is also non-increasing. Since $V$ and $\Delta x_0$ are bounded, (46) results that $\Delta x_0$ is also bounded. In conclusion, every solution of (9) is bounded.

According to the above explanations, the LaSalle’s theorem$^3$ results that $M$ is globally asymptotically stable, i.e. $\Delta x_0 = 0$ is globally asymptotically stable.

Appendix C: Proof of Proposition 3

We show that the convergence range bound $\Delta L_2(i) + L^*$ is always in the safe range $(L^l_0(i), L^u_0(i))$. According to (20a), (23c), and Property 1, one can show that

$$L^0_0(i) < \Delta L_2(i) + L^* \iff -\mu h < \frac{(A_{22} - 1) \Delta \dot{x}_0^{i+1}}{A_{21}},$$

$$\iff -A_{11} + 1 \frac{A_{12}}{\mu h} < \Delta \dot{x}_0^{i+1}. \quad (49)$$

Doing the same as the above for other elements of $L^l_0(i)$ and $L^u_0(i)$ leads to

$$L^l_0(i) < \Delta L_2(i) + L^* < L^u_0(i) \iff |\Delta \dot{x}_0^{i+1}| < \frac{A_{11} + 1}{A_{12}} \mu h. \quad (50)$$

According to (45), the above holds iff the safe range exists. Indeed, if the safe range exists then it has an intersection with the convergence range, and the theorem is thus proved.

Appendix D: Region $A$ determination

Considering safe region $S$ and its extremities, points $[\pm \mu h, \pm \dot{x}_{cr}]$, the fixed border technique is utilisable if the motion trajectory lies within the extremities (i.e. between the $\dot{x} = \pm \dot{x}_{cr}$ lines) for a lapse of time. At that time, the state can return to $S$ by a proper footstep length. For instance, Fig. 5b shows two sample trajectories that are within the extremities during the time span $(T_1, T_2)$ and $(0, T_{slip})$, and thus the technique is applicable to them. As Fig. 5b illustrates, there are critical curves (labeled with $\Gamma_1$-$\Gamma_2$) in case trajectories start from there, the state can only be returned to the extremities. Those critical curves define the borders of region $A$, where the time adjustment technique is applicable. Considering the symmetric nature of the trajectories (as Eq. (28) shows), the critical curves defining $A$ borders (labeled with $\Gamma_1$ in Fig. 5b) are those passing through the critical points $[0, \pm \dot{x}_{cr}]$, and thus their equations are derived from (28) as

$$\dot{x}_0^2 - \omega^2 x_0^2 = \dot{x}_{cr}^2. \quad (51)$$

$^3$Theorem (LaSalle’s theorem). Consider a discrete-time dynamical system as

$$x(k + 1) = f(x(k)).$$

Let $G$ be a bounded open positively invariant set. If (i) $V(x)$ is a Liapunov function of the above system on $G$, (ii) $M \subset G$ is the largest invariant set in $E$, and (iii) $V(x)$ is constant on $M$, then $M$ is asymptotically stable (globally asymptotically stable relative to $G$) [34].

The condition (iii) is automatically satisfied if $M$ is a single point.
Consequently, $A$ can be represented mathematically as (29). Note that halves of the aforementioned curves move away from the critical points $[0, \pm \dot{x}_{cr}]$, and thus they’re not part of $A$ borders. Therefore, those halves were replaced with $\dot{x} = \pm \dot{x}_{cr}$ (labeled with $\Gamma_2$ in Fig. 5b).
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