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Abstract. Low-rank approximation using time-dependent bases (TDBs) has proven effective for reduced-order modeling of stochastic partial differential equations (SPDEs). In these techniques, the random field is decomposed to a set of deterministic TDBs and time-dependent stochastic coefficients. When applied to SPDEs with non-homogeneous stochastic boundary conditions (BCs), appropriate BC must be specified for each of the TDBs. However, determining BCs for TDB is not trivial because: (i) the dimension of the random BCs is different than the rank of the TDB subspace; (ii) TDB in most formulations must preserve orthonormality or orthogonality constraints and specifying BCs for TDB should not violate these constraints in the space-discretized form. In this work, we present a methodology for determining the boundary conditions for TDBs at no additional computational cost beyond that of solving the same SPDE with homogeneous BCs. Our methodology is informed by the fact the TDB evolution equations are the optimality conditions of a variational principle. We leverage the same variational principle to derive an evolution equation for the value of TDB at the boundaries. The presented methodology preserves the orthonormality or orthogonality constraints of TDBs. We present the formulation for both the dynamically bi-orthonormal (DBO) decomposition [1] as well as the dynamically orthogonal (DO) decomposition [2]. We show that the presented methodology can be applied to stochastic Dirichlet, Neumann, and Robin boundary conditions. We assess the performance of the presented method for linear advection-diffusion equation, Burgers’ equation, and two-dimensional advection-diffusion equation with constant and temperature-dependent conduction coefficient.
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1. Introduction.

1.1. Background. The quantification of uncertainty in numerical models of real-world processes has gained significant traction in recent decades. The uncertainty in the numerical systems can arise out of random initial conditions, boundary conditions, imperfectly known model parameters, and input parameters. Uncertainty quantification (UQ) can rank the effect of different random sources on the quantities of interest and can be utilized to reduce uncertainty. Several techniques have been developed in the pursuit of performing UQ. Sampling-based techniques such as Monte-Carlo (MC), multi-level MC, quasi-MC (QMC), sequential MC [3–7] use discrete samples to represent the joint probability distribution of the response surface. These methods can be computationally prohibitive since a large number of samples are required to obtain a sufficient degree of accuracy. Another class of technique called the polynomial chaos expansion (PCE) is based on the Galerkin projection of the response onto a PCE [8–18]. The efficiency of PCE has been demonstrated for solving elliptic and low Reynolds number fluids problems [19–27]. PCE still requires a large number of samples for problems with high-dimensional random space. Moreover, the polynomial order must increase with time to keep same level of errors as demonstrated in the case of stochastic linear advection equation [28]. The method also shows a limitation in nonlinear systems with intermittency [29] and oscillatory stochastic processes [30].
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1.2. Reduced order models based on time-dependent subspaces. One way to reduce the computational cost of performing UQ is to use stochastic reduced-order models (ROMs). ROMs are fast surrogate models that can reduce the computational cost by exploiting correlations of the system response between different random samples. A majority of the ROM techniques are data-driven, i.e., they require observations of the full order model, which may be expensive and are based on static subspaces, which can hamper their efficiency for highly transient problems. Reduced-order modeling based on a time-dependent basis (TDB) can potentially overcome some of the limitations of data-driven ROMs, in which data-generation is completely eliminated and TDBs can be determined on the fly. Recent developments in the context of TDB to overcome the limitations imposed by fixed basis have led to the dynamically orthogonal (DO) method [2, 31, 32], in which the random field is decomposed to a set of orthonormal TDB and time-dependent stochastic coefficients. The orthonormality constraint imposed on TDB can be modified to obtain other decompositions, for example, bi-orthogonal (BO) decomposition [33, 34] and dynamically bi-orthonormal (DBO) decomposition [1]. It has been shown in [1, 35] that these three methods (DO, BO, DBO) are equivalent in the sense that their low-rank representations span the same subspace instantaneously and the difference between these methods correspond to an in-subspace rotation and scaling. The application of TDB is not limited to SPDEs. The TDB has been recently applied to deterministic problems for various applications, for example, reduced description of transient instabilities [36–39], flow control [40], prediction of extreme events [41], computing sensitivities [42], skeletal model reduction of detailed kinetics [43] as well as reduced-order modeling of passive and reactive species transport [44]. Further improvement in the computational cost of the TDB technique has been introduced in [45] for stochastic PDEs using the discrete empirical interpolation method (DEIM) algorithm. TDB has also been introduced independently in quantum mechanics, chemistry, dynamic low rank matrix and tensor approximations [46–49].

1.3. Boundary conditions. The majority of DO, BO, and DBO applications have focused on problems with either deterministic boundary conditions or very simple stochastic boundary conditions, e.g., homogeneous Neumann boundary conditions. The reason is that for stochastic boundary conditions with non-homogeneous Dirichlet, Neumann, or Robin type, it is not trivial how the stochasticity at the boundary should be distributed between different spatial modes and their stochastic coefficients. These challenges are further compounded by the fact that in any of the DO, BO, or DBO formulations, the spatial modes must satisfy either orthogonality or orthonormality constraints. This implies that a principled approach for determining the boundary conditions should incorporate global spatial state of the modes. An alternative approach was recently used in [50], by splitting the modes into two sets of homogeneous and non-homogeneous modes i.e., boundary modes, in which the stochastic Dirichlet boundary conditions are strongly enforced using the non-homogeneous modes. In this approach, the number of boundary modes is tied to the number of random dimensions. As a result, for problems with high-dimensional random boundary conditions, the overall computational cost could be significant. Because of these challenges, the majority of SPDEs solved with DO, DBO or BO have homogeneous stochastic boundary conditions, while many realistic UQ problems have random boundary conditions.

1.4. Our contributions. In this paper, we present a methodology to determine the boundary for the spatial modes for DO and DBO methodologies. We present a unified formulation for different types of stochastic boundary conditions, i.e., Dirichlet, Neumann and Robin. Our methodology is informed by the fact that the evolution equations of DO and DBO are the first-order optimality conditions of their respective variational principles. We present this variational formulation and show how boundary conditions can be incorporated into the variational problem in a principled
manner. Using the variational principle, we derive an evolution equation for the value of the spatial modes at the boundary. Our approach does not add any additional computational cost beyond that of solving the same SPDE with homogeneous BCs and its implementation is straightforward. The presented approach also satisfies the orthonormality or orthogonality constraints in a natural manner.

The paper is organized as follows: In section 2, the methodology and derivation of the equations is shown. In section 3, the method is applied to several benchmark problems: (i) linear advection-diffusion equation, (ii) Burgers’ equation, (iii) two dimensional linear advection-diffusion equation and (iv) two dimensional nonlinear advection-diffusion equation. In section 4, the paper is concluded with a brief summary of the results.

2. Methodology.

2.1. Preliminaries. In this section, we present the various definitions and notation used in this paper. A continuous function/variable and scalar is shown by non-bold letters \( v \), vectors are shown using bold lowercase letters \( \mathbf{v} \) and matrices are described using bold uppercase letters \( \mathbf{V} \). We denote the time derivative with \( \dot{\sim} = \frac{d}{dt} \).

Let \( \{ \Omega, \mathcal{B}, \mathcal{P} \} \) be a probability space with \( \Omega \) being the sample space containing a set a random event \( \omega \in \Omega \), \( \mathcal{B} \) is the \( \sigma \)-algebra associated with \( \Omega \) and \( \mathcal{P} \) is the probability measure. We denote a random field by \( u(x,t;\omega) \), where \( x \in \mathcal{D} \) denotes the spatial coordinates in the physical domain \( \mathcal{D} \subset \mathbb{R}^n \), where \( n = 1, 2 \) or \( 3 \), \( t > 0 \) denotes the time and \( \omega \) denotes a random event in the sample space \( \Omega \). We consider the following SPDE subject to random boundary and initial conditions:

\[
\begin{align*}
\frac{\partial v(x,t;\omega)}{\partial t} &= N(v(x,t;\omega),t), & x \in D, \omega \in \Omega, \\
\alpha v(x,t;\omega) + b \frac{\partial v(x,t;\omega)}{\partial n} &= g(x,t;\omega), & x \in \partial D, \omega \in \Omega, \\
v(x,t_0;\omega) &= v_0(x;\omega), & x \in \mathcal{D}, \omega \in \Omega,
\end{align*}
\]

where \( N(v(x,t;\omega),t) \) is in general, a nonlinear differential operator, \( D \) denotes the interior domain, \( \partial D \) denotes the boundary and \( \overline{D} = D \cup \partial D \). In Eq. (2.2), we obtain three types of stochastic boundary conditions based on the values of \( a \) and \( b \): (i) Dirichlet for \( b = 0, a \neq 0 \) (ii) Neumann for \( a = 0, b \neq 0 \) and (iii) Robin for \( a \neq 0, b \neq 0 \). We focus on parametric uncertain parameters, where randomness appears as a set of random parameters: \( \xi(\omega) = \{\xi_1(\omega),\xi_2(\omega),\ldots\xi_d(\omega)\} \), where \( m \) is the number of uncertain parameters. For the sake of brevity in some cases, we drop the explicit dependence on \( \omega \) and use \( \xi \) to denote the random parameters. Here, we assume that even if the source of randomness is infinite-dimensional, it is first reduced to an \( d \)-dimensional random parameters, for example by using Karhunen-Loéve decomposition. For the sake of brevity we drop the dependence of than random variable to \( \omega \). Therefore, \( v(x,t;\omega) \equiv v(x,t;\xi) \). We also denote the joint probability density function (pdf) of the random variables by \( \rho(\xi) \).

2.2. Discretization in the spatial and random spaces. Now we explain our notation for discretizing the above SPDE in physical and random spaces. In the space-discretized form, a deterministic field \( v(x) \) is approximated by an expansion in the form of

\[
v^\delta(x) = \sum_{i=1}^{n} \hat{v}_i \phi_i(x),
\]
where \( v^\delta(x) \) is an approximation to \( v(x) \), \( \hat{v} = [\hat{v}_1, \hat{v}_2, \ldots, \hat{v}_n]^T \) is the vector of the modal coefficients and \( \phi_i(x) \) are the trial basis functions, which are for example piece-wise polynomials in finite/spectral element or Fourier modes in spectral methods. For time-dependent deterministic fields \( v(x, t) \), the modal coefficients \( \hat{v}_i \) are also time-dependent, i.e., \( v^\delta(x, t) = \sum_{i=1}^n \hat{v}_i(t) \phi_i(x) \). Similarly, a random time-dependent field \( v(x, t; \xi) \), is approximated by \( v^\delta(x, t; \xi) = \sum_{i=1}^n \hat{v}_i(t; \xi) \phi_i(x) \), where the modal coefficients \( \hat{v}_i(t; \xi) \) are random processes. The random processes are also approximated with a probabilistic chaos expansion (PCE): \( v^\delta(x, t; \xi) = \sum_{i=1}^n \sum_{j=1}^s \hat{v}_{ij}(t) \psi_j(\xi) \phi_i(x) \). Here, \( \psi_j(\xi) \) can be generalized polynomial chaos functions or Lagrange polynomials in the case of probabilistic collocation discretization and \( \hat{v}_{ij} \)'s represent the modal coefficients. The modal coefficients can be represented via: \( \hat{V}(t) = [\hat{v}_1(t)|\hat{v}_2(t)|\ldots|\hat{v}_s(t)] \), where \( \hat{V}(t) \) is a time-dependent matrix of size \( n \times s \) and where \( \hat{V}_{ij} = \hat{v}_{ij} \).

The above procedure transforms solving the SPDE into solving a deterministic ODE for the evolution of the matrix of modal coefficients \( \hat{V}(t) \). This commonly involves replacing the expansion for \( v^\delta(x, t; \xi) \) into the SPDE and minimizing the residual via a projection-based technique, for example, collocation, least squares, Galerkin or Petrov-Galerkin methods. These methods require performing integration in the physical space and in the case of PCE, integration in the random space. Moreover, constructing ROM based on TDB requires projections and the notion of orthonormality for both physical and random spaces. The inner product in the physical space between the two functions \( u^\delta(x) = \sum_{i=1}^n \hat{u}_i \phi_i(x) \) and \( v^\delta(x) = \sum_{i=1}^n \hat{v}_i \phi_i(x) \) can be approximated via a quadrature rule. We take \( n \) quadrature points, although the number of quadrature points could be different than the number of trial basis functions. Let \( x = [x_1, x_2, \ldots, x_n] \) and \( w_x = [w_{x_1}, w_{x_2}, \ldots, w_{x_n}] \) denote the vectors of quadrature points and weights in the physical space, respectively. Let us denote \( \Phi = [\phi_1(x)|\phi_2(x)|\ldots|\phi_n(x)] \), where \( \Phi \in \mathbb{R}^{n \times n} \) is a matrix whose \( i \)th column is obtained by evaluating the \( i \)th basis function at all quadrature points. Let us also denote the \( u = u^\delta(x) \) as a \( n \times 1 \) vector obtained by evaluating \( u^\delta \) at quadrature points and similarly, let \( v = v^\delta(x) \). We observe that, \( u = \Phi \hat{u} \) and \( v = \Phi \hat{v} \), where \( \hat{u}, \hat{v} \in \mathbb{R}^{n \times 1} \). Therefore, the continuous inner product in the physical space can approximated with:

\[
\int_{\Omega} u^\delta(x)v^\delta(x)dx \approx \sum_{i=1}^n w_x_i u^\delta(x_i)v^\delta(x_i) = u^T \text{diag}(w_x)v = \hat{u}^T \Phi^T \text{diag}(w_x) \Phi \hat{v},
\]

We denote the discrete inner product and the induced norm in the physical space with:

\[
\langle u^\delta, v^\delta \rangle_x = \hat{u}^T M_x \hat{v}, \quad \text{and} \quad \| u^\delta \|_x = \langle u^\delta, u^\delta \rangle_x^{1/2},
\]

where \( M_x \) is the so called mass matrix in the physical space: \( M_x = \Phi^T \text{diag}(w_x) \Phi \).

An analogous inner product can be defined for the random space. Let \( w_\xi = [w_{\xi_1}, w_{\xi_2}, \ldots, w_{\xi_s}] \) denote the quadrature weights associated with the quadrature points \( \xi = \{\xi^{(1)}, \xi^{(2)}, \ldots, \xi^{(s)}\} \) in the random space. Let \( y^\delta(\xi) \) be an approximation to \( y(\xi) \) as in the following: \( y^\delta(\xi) = \sum_{i=1}^s \hat{y}_i \psi_i(\xi) \). Let \( y = y^\delta(\xi) \) and \( z = z^\delta(\xi) \) be the \( s \times 1 \) vectors obtained by evaluating the random variables \( y^\delta \) and \( z^\delta \) at the quadrature points. Also, let \( \Psi = [\psi_1(\xi)|\psi_2(\xi)|\ldots|\psi_s(\xi)] \) be the matrix of basis functions evaluated at \( \xi \), where \( \Psi \in \mathbb{R}^{s \times s} \). Therefore, \( y = \Psi \hat{y} \) and \( z = \Psi \hat{z} \), \( \hat{y}, \hat{z} \in \mathbb{R}^{s \times 1} \). Note that the continuous inner product in the random space is weighted by the joint pdf and therefore the above inner product is the expectation of \( y(\xi)z(\xi) \) as shown below:

\[
\mathbb{E}[y^\delta(\xi)z^\delta(\xi)] = \int_\Omega y^\delta(\xi)z^\delta(\xi) \rho(\xi) d\xi \approx \sum_{i=1}^s w_\xi_i y^\delta(\xi^{(i)})z^\delta(\xi^{(i)}) = \hat{y}^T \Psi^T \text{diag}(w_\xi) \Psi \hat{z}.
\]
Similar to the physical space, we denote the discrete inner product in the random space with:

\[
\langle y^\delta, z^\delta \rangle_\xi = \hat{y}^T M_\xi \hat{z}, \quad \text{and} \quad \|y^\delta\|_\xi = \langle y^\delta, y^\delta \rangle_\xi^{1/2},
\]

where \( M_\xi \) is mass matrix in the random space: \( M_\xi = \Psi^T \text{diag}(w_\xi) \Psi \).

We present our methodology for generic basis functions. However, for demonstration purposes, we use collocation-based methods for both the physical and random spaces because they are widely used and they are straightforward to implement. In particular, we use Lagrange polynomials as the trial functions, in which \( \phi_i(x_j) = \delta_{ij} \). In the matrix form this means that \( \Phi = I \), where \( I \) is the identity matrix. Therefore, \( u = \Phi \hat{u} = \hat{u} \) and the mass matrix is diagonal: \( M_x = \text{diag}(w_x) \).

Similarly in the random space: \( \psi_i(\xi^{(j)}) = \delta_{ij} \) or \( \Psi = I \) and therefore, \( y = \Psi \hat{y} = \hat{y} \). The mass matrix is also diagonal \( M_\xi = \text{diag}(w_\xi) \). The above notation can be easily re-purposed for Monte-Carlo-type sampling methods, where even though no basis function in the random space is defined, we can still use \( \Psi = I \), by interpreting the Monte Carlo sampling as a collocation scheme, where \( M_\xi = \text{diag}(w_\xi) = 1/sI. \)

### 2.3. Low-rank approximation with time-dependent subspaces.

We use the dynamically biorthonormal decomposition defined in [1] to approximate a random field as follows:

\[
v(x, t; \xi) = \sum_{i=1}^r \sum_{j=1}^r u_i(x, t) \Sigma_{ij}(t) y_j(t; \xi) + e(x, t; \xi),
\]

where \( u_i(x, t), i = 1, 2, \cdots, r \) are a set of orthonormal spatial modes, \( y_j(t; \xi), j = 1, 2, \cdots, r \) are the orthonormal stochastic modes, \( \Sigma_{ij}(t) \) is the factorization of the correlation matrix and \( e(x, t; \xi) \) is the reduction error. The orthonormality conditions on the modes can be written as

\[
\int_B u_i(x, t)u_j(x, t)dx = \delta_{ij} \quad \text{and} \quad \mathbb{E}[y_i(t; \xi)y_j(t; \xi)] = \int_\Omega y_i(t; \xi)y_j(t; \xi)\rho(\xi)d\xi = \delta_{ij}.
\]

We note that in Eq. (2.7), the mean field is not subtracted as it was done in the original DBO formulation presented in [1] and as a result, \( \mathbb{E}[y_i(t; \xi)] \) is not equal to zero. This is done to simplify the derivation of the variational principle and under this conditions the DBO formulation is closely related to the dynamical low-rank approximation [48]. However, the presented methodology can be applied to the original DBO formulation, where the evolution equation for the mean is explicitly derived in a straightforward manner.

The DBO spatial modes and stochastic coefficients can be approximated via the modal expansion:

\[
u_i^\delta(x, t) = \sum_{j=1}^n \tilde{u}_{ji}(t)\phi_j(x) \quad \text{and} \quad y_i^\delta(t; \xi) = \sum_{j=1}^s \tilde{y}_{ji}(t)\psi_j(\xi).
\]

Therefore, the discrete representation of expansion (2.7), which is obtained evaluating the above modal expansion at the corresponding quadrature points becomes:

\[
\mathbf{V}(t) = \Phi \hat{\mathbf{V}}(t)\Psi^T = \Phi \hat{\mathbf{U}}(t) \mathbf{\Sigma}(t) \hat{\mathbf{Y}}(t)^T \Psi^T + \mathbf{E}(t),
\]
where
\[
\hat{U}(t) = [\hat{u}_1(t)|\hat{u}_2(t)|\cdots|\hat{u}_r(t)]_{n \times r} \quad \text{and} \quad \hat{Y}(t) = [\hat{y}_1(t)|\hat{y}_2(t)|\cdots|\hat{y}_r(t)]_{s \times r}
\]
are the matrices of modal coefficients of the spatial and random TDBs, \(\Sigma(t) \in \mathbb{R}^{r \times r}\) matrix of correlation factorization and \(E(t)\) is matrix of the low-rank approximation error. Projecting the above equation onto the spatial and random basis functions results in:
\[
(2.11) \quad \hat{V}(t) = \hat{U}(t)\Sigma(t)\hat{Y}(t)^T + \hat{E}(t),
\]
where \(\hat{E}(t) = M_x^{-1}\Phi^T \text{diag}(w_x)E(t)\text{diag}(w_\xi)\Psi M_x^{-1}\).

2.4. Boundary conditions for TDB. To determine the boundary conditions for the spatial modes, the presented method is informed by the realization that the DBO evolution equations are the optimality conditions of a variational principle. An analogous variational principle was recently introduced in [44] for the reduced order modeling of deterministic reactive species transport equation. Our approach is to define a unified evolutionary differential operator that encompasses both the interior domain as well as the boundary conditions. The presented approach has two main steps:

1. Incorporate the boundary condition and derive an evolution equation for \(\hat{V}(t)\) in the form of: \(\hat{V} = \hat{F}(\hat{V}, t)\). This is a matrix differential equation representing the full-order model (FOM) in the semi-discrete form in which the boundary conditions are incorporated.
2. Use the residual-minimizing variational principle in the modal Frobenius norm to derive closed-form evolution equations for \(\hat{U}, \hat{Y}\) and \(\Sigma\).

In the following subsections we explain these two steps in more detail.

2.4.1. Full-order model discretization. We consider modal decompositions in which modes can be divided into interior and boundary modes as in the following:
\[
(2.12) \quad \psi^\delta(x, t; \xi) = \sum_{k=1}^{s} \sum_{j=1}^{n_b} \hat{v}_{bkj}(t) \phi_{b_j}(x) \psi_k(\xi) + \sum_{k=1}^{s} \sum_{j=1}^{n_i} \hat{v}_{ikj}(t) \phi_{i_j}(x) \psi_k(\xi),
\]
where \(\{\phi_{b_j}(x)\}_{j=1}^{n_b}\) are boundary modes and they are nonzero at the boundaries, i.e., \(\phi_{b_j}(x) \neq 0, x \in \partial D\). On the other hand, the interior modes are zero at the boundaries, i.e., \(\phi_{i_j}(x) = 0, x \in \partial D\). We present our methodology for generic modal expansions. Therefore, we do not assume that \(\Phi = I\) nor \(\Psi = I\) for the sake of applicability of the methodology to different modal expansions. In the above decomposition, \(\hat{V}_b = [\hat{v}_{bkj}], j = 1, \ldots, n_b\) and \(k = 1, \ldots, s\) and similarly, \(\hat{V}_i = [\hat{v}_{ikj}], j = 1, \ldots, n_i\) and \(k = 1, \ldots, s\). Moreover, \(n = n_b + n_i\). We also denote the quadrature points at boundary and in the interior domain with \(x_b = [x_{b_1}, x_{b_2}, \ldots, x_{b_{n_b}}]\) and \(x_i = [x_{i_1}, x_{i_2}, \ldots, x_{i_{n_i}}]\), respectively, and therefore, \(x = [x_b, x_i]\). In order to be able to incorporate the boundary condition into the matrix-differential equations of FOM, an evolution equation for the modal coefficients \((\hat{v}_{bk}(t))\) must be obtained. To this end, we take the time derivative of Eq. (2.2):
\[
(2.13) \quad \frac{a}{\partial t} \frac{\partial v(x, t; \xi)}{\partial t} + b \frac{\partial}{\partial t} \left( \frac{\partial v(x, t; \xi)}{\partial n} \right) = \frac{\partial g(x, t; \xi)}{\partial t}, \quad x \in \partial D.
\]
Enforcing the time derivative of boundary condition is not without caveats. First, one must ensure that \(g(x, t; \xi)\) is differentiable in time for any random sample. Moreover, enforcing the time derivative of boundary condition means that the boundary condition is enforced up to the same
temporal integration error incurred at the interior points. Replacing the modal expansion given by Eq. (2.12) into the boundary condition given by Eq. (2.13) and evaluating the resulting equation at the quadrature points on the boundary \((x_b)\) as well as the random quadrature point \((\xi)\) results in:

\[
(2.14) \quad \left\{ a \left( \hat{\psi}_{bj} (t) \phi_{bj} (x_b) \right) + b \left( \hat{\psi}_{bj} (t) \phi'_{bj} (x_b) + \hat{\psi}_{ij} (t) \phi'_{ij} (x_b) \right) \right\} \psi_k (\xi) = \tilde{g} (x_b, t; \xi) + e_b (x_b, t; \xi),
\]

where \((\sim)'\) denotes the derivative in the direction normal to the boundary and \(e_b (x_b, t; \xi)\) is the truncation error due to the modal expansion. In the above equation, we have made use of \(\phi_{ij} (x_b) = 0, j = 1, \ldots, n_i\). Let

\[
\Phi = \begin{pmatrix} \Phi_{bb} & \Phi_{bi} \\ \Phi_{ib} & \Phi_{ii} \end{pmatrix}, \quad \Phi' = \begin{pmatrix} \Phi'_{bb} & \Phi'_{bi} \\ \Phi'_{ib} & \Phi'_{ii} \end{pmatrix}, \quad \dot{\Psi} = \begin{pmatrix} \dot{\Psi}_b \\ \dot{\Psi}_i \end{pmatrix},
\]

where \(\Phi_{bbpq} = \phi_{bq} (x_{bp})\), \(\Phi_{bipq} = \phi_{bq} (x_{ip})\), \(\Phi_{ibpq} = \phi_{iq} (x_{bp})\) and \(\Phi_{iipq} = \phi_{iq} (x_{ip})\) and submatrices of \(\Phi'\) are obtained analogously and let \(\tilde{G} = \tilde{g} (x_b, t; \xi)\) and \(E_b = e_b (x_b, t; \xi)\). We also denote by \(\Phi_b \in \mathbb{R}^{n_b \times n_b}\) and \(\Phi_i \in \mathbb{R}^{n_i \times n_i}\) the boundary and interior modes evaluated at all quadrature points, respectively, i.e., \(\Phi = [\Phi_b \quad \Phi_i]\). Using this notation, we can rearrange Eq. (2.14) in the matrix form as in the following:

\[
\left\{ (a \Phi_{bb} + b \Phi'_{bb}) \dot{\Psi}_b + b \Phi'_{ib} \dot{\Psi}_i \right\} \Psi^T = \tilde{G} \text{diag}(w_\xi) \Psi.
\]

We project the above equation onto the random basis functions \(\{ \psi_k (\xi) \}\) by multiplying the above equation from right by \(\text{diag}(w_\xi)\). This results in:

\[
(2.15) \quad \left\{ (a \Phi_{bb} + b \Phi'_{bb}) \dot{\Psi}_b + b \Phi'_{ib} \dot{\Psi}_i \right\} M_\xi = \tilde{G} \text{diag}(w_\xi) \Psi.
\]

The equations for the interior modes \((\dot{\Psi}_i)\) can be obtained by replacing Eq. (2.12) into the governing equation and projecting resulting equation onto the interior modes \(\phi_{ij} (x), j = 1, \ldots, n_i\) and \(\psi_k (\xi), k = 1, \ldots, s\) modes using well-established procedures. This can be achieved by the multiplication of \(\Phi_i^T \text{diag}(w_x)\) from left and \(\text{diag}(w_\xi)\) from right. This results in:

\[
(2.16) \quad \left\{ M_{xib} \dot{\Psi}_b + M_{xii} \dot{\Psi}_i \right\} M_\xi = \Phi_i^T \text{diag}(w_x) N(\dot{\Psi}, t) \text{diag}(w_\xi) \Psi,
\]

where \(M_{xib} = \Phi_i^T \text{diag}(w_x) \Phi_b \in \mathbb{R}^{n_b \times n_b}\) and \(M_{xii} = \Phi_i^T \text{diag}(w_x) \Phi_i \in \mathbb{R}^{n_i \times n_i}\), which are submatrices of \(M_x\) and \(N(\dot{\Psi}, t)\) is the right hand side of of the governing equation evaluated, in which \(\psi (x, t; \xi)\) is replaced by the modal expansion given by Eq. (2.12). Combining Eqs. (2.15) and (2.16) results in:

\[
(2.17) \quad \dot{M}_x \tilde{M}_x = F(\dot{\Psi}, t),
\]

where

\[
\tilde{M}_x = \begin{pmatrix} a \Phi_{bb} + b \Phi'_{bb} & b \Phi'_{ib} \\ M_{xib} & M_{xii} \end{pmatrix} \quad \text{and} \quad F(\dot{\Psi}, t) = \begin{pmatrix} F_b \\ F_i \end{pmatrix} = \begin{pmatrix} \tilde{G} \text{diag}(w_\xi) \Psi \\ \Phi_i^T \text{diag}(w_x) N(\dot{\Psi}) \text{diag}(w_\xi) \Psi \end{pmatrix}.
\]
The FOM in the semi-discrete form is then obtained by:

\[ \dot{\mathbf{V}} = \mathbf{F}(\mathbf{V}, t), \]

where \( \mathbf{F}(\mathbf{V}, t) = \mathbf{M}_x^{-1}\mathbf{F}(\mathbf{V}, t)\mathbf{M}_\xi^{-1} \). Eq. (2.19) represents the semi-discrete form of FOM.

2.4.2. Variational principle. Substituting the low-rank approximation given Eq. (2.7) into the SPDE (2.1) generates a nonzero residual at the interior as well as the boundaries, i.e.,

\[ v \text{random field} \]

\[ \text{norm of a random field approximated with a modal expansion.} \]

We can approximate the norm of a variational principle in the semi-discrete form. To this end, we first need to find an analogue this optimization problem in the continuous form and derive closed-form evolution equations for is minimized subject to the orthonormality of constraints given by Eq. (2.8). It is possible to solve \( y \) and \( u \) the low-rank approximation are obtained by finding an optimal time derivative of \( u_i(x, t), \Sigma_{ij}(t) \) and \( y_j(t; \xi) \) such that the instantaneous norm of the residual given by:

\[ \| R \|^2 = \mathbb{E} \left[ \int_{D} (R(x, t, \xi))^2 dx \right], \]

is minimized subject to the orthonormality of constraints given by Eq. (2.8). It is possible to solve this optimization problem in the continuous form and derive closed-form evolution equations for \( u_i(x, t), \Sigma_{ij}(t) \) and \( y_j(t; \xi) \). Then these equations can be discretized using a method of choice. Our approach is to first discretize the governing equations in \( x \) and \( \xi \) and then formulate an analogue variational principle in the semi-discrete form. To this end, we first need to find an analogue norm of a random field approximated with a modal expansion. We can approximate the norm of a random field \( v^\delta(x, t; \xi) = \hat{v}_{ij}(t)\phi_i(x)\psi_j(\xi) \) as in the following:

\[ \mathbb{E}\left[ \int_{D} (v^\delta(x, t; \xi))^2 dx \right] = \mathbb{E}\left[ \int_{D} (\hat{v}_{ij}(t)\phi_i(x)\psi_j(\xi)) (\hat{v}_{j'\xi'}(t)\phi_{j'}(x)\psi_{\xi'}(\xi)) dx \right] \]

\[ = (\hat{v}_{ij}(t)\hat{v}_{j'\xi'}(t)) (\int_{D} \phi_i(x)\phi_{j'}(x) dx) (\mathbb{E}[\psi_j(\xi)\psi_{\xi'}(\xi)]) \]

\[ \approx \hat{v}_{ij}(t)\hat{v}_{j'\xi'}(t)\mathbf{M}_{ii'}\mathbf{M}_{\xi\xi'}. \]

where summation over repeated indices is implied. Inspecting the above relationship reveals that the discrete representation of the norm of a random field corresponds to the weighted Frobenius norm of the matrix of modal coefficients:

\[ \| \mathbf{V} \|^2_F = \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{j'=1}^{s} \sum_{j'=1}^{s} \hat{v}_{ij}\hat{v}_{j'\xi'}\mathbf{M}_{ii'}\mathbf{M}_{\xi\xi'}. \]

where we have dropped the dependence to time for brevity. The above norm can be simplified for the case where the mass matrices are diagonal, i.e., \( \mathbf{M}_x = \text{diag}(\mathbf{m}_x) \) and \( \mathbf{M}_\xi = \text{diag}(\mathbf{m}_\xi) \), where \( \mathbf{m}_x = [m_{x1}, m_{x2}, \ldots, m_{xn}]^T \) and \( \mathbf{m}_\xi = [m_{\xi1}, m_{\xi2}, \ldots, m_{\xi\xi}]^T \). Therefore, for diagonal mass matrices, the weighted Frobenius norm simplifies to:

\[ \| \mathbf{V} \|^2_F = \sum_{i=1}^{n} \sum_{j=1}^{s} m_{ix}m_{ij}\hat{v}_{ij}^2. \]
Replacing the low-rank approximation in the modal form given by Eq. (2.11) into the FOM given by Eq. (2.19) generates a non-zero residual denoted by \( \hat{R} \) as shown below:

\[
\hat{R} = \frac{d}{dt}(\hat{U}\Sigma\hat{Y}^T) - \hat{F}(\hat{U}\Sigma\hat{Y}^T, t).
\]

Note that the above residual takes into account the violation of the SPDE in the interior as well as violations at the boundary conditions. The variational principle in the semi-discrete form is to minimize:

\[
\mathcal{G}(\dot{\hat{U}}, \dot{\hat{\Sigma}}, \dot{\hat{Y}}) = \left\| \frac{d}{dt}(\hat{U}\Sigma\hat{Y}^T) - \hat{F}(\hat{U}\Sigma\hat{Y}^T, t) \right\|_F^2,
\]

subject to the orthonormality constraints given by:

\[
\langle \hat{u}_i, \hat{u}_j \rangle_x = \delta_{ij} \quad \text{and} \quad \langle \hat{y}_i, \hat{y}_j \rangle_\xi = \delta_{ij}, \quad i, j = 1, \ldots, r.
\]

As shown in [44, 48], solving the above optimization problem leads to the following evolution equations:

\[
\begin{align*}
\dot{\hat{U}} &= (I - \hat{U}\hat{U}^T M_x) \hat{F}(\hat{U}\Sigma\hat{Y}^T, t) M_\xi \hat{Y} \Sigma^{-1}, \\
\dot{\hat{\Sigma}} &= \hat{U}^T M_x \hat{F}(\hat{U}\Sigma\hat{Y}^T, t) M_\xi \hat{Y}, \\
\dot{\hat{Y}} &= (I - \hat{Y}\hat{Y}^T M_\xi) \hat{F}^T(\hat{U}\Sigma\hat{Y}^T, t) M_x \hat{U} \Sigma^{-T}.
\end{align*}
\]

In Eq. (2.25), \( \hat{U} \) determines the evolution of the boundary modes as well as the interior modes.

In order to explicitly investigate the evolution equation of the boundary modes we consider an example in which spectral collocation modal expansion both in the physical and random spaces. To this end, we choose Lagrange polynomials for \( \phi_i(x) \) and \( \psi_i(\xi) \) such that \( \Phi = I \) and \( \Psi = I \) are identity matrices and since \( U = \Phi \hat{U} \), therefore \( U = \hat{U} \). Moreover, \( M_x = \text{diag}(w_x) \) and \( M_\xi = \text{diag}(w_\xi) \) are both diagonal matrices. To further simplify the illustration, we consider the stochastic Dirichlet boundary condition, i.e., \( a = 1 \) and \( b = 0 \). As a result, the matrix \( M_x \) simplifies to:

\[
\tilde{M}_x = \begin{pmatrix} I_{bb} & 0 \\ 0 & \text{diag}(w_{xi}) \end{pmatrix}
\]

and \( U = \hat{U} = \begin{pmatrix} \hat{U}_b \\ \hat{U}_i \end{pmatrix} \).

where \( I_{bb} \) is the identity matrix of size \( n_b \times n_b \) and \( w_{xi} \) is an \( n_i \times n_i \) diagonal matrix containing the interior subset of the quadrature weights. Eq. (2.25) is a matrix evolution equation and the first \( n_b \) rows of this equation describe the evolution of spatial TDB modes at the boundary, i.e. \( \hat{U}_b \). The evolution of \( \hat{U}_b \) can be extracted from Eq. (2.25) as shown below:

\[
\dot{\hat{U}}_b = \{ \hat{F}_b - \hat{U}_b(\hat{U}^T \tilde{M}_x \hat{F}) \} M_\xi \hat{Y} \Sigma^{-1}, \quad \text{where} \quad \hat{F} = \begin{pmatrix} \hat{F}_b \\ \hat{F}_i \end{pmatrix},
\]

where we have used \( \hat{F} = \hat{F}(\hat{U}\Sigma\hat{Y}^T, t) \) for brevity and \( \hat{F}_b \) denotes the first \( n_b \) rows of matrix \( \hat{F} \). Using the definition of \( \hat{F} \) in Eq. (2.19), a simplified expression for \( \hat{F}_b \) can be obtained as shown
below:

\[
\dot{F}_b = F_b M^{-1}_\xi = \dot{G} \text{diag}(w_\xi) \Psi M^{-1}_\xi = \dot{G},
\]

where we use \( \Psi = I \) and \( M_\xi = \text{diag}(w_\xi) \). Replacing \( \dot{F}_b \) from Eq. (2.29) into Eq. (2.28) results in:

\[
\dot{U}_b = \dot{G}_M \dot{Y} \Sigma^{-1} - \dot{U}_b (\dot{U}_b^T M_x \dot{F}) M_\xi \dot{Y} \Sigma^{-1}.
\]

It is also possible to extract the boundary condition for each TDB:

\[
\dot{u}_b = \dot{G}_M \dot{y}_j \Sigma^{-1} - u_b (\dot{u}_b^T M_x \dot{F}) M_\xi \dot{y}_j \Sigma^{-1}, \quad i, j, k = 1, \ldots, r.
\]

To facilitate the analysis of the above equation, it is informative to present the continuous analogue of the above equation, which can be obtained in the limits of \( n, s \to \infty \). To this end, we use the definition of inner products given by Eqs. (2.5) and (2.6):

\[
\mathbb{E} [g(x, t; \xi) y_j(t; \xi)] \approx \dot{G}_M \dot{y}_j \quad \text{and} \quad \int_D u_k(x, t) \mathbb{E} [F(v(x, t; \xi)) y_j(t; \xi)] \, dx \approx \dot{u}_k^T M_x F \dot{y}_j
\]

Using the above relations, the continuous analogue of Eq. (2.31) is given by:

\[
\frac{\partial u_k}{\partial t} = \mathbb{E} [g y_j] \Sigma^{-1}_{ji} - u_k \left( \int_D u_k \mathbb{E} [F y_j] \, dx \right) \Sigma^{-1}_{ji}, \quad x \in \partial D.
\]

Eq. (2.31) and its continuous analogue shows how the presented approach results in an evolution equation for boundary modes.

**Remark 2.1.** Eq. (2.31) determines the evolution of the spatial modes at the boundaries. It also reveals how the values of the modes at the boundary are coupled to the state of the modes globally due to the appearance of the term \( \dot{u}_k^T M_x F \dot{y}_j \), which utilizes the values of the spatial modes as well as the right hand side of the governing equation globally. It is also straightforward to show that Eq. (2.25) satisfies the dynamically orthogonal condition \( \langle \dot{u}_k, u_j \rangle_x = 0 \), and therefore, the spatial modes remain orthonormal in the discrete sense. This means that specifying the boundary conditions according to Eq. (2.31), preserves the orthonormality constraints of the DBO spatial modes.

**Remark 2.2.** In the discrete representation, non-homogeneous boundary conditions appear as a source term for the evolution equations of \( \dot{y}_i \) and \( \Sigma_{ij} \). This can be realized by observing that in the right hand side of Eq. (2.26) and Eq. (2.27):

\[
\dot{U}_b^T M_x \dot{F} = \dot{U}_b^T M_{x_i} \dot{F}_i + \dot{U}_b^T M_{x_b} \dot{F}_b,
\]

where we have assumed diagonal mass matrix. The second term in the above equation is the contribution of the boundary condition that appears in the right-hand side of the evolution equations of \( \dot{y}_i \) and \( \Sigma_{ij} \). In the continuous limit, the contribution of the boundary terms to \( \dot{y}_i \) and \( \Sigma_{ij} \) is zero as the boundary points are of measure zero in comparison to the contribution of the interior points. However, in the discrete representation, these terms are nonzero.

**2.5. Computational cost.** One of the key attributes of the presented method is that it does not add any computational cost in comparison to solving the same problem with periodic boundary condition, where no special boundary condition treatment is required. This is because the presented
methodology does change the size of the three matrix differential equations (Eqs. (2.25)-(2.27)) in comparison to solving the same problem on a periodic domain. In particular, no extra rank is added to the DBO expansion to treat the boundary condition. As a result, the rank of the approximation \( r \) is not tied to the dimension of the random space \( d \). This is in contrast to the methodology presented in [50], where \( r \geq d \) boundary modes must be included in the low-rank approximation.

2.6. Dynamically orthogonal decomposition. The extension of the above procedure to the DO formulation is straightforward. The DO formulation for a stochastic field in the continuous form is given by

\[
v(x, t; \xi) = \sum_{i=1}^{r} u_i(x, t)y_i(t; \xi) + e(x, t; \xi),
\]

where \( u_i(x, t), i = 1, 2, \cdots, r \) are a set of orthonormal spatial modes, \( y_j(t; \xi), j = 1, 2, \cdots, r \) are the stochastic modes and \( e(x, t; \xi) \) is the reduction error. We note that the above formulation of DO is not mean subtracted as the original formulation in [2] and hence \( y_i(t; \xi) \) are not zero mean stochastic processes. However, the presented formulation can be easily extended to mean subtracted form introduced in the original DO formulation. Similar to DBO, using the modal expansions at the quadrature grid points we can obtain the discrete form of Eq. (2.35):

\[
V(t) = \Phi \hat{V}(t) \Psi^T = \Phi \hat{U}(t) \hat{Y}(t)^T \Psi^T + \hat{E}(t),
\]

where,

\[
\hat{U}(t) = [\hat{u}_1(t)|\hat{u}_2(t)|\cdots|\hat{u}_r(t)]_{n \times r} \quad \text{and} \quad \hat{Y}(t) = [\hat{y}_1(t)|\hat{y}_2(t)|\cdots|\hat{y}_r(t)]_{s \times r}
\]

are the matrices of modal coefficients of the spatial and random basis respectively, and \( \hat{E}(t) \) is matrix of the low-rank approximation error. Projecting the above equation on the spatial and random basis we obtain,

\[
\dot{\hat{V}}(t) = \dot{\hat{U}}(t) \hat{Y}(t)^T + \dot{\hat{E}}(t),
\]

where \( \dot{\hat{E}}(t) = M_x^{-1} \Phi^T \text{diag}(w_x) \hat{E}(t) \text{diag}(w_\xi) \Psi M_\xi^{-1} \). The corresponding variational principle for the DO decomposition is given by:

\[
\mathcal{G}(\hat{U}, \dot{\hat{Y}}) = \left\| \frac{d}{dt} (\dot{\hat{U}} \hat{Y}^T) - \hat{F}(\hat{U} \hat{Y}^T) \right\|_F^2,
\]

subject to the orthonormality of the spatial modes. The optimality conditions of the above variational principle leads to the closed-form evolution of \( \hat{U} \) and \( \hat{Y} \). For more details see [36]. This leads to the following equations for evolution of spatial and stochastic modes:

\[
\dot{\hat{U}} = (I - \hat{U} \hat{U}^T M_x) \hat{F}(\hat{U} \hat{Y}^T) M_\xi \hat{Y} C^{-1},
\]

\[
\dot{\hat{Y}} = \hat{F}^T (\hat{U} \hat{Y}^T) M_x \hat{U}.
\]

In the above equation \( C \) is the covariance matrix obtained from \( C = \hat{Y}^T M_\xi \hat{Y} \).

2.7. Validation against the optimal decomposition. We will evaluate the performance of the presented methodology against the optimal low-rank approximation obtained by performing
Karhunen-Loéve (KL) decomposition. The KL decomposition for a random field \( v(x, t; \xi) \) is given by:

\[
v(x, t; \xi) = \sum_{i=1}^{\infty} \sqrt{\lambda_i(t)} u_i^{KL}(x, t)y_i^{KL}(t; \xi), \quad x \in \mathcal{D},
\]

where \( \lambda_i(t) \) represents the eigenvalues of the correlation operator and \( u_i^{KL}(x, t) \) are the eigenfunctions of the covariance kernel and \( y_i^{KL}(t; \xi) \) are mutually uncorrelated random variables given by,

\[
y_i^{KL}(t; \xi) = \frac{1}{\sqrt{\lambda_i(t)}} \int_{\mathcal{D}} v(x, t; \xi) u_i^{KL}(x, t) dx.
\]

The eigenfunctions \( u_i^{KL}(x, t) \) are orthonormal and the stochastic processes \( y_i^{KL}(t; \xi) \) are uncorrelated, i.e.: \( \mathbb{E}[y_i^{KL}y_j^{KL}] = \delta_{ij} \). The KL decomposition gives the best representation of a stochastic field in terms of the mean-squared error. In the discrete form, the KL decomposition is obtained by taking the instantaneous singular value decomposition (SVD) of the matrix of samples obtained using the probabilistic collocation method using the appropriate inner product in the spatial and random spaces as described in section (2.2). To assess the performance of the presented methodology, we compare the singular values obtained from the DBO and DO decompositions against those corresponding components obtained from the KL decomposition. For the comparison of DO and DBO modes versus the KL decomposition, the spatial modes in DO and DBO must be energetically ranked via an in-subspace rotation as explained in [1]. Since the truncated KL decomposition provides the best instantaneous low-rank approximation, it is used to validate the results obtained from DBO and DO in the subsequent sections. In particular, since the KL decomposition is performed over the entire domain, i.e, including the boundary points, the value of the KL modes at the boundary is compared against the presented methodology.

3. Demonstration cases.

3.1. Linear advection-diffusion equation. As the first demonstration, we consider a linear advection-diffusion equation governed by:

\[
\begin{align*}
\frac{\partial u}{\partial t} + c \frac{\partial u}{\partial x} &= \nu \frac{\partial^2 u}{\partial x^2}, & x \in [0, 5] \text{ and } t \in [0, t_f], \\
u(x, 0; \xi) &= \cos(2\pi x) + \sigma_x \sum_{i=1}^{d} \sqrt{\lambda_{xi}} u_i(x) \xi_i(\omega), & x \in [0, 5], \xi_i \sim \mathcal{U}[-1, 1], \\
u u + b \frac{\partial u}{\partial x} &= g(x, t; \xi), & x = 0, \\
u \frac{\partial u}{\partial x} &= 0, & x = 5.
\end{align*}
\]

Here, \( \nu \) is taken to be 0.05 and \( c = 1 \). Homogeneous Neumann boundary condition is imposed at \( x = 5 \) for all the cases considered below. The randomness in the system comes from the stochastic left boundary \( x = 0 \) and random initial conditions. We consider three types of stochastic boundary conditions at \( x = 0 \): (i) Dirichlet, \( b = 0, a \neq 0 \) (ii) Neumann \( (a = 0, b \neq 0) \), and (iii) Robin \( (a \neq 0, b \neq 0) \). The results for these cases are presented in the subsequent sections. The SPDE given by Eq.(3.1-3.4) is solved using two methods: (i) DBO method according to Eq.(2.25-2.26), (ii) DO method according to Eq.(2.39-2.40). For spatial discretization of the domain, the spectral/hp
element method is used with \( N_e = 101 \) and polynomial order 4 which results in the total number of points in the physical space to be \( n = 405 \). Uniform distribution is taken in all directions of the random space. The random space is discretized using sparse grid to get the quadrature weights and coordinates for the sample points [10, 13]. The random space dimension is chosen based on the 99.99% energy of the covariance kernel, which resulted in \( d = 8 \). For the sparse grid, we use level 3, which results in the total sample size of \( s = 333 \). The fourth-order Runge-Kutta method is used for time integration with \( \Delta t = 5 \times 10^{-4} \). The system is evolved till \( t_f = 5 \). These parameters, namely the spatial discretization, random samples, and \( \Delta t \) remain unchanged for all the three cases of boundaries in the linear advection-diffusion equation. The DBO and DO solutions are compared with the PCM solution and the global error between the two fields is defined as,

\[
E_g(x, t) = V_{DBO}(x, t) - V_{PCM}(x, t),
\]

\[
\mathcal{E}_g(t) = \| E_g(x, t) \|_F.
\]

Similarly, the error at the boundary for Dirichlet and Robin boundary conditions \((a \neq 0)\) is computed according to:

\[
E_b(x_b, t) = V_{DBO}(x_b, t) - \frac{1}{a} (G(t) - bD_{x_b,x}V_x(t)),
\]

\[
\mathcal{E}_b(t) = \left( \sum_{i=1}^{n_b} \sum_{j=1}^{n_s} w_{x_b,i} w_{\xi,j} E_{bij}^2 \right)^{1/2}.
\]

Here, \( D_{x_b,x} \in \mathbb{R}^{n_b \times n} \) denotes the discrete normal derivative operator. In most discretization schemes \( D_{x_b,x} \) is a very sparse matrix as only points near the boundary have non-zero entries in the derivative matrix, e.g., spectral element and finite difference discretizations. The boundary error for Neumann boundary \((a = 0, b \neq 0)\) is computed as,

\[
E_b(x_b, t) = D_{x_b,x}V_{DBO}(x, t) - \frac{1}{b} (G(t)),
\]

\[
\mathcal{E}_b(t) = \left( \sum_{i=1}^{n_b} \sum_{j=1}^{s} w_{x_b,i} w_{\xi,j} E_{bij}^2 \right)^{1/2}.
\]

We also evaluate the performance of the presented method against instantaneous Karhunen Loève (KL) decomposition, which is the best time-dependent subspaces in the \( L_2 \) sense, which in the discrete form is described by the Frobenius norm. In particular, we compare the the values of the KL modes at the boundary against the values obtained from the presented method.

**3.1.1. Stochastic Dirichlet boundary condition.** Dirichlet boundary condition is imposed at \( x = 0 \) according to:

\[
u(0, t; \xi) = g(t; \xi),
\]

where \( g(t; \xi) \) is assumed to be a random process with a squared-exponential temporal kernel given by:

\[
K(t, t') = \exp \left( \frac{-(t - t')^2}{2\ell^2} \right).
\]
where, \( t \) is the temporal correlation length, which is taken to be 1.0. The eigen-decomposition of the above kernel results in:

\[
\int_0^{t_f} K(t, t') \varphi_i(t') dt' = \lambda t_i \varphi_i(t),
\]

where \( \varphi_i(t) \) and \( \lambda t_i \) are the eigenfunctions and eigenvalues of the temporal kernel respectively. The boundary condition is approximated with a truncated Karhunen-Loève decomposition as given in the following equation:

\[
g(t; \xi) = 0.5 \cos(2\pi t) + \sigma_t \sum_{i=1}^{d} \sqrt{\lambda t_i} \varphi_i(t) \xi_i.
\]

Here, \( \xi \) is discretized in a \( d \)-dimensional random space obtained by using ME-PCM sparse grid construction which gives \( \xi \in \mathbb{R}^{s \times d} \). For this case, \( d = 8 \) is taken as this approximation captures 99.99\% of the random process. \( \sigma_t \) is taken to be 1.0. Similarly, to initialize the stochastic initial conditions, we take a squared-exponential kernel in the spatial domain,

\[
K(x, x') = \exp \left( -\frac{(x - x')^2}{2l_x^2} \right),
\]

where, \( l_x \) is the spatial correlation length which is taken to be 1.0. The eigen-decomposition of the kernel results in:

\[
\int_{x_l}^{x_r} K(x, x') \psi_i(x') dx' = \lambda x_i \psi_i(x),
\]

where \( \psi_i(t) \) and \( \lambda x_i \) are the eigenfunctions and eigenvalues of the spatial kernel and \( x_l = 0, x_r = 5 \) are the left and right boundaries of the spatial domain respectively. The initial conditions are taken to be,

\[
u(x, 0; \xi) = 0.5 \cos(2\pi x) + \sigma_x \sum_{i=1}^{d} \sqrt{\lambda x_i} \psi_i(x) \xi_i(\xi).
\]

Here, \( \xi_{t, e} \in \mathbb{R}^{s \times d} \) are the same discrete samples used in the time kernel. We take \( \sigma_x = 1.0 \). The system is numerically evolved till \( t_f = 5 \) using the two methods: (i) DBO, (ii) DO. The obtained results are compared with the instantaneous KL decomposition and presented in Fig.(1-2). The first row of Fig.(1) shows the comparison of singular values for three different orders of model reduction, \( r = 5, 7, 9 \) for DBO, DO and KL. We observe that the singular values improve in comparison as the order of model reduction is improved. The second row shows the comparison of the value of different modes at the stochastic Dirichlet boundary at \( x = 0 \). The solution is exactly represented by \( r = 9 \). Hence, for the lower model reduction orders i.e., \( r = 5 \) and 7, the last mode of DBO and DO solution shows noticeable differences from the KL both in the singular values and the evolution of the modes at the boundary. The error in the solution for \( r = 5, 7 \) can be attributed to the unresolved modes. The error comparison for the two methods as compared to KL is shown in Fig.(2). The global error in the representation of the solution i.e., \( \mathcal{E}_g \), evaluated according to Eq.(3.6), is shown in Fig.(2a). The error at the stochastic boundary i.e., \( \mathcal{E}_b \), evaluated by Eq.(3.8), is shown in Fig.(2b). For \( r = 9 \), when the solution is represented exactly, DBO and
DO show the lowest errors of all model reduction order. However, between DBO and DO, DBO shows the highest accuracy for $r = 9$ whereas the DO error for the same reduction order is a few orders of magnitude higher than the DBO error. The DBO boundary error for $r = 9$ shows the same value as the KL error. We observe high error in DO for $r = 9$ despite the seemingly equal singular value comparison. The source of the error can be traced back to the error in the singular values as shown in the Fig.(2c). The errors in third, sixth and ninth singular values for the case $r = 9$ are shown. The $L_2$-errors are computed by comparing the DBO and DO singular values with KL values. We observe that the DO solution shows significant deviation from the KL for $r = 9$, while DBO does not. This can be attributed to the better condition number for matrix inversion.
in DBO leading to lower errors [1]. The DO method has a condition number $\lambda_{\text{max}}/\lambda_{\text{min}}$ (where $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ represent the smallest and largest eigenvalues of the covariance matrix), whereas the DBO method has a condition number $\sqrt{\lambda_{\text{max}}/\lambda_{\text{min}}}$ since the factorization of the correlation matrix $\Sigma$ is inverted.

3.1.2. Stochastic Neumann boundary condition. The stochastic Neumann boundary condition is imposed on the left boundary, $x = 0$ as,

$$b \frac{\partial u(0,t;\xi)}{\partial x} = g(t;\xi), \quad a = 0, b \neq 0.$$

For this case, $b = 1$. Similar to the problem setup as the Dirichlet boundary case, the function $g(t;\xi)$ is taken as a function of eigenvectors and singular values of the squared exponential kernel and the initial conditions are taken as a function of eigenvectors and singular values of the spatial squared exponential kernel. The temporal correlation length, $l_t$ is taken to be 1.0 and the spatial correlation length $l_x$ is taken to be 1.0. The boundary conditions are taken to be,

$$g(t;\xi) = 2\pi \sin(2\pi t) + \sigma_t \sum_{i=1}^{d} \sqrt{\lambda_i} \varphi_i(t) \xi_i(\xi),$$

and the initial conditions are taken to be,

$$u(x,0;\xi) = \cos(2\pi x) + \sigma_x \sum_{i=1}^{d} \sqrt{\lambda_x} \psi_i(x) \xi_i(\xi).$$

Here, $\sigma_t = 0.1$ and $\sigma_x = 0.5$. The samples $\xi \in \mathbb{R}^{s \times d}$ are same as the previous case. The results for these two methods are compared in Fig.(3-4) against the KL decomposition. The first row in Fig.(3), shows comparison between singular values for model reduction orders, $r = 5, 7 \& 9$. The singular values improve in comparison as the model reduction order is improved. The second row shows the
comparison of the value of modes at the stochastic Neumann boundary at $x = 0$. Fig.(4a-b) show the global error comparison evaluated by Eq.(3.6), and boundary error comparison evaluated by Eq.(3.10) for the three reduction orders. Similar to the previous case, when the solution is exactly represented by $r = 9$, DBO and DO show the lowest errors of all reduction orders. Between DBO and DO, DBO shows higher accuracy for $r = 9$. This can be seen in the errors for $r = 9$ for DBO and DO in Fig.(4a-b). DBO boundary error for $r = 9$ shows the same value as the KL error. The error comparison between individual singular values is shown in Fig.(4c) for third, sixth and ninth singular values. This error in the DO solution causes the global and boundary error for $r = 9$ to be higher that of DBO error. This lower error for DBO method can be attributed to the fact that the DBO method has a better condition number for inversion of $\Sigma$ matrix than DO method, which requires the inversion of the correlation matrix.

3.1.3. Stochastic Robin boundary condition. The stochastic Robin boundary condition is imposed on the left boundary at $x = 0$ as,

$$au(0,t;\xi) + b \frac{\partial u(0,t;\xi)}{\partial x} = g(t;\xi), \quad a \neq 0, b \neq 0.$$ 

Similar to the problem setup as the previous cases, the function $g(t;\xi)$ is taken as a function of eigenvectors and singular values of the squared exponential kernel and $a = 0.1, b = 1$. The temporal correlation length, $l_t$ is taken to be 1 and the spatial correlation length $l_x$ is taken to be 1. The boundary conditions are taken to be,

$$g(t;\xi) = -\cos(2\pi t) + 2\pi \sin(2\pi t) + \sigma_t \sum_{i=1}^{d} \sqrt{\lambda_i} \varphi_i(t) \xi_i,$$

and the initial conditions are taken to be,

$$u(x,0;\xi) = \cos(2\pi x) + \sigma_x \sum_{i=1}^{d} \sqrt{\lambda_i} \psi_i(x) \xi_i.$$

Similar to the Dirichlet and Neumann boundary case, $\xi_i$ are discretized in 8-dimensional ($d = 8$) random space using sparse grid. The samples are drawn from a uniform distribution. Here, $\sigma_t = -0.1$ and $\sigma_x = 0.01$. The singular value evolution, evolution of modes at the boundary and error comparison for this case are shown in Fig.(5-6). The first row in Fig.(5), shows comparison between singular values for the model reduction orders, $r = 5, 7 & 9$. The singular values improve in comparison as the model reduction order is improved. The second row, shows the comparison of the modes at the stochastic boundary $x = 0$. Fig.(6a-b) show the global error comparison evaluated by Eq.(3.6) and boundary error comparison evaluated by Eq.(3.8) for the three reduction orders. Similar to the previous case, when the solution is exactly represented by $r = 9$ for DBO and DO, show the lowest errors of all reduction orders. Between DBO and DO, DBO shows higher accuracy for $r = 9$. This can be seen in the errors for $r = 9$ for DBO and DO in Fig.(6a-b). The boundary error for $r = 9$ for DBO shows the same error as the KL. The error comparison between individual singular values is shown in Fig.(6c) for third, sixth and ninth singular values for the case $r = 9$. This error in the individual singular values in the DO solution causes the global and boundary error for $r = 9$ to be higher than that of DBO error.
Figure 3: Linear advection-diffusion equation (ii) Neumann boundary condition: The first row shows the singular value comparison for KL, DBO and DO methods. The values are compared for three reduction orders, \( r = 5, 7 \) and 9. The evolution of the values of the modes at the left stochastic boundary are compared in the second row for the DO and DBO against KL.

3.2. Burgers' equation. As a demonstration for the nonlinear one-dimensional equation, we consider the Burgers’ equation governed by:

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} &= \nu \frac{\partial^2 u}{\partial x^2}, \quad x \in [0, 1] \text{ and } t \in [0, t_f], \\
u(x, 0; \omega) &= \sin(2\pi x) + \sigma \sum_{i=1}^{d} \sqrt{\lambda_i} \psi_i(x) \xi_i(\omega), \quad x \in [0, 1],
\end{align*}
\]
Figure 4: Linear advection-diffusion equation (ii) Neumann boundary condition: Error comparison for DBO and DO as compared with the KL solution. The global error, $E_g$ and the boundary error, $E_b$ are shown in (a) and (b) respectively. The lowest error is obtained using DBO method for $r = 9$. The $L_2$-error in the third, sixth and ninth singular value is compared in (c) for DO and DBO.

with Dirichlet boundary condition at $x = 0$ and homogeneous Neumann boundary condition at $x = 1$. $\xi(\omega) \in \mathbb{R}^{s \times d}$ are the discrete points in $d$-dimensional random space obtained by using ME-PCM. $\nu$ is taken to be 0.05. The random space is taken to be $d = 4$ dimensional since it contains 99.99% of the energy in the covariance kernel and $\sigma_g = 0.005$. The 4-dimensional random space is discretized with the PCM tensor product rule [12, 51] with 4 quadrature points in each random direction which give the total samples to be $s = 4^4 = 256$. $\lambda_x$ and $\psi_i(x)$ are the eigenvalues and eigenvectors of the spatial squared-exponential kernel. The spatial correlation length, $l_x$ is taken to be 3. For spatial discretization of the domain, the spectral/hp element method is used with $N_e = 101$ and polynomial order 4 which results in the total points in the domain to be $n = 405$. We impose stochastic Dirichlet boundary at $x = 0$ given by,

$$u(0, t; \omega) = g(t; \omega).$$

Similar to the problem setup as the previous cases, the random process $g(t; \omega)$ is taken as a function of the eigenvectors and singular values of the squared exponential kernel. The temporal correlation length is taken to be 3. The boundary conditions are taken to be,

$$g(t; \omega) = -\sin(2\pi t) + \sigma_t \sum_{i=1}^{d} \sqrt{\lambda_t \varphi_i(t)} \xi_i(\omega).$$

Here, $\sigma_t = 0.01$ and $\xi \in \mathbb{R}^{s \times d}$ are discrete samples that are used for stochastic initial conditions. The initial conditions are given by,

$$u(x, 0; \omega) = \sin(2\pi x) + \sigma_x \sum_{i=1}^{d} \sqrt{\lambda_x \psi_i(x)} \xi_i(\omega).$$

The fourth-order Runge-Kutta method is used for time integration with $\Delta t = 2.5 \times 10^{-4}$. We use the technique of switching time at $t_s = 0.3$ to initialize the spatial and stochastic modes. Although the switching time is used in cases where the initial conditions are deterministic, in this case for
Figure 5: Linear advection-diffusion equation (iii) Robin boundary condition: The first row shows the singular value comparison for KL, DBO and DO methods. The values are compared for three reduction orders, \( r = 5, 7 & 9 \). The evolution of the values of the modes at the left stochastic boundary are compared in the second row for DO and DBO against KL. 

For lower reduction orders, i.e., \( r = 4, 6 \), the singular values show deviation from the KL solution. This error can be attributed to the unresolved modes
3.3. 2D linear advection-diffusion equation. The effect of stochastic boundary conditions is further demonstrated on a two dimensional forced convection heat transfer problem. We consider the linear advection-diffusion equation governed by:

\[
\frac{\partial T}{\partial t} + (\mathbf{v} \cdot \nabla)T = \frac{1}{RePr} \nabla^2 T.
\] (3.13)

The velocity field \( \mathbf{v} = (u,v) \) is obtained by solving the 2D incompressible Navier-Stokes equation:

\[
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{v} = -\nabla p + \frac{1}{Re} \nabla^2 \mathbf{v},
\] (3.14)

where \( p \) is the pressure field, \( Re \) is the Reynolds number of the incompressible flow and \( Pr \) is the Prandtl number. For this case, the value of the Reynolds number and Prandtl number are taken to be \( Re = 3000 \) and \( Pr = 1/300 \) respectively. The schematic of the domain for this problem is shown in Fig.(9). The length of the bottom boundary is \( L = 10 \). The height of the domain is \( H = 5 \). The left and right boundary at \( x_1 = -5 \) and \( x_1 = 5 \) are taken to be outflow boundaries, i.e., \( \partial T/\partial x_1 = 0 \). The velocity at the top inflow boundary is taken to be \( (u,v) = (0, -(1-x_1^2/0.0625) \exp(-x_1^4/0.175^4) + 0.01 \sin(\pi x_1)) \). The small odd perturbation \( (0.01 \sin(\pi x_1)) \) is added to break the symmetry of the jet. The incompressible flow is solved using spectral/hp method with \( N_e = 4080 \) and polynomial order 5 [52]. The \( (u,v) \) data from the incompressible solver is used for the solving Eq.(3.13). To solve the temperature equation i.e., Eq.(3.13), the spatial domain is discretized by \( N_{x_1} = 51 \), \( N_{x_2} = 31 \) and polynomial order 4 which results in 205 points in the \( x_1 \)-direction and 125 points in the \( x_2 \)-direction. A stochastic Dirichlet boundary is
Figure 7: Burgers’ equation: The first row shows the singular value comparison for KL, DBO and DO methods. The values are compared for three orders of reduction $r = 4, 6$ and $8$. The evolution of the values of the modes at the left stochastic boundary are compared in the second row for the three methods.

introduced at the bottom wall with the temperature profile given by,

$$T(x_1, x_2 = 0, t; \omega) = g(x_1, t; \omega).$$

The random boundary condition is taken as;

$$g(x_1, t; \omega) = 1 + \sigma x_1 \sum_{n=1}^{d} \frac{1}{n^3 \sqrt{L_{x_1}}} \cos \left( \frac{n \pi x_1}{L_{x_1}} \right) \sin \left( \frac{n \pi t}{L_t} \right) \xi_n,$$
Figure 8: Burgers’ equation: Error comparison for DBO and DO as compared with the KL solution. The global error i.e., $E_g$ and the boundary error i.e., $E_b$ are shown in (a) and (b) respectively.

Figure 9: 2D forced convection: The figure shows the computational domain for the Nektar computations. The spectral element/hp simulation is used to compute the velocity field used to solve for the temperature equations using the DBO and DO methods. The dotted lines shows the computational domain used for the DBO computations. An inflow boundary condition is enforced at $x_2 = 5$. Outflow boundary is enforced at $x_1 = 5$ and $x_1 = -5$. All other boundaries are taken to be wall boundary ($u, v = 0$).

Here, $L_{x_1}$ and $L_t$ are taken to be 5 and $\sigma_{x_1} = 0.05$. The choice of the spatial modes depends on the boundary at $(x_1, x_2) = (-5, 0)$ and $(5, 0)$. The spatial function $\cos \left( \frac{n \pi x_1}{L_{x_1}} \right)$ ensures that the boundary at those points satisfy the Neumann boundary conditions imposed at the vertical outflow boundaries. The random space is taken to be $d = 6$ dimensional. For this case, $d = 6$ is taken as this approximation captures 99.99% of the random process. The 6-dimensional random space is discretized using the PCM quadrature points with 3 points in each random dimension. This results in the total number of samples to be $s = 3^6 = 729$. The temperature for all the other wall boundaries (except the bottom boundary) is set to be $T = 0$. The fourth-order Runge-Kutta method is used for time integration with $\Delta t = 5 \times 10^{-4}$. The system is evolved for $t_f = 11$ Time Units and the $t_s = 1$ is the switching time. Since the initial condition at $t = 0$ is deterministic and
Figure 10: 2D forced convection: The evolution of the values of the modes at the stochastic Dirichlet boundary at \( x_2 = 0 \) are compared for DBO and KL.

3.4. 2D nonlinear advection-diffusion equation. We lastly demonstrate the effect of stochastic boundary conditions on a two dimensional nonlinear equation. We consider the 2D advection-diffusion equation governed by:

\[
\frac{\partial T}{\partial t} + (\mathbf{v} \cdot \nabla) T = \frac{1}{RePr} \nabla^2 T.
\]
Figure 11: 2D forced convection: The singular value comparison for KL, DBO and DO methods is shown. The values are compared for three orders of reduction $r = 3, 5 \& 7$.

Figure 12: 2D forced convection: Error comparison for DBO and DO as compared with the KL solution. The figure on the left shows the comparison in the $E_g$, i.e., global error. The figure on the right shows the comparison for the $E_b$, i.e., boundary error.

The velocity field $v = (u, v)$ is obtained by solving the 2D incompressible Navier-Stokes equation i.e, Eq.(3.14). The Prandtl number for this case however, is taken to be temperature dependent: $Pr = f(T)$, which makes the governing equation nonlinear. Here, we take Prandtl number to be $Pr = \frac{1}{300(\alpha + \beta T)}$. For this case, $\alpha = 1$ and $\beta = 0.9$. The Reynolds number is $Re = 3000$. The schematic of the problem is same as the previous case. The bottom boundary condition is prescribed by stochastic Dirichlet temperature according to:

$$T(x_1, x_2 = 0; \omega) = g(x_1; \omega)$$

$$g(x_1; \omega) = 1 + \sigma_{x_1} \sum_{n=1}^{d} \frac{1}{n} \sqrt{\frac{1}{L_{x_1}}} \cos \left( \frac{n\pi x_1}{L_{x_1}} \right) \xi_n,$$

where $L_{x_1}$ and $L_t$ are taken to be 5 and $\sigma_{x_1} = 0.5$. The Dirichlet boundary conditions for this case are taken to be time-independent. The singular values for this case are compared in Fig.(15). The singular values are compared for three different reduction orders, $r = 5, 7$ and 9. The error comparison for this case is plotted in Fig.(14). We observe that the errors improve for both DBO
$\phi(x_1, x_2, t; \xi_{10})$ $u_1(x_1, x_2, t)$ $u_2(x_1, x_2, t)$ $u_3(x_1, x_2, t)$
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Figure 13: 2D forced convection: Evolution of the first three spatial modes is shown for $t = 2.5, 5, 7.5, 10$. The first column shows the solution obtained for different time snapshots for the tenth sample. The next three columns show the evolution of the spatial modes as the flow field evolves.

(a) Global Error

(b) Boundary Error

Figure 14: 2D forced convection with temperature dependent conductivity: Error comparison for DBO and DO as compared with the KL solution. The figure on the left shows the comparison in the $E_g$, i.e., global error. The figure on the right shows the comparison for the $E_b$, i.e., boundary error.

and DO as the order of reduction is increased. For the linear case, when $d = 6$ we observe that $r = 7$ can define the system exactly. However, for the nonlinear case, we observe that modes 8 and 9 also have non-negligible singular values and that these values pick up energy as the system evolves.

4. Conclusions. In this paper, we present a methodology for determine the boundary conditions of time-dependent bases for SPDEs with stochastic boundary conditions. We present the formulation for both DBO and DO formulations. The presented methodology is informed by the fact that the DBO and DO evolution equations are first-order optimality conditions of their respective variational principles. We leverage the variational principle to derive evolution equation
Figure 15: 2D forced convection with temperature dependent conductivity: The singular value comparison for KL, DBO and DO methods is shown. The values are compared for three orders of reduction $r = 5, 7$ and $9$ for value of spatial modes at the boundaries. The methodology enables determining the value at a stochastic boundary for the spatial modes at no additional computational cost than that of solving the same SPDE but with homogeneous boundary condition. For a high dimensional random boundary, the number of modes need not increase with the random dimensions thus enabling the application of the presented methodology to problems with high-dimensional stochastic boundary conditions. The method is developed for stochastic Dirichlet, Neumann, and Robin boundary conditions.

The method is applied to one dimensional linear advection-diffusion equation for three different boundary conditions. The error comparison for the method is presented for two methods DBO and DO and three reduction orders. The solution is compared to the instantaneous KL solution. We observe that the DBO method performs better in the absence of unresolved modes of the system or when the order of reduction defines the system exactly. This can be attributed to the better condition number of the $\Sigma$ matrix or the factorization of the covariance matrix.

The method is also applied to stochastic one dimensional Burgers’ equation for stochastic Dirichlet boundary. The results for DBO and DO are presented for three different reduction orders. In this case, due to the error from the unresolved modes being greater than the error in DO from the inversion of the covariance matrix, both the methods show same order of error with respect to the KL solution.

Lastly, the method is applied to two dimensional advection-diffusion problem. We consider two cases for this equation, for the first case the conduction coefficient is kept constant making the equation linear and for the second case, the conduction coefficient has a linear temperature dependence, making the equation weakly nonlinear. The error comparison and the evolution of the modes at the boundary are compared. It is observed that both the DO and DBO methods show similar levels of accuracy.
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