Social diversity and promotion of cooperation in the spatial prisoner’s dilemma game
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The diversity in wealth and social status is present not only among humans, but throughout the animal world. We account for this observation by generating random variables that determine the social diversity of players engaging in the prisoner’s dilemma game. Here the term social diversity is used to address extrinsic factors that determine the mapping of game payoffs to individual fitness. These factors may increase or decrease the fitness of a player depending on its location on the spatial grid. We consider different distributions of extrinsic factors that determine the social diversity of players, and find that the power-law distribution enables the best promotion of cooperation. The facilitation of the cooperative strategy relies mostly on the inhomogeneous social state of players, resulting in the formation of cooperative clusters which are ruled by socially high-ranking players that are able to prevail against the defectors even when there is a large temptation to defect. To confirm this, we also study the impact of spatially correlated social diversity and find that cooperation deteriorates as the spatial correlation length increases. Our results suggest that the distribution of wealth and social status might have played a crucial role by the evolution of cooperation amongst egoistic individuals.
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I. INTRODUCTION

The prisoner’s dilemma game, consisting of cooperation and defection as the two competing strategies, is considered a paradigm for studying the emergence of cooperation between selfish individuals [1]. Since the game promises a defecting individual the highest income if facing a cooperator the prevalence of cooperation within this theoretical framework presents a formidable challenge. Indeed, the classical well-mixed prisoner’s dilemma game completely fails to sustain cooperation [2], which is often at odds with reality where mutual cooperation may also be the final outcome of the game [3]. A seminal theoretical mechanism for cooperation within the prisoner’s dilemma game was introduced by Nowak and May [4], who showed that the spatial structure and nearest neighbor interactions enable cooperators to form clusters on the spatial grid and so protect themselves against exploitation by defectors. A decade later, this theoretical prediction has been confirmed by biological experiments [5]. Nonetheless, the somewhat fragile ability of the spatial structure to support cooperation [6], along with the difficulties associated with payoff rankings in experimental and field work [7], has made it a common starting point for further refinements of cooperation facilitating mechanisms. In particular, the specific topology of networks defining the interactions among players has recently received substantial attention [8], and specifically scale-free graphs [9] have been recognized as extremely potent promoters of cooperative behavior in the prisoner’s dilemma as well as the snowdrift game [10]. Although the promotion of cooperation by the scale-free topology has been found robust on several factors [11], the mechanism has recently been contested via the introduction of normalized payoffs or so-called participation costs [12]. Moreover, the interplay between the evolution of cooperation as well as that of the interaction network has also been studied [13], and it has been discovered that intentional rewiring in accordance with the preference and fitness of each individual as well as simple random rewiring of the interaction network might both have a beneficial effect on the evolution of cooperation in the prisoner’s dilemma and the snowdrift game. For a comprehensive review of this field of research see [14].

Besides studies addressing network complexity as a somewhat direct extension of [4], several approaches have also been proposed that warrant the promotion of cooperation within nearest neighbor interactions. Examples include strategic complexity [15], direct and indirect reciprocity [16], asymmetry of learning and teaching activities [17], random diffusion of agents on the grid [18], as well as fine-tuning of noise and uncertainties by strategy adoption [19]. The impact of asymmetric influence, introduced via a special player with a finite density of directed random links to others, on the dynamics of the prisoner’s dilemma game on small-world networks has also been studied [20]. It is worth noting that stochasticity in general, either being introduced directly or emerging spontaneously due to finite population sizes [21], has been found crucial by several aspects of various evolutionary processes.

In this paper, we wish to extend the scope of stochastic effects on the evolution of cooperation in the spatial prisoner’s dilemma game by introducing the social diversity of players as their extrinsically determined property. This is realized by introducing scaling factors that determine the mapping from game payoffs to the fitness of each individual. The scaling factors represent extrinsic differences amongst players, and as such determine their social status and the overall social diversity on the spatial grid. Importantly, the scaling factors are drawn randomly from different distributions and are determined only once at the beginning of the game. Positive scaling factors increase the magnitude of payoffs a particular player is able to exchange, while negative factors have the opposite effect. It is important to note that the average of all scaling factors is exactly zero, so that there is no net contribution of social diversity to the total payoff of the population. Presently, we consider scaling factors drawn from the uniform, expo-
ential, and scale-free distribution, and thus distinguish three different cases of social diversity. We investigate how the introduction of social diversity, and in particular its distribution and amplitude, affect the evolution of cooperation amongst players on the spatial grid. We report below that the cooperation is enhanced markedly as the amplitude of social diversity increases, and moreover, that the biggest enhancement is obtained if the social diversity follows a power-law distribution. We attribute the enhancement of cooperation to the emergence of cooperative clusters, which are controlled by high-ranking players that are able to prevail against the defectors even if the temptation to defect is large. Indeed, the role of these clusters is similar to the role of pure cooperator neighborhoods around hubs on scale-free networks [23], or to the part of imitating followers surrounding master players in the enhanced teaching activity model [17], as will be clarified later. To highlight the importance of the strongly diverse social rank, we also study the impact of spatially correlated social diversity, and find that the facilitation of the cooperative strategy deteriorates as the correlation length increases. Thus, a finite spatial correlation of social diversity hinders the formation of strong cooperative clusters, in turn lending support to the validity of the reported cooperation-facilitating mechanism in the spatial prisoner’s dilemma game.

The remainder of this paper is structured as follows. Section II is devoted to the description of the spatial prisoner’s dilemma game and the properties of scaling factors determining social diversity of players on the spatial grid. In Section III we present the results of numerical simulations, and in Section IV we summarize the results and outline some biological implications of our findings.

II. MODEL DEFINITION

We consider an evolutionary two-strategy prisoner’s dilemma game with players located on vertices of a two-dimensional square lattice of size \( L \times L \) with periodic boundary conditions. Each individual is allowed to interact only with its four nearest neighbors, and self-interactions are excluded. A player located on the lattice site \( i \) can change its strategy \( s_i \) after each full iteration cycle of the game. The performance of player \( i \) is compared with that of a randomly chosen neighbor \( j \) and the probability that its strategy changes to \( s_j \) is given by [23]

\[
W(s_i \leftarrow s_j) = \frac{1}{1 + \exp[(P_i - P_j)/K]},
\]

where \( K = 0.1 \) characterizes the uncertainty related to the strategy adoption process, serving to avoid trapped conditions and enabling smooth transitions towards stationary states. The payoffs \( P_i \) and \( P_j \) of both players acquired during each iteration cycle are calculated in accordance with the standard prisoner’s dilemma scheme [4], according to which the temptation to defect \( T = b > 1 \), reward for mutual cooperation \( R = 1 \), punishment for mutual defection \( P = 0 \), and the sucker’s payoff \( S = 0 \). Importantly, throughout this work the original prisoner’s dilemma payoff ranking \( T > R > P > S \) is applicable since the introduction of social diversity via scaling factors only acts as a mapping of the original payoffs to individual fitness, as will be described next.

To introduce social diversity we use rescaled payoffs of the form \( X' = X(1 + \xi) \), where \( X \) is either \( T, R, P \) or \( S \), \( \xi = \min(\xi_i, \xi_j) \), and \( \xi \) is a scaling factor drawn randomly from a given distribution for each participating player \( i \) only once before the start of the simulation. Note that the minimum of the two random scaling factors involved at every instance of the game is used for payoffs of both involved players \( i \) and \( j \) to ensure that the prisoner’s dilemma payoff ranking is preserved. It is worth mentioning that the maximum of both values would have had the same effect, but below presented results are virtually independent of this technicality, and moreover, it seems reasonable to assume that the higher-ranking player (the one with the larger value of \( \xi \)) will adjust to the weaker one since the latter simply cannot match the stakes of the game otherwise. Within this study we consider the uniform (also known as rectangular), exponential, and power-law distributed social diversity defined by the following functions:

\[
\xi = a (2\chi + 1) \quad (2) \\
\xi = a (1 - \log(\chi + 1)) \quad (3) \\
\xi = a (\chi^{-1/n} - \frac{n}{n-1}) \quad \text{where} \ 2 \leq n \in N. \quad (4)
\]

Here \( \chi \) are uniformly distributed random numbers from the unit interval, and \( \int_0^1 \xi(\chi)d\chi = 0 \) in all cases, so that the average of \( \xi \) over all the players is zero. It is easy to see that the largest difference between the exponential and power-law function can be obtained if \( n = 2 \) in the latter, as shown in Fig. 1. Henceforth we use \( n = 2 \) when the power-law distribution is applied. The parameter \( a \) determines the amplitude of undulation of the scaling factors, and hence the dispersion of social diversity, and can occupy any value from the unit interval. In particular, \( a = 0 \) returns the original payoffs, whereas \( a = 1 \) is the maximally allowed value that still pre-
serves \((1 + \xi_i) \geq 0\) for all \(i\), thus preventing possible violations of the prisoner’s dilemma payoff ranking. Note that \((1 + \xi_i) < 0\) could induce \(R > T\), which would directly violate the rules of the prisoner’s dilemma game. The spatial distributions of the three considered cases obtained by \(a = 1\) are demonstrated in Fig. 2 where cross-sections with linear system size \(L = 300\) are plotted. Clearly, the uniform distribution provides the gentlest dispersion of social diversity, whereas the largest segregation of players is warranted by the power-law distributed scaling factors where some values are very high at the expense of extended regions of very small \(\xi\) resulting in these players having much smaller payoffs as compared to the non-scaled case. The exponential distribution of scaling factors yields a dispersion of social diversity that is between the uniform and the power-law case, as can be inferred from Fig. 2 as well as indirectly also from Fig. 1.

In order to explain the main features of the reported results, we also use spatially correlated social diversity so that the scaling factors \(\xi_i\) satisfy the correlation function \(\langle \xi_i \xi_j \rangle \propto \exp(-|i - j|/\lambda)\), where \(\lambda\) is the spatial correlation length. In this case we constrain our study to the case where \(\xi_i\) are drawn from a uniform distribution within the interval \([-1, 1]\). An efficient algorithm for the generation of spatially correlated random numbers with a prescribed correlation length is given in [24]. The effect of different values of \(\lambda\) on the scaling factors determining social diversity is demonstrated in Fig. 3. Clearly, the random undulations become more and more correlated across neighbors on the spatial grid as \(\lambda\) increases.

Before the start of each game simulation, both strategies populate the spatial grid uniformly and the scaling factors are drawn randomly from a given distribution to determine the social diversity of participating players. After these initial conditions are set, the spatial prisoner’s dilemma game is iterated forward in time using a synchronous update scheme, thus letting all individuals interact pairwise with their four nearest neighbors. After every iteration cycle of the game, all players simultaneously update their strategy according to Eq. 1.

To avoid finite-size effects, the simulations were carried out for a population of \(300 \times 300\) players, and the equilibrium frequencies of cooperators were obtained by averaging over \(10^4\) iterations after a transient of \(10^5\) iteration cycles of the game. The figures showing values of cooperators densities on the spatial grid \(F_C\) resulted from an average over 30 simulations with different realizations of social diversity as specified by the appropriate parameters. These simulation parameters yield at least \(\pm 3\%\) accurate values of \(F_C\) in all figures.

III. NUMERICAL RESULTS

Next, we study how different distributions of social diversity affect the evolution of cooperation via numerical simulations of the above-described spatial prisoner’s dilemma game. Figure 2 features color-coded \(F_C\) for all three types of social diversity in the relevant \(b - a\) parameter space. Evidently, regardless of the distribution, increasing values of \(a\) clearly promote cooperation as the threshold of cooperation extinction increases from \(b = 1.01\) in the absence of social diversity to \(b = 1.20\) (uniformly distributed social diversity), \(b = 1.28\) (exponentially distributed social diversity), and \(b = 1.34\) (power-law distributed social diversity). Moreover, there always exists a broad range in the parameter space within which cooperators rule completely; a non-existent feature if \(a = 0\).

We argue that the above-reported facilitation of cooperation is due to the induced inhomogeneous social state of players that fosters cooperative clusters around players with the largest values of \(\xi_i\). Indeed, as soon as cooperators overtake these prime spots of the grid they start to spread due to their cluster-forming nature. Note that the latter feature is not associated with defectors who therefore fail to take the same advantage out of social diversity, and are thus defeated. A similar behavior underlies also the cooperation-facilitating mechanism reported for the scale-free networks, where the players...
with the largest connectivity dominate the game. Since cooperators are much better equipped for permanently sustaining the occupation of hubs, the scale-free networks provide a unifying framework for the evolution of cooperation [10]. An even better similarity can be established with the model incorporating the inhomogeneous teaching activity [17]. In the latter, some players are blocked and therefore unable to donate their strategies, which results in homogeneous cooperative domains around players with full teaching capabilities. In the presently studied model, the introduction of social diversity partly results in a similar suppression of selected players, especially so for the power-law distributed case where the majority of players are low-ranking, as demonstrated in Fig. 1. These players can form an obedient domain around a high-ranking player and so prevail against defectors. On the other hand, a high-ranking defector will be weakened by the low-ranking players who follow its destructive strategy.

The above-described feedback works only if the high-ranking defectors can be linked solely by their follower neighborhoods; namely there must not be a strong connection with other high-ranking players. In the opposite case, the heterogeneous strategy distribution supports the survival of defectors. To support our explanation, we study the impact of spatially correlated social diversity on the evolution of cooperation. According to our argument, the transition from uncorrelated to spatially correlated diversity should be marked with the deterioration of cooperation. We thus introduce spatially correlated social diversity as described in Section II, and study the effect of different $\lambda$ on the evolution of cooperation. Figure 5 features the results. In agreement with our conjecture, the facilitation of cooperation deteriorates fast as $\lambda$ increases. Indeed, a near linear decrease of the critical $b$ marking the extinction of cooperators can be established, and moreover, by large $\lambda$ the cooperators can outperform defectors only for slightly higher values of $b$ than in the absence of social diversity ($a = 0$). This result supports the validity of the reported cooperation-facilitating mechanism, and hopefully paves the way for additional studies incorporating social diversity into the theoretical framework of evolutionary game theory.

IV. SUMMARY

In this paper, we show that social diversity is an efficient promoter of cooperation in the spatial prisoner’s dilemma game. The facilitative effect increases with the dispersion of social diversity and deteriorates with the increase of its spatial correlation. Accordingly, spatially uncorrelated power-law distributed social diversity provides the biggest boost to the cooperative strategy. We argue that the facilitative effect is conceptually similar to the one reported previously for inhomogeneous teaching activities, and also has the same root as the mechanism applicable by scale-free networks, namely: akin to hubs or players with enhanced teaching activity, in this model, high-ranking players can form robust cooperative clusters with low-ranking obedient neighbors. The presented results suggest that the distribution of wealth plays a crucial role by the evolution of cooperation amongst egoistic individuals, and it seems reasonable to investigate further whether a co-evolution of both might yield new insights and foster the understanding of the formation of complex societies.
Acknowledgments

This work was supported by the Slovenian Research Agency (Z1-9629) (M. P.) and the Hungarian National Research Fund (T-47003) (A. S.). Discussions with György Szabó are gratefully acknowledged. We also thank Girish Nathan for useful comments.

[1] R. Axelrod, *The Evolution of Cooperation* (Basic Books, New York, 1984).
[2] J. Hofbauer and K. Sigmund, *Evolutionary Games and Population Dynamics* (Cambridge University Press, Cambridge, 1998).
[3] G. S. Wilkinson, Nature **308**, 181 (1984); M. Milinski, Nature **325**, 433 (1987).
[4] M. A. Nowak and R. M. May, Nature **359**, 826 (1992).
[5] B. Kerr, M. A. Riley, M. W. Feldman, and B. J. M. Bohannan, Nature **418**, 171 (2002).
[6] B. Huberman and N. Glance, Proc. Natl. Acad. Sci. USA **90**, 7716 (1993); C. Hauert and M. Doebeli, Nature **428**, 643 (2004).
[7] H. Milinski, J. H. Lüthi, R. Eggler, and G. A. Parker, Proc. R. Soc. B **264**, 831 (1997).
[8] G. Abramson and M. Kuperman, Phys. Rev. E **63**, 030901(R) (2001); M. Perc, New J. Phys. **8**, 183 (2006); Z.-X. Wu, X.-J. Xu, Z.-G. Huang, S.-J. Wang, and Y.-H. Wang, Phys. Rev. E **74**, 021107 (2006); M. Tomassini, L. Luthi, and M. Giacobini, Phys. Rev. E **73**, 016132 (2006); Z.-X. Wu and Y.-H. Wang, Phys. Rev. E **75**, 041114 (2007); H. Ohtsuki, M. A. Nowak, and J. M. Pacheco, Phys. Rev. Lett. **98**, 108106 (2007).
[9] A.-L. Barabási and R. Albert, Science **286**, 509 (1999).
[10] F. C. Santos and J. M. Pacheco, Phys. Rev. Lett. **95**, 098104 (2005); F. C. Santos, J. M. Pacheco, and T. Lenaerts, Proc. Natl. Acad. Sci. USA **103**, 3490 (2006).
[11] J. Poncela, J. Gómez-Gardenes, L. M. Floría, and Y. Moreno, New J. Phys. **9**, 184 (2007).
[12] F. C. Santos and J. M. Pacheco, J. Evol. Biol. **19**, 726 (2006); Z.-X. Wu, J.-Y. Guan, X.-J. Xu, and Y.-H. Wang, Physica A **379**, 672 (2007); N. Masuda, Proc. R. Soc. B **274**, 1815 (2007); A. Szolnoki, M. Perc, and Z. Danku, Physica A doi: 10.1016/j.physa.2007.11.021 (2007).
[13] M. G. Zimmermann and V. Eguíluz, Phys. Rev. E **72**, 056118 (2005); J. M. Pacheco, A. Traulsen, and M. A. Nowak, Phys. Rev. Lett. **97**, 258103 (2006); F. C. Santos, J. M. Pacheco, and T. Lenaerts, PLOS Comp. Biol. **2**, 1284 (2006).
[14] G. Szabó and G. Fáth, Phys. Rep. **446**, 97 (2007).
[15] C. Hauert, S. De Monte, J. Hofbauer, and K. Sigmund, Science **296**, 1129 (2002).
[16] M. A. Nowak and K. Sigmund, Nature **393**, 573 (1998); E. Fehr and S. Gächter, Nature **415**, 137 (2002); H. Ohtsuki and Y. Iwasa, J. Theor. Biol. **231**, 107 (2004); J. M. Pacheco, F. C. Santos, and F. A. C. Chalub, PLOS Comp. Biol. **2**, e178 (2006).
[17] A. Szolnoki and G. Szabó, Europhys. Lett. **77**, 30004 (2007).
[18] M. H. Vainstein and J. J. Arenzon, Phys. Rev. E **64**, 051905 (2001); M. H. Vainstein, A. T. C. Silva, and J. J. Arenzon, J. Theor. Biol. **244**, 722 (2007).
[19] M. Perc, New J. Phys. **8**, 22 (2006); Phys. Rev. E **75**, 022101 (2007); J. Ren, W.-X. Wang, and F. Qi, Phys. Rev. E **75**, 045101(R) (2007).
[20] B. J. Kim, A. Trusina, P. Holme, P. Minnhagen, J. S. Chung, and M. Y. Choi, Phys. Rev. E **66**, 021907 (2002).
[21] A. Traulsen, J. C. Claussen, and C. Hauert, Phys. Rev. Lett. **95**, 028701 (2005); A. Traulsen, J. C. Claussen, and C. Hauert, Phys. Rev. E **74**, 011901 (2006);
[22] J. Gómez-Gardenes, M. Campillo, L. M. Floría, and Y. Moreno, Phys. Rev. Lett. **98**, 108103 (2007).
[23] G. Szabó and C. Tóke, Phys. Rev. E **58**, 69 (1998).
[24] A. Traulsen, K. Lippert, and U. Behn, Phys. Rev. E **69**, 026116 (2004).