1 Introduction

The Helmholtz equation has been widely studied in various fields of physics ranging from biomedical physics to geo- and nuclear physics. The electromagnetic scattering problem thus finds many applications in engineering practices. Many efforts have been made to find fast yet accurate numerical solutions to the Helmholtz problem. The latter remains a challenging topic in research due to the pollution error and the resulting linear system having undesirable properties. In particular, the pollution error results from a discrepancy between the analytical and numerical wave number. Consequently, the mesh resolution has to be kept fine enough to obtain accurate numerical solutions. If we let $k$ denote the wave number, $N_{\text{dof}}$ the number of degrees of freedom in one-dimension and $p$ the order of a finite difference or standard finite element scheme, then

$$N_{\text{dof}} = C k \left( \frac{\omega}{\pi} \right)^p,$$

where $C$ is a constant that only depends on the accuracy achieved$^{[2]}$. In practice, this has led to the rule of thumb $k h \approx \frac{2\pi}{\omega}$, where $10$ denotes the number of degrees of freedom per wavelength and $h$ the mesh width. However, the resulting numerical solution still suffers from pollution, unless the resolution is kept at $C(k^{p+1}h^p) \leq 1$, for a general $p$-th order scheme. While this minimizes the pollution error, the resulting linear systems are too large for direct solution methods. This exacerbates in higher-dimensions, which opens the door to the use of iterative solution methods. Due to the resulting linear systems being indefinite and non-Hermitian, Krylov subspace or Induced Dimension Reduction methods are necessary. In fact, even using standard multigrid as a stand-alone solver diverges for the Helmholtz equation$^{[56]}$. Moreover, for Krylov subspace methods, the number of iterations until convergence grows with the wave number $k$. Thus, the difficulty in solving Helmholtz-type problems can be reduced to optimizing the trade-off between having accurate numerical solutions, while using a scalable solver.

One potential way to mitigate this problem is to adopt Isogeometric Analysis (IgA)$^{[13]}$ as a discretization technique. IgA can be considered as the natural extension of the finite element method (FEM) to higher-order B-splines and has become widely accepted as a viable alternative to standard FEM. The use of high-order B-splines or Non-Uniform Rational B-splines (NURBS) enables a highly accurate representation of complex geometries and bridges the gap between computer-aided design (CAD) and computer-aided engineering (CAE) tools. Furthermore, a higher accuracy per degree of freedom can be achieved compared to standard FEM$^{[8]}$. A new branch of studies has demonstrated that IgA furthermore helps to control the pollution error while keeping the size of the resulting linear system moderate$^{[9,10,11,12,13]}$. In$^{[14]}$, the authors investigated the obtained accuracy for several Helmholtz-type problems using a non-constant wave number and documented increased accuracy. Thus, while the use of IgA for Helmholtz-type problems becomes more established, the process of solving the underlying discretized systems remained fairly untouched. Until recently, a study by Diwan et al$^{[15]}$ covered this for the Helmholtz equation and researched the use of IgA together with an iterative solver. There, the resulting linear systems are solved using the Generalized Minimum Residual Krylov method (GMRES) preconditioned with the Complex Shifted Laplacian Preconditioner (CSLP) using a small complex shift. The results show wave number independent convergence of the iterative solver and, at the same time, higher accuracy of the numerical solution.

The well-known CSLP has been the industry standard for many years$^{[16]}$. While this has accelerated the convergence dramatically, the number of iterations increases with the wave number $k$, which is why in order to obtain wave number independent convergence, the complex shift has to be kept at $O(k^{-1})$.$^{[17]}$ One drawback of keeping the shift very small is that the resulting preconditioner starts resembling the original matrix and exact inversion puts a heavy tax on the computational resources. Therefore, a few multigrid cycles are often used to approximate the inverse of the CSLP, which amounts to $O(N)$ FLOPs$^{[16]}$. However, in order to prevent multigrid from diverging, the complex shift has to be kept as large as possible $O(1)$.$^{[18]}$

As a consequence, recent developments have led to a broad range of preconditioners such as domain decomposition based preconditioners, fluxcorrected sweeping preconditioners, and (multilevel) deflation based preconditioners.$^{[19,20,21]}$ One of these new preconditioners is the Adapted Deflation Preconditioner (ADP), which uses higher-order Bezier curves to construct the deflation space. For finite difference discretizations, the preconditioner has shown to be simple yet competitive to the small-shift and exact inversion of CSLP in terms of wave number independent convergence and computational complexity for large wave numbers $k$. In essence, the deflation preconditioner projects the near-zero eigenvalues of the CSLP-preconditioned system onto zero. These near-zero eigenvalues are known to interfere with fast convergence of the Krylov subspace solver.

Consequently, our aim in this paper is to extend the research direction set out in$^{[15,14]}$, by combining state-of-the-art iterative solvers with IgA discretization techniques to obtain both accurate and computationally efficient numerical solutions. In particular, we propose the use of deflation techniques combined with an approximated inverse of the CSLP using multigrid to obtain scalable and faster convergence with respect to the wave number $k$ and the order $p$. We study one- and two-dimensional model
problems using IgA discretizations containing both a constant wave number $k$ and a variable wave number $k(x, y)$. In the latter case, we focus on the performance of the solver in the presence of sharp discontinuities in the wave number and the underlying solution. For the two-dimensional model problems, we report the number of iterations and the CPU-timings to show that the use of deflation combined with a multigrid-approximated CSLP allows for tremendous gain in computational efficiency while keeping scalable convergence in terms of the number of iterations. The method outperforms the exact inversion of the CSLP with a small complex shift in terms of number of iterations and CPU-timings when a large constant or non-constant wave number is used.

The paper is organized as follows. We start with the variational formulation of the Helmholtz equation and the model problem definitions in section 2. In section 3 we discuss the deflation preconditioning technique for the Krylov subspace method. Here we introduce the use of higher-order Bezier curves as a basis for the deflation space. We then proceed by performing a spectral analysis of the preconditioned systems and various numerical experiments in section 4 in order to determine the convergence behavior. We provide CPU-timings in order to assess the computational time complexity. We conclude our results in section 5.

2 Problem Definition

In order to assess the quality of the proposed solution method, we start by defining a variety of one- and two-dimensional model problems. In particular, we consider model problems involving both constant and non-constant wave numbers. Then, we proceed by presenting the variational formulation and B-spline discretization using the generalization of our two-dimensional model problem as an example.

2.1 One-dimensional model problems

2.1.1 MP 1-A

The first one-dimensional model problem, MP 1-A, is given below

\[-\frac{d^2u(x)}{dx^2} - k^2 u = 0, \quad x \in \Omega = [0, 1], \]
\[u(x) = 1, \quad x = 0,\]
\[u'(x) - iku(x) = 0, \quad x = 1.\]

Here, homogeneous Dirichlet and Sommerfeld boundary conditions are applied on the left and right boundary, respectively.

The exact solution for MP1-A is given by $u(x) = e^{ikx}$. Model problem MP 1-A will be adopted to investigate the pollution error for various values of the approximation order $p$ of the B-spline basis functions. It will also be used to perform a convergence factor study in order to check the robustness of the solver.

2.1.2 MP 1-B

Model problem MP1-B involves an inhomogeneous source term. Furthermore, Dirichlet boundary conditions are applied on both boundaries, resulting in the following model problem

\[-\frac{d^2u}{dx^2} - k^2 u = \delta(x - x'), \quad x \in \Omega = [0, 1], \]
\[u(x) = 0, \quad x = 0,\]
\[u(x) = 0, \quad x = 1.\]

The analytic solution of MP1-B is based on the Green’s function of this model problem and is given by

\[u(x, x') = 2 \sum_{j=1}^{\infty} \frac{\sin(j\pi x) \sin(j\pi x')}{j^2 \pi^2 - k^2}, \quad x \in \Omega = [0, 1],\]
\[k^2 \neq j^2 \pi^2, \quad j = 1, 2, 3, \ldots.\]
Note that, for \( k^2 = j^2 \pi^2 \), the eigenfunction expansion would become defective as this would imply resonance and unbounded oscillations in the absence of dissipation. Therefore, we explicitly impose the extra condition \( k^2 \neq j^2 \pi^2 \) asserting that our Green’s function exists.

By imposing Dirichlet boundary conditions, the resulting system matrix exhibits the most unfavorable distribution of the eigenvalues\(^{[34]}\). Note that the inclusion of Sommerfeld radiation conditions already slightly shifts the eigenvalues away from the origin due to the natural occurring damping.

### 2.2 Two-dimensional Model Problems

#### 2.2.1 MP 2-A

In two dimensions, we consider as MP 2-A the natural extension of MP 1-B to two dimensions:

\[
-\Delta u(x, y) - k^2 u(x, y) = \delta(x - \frac{1}{2}, y - \frac{1}{2}), \quad (x, y) \in \Omega = [0, 1]^2, \tag{4}
\]

\[
u(x, y) = 0, \quad (x, y) \in \partial \Omega_D.
\]

\[
\left( \frac{\partial}{\partial \mathbf{n}} - ik \right) u(x, y) = 0, \quad (x, y) \in \partial \Omega_R. \tag{5}
\]

Again, the analytic solution is given by the Green’s function:

\[
u(x, y, x', y') = 4 \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \frac{\sin(ikx) \sin(ikx') \sin(jky) \sin(jky'}){i^2 \pi^2 + j^2 \pi^2 - k^2}, \quad (x, y) \in \Omega = [0, 1]^2, \tag{6}
\]

\[k^2 \neq i^2 \pi^2 + j^2 \pi^2, \quad i, j = 1, 2, 3, \ldots\]

#### 2.2.2 MP 2-B

As a final model problem, MP 2-B, we consider a non-constant wave number \( k = k(x, y) \), an inhomogeneous source function and Dirichlet boundary conditions on the entire boundary \( \partial \Omega \).

\[
-\Delta u(x, y) - k(x, y)^2 u(x, y) = \delta(x - \frac{1}{2}, y - \frac{1}{2}), \quad (x, y) \in \Omega = [0, 1]^2, \tag{7}
\]

\[
u(x, y) = 0, \quad (x, y) \in \partial \Omega. \]

Here, \( k(x, y) \) is chosen to be a two-dimensional step function consisting of 16 different values. For a fixed value of \( k \), the values vary between \( \frac{1}{3} k \) and \( \frac{3}{4} k \). Figure 1 shows the considered field \( k(x, y) \) for \( k = 100 \). This model problem uses various horizontal layers in order to test the performance of the solver when a variable wave number \( k(x, y) \) is used. This is particularly important to investigate as in certain cases for Helmholtz-type problems the underlying solver might diverge. This has been reported for domain decomposition based preconditioners using inexact factorizations\(^{[35]}\).

### 2.3 Variational Formulation

To illustrate the variational formulation, we consider the inhomogeneous Helmholtz equation in two dimensions adopting inhomogeneous Robin boundary conditions:

\[
\Delta u(x, y) - k^2 u(x, y) = f(x, y), \quad (x, y) \in \Omega \subset \mathbb{R}^2, \tag{8}
\]

\[
\left( \frac{\partial}{\partial \mathbf{n}} - ik \right) u(x, y) = g(x, y), \quad (x, y) \in \partial \Omega. \tag{9}
\]

Here, \( \Omega \) is a connected Lipschitz domain, \( f \in L^2(\Omega) \), \( g \in L^2(\partial \Omega) \) and \( k > 0 \) a constant wave number. Let us define \( \mathcal{V} = H^1_0(\Omega) \) as the space of functions in the Sobolev space \( H^1(\Omega) \) that vanish on the boundary \( \partial \Omega \). The variational formulation of (8) is obtained by multiplication with an test function \( v \in \mathcal{V} \) and application of integration by parts

\[
a(u, v) = (f, v), \quad \forall v \in \mathcal{V}, \tag{10}
\]

where

\[
a(u, v) = \int_\Omega \nabla u \cdot \nabla v \, d\Omega + k^2 \int_\Omega u \overline{v} \, d\Omega - ik \int_{\partial \Omega} u \overline{v} \, d\Gamma - ik \int_{\partial \Omega} u \overline{v} \, d\Gamma. \tag{11}
\]
A geometry function $F$ is then defined to parameterize the physical domain $\Omega$ by describing an invertible mapping to connect the parameter domain $\Omega_0 = (0, 1)^2$ with the physical domain $\Omega$.

$$F = \Omega_0 \rightarrow \Omega, \quad F(\xi, \eta) = (x, y).$$

(12)

The considered geometries throughout this paper can be described by a single geometry function $F$, that is, the physical domain $\Omega$ is topologically equivalent to the unit square. In case of more complex geometries, a family of functions $F^{(m)} (m = 1, \ldots, K)$ is defined and we refer to $\Omega$ as a multipatch geometry consisting of $m$ patches.

### 2.3.1 B-spline basis functions

To discretize Equation (8), univariate B-spline basis functions are defined on the parameter domain $\Omega_0$ by an underlying knot vector $\Xi = \{\xi_1, \xi_2, \ldots, \xi_{N+p+1}\}$. Here, $N$ denotes the number and $p$ the order of the B-spline basis functions. Based on this knot vector, the basis functions are defined recursively by the Cox-de Boor formula,

$$\phi_{j,0}(\xi) = \begin{cases} 1 & \text{if } \xi_j \leq \xi < \xi_{j+1}, \\ 0 & \text{otherwise}. \end{cases}$$

(13)

Higher-order B-spline basis functions of order $p > 0$ are then defined recursively

$$\phi_{j,p}(\xi) = \frac{\xi_j - \xi}{\xi_{j+p} - \xi_j} \phi_{j,p-1}(\xi) + \frac{\xi - \xi_{j+p+1}}{\xi_{j+p+1} - \xi_{j+1}} \phi_{j+1,p-1}(\xi).$$

(14)

The resulting B-spline basis functions $\phi_{j,p}$ are non-zero on the interval $[\xi_j, \xi_{j+p+1})$ and possess the partition of unity property. Furthermore, the basis functions are $C^{p-m_j}$-continuous, where $m_j$ denotes the multiplicity of knot $\xi_j$. Throughout this paper, we consider a uniform knot vector with knot span size $h$, where the first and last knot are repeated $p + 1$ times. As a consequence, the resulting B-spline basis functions are $C^{p-1}$ continuous and interpolatory at both end points. Figure 2 illustrates both linear and quadratic B-spline basis functions based on such a knot vector.

For the two-dimensional case, the tensor product of univariate B-spline basis functions are adopted for the spatial discretization. Let $N_{\text{dof}}$ denote the total number of multivariate basis functions $\Phi_{j,p}$. The spline space $\mathcal{V}_{h,p}$ can then be written as follows

$$\mathcal{V}_{h,p} = \text{span}\{\Phi_{j,p} F^{-1}\}_{j=1,\ldots,N_{\text{dof}}}.$$

(15)

The Galerkin formulation of (10) now becomes: Find $u_{h,p} \in \mathcal{V}_{h,p}$ such that

$$a(u_{h,p}, v_{h,p}) = (f_{h,p}, v_{h,p}), \quad \forall v_{h,p} \in \mathcal{V}_{h,p}.$$
The discretized problem in (16) can be written as a linear system

\[(S_{h,p} + k^2M_{h,p} - ikN_{h,p})u_{h,p} = f_{h,p} \]  

Here, \((S_{h,p})_{i,j} = \int_\Omega \nabla \Phi_i \cdot \nabla \Phi_j d\Omega\) is the stiffness matrix, \((M_{h,p})_{i,j} = \int_\Omega \Phi_i \Phi_j d\Omega\) the mass matrix and \((N_{h,p})_{i,j} = \int_{\partial \Omega} \Phi_i \Phi_j d\Gamma\) the boundary mass matrix. Next, by defining \(A_{h,p} = S_{h,p} + k^2M_{h,p} - ikN_{h,p}\) we can write

\[A_{h,p}u_{h,p} = f_{h,p} \]  

For the ease of notation, we will proceed with the notation \(Au = f\), and drop the subscript \((h,p)\). Using this discretization technique, we will now briefly explain the model problems used in this paper.

### 3 Preconditioned Krylov Subspace Methods

For Helmholtz-type problems, the number of degrees of freedom grows with the wave number \(k\). Consequently, for larger values of \(k\) the linear systems become very large, especially in two and three dimensions. As a result, direct solvers become unattractive and computationally expensive due to fill-in. Thus, in order to solve the model problems, an iterative method is considered. For normal matrices, the convergence of Krylov subspace methods is closely related to the underlying distribution of the eigenvalues. The more clustered the eigenvalues, the better and faster the method converges. For MP 1-B, we can easily deduce the analytical eigenvalues which are given by

\[\lambda_j = j^2 - k^2.\]

It is easy to see that the resulting systems will have both positive and negative eigenvalues, rendering it indefinite. This limits our choice of Krylov subspace methods, where often GMRES is chosen as the underlying iterative solver. Many studies have investigated the performance of GMRES for the Helmholtz equation and the use of preconditioners is necessary in order to obtain satisfactory convergence. One of these preconditioners is the CSLP, which is defined by taking the original coefficient matrix \(A\) and adding a complex shift. Thus, in the one-dimensional case, CSLP \(M\) is given by

\[M = A + \beta_2 i k^2 I,\]

and the resulting preconditioned system becomes

\[M^{-1}A = M^{-1}f.\]

Here, \(I\) denotes the identity matrix and \(\beta_2 \in \mathbb{R}\) the shift. In practice, the CSLP is often included by applying a fixed number of V-cycles of a (geometric) multigrid method to approximate \(M^{-1}\). As a smoother within the multigrid method, we adopt damped Jacobi \((\omega = 0.6)\). Note that the use of standard smoothers (i.e. Jacobi or Gauss-Seidel) within a multigrid solver in IGA results in \(p\)-dependent convergence. This has led to the development of non-standard smoothers to obtain \(p\)-independent convergence rates. Their application within a multigrid method to approximate \(M^{-1}\) is, however, out of the scope of this paper. In order for \(M^{-1}\) to remain a good preconditioner, the shift \(\beta_2\) should not be too small as otherwise multigrid will diverge. On the other hand, the preconditioner should still remain close enough to the original coefficient matrix \(A\), which is also why \(\beta_2\) should not be too large.

While the complex shift transfers part of the unwanted spectrum onto the complex axis, unless the shift is kept very small,
near-zero eigenvalues start appearing around the origin as the wave number increases\cite{43,44,45,46,31,48}. This effect accumulates in higher-dimensions. Especially the real part of these near-zero eigenvalues is known to have a detrimental effect on the convergence behavior of the Krylov solver. One simple yet effective way to get rid of these unwanted near-zero eigenvalues is to use deflation. By using an orthogonal projection, the deflation operator, which we will denote by $P$ projects these unwanted eigenvalues onto zero. Thus, for a general symmetric linear system, we can define the projection matrix $\hat{P}$ and its complementary projection $P$ as

$$\hat{P} = AQ \text{ where } Q = ZE^{-1}Z^\top \text{ and } E = Z^\top AZ,$$

where $A \in \mathbb{R}^{n \times n}$, $Z \in \mathbb{R}^{n \times n}$, $P = I - AQ$.

Here the matrix $Z$ is the deflation matrix whose columns consist of the deflation vectors and $E$ denotes the coarse-grid variant of the original coefficient matrix $A$. The performance of the deflation preconditioner depends on the choice of $Z$. In principle, the deflation matrix is defined as the prolongation and restriction matrix from a multigrid setting using a first-order linear interpolation scheme. While this improves the convergence significantly, the near-zero eigenvalues start reappearing for very large wave numbers $k$. Consequently, it has been shown recently that the use of a quadratic interpolation scheme results in close to wave number independent convergence for the two-level deflation preconditioner\cite{43}. In fact, the use of these higher-order deflation vectors results in a smaller projection error compared to the case where a linear interpolation schemes is used. To construct the stencil for the deflation matrix $Z$, we start by introducing the rational Bézier curve.

**Definition 1 (Bézier curve).** A Bézier curve of degree $n$ is a parametric curve defined by

$$B(t) = \sum_{j=0}^{n} b_{j,n}(t) P_j, \quad 0 \leq t \leq 1,$$

where the polynomials

$$b_{j,n}(t) = (n, j) t^j (1-t)^{n-j}, \quad j = 0, 1, \ldots, n,$$

are known as the Bernstein basis polynomials of order $n$. The points $P_j$ are called control points for the Bézier curve.

**Definition 2 (Rational Bézier curve).** A rational Bézier curve of degree $n$ with control points $P_0, P_1, \ldots, P_n$ and scalar weights $w_0, w_1, \ldots, w_n \in \mathbb{R}$ is defined as

$$C(t) = \frac{\sum_{j=0}^{n} w_j b_{j,n}(t) P_j}{\sum_{j=0}^{n} w_j b_{j,n}(t)}.$$

For large $k$, the prolongation operator working on the even basis functions is not sufficiently accurate to map the underlying eigenvectors to its fine- and coarse-grid counterparts. We thus consider a quadratic rational Bézier curve in order to find appropriate coefficients to yield a higher order approximation of the fine-grid functions $u_h$ by the coarse grid functions $u_{2h}$. The motivation for using the rational Bézier curve is that the latter formulation allows for the weights to be adjusted in order to account for the higher requested accuracy at the even basis functions. In particular, if we define the coarse-grid basis function with respect to the degree of freedom $j$ by $[u_{2h}]_j$, then the quadratic approximation is defined as follows

**Definition 3 (Quadratic Approximation).** Let $[u_{2h}]_{(j-2)/2}$ and $[u_{2h}]_{(j+2)/2}$ be the neighbouring degrees of freedom of $[u_{2h}]_j$. Then the prolongation operator can be characterized by a Rational Bézier curve of degree 2 with polynomials

$$b_{0,2}(t) = (1-t)^2,$$

$$b_{1,2}(t) = 2t(1-t),$$

$$b_{2,2}(t) = t^2.$$
and \([u_{2h}]_{j/2}\), whenever \(j\) is even. Because we wish to add more weight whenever \(j\) is even, we take weights \(w_0 = w_2 = \frac{1}{2}\), \(w_1 = \frac{3}{2}\) and \(t = \frac{1}{2}\) to obtain

\[
C(t) = \frac{1}{2}(1-t)^2[u_{2h}]_{j-1} + \frac{3}{2}t(1-t)[u_{2h}]_j + \frac{1}{2}(t)^2[u_{2h}]_{j+1} = \frac{1}{2}(1-t)^2 + \frac{3}{2}t(1-t) + \frac{1}{2}(t)^2
\]

\[
eq \frac{1}{2}(1-t)^2[u_{2h}]_{j-1} + \frac{3}{2}(2)(\frac{1}{2})(1-t)[u_{2h}]_j + \frac{1}{2}(t)^2[u_{2h}]_{j+1} = \frac{1}{2}(1-t)^2 + \frac{3}{2}(2)(\frac{1}{2})(1-t) + \frac{1}{2}(t)^2
\]

\[
eq \frac{1}{8}[u_{2h}]_{j-1} + \frac{3}{8}[u_{2h}]_j + \frac{1}{8}[u_{2h}]_{j+1}
\]

\[
= \frac{1}{8} \left( [u_{2h}]_{j-1} + 6[u_{2h}]_j + [u_{2h}]_{j+1} \right).
\]

When \(j\) is odd, \([u_{2h}]_{(j-1)/2}\) and \([u_{2h}]_{(j+1)/2}\) are associated to an even degree of freedom and the resulting stencil leads to the standard linear interpolation scheme.

Thus, with respect to the coarse-grid function \(u_{2h}\) at degree of freedom \(j\), we can define the stencil for the prolongation and restriction operator as

\[
[Zu_{2h}]_j = \begin{cases} 
\frac{1}{8} \left( [u_{2h}]_{(j-2)/2} + 6 [u_{2h}]_{(j)/2} + [u_{2h}]_{(j+2)/2} \right) & \text{if } j \text{ is even,} \\
\frac{1}{2} \left( [u_{2h}]_{(j-1)/2} + [u_{2h}]_{(j+1)/2} \right) & \text{if } j \text{ is odd,}
\end{cases}
\] (25)

for \(j = 1, \ldots, N_{\text{dof}}\) and

\[
[Z^T u_h]_j = \frac{1}{8} \left( [u_h]_{(2j-2)/2} + 4 [u_h]_{(2j)/2} + [u_h]_{(2j+2)/2} \right),
\] (26)

for \(j = 1, \ldots, N_{\text{dof}}\). Now that we have a stencil to construct \(Z\), we can use Equation (21) to construct the deflation preconditioner. The resulting linear system to be solved becomes

\[
\mathbf{P}^T \mathbf{A} = \mathbf{P}^T \mathbf{f}.
\] (27)

Often, the deflation preconditioner \(\mathbf{P}\) is combined with the CSLP \(\mathbf{M}\) to accelerate convergence, which leads to solving the following system

\[
\mathbf{P}^T \mathbf{M}^{-1} \mathbf{A} \mathbf{u} = (\mathbf{I} - \mathbf{AQ})^T \mathbf{M}^{-1} \mathbf{A} \mathbf{u} = (\mathbf{I} - \mathbf{AQ})^T \mathbf{M}^{-1} \mathbf{f},
\] (28)

where, as mentioned previously, \(\mathbf{M}^{-1}\) is generally approximated using a multigrid method. Note that the operator \(\mathbf{P}^T\) is never constructed explicitly but is passed as a function handle onto the coefficient matrix \(\mathbf{A}\) within the GMRES-algorithm. Moreover, we will refer to \(\mathbf{P}\) based on the higher-order quadratic approximation as the ‘Adapted Deflation Preconditioner’ (ADP) to distinguish between the standard deflation preconditioner using linear interpolation and the higher-order deflation scheme. Additionally, a weight-parameter can be included to further increase the accuracy of the prolongation and restriction operator\(^{[13]}\).

In this case, the stencil for the prolongation and restriction operator is given by

\[
[Zu_{2h}]_j = \begin{cases} 
\frac{1}{8} \left( [u_{2h}]_{(j-2)/2} + (6 - \epsilon) [u_{2h}]_{(j)/2} + [u_{2h}]_{(j+2)/2} \right) & \text{if } j \text{ is even,} \\
\frac{1}{2} \left( [u_{2h}]_{(j-1)/2} + [u_{2h}]_{(j+1)/2} \right) & \text{if } j \text{ is odd,}
\end{cases}
\] (29)

for \(j = 1, \ldots, N_{\text{dof}}\) and

\[
[Z^T u_h]_j = \frac{1}{8} \left( [u_h]_{(2j-2)/2} + (6 - \epsilon) [u_h]_{(2j)/2} + 4 [u_h]_{(2j+2)/2} \right),
\] (30)

for \(j = 1, \ldots, N_{\text{dof}}\). Note that the value of \(\epsilon\) is constant with respect to \(k\) and \(kh\) and is chosen such that the projection error is minimized\(^{[33]}\).
4 Numerical Results

To assess the quality of the proposed iterative solver, we consider the model problems described in 2.3. We start by studying the pollution error for our one-dimensional model problem when adopting high-order B-spline basis functions for the spatial discretization. In\textsuperscript{13}, a detailed first application of IgA discretizations for Helmholtz problems has been given. We therefore only show the pollution reduction for the model problems used in this paper. We proceed by conducting a spectral analysis in one dimension (MP 1-B) to investigate the effect of the proposed preconditioning techniques on the spectrum of the preconditioned operator. Finally, the convergence of the iterative solver is studied in terms of both iteration numbers and CPU timings. These are obtained for the proposed deflation based preconditioner and compared to the use of the (exactly inverted) CSLP.

4.1 Pollution Error

As a first verification of the quality of the solver, a spatial convergence test has been performed for the MP 1-A benchmark for a fixed value of the wave number \(k = 1\). Figure 3 shows the \(L_2\)-error under mesh refinement for different values of \(p\) obtained with a (deflated) GMRES solver. Note that, for all values of \(p\), the order of convergence observed is \(O(h^{p+1})\), as expected from literature.\textsuperscript{11} For \(p = 5\) and a sufficiently fine mesh, the \(L_2\)-error becomes close to machine precision and therefore suffers from errors in floating point operations. Detailed \(L_2\)-errors can be found in Table 1.

\begin{figure}[h]
\centering
\includegraphics[width=0.6\textwidth]{figure3.png}
\caption{Spatial convergence for different values of \(p\) obtained with (deflated) GMRES for MP 1-A, where \(k = 1\).}
\end{figure}

\begin{table}[h]
\begin{center}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
\(N_{\text{dof}} - p\) & \(p = 1\) & \(p = 2\) & \(p = 3\) & \(p = 4\) & \(p = 5\) \\
\hline
8 & 4.409 \ \cdot \ 10^{-5} & 3.576 \ \cdot \ 10^{-7} & 6.711 \ \cdot \ 10^{-9} & 1.383 \ \cdot \ 10^{-10} & 2.747 \ \cdot \ 10^{-12} \\
16 & 1.104 \ \cdot \ 10^{-5} & 4.452 \ \cdot \ 10^{-8} & 4.289 \ \cdot \ 10^{-10} & 4.336 \ \cdot \ 10^{-12} & 4.303 \ \cdot \ 10^{-14} \\
32 & 2.760 \ \cdot \ 10^{-6} & 5.560 \ \cdot \ 10^{-9} & 2.713 \ \cdot \ 10^{-11} & 1.359 \ \cdot \ 10^{-13} & 9.594 \ \cdot \ 10^{-16} \\
64 & 6.900 \ \cdot \ 10^{-7} & 6.948 \ \cdot \ 10^{-10} & 1.706 \ \cdot \ 10^{-12} & 4.536 \ \cdot \ 10^{-15} & 8.045 \ \cdot \ 10^{-16} \\
\hline
\end{tabular}
\end{center}
\caption{\(L_2\)-error under mesh refinement for different values of \(p\) obtained with (deflated) GMRES for MP 1-A, where \(k = 1\).}
\end{table}

In order to determine the effect of using B-spline basis functions on the pollution error, we present the \(L_2\)-error as a function of the wave number \(k\) as well. Note that the case \(p = 1\) corresponds to the standard Lagrangian FEM solution. We observe that
for $p = 2$ to $p = 5$ the $L_2$-error with respect to the analytical solution decreases. While this leads to significant more accurate solutions, we do observe that as the wave number increases, the $L_2$-error increases accordingly. This is in line with the literature, as it has been proven that the pollution error cannot be avoided completely\cite{50,49}. Moreover, as $k$ increases the advantage of using $p = 5$ over $p = 4$ decreases as both lead to similar accuracy. For standard FEM, this was already observed\cite{51}. Furthermore, decreasing the number of degrees of freedom per wavelength from 10 (solid line) to 7.5 (dashed line) already results in lower accuracy. In fact, the achieved accuracy for $p = 4$ and $p = 5$ with 7.5 degrees of freedom per wavelength is similar to the obtained accuracy for $p = 3$ when 10 degrees of freedom per wavelength are used. Thus, in order to warrant for sufficiently accurate numerical solutions for larger wave numbers, we will keep the grid resolution at $k\ell = 0.625$.

4.2 Spectral Analysis

We now proceed by analyzing the spectrum of the preconditioned system of MP 1-B. It is widely known that the near-zero eigenvalue distribution strongly affects the resulting convergence factor of Krylov subspace methods. In general, these eigenvalues close to the origin hamper the convergence of such methods. By using Dirichlet boundary conditions, we additionally have the most unfavorable distribution of eigenvalues, allowing us to fully examine the potency of the preconditioner. With respect to CSLP, many studies have confirmed that unless the complex shift is kept very small and the inversion is performed exactly, the eigenvalues cluster near the origin\cite{17,20,34}. In this work, we are not inverting the CSLP exactly and we thus need to derive a proxy of the multigrid iteration used to approximate the inverse. This can be done by using the two-grid iteration matrix from a multigrid setting\cite{52}. This leads to the following approximation for $M^{-1}$

\[
\tilde{M}^{-1} \approx (I - (\omega D)^{-1} M)^{\nu} (I - Z M_{2h}^{-1} Z^T) (I - (\omega D)^{-1} M)^{\nu},
\]

where $M_{2h}$ denotes the coarse-grid variant of the CSLP, $D$ the diagonal of $M$ and $\nu$ denotes the smoothing steps. Additionally, we use damped Jacobi as a smoother with damping parameter $\omega = 0.6$. Note that for the multigrid cycle, $Z$ is now the standard geometric multigrid prolongation and restriction operator based on the linear interpolation scheme. Using this approximation for $M^{-1}$, we study the eigenvalues of the linear system $P^T \tilde{M}^{-1} A$, where $P$ denotes the adapted deflation preconditioner based on the quadratic Bezier scheme.

Figure 5 shows the spectra of the preconditioned linear system for $k = 50$ (left) and $k = 500$ (right) for different values of $p$. The complex shift has been set to $\beta_2 = 1$ and one pre- and post-smoothing step has been used. Note that half of the eigenvalues of the preconditioned system will be projected onto the origin. The other half of the eigenvalues will therefore be non-zero.

**FIGURE 4** $L^2$-error for MP 1-A using $p = 1$ to $p = 5$ for various wave numbers $k$. The grid resolution has been set to $k\ell \approx 0.625$ (solid) and $k\ell = 0.825$ (dashed).
For \( k = 50 \) (left), all eigenvalues for a fixed value of \( p \) have a spiral shape, apart from the case \( p = 1 \). Furthermore, the angle between the eigenvalues and the real-axis in Quadrant 2 becomes smaller for higher values of \( p \). Therefore, we can expect a \( p \)-dependency for small values of \( k \) for \( p \geq 2 \). For \( k = 500 \) this becomes even more obvious visually, as the higher number of degrees of freedom leads to more eigenvalues. As the preconditioned operator becomes too large to determine all eigenvalues, it remains unsure how the spectra will further developed for large values of \( k \).

**FIGURE 5** Spectrum of the preconditioned operator \( \tilde{P}M^{-1}A \) for different values of \( p \), where \( k = 50 \) (left) and \( k = 500 \) (right) for MP 1-A.

Next, in Figure 6, we fix \( p = 2 \) (left) and \( p = 5 \) (right) and let \( k \) increase from \( k = 50 \) to \( k = 250 \). Here we can clearly observe that for \( p = 2 \), the eigenvalues remain fairly clustered in a semi-circular shape. Increasing \( k \) leads to a larger radius of this semi-circle and therefore a larger spread of the eigenvalues. If we focus on the small box containing a detailed illustration of what is occurring near the origin, we observe that for larger \( k \) more and more eigenvalues are starting to move closer towards the origin. Closest to the origin we can clearly see the eigenvalues for \( k = 250 \) (purple) and \( k = 200 \) (red) appearing. Although the eigenvalues seem less clustered for \( p = 5 \), the same general behavior can be observed.

Classically, deflation based preconditioners are combined with the CSLP in order to obtain faster GMRES-convergence. Note that the projection matrix \( P \) projects a certain part of the spectrum of the coefficient matrix \( A \) onto zero. The addition of the CSLP ensures that the remaining non-zero eigenvalues are shifted towards the complex axis, which gives it the typical circular spectrum in the complex plane. However, for finite differences discretizations, the use of the CSLP is often redundant as wave number independent convergence can already be attained by using deflation without another preconditioner. An interesting point of investigation would be to study the spectrum of the preconditioned system \( PA \). In Figure 7, we study the spectrum of \( PA \) where we use the weight-parameter \( \epsilon \) in order to construct accurate higher-order deflation vectors. We indeed observe that half of the eigenvalues are mapped onto zero and the remaining part of the eigenvalues remains clustered. The eigenvalues no longer cross the negative real axis, which results in the preconditioned system \( PA \) being positive semi-definite. Apart from a scaling factor, the spectrum of \( k = 50 \) looks similar to the spectrum of \( k = 250 \) and illustrative of the \( k \)-independent convergence. However if we compare \( p = 2 \) (left) to \( p = 5 \) (right), we observe that for \( p = 5 \) the eigenvalues of \( PA \) are closer to zero and have a larger spread between the smallest and largest eigenvalue. For example for \( k = 250 \), the eigenvalues for \( p = 2 \) lie in the ballpark of 450 to 550, whereas for \( p = 5 \) the eigenvalues lie between 50 and 250.

For illustration purposes, we study the effect of interpolating and restricting the fine-grid systems with low accuracy. In Figure 8, we have plotted the spectrum of \( PA \), where we deliberately set the weight-parameter to a value which lowers the accuracy of the interpolation scheme to construct the deflation matrix \( Z \). It immediately becomes apparent that the resulting preconditioned system is again indefinite as some eigenvalues are still negative. Moreover, if we compare \( p = 2 \) (left) to \( p = 5 \) (right), we observe a larger spread for \( p = 2 \) compared to \( p = 5 \). This is the opposite of what we observed in Figure 7. In both cases, the example is illustrative of the fact that having a low-order interpolation scheme to construct the prolongation and restriction
operator, will lead to an ineffective mapping of the underlying eigenvalues and eigenvectors. As the wave number increases and the solutions become more oscillatory, the accurate mapping of the fine- and coarse-space become of increasing importance. Therefore, we chose a weight-parameter such that the projection error with respect to the eigenvectors are minimized.
4.3 Numerical experiments

We will now present the convergence results for our model problems using the preconditioners described above. Unless stated otherwise, we set the grid resolution at $kh \approx 0.625$, which is equivalent to using 10 degrees of freedom per wavelength. We use GMRES as the underlying Krylov subspace method and use a stopping criterion on the relative residual of $10^{-7}$. A serial implementation is considered on an Intel(R) i7-8665 CPU @ 1.90GHz using 8GB of RAM.

For the sake of completeness and clarity, we briefly introduce the notation of the preconditioners used in the experiments.

- $D := \text{Adapted Deflation Preconditioner (ADP) + GMRES}$.
- $D_\epsilon := \text{Adapted Deflation Preconditioner (ADP) + GMRES using the shift-parameter } \epsilon \text{ to construct the deflation matrix.}$
  - The value has been taken from [33] and is constant throughout the use of the numerical experiments.
- $C_{ex} := \text{CSLP (exactly inverted) + GMRES}$.
- $DC^j_{MG} := \text{ADP preconditioner + GMRES using } j \text{ number of multigrid V-cycles combined with (damped) Jacobi smoothing.}$
- $D_\epsilon C^j_{MG} := \text{AD}_\epsilon P \text{ preconditioner + GMRES using } j \text{ number of multigrid V-cycles combined with (damped) Jacobi smoothing.}$

4.3.1 One-dimensional model problems

4.3.1.1 MP 1-B

We start by numerically solving MP 1-B using the deflation preconditioner together with the multigrid approximation of the CSLP. We differentiate between deflation with and without the weight-parameter $\epsilon$ and we vary the number of V-cycles between 1 and 10 iterations to obtain a fair approximation of the inverse of the CSLP. Table 2 shows the number of GMRES iterations for the three different combinations. Starting with $DC^1_{MG}$ (first column) we observe that the number of iterations both grow with $k$ and $p$. These results are in line with the spectral analysis from Section 4.2, in particular Figure 5 and Figure 6. There we observed that the angle the eigenvalues make with the real axis becomes smaller for increasing $p$, anticipating some $p$-dependent convergence. Similarly, in Figure 5 the radius of the circular shape of the eigenvalues grows with $k$, leading to the expectation that the number of iterations could grow with $k$. However, for very large wave numbers such as $k = 10^4$, we observe that the number of iterations is inversely related to $p$. Note that the spectrum of such large wave numbers has not been examined in this work.

For $D_\epsilon C^1_{MG}$ (second column) we solely observe $p$-dependent convergence. Once we add the weight parameter $\epsilon$ to the deflation
preconditioner we obtain $k$-independent convergence up to $10^6$. Finally, increasing the number of V-cycles to 10 for $D_{MG} C_{MK}^{10}$ (third column) leads to $p$-independent convergence and shows identical results to inverting CSLP exactly; see Table 3 and Table 4. Note, however, that application of $D_{MG} C_{MK}^{10}$ is more expensive compared to the application of $D_{MG} C_{MK}^{1}$ as we use more V-cycles in order to obtain a fair approximation of the CSLP. This result, however, is in line with the literature as regards the $p$–dependent convergence observed for IgA discretizations combined with multigrid. Generally speaking, more smoothing steps and/or intricate smoothers are needed in order to counteract the increasing number of iterations for higher-order IgA schemes.

**TABLE 2** Number of (preconditioned) GMRES iterations to reach convergence for MP 1-B. Here we combine the two-level deflation (D) using quadratic Bezier curves with the CSLP. The shift $\beta_2$ has been set to 1. CSLP has been inverted using $C_{MK}^1$ and $C_{MG}^{10}$ respectively.

| $k = 10^2$ | $k = 10^3$ | $k = 10^4$ | $k = 10^5$ | $k = 10^6$ |
|-------------|-------------|-------------|-------------|-------------|
| $p = 1$     | $N = 161$   | $N = 1601$  | $N = 16001$ | $N = 160001$ |
| $D C_{ex}$  | $D C_{ex}$  | $D C_{ex}$  | $D C_{ex}$  | $D C_{ex}$  |
| 9           | 5           | 8           | 5           | 13          | 5           | 49          | 5           | *           | 5           |
| 7           | 5           | 6           | 5           | 10          | 5           | 28          | 5           | *           | 5           |
| 8           | 5           | 8           | 5           | 10          | 5           | 22          | 6           | 5           | *           | 6           |
| 13          | 5           | 13          | 5           | 13          | 5           | 20          | 5           | 68          | 5           |
| 19          | 5           | 19          | 5           | 16          | 5           | 25          | 5           | 48          | 5           |

**TABLE 3** Number of (preconditioned) GMRES iterations to reach convergence for MP 1-B. Here we use GMRES with either two-level deflation (D) using quadratic Bezier curves or exact inverse of CSLP $C_{ex}$ using $\beta_2 = k^{-1}$. * indicates that the number of max iterations (100) has been reached without convergence.

As mentioned previously, for a finite difference scheme, it has been shown that the deflation preconditioner without CSLP could also lead to close to wave number independent convergence. Thus, analogously, we perform a similar test to examine how well the deflation preconditioner performs with no other preconditioner. We will distinguish two cases; ADP without weight parameter $D$ and ADP with weight parameter $D'$. For $D$, the results are reported in Table 3 where we compare the number of iterations to the number of iterations obtained by using the (exactly inverted) CSLP with shift $k^{-1}$ ($C_{ex}$). Note that, the exactly inverted CSLP leads to iteration numbers independent of both $k$ and $p$. In absence of the weight parameter, the number of GMRES iterations preconditioned with $D$ increases with $k$ and $p$ for wave numbers $k < 10^3$. These results are similar to the ones reported in Table 2, where we observed a similar effect for $D_{MG} C_{MK}^1$. The observed number of iterations is also in agreement with the spectral analysis from Fig 8 in Section 4.2. It has been shown that as the accuracy of ADP decreases, the projection error increases, and the eigenvalues are not accurately projected onto the origin. As a result, the number of iterations is expected to increase with $k$. However, we did observe that this effect is less pronounced for larger values of $p$, which is why we obtain better convergence for larger values of $k$ when $p \geq 4$.

Table 3 contains the same comparison, however we use the deflation preconditioner $D'$. We report the number of (preconditioned) GMRES for both preconditioners. Note that, the exactly inverted CSLP leads to iteration numbers independent of both $k$ and $p$. In absence of the weight parameter, the number of GMRES iterations adopting the deflation preconditioner increases...
with $k$ and decreases with $p$ starting from $k = 10^5$. These results are similar to the ones reported in Table 2, where we observed a similar effect for $DC_{MG}^1$. Adding the weight parameter significantly improves the convergence of the GMRES method with respect to $k$–dependent convergence. In particular, wave number independent convergence is observed for values of $k$ up to $10^6$. This is in line with the spectral analysis from Fig.[7] in Section 4.2. There, we observed that an accurate interpolation scheme ensures that half of the eigenvalues are mapped onto the origin and the spectrum remains as clustered as possible. However, for $p = 5$ we observed that the smallest and largest eigenvalue lie further away, which could explain the $p$–dependent convergence, and in particular the higher number of iterations observed for $p = 5$. Thus, similar to multigrid solvers, deflation based solvers are also subjected to $p$–dependent convergence. The effect can be circumvented by combining both methods and increasing the number of V-cycles.

| $k$  | $N = 161$ | $N = 1601$ | $N = 16001$ | $N = 160001$ |
|------|-----------|------------|-------------|--------------|
| $D_e$ | $C_{ex}$  | $D_e$ | $C_{ex}$ | $D_e$ |
| $p = 1$ | 9 | 5 | 9 | 5 | 9 | 5 | 11 | 5 |
| $p = 2$ | 5 | 5 | 5 | 5 | 5 | 5 | 5 | 5 |
| $p = 3$ | 8 | 5 | 8 | 5 | 8 | 5 | 8 | 5 |
| $p = 4$ | 13 | 5 | 13 | 5 | 11 | 5 | 13 | 5 |
| $p = 5$ | 20 | 5 | 20 | 5 | 19 | 5 | 20 | 5 |

**TABLE 4** Number of (preconditioned) GMRES iterations to reach convergence for MP 1-B. Here we use GMRES with two-level deflation ($D_e$) using quadratic Bezier curves. $C_{ex}$ uses the shift $\beta_e = k^{-1}$ and is inverted exactly. * indicates that the number of max iterations (100) has been reached without convergence.

### 4.3.2 Two-dimensional model problems

#### 4.3.2.1 MP 2-A

In the previous subsection, it was observed that combining the deflation preconditioner $D_e$ with the approximated CSLP $C_{MG}^1$ yields the best results in terms of iteration numbers. In this subsection, we apply this preconditioner to MP 2-A, the natural extension of MP 1-B to two dimensions. In particular, CPU timings are determined to obtain a fair comparison in terms of computational costs.

Table 5 compares $DC_{MG}^1$ and $D_e C_{MG}^{12}$ with the exactly inverted CSLP $C_{ex}$. For $D_e C_{MG}^{12}$, we obtain close to $k$- and $p$- independent convergence. Only for $p = 5$, the number of iterations increases. Here, 3 pre- and post-smoothing steps and a shift of $\beta_e = 4.2$ are adopted. For the $C_{ex}$ preconditioner, a shift of $(3k)^{-1}$ has been adopted. Both the shift $k^{-1}$ as well the shift $\beta_e = (3k)^{-1}$ does not lead to wave number independent convergence. In fact, $C_{ex}$ uses more iterations for $p < 5$ in most cases. This can be explained by the fact that we are using Dirichlet boundary conditions, which are known to cause a less favorable distribution of the eigenvalues compared to the use of Sommerfeld radiation conditions[3]. In particular, keeping the shift $k^{-2}$ results in wave number independent convergence but leads to very uneconomical systems, which are close to the original coefficient matrix.

Figure 9 shows the corresponding CPU times to reach convergence with the GMRES method when applying $D_e C_{MG}^{12}$ and $C_{ex}$ as a preconditioner. The CPU-timings have been obtained using the Matlab 2019b 'tic toc' command. For $k = 50$, inverting the CSLP preconditioner exactly leads to the lowest CPU times for all values of $p$ considered. However, from $k = 150$ already, the opposite holds: $D_e C_{MG}^{12}$ is computationally more efficient compared to the exact CSLP preconditioner. This effect becomes more pronounced as $k$ increases. Thus, the larger $k$, the larger the computational speedup of the deflated preconditioned solver relative to the solver using the exact inversion of the CSLP combined with a small complex shift.
model problem, we therefore report weakly dependent convergence on systems using the exact inversion of the CSLP and a very small complex shift. Unlike the results from the constant wave number conditioned systems. However, in terms of iterations, the deflated preconditioned system needs less iterations compared to the systems. In contrast to MP 2-A, however, we also observe a small increase in the number of iterations as $k$ increases for both preconditioned systems. However, in terms of iterations, the deflated preconditioned system needs less iterations compared to the system using the exact inversion of the CSLP and a very small complex shift. Unlike the results from the constant wave number model problem, we therefore report weakly dependent convergence on. However, note that for $p = 5$, the convergence appears to resemble wave number independent convergence. We do note that using the deflation preconditioner combined with the multigrid approximation of the CSLP, the number of iterations could be improved by using more V-cycles. These are relatively cheap in terms of computational costs as they are of order $O(N)$ FLOPs and given that the diagonal scaled Jacobi smoother is used.

Table 5 shows the number of GMRES iterations needed to reach convergence when $DC_{MG}^{12}$ and $C_{ex}$ are applied as a preconditioner. With respect to $p$–dependent convergence, the number of iterations slightly varies with $p$ for both preconditioned systems. In contrast to MP 2-A, however, we also observe a small increase in the number of iterations as $k$ increases for both preconditioned systems. However, in terms of iterations, the deflated preconditioned system needs less iterations compared to the system using the exact inversion of the CSLP and a very small complex shift. Unlike the results from the constant wave number model problem, we therefore report weakly dependent convergence on $k$. However, note that for $p = 5$, the convergence appears to resemble wave number independent convergence. We do note that using the deflation preconditioner combined with the multigrid approximation of the CSLP, the number of iterations could be improved by using more V-cycles. These are relatively cheap in terms of computational costs as they are of order $O(N)$ FLOPs and given that the diagonal scaled Jacobi smoother is used.

The corresponding CPU timings are provided in Figure 10. The combination of deflation and the approximated deflation preconditioner ($DC_{MG}^{12}$) is cheaper for all values of $p$ and $k$. Hence, already for moderate values of $k$, applying the CSLP

| $k$ | $N$ | $p$ | $DC_{MG}^{12}$ | $D_C^{12}$ | $C_{ex}$ |
|-----|-----|-----|----------------|------------|----------|
| 50  | 6241| 1   | 7             | 7          | 7        |
| 100 | 2521| 2   | 10            | 7          | 8        |
| 150 | 57121| 3  | 18            | 6          | 9        |
| 200 | 101761| 4  | 36            | 7          | 7        |
| 250 | 159201| 5  | 85            | 8          | 9        |

**TABLE 5** Number of (preconditioned) GMRES iterations to reach convergence for MP 2-A. Here we combine the two-level deflation (D) using quadratic Bezier curves with CSLP. CSLP has been inverted using $C_{MG}^{1}$ and $C_{MG}^{12}$ respectively where the shift has been set to $\beta_2 = 1$ and $\beta_2 = 4.2$ respectively. When using $C_{ex}$, the shift has been set to $\beta_2 = 3k^{-1}$.

**FIGURE 9** CPU-time in seconds (s) for $p = 2$ to $p = 5$ for MP 2-A. The plot contains the timings for $k = 50, 100, 150, 200$ and $k = 250$. DC stands for $D_C^{12}$ and $C$ stands for $C_{ex}$ using $\beta_2 = (3k)^{-1}$.

**4.3.2.2 MP 2-B**

Finally, we consider model problem MP 2-B, where the wave number is non-constant and given by a two-dimensional step function. This is an important benchmark as some solvers only perform successfully when a constant wave number is used. Moreover, it allows for testing whether the numerical solver can deal with sharp disruptions in the underlying velocity, which is the main focus of this section. In Figure 10 we have plotted the variable (left) and constant (right) solution for MP 2-A and MP 2-B respectively using $k = 100$ as a base wave number. The step-function used to vary $k$ throughout the numerical domain is observed to disrupt the symmetric pattern observed for $k = 100$ (right).
FIGURE 10 Real part of the two-dimensional numerical solution for the non-constant wave number $k(x, y)$ where $k = 100$ (left) and $k = 100$ (right).

| $k$ | $N$  | $DC_{MG}^{12}$ | $C_{ex}$ |
|-----|------|----------------|----------|
| $k = 50$ | 6241 | 13 12 | 16 19 |
| $k = 100$ | 25281 | 16 20 | 14 16 |
| $k = 150$ | 57121 | 20 24 | 15 28 |
| $k = 200$ | 101761 | 25 29 | 32 36 |
| $k = 250$ | 159201 | 29 28 | 39 39 |

TABLE 6 Number of (preconditioned) GMRES iterations to reach convergence for MP 2-B. Here we combine two-level deflation using quadratic Bezier curves with CSLP ($DC_{MG}^{12}$). For $p < 5$ we use 3 pre- and post smoothing steps, whereas for $p = 5$ we use 2 pre- and post smoothing steps. CSLP has been inverted using $C_{MG}^{12}$ where the shift has been set to $\beta^2 = 4.2$. When using $C_{ex}$, the shift has been set to $\beta^2 = (3k)^{-1}$ and CSLP is inverted exactly.

The preconditioner exactly is more expensive. Note that, for higher values of $k$, the difference between both approaches also becomes more visible in terms of CPU timings. This effect will only be magnified in 3D-applications.
FIGURE 11 CPU-time in seconds (s) for $p = 2$ to $p = 5$ for MP 2-B. The plot contains the timings for $k = 50, 100, 150, 200$ and $k = 250$. DC stands for $D_t C^{12}_{MG}$ and C stands for $C_{ex}$ using $\beta_2 = (3k)^{-1}$.

5 Conclusion

In this work, we focus on the combination of IgA discretized linear systems with a state-of-the-art iterative solver using deflation and a geometric multigrid method. In particular, we extend the line of research set out by [15], where it was shown that the use of IgA reduces the pollution error significantly compared to $p$-order FEM. The authors have shown that the use of the exact inverse of the CSLP preconditioner with a small complex shift, yields wave number independent convergence for moderate values of $k$. Instead of inverting the CSLP exactly and using a small complex shift, we use a standard multigrid method to approximate its inverse and combine it with a two-level deflation preconditioner to accelerate the convergence of GMRES. We use a large complex shift in order to ensure that the multigrid algorithm does not diverge.

The use of deflation techniques is motivated by studying the spectrum of the preconditioned systems. Deflation projects the unwanted negative and near-zero eigenvalues corresponding to the smooth eigenmodes onto zero, thereby accelerating the convergence of GMRES. Our spectral analysis shows that for increasing $k$ and $p$, the spectrum remains well-clustered. This is supported by the numerical results in 1D as the number of iterations remains $k$- and $p$-independent for $kh$ constant. If we exclude the CSLP, we obtain $k$ independent convergence and the number of iterations increases slightly with $p$.

When deflation is combined with CSLP, the number of iterations weakly depends on $k$ and $p$ for $kh$ constant in the 2D case. Starting from $k = 150$, the deflation based preconditioner combined with the approximate inverse of the CSLP outperforms the exact inversion of the CSLP with shift $\beta_2 = (3k)^{-1}$ in terms of CPU-timings. The obtained speed-up becomes more significant as the wave number $k$ increases. Results for the highly varying non-constant wave number model show a slight dependence on $k$ but an inversely related dependence on $p$ as the wave number increases. Even for this model problem, the proposed solver outperforms in terms of number of iterations and CPU-timings, when compared to the use of the exact inversion of the CSLP with a small complex shift.
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