A New Method for Spinning Projectile Aerodynamic Estimation: Extreme Learning Machine Optimized by Cuckoo search algorithm
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Abstract: Aiming at the problem of aerodynamic parameter identification of spinning projectile, a Cuckoo search algorithm for extreme learning machine algorithm is proposed in this paper. The algorithm uses Cuckoo search algorithm to optimize the hidden layer weight and threshold of the extreme learning machine, so as to avoid the problem of unstable identification results caused by the random weight and threshold of the traditional extreme learning machine. The simulation results show that the algorithm can effectively identify the aerodynamic parameters of projectile, with high identification accuracy and fast convergence speed. The proposed algorithm is practical in engineer applications.

1. Introduction

Accurate acquisition the aerodynamic parameters of the uncontrolled projectile is the key to reduce the dispersion of impact point and improve the strike accuracy [1]. Generally, the ways to obtain the aerodynamic parameters of projectile include theoretical calculation method, wind tunnel blowing method and actual flight data identification method. The first two methods usually have large errors, but the aerodynamic parameters identified through the actual flight test can truly reflect the flight state of the projectile and have high accuracy [2]. Projectile aerodynamic parameter identification technology is an important branch in the field of aircraft aerodynamic parameter identification. Studying the method and theory of projectile aerodynamic parameter identification can more effectively understand the motion state of projectile [3], which has important theoretical research and engineering application values. In the past decades, many scholars have been studying aerodynamic identification, such as Warner and Norton, which have laid a theoretical foundation for the research of aerodynamic parameter identification [4]. With the rapid development of modern statistical theory, control theory and computer technology, new methods and technologies of parameter identification are also developed [5]. At present, the more mature parameter identification methods include least square method [6-8], maximum likelihood method [9-12], Kalman filtering method [13-14] and intelligent optimization algorithm [15-16], etc. Extreme learning machine (ELM) [17] is an algorithm for training single hidden layer feed-forward neural networks (SLFNS) proposed by Huang guangbin et al. Compared with other traditional feed-forward neural network (FNN) learning algorithms, ELM has the advantages of good global generalization ability, high efficiency and less parameters adjustment. It has been widely used in cloud computing, data visualization and random projection [18-20]. However, ELM randomly produces the weight and threshold of hidden layer, which leads to the unstable prediction effect when solving the prediction problem. The cuckoo search algorithm (CS) [21] has a simple structure, few parameters, an
excellent search path and strong optimization ability. Therefore, CS optimized ELM algorithm (CS-ELM) is proposed in this paper and uses CS to optimize the input weights and hidden layer thresholds of ELM. The algorithm is applied to the aerodynamic parameter identification problem of an uncontrolled high-spin projectile.

2. Modeling

In this paper, the modified particle trajectory model (4D model for short) is used as the theoretical model of parameter identification. The 4D model is established in the ground coordinate system, and its specific expression is as follows,

\[
\frac{dV_x}{dt} = \frac{1}{2m} \rho S(C_{00} + C_{r2} \cdot \alpha_r^2) V_y (V_z - W_z) + \frac{1}{2m} \rho S C_{y} V_y^2 \alpha_y + \frac{1}{2m} \rho S \rho C_{y} [\alpha_y (V_z - W_z) - \alpha_x V_x] \quad (1)
\]

\[
\frac{dV_y}{dt} = \frac{1}{2m} \rho S(C_{00} + C_{r2} \cdot \alpha_r^2) V_x (V_z - W_z) + \frac{1}{2m} \rho S C_{r} V_x^2 \alpha_x + \frac{1}{2m} \rho S \rho C_{r} [\alpha_x (V_z - W_z) - \alpha_y V_y] - g \quad (2)
\]

\[
\frac{dV_z}{dt} = -\frac{1}{2m} \rho S(C_{00} + C_{r2} \cdot \alpha_r^2) V_x V_y (V_z - W_z) + \frac{1}{2m} \rho S C_{r} V_x V_y^2 \alpha_x + \frac{1}{2m} \rho S \rho C_{r} [\alpha_x V_x - \alpha_y (V_x - W_x)] \quad (3)
\]

\[
\frac{dx}{dt} = V_x \quad (4)
\]

\[
\frac{dy}{dt} = V_y \quad (5)
\]

\[
\frac{dz}{dt} = V_z \quad (6)
\]

\[
\frac{d\gamma}{dt} = V_x' \quad (7)
\]

The velocity of the projectile relative to the air is

\[
V_r = \sqrt{(V_x - W_x)^2 + V_y^2 + (V_z - W_z)^2} \quad (9)
\]

The direct calculation formula of dynamic balance angle \(\alpha_e\) is:

\[
\alpha_{ex} = \frac{x_1 a_g (x_2 V_x V_e - x_2 V_r)}{(x_1^3 + x_2^2 x_1 V_r^2)} \quad (10)
\]

\[
\alpha_{ey} = \frac{-x_1 x_2 a_g (V_{xx}^2 + V_{rr}^2)}{(x_1^3 + x_2^2 x_1 V_r^2)} \quad (11)
\]

\[
\alpha_{ez} = \frac{x_1 a_g (x_2 V_{xx} + x_2 V_{yy} V_{rr})}{(x_1^3 + x_2^2 x_1 V_r^2)} \quad (12)
\]

\[
\alpha_e = \sqrt{\alpha_{ex}^2 + \alpha_{ey}^2 + \alpha_{ez}^2} \quad (13)
\]

Where,

\[
x_1 = 1 - (a_a - a_b) b_2 \dot{V}_r V_r^2 \quad (14)
\]

\[
x_2 = (a_a - a_b) b_2 V_r^2 \quad (15)
\]

\[
b_2 = \frac{1}{2m} \rho S C_{y} \quad (16)
\]


\[ b_z = \frac{1}{2m} \rho S d C'_z \]  

(17)

\[ a_u = \frac{2ml d \gamma m'_y}{(\rho Slm'_z C'_y V'_r^2 + \rho Sld^2 C'_z m'_y \gamma^2 V'_r^2)} \]  

(18)

\[ a_b = \frac{2C \gamma C'_y}{\rho Slm'_z C'_y V'_r^4 + \rho Sld^2 C'_z m'_y \gamma^2 V'_r^2} \]  

(19)

\[ V_{rx} = V_x - W_x \]  

(20)

\[ V_{ry} = V_y \]  

(21)

\[ V_{rz} = V_z - W_z \]  

(22)

Where, \( V_x \), \( V_y \), \( V_z \) is the velocity component of the projectile in the \( x \), \( y \) and \( z \) axes respectively; \( x \), \( y \) and \( z \) are the position of the projectile; \( \gamma \) is the roll angle; \( \dot{\gamma} \) is the roll angle rate; \( m_0 \) is the mass of projectile; \( d \) is the projectile reference diameter; \( l \) is the length of projectile; \( g \) is the gravitational acceleration; \( \rho \) is the air density; \( S \) is the projectile reference area; \( C_{xz0} \) is the zero lift drag coefficient; \( C_{xz} \) is the induced drag coefficient; \( V_r \) is the projectile velocity relative to the air; \( C'_y \) is the derivative of the lift coefficient; \( C''_y \) is the derivative of the derivative of the Markov force coefficient; \( C \) is the polar axial moment of inertia; \( m'_{xz} \) is the derivative of the axial damping moment coefficient; \( W_x \), \( W_y \) is the wind velocity on \( x \) and \( y \) direction; \( m''_x \) is the derivative of the derivative of the Markov moment coefficient; \( m''_z \) is the derivative of the static moment coefficient.

3. The optimization method for ELM using CS algorithm

Using the CS algorithm to optimize the ELM to solve the problem of projectile aerodynamic parameter identification is a comprehensive application of multiple algorithms. The CS algorithm is responsible for optimizing the input weights and thresholds of hidden layer neurons that generate extreme learning. On this basis, The ELM realizes projectile aerodynamic parameter identification. The Cs algorithm and ELM will be described in this section as prior knowledges.

3.1 ELM

ELM is derived from single hidden layer feed-forward neural networks (SLFNs). Different from traditional SLFNs, ELM randomly generates the connection weight and threshold of hidden layer neurons. The randomly generated weights and thresholds are independent of each other and do not need iterative adjustment. Therefore, ELM can be regarded as generalized SLFNs, and its basic structure is shown in Figure 1.

![Fig 1. ELM Structure](image)
Given N training samples \((x_i, t_i) \in \mathbb{R}^n \times \mathbb{R}^m\), where \(x_i\) is the \(n\)-dimensional input vector, \(t_i\) is the \(m\)-dimensional objective vector. For the ELM with \(\tilde{N}\) hidden layer neurons and with the activation function \(G(a_i, b_i, x_j)\), the output is

\[
f_{\tilde{N}}(x_j) = \sum_{i=1}^{\tilde{N}} \beta_i G(a_i, b_i, x_j) = t_j, \quad j = 1, \ldots, N, \tag{23}
\]

Where, \((a_i, b_i)\) is the weight and threshold of the hidden layer respectively; \(\beta_i\) is the connection weight vector connecting the \(i\)-th hidden layer neuron and the output neuron. Equation (23) can be simplified to matrix form:

\[
H^\top \beta = T \tag{24}
\]

Where,

\[
H(a_1, \ldots, a_{N_{\tilde{N}}}, b_1, \ldots, b_{N_{\tilde{N}}}, x_1, \ldots, x_N) = \begin{bmatrix}
G(a_1, b_1, x_1) & \cdots & G(a_{N_{\tilde{N}}}, b_{N_{\tilde{N}}}, x_1) \\
\vdots & \ddots & \vdots \\
G(a_1, b_1, x_{N_{\tilde{N}}}) & \cdots & G(a_{N_{\tilde{N}}}, b_{N_{\tilde{N}}}, x_{N_{\tilde{N}}})
\end{bmatrix}_{N \times N_{\tilde{N}}}
\]

\[
\beta = \begin{bmatrix}
\beta_1^T \\
\vdots \\
\beta_{N_{\tilde{N}}}^T
\end{bmatrix}_{N_{\tilde{N}} \times m} T = \begin{bmatrix}
t_1^T \\
\vdots \\
t_{N_{\tilde{N}}}^T
\end{bmatrix}_{N \times m} \tag{25}
\]

\(H\) is the hidden layer output matrix of the ELM. Once the training set is given and the weights and thresholds \((a_i, b_i)\) of hidden layer neurons are randomly generated, the forward calculation can quickly solve \(H\). Now, ELM can be regarded as a linear system, and the connection weight is output based on the least square criterion \(\beta\) It can be calculated by the following formula:

\[
\hat{\beta} = H^+ T \tag{27}
\]

Where, \(H^+\) is the Moore Penrose generalized inverse matrix of \(H\).

### 3.2 CS algorithm

The CS algorithm is inspired by the parasitic reproduction of cuckoos and is based on the Levi flight model. Similar to other swarm intelligence algorithms, the location information of each bird's nest in this algorithm represents a feasible solution. After the initial population is randomly generated, iterate continuously according to the position update formula to generate a new population. When the optimal selection judgment is made, if the convergence condition is met, the iteration stops and the optimal solution is output.

For a \(d\)-dimensional optimization problem, the individual coding form of each cuckoo is:

\[
x = [x_1, x_2, \ldots, x_d]^T \tag{28}
\]

The CS algorithm uses the Levy Flight operator to update the position, and the update formula is as follows:

\[
X_{i}^{k+1} = X_i^k + \alpha \oplus L(\lambda) \quad i = 1, 2, \ldots, N_{\text{pop}}, k = 1, 2, \ldots, k_{\text{max}} \tag{29}
\]

Where \(X_i^k\) is the \(i\)-th cuckoo individual in the \(k\)-th iteration, \(\alpha\) is the step factor, \(\oplus\) is the dot multiplication operation, \(k\) is the current iteration number, \(k_{\text{max}}\) is the maximum number of iterations of the algorithm, \(L\) is the search step length, which obeys the Levy distribution, that is:

\[
L(\lambda) \sim u = t^{-\lambda}, \quad 1 < \lambda \leq 3 \tag{30}
\]

The complete Levy Flight operator is as follows:
\[ X_i^{k+1} = X_i^k + \alpha \frac{u}{|v|^{1/\beta}} (X_i^k - X_{\text{best}}^k), \quad \beta \in [1, 2] \]  

\[ X_{\text{best}}^k \text{ is the optimal individual in the } k\text{-th generation of cuckoo population, } \beta \text{ is a constant, both } u \text{ and } v \text{ obey the normal distribution, satisfying } u \sim N(0, \sigma_u^2), v \sim N(0, \sigma_v^2), \text{ where:} \]

\[ \sigma_u^2 = \left\{ \frac{\Gamma(1 + \beta) \sin(\pi \beta / 2)}{\Gamma[(1 + \beta) / 2] \beta 2^{(\beta-1)/2}} \right\}^{1/\beta}, \quad \sigma_v^2 = 1 \]  

### 3.3 Identification model based on CS-ELM

This paper proposes a projectile aerodynamic parameter identification model based on ELM as shown in Figure 1. On this basis, the CS algorithm is used to optimize the weights and thresholds of the ELM network model. The model adopts a hierarchical structure to extract features layer by layer from the input bottom data. The model framework of projectile aerodynamic parameter identification shown in Figure 2 includes a network input layer, a hidden layer and an output layer.

![Figure 2. CS-ELM flow chart](image-url)
The input layer, as the input interface of the model, is mainly responsible for preprocessing the original data to form the matrix data that the model can perform efficient calculation and batch processing. The input nodes included are the speed data, position data and the angular velocity of the projectile during the actual flight of the projectile. In particular, the input layer also needs to perform min-max normalization processing on the above data, map all data to the [0,1] interval in order to eliminate the influence of different dimensions on data analysis, and improve the identification accuracy and convergence speed of the model. The specific formula of min-max normalization is as follows

$$x_i^* = \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}$$

(33)

Where, $x_i$ is original input data; $x_{\text{min}}$ is the minimum value of input data; $x_{\text{max}}$ is the maximum value of input data; $x_i^*$ is the normalized input data.

ELM is a single hidden layer structure. The hidden layer is the core processing part of the overall model. Its design mainly includes the selection of the activation function and the selection of the number of neurons in the hidden layer. The activation function can introduce non-linear characteristics into the network and improve the expression ability of the model. Since ELM does not need to pass the gradient back, there is no gradient disappearance problem when the Sigmoid function is selected as the activation function. Reasonably setting the number of neurons in the hidden layer can effectively improve the identification accuracy of the model. If the number of nodes is too small, the model accuracy is low; if the number of nodes is too much, the training time is too long, and the final identification accuracy may also decrease due to overfitting. Based on the empirical formula $L = \sqrt{m + n + a}$ (a usually takes a constant of 1 ~ 10), the number of neurons in the hidden layer is continuously optimized.

The output layer is used to output the parameters of the projectile to be identified. The aerodynamic parameters to be identified in this paper are: Zero lift drag coefficient $C_{x0}$, Induced drag coefficient $C_{x2}$, the derivative of lift coefficient $C'_y$, the derivative of the derivative of the Markov force coefficient $C''_z$, the derivative of the axial damping moment coefficient $m_{xz}$, the derivative of the derivative of the Markov moment coefficient $m'_z$, the derivative of the static moment coefficient $m''_z$.

4. Identification results

Figure 3~9 shows the results of aerodynamic parameter identification of a certain type of an uncontrolled high-spin projectile. In the figures, the abscissa is the Mach number, the ordinate is the parameter to be identified, the black curve is the actual observation curve, and the red and blue curves are the identification result curves of ELM and CS-ELM, respectively. The fit of the CS-ELM identification result curve is better than the ELM identification result curve, especially when the nonlinear aerodynamic parameters $C_{x2}$, $C'_y$ and $m'_z$ are identified, the ELM identification result curve varies with the Mach number increasingly, there is a noticeable turbulence.
Table 1 shows the model structure, identification success rate and identification time of the projectile aerodynamic parameters identified by ELM and CS-ELM. Using the SC algorithm to optimize the ELM can effectively improve the identification success rate and simplify the model structure; although the weight and threshold of ELM generated by SC algorithm iterative optimization will increase the identification time, compared with the basic ELM, the identification time only increases by 0.34 s.

| Algorithm | Model Structure | Success Rate | Time/s |
|-----------|----------------|--------------|--------|
| ELM       | 5-72-7         | 76%          | 7.68   |
| SC-ELM    | 5-60-7         | 100%         | 8.02   |

(Note: The recognition success rate and recognition time refer to the average value after 100 independent experiments)
5. Conclusion
This paper combines the Cuckoo Search algorithm with the Extreme Learning Machine, and proposes a CS-ELM algorithm. The algorithm uses the CS algorithm to optimize the input weights and the threshold of hidden layer neurons to realize the aerodynamic parameter identification of the projectile. Based on the results of the simulation experiment, the following conclusions are drawn:

(1) The CS-ELM algorithm can effectively identify the aerodynamic parameters of a certain type of high-rotation uncontrolled projectile, and the accuracy of the aerodynamic parameters obtained by this method can meet the actual engineering needs.

(2) Using the CS algorithm to optimize the weight and threshold of the ELM can effectively improve the identification success rate and accuracy, simplify the model structure; but the iterative optimization process will cause the identification time to be slightly higher than that of the basic ELM.
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