Interpreting deep learning models for weak lensing
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Deep Neural Networks (DNNs) are powerful algorithms that have been proven capable of extracting non-Gaussian information from weak lensing (WL) data sets. Understanding which features in the data determine the output of these nested, non-linear algorithms is an important but challenging task. We analyze a DNN that has been found in previous work to accurately recover cosmological parameters in simulated maps of the WL convergence ($\kappa$). We derive constraints on the cosmological parameter pair ($\Omega_m, \sigma_8$) from a combination of three commonly used WL statistics (power spectrum, lensing peaks, and Minkowski functionals), using ray-traced simulated $\kappa$ maps. We show that the network can improve the inferred parameter constraints relative to this combination by 20% even in the presence of realistic levels of shape noise. We apply a series of well established saliency methods to interpret the DNN and find that the most relevant pixels are those with extreme $\kappa$ values. For noiseless maps, regions with negative $\kappa$ account for 86 – 69% of the attribution of the DNN output, defined as the square of the saliency in input space. In the presence of shape noise, the attribution concentrates in high convergence regions, with 36 – 68% of the attribution in regions with $\kappa > 3\sigma_\kappa$.

I. INTRODUCTION

The perturbed trajectories of photons propagating through an inhomogeneous universe result in (de)magnified and distorted images of background galaxies. The effect is in general very small, but can be detected through measurements over a large ensemble of galaxies. This weak gravitational lensing (WL) can be used to reconstruct the matter density field between us, observers, and the lensed background galaxies [1, 2]. The statistical properties of this field, and its evolution, can be used to test the standard $\Lambda$ + cold dark matter ($\Lambda$CDM) cosmological model. WL measurements are particularly sensitive to two of the defining parameters of $\Lambda$CDM: the mean matter density of the universe, $\Omega_m$, and the amplitude of the initial perturbations that acted as seeds for the growth of structure, which can be measured in the local universe as $\sigma_8$. Recent estimates for those parameters using WL measurements hint at a possible tension with values inferred from observations of the cosmic microwave background [3–6], strengthening the case for more precise measurements.

Upcoming galaxy surveys, such as the Vera Rubin Observatory (VRO) Legacy Survey of Space and Time (LSST [7]), the Euclid space mission [8], and the Wide Field Infrared Survey Telescope (WFIRST [9]), will provide those measurements in the near future. It is crucial to extract and use optimally all the cosmological information encoded in the measurements obtained by these experiments. Some of the data products will be mass maps of unprecedented angular resolution, with the projected matter density (convergence, or $\kappa$) up to a certain redshift.

The standard method to estimate cosmological parameters from such maps, within a Bayesian framework, is to compress the information content of all the pixels into a single data vector, or summary statistic, for which a likelihood can be computed or sampled using simulations. These summary statistics can be physically motivated (e.g. the use of the power spectrum, supported by the independent evolution of different Fourier modes in the linear regime of the growth of structure), or aim to describe the map morphology (e.g. the total length of isocontours, or second Minkowski functional of a 2D field). The choice of any particular statistic will, however, generically entail a loss of information.

An alternative approach is to bypass the design of summary statistics, and use a data-driven algorithm to map directly the pixels in a map onto the parameters of interest. Recent attempts of doing so with deep neural networks (DNNs) have shown that these algorithms can provide competitive parameter constraints. This has been demonstrated not only for simulated data [10–12], but also for WL survey data [13]. While DNNs are capable of learning complex non-linear relationships between data and the parameters that control the generative models behind the data, they are notoriously difficult to interpret. This is due the large number of fitted parameters (weights and biases) involved, and the depth of the many layers that comprise them in a DNN.

Previous studies have attempted to understand DNN models trained on WL data. The feature maps output by a model’s intermediate layers have been found difficult to interpret [14], and the same applies to intermediate convolution filters [15]. The analysis of the convolution filters on the first DNN layer has proven more fruitful, with at least one example [16] of filters that could be interpreted and used to design a new powerful summary statistic (the distribution of the radial profiles of local maxima, or peaks, in the maps). The limitation of these methods is that they do not take into account the impact of the identified filters on the model’s output, which can be complicated by non-linear interactions with other
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components of the DNN, and as a result cannot connect features in the input data space to the output of the networks.

The aim of the present study is to interpret a high-performing DNN trained on WL data [12] using state-of-the-art attribution methods from the field of image classification. These so-called saliency methods have been developed to understand the output of DNNs by providing an attribution or importance metric for each individual pixel of a given input datum. This is a fast-evolving field, and many such methods have been proposed [17–24]. For an in-depth review of the sub-field of explainable DNN models, we refer the reader to [25].

This paper is organized as follows. First, we describe the DNN we study and the data used to train it, in §II. In §III, we then assess the performance of the model relative to a combination of summary statistics typically used to analyze WL data to confirm that the model processes information not accessible to these statistics. In §IV we evaluate a series of attribution methods for DNNs proposed in the literature, and select the more appropriate ones for our combination of model and data. We use the selected methods to study features in input space with the largest impact on the DNN’s output. Finally, we discuss our results and summarize our conclusions in §V.

II. MODEL AND DATA

The DNN model analyzed in this study is the one developed in [12]. It is an architecture that combines 2D convolutional layers (18) and average pooling layers (6) to map inputs consisting of simulated WL convergence (κ) maps into two parameters of interests. Each convolutional layer is followed by batch normalization, except for the last one. All activation functions are rectified linear units (ReLUs), and the network was trained using stochastic gradient descent and a mean absolute error loss function. We will often refer to this specific DNN, including its architecture and learned parameters, as simply “model”.

The data set used for training and evaluation of the model is a suite of simulated κ maps generated by ray-tracing simulations of the growth of non-linear structure. This data set has been used in past studies of deep learning applied to weak lensing [10, 12, 16], and we refer the reader to these references for a detailed explanation of how the different maps are generated. The full suite consists in synthetic convergence maps for 101 different cosmologies, each defined by a distinct pair of parameters \( \{ \Omega_m, \sigma_8 \} \), corresponding to the mean matter density of the universe (in units of its critical density) and the amplitude of the initial perturbations normalized in the local universe. For each cosmology, 512 independent 3.5 × 3.5 deg² maps were generated.

In this first academic study, we focus on the interpretation of a model trained on two sets of maps. Both sets assume that all the lensed galaxies lie at the same redshift of \( z = 1 \). In both sets, maps consist of 512 × 512 pixels—each having a linear angular size of 0.41 arcmin—, and are smoothed using a Gaussian filter with \( \sigma = 1 \) arcmin. The first set corresponds to noiseless data, and the second includes galaxy shape noise, modeled as a Gaussian white noise with zero mean and a standard deviation, \( \sigma_g \), determined by the galaxies’ intrinsic ellipticity, \( \sigma_e = 0.4 \), the survey’s galaxy density, \( n_g = 30 \) arcmin⁻², and the pixel area, \( A_{pix} \):

\[
\sigma_n = \frac{\sigma_e}{\sqrt{2n_gA_{pix}}}. \tag{1}
\]

The data was split into a training and a test set, encompassing 70% and 30% of the maps, respectively. The network was trained so that its output predicts \( \{ \Omega_m, \sigma_8 \} \), in units of the standard deviation of those parameters in the data set.

III. NETWORK PERFORMANCE RELATIVE TO ALTERNATIVE STATISTICS

Past studies have shown that neural networks offer a discriminating power between cosmological models competitive with alternative statistics, such as the power spectrum [10, 11, 13], lensing peaks [10, 12], skewness or kurtosis [14] and a combination of the power spectrum, lensing peaks and Minkowski functionals (MFs) [15].

We begin by comparing the performance of the DNN model to a combination of the power spectrum, lensing peaks and Minkowski functionals, to assess if the DNN exploits information not accessible through these well-explored summary statistics of weak lensing fields.

The power spectrum is the Fourier transform of the two-point correlation function. It fully characterizes Gaussian random fields, such as the matter density field after recombination, and is a commonly-used statistic in cosmology. However, as gravitational collapse induces non-Gaussianities in the matter density field, additional statistics are needed to extract all the information encoded in lensing data sets.

Counts of local maxima as a function of their height, or “lensing peaks”, is a statistic that is simple to measure and has been shown to improve constraints derived from the power spectrum alone by up to a factor of \( \approx 2 \) [26, 27]. Lensing peaks have also been successfully used to analyze survey data and to improve parameter constraints [28–31].

Three different Minkowski functionals can be defined for two-dimensional fields [32, 33] by performing measurements over excursion sets defined by the points whose value exceeds a given threshold. The first one, \( V_0 \), measures the area of the excursion set, the second \( V_1 \), the total length of its boundary, and the third, \( V_2 \), its genus. They have also been shown to improve constraints derived from the power spectrum by a factor of up to \( \approx 2 – 3 \) [34–37].
We combined the power spectrum, lensing peaks and the three Minkowski functionals into a single data vector, and estimated the constraints on the parameters \(\{\Omega_m, \sigma_8\}\) assuming the Gaussian likelihood:

\[
P(\mathbf{s}|\theta) \propto \exp \left\{ -\frac{1}{2} [\mathbf{s} - \bar{s}(\theta)] \mathbf{C}^{-1} [\mathbf{s} - \bar{s}(\theta)^T] \right\}, \quad (2)
\]

where \(\mathbf{s}\) is the measured data vector, \(\bar{s}(\theta)\) the expected value of the data vector in a cosmology defined by the parameter set \(\theta\), and \(\mathbf{C}^{-1}\) the estimated precision matrix, which we evaluate at the single (fiducial) cosmology defined by \(\Omega_m = 0.260\) and \(\sigma_8 = 0.8\) (so there is no need to consider the pre-factor with the covariance determinant).

Each statistic was measured in 20 bins. For the power spectrum, we considered uniformly spaced bins in logarithmic space, with spherical harmonic index between \(\ell \in [100, 15000]\). For the lensing peaks and Minkowski functionals, we used uniformly spaced bins in linear space, between \(\kappa \in [-0.0235, 0.0704]\) for the noiseless data, and \(\kappa \in [-0.05, 0.10]\) for the data with shape noise, corresponding to \([-2, 6]\) and \([-2.7, 5.3]\) in units of the measured r.m.s. of the \(\kappa\) field for the fiducial cosmology, respectively. The expected data vector at a point in parameter space not present in the simulation suite is computed using an emulator. The emulator is a 2D Clough-Tocher interpolator (as implemented in the Python SciPy library [38]), fitted on the mean values of the data vector measured on the test data set.

The data vector covariance was estimated from a new suite of simulations in the fiducial cosmology, consisting of 120,000 independent \(\kappa\) maps ray-traced through the outputs of 100 new, fully independent N-body realizations of the underlying matter density field. We verified that this number of maps suffices via cross-validation — the credible contours for \(\Omega_m\) and \(\sigma_8\) computed from a 3-fold subdivision of the data are indistinguishable from each other, indicating numerical convergence. The bias in the estimation of the inverse covariance is accounted for by applying the correction factor \(\frac{N-d-2}{N-1}\) (where \(N = 120, 000\) is the number of measurements and \(d = 102\) is the dimension of the data vector [39]).

We treated the cosmological parameters \(\{\Omega_m, \sigma_8\}\) output by the DNN as just another summary statistic that can be added to the data vector, increasing its size from 100 to 102. This allowed us a uniform treatment of the DNN output and the other summary statistics within the framework of a Gaussian likelihood (for a test of Gaussianity of a DNN output, see [10]). Neither the means nor the covariance estimates used any of the \(\kappa\) maps present in the network's training data set.

In Fig. 1, we show the credible contours for \(\Omega_m\) and \(\sigma_8\) that can be derived from noiseless maps using summary statistics, the DNN, or a combination of both. The constraints are displayed separately for each individual statistic, and a combination of the power spectrum, lensing peaks, and Minkowski functionals. The same contours in the presence of shape noise are shown in Fig. 2.
FIG. 1. Credible contours derived for $\Omega_m$ and $\sigma_8$. Each panel shows the comparison between the constraints derived from the DNN (in red) from an alternative statistic (in blue), and the combination of the DNN and the statistic (in black). Solid lines enclose 68% of the likelihood, and dot-dashed lines 95%. Upper row, from left to right: comparison between the DNN and a combination of statistics, the power spectrum (PS), and lensing peak counts (PC). Lower row, from left to right: comparison between the DNN and the three Minkowski functionals, $V_0$, $V_1$, and $V_2$. The grey dots indicate the points in parameter space for which simulations were available.

FIG. 2. Same as Fig. 1 for statistics measured on, and the DNN trained on, maps that include the effect of shape noise for a galaxy density of $n_g = 30 \text{arcmin}^{-2}$ and intrinsic ellipticity of $\sigma_\epsilon = 0.4$. 
lations as a function of binning follows expectations. For instance, higher $\sigma_8$ is positively correlated with higher power spectrum, yielding a larger $\sigma_*^2$, with results in a lower central peak and fatter tails for the lensing peak distribution.

In the presence of shape noise, the correlation between the predictions of the DNN and the high-significance peaks (and Minkowski functionals measured over high-$\kappa$ thresholds) increases. This suggest that high-$\kappa$ regions become more important for the network in the presence of shape noise, as details in the low convergence regions of the maps are dominated by noise. The analysis of the network’s sensitivity to its input, presented in § IV B below, confirms this trend.

It is also straightforward to show that the network’s output cannot be reproduced by a linear combination of the summary statistics either. For each cosmology, we have fit a linear combination of the summary statistics to the DNN output using the test data set. As we did with the correlations with the individual statistics, we averaged the coefficients for the 101 cosmologies (the cosmos-11 model under study). These methods fall into two broad

• Gradient: computes the gradient of the output neurons w.r.t. the values of the input pixels, $S(x) = \frac{\partial M}{\partial x}$. This measures the sensitivity of the output to the input, and for a linear model is equivalent to the regression coefficients.

• Input×gradient: computes the element-wise product of the input and the gradient of the output w.r.t. the input pixels, $S(x) = x \odot \frac{\partial M}{\partial x}$. For a linear model, it measures the contribution of the pixel to the output.

Other gradient-based methods exist, such as Smoothgrad [23] or Integrated gradients [43], but we did not study these methods due to their significantly higher computational cost. We inspected their effect on a small subset of input maps, and the results were qualitatively very similar to those of the Gradient and Input×gradient methods.

The second category of saliency methods tries to distribute the network’s output among the neurons of the second-to-last layer. The amount allocated to each neuron, interpreted as a relevance measure, is propagated iteratively through the network, back to the input space. We selected the following propagation-based methods:

• Guided backpropagation: masks out negative gradients and negative activations when back-propagating the gradient of the output w.r.t. the input [18].

• Deconvnet: uses a deconvolution network [44], $M^{-1}$, built on top of the DNN architecture. To compute the saliency map corresponding to the input $x$, the feature maps $\{f_i\}$ for each layer $i$ in the model $M$, are fed as inputs to the deconvolution network’s layers. At each stage of the propagation through $M^{-1}$, intermediate representations are unpooled, rectified, and filtered, until pixel space is reached [45].

• Deep Taylor decomposition: distributes the relevance of neurons among its preceding layer by approximating the layer’s function with a first order Taylor expansion [20].

• Layer-wise relevance propagation (LRP): distributes the relevance of neurons among its preceding layer taking into consideration the weights that define the layer. We considered two different rules that are common in the literature. The
FIG. 3. Pearson’s correlation coefficient (averaged over the 101 cosmologies) between the DNN predictions for $\Omega_m$ (solid lines) and $\sigma_8$ (dotted lines), and the measured statistics. For the power spectrum (PS, blue), the bins correspond to different multipoles ($\ell$; see upper scale), and for the other statistics, values of $\kappa$ (lower scale). The left panel corresponds to correlations from noiseless maps, and the right panel to correlations in the presence of shape noise.

first one, LRP-$\epsilon$ uses as rule to propagate the relevance:

$$R_i = \sum_j \frac{a_i w_{ij}}{\sum_i a_i w_{ij}} R_j,$$

where $a_i$ is the activation of neuron $i$, $w_{ij}$ the weight connecting neuron $j$ to neuron $i$, the relevances $R$ are the layer’s output, and $\epsilon$ absorbs weak or contradictory contributions to the activations. For ReLU-based networks [46], $\epsilon = 0$ renders this method equivalent to $\text{Input} \times \text{gradient}$. We chose $\epsilon = 10^{-3}$, for larger values resulted in saliency maps indistinguishable from random noise. The second rule, LRP-$\alpha\beta$, propagates the relevance according to:

$$R_i = \sum_j \left( \alpha \left( \frac{a_i w_{ij}}{\sum_i a_i w_{ij}} \right)^+ - \beta \left( \frac{a_i w_{ij}}{\sum_i a_i w_{ij}} \right)^- \right) R_j,$$

where $(.)^+$ and $(.)^-$ refer to positive and negative contributions. We used $\alpha = 1$ and $\beta = 1$, a popular choice that renders this method equivalent to the Excitation Backprop method [47]. We also validated that our results do not change qualitatively when the parameters $\alpha$ and $\beta$ are modified slightly.

We applied the same method to all of the layers in the DNN under study.

A. Method comparison and selection

We illustrate the different saliency techniques, applied to our WL maps, in Fig. 4. For simplicity, we show only a small $0.68 \times 0.68$ deg$^2$ patch of the larger $3.5 \times 3.5$ deg$^2$ $\kappa$ map in the fiducial cosmology, but other regions and maps show the same characteristics. Also, for simplicity, Fig. 4 is built using the output of the DNN neuron that encodes its predictions for $\Omega_m$, but we have found identical conclusions when using the neuron corresponding to $\sigma_8$. To compute the saliency maps, we used the publicly available Python library iNNvestigate [48].

The column in Fig. 4 labeled “Trained model” shows the result of applying the different saliency methods to the same input map (shown in the leftmost column labeled “Input”). Visual inspection shows that the saliency maps from different methods can be qualitatively very different. Three of the propagation-based methods (Guided backpropagation, Deep Taylor decomposition and LRP-$\alpha\beta$) show a clear correlation with structures in the input map, assigning high relevance to high $\kappa$ regions, such as those around lensing peaks. The two gradient-based methods exhibit a more subtle correlation in which high-$\kappa$ regions have relatively low relevance, and high-relevance peaks are instead associated with low-$\kappa$ regions around local minima of the input maps. The LRP-$\epsilon$ map is very similar to the $\text{Input} \times \text{gradient}$ map. We attribute this to the small $\epsilon$ used (in the limit of $\epsilon = 0$ the two methods are equivalent for our network architecture). Finally, the Deconvnet map exhibits some checkerboard artifacts, likely induced by the deconvolution scheme used [49], and little correlation with the input $\kappa$ field.

Clearly, the different saliency methods provide very different answers to the basic question of “which input pixels are more relevant” to the DNNs output. It is therefore important to find a criterion to choose the method(s) most appropriate to interpret the model in the present context. Past work has shown that some saliency methods lack robustness [50, 51], and could be inappropriate for our combination of data and model. To assess the robustness of each method, we performed a model parameter randomization test, following the tests performed in [52]. For each method, we computed saliency maps.
FIG. 4. Examples of saliency maps for the output neuron of the DNN that encodes the parameter $\Omega_m$. The left-most column ("Input") shows a small region (100×100 pixels, or 0.68×0.68 deg$^2$) of a 3.5×3.5 deg$^2$ $\kappa$ map from the fiducial cosmology. The second column ("Trained model") shows the region of the saliency maps that corresponds to the region of the input map on the left. The third column ("Last layer randomized") shows the same saliency map as the second column, computed on the fully trained model after randomizing the weights of the last (output) layer. The right-most column ("All layers randomized") shows the same saliency map as columns 2-3, computed on a model where all the weights are randomized. Each row corresponds to a different saliency method. The scales for each image are omitted for clarity, since they do not influence the conclusions.
not only on the trained DNN, but also on the models that result from randomizing the networks’ parameters. We performed this randomization incrementally, starting with only the output layer, all the way to the first convolutional layer. Methods that yield saliency maps that are insensitive to these randomizations fail the test, as the structures in these saliency maps cannot then stem from features the DNN has learned during training.

As an illustration, the third and fourth columns of Fig. 4 (labeled “Last layer randomized” and “All layers randomized”) show the saliency maps computed on the model after randomizing the weights of the output layer, and the weights of all the layers, respectively. Visually, the gradient-based methods (and LRP-ε) are very sensitive to the model’s parameters, while propagation-based methods exhibit strong correlations between the saliency map computed on the trained and the random model.

To quantify the similarity between the saliency map computed from the model and from the model with all the layers randomized, we computed three measurements of association between both maps: the Pearson’s r, Spearman rank-order correlation coefficient, and Kendall’s τ, reported in Table IV A for the maps displayed in Fig. 4 (the results do not depend on which map is used for the analysis). For all three measurements, the null hypothesis is that there is no relationship (or correlation) between the two maps. The only methods for which the null hypothesis cannot be rejected at high significance for all the three tests are the gradient-based methods. This is consistent with a past analysis of Guided back-prop and Deconvnet [53]. Thus, in the rest of this paper, we will use the Gradient and the Input×gradient saliency maps to interpret the DNN.

B. Mapping attributions back to physical space

We used the Gradient and Input×gradient methods to analyze the distribution of the relevance for the DNN output, as a function of κ. For each saliency map in our data set, we measured sum of the square of the pixel values (to avoid cancellations by gradients or inputs of different sign) for the pixels within a given range of κ values in the input map, and added the resulting squared saliences for both Ω_m and σ_8. We selected 20 linear bins with $κ \in [-2.5, 5.0]$ in units of the r.m.s. κ of each individual map. This measurement gives an estimate of the distribution of relevance in input space as a function of κ. We also measured the average relevance per pixel in each κ bin. These two measurements, for each of the 101 cosmologies in the data set, are displayed in Fig. 5 for the noiseless case, and in Fig. 6 for the case with shape noise. The color of each line corresponds to the value of $S_8 \equiv \sigma_8 \left(\frac{h}{100}\right)^{0.6}$ in each cosmology; this is approximately the best-measured combination, orthogonal to the direction of the degeneracy between the parameters $\Omega_m$ and $\sigma_8$.

With idealized, noiseless data, the most relevant pixels according to both gradient-based saliency methods, are those with extreme κ values. Those at the negative tail of the κ distribution are more relevant than those at the positive tail (see panels in the lower row of Fig. 5). These pixels are rare, and the most relevant κ regions are shifted towards the center of the κ distribution (see panels in the upper row of Fig. 5). Most of the relevance ends up being concentrated in regions with negative κ. These regions account for 86% of the sum of the squared pixel values in the Gradient saliency maps, and 83% in the Input×gradient saliency maps. We note that the drop in relevance around $κ = 0$ in the results from the Input×gradient method is an artifact due to the zero value of the input.

In the presence of shape noise the relevance of negative-value pixels drops as they’re dominated by noise, and that of extreme positive values increases. As a result, it is the high-κ regions the ones that drive the predictions from the DNN (see upper panels in Fig. 6). In this case negative κ regions account for only 13% of the sum of the squared pixels in the Gradient saliency maps, and 2% in the Input×gradient saliency maps. For comparison, regions with $κ > 3σ_κ$ contribute 36% and 68%, respectively.

V. DISCUSSION AND CONCLUSIONS

In this study, we analyzed in detail a deep learning model that has been shown in previous work to learn cosmological parameters from simulated WL maps smoothed at an angular scale of 1 arcmin. Our aim was to understand which features in the simulated WL maps are used by the model to derive its predictions. First, we compared its performance with a suite of statistics commonly used in the WL community, individually and in combination, and evaluated the correlations between the DNN output, those statistics, and their linear combination that best fits the DNN output. Second, we borrowed a series of saliency methods from the field of image recognition and applied them to the DNN trained on simulated WL maps. We tested each method, and selected those that passed a null test of robustness, showing that they are sensitive to the learned weights of the DNN model, and are not directly derivable from the input maps. Finally, we used these methods to identify which pixels in simulated WL maps does the DNN use to discriminate between cosmological parameters. Our key findings are the following:

- We generated a new suite of 100 simulations to accurately measure the covariance of the combination of five WL statistics (the power spectrum, lensing peaks, and three Minkowski functionals). We found that for noiseless, single-redshift simulated maps at 1 arcmin resolution, the third Minkowski functional, $V_2$ (representing the genus) is by far the most sensitive to cosmology, but it is also very sensitive to the presence of shape noise. Its constraining power for a galaxy density of $n_g = 30$ arcmin$^{-2}$
TABLE II. Correlation measurements between the saliency maps computed from the fitted DNN, and the same architecture with all the parameters randomized (see columns labelled “Trained model” and “All layers randomized” in Fig. 4). For all three tests (Pearson, Spearman, and Kendall), the null hypothesis is that there is no relationship between the two saliency maps. P-values are two-sided. Only the two gradient-based methods (first two rows, in boldface) pass this null test.

FIG. 5. Upper panels: sum of the square of the pixel values in saliency maps as a function of $\kappa$ in the corresponding noiseless input maps. Each line is the test maps’ average for one of the 101 cosmologies. Lower panels: same as upper panels, divided by the number of pixels in each $\kappa$ bin, giving the mean saliency$^2$ per pixel as a function of $\kappa$. Left panels correspond to saliency maps computed using the Gradient method, and right panels to saliency maps computed using the Input×gradient method. Each line is colored based on the value of $S_8 = \sigma_8 \left(\Omega_m^{0.3}\right)^{0.6}$. 

| Saliency method                | Correlation measurement |           |           |           |           |
|-------------------------------|-------------------------|-----------|-----------|-----------|-----------|
|                               | Pearson | Spearman | Kendall | Pearson | Spearman | Kendall |
| Gradient                      | -0.002 | 0.205    | -0.001  | 0.527    | -0.001   | 0.578   |
| Input×gradient                | -0.003 | 0.119    | -0.000  | 0.944    | 0.000    | 0.785   |
| Guided backpropagation        | 0.152  | 0.000    | -0.025  | 0.000    | -0.018   | 0.000   |
| Deconvnet                     | -0.731 | 0.000    | -0.675  | 0.000    | -0.505   | 0.000   |
| Deep Taylor decomposition     | 0.011  | 0.000    | -0.004  | 0.031    | -0.003   | 0.024   |
| LRP-ε                         | 0.463  | 0.000    | 0.173   | 0.000    | 0.115    | 0.000   |
FIG. 6. Same as Fig. 5 for convergence maps in the presence of shape noise.

is comparable to that of the other Minkowski functionals (and slightly worse than that from $V_1$). The relative performance of non-Gaussian statistics may differ for different datasets. For example, [54] found that peaks outperform Minkowski functionals on simulated data smoothed with a Gaussian kernel with full-width-at-half-maximum of 10.5 arcmin, a galaxy density of $5 \text{arcmin}^{-2}$ distributed among four tomographic bins, a different implementation of shape noise, and the inclusion of some systematics on $\kappa$ maps computed using the Born approximation on curved sky projections built on N-body simulations.

- The DNN can extract information not accessible through a combination of the power spectrum, lensing peaks, and Minkowski functionals. The addition of the DNN to those statistics reduces the credible region on the cosmological parameters of interest by $\approx 20\%$, for both the noiseless and noisy cases.

- The DNN predictions are not highly correlated with the alternative statistics considered, nor can be reproduced using a linear combination of them. In the presence of shape noise, the correlation with statistics measured on high-$\kappa$ regions increases, but remains below 0.4 in absolute value.

- Saliency methods based on the back-propagation of the DNN output to input space were found to fail a simple robustness test: they are not sensitive to the values of the parameters that define the DNN. As a result, while (some) can provide attractive explanations in the form of attribution maps that highlight structures present in the input data, they do not represent which of these features are learned by the model.

- Gradient-based methods are sensitive to the parameters learned by the model, and as a result they are safe to use to interpret which features the DNN learns from the data. Another advantage of these methods is that their interpretation, for linear mod-
els, is straightforward: they correspond to regression coefficients or measure the contribution of each pixel to the output.

- Gradient-based methods show that for idealized, noiseless convergence maps, the most relevant pixels for the DNN are those with extreme values, at the tails of the \( \kappa \) distribution. Negative \( \kappa \) pixels are more relevant than positive \( \kappa \) pixels, and when the number of pixels is taken into account, most of the relevance for the model output lies in regions with \( \kappa < 0 \) (83-86\%). Shape noise dominates these low-\( \kappa \) regions and suppresses their relevance. High-\( \kappa \) regions dominate the relevance budget, so that \( \kappa > 3\sigma \) pixels contribute with 36-68\% of the relevance.

While our result needs to be verified under more realistic treatments that include realistic galaxy distributions and noise, as well as systematic errors, they suggests that DNNs will be an attractive cosmological probe which primarily extract their information from relatively high-\( \kappa \) regions. We find, however, that if shape noise can be mitigated, the DNNs derive a significant fraction of their cosmological sensitivity from negative \( \kappa \) regions. This would have implications for the analysis of large future WL datasets. Large voids, accounting for de-magnified and under-dense regions, have previously been found to contain most of the cosmological information in simulated maps with a galaxy redshift distribution and shape noise levels somewhat lower than considered here and appropriate for LSST [55]. These regions have also been shown to be less affected by baryonic physics, which are hard to capture accurately in simulations of growth of structure [55, 56]. On the other hand, these regions have been shown to be sensitive to neutrino physics and modified gravity theories [57–59].
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