Construction of polynomial algebras from intermediate Casimir invariants of Lie algebras
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Abstract
We propose a systematic procedure to construct polynomial algebras from intermediate Casimir invariants arising from (semisimple or non-semisimple) Lie algebras \( g \). In this approach, we deal with explicit polynomials in the enveloping algebra of \( g \oplus g \oplus g \). We present explicit examples of low-dimensional Lie algebras (up to dimension six) to show how they can display different behaviours and can lead to abelian algebras, quadratic algebras or more complex structures involving higher order nested commutators. Within this framework, we also demonstrate how virtual copies of the Levi factor of a Levi decomposable Lie algebra can be used as a tool to construct ‘copies’ of polynomial algebras. Different schemes to obtain polynomial algebras associated to algebraic Hamiltonians have been proposed in the literature, among them the use of commutants of various type. The present approach is different and relies on the construction of intermediate Casimir invariants in the enveloping algebra \( \mathcal{U}(g \oplus g \oplus g) \).
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1. Introduction

Finite-dimensional integrable and superintegrable systems represent special subclasses of dynamical Hamiltonian systems. From the algebraic point of view, one of their main differences lies in the algebraic structures generated by the integrals of motion. In the integrable case, all integrals are in involution and as such only abelian algebras arise. In the more interesting superintegrable case, the presence of additional constants of motion implies the existence of non-abelian algebras spanned by the integrals [1]. Usually, these non-abelian structures
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are Lie, quadratic, cubic or higher order polynomial algebras [2–14]. The standard example that is often recalled in the literature is the 3D Kepler–Coulomb system. For this maximally superintegrable (MS) model the symmetry algebra, generated by the angular momentum and Laplace–Runge–Lenz [15–17] vectors is a quadratic algebra involving the Hamiltonian as its central element. Then, in the elliptic case, when we restrict to the subspace of constant negative energy, it linearizes to the Lie algebra \( \mathfrak{so}(4) \cong \mathfrak{su}(2) \oplus \mathfrak{su}(2) \). Another standard example is the 3D isotropic harmonic oscillator, for which the symmetry algebra is known to be the eight-dimensional Lie algebra \( \mathfrak{su}(3) \), generated by suitable combinations of the angular momentum vector and Demkov–Fradkin tensor [18, 19] components. Both of these models are of course MS and are in fact the only two Euclidean MS systems among the family of radially symmetric ones. This is a consequence of Bertrand’s theorem [20].

In a recent paper [21], we have shown that a subclass of superintegrable models (in any dimension \( n \)) generalizing spherically symmetric ones are in fact characterized by symmetry algebras satisfying the relations of the generalized Racah algebra \( R(n) \) (for a comprehensive review about \( R(n) \) we refer the reader to the recent works [22, 23]). Among the models in this class are the well-known Smorodinsky–Winternitz [24–28] and generalized Kepler–Coulomb (also known as Evans–Verrier) [29–32] systems. To obtain these results we relied on the so-called left and right partial Casimir invariants, commonly encountered in the framework of coalgebra symmetry approach to superintegrability [33–35], that can be constructed from suitable linear combinations of the generalized Racah \( R(n) \) generators [36]. The generalized Racah algebra \( R(n) \) previously appeared as the symmetry algebra of the generic superintegrable model on the \((n−1)\)-sphere (see [22] and references therein) and pseudo-sphere [37]. It was proposed in [38] as a higher-rank generalisation of the rank one Racah algebra \( R(3) \), which is in turn the symmetry algebra of the generic superintegrable model on the two-sphere [39, 40].

In light of the equivalence between the superintegrable system on the two-sphere and the Racah problem for \( \mathfrak{su}(1,1) \) [41, 42] (see also [43] for the equivalent problem on the three-sphere), the quantum integrals have been reinterpreted as those operators that realize the so-called intermediate Casimir invariants, commonly encountered in the framework of coalgebra symmetry approach to superintegrability [33–35], that can be constructed from suitable linear combinations of the generalized Racah \( R(n) \) generators [36]. The generalized Racah algebra \( R(n) \) previously appeared as the symmetry algebra of the generic superintegrable model on the \((n−1)\)-sphere (see [22] and references therein) and pseudo-sphere [37]. It was proposed in [38] as a higher-rank generalisation of the rank one Racah algebra \( R(3) \), which is in turn the symmetry algebra of the generic superintegrable model on the two-sphere [39, 40].

From the point of view of superintegrability, the crucial result relies on the fact that from this model all second-order 2D conformally flat superintegrable systems [49–51] can be obtained as limiting cases [52]. This result has also been extended to dimension three [53]. This fact highlights the fundamental importance that the quadratic algebra \( R(3) \) has in the theory of superintegrable systems. Within this framework, symmetry algebras of superintegrable systems are understood as the Poisson/commutator algebras generated by the classical/quantum integrals of motion associated to a given Hamiltonian function/operator. The integrals are polynomials in the momenta/finite-order partial differential operators depending on the context one is working on, i.e. classical or quantum mechanics.

Recently, different schemes to obtain finitely generated quadratic algebras associated to superintegrable systems from a purely algebraic point of view have been proposed [54–57]. These approaches rely on enveloping algebras of Lie algebras. In this framework, the polynomial symmetry algebras are understood as the subspaces in the enveloping algebra that commute with a given algebraic Hamiltonian. The algebraic Hamiltonian and integrals of
motion are viewed as polynomials in the enveloping algebra of a given Lie algebra. Thus, polynomial algebraic structures in this setting turn out to be independent of the realizations. This led to abstract symmetry algebras that are shared by formally equivalent systems obtained when different realizations of the generators in terms of differential operators are considered. Along this more abstract line of research, in this paper we aim to obtain polynomial symmetry algebras generated by intermediate Casimir invariants constructed from a Lie algebra $g$, not necessarily semisimple, in a purely algebraic way. This will allow us to consider the associated algebraic Hamiltonians which will then have algebraic integrals of motion. Integrability and superintegrability will then occur depending on explicit choices of the realizations.

The paper is organized as follows: in section 2, after recalling some general notions and definitions related to polynomial Casimir invariants of Lie algebras that will be useful throughout the paper, we introduce a systematic procedure to construct polynomial symmetry algebras from intermediate Casimir invariants of Lie algebras. The connection with the Racah algebra $R(3)$ is made explicit in section 3, where the construction is initially applied to the simple three dimensional Lie algebra $sl(2)$ and then to the six dimensional Lie algebra $so(1,3)$. Then, taking into account the classification results reported in [58] for indecomposable Lie algebras up to dimension six, in sections 4–6 we present several explicit examples of polynomial algebras constructed from some representatives of nilpotent, solvable and Levi decomposable Lie algebras, respectively. This allows us to shed some light on the different algebraic structures obtained in this way and, due to the specific relations encountered, to propose a proper definition for the notion of closure that, for some cases, necessitates the introduction of higher order nested commutators. For some specific abelian case, we show how the use of subalgebras can still provide an alternative way to obtain different polynomial structures. Also, taking as an example the six dimensional Levi decomposable Lie algebra $\mathfrak{g}_2 \supset \mathfrak{n}_{3,1}$, we discuss on how the virtual copies of the Levi factor [59] can be used to generate what we might define to be a virtual copy of the Racah algebra $R(3)$. Finally, section 7 is devoted to some concluding remarks.

2. Polynomial algebras from intermediate Casimir invariants

Let us consider a $d$-dimensional Lie algebra $g := \{X_1, \ldots, X_d : [X_i, X_j] = C_{ij}^k X_k\}$ over a field $F$.

**Definition 1.** A Casimir invariant of $g$ is an element $C \in \mathcal{U}(g)$ which commutes with all generators of $g$, i.e. $[X_i, C] = 0 \quad \forall i = 1, \ldots, d$.

We recall that any element of $\mathcal{U}(g)$ is a linear combination of (ordered) basis elements:

$$\{X_1^{a_1} X_2^{a_2} \cdots X_d^{a_d} : a_1, a_2, \ldots, a_d \in \mathbb{Z}_{\geq 0}\}.$$  \hfill (2.1)

Multiplication in $\mathcal{U}(g)$ is associative (it glues monomials), and the ordering is kept by endowing $\mathcal{U}(g)$ with the additional relation $X_j X_k - X_k X_j = C_{jk}^i X_i \equiv [X_j, X_k]$. For example:

$$X_j X_k \rightarrow (X_j X_k - C_{jk}^i X_i)X_k = X_j X_k + \text{l.o.t.} \quad (i \leq j \leq k).$$

That said, we indicate a (polynomial) Casimir invariant $C \in \mathcal{U}(g)$ of order $p$ as:

$$C(X_1, \ldots, X_d) = \sum_{a_1, \ldots, a_d} \sum_{\substack{a_1 + \cdots + a_d \leq p \atop a_1, \ldots, a_d \in \mathbb{Z}_{\geq 0}}} f_{a_1, \ldots, a_d} X_1^{a_1} \cdots X_d^{a_d}, \quad f_{a_1, \ldots, a_d} \in F.$$  \hfill (2.2)
We restrict our analysis to polynomial Casimir invariants. However, we emphasise that in general, for non-semisimple Lie algebras, rational or transcendental Casimir invariants can exist (they are referred to as generalised Casimir invariants) [58, 60].

Given a non-semisimple Lie algebra $g$, the search of its Casimir invariants is a difficult task. Contrary to semisimple Lie algebras, for which Casimir invariants can be constructed directly, for non-semisimple Lie algebras this is no longer the case and different approaches have been developed trying to solve this problem at least for certain classes (see e.g. [58–64]). Among those, an analytical method that is often considered is the one in which the Lie algebra generators are realized in the space $C^\infty(g^*)$ as the differential operators:

$$\hat{X}_k = \sum_{j=1}^d C^k_{ij}x_k \partial_{x_j}, \quad (2.3)$$

where $(x_1, \ldots, x_d)$ represent coordinates in the dual vector space $g^*$ of $g$. In this approach, the problem restricts in finding the solutions of the following system composed by $d := \dim(g)$ linear partial differential equations (PDEs):

$$\begin{align*}
\sum_{j=1}^d C^1_{1j}x_k \partial_{x_j}F(x_1, \ldots, x_d) &= 0 \\
\sum_{j=1}^d C^2_{1j}x_k \partial_{x_j}F(x_1, \ldots, x_d) &= 0 \\
& \vdots \\
\sum_{j=1}^d C^d_{1j}x_k \partial_{x_j}F(x_1, \ldots, x_d) &= 0.
\end{align*} \quad (2.4)$$

The maximal number $N(g)$ of functionally independent solutions of (2.4) can be found from the following formula [61, 65]:

$$N(g) = \dim(g) - \text{rank}(\|C^k_{ij}\|_{ijk}) \quad (i, j, k = 1, \ldots, \dim(g)), \quad (2.5)$$

where $C^k_{ij}$ are the structure constants and the maximum rank of the $\dim(g) \times \dim(g)$ matrix $\|C^k_{ij}\|$ is computed by considering $x_k$ as independent variables. Then, if one restricts to consider just polynomial solutions of (2.4), say $F^{(r)}(x_1, \ldots, x_d) \equiv P^{(r)}(x_1, \ldots, x_d)$ for $r = 1, \ldots, N_p(g)$, $N_p(g)$ being the number of polynomial solutions, then the polynomial Casimir invariants in $U(g)$ are obtained as a result of a symmetrisation procedure of the monomials appearing in the polynomials $P^{(r)}(x_1, \ldots, x_d)$ after replacing $x_i$ with $X_i$. Formally, we might write $P^{(r)}(x_1, \ldots, x_d) \rightarrow \text{Sym}(P^{(r)}(X_1, \ldots, X_d))$, where Sym is the symmetrization map acting on monomials as:

$$\text{Sym} : x_{i_1} \ldots x_{i_k} \rightarrow \frac{1}{k!} \sum_{\sigma \in \Sigma_k} x_{\sigma(i_1)} \ldots x_{\sigma(i_k)}, \quad (2.6)$$

$\Sigma_k$ being the symmetric group in $k$ letters [60]. Just as an illustrative example let us focus on the simple Lie algebra $sl_2(\mathbb{F})$ in the basis $\{X_1, X_2, X_3\}$ with commutation table [58]:
Of course, in this case one has $N(g) = 1$ and the vector fields (2.3) turn out to be:

$$
\hat{X}_1 = 2x_1 \partial_{x_2} - x_2 \partial_{x_1}, \quad \hat{X}_2 = -2x_1 \partial_{x_1} + 2x_3 \partial_{x_3}, \quad \hat{X}_3 = x_2 \partial_{x_1} - 2x_3 \partial_{x_2}.
$$

(2.7)

Then, to obtain the Casimir operator we need to find the solution of the following system of PDEs:

$$
\begin{align*}
\hat{X}_1 F &= 2x_1 F_{x_2} - x_2 F_{x_3} = 0 \\
\hat{X}_2 F &= -2x_1 F_{x_1} + 2x_3 F_{x_3} = 0 \\
\hat{X}_3 F &= x_2 F_{x_1} - 2x_3 F_{x_2} = 0,
\end{align*}
$$

(2.8)

which is solved for:

$$
F(x_1, x_2, x_3) = x_2^2 + 4x_1x_3.
$$

(2.9)

At this point, by symmetrising the result we get the following quadratic element in $\mathcal{U}(sl_2(\mathbb{F}))$:

$$
C(X_1, X_2, X_3) = X_2^2 + 2(X_1X_3 + X_3X_1) = X_3^2 + 4X_1X_3 + 2X_2,
$$

(2.10)

which commutes with all the basis generators $X_i \in sl_2(\mathbb{F})$:

$$
[X_1, C] = [X_2, C] = [X_3, C] = 0,
$$

(2.11)

as it can be straightforwardly checked by computing explicitly these commutators.

### 2.1. The general construction

In this section 2.1 we propose a systematic procedure to construct polynomial algebras from intermediate Casimir invariants of Lie algebras. To this aim, let $g = \{X_1, \ldots, X_d : [X_i, X_j] = C_{ij}^k X_k\}$ be a $d$-dimensional Lie algebra over a field $\mathbb{F}$ endowed with $r = 1, 2, \ldots, N^r_p(g)$ functionally independent (non-linear) polynomial Casimir elements, which we denote as:

$$
C^{(r)}(X_1, \ldots, X_d) = \sum_{a_1, \ldots, a_d r \leq p} f^{(r)}_{a_1 \ldots a_d} X_1^{a_1} \cdots X_d^{a_d}.
$$

(2.12)

Consider three copies of $g$ with basis elements $\{X^{[\alpha]}_i\}, i = 1, \ldots, d, \alpha = 1, 2, 3$ such as:

$$
\begin{align*}
[X^{[1]}_i, X^{[1]}_j] &= C_{ij}^{[1]} X^{[1]}_k \\
[X^{[2]}_i, X^{[2]}_j] &= C_{ij}^{[2]} X^{[2]}_k \\
[X^{[3]}_i, X^{[3]}_j] &= C_{ij}^{[3]} X^{[3]}_k \\
[X^{[1]}_i, X^{[2]}_j] &= 0 \\
[X^{[2]}_i, X^{[3]}_j] &= 0 \\
[X^{[3]}_i, X^{[1]}_j] &= 0.
\end{align*}
$$

(2.13)

Each copy of the algebra is then endowed with the polynomial Casimir invariants:
At this point, considering two copies (α, β) we can construct the new elements:

\[ \chi^{[1,2]}_i := \chi^{[1]}_i + \chi^{[2]}_i, \quad \chi^{[2,3]}_i := \chi^{[2]}_i + \chi^{[3]}_i, \quad \chi^{[1,3]}_i := \chi^{[1]}_i + \chi^{[3]}_i \quad (i = 1, \ldots, d), \]

(2.16)

which satisfy by construction the commutation relations:

\[ [\chi^{[1,2]}_i, \chi^{[1,2]}_j] = C^{[1,2]}_{ij} \chi^{[1,2]}_i, \quad [\chi^{[2,3]}_i, \chi^{[2,3]}_j] = C^{[2,3]}_{ij} \chi^{[2,3]}_i, \quad [\chi^{[1,3]}_i, \chi^{[1,3]}_j] = C^{[1,3]}_{ij} \chi^{[1,3]}_i, \]

(2.17)

as it can be directly checked:

\[ [\chi^{[\alpha,\beta]}_i, \chi^{[\alpha,\beta]}_j] := [\chi^{[\alpha]}_i + \chi^{[\beta]}_i, \chi^{[\alpha]}_j + \chi^{[\beta]}_j] = [\chi^{[\alpha]}_i, \chi^{[\alpha]}_j] + [\chi^{[\beta]}_i, \chi^{[\beta]}_j] \]

\[ = C^{[\alpha]}_{ij} \chi^{[\alpha]}_i + C^{[\beta]}_{ij} \chi^{[\beta]}_i = C^{[\alpha,\beta]}_{ij} \chi^{[\alpha,\beta]}_i. \]

Each copy (α, β) of the algebra is then endowed with the intermediate (polynomial) Casimir invariants:

\[ C^{(r)}_{\alpha\beta}(\chi^{[\alpha,\beta]}_1, \ldots, \chi^{[\alpha,\beta]}_d) \]

(2.18)

that are symmetric by construction \( C^{(r)}_{\alpha\beta} = C^{(r)}_{\beta\alpha} \). Then, if we consider the total number of copies (1, 2, 3) we can introduce the elements:

\[ \chi^{[1,2,3]}_i := \chi^{[1]}_i + \chi^{[2]}_i + \chi^{[3]}_i \quad (i = 1, \ldots, d). \]

(2.19)

Clearly, these elements satisfy again the commutation relations:

\[ [\chi^{[1,2,3]}_i, \chi^{[1,2,3]}_j] = C^{(1,2,3)}_{ij} \chi^{[1,2,3]}_i. \]

(2.20)

To this algebra are associated the polynomial Casimir invariants:

\[ C^{(r)}_{123}(\chi^{[1,2,3]}_1, \ldots, \chi^{[1,2,3]}_d) \]

(2.21)

With this procedure, the following \( N_p(\mathfrak{g}) \) sets composed by the one, two and three indices Casimir invariants in \( \mathcal{U}(\mathfrak{g} \oplus \mathfrak{g} \oplus \mathfrak{g}) \cong \mathcal{U}(\mathfrak{g}) \oplus \mathcal{U}(\mathfrak{g}) \oplus \mathcal{U}(\mathfrak{g}) \) can be defined:

\[ C^{(r)} := \{ C^{(r)}_\alpha, C^{(r)}_{\alpha\beta}, C^{(r)}_{123} \} \quad (r = 1, \ldots, N_p(\mathfrak{g})). \]

(2.22)
By construction, these Casimir invariants commute with the elements $X^{[1,2,3]}_i$, i.e.:

$$[c^{(i)}, X^{[1,2,3]}_i] = 0, \quad \forall \ i = 1, \ldots, d, \ r = 1, \ldots, N_p(\mathfrak{g}).$$

(2.23)

**Remark 1.** The construction in terms of direct sums could be also seen as a way to deal with abstract tensor products from a computational point of view. These elements, in fact, could be understood as the Casimir invariants arising from the application of the primitive coproduct map:

$$\Delta : \mathcal{U}(g) \to \mathcal{U}(g) \otimes \mathcal{U}(g).$$

(2.24)

This map satisfies the properties [66]:

$$\Delta(UV) = \Delta(U)\Delta(V) \quad \Delta(a_0U + b_0V) = a_0\Delta(U) + b_0\Delta(V) \quad \forall \ U, V \in \mathcal{U}(g), \ \forall \ a_0, b_0 \in \mathbb{R}.$$  

(2.25)

In particular, it acts on the unit element and generators of $\mathfrak{g}$ as follows:

$$\Delta(1) = 1 \otimes 1, \quad \Delta(X_i) = X_i \otimes 1 + \mathbf{1} \otimes X_i \quad (i = 1, \ldots, d),$$

(2.26)

and extends to any monomial in $\mathcal{U}(g)$ thanks to the homomorphism property in (2.25), for example:

$$\Delta(a_0X_iX_j + b_0X_k) = a_0\Delta(X_i)\Delta(X_j) + b_0\Delta(X_k)$$

$$= a_0(X_iX_j \otimes 1 + 1 \otimes X_iX_j + X_i \otimes X_j + X_j \otimes X_i)$$

$$+ b_0(X_k \otimes 1 + 1 \otimes X_k).$$

(2.27)

The coproduct map preserves commutation relations $[X_i, X_j] = C^k_{ij}X_k$, in fact:

$$[\Delta(X_i), \Delta(X_j)] = [X_i \otimes 1 + 1 \otimes X_i, X_j \otimes 1 + 1 \otimes X_j]$$

$$= [X_i, X_j] \otimes 1 + 1 \otimes [X_i, X_j]$$

$$= \Delta([X_i, X_j])$$

$$= C^k_{ij}\Delta(X_k),$$

(2.28)

it is therefore a homomorphism from $\mathcal{U}(g)$ to $\mathcal{U}(g) \otimes \mathcal{U}(g)$. Moreover, it is coassociative, i.e.:

$$(\Delta \otimes id) \circ \Delta = (id \otimes \Delta) \circ \Delta,$$

(2.29)

as it can be proved straightforwardly acting on generators $X_i$. Given an element $U \in \mathcal{U}(g)$, the map (2.29), which is also a homomorphism from $\mathcal{U}(g)$ to $\mathcal{U}(g) \otimes \mathcal{U}(g) \otimes \mathcal{U}(g)$, allows to define elements in $\mathcal{U}(g) \otimes \mathcal{U}(g) \otimes \mathcal{U}(g)$. That said, the polynomial Casimir invariants in the sets (2.22) could be understood as the following elements in $\mathcal{U}(g) \otimes \mathcal{U}(g) \otimes \mathcal{U}(g)$ (using Sweedler’s notation\(^1\)):

$$C^{(i)}_1 = c^{(i)} \otimes 1 \otimes 1, \quad C^{(i)}_2 = 1 \otimes c^{(i)} \otimes 1, \quad C^{(i)}_3 = 1 \otimes 1 \otimes c^{(i)}$$

(2.30)

$$C^{(i)}_{12} = C^{(i)}_1 \otimes C^{(i)}_2 \otimes 1, \quad C^{(i)}_{23} = 1 \otimes C^{(i)}_1 \otimes C^{(i)}_2, \quad C^{(i)}_{13} = C^{(i)}_1 \otimes 1 \otimes C^{(i)}_2$$

(2.31)

\(^1\) In this notation $\Delta(c^{(i)}) = C^{(i)}_0 \otimes C^{(i)}_0$. 
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and $C_{123}^{(r)} = C_{(1)}^{(r)} \otimes C_{(2)}^{(r)} \otimes C_{(3)}^{(r)}$, with $r = 1, \ldots, N_p(g)$. From this perspective, in order to implement computations at the level of the computer algebra software\textsuperscript{2}, one can rely on the following identifications:

\begin{align}
X_i^{[\alpha]} & \leftrightarrow 1 \otimes X_i \otimes 1^{(3-\alpha)} \quad (2.32) \\
X_i^{[\alpha,\beta]} & \leftrightarrow 1 \otimes X_i \otimes 1^{(3-\alpha)} + 1^{(\beta-1)} \otimes X_i \otimes 1^{(3-\beta)} \quad (2.33) \\
X_i^{[1,2,3]} & \leftrightarrow X_i \otimes 1 \otimes 1 + 1 \otimes X_i \otimes 1 + 1 \otimes 1 \otimes X_i \quad (2.34)
\end{align}

These are the Casimir elements that we will be considering throughout the paper to construct polynomial algebras. In particular, to define closure we now introduce the following right-nested commutators:

\begin{align}
C_{(r,s)}^{(i,j)} & := [C_{(r)}^{(i)}, C_{(s)}^{(j)}] \quad r, s = 1, \ldots, N_p(g) \quad (2.35) \\
C_{(r,i)}^{(a_1,a_2)} & := [C_{(r)}^{(i)}, C_{(a_1,a_2)}] = [C_{(a_1)}^{(r)}, [C_{(a_2)}^{(i)}, C_{(a_1)}^{(a_2)}]] \quad r, s, i = 1, \ldots, N_p(g). \quad (2.36)
\end{align}

and more in general:

\begin{align}
C_{(r_1,r_2,\ldots,r_n)} & := [C_{(r_1)}^{(i)}, C_{(r_2,\ldots,r_n)}] \\
& = [C_{(r_1)}^{(i)}, [C_{(r_2)}^{(a_1,a_2)}, \ldots, [C_{(r_n-1)}^{(a_1,a_2)}, C_{(r_n)}^{(a_1,a_2)}], \ldots]]. \quad (2.37)
\end{align}

Each pair of indices takes values in the set \{\{(12), (23), (13)\}, i.e., \((\alpha_{2k-1}, \alpha_{2k}) \in \{(12), (23), (13)\}, k = 1, \ldots, n\).

We then define a commutator algebra in terms of the algebra relations among the nested commutators for a given $n \geq 2$ and all lower degree nested commutators. In particular, if closure is obtained in terms of the elements:

\begin{align}
C_{(i,j)}^{(r,s)} \cup \{C_{(a_2,a_3)}^{(r,s)}\} \quad r, s = 1, \ldots, N_p(g), \quad (2.38)
\end{align}

we will be dealing with polynomial algebras of the form:

\begin{align}
[C_{(r,i)}^{(a_1,a_2)}, C_{(r)}^{(a_3,a_4)}] = P_{a_1, a_2} (C_{(r)}^{(a_3,a_4)}). \quad (2.39)
\end{align}

where $P_{a_1, a_2}$ are polynomials of some degree in the generators (2.22) and $r, s, i, u = 1, \ldots, N_p(g)$. With the use of the two indices $(\beta, \gamma)$ we are specifying that, at fixed $(\alpha_1^{(1)}, \alpha_2^{(1)}), (\alpha_3^{(1)}, \alpha_4^{(1)}), (\alpha_5^{(1)}, \alpha_6^{(1)})$, the polynomial $P_{a_1, a_2}$ can depend on the invariants $C_{(\beta, \gamma)}$, taking values in the whole set \{\{(12), (23), (13)\}.

**Remark 2.** In many examples (2.39) will be just re-expressed as a quadratic expansion in the Casimir elements belonging to the set (2.22). In this case, we say that the polynomial algebra closes quadratically. In general, the structure constants may depend on the one-index Casimir invariants $C_{(i)}^{(r)}$, the total Casimir invariants $C_{123}^{(r)}$ and other central elements that may arise for the specific Lie algebra we are considering.

\textsuperscript{2} We use Mathematica\textsuperscript{8}, specifically the package NCAlgebra.
If closure is not achieved at this level, we then consider higher order right-nested commutators:

\[
C^{(r_1)} \cup \{ C^{(r_1,r_2)} \} \cup \cdots \cup \{ C^{(r_1,\ldots,r_n)} \},
\]

for some \( n > 2 \) until closure is achieved in terms of all lower degree ones. The finitely generated polynomial algebras are then defined as the finitely generated commutator algebras obtained from the Casimir invariants in the set (2.22) and the additional right-nested commutators (2.37) for some \( n = n^* \) necessary in order to get closure.

All computations are performed abstractly, with the help of the Mathematica \( \text{\textregistered} \) package NCAlgebra, by relying to the underlying Lie algebra generators \( X^i[\alpha] \in g[\alpha] \) and their abstract commutation relations. More specifically, we will be working on the universal enveloping algebra \( U(g \oplus g \oplus g) \). Thus, taken three copies of the same Lie algebra \( g \) of dimension \( d \equiv \text{dim}(g) \) spanned by the basis generators \( X^i[\alpha] \), we will be dealing with ordered elements of the type:

\[
\left( X^{(1)}_{1} \right)^{a_1} \cdots \left( X^{(1)}_{d} \right)^{a_d} \left( X^{(2)}_{1} \right)^{b_1} \cdots \left( X^{(2)}_{d} \right)^{b_d} \left( X^{(3)}_{1} \right)^{c_1} \cdots \left( X^{(3)}_{d} \right)^{c_d}, \quad a_i, b_i, c_i \in \mathbb{Z}_{\geq 0}.
\]

In what follows, we present a series of explicit examples of algebraic structures obtained when we apply the construction to different types of Lie algebras, such as simple, nilpotent, solvable or Levi decomposable ones. All the examples discussed in this paper come from—and follow the notations of—the classification reported in [58], where lists of all indecomposable Lie algebras up to dimension six are given. In particular, following this reference, we will introduce each Lie algebra \( g \) in a given basis together with its associated commutation table and Casimir invariants.

### 3. Simple Lie algebras

Just to fix the notations, and lay the basis to understand how the construction actually works, we will begin by briefly discussing some examples of simple Lie algebras, i.e. those Lie algebras that do not possess any nontrivial ideal \(^3\), starting from the \( \mathfrak{sl}_2(\mathbb{F}) \) case.

#### 3.1. From the simple Lie algebra \( \mathfrak{sl}_2(\mathbb{F}) \) to the Racah algebra \( R(3) \)

As a first illustrative example let us consider again the Lie algebra \( \mathfrak{sl}_2(\mathbb{F}) \) in the basis generators \( X_i \equiv \{ X_1, X_2, X_3 \} \) with commutation table [58]:

|       | \( X_1 \) | \( X_2 \) | \( X_3 \) |
|-------|---------|---------|---------|
| \( X_1 \) | 0       | 2\( X_1 \) | \(- X_2 \) |
| \( X_2 \) | \(- 2X_1 \) | 0       | 2\( X_1 \) |
| \( X_3 \) | \( X_2 \) | \(- 2X_1 \) | 0       |

As previously showed, this algebra is endowed with the Casimir element \( (r = 1) \):

\[
C^{(1)}(X_1, X_2, X_3) = X_2^2 + 4X_1X_3 + 2X_2.
\]

\(^3\)We recall that an ideal \( i \) is a subalgebra of \( g \) such that \( [i, g] \subseteq i \). The Lie algebra \( g \) itself and \( \{ 0 \} \) are trivial ideals [58].
Now, let us consider three copies of the same simple Lie algebra $\mathfrak{sl}_2(\mathbb{F})$, each copy characterized by its own basis generators $\{X^{(\alpha)}_i\}$ ($\alpha = 1, 2, 3$). By following the general procedure we described in the previous section let us introduce the elements:

$$C^{(1)}_\alpha = \left(X^{(\alpha)}_2\right)^2 + 4X^{(\alpha)}_1 X^{(2)}_3 + 2X^{(\alpha)}_2$$  \hspace{1cm} (3.2)

$$C^{(1)}_{\alpha\beta} = \left(X^{(\alpha,\beta)}_2\right)^2 + 4X^{(\alpha,\beta)}_1 X^{(\alpha,\beta)}_3 + 2X^{(\alpha,\beta)}_2$$  \hspace{1cm} (3.3)

together with:

$$C^{(1)}_{123} = \left(X^{[1,2,3]}_2\right)^2 + 4X^{[1,2,3]}_1 X^{[1,2,3]}_3 + 2X^{[1,2,3]}_2$$  \hspace{1cm} (3.4)

These elements are linearly dependent, as the following linear relation holds:

$$C^{(1)}_{123} = C^{(1)}_{12} + C^{(1)}_{23} + C^{(1)}_{13} - C^{(1)}_1 - C^{(1)}_2 - C^{(1)}_3.$$  \hspace{1cm} (3.5)

This relation, as the other ones we will be obtaining in the paper, has to be understood as an equality arising in terms of monomials involving the generators $X^{(\alpha)}_i$. This means that the quadratic combination:

$$\left(X^{[1,2,3]}_2\right)^2 + 4X^{[1,2,3]}_1 X^{[1,2,3]}_3 + 2X^{[1,2,3]}_2$$  \hspace{1cm} (3.6)

namely the left-hand side of (3.5), once expanded is equivalent to the following one:

$$\left(X^{(1,2)}_2\right)^2 + 4X^{(1,2)}_1 X^{(1,2)}_3 + 2X^{(1,2)}_2 + \left(X^{(2,3)}_2\right)^2 + 4X^{(2,3)}_1 X^{(2,3)}_3 + 2X^{(2,3)}_2 + \left(X^{(1,3)}_2\right)^2 + 4X^{(1,3)}_1 X^{(1,3)}_3 + 2X^{(1,3)}_2 - \left(X^{(2)}_2\right)^2 - 4X^{(2)}_1 X^{(2)}_3 - 2X^{(2)}_2 - \left(X^{(3)}_2\right)^2 - 4X^{(3)}_1 X^{(3)}_3 - 2X^{(3)}_2,$$  \hspace{1cm} (3.7)

i.e. the right-hand side of (3.5). This also extends to abstract commutation relations, that will be obtained by reconstructing terms from the initial Lie algebras generators and their abstract commutation relations (2.13) and (2.14). We thus have a set of Casimir invariants:

$$C^{(1)} := \{ C^{(1)}_1, C^{(1)}_2, C^{(1)}_3, C^{(1)}_{12}, C^{(1)}_{13}, C^{(1)}_{23}, C^{(1)}_{123}\}.$$  \hspace{1cm} (3.8)

The only non-zero commutation relations in the set $C^{(1)}$ are those arising from the two indices generators $C^{(1)}_{\alpha\beta}$, and clearly they cannot be expressed back in terms of the original elements in $C^{(1)}$. Instead, they can be used to define the new elements:

$$C^{(1)}_{123} = [C^{(1)}_{12}, C^{(1)}_{23}] = -C^{(1)}_{2312}$$  \hspace{1cm} (3.9)

$$C^{(1)}_{231} = [C^{(1)}_{23}, C^{(1)}_{13}] = -C^{(1)}_{1323}$$  \hspace{1cm} (3.10)

$$C^{(1)}_{132} = [C^{(1)}_{13}, C^{(1)}_{12}] = -C^{(1)}_{1231}.$$  \hspace{1cm} (3.11)
At this point, we check if these three elements are independent. To do so, we impose:

\[ a_1 C^{(1,1)}_{1223} + a_2 C^{(1,1)}_{2313} + a_3 C^{(1,1)}_{1312} = 0. \]  

(3.12)

By expanding this equation in the original generators \(X^\alpha_i\) and recollecting terms, we obtain an overdetermined system composed by six equations for the parameters \(a_i\). Each equation in the system is given in terms of the unique constraint \(a_1 + a_2 + a_3 = 0\), that is solved for \(a_3 = -a_1 - a_2\). In this way we get the relation:

\[ a_1 C^{(1,1)}_{1223} + a_2 C^{(1,1)}_{2313} - (a_1 + a_2) C^{(1,1)}_{1312} = 0. \]  

(3.13)

This equation gives us the two equalities:

\[ C^{(1,1)}_{1223} = C^{(1,1)}_{1312}, \quad C^{(1,1)}_{2313} = C^{(1,1)}_{1312}, \]  

(3.14)

which combined together lead to:

\[ C^{(1,1)}_{1223} = C^{(1,1)}_{2313} = C^{(1,1)}_{1312}. \]  

(3.15)

**Remark 3.** We notice that, because of the relation (3.5), the chain of equalities (3.15) directly arise by taking the commutator of \(C^{(1)}_{123}\) with \(C^{(1)}_{\alpha j}\):

\begin{align*}
0 &= [C^{(1)}_{123}, C^{(1)}_{12}] = [C^{(1)}_{12} + C^{(1)}_{23}, C^{(1)}_{12}] = [C^{(1)}_{12}, C^{(1)}_{12}] + [C^{(1)}_{23}, C^{(1)}_{12}] \\
&= C^{(1,1)}_{1312} + C^{(1,1)}_{2312} \quad (3.16)
\end{align*}

\begin{align*}
0 &= [C^{(1)}_{123}, C^{(1)}_{13}] = [C^{(1)}_{12} + C^{(1)}_{23}, C^{(1)}_{13}] = [C^{(1)}_{12}, C^{(1)}_{13}] + [C^{(1)}_{23}, C^{(1)}_{13}] \\
&= C^{(1,1)}_{1213} + C^{(1,1)}_{2313} \quad (3.17)
\end{align*}

\begin{align*}
0 &= [C^{(1)}_{123}, C^{(1)}_{23}] = [C^{(1)}_{12} + C^{(1)}_{13}, C^{(1)}_{23}] = [C^{(1)}_{12}, C^{(1)}_{23}] + [C^{(1)}_{13}, C^{(1)}_{23}] \\
&= C^{(1,1)}_{1223} + C^{(1,1)}_{1323} \quad (3.18)
\end{align*}

which, taking into account (3.9)–(3.11), result in (3.15).

Thus, an additional element can be introduced as:

\[ C^{(1,1)}_{1223} = [C^{(1)}_{12}, C^{(1)}_{23}] = [C^{(1)}_{23}, C^{(1)}_{12}] = [C^{(1)}_{13}, C^{(1)}_{12}]. \]  

(3.19)

This element, together with the ones in the set (3.8), close in the quadratic algebra:

\begin{align*}
[C^{(1)}_{12}, C^{(1,1)}_{1223}] &= 8 \left( C^{(1)}_{12} C^{(1)}_{12} - C^{(1)}_{12} C^{(1)}_{13} + (C^{(1)}_{12} - C^{(1)}_{13})(C^{(1)}_{12} - C^{(1)}_{123}) \right) \quad (3.20) \\
[C^{(1)}_{23}, C^{(1,1)}_{1223}] &= 8 \left( C^{(1)}_{23} C^{(1)}_{12} - C^{(1)}_{23} C^{(1)}_{13} + (C^{(1)}_{23} - C^{(1)}_{12})(C^{(1)}_{12} - C^{(1)}_{123}) \right) \quad (3.21) \\
[C^{(1)}_{13}, C^{(1,1)}_{1223}] &= 8 \left( C^{(1)}_{13} C^{(1)}_{12} - C^{(1)}_{13} C^{(1)}_{23} + (C^{(1)}_{13} - C^{(1)}_{23})(C^{(1)}_{12} - C^{(1)}_{123}) \right). \quad (3.22)
\end{align*}
Thus, in this case, the nested commutators $[C_{ij}^{(1)}, [C_{kl}^{(1)}, C_{lm}^{(1)}]]$ turn out to be expressible as quadratic combinations of the Casimir invariants appearing in the set (3.8). Moreover, the following relation holds:

$$[C_{12}^{(1)}, C_{123}^{(1)}] + [C_{23}^{(1)}, C_{123}^{(1)}] + [C_{31}^{(1)}, C_{123}^{(1)}] = 0.$$  \hfill (3.23)

This result was expected as this quadratic algebra is in fact related to the rank-1 Racah algebra $R(3)$, $C_1^{(1)}$, $C_2^{(1)}$, $C_3^{(1)}$ and $C_{12}^{(1)}$ playing the role of central elements [22, 23].

**Remark 4.** The associated algebraic Hamiltonian of the finitely generated Racah algebra is given by the total Casimir invariant $C_{12}^{(1)}$ and the set \{ $C_1^{(1)}$, $C_2^{(1)}$, $C_3^{(1)}$, $C_{12}^{(1)}$, $C_{13}^{(1)}$, $C_{23}^{(1)}$, $C_{123}^{(1)}$ \} can be also interpreted as its commutant.

### 3.2. The simple Lie algebra $\mathfrak{so}(1, 3)$

Let us now focus on another simple Lie algebra, namely the six-dimensional Lie algebra $\mathfrak{so}(1, 3)$ in the basis generators $\{ X_1, X_2, X_3, X_4, X_5, X_6 \}$ with commutation table:

|     | $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ | $X_6$ |
|-----|------|------|------|------|------|------|
| $X_1$ | 0    | $X_3$| $-X_3$| 0    | $X_6$| $-X_5$|
| $X_2$ | $-X_3$| 0    | $X_1$| $-X_6$| 0    | $X_4$|
| $X_3$ | $X_2$| $-X_1$| 0    | $X_3$| $-X_4$| 0    |
| $X_4$ | 0    | $X_5$| $-X_3$| 0    | $-X_5$| $X_2$|
| $X_5$ | $-X_6$| 0    | $X_4$| $X_3$| 0    | $-X_1$|
| $X_6$ | $X_5$| $-X_4$| 0    | $-X_2$| $X_1$| 0    |

In this case $N(\mathfrak{g}) = N_\mathfrak{g}(\mathfrak{g}) = 6 - 4 = 2$ and to obtain the quadratic Casimir invariants we need to find the two independent solutions $F_{1,2}(x_1, x_2, x_3, x_4, x_5, x_6)$ of the following system of PDEs:

$$\begin{align*}
\hat{X}_1 F &= x_3 F_{x_2} - x_2 F_{x_3} + x_6 F_{x_5} - x_5 F_{x_6} = 0 \\
\hat{X}_2 F &= -x_3 F_{x_1} + x_1 F_{x_3} - x_6 F_{x_4} + x_4 F_{x_6} = 0 \\
\hat{X}_3 F &= x_2 F_{x_1} - x_1 F_{x_2} + x_3 F_{x_4} - x_4 F_{x_5} = 0 \\
\hat{X}_4 F &= x_6 F_{x_2} - x_5 F_{x_3} - x_3 F_{x_5} + x_2 F_{x_6} = 0 \\
\hat{X}_5 F &= -x_5 F_{x_1} + x_4 F_{x_3} + x_3 F_{x_4} - x_1 F_{x_6} = 0 \\
\hat{X}_6 F &= x_5 F_{x_1} - x_4 F_{x_2} - x_2 F_{x_4} + x_1 F_{x_5} = 0.
\end{align*}$$  \hfill (3.24)

These two polynomial solutions can be taken as [58]:

$$\begin{align*}
F_1(x_1, x_2, x_3, x_4, x_5, x_6) &= x_1 x_4 + x_2 x_5 + x_3 x_6 \\
F_2(x_1, x_2, x_3, x_4, x_5, x_6) &= x_1^2 + x_2^2 + x_3^2 - x_2^2 - x_3^2 - x_4^2.
\end{align*}$$  \hfill (3.25)

From them, we can obtain the following quadratic Casimir invariants in $U(\mathfrak{so}(1, 3))$:

$$C^{(1)}(X_1, \ldots, X_6) = X_1 X_4 + X_2 X_5 + X_3 X_6, C^{(2)}(X_1, \ldots, X_6) = X_1^2 + X_2^2 + X_3^2 - X_2^2 - X_3^2 - X_4^2.$$  \hfill (3.26)
Let us consider three copies of the same Lie algebra with generators \( \{ X_i^{(a)} \}, i = 1, 2, 3, 4, 5, 6 \) and \( \alpha = 1, 2, 3 \) respectively. From the above elements, we construct the following Casimir invariants:

\[
C^{(1)} := \{ C^{(1)}_1, C^{(1)}_2, C^{(1)}_3, C^{(1)}_{12}, C^{(1)}_{23}, C^{(1)}_{13}, C^{(1)}_{123} \} \quad (3.27)
\]

\[
C^{(2)} := \{ C^{(2)}_1, C^{(2)}_2, C^{(2)}_3, C^{(2)}_{12}, C^{(2)}_{23}, C^{(2)}_{13}, C^{(2)}_{123} \}, \quad (3.28)
\]

where the one and two indices elements are given by:

\[
C^{(1)}_0 = X^{(\alpha)}_1 X^{(\alpha)}_2 + X^{(\alpha)}_2 X^{(\alpha)}_3 + X^{(\alpha)}_3 X^{(\alpha)}_5 \quad (3.29)
\]

\[
C^{(2)}_0 = \left( X^{(\alpha)}_1 \right)^2 + \left( X^{(\alpha)}_2 \right)^2 + \left( X^{(\alpha)}_3 \right)^2 - \left( X^{(\alpha)}_4 \right)^2 - \left( X^{(\alpha)}_5 \right)^2 - \left( X^{(\alpha)}_6 \right)^2 \quad (3.30)
\]

\[
C^{(1)}_{\alpha\beta} = X^{(\alpha\beta)}_1 X^{(\alpha\beta)}_2 + X^{(\alpha\beta)}_2 X^{(\alpha\beta)}_3 + X^{(\alpha\beta)}_3 X^{(\alpha\beta)}_6 \quad (3.31)
\]

\[
C^{(2)}_{\alpha\beta} = \left( X^{(\alpha\beta)}_1 \right)^2 + \left( X^{(\alpha\beta)}_2 \right)^2 + \left( X^{(\alpha\beta)}_3 \right)^2 - \left( X^{(\alpha\beta)}_4 \right)^2 - \left( X^{(\alpha\beta)}_5 \right)^2 - \left( X^{(\alpha\beta)}_6 \right)^2, \quad (3.32)
\]

whereas the three indices ones read:

\[
C^{(1)}_{123} = X^{(1,2,3)}_1 X^{(1,2,3)}_2 + X^{(1,2,3)}_2 X^{(1,2,3)}_3 + X^{(1,2,3)}_3 X^{(1,2,3)}_6 \quad (3.33)
\]

\[
C^{(2)}_{123} = \left( X^{(1,2,3)}_1 \right)^2 + \left( X^{(1,2,3)}_2 \right)^2 + \left( X^{(1,2,3)}_3 \right)^2 - \left( X^{(1,2,3)}_4 \right)^2 - \left( X^{(1,2,3)}_5 \right)^2 - \left( X^{(1,2,3)}_6 \right)^2. \quad (3.34)
\]

Again, a direct computation shows that the following linear relations hold for both sets:

\[
C^{(r)}_{123} = C^{(r)}_{12} + C^{(r)}_{13} + C^{(r)}_{23} - C^{(r)}_1 - C^{(r)}_2 - C^{(r)}_3 \quad (r = 1, 2). \quad (3.35)
\]

Moreover, the total Casimir invariants \( C^{(r)}_{123} \) and the one index ones \( C^{(r)}_0 \) commute each other and with all the other two indices Casimir invariants in the above sets. Therefore, in this case, the following additional elements can be constructed:

\[
C^{(1,1)}_{123} := [ C^{(1)}_{12}, C^{(1)}_{23} ] = - C^{(2,1)}_{123} := [ C^{(2)}_{12}, C^{(1)}_{23} ] = - C^{(2,1)}_{231} \quad (3.36)
\]

\[
C^{(1,1)}_{132} := [ C^{(1)}_{13}, C^{(1)}_{23} ] = - C^{(2,1)}_{132} := [ C^{(2)}_{13}, C^{(1)}_{23} ] = - C^{(2,1)}_{123} \quad (3.37)
\]

\[
C^{(1,1)}_{231} := [ C^{(1)}_{23}, C^{(1)}_{13} ] = - C^{(2,1)}_{231} := [ C^{(2)}_{23}, C^{(1)}_{13} ] = - C^{(2,1)}_{123} \quad (3.38)
\]

together with:

\[
C^{(1,2)}_{123} := [ C^{(1)}_{12}, C^{(2)}_{23} ] = - C^{(2,1)}_{123} := [ C^{(2)}_{12}, C^{(1)}_{23} ] = - C^{(2,1)}_{123} \quad (3.39)
\]

\[
C^{(1,2)}_{132} := [ C^{(1)}_{13}, C^{(2)}_{23} ] = - C^{(2,1)}_{132} := [ C^{(2)}_{13}, C^{(1)}_{23} ] = - C^{(2,1)}_{123} \quad (3.40)
\]

\[
C^{(1,2)}_{231} := [ C^{(1)}_{23}, C^{(2)}_{13} ] = - C^{(2,1)}_{231} := [ C^{(2)}_{23}, C^{(1)}_{13} ] = - C^{(2,1)}_{123} \quad (3.41)
\]

being \([ C^{(1)}_{12}, C^{(2)}_{13} ] = [ C^{(1)}_{23}, C^{(2)}_{13} ] = [ C^{(1)}_{23}, C^{(2)}_{23} ] = 0\). Now, by imposing:

\[
a_1 C^{(1,1)}_{123} + a_2 C^{(1,1)}_{231} + a_3 C^{(1,1)}_{231} + a_4 C^{(2,2)}_{123} + a_5 C^{(2,2)}_{231} + a_6 C^{(2,2)}_{231} + a_7 C^{(1,2)}_{123} + a_8 C^{(1,2)}_{231} + a_9 C^{(1,2)}_{231} + a_{10} C^{(2,1)}_{123} + a_{11} C^{(2,1)}_{123} + a_{12} C^{(2,1)}_{123} = 0, \quad (3.42)
\]
expanding the expression in terms of the original generators $X_i^{(a)}$ and recollecting equal terms, we obtain an overdetermined system composed by 48 equations for the coefficients $a_i$. All the equations are solved for:

$$a_6 = 1/4(a_1 + a_2 + a_3) - a_4 - a_5, \quad a_{12} = -a_{11} - a_{10} - a_9 - a_8 - a_7. \quad (3.43)$$

We thus get the following equalities:

$$C^{(1,1)}_{123} = C^{(1,1)}_{231} = C^{(1,1)}_{132} = -C^{(2,2)}_{1223}/4 = -C^{(2,2)}_{1231}/4 = -C^{(2,2)}_{1312}/4 \quad (3.44)$$

$$C^{(1,2)}_{123} = C^{(1,2)}_{231} = C^{(1,2)}_{132} = C^{(2,1)}_{123} = C^{(2,1)}_{231} = C^{(2,1)}_{132}. \quad (3.45)$$

Because of these relations, we are led to introduce the two independent elements:

$$C^{(1,1)}_{123} := [C^{(1)}_{12}, C^{(1)}_{23}] = [C^{(1)}_{23}, C^{(1)}_{13}] = [C^{(1)}_{13}, C^{(1)}_{23}]/4 = [C^{(2)}_{13}, C^{(2)}_{12}]/4 \quad (3.46)$$

$$C^{(1,2)}_{123} := [C^{(1)}_{12}, C^{(2)}_{23}] = [C^{(1)}_{23}, C^{(2)}_{13}] = [C^{(1)}_{13}, C^{(2)}_{23}] = [C^{(2)}_{12}, C^{(2)}_{13}] = [C^{(2)}_{13}, C^{(2)}_{12}]. \quad (3.47)$$

The above elements, together with the Casimir invariants in the two sets (3.27) and (3.28), will be the defining generators of the polynomial algebra. First of all, let us notice that they commute each other, i.e.:

$$[C^{(1,1)}_{123}, C^{(1,2)}_{123}] = 0. \quad (3.48)$$

Moreover, together with the other Casimir invariants, they close in the following quadratic algebra:

$$[C^{(1)}_{12}, C^{(1,1)}_{123}] = 1/2 \left( C^{(1)}_{12} (C^{(2)}_{13} - C_{13}) + (C^{(1)}_{23} - C^{(1)}_{12}) C^{(2)}_{12} \right)$$

$$+ 1/2 \left( (C^{(1)}_{12} - C^{(2)}_{12}) (C^{(2)}_{13} - C^{(1)}_{23}) + (C^{(1)}_{12} - C^{(2)}_{12}) (C^{(2)}_{13} - C^{(1)}_{23}) \right) \quad (3.49)$$

$$[C^{(1,1)}_{23}, C^{(1,1)}_{123}] = 1/2 \left( C^{(1)}_{23} (C^{(2)}_{13} - C_{13}) + (C^{(1)}_{12} - C^{(1)}_{13}) C^{(2)}_{13} \right)$$

$$+ 1/2 \left( (C^{(1)}_{23} - C^{(2)}_{23}) (C^{(2)}_{13} - C_{13}) + (C^{(1)}_{23} - C^{(2)}_{23}) (C^{(2)}_{13} - C_{13}) \right) \quad (3.50)$$

$$[C^{(1,1)}_{13}, C^{(1,1)}_{123}] = 1/2 \left( C^{(1)}_{13} (C^{(2)}_{12} - C_{12}) + (C^{(1)}_{12} - C^{(1)}_{13}) C^{(2)}_{12} \right)$$

$$- 1/2 \left( (C^{(1)}_{13} - C^{(2)}_{13}) (C^{(2)}_{12} - C_{12}) + (C^{(1)}_{13} - C^{(2)}_{13}) (C^{(2)}_{12} - C_{12}) \right), \quad (3.51)$$
Let us consider the five-dimensional nilpotent Lie algebra $n_{5,5}$. The nilpotent Lie algebra $J. Phys. A: Math. Theor. 55 (2022) 335203$ $\{C^{(1)}_{12}, C^{(1,1)}_{123}\} = 2\left(\begin{array}{l}C^{(1)}_{12} C^{(1)}_{13} - C^{(1)}_{23} C^{(1)}_{12} + (C^{(1)}_{1} - C^{(1)}_{2}) (C^{(1)}_{3} - C^{(1)}_{123}) \\ - \frac{1}{2}\left(C^{(2)}_{12} C^{(2)}_{13} - C^{(2)}_{23} C^{(2)}_{12} + (C^{(2)}_{1} - C^{(2)}_{2}) (C^{(2)}_{3} - C^{(2)}_{123})\right)\end{array}\right)$ (3.52)

$\{C^{(1)}_{23}, C^{(1,1)}_{123}\} = 2\left(\begin{array}{l}C^{(1)}_{23} C^{(1)}_{13} - C^{(1)}_{13} C^{(1)}_{23} + (C^{(1)}_{2} - C^{(1)}_{3}) (C^{(1)}_{1} - C^{(1)}_{123}) \\ - \frac{1}{2}\left(C^{(2)}_{23} C^{(2)}_{13} - C^{(2)}_{13} C^{(2)}_{23} + (C^{(2)}_{2} - C^{(2)}_{3}) (C^{(2)}_{1} - C^{(2)}_{123})\right)\end{array}\right)$ (3.53)

$\{C^{(1)}_{13}, C^{(1,1)}_{123}\} = 2\left(\begin{array}{l}C^{(1)}_{13} C^{(1)}_{23} - C^{(1)}_{23} C^{(1)}_{13} + (C^{(1)}_{1} - C^{(1)}_{3}) (C^{(1)}_{2} - C^{(1)}_{123}) \\ - \frac{1}{2}\left(C^{(2)}_{13} C^{(2)}_{23} - C^{(2)}_{23} C^{(2)}_{13} + (C^{(2)}_{1} - C^{(2)}_{3}) (C^{(2)}_{2} - C^{(2)}_{123})\right)\end{array}\right)$.

(3.54)

$[C^{(1)}_{12}, C^{(1,2)}_{123}] = [C^{(2)}_{12}, C^{(1,1)}_{123}] = 4[C^{(1)}_{12}, C^{(1,1)}_{123}]$ (3.55)

$[C^{(1)}_{13}, C^{(1,2)}_{123}] = [C^{(2)}_{13}, C^{(1,1)}_{123}] = 4[C^{(1)}_{13}, C^{(1,1)}_{123}]$ (3.56)

$[C^{(1)}_{23}, C^{(1,2)}_{123}] = [C^{(2)}_{23}, C^{(1,1)}_{123}] = 4[C^{(1)}_{23}, C^{(1,1)}_{123}]$ (3.57)

with:

$[C^{(1)}_{12}, C^{(1,1)}_{123}] + [C^{(1)}_{23}, C^{(1,1)}_{123}] + [C^{(1)}_{13}, C^{(1,1)}_{123}] = 0, \quad [C^{(1)}_{12}, C^{(1,2)}_{123}] + [C^{(1)}_{23}, C^{(1,2)}_{123}] + [C^{(1)}_{13}, C^{(1,2)}_{123}] = 0.$

(3.58)

At least formally, this quadratic algebra seems to share some common features with the one constructed from the simple Lie algebra $\mathfrak{sl}_2$. Again, quadratic Casimir invariants belonging to a given set turn out to be linearly dependent and to satisfy the same linear relation. Also, all nested commutators $[C^{(1)}_{i_1 i_2}, [C^{(1)}_{i_3 i_4}, C^{(1)}_{i_5 i_6}]]$ turn out to be expressible as quadratic combinations of the Casimir invariants, however in this case appearing in both the sets (3.27)-(3.28). This holds true also for the additional nested commutators $[C^{(1)}_{i_1 i_2}, [C^{(1)}_{i_3 i_4}, C^{(1)}_{i_5 i_6}]]$.

The presence of two Casimir elements for the initial simple Lie algebra makes the quadratic structure more involved, as mixed terms involving intermediate Casimir invariants of both sets appear.

4. Nilpotent Lie algebras

This Section 4 is devoted to the analysis of some representatives of nilpotent Lie algebras. We recall that a Lie algebra $\mathfrak{g}$ is called nilpotent if the lower central series terminates [58], i.e. if there exists a $k \in \mathbb{N}$ such that $\mathfrak{g}^k = 0$, where the lower central series $\mathfrak{g} = \mathfrak{g}^1 \supseteq \mathfrak{g}^2 \supseteq \cdots \supseteq \mathfrak{g}^k \supseteq \cdots$ is defined recursively: $\mathfrak{g}^0 = \mathfrak{g}$.

4.1. The nilpotent Lie algebra $n_{5,5}$

Let us consider the five-dimensional nilpotent Lie algebra $n_{5,5}$ with basis generators $X_i \equiv \{X_1, X_2, X_3, X_4, X_5\}$ and commutation table:
In this case \( N(g) = N_p(g) = 5 - 2 = 3 \) and \( X_1 \) is central. To obtain the other two polynomial Casimir invariants we need to find the other two independent solutions \( F_{1,2}(x_1, x_2, x_3, x_4, x_5) \) of the following system of PDEs:

\[
\begin{align*}
\dot{X}_1 F &= x_2 F_{x_3} = 0 \\
\dot{X}_2 F &= x_3 F_{x_4} = 0 \\
\dot{X}_4 F &= x_4 F_{x_5} = 0 \\
\dot{X}_5 F &= -x_1 F_{x_2} - x_2 F_{x_3} - x_3 F_{x_4} = 0.
\end{align*}
\] (4.1)

They can be taken as [58]:

\[
\begin{align*}
F_1(x_1, x_2, x_3, x_4, x_5) &= 2x_1x_3 - x_2^2 \\
F_2(x_1, x_2, x_3, x_4, x_5) &= x_3^3 + 3x_1^2x_4 - 3x_1x_2x_3.
\end{align*}
\] (4.2)

After symmetrization, and reordering terms, we get the following quadratic and cubic elements in \( U(n_5, 5) \):

\[
\begin{align*}
C^{(1)}_1(X_1, X_2, X_3) &= 2X_1X_3 - X_2^2, \\
C^{(2)}_1(X_1, X_2, X_3, X_4) &= X_3^3 + 3X_1^2X_4 - 3X_1X_2X_3.
\end{align*}
\] (4.3)

Following the same procedure as in the previous cases, we can now consider:

\[
\begin{align*}
C^{(1)}_1 &= 2X_1^{[\alpha]}X_3^{[\alpha]} - \left( X_2^{[\alpha]} \right)^2 \\
C^{(1)}_2 &= 2X_1^{[\alpha,\beta]}X_3^{[\alpha,\beta]} - \left( X_2^{[\alpha,\beta]} \right)^2 \\
C^{(1)}_{123} &= 2X_1^{[1,2,3]}X_3^{[1,2,3]} - \left( X_2^{[1,2,3]} \right)^2,
\end{align*}
\] (4.4) (4.5) (4.6)

and:

\[
\begin{align*}
C^{(2)}_1 &= \left( X_2^{[\alpha]} \right)^3 + 3\left( X_1^{[\alpha]} \right)^2 X_3^{[\alpha]} - 3X_1^{[\alpha]}X_2^{[\alpha]}X_3^{[\alpha]} \\
C^{(2)}_2 &= \left( X_2^{[\alpha,\beta]} \right)^3 + 3\left( X_1^{[\alpha]} \right) X_4^{[\alpha,\beta]} - 3X_1^{[\alpha,\beta]}X_2^{[\alpha,\beta]}X_3^{[\alpha,\beta]} \\
C^{(2)}_{123} &= \left( X_2^{[1,2,3]} \right)^3 + 3\left( X_1^{[1,2,3]} \right) X_4^{[1,2,3]} - 3X_1^{[1,2,3]}X_2^{[1,2,3]}X_3^{[1,2,3]}.
\end{align*}
\] (4.7) (4.8) (4.9)
Thus, we again have two sets of polynomial Casimir invariants $C^{(1)}$ and $C^{(2)}$, but now one of them is composed by cubic elements. Again, the linear relation (3.5) holds for the set $C^{(1)}$ composed by quadratic elements.

**Remark 5.** We observe that also for the linear element $X_1$ a similar construction could be performed. However, in this case the elements $X_1^{1\{2,3\}}$ and $X_1^{1\{2,3\}}$ would just result in a linear combination of the elements $X_1^{1\{1\}}$, that already commute with everything. Ideally, when this happens, we will be considering these central elements as ‘commuting variables’, i.e. parameters.

In this case, unlike the $\mathfrak{sl}(2)$ and $\mathfrak{so}(1, 3)$ cases, there are no non-zero commutation relations among elements in the two sets. Everything commutes, then the algebra generated by \{ $C^{(1)}_{12}$, $C^{(1)}_{23}$, $C^{(1)}_{13}$ \} is abelian. Similar results can be obtained from many other Lie algebras, such as the Lie algebra $\mathfrak{n}_{6,7}$, $\mathfrak{s}_{6,44}$ or $\mathfrak{s}_{6,92}$ just to mention a few. So, no further polynomial structures can be constructed from the Lie algebra $\mathfrak{n}_{5,5}$ with this approach. This still allows to define algebraic Hamiltonian with a number of commuting polynomials in the enveloping algebra from the three copies. This fact is still interesting as the algebra can allow different realizations and the possibility of building integrable systems together with a set of commuting functions/operators. As an example in classical mechanics, where we consider the Poisson analogue of this Lie algebra to be realized in terms of canonical Poisson brackets in a given symplectic realization for the generators, we can consider the so-called $A_{4,2}$ (following the terminology used in [67]) integrable systems arising in the framework of coalgebra symmetry [68], in our case with $N = 3$.

**4.1.1. On the use of subalgebras of $\mathfrak{n}_{5,5}$.** Even if the construction applied to the Lie algebra $\mathfrak{n}_{5,5}$ leads to abelian structures, it is still open the possibility of restricting to some of its subalgebras in order to obtain polynomial algebras in terms of elements defined in the enveloping algebra. As an explicit example, let us consider the following subalgebra of the Lie algebra $\mathfrak{n}_{5,5}$:

$$\mathfrak{n}_{5,5} \supset \mathfrak{g} := \text{span}\{Y_1, Y_2, Y_3\} \quad Y_1 := X_2, \quad Y_2 := X_5, \quad Y_3 := X_1,$$

(4.10)

with commutation relations:

$$[Y_1, Y_2] = Y_3, \quad [Y_1, Y_3] = [Y_2, Y_3] = 0,$$

(4.11)

and let us introduce the following elements in its enveloping algebra:

$$Z_1 := Y_1^2, \quad Z_2 := Y_2^2, \quad Z_3 := Y_1 Y_2 - Y_3 / 2, \quad Z_4 := Y_3.$$

(4.12)

These four elements satisfy the commutation relations:

$$[Z_1, Z_2] = 4Z_3 Z_4, \quad [Z_1, Z_3] = 2Z_1 Z_4, \quad [Z_2, Z_3] = -2Z_2 Z_4, \quad [Z_4, \cdot] = 0.$$

(4.13)

Consider now the new rescaled generators $W_i := Z_4^{-1} Z_i$ for $i = 1, 2, 3$, together with $W_4 := Z_4$, such that:

$$[W_1, W_2] = 4W_3, \quad [W_1, W_3] = 2W_1, \quad [W_2, W_3] = -2W_2, \quad [W_4, \cdot] = 0.$$

(4.14)
This algebra is endowed with the following Casimir operator:

\[ C(W_1, W_2, W_3) = W_1^2 - W_1 W_2 + 2 W_3. \]  

(4.15)

Let us now at this level consider three copies of it spanned by the generators \( \{W_1^{[a]}, W_2^{[a]}, W_3^{[a]}, W_4^{[a]}\} \) and the associated intermediate Casimir invariants:

\begin{align*}
C_\alpha^{(1)} &= \left(W_3^{[\alpha]}\right)^2 - W_1^{[\alpha]} W_2^{[\alpha]} + 2 W_3^{[\alpha]} \\
C_{\alpha\beta}^{(1)} &= \left(W_3^{[\alpha,\beta]}\right)^2 - W_1^{[\alpha,\beta]} W_2^{[\alpha,\beta]} + 2 W_3^{[\alpha,\beta]} \\
C_{123}^{(1)} &= \left(W_3^{[1,2,3]}\right)^2 - W_1^{[1,2,3]} W_2^{[1,2,3]} + 2 W_3^{[1,2,3]}.
\end{align*}

(4.16)

(4.17)

(4.18)

At this point, let us re-express back the result in terms of the original generators \( \{Z_1, Z_2, Z_3, Z_4\} \) and define the new polynomial elements:

\begin{align*}
\tilde{C}_\alpha^{(1)} &= \left(Z_4^{[\alpha]}\right)^2 - Z_1^{[\alpha]} Z_2^{[\alpha]} + 2Z_3^{[\alpha]} Z_4^{[\alpha]}, \\
\tilde{C}_{\alpha\beta}^{(1)} &= \left(Z_4^{[\alpha,\beta]}\right)^2 - Z_1^{[\alpha,\beta]} Z_2^{[\alpha,\beta]} + 2Z_3^{[\alpha,\beta]} Z_4^{[\alpha,\beta]}, \\
\tilde{C}_{123}^{(1)} &= \left(Z_4^{[1,2,3]}\right)^2 - Z_1^{[1,2,3]} Z_2^{[1,2,3]} + 2Z_3^{[1,2,3]} Z_4^{[1,2,3]},
\end{align*}

(4.19)

(4.20)

together with the generators:

\begin{align*}
Z_1^{[1,2,3]} &:= Z_1^{[1]} Z_4^{[1]} Z_4^{[3]} + Z_2^{[1]} Z_4^{[2]} Z_4^{[3]} + Z_3^{[1]} Z_4^{[1]} Z_4^{[3]} \quad (i = 1, 2, 3) \\
Z_4^{[1,2,3]} &:= Z_4^{[1,2,3]}.
\end{align*}

(4.21)

(4.22)

(4.23)

By direct computations, it is verified that these new polynomials satisfy the usual commutation relations:

\begin{align*}
[\tilde{C}_\alpha^{(1)}, \tilde{C}_{12}^{(1)}] &= [\tilde{C}_{\alpha\beta}^{(1)}, \tilde{C}_{23}^{(1)}] = [\tilde{C}_{\alpha\beta}^{(1)}, \tilde{C}_{13}^{(1)}] = 0 \\
[\tilde{C}_{123}^{(1)}, \tilde{C}_{12}^{(1)}] &= [\tilde{C}_{123}^{(1)}, \tilde{C}_{13}^{(1)}] = [\tilde{C}_{123}^{(1)}, \tilde{C}_{23}^{(1)}] = 0.
\end{align*}

(4.24)

(4.25)

together with \( [\tilde{C}_\alpha^{(1)}, \tilde{C}_{123}^{(1)}] = 0 \). Also, they commute with the elements \( \tilde{Z}_4^{[1,2,3]} \), with \( k = 1, 2, 3, 4 \).
At this point, if we consider the original subalgebra generators \{Y_1, Y_2, Y_3\}, we see that the obtained reordered elements (notice that the central elements are taken to appear in front of each expression) are:

\[
\bar{C}^{(1)}_a = -\frac{3}{4} \left( Y_3^{(a)} \right)^2 \tag{4.26}
\]

\[
\bar{C}^{(1)}_{a\beta} = -Y_3^{(a)} Y_3^{(\beta)} \left( Y_3^{(1)} \right)^2 \left( Y_3^{(2)} \right)^2 + 2Y_3^{(a)} Y_3^{(\beta)} Y_2^{(a)} Y_2^{(\beta)} Y_1^{(a)} Y_1^{(\beta)} \tag{4.27}
\]

\[
\bar{C}^{(1)}_{123} = -\frac{4}{3} C_3^{(1)} C_{12}^{(1)} - \frac{4}{3} C_3^{(1)} C_{13}^{(1)} - \frac{4}{9} C_1^{(1)} C_2^{(1)} C_3^{(1)} \tag{4.28}
\]

with the generators:

\[
Z_1^{(1,2,3)} := Y_3^{(2)} Y_3^{(3)} \left( Y_1^{(1)} \right)^2 + Y_3^{(1)} Y_3^{(2)} \left( Y_1^{(1)} \right)^2 + Y_3^{(1)} Y_3^{(2)} \left( Y_3^{(1)} \right)^2 \tag{4.29}
\]

\[
Z_2^{(1,2,3)} := Y_3^{(2)} Y_3^{(3)} \left( Y_1^{(2)} \right)^2 + Y_3^{(1)} Y_3^{(2)} \left( Y_1^{(2)} \right)^2 + Y_3^{(1)} Y_3^{(2)} \left( Y_3^{(2)} \right)^2 \tag{4.30}
\]

\[
Z_3^{(1,2,3)} := Y_3^{(2)} Y_3^{(3)} Y_1^{(1)} Y_1^{(2)} + Y_3^{(1)} Y_3^{(2)} Y_1^{(1)} Y_1^{(2)} + Y_3^{(1)} Y_3^{(2)} Y_1^{(2)} Y_1^{(3)} - \frac{3}{2} Y_3^{(1)} Y_3^{(2)} Y_3^{(3)} \tag{4.31}
\]

\[
Z_4^{(1,2,3)} = Y_3^{(1)} + Y_3^{(2)} + Y_3^{(3)}. \tag{4.32}
\]

The set composed by the elements \( \bar{C}^{(1)} := \{ \bar{C}_1^{(1)}, \bar{C}_2^{(1)}, \bar{C}_3^{(1)}, \bar{C}_1^{(1)}, \bar{C}_{12}^{(1)}, \bar{C}_{23}^{(1)}, \bar{C}_{13}^{(1)} \} \) can be now used to construct a polynomial algebra. In particular, we begin by defining the generators:

\[
\tilde{C}_{123}^{(1,1)} = [\bar{C}_{12}^{(1)}, \bar{C}_{23}^{(1)}] = -\bar{C}_{2312}^{(1,1)} \tag{4.33}
\]

\[
\tilde{C}_{2313}^{(1,1)} = [\bar{C}_{23}^{(1)}, \bar{C}_{13}^{(1)}] = -\bar{C}_{1323}^{(1,1)} \tag{4.34}
\]

\[
\tilde{C}_{1312}^{(1,1)} = [\bar{C}_{13}^{(1)}, \bar{C}_{12}^{(1)}] = -\bar{C}_{1213}^{(1,1)}. \tag{4.35}
\]

These elements are related as follows:

\[
\bar{C}_1^{(1)} \bar{C}_3^{(1)} C_{123}^{(1)} = \bar{C}_1^{(1)} C_2^{(1)} \bar{C}_{2313}^{(1)} = \bar{C}_2^{(1)} \bar{C}_3^{(1)} C_{1312}^{(1)}. \tag{4.36}
\]

Thus, they commute each other. Moreover, together with the elements in the set \( \bar{C}^{(1)} \), they close in the following polynomial algebra:

\[
[C_{12}^{(1)}, C_{123}^{(1)}] = \frac{128}{9} \left( \bar{C}_1^{(1)} C_2^{(1)} \bar{C}_{23}^{(1)} C_{12}^{(1)} - \left( C_2^{(1)} \right)^2 C_{12}^{(1)} C_{13}^{(1)} \right) \tag{4.37}
\]

\[
[C_{23}^{(1)}, C_{123}^{(1)}] = \frac{128}{9} \left( \left( C_2^{(1)} \right)^2 C_{13}^{(1)} C_{23}^{(1)} - C_1^{(1)} C_2^{(1)} \bar{C}_{23}^{(1)} C_{12}^{(1)} \right) \tag{4.38}
\]

\[
[C_{13}^{(1)}, C_{123}^{(1)}] = \frac{128}{9} \left( C_1^{(1)} C_2^{(1)} \bar{C}_{12}^{(1)} C_{13}^{(1)} - C_1^{(1)} C_2^{(1)} C_{13}^{(1)} \bar{C}_{12}^{(1)} \right) \tag{4.39}
\]
Let us consider the six-dimensional nilpotent Lie algebra

\[ [\tilde{C}^{(1)}_{12}, \tilde{C}^{(1)}_{2312}] = \frac{128}{9} \left( \tilde{C}^{(1)}_{12} \tilde{C}^{(1)}_{23} - \tilde{C}^{(1)}_{Y} \tilde{C}^{(1)}_{12} \tilde{C}^{(1)}_{23} \right) \]  (4.40)

\[ [\tilde{C}^{(1)}_{23}, \tilde{C}^{(1)}_{2313}] = \frac{128}{9} \left( \tilde{C}^{(1)}_{23} \tilde{C}^{(1)}_{13} - \tilde{C}^{(1)}_{12} \tilde{C}^{(1)}_{23} \right) \]  (4.41)

\[ [\tilde{C}^{(1)}_{13}, \tilde{C}^{(1)}_{2313}] = \frac{128}{9} \left( \tilde{C}^{(1)}_{13} \tilde{C}^{(1)}_{12} - \tilde{C}^{(1)}_{13} \tilde{C}^{(1)}_{23} \right) \]  (4.42)

\[ [\tilde{C}^{(1)}_{12}, \tilde{C}^{(1)}_{1312}] = \frac{128}{9} \left( \tilde{C}^{(1)}_{12} \tilde{C}^{(1)}_{13} - \tilde{C}^{(1)}_{12} \tilde{C}^{(1)}_{13} \right) \]  (4.43)

\[ [\tilde{C}^{(1)}_{23}, \tilde{C}^{(1)}_{1312}] = \frac{128}{9} \left( \tilde{C}^{(1)}_{23} \tilde{C}^{(1)}_{13} - \tilde{C}^{(1)}_{23} \tilde{C}^{(1)}_{13} \right) \]  (4.44)

\[ [\tilde{C}^{(1)}_{13}, \tilde{C}^{(1)}_{1312}] = \frac{128}{9} \left( \tilde{C}^{(1)}_{13} \tilde{C}^{(1)}_{12} - \tilde{C}^{(1)}_{13} \tilde{C}^{(1)}_{12} \right) \]  (4.45)

Clearly, because of (4.36), the following relations involving central elements also exist among those commutators:

\[ \tilde{C}^{(1)}_{13} [\tilde{C}^{(1)}_{12}, \tilde{C}^{(1)}_{2313}] = \tilde{C}^{(1)}_{12} [\tilde{C}^{(1)}_{13}, \tilde{C}^{(1)}_{2312}] = \tilde{C}^{(1)}_{13} [\tilde{C}^{(1)}_{12}, \tilde{C}^{(1)}_{1312}] = \tilde{C}^{(1)}_{12} [\tilde{C}^{(1)}_{13}, \tilde{C}^{(1)}_{1312}] \]  (4.46)

\[ \tilde{C}^{(1)}_{13} [\tilde{C}^{(1)}_{23}, \tilde{C}^{(1)}_{1213}] = \tilde{C}^{(1)}_{23} [\tilde{C}^{(1)}_{13}, \tilde{C}^{(1)}_{1212}] = \tilde{C}^{(1)}_{13} [\tilde{C}^{(1)}_{23}, \tilde{C}^{(1)}_{1312}] = \tilde{C}^{(1)}_{23} [\tilde{C}^{(1)}_{13}, \tilde{C}^{(1)}_{1312}] \]  (4.47)

\[ \tilde{C}^{(1)}_{13} [\tilde{C}^{(1)}_{12}, \tilde{C}^{(1)}_{1213}] = \tilde{C}^{(1)}_{12} [\tilde{C}^{(1)}_{13}, \tilde{C}^{(1)}_{1212}] = \tilde{C}^{(1)}_{13} [\tilde{C}^{(1)}_{12}, \tilde{C}^{(1)}_{1312}] = \tilde{C}^{(1)}_{12} [\tilde{C}^{(1)}_{13}, \tilde{C}^{(1)}_{1312}] \]  (4.48)

This should lead us to select only one independent element, say \( \tilde{C}^{(1)}_{123} \) in (4.36), and restrict to consider the relations involving commutators (4.37)–(4.39). At that stage, we should also notice the following additional relation:

\[ \tilde{C}^{(1)}_{13} [\tilde{C}^{(1)}_{12}, \tilde{C}^{(1)}_{1312}] + \tilde{C}^{(1)}_{13} [\tilde{C}^{(1)}_{23}, \tilde{C}^{(1)}_{1212}] + \tilde{C}^{(1)}_{13} [\tilde{C}^{(1)}_{12}, \tilde{C}^{(1)}_{1312}] = 0. \]  (4.49)

Thus, the generators of the polynomial algebra would be given by:

\[ \{ \tilde{C}^{(1)}_{12}, \tilde{C}^{(1)}_{23}, \tilde{C}^{(1)}_{1312} \} \cup \{ \tilde{C}^{(1)}_{123} \}, \]  (4.50)

together with the central elements:

\[ \{ Y^{(1)}_{2}, Y^{(2)}_{2}, Y^{(3)}_{2} \} \cup \{ \tilde{C}^{(1)}_{123} \}, \]  (4.51)

where we have taken into account the relation (4.26).

**4.2. The nilpotent Lie algebra \( \mathfrak{n}_{6,1} \)**

Let us consider the six-dimensional nilpotent Lie algebra \( \mathfrak{n}_{6,1} \). This Lie algebra is endowed with the basis generators \( X_i \equiv \{ X_1, X_2, X_3, X_4, X_5, X_6 \} \) and the commutation table reads:
Following the same procedure as in the previous cases, we construct the following set of polynomial invariants:

\[
\begin{align*}
\{ & X_1, X_2, X_3, X_4, X_5, X_6 \} \\
& \text{as defined in (3.9)-(3.11) and, following the usual procedure we find again } C_{123} \equiv C_{123}^{(1)} = C_{132}^{(1)} = C_{213}^{(1)}. \text{ Also, by direct computation we found that these commutators can be re-expressed just in terms of the central elements } \{X_1^{[α]}, X_2^{[α]}, X_3^{[α]} \} \text{ of the underlying Lie algebra. In fact, in this case, closure is achieved as:}
\end{align*}
\]

\[
[C_{12}^{(1)}, C_{23}^{(1)}] = [C_{23}^{(1)}, C_{13}^{(1)}] = [C_{13}^{(1)}, C_{12}^{(1)}] = X_1^{[1]} X_2^{[2]} X_3^{[3]} - X_1^{[1]} X_2^{[2]} X_3^{[3]} + X_2^{[1]} X_1^{[2]} X_3^{[3]} - X_3^{[1]} X_1^{[2]} X_2^{[3]} + X_3^{[1]} X_2^{[2]} X_1^{[3]} - X_2^{[1]} X_3^{[2]} X_1^{[3]}.
\]

Thus, the defining generators of the algebra are just the intermediate Casimir invariants:

\[
\{C_{12}^{(1)}, C_{23}^{(1)}, C_{13}^{(1)}\},
\]

\[
\begin{array}{cccccc}
X_1 & X_2 & X_3 & X_4 & X_5 & X_6 \\
X_1 & 0 & 0 & 0 & 0 & 0 \\
X_2 & 0 & 0 & 0 & 0 & 0 \\
X_3 & 0 & 0 & 0 & 0 & 0 \\
X_4 & 0 & 0 & 0 & X_2 & X_3 \\
X_5 & 0 & 0 & 0 & -X_2 & 0 \\
X_6 & 0 & 0 & 0 & -X_3 & -X_1 \\
\end{array}
\]
\{X_1^{(i)}, X_2^{(i)}, X_3^{(i)}\} \cup \{C_1^{(i)}, C_2^{(i)}, C_3^{(i)}\} \cup \{C_{123}^{(i)}\},

(4.60)

where we have taken into account the relation (3.5).

**Remark 6.** If we think in terms of applications to integrable/superintegrable systems, at a first glance this result seems to be not straightforward to understand as the algebra, even if not abelian, would just depend on central elements. To clarify this point, in the same spirit of [68], we might think to realize this algebraic structure in a classical framework. One possible symplectic realization we found is the following:

\[
\begin{align*}
\xi_1 &:= D(X_1) = \alpha_1, & \xi_2 &:= D(X_2) = \alpha_2, & \xi_3 &:= D(X_3) = \alpha_3
\end{align*}
\]

(4.61)

\[
\begin{align*}
\xi_4 &:= D(X_4) = \alpha_2x
\end{align*}
\]

(4.62)

\[
\begin{align*}
\xi_5 &:= D(X_5) = p + \alpha_2x + \alpha_2\alpha_3x^2
\end{align*}
\]

(4.63)

\[
\begin{align*}
\xi_6 &:= D(X_6) = \frac{\alpha_3}{\alpha_2}p + (\alpha_3 - \alpha_1)x + \alpha_3^2x^2,
\end{align*}
\]

(4.64)

with \(\alpha_1, \alpha_3 \in \mathbb{R}\) and \(\alpha_2 \in \mathbb{R}/\{0\}\). In this realization, when three copies are considered (with a little abuse of notation) we get:

\[
C_1^{(i)} = C_2^{(i)} = C_3^{(i)} = 0
\]

(4.65)

\[
C_{12}^{(i)} = (\alpha_3\beta_2/\alpha_2 - \beta_3)p_1 + (\alpha_2\beta_3/\beta_2 - \alpha_3)p_2
\]

\[
+ x_1(\alpha_2(\beta_1 - \beta_3) + \beta_2(\alpha_1 - \alpha_1) + \alpha_3(\alpha_3\beta_2 - \alpha_2\beta_3)x_1)
\]

\[
+ (\alpha_2(\beta_3 - \beta_1) + \beta_2(\alpha_1 - \alpha_3))x_2 + \beta_3(\alpha_2\beta_3 - \alpha_3\beta_2)x_2^2
\]

(4.66)

\[
C_{13}^{(i)} = (\alpha_3\gamma_2/\alpha_2 - \gamma_3)p_1 + (\alpha_2\gamma_3/\gamma_2 - \alpha_3)p_3
\]

\[
+ x_1(\alpha_2(\gamma_1 - \gamma_3) + \gamma_2(\alpha_3 - \alpha_1) + \alpha_3(\alpha_3\gamma_2 - \alpha_2\gamma_3)x_1)
\]

\[
+ (\alpha_2(\gamma_3 - \gamma_1) + \gamma_2(\alpha_1 - \alpha_3))x_3 + \gamma_3(\alpha_2\gamma_3 - \alpha_3\gamma_2)x_3^2
\]

(4.67)

\[
C_{23}^{(i)} = (\beta_3\gamma_2/\beta_2 - \gamma_3)p_2 + (\beta_2\gamma_3/\gamma_2 - \beta_3)p_3
\]

\[
+ x_2(\beta_2(\gamma_1 - \gamma_3) + \gamma_2(\beta_3 - \beta_1) + \beta_3(\beta_3\gamma_2 - \beta_2\gamma_3)x_2)
\]

\[
+ (\beta_2(\gamma_3 - \gamma_1) + \gamma_2(\beta_1 - \alpha_3))x_3 + \gamma_3(\beta_2\gamma_3 - \beta_3\gamma_2)x_3^2
\]

(4.68)

\[
C_{123}^{(i)} = -(\alpha_3 + \gamma_3 + \beta_3)(p_1 + p_2 + p_3 + \alpha_2x_1 + \beta_2x_2 + \gamma_2x_3 + \alpha_2\alpha_3x_1^2
\]

\[
+ \beta_2\beta_3x_2^2 + \gamma_2\gamma_3x_3^2) + (\alpha_2 + \beta_2 + \gamma_2)
\]

\[
\left(\frac{\alpha_3}{\alpha_2}p_1 + \frac{\beta_3}{\beta_2}p_2 + \frac{\gamma_3}{\gamma_2}p_3
\right)
\]

\[
+ (\alpha_3 - \alpha_1)x_1 + \alpha_3^2x_1^2 + (\beta_3 - \beta_1)x_2 + \beta_3^2x_2^2 + (\gamma_3 - \gamma_1)x_3 + \gamma_3^2x_3^2
\]

\[
+ (\alpha_1 + \beta_1 + \gamma_1)(\alpha_2x_1 + \beta_2x_2 + \gamma_2x_3)
\]

(4.69)

where \(\alpha_i, \beta_i, \gamma_i, (i = 1, 2, 3)\) are the central elements related to each copy, where we assume again \(\alpha_2, \beta_2, \gamma_2 \in \mathbb{R}/\{0\}\). Thus, in principle, we have nine parameters to play with. It is
immediate to verify that \( C_{123} = C_{12} + C_{13} + C_{23} - C_1 - C_2 - C_3 \) in the given symplectic realization. Also, the following Poisson commutation relations hold:

\[
\{C_{i,j}^{(1)}, C_{k,l}^{(1)}\}_{(q,p)} = \{C_{i,j}^{(1)}, C_{k,l}^{(1)}\}_{(q,p)} = \{C_{k,l}^{(1)}, C_{i,j}^{(1)}\}_{(q,p)} = 0.
\]

(4.70)

where \( \{f, g\}_{(q,p)} := \sum_{i=1}^{3} (\partial_i f \partial_{i,j} g - \partial_i g \partial_{i,j} f). \) Of course, we also have:

\[
\{C_{12}, C_{123}\}_{(q,p)} = C_{23}^{(1)}, C_{123}^{(1)} = C_{13}^{(1)}, C_{123}^{(1)} = C_{12}^{(1)}, C_{123}^{(1)} = 0.
\]

(4.71)

4.3. The nilpotent Lie algebra \( \mathfrak{n}_{6,19} \)

Let us consider the six-dimensional nilpotent Lie algebra \( \mathfrak{n}_{6,19} \). This Lie algebra is endowed with the basis generators \( X_i \equiv \{X_1, X_2, X_3, X_4, X_5, X_6\} \) and commutation table:

|     | \( X_1 \) | \( X_2 \) | \( X_3 \) | \( X_4 \) | \( X_5 \) | \( X_6 \) |
|-----|--------|--------|--------|--------|--------|--------|
| \( X_1 \) | 0      | 0      | 0      | 0      | 0      | 0      |
| \( X_2 \) | 0      | 0      | 0      | 0      | 0      | \( X_1 \) |
| \( X_3 \) | 0      | 0      | 0      | \( X_1 \) | \( X_2 \) | 0      |
| \( X_4 \) | 0      | 0      | \( -X_1 \) | \( -X_3 \) | \( 0 \) | \( X_4 \) |
| \( X_5 \) | 0      | 0      | \( -X_2 \) | \( -X_3 \) | \( 0 \) | \( X_4 \) |
| \( X_6 \) | 0      | \( -X_1 \) | 0      | \( -X_2 \) | \( -X_4 \) | 0      |

In this case \( N(\mathfrak{g}) = N_\mathfrak{p}(\mathfrak{g}) = 6 - 4 = 2 \) and \( X_1 \) is central. To obtain the other polynomial Casimir invariant we need to find the solution \( F_1(x_1, x_2, x_3, x_4, x_5, x_6) \) of the following system of PDEs:

\[
\begin{align*}
\dot{X}_1 F & = x_1 F_{x_6} = 0 \\
\dot{X}_2 F & = x_1 F_{x_4} + x_2 F_{x_5} = 0 \\
\dot{X}_3 F & = -x_1 F_{x_3} + x_3 F_{x_5} + x_2 F_{x_6} = 0 \\
\dot{X}_4 F & = -x_2 F_{x_3} - x_3 F_{x_4} + x_1 F_{x_6} = 0 \\
\dot{X}_5 F & = -x_1 F_{x_2} - x_2 F_{x_4} - x_4 F_{x_5} = 0.
\end{align*}
\]

(4.72)

It reads [58]:

\[
F_1(x_1, x_2, x_3, x_4, x_5, x_6) = 6x_1^2x_3 - 6x_1x_2x_4 + 3x_1x_5^2 + 2x_2^3.
\]

(4.73)

After symmetrization, and reordering terms, we get the following cubic element in \( \mathfrak{U}(\mathfrak{n}_{6,19}) \):

\[
C^{(1)}(X_1, X_2, X_3, X_4, X_5, X_6) = 6X_1^2X_3 - 6X_1X_2X_4 + 3X_1X_5^2 + 2X_2^3.
\]

(4.74)

Again, we consider the following set of intermediate Casimir invariants:

\[
C^{(1)}_\alpha = 6(x_1^{(\alpha)})^2x_3^{(\alpha)} - 6x_1^{(\alpha)}x_2^{(\alpha)}x_4^{(\alpha)} + 3x_1^{(\alpha)}(x_3^{(\alpha)})^2 + 2(x_2^{(\alpha)})^3.
\]

(4.75)
The relation involving central elements holds:

\[ C_{121312} = 6(X_1^{(1,2,3)}X_2^{(1,2,3)}X_3^{(1,2,3)} + 3X_1^{(1,2,3)}X_2^{(1,2,3)}X_3^{(1,2,3)} + 2X_1^{(1,2,3)}X_2^{(1,2,3)}X_3^{(1,2,3)}) \]  

(4.76)

and the elements \( \{ C_{1223}^{(1,1)}, C_{2313}^{(1,1)}, C_{1321}^{(1,1)} \} \) as in (3.9)–(3.11). Also in this case, they are not independent, since the following relation involving central elements holds:

\[ (X_1^{(1)} + X_1^{(3)})C_{1223}^{(1,1)} = (X_1^{(1)} + X_1^{(2)})C_{2313}^{(1,1)} = (X_1^{(2)} + X_1^{(3)})C_{1321}^{(1,1)}. \]  

(4.78)

By taking commutators between these elements we get:

\[ [C_{1223}^{(1,1)}, C_{2313}^{(1,1)}] = [C_{2313}^{(1,1)}, C_{1321}^{(1,1)}] = [C_{1321}^{(1,1)}, C_{1223}^{(1,1)}] = 0. \]  

(4.79)

In this case, to reach closure, we need to consider higher order nested commutators. In particular, we have to introduce the new elements:

\[ C_{121223}^{(1,1,1)} := [C_{12}^{(1)}, [C_{12}^{(1)}, C_{23}^{(1)}]], \quad C_{231223}^{(1,1,1)} := [C_{23}^{(1)}, [C_{12}^{(1)}, C_{23}^{(1)}]], \quad C_{131223}^{(1,1,1)} := [C_{13}^{(1)}, [C_{12}^{(1)}, C_{23}^{(1)}]] \]  

(4.80)

\[ C_{122313}^{(1,1,1)} := [C_{12}^{(1)}, [C_{12}^{(1)}, C_{13}^{(1)}]], \quad C_{232313}^{(1,1,1)} := [C_{23}^{(1)}, [C_{23}^{(1)}, C_{13}^{(1)}]], \quad C_{132313}^{(1,1,1)} := [C_{13}^{(1)}, [C_{23}^{(1)}, C_{13}^{(1)}]] \]  

(4.81)

\[ C_{121323}^{(1,1,1)} := [C_{12}^{(1)}, [C_{13}^{(1)}, C_{12}^{(1)}]], \quad C_{231323}^{(1,1,1)} := [C_{23}^{(1)}, [C_{13}^{(1)}, C_{12}^{(1)}]], \quad C_{131323}^{(1,1,1)} := [C_{13}^{(1)}, [C_{13}^{(1)}, C_{12}^{(1)}]]. \]  

(4.82)

Because of (4.78) we can restrict the analysis to the subset (4.80). The three elements are not independent. In fact, the following relation involving central elements holds:

\[ \begin{align*}
(X_1^{(1)} + X_1^{(3)})C_{121223}^{(1,1,1)} + (X_1^{(1)} + X_1^{(2)})C_{231223}^{(1,1,1)} + (X_1^{(2)} + X_1^{(3)})C_{131223}^{(1,1,1)} &= 0, \\
(X_1^{(1)} + X_1^{(2)})C_{122313}^{(1,1,1)} + (X_1^{(2)} + X_1^{(3)})C_{232313}^{(1,1,1)} &= 0. 
\end{align*} \]  

(4.83)

Also, besides the fact that these three elements commute each other, i.e.:

\[ [C_{121223}^{(1,1,1)}, C_{231223}^{(1,1,1)}] = [C_{231223}^{(1,1,1)}, C_{131223}^{(1,1,1)}] = [C_{131223}^{(1,1,1)}, C_{121223}^{(1,1,1)}] = 0, \]  

(4.84)

the following commutation relations are also satisfied:

\[ [C_{\alpha_1\alpha_2}^{(1,1,1)}, C_{\alpha_3\alpha_4\alpha_5\alpha_6\alpha_7}^{(1,1,1)}] = 0, \quad [C_{\alpha_1\alpha_2\alpha_3\alpha_4}^{(1,1,1)}, C_{\alpha_5\alpha_6\alpha_7\alpha_8\alpha_9}^{(1,1,1)}] = 0. \]  

(4.85)

In this case, what we get is again an abelian structure, like for the five dimensional nilpotent Lie algebra \( \mathfrak{g}_{5,5} \), but now obtained in terms of higher order nested commutators.

### 5. Solvable Lie algebras

This section 5 is devoted to the analysis of some representatives of solvable Lie algebras. We recall that a Lie algebra is called solvable if the derived series terminates [58], i.e. if there exists \( k \in \mathbb{N} \) such that \( g^{(k)} = 0 \), where the derived series \( g = g^{(0)} \supseteq g^{(1)} \supseteq g^{(2)} \supseteq \cdots \) is defined recursively: \( g^{(k)} = [g^{(k-1)}, g^{(k-1)}] \).
5.1. The solvable Lie algebra \( s_{6,160} \)

Let us consider the six-dimensional Lie algebra \( s_{6,160} \) in the basis generators \( X_i \equiv \{X_1, X_2, X_3, X_4, X_5, X_6\} \) with commutation table:

|   | \( X_1 \) | \( X_2 \) | \( X_3 \) | \( X_4 \) | \( X_5 \) | \( X_6 \) |
|---|---|---|---|---|---|---|
| \( X_1 \) | 0 | 0 | 0 | 0 | 0 | 0 |
| \( X_2 \) | 0 | 0 | 0 | \( X_5 \) | 0 | 0 |
| \( X_3 \) | 0 | 0 | 0 | 0 | \( X_1 \) | \( -X_3 \) |
| \( X_4 \) | \( -X_1 \) | 0 | 0 | 0 | \( -X_2 \) | 0 |
| \( X_5 \) | 0 | \( -X_1 \) | 0 | 0 | \( -X_5 \) | 0 |
| \( X_6 \) | 0 | \( X_3 \) | \( X_2 \) | \( -X_5 \) | 0 | 0 |

In this case \( N(g) = N_0(g) = 6 - 4 = 2 \) and \( X_1 \) is central. To obtain the non-linear Casimir element we need to find the polynomial solution \( F_i(x_1, x_2, x_3, x_4, x_5, x_6) \) of the following system of PDEs:

\[
\begin{align*}
\dot{X}_1 F &= x_4 F_{x_4} = 0 \\
\dot{X}_2 F &= x_1 F_{x_4} - x_2 F_{x_6} = 0 \\
\dot{X}_3 F &= -x_1 F_{x_3} + x_2 F_{x_5} = 0 \\
\dot{X}_4 F &= -x_1 F_{x_2} - x_2 F_{x_6} = 0 \\
\dot{X}_5 F &= -x_1 F_{x_5} + x_3 F_{x_6} = 0 \\
\dot{X}_6 F &= x_3 F_{x_3} + x_2 F_{x_4} - x_5 F_{x_6} = 0,
\end{align*}
\]

which is given by [58]:

\[
F_i(x_1, x_2, x_3, x_4, x_5, x_6) = 2 x_1 x_6 + 2 x_3 x_5 - x_2^2.
\]  

(5.2)

After symmetrization and reordering we obtain, discarding a term in \( X_1 \) (which is central), the following quadratic element in the enveloping algebra \( U(s_{6,160}) \):

\[
C(X_1, X_2, X_3, X_4, X_5, X_6) = 2 X_1 X_6 + 2 X_3 X_5 - X_2^2.
\]  

(5.3)

Let us consider again three copies of the same Lie algebra, with generators \( \{X_i^{[\alpha]}\} \) with \( i = 1, 2, 3, 4, 5, 6 \) and \( \alpha = 1, 2, 3 \), respectively. From the above generators, we introduce the Casimir invariants:

\[
\begin{align*}
C^{(1)}_{\alpha} &= 2X_1^{[\alpha]}X_6^{[\alpha]} + 2X_3^{[\alpha]}X_5^{[\alpha]} - (X_2^{[\alpha]})^2 \\
C^{(1)}_{\alpha\beta} &= 2X_1^{[\alpha\beta]}X_6^{[\alpha\beta]} + 2X_3^{[\alpha\beta]}X_5^{[\alpha\beta]} - (X_2^{[\alpha\beta]})^2 \\
C^{(1)}_{123} &= 2X_1^{[1,2,3]}X_6^{[1,2,3]} + 2X_3^{[1,2,3]}X_5^{[1,2,3]} - (X_2^{[1,2,3]})^2.
\end{align*}
\]  

(5.4)  

(5.5)  

(5.6)

Also in this case, the relation (3.5) holds for these quadratic elements.

The only non-zero commutation relations among the above elements are the ones among the two indices generators, and we use them to introduce the new generators: \( \{C^{(1)}_{1223}, C^{(1)}_{213}, C^{(1)}_{132}\} \) as in (3.9)–(3.11). Once again, they turn out to be not independent and, as a result, we are led to define the new element:

\[
C^{(1)}_{12223} := [C^{(1)}_{12}, C^{(1)}_{23}] = [C^{(1)}_{23}, C^{(1)}_{13}] = [C^{(1)}_{13}, C^{(1)}_{12}].
\]  

(5.7)
Moreover, by considering higher order nested commutators we can then introduce the three elements:

\[ C_{121223}^{(1,1,1)} = [C_{12}^{(1)}, [C_{12}^{(1)}, C_{23}^{(1)}]], \quad C_{231223}^{(1,1,1)} = [C_{23}^{(1)}, [C_{12}^{(1)}, C_{23}^{(1)}]], \quad C_{131223}^{(1,1,1)} = [C_{13}^{(1)}, [C_{12}^{(1)}, C_{23}^{(1)}]]. \]  

(5.8)

These elements are not independent, as the following linear relation holds:

\[ C_{121223}^{(1,1,1)} + C_{231223}^{(1,1,1)} + C_{131223}^{(1,1,1)} = 0. \]  

(5.9)

In this case, by direct computations, we obtain that the three (dependent) elements (5.9), together with lower-order ones, satisfy the following commutation relations involving the central elements \( X_i^{[\alpha]} (\alpha = 1, 2, 3) \):

\[ [C_{121223}^{(1,1,1)}, C_{231223}^{(1,1,1)}] = [C_{231223}^{(1,1,1)}, C_{131223}^{(1,1,1)}] = [C_{131223}^{(1,1,1)}, C_{121223}^{(1,1,1)}] \]

\[ = 64 X_1^{[1]} X_1^{[2]} X_1^{[3]} (X_1^{[1]} + X_1^{[2]} + X_1^{[3]}) C_{1223}^{(1,1,1)}. \]

(5.10)

\[ [C_{12}^{(1)}, C_{121223}^{(1,1,1)}] = 4 \left( X_1^{[1]} + X_1^{[2]} \right)^2 C_{1223}^{(1,1,1)}. \]

(5.11)

\[ [C_{23}^{(1)}, C_{121223}^{(1,1,1)}] = 4 \left( X_1^{[2]} - X_1^{[3]} \right) X_1^{[3]} (X_1^{[2]} + X_1^{[3]}) C_{1223}^{(1,1,1)}. \]

(5.12)

\[ [C_{13}^{(1)}, C_{121223}^{(1,1,1)}] = 4 \left( X_1^{[3]} - X_1^{[2]} \right) X_1^{[2]} (X_1^{[3]} + X_1^{[2]}) C_{1223}^{(1,1,1)}. \]

(5.13)

\[ [C_{12}^{(1)}, C_{231223}^{(1,1,1)}] = 4 \left( X_1^{[2]} - X_1^{[3]} \right) X_1^{[3]} (X_1^{[2]} + X_1^{[3]}) C_{1223}^{(1,1,1)}. \]

(5.14)

\[ [C_{23}^{(1)}, C_{231223}^{(1,1,1)}] = 4 \left( X_1^{[3]} - X_1^{[2]} \right)^2 C_{1223}^{(1,1,1)}. \]

(5.15)

\[ [C_{13}^{(1)}, C_{231223}^{(1,1,1)}] = 4 \left( X_1^{[2]} - X_1^{[3]} \right)^2 X_1^{[3]} (X_1^{[2]} + X_1^{[3]}) C_{1223}^{(1,1,1)}. \]

(5.16)

\[ [C_{12}^{(1)}, C_{131223}^{(1,1,1)}] = 4 \left( X_1^{[3]} - X_1^{[2]} \right) X_1^{[2]} (X_1^{[3]} + X_1^{[2]}) C_{1223}^{(1,1,1)}. \]

(5.17)

\[ [C_{23}^{(1)}, C_{131223}^{(1,1,1)}] = 4 \left( X_1^{[3]} - X_1^{[2]} \right)^2 X_1^{[2]} (X_1^{[3]} + X_1^{[2]}) C_{1223}^{(1,1,1)}. \]

(5.18)

\[ [C_{13}^{(1)}, C_{131223}^{(1,1,1)}] = 4 \left( X_1^{[3]} - X_1^{[2]} \right)^2 (X_1^{[3]} + X_1^{[2]}) C_{1223}^{(1,1,1)}. \]

(5.19)

\[ [C_{12}^{(1)}, C_{121223}^{(1,1,1)}] = 4 \left( X_1^{[2]} - X_1^{[3]} \right) X_1^{[3]} (X_1^{[2]} + X_1^{[3]}) C_{131223}^{(1,1,1)} + 4 \left( X_1^{[3]} - X_1^{[2]} \right) X_1^{[2]} (X_1^{[3]} + X_1^{[2]}) C_{131223}^{(1,1,1)}. \]

(5.20)

\[ [C_{23}^{(1)}, C_{231223}^{(1,1,1)}] = 4 \left( X_1^{[3]} - X_1^{[2]} \right) X_1^{[2]} (X_1^{[3]} + X_1^{[2]}) C_{131223}^{(1,1,1)} + 4 \left( X_1^{[3]} - X_1^{[2]} \right) X_1^{[2]} (X_1^{[3]} + X_1^{[2]}) C_{131223}^{(1,1,1)}. \]

(5.21)

\[ [C_{13}^{(1)}, C_{131223}^{(1,1,1)}] = 4 \left( X_1^{[2]} - X_1^{[3]} \right) X_1^{[3]} (X_1^{[2]} + X_1^{[3]}) C_{131223}^{(1,1,1)} + 4 \left( X_1^{[2]} - X_1^{[3]} \right) X_1^{[3]} (X_1^{[2]} + X_1^{[3]}) C_{131223}^{(1,1,1)}. \]

(5.22)
with the additional constraints arising as a consequence of (5.9):

\[
\begin{align*}
[C_{12}^{(1)}, C_{121223}^{(1,1,1)}] &+ [C_{12}^{(1)}, C_{231223}^{(1,1,1)}] + [C_{12}^{(1)}, C_{131223}^{(1,1,1)}] = 0 \quad (5.23) \\
[C_{23}^{(1)}, C_{121223}^{(1,1,1)}] &+ [C_{23}^{(1)}, C_{231223}^{(1,1,1)}] + [C_{23}^{(1)}, C_{131223}^{(1,1,1)}] = 0 \quad (5.24) \\
[C_{13}^{(1)}, C_{121223}^{(1,1,1)}] &+ [C_{13}^{(1)}, C_{231223}^{(1,1,1)}] + [C_{13}^{(1)}, C_{131223}^{(1,1,1)}] = 0 \quad (5.25) \\
[C_{1223}^{(1)}, C_{121223}^{(1,1,1)}] &+ [C_{1223}^{(1)}, C_{231223}^{(1,1,1)}] + [C_{1223}^{(1)}, C_{131223}^{(1,1,1)}] = 0. \quad (5.26)
\end{align*}
\]

**Remark 7.** Because of the linear relation (5.9) we might restrict to the commutation relations involving a subset of the two nested commutators composed by two linearly independent elements. In that case, our algebra generators could be taken as:

\[
\{C_{12}^{(1)}, C_{23}^{(1)}, C_{13}^{(1)}\} \cup \{C_{1223}^{(1,1,1)}, C_{231223}^{(1,1,1)}\} \cup \{C_{121223}^{(1,1,1)}, C_{231223}^{(1,1,1)}\}, \quad (5.27)
\]

together with the central elements:

\[
\{X_1^{[1]}, X_2^{[2]}, X_3^{[3]}\} \cup \{C_{12}^{(1)}, C_{23}^{(1)}, C_{13}^{(1)}\} \cup \{C_{1223}^{(1,1,1)}\}, \quad (5.28)
\]
taking into account also the usual linear relation among intermediate Casimir invariants (3.5).

### 5.2. The solvable Lie algebra \(s_{6,183}\)

Let us consider the six-dimensional Lie algebra \(s_{6,183}\) with basis generators \(X_i \equiv \{X_1, X_2, X_3, X_4, X_5, X_6\}\) and commutation table:

|        | \(X_1\) | \(X_2\) | \(X_3\) | \(X_4\) | \(X_5\) | \(X_6\) |
|--------|---------|---------|---------|---------|---------|---------|
| \(X_1\) | 0       | 0       | 0       | 0       | 0       | 0       |
| \(X_2\) | 0       | 0       | 0       | 0       | \(X_1\) | \(X_2\) |
| \(X_3\) | 0       | 0       | 0       | \(X_1\) | 0       | \(-2X_3\) |
| \(X_4\) | 0       | 0       | \(-X_1\) | 0       | \(X_2\) | 2\(X_4\) |
| \(X_5\) | 0       | \(-X_1\) | 0       | \(-X_2\) | 0       | \(-X_3\) |
| \(X_6\) | 0       | \(-X_2\) | 2\(X_3\) | \(-2X_4\) | \(X_5\) | 0       |

In this case \(N(g) = N_p(g) = 6 - 4 = 2\) and \(X_1\) is central. To obtain the cubic Casimir element we need to find the polynomial solution \(F_1(x_1, x_2, x_3, x_4, x_5, x_6)\) of the following system of PDEs:

\[
\begin{align*}
\dot{X}_1 F &= x_1 F_{x_5} + x_2 F_{x_6} = 0 \\
\dot{X}_2 F &= x_1 F_{x_4} - 2x_3 F_{x_6} = 0 \\
\dot{X}_3 F &= -x_1 F_{x_3} + x_2 F_{x_5} + 2 x_4 F_{x_6} = 0 \\
\dot{X}_4 F &= -x_1 F_{x_2} - x_2 F_{x_4} - x_5 F_{x_6} = 0 \\
\dot{X}_5 F &= -x_2 F_{x_1} + 2x_3 F_{x_3} - 2x_4 F_{x_4} + x_5 F_{x_5} = 0.
\end{align*}
\]
It turns out to be \[58\]:

\[
F_1(x_1, x_2, x_3, x_4, x_5, x_6) = x_1^2 x_6 + 2x_1 x_3 x_4 - x_1 x_2 x_5 - x_2^2 x_3.
\] (5.30)

After symmetrization, reordering the obtained terms and discarding a term proportional to \(X_5^2\) we get the following cubic element in the enveloping algebra \(U(\mathfrak{s}\mathfrak{e}_6, \mathfrak{f}_4)\):

\[
C(X_1, X_2, X_3, X_4, X_5, X_6) = x_1^2 x_6 + 2x_1 x_3 x_4 - x_1 x_2 x_5 - x_2^2 x_3.
\]

Let us consider now three copies of the same solvable Lie algebra with generators \(\{X_i^{[\alpha\beta]}\}\), \(i = 1, 2, 3, 4, 5, 6\) and \(\alpha = 1, 2, 3\) respectively. Consider then the new elements:

\[
C_\alpha = \left(x_1^{[\alpha]}\right)^2 x_6^{[\alpha]} + 2x_1^{[\alpha]} x_2^{[\alpha]} x_4^{[\alpha]} - x_1^{[\alpha]} x_2^{[\alpha]} x_3^{[\alpha]} - \left(x_2^{[\alpha]}\right)^2 x_3^{[\alpha]},
\] (5.31)

\[
C_{\alpha\beta} = \left(x_1^{[\alpha,\beta]}\right)^2 x_6^{[\alpha,\beta]} + 2x_1^{[\alpha,\beta]} x_2^{[\alpha,\beta]} x_4^{[\alpha,\beta]} - x_1^{[\alpha,\beta]} x_2^{[\alpha,\beta]} x_5^{[\alpha,\beta]} - \left(x_2^{[\alpha,\beta]}\right)^2 x_5^{[\alpha,\beta]},
\] (5.32)

\[
C_{123} = \left(x_1^{[1,2,3]}\right)^2 x_6^{[1,2,3]} + 2x_1^{[1,2,3]} x_2^{[1,2,3]} x_3^{[1,2,3]} - x_1^{[1,2,3]} x_2^{[1,2,3]} x_4^{[1,2,3]} - \left(x_2^{[1,2,3]}\right)^2 x_4^{[1,2,3]}.
\] (5.33)

Again, the only non-zero commutation relations among the elements of the set of these polynomial Casimir invariants are the ones involving the two indices generators, and we use them to introduce the new generators \(\{C_{123}^{(1,1,1)}, C_{213}^{(1,1,1)}, C_{132}^{(1,1,1)}\}\) as in (3.9)–(3.11). Then, by considering higher order nested commutators we can introduce the additional elements:

\[
C_{123}^{(1,1,1)} = [C_{12}^{(1)}, [C_{12}^{(1)}, C_{23}^{(1)}]], \quad C_{231}^{(1,1,1)} = [C_{23}^{(1)}, [C_{12}^{(1)}, C_{23}^{(1)}]], \quad C_{132}^{(1,1,1)} = [C_{12}^{(1)}, [C_{12}^{(1)}, C_{23}^{(1)}]]
\] (5.34)

\[
C_{213}^{(1,1,1)} = [C_{12}^{(1)}, [C_{23}^{(1)}, C_{13}^{(1)}]], \quad C_{231}^{(1,1,1)} = [C_{23}^{(1)}, [C_{23}^{(1)}, C_{13}^{(1)}]], \quad C_{132}^{(1,1,1)} = [C_{12}^{(1)}, [C_{12}^{(1)}, C_{13}^{(1)}]]
\] (5.35)

\[
C_{123}^{(1,1,1)} = [C_{12}^{(1)}, [C_{13}^{(1)}, C_{12}^{(1)}]], \quad C_{231}^{(1,1,1)} = [C_{23}^{(1)}, [C_{13}^{(1)}, C_{12}^{(1)}]], \quad C_{132}^{(1,1,1)} = [C_{13}^{(1)}, [C_{13}^{(1)}, C_{12}^{(1)}]].
\] (5.36)

Together with the relation \(C_{123}^{(1,1,1)} + C_{231}^{(1,1,1)} + C_{132}^{(1,1,1)} = 0\), there exist linear relations involving central elements among these nested commutators, i.e.:
In particular, we realized that the obtained relations can be presented formally as:

\[ (X_1^{[1]} + X_3^{[3]})^2 (X_1^{[2]} + X_3^{[3]}) C_{121323}^{(1,1,1)} + (X_1^{[1]} + X_3^{[3]}) (X_1^{[1]} + X_3^{[3]})\]

\[ \times (X_1^{[1]} + X_3^{[3]}) C_{131223}^{(1,1,1)} = (X_1^{[1]} + X_3^{[3]})^2 (X_1^{[1]} + X_3^{[3]}) C_{131212}^{(1,1,1)}\]

\[ - (X_1^{[1]} + X_3^{[3]}) (X_1^{[2]} + X_3^{[3]}) C_{131223}^{(1,1,1)} = (X_1^{[2]} + X_3^{[3]}) (X_1^{[2]} + X_3^{[3]}) C_{131212}^{(1,1,1)}\]

\[ \times (X_1^{[1]} + X_3^{[3]}) C_{131223}^{(1,1,1)} = (X_1^{[2]} + X_3^{[3]}) (X_1^{[2]} + X_3^{[3]}) C_{131212}^{(1,1,1)}\]

\[ \times (X_1^{[2]} + X_3^{[3]}) C_{131223}^{(1,1,1)} = (X_1^{[2]} + X_3^{[3]}) (X_1^{[2]} + X_3^{[3]}) C_{131212}^{(1,1,1)} = 0. \] (5.37)

\[ (X_1^{[1]} + X_3^{[3]})^2 (X_1^{[1]} + X_3^{[3]}) C_{1223313}^{(1,1,1)} = (X_1^{[2]} + X_3^{[3]}) (X_1^{[1]} + X_3^{[3]}) C_{131212}^{(1,1,1)}\]

\[ \times (X_1^{[1]} + X_3^{[3]}) C_{131223}^{(1,1,1)} = (X_1^{[2]} + X_3^{[3]}) (X_1^{[2]} + X_3^{[3]}) C_{131212}^{(1,1,1)}\]

\[ - 2 (X_1^{[1]} + X_3^{[3]}) (X_1^{[2]} + X_3^{[3]}) (X_1^{[1]} + X_3^{[3]}) C_{131212}^{(1,1,1)} = (X_1^{[1]} + X_3^{[3]})^2 C_{131212}^{(1,1,1)}\]

\[ \times (X_1^{[2]} + X_3^{[3]}) C_{131212}^{(1,1,1)} = (X_1^{[2]} + X_3^{[3]}) (X_1^{[2]} + X_3^{[3]}) C_{131212}^{(1,1,1)} = 0. \] (5.38)

In this case, closure among higher order nested commutators is more involved but still can be obtained.

In order to describe how closure is reached in this case, we proceed formally by introducing the following sets of generators:

\[ \mathcal{N}_0 := \{ C_{12}^{(1)}, C_{23}^{(1)}, C_{13}^{(1)} \}, \quad \mathcal{N}_1 := \{ [\mathcal{N}_0, \mathcal{N}_0] \}, \quad \mathcal{N}_2 := \{ [\mathcal{N}_0, \mathcal{N}_1] \}, \ldots, \quad \mathcal{N}_{k^*} := \{ [\mathcal{N}_0, \mathcal{N}_{k^*-1}] \} \] (5.39)

where \( k^* \) is obtained by computing all possible commutation relations among the defining generators in the sets until closure is achieved. Here, we indicated generators formally, and with the sets we mean that we have to consider all nested commutation relations in a given set. For example, the set \( \mathcal{N}_1 \) has to be understood as a set composed by the three generators \( \{ C_{12}^{(1)}, C_{23}^{(1)}, C_{13}^{(1)} \} \), the set \( \mathcal{N}_2 \) as the one composed by the generators \( \{ 5.34 \} - \{ 5.36 \} \) and so on.

Again, we remark that as soon as a new set of generators is introduced, one has to check for the existence of linear relations (also involving central elements) among them, such as for example \( \{ 5.37 \} \) and \( \{ 5.38 \} \) for the elements in the set \( \mathcal{N}_2 \). Due to the cumbersome expressions we have obtained for formulas related to this Lie algebra, and considering the actual number of elements required to close, we will not be presenting explicitly all relations among all higher order nested commutators, rather we just focus on explaining how higher order nested commutators close among each other.

We have been able to verify computationally that closure is achieved for \( k^* = 4 \), so that it is possible to close all commutation relations in terms of the elements in the set:

\[ \mathcal{N} := \mathcal{N}_0 \cup \mathcal{N}_1 \cup \mathcal{N}_2 \cup \mathcal{N}_3 \cup \mathcal{N}_4. \] (5.40)

In particular, we realized that the obtained relations can be presented formally as:

\[ P_{a,b} (X_1^{[1]}, X_1^{[2]}, X_1^{[3]}) [\mathcal{N}_a, \mathcal{N}_b] = \sum_{c=1}^{4} Q_{a,b} (X_1^{[1]}, X_1^{[2]}, X_1^{[3]}) \mathcal{N}_c \] (5.41)

or, more explicitly:

\[ P_{1,1} (X_1^{[1]}, X_1^{[2]}, X_1^{[3]}) [\mathcal{N}_1, \mathcal{N}_1] = Q_{1,1} (X_1^{[1]}, X_1^{[2]}, X_1^{[3]}) \mathcal{N}_1 + Q_{1,1}^2 (X_1^{[1]}, X_1^{[2]}, X_1^{[3]}) \mathcal{N}_2 \] (5.42)
These commutation relations have to be understood in the following way. On the left-hand side the commutators are computed among all the possible generators in a given set \( \mathcal{N}_i \) and \( \mathcal{N}_j \), \( i, j = 1, 2, 3, 4 \). The right-hand side indicates that those commutation relations among nested commutators can be then re-expressed as linear combinations of terms belonging to the sets \( \mathcal{N}_i \) (\( i = 1, 2, 3, 4 \)) if polynomials involving central elements appear in both sides of the equations as multiplicative factors. As per our convention, the right-hand side has to be understood as a sum of elements in the sets, multiplied by some specific polynomial functions of the central elements. For example, if we focus on the sets \( \mathcal{N}_1 \) and \( \mathcal{N}_2 \), whose cardinality is \( \text{card}(\mathcal{N}_1) = 3 \) and \( \text{card}(\mathcal{N}_2) = 9 \) respectively, and we indicate the elements in \( \mathcal{N}_0 \), whose cardinality is \( \text{card}(\mathcal{N}_0) = 3 \), as:

\[
\mathcal{N}_0^{(1)} := C_{12}^{(1)} \quad \mathcal{N}_0^{(2)} := C_{23}^{(1)} \quad \mathcal{N}_0^{(3)} := C_{13}^{(1)}
\]

then, elements in the first set can be indicated as:

\[
P_{1,2} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) [\mathcal{N}_1, \mathcal{N}_2] = Q_{1,2}^{(1)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_4
\]

\[
P_{1,3} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) [\mathcal{N}_1, \mathcal{N}_3] = Q_{1,3}^{(1)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_4 + Q_{1,3}^{(2)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_2
\]

\[
P_{1,4} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) [\mathcal{N}_1, \mathcal{N}_4] = Q_{1,4}^{(1)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_2 + Q_{1,4}^{(2)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_4
\]

\[
P_{2,2} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) [\mathcal{N}_2, \mathcal{N}_2] = Q_{2,2}^{(1)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_1 + Q_{2,2}^{(2)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_3
\]

\[
P_{2,3} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) [\mathcal{N}_2, \mathcal{N}_3] = Q_{2,3}^{(1)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_2 + Q_{2,3}^{(2)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_4
\]

\[
P_{2,4} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) [\mathcal{N}_2, \mathcal{N}_4] = Q_{2,4}^{(1)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_3 + Q_{2,4}^{(2)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_4
\]

\[
P_{3,2} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) [\mathcal{N}_3, \mathcal{N}_2] = Q_{3,2}^{(1)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_1 + Q_{3,2}^{(2)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_2
\]

\[
P_{3,3} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) [\mathcal{N}_3, \mathcal{N}_3] = Q_{3,3}^{(1)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_1 + Q_{3,3}^{(2)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_2
\]

\[
P_{3,4} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) [\mathcal{N}_3, \mathcal{N}_4] = Q_{3,4}^{(1)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_3 + Q_{3,4}^{(2)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_4
\]

\[
P_{4,4} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) [\mathcal{N}_4, \mathcal{N}_4] = Q_{4,4}^{(1)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_1 + Q_{4,4}^{(2)} \left( x_1^{(1)}, x_1^{(2)}, x_1^{(3)} \right) \mathcal{N}_4
\]
\[ N_i^{(1)} := [X_0^{(1)}, X_0^{(2)}], \quad N_i^{(2)} := [X_0^{(2)}, X_0^{(3)}], \quad N_i^{(3)} := [X_0^{(3)}, X_0^{(1)}] \]  

(5.53)

whereas in the second one as:

\[ N_i^{(i,j)} := [N_0^{(i)}, N_0^{(j)}], \quad i = 1, \ldots, \text{card}(N_0), \quad j = 1, \ldots, \text{card}(N_0). \]  

(5.54)

Notice that in this case \( \text{card}(N_1) = \text{card}(N_0) = 3 \), as there not exist linear relations among elements in the set \( N_1 \). That said, the first relation (5.42) is in fact a formal expression representing a set of relations among elements (5.53) and (5.54) and the commutators:

\[ [N_i^{(i)}, N_i^{(j)}], \quad (i, j = 1, \ldots, \text{card}(N_1)). \]  

(5.55)

To be more specific, the first relation indicates in a formal way that elements (5.55), taken as:

\[ P_{i,1}^{(i,j)} [N_i^{(i)}, N_i^{(j)}], \quad (i, j = 1, \ldots \text{card}(N_1)), \]  

(5.56)

where \( P_{i,1}^{(i,j)} \) at fixed index \( i = i', j = j' \) is a polynomial function of the central elements, can be re-expressed as linear expansions (involving polynomials of the central elements) of the generators appearing in the sets \( N_1 \) and \( N_2 \), i.e.:

\[ \text{card}(N_1) \sum_{k=1}^{\text{card}(N_1)} \left( Q_{1,1}^{(i,j)} \right)^{(k)} N_i^{(k)} + \text{card}(N_0) \text{card}(N_1) \sum_{k=1}^{\text{card}(N_0)} \sum_{l=1}^{\text{card}(N_1)} \left( Q_{1,1}^{(2,i,j)} \right)^{(k,l)} N_2^{(k,l)}. \]  

(5.57)

Thus, (5.42) is in fact a collection of \( \text{card}(N_1) \times \text{card}(N_1) = 9 \) relations of the type\(^4\):

\[ P_{i,1}^{(i,j)} [N_i^{(i)}, N_i^{(j)}] = \sum_{k=1}^{\text{card}(N_1)} \left( Q_{1,1}^{(i,j)} \right)^{(k)} N_i^{(k)} + \sum_{k=1}^{\text{card}(N_0)} \sum_{k=1}^{\text{card}(N_1)} \left( Q_{1,1}^{(2,i,j)} \right)^{(k,l)} N_2^{(k,l)}, \quad (i, j = 1, \ldots, \text{card}(N_1)), \]  

(5.58)

where \( Q_{1,1}^{(i,j)} \) and \( Q_{1,1}^{(2,i,j)} \) at fixed indices \( i = i', j = j' \) might be understood as a vector and a matrix respectively, their components \( \left( Q_{1,1}^{(i,j)} \right)^{(k)} \), \( \left( Q_{1,1}^{(2,i,j)} \right)^{(k,l)} \) being polynomial functions of the central elements \( X_1^{(\alpha)}, \alpha = 1, 2, 3 \). Let us consider an explicit example to clarify these points.

If we take \( i = 1 \) and \( j = 2 \), the relation that we obtain is the following:

\[ P_{1,1}^{(1,2)} [N_1^{(1)}, N_1^{(2)}] = \left( Q_{1,1}^{(1,2)} \right)^{(1)} N_1^{(1)} + \left( Q_{1,1}^{(1,2)} \right)^{(2)} N_1^{(2)} + \left( Q_{1,1}^{(1,2)} \right)^{(3)} N_1^{(3)} + \left( Q_{1,1}^{(2,1,2)} \right)^{(1,1)} N_1^{(1)} + \left( Q_{1,1}^{(2,1,2)} \right)^{(1,2)} N_1^{(2)} \]  

\[ \times N_1^{(3)} + \left( Q_{1,1}^{(2,1,2)} \right)^{(1,3)} N_1^{(1)} + \left( Q_{1,1}^{(2,1,2)} \right)^{(2,1,2)} N_1^{(2)} + \left( Q_{1,1}^{(2,1,2)} \right)^{(3,3)} N_1^{(3)} \]  

(5.59)

with:

\[ P_{1,1}^{(1,2)} (X_1^{(1)}, X_1^{(2)}, X_1^{(3)}) = \left( X_1^{(1)} + X_1^{(2)} \right)^2 \left( X_1^{(1)} + X_1^{(3)} \right)^2, \]  

(5.60)

\(^4\)Clearly, in this case, when \( i = j \) the elements are the same. Thus, the number of relations restricts to \( \text{card}(N_1) \times \text{card}(N_1) - 3 = 6 \), and in turn to the three independent ones (the relations among the elements (5.53)).
This means that the commutator 
\[
\left[ C_1^{(1)}, C_2^{(1)}, C_3^{(1)} \right]
\]
can be re-expressed in terms of the nested commutators 
\[
\left[ C_2^{(2)}, C_3^{(1)}, C_1^{(1)} \right], \left[ C_3^{(1)}, C_1^{(1)}, C_2^{(1)} \right], \left[ C_1^{(1)}, C_2^{(1)}, C_3^{(1)} \right], \left[ C_2^{(1)}, C_3^{(1)}, C_1^{(1)} \right], \left[ C_3^{(1)}, C_1^{(1)}, C_2^{(1)} \right],\]
modulo the appearance of polynomial functions of central elements in both sides of the equation. Another explicit example, for \( i = 1, j = 3 \), is the relation:

\[
P_{1,1}^{(1,3)}[\mathcal{N}_1^{(1)}, \mathcal{N}_1^{(3)}] = (O_{1,1}^{1,2})^{(1)} \mathcal{N}_1^{(1)} + (O_{1,1}^{1,2})^{(2)} \mathcal{N}_1^{(2)} + (O_{1,1}^{1,2})^{(1)}
\times \mathcal{N}_1^{(3)} + (O_{1,1}^{2,3})^{(2,1)} \mathcal{N}_1^{(2)} + (O_{1,1}^{2,3})^{(2,2)}
\times \mathcal{N}_1^{(3)} + (O_{1,1}^{2,3})^{(3,2)} \mathcal{N}_1^{(3)} + (O_{1,1}^{2,3})^{(3,3)} \mathcal{N}_1^{(3)}
\]

with:

\[
P_{1,1}^{(1,3)}[X_1^{(1)}, X_1^{(2)}, X_1^{(3)}] = (X_1^{(1)} + X_1^{(2)})^2 (X_1^{(2)} + X_1^{(3)})^2
\]
\[
\frac{Q^{[1,3]}_{i,3}^{(1)}}{1} = 2\left(x_1^{[1]} + x_2^{[2]}\right)\left(x_1^{[1]} + x_3^{[3]}\right)^2 \left(x_1^{[2]} + x_3^{[3]}\right)^2 \\
\times \left(x_1^{[2]}x_3^{[3]} - x_1^{[1]}\left(x_1^{[1]} + x_2^{[2]} + x_3^{[3]}\right)\right)
\]
(5.70)

\[
\frac{Q^{[1,3]}_{i,3}^{(2)}}{2} = 2\left(x_1^{[1]} + x_2^{[2]}\right)^4 \left(x_1^{[1]} + x_3^{[3]}\right)^2 \left(x_1^{[2]} + x_3^{[3]}\right)^2
\]
(5.71)

\[
\frac{Q^{[1,3]}_{i,3}^{(3)}}{3} = -2\left(x_1^{[1]} + x_2^{[2]}\right)\left(x_1^{[1]} + x_3^{[3]}\right)^2 \left(x_1^{[2]} + x_3^{[3]}\right)^3 \\
\times \left(x_1^{[1]}\left(x_1^{[2]} + x_3^{[3]}\right) + x_2^{[2]}\left(x_1^{[2]} + x_3^{[3]}\right)\right)
\]
(5.72)

and:

\[
\frac{Q^{[1,3]}_{i,3}^{(2-1)}}{-2} = -\left(x_1^{[1]} + x_2^{[2]}\right)^2 \left(x_1^{[1]} + x_3^{[3]}\right)^4
\]
(5.73)

\[
\frac{Q^{[1,3]}_{i,3}^{(2-2)}}{2} = \left(x_1^{[1]} + x_2^{[2]}\right)^3 \left(x_1^{[1]} + x_3^{[3]}\right)^3
\]
(5.74)

\[
\frac{Q^{[1,3]}_{i,3}^{(3-2)}}{3} = \left(x_1^{[1]} + x_2^{[2]}\right)^3 \left(x_1^{[2]} + x_3^{[3]}\right)^3
\]
(5.75)

\[
\frac{Q^{[1,3]}_{i,3}^{(3-3)}}{3} = -\left(x_1^{[1]} + x_2^{[2]}\right)^2 \left(x_1^{[2]} + x_3^{[3]}\right)^4
\]
(5.76)

The same reasoning applies for all other relations involving higher order nested commutators.

To summarize, starting from the set \(\mathcal{N}_0\) composed by intermediate Casimir invariants, closure is achieved as follows:

\[
[\mathcal{N}_0, \mathcal{N}_{i-1}] =: \mathcal{N}_i, \quad i = 1, 2, 3, 4
\]
(5.77)

\[
P_{a,b}\left(x_1^{[1]}, x_2^{[2]}, x_3^{[3]}\right)[\mathcal{N}_a, \mathcal{N}_b] = \sum_{c=1}^{4} Q_{a,b}^c \left(x_1^{[1]}, x_2^{[2]}, x_3^{[3]}\right)[\mathcal{N}_c]
\]
(5.78)

with \(Q_{a,b}^c\) as in (5.42)–(5.51). Finally, we notice that besides the relations (5.77), the additional higher order nested commutators \([\mathcal{N}_0, \mathcal{N}_4]\) have to be considered. It turns out that they are all expressible in terms of lower order ones through the following (formal) relation involving central elements:

\[
P_{04}\left(x_1^{[1]}, x_2^{[2]}, x_3^{[3]}\right)[\mathcal{N}_0, \mathcal{N}_4] = Q_{04}^1 \left(x_1^{[1]}, x_2^{[2]}, x_3^{[3]}\right)[\mathcal{N}_1] \\
+ Q_{04}^3 \left(x_1^{[1]}, x_2^{[2]}, x_3^{[3]}\right)[\mathcal{N}_3].
\]
(5.79)

For example, a relatively simple relation of this type is given by:

\[
[C_{13}^{(1)}, [C_{13}^{(1)}, [C_{13}^{(1)}, [C_{13}^{(1)}, [C_{12}^{(1)}]]]]]] = -4 \left(x_1^{[1]} + x_1^{[3]}\right)^8 [C_{13}^{(1)}, C_{12}^{(1)}] \\
+ 5 \left(x_1^{[1]} + x_1^{[3]}\right)^4 [C_{13}^{(1)}, [C_{13}^{(1)}, [C_{11}^{(1)}, C_{12}^{(1)}]]].
\]
(5.80)
6. Levi decomposable Lie algebras

This final section 6 is devoted to the analysis of some representatives of Levi decomposable Lie algebras. We recall that Levi decomposable Lie algebras are nonsolvable Lie algebras $\mathfrak{g}$ with nonvanishing nilradical $\mathfrak{n}$ (maximal nilpotent ideal of $\mathfrak{g}$) such as $\mathfrak{g} = \mathfrak{p} \ni \mathfrak{r}$, $[\mathfrak{r}, \mathfrak{g}] \subseteq \mathfrak{n} \subseteq \mathfrak{r}$, $[\mathfrak{p}, \mathfrak{p}] = \mathfrak{p}$, where $\mathfrak{p}$ is a semisimple Lie algebra (the Levi factor) and $\mathfrak{r}$ is the radical (maximal solvable ideal of $\mathfrak{g}$) [58].

6.1. The Levi decomposable Lie algebra $\mathfrak{s}I_2 \ni 3\mathfrak{n}_{1,1}$

Let us consider the six-dimensional Levi decomposable Lie algebra $\mathfrak{s}I_2 \ni 3\mathfrak{n}_{1,1}$ with basis generators $X_i \equiv \{X_1, X_2, X_3, X_4, X_5, X_6\}$ and commutation table:

| $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ | $X_6$ |
|-------|-------|-------|-------|-------|-------|
| $X_1$ | 0     | $-2X_3$ | 0     | $2X_4$ | $-X_5$ |
| $X_2$ | $-2X_3$ | 0     | $2X_4$ | $-2X_5$ | 0     |
| $X_3$ | $X_2$ | $-2X_3$ | 0     | $X_5$ | $-2X_6$ |
| $X_4$ | 0     | $2X_4$ | $-X_5$ | 0     | 0     |
| $X_5$ | $-2X_4$ | 0     | $2X_6$ | 0     | 0     |
| $X_6$ | $X_5$ | $-2X_6$ | 0     | 0     | 0     |

In this case $N(\mathfrak{g}) = N_r(\mathfrak{g}) = 6 - 4 = 2$ and to obtain the quadratic Casimir elements we need to find the two independent solutions $F_{1,2}(x_1, x_2, x_3, x_4, x_5, x_6)$ of the following system of PDEs:

\[
\begin{align*}
\dot{X}_1 F &= 2x_1 F_{x_2} - x_2 F_{x_3} + 2x_4 F_{x_5} - x_5 F_{x_6} = 0 \\
\dot{X}_2 F &= -2x_1 F_{x_1} + 2x_3 F_{x_3} - 2x_4 F_{x_4} + 2x_6 F_{x_6} = 0 \\
\dot{X}_3 F &= 0x_2 F_{x_1} - 2x_3 F_{x_2} + x_5 F_{x_4} - 2x_6 F_{x_5} = 0 \\
\dot{X}_4 F &= 2x_4 F_{x_3} - x_5 F_{x_3} = 0 \\
\dot{X}_5 F &= -2x_4 F_{x_1} + 2x_6 F_{x_3} = 0 \\
\dot{X}_6 F &= x_5 F_{x_1} - 2x_6 F_{x_2} = 0.
\end{align*}
\]

(6.1)

The two solutions are given by [58]:

\[
\begin{align*}
F_1(x_1, x_2, x_3, x_4, x_5, x_6) &= 2x_1x_6 + x_2x_5 + 2x_3x_4 \\
F_2(x_1, x_2, x_3, x_4, x_5, x_6) &= x_3^2 + 4x_4x_6.
\end{align*}
\]

(6.2)

After symmetrization and reordering we then obtain the following quadratic elements in $\mathcal{U}(\mathfrak{s}I_2 \ni 3\mathfrak{n}_{1,1})$:

\[
\begin{align*}
C^{(1)}(X_1, X_2, X_3, X_4, X_5, X_6) &= 2X_1X_6 + X_2X_5 + 2X_3X_4 \\
C^{(2)}(X_4, X_5, X_6) &= X_3^2 + 4X_4X_6.
\end{align*}
\]

(6.3)

Let us consider again three copies of the same Lie algebra, with generators $\{X_i^{[\alpha]}\}$, $i = 1, 2, 3, 4, 5, 6$ and $\alpha = 1, 2, 3$ respectively. From the above generators, we introduce the Casimir
invariants:
\[
C^{(1)}_\alpha = 2X^{(\alpha)}_1X^{(\alpha)}_6 + X^{(\alpha)}_2X^{(\alpha)}_5 + 2X^{(\alpha)}_3X^{(\alpha)}_4
\]  
(6.4)
\[
C^{(1)}_{\alpha\beta} = 2X^{(\alpha,\beta)}_1X^{(\alpha,\beta)}_6 + X^{(\alpha,\beta)}_2X^{(\alpha,\beta)}_5 + 2X^{(\alpha,\beta)}_3X^{(\alpha,\beta)}_4
\]  
(6.5)
\[
C^{(1)}_{123} = 2X^{(1,2,3)}_1X^{(1,2,3)}_6 + X^{(1,2,3)}_2X^{(1,2,3)}_5 + 2X^{(1,2,3)}_3X^{(1,2,3)}_4
\]  
(6.6)

and:
\[
C^{(2)}_\alpha = \left(X^{(\alpha)}_5\right)^2 + 4X^{(\alpha)}_4X^{(\alpha)}_6
\]  
(6.7)
\[
C^{(2)}_{\alpha\beta} = \left(X^{(\alpha,\beta)}_5\right)^2 + 4X^{(\alpha,\beta)}_4X^{(\alpha,\beta)}_6
\]  
(6.8)
\[
C^{(2)}_{123} = \left(X^{(1,2,3)}_5\right)^2 + 4X^{(1,2,3)}_4X^{(1,2,3)}_6
\]  
(6.9)

Again, the relations (3.35) hold for both quadratic elements in the two sets \( C^{(\ell)} \). The only non-zero commutation relations among the elements of the set \( C^{(1)} \) are the ones among the two indices generators, and we use them to introduce the elements \( \{C^{(1)}_{123}, C^{(1)}_{1312}, C^{(1)}_{1223}\} \) as reported in (3.9)–(3.11).

Again, they are not independent. In particular, by proceeding as in the previous cases, we get the constraint \( a_3 = -a_1 - a_2 \), which lead us to define the additional element:
\[
C^{(1)}_{123} := [C^{(1)}_{12}, C^{(1)}_{23}] = [C^{(1)}_{23}, C^{(1)}_{13}] = [C^{(1)}_{13}, C^{(1)}_{12}].
\]  
(6.10)

Among the elements of the second set \( C^{(2)} = \{C^{(2)}_1, C^{(2)}_2, C^{(2)}_3, C^{(2)}_{12}, C^{(2)}_{13}, C^{(2)}_{23}\} \) there are no non-zero commutation relations. Among mixed elements from both of the two sets there are non-zero commutation relations, and we use them to introduce the new elements:
\[
C^{(2)}_{123} := [C^{(2)}_{12}, C^{(2)}_{23}] = -C^{(2)}_{2312} C^{(2)}_{123} := [C^{(2)}_{12}, C^{(2)}_{23}] = -C^{(2)}_{2312}
\]  
(6.11)
\[
C^{(2)}_{123} := [C^{(2)}_{12}, C^{(2)}_{13}] = -C^{(2)}_{1321} C^{(2)}_{13} := [C^{(2)}_{13}, C^{(2)}_{12}] = -C^{(2)}_{1321}
\]  
(6.12)
\[
C^{(2)}_{123} := [C^{(2)}_{13}, C^{(2)}_{12}] = -C^{(2)}_{1231} C^{(2)}_{123} := [C^{(2)}_{123}, C^{(2)}_{13}] = -C^{(2)}_{1231}
\]  
(6.13)

These elements turn out to be not independent and, again, lead us to define the additional generator:
\[
C^{(1,2)}_{123} := [C^{(1)}_{12}, C^{(2)}_{23}] = [C^{(1)}_{23}, C^{(2)}_{13}] = [C^{(1)}_{13}, C^{(2)}_{12}] = [C^{(2)}_{12}, C^{(1)}_{23}]
\]  
= [C^{(2)}_{23}, C^{(1)}_{13}] = [C^{(2)}_{13}, C^{(1)}_{12}].
\]  
(6.14)

If we now compute the relations among these elements, besides \( [C^{(1)}_{1223}, C^{(1,2)}_{1223}] = 0 \), we get:
\[
[C^{(1)}_{12}, C^{(1,2)}_{123}] = 2 \left( C^{(1)}_{12}(C^{(2)}_{23} - C^{(2)}_{13}) + (C^{(1)}_{13} - C^{(1)}_{12})C^{(2)}_{12} \right)
\]  
+ 2 \left( (C^{(2)}_{23} - C^{(2)}_{13})(C^{(1)}_{12} - C^{(1)}_{13}) \right)
\]  
+ \left( C^{(2)}_{13} - C^{(2)}_{123}\right)(C^{(2)}_{23} - C^{(2)}_{13})
\]  
(6.15)
a virtual copies related approach has six basis generators. It is the semidirect sum of a Levi factor within our approach. To this aim, let us consider the Levi decomposable polynomial algebras of a Levi decomposable Lie algebra might be used as a tool to construct Lie algebra coalgebrasymmetry in relation to the two-photon Lie–Poisson (co)algebra [69,70].

6.2. The Levi decomposable Lie algebra \( \mathfrak{sl}_2 \oplus \mathfrak{n}_{3,1} \); a virtual copies related approach

The main aim of this brief final section 6.2 is to point out how virtual copies of the Levi factor of a Levi decomposable Lie algebra might be used as a tool to construct virtual copies of polynomial algebras within our approach. To this aim, let us consider the Levi decomposable Lie algebra \( \mathfrak{sl}_2 \oplus \mathfrak{n}_{3,1} \). It is the semidirect sum of a Levi factor \( \mathfrak{sl}_2 \) and a radical given by the Heisenberg algebra \( \mathfrak{n}_{3,1} \). This non-semisimple Lie algebra arises in many physical problems, within our context we mention that has been investigated recently from the point of view of commutants of algebraic Hamiltonians [56]. Here, following [58], we are using a different (relabelled and rescaled) basis. In a classical (Poisson) setting it appears in the framework of coalgebra symmetry in relation to the two-photon Lie–Poisson (co)algebra [69, 70].

The Levi decomposable Lie algebra \( \mathfrak{sl}_2 \oplus \mathfrak{n}_{3,1} \) has six basis generators \( X_i \equiv \{X_1, X_2, X_3, X_4, X_5, X_6 \} \) and commutation table:

The element \( X_4 \) is central, and there is a cubic Casimir invariant [58]:
Let us now define the generators of the radical as:

\[ Y_1 := X_4, \quad Y_2 := X_5, \quad Y_3 := X_6 \]  

and let us consider the following elements in the enveloping algebra \( U(\mathfrak{sl}_2 \cong \mathfrak{n}_{3,1}) \):

\[ X'_1 := Y_1X_1 + Y_2^2/2, \quad X'_2 := Y_1X_2 + Y_2Y_3 - Y_1/2, \quad X'_3 = Y_1X_3 - Y_2^2/2. \]  

These elements, together with \( Y_1 \), define a ‘virtual copy’ of the Levi factor [59]:

\[ [Y_1, X'_1] = 0, \quad [X'_1, X'_2] = Y_1C^i_{ij}X'_i, \]  

where \( C^i_{ij} \) are the structure constants related to the Levi factor \( \mathfrak{sl}_2 \) generated by \( \{X_1, X_2, X_3\} \).

Explicitly:

\[ [Y_1, X'_1] = 0, \quad [X'_1, X'_2] = 2Y_1X'_1, \quad [X'_1, X'_3] = -Y_1X'_2, \quad [X'_2, X'_3] = 2Y_1X'_3. \]  

Once a virtual copy has been constructed, as a result of the method, from the Casimir of the Levi factor:

\[ C_{\mathfrak{sl}_2}(X_1, X_2, X_3) = X_1^2 + 2(X_1X_3 + X_3X_1) = X_2^2 + 4X_1X_3 + 2X_2 \]  

we can obtain the Casimir (6.25) by substituting the generators \( X'_i \) with the ones associated to the virtual copy \( X'_i \), namely:

\[ C(X'_1, X'_2, X'_3; Y_1) := C_{\mathfrak{sl}_2}(X'_1, X'_2, X'_3) = (X'_1)^2 + 2(X'_1X'_3 + X'_3X'_1) = (X'_2)^2 + 4X'_1X'_3 + 2Y_1X'_2. \]  

After expanding this expression and reordering terms, taking into account that \( Y_1 = X_4 \) is central, we get a fourth-order element that can be cast in the form:

\[ C(Y_1X_1 + Y_2^2/2, Y_1X_2 + Y_2Y_3 - Y_1/2, Y_1X_3 - Y_2^2/2; Y_1) = Y_1C(X_1, X_2, X_3, Y_1, Y_2, Y_3) - 3Y_1^2/4, \]  

from which, recalling the definitions (6.26), we can extract the third-order Casimir (6.25).

In this case, since we already know that the construction we used previously for the Levi factor is associated to the Racah algebra \( R(3) \), we want to make advantage of the virtual copy in order to construct an abstract Racah algebra \( R(3) \) working on the enveloping algebra of the
whole Levi decomposable Lie algebra \( \mathfrak{sl}_2 \oplus \mathfrak{n}_{3,1} \). To this aim, taking into account that \( Y_1 \) is central, let us define the new generators:

\[
X''_i := Y_1^{-1}X'_i \quad i = 1, 2, 3
\]

such that:

\[
[Y_1, X''_i] = 0, \quad [X''_i, X''_j] = C''_{ij} X''_k. \tag{6.34}
\]

The associated Casimir is:

\[
C''(X''_1, X''_2, X''_3) = (X''_2)^2 + 2(\mathcal{X}''_4 X''_3 X''_1) = (X''_2)^2 + 4X''_1 X''_3 + 2X''_1. \tag{6.35}
\]

We now apply our construction and introduce the intermediate Casimir invariants \( C''_{10}, C''_{1n_3} \) and \( C''_{123} \) associated to the Lie algebra \( (6.34) \). We know that in terms of these elements the quadratic algebra \( (3.20) - (3.22) \) is obtained. However, because of \( (6.33) \), when we consider the expressions in terms of the generators \( X_i \) we obtain Casimir invariants with rational terms involving the central elements defined on each copy. This could be avoided by defining new polynomial Casimir invariants as we have done for \( n_{5, 5} \). However, we prefer to allow these rational terms involving central elements in the construction. So, what we want to do at this level is to re-express everything in terms of the original generators \( (X_i, Y_i) \) in order to show that it is possible to close a quadratic Racah algebra in terms of higher order polynomials defined in the enveloping algebra of the three copies of the Levi decomposable Lie algebra we are considering. To some extent, since it has been obtained from virtual copies of the Levi factor, this quadratic algebra might be considered as a virtual copy of the quadratic Racah algebra. In terms of three copies of the original generators \( (X_i^{[\alpha]}, Y_i^{[\alpha]}) \) for \( i = 1, 2, 3 \) these elements explicitly read:\(^5\)

\[
C''_{10} = X_2^{[\alpha]} + 4X_1^{[\alpha]}X_2^{[\alpha]} + \left( X_1^{[\alpha]} \right)^2 - 2\left( Y_1^{[\alpha]} \right)^{-1}X_1^{[\alpha]}\left( Y_1^{[\alpha]} \right)^2
+ 2\left( Y_1^{[\alpha]} \right)^{-1}X_2^{[\alpha]}Y_2^{[\alpha]}Y_3^{[\alpha]} + 2\left( Y_1^{[\alpha]} \right)^{-1}X_3^{[\alpha]}\left( Y_3^{[\alpha]} \right)^2; \tag{6.36}
\]

\[
C''_{1i} = 4X_1^{[\alpha]}X_3^{[\alpha]} + 4X_1^{[\alpha]}X_3^{[\beta]} + 4X_1^{[\beta]}X_3^{[\beta]} + \left( X_1^{[\alpha]} \right)^2 + 2X_2^{[\alpha]}X_3^{[\beta]}
+ \left( X_2^{[\beta]} \right)^2 + 4X_3^{[\alpha]}X_1^{[\beta]} - \left( Y_1^{[\beta]} \right)^{-1}X_1^{[\alpha]}\left( Y_1^{[\beta]} \right)^2
- 2\left( Y_1^{[\alpha]} \right)^{-1}X_1^{[\beta]}\left( Y_1^{[\alpha]} \right)^2 - 2\left( Y_1^{[\beta]} \right)^{-1}X_1^{[\alpha]}\left( Y_1^{[\beta]} \right)^2
- 2\left( Y_1^{[\beta]} \right)^{-1}X_1^{[\alpha]}\left( Y_1^{[\alpha]} \right)^2 + 2\left( Y_1^{[\alpha]} \right)^{-1}X_2^{[\alpha]}Y_2^{[\alpha]}Y_3^{[\alpha]}
+ 2\left( Y_1^{[\alpha]} \right)^{-1}X_3^{[\alpha]}Y_2^{[\beta]}Y_3^{[\beta]}
+ 2\left( Y_1^{[\beta]} \right)^{-1}X_1^{[\alpha]}\left( Y_1^{[\beta]} \right)^2 + 2\left( Y_1^{[\beta]} \right)^{-1}X_3^{[\alpha]}\left( Y_1^{[\beta]} \right)^2
+ 2\left( Y_1^{[\alpha]} \right)^{-1}X_3^{[\beta]}\left( Y_1^{[\alpha]} \right)^2 - 2\left( Y_1^{[\beta]} \right)^{-1}X_3^{[\alpha]}\left( Y_1^{[\beta]} \right)^2
+ 2\left( Y_1^{[\beta]} \right)^{-1}X_3^{[\alpha]}\left( Y_1^{[\beta]} \right)^2 - 2\left( Y_1^{[\alpha]} \right)^{-1}X_3^{[\alpha]}\left( Y_1^{[\beta]} \right)^2
+ 2\left( Y_1^{[\alpha]} \right)^{-1}X_3^{[\beta]}\left( Y_1^{[\alpha]} \right)^2 + 2\left( Y_1^{[\beta]} \right)^{-1}X_3^{[\beta]}\left( Y_1^{[\alpha]} \right)^2
+ 2\left( Y_1^{[\alpha]} \right)^{-1}X_3^{[\beta]}\left( Y_1^{[\alpha]} \right)^2 + 2\left( Y_1^{[\beta]} \right)^{-1}X_3^{[\beta]}\left( Y_1^{[\alpha]} \right)^2.
and we omit the expression of $C_{123}''$, which is anyhow related to these through the linear relation:

$$C_{123}'' = C_{12}'' + C_{23}'' + C_{13}'' - C_{1}'' - C_{2}'' - C_{3}''.$$  

These elements satisfy the commutation relations: $[C_{n}''', C_{m}'''] = [C_{n}''', C_{m}'] = [C_{n}''', C_{m}'''] = 0$, $[C_{n}', C_{123}'] = 0$ and $[C_{n}', C_{123}] = 0$. Moreover, once introduced the new generator:

$$C_{123}''' := [C_{12}', C_{23}'] = [C_{13}', C_{13}'] = [C_{13}', C_{12}'],$$  

a direct computation shows that they close in a quadratic Racah algebra $R(3)$:

$$[C_{12}', C_{123}'] = 8(C_{12}' C_{12}' - C_{12}' C_{13}' + (C_{1}' - C_{2}')(C_{3}' - C_{12}'))$$  

$$[C_{23}', C_{123}'] = 8(C_{23}' C_{23}' - C_{23}' C_{12}' + (C_{1}' - C_{2}')(C_{3}' - C_{12}'))$$  

$$[C_{13}', C_{123}'] = 8(C_{13}' C_{13}' - C_{13}' C_{23}' + (C_{1}' - C_{3}')(C_{2}' - C_{12}')),$$

where we have again $[C_{12}', C_{123}'] + [C_{23}', C_{123}'] + [C_{13}', C_{123}'] = 0$. We remark that the Casimir invariants $C''$ have been constructed by considering three copies of the generators $X''$. Each copy has been then re-expressed in terms of its associated copy related to the generators $X'$ and finally, taking into account (6.27), in terms of the original generators $(X_{i}^{(1)}, Y_{i}^{(1)})$, $i = 1, 2, 3$.

7. Conclusion

In this paper we have investigated polynomial algebras obtained from intermediate Casimir invariants of Lie algebras, both simple and non-semisimple, in a purely algebraic setting, i.e. without relying to any realizations. We have proposed a systematic procedure and applied it to a variety of examples such as simple (sl$_5$, so(1, 3)), nilpotent (n$_{5,5}$, n$_{6,1}$, n$_{6,10}$), solvable (so$_{160}$, so$_{183}$) and Levi decomposable (sl$_2 \oplus 3n_1, 3, sl_2 \not\oplus n_3, 3$) Lie algebras. All the examples we have analyzed come from the classification of low dimensional (up to dimension six) indecomposable Lie algebras provided in [58] (and we have followed the notation of this reference).

The algebraic structures we have obtained present very different features, as they vary from abelian algebras (n$_{5,5}$, n$_{6,10}$), algebras closed in terms of central elements on each copy of the initial Lie algebra (n$_{5}$), quadratic algebras (sl$_2$, so(1, 3), sl$_2 \not\oplus 3n_1, 3$) or even more complex structures involving higher order nested commutators (so$_{160}$, so$_{183}$). We have used the nilpotent Lie algebra n$_{5,5}$, for which we have obtained an abelian structure from the intermediate Casimir invariants, as an illustrative example to show how the use of subalgebras can still provide a way to construct non-abelian polynomial algebras. Finally, taking as a guiding example the Levi decomposable Lie algebra sl$_2 \not\oplus n_3, 3$, we have demonstrated how virtual copies of its Levi factor can be used to construct copies of polynomial algebras, in fact, the quadratic Racah algebra $R(3)$ for our specific case.

The construction we have performed is completely abstract. However, once suitable realizations are considered, physical models associated to a given (chosen) algebraic Hamiltonian
can arise. Notice that the search for realizations of Lie algebras is still ongoing and there exist classification results for low dimensional Lie algebras [71]. In the same spirit of [54], to build realizations one could for example rely on the coadjoint representation of $g$, that would in principle provide concrete differential operator realizations to play with at the level of the three copies. In any case, we might think of these algebraic structures as related to concrete physical models from many different perspectives once an algebraic Hamiltonian has been identified. The explicit example we have sketched for the Lie algebra $n_{6,1}$ should at least give an idea of the potential applications. In fact, due to their purely algebraic nature, these results provide a scheme to obtain polynomial algebras underlying classes of Lie algebras which have found large applications both in classical and quantum mechanics.
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