Genomic prediction of hybrid performance: comparison of the efficiency of factorial and tester designs used as training sets in a multiparental connected reciprocal design for maize silage
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Abstract

Key message Calibrating a genomic selection model on a sparse factorial design rather than on tester designs is advantageous for some traits, and equivalent for others.

Abstract In maize breeding, the selection of the candidate inbred lines is based on topcross evaluations using a limited number of testers. Then, a subset of single-crossovers between these selected lines is evaluated to identify the best hybrid combinations. Genomic selection enables the prediction of all possible single-crossovers between candidate lines but raises the question of defining the best training set design. Previous simulation results have shown the potential of using a sparse factorial design instead of tester designs as the training set. To validate this result, a 363 hybrid factorial design was obtained by crossing 90 dent and flint inbred lines from six segregating families. Two tester designs were also obtained by crossing the same inbred lines to two testers of the opposite group. These designs were evaluated for silage in eight environments and used to predict independent performances of a 951 hybrid factorial design. At a same number of hybrids and lines, the factorial design was as efficient as the tester designs, and, for some traits, outperformed them. All available designs were used as both training and validation set to evaluate their efficiency. When the objective was to predict single-crossovers between untested lines, we showed an advantage of increasing the number of lines involved in the training set, by (1) allocating each of them to a different tester for the tester design, or (2) reducing the number of hybrids per line for the factorial design. Our results confirm the potential of sparse factorial designs for genomic hybrid breeding.

Introduction

Maize genetic diversity has been structured into complementary heterotic groups and varieties are mainly single-crosses between two inbred lines issued from different heterotic groups. In Northern Europe, the two main heterotic groups are the flint and the dent groups. The straightforward way to identify the best single-cross hybrids would be to cross all inbred lines from each heterotic group following a complete factorial design. In breeding programs, the number of candidate lines is large and increases every year. This makes it impossible to generate and evaluate all possible single-cross hybrids. The development of Doubled-Haploid (DH) technology reinforces this difficulty due to the fact that it allows the fast production of a large number of fully homozygous inbred lines, compared to the use of selfing generations in a single-seed descent process.

An approach to manage this situation is to preselect lines within each heterotic group in early stages of selection and
to evaluate single-crosses between selected lines of each group in advanced stages of the process. Sprague and Tatum (1942) introduced the partition of the hybrid value into general and specific combining abilities (GCA and SCA). The GCA of a line is defined as the average performance of its progeny in hybrid combinations and the SCA of a hybrid is the deviation from the expected performance based on the GCA of the parental lines. They illustrated the interest of topcross tests in the early breeding stages, (i.e. the evaluation of hybrid progeny obtained by crossing candidates from one group with few individuals from the other) for the preliminary evaluation of inbred lines and of single-cross tests in later stages to identify the best hybrid combinations. Today, in most hybrid breeding programs, variations of this two-step approach are used to improve simultaneously two parental populations in a recurrent reciprocal way. The process is divided into two stages. First, the candidate lines of one heterotic group are crossed to a limited number of individuals, usually inbred lines (one or few lines) from the opposite group which are called “testers”. The topcross hybrid progeny are then evaluated in the field and the best lines of each heterotic group are selected based on their GCA. In the second stage, the selected lines of each group are crossed following an incomplete factorial design and the best hybrid combinations are identified. However, a selection based on a few testers in the early breeding stages does not fully exploit the complementarity between groups, specifically SCA, and can bias the GCA estimation. The GCA of the inbred line is then confounded with the SCA of the topcross hybrids, especially when using only one tester. This two-stage breeding process increases the time required for marketable hybrid development and requires the phenotyping of a large number of lines (at least as many hybrids as lines in each group in the first step).

Since the resources available for phenotyping are limited, a major goal in hybrid selection is the prediction of untested hybrid performance. Until the 1990s, selection was conducted without knowing genes or loci implied in GCA and SCA components. The development of markers enabled the identification of genes or loci implied in quantitative traits variations (QTL detection) and opened the way to performance prediction based on marker information (Lande and Thompson 1990). Several approaches using markers in selection were developed, one of which is genomic selection (GS or genomic prediction) (Meuwissen et al. 2001). Implementation of GS requires the development of a training set (TRS) consisting of individuals both phenotyped and genotyped. The TRS is used to train a prediction model of the value of individuals that have only been genotyped. Among the proposed GS models, one consists in using markers to estimate additive genomic relationships (kinship matrix) between individuals. Then this matrix is used in a mixed model to predict the performance of unphenotyped individuals using the performance of phenotyped ones. An adaptation of this model for the prediction of hybrid values was first proposed by Bernardo (1994). For predicting the GCAs and SCAs of unphenotyped hybrids, he used marker-based distances between parental lines of hybrids and the performance of a related set of single-crosses. Several models adapted to the hybrid framework have been proposed more recently, modeling either the GCA and SCA components or the additive, dominance and epistasis effects (Vitezica et al. 2013, 2017; Varona et al. 2018; González-Díéguez et al. 2021). It has been shown that the prediction accuracy of genomic selection can be affected by various factors such as the trait heritability, the number of markers (Heslot et al. 2012), the statistical model, the training population size (Jannink et al. 2010; Technow et al. 2014; Seye et al. 2020), the relationship between the TRS and the prediction set (Saatchi et al. 2010; Albrecht et al. 2011; Pszczola et al. 2012; Technow et al. 2014; Kadam et al. 2016; Seye et al. 2020). In the particular framework of hybrid prediction, other factors affect prediction accuracies, such as including SCA in prediction models and the optimization of the TRS regarding the number of hybrids phenotyped and the number of parental lines contributing to these hybrids (Technow et al. 2014; Seye et al. 2020).

Studies confirmed the usefulness of genomic selection models to predict single-cross hybrid values in maize (see Kadam and Lorenz 2018 review), but most studies on the prediction of single-cross hybrids addressed only the last step of the selection process, i.e. the identification of the best hybrid combinations produced from crossings among the selected lines. The use of markers and especially the use of GS offers new prospects for improving the hybrid breeding scheme. A promising lead, first proposed by Giraud (2016) and Kadam et al. (2016), would be to replace topcross evaluations at an early stage by genomic predictions calibrated on a sparse factorial design between candidate lines. This would allow the identification of superior single crosses early in the hybrid breeding pipeline by (i) predicting all potential hybrid combinations using GS, (ii) exploiting the complementarity between the two heterotic groups in early stages and (iii) getting rid of the tester bias. This approach requires genotyping candidate lines and producing hybrids by hand-made pollination which is challenging and costly. Therefore, even if this approach is appealing (Kadam et al. 2016, 2021; Giraud et al. 2017a, b; Fritsche-Neto et al. 2018) and its efficiency compared to the tester approach was assessed by simulations (Seye et al. 2020), further investigations and experimental validation are needed. The first experimental study (Fritsche-Neto et al. 2018) that investigated the influence of the mating design to build the TRS in maize breeding showed a clear advantage of a factorial or a diallel over a tester design. But the designs used as TRS had different sizes which might affect conclusions. Recently an
experimental study compared the use of a topcross progeny to the use of randomly paired single-cross progeny as TRS for genomic predictions by cross-validations (Burdo et al. 2021). This study relied on two synthetic populations from Iodent and Stiff Stalk heterotic groups evaluated for grain yield performances.

In the present study, our objective is to further evaluate the interest of using a factorial design instead of a tester design as TRS in early stages of the breeding pipeline. Original factorial and tester experimental designs were produced. In the flint and the dent heterotic group, biparental populations were derived from intercrossing four founder lines. From these segregating lines, two factorial designs differing in their composition (number of lines and number of hybrids per line) were generated as well as two tester designs. All these designs were used as TRS or validation set (VS) to evaluate their potential for training GS models for different prediction objectives. The aim of this study was to (1) assess the efficiency of a sparse factorial TRS to predict new hybrid combinations obtained with a tester or another factorial design, (2) compare the efficiency of factorial versus tester designs of equal size to train GS models, and (3) assess the impact of the composition of the factorial design in terms of the number of hybrids per line on the prediction accuracy.

Materials and methods

Genetic material

This study relies on four different experimental designs (Fig. 1).

The first one, referred to as F-1H was already analyzed in previous studies (Giraud et al. 2017a, b; Seye et al. 2019). It is a factorial design derived from two multiparental populations, each corresponding to one of the major heterotic groups used for silage maize breeding in Northern Europe: the flint and the dent. In each heterotic group, three founder lines were chosen for their agronomical performances for silage production (F373, F03802, F02803 for the flint group and F98902, F1808, F04401 for the dent group) and one for its silage quality (F7088 for the flint group and F7082 for the dent group). Six biparental families were derived from the six F1 hybrids produced by intercrossing the four founder lines of each heterotic group. The dent biparental families were obtained by doubled haploidization and the flint ones were obtained by five to six generations of selfing using a single-seed descend process. A total of 822 flint lines and 801 dent lines were derived and crossed following a sparse factorial design to produce 951 flint-dent single-cross hybrids. Each parental line contributed to one or two hybrids.
(20% of the lines contributed to two hybrids), therefore this design will be referred to as F-1H. The F-1H is balanced between families: 22 to 35 hybrids were produced from each biparental family combination. For more details see Giraud et al. (2017a).

The F-4H and the tester designs were produced from crossing a subset of the parental lines of the F-1H. In each heterotic group, 60 lines were chosen randomly in a balanced manner (10 lines per family) and 30 lines were selected based on genomic predictions obtained in the F-1H for an index combining silage yield, moisture content at harvest and silage quality. This index corresponds to the one used for silage hybrids registration in France (Seye 2019).

Note that in each heterotic group only three families (out of six) were represented in the selected lines. An incomplete factorial design composed of 363 hybrids was produced by crossing randomly (1) the 30 flint selected lines to the 30 dent selected lines to produce 131 hybrids (further called “selected hybrids”) and (2) the 60 random dent lines to the 60 random flint lines leading to 232 hybrids (further called “random hybrids”). In this design each parental line contributed to produce generally four hybrids, therefore it will be referred to as F-4H. Note that the F-1H and the F-4H were issued from the same inbred line populations with the difference being their composition in terms of the number of lines and number of hybrids per line: the number of hybrids per line was higher in the F-4H than in the F-1H. The same 90 dent lines were crossed to two flint testers to produce the 180 hybrids referred to as the T-D design and the 90 flint lines were crossed to two dent testers to produce the 180 hybrids of the T-F design. The testers used were two of the four founder lines from the opposite group (F1808 and F98902 for the dent testers and F373 and F02803 for the flint testers) that were chosen to be genetically distant and with good yield potential.

Field trials

The hybrids were evaluated in eight trials in the North of France and Germany. Hybrids from the F-1H were evaluated in four trials in 2013 and four in 2014, and hybrids from the F-4H and the tester designs were evaluated in three trials in 2016 and five in 2017. Trials were conducted by INRAE and seven private breeding companies (Lidea, Corteva, Maisadour, KWS, RAGT, Limagrain, Syngenta). The field experiments were laid out as augmented partially replicated designs (Williams et al. 2011). In each trial, two types of hybrids were used as controls: two commercial hybrids (LG30.275 and RONALDINO) and 16 founder hybrids that were produced by crossing the founder lines of each heterotic group. In each trial, the controls were evaluated twice, as well as 20% of the experimental hybrids. The F-1H was evaluated in trials composed of 1,088 elementary plots distributed in 68 incomplete blocks. One block was composed of 16 plots, four to five of these were used for replicated genotypes. Among the 2013 and 2014 trials, on average each experimental hybrid was seen in seven trials and was replicated within at least one trial. See Giraud et al. (2017a) for more details on the F-1H. The F-4H and the tester designs were evaluated jointly in the same trials. Each trial was composed of 800 elementary plots laid out in 50 incomplete blocks. Among the 50 blocks, 26 were allocated to factorial hybrids and 24 to tester hybrids (six consecutive blocks per tester). Factorial blocks and tester blocks were grouped to limit potential competition between hybrids due to a design effect. One block was composed of 16 plots, four to five of these were used to replicate genotypes. Among the 2016 and 2017 trials, on average each experimental hybrid was seen in seven trials and was replicated within at least one trial.

Hybrids were evaluated for 11 traits, four agronomical traits: silage yield (DMY in tons of dry matter per ha), dry matter content at harvest (DMC in % of fresh weight), female flowering date (DtSilk in days after January the first) and plant height (PH in cm) and seven silage traits for digestibility: milk fodder unit per kilogram of dry matter (MFU) (Andrieu 1995; Peyrat et al. 2016), cell wall content of the harvested dry matter measured by the neutral detergent fiber content (NDF in % of dry matter), lignin, cellulose and hemicellulose contents in the cell wall NDF evaluated with the Goering and Soest (1970) method (LIGN, CELL and HCELL in % of NDF), cell wall in vitro digestibility of the non-starch and non-soluble carbohydrates part of silage (DINAG in %) and cell wall in vitro digestibility of the non-starch, non-soluble carbohydrates and non-crude protein part of silage (DINAGZ in %). The DINAG and DINAGZ are two digestibility criteria, first proposed by Arglassier et al. (1995). The silage quality traits were predicted using Near-Infrared Reflectance Spectrometry (NIRS) equations on silage powders, or directly in the field at harvest, depending on the practices of each breeding company.

By inspection of raw data and field observations (from field trial visits), outliers were identified and considered as missing data. Then filters were applied, plots with abnormal standing counts (below 80% of the median), with DMC below 25% and above 45% were considered as missing data [NIRS predictions being considered as unreliable for extreme moisture (Baker et al. 1994)]. In total over the different traits, after inspection and filters, the percentage of missing data was equal to 11%.
Variance decomposition on single-plot performances (without marker information)

The individual single plot performance was corrected by the BLUPs of spatial effects predicted using models described in detail in File S1. Variance components were estimated on the single plot performance corrected by spatial effects independently for each design using Model (1.1) for the factorial designs and Model (1.2) for the tester designs.

The model implemented on the factorial designs (F-1H and F-4H) was:

\[
Y_{hk\ell\text{xyz}} = \mu + \lambda_i + (\tau_h + \rho_{\ell h}) \times t_h + (H_{hk\ell}) \times (1 - t_h) + E_{hk\ell\text{xyz}}, \tag{1.1}
\]

where \(Y_{hk\ell\text{xyz}}\) is the phenotypic value of hybrid \(h\) produced by crossing the parental lines \(k\) and \(k'\), evaluated in environment \(l\) (each environment corresponding to the combination of a location and a year of experiment), located at row \(x\), column \(y\) and in block \(z\). \(\mu\) is the intercept, \(\lambda_i\) is the fixed effect of environment \(l\), \(t_h\) distinguishes the type of hybrid, it is set to 0 for the experimental hybrids and set to 1 for the control hybrids (commercial or founder hybrids), \(\tau_h\) is the fixed effect with 18 levels corresponding to the control trial interaction and is decomposed as follows: 

\[
H_{hk\ell} = U_k + U_{k'} + S_{kk'},
\]

where \(U_k\) (respectively \(U_{k'}\)) is the random GCA effect of the flint line \(k\) (respectively dent line \(k'\)). We assume that \(U_k\) and \(U_{k'}\) are independent and identically distributed (iid) and follow a normal distribution: \(U_k \sim N(0, \sigma^2_{GCA})\) respectively \(U_{k'} \sim N(0, \sigma^2_{GCA}')\). \(S_{kk'}\) is the random GCA effect of the interaction between the parental lines \(k\) and \(k'\), with \(S_{kk'} \sim N(0, \sigma^2_{SCA})\) iid with \(\sigma^2_{SCA}\) being the SCA variance. \(H_{hk\ell}\) is the genotype by trial interaction and is decomposed as follows:

\[
H_{hk\ell} = (U\lambda)_{kl} + (U'\lambda)_{k'l} + (S\lambda)_{kkl'},
\]

where \((U\lambda)_{kl}\) and \((U'\lambda)_{k'l}\) are the random effects of the flint GCA effect by trial interaction, respectively dent GCA by trial interaction and \((S\lambda)_{kkl'}\) is the random effect of the SCA by trial interaction. With \((U\lambda)_{kl} \sim N(0, \sigma^2_{GCA \times E})\) iid, \((U'\lambda)_{k'l} \sim N(0, \sigma^2_{GCA' \times E})\) iid and \((S\lambda)_{kkl'} \sim N(0, \sigma^2_{SCA \times E})\) iid. \(\sigma^2_{GCA \times E}\) and \(\sigma^2_{GCA' \times E}\) and \(\sigma^2_{SCA \times E}\) are the flint GCA by trial interaction variance, the dent GCA by trial variance and the SCA by trial interaction variance, respectively. \(E_{hk\ell\text{xyz}}\) is the error term; we assume that the errors follow: \(E_{hk\ell\text{xyz}} \sim N(0, \sigma^2_E)\) and are independent and identically distributed within trial and independent between trials, \(\sigma^2_E\) is the error variance of environment \(l\). The different random effects of the model are assumed to be independent.

The model implemented on the T-F was:

\[
Y_{hkl\text{xyz}} = \mu + \lambda_i + (\tau_h + \rho_{l h}) \times t_h + (Y_{m} + H_{hkm}) + E_{hkl\text{xyz}} \times (1 - t_h) + E_{hk\ell\text{xyz}}, \tag{1.2}
\]

where \(\lambda_i\), \(\tau_h\) and \(\rho_{l h}\) are defined as in Model (1.1). \(Y_{hkl\text{xyz}}\) is the phenotypic value of hybrid \(h\) produced by crossing the dent founder line \(m\) used as tester and the flint parental line \(k\), evaluated in environment \(l\) located at row \(x\), column \(y\) and in block \(z\). \(T_m\) is the fixed effect of line \(m\) used as tester. \(H_{hkm}\) is the random genetic effect of hybrid \(h\) produced by crossing the dent founder line \(m\) used as tester and the flint parental line \(k\) evaluated for its GCA. The genetic value of hybrid \(h, H_{hkm}\), is decomposed as follows:

\[
H_{hkm} = U_k + S_{km},
\]

where \(U_k\) is the random GCA effect of the flint line \(k\) with \(U_k \sim N(0, \sigma^2_{GCA})\) iid and \(S_{km}\) is the random effect of the interaction (SCA) between the flint line \(k\) and the founder dent line \(m\) used as tester, with \(S_{km} \sim N(0, \sigma^2_{SCA})\) iid. \(H_{hk\ell}\) is the genotype by trial interaction, decomposed as follows:

\[
H_{hk\ell} = (U\lambda)_{kl} + (S\lambda)_{kkl'}\text{where} (U\lambda)_{kl} \sim N(0, \sigma^2_{GCA \times E})\i id \text{ and } (S\lambda)_{kkl'} \sim N(0, \sigma^2_{SCA \times E})\i id.
\]
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The percentage of genetic variance due to SCA was estimated (%) and broad-sense heritability was computed as follows:

\[
H^2 = \frac{\sigma^2_H}{\sigma^2_H + \sigma^2_{GCA} + \sigma^2_{SCA}},
\]

where \(\sigma^2_H\) is the hybrid genetic variance. For the factorial designs it is computed as: \(\sigma^2_H = \sigma^2_{GCA} + \sigma^2_{GCA'} + \sigma^2_{SCA}\) and for the T-F (respectively T-D) it corresponds to the \(\sigma^2_{GCA}\) (respectively \(\sigma^2_{GCA'}\)), \(\sigma^2_{SCA}\) is the total genotype by trial vari-
ance decomposed as: $\sigma^2_{HxE} = \sigma^2_{GCA,xE} + \sigma^2_{GCA,xE} + \sigma^2_{SCAxE}$ for the factorial designs and as: $\sigma^2_{HxE} = \sigma^2_{GCA,xE}$ for the T-F (respectively $\sigma^2_{HxE} = \sigma^2_{GCA,xE}$ for the T-D). $\sigma^2_{HRL}$ is the mean residual variance across all trials, $n_{site}$ is the number of trials and $n_{rep}$ is the mean number of within trial replicates across trials.

**Adjusted means**

For each trait and each design, least square-means (ls-means or adjusted means) of the hybrids were computed over trials, using a model considering the hybrid genetic effect as fixed:

$$Y_{het}^* = \mu + \lambda_i + \gamma_h + E_{het}. \quad (2)$$

In this model, experimental hybrids and founder hybrids were considered jointly. $Y_{het}^*$ is the performance corrected by the spatial field effects of repetition $r$ of hybrid $h$ in environment $l$, $\mu$ is the intercept, $\lambda_i$ is the fixed effect of environment $i$, $\gamma_h$ is the fixed genetic effect of hybrid $h$, $E_{het}$ is the error term of environment $l$, with $E_{het} \sim N(0, \sigma^2_{E})$. $\lambda_1$ were considered, and traits were independent between trials. All genomic predictions were performed on the ls-means thus obtained.

**Genotyping and kinship estimation**

The founder lines as well as the parental lines were genotyped for 18,480 SNPs using an Affymetrix® array provided by Limagrain. Markers with more than 20% of missing values within the dent and flint parental lines, markers with more than 5% (10%) of heterozygosity among the dent (flint) parental lines and markers with Minor Allele Frequency (MAF) inferior to 5% were discarded. After quality control, 9,548 SNP polymorphic markers (in at least the flint or dent population) were conserved and mapped on a consensus map (Giraud et al. 2017a).

Kinship matrices for the flint and dent GCA ($K_{GCA}^{f}$ and $K_{GCA}^{d}$) were computed for all parental lines following method 1 from VanRaden (2008). The coefficient of the flint GCA kinship between individuals $i$ and $i'$ was estimated as follows:

$$K_{GCA}^{f}(i,i') = \frac{\sum_{m=1}^{M} (G_{im} - f_m)(G_{i'm} - f_m)}{\sum_{m=1}^{M} f_m(1 - f_m)}, \quad (3)$$

where $G_{im}$ is the genotype of the flint line $i$ at locus $m$ (coded 0, 0.5 and 1) and $f_m$ is the allele frequency of allele “1” at locus $m$ estimated on the whole dataset. The kinship matrix $K_{GCA}^{f}$ was computed similarly. The coefficient of the SCA kinship matrix ($K_{SCA}^{f}$) between two flint-dent hybrids, produced from the crossings of parental lines $i$ to $j$ and parental lines $j'$ to $i'$, was computed as follows (Stuber and Cockerham 1966):

$$K_{SCA}(i,i') = K_{GCA}(i,j') * K_{GCA}(j,i'). \quad (4)$$

**Genomic best linear unbiased prediction (GBLUP) models**

Two GBLUP models were implemented for genomic predictions depending on the design used as TRS (factorial or tester).

The model implemented on the factorial designs (F-1H and F-4H) including SCA effects was:

$$y = 1_n \mu + Z_d g_{GCA} + Z_f g_{GCA} + Z_{df} g_{SCA} + E, \quad (5.1)$$

where $y$ is the vector of ls-means of the $n$ phenotyped hybrids, $1_n$ is a vector of $n$ ones and $\mu$ is the intercept. $g_{GCA}$ (respectively $g_{GCA}^{f}$) is the vector of random GCA effects of the $n_f$ flint parental lines (respectively $n_d$ dent lines), with $g_{GCA} \sim N(0, \sigma^2_{GCA})$ (respectively $g_{GCA}^{f} \sim N(0, \sigma^2_{GCA})$) where $K_{GCA}^{f}$ (respectively $K_{GCA}^{d}$) is the genomic relatedness matrix between the flint lines (respectively dent lines). $\sigma^2_{GCA}$ and $\sigma^2_{GCA}^{f}$ are the flint and dent GCA variances. $g_{SCA}^{f}$ is the vector of SCA random effects of the $n$ hybrids, accounting for the interactions between the flint and dent parental lines, with $g_{SCA}^{f} \sim N(0, K_{SCA}^{f})$ where $K_{SCA}^{f}$ is the SCA kinship matrix of the hybrids (phenotyped or not) and $\sigma^2_{SCA}^{f}$ is the SCA variance. $Z_d$, $Z_f$ and $Z_{df}$ are the corresponding incidence matrices of dimensions $[n \times n_d]$, $[n \times n_f]$, and $[n \times n]$ respectively, that relate the observations to the parental lines and single-cross hybrids considered in the model. $E$ is the vector of error terms, with $E \sim N(0, \sigma^2_{E})$. The different random effects are assumed to be independent. A model without SCA effects was also considered.

The model implemented on the T-F (the same model was adapted and implemented on the T-D) was:

$$y = 1_n \mu + X_0 \delta + Z_d g_{GCA} + Z_f g_{GCA} + Z_{SCM} + E, \quad (5.2)$$

where $y$ is the vector of ls-means of the $n$ phenotyped hybrids, $1_n$ is a vector of $n$ ones and $\mu$ is the intercept. $\delta$ is the vector of fixed effects of the $n_t$ testers. $g_{GCA}$ is the vector of random GCA effects of the $n_f$ flint parental lines, with $g_{GCA} \sim N(0, K_{GCA}^{f})$ where $K_{GCA}^{f}$ is the genomic relatedness matrix between the flint lines and $\sigma^2_{GCA}$ is the flint GCA variance. $g_{SCM}$ is the vector of random effects of the interaction between the flint line and the dent tester, with $g_{SCM} \sim N(0, I_{n_f} \otimes K_{GCA}^{f}\sigma^2_{SCM})$ where $\sigma^2_{SCM}$ is the SCA variance. $X$, $Z_f$ and $Z$ are the corresponding incidence matrices.
of dimensions \([n \times n_t], [n \times n_f],\) and \([n \times n_t n_f]\), respectively. \(E\) is the vector of error terms, with \(E \sim N(0, \sigma^2_E)\). The different random effects are assumed to be independent.

**Predictive ability with different scenarios**

Three objectives were investigated using three different scenarios. In all scenarios, the predictive ability was computed as the correlation between the observed phenotypes (ls-means) and the predicted hybrid values (sum of the predicted GCA and SCA BLUPs, when SCA effect was included in the model).

In scenario 1, the aim was to evaluate the efficiency of using a sparse factorial design mostly composed of one hybrid per line to predict new hybrid combinations evaluated in new environments. In scenario 1a, all 951 hybrids of the F-1H were used as TRS to predict the F-4H, T-F and T-D. In the tester designs, for a given line, two ls-means values were available (one ls-mean per tester). Therefore, the predictive ability was computed as the correlation between the mean of the two ls-means and the predicted GCA BLUP of the same line. Predictive abilities were also computed separately for the selected and the random hybrids to evaluate the quality of prediction among hybrids derived from selected lines. In scenario 1b, we evaluated the impact of the level of relationship between the TRS and the VS on predictions. To vary the level of relationship between the TRS and the VS, we used four different TRS constituted of hybrids sampled within the F-1H to predict the same VS (F-4H) (Fig. 2). Hybrids included in the TRS were sampled to select those issued or not from parental lines contributing to the VS plus others to reach 742 hybrids and to preserve the balance between families in each TRS. The four TRS led us to consider the prediction of: T0 hybrids where none of the VS parental lines contributed to the TRS, T1 hybrids where only one of the VS parental lines contributed to the TRS and T2 hybrids where both VS parental lines contributed to the TRS. Each TRS was sampled 10 times and the mean of the quality of prediction over the 10 repetitions was computed.

![Fig. 2 Definition of the four different TRS and a unique VS used in scenario 1 to assess the impact of the level of relationship between the TRS and the VS. The F-4H composed of 363 hybrids was used as the unique VS and four TRS composed of 742 hybrids were sampled from the F-1H 10 times. The four TRS led to consider four types of prediction: T0 hybrids where none of their parental lines contributed to the TRS, T1C (and T1D) hybrids where only their flint (dent) parental lines contributed to the TRS, and T2 hybrids where both of their parental lines contributed to the TRS. The constraint was to sample hybrids within the red box. For the T2 hybrids, an additional constraint was to include at least one hybrid per line that contributed to the VS (F-4H).](image-url)
The TRS size of 742 was chosen since it corresponded to the maximum number of hybrids that could be sampled for the TO prediction.

In scenario 2, we compared the efficiency of training a GBLUP model with a factorial or a tester design. In scenario 2a, the F-4H (composed of 363 hybrids) or the tester designs (360 hybrids) were used to train respectively models (5.1) or (5.2) to predict the F-1H design (951 hybrids). For each TRS, the predictive ability was computed. In addition, the GCA BLUPs predicted when training on the factorial design were correlated to the ones predicted with each of the tester designs. To compare the similarity of selection between the different approaches (based on phenotypic evaluations (ls-means) or genomic predictions (BLUPs) calibrated on the factorial or the tester designs) the coincidence of selection was computed for each trait. For each pair of approaches, it corresponds to the percentage of common hybrids that would be selected by the two approaches for a given selection rate (%). The coincidences of selection were computed for different selection rates. In scenario 2b, we investigated the impact of the composition of the tester designs by considering designs composed of one or two testers. Different TRS were considered, each composed of 180 hybrids: (1) 180 hybrids produced by crossing 90 lines to one tester in each group (180 lines in total), since there were two testers in each group, there were four possible tester combinations to predict an hybrid, referred to as 1T-180H-180L-A, 1T-180H-180L-B, 1T-180H-180L-C and 1T-180H-180L-D, (2) 180 hybrids produced by crossing 45 lines to one tester and the 45 other lines to the other tester in each group, referred to as 2T-180H-180L, (3) 180 hybrids produced by crossing 45 lines to the first tester and the same 45 lines to the second tester in each group referred to as 2T-180H-90L. To make it comparable 180 hybrids were sampled within the F-4H in a random and balanced manner between families, with the objective of maximizing the number of lines. This led to sample 152 lines (76 dent and 76 flint), and on average one line contributed to 2.4 hybrids. This scenario was called the F-180H-152L. In scenario 2b, TRS were sampled only once.

In scenario 3, the difference of composition of the two factorials was exploit to investigate its impact on predictions. At the same number of hybrids, there are more lines and fewer hybrids per line in the F-1H (1.2 hybrids per line on average) compared to the F-4H (3.5 hybrids per line on average). The F-1H and the F-4H were used in turn as TRS and VS. The two factorial designs were sampled to the same number of hybrids (216 hybrids) but represented a different number of lines (207 dent lines and 209 flint lines for the F-1H and 60 dent lines and 60 flint lines for the F-4H). Sampling was done such that hybrids of the two sets had no common parental lines (only hybrids produced by crossing lines that did not contribute to TRS were predicted), and were balanced between families. For the F-4H, sampling was done only among the random hybrids. 100 samples of 216 hybrids in each factorial design were considered and the mean of the 100 predictive abilities was computed.

To test the significance of the differences between predictive abilities in scenarios 2a and 2b, Williams tests (Williams 1959) were performed (with a risk level $\alpha = 0.05$) using the “r.test” function of the psych R-package (Revelle 2021) for dependent correlations with a common variable. In scenario 2b, since 21 pairwise tests were performed for each trait, a Bonferroni correction (multiple comparison correction) was applied per trait. All models were implemented using the ASReml-R package (version 4) (Butler et al. 2017; R Core Team 2020).

Results

For clarity purpose, results on only four traits (DMY, DMC, DtSilk and MFU) are presented in the following. The results on the 11 studied traits are presented in supplementary materials.

Variance components and broad-sense heritability ($H^2$) at the phenotypic level without marker information

Broad-sense heritabilities ($H^2$) at the design level were high for all traits and all designs (Table 1 and Table S1). For the four main traits, they ranged from 0.79 (MFU) to 0.91 (DMC and DtSilk) for the F-1H, from 0.86 (MFU) to 0.93 (DMC and DtSilk) for the F-4H, from 0.85 (MFU) to 0.89 (DMC) for the T-D and from 0.78 (MFU) to 0.94 (DMC) for the T-F. For a given trait, heritabilities were similar in both factorial designs. Variance decomposition at the phenotypic level without marker information showed large and significant genetic variances for all designs and all traits (Table 1, Table S1). For all traits and all designs, the SCA variance was lower than the sum of the GCA variances. The percentage of genetic variance due to SCA ranged from 10% (MFU) to 20% (DMY) for the F-1H, from 3% (MFU) to 9% (DMY) for the F-4H design, from 11% (DtSilk and MFU) to 21% (DMY) for the T-D and from 13% (DMC) to 20% (DMY) for the T-F.

Variance components obtained using marker information

Variance decomposition on adjusted means using GBLUP models showed large and significant genetic variances for all
Table 1  Broad-sense heritability ($H^2$), percentage of genetic variance assigned to SCA variance (%SCA) and variance components estimated on phenotypic data corrected for the spatial effects for all the designs (F-1H, F-4H, T-F and T-D) without using marker information

| Trait   | Design | $\sigma^2_{GCA}$ a | $\sigma^2_{GCA}$ a | $\sigma^2_{SCA}$ a | $\sigma^2_{GCA \times E}$ a | $\sigma^2_{SCA \times E}$ a | %SCA b | $\sigma^2_E$ a (min–max) c | $H^2$ d |
|---------|--------|-------------------|-------------------|-------------------|-------------------|-------------------|--------|------------------|---------|
| DMY     | F-1H   | 0.72 (0.10) e     | 0.25 (0.10)       | 0.25 (0.11)       | 0.03 (0.06)       | 0.19 (0.06)       | 0.12 (0.09) ns | 20     | 0.70 (0.06)–3.09 (0.17) | 0.84    |
|         | F-4H   | 0.74 (0.14)       | 0.54 (0.11)       | 0.13 (0.03)       | 0.18 (0.03)       | 0.17 (0.03)       | 0.11 (0.05)      | 9      | 0.44 (0.06)–3.15 (0.26) | 0.89    |
|         | T-D    | 0.70 (0.13)       | –                 | 0.17 (0.04)       | 0.03 (0.04) ns f  | –                 | 0.21 (0.06)      | 21     | 0.26 (0.06)–2.22 (0.27) | 0.88    |
|         | T-F    | –                 | 0.52 (0.10)       | 0.14 (0.03)       | –                 | 0.09 (0.03)       | 0.09 (0.05)      | 20     | 0.34 (0.07)–1.42 (0.18) | 0.87    |
| DMC     | F-1H   | 0.84 (0.27)       | 2.25 (0.26)       | 0.55 (0.27)       | 0.33 (0.10)       | 0.30 (0.10)       | 0.20 (0.15) ns   | 15     | 0.71 (0.07)–4.96 (0.28) | 0.91    |
|         | F-4H   | 1.32 (0.24)       | 2.78 (0.46)       | 0.28 (0.05)       | 0.40 (0.06)       | 0.45 (0.06)       | 0.25 (0.09)      | 6      | 0.68 (0.10)–4.15 (0.37) | 0.93    |
|         | T-D    | 1.89 (0.34)       | –                 | 0.32 (0.08)       | 0.56 (0.10)       | –                 | 0.35 (0.12)      | 14     | 0.59 (0.13)–2.63 (0.37) | 0.89    |
|         | T-F    | –                 | 3.00 (0.51)       | 0.44 (0.09)       | –                 | 0.30 (0.07)       | 0.12 (0.10)      | 13     | 0.50 (0.10)–2.35 (0.31) | 0.94    |
| DtSilk  | F-1H   | 1.26 (0.18)       | 0.73 (0.19)       | 0.41 (0.18)       | 0.12 (0.05)       | 0.16 (0.06)       | 0.08 (0.08) ns   | 17     | 0.66 (0.06)–5.57 (0.28) | 0.91    |
|         | F-4H   | 0.76 (0.14)       | 1.55 (0.26)       | 0.14 (0.03)       | 0.15 (0.03)       | 0.20 (0.03)       | 0.09 (0.06) ns   | 6      | 0.69 (0.08)–1.42 (0.14) | 0.93    |
|         | T-D    | 0.63 (0.11)       | –                 | 0.08 (0.03)       | 0.06 (0.03)       | –                 | 0.09 (0.06)      | 11     | 0.37 (0.07)–2.06 (0.25) | 0.86    |
|         | T-F    | –                 | 1.07 (0.19)       | 0.22 (0.05)       | –                 | 0.14 (0.04)       | 0.01 (0.08)      | 17     | 0.51 (0.09)–3.34 (0.39) | 0.90    |
| MFU (×10^2) | F-1H | 2.06 (0.30)       | 1.03 (0.33)       | 0.33 (0.34) ns    | 0.13 (0.23)       | 0.01 (0.24)       | 0.86 (0.39)      | 10     | 3.39 (0.28)–12.36 (0.68) | 0.79    |
|         | F-4H   | 1.74 (0.31)       | 1.67 (0.30)       | 0.10 (0.06) ns    | 0.37 (0.08)       | 0.29 (0.07)       | 0.00 ns          | 3      | 1.29 (0.12)–7.61 (0.60) | 0.86    |
|         | T-D    | 2.23 (0.40)       | –                 | 0.28 (0.10)       | 0.46 (0.12)       | –                 | 0.00            | 11     | 1.04 (0.16)–6.31 (0.74) | 0.85    |
|         | T-F    | –                 | 1.46 (0.27)       | 0.23 (0.09)       | –                 | 0.21 (0.11)       | 0.23 (0.16)      | 14     | 0.46 (0.12)–6.53 (0.77) | 0.78    

a Variance component defined as in Model (1.1) and (1.2). For the tester designs, $\sigma^2_{SCA}$ corresponds to $\sigma^2_{SCA \times E}$.

b Percentage of SCA variance computed as $\frac{\sigma^2_{SCA}}{\sigma^2_{GCA \times E} + \sigma^2_{GCA} + \sigma^2_{SCA}} \times 100$

c Minimum residual variance and maximum residual variance across all environments

d Broad-sense heritability

e Standard error in brackets

f Significance of the variance components assessed by likelihood ratio test with $\chi^2$ mixed distributions ($\alpha=0.05$). Non-significant variance component is indicated by ns
The decompositions of the genetic variance into GCA and SCA components showed that most of the hybrid variation was due to GCA variance. For the four main traits of interest, the percentage of genetic variance due to SCA ranged from 0% (DMC and MFU) to 11% (DMY) for the F-1H, from 0% (DMC) to 7% (UFL) for the F-4H, from 4% (DMC, DtSilk) to 15% (DMY) for the T-D and from 5% (MFU) to 10% (DMY) for the T-F. These values were lower (except for MFU in F-4H) than the ones estimated based on phenotypic data only. Adding SCA effects in the model induced no or minor changes in the genetic variance components, but reduced slightly the residual variance.

### Scenario 1—Using a sparse factorial design (F-1H) to predict new hybrid combinations in new environments

In scenario 1a, the predictive abilities obtained for new hybrid combinations in new environments (F-4H, T-D and T-F) when calibrating on the F-1H were high for all traits

### Table 2

| Trait | Design | \(\sigma^2_{GCA} \) | \(\sigma^2_{GCA} \) | \(\sigma^2_{SCA} \) | \%SCA | \(\sigma^2_{e} \) |
|-------|--------|-----------------|-----------------|-----------------|--------|-----------------|
| DMY   | F-1H   | 0.62 (0.12)c   | 0.48 (0.09)     | 0.13 (0.06)     | 11     | 0.52 (0.06)     |
|       | F-4H   | 0.68 (0.15)    | 1.04 (0.21)     | 0.03 (0.05)     | 2      | 0.31 (0.05)     |
|       | T-D    | 0.47 (0.13)    | –               | 0.08 (0.06)     | 15     | 0.25 (0.05)     |
|       | T-F    | –               | 0.86 (0.17)     | 0.10 (0.05)     | 10     | 0.11 (0.03)     |
| DMC   | F-1H   | 1.41 (0.25)    | 1.79 (0.28)     | 0.00            | 0      | 1.07 (0.08)     |
|       | F-4H   | 2.79 (0.53)    | 4.45 (0.78)     | 0.01 (0.08)     | 0      | 0.62 (0.10)     |
|       | T-D    | 4.27 (0.79)    | –               | 0.19 (0.12)     | 4      | 0.41 (0.09)     |
|       | T-F    | –               | 3.95 (0.76)     | 0.28 (0.18)     | 7      | 0.51 (0.12)     |
| DtSilk| F-1H   | 1.21 (0.21)    | 2.03 (0.29)     | 0.09 (0.06)     | 3      | 0.73 (0.08)     |
|       | F-4H   | 1.67 (0.32)    | 2.65 (0.46)     | 0.11 (0.06)     | 2      | 0.24 (0.05)     |
|       | T-D    | 0.99 (0.23)    | –               | 0.04 (0.04)     | 4      | 0.21 (0.05)     |
|       | T-F    | –               | 2.29 (0.42)     | 0.17 (0.10)     | 7      | 0.24 (0.06)     |
| MFU (× 10^2) | F-1H | 1.14 (0.22) | 1.31 (0.24) | 0.00 | 0 | 1.50 (0.1) |
|       | F-4H | 1.19 (0.27) | 2.17 (0.42) | 0.26 (0.14) | 7 | 0.48 (0.11) |
|       | T-D | 1.38 (0.38) | – | 0.07 (0.10) | 5 | 0.81 (0.14) |
|       | T-F | – | 2.11 (0.44) | 0.12 (0.13) | 5 | 0.55 (0.11) |

*a* For the tester designs, \(\sigma^2_{SCA} \) corresponds to \(\sigma^2_{SCA} \)

*b* Percentage of SCA variance computed for the factorial designs as \(\frac{\sigma^2_{SCA}}{\sigma^2_{GCA} + \sigma^2_{SCA} + \sigma^2_{e}} \times 100\)

*c* Standard error in brackets

### Table 3

| Validation Set | Predicted hybrid value component(s) | Hybrid type in the VS\(^a\) | DMY | DMC | DtSilk | MFU |
|----------------|-------------------------------------|-----------------------------|-----|-----|--------|-----|
| F-4H           | GCA\(_x\) + GCA\(_d\)              | Selected + Random (363)\(^b\) | 0.78 | 0.78 | 0.79   | 0.82|
|                | Selected (127)                      | 0.48                         | 0.80 | 0.69 | 0.73   |
|                | Random (236)                        | 0.67                         | 0.78 | 0.76 | 0.80   |
|                | GCA\(_x\) + GCA\(_d\) + SCA        | Selected + Random (363)\(^b\) | 0.77 | 0.78 | 0.79   | 0.82|
|                | Selected (127)                      | 0.46                         | 0.80 | 0.71 | 0.73   |
|                | Random (236)                        | 0.67                         | 0.78 | 0.77 | 0.80   |
| T-D            | GCA\(_d\)                           | Selected + Random (180)\(^b\) | 0.80 | 0.74 | 0.76   | 0.79|
|                | Selected (60)                       | 0.66                         | 0.76 | 0.69 | 0.73   |
|                | Random (120)                        | 0.71                         | 0.73 | 0.71 | 0.76   |
| T-F            | GCA\(_x\)                           | Selected + Random (180)\(^b\) | 0.69 | 0.84 | 0.84   | 0.79|
|                | Selected (60)                       | 0.68                         | 0.84 | 0.78 | 0.71   |
|                | Random (120)                        | 0.63                         | 0.84 | 0.86 | 0.79   |

\(^a\) Predictive ability was computed for all hybrids (Selected + Random) and also for each hybrid type (Selected and Random) of the VS

\(^b\) Number of hybrids in brackets
Considering a prediction model without SCA, they ranged from 0.78 (DMY) to 0.82 (MFU) when predicting all hybrids (Selected + Random) of the F-4H, from 0.74 (DMC) to 0.80 (DMY) for T-D and from 0.69 (DMY) to 0.84 (DMC and DtSilk) for T-F. When predicting the tester designs, the ability to predict the GCA was higher than the ability to predict the GCA for eight traits out of 11, differences ranged from 0.01 (MFU) to 0.11 (DMY). Considering the SCA in the model did not improve the quality of predictions. Predictive abilities were computed for each hybrid type of the VS (random or selected). They were generally higher for the random hybrids compared to the selected hybrids (hybrids produced from crossing two selected parental lines) for all VS and all traits but DMC for F-4H and T-D and DMY for T-F (Table 3). Differences between the predictions of random and selected hybrids were greater for DMY, DtSilk, NDF, CELL and HCELL.

In scenario 1b, the ability of the F-1H to predict T0, T1 or T2 hybrids was estimated by considering different TRS (Fig. 3). The lowest predictive abilities were obtained when predicting T0 hybrids for the four traits presented (and for seven traits out of 11) and ranged from 0.70 (DMC and DtSilk) to 0.79 (MFU). The highest predictive abilities were obtained when predicting T2 hybrids for all presented traits (and for eight traits out of 11), they ranged between 0.77 (DMY and DMC) and 0.82 (MFU). Predictive abilities obtained for T1 hybrids were on average intermediate compared to the ones obtained for T0 and T2 hybrids. For a given trait, differences in predictive abilities between T0, T1 and T2 hybrids were small especially for DMY (ranging from 0.74 to 0.77) and MFU (ranging from 0.79 to 0.82). On average over the 11 traits, the quality of prediction was
higher for the T1F hybrids than for the T1D hybrids for all traits (except for DINAG), differences ranged from 0.02 (DINAG) to 0.22 (HCELL) between the highest and the lowest quality of prediction. It should be noted that for the T0 predictions, sampling was only performed once which explains the zero-variance.

**Scenario 2—Compare the efficiency of factorial versus tester designs as TRS**

In scenario 2a, we compared the predictive abilities that can be achieved using either the F-4H (363 hybrids) or the tester designs (360 hybrids) as TRS to predict all hybrids of the F-1H (Fig. 4). They ranged from 0.55 (DtSilk) to 0.67 (MFU) for the calibration on the factorial design and from 0.54 (DMY) to 0.65 (DMC and MFU) for the calibration on the tester designs. Calibrating on the F-4H tended to give better predictive abilities than calibrating on the tester designs for eight traits out of 11 and on average over the 11 traits (Table S4), but differences were not significant according to Williams tests (α = 0.05). Including SCA effects in the GBLUP model did not improve the quality of prediction. The GCA BLUPs predicted using the F-4H as TRS were well correlated to the GCA BLUPs predicted using the tester designs as TRS, correlations ranged from 0.85 (GCA_f for DMY) to 0.95 (GCA_f for DMC) (Table 4, Table S5). The coincidence of selection computed for hybrid predictions obtained with the factorial or the tester approaches for a selected rate of 5% was equal to 53% for DMY, 75% for DMC, 56% for DtSilk and 68% for MFU (Fig. S1). This illustrated that at this selection rate, the two approaches did not select the same single-cross hybrids. Interestingly, for DMY, which is the major trait of interest in breeding, for low selection rates (<5%), predictions based on the factorial identified a higher proportion of hybrids that were the top-ranked ones based on their observed performances (Ismeans) (Fig S1). The predictive abilities were also computed for the different types of hybrids constituting the VS: T0 or T1 hybrids. Overall, predictive abilities of T1 hybrids were higher than the ones of T0 hybrids for all traits and all designs (Table 5, Table S6). The differences in predictions between the factorial and tester designs were similar when predicting all, only T1 or T0 hybrids.

At the same number of hybrids (180 hybrids), the impact of the composition of the tester designs used as TRS was investigated in scenario 2b. We compared the predictive abilities obtained using either one or two testers or using a factorial design as TRS to predict all 951 hybrids of the F-1H. Across all presented traits and all TRS, the predictive abilities ranged from 0.48 (DtSilk, 2T-180H-90L) to 0.66 (MFU, 2T-180H-180L) (Fig. 5). When the TRS was composed of one tester per group, the average predictive ability over the four tester combinations (1T-180H-180L-A, 1T-180H-180L-B, 1T-180H-180L-C, 1T-180H-180L-D) ranged from 0.51 (DMY) to 0.64 (DMC). Predictive abilities varied between the four different combinations of testers (A, B, C and D) and the best combination was different depending on the trait. Differences between the lowest and the highest ranged from 0.005 (DMC) to 0.048 (DMY). Qualities of prediction obtained with the 2T-180H-180L were significantly higher than those obtained with the 2T-180H-90L.

---

**Table 4** Correlations between the GCA BLUPs predicted for the F-1H (951 hybrids) using either the F-4H (363 hybrids) or the tester designs (360 hybrids) as TRS in scenario 2a

| BLUPs correlated | DMY | DMC | DtSilk | MFU |
|------------------|-----|-----|--------|-----|
| GCA_f            | 0.85| 0.95| 0.94   | 0.93|
| GCA_d            | 0.90| 0.88| 0.86   | 0.92|

**Table 5** Predictive abilities obtained by training the GS model on the F-4H (363 hybrids) or on the tester designs (360 hybrids) to predict different hybrid types of the F-1H (951 hybrids) in scenario 2a

| TRS          | Validation set | Hybrid typea | Number of hybrids | DMY | DMC | DtSilk | MFU |
|--------------|----------------|--------------|-------------------|-----|-----|--------|-----|
| F-4H (363)²  | T1D            | 106          | 0.61              | 0.72| 0.61| 0.70   |     |
|              | T1F            | 95           | 0.74              | 0.81| 0.72| 0.78   |     |
|              | T0             | 742          | 0.49              | 0.61| 0.50| 0.64   |     |
|              | All            | 951          | 0.56              | 0.64| 0.55| 0.67   |     |
| Tester designs (360) | T1D            | 107          | 0.60              | 0.73| 0.63| 0.68   |     |
|              | T1F            | 95           | 0.75              | 0.78| 0.73| 0.75   |     |
|              | T0             | 741          | 0.49              | 0.62| 0.52| 0.63   |     |
|              | All            | 951          | 0.54              | 0.64| 0.56| 0.65   |     |

a VS hybrids had none of their parental lines in the TRS (T0), only their flint parental line in the TRS (T1F), only their dent parental line in the TRS (T1D)

b Model (5.1) including SCA effects

c Number of hybrids in the TRS
for all presented traits (and for nine traits out of 11 studied traits). On average, the quality of prediction obtained with 2T-180H-180L as TRS was equivalent or significantly higher to the ones obtained with TRS composed of one tester per group (1T-180H-180L-A, B, C, D). At the same number of hybrids, using the F-180H-152L instead of the 2T-180H-90L or the 1T-180H-180L tended to give higher predictive abilities on average over the 11 traits. This advantage was significant for DMY and DMC (between the F-180H-152L and the 2T-180H-90L). Differences were not significant between the F-180H-152L and the 2T-180H-180L (for the 11 traits studied). It should be noted that predictive abilities obtained when calibrating on 180 hybrids (F-180H-152L) were similar or only slightly lower than the ones obtained when using the whole set of 363 hybrids of the F-4H as TRS. Differences ranged from 0 (DMY) to 0.05 (DtSilk) (Figs. 4, 5).

**Fig. 5** Predictive abilities obtained when training the model on different tester design compositions or on a factorial design in scenario 2b. Each tester TRS was composed of 180 hybrids: 180 hybrids produced by crossing 90 lines to one tester in each group (1T-180H-180L-A, 1T-180H-180L-B, 1T-180H-180L-C, 1T-180H-180L-D), 180 hybrids produced by crossing 90 lines to two testers in each group (2T-180H-180L), 180 hybrids produced by crossing 45 lines to two testers in each group (2T-180H-90L). The factorial design was composed of 180 hybrids produced by crossing 76 flint lines to 76 dent lines (F-180H-152L) to predict all 951 hybrids of the F-1H. The significance of the difference in predictive abilities was assessed by Williams tests ($\alpha = 0.05$) and was indicated with letters: two different letters indicate a significant difference and at least one common letter indicates no significant difference.

**Scenario 3—Assess the impact of the number of hybrids per line in factorial designs when predicting T0 hybrids**

To investigate the impact of the number of lines involved in the calibration set at the same number of hybrids, the F-4H and the F-1H were used in turn as calibration sets to predict T0 hybrids (no common parental lines between the TRS and the VS) (Fig. 6, Table S7). The predictive abilities when calibrating on 216 hybrids of the F-1H varied between 0.55 (DMY) and 0.71 (MFU). The predictive abilities when calibrating on 216 hybrids of the F-4H varied between 0.44 (DtSilk) and 0.65 (MFU). For all presented traits (and for nine traits out of 11 and on average), the quality of prediction was higher when calibrating on 216 hybrids of the F-1H (207 dent lines and 209 flint lines) than when calibrating on 216 hybrids of the F-4H (60 dent lines and 60 flint lines) to predict T0 hybrids of the other design. Thus, at a given TRS size of 216, using more lines and fewer hybrids per line to predict T0 hybrids tended to give better qualities of prediction in our scenario.

**Discussion**

**Importance of SCA and its prediction**

The proportion of SCA variance estimated in the designs using the model without marker information (Model 1.1 and 1.2) was small for all traits, from 0 to 20% for the F-1H and from 0 to 9% for the F-4H. This result is expected in hybrids produced by crossing lines from divergent populations (heterotic groups) (Reif et al. 2007). This relatively small importance of SCA effects compared to GCA effects is consistent with the fact that no SCA QTL could be detected in the F-1H design (Giraud et al. 2017b; Seye et al. 2019). Higher SCA proportions were obtained for the F-1H than for the F-4H, which might be due to differences in environmental conditions or to a different sampling of hybrids from...
the inbred lines. It should be noted that the estimation of the SCA variance in the F-1H was less accurate (Table 1) than in the F-4H design due to the fact that most of the inbred lines contributed to producing only one hybrid. This made it more difficult to separate the GCA from the SCA effects. Therefore, we can assume that the proportion of SCA variance was over-estimated in the F-1H. The proportion of SCA variance in the designs was also estimated through GBLUP models, by including marker information to compute GCA and SCA kinships. The estimated proportion of SCA was lower using the GBLUP model compared to the model without marker information. One possible explanation could be that the GBLUP model was not able to efficiently capture the SCA variance component.

Including SCA effects in the GBLUP models did not improve the predictions. This is consistent with the variance decomposition that showed little SCA variance and was also observed in other studies using data from interheterotic single-cross hybrids (Schrag et al. 2006, 2018; Technow et al. 2014; Kadam et al. 2016; Westhues et al. 2017; González-Diéquez et al. 2021). In fact, few studies have shown an increase in single-cross prediction accuracy by modeling SCA effects (Technow et al. 2012; Dias et al. 2018). Kadam et al. (2016) reported that including SCA effects in GS models led to higher quality of predictions when predicting hybrids with untested parents (T0) compared to hybrids with one or two tested parents (T1 or T2) but this result was not confirmed in our study. We computed the SCA kinship matrix coefficient as the product, term to term, of the GCA kinship coefficients between the dent and the flint parental lines, similarly to what has been done in previous studies (Bernardo 1994; Technow et al. 2014; Seye et al. 2020; Kadam et al. 2021). González-Diéquez et al. (2021) showed that this computation of the SCA kinship matrix does not capture the whole SCA but only part of it, i.e. the additive-by-additive intergroup epistasis component ($G_{AA}(1,2)$). González-Diéquez et al. (2021) proposed a new SCA kinship formula, but their results as well as ours (results not shown) showed that it did not improve the predictive ability for inter-heterotic group single-cross hybrids.

**Efficiency of using a factorial design to predict new hybrids in new environments**

One of our objectives was to evaluate the interest of using a sparse factorial design to train GS models in early breeding stages. To this end, we compared different TRS designs derived from unselected segregating biparental families that correspond to the population structure of candidate lines generated by breeders in breeding programs. We showed in scenario 1a that by using a factorial design composed of only one hybrid per line to train GS models achieves good predictive abilities of new hybrids in new environments (new years and locations). We observed good predictive abilities when predicting both factorial and tester designs. There were two main explanations for these high predictive abilities. First, all parental lines of the VS hybrids were also evaluated in the TRS and for the testers designs two founder lines from the complementary group were used as testers. Therefore, the predicted hybrids in the F-4H (VS) were only T2 hybrids. The impact of predicting T2 hybrids compared to T1 or T0 hybrids was investigated in scenario 1b. Results showed that predictive abilities were highest for T2 single crosses, followed by T1 and T0 single crosses. This was also reported
in maize studies (Technow et al. 2012; Seye et al. 2020) and in simulations (Technow et al. 2014; Kadam et al. 2016). Another explanation is the limited number of founders (four) in each group and the fact that they were chosen to have contrasted performances. This created a strong population structure that was accounted for implicitly in the GS models. A benchmark prediction model considering only the fixed effects of the founder line origin of the hybrids was implemented (File S2). Its good predictive ability confirmed that population structure alone could predict part of the hybrid performances (Fig. S2). The high predictive abilities found when predicting the tester designs clearly illustrate that the genomic prediction model is able to decouple and predict GCAs, even when using a highly sparse factorial design where the inbred lines are parents of only one hybrid. This is in accordance with other studies showing high predictive abilities for yield even with very sparse factorials (for simulations Seye et al. 2020, for experimental data Burdo et al. 2021). We noted differences in predictive abilities depending on the tester design (dent of flint) used as VS. For most of the traits, a higher predictive ability was observed for the group where the larger GCA variance component was estimated (Table 1).

In the F-4H and the tester designs, two types of hybrids could be predicted: the random hybrids that were produced by crossing parental lines drawn at random from the segregating families, and the hybrids between selected lines that were produced by crossing two lines selected based on their GCA performance. The ability to predict random hybrids was higher than for hybrids between selected lines, which was expected as selection decreased the variance between selected hybrids (scenario 1a). Nevertheless, the quality of prediction of the hybrids between selected lines was still high. This shows that GS models calibrated on a sparse factorial can efficiently predict the best hybrid combinations obtained by crossing lines already selected based on their GCA, which is of practical interest in breeding programs.

**Efficiency of the factorial approach compared to the tester approach**

The main objective of this study was to compare, at the same resource allocation (same number of hybrids), the efficiency of the factorial and tester approaches. To our knowledge our study is the first to compare the use of factorial and tester designs evaluated in the same environment in order to predict a distinct VS composed of new hybrids evaluated in new environments. For the same number of hybrids and lines, our results showed a slight advantage of the factorial design over the tester designs (scenario 2a). The simulation study by Seye et al. (2020) showed that the advantage of the factorial design increases with the proportion of SCA variance. In our study, the proportion of SCA variance was small, which could explain why we observed only a slight advantage of the factorial design. Moreover, the slight advantage of the factorial design over the tester design could also be explained by the fact that we used as testers two of the founder lines of the opposite group. As shown by simulations by Seye et al. (2020), using a founder line as tester reduces the advantage of factorial designs compared to tester designs. A recent study, also compared the potential of using a factorial instead of a tester approach as TRS (Burdo et al. 2021). They considered two multiparental synthetic populations of maize instead of segregating families and used only one tester. As in our study, non-additive effects were small and they used as tester one of the founder lines of the opposite group. They found an advantage of the factorial design over the tester design for some traits (flowering traits), but not for others (grain yield, plant height…). This is globally consistent with our results even if differences in their designs, traits, calibration set sizes and number of lines considered prevent a direct comparison with our results.

At the same number of hybrids, the impact of the composition of the tester designs was investigated and compared to a factorial design (scenario 2b). The use of only one tester revealed that the quality of prediction varied according to the tester used and that the best tester differed from one trait to another. Depending on the alleles carried by the tester, each tester is expected to mask part of the genetic variation for traits showing dominance. At the same number of hybrids, using more testers while maximizing the number of lines evaluated was always beneficial (the 2T-180H-180L TRS outperformed the 2T-180H-90L for nine traits out of 11 and all the 1T-180H-180L combinations). This strategy which maximizes the number of lines evaluated by crossing a given line to only one tester and using several testers in the tester designs is close to the one applied when considering a very sparse factorial design. Our experimental designs did not allow the direct comparison of a factorial design composed of only one hybrid per line to tester designs at the same number of hybrids. Our scenario 3 aimed at addressing this question by comparing the efficiency of the F-1H and the F_4H as TRS. It suggests that increasing the number of lines instead of increasing the number of hybrids per line was more efficient at the same number of hybrids when predicting T0 hybrids. Since we used reciprocally the F-1H and the F-4H as VS, this might have biased results. Nevertheless, a simulation study by Seye et al. (2020) comparing factorial designs composed of different numbers of hybrid per line when predicting a third independent design is in accordance with our results from scenario 3. Therefore, we hypothesize that a factorial composed of 180 hybrids and 360 lines could outperform all the tester designs in scenario 2b.

A major issue in breeding programs is resource allocation. It is therefore important to optimize the factorial design at a given number of hybrids. Our results showed the
advantage of using more lines instead of more hybrids per line when predicting T0 hybrids, as also observed by Seye et al. (2020) with simulations. Yet, within that same study they also showed that when predicting T2 hybrids it was more efficient to use a factorial with four hybrids per line instead of one hybrid per line. In light of these preliminary results, we can argue that different objectives of selection could lead to considering different compositions for the factorial TRS to maximize the quality of prediction. Given our results, we hypothesize that using a factorial design composed of only one hybrid per line for preliminary screening and a factorial design composed of more hybrids per line in a second screening would be a promising lead. This could be integrated into the two-part strategy proposed in the hybrid context by Powell et al. (2020). We propose using a factorial design composed of one hybrid per line in the population improvement part of the program and a factorial design composed of more than one hybrid per line in the product development part when the objective is to identify commercial hybrids.

**What does it imply for breeding programs?**

Our study revealed a significant advantage (Williams tests) of the factorial approach compared to the tester approach for some traits (DINAG, DINAGZ, PH) and at least an equivalence for the rest of the traits studied. According to our prediction results, topcross evaluations could be replaced by evaluations on a sparse factorial design and lead to similar or higher predictive abilities. At the same number of lines, a factorial design composed of one hybrid per line requires half as much phenotyping effort as the tester design. However, creating single-cross hybrids is more challenging than test-cross hybrids since hand-made pollination is necessary. Therefore, the factorial design could decrease the number of plots needed for phenotypic evaluation but its production could be more costly. A preliminary study conducted by Seye et al. (2020) showed that the increase in production costs would be compensated by the diminution in field plots needed.

This study relies on original experimental designs derived from segregating families, which allow the testing of several hypotheses. It has given some insights into the potential of replacing topcross evaluations by genomic predictions calibrated on a factorial design in breeding programs. Since our conclusions are closely related to the experimental designs and populations we considered (genetic variability available in the founder lines, number of founder lines...), future studies could take into consideration other populations. Another line of investigation would be the optimization of the TRS and the portability along breeding cycles.
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