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ABSTRACT

In natural language processing, semantic document exchange ensures unambiguity and shares the same meaning for documents sender and receiver cross different natural languages (e.g., English to Chinese), this difference makes the translation between natural languages becomes complex and inaccurate. This paper proposed a novel framework of Context-Free Machine Universal Grammar which consists of local mode (sender and receiver) and mediation mode (Machine Universal Language) based on the concept of collaboration, the framework improves semantic unambiguity and accuracy in crossing language document, meanwhile makes document computer-readable through unique ID for each word or phrase. More importantly, inspired by grammatical case in linguistics, a novel Machine Universal Grammar provides a universal grammar that accepts all coming languages and improves semantic accuracy in natural language processing.
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I. INTRODUCTION

In global document exchange, the accuracy of translation and disambiguation during semantic document exchange [1]–[3] is crucial crossing different languages and make sure the sender and receiver understand the exchange document’s meaning. When a document is exchanging across unknown business parties (i.e., cross domains or cross contexts), the meaning interpretation between the document sender and the document receiver might be different and significantly impact on the correct execution of business transactions. Table 1 shows that a simple inquiry sheet.

If it is written by a document writer of company A (English users) send to company B (Chinese users). Unfortunately, human cognitions on the same document are often different, Company B in another context has no knowledge of this semantic relationship for the incoming document. It thus cannot correctly interpret. As interesting as these ideas maybe, they could remain restricted and void in the absence of a theoretical foundation to explain the situations in the following examples:

- If company A writes with a particular document template and sends it to a potential company B who never knows the company before, and if the document template is peculiar to company A, what shall the potential company B do?
- If Company A writes an inquiry sheet in English and sends to a potential company B who only knows Chinese, what shall the potential company do?

These reactions implicitly illustrate the non-autonomy of company B which is obliged to make remedies in securing
The characteristics of the proposed system framework are:

- Computer readable and understandable through unique ID for each term
- It adapts to any crossing languages business documents exchange
- It has a strict sense of well-formedness in mind for computer and human
- Reduce the complexity of handling crossing language processing.
- It allows the use of heuristics (such as a verb cannot be preceded by a preposition)
- It relies on hand-constructed rules that are to be acquired from language specialists rather than automatically trained from data.
- It is easy to incorporate domain knowledge into linguistic knowledge which provides highly accurate results.

This paper is organized as follows: Chapter II introduces the related works. Chapter III introduces our proposed framework -CFMUG. Chapter IV introduces Machine Universal Grammar. Chapter V illustrates the steps of sentence translation. Chapter VI introduces the definition of representation for one sentence or plaintext or any sentence-based documents. Chapter VII shows the evaluation. Finally, a conclusion of our works.

II. RELATED WORK

A. TRANSLATION

When people communicate with each other, their conversation relies on many basic, unspoken assumptions, and they often learn the basics behind these assumptions long before they can write at all, much less write the text found in corpora. Meanwhile, document exchanging is often a process of user participation to translate context correctly. Existing approaches that firstly the raw data are collected and processed to make them web consumable. Once the data are converted into a common format, they are then semantically enriched based on the knowledge of domain experts, the collected data are processed using rules to deal with the uncertainty aspects of the semantic model. The idea is to recognize activity and learn new rules that are governing an activity.

The machine Translation process can be broadly classified into the following approaches Machine Translation process can be broadly classified into Rule-based [5]–[7], Statistical-based [8]–[10] and Neural-based approaches [5], [11], [12]. For these approaches, the translation system is trained with bilingual text corpus to get the desired output. A bilingual corpus is trained, and parameters are derived to reach the most likely translation. From a linguistic point of view, what is missing in this approach is an analysis of the internal structure of the source text, particularly the grammatical relationships between the constituents of the sentences. Rule-based Translation considers semantic, morphological and syntactic information and based on these rules the source language is transformed to the target language through an intermediate representation. For example, using translation rules translates...
the input language to the output language which is done in three phases. Firstly, the source language is converted into an intermediate representation which is subsequently converted into target language representation in the second phase. The third phase involves the generation of the final target language. Figure 1 shows approaches to rule-based natural language processing. There are two main approaches: the Interlingua approach uses the third common language as a mediation, such as English, however, the method increases transmission complexity as it passes through the third language and reduces the accuracy of the language. Therefore, this paper proposes a novel mediation which is a universal language based on the grammatical cases, in the following chapters will discuss in detail.

B. SEMANTIC DOCUMENT
There are three existing approaches to enabling semantic document exchange and representation [13] such as semantic web, machine translation [14], text processing [15], and human-computer interaction [16], which are approaches of standard-based, ontology-based and collaboration-based. They have different contexts and requirements for autonomy. The Standard-based approach refers to a kind of semantic document exchange methodology of developing standard terms and models for building semantic document and hence enabling semantic documents to be readable and interpretable among standard adopters and their document systems. Relevant to e-business documents, there are three types of standards, which are EDI-based [17], XML-based [18] and Web service-based. However, document standards only guarantee the semantic consistency for document templates and partial document terms within the scope of standard adoption. They do not consider the semantic conflicts out of standard scope. To improve the standard-based approach and enable a wide scope of semantic document exchange, the ontology-based approach has been developed [19], which refers to a kind of semantic document exchange methodology such that semantic documents are composed of ontological models. It is a formal description of the concepts and relationships approach to semantic document exchange is a methodology of semantically creating, use and exchanging documents. Existing popular ontology languages are RDF (Resource Description Framework) [20] and OWL (Web Ontology Language) [21]. Nevertheless, for e-business semantic document exchange, OWL-based ontology for document representation has an inherent problem such that ontology is domain-wide. The “domain-wide” means that when an e-business document is exchanging across unknown business parties (i.e., cross domains or cross contexts), the meaning interpretation between the document sender and the document receiver might be different and significantly impact on the correct execution of business transactions. This is because the document senders and document receivers may have different interpretations on the same ontology due to context heterogeneity. To eliminate the “domain-wide” problem of the ontology based approach, the collaboration-based approach has been developed [22]–[26], which refers to a kind of semantic document exchange methodology such that terms for composing semantic documents are collaboratively designed and implemented by collaboration tools and document models are generic for all domains and contexts. Through this approach, any semantic document can always achieve semantic consistency in document exchange across heterogeneous domains and contexts.

In summary, semantic document representation approaches of standardization, ontology modeling, collaborative templating and autonomous editing all have their respective merits and drawbacks. Their researches are in progress but still not resolve one of problem are document features of document types have not been extracted for document representation; Sentence-based semantic structure has not been researched. To resolve the above issues, this paper focuses on the research of how a user-generated document can directly semantically understandable and comprehensible by both other humans and computers across heterogeneous contexts. Fulfilling this task will tremendously save intermediate work used in document processing and increase the understandability and comprehensibility of both humans and computers. Therefore, this paper proposes Machine Universal Grammar (MUG) through the reconstruction of collaborative concepts based on sentence document, where the collaborative common dictionary is provided to reconstruct any semantic terms, phrases and sentences. The execution of this will lay a solid foundation on how to enable the understanding and comprehensibility of semantic documents by both humans and computers. The research result will have high theoretical values in information digitalization, semantic study and communication.

C. UNIVERSAL GRAMMAR
Construction of sentence structure plays an important role in the mediation model when semantic document exchanges. All human languages consist of sentences, but they vary in the sentence structure, as it shows the physical nature of the sentence and explains the elements from which the sentence is made up. We note that there is a difference between languages in the structure of sentences which adjusts the structure of sentences in the language, that is the language rules, and in
light of this we conclude that languages share the components of words and differ in their structure and rules. Nevertheless, it is difficult to find general rules that represent all languages, that is, each language is unique by its rules and characteristics. The word order has to do with the arrangement of the grammatical structure of language, for human languages differ in the order of words, that is to say, the way sentences are structured of the language fundamental components. This is a feature that distinguishes a language from another as seen by linguists. One of the divisions of these scholars of languages is based on the way sentences are structured in the discourse of a particular human group. They divide languages into various types according to the succession of a sentence (Subject), (Verb) and (Object) as well as the (complements), which is regarded as a distinctive feature of a particular language. A sentence, any sentence, consists basically of a verb, a subject, and an object, with other additions. There are six patterns represent the word order in a language: they are added (SVO) subject, verb, object, (SOV) subject, object, verb, (VSO) verb, subject, object, (VOS) verb, object, subject, (OSV) object, subject, verb, and (OVS) object, verb, and subject. The overwhelming majority of the world’s languages follow either SVO or SOV patterns. Some languages have a fixed word order, and others have a free unfixed word order. The word order in the human language is arranged on several structures that consist of the subject (S), the object (O), and the verb (V), and languages have been classified into six categories according to the word order structure that can be found in human languages. An example shows in Table 2.

Languages structures are similar in general, but they are different, construction of sentence structure plays an important role in the sentence-based business document. To measure a language whether is a universal grammar structure [27]–[29], it depends on the language is compatible with various linguistic phenomena. From the perspective of linguistics, every language has sentences that include a Subject, Object and a verb, although some sentences do not have all three elements. Languages have been classified according to the basic or unmarked order in which these constituents occur in the language. The sentence structure of English and Chinese follows the Subject+Verb+Object (SVO) order. Unsurprisingly, there are many differences between the two languages. Sentence structure (syntax) is one of the areas in which great differences exist. For example, the positions of the modifier are different. In English sentences, the modifier can be placed either before or after the modified elements (subject, predicate or object), but if the modified element is a phrase or clause, the modifier is always placed after the modified elements. In Chinese sentence, the modifier is always placed before the modified elements. There are two examples:

1. **Example:** We **①** wanted to create **②** a watch **③** that enchants **④** the consumer with the **④** beauty of its movement. **④**

   **Structure:** Subject **①** Verb **②** Object **③** Modifier (Adjectival Clause) **④**

   **Direct Translation (Chinese):** 我们 **①** 希望制造出 **②** 一个腕表 **③** 心醉消费者的以它的运动之美 **④** ④

   The adjectival clause should be placed before the object/verb to form a [modifier + modified element] structure in Chinese sentence. And, the conjunction “that” before the adjectival clause can be ignored. Particular “的” (auxiliary word, particle; used before noun or noun phrase) should be added after adjectival clauses, before objects.

   **Corrected:**

   我们希望制造出以它的运动之美心醉消费者的腕表. **④**

2. **Example:** Susana **①** was attacked **②** by a vagrant who usually spent the night near the LRT station. **③**

   **Structure:** Subject **①** Verb **②** Modifier (Adverbial clause) **③**

   **Direct Translation (Chinese):** 苏珊娜 **①** 被攻击了 **②** 一个无业游民 **③** 花了一夜轻铁站附近. **③**

   This is a “被” (by) sentence with an action performer (a vagrant). The verb clause structure is “被” + action performer + verb. The elements in the sentence structures are then reorganized to form a syntactically correct Chinese sentence with subject **①** + “被” adverbial clause **③** + verb **②** order. And, the conjunction “who” can be ignored.

   **Corrected:**

   苏珊娜被一个通常在轻铁站附件过了一夜的无业游民攻击了. **③**

| Word Order | Rule | English equivalent | Example Language |
|------------|------|--------------------|-----------------|
| SVO        | sentence $\rightarrow$ <subject> <verb-phrase> <object> | I always like the game | Latin, Japanese |
| SOV        | sentence $\rightarrow$ <object> <verb-phrase> | I the game always like | English, Mandarin |
| VSO        | sentence $\rightarrow$ <verb-phrase> <subject> <object> | Always like I the game | Irish, Filipino |
| VOS        | sentence $\rightarrow$ <verb-phrase> <object> <subject> | Always like the game I | Malagasy, Bauri |
| OVS        | sentence $\rightarrow$ <object> <verb-phrase> <subject> | The game always like I | Apalai, Hixkaryana? |
| OSV        | sentence $\rightarrow$ <object> <verb-phrase> <subject> | The game always like | Warao |

**Table 2. An example of word order.**

- **Example Rules:**
  
  - subject $\rightarrow$ I
  - verb-phrase $\rightarrow$ <adverb> <verb> | <verb>
  - adverb $\rightarrow$ always
  - verb $\rightarrow$ like
  - object $\rightarrow$ the <noun> | <noun>
Based on the discussion above, the main difference in sentence structure between English and Chinese language is the position of clause modifier in the sentence. And, the different positions of clause modifier in English and Chinese sentences make difference to the two languages. This paper concludes some structure issues in Chinese and English:

1. The adjectival or adverbial clauses.
2. Conjunctions (who, which, that, etc.) and prepositions (with).
3. Particular Chinese character “的” (auxiliary word, particle; used before noun or noun phrase).
4. Passive voice sentences.
5. Sentences with clauses and sub clauses.
6. Verb Tense representation.

After studying both linguistic phenomena, in fact, ordering, increasing or decreasing any element constructions in different phenomena are performed through by the specific rules. More importantly, all languages can be constructed in the same grammatical pattern. It could be assumed that the sentence pattern of all languages is rather similar or same he pattern of each grammatical construction, phrase, clause and sentence is supposed to be the same. Most of all the meaning transfer from source to target language tends to be accurate because the identical surface structure usually underlies or refers to the same deep structure or pattern.

III. MEDIATION APPROACH TO DOCUMENT EXCHANGE FRAMEWORK

The proposed Context-free Machine Universal Grammar (CF-MUG) presents a rule base translation framework which is designed for global document exchange, CF-MUG mainly designs two modes: local user mode and mediation mode. Local user mode provides checks and maintains local language grammar between terms used for composing universal semantic documents by resolving semantic mapping conflicts. Then, it generates the computer-readable documents using CONEX Dictionary; Mediation mode: A human user 1 initiates a communication with a remote human user 2 by drafting and sending a business document via a set of connected computer which might mediate, recreate or infer a set of new documents for the document’s recipient human user 2 by preprocessed the sentence makes map words one by one. Reordering to target order ensures that semantic transfer accurately. Therefore, Human user 2 received a computer-readable universal document.

Step 1 (Local mode-1): Human user 1 inputs the sentences, the local mode has a Chinese CONEX Dictionary and Chinese grammar self-checking system. CONEX Dictionary transforms inputted documents into the computer-readable and understandable document which includes ID sequences term by term. To present a universal sentence for better mapping to Human user 2 language by one to one, we provide the function of local grammar self-checking by rule-based approach, the function removes or modifies local vocabulary (such as “的” DE, “吧” BA in Chinese) and grammar rules to approach universal grammar rules.

Step 2 (Mediation mode): During the mediation mode, the document exchange transforms into machine code exchange, which means the document is computer-readable and understandable. Mediation mode reorders and maps Chinese sentence to be English sentence structure order using context-free grammar based on defined structure rules and Chinese⇔English CONEX Dictionary. In step 1, preprocessed the sentence makes map words one by one. Reordering to target order ensures that semantic transfer accurately. Therefore, Human user 2 received a computer-readable universal document.

Step 3 (Local mode-2): Local mode-2 makes the universal document to be near local English grammar, because in the mediation mode, mode changes to English sentence structure, such as SOV to SVO, so mapping in step 2 does not guarantee that the grammar is completely correct, only guarantee structure is correct. Based on English grammar self-checking, local mode modifies the incorrect sentence to conform English grammar, such as like change to likes because the sentence’s subject is he, then generate a new English document for Human user 1. In Fig. 3, A simple and general step shows how to transfer from a Chinese document to an English document.
In this chapter, we explain why we represent the target language are generated from those universal language-independent (Mediation) representation. Then, sentences of the human natural language sentences are represented in a universal language-task in two independent steps. First, meanings of the source structure. MUG approach aims to achieve the translation does not directly concern the language but covers linguistics computers, mathematical or logical. In fact, the grammar worked by human beings, as opposed to artificial languages, and the heart of mediation mode, even in the whole framework of CF-MUG. The MUG refers to all languages written by human beings, even though they are different from the human-language readable sentence to a human-readable. CONEX Dictionary consists of generous words for a different language and each word includes a unique ID that presents the same meaning word in a different language to make the document universal and computer-readable. Generated Semantic document by CONEX Dictionary is a method of defining the meaning which enables any language document without meanings to be meaningfully signified for both human and computer to correctly interpret, that means human-readable and computer-readable. CONEX Dictionary has these elements, for example:

\[ W_{\text{lang}} = \{ \text{id}, \text{term}, \text{POS}, \text{Description} \} \]

\[ W_{\text{en}} = \{ 001, \text{“Apple”}, \text{Noun}, \text{“a kind of fruit”} \} \]

As an example, the English Dictionary must have the same ID in the same meaning with the Chinese Dictionary. During document exchange, we guarantee semantics disambiguation, which not only human users understand the same meaning, but also the computer also understands the same meaning, to maximize the accuracy of the semantics. POS depends on the dictionary to get possible tags for each word to be tagged and are used to identify the correct tag when a word has more than one possible tag. Disambiguation is done by analyzing the linguistic features of the word, its preceding word, its following word and other aspects. For example, if the preceding word is article then the word in question follows:

\[ \Rightarrow W_{\text{cn}} = \{ 001, \text{“苹果”}, \text{Noun}, \text{“一种水果”} \} \]

A part of speech (POS) is a category of words that has similar grammatical properties and determines the definition of grammar rules. Therefore, tagging words plays an important role when generating a new document. CONEX Dictionary consists of generous words for a different language and each word includes a unique ID that presents the same meaning word in a different language to make the document universal and computer-readable. Generated Semantic document by CONEX Dictionary is a method of defining the meaning which enables any language document without meanings to be meaningfully signified for both human and computer to correctly interpret, that means human-readable and computer-readable. CONEX Dictionary has these elements, for example:

\[ W_{\text{lang}} = \{ \text{id}, \text{term}, \text{POS}, \text{Description} \} \]

\[ W_{\text{en}} = \{ 001, \text{“Apple”}, \text{Noun}, \text{“a kind of fruit”} \} \]

\[ \Rightarrow W_{\text{cn}} = \{ 001, \text{“苹果”}, \text{Noun}, \text{“一种水果”} \} \]

As an example, the English Dictionary must have the same ID in the same meaning with the Chinese Dictionary. During document exchange, we guarantee semantics disambiguation, which not only human users understand the same meaning, but also the computer also understands the same meaning, to maximize the accuracy of the semantics. POS depends on the dictionary to get possible tags for each word to be tagged and are used to identify the correct tag when a word has more than one possible tag. Disambiguation is done by analyzing the linguistic features of the word, its preceding word, its following word and other aspects. For example, if the preceding word is article then the word in question must be noun. This information is coded in the form of rules. Unique term ID is supposed as universal computer-readable context for mediating heterogeneous contexts. The unique term ID establishes the concept mapping between a human interpretation of the objects onto a computer. Thus, given heterogeneous contexts or domains such as local context A (e.g., a Chinese human-readable document), common text B (e.g., Chinese computer-readable document), common context C (e.g., English computer-readable document), and local context D (e.g., an English human-readable document), such that any heterogeneous term \( A' \in A, B' \in B, C' \in C \) and \( D' \in D \) with the same meaning can always be transformed between heterogeneous contexts along a concept supply chain of \( A' \Rightarrow \text{Map}(A', B') \Rightarrow \text{Map}(B', C') \Rightarrow \text{Map}(C', D') \Rightarrow D' \). In our machine universal grammar framework, words are roughly classified in types enumerated based Chinese and English as follows:

\[ \text{Noun} (n) : \text{A noun is a word denoting an entity such as a person, a place or a thing. It is uninflected by its own in} \]
this defined MUG. There are four kinds of nouns, which are common noun (ncm), person proper noun (npp), geographical proper (ngp) noun, and organizational proper noun (nop). The common nouns can all be defined in a dictionary while proper nouns are not possible to be fully enumerated and defined in a dictionary. Thus, in designing a machine universal language grammar that aims at being computationally processed by computers, how to dynamically recognize a proper noun and differentiate it from other parts of a sentence becomes a problem. In the MUG, a noun can take its own functional form as a noun or as other parts of speech based on the rules defined.

Verb (v):

A verb is a word denoting an action, an event, or a state of being. There are two kinds of verbs: common verb (vc) and linking verb (vl). The former consists of three forms of intransitive verb (vi), transitive verb (vt) and ditransitive verb (vd). An intransitive verb cannot follow any object. A transitive verb must follow one object that is accusative. A ditransitive verb must follow two objects in which one is accusative and the other is dative. A linking verb plus its followed phrase defined by rules form a larger predicative phrase similarly as interpreted in English grammar.

Adjective (ad):

An adjective is a describing word denoting a state or an attribute that qualifies a noun or a noun phrase. It means that a noun possesses a property that the adjective is describing.

Adverb (av):

An adverb is an uninflected word that modifies a verb, an adjective, another adverb, clause or sentence. It typically describes a property of being modified such as manner, place, time, frequency, degree, or level of certainty or possibility. It answers questions such as how, in what way, when, where, and to what extent. This function of an adverb is called adverbial function and can be realized by a single word of adverb or by a multi-word expression (i.e., an adverbial phrase and an adverbial clause).

Numeral (nm):

A numeral is a word denoting a number that can be dynamically assembled following a construction a number rule. For example, twenty + one = twenty one. When a numeral is in front of a noun, it is an adjective. When it is independent, it is a noun.

Onomatopoeia (on):

Onomatopoeia is an uninflected word that phonetically imitates, resembles or suggests the sound that it describes. It belongs to a special sub-category of uncountable nouns. It can often be used as an independent sentence structure, as a component of a sentence, or as a modifier of a noun or a verb.

Particular (pa):

A particular is pair of words in the form of “beginning mark of an instance + data type + (a word in dictionary) + X + ending mark of an instance”, in which beginning mark and ending mark signify a particular word. For example, when we want to express “16.53” of a concept for “length”, we can write as “1+decimal+16.53&meter +(length)”. It reads 16.53 meter in length. Here, “1” indicates a particular word; “decimal” indicates a data type; “&” is used to reference to a ready concept (often a word denoting a unit) in the MUG dictionary. The concept “length” is optional.

Preposition (pp):

A preposition is an uninflected function word that connecting with a noun or a noun phrase to express place, time, manner, and other aspect. It cannot be used independently in a sentence. The noun or noun phrase following a preposition is the object of the preposition. A preposition plus a noun or noun phrase is called prepositional phrase (PP). A prepositional phrase can take different cases depending on its context in a sentence.

Conjunction (cj):

A conjunction is an uninflected function word that serves to conjoin words or phrases or clauses or sentences. It denotes to follow a meaning group or connects two or more meaning groups. There two kinds of conjunctions: beginning conjunction or intermediate conjunction. A beginning conjunction introduces a phrase that constructs a meaning group (MG) that follows a preposition, while an intermediate conjunction links two phrases before and after it. The main purpose of conjunction is to build the structure of the meaning groups of a sentence. Based on the rule of conjunction processing, a sentence will be finally grammatically parsed as a tree of meaning groups in the form of MG (MG (...), ...MG (...)).

Mark (mk):

A mark is an uninflected function word that denotes a beginning or an ending of a meaning group. There are three types of marks: in-sentence mark, sentence mark, and non-sentence mark. In-sentence marks are a kind of punctuation marks that are used to separate two different meaning groups. There are three in-sentence marks defined in MUG, which are comma, semicolon and colon.

(1) Comma (,) is to separate two different meaning groups.
(2) Semicolon (;) is to separate larger meaning group that comma does, or to separate two or more clauses without conjunctions.
(3) Colon (:) is to introduce an accusative object or appositive of the accusative object, which can be an independent phrase, a sentence or a paragraph.

A sentence mark is to signify an end of a sentence. In the MUG that we are designing, a specific sentence mark not only signifies the end of a sentence but also informs the mood of a sentence. For example, period “.” signifies a positive sentence and its end, while the question mark “?” signifies an interrogative sentence and its end. Differently, a non-sentence mark is a pair of function words specially defined in our MUG dictionary that signifies the beginning of a sentence, a paragraph or a leveled section.

Interjection (it):

An interjection is a word or expression of exclamation and expresses a spontaneous feeling or reaction. It is often used as an independent structure.
**Article (at):**

An article is a word that is used with a noun to specify grammatical definiteness of the noun, and in some languages extending to volume or numerical scope. In the defined MUG, article is not used in any MUG-based sentence. However, while a sentence including articles is translated into the machine natural language from any other language, the articles remain as the part of speech in article so that they can be noted when they are translated back to a non-MUG language. For MUG, it interprets an article as an adjective to modify a noun. The approach to processing an article is particularly called property consistency maintenance of a part of speech, which means that the defined machine natural language maintains a placeholder for a grammatical property particular to certain natural languages by mapping the blank placeholder in MUG onto the peculiar property in other natural language. For example, a placeholder for the number or gender of a noun.

**B. UNIVERSAL GRAMMAR**

Basically, the sentence structure follows the Subject + Verb + Object (SVO). Unsurprisingly, there are many differences, such as singular and plural of noun, gender of noun, active and passive voice, different tenses, special words and sentence type. The MUG concentrates on a contrastive study of language feature in an attempt to explore the similarities, particularly to handle the dissimilarities among languages, under such circumstances, it is best for us to seek common ground while preserving differences crossing different languages.

A part of speech can be either finite (\(f\)) or non-finite (\(nf\)). In MUG, a finite part of speech is a word or phrase that only provides the functions defined in the original part of speech usually predefined in a dictionary. A non-finite part of speech is a word or phrase that not only provides its predefined functions but also functions as another part of speech. Meanwhile, \(n\), \(ad\), \(v\), \(nm\), \(on\) and \(pa\) can not only take their own functions but also the functions of other parts of speech. Adverb (\(av\)) can only take its own function. Preposition (\(pp\)), conjunction (\(cj\)) and mark (\(mk\)) cannot independently exist but can only exist by taking the functions of other parts of speech. The finiteness and non-finiteness of a part of speech indicates that clues of how a part of speech can be used can be found.

A case is a form of grammar in which the structural relations hip of a part of speech with itself or other parts of speech in a sentence is analyzed. This differentiates the cases into two kinds: intrinsic case and extrinsic case. An intrinsic case denotes that a part of speech has various forms to indicate different situational usages to express itself. An extrinsic case denotes the particular structural function of a part of speech while it aligns with other parts of speech. It informs an approach to the phrase combination when several parts of speech are given.

1) **EXTRINSIC CASE**

In the defined MUG, these are eight extrinsic cases. They are:

**TABLE 3. Allowed extrinsic cases of parts of speech.**

| CASE pos | N | A | D | G | P | B | C | S |
|---------|---|---|---|---|---|---|---|---|
| n       | f | f | f | nf| (nf)| (nf)| ×  | nf|
| ad      | nf| nf| × | f | nf| ×  | nf| nf|
| vi      | nf| nf| × | nf| f  | nf| nf| nf|
| vt      | nf| nf| × | nf| f  | nf| nf| nf|
| vd      | nf| nf| × | f | nf| nf| nf| nf|
| vl      | nf| × | × | f | ×  | × | × | × |
| av      | × | × | × | × | f  | × | × | × |
| nm      | nf| nf| × | nf| ×  | × | × | nf|
| it      | × | × | × | × | f  | × | × | × |
| pp      | nf| nf| × | nf| ×  | × | × | × |
| cj      | nf| nf| nf| nf| nf| nf| nf| nf|
| mk      | × | × | × | × | ×  | × | × | × |

- Nominative (\(N\)): denoting a subject of an action, an event or a state.
- Accusative (\(A\)): denoting a direct object of an action, an event or a state.
- Dative (\(D\)): denoting an indirect object of an action, an event or a state.
- Genitive (\(G\)): denoting an attribute of an entity.
- Predicative (\(P\)): denoting an action, an event, a state or an indication.
- Adverbal (\(B\)): denoting a property of an action, an event or a state.
- Complementary (\(C\)): denoting an expression that helps complete the meaning of an action, an event or a state (i.e., predicate).
- Clausal (\(S\)): denoting an introduction to a clausal sentence.

Table 3 provides the usage of finite and non-finite part of speech (reading as row functions as column), in which \(f\) stands for finite, \(nf\) for non-finite, (\(nf\)) for non-finite rarely used, and \(×\) for not applied.

Table 3 shows the allowed extrinsic cases of a part of speech to inform how a part of speech finitely functions as a case or non-finitely functions as a case. For example:

- He paints the wall red. (\(Nn\) \(Pv\) \(An\) \(Cad\), in which \(n\), \(vt\) and \(ad\) represent parts of speech while \(N\), \(P\), \(A\) and \(C\) represent extrinsic cases.)

In the above examples, a phrase as a meaning group is separated by round brackets or comma. When a noun, an adjective or a preposition to be predicative, it can only be associated with linking verb not common verb. It means that linking verb forms predicate by associating with noun, adjective or prepositional phrase while common verb provides predicate function by itself. A rule is that the same adjacent cases compose the same case disregarding their underlying different parts of speech. This highly simplifies the sentence analysis.
2) INTRINSIC CASE

An intrinsic case denotes a situational usage of a part of speech, which refers to a special property of a part of speech. For example, the number and gender of a noun and an inflected form of a verb. In the defined MUG, only noun (and pronoun) and verb are inflected and have intrinsic cases as listed in Table 4.

Given the extrinsic cases and intrinsic cases, a part of speech is represented in the following form:

$$\text{POS} = \text{root} + \text{intrinsic case} + \text{extrinsic case}$$

where the intrinsic case tells the actual form of a part of speech and the extrinsic case informs how a part of speech shall combine with other parts of speech to construct a meaning group. It should be noted that while a part of speech is given intrinsic and extrinsic cases, its original property born in a word has not been lost. For example, a ditransitive verb, no matter how intrinsic case and extrinsic case are given, it still requires two objects for the action to enforce upon.

3) CASE PHRASE CONSTRUCTION

In MUG, the case phrase construction is completely different from the existing popular phrase construction and analysis where a phrase is constructed based on the association relationship between parts of speech. A case phrase, in essence, is constructed based on the cases in which parts of speech are recognized. It is a kind of association of cases pertaining to the parts of speech. As described before, there are eight cases in MUG. Case phrases are constructed by associating these eight cases, where a case might have a finite or a non-finite part of speech. To make it clear, the case phrases in terminology are defined in Table 5.

In Table 5, conjunction ci in Nci, Aci, Dci, Gci, Pci, Bci and Cci are intermediate conjunctions that used within a sentence to associate several smaller meaning groups in parallel. The conjunction ci in Sci is the beginning conjunction of a clause to introduce a sentence. All modal verbs in MUG are regarded as adverbs.

C. NOMINATIVE PHRASE (NP)

A nominative phrase is a phrase consisting a word group that functions as the initiator of an action, an event or a state. It controls a verb that is followed. There are several forms of NP.

1. \(N =: \text{Nn} | \text{Nad} | \text{Nvi} | \text{Nvd} | \text{Nvl} | \text{Nnm} | \text{Npa}

2. \(\text{NP} =: N\)

3. \(NP =: N, \ldots, Nc_j N\)

4. \(NP =: \text{GP NP} (\text{GP is a genitive phrase or a list of genitive phrases})\)

5. \(NP =: \text{Npp [Pvl]} (\text{Nominative preposition Npp only appears before predicative linking verb Pvl.})\)

Rule (4) informs that MUG does not care how a particular genitive phrase is arranged in the list of genitive phrases as long as it is in the GP list. More examples can be found as follows:

| Part of Speech | Intrinsic Case | Case Representation |
|----------------|----------------|---------------------|
| Number         | Gender         |                     |
| Singular (s)   | Genderless (s) | -sa                 |
|               | Masculine (m)  | -m                  |
|               | Feminine (f)   | -f                  |
| Plural (p)     | Genderless (p) | -pa                 |
|               | Masculine (m)  | -m                  |
|               | Feminine (f)   | -f                  |
|               | Neuter (n)     | -n                  |

| Initiation     | Tense          |                     |
|----------------|----------------|---------------------|
| Active (a)     | Present simple | -ace                |
|                | Past simple    | -ape                |
|                | Future simple  | -afe                |
|                | Past future simple | -aye            |
|                | Present progressive | -aco            |
|                | Future progressive | -apo            |
|                | Past perfect   | -acu                |
|                | Future perfect | -afu                |
|                | Past future perfect | -avu            |
|                | Present perfect | -acy                |
|                | Future perfect | -afy                |
|                | Past future Perfect progress | -avy            |
|                | Present progressive | -iaco            |
|                | Future progressive | -ipo            |
|                | Future progressive | -ifo            |
|                | Past future simple | -ive            |
|                | Present perfect  | -icu                |
|                | Future perfect  | -ifu                |
|                | Past future Perfect progress | -ivi            |
|                | Present perfect  | -icy                |
|                | Future perfect  | -ipy                |
|                | Future perfect  | -ify                |
|                | Past future Perfect progress | -ivy            |
In MUG, nominative phrase is flexible for replacing one part of speech with another by following the rules. For example, “white and black” can be interpreted as “Nad Nci Nad” or “Nn Nci Nn” when white and black are nouns.

### D. ACCUSATIVE PHRASE (AP)

An accusative phrase is a word group that functions as the direct recipient of an action, an event or a state. It is formed as follows:

1. \( A := An | Aad | Avi | Avt | Avd | Anm \)
2. \( AP := A \)
3. \( AP := A, A, ... Acj A | A, A, ... A \)
4. \( AP := GP AP \)
5. \( AP := [Pvi] App \) (Accusative preposition only appear after a linking verb.)

For example:
- Cat catches mouse. (An)
- It turns red. (Aad)

### E. DATIVE PHRASE (DP)

A dative phrase is a word group denoting an indirect recipient of an action.

1. \( D := Dn | Dpa \)
2. \( DP := D \)
3. \( DP := D, ... Dcj D | D, ... D \)
4. \( DP := GP DP \)

For example:
- Three smiling, brave and handsome men marked with XOU, having guns, and from the capital are walking along the street.
- Alice cried and laughed for a movie.
For example:
- He happily accepts the invitation. (Bav)
- He sadly and slowly told the story with a deep sorrow. (Bav)

I. COMPLEMENTARY PHRASE (CP)
A complementary phrase is a word group to complement an object of a verb that cannot give it in accordance with the linguistic rule. The specific case is that a verb attempts to express additional meaning it itself or its object cannot express. The rules are:

1) C : = Cad | Cvi | Cvt | Cvd
2) CP : = C
3) CP : = C, ..., Cci C
4) CP : = BP CP

For example:
- John painted the wall red. (Cad)

J. CLAUSAL PHRASE (SP)
A clausal phrase is a phrase or clause that can independently exist.

SP : = Sn | Sad | Svi | Svt | Svd | Snm | Spa | Sit | S"ci
in which S"ci = "ci + phrase, " = nominative | accusative | adverbial. For example:
- We, all friends are here. (Sit)
- 34526St, he spoke loudly. (Spa)

1) MOOD
Mood is a grammatical category to tell the mood of a sentence. It is the third category of a verb besides the voice and tense. In the previous section, we have already described the voice (active and passive) and tense (16 kinds defined).

In MUG, there are five moods in sentence. Thus, five kinds of sentences are defined by an ending mark of a sentence. In particular, each mood is represented by a punctuation mark as follows:

1) ‘.’: declarative
2) ‘!’: exclamatory
3) ‘?’: interrogative
4) ‘@’: imperative
5) ‘*’ : Conditional

V. SENTENCE AND TRANSLATION
The human languages consist of letters, words, and sentences. Each language has its special script and terminology, for all languages consist of nominal and verbal sentences, and these sentences include a noun which functions as the subject, object or case. Language is generated through the input of words, groups of words and sentences, and in order to produce sentences that represent language the input must be processed, and through the application of the rules, the output will be compatible with the input as in Figure 5.

FIGURE 5. Process of sentence translation.

A. LOCAL GRAMMAR
The local mode consists of local to mediation and mediation to local. In this paper, within the MUG structure, Part of Speech (POS) is the foundation, which means that all other structures are built on the basis of POS. In the dictionary, the base and affixes, which suggest tense, voice or plurality, of a term are predefined, among the big group of MUG, original POS in local grammar will be reclassified or redefined. For instance, article in English grammar is traditionally treated as a single POS and appears in Indo-European language family but not in Chinese and MUG, therefore, it needs to join the group of nouns regarded as an adjective. Local grammar in local layer has error analysis that includes rules which are capable of parsing ill-formed input and which apply if the grammatical rules fail. The grammar rule of the unrestricted object construct is augmented by an error analysis rule that checks the inputting sentence against every possible ill-formed construction and produces the appropriate feedback to users.

To enable every rule in local grammar to be fitted into cases of MUG, normalization in the local layer is created by grammar rules (patterns) matching process. We compare each sentence user inputted with an ordered list of patterns, which are regular expressions that can also include additional constraints on case types based on the MUG. These patterns represent local sentence structures that are commonly used to express the various relation types in the local layer, such as “NP is a NP”, represent sentence structures that contributors commonly used when entering knowledge as free text. Before a sentence goes through the pattern matching process, local grammars which are grammar errors, special particles, tenses and so on are tagged using the CONEX dictionary and predefined rules. The normalization process tries to solve localized grammar. For example, in the view of grammar, the special particle should be solved, as it has a traditional meaning, as a part of speech that cannot be inflected, and a modern meaning, as a function word associated with another word or phrase to impart meaning. Mandarin Chinese contains a number of grammatical particles. These can have a number of different functions depending on their placement in a sentence. In English, a similar particle exists too. For example:

Sentence 1 (Chinese): 他交流的方法是有效的
[He communication method is effective.]
Sentence 2: He spoke so well that everybody was pleased.
Therefore, in local mode, the tagging particle distinguishes the kinds of particles function according to their property in the syntax. To normalized particles, the system detects the type of particle then takes further action. There are two types of transformation in the processing of sentence.

Addition (ADD): LABEL words are particles and have no real meaning, such as (DE) and (BA). However, in particular languages, some particles are necessary and cannot be neglected, meanwhile, the difference of property of noun and tense should add particles to target language.

Deletion (DEL): This operation is similar with Addiction, in some situations, we need to delete particle or others at first.

Another issue is the developments of a complete tagged local corpus. This corpus would consist of representative number of rules that can be used to evaluate further inputted sentence.

B. MAPPING SENTENCE
The goal and result of mapping are a target-language case phrase, a list of iid pairs, whose contents reflect the content of the mediation, expressed in terms of syntactic and lexical properties of the target language. The mapper uses MUG, mapping rules and a CoDic to convert the human language 1 into human language 2. The local document is syntactically analyzed into a MUG document. In our framework, a one-to-one mapping approach achieves semantic unambiguity and reduces complexity crossing languages. The mapping process involves two stages:

Stage 1: Internal Mapping. Performing lexical look-up for the lexical entries in order to associate lexemes with case phrase concepts and values. Group the words to construct the order. Such as the order of noun and adjective in a case phrase structure.

Stage 2: External Mapping. Determining the case phrase structure. It performs two tasks:

- Use aspect marker to determine the sentence mode.
- Use the sentence mode to reorder the sentence to form the case phrase structure.

Internal Mapping: The mapping defines the relation between terms or iid, which represents the meaning conveyed in the source text, and the target lexical items. Internal mapping is used to ensure the PoS relations between various elements within the case, internal structure of a case needs to be altered according to the pattern of target language using formed grammar and it gives a new sentence having different word orders. The mapping rules use the mapping lexicon to transform lexical values into the corresponding target words. Figure 6 contains examples of general internal mapping.

External mapping: It is a case phrase structure mapping, and local mapping rules are used to determine the case structure of the sentence. These case phrase representations are used to construct the syntactic structure that will be used to generate a target sentence. The structural mapping rules follow the transformation grammar formalism to order the recognized constituents from constructed case phrase representation that reflects the syntactic structure of the target sentence. They are processed in order and use the pattern shown in Table 6 to map the sentence. The sequence of the iid-value pairs corresponds to the syntactic structure that will be used to generate the target sentence.

In the following, we describe a mapping example to explain how the mapper maps an English sentence into a target Chinese sentence.

C. TRANSLATION
1) CONTEXT-FREE GRAMMAR
A semantic document is a complex syntactic and semantic phenomena subject to the individual context. Thus, its representation is also complex and contextual, needing to decompose it into clear simple and context types in both syntax and semantics. To realize the goal of context-free document representation that is compatible with most existing information systems, a context-free document syntax is designed and implemented on the base of a sign description theory. The
one core of our framework makes the document universal and computer-readable. Context-free Grammar accepts all languages that comply with the word order that begins with the subject such as English while accepts languages that are compatible with all word orders. A CFG has been set up which acts as a language device that has a universal grammar to examine language compatibility based on predefined grammar and knowledge. In this section, we describe the context-free grammar of the word order. The basic idea is that for the sentence \( f \) that is to be parsed, we want to create a (monolingual) context-free grammar \( F \) that generates strings \( f_0 \) of words in the language that are permutations of the sentence. In the following, the definitions of CFG is introduced.

**Definitions:** A context-free grammar (CFG) is a type of formal grammar, which has the form as follows:

\[
G = \langle \Delta, \Sigma, S, R \rangle
\]

where a set of rules govern how a sentence is produced in a language. With this formal form, \( G \) can always produce a rule like \( T \rightarrow w \), \( T \in \Delta \), and \( w \in (\Delta \cup \Sigma)^* \). It means that \( T \) can always be substituted by the word \( w \) without needing to consider the occurrence of \( T \) in the context. This is why \( G \) is called context free grammar (CFG). With this concept in mind, we define a universal context free grammar with the element of \( G = \langle \Delta, \Sigma, S, R \rangle \) as follows:

- \( \Delta \) is set of non-terminals (non-terminal symbols) or a finite set of variables. They represent different types of phrases or clauses in a sentence.
- \( \Sigma \) is set of terminals (i.e., a lexicon as a dictionary, e.g., CONEX Dictionary consists of a set of words, where each word has a particular part of speech).
- \( S \) is start symbol used to represent the whole sentence (one of the non-terminals).
- \( R \) is a relation from \( \Delta \) to \( (\Sigma \cup \Delta)^* \), which at least exists a set of rules/productions of the form \( Y \rightarrow \gamma \), where \( Y \in \Delta \) is a nonterminal, and \( \gamma \in (\Sigma \cup \Delta)^* \) is a sequence of terminals (or words in a dictionary) and non-terminals (may be empty).
- A grammar \( G \) generates a language \( L \).

Figure 8 presents simple processing that how a source sentence is translated to the target sentence through CFG. Firstly, Inputting document mapping a local document from MUG based on meaning group by predefined rules, all cases in the rearranged sentence undergo IID sequences to make the case and PoS order closer to be universal, the mapping between two languages is possibly performed by using the case as the universal structure, then, the new document maps to target language from internal and external structures until meets target language grammar. After that term by term, translation is performed using the CONEX dictionary.

2) RULES EXAMPLE

Figure 9 describes how sentences work between Chinese to English. First, we need to state that the order in which the rules are written in CPG is important and to achieve input constraint. To translate the sentence, we first generate a case phrase structure by CPG. Within this step, we can also add or delete features. The definite particles “的” and “了” in Chinese which does not have a real feature must be realized as the in target English language. This is achieved by the C2 which L1 and L2 are deleted. Although the English and Chinese sentences follow the “NP PP AP” in general, “BA” sentence in Chinese construct in “NP AP PP”, so the sentence needs to transfer into English declarative mode: “NP PP AP” (E1.1). Next, reading the aspect marker knows the tense, voice and sentence type to change features based on the aspects, the verb is transformed to past tense and the best surface structure will be rendered by the target language (E1.2). Below present two examples to illustrate the CF-MUG transfer work.

**Sentence 1:** An adhesive activated by ultraviolet secures the sensor housing to the middle bracket.

**Sentence 2:** 她完成她的文献综述，但是她的研究方法在她的方法部分将改变，以便立即完成这个任务。

**FIGURE 8.** Translation steps of a sentence.

**FIGURE 9.** Sample of translation from Chinese to English.
Transformation: $NP \ GP \ PP\ AP \ BP\ DP \implies \ ADD\_NODE(L1)(CHN=\{把\})\ AP\ PP\ DP$

Sentence 2: 他在家画了一幅被阳光遮挡住的美丽房子。(He at home plain LE a by sun cover LE DE beautiful house.)

In sentence 2, particles ‘‘LE’’ and ‘‘DE’’, verb tense and sentence order should be rearranged and modified. We transfer the syntax tree in Figure 12 to a new syntax tree in Figure 13.

Transformation: $NP\ BP\ PP\_{past}\{PP+LE\&L1\}\ GP\ GP\{BEI\ NP\ PP\ 住\&L2\ DE\&\ L3\}\ AP\ GP\ AP\implies \ DEL\_NODE(L1)\ L2)\ L3)\ NP\ PP\_{past}\ AP\ GP\{ADD\_NOTE(L4)\ (ENG=[that])\ PP\_{past}\ ADD\_NOTE(L5)\ (ENG=[by])\ ADD\_NOTE(L6)\ (ENG=[the])\ NP\ BP$.

In all, according to CPG, while a parser takes a string as input and produces case phrase structures as output, a mapper takes a case-phrase structure and input produces all of the surface strings as output. Of course, the transfer is not as simple as might be conceived from the demo example. There are a great number of structural divergences that must be taken care of. Transfer proves to be considerably convenient as it relieves the grammar writer from worrying about the word order and surface structure in the target language. This confirms the common belief that structural parallelism achieved at the structure level facilitates the translation process.

The basic principle of mapping analysis is to breakdown terms from IID sequences into a structure of case features (lexical category and morphosyntactic properties). Each case rule is responsible for applying a case on given IID sequences to yield an inflected case form. The IID sequences are represented as a basic case structure. Table 7 can be clarified by an example showing the mapping. An example sentence is:

“She completed her literature review, but she still needs to work on her methods section.”. Based on GC, the sentence structure and syntactic phrase constructions of English can be rewritten as:

$[She] \ NP\{completed\} \ PP\{her\ \ literature\ review\} \ AP\{\ [.\] \ mk$ but $Ncj\ [she] \ NP\{still\ \ needs\} \ PP\{to\ \ work\ \ on\ \ her\ methods\ section\} \ AP\{\ [.\] \ mk$

Another verb-based example, we supposed that a sentence just considers subject, objective, verb, then according to the feature of the verb to determine further case shown in Figure 14.

VI. METHODOLOGY
To describe and prove the validity of our approach in crossing language semantic, this paper introduces the
A. DEFINITION

A local document (LD) consists of words, words can generate into terms consists of words and phrases, a sentence consists of terms, and hence a document structure will be:

**Definition 1:** LD = Ti = {T1, T2, T3, ..., Tn}, where T is a set of terms.

T is described as lower representation where IID, POS and Term are all elementary structures. Particularly, while T structure connects a relationship between Chinese and English in “apple”, identifier (IID) is a unique identifier, PoS plays a recognizer that when a computer reads each term. For example, the T structure of “apple” can be notated as T [001, noun, “apple”]. IID, POS and Term are dependent, where ‘|’ notates a dependence property. T structure is defined as:

**Definition 2:** T = (IID | POS | Term)

After the operation of the local layer, a universal document (UD) is generated through cases, definition 3 states that a sentence consists of a couple of cases (C) and T structure, a case can contain any Ti and a T can be conveyed in any case structure. A case does not need to imply a term and a term does not need to relate to a particular case. Thus, a case on its own is meaningless, referring to nothing but merely an existence of a construct. A UD where a sentence is sequences of structure and its terms are conveyed in the case.

**Definition 3:** UD = S1 = (Case, Term) = (C, T), Term ∈ Case, where S is a sentence, C is case.

Any UD’s sentences can be generically modeled as a set of cases as Definition 4 because a UD is a set of sentence-based representations. Every sentence is constructed under the case format. The MUG is implemented as collaborative mediation. It takes a centrally managed architecture that fully replicates IID and case structure of different natural languages. The challenge of MUG implementation is the structure consistency maintenance between multiple language structures, the key issue is to ensure homogeneous case structure, a case does not need to imply a term and a term does not need to relate to a particular case. Thus, a case on its own is meaningless, referring to nothing but merely an existence of a construct. A UD where a sentence is sequences of structure and its terms are conveyed in the case.

**Definition 4:** C1 = {C1, C2, C3, ..., Cn}

Due to the diversity of languages, the sentence order of sentences in different languages is different. The paper adopts the case structure and allows a relationship among cases. A definition is as follows:

**Definition 5:** Case associative relation (CAR): C1 = C1 C2 for C1, C2 ∈ C

A case phrase can be combined with another case Phrase and becomes a new case phrase. For example, the following shows some transfers between case phrases, for example, a GP meets a NP, GP and NP become NP. We allowed the CAR between Chinese and English as follows.

NP =: GP NP AP =: GP AP DP =: GP DP
GP =: BP GP PP =: BP PP

Meanwhile, there exists a non-associative relationship among cases. If the system recognizes the relationship, the sentence does not hold.

**Definition 6:** Case non-associative relationship (CNAR): C1 ≠ (C1 C2) for C1, C2 ∈ C

When the sentence is mapped, the position of the cases changes. Therefore, controlling the position of cases ensures the validity of the sentence.

**Definition 7:** Case commutative relationship (CCR): (C1 *C2) = (C2 *C1) for C1, C2 ∈ C

For example:

(GP *NP) = (NP *GP); (PP *BP) = (PP *BP);
(GP *AP) = (AP *GP); (GP *DP) = (DP *GP).

**Definition 8:** Case non-commutative relationship (CNCR):

(C1 *C2) ≠ (C2 *C1) for C1, C2 ∈ C

For example:

(NP *PP) ≠ (PP *NP); (AP *PP) ≠ (PP *AP).

B. CONDITION

We have discussed the basic definitions. In the real world, documents are complex and heterogeneous. A heterogeneous document is a document that has a different way of constructing an equivalence in both structure and semantic, compared with others. The heterogeneous document exists because of different semantic communities, which provide different contexts for document representations. This section will represent heterogeneous document. When contexts are involved, a document representation will have the following form:

**Condition 1 (Structure Equivalence):** Given two crossing language sentences of S1 [C1, T1, IID, POS, Term]] and S2 [C2, T2, IID, POS, Term]] through definitions, then S1 and S2 are structure-consistent if and only if:

1. T11 ∈ C1 ∈ S1, and T21 ∈ C2 ∈ S2;
2. TID is a unique identifier of T such that T (IID, POS, Term) → IID;
3. There exists a Mapping Relationship (MP): IID ∈ S1 ⇒ IID ∈ S2;
4. C is a universal structure, there exists a Mapping Relationship (MP): C1 ⇐ C2 (structurally).
5. Meet definition 5, 6, 7 and 8.

Generically, Condition 1 achieves structure consistency by converging all heterogeneous structures onto an isomorphic structure Map (C1, ..., Cn) and Map (IID1, ..., IIDn). For example, given the heterogeneous structures, if IID1= [001, 002, 003, 004] from context 1 and IID2= [004, 003, 001, 002] from context 2, meanwhile there are universal Case structure as mediation for both languages, C1= [NPB, CP, DP, ...] and C2 = [BP, CP, NP, DP, ...], then heterogeneous S1 and S2 are structurally consistent on Map(IID1 ∈ S1, IID2 ∈ S2), Map(C1 ∈ S1, C2 ∈ S2), Map(IID1 ⇐ IID2) and Map(C1 ⇐ C2).

Moreover, how does “apple”, “epal” and “苹果” in different languages maintain the same semantics? In this paper, the heterogeneous semantic integration condition described below is a condition of achieving semantic substitutability.
Condition 2 (Semantic Equivalence): Given two crossing language sentences of S1 [C1 [T1; IID, POS, Term]] and S2 [C2i [T2; IID, POS, Term]] through the definitions, then S1 and S2 are semantic-consistent if and only if:

1. Term is unique concept of T such at T (IID, POS, Term) → Term;
2. IID ⇐ Term;
3. Terms ∈ S1 ⇐ Terms ∈ S1 (semantically).

Condition 2 guarantees that two heterogeneous semantics are semantically consistent. For example, the semantic consistency among concept 1 [IID=002, Pos=Noun, Term=“apple”], concept 2 [IID=002, Pos=Noun, Term=“epal”], and concept 3 [IID=002, Pos=Noun, Term=“苹果”] could be guaranteed if and only if we could guarantee that “apple”, “epal” and “苹果” are semantically the same.

In this paper, we employ a collaboration mechanism, available to all different contexts. Through a universal grammar in the mediation layer, heterogeneous structures and contexts could be collaboratively mediated. The common context achieved by collaboration mechanism is referred to as heterogeneous context integration condition as follows:

Condition 3 (Context Equivalence): Given two crossing language context Doc1 of S1 [C1 [T1; IID, POS, Term]] and Doc2 of S2 [C2i [T2; IID, POS, Term]], then LD1 and LD2 are context-consistent if and only if:

1. Both condition 1 and condition 2 are satisfied.
2. T1i ∈ S1i ∈ LD1 and T1i ∈ S2i ∈ LD2.

For example, if Doc 1 designer can work with Doc 2 designers on a collaborative system to negotiate that ‘apple’ and are semantically equivalent under the constraints of 3 conditions above, the concept of ‘apple’ and “苹果” can be semantically consistent. Meanwhile, any machine-based reconciliation between two heterogeneous documents for structure and concept mapping is important and sufficient. This is because machines can only infer representation equivalence through pre-encoded rules.

Figure 15 shows an example of justification of LD1 and LD2, from the set of LD1 and LD2, we found both of LD1 and LD2 have similar elements of Ti, and UD presents a universal case to compatible with LD1 and LD2. Therefore, LD1 is structure equivalence to LD2. Meanwhile, comparing the translation result of LD1 and LD2, LD1 and LD2 are semantic equivalence.

VII. EVALUATION

In order to research the acceptance of translation for users, the evaluation of acceptance adapts a questionnaire analysis in different translation tools among machine translation tools (Google, Bing, and Baidu) and our proposed CF-MUG. To assess the acceptability of translation, currently, there are two feasible approaches - automatic evaluation and human evaluation, BLEU is the most common machine evaluation technique. Automatic evaluation-BLEU [28] is the most common machine evaluation technique and only applicable within machine translation through the strong correlation between human judgments, and shows how many words are shared between MT output and human-made reference, benefiting sequential words. We randomly pick up 50 Chinese sentences (N=50) and 50 English sentences (N=50) and evaluate our MNLM using the standard BLEU score metric and to make our results comparable to Google, Bing and Baidu translation tools.

| Translation tools | En-Ch | Ch-En |
|-------------------|-------|-------|
| Bing              | 0.33  | 0.43  |
| Baidu             | 0.31  | 0.37  |
| Google            | 0.34  | 0.36  |
| CF-MUG            | 0.43  | 0.42  |

FIGURE 15. Justification from LD1 to LD2.

FIGURE 16. Acceptance of translation from English to Chinese.

TABLE 8. BLEU sores among four tools.
From the result of Table 8, it shows a comparison of the average scores of BLEU, but there is no obvious and better BLEU score for MNLM compared with other methods. The reasons under three issues of BLEU method are: (1) It does not consider meaning. (2) It does not directly consider sentence structure, and (3) It does not map well to human judgments. Therefore, from the view of the semantic or meaning sentences, human semantic evaluation method plays a more important role in the acceptance and semantic accuracy of translation.

In this paper, the questionnaire is used for human evaluation to analysis the human judgments in acceptance based on the assigned questionnaire. The questionnaire collected sentences between Chinese and English randomly from websites. To ensure the validity of the data, approximately 450 valid data support our analysis. The evaluators were asked to consider each machine translated outputs from four selections which are Google, Bing, Baidu, and our proposed method in [Fully Agree, Mostly Agree, Agree, Don’t Agree and Completely Disagree]. Formula (1) indicates how to calculate the percentage of acceptance:

$$\text{Acceptance}(A_t) = \frac{\sum_{i=1}^{8}(N_{ri}/N_t)}{S} \times 100\%$$ (1)

where $A$ indicates percentages of acceptance in a translation tool, $t$ indicates the Likert scale, $t = [\text{Fully Agree} | \text{Mostly Agree} | \text{Agree} | \text{Do not Agree} | \text{Completely Disagree}]$, $i$ indicates the number of sentences, $N_{ri}$ indicates the number of selecting scale in the $t$, $N_t$ is the number of total evaluators, and $S$ indicates the sum number of sentences. Figs. 16 and 17 show the results of acceptance between Chinese and English sentences through Microsoft Excel data analysis tool using formula (1).

From Figure 16 and 17, comparison of the percentage of acceptance between the CF-MUG and machine translation tools indicate that four MT tools perform a better result as Completely Disagree and Fully Agree have the smallest percentage in overall. Translation results of the two languages are not much different but the google translation is higher in DoNotAgree, accounting for about 34%. If we only consider the Agree and the above are successful sentences as shown in Figure 18, then, Google and Bing translations are relatively lower than others. In general, Baidu translation is more acceptable in Chinese-English translation among machine translation tools.

BLEU scores and acceptance of translation are not good at evaluation in semantic accuracy, therefore, to better understand the accuracy of semantics, we made another questionnaire - semantic accuracy of translation. We randomly selected 30 English sentences and 30 Chinese sentences from websites to conduct a survey on 321 valid (N = 321) Chinese native participants as the survey focuses on Chinese and English, and we told the participants a basic knowledge of semantic and its accuracy to make better judgments. The participants were asked to consider each machine translated outputs from four tools which are Google, Bing, Baidu, and our proposed CF-MUG. If the questions were identical to be extremely accurate, they would select it.

From Figure 19, comparisons of the percentage of semantic accuracy between the CF-MUG and machine translation tools indicate that the CF-MUG performances more significantly accuracy in both translations- English to Chinese and Chinese to English which is 46.4% and 43.1% respectively. Especially, within machine translation tools, Baidu tool performances better result and the lowest semantic accuracy is the Bing tool.

Through the survey, we validated translation results based on questionnaires but there are two limitations:
1) The number of languages examined was significantly limited. Here, acceptance is made by MT tools between English and Chinese. It is possible that if this same study was carried out translating other languages, the results may be different.  
2) In the current study, the translated sentence in our proposed CF-MUG is manually generated based on well-defined rules and grammars, and it probably makes a slight difference in real.

VIII. DISCUSSION AND CONCLUSION

In the document exchange, the accuracy of translation and disambiguation in the exchange of semantic documents across different languages is critical and ensures that senders and receivers understand the meaning of the exchanged documents. A large amount of text available online is becoming more and more linguistic, providing more useful information. However, because language barriers prevent cross-language searches, most users do not have easy access to most of this information. Due to the ambiguity of the language, the use of synonyms to express a single idea creates problems. To realize semantic unambiguity and accuracy in crossing document exchange and natural language processing, this paper designs a new framework of CF-MUG. CF-MUG draws on the advantages of the collaboration concept, due to each word tags a unique ID, document exchange transfers to ID exchange, this method not only ensures computer-readable, understandable and further automatically executable in Artificial Intelligence but also minimizes the information lack from the source language to the target language.

Based on the grammatical case, this paper proposed MUG grammar, also be called universal grammar MUG that accepts all coming languages. MUG aims to reduce the complexity of mapping compared with existing methods through the third-party language translation. So far, we have initially proposed the theoretical framework. In the future, we need to improve and implement the framework.
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