Macdonald symmetric functions of rectangular shapes
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Abstract. Using vertex operator we study Macdonald symmetric functions of rectangular shapes and their connection with the q-Dyson Laurent polynomial. We find a vertex operator realization of Macdonald functions and thus give a generalized Frobenius formula for them. As byproducts of the realization, we find a q-Dyson constant term orthogonality relation which generalizes a conjecture due to Kadell in 2000, and we generalize Matsumoto’s hyperdeterminant formula for rectangular Jack functions to Macdonald functions.

1. Introduction

Macdonald symmetric functions $Q_\lambda(q,t)$ form a remarkable class of symmetric functions. They are indexed by partitions $\lambda$ and depending on parameters $q,t$. They includes many types of symmetric functions as special cases such as Jack functions $Q_\lambda(\alpha)$ and Hall–Littlewood functions $Q_\lambda(0,t)$.

When the Young diagram of $\lambda$ is of rectangular shape, i.e., $\lambda = (k,k,\ldots,k)$, we say that the corresponding symmetric function is of rectangular shape. For example, $Q_{(2,2,2)}(0,t)$ is a rectangular Hall-Littlewood function. We study the rectangular Macdonald functions using vertex operator.

First, we find a solution to the long-standing problem of vertex operator realization of Macdonald symmetric functions. Jing’s vertex operator [9] realizes Hall-Littlewood functions gracefully. However, a generalization of this realization to Jack functions or Macdonald functions is far from immediate. Jing and the author gave a vertex operator realization of Jack functions in [3,5]. In this work, we generalize this realization of Jack functions to Macdonald functions, as the limit $q \to 1$ of the later goes back to the case of Jack functions. It comes out that our realization here is different from that in [9]. Roughly speaking, we use two steps to construct Macdonald functions. In the first step, we realize Macdonald functions of rectangular shapes, and in
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the second step, we use these rectangular Macdonald functions to construct those of general shapes (Theorem 6.9). We explain briefly the first step here.

Let $F = \mathbb{Q}(q, t)$ be the field of rational functions in two independent variables $q, t$. The space of symmetric space is a free commutative associative algebra $\Lambda$ generated by variables $p_1, p_2, \cdots$ over $F$ (as we are considering Macdonald functions). Let $\mathbb{Q}[\frac{1}{2}\mathbb{Z}]$ be the group algebra of $\{e^n : n \in \frac{1}{2}\mathbb{Z}\}$ (with multiplication being $e^m e^n = e^{(m+n)n}$). Extend $\Lambda$ to $V$ which is defined to be $V = \Lambda \otimes \mathbb{Q}[\frac{1}{2}\mathbb{Z}]$. We consider the case that $t = q^\beta$ where $\beta$ is an arbitrary positive integer. Define the following operators $X_i$’s on $V$ using the following generating function:

\begin{equation}
X(z) = \exp \left( \sum_{n \geq 1} \frac{p_n z^n}{n} \frac{1 - q^m}{1 - q^n} \right) M(z) \exp \left( \sum_{n \geq 1} - \frac{\partial}{\partial p_n} z^{-n} \frac{q^{-n} - q^n}{1 - q^n} \right)
= \sum_n X_{-n} z^n,
\end{equation}

where $M(z) = z^{(2m+1)\beta} v \otimes e^{\eta}$ and $e^{\eta}$ is a sequence of positive integers. If for all $i, j$, $|q^b z_i/w_j| < 1$ ($b = 0, 1, \cdots, \beta_i - 1$), then we can expand $F_{\beta,q}[s; t]$ into an infinite sum of monomials of the form $z_1^{k_1} \cdots z_s^{k_s} w_1^{m_1} \cdots w_t^{m_t}$ with $k_i \in \mathbb{Z}$, $m_j \in \mathbb{Z}_{\geq 0}$ and $k_1 + \cdots + k_s = m_1 + \cdots + m_t$. However, not all monomials of this form appear in the expansion. The orthogonality relation (Theorem 4.7) asserts the vanishing of certain monomials, with the coefficients of some monomials also given. The $t = 1$ case of this relation (see Theorem 4.5) was conjectured by Kadell [10]. Andrews’s q-Dyson constant term conjecture [1], which was first proved by Zeilberger and Bressoud [15], is about $F_{\beta,q}[s; 0]$. We also give a proof of this conjecture, based on the observation that $F_{\beta,q}[s; 0]$ and $F_{\beta,q}[s; 1]$ have the same constant term. The splitting formula for $F_{\beta,q}[s; 1]$ (see Proposition 4.2) is critical in these proofs. We like
to mention that this splitting formula may be helpful in the computation of the non-constant term of $F_{\beta,q}[s;0]$. After this study was finished, we found that the first proof of Kadell’s conjecture was given in 2012 \[12\]. Our proofs here are elementary.

Third, we find a formula which connects q-Dyson Laurent polynomial with Macdonald functions of rectangular shapes. We have the following raising-operator-type formula for rectangular Macdonald functions:

$$
(q;q)_s^\beta Q_{(k,s)}(q,t) = \prod_{1 \leq i < j \leq s} \left( \frac{D_i}{D_j} \right)_\beta (qD_j/D_i; q)_\beta (Q_k(q,t))_s,
$$

where $Q_n$’s are the one-row Macdonald functions and the operator $D_i$ lowers the $i$th subscript by 1: $D_i Q_{\lambda_1} \cdots Q_{\lambda_s} = Q_{\lambda_1} \cdots Q_{\lambda_i-1} \cdots Q_{\lambda_s}$ (see Definition 3.2 for rigorous definition). Formula (1.4) is a special case—the $t = 0$ case of the formula (5.2) in Theorem 5.2. The $q = 1$ case of (1.4) is equivalent to Matsumoto’s Hyperdeterminant formula for rectangular Jack functions \[14\]. Matsumoto’s formula was generalized to almost rectangular shapes ($Q_{\lambda}$ with $\lambda = ((k + 1)t, k^s)$) in \[2\], and this generalized formula is equivalent to the $q = 1$ case of our formula (5.2). Formula (1.4) can also be specified to the case of Hall–Littlewood functions. To do this, we set $t = q^\beta$, then use the formula \((z;q)_n = (z;q)_{\infty}/(zq^n;q)_{\infty} \) (with \((z;q)_{\infty} = (1 - z)(1 - qz)(1 - q^2z) \cdots \)). Formula (1.4) turns into:

$$
\frac{(q;q)_{\infty}}{(qt^s;q)_{\infty}} \left( \frac{(qt;q)_{\infty}}{(q;q)_{\infty}} \right)_s Q_{(k,s)}(q,t) = \prod_{1 \leq i < j \leq s} \left( \frac{D_i/D_j; q)_{\infty}}{(tD_i/D_j; q)_{\infty}} \left( \frac{qD_j/D_i; q)_{\infty}}{(qtD_j/D_i; q)_{\infty}} \right)_s (Q_k(q,t))_s.
$$

Now the $q = 0$ case of this formula is the rectangular case of the well-known raising operator formula for Hall–Littlewood functions:

$$
Q_{(k,s)}(q,t) = \prod_{1 \leq i < j \leq s} \left( \frac{1 - D_i/D_j}{1 - tD_i/D_j} \right)_s (Q_k(q,t))_s.
$$

We can not generalize formula (1.5) to general shapes. However, we can express a Macdonald function as the coefficient of some monomial of a Laurent polynomial (see Remark 6.10 at the end of the last section). We should also mention that the raising operator formula for Macdonald functions was given by Lassalle and Scholosser \[11\], as a generalization of the formula for the two-row Macdonald functions \[8\].

This paper is organized as following. The basic notions about Macdonald functions are given in Section 2, and in Section 3 we define the vertex operator which we use to realize Macdonald functions. The q-Dyson orthogonality relations are studied in Section 4. We devote Section 5 to the vertex operator realization of Macdonald functions of almost rectangular shapes, and the special case of Jack functions are also considered. Finally in Section 6, we use the rectangular Macdonald functions to construct Macdonald
functions of general shapes and give a generalized Frobenious formula for Macdonald functions.

2. Partitions and Macdonald functions

We give some notations and definitions of partitions and Macdonald symmetric functions in this section, most of which are from [13].

A partition is a sequence \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_s)\) of non-negative integers in weakly decreasing order. The set of all partitions is denoted by \(\mathcal{P}\). The length \(l(\lambda)\) of \(\lambda\) is defined to be the number of nonzero parts of \(\lambda\); i.e., \(l(\lambda) = \max\{i : \lambda_i \neq 0\}\). We adopt the convention that \(\lambda_i = 0\) for \(i > l(\lambda)\).

We write \(\lambda \vdash n\) if the weight of \(\lambda\), which is defined to be \(|\lambda| = \sum_{i \geq 1} \lambda_i\), equals \(n\). For \(\lambda, \mu\) of the same weight, we write \(\lambda \geq \mu\) if \(\sum_{j \leq i} (\lambda_j - \mu_j) \geq 0\) for all \(i\). This defines the dominance ordering. As usual, we write \(\lambda > \mu\) if \(\lambda \geq \mu\) but \(\lambda \neq \mu\).

For a partition \(\lambda\), we let \(x^\lambda\) denote the monomial \(x_1^{\lambda_1}x_2^{\lambda_2}\cdots\). For a Laurent polynomial \(F = f(x_1, x_2, \cdots, x_s)\), we use notation \(C.T.F\) for the constant term of \(F\).

Sometimes we write \(\lambda = (1^{m_1}2^{m_2}\cdots)\), where \(m_i = m_i(\lambda)\) is the multiplicity of \(i\) in \(\lambda\). For two partitions \(\lambda, \mu\), one defines the set union \(\lambda \cup \mu\) by \(m_i(\lambda \cup \mu) = m_i(\lambda) + m_i(\mu)\) for all \(i\).

In this paper, we also write a partition in the form of \(\lambda = (a_1^{n_1}a_2^{n_2}\cdots a_r^{n_r})\), where it means \(m_{a_i}(\lambda) = n_j > 0\) and \(a_1 > a_2 > \ldots > a_r > 0\). For example, one has \((4^3) = (4, 4, 4)\) and \((4^23^1) = (4, 4, 3)\).

To visualize partitions, one identifies a partition \(\lambda\) with its Young diagram \(\gamma\), which is a collection of left justified rows with \(\lambda_1\) boxes on the first (top) row and \(\lambda_2\) boxes on the second row and so on. We call a partition with all its parts identical a rectangular partition, a partition of rectangular shape or a rectangle, as its Young diagram is of that shape. So \(\lambda = (k^s)\) \((k, s > 0)\) is of rectangular shape. Similarly, one calls \(\lambda = ((k + 1)^t, k^s)\) \((k, s \geq 1, t \geq 0)\) an almost rectangular partition [2].

Let \(\Lambda_F\) be the free commutative associative algebra generated by \(p_1, p_2, \ldots\) over \(F\), where \(F = \mathbb{Q}(q, t)\) is the field of rational functions in two independent indeterminate \(q, t\). We call the elements in \(\Lambda_F\) symmetric functions. The power sum symmetric functions \(p_\lambda = p_{\lambda_1}p_{\lambda_2}\cdots\) \((\lambda \in \mathcal{P}, p_0 = 1)\) form a basis of \(\Lambda_F\). Let \(\Lambda_F^0\) be the subspace spanned by the set \(\{p_\lambda : |\lambda| = n\}\). We see that \(\Lambda_F\) is a graded algebra; it is the direct sum of \(\Lambda_F^0 = F, \Lambda_F^1 = Fp_1, \Lambda_F^2\) and so on. We define a scalar product on \(\Lambda_F\) by

\[
\langle p_\lambda, p_\mu \rangle = \delta_{\lambda\mu} \zeta_\lambda \prod_{i \geq 1} \frac{1 - q^{\lambda_i}}{1 - t^{\lambda_i}} \quad (\lambda, \mu \in \mathcal{P}),
\]
where \( \delta_{\lambda \mu} \) is the Kronecker symbol, and \( z_{\lambda} = \prod_{i \geq 1} i^{m_i(\lambda)} m_i(\lambda)! \). The generalized complete symmetric function \( Q_n(q, t) \) is defined by:

\[
(2.2) \quad \exp \left( \sum_{n \geq 1} \frac{p_n z^n}{n} \frac{1 - t^n}{1 - q^n} \right) = \sum_n Q_n(q, t) z^n.
\]

The generalized complete symmetric functions \( g_{\lambda}(q, t) = Q_{\lambda_1}(q, t) Q_{\lambda_2}(q, t) \cdots \) \((\lambda \in \mathcal{P})\) form a basis of \( \Lambda_F \). Macdonald symmetric functions \( Q_{\lambda}(q, t) \) form an orthogonal basis of \( \Lambda_F \). It is given by the following:

**Lemma 2.1.** \([13]\) There is a unique family of symmetric functions \( Q_{\lambda}(q, t) \in \Lambda_F \) \((\lambda \in \mathcal{P})\) satisfying the following conditions:

1. \( Q_{\lambda}(q, t) = g_{\lambda}(q, t) + \sum_{\mu > \lambda} d_{\lambda \mu} g_{\mu}(q, t) \);
2. \( \langle Q_{\lambda}(q, t), g_{\mu}(q, t) \rangle = 0 \) if \( \mu > \lambda \).

We see that \( Q_{\lambda}(q, t) \) is in \( \Lambda_F^{[\lambda]} \) and \( Q(n)(q, t) \) equals \( Q_{\lambda}(q, t) \). We remark that our treatment of symmetric functions here is to look at them as elements in a commutative algebra generated by \( p_1, p_2, \ldots \). Originally \( p_n \) is the formal power sum \( x_1^n + x_2^n + \cdots \), and the symmetry is in these variables \( x_1, x_2, \ldots \). However, we are interested in this commutative algebra treatment of \( \Lambda_F \) in this study. In fact, Lemma 2.1 can also be proved in \([4]\) for example-inside this framework (without going back to those variables \( x_1, x_2, \ldots \)). We should also mention that there is another basis \( \{P_{\lambda}(q, t)\} \) such that \( \langle Q_{\lambda}(q, t), P_{\mu}(q, t) \rangle = \delta_{\lambda \mu} \). Both \( Q_{\lambda} \)'s and \( P_{\lambda} \)'s are called Macdonald symmetric functions but we are only interested in \( Q_{\lambda}(q, t) \)'s. Moreover, we only study the case that \( t = q^\beta \), where \( \beta \) is an arbitrary positive integer.

We will need the following formula for the norm of the Macdonald functions.

**Lemma 2.2.** \([13]\) For a partition \( \lambda \), one has

\[
(2.3) \quad \langle Q_{\lambda}(q, t), Q_{\lambda}(q, t) \rangle = \prod_{i=1}^l \frac{1 - q^{\lambda_i - j + \beta(\lambda'_j - i + 1)}}{1 - q^{\lambda_i - j + 1 + \beta(\lambda'_j - i)}},
\]

where the product go through \((i, j)\) such that \( 1 \leq i \leq l(\lambda), 1 \leq j \leq \lambda_i \), and \( \lambda'_j \) is the number of those \( i \)'s such that \( \lambda_i \geq j \).

We will also study Jack functions \( Q_{\lambda}(\alpha) \). They form an orthogonal basis with respect to another scalar product. They can be looked as a special case of Macdonald functions. To put it shortly, \( Q_{\lambda}(\beta^{-1}) \) is the limit of \( Q_{\lambda}(q, q^\beta) \) as \( q \) goes to 1.

### 3. The vertex operator

For convenience, we extend the space of symmetric functions \( \Lambda_F \) a little. We define the algebra \( V = \Lambda_F \otimes \mathbb{Q}[\frac{1}{Z}] \), where \( \mathbb{Q}[\frac{1}{Z}] \) is the group algebra of \( \{ e^{n} | n \in \frac{1}{Z} \} \) with multiplication given by \( e^{m} e^{n} = e^{(m+n)} \). We can extend the scalar product to \( V \) by

\[
(3.1) \quad \langle u \otimes e^{m}, v \otimes e^{n} \rangle = \langle u, v \rangle \delta_{mn}.
\]
Now let us define the following vertex operator on the vector space $V$:

\[ X(z) = \exp \left( \sum_{n \geq 1} \frac{h_n z^n}{n} \right) \exp \left( \sum_{n \geq 1} \frac{\hbar_n z^n q^{-n\beta} - q^{n\beta}}{1 - q^n} \right) \]

\[ = \sum_n X_{-n} z^n, \]

where for positive integer $n$ and $v \otimes e^{mn} \in V$,

\[ h_{-n}.v \otimes e^{mn} = p_n v \otimes e^{mn}, \]

\[ h_n.v \otimes e^{mn} = n \frac{1 - q^n}{1 - q^{n\beta}} \partial_{p_n} v \otimes e^{mn}, \]

\[ M(z).v \otimes e^{mn} = z^{(2m+1)\beta} v \otimes e^{(m+1)\eta}. \]

**Remark 3.1.** By definition, the operators $h_n$ and $h_{-n}$ are conjugate; i.e., for $x, y \in V$, one has $\langle h_n, x, y \rangle = \langle x, h_{-n}, y \rangle$.

We call $M(z)$ the middle term of the vertex operator $X(z)$. The term to the left (resp. right) side of $M(z)$ is called the creation (resp. annihilation) part of $X(z)$, as $h_n$ maps $\Lambda^m_F \otimes e^{\eta}$ into $\Lambda^{m-n}_F \otimes e^{\eta}$ (for $n \neq 0$, and we set $\Lambda^0_F = 0$ if $k < 0$). Acting on $v \otimes e^{mn}$, the effect the middle term is independent of $v$ and that of $h_n$ ($n \neq 0$) is independent of $e^{mn}$. We thus say that $M(z)$ acts on the group algebra part of the tensor product, while the creation part and annihilation part of $X(z)$ act on the symmetric function part.

We caution the reader that our notation $h_i$’s has nothing to do with the complete symmetric polynomials, which are one-row Schur polynomials and we will use the notation $S_n$ for them. Restricting their actions on $V_m = \Lambda^m_F \otimes e^{\eta} (m \in \frac{1}{2} \mathbb{Z})$, these $h_i$’s together with the identity map $I$ form a basis of a Heisenberg algebra (as a Lie sub-algebra of $\text{End}_F(V_m)$), with the Lie bracket satisfying

\[ [h_n, h_{-m}] = \delta_{m,n} m \frac{1 - q^n}{1 - q^{n\beta}} I \quad (n > 0). \]

This vertex operator is related to the Laurent polynomial $F_{\beta,q}[s;t]$. Recall that it is the special case of $F_{\beta,q}[s;t]$ (see (1.3)) when all $\beta_i$’s equal $\beta$. The special case $F_{\beta,q}[s;0]$ is equal to

\[ F_{\beta,q}(z_1, \ldots, z_s) = \prod_{1 \leq i < j \leq s} \left( \frac{z_i}{z_j}; q \right)_\beta \left( \frac{qz_i}{z_j}; q \right)_\beta. \]

Define the lowering operator $D_i$’s as the following:

**Definition 3.2.** Let $F = \sum_{i_1, \ldots, i_s} c_{i_1 \cdots i_s} D_1^{i_1} \cdots D_s^{i_s}$ be a Laurent polynomial. For a symmetric functions $g_\lambda = Q_{\lambda_1} \cdots Q_{\lambda_s}$, the action of $F$ on $g_\lambda$ is defined by

\[ F.g_\lambda = \sum_{i_1, \ldots, i_s} c_{i_1 \cdots i_s} Q_{\lambda_1-i_1} \cdots Q_{\lambda_s-i_s}. \]
We see that $D_i$ lowers the $i$th subscript by one, and this is why we call it a lowering operator. Note that if $F$ is a Laurent polynomial of those $D_j/D_i$’s with $i < j$, then $F$ is the usual raising operator. Thus lowering operator is a generalization of raising operator. Also recall that we let $C$ between $D_i$'s as in the following:

$$X_{-\lambda_1} \cdots X_{-\lambda_s} \cdot 1 \otimes e^{-sn/2} = \epsilon_q(\beta, s)F_{\beta,s}(D_1, \ldots, D_s).Q_{\lambda_1}(q, q^\beta) \cdots Q_{\lambda_s}(q, q^\beta) \otimes e^{sn/2},$$

Thus the exponential of it can be written as following:

$$\langle X_{-\lambda_1} \cdots X_{-\lambda_s} \cdot 1 \otimes e^{-sn/2}, Q_{\mu_1}(q, q^\beta) \cdots Q_{\mu_t}(q, q^\beta) \rangle = \epsilon_q(\beta, s) C.T. (z^\lambda/w^{1/2})^{-1} F_{\beta,s}[s,t].$$

where

$$\epsilon_q(\beta, s) = (-1)^{\beta(s-1)/2}q^{-\beta(\beta+1)s(s-1)/4}. $$

**Proof.** For convenience, set

$$B_j = \sum_{n \geq 1} h_n z_j^{-n} q^{-n_\beta} - q^{n_\beta}, A_i = \sum_{n \geq 1} h_n z_i^{-n} q^{-n_\beta} - 1.$$ 

Then we can write $X(z_k) = e^{A_k}M(z_k)e^{B_k}$. Using (3.3), one has

$$[B_j, A_i] = \sum_{n \geq 1} \frac{(z_i/z_j)^n}{n}(q^n-\beta + q^{n(-\beta+1)} + q^{n(-\beta+2)} + \ldots + q^{n(\beta-1)}).$$

Thus the exponential of it can be written as following:

$$e^{[B_j, A_i]} = \prod_{k=\beta}^{\beta-1} \exp \left( \sum_{n \geq 1} \left( \frac{z_i}{z_j} \right)^n q^{nk} \right) = \prod_{k=\beta}^{\beta-1} (1 - q^k z_i/z_j).$$

As $[B_j, A_i]$ commutes with $B_j$ and $A_i$ (as operators on $V$), we know that $e^{B_j}e^{A_i}$ equals $e^{A_i}e^{B_j}e^{[B_j, A_i]}$. This enables us to move the $e^{B_j}$’s to the right side of $e^{A_i}$’s as in the following:

$$X(z_s) \cdots X(z_2)X(z_1)$$

$$= e^{A_s} \cdots e^{A_1}e^{B_s} \cdots e^{B_1}M(z_s) \cdots M(z_1) \prod_{1 \leq i < j \leq s \beta} (1 - q^k z_i/z_j).$$

Notice that $e^{B_k} \otimes e^{mn}$ equals $1 \otimes e^{mn}$ and the action of $e^{A_k}$ is the same as the multiplication of $\sum_{n \geq 0} Q_n(q, q^\beta)z_k^n$ (to the symmetric function part).
Hence we have
\[ X(z_s) \cdots X(z_2)X(z_1).1 \otimes e^{-sn/2} \]
\[ = z_1^{-(s+1)\beta} z_2^{-(s+3)\beta} \cdots z_8^{-(s-1)\beta} \prod_{1\leq i<j\leq s} \prod_{k=-\beta}^{\beta-1} \left( 1 - q^{k \cdot \frac{z_i}{z_j}} \right) e^{A_s} \cdots e^{A_1}.1 \otimes e^{sn/2} \]
\[ = \epsilon_q(\beta, s) \prod_{1\leq i<j\leq s} \left( \frac{z_i}{z_j} ; q \right)_\beta \left( \frac{q \cdot z_j}{z_i} ; q \right)_\beta \prod_{k=1}^{s} \left( \sum_{n \geq 0} Q_{n}(q, q^\beta) z_k^n \right) \otimes e^{sn/2}. \]

Now we have the formula (3.6) (by Definition (3.2)).

To prove the second formula, first we set
\[ Y(w) = \exp \left( \sum_{n \geq 1} \frac{h_n w^{-n} - q^{n\beta}}{1 - q^n} \right) = \sum_n Y_{-n} w^{-n}, \]
\[ Y(w)^* = \exp \left( \sum_{n \geq 1} \frac{h_n w^{-n} - q^{n\beta}}{1 - q^n} \right) = \sum_n Y_{-n}^* w^{-n}. \]

Note that \( Y(w) \) is the creation part of \( X(w) \). The action of \( Y_{-n} \) is the same as multiplication of \( Q_{n}(q, q^\beta) \) (to the symmetric functions part) and \( \langle x, Y_{-n} y \rangle = \langle Y_{-n}^* x, y \rangle \), i.e., \( Y_{-n}^* \) is really the conjugate of \( Y_{-n} \). The left side of (3.7) is equal to the coefficient of \( z^\lambda / w^\mu = z_1^{\lambda_1} z_2^{\lambda_2} \cdots / (w_1^{\mu_1} w_2^{\mu_2} \cdots) \) in the following

\[ \langle X(z_s) \cdots X(z_1).1 \otimes e^{-sn/2}, Y(w_1) \cdots Y(w_t).1 \otimes e^{sn/2} \rangle = \langle Y(w_1)^* \cdots Y(w_t)^* X(z_s) \cdots X(z_1).1 \otimes e^{-sn/2}, 1 \otimes e^{sn/2} \rangle \]
\[ = \epsilon_q(\beta, s) \prod_{1\leq i<j\leq s} \left( \frac{z_i}{z_j} ; q \right)_\beta \left( \frac{q \cdot z_j}{z_i} ; q \right)_\beta \prod_{i=1}^{t} \prod_{j=1}^{s} \left( \frac{z_i}{w_j} ; q \right)_\beta^{-1}. \]

Now the formula (3.7) follows. \( \square \)

Let us use the vertex operator \( Y(w) \) and its conjugate \( Y(w)^* \) to analyze the reciprocal of the q-Pochhammer symbol \( (z; q)_\beta^{-1} \).

**Lemma 3.4.** For non-negative integers \( m, \beta \), the coefficient of \( z^m \) in \( (z; q)_\beta^{-1} \) is:

\[
\text{C. T. } z^{-m} (z; q)_\beta^{-1} = (q^\beta; q)_m / (q; q)_m.
\]

**Proof.** On one hand, it is known (from Lemma 2.2) that

\[ \langle Q_m(q, q^\beta), Q_m(q, q^\beta) \rangle = (q^\beta; q)_m / (q; q)_m. \]
On the other hand, \( \langle Q_m(q, q^\beta), Q_m(q, q^\beta) \rangle \) is the coefficient of \((w_2/w_1)^m\) in \( \langle Y(w_1).1, Y(w_2^{-1}).1 \rangle \); i.e.,

\[
\langle Q_m(q, q^\beta), Q_m(q, q^\beta) \rangle = C.T. (w_2/w_1)^{-m} \langle Y(w_1).1, Y(w_2^{-1}).1 \rangle = C.T. (w_2/w_1)^{-m}(w_2/w_1; q)_{\beta}^{-1}.
\]

Comparing the two expressions finishes the proof. □

4. A q-Dyson constant term relation

In this section we study the properties of the Laurent polynomial \( F_{\beta, q}[s; t] \). Some of these properties will be applied in the next section to the realization of Macdonald functions, and some generalizes Kadell’s conjecture. We like to mention that all the proofs are elementary and this section can be read independently.

For latter application, let us first analysis the reciprocal of the q-Pochhammer symbol \((z; q)_{\beta}\) further.

**Lemma 4.1.** Assume that \( m, \beta \) are non-negative integers and \( q \neq 0, 1 \) is a complex number. We have the following three expressions for the coefficient of \( z^m \) in \((z; q)_{\beta}^{-1}\):

\[
C.T. z^{-m}(z; q)_{\beta}^{-1} = S_m(1, q, \ldots, q^{\beta-1})
\]

\[
= \sum_{b=0}^{\beta-1} q^{bm} (q^{-b}; q)_{\beta-1-b}^{-1} (q; q)_{\beta-1-b}^{-1}
\]

\[
= (q^\beta; q)_m/(q; q)_m,
\]

where \( S_n(x_1, \ldots, x_k) \) is the one-row Schur polynomial or homogeneous complete symmetric polynomial, and it is required that \((\beta, m) \neq (0, 0)\) for the second expression.

**Proof.** The first expression is direct by the definition of complete homogeneous symmetric polynomials (which are one-row Schur polynomials).

The second expression comes from the following identity of complex (or real) functions in \( z \):

\[
(z; q)_{\beta}^{-1} = \sum_{b=0}^{\beta-1} (1 - q^b z)^{-1} (q^{-b}; q)_{\beta-b}^{-1} (q; q)_{\beta-1-b}^{-1}.
\]

To prove this identity, one multiplies both sides by \((z; q)_{\beta}\); then the right side turns into a sum of \( \beta \) polynomials in \( z \), each of which is of degree \( \beta - 1 \). Now evaluate \( z = q^{-b} \) for \( b = 0, 1, \ldots, \beta - 1 \). One always gets \( 1 = 1 \) and thus proves the identity.

The third expression is given by Lemma 3.4. We would like to give an elementary proof without using Macdonald functions and the vertex operator. Let us make induction on \( \beta \). It is trivial when \( \beta = 0 \). Assume that
it is true for \( \beta \geq 0 \). Notice that \((z; q)^{-1}_{\beta+1}\) is the product of \((z; q)^{-1}_\beta\) and \((1 - q^\beta z)^{-1}\); the coefficient of \(z^m\) in \((z; q)^{-1}_{\beta+1}\) is equal to

\[
\sum_{i=0}^{m} \frac{(q^\beta; q)_i}{(q; q)_i} q^{(m-i)}.
\]

To finish the proof, we want to show that \( (4.2) \) is equal to \((q^{\beta+1}; q)_m/(q; q)_m\). This can be done by setting \(z = q^\beta\) in the following identity

\[
\sum_{i=0}^{m} \frac{(z; q)_i}{(q; q)_i} z^{m-i} = (qz; q)_m/(q; q)_m.
\]

This identity can easily be proved by making induction on \(m\) and noticing that

\[
\sum_{i=0}^{m+1} \frac{(z; q)_i}{(q; q)_i} z^{m+1-i} = z \sum_{i=0}^{m} \frac{(z; q)_i}{(q; q)_i} z^{m-i} + \frac{(z; q)_{m+1}}{(q; q)_{m+1}}.
\]

\(\Box\)

Now, let us turn to study the contraction function \(F_{\beta, q}[s; t]\). Recall that it is defined by the following

\[
F_{\beta, q}[s; t] = F_{\beta, q}(z_1, \ldots, z_s; w_1, \ldots, w_t)
= \prod_{1 \leq i < j \leq s} (z_i/z_j; q)_{\beta_i} (q z_j/z_i; q)_{\beta_j} \prod_{i=1}^{s} \prod_{j=1}^{t} (z_i/w_j; q)_{\beta_i}^{-1},
\]

where \(\beta = (\beta_1, \ldots, \beta_s)\) is a sequence of positive integers. The Laurent polynomial \(F_{\beta, q}[s; 1]\) has an important property, which is crucial in our proofs later.

**Proposition 4.2.** One has the following splitting formula for \(F_{\beta, q}[s; 1]\):

\[
\prod_{1 \leq i < j \leq s} \frac{(z_i/z_j; q)_{\beta_i}}{(q z_j/z_i; q)_{\beta_j}} \prod_{i=1}^{s} \frac{(z_i/w_1; q)_{\beta_i}^{-1}}{= \sum_{a=1}^{s} \sum_{b=0}^{\beta_a-1} G_{a,b}}
\]

where

\[
G_{a,b} = (1 - q^b z_a/w_1)^{-1} B_{a,b} \prod_{1 \leq i < j \leq s} (z_i/z_j; q)_{\beta_i} (q z_j/z_i; q)_{\beta_j},
\]

with

\[
B_{a,b} = \frac{q^{\sum_{k=1}^{a-1} \beta_k + (b+1) \sum_{k=a+1}^{a} \beta_k}}{(q^{-b}; q)_b (q; q)_{\beta_a-b-1}} \times \prod_{1 \leq i < a} \left( q^{1-\beta_i} \frac{z_a}{z_i}; q \right) \left( q^{b+1} \frac{z_a}{z_i}; q \right)_{\beta_a-b} \times \prod_{a < j \leq s} \left( q^{-\beta_j} \frac{z_a}{z_j}; q \right)_{b+1} \left( q^{b+1} \frac{z_a}{z_j}; q \right)_{\beta_a-b-1}.
\]
PROOF. Multiplying both sides of (4.6) by \( \prod_{1 \leq i \leq s} (z_i/w_1; q)_{\beta_i} \), we want to show that

\[
\prod_{1 \leq i < j \leq s} \left( \frac{z_i}{z_j}; q \right)_{\beta_i} \left( \frac{q z_j}{z_i}; q \right)_{\beta_j} = \sum_{a=1}^{s} \sum_{b=0}^{\beta_a-1} H_{a,b},
\]

where \( H_{a,b} = G_{a,b} \prod_{1 \leq i \leq s} (z_i/w_1; q)_{\beta_i} \) is a polynomial in \( w_1^{-1} \) of degree \( \beta_1 + \cdots + \beta_s - 1 \). Look both sides of (4.9) as polynomials in \( w_1^{-1} \). We only need to show that each of the \( \left| H \right| \) side of it. Notice that

\[
\text{Canceling (4.10) to show:}
\]

\( a = 1, \ldots, s; b = 0, \ldots, \beta_a - 1 \) to the right side of (4.9) results in the left side of it. Notice that \( H_{a,b} \) is the unique polynomial which does not vanish when evaluating \( w_1 = q^b z_a \). Hence we only need to show that

\[
\prod_{1 \leq i < j \leq s} \left( \frac{z_i}{z_j}; q \right)_{\beta_i} \left( \frac{q z_j}{z_i}; q \right)_{\beta_j} = H_{a,b}|_{w_1 = q^b z_a}.
\]

Canceling \( \prod_{1 \leq i < j \leq s} (z_i/z_j; q)_{\beta_i} (q z_j/z_i; q)_{\beta_j} \) from both sides of it, one needs to show:

\[
= \prod_{b \neq k=0}^{b \neq k} \left( 1 - \frac{q^k z_a}{w_1} \right) \prod_{a \neq i=1}^{a \neq i} \left( \frac{z_i}{w_1}; q \right)_{\beta_i} |_{w_1 = q^b z_a} B_{a,b}.
\]

Rewrite this equation such that \( B_{a,b} \) is on one side and compare it with (4.8); we find that we only need to prove the following two identities:

\[
\frac{(q z_a/z_i; q)_{\beta_a} (z_i/z_a; q)_{\beta_i}}{(q^{-b} z_i/z_a; q)_{\beta_i}} = q^{b \beta_i} \left( q^{1-\beta_i} z_a/z_i; q \right)_{b} \left( q^{b+1} z_a/z_i; q \right)_{\beta_a-b},
\]

\[
\frac{(z_a/z_j; q)_{\beta_a} (q z_j/z_a; q)_{\beta_j}}{(q^{-b} z_j/z_a; q)_{\beta_j}} = q^{(b+1) \beta_j} \left( q^{-\beta_j} z_a/z_j; q \right)_{b+1} \left( q^{b+1} z_a/z_j; q \right)_{\beta_a-b-1}.
\]

For the identity (4.11), we multiply both the denominator and numerator of its left side by \( (q^{\beta_a-b} z_i/z_a; q)_{b} \). The denominator turns into \( (q^{-b} z_i/z_a; q)_{\beta_i+b} \); the numerator becomes

\[
(q^{\beta_a-b} z_i/z_a; q)_{b} (q z_a/z_i; q)_{\beta_a} (z_i/z_a; q)_{\beta_i}
\]

\[
= (q^{\beta_a-b} z_i/z_a; q)_{b} (q z_a/z_i; q)_{b} (q^{b+1} z_a/z_i; q)_{\beta_a-b}(z_i/z_a; q)_{\beta_i},
\]

where we split the middle q-shifted factorial in (4.13) and obtain (4.14).

Then we apply the following Lemma 4.3 to the product of the first two factorials in (4.14); now the new numerator is equal to

\[
q^{b \beta_i} \left( q^{1-\beta_i} z_a/z_i; q \right)_{b} \left( q^{b+1} z_a/z_i; q \right)_{\beta_a-b}(z_i/z_a; q)_{\beta_i}.
\]
Finally, we combine the first and forth factorials in (4.15) and it equals:
\[ q^{b\beta_i}(q^{1-\beta_i}z_a/z_i;q)_b(q^{k+1}z_a/z_i;q)\beta_a - b(q^{-b}z_i/z_a;q)\beta_i + b. \]
Divide this by the new denominator; we get the right side of (4.11). This finishes the proof of identity (4.11).

The identity (4.12) is proved similarly, but one starts by multiplying \((q^{\beta_j-b}z_j/z_a;q)_{b+1}\) to both the denominator and numerator of its left side. The following steps are done exactly the same way.

\[ \square \]

**Lemma 4.3.** For a non-negative integer \(b\) and integers \(k,l\), we have:
\[ (q^k z_i/z_a; q)_b(q^l z_a/z_i; q)_b = q^{b(l+k+b-1)}(q^{1-b-l}z_i/z_a; q)_b(q^{1-b-k}z_a/z_i; q)_b. \]

**Proof.** We use the following identity
\[ (1 - q^m z_i/z_a)(1 - q^n z_a/z_i) = (q^n - z_i/z_a)(q^m - z_a/z_i) \]
in the following computations:
\[
(q^k z_i/z_a; q)_b(q^l z_a/z_i; q)_b = \prod_{j=0}^{b-1} (1 - q^{k+j}z_i/z_a)(1 - q^{l+j}z_a/z_i)
\]
\[
= \prod_{j=0}^{b-1} (q^{l+j} - z_i/z_a)(q^{k+j} - z_a/z_i)
\]
\[
= \prod_{j=0}^{b-1} q^{k+l+2j}(1 - q^{-(l+j)}z_i/z_a)(1 - q^{-(k+j)}z_a/z_i)
\]
\[
= q^{b(l+k+b-1)}(q^{1-b-l}z_i/z_a; q)_b(q^{1-b-k}z_a/z_i; q)_b.
\]
\[ \square \]

We will apply the splitting property of \(F_{\beta,q}[s;1]\) (Proposition 4.2) to prove an orthogonality relation and compute some constant terms. To warm up and for latter application, let us first give a new proof of the q-Dyson constant term conjecture, which was given by Andrews [1] and has firstly been proved by Zeilberger and Bressoud.

**Theorem 4.4.** [15] Let \(s, \beta_1, \ldots, \beta_s\) be positive integers. The constant term of \(F_{\beta,q}(z_1, \ldots, z_s)\) is:
\[ (4.16) \quad \text{C.T.} \prod_{1 \leq i < j \leq s} \left( \frac{z_i}{z_j} q \right)^{\beta_i} \left( \frac{z_j}{z_i} q \right)^{-\beta_j} = \frac{(q; q)_{\beta_1 + \beta_2 + \cdots + \beta_s}}{(q; q)_{\beta_1} (q; q)_{\beta_2} \cdots (q; q)_{\beta_s}}. \]

**Proof.** Let us prove it by induction on \(s\). It is trivially true if \(s = 1\). For \(s \geq 2\), one observes that \(\text{C.T.} F_{\beta,q}(z_1, \ldots, z_s)\) is the constant term of \(F_{\beta,q}[s;1]\) (as a Laurent polynomial in \(z_i\)'s and \(w_1\)) in Proposition 4.2. Note that \(G_{a,b}\) is a polynomial in \(z_a\), and that the constant term \(C_a\) of
\[
\prod_{1 \leq i < j \leq s} (z_i/z_j; q)_{\beta_i} (qz_j/z_i)_{\beta_j}
\] is known by the induction assumption. We use the notation \(|\beta| = \beta_1 + \cdots + \beta_s\) in the following computations:

C. T. \(F_{\beta,q}(z_1, \ldots, z_s)\)

\[
= \sum_{a=1}^{s} \beta_a C_a \sum_{b=0}^{\beta_a-1} q^b \sum_{j=a+1}^{s} (q^{a+b} - q^{b-a}) \sum_{b=0}^{\beta_a-1} q^{b(|\beta| - \beta_a)} (q^{a+b} - q^{b-a})^{-1} (q^{b-a})_{\beta_a-1-b} C_a
\]

\[
= \sum_{a=1}^{s} \sum_{b=0}^{\beta_a-1} q^b \sum_{j=a+1}^{s} (q^{a+b} - q^{b-a}) \sum_{b=0}^{\beta_a-1} q^{b(|\beta| - \beta_a)} (q^{a+b} - q^{b-a})^{-1} (q^{b-a})_{\beta_a-1-b}
\]

\[
= \sum_{a=1}^{s} \sum_{b=0}^{\beta_a-1} q^b \sum_{j=a+1}^{s} (q^{a+b} - q^{b-a}) \sum_{b=0}^{\beta_a-1} q^{b(|\beta| - \beta_a)} (q^{a+b} - q^{b-a})^{-1} (q^{b-a})_{\beta_a-1-b}
\]

\[
= \sum_{a=1}^{s} \sum_{b=0}^{\beta_a-1} q^b \sum_{j=a+1}^{s} (q^{a+b} - q^{b-a}) \sum_{b=0}^{\beta_a-1} q^{b(|\beta| - \beta_a)} (q^{a+b} - q^{b-a})^{-1} (q^{b-a})_{\beta_a-1-b}
\]

\[
= \frac{(q;q)_{|\beta|}}{(q;q)_{\beta_1} \cdots (q;q)_{\beta_s}} \sum_{a=1}^{s} \left(1 - q^{\beta_a}\right) q^{\beta_a-1+b} \sum_{a=1}^{s} \left(1 - q^{\beta_a}\right) q^{\beta_a-1+b}.
\]

where we use Lemma 4.1 for the third equal sign.

Another direct result of splitting property of \(F_{\beta,q}[s; 1]\) (Proposition 4.2) is the following q-Dyson orthogonality relation which was conjectured by Kadell [10].

**Theorem 4.5.** Let \(n\) be a positive integer. In the expansion of

\[
F_{\beta,q}[s; 1] = \prod_{1 \leq i < j \leq s} (z_i/z_j; q)_{\beta_i} (qz_j/z_i)_{\beta_j} \prod_{i=1}^{s} (z_i/w_1; q)^{-1},
\]

the term \(k_1 z_1 \cdots k_s z_s/w_1^n\) does not appear if \(k_i < n\) for all \(i = 1, 2, \ldots, s\).

Moreover, the coefficient of the term \(z_n^a/w_1^n\) in the expansion of \(F_{\beta,q}[s; 1]\) is:

\[
q^{\sum_{j=a+1}^{s} \beta_j} \frac{(1 - q^{\beta_a})(q;q)_{|\beta| - \beta_a}}{(q;q)_{\beta_1} (q;q)_{\beta_2} \cdots (q;q)_{\beta_s}} (q^{\beta_a+n+1}; q)_{\beta_a-1},
\]

where \(|\beta| = \beta_1 + \beta_2 + \cdots + \beta_s\).

**Proof.** The first statement is clear because \(B_{a,b}\) is a polynomial in \(z_a\).

One notices that only the \(G_{a,b}\)'s \((b = 0, 1, \ldots, \beta_a)\) contribute to the coefficient of \(z_n^a/w_1^n\), and that the constant term of \(\prod_{1 \leq i < j \leq s} (z_i/z_j; q)_{\beta_i} (qz_j/z_i)_{\beta_j}\) is

\[
C_a = \frac{(q;q)_{\beta_a} (q;q)_{|\beta| - \beta_a}}{(q;q)_{\beta_1} \cdots (q;q)_{\beta_s}}.
\]
by Theorem 4.4. Hence the coefficient of $z_a^n/w^n$ is:

$$
\sum_{b=0}^{\beta_a-1} q^{-nb} q^{\beta_1+b+1+\beta_2} (q^{-b}; q)_b (q; q)^{-1}_{\beta_a-1-b} C_a
$$

$$
= C_a q^{\beta_a+\cdots+\beta_s} (q^{\beta_a}; q)_{n+|\beta_a|} (q; q)_{n+|\beta_a|}
$$

where the last equal sign is from Lemma 4.1. One can rewrite this last expression into the wanted form [4.18].

To study the vertex operator realization of Macdonald functions, we need to further investigate the Laurent polynomial $F_{\beta,q}(4.20)$, which enables us to write

$$
\prod_{i=1}^{l(\lambda)} (q^{\beta_i}; q)_{\lambda_i} (q; q)_{\lambda_i+(s-i)\beta_i}
$$

where $z^{F_{\beta,q}(4.20)}$ appears as a part in the product expression for $F_{\beta,q}[s,t]$, so the splitting property of $F_{\beta,q}[s,t]$ will be applied again to study $F_{\beta,q}[s,t]$. Before stating the theorem, we need first to generalize the dominance ordering to $\mathbb{Z}^n$.

**Definition 4.6.** For a vector $a = (a_1, \ldots, a_n) \in \mathbb{Z}^n$, define $a^+$ as the vector obtained by rearranging $a_1, \ldots, a_n$ in weakly decreasing order. Furthermore, for $a \in \mathbb{Z}^n$ and $b \in \mathbb{Z}^m$, we define $a \geq b$ if $a_1 + \cdots + a_i \geq b_1 + \cdots + b_i$ for all $i \geq 1$, where we set $0 = a_{i+1} = a_{i+2} = \cdots = c \in \mathbb{Z}^l$.

**Theorem 4.7.** For $k = (k_1, \ldots, k_s) \in \mathbb{Z}^s$, $m = (m_1, \ldots, m_t) \in \mathbb{Z}^t$, if the term $z^k/w^m = z^{k_1} \cdots z^{k_s} w_1^{-m_1} \cdots w_t^{-m_t}$ appears in the expansion of $F_{\beta,q}[s,t]$ (defined by (1.3)), then $k^+ \geq m^+$. Moreover, in the case that all $\beta_i = \beta$, if $s = t = l(\lambda)$, then the coefficient of $z^{\lambda}/w^{\lambda}$ in $F_{\beta,q}[s,t]$ is

$$
(4.20) \quad c_{\lambda} = q^{\beta_1(\lambda_1^2 - \sum m_i(\lambda_i^2))/2} \prod_{i=1}^{l(\lambda)} \frac{(q^{\beta_i}; q^{\beta_i})_{m_i(\lambda)}}{(1-q^{\beta_i})^{m_i(\lambda)}} \times \prod_{i=1}^{l(\lambda)} \frac{(q^{\beta_i}; q)_{\lambda_i+(s-i)\beta_i}}{(q; q)_{\lambda_i+(s-i)\beta_i}}.
$$

**Remark 4.8.** We also have an expression for the coefficient of $z^{\lambda}/w^{\lambda}$ in $F_{\beta,q}[s,t]$. The expression we found is much more complicated than that for $F_{\beta,q}[s,t]$. It involves summations and products of sequences. We thus only give the formula (4.20) for the simplicity of it and also that it is enough for what follows.

**Proof.** Observe that $F_{\beta,q}[s,t]$ can be written as the product of $F_{\beta,q}[s,1]$ and $\prod_{i=1}^{l(\lambda)} \prod_{j=2}^{\beta_i} (z_i/w_j; q)_{\beta_i}^{-1}$. The splitting formula for $F_{\beta,q}[s,1]$ (Proposition 4.2) enables us to write

$$
F_{\beta,q}[s;t] = \sum_{a=1}^{s} \sum_{b=0}^{\beta_a-1} A_{a,b} B_{a,b} C_a D_a,
$$

where $C_a D_a$ is:

$$
\sum_{b=0}^{\beta_a-1} q^{-nb} q^{\beta_1+b+1+\beta_2} (q^{-b}; q)_b (q; q)^{-1}_{\beta_a-1-b} C_a
$$

$$
= C_a q^{\beta_a+\cdots+\beta_s} (q^{\beta_a}; q)_{n+|\beta_a|} (q; q)_{n+|\beta_a|}.
$$
with $B_{a,b}$ given by (4.13) and
\[A_{a,b} = (1 - q^b z_a/w_1)^{-1},\]
\[C_a = F_{B,q}(z_1, \ldots, z_{\lambda}, w_2, \ldots, w_t),\]
\[D_a = \prod_{j=2}^{t} (z_a/w_j; q)^{-1},\]
where-and in the following-the hat sign $\hat{\cdot}$ means omission.

For the first statement, we only need to prove the case that when $\mathbf{m}$ is a partition (thus $\mathbf{m}^+ = \mathbf{m}$), because $F_{B,q}[s; t]$ is symmetric in $w_1, \ldots, w_t$. We make induction on $t$. It is true when $t = 1$ by Proposition\,\,\,[4.2]. For general $t$, if a term $z^k/w^m$ appears, there should be four terms from $A_{a,b}, B_{a,b}, C_a, D_a$ respectively such that their product is $z^k/w^m$. Let us say the product is of the following form:
\[
(4.22) \quad \frac{z^k}{w^m} = \frac{z_a^m}{\prod_{j=1}^{t} (z_a/w_j; q)^{-1}} \cdot \frac{z_{i_1} \cdot \ldots \cdot z_{i_s}}{\prod_{j=1}^{t} (z_{i_1}/w_j; q)^{-1}} \cdot \frac{z_{c_1} \cdot \ldots \cdot z_{c_s}}{\prod_{j=1}^{t} (z_{c_1}/w_j; q)^{-1}} \cdot \frac{z_{d_1} \cdot \ldots \cdot z_{d_t}}{\prod_{j=1}^{t} (z_{d_1}/w_j; q)^{-1}},
\]
where all those powers $m$, $b_i$'s, $c_i$'s, $d_i$'s-are non-negative integers. The third term in (4.22) is from $C_a$. By the induction assumption one has:
\[
(4.23) \quad (c_{i_1}, \ldots, c_{i_s}) \geq (c_1', \ldots, c_t'),
\]
where $(i_1, \ldots, i_s)$ is a rearrangement of $1, \ldots, \alpha, \ldots, s$ such that the vector $(c_{i_1}, \ldots, c_{i_s})$ is in decreasing order, and we use that $(c_1', \ldots, c_t')^+$ is greater than or equal to $(c_1', \ldots, c_t')$ by Definition\,\,\,[4.6]. Now we obtain the following three relations:
\[
\begin{align*}
(0, c_{i_1}, \ldots, c_{i_s}) & \geq (0, c_1', \ldots, c_t'), \\
(m + \sum_{i_s \neq j} b_j, -b_{i_1}, \ldots, -b_{i_s}) & \geq (m, 0, \ldots, 0), \\
(d_2 \cdots + d_t, 0, \ldots, 0) & \geq (0, d_2, \ldots, d_t).
\end{align*}
\]
The first relation is from (4.23) and the other two come from the fact that $b_i$'s and $d_j$'s are non-negative. Sum the three inequalities up; we find
\[
(4.24) \quad (k_{i_1}, k_{i_1}, \ldots, k_{i_s}) \geq (m_1, m_2, \ldots, m_t),
\]
which $k^+ > m^+$ follows.

We now turn to the second statement. We also prove it by induction on $l(\lambda)$. First, it is true if $l(\lambda) = 1$, by Lemma\,\,\,[4.1]. We assume that the theorem is true when $l(\lambda) = s - 1$. For the case that $l(\lambda) = s$, let us first write $\lambda = (a_1^{n_1} a_2^{n_2} \cdots)$; i.e., the parts of $\lambda$ are $n_1 a_1$'s $(a_1 = \lambda_1)$, $n_2 a_2$'s, etc., with $a_1 > a_2 > \cdots$. Then we have
\[
(4.25) \quad z^\lambda/w^\lambda = \frac{z_{a_1}^{n_1} z_{a_2}^{n_2} \cdots z_{a_{n_1+n_2}}^{n_1+n_2} \cdots}{w_{a_1}^{n_1} w_{a_2}^{n_2} \cdots w_{a_{n_1+n_2}}^{n_1+n_2} \cdots}.
\]
Again, we look at the splitting formula (1.21), but with all $\beta_i = \beta$. To obtain $z^\lambda/w^\lambda$, one first takes $(q^a z_a/w_1)^{a_1}$ from $A_{a,b}$ here $a$ is from $\{1, 2, \ldots, n_1\}$. Once this term is taken, one can only take the constant term which equals $q^{b(a-1)\beta+(b+1)(s-a)\beta}/(q^{-b}; q)_b(q; q)_{\beta-b-1}$ from $B_{a,b}$ and 1 from $D_a$; otherwise, the power of $z_a$ will be greater than $a_1$. The other powers of $z_i$’s ($i \neq a$) and $w_j$’s ($j \neq 1$) are from $C_a$. Thus we get the following iterative formula:

$$c_\lambda = \sum_{a=1}^{n_1} \sum_{b=0}^{\beta-1} q^{b_\lambda_1} q^{b(a-1)\beta+(b+1)(s-a)\beta}/(q^{-b}; q)_b(q; q)_{\beta-b-1} c_{\lambda^-},$$

where $\lambda^-= (\lambda_2, \lambda_3, \ldots, \lambda_\lambda) = (a_1^{n_1-1} a_2^{n_2} a_3^{n_3} \cdots)$, and $c_{\lambda^-}$ is the coefficient of the following term in $F_{\beta,q}(z_1, \ldots, z_{\lambda^-}, w_1, \ldots)$

$$\frac{z_1^{a_1} z_2^{a_2} \ldots z_{a_1} \ldots z_{a_1} z_{n_1+1}^{a_2} z_{n_2+1}^{a_3} \ldots \sum_{i=1}^{a_2} z_{n_1+1+n_2}^{a_3} \ldots \sum_{i=1}^{a_2} z_{n_1+n_2}^{a_3} \ldots}{w_1^{a_1} w_{n_1+1}^{a_2} w_{n_1+n_2}^{a_3} \ldots}.$$

Note that this coefficient $c_{\lambda^-}$ remains to be the same as $a$ ranges in the set $\{1, 2, \ldots, n_1\}$, and it is obviously independent of $b$. Thus one can factor it out of the double summation in (4.26). Then one uses Lemma 4.1 to find

$$c_\lambda = c_{\lambda^-} \frac{(q^a; q)_{\lambda_1+(s-1)\beta}}{(q; q)_{\lambda_1+(s-1)\beta}} \frac{1 - q^{n_1\beta}}{1 - q^{\beta}}.$$

The $c_{\lambda^-}$ has the following expression by the induction assumption:

$$c_{\lambda^-} = q^{\beta((s-1)^2-\sum_i m_i(\lambda)^2+n_1^2-(n_1-1)^2)/2} \prod_{\lambda_1 \neq i \geq 1} (1 - q^{\beta})_{m_i(\lambda)} \prod_{i=2}^{s} \left(\frac{(q^\beta; q)_{\lambda_i+(s-i)\beta}}{(q; q)_{\lambda_i+(s-i)\beta}} \frac{(q^\beta; q)_{\lambda_1+(s-1)\beta}}{(1 - q^{\beta})_{n_1-1}}\right).$$

Note that $l(\lambda) = l(\lambda^-) + 1 = s, n_1 = m_1(\lambda)$. We then write $c_\lambda$ into the wanted form (4.20).

5. Almost-rectangular Macdonald functions and Jack functions

Now we return to the study of Macdonald functions of almost rectangular shapes using the vertex operators and the orthogonality relation in the previous sections. Recall that a partition $\lambda$ is of almost rectangular shape if $\lambda$ equals $((k+1)^t, k^s)$ for a pair of positive integers $k, s$ and a non-negative integer $t$, and this $\lambda$ is of rectangular shape when $t = 0$. These partitions have following property on dominance order.

**Lemma 5.1.** If $\mu$ is of the same weight as the almost rectangular partition $\rho = ((k+1)^t, k^s)$, then $\mu \geq \rho$ if and only if $l(\mu) \leq s + t$.

This property can be seen from the Young diagram of $\rho$. As to the formal proof, the “only if” part is simple by definition and the “if” part is Lemma 3.7 in [3].
Now we are ready to give the vertex operator realization of Macdonald functions of almost rectangular shapes. Let us first recall that we define the operators $X_i$'s on $V$ at the beginning of Section 2 and the lowering operator $D_i$'s in Definition 3.2. Let $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)$ be a partition of length $n$; we use notation $X_{-\lambda}$ for the operator product $X_{-\lambda_1}X_{-\lambda_2} \cdots X_{-\lambda_n}$, and also recall that $g_{\lambda} = Q_{\lambda_1}Q_{\lambda_2} \cdots$.

**Theorem 5.2.** Let an almost rectangular partition $\rho$ be $((k + 1)^t, k^s)$, with $k, s > 0$ and $t \geq 0$, and $\beta$ be a positive integer. We have

\begin{align}
X_{-\rho}.1 &\otimes e^{-(s+t)n/2} = \epsilon_q(\beta, s + t) C_{\rho} Q_\rho(q, q^\beta) \otimes e^{(s+t)n/2}, \\
C_{\rho} Q_\rho(q, q^\beta) &\equiv \prod_{1 \leq i < j \leq s+t} \left( \frac{D_i}{D_j} \right)^\beta q \frac{(qD_j/D_i)^\beta g_\rho(q, q^\beta)}{(q; q^\beta)_{s+t}(q; q)^{s+t}}.
\end{align}

**Proof.** Up to the multiplication of $e^{n h}$, $X_{-\rho}.1 \otimes e^{-(s+t)n/2}$ is a linear combination of $g_\mu(q, q^\beta)$'s with $\mu \geq \rho$ by formula (3.6) and Lemma 5.1. Furthermore, its scalar product with $g_\mu(q, q^\beta)$ for those $\mu > \rho$ is zero by formula (3.7) and Theorem 4.7. By Lemma 2.1, we know that (5.1) is true for some constant $C_{\rho}$. Then (5.2) follows by formula (3.6). What remains to be done is to fix the constant $C_{\rho}$. Applying Lemma 2.2 to $\rho = ((k + 1)^t, k^s)$, one has

\begin{align}
\langle Q_\rho(q, q^\beta), Q_\rho(q, q^\beta) \rangle &= (q; q^\beta)_{k}(q^\beta)_{s+1} (q^{1+(s+t)}; q)_{k}(q^{1+(s+t)}; q^\beta)^{t-1} (q^{2+s}; q)_{k-1} (q^{2+s+2}; q^\beta)^{t-1} (q; q^\beta)^{t-1}.
\end{align}

Combining formula (3.7) and formula (3.20) in Theorem 4.7, we find

\begin{align}
\langle (X_{-\rho}.1 \otimes e^{-(s+t)n/2}, g_\rho \otimes e^{(s+t)n/2}) &= \epsilon_q(\beta, s + t) q^{s+t}(q^\beta)_{s} (q^\beta)_{s+1} (q^{1+(s+t)}; q)_{k}(q^{1+(s+t)}; q^\beta)^{t-1} (q^{2+s}; q)_{k-1} (q^{2+s+2}; q^\beta)^{t-1} (q; q^\beta)^{t-1}.
\end{align}

Notice that one has

\begin{align}
\langle (X_{-\rho}.1 \otimes e^{-(s+t)n/2}, g_\rho \otimes e^{(s+t)n/2}) &= \epsilon_q(\beta, s + t) C_{\rho} (Q_\rho(q^\beta), Q_\rho(q^\beta)),
\end{align}

by Lemma 2.1. Combining these formulae, one finds an expression for $C_{\rho}$ which can be written into the wanted form. \qed
5.1. Jack function of almost rectangular shapes. Let us study the special case of Jack functions. We will show that our theorem on Macdonald functions implies the hyperdeterminant formula or Jacobi-Trudi formula for Jack functions of almost rectangular shapes [2]. Recall that the Macdonald function $Q_{\lambda}(q, q^\beta)$ goes to Jack function $Q_{\lambda}(\beta^{-1})$ when $q$ goes to 1. Taking the limit $q \to 1$ in Theorem 5.2, we get the vertex operator realization of Jack function $Q_{\rho}(\beta^{-1})$ of almost rectangular shapes and also the following lowering operator formula (5.5) for them. This specification covers those corresponding results in [3] and [5], where the arguments work for $\rho = ((k+1)^t, k^s)$ with $s$ restricted to 0 and 1. Moreover, one can see in the following (from the proof) that for Jack function of almost rectangular shapes, the lowering operator (5.5) and the hyperdeterminant formula (5.4) are equivalent. However, we do not know the q-analog of (5.4), i.e., a formula for almost rectangular Macdonald functions which is of the form as (5.4) and is equivalent to the lowering operator formula (5.2).

**Corollary 5.3.** [2] For an almost rectangular partition $\rho = ((k+1)^t, k^s)$ and a positive integer $\beta$, one has the following hyperdeterminant formula for the Jack function $Q_{\rho}(\beta^{-1})$:

\[
(\beta-1)s(\beta-1)t((s+t)\beta)!\prod_{s+t}((\beta)!)^{s+t}Q_{\rho}(\beta^{-1}) = \sum_{2^\beta} \prod_{i=1}^{s+t} \text{sgn}(\sigma_i) \prod_{i=1}^{t} Q_{k+1+s+t}^{\sigma_{\beta+j}(i)-\sigma_{j}(i)}(\beta^{-1}) \prod_{i=1}^{s} Q_{k+1+s+t}^{\sigma_{\beta+j}(i)-\sigma_{j}(i)}(\beta^{-1}),
\]

where the sum runs over $(\sigma_1, \sigma_2, \ldots, \sigma_{2\beta}) \in (\mathfrak{S}_{s+t})^{2\beta}$ with $\mathfrak{S}_n$ being the symmetric group of degree $n$, and the Pochhammer symbol $(x)_n$ is defined to be $x(x+1)\cdots(x+n-1)$.

**Remark 5.4.** The rectangular case-the case that $t = 0$—was given in [14]. The case that $\beta = 1$ gives the Jacob-Trudi formula for almost rectangular Schur functions.

**Proof.** Take the limit $q \to 1$ in (5.2). One has

\[
(\beta^{-1}s(\beta^{-1})t((s+t)\beta)!\prod_{s+t}((\beta)!)^{s+t}Q_{(k+1)^t, k^s}(\beta^{-1}) = \prod_{1\leq i<j\leq s+t} (1 - D_i/D_j)^{\beta} (1 - D_j/D_i)^{-\beta} (Q_{k+1}^{(\beta^{-1})})^t (Q_{k}^{(\beta^{-1})})^s.
\]

Observe that $\frac{1 - D_i/D_j}{1 - D_j/D_i} = \frac{D_j - D_i}{D_j - D_i}$. We can re-write the operator in the right side of (5.5) as a product of Vandermonde determinants. We then expand these determinants into an alternating sum.
of monomials. Hence we have the following:

\[
\prod_{1 \leq i < j \leq s+t} \left(1 - \frac{D_i}{D_j}\right)^\beta \left(1 - \frac{D_j}{D_i}\right)^\beta
\]

\[
= \left( \sum_{\sigma \in \mathcal{S}_{s+t}} \text{sgn}(\sigma) \prod_{i=1}^{s+t} D_i^{\sigma(i)-1} \right)^\beta \left( \sum_{\sigma \in \mathcal{S}_{s+t}} \text{sgn}(\sigma) \prod_{i=1}^{s+t} D_i^{-\sigma(i)+1} \right)^\beta
\]

\[
= \sum_{i=1}^{2\beta} \prod_{i=1}^{s+t} \text{sgn}(\sigma_i)^{\sum_{j=1}^{2\beta} \sigma_j(i)-\sigma_j(i+1)},
\]

where the summation runs over all \((\sigma_1, \sigma_2, \ldots, \sigma_{2\beta}) \in \mathcal{S}_{s+t}^{2\beta}\). Now (5.4) follows by Definition 3.2 of the lowering operator \(D_i\).

\[\square\]

6. A Frobenius formula for Macdonald functions

In this section, we first use the technique of vertex operator to find a combinatorial formula for rectangular Macdonald functions. Then we iteratively construct all Macdonald functions with those rectangular ones. As a result, we find a combinatorial formula expressing Macdonald functions as a linear combination of power sums. We also give an example to show how one can express a Macdonald function as the coefficient of a monomial in a Laurent polynomial.

For convenience, let us write our vertex operator as the following form:

\[(6.1) \quad X(z) = \exp\left( \sum_{n \geq 1} \frac{h_n z^n}{n \epsilon_n} \right) M(z) \exp\left( \sum_{n \geq 1} \frac{h_n z^{-n} \tau_n}{-n} \right) = \sum_n X_{-n} z^n,
\]

where

\[(6.2) \quad \epsilon_n = \frac{1 - q^n}{1 - q^{n\beta}} \quad \text{and} \quad \tau_n = \frac{q^{-n\beta} - q^{n\beta}}{1 - q^n}.
\]

Now we define the following notations for a partition \(\lambda\):

\[(6.3) \quad \epsilon_\lambda = \epsilon_{\lambda_1} \epsilon_{\lambda_2} \cdots \quad \text{and} \quad \tau_\lambda = \tau_{\lambda_1} \tau_{\lambda_2} \cdots,
\]

where we set \(\epsilon_0 = \tau_0 = 1\). The following definitions will also be used in the combinatorial formula that we are going to give.

**Definition 6.1.** Let \(\lambda, \mu\) be two partitions, if \(m_i(\lambda) \geq m_i(\mu)\) for all \(i\), we write \(\mu \subset^t \lambda\). In this case, we define the set difference \(\lambda \setminus \mu\) by \(m_i(\lambda \setminus \mu) = m_i(\lambda) - m_i(\mu)\), and the multiplicity binomial \(\binom{m(\lambda)}{m(\mu)}\) is defined to be \(\prod_i \binom{m_i(\lambda)}{m_i(\mu)}\).
Using these notations, we first have the following formulae by computations:

\begin{equation}
\exp \left( \sum_{n \geq 1} \frac{h_n z^n}{n} \right) v \otimes e^{mn} = \sum_{\nu \in \mathcal{P}} z_\nu^{-1} e_\nu^{-1} p_\nu z^{\nu} v \otimes e^{mn}, \tag{6.4} \end{equation}

\begin{equation}
\exp \left( \sum_{n \geq 1} \frac{h_n z^{-n} \tau_n}{-n} \right) p_\lambda \otimes e^{mn} = \sum_{\mu \subset \lambda} m(\lambda) m(\mu) \tau_\mu e_\mu z^{-\mu} p_{\lambda \setminus \mu} \otimes e^{mn}, \tag{6.5} \end{equation}

Then we use these formulae to compute the successive actions of the vertex operator. We found a combinatorial formula as in the following.

**Proposition 6.2.** For a partition \( \lambda = (\lambda_1, \ldots, \lambda_s) \) of length \( s \), a positive integer \( \beta \) and \( n \in \frac{1}{2} \mathbb{Z} \), we have

\begin{equation}
X_{-\lambda_s} \cdots X_{-\lambda_1} \cdot 1 \otimes e^{mn} \end{equation}

\[= \sum_{\mu \subset \lambda} \prod_{i=1}^{s} \frac{(-1)^{l(\mu^i)} \tau_\mu}{z_{\mu^i}} \left( \frac{m(\mu^{i-1})}{m(\mu^i \setminus \mu^i)} \right) \times \frac{(-1)^{l(\mu^s)} m(\mu^s)}{\tau_{\mu^s} \epsilon_{\mu^s}} \left( -1 \right)^{l(\mu)} \tau_\mu e_\mu z^{-\mu} p_{\mu^s \setminus \mu} \otimes e^{(n+s)\eta}, \]

where the sum is over pairs of partition sequences \( \mu = (\mu^0, \mu^1, \ldots, \mu^s) \), \( \nu = (\nu^1, \nu^2, \ldots, \nu^s) \), such that \( |\mu^i| = \lambda_1 + \cdots + \lambda_i - i(i + 2n)\beta \) (thus \( \mu^0 = (0) \)), \( \nu^i \subset \mu^i \), and \( \mu^i \setminus \nu^i \subset \mu^{i-1} \).

**Proof.** By (6.4), it is easy to see that it is true when \( s = 1 \). Assume that (6.6) is true; let us consider \( X_{-\lambda_s+1} X_{-\lambda_{s-1}} \cdots X_{-\lambda_1} \cdot 1 \otimes e^{mn} \). To compute it, we act \( X(z) \) to (6.6) and take the coefficient of \( z^{\lambda_s+1} \). First, act the annihilation part of \( X(z) \) to the right side of (6.6) using formula (6.5); the result is:

\begin{equation}
\sum_{\mu \subset \mu^s} \prod_{i=1}^{s} \frac{(-1)^{l(\mu^i)} \tau_\mu}{z_{\mu^i}} \left( \frac{m(\mu^{i-1})}{m(\mu^i \setminus \mu^i)} \right) \times \frac{(-1)^{l(\mu^s)} m(\mu^s)}{\tau_{\mu^s} \epsilon_{\mu^s}} \left( -1 \right)^{l(\mu)} \tau_\mu e_\mu z^{-\mu} p_{\mu^s \setminus \mu} \otimes e^{(n+s)\eta}. \end{equation}

Acting the middle term to it, the result is the same as one multiplies \( z^{(2(n+s)+1)\beta} \) to (6.7) and changes \( e^{(n+s)\eta} \) to \( e^{(n+s+1)\eta} \). Then one apply the creation part of \( X(z) \) to this result using (6.4), and take the coefficient of \( z^{\lambda_{s+1}} \). We find that \( X_{-\lambda_{s+1}} X_{-\lambda_{s-1}} \cdots X_{-\lambda_1} \cdot 1 \otimes e^{mn} \) equals the following:

\begin{equation}
\sum_{\nu^{s+1} \subset \mu \subset \mu^s} \prod_{i=1}^{s} \frac{(-1)^{l(\mu^i)} \tau_\mu}{z_{\mu^i}} \left( \frac{m(\mu^{i-1})}{m(\mu^i \setminus \mu^i)} \right) \times \frac{(-1)^{l(\mu^s)} m(\mu^s)}{\tau_{\mu^s} \epsilon_{\mu^s}} \left( -1 \right)^{l(\mu)} \tau_\mu e_\mu z^{-\mu} p_{\mu^s \setminus \mu} \otimes e^{(n+s+1)\eta}. \end{equation}
where \( \nu^{s+1} \) subjects to \( |\mu|+(2(n+s)+1)\beta = \lambda_{s+1} \). Finally, we replace the variable \( \mu \) with \( \mu = \mu^s \setminus (\mu^{s+1} \setminus \nu^{s+1}) \). Note that \((m(\mu^s)) = (m(\mu^s))\); we can write (6.8) into the wanted form. □

From now on, we consider symmetric functions in \( \Lambda_F \) (not the \( V \) as in the previous sections).

**Definition 6.3.** For a rectangular partition \( R = (k^s) \), a positive integer \( \beta \) and a partition \( \mu \vdash k^s \), we define

\[
g_{R,\mu}(\beta, q) = (-1)^{\beta s} q^{\beta s} (-1)^{l(\mu)} \left( \frac{q; q}{q; q}_s \right) \tau_\mu \epsilon_\mu \sum_{\mu, \nu} \prod_{i=1}^{s} \frac{(-1)^l(\nu^i)}{z_{\nu^i}} \left( \frac{m(\mu^{i-1})}{m(\mu \setminus \nu^i)} \right),
\]

where the sum is over pairs of partition sequences \( \mu = (\mu^0, \mu^1, \ldots, \mu^s), \nu = (\nu^1, \nu^2, \ldots, \nu^s) \), such that \( \mu^s = \mu, |\mu^i| = i k + i(s - i)\beta \) (thus \( \mu^0 = (0) \)), \( \nu^i \subset \nu \), and \( \mu \setminus \nu^i \subset \mu \setminus (\mu^{i+1}) \), the notations \( \tau_\lambda, \epsilon_\lambda \) are defined in (6.2) and (6.3), and the other notations can be found in Definition 6.1.

Now let us consider \( \lambda = (k^s) \) in Proposition 6.2 and \( t = 0 \) in Theorem 5.1. We have the following combinatorial formula for Macdonald function of rectangular shapes.

**Corollary 6.4.** For a rectangular partition \( R = (k^s) \) and a positive integer \( \beta \), we have

\[
Q_R(q, q^\beta) = \sum_{\mu \vdash k^s} g_{R,\mu}(\beta, q)p_\mu.
\]

### 6.1. Iterative construction with rectangular Macdonald functions

As it was done to Jack function in [5] (see Remark 4.23 there), we can generalize formula (6.10) to Macdonald functions of general shapes. Let us first introduce the definition of the complement of a partition in a rectangular partition.

**Definition 6.5.** [5] For a rectangular partition \( R = (k^s) \), and a partition \( \lambda \) satisfying \( \lambda_1 \leq k \) and \( l(\lambda) \leq s \), we define the complement \( \lambda' = R - \lambda \) of \( \lambda \) in \( R \) by

\[
\lambda'_i = k - \lambda_{s+i} \text{ for } i = 1, 2, \ldots, s.
\]

(Recall that \( \mu_i = 0 \) for all \( i > l(\mu) \).) Specifically, we define \( C(\lambda) = (\lambda'_1(\lambda))' \lambda \) and call it the exact complement of \( \lambda \).

The exact complement of \( \lambda \) is simpler in shape than \( \lambda \) in terms of the number of (lower-right) corners of \( \lambda \). To explain it explicitly, we first give the following:
DEFINITION 6.6. [5] For a partition \( \lambda = (a_1^n \times a_2^n \cdots a_r^n) \) with \( a_1 > a_2 \cdots > a_r > 0 \) and \( n_1, n_2, \ldots, n_s > 0 \), we call \( r \) the (lower-right) corner number of \( \lambda \), and denote it as \( n_c(\lambda) = r \).

For this \( \lambda \) we have \( \mathfrak{C}(\lambda) = (a_1 - a_r)^n (a_1 - a_{r-1})^{n_{r-1}} \cdots (a_1 - a_2)^{n_2} \), thus \( n_c(\mathfrak{C}(\lambda)) = n_c(\lambda) - 1 \) if \( n_c(\lambda) > 1 \). Note that \( n_c(\lambda) = 1 \) is to say \( \lambda \) is rectangular. Let us define \( n_c(\lambda) = 0 \) for \( \lambda = (0) \). We see that the map \( \mathfrak{C} \) lowers the corner number of every nonzero partition—a partition which is not \((0)-by-one.

What really makes the exact complement interesting is the following property on Macdonald functions. This property is known in [5] (see Remark 4.9 there).

LEMMA 6.7. For a rectangular partition \( R = (k^s) \), a partition \( \mu \) with \( \mu_1 \leq k \) and \( l(\mu) \leq s \) and a partition \( \nu \) one has:

\[
(6.12) \quad \langle Q_\mu Q_\nu, Q_R \rangle \neq 0 \text{ if and only if } \nu = R - \nu \mu.
\]

Recall that for a symmetric function \( F \in \Lambda_F \), the operator \( F^* \) is defined by \( \langle F^*, u, v \rangle = \langle u, Fv \rangle \). Thus the equivalence relation \( (6.12) \) is to say that \( Q^*_\mu Q_R = Q_{R - \nu} \mu \), where-and in the following-the sign \( \doteq \) means that the two sides are different only by a nonzero scalar multiplication. Specifically,

\[
(6.13) \quad Q^*_{\mathfrak{C}(\lambda)} Q_{(\lambda^l(\lambda))} \doteq Q_{\lambda},
\]

as \( (\lambda^1(\lambda)) - \nu \mathfrak{C}(\lambda) = \lambda \). This property provides us an iterative method to construct Macdonald functions with those of rectangular shapes. For example, let us show that

\[
(6.14) \quad Q_{(6,6,3,2,2)} = Q^*_{(11)} Q_{(4^3)} Q_{(6^2)}.
\]

First, we set \( \lambda = (6,6,3,2,2) \); then \( (\lambda^1(\lambda)) \) equals \( (6^5) \). Therefore we have

\[
(6.15) \quad Q_{\lambda} \doteq Q^*_{\mathfrak{C}(\lambda)} Q_{(6^2)}
\]

by \( (6.13) \). We find that \( \mathfrak{C}(\lambda) \) equals \( (4,4,3) \) by definition. Write \( \mu = \mathfrak{C}(\lambda) \); then \( (\mu^1(\mu)) \) equals \( (4^3) \). Again we have

\[
(6.16) \quad Q_{\mathfrak{C}(\lambda)} = Q_{\mu} \doteq Q^*_{\mathfrak{C}(\mu)} Q_{(4^3)}
\]

But \( \mathfrak{C}(\mu) \) equals \( (1^1) \). Replacing \( (6.10) \) into \( (6.15) \), we get \( (6.14) \).

Based on this example, we define a sequence of rectangles associated to a partition as the following.

DEFINITION 6.8. For a nonzero partition \( \lambda \), we define the rectangular filtration of \( \lambda \) \( R(\lambda) = (R_1, R_2, \ldots, R_r) \) iteratively by the following:

(1) If \( \lambda \) is of rectangular shape, we set \( R(\lambda) = (R_1) = (\lambda) \);
(2) Otherwise, define \( R(\lambda) = ((\lambda^1(\lambda)), R_2, R_3, \ldots, R_r) \), where \( (R_2, R_3, \ldots, R_r) \) is the rectangular filtration of \( \mathfrak{C}(\lambda) \).
We see that the $r$ in the definition is equal to the corner number of $\lambda$. Now we can state the main result of this section.

**Theorem 6.9.** Let $R(\lambda) = (R_1, R_2, \ldots, R_r)$ be the rectangular filtration of $\lambda$. Denoting $f_i = Q_{R_i}(q, q^\beta)$, we have

$$Q_\lambda(q, q^\beta) = c_\lambda(q, q^\beta)((\cdots ((f_{i_r}^*, f_{i_{r-1}}^*)^{\cdots} f_2^*)\cdots f_1^* . f_1) = c_\lambda(q, q^\beta) \prod_{i=1}^r g_{R_i, \mu}(\beta, q)((\cdots ((p_{\mu_r}^*, p_{\mu_{r-1}}^*)^{\cdots} p_{\mu_2}^*)^{\cdots} p_{\mu_1}^* ,$$

where $c_\lambda(q, q^\beta)$ is a non-vanishing rational function of $q, q^\beta$, $g_{R_i, \mu}(\beta, q)$ is given by Definition 6.3 and the sum is over sequences of partitions $\mu = (\mu_1, \mu_2, \ldots, \mu^r)$ such that $|\mu^i| = |R_i|$.

Proof. For the first equal sign, let us make induction on the corner number of $\lambda$. If $n_c(\lambda) = 1$, $\lambda$ is already a rectangular partition and there is nothing to do. Otherwise, $Q_\lambda = Q_{\xi(\lambda)}^* f_1$ by (6.13), but $n_c(\xi(\lambda)) = n_c(\lambda) - 1$, and the induction comes in to construct $Q_{\xi(\lambda)}$. This proves the first equality.

The second equal sign follows directly from the first one by Corollary 6.4.

We remark that for $\lambda = (a_1^{n_1} a_2^{n_2} \cdots a_r^{n_r})$, it is not difficult to give a direct description of its rectangular filtration $R(\lambda) = (R_1, R_2, \ldots, R_r)$:

$$R_i = (a_i^{n_i})$$

where $n_{2i+1} = \sum_{i<j<r-i+1} n_{ji}, n_{2i} = \sum_{i<j<i+1} n_{ji}$ and $a_{2i} = a_i - a_{r-i}, a_{2i+1} = a_{i+1} - a_{r+1-i}$ ($a_{r+1} = 0$).

**Remark 6.10.** We also remark that we can use this method to express Macdonald functions as the coefficients of some monomials of certain Laurent polynomial. Let us give an example to show how to do this.

We consider partition $\lambda = (8, 8, 2, 2, 2)$, notice that $Q_\lambda = Q_{(8^3)}^* Q_{(8^5)}$. Up to scalar, $Q_{(8^5)}(q, q^\beta)$ is the coefficient of $z_1^k z_2^k \cdots z_5^k$ in the following

$$(6.17) \quad P(z_1, \ldots, z_s) = \prod_{1 \leq i < j \leq s} \left( \frac{z_i}{z_j}; q \right) \beta \left( \frac{q z_j}{z_i}; q \right) \prod_{a=1}^{8} \exp \left( \sum_{n \geq 1} \frac{h_{-n} z_i^n}{n} \left( 1 - q^{n \beta} \right) \right).$$

Thus we see that, up to a scalar multiplication, $Q_\lambda(q, q^\beta)$ is the coefficient of $w_1^6 w_2^6 w_3^6 z_1^2 z_2^2 z_3^2 \cdots z_5^2$ in the following:

$$P(w_1, w_2, w_3) . P(z_1, z_2, \ldots, z_5)$$

$$= \prod_{1 \leq i < j \leq 3} \left( \frac{w_i}{w_j}; q \right) \beta \left( \frac{q w_j}{w_i}; q \right) \prod_{1 \leq i < j \leq 5} \left( \frac{z_i}{z_j}; q \right) \beta \left( \frac{q z_j}{z_i}; q \right) \prod_{a=1}^{3} \exp \left( \sum_{n \geq 1} \frac{h_{-n} w_i^n}{n} \left( 1 - q^{n \beta} \right) \right) \prod_{b=1}^{5} \exp \left( \sum_{n \geq 1} \frac{h_{-n} z_i^n}{n} \left( 1 - q^{n \beta} \right) \right).$$
Using the technique as in the proof of Lemma 3.3, one can remove the annihilation operators (the exponents with $h_n$’s) to the right of the creating operators (the exponents with $h_{-n}$’s). We find that up to a scalar multiplication, $Q_{(8,8,2,2,2)}(q, q^\beta)$ is the coefficient of $w_1^6 w_2^6 w_3^8 z_1^8 z_2^8 \ldots z_5^8$ in

$$
\prod_{1 \leq i < j \leq 5} \frac{(w_i; q)_\beta (qw_j; q)_\beta}{(w_j; q)_\beta (w_i; q)_\beta} \prod_{1 \leq i < j \leq 5} \frac{(z_i; q)_\beta (q z_j; q)_\beta}{(z_j; q)_\beta (z_i; q)_\beta} 
\times \prod_{a=1}^{3} \prod_{b=1}^{5} (w_a z_b; q)_\beta^{-1} \prod_{b=1}^{5} \sum_{n \geq 0} Q_n(q, q^\beta) z_a^n.
$$

One can formalize this example to general Macdonald functions. Then the result can be looked as a generalized form of raising operator formula, as the raising operator formula is essentially to express a symmetric function as the coefficient of some monomial in a Laurent polynomial.
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