Fundamental energy requirement of reversible quantum operations
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Landauer’s principle asserts that any computation has an unavoidable energy cost that grows proportionally to its degree of logical irreversibility. But even a logically reversible operation, when run on a physical processor that operates on different energy levels, requires energy. Here we quantify this energy requirement, providing upper and lower bounds that coincide up to a constant factor. We derive these bounds from a general quantum resource-theoretic argument, which implies that the initial resource requirement for implementing a unitary operation within an error $\epsilon$ grows like $1/\sqrt{\epsilon}$ times the amount of resource generated by the operation. Applying these results to quantum circuits, we find that their energy requirement can, by an appropriate design, be made independent of their time complexity.

Introduction. Landauer’s tenet “Information is physical” [1] is a powerful reminder that all information processing systems are necessarily subject to the laws of physics. These laws impose certain fundamental limitations. For example, the laws of quantum theory imply that perfect universally programmable quantum processors cannot exist [2]. Refinements of no-go results like this showed that they can be phrased as tradeoffs between the accuracy with which the tasks can be carried out and the amount of resources available for their implementation. For example, the refinement of the aforementioned no-programming theorem asserts that the size of an approximate universally programmable quantum processor grows proportionally to $\log(1/\epsilon)$ where $\epsilon$ quantifies the tolerated error [3–5].

Here we consider the fundamental energy requirement for implementing quantum operations. Such requirement consists of at least two different contributions, which are consequences of the second law of thermodynamics and of energy conservation in quantum mechanics, respectively. The fact that the second law of thermodynamics has implications for the energy cost of computation is known as Landauer’s principle [1]. It asserts that any physical device that carries out a logically irreversible operation dissipates a certain minimum amount of energy as heat, and that this amount is proportional to the degree of irreversibility (which may be quantified in terms of entropic quantities, see [6–9]).

In this work we are concerned with the second fundamental contribution to the energy bill. This contribution can be regarded as a consequence of energy conservation, when applied to coherent transitions across states of different energy. If a process is executed on a system with non-degenerate energy levels then energy must be temporarily borrowed from a battery. For general quantum processes, this borrowing may occur in a superposition, i.e., the system’s quantum state may consist of a superposition of energy eigenstates corresponding to different energy. If a process is executed on a system with non-degenerate energy levels then energy must be temporarily borrowed from a battery. For general quantum processes, this borrowing may occur in a superposition, i.e., the system’s quantum state may consist of a superposition of energy eigenstates corresponding to different energy eigenvalues $\{E_0, \ldots, E_{d-1}\}$. A pure state in the superposition of energy eigenstates corresponding to $E_0$ and $E_{d-1}$ with amplitudes $\sqrt{1-1/d}$ and $\sqrt{1/d}$, respectively, has average energy (measured relative to $E_0 = 0$) less than $E_1$ and large energy variance that grows as $d$. On the other hand, even if the variance is fixed the energy can still take an arbitrarily large value.

Here we instead take a general resource-theoretic approach. Let $M$ be a function that quantifies the value of the different possible states of a system with respect to a resource. For example, $M(\rho)$ may be the average energy of the system when it is in state $\rho$. Furthermore, for a reversible operation $G$ on the system, we denote by $M(G)$ the maximum increase of the function $M$ when evaluated on an input state and on the corresponding output state produced by $G$. Hence, in the case where the considered resource is energy, $M(G)$ quantifies by how much the system’s energy can grow when executing $G$. Assume now that we want to implement $G$ up to a precision $\epsilon$ (which we quantify in terms of the worst-case fidelity, defined below). The implementation should consist of a device that can merely carry out free operations, i.e., operations that cannot generate the resource. Such an implementation must necessarily use a battery, as illustrated in Fig. 1. Then the following general assertion can be made.

Theorem 1. If the resource measure $M$ is monotonous, additive, and regular (see later for definitions) then every
approximation of a reversible operation $G$ within error $\epsilon$ using a free device $U_G$ connected to a battery in state $\beta$ must satisfy

$$M(\beta) \geq \frac{(M(G) + M(G^\dagger))^2}{32K_S\sqrt{\epsilon}} - c - O(\sqrt{\epsilon}),$$

where $c$ and $K_S$ are constants that merely depend on $M$ and the system on which $G$ acts.

This theorem, whose proof we will sketch in the first section below, yields in particular a lower bound on the energy requirement for implementing a reversible operation $G$. Specifically, in the second section, we show that the average energy content $\langle H_B \rangle$ of the battery supplying energy to the processor must be at least

$$\langle H_B \rangle \geq \frac{(\lambda_{\max} - \lambda_{\min})(\Delta_G H_S)^2}{32\sqrt{\epsilon} \|H_S\|} - O(\sqrt{\epsilon}),$$

where $\|H_S\|$ is the operator norm of the system’s Hamiltonian, $\lambda_{\max}$ ($\lambda_{\min}$) denotes the maximal (minimal) eigenvalue, and $\Delta_G H_S = G^\dagger H_S G - H_S$ is the change of the system’s Hamiltonian induced by the action of the gate $G$. We have assumed, without loss of generality, that the minimum energy is zero for both the system and the battery, and thus $\|H_S\|$ is equal to the maximum energy of the system. The bound $[1]$ states that the average energy of the battery should be above the ground state energy by an amount determined by the energy change operator $\Delta_G H_S$, the system’s energy scale $\|H_S\|$, and the error $\epsilon$.

While the bound $[1]$ depends on the particular operation $G$, by maximising over all such reversible operations we obtain a bound on the energy requirement of a universal quantum processor operating on a system $S$ with a given Hamiltonian $H_S$,

$$\langle H_B \rangle \geq \frac{\|H_S\|}{8\sqrt{\epsilon}} - O(\sqrt{\epsilon}).$$

(2)

This bound is tight up to a constant factor. More precisely, assuming that the system has equally spaced energy levels, we show by an explicit construction, described in the third section below, that

$$\langle H_B \rangle \leq \frac{\pi \|H_S\|}{2\sqrt{\epsilon}}.$$

(3)

Taking together these two bounds, we have thus established that the fundamental energy requirement for operating on $S$ grows as $\|H_S\|/\sqrt{\epsilon}$. Note that if the system’s Hamiltonian is fully degenerate, i.e., $\|H_S\| = 0$ then energy conversation does not imply an energy requirement. Besides the average energy, we show that the energy spread of the battery is lower bounded by $\|H_S\|/\sqrt{\epsilon}$, and the tightness of the bound can again be achieved with the construction that led to $[3]$.

Finally, we determine how the energy requirement of a quantum circuit depends on its complexity. Previous works considered implementations of quantum circuits where each gate is powered by an independent battery $[12, 14]$ (see Fig. 2(a)). The energy requirement then obviously grows linearly with the number of non-conservative gates, making complex computations energetically demanding. In contrast, we show that the energy requirement of quantum circuits is independent of their complexity. For this we consider an implementation that uses a single battery to power all gates in the circuit (see Fig. 2(b)). It turns out that energy can be recycled from one gate to the next, and that the energy requirement for a sequence of gates is exactly equal to the energy requirement of the overall gate resulting from their composition. Hence, the energy requirement depends only on the size of the computational register, but not on the time complexity of the computation. For quantum computations with classical inputs and outputs, such as Shor’s algorithm, we further show that our implementation is exact and the energy requirement is just the energy needed to write down the output of the computation. This may be regarded as the quantum analogue of a classical result by Fredkin and Toffoli $[13]$, who studied the fundamental energy constraints that the classical laws of physics impose on computation.

**Lower bound on general resource requirement.** In this section we spell out the assumptions underlying Theorem $[1]$ and describe the main proof idea. (The full proof is provided in Appendix $[A]$.) For this we take a resource-theoretic viewpoint, i.e., we start from a given set of free operations that is closed under composition $[20]$. Let $U_G$ be such a free operation that acts on both a system $S$ and a battery $B$, which is initialised in state $\beta$. The resulting operation on $S$ is then described by the quantum channel

$$\mathcal{E}_G(\cdot) = \text{Tr}_B \left[ U_G(\cdot \otimes \beta) U_G^\dagger \right],$$

(4)
where \( \beta \) is the initial state of the battery and \( \text{Tr}_R \) denotes the partial trace over the battery’s Hilbert space.

To quantify how well the operation \( \mathcal{E}_G \) approximates a desired gate \( G \) we use the worst-case fidelity \( F_{\text{wc}} \) between the output of \( G \) and \( \mathcal{E}_G \) for any input, which may also be correlated to an external reference system \( R \). That is, explicitly,

\[
F_{\text{wc}} := \inf_R \inf_{|\Psi\rangle} \text{Tr} \left[ (\mathcal{E}_G \otimes I_R)(|\Psi\rangle\langle\Psi|) (G \otimes I_R)(|\Psi\rangle\langle\Psi|) \right],
\]

with \( |\Psi\rangle := |\Psi\rangle\langle\Psi|, \mathcal{G}() = G \cdot G^\dagger \), and \( I_R \) denoting the identity map on \( L(H_R) \), the space of linear operators on \( H_R \). We say that an implementation has error \( \epsilon \) if \( F_{\text{wc}} = 1 - \epsilon \). The use of this error measure is justified by the fact that the resource requirements, in the case of these inequalities 1 of Theorem 1 is a general resource-theoretic statement, which merely depends on general properties of the measure \( M \) used to quantify resourcefulness. Specifically, for any given system, \( M \) is a function of the density operator of that system such that the following holds:

1. Monotonicity. \( M \) is non-increasing under free operations and partial trace.

2. Additivity on product states. \( M(\rho \otimes \sigma) = M(\rho) + M(\sigma) \).

3. Regularity. There exists a constant \( c \in \mathbb{R} \) and, for any system \( S \), a Lipschitz constant \( K_S \geq 0 \), such that \( |M(\rho) - M(\sigma)| \leq K_S \|\rho - \sigma\|_1 + c \) for any states \( \rho \) and \( \sigma \) of system \( S \), and such that \( K_S \) is subadditive, i.e., \( K_{AB} \leq K_A + K_B \) for any systems \( A \) and \( B \).

With these definitions in place, we can now proceed to the proof of Theorem 1. Let \( \mathcal{V}_G() := U_G(\cdot \otimes \beta) \) with \( U_G() = U_G \cdot U_G^\dagger \) be the evolution defined in Fig. 1, but before tracing out the battery \( B \). Using techniques from [23][25] we show (see Appendix A) that the channel \( \mathcal{V}_G \) is close to \( \mathcal{G} \otimes \beta' \), where \( \beta' \) is a suitable battery state [26]. Due to its additivity property, it is useful to measure this closeness in terms of the diamond norm \( \|\cdot\|_\diamond \) [22]

\[
\|\mathcal{V}_G - \mathcal{G} \otimes \beta'\|_\diamond \leq 2\sqrt{\epsilon}.
\]

But this means that approximately there is no entanglement between the system and the battery after the evolution, and the battery ends up in a state close to \( \beta' \). Conversely, the state \( \beta' \) may be used to approximately implement the inverse gate \( G^\dagger \), using the gate \( U_G \), i.e.,

\[
\|G^{-1} \otimes \beta - \mathcal{V}_G^\dagger\|_\diamond \leq 2\sqrt{\epsilon},
\]

with \( \mathcal{V}_G^\dagger() := U_G^{-1}(\cdot \otimes \beta') \).

According to (6) and (7) we may thus implement the gate \( G^\dagger \) after gate \( G \), thereby returning the ancilla approximately to its initial state. Repeating this procedure \( m \) times (for any \( m \in \mathbb{N} \)) times, i.e., composing \( m \) implementations of \( G \) and of \( G^\dagger \) in alternating order as illustrated in Fig. 3, we still approximate each of them within an error bounded by \( 4m\sqrt{\epsilon} \). Note that the circuit in the lower half of the figure increases the resource value \( M \) by virtue of \( G \) and \( G^\dagger \). To approximate this increase of resource, the circuit in the upper half of the picture must use the
battery, because all the other operations in the circuit are free and therefore resource non-generating. Hence, the amount of resource generated by \( m \) uses of \( G \) and \( G^\dagger \), i.e., \( m \) times \( M(G) + M(G^\dagger) \), must be matched by the battery. Evaluating this amount leads to the bound stated in Theorem 1.

### Lower bound on energy requirement.

To obtain the lower bound on the required total capacity \( \|H_B\| \) of the battery, we apply Theorem 1 to the resource theory where the free operations are energy-preserving channels [27, 28]. For any system, the resource function \( M(\rho) = \text{Tr}[H\rho] \), where \( H \) is the system’s Hamiltonian (with the minimum energy set to zero) and \( \rho \) is the system’s density operator. This resource function is additive on product states and it is non-increasing under energy preserving channels and partial trace. Moreover, the inequality \( |\text{Tr}(\rho - \sigma)H| \leq \|\rho - \sigma\|_1 : \|H\| \) shows that the function \( M \) is Lipschitz continuous with Lipschitz constant \( K_S = \|H\| \), equal to the energy scale of the system under consideration, and \( c = 0 \). Finally, we note that \( M(G) = \max_\psi \langle \psi |G|H_SG|\psi \rangle - \langle \psi |H_S|\psi \rangle = \lambda_{\max}(\Delta_G H_S) \) and \( M(G^\dagger) = \max_\psi \langle \psi |GHSG^\dagger|\psi \rangle - \langle \psi |H_S|\psi \rangle = -\lambda_{\min}(\Delta_G H_S) \), where \( \lambda_{\max} \) (\( \lambda_{\min} \)) denotes the maximal (minimal) eigenvalue. Inserting all this into Theorem 1, we immediately obtain the desired bound (2) on the average energy content \( \langle H_B \rangle = \text{Tr}[H_B \beta] \) of the battery required to implement \( G \).

In a similar way we can also derive a lower bound on the required total capacity \( \|H_B\| \) of the battery. For this we first apply Theorem 1 to the resource function \( M'(\rho) := \text{Tr} [\rho (\|H\| : I - H)] \) to obtain the bound

\[
\|H_B\| - \langle H_B \rangle \geq \frac{(\lambda_{\max} - \lambda_{\min})(\Delta_G H_S)^2}{32\sqrt{\epsilon} \|H_S\|} - O(\sqrt{\epsilon}).
\]

(8)

Taking the worst case \( G \), which satisfies \( \lambda_{\max}(\Delta_G H_S) = -\lambda_{\min}(\Delta_G H_S) = \|H_S\| \), and combining this with bound (2), we find a bound on the maximum energy (or the capacity) of the battery,

\[
\|H_B\| \geq \frac{\|H_S\|}{4\sqrt{\epsilon}} - O(\sqrt{\epsilon}).
\]

(9)

This and (2) are lower bounds on the energy requirement of a universal processor, able to implement arbitrary gates on system \( S \) with error \( \epsilon \) or less. While (2) quantifies the energy requirement in terms of the average energy that a battery must contain, (9) refers to the battery’s total capacity.

Theorem 1 also provides bounds on other types of resources, such as coherence [29, 32]. A concrete example is the relative entropy of coherence [29] \( C(\rho) := S(\rho_{\text{diag}}) - S(\rho) \), with \( S \) denoting the von Neumann entropy and \( \rho_{\text{diag}} \) the diagonal part of \( \rho \) in the energy eigenbasis. Here the theory yields the bound (see Appendix B)

\[
C(\beta) \geq \frac{(C(G) + C(G^\dagger))^2}{32\sqrt{\epsilon} \log d_S} - O(1).
\]

(10)

on the initial coherence that the battery must provide, where \( d_S \) is the dimension of the system on which \( G \) acts, and \( C(G) \) is the amount of coherence generated by the gate \( G \). For gates like the generalized Hadamard gate this quantity can be as large as \( \log d_S \). Therefore, the minimum amount of coherence required to operate a universal quantum processor scales like \( \log d_S / \sqrt{\epsilon} \).

We have shown that the requirement for energy and coherence both follow an \( 1/\sqrt{\epsilon} \) scaling. The same scaling characterises also the standard deviation of the energy, as observed in previous works [12, 17].

### Attaining the bound.

We now show that the bound (2) can be attained with a suitable choice of battery state and interaction between the system and the battery. In this part, we assume that the system has equally spaced energy levels, which is the case, for example, if it consists of \( n \) identical individual qubits. We denote the spacing by \( \hbar \omega \).

The implementation uses a battery with equally spaced energy levels with spacing \( \hbar \omega \), ranging from 0 to \( \|H_B\| = R\|H_S\| \), where \( R \) is an integer, assumed to be larger than 2 for later convenience. At the beginning, the battery is initialized in a superposition of energy eigenstates with sine-shaped amplitudes [33]

\[
|\beta\rangle = \sqrt{\frac{2}{L}} \sum_{E_0=\|H_S\|}^{(R-1)\|H_S\|} \sin \left( \frac{(E_B - \|H_S\| + \hbar \omega)\pi}{\hbar \omega L} \right) |E_B\rangle,
\]

(11)

where the summation runs in steps of \( \hbar \omega \), and \( L = (R - 2)\|H_S\| / (\hbar \omega) + 2 \). Note that the lowest and highest energy levels are unoccupied. This allows the battery to both supply and absorb energy from the system.

For the interaction between the system and the battery we adopt a construction from Refs. [34, 35], suitably adapted to unitary gates on finite-dimensional systems. Denote by \( E_{S,x} \) the energy of \( |x\rangle \). For a given value \( E \) of the total energy, and for every \( x \) satisfying the condition

\[
E - \|H_B\| \leq E_{S,x} \leq E
\]

(12)

we define the eigenstates

\[
|x, E\rangle := |\psi_x\rangle \otimes |E - E_{S,x}\rangle.
\]

(13)

Then, we denote by \( E_{\text{ok}} \) the set of values of the total energy such that condition (12) is satisfied for every \( x = 1, \ldots, d_S \), or equivalently, the set of values \( E \) satisfying the condition \( \|H_S\| \leq E \leq \|H_B\| \). For every \( E \in E_{\text{ok}} \), define the partial isometry

\[
U^{(E)}_G := \sum_{x,y=0}^{d_S-1} \langle \psi_x | G | \psi_y \rangle |x, E\rangle \langle y, E|,
\]

(14)

which acts as the unitary gate \( G \) in the eigenspace with total energy \( E \). To make the computation reversible on the whole system \( SB \), we set \( U_G \) to be the unitary gate

\[
U_G := \sum_{E \in E_{\text{ok}}} U^{(E)}_G + \sum_{E \notin E_{\text{ok}}} P_E,
\]

(15)
where $P_E$ is the projector on the subspace with total energy $E$.

In Appendix C we show that the worst case fidelity of the above implementation is lower bounded as

$$F_{\text{wc}} \geq 1 - \left(\frac{\pi(\lambda_{\text{max}} - \lambda_{\text{min}})(\Delta G H S)}{4\langle H_B \rangle}\right)^2 \left(1 + O\left(\frac{\|H_S\|}{\langle H_B \rangle}\right)\right)$$

and therefore the energy requirement is upper bounded as

$$\langle H_B \rangle \leq \frac{\pi(\lambda_{\text{max}} - \lambda_{\text{min}})(\Delta G H S)}{4\sqrt{\epsilon}} \left(1 + O\left(\frac{\|H_S\|}{\langle H_B \rangle}\right)\right).$$

In the worst case over all possible gates, one has $(\lambda_{\text{max}} - \lambda_{\text{min}})(\Delta G H S) = 2\|H_S\|$, matching the lower bound [2] up to a constant factor of $4\pi$.

The error $\epsilon$ depends on the parameter $R$ that characterizes the battery state $\langle 11 \rangle$. Observing that the energy of the sines state is $\langle H_B \rangle = R\|H_S\|/2$, we obtain the dependency $R \approx \pi(\lambda_{\text{max}} - \lambda_{\text{min}})/(\Delta G H S)/(2\sqrt{\epsilon}\|H_S\|)$. Therefore, the battery capacity of this implementation is $\|H_B\| = R\|H_S\| \approx \pi(\lambda_{\text{max}} - \lambda_{\text{min}})/(\Delta G H S)/(2\sqrt{\epsilon})$. Taking the worst-case $G$, the capacity of the battery is approximately

$$\|H_B\| \approx \frac{\pi\|H_S\|}{\sqrt{\epsilon}},$$

matching the lower bound [9] up to a constant of $4\pi$.

**Energy-efficient quantum computation.** We established the minimum energy requirement of one single quantum operation. But what about a computation that consists of many individual steps? One way to implement the computation is to assign an individual battery to each gate and to replace the gate by its conservative approximation. However, this approach leads to a heavy energy toll. If each gate is powered by an individual battery of energy $\langle H_B \rangle$, then bound [2] implies that the error cannot decrease faster than $1/\|H_B\|^2$. The error (infidelity) is a lower bound on the trace distance, which in the worst case increases linearly with the number of gates. The linear increase implies that at most $O(\langle H_B \rangle^2)$ gates can be combined together with tolerable error. For a circuit of $N$ non-conservative gates, this means that the energy of each individual battery should grow at least as $\sqrt{N}$, with a total energy requirement scaling at least as $N^{3/2}$.

In other words, the energy requirement depends on the number of non-conservative gates, just as in traditional models of dissipative computation.

We now show that, in fact, quantum computation can be implemented with an amount of energy that is independent of the circuit depth. To do so, we propose a scheme of computation where energy is recycled from one computational step to the next. The computation is performed on $n$ identical qubits, each with Hamiltonian $H_S^{(1)}$ and energy gap $\|H_S^{(1)}\| = \hbar \omega$, and uses a single battery of capacity $C_B = Rn\|H_S^{(1)}\|$, where $R$ is an integer depending on the desired level of accuracy. For an elementary gate $G$ acting on a subset of $k$ qubits, we let the battery and the $k$ qubits interact through the energy-preserving gate $U_G$ in (15). The energy subspaces on which the gate $U_G$ acts non-trivially correspond to the energy values $E^{(k)}_n \in \{E \mid k\|H_S^{(1)}\| \leq E \leq \|H_B\|\}$. Now, consider the total energy of the $n$ qubits and the battery.

For every two gates $G_1$ and $G_2$, one has the property

$$U_{G_1}U_{G_2}P^{(n)}_{ok} = U_{G_1}U_{G_2}F^{(n)}_{ok},$$

where $P^{(n)}_{ok}$ is the projector on the eigenspaces of the total energy in $E^{(n)}_n$. The above relation means that the local interactions of the battery with subsets of qubits are enough to generate every global interaction between the battery and all the qubits involved in the computation. Hence, the computation can be realized by preparing the battery in the state $\langle 11 \rangle$ with $\|H_S\| = n\|H_S^{(1)}\|$. For a computation consisting of $N$ gates $(G_i)_{i=1}^N$, the energy requirement does not depend on $N$, but only on the unitary $G = G_N \cdots G_1G_1$ that describes the overall computation. Since the gate $G$ acts on at most $n$ qubits, the energy requirement for implementing any computation with accuracy $\epsilon$ is at most $\pi n\hbar \omega/(2\sqrt{\epsilon})$.

It is worth noting that, if the computation is only required to work on a subset of input states, the energy requirement can be lower. For example, suppose that a computation has classical input and classical output, as in Shor’s algorithm and in many other quantum algorithms. In this case, every computation can be implemented exactly by setting the battery in the initial state with energy $n\hbar \omega$, and then using the interaction (15) for every gate (see Appendix E).**Conclusions.** We derived a bound on the resources that are required to approximately implement a reversible quantum operation. We found that, for a general class of resources, which include energy as a special case, the resource requirement grows as $1/\sqrt{\epsilon}$, where $\epsilon$ is the approximation error (Theorem [4]). Furthermore, in the case where the resource is energy, the bound is attainable within a constant factor, provided that the target system has equally spaced energy levels. A typical example for such a situation is a quantum processor acting on $n$ identical qubits. For a computation, this minimum energy requirement is, remarkably, achievable even if the computation is carried out by a complex quantum circuit with many individual unitary gates. In this case, we showed that the battery state can be recycled from one computational step to the next, making the energy requirement independent of how the computation is decomposed.

Our bound on the energy requirement is unrelated to the second law of thermodynamics: it follows from the conservation of energy, and it is present even if the evolution is entirely reversible. Nonetheless, our energy re-
requirement can be compared quantitatively with the thermodynamical work requirement associated to Landauer’s principle, which is present when the evolution is irreversible. Landauer’s principle sets the work cost of erasing information from a single qubit to \(K_B T\), where \(K_B\) is Boltzmann’s constant and \(T\) is the system’s temperature. For superconducting qubits, assuming an operation temperature of the order of 1K, the Landauer’s cost is of the order of \(10^{-23} J\). Our bounds \([2]\) and \([3]\), on the other hand, introduce a new energy requirement that depends on the Hamiltonian of the qubit system and the desired implementation accuracy. For transmon superconducting qubits, the energy gap between \(|0\rangle\) and \(|1\rangle\) is around the order of 10 GHz \([37, 38]\), implying an energy requirement of \(\sim10^{-24}\times\epsilon^{-\frac{1}{2}} J\). The energy requirement is thus comparable to the energy cost predicted by Landauer’s principle.

Like Landauer’s principle, our results must be understood as fundamental limitations imposed by the laws of physics. At least for today’s few-qubit devices, which require large cooling and control machinery external to the actual quantum processors, the fundamental energy requirement as given by \([2]\) and \([3]\) merely represents a minor part of the overall energy consumption. However, as quantum technology is being developed further, the energy required, e.g., for cooling, will most likely scale less than linearly with the number of qubits, and its contribution to the overall energy bill thus become less dominant. Analogously to how the fundamental bounds of classical thermodynamics have helped us optimising engines, a theory of the thermodynamics of computation can guide the optimisation of computations with respect to their energy consumption. The bounds presented here may be regarded as a contribution to such a theory.
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Appendix A: Proof of Theorem \([1]\)

We assume that the resource function \(M\) satisfies monotonicity and regularity (Properties 1 and 3 in the main text). In addition, additivity (Property 2 in the main text) can be relaxed to:

2. Subadditivity on product states. \(M(\rho\otimes\sigma) \leq M(\rho) + M(\sigma)\).

Under these properties, we prove a more general result on the resource requirement, which reduces to Theorem \([1]\) (which we prove as Corollary \([3]\)) when Property 2 is substituted by additivity.

Theorem 2. Every approximation of the gate \(G\) within error \(\epsilon\) using a free gate \(U_G\) and a battery in the state \(\beta\) must satisfy the inequality

\[
M(\beta) \geq m \overline{M}_m (G \otimes G^\dagger) - 8\sqrt{c}K_S m^2 - c \quad (A1)
\]

for every \(m \in \mathbb{N}^*\), where \(\overline{M}_m(U)\) is the regularised resource generation \([23, 40]\) of \(m\) uses of a quantum gate \(U\) acting on a system \(S\). Explicitly, \(\overline{M}_m(U)\) is defined as

\[
\overline{M}_m(U) := \max_{\rho_m} \frac{1}{m} \left( M \left( U^{\otimes m}(\rho_m) \right) - M(\rho_m) \right), \quad (A2)
\]

where \(U(\cdot) := U(\cdot) U^\dagger\) and the maximum is taken over all \(m\)-partite states.

We remark that Eq. \((A1)\) is the general formula that can be used to further derive resource inequalities with simpler forms: \(\overline{M}_m\) can scale differently, e.g. \(\overline{M}_m = O(1)\) or \(\overline{M}_m = O(m)\), for different resource theories. One can then optimise over all \(m \in \mathbb{N}^*\) to get the scaling of the resource requirement with respect to the error, which depends on the resource theory under consideration.

The proof of Theorem \([2]\) is based on the following Lemma, in which we use the notation \(F_{wc}(C, D) := \inf_{\mathcal{F}} \inf_{\rho(\cdot)\in \mathcal{H}_{\mathcal{R}}} F\left( (C \otimes \mathcal{I}_R)(\rho) \right) \).

Lemma 1. Let \(G\) be a gate acting on system \(S\), \(U_G\) a gate acting on system \(SB\), \(\beta\) be a state of system \(B\), let \(V_G\) be the channel from \(S\) to \(SB\) defined by \(V_G(\rho) := U_G(\rho \otimes \beta) U_G^\dagger\), and let \(\mathcal{E}_G\) be the channel from \(S\) to \(S\) defined by \(\mathcal{E}_G(\rho) := Tr_B[V_G(\rho)]\). Then, there exists a state \(\beta'\) of system \(B\), such that \(\| V_G - \mathcal{G} \otimes \beta' \|_{\text{TV}} \leq 2\sqrt{1-F(\mathcal{E}_G, \mathcal{G})}\).

Proof. Let \(\tilde{\beta}\) be a purification of \(\beta\) with purifying system \(E\). Then, the channel \(\mathcal{V}_G(\cdot) := (U_G \otimes \mathcal{I}_E)(\cdot \otimes \beta)\), is a Stinespring dilation of the channel \(\mathcal{E}_G\) \([41]\).

The Uhlmann’s theorem for gates \([23, 42]\) guarantees that there exist a Stinespring dilation of the gate \(G\), say \(G \otimes \tilde{\beta}'\) for some pure state \(\tilde{\beta}'\), such that the fidelity between \(\mathcal{V}_G\) and \(G \otimes \tilde{\beta}'\) is equal to the fidelity between \(\mathcal{E}_G\) and \(G\), namely

\[
F_{wc}(\mathcal{G} \otimes \tilde{\beta}', \mathcal{V}_G) = F_{wc}(\mathcal{G}, \mathcal{E}_G). \quad (A3)
\]

Tracing out \(E\), we obtain

\[
F_{wc}(\mathcal{G} \otimes \tilde{\beta}', \mathcal{V}_G) \geq F_{wc}(\mathcal{G}, \mathcal{E}_G), \quad (A4)
\]

where \(\mathcal{V}_G(\cdot) := U_G(\cdot \otimes \beta)\). Since \(\mathcal{V}_G\) and \(\mathcal{G} \otimes \beta'\) are extensions of the original channels, the converse inequality would then follow.
also holds, namely \( F_{wc}(\mathcal{G} \otimes \beta', \mathcal{V}_G) \geq F_{wc}(\mathcal{G}, \mathcal{E}_G) \). Hence, the inequality is in fact an equality.

Then, the Fuchs-Van de Graph inequality \( \| \mathcal{V}_G - \mathcal{G} \otimes \beta' \|_\diamond \leq 2 \sqrt{1 - F_{wc}(\mathcal{G}, \mathcal{E}_G)} \). \( \square \)

**Corollary 1.** Let \( \mathcal{V}'_G \) be the channel from \( S \) to \( SB \) defined by \( \mathcal{V}'_G(\rho) \) \( \equiv U_1^\dagger(\rho \otimes \beta') U_G \). Then, one has \( \| \mathcal{V}'_G - \mathcal{G} \otimes \beta' \|_\diamond \leq 2 \sqrt{1 - F(\mathcal{G}, \mathcal{E}_G)} \).

**Proof.** The inequality follows from the unitary invariance of the diamond norm:

\[
\| \mathcal{V}'_G - \mathcal{G} \otimes \beta' \|_\diamond = \| U_G \circ \mathcal{V}'_G \circ U_G - U_G \circ (\mathcal{G} \otimes \beta) \circ U_G \|_\diamond = \| \mathcal{G} \otimes \beta - \mathcal{V}_G \|_\diamond \leq 2 \sqrt{1 - F(\mathcal{G}, \mathcal{E}_G)}. \]

\( \square \)

**Corollary 2.** Let \( \mathcal{C}_G \) be the multipartite channel corresponding to the circuit in Fig. 3 of the main text. Then, one has the bound \( \| \mathcal{C}_G - (\mathcal{G} \otimes \mathcal{G}^{-1}) \otimes m \otimes \beta \|_\diamond \leq 4m \sqrt{1 - F_{wc}(\mathcal{G}, \mathcal{E}_G)} \).

**Proof.** Follows from the unitary invariance and triangle inequality of the diamond norm, combined the bounds in Lemma 1 and Corollary 1.

**Proof of Theorem 2.** Consider the input state \( \rho_{in} \equiv \rho_{in}^{(2m)} \otimes \beta \), where \( \rho_{in}^{(2m)} \) is an arbitrary input state on \( 2m \) identical copies of the system. Let \( \rho_{out} \) be the output state resulting from the approximate circuit in Fig. 3 of the main text. Using the monotonicity of the function \( M \), we obtain the relation

\[
M(\text{Tr}_B[\rho_{out}]) \leq M(\rho_{out}) \leq M(\rho_{in}). \quad (A7)
\]

By Property 2 (subadditivity), we have \( M(\rho_{in}) \leq M(\beta) + M(\rho_{in}^{(2m)}) \). Then, we have the bound

\[
M(\beta) \geq M(\text{Tr}_B[\rho_{out}]) - M(\rho_{in}^{(2m)}). \quad (A8)
\]

Now, we apply Property 3 (regularity) to the ideal output and to its approximation, whose difference has trace norm at most \( 4m \sqrt{\epsilon} \) from the actual output state \( \rho_{out} \), due to Corollary 2. Noticing that the Lipschitz constant for the system \( (S \otimes S)^{\otimes m} \) is upper bounded by \( 2mK_S \), the bound (A8) becomes

\[
M(\beta) \geq M\left(\left(\mathcal{G} \otimes \mathcal{G}^{-1}\right)^{\otimes m} (\rho_{in}^{(2m)})\right) - M\left(\rho_{in}^{(2m)}\right) - 8\sqrt{\epsilon}K_S m^2 - c. \quad (A9)
\]

which holds for any \( m \in \mathbb{N}^* \) and for any input state \( \rho_{in}^{(2m)} \). Maximising over all inputs fixing \( m \), we have

\[
M(\beta) \geq m\overline{M}_m(\mathcal{G} \otimes \mathcal{G}^{-1}) - 8\sqrt{\epsilon}K_S m^2 - c,
\]

where \( \overline{M}_m(U) \) is defined by Eq. (A2).

When \( M \) is additive on product states, i.e. \( M(\rho \otimes \sigma) = M(\rho) + M(\sigma) \), the general bound (A1) can be simplified by finding an \( m \)-independent lower bound on \( \overline{M}_m \).

**Corollary 3** (Theorem 1 in the main text). When \( M \) is additive, the resource requirement in the battery becomes

\[
M(\beta) \geq \frac{(M(G) + M(G^\dagger))^2}{32K_S \sqrt{\epsilon}} - c - 2K_S \sqrt{\epsilon}, \quad (A10)
\]

where \( M(G) \equiv \max_{\rho} M(G \rho G^\dagger) - M(\rho) \) is the amount of resource generated by the gate \( G \).

For additive \( M \) the function \( \overline{M}_m \) is monotonically increasing with \( m \). Since \( M(G) = \overline{M}_1(G) \), it is obviously upper bounded by \( \overline{M}_m(G) \).

**Proof.** Let us consider a product form input \( \rho_{in}^{(2m)} = (\rho \otimes \sigma)^{\otimes m} \) to the circuit. Since \( M \) satisfies additivity, we have

\[
\overline{M}_m(G \otimes G^\dagger) \geq M(G) + M(G^\dagger). \quad (A12)
\]

Substituting into Eq. (A1), we get

\[
M(\beta) \geq m(M(G) + M(G^\dagger)) - 8\sqrt{\epsilon}K_S m^2 - c. \quad (A13)
\]

Finally, we obtain the lower bound (A10) on the amount of resource in the battery by maximising the bound over all possible \( m \in \mathbb{N} \). The optimal choice \( m^* \in \mathbb{N} \) satisfies \( |m^* - (M(G) + M(G^\dagger))/16\sqrt{\epsilon}K_S| \leq 1/2 \). Substituting into Eq. (A13) we get (A10).

We conclude by mentioning a further extension of Theorem 2 that takes into account the possibility of applying the gate \( G \) on part of a composite system:

**Corollary 4.** Every approximation of the gate \( G \) within error \( \epsilon \) using a free gate \( U_G \) and a battery in the state \( \beta \) must satisfy the inequality

\[
M(\beta) \geq m\overline{M}_m(G \otimes I_R \otimes G^\dagger \otimes I_R) - 8\sqrt{\epsilon}K_{SR} m^2 - c \quad (A14)
\]

for every \( m \in \mathbb{N}^* \) where \( R \) is a reference system.

**Proof.** The result follows from the application of Theorem 2 to the gate \( G \otimes I_R \), observing that, by definition, the diamond norm and the worst-case fidelity are invariant under addition of a reference system.
Appendix B: Application to the resource theory of coherence

The resource of quantum coherence \([29, 31, 44, 45]\) can be characterised operationally in terms of different sets of free operations, such as strictly incoherent operations \([44]\), maximally incoherent operations \([47, 48]\), dephasing covariant operations \([31, 45, 46]\), phase covariant operations \([31]\), and physically incoherent operations \([44, 45]\). These operations are defined relative to a fixed basis \([\{i\}]\), and preserve the set of incoherent states, of the form \(\rho = \sum_i p_i |i\rangle\langle i|\). For composite systems, it is understood that the fixed basis of the composite system is the product of the fixed bases for the components.

For the purpose of our bound, the choice of the set of free operations is not critical. As a measure of resource, we consider the relative entropy of coherence \([29]\)

\[
C(\rho) := S(\rho_{\text{diag}}) - S(\rho), \quad \text{(B1)}
\]

\(S\) denoting the von Neumann entropy of quantum states and \(\rho_{\text{diag}}\) being the diagonal part of \(\rho\) in the energy basis. This measure of coherence satisfies the Properties 1 (Monotonicity) and 2 (Additivity on product states). It also satisfies Property 3, as shown by the following

**Proposition 1.** The function \(C : L(\mathbb{C}^d) \to \mathbb{R}, C(\rho) = S(\rho_{\text{diag}}) - S(\rho)\) satisfies the inequality \(|C(\rho) - C(\sigma)| \leq \log d \|\rho - \sigma\|_1 + 2\). (B2)

**Proof.** For any two states \(\rho\) and \(\sigma\) in a \(d\)-dimensional Hilbert space, the difference of their entropies is bounded by the Fannes-Audenaert inequality \([49, 50]\)

\[
|S(\rho) - S(\sigma)| \leq \frac{\log d}{2} \|\rho - \sigma\|_1 + h_2(\|\rho - \sigma\|_1/2). \quad \text{(B2)}
\]

where \(h_2(p) := -p \log p - (1-p) \log (1-p)\) is the binary entropy, upper bounded by one for any \(p\). For our purpose, it is enough to use the relaxed version of the above inequality:

\[
|S(\rho) - S(\sigma)| \leq \frac{\log d}{2} \|\rho - \sigma\|_1 + 1. \quad \text{(B3)}
\]

Now, let us consider the difference of the relative entropies of coherence \([B1]\) between \(\rho\) and \(\sigma\). We have

\[
|C(\rho) - C(\sigma)| \leq |S(\rho) - S(\sigma)| + |S(\rho_{\text{diag}}) - S(\sigma_{\text{diag}})|. \quad \text{(B4)}
\]

Applying Eq. \((B3)\) to both terms on the right hand side of the above inequality and noticing that \(\|\rho_{\text{diag}} - \sigma_{\text{diag}}\|_1 \leq \|\rho - \sigma\|_1\) (monotonicity of trace distance under data processing), we have

\[
|C(\rho) - C(\sigma)| \leq \log d \|\rho - \sigma\|_1 + 2. \quad \text{(B5)}
\]

Therefore, we have \(K = \log d\) and \(c = 2\).

Using the above Proposition and Theorem \(\[\]\) of the main text, we obtain a lower bound on the initial coherence in the battery:

\[
C(\beta) \geq \frac{(C(G) + C(G^\dagger))^2}{32 \sqrt{\epsilon} \log d_S} - 2. \quad \text{(B6)}
\]

Gates like the generalized Hadamard gate have coherence generation up to \(\log d_S\). Therefore, the minimum amount of required coherence in a quantum processor is lower bounded as

\[
C(|\beta\rangle\langle\beta|) \geq \frac{\log d_S}{8 \sqrt{\epsilon}} - 2. \quad \text{(B7)}
\]

Appendix C: Lower bound on the accuracy

In the following we will determine the lower bound \([10]\) on \(F_{wc}\). Notice that \(F_{wc}\) can be rewritten as \(F_{wc} = \inf_R \inf_{\Psi} \{G \otimes I_R \} (\Psi) \). (C1)

To evaluate this fidelity, we observe that the gate \(U_G\), defined in Eq. \((15)\), can be expressed as \(U_G = U_G^{(ok)} + P_{\perp}^{(ok)}\), where \(P_{\perp}^{(ok)}\) is the projector on the eigenstates of the total energy outside the set \(E_{ok}\), and \(U_G^{(ok)}\) is the partial isometry

\[
U_G^{(ok)} := \sum_{x,y} G_{xy} |\psi_x\rangle \langle \psi_y| \otimes S^{(xy)} \quad \text{(C2)}
\]

\[
S^{(xy)} := \sum_{E \in E_{ok}} |E - E_{S,x}\rangle \langle E - E_{S,y}|, \quad \text{(C3)}
\]

where we used the shorthand \(A_{xy} = |\psi_x\rangle \langle A | \psi_y\rangle\) for a generic operator \(A \in L(H_S)\). Observe that the battery state \([\[\]\]\] is defined so that the joint state of the system and the battery has full support in energy subspaces with \(E \in E_{ok}\). Substituting \((C2)\) into \((C1)\), one has the expression

\[
F_{\Psi} = \sum_{x,y,z,t=0} |C_{xyzt}(\rho G^\dagger_{xy} G_{zt} G^\dagger_{zt} G_{zx})| \quad \text{(C4)}
\]

where \(\rho\) is the marginal state \(\rho = Tr[|\Psi\rangle \langle \Psi|]\) and \(C_{xyzt} = \langle \beta | G^\dagger_{zt} S_{xy} G_{zt} | \beta\rangle\).
The quantity $C_{xyzt}$ can be explicitly evaluated as

$$C_{xyzt} = \sum_{k = \|H_S\| + y}^{(R-1)\|H_S\|-x} \frac{2}{L} \sin \left( \frac{(k - z + t - 2\|H_S\| + 1)\pi}{L} \right) \times \sin \left( \frac{(k - x + y - 2\|H_S\| + 1)\pi}{L} \right)$$

$$= \frac{L - x - y - 1}{L} \cos \left( \frac{(x - y - z + t)\pi}{L} \right)$$

$$+ \frac{L}{S(H_S)^2} \sin \left( \frac{(x + y - 1)\pi}{L} \right) \cos \left( \frac{(2\|H_S\| - t - z)\pi}{L} \right)$$

$$= 1 - \frac{(x - y - z + t)^2\pi^2}{8(H_S)^2} \left( 1 + O \left( \frac{\|H_S\|}{\langle H_B \rangle} \right) \right), \quad (C5)$$

where the last step follows from the definition of $L$. Inserting the above expression into Eq. (C4) and rearranging the different terms, we obtain

$$F_\psi = 1 - \frac{\pi^2 \text{Var}(\Delta_G H_S)}{4(H_B)^2} \left( 1 + O \left( \frac{\|H_S\|}{\langle H_B \rangle} \right) \right), \quad (C6)$$

where $\text{Var}(\Delta_G H_S)$ denotes the variance of the operator $\Delta_G H_S$ on the state $|\Psi\rangle$. Noting that $\text{Var}(\Delta_G H_S) \leq \left( (\lambda_{\max} - \lambda_{\min})/(\Delta_G H_S) \right)^2$, Eq. (C6) implies the following bound on the worst-case fidelity

$$F_{wc} \geq 1 - \left( \frac{\pi (\lambda_{\max} - \lambda_{\min})}{4(H_B)} (\Delta_G H_S) \right)^2 \left( 1 + O \left( \frac{\|H_S\|}{\langle H_B \rangle} \right) \right) \quad (C7)$$

Applying D: Energy requirement in terms of the diamond norm error

Here we show that the energy requirement still scales as $1/\sqrt{\epsilon}$, when the error $\epsilon$ is measured by the diamond norm error $\|\cdot\|_{\diamond}$ instead of $1 - F_{wc}$.

On one hand, since the diamond norm error upper bounds the worst-case infidelity via the inequality $1 - \sqrt{F_{wc}} \leq \frac{1}{2} \| E_G - G \|_\diamond$, we have $1 - F_{wc} \leq 2\epsilon$ when the diamond norm error is at most $\epsilon$. The proof of the lower bound [cf. Eq. (3)] goes through and we get

$$\langle H_B \rangle \geq \frac{\|H_S\|}{8\sqrt{2\epsilon}} - O(\sqrt{\epsilon}). \quad (D1)$$

On the other hand, the output state of the construction (15) can be expressed as

$$E_G \otimes I_R (\Psi) = \sum_{x,y,z,t=0}^{d_S-1} C_{xyzt} G_{xy} |\psi_x\rangle \langle \psi_y | \psi_t \rangle |G_{zt}^* \rangle$$

where $C_{xyzt}$ is given by Eq. (C5). The diamond norm error can be obtained by taking the worst case over $\Psi$ of

the following quantity:

$$\frac{1}{2} \left\| \sum_{x,y,z,t=0}^{d_S-1} (C_{xyzt} - 1) G_{xy} |\psi_x\rangle \langle \psi_y | \psi_t \rangle |G_{zt}^* \rangle \right\|_{\diamond}. \quad (D3)$$

The quantity $1 - C_{xyzt}$ can be upper bounded as

$$1 - C_{xyzt} \leq \frac{\pi^2 (d_S - 1)^2}{2(H_B)^2} \left( 1 + O \left( \frac{\|H_S\|}{\langle H_B \rangle} \right) \right) \quad \forall x, y, z, t, \quad (D4)$$

since $x, y, z, t \in \{0, \ldots, d_S - 1\}$. Substituting into Eq. (D3), the diamond norm error $\epsilon$ can be upper bounded as

$$\epsilon \leq \frac{\pi^2 (d_S - 1)^2}{2(H_B)^2} \left( 1 + O \left( \frac{\|H_S\|}{\langle H_B \rangle} \right) \right) \max_{\Psi} \| G \Psi G^\dagger \|_1$$

$$= \frac{\pi^2 (d_S - 1)^2}{2(H_B)^2} \left( 1 + O \left( \frac{\|H_S\|}{\langle H_B \rangle} \right) \right). \quad (D5)$$

Finally, we have

$$\langle H_B \rangle \leq \frac{\pi (d_S - 1)}{2\sqrt{2\epsilon}} \left( 1 + O \left( \frac{\|H_S\|}{\langle H_B \rangle} \right) \right). \quad (D6)$$

In summary, we derived both upper and lower bounds on $\langle H_B \rangle$ in terms of the diamond norm error. Since the two bounds have matching scaling, we conclude that the energy requirement scales as $1/\sqrt{\epsilon}$, independently of whether one measures the error in terms of the worst-case infidelity or in terms of the diamond norm error.

Appendix E: Perfect implementation of quantum computation

Here we consider a generic quantum algorithm that starts by preparing an energy eigenstate state $|\psi_x\rangle$ and ends by measuring the energy eigenbasis. The overall action of the algorithm can be described by a unitary gate $G$. We observe that the input-output relation induced by gate $G$ can be reproduced without errors using the interaction (15). For an initial state $|\psi_x\rangle$ of the system, one prepares the battery in the state $|E - E_{S,x}\rangle$, so that the joint state is

$$|x, E\rangle = |\psi_x\rangle \otimes |E - E_{S,x}\rangle, \quad (E1)$$

where the total energy $E \in E_{ok}$. Then the initial state of the system and the battery can be expressed as $|x, E\rangle$. The effect of the interaction (15) can be expressed as

$$U_{G|x, E\rangle} = \sum_{y} g_{x,y} |y, E\rangle,$$

where $g_{x,y} = \langle \psi_y | G |\psi_x\rangle$ is the matrix element of $G$. The system ends up in the state

$$\sum_{y} |g_{x,y}|^2 |\psi_y\rangle \langle \psi_y |.$$

Therefore, when measuring in the energy eigenbasis in the end, the probability of getting the outcome $y$ is exactly $|g_{x,y}|^2$, which is the same as the original algorithm $G$. 
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