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Abstract—We present an Extended Kalman Filter framework for system identification and control of a stochastic high-dimensional epidemic model. The scale and severity of the COVID-19 emergency have highlighted the need for accurate forecasts of the state of the pandemic at a high resolution. Mechanistic compartmental models are widely used to produce such forecasts and assist in the design of control and relief policies. Unfortunately, the scale and stochastic nature of many of these models often makes the estimation of their parameters difficult. With the goal of calibrating a high dimensional COVID-19 model using low-level mobility data, we introduce a method for tractable maximum likelihood estimation that combines tools from Bayesian inference with scalable optimization techniques from machine learning. The proposed approach uses automatic-backward differentiation to directly compute the gradient of the likelihood of COVID-19 incidence and death data. The likelihood of the observations is estimated recursively using an Extended Kalman Filter and can be easily optimized using gradient-based methods to compute maximum likelihood estimators. Our compartmental model is trained using GPS mobility data that measures the mobility patterns of millions of mobile phones across the United States. We show that, after calibrating against incidence and deaths data from the city of Philadelphia, our model is able to produce an accurate 30-day forecast of the evolution of the pandemic.

I. INTRODUCTION

The ongoing COVID-19 pandemic has highlighted the need for data-driven epidemic models capturing low-level human interaction as well as rapidly changing mobility patterns. Accurately and robustly predicting the evolution of an epidemic is important for evaluating the impact of policies such as social distancing [1], travel restrictions [2], and vaccine distribution [3]. At the same time, predictions of inherently stochastic dynamics using noisy observations carry significant uncertainty that needs to be understood for the design of such policies. Historically, the data required to analyze high-resolution interaction patterns in the population have been unavailable due to technological and privacy concerns. Recently, multiple datasets describing human mobility and behavior have been made available, signifying a revolution in the data-driven analysis of epidemic models. Models that consider the population structure at a higher granularity can, theoretically, replicate important features of real-world epidemics such as resurgence and high variation in the final fraction of infected individuals [4], which coarser models often fail to exhibit.

Epidemic models can be broadly segregated into two frameworks: model-free machine learning methods, and mechanistic models derived from first principles. Machine learning model-free frameworks have been shown to be capable of accurately forecasting epidemic trajectories with few assumptions [5], [6] using efficient gradient methods. Unfortunately, these methods require large amounts of training data, lack interpretability, and quantifying and understanding uncertainty in their predictions is difficult. On the other hand, mechanistic models characterize epidemic dynamics from first principles, are easily interpretable, can incorporate constraints and can directly model stochasticity [7]. However, despite their simple formulation and realism, the stochasticity and nonlinearity in some epidemic models makes the task of identifying their parameters and initial conditions difficult, since the error in forecasting typically grows when integrating into the future. Moreover, deriving the exact distribution of the state of the system is typically intractable [8].

In the context of epidemics, fine-grained mechanistic models are typically high-dimensional, with thousands of latent states associated with different subpopulations. The initial conditions of these models can be regarded as additional unknown parameters and, thus, one must identify a large number of unknown parameters using little data usually in the form of aggregated incidence and death counts. A common strategy is finding parameters that minimize a loss function using zero order methods [1], [9]–[14]. Due to the cascading error, estimators based on repeated sampling of trajectories require a large number of simulations to reduce their variance. Additionally, zero order methods are known to scale poorly compared to first order methods. As a consequence, models fit using this strategy often set parameters to values from clinical literature or values guided by heuristics. This is often the case for the initial conditions of the latent states, usually assumed to be a small number of “seeds” sampled uniformly at random [1], [13], [15]–[17]. These heuristics can lead to misspecification of other parameters, and are also impractical when calibrating a model initialized at any point other than the beginning of the epidemic, when observations are less reliable.

Data-assimilation methods present an alternative for inference and system identification that handles growth of error by repeatedly adjusting the forecasts based on observed data. These Bayesian updates reduce the uncertainty of the estimates by filtering out trajectories that disagree with the observations [8]. One such method, the extended Kalman filter (EKF) [18],
uses simple recursive update equations to generate a posterior estimate of the model state. Amongst its many qualities, the EKF allows for recursive computation of the derivatives of the data likelihood with respect to the parameters, the so-called sensitivity derivatives \[19\], which can be used for system identification with gradient-based methods.

Traditionally, the EKF has been regarded as intractable for high-dimensional models due to the cost of maintaining and operating on the state covariance matrix and, thus, it is seldom used in fitting epidemic models. Instead, other techniques based on particle filters are typically used \[15\]–\[17\], \[20\], \[21\]. However, the estimation algorithms involved are often sensitive to hyperparameters, their convergence guarantees rely on restrictive assumptions, and their stochastic estimates of the log-likelihood gradient might require a high number of iterations and particles to be reliable \[20\], \[22\].

In this paper, we introduce AutoEKF, a hybrid approach between data-driven and mechanistic models, which combines a high-dimensional fine-grained meta-population model with a scalable and highly parallel implementation of the EKF for inference and forecasting of COVID-19. By using two staple tools from deep learning, automatic differentiation \[23\] and massive parallelization of linear algebra sub-routines, AutoEKF can efficiently carry out the EKF Bayesian updates and find the gradient of the data-likelihood. This gradient is used to estimate the maximum likelihood parameters and initial conditions using gradient-based methods for a model with thousands of states. We remark that we can compute the likelihood’s gradient exactly and efficiently, unlike for particle filter methods which only approximate it.

We use human mobility data to construct high-resolution dynamical contact networks between individuals as part of our proposed networked meta-population model. Integrating such data into epidemic models commonly involves constructing a network over which the epidemic spreads, with nodes representing groups of individuals and edges representing interaction patterns between them. Such network representations range in scale and resolution, from long-range mobility patterns (i.e. trains, flights, highways) \[24\], \[25\], to local commuting patterns \[15\], \[26\], down to the level of contacts at places of interest \[1\], \[27\], \[28\]. To construct these networks, we follow a methodology similar to \[1\] however, we treat the sparsity in the data more carefully by implementing a Bayesian inference approach. We use these contact networks in conjunction with AutoEKF to calibrate an epidemic model for the city of Philadelphia against reported cases and deaths of COVID-19 gathered from public sources. Our approach is fully data-driven in that all of our parameters and initial conditions are learnt directly from the data.

## II. Background

We study the problem of calibrating a high-dimensional mechanistic epidemic model for inference and forecasting of COVID-19 using fine-grained human mobility data. This involves constructing fine-grained contact networks from sparse visitation data, which requires inference about the distribution of unobserved visits. In system identification, we jointly estimate the latent states of the model as well as identify unknown parameters and initial conditions using noisy aggregated data in the form of daily reported cases and deaths of COVID-19.

### A. Datasets

The primary datasets used in this work are case counts and deaths due to COVID-19, as well as mobility data aggregated from GPS-enabled device locations. Data on the number of daily cases and deaths due to COVID-19 is taken from The New York Times \[29\]. Mobility data is collected by SafeGraph \[30\], which collates anonymized GPS-enabled device location data from thousands of mobile apps in the form of hourly visits to places of interest (POIs) such as grocery stores, restaurants, and airports, among others. This data includes roughly 5% of all GPS-enabled devices in the U.S. and, thus, is inherently sparse with an unknown sampling bias. The data includes aggregated information on the originating destination of visits, i.e., the census tract (CT) where an individual resides, as well as the median visit duration and approximate area (in square feet) of each POI. For privacy reasons, SafeGraph separately presents aggregate weekly counts for visitors’ originating destinations and the hourly visits to the POI. Hence, there is no information on the temporal distribution of visits attributed to a specific census tract.

### B. Epidemic Model

The epidemic model in this work follows the standard SEIR stochastic model with a deceased compartment \[7\] between multiple populations. In particular, we treat each census tract as a separate subpopulation in a stochastic metapopulation model and study the interactions between them. Census tract \(i\) at day \(t\) has its population divided into compartments \(S_{i}^{(t)}, E_{i}^{(t)}, I_{i}^{(t)}, R_{i}^{(t)}\) and \(D_{i}^{(t)}\) corresponding to susceptible, exposed, infected, recovered, and deceased individuals, respectively. To study the inter-census-tract interactions, we construct daily contact networks from mobility data (described in detail in Section \[III\]) which are used to estimate the expected number of contacts between census tracts. The stochastic transitions between compartments at day \(t\) are given by

\[
(S_{i} \rightarrow E_{i}^{(t)}) \sim \text{Poisson} \left( \beta \sum_{j \in \mathcal{C}} M_{i,j}^{(t)} S_{j}^{(t)} I_{j}^{(t)} / N_{i} N_{j} \right) \]

\[
(E_{i} \rightarrow I_{i}^{(t)}) \sim \text{Poisson} \left( \kappa E_{i}^{(t)} \right) \]

\[
(I_{i} \rightarrow R_{i}^{(t)}) \sim \text{Poisson} \left( \delta I_{i}^{(t)} \right) \]

\[
(I_{i} \rightarrow D_{i}^{(t)}) \sim \text{Poisson} \left( \rho I_{i}^{(t)} \right) \]

where \(\mathcal{C}\) is the set of census tracts, \(M_{i,j}^{(t)}\) is the expected number of contacts between CTs \(i\) and \(j\) on day \(t\), \(\beta\) is the rate of infection from a single contact between susceptible and infected individuals, \(\kappa\) is the inverse of the latency period, i.e., the rate of transition from exposed to infected, \(\delta\) is the recovery rate for infected individuals, \(\rho\) is the fatality rate, and \(N_{i}\) is the population of CT \(i\). This transition model is closely related to previous work \[1\], \[11\], \[15\] so we spare details for simplicity.
III. CONTACT NETWORKS FROM GPS MOBILITY DATA

In this work we construct high-resolution dynamic contact networks between census tracts (CTs) of the region of analysis, whose edges are estimates of the expected number of contacts between individuals from two census tracts in a given hour. We construct these networks using GPS-enabled device location data provided by SafeGraph [30].

In the model, transmissions of the virus occur when two individuals are in the same place of interest (POI) at the same time. Let $\mathcal{P}$ denote the set of POIs, $C$ the set of CTs, and $y_{pi}^{(t)}$ the number of number of visits from CT $i \in C$ to POI $p \in \mathcal{P}$ at hour $t$. Following [1], we define our matrix of contacts as $M_{ij}^{(t)} := \frac{\delta_p y_{pi}^{(t)} y_{pj}^{(t)}}{A_p}$, where $\delta_p$ is the median visit duration to $p$ and $A_p$ is its area. In what follows, we address the challenge of estimating $y_{pi}^{(t)}$ using highly granular, but sparse, visitation data.

SafeGraph only provides mobility patterns for a fraction of the population. Indeed, the percentage of observed individuals varies across CTs and changes from week to week; nonetheless, these sampling rates can be inferred by comparing the observed GPS-enabled device counts with the population of each CT. Furthermore, to ensure privacy, SafeGraph only provides counts for CT of origin aggregated at a weekly resolution, and use differential privacy [31] to corrupt these counts. In contrast, the temporal distribution of visits is provided at an hourly resolution as aggregated counts across all CTs.

Let $z_{pi}$ denote the total number of visits to POI $p$ originating from CT $i$ in the whole week[1] and $\theta_i$ denote the fraction of observed devices from CT $i$. The observed random variables are denoted as $y_{pi}^{(t)}$ for the observed visits at POI $p$ for time $t$, stacked into the vector $v_p$ for the whole week, and $x_{pi}$ for the aggregated count of observed visits to POI $p$ from CT $i$ for the whole week. Estimation of $y_{pi}^{(t)}$ has been addressed in previous work using iterative proportional fitting [1] where the joint distribution of $y_{pi}^{(t)}$ is estimated from its marginals. However, the approach in [1] relies on estimates of devices staying at home, a variable inaccurately measured due to selection bias. Therefore, we employ an approach that couples the clustering of time-series and networks, called the CCTN algorithm [34].

In Subsection III-A we explain a methodology to cluster POIs according to their proximity and visitation patterns. With those clusters, we set the parameters $\zeta_i$ and $\nu_i$ for each cluster using maximum likelihood estimation. We can infer the posterior distribution of $\mu_p$ and $z_{pi}$ using standard Bayesian inference methods [33], which is facilitated by their choice of distribution as conjugate priors of $v_p$ and $x_{pi}$, respectively. Our independence assumption is that the parameters $\zeta_i$ and $\nu_i$ are shared across POIs within the same cluster $k$. This generative model is summarized in Figure 1.

Fig. 1: Graphical model generating visits from each CT in $C$ to each POI in $\mathcal{P}$ for a cluster $k$ of POIs for a single week.

In this setting we have $N$ POIs, each with a (commonly sparse) time series of daily visits per square foot over $T$ days, which we stack into the rows of the matrix $X \in \mathbb{R}^{N \times T}$. We use visits per square foot since we wish to cluster POIs with similar patterns of visitations, not just numbers of visits. The main idea of the embedding is to reconstruct the matrix $X$ as $X = CW$, where $W \in \mathbb{R}^{d \times T}$ is the basis matrix, representing the temporal distribution of visits in a POI by using similar POIs as a proxy reduces the variance of the estimations, since it increases the sample size, and yields less sparse estimates since there is a regularization towards a non-sparse prior. To implement this approach, we make the assumption that $v_p$ follows a multinomial distribution with parameters $\mu_p$ and $\sum_{i \in C} \nu_{pi}$. Where $\mu_p$ is drawn from a Dirichlet($\zeta$) prior, and represents the temporal distribution of any visit. Furthermore, we assume that $x_{pi}$ is drawn from a Binomial($z_{pi}, \theta_i$) distribution, where we assume that $z_{pi}$ has a prior distributed as Poisson($\nu_i, A_p$) where $\nu_i$ is an intensity parameter. Our crucial assumption is that the parameters $\zeta$ and $\nu_i$ are shared across POIs within the same cluster $k$.

A. Clustering points of interest

We wish to cluster places of interest based on both their geographical location as well as their patterns of visitations. For this reason, we employ an approach that couples the clustering of time-series and networks, called the CCTN algorithm [34]. The underlying idea is to construct an embedding of the POIs, i.e., a low-dimensional representation in which “similar” POIs are close to one another, and then to find clusters in the latent embedding space. Since the geographical interpretation of clusters is important in our context, we perform a further clustering on any large groups of POIs to split them according to distance from one another.

In this setting we have $N$ POIs, each with a (commonly sparse) time series of daily visits per square foot over $T$ days, which we stack into the rows of the matrix $X \in \mathbb{R}^{N \times T}$. We use visits per square foot since we wish to cluster POIs with similar patterns of visitations, not just numbers of visits. The main idea of the embedding is to reconstruct the matrix $X$ as $X = CW$, where $W \in \mathbb{R}^{d \times T}$ is the basis matrix, representing
d time series patterns learned from data, and $C \in \mathbb{R}^{N \times d}$ is the embedding matrix which reconstructs the original time series of visits for each POI using weighted combinations of the $d$ basis patterns in $W$. To incorporate the geographical locations of the POIs, we build a network wherein nodes represent POIs and edge weights are inversely proportional to geographical distance (dropping to zero, i.e., no edge, after a fixed distance). Then, the embedding is regularized for smoothness across the network: we ensure nodes’ embeddings are not dramatically different than their network neighbors’ embeddings. Hence, the embedding matrix $C$ and basis patterns $W$ are found by solving the problem
\begin{equation}
\arg \min_{C,W} \left\| X - \hat{X} \right\|^2_F + \lambda \cdot \text{tr}(C^T LC),
\end{equation}
where $L$ denotes the graph Laplacian matrix, and $\lambda$ is the parameter which controls the strength of the network regularization. In order to solve this problem, the CCTN algorithm performs an alternating process, fixing $C$ and solving a quadratic problem for $W$, then fixing $W$ and solving a mixed-integer program to find $C$. For full implementation details, see [34]. We then perform k-means clustering in the $d$-dimensional embedding space described by $C$ in order to cluster the POIs. This primary clustering focuses on grouping POIs with similar visitation patterns and regularizes for local smoothness in the network, but it does not necessarily disincentivize POIs which are geographically distant from being clustered together. Thus, in any clusters with many POIs, we perform a further k-means clustering using the geographical location of the POIs to split these larger clusters based solely on distance. The final result of this approach is clusters of POIs that are geographically close, and exhibit similar visitation patterns (in terms of daily visits per square foot) to those within their group.

IV. SYSTEM IDENTIFICATION AND INFERENCE

Our system identification method, AutoEKF, is a scalable implementation of the extended Kalman filter that uses automatic differentiation and massive parallelization to find the maximum likelihood estimate of the unknown parameters. The EKF Bayesian update equations are exceedingly simple and allow for recursive computation of the gradient of the data log-likelihood (the score function), also known as sensitivity derivatives [19]. Indeed, in a nonlinear system given by
\begin{align*}
x_t &= f_\theta(x_{t-1}) + v_t, \\
y_t &= g_\theta(x_t) + w_t,
\end{align*}
with latent states $x_t$ and observations $y_t$, applying the EKF yields the following expression for the data log-likelihood
\begin{equation}
\log p_\theta(y_{1:T}) = \sum_{t=2}^{T} \log \mathcal{N} \left( y_t; J_g \hat{x}_{t|t-1}, J_g \hat{P}_{t|t-1} J_g^T \right),
\end{equation}
where $J_g$ is the Jacobian of $g$, and $\hat{x}_{t|t-1}$ and $\hat{P}_{t|t-1}$ are the estimates of the mean and covariance of $x_t$, which are updated recursively. Thus, the score function can be obtained by recursively computing $\nabla_\theta \hat{x}_{t|t-1}$ and $\nabla_\theta \hat{P}_{t|t-1}$.

The EKF has traditionally been regarded as intractable for high-dimensional models due to the cost of maintaining and operating on the matrix $\hat{P}_{t|t-1}$ and, thus, particle data-assimilation methods are often preferred (see [15]–[17], [20], [21] for examples in epidemic models). However, algorithms for parameter estimation with particle filters often rely on approximations of the score function [35] and can be sensitive to hyperparameters, which causes issues for their convergence to local optima in practice [22]. In contrast, we propose a tractable implementation of the EKF that efficiently computes the score function to obtain the maximum likelihood estimate with-off-the-shelf machine learning tools.

The efficiency of AutoEKF is achieved by means of automatic differentiation and massive parallelization of linear algebra routines, resulting in cheap evaluations of the score function when running on a GPU. We remark that this technique is also accessible, since machine learning libraries can differentiate and parallelize basic implementations of the EKF.

V. SIMULATION CASE STUDY: PHILADELPHIA

In order to validate our approach we calibrate a metapopulation model using AutoEKF on data from the city of Philadelphia. We construct a network representing contacts between 376 census tracts and fit to incidence and death data at the county level for the period from July 20th, 2020 to October 18th, 2020 obtained from the New York Times repository. This involves identifying the model parameters $(\beta, \kappa, \gamma, \rho)$ as well as initial conditions for each of the 1,128 latent states corresponding to the compartments $S_i^{(0)}, E_i^{(0)}$ and $I_i^{(0)}$ for each CT.

All experiments were run on an Amazon P3 server instance with a Tesla V100 GPU and 61GB of RAM.

A. Construction of Networks

We cluster 17,803 POIs for the city of Philadelphia as described in Section III-A to form 800 clusters of POIs with similar visitation patterns. These clusters were constructed using the time series of visits ranging from May 1st, 2020 to July 20th, 2020, the period preceding our experiments. We used these clusters to perform maximum likelihood estimation and posterior inference according to the data generation model discussed in Section III. We evaluate the quality of these networks by comparing with two simple benchmarks: networks constructed with no clustering (where each POI is its own cluster), and networks constructed with clustering by census tract membership of the POIs.

For each of these clustering methods, we estimated the posterior distribution of visits and contacts taking place in each POI using Bayesian inference on the model described in Figure 1. We used maximum likelihood estimation to produce the priors $\zeta_k$ and $\{\nu_{ik}\}_{i \in C}$ for each cluster $k$. In Figure 2 we compare the inferred number of expected contacts, aggregated by day, of the networks generated with each of these clustering choices. The choice of clustering has a sizeable impact on the resulting contact networks. Figure 2 a, shows that the estimate for the unobserved visitors to a POI from a given CT tends to be overestimated if only information from that...
POI is used. This is a consequence of the “shrinking” towards the prior coming from the Bayesian inference if the POIs are grouped into clusters. This effect is larger when the cluster of a given POI contains many other POIs without visitors from the same CTs, as is the case with the uninformative clustering by CT membership. Figure 2 shows that these differences in scale are further accentuated when estimating the number of contacts (notice the log-scale). This is a consequence of the concentrated estimate of visits distribution for a given POI, which results from the sparsity of the data in a single POI.

**Fig. 2:** Choice of POI clustering has a sizeable impact on the estimate for the unobserved visitors to a POI from a given CT is overestimated when using sparse data and underestimated when using uninformative priors. These differences in scale increase for the number of contacts since the inferred distributions of visits are highly concentrated.

**B. Parameter estimation**

We validate the efficacy of AutoEKF by calibrating the model described in Section II using our estimated contact networks against county-level incidence and death data from July 20th through October 18th, 2020. Due to the known inconsistencies and delays in reporting, we use the rolling 7-day average of case incidence and deaths and lag the data by $T_d$ days. A parameter tuned by cross-validation.

Specifically, our model was trained by optimizing the gradient of the data log-likelihood using the Adam optimizer [36]. The gradient of the data log-likelihood was computed using automatic differentiation on a simple implementation of the EKF and compiled for optimization in a GPU. All of our code is written in Python3 using Numpy and JAX [37], a library that supports automatic differentiation of native Python and NumPy functions, as well as a high-performance compiler of linear algebra routines, which allows for massively parallel implementations of pure Numpy and Python programs. To counter the possible multimodality of the likelihood function, we used 50 different restarts for our gradient-descent optimizer and the initial values for the unknown parameters were sampled from a wide range of plausible values using Latin hypercube sampling, and the best model was selected based on performance on a test set. The trained model was validated by measuring the likelihood of its forecast on held-out set consisting of the period between October 18th, 2020 and November 18th, 2020. The training fit using AutoEKF and out-of-sample forecast are presented in Figure 3. These figures illustrate that our model is able to accurately fit observed case and death data for the city of Philadelphia in the training period and produce highly accurate forecasts. We remark that, when forecasting with our model out-of-sample, we use mobility data from the test period as input. Thus, we are evaluating the performance of the model conditional on having mobility data as input, in a time period not used for calibration.

We investigate the robustness of these results by training models using the benchmark networks discussed in Section V-A. The results are summarized in Table I. We observe a significant improvement when using Bayesian inference to impute missing visits compared to the “no-clustering” benchmark, and further improvement when clustering POIs according to visitation patterns as opposed to simple census tract membership. This demonstrates that the input mobility data as well as the methodology for estimating contact networks can have a major impact in the performance of meta-population models and their calibration.

**VI. CONCLUSION**

We study the problem of calibrating a high-dimensional mechanistic epidemic model for inference and forecasting of COVID-19 using fine-grained human mobility data. Using tools from Bayesian inference, we construct hourly contact networks capturing the interaction of individuals and the rapidly changing mobility dynamics during the pandemic. We present our data-assimilation approach for estimating the parameters of the model, AutoEKF, and we demonstrate its effectiveness by calibrating a model for the city of Philadelphia that accurately fits the observed cases and deaths both in-sample and out-of-sample.
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