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Investigating possible causes of bias in a progress test translation: an one-edged sword
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Purpose: Assessment in different languages should measure the same construct. However, item characteristics, such as item flaws and content, may favor one test-taker group over another. This is known as item bias. Although some studies have focused on item bias, little is known about item bias and its association with items characteristics. Therefore, this study investigated the association between item characteristics and bias.

Methods: The University of Groningen offers both an international and a national bachelor’s program in medicine. Students in both programs take the same progress test, but the international progress test is literally translated into English from the Dutch version. Differential item functioning was calculated to analyze item bias in four subsequent progress tests. Items were also classified by their categories, number of alternatives, item flaw, item length, and whether it was a case-based question.

Results: The proportion of items with bias ranged from 34% to 36% for the various tests. The number of items and the size of their bias was very similar in both programmes. We have identified that the more complex items with more alternatives favored the national students, whereas shorter items and fewer alternatives favored the international students.

Conclusion: Although nearly 35% of all items contain bias, the distribution and the size of the bias were similar for both groups. The findings of this paper may be used to improve the writing process of the items, by avoiding some characteristics that may benefit one group whilst being a disadvantage for others.

Key Words: Educational measurement, Bias, Medical education

Introduction

Progress testing is a longitudinal assessment of students’ knowledge development by periodical testing at end level [1]. The progress test has been used as a benchmark tool, for comparison either within the same university [2] or between universities, both nationally [3–5] and internationally [6,7]. Although the progress test is a reliable and valid tool to measure students’ knowledge growth [1,3,4], one precondition for its application is that it will only detect differences in the
level of knowledge and skilled knowledge application of students. Any other influence leading to bias should be avoided. Or at least, such influences should be acknowledged and quantified to ascertain fair judgement of students and to render reliable program information regarding the education quality in medical schools.

Item bias will, by definition, favor a subgroup or be detrimental to another subgroup [8]. Such bias may result either in failure of students to pass the tests due to other reasons than lack of knowledge or vice versa. Identifying items that are biased is usually done after the test was taken by means of psychometric analysis of the items. Consequently, items that are biased may be deleted. Excluding items however may impact negatively on the coverage of content of the test and hence its validity [9]. Although it is important to identify items with bias for the sake of quality control and fair judgement, thorough understanding of possible sources of bias may benefit test validity. From the literature, it is known that there may be several sources of item bias, like language, category of the items, and item flaws.

Tests that are available in different languages should be measuring the same construct to allow a meaningful comparison [10–12]. A poor translation can compromise the validity of the test, making it difficult to compare both scores because the two test forms may not be construct equivalent [10]. Consequently, effectively reducing the language barriers in assessment would reduce the loss of the content validity, resulting in a fair assessment for all students [13–15]. Research in non-native English speakers has shown that students’ performance on a knowledge test in English may be worse due to insufficient proficiency in English: the test becomes a language test [16]. Students’ knowledge cannot be assessed adequately if students do not understand the vocabulary and linguistic structures [15]. Thus, the test score becomes a variable, dependent on knowledge and on English proficiency. The content validity of the test is at stake. Although research has shown that language is a specific source of item bias [17,18], hereafter called item language bias, it may be unjustified to blame this item bias on language factors alone. Different languages are often associated with cultural differences which, by themselves, may constitute an additional source of bias [19,20].

Traditionally, studies considering item bias focused mostly on verifying whether an item presents a bias by comparing two or more subgroups. However, item bias may also be influenced by other factors such as item content and item flaws, which in turn may also be related to language. Zenisky et al. [9] for example found that items that were related to earth and space science, physical sciences, and technology presented bias favoring males compared to females. In the medical literature, Swanson et al. [21] identified that longer items would benefit female students, though the effect size was small. They also revealed that bias may be related to the item categories, which were classified as internal medicine, obstetrics–gynecology, pediatrics, psychiatric, and surgery. Whilst obstetric–gynecological, pediatric, and psychiatric items favored female students, surgical items favored the males.

The relation between item flaws and item bias has not been studied sufficiently yet, but item flaws may certainly compromise the validity of a test [9]. Items that contain writing flaws were shown to be up to 15% more difficult than items that are perfect in this respect [22]. Moreover, the flawed items are more likely to penalize skilled students than borderline students [23]. The effect is sufficiently significant to influence the pass failing decision [22,23]. Though adding to construct–irrelevance variance, these flawed items had little effect on the psychometric properties of the test [22] and therefore may remain unidentified.
Language, item content, and item flaws can have a significant impact on the validity and fairness of assessment. However, very little is known about the association between items with bias regarding language (national versus international students) and other sources of bias, since most studies have focused merely on identifying items with bias. Therefore, we raised the following research questions: (1) Which items exhibit bias when comparing national and international students? (2) Is there an association between items’ characteristics (i.e., item content) and item language bias?

To analyze whether an item was biased, we used the differential item function (DIF) analysis. DIF analysis tests whether test-takers of two or more subgroups would have the same probability of answering an item correctly when they have the same level of ability [8]. More precisely, if an item parameter differs across groups, an item displays DIF. DIF is a robust method that considers difference at every ability level [8,11,24]. DIF analysis has been extensively used to investigate item bias when comparing male versus female, native versus non-native speakers and white population versus minority, including in the context of medical education (for example, see Hope et al. [24]). Since DIF analysis has a basis in the item response theory, we also investigated the assumptions of unidimensionality and local independency, as a requirement of the item response theory. The item response theory is a mathematical model that establishes a relation between the knowledge or ability of the test taker, the difficulty of the test items and the probability of a correct answer. The item response theory based method estimates student ability ($\theta$) and item difficulty [25,26].

Methods

1. Setting

Since 2009, the University Medical Center Groningen has been offering a national and an international bachelor’s degree program in medicine. Both programs’ teaching methods are based on the problem–based learning curriculum, sharing the same learning goals, content, and material. The international track is taught in English, whereas the regular program is taught in the Dutch language which is the native language to the vast majority of students.

Although the admission requirements are the same for both groups, all international students take a proficiency in English test (IELTS, International English Language Testing System), except the native English speakers who are the minute minority of students. Adequate scientific level is assured by 1 year of pre-university education if candidates fail an entrance test in this subject. Both programs are regulated by the same rules and cutoff scores, assuring a comparable level of students’ knowledge in both tracks.

We used data from the University of Groningen concerning students’ scores on four Dutch Interuniversity Progress Tests of Medicine, including students from the first 3 years of medical training (bachelor) [1,27]. Students in the regular track (hereafter called national track) answered the questions in Dutch and students in the other track (hereafter called international track) answered the same questions in English.

2. Progress test

The Dutch Interuniversity Progress Test of Medicine contains 200 multiple-choice questions based on the Dutch National Blueprint for the Medical Curriculum.
and it is administered 4 times a year. The Dutch Progress Test uses formula scoring: if students do not know the answer, they can choose a “question mark” option. To correct for guessing, the incorrect answers receive a penalty to outbalance the chance of scoring by guessing. The penalty varies according to the number of alternatives, which ranges from 2 to 5 alternatives. The penalty therefore ranges from $-1.00$ to $-0.25$, respectively ($-1/\text{[number of alternatives]-1}$). A correct answer is rewarded with 1 point and the “question mark” scores zero.

The Dutch Progress Test is administered in two languages, Dutch and English. The Dutch Progress Test is translated into English by a native speaker who is an official certified translator with years of experience in translating medical documents and tests. Subsequently, the English translation is revised by a physician who is a native English-speaker. The chairman of the Dutch Progress Test consortium oversees the translation process and review final version of the English progress test. There is no back translation.

3. Data analysis

Before describing the analysis of DIF and the sources of bias, we will describe the calibration and preliminary analyses.

1) Calibration

We analyzed 800 questions in four subsequent progress tests from both programs. We analyzed the data using the Rasch Partial Credit Model for polytomous categories because the categories follow an ordinal arrangement. The right answer has the highest value (6); the question mark having the second highest value (5); and the penalties having the lowest values, representing the amount of penalty based on the formula scoring (4, 3, 2, and 1) [26].

2) Preliminary analysis

Unidimensionality was tested with Principal-Components Analysis of Residuals from the Rasch Model and a fit only approach [29]. For the Principal-Components Analysis of Residuals, another dimension would be considered when having more than two items. If another dimension had more than two items, we compared the amount of explained variance of both dimensions. If another dimension is presented, the progress test could be measuring another construct than medical knowledge. For the “fit only” approach, the two fit parameters, infit and outfit, for the item and person were assessed to test unidimensionality. For both parameters, the optimal fit value is 1.00 [30] with a range from 0.50 to 1.50 [31]. If the parameter for the items exceeds 2.0, this is considered to be a threat to the validity of the test [31] and the item should preferably be excluded from the test.

Local independency was estimated by the correlation of the standardized residual, which analyzes how much of the variance is common of two items. When two items share more than half of their variance, they may be measuring similar content. Therefore, only one of the two items is needed for the test. Local independency can be assumed adequate when items present a residual correlation lower than 0.7 [32]. Local independency assures that there is no pattern in the residuals, meaning that parts of the data that were not explained by the model are not related. Also, when local independence is violated, it may inflate the estimation of the item difficulty. Finally, an overlap between too many item pairs, with high correlation of Rasch residuals, may be due to the occurrence of multidimensionality.

3) Differential item function

We used three criteria to determine whether the item has DIF: (1) a value higher than 2.4 in the t-test [33], (2) a significant probability of t, and (3) a significant difference calculated by Mantel–Haenszel method [34]. We considered an item to display DIF when an item met each of all three criteria. Subsequently, we assess the
size of the DIF as suggested by Zwick et al. [35]. When the difference between the DIF of both groups is smaller than 0.43, is considered negligible; from 0.43 to 0.64 it is considered slight to moderate, and higher than 0.64 is considered moderate to large. Negligible degree of DIF is often disregarded since it does not affect the score.

4) Sources of DIF

Five variables were investigated as possible sources of DIF. (1) Category of the items: the items in progress test are divided in 17 categories: respiratory system, blood & immune system, musculoskeletal system, mental health care, reproductive system, pregnancy, childbirth & puerperium, cardiovascular system, hormones & metabolism, endocrine system, dermis & connective tissue, personal and social aspects, digestive/gastrointestinal system, nutritional disorders nervous system & senses, kidneys & urinary system, molecular & cellular aspects, epistemology, methodology & applied biostatistics, stages of life, knowledge of skills, and preventive medicine. (2) Number of alternatives: the alternative options ranged from 2 to 5 per question. (3) Item flaw: items were classified as flawed when one or more of the following problems were presented: logical clues, greater details in the correct answer, implausible distractors, unfocused items, no correct or more than one correct answer, unnecessary information, unbalanced distractors, and negative items. The items were classified by one of the co-authors (R.T.) who is an experienced reviewer of the items of the progress test and former chairman of the Dutch Progress Test Committee. The items flaws were extracted for the literature and the categorization followed the guidelines of writing items for medical education [22]. (4) Item length: the words of each questions were counted. (5) Case-based questions: questions were classified as simple questions when there was no patient, and vignette questions when a patient was presented.

The items were calibrated, and DIF was calculated using WINSTEPS ver. 3.70.1.1 (Winsteps Co., Beaverton, USA). Descriptive analyses and inferential statistics were calculated using the IBM SPSS ver. 25.0 (IBM Corp., Armonk, USA).

4. Ethical statement

Ethical approval was not sought since reanalysis of historical data is automatically ruled exempt. This exemption is because our data that was collected as part of an existing educational assessment (progress test) without the necessity of collecting new data. All data were anonymized and handled with confidentiality. We also conduct our work following the Declaration of Helsinki and the privacy policy of the University of Groningen.

Results

We gathered progress test data from 5,186 bachelor students. From those, 907 were students who attended the international track and 4,279 who attended the national track.

1. Preliminary analysis

The first residual contrast (dimension) after obtaining the Rasch measures, had more than two items for all tests, indicating that a second dimension may have been present. The variance explained by the items was more than 7 times the variance explained of the first contrast: 22.6% versus 3.0%. Moreover, the variance explained in the first contrast was smaller than the variance explained by persons and items, meaning that the amount of the variance explained by the “extra” dimension is negligible. These findings indicate that the four progress tests may be unidimensional, since comparable values were found for the four tests.
The fit parameters of the item were in the optimal interval, i.e., between 0.50 and 1.50 [31] and the mean values were near 1.00, which is the optimal value for the infit and outfit. There was only one item in test 1 that had outfit higher than 2.00. The values of mean, standard deviation, minimum and maximum of measurement, infit, outfit, and error, based on Rasch outcomes, can be visualized in Table 1.

For the person parameters, there were some violations of the maximum and minimum value of the recommended interval. However, those violations are acceptable, since measuring students’ ability may also be related to other factors, such familiarly with the test, cheating or items being answered using a methodological approach or answered exceptionally slowly.

Considering both the Principal–Components Analysis of Residuals and the only fit approach, all four progress tests can be considered unidimensional, meeting the first assumption of the Rasch Model.

The highest correlation of the standardized residual was 0.54; thus, the local independency holds, since items present a correlation lower than 0.7. This indicates that the second assumption of the Rasch Model is met, indicating that items are locally independent. Since the two assumptions were met, Rasch Model is suitable for the data analysis.

### Table 1. Mean, SD, Minimum and Maximum of Measurement, Infit, Outfit, and Error for Items and Person

| Test Category | Measure | Infit | Outfit | Error | Measure | Infit | Outfit | Error |
|---------------|---------|-------|--------|-------|---------|-------|--------|-------|
| **Test 1 (September)** | Mean ± SD | 0.00 ± 1.39 | 1.00 ± 0.13 | 0.92 ± 0.30 | 0.09 ± 0.03 | -1.93 ± 1.14 | 0.99 ± 0.13 | 0.92 ± 0.38 | 0.23 ± 0.07 |
| Minimum | -3.78 | 0.73 | 0.40 | 0.06 | -5.54 | 0.68 | 0.18 | 0.72 |
| Maximum | 2.93 | 1.58 | 2.06 | 0.24 | 0.78 | 1.79 | 5.83 | 0.17 |
| **Test 2 (December)** | Mean ± SD | 0.00 ± 1.37 | 1.00 ± 0.12 | 0.96 ± 0.26 | 0.08 ± 0.04 | -1.41 ± 0.93 | 0.99 ± 0.12 | 0.96 ± 0.28 | 0.20 ± 0.04 |
| Minimum | -3.42 | 0.73 | 0.49 | 0.06 | -4.27 | 0.69 | 0.36 | 0.17 |
| Maximum | 3.87 | 1.53 | 1.75 | 0.32 | 0.83 | 1.54 | 4.21 | 0.43 |
| **Test 3 (February)** | Mean ± SD | 0.00 ± 1.28 | 1.00 ± 0.14 | 0.97 ± 0.28 | 0.08 ± 0.03 | -1.31 ± 0.91 | 0.99 ± 0.10 | 0.97 ± 0.27 | 0.19 ± 0.03 |
| Minimum | -3.99 | 0.71 | 0.48 | 0.06 | -3.72 | 0.73 | 0.34 | 0.16 |
| Maximum | 3.73 | 1.61 | 1.90 | 0.29 | 1.28 | 1.42 | 3.13 | 0.36 |
| **Test 4 (May)** | Mean ± SD | 0.00 ± 1.28 | 1.00 ± 0.11 | 1.00 ± 0.22 | 0.08 ± 0.03 | -1.10 ± 0.86 | 0.99 ± 0.11 | 1.00 ± 0.25 | 0.19 ± 0.03 |
| Minimum | -3.38 | 0.74 | 0.62 | 0.06 | -3.74 | 0.70 | 0.39 | 0.16 |
| Maximum | 3.52 | 1.32 | 1.85 | 0.25 | 0.92 | 1.65 | 3.31 | 0.36 |

SD: Standard deviation.

### Table 2. Number of Items That Presented Differential Item Function Favoring the National or International Track Divided by the Following Categories: Negligible, Moderate, and Larger

| Test Category | Size |
|---------------|------|
| Negative (%) | Moderate (%) | Larger (%) | Total (%) |
| **Test 1 (September)** | International | 4 (2) | 7 (3.5) | 25 (12.5) | 36 (18) |
| National | 16 (8) | 8 (4) | 8 (4) | 32 (16) |
| **Test 2 (December)** | International | 9 (4.5) | 4 (2) | 25 (12.5) | 38 (19) |
| National | 21 (10.5) | 3 (1.5) | 9 (4.5) | 33 (16.5) |
| **Test 3 (February)** | International | 4 (2) | 8 (4) | 24 (12) | 36 (18) |
| National | 17 (8.5) | 3 (1.5) | 11 (5.5) | 31 (15.5) |
| **Test 4 (May)** | International | 8 (4) | 4 (2) | 24 (12) | 36 (18) |
| National | 17 (8.5) | 4 (2) | 9 (4.5) | 30 (15) |
| **Total** | International | 25 (3.12) | 23 (2.87) | 98 (12.25) | 146 (18.5) |
| National | 71 (8.8) | 18 (2.25) | 37 (4.62) | 126 (15.75) |
2. Differential item function

Items that presented differential item functioning ranged from 66 (34%) to 71 (36%) items of the 200 in each test. Although items were favoring both groups, 146 items (54% of the items with DIF) favored the international students and 126 items (46% of the items with DIF) favored the national students. This indicates that international students have a higher probability of answering a question correctly than national students with the same level of knowledge. Most of the items (72.6%) with larger size DIF were favoring the international students, whereas most of items (74%) with negligible DIF were favoring the national students. The items with moderate DIF seems to have a similar distribution between national and international track (see details on Table 2). More importantly, the distribution shows that there was no systematic bias against any group, since the bias occurred for groups concurrently, indicating that the final score was unlikely to be affected by the bias.

3. Sources of differential item function

1) Category of the items

The distribution of questions with DIF was similar in nine of the 17 categories (Table 3). From the other eight categories, four favored the international track: (1) cardiovascular system; (2) hormones & metabolism and endocrine system; (3) digestive/gastrointestinal system, nutritional disorders; and (4) molecular & cellular aspects. The categories that favored the national track were: (1) mental health care; (2) personal and social aspects; (3) dermatoskeletal system; (4) nephrology & urology system; (5) digestive/gastrointestinal system, nutritional disorders; (6) epistemology, methodology & applied biostatistics; (7) stages of life; (8) knowledge of skills; (9) preventive medicine.
aspects: (3) epistemology, methodology & applied bio-statistics; and (4) preventive medicine.

2) Number of alternatives

It seems that the number of alternatives has an impact on items with DIF. While items with two alternatives (n=54) favored the international track more (37%) than the national track (7.4%), items with five alternatives (n=29) favored the national track (20.7% versus instead 6.9%). Items with three (n=234) and four (n=465) alternatives seem to have similar impact on items with DIF for both tracks.

3) Item flaws

In total, although 147 (18.8%) items presented a writing flaw, most items presented implausible distractors (n=50) and unbalanced distractors (n=25). Of the 147 items, only 41 (5.2%) presented DIF. From those 41, 21 favored the international track and 20 the national track. Looking in more detail at the different categories of flawed items, the distribution between items favoring national and international track was similar (Table 4).

4) Item length

We found that the items that favored the international track (M=22.46) were significantly shorter than the items that favored national track (M=28.45, t=−2.734; p<0.05).

5) Case-based questions

Questions were classified as non-case-based questions (n=526) and case-based questions (n=256). Although the distribution of question with DIF was similar to both

---

**Table 4. Number of Items Favoring the National or International Track Divided by Item Flaws**

| Variable                        | No DIF | DIF favoring: international | DIF favoring: national | Total |
|---------------------------------|--------|----------------------------|------------------------|-------|
|                                 | No     | DIF favoring: international | DIF favoring: national |       |
|                                 | No     | DIF favoring: international | DIF favoring: national |       |
| Logical clues                   | 507    | 145 (18.7) 0.02/2.4          | 125 (16) 0.01/1.92     | 777   |
|                                 | 3 (60) | 1 (20) 0.80/0.80             | 1 (20) 1.06/1.06       | 5     |
| Greater detail in correct option| 504    | 143 (18.5) 0.02/2.4          | 125 (16.2) 0.01/1.92   | 772   |
|                                 | 6 (60) | 3 (30) 0.91/2.08             | 1 (10) 0.69/0.69       | 10    |
| Implausible distractors         | 475    | 140 (19.1) 0.02/2.40         | 117 (16) 0.01/1.92     | 732   |
|                                 | 35 (70)| 6 (12) 0.55/0.92             | 9 (18) 0.13/1.25       | 50    |
| Unfocused stem                  | 500    | 145 (18.9) 0.02/2.40         | 124 (16.1) 0.01/1.92   | 769   |
|                                 | 10 (76)| 1 (7.7) 1.08/1.08            | 2 (15.4) 0.25/1.1      | 13    |
| No correct or more than one     | 504    | 142 (18.5) 0.02/2.40         | 120 (15.7) 0.01/1.92   | 766   |
| correct answer                   | 6 (37.5)| 4 (25) 0.56/1.22             | 6 (37.5) 0.03/1.06     | 16    |
| Unnecessary information         | 502    | 145 (18.8) 0.02/2.40         | 124 (16.1) 0.01/1.92   | 771   |
|                                 | 8 (72.7)| 1 (9.1) 1.08/1.08            | 2 (18.2) 0.06/0.69     | 11    |
| Unbalance in distractors        | 493    | 141 (18.6) 0.02/2.40         | 123 (16.3) 0.01/1.92   | 757   |
|                                 | 17 (68)| 5 (20) 0.47/1.21             | 3 (12) 0.02/0.41       | 25    |
| Negative items                  | 496    | 144 (18.8) 0.02/2.40         | 125 (16.3) 0.01/1.92   | 765   |
|                                 | 14 (82.4)| 2 (11.8) 0.35/0.49          | 1 (5.9) 0.31/0.31      | 17    |

DIF: Differential item function, Min: Minimum, Max: Maximum.

**Table 5. Number of Items Favoring the National or International Track Divided by the Number of Non- and Case-Based Questions**

| Case-based questions | No DIF | DIF favoring: international | DIF favoring: national | Total |
|----------------------|--------|----------------------------|------------------------|-------|
| No                   | 314    | 120 (22.8) 0.2/2.4          | 92 (17.5) 0.01/1.85    | 526   |
| Yes                  | 196    | 26 (10.2) 0.07/2.08         | 34 (13.3) 0.02/1.92    | 256   |

DIF: Differential item function, Min: Minimum, Max: Maximum.
tracks (Table 5), non-case-based questions (40.3%) seem to be more likely to present DIF than case-based questions (23.4%).

**Discussion**

In this study, we sought to identify biased items and investigate whether there was a pattern in the item characteristics that may have caused the bias. Although there was a high percentage of biased items, those biased items favored the national and the international students in the same proportion. Contrary to our findings, the literature shows that biased items usually favor one subgroup more than another [11,12,15-17].

We found that the long items seem to favor the national track. Although the educational literature focuses more on comparing native and non-native speakers sitting in a test in the same language, we believed that a parallel can be drawn. Usually long items favored the native speakers [36,37] since the complexity of the language is often higher in longer items compared to short ones. This complies with our results since the native speakers in our study were almost exclusively present in the national track. The assumption of longer items favoring the national track is also supported by the number of alternatives: the questions with five alternatives have favored the national group, but questions with two alternatives have favored the international group. Furthermore, two of the categories (mental health care and personal and social aspects) that favored the national track are considered as the most complex in terms of language when compared to the other categories. Longer items and more alternatives may also be indicative of more subtlety in the questions, which may explain why they are more difficult for non-native speakers. Thus, it seems that item’s characteristics may also be a source of bias, especially when considering the linguistic complexity and their length.

Identifying language bias and its association with the source of that bias, is crucial for quality control. More practically, the information regarding the sources may help improve the process of test development. For example, one may choose to have tests with only three and four options, since using items with three and four options may equally distribute the numbers of items with bias across various groups of students. Also, one may consider writing shorter items, which, in turn, may be hard when writing case-based questions. However, it seems that non-case-based questions have higher percentages of items with DIF than case-based questions. Interestingly, item flaws have little impact on the number of items with DIF and the distribution was similar across both groups. Although other studies have suggested that flawed items may have impact on students’ scores [20,21], we found no evidence for an advantage, neither for the national nor the international track. Yildirim and Berberoğlu [38] suggested that reviewing the items considering the possible sources of DIF would decrease the number of items that presented DIF. Thus, taking the findings of this study into account when reviewing items, may help to decrease bias.

This study has a few limitations. Although the difference between samples in international and national tracks is large, Winsteps gives different weights to different samples, allowing correction for sample size differences. Furthermore, the international sample was enough to calibrate and have stable parameters using Rasch. For a two-tailed 99% confidence intervals, the minimum sample size is 108 subjects [39]. Another limitation may be that it was not possible to differentiate whether the bias was due to the language, culture or both. Though there were a few English native speakers, the vast majority were international students for whom
English was a second language. On one hand, eliminating the English native speakers would probably increase the difference found in item bias between national and international track. On the other hand, eliminating the English native speakers implies in underrepresenting the international track and its multicultural environment. Only one researcher revised these questions, yet this researcher is an experienced reviewer of the items of the progress test and former chairman of the Dutch progress test committee. Studies focus mostly on investigating whether an item is biased, but an understanding of the cause of the bias may help us to decrease the number of items with bias.

In conclusion, in this study, we sought to understand the association between items with bias and possible source of such bias by analysing four Dutch Interuniversity Progress Tests of Medicine applied in the native language to regular students and in English to international students. Although nearly 35% of items presented bias, the distribution as well as the size of the items favoring both groups were similar. The identification of sources of bias (item category, word count and number of alternatives) may help to improve the quality control of the test development. If a test has national and international takers, the size of the items, number of alternatives should be considered. Furthermore, it seems that case-based questions may help to decrease bias, when considering the size of the questions.
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