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S1. Code implementation

The model was implemented in RStudio environment [1]. The following libraries were used: missForest (missing imputation), survival (Cox regression), ranger (Random Survival Forest), and cluster (Gower distance and Partition Around Medoids).

S2. Multiple Missing Imputation

The entire cohort before the patients’ selection for the study showed 8% rate of missing values for clinical covariates. The majority of missing values were chemical and blood values (35% of missingness within Albumin, LD, HB, CRP and Na). Within the rest of other covariates, the missingness was low (1%). This was handled with missing forest algorithm [2]. This algorithm exploits the mechanism of Random Forest in a missing multiple imputation task. The observed part is used to fit a random forest and then predict the missing values. The model is subsequently trained from previous step results in order to perform missing imputation on better quality data. The process is made until
a stopping criterion is reached. In detail, missing forest algorithm works in
the following way: dataset is initialized; to each missing variable is assigned
the mean, if numeric, or the mode, if categorical, of non-missing observations;
a random forest is fitted with observed values; missing values are predicted
with the trained model, the dataset is updated with the new imputed val-
ues, the process is repeated until difference between imputed variables of two
subsequent iterations begin to increase.
We chose this approach among other missing imputation methods because
this algorithm works with mixed data and for the high predictive power of
random forest. Indeed, several studies demonstrated that missing forest out-
performed other standard algorithms [2, 3, 4, 5].
This algorithm showed better performance with respect to MICE algorithm
in a previous study with the majority of patients of this cohort (n=377) [6].
Missing forest does not require assumptions about the random distribution
of missing values [7], thus handling missing not at random (MNAR) values.
Another assumption not required is relationship between features because is
a non-parametric method (e.g., MICE algorithm assumes linearity) and its
capability of work with non-linear effects.
We found as best configuration a random forest trained with 100 decision
trees sampling 4 categorical variables and 5 numeric variables at each split.
Out-of-bag error estimation was used to assess the best configuration. Nor-
malized root mean squared error (NRMSE) for numerical variables and pro-
portion of falsely classified (PFC) for categorical variables were computed.
The configuration adopted yielded NRMSE= 0.06 and PFC= 0.15.

S3. Clinical baselines
Input covariates of the cohort that were used to cluster the patients. T8,
N8, M8 and ST8 covariates refers to the 8th version of the TNM staging
descriptors [8]. According to medical knowledge, VALSG LD (ED) staging
 correspond to I-III (IV) TNM staging. Therefore, the studied cohort encom-
passed n=185 LD and n=451 ED patients.

S4. Covariate selection: Cox Proportional Hazards regression
Cox regression is a semi-parametric survival analysis method. The main
assumption is that the hazard function h(t), the probability that a patient
|                  | No treatment | CT + RT | CT          |
|------------------|--------------|---------|-------------|
|                  | (N=89)       | (N=72)  | (N=389)     |
| PCI              |              |         |             |
| age              |              |         |             |
| Mean (SD)        | 72.9 (7.94)  | 68.9 (9.74) | 64.6 (8.43) |
| Median [Min, Max]| 74.0 [51.0, 80.0] | 70.0 [47.0, 81.0] | 65.0 [37.0, 81.0] |
| gender           |              |         |             |
| F                | 47 (52.8%)   | 42 (58.3%) | 218 (56.0%) |
| M                | 42 (47.2%)   | 30 (41.7%) | 171 (44.0%) |
| ECOG             |              |         |             |
| 0                | 2 (2.2%)     | 7 (58.3%) | 45 (62.5%)  |
| 1                | 18 (20.2%)   | 2 (16.7%) | 26 (36.1%)  |
| 2                | 25 (28.1%)   | 3 (25.0%) | 1 (1.4%)    |
| 3                | 44 (49.5%)   | 0 (0%)   | 57 (14.7%)  |
| T8 tumor size    |              |         |             |
| T0               | 0 (0%)       | 0 (0%)   | 1 (1.4%)    |
| T1a              | 0 (0%)       | 0 (0%)   | 1 (1.4%)    |
| T1b              | 3 (3.4%)     | 1 (8.3%) | 8 (11.1%)   |
| T1c              | 5 (5.6%)     | 4 (33.3%) | 7 (9.7%)    |
| T2a              | 1 (1.1%)     | 0 (0%)   | 5 (6.9%)    |
| T2b              | 3 (3.4%)     | 1 (8.3%) | 3 (4.2%)    |
| T3               | 18 (20.2%)   | 2 (16.7%) | 9 (12.5%)   |
| T4               | 59 (66.3%)   | 4 (33.3%) | 37 (54.4%)  |
| N8 nodules       |              |         |             |
| N0               | 11 (12.4%)   | 5 (6.9%) | 37 (9.5%)   |
| N1               | 3 (3.4%)     | 1 (8.3%) | 9 (2.3%)    |
| N2               | 31 (34.8%)   | 33 (45.8%) | 138 (35.5%) |
| M8 metastasis    |              |         |             |
| M0               | 12 (13.5%)   | 67 (93.1%) | 71 (18.3%)  |
| M1A              | 9 (10.4%)    | 30 (7.7%) | 10 (2.6%)   |
| M1B              | 4 (4.5%)     | 3 (4.2%) | 13 (3.1%)   |
| M1C              | 64 (71.9%)   | 265 (62.7%) | 275 (70.7%) |
| ST8 cancer stage |              |         |             |
| IIIA             | 1 (1.1%)     | 21 (29.2%) | 23 (5.9%)   |
| IIIB             | 4 (4.5%)     | 29 (40.3%) | 16 (4.1%)   |
| IIIC             | 7 (7.9%)     | 16 (22.2%) | 32 (8.2%)   |
| IVA              | 13 (14.6%)   | 141 (31.5%) | 141 (31.5%) |
| IVB              | 64 (71.9%)   | 274 (70.4%) | 32 (43.2%)  |
| LDH (log) µkat/L |              |         |             |
| Mean (SD)        | 0.919 (0.315) | 0.550 (0.129) | 0.550 (0.129) |
| Median [Min, Max]| 0.903 [0.301, 1.89] | 0.477 [0.301, 1.32] | 0.477 [0.301, 1.32] |
| CRP (log) mg/L   |              |         |             |
| Mean (SD)        | 1.33 [0.243] | 1.07 [0.466] | 1.22 [0.574] |
| Median [Min, Max]| 1.02 [0.243] | 1.20 [0.243] | 1.20 [0.243] |
| Albumin g/L      |              |         |             |
| Mean (SD)        | 29.8 (6.02)  | 34.3 (2.98) | 34.3 (2.98) |
| Median [Min, Max]| 34.5 [30.0, 38.0] | 34.0 [22.0, 42.0] | 34.0 [22.0, 42.0] |
| HB g/L           |              |         |             |
| Mean (SD)        | 131 (17.8)   | 127 (15.9) | 128 (15.4)  |
| Median [Min, Max]| 129 [10.0, 15.0] | 125 [7.00, 15.0] | 125 [7.00, 15.0] |
| Na mmol/L        |              |         |             |
| Mean (SD)        | 137 (5.65)   | 137 (3.41) | 137 (4.72)  |
| Median [Min, Max]| 137 [116, 151] | 137 [115, 147] | 137 [115, 147] |
| PET CT           |              |         |             |
| No               | 81 (91.0%)   | 33 (33.3%) | 11 (25.5%)  |
| Yes              | 8 (9.0%)     | 26 (66.7%) | 32 (74.5%)  |
| Brain CT         |              |         |             |
| No               | 57 (64.0%)   | 7 (58.3%) | 47 (65.3%)  |
| Yes              | 32 (36.0%)   | 25 (41.7%) | 24 (34.7%)  |

Table S1: Clinical baselines collected before treatment decision.\(^a\). In brackets: percentage of patients.

\(^a\)SD: standard deviation
of the cohort have not experienced an event (death or censoring) at a time \( t \) has an event at that time, has the following form:

\[
h(t) = h_0(t) e^{(\beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_n X_n)} = h_0(t) e^{(\sum \beta_i X_i)}
\]  

(1)

Where coefficients \( \beta_1, \ldots, \beta_p \) measure the impact of \( X_1, \ldots, X_n \) covariates. \( h_0(t) \) represents baseline hazard: the value of all the covariates is equal to zero. Cox model could be formulated as a multivariate linear regression of the logarithm of hazard. Since \( h_0(t) \) is unspecified, Cox hazard model is a semi-parametric method. Values of \( \beta \) greater than zero are associated to a bad prognostic factor. \( \beta \) that tends to zero, means that the covariates does not affect the hazard. Given two patients \( j \) and \( k \), the hazard ratio of i-th covariate is:

\[
\frac{h_0(t) e^{(\beta_i X_{ij})}}{h_0(t) e^{(\beta_i X_{ik})}} = e^{\beta_i (X_{ij} - X_{ik})}
\]  

(2)

As we can see, hazard ratios are independent from baseline hazard, and so, independent of time.

For categorical variables, in any group of patients with same value, \( X_i \) the hazard is computed comparing other groups with different values for \( X_i \). A value of \( X_i \) is chosen as reference to compute hazard ratios respect other values that variable can assume. Then, an hazard ratio greater than one means that its associated level is associated to bad prognosis in comparison with the reference level. When \( X_i \) is a continuous variable, the hazard ratio reports the change in the risk of death if the parameter in question rises. Therefore, a hazard ratios greater than 1 means that as \( X_i \) increase, the probability of event’s occurrence increase with that hazard ratios’ rate.

The statistical confidence level of hazard ratios to select covariates was quantified by Wald test. Furthermore, we computed the concordance index with Harrell method \([9]\).

S5. Covariate importance: Random Survival Forest

Parameters that categorise the algorithm are number of trees, \( m \) number of sampled features to built the forest’s trees and \( d_0 \) number of patients in the terminal node. For the analysis number of trees was fixed ad 100 and \( m \) and \( d_0 \) were chosen with a grid search that minimize out-of-bag error (concordance index \([10]\)). Parameters explore were \( m = [2, n_{Cox} - 1] \), where \( n_{Cox} \) is the
number of covariates selected by Cox regression, and $d_0 = [1, 3, 5, 10]$. The optimal was with $m = 3$ and $d_0 = 5$.

Feature importance proposed by Fisher et al. [11] was computed to measure the relative difference in prognosis impact between the covariates. Given the $j-th$ covariate, its feature importance is computed randomly shuffling its values in the data, computing the performance of the model with this corrupted value and then measuring the difference without the shuffling of the variable. The operation is repeated $K$ times. So, variable importance $VI$ of $j-th$ feature is

$$VI_j = C - \frac{1}{K} \sum_{k=1}^{K} C_{k,j}$$

where $C$ is the concordance index proposed by Harrell et al. [10] of the model without permutation, and $C_{k,j}$ is the concordance of $k-th$ shuffling of the $j-th$ feature.

We performed 100 times the analysis to compute robust values of feature importance. We indicated the mean of the feature importance of the $j-th$ covariate among these iterations with $\bar{VI}_j$.

S6. Unsupervised Machine Learning: Gower distance and Partition Around Medoids

For all patients we computed Gower distance proposed by Gower [12]. Given two patients $i$ and $j$ described by $n$ covariates, Gower distance $d(i, j)$ is defined as follows:

$$d(i, j) = \sum_{k=1}^{n} \frac{w_k d_k(i, j)}{w_k}$$

where $d_k(i, j)$ is the contribute of $k-th$ covariate and $w_k$ its associated weight. Given $X_{ik}$ and $X_{jk}$, $k-th$ covariates of $i-th$ and $j-th$ patient respectively, if the interested covariate is continuous:

$$d_k(i, j) = \frac{|X_{ik} - X_{jk}|}{R_k}$$

where $R_k$ is the range of $k-th$ covariate. If the variable is categorical and
not-ordered:

\[ d_k(i,j) = \begin{cases} 
0 & \text{if } X_{ik} = X_{jk}; \\
1 & \text{otherwise.} 
\end{cases} \]  

and finally, if the variable is categorical and ordered, \( X_{ik} \) and \( X_{jk} \) are replaced by their respective order integer \( r_{ik} \) and \( r_{jk} \) and \( d_k(i,j) \) is computed as continuous contribute with equation 5.

For each covariate, the weight \( w_k \) was assigned from the mean of Random Survival Forest average feature importance:

\[ w_k = \bar{VI}_k \]  

\( d(i,j) \) is a normalized, it can assume values from 0 to 1 where a pairwise score of 0 indicates completely similarity between two patients.

PAM clustering steps are i) \( k \) number of clusters is choosen; ii) \( k \) random medoids are selected; iii) associate to each observation the closest medoid; iv) for each medoid \( m \) and non-medoid \( p \), the cost function \( S \) is computed for both configuration with \( m \) medoid (\( C_i \)) and \( p \) new medoid (\( C_f \)). The cost function is defined as the sum of distance from points to their medoids; v) if \( S_f - S_i < 0 \), \( p \) is set as new medoid; vi) points ii)-v) are repeated until there is no more exchange of medoids.

We used three indexes to estimate the optimal number of clusters \( k \) in terms of compactness and goodness of partition: average silhouette width, Dunn coefficient and the within sum of square distances [13]. Silhouette coefficients can assume values in \([-1, 1]\); larger values indicates good cluster partitions. High values of Dunn index indicates compacted and well separated clusters. Optimal \( k \) from within sum of squares is usually found with “elbow” method.

S7. Optimal number of clusters

In Figure S1 are reported Average Silhouette between clusters, Dunn coefficient and within cluster sum of squares obtained with \( k \) number of clusters from 2 to 15. The optimal configuration was found with \( k = 7 \).

S7.1. comparison with other clustering methods

In Figure S2 we compared our unsupervised approach (PAM-cov.imp) with other strategies: hierarchical clustering with RSF covariate impact
(hier-cov.imp), traditional partition around medoids and hierarchical clustering without RSF covariate impact (PAM and hier). Our approach provided better clustering performance.

S8. Cluster survival analysis: Kaplan-Meier curves

In Figure S3 we reported the Kaplan-Meier curves of patients with OS < 2 years (n=546). We set this limit to plot curves in the same time range. The patients with OS > years were mostly in cluster7 (n=39) and cluster2 (n=29). The rest of patients not included in the evaluation of Kaplan-Meier curves were in cluster1 (n=8), cluster5 (n=12) and cluster6 (n=2). The curves were statistically significant according to log-rank test.

S9. Clinical and treatment patterns

Clinical and treatment patterns of the detected clusters are shown in Table S2.

Kruskal-Wallis showed that LDH (p < 2.2e^{-16}) and CRP (p < 0.002) were statistical significant in the clusters. These blood chemistry measures were associated with poor prognosis.

S9.1. Chemotherapy cycles

In table S3 we reported patterns regarding chemotherapy lines across the clusters. The majority of patients received only one line of PE. Re-challenge with PE (PE-PE) was administrated mostly in cluster1, cluster2 and cluster7. PE-IP was administrated in same clusters of PE-PE and cluster5. PE-monotherapy was administrated in all subgroups except cluster3. Other chemotherapy strategies were found in all clusters except cluster6 and cluster7. In table S4 we compared treatment outcomes of platinum re-challenge for cluster1, cluster2, cluster5 and cluster7. We indicated with PFS 1L the progress free survival of the first line cycle (the interval between the start of the therapy and the earliest documented clinical progress, or death). Instead, PFS 2L indicated the progress free survival of the second cycle (the interval between the start of the second cycle and the earliest documented clinical progress, or death). PE-PE outperformed PE-IP in terms of overall survival and PFS 1L. However, PFS 2L median was higher for cluster1 and cluster2 and comparable for cluster5 and cluster7. The few patients receiving the third line were scattered across cluster1, cluster2, cluster5 and cluster7.
Table S2: treatment decision and selected covariates of the clusters

| Clusters | PCI | No 119 (85.0%) | Yes 21 (15.0%) |
|----------|-----|---------------|---------------|
| Cluster1 | (N=140) | 44 (48.4%) | 3 (3.1%) |
| Cluster2 | (N=90) | 94 (96.9%) | 3 (3.1%) |
| Cluster3 | (N=97) | 84 (96.6%) | 4 (4.2%) |
| Cluster4 | (N=87) | 74 (87.1%) | 11 (12.9%) |
| Cluster5 | (N=85) | 42 (91.3%) | 4 (8.7%) |
| Cluster6 | (N=46) | 57 (63.3%) | 25 (23.9%) |
| Cluster7 | (N=90) | 29 (63.3%) | 14 (30.0%) |

**First line therapy**

| CT + RT | 1 (0.7%) | 27 (29.7%) | 0 (0%) |
|---------|----------|-------------|-------|
| No Treatment | 124 (88.6%) | 61 (67.0%) | 54 (59.3%) |

**ECOG**

| ECOG | 0 | 1 | 2 | 3 |
|------|---|---|---|---|
| No 119 (85.0%) | 0 (0%) | 21 (15.0%) | 1 (0.7%) | 0 (0%) |
| Yes 21 (15.0%) | 44 (48.4%) | 47 (51.6%) | 3 (3.1%) | 1 (0.7%) |

**Tumor size**

| T0 | 1 (0.7%) | 1 (0.7%) | 7 (9.2%) | 3 (3.3%) |
|----|---------|---------|--------|--------|
| No 119 (85.0%) | 0 (0%) | 43 (44.3%) | 3 (3.1%) | 33 (36.7%) |
| Yes 21 (15.0%) | 43 (48.4%) | 3 (3.1%) | 0 (0%) | 57 (63.3%) |

**Metastasis**

| M0 | 68 (74.7%) | 70 (76.9%) | 61 (62.9%) | 44 (50.6%) |
|----|------------|------------|------------|------------|
| No 119 (85.0%) | 3 (3.1%) | 52 (14.0%) | 15 (14.3%) | 12 (11.8%) |
| Yes 21 (15.0%) | 2 (2.2%) | 12 (11.8%) | 3 (3.1%) | 1 (0.7%) |

**Cancer stage**

| T0 | 119 (85.0%) | 90 (69.5%) | 97 (97.2%) | 87 (96.6%) |
|----|-------------|------------|------------|------------|
| No 119 (85.0%) | 83 (22.4%) | 54 (14.6%) | 54 (14.6%) | 54 (14.6%) |
| Yes 21 (15.0%) | 19 (28.6%) | 12 (18.5%) | 12 (18.5%) | 12 (18.5%) |

Two patients receiving the fourth line were in cluster7, while cluster2 and cluster5 had one isolated case.

Table S3: chemotherapy lines across the clusters

```sql
| No treatment | PE (N=89) | PE PE (N=371) | PE IP (N=64) | PE monotherapy (N=66) | Others (N=20) |
|-------------|-----------|---------------|--------------|-----------------------|--------------|
| cluster     |           |               |              |                       |              |
| 1           | 15 (16.9%)| 83 (22.4%)    | 19 (28.6%)   | 5 (25.0%)             | 6 (25.0%)    |
| 2           | 3 (3.4%)  | 52 (14.0%)    | 12 (18.5%)   | 5 (25.0%)             | 4 (15.4%)    |
| 3           | 41 (43.3%)| 49 (13.2%)    | 0 (0%)       | 0 (0%)                | 4 (15.4%)    |
| 4           | 18 (20.2%)| 54 (14.6%)    | 3 (4.7%)     | 3 (15.0%)             | 5 (19.2%)    |
| 5           | 2 (2.2%)  | 46 (12.4%)    | 9 (14.1%)    | 4 (15.4%)             | 6 (23.3%)    |
| 6           | 6 (9.0%)  | 30 (8.1%)     | 5 (7.8%)     | 1 (1.5%)              | 2 (10.0%)    |
| 7           | 0 (0%)    | 57 (15.4%)    | 20 (31.3%)   | 11 (16.7%)            | 1 (1.8%)     |
|             | 89 (89.0%)| 371 (371.0%)  | 64 (64.0%)   | 66 (66.0%)            | 20 (20.0%)   |
```
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Table S4: Platinum re-challenge outcomes for clusters1, cluster2, cluster5 and cluster7.

S9.2. Subcohorts-competitive therapies

In cluster2 and cluster7 sub-cohorts CT+RT provided better prognosis compared to CT alone. Hazard ratios of patients treated with CT were 2.84 [1.66, 4.87] for cluster2 and 4.81 [2.91, 7.95] for cluster7. In cluster2 most of patients received CT rather than CT+RT. Indeed, most of them had stage IIIC and IVA. However, also patients having IIIA and IIIB received CT most probably because of the size of the tumor. Some IIIC patients received CT+RT. In cluster7 IIIA and IIIB were the the majority of patients receiving CT+RT, while IIIC was the dominant stage for CT. However, there were IIIC receiving CT+RT also in this cluster.

The hazard ratios of patients treated with CT alone was statistically significantly different compared to patients who did not received treatment in cluster3 and cluster4: (0.33 [0.21, 0.52] for cluster3 and 0.10 [0.05, 0.20] for cluster4). In cluster3 and cluster4 were not found marked differences in TNM stages.
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