DISCRETIZATION OF QUATERNIONIC CONTINUOUS WAVELET TRANSFORMS
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Abstract. A scheme to form a basis and a frame for a Hilbert space of quaternion valued square integrable function from a basis and a frame, respectively, of a Hilbert space of complex valued square integrable functions is introduced. Using the discretization techniques for 2D-continuous wavelet transform of the $SIM(2)$ group, the quaternionic continuous wavelet transform, living in a complex valued Hilbert space of square integrable functions, of the quaternion wavelet group is discretized, and thereby, a discrete frame for quaternion valued Hilbert space of square integrable functions is obtained.

1. Introduction

Frames and wavelets play important role in many physics and engineering. The continuous wavelet transform (CWT), used extensively in signal analysis and image processing, is a joint time-frequency transform. This is in sharp contrast to the Fourier transform, which can be used either to analyze the frequency content of a signal, or its time profile, but not both at the same time. In the real case, the CWT is built out of the coherent states obtained from a unitary, irreducible and square-integrable representation of the one-dimensional affine group, $\mathbb{R} \ltimes \mathbb{R}^*$, a group of translations and dilations of the real line. For the complex case, exactly as in the one dimensional situation, wavelets can be derived from the complex affine group, $\mathbb{C} \ltimes \mathbb{C}^*$, which is also known as the similitude group of $\mathbb{R}^2$, denoted $SIM(2)$, consisting of dilations, rotations and translations of the plane. From the point of view of applications, these wavelets have become standard tools, for example, in image processing including radar imaging. For details see [3] and the many references therein. In a recent paper, [10], a CWT from the quaternionic affine group, $\mathbb{H} \times \mathbb{H}^*$, on a complex and on a quaternionic Hilbert space has been studied. A continuous wavelet transform on a quaternionic Hilbert space involves two complex functions. This means, compared to a wavelet transform on a complex Hilbert space, we get here two transforms. Moreover, the quaternionic affine group, which can also be called the dihedral similitude group of $\mathbb{R}^4$, is similar, though not quite, to having two copies of $SIM(2)$. In [10] we suggested that such a transform could be useful in studying stereophonic or stereoscopic signals.
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In practice, for computational purposes, one uses a discretized version of the transform. Real life data cannot be handled with infinite information, either by human mind or by computers. In an infinite dimensional Hilbert space, even a discretized version of a continuous wavelet contains infinite amount of information about a signal. Any device invented by humans cannot transmit infinite amount of data in a finite time. Even in transmitting a finite amount of data there will be lost components (highly possible: nodes in transmitting wires or devices can cause this). In this regard, the reconstruction of a signal needs to be done with finite information in a reasonable time. The whole procedure depends on how fast the reconstruction series converges and what kind of components of the signal can be lost and which part cannot be lost (in the way of transmitting). This is where choosing the right frame for the right problem enters. There is no universal frame that fits to every problem at hand. As technology advances we shall face new problems every day and our search for finding a solution to solve them will continue as well. As we have suggested earlier, the discretization procedure, and thereby the discrete frame, we present in this manuscript is expected to help in resolving problems with stereophonic or stereoscopic signals.

The novelty of this manuscript may be put in words as follows: The 1-D continuous wavelet transform and its discretization grid (translation and dilation) cannot be directly transformed to 2D-case, because one needs to add the rotation parameter. However, in the engineering literature, there were several attempts to generalize the 1-D case to 2-D through tensor products, which obviously exclude the rotation factor. It can be partially successful depending on what we are looking for. The first attempt in considering the rotation factor, in solving this issue, was given in [3] for the SIM(2) (it resulted from the Ph.D. thesis of one of the authors of [3]). Even in their construction there is a drawback, as the discretization grid keep expanding along the angular variable. In this manuscript we fix this issue and use it to discretize the quaternionic continuous wavelet transform. Along the way, we describe how we can obtain frames and bases for quaternionic square integrable function spaces using their complex or real counterparts.

The article is organized as follows: In section 2 we gather relevant materials about quaternions and quaternionic Hilbert spaces as needed to the rest of the manuscript. In Section 3 we address the issue concerning lifting a basis from a complex-valued Hilbert space to a quaternion-valued Hilbert space and the same concept for frames is presented in section 4. The 2D continuous wavelet transform is discretized in [3] with a discretization grid. A modified discretization grid and its advantages and the drawbacks of the grid presented in [3] are presented in section 5. In section 6, using the grid of section 5 continuous quaternionic wavelet transform on a complex-valued Hilbert space is discretized, and thereby, using the results of section 4 a wavelet frame on quaternion-valued Hilbert space is obtained. Section 7 ends the article with a conclusion.

2. Mathematical preliminaries

In order to make the paper self-contained, we recall a few facts about quaternions which may not be well-known. In particular, we revisit the $2 \times 2$ complex matrix representations of quaternions and quaternionic Hilbert spaces. For details one could refer [1, 7, 5, 8].

2.1. Quaternions. Let $\mathbb{H}$ denote the field of all quaternions and $\mathbb{H}^*$ the group (under quaternionic multiplication) of all invertible quaternions. A general quaternion can be
written as
\[ q = q_0 + q_1 i + q_2 j + q_3 k, \quad q_0, q_1, q_2, q_3 \in \mathbb{R}, \]
where \( i, j, k \) are the three quaternionic imaginary units, satisfying \( i^2 = j^2 = k^2 = -1 \)
and \( ij = k = -ji, \quad jk = i = -kj, \quad ki = j = -ik \). The quaternionic conjugate of \( q \) is
\[ \overline{q} = q_0 - iq_1 - jq_2 - kq_3. \]

We shall use the \( 2 \times 2 \) matrix representation of the quaternions, in which
\[ i = \sqrt{-1} \sigma_1, \quad j = -\sqrt{-1} \sigma_2, \quad k = \sqrt{-1} \sigma_3, \]
and the \( \sigma \)'s are the three Pauli matrices,
\[ \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \]
to which we add
\[ \sigma_0 = I_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \]

We shall also use the matrix valued vector \( \sigma = (\sigma_1, -\sigma_2, \sigma_3) \). Thus, in this representation,
\[ q = q_0 \sigma_0 + iq \cdot \sigma = \begin{pmatrix} q_0 + iq_3 \\ q_2 + iq_1 \\ q_0 - iq_3 \end{pmatrix}, \quad q = (q_1, q_2, q_3). \]

In this representation, the quaternionic conjugate of \( q \) is given by \( q^\dagger \). Introducing two complex variables, which we write as
\[ z_1 = q_0 + iq_3, \quad z_2 = q_2 + iq_1, \]
we may also write
\[ (2.1) \quad q = \begin{pmatrix} z_1 \\ z_2 \\ \overline{z}_2 \\ \overline{z}_1 \end{pmatrix}. \]

From this it is clear that the group \( \mathbb{H}^* \) is isomorphic to the affine \( SU(2) \) group, i.e., \( \mathbb{R}^{>0} \times SU(2) \), which is the group \( SU(2) \) together with all (non-zero) dilations. As a set \( \mathbb{H}^* \simeq \mathbb{R}^{>0} \times S(4), \) where \( S(4) \) is the surface of the sphere, or more simply, \( \mathbb{H}^* \simeq \mathbb{R}^4 \setminus \{0\} \).

From (2.1) we get
\[ (2.2) \quad \det[q] = |z_1|^2 + |z_2|^2 = q_0^2 + q_1^2 + q_2^2 + q_3^2 := |q|^2, \]

\( |q| \) denoting the usual norm of the quaternion \( q \). Note also that
\[ q^\dagger q = qq^\dagger = |q|^2 I_2. \]

If \( q \) is invertible,
\[ q^{-1} = \frac{1}{|q|^2} \begin{pmatrix} z_1 & \overline{z}_2 \\ z_2 & \overline{z}_1 \end{pmatrix}. \]

2.2. Quaternionic Hilbert spaces. In this subsection we define left and right quaternionic Hilbert spaces. For details we refer the reader to \([1, 7, 5, 8]\). We also define the Hilbert space of square-integrable functions on quaternions following \([11]\).
2.2.1. **Right Quaternionic Hilbert Space.** Let $V^R_\mathbb{H}$ be a vector space under right multiplication by quaternions. For $f, g, h \in V^R_\mathbb{H}$ and $q \in \mathbb{H}$, the inner product

$$\langle \cdot | \cdot \rangle : V^R_\mathbb{H} \times V^R_\mathbb{H} \rightarrow \mathbb{H}$$

satisfies the following properties

(i) $\langle f | g \rangle = \langle g | f \rangle$

(ii) $\|f\|^2 = \langle f | f \rangle > 0$ unless $f = 0$, a real norm

(iii) $\langle f | g + h \rangle = \langle f | g \rangle + \langle f | h \rangle$

(iv) $\langle f | gq \rangle = \langle f | g \rangle q$

(v) $\langle fq | g \rangle = \overline{q} \langle f | g \rangle$

where $\overline{q}$ stands for the quaternionic conjugate. It is always assumed that the space $V^R_\mathbb{H}$ is complete under the norm given above. Then, together with $\langle \cdot | \cdot \rangle$ this defines a right quaternionic Hilbert space. Quaternionic Hilbert spaces share most of the standard properties of complex Hilbert spaces. The Dirac bra-ket notation can be adapted to quaternionic Hilbert spaces:

$$|fq\rangle = |f\rangle q, \quad \langle fq | = \overline{q} \langle f | ,$$

for a right quaternionic Hilbert space, with $|f\rangle$ denoting the vector $f$ and $\langle f|$ its dual vector.

2.2.2. **Left Quaternionic Hilbert Space.** Let $V^L_\mathbb{H}$ be a vector space under left multiplication by quaternions. For $f, g, h \in V^L_\mathbb{H}$ and $q \in \mathbb{H}$, the inner product

$$\langle \cdot | \cdot \rangle : V^L_\mathbb{H} \times V^L_\mathbb{H} \rightarrow \mathbb{H}$$

satisfies the following properties

(i) $\langle f | g \rangle = \langle g | f \rangle$

(ii) $\|f\|^2 = \langle f | f \rangle > 0$ unless $f = 0$, a real norm

(iii) $\langle f | g + h \rangle = \langle f | g \rangle + \langle f | h \rangle$

(iv) $\langle qf | g \rangle = q \langle f | g \rangle$

(v) $\langle f | qg \rangle = \overline{q} \langle f | g \rangle$

Again, we shall assume that the space $V^L_\mathbb{H}$ together with $\langle \cdot | \cdot \rangle$ is a separable Hilbert space. Also,

$$|qf\rangle = |f\rangle q, \quad \langle qf | = q \langle f | .$$

Note that, because of our convention for inner products, for a left quaternionic Hilbert space, the bra vector $\langle f |$ is to be identified with the vector itself, while the ket vector $|f\rangle$ is to be identified with its dual. (There is a natural left multiplication by quaternionic scalars on the dual of a right quaternionic Hilbert space and a similar right multiplication on the dual of a left quaternionic Hilbert space.)

The field of quaternions $\mathbb{H}$ itself can be turned into a left quaternionic Hilbert space by defining the inner product $\langle q | q' \rangle = qq'^\dagger = q\overline{q}'$ or into a right quaternionic Hilbert space with $\langle q | q' \rangle = q^\dagger q' = \overline{q}q'$.

2.2.3. **Quaternionic Hilbert Spaces of Square-integrable Functions.** Let $(X, \mu)$ be a measure space and $\mathbb{H}$ the field of quaternions, then

$$L^2_\mathbb{H}(X, \mu) = \left\{ f : X \rightarrow \mathbb{H} \left| \int_X |f(x)|^2 d\mu(x) < \infty \right. \right\}$$
is a right quaternionic Hilbert space, with the (right) scalar product

\[ \langle f \mid g \rangle = \int_X \overline{f(x)} g(x) \, d\mu(x), \]

where \( \overline{f(x)} \) is the quaternionic conjugate of \( f(x) \), and (right) scalar multiplication \( f a, \ a \in \mathbb{H} \), with \( (f a)(x) = f(x) a \) (see [11] for details). Similarly, one could define a left quaternionic Hilbert space of square-integrable functions.

2.3. Some notations. Let \( X \) be a locally compact space with measure \( \nu \). We form the following Hilbert spaces of square integrable functions.

\[ \mathfrak{H}_R = L^2_{\mathbb{R}}(X, d\nu) = \left\{ f : X \to \mathbb{R} \mid \int_X |f(x)|^2 d\nu(x) < \infty \right\} \]

and in the same way \( \mathfrak{H}_C = L^2_{\mathbb{C}}(X, d\nu) \) and \( \mathfrak{H}_H = L^2_{\mathbb{H}}(X, d\nu) \). When \( X = \mathbb{H} \), we denote these spaces by \( \mathfrak{H}_R, \mathfrak{H}_C, \mathfrak{H}_H \) respectively.

2.4. A right quaternionic Hilbert space. We consider the Hilbert space \( \mathfrak{H}_H \), of quaternion-valued functions over the quaternions. An element \( f \in \mathfrak{H}_H \) has the form

\[ f(x) = \begin{pmatrix} f_1(x) \\ f_2(x) \end{pmatrix}, \quad x \in \mathbb{H}, \]

where \( f_1 \) and \( f_2 \) are two complex-valued functions over the quaternions. The norm in \( \mathfrak{H}_H \) is given by

\[ \|f\|_{\mathfrak{H}_H}^2 = \int_{\mathbb{H}} \overline{f(x)} f(x) \, d\mathbf{x} = \int_{\mathbb{H}} |\overline{f(x)}|^2 \, d\mathbf{x} = \left[ \int_{\mathbb{H}} \left( |f_1(x)|^2 + |f_2(x)|^2 \right) \, d\mathbf{x} \right] \sigma_0, \]

the finiteness of which implies that both \( f_1 \) and \( f_2 \) have to be elements of \( \mathfrak{H}_C = L^2_{\mathbb{C}}(\mathbb{H}, d\mathbf{x}) \), so that we may write

\[ \|f\|_{\mathfrak{H}_H}^2 = \left( \|f_1\|_{\mathfrak{H}_C}^2 + \|f_2\|_{\mathfrak{H}_C}^2 \right) \sigma_0. \]

In view of this, we may also write \( \mathfrak{H}_H = L^2_{\mathbb{H}}(\mathbb{H}, d\mathbf{x}) \). In using the “bra-ket” notation we shall use the notation and convention:

\[ (f \mid g) = \begin{pmatrix} \langle f_1 \mid f_2 \rangle \\ -\langle f_2 \mid f_1 \rangle \end{pmatrix}, \text{ and } |f\rangle = \begin{pmatrix} |f_1\rangle \\ |f_2\rangle \end{pmatrix}, \]

\( \overline{f} \) denoting, as usual, the complex conjugate of the function \( f \). The scalar product of two vectors \( f, f' \in \mathfrak{H}_H \) is

\[ (f \mid f') = \int_{\mathbb{H}} \overline{f(x)} f'(x) \, d\mathbf{x} \]

\[ = \begin{pmatrix} \langle f_1 \mid f'_1 \rangle_{\mathbb{H}} + \langle f_2 \mid f'_2 \rangle_{\mathbb{H}} \\ -\langle f'_2 \mid f_1 \rangle_{\mathbb{H}} + \langle f'_1 \mid f_2 \rangle_{\mathbb{H}} \end{pmatrix} \]

\[ = \begin{pmatrix} \langle f_1 \mid f'_1 \rangle_{\mathbb{H}} - \langle f'_2 \mid f_1 \rangle_{\mathbb{H}} \\ \langle f'_2 \mid f_1 \rangle_{\mathbb{H}} + \langle f'_1 \mid f_2 \rangle_{\mathbb{H}} \end{pmatrix}. \]

Note that

\[ (f \mid f')^\dagger = (f' \mid f). \]

We see that if \( f \) is orthogonal to \( f' \) in \( \mathfrak{H}_H \) then

\[ \langle f_1 \mid f'_1 \rangle_{\mathbb{H}} + \langle f_2 \mid f'_2 \rangle_{\mathbb{H}} = \langle f'_2 \mid f_1 \rangle_{\mathbb{H}} - \langle f'_1 \mid f_2 \rangle_{\mathbb{H}} = 0. \]

In other words, defining the two vectors \( f = \begin{pmatrix} f'_1 \\ f'_2 \end{pmatrix}, \ f' = \begin{pmatrix} f_1 \\ f_2 \end{pmatrix} \in \mathfrak{H}_C \oplus \mathfrak{H}_C \), the orthogonality of \( f \) and \( f' \) in \( \mathfrak{H}_H \) implies \( (f \mid f') = 0 \), i.e., the orthogonality of \( f \) and \( f' \) in \( \mathfrak{H}_C \oplus \mathfrak{H}_C \) and in addition (in an obvious notation), that \( f \wedge f' = 0 \).
Multiplication by quaternions on $\mathfrak{K}_\mathbb{H}$ is defined from the right:

$$(\mathfrak{K}_\mathbb{H} \times \mathbb{H}) \ni (\mathbf{f}, \mathbf{q}) \mapsto \mathbf{f}\mathbf{q}, \quad \text{such that} \quad (\mathbf{f}\mathbf{q})(\mathbf{r}) = \mathbf{f}(\mathbf{r})\mathbf{q},$$

i.e., we take $\mathfrak{K}_\mathbb{H}$ to be a right quaternionic Hilbert space. This convention is consistent with the scalar product (2.8) in the sense that

$$(\mathbf{f} \mid \mathbf{f}'\mathbf{q}) = (\mathbf{f} \mid \mathbf{f}')\mathbf{q} \quad \text{and} \quad (\mathbf{f}\mathbf{q} \mid \mathbf{f}') = \mathbf{q}^\dagger(\mathbf{f} \mid \mathbf{f}').$$

On the other hand, the action of operators $\mathbf{A}$ on vectors $\mathbf{f} \in \mathfrak{K}_\mathbb{H}$ will be from the left $(\mathbf{A}, \mathbf{f}) \mapsto \mathbf{A}\mathbf{f}$. In particular, an operator $\mathbf{A}$ on $\mathfrak{K}_\mathbb{C}$ defines an operator $\mathbf{A}$ on $\mathfrak{K}_\mathbb{H}$ as,

$$(\mathbf{A}\mathbf{f})(\mathbf{r}) = \begin{pmatrix} (Af_1)(\mathbf{r}) & -(Af_2)(\mathbf{r}) \\ (Af_2)(\mathbf{r}) & (Af_1)(\mathbf{r}) \end{pmatrix}.$$ 

Multiplication of operators by quaternions will also be from the left. Thus, $\mathbf{q}\mathbf{A}$ acts on the vector $\mathbf{f}$ in the manner

$$(\mathbf{q}\mathbf{A}\mathbf{f})(\mathbf{r}) = \mathbf{q}(\mathbf{A}\mathbf{f})(\mathbf{r}).$$

We shall also need the “rank-one operator”

$$|\mathbf{f}(\mathbf{r})\rangle' = \begin{pmatrix} |f_1\rangle & -|f_2\rangle \\ |f_2\rangle & |f_1\rangle \end{pmatrix} \begin{pmatrix} |f'_1\rangle & |f'_2\rangle \\ -|f'_2\rangle & |f'_1\rangle \end{pmatrix}$$

$$= \begin{pmatrix} |f_1\rangle\langle f'_1| + |f_2\rangle\langle f'_2| & |f_1\rangle\langle f'_2| - |f_2\rangle\langle f'_1| \\ -|f_1\rangle\langle f'_2| + |f_2\rangle\langle f'_1| & |f_1\rangle\langle f'_1| + |f_2\rangle\langle f'_2| \end{pmatrix}.$$ (2.9)

3. Base lifting

In this section we provide a general scheme for lifting a basis to quaternionic Hilbert spaces from their real and complex counterparts. However, one should be aware that the bases lifted here are only a possibility. In comparing the three spaces, real, complex and quaternion-valued square integrable function, the quaternionic Hilbert space is so gigantic. The procedure described below is just a lifting scheme from the reals and complexes to quaternions.

It is known that if $\{|\phi_n\rangle\}_{n=0}^\infty$ is a basis for $\mathcal{H}_\mathbb{R}$, then it is also a basis for $\mathcal{H}_\mathbb{C}$ in the sense that, for $f \in \mathcal{H}_\mathbb{R}$ and $g \in \mathcal{H}_\mathbb{C}$,

$$f = \sum_{n=0}^\infty a_n|\phi_n\rangle; \quad a_n \in \mathbb{R} \quad \text{and} \quad g = \sum_{n=0}^\infty b_n|\phi_n\rangle; \quad b_n \in \mathbb{C}.$$

Lemma 3.1. If $\{|\phi_n\rangle\}_{n=0}^\infty$ is an orthonormal basis of $\mathcal{H}_\mathbb{R}$, then $\{\overline{\phi}_n\}_{n=0}^\infty$ is also a basis for $\mathcal{H}_\mathbb{C}$.

An orthonormal basis in $\mathfrak{K}_\mathbb{H}$ can be built using an orthonormal basis in $\mathfrak{K}_\mathbb{C}$.

Proposition 3.2. Let $\{|\phi_n\rangle\}_{n=0}^\infty$ be an orthonormal basis of $\mathcal{H}_\mathbb{C} = L^2_\mathbb{C}(\mathbb{R}, d\mathbf{x})$. Define the vectors

$$|\Phi_n\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} |\phi_n\rangle \\ -\overline{\phi_n}\rangle \end{pmatrix}, \quad n = 0, 1, 2, \ldots,$$

in $\mathfrak{K}_\mathbb{H}$. Then the family $\{|\Phi_n\rangle\}_{n=0}^\infty$ is a basis for $\mathfrak{K}_\mathbb{H}$. 

**Proof.** It is easy to check that these vectors are orthonormal in $\mathcal{H}$ and

$$\langle\Phi_n | f\rangle = \frac{1}{\sqrt{2}} \left( \langle \phi_n | f_1 \rangle_{\mathcal{H}} - \langle \phi_n | f_2 \rangle_{\mathcal{H}} - \langle \phi_n | f_2 \rangle_{\mathcal{H}} - \langle \phi_n | f_1 \rangle_{\mathcal{H}} \right).$$

Now, $\langle\Phi_n | f\rangle = 0$ implies $\langle f_1 | \phi_n \rangle = 0$ and $\langle f_2 | \phi_n \rangle = 0$. From the fact that $\{\phi_n\}_{n=0}^{\infty}$ and $\{\phi_n\}_{n=0}^{\infty}$ are orthonormal bases for $\mathcal{H}$, we get $f_1 = f_2 = 0$, and thereby, $|f\rangle = 0$. □

Indeed, with

$$|f\rangle = \left( |f_1\rangle \ -|f_2\rangle \right) \in L^2_{\mathcal{H}}(\mathbb{H}, d\mathbf{x}),$$

and writing

$$|f_1\rangle = \sum_{n=0}^{\infty} b_n|\phi_n\rangle, \ |f_2\rangle = \sum_{n=0}^{\infty} c_n|\phi_n\rangle, \ \text{with} \ b_n = \langle \phi_n | f_1 \rangle, \ c_n = \langle \phi_n | f_2 \rangle,$$

we easily verify that

$$|f\rangle = \sum_{n=0}^{\infty} |\Phi_n\rangle q_n,$$

where $q_n = \langle\Phi_n | f\rangle$. A simpler basis can also be chosen for $\mathcal{H}$ using the basis of $\mathcal{C}$.

**Proposition 3.3.** Let $\{\phi_n\}_{n=0}^{\infty}$ be an orthonormal basis for $\mathcal{C}$, then

$$\langle |\Phi_n\rangle | = \begin{pmatrix} |\phi_n\rangle & 0 \\ 0 & |\phi_n\rangle \end{pmatrix}, \ n = 0, 1, 2, \ldots,$$

is an orthonormal basis for $\mathcal{H}$.

**Proof.** Let $|f\rangle \in \mathcal{H}$, then from (2.7), we can see that

$$\langle f | \Phi_n \rangle = \begin{pmatrix} \langle f_1 | \phi_n \rangle & \langle f_2 | \phi_n \rangle \\ -\langle f_2 | \phi_n \rangle & \langle f_1 | \phi_n \rangle \end{pmatrix}, \ n = 0, 1, 2, \ldots,$$

hence, if $\langle f | \Phi_n \rangle = 0$, then $\langle f_1 | \phi_n \rangle = 0$ and $\langle f_2 | \phi_n \rangle = 0$. From the fact that $\{\phi_n\}_{n=0}^{\infty}$ and $\{\phi_n\}_{n=0}^{\infty}$ are orthonormal bases for $\mathcal{C}$, we get $f_1 = f_2 = 0$, and thereby, $|f\rangle = 0$. □

### 4. Frame lifting

The argument given for the base lifting applies to frames as well. There is no need to elaborate any further.

**Lemma 4.1.** Let $\{\phi_n\}_{n=0}^{\infty}$ be a frame for $\mathcal{C}$ with the lower frame bound $A$ and the upper frame bound $B$, then $\{\phi_n\}_{n=0}^{\infty}$ is also a frame for $\mathcal{C}$ with the same frame bounds.

**Theorem 4.2.** Let $\{\phi_n\}_{n=0}^{\infty}$ be a frame for $\mathcal{C}$ with lower frame bound $A$ and upper frame bound $B$, then $\{\Phi_n\}_{n=0}^{\infty}$ and $\{\Psi_n\}_{n=0}^{\infty}$ are frames for $\mathcal{H}$ with the same frame bounds, where

$$\langle |\Phi_n\rangle | = \frac{1}{\sqrt{2}} \begin{pmatrix} |\phi_n\rangle & |\phi_n\rangle \\ -|\phi_n\rangle & |\phi_n\rangle \end{pmatrix}, \ |\Psi_n\rangle = \begin{pmatrix} |\phi_n\rangle & 0 \\ 0 & |\phi_n\rangle \end{pmatrix}, \ n = 0, 1, 2, \ldots,
Proof. The dual vectors of $| \Phi_n \rangle$ and $| \Psi_n \rangle$, respectively, are

$$
(4.2) \quad (\Phi_n) = \frac{1}{\sqrt{2}} \left( \langle \phi_n \mid - \langle \phi_n \mid \phi_n \rangle \right), \quad (\Psi_n) = \left( \begin{array}{c} \langle \phi_n \mid \\ 0 \end{array} \right), \quad n = 0, 1, 2, \ldots ,
$$

The projection operators are

$$
(4.3) \quad | \Psi_n \rangle (\Psi_n) = (\Phi_n) (\Phi_n) = \left( \begin{array}{c} \langle \phi_n \mid \phi_n \rangle \\ 0 \end{array} \right), \quad n = 0, 1, 2, \ldots ,
$$

Since

$$
\langle f_1 \mid \phi_n \rangle = \langle \phi_n \mid f_1 \rangle \quad \langle f_2 \mid \phi_n \rangle = \langle \phi_n \mid f_2 \rangle \quad \langle \phi_n \mid f_1 \rangle = \langle f_1 \mid \phi_n \rangle \quad \langle \phi_n \mid f_2 \rangle = \langle f_2 \mid \phi_n \rangle,
$$

we have

$$
\langle f_1 \mid \phi_n \rangle \langle \phi_n \mid f_1 \rangle + \langle f_2 \mid \phi_n \rangle \langle \phi_n \mid f_2 \rangle = |\langle f_1 \mid \phi_n \rangle|^2 + |\langle f_2 \mid \phi_n \rangle|^2
$$

Therefore, from (2.7) and (4.3) we have, for $n = 0, 1, 2, \ldots ,

$$
(4.4) \quad | (f \mid \Psi_n) |^2 = | (f \mid \Phi_n) |^2 = \left( \frac{|\langle f_1 \mid \phi_n \rangle|^2 + |\langle f_2 \mid \phi_n \rangle|^2}{0} \right).
$$

Since the series in the frame condition converges, we have from lemma (4.1),

$$
A(\|f_1\|_{R_\Delta}^2 + \|f_2\|_{R_\Delta}^2) \leq \sum_{n=0}^{\infty} (|\langle f_1 \mid \phi_n \rangle|^2 + |\langle f_2 \mid \phi_n \rangle|^2)
$$

Similarly, since $\|\vec{f}_1\|^2 = \|f_1\|^2$ and $\|\vec{f}_2\|^2 = \|f_2\|^2$, we have

$$
(4.5) \quad A(\|f_1\|_{R_\Delta}^2 + \|f_2\|_{R_\Delta}^2) \leq \sum_{n=0}^{\infty} (|\langle f_1 \mid \phi_n \rangle|^2 + |\langle f_2 \mid \phi_n \rangle|^2) \leq B(\|f_1\|_{R_\Delta}^2 + \|f_2\|_{R_\Delta}^2).
$$

Therefore (matrix inequalities can be understood in the sense of positive definite matrices) we get

$$
(4.6) \quad A(\|f_1\|_{R_\Delta}^2 + \|f_2\|_{R_\Delta}^2) = 0 \leq \sum_{n=0}^{\infty} |(f \mid \Phi_n) |^2 = \sum_{n=0}^{\infty} |(f \mid \Psi_n) |^2 \leq B(\|f_1\|_{R_\Delta}^2 + \|f_2\|_{R_\Delta}^2) = 0.
$$

Thus

$$
(4.7) \quad A(\|f\|_{R_\Delta}^2) \leq \sum_{n=0}^{\infty} |(f \mid \Phi_n) |^2 = \sum_{n=0}^{\infty} |(f \mid \Psi_n) |^2 \leq B(\|f\|_{R_\Delta}^2), \quad \forall f \in R_\Delta.
$$

□
5. 2D CONTINUOUS WAVELET TRANSFORM AND ITS DISCRETIZATION

5.1. The continuous wavelet transform. Let $\mathbb{C}^* = \{ z \in \mathbb{C} \mid z \neq 0 \}$ and $G^C_{aff} = \mathbb{C} \rtimes \mathbb{C}^*$ with group operation

$$(z, w)(z', w') = (z + wz', ww').$$

Let $b = (b_1, b_2)^T$, $r_\theta = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \in SO(2)$; $\theta \in [0, 2\pi)$ and $\lambda > 0$, then $G^C_{aff}$ can be considered as

$$G^C_{aff} = SIM(2) = \{ (b, \lambda, r_\theta) \mid b \in \mathbb{R}^2, \lambda > 0, r_\theta \in SO(2) \}.$$ 

The affine action can be written as

$$x \mapsto \lambda x + b, \quad x \in \mathbb{R}^2 \cong \mathbb{C}.$$

Note that $G^C_{aff}$ can also be represented in matrix form:

$$G^C_{aff} = \begin{cases} g = \begin{pmatrix} \lambda r_\theta & b \\ 0^T & 1 \end{pmatrix} \mid b \in \mathbb{R}^2, \lambda > 0, r_\theta \in SO(2) \end{cases}.$$ 

Now consider the group representation $U : G^C_{aff} \rightarrow L^2(\mathbb{R}^2)$ by

$$U(b, \lambda, r_\theta) \psi(x) = \frac{1}{\lambda} \psi \left( \frac{r_\theta^{-1}(x - b)}{\lambda} \right)$$

Then it is known that the representation (5.1) is unitary, irreducible and square-integrable with respect to the measure $dg = a^{-3}d^2b \, d\lambda \, d\theta$, for details we refer the reader to [3].

5.2. A refined discretization. In [3] the continuous wavelet transform (5.1) is discretized with the following discretization grid.

- For dilation $a_j = \lambda^{-j}$, $j \in \mathbb{Z}$ for some $\lambda > 1$.
- For the rotation the interval $[0, 2\pi)$ is divided uniformly into $L_0$ pieces as $\theta_l = \frac{\lambda\pi}{L_0}$, where $l \in \mathbb{Z}_{L_0} = \{0, 1, \ldots, L_0 - 1\}$.
- For the translations it was taken as $b_j = b_{jlm0m1} = \lambda^{-j}l\theta_l(m_0\beta_0, m_1\beta_1)$ with $m_0, m_1 \in \mathbb{Z}$, $\beta_0, \beta_1 \geq 0, l \in \mathbb{Z}_{L_0}$.

From the applications point of view, there is a drawback with this grid. As the radial parameter moves away from the origin, the angular part gets out of control, that is, it will keep expanding, see Figure 1.

In this section, we shall present a modified grid, which prevents the angular expansion. For the dilations, we choose the scale $0 < \lambda_0 < 1$. For rotation consider the matrix

$$R_{\lambda, \theta} = \begin{pmatrix} \lambda \cos(\theta) & -\lambda \sin(\theta) \\ \lambda \sin(\theta) & \lambda \cos(\theta) \end{pmatrix}.$$ 

For the translations, we have $b = b_{jlm0m1} = trR_{\lambda, \theta}(u_{m0m1})$, with $u_{m0m1} = (m_0\beta_0, m_1\beta_1)$, $m_0, m_1 \in \mathbb{Z}$, and for some $\beta_0, \beta_1 \geq 0$. Let $L > 1$ be fixed and for $t \in \mathbb{Z}^+$, $\Delta \theta = \frac{2\pi}{tL}$, $\theta(t) := l\Delta \theta = \frac{2\pi}{tL}$; $l \in \mathbb{Z}_{tL} = \{0, 1, 2, 3, \ldots, tL - 1\}$ and $\lambda := \lambda_0$, for some fixed $0 < \lambda_0 < 1$.

An estimate for the area $\Delta A$ in Figure 1 (see also Figure 2) is $\Delta A \approx \Delta s \Delta r = r \Delta \theta \Delta r$.

If we choose $0 < \lambda = \lambda_0 < 1$, then in step $t$ we have $r = t\lambda, \Delta \theta = \frac{2\pi}{tL}, \Delta \theta(t) = \frac{2\pi}{tL} \leq \theta = \theta(t) \leq \frac{2\pi}{tL}$ and $\Delta r = \lambda$. So,

$$\Delta A \approx t\lambda^2 \Delta \theta = \lambda^2 2\pi / L.$$
In all steps we need the area $\Delta A$ to be less than a constant, say $\eta$. So in the first step we choose $\lambda$ so small and $L$ so large such that $\Delta A = \frac{2\pi \lambda^2}{L} < \eta$. We will choose the sampling grid $\Lambda$ as follows

$$
\Lambda = \Lambda(\lambda, L, \beta_0, \beta_1) = \{(t\lambda, l, (m_0, m_1)) \in \mathbb{Z}^+ \times \mathbb{Z}_{tL} \times \mathbb{Z}^2\}
$$

with wavelet coefficients \( \{S_{t\lambda, l, m_0, m_1} | (t, l, m_0, m_1) \in \mathbb{Z}^+ \times \mathbb{Z}_{tL} \times \mathbb{Z}^2\} \). For \( f \in L^2(\mathbb{R}^2) \),

$$
S_{t\lambda, l, m_0, m_1} = S(\bar{b}_m, t\lambda, l\Delta \theta) = \langle \psi_{R_{\lambda, \theta, \bar{b}}}, f \rangle = \int_{\mathbb{R}^2} d^2 \bar{x} \tilde{\psi}_{R_{\lambda, \theta, \bar{b}}} (\bar{x}) f(\bar{x})
$$

As usual the Fourier transform of $R_{\lambda, \theta}$-dilated and $\bar{b}_m$-translated function $\psi$ is

$$
\tilde{\psi}_{R_{\lambda, \theta, \bar{b}}} (\bar{x}) = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{-i\bar{x}.\bar{y}} \frac{1}{\lambda^2} \psi(R_{\lambda, \theta}^{-1}(\bar{y} - \bar{b}_m)) d\bar{y},
$$

using a change of variable we have

$$
\tilde{\psi}_{R_{\lambda, \theta, \bar{b}}} (\bar{x}) = \frac{\lambda^2}{2\pi} e^{-i\bar{x}.\bar{b}_m} \int_{\mathbb{R}^2} e^{-iR_{\lambda, \theta} T \bar{z}} \tilde{\psi}(\bar{z}) d\bar{z} = \frac{\lambda^2}{2\pi} e^{-i\bar{x}.\bar{b}_m} \tilde{\psi}(R_{\lambda, \theta} T \bar{x}).
$$

Our task is now to find conditions on the grid $\Lambda$ as defined above such that

$$
\{\psi_{t\lambda, l, m_0, m_1} : (t, l, (m_0, m_1)) \in \mathbb{Z}^+ \times \mathbb{Z}_{tL} \times \mathbb{Z}^2\}
$$

is a frame.

**Theorem 5.1.** Let $\psi$ be the wavelet in (5.1) satisfying the following conditions

(a) $s(\lambda, L, \psi) = \text{essinf}_{\vec{k} \in \mathbb{R}^2} \sum_{t \in \mathbb{Z}^+} \sum_{\bar{b} \in \mathbb{Z}_{tL}} |\hat{\psi}(R_{\lambda, \theta} T \vec{k})|^2 > 0.$

(b) $S(\lambda, L, \psi) = \sup_{\vec{k} \in \mathbb{R}^2} \sum_{t \in \mathbb{Z}^+} \sum_{\bar{b} \in \mathbb{Z}_{tL}} |\hat{\psi}(R_{\lambda, \theta} T \vec{k})|^2 < \infty.$

(c) $\sup_{\bar{b} \in \mathbb{R}^2} (1 + |\bar{b}|)^{1+\epsilon} \alpha(\bar{b}) < \infty,$ where

$$
\alpha(\bar{b}) = \sup_{\vec{k} \in \mathbb{R}^2} \sum_{t \in \mathbb{Z}^+} \sum_{\bar{b} \in \mathbb{Z}_{tL}} |\hat{\psi}(R_{\lambda, \theta} T \vec{k} + \bar{b})||\hat{\psi}(R_{\lambda, \theta} T \vec{k})|
$$

Then there exist constants $\beta_0, \beta_1 > 0$ such that
Proof follows similar to the proof of Theorem (6.1).

(1) \( \forall \beta_0 \in (0, \beta_0^c), \beta_1 \in (0, \beta_1^c) \), the family \( \psi_{\lambda_1 \lambda_2 \lambda_3} \) associated to \((\lambda, L, \beta_0, \beta_1)\) is a frame of \(L^2(\mathbb{R}^2, d^2x)\).

(2) \( \forall \delta > 0 \), there exist \( \beta_0 \in (\beta_0^c, \beta_0^c + \delta), \beta_1 \in (\beta_1^c, \beta_1^c + \delta) \), such that the family \( \psi_{\lambda_1 \lambda_2 \lambda_3} \) associated to \((\lambda, L, \beta_0, \beta_1)\) is not a frame of \(L^2(\mathbb{R}^2, d^2x)\).

6. Quaternionic continuous wavelet transforms and its discretization

In order to understand the discretization better and for the sake of completeness, we shall quote some results from [10]. Further, it should be declared that the discretization procedure described in [3] acts as a basis for the discretization of quaternionic continuous wavelet transforms.

6.1. The quaternionic wavelet group. Consider the action of \(\mathbb{H}^*\) on \(\mathbb{H}\) by left (or right) quaternionic (in our representation, matrix) multiplication. It is clear that there are only two orbits under this action, \(\{0\}\) (the zero quaternion) and \(\mathbb{H}^*\). Furthermore, this latter orbit is open and free in the usual sense (see, e.g., [2], for a definition). Let

\[
\mathbf{a} = \begin{pmatrix} w_1 \\ w_2 \\ w_3 \\ \bar{w}_1 \end{pmatrix} \in \mathbb{H}^* \quad \text{and} \quad \mathbf{r} = \begin{pmatrix} z_1 \\ z_2 \\ \bar{z}_1 \\ \bar{z}_2 \end{pmatrix} \in \mathbb{H}.
\]

Then under left action

\[
\mathbf{r} \mapsto \mathbf{r}' = \mathbf{a}\mathbf{r} = \begin{pmatrix} w_1z_1 - w_2\bar{z}_2 \\ w_2z_1 + w_1\bar{z}_2 \\ \bar{w}_1z_1 - w_2\bar{z}_2 \\ \bar{w}_1\bar{z}_1 - w_2z_2 \end{pmatrix}.
\]

Note that this is compatible with the action

\[
\begin{pmatrix} z_1 \\ z_2 \end{pmatrix} \mapsto \begin{pmatrix} w_1 \\ w_2 \end{pmatrix} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix}.
\]

of the affine \(SU(2)\) group (i.e., the group \(\mathbb{R}^+ \times SU(2)\)) on \(\mathbb{C}^2\). We write \(w_1 = a_0 + ia_3\), \(w_2 = a_2 + ia_1\) and \(z_1 = x_0 + ix_3\), \(z_2 = x_2 + ix_1\) and consider \(\mathbf{r}\) as the vector

\[
\mathbf{x} = \begin{pmatrix} x_0 \\ x_1 \\ x_3 \\ x_2 \end{pmatrix} \in \mathbb{R}^4.
\]

On this vector, the left action \((6.1)\) is easily seen to lead to the matrix left action

\[
\mathbf{x} \mapsto \mathbf{x}' = A\mathbf{x} = \begin{pmatrix} a_0 & -a_3 & -a_2 & -a_1 \\ a_3 & a_0 & a_1 & -a_2 \\ a_2 & -a_1 & a_0 & a_3 \\ a_1 & a_2 & -a_3 & a_0 \end{pmatrix} \begin{pmatrix} x_0 \\ x_1 \\ x_2 \\ x_3 \end{pmatrix} = \begin{pmatrix} A_1 & -A_2^T \\ A_2 & A_2^T \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix},
\]

on \(\mathbb{R}^4\), where

\[
A_1 = \begin{pmatrix} a_0 & -a_3 \\ a_3 & a_0 \end{pmatrix}, \quad A_2 = \begin{pmatrix} a_2 & -a_1 \\ a_1 & a_2 \end{pmatrix}, \quad \mathbf{x}_1 = \begin{pmatrix} x_0 \\ x_1 \end{pmatrix}, \quad \mathbf{x}_2 = \begin{pmatrix} x_2 \\ x_3 \end{pmatrix}.
\]

The matrices \(A_1\) and \(A_2\) are rotation-dilation matrices, and may be written in the form

\[
A_1 = \lambda_1 \begin{pmatrix} \cos \theta_1 & -\sin \theta_1 \\ \sin \theta_1 & \cos \theta_1 \end{pmatrix} = \lambda_1 R(\theta_1), \quad A_2 = \lambda_2 \begin{pmatrix} \cos \theta_2 & -\sin \theta_2 \\ \sin \theta_2 & \cos \theta_2 \end{pmatrix} = \lambda_2 R(\theta_2)
\]
The matrix $A$ in (6.3) acting on $R$ plane together with radial dilations, where at least one of the dilations is non-zero) acting that of two two-dimensional rotation-dilation groups (rotations of the two-dimensional plane), is the two-dimensional wavelet group. 

Note that $A = \lambda, \theta$ has the inverse $A^{-1} = \frac{1}{\lambda_1^2 + \lambda_2^2} \begin{pmatrix} \lambda_1 R(-\theta_1) & -\lambda_2 R(-\theta_2) \\ -\lambda_2 R(\theta_2) & \lambda_1 R(-\theta_1) \end{pmatrix}$.

From the above it is clear that when $H$ is identified with $R^4$, the action of $H^*$ on $H$ is that of two two-dimensional rotation-dilation groups (rotations of the two-dimensional plane together with radial dilations, where at least one of the dilations is non-zero) acting on $R^4$. Consequently, we shall consider elements in $H^*$ as $4 \times 4$ real matrices of the type $A$ in (6.3):

$$A_{\lambda, \theta} = \begin{pmatrix} \lambda_1 R(\theta_1) & -\lambda_2 R(-\theta_2) \\ \lambda_2 R(\theta_2) & \lambda_1 R(-\theta_1) \end{pmatrix}, \quad \det[A] = |a|^4 = |\lambda_1^2 + \lambda_2^2| \neq 0.$$ 

The matrix $A$ has the inverse

$$A^{-1} = \begin{pmatrix} 1 & \lambda_1 R(-\theta_1) & \lambda_2 R(-\theta_2) \\ \lambda_2 R(\theta_2) & \lambda_1 R(-\theta_1) \end{pmatrix}.$$ 

6.2. A little bit of all three affine groups. Let us look at the three affine groups, $G^R_{\text{aff}}, G^C_{\text{aff}}$ and $G^H_{\text{aff}}$, of the real line, the complex plane and the quaternions, respectively. These groups are defined as the semi-direct products

$$G^R_{\text{aff}} = R \rtimes R^*, \quad G^C_{\text{aff}} = C \rtimes C^*, \quad G^H_{\text{aff}} = H \rtimes H^*.$$ 

Let $K$ denote any one of the three fields $R, C$ or $H$ and write $G^K_{\text{aff}} = K \rtimes K^*$. A generic element in $G^K_{\text{aff}}$ can be written as

$$g = (b, a) = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}, \quad a \in K^*, \quad b \in K.$$ 

Of these, $G^R_{\text{aff}}$ is the one-dimensional wavelet group and $G^C_{\text{aff}}$, which is isomorphic to the similitude group of the plane (translations, rotations and dilations of the 2-dimensional plane), is the two-dimensional wavelet group. By analogy the quaternionic affine group $G^H_{\text{aff}}$ is called the quaternionic wavelet group [10].

From the general theory of semi-direct products of the type $R^n \rtimes H$, where $H$ is a subgroup of $GL(n, R)$, and which has open free orbits in the dual of $R^n$, (see, for example, [2], Chapter 8), it is known that $G^H_{\text{aff}}$ has exactly one unitary irreducible representation on a complex Hilbert space and moreover, this representation is square-integrable. Let us see the construction of this representation (in a Hilbert space over the complexes). Consider the Hilbert space $\mathcal{F}_C = L^2_C(R^4, dx)$ and define on it the representation $G^H_{\text{aff}} \ni (b, A) \mapsto U_C(b, A)$,

$$U_C(b, A)f(x) = \frac{1}{(\det[A])^{\frac{1}{2}}}f(A^{-1}(x - b)), \quad f \in \mathcal{F}_C.$$
This representation is unitary, irreducible and square-integrable. From the general theory [2], the Duflo-Moore operator \( C \) is given in the Fourier domain as the multiplication operator

\[
(\hat{C} f)(k) = \mathcal{C}(k) \hat{f}(k), \quad \text{where} \quad \mathcal{C}(k) = \left[ \frac{2\pi}{\|k\|} \right]^2.
\]

(6.9)

A vector \( f \in \mathcal{H} \) is admissible if it is in the domain of \( C \) i.e., if its Fourier transform \( \hat{f} \) satisfies

\[
(2\pi)^4 \int_{\mathbb{R}^4} \left| \hat{f}(k) \right|^2 \|k\|^4 \, dk < \infty.
\]

The above representation could also be realized on the Hilbert space \( \mathcal{H} \) over the quaternions by simply transcribing Eq. (6.8) into this framework. Thus, define the admissibility condition is now

\[
(2\pi)^4 \int_{\mathbb{R}^4} \left| \hat{f}(k) \right|^2 \|k\|^4 \, dk < \infty.
\]

For further details we refer the reader to [10].

6.3. Discretization of quaternionic wavelet transform. For the dilations, we choose the scale \( 0 < \lambda_1 = \lambda_{01} < 1 \). For rotations consider the matrix

\[
\mathcal{R}_{\lambda_1, \theta_1} = \begin{pmatrix} \lambda_1 \cos(\theta_1) & -\lambda_1 \sin(\theta_1) \\ \lambda_1 \sin(\theta_1) & \lambda_1 \cos(\theta_1) \end{pmatrix}.
\]

Let \( L_1 > 1 \) be fixed and for \( t \in \mathbb{Z}^+ \), \( \Delta \theta_1 = \frac{2\pi}{L_1}, \, \theta_1(t) := t \Delta \theta_1 = \frac{2\pi t}{L_1}, \, l \in \mathbb{Z}_{4L_1} = \{0, 1, 2, 3, ..., tL_1 - 1\} \) and \( \lambda_1 := \lambda_{01} t \), for some fixed \( 1 > \lambda_{01} > 0 \). For the translations, we have \( \tilde{b} = \tilde{b}_{m_0m_1} = t \mathcal{R}_{\lambda_1, \theta_1}(\tilde{u}_{m_0m_1}) \), with \( \tilde{u}_{m_0m_1} = (m_0 \beta_0, m_1 \beta_1) \), \( m_0, m_1 \in \mathbb{Z} \), and for some \( \beta_0, \beta_1 \geq 0 \).

To estimate the area of \( \Delta A_1 \) in Figure 2 we choose \( 0 < \lambda_1 = \lambda_{01} < 1 \), then in step \( t \) we have \( r = t \lambda_1, \, \Delta \theta_1 = \frac{2\pi}{L_1}, \, (l-1)\frac{2\pi}{L_1} \leq \theta = \theta(t) \leq \frac{2\pi}{L_1} \) and \( \Delta r = \lambda_1 \). In fact, for fixed \( L_1 > 1 \) in step \( t \) we divide the annulus, between two circles of radius \( (t - 1)\lambda_1 \) and \( t \lambda_1 \), into \( tL_1 \) equal parts and the exact value of the area of \( \Delta A_1 \) is equal to \( \frac{\pi(2t-1)\lambda_1^2}{L_1} \). So \( \Delta A_1 = \frac{\pi\lambda_1^2}{L_1} \) for \( t = 1 \), and \( \frac{\pi\lambda_1^2}{L_1} < \Delta A < \frac{3\pi\lambda_1^2}{2L_1} \) for \( t > 1 \) and \( \Delta A \rightarrow \frac{\pi\lambda_1^2}{L_1} \) as \( t \rightarrow +\infty \). In all steps we need the area \( \Delta A_1 \) to be less than a constant, say \( \eta_1 \). In the first step we choose \( \lambda_1 \) so small and \( L_1 \) so large such that \( \Delta A_1 = \frac{3\pi\lambda_1^2}{2L_1} < \eta_1 \). The above argument for \( \lambda_{01}, \lambda_1, \theta_1, L_1, t, l, m_0, m_1, \beta_0, \beta_1, \Delta A_1, \Delta \theta_1 \) and \( \eta_1 \), works also for
\( \lambda_{02}, \lambda_2, \theta_2, L_2, j, k, m_2, m_3, \beta_2, \beta_3, \Delta A_2, \Delta \theta_2 \) and \( \eta_2 \), as well. Using a similar argument as in [3] and the above paragraphs we obtain the following matrix

\[
A_{\lambda \theta} = \begin{pmatrix}
R_{\lambda_1, \theta_1} & -R_{\lambda_2, -\theta_2} \\
R_{\lambda_2, \theta_2} & R_{\lambda_1, -\theta_1}
\end{pmatrix}.
\]

For discretization we will choose the sampling grid \( \Lambda \) as follows:

\[
\Lambda = \Lambda(\lambda_1, \lambda_2, L_1, L_2, \beta_0, \beta_1, \beta_2, \beta_3) = \{(t_1, j_2, l, k, m) \in \mathbb{Z}^2 \times \mathbb{Z}_{tL_1} \times \mathbb{Z}_{jL_2} \times \mathbb{Z}^4\}
\]

where \( \mathbb{Z}_{aL} = \{0, 1, 2, 3, \ldots, aL - 1\} \), \( \tilde{b}_m = \tilde{b}_{ijklm} \). With wavelet coefficients

\[
S_{ijklm} = S(\tilde{b}_m, \lambda^t_1, \lambda^j_2, l_0, k_0) = <\psi_{A_{\lambda \theta}, \tilde{b}_m}|s> = \int_{\mathbb{R}^4} d^4 \tilde{x} \psi_{A_{\lambda \theta}, \tilde{b}_m}(\tilde{x}) s(\tilde{x}).
\]

As usual the Fourier transform of \( A_{\lambda \theta} \)-dilated and \( \tilde{b}_m \)-translated function \( \psi \) is

\[
\hat{\psi}_{A_{\lambda \theta}, \tilde{b}_m}(\tilde{x}) = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^4} e^{-i \tilde{x} \cdot \tilde{y}} \frac{1}{\lambda^2_1 + \lambda^2_2} \psi(A_{\lambda \theta}^{-1}(\tilde{y} - \tilde{b}_m)) d\tilde{y}.
\]

Using change of variables we have

\[
\hat{\psi}_{A_{\lambda \theta}, \tilde{b}_m}(\tilde{x}) = \frac{\lambda^2_1 + \lambda^2_2}{(2\pi)^2} e^{-i \tilde{x} \cdot \tilde{b}_m} \int_{\mathbb{R}^4} e^{-i A_{\lambda \theta}^T \tilde{x} \cdot \tilde{z}} \psi(\tilde{z}) d\tilde{z} = \frac{\lambda^2_1 + \lambda^2_2}{(2\pi)^2} e^{-i \tilde{x} \cdot \tilde{b}_m} \hat{\psi}(A_{\lambda \theta}^T \tilde{x}).
\]

Our task is now to find conditions on the grid \( \Lambda \) as defined above such that

\[
\{\psi_{ijklm} : ((t, j), l, k, m) \in \mathbb{Z}^2 \times \mathbb{Z}_{tL_1} \times \mathbb{Z}_{jL_2} \times \mathbb{Z}^4\}
\]
is a frame. We will use the following notation \( \mathcal{L}_{ij} = \mathbb{Z}_{t_{L_1}} \times \mathbb{Z}_{j_{L_2}} \). The proof of the following theorem is more or less an adaptation, to our new grid, of the proof given in [3].

**Theorem 6.1.** Let \( \psi \) be a quaternionic wavelet satisfying the following conditions:

(a) \( s(\lambda_1, \lambda_2, L_1, L_2, \psi) = \text{essinf}_{\bar{k} \in \mathbb{R}^4} \sum_{t,j \in \mathbb{Z}} \sum_{(l,k) \in \mathcal{L}_{ij}} |\hat{\psi}(A_{\lambda_0}^T \bar{k})|^2 > 0 \).

(b) \( S(\lambda_1, \lambda_2, L_1, L_2, \psi) = \sup_{\bar{k} \in \mathbb{R}^4} \sum_{t,j \in \mathbb{Z}} \sum_{(l,k) \in \mathcal{L}_{ij}} |\hat{\psi}(A_{\lambda_0}^T \bar{k})|^2 < \infty \).

(c) \( \sup_{\bar{b} \in \mathbb{R}^4} (1 + |\bar{b}|)^{1+\epsilon} \alpha(\bar{b}) < \infty \), where
\[
\alpha(\bar{b}) = \sup_{\bar{k} \in \mathbb{R}^4} \sum_{t,j \in \mathbb{Z}} \sum_{(l,k) \in \mathcal{L}_{ij}} |\hat{\psi}(A_{\lambda_0}^T \bar{k} + \bar{b})||\hat{\psi}(A_{\lambda_0}^T \bar{k})|.
\]

Then there exist constants \( \beta_0, \beta_1, \beta_2, \beta_3 > 0 \) such that

1. \( \forall \beta_0 \in (0, \beta_0'), \beta_1 \in (0, \beta_1'), \beta_2 \in (0, \beta_2'), \beta_3 \in (0, \beta_3'), \) the family \( \psi_{tjk\lambda_0 m_1 m_2 m_3} \) associated with \( (\lambda_1, \lambda_2, L_1, L_2, \beta_0, \beta_1, \beta_2, \beta_3) \) is a frame of \( L^2(\mathbb{R}^4, d^4\bar{x}) \).

2. \( \forall \delta > 0, \) there exist \( \beta_0 \in (\beta_0', \beta_0 + \delta), \beta_1 \in (\beta_1', \beta_1 + \delta), \beta_2 \in (\beta_2', \beta_2 + \delta), \beta_3 \in (\beta_3', \beta_3 + \delta), \) such that the family \( \psi_{tjk\lambda_0 m_1 m_2 m_3} \) associated with \( (\lambda_1, \lambda_2, L_1, L_2, \beta_0, \beta_1, \beta_2, \beta_3) \) is not a frame of \( L^2(\mathbb{R}^4, d^4\bar{x}) \).

**Proof.** We are looking for conditions on eight parameters \( \lambda_1, \lambda_2, L_1, L_2, \beta_0, \beta_1, \beta_2, \beta_3 \) for which there exist \( 0 < A \leq B < \infty \) such that
\[
A||f||^2 \leq \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{ij}} \sum_{m \in \mathbb{Z}^4} |<\psi_{A_{\lambda_0} m}, f>|^2 \leq B||f||^2.
\]

For the middle term in the above formula we have
\[
K = \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{ij}} \sum_{m \in \mathbb{Z}^4} |\left< \psi_{A_{\lambda_0} m}, f \right>|^2
\]
\[
= \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{ij}} \sum_{m \in \mathbb{Z}^4} \frac{(\lambda_1^2 + \lambda_2^2)^2}{(2\pi)^4} \int_{\mathbb{R}^4} d^4\bar{k} \int_{\mathbb{R}^4} d^4\bar{k}' e^{i\bar{b}_m.(\bar{k}-\bar{k}')\bar{k}} (A_{\lambda_0}^T \bar{k}) \overline{(A_{\lambda_0}^T \bar{k})} f(\bar{k}) f(\bar{k}')
\]

Using the Poisson formula , for \( d = 0, 1, 2, 3 \), we have
\[
\sum_{m = -\infty}^{+\infty} e^{i\bar{b}_m.(\bar{k}-\bar{k}')}(k_d - k_d') = \frac{2\pi}{\beta_d} \sum_{m = -\infty}^{+\infty} \beta_d e^{-i2\pi m_d \frac{2\pi}{\beta_d} (k_d - k_d')} = \frac{2\pi}{\beta_d} \sum_{m = -\infty}^{+\infty} \delta(k_d - k_d' - m_d \frac{2\pi}{\beta_d})
\]
\[
= \frac{2\pi}{\beta_d} \sum_{m = -\infty}^{+\infty} \delta(k_d - k_d' - \bar{b}_m),
\]

where \( \bar{b}_m = m_d \frac{2\pi}{\beta_d} \). Since \( \delta(\bar{k} - \bar{k}' - m) = \prod_{d=0}^{3} \delta(k_d - k_d' - m), \) we have
\[
\sum_{m \in \mathbb{Z}^4} e^{i\bar{b}_m.(\bar{k}-\bar{k}')} = \frac{16\pi^4}{\beta_0 \beta_1 \beta_2 \beta_3} \sum_{m \in \mathbb{Z}^4} \delta(\bar{k} - \bar{k}' - \bar{b}_m),
\]
The Cauchy-Schwartz inequality for the infinite series on \( \vec{s} \).

By using the Cauchy-Schwartz inequality in the second term, we get

\[
K = \frac{\lambda_0^2 + \lambda_3^2}{\lambda_0 \beta_1 \beta_2 \beta_3} \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{t,j}} \sum_{m \in \mathbb{Z}^4} \int_\mathbb{R}^4 d^4k \frac{\psi(A_{\lambda_0}^T(k - \vec{b}_m))}{\psi(A_{\lambda_0}^T(k))} \frac{\tilde{f}(A_{\lambda_0}^T(k - \vec{b}_m))}{\tilde{f}(A_{\lambda_0}^T(k))} \tilde{f}(A_{\lambda_0}^T(k)).
\]

We will split the above sum as \( K = P + Q \), where \( P \) denotes the term with \( m = (m_0, m_1, m_2, m_3) = (0, 0, 0, 0) \) and \( Q \) the rest. In the following we set \( \mathbb{Z}_4^4 = \mathbb{Z}^4 \setminus (0, 0, 0, 0) \).

\[
K = P + Q = \frac{\lambda_0^2 + \lambda_3^2}{\lambda_0 \beta_1 \beta_2 \beta_3} \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{t,j}} \sum_{m \in \mathbb{Z}^4} \int_\mathbb{R}^4 d^4k |\psi(A_{\lambda_0}^T(k))|^2 |\tilde{f}(A_{\lambda_0}^T(k))|^2
\]

\[
+ \frac{\lambda_0^2 + \lambda_3^2}{\lambda_0 \beta_1 \beta_2 \beta_3} \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{t,j}} \sum_{m \in \mathbb{Z}^4} \int_\mathbb{R}^4 d^4k \frac{\psi(A_{\lambda_0}^T(k - \vec{b}_m))}{\psi(A_{\lambda_0}^T(k))} \frac{\tilde{f}(A_{\lambda_0}^T(k - \vec{b}_m))}{\tilde{f}(A_{\lambda_0}^T(k))} \tilde{f}(A_{\lambda_0}^T(k))
\]

Using our hypothesis we get an estimate for each term in the above summation. For the first term we get from (a) and (b)

\[
\frac{(\lambda_0^2 + \lambda_3^2)^2}{\lambda_0 \beta_1 \beta_2 \beta_3} \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{t,j}} \sum_{m \in \mathbb{Z}^4} \int_\mathbb{R}^4 d^4k |\tilde{f}(A_{\lambda_0}^T(k - \vec{b}_m))|^2 \leq |P| \leq \frac{(\lambda_0^2 + \lambda_3^2)^2}{\lambda_0 \beta_1 \beta_2 \beta_3} \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{t,j}} \sum_{m \in \mathbb{Z}^4} |\tilde{f}(A_{\lambda_0}^T(k - \vec{b}_m))|^2
\]

where \( s(\lambda_1, \lambda_2, L_1, L_2, \psi) \) is defined in (a) and (b), respectively. By using the Cauchy-Schwartz inequality in the second term, we get

\[
|Q| \leq \frac{(\lambda_0^2 + \lambda_3^2)^2}{\lambda_0 \beta_1 \beta_2 \beta_3} \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{t,j}} \sum_{m \in \mathbb{Z}^4} \int_\mathbb{R}^4 d^4k |\tilde{f}(A_{\lambda_0}^T(k))| \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{t,j}} \sum_{m \in \mathbb{Z}^4} \int_\mathbb{R}^4 d^4k \frac{\psi(A_{\lambda_0}^T(k - \vec{b}_m))}{\psi(A_{\lambda_0}^T(k))} \frac{\tilde{f}(A_{\lambda_0}^T(k - \vec{b}_m))}{\tilde{f}(A_{\lambda_0}^T(k))} \tilde{f}(A_{\lambda_0}^T(k))
\]

\[
\times \left[ \int_\mathbb{R}^4 d^4k |\tilde{f}(A_{\lambda_0}^T(k - \vec{b}_m))| |\tilde{f}(A_{\lambda_0}^T(k))|^2 \right]^{\frac{1}{2}}
\]

\[
\leq \frac{(\lambda_0^2 + \lambda_3^2)^2}{\lambda_0 \beta_1 \beta_2 \beta_3} \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{t,j}} \sum_{m \in \mathbb{Z}^4} \int_\mathbb{R}^4 d^4k |\tilde{f}(A_{\lambda_0}^T(k - \vec{b}_m))| |\tilde{f}(A_{\lambda_0}^T(k))|^2 \right]^{\frac{1}{2}}
\]

\[
\times \left[ \int_\mathbb{R}^4 d^4k |\tilde{f}(A_{\lambda_0}^T(k))| |\tilde{f}(A_{\lambda_0}^T(k) + \vec{b}_m))| \right]^{\frac{1}{2}}
\]

The Cauchy-Schwartz inequality for the infinite series on \( l, k, t \) and \( j \) yields the following result

\[
|Q| \leq \frac{(\lambda_0^2 + \lambda_3^2)^2}{\lambda_0 \beta_1 \beta_2 \beta_3} \sum_{m \in \mathbb{Z}^4} \left[ \int_\mathbb{R}^4 d^4k \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{t,j}} |\tilde{f}(A_{\lambda_0}^T(k - \vec{b}_m))| |\tilde{f}(A_{\lambda_0}^T(k))| \right]^{\frac{1}{2}}
\]

\[
\times \left[ \int_\mathbb{R}^4 d^4k \sum_{(t,j) \in \mathbb{Z}^2} \sum_{(l,k) \in \mathcal{L}_{t,j}} |\tilde{f}(A_{\lambda_0}^T(k))| |\tilde{f}(A_{\lambda_0}^T(k) + \vec{b}_m))| \right]^{\frac{1}{2}}
\]
Using (c) we have
\[ |Q| \leq \left( \frac{\lambda_1^2 + \lambda_2^2}{\beta_0 \beta_1 \beta_2 \beta_3} \right)^2 \left\{ \sum_{m \in \mathbb{Z}_4^*} \alpha(\tilde{b}_m).\alpha(-\tilde{b}_m) \right\} \|\hat{f}\|^2. \]

To get the complete upper and lower bounds for \( K \), we define
\[ E(\lambda_1, \lambda_2, \beta_0, \beta_1, \beta_2, \beta_3) = \sum_{m \in \mathbb{Z}_4^*} \alpha(\tilde{b}_m).\alpha(-\tilde{b}_m). \]

Using the inequality \( |P| - |Q| \leq K \leq |P| + |Q| \) we obtain a lower bound for the left-hand side
\[ \frac{(\lambda_1^2 + \lambda_2^2)^2}{\beta_0 \beta_1 \beta_2 \beta_3} \left\{ s(\lambda_1, \lambda_2, L_1, L_2, \psi) - E(\lambda_1, \lambda_2, \beta_0, \beta_1, \beta_2, \beta_3) \right\} \|\hat{f}\|^2 \leq |P| - |Q|, \]
and an upper bound for right-hand side
\[ |P| - |Q| \leq \frac{(\lambda_1^2 + \lambda_2^2)^2}{\beta_0 \beta_1 \beta_2 \beta_3} \left\{ s(\lambda_1, \lambda_2, L_1, L_2, \psi) - E(\lambda_1, \lambda_2, \beta_0, \beta_1, \beta_2, \beta_3) \right\} \|\hat{f}\|^2. \]

Using the discretization of the continuous wavelet transform of \( \mathbb{R}_C \) obtained in the above theorem, Theorem 6.1 and the frame lifting described in section 4, we can write a discretized version of the quaternionic continuous wavelet transform, considered in this manuscript, of \( \mathbb{R}_\mathbb{H} \) as follows.

**Theorem 6.2.** For \((t,j) \in \mathbb{Z}^2, (l,k) \in \mathcal{L}_{tj} \) and \( m \in \mathbb{Z}_4^* \), according to theorem 4.2
\[ (6.4) \quad | \Phi_{tjlk}^m = \begin{pmatrix} |\psi_{A_{\lambda \theta}^m \bar{b}_m^\perp} \rangle & 0 \\ 0 & |\psi_{A_{\lambda \theta}^m \bar{b}_m^\perp} \rangle \end{pmatrix}, \]
where \( |\psi_{A_{\lambda \theta}^m \bar{b}_m^\perp} \rangle \) is as in Theorem 6.1 is a frame for \( \mathbb{R}_\mathbb{H} \).

### 7. Conclusion

We have introduced a general scheme for lifting a basis and a frame to a quaternionic Hilbert space from its real and complex counterparts. However, one should be aware that many more bases and frames exist in the quaternionic Hilbert spaces which are not of the type we discussed in this article. Our main goal, in this article, was to construct a discrete wavelet on a quaternion valued square integrable function space. In doing so, we have refined the existing theory on the complex Hilbert spaces. From the wavelet point of view, we do not consider that we have completed the task of constructing wavelets in the quaternionic Hilbert spaces. Duplicating the discretization of the real wavelet transform to its complex or quaternion counterparts is still an open problems, and a workable multi-resolution analysis along the lines of the real case is still open. On the engineering side, there were several attempts to duplicate the real theory to complexes but none of them is as sophisticated as the real case (for the real wavelet analysis see, for example [6, 2] and for the 2D wavelets, see for example [3, 4, 9] and many references therein). As a final word: in discretizating the continuous wavelet transform in quaternionic Hilbert spaces, we moved a step further in applying the initially defined continuous wavelet transforms to stereophonic or stereoscopic signals. We would like to emphasize a fact that: the difficulty in applying the so-obtained discrete frame arises from computing their dual for real life data (even from mathematical point of view). This manuscript may provide
motivation to someone to come with a way to write an algorithm to handle the so-called stereotype data in the setting provided in this note.
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