ON GEVREY REGULARITY OF THE SUPERCRITICAL SQG EQUATION IN CRITICAL BESOV SPACES
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Abstract. In this paper, we show that the solution of the supercritical surface quasi-geostrophic (SQG) equation, with initial data in a critical Besov space, belongs to a subanalytic Gevrey class. In order to prove this, a suitable estimate on the nonlinear term, in the form of a commutator, is required. We express the commutator as a bilinear multiplier operator and obtain single-scale estimates for its symbol. In particular, we show that the localized symbol is of Marcinkiewicz type, and show that due to the localizations inherited from working in the Besov spaces, this condition implies the requisite boundedness of the corresponding operator. This result strengthens previous ones which showed that solutions starting from initial data in critical Besov spaces are classical. As a direct consequence of our method, decay estimates of higher-order derivatives are easily deduced.

1. Introduction

We consider the two-dimensional dissipative surface quasi-geostrophic (SQG) equation, arising in geophysics, meteorology, and oceanography. It is given by

\[
\begin{aligned}
\frac{\partial \theta}{\partial t} + \Lambda^\kappa \theta + u \cdot \nabla \theta &= 0, \\
u &= (-R_2 \theta, R_1 \theta), \\
\theta(x,0) &= \theta_0(x),
\end{aligned}
\]

(1.1)

where the scalar quantity $\theta$ is the potential temperature, $u$ is the velocity of the fluid, $R_j$ is the $j$-th Riesz transform, and $\Lambda^\kappa := (-\Delta)^{\kappa/2}$ for $0 < \kappa \leq 2$. When $\kappa = 1$, SQG is structurally similar to the 3D Navier-Stokes equations and contains a mechanism vortex stretching. In this case, it is derived from the more general 3D quasigeostrophic equation and describes the evolution of temperature on the 2D boundary of a rapidly rotating half-space with small Rossby and Ekman numbers (see [60]).

The investigation of (1.1) can be divided into three cases: supercritical ($\kappa < 1$), critical ($\kappa = 1$), and subcritical ($\kappa > 1$), while the case of no diffusion is called the inviscid case. The analytical and numerical study of the inviscid SQG equation was initiated by Constantin, Majda, and Tabak.

Date: August 13, 2015.

The research of A. Biswas was supported in part by NSF grant DMS-1425877. The research of V.M. was supported in part by NSF grant numbers DMS-1008661 and DMS-1109638.

© 2015. This manuscript version is made available under the Elsevier user license
http://www.elsevier.com/open-access/userlicense/1.0/
and global existence of weak solutions, in all cases, was first established in [61], subsequently sparking great interest within the mathematical community. It is known that the subcritical SQG is globally well-posed [20] (see [56] for related results on a generalized SQG equation) and in fact, has a global attractor [40]. In the supercritical case, only local well-posedness for arbitrary initial data, global well-posedness for small data, and eventual regularity and conditional regularity results are known (see for instance [61, 23, 24, 27, 2, 45, 41, 64, 39, 65, 66, 55, 29, 11, 12, 25, 18]). In the critical ($\kappa = 1$) case, local existence as well as global existence for small data in $L^{\infty}$ was first proven in [14] while the problem of global existence for arbitrary data was solved, first independently in [47, 10], and subsequently by a completely different technique in [17]; see also [1, 45]. Under additional regularity assumptions, the framework of [10] has been extended to include the supercritical ($\kappa < 1$) case and other hydrodynamic equations in [18, 19], (see [15, 57] for a case where these difficulties are resolved and global regularity is recovered), while the techniques of [17] were applied to study long term dynamics for the critical SQG in [21].

This article focuses on the supercritical SQG. In particular, we establish that the solutions to the initial value problem (1.1), with initial value $\theta_0$ belonging to the critical Besov space $B_{p,q}^{1+2/p-\kappa}(\mathbb{R}^2)$, immediately becomes Gevrey regular (see (2.3)) for at least a short time, and will remain Gevrey regular provided that the homogeneous Besov norm (see (4.11) and (4.12)) of the initial data is sufficiently small. The study of Gevrey regularity of solutions was inspired by the seminal work of Foias-Temam in [32], who introduced the technique of Gevrey norms to establish analyticity in both space and time of solutions to the Navier-Stokes equations in two and three dimensions. The technique of Gevrey norms has since become a standard tool in studying analyticity and higher-order regularity for a large class of dissipative equations and in various functional spaces, as well as small length scales in classical turbulence theory (cf. [8, 9, 31, 36, 37, 38, 43, 45, 48, 49, 50, 51, 53, 54, 58, 59]). Our result therefore properly extends that of [7] for supercritical SQG to $L^p$-based Besov spaces and moreover, strengthens that of [29], where it was shown that the solutions obtained in [12], are actually classical solutions. As a consequence of working with Gevrey norms, we obtain decay of higher-order derivatives of the corresponding solutions (Corollary 3.3) in Besov spaces.

The notations and conventions used throughout the paper are introduced in Section 4, while the statements of our main theorems are located in Section 3. We establish our commutator estimate in Section 5 and Gevrey regularity of solutions to SQG in Section 6. The proof of our multiplier theorem is classical and elementary; it can be found in the Appendix (Section 7).
2. Overview

In this section, we provide a brief overview of the results and techniques. In order to do this, we need to first define Gevrey classes. Let $0 < \alpha \leq 1$ and $\gamma > 0$. We denote the Gevrey operator by the linear multiplier operator $T_{G\gamma} = F^{-1}G_{\gamma}F$ where $F$ denotes the Fourier transform and
\begin{equation}
G_{\gamma}(\xi) := \exp(\gamma \|\xi\|^\alpha).
\end{equation}
In the definition above, $\|\cdot\|$ denotes the two-dimensional Euclidean norm in $\mathbb{R}^2$. For convenience, we write the multiplier operator, $T_{G\gamma}f$, simply as $G_{\gamma}f$ or $\tilde{f}$.

We say that a function $f$ is Gevrey regular if
\begin{equation}
\|G_{\gamma}f\|_{B^s_{p,q}} < \infty,
\end{equation}
for some $s \in \mathbb{R}$, $\gamma > 0$, and $1 \leq p, q \leq \infty$. Here $B^s_{p,q}$ denotes $L^p$ based Besov spaces with regularity index $s$ and summability index $q$ (see for instance [5] or Section 4 below for definition). Note that when $p = q = 2$, one recovers the usual definition of Gevrey classes (cf. [32, 53]) in the space-periodic setting.

An important property of Gevrey regular functions is that estimates on higher-order derivatives follow immediately. In particular, it is elementary to show that functions in Gevrey classes for which the estimate (2.3) holds, automatically satisfy for any $k > 0$ the following inequality:
\begin{equation}
\|D^k f\|_{B^s_{p,q}} \leq C k^{k/\alpha} (\gamma \alpha)^{k/\alpha} \|G_{\gamma} f\|_{B^s_{p,q}},
\end{equation}
for some absolute constant $C > 0$. Indeed, this is one of the main reasons for working with Gevrey norms. In particular, the Gevrey class corresponding to $\alpha = 1$ is called the analytic Gevrey class, as the finiteness of the corresponding Gevrey norm implies that the functions are (real-)analytic with (uniform) analyticity radius $\gamma$, while the Gevrey classes corresponding to $\alpha > 1$ are comprised of entire functions. When $\alpha < 1$, the corresponding functions are no longer analytic, although in view of (2.4), these functions are $C^\infty$; the corresponding classes of such functions are the so-called subanalytic Gevrey classes.

One of the main points in this article is how the product in the nonlinear term in (1.1) is estimated in $L^p$ Besov space-based Gevrey norms. In the case of ($L^2$-based) Sobolev spaces and in analytic Gevrey classes, i.e., $\alpha = 1$, this can be done via the Plancherel theorem as follows (cf. [32]):
\begin{align*}
\|G_{\gamma}(uv)\|_{L^2}^2 &\leq \int \left( \int e^{\gamma \|\xi\|} |\hat{u}(\xi - \eta)||\hat{v}(\eta)| \, d\eta \right)^2 \, d\xi \\
&\leq \int \left( \int e^{\gamma \|\xi - \eta\|} |\hat{u}(\xi - \eta)| e^{\gamma \|\eta\|} |\hat{v}(\eta)| \, d\eta \right)^2 \, d\xi = \|UV\|_{L^2}^2,
\end{align*}
where, $(\mathcal{F}U)(\xi) = e^{\gamma |\xi|} |\hat{u}(\xi)|$, $(\mathcal{F}V)(\xi) = e^{\gamma |\xi|} |\hat{v}(\xi)|$ and to obtain the last line, we have used triangle inequality $\|\xi\| \leq \|\xi - \eta\| + \|\eta\|$. One may now proceed to estimate $\|UV\|_{L^2}$ using the usual Sobolev inequalities after one makes the crucial observation that $\|U\|_{H^s} = \|G_\gamma u\|_{H^s}$, which is again due to the Plancherel theorem. This readily yields, for instance in two space dimensions, an estimate of the form

$$\|G_\gamma (uv)\|_{L^2} \leq C\|G_\gamma u\|_{L^q} \|G_\gamma v\|_{L^r},$$

(2.5)

Although the Plancherel theorem is no longer available, the approach taken in [52] is to first rewrite the product in Gevrey space as a bilinear multiplier operator (see (3.4) for a definition) and then slightly modify the definition of the Gevrey norm to an equivalent one in which the Euclidean norm, $\|\xi\|$, in the symbol is replaced by the $\ell_1$ norm, i.e., $|\xi|_{\ell^1} : = |\xi_1| + |\xi_2|$. Then, taking advantage of the special form of this symbol for analytic Gevrey class (namely $e^{\gamma |\xi|_{\ell^1}}$), it is shown in [52] that this operator can be decomposed as a finite sum of tensor products of the Hilbert transform and the identity operator. The inequality (2.5) then immediately follows from the Hölder inequality and the classical $L^p$-boundedness of the one-dimensional Hilbert transform.

In our setting, the dissipation operator is $\Lambda^\kappa$, where $\kappa < 1$, and consequently, the solution of the linear equation lies only in a sub-analytic Gevrey classes and is not, in general, analytic. We are therefore forced to work in sub-analytic Gevrey norms where the above technique of [52] does not seem to apply since the bilinear multiplier operator no longer admits such a decomposition involving one-dimensional Hilbert transforms. Nevertheless, it can be checked that at each scale the symbol $m$ in our case satisfies the inequality

$$\left| \partial_\xi^{\beta_1} \partial_\eta^{\beta_2} m(\xi,\eta) \right| \lesssim_\beta \|\xi\|^{-|\beta_1|} \|\eta\|^{-|\beta_2|}.$$

This condition is weaker than the Coifman-Meyer condition on the symbol which guarantees $L^p$ boundedness. Indeed, such is not the case in general (cf. [35]). Yet, by taking advantage of additional localization and decay properties of our symbol (see Theorem 3.7), we are able to show that a product estimate of the type (2.5) holds in $L^p$-based Besov spaces (see Theorem 3.4).

Another difficulty that arises in the supercritical regime, which is not present in the subcritical case or in the case of the Navier-Stokes equations, is the fact that the dissipation operator is of a lower order than the derivative present in the nonlinear term. For instance, in case of the Navier-Stokes
equations one has \(\|\nabla e^{t\Delta}\|_{L^p \to L^p} = O(t^{-1/2})\), which is therefore integrable over the interval \((0, T)\). This is no longer the case for the supercritical SQG. For instance, as shown in [11, 55], this obliges one to exploit cancellation properties of the equation via commutator estimates in the functional class that one is working in. This was done for Sobolev-based Gevrey classes in [7] by employing the Littlewood-Paley decomposition, Bony paraproduct formula, and the Plancherel theorem. When one tries to generalize that technique to the \(L^p\)-based setting, the setting of bilinear multiplier operators becomes natural. We show through elementary harmonic analysis techniques that one can establish the commutator estimate given in Theorem 3.5 in Besov space-based Gevrey classes. Finally, with such estimates in hand, we prove the main result, Theorem 3.1, following the semigroup approach pioneered for the Navier-Stokes equations in [33, 34, 44, 63]. In particular, we show that solutions, \(\theta\), of (1.1), whose initial values satisfy \(\theta_0 \in B^{\sigma}_{p,q}(\mathbb{R}^2)\) with \(\sigma \geq 1 + 2/p - \kappa\), are Gevrey regular up to some time \(T > 0\). Additionally, the time \(T\) can be taken to be \(T = \infty\) if the initial data is adequately small in the critical homogeneous Besov space, \(\dot{B}^{1+2/p-\kappa}_{p,q}\).

3. Main Results

We will now state our main results more precisely.

**Theorem 3.1.** Let \(2 \leq p < \infty\) and \(1 \leq q \leq \infty\) and define
\[
\sigma_c := 1 + 2/p - \kappa.
\]
Assume that \(\theta_0 \in B^\sigma_{p,q}(\mathbb{R}^2)\) for some \(\sigma \geq \sigma_c\) and let \(\alpha < \kappa\). Then there exists \(T > 0\) and an unique solution \(\theta\) of (1.1) such that \(\theta \in C([0, T); B^\sigma_{p,q}(\mathbb{R}^2))\) and additionally, \(\theta\) satisfies the estimate
\[
\sup_{0 < t < T} \|G_{\gamma} \theta(\cdot, t)\|_{\dot{B}^\sigma_{p,q}} \lesssim \|\theta_0\|_{\dot{B}^\sigma_{p,q}}, \quad \text{where} \ \gamma := \lambda t^{\alpha/\kappa}.
\]
Moreover, if \(\sigma = \sigma_c\) and \(\|\theta_0\|_{\dot{B}^\sigma_{p,q}} \leq C\) for an adequate constant \(C > 0\), then \(T = \infty\).

**Remark 3.2.** It will be clear from the proof that in fact, the Gevrey norm of \(\theta\) satisfies additional regularity property, namely,
\[
\sup_{0 < t < T} t^{\beta/\kappa} \|G_{\gamma} \theta(\cdot, t)\|_{\dot{B}^\sigma_{p,q}} \lesssim \|\theta_0\|_{\dot{B}^\sigma_{p,q}}, \quad \text{for some} \ \beta > 0.
\]

It immediately follows from Theorem 3.1, (2.4), and Stirling’s approximation that the solutions of (1.1) with initial data belonging to \(\dot{B}^{1+2/p-\kappa}_{p,q}(\mathbb{R}^2)\) automatically satisfy certain higher-order decay estimates.

**Corollary 3.3.** Let \(k > 1 + 2/p - \kappa\). Then the solution \(\theta\) in Theorem 3.1 satisfies
\[
\|D^k \theta(t)\|_{\dot{B}^{1+2/p-\kappa}_{p,q}} \lesssim C_k \frac{(k!)^{1/\alpha}}{t^{k/\kappa}} \|\theta_0\|_{\dot{B}^{1+2/p-\kappa}_{p,q}},
\]
for all \(0 < t < T\), where \(C := C(q, \alpha, \beta, \kappa)\).
The crucial estimate for the product of two functions in Gevrey spaces, which may also have independent interest, is stated in the following theorem. This is a suitable generalization to non-analytic Gevrey classes of Lemma 24.8 in [52], which applies to analytic Gevrey classes.

**Theorem 3.4.** Let $1 < p < \infty$ and $1 \leq q \leq \infty$. Suppose $s, t \in \mathbb{R}$ satisfy the following

(i) $s, t < 2/p$,
(ii) $s + t > 0$.

Then there exists $C > 0$ such that

$$
\|G_\gamma(fg)\|_{\dot{B}^{s+t-2/p}_{p,q}(\mathbb{R}^2)} \leq C \|G_\gamma f\|_{\dot{B}^{s}_{p,q}(\mathbb{R}^2)} \|G_\gamma g\|_{\dot{B}^{t}_{p,q}(\mathbb{R}^2)}.
$$

(3.2)

It is well-documented (cf. [42, 55]) that in the presence of supercritical dissipation, product estimates are insufficient to control the nonlinearity in (1.1), and that commutators must be used instead to ensure that one remains in a perturbative regime. The proof of Theorem 3.1 will make use of the following commutator estimate for Gevrey regular functions, which is an extension of that found by Biswas (cf. [7]) to homogeneous Besov spaces.

Recall that the commutator bracket $[A, B]$ is defined as

$$
[A, B] := AB - BA.
$$

(3.3)

**Theorem 3.5.** Let $1 < p < \infty$ and $1 \leq q \leq \infty$. Let $\gamma, \delta > 0$ such that $\delta < 1$. Suppose $s, t \in \mathbb{R}$ satisfy the following

(i) $2/p < s < 1 + 2/p$,
(ii) $t < 2/p$,
(iii) $s + t > 2/p$.

Then, denoting by $\triangle_j$ the dyadic Littlewood-Paley operator, we have

$$
\|G_\gamma \triangle_j [f, g]\|_{L^p(\mathbb{R}^2)} \lesssim 2^{-(s+t-2/p)j} C_j \|G_\gamma f\|_{\dot{B}^{s}_{p,q}(\mathbb{R}^2)} \|G_\gamma g\|_{\dot{B}^{t}_{p,q}(\mathbb{R}^2)},
$$

where

$$
C_j = C_j(\alpha, \delta, \gamma) := c_j \left( \gamma^{(\alpha-\delta)/\alpha} 2^{(\alpha-\delta)j} + 1 \right),
$$

for some $0 \leq \delta < \alpha$ such that $s < 1 + 2/p - \delta$ and with $(c_j)_{j\in\mathbb{Z}}$ such that $\|c_j\|_{\ell^q(\mathbb{Z})} \leq C$ for some absolute constant $C > 0$.

When one formally sets $\gamma = 0$, $p = 2$, and $\delta < \alpha$, Theorem 3.5 extends the commutator estimate of Miura (cf. [55]) to homogeneous Besov spaces.

**Corollary 3.6.** Suppose that $p, q$ satisfy the conditions of Theorem 3.5 with $\delta = 0$. Then there exists $(c_j)_{j\in\mathbb{Z}} \in \ell^q$ such that

$$
\|\triangle_j [f, g]\|_{L^p(\mathbb{R}^2)} \lesssim 2^{-(s+t-2/p)j} c_j \|f\|_{\dot{B}^{s}_{p,q}(\mathbb{R}^2)} \|g\|_{\dot{B}^{t}_{p,q}(\mathbb{R}^2)}.
$$

This corollary can be proved by closely following the proof of Theorem 3.5 and so we omit the details.

In order to prove Theorems 3.5 and 3.4, we apply the Bony paraproduct decomposition and view the resulting terms of both the commutator,
\[ G_R \Delta_j, f \] g, and the product, \( G_R(fg) \), as bilinear multiplier operators, \( T_m(f, g) \), which are written as

\[ T_m(f, g) := \int \int e^{i x \cdot (\xi + \eta)} m(\xi, \eta) \hat{f}(\xi) \hat{g}(\eta) \, d\xi d\eta, \]

and show that for their corresponding symbols, \( m \), the following estimate is satisfied for each multi-index \( \beta \):

\[ \left| \partial_\xi^{\beta_1} \partial_\eta^{\beta_2} m(\xi, \eta) \right| \lesssim \|\xi\|^{-|\beta_1|} \|\eta\|^{-|\beta_2|}. \]

In other words, we show that \( m \) is of Marcinkiewicz type. Note that condition (3.5) is weaker than that of Coifman-Meyer (cf. [13]). In general, such multipliers need not map \( L^p \times L^q \) into \( L^r \) for any \( 1 < p, q < \infty \) and \( 1/r = 1/p + 1/q \) (cf. [35]). In our case however, the special structure of our symbol and the fact that we work with Besov spaces, provides additional localizations which greatly simplify the situation.

**Theorem 3.7.** Suppose \( m : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) satisfies (3.5) for finitely many, but sufficiently large number of multi-indices \( |\beta| \geq 0 \) with \( \beta = \beta_1 + \beta_2 \). Assume moreover that for each fixed \( \xi \in \mathbb{R}^d \setminus \{0\} \), \( m(\xi, \eta) \) is a smooth function of \( \eta \), with support contained in \( [2^{j_0 - 1} \lesssim \|\eta\| \lesssim 2^{j_0 + 1}] \) for some \( j_0 \in \mathbb{N} \). Then for all \( 1 < p < \infty \), \( 1 \leq q \leq \infty \) such that \( 1/r = 1/p + 1/q \), the associated bilinear multiplier operator \( T_m : L^p(\mathbb{R}^d) \times L^q(\mathbb{R}^d) \to L^r(\mathbb{R}^d) \) satisfies

\[ \|T_m(f, g)\|_{L^r} \lesssim \|f\|_{L^p} \|g\|_{L^q}. \]

**Remark 3.1.** Note that the same conclusion holds with the roles of \( \xi, \eta \) and \( p, q \) reversed together in the above hypotheses. Also, the required number of derivatives, \( |\beta| \), can be determined from the proof of the theorem.

A prototypical example of a bilinear operator satisfying (3.5) is \( T(f, g) = Hf \cdot Hg \), where \( H \) is the Hilbert transform. Indeed, boundedness would then follow from Hölder’s inequality. The role then of the smooth localization in \( \eta \) in Theorem 3.7 is that it essentially allows us to treat the bilinear multiplier as a product of linear ones, effectively reducing the situation to the simpler case of \( Hf \cdot Hg \). Thus, Besov spaces provide an appropriate setting with which to work with bilinear Marcinkiewicz multipliers.

The proof of Theorem 3.7 relies on classical harmonic analysis techniques and we provide its proof in the Appendix (Section 7). The theorem itself may be of independent interest, particularly in PDE applications. The proofs of Theorems 3.1 and 3.5 will be given in Sections 6 and 5, respectively.

**Remark 3.2.** The notation \( T_m \) will be used to denote either a linear multiplier operator, \( T_m f = F^{-1}(m F f) \), where \( F \) denotes the Fourier transform, or a bilinear multiplier operator \( T_m(f, g) \), defined as in (3.4). However, it will be quite clear from the context which type of operator \( T_m \) is denoting.
4. Notation and Preliminaries

4.1. Littlewood-Paley decomposition and related inequalities. Let \( \psi_0 \) be a radial bump function such that \( \psi_0(\xi) = 1 \) when \( ||\xi|| \leq 1/2 \) \( \subset \mathbb{R}^d \), and
\[
0 \leq \psi_0 \leq 1 \quad \text{and} \quad \text{spt} \psi_0 = [||\xi|| \leq 1].
\]
Define \( \varphi_0(\xi) := \psi_0(\xi/2) - \psi_0(\xi) \). Observe that
\[
0 \leq \varphi_0 \leq 1 \quad \text{and} \quad \text{spt} \varphi_0 = [2^{-1} \leq ||\xi|| \leq 2].
\]
Now for each \( j \in \mathbb{Z} \), define \( \psi_j := (\psi_0)^{2^{-j}} \) and \( \varphi_j := (\varphi_0)^{2^{-j}} \), where we use the notation \( f^\lambda(x) := f(\lambda x) \).

(4.1) \[ f_\lambda(x) := f(\lambda x). \]

for any \( \lambda \geq 0 \) (the notation \( f_\lambda \) should not be confused with the Gevrey operator \( G_\gamma \) in (2.1); the usage will be clear from context). In view of the above definitions, clearly \( \varphi_0 := \psi_1 - \psi_0 \) and \( \psi_{j+1} = \psi_j + \varphi_j \), so that

(4.2) \[ \text{spt} \psi_j = [||\xi|| \leq 2^{j-1}] \quad \text{and} \quad \text{spt} \varphi_j = [2^{j-1} \leq ||\xi|| \leq 2^{j+1}]. \]

Moreover, we have
\[
\sum_{j \in \mathbb{Z}} \varphi_j(\xi) = 1, \quad \text{for} \quad \xi \in \mathbb{R}^d \setminus \{0\}.
\]

One can then define
\[
\Delta_k f := \hat{\varphi}_k * f,
\]
\[
\tilde{\Delta}_k f := \sum_{|k-\ell| \leq 2} \Delta_\ell f,
\]
\[
S_k f := \sum_{\ell \leq k-3} \Delta_\ell f.
\]

We call the operators \( \Delta_k \) Littlewood-Paley blocks. For convenience, we will sometimes use the shorthand \( f_k := \Delta_k f \).

For functions which are spectrally supported in a compact set, one has the Bernstein inequalities (cf. [5]), which we will invoke copiously throughout the article. We state it here in terms of Littlewood-Paley blocks. Note that we will use the following convention throughout the paper.

**Notation.** \( A \lesssim B \) to denote the relation \( A \leq cB \) for some absolute constant \( c > 0 \). In our estimates, the constant \( c \) may change line to line, but will nevertheless remain an absolute constant.

**Lemma 4.1** (Bernstein inequalities). Let \( 1 \leq p \leq q \leq \infty \) and \( f \in S'(\mathbb{R}^d) \). Then
\[
2^{js}||\Delta_j f||_{L^q} \lesssim ||\Lambda^s \Delta_j f||_{L^q} \lesssim 2^{js+d(1/p-1/q)}||\Delta_j f||_{L^p}, \quad \text{for each} \ j \in \mathbb{Z} \quad \text{and} \ s \in \mathbb{R}.
\]
Since we will be working with $L^p$ norms, we will also require the generalized Bernstein inequalities, which was proved in [12] and [65].

**Lemma 4.2** (Generalized Bernstein inequalities). Let $2 \leq p < \infty$ and $f \in S' (\mathbb{R}^d)$. Then

$$2^{2s_j} \frac{2}{p} \| \Delta_j f \|_{L^p} \lesssim \| \Lambda^s \Delta_j f \|_{L^p}^{p/2} \lesssim 2^{2s_j} \| \Delta_j f \|_{L^p},$$

for each $j \in \mathbb{Z}$ and $s \in [0, 1]$.

In order to apply these inequalities, we will first need the following positivity lemma, which was initially proved in [24], and generalized by Ju in [40] (see also [17], [21]).

**Lemma 4.3** (Positivity lemma). Let $2 \leq p < \infty$, $f, \Lambda^s f \in L^p (\mathbb{R}^2)$. Then

$$\int \Lambda^s f |f|^{p-2} f \, dx \geq \frac{2}{p} \int (\Lambda^{\frac{s}{2}} |f|^{\frac{p}{2}})^2 \, dx.$$  (4.5)

We will also make use of the following heat kernel estimate, which was proved in [55] for $L^2$. We extend it to $L^p$.

**Lemma 4.4**. Let $2 \leq p < \infty$. Then there exist constants $c_1, c_2 > 0$ such that

$$e^{-c_1 t 2^{2s_j}} \| \Delta_j u \|_{L^p} \leq \| e^{-t \Lambda^\kappa} \Delta_j u \|_{L^p} \leq e^{-c_2 t 2^{2s_j}} \| \Delta_j u \|_{L^p},$$

holds for all $t > 0$.

**Proof.** Let $u_j := e^{-t \Lambda^\kappa} \Delta_j u$. Then $u_j$ satisfies the initial value problem

$$\begin{cases} 
  \partial_t u_j + \Lambda^\kappa u_j = 0 \\
  u_j(x, 0) = \Delta_j u(x).
\end{cases}$$  (4.7)

Multiplying (4.7) by $u_j |u_j|^{p-2}$ and integrating gives

$$\frac{1}{p} \frac{d}{dt} \| u_j \|_{L^p}^p + \int (\Lambda^\kappa u_j) u_j |u_j|^{p-2} \, dx = 0.$$  (4.8)

By applying Lemmas 4.2 and 4.3, then dividing by $\| u_j \|_{L^p}^{p-1}$ we obtain

$$\frac{d}{dt} \| u_j \|_{L^p} + c_1 2^{2s_j} \| u_j \|_{L^p} \leq 0,$$

Similarly, by Hölder’s inequality we obtain

$$\frac{d}{dt} \| u_j \|_{L^p} + c_2 2^{2s_j} \| u_j \|_{L^p} \geq 0.$$  (4.9)

An application of Gronwall’s inequality gives

$$e^{-c_2 2^{2s_j} t} \| u_j(0) \|_{L^p} \leq \| u_j(t) \|_{L^p} \leq e^{-c_1 2^{2s_j} t} \| u_j(0) \|_{L^p},$$

which completes the proof. □
4.2. Besov spaces. Let $s \in \mathbb{R}$ and $1 \leq p, q \leq \infty$. The inhomogeneous Besov space $B^s_{p,q}$ is the space defined by

\begin{equation}
B^s_{p,q} := \{ f \in \mathcal{S}'(\mathbb{R}^d) : \| f \|_{B^s_{p,q}} < \infty \},
\end{equation}

where, $\mathcal{S}'$ denotes the space of tempered distributions, and one can define the norm by

\begin{equation}
\| f \|_{B^s_{p,q}} := \| \hat{\psi}_0 * f \|_{L^p} + \left( \sum_{j \geq 0} 2^{jsq} \| \triangle_j f \|_{L^p}^q \right)^{1/q},
\end{equation}

provided that $q < \infty$. The homogeneous Besov space $\dot{B}^s_{p,q}$ is the space defined by

\begin{equation}
\dot{B}^s_{p,q} := \{ f \in \mathcal{Z}'(\mathbb{R}^d) : \| f \|_{\dot{B}^s_{p,q}} < \infty \},
\end{equation}

where $\mathcal{Z}'(\mathbb{R}^d)$ denotes the dual space of $\mathcal{Z}(\mathbb{R}^d) := \{ f \in \mathcal{S}(\mathbb{R}^d) : \partial^\beta \hat{f}(0) = 0, \forall \beta \in \mathbb{N}^d \}$, and for $q < \infty$, the (semi)norm is given by

\begin{equation}
\| f \|_{\dot{B}^s_{p,q}} := \left( \sum_{j \in \mathbb{Z}} 2^{jsq} \| \triangle_j f \|_{L^p}^q \right)^{1/q},
\end{equation}

One then makes the usual modification for $q = \infty$. For more details, see [5] or [62].

5. Product and Commutator estimates

In this section, we establish estimates for the product

\begin{equation}
G_\gamma \triangle_j (fg),
\end{equation}

and for the commutator

\begin{equation}
[G_\gamma \triangle_j, f]g := G_\gamma \triangle_j (fg) - fG_\gamma \triangle_j g,
\end{equation}

where $G_\gamma := e^{\gamma \Lambda^\alpha}$ and $0 < \alpha < \kappa \leq 1$, where $\kappa$ is the order of dissipation in (1.1). For convenience, we will use the notation

\begin{equation}
\tilde{f} := G_\gamma f.
\end{equation}

To prove Theorems 3.5 and 3.4, we will require the Faà di Bruno formula, whose statement we recall from [5] for convenience. Note that by $\mathbb{N}$ and $\mathbb{N}^*$ we mean the set of positive integers with zero and the set $\mathbb{N}\\{0\}$, respectively.

**Lemma 5.1** (Faà di Bruno formula). Let $u : \mathbb{R}^d \to \mathbb{R}^m$ and $F : \mathbb{R}^m \to \mathbb{R}$ be smooth functions. For each multi-index $\alpha \in \mathbb{N}^d$ with $|\alpha| > 0$ we have

\begin{equation}
\partial^\alpha (F \circ u) = \sum_{\mu, \nu} C_{\mu, \nu} \partial^\mu F \prod_{1 \leq |\beta| \leq |\alpha|} (\partial^\beta u)^{\nu_{\beta_j}},
\end{equation}

where $C_{\mu, \nu}$ are the coefficients of the Faà di Bruno formula.
where the coefficients $C_{\mu,\nu}$ are nonnegative integers, and the sum is taken over those $\mu$ and $\nu$ such that $1 \leq |\mu|, |\nu| \leq |\alpha|$, $\nu_{\beta_j} \in \mathbb{N}$,

\begin{equation}
\sum_{1 \leq |\beta| \leq |\alpha|} \nu_{\beta_j} = \mu_j, \text{ for } 1 \leq j \leq m, \quad \text{and} \quad \sum_{1 \leq |\beta| \leq |\alpha|} \beta \nu_{\beta_j} = \alpha.
\end{equation}

We will repeatedly apply this formula to functions of the form

\((F \circ u)(\xi, \eta) = e^{R_{\alpha,\sigma}(\xi, \eta)}\),

where

\[ R_{\alpha,\sigma}(\xi, \eta) := \|\xi + \sigma \eta\|^\alpha - \|\xi\|^\alpha - \|\eta\|^\alpha \]

or

\[ R_{\alpha,\sigma}(\xi, \eta) := \|\xi \sigma + \eta\|^\alpha - \|\xi\|^\alpha - \|\eta\|^\alpha, \]

where $\sigma \in [0,1]$. For convenience, we provide that application here. By Lemma 5.1 we have

\begin{equation}
\partial^\beta (F \circ u)(\xi, \eta) = \sum_{\mu,\nu} C_{\mu,\nu} |\mu| e^{R_{\alpha,\sigma}(\xi, \eta)} \prod_{1 \leq |\beta| \leq |\alpha|} \left( \partial^{\beta \nu} R_{\alpha,\sigma}(\xi, \eta) \right)^{\nu_0}
\end{equation}

for all $\beta \in \mathbb{N}^2$, where $\nu = (\nu_1, \nu_2)$, $1 \leq |\mu| \leq |\beta|$ and

\begin{equation}
\sum_{1 \leq |\beta| \leq |\alpha|} \nu_b = \mu \quad \text{and} \quad \sum_{1 \leq |\beta| \leq |\alpha|} b \nu_b = \beta.
\end{equation}

Thus, in order to apply Theorem 3.7, we will require $R_{\alpha,\sigma}$ to satisfy certain derivative estimates.

**Proposition 5.2.** Let $0 < \alpha \leq 1$, $\sigma \in [0,1]$, and define $R_{\alpha,\sigma} : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ by

\begin{equation}
R_{\alpha,\sigma}(\xi, \eta) := \|\xi + \sigma \eta\|^\alpha - \|\xi\|^\alpha - \|\eta\|^\alpha
\end{equation}

Suppose that $\ell + 3 \leq k$ and $2^{k-1} \leq \|\xi\| \leq 2^{k+1}$ and $2^{\ell-1} \leq \|\eta\| \leq 2^{\ell+1}$. Then

\begin{equation}
\left| \partial^{\beta_1} \partial^{\beta_2} R_{\alpha,\sigma}(\xi, \eta) \right| \lesssim_{\beta_1, \beta_2} 2^{\alpha |\xi| - |\beta_1| |\eta|| |\beta_2|},
\end{equation}

for all multi-indices $\beta_1, \beta_2 \in \mathbb{N}^2$.

If $j + 3 \leq k$ with $2^{j-1} \leq \|\eta\| \leq 2^{j+1}$ and $2^{k-1} \leq \|\xi\|, \|\xi + \eta\| \leq 2^{k+1}$, then

\begin{equation}
\left| \partial^{\beta_1} \partial^{\beta_2} R_{\alpha,1}(\xi, -\xi - \eta) \right| \lesssim_{\beta_1, \beta_2} 2^{\alpha |\xi| - |\beta_1| |\eta|| - |\beta_2|},
\end{equation}

for all $\beta_1, \beta_2 \in \mathbb{N}^d$.

**Remark 5.3.** If $R_{\alpha,\sigma}$ is given instead by

\begin{equation}
R_{\alpha,\sigma}(\xi, \eta) := \|\xi \sigma + \eta\|^\alpha - \|\xi\|^\alpha - \|\eta\|^\alpha,
\end{equation}

then (5.9) and (5.10) all hold with the roles of $k$ and $\ell$ reversed.
Proof. We prove (5.9). The inequality (5.10) can be obtained by a more straightforward estimation of derivatives.

Let \( \beta \in \mathbb{N}^4 \times \mathbb{N}^4 \), where \( \beta = (\beta_1, \beta_2) = (\beta_{\xi}, \beta_{\eta}), \beta_j = (\beta_{\xi,j}, \beta_{\eta,j}), \beta_{\xi,j}, \beta_{\eta,j} \in \mathbb{N}^2 \) for \( j = 1, 2 \), and \( \beta_{\xi} = \beta_{\xi,1} + \beta_{\xi,2} \) and \( \beta_{\eta} = \beta_{\eta,1} + \beta_{\eta,2} \). Firstly, from the triangle inequality

\[
|R_{\alpha,\sigma}(\xi,\eta)| \lesssim (1 - \sigma)\|\eta\|^\alpha \lesssim 2^{\ell\alpha}
\]

This proves (5.9) for \( |\beta| = 0 \). For \( |\beta| \neq 0 \), we apply the mean value theorem to write

\[
R_{\alpha,\sigma}(\xi,\eta) = \int_0^1 \|\xi + \eta \tau\|^{\alpha-2}((\xi \cdot \eta)\sigma + \|\eta\|^2\sigma^2\tau) \, d\tau - \|\eta\|^\alpha.
\]

Then observe that

\[
\left|\partial^\beta R_{\alpha,\sigma}(\xi,\eta)\right| \lesssim \sum_{\beta = \beta_1 + \beta_2} c_\beta \int_0^1 \left(\|\xi + \eta \sigma \tau\|^{\alpha-2-|\beta_1|} \partial^{\beta_1}((\xi \cdot \eta)\sigma + \|\eta\|^2\sigma^2\tau)\right) \, d\tau + N_\alpha(\beta,\eta),
\]

where \( N_\alpha(\beta,\eta) = 0 \) if \( |\beta_j| \neq 0 \) for some \( j \), and \( N_\alpha(\beta,\eta) = \|\eta\|^{\alpha-|\beta|} \) otherwise. Next observe that since \( k \geq \ell + 3 \), \( \sigma, \tau \in [0, 1] \), and \( \xi \sim 2^k \), \( \eta \sim 2^\ell \), we have

\[
(5.12) \quad \|\xi + \eta \sigma \tau\| \gtrsim 2^k \gtrsim 2^\ell.
\]

We also have

\[
(5.13) \quad \left|\partial^{\beta_2}((\xi \cdot \eta)\sigma + \|\eta\|^2\sigma^2\tau)\right| \lesssim \begin{cases} 2^{k+\ell} & |\beta_2| = 0 \\ 2^k & |\beta_2| = |\beta_{\eta}^j| = 1 \\ 2^\ell & |\beta_2| = |\beta_{\xi}^j| = 1 \\ 1 & |\beta_2| = 2 \text{ and } |\beta_{\xi}^j| < 2 \\ 0 & |\beta_2| \geq 3 \text{ or } |\beta_{\xi}^j| = 2. \end{cases}
\]

Now we consider three cases. First suppose that \( |\beta_1| = 0, |\beta_2| \neq 0 \). Using (5.12) and the fact that \( \alpha < 1 \), observe that

\[
(5.14) \quad \|\xi + \eta \sigma \tau\|^{\alpha-2} \lesssim \begin{cases} 2^{\ell(\alpha-1)2^{-k}} & |\beta_2| = 1 \text{ or } |\beta_{\eta}^j| = 1 \\ 2^{\ell(\alpha-2)} & |\beta_2| = |\beta_{\eta}^j| = 2. \end{cases}
\]

Thus, combining (5.13) and (5.14) gives

\[
\left|\partial^\beta R_{\alpha,\sigma}(\xi,\eta)\right| \lesssim 2^{\ell\alpha}2^{-k|\beta_{\xi}^j|}2^{-\ell|\beta_{\eta}^j|},
\]

which implies (5.9) since \( \beta = (0, 0, \beta_{\xi}^j, \beta_{\eta}^j) \).
Now suppose $|\beta_1| \neq 0$ and $|\beta_2| = 0$. Applying (5.12) then gives
\begin{equation}
\|\xi + \eta \sigma r\|^\alpha - |\beta_1| \leq \begin{cases} 
2^{\ell(\alpha-1)2-k-|\beta_2^\xi|}, & |\beta_2^\eta| = 0 \neq |\beta_1^\xi| \\
2^{\ell(\alpha-1-|\beta_2^\eta|)2-k}, & |\beta_2^\xi| = 0 \neq |\beta_1^\eta| \\
2^{\ell(\alpha-1-|\beta_2^\xi|)2k(1-|\beta_2^\xi|)}, & |\beta_2^\xi|, |\beta_1^\eta| \neq 0.
\end{cases}
\end{equation}

Thus, by combining (5.13) and (5.15) we get
\begin{align*}
\left|\partial^\beta R_{\alpha,\sigma}(\xi, \eta)\right| \lesssim 2^{\ell|\beta_1^\xi|2-\ell|\beta_2|},
\end{align*}

which again implies (5.9) since $\beta = (\beta_1^\xi, \beta_1^\eta, 0, 0)$.

Finally, if $\beta_1 \neq 0, \beta_2 \neq 0$, we may combine the argumentation of the previous two cases to obtain
\begin{align*}
(5.16) \quad \left|\partial^\beta R_{\sigma,\alpha}(\xi, \eta)\right| \lesssim 2^{\ell|\beta_1^\xi|2-\ell|\beta_2|},
\end{align*}

This establishes (5.9) for all $\beta \in \mathbb{N}^4 \times \mathbb{N}^4$. \hfill \Box

We will also need the following “rotation” lemma.

**Lemma 5.4.** Let $T_m$ be a bilinear multiplier operator with multiplier $m : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$. Then for $m(\xi, \eta) := m(\xi, -\xi - \eta)$, we have
\begin{equation}
(5.17) \quad \langle T_m(f, g), h \rangle = \langle T_{m}(h, g), f \rangle,
\end{equation}

for all $f, g, h \in \mathcal{S}(\mathbb{R}^d)$. Moreover, if $T_m : L^p \times L^q \rightarrow L^r$ is bounded for some $1/r = 1/p + 1/q$, then $T_{m} : L^{p'} \times L^{q'} \rightarrow L^{r'}$ is bounded, where $p', r'$ are the Hölder conjugates of $p, r$, respectively.

**Proof.** By change of variables we have
\[
\int T_m(f, g)(x)h(x) \, dx = \int \int \int e^{ix(\xi+\eta)}m(\xi, \eta)\hat{f}(\xi)\hat{g}(\eta)h(x) \, d\xi \, d\eta \, dx \\
= \int \int \int e^{-ix\nu}m(\xi, \xi - \nu)\hat{f}(\xi)\hat{g}(-\nu - \xi)h(x) \, dx \, d\xi \, d\nu \\
= \int \int m(\xi, -\nu - \xi)\hat{g}(-\xi - \nu)\hat{h}(\nu)\hat{f}(\xi) \, d\nu \, d\xi \\
= \int \int e^{-ix\xi}m(\xi, -\xi - \nu)\hat{g}(-\xi - \nu)\hat{h}(\nu)\hat{f}(x) \, dx \, d\xi \\
= \langle T_{m}(h, g), f \rangle,
\]
as desired. Boundedness of $T_{m}$ then follows from duality. \hfill \Box

**Remark 5.5.** Observe that if $1 < p, r < \infty$, then $1 < p', r' < \infty$ as well. Therefore, if $T_m$ is bounded in the range $1/r = 1/p + 1/q$ for $1 < p, r < \infty$, then $T_{m}$ is also bounded in the same range.
We will first prove Theorem 3.4 since the estimates there will be used to prove Theorem 3.5. As a preliminary, we recall the paraproduct decomposition:

\[(5.18) \quad fg = \sum_k S_k f \Delta_k g + \sum_k \Delta_k f S_k g + \sum_k \tilde{\Delta}_k f \Delta_k g.\]

This implies that

\[(5.19) \quad [G_{\gamma} \Delta_j, f]g = \sum_k G_{\gamma} \Delta_j (S_k f \Delta_k g) + G_{\gamma} \Delta_j (\Delta_k f S_k g) + G_{\gamma} \Delta_j (\tilde{\Delta}_k f \Delta_k g)\]

\[\quad - \left(\sum_k (S_k f)(\Delta_j \Delta_k g) + (\Delta_k f)(\Delta_j S_k g) + (\tilde{\Delta}_k f)(\Delta_j \Delta_k g)\right).\]

Then by the localization properties in (4.2), we can reduce (5.19) to

\[(5.20) \quad [G_{\gamma} \Delta_j, f]g = \sum_{|k-j| \leq 4} \left\{ [G_{\gamma} \Delta_j, S_k f] \Delta_k g + G_{\gamma} \Delta_j (\Delta_k f S_k g) + G_{\gamma} \Delta_j (\tilde{\Delta}_k f \Delta_k g)\right\} + \sum_{k \geq j+5} G_{\gamma} \Delta_j (\tilde{\Delta}_k f \Delta_k g)\]

\[\quad - \sum_{k \geq j+1} \Delta_k f \Delta_j S_k g - \sum_{|k-j| \leq 2} \tilde{\Delta}_k f \Delta_j \Delta_k g.\]

5.1. Proof of Theorem 3.4. Observe that \(G_{\gamma} \Delta_j (fg)\) is precisely the first line of (5.19). By symmetry and localization, it suffices to consider only

\[\sum_{|k-j| \leq 4} \left[ G_{\gamma} \Delta_j (\Delta_k f S_k g) + G_{\gamma} \Delta_j (\tilde{\Delta}_k f \Delta_k g)\right] \quad \text{and} \quad \sum_{k \geq j+5} G_{\gamma} \Delta_j (\tilde{\Delta}_k f \Delta_k g)\]

Case: \(k \geq j + 5\). First, we rewrite \(G_{\gamma} \Delta_j (\tilde{\Delta}_k f \Delta_k g)\) as

\[(5.21) \quad G_{\gamma} \Delta_j (G_{\gamma}^{-1} \tilde{\Delta}_k \tilde{f} G_{\gamma}^{-1} \Delta_k g)\]

The multiplier associated to (5.21) is

\[(5.22) \quad m_{k,j}(\xi, \eta) := e^{\gamma(\|\xi+\eta\|^\alpha-\|\xi\|^\alpha-\|\eta\|^\alpha)} \varphi_j(\xi + \eta) \varphi_k(\xi) \varphi_k(\eta),\]

where \(\varphi_k = \sum_{|k-\ell| \leq 2} \varphi_\ell\). By Lemma 5.4, in order to apply Theorem 3.7, it suffices to prove

\[(5.23) \quad |\partial_{\xi}^{\beta_1} \partial_{\eta}^{\beta_2} \bar{m}_{k,j}(\xi, \eta)| \lesssim \|\xi\|^{-|\beta_1|} \|\eta\|^{-|\beta_2|},\]

where \(\bar{m}_{k,j}(\xi, \eta) = m_{k,j}(\xi, -\xi - \eta)\). Once the required \(L^p\) bounds are deduced, we then show that the obtained estimate is summable in \(\ell^q\) with respect to \(j\).
So first observe that for $\beta = (\beta_1, \beta_2)$, by (5.6), (5.7), and (5.10) we have
\[
|\partial^\beta m_{k,j}(\xi, -\xi - \eta)| \\
\lesssim \sum_{\mu, \nu} C_{\mu, \nu} |\mu| e^{\gamma \|\eta\|^2 - \|\xi\|^2 - \|\xi + \eta\|^2} \prod_{1 \leq |b| \leq |\beta|} (2^{k(|\alpha - |b|)})^{\nu_b} \\
\lesssim 2^{-k|\beta|} \sum_{\mu, \nu} C_{\mu, \nu} (\gamma 2^{k\alpha}) |\mu| e^{\gamma \|\eta\|^2 - \|\xi\|^2 - \|\xi + \eta\|^2}
\]

Also, by the triangle inequality
\[
\|\eta\|^{\alpha} - \|\xi\|^{\alpha} - \|\xi + \eta\|^{\alpha} \lesssim -c_\alpha 2^{k\alpha},
\]
for some absolute constant $c_\alpha > 0$. Thus
\[
(5.24) \\
|\partial^\beta m_{k,j}(\xi, -\xi - \eta)| \lesssim 2^{-k|\beta|} \sum_{\mu, \nu} C_{\mu, \nu} (\gamma 2^{k\alpha}) |\mu| e^{-c_\alpha \gamma 2^{k\alpha}} \lesssim 2^{-k|\beta|} 2^{-k|\beta_1|} 2^{-k|\beta_2|}
\]
holds for all $\xi \in \mathbb{R}^2$, which implies (5.23).

Now, let $\sigma := s + t - 2/p$. Observe that by the Bernstein and Theorem 3.7 we have
\[
\|G_\gamma \Delta_j(\Delta_k \tilde{f} \Delta_k g)\|_{L^p} \lesssim 2^{j(2/p)} \|G_\gamma \Delta_j(\Delta_k \tilde{f} \Delta_k g)\|_{L^{p/2}} \\
\lesssim 2^{j(2/p)} \|\Delta_k \tilde{f}\|_{L^p} \|\Delta_k \tilde{g}\|_{L^p} \\
\lesssim 2^{-\sigma j} 2^{-(s+t)(k-j)} \left(\sum_{a_k-b_j} (2^k \|\Delta_k \tilde{f}\|_{L^p}) (2^k \|\Delta_k \tilde{g}\|_{L^p})\right).
\]

It follows that
\[
\sum_{k \geq j+5} 2^{\sigma j} \|G_\gamma \Delta_j(\Delta_k \tilde{f} \Delta_k g)\|_{L^p} \lesssim \sum_k \chi_{|n| \geq 5} (k-j) a_{k-j} b_k c_k \\
\lesssim \left(\sum_k \chi_{|n| \geq 5} (k-j) a_{k-j} b_k\right) \left(\sup_k c_k\right).
\]

Observe that by Young’s convolution inequality we have
\[
\left(\sum_{k \geq j+5} (a_{k-j} b_k)^q\right)^{1/q} \leq \left(\sum_{k \geq 5} a_k\right)^{1/q} \left(\sum_{k} b_k^q\right)^{1/q},
\]
which is finite provided that $s + t > 0$.

Therefore
\[
(5.25) 2^{(s+t-2/p)j} \sum_{k \geq j+5} \|G_\gamma \Delta_j(\Delta_k \tilde{f} \Delta_k g)\|_{L^p} \lesssim c_j \|\tilde{f}\|_{B_{p,q}^s} \|\tilde{g}\|_{B_{p,\infty}^t},
\]
where
\[
c_j := \|\tilde{f}\|_{B_{p,q}^s}^{-1} \sum_{k \geq j+5} a_{k-j} b_k
\]
and satisfies $\langle c_j \rangle \in \ell^q$. This finishes the case $k \geq j + 5$ and hence, the proof of Theorem 3.4. □

Case: $|k - j| \leq 4$. It suffices to consider $G_\gamma \Delta_j (\Delta_k f S_k g)$ since the term $G_\gamma \Delta_j (\Delta_k f \Delta_k g)$ is easier.

First, let us rewrite $G_\gamma \Delta_j (\Delta_k f S_k g)$ as

$$
\sum_{\ell \leq k - 3} G_\gamma \Delta_j (G_\gamma^{-1} \Delta_k f S_k g). \tag{5.26}
$$

We claim that the associated multiplier satisfies the following bounds

$$
\partial_\xi^{\beta_1} \partial_\eta^{\beta_2} m_{j,k,\ell}(\xi, \eta) \lesssim \|\xi\|^{-|\beta_1|} \|\eta\|^{-|\beta_2|}, \tag{5.27}
$$

where

$$
m_{j,k,\ell}(\xi, \eta) = e^{\gamma(\|\xi + \eta\|^\alpha - \|\xi\|^\alpha - \|\eta\|^\alpha)} \varphi_j(\xi + \eta) \varphi_k(\xi) \varphi_\ell(\eta). \tag{5.28}
$$

To this end, let $\beta = (\beta_\xi, \beta_\eta)$ and observe that by (5.6) and Proposition 5.2 we have

$$
\left| \partial_\xi^{\beta_1} \partial_\eta^{\beta_2} e^{\gamma R_\alpha(\xi, \eta)} \right| \lesssim \sum_{\mu, \nu} C_{\mu, \nu} |\mu| e^{\gamma R_\alpha(\xi, \eta)} \prod_{1 \leq |b| \leq |\beta|} (2^{\ell(|a - |b|)|2^{-k|b_\xi|}})^{v_b}.
$$

Since $\|\eta\| \sim 2^\ell$ and $k - \ell \geq 3$, it follows by Lemma 7.1 that

$$
\|\xi + \eta\|^\alpha - \|\xi\|^\alpha - \|\eta\|^\alpha \lesssim -c_\alpha 2^{k\alpha}.
$$

Thus, by (5.7) we get

$$
\left| \partial_\xi^{\beta_1} \partial_\eta^{\beta_2} e^{\gamma R_\alpha(\xi, \eta)} \right| \lesssim \sum_{\mu, \nu} C_{\mu, \nu} |\mu| e^{-c_\alpha \gamma 2^{k\alpha}} 2^{\ell(|a - |b_\xi|)|2^{-k|b_\xi|}}
\lesssim 2^{-k|\beta_\xi|} 2^{-\ell|\beta_\eta|} \sum_{\mu, \nu} C_{\mu, \nu} (\gamma 2^{k\alpha}) |\mu| e^{-c_\alpha \gamma 2^{k\alpha}}
\lesssim 2^{-k|\beta_\xi|} 2^{-\ell|\beta_\eta|}
$$

holds for all $\xi \in \mathbb{R}^2$.

Hence, by the product rule and the fact that $2^k \sim 2^j$, we can conclude that

$$
\left| \partial_\xi^{\beta_1} \partial_\eta^{\beta_2} m_{j,k}(\xi, \eta) \right| \lesssim 2^{-k|\beta_1|} 2^{-\ell|\beta_2|}.
$$

for all $\xi \in \mathbb{R}^2$, which implies (5.27).

Therefore by Theorem 3.7, we have

$$
\|G_\gamma \Delta_j (\Delta_k f S_k g)\|_{L^r} \lesssim \sum_{\ell \leq k - 1} \|\Delta_k f\|_{L^p} \|\Delta_\ell g\|_{L^q}, \tag{5.30}
$$

where $1/r = 1/p + 1/q$ and $1 \leq r < \infty$, $1 < p < \infty$, $1 < q \leq \infty$. 

Now let $\sigma = s + t - 2/p$ and $N > 1$. Let $p^* := (pN)/(N-1)$. Then by (5.30), the Bernstein inequalities, and the fact that $|k - j| \leq 4$, we have

$$2^{\sigma j} \| G_\gamma \Delta_j \left( \Delta_k f S_k \bar{g} \right) \|_{L^p} \lesssim \sum_{\ell \leq k-1} 2^{(\sigma - s - 1 + 2/p^*)k} 2^{sk} \| \Delta_k \bar{f} \|_{L^{p^*}} 2^{\ell}\| \Delta_\ell \bar{g} \|_{L^p} 2^{-(2/p^*-t)(k-\ell)} \lesssim 2^{\sigma j} \| \Delta_j \bar{f} \|_{L^p} \sum_{\ell \leq k-1} 2^{\ell}\| \Delta_\ell \bar{g} \|_{L^p} 2^{-(2/p^*-t)(k-\ell)}$$

Let $t < 2/p$. Observe that for $N$ large enough, we have $t < 2/p^*$. Then

$$2^{(s + t - 2/p)j} \| G_\gamma \Delta_j \left( \Delta_k f S_k \bar{g} \right) \|_{L^p} \lesssim C_j \| \bar{f} \|_{\dot{B}^s_{p,\infty}} \| \bar{g} \|_{\dot{B}^t_{p,q}},$$

where

$$C_j := \| \bar{g} \|_{\dot{B}^s_{p,q}}^{-1} \sum_{\ell \leq j+2} 2^{\ell}\| \Delta_\ell \bar{g} \|_{L^p} 2^{(t-2/p^*)(j-\ell)},$$

which satisfies $(C_j)_{j \in \mathbb{Z}} \in \ell^q$. This establishes the case $|k - j| \leq 4$.

### 5.2. Proof of Theorem 3.5.

**Cases: $k \geq j + 1$ and $|k - j| \leq 1$.** The corresponding terms are $\Delta_k f \Delta_j S_k \bar{g}$ and $\Delta_k f \Delta_j \Delta_k \bar{g}$, respectively. By Hölder’s inequality and Bernstein we have

$$2^{\sigma j} \| \Delta_k f \Delta_j S_k \bar{g} \|_{L^p} \lesssim c_j 2^{-(s-2/p)(k-j)} 2^{sk} \| \Delta_k f \|_{L^p} \| \bar{g} \|_{\dot{B}^t_{p,q}},$$

where

$$c_j := \| \bar{g} \|_{\dot{B}^s_{p,q}}^{-1} 2^{\sigma j} \| \Delta_j \bar{g} \|_{L^p}.$$

Observe that by Hölder’s inequality

$$\sum_{k \geq j+1} 2^{-(s-2/p)(k-j)} \chi\{n \geq 1\}(k-j) 2^{sk} \| \Delta_k f \|_{L^p} \lesssim \left( \sum_{k \geq 1} 2^{-(s-2/p)kq'} \right)^{1/q'} \| f \|_{\dot{B}^s_{p,q}},$$

which is finite provided that $s - 2/p > 0$. Therefore

$$2^{(s + t - 2/p)j} \sum_{k \geq j+1} \| \Delta_k f \Delta_j S_k \bar{g} \|_{L^p} \lesssim c_j \| f \|_{\dot{B}^s_{p,q}} \| \bar{g} \|_{\dot{B}^t_{p,q}},$$

Similarly, we have for any $s \in \mathbb{R}$

$$2^{(s + t - 2/p)j} \sum_{|k - j| \leq 1} \| \Delta_k f \Delta_k \bar{g} \|_{L^p} \lesssim c_j \| f \|_{\dot{B}^s_{p,q}} \| \bar{g} \|_{\dot{B}^t_{p,q}},$$

where

$$c_j := \| \bar{g} \|_{\dot{B}^s_{p,q}}^{-1} 2^{\sigma j} \| \Delta_j \bar{g} \|_{L^p}.$$
Case: $k \geq j + 5$. The derivative estimates for the corresponding multiplier remain the same as those from Theorem 3.4, except that we sum over $k$ differently since now it is assumed that $s + t - 2/p > 0$.

Since (5.23) holds, we know that Theorem 3.7 implies

$$\|G_\gamma \Delta_j (\check{\Delta}_k f \Delta_k g)\|_{L^p} \lesssim \|\check{\Delta}_k \tilde{f}\|_{L^p} \|\Delta_k \tilde{g}\|_{L^\infty} \lesssim 2^{(2/p)k} \|\check{\Delta}_k \tilde{f}\|_{L^p} \|\Delta_k \tilde{g}\|_{L^p}.$$

Thus, for $\sigma := s + t - 2/p$, by the Bernstein inequalities we have that

$$\sum_{k \geq j + 5} 2^{\sigma j} \|G_\gamma \Delta_j (\Delta_k f \Delta_k g)\|_{L^p} \lesssim \sum_{k \geq j} \chi_{[n \geq 5]}(k - j) 2^{-s-t-2/p} \sum_{a_k} 2^k \|\check{\Delta}_k \tilde{f}\|_{L^p} \|\Delta_k \tilde{g}\|_{L^p}.$$

As before Young’s convolution inequality implies

$$\left( \sum_k (\mu_{k-j} a_{k-j} b_k)^q \right)^{1/q} \leq \left( \sum_{k \geq 5} a_k \right) \left( \sum_{k} b_k^q \right)^{1/q},$$

which will be finite provided that $s + t - 2/p > 0$.

Thus

$$2^{(s+t-2/p)j} \sum_{k \geq j + 5} \|G_\gamma \Delta_j (\Delta_k f \Delta_k g)\|_{L^r} \lesssim c_j \|\tilde{f}\|_{\dot{B}_{p,q}^s} \|\tilde{g}\|_{\dot{B}_{p,\infty}^t},$$

with $c_j$ given by

$$c_j := \|\tilde{f}\|_{\dot{B}_{p,q}^s}^{-1} \sum_k \mu_{k-j} a_{k-j} b_k.$$

Case: $|k - j| \leq 4$. From the proof of Theorem 3.4, it suffices to consider the commutator term, $[G_\gamma \Delta_j, S_k f] \Delta_k g$, which we view as $T_{m,j,k}(S_k f, \Delta_k g)$.

Indeed, observe that

$$T_{m,j,k}(S_k f, \Delta_k g)(x) = \int \int e^{ix \cdot (\xi + \eta)} [G_\gamma (\xi + \eta) \varphi_j (\xi + \eta) - G_\gamma (\eta) \varphi_j (\eta)] \psi_k (\xi) \varphi_k (\eta) \hat{f}(\xi) \hat{g}(\eta) \ d\xi d\eta.$$

Then by the mean value theorem

$$T_{m,j,k}(S_k f, \Delta_k g)(x) = \sum_{i=1,2} \sum_{\ell \leq k-3} \int_0^1 T_{m,i,j,k,\ell,\sigma}(\Delta_\ell \hat{f}, \Delta_k \tilde{g})(x) \ d\sigma,$$

where

$$m_{i,j,k,\ell,\sigma}(\xi, \eta) = m_A (\xi, \eta) + m_B (\xi, \eta).$$
and
\[ m_A(\xi, \eta) := \alpha \gamma e^{\gamma R_{\alpha, \sigma}}(\xi, \eta) \|\xi \sigma + \eta\|^{\alpha - 2} (\xi \sigma + \eta_0) \varphi_j(\xi \sigma + \eta) \varphi_k(\xi) \varphi_k(\eta) \]
\[ m_B(\xi, \eta) := e^{\gamma R_{\alpha, \sigma}}(\xi, \eta) (\partial_t \varphi_0)(2^{-j} (\xi \sigma + \eta_0)) 2^{-j} \varphi_j(\xi) \varphi_k(\eta). \]

Now observe that since \( \|\xi\| \sim 2^k, \|\eta\| \sim 2^k \), and \( k - \ell \geq 3 \), by Lemma 7.1 there exists a constant \( c_\alpha > 0 \) such that
\[ \|\xi \sigma + \eta\|^{\alpha - 2} (\xi \sigma + \eta_0) \leq -c_\alpha \|\xi\|^\alpha, \text{ for } \sigma \geq 1/2, \]
and by the triangle inequality
\[ \|\xi \sigma + \eta\|^{\alpha - 2} (\xi \sigma + \eta_0) \leq -c_\alpha \|\xi\|^\alpha, \text{ for } \sigma \leq 1/2. \]

This implies that
\[ e^{\gamma R_{\alpha, \sigma}}(\xi, \eta) \leq \begin{cases} e^{-(c_\alpha / 2) \gamma 2^\alpha \|\xi\|^{-|\beta_1|} \|\eta\|^{-|\beta_2|}}, & \sigma \leq 1/2 \\ e^{-c_\alpha \gamma \|\xi\|^{\alpha - (1-\sigma)\alpha}}, & \sigma > 1/2 \end{cases} \]
(5.38)

Suppose that \( \sigma \leq 1/2 \) and observe that by Proposition 5.2, Faà di Bruno, and (5.38), we have
\[ |\partial^\beta e^{\gamma R_{\alpha, \sigma}}(\xi, \eta)| \lesssim \sum_{\mu, \nu} C_{\mu, \nu} |\mu| e^{\gamma R_{\alpha, \sigma}}(\xi, \eta) \prod_{1 \leq |b| \leq |\beta|} (2^\ell (\alpha - |b_0|) 2^{-k|b_0|})^{|b_0|} \]
\[ \lesssim 2^{-\ell |\beta_1| - k |\beta_2|} \sum_{\mu, \nu} C_{\mu, \nu} (\gamma 2^\alpha) |\mu| e^{-c_\alpha \gamma 2^\alpha} \]
(5.39)

Similarly, for \( \sigma \geq 1/2 \), using (5.38) we obtain
\[ |\partial^\beta e^{\gamma R_{\alpha, \sigma}}(\xi, \eta)| \lesssim \sum_{\mu, \nu} C_{\mu, \nu} |\mu| e^{-c_\alpha \gamma 2^\alpha} e^{-(1-\sigma)\gamma \|\xi\|^{\alpha - (1-\sigma)\alpha}} \prod_{1 \leq |b| \leq |\beta|} (2^\ell (\alpha - |b_0|) 2^{-k|b_0|})^{|b_0|} \]
\[ \lesssim \sum_{\mu, \nu} C_{\mu, \nu} |\mu| e^{-c_\alpha \gamma 2^\alpha} \prod_{1 \leq |b| \leq |\beta|} (2^\ell (\alpha - |b_0|) 2^{-k|b_0|})^{|b_0|} \]
(5.40)

For the other factors, observe that since \( \|\xi \sigma + \eta\| \sim 2^j \) we have
\[ |\partial^\beta (\|\xi \sigma + \eta\|^{\alpha - 2})| \lesssim \|\xi \sigma + \eta\|^{\alpha - 2 - |\beta|} \lesssim 2^{j (\alpha - 2)} \|\xi\|^{-|\beta_1|} \|\eta\|^{-|\beta_2|} \]
(5.41)
\[ |\partial^\beta (\xi \sigma + \eta)| \lesssim \begin{cases} 2^k, & |\beta| = 0 \\ 1, & |\beta| = 1 \text{ and } |\beta_k| = 1 \\ 0, & |\beta| \geq 2 \text{ or } |\beta_i| \neq 0 \text{ or } i' \neq i \end{cases} \]
(5.42)

It follows from (5.41) and (5.42) that
\[ |\partial^\beta (\|\xi \sigma + \eta\|^{\alpha - 2} (\xi \sigma + \eta))| \lesssim 2^{j (\alpha - 1) - \ell |\beta_1| 2^{-k|\beta_2|}} \]
(5.43)
We also have
\begin{align}
(5.44) & \quad \left| \partial_\xi^\beta \varphi_\ell(\xi) \right| \lesssim 2^{-\ell|\beta|} \lesssim \|\xi\|^{-|\beta|}, \\
(5.45) & \quad \left| \partial_\eta^\beta \varphi_k(\eta) \right| \lesssim 2^{-k|\beta|} \lesssim \|\eta\|^{-|\beta|}
\end{align}
for all \(\eta \in \mathbb{R}^2\).

Therefore, combining (5.39), (5.40) and (5.43)-(5.45), we can deduce that
\begin{equation}
\left| \partial_\xi^\beta \partial_\eta^\beta m_A(\xi, \eta) \right| \lesssim \gamma^{-\delta} 2^{-j(1-\alpha)} e^{-\left(\frac{\alpha}{2}\right)^2} \|\xi\|^{-|\beta_1|} \|\eta\|^{-|\beta_2|}
\end{equation}
(5.46)
for any \(\delta \geq 0\).

On the other hand, we can estimate \(m_B\) using (5.39) and (5.40) by
\begin{align}
(5.47) & \quad \left| \partial_\xi^\beta \partial_\eta^\beta m_B(\xi, \eta) \right| \lesssim 2^{-j} \|\xi\|^{-|\beta_1|} \|\eta\|^{-|\beta_2|},
\end{align}

Fix \(N > 1\) and let \(p^* = \left(\frac{pN}{N-1}\right)\) with \(p^* = pN\) so that \(1/p = 1/(p^*) + 1/p^*\). Then by Theorem 3.7 and the Bernstein inequalities
\begin{equation}
\|T_{m_A}(\triangle T f, \triangle g)\|_{L^p} \lesssim \gamma^{-\delta} 2^{-j(1-\alpha)} 2^{(1-\delta)\ell} \|\triangle f\|_{L^{(p^*)'}} \|\triangle g\|_{L^{p'}},
\end{equation}
(5.48)
\begin{equation}
\|T_{m_B}(\triangle T f, \triangle g)\|_{L^p} \lesssim 2^{-j\delta} 2^{\delta\ell} \|\triangle f\|_{L^{(p^*)'}} \|\triangle g\|_{L^{p'}},
\end{equation}
(5.49)
Suppose that \(s < 1 + 2/p\) and consider \(0 \leq \delta < \alpha\) such that \(s < 1 + 2/p - \delta\). Moreover, choose \(N > 0\) large enough so that \(s < 1 + 2/p^* - \delta\). From (5.49), we apply the Bernstein inequalities again and the fact that \(|k - j| \leq 4\) to get
\begin{equation}
\|T_{m_B}(\triangle T f, \triangle g)\|_{L^p} \lesssim 2^{-j\delta} 2^{\delta\ell} \|\triangle f\|_{L^{(p^*)'}} \|\triangle g\|_{L^{p'}},
\end{equation}
(5.50)
where
\[C_j := \|\widetilde{f}\|_{L^\infty}^{-1} \sum_{j \geq t-2} 2^{-s(2/p^*-s)(j-\ell)} \|\triangle_T f\|_{L^p},\]
which satisfies \((C_j)_{j \in \mathbb{Z}} \in \ell^q\) since \(s < 1 + 2/p^*\).

Similarly, since \(s < 1 + 2/p^* - \delta\), from (5.48) we can estimate
\begin{equation}
\|T_{m_A}(\triangle T f, \triangle g)\|_{L^p} \lesssim \gamma^{-\delta} 2^{-\delta - \alpha s - t - 2/p} \|\triangle f\|_{L^{(p^*)'}} \sum_{\ell \leq k-3} 2^{-s(2/p^*-s)(k-\ell)} \|\triangle_T f\|_{L^p}
\end{equation}
(5.51)
\[\lesssim \gamma^{-\delta} 2^{-\delta - \alpha s - t - 2/p} \|\triangle f\|_{L^{(p^*)'}} \sum_{\ell \leq k-3} 2^{-s(2/p^*-s)(k-\ell)} \|\triangle_T f\|_{L^p},\]
where
\[ C_j := \| \tilde{f} \|_{B^0_{p,q}}^{-1} \sum_{j \geq \ell-2} 2^{-(1+2/p^*-s)(j-\ell)} 2^{s\ell} \| \triangle \ell \tilde{f} \|_{L^p}, \]
which satisfies \((C_j)_{j \in \mathbb{Z}} \in \ell^q\) since \(s < 1 + 2/p^* - \delta\).

Combining the estimates (5.35), (5.33), (5.34), (5.50), and (5.51) completes the proof of Theorem 3.5.

6. Proof of Theorem 3.1

We will provide the proof only for the critical regularity index \(\sigma_c := 1 + 2/p - \kappa\), the proof for \(\sigma > \sigma_c\) being similar. The proof will proceed in three steps. In the first step (Part I) we will make two preliminary estimates that arise from the linear part of the equation. Next, in Part II, we will construct and establish properties for the approximating solution sequence in the usual Besov spaces that will be necessary for our purposes. Finally, in Part III, we conclude the proof by making the relevant \textit{a priori} estimates in Gevrey classes.

6.1. Part I: Preliminary estimates. We will need to control the linear term that appears from differentiating the Gevrey norm with respect to \(t\) in the \textit{a priori} estimates. To do so, we adapt the approach in [59] where the \(L^2\) case is dealt with, and modify the proof to accommodate the general case of \(p \neq 2\).

Lemma 6.1. Let \(0 < \alpha < \kappa\) and \(1 \leq p \leq \infty\). If \(\Lambda^\alpha f, G_\gamma \Lambda^\kappa f \in L^p\), then
\[ \| G_\gamma \Lambda^\alpha \triangle_j f \|_{L^p} \lesssim \| \Lambda^\alpha \triangle_j f \|_{L^p} + \gamma^{-(1-\kappa/\alpha)} \| G_\gamma \Lambda^\kappa \triangle_j f \|_{L^p}, \]
for all \(j \in \mathbb{Z}\).

Proof. Fix an integer \(k\), to be chosen later, such that \(N := 2^{k-3}\). Denote by \(\triangle_j\) the augmented operator \(\triangle_{j-1} + \triangle_j + \triangle_{j+1}\). Observe that
\[ G_\gamma \Lambda^\alpha \triangle_j f = G_\gamma S_k(\Lambda^\alpha \triangle_j f) + \Lambda^{-(\kappa-\alpha)}(I - S_k) \triangle_j(G_\gamma \Lambda^\kappa \triangle_j f). \]
Observe that \(G_\gamma S_k \in L^1\). Indeed, by Lemma 4.1 we have
\[ \| G_\gamma S_k \|_{L^1} \leq \sum_{n=0}^{\infty} \frac{\lambda^n \gamma^n}{n!} \| \Lambda^{\alpha n} S_k \|_{L^1} \leq e^{c\gamma 2^k\alpha}, \]
for some absolute constant \(c > 0\). On the other hand, observe that \(\tilde{m} := \Lambda^{-(\kappa-\alpha)}(I - S_k) \triangle_j\) is smooth with compact support. Let \(g := G_\gamma \Lambda^\kappa \triangle_j f\). We consider three cases.

If \(2^j + 2 \leq N\), then \(g \equiv 0\). If \(N \leq 2^j - 2\), then Lemma 4.1 and Young’s convolution inequality implies that
\[ \| T_m g \|_{L^1} \lesssim 2^{-(\kappa-\alpha)j} \lesssim N^{-(\kappa-\alpha)}, \]
where \(T_m\) is convolution with \(\tilde{m}\). Similarly, if \(2^j - 1 \leq N \leq 2^j + 1\), then
\[ \| T_m g \|_{L^1} \lesssim N^{-(\kappa-\alpha)}. \]
Therefore, for any $N > 0$
\[ \|G_\gamma \Lambda^\alpha \Delta_j f\|_{L^p} \lesssim e^{\gamma N^\alpha} \|\Lambda^\alpha \Delta_j f\|_{L^p} + N^{-(\kappa - \alpha)} \|G_\gamma \Lambda^\kappa \Delta_j f\|_{L^p}. \]
Finally, choose $k := \lceil \alpha^{-1} \log_2(1/\gamma) \rceil$, where $[x]$ denotes the greatest integer $\geq x$. Then $N \sim \gamma^{-1/\alpha}$, which gives (6.1).

We will also require the following properties for the solution to the linear heat equation (4.7). Let us consider the space
\[ X_T := \{v \in C((0, T); \hat{B}^{\sigma+\beta}_{p,q}(\mathbb{R}^2)) : \|v\|_{X_T} < \infty\}, \]
such that
\[ \|v\|_{X_T} := \sup_{0 < t < T} \|e^{\lambda t^\beta/\kappa}G_\gamma v(\cdot, t)\|_{\hat{B}^{\sigma+\beta}_{p,q}}, \]
where $\gamma = \lambda^{\alpha/\kappa}$, $\lambda > 0$, $\sigma \in \mathbb{R}$ and $\beta \geq 0$.

**Lemma 6.2.** Let $\alpha < \kappa$, $\sigma > 0$, and $\beta \geq 0$ and suppose that $\theta_0 \in \hat{B}^\sigma_{p,q}(\mathbb{R}^2)$. Then
(i) $\|e^{-(\cdot)\Lambda^\alpha} \theta_0\|_{X_T} \lesssim \|\theta_0\|_{\hat{B}^\sigma_{p,q}}$, for any $T \geq 0$, and
(ii) $\lim_{T \to 0} \|e^{-(\cdot)\Lambda^\alpha} \theta_0\|_{X_T} = 0$.

**Proof.** Observe that for $b < 1$, we have $e^{ax^b-cx} \leq 1$ for $x > 1$ and $e^{ax^b-cx} \lesssim e^{-cx}$ for $0 \leq x \leq 1$. If $t2^{jk} \leq 1$, then arguing as in Lemma 6.1, e.g., (6.2),
\[ \|e^{\lambda t^{\alpha/\kappa} \Lambda^\alpha} e^{-t\Lambda^\kappa} \Delta_j \theta_0\|_{L^p} \lesssim e^{c_1 \lambda (t2^{jk})^{\alpha/\kappa}} \|e^{-t\Lambda^\kappa} \Delta_j \theta_0\|_{L^p} \lesssim e^\lambda \|e^{-t\Lambda^\kappa} \Delta_j \theta_0\|_{L^p}, \]
for some $c_1 > 0$. If $t2^{jk} > 1$, then arguing as in Lemma 6.1 and applying Lemma 4.4
\[ \|e^{\lambda t^{\alpha/\kappa} \Lambda^\alpha} e^{-t\Lambda^\kappa} \Delta_j \theta_0\|_{L^p} \lesssim e^{c_1 \lambda (t2^{jk})^{\alpha/\kappa} - c_2 t2^{jk}\kappa} \|e^{-(t/2)\Lambda^\kappa} \Delta_j \theta_0\|_{L^p} \lesssim \|e^{-c_3 t\Lambda^\kappa} \Delta_j \theta_0\|_{L^p}, \]
for some $c_1, c_2, c_3 > 0$. Therefore, a final application of Lemma 4.4 proves
\[ \|e^{\lambda t^{\alpha/\kappa} \Lambda^\alpha} e^{-t\Lambda^\kappa} \Delta_j \theta_0\|_{L^p} \lesssim \|e^{-c_4 t\Lambda^\kappa} \Delta_j \theta_0\|_{L^p} \lesssim e^{-c_4 t2^{jk}\kappa} \|\Delta_j \theta_0\|_{L^p}, \]
for some $c_4 > 0$. Now by (6.6) we have
\[ \|e^{\lambda t^{\alpha/\kappa} \Lambda^\alpha} e^{-t\Lambda^\kappa} \theta_0\|_{\hat{B}^{\sigma+\beta}_{p,q}}^q = \sum_j 2^{(\sigma+\beta)jq} \|e^{\lambda t^{\alpha/\kappa} \Lambda^\alpha - t\Lambda^\kappa} \Delta_j \theta_0\|_{L^p}^q \lesssim \sum_j 2^{\beta jq} e^{-q c_4 t2^{jk}\kappa} (2^{\sigma j} \|\Delta_j \theta_0\|_{L^p})^q \lesssim t^{-(\beta q)/\kappa} \|\theta_0\|_{\hat{B}^{\sigma}_{p,q}}^q. \]

This proves (i). Now we prove (ii). Then for any $\epsilon > 0$, there exists $\theta'_0 \in S$ such that $\mathcal{F}\theta'_0$ is supported away from the origin and $\|\theta_0 - \theta'_0\|_{\hat{B}^{\sigma}_{p,q}} < \epsilon$. In
Lemma 6.2 we have

\[ a \text{priori } \text{obtain} \]

\[ (6.12) \]

We proceed by induction. Assume that (6.11) holds for some \( n > 0 \).

We apply \( \Delta_j \) to (6.8) to obtain

\[ \partial_t \theta_j^{n+1} + \Lambda^\kappa \theta_j^{n+1} + \Delta_j (u^n, \nabla \theta^n) = 0. \]
Then we take the $L^2$ inner product of (6.13) with $|\theta_j|^{p-2}\theta_j$ and use the fact that $\nabla \cdot u^n = 0$ to write
\begin{equation}
(6.13) \quad \frac{1}{p} \frac{d}{dt} \|\theta_j^{n+1}\|_{L^p} + \int_{\mathbb{R}^2} \Lambda^\kappa \theta_j^{n+1}|\theta_j^{n+1}|^{p-2}\theta_j^{n+1} \, dx
= - \int_{\mathbb{R}^2} [\triangle_j, u^n]\nabla \theta_j^{n+1}|\theta_j^{n+1}|^{p-2}\theta_j^{n+1} \, dx.
\end{equation}

Note that we used the fact that

\begin{equation}
(6.14) \quad \int_{\mathbb{R}^2} u^n \cdot \nabla \theta_j^{n+1}|\theta_j|^{p-2}\theta_j^{n+1} \, dx = 0,
\end{equation}

which one obtains by integrating by parts and invoking the fact that $\nabla \cdot u^n = 0$ for all $n > 0$. Now, we apply Lemma 4.3, Lemma 4.2, and Hölder’s inequality, so that after dividing by $\|\theta_j\|_{L^p}$, (6.13) becomes
\begin{equation}
\frac{d}{dt} \|\theta_j^{n+1}\|_{L^p} + C2^{\sigma_j} \|\theta_j^{n+1}\|_{L^p} \lesssim \|\triangle_j, u^n\|_L^1 \|\nabla \theta_j^{n+1}\|_{L_p}.
\end{equation}
Let $\beta < \kappa/2$. By Corollary 3.6 with $s = \sigma_c + \beta$ and $t = 2/p - \kappa + \beta$ we get
\begin{equation}
\frac{d}{dt} \|\theta_j^{n+1}\|_{L^p} + C2^{\sigma_j} \|\theta_j^{n+1}\|_{L^p} \lesssim 2^{-((\sigma_c + \beta) - (\kappa - \beta)) j} c_j \|\theta^n\|_B^{\sigma_c+\beta} \|\theta^{n+1}\|_B^{\sigma_c+\beta}.
\end{equation}

Note that we have used boundedness of the Riesz transform. Thus, multiplying by $2^{(\sigma_c+\beta)j}$, then applying Gronwall’s inequality gives
\begin{equation}
\|\theta^{n+1}(t)\|_{B_{p,q}^{\sigma_c+\beta}} \lesssim \left( \sum_j \left( e^{-C2^{\sigma_c+\beta}j} \|\triangle_j \theta_0\|_{L^p} \right)^q \right)^{1/q}
+ \left( \int_0^t \sum_j \left( e^{-C2^{\sigma_c+\beta}j} \|\theta^n(s)\|_B^{\sigma_c+\beta} \|\theta^{n+1}(s)\|_B^{\sigma_c+\beta} \right)^q \right)^{1/q} ds
\end{equation}
In particular, this implies
\begin{equation}
t^{\beta/\kappa} \|\theta^{n+1}(t)\|_{B_{p,q}^{\sigma_c+\beta}} \lesssim t^{\beta/\kappa} \left( \sum_j \left( e^{-C2^{\sigma_c+\beta}j} \|\triangle_j \theta_0\|_{L^p} \right)^q \right)^{1/q}
+ t^{\beta/\kappa} \left( \int_0^t s^{-2\beta/\kappa} (t-s)^{-1-\beta/\kappa} ds \right) \left( \sum_j c_j^q \right)^{1/q}
\times \left( \sup_{0<t<T} t^{\beta/\kappa} \|\theta^n(s)\|_{B_{p,q}^{\sigma_c+\beta}} \right) \left( \sup_{0<t<T} t^{\beta/\kappa} \|\theta^{n+1}(s)\|_{B_{p,q}^{\sigma_c+\beta}} \right),
\end{equation}

where we have used the fact that
\begin{equation}
x^n e^{-ax^n} \lesssim a^{-b/c}.
\end{equation}
Since $\beta < \kappa/2$, $(c_j)_{j \in \mathbb{Z}} \in \ell^q$ and
\[
\int_0^t \frac{1}{s^{2\beta/\kappa}(t-s)^{1-\beta/\kappa}} \, ds \lesssim t^{-\beta/\kappa},
\]
we actually have
\[
(6.17)\quad \sup_{0 < t < T} t^{\beta/\kappa} \| \theta^{n+1}(t) \|_{B^\sigma_{p,q} + \beta} \lesssim \sup_{0 < t < T} t^{\beta/\kappa} \left( \sum_j \left( e^{-C2^{\sigma_j} t} 2^{(\sigma + \beta)j} \| \triangle_j \theta_0 \|_{L^p} \right)^q \right)^{1/q}
+ \left( \sup_{0 < t < T} t^{\beta/\kappa} \| \theta^n(t) \|_{B^\sigma_{p,q} + \beta} \right) \left( \sup_{0 < t < T} t^{\beta/\kappa} \| \theta^{n+1}(t) \|_{B^\sigma_{p,q} + \beta} \right),
\]
In fact, (6.16) also implies
\[
(6.18)\quad M(t) := t^{\beta/\kappa} \left( \sum_j \left( e^{-C2^{\sigma_j} t} 2^{(\sigma + \beta)j} \| \triangle_j \theta_0 \|_{L^p} \right)^q \right)^{1/q} \lesssim \| \theta_0 \|_{B^\sigma_{p,q} + \beta}.
\]
From Lemma 6.2 we know that
\[
e^{-C2^{\sigma_j} t} \| \Delta_j \theta_0 \|_{L^p} \lesssim \| e^{-c't \Lambda^\kappa} \Delta_j \theta_0 \|_{L^p},
\]
for some $c' > 0$, where $v_j = e^{-c't \Lambda^\kappa} \Delta_j \theta_0$ solves the heat equation
\[
\begin{cases}
\partial_t v + c' \Lambda^\kappa v = 0 \\
v(x,0) = \Delta_j \theta_0(x).
\end{cases}
\]
Hence
\[
M(t) \lesssim \sup_{0 < t < T} t^{\beta/\kappa} \| e^{-c't \Lambda^\kappa} \theta_0 \|_{B^\sigma_{p,q} + \beta},
\]
so that arguing as in Lemma 6.2, we may deduce that
\[
(6.19)\quad \lim_{T \to 0} \sup_{0 < t < T} M(t) = 0.
\]
Recall that by hypothesis, we have
\[
\lim_{T \to 0} \sup_{0 < t < T} t^{\beta/\kappa} \| \theta^n(t) \|_{B^\sigma_{p,q} + \beta} = 0.
\]
Then returning to (6.17), by hypothesis, we may choose $T$ sufficiently small so that
\[
\sup_{0 < t < T} t^{\beta/\kappa} \| \theta^n(t) \|_{B^\sigma_{p,q} + \beta} < 1/2.
\]
This implies that
\[
\sup_{0 < t < T} t^{\beta/\kappa} \| \theta^{n+1}(t) \|_{B^\sigma_{p,q} + \beta} \lesssim \sup_{0 < t < T} M(t).
\]
Finally, letting $T \to 0$ and invoking (6.19) completes the induction.
6.3. Part III: A priori bounds in Gevrey spaces. It will be convenient to introduce the space
\begin{equation}
X_\tau := \{v \in C((0, T); \dot{B}_{\nu}^{\sigma+\beta}(\mathbb{R}^2)) : \|v\|_{X_\tau} < \infty\},
\end{equation}
where,
\begin{equation}
\|v\|_{X_\tau} := \sup_{0 < t < T} t^{\beta/\kappa} \|Gv(\cdot, t)\|_{\dot{B}_{\nu}^{\sigma+\beta}},
\end{equation}
and 0 < \beta < \kappa/2 additionally satisfies (6.24) below.

Now we will demonstrate a priori bounds for \|\theta^n(\cdot)\|_{X_\tau}, independent of \tau. First apply \(G_\gamma \Delta_j\) to (6.8). Using the fact that \(G_\gamma, \Delta_j, \nabla\) are Fourier multipliers (and hence, commute), we obtain
\begin{equation}
\begin{split}
\partial_t \tilde{\theta}_j^{n+1} + \Lambda_\gamma^{\kappa} \tilde{\theta}_j^{n+1} + G_\gamma \Delta_j(u^n, \nabla \theta^{n+1}) = \lambda^{\kappa/\alpha} \gamma^{1-\kappa/\alpha} \Lambda_\gamma \tilde{\theta}_j^{n+1},
\end{split}
\end{equation}
where we have used the fact that \(\gamma := \lambda t^{\alpha/\kappa}\). Now apply Lemma 4.3, Lemma 4.2, and Hölder’s inequality, as well as Lemma 6.1 to obtain
\begin{equation}
\begin{split}
dt \|\tilde{\theta}_j^{n+1}\|^p_{L^p} + C2^{\kappa j} \|\tilde{\theta}_j^{n+1}\|^p_{L^p} \lesssim \gamma^{1-\kappa/\alpha} 2^{\alpha j} \|\theta^{n+1}\|^p_{L^p} + \|\theta^n\|_{L^p} \|G_\gamma \Delta_j, u^n\|_{L^p} \|\nabla \theta^{n+1}\|_{L^p}.
\end{split}
\end{equation}
Now choose \(\alpha < \kappa, 0 < \beta < \min\{\alpha, \kappa/2\}\) and \(\delta > 0\) such that
\begin{equation}
\alpha < \delta + \beta < \kappa < \frac{1}{2} + \frac{1}{p} + \beta.
\end{equation}
Then by Theorem 3.5 with \(s = \sigma_c + \beta\), and \(t = 2/p - \kappa + \beta\), we have
\begin{equation}
\begin{split}
dt \|\tilde{\theta}_j^{n+1}\|^p_{L^p} + 2^{\kappa j} \|\tilde{\theta}_j^{n+1}\|^p_{L^p} \lesssim \gamma^{1-\kappa/\alpha} 2^{\alpha j} \|\theta^{n+1}\|^p_{L^p} + \|G_\gamma \Delta_j, u^n\|_{L^p} \|\nabla \theta^{n+1}\|_{L^p}.
\end{split}
\end{equation}
Now by Gronwall’s inequality, for \(t \geq 0\) we have
\begin{equation}
\begin{split}
2^{(\sigma_c + \beta)j} \|\tilde{\theta}_j^{n+1}(t)\|^p_{L^p} \lesssim 2^{\beta_j e^{-C2^{\kappa j}2^{\alpha j}}} \|\Delta_j \theta_0\|^p_{L^p} \quad + \int_0^t \gamma(s)^{1-\kappa/\alpha} 2^{\alpha j} e^{-C(t-s)2^{\alpha j} \|\nabla \theta^{n+1}(s)\|_{L^p}} ds \\
+ C_j \int_0^t \gamma(s)^{\alpha-j/\alpha} 2^{(\alpha-j-\kappa+\beta)j} e^{-C(t-s)2^{\alpha j} \|\theta^n(s)\|_{L^p} \|\theta^{n+1}(s)\|_{L^p}} ds \\
+ C_j \int_0^t 2^{(\kappa+\beta)j} e^{-C(t-s)2^{\alpha j} \|\theta^n(s)\|_{L^p} \|\theta^{n+1}(s)\|_{L^p}} ds.
\end{split}
\end{equation}
Substituting \( \gamma(s) = \lambda s^{\alpha/\kappa} \), applying the decay properties of the heat kernel \( e^{-C(t-s)2^{\alpha/3}} \), Minkowski’s inequality, and by definition of the space \( X_T \), we arrive at

\[
\| \tilde{\theta}^{n+1}(t) \|_{B_{p,q}^{\sigma_c + \beta}} \lesssim t^{-\beta/\kappa} \| \theta_0 \|_{B_{p,q}^{\sigma_c}} + \left\langle \int_0^t s^{-(1-(\alpha-\beta)/\kappa)}(t-s)^{-\alpha/\kappa} ds \right\rangle \sup_{0 < t \leq T} \| \theta^{n+1}(t) \|_{B_{p,q}^{\sigma_c + \beta}}
\]

\[
+ \left\langle \int_0^t s^{-(\alpha-2\beta)/\kappa}(t-s)^{-(\alpha-\delta+\kappa-\beta)/\kappa} ds \right\rangle \| \theta^n \|_{X_T} \| \theta^{n+1} \|_{X_T}
\]

\[
+ \left\langle \int_0^t s^{-2\beta/\kappa}(t-s)^{-(\kappa-\beta)/\kappa} ds \right\rangle \| \theta^n \|_{X_T} \| \theta^{n+1} \|_{X_T}
\]

Since \( \beta < \min\{\alpha, \kappa/2\}, \alpha < \beta + \delta, \) and \( \alpha < \kappa \), we deduce after an application of (6.11) that

(6.25) \( \| \theta^{n+1} \|_{X_T} \leq C_1 \| \theta_0 \|_{B_{p,q}^{\sigma_c}} + C_2 \| \theta^n \|_{X_T} \| \theta^{n+1} \|_{X_T} \),

for some constants \( C_1, C_2 > 1 \). By Lemma 6.2 we have

(6.26) \( \| \theta^0 \|_{X_T} \leq C_3 \| \theta_0 \|_{\dot{B}_{p,q}^{\sigma_c}} \leq 2(C_1 \vee C_3) \| \theta_0 \|_{B_{p,q}^{\sigma_c}}, \)

for some constant \( C_3 > 1 \). Let \( C_4 := 2(C_1 \vee C_3) \) and assume that \( \| \theta_0 \|_{\dot{B}_{p,q}^{\sigma_c}} \leq (2C_2C_4)^{-1} \). If \( \| \theta^n \|_{X_T} \leq C_4 \| \theta_0 \|_{\dot{B}_{p,q}^{\sigma_c}} \) for some \( n > 0 \), then from (6.25), we get

(6.27) \( \frac{1}{2} \| \theta^{n+1} \|_{X_T} \leq C_1 \| \theta_0 \|_{\dot{B}_{p,q}^{\sigma_c}}. \)

Therefore, by induction \( \| \theta^n \|_{X_T} \leq C_4 \| \theta_0 \|_{\dot{B}_{p,q}^{\sigma_c}} \) for all \( n \geq 0 \).

For arbitrary \( \theta_0 \in \dot{B}_{p,q}^{\sigma_c} \), we can deduce uniform bounds for \( \{ \theta^n \}_{n \geq 0} \) by induction similarly. To this end, we first observe that by Lemma 6.2, there exists \( T_1 > 0 \) such that \( \| \theta^0 \|_{X_{T_1}} \leq C \), where \( C < (2C_2)^{-1} \). We can also choose \( T_0 = T_0(\theta_0) \) such that \( \sup_{0 \leq t < T_0} M(t) \leq C(2C_1)^{-1} \), where \( M(t) \) is defined as in (6.18). Now let \( T^* := T \wedge T_0 \). It follows that \( \| \theta^0 \|_{X_{T^*}} \leq C \).

For \( n > 0 \), observe that similar to (6.25), we also have the estimate

(6.28) \( \| \theta^{n+1} \|_{X_{T^*}} \leq C_1 \left( \sup_{0 < t < T^*} M(t) \right) + C_2 \| \theta^n \|_{X_{T^*}} \| \theta^{n+1} \|_{X_{T^*}}. \)

If \( \| \theta^k \|_{X_{T^*}} \leq C \), for all \( 0 < k \leq n \), then applying this to (6.28) and using the fact that \( C < (2C_2)^{-1} \), we have

\[ \| \theta^{n+1} \|_{X_{T^*}} \leq 2C_1 \left( \sup_{0 < t < T^*} M(t) \right). \]

Since \( \sup_{0 < t < T^*} M(t) \leq C(2C_1)^{-1} \) we therefore have

\[ \| \theta^{n+1} \|_{X_{T^*}} \leq C, \]

which completes the induction.
Finally, define the spaces $Y_T$ and $Z_T$ by

$$Y_T := \{ v \in C([0,T); B_{p,q}^{\sigma_c} : \|v\|_{Y_T} := \sup_{0 \leq t < T} \|G_\gamma v\|_{B_{p,q}^{\sigma_c}} < \infty \}$$

and

$$Z_T := \{ v \in X_T \cap Y_T : \|v\|_{Z_T} := \max\{\|v\|_{X_T}, \|v\|_{Y_T}\} < \infty \}.$$

To obtain estimates in the class $Z_T$, one must first prove an analog of Lemma 6.2 (i) for the space $Y_T$ to take care of the case $n = 0$. This follows easily from the proof of Lemma 6.2 by setting $\beta = 0$. Then for the case $n > 0$, one returns to (6.23) and applies Theorem 3.5 with $s = 1 + 2/p - \kappa + \beta$ and $t = 2/p - \kappa$, which forces the additional constraint $1/2 + 1/p + \beta/2 > \kappa$. One can then obtain uniform bounds on $\|\theta_n\|_{Y_T}$ by following steps similar to those made for estimating $\|\theta_n\|_{X_T}$, and taking advantage of the fact that $\|\theta_n\|_{X_T}$ is already uniformly bounded for all $n \geq 0$. This finishes the proof of the theorem.

### 7. Appendix

**Lemma 7.1.** Let $\alpha < 1$ and $f : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ be given by

$$f(\xi, \eta) := \|\xi\|^\alpha + \|\eta\|^\alpha - \|\xi + \eta\|^\alpha. \quad (7.1)$$

If $\|\xi\|/\|\eta\| \geq c$ for some $c > 0$, then there exists $\epsilon > 0$, depending only on $c$, such that $f(\xi, \eta) \geq \epsilon\|\eta\|^\alpha$.

**Proof.** Observe that

$$f(\xi, \eta) = \|\eta\|^\alpha \left( \left\| \frac{\xi}{\|\eta\|} \right\|^\alpha + 1 - \left\| \frac{\xi}{\|\eta\|} + \frac{\eta}{\|\eta\|} \right\|^\alpha \right).$$

Also observe that if $R$ is a rotation matrix, then $f(R\xi, R\eta) = f(\xi, \eta)$. Thus, we may assume that $\|\xi\| \geq c$ and that $\eta = e_1$, where $e_1 := (1,0)$. Now observe that

$$f(\xi, \eta) = (\xi_2^2 + \xi_2^2)^{\alpha/2} + 1 - ((\xi_1 + \eta_1)^2 + (\xi_2 + \eta_2)^2)^{\alpha/2} = (\xi_1^2 + \xi_2^2)^{\alpha/2} + 1 - ((\xi_1 + 1)^2 + \xi_2^2)^{\alpha/2}.$$

Let $x := \|\xi\|$. Then

$$f(\xi, \eta) = g_{c_1}(x) := x^\alpha + 1 - (x^2 + 1 + 2x_1)^{\alpha/2},$$

where $x \geq c$. Thus, we may assume $\xi_2 = 0$ and $|\xi_1| \geq c$. In particular, we may assume that $x = \xi_1$. An elementary calculation finally shows that $g(x) := |x|^\alpha + 1 - |x + 1|^\alpha \geq g(c) > 0$ since $x \geq c$. \hfill \Box

Now we provide the proof of our multiplier theorem, Theorem 3.7.
Proof. By Proposition 7.2, we may assume that for each fixed \( \xi \in \mathbb{R}^d \), \( m(\xi, \eta) \) is supported in \( [1/2 \leq \|\eta\| \leq 2] \subset [0, 4]^d \) as a function of \( \eta \). Thus, we may take the Fourier transform in the variables \( \eta_1, \ldots, \eta_d \), i.e.,

\[
m(\xi, \eta) \sim \sum_{k \in \mathbb{Z}^d} \hat{m}_k(\xi) e^{i k \cdot \eta} \chi(\eta),
\]

where \( \hat{m}_k(\xi) := \hat{m}(\xi, k) \) is the \( k \)-th Fourier coefficient of \( m \) and \( \chi(\eta) = 1 \) for \( 1/2 \leq \|\eta\| \leq 2 \) and is supported on \( [1/4 \leq \|\eta\| \leq 4] \). In fact, we write \( m(\xi, \eta) \) as

\[
m(\xi, \eta) \sim \hat{m}_0(\xi) \chi(\eta) + \left( \sum_{k \in \mathbb{Z}_0} + \cdots + \sum_{k \in \mathbb{Z}_{d-1}} \right) \hat{m}_k(\xi) e^{i k \cdot \eta} \chi(\eta),
\]

where \( Z_j \subset \mathbb{Z}^d \) is defined by

\[
Z_j := \{ k \in \mathbb{Z}^d : k_i = 0 \text{ for exactly } j \text{ many indices } i \text{ and } k_{i'} \neq 0 \text{ for } i' \neq i \},
\]

Observe that \( Z_j \) is isomorphic to \( C(d, d - j) \) copies of \( (\mathbb{Z} \setminus \{0\})^{(d-j)} \), where \( \mathbb{Z}^0 := \{0\} \).

Using multi-index notation, observe that for each \( k \in \mathbb{Z}^d \setminus \{0\} \), integration by parts gives

\[
\hat{m}_k(\xi) = \int e^{-i k \cdot \eta} m(\xi, \eta) \, d\eta = c_\alpha (-i)^{-\alpha} \tilde{m}_{k,\alpha}(\xi),
\]

for all \( \alpha \in \mathbb{N}^d \), where

\[
\tilde{m}_{k,\alpha}(\xi) := \int e^{-i k \cdot \eta} \partial_\eta^\alpha (m(\xi, \eta) \chi(\eta)) \, d\eta.
\]

By (3.5), it follows that \( m_0(\xi) \) is a Hörmander-Mikhlin multiplier. On the other hand, (3.5) and the fact that \( \chi \) is supported in \( [1/4 \leq \|\eta\| \leq 4] \) implies

\[
\left| \partial_\xi^\beta \tilde{m}_{k,\alpha}(\xi) \right| \lesssim \sum_{\alpha_1 + \alpha_2 = \alpha} \int \left| \partial_\xi^\beta \partial_\eta^{\alpha_1} m(\xi, \eta) \partial_\eta^{\alpha_2} \chi(\eta) \right| \, d\eta \\
\lesssim_{\beta, \alpha, d} \|\xi\|^{-\|\beta\|} \int_{[1/4 \leq \|\eta\| \leq 4]} \|\eta\|^{-\|\alpha_1\|} \, d\eta \\
\lesssim_{\beta, \alpha, d} \|\xi\|^{-\|\beta\|}.
\]

Thus \( \tilde{m}_{k,\alpha} \) is also a Hörmander-Mikhlin multiplier for all \( k \in \mathbb{Z}^d \) and \( \alpha \in \mathbb{N}^d \). Moreover, note that the suppressed constant in (7.5) is independent of \( k \).
Now for each \( j = 1, \ldots, d \), choose a multi-index \( a_j \in \mathbb{Z}_j \cap \mathbb{N}^d \) so that \( \sum_{k \in \mathbb{Z}_j} k^{-a_j} < \infty \). Finally, observe that

\[
T_m(f, g) = T_{m_0}(f)T_{\chi}(g) + \sum_{j=1}^{d} \sum_{k \in \mathbb{Z}_j} c_{a_j} k^{-a_j} (T_{\tilde{m}_k, a_j} f)(T_{\chi} \tau_k g),
\]

where \( \chi_k(\eta) := \chi(\eta)e^{ik \cdot \eta} \) and \( T_{m_k}, T_{\chi_k} \) denote linear multiplier operators with symbols \( m_k, \chi_k \), respectively, and \( \tau_m \) denotes the translation by \( m \) operator, i.e. \( (\tau_m h)(x) = h(x - m) \). Therefore, by Minkowski’s inequality, Hölder’s inequality, and the Hörmander-Mikhlin multiplier theorem we have

\[
\|T_m(f, g)\|_{L^r} \lesssim a \|f\|_{L^p} \|\chi\|_{L^1} \|g\|_{L^q},
\]

where we have used Young’s convolution inequality and translation invariance of \( dx \), and the suppressed constant depends on \( \sup_j \left( \sum_{k \in \mathbb{Z}_j} k^{-a_j} \right) \).

The next proposition shows that Marcinkiewicz multipliers are dilation invariant. Thus, we may (isotropically) rescale the support of \( m \) without penalty.

**Proposition 7.2.** Let \( 1/r = 1/p + 1/q \) and \( T_m : L^p \times L^q \to L^r \) be a bounded bilinear multiplier operator whose multiplier, \( m \), satisfies \( m \in L^\infty(\mathbb{R}^d \times \mathbb{R}^d) \)

\[
\left| \partial^{\beta_1} \partial^{\beta_2} m(\xi, \eta) \right| \lesssim_{\beta,d} \|\xi\|^{-|\beta_1|} \|\eta\|^{-|\beta_2|},
\]

for all \( \xi, \eta \in \mathbb{R}^d \setminus \{0\} \) and multi-indices \( \beta_1, \beta_2 \in \mathbb{N}^d \). Then \( T_{m_\lambda} \) is also bounded with the same operator norm, where \( m_\lambda \) is given by

\[
m_\lambda(\xi, \eta) := m(\lambda \xi, \lambda \eta).
\]

**Proof of claim.** We first show that \( m_\lambda \) also satisfies (7.6). Observe that

\[
\left| \partial^{\beta_1} \partial^{\beta_2} m_\lambda(\xi, \eta) \right| = \lambda^{|\beta_1|+|\beta_2|} \left( \partial^{\beta_1} \partial^{\beta_2} m \right)(\lambda \xi, \lambda \eta).
\]

Then since \( m \) satisfies (7.6) we have

\[
\left| \partial^{\beta_1} \partial^{\beta_2} m_\lambda(\xi, \eta) \right| \lesssim \lambda^{|\beta_1|+|\beta_2|} \|\lambda \xi\|^{-|\beta_1|} \|\lambda \eta\|^{-|\beta_2|}.
\]
Now we prove the claim. Indeed, let \( f \in L^p, g \in L^q \), and \( \lambda > 0 \). Then

\[
T_{m\lambda}(f, g)(x) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x \cdot (\xi + \eta))} m_{\lambda}(\xi, \eta) \hat{f}(\xi) \hat{g}(\eta) \, d\xi \, d\eta
\]

\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x \cdot (\lambda \xi + \lambda \eta))} m(\lambda \xi, \lambda \eta) \hat{f}(\xi) \hat{g}(\eta) \, d\xi \, d\eta
\]

\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x/\lambda \cdot (\xi/\lambda + \eta/\lambda))} m(\xi/\lambda, \eta/\lambda) \lambda^{-d} \hat{f}(\xi/\lambda) \lambda^{-d} \hat{g}(\eta/\lambda) \, d\xi \, d\eta
\]

\[
= T_{m}(f_{\lambda}, g_{\lambda})(x/\lambda) = (T_{m}(f_{\lambda}, g_{\lambda}))_{1/\lambda}(x).
\]

This implies

\[
\|T_{m\lambda}(f, g)\|_{L^r} = \lambda^{d/r} \|T_{m}(f_{\lambda}, g_{\lambda})\|_{L^r}
\]

\[
\lesssim \lambda^{d/r} \|f_{\lambda}\|_{L^p} \|g_{\lambda}\|_{L^q} = \lambda^{d/r} \lambda^{-d/p} \lambda^{-d/q} \|f\|_{L^p} \|g\|_{L^q}.
\]

In particular, \( \|T_{m\lambda}\| \leq \|T_{m}\| \). On the other hand, one can similarly argue

\[
\|T_{m}(f, g)\|_{L^r} = \lambda^{-d/r} \|T_{m_{1/\lambda}}(f_{1/\lambda}, g_{1/\lambda})\|_{L^r}
\]

\[
\lesssim \lambda^{-d/r} \|f_{1/\lambda}\|_{L^p} \|g_{1/\lambda}\|_{L^q} = \lambda^{-d/r} \lambda^{-d/p} \lambda^{-d/q} \|f\|_{L^p} \|g\|_{L^q}.
\]

Therefore \( \|T_{m}\| \leq \|T_{m_{1/\lambda}}\| \). This completes the proof. \( \square \)
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