Abstract

Approximate Bayesian Computation (ABC) provides methods for Bayesian inference in simulation-based stochastic models which do not permit tractable likelihoods. We present a new ABC method which uses probabilistic neural emulator networks to learn synthetic likelihoods on simulated data – both ‘local’ emulators which approximate the likelihood for specific observed data, as well as ‘global’ ones which are applicable to a range of data. Simulations are chosen adaptively using an acquisition function which takes into account uncertainty about either the posterior distribution of interest, or the parameters of the emulator. Our approach does not rely on user-defined rejection thresholds or distance functions. We illustrate inference with emulator networks on synthetic examples and on a biophysical neuron model, and show that emulators allow accurate and efficient inference even on high-dimensional problems which are challenging for conventional ABC approaches.

1 Introduction

Many areas of science and engineering make extensive use of complex, stochastic numerical simulations which describe the structure and dynamics of the process being investigated [1]. These models are often derived from underlying physical or biological principles. Their parameters are therefore interpretable, often corresponding to measurable quantities, e.g., the density of ion-channels in the Hodgkin-Huxley equations in biophysical neuron models [2]. A key challenge in simulation-based science is linking such complex simulation models to empirical data.

Bayesian inference provides a general and powerful framework for identifying the set of model parameters which are consistent both with empirical data and prior knowledge. However, one of the key quantities required for statistical inference, the likelihood of observed data given parameters, \( L(\theta) = p(x_o|\theta) \), is typically intractable for simulation-based models, rendering conventional statistical approaches inapplicable. Approximate Bayesian Computation (ABC) aims to close this gap by providing Bayesian inference algorithms that can be used with simulator models without requiring explicit likelihoods [3, 4, 5, 6, 7].

However, classical ABC-algorithms scale poorly to high-dimensional non-Gaussian data, and require ad-hoc choices which can significantly affect computational efficiency and accuracy: in sampling-based ABC algorithms [8, 4, 9], one repeatedly generates simulated data \( x_n \) from different parameter \( \theta_n \), computes low-dimensional summary statistics \( s(x_n) \) and compares these summary statistics to those of the empirical data \( x_o \), via a distance-measure \( d(s(x_n), s(x_o)) \). Based on some acceptance threshold \( \epsilon \), only samples which are sufficiently similar to the empirical data are accepted, i.e. whenever \( d(s(x_n), s(x_o)) < \epsilon \). These approaches require choosing summary statistics (computed
Figure 1: **Likelihood-free inference with emulator networks.** Our goal is to perform approximate Bayesian inference on ‘simulator’-models, i.e., models from which we can generate samples, but for which we can not evaluate likelihoods. Our approach is based on learning a tractable probabilistic emulator \( q(x; \theta, \phi) \) that approximates the simulator \( p(x|\theta) \). The emulator then serves as a synthetic likelihood to obtain an approximate posterior. To train the emulator using a low number of calls to the simulator, we use an active learning loop in which informative samples from the simulator are proposed selectively. The acquisition rule is either based on the current posterior estimate (if observed data \( x_o \) is given, ‘local’ learning), or on our uncertainty about the weights of the emulator network (‘global learning’).

through \( s(\cdot) \), a distance function \( d(\cdot, \cdot) \) and a threshold \( \epsilon \), and these choices affect both computational efficiency and accuracy. In addition, these strategies lead to exact inference only if sufficient summary statistics are used, and in the limit of vanishing \( \epsilon \) – i.e. in the limit in which virtually all samples would be rejected, leading to inherent trade-offs between sampling-efficiency and accuracy.

In **synthetic likelihood** approaches to ABC [10, 11, 12], one instead uses density estimation to approximate the likelihood \( p(s(x_o)|\theta) \) on summary statistics of simulated data. Typically, the summary statistics of simulated data for a given \( \theta \) are assumed to be normally distributed, and the mean \( \mu(\theta) \) and covariance \( \Sigma(\theta) \) are estimated from repeated simulations. In order to exploit smoothness of likelihood functions across the parameter space, the use of Gaussian Processes (GPs) has been proposed [13]. However, GPs are not well suited for modelling multivariate heteroscedastic and correlated data. A recent proposal [14, 15] uses a GP to approximate the distribution of the discrepancy \( d(s(x), s(x_o)) \) as a function of \( \theta \) (rather than the data \( x \) or summary statistics \( s(x) \)), and uses ideas from Bayesian Optimization to propose new parameters. While this approach can be very effective even with a small number of simulations, it still requires summary statistics, choice of a distance function \( d(\cdot, \cdot) \), and relies on assuming a homoscedastic GP.

The goal of this paper is to extend synthetic likelihood approaches to problems with high-dimensional observations and (potentially) non-Gaussian likelihoods, and without relying on user-defined distance functions. This opens the possibility of using likelihood free inference in settings in which it is difficult to choose good summary statistics. The core idea of our approach is to use neural networks as flexible conditional density estimators in synthetic likelihood approaches. Building on recent advances in learning probabilistic neural networks, we train an ensemble of networks which allows us to model uncertainty in the density estimator [16]. In order to keep the number of calls to the simulator low, we use active-learning strategies to adaptively propose new parameters to simulate from.

As our approach is inspired by classical work on emulating computer code with function approximators [17], we refer to these networks as ‘emulator networks’. We consider both approaches for learning ‘local’ emulators (i.e., for approximating the likelihood for particular, observed data \( x_o \)), and ‘global’ emulators, which can then be rapidly applied to any newly observed data. We show that combining flexible, neural-network emulators with appropriately designed active-learning rules leads to likelihood-free inference algorithms which are efficient, flexible, and scale to high-dimensional observations, and which do not require user-defined distance functions.

### 2 Likelihood-free inference with emulator networks

Our goal is to obtain an approximation \( \hat{p}(\theta|x_o) \) of the true posterior \( p(\theta|x_o) \) of a black-box simulator model, i.e. a model from which we can draw samples, but for which both the likelihood function and gradients of the likelihood with respect to \( \theta \) are intractable. To solve this task, we learn a synthetic likelihood function \( \hat{L}(\theta) \) by training a conditional density estimator on simulated data [18], and use active learning to propose parameters for subsequent simulations. The rationale for active learning is that simulations often are the dominant computational cost in ABC: Therefore, we want to keep the number of calls of the stochastic simulator as low as possible (Fig. 1).
The general approach is outlined in algorithm 1: Core to our approach is an emulator \( q(x; \theta; \phi) \), a conditional density estimator with parameters \( \phi \) that approximates the simulator \( p(x; \theta) \). Having collected an initial simulated dataset \( D^{\text{init}} \), e.g. by repeatedly drawing from the prior \( p(\theta) \) and simulating data, the emulator is trained. We actively select new locations \( \theta^* \) for which to simulate new data points \( D^* = \{(\theta^*, x^*)\} \) to append to the dataset, and subsequently update the emulator. The emulator therefore defines a synthetic likelihood function \( \hat{L}(\theta; \phi) = q(x = x_0|\theta; \phi) \) that we use to find an approximate posterior which is proportional to \( \hat{L}(\theta)p(\theta) \).

Thus, our approach requires (1) an emulator, i.e., a flexible conditional density estimator, (2) an approach for learning the emulator on simulated data and expressing our uncertainty about its parameters, (3) an acquisition rule for proposing new sampling locations, and (4) an inference procedure for obtaining the posterior distribution from the (synthetic) likelihood and the prior. We will describe these steps in the following.

### 2.1 Choice of emulator

We use neural network based emulators \( q(x; \theta; \phi) \); parameters \( \theta \) are given as inputs to the network, and the network is trained to approximate \( p(x; \theta) \). In contrast to traditional synthetic likelihood approaches [10], we are not restricted to using a (multivariate) normal distribution to approximate the conditional density \( p(x; \theta) \). The output form of the emulator is chosen according to our knowledge regarding the conditional density of the simulator. In our second example application, we e.g. model \( x; \theta \) as a binomial distribution over 8-bit integer pixel values, and in the third example we model a categorical distribution. If the noise model of the simulation process is unknown, flexible conditional density estimators such as conditional autoregressive models [19, 20] can be readily used in our approach.

### 2.2 Inference on the parameters of the emulator

We train probabilistic neural networks, i.e. we represent uncertainty about the parameters of the emulator network. We then use these uncertainties to guide the selection of sample points using active learning. In the Bayesian framework uncertainty is represented through the posterior distribution. Multiple approaches for estimating the posterior-distributions over neural-network parameters have been proposed, including MCMC methods (e.g. Stochastic Gradient MCMC) to draw samples from the full posterior [21, 22] and variational methods, which often use factorising posteriors [23], or normalizing flows [24]. Finally, deep ensemble approaches [16] represent predictive distributions through ensembles of networks which capture individual modes. They have the advantage of not requiring the choice of a functional form of the approximation, and are simple to set up.

Our approach can be applied with any method that represents uncertainty over parameters using samples of parameters, which could either come from a Bayesian posterior, or from deep ensembles. In our experiments, we use deep ensembles, as we found them to combine simplicity with good empirical performance. Instead of training a single emulator network and inferring its posterior distribution, we train an ensemble of \( M \) networks with parameters \( \{\phi_m\}_{m=1}^M \). From here on, we treat \( \phi_m \) as if they were samples from \( p(\phi|D) \), the posterior over network parameters given data. (In practice, these samples will describe local maxima of the posterior.) The posterior-predictive distribution is given by

\[
\hat{p}(x; \theta; D) = \mathbb{E}_{\phi|D}[q(x; \theta; \phi)] \approx \frac{1}{M} \sum_{m=1}^M q(x; \theta; \phi_m).
\]  

We note that the predictive distribution forms a mixture distribution over these samples, and consequently can be more expressive than the densities of the individual emulators.

Networks are trained supervised with data \( D = \{(\theta_n, x_n)\}_{n=1}^N \). During training, the parameters of the networks are optimized subject to the loss \( -\sum_{m=1}^M \sum_{n=1}^N \log q(x_n; \theta_n; \phi_m) \) w.r.t. \( \phi \) (a proper scoring rule as discussed in [16]). Networks in the ensemble are initialized differently, and data points are randomly shuffled during training (different order per network). [16] also showed that adversarial training procedure are beneficial on some datasets, but we did not pursue this direction here.
Algorithm 1: ABC via active learning to learn a synthetic likelihood

\[ D \leftarrow D^{N_{\text{init}}} = \{ (\theta_n, x_n) \}_{n=1}^{N_{\text{init}}} \sim p(x, \theta) \]  
\[ \theta_n \sim p(\theta), \ x_n \sim p(x|\theta_n) \]

\[ \text{do} \]

3. Train emulator \( q(x|\theta; \phi) \) on \( D \)

4. Find \( \theta^* \) as the maximum of an acquisition function

5. Acquire new data point \( D^* = \{ (\theta^*, x^*) \} \) by simulating for \( \theta^* \)

6. \( D \leftarrow D \cup D^* \)

7. while not converged

8. Find \( \hat{p}(\theta|x_0) \) using the synthetic likelihood \( \hat{L}(\theta) = q(x_0|\theta; \phi) \)

2.3 Acquisition rules

Key to our approach is active learning to selectively acquire new samples. We distinguish between two scenarios: In the first, we have particular observed data \( x_o \) available, and train a ‘local’ emulator for inference. Approximating the likelihood near \( x_o \) is easier than globally approximating the simulator for all possible \( x \), as \( q(x|\theta; \phi) \) does not need to be accurate across all \( x \) (we only want to use it as a likelihood function for which we evaluate it at \( x = x_o \)).

However, as a downside, this approach requires learning a new emulator for each new observed data \( x_o \). Therefore, we also consider a second scenario, in which we learn a ‘global’ emulator that is valid for a range of data. Learning a global emulator is more challenging and may potentially require more flexible density estimators. However, once the emulator is learned, we can readily approximate the likelihood for any \( x = x_o \), therefore amortizing the cost of learning the emulator. The two scenarios call for different acquisition functions for proposing new samples, which we will discuss next.

2.3.1 Learning a local emulator

With given \( x_o \), we want to learn a local emulator that allows us to derive a good approximation to the (unnormalized) posterior

\[ \hat{p}(\theta|x_o) \propto \mathbb{E}_{q|D} \left[ q(x = x_o|\theta; \phi) \right] p(\theta). \]  

As we are interested in increasing our certainty about the posterior, we target its variance, \( \nabla_{\phi|D} [\hat{p}(\theta|x_o, \phi)] \), where \( \nabla_{\phi|D} \) denotes that we take the variance with respect to the posterior over network weights given data \( D \). Thus, we use an acquisition rule which targets the region of maximum variance in the predicted (unnormalized) posterior,

\[ \theta^* = \arg \max_{\theta} \nabla_{\phi|D} [\hat{p}(\theta|x_o, \phi)] \]

\[ = \arg \max_{\theta} p(\theta)^2 \nabla_{\phi|D} [\hat{L}(\theta)] \]

\[ = \arg \max_{\theta} \log p(\theta) + \log \sqrt{\nabla_{\phi|D} [\hat{L}(\theta)]}. \]  

For all practical purposes, we approximate \( \nabla_{\phi|D} \) with the sample variance taken across \( \phi_m \) drawn from the posterior over networks. We refer to this rule as the MaxVar rule.

In practice, we optimize this acquisition rule by using gradient descent, making use of automatic differentiation to take gradients with respect to \( \theta \) through the synthetic likelihood function specified by the emulator. MaxVar is one possible rule to learn a local emulator. More sophisticated rule could take into account past or potential future acquisitions, and we see this as a promising avenue for future work.

2.3.2 Learning a global emulator

In the second scenario we want to learn a global emulator. A global emulator may be used to do inference once \( x_o \) becomes available. Here, the goal for active learning is to bring the emulator
\(q(x|\theta; \phi)\) close to the simulator \(p(x|\theta)\) for all \(\theta\)s using as few runs of the simulator as possible. We use a rule based on information theory from the active learning literature \([25, 26, 27]\). We will refer to the rule

\[
\theta^* = \arg \max_{\theta} \mathbb{I}[x, \phi|\theta, D] = \arg \max_{\theta} \mathbb{H}[x|\theta, D] - \mathbb{E}_{\phi|D}[\mathbb{H}[x|\theta, \phi]]
\]

(4)
as the maximum mutual information rule (MaxInf).

The first term is the entropy of the data under the posterior-predictive distribution implied by the emulator:

\[
\mathbb{H}[x|\theta, D] = -\int \hat{p}(x|\theta, D) \ln \hat{p}(x|\theta, D) \, dx,
\]

(5)

where \(\hat{p}(x|\theta, D)\) is obtained by marginalizing out the emulator’s parameters w.r.t. \(p(\phi|D)\):

\[
\hat{p}(x|\theta, D) = \int p(x|\theta, \phi)p(\phi|D) \, d\phi.
\]

(6)

The expected conditional entropy, \(\mathbb{E}_{\phi|D}[\mathbb{H}[x|\theta, \phi]]\), is the average entropy of the output \(x\) for a particular choice of inputs \(\theta\) and emulator parameters \(\phi\), under the posterior distribution of emulator parameters \(p(\phi|D)\). Again, we treat ensemble members \(\phi_i\) as if they were draws from \(p(\phi|D)\).

Houlsby et al. \([25]\) refer to this rule as Bayesian Active Learning by Disagreement (BALD); we query parameters \(\theta\) where the posterior predictive is very uncertain about the output (entropy is high), but the emulator, conditioned on the value of its parameters \(\phi\), is on average quite certain about the model output (conditional entropy low on average).

For many distributions closed-form expressions of \(\mathbb{H}[x|\theta, \phi]\) are available, but this is in general not true for the entropy of the marginal predictive distribution \(\hat{p}(x|\theta, D)\). To overcome this problem, we derived an upper-bound approximation to the entropy term based on the law of total variance: if we characterize the marginal distribution only in terms of its (co)variance \(\Sigma_D(\theta)\), then \(\mathbb{H}[x|\theta, D] \leq \frac{1}{2} \ln \left[ (2\pi e)^N |\Sigma_D(\theta)| \right] \). Using the law of total (co)variance, we get

\[
\Sigma_D(\theta|D) = \text{Cov}[x|\theta] = \mathbb{E}_{\phi|D}[\text{Cov}[x|\theta, \phi]] + \text{Cov}_{\phi|D}[\mathbb{E}[x|\theta, \phi]],
\]

(7)

where all expectations can be approximated by samples drawn from \(\hat{p}(\phi|D)\).

### 2.4 Deriving the posterior distribution from the emulator

Once we have learned the emulator, we use Hamiltonian Monte Carlo (HMC, \([28]\)) to draw samples from our approximate posterior, using the emulator-based synthetic likelihood. We generate samples of \(\theta\) drawn from the distribution

\[
\tilde{p}(\theta|x_s) = \mathbb{E}_{\phi|D}[q(x_s|\theta)] p(\theta).
\]

(8)

In practice, we sample \(\theta\) from each ensemble member individually and use the union of all samples as a draw from the approximate posterior. We could also obtain the posterior through variational inference, but here prefer to retain full flexibility in the shape of the inferred posterior.

### 3 Results

We demonstrate likelihood-free inference with emulator networks on three examples: first, we show that emulators are competitive with state-of-the-art on an example with Gaussian observations; second, we demonstrate the ability of emulators to work with high-dimensional, raw observations while learning to amortize the simulator; third, we show an application to a ‘real-world’ simulator and identify the posterior over biophysical parameters of a Hodgkin-Huxley neuron model \([29]\).

#### 3.1 A low-dimensional example: Simulator with Gaussian observations

We first demonstrate emulator networks on a non-linear model between parameters and data, corrupted by additive Gaussian observation noise: data is generated according to \(x_i \sim \mathcal{N}(f(\theta), \Sigma), i = 1 \ldots n\), where \(f(\theta)\) is cubic in \(\theta\), \(\Sigma\) is fixed, and \(\theta\) is distributed uniformly (see Appendix A for
We use the total variation (TV) between true and approximate posterior (evaluated using numerical integration) to quantify performance. We find that emulators with \textit{MaxVar} sampling work better than uniform sampling (Fig. 2b). Both BOLFI rules (\textit{ExpIntVar} and \textit{MaxVar}) exhibit very similar performance, but require higher number of simulations than emulators to reach low TV values. On a 2-dimensional version of the problem, the qualitative ordering is the same, but the differences between methods are greater (Fig. 2c). We did additional runs of BOLFI \textit{MaxVar} to confirm that it eventually converges towards the correct posterior. However, convergence is slow and the quality of the inferred posterior depends strongly on the choice of the threshold parameter used in BOLFI (see Appendix E).

### 3.2 High-dimensional observations: Inferring the location and contrast of a blob

In this example, we show that our method can be applied to estimation problems with high-dimensional observations without having to resort to using summary statistics[31]. We model the rendering of a blob on a 2D image, and learn a ‘global’ emulator for the forward model. The forward model takes as inputs three parameters (\(x_{\text{off}}, y_{\text{off}}\) and \(\gamma\)) – which encode horizontal and vertical displacement, and contrast of the blob – and returns per-pixels activation probabilities \(p_{ij}\). The value of each pixel \(v_{ij}\) is then generated according to a binomial distribution with total count 255 (8-bits gray-scale image) and probability \(p_{ij}\), resulting in a 32 × 32 pixel image (Fig. 3a; see Appendix B for further details). In this application, we use a multi-layer neural network (see Appendix B for details) whose output is, for each pixel, the mean parameter of the binomial distribution.

Using the \textit{MaxInf} rule to acquire new test points in parameters space results in faster learning of the emulator, compared to uniform random acquisitions (Fig. 3b). Eventually, both rules converge towards the log-likelihood (LL) of the held-out testset, indicating successful global emulation of the forward model. Next, we used emulator networks for inference. Images in Fig. 3a were used as observations: Images generated from parameters sampled from the posterior distribution are in...
Figure 3: **Inferring location and scale of a blob.** a. Illustration of the model on two sample images. Parameters are the spatial position and contrast of the blob. b. Acquiring samples using the **MaxInf** rule yield to faster learning of \( p(x|\theta) \) than with samples acquired uniformly in the parameter space. Performances are reported as log-likelihood of held-out test data under the emulators learned in the two different scenarios. c. Sample images drawn from posterior. d. Marginals of posterior over the three parameters, ground-truth parameters marked in green.

Figure 3 shows good agreement with the observations (Fig. 3c), indicating that the posterior was tightly constrained. Ground truth parameters are within the marginals of the posterior (Fig. 3d).

### 3.3 Hodgkin-Huxley model

As an example of a scientific application, we use the Hodgkin-Huxley model [29, 32] which describes the evolution of membrane potential in neurons (Fig. 4a). Fitting single- and multi-compartment Hodgkin-Huxley models to neurophysiological data is a central problem in neuroscience, and typically addressed using non-Bayesian approaches based on evolutionary optimization [33, 34]. In contrast to the previous examples, we do not model the raw data \( x \), but summary features derived from them. While this is often done out of necessity, calculating the posterior relative to summary statistics can often be of scientific interest [35]. This is indeed the case when fitting parameters of biophysical models in neuroscience, which is typically performed carefully chosen summary statistics which represent data-properties of particular interest [33, 34].

Here, we chose to model the number of action potentials (or spikes) in response to a step-current input, and we are interested in the set of parameters that are consistent with the observed number of action potentials. The conditional density of the emulator networks becomes a categorical distribution with 6 classes, modelling the probabilities of exactly 0, 1, \ldots 4 spikes, and 5 or more spikes (which never occurred under the parameter ranges we explored). Model parameters \( \theta \) are the ion-channel conductances \( g_{Na} \) and \( g_K \), controlling the shape and frequency of the spikes (further details in Appendix C).

We trained emulator networks using **MaxInf** to infer the posterior probabilities over \( \theta \) generating a given number of observed spikes – the acquisition surface is shown in Appendix F. Resulting posterior distributions are shown in Fig. 4b, along with a posterior predictive check showing that the mapping between parameters and summary features was learned correctly.

### 4 Discussion

We presented an approach for performing statistical inference on simulation-based models which do not permit tractable likelihood. Our approach is based on learning an ‘emulator network’, i.e. a probabilistic model that is consistent with the simulation, and for which likelihoods are tractable.
**Figure 4:** Hodgkin-Huxley model a. An example trace obtained from the system of differential equations describing the model. b. Posterior inferred for number of spikes, including predictive check. The largest panel shows the posterior given three spikes. We ran simulations on a regular grid over the parameter space. We overlay a transparent square on top of the posterior where simulations produced 3 spikes (and no such square otherwise). This is done analogously for the other panels.

The likelihoods of the emulator can then be plugged into any Bayesian inference approach (as in synthetic likelihood approaches [10, 11, 36]) to calculate the posterior. Active learning can be used to adaptively suggest new samples to reduce the number of calls to the simulator. We discussed two acquisition functions for learning ‘local’ and ‘global’ emulators, we showed that our approach scales to high-d observation spaces, does not require user-defined distance functions or acceptance thresholds, and is not limited to Gaussian observations – all of which are challenging for conventional ABC approaches.

Our approach uses density estimation to approximate the likelihood. A complementary use of density-estimation in ABC is to directly target the posterior distribution [6, 37, 38, 39]. This approach can be very useful – however, one advantage of likelihood-based approaches is that they allow one to apply the same synthetic likelihood to multiple priors (without having to retrain), or to pool information from multiple observations (by multiplying the corresponding synthetic likelihoods). More technically, posterior density estimation gives less flexibility in proposing samples – in order to yield the correct posterior, samples have to be drawn from the prior, or approaches such as importance-weighting [37] or other post-hoc corrections [6] have to be applied.

There are multiple ways in which our approach can be improved further: First, one could use alternative, and more expressive neural-network based density estimators, e.g. ones based on normalizing flows [20]. Second, one could use Bayesian posterior estimation (rather than ensembles) to capture parameter uncertainty, and/or use variational inference (rather than HMC-ABC) to derive an estimate of the posterior from the synthetic likelihood provided by the emulator. Third, we presented two acquisition functions (one for local and one for global estimation) – it is likely that the approach can be made more simulation-efficient by using different, and more sophisticated acquisition functions. In particular, our MaxVar rule targets the parameters with maximal uncertainty, but does not try to predict whether that uncertainty will be effectively reduced. However, evaluating acquisition functions like ExpIntVar can be computationally expensive – it will be useful to develop approaches which are sensitive to the relative cost of simulations and proposals, and adaptively adjust the acquisition function used.

Numerical simulations make it possible to model complex phenomena from first principles, and are indispensable tools in many fields in engineering and science. The advent of powerful approaches for statistical inference in simulation-based models [7] is opening up exciting opportunities for closing the gap between mechanistic, simulation-based and statistical approaches to modelling complex systems. Our Bayesian methodology based on emulators provides a fast, effective surrogate model for the intractable likelihood implied by the simulator, and the active-learning based rules lead to bounded-rational decisions about which simulations to run. In combination, they form a rigorous and resource-efficient basis for data analysis with simulators in the loop.

---

1 In fact, Papamakarios, Sterratt, and Murray [40], concurrently and independently proposed this approach for likelihood-free inference: They use Masked Autoregressive Flows as synthetic likelihoods and demonstrate state-of-the-art performance compared to methods that directly target the posterior. Like our approach, the density estimator is trained on sequentially chosen simulations. Rather than using acquisition functions that take into account uncertainty to guide sampling, they draw samples from the current estimate of the posterior. Their approach corresponds to an alternative way of learning a local emulator.
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Appendix

A Gaussian simulator

A.1 Model

Data is generated independently according to \( x_i \sim \mathcal{N}(\cdot|f(\theta), \Sigma), \) \( i = 1 \ldots n, \) where \( n = 10, \)

\[
f(\theta) = (1.5 \theta + 0.5)^3/200, \quad \Sigma_{ii} = 0.1, \quad \Sigma_{ij} = 0 \text{ for } i \neq j, \quad \bar{x}_o = \frac{1}{n} \sum_i x^{(i)}_o = 2, \quad \text{and } \theta \text{ is distributed uniformly in } [-8, 8]^p \text{ where } p \text{ is the dimensionality of the problem.}
\]

This problem is inspired by the Gaussian example studied in [1], where \( f \) was chosen as \( f(\theta) = \theta. \) We introduce a nonlinearity in \( f, \) since our method with uniform acquisitions would otherwise trivially generalize across the space – we observed that a neural network with the right amount of ReLu units can learn the linear mapping perfectly, independently of where the training samples are acquired.

A.2 Evaluation

We evaluate our method and BOLFI [1] on this problem in 1D and 2D. In 1D, algorithms start with \( t_0 = 10 \) initial samples, in 2D with \( t_0 = 25, \) and make 100 acquisitions after each of which we evaluate how well the ground truth posterior is recovered.

As performance metric, we calculate total variation (TV) between \( \hat{p}(\theta|x_o) \) and \( p(\theta|x_o), \) defined as

\[
\frac{1}{2} \int \left| \hat{p}(\theta|x_o) - p(\theta|x_o) \right| d\theta.
\]

A.3 Network architecture and training

Emulator networks model a normal distribution as output, so that the outputs of the network parametrise mean and covariance (Cholesky factor of the covariance matrix). Neural networks have one hidden layer consisting of 10 tanh units. We train an ensemble of \( M = 50 \) networks using Adam [2] with default parameters \((\beta_1 = 0.9, \beta_2 = 0.999)\) for SGD, and a learning rate of 0.01.

A.4 BOLFI

BOLFI requires choice of a distance function: We use the the Mahalanobis distance

\[
\Delta_{\theta} = \left((\bar{x} - \bar{x}_o)^T \Sigma^{-1} (\bar{x} - \bar{x}_o)\right)^{1/2},
\]

in line with the distance function used for the Gaussian example studied in [1]. We use the implementation provided by the authors [3].
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B Image generation

B.1 Model

Images are generated according to:

\[ I_{xy} \sim \text{Bin}(\cdot|255, p_{xy}) \]

\[ p_{xy} = 0.9 - 0.8 \exp^{-0.5(r_{xy}/\sigma^2)^\gamma} \]

\[ r_{xy} = (x - x_{\text{off}})^2 + (y - y_{\text{off}})^2, \]

where \( x \) and \( y \) are coordinates in the image, and Bin(\( \cdot|n, p \)) is the binomial distribution.

Model parameters are \( x_{\text{off}} \) and \( y_{\text{off}} \), which respectively determine the horizontal and the vertical offset of the blob, \( \gamma \), defining its contrast, and \( \sigma^2 \), determining the width width.

For our experiments, we use images of size 32 \( \times \) 32 pixels. We choose uniform priors in the range \([-16, 16]\) for \( x_{\text{off}} \) and \( y_{\text{off}} \), and a uniform prior in the range \([0.25, 5]\) for \( \gamma \). We fix \( \sigma \) to 2.

B.2 Evaluation

We evaluate different acquisition methods by keeping track of the log-likelihood of a test set consisting of 100 parameters-image pairs over the course of acquisitions (starting from an initial sample of size \( t_0 = 30 \)). In addition, we provide posterior predictive checks for an amortized emulator after acquiring \( t = 1000 \) samples.

B.3 Network architecture and training

Emulator networks model a binomial distribution as output. Neural networks have two hidden layers (200 units each) with ReLu activation functions. We train an ensemble of \( M = 25 \) networks using Adam [1] with default parameters (\( \beta_1 = 0.9, \beta_2 = 0.999 \)) for SGD with a learning rate of 0.001.
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C Hodgkin-Huxley example

D Model

The dynamic equations describing the evolution of the membrane potential and of the gating variables of the neuron are taken from [1]:

\[
C_m \dot{V} = -(I_{\text{leak}} + I_{\text{Na}} + I_{\text{K}} + I_{M} + I_{\text{ext}}) \\
= g_{\text{leak}}(E_{\text{leak}} - V) + \bar{g}_{\text{Na}}m^3h(E_{\text{Na}} - V) + \\
+ \bar{g}_{\text{K}}n^4(E_{\text{K}} - V) + \bar{g}_{\text{M}}(E_{\text{K}} - V) + I_{in}(t),
\]

where \( C_m \) is membrane capacitance, \( V \) the membrane potential, \( I_c \) are ionic currents \( (c = \{\text{Na}, \text{K}, \text{M}\}) \) and \( I_{in}(t) \) is an externally applied current which we can imagine as the sum of a static bias \( I_{\text{bias}} \) and a time-varying zero-mean noise signal \( \varepsilon(t) \). \( I_{\text{Na}} \) and \( I_{\text{K}} \) shape the up- and down-stroke phases of the action potential (spike), \( I_{M} \) is responsible for spike-frequency adaptation, and \( I_{\text{leak}} \) is a leak current describing the passive properties of the cell membrane. Each current is in turn expressed as the product of a maximum conductance \( (\bar{g}_c) \) and the voltage difference between the membrane potential and the reversal potential for that current \( (E_c) \), possibly modulated by zero or more ‘gating’ variables \( (m, h, n, p) \).

Each \( x \in \{m, h, n, p\} \) evolves according to first order kinetics in the form:

\[
\dot{x} = \frac{1}{\tau_x(V)} (x_\infty(V) - x)
\]

We provide a step current as input.

In our example application, free model parameters are \( g_{\text{Na}} \) and \( g_{\text{K}} \). We model uniform priors over these parameters: \( \bar{g}_{\text{Na}} \) is between 0.5 and 60 and \( \bar{g}_{\text{K}} \) is between 0.5 and 10.

D.1 Evaluation

We evaluate the posterior obtained through the emulator after \( t = 250 \) acquisitions, starting from an initial sample size \( t_0 = 30 \). As posterior predictive check, we span a grid over the parameter space and compare simulator outputs to the posterior.

D.2 Network architecture and training

Emulator networks model a multinoulli (categorical) distribution with \( K = 6 \) classes as output. Neural networks have two hidden layer (200 units each) with a ReLU activation functions. We train an ensemble of \( M = 25 \) networks using Adam [1] with default parameters \( (\beta_1 = 0.9, \beta_2 = 0.999) \) for SGD with a learning rate of 0.001.
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E BOLFI convergence

Figure 5: Convergence of BOLFI MaxVar. In the manuscript, we show performance up to 100 acquisitions. With additional acquisitions, BOLFI also converges. However, the quality of the inferred posterior strongly depends on the value of the threshold parameter used in BOLFI: When the threshold is set adaptively to the 0.01th quantile of realised discrepancies (default choice specified in their paper), performance is markedly worse than when set to the 0.005th quantile.
Figure 6: Acquisition surface for $MaxInf$ rule on Hodgkin-Huxley example. Individual panels show the acquisition surface over $\theta$ as additional samples have been acquired. The acquisition rule proposes datapoints at the decision boundaries of the posterior (cf. Fig. 4, manuscript).