Exponentially slow heating in short and long-range interacting Floquet systems
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We analyze the dynamics of periodically driven (Floquet) Hamiltonians with short and long-range interactions, finding clear evidence for a thermalization time, $\tau^*$, that increases exponentially with the drive frequency. Using a combination of heating and entanglement dynamics, we explicitly extract the effective energy scale controlling the rate of thermalization. Finally, we demonstrate that for times shorter than $\tau^*$, the dynamics of the system is well approximated by evolution under a time-independent Hamiltonian, $H_{\text{eff}}$, for both short-range interacting systems, in agreement with recent rigorous bounds, as well as for long-range interacting systems, where such results do not exist at present.
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Periodic driving is a ubiquitous tool for the controlled manipulation of quantum systems. Classic examples abound in the context of magnetic resonance spectroscopy, where a broad class of dynamical decoupling pulse sequences have been developed to suppress unwanted interactions, not only within a system’s own degrees of freedom, but also with an external environment [1–7]. Periodic driving has also become a staple in the engineering toolshed of both condensed matter and atomic physics, enabling the realization of topological insulators from nominally trivial band structures [8–12] and the generation of synthetic gauge fields for neutral atoms [13–15].

When a generic system with many degrees of freedom is periodically driven, it typically absorbs energy from the driving field and heats up to an infinite-temperature state [16–25], a process called thermalization [26]. However, when the driving frequency is high, the Floquet system can only absorb energy from the drive by creating multiple local excitations—an inefficient process that results in an extremely long thermalization time [27–33]. The system does eventually thermalize, but during the time interval before this occurs, it settles into a “prethermal” state [34–38] that exhibits the hallmarks of thermal equilibrium, albeit at a lower entropy than the true infinite-temperature thermal state. In this paper, we characterize and elucidate the mechanism of Floquet thermalization.

Using massively parallel Krylov subspace methods, we explore the late-time dynamics of periodically driven spin chains with both short and long-ranged interactions. In both cases, seminal recent results [28–32] have proven that the thermalization time, $\tau^*$, increases at least exponentially with the frequency of the drive [40]. We demonstrate that such bounds are indeed tight. To this end, our results are consistent with those of [41], which also observed slow heating; but additionally, by directly observing the exponential scaling of the thermalization time, we can extract the effective energy
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**FIG. 1.** Floquet thermalization dynamics of a long-range interacting spin model with $L = 20$ using the parameters $\{J, J_z, h, J_z, \alpha\} = \{1, 0.19, 0.21, 0.17, 1.13, 1.25\}$. (a) As the driving frequency is increased, one observes an exponential enhancement in the timescale at which the system approaches infinite temperature as diagnosed by the energy density, $\langle D^{(0)}_{\text{eff}} \rangle / L \to 0$. Inset: For smaller system sizes, full thermalization to infinite temperature is never observed even at late times. (b) The same exponentially slow thermalization is seen in the timescale where the half-chain entanglement entropy reaches its infinite-temperature value, $\frac{\xi}{2} \log(2) - 0.5$ [39]. Inset: Each spin is periodically driven by a time-dependent magnetic field which exhibits a square pulse shape.
scale controlling the Floquet heating rate. This is enabled by going to sufficiently large system sizes such that there is a clear separation of scales between the local bandwidth, the driving frequency, and the global many-body bandwidth [42]; indeed, for small system sizes, moderate driving frequencies are already above the many-body bandwidth, and the system driving frequency, and the global many-body bandwidth [42], which contains a large but finite number of terms [28–32]. To set notation, let us also define $D'_n^{\text{eff}}$ as the truncation of $D_n^{\text{eff}}$ to $n$th order in $1/\omega$. As a second diagnostic, we investigate the growth of the half-chain entanglement entropy as a function of time: $S_{L/2} = \text{Tr}(-\rho_{L/2} \ln \rho_{L/2})$, where $\rho_{L/2} = \text{Tr}_{1\leq i \leq L/2} \langle \psi(t) | \psi(t) \rangle$.

Exponentially slow thermalization. We directly compute the Floquet evolution of up to $L = 26$ spins using massively parallel Krylov subspace techniques [49–51]. We consider initial product states with spins polarized along $z$ and control the energy density of the initial state by varying the number of equally spaced domain walls that are present. We begin with the short-range model, $H_s(t)$, and compute the time evolution of $\langle D_{n}^{\text{eff}}(t)/L \rangle$ for $L = 20$ spins at a variety of driving frequencies (significantly larger than the local energy scales of the Hamiltonian but smaller than the global many-body bandwidth). Unlike with the small-size ($L = 12$) exact-diagonalization results, Fig. 1(a) inset, one observes a clear approach to infinite temperature ($\langle D_{n}^{\text{eff}}(t)/L \rangle \to 0$) at late times for a wide range of frequencies, Fig. 2(a), allowing us to study the effect of frequency in the infinite-temperature thermalization. Later in this work, we further verify that indeed $L = 20$ captures both the large system size thermalization dynamics (Fig. 5) and long-range nature of the interactions (Fig. 6). We define the thermalization time $\tau_{n}^* \equiv \langle t \rangle$ at the time at which the energy density is halfway from its initial value to its infinite-temperature value, $\langle D_{n}^{\text{eff}}(t) \rangle$. For both low, Fig. 2(a), and high, Fig. 2(b), temperature initial states, one observes an exponential enhancement of $\tau_{n}^*$ as a function of increasing driving frequency.

To further probe the exponentially slow heating of the system, we investigate the growth of the half-chain entanglement entropy as a function of time. We expect the evolution of $S_{L/2}(t)$ to be characterized by three distinct regimes: an initial growth period beginning from $S_{L/2}(0) = 0$; an intermediate plateau where the entropy reaches its prethermal value, $S_{L/2}^\text{pre}$; and a final plateau once the system has fully thermalized to infinite temperature, $S_{L/2}^\infty = L \ln(2) - 1/2$ [39]. This is indeed borne out by the numerics, Figs. 2(c) and 2(d). The timescale $\tau_{n}^*$ at which the entropy is halfway from its prethermal plateau value to its infinite-temperature value gives us an alternate estimation of the thermalization time $\tau^*$, $S_{L/2}(\tau_{n}^*) = S_{L/2}^\text{pre} + \frac{1}{2}(S_{L/2}^\infty - S_{L/2}^\text{pre})$, and has the virtue of not relying upon the choice of operator (such as $D_{n}^{\text{eff}}$) used to probe the state of the system. For both low, Fig. 2(c), and high, Fig. 2(d), temperature initial states, one observes an exponentially long heating timescale consistent with that extracted from $\langle D_{n}^{\text{eff}}(t)/L \rangle$. To this end, Fig. 3(a) shows just how well $\tau_{n}^*$ fits an exponential dependence for a variety of different initial states. Let us emphasize that, as the system leaves the prethermal plateau and heats toward its final infinite-temperature state, the entanglement entropy closely follows the expected thermal value, suggesting that the system evolves between different global thermal states with respect to the prethermal Hamiltonian $D_{n}^{\text{eff}}$ (for additional data see Appendix D).
FIG. 2. Floquet evolution of both short and long-range interacting systems with $L = 20$ using the parameters $|J|, h, h, h, \alpha| = \{1, 0.19, 0.21, 0.17, 0.13, 1.25\}$. (a), (b) [(e), (f)] Energy density as a function of time for short-range [long-range] interactions, as measured with respect to the prethermal Hamiltonian $D_{\text{eff}}^{(0)}$ for a low-temperature (a [e]) and a high-temperature (b [f]) initial state. As one increases the frequency of the periodic drive, one observes an exponential increase in the thermalization time (to infinite temperature). (c), (d) [(g), (h)] The half-chain entanglement entropy $S_{L/2}$ as a function of frequency, analogously to the short-range [long-range] interactions. Two distinct timescales emerge: $\tau_{D_{\text{eff}}}$ and $\tau^*$. $\tau^*$ corresponds to the thermalization time and is estimated via the colored, dashed vertical lines. $\tau_{D_{\text{eff}}}$ corresponds to the timescale where the system reaches the prethermal Gibbs state (with entropy $S_{L/2}^{(0)}$) of the effective Hamiltonian $D_{\text{eff}}$, and is indicated via a solid, black vertical line (more details can be found in Appendix D). At higher frequency, $\omega = 12.5$, the system’s entanglement entropy dynamics faithfully captures the prethermal plateau owing to its long thermalization timescale (not accessible within the timescale of the numerics) and the dynamics follows that of the evolution under the infinite-frequency prethermal Hamiltonian $D_{\text{eff}}^{(0)}$ (dotted black line). Inset of (c [g]): Early-time evolution of $S_{L/2}$ for the short-range [long-range] model.

There is a second timescale in the problem, namely, the time $\tau_{D_{\text{eff}}}$ at which the entanglement entropy reaches its prethermal plateau value $S_{L/2}^{(0)}$ as depicted in Figs. 2(c) and 2(d). This is the time at which the system globally establishes the prethermal equilibrium-like Gibbs state of $D_{\text{eff}}$ and is expected to be greater than the local thermalization time of $D_{\text{eff}}$ by a factor of order $\sim L$. The value of the plateau entropy, $S_{L/2}^{(0)}$, depends on the inverse temperature of the prethermal ensemble, $\beta_{L/2}$, which in turn can be directly estimated using the energy density, $\epsilon$, of the initial state: $\epsilon L = (D_{\text{eff}}(t = 0)) \approx T \{D_{\text{eff}} e^{-\beta_{L/2} \epsilon^2/2} \} / T \{e^{-\beta_{L/2} \epsilon} \}$. To quantitatively verify this relationship, we perform imaginary-time evolution of random initial states (infinite-temperature-like states) in order to estimate the entanglement entropy of the thermal state (for details see Appendix D). In the case of short-range interactions, this approach predicts $S_{L/2}^{(0)} = 4.34$ and $S_{L/2}^{(0)} = 5.13$ for low and high temperature initial states, respectively, both in excellent agreement with the numerically observed plateau, Figs. 2(c) and 2(d).

We now turn to the long-range interacting model, $H_{L} (t)$, with power law $\alpha = 1.25$, where we again compute $(D_{\text{eff}}^{(0)}(t)) / L$ and $S_{L/2}^{(0)}(t)$. As mentioned above, recent results have proven exponentially slow heating in Floquet systems with power-law interactions [28,29]. The intuition is that the system still requires many rearrangements, each with a few-body (albeit long-ranged) interaction [28,29], in order to absorb energy $\omega$ from the drive. Indeed, for both low, Figs. 2(e) and 2(g), and high, Figs. 2(f) and 2(h), temperature initial states, we observe exponentially slow heating times as a function of frequency, analogously to the short-range case.

A few remarks are in order. First, the approach of the entanglement entropy to its prethermal plateau can exhibit a “shoulder” with slow growth, which only flattens into a true plateau for larger frequencies. This phenomenon can occur for both short-range and long-range interactions, Figs. 2(d) and 2(g). Much like the short-range case, for long-range interactions the prethermal plateau is in excellent agreement with the value computed via imaginary-time evolution, $S_{L/2}^{(0)} = 4.31$ and $S_{L/2}^{(0)} = 5.74$ for low and high temperature initial states, respectively (for details see Appendix D). Second, while both the short and long-range systems exhibit exponentially slow thermalization, there is a clear quantitative difference between the heating rates in the two cases.

We directly extract the energy scale controlling the exponentially slow heating (i.e., the effective local bandwidth) by fitting $\tau_{D_{\text{eff}}}$ to $\tau_{D_{\text{eff}}} \sim \epsilon^{\frac{2\alpha - 1}{\alpha + 2}}$, as depicted in Fig. 3. Motivated by the results in Fig. 2, we do not consider the $\omega = 6$ data, as they do not exhibit an approach to the prethermal plateau for any initial state. In the case of short-range interactions, both low and high temperature initial states give $J_{L/2}^{(0)} \approx 0.5 \pm 0.1$. For the long-range interacting model, one finds a larger value $J_{L/2}^{(0)} \approx 0.9 \pm 0.1$. Intriguingly, these heating rates yield a ratio, $J_{eff}^{(0)}/J_{eff}^{(0)} \approx 1.8 \pm 0.2$, which is consistent with the ratio of the average strength of the Ising interactions emanating from each site, $[\sum |i - j|^{-1.25}] / [1 + 2^{-1.25}] \approx 1.6$. We note that the prefactor of the exponential in $\tau^*$ is larger for initial states near the edges of the spectrum, which could arise from the smaller density of states there (for additional data see Appendix E).

Long-range prethermal effective Hamiltonian. We now demonstrate that the time-independent prethermal
Hamiltonian $D_{\text{eff}}$ is indeed the generator of Floquet dynamics at stroboscopic times up to $\tau^*$. Here, we focus on the more surprising long-range case, leaving the short-range case for Appendix H. Unlike the question of slow heating, a proof of the existence of a time-independent $D_{\text{eff}}$ that approximately generates the dynamics of local observables in the prethermal regime may need to employ Lieb-Robinson bounds, for which the tightest possible bounds for long-range interacting systems may not yet have been found for $d < a < 2d$ [52–58].

As mentioned above, we observe not only the same exponentially slow approach to the maximum entropy [consistent with $(D^{(0)}_{\text{eff}}(t))/L$ but also the presence of a prethermal plateau (for both low and high temperature initial states), indicative of the existence of $D_{\text{eff}}$ even for long-range interacting systems, Figs. 2(g) and 2(h). Such result is not expected to hold generically in the $d < a$ regime, where superextensivity of the energy and loss of locality leads to a breakdown of the analytical understanding of prethermalization (for details see Appendix G).

Further evidence for the existence of a time-independent $D_{\text{eff}}$ comes from comparing the system’s evolution under the full Floquet unitary, $U_f \equiv T e^{-i \gamma H(t)}$, to evolutions under truncations of the Magnus expansion: $D_{\text{eff}} = D^{(0)}_{\text{eff}} + D^{(1)}_{\text{eff}}/\omega + D^{(2)}_{\text{eff}}/\omega^2 + \cdots$ at leading order ($D^{(0)}_{\text{eff}}$), at second order ($D^{(2)}_{\text{eff}}$), and at fourth order ($D^{(4)}_{\text{eff}}$).

In Fig. 4(a), we plot $\delta_5 = |\langle O \rangle|_{U_f} - |\langle O \rangle|_{D_{\text{eff}}^{(0)}}$, as a function of time for different frequencies and different Magnus truncation orders, with operator $O = D^{(0)}_{\text{eff}}/L$ (different local operators exhibit analogous results but this one has the cleanest numerics; for additional data see Appendix H). Here, $|\langle O \rangle|_U$ is the expectation value of $O$ evolved under $H$; thus, $\delta_5(t)$ captures the time-dependent difference in the expectation value of $O$ evolved under the full Floquet unitary versus under different approximations to $D_{\text{eff}}$. Inspection reveals two essential features: a short-time plateau whose value depends on both $n$ and $\omega$, followed by linear growth at late times that seems to converge for the different truncation orders. To understand these features, we note that there are two contributions to $\delta_5(t)$.

First, even at short times, one expects a finite discrepancy to arise simply from the fact that the $n$th-order Magnus approximation $D_{\text{eff}}^n$ still differs from $D_{\text{eff}}$ (e.g., by terms such as $D^{(n+1)}_{\text{eff}}/\omega^{n+1} + D^{(n+2)}_{\text{eff}}/\omega^{n+2} + \cdots$). As a result, by either increasing $n$ or $\omega$, the effect of higher-order terms in the expansion is decreased, and so is the height of the early-time difference plateau. Indeed, measuring the plateau height $h_p$ as a function of frequency, we find that it is consistent with $h_p \sim \omega^{-\gamma(n)}$, where $\gamma$ is an $n$-dependent power law [Fig. 4(c)].

Second, since $D_{\text{eff}}$ approximates the full Floquet evolution only up to a timescale $\tau^* \sim \omega^{1+\gamma}$, one expects the exponentially slow accumulation of errors, $\delta \sim e^{-\omega/\tau^*}$. Indeed, this linear growth of $\delta_5(t)$ is observed, Fig. 4(a), enabling an independent extraction of $J_{\text{eff}}$. In particular, by plotting the slope of the late-time growth of $\delta_5(t)$ as a function of the frequency, Fig. 4(b), one obtains $J_{\text{eff}} \approx 0.88 \pm 0.05$ consistent with that calculated via the entanglement entropy in Fig. 3. Discussion of numerical methods. Throughout our discussions, we have emphasized the importance of considering sufficiently large systems sizes to ensure that the thermalization behavior we observe is generic and indicative of the thermodynamic limit. Here, we expand upon this point and present additional results carefully quantifying finite-size effects in our numerics. At the same time, we detail the methodology...
used to extract the various thermalization timescales and their associated uncertainties.

To this end, we consider the impact of system size on the thermalization dynamics of an initial product state (Fig. 5). Focusing on energy density $\langle D_{0}(t) / \langle D_{0}(t = 0) \rangle$ and entanglement entropy $\delta S_{L/2}(t) / S_{L/2}^{\infty}$, we observe significant finite-size effects for $L < 18$; even at moderate driving frequencies the system fails to exhibit a simple universal approach to infinite temperature and the late-time dynamics is characterized by the presence of fluctuations and a plateau. As one considers larger systems sizes, $L \gtrsim 18$, such features are greatly reduced and the dynamics converge; indeed, both quantities approach their infinite-temperature value as a simple exponential. The characterization of the dynamics via a single thermalization timescale demonstrates that our results capture the underlying heating dynamics due to the drive and are not limited by the finite system size. Additional data are summarized in Appendix C.

Having established that the system size considered in our analysis does not affect the observed thermalization dynamics, we now demonstrate that it is also large enough to capture the long-range nature of the interactions, Eq. (1). Unlike the short-range case, long-range interactions can induce a finite-temperature ordered phase in one-dimensional systems which leads to distinct late-time thermalization dynamics. In Fig. 6, we probe this distinction by studying the magnetization dynamics, $M(t) = L^{-1} \sum \langle \sigma_{i}^{x}(t) \rangle$, under the static Hamiltonian $D_{0}^{(0)}$, where, for power law $\alpha < 2$, a ferromagnetic phase exists near the edge of the spectrum [59]. Indeed, when considering $\alpha = 1.13$, $M(t)$ remains nonzero at late times—which is consistent with an approach toward a spontaneously symmetry broken equilibrium state with nonzero net magnetization. In stark contrast, when considering the short-range case, $M(t)$ quickly decays to zero—which is consistent with the lack of an ordered phase. Such difference demonstrates that the dynamics are sensitive to the long-range nature of the interactions at the system size considered.

Finally, we detail our methodology for measuring the different quantities extracted from our numerics:

(1) Heating timescale $\tau^{*}$. For both energy density and entanglement entropy we measure the heating timescale $\tau^{*}$ ($\tau_{\text{sl}}^{*}$ and $\tau_{\text{p}}^{*}$, respectively) as the time at which the quantity is midway between its prethermal and final, infinite-temperature value. To estimate the uncertainty, we also measure the times $\tau_{\text{min}}^{*}$ and $\tau_{\text{max}}^{*}$ at which each quantity is 35% and 65% between its prethermal and infinite-temperature value, respectively; the uncertainty is taken as the larger of the two deviations, $|\tau^{*} - \tau_{\text{min}}^{*}|$ and $|\tau^{*} - \tau_{\text{max}}^{*}|$.

(2) Late-time error slope $m_{s}$. We divide the late-time linear regime into six equally sized regions, and within each region we perform a linear fit to $\delta_{s}$ to extract a slope. The final value $m_{s}$ is given by the average of the six extracted slopes with an uncertainty given by twice the standard deviation.

(3) Initial error plateau $h_{s}^{0}$. Here $h_{s}^{0}$ is given by the average deviation $\delta_{s}$ within the time window between $2J^{-1}$ and $5J^{-1}$, while the uncertainty is twice the standard deviation.

Conclusion. Despite their ubiquity, periodically driven Floquet systems have generally not shown distinct phases of matter. This is largely due to their tendency to heat up to infinite temperature, except in certain exceptional cases, such as free-fermion systems (e.g., topological insulators [8–12]) and strongly disordered one-dimensional (and possibly, two-dimensional) systems in the many-body localized phase [60–65]. In the high-frequency limit, however, we have shown that there is an exponentially long time interval during which a system may, as it would in true thermal equilibrium, realize phases of matter and phase transitions between them, including certain phases that do not exist in undriven systems [31,66,67].
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APPENDIX A: CALCULATION OF $D_{\text{eff}}$

In this Appendix we compute the prethermal effective Hamiltonian $D_{\text{eff}}$ for our periodically driven system, Eq. (1). This time-independent Hamiltonian is the approximate generator of stroboscopic time evolution until $t^*$. We obtain $D_{\text{eff}}$ by approximating the time evolution under one period, $U_f$, by a truncated Magnus expansion, leading to a representation of $D_{\text{eff}}$ as a power series in the period of the drive $T = 2\pi/\omega$.

Consider the time evolution under the Hamiltonian described in Eq. (1):

$$H(t) = \begin{cases} 
D + E, & \text{for } 0 < t < \frac{T}{2}, \\
D - E, & \text{for } \frac{T}{2} < t < T,
\end{cases} \quad (A1)$$

$$D = J \sum_{i<j} \frac{\sigma_i^z \sigma_j^z}{|i-j|^6} + J_z \sum_{i<j} \sigma_i^z \sigma_j^z + h_z \sum \sigma_i^z,$$ 

$$E = \sum h_{i} \sigma_{i}^{z} + h_{z} \sigma_{i}^{z}, \quad (A3)$$

where $D$ [$E$] is the time [in]dependent component of $H(t)$. The term $E$ can be thought of as a magnetic field with a square wave time profile in the $\hat{y}$ and $\hat{z}$ directions. As before, we define the analogous short-range model $H(t)$ by truncating the Ising interaction to nearest and next-nearest neighbor which defines the short-range version of $D_{\text{eff}}$.

The evolution under a period can be succinctly written as

$$U_f = \exp \left\{ -i \frac{T}{2} (D - E) \right\} \exp \left\{ -i \frac{T}{2} (D + E) \right\}. \quad (A4)$$

$U_f$ can now be cast as the exponential of an effective Hamiltonian:

$$U_f = \exp[ -i T D_{\text{eff}} ] = \exp \left\{ -i T D - \frac{T^2}{8} [D - E, D + E] + \cdots \right\}. \quad (A5)$$

Upon algebraic simplification, $D_{\text{eff}}$ can be computed as a sum of products of $D$ and $E$:

$$D_{\text{eff}} = D + \frac{i}{2} \left( \frac{T}{2} \right)^2 (ED - DE)$$

$$- \frac{1}{6} \left( \frac{T}{2} \right)^2 (EED - 2EDE + DDE) + \frac{i}{24} \left( \frac{T}{2} \right)^3 [(EDD + DDE - EEE - DDD)$$

$$+ 3(EDE + DDE - EEE - DDD)$$

$$+ \frac{1}{360} \left( \frac{T}{2} \right)^4 [-27(EDDD + DEDD) + 23(DDDE + EEDD) + 18(EDDD + EEDD) + 8DEDE$$

$$- 12(EDEE + EDEE) - 7(EEDD + DDEE) + 3(EEEE + EEEE)$$

$$- 2(DDDE + DDEE)] + \cdots. \quad (A6)$$

Although cumbersome, this formulation of $D_{\text{eff}}$ provides a straightforward numerical implementation within the SLEPc and PETSc libraries [49–51] as one can obtain all orders of $D_{\text{eff}}$ in terms of only $D$ and $E$. Equation (A6) holds regardless of the form of its interacting terms [it only requires that the

![FIG. 7. Time evolution of (a) $\langle D_{\text{eff}}^{(0)}(t) \rangle/L$ and (b) $S_{1/2}(t)$ for the long-range XYZ model, Eq. (B1), with parameters $\{J, \epsilon, \epsilon_z, h_z, h, \alpha\} = \{1, 0.8, 1.2, 0.21, 0.55, 0.53, 1.25\}$ and initial state $| \downarrow \underline{\downarrow} \underline{\downarrow} \underline{\uparrow} \underline{\uparrow} \underline{\uparrow} \underline{\uparrow} \underline{\uparrow} \underline{\uparrow} \underline{\uparrow} \underline{\downarrow} \underline{\uparrow} \underline{\uparrow} \underline{\uparrow} \underline{\downarrow} \rangle$. (a) The energy density remains constant until an exponentially long time with frequency, after which it approaches its infinite-temperature value of $\langle D_{\text{eff}}^{(0)}(t) \rangle_{t=\infty} = 0$. (b) In the dynamics of the entanglement entropy we observe a quick approach to a constant nonzero value (corresponding to the prethermal Gibbs state) followed by an exponentially slow approach to the infinite-temperature value $S_{1/2}^{(0)}(t) = (L \log 2 - 1/2) [39]$. Time evolution of (c) $\langle D_{\text{eff}}^{(0)}(t) \rangle/L$ and (d) $S_{1/2}(t)$ for the long-range anisotropic XZ model, Eq. (B2), with parameters $\{J, \epsilon, h_z, h, \alpha\} = \{1, 1.2, 0.21, 0.17, 0.13, 1.25\}$ and the same initial state $| \downarrow \underline{\downarrow} \underline{\downarrow} \underline{\downarrow} \underline{\downarrow} \underline{\downarrow} \underline{\downarrow} \underline{\downarrow} \underline{\downarrow} \underline{\downarrow} \downarrow \underline{\downarrow} \underline{\downarrow} \underline{\downarrow} \underline{\downarrow} \underline{\downarrow} \downarrow \rangle$. The only qualitative difference from the XYZ model arises at very low driving frequencies ($\omega = 4$; red curve), where some deviation from the exponential scaling occurs; this is not unexpected as the exponential scaling is a large-frequency behavior. For clarity, the shaded early-time region is plotted in a linear timescale to emphasize $S_{1/2}(t = 0) = 0$, and the insets focus on the initial entropy growth of the system.](033202-6)
evolution can be written as Eq. (A1)] and thus applies to both the short and long-range models.

APPENDIX B: PRETHERMALIZATION IN OTHER LONG-RANGE INTERACTING MODELS

So far in this work we have focused our analysis on the long-range Ising model, Eq. (1). To demonstrate the generality of the phenomena explored, we present further data on two different spin models, the long-range XYZ model and the long-range anisotropic XZ model. Despite being distinct from the long-range Ising model, similar parameter regimes lead to the same dynamical features for both models: a quick frequency-independent approach to a prethermal plateau, followed by an exponentially late approach to the final, infinite-temperature state. Similarly to our previous analysis, in Fig. 7, we highlight these features by computing the dynamics of $D_{\text{eff}}^{0}(t)$, the zeroth order term of the prethermal Hamiltonian, and $S_{L/2}$, the half-chain entanglement entropy.

In Figs. 7(a) and 7(b), we consider the long-range XYZ model:

$$H_{XXYZ} = J \sum_{i<j} \sigma_i^x \sigma_j^x + \epsilon_x \sigma_i^z \sigma_j^z + \epsilon_z \sigma_i^y \sigma_j^y + \tilde{h}(t) \cdot \sum_i \bar{\sigma}_i,$$

where $\tilde{h}(t) = \tilde{h}(t + T)$ and $\tilde{h}(t) = h_x \hat{x} + (h_y \hat{y} + h_z \hat{z})[1 - 2\theta(T - t/2)]$ for $t \in [0, T]$, and $\epsilon_x$ and $\epsilon_z$ are anisotropic terms. The parameters chosen are $\{J, \epsilon_x, \epsilon_z, h_x, h_y, h_z, \alpha\} = \{1, 0.8, 1.2, 0.21, 0.17, 0.13, 1.25\}$.

In Figs. 7(c) and 7(d), we consider the long-range anisotropic XZ model:

$$H_{XZ} = J \sum_{i<j} \sigma_i^x \sigma_j^x + \epsilon_x \sigma_i^z \sigma_j^z + \tilde{h}(t) \cdot \sum_i \bar{\sigma}_i,$$

where $\tilde{h}(t) = \tilde{h}(t + T)$ and $\tilde{h}(t) = h_x \hat{x} + (h_y \hat{y} + h_z \hat{z})[1 - 2\theta(T - t/2)]$ for $t \in [0, T]$, and $\epsilon$ is the anisotropy. The parameters chosen are $\{J, \epsilon, h_x, h_y, h_z, \alpha\} = \{1, 1.2, 0.21, 0.17, 0.13, 1.25\}$.

APPENDIX C: FINITE-SIZE SCALING

In this Appendix, we present additional numerical data on the effect of finite size on the thermalization dynamics. In Fig. 8, we consider the thermalization dynamics for different system sizes and additional driving frequencies. Much like Fig. 5 (which corresponds to $\omega = 8$), we observe that increasing the system size beyond $L = 18$ leads to a universal simple exponential approach of both energy density and entanglement entropy to their late-time infinite-temperature value. By extracting the timescale associated with this simple exponential approach, we observe that they are consistent across different system sizes for each frequency.

APPENDIX D: APPROACH TO THE GIBBS STATE

In this Appendix we provide further evidence that the entropy plateau observed corresponds to the Gibbs state of the prethermal Hamiltonian.

We begin by outlining the procedure by which we compute properties of the thermal Gibbs state. First, we obtain a pure state that is close to the infinite-temperature thermal state (for any local property). Appealing to quantum typicality we use a random state in the full Hilbert state [69]:

$$|\psi_0\rangle = \frac{1}{\sqrt{\sum_n |c_n|^2}} \sum_n c_n |n\rangle,$$

where $c_n$ are complex Gaussian random variables. We confirm that the deviation of the expectation value of $D_{\text{eff}}^{0}$, $S_{L/2}$, and...
\[ \sigma_{\alpha} \text{ between } |\psi_0\rangle \text{ and the infinite-temperature state is always smaller than } 5 \times 10^{-3}. \]

We then perform imaginary-time evolution under \( D_{\text{eff}}^{(0)} \) using Krylov subspace methods to obtain an approximation of the thermal state at inverse temperature \( \beta \). We motivate this approach by noting that \(|\psi_0\rangle\) will also correspond to a random vector in the energy basis. Performing imaginary-time evolution then reweights the coefficients of each energy eigenstate by the correct Boltzmann factor:

\[ |\beta\rangle \propto e^{-\beta D_{\text{eff}}^{(0)}} |\psi_0\rangle \propto \sum_{\epsilon_n} c_{\epsilon_n} e^{-\beta \epsilon_n} |\epsilon_n\rangle, \]

where \( c_{\epsilon_n} \) are complex Gaussian random variables. As we "cool" the system, we further populate the low-energy states. Because e^{-\beta E} \Omega(E), where \( \Omega(E) \) is the density of states, is sharply peaked at the energy of the thermal ensemble at temperature \( \beta \), the greatest contribution to the state’s population will come from this value of the energy. By the eigenstate thermalization hypothesis, we expect this state to correctly capture the true thermal state at that energy density.

To ensure that the measured quantities are indeed robust, we average any quantity of interest across ten random initial states, and use the associated standard deviation as the un-weighted average. By the eigenstate thermalization hypothesis, we expect this approach by noting that \(|\psi_0\rangle\) will also correspond to a random vector in the energy basis. Performing imaginary-time evolution then reweights the coefficients of each energy eigenstate by the correct Boltzmann factor:

\[ |\beta\rangle \propto e^{-\beta D_{\text{eff}}^{(0)}} |\psi_0\rangle \propto \sum_{\epsilon_n} c_{\epsilon_n} e^{-\beta \epsilon_n} |\epsilon_n\rangle, \]

where \( c_{\epsilon_n} \) are complex Gaussian random variables. As we "cool" the system, we further populate the low-energy states. Because e^{-\beta E} \Omega(E), where \( \Omega(E) \) is the density of states, is sharply peaked at the energy of the thermal ensemble at temperature \( \beta \), the greatest contribution to the state’s population will come from this value of the energy. By the eigenstate thermalization hypothesis, we expect this state to correctly capture the true thermal state at that energy density.

To ensure that the measured quantities are indeed robust, we average any quantity of interest across ten random initial states, and use the associated standard deviation as the uncertainty. We repeat the same procedure for the short-range version of \( D_{\text{eff}}^{(0)} \). This yields the entanglement entropy for negative energy density (Fig. 9).

Using the initial energy density of the system (which is approximately conserved as the system approaches the prethermal state), one immediately obtains the expected entropy of the prethermal regime. These estimates are plotted in Fig. 2, in agreement with the observed dynamics.

One can also explore the entire evolution of the system. In Fig. 10, we plot the path of the evolution in \( (D_{\text{eff}}^{(0)})/L - S_{L/2} \) space, and compare it to the thermal entropy curve obtained in Fig. 9.

We can observe the early time approach to the prethermal state where the system’s entropy increases at fixed energy density. Afterward, the heating from the drive increases both the energy density and the entropy of the system, as it approaches the infinite-temperature state. During the heating, the system follows closely the thermal entropy, suggesting that it remains in a Gibbs ensemble throughout the entire heating. The greatest deviation occurs for the lower initial energy density in the long-range system. This behavior seems generic for low-energy states, while higher-energy states more closely follow the thermal entropy. We leave the study of this deviation for future work.

APPENDIX E: \( \tau^* \) AS A FUNCTION OF INITIAL ENERGY DENSITY

The existence of a prethermal regime has been proven as a lower bound in the timescale it takes the expectation value of the prethermal Hamiltonian to approach its infinite-temperature value [27,31,32]. The generality of this approach leaves an open question: what is the effect of different initial states in the thermalization timescale of a system? In this Appendix we attempt to shed some light onto this question by analyzing how the thermalization timescale of a system evolves with the initial state.

We estimate \( \tau^* \) in two different ways—using the evolution of the entanglement entropy, \( S_{L/2}(t) \), and of the energy density, \( (D_{\text{eff}}^{(0)})/L \). First, we estimate \( \tau^* \) to be the time \( \tau^*_{S_{L/2}} \) when the entanglement entropy is halfway between its prethermal plateau \( S^P_{L/2} \) and its final value of \([L \ln(2) - 1]/2 \) [39]:

\[ S_{L/2}(\tau^*_{S_{L/2}}) = S^P_{L/2} + \frac{1}{2} \left[ \frac{[L \ln(2) - 1]}{2} - S^P_{L/2} \right]. \]  

We take \( S^P_{L/2} \) as the value \( S_{L/2}(t) \) when we observe the system has reached a plateau at frequency \( \omega = 9 \)
We consider initial product states with spins polarized along \( \xi \) and control the energy density by varying the number of equally spaced domain walls. In Figs. 12(a) and 12(c), we consider \( \tau^* \) for the short-range interacting system at different frequencies using both entanglement entropy, Fig. 12(a), and energy density, Fig. 12(c). In both cases we observe the qualitatively similar behaviors. As a function of frequency, we observe an exponential dependence across the entire set of initial states, as expected from the state-independent proofs [27,31,32]. We also observe no large dependence on the energy density, except near the center and edges of the spectrum.

For the former, the closeness of \( S^\prime_{L/2} \) and the initial energy density to their infinite-temperature values limits our ability to correctly estimate \( \tau^* \). For the latter, a lower density of states effect, since the long-range model has a smaller number of states near the edge of the spectrum. Moreover, the frequency has a smaller impact on \( \tau^* \) in the long-range model across the entire spectrum, which is consistent with the results presented in Fig. 3 for a few different initial states.

**APPENDIX F: ROLE OF \( J_x \) IN THE THERMALIZATION DYNAMICS**

In this Appendix, we explore the role of \( J_x \) in determining the thermalization timescales, \( \tau_{D_{\text{eff}}} \) and \( \tau^* \). Because \( \tau_{D_{\text{eff}}} \) corresponds to the thermalization timescale of the system with respect to the prethermal Hamiltonian \( D_{\text{eff}} \), it is sensitive to the details of \( D_{\text{eff}} \), which, unfortunately, depends on the frequency of the drive, as per Eq. (A6). Nevertheless, much of the intuition can be obtained by considering its zeroth-order term, \( D_{\text{eff}}^0 \), which is frequency independent (here we focus on the long-range case, but our discussion carries over to the short-range interacting case too).

Given the form of the Hamiltonian in Eq. (1), the presence of nonzero \( J_x \) and \( h_x \) is crucial to break the integrability of the system and enable the system to approach the prethermal plateau. More specifically, the strength of \( J_x \) (and also \( h_x \)) controls how far away from integrability \( D_{\text{eff}} \) is, and thus should also control how fast the system will approach the equilibrium state. Indeed, by increasing \( J_x \), we observe the
approach to the infinite-temperature state; indeed we observe an increase of the extracted coupling dynamics, captured by both energy density (top panels) and entanglement entropy (bottom panels), are the same at the different values of the coupling $J_x$. The main distinction corresponds to the quantitative value of the different thermalization timescales, $\tau_{\text{d}}$ and $\tau^*$. By increasing $J_x$, $D_{\text{eff}}$ is farther away from integrability and a faster thermalization is expected; as a result, the system approaches the prethermal plateau at earlier times --- $\tau_{\text{d}}$ is smaller (bottom panels). At the same time, the local energy scale of $D_{\text{eff}}$ is increased, leading to a faster late-time approach to the infinite-temperature state; indeed we observe an increase of the extracted $J'_{\text{eff}}$ from the exponentially slow thermalization. Despite the qualitative agreement with the physical picture developed in this work, the precise connection between microscopic coupling strengths and the extracted $J'_{\text{eff}}$ remains elusive. Shaded early-time region is plot in a linear timescale to emphasize $S_{L/2}(t = 0) = 0$.

However, for any finite-sized system, even at $\alpha < d$, there is still a finite local energy scale which can control the energy absorption rate from the drive. As such, one expects the thermalization timescale to grow exponentially with the frequency of the drive. This intuition can be observed in simulations of the dynamics of energy density and entanglement entropy for $\alpha = 0.63 < d$ (Fig. 14). Unfortunately such behavior is a purely finite-size phenomenon, as increasing the system size leads to an ever-increasing local energy scale and thus an ever-decreasing thermalization timescale. This can be observed by computing the dynamics of the system for different size $L$, Fig. 15 (left panel).

---

APPENDIX G: EXPONENTIALLY LONG THERMALIZATION FOR $\alpha < d$

Throughout this work, we have focused on the regime $d < \alpha < 2d$ for the power law of the long-range interactions. In this Appendix we briefly discuss the regime of very long power laws, $\alpha < d$, where the energy becomes superextensive and locality breaks down. These two properties lead to the breakdown of the long-lived prethermal behavior: the first ensures that the local energy scale $J_{\text{local}}$ diverges in the thermodynamic limit, so the condition $\omega \gg J_{\text{local}}$ cannot be satisfied in the thermodynamic limit, while the second suggests that there cannot exist a prethermal Hamiltonian that correctly captures the dynamics of local observables (this fact has been used to explain the lack of such Hamiltonian in classical systems [70]).
heating timescale is the existence of a finite local energy scale. To
understand the case of the unnormalized long-range interaction, which has a divergent
local energy scale in the thermodynamic limit. Indeed we observe
the reduction of the thermalization timescale, in agreement with the
increase of the local energy scale. Crucially, when the Ising interac-
tion strength is divided by the appropriate size scaling,
the thermalization timescale that is independent of the system size—further emphasizing
that the crucial ingredient for observing the exponentially long
heating timescale is the existence of a finite local energy scale. To
match thermalization timescales for the two cases, we set $J = 3.0 \sim
20^{1-0.63}$ in the normalized dynamics.

To further corroborate this interpretation, we consider the
case of the normalized interactions. More specifically, given
a power law $\alpha < d$, the local energy scale of the system
diverges with system size as $L^{1-\alpha}$; by dividing the interaction
strength by $\propto L^{1-\alpha}$, we obtain an extensive system with
a finite local energy scale, even in the thermodynamic limit. For such interactions, the thermalization timescale should not
depend on the size of the system size, as confirmed by explicit
computations in Fig. 15 (right panel).

Finally, let us emphasize that, based on the current
understanding of the prethermal regime, the lack of power-law
light-cone Lieb-Robinson bounds for such systems precludes
them from having an effective Hamiltonian in the prethermal
regime. Unfortunately, the numerical investigation in this
regime is much harder due to the sizable finite-size effects.
We leave this study for future work.

**APPENDIX H: PRETHERMAL EFFECTIVE
HAMILTONIAN FOR SHORT-RANGE
INTERACTING SYSTEM**

In Fig. 4, we analyzed the role of $D_{\text{eff}}$ as the approximate
generator of stroboscopic time evolution for the long-range
interacting model. In this Appendix we supplement those
results by studying the short-range model using $O = D_{\text{eff}}^{(0)}/L$
as well as considering other local operators in both short
and long-range models. Analogously to the results presented
in Fig. 4, we consider the difference $\delta_o$ in the expectation
value of $O = D_{\text{eff}}^{(0)}/L$ when time evolved under $D_{\text{eff}}^{(0)}$ or the
full Floquet unitary in the short-range interacting model with
$L = 16$.

In Fig. 16(a) we observe the same qualitative behavior as
in the long-range interacting system analyzed in Fig. 4(a).
In particular we observe the same initial plateau originating
from the difference between $D_{\text{eff}}^{(0)}$ and $D_{\text{eff}}$ as well as the
late-time linear regime. Immediately, one notices that for the
same range of frequencies, the linear regime of $\delta_o$ occurs
at later times corresponding to a slower linear growth. In
Figs. 16(b) and 16(c) we quantify these aspects by analyzing
the frequency dependency of both the slope of the linear
regime and the height of the plateaus. From the linear slope,
we extract an effective interaction strength $J_{\text{eff}}$ which is in agreement with that calculated from $r_{\text{eff}}, z_{\text{eff}}$ in Fig. 3. (c) Plateau
height $h_{\text{eff}}$ for different Magnus truncation orders, $n$, as a function of
frequency. The results are consistent with an $n$-dependent power law.

![FIG. 15. Dynamics of the energy density for a very long-
rang interacting system with power-law $\alpha = 0.63$ and varying
system size $L \in \{18, 20, 22\}$, using parameters $(J,J_x,h_i,h_z) =
\{1,0.75,0.21,0.17,0.13\}$. In the left panel, we consider the case
of the unnormalized long-range interaction, which has a divergent
local energy scale in the thermodynamic limit. Indeed we observe
the reduction of the thermalization timescale, in agreement with the
increase of the local energy scale. Crucially, when the Ising interac-
tion strength is divided by the appropriate size scaling,
the thermalization timescale that is independent of the system size—further emphasizing
that the crucial ingredient for observing the exponentially long
heating timescale is the existence of a finite local energy scale. To
match thermalization timescales for the two cases, we set $J = 3.0 \sim
20^{1-0.63}$ in the normalized dynamics.](033202-11)
linear regime, as expected from the initial behavior, an increase in time evolution, consistently with previous theoretical results.

For $t \rightarrow \infty$, we observe a late-time linear regime, corresponding to the long-range model. We observe a qualitatively similar picture to the results presented in Fig. 17. This provides further evidence of $D_{\text{eff}}$ being the approximate generator of stroboscopic time evolution. Similarly to Fig. 17, the error dynamics becomes simpler for $t > \tau_{\text{D}, \text{eff}}$, as extracted from Fig. 11.

The rate of growth of the linear regime decreases with the increase of both $n$ and $\omega$, which is consistent with $D_{\text{eff}}$ being the approximate generator of time evolution. However, unlike the case when $O = D_{\text{eff}}^{(0)} / L$, the early-time behavior has a more complex structure. In these cases, we do not expect these local operators to be approximately conserved, so we observe different, operator-dependent thermalization dynamics.

To corroborate that the early-time behavior is due to differences in short-time thermalization dynamics, we estimate $\tau_{D, \text{eff}}$ as the time at which the system approaches $S_{L/2}$. After this time, we observe that most of the error is given by an initial plateau followed by a linear regime. For $t > \tau_{D, \text{eff}}$, extracted in Fig. 11, the system has thermalized to $D_{\text{eff}}$, so the error is dominated initially by the difference in the thermal expectation of $O$ with respect to $D_{\text{eff}}$ or $D_{\text{eff}}^{\text{st}}$ until the linear growth in error from the difference between $D_{\text{eff}}$ and the full evolution dominates.

Finally, we emphasize that the agreement we observe for the long-range model in Fig. 18 between the evolution under the full Hamiltonian and the different orders of $D_{\text{eff}}$ at different frequencies provides further evidence of the existence of a prethermal effective Hamiltonian given by $D_{\text{eff}}$ that approximately describes the time evolution of our system, even though no formal proofs exist for power-law interactions at present.
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