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Abstract—Smart Manufacturing refers to optimization techniques that are implemented in production operations by utilizing advanced analytics approaches. With the widespread increase in deploying Industrial Internet of Things (IIoT) sensors in manufacturing processes, there is a progressive need for optimal and effective approaches to data management. Embracing Machine Learning and Artificial Intelligence to take advantage of manufacturing data can lead to efficient and intelligent automation. In this paper, we conduct a comprehensive analysis based on Evolutionary Computing and Deep Learning algorithms toward making semiconductor manufacturing smart. We propose a dynamic algorithm for gaining useful insights about semiconductor manufacturing processes and to address various challenges. We elaborate on the utilization of a Genetic Algorithm and Neural Network to propose an intelligent feature selection algorithm. Our objective is to provide an advanced solution for controlling manufacturing processes and to gain perspective on various dimensions that enable manufacturers to access effective predictive technologies.
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I. INTRODUCTION

O VER recent decades, the manufacturing industry witnessed tremendous advances in the form of four major paradigm shifts. In the latest industrial revolution, Industry 4.0, manufacturing has embraced the Industrial Internet of Things (IIoT) [1]–[3] and Machine Learning (ML) to enable machinery to boost performance through self-optimization [4]–[8]. Employing computer control over manufacturing phases can make industry processes smart. Broadly speaking, Smart Manufacturing (SM) can be defined as a data-driven approach that leverages IoT devices and various monitoring sensors. Deploying modern technologies, e.g., IoT coupled with Cloud Computing, in manufacturing, provides access to valuable data at different levels, i.e., manufacturing enterprise, manufacturing equipment, and manufacturing processes. With the prodigious amount of manufacturing data at hand, Computational Intelligence (CI) enables us to transform data into real-time manufacturing insights. Manufacturing, then, can be controlled by leading-edge CI and Artificial Intelligence (AI), and tasks are modelled based on experimental observations, to enhance productivity while reducing costs.

Cost-effective and sustainable manufacturing has become the focus of academia and industry. In doing so, it is of so great importance to identify which factors play a pivotal role in process outcomes. An integrated model based on manufacturing processes and data analytics is demonstrated in Fig. 1. The model has been divided into different layers and can be considered as a Computer-Integrated Manufacturing (CIM) model from which computational intelligence can take control of the entire production processes. At the Business Planning level, all decisions regarding the end product are made. The operational decisions related to optimizing processes are managed in the Operation Management level. On the Monitoring Level, different sensor-based monitoring approaches, e.g., anomaly detection methods, are employed. Finally, data acquisition and real-time processing are performed at the Production Process level and Sensing level, respectively.

The approach implemented in this work aims to mitigate cost and production risks and promoting sustainable development of semiconductor manufacturing. Moving towards an
optimal system, i.e., one that is adaptive and intelligent, is not a trivial task; however, embedding intelligent algorithms in automation and semiconductor production could be beneficial for both reducing cost and enhancing quality of products. The main focus of smart manufacturing studies is on the product life-cycle management, manufacturing process management, industry-specific communication protocols, and manufacturing strategies. Recent advances in technology-based solutions, e.g., IoT, cloud/fog computing, and big data, can expedite and simplify the production process and make new development of manufacturing possible [9]–[15]. These advances should drive the evolution of manufacturing architectures into integrated networks of automation devices and enable the smart characteristics of being self-adaptive, self-sensing, and self-organizing. Providing such solutions includes addressing several challenges, e.g., data volume, data quality and data merging.

Traditional fault detection and diagnosis systems interpret sensory signals as single values [16]. Then, these values are fed into a model to verify product status. The main drawback of this approach is that it fails to determine the most important features/operations involved in semiconductor production and may result in the loss of sensory data. Moreover, sensory data might consist of noise, outliers, and missing values and can be characterized by heterogeneous structures. To address these concerns, our goal is to propose an intelligent and dynamic algorithm consisting of a feature extraction mode. Generally speaking, predicting the quality of products is an imbalanced classification problem and semiconductor manufacturing is not an exception. To be specific, the dataset is imbalanced because the defective rate in manufacturing processes is quite low in practice. To address this potential issue, a proper imbalanced technique needs to be taken into account to improve model performance. Such implementation is discussed in the following sections. Moreover, we propose an integrated algorithm to solve a multiobjective problem based on a Artificial Neural Network (ANN) and Genetic Algorithm (GA), to establish a fault diagnosis solution by extracting the most relevant features and then using these features as an input for classifiers. It should be mentioned that Multiobjective Evolutionary Algorithms (MOEA) is divided into different categories, i.e., decomposition-based and dominance-based methods. In this work, a decomposition method (weighted sum technique) based on a binary GA and ANN is proposed. This approach is practicable for all kinds of manufacturing analyses in the context of feature extraction/selection, dynamic optimization, and fault detection. Specifically, we investigate the following:

1) how a hybrid model based on an Evolutionary algorithm combined with ANN can be proposed to model non-linearity;
2) how to integrate the capabilities of ML combined with AI to implement a highly flexible and personalized smart manufacturing environment;
3) whether combining ML with AI can outperform the traditional methods;

Given the extracted features, various classification methods are tested and the one with the minimum classification error rate are selected. Also, a comparison between the proposed solution and traditional methods is presented. The integrated approach is shown to outperform the others in terms of the accuracy and performance of a manufacturing system. This model can be also useful for fault detection without requiring specialized knowledge. In this implementation, we have encountered several issues, e.g., handling imbalanced data, exploration, and exploitation in an optimization process. To address such concerns, various scenarios are discussed throughout the paper.

Research Methodology and Contributions

Modern embedded systems, an emerging area of ML, AI, and IoT, can be a promising solution for efficient, cost-effective manufacturing production. Semiconductor manufacturing is a highly interdisciplinary process, complex and costly including various phases. Failures during the manufacturing phases result in faulty products. Hence, detecting the causes of failures is crucial for effective policy-making and is a challenging task in the Business Planning stage as demonstrated in Fig. 1. This can be achieved by fully exploring production phases and extracting relevant manufacturing features involved in the production. Therefore, fault detection and feature extraction are of much importance. Accordingly, we deal with implementing a model for feature extraction and classification in semiconductor manufacturing. The solution involves developing a model for monitoring processes based on ML and AI algorithms to enhance the overall output of manufacturing processes by extracting the most relevant features. Interpreting these features (manufacturing processes), consequently, provides us with the ability to quickly identify the root cause of a defect. One such efficient model contributes to cost reduction and productivity improvement.

While the greatest challenge in this work is a feature extraction/feature selection task, some other data-related issues, such as imbalanced data and outliers, should first be addressed. These data preparation steps aim to transform raw data into meaningful and useful ones that can be used to distinguish data patterns and consequently enable us to implement effective strategies. To solve the imbalanced classification issue, we have adopted a synthetic minority over-sampling algorithm to boost the small number of defective cases and assign a higher cost to the misclassification of defective products than that of normal products. A confidence interval is defined and outliers have been identified based on this measurement and eliminated. Then, the initial set of data is fed into a feature selection algorithm. Feature extraction aims to project high-dimensional data sets into lower-dimensional ones in which relevant features can be preserved. These features, then, are used to distinguish patterns.

The proposed dynamic feature selection model is based on an integrated algorithm including a meta-heuristic method (GA) and artificial neural network. We have implemented a binary GA to determine the optimal number of features and its relevant cost which are used to create a predictive model. Our goal is a solution with low-cost values in a search process. The cost function has been defined by using a multilayer
perceptron that is considered as an embedded part of a feature selection algorithm. GA consists of different phases, i.e., parent selection, crossover, mutation, and creating final population (the selected features) \[17\]. Parent Selection is a crucial part of GA and consists of a finite repetition of different operations, i.e., selection of parent strings, recombination, and mutation. The objective in a reproductive phase is to select cost-efficient chromosomes from the population, which create offsprings for the next generation. To address the exploration and exploitation and to avoid premature convergence, we have proposed a selection scheme by combining different crossover operations. The mentioned issue is heavily related to the loss of diversity. The proposed solution also eliminates the cost scaling issue and adjusts the selection pressure throughout the selection phase. We adjust the balance between exploration and exploitation by recombinating crossover operators with adjustment of their probabilities. A discussion for determining exploration and exploitation rate is presented in the following sections. Consequently, offsprings are created by adjusting such probabilities throughout the mating pool by establishing a hybrid roulette-tournament pick operator. Selected features are fed to a predictive model to determine fault status. It is worth mentioning that the algorithm considers two major conflicting objectives: minimizing the number of features and maximizing the classification performance. Consequently, the result of the proposed model are compared with traditional approaches. The experiments have verified the effectiveness and efficiency of our approach as compared to those in the literature. In summary, the overall objective is to propose an AI-based multi-objective feature selection method together with an efficient classification algorithm to scrutinise manufacturing processes.

The remainder of this paper is organized as follows: some related work about manufacturing processes, feature extraction and application of AI is described in Section II; a preprocessing procedure is discussed in Section III; the proposed approach with its associated discussions is given in Section IV; the experimental settings and the classification results are shown in Section V; and the future work and conclusions are presented in Section VI.

II. RELATED WORK

Recently, the rapid evolution of high-throughput technologies has resulted in the exponential growth of manufacturing data \[18\]. Since traditional approaches toward data management are impractical due to high dimensionality, proposing an effective and efficient data management strategy has become crucial. To do so, ML can help develop strategies to automatically identify patterns from high dimensional datasets. The key to leveraging manufacturing data lies in constant monitoring of processes, which can be associated with different issues, e.g., noisy signals. Dimensionality reduction and feature selection/extraction methods, e.g., Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), and Canonical Correlation Analysis (CCA), play a critical role in dealing with noise and redundant features and must be considered as a preprocessing stage of manufacturing data analysis, which leads to better insights and robust decisions \[19\]. Some previous manufacturing fault detection studies have focused on utilizing the mentioned techniques for extracting the most relevant features and classification. Feature selection methods can be divided into three main categories, i.e., filter, wrapper, and embedded methods. The filter methods act based on ranking the features. In wrapper methods, features are selected based on the performance of predictors. Finally, embedded methods include variable selection as part of the training process without splitting the data into training and testing sets. In \[20\], the authors have utilized PCA to extract features to decrease the computational cost and complexity. Given the extracted features, they have implemented a classification algorithm to infer whether a semiconductor device is a defective or normal sample. To that end, they have adopted a k-nearest neighbors (KNN) classification method. Cherry et al. have conducted another model based on a multiway PCA (MPCA) to monitor stream data \[21\]. A decision tree algorithm has been developed in \[22\] to explore various types of defective devices. A KNN method has been utilized in \[23\], and Euclidean distance has been considered to measure similarities among features. Verdier et al. have improved the performance of a KNN algorithm tailored for fault detection in semiconductor manufacturing by defining similarity measurement based on Mahalanobis distance \[24\]. A support vector machine (SVM) is used to detect semiconductor failures in \[25\]. The authors have developed their approach based on an RBF kernel to address the high dimensionality issue. In \[26\], an incremental clustering method is adopted for fault detection. A Bayesian model has been proposed to infer a manufacturing process. The authors have considered the root causes of manufacturing problems. However, their approach heavily relies on an expert’s knowledge regarding the related field. Zheng et al. have proposed a convolution neural network \[27\]. They have decomposed multivariate time-series datasets into univariate ones. Then, features have been extracted and an MLP-based method has been implemented for data classification. Lee et al. have compared the performance of different fault detection models, including feature extraction algorithms and classification approaches \[28\]. They have revealed that developing an algorithm based on features that are not suitable for a specific model can deteriorate the performance of classifiers significantly. Therefore, it is desirable to consider both feature extraction and classification stages simultaneously to maximize a model’s performance.

Most studies in the literature have focused on using PCA and KNN algorithms for manufacturing data classification. However, PCA-based approaches project features to another space based on a linear combination of original features. Therefore they cannot be interpreted in the original feature space \[29\]. Moreover, most of the PCA-related work has considered linear PCA, which is not efficient in exploring non-linear patterns. Although these techniques try to cover maximum variance among manufacturing variables, inappropriate selection of parameters, e.g., principal components, may result in great data loss. KNN is a memory-based classifier. Hence, in cases of high dimensional data sets, its performance degrades dramatically with data size. To overcome the mentioned con-
cerns, an efficient global search method (e.g., Evolutionary computation (EC) techniques) should be considered to better address feature selection problems \[30\]. These techniques are well-known for their global search ability. Derrac et al. \[31\] have proposed a cooperative co-evolutionary algorithm for feature selection based on a GA. The proposed method addresses feature selection task in a single process. However, it should be mentioned that EC algorithms are stochastic methods, which may produce different solutions when using different starting points. Therefore, the proposed model suffers an instability issue. Zamalloa et al. \[32\] have utilized a GA-based method to rank features. Consequently, features have been selected given the rank orders. A potential drawback of this work is that the proposed method might lead to data loss. Moreover, this solution has not considered the correlation among features.

To address the mentioned concerns, we have proposed our solution based on a dynamic feature selection method consisting of different modes to provide information on the variables that are crucial for fault diagnosis. To that end, we have integrated ANN into our model in order to examine nonlinearity relationship among features. Advanced computing and AI can provide manufacturing with a higher degree of intelligence and low-cost sensing and improve efficiency \[33\]. The process of conducting intelligent manufacturing can be regarded in two ways. Firstly, the manufacturing industry has become a great contributor to the service industry and secondly the lines between the cyber and physical systems are becoming blurred. Hence, architectural approaches like service-oriented architectures (Cloud manufacturing) can be taken into account in manufacturing modes and systems. In such distributed and heterogeneous systems, manufacturing resources can be aggregated based on an efficient service-oriented manufacturing model and processed/monitored in an effective way. Application of those solutions can pave the way for large-scale analysis and leads to high productivity. Developing a successful model includes various steps, e.g., data cleansing and data transformation, to reveal insights. As the quality of data affects the analysis, it is essential to employ a data preprocessing procedure. Such discussion is demonstrated next.

### III. DATA PREPROCESSING

The data set used in this work is obtained from a semiconductor factory, SECOM (Semiconductor Manufacturing) dataset. It consists of various operation observations, i.e., wafer fabrication production data, including 590 features (operation measurements). The target feature is binomial (Failure and Success), referring to the production status, and encoded as 0 and 1. The first step in data analysis is data cleansing to address a variety of data quality issues, e.g., noise, outliers, inconsistency, and missing values. We have dealt with missing value and noise resulting from inexact data collection. These can negatively affect a later processes. Outlier labelling methods and \(T^2\)-squared statistics \((T^2)\) have been utilized. Any observation beyond the interval has been eliminated.

#### A. Outlier Detection

Suppose that, \(F = \{f_1, f_2, \ldots, f_m\}\) denotes the feature set and \(L = \{\text{Failure}, \text{Success}\}\) the label set, where \(m\) is the number of features.

Matrix \(X \in \mathbb{R}^{n \times m}\) can be defined as:

\[
X = \begin{bmatrix}
X_1 \\
X_2 \\
\vdots \\
X_n
\end{bmatrix} = \begin{bmatrix}
x_{11} & x_{12} & \cdots & x_{1m} \\
x_{21} & x_{22} & \cdots & x_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n1} & x_{n2} & \cdots & x_{nm}
\end{bmatrix}
\]

(1)

where \(\mathbb{R}\) is the real number set, \(X_i\) (the \(i\)th observation) is defined as an \(m\)-tuple \((m\) is the number of features), containing all features, and \(n\) is the number of observations.

The label feature \(Y\) is as follows:

\[
Y = [y_1, y_2, \ldots, y_n]^T
\]

(2)

where \(y_i\) is the corresponding label (Success or Failure) for the \(i\)th observation \((X_i)\) and \(\top\) is a transpose operator.

We utilize the Mahalanobis distance of each observation \((X_i)\) from the mean, i.e.,

\[
D = (X_i - \bar{X})S^{-1}(X_i - \bar{X})^\top
\]

(3)

where \(S^{-1}\) is the inverse of the \(m \times m\) variance-covariance matrix (Scatter matrix) and \(\bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i\). The Mahalanobis distance and the values are chi-square distributed. The variance-covariance matrix can be calculated as:

\[
S = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})^\top (X_i - \bar{X})
\]

(4)

where \(\alpha\) is the confidence interval. Given \(\alpha\), if \((X_i - \bar{X})S^{-1}(X_i - \bar{X})^\top > \alpha^2\), \(X_i\) is treated as an outlier and eliminated. For this purpose, a quantile of the \(\chi^2\) distribution (e.g., the 97.5% quantile) is considered.

#### B. Handling an Imbalanced Data set

The observations that have been labeled as Failure are relatively rare (104 cases) as compared to the Success class. Hence, we face an imbalanced classification issue. In other words, Success class (the majority) outnumbered Failure class (the minority) and both classes do not make up an equal portion of our data set. Two distinctive approaches can be considered to deal with this issue: 1) skew-insensitive methods and 2) re-sampling methods. The first category addresses the problem by assigning a cost to the training data set while the second one adjusts the original data set such that a more balanced class distribution is achieved. Re-sampling methods have become standard approaches and have been dominantly utilized recently \[34\]–\[36\]. They can be classified into different categories, e.g., sampling strategies, wrapper approaches and ensemble-based methods. Implementing a proper method is crucial, otherwise it can be problematic, e.g., data loss and overfitting, and can result in a poor outcome. Our goal in this phase is to relatively balance class distribution. To do so, we have utilized a synthetic minority over-sampling
technique. There are various over-sampling algorithms, such as SMOTE, Borderline-SMOTE, and Safe-Level-SMOTE, just to name a few. The mentioned methods create synthetic samples based on the nearest neighbor approach and can be negatively impacted by the over-generalization issue. To overcome these problems in this work, a density-based SMOTE \[37\]-\[38\] technique is utilized and by synthetically adding Failure class instances we make the distribution more balanced. It is an over-sampling method in which the Failure class is oversampled by generating its synthetic instances.

C. Feature Selection

As stated, the data set consists of nearly 600 features. Data sets with high dimensions can cause serious challenges such as overfitting in learning processes, known as the curse of dimensionality. To address these challenges the dimensionality needs to be reduced and different approaches have been proposed in the literature. Generally speaking, dimensionality reduction can be considered as an approach to eliminate redundant (or noisy) features. It can be divided into two categories, feature extraction and feature selection. The former refers to those methods (PCA and LDA) that map original features to a new feature space with lower dimensionality while the latter aims to select a subset of features such that the trained model (based on the selected features) minimizes redundancy and maximizes relevance to the target feature. PCA (a classic approach to dimensionality reduction), Multidimensional Scaling, and Independent Component Analysis (ICA) all suffer from a global linearity issue. To address the mentioned shortcoming, non-linear techniques have been proposed: kernel PCA, Laplacian eigenmaps and semidefinite embedding. Since reconstructing observations (after the projection phase) in these nonlinear methods is not a trivial task, finding the corresponding pattern is sometimes impractical. In a feature extraction approach, observations are projected into another space where there is no physical meaning between newly generated features and the original ones. Hence, feature selection methods are superior in terms of readability and interpretability in this sense. Therefore, to avoid complexity and uncertainty that feature extraction techniques bring, a feature selection approach has been opted for in this work. To this end, we have proposed an integrated approach, consisting of a metaheuristic algorithm (GA) and an Artificial Neural Network. GA is a heuristic search method and inspired by Charles Darwin’s theory of natural evolution. Since selecting features can be considered as a binary problem, we have developed our model based on binary GA that treated candidate features (chromosomes in GA terminology) as bit-strings.

GA relies on a population of individuals to explore a search space. Each individual is a set of chromosomes, encoded as strings of 0 (if the corresponding feature is not selected) and 1 (if the feature is selected). GA utilizes an initial population and some genetic operators, e.g., crossover and mutation, to generate a new generation by recombining a population’s chromosomes. Then, fitter individuals are selected according to a cost-function (objective-function) in a reproduction phase. GA maintains its effectiveness from two sources: Exploration and Exploitation. The former can be considered as a process of exploring a search space (by genetic search operators, e.g. crossover operation), while the latter is the process of employing a mutation operator and modifying offsprings’ chromosomes. A balance between the mentioned abilities (Exploration and Exploitation) should be maintained. To that end, beneficial aspects of existing solutions (individuals with lower costs) should be exploited. Moreover, exploring the feature space in order to find an optimal solution (optimal features) is crucial. While a crossover operation is the main search operator, a mutation operator is employed to avoid premature convergence. The level of exploration/exploitation can be controlled by selection processes, e.g. selection pressure parameter. Selecting an appropriate pressure measurement ($\beta$ in this work) can maintain a balance between exploration and exploitation. Such discussion is provided in Section IV. Parameter $\beta$ has been used in the parent selection stage and candidate individuals have been taken into account in the generation production. This operation, iteratively, has been repeated until the termination criteria (number of iterations or number of function evaluations (NFE)) are met. The best individual (the one with the minimum cost) is selected and in this way optimal features are then identified. Fig. 2 displays our proposed feature selection model.

IV. Feature Selection Model

As mentioned earlier, our objective is to modify the output of each iteration (a subset of features) by searching feature space and finding proper values for the input features such that the measured cost is minimized. Given Fig. 2 our proposed feature selection model consists of different phases. It starts with defining an initial population, i.e., individuals including $m$-dimensional chromosomes.

$$\zeta = (v_1, v_1, \ldots, v_m)$$

where $v_i$ is either 1 or 0, and corresponds to the status of the $i^{th}$ variable (feature), selected or not. While some individuals are admitted to the new generation unchanged, others may be subject to some genetic operators (crossover and mutation). The cost related to each individual is evaluated by the ANN in the second phase to be presented in Section IV. These costs are utilized (in the parent selection phase) to determine which offsprings are used to create a new generation. The objective is to select two individuals (with lower costs) from the population such that newly created offsprings would inherit such patterns from their parents. Generally speaking, there are several approaches to select parents such as Random Selection, Rank Selection, Stochastic Universal Sampling (SUS), Tournament Selection, and Boltzmann Selection. There is no selection pressure parameter in the Random Selection method, and hence it is usually avoided. Rank Selection and SUS suffer from premature convergence and applying such approaches may easily result in a local optimum. To avoid the mentioned situation and maintain good diversity we have employed the Boltzmann Selection method which is inspired by Simulated Annealing. The probability of an individual being selected is calculated according to the below Boltzmann probability:
where \( \eta_p \) is the size of the initial population and \( J \) is the defined cost function. \( \beta \) is the selection pressure. It is clear that parents are selected based on probabilities which are proportional to the costs measured in the prior phase. This means that individuals with a lower cost are more likely to be chosen than ones with a greater cost. It should be mentioned that we have selected the \( \beta \) parameter such that \( \sum_{i \in H} p(i) = 0.7 \), where \( H \) is the set of half of the best individuals (population is sorted according to their cost values and \( \eta_p / 2 \) of them are selected). Consequently, the Roulette Wheel method is utilized for sampling (selecting parents using stochastic sampling with replacement based on Boltzmann probability function). A circular wheel is considered and divided into \( \eta_p \) pies, each of which is proportional to the cost values. The wheel is spun and the individual related to the pie on which it stops is then selected. We have repeated this procedure until our predefined number of parents are selected. In this way, individuals with the largest cost value have the minimal chance to be selected. Parents are selected according to the weighted slots, cross-over operations are then applied to them. On this basis, the chromosomes of selected parents are combined to create new offspring. As demonstrated in Fig. 3, a random portion of the first individual is swapped with a random portion of the second one. In this process the chromosomes combination can be carried out in different ways e.g. single-point, double-point, or uniform crossover. In single-point cross-over, one random position in the array of bits is selected and exchanging then takes place, while in double-point method, two positions are chosen and chromosomes are swapped. In uniform cross-over, parents’ chromosomes are selected for random exchange. Parents contribute to creating new offspring based on a bit string known as the cross-over mask. Let \( \xi \) be the predefined cross-over mask, e.g., \( \xi = \{1, 1, 0, 0, 0, 1, \ldots, 0, 0, 1\} \). As discussed earlier, after the initial population is created, the parent selection operation should be conducted in the reproduction phase. Our goal is to select individuals from those with minimum costs in the population. Consequently, parents are selected to create offspring for the next generation. The cost function and the way we have integrated ANN to calculate this measurement is next described.

### A. Cost Function and MLP

Our objective in the feature selection phase is to explore a hypothesis space, find the optimal number of features, and consequently reduce the dimensionality. In other words, we are looking for a subset of the original dataset, \( J : X' \subseteq X \rightarrow R \), such that two criteria are to be met. The cost function obtains different subset of features and target values as the input and the corresponding costs are calculated. Given the conventions adopted earlier, let \( F \) be the original feature set with the cardinality of \( |X| = m \). Now, let \( J(X') \) be an evaluation measure to be optimized given the below criteria:
• Set $|X'| = k < m$. Find $X' \subset X$, such that $J(X')$ is maximized. It is equal to minimizing the Mean Squared Error:

$$\epsilon = \frac{1}{n} \sum_{i=1}^{n} (Y_i - J_i)^2$$

• Find optimal features (in the case of both the number of features and discrimination) while minimizing $|X'| = n_j$.

It should be mentioned that we are facing a multi-objective optimization problem \[39\]. We define our objective function with weights as:

$$J = \epsilon \times (1 + (\Omega \times |X'|))$$ \hspace{1cm} (5)

where $|X'|$ is the dimension of selected features in each iteration, and $\Omega$ can be considered as a cost parameter for choosing new features. If $\Omega = 0$, all features are selected, while a large number to $\Omega$ results in no feature being selected. This parameter is a trade-off between relevancy and redundancy and must be designated carefully. As stated, our objective is to minimize objective function $J$. In doing so, we have integrated Artificial Neural Network (ANN) and GA. GA gets the defined cost function (i.e., Feature-Selection-Cost, $J$) as the input and employs the ANN to calculate cost values. Iteratively, different individuals (bit strings) consist of 0 and 1 (where 1 refers to a feature being selected and 0 refers to is not being selected) are generated and evaluated by GA’s operations. Multilayer Perceptron (MLP) is utilized to calculate $\epsilon$ (in each iteration). The Multi-layer perceptrons with Levenberg-Marquardt training algorithm is used (since it converges faster and more accurately towards our problem) and consisting of two layers (15 neurons in the hidden layer) of adaptive weights with full connectivity among neurons in the input and hidden layers. All costs are calculated and the best features are selected such that the corresponding cost is minimized. To summarize the procedures, the pseudo code of the feature selection model is presented in Algorithm \[1\].

V. ANALYSIS PROCEDURES

As mentioned earlier, in this work, we deal with a classification problem with a relatively large number of variables. It has been widely discussed \[40\] that irrelevant variables may deteriorate the performance of algorithms. The application of feature extraction/selection methods can make it possible to choose a subset of features possible and thus helps achieve reliable performance. Most studies in the literature have considered feature selection as a single objective problem while our solution is based on a multi-objective approach. In this section, different approaches, i.e., conventional feature extraction methods and the model proposed in this work, are compared. Our objective is to demonstrate that an intelligent algorithm can outperform the results of other competing classification methods.

A. Feature Extraction Methods

Different scenarios in the context of feature extractions are available to remove irrelevant features. All solutions have been considered as a pre-processing task in order to increase the learning accuracy. These conventional methods can be categorized into the filter, wrapper, embedded and hybrid techniques. Filter methods are divided into univariate and multivariate layers. The relevance of features is evaluated based on ranking techniques. Wrapper methods, e.g. sequential selection and heuristic search algorithms, are basically a search algorithm and relevant features are selected by training and testing a classification model. Embedded methods are performed based on dependencies among features. Finally, the hybrid method is based on a combination of other approaches and consists of different phases. These methods have some serious drawbacks which can make their results unrealistic. Filter methods do not consider the features’ dependencies and the relationship between independent and dependent features. There is a high risk of an overfitting problem in the wrapper approach. Embedded methods are more of a local discrimination approach than a global one and the hybrid methods are computationally expensive. Next we compare the results of the models implemented in this work.

B. Results

The experiment has been conducted on a computer with quad-core Intel i9-7900X CPU 8 GHz processor and 32 GB memory. It was equipped with a NVIDIA GeForce GTX 1080 GPU and 8GB memory. The parallel algorithm has been implemented by CUDA programming.

The proposed algorithm for feature selection is based on an adaptive and dynamic GA combined with a neural network. Our meta-heuristic method evaluates various subsets of features to optimize our defined cost function whose calculation has been given to a multilayer perceptron. We consider the volume of our data and the number of features and samples for defining the initial population rate. We choose the number of neurons based on a trial and error method. It should be mentioned that we have used the neural network as a cost function and in this context the main objective is to decrease the cost function’s values. The algorithm gets the initial solutions (manufacturing operations) and obtains the optimal features after a series of iterative computations (given the termination criteria, e.g., Number of Function Evaluation). Fig. \[4\] displays the cost values in each iteration.

Finally, we have examined various classification techniques, and the most appropriate one is selected. To do so, different classification models, e.g., Gaussian Support Vector Machine, Random Forest, Linear Discriminant, K-NN, and SVM with RBF kernel, have been tested. The classifiers’ performance is evaluated according to their classification accuracies. The ability of each method to accurately predict the correct class is measured and expressed as a percentage. ROC curves are used to determine the predictive performance of the examined classification algorithms. The area under a ROC curve can be considered as an evaluation criterion to select the best classification algorithm. When the area under the curve is approaching 1, it indicates that the classification has been carried out correctly. Fig. \[5\] shows AUC - ROC curves resulted from implementing different classification methods.
Some statistical results (e.g., the percentage of correct predictions) have been also provided in Table I. Given the results demonstrated, Gaussian SVM has been selected as the classification model. Some other feature selection methods are also utilized to compare their results with our proposed approach. The discussion regarding it is presented next.

**C. Conventional Methods**

As discussed in the previous sections, most studies regarding manufacturing data analysis have considered PCA-based approaches which aim to detect the directions of most variation. Together with PCA, we have tested most popular algorithms, e.g., Family-Wise Error Rate (FWE), False Discovery Rate (FDR), Sequential Forward Selection (SFS), Sequential Backward Selection (SBS), Filtration Feature Selection (FFS), Correlation-based Feature Selection (CFS), Lasso Regression and Ensemble methods, for feature extraction [31]. We have implemented these traditional methods to reduce the dimensionality of our data set and compared the results. To do so, the extracted features are used as the input for the chosen classifier. Fig. 6 displays the analysis based on the Lasso Regression method.

The experimental results (Table II) show that our proposed model is superior over those conventional ones. The corresponding accuracy rate of the proposed model is over 90%. An ROC comparison between our method and two of the corresponding accuracy rate of the proposed model is over 90%. An ROC comparison between our method and two of the best methods reveals the impacts of different parameter setting.

**VI. CONCLUSIONS AND FUTURE WORK**

The goal of manufacturing enterprises is to develop cost-effective and competitive products. Manufacturing Intelligence can significantly improve effectiveness by bridging business and manufacturing models with the help of low-cost sensor data. It aims to achieve a high level of intelligence with the latest appropriate technology-based computing, advanced analytics, and new levels of Internet connectivity. The landscape of Industry 4.0 includes achieving visibility on real-time processes, mutual recognition, and establishing an effective relationship among the workforce, equipment, and products. Most work in the area of manufacturing data analysis are based on PCA-based approaches. They are not able to recognize nonlinear relationships among features and extract complex pattern. To address this concern, we have proposed a dynamic feature selection method based on GA and ANN. We have compared the results achieved in this work with traditional approaches to prove the effectiveness of our proposed solution. As a part of our future work, we plan to consider other MOEAs, e.g., domination-based algorithms, for solving our optimization problem in a way that both feature selections objective functions are optimized simultaneously. Moreover, we will also compare the current model with other evolutionary algorithms proposed for feature selection.

**APPENDIX A**

**PSEUDO-CODE FOR THE FEATURE SELECTION MODEL**

GA has different parameters and the performance of a GA-based model depends on these parameters. We have discussed how they have been selected throughout this work. Table III reveals the impacts of different parameter setting.
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Algorithm 1: Pseudo-code for the feature selection model

```
Input: GA([F], CostFn)
Output: Individual ← [Selected Features (a binary vector)]

1 $f^{Max} \leftarrow$ Maximum number of Iterations
2 $\theta \leftarrow$ Crossover rate, $\mu \leftarrow$ Mutation rate
3 $\eta_p \leftarrow$ Size of population
4 # Initialise Population
5 for $i \leftarrow 1, ..., \eta_p$ do
6    Pop.position $\leftarrow$ randomly-generated chromosomes
7    Pop.cost $\leftarrow$ calculated costs given each chromosome
8 end
9 Pop $\leftarrow$ Sort population (Pop);
10 # Main Loop
11 $\eta_c \leftarrow$ Size of crossover (based on $\theta$)
12 $\eta_m \leftarrow$ Size of mutation (based on $\mu$)
13 for $i \leftarrow 1, ..., f^{Max}$ do
14    # Crossover operation
15    Calculate probabilities based on $Pr(s \in Pop) = \frac{\exp(-\beta)s_{\text{LargestCost}}}{{\sum}_{k=1}^{\eta_p} \exp(-\beta) s_{\text{LargestCost}}}$
16    for $i \leftarrow 1, ..., \eta_c$ do
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21 # Mutation operation
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28 Pop $\leftarrow$ Sort population and select first $\eta_p$ individuals;
29 BestSolution $\leftarrow$ Select first chromosome’s position, Pop(1).position;
30 BestCost(i) $\leftarrow$ Select first chromosome’s cost, Pop(1).cost;
31 end
32 return Individual (Selected Features);
33
34 Function $[O_1, O_2] = \text{CrossoverFn}(P_1, P_2)$
35 CrossoverMethod $\leftarrow$ {Single-Point, Multi-Point, Uniform Crossover}
36 randomly select one method given probabilities defined for each of them;
37 return two offsprings;
38 end
39 Function $M = \text{MutationFn}(P)$
40 Apply mutation operator;
41 return mutant;
42 end
43 Function $J = \text{CostFn}(\text{dataset})$
44 Employ ANN;
45 return $\epsilon \times (1 + (\Omega \times |X'|))$;
46 end
```
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**TABLE III:** Comparing the results of our hybrid model given different parameter settings

| Crossover Rate | Mutation Rate | Population Size | Neurons | Corresponding cost for selected solution in different iterations |
|---------------|---------------|-----------------|---------|---------------------------------------------------------------|
| 0.6           | 0.2           | 50              | 10      | 2.0171 2.0171 2.0171 2.0021 2.0021 ... 0.6785 0.6785 0.6715 0.6715 0.6642 |
|               |               | 100             | 15      | 1.8264 1.8124 1.8124 1.7023 1.7023 ... 0.5117 0.5117 0.5101 0.5101 0.5101 |
|               |               | 150             | 20      | 1.7111 1.7114 1.6617 1.5660 1.5660 ... 0.5862 0.5808 0.5808 0.5631 0.5631 |
| 0.6           | 0.3           | 200             | 10      | 1.8311 1.8311 1.8311 1.8266 1.8266 ... 0.5507 0.5507 0.5446 0.5446 0.5446 |
|               |               | 250             | 15      | 1.5182 1.3192 1.3192 1.1102 1.1102 ... 0.4902 0.4902 0.4902 0.4852 0.4852 |
|               |               | 300             | 20      | 1.2530 1.5330 1.5330 1.4001 1.4001 ... 0.5062 0.4767 0.4767 0.4581 0.4581 |
| 0.7           | 0.2           | 300             | 10      | 1.0539 1.0539 0.9547 0.9547 0.9531 ... 0.3214 0.3112 0.3112 0.3072 0.3072 |
|               |               | 350             | 15      | 0.8413 0.8411 0.8231 0.8231 0.7877 ... 0.2813 0.2813 0.2813 0.2743 0.2708 |
|               |               | 400             | 20      | 0.8613 0.8532 0.8152 0.7462 0.7462 ... 0.2491 0.2491 0.2491 0.2491 0.2491 |
| 0.7           | 0.3           | 450             | 10      | 0.6013 0.5182 0.5182 0.5012 0.5012 ... 0.1926 0.1926 0.1926 0.1859 0.1859 |
|               |               | 500             | 15      | 0.4165 0.4402 0.4002 0.3922 0.3774 ... 0.1088 0.1088 0.1088 0.1088 0.1088 |
|               |               | 550             | 20      | 0.3911 0.3891 0.3981 0.3496 0.3347 ... 0.1088 0.0932 0.0932 0.0932 0.0932 |
| 0.8           | 0.2           | 550             | 10      | 0.2662 0.2662 0.2615 0.2614 0.2608 ... 0.0997 0.0997 0.0997 0.0997 0.0997 |
|               |               | 600             | 15      | 0.2227 0.2215 0.2016 0.2016 0.1835 ... 0.0762 0.0762 0.0762 0.0742 0.0713 |
|               |               | 650             | 20      | 0.1844 0.1808 0.1808 0.1808 0.1808 ... 0.0788 0.0788 0.0788 0.0781 0.0781 |
| 0.8           | 0.3           | 700             | 15      | 0.1227 0.1214 0.1214 0.1205 0.1205 ... 0.0484 0.0484 0.0481 0.0472 0.0415 |
|               |               | 750             | 20      | 0.1304 0.1302 0.1246 0.1246 0.1228 ... 0.0493 0.0493 0.0478 0.0478 0.0478 |
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