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Abstract—Channel pruning is a promising technique to compress the parameters of deep convolutional neural networks (DCNN) and to speed up the inference. This paper aims to address the long-standing inefficiency of channel pruning. Most channel pruning methods recover the prediction accuracy by re-training the pruned model from the remaining parameters or random initialization. This re-training process is heavily dependent on the sufficiency of computational resources, training data, and human interference (tuning the training strategy). In this paper, a highly efficient pruning method is proposed to significantly reduce the cost of pruning DCNN. The main contributions of our method include: 1) pruning compensation, a fast and data-efficient substitute of re-training to minimize the post-pruning reconstruction loss of features, 2) compensation-aware pruning (CaP), a novel pruning algorithm to remove redundant or less-weighted channels by minimizing the loss of information, and 3) binary structural search with step constraint to minimize human interference. On benchmarks including CIFAR-10/100 and ImageNet, our method shows competitive pruning performance among the state-of-the-art retraining-based pruning methods and, more importantly, reduces the processing time by 95% and data usage by 90%.
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I. INTRODUCTION

The success of deep convolutional neural networks (DCNN) in a wide range of visual tasks is achieved at the price of massive computational resource and high power consumption. The cost of DCNN inference is the major obstacle to deployment on edge devices and real-time services. Model compression for DCNN is the summary of techniques to reduce the computational workload of DCNN at various granularity. The compressed model is expected to have accelerated inference, reduced power consumption, and wider hardware applicability. Model compression techniques include the design of lightweight models (e.g., [1], [2], [3]), neural architecture search (e.g., [4], [5], [6], [7]), knowledge distillation (e.g., [8], [9], [10]), pruning (e.g., [11], [12], [13]), and quantization (e.g., [14], [15], [16]) etc. Therein, pruning is a technique to reduce the computational workload of DCNN through the removal of parameters (weights) in convolutional or fully-connected layers.

This paper focuses on structural pruning of DCNN, which removes kernels (also called filters) integrally. In contrast, unstructured pruning removes some of the parameters in a kernel and results in an incomplete kernel, which is incompatible with modern software/hardware implementation of convolution operation. Because structural pruning is performed at filter-level or channel-level (equivalent in practice), it’s also called filter pruning or channel pruning. Figure 1 illustrates the removal of parameters when channel pruning takes effect.

A pruning method is designed under the trade-off between prediction accuracy and computational cost. Pruning will inevitably damage the original inference of the pre-trained model and often incur drop in prediction accuracy. Pruning methods are evaluated by their ability to reduce computational cost and preserve prediction accuracy simultaneously.

The development of channel/filter pruning methodology is centered on the strategy to preserve important channels/filters and remove unimportant channels/filters in a pre-trained model. It involves structural search, the search for a proper sparsity rate of each layer, and channel/filter selection, the method to make channel/filter removal and preservation decisions. Sparsity rate is the ratio of channels/filters to be removed in a layer. Higher sparsity will lead to less computational cost but more uncertainty to model inference. Because the structure of DCNN is determined by the sparsity rate of each layer, this step is also called structural search. Meanwhile, a ready pruning method takes accuracy recovery into account. Accuracy recovery is the process of regaining prediction accuracy of model after pruning. The most widely accepted approach is re-training the pruned model based on the remaining parameters and the data used for pre-training.

Despite channel pruning has shown promising compression...
performance on many DCNN architectures and visual tasks, the efficiency of channel pruning is a long-standing problem that hinders wide application, fast evaluation of method, and further exploration. More specifically, accuracy recovery by re-training the pruned model demands a long training process, considerable training data, and laborious human interference, while the computation cost of channel selection and structural search without evaluation are relatively negligible. We enumerate the cost of re-training as below:

- **Computational resource:** re-training a model requires considerable GPU hours. For example, on ImageNet [17], a popular benchmark for visual recognition, re-training a pruned model usually demands more than 100 epochs and consumes nearly 100 GPU hours. On small benchmarks such as CIFAR [18], re-training by tens of epochs demands 5-6 GPU hours. Note that a pruning pipeline often requires many iterations to evaluate different structures, so the time consumption of re-training is multiplied.

- **Data dependency:** by default, the training data used in pre-training is also fully exploited by re-training. This dependency will raise concern when pruning models pre-trained on private or limitedly accessible data.

- **Human interference:** the strategy for re-training, including the setting of learning rate, regularization, training epoch, and optimization algorithm etc., requires engineering experience as well as labour-costly human interference. How to design a proper re-training strategy for a pruned model is still an open question, as we review in section [1].

This paper aims to improve the efficiency of channel pruning on DCNN by reducing above three cost items.

We propose a novel and efficient accuracy recovery method, named as pruning compensation, to replace re-training. We are motivated by the observation that, if the pruning algorithm removes the redundant channels and keeps the diversity of the representation, the layer output can be recovered by fitting the missing signal with the remaining ones. This idea is feasible to convolution, because convolution is fundamentally a linear function and the compensation can be implemented as an addition to the linear transform. This implementation manner does not modify the structure of the pruned model and cause zero computational overhead at inference time.

Pruning compensation is expected to be more efficient than re-training. This one-step optimization of parameters is faster and more stable than gradient-based iterative optimization of re-training. Pruning compensation needs a reasonable amount of data to estimate the distribution of features (layer input) so that the remaining channels can fit the pruned channel. Experimental results show that the data dependency of pruning compensation is significant lower than that of re-training. What’s more, pruning compensation needs no human interference.

Though pruning compensation as an accuracy recovery method is decoupled with pruning algorithm, namely any pruning algorithm is compatible with pruning compensation, we still find that existing pruning algorithms are not suitable for pruning compensation. Theoretically, the optimization objective of existing pruning algorithms is not aligned to the objective of pruning compensation, as formulated in subsection III-B. We need to design a novel pruning algorithm that unifies the weight and the redundancy of channels. Thus, we propose compensation-aware pruning (CaP) in this paper to fully leverage the effectiveness of pruning compensation. It features the unification of channel weight and redundancy, and an efficient greedy strategy to solve the complex combinatorial problem of channel selection. Experiments in section IV also exhibit the advantage of CaP over other existing pruning algorithms.

To completely automate the pruning process, we propose structural search with step constraint to find optimal sparsity settings. Thanks to the efficiency of pruning compensation, we can evaluate a structure faster than re-training and thus extend the search space. Therefore, we propose to search for an optimal sparsity rate layer-by-layer by binary search under a user-specified constraint. We add a step constraint to control the search process and prevent over-pruning early visited layers. In this pipeline, users only need to set a tolerance value to constrain the accuracy drop of the pruned model, and no other human interference is involved.

To summarize our contributions, we propose an efficient channel pruning pipeline in this paper. The efficiency is mainly improved by pruning compensation, a fast, data-efficient and interference-free accuracy recovery method that replaces the inefficient re-training. We also introduce a novel pruning algorithm, compensation-aware pruning, in better collaboration with pruning compensation than existing pruning algorithms. Last, we automate the whole pipeline by structural search with step constraint. Our method can achieve competitive pruning performance on DCNN with significantly improved efficiency.

## II. Related Works

In this section, we briefly review a series of works towards pruning convolutional neural networks and some recent discussions about the effectiveness and efficiency of pruning. We focus on structured pruning of DCNN, i.e., pruning at kernel/channel level. Unstructured pruning (pruning at a parameter-level granularity) results to irregular sparsity of CNN kernel weights, which is incompatible with modern software or hardware implementation of DCNN, hence excluded from our review.

### A. Pruning by Heuristics

An intuitive approach to pruning kernels is to score the importance of kernels by some heuristic-base metrics and remove the least important kernels according to the specified sparsity rate.

Data-free heuristics mainly focus on the magnitude of the uniqueness kernels without consideration on the input for the kernels. For example, Li et al. [19] use L1 to evaluate the importance of the kernel. This heuristic is in line with the regularization terms on kernels, which penalize kernels with large norm, and trained kernels with larger magnitude should have greater importance. He et al. [20] introduce a method to pruned redundant kernels by geometric median. Mussay et al. [21] propose to select kernels by the core-set, a small
representative subset of all kernels, to preserve the diversity of kernels.

To evaluate the importance of kernels during inference, a number of works incorporate the analysis on features to the evaluation of kernels. Measuring the usage of kernels by the percentage of zero activation, Hu et al. [22] propose to evaluate kernel importance of ReLU-activated networks by APoZ(Average Percentage of Zero) of activations. To minimize the oracle loss(a type of reconstruction loss) of layer output after pruning, Molchanov et al. [12] estimate the loss of a pruning decision by the gradient. Some recent works in this direction propose different measurement to estimate the information loss of pruning and the corresponding pruning algorithm to minimize the loss, such as synaptic flow [24], layer-wise OBS [25], importance estimation [26], lookahead [27], and HRank [28].

B. Pruning by Learned Policy

A more flexible and automated approach towards kernel/channel pruning is to learn a pruning policy from data. The learned policy yield decisions in the pruning step and update the policy by some feedback collected during re-training. The policy can either be an explicit agent rewarded by model-level accuracy and computational cost, or an implicit regularizer that is effective during re-training at neuron level.

He et al. [29] implement a pruning system by reinforcement learning where an agent is trained to prune channels and rewarded by the unification of low training loss and low computational cost. Lin et al. [30] train a pruning agent(generator) and a discriminator by generative adversarial learning. To another end, Lin et al. [31] propose a framework of automatic search for layer sparsity rate by bee colony algorithm. Gao et al. [32] propose to estimate the performance of pruned models by a stand-alone neural network to guide pruning. Tang et al. [33] propose to select channels by the manifold relationship between instances and the pruned models. Yeom et al. propose a criterion inspired by model interpretability to estimate parameter importance by layer-wise relevance propagation.

As to implicit policy, Liu et al. [34] exploit batch normalization layers in DCNN to deactivated kernels with smallest scaling factors. He et al. [35] set soft filter mask instead of commonly used hard masks to gradually weaken the effect of pruned filters. Similarly, Ding et al. [36] gradually reduce the dependency on unimportant kernels by resetting the gradients during re-training. Zhuang et al. [37] polarize the regularization to make more discriminate pruning decisions. Li et al. [38] model a posterior distribution of filters pruning decisions to maximize a performance metric.

C. Effectiveness and Efficiency of Pruning

In company with the development of model pruning, most studies have been considering the channel/kernel selection algorithm as the most significant step until a study by Frankle et al. [39], which proposes Lottery Ticket Hypothesis and presents considerable experimental evidence. A direct conclusion from this work is that re-training a pruned sparse network does not have better performance than training the sparse network from random initialization. This result denies the effectiveness of pruning, because it's the sparsity rate settings instead of the channel/kernel selection that decides the model structure. If the cost of re-training is comparable with training from scratch, it will be more efficient to perform structural search at the beginning than pruning after pre-training. Follow-up works by Liu et al. [40] and Wang et al. [41], for example, present extensive results showing that the structure(sparsity of layers) is more important than selecting kernels/channels.

Renda et al. [42] provide experimental results suggesting that the training strategy of re-training is more significant to the final result. It also put previous pruning methods in doubt, because the re-training settings in most comparisons are not strictly controlled.

We are motivated partly by this recently heated debate over the effectiveness of re-training for accuracy recovery. If the efficiency of accuracy recovery is largely improved, then we can perform a more efficient structural search based on the pre-trained model than evaluating the structure by training from scratch.

Besides, data-efficiency is rarely discussed in the field of pruning. Without specification, the default training data for re-training is same as pre-training. Luo et al. [43] discuss a re-training strategy enhanced by data augmentation and label refinement to fully exploit the data and achieve better performance in a data-limited condition. But such techniques are not novel or specialized for pruning. Further exploration for data-efficient model pruning will benefit its application on models pre-trained by private or expensive data.

III. Methodology

A typical pipeline of channel pruning on convolutional neural networks is illustrated by figure 2. Apart from the halt condition of the pruning-recovery loop, channel pruning can be decomposed into three core sub-problems:

1) How to set a sparsity rate(i.e. the ratio of channels to prune/preserve) for each layer?
2) How to choose a subset of channels to prune?(channel selection)
3) How to recover the model prediction accuracy after pruning?

The answers given by most works follow a common paradigm. For sub-problem 1, setting layer sparsity empirically or by learned sparsity posterior(e.g. an additional learned regularizer). For sub-problem 2, prune channels/ filters by some heuristics(e.g. magnitude, feature variance, kernel similarity, etc) or by a learned channel/filter importance scorer/masker. For sub-problem 3, recovering model prediction accuracy by retraining from the remaining parameters(also called fine-tuning) or random initialization(referred as rewinding in some works).

The most computationally inefficient and data-expensive step of the usual pipeline(green in figure [2]) lies at the recovery of model prediction accuracy(sub-problem 3), which requires sufficient training data, GPU hours and engineering experience for training. To eliminate this cost and meet a low computational budget, we propose to recover model inference by pruning compensation, which is elaborated in subsection III-B. Pruning compensation avoids iterative parameter optimization and, instead, presents a closed-form solution, to significantly reduce the cost of accuracy recovery.

We also find that existing heuristic-based pruning methods are not suitable for sub-problem 2 in collaboration with pruning compensation. The recovery capability of pruning compensation is decided by the information loss and the weight of the pruned channel together. Most existing pruning methods do not reflect the unification of the two properties. Therefore, we propose compensation-aware pruning(CaP), a solution seamlessly coupled with pruning compensation, clarified in subsection III-C. CaP searches for an optimal pruning decision using a greedy strategy to minimize the information loss of pruning compensation.

The fast accuracy recovery enabled by pruning compensation significantly speeds up the iteration of model structure search(sparse layers). To further automate our pruning workflow, we propose binary structural search with step constraint in subsection III-E to solve sub-problem 1. Users are freed from tuning hyper-parameters in this process, except setting an explicit tolerance of accuracy drop.

A. Problem Formulation and Notations

1) Channel Pruning Problem of Model: Generally, a channel pruning problem over neural networks can be formulated as a dual-objective optimization problem as:

\[
\begin{align*}
\sigma &= \{\sigma^{(1)}, \sigma^{(2)}, ..., \sigma^{(L)}\}, \sigma^{(j)} \in \{0, 1\} \\
S &= \{S^{(1)}, S^{(2)}, ..., S^{(L)}\}, S^{(j)} \subseteq C^{(j)} \\
\hat{f} &= pf(\sigma, S) \\
\min_{\sigma, \hat{f}, S} \left\{ \sum_{j=1}^{L} v^{(j)}(1 - \sigma^{(j)}) \right\} \\
\text{s.t.} \ |S^{(j)}| \leq (1 - \sigma)^{|C^{(j)}|}, \ \forall j \in [1, ..., L] 
\end{align*}
\]

The first objective in equation (1) is a learning objective on a model \( \hat{f} \) parameterized with \( \theta \), trained on a dataset \( D \), and evaluated by a loss function \( L \). This learning objective also involves a model selection problem through the pruning operation \( p \), which prune each of the \( L \) parameterized (convolutional or fully-connected) layers at a sparsity rate \( \sigma^{(j)} \) and by a channel selection decision \( S^{(j)} \). \( S^{(j)} \) are retained channels and should be a subset of \( C^{(j)} \) (all input channels), while \( C^{(j)} - S^{(j)} \) are pruned channels. A very important prior is that the parameters \( \theta \) of the un-pruned pre-trained model \( f \) has already obtained satisfactorily low loss value, which can be leveraged for learning.

The second objective in equation (1) is a target to reduce the computational cost of model inference. \( v^{(j)} \) is the computational workload of the \( j \)-th layer, normally represented by the number of floating-point operations. It is shrunk proportionally by the layer sparsity rate \( \sigma^{(j)} \).

2) Intra-layer Channel Pruning Problem: Common solutions to this dual-objective problem often involves a model-level gradient-based optimization of all the parameters(\( \sigma, \theta \)) and a "soft" version of \( S \). But we propose to solve this problem from an intra-layer angle. An intra-layer channel pruning problem is formulated as an optimization problem to minimize the reconstruction loss of layer output after pruning.

In this context, a layer includes a fully-connected(or a convolutional) layer straightforwardly. In practice, \( g(\cdot) \) and \( \hat{g}(\cdot) \) are intra-layer channel pruning problem is formulated as an optimization problem to minimize the reconstruction loss of layer output after pruning. A pre-defined layer sparsity rate \( \sigma \), \( \beta \) controls the number of input channels to be pruned. A non-linear function \( g \) denotes the following batch normalization operation and non-linear activation function. Then an intra-layer channel pruning problem is:

\[
\begin{align*}
\min_{\gamma} & \ E ||g(Y) - \hat{g}({\hat{Y}})||^2 \\
\text{w.r.t.} & \ |S| \leq (1 - \gamma)|C| \text{ and } S \subset C 
\end{align*}
\]

where \( Y = X^T \in \mathbb{R}^{N \times C} + b \) and \( \hat{Y} = {\hat{X}}^T \in \mathbb{R}^{N \times C} + {\hat{b}} \). In equation (2), random variable \( X \) is the complete input channels(C is an ordered set denoting all indexed input channels), while \( X_S \) is a subset of \( X \) selected by the pruning algorithm. \( W \in \mathbb{R}^{C \times N}, b \in \mathbb{R}^{1 \times N} \) and \( W \in \mathbb{R}^{C \times N}, b \in \mathbb{R}^{1 \times N} \) are layer parameters before and after channel pruning, where \( N \) is the number of output channels. \( Y \in \mathbb{R}^{1 \times N} \) and \( \hat{Y} \in \mathbb{R}^{1 \times N} \) are output of the layer before and after pruning. A pre-defined layer sparsity rate \( \sigma \in [0, 1] \) controls the number of input channels to be pruned. A non-linear function \( g \) denotes the following batch normalization operation(if any) and activation function.

For simplicity, we have formulated the global and intra-layer channel pruning problem in a fully-connected layer setting. The problem and our solutions can be generalized to convolutional layers straightforwardly. In practice, \( N \) convolutional kernels of shape \( \mathbb{R}^{C_{in} \times k \times k \times N} \) can be vectorized to \( \mathbb{R}^{k \times C_{in} \times k \times k \times N} \), same are the input features within the sliding window of convolution at each point. Such a "flattened" view of channels and kernels is equivalent to the fully-connected layer discussed above. It’s also applicable to generalizing the algorithms in later sections to convolutional layers.
As a part of the intra-layer channel pruning problem formulated by equation (2), pruning compensation minimizes the reconstruction loss via $\mathbf{W}$ and $\mathbf{b}$, positing that $S$ is fixed.

In this paper, we render this optimization problem computationally inexpensive. The non-linear function $g$ in the optimization problem in equation (2)(with $S$ fixed) is the most intractable part, so we convert the objective to its linear approximation by Taylor expansion, with the expectation becoming an estimation from data:

$$
\min_{\mathbf{W}, \mathbf{b}} \frac{1}{M} \sum_{i=1}^{M} ||g'(\mathbf{Y}_i)(\mathbf{Y}_i - \hat{\mathbf{Y}}_i)||^2
$$

$$
= \frac{1}{M} \sum_{i=1}^{M} ||g'(\mathbf{Y}_i)(\mathbf{X}_i^T \mathbf{W} + \mathbf{b} - \mathbf{X}_S^T \hat{\mathbf{W}} - \hat{\mathbf{b}})||^2
$$

where $M$ instances are sampled from the training data for estimation. Such a constraint-free quadratic programming problem has a closed-form solution:

$$
\hat{\mathbf{W}} = \Sigma_{S,S}^{-1} \Sigma_{S,C} \mathbf{W}
$$

$$
\hat{\mathbf{b}} = \mu_C \mathbf{W} + \mathbf{b} - \mu_S \Sigma_{S,S}
$$

The estimation of the feature expectation $\mu_C \in \mathbb{R}^{C \times 1}$, $\mu_S \in \mathbb{R}^{S \times 1}$ and covariance $\Sigma_{S,S} \in \mathbb{R}^{S \times S}$, $\Sigma_{S,C} \in \mathbb{R}^{S \times C}$ are computed by:

$$
\mu_C = \frac{1}{M} \sum_{i=1}^{M} g'((\mathbf{Y}_i)^2) \mathbf{X}_{C,i} \quad \mu_S = \frac{1}{M} \sum_{i=1}^{M} g'((\mathbf{Y}_i)^2) \mathbf{X}_{S,i}
$$

$$
\Sigma_{S,S} = \frac{1}{M-1} \sum_{i=1}^{M} g'((\mathbf{Y}_i)^2) \mathbf{X}_{S,i} \mathbf{X}_{S,i}^T - \mu_S \mu_S^T
$$

$$
\Sigma_{S,C} = \frac{1}{M-1} \sum_{i=1}^{M} g'((\mathbf{Y}_i)^2) \mathbf{X}_{S,i} \mathbf{X}_{C,i}^T - \mu_S \mu_C^T
$$

In practice, pruning compensation for each layer consists of three steps:

- Collect the layer inputs and outputs by forward-propagation on a sampled subset of the training data $D$.
- Estimated of the required statistics by equation (3).
- Replace the original parameters with the compensated parameters $\hat{\mathbf{W}}, \hat{\mathbf{b}}$ computed via equation (4).

Many CNN architectures have bias-free convolutional or fully-connected layers. But a bias term is necessary for pruning compensation to adjust the mean of the post-compensation layer output $\hat{\mathbf{Y}}$. So we append a bias term to bias-free compensated layers, which slightly change the model structure. The computational overhead incurred by an additional bias term is insignificant compared to the intensive convolution operation.

3) Discussions: We find that the introduction of $g'((\mathbf{Y}_i))$ is critical to the recovery power of pruning compensation. In approximation to the batch-normalization and non-linear function($g$) that shift, rescale and warp $\mathbf{Y}$, $g'((\mathbf{Y}_i))$ weighted
each instance $Y_i$ differently in the reconstruction loss. For example, to compensate a sigmoid-activated convolutional layer, $g'(Y_i)$’s values are close to 0 for those with large absolute values. As a result, instance $Y_i$ has little weight in the reconstruction loss as equation (3). From a post-hoc perspective, this little weight reflects the fact that $g(Y_i)$ has minor change after pruning when $Y_i$ has large absolute values. In contrast, instances with large $|g(Y_i)|$ are hard samples for optimization of the reconstruction loss, being heavily weighted.

Pruning compensation is of better time and data efficiency than retraining. The major time-consuming step of pruning compensation is the collection of layer input/output over the training data, which requires model forward-propagation on training data for one pass. This cost is significantly lower than retraining, which computes forward/backward-propagation and update the weights for tens, hundreds or even thousands of epochs.

What’s more, the estimation doesn’t necessarily need the whole training dataset. A reasonably small portion of training data can still produce a stable estimation. When the training data is inaccessible, the estimation can even be made on another more accessible data source of similar distribution, due to the transferability of DCNN features. For example, when we prune a model pre-trained on ImageNet but we cannot use the original training data, we can use PASCAL VOC images as an alternative data source for estimation. It’s a useful quality on tackling models pre-trained on private or scarcely accessible data.

C. Compensation-aware Pruning

1) Renewed Problem Formulation: Pruning compensation provides a closed-form solution to the intra-layer channel pruning problem on variables $W$ and $b$, as equation (2), under any channel selection decision $S$. Thus, we can solve for $S$ by replacing the determined variables $W$ and $b$ with their closed-form solution(solutions in equation (4) substituting by replacing the determined variables $S$), and the problem is reduced to a combinatorial optimization problem in equation (6), where $W = [w_1, w_2, ..., w_N]$ are weights before compensation:

$$
\min_S \sum_{k=1}^{N} w_k^T \Sigma_{C,C} w_k - w_k^T \Sigma_{C,S} \Sigma_{S,S}^{-1} \Sigma_{S,C} w_k \\
\text{s.t. } |S| \leq (1-\sigma)|C| \text{ and } S \subset C
$$

(6)

As this pruning method presumes that the lost information in pruned channels could be compensated afterwards, we name this method as compensation-aware pruning(CaP). CaP provides a unified approach to select channels by information loss and channel weight together.

To better interpret the implicit channel selection rule under equation (6), we explain via two extreme cases. In the two extreme cases, we assume that the diagonal entries of $\Sigma_{C,C}$ are all 1, i.e. every channel’s variance equals 1.

In the first case, we assume that the input channels are independent from each other, then the covariance $\Sigma_{C,C}$ will be an identity matrix. In this case, the importance of the $i$-th channel will be determined by the corresponding weight $w_{k,i}$ only. Larger the $|w_{k,i}|$, higher the importance. This non-trivial situation is equivalent to magnitude-base pruning.

In the second case, we assume that each channel is equally weighted, i.e. each entry of $W$ is 1, and channels in $S$ or $C-S$ are independent from each other, i.e. $\Sigma_{S,S}$ and $\Sigma_{C-S,C-S}$ are identity matrix. Note that $\Sigma_{C-S,S}$ is not necessarily zero matrix. The reconstruction loss will then be determined by the sum of $|\Sigma_{C-S,S}|_2^2$. Higher the absolute values in $\Sigma_{C-S,S}$, more replaceable are channels in $C-S$; less information lost by $C-S$, less the reconstruction loss.

These two cases interpret respectively how CaP select channels by weights or covariance. In a non-trivial setting, the channel selection decision $S$ is made in unification of both two properties.

2) Greedy Search: CaP as a combinatorial optimization problem is NP-hard, and the evaluation of an arbitrary solution $S$ requires an inversion of an $|S| \times |S|$ matrix, which is expensive. For example, a layer with $N=1024$ input channels pruned at sparsity rate $\sigma=0.5$ will require $(1024 \times 512)$ times of $512 \times 512$ matrix inversion if performing exhaustive search.

We propose a greedy algorithm to find a sub-optimal solution to this problem.

Compensation-aware pruning is detailed in algorithm 1.

We iteratively expand the solution $S$ by incorporating the best of the remaining channel to minimize a reconstruction loss conditioned on current $S$. The procedure continues until the sparsity constraint becomes effective. The computational complexity of our algorithm is reduced to $O(N^3)$ (the greedy search from line 4 to 7 in algorithm 1 has quadratic complexity, and each evaluation of the reconstruction loss in line 5 has cubic complexity to compute $\Sigma_{S,S}^{-1}$).

We further accelerate CaP by exploiting the computational shortcut of the inversion of an augmented matrix. For a temporary channel selection $S$, adding a channel $c$ that makes $S = S \cup \{c\}$ will involve the computation of $\Sigma_{S,S}^{-1}$. We find an efficient way to perform this inversion by exploiting the known $\Sigma_{S,S}^{-1}$ and prove it in Appendix A. The computational complexity is reduced to $O(N^3)$.

Pruning compensation and CaP both rely on $\Sigma_{S,S}^{-1}$. We need to ensure the selected channels $S$ lead to a non-singular $\Sigma_{S,S}$. Because the feature maps $X$ are always transformed by a non-linear activation function, $\Sigma_{S,S}$ is not singular in most of the time. To tackle exceptions, we exclude any channel with near-zero variance(diagonal entries in $\Sigma_{S,S}$) from $S$. Also, in CaP[algorithm 1], a channel $i$ will not be incorporated into $S$ if the inversion of $\Sigma_{S,S}$ fails because of its singularity or a

### Algorithm 1 Compensation-aware Pruning

1. **Input:** sparsity rate($\sigma$), input channels($C$)
2. **Output:** selected retained channels($S$)
3. $S \leftarrow \emptyset$
4. **while** $|S| < (1-\sigma)|C|$ **do**
5. Find $i \in C - S$ that minimize $\text{loss}(S \cup \{i\})$ $\triangleright$ loss defined in eq (6)
6. $S \leftarrow S \cup \{i\}$
7. **end while**
Algorithm 2 Binary Structural Search with Step Constraint

1: Input: model(directed acyclic computational graph) layers(M), number of layers to prune(L), accuracy drop tolerance(τ), search steps(k).
2: Output: M
3: Initialization: σ(i) ← 0, i ∈ {0, 1, ..., L − 1}
4: for i ← 0; i < L; i + + do
5: \( τ_i \leftarrow τ \times (i + 1)/L \)
6: \( σ_{min} \leftarrow 0 \)
7: \( σ_{max} \leftarrow 1 \)
8: for j ← 0; j < k; j + + do
9: \( σ \leftarrow (σ_{min} + σ_{max})/2 \)
10: \( M[i] \leftarrow \textit{CaP}(σ(i), M[i]) \)
11: \( M[i] \leftarrow \textit{Compensate}(M[i]) \)
12: \( \text{accDrop} \leftarrow \textit{TestAccuracy}(M) \)
13: if \( \text{accDrop} \geq τ \) then
14: \( σ_{max} \leftarrow σ \)
15: else
16: \( σ_{min} \leftarrow σ \)
17: end if
18: end for
19: \( σ(i) = σ_{min} \)
20: end for

non-positive eigenvalue arises. This rule guarantees that \( Σ_{S,S} \) is always positive definite, which facilitates the acceleration of CaP in Appendix A using Cholesky factorization.

D. Binary Structural Search with Step Constraint

Having found a solution to intra-layer channel pruning problem in equation (2), we focus on the last variable, layer-wise sparsity rate \( σ \), in the global(model-level) channel pruning problem in equation (1). As the accuracy recovery step is dramatically accelerated by pruning compensation, fine-grain structural search can be performed more efficiently.

Global channel pruning(equation (1)) is a dual-objective optimization problem, which can be solved by setting a hard constraint on one objective and optimize the other one. In our method, we allow the user to set a constraint on the loss of the pruned model. Structural search is performed to minimize the computational cost of the model while retaining the loss below the user-set constraint. To make the interface more user-friendly, we use model prediction accuracy(e.g. classification precision or recall) on the validation dataset instead of some commonly used loss function, such as cross-entropy loss or mean-square error. The user will need to set a tolerance value to reject sparse models whose prediction accuracy on the validation set drops too heavily due to over-pruning. Algorithm 2 provides a full procedure of binary structural search with step constraint.

We also introduce a step constraint to control the search path. Without a step constraint, the first-visited layers tend to be over-pruned(too high sparsity rate), leaving scarce room for pruning later layers. The trade-off among the sparsity of all layers will be imbalanced, giving too much priority to early pruned layers. Figure 4 illustrates an example on VGG-19.

So we put a step constraint into the search process. A step constraint is the split of the user-set tolerance into each layer. Without prior knowledge, we divide the tolerance uniformly among layers. This step constraint prevents over-pruning at the early stage.

Our method does not specify a visiting order of layers. Theoretically, the visiting order has some uncertain impact on pruning. Note that the mean vector and the covariance matrix used for pruning compensation is estimated for only one time. When a layer is pruned, it will always cause some perturbation on the estimation of dependent layers, unlikely to be foreseen. For two layers \( L^{(1)} \) and \( L^{(2)} \), where \( L^{(2)} \)’s input is dependent on the output of \( L^{(1)} \): if \( L^{(2)} \) is pruned before \( L^{(1)} \), the later pruning on \( L^{(1)} \) will bring about more uncertainty to the input of \( L^{(2)} \), possibly significant enough to overturn the made pruning decision; if \( L^{(1)} \) is pruned before \( L^{(2)} \), when \( L^{(2)} \) is pruned and compensated, the mean and variance are estimated from the output of un-pruned \( L^{(1)} \), which is not in line with the current pruned distribution. Our experiment reveals that specifying a visiting order is not very helpful. Thus, without specification, we use a bottom-up order(the visiting order of model inference) by default in our experiments.

IV. EXPERIMENTS

A. Experiment Settings

1) Datasets: We evaluate our method and other pruning algorithms on CIFAR-10, CIFAR-100[18], and ILSVRC-2012(ImageNet)[17]. Although channel pruning is applicable to DCNN trained for any visual task(e.g. classification, detection, segmentation, tracking, synthesis), we choose these three single-label image classification tasks to evaluate pruning methods by convention. Image classification, especially large-scale ones like ImageNet classification, is usually considered to be the baseline task among all visual tasks, and most other tasks use backbone models originally designed for image classification. The choice of benchmarks ensures the generalizability of the pruning method to other tasks.

CIFAR-10/CIFAR-100 have 10 and 100 classes respectively, both consist of 50,000 training images and 10,000 testing images. The 3-channel RGB images have 32 × 32 resolution,
and the label distribution is equally balanced. We use 40,000 randomly sampled training images for pre-training and the estimation of feature statistics for pruning compensation, and the other 10,000 training set images form a validation set to guide the structural search (to meet the step constraint of accuracy drop). The reported classification accuracy in the following experiments is calculated from the predictions on the test set, which is not involved in pre-training or pruning.

ImageNet is a large scale benchmark compared to CIFAR-10/CIFAR-100, consisting of a train-split of 1.28 million images and a val-split of 50,000 images. The 1,000 classes have balanced label distribution in both splits. The images have various resolutions, so the images are resized to $256 \times 256$ for batched training and testing. We pre-train the models on 95% of the train-split (randomly sampled, referred as the training set in this section), and perform validation on the remaining 5% train-split. The final classification accuracy reported is based on the val-split.

Besides, our experiments make use of the training images (11,540 images) in PASCAL VOC 2012 [44], to validate that the estimation of the feature statistics can rely on another data source. The images in PASCAL VOC 2012 are similar natural images as ImageNet, both mainly collected from the Internet and manually annotated, except that the 20 object classes of PASCAL VOC are different from the 1,000 classes ImageNet and there is not always a dominant object at the center as ImageNet images. We resize PASCAL VOC 2012 images to $256 \times 256$ as well.

2) Baseline Models: We evaluate our method and other pruning algorithms on VGG-16/19 [45] and ResNet-50 [46], not only because they are the most common testbeds for channel pruning, but also for their extensive use in most visual tasks.

VGG architecture features sequentially connected convolutional layers, followed by 3 fully connected layers for classification. Each convolutional or fully connected layer is rescaled by a batch normalization layer and activated by a ReLU function [47]. VGG-16 and VGG-19 have 13 and 16 convolutional layers of $3 \times 3$ kernels, and the channel number range from 64 to 512.

ResNet has more complex layer connection than VGG. A residual block has two branches relying on one feature map. This is undesirable for channel pruning, because a channel can be removed only when it’s pruned in all dependent layers. ResNet-50 has 53 convolutional layers (each has 64 to 2048 channels) and only one fully-connected layer.

In practice, we do not prune the channels the first convolutional layer, which only has 3 input channels. Also, we do not prune the fully-connected layers because they are closely connected to the model output but have inconspicuous contribution to the total computational cost.

3) Compared Methods: Our method is evaluated in comparison with a number of state-of-the-art pruning methods, including Thi-Net [49], Generative Adversarial Learning (GAL) [30], Meta-Pruning [50], FPGM [20], Importance Estimation (IE) [26], HRank [28], Discrimination-aware Channel Pruning [51]. The cited pruning results of the compared methods are reported in the original papers. We implement HRank, FPGM, IE for further analysis, referring the code officially released by the authors.

4) Performance: The performance of the pruned models is evaluated via prediction accuracy on the test dataset and the number of floating-point operations (FLOPs). Top-1 and top-5 classification accuracy on CIFAR-100 and ImageNet are reported, while only top-1 accuracy is reported on CIFAR-10 (10-class). The accuracy is the average classification precision of all classes. Because the labels are balanced in all benchmarks, the class precisions are not weighted. FLOPs measures the computational cost of model inference by the amount of 32-bit floating-point operations conducted by GPU. It’s positively correlated to the inference time of the model. The total FLOPs is the sum of the layer FLOPs. For a layer whose input feature map is a $C_{in} \times W \times H$ tensor: if the layer is a convolutional layer with output channels $C_{out}$, kernel size $k$, and stride $s$, the layer FLOPs is $\left( k^2 W H C_{in} C_{out} \right) / s^2$; if the layer is a batch-normalization layer, the layer FLOPs is $2 W H C_{in}$; if the layer is a non-linear activation function, whose FLOPs on a single input is $n$, the layer FLOPs is $n W H C_{in}$.

We report the GPU hours and memory consumption of re-training and pruning compensation to demonstrate the efficiency of our method in subsection IV-C. Our experiments are conducted on multiple TITAN RTX GPUs with 24GB memory. The reported GPU hours is the sum of computational time on all used GPUs. We fully exploit the memory if possible to maximize the processing speed of both re-training and pruning compensation.

B. Comparison with Other Methods

Our method (combining pruning compensation, CaP, and structural search) is compared with other state-of-the-art pruning methods on two benchmarks: ResNet-50 pre-trained and pruned on ILSVRC-2012 (ImageNet); VGG-16 pre-trained and pruned on CIFAR-10. Table I and table II report the results. Besides top1/top5 accuracy and FLOPs, we also compare the processing time (represented by GPU hours) needed by each method. The processing time is recorded by running the pruning process reported in the original papers in our hardware environment (mainly decided by the power and the number of GPU). For example, [20] re-trains pruned ResNet-50 for 60 epochs on ImageNet’s training set, so the processing time reported in table II is estimated by running the re-training scheme on our device. In both two experiments, we set different tolerance on top1 accuracy drop to compress the model to different extend.

The experimental results show that our method has competitive performance among the state-of-the-art pruning methods. In table I our method reduce 46.84% of FLOPs in ResNet-50 at the loss of 0.89% drop on top1 accuracy and 0.39% drop on top5 accuracy. At the similar degree of compression, IE and HRank cause 1.68% or 1.17% drop in top1 accuracy. When a large tolerance (5%) is specified, the reduction of FLOPs grows to 62.58%. Our method has comparable results with HRank, who achieves a 4.17% top1 accuracy drop and 62.10% FLOPs drop by re-training. In table II we find that most of the pruning results, either by our method or other method, achieve...
methods. All re-training based pruning methods demand tens or even hundreds of GPU hours to recover the accuracy when pruning ResNet-50 pre-trained on ImageNet, while our method needs only 2.51 GPU hours. In Table III, the inefficiency of re-training is not very obvious on CIFAR-10, which is a small-scale and low-resolution dataset compared with ImageNet. But our method can still achieve speed-up and reduce the processing time to 0.2 GPU hour. We decompose the total processing time of our method in subsection IV-C for more in-depth analysis on the efficiency of our method.

C. Evaluating the Efficiency of Pruning Compensation

Replacing re-training with pruning compensation is the main source of efficiency in our method. In this section, we present experiments evidence to demonstrate the data and time efficiency of pruning compensation.

For the evaluation of data efficiency, we test how will the processing time of our method change with different training data budget in
The pruning results in table III reveal that our method can perform stably given limited data accessibility. With only 5% of ImageNet training data, the pruning result (FLOPs drop) is only slightly impaired. The finding on VOC is similar. Compensation is robust against a reasonable change in data distribution. Using a random generated dataset has a major damage (25% performance decay) to the compensation. However, because our structural search method can effectively confine the accuracy drop to a certain limit, the data-free manner is still useful in special scenarios where no training data is available.

As to time efficiency, we report the processing time of our method in table I and table III as an overview. We break down the processing time of our method and make a comparison with the time for re-training in table IV.

Pruning compensation takes a large part of the total processing time (64% for ResNet-50 on ImageNet and 35% for VGG-16 on CIFAR-10), because the estimation step makes use of the whole training set. The estimation of covariance computes the outer product of the feature vector, which is memory-consuming. So the mini-batch size during compensation is set to 48 for ResNet-50 on ImageNet and 64 for VGG-16 on CIFAR-10. This makes pruning compensation 2 to 3 times slower than re-training for one epoch, but pruning compensation runs only once.

The processing time of CaP is only relevant to the kernel size and channel number of layers. So CaP occupies only 8% of the total processing time for ResNet-50 on ImageNet (large-scale), while 35% of the total processing time is occupied by CaP for VGG-16 on CIFAR-10 (small-scale).

Compared with re-training, our structural search method evaluates model accuracy on the validation set more frequently. For each convolutional/fully-connected layer in VGG16 or each residual block in ResNet-50, the accuracy-drop guided sparsity search takes 3 steps. So the time expended on validation is a significant part (27% for ResNet-50 on ImageNet and 26% for VGG-16 on CIFAR-10).

D. Evaluating the Effectiveness of Compensation-aware Pruning

We propose CaP as a novel heuristic-based pruning method in place of other alternatives, because we believe that CaP will have the best performance when working in collaboration with pruning compensation. We present experimental results in this sub-section to demonstrate the advantage of CaP.

We employ IE, FPGM, L2-norm, and a random pruning strategy to as the counter-parts against CaP. The model in the structural search is pruned by the chosen pruning algorithm (CaP or one of the counter-parts) and then compensated. The experiment is performed on VGG-19 pre-trained on CIFAR-100.

Figure 5 shows the pruning results. CaP shows superior performance over other pruning algorithms. Apart from random pruning who shows unstable performance, the counter-part pruning algorithms do not have distinct advantage over...
An in-depth analysis on each pruning algorithm is presented in figure 6. The aim of pruning algorithm in our method is to minimize the reconstruction loss in equation (6). We visualize and compare the reconstruction loss of the channel selection decision made by each algorithm at varying sparsity rate in figure 6. Though avoidably the reconstruction loss will approach the maximum when the sparsity rate is close to 1, CaP preserves more channel information and has the least reconstruction loss. Meanwhile, we find that L2-norm pruning is even weaker than random pruning. It’s unsurprising when we consider the fact that L2-norm pruning only take weights into account and ignore channel information. In a BN-enabled network, the magnitude of kernels is not a good indicator of channel importance or variance, because BN will rescale the channel output to a standard distribution after convolution.

An in-depth analysis on each pruning algorithm is presented in figure 6. The aim of pruning algorithm in our method is to minimize the reconstruction loss in equation (6). We visualize and compare the reconstruction loss of the channel selection decision made by each algorithm at varying sparsity rate in figure 6. Though avoidably the reconstruction loss will approach the maximum when the sparsity rate is close to 1, CaP preserves more channel information and has the least reconstruction loss. Meanwhile, we find that L2-norm pruning is even weaker than random pruning. It’s unsurprising when we consider the fact that L2-norm pruning only take weights into account and ignore channel information. In a BN-enabled network, the magnitude of kernels is not a good indicator of channel importance or variance, because BN will rescale the channel output to a standard distribution after convolution.

E. Analysis on Structural Search Results

We analyze the results of binary structural search with step constraint in this sub-section. We have two key findings about structural search from experiments.

First, the visiting order of layers has important but unpredictable relation with the pruning result. We test three visiting orders: bottom-up, top-down and random. A bottom-up order is the same as the visiting order of model inference, i.e. the breath first search order on the computational graph of the model. Top-down order is the reverse of bottom-up order. Pruning results in table V suggest that the visiting order makes a difference at a given tolerance constraint. For example, when the tolerance is 1%, the FLOPs drop of random order is 5.99% higher than bottom-up order. However, none of the orders is dominantly superior over others or has stably good performance.

For more insight, we plot the final sparsity rate of each layer found by the three orders in figure 7. By comparing the found structure under different tolerance, We can find the difference made by the search order is smaller when the tolerance becomes larger. When tolerance is 4%, the result structures are very similar, in contrast to 0.5% tolerance, where the result still shows over-pruning on early visited layers even if the step constraint takes effect. An explanation for this result is that there’s a redundancy bottleneck in the model, which allow a certain degree of lossless pruning. Therefore, when the tolerance is large, the redundancy bottleneck will be broken and the price of pruning is always
paid. The sparsity limit of a layer is pushed by the step constraint only, regardless of the visiting order.

Our second finding is that the training data gives strong prior information about the optimal pruned structure, while baseline model structure, accuracy drop tolerance and pruning order are not very informative.

In figure 7 though the layer sparsity increases evenly when the tolerance becomes larger and the pruning order causes perturbation on the sparsity, the final structure of the pruned models share a similar U-shape structure. This observation indicates that the redundancy of channels is determined by the training data, irrelevant to the post-hoc pruning algorithm or structural search. In figure 8, we plot the found structure of VGG-16 pre-trained on CIFAR-10 and ImageNet with different tolerance. CIFAR-10 has only 10 classes and 32 × 32 input resolution, while ImageNet has 1000 classes and the input resolution is 224 × 224. The final structures of the same model pre-trained on the two datasets are very different. For CIFAR-10 pre-trained VGG-16, most of the high-level layers are redundant, because 10-class classification does not need too much feature diversity. Meanwhile, most of the middle-level features are preserved, which still leads to a U-shape layer sparsity distribution. For ImageNet pre-trained VGG-16, the sparsity is more uniformly distributed among layers. The last two layers are less pruned, because the feature diversity at the high level is critical to the discriminability of the 1k-class classifier. This effect can also be found in other works([36], [53], [54]), where the reported layer sparsity of the pruned model is similar to ours. Empirically, our finding is that the input dimension (e.g., image resolution for DCNN), data quantity and output dimension (e.g., class number) have direct influence on the optimal structure of models.

V. CONCLUSIONS

We propose a very efficient channel pruning method for DCNN that significantly reduces computational cost, data dependency, and human interference. Pruning compensation is proposed and verified experimentally to be an efficient and effective substitute of re-training for accuracy recovery. We also introduce a new pruning algorithm, compensation-aware pruning, to better preserve useful channels and take the advantage of pruning compensation. We completely automate the pruning procedure by performing a binary structural search with step constraint to prevent over-pruning. Through experimental evaluations, our method shows competitive pruning performance on FLOPs drop and accuracy preservation as the state-of-the-art pruning methods, meanwhile saving tens of GPU hours and a large amount of training data.

APPENDIX A

EFFICIENT COMPUTATION OF COMPENSATION-AWARE PRUNING

In CaP, the key computational complexity lies in the iterative computation of $\Sigma_{S,S}^{-1}$, where $\Sigma_{S,S}^{-1}$ has already been computed in the last iteration and $i$ is a tentative channel to join the channel selection ($\hat{S} = S \cup \{i\}$). For each iteration, there are $|C - \hat{S}|$ times of matrix inversion, which dramatically slow down the processing. We present and implement an efficient solution for this iterative augmented matrix inversion problem.

As the sample covariance matrix $\Sigma_{S,S}$ and $\Sigma_{S,C}$ are ensured to be positive-definite, they can be decomposed by Cholesky factorization:

$$\Sigma_{S,S} = L_{S}L_{S}^{T}, \quad \Sigma_{S,C} = L_{S}L_{C}^{T}$$

where $L_{S} \in \mathbb{R}^{|S| \times |S|}$ and $L_{C} \in \mathbb{R}^{|S|+1 \times (|S|+1)}$ are real lower triangular matrix with positive diagonal entries. An efficient way to compute the inverse of the symmetric real-valued positive-definite covariance matrix via Cholesky factorization is:

$$\Sigma_{S,S}^{-1} = (L_{S}^{T})^{-1}L_{S}^{-1}, \quad \Sigma_{S,C}^{-1} = (L_{C}^{T})^{-1}L_{C}^{-1}$$

where computing the inverse of a triangular matrix, i.e. $(L_{S}^{T})^{-1}$ and $L_{S}^{-1}$, will be significantly faster than that of $\Sigma_{S,S}^{-1}$. But Cholesky factorization of a large matrix is still computationally expensive. Our key finding to reduce the cost is that $L_{S}^{-1}$ can be constructed using $L_{S}^{-1}$, as:

$$L_{S}^{-1} = \begin{bmatrix} L_{S}^{-1} & 0_{|S| \times 1} \\ r_{1 \times |S|} & a_{1 \times 1} \end{bmatrix} a > 0$$

The inverse the constructed $L_{S}^{-1}$ can also be easily constructed:

$$L_{S} = \begin{bmatrix} L_{S} & 0_{|S| \times 1} \\ r^{T}L_{S} & \frac{1}{a} \end{bmatrix}$$

By recovering the process of decomposing the covariance matrix by Cholesky factorization, we have:

$$L_{S}L_{S}^{T} = \begin{bmatrix} \Sigma_{S,S} & \Sigma_{S,C} \\ r^{T}\Sigma_{S,S} & \frac{-\Sigma_{S,S}r}{a} \end{bmatrix} = \begin{bmatrix} \Sigma_{S,S} & \Sigma_{i,i} \\ \Sigma_{i,C} & \Sigma_{i,i} \end{bmatrix}$$

The solution that satisfies this construction rule is:

$$a = \frac{1}{\sqrt{\Sigma_{i,i} - \Sigma_{i,S} \Sigma_{S,S}^{-1} \Sigma_{S,i}}}$$

The original sub-optimization problem in algorithm 1 can therefore be simplified to:

$$\arg \min \sum_{k=1}^{N} (W_{k}^{T} \Sigma_{C,C}W_{k} - W_{k}^{T} \Sigma_{C,S}^{-1} \Sigma_{S,S}^{-1} \Sigma_{S,C}W_{k})$$

$$\equiv \arg \max \sum_{k=1}^{N} \left| \left| W_{k}^{T} \Sigma_{C,S}^{-1} \right| \right|^{2}$$

$$\equiv \arg \max \sum_{k=1}^{N} (W_{k}^{T} \Sigma_{C,S} r^{T} + aW_{k}^{T} \Sigma_{C,i})^{2}$$
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