Chronologically dating the early assembly of the Milky Way
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The standard cosmological model predicts that galaxies are built through hierarchical assembly on cosmological timescales1–3. The Milky Way, like other disk galaxies, underwent violent mergers and accretion of small satellite galaxies in its early history. Owing to Gaia Data Release 2 (DR2) and spectroscopic surveys4, the stellar remnants of such mergers have been identified5–7. The chronological dating of such events is crucial to uncover the formation and evolution of the Galaxy at high redshift, but it has so far been challenging due to difficulties in obtaining precise ages for these oldest stars. Here we combine asteroseismology—the study of stellar oscillations—with kinematics and chemical abundances to estimate precise stellar ages (~11%) for a sample of stars observed by the Kepler space mission8. Crucially, this sample includes not only the oldest stars that were formed inside the Galaxy but also stars formed externally and subsequently accreted onto the Milky Way. Leveraging this resolution in age, we provide compelling evidence in favour of models in which the Galaxy had already formed a substantial population of its stars (which now reside mainly in its thick disk) before the infall of the satellite galaxy Gaia-Enceladus/Sausage8,9 around 10 billion years ago.

Recent results based on the European Space Agency (ESA) Gaia mission1 have revealed that the stellar content of the inner halo of the Milky Way (MW) is dominated by debris from some seemingly massive dwarf galaxies, such as the Gaia-Enceladus/Sausage (hereafter GES). The merging event with the GES is now purported to be one of the most important in the Galaxy’s history, shaping how we observe it today9–11. To constrain the effect of such mergers on the MW and other similar galaxies, it is crucial to understand their state both before and following the merger. This requires mapping the temporal sequence of these events with the highest precision possible (~10% to follow the first four billion years after the Big Bang11). Several recent studies have estimated the characteristics and timing of this merging event12,13,14,15, while others (before16,17 and after18,19 Gaia Data Release 2 (DR2)) have aimed to age-date the accreted and in situ stellar populations of the MW halo (see Helmi20 for an extensive review). Although using different kinds of targets and methods, these age-dating techniques are however quite limited in precision and accuracy, as they are based on stellar surface properties and on predictions from stellar evolution models. The latter are known to be affected by, for example, uncertainty in the physics and degeneracy between parameters, which makes it difficult to obtain stellar ages with the required precision and accuracy.

Red giant (RG) stars, being long-lived and intrinsically bright, are excellent candidates to map ages in different regions of the MW12,14,15. However, aging RGs in colour–magnitude space using their surface properties gives yet uncertain results since their colours and luminosities are similar, whatever their mass and age. Fortunately, asteroseismology, which probes the internal structure of stars, provides us with means to reach a precision of 10–20% on age dating individual RG stars12,13,14.

Among the roughly 15,000 oscillating K- and G-type RG stars detected in the field observed by the NASA Kepler space telescope1, a small fraction lie in the low-metallicity regime characteristic of the inner MW halo and high-[α/Fe] disk component ([Fe/H] < −0.5). Of these, some 400 stars have precisely measured element abundances, atmospheric parameters and radial velocities from Data Release 14 of the Apache Point Observatory Galactic Evolution Experiment spectroscopic survey (APOGEE DR14), as well as detailed proper motions from Gaia DR21.

The Kepler data provide oscillation frequency spectra of exquisite quality and resolution, allowing precise estimates to be made of the frequencies of modes of different angular degree (radial ℓ = 0, dipolar ℓ = 1 and quadrupolar ℓ = 2), and hence of fundamental parameters and evolutionary state of the stars. We first use this seismic information to remove from the sample those stars that are in the red clump (RC) phase (that is, low-mass, helium-core-burning stars that probably underwent mass loss earlier in their evolution) and in subsequent phases. Removing these contaminants leaves a
We estimate stellar properties (Supplementary Table 1) using the individual frequencies of radial modes and atmospheric parameters from spectroscopy as observational inputs in AIMS\(^\text{23}\), a Bayesian parameter estimation code, which provides best-fitting stellar properties and full posterior probability distributions by comparing with theoretical stellar models and adiabatic frequencies (Methods and Extended Data Figs. 2 and 3). The precision on age we achieve, of \(11\%\) on average, affords us the ability to unpick the chronological sequence of events some \(\sim 12\) Gyr ago, as we show below.

The robustness of our estimated stellar age distributions has been checked performing different tests (see Methods and Extended Data Figs. 4 and 5 for detailed description). Moreover, as shown in Fig. 1, despite having only fitted modes of degree \(\ell = 0\), the theoretical spectra predicted by the best-fitting model parameters reproduce well also the non-radial modes (\(\ell = 1, 2\)) of the observed spectra, which reinforces the confidence on the quality of the derived stellar parameters.

Figure 2 summarizes the chronological, chemical and kinematic properties of the final sample of 95 RGB stars for which we could robustly determine ages. In Fig. 2a, we show its \([\text{Fe/H]}-\text{[Mg/Fe]}\) distribution (coloured by age), together with that of APOGEE DR14 sample (grey points). The grey points clearly show, in addition to two overdensities at higher \([\text{Fe/H]}\) corresponding to the low- and high-\([\alpha/\text{Fe]}\) Galactic Disk populations and metal-rich in situ halo\(^\text{35}\), a scattered population at \([\text{Fe/H}] < -0.7\) and intermediate \([\text{Mg/Fe}] (-0.1\) to 0.2), where the recently characterized GES population lies\(^\text{5,14,26}\). Our final RGB sample (coloured circles) contains members of each of these populations. We also include, for reference, the location of \(\nu\) Indi, a bright subgiant recently dated using seismology, and classified as belonging to the ‘heated’ thick disk\(^\text{27}\).

Recent studies of the Galactic halo and local group dwarfs\(^\text{35}\) suggest that stars in the low-\([\text{Mg/Fe]}\) sequence at \([\text{Fe/H}] \lesssim -0.7\) have probably been accreted to the Galaxy\(^\text{16,29-31}\). The \([\alpha/\text{Fe]}\) ratios in local dwarfs indicate a higher pollution from type Ia supernovae relative to core-collapse supernovae, probably due to inefficient star-formation activity and strong outflows\(^\text{25,26}\). As a consequence, their \([\alpha/\text{Fe]}\) ratios are lower than in situ halo stars, where element abundances are more affected by nucleosynthetic products from core collapse as opposed to type Ia supernovae.

On the basis of the above studies, we classify the asteroseismic RGB sample by making a cut in \([\text{Fe/H]}-\text{[Mg/Fe]}\) space along the line \([\text{Mg/Fe}] = -0.2\) [\text{Fe/H}] + 0.05. Stars below this line are likely to have been formed in dwarf satellites and then accreted, and those above should be born, in majority, in situ. It is conceivable that the in situ and ex situ populations defined in this way will have some contamination from the other group. To mitigate this, we further divide stars below the line into high and low orbital eccentricity groups (calculated as described in Methods). Stars on more radial orbits (eccentricities \(e > 0.7\), open points) are those most likely to have been accreted from the GES progenitor\(^\text{14}\).

Figure 2b, which shows the nickel abundance relative to iron \([\text{Ni/Fe]}\) and the sum of carbon and nitrogen abundance relative to oxygen \([(C+N)/O]\), supports that the applied cuts efficiently isolate different stellar populations\(^\text{25,26}\). The APOGEE DR14 sample below the \([\text{Fe/H]}-\text{[Mg/Fe]}\) line (large grey points) is depleted in both \([\text{Ni/Fe]}\) and \([C+N]/O]\), consistent with local dwarf satellite galaxies, which contain stars with \([\text{Ni/Fe]}\) ratios lower than the MW\(^\text{30}\). The stars of our high-\(e\), low-\([\text{Mg/Fe]}\) sample (hereafter, group A) lie at the lowest values of \([\text{Ni/Fe]}\), and are clearly separated from the other groups, reinforcing our contention that the low-[\text{Mg/Fe}], \(e > 0.7\) group is likely to be formed ex situ. The group made of low-\(e\), low-[\text{Mg/Fe}] stars (hereafter, group B) is probably a mixture of stars of different origin\(^\text{14,35}\): the tail at low eccentricity of GES stars, the low-metallicity end of the thin disk (for instance, the two stars with \([\text{Fe/H}] \gtrsim -0.7\)) or remnants of less massive accretion events, as could be the case for the stars with \([\text{Ni/Fe]}\) and \([C+N]/O]\) patterns similar to those of high-[\text{Mg/Fe}] stars, which could be indicative of a different star-formation history in the galaxy of origin\(^\text{35}\).

The composition of this group is the most sensitive to the details of the classification criterion adopted; however, this does not affect the robustness of our main conclusions about the chronological order of the GES and high-[\text{Mg/Fe}] (hereafter, group C) populations (Methods and Extended Data Fig. 6).

The blue (BS) and red (RS) sequences revealed by Gaia DR2\(^\text{35}\) in the colour–magnitude diagram (CMD) of the kinematically defined halo have been associated to a population of extragalactic origin, and to the in situ halo and/or heated thick disk, respectively\(^\text{37}\). As shown in Fig. 3, most of the stars of our group C, which we classified as an in situ high-[\text{Fe/H}] disk/halo population, naturally occupy the RS, while likely GES stars lie in the BS. The high precision ages afforded by asteroseismology allow us to order chronologically the formation of the accreted population with respect to the high-[\text{Fe/H}] in situ one.

Figure 4 shows our main finding: the distribution in age and orbit eccentricity (coloured by \([\text{Fe/H]}\)) of stars in our sample. The top panel shows the marginalized posterior distributions in age for our three groups of stars: group A, [Mg/Fe] below the cut and \(e > 0.7\).
**Fig. 2** | Chronological, chemical and kinematic properties of the seismic RGB sample. 

**a.** The [Mg/Fe]-[Fe/H] plane for our sample (points coloured by age), compared with the rest of APOGEE DR14 at [Fe/H] < −0.5 (small grey points). The dashed line ([Mg/Fe] = −0.2[Fe/H] + 0.05) demonstrates the simple division we make between likely in situ (above) and ex situ (below) stars. Likely ex situ stars with $e > 0.7$ are shown as open points. The diamond represents $v_{\text{ind}}$ values\(^{22}\)\(^{22}\). 

**b.** The ([C + N]/O)-[Ni/Fe] distribution of the three groups defined in a. The underlying grey points represent the entire APOGEE DR14 sample with [Fe/H] < −0.5, with those which lie below the [Fe/H]-[Mg/Fe] division shown as larger points. The low-[Mg/Fe], $e > 0.7$ stars have atypical element abundances relative to the other groups, exhibiting very low [Ni/Fe] and a small depletion in carbon and nitrogen relative to oxygen.

---

As in other recent papers\(^{19,30}\), we find in our sample a fraction of ‘apparently young’ stars, despite chemical markers indicative of old ages (elevated $\alpha$-element abundances and a high C/N ratio). As asteroseismology assigns a high mass to these targets, they have previously been identified as ‘overmassive’ $\alpha$-rich stars (likely product of mass transfer\(^{30}\)).

We fit a hierarchical model to the stellar ages in each group, assessing the mean age and the intrinsic age spread of each population. We assume that the true age of each star in each group is contaminated by a wider normal distribution by some fraction $\epsilon$, which are probably ex situ in origin have a similar (but slightly younger) mean age compared with the majority of the stars in the in situ high-[Mg/Fe] population. This suggests that these ex situ high-$e$ stars were probably formed at roughly the same epoch as, or even after, the high-[Mg/Fe] population. The contamination by the overmassive (and therefore young in appearance) stars is of the order 10%, with a consistent age and spread among each population.

---

**Table 1** | Properties of the inferred age distribution of the three populations

| Group | $\mu$ (Gyr) | $\tau$ (Gyr) | $\mu_{\epsilon}$ (Gyr) | $\tau_{\epsilon}$ (Gyr) | $\epsilon$ |
|-------|-------------|-------------|-----------------------|-----------------------|-----------|
| A: low [Mg/Fe], $e > 0.7$ | $9.7 \pm 0.6$ | $0.8^{+0.9}_{-0.4}$ | $4.5 \pm 2.0$ | $2.9^{+5.7}_{-2.0}$ | $0.15^{+0.12}_{-0.08}$ |
| B: low [Mg/Fe], $e < 0.7$ | $8.2 \pm 0.8$ | $0.8^{+1.0}_{-0.5}$ | $4.9 \pm 2.0$ | $2.8^{+6.1}_{-1.8}$ | $0.06^{+0.07}_{-0.03}$ |
| C: high [Mg/Fe] | $10.4 \pm 0.3$ | $0.5^{+0.2}_{-0.3}$ | $4.2 \pm 0.8$ | $2.1^{+4.2}_{-1.4}$ | $0.16^{+0.05}_{-0.04}$ |

Median and $1\sigma$ error interval of: mean age $\mu$, intrinsic age spread $\tau$ of the main population and contaminant ($\mu_{\epsilon}, \tau_{\epsilon}$) population (that of ‘overmassive’ stars), and the contaminant fraction $\epsilon$ for the three populations of stars defined in the sample of metal-poor Kepler giants. The high- and low-$\alpha$, low-[Mg/Fe] stars have significantly different age distributions. The high-$e$, low-[Mg/Fe] stars, which are probably ex situ in origin have a similar (but slightly younger) mean age compared with the majority of the stars in the in situ high-[Mg/Fe] population. This suggests that these ex situ high-$e$ stars were probably formed at roughly the same epoch as, or even after, the high-[Mg/Fe] population. The contamination by the overmassive (and therefore young in appearance) stars is of the order 10%, with a consistent age and spread among each population.
and removing them from the sample does not change the age distribution. This difference is visible in the posterior age distribution for these stars shown in Fig. 4 (yellow histogram). (2) Population A stars (which we associate with the GES progenitor) have a mean age and spread consistent with those of population C. This suggests that these stars, which are likely to have been born ex situ, were formed contemporaneously to, if not slightly after, the high-[α/Fe] population C that was formed in the MW starting ~10 to 11.5 Gyr ago, as shown by this study.

The precise ages inferred here for individual objects in the BS and RS of Fig. 3 provide crucial constraints to MW formation models and to the more general debate on the dominant drivers of star formation. The models and to the more general debate on the dominant drivers of star formation and RS of Fig. 3 provide crucial constraints to MW formation models and to the more general debate on the dominant drivers of star formation and associated accretion. Asteroseismology provides, in addition to atmospheric parameters, information about the internal stellar structure, angular momentum content and the characteristic rotation speed of the stars.

**Methods**

**APOGEE, Gaia and Kepler data.** We select targets with SDSS-IV/APOGEE spectra and NASA Kepler light curves by cross-matching the APOGEE DR14 catalogue with the Kepler Input Catalog (KIC). We then cross-match again with the Gaia DR2 catalogue, which provides parallax, position and proper motion measurements for the relevant stars. APOGEE provides, in addition to atmospheric parameters (effective temperature and detailed abundances for ~230,000 stars), highly precise (~1%) radial velocities for all targets.

**Distances.** The distance estimates using parallaxes from Gaia DR2 for our sample have a mean relative error of 15% (median 11%), and for 22% of the sample that value is larger than 20%. We also take distance estimates from the astroNN catalogue, which are based on neural network models of the APOGEE spectra, trained on the Gaia DR2 parallaxes. astroNN distances, which have relative uncertainties of roughly 10%, and provide a more robust measure of the stellar distances than the parallax information for these more distant stars, have been used in the determination of the orbital parameters.

**Orbital parameters.** Orbital parameters are estimated for the sample in question using the Stäckel approximation-based fast orbit estimation method implemented in galpy. We take 100 samples of the covariance matrices for each star, formed from the observed right ascension, declination, proper motion in right ascension and declination, distance and radial velocity, and their uncertainties and correlation coefficients (in this case, the distance and radial velocity are measured independently, so their uncertainties are uncorrelated). We then estimate the orbital parameters for each of these samples assuming the simple MWPotential2014 potential, which is adequate in this case, since the majority of these stars have halo-like kinematics and are not likely to be affected by non-axisymmetries in the disk and bulge. We assume the position of the Sun to be \( R_{\odot} = 8.125 \) kpc (Galactocentric distance) and \( z_{\odot} = 0.02 \) kpc (height above the Galactic mid-plane), and its velocity to be \( v_{\odot} = [ U, V, W ] = [ -11.1, 245.6, 7.25 ] \) km s\(^{-1}\) (in the left-handed cartesian Galactic coordinate system), based on the Sagittarius A* proper motion and the solar motion. We estimate pericentre and apocentre radii, orbital eccentricity and the maximum vertical excursion, their uncertainties and correlation coefficients for each star. These orbital parameters will later allow us to verify the accreted nature (or not) of stars in our sample.

**Seismic data.** We retrieve Kepler light curves from MAST (https://archive.stsci.edu/kepler/publiclightcurves.html) and measure individual radial-mode frequencies following the approach in ref.\(^{14}\). These results were cross-matching with the radial frequency modes using the automatic pipeline PBJam.
We measured frequency of at least 3 individual radial modes in 278 targets over 400. From that sample, we remove the stars in the AGB (~50%). Their current masses (those inferred from seismology) are probably the result of some mass loss in previous evolutionary phases, and hence their age estimates would depend on the poorly known mass-loss prescription itself. This classification is based on the value of the gravity-mode period spacing crank, when available, and from visual inspection of the power spectra. This classification has been also cross-checked with results in other studies. Among the non-core-helium-burning giants, we restrict the sample to stars with $v_{\text{max}}$ larger than 15 Hz. This mitigates contamination from early asymptotic giant branch (AGB) stars and removes stars with relatively low $v_{\text{max}}$, a domain where seismic constraints are less numerous (the number of radial modes decreases with $v_{\text{max}}$) and robust.

**Final sample.** After the above refereed cuts, our final sample contains 105 stars, likely in the RGB, with at least four radial modes detected (8, 19, 47 and 31 with 4, 5, 6 and 7 modes, respectively). Their frequencies have a mean uncertainty of 0.0858% (median 0.0595%). The typical uncertainty of the effective temperature ($T_{\text{eff}}$), a key parameter for metalliclicity determination, is 1.7%. The end of the sample is [Fe/H] = -0.66, with 25% of the targets having an iron content lower than -0.85. The typical error quoted in APOGEE DR14 is ~0.008. That is substantially smaller than the typical accuracy of APOGEE DR14 chemical abundances, as assessed using different and independent spectroscopic analyses of APOGEE stars, and 10 to 20 times smaller the step used in the grid of models. Hence, by increasing $v_{\text{max}}$ for the typical error in the domain of interest, we have $v_{\text{max}}$ = 0.05 dex.

Concerning the x-elements, 50% (40%, 8% and 2%) of the targets have $\alpha$/Fe = 0.2 (0.3, 0.1 and 0.4, respectively).

**Bayesian stellar parameter inference.** The stellar parameters of each star in our sample have been estimated using a Markov chain Monte Carlo (MCMC) ensemble sampler, and selects stellar models that best fit the observation data by interpolating (evolutionary tracks and frequencies) in a pre-computed grid. As demonstrated by several studies using individual frequencies as observational constraints contributes to significantly reducing the uncertainties affecting estimated global stellar parameters with respect to the precision and accuracy resulting from scaling relations. The drawback of using individual frequencies is that theoretical values should be corrected by the surface effects. In this study, we use the frequencies of individual radial modes and their uncertainties as observational seismic constraints, and correct the theoretical frequencies using a two-terms prescription. The surface-effect corrections involve in that case two free parameters ($a_0$ and $a_1$, equation (4) in ref. 1) to be derived by the fitting procedure for each target. Other parameters to be determined are the stellar mass, the initial mass fraction of metals and the stellar age. We define specific priors for $v_{\text{max}}$, $a_0$ and $a_1$ if an initial calculation has led to unexpected surface-effect corrections. For those cases, we re-run AIMS using uniform priors for these parameters, the domains of which are estimated from the other suitable fits. As ‘classical’ constraints, we adopt the spectroscopic values of effective temperature and surface metal content from APOGEE DR14, and the average seismic index $v_{\text{max}}$ from the sample is $v_{\text{max}} = \frac{v_{\text{rms}}}{\eta_{\text{rms}}}$ and $\eta_{\text{rms}} = \frac{\sigma_{\text{rms}}}{\sigma_{\text{rms}}}$, where $\sigma_{\text{rms}}$ is the root mean square of the residuals of the fit to the mean value of the oscillation frequency for these time series, AIMS does not converge if luminosity is used as an observational constraint (regardless of the adopted Gaia zero-offset parallax).

The properties of the 95 stars of our final sample are collected in the Supplementary Table 1. Its last columns contain the values of stellar mass, radius and age of the models that best match observations, as well as their at interval values. These internal statistical errors based on the sampling of the posterior probability distributions obtained with the grid of models used. Extended Data Figs. 2 and 3 present the posterior distributions for six relevant stellar parameters for the targets KIC 4134367 and KIC 12111110, respectively. In both cases, these distributions were obtained using as constraints in AIMS: six radial modes, surface mass fraction of metals, effective temperature and $v_{\text{rms}}$. KIC 4134367 is one of the targets shown in Fig. 1, while KIC 12111110 is the object at age ~10 Gyr, and eccentricity 0.99 (Fig. 1), which shows a large and very asymmetric uncertainty. In this case, the posterior distributions are clearly bimodal. Although the best match with observation (dot-dashed vertical line) is achieved for the older group of models, a large number of AIMS models still have a high probability. An uncertainty in luminosity smaller than 10% should be needed to critically discriminate between the two solutions.

**Robustness tests against systematic uncertainties.** It is widely accepted that the effective temperature strongly depends on the age through the mean molecular mass parameter ($\mu_{\text{eff}}$) and on the adopted atmospheric boundary conditions. A systematic difference between $T_{\text{eff}}$ of the models and observations could indicate that those parameters are not the adequate ones to represent observational data, creating a tension, leading to systematic larger or smaller stellar masses, and hence affecting the estimated ages. To check for the robustness of our results for $T_{\text{eff}}$, we have $\Delta T_{\text{eff}}$ = 85 K (AIMS results—with the grid of models above described—are typically 85 K hotter than observed $T_{\text{eff}}$). Although the likelihood is generally higher for the temperature scale shifted by +85 K, the stellar parameters retrieved do not change. In fact, the fitting is dominated by the individual frequencies, with a lower impact of $T_{\text{eff}}$ directly or through $\mu_{\text{eff}}$.

In the fitting process, we do not interpolate in the parameter [Fe/H], but we select the grid with the closest value to that estimated from spectroscopy. To estimate the effect of the [Fe/H] step on the derived stellar parameters, we have run AIMS using a grid of models computed with [Fe/H] values shifted by ±0.1 dex, and compared their ages. The differences between ages obtained using the nominal [Fe/H] or that shifted, divided by their uncertainties, have a standard deviation of 0.3.

AIMS allows different prescriptions for the surface-effects correction. We check the effect of using the one-term correction. The differences between one- and two-term prescriptions depends on the number of modes observed. For four modes, the results with the two approaches are in good agreement. However, as the number of modes increases, the one-term prescription appears clearly inefficient at fitting observed oscillation frequencies, and systematically provides much younger ages.

We expect that a large part of the AGB contamination will have been removed from the sample by filtering out $v_{\text{max}}$ values smaller than 15 Hz and selecting targets with at least 4 radial modes. Nevertheless, we test the effect on the age determination of a mass of mis-classification BHB/AGB. We select synthetics AGB models, and spectra, and derive their stellar parameters using AIMS, as above described, that is, with a grid of models that stop at $R = 25 R_\odot$ in the RGB phase. As a consequence of the mass-classification, AIMS either does not converge or provides very high (and unrealistic—20–25 Gyr) stellar ages.

Computing $\nu - 2$ oscillation modes is very time consuming and we have not used all of them in the fitting process. However, their frequencies for our sample have been determined at the same time as the radial ones, allowing us to estimate the mean value of the small frequency separation ($\delta \nu_{\text{02}} = \nu_{02} - \nu_{01}$). This seismic index, the values of which depend also on the evolutionary state, is a good proxy of the stellar mass** and can help us to identify genuine massive stars. The trend of $\nu_{02}$ with $\delta \nu_{\text{02}}$ is generally consistent with the masses assigning that our sample is formed by RGB. For a subset of 22 targets, we also have measured the dipole-mode period spacing. These values and the $\nu_{02}$ ones are consistent with classifying these targets as RGB stars, including among them two of the massive/ young stars.

**Cross-checking using Gaia parallaxes.** We check the consistency of derived stellar parameters with luminosity values from Gaia DR2. These values are obtained using Gaia DR2 parallaxes, 2MASS K, apparent magnitudes and bolometric corrections** appropriate to the atmosphere parameters (seismic surface gravity, and spectroscopic $T_{\text{eff}}$ and photopsheric chemical composition). The most important contribution to the uncertainty in the absolute uncertainty comes from parallax, which suffers from a zero-point offset of the order of few tens of microarcseconds. The effect of different extinction estimates turns out to be only 0.008 dex for the magnitude $K_s$.

We perform two new runs of stellar parameter estimation using luminosity (with offset of 30 mas and 50 mas) instead of $v_{\text{max}}$ as observational constraint in
AIMEES. The results are generally in good agreement with previous ones. The fits are dominated by highly precise frequencies and the still large errors affecting luminosity do not allow us to discriminate in case of multimodal posterior distributions not even in the reliability of a ≈ value.

The stellar radii derived from the Stefan–Boltzmann law with the spectroscopic effective temperatures and Gaia luminosity values have been compared with those inferred using AIME. The residuals divided by the relevant uncertainties have a standard deviation close to one, with no apparent trend with, for example, Δνmax. The median offset is, on the other hand, sensitive to the assumed zero-point parallel offset (better agreement with 50 μas zero-point parallel offset) and to the effective temperature scale (consistent with the results above).

Cross-checking using global seismic parameters for a larger set of ex situ and in situ stars. As an additional test for robustness, we use the code PARAM\(^2\) to infer more detailed structure, radii and ages for the larger set of stars (Extended Data Fig. 1). We consider all stars (RC and RGB) with average seismic parameters (Δν, ν\text{max}) determined by the COR pipeline\(^\text{5}\). While the results from the detailed analysis are more precise and more accurate (the median age uncertainty given by PARAM is 25% instead 11%), we use the age distribution of the wider sample to check whether our conclusion that the stars in these groups are likely to belong to in situ and ex situ stellar populations, and therefore such a modelling provides a means of statistically comparing the age distributions while taking the age uncertainties properly into account. We assume that age measurements of stars in a given population are drawn from a normal distribution with a mean age μ and intrinsic age spread σ, with some measurement error σm (derived from the posterior probability given by AIME). We include an outlier term in our model, assuming that in each population there is an overdensity at younger age due to our measurement of groups which are ‘overmassive’ (probably due to binary interactions) and therefore appear young. We assume that these outliers are also distributed normally with a mean age μ, a spread τ, and contributing some fraction ε.

Although we have no good way of determining whether these stars are bona fide young stars or indeed, overall massive stars, we are confident that this would not fundamentally change the results of the HBM analysis we perform. In particular, since the model always assumes contamination at younger ages, the only effect of including some bona fide young stars (which, as we have determined, are probably separate from the GC stars) would be to artificially increase the value of our epsilon (contamination fraction) parameter, and would not significantly alter the mean age of the target population.

We sample the posterior probability distribution given the data in each group in abundance space using pmc3. We make use of the the No-U-Turn Sampler (NUTS), a variant of Hamiltonian Monte Carlo, which uses the gradients of the likelihood function to facilitate rapid convergence and sampling of the posteriors over many parameters. For each population, we take 1,000 samples of the posterior over 4 independent chains after allowing 1,000 burn-in steps, for a total of 4,000 samples.

Effect of selection criteria. The classification in in situ and ex situ populations of our low-metal sample ([Fe/H] < −0.5) is based on a particular cut in the [α/Fe] plane and in eccentricity. Unfortunately, there is no consensus in the literature on which cut should be adopted nor on the value of [Fe/H] defining the low-metallicity end of the Galactic thin disk. We have analysed the effect of considering different division lines in the [α/Fe] plane and of shifting the threshold of eccentricity from 0.7 to 0.6 (Extended Data Fig. 6). Besides the selection made in the main text, we have used two other division lines: [Mg/Fe] = −0.5 [Fe/H] − 0.3 (used in a previous work\(^\text{3}\)) and [Mg/Fe] = −0.2 [Fe/H] (used in a previous work\(^\text{3}\)) which have a lower value than the one used in the main text but with a zero point of 0 instead of 0.05. The conclusions of the paper do not change: in the in situ high-age population (group C) is slightly older than that of GES (group A). Different selection criteria modify mainly the composition of the group B, which is not associated with a particular stellar population. It contains what is not in A or C, and in particular may contain some contamination from the low-metallicity end of the thin disk. The two stars at the high-metallicity end ([Fe/H] > 0.7) of our group B are probably part of the thin disk as indicated by their orbital and chemical properties. They can end in a different group depending on the cut used; however, that does not fundamentally change the age distributions of the other two groups. We believe that the contamination from the thin disk does not affect other stars of group B, as these two are the only ones having a maximum vertical excursion lower than 1 kpc.

Data availability
All raw observational data are publicly available: Kepler light curves at https://archive.stsci.edu/kepler/publiclightcurves.html; Gaia DR2 at https://gea.esac.esa.int/archive and APOGEE DR14 may be accessed via https://www.sdss.org/dr14/. APOGEE DR14 raw data have been used in the top panels of Fig. 2. Processed data, such as individual frequencies, orbital and stellar parameter, are available in Supplementary Table 1 or on request.

Evolutionary tracks are publicly available at https://doi.org/10.5281/zenodo.4032320 and theoretical stellar models and oscillation frequencies are available on request.
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Extended Data Fig. 1 | Data samples. a, Diagram [$\alpha$/Fe] versus [Fe/H] for all the Kepler-APOGEE-DR14 sample (grey dots). Orange symbols are the targets in our sub-sample: red giant stars with [Fe/H] < -0.5, and blue ones are the first ascending red giant branch targets selected for characterization in this paper. b, $T_{\text{eff}}$ versus $\nu_{\text{max}}$ diagram (equivalent to Kiel diagram) of our target sample (color-coded by metallicity), overlying the complete Kepler-APOGEE-DR14 one (grey empty and full symbols). The dashed lines corresponds to two [$\alpha$/Fe]=0.2 evolutionary tracks: blue $M=0.9$ $M_\odot$, [Fe/H]=-1.0; orange, same mass but [Fe/H]=-0.5.
Extended Data Fig. 2 | Posterior probability distributions for KIC 4143467 stellar properties as inferred by AIMS. a-f: age, mass, radius, mean density, luminosity and frequency at maximum power, respectively. The oscillation spectra of this target is shown in first panel of Fig. 1. The vertical dash-dotted lines indicate the value of the corresponding parameter in the best-fitting model from the MCMC sampling.
Extended Data Fig. 3 | Posterior probability distributions for KIC 12111110 stellar properties as inferred by AIMS. a-f: age, mass, radius, mean density, luminosity and frequency at maximum power, respectively. The vertical dash-dotted lines indicate the value of the corresponding parameter in the best-fitting model from the MCMC sampling.
Extended Data Fig. 4 | Age distribution using PARAM for the APOGEE-Kepler sample with stellar radius limited to 14 $R_\odot$. a–b, [$\alpha$/Fe] vs. [Fe/H] distribution of the sample coloured by age (a) and eccentricity (b). The symbol size scales with $\nu_{\text{max}}$. c, Age distributions of accreted and in-situ stars, so classified from their [$\alpha$/Fe] and eccentricity values; d, Kiel diagram of the sample coloured by metallicity. Notice that the ‘very old’ (yellow dots $T_{\text{eff}} > 5400$ K) suggest that we have underestimated the mass loss for those stars.
Extended Data Fig. 5 | Age distribution using PARAM for the APOGEE-Kepler sample with stellar radius limited to 8 R⊙. a–b, [α/Fe] vs. [Fe/H] distribution of the sample coloured by age (a) and eccentricity (b). The symbol size scales with νmax. c, Age distributions of accreted and in-situ stars, so classified from their [α/Fe] and eccentricity values; d, Kiel diagram of the sample coloured by metallicity. Notice that the ‘very old’ (yellow dots Teff > 5400 K) suggest that we have underestimated the mass loss for those stars.
Extended Data Fig. 6 | Age and eccentricity distributions for different selection criteria for in-situ and accreted populations. Age against eccentricity (e) for the stars in the sample coloured by [Fe/H]). Circles represent age values of the best fitting models, and horizontal lines their uncertainties (16%-84% C.I. from full posterior distributions). Uncertainties on e are smaller than the symbol size. The diamond represents ν Indi\textsuperscript{25} (not included in the distributions). The histogram above reflects the combined posterior distributions for the stars in each selection. a,c, division line [Mg/Fe] = -0.5 [Fe/H]-0.3 (ref. 14). b,d, division line [Mg/Fe] = -0.2 [Fe/H] (ref. 26). Top and bottom panels correspond to eccentricity threshold 0.7 and 0.6 respectively.
Extended Data Fig. 7 | Probabilistic graphical model of that used to fit the mean age and intrinsic age spread of the *in*- and *ex-situ* populations defined on the basis of element abundances and orbital parameters. We assume the measured ages are drawn from an underlying true age $\theta$ distribution that is Gaussian with a mean $\mu$ with a standard deviation $\tau$. We assume that the true age distribution is contaminated by stars whose mass is higher than expected (and therefore appear younger), likely due to some poorly understood process such as binary interactions. We model these contaminants as also being drawn from another normal distribution with a mean $\mu_c$ and spread $\tau_c$ which has a fractional contribution $\varepsilon$ to the total age distribution (hence the main population contributes $1-\varepsilon$).