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Abstract

We derive uniform convergence rates for the maximum likelihood estimator and min-max lower bounds for parameter estimation in two-component location-scale Gaussian mixture models with unequal variances. We assume the mixing proportions of the mixture are known and fixed, but make no separation assumption on the underlying mixture components. A phase transition is shown to exist in the optimal parameter estimation rate, depending on whether or not the mixture is balanced. Key to our analysis is a careful study of the dependence between the parameters of location-scale Gaussian mixture models, as captured through systems of polynomial equalities and inequalities whose solution set drives the rates we obtain. A simulation study illustrates the theoretical findings of this work.

1 Introduction

Finite mixture models are a widely-used tool for modeling heterogeneous data, consisting of hidden subpopulations with distinct distributions. For applications exhibiting continuous data, location-scale Gaussian mixtures are arguably the most popular family of parametric mixture models. Beyond their broad applications as a modeling and clustering tool in the social, physical and life sciences (McLachlan & Peel 2004), Gaussian mixtures provide a flexible approach to density estimation (Genovese & Wasserman 2000, Ghosal & van der Vaart 2001).

Estimating the parameters of a mixture model is crucial for quantifying the underlying heterogeneity of the data. One of the most widely-used approaches is the maximum likelihood estimator (MLE). A Gaussian mixture model with a known number of components $K$, all of which are well-separated, forms a regular parametric model for which the MLE achieves the standard parametric estimation rate (Ho & Nguyen 2016b, Chen 2017). Such rates are typically understood in terms of convergence of mixing measures, quantified using the Wasserstein distance as a means of avoiding label switching issues inherent in mixture modeling (Nguyen 2013). In the absence of separation conditions, mixture components are permitted to overlap arbitrarily, thus the number of distinct components, say $K_0$, may be strictly less than $K$. In this setting, the Fisher information matrix of the mixture model becomes singular, and has been shown to lead to slower rates of parameter estimation. For instance, Ho & Nguyen (2016a) showed that the pointwise convergence rate of the MLE under location-scale Gaussian mixtures deteriorates as the difference $K - K_0$ increases. Here, the term “pointwise” refers
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to the rates therein being dependent upon the parameters of the true underlying mixture. These rates therefore do not provide upper bounds on the worst-case risk, and hence on the minimax risk. To the best of our knowledge, minimax rates for parameter estimation in general location-scale Gaussian mixtures have only been studied by Hardt & Price (2015) in the case $K = 2$, using estimators different than the MLE.

**Our Contributions.** In this paper, we establish uniform convergence rates of the MLE under one-dimensional, two-component location-scale Gaussian mixture models with unequal variances. Our rates differ substantially from the pointwise rates of Ho & Nguyen (2016a). We show that the optimal estimation rate differs according to whether or not the underlying mixture has equal mixing proportions, which we refer to as a symmetric mixture. This phase transition motivates us to restrict our analysis to mixtures admitting fixed and known mixing proportions. We also prove that these rates are minimax optimal, thereby refining the known minimax rates from Hardt & Price (2015) to the distinct settings of symmetric and asymmetric two-component mixtures. Our analysis relies upon the strong dependence between the parameters of location-scale Gaussian mixture models. Indeed, the rates we obtain are driven by the solution set of explicit systems of polynomial equalities and inequalities, arising from a key linear dependence between certain partial derivatives of Gaussian densities, described in equation (2.1) below.

1.1 Related literature

Establishing optimal rates for parameter estimation in finite mixture models is a long-standing problem, dating back at least to the seminal work of Chen (1995). For one-dimensional mixtures with a number of components $K_0$ which is unknown but bounded above by a known constant $K$, Chen (1995) showed that the optimal pointwise rate of parameter estimation scales as $C_0 n^{-1/4}$, where $n$ is the sample size, and $C_0 > 0$ is a constant depending on the underlying true mixture model in a possibly unbounded manner. This result holds for mixtures satisfying a condition known as strong identifiability, which requires the mixture component densities and a certain number of their partial derivatives to be linearly independent—a condition satisfied by location Gaussian mixtures, but not location-scale Gaussian mixtures. Nguyen (2013) and Ho & Nguyen (2016b) also establish the $C_0 n^{-1/4}$ pointwise rate for multivariate strongly identifiable mixtures with fixed dimension. These pointwise rates do not, however, provide upper bounds on the minimax risk of parameter estimation, due to the lack of uniformity in the constant $C_0$. Indeed, Heinrich & Kahn (2018) proved that this minimax risk, under strongly identifiable mixtures, scales at the markedly distinct rate $n^{-\frac{1}{4(K-K_0)+2}}$, which deteriorates exponentially with the level of overspecification $K - K_0$ of the number of components. In this context, the quantity $K_0$ is understood as the minimum number of well-separated components of the underlying mixture, with the case $K_0 = 1$ corresponding to the rate with no separation assumption. The minimax rate established by Heinrich & Kahn (2018) is achievable by a minimum-distance estimator, and by the Denoised Method of Moments (Wu & Yang 2019). A multivariate extension of the latter method was also shown to achieve the minimax rate of estimating a high-dimensional location-Gaussian mixture model (Doss et al. 2020)—see also Wu & Zhou (2019) for the special case $K = 2$ of the minimax rate therein. We refer to Vempala & Wang (2004), Moitra & Valiant (2010), Kalai et al. (2010), Azizyan et al. (2013) and references therein for prior advances in the high-dimensional setting.

For mixture models failing to satisfy the strong identifiability condition, optimal rates for parameter estimation do not enjoy a unified treatment. For Gaussian mixture models with
unknown means and common but unknown variances, Wu & Yang (2019) showed that the \( n^{-1/4} \) rate is minimax optimal under no separation assumptions, and achievable by the Denoised Method of Moments. Feller et al. (2019) shows this rate is also achievable by the MLE under two-component mixtures with equal variances. When the variances of the Gaussian mixture are allowed to be unknown and distinct, Ho & Nguyen (2016) establish the pointwise rate \( C_0 n^{-1/2} \), for an integer \( r \geq 1 \) determined by the solution set of a system of polynomial equations depending on \( K \)—for instance, one has \( r = 2 \) in the case \( K = 2 \), leading to the \( C_0 n^{-1/8} \) pointwise rate which had previously been observed by Chen & Chen (2003).

In contrast, the minimax rate in the two-component case was shown to be \( n^{-1/12} \) by Hardt & Price (2015) using the method of moments. As we will show in this paper, the minimax rate \( n^{-1/12} \) can be improved to \( n^{-1/8} \) for symmetric mixtures, up to a polylogarithmic factor. To the best of our knowledge, our work is the first to provide uniform upper bounds on the rate of convergence of the MLE, and we show that it is minimax optimal both for asymmetric and symmetric mixtures respectively, up to polylogarithmic factors.

1.2 Problem Setting

Gaussian Mixture Models and Maximum Likelihood Estimation. Throughout this paper, we fix two compact subsets \( \Theta \) and \( \Omega \) of \( \mathbb{R} \) and \( \mathbb{R}_+ \) respectively, such that \( 0 \in \text{int}(\Theta) \), where \( \text{int}(\cdot) \) denotes the interior of a set. Let \( \mathcal{F} = \{ f(\cdot, \theta, \sigma^2) : \theta \in \Theta, \sigma^2 \in \Omega \} \) denote the location-scale Gaussian parametric family, where

\[
f(x, \theta, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left(-\frac{(x-\theta)^2}{2\sigma^2}\right), \quad x \in \mathbb{R}.
\]

Fix a known real number \( \pi \in (0, 1/2] \), and let \( c = \pi/(1-\pi) \). Let \( Y_1, \ldots, Y_n \) be an i.i.d. sample from the the one-dimensional location-scale Gaussian mixture model whose density is given by

\[
g(x, \eta_n) = \pi f(x, -\theta_n, \sigma^2_{1,n}) + (1-\pi)f(x, c\theta_n, \sigma^2_{2,n}), \quad x \in \mathbb{R} \tag{1.1}
\]

where \( \eta_n = (\theta_n, \sigma^2_{1,n}, \sigma^2_{2,n}) \in H \), and \( H = \Theta \times \Omega^2 \). We will also use the shorthand \( v_{n,j} = \sigma^2_{n,j} \) for \( j = 1, 2 \), in the sequel. We focus on model (1.1) throughout the paper. To emphasize the uniformity in our bounds below, notice that we allow for the parameters \( \eta_n \) to vary with the sample size \( n \), converging to some limit points. Notice further that the choice of parametrization in model (1.1) ensures that the mixture model has zero mean. Our results can be extended to mixtures with general mean \( \mu \in \mathbb{R} \), whose density is of the form \( \pi f(\cdot, \mu - \theta_n, \sigma^2_{1,n}) + (1-\pi)f(\cdot, \mu + c\theta_n, \sigma^2_{2,n}) \), but we only consider the case \( \mu = 0 \) for simplicity.

The log-likelihood function of \( \eta_n \) with respect to the sample \( Y_1, \ldots, Y_n \) is given by

\[
\ell_n(\eta) = \sum_{i=1}^{n} \log g(Y_i; \eta), \quad \eta \in H.
\]

We let \( \hat{\eta}_n = (\hat{\theta}_n, \hat{\sigma}^2_{1,n}, \hat{\sigma}^2_{2,n}) \) denote a maximizer of \( \ell_n \) over \( H \). The existence of \( \hat{\eta}_n \) is guaranteed by the compactness of the parameter space \( H \).
Loss Function on $H$. In order to quantify the convergence of parameters in $H$, we introduce the following loss function. Given $\eta^{(1)} = (\theta^{(1)}, v_1^{(1)}, v_2^{(1)}), \eta^{(2)} = (\theta^{(2)}, v_1^{(2)}, v_2^{(2)}) \in H$, define

$$\varphi_r(\eta^{(1)}, \eta^{(2)}) := \min \left\{ |\theta^{(1)} - \theta^{(2)}|^r + |v_1^{(1)} - v_1^{(2)}|^{r/2} + |v_2^{(1)} - v_2^{(2)}|^{r/2}, \right.$$  

$$\left. |\theta^{(1)} + \theta^{(2)}|^r + |v_1^{(1)} - v_1^{(2)}|^{r/2} + |v_2^{(1)} - v_2^{(2)}|^{r/2} \right\}^{\frac{1}{r}}, \quad (1.2)$$

where $r \geq 1$. Notice that $\varphi_r$ is invariant to label switching of mixture components, and reduces to the loss function used by Hardt & Price (2015) in the special case $r = 1$. To understand how convergence under $\varphi_r$ relates to convergence of the individual mixture parameters, let $\eta_n = (\bar{\theta}_n, \bar{v}_{1,n}, \bar{v}_{2,n}) \in H, n \geq 1$, be a sequence satisfying $\varphi_r(\eta_n, \eta_n) \leq \alpha_n$, for a sequence of nonnegative real numbers $\alpha_n \to 0$. Then there exists a permutation $\tau$ on $\{1, 2\}$ such that

$$|\bar{\theta}_{n}^{(1)}| - |\bar{\theta}_{n}^{(2)}| \lesssim \alpha_n, \quad |\bar{v}_{j,n}^{(1)} - \bar{v}_{\tau(j),n}^{(2)}| \lesssim \alpha_n^2, \quad j = 1, 2.$$

The loss function $\varphi_r$ captures, in particular, the inhomogeneity in estimating the means and variances of a Gaussian mixture model—indeed, it has been observed at least since the work of Chen & Chen (2003) that typical rates of convergence for the variances of a Gaussian mixture are faster than those of their means. We also note that $\varphi_r$ admits a natural interpretation in terms of the Wasserstein distance, a metric frequently used for quantifying convergence rates in multivariate mixtures with more than two components (Nguyen 2013, Heinrich & Kahn 2018).

Specifically, defining probability measures $\tilde{G}_n = \pi \delta_{\tilde{\theta}_n} + (1 - \pi) \delta_{\bar{\theta}_n}, \tilde{G}_n = \pi \delta_{\tilde{\theta}_n} + (1 - \pi) \delta_{\bar{\theta}_n}$, and $\tilde{H}_n = \pi \delta_{\tilde{v}_{1,n}} + (1 - \pi) \delta_{\bar{v}_{1,n}}$, $\tilde{H}_n = \pi \delta_{\tilde{v}_{2,n}} + (1 - \pi) \delta_{\bar{v}_{2,n}}$, where $\delta_x$ denotes a Dirac measure placing mass at $x \in \mathbb{R}$, we have

$$\varphi_r(\eta_n, \eta_n) \asymp W_r(\tilde{G}_n, \tilde{G}_n) + W_{r/2}(\tilde{H}_n, \tilde{H}_n),$$

where $W_r$ denotes the $r$-th order Wasserstein distance (see Villani (2003) for a formal definition of the Wasserstein distance).

Finally, since we have assumed in model (1.1) that the mixing proportion $\pi$ is known and fixed, mixture label switching generically occurs only in the symmetric setting $\pi = 1/2$. When working in the asymmetric setting $\pi \neq 1/2$ below, we will therefore be able to state our results in terms of the stronger loss function

$$\psi_r(\eta^{(1)}, \eta^{(2)}) = \left( |\theta^{(1)} - \theta^{(2)}|^r + |v_1^{(1)} - v_1^{(2)}|^{r/2} + |v_2^{(1)} - v_2^{(2)}|^{r/2} \right)^{\frac{1}{r}},$$

for all $r \geq 1$.

1.3 Paper Outline

The rest of this paper is organized as follows. In Section 2, we state our main results regarding the rate of convergence of the MLE and minimax lower bounds, both in the asymmetric regime (Section 2.1) and the symmetric regime (Section 2.2). In Section 3 we illustrate our theoretical findings with a simulation study. We close with discussions in Section 4. All proofs are relegated to Appendices B, C and D, and further simulation specifications are included in Appendix E.
1.4 Notation

For any two densities \( p \) and \( q \) with respect to Lebesgue measure, the Total Variation distance between \( p \) and \( q \) is given by \( V(p, q) = (1/2) \int |p - q| d\mu \), and the squared Hellinger distance between \( p \) and \( q \) is given by \( h^2(p, q) = (1/2) \int (p^{1/2} - q^{1/2})^2 d\mu \). Given two sequences of nonnegative real numbers \( (a_n)_{n=1}^\infty, (b_n)_{n=1}^\infty \), we write \( a_n \gtrless b_n \) if there exists a constant \( C > 0 \) not depending on \( n \) such that \( a_n \geq C b_n \) for all \( n \geq 1 \). We write \( a_n \asymp b_n \) if \( a_n \lesssim b_n \) and \( b_n \lesssim a_n \). For any multi-index \( \alpha = (\alpha_1, \ldots, \alpha_k) \) where \( \alpha_1, \ldots, \alpha_k \in \mathbb{N} \), we write \( |\alpha| = \sum_{i=1}^k \alpha_i \).

2 Convergence Rates of the Maximum Likelihood Estimator and Minimax Lower Bounds

In this section, we state our main results regarding the uniform rate of convergence of the MLE and corresponding minimax lower bounds. Key to our analysis is a careful treatment of the dependence between the mean and variance parameters of model (1.1), which is determined by the following partial differential equation (PDE) satisfied by the Gaussian density \( f \),

\[
\frac{\partial^2 f}{\partial \theta^2}(x, \theta, v) = 2 \frac{\partial f}{\partial v}(x, \theta, v), \quad x \in \mathbb{R}, \; \theta \in \Theta, \; v \in \Omega.
\] (2.1)

This equality prevents location-scale Gaussian densities from satisfying the strong identifiability criterion, for which minimax rates are well understood (Heinrich & Kahn 2018), and will lead to worse rates of convergence for parameter estimation in the sequel. Under the specific setting that we consider, equation (2.1) also creates a new phase transition in the parameter estimation rates, under the two regimes \( \pi \in (0, 1/2) \) and \( \pi = 1/2 \), which have not been addressed so far in the literature. We treat these two regimes separately in what follows.

2.1 Asymmetric Regime

Throughout this subsection, we assume \( \pi \in (0, 1/2) \) is known and fixed. The convergence rate of the MLE under the asymmetric regime is governed by the solution set of a system of polynomial equations which we now describe. Let \( r_{\text{asym}}(\pi) \) denote the smallest positive integer \( r \geq 1 \) such that the following system of polynomial equations

\[
(1 - \pi) \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \frac{1}{2^{\alpha_2 + \beta_2}} e^{\alpha_1 (c + 1) \beta_1 (-x_1)^{\alpha_1} x_2^{\beta_1} y_2^{\alpha_2} y_3^{\beta_2}} \alpha_1! \alpha_2! \beta_1! \beta_2! \\
+ \pi \sum_{\alpha_1, \alpha_2} \frac{1}{2^{\alpha_2}} x_1^{\alpha_1} y_1^{\alpha_2} \alpha_1! \alpha_2! = 0, \quad \text{for each } \ell = 1, \ldots, r
\] (2.2)

does not have any non-trivial real-valued solution for \( (x_1, x_2, y_1, y_2, y_3) \in \mathbb{R}^5 \). Here, the range of the first sum is over all nonnegative integers \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) such that \( \alpha_1 + \beta_1 + 2\alpha_2 + 2\beta_2 = \ell, \quad 1 \leq \alpha_1 + \alpha_2 \leq r, \) and \( 0 \leq \beta_1 + \beta_2 \leq r - (\alpha_1 + \alpha_2) \), while the ranges of \( \alpha_1, \alpha_2 \) in the second sum satisfy \( \alpha_1 + 2\alpha_2 = \ell, \quad 1 \leq \alpha_1 + \alpha_2 \leq r \). A solution is considered non-trivial if at least one of the variables \( x_1, y_1, \) and \( y_2 \) is different from 0. The quantity \( r_{\text{asym}}(\pi) \) is called the asymmetric order, and we now show its central role in the convergence rate of the MLE under the asymmetric regime.
Theorem 2.1. Let $\pi \in (0, 1/2)$ be fixed.

(a) (Maximum Likelihood Estimation) We have
\[
\sup_{\eta \in H} E_{\eta}\left[\psi_{r_{\text{asym}}}(\pi)(\tilde{\eta}_n, \eta)\right] \lesssim \left(\frac{\log n}{n}\right)^{\frac{1}{2r_{\text{asym}}(\pi)}},
\]
where the expectation is taken with respect to the product distribution of an i.i.d. sample $Y_1, \ldots, Y_n$ from model (1.1).

(b) (Minimax Lower Bound) Let $v_0 \in \text{int}(\Omega)$, $\eta_0 = (0, v_0, v_0)$, and $H(\kappa) = \{\eta \in H : \psi_{r_{\text{asym}}(\pi)}(\eta, \eta_0) \leq \kappa\}, \quad \kappa > 0.$

Then, there exists a universal constant $c_1 > 0$ such that
\[
\inf_{\tilde{\eta}_n} \sup_{\eta \in H(c_1 n^{-1/2})} E_{\eta}\left[\psi_{r_{\text{asym}}(\pi)}(\tilde{\eta}_n, \eta)\right] \gtrsim \left(\frac{1}{n}\right)^{\frac{1}{2r_{\text{asym}}(\pi)}},
\]
where the infimum is over all sequences of estimators $\tilde{\eta}_n$ based on an i.i.d. sample $Y_1, \ldots, Y_n$ from model (1.1).

Theorem 2.1(a) implies that the rate of convergence of the MLE under $\psi_{r_{\text{asym}}(\pi)}$ is of order $n^{-1/2r_{\text{asym}}(\pi)}$ up to a polylogarithmic factor. To prove this result, our key theoretical contribution is a characterization of the distance $\psi_r$ between mixture parameters in terms of the Total Variation distance between their corresponding mixture densities, a general approach which has previously formed the basis minimax analyses for strongly identifiable mixture models (Heinrich & Kahn 2018, Doss et al. 2020) and pointwise parameter estimation rates for location-scale Gaussian mixture models (Ho & Nguyen 2016). Specifically, we prove in Theorem B.1 in Appendix B that for any $\eta^{(1)}, \eta^{(2)} \in H$, the following inequality holds
\[
\psi_{r_{\text{asym}}(\pi)}(\eta^{(1)}, \eta^{(2)}) \lesssim V\left(g(\cdot, \eta^{(1)}), g(\cdot, \eta^{(2)})\right)^{1/r_{\text{asym}}(\pi)}. \quad (2.3)
\]
Combining this bound with a generic convergence result for the maximum likelihood density estimator (van de Geer 2000), together with bracketing entropy bounds for classes of mixture densities (Ghosal & van der Vaart 2001), readily leads to Theorem 2.1(a). Theorem 2.1(b) further shows that the resulting rate is minimax optimal. We wish to emphasize that the bound (2.3) may similarly be used to obtain convergence rates for parameter estimation of any other method admitting a known density estimation guarantee.

In order to obtain a quantitative rate of convergence, we bound the asymmetric order as follows.

**Proposition 2.2.** Under the asymmetric system (2.2) with any $\pi \in (0, 1/2)$, we have $\bar{r}_{\text{asym}}(\pi) \geq 6.$

Proposition 2.2 provides a lower bound on the asymmetric order, which is obtained through an explicit solution to the asymmetric system (2.2) when $r = 5$. Upper bounding $\bar{r}_{\text{asym}}(\pi)$ requires showing that the asymmetric system admits no non-trivial solutions for a given $r \geq 6,$
a problem which may be solved using various techniques from algebraic geometry, such as the method of Gröbner bases (Buchberger 1985, Sturmfels 2005). In Appendix D, we apply this method with the Mathematica programming language (Wolfram 1999) to show that for all \( \pi \in \{i/100 : 1 \leq i \leq 49, i \in \mathbb{N} \} \), the system of polynomials (2.2) with \( r = 6 \) admits no solutions. For these values of \( \pi \), it follows that \( \bar{r}_{\text{asym}}(\pi) = 6 \), and we conjecture this result to hold uniformly over all \( \pi \in (0, 1/2) \), but we do not have a proof. For the values of \( \pi \) where this result holds, Theorem 2.1(a) leads to the following rates for parameter estimation under model (1.1)

\[
|\hat{\theta}_n - \theta_n| \lesssim \left( \frac{\log n}{n} \right)^{1/12}, \quad |\hat{v}_{j,n} - v_{j,n}| \lesssim \left( \frac{\log n}{n} \right)^{1/6}, \quad j = 1, 2,
\]

with probability tending to one, as \( n \to \infty \). Equation (2.4) exhibits a discrepancy between the convergence rates of the location and scale parameters of the mixture, which essentially arises from the key PDE (2.1).

Under the regime where the variances \( v_{1,n} = v_{2,n} \) are assumed to be equal but unknown and \( \pi \neq 1/2 \), Feller et al. (2019) previously established the \( n^{-1/6} \) uniform rate of convergence of the MLE under the \( \psi_3 \) loss function, up to polylogarithmic factors. Our results imply the significantly slower rate \( n^{-1/12} \), when the variances are not constrained to be equal. Under no assumptions on \( \pi \), this rate was already known to be minimax optimal from Hardt & Price (2015), who prove the lower bound

\[
\inf \mathbb{E}_{\eta} \mathbb{E}_{\eta_n} \mathbb{E}_{\eta} \left( \psi_1(\eta_n, \eta) \right) \gtrsim n^{-\frac{1}{12}}
\]

Noting that \( \psi_1 \gtrsim \psi^r \) for all \( r \geq 1 \), our Theorem 2.1 recovers this lower whenever \( \bar{r}_{\text{asym}}(\pi) = 6 \), using a distinct proof technique, and shows that it is achievable by the MLE. In constrast to the lower bound of Hardt & Price (2015), however, we show in what follows that parameter estimation rates are markedly different in the symmetric regime \( \pi = 1/2 \).

### 2.2 Symmetric Regime

We now establish parameter estimation rates in the symmetric regime where \( \pi = 1/2 \). Unlike the previous subsection, our results will now be driven by the solution set to a system of both polynomial equations and a polynomial inequality. Specifically, we denote by \( \bar{r}_{\text{sym}} \) the smallest positive integer \( r \) such that the following system

\[
\sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \frac{1}{2^{\alpha_2 + \beta_2}} \frac{2^{\beta_1} (-x_1)^{\alpha_1} x_2^{\beta_1} y_1^{\alpha_2} y_2^{\beta_2}}{\alpha_1! \alpha_2! \beta_1! \beta_2!} + \sum_{\alpha_1, \alpha_2} \frac{1}{2^{\alpha_2}} \frac{x_1^{\alpha_1} y_1^{\alpha_2}}{\alpha_1! \alpha_2!} = 0 \text{ for each } l = 1, \ldots, r,
\]

\[
|x_1|^r + |y_1|^{r/2} + |y_2|^{r/2} \leq |2x_2 - x_1|^r + |y_3 - y_1|^{r/2} + |y_2 + y_3|^{r/2}
\]

does not admit any non-trivial real-valued solution for \((x_1, x_2, y_1, y_2, y_3) \in \mathbb{R}^5\). Here, the ranges of \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) in the above sums as well as the notion of non-triviality are defined similarly as those of the asymmetric system of polynomial equations (2.2). \( \bar{r}_{\text{sym}} \) is called the symmetric order.
We note that the polynomial equalities of the asymmetric system (2.2) reduce to those of the symmetric system (2.5) when $\pi = 1/2$. On the other hand, the present system also contains the inequality (2.6), which arises due to the symmetric structure of model (1.1) when $\pi = 1/2$. The following straightforward result suggests the necessity of this inequality.

**Proposition 2.3.** For every integer $r \geq 1$, there exists a solution to the system of polynomial equations (2.5) which does not satisfy inequality (2.6).

Equipped with the definition of $\bar{r}_{\text{sym}}$, we now state the main result of this subsection.

**Theorem 2.4.** Let $\pi = 1/2$.

(a) (Maximum Likelihood Estimation) We have

$$
\sup_{\eta \in H} \mathbb{E}_n \left[ \varphi_{\bar{r}_{\text{sym}}} \left( \bar{\eta}_n, \eta \right) \right] \lesssim \left( \frac{\log n}{n} \right)^{\frac{1}{2\bar{r}_{\text{sym}}}}
$$

where the expectation is taken with respect to the product distribution of an i.i.d. sample $Y_1, \ldots, Y_n$ from model (1.1).

(b) (Minimax Lower Bound) Let $v_0 \in \text{int}(\Omega)$, $\eta_0 = (0, v_0, v_0)$, and let

$$
H(\kappa) = \{ \eta \in H : \varphi_{\bar{r}_{\text{sym}}} \left( \eta, \eta_0 \right) \leq \kappa \}, \quad \kappa > 0.
$$

Then, there exists a universal constant $c_2 > 0$ such that

$$
\inf_{\tilde{\eta}_n} \sup_{\eta \in H(c_2 n^{-1/2})} \mathbb{E}_n \left[ \varphi_{\bar{r}_{\text{sym}}} \left( \bar{\eta}_n, \eta \right) \right] \gtrsim \left( \frac{1}{n} \right)^{\frac{1}{2\bar{r}_{\text{sym}}}},
$$

where the infimum is over all sequences of estimators $\tilde{\eta}_n$ based on an i.i.d. sample $Y_1, \ldots, Y_n$ from model (1.1).

Similarly as in the asymmetric regime, our proof technique for Theorem 2.4(a) hinges upon a characterization of the symmetric loss function $\varphi_{\bar{r}_{\text{sym}}}$ in terms of the Total Variation distance over the space of Gaussian mixture densities. In particular, in Theorem C.1 in Appendix C, we prove that

$$
\varphi_{\bar{r}_{\text{sym}}} \left( \eta^{(1)}, \eta^{(2)} \right) \lesssim V \left( g(\cdot, \eta^{(1)}), g(\cdot, \eta^{(2)}) \right)^{\frac{1}{\bar{r}_{\text{sym}}}}.
$$

(2.7)

for any $\eta^{(1)}, \eta^{(2)} \in H$. Furthermore, the bound (2.7) is tight, which directly leads to the minimax lower bound in Theorem 2.4. Now, we obtain a specific value for the symmetric order in the following result.

**Proposition 2.5.** Under the system of polynomial equations and inequalities (2.5) and (2.6), we have $\bar{r}_{\text{sym}} = 4$.

Proposition 2.5 together with Theorem 2.4 implies the $n^{-1/8}$ convergence rate for the MLE under the symmetric loss function $\varphi_{\bar{r}_{\text{sym}}}$, up to polylogarithmic factors. This rate is in stark contrast to the $n^{-1/12}$ rate obtained in the asymmetric regime for a wide range of values of $\pi$. In terms of parameter estimation, Theorem 2.4 leads to

$$
\left| \hat{\theta}_n - \theta_n \right| \lesssim \left( \frac{\log n}{n} \right)^{\frac{1}{8}}, \quad \min_{\tau \in \mathcal{S}_2} \left\{ |\hat{\nu}_{1,n} - v_{\tau(1),n}| + |\hat{\nu}_{2,n} - v_{\tau(2),n}| \right\} \lesssim \left( \frac{\log n}{n} \right)^{\frac{1}{4}},
$$
with probability tending to one, where $S_2$ is the set of permutations on $\{1, 2\}$. Note that the above result merely implies a rate of convergence for $|\hat{\theta}_n|$ in absolute value. In the absence of absolute values, it can be shown that the above rate becomes non-polynomial, due to the non-identifiability of the sign of $\theta_n$ under the symmetric regime. Indeed, this situation corresponds to the use of the loss function $\psi_{\text{sym}}$ in place of $\varphi_{\text{sym}}$ in Theorem 2.4—a careful investigation of the proof reveals that inequality (2.6) of the symmetric system would not be needed under this loss function, which would lead to an infinite value of the symmetric order by Proposition 2.3.

In the asymmetric regime of Section 2.1, we noted that the optimal rate of convergence $n^{-1/12}$ under the asymmetric loss function is markedly slower than the rate $n^{-1/6}$ which is minimax optimal when the variances in model (1.1) are unknown but equal. Remarkably, the same behaviour does not occur in the symmetric setting: the $n^{-1/8}$ minimax rate implied by Theorem 2.4, up to polylogarithmic factors, matches the minimax rate obtained by Feller et al. (2019) when the two variances are assumed equal but unknown. Finally, we note that the rate $(\log n/n)^{1/8}$ also matches the pointwise rate obtained by Ho & Nguyen (2016a) when the scale parameters are not presumed equal.

### 3 Simulation Study

We now illustrate our theoretical results from Section 2 via a careful simulation study. We approximate the MLE using the EM algorithm (Dempster et al. 1977), tailored to the structure of model (1.1). All simulations below are run in Python 3.6 on a standard Linux machine. Further implementation details are relegated to Appendix E.

For 100 values of the sample size $1,000 \leq n \leq 100,000$, we generate $n$ i.i.d. observations from the two-component Gaussian mixture model (1.1) with parameters

$$
\theta_n = \epsilon_n(x_2^* - x_1^*), \quad v_{1,n} = 1 + \epsilon_n^2 y_1^*, \quad v_{2,n} = 1 + \epsilon_n^2 (y_2^* + y_3^*),
$$

where $s^* = (x_1^*, x_2^*, y_1^*, y_2^*, y_3^*) \in \mathbb{R}^5$ and $\epsilon_n \downarrow 0$. This setting is inspired by our minimax analyses in Theorems 2.1 and 2.4. We consider two distinct settings for $\epsilon_n$ and $s^*$.

**Model A: Asymmetric Setting.** Here, we take $x_1^* = x_2^* = 0$ and $y_1^* = -y_2^*/c, y_3^* = -y_2^*(1 + (1/c))/2, y_2^* = 0.1$. As shown in the proof of Proposition 2.2, this choice forms a solution to the asymmetric system of polynomial equations (2.2) with $r = 5$. Furthermore, we take $\epsilon_n = n^{-1/12}$. We consider three distinct values of the mixing proportion $\pi \in \{0.1, 0.25, 0.4\}$ for each choice of $\pi$, we report in Figure 1 (a)-(c) the value of $\psi_6(\bar{\eta}_n, \eta_n)$ for all $n$ under consideration. It can be seen that the empirical rate of convergence of the MLE is approximately $n^{-1/12}$ for large enough $n$, under the three values of $\pi$ considered. This rate was predicted by Theorem 2.1. While our focus in Model A is the asymmetric regime, we report in Appendix E the result of this simulation with $\pi = 1/2$, and we indeed observe a markedly faster rate of convergence.

**Model S: Symmetric Setting.** We now set $\pi = 1/2$ and consider the setting $x_1^* = 1, x_2^* = 1.5, y_1^* = 3.5, y_2^* = 0.5, y_3 = -1.5$, which solves the symmetric system of polynomial equalities and inequalities (2.5) and (2.6) with $r = 3$. Furthermore, we choose $\epsilon_n = n^{-1/8}$. The empirical convergence rate of the MLE is reported in Figure 1 (d). We observe the approximate rate $n^{-1/8}$, as anticipated by Theorem 2.4.
Figure 1. Log-log scale plots for the simulation results under Model A \((\pi \in \{0.1, 0.25, 0.4\})\) and Model S. For each model and sample size, the MLE \(\hat{\eta}_n\) is computed on 10 independent samples, and its average distance from \(\eta_n\) is plotted with error bars representing one empirical standard deviation.

4 Discussion

The focus of this paper has been to derive uniform convergence rates of the maximum likelihood estimator for parameter estimation in two-component location-scale Gaussian mixture models, as well as corresponding minimax lower bounds. Our analysis reveals a phase transition in the rate of convergence depending on whether or not the mixture is symmetric. Specifically, we prove that the optimal rate for parameter estimation varies from \(n^{-1/12}\) in the asymmetric case for a wide range of mixing proportions \(\pi\), to \(n^{-1/8}\) in the symmetric case, up to polylogarithmic factors. Key to establishing these rates is the study of certain systems of polynomial equations and inequalities, arising from the dependence between the parameters of location-scale Gaussian mixtures implied by the PDE (2.1).

To the best of our knowledge, there are no existing works establishing minimax rates for parameter estimation in location-scale Gaussian mixture models with more than two components, except under the regime where the variances are presumed equal but unknown (Wu & Yang 2019). In future work, we intend to extend the analyses of this paper to Gaussian mixtures admitting more than two components. Furthermore, we wish to stress that the rates obtained in this paper are minimax, and hence are only informative about the worst-case behaviour of parameter estimation. Mixture models are, however, notorious for admitting risk functions which can fluctuate dramatically across the parameter space (Ho & Nguyen 2019). For example, we report an extension of our simulation study in Appendix E in which faster empirical rates of convergence can be observed for similar models as those of Section 3.
We conjecture that a more nuanced characterization of the polynomial systems in this work would allow for instance-specific rates of convergence, and we are currently exploring such directions.
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Appendix

In this appendix, we provide detailed proofs for all the results in Section 2. In Appendix A, we state several existing results which will be frequently used in the sequel. Proofs of results under the asymmetric regime can be found in Appendix B, and those under the symmetric regime can be found in Appendix C. In Appendix D, we provide upper bounds on the asymmetric order $\bar{r}_{\text{asym}}(\pi)$ for certain values of $\pi \in (0, 1/2)$. Finally, we report simulation specifications and additional simulation results in Appendix E.

A Preliminary Results

We begin by stating several results which will be frequently used in the sequel.

**Lemma A.1.** For any integer $s \geq 1$ and any $v_0 \in \Omega$, the family \( \{ \frac{\partial^\ell f}{\partial \theta^\ell} (\cdot, 0, v_0) : 1 \leq \ell \leq s \} \) is linearly independent, in the sense that for any $\alpha_1, \ldots, \alpha_s \in \mathbb{R}$,
\[
\sup_{x \in \mathbb{R}} \left| \sum_{\ell=1}^{s} \alpha_\ell \frac{\partial^\ell f}{\partial \theta^\ell} (x, 0, v_0) \right| = 0 \implies \alpha_1 = \cdots = \alpha_s = 0.
\]

Lemma A.1 follows from the strong identifiability of the location Gaussian parametric family, as established by Chen (1995) and Heinrich & Kahn (2018). Furthermore, we state a general density estimation result for the MLE $\hat{\eta}_n$.

**Lemma A.2.** There exist universal constants $c, c_1 > 0$ depending only on $\Theta, \Omega$ such that for all $u \geq c_1 \sqrt{\frac{\log n}{n}}$,
\[
\sup_{\eta \in H} \mathbb{P} \left\{ h(g(\cdot, \hat{\eta}_n), g(\cdot, \eta)) \geq u \right\} \leq c \exp \left\{ -\frac{nu^2}{c^2} \right\}.
\]

Lemma A.2 may be obtained by combining a guarantee for the maximum likelihood density estimator (see for instance Theorem 7.4 of van de Geer (2000)) with bracketing numbers for classes of Gaussian mixture densities (Genovese & Wasserman 2000, Ghosal & van der Vaart 2001). See Theorem 4.1 of Ho & Nguyen (2016b) for further details.

B Proofs under the Asymmetric Regime

B.1 Proof of Theorem 2.1

The essence of Theorem 2.1.(a) is contained in the following result.

**Theorem B.1.** Let $\pi \in (0, 1/2)$. Then,
\[
\inf_{\eta^{(1)}, \eta^{(2)} \in H} \frac{V(g(\cdot, \eta^{(1)}), g(\cdot, \eta^{(2)}))}{\psi_{\bar{r}_{\text{asym}}(\pi)}(\eta^{(1)}, \eta^{(2)})} > 0.
\]

We begin by proving Theorem B.1, and we then prove Theorem 2.1 below.
**PROOF OF THEOREM B.1** We write \( \bar{r} = \bar{r}_{\text{asymp}}(\pi) \) throughout the proof. Assume by way of a contradiction that the claim does not hold. We may then find sequences \( \eta_n^{(1)} = (\theta_n^{(1)}, v_1^{(1)}, v_2^{(1)}) \), \( \eta_n^{(2)} = (\theta_n^{(2)}, v_1^{(2)}, v_2^{(2)}) \in H, n \geq 1 \), such that

\[
\frac{1}{D_n} V \left( g(\cdot, \eta_n^{(1)}), g(\cdot, \eta_n^{(2)}) \right) \to 0
\]  

(B.1)
as \( n \to \infty \), where \( D_n = \psi^{(j)}(\eta_n^{(j)}, \eta_n^{(j)}) \). For the convenience of presentation, we only consider the most challenging setting \( \theta_n^{(j)} \to 0, v_{i,n}^{(j)} \to v_0 \) for all \( i, j = 1, 2 \), for some \( v_0 \in \Omega \).

Our proof will rely on the following setup. By Taylor expansion up to order \( \bar{r} \), we have for all \( x \in \mathbb{R} \),

\[
g(x, \eta_n^{(1)}) - g(x, \eta_n^{(2)}) = \pi \left\{ f(x, -\theta_n^{(1)}, v_1^{(1)}) - f(x, -\theta_n^{(2)}, v_1^{(2)}) \right\} + (1 - \pi) \left\{ f(x, c\theta_n^{(1)}, v_2^{(1)}) - f(x, c\theta_n^{(2)}, v_2^{(2)}) \right\}
\]

\[
= \pi \sum_{|\alpha|=1} \frac{\theta_n^{(2)} - \theta_n^{(1)}}{\alpha_1!\alpha_2!} \frac{\partial^{|\alpha|} f}{\partial \theta_1\partial v_1^{(1)}} (x, -\theta_n^{(2)}, v_2^{(2)}) + R_{1,n}(x)
\]

\[
+ (1 - \pi) \sum_{|\alpha|=1} \frac{\theta_n^{(2)} - \theta_n^{(1)}}{\alpha_1!\alpha_2!} \frac{\partial^{|\alpha|} f}{\partial \theta_1\partial v_1^{(1)}} (x, -\theta_n^{(2)}, v_2^{(2)}) + R_{2,n}(x)
\]

\[
(\theta_n^{(1)} - \theta_n^{(2)}) \frac{\partial^{\alpha_1+2\alpha_2 f}}{\partial \theta_1^{\alpha_1+2\alpha_2}} (x, c\theta_n^{(2)}, v_2^{(2)})
\]

\[
= \sum_{|\beta|=0} \beta_1 (\theta_n^{(2)})^{\beta_1} (v_2^{(2)} - v_1^{(2)})^{\beta_2} \frac{\partial^{\alpha_1+2\alpha_2 + \beta_1 + 2\beta_2 f}}{\partial \theta_1^{\alpha_1+2\alpha_2}} (x, -\theta_n^{(2)}, v_1^{(2)}) + R_{2,n,\alpha}(x)
\]

(B.3)

where the last equality is due to the key PDE (2.1) for location-scale Gaussian densities. Furthermore, \( R_{1,n}, R_{2,n} \) are Taylor remainders satisfying

\[
\max \left\{ \|R_{1,n}\|_{\infty}, \|R_{2,n}\|_{\infty} \right\} = O \left( |\theta_n^{(1)} - \theta_n^{(2)}|^{r+\gamma} + |v_1^{(1)} - v_2^{(2)}|^{r+\gamma} + |v_1^{(1)} - v_2^{(2)}|^{r+\gamma} \right),
\]

for some \( \gamma > 0 \). Now, by a further Taylor expansion to order \( \bar{r} - |\alpha| \) of the partial derivatives appearing in (B.2), we also have for all \( x \in \mathbb{R} \) and all \( 1 \leq |\alpha| \leq \bar{r} \),

\[
\frac{\partial^{\alpha_1+2\alpha_2 f}}{\partial \theta_1^{\alpha_1+2\alpha_2}} (x, c\theta_n^{(2)}, v_2^{(2)})
\]

where we have again used the PDE (2.1). Here, \( R_{2,n,\alpha} \) are Taylor remainders such that \( \|R_{2,n,\alpha}\|_{\infty} = O \left( |\theta_n^{(2)}|^{r-|\alpha|+\gamma} + |v_2^{(2)} - v_1^{(2)}|^{r-|\alpha|+\gamma} \right) \) for all \( 1 \leq |\alpha| \leq \bar{r} \). Combining the expansions in (B.2) and (B.3), we obtain the representation

\[
\frac{g(x, \eta_n^{(1)}) - g(x, \eta_n^{(2)})}{D_n} = \frac{1}{D_n} \left\{ \sum_{\ell=1}^{2\bar{r}} A_n,\ell \frac{\partial^{\ell} f}{\partial \theta_1^{\ell}} (x, -\theta_n^{(2)}, v_1^{(2)}) + R_n(x) \right\}
\]
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In this case, it is a straightforward verification that \( \|A\|_{\infty}/D \to 0 \). We now prove the claim by considering the following settings regarding where the formulations of \( A \) both the numerator and the denominator of \( \frac{1}{\alpha_1!\alpha_2!} \) for all \( 1 \leq \alpha \leq 2 \) \( \alpha \). We further claim that \( A_{n,\bar{r}}/D \to 0 \) for all such \( l \). We denote \( \mathcal{M}_n = \max \left\{ |\theta_n^{(2)} - \theta_n^{(1)}|, |v_{1,n}^{(1)} - v_{1,n}^{(2)}|, |v_{2,n}^{(1)} - v_{2,n}^{(2)}| \right\} \).

From the assumption of Case a.1, we have \( |v_{2,n}^{(1)} - v_{2,n}^{(2)}|/\mathcal{M}_n \to \infty \) and \( \theta_n^{(2)}/\mathcal{M}_n \to \infty \). Therefore, there exist \( x_1, x_2, y_1, y_2, y_3 \in \mathbb{R} \) such that

\[
(\theta_n^{(2)} - \theta_n^{(1)})/\mathcal{M}_n \to x_1, \quad \theta_n^{(2)}/\mathcal{M}_n \to x_2,
\]

and,

\[
(v_{1,n}^{(1)} - v_{1,n}^{(2)})/\mathcal{M}_n \to y_1, \quad (v_{2,n}^{(1)} - v_{2,n}^{(2)})/\mathcal{M}_n \to y_2, \quad (v_{2,n}^{(1)} - v_{2,n}^{(2)})/\mathcal{M}_n \to y_3.
\]

From the definition of \( \mathcal{M}_n \), at least one of \( x_1, y_1, y_2 \) is different from 0. Now, by dividing both the numerator and the denominator of \( A_{n,\bar{r}} \) (\( 1 \leq \bar{r} \leq \bar{r} \)) by \( \mathcal{M}_n \), and using the fact that \( A_{n,\bar{r}}/D \to 0 \) for all \( 1 \leq \bar{r} \leq \bar{r} \), we obtain the asymmetric system of polynomial equations

\[
(1 - \pi) \sum_{\alpha_1,\alpha_2,\alpha_3,\beta_1,\beta_2} \frac{c^{alpha}(c+1)^{beta}(-x_1)^{alpha_1}x_2^{alpha_2}y_2^{alpha_3}y_3^{beta_2}}{\alpha_1!\alpha_2!\beta_1!\beta_2!} + \pi \sum_{\alpha_1,\alpha_2} \frac{x_1^{alpha}y_1^{alpha_2}}{\alpha_1!\alpha_2!} = 0
\]

for all \( 1 \leq \bar{r} \leq \bar{r} \). By the choice of \( \bar{r} \), this system does not admit any non-trivial solutions, thus \( x_1 = y_1 = y_2 = 0 \), contradicting the fact that at least one among \( x_1, y_1, y_2 \) is different from 0. Therefore, not all the coefficients \( A_{n,\bar{r}}/D \) tend to 0 as \( n \to \infty \).
Letting $m_n = D_n / \max_{1 \leq \ell \leq 2\bar{r}} |A_{n,\ell}|$, it follows that $m_n \not\to \infty$. Now, for all $x \in \mathbb{R}$, we have that

$$\frac{m_n}{D_n} \sum_{\ell=1}^{2\bar{r}} A_{n,\ell} \frac{\partial^\ell f}{\partial \theta^\ell} (x, -\theta_n^{(2)}, v_1^{(2)}) \to \sum_{\ell=1}^{2\bar{r}} \tau_\ell \frac{\partial^\ell f}{\partial \theta^\ell} (x, 0, v_0)$$

(B.5)

for some coefficients $\tau_\ell \in \mathbb{R}$ which are not all 0. On the other hand, since $m_n \not\to \infty$, assumption (B.1) implies

$$\frac{m_n}{D_n} V \left( g(\cdot, \eta_n^{(1)}(1)), g(\cdot, \eta_n^{(2)}) \right)$$

$$= \int \frac{m_n}{D_n} |g(x, \eta_n^{(1)}) - g(x, \eta_n^{(2)})| \, dx$$

$$= \int \frac{m_n}{D_n} \left| \sum_{\ell=1}^{2\bar{r}} A_{n,\ell} \frac{\partial^\ell f}{\partial \theta^\ell} (x, -\theta_n^{(2)}, v_1^{(2)}) + R_n(x) \right| \, dx \to 0.$$  

(B.6)

By Fatou’s Lemma, the integrand in (B.6) vanishes to zero almost everywhere, and since $\|R_n\|_\infty / D_n \to 0$, we arrive at

$$\frac{m_n}{D_n} \sum_{\ell=1}^{2\bar{r}} A_{n,\ell} \frac{\partial^\ell f}{\partial \theta^\ell} (x, -\theta_n^{(2)}, v_1^{(2)}) \to 0,$$

for almost every $x \in \mathbb{R}$. Combining this fact with (B.5) then yields

$$\sum_{\ell=1}^{2\bar{r}} \tau_\ell \frac{\partial^\ell f}{\partial \theta^\ell} (x, 0, v_0) = 0.$$

However, by Lemma A.1 we have $\tau_\ell = 0$ for all $1 \leq \ell \leq 2\bar{r}$, which is a contradiction. Therefore, Case a.1 does not hold.

Case a.2: $\theta_n^{(2)} / \theta_n^{(2)} \not\to 1$ and $|v_2^{(2)} - v_1^{(2)}| / \max \left\{ |v_1^{(1)} - v_1^{(2)}|, |v_2^{(1)} - v_2^{(2)}| \right\} \to \infty$ as $n \to \infty$.

Unlike Case a.1, we will not necessarily have $\|R_n\|_\infty / D_n \to 0$ in this case. Our approach instead hinges upon the following Lemma.

**Lemma B.2.** Under Case a.2, we have

$$\max_{1 \leq \ell \leq 2\bar{r}} |A_{n,\ell}| / D_n \not\to 0, \quad \text{and} \quad \|R_n\|_\infty / \max_{1 \leq \ell \leq 2\bar{r}} |A_{n,\ell}| \to 0.$$

The proof of Lemma B.2 appears in Appendix B.3 below. Writing $m'_n = D_n / \max_{1 \leq \ell \leq 2\bar{r}} |A_{n,\ell}|$, Lemma B.2 implies $m'_n \not\to \infty$ and $m'_n \|R_n\| / D_n \to 0$, thus following similar steps as in Case a.1, we arrive at

$$\frac{m'_n}{D_n} \left[ g(x, \eta_n^{(1)}), g(x, \eta_n^{(2)}) \right] \to \sum_{\ell=1}^{2\bar{r}} \tau'_\ell \frac{\partial^\ell f}{\partial \theta^\ell} (x, 0, v_0),$$

for some $\tau'_\ell \in \mathbb{R}$ not all zero. Then, similarly as in Case a.1, Fatou’s Lemma combined with the hypothesis (B.1) implies

$$\sum_{\ell=1}^{2\bar{r}} \tau'_\ell \frac{\partial^\ell f}{\partial \theta^\ell} (x, 0, v) = 0,$$

for almost every $x \in \mathbb{R}$, contradicting the result of Lemma A.1. Thus, Case a.2 cannot hold.
Case a.3: \( \theta_n^{(2)}/\theta_n^{(1)} \to 1 \) as \( n \to \infty \). Similarly to Case a.2, \( \|R\|_\infty/D_n \) does not generically tend to 0 in this case. We prove the following Lemma in Appendix B.3 below.

**Lemma B.3.** Under Case a.3, we have
\[
\max_{1 \leq \ell \leq 2^r} |A_{n,\ell}|/D_n \not\to 0, \quad \text{and} \quad \|R_n\|_\infty/\max_{1 \leq \ell \leq 2^r} |A_{n,\ell}| \to 0.
\]

By the same argument as Case a.2, it can readily be shown that Case a.3 does not hold. We have thus derived a contradiction with (B.1). The claim follows.

We are now in a position to prove the main result of this section.

**PROOF OF THEOREM 2.1** Throughout the proof, we write \( \bar{r} = \bar{r}_{\text{asym}}(\pi) \).

(a) Let \( \eta \in H \). Theorem B.1 implies the existence of a universal constant \( C_1 > 0 \), depending only on \( \Omega, \Theta \), such that the MLE \( \hat{\eta}_n \) of \( \eta \) satisfies
\[
\psi_\bar{r}(\hat{\eta}_n, \eta) \leq C_1 V(g(\cdot, \hat{\eta}_n), g(\cdot, \eta)) \leq C_1 h(g(\cdot, \hat{\eta}_n), g(\cdot, \eta)),
\]
where the last inequality of the above display is due to the well-known inequality \( V \leq h \). Invoking Lemma A.2, we obtain for all \( u \geq c_1 \sqrt{\log n/n}, \)
\[
\psi_\bar{r}(\hat{\eta}_n, \eta) \leq (C_1 u)^{\frac{1}{2}}
\]
with probability at least \( 1 - c \exp(-2nu^2/c^2) \). Integrating this tail probability inequality to obtain a bound in expectation readily yields the claim.

(b) By definition of \( \bar{r} \), there exists a non-trivial solution \( (x_1^*, x_2^*, y_1^*, y_2^*, y_3^*) \in \mathbb{R}^5 \) to the system of polynomials (2.2) with respect to the choice \( r = \bar{r} - 1 \). Set \( \eta_n^{(i)} = (\theta_n^{(i)}, v_{1,n}^{(i)}, v_{2,n}^{(i)}) \in H \) for \( i = 1, 2 \), where, for \( \epsilon_n = n^{-1/2^r} \),
\[
\theta_n^{(1)} = \epsilon_n(x_2^* - x_1^*), \quad \theta_n^{(2)} = \epsilon_n x_2^*,
\]
and where, recalling that \( \eta_0 = (0, 0, v_0) \),
\[
v_{1,n}^{(1)} = \epsilon_n^2 y_1^* + v_0, \quad v_{2,n}^{(1)} = \epsilon_n^2 (y_2^* + y_3^*) + v_0, \quad v_{1,n}^{(2)} = v_0, \quad v_{2,n}^{(2)} = \epsilon_n y_3^* + v_0.
\]
The definition of \( \epsilon_n \) then implies that \( \psi_\bar{r}(\eta_n^{(j)}, \eta_0) \leq c_1 n^{-1/2} \) for some \( c_1 > 0 \), for \( j = 1, 2 \). Furthermore, this choice of parameters leads to the following key equalities which will be used in the sequel
\[
\theta_n^{(2)} - \theta_n^{(1)} = \epsilon_n x_1^*, \quad v_{1,n}^{(2)} - v_{1,n}^{(1)} = \epsilon_n y_1^*, \quad v_{2,n}^{(2)} - v_{2,n}^{(1)} = \epsilon_n y_2^*, \quad v_{2,n}^{(2)} - v_{1,n}^{(2)} = \epsilon_n y_3^*.
\]
Now, it follows from Le Cam’s Inequality (Tsybakov (2008), Theorem 2.2) that
\[
\inf_{\eta_n} \sup_{\eta \in H} \mathbb{E}_{\eta} [\psi_\bar{r}(\hat{\eta}_n, \eta)] \geq \psi_\bar{r}(\eta_n^{(1)}, \eta_n^{(2)}) \left( 1 - V(g(\cdot, \eta_n^{(1)}), g(\cdot, \eta_n^{(2)})) \right)
\]
Furthermore, notice that the identities (B.7) imply
\[
\psi_\bar{r}(\eta_n^{(1)}, \eta_n^{(2)}) = \epsilon_n^\bar{r} |x_1^*|^\bar{r} + |y_2^*|^\bar{r}/2 + |y_3^*|^\bar{r}/2.
\]
Since \((x_1^*, y_1^*, y_2^*, y_3^*)\) form a non-trivial solution, the factor in brackets in the above display is nonzero, hence \(\psi_n(\eta_n^{(1)}, \eta_n^{(2)}) \neq 0\). This fact combined with the inequality \(V \leq h\) and the tensorization property of the Hellinger distance (Tsybakov (2008), p. 83) imply

\[
\inf_{\eta_n} \sup_{\eta \in \mathcal{H}} \mathbb{E}_n[\psi_n(\hat{\eta}_n, \eta)] 
\geq n^{-1/2f} \left(1 - \sqrt{1 - \left[1 - h^2\left(g(\cdot, \eta_n^{(1)}), g(\cdot, \eta_n^{(2)})\right)\right]^n}\right).
\]

Notice that the right-hand side of the above display will be of order \(n^{-1/2f}\) provided

\[
h^2\left(g(\cdot, \eta_n^{(1)}), g(\cdot, \eta_n^{(2)})\right) \lesssim \frac{1}{n}. \tag{B.8}
\]

To prove the claim, it will therefore suffice to prove (B.8). Notice that

\[
h^2\left(g(\cdot, \eta_n^{(1)}), g(\cdot, \eta_n^{(2)})\right) = \int \frac{\left[g(x, \eta_n^{(1)}) - g(x, \eta_n^{(2)})\right]^2}{\sqrt{g(x, \eta_n^{(1)})} + \sqrt{g(x, \eta_n^{(2)})}} dx \tag{B.9}
\]

We begin by analyzing the numerator of the integrand in the above display. By a similar Taylor expansion as in the proof of Theorem B.1, but now up to order \(\bar{r} - 1\), we have for any \(x \in \mathbb{R}\),

\[
g(x, \eta_n^{(1)}) - g(x, \eta_n^{(2)}) = \sum_{\ell=1}^{2r-2} A_{n, \ell} \frac{\partial^\ell f}{\partial \vartheta^\ell} (x, -\theta_n^{(2)}, v_1^{(2)}) + R_n(x),
\]

where the Taylor remainder \(R_n\) is given by

\[
R_n(x) = \pi R_{1,n}(x) + (1 - \pi)R_{2,n}(x) + \sum_{|\alpha| \leq \bar{r}} \frac{c^{\alpha_1} (\theta_n^{(1)} - \theta_n^{(2)})^{\alpha_1} (v_1^{(1)} - v_2^{(2)})^{\alpha_2}}{2^{\alpha_2} \alpha_1! \alpha_2!} R_{2,n,\alpha}(x),
\]

and where

\[
R_{j,n}(x) = \sum_{|\beta| = \bar{r}} \frac{(\theta_n^{(2)} - \theta_n^{(1)})^{\beta_1} (v_j^{(1)} - v_j^{(2)})^{\beta_2}}{\beta_1! \beta_2!} 
\times \int_0^1 (1 - t)^{\bar{r} - 1} \frac{\partial^\bar{r} f}{\partial \vartheta^\bar{r}} (x, -\theta_n^{(2)} + t(\theta_n^{(1)} - \theta_n^{(2)}), v_j^{(1)} + t(v_j^{(1)} - v_j^{(2)})) dt, \quad j = 1, 2,
\]

\[
R_{2,n,\alpha}(x) = \frac{(c + 1)^{\bar{r} - |\alpha|} (\theta_n^{(2)})^{\bar{r} - |\alpha|}}{\bar{r} - |\alpha|!} 
\times \int_0^1 (1 - t)^{\bar{r} - 1} \frac{\partial^\bar{r} f}{\partial \vartheta^\bar{r} - \alpha_2 \partial \vartheta^\alpha_2} (x, -\theta_n^{(2)} + t(\theta_n^{(1)} - \theta_n^{(2)}), v_j^{(1)} + t(v_j^{(1)} - v_j^{(2)})) dt.
\]

Furthermore, the coefficients \(A_{n, \ell}\) are given by

\[
A_{n, \ell} = \pi \sum_{\alpha_1, \alpha_2} \frac{(\theta_n^{(2)} - \theta_n^{(1)})^{\alpha_1} (v_1^{(1)} - v_1^{(2)})^{\alpha_2}}{2^{\alpha_2} \alpha_1! \alpha_2!} 
\times (1 - \pi) \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \frac{c^{\alpha_1} (c + 1)^{\beta_1} (\theta_n^{(1)} - \theta_n^{(2)})^{\alpha_1} (\theta_n^{(2)})^{\beta_1} (v_1^{(1)} - v_2^{(2)})^{\alpha_2} (v_2^{(2)} - v_1^{(2)})^{\beta_2}}{2^{\alpha_2 + \beta_2} \alpha_1! \alpha_2! \beta_1! \beta_2!}. \tag{B.10}
\]
Therefore, combining (C.11), (B.13) and (B.14), we obtain
\[\alpha_1 \leq \frac{2}{\alpha_2} \alpha_1 \alpha_2! \alpha_2! + (1 - \pi) \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} c^{\alpha_1} (c + 1)^{\beta_1} (-x^*_{\alpha_2})^{\alpha_1} (x^*_{\alpha_2})^{\alpha_2} (y^*_{\alpha_2})^{\alpha_2} (y^*_{\alpha_2})^{\beta_2} \frac{2^{\alpha_2 + \beta_2} \alpha_1 \alpha_2! \alpha_2! \beta_1! \beta_2!}{2^{\alpha_2 + \beta_2} \alpha_1 \alpha_2! \alpha_2! \beta_1! \beta_2!}.
\]

Due to the constraint \( \alpha_1 + 2\alpha_2 = \ell \) in the first summation, and the constraint \( \alpha_1 + \beta_1 + 2\alpha_2 + 2\beta_2 = \ell \) in the second summation, the above display reduces to
\[A_{n,\ell} = \epsilon_n \left[ \pi \sum_{\alpha_1, \alpha_2} (x^*_{\alpha_1})(y^*_{\alpha_2})^{\alpha_2} + (1 - \pi) \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} c^{\alpha_1} (c + 1)^{\beta_1} (-x^*_{\alpha_2})^{\alpha_1} (x^*_{\alpha_2})^{\alpha_2} (y^*_{\alpha_2})^{\alpha_2} (y^*_{\alpha_2})^{\beta_2} \right].
\]

(B.11)

On the other hand, we chose \((x_1^*, x_2^*, y_1^*, y_2^*, y_3^*) \in \mathbb{R}^5\) to be a non-trivial solution to the system of polynomial equations (2.2). It follows that \(A_{n,\ell} = 0\) for all \(\ell = 1, \ldots, \bar{r} - 1\). Also, from (B.11) we obtain
\[\max \left\{ |A_{n,\ell}| : \bar{r} \leq \ell \leq 2\bar{r} - 2 \right\} \lesssim \epsilon_n = \frac{1}{n}.
\]

(B.12)

We therefore have,
\[h^2 \left(g(\cdot, \eta_{n}^{(1)}), g(\cdot, \eta_{n}^{(2)})\right) \geq \int \left[ \sum_{\ell = \bar{r}}^{2\bar{r} - 2} A_{n,\ell} \frac{\partial f}{\partial \theta_n} (x, -\theta_{n}^{(2)}, v_{1,n}^{(2)}) + R_n(x) \right]^2 dx \]
\[\lesssim \int \left[ \sum_{\ell = \bar{r}}^{2\bar{r} - 2} A_{n,\ell} \frac{\partial f}{\partial \theta_n} (x, -\theta_{n}^{(2)}, v_{1,n}^{(2)}) \right]^2 + R_n^2(x) \frac{\pi f(x, -\theta_{n}^{(2)}, v_{1,n}^{(2)})}{dx}.\]

(B.13)

It may be verified that for Gaussian densities,
\[\int \frac{\left[ \frac{\partial f}{\partial \theta_n} (x, -\theta_{n}^{(2)}, v_{1,n}^{(2)}) \right]^2}{f(x, -\theta_{n}^{(2)}, v_{1,n}^{(2)})} dx < \infty, \quad \ell = \bar{r}, \ldots, 2\bar{r} - 2.
\]

(B.14)

Therefore, combining (C.11), (B.13) and (B.14), we obtain
\[h^2 \left(g(\cdot, \eta_{n}^{(1)}), g(\cdot, \eta_{n}^{(2)})\right) \lesssim \frac{1}{n} + \int \frac{R_n^2(x)}{f(x, -\theta_{n}^{(2)}, v_{1,n}^{(2)})} dx.
\]

(B.15)

Furthermore, notice that
\[R_n^2(x) \lesssim R_{1,n}^2(x) + R_{2,n}^2(x) + \sum_{|\alpha| \leq \bar{r}} \left| \theta_{n}^{(1)} - \theta_{n}^{(2)} \right|^{2\alpha_1} \left| v_{2,n}^{(1)} - v_{2,n}^{(2)} \right|^{2\alpha_2} R_{2,n,\alpha}^2(x).
\]

(B.16)
For $j = 1, 2$, we have

\[
|R_{j,n}(x)| \lesssim \sum_{|\beta| = \bar{r}} |\theta_n^{(2)} - \theta_n^{(1)}| |v_{j,n}^{(1)} - v_{j,n}^{(2)}| \frac{|\beta_1| \beta_2!}{\beta_1! \beta_2!} \\
\times \sup_{0 \leq t \leq 1} \left| \frac{\partial^\alpha f}{\partial \theta_1^{\alpha_1} \partial v^{\beta_2}} (x, -\theta_n^{(2)} + t(\theta_n^{(1)} - \theta_n^{(2)}), v_{j,n}^{(1)} + t(v_{j,n}^{(1)} - v_{j,n}^{(2)}) - t(v_{j,n}^{(2)})) \right|, \\
\lesssim \sum_{|\beta| = \bar{r}} \epsilon_n^{2(\beta_1 + \beta_2)} \sup_{0 \leq t \leq 1} \left| \frac{\partial^\alpha f}{\partial \theta_1^{\alpha_1} \partial v^{\beta_2}} (x, -\theta_n^{(2)} + t(\theta_n^{(1)} - \theta_n^{(2)}), v_{j,n}^{(1)} + t(v_{j,n}^{(1)} - v_{j,n}^{(2)})) - t(v_{j,n}^{(2)})) \right|, \\
\lesssim \sum_{|\beta| = \bar{r}} \epsilon_n^{2(\beta_1 + \beta_2)} \lesssim \epsilon_n^{2r} \times \frac{1}{n},
\]

and so,

\[
\int \frac{R_{j,n}(x)}{f(x; -\theta_n^{(2)}, v_{j,n}^{(2)})} \, dx \lesssim \sum_{|\beta| = \bar{r}} \epsilon_n^{2(\beta_1 + \beta_2)} \sup_{0 \leq t \leq 1} \left| \frac{\partial^\alpha f}{\partial \theta_1^{\alpha_1} \partial v^{\beta_2}} (x, -\theta_n^{(2)} + t(\theta_n^{(1)} - \theta_n^{(2)}), v_{j,n}^{(1)} + t(v_{j,n}^{(1)} - v_{j,n}^{(2)})) \right|^2 \, dx \lesssim \epsilon_n^{2r} \times \frac{1}{n}.
\]

By repeating similar calculations for the final term in (B.16), together with the bound in (B.17), we arrive at

\[
\int \frac{R_{j,n}(x)}{f(x; -\theta_n^{(2)}, v_{j,n}^{(2)})} \, dx \lesssim \frac{1}{n},
\]

Combining the above display with (B.15), then yields

\[
\eta^2 \left( g(\cdot, \eta_1^{(1)}), g(\cdot, \eta_2^{(2)}) \right) \lesssim \frac{1}{n},
\]

proving (B.8). The claim follows. \hfill \Box

**B.2 Proof of Proposition 2.2**

**PROOF OF PROPOSITION 2.2** To prove the claim, it suffices to derive a non-trivial solution $(x_1, x_2, y_1, y_2, y_3) \in \mathbb{R}^5$ to the system of system of polynomial equations (2.2) for $r = 5$. To this end, we first set $x_1 = x_2 = 0$, so that the system reduces to

\[
(1 - \pi) \sum_{\alpha_2, \beta_2} \frac{y_2^{\alpha_2} y_3^{\beta_2}}{2^{\alpha_2 + \beta_2} \alpha_2! \beta_2!} + \pi \sum_{\alpha_2} \frac{y_1^{\alpha_2}}{2^{\alpha_2} \alpha_2!} = 0, \quad \ell = 1, \ldots, 5,
\]

where the first summation in the above display is taken over all integers $1 \leq \alpha_2 \leq 5$ and $0 \leq \beta_1 \leq 5 - \alpha_2$ satisfying $2(\alpha_2 + \beta_2) = \ell$, and the second summation is taken over all integers $1 \leq \alpha_2 \leq 5$ such that $2\alpha_2 = \ell$. Clearly, both of these summations are empty when $\ell$ is odd, hence equality (B.18) holds vacuously for $\ell \in \{1, 3, 5\}$. It thus remains to show that there
exist \( y_1, y_2, y_3 \in \mathbb{R} \) such that the left-hand side of Eq. (B.18) vanishes for \( \ell \in \{2, 4\} \). For such even integers \( \ell \), notice that Eq. (B.18) reduces to

\[
(1 - \pi) \sum_{\alpha_2=1}^{\ell/2} \frac{y_{2,2} y_{3,3}^{(\ell/2) - \alpha_2}}{\alpha_2! (\ell/2 - \alpha_2)!} + \pi \frac{y_{1,2}^{\alpha_2}}{(\ell/2)!} = 0, \quad \ell \in \{2, 4\},
\]

which in turn reduces to

\[
(1 - \pi) \sum_{\alpha_2=1}^{\ell/2} \left( \frac{\ell/2}{\alpha_2} \right) y_{2,2}^{\alpha_2} y_{3,3}^{\beta_2} + \pi y_{1,2}^{\alpha_2} = 0, \quad \ell \in \{2, 4\}.
\]

(B.19)

For \( \ell = 2 \), Eq. (B.19) reads

\[
(1 - \pi) y_2 + \pi y_1 = 0,
\]

(B.20)

which is satisfied whenever \( y_1 = -y_2/c \). Likewise, for \( \ell = 4 \), Eq. (B.19) reads

\[
(1 - \pi) (2y_2y_3 + y_2^2) + \pi \left( -\frac{y_2}{c} \right)^2 = 0,
\]

which is satisfied whenever \( y_3 = -(y_2/2)(1 + (1/c)) \), for any \( y_2 \in \mathbb{R} \). The claim follows. \( \square \)

\section*{B.3 Proofs of Lemmas}

**PROOF OF LEMMA B.2** We prove the Lemma by considering three cases.

**Case a.2.1:** \( |v_{2,n}^{(2)} - v_{1,n}^{(2)}|^{1/2} / |\theta_n^{(1)} - \theta_n^{(2)}| \to \infty \) as \( n \to \infty \). From the formulation of \( A_{n,3} \), we can easily check that

\[
\frac{|A_{n,3}|}{|\theta_n^{(1)} - \theta_n^{(2)}| |v_{2,n}^{(2)} - v_{1,n}^{(2)}|} \to \frac{(1 - \pi)}{2}.
\]

From the formulation of \( D_n \), it is clear that

\[
\frac{D_n}{|\theta_n^{(1)} - \theta_n^{(2)}| |v_{2,n}^{(2)} - v_{1,n}^{(2)}|} \to 0.
\]

Therefore, \( \max_{1 \leq \ell \leq 2f} |A_{n,\ell}| / D_n \to 0 \). Additionally, for each \( 1 \leq |\alpha| \leq \bar{r} \), as \( n \) is sufficiently large, we have

\[
\max_{1 \leq \ell \leq 2f} \frac{|\theta_n^{(1)} - \theta_n^{(2)}|^{\alpha_1} |v_{2,n}^{(1)} - v_{2,n}^{(2)}|^{\alpha_2} \|R_{2,n,\alpha}\|_{\infty}}{|A_{n,\ell}|} \leq O \left( |\theta_n^{(1)} - \theta_n^{(2)}|^{\alpha_1} |v_{2,n}^{(1)} - v_{2,n}^{(2)}|^{\alpha_2} (|\theta_n^{(2)}|^{\varphi - |\alpha| + \gamma} + |v_{2,n}^{(2)} - v_{1,n}^{(2)}|^{\varphi - |\alpha| + \gamma}) \right),
\]

which goes to 0 as \( n \to \infty \). Hence, we eventually have \( \|R_n\|_{\infty} / \max_{1 \leq \ell \leq 2f} |A_{n,\ell}| \to 0 \).
Case a.2.2: \( |v_{2,n}^{(2)} - v_{1,n}^{(2)}|/|\theta_n^{(1)} - \theta_n^{(2)}| \not\to \infty \) as \( n \to \infty \). Equipped with that assumption, we have
\[
\max \left\{ \left| v_{1,n}^{(1)} - v_{1,n}^{(2)} \right|/|\theta_n^{(1)} - \theta_n^{(2)}|, \left| v_{2,n}^{(1)} - v_{2,n}^{(2)} \right|/|\theta_n^{(1)} - \theta_n^{(2)}| \right\} \to 0.
\]
If \( \theta_n^{(1)}/\theta_n^{(2)} \not\to -1 \), then we have \( (\theta_n^{(1)} + \theta_n^{(2)})/(\theta_n^{(1)} - \theta_n^{(2)}) \not\to 0 \). Therefore, we quickly obtain that
\[
|A_{n,2}|/|\theta_n^{(2)} - \theta_n^{(1)}|^2 \not\to 0.
\]
Since \( D_n/|\theta_n^{(2)} - \theta_n^{(1)}|^2 \to 0 \), the previous result implies that \( \max_{1 \leq \ell \leq 2r} |A_{n,\ell}|/D_n \not\to 0 \). Furthermore, for each \( 1 \leq |\alpha| \leq \bar{r} \), as \( n \) is sufficiently large, we have
\[
\frac{|\theta_n^{(1)} - \theta_n^{(2)}|}{A_{n,\ell}} \cdot |v_{2,n}^{(1)} - v_{2,n}^{(2)}|^{2|\alpha|} \cdot |R_{2,n,\alpha}|_{\infty} \leq O \left( \frac{|\theta_n^{(1)} - \theta_n^{(2)}|}{|\theta_n^{(1)} - \theta_n^{(2)}|^2} \frac{1}{|\theta_n^{(1)} - \theta_n^{(2)}|^2} \right) \to 0.
\]
which goes to 0 for all \( 1 \leq |\alpha| \leq \bar{r} \). Hence, we have \( \|R_n\|_{\infty}/\max_{1 \leq \ell \leq 2r} |A_{n,\ell}| \to 0 \).

Overall, we only need to consider the setting that \( \theta_n^{(1)}/\theta_n^{(2)} \to -1 \) as \( n \to \infty \). Under that setting, we can verify that if \( |A_{n,3}|/|\theta_n^{(1)} - \theta_n^{(2)}|^3 \to 0 \), then we have
\[
(v_{2,n}^{(2)} - v_{1,n}^{(2)})/(\theta_n^{(1)} - \theta_n^{(2)})^2 \to \frac{1 - c^2}{8}.
\]
However, the above limit leads to
\[
|A_{n,4}|/|\theta_n^{(1)} - \theta_n^{(2)}|^4 \not\to 0.
\]
Therefore, \( \max \{|A_{n,3}|, |A_{n,4}|\}/|\theta_n^{(1)} - \theta_n^{(2)}|^4 \not\to 0 \) as \( n \to \infty \). As \( D_n/|\theta_n^{(1)} - \theta_n^{(2)}|^4 \to 0 \), the previous result demonstrates that \( \max_{1 \leq \ell \leq 2r} |A_{n,\ell}|/D_n \not\to 0 \). Furthermore, we also have
\[
\|R_{2,n,\alpha}\|_{\infty}/\max_{1 \leq \ell \leq 2r} |A_{n,\ell}| \leq \|R_{2,n,\alpha}\|_{\infty}/|\theta_n^{(1)} - \theta_n^{(2)}|^3 \to 0
\]
for all \( 1 \leq |\alpha| \leq \bar{r} \), which eventually leads to \( \|R_n\|_{\infty}/\max_{1 \leq \ell \leq 2r} |A_{n,\ell}| \to 0 \). □

PROOF OF LEMMA B.3 To simplify the presentation, we only consider the possibility that \( \max \{ |v_{1,n}^{(1)} - v_{1,n}^{(2)}|, |v_{2,n}^{(1)} - v_{2,n}^{(2)}|, |v_{2,n}^{(2)} - v_{1,n}^{(2)}| \}/|\theta_n^{(1)} - \theta_n^{(2)}||\theta_n^{(2)}| \not\to \infty \) as \( n \to \infty \) since the proof argument for other possibilities of this term can be carried out in a similar fashion.

Under these assumptions, there exist \( \bar{y}_1, \bar{y}_2 \in \mathbb{R} \) such that \( (v_{1,n}^{(1)} - v_{1,n}^{(2)})/\left( \theta_n^{(2)} - \theta_n^{(1)} \right) \to \bar{y}_1 \) and \( (v_{2,n}^{(2)} - v_{2,n}^{(2)})/\left( \theta_n^{(2)} - \theta_n^{(1)} \right) \theta_n^{(2)} \to \bar{y}_2 \) as \( n \to \infty \). We will demonstrate that
\[
\max_{1 \leq \ell \leq 2r} |A_{n,\ell}|/\left( |\theta_n^{(1)} - \theta_n^{(2)}||\theta_n^{(2)}|^3 \right) \not\to 0.
\]
Assume by the contrary that \( \max_{1 \leq \ell \leq 2^p} |A_{n,\ell}|/ \left\{ |\theta_n^{(1)} - \theta_n^{(2)}|/\|\theta_n^{(2)}\|_3 \right\} \to 0. \) By dividing both the numerator and denominator of \( |A_{n,\ell}|/ \left\{ |\theta_n^{(1)} - \theta_n^{(2)}|/\|\theta_n^{(2)}\|_3 \right\} \) by \( |\theta_n^{(1)} - \theta_n^{(2)}|/\|\theta_n^{(2)}\|_3 \) \( \ell-1 \) \( (2 \leq \ell \leq 4), \) as \( n \to \infty, \) we achieve the following system of polynomial equations
\[
\pi \gamma_1 - 2c + (1 - \pi)\gamma_2 = 0, \quad \gamma_2 = 2c, \quad \gamma_2 = 2c(c + 1)/3,
\]
which cannot hold as \( \pi \in (0, 1/2). \) Therefore, \( \max_{1 \leq \ell \leq 2^p} |A_{n,\ell}|/ \left\{ |\theta_n^{(1)} - \theta_n^{(2)}|/\|\theta_n^{(2)}\|_3 \right\} \not\to 0. \) From the formulation of \( D_n, \) it is clear that \( D_n/ \left\{ |\theta_n^{(1)} - \theta_n^{(2)}|/\|\theta_n^{(2)}\|_3 \right\} \to 0. \) Hence, \( \max_{1 \leq \ell \leq 2^p} |A_{n,\ell}|/D_n \not\to 0 \) as \( n \to \infty. \) Furthermore, we also can check that \( \|R_{2,n,\alpha}\|/ \left\{ |\theta_n^{(1)} - \theta_n^{(2)}|/\|\theta_n^{(2)}\|_3 \right\} \to 0 \) for all \( 1 \leq |\alpha| \leq \bar{r}. \) As a consequence, we have \( \|R_n\|/ \max_{1 \leq \ell \leq 2^p} |A_{n,\ell}| \to 0. \) The claim follows. \( \square \)

C Proofs under the Symmetric Regime

C.1 Proof of Theorem 2.4

Similarly as in the proof of Theorem 2.1, the key to proving Theorem 2.4(a) is contained in the following result.

**Theorem C.1.** Under the symmetric regime \( \pi = 1/2, \) we have
\[
\inf_{\eta^{(1)}, \eta^{(2)} \in H} \frac{V((\cdot, \eta^{(1)}), (\cdot, \eta^{(2)}))}{\varphi^\text{sym}(\eta^{(1)}, \eta^{(2)})} > 0.
\]

We begin by proving Theorem C.1, and we then prove Theorem 2.4 below.

**PROOF OF THEOREM C.1** For simplicity, let \( \bar{r} = \bar{r}_\text{sym} \) throughout the proof. Similarly to the proof of Theorem B.1, assume by way of a contradiction that the claim does not hold. It follows that we can find sequences \( \eta_n^{(1)} = (\theta_n^{(1)}, v_{1,n}^{(1)}, v_{2,n}^{(1)}), \eta_n^{(2)} = (\theta_n^{(2)}, v_{1,n}^{(2)}, v_{2,n}^{(2)}) \) such that
\[
\frac{1}{D_n} V\left((\cdot, \eta_n^{(1)}), (\cdot, \eta_n^{(2)})\right) \to 0,
\]
where \( D_n = \varphi^\bar{r}(\eta_n^{(1)}, \eta_n^{(2)}). \) For simplicity of presentation, we only consider the most challenging setting where \( \theta_n^{(i)} \to 0 \) \( (1 \leq i \leq 2) \) while \( v_{1,n}^{(i)}, v_{2,n}^{(i)} \to v_0 \) \( (1 \leq i \leq 2) \) for some value \( v_0 > 0. \) Now, we have the following settings with \( \theta_n^{(1)}, \theta_n^{(2)}, v_{1,n}^{(1)}, v_{1,n}^{(2)}, v_{2,n}^{(1)}, \) and \( v_{2,n}^{(2)}. \)

**Case b:** \( |\theta_n^{(1)} - \theta_n^{(2)}|/\bar{r} + |v_{1,n}^{(1)} - v_{1,n}^{(2)}|/\bar{r}/2 + |v_{2,n}^{(1)} - v_{2,n}^{(2)}|/\bar{r}/2 \leq |\theta_n^{(1)} + \theta_n^{(2)}|/\bar{r} + |v_{1,n}^{(1)} - v_{1,n}^{(2)}|/\bar{r}/2 + |v_{2,n}^{(1)} - v_{2,n}^{(2)}|/\bar{r}/2. \) Under this setting, we have
\[
\mathcal{D}_n = |\theta_n^{(1)} - \theta_n^{(2)}|/\bar{r} + |v_{1,n}^{(1)} - v_{1,n}^{(2)}|/\bar{r}/2 + |v_{2,n}^{(1)} - v_{2,n}^{(2)}|/\bar{r}/2.
\]
Similarly to the Taylor expansions in the proof of Theorem B.1, by Taylor expansion up to order \( \bar{r} \), we obtain

\[
\frac{1}{D_n} \left[ g(x, \eta_n^{(1)}) - g(x, \eta_n^{(2)}) \right] = \frac{1}{2D_n} \left[ \left( f(x, -\theta_{n}^{(1)}, v_{1,n}^{(1)}) - f(x, -\theta_{n}^{(2)}, v_{1,n}^{(2)}) \right) + \left( f(x, \theta_{n}^{(1)}, v_{2,n}^{(1)}) - f(x, \theta_{n}^{(2)}, v_{2,n}^{(2)}) \right) \right]
\]

\[
= \frac{1}{D_n} \left[ \sum_{\ell=1}^{2\bar{r}} B_{n,\ell} \frac{\partial^\ell f}{\partial \theta_1^\ell}(x, -\theta_{n}^{(2)}, v_{1,n}^{(2)}) + \overline{R}_n(x) \right]
\]

where the formulations of \( B_{n,\ell} \) and \( \overline{R}_n(x) \) are as follows

\[
B_{n,\ell} = \frac{1}{2} \sum_{\alpha_1, \alpha_2} \frac{(\theta_{n}^{(2)} - \theta_{n}^{(1)})^{\alpha_1}(v_{1,n}^{(1)} - v_{1,n}^{(2)})^{\alpha_2}}{2^\alpha_2 \alpha_1! \alpha_2!}
\]

\[
+ \frac{1}{2} \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \frac{2^{\beta_1}(\theta_{n}^{(1)} - \theta_{n}^{(2)})^{\alpha_1}(\theta_{n}^{(2)})^{\beta_1}(v_{2,n}^{(1)} - v_{2,n}^{(2)})^{\alpha_2}(v_{2,n}^{(2)} - v_{1,n}^{(2)})^{\beta_2}}{2^\alpha_2 + \beta_2 \alpha_1! \alpha_2! \beta_1! \beta_2!}
\]

\[
\overline{R}_n(x) = \frac{1}{2} \overline{R}_{1,n}(x) + \frac{1}{2} \overline{R}_{2,n}(x) + \frac{1}{2} \sum_{|\alpha| \leq \bar{r}} \frac{1}{2^\alpha_2} \frac{(\theta_{n}^{(1)} - \theta_{n}^{(2)})^{\alpha_1}(v_{2,n}^{(1)} - v_{2,n}^{(2)})^{\alpha_2}}{\alpha_1! \alpha_2!} \overline{R}_{2,n,\alpha}(x)
\]

for all \( 1 \leq \ell \leq 2\bar{r} \) where the ranges of \( \alpha_1, \alpha_2 \) in the first sum of \( B_{n,\ell} \) satisfy \( \alpha_1 + 2\alpha_2 = \ell \), \( 1 \leq \alpha_1 + \alpha_2 \leq \bar{r} \), and the ranges of \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) in the second sum of \( B_{n,\ell} \) satisfy \( \alpha_1 + \beta_1 + 2\alpha_2 + 2\beta_2 = \ell \), \( 1 \leq \alpha_1 + \alpha_2 \leq \bar{r} \), \( 0 \leq \beta_1 + \beta_2 \leq \bar{r} - (\alpha_1 + \alpha_2) \). Additionally, \( \overline{R}_{1,n}(x) \) is Taylor remainder from expanding \( f(x, -\theta_{n}^{(1)}, v_{1,n}^{(1)}) \) around \( f(x, -\theta_{n}^{(2)}, v_{1,n}^{(2)}) \) up to the \( \bar{r} \) order, \( \overline{R}_{2,n}(x) \) is Taylor remainder from expanding \( f(x, \theta_{n}^{(1)}, v_{1,n}^{(1)}) \) around \( f(x, \theta_{n}^{(2)}, v_{1,n}^{(2)}) \) up to the \( \bar{r} \) order, and \( \overline{R}_{2,n,\alpha}(x) \) is Taylor remainder from expanding \( \frac{\partial^{\alpha_1 + 2\alpha_2} f}{\partial \theta_1^{\alpha_1} \partial v_{2,n}^{(1)}}(x, \theta_{n}^{(2)}, v_{2,n}^{(2)}) \) around \( \frac{\partial^{\alpha_1 + 2\alpha_2} f}{\partial \theta_1^{\alpha_1} \partial v_{2,n}^{(1)}}(x, -\theta_{n}^{(2)}, v_{1,n}^{(2)}) \) up to the \( \bar{r} - |\alpha| \) for \( 1 \leq |\alpha| \leq \bar{r} \).

Similarly to the proof of Theorem B.1, we have the following settings under Case b.

**Case b.1:** \( \theta_{n}^{(2)} / \theta_{n}^{(1)} \neq 1 \) and \( |v_{2,n}^{(2)} - v_{1,n}^{(2)}| / \max \left\{|v_{1,n}^{(1)} - v_{1,n}^{(2)}|, |v_{1,n}^{(2)} - v_{2,n}^{(2)}|\right\} \neq \infty \) as \( n \to \infty \).

Assume by way of a contradiction that all the coefficients \( B_{n,\ell} / D_n \to 0 \) for all \( 1 \leq \ell \leq 2\bar{r} \).

We again write

\[
\overline{M}_n = \left\{|\theta_{n}^{(2)} - \theta_{n}^{(1)}|, |v_{1,n}^{(1)} - v_{1,n}^{(2)}|^{1/2}, |v_{2,n}^{(1)} - v_{2,n}^{(2)}|^{1/2}\right\}
\]

From the assumption of Case b.1, we have \( |v_{2,n}^{(2)} - v_{1,n}^{(2)}| / \overline{M}_n^2 \neq \infty \) and \( |\theta_{n}^{(2)}| / \overline{M}_n \neq \infty \).

Therefore, we can define

\[
(\theta_{n}^{(2)} - \theta_{n}^{(1)}) / \overline{M}_n \to x_1, \quad \theta_{n}^{(2)} / \overline{M}_n \to x_2,
\]

and,

\[
(v_{1,n}^{(1)} - v_{1,n}^{(2)}) / \overline{M}_n^2 \to y_1, \quad (v_{1,n}^{(2)} - v_{2,n}^{(2)}) / \overline{M}_n^2 \to y_2, \quad (v_{2,n}^{(2)} - v_{1,n}^{(2)}) / \overline{M}_n^2 \to y_3
\]
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From the definition of $M_n$, at least one of $x_1, y_1, y_2$ is different from 0. Additionally, the definition of $x_1, x_2, y_1, y_2$, and $y_3$ leads to $(\theta_n^{(1)} + \theta_n^{(2)})/M_n \rightarrow 2x_2 - x_1$, $(v_2^{(2)} - v_1^{(1)})/M_n \rightarrow y_3 - y_1$, and $(v_2^{(1)} - v_1^{(1)})/M_n \rightarrow y_2 + y_3$. By dividing both sides of the assumption of Case b.1 assumption by $M_n^\ell$ and let $n \rightarrow \infty$, we obtain the following constraint with $x_1, x_2, y_1, y_2, y_3$

$$|x_1|^p + |y_1|^{p/2} + |y_2|^{p/2} \leq |2x_2 - x_1|^p + |y_3 - y_1|^{p/2} + |y_2 + y_3|^{p/2}. \quad (C.2)$$

Now, by dividing both the numerator and the denominator of $B_n,\ell$ ($1 \leq \ell \leq \bar{\ell}$) by $M_n$, as $n \rightarrow \infty$, we have the following system of polynomial equations

$$\sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \frac{1}{2^{\alpha_2 + \beta_2}} \frac{2^{\beta_1}(-x_1)^{\alpha_1}x_1^{\beta_1}y_2^{\alpha_2}y_3^{\beta_2}}{\alpha_1!\alpha_2!\beta_1!\beta_2!} + \sum_{\alpha_1, \alpha_2} \frac{1}{2^{\alpha_2}} \frac{x_1^{\alpha_1}y_1^{\alpha_2}}{\alpha_1!\alpha_2!} = 0 \quad (C.3)$$

as $\ell = 1, \ldots, \bar{\ell}$. The above system of polynomial equations along with inequality (C.2) forms a semialgebraic set with the constraint that at least one of $x_1, y_1, y_2$ is different from 0. According to the definition of $\bar{\ell}$, this semialgebraic set is empty, which is a contradiction. Therefore, not all the coefficients $B_n,\ell/D_n$ go to 0 as $n \rightarrow \infty$. Denote $m_n = D_n/\max_{1 \leq \ell \leq 2\bar{\ell}} |B_n,\ell|$. Governed by the previous result, we have $m_n \not\rightarrow \infty$. Now, we have that

$$m_n \left( \sum_{\ell=1}^{2\bar{\ell}} B_n,\ell \frac{\partial f}{\partial \theta^n}(x, -\theta_n^{(2)}, v_1^{(2)}) \right) / D_n \rightarrow \sum_{\ell=1}^{2\bar{\ell}} \bar{\tau}_\ell \frac{\partial f}{\partial \theta^n}(x, 0, v_0)$$

for some coefficients $\bar{\tau}_\ell$ which are not all zero. Similarly as in the proof of Theorem B.1, by means of Fatou’s lemma combined with the hypothesis $(C.1)$, the following then holds

$$\sum_{\ell=1}^{2\bar{\ell}} \bar{\tau}_\ell \frac{\partial f}{\partial \theta^n}(x, 0, v_0) = 0.$$

However, Lemma A.1 implies $\bar{\tau}_\ell = 0$ for all $1 \leq \ell \leq 2\bar{\ell}$, which is a contradiction. Therefore, Case b.1 does not hold.

Case b.2: $\theta_n^{(2)}/\theta_n^{(1)} \not\rightarrow 1$ and $|v_2^{(2)} - v_1^{(2)}|/\max \{ |v_1^{(1)} - v_1^{(2)}|, |v_2^{(1)} - v_2^{(2)}| \} \rightarrow \infty$ as $n \rightarrow \infty$. Following the strategy of Case a.2 in part (a), it follows from the following Lemma that Case b.2 cannot hold.

**Lemma C.2.** Under the setting of Case b.2, we have

$$\max_{1 \leq \ell \leq 2\bar{\ell}} |B_n,\ell|/D_n \not\rightarrow 0,$$

and,

$$\|T_n\|_\infty/\max_{1 \leq \ell \leq 2\bar{\ell}} |B_n,\ell| \not\rightarrow 0.$$

The proof of Lemma C.2 appears in Appendix C.3.

Case b.3: $\theta_n^{(2)}/\theta_n^{(1)} \rightarrow 1$ as $n \rightarrow \infty$. Once again, it follows from the following Lemma that Case b.3 cannot hold.

**Lemma C.3.** Under the setting of Case b.3, we have

$$\max_{1 \leq \ell \leq 2\bar{\ell}} |B_n,\ell|/D_n \not\rightarrow 0,$$

and,

$$\|T_n\|_\infty/\max_{1 \leq \ell \leq 2\bar{\ell}} |B_n,\ell| \not\rightarrow 0.$$

The proof of Lemma C.3 appears in Appendix C.3. Altogether, we conclude that case b cannot hold.
Case c: \( |\theta_n^{(1)} - \theta_n^{(2)}| r + |v_{1,n}^{(1)} - v_{2,n}^{(2)}| r/2 + |v_{1,n}^{(2)} - v_{2,n}^{(2)}| r/2 > |\theta_n^{(1)} + \theta_n^{(2)}| r + |v_{1,n}^{(1)} - v_{2,n}^{(2)}| r/2 + |v_{1,n}^{(2)} - v_{2,n}^{(2)}| r/2. \)

Under this setting, we have

\[
D_n = |\theta_n^{(1)} + \theta_n^{(2)}| r + |v_{1,n}^{(1)} - v_{2,n}^{(2)}| r/2 + |v_{1,n}^{(2)} - v_{2,n}^{(2)}| r/2.
\]

Similarly to Case b, by means of Taylor expansion up to the \( \bar{r} \) order, we obtain that

\[
\frac{1}{\bar{D}_n} \left[ g(x, \eta_n^{(1)}) - g(x, \eta_n^{(2)}) \right] = \frac{1}{2\bar{D}_n} \left[ \left( f(x, -\theta_n^{(1)}, v_{1,n}^{(1)}) - f(x, \theta_n^{(2)}, v_{2,n}^{(2)}) \right) + \left( f(x, \theta_n^{(1)}, v_{2,n}^{(2)}) - f(x, -\theta_n^{(2)}, v_{1,n}^{(1)}) \right) \right] = \frac{1}{\bar{D}_n} \left[ \sum_{\ell=1}^{2\bar{r}} C_{n,\ell} \frac{\partial^\ell f}{\partial \theta^\ell} (x, -\theta_n^{(2)} v_{1,n}^{(2)}) + \tilde{R}_n(x) \right]
\]

where,

\[
C_{n,\ell} = \frac{1}{2} \sum_{\alpha_1, \alpha_2} \frac{(-\theta_n^{(2)} - \theta_n^{(1)})^{\alpha_1} (v_{1,n}^{(1)} - v_{2,n}^{(2)})^{\alpha_2}}{2^{\alpha_2} \alpha_2 !} + \frac{1}{2} \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \frac{2^{\beta_1} (\theta_n^{(1)} + \theta_n^{(2)})^{\alpha_1} (-\theta_n^{(2)})^{\beta_1} (v_{2,n}^{(2)} - v_{1,n}^{(1)})^{\beta_2} v_{1,n}^{(2)} v_{2,n}^{(2)}}{2^{\alpha_2+\beta_2} \alpha_1 \alpha_2! \beta_1! \beta_2!}
\]

\[
\tilde{R}_n(x) = \frac{1}{2} \tilde{R}_{1,n}(x) + \frac{1}{2} \tilde{R}_{2,n}(x) + \frac{1}{2} \sum_{|\alpha| \leq \bar{r}} \frac{(\theta_n^{(1)} + \theta_n^{(2)})^{\alpha_1} (v_{2,n}^{(2)} - v_{1,n}^{(1)})^{\alpha_2}}{\alpha_1 ! \alpha_2 !} \tilde{R}_{2,n,\alpha}(x)
\]

for all \( 1 \leq \ell \leq 2\bar{r} \) where the ranges of \( \alpha_1, \alpha_2 \) in the first sum of \( C_{n,\ell} \) satisfy \( \alpha_1 + 2\alpha_2 = \ell, 1 \leq \alpha_1 + \alpha_2 \leq \bar{r} \) and the ranges of \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) in the second sum of \( C_{n,\ell} \) satisfy \( \alpha_1 + \beta_1 + 2\alpha_2 + 2\beta_2 = \ell, 1 \leq \alpha_1 + \alpha_2 \leq \bar{r}, \) and \( 0 \leq \beta_1 + \beta_2 \leq \bar{r} - (\alpha_1 + \alpha_2). \) Additionally, \( \tilde{R}_{1,n}(x) \) is Taylor remainder from expanding \( f(x, -\theta_n^{(1)}, v_{1,n}^{(1)}) \) around \( f(x, \theta_n^{(1)}, v_{1,n}^{(1)}) \) to the \( \bar{r} \) order, \( \tilde{R}_{2,n}(x) \) is Taylor remainder from expanding \( f(x, \theta_n^{(1)}, v_{2,n}^{(2)}) \) around \( f(x, -\theta_n^{(2)}, v_{2,n}^{(2)}) \) to the \( \bar{r} \) order, and \( \tilde{R}_{2,n,\alpha}(x) \) is Taylor remainder from expanding \( \frac{\partial^{\alpha_1 + 2\alpha_2} f}{\partial \theta^{\alpha_1 + 2\alpha_2}} (x, -\theta_n^{(2)}, v_{1,n}^{(1)}) \) around \( \bar{r} \) order, and \( \tilde{R}_{2,n,\alpha}(x) \) is Taylor remainder from expanding \( \frac{\partial^{\alpha_1 + 2\alpha_2} f}{\partial \theta^{\alpha_1 + 2\alpha_2}} (x, \theta_n^{(2)}, v_{2,n}^{(2)}) \) up to the order \( \bar{r} - |\alpha| \) for \( 1 \leq |\alpha| \leq \bar{r}. \)

To ease the proof argument, we only consider the setting that \( \theta_n^{(2)}/\theta_n^{(1)} \not\to 1 \) and \( |v_{2,n}^{(2)} - v_{1,n}^{(2)}|/\max\{ |v_{1,n}^{(1)} - v_{2,n}^{(2)}|, |v_{2,n}^{(2)} - v_{1,n}^{(1)}| \} \not\to \infty \) as \( n \to \infty. \) The other possibilities of these terms can be argued similarly as those in Case b.2 and Case b.3. Assume now that all the coefficients \( C_{n,\ell}/\bar{D}_n \to 0 \) for all \( 1 \leq \ell \leq 2\bar{r}. \) Denote

\[
\tilde{M}_n = \left\{ |\theta_n^{(2)} - \theta_n^{(1)}|, |v_{1,n}^{(1)} - v_{2,n}^{(2)}|^{1/2}, |v_{2,n}^{(1)} - v_{1,n}^{(2)}|^{1/2} \right\}.
\]

From the previous assumptions, we have \( |v_{2,n}^{(2)} - v_{1,n}^{(2)}|/\tilde{M}_n^2 \not\to \infty \) and \( |\theta_n^{(2)}|/\tilde{M}_n \not\to \infty. \) Therefore, we define

\[
(-\theta_n^{(2)} - \theta_n^{(1)})/\tilde{M}_n \to \bar{x}_1, \quad -\theta_n^{(2)}/\tilde{M}_n \to \bar{x}_2,
\]
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According to the definition of \( \bar{\mathcal{M}}_n \), at least one of \( \bar{x}_1, \bar{y}_1, \bar{y}_2 \) is different from 0. Additionally, the definition of \( \bar{x}_1, \bar{x}_2, \bar{y}_1, \bar{y}_2 \), and \( \bar{y}_3 \) leads to (C.4) cannot hold unless \( \bar{x}_1, \bar{y}_1, \bar{y}_2 \) for all \( \ell \). According to the assumption of Case c, by dividing both sides of this assumption by \( \bar{\mathcal{M}}_n^\ell \) and let \( n \to \infty \), we obtain the following inequality

\[
|\bar{x}_1|^\beta + |\bar{y}_1|^\beta + |\bar{y}_2|^\beta / 2 \leq |2\bar{x}_2 - \bar{x}_1|^\beta + |\bar{y}_4 - \bar{y}_1|^\beta / 2 + |\bar{y}_2 + \bar{y}_3|^\beta / 2 .
\]

(C.4)

Now, by dividing both the numerator and the denominator of \( C_{n,\ell} \) (1 \( \leq \ell \leq \bar{r} \)) by \( \bar{\mathcal{M}}_n^\ell \) as \( n \to \infty \), we have the following system of polynomial equations

\[
\sum_{\alpha_1,\alpha_2,\beta_1,\beta_2} \frac{1}{2^{\alpha_2+\beta_2}} \frac{2^{\beta_1} (-\bar{x}_1)^{\alpha_1} \bar{x}_1^{\beta_1} y_1^{\alpha_2} y_3^{\beta_2}}{\alpha_1!\alpha_2!\beta_1!\beta_2!} + \sum_{\alpha_1,\alpha_2} \frac{1}{2^{\alpha_2}} \frac{x_1^{\alpha_1} y_1^{\alpha_2}}{\alpha_1!\alpha_2!} = 0
\]

(C.5)

for all \( \ell = 1, \ldots, \bar{r} \). According to the definition of \( \bar{r} \), the system of polynomial equations (C.5) and inequality (C.4) cannot hold unless \( \bar{x}_1 = \bar{y}_1 = \bar{y}_2 = 0 \), which is a contradiction. Therefore, not all the coefficients \( C_{n,\ell} / \bar{\mathcal{D}}_n \) go to 0 as \( n \to \infty \). As a consequence, by means of Fatou’s argument, we deduce that Case c cannot happen. The claim follows. \( \square \)

We are now in a position to prove Theorem 2.4.

**PROOF OF THEOREM 2.4** We fix \( \bar{r} = \bar{r}_{\text{sym}} \) throughout the proof.

(a) Similarly as in the proof of Theorem 2.1.(a), Theorem C.1 implies the existence of a universal constant \( C_1 > 0 \), depending only on \( \Omega, \Theta \), such that for all \( \eta \in H \),

\[
\varphi_{\eta}^\beta(\bar{\eta}_n, \eta) \leq C_1 h(g(\cdot, \bar{\eta}_n), g(\cdot, \eta)),
\]

The claim then follows by an application of Lemma A.2.

(b) The proof follows along similar lines as that of Theorem 2.1.(b). By definition of \( \bar{r} \), there exists a solution \( (x_1^*, x_2^*, y_1^*, y_2^*, y_3^*) \in \mathbb{R}^5 \) to the system of polynomial equalities and inequalities (2.5) and (2.6), with respect to the choice \( r = \bar{r} - 1 \). Set \( \eta_n^{(i)} = (\theta_n^{(i)}, v_1^{(i)}, v_2^{(i)}) \in H \) for \( i = 1, 2 \), where, for \( \epsilon_n = n^{-1/2r} \),

\[
\theta_n^{(1)} = \epsilon_n (x_2^* - x_1^*), \quad \theta_n^{(2)} = \epsilon_n x_2^*.
\]

and where,

\[
v_1^{(1)} = \epsilon_n^2 y_1^* + v_0, \quad v_2^{(1)} = \epsilon_n^2 (y_2^* + y_3^*) + v_0, \quad v_1^{(2)} = v_0, \quad v_2^{(2)} = \epsilon_n^2 y_3^* + v_0.
\]

The definition of \( \epsilon_n \) then implies that \( \psi_{\eta}^{(j)}(\eta_n, \eta_0) \leq c_2 n^{-1/2r} \) for some \( c_2 > 0 \), for \( j = 1, 2 \). Furthermore, this choice of parameters satisfies the identities

\[
\theta_n^{(2)} - \theta_n^{(1)} = \epsilon_n x_1^*, \quad v_1^{(1)} - v_2^{(1)} = \epsilon_n^2 y_1^*, \quad v_1^{(2)} - v_2^{(2)} = \epsilon_n^2 y_2^*.
\]

(C.6)

Invoking Le Cam’s Inequality (Tsybakov (2008), Theorem 2.2), we obtain

\[
\inf_{\bar{\eta}_n} \sup_{\eta \in H} \mathbb{E}_\eta \left[ \psi_{\eta}^{(1)}(\bar{\eta}_n, \eta) \right] \geq \psi_{\eta}^{(1)}(\eta_n^{(1)}, \eta_n^{(2)}) \left( 1 - V(g(\cdot, \eta_n^{(1)}), g(\cdot, \eta_n^{(2)})) \right)
\]

(C.7)
Notice that the identities (C.6) imply
\[
\psi^p_r(\eta^{(1)}_n, \eta^{(2)}_n) = \epsilon_n \min \left\{ |x_1|^p + |y_1|^{p/2} + |y_2|^{p/2}, |2x_2 - x_1|^p + |y_3 - y_1|^{p/2} + |y_2 + y_3|^{p/2} \right\}.
\] (C.8)

We will argue that the minimum in the above display is nonzero. To this end, since \((x_1^*, x_2^*, y_1^*, y_2^*, y_3^*)\) form a non-trivial solution to the system of polynomial equations and inequalities in (2.5) and (2.6), it must hold that one of \(x_1^*, y_1^*, y_2^*\) is nonzero, and in particular,
\[0 < |x_1^*|^{p-1} + |y_1^*|^{p-1} + |y_2^*|^{p-1}.
\]
This fact combined with inequality (2.6) of the asymmetric system implies
\[0 < |2x_2^* - x_1^*|^{p-1} + |y_3^* - y_1^*|^{p-1} + |y_2^* + y_3^*|^{p-1},\]
from which it follows that the minimum in equation (C.8) is strictly positive. Therefore, we have \(\psi^p_r(\eta^{(1)}_n, \eta^{(2)}_n) \asymp \epsilon_n = n^{-1/2p}\). Returning to equation (C.7), and using the inequality \(V \leq h\) together with the tensorization property of the Hellinger distance (Tsybakov (2008), p. 83), we obtain
\[
\inf_{\eta_n} \sup_{\eta \in H(c_2 n^{-1/2})} \mathbb{E}_\eta[\psi^p_r(\tilde{\eta}_n, \eta)] 
\geq n^{-1/2p} \left(1 - \sqrt{1 - \left[1 - h^2(g(\cdot, \eta^{(1)}_n), g(\cdot, \eta^{(2)}_n))\right]^n}\right).
\]

Notice that the right-hand side of the above display will be of order \(n^{-1/2}\) provided
\[h^2\left(g(\cdot, \eta^{(1)}_n), g(\cdot, \eta^{(2)}_n)\right) \lesssim \frac{1}{n}.
\] (C.9)
To prove the claim, it will therefore suffice to prove that (C.9) holds. We argue similarly as in the proof of Theorem 2.1(b). Notice that
\[
h^2\left(g(\cdot, \eta^{(1)}_n), g(\cdot, \eta^{(2)}_n)\right) = \int \frac{\left[g(x, \eta^{(1)}_n) - g(\cdot, \eta^{(2)}_n)\right]^2}{\sqrt{g(x, \eta^{(1)}_n) + g(x, \eta^{(2)}_n)}}^2 dx.
\] (C.10)
We begin by analyzing the numerator of the integrand in the above display. By a similar Taylor expansion as in Case b of Theorem C.1, but now up to order \(p - 1\), we have
\[
g(x, \eta^{(1)}_n) - g(x, \eta^{(2)}_n)
= \frac{1}{2} \left(f(x, -\theta^{(1)}_n, v^{(1)}_{1,n}) - f(x, -\theta^{(2)}_n, v^{(2)}_{1,n})\right) + \frac{1}{2} \left(f(x, \theta^{(1)}_n, v^{(1)}_{2,n}) - f(x, \theta^{(2)}_n, v^{(2)}_{2,n})\right)
= \sum_{\ell=1}^{2(p-1)} B_n, \ell \frac{\partial^\ell f}{\partial \theta^\ell}(x, -\theta^{(2)}_n, v^{(2)}_{1,n}) + R_n(x),
\]
\[28\]
where
\[
B_{n,\ell} = \frac{1}{2} \sum_{\alpha_1, \alpha_2} \left( \theta_n^{(2)}(\alpha_1) - \theta_n^{(1)}(\alpha_1) \right) \frac{(v_1^{(1)} - v_1^{(2)})^{\alpha_2}}{2^{\alpha_2+1} \alpha_1! \alpha_2!} + \frac{1}{2} \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \frac{2^{\beta_1} \left( \theta_n^{(1)}(\alpha_1) - \theta_n^{(2)}(\alpha_1) \right) \beta_1 \left( v_2^{(2)} - v_2^{(1)} \right)^{\alpha_2} \left( v_2^{(2)} - v_2^{(1)} \right)^{\beta_2}}{2^{\alpha_2+\beta_2+2} \alpha_1! \beta_1! \beta_2!}
\]
for all \(1 \leq \ell \leq 2(\bar{r} - 1)\) where the ranges of \(\alpha_1, \alpha_2\) in the first sum of \(B_{n,\ell}\) satisfy \(\alpha_1 + 2\alpha_2 = \ell, 1 \leq \alpha_1 + \alpha_2 \leq \bar{r} - 1\) and the ranges of \(\alpha_1, \alpha_2, \beta_1, \beta_2\) in the second sum of \(B_{n,\ell}\) satisfy \(\alpha_1 + \beta_1 + 2\alpha_2 + 2\beta_2 = \ell, 1 \leq \alpha_1 + \alpha_2 \leq \bar{r} - 1, 0 \leq \beta_1 + \beta_2 \leq \bar{r} - 1 - (\alpha_1 + \alpha_2)\). Further, for \(j = 1, 2\), \(R_{j,n}(x)\) is the Taylor remainder arising from an expansion of \(f(x, -\theta_n^{(1)}, v_j^{(1)})\) around \(f(x, -\theta_n^{(2)}, v_j^{(2)})\) up to order \(\bar{r}\), and \(R_{2,n,\alpha}(x)\) is Taylor remainder arising from an expansion of \(\frac{\partial^{\alpha_1+2\alpha_2} f}{\partial \theta_1+2\alpha_2} (x, \theta_n^{(1)}, v_j^{(2)})\) around \(\frac{\partial^{\alpha_1+2\alpha_2} f}{\partial \theta_1+2\alpha_2} (x, -\theta_n^{(1)}, v_j^{(2)})\) up to order \(\bar{r} - 1 - |\alpha|, 1 \leq |\alpha| \leq \bar{r} - 1\).

Now, since \(\eta_n^{(1)}, \eta_n^{(2)}\) satisfy the identities (C.6), we have
\[
B_{n,\ell} = \sum_{\alpha_1, \alpha_2} \frac{(\epsilon_n x_1^*)^{\alpha_1}(\epsilon_n y_1^*)^{\alpha_2}}{2^{\alpha_2} \alpha_1! \alpha_2!} + \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \frac{2^{\beta_1} (-\epsilon_n x_1^*)^{\alpha_1}(\epsilon_n y_2^*)^{\beta_1}(\epsilon_n y_3^*)^{\alpha_2}(\epsilon_n y_3^*)^{\beta_2}}{2^{\alpha_2+\beta_2+2} \alpha_1! \beta_1! \beta_2!}
\]
Since \((x_1^*, y_1^*, y_2^*, y_3^*)\) solve the polynomial equations (2.5), we have \(B_{n,\ell} = 0\) for all \(\ell = 1, \ldots, \bar{r} - 1\) and
\[
\max \left\{ |B_{n,\ell}| : \bar{r} \leq \ell \leq 2\bar{r} - 2 \right\} \lesssim \epsilon_n = \frac{1}{n}, \quad (C.11)
\]
We therefore have,
\[
h^2(g(\cdot, \eta_n^{(1)}), g(\cdot, \eta_n^{(2)})) = \int \left[ \sum_{\ell=\bar{r}}^{2\bar{r}-2} \frac{B_{n,\ell} \partial g}{\partial \theta_2} (x, -\theta_n^{(2)}, v_1^{(2)}) + R_n(x) \right]^2 \frac{dx}{\sqrt{g(x, \eta_n^{(1)}) + g(x, \eta_n^{(2)})}} \lesssim \int \left[ \sum_{\ell=\bar{r}}^{2\bar{r}-2} \frac{B_{n,\ell} \partial g}{\partial \theta_2} (x, -\theta_n^{(2)}, v_1^{(2)}) \right]^2 + R_n^2(x) \frac{dx}{\sqrt{\pi f(x, -\theta_n^{(2)}, v_1^{(2)})}} \lesssim \frac{1}{n} + \int \frac{R_n^2(x)}{f(x, -\theta_n^{(2)}, v_1^{(2)})} dx, \quad (C.12)
\]
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where the last inequality follows by integrability of $[\partial^jf/\partial \theta^r(\cdot, -\theta_n^{(2)}, v_{1,n}^{(2)})]^2 / f(\cdot, -\theta_n^{(2)}, v_{1,n}^{(2)})$ for Gaussian densities. Upon bounding the remainder term in (C.12) in a similar way as Theorem 2.1, we arrive at
\[
\phi^2(g(\cdot, \eta_n^{(1)}), g(\cdot, \eta_n^{(2)})) \lesssim \frac{1}{n}.
\]
The claim follows. \hfill \Box

C.2 Proof of Propositions 2.3 and 2.5

PROOF OF PROPOSITION 2.3 Set $x_1 = x_2 = 0$, and let $y_1 = -y_2 = y_3$ for some arbitrary non-zero real number $y_3 \in \mathbb{R}$. Notice that inequality (2.6) of the symmetric system is violated for this setting of variables, and the system of polynomial equations (2.5) reduces to
\[
\sum_{\alpha_2, \beta_2} (-1)^{\alpha_2} y_1^{\alpha_2 + \beta_2} \frac{y_1^{\alpha_2}}{2^{\alpha_2 + \beta_2} \alpha_2! \beta_2!} + \sum_{\alpha_2} y_1^{\alpha_2} \frac{y_1^{\alpha_2}}{2^{\alpha_2} (2\alpha_2)!} = 0, \quad \ell = 1, \ldots, r, \tag{C.13}
\]
where the first summation in the above display is taken over all integers $1 \leq \alpha_2 \leq r$ and $0 \leq \beta_1 \leq r - \alpha_2$ satisfying $2(\alpha_2 + \beta_2) = \ell$, and the second summation is taken over all integers $1 \leq \alpha_2 \leq r$ such that $2\alpha_2 = \ell$. Clearly, both of these summations are empty when $\ell$ is odd, hence the equality in equation (C.13) holds vacuously for all such $\ell$. It thus remains to prove that the left-hand side of equation (C.13) vanishes for all even integers $\ell \geq 1$.

For all even integers $\ell \geq 1$, the left-hand side of equation (C.13) reduces to
\[
\frac{\ell/2}{2^{\ell/2}} \sum_{\alpha_2, \beta_2} (-1)^{\alpha_2} y_1^{\alpha_2 + \beta_2} \frac{y_1^{\alpha_2}}{2^{\ell/2} (\ell/2)!} + \frac{\ell/2}{2^{\ell/2}} \frac{y_1^{\ell/2}}{2^{\ell/2} (\ell/2)!} \left[ \ell/2 \sum_{\alpha_2=1}^{\ell/2} \frac{(-1)^{\alpha_2}}{\alpha_2! (\ell/2 - \alpha_2)!} + \frac{1}{(\ell/2)!} \right]
= \frac{y_1^{\ell/2}}{2^{\ell/2} (\ell/2)!} \sum_{\alpha_2=0}^{\ell/2} \frac{(-1)^{\alpha_2}}{\alpha_2! (\ell/2 - \alpha_2)!}
= \frac{y_1^{\ell/2}}{2^{\ell/2} (\ell/2)!} \sum_{\alpha_2=0}^{\ell/2} \frac{\ell/2}{\alpha_2!} (-1)^{\alpha_2}
= 0,
\]
by the Binomial Theorem. It follows that $(x_1, x_2, y_1, y_2, y_3)$ solves the system of polynomial equations in equation (2.5), thus proving the claim. \hfill \Box

PROOF OF PROPOSITION 2.5 To prove the claim, we begin by proving that $\bar{r}_{\text{sym}} \leq 4$. It suffices to show that the system of polynomial equalities and inequalities (2.5) and (2.6) admits no non-trivial, real-valued, solution when $r = 4$. In this case, equalities (2.5) read
\[
\begin{align*}
(E_1) \quad 0 &= -2 x_1 x_2 + \frac{y_2}{2} + x_1^2 + \frac{y_1}{2} \\
(E_2) \quad 0 &= x_2 y_2 - \frac{x_1 y_3}{2} - 2 x_1 x_2^2 - \frac{x_1 y_2}{2} + x_1^2 x_2 + \frac{x_1 y_1}{2} \\
(E_3) \quad 0 &= \frac{y_2 y_3}{4} + x_2^2 y_2 + \frac{y_2^2}{8} - x_1 x_2 y_3 - \frac{4 x_1 x_2^3}{3} - x_1 x_2 y_2 \\
&\quad + \frac{x_1^2 y_3}{4} + x_1^2 x_2 + \frac{x_1^3 y_2}{4} - \frac{x_1^3 x_2}{3} + \frac{x_1^2}{12} + \frac{y_1^2}{8} + \frac{x_1^2 y_1}{4},
\end{align*}
\]
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and inequality (2.6) reads

\[(I) \quad |x_1|^4 + |y_1|^2 + |y_2|^2 \leq |2x_2 - x_1|^4 + |y_3 - y_1|^2 + |y_2 + y_3|^2.\]

We first claim that any non-trivial solution \((x_1, x_2, y_1, y_2, y_3)\) to the above equalities and inequalities must satisfy \(x_1 \neq 0\). Indeed, if \(x_1 = 0\) by way of a contradiction, then equation \((E_1)\) implies \(y_1 = -y_2\) while equation \((E_2)\) reduces to \(0 = x_2y_2\). It follows that either \(y_2 = 0\) or \(x_2 = 0\). If \(y_2 = 0\), then also \(y_1 = 0\), which contradicts the non-triviality of the solution. It follows that \(x_2 = 0\). Equation \((E_3)\) then reads

\[
0 = \frac{y_2y_3}{4} + \frac{y_2^2}{8} + \frac{y_1^2}{8},
\]

implying \(y_1 = -y_2 = y_3\). To summarize, if \(x_1 = 0\), the only possible non-trivial solutions to \((E_1), (E_2), (E_3)\) are of the form \((x_1, x_2, y_1, y_2, y_3) = (0, 0, y_1, -y_1, y_1)\) for \(y_1 \in \mathbb{R}\). No such solution can satisfy inequality \((I)\). We thus have a contradiction with the hypothesis \(x_1 = 0\).

Since \(x_1 \neq 0\), define the variables

\[
\bar{x}_2 = x_2/x_1, \quad \bar{y}_1 = y_1/x_1^2, \quad \bar{y}_2 = y_2/x_1^2, \quad \bar{y}_3 = y_3/x_1^2. \tag{C.14}
\]

Equations \((E_1), (E_2), (E_3)\) may then be rewritten as

\[
\begin{align*}
(E_1) & \quad 0 = -2\bar{x}_2 + \frac{\bar{y}_2}{2} + 1 + \frac{\bar{y}_1}{2} \\
(E_2) & \quad 0 = \bar{x}_2\bar{y}_2 - \frac{\bar{y}_3}{2} - 2\bar{x}_2^2 - \frac{\bar{y}_2}{2} + \bar{x}_2 + \frac{\bar{y}_1}{2} \\
(E_3) & \quad 0 = \frac{\bar{y}_2\bar{y}_3}{4} + \bar{x}_2^2\bar{y}_2 + \frac{\bar{y}_2^2}{8} - \bar{x}_2\bar{y}_3 - \frac{4\bar{x}_2^3}{3} - \bar{x}_2\bar{y}_2 \\
& \quad + \frac{\bar{y}_3}{4} + \bar{x}_2^2 + \frac{\bar{y}_2}{4} - \bar{x}_2 + \frac{1}{12} + \frac{\bar{y}_1^2}{8} + \frac{\bar{y}_1}{4}.
\end{align*}
\]

Equation \((\bar{E}_1)\) implies

\[
\bar{x}_2 = \frac{1}{4}(2 + \bar{y}_1 + \bar{y}_2), \tag{C.15}
\]

which, combined with \((\bar{E}_2)\), implies

\[
\bar{y}_3 = \bar{y}_1 - \bar{y}_2 + \frac{1}{2}(2 + \bar{y}_1 + \bar{y}_2) + \frac{1}{2}\bar{y}_2(2 + \bar{y}_1 + \bar{y}_2) - \frac{1}{4}(2 + \bar{y}_1 + \bar{y}_2)^2 = \frac{1}{4}[2\bar{y}_1 - \bar{y}_2^2 + \bar{y}_2(\bar{y}_2 - 2)]. \tag{C.16}
\]

With these values of \(\bar{x}_2, \bar{y}_3\), equation \((\bar{E}_3)\) may be simplified to

\[
\bar{y}_1 + \bar{y}_2 + \bar{y}_2^2 = 0.
\]

Over \(\mathbb{R}\), the only solution to this equality is given by \(\bar{y}_2 = -\bar{y}_1\). By equations \(\text{(C.15)}\) and \(\text{(C.16)}\), this leads to \(\bar{x}_2 = 1/2\) and \(\bar{y}_3 = \bar{y}_1\). Finally, equation \((\text{C.14})\) then implies that all non-trivial solutions to equations \((E_1), (E_2), (E_3)\) must be of the form

\[
x_1 = 2x_2, \quad y_1 = -y_2 = y_3.
\]

These values do not satisfy inequality \((I)\). We conclude that the system of equalities and inequalities \((2.5)\) and \((2.6)\) admits no non-trivial, real-valued, solution when \(r = 4\), whence \(\bar{r}_{\text{sym}} \leq 4\).
We will now argue that $\bar{r}_{\text{sym}} \geq 4$. It suffices to show that the system of equations and inequalities (2.5) and (2.6) admits a solution when $r = 3$. In this case, the system reduces to equations $(E_1), (E_2)$, together with the inequality

$$(I') \quad |x_1|^3 + |y_1|^{3/2} + |y_2|^{3/2} \leq |2x_2 - x_1|^3 + |y_3 - y_1|^{3/2} + |y_2 + y_3|^{3/2}.$$ 

Set $x_1 = x_2 \in \mathbb{R}$ and $y_3 = 0$ to satisfy inequality $(I')$. It can then be seen that $(E_1)$ and $(E_2)$ are satisfied whenever $y_2 = 2x_1^2 - y_1$, for any $y_1 \in \mathbb{R}$. We deduce that $\bar{r}_{\text{sym}} \geq 4$, and the claim follows. \hfill \Box

### C.3 Proofs of Lemmas

**PROOF OF LEMMA C.2** As in the proof of Theorem C.1, we write $\bar{r} = \bar{r}_{\text{sym}}$ for simplicity. We prove the Lemma by considering three cases.

**Case b.2.1:** $|v_{2,n}^{(2)} - v_{1,n}^{(2)}|^{1/2}/|\theta_{n}^{(1)} - \theta_{n}^{(2)}| \to \infty$ as $n \to \infty$. Invoking the assumption of Case b.2 that $|v_{2,n}^{(2)} - v_{1,n}^{(2)}|/\max\{|v_{1,n}^{(1)} - v_{1,n}^{(2)}|, |v_{1,n}^{(1)} - v_{2,n}^{(2)}|\} \to \infty$, it may be verified that

$$\frac{|B_{n,3}|}{|\theta_{n}^{(1)} - \theta_{n}^{(2)}||v_{2,n}^{(2)} - v_{1,n}^{(2)}|} \to \frac{1}{4}.$$ 

From the formulation of $\overline{D}_n$, it is clear that

$$\frac{|\theta_{n}^{(1)} - \theta_{n}^{(2)}||v_{2,n}^{(2)} - v_{1,n}^{(2)}|}{v_{1,n}^{(2)}} \to 0.$$ 

Therefore, we obtain that $\max_{1 \leq \ell \leq 2r} |B_{n,\ell}|/\overline{D}_n \to 0$. Additionally, for each $1 \leq |\alpha| \leq \bar{r}$, as $n$ is sufficiently large, we have

$$\max_{1 \leq \ell \leq 2r} |B_{n,\ell}| \leq O\left(|\theta_{n}^{(1)} - \theta_{n}^{(2)}|\alpha_1|v_{2,n}^{(1)} - v_{2,n}^{(2)}|\alpha_2||\overline{R}_{n,\alpha}\|_{\infty}\right) \leq O\left(|\theta_{n}^{(1)} - \theta_{n}^{(2)}|\alpha_1|v_{2,n}^{(1)} - v_{2,n}^{(2)}|\alpha_2| \left(|\theta_{n}^{(2)}|^{r-|\alpha|+\gamma} + |v_{2,n}^{(2)} - v_{1,n}^{(2)}|^{r-|\alpha|+\gamma}\right)ight) \leq \frac{|\theta_{n}^{(1)} - \theta_{n}^{(2)}|\alpha_1|v_{2,n}^{(1)} - v_{2,n}^{(2)}|\alpha_2|}{|\theta_{n}^{(1)} - \theta_{n}^{(2)}|\alpha_1|v_{2,n}^{(1)} - v_{2,n}^{(2)}|\alpha_2|},$$ 

which goes to 0 as $n \to \infty$. Hence, we eventually have $\|\overline{R}_{n}\|_{\infty}/\max_{1 \leq \ell \leq 2r} |B_{n,\ell}| \to 0$.

**Case b.2.2:** $|v_{2,n}^{(2)} - v_{1,n}^{(2)}|^{1/2}/|\theta_{n}^{(1)} - \theta_{n}^{(2)}| \to \infty$ as $n \to \infty$. Under this assumption, we have

$$\max\{|v_{1,n}^{(1)} - v_{1,n}^{(2)}|^{1/2}, |v_{2,n}^{(1)} - v_{2,n}^{(2)}|^{1/2}\}/|\theta_{n}^{(1)} - \theta_{n}^{(2)}| \to 0.$$ 

If $\theta_{n}^{(1)}/\theta_{n}^{(2)} \to -1$, then we obtain that

$$|B_{n,2}|/|\theta_{n}^{(2)} - \theta_{n}^{(1)}|^2 \to 0.$$ 
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Since \( D_n / |\theta_n^{(2)} - \theta_n^{(1)}|^2 \to 0 \), the previous result implies that \( \max_{1 \leq \ell \leq 2^p} |B_{n, \ell}| / D_n \neq 0 \). Furthermore, for each \( 1 \leq |\alpha| \leq \bar{r} \), as \( n \) is sufficiently large, we have

\[
\max_{1 \leq \ell \leq 2^p} |B_{n, \ell}| / |\theta_n^{(1)} - \theta_n^{(2)}|^2 \leq O \left( \frac{|\theta_n^{(1)} - \theta_n^{(2)}|^2}{|v_n^{(2)} - v_1^{(2)}|^{\alpha_1} |v_n^{(2)} - v_2^{(2)}|^{\alpha_2} \|R_{2, n, \alpha}\|_{\infty}} \right),
\]

which goes to 0 for all \( 1 \leq |\alpha| \leq \bar{r} \). Hence, we have \( \|R_n\|_{\infty} / \max_{1 \leq \ell \leq 2^p} |B_{n, \ell}| \to 0 \).

As a consequence, we only need to consider the scenario that \( \theta_n^{(1)} / \theta_n^{(2)} \to -1 \) as \( n \to \infty \). Under that setting, we can verify that if \( |B_{n, 3}| / |\theta_n^{(1)} - \theta_n^{(2)}|^3 \to 0 \), then we have

\[
\left( v_n^{(2)} - v_1^{(2)} \right) / \left( \theta_n^{(1)} - \theta_n^{(2)} \right)^2 \to 0.
\]

However, the above limit leads to

\[
|B_{n, 4}| / |\theta_n^{(1)} - \theta_n^{(2)}|^4 \to 5 / 24.
\]

Therefore, \( \max \{|B_{n, 3}|, |B_{n, 4}|\} / \left| \theta_n^{(1)} - \theta_n^{(2)} \right|^4 \to 0 \) as \( n \to \infty \). As \( D_n / |\theta_n^{(1)} - \theta_n^{(2)}|^4 \to 0 \), the previous result demonstrates that \( \max_{1 \leq \ell \leq 2^p} |B_{n, \ell}| / D_n \neq 0 \). Additionally, we also have

\[
\|R_{2, n, \alpha}\|_{\infty} / \max_{1 \leq \ell \leq 2^p} |B_{n, \ell}| \lesssim \|R_{2, n, \alpha}\|_{\infty} / |\theta_n^{(1)} - \theta_n^{(2)}|^4 \to 0
\]

for all \( 1 \leq |\alpha| \leq \bar{r} \), which eventually leads to \( \|R_n\|_{\infty} / \max_{1 \leq \ell \leq 2^p} |B_{n, \ell}| \to 0 \). The claim follows. □

**PROOF OF LEMMA C.3** As in the proof of Theorem C.1, we write \( \bar{r} = \bar{r}_{\text{sym}} \) for simplicity.

Similarly to the proof of Lemma B.3, we only consider the possibility that

\[
\max \left\{ |v_1^{(1)} - v_2^{(1)}|, |v_2^{(1)} - v_2^{(2)}|, |v_2^{(1)} - v_2^{(2)}| \right\} / \left\{ \left| \theta_n^{(1)} - \theta_n^{(2)} \right|^2 \right\} \not\to \infty
\]

as \( n \to \infty \) since the proof argument for other possibilities of this term can be carried out in the similar fashion. According to the previous assumptions, we denote \( (v_1^{(1)} - v_2^{(1)}) / \left\{ \left( \theta_n^{(1)} - \theta_n^{(2)} \right) \right\} \to \bar{y}_1 \) and \( (v_2^{(1)} - v_2^{(2)}) / \left\{ \left( \theta_n^{(2)} - \theta_n^{(1)} \right) \right\} \to \bar{y}_2 \) as \( n \to \infty \). We will demonstrate that

\[
\max_{1 \leq \ell \leq 2^p} |B_{n, \ell}| / \left\{ \left| \theta_n^{(1)} - \theta_n^{(2)} \right|^2 \right\} \not\to 0.
\]

Assume by the contrary that \( \max_{1 \leq \ell \leq 2^p} |B_{n, \ell}| / \left\{ \left| \theta_n^{(1)} - \theta_n^{(2)} \right|^2 \right\} \to 0 \). By dividing both the numerator and denominator of \( |B_{n, \ell}| / \left\{ \left| \theta_n^{(1)} - \theta_n^{(2)} \right|^2 \right\} \) by \( \left| \theta_n^{(1)} - \theta_n^{(2)} \right|^2 \), as \( n \to \infty \), we achieve the following system of polynomial equations

\[
\bar{y}_1 + \bar{y}_2 = 4, \ \bar{y}_2 = 2, \ \bar{y}_2 = 4 / 3,
\]
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which cannot hold. Therefore, \( \max_{1 \leq \ell \leq 2r} |B_{n,\ell}|/ \left\{ |\theta_n^{(1)} - \theta_n^{(2)}|/|\theta_n^{(2)}|^3 \right\} \neq 0 \). From the formulation of \( D_n \), it is clear that \( D_n/ \left\{ |\theta_n^{(1)} - \theta_n^{(2)}|/|\theta_n^{(2)}|^3 \right\} \to 0 \). As a consequence, \( \max_{1 \leq \ell \leq 2r} |B_{n,\ell}|/D_n \to 0 \) as \( n \to \infty \).

Furthermore, we have that

\[
\frac{\|R_{2n,\alpha}\|_\infty}{|\theta_n^{(1)} - \theta_n^{(2)}|/|\theta_n^{(2)}|^3} = O\left( \frac{|\theta_n^{(2)}|^{r-|\alpha|+\gamma} + |v_{2,n}^{(2)} - v_{1,n}^{(2)}|^{r-|\alpha|+\gamma}}{|\theta_n^{(1)} - \theta_n^{(2)}|/|\theta_n^{(2)}|^3} \right),
\]

which goes to 0 as \( n \to \infty \) for all \( 1 \leq |\alpha| \leq \bar{r} \). As a consequence, we have

\[
\|R_n\|_\infty/ \max_{1 \leq \ell \leq 2r} |B_{n,\ell}| \to 0.
\]

The claim follows. 

\[ \square \]

### D Upper Bounds on the Asymmetric Order

In this Appendix, we provide upper bounds on the asymmetric order \( \bar{r}_{\text{asym}}(\pi) \) for certain values of \( \pi \in (0, 1/2) \). We begin with a reduction of the asymmetric system of polynomials (2.2).

We claim that the system does not admit a non-trivial solution \((x_1, x_2, y_1, y_2, y_3) \in \mathbb{R}^5 \) with \( x_1 = 0 \) when \( r = 6 \). Indeed, when \( x_1 = 0 \), the system reduces to

\[
(1 - \pi) \sum_{\alpha_2, \beta_1, \beta_2} \frac{1}{2^{\alpha_2+\beta_2}} \frac{(c+1)^{\beta_1} x_2^{\beta_1} y_2^{\alpha_2} y_3^{\beta_2}}{\alpha_2! \beta_1! \beta_2!} + \pi \sum_{\alpha_2} \frac{y_1^{\alpha_2}}{\alpha_2!} = 0, \quad \ell = 1, \ldots, r \tag{D.1}
\]

where the first sum is over all nonnegative integers \( \alpha_2, \beta_1, \beta_2 \) such that \( \beta_1 + 2\alpha_2 + 2\beta_2 = \ell \), \( 1 \leq \alpha_2 \leq r \), and \( 0 \leq \beta_1 + \beta_2 \leq r - \alpha_2 \), while, in the second sum, \( 1 \leq \alpha_2 \leq r \) ranges over all integers satisfying \( \alpha_2 = \ell/2 \). In particular, the second sum is empty whenever \( \ell \) is odd.

The equation for \( \ell = 1 \) of the system holds trivially. The equation for \( \ell = 2 \) implies \( y_2 = -cy_1 \), while that of \( \ell = 3 \) implies \( y_2 x_2 = 0 \). If \( y_2 = 0 \), then also \( y_1 = 0 \) and the solution becomes trivial, thus it follows that \( x_2 = 0 \). The system (D.1) then reduces to

\[
(1 - \pi) \sum_{\alpha_2, \beta_2} \frac{(-cy_1)^{\alpha_2} y_3^{\beta_2}}{2^{\alpha_2+\beta_2} \alpha_2! \beta_2!} + \pi \sum_{\alpha_2} \frac{y_1^{\alpha_2}}{2\alpha_2!} = 0, \quad \ell = 1, \ldots, r.
\]

By definition of the ranges in the above summations, both summations are empty when \( \ell \) is an odd integer. When \( \ell \) is even, the above display reduces to

\[
(1 - \pi) \sum_{\alpha_2=1}^{\ell/2} \frac{(-cy_1)^{\alpha_2} y_3^{\ell/2-\alpha_2}}{2^{\ell/2+\alpha_2} \alpha_2! (\ell/2 - \alpha_2)!} + \pi \frac{y_1^{\ell/2}}{2^{\ell/2}(\ell/2)!} = 0, \quad \ell/2 = 1, \ldots, \lfloor r/2 \rfloor.
\]

Taking \( \ell = 4 \) implies \( y_3 = -(1+c)y_1/2c \), thus we have the further reduction

\[
(1 - \pi) \sum_{\alpha_2=1}^{\ell/2} \frac{(-c)^{\alpha_2} (1+c)^{\ell/2-\alpha_2} y_1^{\ell/2}}{2^{\ell/2+\alpha_2} \alpha_2! (\ell/2 - \alpha_2)!} + \pi \frac{y_1^{\ell/2}}{2^{\ell/2}(\ell/2)!} = 0, \quad \ell/2 = 1, \ldots, \lfloor r/2 \rfloor.
\]
Since $y_1 \neq 0$, the above display no longer depends on the variables $x_1, x_2, y_1, y_2, y_3$, and reduces to

$$(1 - \pi) \sum_{\alpha_2 = 1}^{\ell/2} \left( \frac{(-1+\pi)^{\ell/2-\alpha_2} \ell^{\ell/2}}{\alpha_2! (\ell/2 - \alpha_2)!} \right) + \pi \frac{1}{(\ell/2)!} = 0, \quad \ell/2 = 1, \ldots, [r/2].$$

It can be seen by direct verification that the above display does not hold when $\ell = 6$ provided $\pi \neq 1/2$. Therefore, there exists no non-trivial solution to the asymmetric system with $r = 6$ when $x_1 = 0$. In what follows, we will therefore assume $x_1 \neq 0$, and show that the system continues to have no solution for $r = 6$ for a range of values of $\pi$.

Fix $x_1 \neq 0$. Since each equation of the asymmetric system (2.2) may be divided by $x_1^{\ell_1}$, leading to the system

$$(1 - \pi) \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2} \frac{\epsilon^{\alpha_1} (c + 1)^{\beta_1} (-1)^{\alpha_1} \bar{x}_2^{\beta_1} y_2^{\alpha_2} y_3^{\beta_2}}{2^{\alpha_2 + \beta_2} \alpha_1! \alpha_2! \beta_1! \beta_2!} + \pi \sum_{\alpha_1, \alpha_2} \frac{1}{2^{\alpha_2}} \frac{y_1^{\alpha_2}}{\alpha_1! \alpha_2!} = 0, \quad \ell = 1, \ldots, 6,$$

(E.2)

where $\bar{x}_2 = x_2/x_1$ and $\bar{y}_j = y_j/x_1^2$ for $j = 1, 2, 3$. We compute a reduced Gröbner basis of the above polynomials over $\mathbb{C}$, in the Mathematica programming language (Wolfram 1999), for $\pi \in \{i/100 : 1 \leq i \leq 49, i \in \mathbb{N}\}$. For all such values of $\pi$, we obtain the Gröbner basis $\{1\}$. It follows that the system of equations (E.2) does not admit any solution for these values of $\pi$. Together with the result of Proposition 2.2, we conclude $\bar{r}_{\text{asym}}(\pi) = 6$ for all $\pi \in \{i/100 : 1 \leq i \leq 49, i \in \mathbb{N}\}$.

### E Numerical Supplement

#### E.1 Simulation Specifications

In this Appendix, we provide additional details for the numerical experiments in Section 3.

The specific form of the EM algorithm for model (1.1) is straightforward to derive, and is summarized in Algorithm 1. In our experiments, we use the convergence criterion $\epsilon = 10^{-8}$, and we halted the EM algorithm if its number of iterations exceeded $T = 2,000$.

Since the purpose of our simulations is to illustrate the theoretical rate of convergence of the parameters in location-scale Gaussian mixtures, we initialize the EM algorithm based on the true parameter values. Specifically, we initialize the location and scale parameters respectively by uniformly sampling from the intervals $[\theta_n - n^{-1/14}, \theta_n + n^{-1/14}]$ and $[v_{j,n} - n^{-1/7}, v_{j,n} + n^{-1/7}]$ for $j = 1, 2$. Here $\theta_n, v_{1,n}, v_{2,n}$ denote the true parameters under each of Models 1 and 2. For each replication in our simulations, we run the EM algorithm five times with distinct starting values of this form, and retain the fitted solution which achieved the highest likelihood.

See https://github.com/tmanole/Gaussian-mixture-twocomp.
Algorithm 1: EM Algorithm for Model (1.1)

**Input:** Sample $Y_1, \ldots, Y_n$; Starting values $\eta_n^{(0)} = (\theta_n^{(0)}, v_{1,n}^{(0)}, v_{2,n}^{(0)})$; Mixing proportion $\pi \in (0, 1/2)$

**Output:** Approximate maximum likelihood estimate of $\eta_n$

$t \leftarrow 0$; $c \leftarrow \pi/(1 - \pi)$

while $|\ell_n(\eta_n^{(t)}) - \ell_n(\eta_n^{(t+1)})| > \epsilon$ do

1. Let
   \[
   w_i^{(t)} \leftarrow \frac{\pi f(Y_i; -\theta_n^{(t)}, v_{1,n}^{(t)})}{\pi f(Y_i; -\theta_n^{(t)}, v_{1,n}^{(t)}) + (1 - \pi)f(Y_i; c\theta_n^{(t)}, v_{2,n}^{(t)})}, \quad i = 1, \ldots, n.
   \]

2. Update $\theta_n^{(t)}$,
   \[
   \theta_n^{(t+1)} \leftarrow \frac{1}{cn + (1 - c)\sum_{i=1}^n w_i} \sum_{i=1}^n \left[ c(1 - w_i^{(t)})Y_i - w_i^{(t)}Y_i \right]
   \]

3. Update $v_{1,n}^{(t)}$,
   \[
   v_{1,n}^{(t+1)} \leftarrow \frac{1}{\sum_{i=1}^n w_i^{(t)}} \sum_{i=1}^n w_i \left( Y_i + \theta_n^{(t+1)} \right)^2.
   \]

4. Update $v_{2,n}^{(t)}$,
   \[
   v_{2,n}^{(t+1)} \leftarrow \frac{1}{n - \sum_{i=1}^n w_i^{(t)}} \sum_{i=1}^n \left( 1 - w_i^{(t)} \right) \left( Y_i - c\theta_n \right)^2.
   \]

1. Update $Y_j^{(t)}$ and $b_j^{(t)}$ for $1 \leq j \leq m$:
   if $t \geq T$ then
     break
   end if
   $t \leftarrow t + 1$
end while
E.2 Additional Simulation Results

We now provide two additional simulation results in the symmetric regime. In Figure E.1(a), we report the result of Model A from Section 3 under $\pi = 1/2$. Furthermore, in Figure E.1(b), we report the results under the following distinct parameter setting

**Model S’**: $\theta_n = n^{-1/8}$, $v_{1,n} = 1 + n^{-1/4}/3$, $v_{2,n} = 1 + n^{-1/4}/6$.

It can be seen that these parameter settings respectively achieve the approximate $n^{-1/4}$ and $n^{-1/6}$ empirical rates of convergence.

**Figure E.1.** Log-log scale plots for the simulation results under Model A with $\pi = 1/2$ and under Model S’. For each model and sample size, the MLE $\hat{\eta}_n$ is computed on 10 independent samples, and its average distance from $\eta_n$ is plotted with error bars representing one empirical standard deviation.