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Abstract
Nonlinear perturbations of Fuchsian systems are studied in regions including two singularities. Such systems are not necessarily analytically equivalent to their linear part (they are not linearizable). Nevertheless, it is shown that in the case when the linear part has commuting monodromy, and the eigenvalues have positive real parts, there exists a unique correction function of the nonlinear part so that the corrected system becomes analytically linearizable.
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1. Introduction

1.1. Setting

The paper studies linearization criteria of nonlinear perturbations of Fuchsian systems of the form

\[ \mathcal{E}[f]: \frac{du}{dx} = M(x)u + \frac{1}{x^2 - 1}f(x, u) \quad (w \in \mathbb{C}^d, \ x \in \mathbb{C}). \]  

(Systems (1) are denoted by \( \mathcal{E}[f] \) to distinguish among them by their nonlinear part.)

The linear part

\[ \mathcal{E}[0]: \frac{dw}{dx} = M(x)w \quad (w \in \mathbb{C}^d, \ x \in \mathbb{C}) \]  

is assumed to be a Fuchsian system with three singularities in the extended complex domain. Their location can be arbitrarily placed using a rational linear transformation, and in this paper we assume they are located at \( x = 1, x = -1 \) and \( \infty \), therefore

\[ M(x) = \frac{1}{x - 1}A + \frac{1}{x + 1}B \quad A, B \in \mathcal{M}_d(\mathbb{C}). \]  

It is assumed that the matrices \( A \) and \( B \) commute, and formal linearization results are obtained; convergence is proved under the supplementary assumption that the eigenvalues of \( A, B \) have positive real parts.
The function \( f(x, u) \) collects the nonlinear terms in \( u \): it has a zero of order two at \( u = 0 \) and \( f(x, u) \) is analytic for \( x \) in a simply connected domain \( D \ni \{ \pm 1 \} \) (which will be assumed large enough) and for \( u \in \mathbb{C}^d, |u| < R \) (for some \( R > 0 \)).

Note that the nonlinear term, \( \frac{1}{2} f(x, u) \), is therefore allowed to have at most simple poles at the singularities \( x = \pm 1 \) of \( M(x) \).

Denote also
\[
Q(x) = x^2 - 1.
\] (4)

1.2. Motivation

The problem of linearization and the more general, of equivalence, are fundamental in the theory of differential equations, and for many applications and many classes of problems can be reduced to systems of the form (1)—see [1] for references.

The case when the domain \( D \) contains just one singular point of \( M(x) \) was studied in [2]: such generic systems are linearizable (see section A.1 for details).

When the domain contains two singularities conditions for formal linearizability of (1), (3) were found in [1], under polynomiality assumptions on the nonlinear part, and not requiring commuting monodromy.

This paper shows analytic linearization of canonically corrected systems for the general analytic nonlinear part, in the case of commuting monodromy, and positive real parts of eigenvalues of \( A \) and \( B \).

1.3. Existence of formal corrections and formal normal forms: results proved in [1]

1.3.1. Assumptions.

(a) The function \( f(x, u) \), which collects the nonlinear terms, has a zero of order two at \( u = 0 \), and is analytic for \( x \) in the simply connected domain \( D \ni \{ \pm 1 \} \) and for \( u \in \mathbb{C}^d, |u| < R \).

(b) The eigenvalues \( a = (a_1, \ldots, a_d) \) of \( A \), and respectively \( b = (b_1, \ldots, b_d) \) of \( B \), satisfy the Diophantine condition: there exist \( C, v > 0 \) so that
\[
|n \cdot a + l - a_i| > C (|n| + |l|)^{-v} \quad \text{and} \quad |n \cdot b + l - b_s| > C (|n| + |l|)^{-v}
\] (5)
for all \( l \in \mathbb{N}, s \in \{1, \ldots, d\} \), and \( n \in \mathbb{N}^d \) with \( |n| \geq 2 \), with the notation
\[
n = (n_1 \ldots n_d), \quad n \cdot a = n_1 a_1 + \cdots + n_d a_d, \quad |n| = n_1 + \cdots + n_d.
\]

(c) No eigenvalue of \( A \), or of \( B \), is an integer: \( a_i, b_i \not\in \mathbb{Z}, i = 1, \ldots, d \).

(d) The eigenvalues \( \lambda_1, \ldots, \lambda_d \) of the matrix \( A + B \) satisfy the following nonresonance condition:
\[
k + n \cdot \lambda - \lambda_j \neq 0 \quad \text{for all} \quad n \in \mathbb{N}^d, k \in \mathbb{N}, j = 1, \ldots, d.
\] (6)

1.3.2. Obstructions to linearization and formal correction. The following result was proved in [1]. Note that there are no commutativity assumptions on \( A \) and \( B \).

**Theorem 1.** Consider the system (1) under the assumptions of section 1.3.1.

Assume that the nonlinear part is of polynomial type in \( x \), in the sense that
\[
f(x, u) = \sum_{|m| \geq 2} f_m(x) u^m \quad \text{with} \quad f_m(x) \text{ polynomials}
\] (7)
with the usual notation
\[
u^m = u_1^{m_1} u_2^{m_2} \cdots u_d^{m_d} \quad \text{for} \quad u = (u_1, u_2, \ldots, u_d) \in \mathbb{C}^d, \quad m \in \mathbb{N}^d.
\]
Then there exists a unique correction $\phi(u)$ of $f(x, u)$ as a formal series

$$\phi(u) = \sum_{|n| \geq 2} \phi_n u^n,$$  \hfill (8)

so that the correction $\mathcal{E}[f - \phi]$ of $\mathcal{E}[f]$:

$$\mathcal{E}[f - \phi] : \frac{du}{dx} = \left( \frac{1}{x - 1} A + \frac{1}{x + 1} B \right) u + \frac{1}{x^2 - 1} [f(x, u) - \phi(u)]$$  \hfill (9)

is linearizable by a formal series transformation

$$u = H(x, w) = w + \sum_{|n| \geq 2} h_m(x) w^m,$$  \hfill (10)

where $h_m(x)$ are functions analytic on $D$ (in fact, they are polynomials).

Note that the coefficients $\phi_n, n \in \mathbb{N}^d, |n| \geq 2$ represent the obstructions to linearization, in the sense that the equation $\mathcal{E}[f]$ is linearizable if and only if all $\phi_n$ are zero.

1.3.3. Remark. Obviously, formal linearization is a necessary condition for analytic linearization.

2. Main results

While the assumptions of section 1.3.1 are essential for the results of theorem 1 to hold, it is natural to expect that condition (7) that $f$ be of polynomial type in $x$ to be generalizable to holomorphic functions of $x$. It is also to be expected that the series (8) and (10) converge if the eigenvalues of $A + B$ are not 'too close to resonance' (see (6)).

This paper considers the case when the matrices $A$ and $B$ commute, and when their eigenvalues have positive real parts. Under these assumptions there are no polynomiality assumptions on the nonlinear part $f$, which can be any holomorphic function (on a domain large enough). It is shown that a unique formal correction $\phi(u)$ still exists for functions $f(x, u)$ analytic in $x$—theorem 2, and furthermore, that the linearization series (10), and the series (8), converge, hence we have analytic linearization—theorem 3.

2.1. Setting

Consider the equation $\mathcal{E}[f]$ given by (1), (3) under the assumptions of section 1.3.1.

Furthermore, it is assumed that $A$ and $B$ are simultaneously diagonalizable:

$$A = \text{diag}(a_1, \ldots, a_d), \quad B = \text{diag}(b_1, \ldots, b_d).$$  \hfill (11)

Theorem 3 is proved under the additional assumption

$$\forall a_j > 0, \quad \forall b_j > 0 \quad \text{for all } j = 1, \ldots, d.$$  \hfill (12)

2.2. Obstructions to linearization—equations with analytic nonlinear terms

**Theorem 2.** Consider equation $\mathcal{E}[f]$ given by (1), (3) under the assumptions of section 2.1. Let $f$ be holomorphic for $x \in D$ and $|u| < R$.

Then there exists a unique 'correction' $\phi(u)$ of $f(x, u)$ as a formal series (8) so that the 'corrected' equation $\mathcal{E}[f - \phi]$—see (9)—is linearizable by a formal series (10) with coefficients $h_m(x)$ holomorphic on $D$. 

2.3. Analytic linearization

Theorem 3 shows that the series in theorem 2 converge, therefore any nonlinear term $f$ can be corrected to an analytic function so that the resulting equation is analytically linearizable.

2.3.1. The numbers $c$ and $\rho_{\text{min}}$. These quantities are used in the statement of theorem 3 to define a domain $D$ (where the nonlinear term will be required to be analytic) and are defined as follows. Denote

$$c_m = \frac{(m/n) \cdot (b-a)}{(m/n) \cdot (b+a)} \quad \text{for } m \in \mathbb{N}^d, \quad n = |m| \geq 2. \quad (13)$$

The set of all points $c_m$ given by (13) belongs to a compact set $K$:

$$K = \left\{ g(t) = \frac{t \cdot (b-a)}{t \cdot (b+a)}; t \in [0, 1]^d, |t| = 1 \right\}. \quad (14)$$

(In fact the boundary of $K$ consists of arcs of the circles $g(t)$ obtained for $t$ having only two nonzero coordinates.)

Let $c \in K$ and let $\rho_{\text{min}}$ be the positive and large enough so that the disc $|x - c| < \rho_{\text{min}}$ contains the points $-1, 1$ and the set $K$.

2.3.2. Analytic linearization theorem.

Theorem 3. Consider the system (1), (3) under the assumptions of section 2.1. Let $c$ and $\rho_{\text{min}}$ as in section 2.3.1.

Assume that the nonlinear part $f(x, u)$ is holomorphic for $|u| < R_0$ and $x$ in a disc $|x - c| < \rho_0$ where $\rho_0 > \rho_{\text{min}}$.

Then the series (8) and (10) converge in a subdomain $|u| < R_e$ and $|x - c| < \rho_e$ ($\rho_{\text{min}} < \rho_e < \rho_0$, $0 < R_e < R_0$).

Furthermore, $\rho_e$ can be made arbitrarily close to $\rho_0$ if $R_e$ is small enough.

2.3.3. Comments regarding the proofs.

(i) The proof of theorem 1 in [1], which is done under polynomiality assumptions of the nonlinear terms, relies on an algebraic structure: the terms are expanded in a base of polynomials in $x$ satisfying a generalized Rodrigues formula. Under the additional commutativity assumption of this paper, these special polynomials are Jacobi polynomials (see also [3]).

The natural approach to proving theorem 3 seems to be by expansions in Jacobi series in the variable $x$, on an elliptic domain $D$ with foci at $x = \pm 1$, see [4], and condition (12) could be replaced by a Diophantine condition in (6). However, some technical results needed for estimates are not available yet, or at least, are not known to the author. The proof of convergence is done here using estimates on a disc $D$ by saddle point and Laplace’s method, section 3.2.2. To avoid small denominator problems a rapidly convergent iteration is used in the proof. The estimates of sections 3.2.3–3.2.7 follow the line in [5] section 28. Additional refinements were needed in the proof of convergence of the correction (8) in section 3.2.8.

(ii) The fact that a formally corrected system which is formally linearizable turns out to be analytically linearizable under the positivity assumption (12) is a result in the spirit of the Poincaré–Dulac theorem (see e.g., [5]). It should be noted that this theorem cannot be used in the present context because after subtracting the formal correction $\phi(u)$ the equation is only presented as a formal series, hence not known to be analytic. The convergence of both the linearization map and of the correction series is proved here simultaneously.
3. Proofs

3.1. Proof of theorem 2

3.1.1. Obstructions to linearization. Section 3.1.1 contains the first steps in the proof. They follow [1] and are reproduced here for completeness.

If a map (10), \( u = H(x, w) = w + h(x, w) \), is a linearization map of (1) then it satisfies the nonlinear partial differential equation

\[
\partial_x h + d_w h M w - M h = \frac{1}{x^2 - 1} \left[ f(x, w + h) - \phi(w + h) \right],
\]

where \( M \) is given by (3).

Denote by \( h_n \) the homogeneous part of degree \( n \) of the function \( h(x, w) \)

\[
h_n(x, w) = \sum_{|m|=n} h_m(x) w^m
\]

and use a similar notation for other functions (\( f(x, w) \) etc). Expanding in power series in \( w \) equation (14) yields a recursive system for \( h_n \):

\[
\partial_x h_n + d_w h_n M w - M h_n = \frac{1}{x^2 - 1} R_n(x, w) \quad (n \geq 2),
\]

where

\[
R_n = f_n - \phi_n + \tilde{R}_n
\]

with \( \tilde{R}_n \) a polynomial in \( \phi_m, h_m, f_m \) with \( |m| < n \).

Denote by \( Y(x) \) a fundamental matrix for the linear part: \( Y' = MY \). Using the variation of parameters formula for a linear nonhomogeneous equation, and choosing the solution which is not branched at \( x = -1 \) we obtain

\[
h_n(x, w) = Y(x) \int_{-1}^{x} Q(t)^{-1} Y(t)^{-1} R_n(t, Y(t)Y(x)^{-1}w) \, dt
\]

is a particular solution of (16), and this solution is analytic at \( x = -1 \) (see the appendix, section A.2 for details).

Rewriting (18) as

\[
h_n(x, w) = Y(x) \int_{-1}^{x} Q(t)^{-1} Y(t)^{-1} R_n \, dt + Y(x) \int_{-1}^{x} Q(t)^{-1} R_n \, dt,
\]

the last term of (19) is the unique linearization map of (1) which is analytic at \( x = 1 \).

Then the linearization map \( h \) is analytic at both \( x = 1 \) and \( x = -1 \) if and only if the first term on the right-hand side of (19) vanishes:

\[
\int_{-1}^{1} Q(t)^{-1} Y(t)^{-1} R_n(t, Y(t)Y(x)^{-1}w) \, dt = 0 \quad \text{for all } w \in \mathbb{C}^d, \quad n \geq 2.
\]

Formulae (20) show the obstructions to linearization: there is, for every \( m \in \mathbb{N}^d, |m| \geq 2 \), one numerical condition (vector-valued in \( \mathbb{C}^d \)).

3.1.2. Existence of the correction \( \phi(u) \). Using (17) in (20), we obtain recursively for \( n \geq 2 \) equations for \( \phi_n(w) \) of the form

\[
\int_{-1}^{1} Q(t)^{-1} Y(t)^{-1} \phi_n(Y(t)Y(x)^{-1}w) \, dt = F_n(x, w),
\]
where $F_n(x, w)$ are homogeneous polynomials in $w$ degree $n$, with coefficients vector-valued functions, analytic in $x$ on $D$.

The matrices $A$ and $B$ being given by (11), then $Y(x)$ is the diagonal matrix:

$$Y(x) = \text{diag } [y_1(x), \ldots, y_d(x)]$$

where $y_j(x) = (x - 1)^{a_j} (x + 1)^{b_j}$ and (21) becomes

$$\sum_{|m|=n} \frac{1}{y(x)^m} \int_{-1}^{1} (t-1)^{m\cdot a - 1} (t+1)^{m\cdot b - 1} Y(t)^{-1} \, dt \, \phi_m w^m = \sum_{|m|=0} F_m(x) w^m. \quad (22)$$

Equation (22) is a linear system for $\{\phi_m\}_{|m|=n}$. The left-hand side of (22) is a diagonal linear operator having as entries Eulerian integrals of the first kind

$$\int_{-1}^{1} (t-1)^{\alpha_{m,j} - 1} (t+1)^{\beta_{m,j} - 1} \, dt = \frac{(-1)^{\alpha_{m,j} - 1} 2^{\alpha_{m,j} - \frac{1}{2}} \Gamma(\alpha_{m,j})}{\Gamma(p+q)}.$$

Therefore equation (22) has a unique solution if the nonresonance condition (6) is satisfied, and theorem 2 is proved. \(\square\)

### 3.2. Proof of theorem 3

The proof is written in dimension one, for simplicity of notation. The only (minor) difference for dimension $d > 1$ is mentioned in section 3.2.9.

#### 3.2.1. Initial steps

Note that in view of theorem 2 it can be assumed that $f_n = 0$ for $2 \leq n < N$ for any chosen $N > 2$. It follows that also $\phi_n = 0$ and $h_n = 0$ for $n < N$.

#### 3.2.2. The functionals $\Phi_n$ and the operators $J_n$

We will consider $\rho$ in a closed interval $I = [\rho_{\min}, \rho_0]$ and $\delta \in (0, 1/2)$.

Let $c = \frac{b-a}{b-a}$. Denote $D_\rho = \{x \in \mathbb{C}; |x-c| < \rho\}$. Let $B_\rho$ be the Banach space of functions analytic on $D_\rho$, continuous on $\overline{D_\rho}$, with the sup norm:

$$\|F\| = \sup_{x \in D_\rho} |F(x)|.$$

Denote for simplicity the sup-norm on $B_{\rho^{1-\delta}}$ by $\|\cdot\|_{\delta}$:

$$\|F\|_{\delta} = \sup_{x \in D_{\rho^{1-\delta}}} |F(x)|.$$

Note that using a Cauchy integral formula (see also remark 3) we have

$$\|F\|_{\delta} \leq \frac{\|F\|}{\rho (1 - e^{-\delta})} \leq \frac{2}{\rho_0} \|F\|. \quad (24)$$

Let $n \geq 1$. For $F \in B_{\rho}$ define the linear functionals

$$\Phi_{n+1}[F] = \frac{2^{1-n(a+b)}}{B(na, nb)} \int_{-1}^{1} (1-t)^{na-1}(1+t)^{nb-1} F(t) \, dt \quad (25)$$

and the linear operators

$$J_{n+1}[F](z) = (1-z)^{-na}(1+z)^{-nb} \int_{-1}^{1} (1-t)^{na-1}(1+t)^{nb-1} (F(t) - \Phi_{n+1}[F]) \, dt. \quad (26)$$
where $\Phi_{n+1}[F]$ is given by (25) and therefore $J_{n+1}[F]$ is a function analytic at both endpoints $z = \pm 1$ (see sections 3.1.1 and 3.1.2).

Note that

$$\Phi_{n}[1] = 1, \quad J_{n}[1] = 0, \quad \Phi_{n}[x - c] = 0, \quad J_{n+1}[x - c] = -\frac{1}{n(a + b)}.$$  \hfill (27)

Denote

$$F(x) = \sum_{k \geq 0} F_k(x - c)^k = F_0 + (x - c)F_1 + \tilde{F}(x).$$  \hfill (28)

**Lemma 4.** If $F \in \mathcal{B}_\rho$ then

$$\Phi_{n+1}[F] = F(c) + \frac{1}{n+1} \Phi_{n+1}[\tilde{F}]$$

with

$$|\tilde{\Phi}_{n+1}[\tilde{F}]| \leq \text{const} \max \{ \|F\|, \|F'\| \},$$  \hfill (29)

where the constant is independent of $\rho \in I.$

**Lemma 5.** If $F \in \mathcal{B}_\rho$ then $J_{n+1}[F] \in \mathcal{B}_{p_{\rho^{-}}} \text{ and}$

$$J_{n+1}[F] = -\frac{1}{n(a + b)} \frac{F(x) - F(c)}{x - c} + \frac{1}{n^2} \tilde{J}_{n+1}[\tilde{F}]$$

with

$$\left\|\tilde{J}_{n}[\tilde{F}](x)\right\|_{\delta/2} \leq \text{const} \max \{ \|F\|, \|F'\| \},$$  \hfill (30)

where the constant is independent of $\rho \in I$ and $\delta \in (0, \frac{1}{2}).$

In particular,

$$\|\tilde{J}_{n}[\tilde{F}]\|_{\delta} \leq \text{const} \delta^{-1} \|F\|.$$  \hfill (31)

**Corollary 6.** The operators $J_n$ satisfy the estimates

$$\left\|J_{n+1}[F]\right\|_{\delta} \leq \text{const} \frac{1}{n} \delta^{-1} \|F\|$$  \hfill (31)

with the constant not depending on $\delta$ or $\rho$ for all $\rho \in I$ and $\delta \in (0, \frac{1}{2}).$

**Proof.** The proofs of lemma 4 and lemma 5, respectively, are done by finding the asymptotic behaviour of the integrals for large $n.$

**I. The lines of steepest ascent.**

Consider the function

$$g(x) = a \ln(1 - x) + b \ln(1 + x), \quad x \in D_\rho.$$  \hfill (32)

The function $\Re g(x)$ has a saddle point at $x = c$. The stable manifold intersects the real line at $c_0 = \frac{\frac{b}{a} - a}{\frac{b}{a} + b}$. To the left of the stable manifold steepest descent lines wind towards $x = -1,$ while to the right of this manifold they wind towards $x = 1.$

A straightforward calculation shows that, for any $z,$ $\Re g(x)$ is increasing on the segment $[-1, z]$ (steepest ascent) if this segment does not intersect the disc $C_-$ bounded by the circle passing through the points $1,$ $c_0$ and $c.$
Similarly, \( g(x) \) is increasing on the segment \([1, z]\) (steep ascent) if this segment does not intersect the disc \( C_+ \) bounded by the circle through the points \(-1, c_0 \) and \( c \).

II. Proof of lemma 4.

To obtain the behaviour of the integral for large \( n \) the path of integration in (25) must be taken to pass through \( c \), along the unstable manifold. The saddle-point method (see, e.g. [6]) gives

\[
\Phi_{n+1}[F] \sim \frac{2^{1-\alpha(b+\epsilon)}}{B(na, nb)} e^{g(c)} F(c) \int_{-\infty}^{\infty} e^{g''(c)/2s} ds \quad \text{as } n \to \infty
\]

and lemma 4 follows by direct calculation and standard estimates of the remainder.

III. Proof of lemma 5.

It was shown that the maximum modulus of \((1-x)^a(1+x)^b\) is attained for \( x = z \) for any \( z \notin C_- \cap C_+ \). (Note that if \( c_0 = c \) these discs are tangent. This happens for, e.g. \( a = b \), or \( a, b > 0 \).)

For \( z \in C_- \cap C_+ \) consider the following path of integration in (26), described here in the opposite direction: the line of steepest descent through \( z \) until this line exits \( C_- \cap C_+ \), followed by a segment to \(-1\) (steep descent) if \( z \) is on the left side of the unstable manifold, or on a segment to \( 1 \), if \( z \) lies to the right of this manifold. Then, also in this case the maximum modulus of \((1-x)^a(1+x)^b\) is attained at \( x = z \).

Therefore in all cases the Laplace method yields

\[
J_{n+1}[F](z) \sim e^{-ng(z)} \int_{z}^{c} e^{ng(z)+ng''(z)(t-z)} F(z) F(c) 1-z^2 dt \quad \text{as } n \to \infty
\]

and lemma 5 follows by direct calculation and standard estimates of the remainder. \(\square\)

3.2.3. The homological equation. The dominant part of (14) is

\[
\partial_x h + d_{wh} M w = M h + \frac{1}{1-x^2} (f(x, w) - \Phi[f](w)) , \tag{33}
\]

where \( \Phi[f](w) \) is the unique power series for which equation (33) has a solution \( h \) as a power series in \( w \) with coefficients analytic in \( x \):

\[
\Phi[f](w) = \sum_{n \geq 2} \Phi[f]_n w^n \quad \text{where } \Phi[f]_n = \Phi_n[f_0].
\]

If \( h \) satisfies (33) then the map \( u = H(x, w) = w + h(x, w) \) is an equivalence map between the equations

\[
u' = M(x)u + \frac{f(x, u) - \Phi[f](u)}{1-x^2}
\]

and

\[
w' = M(x)u + \mathcal{R}[f](x, w) \frac{1}{1-x^2} ,
\]

where

\[
\mathcal{R}[f](x, w) = (1 + d_{wh})^{-1} \mathcal{R}_0[f](x, w) \tag{34}
\]

with

\[
\mathcal{R}_0[f](x, w) = f(x, w + h) - f(x, w) - \Phi[f](w + h) + \Phi[f](w). \tag{35}
\]

Expanding in power series in \( w \) equation (33) gives

\[
(1-x^2)h_{n+1}(x) + (n-1)(b-a) - (b+a)x) h_n(x) = f_n - \Phi[f]_n, \quad n \geq 2 \tag{36}
\]

with the solution

\[
h_n = J_n[f_0] \quad \text{and } \quad \Phi[f]_n = \Phi_n[f_0] \tag{37}
\]

(see (26), (25)).
3.2.4. Estimates on the solution of the homological equation. Let $\rho \in I$, $R > 0$, $\delta \in (0, \frac{1}{2})$. Denote by $\Pi$ the Banach space of functions $f(x, w)$ analytic on the polydisc
\[ \Delta_{\rho, R} = \{(x, w); \ |x - c| < \rho, \ |w| < R\} \]
and continuous up to the boundary, with the sup-norm, denoted $\|\|$.

Let $\Delta_\delta = \Delta_{\rho e^{-\delta}, R e^{-\delta}}$ and let $\Pi_\delta$ be the space of functions analytic on the polydisc $\Delta_\delta$, continuous up to the boundary; the sup-norm on this space is denoted by $\|\|_\delta$.

For $f \in \Pi$ having a zero of order 2 at $w = 0$ we have
\[ f(x, w) = \sum_{n \geq 2} f_n(x) w^n = \sum_{n \geq 2, k \geq 0} f_{n, k} w^n (x - c)^k \]
with
\[ |f_{n, k}| \leq \|f\| R^{-n} \rho^{-k}, \quad \sup_{D_\rho} |f_n(x)| \leq \|f\| R^{-n}. \]

By (37) we have
\[ \Phi[f](w) = \sum_{n \geq 2} \Phi_n[f_n] w^n \quad h(x, w) = \sum_{n \geq 2} h_n[f_n](x) w^n. \]

**Lemma 7.** If $f \in \Pi$ the series (40) converge absolutely on $\Pi_\delta$ and the sums satisfy the estimates
\[ \|\Phi[f](w)\|_\delta \leq c_1 \delta^{-2} \|f\| \]
and
\[ \|h\|_\delta \leq c_2 \delta^{-2} \|f\| \]
with the constants $c_1, c_2$ independent of $\rho \in I$ and $\delta \in (0, \frac{1}{2})$.

**Proof of lemma 7.** By lemma 4 and (39), we have
\[ \|\Phi[f](w)\|_\delta = \left\| \sum_{n \geq 2} \left(f_n(c) + \frac{1}{n} \Phi_n[f_n] \right) w^n \right\|_\delta \]
\[ \leq \left[ \sum_{n \geq 2} \left(1 + \frac{c_5}{n} \delta^{-1}\right) e^{-n\delta} \right] \|f\| < c_1 \delta^{-2} \|f\|. \]

The estimate (42) follows directly from (31), (39), (37).

Denote by $\Pi^0$ the functions $f \in \Pi$ with $f(x, 0) = 0$ and let
\[ \|f\|_0 = \sup_{\Delta_{\rho, R}} \frac{|f(x, w)|}{|w|}. \]

Note that
\[ \frac{1}{R} \|f\| \leq \|f\|_0, \quad |f_{n, k}| \leq \|f\|_0 R^{-n+1}, \quad \sup_{D_\rho} |f_n(x)| \leq \|f\|_0 R^{-n+1}. \]

**Remark 1.** For $f \in \Pi^0$ we have
\[ \|f\|_\delta \leq \delta^{-2} R \|f\|_0. \]

This estimate is obtained using (39) and (44).
Remark 2. For $f \in \Pi^0$, lemma 7 holds in $\| \|$, namely
\[ \| h \|_0^0 \leq c_2 \delta^{-2} \| f \|_0^0. \]
The proof follows the same steps as the proof of lemma 7.

Remark 3. Let $0 < R_1 < R_2$. A standard Cauchy estimate and (44) shows that if $\phi(w)$ is a function analytic for $|w| < R_2$, continuous for $|w| \leq R_2$, with a zero of order two at $w = 0$ then
\[ \max_{|w| \leq R_1} |d_w \phi| \leq \frac{1}{1 - R_1/R_2} \max_{|w| \leq R_2} |\phi(w)|. \]

Lemma 8. There exists a constant $\kappa > 2$ such that for any numbers $\beta \geq 4$ and $\delta \in (0, \kappa^{-1})$ the following estimate holds: if $\| f \|_0^0 \leq \delta^\beta$ then
\[ \| d_w h \|_3 \leq \kappa \delta \]
and
\[ \| (1 + d_w h)^{-1} \|_3 \leq c_3. \]

Proof. Using remarks 2 and 3 we have
\[ \| d_w h \|_3 \leq \frac{1}{1 - e^{-\delta/2}} \| h \|_3^0 \leq \frac{c_2 \delta^{-2}}{1 - e^{-\delta/2}} \| f \|_0^0 \leq c_2' \delta^{-3} \| f \|_0^0 \leq c_2' \delta^{-3} \leq \kappa \delta. \]
Let $\kappa \geq 2$ be large enough so that $c_2' \equiv c_4 \kappa^{-1} < 1$. Then for $\delta \in (0, \kappa^{-1})$ we have
\[ \| (1 + d_w h)^{-1} \|_3 \leq (1 - \| d_w h \|)^{-1} < (1 - c_2')^{-1} = c_3, \]
which completes the proof of lemma 8.

Lemma 9. There exists a number $\beta_2$ depending only on $c_2$ and $\kappa$ such that for any $\beta \geq \max(\beta_2, 2)$ and for any $\delta \in (0, \kappa^{-1})$ we have: if $\| f \|_0^0 \leq \delta^\beta$ then
\[ \| w + h \|_0^0 \leq R e^{-\delta/2}. \]
In particular, $f(x, w + h(x, w)) \in \Pi^0_3$.

Proof. Using remark 2 we have
\[ \| w + h \|_0^0 \leq R e^{-\delta} (1 + \| h \|_0^0) \leq R e^{-\delta} (1 + c_2 \delta^{-2} \| f \|_0^0) \leq R e^{-\delta} (1 + c_2 \delta^{-2}), \]
which is less than $R e^{-\delta/2}$ if $\beta \geq 3 + \ln(2c_2)/\ln \kappa \equiv \beta_2$.

Corollary 10. If $(x, w) \in \Delta_3$ then
\[ \sup_{(w, w + h)} \left| d_w f(x, \cdot) - d_w \Phi[f] \right| \leq \frac{e^{\delta/4}}{1 - e^{-\delta/4}} \max_{|w| \leq R e^{-\delta/4}} |f(x, \cdot) - \Phi[f]|. \]

Lemma 11. Under the assumptions of lemma 9 we have
\[ \max_{|x - c| \leq \delta^{-1}} \max_{|w| \leq R e^{-\delta/4}} \frac{|f(x, w) - \Phi[f](w)|}{|w|} \leq c_6 \delta^{-2} \| f \|_0^0. \]

Proof. A Taylor series expansion in $w$ and lemma 4 give
\[ \frac{|f(x, w) - \Phi[f](w)|}{|w|} \leq \sum_{n \geq 2} \frac{|f_n(x) - f_n(c)|}{|w|} \leq \frac{1}{n} T_n[f_n] |w|^{-1} \]
\[ \leq \sum_{n \geq 2} \left( |x - c| \sup |f_n'| + \frac{1}{n} T_n[f_n] \right) |w|^{-1} \]
and lemma 11 follows from (42) and remark 1.
Lemma 12. Under the assumptions of lemma 9 the difference (35) satisfies
\[
\|R_0[f]\|_0^0 \leq c_7 \delta^{-5} (\|f\|_0^0)^2.
\]

Proof. We have
\[
R_0[f](x, w) \leq |h(x, w)| \max_{z \in [w; w+h]} |d_c (f(x, z) - \Phi[f](z))|,
\]
\[
\|R_0[f]\|_0^0 \leq \|h\|_2^0 \max_{|x-\nu| \leq \rhoe^{-2}} \max_{|z| \leq \Re^{-\delta/2}} |d_c (f(x, z) - \Phi[f](z))|.
\]

Remark 3 and lemma 11 give
\[
\leq \frac{\|h\|_2^0}{1 - e^{-\delta/4}} \max_{|x-\nu| \leq \rhoe^{-2}} \max_{|z| \leq \Re^{-\delta/4}} |f(x, z) - \Phi[f](z)| \leq \frac{\|h\|_2^0}{1 - e^{-\delta/4}} c_6 \delta^{-2} \|f\|_0^0.
\]

Remark 2 completes the proof. □

Lemma 13. Let \( \kappa \) be as in lemma 8 and assume \( \beta > \max\{\beta_2, 5\} \).

Then there exists \( \kappa_0 > \kappa \) so that if \( \delta \in (0, \kappa_0^{-1}) \) then the remainder (34) satisfies
\[
\|R\|_0^0 \leq \delta^{-6} (\|f\|_0^0)^2.
\]

The proof is immediate using lemmas 9, 8 and 12. □

3.2.5. The sequence of parameters.

1. Choose \( \beta > \max\{\beta_2, 5\} \). Fix \( \rho_1 \in (\rho_{\min}, \rho_0) \subset I \).
2. Choose \( \delta_1 > 0 \) small enough, in the following way.

Define recursively the sequence \( \delta_{k+1} = \delta_k^{3/2} \). Therefore \( \delta_{k+1} = \delta_1^{3/2^k} \).

Define \( R_{k+1} = R_k e^{-\delta_k} \) and \( \rho_{k+1} = \rho_k e^{-\delta_k} \). Therefore \( R_{k+1} = R_1 e^{-\eta_k(\delta_1)} \) where \( \eta_k(\delta_1) = \delta_1 + \delta_1^{3/2} + \delta_1^{3/2^3} + \cdots + \delta_1^{3/2^k} \).

The sequence of continuous functions \( \eta_k \) converges uniformly on the interval \([0, \kappa_0^{-1}] \) to a continuous function \( \eta \), which satisfies \( \eta(0) = 0 \) and \( \eta(\delta_1) > 0 \) for all \( \delta_1 > 0 \).

Choose \( \delta_1 \) small enough so that the following three inequalities hold:
(i) \( \rho_1 e^{-\eta(\delta_1)} > \rho_{\min} \).
(ii) \( e^{-\delta_1} + c_2 \delta_1^4 < 1 \).
(iii) \( c_3 \delta_1 < 1 \).
3. Choose \( \nu \geq \max\{\beta, 6\} \).

Notation. Denote \( \Delta_k = \Delta_{\beta_k R_k} \), and the sup-norm on the polydisc \( \Delta_k \) by \( \| \cdot \|_k \).
4. Choose \( R_1 \) small enough so that the nonlinear term \( f \) of the given equation (1) satisfies
\( \|f\|_1^0 \leq \delta_1^{4} \) (possible since \( f(x, \cdot) \) has a zero of order two at \( w = 0 \)).

3.2.6. The iteration. We construct recursively a sequence of analytic maps.

Let \( f^{[1]} = f \) analytic on \( \Delta_1 \). We determine \( \phi = \phi^{[1]} \) so that equation (33) with \( f = f^{[1]} \) has a solution \( h^{[1]} \) analytic at both \( x = \pm 1 \). From section 3.2.3 the map \( H^{[1]}(x, w) = w + h^{[1]}(x, w) \) is an analytic equivalence map between equation \( \mathcal{E} f^{[1]} \) (see (9) and equation \( \mathcal{E} f^{[2]} \) where \( f^{[2]} = R [f^{[1]}] \) (see (34)). Note that \( f_2^{[2]}(x) = 0 \), in other words, \( f^{[2]}(x, \cdot) \) has a zero of order three at \( w = 0 \).
The construction is continued inductively. The second step produces a function \( \phi^2 \) and a map \( h^2 \) so that \( \mathcal{E}(f^{[2]} - \phi^{[2]}) \) is equivalent to \( \mathcal{E}(f^{[3]}) \) by the analytic map \( H^{[2]}(x, w) = w + h^{[2]}(x, w) \) and so on.

### 3.2.7. Convergence of the sequence of equivalence maps.

Consider the map \( H_k = H^{[1]} \circ H^{[2]} \circ \ldots \circ H^{[k]} \) (where composition is in the \( w \)-variable only).

#### Lemma 14.

(i) \( H^{[k]}(\Delta_{k+1}) \) is relatively compact in \( \Delta_k \).

(ii) \( f^{[k]}, \phi^{[k]} \) are holomorphic on \( \Delta_{k+1} \) and continuous on \( \overline{\Delta_{k+1}} \).

(iii) \( H^{[k]} \) is a biholomorphism from \( \Delta_{k+1} \) onto its image.

**Proof.**

(i) is proved by induction on \( k \). For \( k = 1 \), using (in order) lemma 7, section 3.2.5 points 4 and 3, remark 44, and section 3.2.5 point 2 we obtain that \( |w + h^{[1]}(x, w)| < R_1 \) on \( \Delta_2 \).

The other steps are similar.

(ii) follows by lemmas 7, 9 and 13.

(iii) \( H^{[k]} \) is one-to-one since assuming \( w' + h^{[k]}(x, w') = w'' + h^{[k]}(x, w'') \) it follows that

\[
|w' - w''| = |h^{[k]}(x, w') - h^{[k]}(x, w'')| \leq |w' - w''| \sup_{\Delta_k} |d_w h^{[k]}|,
\]

which, by lemma 8, is less than or equal to \( |w' - w''| c_4 \delta_k \). Since \( c_4 \delta_k < c_4 \delta_0 < c_4 \delta_1 \) by section 3.2.5 point 2, it follows that \( |w' - w''| = 0 \).

Note that all the domains \( \Delta_k \) contain the polydisc \( \Delta_\epsilon \) of radii \( (\rho_1 \epsilon^{-\eta(\delta_k)}, R_1 \epsilon^{-\eta(\delta_k)}) \).

#### Lemma 15.

(i) The sequence \( \{H_k\} \) is Cauchy in the norm \( \|\cdot\|_e^0 \) on \( \Pi_\epsilon^0 \).

(ii) The limit \( H = \lim H_k \) is one-to-one and analytic on \( \Delta_\epsilon \).

**Proof.** Since \( \|f^{[k]}\|_e^0 \leq \delta_\epsilon^0 \) (by section 3.2.5 point 3) we may apply lemma 8 and obtain that \( \|d_w H^{[k]}\|_k \leq c_4 \delta_k \) and therefore

\[
\|d_w H_k\|_k \leq \|1 + d_w h^{[1]}\|_2 \ldots \|1 + d_w h^{[k]}\|_{k+1} \leq (1 + c_4 \delta_1) \ldots (1 + c_4 \delta_k) < e^{c_4 \eta(\delta_k)\delta_\epsilon^0}.
\]

Then

\[
\|H_k - H_{k+1}\|_e^0 = \max \frac{|H^{[k]}(x, w) - H^{[k]}(x, w + h^{[k+1]}(x, w))|}{|w|}
\leq \|d_w H^{[k]}\|_{k+1} \|h^{[k+1]}\|_{\epsilon^0} e^{c_4 \eta(\delta_k) c_2 \delta_{k+1}^2} \|f^{[k+1]}\|_{\epsilon^0} \leq e^{c_4 \eta(\delta_k) c_2 \delta_{k+1}^2}
\]

by remark 2 and (45).

Since the series \( \sum \delta_{k+1}^{\beta-2} \) converges, using remark 1, and noting that all the functions \( H_k(x, \cdot) \) are perturbations of the identity the result follows.
3.2.8. Convergence of the sequence of correction maps.

Remark 4. Suppose the function $f \in \Pi$ has a zero of order (at least) $p$ at $w = 0$: $f_n(x) = 0$ for all $n \leq p - 1$ (see (38)). Then $\phi[f]$ has a zero of order $p$ as well (see (40)), while $h$ and $R[f]$ (see (34)) have a zero of order $2p - 1$.

As a consequence, $f^{[k]}$ and $\Phi^{[k]}$ have a zero of order $2^{k-1} + 1$ for all $k \geq 1$.

A sequence of holomorphic functions $\Psi^{[k]}(x, u)$ converging uniformly to the correction $\phi(u)$ of theorem 2 is now constructed as follows.

Denote by $K^{[n]}$ the $w$-inverse of $H^{[n]}$: $K^{[n]}(x, H^{[n]}(x, w)) = w$.

Let $\Psi^{[1]}$ be the first correction of $f$: $\Psi^{[1]} = \phi^{[1]}$. Note that $\phi^{[1]}(u) = \phi_2 u^2 + O(u^3)$.

The next approximation, $\Psi^{[2]}$, of $\phi$ is obtained as the second correction of $f$: the image of $f^{[2]} - \phi^{[2]}$ through the $w$-inverse of the map $u = H_1(x, w)$ is $f(x, u) - \Psi^{[1]}(x, u)$, where

\[ \Psi^{[2]}(x, u) = \Phi^{[1]}(x, u) + \frac{1}{\partial_w K^{[1]}(x, u)} \Phi^{[2]}(x, K^{[1]}(x, u)) \]

\[ = \Phi^{[1]}(x, u) + \partial_w H^{[1]}(x, K^{[1]}(x, u)) \Phi^{[2]}(x, K^{[1]}(x, u)). \]

In general, the inverse of $u = H_n(x, w)$ takes $f^{[n]} - \phi^{[n]}$ into $f - \Psi^{[n+1]}$, where

\[ \Psi^{[n+1]}(x, u) = \Phi^{[1]}(x, u) + \partial_w H^{[1]}(x, K_1(x, u)) \Phi^{[2]}(x, K_1(x, u)) \]

\[ + \partial_w H^{[2]}(x, K_2(x, u)) \Phi^{[3]}(x, K_2(x, u)) + \ldots \]

\[ + \partial_w H^{[n]}(x, K_n(x, u)) \Phi^{[n+1]}(x, K_n(x, u)), \]

where the following notation was used:

$K_1 = K^{[1]}$, and $K_{j+1}(x, u) = K^{[j+1]}(x, K_j(x, u))$ for $j \geq 1$.

Lemma 16. Consider the Taylor expansion $\Psi^{[n]}(x, u) = \sum_k \Psi^{[n]}_k(x) u^k$.

(i) We have that $\Psi^{[n]}_k(x) \equiv \Psi^{[n]}_k$ do not depend on $x$ for all $k \leq 2^{n-1} + 1$.

(ii) Furthermore, $\Psi^{[n]}_k = \phi_k$ for all $k \leq 2^{n-1} + 1$.

(iii) The Taylor coefficients of the expansions in powers of $w$ of map $H_{n+1}$ and of the map (10) coincide for all powers of $w$ less than or equal to $2^{n-1} + 1$.

Proof.

(i) Follows by induction using remark 4.

(ii) Follows from the fact that the equation $E[f - \Psi^{[n]}]$ is analytically equivalent (through the map $u = H_n(x, w)$) to an equation with the nonlinear term $f^{[n]}$ having a zero of order $2^n + 1$, and the correction is unique.

(iii) Is shown directly by induction. \qed

As a consequence of lemmas 16 and 15 the series (10) converges, and therefore so does (8).

3.2.9. The multidimensional case. In the vector-valued case the series are split by degree of homogeneity, then the proof is similar to the one-dimensional case. A slight change is that in lemmas 4 and 5, which estimate $\Phi_m[F]$ and $J_m[F]$, the saddle points (for large $n$) are given by $c_m$, see (13).
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Appendix

Appendix A.1. Region containing one regular singularity

Consider a nonlinear perturbation of a system with a regular singular point

$$\frac{du}{dx} = \frac{1}{x} L(x)u + \frac{1}{x} f(x, u) \quad u \in \mathbb{C}^d, \quad x \in \mathbb{C},$$

(46)

where $L(x)$ is a matrix analytic at $x = 0$ and the nonlinear term $\frac{1}{x} f(x, u)$ can be allowed to have a first order pole at the singular point $x = 0$.

If the eigenvalues of $L(0)$ are nonresonant, after an analytic change of coordinates it can be assumed that $L(x)$ is constant (see [1] for more details), hence consider

$$\frac{du}{dx} = \frac{1}{x} Lu + \frac{1}{x} f(x, u) \quad u \in \mathbb{C}^d, \quad x \in \mathbb{C}.$$  

(47)

It is assumed that $f(x, u)$ is analytic for $|u| < \rho$ ($\rho > 0$) and $x$ in a domain $D_r$ which is either a disc centred at the origin: $|x| < r'$, or an annulus $r'' < |x| < r'$. Such systems are generically analytically linearizable [2]:

**Theorem 17.** Assume that the eigenvalues $\mu_1, \ldots, \mu_d$ of the matrix $L$ satisfy the Diophantine condition (5) for all $l \in \mathbb{Z}$ if $D_r$ is an annulus (respectively, $l \in \mathbb{N}$ if $D_r$ is a disc), and for all $s \in \{1, \ldots, d\}$, and $k \in \mathbb{N}^d$ with $|k| \geq 2$.

Then the system (47) is analytically equivalent to its linear part $w' = \frac{1}{x} Lw$ for $x \in D_r \subset D_{\tilde{r}}$ and $|u| < \tilde{\rho} < \rho$.

**Remarks.**

1. The domain $D_{\tilde{r}}$ can be made arbitrarily close to $D_r$ if $\tilde{\rho}$ is small enough.
2. The analytic equivalence map which is close to identity is unique if no eigenvalue $\mu_j$ is integer.

Appendix A.2. Analyticity of (18) at $x = -1$

Let $G$ be the monodromy matrix of $Y' = MY$ at $x = -1$: after analytic continuation along a closed loop around $x = -1$ the matrix $Y(x)$ becomes $AC_{(-1)} Y(x) = Y(x) G$.

Then the analytic continuation of (18) on a closed loop around $x = -1$ yields

$$AC_{(-1)} h_n(x, w) = Y(x) G \int_{-1}^{x} Q(t)^{-1} G^{-1} Y(t)^{-1} R_n(t, Y(t)GG^{-1} Y(x)^{-1} w) \, dt$$

$$= h_n(x, w),$$  

(48)

which means that (18) are the coefficients of the unique linearization map of (1) which is analytic at $x = -1$.

---

1 Allowing the nonlinear part to be singular at $x = 0$ accommodates systems corresponding to higher order equations.
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