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ABSTRACT
Probability theory can be studied synthetically as the computational effect embodied by a commutative monad. In the recently proposed Markov categories, one works with an abstraction of the Kleisli category and then defines deterministic morphisms equationally in terms of copying and discarding. The resulting difference between ‘pure’ and ‘deterministic’ leads us to investigate the ‘sober’ objects for a probability monad, for which the two concepts coincide. We propose natural conditions on a probability monad which allow us to identify the sober objects and define an idempotent sobrification functor. Our framework applies to many examples of interest, including the Giry monad on measurable spaces, and allows us to sharpen a previously given version of de Finetti’s theorem for Markov categories.
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• Theory of computation → Probabilistic computation: Categorical semantics.
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1 INTRODUCTION
This paper is about different models of ‘abstract’ or ‘synthetic’ probability theories. Such theories talk about both deterministic quantities and random quantities (i.e. random variables). The difference is analogous to the distinction between values and computations in the semantics of programming languages. Indeed, particular non-standard models of synthetic probability have proved useful in applications to probabilistic programming.
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A useful way to present a model of probability is with a commutative monad [20]. This gives the link to the semantics of more general programming effects, since commutative monads are a special case of the strong monads used by Moggi for the semantics of call-by-value languages [23]. A potentially strange aspect of monadic semantics is that it effectively gives both values and computations separately, with no need for one to be a subset of the other. In terms of probability, we are led to ask whether the deterministic quantities can be characterized as certain well-behaved random quantities. Two useful criteria, relevant to both probability and more general computation are the following, described informally.

(1) Discardable: A computation that has negligible effect if its result is not used, so may be safely discarded.
(2) Copyable: A computation which can be run once and have its output used twice instead of being run twice.

Unlike monadic semantics, in a Markov category only the random quantities are explicitly given. All the quantities in a Markov category are discardable, and then deterministic quantities are defined to be those that are also copyable.

Having deterministic quantities characterized equationally has enabled many interesting results from traditional probability theory to be expressed and proved synthetically. However, it is often the case that we wish to preserve some connection with the ‘pure’ quantities, i.e. those morphisms in the original category hosting a monad for probability. This is because that category is where we have explicit descriptions of the objects. The goal of this paper is to elucidate such a connection for several examples of interest. More specifically, we address whether probability monads of interest admit sobrification submonads, i.e. a universal way of replacing each object with one for which pure quantity coincides with deterministic quantity.

In the remainder of this introduction, we provide some informal explanation of the background material on probability monads and a high-level picture of the development in this paper. Our main contribution rests in packaging up properties of certain probability monads into the observationality and S-observationality conditions, showing that these are indeed satisfied by examples and interest,
and showing that these conditions abstractly imply the desired results on sobrification.

1.1 Probability monads

The canonical mathematical model of probability theory is in the category Meas of measurable spaces. A measurable space is a pair $(X, \Sigma_X)$ where $X$ is a set and $\Sigma_X \subseteq \mathcal{P}(X)$ is a collection of subsets of $X$ containing $\emptyset$ and $X$ and closed under countable unions and complements. Morphisms $(X, \Sigma_X) \to (Y, \Sigma_Y)$, or ‘measurable functions’, are functions $f : X \to Y$ such that $f^{-1}(E) \in \Sigma_X$ for every $E \in \Sigma_Y$. It is necessary to consider measurable spaces rather than just sets because there are foundational problems with constructing probability distributions that assign probability to every subset of a given set $X$. Instead, we equip $X$ with a family $\Sigma_X$ of ‘measurable sets’, and require a probability measure to be a function $m : \Sigma_X \to [0, 1]$ satisfying $m(X) = 1$, $m(\emptyset) = 0$ and countable additivity.

Interestingly, the set $PX = P(X, \Sigma_X)$ of probability measures on a measurable space $(X, \Sigma_X)$ can itself be considered as a measurable space. In fact, $P$ is the functor part of the Giry monad on Meas (see Example 2.2). This allows us to consider ‘probability measures on the set of probability measures’. The Giry monad is a strong monad, and indeed a commutative monad, so following Moggi [23] we can use it to interpret a first-order call-by-value language.

The basic setting in this paper is that of a category $\mathcal{C}$ with finite products and a monad $T$ on it. The idea is that a monad includes an assignment $A \mapsto TA$, where $TA$ is the object of ‘distributions’ or ‘measures’ on $A$. Hence, for any pair of objects $A, X \in \text{ob} \mathcal{C}$, we can consider morphisms $A \to X$ to be ‘pure’ functions and morphisms $A \to TX$ to be ‘stochastic functions’. In the language of computation, the latter would be a computation that produces an $X$.

1.2Thunkable morphisms

Besides the aforementioned properties of copyability and discardability, there is an additional property that makes a monadic computation look ‘ordinary’: thunkability. A thunk is a computation that has been ‘frozen’. In probability, the ‘thunk’ of a state $x$ is a probability distribution $\delta_x$ which assigns probability 1 to $x$ and 0 to everything else. In other words, sampling from $\delta_x$ almost surely returns $x$. Informally, a program $M : A$ is thunkable if it satisfies the equation

$$\lambda_x.M = \text{let } x \leftarrow M \text{ in } \lambda_x : 1 \to A.$$  

In terms of probability, we think of $M$ as a distribution, the difference between the two sides is that the lefthand side returns a thunk that samples anew from $M$ every time it is run, but the righthand side creates a thunk by sampling from $M$ once and for all then wrapping the result.

It therefore seems that thunkability is yet another property that sets pure computations apart from the other ones, and so it is interesting to study the relationship between purity, thunkability, copyability, and discardability [13, 14]. We recap these properties and their relationships in Section 3. We show that in nice situations thunkable morphisms are encoded by a submonad of the original monad, often idempotent, which one can think of as measuring the extent to which a generic thunkable morphism fails to be pure.

1.3 Observations and de Finetti’s theorem

In the practice of probabilistic programming, as well as in statistics, one is sometimes given two random variables and has to test whether they follow the same distribution or not. The problem is not an easy one. In the best case one can draw independent samples from them, and compare the (random) sequences obtained by the repeated draws. This idea is also reflected by the famous de Finetti theorem [5], which roughly says that random probability measures correspond bijectively to exchangeable random sequences. In this work we make mathematically precise, in terms of monads, the intuition that random variables are tested by repeated draws, or more generally, that in some contexts, effectful computations can be compared by taking repeated independent runs. In terms of a program $M : 1 \to (1 \to A)$, we test with the program contexts

$$C_n[M] : \text{let } z \leftarrow M() \text{ in } x_1 \leftarrow z() \text{ in } \ldots \text{ let } x_n \leftarrow z() \text{ in } \text{return } (x_1, \ldots, x_n)$$

where $C_n[M] : A^n$, for $n \in \mathbb{N}$. To see why repeated sampling is necessary, consider the following programs

$M_1 : \lambda_-.\lambda_-\text{or(true, false)}$ \quad $M_2 : \lambda_-\text{or(\lambda_-true, \lambda_-false)}$

of type $1 \to (1 \to \text{bool})$ where or is a non-deterministic choice. Then $C_1[M_1]$ and $C_1[M_2]$ can each evaluate to both true and false, but $C_2[M_1]$ can evaluate to only two of the four possibilities and $C_2[M_2]$ can evaluate to any of them.

We call monads that exhibit this property observational. While this property is often considered typical of probabilistic contexts, somewhat surprisingly it can also hold for monads which are not strictly about probability. For example, the lower Vietoris monad (or Hoare powerdomain) is observational (Theorem 9.4), and it generally does not encode randomness, but rather, nondeterminism. For observational monads, as we prove in Theorem 7.1, every thunkable morphism is deterministic.

1.4 Outline

In Section 2 we recall the basic concepts of monad theory, with a view towards the probability case. We recall the equalizing requirement and sketch how the products of a monoidal category model ‘joint states’.

In Section 3 we look in detail at the structures that select the different versions of effectful (in particular, random) and non-effectful computation. We recall (Theorem 3.14) that every pure morphism is thunkable and every thunkable morphism is copyable and discardable, but not the other way around (as counterexamples show).

In Section 4 we construct for every monad $T$ a submonad $D$ whose Kleisli morphisms are the thunkable morphisms of $T$. In Section 5 we define sober objects as those for which every thunkable morphism is pure, and look at the relationship with the submonad $D$. We show that in several cases, such as for the Giry monad, the submonad $D$ is idempotent, and that sober objects generalize sober topological spaces.

In Section 6 we define observational monads, those for which computations can be tested by repeated independent runs. We look
at the connection with ground types, the ones that are directly observable (e.g. by the user or experimenter), and we give technical conditions to show observationality of monads. In Section 7 we prove what could be considered the main result of this work (Theorem 7.1), namely that for observational monads, deterministic morphisms are the same as thunkable morphisms. Therefore, in that case the submonad $D$ equivalently encodes deterministic morphisms.

In Section 8 we connect observationality with de Finetti’s theorem. In particular, we show that for observational monads one can sharpen the known version of the synthetic de Finetti theorem for Markov categories [7].

Finally, in Section 9 we prove observationality for three apparently very different monads: the Giry monad, the lower Vietoris monad of nondeterminism, and the monad of name generation. We give concluding remarks in Section 10.

Additional details and proofs can be found in an extended version of this paper [24].

2 BACKGROUND ON MONADS

Recall [22] that a monad on a category $C$ is a triple $T = (T, \eta, \mu)$ (subsequently also just denoted by $T$) where

1. $T$ is a functor $C \to C$,
2. $\eta$ is a natural transformation $id \Rightarrow T$,
3. $\mu$ is a natural transformation $TT \Rightarrow T$,

satisfying $\mu_A \circ \eta_{TA} = 1_{TA} = \mu_A \circ T\eta_A$ and $\mu_A \circ \mu_{TA} = \mu_A \circ T\mu_A$ for all $A \in C$.

Monads are used in denotational semantics to model a distinction between pure values and effectful computations [23]. If morphisms $A \to X$ are ordinary ‘$X$-valued functions’, then morphisms $A \to TX$ are ‘$X$-producing computations’. For the purposes of this work, we are mainly interested in those monads involving probability, i.e. for which a morphism $A \to TX$ can be seen as a stochastic map from $A$ to $X$, involving random chance.

Example 2.1. Consider the category Set whose objects are sets and morphisms are functions. The distribution monad on Set is the monad $T$ with $TX = \{\pi \in [0, 1]^X : \sum_{x \in X} \pi(x) = 1\}$ if $x = x'$ (0 otherwise) and

$$
\mu_X(\rho)(x) = \sum_{\pi \in TX} \rho(\pi) \times \pi(x).
$$

Example 2.2. Consider the category Meas whose objects are measurable sets and morphisms are measurable functions. The Giry monad $P$ [16] consists of

1. The functor $P$ assigning to each measurable space $X$ the set $PX$ of probability measures over $X$, equipped with the coarsest $\sigma$-algebra which makes the evaluation of measures measurable;
2. The natural transformation of components $\eta : X \to PX$ assigning to each point $x \in X$ the “Dirac delta” measure $\delta_x$, such that for every measurable $A \subseteq X$, $\delta_x(A) = 1$ if $x \in A$ and $\delta_x(A) = 0$ otherwise.
3. The natural transformation of components $\mu : PPX \to PX$ which, analogously to the case of the distribution monad, assigns to each measure $\rho \in PPX$ the “mixture” measure $\mu(\rho)$, such that for every measurable $A \subseteq X$,

$$
\mu(\rho)(A) = \int_{PX} p(A) \rho(dp).
$$

On Meas we can analogously define the monad $M$ of subprobability measures, where now instead of having $p(X) = 1$ we only require $0 \leq p(X) \leq 1$.

For more information, we refer to [16]. For an introduction to the concepts, see [26, Chapter 1], [9, Section 6] and [25].

In this view of a monad, $\eta_A : A \to TA$ is the computation which, given $a \in A$, just returns $a$. The rest of the monad data tells us how to sequence computations together. The Kleisli category $Kl(T)$ is the category with the same objects as $C$ but the homset $Kl(T)(A, B)$ is in bijection with $C(A, TB)$. We explicitly denote this bijection with

$(-)^\delta : Kl(T)(A, B) \to C(A, TB)$

$(-)^\pi : C(A, TB) \to Kl(T)(A, B)$.

The composition in $Kl(T)(A, B)$, denoted by $\circ$, is given by

$$(g \circ f)^\delta = \mu \circ T(f^\delta) \circ f^\pi$$

with the identity maps $(1_A)^\delta = \eta_A$. Since the morphisms of $Kl(T)$ can easily be confused with those of $C$, in diagrams we use an ordinary arrow $f : A \to TB$ when considering morphisms in $C$ and a wavy arrow $f^\delta : A \rightsquigarrow B$ for morphisms in $Kl(T)$. The bijection above gives an adjunction between $C$ and $Kl(T)$ called the Kleisli adjunction.

Example 2.3. For the distribution monad on Set, a Kleisli morphism is a function $X \to TY$, i.e. an $X$-indexed family of probability distributions on $Y$, or a function on $X$ whose output is random, also called a finite probability kernel. We can denote its entries by $k(y|x)$, interpreted as the conditional probability of obtaining output $y$ from the input $x$.

The Kleisli composition of $k : X \to TY$ and $h : Y \to TZ$ returns the kernel $h \circ k : X \to TZ$ given by

$$h \circ k(z|x) = \sum_{y \in Y} h(z|y) h(y|x).$$

also known as the Chapman-Kolmogorov composition of probability kernels.

Example 2.4. We denote the Kleisli categories of $P$ and $M$ by Stoch and SubStoch, respectively. Given measurable spaces $X$ and $Y$, a morphism $k : X \to Y$ of Stoch is a Markov kernel (or stochastic map) $k$ from $X$ to $Y$, i.e. either a measurable function $X \to PY$, or equivalently a map

$$X \times \Sigma Y \overset{k}{\to} [0, 1]
$$

such that

1. for each measurable subset $B \subseteq Y$, the assignment $x \mapsto k(B|x)$ is measurable;
2. for each $x \in X$, the assignment $B \mapsto k(B|x)$ is a subprobability measure (i.e. $k(Y|x) = 1$).

The Kleisli composition is the continuous analogue of the Chapman-Kolmogorov formula, it is given by the integral

$$h \circ k(C|x) = \int_Y h(C|y) k(dy|x).$$
The morphisms of SubStoch, called substochastic maps, are defined similarly, except that $0 \leq k(Y|x) \leq 1$.

The unit of the monad allows one to transport morphisms of the base category into the Kleisli category.

**Definition 2.5.** A morphism $f : X \rightsquigarrow Y$ of $\text{Kl}(T)$ is called pure if its counterpart $f^\#: X \to TY$ is in the form

$$X \xrightarrow{g} Y \xrightarrow{\eta} TY$$

for some $g : X \to Y$ of $C$. We call $f$ uniquely pure if $f^\#$ can be written as $\eta \circ g$ for a unique $g$.

Pure morphisms are, in some sense, those that “come from the base category”, or “do not really use the monad”.

**Example 2.6.** For the Giry monad of probability measures, a pure morphism $f : X \rightsquigarrow Y$ is a kernel assigning to each point of $X$ a Dirac measure on $Y$, in a measurable way. So, in some sense, it is simply a measurable function $X \to Y$. Note that, if the $\sigma$-algebra of $Y$ does not separate points, different measurable functions $X \to Y$ might define the same kernel, and so in general a pure morphism $f : X \rightsquigarrow Y$ is not uniquely pure.

### 2.1 The unit fork and equalizing requirement

Recall that a fork is a diagram

$$A \xrightarrow{f} B \xrightarrow{g} C$$

such that $g \circ f = h \circ f$ (but not necessarily $g = h$). One can view an equalizer as a universal fork.

Given a monad $T$, for each object $X$, the unit of the monad forms the following fork,

$$X \xrightarrow{\eta} TX \xrightarrow{T \eta} TTX$$

which is indeed a fork by naturality of $\eta$. We call the diagram (1) the *unit fork* at $X$.

The monads for which the unit fork is an equalizer for every $X$ are said to satisfy the equalizing requirement [23, Section 4].

**Example 2.7.** The distribution monad on $X$ satisfies the equalizing requirement. Indeed, given $p \in TX$, the two distributions $\eta(p)$ and $T \eta(p) \in TTX$ are respectively, a delta peaked at $p$, and a convex combination of deltas at points $x$ with coefficients $p(x)$. These are equal if and only if $p$ is itself a delta at some point $x$.

**Example 2.8.** (This example comes from [6, Example 10.5]) The Giry monad on Measures does not satisfy the equalizing requirement. Let $X$ be the 2-point space $\{x, x\}$, equipped with the codiscrete sigma-algebra (i.e. the only measurable sets are the empty set and $X$ itself). Then the measures $\delta_x$ and $\delta_{x'}$ are equal, even if the points $x$ and $x'$ are not. As the unit $\eta$ (i.e. $\delta$) is not injective, it cannot be an equalizer.

### 2.2 Monads on monoidal categories

A symmetric monoidal category (SMC) is a category equipped with a “tensor product”, i.e. a binary functor $\otimes : C \times C \to C$, and a “unit” object $I$, together with isomorphisms

$$X \otimes I \cong X \cong I \otimes X, \quad (X \otimes Y) \otimes Z \cong X \otimes (Y \otimes Z), \quad r_{,X,Y} : X \otimes Y \cong Y \otimes X$$

satisfying appropriate coherence conditions and $r_{X,Y} \circ r_{Y,X} = 1$.

By a coherence theorem we can calculate as though the first three are actually identities — see [22] for precise definitions and details. The interpretation is that given objects $A, B, C, D$ and morphisms $f : A \to B$ and $g : X \to Y$, we can form new objects $A \otimes X$ and $B \otimes Y$ of “joint states”, and the morphism $f \otimes g : A \otimes X \to B \otimes Y$, which as a process consists of “executing $f$ and $g$ independently, in parallel”.

The interaction between monads and the monoidal structure of a category are of interest for probability theory: in general the probability of a product is not the product of the probabilities, and this difference encodes correlation and other statistical interaction. See [10] for more on this.

So let $(C, \otimes, I)$ be an SMC. A monoidal monad is a monad $T$ together with a natural transformation of components $\nabla : TA \otimes TB \to T(A \otimes B)$ and a morphism $I \to TI$ satisfying associativity, unitality, and compatibility with the monad structure. The monad is symmetric monoidal if the map $\nabla$ is compatible with permutation of the factors. (See for example [10, Appendix A] for the detailed definition.)

A more general interaction between a monad and the monoidal structure of a category is the notion of strength, widely used in theoretical computer science at least since Moggi [23]. A strength consists of a natural transformation of components $\sigma : X \otimes TY \to T(X \otimes Y)$, satisfying suitable consistency conditions (see the source above for the details). It intuitively turns a computation in $Y$ paired with a value of $X$ into a computation in $X$ and $Y$, which is in some sense “trivial in $X$”. A strength can always be obtained from a monoidal structure using the unit as $\nabla \circ (\eta \otimes \text{id}) : X \otimes TY \to T(X \otimes Y)$. Conversely, given a strength, one can obtain a monoidal structure provided that the strength satisfies a particular commutativity condition (one speaks of a commutative monad). Indeed, a symmetric monoidal structure for a monad is equivalent to a commutative strength, see for example [11, Appendix C] for details. Moreover, in that case $\text{Kl}(T)$ is a monoidal category as well, with the tensor product induced by the one on the base category.

### 3 Categories of Structured Objects

By this we mean categories where the objects have structure and the morphisms do not necessarily preserve all of this structure. This paper will essentially be the study of the Kleisli adjunction induced by a commutative monad on a cartesian monoidal category, but we recall here the relation to various abstractions.

#### 3.1 Copy-discard structure

**Definition 3.1.** Let $(\mathcal{K}, \otimes, I)$ be a symmetric monoidal category. A comonoid in $\mathcal{K}$ is a triple $(X, c, d)$ where $X \in \mathcal{K}$, $c : X \to X \otimes X$, $d : X \to I$ and these satisfy the following equations.

$$(d \otimes 1_X) \circ c = 1_X = (1_X \otimes d) \circ c \quad (c \otimes 1_X) \circ c = (1_X \otimes c) \circ c$$

A comonoid is cocommutative (or commutative, for short) if in addition $c = r_{X,X} \circ c$. The category of commutative comonoids in $\mathcal{K}$, written $\text{CCCom}(\mathcal{K}, \otimes, I) = \text{CCCom}(\mathcal{K})$, has as morphisms $(X, c, d) \to (X', c', d')$ those maps $f : X \to X'$ in $\mathcal{K}$ such that $d' \circ f = d$ and $c' \circ f = (f \otimes f) \circ c$. 
**Definition 3.2.** A copy-delete or copy-discard category, in short CD category, is a symmetric monoidal category \((\mathcal{K}, \otimes, I)\) together with a specified section of the function
\[
\text{ob CComon}(\mathcal{K}, \otimes, I) \to \text{ob } \mathcal{K}
\]
mapping a commutative comonoid in \(\mathcal{K}\) to its underlying object. In other words, each object \(X \in \mathcal{K}\) is equipped with maps \(\text{copy}_X : X \to X \otimes X\) and \(\text{del}_X : X \to I\) making it into a commutative comonoid.

CD categories were defined in [4]. See also [11] for more. While every object of a CD category \(\mathcal{K}\) is a comonoid, this does not make \(\mathcal{K}\) a subcategory of CComon(\(\mathcal{K}\)) since the morphisms of \(\mathcal{K}\) do not have to respect the comonoid structures. This allows us to consider subclasses of morphisms in \(\mathcal{K}\) which do respect them to various degrees.

**Example 3.3.** Any cartesian monoidal category is a CD category in an essentially unique way. The copy map is given by the diagonal \(X \to X \times X\), and the discard map is given by the unique map \(X \to I\).

**Example 3.4.** More generally, the Kleisli category of a commutative monad \(T\) on a cartesian monoidal category \(\mathcal{C}\) has a canonical CD structure. The copy and delete structures are inherited by those of \(\mathcal{C}\).

**Example 3.5.** The Kleisli categories of \(P\) and \(M\), which we called Stoch and SubStoch, have the following copy and discard maps.

\[
\begin{align*}
X \to M(X \times X) & \quad X \to M(1) \cong [0, 1] \\
x \mapsto \delta_{(x,x)} & \quad x \mapsto 1
\end{align*}
\]

where instead \(P(1) \cong 1\) for the Giry monad. The CD structure of Stoch has been studied in detail in [4] and [6].

**Example 3.6.** A seemingly different example of CD category is a full subcategory of commutative comonoid objects in a symmetric monoidal category with all maps between them, not just the comonoid homomorphisms. Dually, we can also see this as the opposite category to a category of commutative monoid objects, for example rings or algebras.

**Definition 3.7.** A morphism \(f : X \to Y\) in a CD category is called
- **copyable** if it commutes with the copy map;
- **discardable** or **normalized** if it commutes with the discard map;
- **deterministic** if it is copyable and discardable.

A Markov category [6] is a CD category in which every morphism is normalized.

**Example 3.8.** In SubStoch, a morphism \(k : X \to Y\) is

- copyable if and only if for every \(x \in X\), and for every measurable \(B \subseteq Y\),
  \[ k(B|x) \in \{0, k(Y|x)\}; \]
- normalized if and only if for every \(x \in X\),
  \[ k(Y|x) = 1; \]
- deterministic if and only if for every \(x \in X\), and for every measurable \(B \subseteq Y\),
  \[ k(B|x) \in \{0, 1\}, \quad k(Y|x) = 1. \]

In other words, deterministic morphisms are the ones that are certain about whether any event (measurable subset \(B \subseteq Y\)) is going to happen (probability 1), or not (probability 0).

Every morphism of Stoch is normalized, therefore it is a Markov category. A canonical example of a deterministic morphism \(1 \to Y\) of SubStoch (and Stoch) is a Dirac delta \(1 \mapsto \delta_y\) at a point \(y \in Y\). Not every deterministic morphism is in this form in general:

**Example 3.9.** Let \(Y\) be the unit interval \([0, 1]\), equipped with the countable-cocountable sigma-algebra (i.e. the measurable sets are precisely the countable subsets and their complements). Then the assignment

\[
A \mapsto \begin{cases} 1 & \text{if } A \text{ is uncountable} \\ 0 & \text{if } A \text{ is countable} \end{cases}
\]

is a deterministic morphism \(1 \to Y\) of SubStoch, and it cannot be written as \(\delta_y\) for any \(y \in Y\).

Note also that measures of the form \(\delta_x\) do not always correspond to points bijectively, as Example 2.8 shows. One of the main purposes of this paper is, indeed, to study those deterministic kernels which are not (parametrized) Dirac deltas. More generally, to study those deterministic morphisms in a Kleisli category which do not come from morphisms of the base category (i.e. are not pure, according to Definition 2.5).

We conclude this section with a general remark. The following conditions are equivalent for a CD category:

- Every morphism is deterministic;
- The copy and discard maps are natural;
- The category is cartesian monoidal.

In some sense, one can view cartesian monoidal categories as a special case of CD categories where no randomness or nondeterminism is involved.

### 3.2 Thunk-force structure

As is a well-known fact in category theory, an adjunction between two categories gives rise to a monad on one and a comonad on the other. Thus when \(T\) is a monad on \(\mathcal{C}\), there is a comonad on \(T^\dagger\) on \(\text{Kl}(T)\). On objects, \(T^\dagger X = TX\) and on morphisms \(f : A \to B\) we have

\[
(T^\dagger f)^\dagger = TA \xrightarrow{(f^\dagger)^\dagger} TB \xrightarrow{\eta} TTB,
\]

where \((f^\dagger)^\dagger\) denotes the Kleisli extension of \(f^\dagger\). It is useful to describe the unit and counit in terms of some slightly richer structure.
Definition 3.10 ([13]). A thunk-force category or abstract Kleisli category is a category \( \mathcal{K} \) equipped with an endofunctor \( L : \mathcal{K} \to \mathcal{K} \) and two families of maps

\[
\text{thunk}_A : A \to LA \quad \text{force}_A : A \to A
\]

for \( A \in \mathcal{K} \) such that

1. force is a natural transformation \( L \Rightarrow \text{id} \),
2. \( \text{thunk}_L \) is a natural transformation \( L \Rightarrow LL \),
3. \( L(\text{thunk}_A) \circ \text{thunk}_A = \text{thunk}_{LA} \circ \text{thunk}_A \),
4. force \( \circ \text{thunk}_A = 1_A \),
5. \( L(\text{force}_A) \circ \text{thunk}_{LA} = 1_{LA} \).

Note thunk is not required to be natural in general. It does follow that the endofunctor \( L \) underlies a comonad with counit \( L \Rightarrow \text{id} \) and comultiplication \( \text{thunk}_L : L \Rightarrow LL \).

Example 3.11. \( \text{Kl}(T) \) is canonically a thunk-force category. The endofunctor \( L \) is given by the composite \( T^\dagger = F \circ G : \text{Kl}(T) \to \mathcal{C} \to \text{Kl}(T) \), where \( (F, G) \) are the functors of the Kleisli adjunction, and

\[
(\text{thunk}_A)^\dagger = A \overset{\eta}{\to} TA \overset{\eta}{\to} TTA \quad (\text{force}_A)^\dagger = TA \overset{1}{\to} TA.
\]

This suffices to describe the comonad structure of \( T^\dagger \).

In the context of categorical probability, i.e. in [8] and [7], the morphism force is denoted by samp. This can be interpreted as a map taking a probability measure \( p \) and returning a random element distributed according to \( p \).

### 3.3 Thunkable morphisms

In [13] it is shown that every thunk-force category has the form of Example 3.11. The crucial concept is that of thunkable morphism, of which we recall here the basic definitions and constructions.

Definition 3.12. A morphism \( f : A \to B \) in a thunk-force category is thunkable if \( \text{thunk}_B \circ f = Lf \circ \text{thunk}_A \).

The thunkable morphisms form a wide subcategory, \( \mathcal{K}_{\text{thunk}} \). Note that each map \( \text{thunk}_A \) is itself thunkable, by one of the axioms in Definition 3.10, as is any map of the form \( Lf \), by naturality of \( \text{thunk}_L \). The identity-on-objects inclusion \( \mathcal{K}_{\text{thunk}} \to \mathcal{K} \) has a right adjoint given by the factoring of \( L : \mathcal{K} \to \mathcal{K} \) through \( \mathcal{K}_{\text{thunk}} \to \mathcal{K} \). At the level of homsets the bijection is

\[
(A \to B) \leftrightarrow (A \overset{\text{thunk}}{\to} LA \overset{Lf}{\to} LB)
\]

\[
(A \overset{g}{\to} LB) \leftrightarrow (A \overset{g}{\to} LB \overset{\text{force}}{\to} B).
\]

This adjunction gives rise to a monad on \( \mathcal{K}_{\text{thunk}} \) whose Kleisli category constructed as in Example 3.11 is the original thunk-force category \( \mathcal{K} \). In [13] it is further observed that in an appropriate sense this is the universal solution to the inverse problem of presenting a thunk-force category via a monad.

Thunkable morphisms of a Kleisli category can be characterized in terms of the base category as follows.

Proposition 3.13. A morphism \( f : X \to Y \) of \( \text{Kl}(T) \) is thunkable if and only if its counterpart \( f^\dagger : X \to TY \) of \( \mathcal{C} \) sits in the following fork.

\[
X \overset{f}{\longrightarrow} TY \overset{\eta}{\longrightarrow} TTY
\]

### 3.4 Relationship between the different classes of maps

Given a commutative monad on a cartesian monoidal category, we get both a copy-discard structure and a thunk-force structure canonically. The two structures interact in the following way.

Theorem 3.14. Let \( T \) be a commutative monad on a cartesian monoidal category \( \mathcal{C} \). Consider its Kleisli category \( \text{Kl}(T) \) together with its canonical thunk-force and copy-delete structures. We have the following inclusions for morphisms of \( \text{Kl}(T) \),

\[
\text{pure} \subseteq \text{thunkable} \subseteq \text{deterministic} \subseteq \text{all}.
\]

Example 3.15. Consider the ‘maybe’ monad \( TX = X + 1 \) on Set. This satisfies the equalizer condition, so pure \( = \) thunkable. Every map is copyable, but discardable \( = \) pure. Therefore deterministic \( \neq \) thunkable.

Example 3.16. The ‘read-only state’ monad \( TX = X \times X \) on Set satisfies the equalizer condition, so pure \( = \) thunkable. As observed in [13], every map is copyable and discardable. Thus deterministic \( \neq \) thunkable.

Example 3.17. For the Giry monad on Meas, the measure given in Example 3.9 is a deterministic, but not pure, morphism. However, as one can verify, applying \( \eta \) and \( T\eta \) one gets the same result and so by Proposition 3.13 the morphism is thunkable. So, pure \( \neq \) thunkable.

(As we will show in Theorem 9.1, every deterministic morphism for the Giry monad is thunkable.)

### 4 THE SUBMONAD OF THUNKABLE MORPHISMS

We now want to express the category \( \text{Kl}(T)_{\text{thunk}} \) itself as the Kleisli category of a new monad, a submonad of \( T \). Recall that every pure morphism is thunkable (Theorem 3.14). Therefore we have a functor

\[
\mathcal{C} \overset{i}{\longrightarrow} \text{Kl}(T)_{\text{thunk}}
\]

\[
g \overset{\eta \circ g}{\longrightarrow} (\eta \circ g)^\dagger
\]

which takes \( g : X \to Y \) of \( \mathcal{C} \) and gives the pure map \( f : X \rightsquigarrow Y \) of \( \text{Kl}(T) \) such that, as above, \( f^\dagger = \eta \circ g \).

Now with the help of Proposition 3.13, let’s construct a right-adjoint to this functor \( i \). First of all, suppose that the parallel pair \( \eta, T\eta \) has an equalizer. This happens for example if \( \mathcal{C} \) has coreflexive equalizers (the common retraction of \( \eta \) and \( T\eta \) is \( \mu : TTY \to TY \)). Choose an equalizer \( (DY, \theta_Y) \).

\[
DY \overset{\theta_Y}{\longrightarrow} TY \overset{\eta}{\longrightarrow} TTY
\]

If \( f : X \rightsquigarrow Y \) is thunkable then \( \eta \circ f^\dagger = T\eta \circ f^\dagger \) (and conversely, this is Proposition 3.13). Hence in this case there is a unique arrow \( X \to DY \) making the triangle in the following diagram commute.

\[
\begin{array}{ccc}
X & \overset{f}{\longrightarrow} & TY \\
\downarrow & & \downarrow \\
DY & \overset{\eta}{\longrightarrow} & TTY
\end{array}
\]

In other words, we have a bijection between thunkable morphisms \( X \rightsquigarrow Y \) and arrows \( X \to DY \) of \( \mathcal{C} \):

\[
\text{Kl}(T)_{\text{thunk}}(X, Y) \cong \mathcal{C}(X, DY).
\]
One can check that $D$ is functorial, and the $\theta_Y$ assemble to form a natural transformation $D \Rightarrow T$. Also, the bijection (2) is natural, making $D$ a right-adjoint to $T$. We denote the resulting monad simply by $D$ (instead of $Di$). Since $i$ is a left-adjoint bijective-on-objects functor, its codomain $\text{Kl}(T)_{\text{thunk}}$ is isomorphic to $\text{Kl}(D)$. Moreover, as $\text{Kl}(D) \subseteq \text{Kl}(T)$, the monad $D$ is a submonad of $T$.

As we see in the next section, $D$ is often idempotent.

5 SOBER OBJECTS AND IDEMPOTENCE

The original notion of sobriety (for mathematical objects) refers to a property of topological spaces $(X, O(X))$. Roughly speaking, a topological space is sober if the existence and equality of its points is determined by the frame $O(X)$ of its open sets. In a sober topological space, a point can be uniquely identified by saying in which open sets it is contained, and conversely, any suitable consistent choice of open sets (called a completely prime filter) corresponds to a point of the space. The notion of sober topological space has been linked to an equalizer of a continuation-style monad by several authors [3, 27, 33]. Our definition is less specific, and gives a notion of sobriety which in general depends on the monad.

Categorically, the points of a topological space $X$ correspond to ‘maps in’ $1 \rightarrow X$ and the opens correspond to ‘maps out’ $X \rightarrow \mathbb{S}$ where $\mathbb{S}$ is the Sierpinski space. The latter can be thought of as ‘observable’ [1] or ‘affirmable’ [35] properties of the points of $X$. They play a similar role to events in probability theory. Indeed, in probability theory one faces a similar challenge: suppose we have a measure that assigns only the values 0 or 1 to each event (measurable set). When is this measure a Dirac delta at a unique point? Whenever this is the case for all measures, we call the space sober, by analogy with topological spaces. We can define the concept of sobriety in general, in terms of the monad $D$, as follows.

Definition 5.1. Let $T$ be a monad on a category $C$. An object $X \in C$ is sober for the monad $T$ if its unit fork (1) is an equalizer.

A similar definition was given by Taylor [33, Definition 4.7]. See also [3, Section 3].

Equivalently, $X$ is sober if the unit $e : X \rightarrow DX$ of the monad $D$ is an isomorphism. That is, sober objects for $T$ are exactly the fixed points of the adjunction (2), the one associated to $D$. Denote by $\text{Sober}(T)$ the full subcategory of $C$ (equivalently, of $\text{Kl}(D)$) of sober objects. This is also known as the center of the adjunction.

Remark 5.2. The following conditions are equivalent for a monad $T$ on a category $C$:

- Every object of $C$ is sober.
- The monad $T$ satisfies Moggi’s “equalizing requirement” [23, Section 4].
- Every thunkable morphism is uniquely pure.

In particular, every object is sober whenever every deterministic morphism of $\text{Kl}(T)$ is uniquely pure. For the case of Markov categories, this is in particular an instance of representability, as defined in [8, Section 3].

Example 5.3. For the distribution monad on Set, every object is sober.

Example 5.4. For the Giry monad restricted to the category of standard Borel spaces, every object is sober. See for example [6, Example 10.5] (where the Kleisli category is called BorelStoch).

In general, not all objects are sober. However, in several cases, given any object we can find a universal “sobrification”. This is the case whenever the adjunction (2) is idempotent. By the general theory of idempotent adjunctions applied to the case of the Kleisli category of $D$, we have the following statement.

Proposition 5.5. The following conditions are equivalent.

- The monad $D$ is idempotent.
- For every $X$, the object $DX$ is sober.
- The functor $D : \text{Kl}(D) \rightarrow C$ is fully faithful.
- The inclusion of fixed points $\text{Sober}(T) \hookrightarrow \text{Kl}(D)$ is an equivalence.
- For every $X$, the counit $\theta^T : DX \rightarrow X$ is an isomorphism.

If any (hence all) of the conditions above holds, we can view $D$ as a “sobrification” functor, analogous to the case of topological spaces, exhibiting sober objects as a reflective subcategory of $C$.

Theorem 5.6. For the following categories $C$ and monads $T$, the associated monad $D$ is idempotent:

- The “Giry” monads of probability and subprobability measures $P$ and $M$ on Meas;
- The lower Vietoris monad (a.k.a. Hoare powerdomain) on Top.

For more details on the latter see [11, Section 2]. Theorem 5.6 can be proven by the following helpful lemma.

Lemma 5.7. The monad $D$ is idempotent if and only if for every $X$, the map $T\emptyset : TDX \rightarrow TX$ is monic. In particular, as the map $\emptyset : DX \rightarrow TX$ is an equalizer, it suffices to show that $T$ maps regular monomorphisms (embeddings) to monomorphisms.

The idempotent monad associated to the lower Vietoris monad is not only idempotent, but it also the sobrification monad of topology, hence the name “sober”.

Theorem 5.8. The monad $D$ associated to the lower Vietoris monad $H$ on Top is the functor assigning to a topological space $X$ the subset of $HX$ given by the irreducible closed sets.

This result resembles the known characterizations of sobriety in terms of equalizers [3, 27, 33], but note that $HX$ is not quite a continuation (it behaves more like a subspace of the continuation — but of course Top is not cartesian closed, see also [11, Appendix B]).

6 OBSERVATIONAL MONADS

In higher-order programming languages one typically has a ‘ground type’ such as ‘nat’ or ‘bool’, representing actual data that we can handle as input or output, as well as higher-order types (i.e. function types), or open terms, which are never directly accessible as inputs or outputs and only appear at intermediate stages of computation. Thus it is of interest to consider when two values of a higher-order type can be interchanged in the middle of programs without altering the observable behaviour of the computer. From the point of view of probability theory one has the same intuition for real numbers, i.e. proving equality of probability measures involves, in the end, proving that certain integrals give the same number.
An observational monad makes this intuition precise: in the sense proposed here it corresponds to a semantics of open terms which is abstract for a certain kind of observable equivalence.

Let $\mathcal{C}$ be a cartesian monoidal category and $T$ a commutative monad. Since each $X \in \mathcal{C}$ is a commutative comonoid in $\text{Kl}(T)$, for each $n \in \mathbb{N}$ there is a canonical map

$$\text{copy}_n : TX \to (TX)^\otimes n$$

obtained by iterating the copy map (all possibilities are equal by coassociativity).

By post-composing with force $\otimes \ldots \otimes$ force : $(TX)^\otimes n \to X^\otimes n$, we define a map

$$\text{samp}_n : TX \to X^\otimes n,$$

the $n$'th sampling map. As special cases, $\text{samp}_0 = \text{id}$ and $\text{samp}_1 = \text{force}$.
(Note that the map $\text{samp}$ appearing in [8] and [7] corresponds to our $\text{samp}_1 = \text{force}$.)

We now want to make precise the intuition that probability measures can be tested for equality by taking repeated independent samples.

**Definition 6.1.** Let $T$ be a commutative monad on a cartesian monoidal category $\mathcal{C}$. Then $T$ is an observational monad if for every object $X$ the family of maps $(\text{samp}_n : TX \to X^\otimes n)_{n \in \mathbb{N}}$ is jointly monic in $\text{Kl}(T)$.

**Remark 6.2.** The notion of observational monad also makes sense for strong monads that are not necessarily commutative, but we will not pursue that line here.

**Remark 6.3.** The maps (3) are jointly monic in $\text{Kl}(T)$ iff the maps

$$TTX \xrightarrow{T(\Delta_n)} T((TX)^n) \xrightarrow{T(\nabla_n)} TT(X^n) \xrightarrow{\mu} T(X^n)$$

(4)

are jointly monic in $\mathcal{C}$.

Intuitively, the map in (4) takes a distribution on distributions on $X$, samples to get a distribution on $X$, and then returns the result of $n$ independent samples from that distribution.

From (4) it is clear that taking one sample $n = 1$ is in general insufficient: that would correspond to hoping that the map $\mu : TTX \to TX$ alone is monic. This is in general not the case. For the Giry monad, for example, this is far from injective: a probability measure can be in general obtained as a mixture of other measures in several different ways.

The two major consequences of observationality will be given in Section 8 and Section 7. In the rest of this section, we give some technical sufficient conditions that one can use in order to prove that a monad is observational, and we introduce the idea of “objects which are directly observable” (such as real numbers for probability).

### 6.1 Observations via result objects

An observational monad is one for which an ‘observation procedure’ for the powers of $X$ can be transferred to one for $TX$. Ordinarily, direct observations are only made for ground types, e.g. Boolean values or real numbers, and all observations at higher types ultimately implemented in terms of direct ground observations. We call these special types the result objects.

**Definition 6.4.** Let $R$ be an object of $\mathcal{C}$. We say that the monad $T$ is $R$-observational iff for each object $X$, the family of morphisms $\text{samp}_n : TX \to X^\otimes n \xrightarrow{h^\otimes_1 \ldots h^\otimes_n} R^\otimes n$ (5)

where $n \in \mathbb{N}$ and $h_1, \ldots, h_n : X \to TR$, is jointly monic. We call $R$ the result object.

It is easy to see that if $T$ is $R$-observational then $T$ is observational. We can also write the $R$-observationality condition in terms of the category $\mathcal{C}$, analogously to Remark 6.3. It reads that the following maps need to be jointly monic for all $n$.

$$TTX \xrightarrow{T(\Delta_n)} T((TTX)^n) \xrightarrow{T(\nabla_n)} TTT(X^n) \xrightarrow{\mu} T(R^n)$$

(6)

As well as being useful for demonstrating that a given monad is observational, the property of being $R$-observational allows us to exploit Lemma 5.7. Recall that an object $P$ is $M$-injective [22] with respect to a class $M$ of morphisms iff whenever $(i : A \to B) \in M$ and $h : A \to P$, there exists a (not necessarily unique) map $k : B \to P$ with $k \circ i = h$.

**Proposition 6.5.** Suppose that $T$ is $R$-observational and that $TR$ is injective with respect to the class of regular monomorphisms. Then the submonad $D$ of thunkable morphisms is idempotent.

**Proof.** By Lemma 5.7 it suffices to show that $TDB$ is monic. Since $\eta_{TTX} \circ TDB = TXDTX$ it suffices for this to show that $TTDX$ is monic. (Indeed, this is also necessary, since we saw above that if $TDB$ is monic then it is also split monic). The $R$-observationality condition for $DX$ says that the family of maps (6) is monic, so it suffices to show that

$$\mu \circ T(\nabla_n) \circ T(h_1, \ldots, h_n) \circ TDX$$

is monic. By $R$-observationality, it is sufficient that every map $s : DX \to TR$ factorizes as $h \circ \theta_X$ for some $h : TX \to TR$, since then this family is equivalent to the one in the $R$-observationality condition for $TX$. But this just says that $TR$ is a $\{\theta_X\}$-injective object. □

### 6.2 Result objects with a monoid structure

A particularly useful case of result object is when $R$ is a monoid in $\mathcal{C}$. Then $TR$ is a monoid in the category of $T$-algebras, with unit $\epsilon^TR$ and multiplication $m^TR$ given as follows,

$$1 \xrightarrow{\eta} T1 \xrightarrow{\epsilon^R} TR \xrightarrow{TR \times TR} T(R \times R) \xrightarrow{m^R} TR$$

(7)

where $\epsilon^R$ and $m^R$ are the unit and multiplication of $R$. For probability monads, we generally take $TR$ to be the unit interval $[0, 1]$, which is a monoid under multiplication (as well as an algebra under integration). In particular,

- For the distribution and Giry monad $P$, the object $[0, 1]$ can be written as $P\{0, 1\}$ (where the product in $R = [0, 1]$ is multiplication);
- For the monad of subprobability measures $M$, the object $[0, 1]$ can be written as $M\{1\}$ (with the trivial monoid structure on $R = 1$).

Now let $(S, s : TS \to S)$ be a $T$-algebra with monoid structure (for example, in the form $S = TR$ as above, with $R$ a monoid in $\mathcal{C}$.) The Eilenberg-Moore adjunction gives a bijection for each object $X$,
For the Giry monad, for example, given the function \( f : X \to [0, 1] \), the corresponding morphism \( \epsilon_f : PX \to [0, 1] \) is the integral of \( f \\
\int f \, dp. 
\)

Because of this correspondence, we can test observationality of \( T \) in terms of the maps \( \epsilon_f \). Now, these maps alone are in general not enough to test observationality, but their products are. Let’s define what we mean by “product”. Write the unit and multiplication of the monoid \( S \) by \( e^1 : 1 \to S \) and \( m^S : S \times S \to S \). Denote by \( m^S_n : S^n \to S \) the maps given by

- \( m^S_0 = e; \)
- \( m^S_1 = \text{id}; \)
- \( m^S_2 = m; \)
- For \( m > 2, m_n \) is the unique (by associativity) way of multiplying \( n \) objects, \( S \times \cdots \times S \to S \).

Given now \( h_1, \ldots, h_n : X \to S \), define the pointwise product \( h_1 \cdots h_n \) as the map

\[
X \xrightarrow{\Delta^n} X^n \xrightarrow{h_1 \times \ldots \times h_n} S^n \xrightarrow{m_n} S. 
\]

In Meas, if the \( h_i \) are functions into \([0, 1]\), this gives the ordinary product of functions \( x \mapsto h_1(x) \cdots h_n(x) \).

We can now test observationality by means of the maps \( \epsilon_f \) and their products.

**Lemma 6.6.** Let \( R \) be a monoid in \( \mathcal{C} \), and consider the free algebra \((S, s) = (TR, \mu)\) with its induced monoid structure. The monad \( T \) is \( R \)-observational (hence observational) if the following maps are jointly monic,

\[
TTX \xrightarrow{T (h_1 \cdots h_n)} TS \xrightarrow{\epsilon_f} S
\]

for all \( n \in \mathbb{N} \) and \( h_1, \ldots, h_n : X \to S \).

Note that we can write the maps above even more concisely as \( \epsilon_{h_1 \cdots h_n} \).

**Proof.** It suffices to show that the maps of the family (9) can be obtained from the maps of family (6) by postcomposition (because if the former are jointly monic, then the latter have to be as well).

Now since \( S = TR \) and \( s = \mu_R \), we have that \( \epsilon_{h_i} = \mu_R \circ Th_i \), and so we can rewrite (9) as follows,

\[
\mu \circ T(\mu \circ Th_1 \cdots \mu \circ Th_n) \\
= \mu \circ T(m^S_n) \circ T(\mu \circ Th_1, \ldots, \mu \circ Th_n) \\
= \mu \circ TT(m^S_n) \circ \nabla \circ T(\mu^n) \circ T(Th_1, \ldots, Th_n) \\
= Tm^R_n \circ \mu \circ TT \circ \nabla \circ T(\mu^n) \circ T(Th_1, \ldots, Th_n) \\
= Tm^R_n \circ \mu \circ TTT \circ \nabla \circ T(Th_1, \ldots, Th_n) \\
= Tm^R_n \circ \mu \circ TT \circ \nabla \circ T(Th_1, \ldots, Th_n)
\]

where we used, in turn,

- the pointwise product formula (8);
- the fact that \( m^S_n = Tm^R_n \circ \nabla \), from (7);
- naturality of \( \mu \);
- compatibility of the monoidal structure \( \nabla \) of \( T \) with \( \mu \);
- the associativity square for \( \mu \).

The last line is exactly the composition of \( Tm^R_n \) with (6).

Lemma 6.6 allows us to prove observationality of several monads, including the Giry monad (see Section 9).

## 7 DETERMINISM IN THE OBSERVATIONAL CASE

The key consequence of a monad’s being observational is the following.

**Theorem 7.1.** Let \( T \) be an observational commutative monad on a cartesian monoidal category \( \mathcal{C} \). Then every deterministic morphism in \( \text{Kl}(T) \) is thunkable.

**Proof.** Let \( f : A \to B \) be deterministic. It suffices to check that

\[
A \xrightarrow{\text{thunk}} B \xrightarrow{\text{thunk}} TB \quad A \xrightarrow{\text{thunk}} TA \xrightarrow{\text{thunk}} TB
\]

become equal after postcomposition with each of the \( \text{samp}_n \) maps from (3). For \( n = 1 \),

\[
\text{samp}_1 \circ \text{thunk} \circ f = \text{force} \circ \text{thunk} \circ f = f = f \circ \text{force} \circ \text{thunk} = \text{force} \circ T^b f \circ \text{thunk} = \text{samp}_1 \circ T^b f \circ \text{thunk}.
\]

For \( n = 0 \), we use the facts that \( f \) is discardable and thunk and \( T^b(f) \) are both pure (and so discardable):

\[
\text{samp}_0 \circ \text{thunk} \circ f = \text{del} \circ \text{thunk} \circ f = \text{del} = \text{del} \circ T^b f \circ \text{thunk} = \text{samp}_0 \circ T^b f \circ \text{thunk}.
\]

For \( n \geq 2 \), we use the facts that \( f \) is copyable and that thunk and \( T^b(f) \) are both pure (and so copyable) and the already proved \( n = 1 \) case.

\[
\text{samp}_n \circ \text{thunk} \circ f = \text{force}^n \circ \text{copy}_n \circ \text{thunk} \circ f = \text{force}^n \circ \text{thunk} \circ \text{copy}_n \circ f = \text{force}^n \circ \text{thunk} \circ T^b f \circ \text{thunk} = \text{force}^n \circ \text{copy}_n \circ T^b f \circ \text{thunk} = \text{samp}_n \circ T^b f \circ \text{thunk}.
\]

**Corollary 7.2.** Let \( T \) be an observational commutative monad on a cartesian category. The associated submonad \( D \) is equivalently characterizing the deterministic morphisms of \( \text{Kl}(T) \).
8 De Finetti’s Theorem

De Finetti’s theorem [5] gives a connection between random distributions and exchangeable sequences. As we show in this section, the notion of observationality can say something about de Finetti’s theorem, as infinite sequences can be seen as limits of a finite, arbitrarily large amount of observations.

In general, in a Kleisli category we have monoidal products rather than cartesian ones. Because of that, in order to talk about infinite sequences in \( X \), one cannot take a countable cartesian product of copies of \( X \). One, rather, has to extend monoidal products to the infinite case. This was accomplished in [12] for the case of Markov categories. Here we give the analogous construction for CD categories (which is almost the same). For further context, motivation, and applications we refer to the aforementioned source, as well as to the later [7].

8.1 Kolmogorov products

In order to form Kolmogorov products, let’s take a look at the so-called marginalization maps. Given objects \( X \) and \( Y \) in a CD category, their tensor product \( X \otimes Y \) can be interpreted as the object of joint states. For example, if we are in a Kleisli category, a morphism \( I \xrightarrow{=} X \otimes Y \) corresponds to an arrow \( 1 \to T(X \times Y) \) of the base category, which is a joint probability measure if \( T \) is the Giry monad. We can then apply the map \( X \otimes Y \xrightarrow{\text{id} \otimes \text{del}} X \otimes I \xrightarrow{=} X \), which intuitively “discards” \( Y \). This maps a joint state into the marginal state on \( X \). For the case of the Giry monad, this corresponds to taking the marginal probability.

Since \( \otimes \) is a bifunctor, marginalizations are deterministic, and also natural in the sense that the following diagram commutes.

\[
\begin{array}{ccc}
X \otimes Y & \xrightarrow{\text{id} \otimes \text{del}} & X \otimes I \\
\downarrow \text{del@id} & & \downarrow \text{del@id} \\
I \otimes Y & \xrightarrow{\text{id} \otimes \text{del}} & I
\end{array}
\]

The same is true for marginalizations of finite sequences \( X_1 \otimes \cdots \otimes X_n \).

**Definition 8.1.** Let \( I \) be an infinite set, and let \( \{X_i\} \) be an \( I \)-indexed collection of objects of a CD category. The Kolmogorov product of the family \( \{X_i\} \), denoted by \( X_I \), is the (cofiltered) limit of the diagram whose objects are the finite tensor products \( \bigotimes_{i \in F} X_i \) over all the finite subsets \( F \) of \( I \), and whose morphisms are the marginalizations, if moreover the following two further conditions are satisfied:

- The arrows of the limit cone are deterministic;
- The limit is preserved by the tensor product \( X \otimes \cdot \) for each object \( X \).

We call a Kolmogorov power a Kolmogorov product where the objects \( X_i \) are all isomorphic to a same object \( X \). In that case we denote the product by \( X^I \). In the context of de Finetti, we are interested in countable Kolmogorov powers, i.e. where \( I \) is, equivalently, the set \( \mathbb{N} \) of natural numbers.

Let’s now look at the interaction between observational monads and Kolmogorov powers. If the Kolmogorov product \( A^\mathbb{N} \) exists, the maps \( \text{samp}_n \) make the following diagram commute for each \( n \) and for each marginal projection \( \pi : A^n \xrightarrow{=} A^{n-1} \), i.e. \( \pi \otimes \text{samp}_n = \text{samp}_{n-1} \). Therefore, there exists a unique map \( \text{samp}_{\mathbb{N}} \) making the following diagram commute for each \( n \).

\[
\begin{array}{ccc}
A^n & \xrightarrow{\pi} & A^{n-1} \\
\downarrow \text{samp}_n & & \downarrow \text{samp}_{n-1} \\
A^{\mathbb{N}} & \xrightarrow{=} & A^{\mathbb{N}-1}
\end{array}
\]

This map is monic if and only if the family \( \{\text{samp}_n\} \) is jointly monic. Therefore, if \( K(T) \) has countable Kolmogorov products, \( T \) is observational if and only if only if \( \text{samp}_{\mathbb{N}} \) is monic for every object \( A \).

8.2 Application to the synthetic de Finetti theorem

In [7] a de Finetti theorem was proved for Markov categories satisfying particular conditions. It reads as follows.

**Theorem 8.2 (Theorem 4.4 in [7]).** Consider a Markov category with countable Kolmogorov powers, conditionals, and almost-surely-compactly representable, with probability monad \( P \). Then a morphism \( \rho : A \xrightarrow{=} X^\mathbb{N} \) is exchangeable if and only if there is a morphism \( \rho : A \xrightarrow{=} PX \) such that \( \rho = \text{samp}_{\mathbb{N}} \otimes \rho \).

We now know that if (and only if) the probability monad \( P \) is observational, then \( \text{samp}_{\mathbb{N}} \) is monic. Therefore, in the theorem above, we can even conclude that the morphism \( \rho \) is unique. This is in particular the case for the Giry monad on standard Borel spaces, and so for the Markov category BorelStoch. In traditional probability theory, the uniqueness of \( \rho \) (at least for states, \( A = I \)) is already known. Our formalism, however, incorporates this statement of uniqueness into the categorical formalism. This opens the road to study de Finetti’s theorem and similar statements as categorical universal properties, a path undertaken already (using a different formalism) for example by [31].

9 Examples

Here we give some important examples of observational monads: the Giry and sub-Giry monads and the lower Vietoris monad of nondeterminism. We also give an interesting but unusual example with the name generation monad.

9.1 The Giry monads on measurable spaces

**Theorem 9.1.** The Giry monad and the monad \( M \) of subprobability measures are observational.

The proof uses the following version of the celebrated functional monotone class theorem, (a.k.a. the “\( \pi \)-\( \lambda \) theorem for functions”). See [2, Theorem 2.12.9] for a reference.

**Theorem 9.2 (Functional monotone class theorem).** Let \( X \) be a measurable space, and denote by \( F(X) \) the space of bounded measurable functions \( X \to \mathbb{R} \). Consider a vector subspace \( H \subseteq F(X) \) containing the function 1, and such that its positive cone is closed under sequential increasing limits. Consider a subset \( K \subseteq H \) closed under pointwise products, and denote by \( \sigma(K) \) the \( \sigma \)-algebra generated by the functions in \( K \). Then \( H \) contains all \( \sigma(K) \)-measurable functions.

\(^1\)For the precise definition of these properties, we refer to the original source.
In order to prove Theorem 9.1, let’s also recall that given a measurable set $X$, the (“Giry”) $\sigma$-algebra of $MX$ is equivalently generated by the functions

$$MX \xrightarrow{\int} [0, 1]$$

$$m \longmapsto \int f \, dm$$

for each measurable function $f : X \to [0, 1]$ (see [16]).

Let’s now prove our theorem.

**Proof of Theorem 9.1.** Let’s prove the assertion for $M$, the case of $P$ is analogous. We will use Lemma 6.6 with $S = [0, 1]$ (i.e. result object $R = 1$). So it suffices to show that the maps (9) are jointly monic. Let’s unpack the expression (9) for our case. We need to show that on a measurable space $X$, if $p$ and $q$ are measures on $MX$, i.e. in $MMX$, then $p = q$ if and only if $p$ and $q$ agree on the following products,

$$\int_M \varepsilon_{h_1} \cdots \varepsilon_{h_n} \, dp = \int_M \varepsilon_{h_1} \cdots \varepsilon_{h_n} \, dq$$

for each finite collection $\{h_1, \ldots, h_n\}$ of measurable functions $X \to [0, 1]$, including the 0-ary product (the function 1, meaning that $p$ and $q$ have the same normalization).

Now consider the collection $K$ of all finite pointwise products of the functions $\varepsilon_f$,

$$K := \{\varepsilon_{f_1} \cdots \varepsilon_{f_n} : n \in \mathbb{N}, f_i \in F(X), \lambda \in \mathbb{R}\}.$$

This collection generates the $\sigma$-algebra of $MX$, and it is closed under products. Take now the measures $p$, $q$ on $MX$, i.e. in $MMX$. Denote by $H$ the subset of bounded measurable functions $g : MX \to \mathbb{R}$ such that $\int g \, dp = \int g \, dq$. By linearity and monotone continuity of integration, $H$ is a vector subspace of $F(MX)$ and its positive cone is closed under sequential increasing limits. Moreover, it contains $1$. Since $p$ and $q$ agree on $K$ (by (9)), $K \subseteq H$, and so we are in the hypothesis of Theorem 9.2. The theorem tells us that every function that is measurable for the $\sigma$-algebra generated by $K$ lies in $H$, i.e. cannot tell $p$ and $q$ apart. But since $K$ generates the whole $\sigma$-algebra of $MX$, this means that $p = q$. □

**Corollary 9.3.** The (sub-)Giry monad admits an idempotent sub-monad of deterministic states.

**Proof.** We know from Theorem 5.6 that the monad $D$ of thunkable morphisms is an idempotent submonad of $M$ (resp. $P$). Since $M$ (resp. $P$) is observational, we know by Theorem 7.1 that thunkable and deterministic morphisms coincide. Therefore we can equivalently view $D$ as the monad whose Kleisli morphisms are deterministic (i.e. zero-one) Markov kernels. In particular, the elements of $DX$ are the zero-one measures on $X$. □

### 9.2 The lower Vietoris monad on topological spaces

**Theorem 9.4.** The lower Vietoris monad on $\text{Top}$ (a.k.a. the Hoare powerdomain) is observational.

Again as result object we take the terminal object 1, so that $S = H1$ is the Sierpinski space $\{0, 1\}$, equipped with its usual topology (generated by (1)). This way, a continuous function $f : X \to \{0, 1\}$ is equivalently and open subset of $X$ (by taking $f^{-1}(1)$).

We use the following statement, [11, Lemma 2.3].

**Proposition 9.5.** Let $X$ be a topological space. Let $\mathcal{B}$ be a basis of the topology of $X$. Let $C$ and $D$ be closed subsets of $X$, i.e. elements of $HX$. Then $C = D$ if and only if for every open $U$ in $\mathcal{B}$, the set $C$ intersects $U$ if and only if $D$ does.

Moreover, the topology of $HX$ is the weakest topology making the following maps continuous for all open sets $U$ of $X$,

$$HX \xrightarrow{\epsilon_U} \{0, 1\}$$

$$C \longmapsto \begin{cases} 1 & C \cap U \neq \emptyset \\ 0 & C \cap U = \emptyset \end{cases}$$

As maps into $\{0, 1\}$ corresponds to open sets, we can view the $\epsilon_U$ as open sets of $HX$ (generating the topology). For more details, see again [11, Section 2].

Let’s now prove the theorem. In some sense, the role of the $\pi$-$\lambda$ theorem this time is played by Proposition 9.5.

**Proof of Theorem 9.4.** We use Lemma 6.6 where $S$ is the Sierpinski space, with monoid structure given by ‘meet’, and $H$-algebra structure, i.e. (topological) sup-semilattice structure, given by ‘join’. It suffices to show that the maps (9) are jointly monic. Unpacking the expression of Lemma 6.6, and using (11), given closed subsets $C, D \subseteq HX$ we have to show that they are equal if and only if for all $n$ and for all open sets $U_1, \subseteq U_n \subseteq X$, the set $C$ intersects the intersection

$$\epsilon_{U_1} \land \cdots \land \epsilon_{U_n}$$

if and only does. Now, as the topology of $HX$ is generated by the $\epsilon_U$, the $\epsilon_U$ for a subbasis, and hence their intersection form a basis. By Proposition 9.5, then, the sets (12) are indeed enough to test that $C = D$. □

In particular, Kleisli morphisms for the monad $H$ are deterministic if and only if they are thunkable.

### 9.3 Local names

In [28] it was shown that randomness can be used to model fresh name generation, exploiting the fact that repeated uniform sampling from $[0, 1]$ returns distinct values with probability 1. Conversely, the traditional model of local names from [30] is an interesting model of categorical probability. We take $D = [\text{Inj}, \text{Set}]$ and the name-generation monad

$$(TX)a = \text{colim}_{b \in \text{Inj}} X(a+b).$$

If a ‘stage of computation’ means the (finite) set of names which are in use so far, an object $X \in [\text{Inj}, \text{Set}]$ consists of a set of values at each stage. A value of $TX$ at stage $a$ consists of a set $b$ of local names that have been generated together with a value of $X$ at the resulting stage $a+b$. The object $TX$ is quotiented so that: 1) the names in $b$ are ‘bound’ or $a$-convertible; 2) names that are not referenced in the value of $X$ are out of scope and so discarded.

The monad $T$ is commutative and affine (satisfies $T1 \cong 1$). It does not satisfy the equalizing requirement, but it is observational.

**Theorem 9.6.** The monad $T$ on $[\text{Inj}, \text{Set}]$ is observational.
Proof. Let $[b, [c, x]]$ and $[b', [c', x']]$ be representatives of elements of $(TTX)(a)$, which are equal under all of the samp$_p$ maps. Then, for every $n \in \mathbb{N}$, writing $c_1, \ldots, c_n$ and $c'_1, \ldots, c'_n$ for tuples of copies of $c$ and $c'$ using fresh names and $x_i = x[c_i/c], x'_i = x'[c'_i/c']$, we have that

$$(b + c_1 + \ldots + c_n, (x_1, \ldots, x_n))$$

and

$$(b' + c'_1 + \ldots + c'_n, (x'_1, \ldots, x'_n))$$

are equivalent elements of $(TX)(a)$, meaning that there are injections $f : b + c_1 + \ldots + c_n \hookrightarrow d$ and $f' : b' + c'_1 + \ldots + c'_n \hookrightarrow d$ such that $X(1_a + f)(x_i) = X(1_a + f')(x'_i) \in X(a + d)$ for each each $1 \leq i \leq n$. By choosing $n$ sufficiently large, i.e. bigger than $|b| + |b'|$, we can ensure that for some $i$ the image of $c_i$ under $f$ is disjoint from the image of $c'_i$ under $f'$ and also that the image of $c'_i$ under $f'$ is disjoint from the image of $b$ under $f$. Let $d_1 = \im(f[b]) \cup \im(f'[b'])$ and $d_2 = d \setminus d_1$. Then $[b, [c, x]]$ is also represented by $[d_1, [d_2, X(1_a + f + [f_c + \ldots + c_n]_x)])$ and similarly $[b', [c', x']]$ is also represented by $[d_1, [d_2, X(1_a + f' + [f'_c + \ldots + c'_n]_x)])$, but by construction these are actually isomorphic.

It is well known that the full subcategory of $[\In, \Set]$ whose objects are the pullback-preserving functors is equivalent to the Schanuel topos, or topos of nominal sets [15]. The following facts are straightforward to establish.

(1) Every object $TX$ is a nominal set.
(2) $T$ preserves monos whose codomain is a nominal set.
(3) Every nominal set is sober with respect to $T$.

Corollary 9.7. The sober objects for the name-generation monad are precisely the nominal sets, and the sobrification monad is idempotent.

10 Conclusion

10.1 Related work

The notion of sober space comes from topology, meaning a topological space where the set of points (set of values) is determined by the set of open subsets (observable predicates). The idea that abstractly a ‘sober’ object is one for which the fork (1) is an equalizer has appeared before, e.g. [3, 27, 33]. These works were not focused on probability, but there is some overlap in the examples of interest. In [33], it is shown that the passage $C \ni K(T_h\text{hunk})$ ‘freely adjoins sobriety’ to $C$. Our concern is a little different: we use thunkable morphisms to transform the objects of $C$ into sober objects in the same category.

The concepts of discardability, copiability, and thunkability have been developed, for example, in [13, 14, 19, 34]. Since most work was on general computational effects, there is another fundamental class of morphisms of interest, the central morphisms. For commutative effects as studied in this paper, every morphism is central. Thus in general one needs to consider symmetric premonoidal categories [21], rather than symmetric monoidal categories. We note that much of our framework does not rely on monoidality rather than premonoidality, but we leave to future work the investigation of noncommutative examples.

10.2 Summary

We have given natural conditions on a commutative monad, observationality (Def. 6) and $S$-observationality (Def. 6.4), for which the deterministic computations are precisely the thunkable ones. Under mild conditions we showed that these imply that the monad has an associated idempotent sobrification submonad (§4, §5). We showed that these conditions apply to several examples of interest, including the Giry monad on measurable spaces, and the lower Vietoris monad on topological spaces (Theorem 5.6).
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