Effects of Matrix Orientifolding to Two-Loop Effective Action of Bosonic IIB Matrix Model
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Abstract

We study the spacetime structures which are described by the IIB matrix model with orientifolding. Matrix orientifolding that preserves supersymmetries yields the mirror image point with respect to a four-dimensional plane for each spacetime point that corresponds to the eigenvalue of the bosonic matrix. In order to consider the upper bound on the distance between two eigenvalues in this model, we calculate the effective action for the eigenvalues up to two-loop. The eigenvalues distribute in a tubular region around the four-dimensional plane.
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1 Introduction

The reduced matrix models are proposed to enable nonperturbative studies of strings [1]-[8]. They are obtained from Yang-Mills theory by the dimensional reduction[9]. The eigenvalues of the matrices represent spacetime points, while the remaining degrees of freedom mediate interactions between the spacetime points. The effective dynamics of the spacetime points is obtained by carrying out the integrations of the off-diagonal elements. The formation of our spacetime have been variously attempted. For example, branched polymers [10], generalized monopoles [11, 12], orbifolding [13, 14] and more have been used. The spontaneous breakdown of Lorentz symmetry to lower dimension due to fermion determinant is also developed [15].

The USp matrix model is introduced as the orientifolding of the IIB matrix model, which preserves the maximal supersymmetry [4, 5]. In [16], we have seen that there is a long distance attraction between the spacetime points up to the one-loop corrections in this model. Moreover it was found that two-body force in the short distance is repulsive by calculations at the model with lower rank matrices, usp(2) and usp(4).

We continued to study the USp matrix model,

$$S = -\frac{1}{4g^2} \text{tr}[v_M, v_N]^2 - \frac{1}{2g^2} \text{tr}\Psi\Gamma^M[v_M, \Psi],$$

(1.1)

where $M = 0, 1, \cdots, 9$ and $\Psi$ is a ten-dimensional Majorana-Weyl spinor. The matrices $v_M$ take the following form:

$$v_\mu = \begin{pmatrix} M_\mu & N_\mu \\ N_\mu^* & -M_\mu^t \end{pmatrix}, \quad v_m = \begin{pmatrix} A_m & B_m \\ -B_m^* & A_m^t \end{pmatrix},$$

(1.2)

where $\mu = 0, 1, 2, 3, 4, 7$ and $m = 5, 6, 8, 9$ and $M_\mu$ and $A_m$ are $N \times N$ Hermitian matrices and $N_\mu(B_m)$ are $N \times N$ (anti-)symmetric. Selecting one of these two representations for each of the matrix coordinates is referred to as matrix orientifolding in this paper. In what follows suppose that the matrices labeled by Greek letters $\mu, \nu, \cdots$ belong to defining representation (we also call this as adjoint representation) of usp Lie algebra and those labeled by Roman letters $m, n, \cdots$ belong to antisymmetric representation. This splitting of the representation has taken place in order to the preserve $8 + 8$ supersymmetries after the orientifolding of the IIB matrix model with $16 + 16$ supersymmetries and is almost a unique way to choose. By construction, the ten-dimensional Lorentz covariance is broken to four- and six-dimensional ones explicitly. The upshot is that matrix orientifolding inevitably introduces spacetime directional asymmetry. In this paper we restrict, however, our attention to the bosonic part.
We consider the effective dynamics for the eigenvalues of the bosonic matrices, which are obtained by the integrations of the offdiagonal elements. In [17], the author found the upper bound on the extent of spacetime in the bosonic IIB matrix model by calculating the two-loop corrections to the effective action for the eigenvalues. By using the similar prescription, we discuss what feature the spacetime described by the USp matrix model has.

The content of this paper is as follows: In the next section we calculate concretely the two-loop effective action for the eigenvalues. In section three the spacetime constituted by the USp matrix model is discussed.

## 2 Two-loop corrections of the bosonic USp matrix model

In this section, we consider the bosonic part of the USp matrix model. Then we can arbitrarily choose the number of the bosonic coordinates belonging to either adjoint representation or antisymmetric representation, because this restriction is due to supersymmetry. We denote the number of the directions of the adjoint and antisymmetric representation by $D_{\text{ad}}$ and $D_{\text{as}}$, respectively. The action is

$$S_b = -rac{1}{4g^2} \text{tr}[v_M, v_N]^2,$$  \hfill (2.1)

We decompose the matrices $v_M$ into the diagonal and the off-diagonal parts,

$$v_M = x_M + \tilde{v}_M.$$  \hfill (2.2)

The diagonal parts $x_M$ are respectively given by

$$x_\mu = \begin{pmatrix} X_\mu & 0 \\ 0 & -X_\mu \end{pmatrix}, \quad x_m = \begin{pmatrix} X_m & 0 \\ 0 & X_m \end{pmatrix},$$  \hfill (2.3)

where

$$X_M = \begin{pmatrix} x_1^M \\ x_2^M \\ \cdots \\ x_N^M \end{pmatrix}.$$  \hfill (2.4)

Since the eigenvalues of the matrix correspond to the spacetime points, the diagonal matrices (2.3) represent the spacetime configuration as shown in Figure 1. Note that the lower half of the diagonal elements is not independent variables and correspond to the
mirror image points with respect to the $D_{as}$-dimensional plane spanned by the directions of antisymmetric representation. The upper half of the matrices thus represents spacetime.

Figure 1: Each node represents the diagonal elements of the matrices $x_M$, which are regarded as spacetime points and their images in ten dimensional spacetime. Because ten $2N \times 2N$ bosonic matrices appear in the USp matrix model, there are $2N^2$ points in this figure. Clearly, the spacetime points and their images are symmetric with respect to the four-dimensional plane spanned by the antisymmetric directions.

Using the eigenvalues $\lambda_M$ of $v_M$ and the off-diagonal elements $\tilde{v}_M$, we can rewrite the diagonal elements $x_M$ as

$$x_M^{i'} \sim \lambda_{i'M}^{i'} - \sum_{j' \neq i'} \frac{\tilde{v}_M^{j'i'} \tilde{v}_M^{i'j'}}{\lambda_{i'M}^{j'} - \lambda_{i'M}^{i'}} \equiv \lambda_{i'M}^{i'} + x_M^{i'},$$

up to $O(\tilde{v}^2)$, where $i' = 1, 2, \cdots, 2N$. The difference $x_M^{i'}$ between the diagonal element and eigenvalue becomes important for higher loop corrections though it can be neglected for one-loop.

The quadratic action for the off-diagonal elements is

$$S' = S_b^{(2)} + S_{glf}^{(2)} + S_{ghost}^{(2)}$$

$$= \frac{1}{g^2} \sum_{i,j} \left[ \{(\lambda_\mu^{ij})^2 + (\lambda_m^{ij})^2\} M^{ij} M^{ij*} + \{(\tilde{\lambda}_\mu^{ij})^2 + (\tilde{\lambda}_m^{ij})^2\} N^{ij} N^{ij*} + \{(\lambda_\mu^{ij})^2 + (\lambda_m^{ij})^2\} A^{ij} A^{ij*} + \{(\tilde{\lambda}_\mu^{ij})^2 + (\tilde{\lambda}_m^{ij})^2\} B^{ij} B^{ij*} \right]$$

$$- \frac{1}{g^2} \text{tr} [\lambda_M, b] [\lambda_{M^c}, c],$$

where

$$\lambda_{i'M}^{ij} = \lambda_{i'M}^{ij} - \lambda_{i'M}^{j'}, \quad \tilde{\lambda}_{i'M}^{ij} = \lambda_{i'M}^{ij} + \lambda_{i'M}^{j'}.$$  

Here we have added the following gauge fixing term and the ghost term to the action:

$$S_{glf} = -\frac{1}{2g^2} \text{tr} [\lambda_M, \tilde{v}_M], \quad S_{ghost} = -\frac{1}{g^2} \text{tr} [\lambda_M, b] [v_M, c].$$
In Eq. (2.6), the quadratic parts $S_{gf}^{(2)}$ and $S_{\text{ghost}}^{(2)}$ have been included. The ghost $c$ and anti-ghost $b$ belong to adjoint representation,

$$c = \begin{pmatrix} c_{(1)} & c_{(2)} \\ c_{(2)}^* & -c_{(1)}^* \end{pmatrix}, \quad b = \begin{pmatrix} b_{(1)} & b_{(2)} \\ b_{(2)}^* & -b_{(1)}^* \end{pmatrix},$$

(2.9)

where $b_{(1)}$ and $c_{(1)}$ are Hermitian and $b_{(2)}$ and $c_{(2)}$ are symmetric. The propagators can be read off from the quadratic action (2.6) as follows:

$$\langle A_{MN}^{ij} A_{KL}^{kl} \rangle = g^2 \left( \frac{1}{(\lambda_{ij})^2} \delta^{ik} \delta^{jl} \delta_{MN} \right),$$

$$\langle N_{\mu}^{ij} N_{\nu}^{kl} \rangle = g^2 \left( \frac{1}{(\lambda_{ij})^2} \delta^{ij} \delta^{kl} \delta_{\mu\nu} \right),$$

$$\langle B_{MN}^{ii} B_{KL}^{kl} \rangle = g^2 \left( \frac{1}{(\lambda_{ij})^2} \delta^{ii} \delta^{kk} \right),$$

$$\langle c_{(1)}^{ij} b_{(1)}^{kl} \rangle = g^2 \left( \frac{1}{(\lambda_{ij})^2} \delta^{ik} \delta^{jl} \right),$$

$$\langle c_{(2)}^{ij} b_{(2)}^{kl} \rangle = g^2 \left( \frac{1}{(\lambda_{ij})^2} \delta^{ik} \delta^{jl} + \delta^{il} \delta^{jk} \right),$$

(2.10)

where $\langle \rangle$ represents expectation value defined by

$$\langle O \rangle = \frac{\int O e^{-S'}}{\int e^{-S'}},$$

(2.11)

and $A_M = (M_\mu, A_m)$ whose eigenvalues are ten-dimensional spacetime coordinates and $(\lambda_{ij})^2 = (\lambda_M^i - \lambda_M^j)^2$ and $(\tilde{\lambda}_{ij})^2 = (\lambda_M^i - \lambda_M^j)^2 + (\lambda_M^i + \lambda_M^j)^2$, which correspond to each distance between the eigenvalues. The former $(\lambda_{ij})^2$ is the second power of distance between two spacetime points and the latter $(\tilde{\lambda}_{ij})^2$ is that between a spacetime point and a mirror image point. The interaction part is

$$S_{\text{int}} = -\frac{1}{g^2} \text{tr}[\lambda_M, \tilde{v}_M][\tilde{v}_M, \tilde{v}_N] - \frac{1}{4g^2} \text{tr}[\tilde{v}_M, \tilde{v}_N]^2 - \frac{1}{g^2} \text{tr}[x'_M, \tilde{v}_N][\lambda_M, \tilde{v}_N] - \frac{1}{g^2} \text{tr}[x'_M, \tilde{v}_M][\lambda_M, \tilde{v}_N] - \frac{1}{4g^2} \text{tr}[\lambda_M, b][\tilde{v}_M, c] - \frac{1}{g^2} \text{tr}[\lambda_M, b][x'_M, c].$$

(2.12)

The action (2.1) is also written as

$$S_b = -\frac{1}{2g^2} \text{tr}[A_M, A_N]^2 + \cdots.$$

(2.13)

The first term is the bosonic action of the $D = D_{\text{ad}} + D_{\text{as}} = 10$ IIB matrix model and the remaining terms appear by the effect of orientifolding, which is our interest. The two-loop effective action, therefore, is written as

$$W_2(\lambda) = g^2 W_2^{\text{IIB}}(\lambda) + g^2 W_2'(\lambda).$$

(2.14)
Here the first term is the two-loop effective action for the IIB matrix model [17],

\[ W_{2\text{IIB}}(\lambda) = \frac{1}{2}(D - 2)^2 I_1 - \frac{1}{2}D(3D - 7)I_2 - 2(D - 2)I_3, \]  

(2.15)

where

\[ I_1 \equiv \sum_{i,j,k,j \neq k} \frac{1}{(\lambda^{ij})^2(\lambda^{jk})^2}, \]

\[ I_2 \equiv \sum_{i,j} \frac{1}{(\lambda^{ij})^4}, \]

\[ I_3 \equiv \sum_{i,j,k,j \neq k} \frac{1}{(\lambda^{ij})^2(\lambda^{jk})^2 \lambda^M_{ij}}. \]  

(2.16)

In what follows we calculate concretely the remaining part of the two-loop effective action. In this section, we pay attention to the action constituted by only the matrices of the adjoint representation, \( M_\mu, N_\mu \) and the ghosts. The part including the matrices of the antisymmetric representation is calculated in Appendix A. The action that we need now is

\[ S^{ad}_{nt} = \sum_{i,j} \sum_{\mu, \nu} \left\{ -\frac{1}{g^2} \left[ 2\lambda^i_\mu M^i_\mu E^i_{\mu \nu} - \tilde{\lambda}^i_\mu (N^i_\nu F^i_{\nu \mu} + N^i_\mu F^i_{\mu \nu}) \right] - \frac{1}{g^2} \left[ E^i_{\mu \nu} E^i_{\nu \mu} - F^i_{\mu \nu} F^i_{\nu \mu} \right] \]

\[ - \frac{4}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda^j_\mu}{\lambda^k_\mu} M^j_\mu M^k_\mu M^i_\nu - \tilde{\lambda}^i_\mu M^i_\nu \right] \right\} \]

\[ - \frac{2}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda^j_\mu}{\lambda^k_\mu} M^j_\mu K^i_\nu + M^i_\nu \right] \right\} \]

\[ \frac{2}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda^j_\mu}{\lambda^k_\mu} M^j_\nu + M^i_\nu \right] \right\} \]

\[ \frac{2}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda^j_\mu}{\lambda^k_\mu} M^j_\nu + M^i_\nu \right] \right\} \]

\[ - \frac{2}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda^j_\mu}{\lambda^k_\mu} M^j_\nu + M^i_\nu \right] \right\} \]

\[ - \frac{2}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda^j_\mu}{\lambda^k_\mu} M^j_\nu + M^i_\nu \right] \right\} \]

(2.17)
Figure 2: two-loop planar diagrams.

The two-loop planar diagrams are shown in Figure 2. The solid line and the wavy line represent the propagator of $N_{ij}^{\mu}$ and $M_{ij}^{\mu}$, respectively. Similarly, the dashed solid line and wavy line correspond to the ghosts $b_{(2)}^j, c_{(2)}^j$ and $b_{(1)}^j, c_{(1)}^j$. The diagram (a-1) in Figure 2 is evaluated as

$$
(a-1) = \sum_{i,j,k,l} \sum_{\mu,\nu} (N_{ik}^{\mu} N_{kj}^{\nu} S_{ij}^{l} N_{ji}^{\nu} N_{li}^{\nu} - N_{ik}^{\mu} N_{ij}^{\nu} S_{ij}^{l} N_{li}^{\nu})
$$

$$+ \sum_{i,j,k} \sum_{\mu,\nu} \frac{4}{\lambda_{ik}^{\mu}} N_{ik}^{\mu} N_{kj}^{\nu} S_{ij}^{l} N_{ji}^{\nu} N_{li}^{\nu} - \sum_{i,j,k} \sum_{\mu,\nu} \frac{4}{\lambda_{ik}^{\mu}} N_{ik}^{\mu} N_{ij}^{\nu} S_{ij}^{l} N_{ji}^{\nu} N_{li}^{\nu}
$$

$$= -\frac{1}{2} D_{ad}(D_{ad} - 1) J_1^+ + \frac{3}{2} D_{ad}(D_{ad} - 1) J_2^+ + 2(D_{ad} - 1) J_3,$$

where

$$J_1^\pm = \sum_{i,j,k \neq j} \frac{1}{2} (\lambda_{ij})^2 (\lambda_{ik})^2 (1 \pm \delta_{ij} \pm \delta_{ik}),$$

$$J_2^\pm = \sum_{i,j} \frac{1}{2} (\lambda_{ij})^2 (1 + \delta_{ij} \pm 2 \delta_{ij}),$$

$$J_3 = \sum_{i,j,k \neq j} \sum_{\mu} \frac{4}{\lambda_{ik}^{\mu}} (\lambda_{ij})^2 (\lambda_{ik})^2 (1 + \delta_{ik} + \delta_{ij}).$$
Similarly, the diagrams (a-2) ∼ (b-3) are evaluated as

\begin{align}
(a-2) &= -2D_{\text{ad}}(D_{\text{ad}} - 1)K_1^{(1)} + 4(D_{\text{ad}} - 1)K_3^{(1)} + 4(D_{\text{ad}} - 1)\tilde{K}_3^{(1)}, \\
(a-3) &= -2(D_{\text{ad}}J_2^+ + J_3), \\
(a-4) &= -4\tilde{K}_3^{(1)}, \\
(a-5) &= -4\tilde{K}_3^{(1)}, \\
(b-1) &= 2(D_{\text{ad}} - 1)L_1^{(1)} + 2(D_{\text{ad}} - 1)L_2^{(1)} + 4(D_{\text{ad}} - 1)\tilde{L}_2^{(1)}, \\
(b-2) &= -2L_2^{(1)}, \\
(b-3) &= L_3,
\end{align}

where

\begin{align}
K_1^{\pm} &= \sum_{i,j,k\neq j} \frac{1}{2} \frac{1}{(\lambda_{jk})^2(\lambda_{ij})^2} (1 + \delta^{ik} \pm \delta^{ij}), \\
K_3^{(1)} &= \sum_{i,j,k\neq i} \frac{1}{2} \frac{\lambda_{ik}^\mu}{\lambda_{jk}^\mu} \frac{1}{(\lambda_{jk})^2(\lambda_{ij})^2} (1 + \delta^{ij}), \\
\tilde{K}_3^{(1)} &= \sum_{i,j,k\neq i} \frac{1}{2} \frac{\lambda_{jk}^\mu}{\lambda_{jk}^\mu} \frac{1}{(\lambda_{ik})^2(\lambda_{ij})^2} (1 + \delta^{ij}), \\
L_1^{(1)} &= \sum_{i,j,k\neq i} \frac{1}{2} \frac{(\lambda_{ik})^2}{(\lambda_{jk})^2(\lambda_{ij})^2} \frac{1}{(\lambda_{jk})^2} (1 + \delta^{ij} + \delta^{jk}), \\
L_2^{(1)} &= \sum_{i,j,k\neq i} \frac{1}{2} \frac{\lambda_{ij}^\mu \lambda_{jk}^\mu}{(\lambda_{jk})^2(\lambda_{ik})^2} (1 + \delta^{ij} + \delta^{jk}), \\
\tilde{L}_2^{(1)} &= \sum_{i,j,k\neq i} \frac{1}{2} \frac{\lambda_{jk}^\mu \lambda_{ij}^\mu}{(\lambda_{ik})^2(\lambda_{jk})^2} (1 + \delta^{ij} + \delta^{jk}), \\
L_3 &= \sum_{i,j} \frac{1}{4} \frac{\lambda_{ij}^\mu \lambda_{ji}^\mu}{(\lambda_{ij})^2(\lambda_{ij})^2} (1 + \delta^{ij} + \delta^{jk}).
\end{align}

Since the two-loop effective action is given by summing up all corrections and flipping the sign, we obtain the adjoint part,

\begin{align}
W_{\text{ad}}^{\prime}(\lambda) &= \frac{1}{2} D_{\text{ad}}(D_{\text{ad}} - 1)J_1^+ - \frac{1}{2} D_{\text{ad}}(3D_{\text{ad}} - 7)J_2^+ - 2(D_{\text{ad}} - 2)J_3 \\
&\quad + 2D_{\text{ad}}(D_{\text{ad}} - 1)K_1^+ - 4(D_{\text{ad}} - 2)K_3^{(1)} - 4(D_{\text{ad}} - 2)\tilde{K}_3^{(1)} \\
&\quad - 2(D_{\text{ad}} - 1)L_1^{(1)} - 2(D_{\text{ad}} - 2)L_2^{(1)} - 2(D_{\text{ad}} - 1)\tilde{L}_2^{(1)} - L_3. 
\end{align}

When the result calculated in the Appendix A is included, we can get the orientifolding effect part of the two-loop effective action,

\begin{align}
W'(\lambda) = W_{\text{ad}}^{\prime}(\lambda) + W_{\text{as}}^{\prime}(\lambda) + W_{\text{int}}^{\prime}(\lambda),
\end{align}
where $W_2^{as}(\lambda)$ and $W_2^{int}(\lambda)$ are given in equation (A.8) and (A.15).

3 Discussion

In the last section, the two-loop effective action have been calculated. First, according to the procedure used in the paper [17], in order to discuss the extent of the spacetime described by the USp matrix model, we estimate the order of magnitude of the two-loop correction. Then, we can determine the upper bound of the distance between two eigenvalues in the USp matrix model. The order of magnitude of the one-loop correction is

$$\text{(one-loop)} \sim O(N^2),$$

and that of the two-loop corrections which is obtained in the last section is

$$\text{(two-loop)} \sim O\left( N^2 \frac{g^2 N}{R^4} \right).$$

where $R$ is the expectation value of the meanvalue of the distance between the spacetime points. The two-loop corrections can be neglected for $R > \sqrt{g}N^{\frac{1}{2}}$. Thus it is enough that we think of only the attraction by the one-loop corrections in this region. As there are mirror image points with respect to plane spanned by the antisymmetric directions, the points are attracted to this $D_{as}$-dimensional plane. The spacetime points, therefore, are restricted in the region whose distance from the antisymmetric plane in Figure 3 within $\sqrt{g}N^{\frac{1}{2}}$.

![Figure 3: The points are attracted to the plane spanned by the antisymmetric directions due to dominant one-loop effect when the distance of the spacetime point from the plane is large.](image)

We must take supersymmetry into account in this discussion. However although supersymmetry may adjust the two-loop corrections, the above obtained upper bound is
certain. In addition, since supersymmetry demands $D_{ad} = 6$ and $D_{as} = 4$, the antisymmetric plane is four-dimensional.

On the other hand, for each spacetime point, there is always a mirror image point with respect to the plane spanned by the four antisymmetric directions by construction. In [16] we found that two-body interaction between a spacetime point and its mirror image point is described by the six-dimensional SU(2) matrix model. In fact, in the two-loop effective action (2.33), the interaction term between the point $i$ and its mirror image point $ar{i}$, which contain the factor $(\tilde{\lambda}^i_{ii})^4 = (2\lambda^i_{\mu})^4$ is written by

$$W'(\lambda)|_{i-\bar{i}} \text{ interaction} = -\frac{1}{2}D_{ad}(3D_{ad} - 7)\frac{1}{(2\lambda^4)^4},$$  \hspace{1cm} (3.3)

which is the same as the interaction term between the eigenvalues $\lambda^i_{\mu}$ and $-\lambda^i_{\mu}$ in $D_{ad}$-dimensional SU(2) matrix model. The number of the coordinates belonging to the antisymmetric representation $D_{as}$ is not related to this interaction. In the SU(2) model, the expectation value of the distance between these two eigenvalues is the quantity of the order of Planck length [18]. This result suggests that the eigenvalues distribute in a tubular region around the four directions of antisymmetric representation.
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A two-loop corrections

In this appendix, we calculate the remaining effective action. The action constituted by
the matrices of the antisymmetric representation only is

\[ S_{as}^{\text{int}} = \sum_{i,j} \sum_{m,n} \left\{ -\frac{1}{g^2} \left[ 2\lambda_m^i A_n^j E_{mn}^{ij} - \lambda_m^i (B_n^j F_{mn}^{ij*} + B_n^j F_{mn}^{ij}) \right] - \frac{1}{2g^2} \left[ E_{mn}^{ij} E_{mn}^{ij} - F_{mn}^{ij} F_{mn}^{ij} \right] \right\} \]

\[ - \frac{1}{g^2} \left[ 2\lambda_m^i b_{ij}^{(1)} E_{(c)m}^{ij} + \lambda_m^i (b_{ij}^{(2)} F_{(c)m}^{ij*} + b_{ij}^{(2)} F_{(c)m}^{ij}) \right]\]

\[ - \frac{4}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda_m^i}{\lambda_m^i} A_{m}^{k} A_{m}^{k} A_{n}^{i} A_{n}^{j} + \frac{\lambda_m^i}{\lambda_m^i} A_{m}^{k} A_{m}^{k} A_{m}^{i} A_{m}^{j} \right] \right\} \]

\[ + \frac{2}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda_m^i}{\lambda_m^i} B_{m}^{k} B_{m}^{k} (A_{m}^{i} A_{n}^{j} + A_{m}^{i} A_{m}^{j}) + \frac{\lambda_m^i}{\lambda_m^i} A_{m}^{k} A_{m}^{k} (B_{m}^{i} B_{n}^{j} + B_{m}^{i} B_{n}^{j}) \right] \right\} \]

\[ - \frac{2}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda_m^i}{\lambda_m^i} A_{m}^{k} A_{m}^{k} (b_{ij}^{(1)} c_{(1)}^{ij} + b_{ij}^{(1)} c_{(1)}^{ij}) + \frac{\lambda_m^i}{\lambda_m^i} A_{m}^{k} A_{m}^{k} (b_{ij}^{(2)} c_{(2)}^{ij} + b_{ij}^{(2)} c_{(2)}^{ij}) \right] \right\} \]

\[ + \frac{\lambda_m^i}{\lambda_m^i} B_{m}^{k} B_{m}^{k} (b_{ij}^{(1)} c_{(1)}^{ij} + b_{ij}^{(1)} c_{(1)}^{ij}) + \frac{\lambda_m^i}{\lambda_m^i} B_{m}^{k} B_{m}^{k} (b_{ij}^{(2)} c_{(2)}^{ij} + b_{ij}^{(2)} c_{(2)}^{ij}) \right\} \]

(A.1)

where

\[ E_{mn}^{ij} = [A_n, A_n]^{ij} - (B_n B_n^{*})^{ij} + (B_n B_n^{*})^{ij} \]

(A.2)

\[ F_{mn}^{ij} = [(A_n B_n)^{ij} + (A_m n_m)^{ij}] - [(A_n B_m)^{ij} + (A_n B_m)^{ij}] \]

(A.3)

\[ E_{(c)m}^{ij} = [A_c, (c(1))^{ij} + (B_m c_m)^{ij} - (c(2) B_m)^{ij} \]

(A.4)

\[ F_{(c)m}^{ij} = [(A_m c(2))^{ij} + (A_m c(2))^{ij}] - [(c(1) B_m)^{ij} + (c(1) N_m)^{ij}] \]

(A.5)

The two-loop planar diagrams are the same as Figure 2. However, the solid line and
the wavy line represent the propagator of \( B_n^{ij} \) and \( A_n^{ij} \), respectively in this case. We can
obtain the following results from each diagram in Figure 2;

(a-1) = \(-\frac{1}{2} D_{as} (D_{as} - 1) J_1^- + \frac{3}{2} D_{as} (D_{as} - 1) J_2^- + 2(D_{as} - 1) J_3'^-\)

(a-2) = \(-2D_{as} (D_{as} - 1) K_1^- + 4(D_{as} - 1) K_3^{(2)} + 4(D_{as} - 1) K_3'^{(2)}\)

(a-3) = \(-2(D_{as} J_2^- + J_3'^-)\)

(a-4) = \(-4K_3^{(2)}\)

(a-5) = \(-4\tilde{K}_3^{(2)}\)

(b-1) = \(6(D_{as} - 1) L_1^{(2)} + 2(D_{as} - 1) L_2^{(2)}\)

(b-2) = \(-2L_2^{(2)}\)

(b-3) = \(L_2^{(2)}\) \hspace{1cm} (A.6)

where

\[ J_3' = \sum_{i,j,k \neq j} \sum_{m} \frac{1}{2} \frac{\lambda_{ij}^{ij}}{\lambda_{ik}^{ik}} \frac{1}{(\lambda_{ij})^2 (\lambda_{ik})^2} \]

\[ K_3^{(2)} = \sum_{j,k,i \neq j,k} \sum_{m} \frac{1}{2} \frac{\lambda_{ik}^{ik}}{\lambda_{ij}^{ij}} \frac{1}{(\lambda_{ij})^2 (\lambda_{ik})^2} \]

\[ \tilde{K}_3^{(2)} = \sum_{i,j,k \neq i} \sum_{m} \frac{1}{2} \frac{\lambda_{ij}^{ij}}{\lambda_{ik}^{ik}} \frac{1}{(\lambda_{ij})^2 (\lambda_{ik})^2} \]

\[ L_1^{(2)} = \sum_{i,j,k \neq i} \sum_{m} \frac{1}{2} \frac{\lambda_{ik}^{ik}}{\lambda_{ij}^{ij}} \frac{1}{(\lambda_{ij})^2 (\lambda_{ik})^2} \left(1 - \delta^{ij} - \delta^{ik}\right) \]

\[ L_2^{(2)} = \sum_{i,j,k \neq i} \sum_{m} \frac{1}{2} \frac{\lambda_{ij}^{ij}}{\lambda_{ik}^{ik}} \frac{1}{(\lambda_{ij})^2 (\lambda_{ik})^2} \] \hspace{1cm} (A.7)

Therefore we obtain

\[ W_{as}^2(\lambda) = \frac{1}{2} D_{as} (D_{as} - 1) J_1^- - \frac{1}{2} D_{as} (3D_{as} - 7) J_2^- - 2(D_{as} - 2) J_3'^- \]

\[ + 2D_{as} (D_{ad} - 1) K_1^- - 4(D_{as} - 2) K_3^{(2)} - 4(D_{as} - 2) K_3'^{(2)} \]

\[ - 6(D_{as} - 1) L_1^{(2)} - (2D_{as} - 3) L_2^{(3)} \] \hspace{1cm} (A.8)
Finally, the remainder of the interaction terms are

\[
S^{\text{int}} = \sum_{i,j,m,n} \left\{ -\frac{1}{g^2} \left[ 2\lambda_{ij} A_{\mu n} F_{\mu n} + 2\lambda_{ij} (B_{\mu n} F_{\mu n}^* + B_{\mu n}^* F_{\mu n}^*) \right] - \frac{1}{2g^2} \left[ E_{\mu n}^i E_{\mu n}^j + E_{\mu n}^j E_{\mu n}^i \right] \right. \\
- \frac{1}{g^2} \left[ 2\lambda_{ij} M_{\mu n}^i E_{\mu n}^j + \lambda_{ij} (N_{\mu n}^i F_{\mu n}^* + N_{\mu n}^j F_{\mu n}^j) \right] - \frac{1}{2g^2} \left[ E_{\mu n}^i E_{\mu n}^j + E_{\mu n}^j E_{\mu n}^i \right] \right\} \\
- \frac{4}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda_{ij}^2}{\lambda_{ik}} M_{\mu}^i M_{\mu}^k A_{\mu}^i A_{\mu}^j - \frac{\lambda_{ij}^2}{\lambda_{ik}} M_{\mu}^i M_{\mu}^k B_{\mu n}^i B_{\mu n}^j \right] \right. \\
- \sum_{i,j,k \neq i} \frac{\lambda_{ij}^2}{\lambda_{ik}} N_{\mu}^i N_{\mu}^k A_{\mu}^i A_{\mu}^j + \frac{\lambda_{ij}^2}{\lambda_{ik}} N_{\mu}^i N_{\mu}^k A_{\mu}^i A_{\mu}^j \right\} \\
- \frac{4}{g^2} \left\{ \sum_{i,j,k \neq i} \left[ \frac{\lambda_{ij}^2}{\lambda_{ik}} A_{\mu}^i A_{\mu}^k M_{\mu}^i M_{\mu}^j + \frac{\lambda_{ij}^2}{\lambda_{ik}} A_{\mu}^i A_{\mu}^k N_{\mu}^i N_{\mu}^j \right] \right. \\
- \sum_{i,j,k \neq i} \frac{\lambda_{ij}^2}{\lambda_{ik}} B_{\mu n}^i B_{\mu n}^k N_{\mu n}^i N_{\mu n}^j + \frac{\lambda_{ij}^2}{\lambda_{ik}} B_{\mu n}^i B_{\mu n}^k N_{\mu n}^i N_{\mu n}^j \right\} \right\} \\
(A.9)

where

\[
E_{\mu n}^i = [M_{\mu}, A_{\mu}]^i - (N_{\mu} B_n)^i - (B_n N_{\mu})^i \\
E_{\mu n}^i = [A_{\mu}, M_{\mu}]^i + (B_n N_{\mu})^i - (N_{\mu} B_n)^i \\
F_{\mu n}^i = [(M_{\mu} B_n)^i - (M_{\mu} N_{\mu})^i] - [(A_{\mu} N_{\mu})^i - (A_{\mu} N_{\mu})^i] \\
F_{\mu n}^i = [(A_{\mu} N_{\mu})^i - (A_{\mu} N_{\mu})^i] - [(N_{\mu} B_n)^i - (N_{\mu} B_n)^i].
(A.10)

From the action \(S^{\text{int}}\) we have the diagram (a-1), (a-2) and (b-1) because the ghost terms are absent. The results are

\[
(a-1) = -D_{ad} D_{as} J_1 + 3D_{ad} D_{as} J_2 + 2D_{as} J_3 + 2D_{ad} J_3' \\
(a-2) = 2D_{ad} D_{as} K_1 + 4D_{as} (K_3^{(1)} + K_3^{(2)}) + 4D_{ad} (K_3^{(2)} + K_3^{(2)}) \\
(b-1) = 4D_{as} L_1^{(1)} + 4D_{as} L_2^{(2)} + 2D_{as} L_2^{(1)} + 2D_{ad} L_2^{(2)}
(A.11) \quad (A.12) \quad (A.13)
\]
where

\[ J_1 = \sum_{i,j,k \neq j} \frac{1}{2} \frac{1}{(\lambda_{ij})^2(\lambda_{ik})^2}, \]

\[ \tilde{J}_3 = \sum_{i,j,k \neq j} \sum_{\mu} \frac{1}{2} \frac{\tilde{\lambda}_{ij}}{\lambda_{ik}} \frac{1}{(\lambda_{ij})^2(\lambda_{ik})^2} \left( 1 + \delta_{ik} - \delta_{ij} \right), \]

\[ K_1 = \sum_{i,j,k \neq j} \frac{1}{2} \frac{1}{(\lambda_{jk})^2(\lambda_{ij})^2} \left( 1 + \delta_{ik} \right), \]

\[ K_3^{(1)} = \sum_{i,j,k \neq i} \sum_{\mu} \frac{1}{2} \frac{\lambda_{ik}}{\mu_{ij}} \frac{1}{(\lambda_{ik})^2(\lambda_{ij})^2} \left( 1 - \delta_{ij} \right), \]

\[ L_1^{(1)} = \sum_{i,j,k \neq i} \sum_{\mu} \frac{1}{2} \frac{(\lambda_{ik})^2}{(\lambda_{ij})^2(\lambda_{ij})^2(\lambda_{ij})^2} \left( 1 - \delta_{ij} \right), \]

\[ L_1^{(2)} = \sum_{i,j,k \neq i} \sum_{\mu} \frac{1}{2} \frac{(\lambda_{ik})^2}{(\lambda_{ij})^2(\lambda_{ij})^2(\lambda_{ij})^2} \left( 1 - \delta_{ij} \right), \]

\[ L_2^{(1)} = \sum_{i,j,k \neq i} \sum_{\mu} \frac{\tilde{\lambda}_{ij} \tilde{\lambda}_{kj}}{2(\lambda_{ik})^2(\lambda_{ij})^2(\lambda_{ij})^2} \left( 1 - \delta_{ij} - \delta_{ik} \right). \quad (A.14) \]

Therefore

\[ W_2^{int}(\lambda) = D_{ad}D_{as}J_1 - 3D_{ad}D_{as}\tilde{J}_3 - 2D_{ad}\tilde{J}_3 - 2D_{ad}\tilde{J}_3' \]

\[- 2D_{ad}D_{as}K_1 - 4D_{as}(K_3^{(1)} + K_3^{(1)}) - 4D_{ad}(K_3^{(2)} + \tilde{K}_3^{(2)}) \]

\[- 4D_{as}L_1^{(1)} - 4D_{as}L_1^{(2)} - 2D_{as}L_2^{(1)} - 2D_{as}L_2^{(2)}. \quad (A.15) \]
References

[1] T. Banks, W. Fishler, S. H. Schenker and L. Susskind, “M theory as a matrix model: A conjecture” Phys. Rev. D 55: 5112, (1997) [hep-th/9610043].

[2] N. Ishibashi, H. Kawai, Y. Kitazawa, A. Tsuchiya, “A Large N reduced model as superstring” Nucl. Phys. B 498: 467, (1997) [hep-th/9612115].

[3] R. Dijkgraaf, E. P. Verlinde and H. L. Verlinde, “Matrix string theory” Nucl. Phys. B 500: 43-61 (1997) [hep-th/9703030].

[4] H. Itoyama and A. Tokura, “USp(2k) matrix model: F theory connection” Prog. Theor. Phys. 99, 129 (1998) [hep-th/9708123]; H. Itoyama and A. Tokura, “USp(2k) matrix model: Nonperturbative approach to orientifolds”, Phys. Rev. D 58, 026002 (1998) [hep-th/9801084].

[5] H. Itoyama and A. Tsuchiya, “USp(2k) matrix model” Prog. Theor. Phys. Suppl. 134, 18 (1999) [hep-th/9904018]; “USp(2k) matrix model: Schwinger-Dyson equations and closed open string interactions” Prog. Theor. Phys. 101: 1371-1390 (1999) [hep-th/9812177].

[6] U. H. Danielsson and G. Ferretti, “The Heterotic Life of the D Particle” Int. J. Mod. Phys. A 12: 4581-4596 (1997) [hep-th/9610082]; L. Motl “Quaternions and M(atrix) theory in spaces with boundaries” [hep-th/9612198]; N. Kim and S. J. Rey, “M(atrix) Theory on an Orbifold and Twisted Membrane” Nucl. Phys. B 504: 189-213, (1997) [hep-th/9701139].

[7] S. Kachru and E. Silverstein, “On Gauge Bosons in the Matrix Model Approach to M Theory” Phys. Lett. B 396: 70-76, (1997) [hep-th/9612162]; D. A. Lowe, “Heterotic Matrix String Theory” Phys. lett. B 403: 243-249, (1997) [hep-th/9704041]; T. Banks, N. Seiberg and E. Silverstein, “Zero and One-dimensional Probes with N=8 Supersymmetry” Phys. Lett. B 401: 30-37, (1997) [hep-th/9703052].

[8] W. Taylor “M(atrix) theory: matrix quantum mechanics as a fundamental theory” Rev. Mod. Phys. 73: 419 (2001) [hep-th/0101126].

[9] T. Eguchi and H. Kawai “Reduction of Dynamical Degrees of Freedom in the Large N Gauge Theory” Phys. Rev. Lett. 48:1063 (1982).

[10] H. Aoki, S. Iso, H. Kawai, Y. Kitazawa and T. Tada, “Space-Time Structure from IIB Matrix Model”, Prog. Theor. Phys. 99: 713, (1998) [hep-th/9802085].
[11] B. Chen, H. Itoyama and H. Kihara, “Nonabelian monopoles from matrices: Seeds of the spacetime structure”, Nucl. Phys. B 577, 23 (2000) [hep-th/9909075].

[12] H. Itoyama and T. Matsuo, “Berry’s connection and USp(2k) matrix model”, Phys. Lett. B 439, 46 (1998) [hep-th/9806139]; B. Chen, H. Itoyama and H. Kihara, “Non-abelian Berry phase, Yang-Mills instanton and USp(2k) matrix model”, Mod. Phys. Lett. A 14, 869 (1999) [hep-th/9810237].

[13] H. Aoki, S. Iso, and T. Suyama “Orbifold Matrix Model” Nucl. Phys. B 634: 71-89 (2002) [hep-th/0203277]; A. Miyake “Supersymmetric Matrix Model on Z-Orbifold” Int. J. Mod. Phys. A 19: 1983-1912 (2004) [hep-th/0305106].

[14] H. Itoyama and R. Yoshioka, “Matrix orientifolding and models with four or eight supercharges” Phys. Rev. D 72, 126005 (2005) [hep-th/0509146].

[15] J. Nishimura and F. Sugino, “Dynamical generation of four-dimensional space-time in the IIB matrix model” J. High Energy Phys. 0205: 001, 2002. hep-th/0111102; J. Nishimura and G. Vernizzi, “Spontaneous breakdown of Lorentz invariance in IIB matrix model” J. High Energy Phys. 04, 015 (2000), hep-th/0003223; “Brane world from IIB matrices” Phys.Rev.Lett.85:4664-4667,2000, hep-th/0007022; T. Aoyama, J. Nishimura and T. Okubo, “Spontaneous breaking of the rotational symmetry in dimensionally reduced super Yang-Mills models” arXiv:1007.0883 [hep-th]

[16] H. Itoyama and R. Yoshioka “Orientifolded Matrices and Supersymmetries that Give Rise to Spacetime Directional Asymmetry of Effective Interactions” Nucl. Phys. B 823: 254-268 (2009), arXiv:0904.4883 [hep-th]

[17] T. Hotta, J. Nishimura and A. Tsuchiya, “Dynamical aspects of large N reduced models” Nucl. Phys. B 545: 543-575 (1999), hep-th/9811220

[18] T. Suyama and A. Tsuchiya, “Exact results in N(c) = 2 IIB matrix model”, Prog. Theor. Phys. 99: 321-325, (1998) hep-th/9711073.