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Abstract

In this paper we study Algorithmic High-Frequency Financial Markets as dynamical networks. After an individual analysis of 24 stocks of the US market during a trading year of fully automated transactions by means of ordinal pattern series, we define an information-theoretic measure of pairwise synchronization for time series which allows us to study this subset of the US market as a dynamical network. We apply to the resulting network a couple of clustering algorithms in order to detect collective market states, characterized by their degree of centralized or decentralized synchronicity. This collective analysis has shown to reproduce, classify and explain the anomalous behavior previously observed at the individual level. We also find two whole coherent seasons of highly centralized and decentralized synchronicity, respectively. Finally, we model these states dynamics through a simple Markov model.
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1 Introduction

Financial markets are highly complex evolving systems, which means that their statistical dynamics is constantly redefined by the interaction of economic agents. Thus, it is not surprising that, in order to understand these
dynamics, much effort have been recently dedicated to study them as dynamical networks which can be analyzed and classified, either topologically to quantify crisis periods \[1\] \[2\] or by clustering them to detect market states \[3\] \[4\] \[5\] \[6\] \[7\] and possibly early precursors for the catastrophic ones \[8\] \[9\].

That approach looks very promising for studying Algorithmic High-Frequency Trading, whose rise during the last decades was recently shown to display an even higher degree of networked structure and complexity than those of traditional markets \[10\]. However, those network-based studies have been carried out mainly by defining edge weights through correlation matrices, which amounts to ignore non-linear interactions (see \[11\] for an exception, which does not use cluster analysis, but Machine Learning techniques). This is not adequate for high-frequency data, normally expected to be very noisy and highly non-linear and non-stationary. Thus, in order to successfully apply the same network-clustering pipeline of those previous works and, at the same time, be able to detect locally complex non-linear interactions, we define dynamical networks of stocks by means of their transcript synchronicity, a measure of pairwise coupling of time series defined through ordinal patterns, a tool which has been successfully applied to discern non-linear deterministic and stochastic dynamics in real-world data \[12\].

Once this has been done, we propose to study the obtained dynamical network through the distribution of its Eigenvector Centrality and Degree, two well known measures of connectivity for network nodes which we use to define suitable phase representation spaces in order to detect meaningful market states through a couple of clustering algorithms. This allows us to detect two whole coherent and quantitatively distinguishable seasons, characterized by their degree of centralized/decentralized synchronicity.

So, the goal of the paper is two fold: to adapt an increasingly popular methodology for studying financial markets as dynamical networks and clusters as market states to the needs of Algorithmic High-Frequency Trading Data, and to show with its application to a particular data set of fully automated transactions its potential for detection of collective dynamical regimes.

In order to underline the necessity of collective analysis, we include a section in which ordinal pattern analysis for individual stocks is carried out as a start point, and whose findings are latter shown to be reproduced, extended and further explained at the collective level. For this, we use some of the most common information-theoretic measures related to ordinal patterns.

The paper is organized as follows: Section 2 introduces the theoretical background necessary to apply ordinal pattern analysis. Section 3 describes the characteristics of the data. In Section 4 we apply the previously defined measures to individual stocks, in order to detect anomalous behaviors. Section 5 contains the definition of our transcript synchronicity coefficient, which we use to define our dynamical network and discuss the more convenient phase representation spaces for the sake of our analysis. In Section 6 we carry out the clustering analysis to detect typical market states, which in Section 7 are modeled as first order Markov processes. Section 8 contains the conclusions.
2 Theoretical Background: Ordinal Patterns

Permutation entropy was introduced in [13] as a (non-parametric) complexity measure, robust to dynamical noise, invariant with respect to nonlinear monotonous transformation and computationally efficient. It is defined as follows: First, given a time series \( x_n \) for \( n = 1, \ldots, N \) and two parameters \( m < N \) and \( l \), the pattern length and the time lag respectively, we consider, \( S_m \), the group of permutations of length \( m \) and, for \( 0 < t \leq N - (m - 1) \cdot l \), we say that the sliding window \( x'_m(t) = (x_t, x_{t+l}, \ldots, x_{t+(m-1)l}) \) is of type \( \pi_t \in S_m \) if \( \pi_t = (i_1, \ldots, i_m) \) is the only \( m \)-permutation satisfying the following conditions:

1. \( x_{t+i+l} \leq x_{t+i+1+l} \) for \( s = 1, \ldots, m - 1 \), and
2. \( i_s < i_{s+1} \) if \( x_{t+i+l} = x_{t+i+1+l} \),

and we denote this with \( \Phi(x'_m(t)) = \pi_t \).

For example: if \( x = (1,2,3,2,3,1,4,1,1,4,3,3,1) \) is a time series then, since \( x_5 < x_1 < x_4 < x_3 < x_7 < x_2 < x_6 \), we have the 5-length ordinal patterns:

\[
\pi_1 = \Phi(x'_5(1)) = (4,0,3,2,1) \\
\pi_2 = \Phi(x'_5(2)) = (3,2,1,0,4) \\
\pi_3 = \Phi(x'_5(3)) = (2,1,0,4,3),
\]

thus obtaining the 5-length ordinal pattern series

\[
\pi_x = ((4,0,3,2,1),(3,2,1,0,4),(2,1,0,4,3)),
\]

and similarly from the time series \( y = (3,2,4,2,5,1,0,4,0,9,2,3,3,4) \) we obtain

\[
\pi_y = ((3,4,0,1,2),(2,3,4,0,1),(1,2,3,4,0)).
\]

The study of this new ordinal patterns series \( \{\pi_t\}_{t<N-(m-1)l} \), has been applied to biomedicine [14] [15] [16] [17] [18] [19] [20] [21], paleoclimatology [22], economics [23] [24] [25] [26] [27] [28], geology [29] and engineering [30] for classification and prediction of deterministic and stochastic non-linear dynamics.

The choice for \( m \) is generally unproblematic, as it is understood that \( m \) must be as large as possible without compromising statistical reliability when measuring information-theoretic quantities on \( m \)-length ordinal patterns distributions (to be defined below), for which is enough to set \( m! \ll N \), being \( m! \) the cardinality of the permutation group \( S_m \) [31] [22]. Our data (see next section) dictates the choice \( m = 5 \). As for the lag time \( l \), it has been shown to be critically important, since a naïve choice could lead to spurious results, making thus necessary to carry out a multiscale analysis (that is, varying \( l \)) before drawing any conclusions [32]. Our results, however, have shown to be highly independent of this parameter, and our conclusions are the same no matter which value of \( l \) we pick.
in a range going from \( l = 1 \) to \( l = 100 \) (see Appendix B for some figures supporting this claim). This is in itself an interesting result: we are observing here a phenomenon which is present in a wide range of time scales, which allows us to drop the \( l \) parameter in the subsequent discussion. The figures in the paper correspond to \( l = 1 \).

So, for any \( \pi \in S_m \) its relative frequency is defined as:

\[
p_m(\pi) = \frac{\#\{t \mid t \leq N - m + 1, \Phi(x_m(t)) = \pi\}}{N - m + 1}.
\]

Although the original proposal by Bandt and Pompe consisted basically in the study of time series through Shannon entropy of the ordinal patterns distribution, called permutation entropy (PE) and given by

\[
\text{PE}(m) = - \sum_{\pi \in S_m} p_m(\pi) \log p_m(\pi),
\]

a vast stream of theoretical and methodological approaches has developed since then, giving place to a constellation of complexity measures, important examples of which are weighted permutation entropy [33] [34], symbolic transfer entropy [35] [36], statistical complexity [26] [37] [38], various measures of coupling and synchronicity [20] [39] [36] [40] and network-based measures [29] (we will define some of them below). Other studies had combined these analytical tools with Machine Learning techniques [16] [41], and still others had exploited the algebraic structure of \( S_m \) [40] [42] [43] [36].

We must be very careful in applying permutation entropy, the authors of [44] warn us. The presence of equal consecutive values in the original time series, which is frequently dealt with by preserving the temporal order in the corresponding permutation, could lead to draw false conclusions by detecting spurious patterns. To address this issue one can sum low amplitude noise to the original series in order to (randomly) break equalities, as proposed in [45], and that is exactly what we do in this work, with an artificially generated uniform distribution series of amplitude \( 10^{-7} \).

We will need some (more or less) classic definitions for the next sections. Given two probability distributions \( p, q \) defined on a finite set, its Jensen-Shannon divergence is defined as

\[
D_{JS}(p, q) = \frac{D_{KL}(p \parallel M) + D_{KL}(q \parallel M)}{2},
\]

where \( M = (p + q)/2 \) and \( D_{KL} \) is the Kullback-Leibler divergence:

\[
D_{KL}(p \parallel q) = \sum_i p_i \log \frac{p_i}{q_i},
\]

or the relative entropy from \( q \) to \( p \), of which \( D_{JS} \) is thus a smoothed, symmetric version.

So, if \( p_m \) is the probability distribution of ordinal patterns of the time series \( x_i \), its statistical complexity (Com) is defined as [26] [37] [38]

\[
\text{Com}(p_m) = D_{JS}(p_m, u_m) \cdot H(p_m),
\]
where \( u_m \) is the uniform distribution on \( S_m \) and \( H(\cdot) \) is Shannon entropy. Thus, \( \text{Com}(p) \) aims to measure complexity through a trade-off between randomness and determinism: while Shannon entropy increases as \( p_m \) apart from determinism towards randomness, reaching a maximum for \( u_m \), its divergence from \( u_m \) grows as \( p_m \) apart from randomness. \( \text{PE}(m) \) and \( \text{Com}(p) \) have been jointly used to classify dynamical regimes [20].

Missing Patterns Frequency (MPF) [46] is defined as

\[
\text{MPF}(p_m) = \frac{\# \{ \pi \in S_m | p_m(\pi) = 0 \}}{m!}.
\]

As deterministic dynamics are expected to display a relatively small set of ordinal patterns in contrast to random dynamics [46] [24] [25], MPF is understood to quantify determinism degrees.

Yet another methodology for studying ordinal patterns, this time as nodes of a network, has been proposed in [47] [48] [49] [29], where the directed edges are weighted according to the transition probability of passing from one pattern to another immediately in time, thus taking patterns as states of the process. So, for the ordinal sequence \( \{\pi_t\}_{t=1}^{N-m+1} \) nodes are defined as the ordinal patterns and the weight of their edges are given by the transition probabilities \( p_m(\pi'|\pi) \) of observing for some \( t \) that \( \pi_{t+m} = \pi' \) given that \( \pi_t = \pi \). We can then compute the node entropy as

\[
\text{NE}(\pi) = - \sum_{\pi' \in S_m} p_m(\pi'|\pi) \log(p_m(\pi'|\pi)).
\]

These measures, unlike the previously defined, aim to quantify determinism not in terms of pattern frequency, but of pattern transitions in time. Minimum Node Entropy (MNE) and Global Node Entropy (GNE) are defined as [50]

\[
\text{MNE}(p_m) = \min \{ \text{NE}(\pi) | \pi \in S_m \} \quad \text{and} \quad \text{GNE} = \sum_{\pi \in S_m} p_m(\pi) \text{NE}(\pi),
\]

respectively, so MNE measures how deterministic can a pattern be in a given network, while GNE gives us a global, weighted score of pattern transitions determinism. Finally, missing transitions frequency (MTF) is defined as

\[
\text{MTF}(p_m) = \frac{\# \{ (\pi, \pi') \in S_m \times S_m | p_m(\pi'|\pi) = 0 \}}{(m!)^2},
\]

and is of course the analogous measure of MPF for pattern transitions.

A classification plane is proposed in [50], whose axes are given by GNE and the MNE, both of them measured using non-overlapping ordinal patterns to avoid transition constrains. This methodology seems to be very useful, not to mention intuitive, to distinguish between (linear) stochastic and (non-linear) deterministic dynamics. When applied to stock market time series, this methodology allows the authors to discriminate financial dynamics from fractional Gaussian noise, since financial scores lie below the diagonal around which the noises cluster. We will find this plane useful in the following discussion.
3 Data

The data used in this investigation are the time series of prices of the automated (algorithmic) operations that occurred from March 7, 2018 to March 7, 2019 in the US market, with a total of 251 trading days and 539,834,024 records.

| Market code | Name                                      |
|-------------|-------------------------------------------|
| 1           | ABT Abbott Laboratories                    |
| 2           | BAC Bank of America Corporation            |
| 3           | BMY Bristol-Myers Squibb Company           |
| 4           | C  Citigroup Inc.                          |
| 5           | CSCO Cisco Systems, Inc.                   |
| 6           | F  Ford Motor Company                      |
| 7           | FB Facebook, Inc.                          |
| 8           | FOXA Twenty-First Century Fox, Inc.        |
| 9           | GE General Electric Company                |
| 10          | GM General Motors Company                  |
| 11          | HPQ HP Inc.                                |
| 12          | INTC Intel Corporation                     |
| 13          | KO The Coca-Cola Company                   |
| 14          | MDLZ Mondelez International, Inc.          |
| 15          | MO Altria Group, Inc.                      |
| 16          | MS Morgan Stanley                          |
| 17          | MSFT Microsoft Corporation                 |
| 18          | ORCL Oracle Corporation                    |
| 19          | PFE Pfizer Inc.                            |
| 20          | T  AT&T Inc.                               |
| 21          | TWTR Twitter, Inc.                         |
| 22          | USB U.S. Bancorp                           |
| 23          | VZ Verizon Communication, Inc.             |
| 24          | WFC Wells Fargo & Company                  |

Table 1: Assets of the US market

The data belongs to 24 assets from the US market: ABT, BAC, BMY, C, CSCO, F, FB, FOXA, GE, GM, HPQ,
INTC, KO, MDLZ, MO, MS, MSFT, ORCL, PFE, TWTR, T, USB, WFC, VZ. The details can be seen in table 1. Our work is restricted to these 24 stocks because this is the data currently available to the authors.

The following analyses are carried out for the series of logarithmic returns

\[ r(t, \tau) = x(t + 1, \tau) - x(t, \tau), \]

where \( x(t, \tau) \) is the \( t \)-th term of the series of means of \( \tau \) seconds of logarithms of the prices of a given asset. In this work, we use \( \tau = 5 \) and study daily subseries to analyze daily dynamics throughout the year.

Note that it is only because our data comes from fully automated transactions that we can test our methodological insights specifically for Algorithmic High-Frequency markets, which is one of the main incentives for our inquiry, as stated in the Introduction.

4 Individual Analysis of Stocks through Ordinal Patterns

Before addressing the analysis of collective behaviors in our data set, which is the main concern of this paper, let’s take a look at the stocks individually. To do this we calculate, for the daily series of five seconds average logarithmic returns of each stock, PE, Com, MPF, MNE, GNE and MTF (the last three without overlapping patterns, just as in [50]) with \( m = 5 \), that is, we study 5-length ordinal patterns of daily series of returns of 5-seconds averages of logarithms of prices. For the discussion on the choice of \( m \), see section 2. Next, we plot the evolution of such quantities along the year, as well as the MNE vs GNE plane.

Figure 1: Ordinal Entropy Measures for KO. (a) Permutation Entropy, Complexity, Missing Pattern Frequency, Missing Transition Frequency, Global Node Entropy, Minimum Node Entropy; (b) Minimum Node Entropy vs Global Node Entropy plane; (c) Daily number of transactions.
For the vast majority of stocks, MNE, GNE and MTF clearly present an unusual (outlier) behavior for the days 82, 181 and 201, which we will call outlier days, while we will refer to the other days as typical (figure 1 shows this for KO; outlier days are indicated by vertical gray lines in the left and right panels). MNE and GNE abruptly decrease for the outlier days, while MTF does the opposite, thus supporting the idea that these days present complex, semi-deterministic behavior: given a certain pattern, the transition to the next one has candidates much more probable than others. In some of the stocks we can further visualize what appears to be a small number of discrete levels for MNE (see second panel in figure 2 for an example). This suggests the existence of a finite number of typical market states, each corresponding to a specific level of MNE. The problem with these measures is that they need length series $n >> (m!)^2$, and, as already mentioned, we could be undersampling for $m = 5$, when we begin to classify outlier days. PE, Com and MPF are not capable of detecting (visually at least) the outlier days.

By inspecting in the same figure the graphs of the daily number of transactions of each stock (right panel), we can notice that the first two outlier days are low-liquidity days for many of them, although not necessarily global minima or even specially severe drops in some others, while the last outlier does not present this behavior. Thus, low liquidity is not enough to explain this phenomenon.

5 Collective Analysis of Stocks through Transcript Synchronicity Dynamical Networks

To get a deeper insight on this behavior and figure out if it is, as it seems to be, a collective behavior, we study the synchronization index given by the transcript entropy of pairs of stocks, that is: for each pair $(i, j)$ of stocks and
each trading day \( T \), we obtain their daily ordinal pattern sequences \( (\pi_i(t))_{t=1}^n \) and \( (\pi_j(t))_{t=1}^n \) to obtain the transcript series \( \tau_{i,j}(t) = \pi_j(t) \circ \pi_i(t)^{-1} \), where the product and the inverse are those of the permutation group \( S_m \): for \( \pi, \rho \in S_m, \pi = (\pi_1, \ldots, \pi_m) \) and \( \rho = (\rho_1, \ldots, \rho_m) \),

\[
\pi \circ \rho = (\pi_{\rho_1}, \ldots, \pi_{\rho_m}), \quad \text{and} \\
\pi^{-1} : k \mapsto k \text{ for } k < m
\]

is the sorting operation. In this way, the transcript \( \tau_{i,j}(t) \) is the result of ordering \( \pi_j(t) \) according to the ordinal type of \( \pi_i(t) \).

Let's illustrate this with an example: if, as in Section 2, \( x = (1.2, 3.2, 2.3, 1.4, 1.1, 4.3, 3.1) \) and \( y = (3.2, 4.2, 5.1, 0.4, 0.9, 2.3, 3.4) \) are two time series then, as we have seen, their respective 5-length ordinal pattern sequences are

\[
\pi_x = ((4, 0, 3, 2, 1), (3, 2, 1, 0, 4), (2, 1, 0, 4, 3))
\]

and

\[
\pi_y = ((3, 4, 0, 1, 2), (2, 3, 4, 0, 1), (1, 2, 3, 4, 0)).
\]

The group inverse of \( \pi_x(1) = (4, 0, 3, 2, 1) \), which denotes the function

\[
\begin{align*}
0 &\to 4 \\
1 &\to 0 \\
2 &\to 3 \\
3 &\to 2 \\
4 &\to 1,
\end{align*}
\]

is just the inverse function

\[
\begin{align*}
4 &\to 0 \\
0 &\to 1 \\
3 &\to 2 \\
2 &\to 3 \\
1 &\to 4,
\end{align*}
\]

or, conveniently, expressed, \( \pi_x(1)^{-1} = (1, 4, 3, 2, 0) \). After similar calculations for the remaining ordinal patterns we obtain the series of group inverses

\[
\pi_{x^{-1}} = ((1, 4, 3, 2, 0), (3, 2, 1, 0, 4), (2, 1, 0, 4, 3)).
\]
Now, to obtain our first transcript we compose the two functions $\pi_x(1)^{-1} = (1, 4, 3, 2, 0)$ and $\pi_y(1) = (3, 4, 0, 1, 2)$, thus obtaining the function

$$
\begin{array}{c}
\pi_x(1)^{-1} & \pi_y(1) \\
0 & \rightarrow & 1 & \rightarrow & 4 \\
1 & \rightarrow & 4 & \rightarrow & 2 \\
2 & \rightarrow & 3 & \rightarrow & 1 \\
3 & \rightarrow & 2 & \rightarrow & 0 \\
4 & \rightarrow & 0 & \rightarrow & 3 \\
\end{array}
$$

better represented as $\pi_y(1) \circ \pi_x(1)^{-1} = (4, 2, 1, 0, 3)$. After repeating the operations with the other pairs of ordinal patterns, we finally get the transcript series:

$$
\tau_{x,y} = ((4, 2, 1, 0, 3), (0, 4, 3, 2, 1), (3, 2, 1, 0, 4))
$$

We take the normalized entropy of this transcript series $H_{\text{transcript}}^T(i, j)$ (that is, the usual permutation entropy of this transcript series) as a (daily) coefficient of desynchronization, and one minus that quantity as our measure of synchronization, which we will call transcript synchronization. Transcript synchronization measures the diversity of transcripts: low transcript synchronization means high variety of transcripts, that is, a lot of different transcripts and then a lot of information is needed to deduce the (ordinal) dynamics of one series given complete knowledge of the other, and analogously for high transcript synchronization. Transcripts have been applied to study synchronization in time series in [42], [43], [51], [36].

Thus we obtain for each trading day a (symmetric) transcript synchronization matrix $H_{\text{transcript}}^T$ of dimension $n_{\text{stock}} \times n_{\text{stock}}$ whose $ij$ value is the transcript synchronization of stocks $i$ and $j$ during day $T$. By considering each of these daily matrixes as adjacency matrixes, we obtain a dynamical weighted network through the year, the nodes of which are the stocks and the weight of whose edges are given by our transcript synchronization coefficient. We can thus analyze our time series with classical network-based measures, following [3] [4] [5] [9] [6] [1] [8] [7], which have done that for correlation matrixes, and [11], where mutual information networks are studied. We consider two well known such network measures here: degree and eigenvector centrality.

Given a stock labeled as $i$ and a trading day $T$, we define its degree as

$$
\text{Degree}(i, T) = \frac{1}{C} \sum_{j=1, j\neq i}^{n_{\text{stocks}}} H_{\text{transcript}}^T(i, j),
$$

so the degree of a node is just the sum of its transcript synchronization with all the other stocks and the normalizing constant $C$ is such that $\sum_i \text{Degree}(i, T) = 1$, while its eigenvector centrality is defined as the $i$-th component of the normalized solution to the equation

$$
\text{EVC}(i, T) = \frac{1}{\lambda} \sum_{j=1}^{n_{\text{stocks}}} H_{\text{transcript}}^T(i, j) \text{EVC}(j, T),
$$
where $\lambda$ is the largest eigenvalue of the adjacency matrix $H_T^{\text{transcript}}$. This is equivalent to find the normalized eigenvector with positive components corresponding to $\lambda$, which is known to exist by the Frobenius Theorem. So for each trading day $T$ we have Degree and EVC, two $n_{\text{stocks}}$-dimensional vectors widely applied as measures of the importance, centrality or connectedness of a node in the network.

Figure 3: Evolution Through the Trading Year of Histograms of (a) Degree and (b) Eigenvector Centrality for Transcript Synchronization Dynamical Network.

In what follows we remove the first day of the year, for it turns out to be a very peculiar outlier. If we plot the evolution of the histograms of Degree and EVC (figure [3]) we can observe a very important increment in the mode of Degree (this will be much more clear in figure [4]) during the outlier days and further detect not just those three days, but what appears as two complete consecutive, although intermittent, regimes of highly centralized and decentralized connectivity, the latter weakly present at the beginning of the year and again with much more persistence roughly from day 150 to day 210, and the former just between those periods, approximately from day 50 to day 150. Thus, our outlier days seem to be an extreme manifestation of these collective dynamics. Recall that the detection of outlier days and different states at this collective level was by no means an obvious thing to expect, since the only measures capable of detecting them in the individual level were those measuring transitions between consecutive ordinal patterns, while our transcript synchronization coefficient focuses only in simultaneous pairs of patterns across the market.

To further illustrate this behavior, in figures [4] and [5] we plot mean, standard deviation, minimum value and maximum frequency of the previously plotted daily histograms. First of all, for Degree one can easily confirm the presence of the outlier days, as its mean and minimum abruptly increase. Also, and this holds for both figures, at the beginning of the year (March) and during the highly decentralized season we can observe that the mean of the distributions of EVC and Degree increases, while standard deviation decrease, that is to say, the histograms shrink.

Recall that here highly decentralized synchronization means a more uniform distribution of degree-eigenvector
centrality among stocks, that is, most of the nodes are equally important in the network. That’s why high connectedness can be associated with the shrinking of histograms, in opposition to centralized synchronicity, which happens when there are clearly dominating stocks, much more centrals to the network than the others.

Also in the evolution of Degree and EVC per stock (figure 6), we can see a different regime in about the same period, when their values seem to be distributed more uniformly between stocks than before: both high and low scored stocks tend to equalize each other towards a intermediate value (in the heat graph, blues and reds moves towards white). An exceptional stock, that seems to remain very central to the network through the entire year but with particular force during the highly centralized season is Citigroup (C). The next stock in importance seems to be Morgan Stanley (MS), also from the Financial sector. Interestingly, Facebook (FB) and U. S. Bancorp (USB) increase their influential score just the day after the last two outlier days. Degree very clearly shows again the presence of outlier days, and we can spot the stocks driving their dynamics: the already noted Citigroup and Morgan Stanley, but also Cisco Systems (CSCO), Oracle (ORCL), Microsoft (MSFT) and Ford (F): with the exception of

Figure 4: Evolution of Degree (a) Mean, (b) Standard Deviation, (c) Minimum and (d) Maximum.
Ford, all of them belonging to the digital technology sector. The last outlier day seems to be a very decentralized one, its corresponding row displaying a remarkably uniform color.

Of course, the visual evidence here presented is not clear enough as to conclude in any formal way the existence of such dynamical regimes. It is to formalize and further investigate this structure that the next sections are dedicated.

Let’s say that if the normalized eigenvector centrality or degree vectors are understood to be measures of market direction and strength, by measuring which specific stocks are driving it and how much, their histograms, by disregarding the latter information, can be understood to measure just the intensity of this “market force”, how much stocks are well connected and so on.
6 Clustering Analysis

Next, we want to apply a couple of clustering algorithms to our dynamical network, looking for typical market states, for which we need first to define a matrix distance $\zeta(A, B)$ to measure similarity between daily transcript synchronization networks. After inspection of similarity matrixes with different metrics ($L^1$, $L^2$, Jensen-Shannon Distance (the square root of $D_{JS}$)) and different phase representation (distances are measured between the whole transcript synchronization matrixes, the EVC or degree vectors, and also between their histograms) one can conclude that whether we use $L^2$ or Jensen-Shannon Distance we arrive to similar results, and the difference lies in the phase representations, of which the histograms of degree or and EVC seem to be the most informative ones. Thus, in what follows we will be studying not the adjacency matrixes themselves, but the histograms of their EVC and Degree vectors. Since it is more meaningful than $L^2$ norm when measuring distances between probability distributions (it can be understood as a minimum redundancy measure [52]), we will use the Jensen-Shannon distance for the
dendogram clustering. This is done also in order to reflect the structure found in the previous section.

If we then plot the Jensen-Shannon distance matrix $D_{ij} = \zeta_{JS}(H^\text{transcript}_i, H^\text{transcript}_j)$, whose $ij$ term equals the Jensen-Shannon distance between networks corresponding to days $i$ and $j$, on Degree phase space (figure 7) we can clearly distinguish our outlier days as particularly distant of the typical days, which are very close to each other, thus confirming our previous idea: these days we observe a collective behavior in terms of determinism. In the same figure, as also in figure 8 which shows the same for EVC phase space, we observe at least two well separated seasons, previously identified as centralized and decentralized connectedness seasons. They exhibit oscillations but are clearly distinguishable by their internal coherence (low distances detected as blue blocks on diagonal) as well as the high distances between them (yellow strips in the figures). For comparison, see Appendix A for analogous figures when classical correlation coefficients are used instead of transcript synchronization.

Figure 7: Jensen-Shannon Distance Matrix in Degree Phase Space. Its $ij$ term equals the Jensen-Shannon distance between networks corresponding to days $i$ and $j$

While both phase spaces are good detecting structure in periods (highly decentralized season for instance),
Figure 8: Jensen-Shannon Distance Matrix in EVC Phase Space. Its $i j$ term equals the Jensen-Shannon distance between networks corresponding to days $i$ and $j$

degree is far better highlighting outlier days.

Of course, to choose the phase space as that of the histograms is problematic in that it adds an extra, possibly very sensitive parameter, and more generally a whole new problem: the number of bins and the binning process. Here we choose ten uniformly sized bins covering the whole range of the corresponding quantity throughout the trading year.

We can now use $\zeta$ to cluster our daily matrixes (and thus our dynamical weighted network) looking for distinctions between collective states [3] [4] [9] [6]. For this, we use two very different algorithms: first, an agglomerative dendogram with the Jensen-Shannon distance, whose merging process is set to stop by a cut-off threshold, chosen after careful inspection of the dendograms (figures [9] and [10] the threshold is shown as an horizontal gray line, and is set to 0.13 for Degree and 0.14 for EVC) and the $L^2$-based K-Means algorithm. As the dendogram gives us lots of clusters with just a couple of elements as their members, we, in order to keep the number
Figure 9: Clustering Dendogram on Degree Phase Space with Jensen-Shannon Distance. $x$ axis represents the daily networks to be clustered, $y$ axis represents distance. Labels are omitted for better visualization. The cut-off threshold is set to 0.13 and displayed as an horizontal gray line.

of clusters reasonable, merge all of those with 3 elements or less into a unique set labeled as “Noise”, yet at the cost of losing some information about outliers, which as we will see will be recovered by the K-Means algorithm. The other clusters, which are our states and after the last merge into the noise set turn out to be 12 for Degree and
Figure 10: Clustering Dendogram on EVC Phase Space with Jensen-Shannon Distance. $x$ axis represents the daily networks to be clustered, $y$ axis represents distance. Labels are omitted for better visualization. The cut-off threshold is set to 0.14 and displayed as an horizontal gray line.

14 for EVC, are ordered according to the Jensen-Shannon distance between the centroid (mean) of each of them and the corresponding uniform distributions, while the clusters obtained by the K-Means algorithm are ordered by their $L^2$-norm. Thus, low states are those whose centroids lie nearer to the uniform distribution, that is, they are
centralized synchronicity states, and the high states are for the same reason decentralized states. The state of a given trading day reflects then, as was our intention, the level of centralization/decentralization. The cophenetic correlation of the JS-based dendograms are 0.41 and 0.43 for Degree and EVC phase spaces respectively. When applying K-Means algorithm, we choose the same number of clusters as that obtained by the dendogram algorithm.

In the next figures, the upper panel displays the evolution of states throughout the year: black small dots at the bottom of the graph indicate noise days when dendogram is used, blue medium-sized dots indicate typical-and-not-noisy days and red big dots indicate outlier days; when a noisy day happen to be also an outlier day, it is shown as a red big dot. The lower panel of the same figures displays the $\zeta_{JS} \text{ or } L^2$-ordered centroids of the clusters (states). While both clustering methods agree in the detection of a low-states season and a high-states one, as well as in the shape of the centroids (of non-singleton clusters), they display different, complementary features.

First of all, it is noteworthy that both phase spaces and with both clustering methods, very different in nature and using two different distances, display very similar dynamics (figures 11 [14]). This is a strong feature supporting our findings, as we can observe the highly decentralized season with particular persistence and clarity, as well as roughly monthly oscillations, less clear for dendogram algorithm due to the way we labeled days as noisy.

We have now more information to further classify outlier days and grasp a little more about their nature, but first some comments are required. First of all, both clustering algorithms on both phase spaces agree in this: the last outlier day belongs to a higher state than that of the other outlier days. This allows us to conclude that the last outlier day is of a particularly decentralized nature when compared with the others. That been said, the figures disagree in how different are those states: both algorithms finds high states for all three outlier days in EVC phase space; while this could be accepted without further thoughts for K-Means algorithm, this is unlikely for dendogram algorithm, since we would have expected the outlier days being classified as noise because of the way in which we defined the Noise set. Moreover, they are not only not classified as noise by dendogram algorithm: K-Means algorithm itself does not recognize them as outliers in any significant way, since they are not singled out as members of clusters with no more elements than themselves; and it is at this point that we should remember that EVC phase space was the one with more difficulties when it came to detect outlier days. On the contrary, in Degree phase space, which since the beginning was the strongest for outlier detection, our dendogram correctly recognizes all three outlier days as noise, which encourages us to affirm that it is to this phase space that we must turn in order to better understand outlier days. This insight is confirmed by inspecting the findings of K-Means algorithm on Degree phase space: it finds the first two outlier days belonging to a state, the lowest one, of which they are the only members, just as the last outlier day conforms a (singleton) state of its own, and a very high one indeed. Thus, outlier days, at first singled out by the individual analysis of stocks, are again and independently detected as outliers during the clustering analysis.

The previous discussion should let clear that our collective analysis is able, not just to reproduce, but to further explain the nature of our individually detected outlier days as extreme manifestations of a collective behavior
present throughout the trading year (centralized and decentralized synchronicity), as well as to discriminate between them in terms of that observed behavior: the first two outlier days are shown to be the most centrally synchronized of the whole year, while the last one is of a highly centralized nature, and a very peculiar one since it constitutes a market state on its own.

7 A Markov Model for State Transitions

Finally, in order to model these state dynamics in a simple way, we briefly propose a first order Markov model for prediction of the next day state given that we know today market state.

To check whether this Markovian approach is adequate or not we, just as in [9], compute the empirical transition probability matrix $P$ from one state to the next, given that we know the current state, as well as the theoretical stationary probability distribution of states for such a Markov model given by the first order transition matrix $P$, that is, the probability distribution $\pi$ giving the expected probabilities of finding the market in a given state over a very long period (provided it is Markovian), and satisfying the linear equation:

$$\pi_j = \sum_i P_{ij}\pi_i,$$

and compare it to the empirical frequencies of states through the year (figure [15]), just to find that they are indeed very similar to each other for every combination of phase spaces and clustering algorithms. We then conclude that the states dynamics is consistent with a Markov process in which enough time has passed as to reach its steady state, and that to guess tomorrow state given knowledge about today state is in general a reasonable bet.

A considerable part of our work on ordinal patterns has been done with the Python package ordpy [53], while clustering analysis has been carried out through scikit-learn [54]. We also have made extensive, though elementary, use of NumPy [55].

8 Conclusions

In order to analyze collective states dynamics of stocks in high-frequency digital markets, and to overcome the limitations of correlation matrixes in detecting non-linear interactions in noisy time series, we proposed to study transcripts synchronization dynamical networks and their eigenvector centrality and degree vectors distributions.

After measuring different information theoretic quantities on the daily ordinal pattern series of individual stocks and detecting three outlier, semi-deterministic days in most of them and discrete levels in some, we have shown them to be extreme manifestations of a collective, emergent behavior not entirely reflected in individual dynamics. Applying two very different clustering algorithms, we were able to detect specific, persistent and quantitatively
distinguishable market states throughout the one-year period of study, as well as two well defined and quantitatively distinguishable seasons of the trading year, characterized by their degree of centralized/decentralized synchronicity, with remarkable similar results for both algorithms. We also successfully classified our previously found outlier days in terms of centralized and decentralized synchronicity. Finally, we showed that state transitions dynamics can be well described as a simple first order Markov process.

Of course, our work has several limitations that ought to be highlighted. As already mentioned, to choose the phase space as that of the histograms of EVC and Degree leaves open the question of the correct number of bins to be used. Also, it would be desirable to find a more objective criterion to choose the number of clusters; various purely quantitative ones are discussed in the literature (see for a summary [56]), but none of those are convincing from our viewpoint; and ultimately, as explained in [57], clustering analysis is a problem dependent process and should not be subordinated to an abstract, global score. As our aim in this work was to propose and illustrate a methodology, as well as to adapt the network-clustering pipeline often mentioned throughout this work [6] to high-frequency digital markets, we did not deepen into this questions; instead, in both cases we contented ourselves with confirming the robustness of our results by varying the number of bins and dendogram threshold and founding similar qualitative results in a reasonable range of values and with two very different clustering algorithms for our particular data set.

It would be desirable to have an economic explanation for the behavior here observed; unfortunately, that is significantly difficult for high-frequency digital markets, because algorithms are particularly opaque in their trading decisions [58] [59]. At the moment, we can just stand for a phenomenological approach such as that of our paper.

### Appendix A  Correlation Matrixes

For the sake of comparison, and to make clear why we use transcript synchronicity as our pairwise coupling measure instead of the more classic and straightforward correlation coefficient, we include here a few figures similar to those displayed above, but this time for correlation matrixes. However, since we are talking here about synchronization, we use the absolute value of such correlation coefficients, since a correlation coefficient equal to $-1$ should be understood as two perfectly (linearly) synchronized time series.

In figure 16 we can see that, although some structure is still present in the evolution of the histogram of Degree for correlation matrixes, its presence is less clear than that observed in 3, while the histogram of EVC is not useful at all when correlation coefficients are used.

This should be clearer in figure 17 which shows the matrix of Jensen-Shannon distances between daily correlation matrixes, analogously to figures 7 and 8. The first panel of this figure still correctly detects outlier days clearly enough, but the knowledge of the centralized and decentralized seasons is almost totally lost, while
the second panel is too noisy to conclude anything. Consequently, clustering analysis yields poorer results when compared to our previous transcript-based analysis.

**Appendix B  Multiscale Analysis**

In section 2 we made the statement that our results are robust to variations of the time lag parameter $l$. As already mentioned, in [32] the authors make it clear that a multiscale analysis is unavoidable if we want to guarantee the validity of our results. Thus, we plot here a couple of figures obtained when $l = 5, 25, 50, 75$ and 100 and everything else is kept as before. For brevity and space, we limit ourselves to plot the distance matrixes analogous to figures 7 and 8.

Figure 18 displays Jensen-Shannon distance matrixes for Degree (upper panel) and EVC (lower panel) phase spaces. It is clear that these matrixes are pretty similar to those just referred, detecting outlier days as well as highly centralized and decentralized seasons. Labels and colorbars have been removed to improve visualization. Clustering analysis yields similar results.
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Figure 11: (a) Evolution of States in Degree Phase Space and (b) $\phi_s$-ordered Centroids, Dendogram Algorithm.

Figure 12: (a) Evolution of States in Degree Phase Space and (b) $L_2$-ordered Centroids, K-Means Algorithm.
Figure 13: (a) Evolution of States in EVC Phase Space and (b) $\xi_s$-ordered Centroids, Dendogram Algorithm.

Figure 14: (a) Evolution of States in EVC Phase Space and (b) $L^2$-ordered Centroids, K-Means Algorithm.
Figure 15: Empirical Frequency of States and Theoretical Stationary Distribution for the Markov Model. (a) Degree, Dendogram; (b) Degree, K-Means; (c) EVC, Dendogram; (d) EVC, K-Means.

Figure 16: Evolution Through the Trading Year of Histograms of (a) Degree and (b) Eigenvector Centrality for Correlation Dynamical Network.
Figure 17: Jensen-Shannon Distance Matrix in (a) Degree and (b) EVC Phase Spaces. Its $i j$ term equals the Jensen-Shannon distance between correlation networks corresponding to days $i$ and $j$.

Figure 18: Jensen-Shannon Distance Matrixes in Degree (upper panel) and EVC (lower panel) Phase Spaces. Its $i j$ term equals the Jensen-Shannon distance between transcript synchronization networks corresponding to days $i$ and $j$ for $l = 5, 25, 50, 75$ and $100$, plotted in that order from left to right.