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Abstract

In this paper we describe the systems we used when participating in the VarDial Evaluation Campaign organized as part of the 7th workshop on NLP for similar languages, varieties and dialects. The shared tasks we participated in were the second edition of the Romanian Dialect Identification (RDI) and the first edition of the Social Media Variety Geolocation (SMG). The submissions of our SUKI team used generative language models based on Naive Bayes and character n-grams.

1 Introduction

We first took part in the related language identification shared tasks in 2015 (Jauhiainen et al., 2015) and we have been using the same team name SUKI ever since. The shared tasks have been organized as part of the VarDial workshops dealing with computational methods and language resources for closely related languages, language varieties, and dialects. The 2020 VarDial Evaluation Campaign contained three separate shared tasks (Găman et al., 2020). We participated in the Romanian Dialect Identification (RDI) and the Social Media Variety Geolocation (SMG) shared tasks. We did not participate in the third task, Uralic Language Identification (ULI), as we were part of the team organizing it (Jauhiainen et al., 2020).

In this paper, we first introduce some previous work related to these shared tasks, to language identification and to identification of Romanian dialects in particular as well as to geolocation of texts. Then we describe the RDI and the SMG shared tasks, their datasets and the systems we used in our submissions as well as the results of the shared tasks.

2 Related work

2.1 Shared tasks

The RDI and the SMG shared tasks were organized as a part of the VarDial Evaluation Campaign 2020, which continued the tradition of shared tasks focusing on close languages for the seventh consecutive year (Zampieri et al., 2014; Zampieri et al., 2015; Malmasi et al., 2016; Zampieri et al., 2017; Zampieri et al., 2018; Zampieri et al., 2019). The RDI shared task was a continuation of the first track of the Moldavian vs. Romanian Cross-dialect Topic identification (MRC) shared task organized in 2019 (Zampieri et al., 2019). The SGM was the first shared task of its kind and the first language identification shared task where the aim was to pin a text to a location.

1https://sites.google.com/view/vardial2020/evaluation-campaign
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Automatic language identification in texts was first introduced in the 1960s (Mustonen, 1965). A recent survey by Jauhiainen et al. (2019d) introduces the different aspects of language identification as well as most of the methods used for it during the past 50 years. The methods used for the task of language identification are mostly shared with other classification tasks as almost any modern machine learning method can be trained to distinguish between different languages (Jauhiainen, 2019). Support Vector Machines (SVM) are among the most popular and successful machine learning algorithms that have been applied to language identification and have traditionally been very competitive in language identification shared tasks, winning many of them (Goutte et al., 2014; Malmasi and Dras, 2015; Çöltekin and Rama, 2016; Malmasi and Zampieri, 2016; Bestgen, 2017; Malmasi and Zampieri, 2017; Çöltekin et al., 2018; Wu et al., 2019). Deep learning methods have traditionally been less successful in language identification than in other classification tasks (Çöltekin and Rama, 2016; Gamallo et al., 2016; Medvedeva et al., 2017). The first time a language identification shared task was won using deep learning was in the Cuneiform Language Identification (CLI) shared task we organized in 2019 (Zampieri et al., 2019; Jauhiainen et al., 2019a) when it was won by Bernier-Colborne et al. (2019) using BERT-based classifier (Devlin et al., 2018).

In our submissions for the shared tasks, we used language identifiers based on the product of relative frequencies we had developed for the VarDial Evaluation campaign of the previous year (Jauhiainen et al., 2019a; Jauhiainen et al., 2019b). The method is basically the same as Naive Bayes (NB) using the observed relative frequencies of character $n$-grams as probabilities.

### Identification of Romanian dialects

The RDI shared task focused on distinguishing between Moldavian and Romanian. Romanian and Moldavian are coupled together as dialects of the Romanian language (ron) in the ISO 639-3 standard (SIL, 2020).²

The shared task debuted as one of the tracks of the MRC shared task of the VarDial Evaluation Campaign 2019 (Zampieri et al., 2019). The aim was to maximize the macro-averaged $F_1$ score for the two dialects. When macro-averaging, the $F_1$ score of each individual dialect is calculated first and the result is the average of those $F_1$ scores. The dataset of the shared task was published as the Moldavian and Romanian Dialectal Corpus (MOROCO) (Butnaru and Ionescu, 2019).

The 2019 edition was officially won by Tudoreanu (2019) using two character-level neural networks which were combined as an ensemble using SVM in the manner of Stacked Generalisation (Wolpert, 1992). Some of the participants had problems producing the correct number of lines for their submissions (Zampieri et al., 2019) and produced corrected results after the end of the shared task for their system description papers (Onose et al., 2019; Wu et al., 2019).

Some additional experiments using the MOROCO data have also been reported (Tudoreanu, 2019; Onose et al., 2019; Găman and Ionescu, 2020; Georgescu et al., 2020). Găman and Ionescu (2020) conducted an evaluation of the data and compared the performance of several methods with the annotations done by native speakers of the dialects. They noted that the machine learning methods were superior to humans in distinguishing between the two dialects and concluded that the models were better at finding character level clues than human annotators.

The results of all these experiments were not available together, so we collected them in Table 1. The first column describes the method used as well as the possible MRC team name in parentheses. The second column gives the Macro $F_1$ score and the third lists the source for the information. The methods used include SVMs, Kernel Ridge Regression (KRR), Convolutional Neural Networks (CNN), Hierarchical Attention Networks (HAN) (Yang et al., 2016), Bidirectional Gated Recurrent Units (BiGRU), Long Short-Term Memory cells (LSTM), and Recurrent Neural Networks (RNN). The MRC shared task was supposed to be closed, i.e. no task external data was to be used. However, pre-trained word vectors were used during the competition and have also been used in some of the later experiments. The pre-trained word vectors used are from Common Crawl (Grave et al., 2018), Romanian Language Corpus (CoRoLa)²

---

²https://iso639-3.sil.org/code/ron
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(Mititelu et al., 2018), and the Nordic Language Processing Laboratory “NLPL” (Kutuzov et al., 2017) and they have been indicated in Table 1.

| Method                                                                 | Macro $F_1$ | Reported by                      |
|-----------------------------------------------------------------------|-------------|----------------------------------|
| Linear SVM classifier with LM adaptation (tearsofjoy)                 | 0.962       | Wu et al. (2019)                 |
| Stacking with 12 classifiers                                           | 0.945       | Găman and Ionescu (2020)         |
| KRR with string kernels                                               | 0.943       | Găman and Ionescu (2020)         |
| KRR                                                                   | 0.941       | Butnaru and Ionescu (2019)       |
| CNN+SE with ADA activation                                            | 0.940       | Georgescu et al. (2020)          |
| SVM with string kernels                                               | 0.939       | Găman and Ionescu (2020)         |
| CNN with ADA activation                                               | 0.937       | Georgescu et al. (2020)          |
| CNN+SE+PyNADA with ReLU and ADA activations                           | 0.937       | Georgescu et al. (2020)          |
| CNN with ReLU and ADA activations                                      | 0.936       | Georgescu et al. (2020)          |
| Ensemble (DTeam)                                                      | 0.934       | Tudoreanu (2019)                 |
| Neural network based on softmax loss (DTeam)                          | 0.933       | Tudoreanu (2019)                 |
| CNN+SE with leaky ReLU activation                                     | 0.931       | Georgescu et al. (2020)          |
| HAN with FastText Common Crawl word vectors (SC-UPB)                  | 0.930       | Onose et al. (2019)              |
| CNN+SE with ReLU activation                                           | 0.930       | Georgescu et al. (2020)          |
| CNN with characters                                                   | 0.929       | Găman and Ionescu (2020)         |
| Voting between 12 classifiers                                          | 0.929       | Găman and Ionescu (2020)         |
| CNN with leaky ReLU activation                                         | 0.929       | Georgescu et al. (2020)          |
| CNN (DTeam)                                                           | 0.928       | Tudoreanu (2019)                 |
| CNN with ReLU activation                                              | 0.928       | Georgescu et al. (2020)          |
| CNN                                                                   | 0.927       | Butnaru and Ionescu (2019)       |
| BiGRU with FastText Common Crawl word vectors (SC-UPB)                | 0.903       | Onose et al. (2019)              |
| Two skip-gram CNNs stacked using SVM (DTeam)                           | 0.895       | Zampieri et al. (2019)           |
| LSTM with CoRoLa word vectors                                         | 0.895       | Găman and Ionescu (2020)         |
| Neural network based on triplet loss (DTeam)                           | 0.869       | Tudoreanu (2019)                 |
| BiGRU with CoRoLa word vectors                                        | 0.868       | Onose et al. (2019)              |
| LSTM with FastText Common Crawl word vectors                           | 0.852       | Găman and Ionescu (2020)         |
| LSTM with FastText Common Crawl word vectors (SC-UPB)                 | 0.847       | Onose et al. (2019)              |
| BiGRU with NLPL word vectors                                           | 0.834       | Onose et al. (2019)              |
| LSTM with NLPL word vectors (SC-UPB)                                   | 0.825       | Onose et al. (2019)              |
| LSTM with NLPL word vectors                                           | 0.798       | Onose et al. (2019)              |
| Majority voting between 5 classifiers on 40 features (R2I\text{\scriptsize LIS} (train+dev)) | 0.796       | Zampieri et al. (2019)           |
| Majority voting between 5 classifiers on 40 features (R2I\text{\scriptsize LIS} (train+dev)) | 0.778       | Chifu (2019)                     |
| Majority voting between 5 classifiers on 40 features (R2I\text{\scriptsize LIS} (train)) | 0.776       | Chifu (2019)                     |
| Linear SVM classifier (tearsofjoy)                                    | 0.757       | Zampieri et al. (2019)           |
| Word-level bigrams with add-one smoothing (lonewolf)                   | 0.735       | Zampieri et al. (2019)           |
| RNN with GRUs and pre-trained FastText model (SC-UPB)                 | 0.709       | Zampieri et al. (2019)           |
| HAN with CoRoLa word vectors                                          | 0.697       | Găman and Ionescu (2020)         |
| HAN with NLPL word vectors                                            | 0.694       | Găman and Ionescu (2020)         |
| HAN with Common Crawl word vectors                                     | 0.694       | Găman and Ionescu (2020)         |
| Character-level bigrams with add-one smoothing (lonewolf)             | 0.656       | Chifu (2019)                     |
| Word-level bigrams with Good-Turing smoothing (lonewolf)              | 0.608       | Chifu (2019)                     |
| HAN with FastText Common Crawl word vectors (SC-UPB)                  | 0.508       | Onose et al. (2019)              |

Table 1: The Macro $F_1$ scores for Romanian dialect identification on the MOROCO dataset reported by various papers. The official submissions of each team is in italics.

2.4 Geolocation of texts

Many datasets of social media texts come with some sort of location attached to each text. People living close to each other tend to speak and write in similar ways and about common subjects. This makes identification of the location of a tweet\textsuperscript{3} or a jodel\textsuperscript{4} possible by just looking at the text produced. In addition to a text itself, many geolocation detection methods use, for example, the metadata of the user profile (Huang and Carley, 2017) or other texts produced by the same user (Chong and Lim, 2019). In the context of the SMG shared task, the aim was to distinguish dialectal differences based on just the text of the tweet or jodel itself. In many studies, the aim has been to pinpoint a correct city (Huang and Carley, 2017; Snyder et al., 2019), a country (Huang and Carley, 2017), or even a specific venue, like

\textsuperscript{3}https://twitter.com
\textsuperscript{4}https://jodel.com
3 Romanian Dialect Identification (RDI) shared task

The RDI shared task was a two-way classification task between texts written in the Moldavian or Romanian dialects of the Romanian language. Each participating team was allowed to submit three runs and the runs were evaluated based on the macro-averaged $F_1$ score. We experimented with three classification techniques and in the end we submitted only one run to the shared task gaining fourth place among the eight teams submitting results.

3.1 Test setup

In order to train their models, the participants were provided with the MOROCO data set (Butnaru and Ionescu, 2019). The original MOROCO data set is divided into training, validation, and testing, but for this shared task, all the 33,564 samples of text were to be used for training. All in all, there were 15,403 texts for Moldavian and 18,161 texts for Romanian.

For validation, two different sets of texts were provided. The first validation set dev-source was in-domain with the training data (texts were from the news domain) while the second validation set dev-target was out-of-domain (the texts were tweets). The dev-source contained 2,718 additional texts for Moldavian and 3,205 texts for Romanian. However, the dev-target was considerably smaller with only 113 texts for Moldavian and 102 texts for Romanian.

The test set included 5,022 lines of texts without language labels. The participants were informed that they were tweets similar to those of the second validation set dev-target. The average length of a line was 98 characters. In all of the three datasets, the named entities had been transformed to “SNES” tags. Butnaru and Ionescu (2019) do not specify how the named entity removal was performed in practice or whether it was automatic or manual.

3.2 Experiments on the development set

The participants were informed beforehand that the shared task test set would consist of tweets. For this reason, we focused our experiments on the out-of-domain validation set dev-target. Thus, we combined the MOROCO dataset and the in-domain validation data dev-source as the training data for our experiments.

For this task, we set out to experiment with the same methods as we did for the baseline of the CLI shared task in 2019 (Jauhiainen et al., 2019a). We used the product of relative frequencies method and its adaptive version also in the German Dialect Identification (GDI) and Discriminating between the Mainland and Taiwan variation of Mandarin Chinese (DMT) shared tasks of the VarDial Evaluation campaign 2019 (Jauhiainen et al., 2019b). With the adaptive version, we won the DMT track for traditional Chinese (Zampieri et al., 2019). Without adaptation, the results of our implementation of the NB classifier were comparable to other methods not using language model adaptation, e.g. SVM ensembles or deep neural networks such as RNN, CNN, and LSTM (Jauhiainen et al., 2019b). Unfortunately, in this years campaign, we did not have time to experiment with the HeLI method (Jauhiainen et al., 2016).

For the CLI task, one of the methods produced best results using character $n$-grams up to 15 characters and we started experimenting using similar very long character sequences. It was soon evident, that our server environment was not capable of processing the training data with such long $n$-grams and we ended up using a maximum of 12 character sequences.\footnote{The problem was mainly with the memory usage: we used a maximum of 60 gigabytes as our Java memory heap.} The three methods we evaluated on the RDI training and development data were the sum of relative frequencies, the simple-scoring, and the product of relative frequencies methods. In all of the three methods, the language models for the two dialects consist of all the possible character $n$-grams extracted from their training data.

3.2.1 Sum of relative frequencies

In the sum of relative frequencies, the character $n$-grams extracted from the mystery text to be identified $M$ are compared with the language models $\text{dom}(O(C_g))$ of the two dialects $g$, and for each $n$-gram found
in a language model, the score $R_{\text{sum}}(g, M)$ is increased by the respective relative frequency. The dialect gaining the highest score is selected. Jauhiainen et al. (2019d) formulate the method as in Equation 1:

$$R_{\text{sum}}(g, M) = \sum_{i=1}^{l_{MF}} \frac{c(C_g, f_i)}{l_{CG}}$$  \hspace{1cm} (1)$$

where $l_{MF}$ is the number of individual features in the text $M$ and $c(C_g, f_i)$ is the count of its $i$th feature $f_i$ in the training corpus.

All the possible combinations of character n-grams from 1 to 12 were evaluated. The best results with a macro $F_1$ of 0.4848 were obtained using only character 12-grams. The score was very low considering that the task was a simple binary classification between two dialects.

### 3.2.2 Simple scoring

In simple scoring, the character n-grams from the text to be identified ($M$) are compared with the language models and the scores of the dialects are increased by one for each one found. The dialect with the highest score is predicted. Jauhiainen et al. (2019d) formulate the method as in Equation 2:

$$R_{\text{simple}}(g, M) = \sum_{i=1}^{l_{MF}} \left\{ \begin{array}{ll}
1, & \text{if } f_i \in \text{dom}(O(C_g)) \\
0, & \text{otherwise}
\end{array} \right. \hspace{1cm} (2)$$

Again we experimented with all the possible combinations of character n-grams from 1 to 12. The results were much more promising than when using the sum of relative frequencies method. Table 2 shows some of the best character n-gram combinations from these experiments. The column “n Min” tells the minimum length of the character n-grams used and the “n Max” the maximum length.

| n Min | n Max | Macro $F_1$ |
|-------|-------|-------------|
| 1-2   | 12    | 0.6099      |
| 3 or 5| 12    | 0.6142      |
| 4     | 12    | 0.6193      |
| 1-3   | 11    | 0.6193      |
| 4     | 11    | 0.6099      |
| 1-3   | 10    | 0.5978      |

Table 2: Experiments with the simple scoring method on the RDI validation target.

As can be noticed, four combinations gave exactly the same highest result of 0.6193. The reason for arriving at the exact same score was that the dev-target was a relatively small set only totaling 215 texts.

### 3.2.3 Product of relative frequencies

The third method evaluated was the product of relative frequencies. We used the same implementation of this method in last years Evaluation Campaign (Jauhiainen et al., 2019a; Jauhiainen et al., 2019b). In this method, the relative frequencies are multiplied together. Jauhiainen et al. (2019d) formulate the method as in Equation 3:

$$R_{\text{prod}}(g, M) = \prod_{i=1}^{l_{MF}} \frac{c(C_g, f_i)}{l_{CG}}$$  \hspace{1cm} (3)$$

In case the feature $f_i$ was not found in the training corpus of a dialect $C_g$, a smoothing value was used. The smoothing value was the relative frequency of a feature found only once in the training corpus. In the actual implementation of the algorithm, the sum of negative logarithms of the relative frequencies were used. The smoothing value was multiplied by a penalty modifier determined using the development set.

We experimented with several combinations of values for the minimum and maximum lengths of character n-grams as well as the penalty modifiers. The best results were obtained using character n-grams from five to eighth with a penalty modifier of 1.18. These results together with the results of some nearby parameter combinations can be seen in Table 3. The results using the product of relative
frequencies were clearly superior to the results of the two previous methods so we decided to do some more experiments with this method.

| n  | Min | Max       | Penalty modifier | Macro $F_1$ |
|----|-----|-----------|-----------------|-------------|
| 5  | 8   | 1.18      |                 | 0.6528      |
| 5  | 8   | 1.19      |                 | 0.6485      |
| 5  | 8   | 1.17      |                 | 0.6475      |
| 4  | 8   | 1.25-1.26 |                 | 0.6451      |
| 5  | 9   | 1.25-1.29 |                 | 0.6451      |

Table 3: Experiments with the product of relative frequencies method on the RDI validation target.

So far the results were obtained using the training and validation sets without any preprocessing. First we experimented with removing the “$\$NE$” tags representing named entities from the datasets before training and evaluation. There was a clear increase in the $F_1$ score as evidenced in Table 4.

| n  | Min | Max       | Penalty modifier | Macro $F_1$ |
|----|-----|-----------|-----------------|-------------|
| 4  | 7   | 1.14      |                 | 0.6706      |
| 4  | 7   | 1.11-1.13 |                 | 0.6656      |
| 3  | 7   | 1.15-1.18 |                 | 0.6656      |
| 4  | 7   | 1.15      |                 | 0.6663      |
| 4  | 8   | 1.12      |                 | 0.6598      |

Table 4: Experiments with the product of relative frequencies method on the RDI validation target with the named entity tags removed.

We further experimented with removing all non-alphabetic characters, which again increased the $F_1$-score (Table 5). As “alphabetic” characters we considered all characters included in the character set of any language according to Java regular expressions.6

| n  | Min | Max       | Penalty modifier | Macro $F_1$ |
|----|-----|-----------|-----------------|-------------|
| 4  | 5   | 1.35-1.36 |                 | 0.6877      |
| 4  | 6   | 1.40-1.48 |                 | 0.6836      |
| 4  | 5   | 1.37-1.39 |                 | 0.6832      |
| 4  | 5   | 1.34      |                 | 0.6829      |
| 3  | 5   | 1.40-1.42 |                 | 0.6648      |

Table 5: Experiments with the product of relative frequencies method on the RDI validation target using only alphabetic characters.

The next preprocessing step was lowercasing all characters (Table 6). This ended up giving a further boost of 2.1% to the Macro $F_1$ score. All in all, using these three simple pre-processing steps increased the $F_1$ score by 7.6%.

In the two previous VarDial Evaluation campaigns we were able to gain good results using language model adaptation together with the product of relative frequencies and the HeLI methods (Jauhiainen et al., 2018a; Jauhiainen et al., 2018b; Jauhiainen et al., 2019b; Jauhiainen et al., 2019c). We did evaluate using the product of relative frequencies with the best parameters from the previous trials together with language model adaptation. This combination did not further increase the score, instead with various parameters the scores were actually lower. Thus, we decided not to use language model adaptation in the actual run.

### 3.3 Results

We removed the named entity tags from the test set and used only lowercased alphabetic characters. We ended up with two lines for which our language identifier returned an unknown language. This was due to both lines being a single “a” after preprocessing and the classifier using a minimum length of four for the character $n$-grams. We changed them to Moldavian (MD) as we were not allowed to submit any

6For the exact regular expression see line 241 of HeLI.java at https://github.com/tosaja/HeLI/blob/master/HeLI.java
other tags than one of the two Romanian dialects. We submitted these results as our only run to the RDI shared task.

Table 6: Experiments with the product of relative frequencies method on the RDI validation target using only lowercased alphabetic characters.

| n Min | n Max | Penalty modifier | Macro $F_1$ |
|-------|-------|------------------|-------------|
| 4     | 5     | 1.39-1.41        | 0.7023      |
| 4     | 5     | 1.33-1.38 and 1.42-1.48 | 0.6976      |
| 3     | 5     | 1.21-1.22        | 0.6976      |
| 4     | 6     | 1.21-1.24        | 0.6879      |

Our final score of 0.6584 on the test set was in line with what can be expected from gaining an $F$-score around 0.70 on the development set. The score gave us the fourth place in the shared task (Table 7).

4 Social Media Variety Geolocation (SMG) shared task

This task was divided into three separate tracks, each focusing on its own geographic area. The first track, DE-AT, included Jodel conversations in standard German from Germany and Austria. Second track, CH, focused on Swiss German Jodel conversations from Switzerland. The third track, BCMS, featured tweets from Croatia, Bosnia and Herzegovia, Montenegro, and Serbia. All the tracks were scored using the median distance in kilometers of all the predicted locations to the actual ones.

4.1 The datasets for the shared task

Before the testing period the participants were provided with training and development data for each of the tracks. The data for the DE-AT and CH tracks came from a mobile chat application called Jodel, where users can chat anonymously with others in the same area (Hovy and Purschke, 2018) while the data for the BCMS track consisted of tweets (Ljubešić et al., 2016). The sizes of each dataset are shown in Table 8. The reason why the BCMS data is divided between many more locations than the DE-AT and CH data is that the coordinates of the locations are given in much more detail (with up to 8 decimal places in BCMS and only 2 decimal places for DE-AT and CH).

Table 7: The best results of each team participating on the RDI 2020 shared task.

| Rank | Team            | run | Macro $F_1$ |
|------|-----------------|-----|-------------|
| 1    | Tubingen        | 1   | 0.7876      |
| 2    | Anumiti         | 3   | 0.7751      |
| 3    | Phlyers         | 1   | 0.6661      |
| 4    | SUKI            | 1   | **0.6584**  |
| 5    | UPB             | 1   | 0.6476      |
| 6    | UAIC            | 1   | 0.5550      |
| 7    | akanksha        | 1   | 0.4813      |
| 8    | The_Linguistadors | 2  | 0.4294      |

Table 8: The sizes of the datasets for the SMG shared task.
4.2 The methods used

We opted for a simple approach of dividing the given geographic areas into 81 equally sized geographical areas. For both longitude and latitude, the distance between maximum and minimum points in the datasets was divided by 9. Each of the 100 unique corner coordinates of the 81 areas functioned as a gathering point. All the jodels or tweets in the training data were gathered at their nearest gathering point. After that the location of each gathering point was adjusted to be in the center of the original positions of the tweets or jodels gathered at the point. We only had resources to try different divisions with the Swiss German data and we experimented with dividing by 8 or 10 instead of 9, but this did not improve the results.

Not all of the points gathered texts, but for all those that included texts, a language model was created. That language model was then used with a language identifier. While experimenting, we calculated our results using average distance instead of median distance. The distance we used was based on coordinate points and as the longitude and latitude are not equal in kilometers, our optimization was not perfect. We used the same product of relative frequencies classifier in language identification, which was described earlier with regard to the RDI shared task (Equation 3). The parameters we used with each track can be seen in Table 9.

| Track  | n Min | n Max | Penalty modifier |
|--------|-------|-------|------------------|
| DEAT   | 1     | 5     | 1.9              |
| CH     | 2     | 3     | 2.35             |
| BCMS   | 1     | 7     | 3.5              |

Table 9: Parameters used in the submissions for the three SMG tracks.

4.3 Results

Table 10 shows the results of the teams participating in the SMG 2020 shared task DEAT track. Our submission was clearly the least efficient of all submitted systems.

| Rank | Team               | Median distance | Mean distance |
|------|--------------------|-----------------|---------------|
| 1    | helsinki-ljubljana | 159.59          | 183.97        |
| 2    | Piyush Mishra      | 183.99          | 204.93        |
| 3    | CU Boulder-UBC     | 198.27          | 218.51        |
| 4    | ZHAW               | 205.81          | 230.78        |
| 5    | SUKI               | 243.12          | 266.85        |

Table 10: The best results of each team participating in the SMG 2020 shared task DEAT track.

Table 11 shows the results of the teams participating in the SMG 2020 shared task Swiss German track.

| Rank | Team               | Median distance | Mean distance |
|------|--------------------|-----------------|---------------|
| 1    | ZHAW               | 15.93           | 25.06         |
| 2    | helsinki-ljubljana | 17.66           | 26.21         |
| 3    | CU Boulder-UBC     | 19.49           | 27.63         |
| 4    | SUKI               | 23.96           | 34.59         |
| 5    | UnibucKernel       | 25.57           | 30.52         |
| 6    | The lingustadors   | 26.70           | 31.21         |
| 7    | Piyush Mishra      | 27.31           | 33.20         |

Table 11: The best results of each team participating in the SMG 2020 shared task Swiss German track.

Table 12 shows the results of the teams participating in the SMG 2020 shared task BCMS track. Our submission gave us the third position which was our best ranking among the tracks. The winning helsinki-ljubljana teams median distance was in a league of its own, but we were relatively close to the ZHAW teams result.

Table 12: The best results of each team participating in the SMG 2020 shared task BCMS track.
| Rank | Team                  | Median distance | Mean distance |
|------|-----------------------|-----------------|---------------|
| 1    | helsinki-ljubljana    | 48.99           | 86.83         |
| 2    | ZHAW                  | 57.24           | 100.42        |
| 3    | SUKI                  | 61.01           | 105.11        |
| 4    | CU Boulder-UBC        | 64.76           | 106.67        |
| 5    | Piyush Mishra         | 85.70           | 112.65        |
| 6    | The linguistadors     | 97.16           | 141.88        |

Table 12: The best results of each team participating on the SMG 2020 shared task BCMS track.

5 Conclusions and future work

In this paper, we presented the systems we experimented with when participating in two of the shared tasks organized as part of the VarDial Evaluation Campaign 2020. Our systems did not reach the state of the art in any of the tracks of the shared tasks.

There is clearly some room for improvement in the approaches we used. We did not have time to experiment with using adaptive language models in the SMG shared task. Using them might have improved the identification accuracy considerably. Also, using 100 coordinate points might not have been optimal in the DEAT and BCMS tracks as the areas where those texts came from were larger than the CH track but we only optimized the division using the CH track training data. There is also room for improvement in how we optimized the parameters for the SMG shared task as we used the average distance and the distance “unit” we used were coordinate points instead of kilometers.
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