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Abstract

A novel simulation framework has been developed in this study for the direct numerical simulation of the aerodynamic breakup of a vaporizing drop. The interfacial multiphase flow with phase change is resolved using a consistent geometric volume-of-fluid method. The bulk fluids are viscous and incompressible with surface tension at the interface. The newly-developed numerical methods have been implemented in the Basilisk solver, in which the adaptive octree/quadtree mesh is used for spatial discretization, allowing flexibility in dynamically refining the mesh in a user-defined region. The simulation framework is extensively validated by a series of benchmark cases, including the 1D Stefan and sucking problems, the growth of a 3D spherical bubble in a superheated liquid, and a 2D film boiling problem. The simulation results agree very well with the exact solution and previous numerical studies. 2D axisymmetric simulations were performed to resolve the vaporization of a moving drop with a low Weber number in a high-temperature free stream. The computed rate of volume loss agrees well with the empirical model of drop evaporation. Finally, the validated solver is used to simulate the aerodynamic breakup of an acetone.
drop at a high Weber number. A fully 3D simulation is performed and the morphological evolution of the drop is accurately resolved. The rate of vaporization is found to be significantly enhanced due to the drop deformation and breakup. The drop volume decreases nonlinearly in time and at a much higher rate than the empirical correlation for a spherical drop.
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## 1. Introduction

Direct numerical simulations are crucial to the investigation of a vast array of multiphase flows, such as fuel injection [1] and cavitation [2, 3, 4], as they are able to provide high-level details that are difficult to measure in experiments [5]. Accurately resolving the sharp interface separating the gas and liquid phases is critical to interfacial multiphase flow simulations. The methods for numerically resolving the interface are loosely categorized into diffuse-interface and sharp-interface methods. The diffuse-interface methods involve the advection of a volume or mass fraction, which is allowed to diffuse over a few cells, and such methods are more popular for compressible flows [6, 7, 8, 9]. For incompressible flows, it is possible to achieve a genuine sharp interface and to constrain the interface thickness to one cell. Significant progress has been made in the development of interface-capturing methods, including the volume-of-fluid (VOF), front-tracking, and level-set methods, in the past decades [10, 11, 12]. Now it is viable to accurately simulate multiphase flows with complex interface deformation and topology change, assuming the mesh resolution is sufficiently high.

Multiphase flows with phase change are essential to a wide range of industrial applications, such as the injection of volatile liquid fuels [13] and boiling flows [14]. The inclusion of phase change introduces additional complexities in resolving interfacial multiphase flows. While a transition from liquid to vapor can happen at temperatures below the saturation temperature, \( T_{\text{sat}} \), more rapid vaporization will occur if the phase change happens at the boiling point, \( T_{\text{sat}} \). In the present study, we only consider phase change due to vaporization.
as opposed to condensation \cite{15, 16}. More important, we will focus on vaporization that is driven by heat transfer, instead of the slower process of evaporation due to vapor concentration gradients \cite{17, 18}. Nevertheless, with minor modifications, the present methods can be used to simulate multiphase flows with condensation and concentration-gradient-driven evaporation.

High-resolution detailed numerical simulations have been shown to be an essential tool to investigate liquid-gas multiphase flows with phase change, and various computational methods have been developed to track the sharp interface with interfacial vaporization. Recent numerical approaches in the literature include front tracking \cite{19}, Lattice Boltzmann \cite{20, 21}, level-set/ghost fluid \cite{22, 23, 18}, and Volume-of-Fluid (VOF) methods \cite{24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36}. We refer the readers to Refs. \cite{37, 38} for a more comprehensive review of the numerical approaches to account for phase change.

In the present study, we focus on developing a numerical framework to simulate interfacial multiphase flows with phase change based on the VOF method. The VOF method is based on the one-fluid approach, for which only one velocity field is used for both phases. Without phase change, the velocities for the liquid and gas on the two sides of an interface are identical, and thus the velocities in the cells in the vicinity of the interface are ready to be used to advect the interface. However, when phase change like vaporization occurs, the velocity is discontinuous across the interface, as vaporization creates the Stefan flow in the gas phase. The interface velocity is more similar to the liquid velocity instead of the gas velocity. In such a case, the “one-fluid” velocity field cannot be directly used to advect the volume-fraction function. In the recent works of Malan et al. \cite{36} and Bureš et al. \cite{35}, an additional pressure projection step has been used to compute a separate velocity field, i.e., the divergence-free liquid velocity across the interface, which is then used for the VOF advection. It is computationally costly to solve the additional pressure Poisson equation for this additional velocity in the whole domain. As a result, they have included two immersed boundaries on the gas and liquid sides of the interface and only solve the Poisson equation in a reduced region near the interface. Nevertheless,
this inclusion of additional immersed boundaries is also undesirable, especially for parallel codes that use a more complicated mesh such as an adaptive octree mesh.

To accurately compute the vaporization rate it is important to solve the thermal diffusion and the temperature field near the interface. The recent works by Gao et al. [39] and Zhao et al. [40] have used the embedded boundary method [41, 42] for the thermal flux calculation in each phase. The embedded boundary method typically requires the embedded boundary/surface to be continuous at the cell surfaces. However, this is not guaranteed in the Piece-wise Linear Interface Calculation (PLIC) VOF reconstruction. The different intersecting positions between the cell surface and the reconstructed interfaces from the two adjacent cells create additional complexity in calculating the thermal diffusion flux. Additionally, the temperature gradient near the interface is highly dependent on the normal, which may exhibit small cell-to-cell fluctuations due to the PLIC VOF reconstruction. These two factors are likely the cause of the artificial velocity currents present in [39]. In the method of Zhao et al. [40], the VOF advection is handled using a two-velocity approach, similar to Malan et al. [36], whereas, in the method of Gao et al. [39], they distributed the vaporization-induced source term to nearby pure gas and liquid cells but not the interfacial cells, following the method by Hardt and Wondra [25]. As a result, the velocity at the interfacial cells is not influenced and can be used for the VOF advection. Gao et al. [39] diffused the source to wide regions in both gas and liquid sides of the interface for numerical stability. Yet, velocity fluctuations were still observed near the interfaces.

The goal of the present paper is to develop a simple and robust VOF method to resolve interfacial multiphase flows with vaporization. The long-term goal is to use the newly developed method to fully characterize the breakup dynamics of vaporizing bulk liquids, such as aerobreakup of drops in a high-temperature and high-speed flow through high-fidelity simulation. Extensive experimental and numerical studies have been conducted to understand drop breakup dynamics when phase change is absent [43, 44, 45, 46, 47], however, the interaction between
drop deformation/breakup and vaporization is not fully understood. In practical
spray applications, due to the large geometric scale and the huge number of
drops involved, it is inviable to resolve the interface of each individual drop. For
those macro-scale simulations, the Euler-Lagrange point-particle simulations
are typically used. Since the drop-scale interfacial and flow
physics are not resolved, the mass and energy transfer between the drop and
the surrounding gas must be represented by sub-grid models, similar to the drag
model for momentum transfer. The conventional models to predict drop
vaporization are empirical correlations for spherical drops and they will be
invalid for drops with a Weber number close to or larger than the critical Weber
number. Models that can accurately predict the vaporization rate of drops
undergoing significant deformation and even breakup remain to be established.
High-fidelity interface-resolved simulations enabled by the present study will
play an essential role in the development of such models.

The present method is implemented in the open-source solver Basilisk. Validation tests and simulations are then performed using the modified
Basilisk code. The key advantage of Basilisk is that it provides an infras-
structure for octree/quadtree mesh for spatial discretization, which allows an
important capability to adapt the mesh in user-defined regions. This adaptive
mesh refinement (AMR) feature is crucial for the efficient simulation of inter-
facial multiphase flows with vaporization. A VOF model with phase change on
a quad-tree mesh has been implemented by Wang and Yang in the Gerris
code, the predecessor to Basilisk. One key difference between the two codes
is on the parallelization of the adaptive mesh. While Gerris decomposes the tree directly and thus achieves
improved parallel performance for large-scale simulations using a large number
of processors and refinement levels. Due to the limitation of the Gerris code,
the VOF model of Wang and Yang was only tested with 2D simulations of drop vaporization. The two very recent works mentioned above by Gao et
al. and Zhao et al. have also built a phase-change model on the Basilisk solver. The present method distinguishes itself from the previous studies by
the following essential features. First, the present method has used a consistent approach to advect VOF (mass), momentum, and energy across the interface. This consistency between mass and momentum advection has been shown to be important for interfacial multiphase flows with large-density contrast \[58\]. The consistency among mass, momentum, and energy is also shown to be important to get accurate pressure and velocity across the interface for compressible flows \[59\]. Second, we have proposed a novel treatment to handle the vaporization-induced volumetric source, by which the VOF represented interfaces can be advected accurately and the Stefan flow in the gas phase can be rigorously captured. This treatment will not require an additional velocity field and solving an additional Poisson equation, as needed in the previous methods \[36, 35, 40\] and thus is more efficient and easy to implement. The present method carries a similar spirit to the method of Hardt and Wondra (HW) \[25\], which was adopted by Gao et al. \[39\] and others \[32, 60\]. We also distribute the source to cells near the interface but not at the interfacial cells to preserve the correct velocity at the interfacial cells for VOF advection. In the HW method, a diffusion equation is required and the source is distributed to both gas and liquid cells. In contrast, we account only for the contribution of the volumetric source that is induced by density differences between the vapor and liquid, which is responsible for the introduction of the Stefan flow, and only distribute the source to a compact layer of pure gas cells near the interface in a mass-conservative way.

The rest of the paper is organized as follows. The physical model will be presented in Section 2. The numerical methods are then introduced in Section 3. The overall simulation approaches are validated through a series of tests in Section 4. We first start with the classic 1D Stefan and sucking problems (Sections 4.1 and 4.2), then we move on to the 3D bubble growth in superheated liquid (Section 4.3). For these cases, analytical solutions are available to validate the simulation results. Furthermore, we have simulated more realistic cases such as film boiling (Section 4.4) and vaporization of a moving drop in a high-temperature environment (Section 5.1). The simulation results were then compared against former numerical and experimental studies. Finally, a large-
scale simulation of the aerobreakup of a vaporizing drop has been performed to demonstrate the capability of the present method in resolving complex interfacial multiphase flows with vaporization (Section 5.2).

2. Multiphase models and governing equations

In the present study, a simulation framework for liquid-gas two-phase flows with phase change is developed. For the velocity field, the two phases are considered as “one fluid” and share the same velocity field. The momentum conservation equation for both phases is

\[ \rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla p + \nabla \cdot (2\mu \mathbf{D}) + \rho \mathbf{g} + \sigma \kappa \delta_{\gamma} \mathbf{n}_\gamma \quad (1) \]

where \( \mathbf{u}, p, \mu, \rho, \sigma, \) and \( \kappa \) are the velocity, pressure, dynamic viscosity, density, surface tension coefficient, and interfacial curvature, respectively. The interface normal is denoted by \( \mathbf{n}_\gamma \), where the subscript \( \gamma \) indicates properties associated with the interface. The surface tension is a singular force localized on the sharp interface using the Dirac distribution function \( \delta_{\gamma} \). The deformation tensor is defined as \( \mathbf{D} = (\nabla \mathbf{u} + \nabla \mathbf{u}^T)/2 \). Gravity, which can be easily included, is neglected in the cases considered in the present paper.

The two different phases are distinguished by the color function \( c \), which follows the advection equation,

\[ \frac{\partial c}{\partial t} + \mathbf{u} \cdot \nabla c = -\frac{s_{\gamma}}{\rho_l} \quad (2) \]

It is taken that \( c = 1 \) and 0 for liquid and gas phases, respectively. Therefore, the volume-averaged color function in a control volume is equivalent to the liquid volume fraction. The density and viscosity are calculated based on the liquid volume fraction using the arithmetic mean:

\[ \rho = c\rho_l + (1-c)\rho_g, \quad (3) \]
\[ \mu = c\mu_l + (1-c)\mu_g. \quad (4) \]
The volumetric source term \(s_\gamma\) on the right-hand side is associated with phase change. The phase change will also modify the continuity equation as

\[
\nabla \cdot \mathbf{u} = s_\gamma \left( \frac{1}{\rho_g} - \frac{1}{\rho_l} \right),
\]

where the subscripts \(l\) and \(g\) denote the liquid and gas properties, and the velocity field is divergence-free only in the region away from the interface. As will be discussed in the later section, the projection method is employed and as a result, the pressure Poisson equation will be solved to guarantee the projected velocity satisfies the continuity equation. Furthermore, we will distribute the volumetric source at the interface \(s_\gamma\) to adjacent pure gas cells, and the discretized distributed volumetric source is denoted by \(\tilde{s}\).

The volumetric source term \(s_\gamma\) depends on the rate of vaporization \(j_\gamma\) and the interfacial area density \(\phi_\gamma\),

\[
s_\gamma = j_\gamma \phi_\gamma. \tag{6}
\]

The rate of phase change \(j_\gamma\) is determined based on the heat fluxes from both sides of the interface,

\[
j_\gamma = \frac{1}{h_{l,g}} (k_l(\nabla T_l)_\gamma \cdot \mathbf{n}_\gamma - k_g(\nabla T_g)_\gamma \cdot \mathbf{n}_\gamma) \tag{7}
\]

where \(T\), \(k\), and \(h_{l,g}\) are the temperature, thermal conductivity, and latent heat, respectively. Note that the rate of phase change here is governed by the temperature gradient, instead of the vapor concentration gradient \[17, 18\]. For the expression given here, \(j_\gamma > 0\) for vaporization and \(j_\gamma < 0\) for condensation.

The energy (temperature) equations in the gas and liquid regions are \[27, 35, 36\],

\[
\rho_g C_{p,g} \left( \frac{\partial T_g}{\partial t} + \mathbf{u} \cdot \nabla T_g \right) = \nabla \cdot (k_g \nabla T_g), \tag{8}
\]

\[
\rho_l C_{p,l} \left( \frac{\partial T_l}{\partial t} + \mathbf{u} \cdot \nabla T_l \right) = \nabla \cdot (k_l \nabla T_l) \tag{9}
\]

with the Dirichlet boundary condition at the vaporizing interface \((T_g)_\gamma = (T_l)_\gamma = T_{\text{sat}}\). The isobaric specific heat for gas and liquid are denoted by \(C_{p,g}\) and \(C_{p,l}\),
respectively. Keeping the two temperature fields makes it easier to apply the temperature boundary condition at the interface. It is worth noting that there are no additional source terms in the energy equations due to phase change since it has been implicitly accounted for by the boundary condition at the interface.

3. Numerical methods

The governing equations are solved using a finite volume approach based on the projection method. The advection of the color function is solved using a geometric VOF method [61]. The advection of momentum near the interface is conducted in a manner consistent with the VOF advection [62, 58]. The surface tension term in the momentum equation is discretized using the balanced-force continuum-surface-force method [63]. The height-function method is used for curvature calculation [56]. A staggered-in-time discretization of the volume-fraction/density and pressure leads to a formally second-order accurate time discretization. The quadtree/octree mesh is used to discretize the 2D/3D spatial domains, providing important flexibility to dynamically refine the mesh in user-defined regions. The adaptation criterion is based on the wavelet estimate of the discretization errors of the user-defined variables [64]. Since the present study is focused on the new development for the inclusion of phase change, the above methods will be briefly reviewed below (section 3.1, 3.2). The detailed implementation of the methods without phase change can be found in previous studies [56, 58].

To include vaporization in the numerical model, we need to solve the energy equations for both phases to obtain the temperature near the interface (section 3.3). Then based on the temperature gradients on both sides of the interface, the vaporization rate is estimated (section 3.4). Furthermore, the interface recession due to the reduction in liquid volume (referred to as interface shifting) needs to be accounted for by modifying the VOF field (section 3.5). Finally, the additional volumetric source due to phase change will be added to the pressure equation to account for the non-zero divergence for the velocity near the
interface and the resulting Stefan flow due to the expansion of the dense liquid into a gaseous state (section 3.6). A new treatment is proposed to handle the volumetric source to guarantee that the velocity at the interface is correctly represented and can be directly used in VOF advection. These procedures will be described below in sequence.

3.1. VOF method

The advection equation for the color function, Eq. (2), is solved using a geometric VOF method. The interface in each computational cell is reconstructed as a planar surface based on the cell-average color function (liquid volume fraction). The interface normal $\mathbf{n}$ is computed based on the Mixed Youngs-Centered (MYC) method \[65\]. The detailed implementation of the method on an octree mesh was given by Popinet \[56\]. Equation (2) can be rewritten in conservative form as

$$\frac{\partial c}{\partial t} = -\nabla \cdot (cu) + c_{c} \nabla \cdot u + \frac{s_{\gamma}}{\rho_{l}}$$

(10)

where the first two terms on the right-hand side are for the regular VOF method without phase change, while the last term represents the additional shift of interface due to phase change, the discussion of which will be given later in section 3.5. The VOF advection is conducted in a direction-split manner, taking a 2D example,

$$c_{i,j}^{n+1} - c_{i,j}^{n} = -\frac{F_{c,i+1/2,j} - F_{c,i-1/2,j}}{\Delta V} + \left( c_{c} \frac{\partial u}{\partial x} \right)_{i,j},$$

(11)

$$c_{i,j}^{n+1} - c_{i,j}^{n} = -\frac{G_{c,i,j+1/2} - G_{c,i,j-1/2}}{\Delta V} + \left( c_{c} \frac{\partial v}{\partial y} \right)_{i,j},$$

(12)

where $\Delta V$ is the cell volume, and the superscript $c^*$ denotes the auxiliary color-function. The value of the color function at the cell center is denoted by $c_{c}$, which is taken to be $c_{c} = 1$ if $c > 0.5$ and $0$ if $c < 0.5$. It was proved by Weymouth and Yue \[61\] that the value of $c_{c}$ must be kept as a constant for all sweep directions to achieve exact mass conservation. The VOF fluxes in $x$ and $y$ directions are denoted as $F_{c}$ and $G_{c}$, respectively. The flux on the right surface
in $x$ direction, $F_{c,i+1/2,j}$, is calculated as

$$F_{c,i+1/2,j} = c_a u_{f,i+1/2,j} S,$$

(13)

where $u_{f,i+1/2,j}$ is the $u$-velocity at the cell surface and $S$ is the surface area. The volume fraction of liquid that is advected across the cell surface over $\Delta t$ is $c_a$, which is calculated based on the reconstruction of the interface. The VOF fluxes in the other directions are calculated similarly.

3.2. VOF-consistent momentum advection

It is important to advect the momentum across the interface consistently with the VOF (mass) advection, as shown in previous studies [66, 67, 58]. To make the advection of momentum and mass consistent, the momentum for the liquid and gas phases are handled separately:

$$\frac{(c \rho_l u)^a_i}{\Delta t} - \frac{(c \rho_l u)^n_i}{\Delta t} = -\nabla \cdot (c \rho_l uu_i) + (c \rho_l u)_c \nabla \cdot u_i,$$

(14)

$$\frac{((1 - c) \rho_g u)^a_i}{\Delta t} - \frac{((1 - c) \rho_g u)^n_i}{\Delta t} = -\nabla \cdot ((1 - c) \rho_g uu_i) + ((1 - c) \rho_g u)_c \nabla \cdot u_i,$$

(15)

where the superscript $^a$ denotes the auxiliary variables accounting only for the advection term. The momentum is advected as a tracer associated with VOF advection non-diffusely [68]. The momentum flux for each phase is computed as the product the VOF flux for the corresponding phase and the momentum per unit volume to be advected [58]. Taking the $x$-momentum for the liquid phase as an example,

$$\frac{(c \rho_l u)_{i,j}^a - (c \rho_l u)_{i,j}^n}{\Delta t} = -F_{u,i+1/2,j} - F_{u,i-1/2,j} + \frac{(c \rho_l u)_c \frac{\partial u}{\partial x}}{i,j},$$

(16)

$$\frac{(c \rho_l u)_{i,j}^a - (c \rho_l u)_{i,j}^n}{\Delta t} = -G_{u,i,j+1/2} - G_{u,i,j-1/2} + \frac{(c \rho_l u)_c \frac{\partial v}{\partial y}}{i,j},$$

(17)

where $F_u$ and $G_u$ denote the $x$-momentum fluxes for in $x$ and $y$ directions. The $x$-momentum flux on the right surface of the cell is calculated as

$$F_{u,i+1/2,j} = (\rho_l u)_a F_{c,i+1/2,j},$$

(18)
where \((\rho_l u)_a\) is the momentum per unit volume to be advected. The Bell-Collela-Glaz (BCG) second-order upwind scheme \[69\] is used for the reconstruction of \((\rho_l u)_a\) in the upwind cell of the surface where the flux is to be evaluated. The generalized minmod slope limiter is employed to compute the gradient. The liquid momentum \((c \rho_l u)_c\) at the cell center is the analog of \(c_c\), and \((c \rho_l u)_c = c \rho_l u\) if \(c > 0.5\) and 0 if \(c < 0.5\). After the advection of momentum in all directions, the unified velocity is obtained by

\[
\mathbf{u}^a_{i,j} = \frac{(c \rho_l \mathbf{u})^a_{i,j} + ((1 - c) \rho_g \mathbf{u})^a_{i,j}}{(c \rho_l)^a_{i,j} + ((1 - c) \rho_g)^a_{i,j}}. \tag{19}
\]

3.3. Energy equations and consistent energy advection

The energy equations for both phases, i.e., Eqs. \((8)-(9)\), are solved with the Dirichlet boundary condition at the vaporizing interface \((T_g)_\gamma = (T_l)_\gamma = T_{\text{sat}}\). The boundary conditions at the interfaces are invoked by setting \(T_g = T_{\text{sat}}\) in the cells with \(f > 0\) and \(T_l = T_{\text{sat}}\) in cells with \(f < 1\) \[70\]. Note that more sophisticated immersed Dirichlet boundary conditions have been proposed recently \[39, 40\]. Nevertheless, the simple treatment here seems to be sufficient to yield accurate results.

The energy fluxes for the advection terms, e.g., \(\mathbf{u} \cdot \nabla (\rho_l C_{p,l} T_l)\), are computed similarly to the momentum fluxes discussed previously, namely the energy is advected as a tracer associated with the VOF advection. In such a way, the numerical diffusion across the interface can be avoided when we advect energy across the interface. Furthermore, the advection methods for mass, momentum, and energy across the interface are consistent. The consistent advection approach is similar to the methods of Zhang \textit{et al.} \[59\] for compressible interfacial multiphase flows and thus will make the future extension of the present methods toward compressible flows easier. The energy to be advected in the upwind cell is computed based on the linear reconstruction of the variable using the Bell–Colella–Glaz scheme and the minmod slope limiter \[69, 55\].

The time integration of the diffusion terms is treated fully implicitly. When the temperature for the vapor and liquid are lower than \(T_{\text{sat}}\), there will be no
vaporization, since here we neglect the evaporation effect due to the gradient of vapor concentration. There will be no need to make any adjustments to the interfacial temperature. Nevertheless, as the temperature on either side of the interface increases to be over the saturation temperature, which is the scenario of interest in the present study, vaporization will occur. In such a case, the vapor is assumed to be saturated at the interface, and the temperature at the interface is taken to be fixed at the saturation temperature, $T_{\text{sat}}$. The heat sink due to the latent heat of vaporization is implicitly included. The interfacial temperature is then used as the boundary condition for solving the diffusion term in each phase. In all the tests considered in the present study, the interfaces are always saturated.

A potential improvement for spatial discretization of the diffusion term is to consider a sub-grid embedded boundary condition for the interface temperature. Nevertheless, the present methods already yield very accurate predictions as shown later in the validation studies (section 4). Additionally, previous studies using embedded boundary models for the interface have shown artificial velocity fluctuations near the interface. This is likely due to the use of the VOF interface normal to compute the interfacial temperature gradient: even in simple interface advection cases, the direction of the interface normal in cells exhibits fluctuations between time steps. The fluctuations in the interface normal will result in fluctuations in the computed interfacial temperature gradient and, eventually, the rate of vaporization. Therefore, if one wants to take advantage of the sub-grid interfacial location, this challenge must be carefully tackled, and such an extension will be relegated to future works.

3.4. Calculation of vaporization rate

The vaporization rate $j_{\gamma}$ is computed in every interfacial cell ($1 > c > 0$). The determination of $j_{\gamma}$ (Eq. (4)) requires the temperature gradient on both the liquid and gas sides of the interface: $(\nabla T_l)_\gamma$ and $(\nabla T_g)_\gamma$. The calculations for the gas and liquid sides are similar. Here we take the gas temperature gradient as an example to demonstrate the procedures. First of all, it is assumed that
the temperature gradient is aligned with the interface normal near the interface, therefore, the projection of the temperature gradient to the interface normal is approximated by its magnitude, i.e., \( (\nabla T_g)_{\gamma} \cdot \mathbf{n}_\gamma \approx ||(\nabla T_g)_{\gamma}|| \), where ||·|| denotes the magnitude of a vector. The magnitude of the gas temperature gradient at the interface is then obtained by extrapolation from the neighboring pure gas cells \((c = 0)\). Considering the interfacial cell \(i, j\) in a 2D 5 × 5 stencil, in which the temperature gradient is approximated as

\[
||((\nabla T_g)_{\gamma})|| = ||(\nabla T_g)_{i,j}|| = \sum_{i=i-2,j=j-2}^{i=i+2,j=j+2} \hat{w}_{i,j}||\nabla T_g||_{i,j},
\]

where the normalized weight \(w_{i,j}\) for a cell \(i, j\) in the stencil is computed as

\[
\hat{w}_{i,j} = \frac{w_{i,j}}{\sum_{i=i-2,j=j-2}^{i=i+2,j=j+2} w_{i,j}},
\]

where

\[
w_{i,j} = \begin{cases} 
\xi_{i,j}||\mathbf{d}_{i,j}||^2, & \text{if } c = 0 \\
0, & \text{if } c > 0 .
\end{cases}
\]

In interfacial and liquid cells, \(w_{i,j} = 0\), and in pure gas cells \(w_{i,j}\) is associated with the distance vector from the center of the pure gas cell to the center of the interfacial cell, i.e., \(\mathbf{d}_{i,j} = \mathbf{x}_{i,j} - \mathbf{x}_{i,j}\), and its projection to the interfacial normal direction, i.e., \(\xi_{i,j} = |\mathbf{n}_\gamma \cdot \mathbf{d}_{i,j}|\), see Fig. 1(c). The central difference approximation is used to calculate the temperature gradient, we have used only the pure gas cells to avoid computing the temperature gradient across the interface. The large stencil used here is to make sure at least one pure gas cell can be found. As a result, the primary contributions to the temperature gradient at the interfacial cell are taken from the pure gas cells where the central difference can be used without the temperature from the interfacial cells, see Fig. 1(c). Note that the same procedure applies to the temperature gradient on the liquid side \(||(\nabla T_l)_{\gamma}||\).

With the gas and liquid temperature gradients in the interfacial cell, the rate of vaporization for an interfacial cell can be computed according to Eq. (7).
The volumetric source in the interfacial cell due to phase change \( s \) is then computed using Eq. (6). Note that the interfacial area density in an interfacial cell is evaluated by \( \phi = A / V \), where \( A \) is the area of the VOF reconstructed interface in the cell.

3.5. Vaporization-induced interface shifting

The contribution of vaporization on the liquid phase results in an additional shift of the interface toward the liquid side. The vaporization-induced interfacial velocity \( u_\gamma \) is normal to the interface, namely \( u_\gamma = u \cdot n_\gamma \), see Fig. 1(b), where \( u_\gamma \) is expressed as

\[
u_\gamma = -\frac{j_\gamma}{\rho_l},
\]

and the negative sign indicates the direction is the opposite of the interface normal. The interface shifting is handled explicitly by shifting the reconstructed VOF interface by the distance over one time step as

\[
\Delta d_\gamma = -\frac{j_\gamma}{\rho_l} \Delta t.
\]

The volume fraction of the interfacial cell \( c \) is then updated based on the shifted interface. Occasionally, the interface may leave the current cell if the liquid volume fraction is very small in the previous time step. In such a case, the interface moves to a neighboring pure liquid cell. Then that liquid cell will become an interfacial cell, with the liquid volume fraction computed based on the interface location. Since phase change induces a new velocity scale \( u_\gamma \), it is accounted for in the CFL condition for the time step calculation.

3.6. Pressure equations and volumetric-source distribution

When the higher-density liquid turns into lower-density vapor, the Stefan flow is introduced in the gas phase and the Stefan flow velocity is

\[
u_{st} = j_\gamma \left( \frac{1}{\rho_g} - \frac{1}{\rho_l} \right)
\]

This production of volume due to the different densities is represented by the divergence source term in the continuity Eq. (5). Since in the projection method
Figure 1: Key steps of the VOF advection with phase change. (a) the VOF advection based on the liquid velocity, (b) shifting the interface by $\Delta d_\gamma$, (c) computing the vaporization source term ($s_\gamma$), and (d) distributing the $s_\gamma$ to $\hat{s}$ in the near-by pure gas cells.
the continuity equation is incorporated by solving the pressure Poisson equation, an additional source term appears in the Poisson equation.

The velocity jump across the interface creates a challenge in advecting the color function using the VOF method [36, 40, 39]. When phase change is absent, the gas and liquid velocities are the same in the interfacial cell, and the velocity for the interfacial cell is ready to be used to compute the VOF fluxes and to advect the interface. However, when the phase change occurs, the gas and liquid velocities jump across the interface. As a result, the velocity in the interfacial cell, which is generally biased towards the gas/vapor velocity, is not the correct velocity of the interface. One way to overcome this issue is to solve an additional Poisson equation to extrapolate the liquid velocity across the interface [36, 35, 39]. This treatment will result in a divergence-free liquid velocity at the interface for VOF advection and yield accurate results for the vaporizing interface. However, this approach requires an additional Poisson equation, which increases the computational expense. In the method of Malan et al. [36], the boundary conditions on the two artificial embedded boundaries on both sides of the interface are specified to solve the Poisson equation. For moving or deforming interfaces, these embedded boundary conditions need to be imposed every time step, which further increases the computational cost and algorithm complexity, in particular for adaptive octree mesh.

In the present study, we propose a simple yet accurate method to resolve this numerical challenge in obtaining the current interface advection velocity when phase change is present. The volumetric source due to vaporization \( s_\gamma \) is first calculated according to the steps described in Section 3.4 based on the temperature gradients for gas and liquid in the interfacial cells. Then instead of applying the volumetric source \( s_\gamma \) right at the interfacial cell, we distribute the volumetric source to the nearest pure gas cells in a \( 5^3 \) stencil in 3D (\( 5^2 \) in 2D). The distribution of the volumetric source from the interfacial cell \((\hat{i}, \hat{j})\) to a pure gas cell \((i, j)\) in the stencil \((\hat{i} - 2 \leq i \leq \hat{i} + 2 \) and \(\hat{j} - 2 \leq j \leq \hat{j} + 2\) is

\[
(s_{i,j})_{i,j} = \hat{m}_{i,j}(s_\gamma)_{i,j},
\]

(26)
where \( \hat{m}_{i,j} \) is the normalized weight and is defined similarly to Eq. (21) as
\[
\hat{m}_{i,j} = \frac{m_{i,j}}{\sum_{i=i-2, j=j-2}^{i+2, j+2} m_{i,j}},
\]
where
\[
m_{i,j} = \begin{cases} 
\xi_a/||d_{i,j}||, & \text{if } c = 0 \\
0, & \text{if } c > 0
\end{cases}
\]

As a result, only pure gas cells in the stencil will receive a distribution. The weight for a gas cell is related to the ratio between the projection of the distance vector \( d_{i,j} = x_{i,j} - x_{i,j} \) to the interfacial normal direction, i.e., \( \xi_{i,j} = |n_\gamma \cdot d_{i,j}| \), and the norm of \( d_{i,j} \). The gas cell in the stencil that is more aligned with the interface normal will thus receive a bigger distribution.

Note that the distributed volumetric source in a pure gas cell, \( \hat{s} \), is the sum of the source distribution from all the nearby interfacial cells. The integration of the distributed source \( \hat{s} \) in all pure gas cells is equal to the integration of the volumetric source \( s_\gamma \) over all the interfacial cells,
\[
\sum_{1 > c_{i,j} > 0} (s_\gamma)_{i,j} = \sum_{c_{i,j} = 0} \hat{s}_{i,j}
\]
ensuring the conservation of the generated vapor volume from the whole interface. Note that here we have used the 2D case to explain the algorithm, and the algorithm is very similar for 3D cases.

Finally, the distributed source is added to the pressure Poisson equation as
\[
\nabla \cdot \left( \frac{\Delta t}{\rho} \nabla p \right) = \nabla \cdot u^{**} - \hat{s} \left( \frac{1}{\rho_g} - \frac{1}{\rho_l} \right),
\]
where \( u^{**} \) is the auxiliary velocity that accounts for all the terms in the momentum equation except the pressure term.

There are several important advantages for the present treatment of the vaporization-induced volumetric source. First of all, by donating the volumetric source from the interfacial to the neighboring gas cells, the velocity in the interfacial cell will not be “contaminated” by the Stefan flow and will remain
as the liquid velocity by which the interface moves (before we impose the additional shifting discussed in section 3.5). Furthermore, the distributed volumetric source in the pure gas cells will induce the Stefan flow in the gas region near the interface. As a numerical approximation, we have moved the volumetric source away from the interface, which will slightly modify the Stefan flow right next to the interface. However, since the relocation distance for $s_\gamma$ to the neighboring cell is typically less than two grid cells, its influence is very small, as will be shown later in the test results (Section 4).

The present method also distinguishes itself from the source term distribution method by Hardt and Wondra (HW) [25, 39] in several important aspects. At first, the present method does not need to solve an additional diffusion equation as required in the HW method. The direct distribution of the source in a compact stencil is beneficial in keeping the effective thickness of the volumetric source small. In general, we have used a $5^3$ stencil centered at the interfacial cell, therefore, the effective thickness is about two cells. It is also possible to use a more compact $3^3$ stencil; however, it will be less robust when there is a large distortion of the interface and there will be no pure gas cells present in the stencil. It is also worth noting that the present method assumes the vapor region is reasonably well resolved and there is at least one pure gas cell in the stencil. Secondly, in the Hardt and Wondra (HW) method the source is distributed in both pure gas and liquid cells as $s_\gamma/\rho_g$ and $s_\gamma/\rho_l$, respectively, the present method only distributes the volumetric source due to density difference, $s_\gamma(1/\rho_g - 1/\rho_l)$, in the pure gas cells and the disappearance of mass in the liquid side is accounted for by shifting the VOF-represented interface explicitly (see section 3.5). While both methods will capture the Stefan flow and interface motion, the present method only needs to modify the velocity field on the gas side and thus has a more compact region of the source distribution. It is worth noting that, vaporization will only modify the velocity and pressure fields and will induce the Stefan flow when the densities of the two phases are different (see Eqs. (5) and (30)). The Stefan flow only appears in the lighter gas phase ($\rho_g \ll \rho_l$), therefore, distributing the volumetric source only in the gas phase is
more consistent with the vaporizing flow physics.

3.7. Staggered-in-time temporal discretization

The above spatially discrete equations are temporally discretized using the second-order staggered-in-time method in the Baslisk solver [56]. The temporally discrete equations are given below, which can be combined with the spatial discretization discussed above to achieve the fully discrete equations.

- Advection equation
  \[
  \frac{c^{n+\frac{1}{2}} - c^{n-\frac{1}{2}}}{\Delta t} = -\nabla \cdot (c^n u^n) + c_c^n \nabla \cdot u^n + \left( \frac{-s_{\gamma}}{\rho_l} \right)^{n-\frac{1}{2}}
  \]  

- Momentum equation - prediction step
  \[
  \rho_l^* \frac{u^* - (1-c)u^n}{\Delta t} = -u^n \cdot \nabla (\rho_l u^n) + \rho_g \frac{(1-c)u^*}{\rho_{l^{n+1/2}} + \rho_g (1-c^{n+1/2})} \]  

- Pressure Poisson equation
  \[
  \nabla \cdot \left( \frac{\Delta t}{\rho^{n+\frac{1}{2}}} \nabla p^{n+\frac{1}{2}} \right) = \nabla \cdot u^{**} - \left( \frac{1}{\rho_g} - \frac{1}{\rho_l} \right) \frac{n+\frac{1}{2}}{\Delta t} \]  

- Momentum equation - projection step
  \[
  u^{n+1} = u^{**} - \frac{\Delta t}{\rho^{n+\frac{1}{2}}} \nabla p^{n+\frac{1}{2}} \]  

- Energy equation
  \[
  \rho_l^{n+\frac{1}{2}} \frac{(C_p,T_l)^{n+\frac{1}{2}} - (C_p,T_l)^{n-\frac{1}{2}}}{\Delta t} = -u^n \cdot \nabla (\rho_l C_p T_l) + \nabla \cdot (k_l \nabla T_l)^{n+\frac{1}{2}} \]  

  \[
  \rho_g^{n+\frac{1}{2}} \frac{(C_p,g,T_g)^{n+\frac{1}{2}} - (C_p,g,T_g)^{n-\frac{1}{2}}}{\Delta t} = -u^n \cdot \nabla (\rho_g C_p,g T_g) + \nabla \cdot (k \nabla T_g)^{n+\frac{1}{2}} \]
Finally, the overall solution steps are summarized in Algorithm 1.

**Algorithm 1 Full algorithm summary**

**Initialization of** $f$, $u$, $T_l$, $T_g$

**while** $t < t_{end}$ **do**

1. Calculate $\Delta t$ based on CFL constraint
2. VOF reconstruction;
3. VOF advection neglecting the source term due to phase change (Eqs. (11), (12), (31));
4. VOF-consistent advection of momentum and energy (Eqs. (32)-(34) and Eqs. (38)-(39))
5. Solve diffusion terms in energy equations to obtain $T_l^{n+\frac{1}{2}}$ and $T_g^{n+\frac{1}{2}}$ (Eqs. (38)-(39))
6. Compute the volumetric source term $s_\gamma$ (Eqs. (6)-(7) and (20)-(21))
7. Shift reconstructed interface by $\Delta d_\gamma$ (Eq. (24)) to account for the phase-change term in the advection equation (Eq. (31))
8. Distribute $s_\gamma$ to neighboring pure gas cells and compute $\hat{s}$
9. Solve diffusion term in momentum equation to obtain $u^{**}$ (Eq. (35))
10. Compute $p^{n+\frac{1}{2}}$ by solving the Poisson Eq. (36)
11. Correct $u^{n+1}$ by projection (Eq. (37))

**end while**

### 3.8. Quadtree/Octree Mesh

The physical models and numerical methods described above have been implemented in the Basilisk code using adaptive octree/quadtree meshes. The maximum level of refinement $L$ can be compared with a fixed grid resolution of $2^L$ cells in each coordinate direction; i.e., $L9$ corresponds to $2^9 = 512$ cells in the $x$ direction or $512^3$ cells in 3D. Note that the finite volume cells have equal dimensions (square in 2D or cubic 3D), i.e., $\Delta x_{min} = \Delta y_{min}$. The mesh adaptation algorithm is based on a wavelet-estimated discretization error [57, 64], where the refinement criteria are based on temperature ($T$), volume fraction ($c$), and velocity ($u$). The advantage of using an adaptive mesh is that a higher
grid resolution is only used in the user-defined regions; i.e., near the interface, so that the total number of computational cells can be significantly reduced. To maintain the simplicity in the interface temperature gradient calculation (section 3.4) and $s_\gamma$ distribution (section 3.6), the mesh near the interface is always refined to the maximum level (5 cells on either side of the interface). This is achieved by refining the mesh based on a level-set function. The addition to the computational cost for this treatment is minor because the temperature gradient is typically large near the interface and requires the maximum level of grid refinement.

The *Basilisk* code has different parallelization options. In this study, we have used parallelization based on tree decomposition and MPI [57]. As a result, the computational domain is split into blocks with irregular shapes, instead of simple boxes as in conventional domain decomposition. This advanced parallelization technique guarantees good performance for large-scale simulations using a large number of processors and refinement levels. When an interfacial cell is located at the block boundary, the procedures for the distribution of the volumetric source (section 3.6) and the shifting of the interface (section 3.5) involve the modification of variables in the ghost cells of an MPI block. An additional MPI communication is thus required for block boundary with interfacial cells. Nevertheless, the computational cost is small compared to that for regular communications between blocks.

4. Validation

To validate the present methods and their implementation in the *Basilisk* code, a series of test cases were performed, see Table 1. The purpose of each test is also listed. The CFL number is set to 0.2 for all cases. The two new velocities induced by vaporization, i.e., the Stefan flow velocity (Eq. (25)) and the vaporization-induced interface shifting velocity $u_\gamma$ (Eq. (23)) are also accounted for in the calculation of the time step.
4.1. 1D Stefan Problem

The 1D Stefan problem is a common test case [24, 18, 36, 27, 25, 35, 39]. The domain consists of a vapor region next to a heated wall and a liquid region, see Fig. 2. The wall temperature, $T_w > T_{\text{sat}}$, is fixed. Initially, the liquid is at saturation temperature ($T_{\text{sat}}$). The liquid is vaporized at the interface due to the heat flux from the vapor. The vapor generated at the interface pushes the liquid to the right. The liquid will move out from the right edge of the domain, on which the pressure outlet boundary condition (BC) is imposed. The analytical solution for the temporal evolution of the interface position $x_\gamma$ is given as

$$x_\gamma(t) = 2\beta \sqrt{\alpha_g t}, \quad (40)$$

where $\alpha_g = k_g/(\rho_g C_{p,g})$ is the gas thermal diffusivity and $\beta$ is computed from the transcendental equation

$$\beta \exp(\beta^2) \text{erf}(\beta) = \frac{C_{p,g}(T_w - T_{\text{sat}})}{h_{lg} \sqrt{\pi}}, \quad (41)$$

where erf() is the Gauss error function. The temperature in the vapor region, as a function of space and time, is given as

$$T_g(x, t) = T_w + \left(\frac{T_{\text{sat}} - T_w}{\text{erf}(\beta)}\right) \text{erf}\left(\frac{x}{2\sqrt{\alpha_g t}}\right). \quad (42)$$

Table 1: Summary of the validation cases considered in the present paper.

| Case          | Section | Purpose                                 |
|---------------|---------|-----------------------------------------|
| Stefan Problem| 4.1     | Vaporization due to heated gas           |
| Sucking problem| 4.2     | Vaporization due to heated liquid        |
| Bubble growth  | 4.3     | 3D interface motion due to vaporization  |
| Film boiling  | 4.4     | Complex deformation of vaporizing interface|

Though the flow is 1D, simulations were performed on a 2D square domain with edge length $L_0 = 1$ mm, see Fig. 2. The exact solution at $t = 0.027$ s was used as the initial condition and the corresponding initial width of the vapor region is $H_0 = 0.1$ mm. The fluid is water and the properties are listed...
Figure 2: Schematics for the 1D Stefan and sucking tests: (a) computational domain and (b) temperature distribution. Note that $x_\gamma$ is the interface location.
Figure 3: Numerical results for the 1D Stefan problem for three levels of grid refinement: $L_5$, $L_6$, and $L_7$, compared with the exact solution. (a) Temporal evolution of the interface position $x_\gamma$. (b) The overall temperature $T$ ($T = T_g$ in vapor, $T = T_l$ in liquid, and $T = T_{sat}$ at the interface) and (c) the $u$-velocity distributions at the final time $t = 0.12\, s$. 
| Property     | Water | Fluid A | Fluid B |
|--------------|-------|---------|---------|
| $\rho$ [kg/m$^3$] | 958.4 | 2.5     | 200     |
| $k$ [W m$^{-1}$ K$^{-1}$] | 0.679 | 0.07    | 1       |
| $C_{p,g}$ [J kg$^{-1}$ K$^{-1}$] | 4216  | 2.5     | 200     |
| $\mu$ [Pa s] | 2.8e-4 | 7e-3    | 0.1     |
| $h_{lg}$ [J kg$^{-1}$] | 2.26e6 | 100     | 1e4     |
| $T_{sat}$ [K] | 373.15| 1       | 1       |
| $\sigma$ [N m$^{-1}$] | 0.0728| 0.001   | 0.1     |

Table 2: Properties of the saturated water (section 4.1), Fluid A (sections 4.2–4.3), and Fluid B (4.4).

The wall temperature is $T_w = 383.15$ K. The simulation results are presented in Fig. 3 for three levels of grid refinement: $L$5, $L$6, and $L$7. It can be observed that the temporal evolution of the interface location for all three meshes matches very well with the analytical solution (see Fig. 3(a)). The simulations have been run to $t = 1.2$ s. The spatial distribution of temperature at the final time is shown in Fig. 3(b). Though we have solved $T_g$ and $T_l$ separately, here we plot the overall temperature $T$, which is defined as $T = T_g$ in vapor, $T = T_l$ in liquid, and $T = T_{sat}$ at the interface. It is clearly seen that the numerical results converge to the exact solution as the mesh is refined. It is also observed that the spatial variation of temperature in the vapor region is approximately linear. That is why even a coarse mesh is sufficient to yield a good approximation. Finally, the spatial variation of the $u$-velocity is shown in Fig. 3(c), compared with the exact solution. Ideally, the velocity in the vapor is zero and that in the liquid is constant in space, $u_l(t) = \dot{x}_r$. Due to the distribution of the volumetric source to the pure gas cells, the numerical results show non-zero vapor velocity in a narrow region on the left of the interface. When the mesh is refined, the thickness of the non-zero velocity region reduces. It is worth noting that the liquid velocity is preserved to be constant on the right.
of the interface, which converges to the exact value as the cell size decreases. If the source is distributed to both the gas and liquid cells as in the HW method \cite{39}, numerical smearing will also appear in the liquid velocity.

4.2. 1D sucking problem

Another common validation case is the 1D sucking problem, also known as the boiling interface problem \cite{24, 18, 27, 35, 40}. The temperature distribution is what differentiates this problem from the Stefan problem, see Fig. 2(b). Both the wall and vapor temperature are at the saturation temperature, i.e., $T_w = T_g = T_{\text{sat}}$, while the liquid is superheated and the liquid temperature at the right boundary of the domain, which is far from the interface, is fixed at $T_\infty$.

The heat flux from the liquid to the interface results in vaporization. Similarly, the generated vapor pushes the liquid to the right. The analytical solution for the interface position has the identical expression as that for the Stefan problem, i.e., Eq. (40), though the parameter $\beta$ is computed from a different transcendental equation

$$
\exp(\beta^2) \operatorname{erf}(\beta) \left[ \beta - \frac{(T_\infty - T_{\text{sat}}) C_{p,g} k_l \sqrt{\alpha_g} \exp \left( -\beta^2 \frac{\rho_g C_{p,g} \alpha_g}{\rho_l \alpha_l} \right)}{h_{lg} k_g \sqrt{\pi \alpha_l} \operatorname{erfc} \left( \beta \frac{\rho_g \sqrt{\alpha_g}}{\rho_l \sqrt{\alpha_l}} \right)} \right] = 0.
$$

The exact solution of the liquid temperature is given as

$$
T_l(x,t) = T_\infty - \left( \frac{T_\infty - T_{\text{sat}}}{\operatorname{erfc} \frac{\rho_g \sqrt{\alpha_g}}{\rho_l \sqrt{\alpha_l}}} \right) \operatorname{erfc} \left( \frac{x}{2\sqrt{\alpha_l} t} + \frac{\beta \rho_g - \rho_l}{\rho_l} \sqrt{\frac{\alpha_g}{\alpha_l}} \right).
$$

In this test case, we have set $L_0 = 1$ m, $H_0 = 0.05$ m, and $T_\infty/T_{\text{sat}} = 3$. The fluid properties (Fluid A) are provided in Table 2. The exact solution at $t = 0.1$
Figure 4: Numerical results for the 1D Stefan problem for three levels of grid refinement: $L_6$, $L_7$, and $L_8$, compared with the exact solution. (a) Temporal evolution of the interface position $x_\gamma$. (b)-(c) The overall temperature $T$ and (d) the $u$-velocity distributions at the final time $t = 2.1$ s. Note that (c) is a close-up of the temperature distribution near the interface - see annotation in (b).
s was used as the initial condition, and then the simulation was run to \( t = 2.1 \) s. The different meshes \( L6, L7, \) and \( L8 \) were used and the results are presented in Fig. 4. It is clearly shown that the numerical results converge toward the exact solution when the mesh is refined. The trajectory of the interface and final temperature profile for the mesh \( L8 \) match the exact solution very well. Different from the Stefan problem, the liquid temperature near the interface rises rapidly and non-linearly in \( x \) in the sucking problem. The interface positions at the final time \( (t = 2.1 \text{ s}) \) for different meshes are provided in Table 3, from which it can be seen that the relative error decreases with the cell size. The order of convergence is approximated using the error of the final position \( \epsilon \)

\[
O = \frac{\ln(\epsilon_{\Delta x}/\epsilon_{\Delta x/2})}{\ln(2)}
\]  

(45)

Similar to the 1D Stefan problem, the distribution of \( \dot{s} \) to the pure gas cells results in a non-zero Stefan velocity in a narrow region on the left of the interface and as the mesh is refined, the thickness of the non-zero velocity region reduces (Fig. 4(d)). More importantly, it is clearly shown that the liquid velocity on the right of the interface converges to the exact solution.

### 4.3. Spherical bubble growth in superheated liquid

In this test, we simulate the growth of a spherical vapor bubble surrounded by the superheated liquid \( [36, 35, 27, 40, 39] \). The vapor is at saturation temperature \( T_{\text{sat}} \) and the liquid temperature in the far-field is fixed at \( T_\infty > T_{\text{sat}} \). The heat flux from the liquid side drives vaporization and bubble growth. The gravity effect is ignored, so the bubble remains spherical as it grows. This problem is the spherically symmetric analog of the 1D sucking problem. The analytical solution for the temporal evolution of the bubble radius \( (R) \) is

\[
R(t) = 2\beta \sqrt{\alpha t},
\]

(46)

where \( \beta \) is obtained by solving the following equation,

\[
2\beta^2 \int_0^1 \exp \left(-\beta^2 \left((1-\zeta)^{-2} - 2(1-\frac{\rho_g}{\rho_l})\zeta - 1\right)\right) d\zeta
\]

\[
= \frac{\rho_l C_{p,l}(T_\infty - T_{\text{sat}})}{\rho_g (h_{lg} + (C_{p,l} - C_{p,g})(T_\infty - T_{\text{sat}}))}.
\]

(47)
The liquid temperature is expressed as a function of \( r \) and \( t \) as

\[
T_l(r, t) = T_\infty - 2\beta^2 \left( \frac{\rho_g(h_{lg} + (C_{p,l} - C_{p,g})(T_\infty - T_{\text{sat}}))}{\rho_l C_{p,l}} \right) \\
\int_{1-R(t)/r}^{1} e^{\exp\left(-\beta^2 \left( (1 - \zeta)^{-2} - 2(1 - \frac{\rho_g}{\rho_l})\zeta - 1 \right) \right)} d\zeta. \tag{48}
\]

Figure 5 shows the initial bubble \((R_0 = 1.2 \text{ m})\) in the cubic computational domain with edge length \( L_0 = 5R_0 \). The octree mesh is plotted on the \( x-y \) plane, and it can be seen that the mesh is refined to the maximum level near the interface to guarantee the interface and temperature gradient will be well captured. The fluid properties (Fluid A) are provided in Table 2 [36]. The exact solution for \( t = 0.5 \text{ s} \) is used as the initial condition, and the simulation is run to \( t = 0.21 \text{ s} \).

The temperature distribution on the central \( x-y \) cross-section is shown in Fig. 6(a). It can be seen that the bubble surface is spherical and smooth, as it is supposed to be. The temperature is fixed at \( T_{\text{sat}} \) inside the bubble and increases radially outward in the liquid from the interface location. A close-up
of the interface is shown in Fig. 6(b), where the velocity field (vectors) and the magnitude of the temperature gradient (color) are plotted. The velocity jump across the interface can be clearly seen. More importantly, the velocity field obtained by the present method does not show artificial fluctuations of velocity magnitude or direction inside the bubble and at the interface, as observed in the previous studies (see Figs. 9-10 in Ref. 39 and Fig. 8 in Ref. 36). The rate of vaporization \( j_\gamma \), computed based on the temperature gradient, is plotted in Fig. 6(c), which is non-zero only in the interfacial cells. The volumetric source \( s_\gamma \) is computed from \( j_\gamma \) using Eq. 6 and is then distributed to the neighboring pure gas cells, and the distributed source \( \hat{s} \) is plotted in Fig. 6(d). It can be seen that \( \hat{s} \) is smoothly distributed in the nearby pure gas cells and the gas cells close to the interface receive a bigger share.

The temporal evolution of the bubble radius and the radial distribution of temperature at the final time are presented in Fig. 7. It is observed that both the numerical results converge toward the analytical solution when the mesh is refined from \( L7 \) to \( L9 \). The results for \( L9 \) agree with the exact solution very well. The values of the bubble radius and the relative errors at the final time for various levels of refinement are provided in Table 4. It is clear that the error is reduced when the mesh is refined.

### 4.4. Film boiling

The last validation test case to be presented is the 2D film boiling problem \([71, 72, 73, 74, 75, 25]\). The buoyancy effect is included which triggers the Rayleigh-Taylor instability (RTI) at the interface. Compared to the previous

| Maximum grid level | Final radius | Relative error (%) | \( O \) |
|--------------------|--------------|-------------------|--------|
| \( L7 \)           | 0.231        | 3.7               | -      |
| \( L8 \)           | 0.236        | 1.44              | 1.36   |
| \( L9 \)           | 0.239        | 0.26              | 2.47   |

Table 4: The relative error of the interface position at the final time for the spherical bubble problem and the order of convergence \( O \).
Figure 6: Bubble $x$-$y$ plane cross-section at $t = 0.21$ showing (a) the temperature distribution and the velocity quiver plot. Three close-up depictions of cells near the interface showing (b) the magnitude in the temperature gradient, (c) the rate of phase change at the interface ($j_{\gamma}$), and (d) the distributed phase-change source term ($\hat{s}$).
Figure 7: Numerical results for the spherical bubble growth problem for three levels of grid refinement: \( L7 \), \( L8 \), and \( L9 \), compared with the exact solution. (a) Temporal evolution of the radial interface position \( r_\gamma \). (b) Temperature distribution at the final time \( t = 0.21 \) s.
tests, which involve only 1D flows, this test exhibits 2D flows and more complex interface deformation.

The most unstable wavelength for inviscid RTI with surface tension is given as

$$\lambda_d = 2\pi \sqrt{\frac{3\sigma}{(\rho_l - \rho_g)g}},$$

(49)

based on this we have set the computational domain $x = [-\lambda_d/2, \lambda_d/2]$ and $y = [0, \lambda_d]$, so that the width of the domain covers one most-unstable wavelength. The initial interface is perturbed with a single mode and the interfacial position is expressed as

$$y = \frac{\lambda_d}{128} \left[ 4 + \cos \left( \frac{2\pi x}{\lambda_d} \right) \right].$$

(50)

The fluid properties are provided in Table 2 (Fluid B) and the gravitational acceleration is $g = 9.81 \text{ m/s}$. The bottom wall is a no-slip boundary at a constant
Figure 9: (a) The temporal evolution of the interface from $t = 0.237 \, \text{s}$ to $t = 0.453 \, \text{s}$ at increments of $0.024 \, \text{s}$, and (b) the interface shape of the film boiling problem at three levels of refinement ($L_9$, $L_{10}$, and $L_{11}$) compared to the results from Sun et al. [73] at $t \approx 0.24 \, \text{s}$.

elevated temperature $T_{\text{wall}} = T_{\text{sat}} + 5 \, \text{K}$. The left and right boundaries are symmetry boundary conditions and the top boundary is an outlet boundary condition. Initially, the fluids are stationary and the temperature is varied linearly in the vapor between the wall and the interface.

Figure 9(a) shows the temporal development of the interface from $t = 0.237$ to $0.453 \, \text{s}$ at a constant increment of $0.024 \, \text{s}$. The development of the RTI bubble can be clearly seen. In Fig. 9(b), the present results at $t \approx 0.24 \, \text{s}$ for different mesh refinement levels are compared to the numerical results of Sun et al. [73]. Again, the present numerical results converge as the mesh is refined, and the results for $L_{11}$ are in good agreement with the previous numerical results using a uniform mesh. The solution appears to have converged at $L_{10}$ as the difference between results for $L_{10}$ and $L_{11}$ is almost invisible (Fig. 9).

5. Deformation and breakup of a vaporizing drop

The results for the above validation cases and the good agreement with exact solutions and previous numerical studies have affirmed that the present methods and the implementation in the Basilisk code are capable of accurately resolving interfacial liquid-gas two-phase flows with vaporization. In this section, the code will be applied to simulate the aerodynamic breakup of a vaporizing drop in a
uniform hot gas stream.

It is considered here that a spherical drop at saturated temperature \( T = T_{\text{sat}} \) is stationary at \( t = 0 \) and is suddenly exposed to an unbounded uniform hot vapor stream \( T = T_\infty \) at \( t = 0^+ \). When vaporization is absent \( (T_\infty = T_{\text{sat}}) \), the drop dynamics and topology evolution are fully determined by the densities and viscosities of the drop liquid and the gas, \( \rho_l, \mu_l, \rho_g, \mu_g \), the surface tension \( \sigma \), the initial drop diameter \( D_0 \), and the uniform gas stream velocity \( U_\infty \). The subscript 0 is used to represent the initial state. These parameters lead to four independent dimensionless parameters: the Weber number, \( \text{We} = \rho_g U_\infty^2 D_0 / \sigma \), the Reynolds number, \( \text{Re} = \rho_g U_\infty D_0 / \mu_g \), the Ohnesorge number, \( \text{Oh} = \mu_l / \sqrt{\rho_l D_0 \sigma} \), and the gas-to-liquid density ratio, \( \eta = \rho_g / \rho_l \) \cite{76, 77, 78, 79}. Alternative dimensionless parameters can be defined based on the above four parameters \cite{79}. For drops with low Oh, such as millimeter drops of low-viscosity liquids like water, the viscous stress is small compared to surface tension and thus the latter is the dominant stabilization mechanism against drop deformation and breakup. In such cases, \( \text{We} \) is the most important parameter and is typically used to characterize the breakup modes. For low-Oh drops, the critical Weber is number \( \text{We}_{\text{cr}} = 11 \pm 2 \) \cite{79, 80}, and the drop will break only when \( \text{We} > \text{We}_{\text{cr}} \). Recent detailed numerical simulations of drop aerobreakup indicated that 2D axisymmetric simulations yield good approximation only for non-breaking drops at low \( \text{We} \) and \( \text{Re} \) \cite{81}. For drops with high \( \text{We} \) and \( \text{Re} \), which will break in a bag or multi-bag mode, fully 3D simulations are required to accurately capture the drop dynamics. Here we consider two cases of different \( \text{We} \). In the first case, we considered a water drop at \( \text{We} = 1.5 \) and \( 20 < \text{Re} < 200 \). Since \( \text{We} \) is significantly lower than \( \text{We}_{\text{cr}} \), the drop will not break and the deformation is mild, so 2D axisymmetric simulations were performed. In the second case, we have considered an acetone drop at \( \text{We} = 62.7 \). The drop will break and thus a fully 3D simulation was conducted.

When \( T_\infty > T_{\text{sat}} \), vaporization will occur and the rate is controlled by the Stefan number (also referred to as the Spalding and Jakob numbers), \( \text{St} = C_{p,g}(T_\infty - T_{\text{sat}}) / h_{lg} \). In both cases considered here, \( \text{St} \) is about 0.1. When
the drop deformation is not negligible, the increase in the interfacial area will result in an increase in the drop vaporization rate. In such cases, the heat and mass transfer between the drop and the surrounding vapor will deviate from the models for spherical drops [54], which is strictly valid for zero We.

Sub-grid drop vaporization models for drops are important to the accurate simulation of sprays in practical applications. For sprays consisting of a large number of drops, it is inviable to resolve the interface for each individual drop. Instead, a drop is modeled as a point mass (or a group of drops as a parcel), which is known as the Lagrangian point-particle (LPP) approach [82]. Since the flow and temperature fields in the drop scale are not resolved, physical models are required to account for the momentum, heat, and mass transfer between the drop and the surrounding gas and to predict the children droplets generated after breakup [83, 84, 85]. For drops with finite We, the drop deformation/breakup and vaporization are closely coupled. LPP models that can accurately capture this coupling effect remain to be established. High-fidelity detailed numerical simulations, enabled by the present method, can provide crucial insights into the currently unclear physics and, thus, are important to the development of such models in the future.

5.1. Axisymmetric 2D simulations for a vaporizing drop at low We

We first consider a water drop at a low Weber number. The water properties are provided in Table 2 where the Prandtl number of water in steam is $\text{Pr} \approx 1$. The drop is initially spherical with a radius $R_0$. A parametric study has been performed by varying the Reynolds number, $i.e.$, $22 < \text{Re} < 200$, and there are in total 25 cases simulated. For each case, we have modified the free stream velocity $U_\infty$ and surface tension ($\sigma$) simultaneously to keep the Weber number fixed at $\text{We} = 1.5$. Due to the low We and Re, the drop deformation is mild. Therefore, 2D axisymmetric simulations are sufficient to capture the drop dynamics and vaporization. For all cases, the free-stream temperature is set to $T_\infty \approx 600 \text{ K}$, which yields $\text{St} = 0.1$.

The computational domain for the 2D axisymmetric simulation is shown in
Figure 10: The computational domain for 2D-axisymmetric simulation of the vaporization of a freely moving drop in a hot vapor stream.
The domain is a square with the edge length $L_0 = 8D_0$. The drop is initially located at $x = 1.5D_0$. For all cases, we have run the simulations with $L12$ (equivalent to $\Delta x = D_0/512$) to $t^* = 0.16$, unless stated otherwise. Note that $t^*$ is the dimensionless time defined as

$$t^* = t \frac{U_\infty}{D_0 \sqrt{\rho_l/\rho_g}}.$$

Within this short time duration, the drop velocity change is very small due to the large density contrast between the liquid and vapor. As a result, the relative velocity can be approximated as unchanged, so Re and We remain to be their initial values. After a short time duration for the velocity and thermal boundary layer to develop from the initial condition, the drop vaporization rate reaches an approximate quasi-steady state, until then we will measure its value.

To shorten the transition to the quasi-steady state, the initial condition for the temperature is specified as

$$T(r) = \begin{cases} T_{\text{sat}}, & \text{if } r \leq R_0 \\ T_\infty, & \text{if } r \geq R_\infty \\ \frac{R-R_0}{R_\infty} (T_\infty - T_{\text{sat}}) + T_{\text{sat}}, & \text{otherwise} \end{cases}$$

where we set $R_\infty = 1.25R_0$ as shown in Fig. 10. As long as the artificial thermal boundary layer thickness is small, $R_\infty - R_0 \ll R_0$, the specific value of $R_\infty$ is immaterial and will not influence the reported results. For all the cases simulated, a quasi-steady state was reached before $t^* = 0.06$.

Extensive experimental studies have been conducted for the vaporization of a spherical drop at a quasi-steady state, from which the empirical relations for the Nusselt (Nu) number have been extracted \[54, 17, 87, 88, 89\]. A commonly used empirical model is the one developed by Renksizbulut and Yuen \[54\], which can be expressed as

$$Z_f \equiv [Nu(1 + St)^{0.7} - 2]Pr_f^{-1/3} = 0.57Re_f^{1/2}$$

where $Re_f = 2\rho_g|u_\infty - u_d|/\mu_f$ and $Pr_f = C_p,f\mu_g,k_f$ are the Reynolds and Prandtl numbers based the film properties. The subscript $f$ indicates that
the parameters for the gas film surrounding the drop \((T_f = (T_\infty + T_{\text{sat}})/2)\). The variation in gas properties due to temperature variation in the film is ignored, so \(Re_f = Re_\infty\). The drop vaporization experiments were conducted for a range of Reynolds, Stefan, and Prandtl numbers: \(25 < Re < 2000\), \(0.07 < St < 2.79\), and \(0.7 < Pr < 1\) \([54]\). Equation \((53)\) is therefore valid within these parameter ranges. Furthermore, it is considered the drop temperature is initially at \(T_{\text{sat}}\), and heat transfer by radiation is neglected. Based on the convective heat transfer characterized by \(Nu\), the rate of change of drop volume can then be computed as

\[
\dot{V}_t = -\frac{\dot{q}A_s}{\rho h_l g},
\]

where the drop surface area is \(A_s = 4\pi R_0^2\), the convective heat transfer coefficient is \(h = Nu k_g/(2R_0)\), and the rate of heat transfer is \(\dot{q} = h(T_\infty - T_{\text{sat}})\).

Figure \([11]\) shows the temperature and velocity fields at the end of the simulation \((t^* = 0.16)\) for \(Re = 200\). As expected, the temperature gradient is higher on the windward surface of the drop (Figure \([11]\)), as a result, the majority of the vaporization occurs near the front stagnation point \([90]\). On the leeward side of the drop, the temperature gradient is much lower since the gas temperature is low in the wake, where the gas is cooled by the low-temperature drop.

The simulation results for the temporal evolution of the drop volume are shown in Fig. \([12]\) compared with the empirical model (Eq. \((54)\)). The simulation results without the Stefan flow are also shown to demonstrate the effect of the Stefan flow on the rate of vaporization. The Stefan flow is turned off by manually setting \(\hat{s} = 0\) in Eq. \((36)\). Note we still consider the vaporization when we turn off the Stefan flow; i.e., \(\hat{s} = 0\) and \(s_\gamma \neq 0\), resulting in a reduction in the droplet volume (Fig. \([12]\)). The empirical model without the Stefan flow will simplify Eq. \((53)\) by setting \(St = 0\) \([17]\). For both cases, with and without Stefan flow, the simulation results converge as the refinement level increases from \(L10\) to \(L12\). The simulation results for \(L12\) and the empirical models agree very well. The Nusselt number measured from the simulations is compared with the predictions of the empirical model in Table \([5]\) and an excellent agreement is
Figure 11: Temperature (top), the temperature gradient magnitude, and velocity field (bottom) for a moving water drop in high-temperature vapor steam at $t^* = 0.16$ for $We = 1.5$ and $Re = 200$. The black contour line represents the drop surface. For better visualization, the velocity vectors are only plotted in the mesh refinement level 6. Note that $r^* = r/R_0$ and $z^* = z/R_0$. 
Figure 12: Simulation results for the decrease of drop volume due to vaporization, with and without the Stefan flow, for Re=126. The corresponding empirical correlations are also shown for comparison. To visualize the rate of liquid volume loss, the droplet volume is non-dimensionalized using $V^* = V/V(t^* = 0.06)$, where the quasi-steady state is achieved before $t^* = 0.06$.

observed. The Stefan flow of lower-temperature vapor (at $T_{sat}$) will reduce the temperature gradient at the interface and thus will result in a decrease in the rate of heat and mass transfer. Therefore, ignoring the Stefan flow will lead to an overestimation of the rate of drop vaporization, therefore, it is important to accurately capture the Stefan flow in a simulation.

Finally, the simulation results for different Re (with mesh L11) are shown in Fig. 13, compared with the empirical correlation (Eq. (53)). The parameter $Z_f$ in Eq. (53) scales with $Re^{1/2}$, and the simulation results agree well with this scaling relation. The computed values of $Z_f$ match quite well with the empirical model for the whole range of Re considered. The small discrepancy
Table 5: The Nusselt numbers with and without Stefan flow for various levels of grid refinement ($L_{10}$, $L_{11}$, $L_{12}$) compared to the empirically predicted Nu.

| Case  | Nu   | Nu (without Stefan flow) |
|-------|------|--------------------------|
| L10   | 7.12 | 7.84                     |
| L11   | 7.38 | 8.22                     |
| L12   | 7.53 | 8.43                     |
| Empirical | 7.42 | 8.44                     |

Figure 13: Simulation results for different Re between 20 and 200, compared with the empirical correlation ($Z_f$ is defined in Eq. (53)).

may be due to the small drop deformation in the simulations since we did not constrain the drop to be perfectly spherical as in the experiment. The good agreement observed here further validates the present methods in simulating the vaporization of a slightly deforming drop.

5.2. **Fully 3D simulation for the breakup of a vaporizing drop**

The value of We has been increased in the second case, as a result, the vaporizing drop deforms significantly and eventually breaks. The drop fluid is acetone and the initial diameter is 4.1 $\mu m$. The free-stream gas is acetone vapor. The liquid and vapor properties are provided in Table 6. The free-
stream gas velocity, pressure, and temperature are $U_\infty = 214.4$ m/s, $p_\infty = 285$ kPa, and $T_\infty = 402$ K, respectively. These parameters are chosen to be similar to the post-shock conditions for a planar shock wave with Mach number 1.6, inspired by the shock tube experiment of Duke-Walker et al. [48], though the present simulation has neglected the effects of shock-drop interaction and compressibility. A 3D simulation is performed in this case and Fig. 14 shows the cubic computational domain, the edge size of which is $L_0 = 16D_0$. The origin is at the center of the left surface of the domain. The initial position of the drop is $(x, y, z) = (1.5D_0, 0, 0)$. The simulation has been run to $t^* = 2$.

To simplify the analysis, the drop is assumed to be initially at $T_{\text{sat}}$ and the variation in the gas properties due to temperature is ignored. The key non-dimensional parameters are $\text{We} = 62.7$, $\text{Re} = 468$, $\text{Oh} = 0.0277$, $\eta = 0.0072$, $\text{Pr} = 0.844$, and $\text{St} = 0.127$. The time step is determined based on CFL = 0.5. The maximum level of refinement is $L = 12$, resulting in a minimum cell dimension $\Delta x = D_0/256$. The total number of octree cells is approximately 11 million (equivalent to 69 billion uniform Cartesian cells). The simulation has been run on the Anvil machine for 3 days using 256 cores (AMD Epyc Milan processor).

The deformation and breakup of the vaporizing acetone drop are shown in

| Property                  | Liquid | Vapor |
|---------------------------|--------|-------|
| $\rho$ [kg/m$^3$]        | 710    | 5.11  |
| $k$ [W m$^{-1}$ K$^{-1}$] | 0.156  | 0.0166|
| $C_{p,g}$ [J kg$^{-1}$ K$^{-1}$] | 2420  | 1460  |
| $\mu$ [Pa s]             | $1.85 \times 10^{-4}$ | $9.59 \times 10^{-6}$ |
| $h_{lg}$ [J kg$^{-1}$]   | $4.88 \times 10^5$ | -     |
| $T_{\text{sat}}$ [K]     | 359    | -     |
| $\sigma$ [N m$^{-1}$]    | 0.0153 | -     |

Table 6: Acetone fluid properties.
Figure 14: Schematic of the 3D computational domain for 3D acetone drop exposed to a uniform high-temperature vapor stream.
Fig. 15. The time snapshots are from $t^* = 0$ to 2.0 with an increment of 0.1. To better illustrate the interaction between the drop and the surrounding vapor, Fig. 16 shows the drop surface along with the contours of the temperature ($T$) and velocity magnitude ($\|u\|$) from the central $x-z$ and $x-y$ planes.

In a very short time after the initially stationary drop is exposed to the gas stream, the viscous and capillary effects are negligible and the flow field is dominated by the inviscid mechanisms. The two stagnation points can be seen on both the windward and leeward poles of the drop. As a result, the drop is compressed in the streamwise direction, and the shape of the drop is approximately symmetric with respect to the central $y-z$ plane normal to the streamwise direction, see $t^* = 0$ to 0.2. As time evolves, the boundary layer separates and the wake starts to form. The leeward side of the drop becomes flat ($t^* = 0.3$ to 0.5). The streamwise compression of the drop results in lateral expansion and an “edge” of high curvature is formed at the periphery. The high gas velocity at the periphery results in a strong shear, and the shear Kelvin-Helmholtz (KH) like instability drives the edge roll over the back of the drop, turning the drop to a bowl with the opening facing downstream (sometimes also referred to as a backward bag) ($t^* = 0.6$ to 1.3). As the drop continues to expand in the lateral direction, Rayleigh-Taylor (RT) instability develops on the windward surface near the periphery, turning the drop from a bowl to a shape similar to a Sombrerito hat ($t^* = 1.4$ to 1.7). The drop at $t^* = 1.7$ consists of both a backward bag near the central axis and a forward ring bag. This complex shape is the outcome of both the KH and RT instabilities and this drop morphology has been observed for moderate $\text{We}$ when $\eta$ is not too small.

The high-speed gas blows in the forward ring bag and causes it to inflate rapidly, resulting in a fast decrease in the sheet thickness. At around $t^* = 1.8$, holes appear in the forward ring bag. The expansion and merging of multiple holes disintegrate the ring bag, forming a large number of small children drops, an unbroken backward bag, and a circular rim ($t^* = 1.8$ to 2.0). To simulate the subsequent breakup of the remaining backward bag and rim, a longer simulation in a larger domain is required. Yet such a simulation is out of
The scope of this paper since the purpose of the present test is to demonstrate the capability of the present methods.

The vaporization here is driven by the superheated free stream, and the rate of vaporization depends on the vapor temperature gradient near the interface. It can be observed from Fig. 16 that the temperature gradient magnitude is higher on the windward side of the drop, where stronger vaporization occurs. The vapor generated is at a lower temperature ($T_{\text{sat}}$) compared to the free-

Figure 15: Morphological evolution of the vaporizing drop from $t^* = 0$ to 2 at time increments of $\Delta t^* = 0.1$.
Figure 16: Snapshots of the drop surface, the temperature \((T)\) on the central \(x-y\) plane, and the velocity magnitude \((||u||)\) on the central \(y-z\) plane from \(t^* = 0\) to 2 at time increments of \(\Delta t^* = 0.4\).
stream temperature ($T_\infty$). The low-temperature vapor is entrained in the wake and mixed with the free-stream hot vapor. As a result, the temperature gradient on the leeward side of the drop is lower and less vapor is produced, see Fig. 16(c)-(d).

As the drop deforms, the drop surface area increases. Corresponding to that, the drop vaporization rate (the rate of loss of drop volume) also increases. The time evolution of the drop volume is shown in Fig. 17(a). The empirical relation for a non-deformable spherical drop (Eq. 53) is also plotted for comparison. When the drop is perfectly spherical, the volume decreases at a constant rate. For $t^* = 0$ to 0.4, the drop remains approximately spherical, see Fig. 15. As a result, the drop volume decreases linearly in time, and the simulation results agree well with the empirical correlation, similar to the low-We drop considered previously in section 5.1. As time evolves and the drop deformation becomes more significant, the vaporization rate goes up and the drop volume decreases significantly faster, due to the increase of drop surface area, in particular the area of the windward surface. To better illustrate the relation between the drop vaporization rate and the surface area, Fig. 17(b) shows the temporal evolution of the normalized vaporization rate ($dV_l/dt)^* = (dV_l/dt)/(dV_l/dt)_0$ and the normalized projected frontal area of the drop, $A_p^* = A_p/A_{p,0}$. The results clearly show that the increase in frontal area is closely related to the increasing rate of volume loss.

The inflation of the forward ring bag starts at approximately $t^* = 1.6$, after which the increase of surface area seems to contribute little to the enhancement of vaporization, and $(dV_l/dt)^*$ reaches a plateau at about 15. This is probably due to the fact that the strong convective effect in the gas flow in the forward ring bag has reduced the temperature gradient magnitude near the interface, see Fig. 16(e). After the forward ring bag breaks, the rapid vaporization of the small drops generated dominates the loss of the total liquid volume over time. Yet it should be noted that even though a high mesh resolution has been used in the present simulation, some of the tiny children droplets generated are still not well resolved. The temperature gradient and vaporization rate
for those small drops may be underestimated. Since the Weber number for these tiny drops is very small, they typically exhibit a spherical shape with very mild deformation. Therefore, it will be more computationally efficient to model the vaporization of these tiny drops through the Lagrangian point-particle approach, instead of resolving them with the VOF method and a finer mesh, see for example the multiscale VOF-LPP model in the previous studies for drop dynamics [92, 93, 94]. Nevertheless, such a model that can incorporate heat transfer and vaporization remains to be established.

Figure 17: Temporal evolution of (a) the drop volume ($V^*_V = V_l/V_{l,0}$) and (b) the rate of vaporization normalized by empirical vaporization rate ($dV_l/dt^*$) and the projected area of the droplet ($A^*_p = A_p/A_{p,0}$). The empirical correlation (Eq. (53)) is also shown in (a) for comparison. The vertical dotted line indicates the onset of breakup of the forward ring bag ($t^* \approx 1.7$).

6. Conclusions

A consistent volume-of-fluid method has been developed in the present study for the direct numerical simulation of interfacial multiphase flows with phase change. The geometric VOF method is based on Piece-wise Linear Interface Calculation (PLIC) reconstruction and the advection of momentum and energy is consistent with the VOF advection. A novel method is proposed to distribute the volumetric source, induced by vaporization at the interfacial cells, to the
neighboring pure gas cells. With this simple but elegant treatment, the velocity at the interfacial cells is not influenced by the Stefan vapor flow and can be used to advect the interface directly. The additional shifting of the interface toward the liquid side due to vaporization is handled geometrically, using the interface normal obtained in interface reconstruction. The present method does not require an additional pressure equation and projection as needed in previous studies. Furthermore, the Stefan flows near the interface do not exhibit any artificial numerical oscillations, as observed in previous studies, due to the estimate of the vaporization rate.

The present methods have been implemented in the open-source solver Basilisk using the octree/quad-tree mesh. The developed simulation framework has been tested against various benchmark cases. For all cases considered, the simulation results converge as the mesh is refined. The simulation results agree very well with the exact solutions for the 1D Stefan and sucking problems and the growth of a 3D spherical bubble in superheated liquid. The code has also been used to simulate a 2D film boiling problem and the simulation results agree well with previous numerical results obtained using a uniform mesh.

To further test the capability of the present methods in resolving freely moving vaporizing drop, 2D axisymmetric simulations have been conducted to study the vaporization of a water drop in a high-temperature superheated vapor stream. The Weber number is 1.5 and thus the drop deformation is mild. A parametric study is carried out by varying the Reynolds number (Re) from 20 to 200. The simulation results agree very well with the empirical correlation for a spherical drop for all Re considered. The test results also affirm that the Stefan flow is important to the heat transfer between the drop and the surrounding vapor and also the vaporization rate. The drop volume loss due to vaporization will be overestimated if the Stefan flow is ignored.

Finally, a fully 3D simulation was performed for the aerodynamic breakup of an acetone drop in a high-speed and high-temperature vapor stream. The freestream properties are similar to the post-shock conditions for a planar shock with Mach number 1.6, though the compressibility effect is not considered. With the
help of adaptive mesh refinement, we were able to accurately resolve the drop surface and the temperature field near the interface. The minimum cell size in the octree mesh is equivalent to 256 cells across the initial drop diameter. Due to the high Weber number (We = 62.7), the drop breakup is in the multi-mode regime where the drop deforms to a Sombrero-hat shape, consisting of a backward bag at the center and a forward ring bag near the periphery. Eventually, the forward ring bag breaks, forming numerous small children droplets.

The vaporization rate of the drop initially agrees with the empirical correlation, which is expected, since the drop is still approximately spherical. As the drop deformation becomes significant, the increase of frontal surface area results in a significantly increased rate of vaporization. The decrease of drop volume in time becomes nonlinear and is much faster than the empirical correlation for a spherical drop. The present results indicated that the effects of We and drop deformation are important to drop vaporization if the drop Weber number is finite, though a systematic parametric numerical investigation using the present simulation framework to fully characterize the effects of important parameters like We and Re will be relegated to our future work.
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