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Abstract

Breast cancer is the most common cancers and early detection from mammography screening is crucial in improving patient outcomes. Assessing mammographic breast density is clinically important as the denser breasts have higher risk and are more likely to occlude tumors. Manual assessment by experts is both time-consuming and subject to inter-rater variability. As such, there has been increased interest in the development of deep learning methods for mammographic breast density assessment. Despite deep learning having demonstrated impressive performance in several prediction tasks for applications in mammography, clinical deployment of deep learning systems in still relatively rare; historically, mammography Computer-Aided Diagnoses (CAD) have over-promised and failed to deliver. This is in part due to the inability to intuitively quantify uncertainty of the algorithm for the clinician, which would greatly enhance usability. Conformal prediction is well suited to increase reliably and trust in deep learning tools but they lack realistic evaluations on medical datasets. In this paper, we present a detailed analysis of three possible applications of conformal prediction on a multi-institutional screening mammography dataset for the task of automated breast density assessment.

1. Introduction

Deep learning (DL) methods have demonstrated superior performance for tasks in several application areas of medicine including radiology, pathology, electronic health records, drug discovery, and hospital operations (Topol, 2019). Despite the high promise, the deployment of DL algorithms has been lagging. Surrounding work in medical DL has highlighted a host of challenges towards clinical utility which importantly include trustworthiness, fairness, and robustness. Despite the high overall performance of automated algorithms, there are varied scenarios under which these algorithms fair poorly on yielding trustworthy clinical explainability (Arun et al., 2021). Given the high-stakes decisions made within medical practice, the inability to know when to trust or not trust the output of an algorithm is a major impediment to clinical adoption (Begoli et al., 2019). Toward the goal of ensuring more reliable DL-based software medical devices, uncertainty quantification techniques have been proposed to provide estimates of prediction performance, model failure, and out-of-distribution generalization. Conformal prediction has especially emerged as a well-suited framework to provide distribution-free and intuitive uncertainty quantification technique for medical DL (Kompa et al., 2021a).

In this paper, we examine three clinically useful applications of conformal prediction on a multi-institutional screening mammography dataset for the task of automated breast density assessment.

2. Automated Breast Density Rating in Mammography

Breast cancer is the most common invasive cancer in women with an estimated 2.3 million new cases diagnosed annually (Łukasiewicz et al., 2021). Due to the high incidence of breast cancer among the general population, mammography imaging and breast examinations have become routine practice for healthy women, such as the United States, which recommend screening every two years between the ages of 50 and 74 (Siu & Force, 2016).

Due to the high volume of mammography examinations performed every year, Computer-Aided Diagnosis (CAD)
Figure 1. Accurate assessment of breast density, as measured by relative amounts of fibroglandular tissue, is important for the interpretation of mammographies, and is commonly rated according to BI-RADS criteria: entirely fatty, scattered, heterogeneously dense, and extremely dense.

tools have a high potential to augment or even automate several aspects of typical radiological workflows for breast cancer screening. This is key from a workflow efficiency standpoint as well as a way to address the inter-rater variability among experts with manual assessment (Sprague et al., 2016). While previous attempts to deploy CAD in mammography have been fraught with unexpected difficulties and overstated expectations (Kohli & Jha, 2018; Nishikawa & Bae, 2018), many expect deep learning-based CAD to provide substantial benefit and improved efficiency of breast cancer detection in mammography based on several promising studies (Wang et al., 2016; Shen et al., 2019; Lehman et al., 2019; Yala et al., 2019; Kyono et al., 2019; McKinney et al., 2020).

Besides detection of malignant tumors, assessment of breast density, as measured by fibroglandular tissue, is crucial to correct mammographic interpretation and as denser breasts are more likely to occlude cancers and are associated with increased risk (Freer, 2015). From a clinical standpoint, patients identified with high breast density may benefit from supplemental imaging examination such as ultrasound or MRI.

Previous studies have shown that deep learning methods are effective for automatic breast density rating in mammography (Wu et al., 2018; Lehman et al., 2019; Chang et al., 2020). Importantly, mammography, as with many other imaging modalities, are prone to distribution shifts which can negatively impact performance such as different scanners and patient populations (Yala et al., 2021). Being able to identify uncertainty within the context of distribution shift is key.

Additionally, breast density has been shown to be correlated with patient age, race, and breast volume (as measured by cup size) (Advani et al., 2021; McCarthy et al., 2016; Boyd et al., 2011). A recent study has also show that patient race can be directly identified from mammography (Gichoya et al., 2022). In light of various studies showing that medical DL algorithms can be biased across different patient subgroups (Seyed-Kalantari et al., 2021; Larrazabal et al., 2020), it is crucial to investigate uncertainty in the lens of fairness as well.

3. Conformal Predictions

Pioneered by Vovk et al. (2005), conformal prediction is a novel approach to distribution-free uncertainty quantification relying on the notion of a “nonconformity score” which measures the distance of a new data point from previously seen points. If \( S : \mathcal{X} \to \Delta^{[Y]} \) are the softmax scores from some classifier model \( f : \mathcal{X} \to \mathcal{Y} \), then an example nonconformity score could be

\[
NC(x, y) := 1 - S(x)_y, \quad (1)
\]

where \( y \) is the index of the ground truth label. The scores of new data points can then be calculated and compared to the empirical distribution of scores calibrated on a held-out dataset. For an example classification task, the 90-th quantile of nonconformality scores can be estimated on a validation set and prediction sets can be formed for each test point by taking those classes that have softmax scores above this quantile threshold.

Crucially, this form of inductive conformal prediction (also known as split conformal prediction) makes no assumptions on the underlying model or dataset and have been utilized for black box models such as deep learning to provide statistical guarantees of marginal coverage, defined as the average probability that the true class will be contained in the predic-
We use the Digital Mammographic Imaging Screening Trial (DMIST) dataset, which contains 108,230 mammograms collected from 33 sites that were interpreted by a total of 92 radiologists (Pisano et al., 2005). We partition this dataset into 60% training, 10% validation, and 30% testing sets. Additionally, we use an external testing dataset of 8,603 mammograms collected from Massachusetts General Hospital from 2010 following IRB approval. Breast density was assessed according to BI-RADS criteria into one of four categories: “entirely fatty”, “scattered fibroglandular”, “heterogeneously dense”, or “extremely dense” (Liberman & Menell, 2002).

To assess the performance of breast density rating task, we use linearly weighted Cohen’s Kappa score, $\kappa \in [-1, 1]$, which is commonly used to measure agreement between two raters, where $P_o$ is the proportion of observed agreement and $P_e$ is the agreement due to random chance.

$$\kappa = \frac{P_o - P_e}{1 - P_e}$$

To avoid confounding bias from burnt in imaging artifacts, we process each image by taking connected components and removing the largest component (see Figure 2). Additionally, this processing allows a simple quantification of breast volume to be the sum of non-zero pixels in the image.
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Breast density was assessed according to BI-RADS criteria into one of four categories: “entirely fatty”, “scattered fibroglandular”, “heterogeneously dense”, or “extremely dense” (Liberman & Menell, 2002).

To assess the performance of breast density rating task, we use linearly weighted Cohen’s Kappa score, $\kappa \in [-1, 1]$, which is commonly used to measure agreement between two raters, where $P_o$ is the proportion of observed agreement and $P_e$ is the agreement due to random chance.

$$\kappa = \frac{P_o - P_e}{1 - P_e}$$

To avoid confounding bias from burnt in imaging artifacts, we process each image by taking connected components and removing the largest component (see Figure 2). Additionally, this processing allows a simple quantification of breast volume to be the sum of non-zero pixels in the image. We scale pixel intensities to [0, 1], apply random vertical flipping during training for data augmentation, and repeat across the channel dimension 3 times in order to initialize each model with pretrained ImageNet weights (Deng et al., 2009). To account for class imbalance, we train weighted cross entropy using inversely proportional class ratios.

To form prediction sets, we use the nonconformity score described above from Sadinle et al. (2018), which provably has the smallest average set size. We calibrate the empirical quantile on the internal validation set. We train each model for 50 epochs and average over 5 training runs.

4.2. Characterizing Distribution Shift

Generalizability to natural distribution shifts is one of the major challenges of machine learning for clinical applications. Models trained and evaluated on one healthcare institution, geographic regions, or scanner type have diffi-
4.3. Improving Prediction Quality

Deferring predictions and selective classification can help make deep learning systems more robust in many clinical scenarios where manual review would be preferable to wrong automated predictions (Madras et al., 2018; Geifman & El-Yaniv, 2017). A second application of CP is the improvement of prediction quality.
quality by filtering out low-quality predictions as shown in Figure 5. For example, at \( \alpha = 0.05 \), we can improve kappa from 0.61 to 0.72 by removing the highest uncertainty prediction of set size 4 at a cost of 56% of total predictions and a coverage violation of 0.07 from the ideal 0.95.

4.4. Quantifying Cohort Disparity

Fairness and algorithmic bias has been highlighted as a challenge in medical AI (Seyyed-Kalantari et al., 2020; Ahmad et al., 2020; Gichoya et al., 2022; Chen et al., 2021). We believe CP may be highly useful for quantifying disparity between different cohorts to measure efficiency and fairness between clinically relevant demographics.

Using CP calibrated per subgroup, as described in Lu et al. (2021), we examine the cohorts relevant to breast density: breast volume, patient age, and patient race, in addition to scanner type which has been show to affect performance of deep learning for breast density rating (Gupta et al., 2021). We observe several statistically significant \( (p < 0.001) \) differences in Figure 6, specifically higher average set sizes for large breasts, Latino and/or Hispanic patients, patients older than 50 years of age, and scanner type B. Age and breast size are known to be inversely correlated with breast density; however the difference in uncertainty for scanner type B merit additional investigation.

5. Discussion

Currently, DL algorithms, despite their high promise, has lagged in translation into clinical practice. One key challenge is the inability to know the trustworthiness of a given model’s output. Specifically, whether a prediction for a patient is reliable or should be flagged for further review by experts. Given the high stakes nature of clinical medicine, gaining the trust of the user is crucial. CP methods present a solution by providing a distribution-free measure of uncer-
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Figure 6. Violin plots of set size of different cohorts stratified by breast size, patient race, patient age, and scanner type at $\alpha = 0.05$ with Efficientnet-B3 averaged over 20 runs.
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Figure 6. Violin plots of set size of different cohorts stratified by breast size, patient race, patient age, and scanner type at $\alpha = 0.05$ with Efficientnet-B3 averaged over 20 runs.

tainty. Importantly, conformal outputs are highly intuitive to the users while providing theoretical guarantees. Up until this point, conformal predictions have mostly been used in simulated settings. In this paper, we utilize a large multi-institutional medical imaging dataset to show three realistic possible applications. Specifically, we show how CP can be used for three different tasks: distribution shift characterization, prediction quality improvement, and subgroup fairness analysis.

There are several possible limitations to this study. First, we only focus on one medical application within radiology. Further study can evaluate the performance of CP for other diseases and other medical specialities.
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