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Abstract. Let $\Pi$ be a random polytope defined as the convex hull of the points of a Poisson point process. Identities involving the moment generating function of the measure of $\Pi$, the number of vertices of $\Pi$ and the number of non-vertices of $\Pi$ are proven. Equivalently, identities for higher moments of the mentioned random variables are given.

This generalizes analogous identities for functionals of convex hulls of i.i.d points by Efron and Buchta.

1. Introduction and main results

Let $\mu$ be some probability measure in $\mathbb{R}^d$ which is absolutely continuous with respect to Lebesgue measure. Choose $m$ random points $X_1, \ldots, X_m$ in $\mathbb{R}^d$ independently according to the probability measure $\mu$. We call the convex hull $P_m = [X_1, \ldots, X_m]$ of these points a random polytope. Numerous papers have been designated to the study of combinatorial and metric properties of such random polytopes investigating e.g. the number of facets and the volume.

The problem to determine the expectation $E_N(P_m)$ of the number of vertices of such a random polytope in dimension $d = 2$ was first raised by Sylvester precisely 150 years ago in 1864 and so became known as Sylvester’s problem. He suggested to choose the points according to Lebesgue measure $\lambda_2$, naturally restricted to some convex set $K$ of finite area. In the following years a large number of explicit results have been obtained. Most of them concerned the expected area $E\lambda_2(P_m)$ of random polygons, where the random points are chosen uniformly on special convex bodies $K$ such as the ellipse or polygons (see e.g. Buchta [4], [5], Buchta and Reitzner [8]). Yet for $d \geq 3$ it appeared to be difficult to evaluate the expected volume for convex bodies different from the unit ball (see Buchta and Müller [7], Kingman [15], Affentranger [1], Buchta and Reitzner [9], and Zinani [21]). Thus recent developments concentrate on asymptotic results as $m \to \infty$.

The question how to link Sylvester’s original question asking for the expected number of vertices $E_N(P_m)$ to the expected area, respectively volume $E\lambda_d(P_m)$ of the random polytope was answered by Efron [12] who proved for $d = 2, 3$

$$\frac{E\lambda_d(P_m)}{\lambda_d(K)} = 1 - \frac{E_N(P_{m+1})}{m+1}.$$ 

More generally, here one can replace Lebesgue measure by some arbitrary probability measure $\mu$ and obtains

$$E\mu(P_m) = 1 - \frac{E_N(P_{m+1})}{m+1}$$

for $m$ random points chosen independently according to the probability measure $\mu$.

For a long time Efron’s result – although frequently used – stood somehow isolated in the theory of random polytopes. Only recently Buchta [4] was able to complement this.
equation by identities for higher moments. He proved for $k \in \mathbb{N}$
\[ E\mu(P_m)^k = E \prod_{i=1}^{k} \left(1 - \frac{N(P_{m+k})}{m + i}\right). \]

For the first time not only expectations but higher moments of $\lambda_d(P_m)$, respectively $\mu(P_m)$ were linked to moments of $N(P_m)$. For example, Buchta’s identities give rise to an identity for the variances of $\mu(P_m)$ and $N(P_m)$ thus correcting an error in previous results for the variances of these random variables, see [6].

It is the aim of this paper to go even a step further by linking the generating functions of $\mu(P_n)$ and $N(P_n)$ and thus the distributions by a simple identity. For the reason of elegance we choose to switch from the binomial model described above to the Poisson model which we explain in the following.

If we assume that the number of random points itself is a Poisson distributed random variable $M$ with parameter $t > 0$, the points $X_1, \ldots, X_M$ form a Poisson point process $\eta$ in $\mathbb{R}^d$ of intensity measure $t\mu$. We denote by $\Pi_t$ the convex hull of the points of $\eta$. Our main result, different from Efron and Buchta, concerns the number of inner points $I(\Pi_t) = M - N(\Pi_t)$ using the (probability-) generating function $g_I(\Pi_t)$ and the moment generating function $h_{\mu(\Pi_t)}$ of $\mu(\Pi_t)$.

**Theorem 1.1.** The generating function $g_I(\Pi_t)$ of the number of inner points and the moment generating function $h_{\mu(\Pi_t)}$ of the $\mu$-measure of $\Pi_t$ are entire functions on $\mathbb{C}$ and satisfy
\[ g_I(\Pi_t)(z + 1) = h_{\mu(\Pi_t)}(tz). \]

This theorem is a consequence of an identity between the moments of $I(\Pi_t)$ and $\mu(\Pi_t)$ and leads to an identity between the cumulants of $I(\Pi_t)$ and $\mu(\Pi_t)$. It is accompanied by a theorem connecting the generating function of the number of vertices to the moment generating function of the $\mu$-measure of $\mathbb{R}^d \setminus \Pi_t$.

The paper is organized in the following way. We provide the necessary background information and notations in Section 2. Section 3 contains Theorem 1.1, the identity concerning the number of inner points of the random polytope and an identity for the cumulants. The identities relating the generating functions and the moments of the number of vertices of the random polytope are discussed in Section 4. In Section 5 some applications to random polytopes in smooth convex bodies are given.

For further material on random polytopes we refer to the recent survey articles by Hug [13] and Reitzner [17].

2. BACKGROUND AND NOTATIONS

Let $\mu$ be a probability measure which is absolutely continuous with respect to Lebesgue measure. Assume $\eta$ is a Poisson point process with intensity measure $t\mu$, $t > 0$. The most important examples are given if $\mu$ is either the suitable normalized Lebesgue measure on some convex set $K \subset \mathbb{R}^d$ or the $d$-dimensional Gaussian measure.

More precisely, by $\mathcal{N}$ we denote the set of all simple and finite counting measures $\nu = \sum \delta_{x_i}$ with $x_i \in \mathbb{R}^d$, where simplicity of a counting measure $\nu = \sum \delta_{x_i}$ means that $x_i \neq x_j$ for all $i \neq j$. Alternatively, one can think of $\mathcal{N}$ as the set of all finite point configurations of distinct points in $\mathbb{R}^d$. This can be achieved by identifying the random measure $\nu$ with its support $\{x_1, x_2, \ldots\}$. Consequently, for $\nu \in \mathcal{N}$ and a Borel set $A \subset \mathbb{R}^d$, $\nu(A)$ denotes both, the restricted point configuration $\{x_1, x_2, \ldots\} \cap A$ and the counting measure $\sum \delta_{x_i}(A)$.

Let $(\Omega, \mathcal{F}, P)$ be a probability space. A random measure $\eta : \Omega \rightarrow \mathcal{N}$ is a Poisson point process with intensity measure $t\mu$ if for any Borel set $A$ the random variable $\eta(A)$ is Poisson.
distributed with parameter $t\mu(A) = E\eta(A)$, and the random variables $\eta(A_1), \ldots, \eta(A_m)$
are independent for pairwise disjoint Borel sets $A_1, \ldots, A_m$.

By $\Pi_t$ we denote the convex hull of the points of $\eta$ which is a random polytope. $\Pi_t^o$ will
stand for the interior of the random polytope. We will use

$$N(\Pi_t) = \sum_{\eta} 1(x \notin \Pi_t^o)$$

for the number of vertices of $\Pi_t$ and

$$I(\Pi_t) = \eta(\mathbb{R}^d) - N(\Pi_t) = \sum_{\eta} 1(x \in \Pi_t^o)$$

for the number of inner points of $\Pi_t$. Let us write

$$\Delta(\Pi_t) = \mu(\mathbb{R}^d \setminus \Pi_t) = 1 - \mu(\Pi_t)$$

for the $\mu$-content of the complement of $\Pi_t$.

We will make statements about the (probability-)generating function

$$g_X(z) = E z^X$$

and the moment generating function

$$h_X(z) = E e^{zX}$$

of a random variable $X$ and $z \in \mathbb{C}$. In addition we set $n(k) = \frac{n!}{(n-k)!}$, $n \in \mathbb{N}$.

We make use of the Slivnyak-Mecke formula [20, p.68]. In our setting it says that for

$$m \in \mathbb{N} \text{ and } f : \mathbb{N} \times (\mathbb{R}^d)^m \to \mathbb{R} \text{ a nonnegative measurable function it holds}$$

$$E \sum_{\eta_m \neq} f(\eta; x_1, \ldots, x_m) = t^m \int_{\mathbb{R}^d} \ldots \int_{\mathbb{R}^d} E f(\eta + \sum_{i=1}^{m} \delta_{x_i}; x_1, \ldots, x_m) \mu(dx_1) \ldots \mu(dx_m).$$

Here $\eta_m^{\neq}$ stands for the set of all $m$-tuples of distinct points in $\eta$.

Furthermore we will need a relative to the inclusion exclusion principle. Let $A \subset \mathbb{R}^d$,
$k \in \mathbb{N}$ and $x_1, \ldots, x_k \in \mathbb{R}^d$ distinct points be fixed. Then

$$1 \left( \bigcup_{j=1}^{k} \{x_j\} \cap A \neq \emptyset \right) = \sum_{r=1}^{k} (-1)^{r+1} \sum_{I \in \{1, \ldots, k\}^r} 1\left( \bigcup_{j \in I} \{x_j\} \subset A \right).$$

This formula can easily be proved by induction. Here again $\{1, \ldots, k\}^r$ stands for the set of all $r$-tuples of distinct numbers in $\{1, \ldots, k\}$.

3. Results for the number of inner points

The aim of this section is to obtain relations between the factorial moments of the
number of inner points $I(\Pi_t)$ and the moments of the $\mu$-content of the random polytope $\Pi_t$. From this statement we will deduce Theorem 1.1

**Theorem 3.1.** Let $I(\Pi_t)$ be the number of inner points and $\mu(\Pi_t)$ the $\mu$-content of the random polytope $\Pi_t$. Then for $k \in \mathbb{N}$

$$E I(\Pi_t)(k) = t^k E \mu(\Pi_t)^k.$$
We make this explicit in the particular cases $k = 1, 2$. For $k = 1$ Theorem 3.1 yields for the expectations of these random variables
\[ E(I(\Pi_t)) = tE(\mu(\Pi_t)). \]

For $k = 2$ we obtain an identity for the variances,
\[ \text{Var} I(\Pi_t) = t^2 \text{Var} \mu(\Pi_t) + tE(\mu(\Pi_t)). \]

of Theorem 3.1. Consider the number of inner points $I(\Pi_t)$,
\[ I(\Pi_t) = \sum_{x \in \eta} 1(x \in \Pi_t^o). \]
The number of $k$-tuples of pairwise distinct inner points of $\Pi_t$ is given by $I(\Pi_t)^{(k)}$. To calculate the expected value of this we use for a point set $\xi$ the notation $[\xi]$ for the convex hull of the points in $\xi$ and apply the Slivnyak-Mecke formula (1).
\[
E(I(\Pi_t)^{(k)}) = E\sum_{x_1, \ldots, x_k \in \eta^o_k} \prod_{j=1}^k 1(x_j \in [\eta]^o) = t^k \int_{\mathbb{R}^d} \cdots \int_{\mathbb{R}^d} \prod_{j=1}^k 1(x_j \in [\eta, x_1, \ldots, x_k]^o) \, d\mu(x_1) \cdots d\mu(x_k) = t^k E(\mu(\Pi_t)^o)^k.
\]
Since $\mu$ is absolute continuous Theorem 3.1 follows.

This identity leads to the relation between the generating function of the number of inner points and the moment generating function of the $\mu$-content of the random polytope $\Pi_t$, as already stated in

Theorem 1.1. The generating function $g_{I(\Pi_t)}$ of the number of inner points and the moment generating function $h_{\mu(\Pi_t)}$ of the $\mu$-measure of $\Pi_t$ are entire functions on $\mathbb{C}$ and satisfy
\[ g_{I(\Pi_t)}(z + 1) = h_{\mu(\Pi_t)}(tz). \]

Proof. Recall that the generating function of the inner points is given by
\[ g_{I(\Pi_t)}(z) = E z^{I(\Pi_t)} = \sum_{k=0}^{\infty} z^k P(I(\Pi_t) = k). \]
For $|z| < 1$ the generating function is always absolutely convergent. Since $I(\Pi_t) \leq \eta(\mathbb{R}^d)$ we also have for $|z| \geq 1$
\[ |z^{I(\Pi_t)}| \leq |z^{\eta(\mathbb{R}^d)}|. \]
This implies
\[ |E z^{I(\Pi_t)}| \leq E |z^{\eta(\mathbb{R}^d)}| = \sum_{k=1}^{\infty} |z|^k e^{-t \frac{tk}{k!}} = e^{t(|z|-1)} < \infty \]
because $\eta(\mathbb{R}^d)$ is Poisson distributed with parameter $t$. Hence $g_{I(\Pi_t)}$ is an entire function on $\mathbb{C}$. 


It is well known that if $g_{I(\Pi t)}$ is an entire function, the $k$-th derivatives of $g_{I(\Pi t)}$ at the point $z = 1$ are the $k$-th factorial moments of $I(\Pi t)$.

$$g_{I(\Pi t)}^{(k)}(1) = E[I(\Pi t)/I(\Pi t) - 1] \cdots (I(\Pi t) - k + 1)z^{I(\Pi t) - k}|_{z=1} = E[I(\Pi t)(k)]$$

We evaluate the analytic function $g_{I(\Pi t)}(z + 1)$ at $z = 0$ and deduce

(4) $$g_{I(\Pi t)}(z + 1) = \sum_{k=0}^{\infty} g_{I(\Pi t)}^{(k)}(1) \frac{z^k}{k!} = \sum_{k=0}^{\infty} E[I(\Pi t)(k)] \frac{z^k}{k!}.$$ 

Since the random variable $\mu(\Pi t)$ is bounded by $\mu(\mathbb{R}^d) = 1$, the moment generating function of $\mu(\Pi t)$ is also an entire function. Its derivatives at $z = 0$ are given by the moments of $\mu(\Pi t)$.

$$h_{\mu(\Pi t)}^{(k)}(0) = E\mu(\Pi t)^k e^{z\mu(\Pi t)}|_{z=0} = E\mu(\Pi t)^k$$

Because $h_{\mu(\Pi t)}(z)$ is an entire function and thus analytic, we can write

(5) $$h_{\mu(\Pi t)}(z) = \sum_{k=0}^{\infty} h_{\mu(\Pi t)}^{(k)}(0) \frac{z^k}{k!} = \sum_{k=0}^{\infty} E\mu(\Pi t)^k \frac{z^k}{k!}.$$ 

Combining (4) and (5) with Theorem 3.1 proves Theorem 1.1.

In the next step we use this relation between the moment generating function of $\mu(\Pi t)$ and the generating function of $I(\Pi t)$ to prove a relation between their cumulants. First recall that the cumulant generating function of a random variable $X$ is given by

$$\ln h_X(z) = \ln E e^{zX} = \sum_{k=1}^{\infty} \kappa_k \frac{t^k}{k!}$$

where $\kappa_k$ is the cumulant of order $k$. Due to Theorem 1.1 we have

(6) $$\ln h_{\mu(\Pi t)}(tz) = \ln g_{I(\Pi t)}(z + 1) = \ln h_{I(\Pi t)}(\ln(z + 1)).$$

Essential for our proof are the Stirling numbers of the first kind defined by the expansion of the function $z(n) = z(z - 1) \cdots (z - n + 1)$ for $n \in \mathbb{N}$ into a power series in $z$,

$$z(n) = \sum_{k=1}^{n} \binom{n}{k} z^k.$$ 

The Stirling numbers of the first kind satisfy (or can equivalently be defined by)

(7) $$\frac{\ln^j(z + 1)}{j!} = \sum_{k=j}^{\infty} \binom{k}{j} \frac{z^k}{k!}.$$ 

**Theorem 3.2.** Let $\kappa_k(\mu(\Pi t))$, resp. $\kappa_k(I(\Pi t))$ be the cumulants of the $\mu$-measure $\mu(\Pi t)$, resp. of the number of inner points $I(\Pi t)$. Then

$$t^k \kappa_k(\mu(\Pi t)) = \sum_{j=1}^{k} \binom{k}{j} \kappa_j(I(\Pi t)).$$

**Proof.** By definition of the cumulants and because of (6) we have

(8) $$\sum_{k=1}^{\infty} t^k \kappa_k(\mu(\Pi t)) \frac{z^k}{k!} = \ln h_{\mu(\Pi t)}(tz) = \ln h_{I(\Pi t)}(\ln(z + 1)).$$
We expand the last expression in a series in $\ln(z+1)$ with coefficients given by the cumulants of $I(\Pi_t)$.

$$\ln E e^{\ln(z+1)I(\Pi_t)} = \sum_{j=1}^{\infty} \kappa_j(I(\Pi_t)) \frac{\ln^j(z+1)}{j!}$$

Using property (7) for the logarithmic term gives

$$\sum_{j=1}^{\infty} \kappa_j(I(\Pi_t)) \frac{\ln^j(z+1)}{j!} = \sum_{j=1}^{\infty} \kappa_j(I(\Pi_t)) \sum_{k=j}^{\infty} \left[ \frac{k}{j} \right] \frac{z^k}{k!}$$

(9)

Comparing coefficients of $\frac{z^k}{k!}$ in (8) and (9) proves our theorem. \qed \qed

4. Results for the Number of Vertices $N$

Analogously to Theorem 1.1 we want to state a theorem connecting the measure of the missed set $\Delta(\Pi_t) = \mu (\mathbb{R}^d \setminus \Pi_t)$ and the number of vertices $N(\Pi_t)$. Moreover we find a relation between higher moments of these two variables. However the relation in this case is not that immediate as the identity in the case of the inner points of $\Pi_t$.

**Theorem 4.1.** The generating function $g_{N(\Pi_t)}$ of the number of vertices and the moment generating function $h_{\Delta(\Pi_t)}$ of the $\mu$-measure of $\mathbb{R}^d \setminus \Pi_t$ satisfy for $x \in [0, 1]$

$$g_{N(\Pi_t)}(x) = h_{\Delta(\Pi_t)}(t(x - 1)).$$

Before giving the proof of this theorem we compare Theorem 1.1 to Theorem 4.1. Substituting $z$ by $z - 1$ in the first mentioned theorem they read as

(10)

$$g_I(\Pi_t)(z) = h_{\mu(\Pi_t)}(t(z - 1)),$$

$$g_{N(\Pi_t)}(x) = h_{\Delta(\Pi_t)}(t(x - 1)).$$

The main difference is the occurance of $x$ in the random variable $\Delta(\Pi_{xt})$ in the second line which makes sense only if $x$ is in $\mathbb{R}_+$ and makes it impossible to extend the right hand side to an holomorphic function. It would be of interest to deduce one of these identities from the other but we have been unable to find a connection.

It should be remarked that it is possible to prove the identity (10) for $z \in [0, 1]$ using the methode applied in the proof of Theorem 4.1. By the identity theorem for holomorphic functions we could deduce that equality holds for all $z \in \mathbb{C}$ because $g_I(\Pi_t)$ and $h_{\mu(\Pi_t)}$ are entire functions. It is straightforward to prove that also $g_{N(\Pi_t)}(z)$ and $h_{\Delta(\Pi_t)}(z)$ are both entire functions but we make no use of this fact in our investigations.

**Proof of Theorem 4.1.** Suppose $\eta_{xt}$ and $\eta_{yt}$ are two independent Poisson point processes on $\mathbb{R}^d$ with intensity measure $xt\mu$, resp. $yt\mu$ with $x, y \geq 0$, $x + y = 1$. It is well known that

$$\eta \overset{d}{=} \eta_{xt} + \eta_{yt}.$$ 

Conversely, if we split $\eta$ into two point sets by deciding for each point of $\eta$ independently if it belongs to $\eta_1$ with probability $x$ or to $\eta_2$ with probability $y = 1 - x$ then $\eta_1$, resp. $\eta_2$ equals $\eta_{xt}$, resp. $\eta_{yt}$ in distribution.

Denote by $\mathcal{F}_N(\Pi_t)$ the set of vertices of $\Pi_t$. We want to consider the event that all vertices of $\Pi_t$ emerge from $\eta_{xt}$. This event occurs if no point of $\eta_{yt}$ is contained in $\mathbb{R}^d \setminus \Pi_{xt}$.
where $\Pi_{xt}$ is the convex hull of the points of $\eta_{xt}$. Because these point processes are independent, we have

$$
\mathbb{P}(\mathcal{F}_N(\Pi_t) \subset \eta_{xt}) = \mathbb{P}(\eta_{yt}(R^d \setminus \Pi_{xt}) = 0) = \mathbb{E}(e^{-y\Delta(\Pi_{xt})}).
$$

Moreover to compute $\mathbb{P}(\mathcal{F}_N(\Pi_t) \subset \eta_{xt})$ we first condition on the number of vertices

$$
\mathbb{P}(\mathcal{F}_N(\Pi_t) \subset \eta_{xt} | N(\Pi_t) = k) = x^k
$$

which follows from the splitting argument stated above. Taking expectation and thus removing the condition we get

$$
\sum_{k=0}^{\infty} x^k \mathbb{P}(N(\Pi_t) = k) = \mathbb{E}x^{N(\Pi_t)}.
$$

Combining (11) and (12) yields our Theorem. 

Theorem 4.1 states the relation between the factorial moment generating function of the number of vertices and the moment generating function of the $\mu$-content of the missed set $R^d \setminus \Pi_{xt}$. Due to the occurrence of $x$ in the random variable $\Delta(\Pi_{xt})$ it seems impossible to state a simple identity between factorial moments of $N(\Pi_t)$ and $\Delta(\Pi_t)$. As can be seen in the next Theorem there is a much more complicated relation for the moments of these two random variables. Again we use the notation $[x]$ for the convex hull of points of a point set $\xi$.

**Theorem 4.2.** Let $N(\Pi_t)$ be the number of vertices and $\Delta(\Pi_t)$ the $\mu$-content of the complement of $\Pi_t$. Then for $k \in \mathbb{N}$

$$
\mathbb{E}N(\Pi_t)(k) = t^k \mathbb{E}\Delta(\Pi_t)^k - t^k k \sum_{r=1}^{k-1} (-1)^r \binom{k}{r} \mathbb{E} \int_{R^d \setminus \Pi_t} \ldots \int_{R^d \setminus \Pi_t} \mu([\eta, x_1, \ldots, x_{k-r}] \setminus [\eta])^r d\mu(x_1) \ldots d\mu(x_{k-r}).
$$

The particular case $k = 1$ gives a simple identity for the expected values

$$
\mathbb{E}N(\Pi_t) = t \mathbb{E}\Delta(\Pi_t).
$$

And for $k = 2$ we obtain the more complicated expression

$$
\mathbb{E}N(\Pi_t)(2) = t^2 \mathbb{E}\Delta(\Pi_t)^2 - 2t^2 \mathbb{E} \int_{R^d \setminus \Pi_t} \mu([\eta, x] \setminus [\eta]) d\mu(x).
$$

Formulas (13) and (14) can be used to deduce for the variances the relation

$$
\text{Var} N(\Pi_t) = t^2 \text{Var} \Delta(\Pi_t) + t \mathbb{E}\Delta(\Pi_t) - 2t^2 \mathbb{E} \int_{R^d \setminus \Pi_t} \mu([\eta, x] \setminus [\eta]) d\mu(x).
$$

of Theorem 4.2. We are interested in the factorial moments of the number of vertices $N(\Pi_t) = \sum \mathbbm{1}(x \notin \Pi_t^o)$ of the random polytope $\Pi_t$. We apply the Slivnyak-Mecke formula (11) to obtain

$$
\mathbb{E}N(\Pi_t)(k) = \mathbb{E} \sum_{x_1, \ldots, x_k \notin \Pi_t^o} \mathbbm{1}(x_1 \notin \Pi_t^o) \ldots \mathbbm{1}(x_k \notin \Pi_t^o)
$$

$$
= t^k \mathbb{E} \int_{R^d} \ldots \int_{R^d} \prod_{j=1}^{k} \mathbbm{1}(x_j \notin [\eta, x_1, \ldots, x_k]^o) d\mu(x_1) \ldots d\mu(x_k).
$$
To go further we have to evaluate the occurring product. For this we make use of formula (1) with
\[ A = [\eta, x_1, \ldots, x_k]_o \setminus [\eta]_o, \]
that is
\[
\prod_{j=1}^{k} \mathbb{1}(\bigcup_{\eta \in [\eta]_o} (\mathbb{1}(\bigcup_{j=1}^{k} [\eta, x_1, \ldots, x_k]_o \setminus [\eta]_o) \\
- \sum_{r=1}^{k-1} (-1)^{r+1} \sum_{I \in \{1, \ldots, k\}^c} \mathbb{1}(\bigcup_{j=1}^{k} [\eta, x_1, \ldots, x_k]_o \setminus [\eta]_o).
\]
The term for \( r = k \) is missing because it is impossible that all points \( \{x_1, \ldots, x_k\} \) are in \( [\eta, x_1, \ldots, x_k]_o \setminus [\eta]_o \). If we multiply both sides by \( \prod_{j=1}^{k} \mathbb{1}(x_j \notin [\eta]_o) \) we obtain
\[
\prod_{j=1}^{k} \mathbb{1}(x_j \notin [\eta, x_1, \ldots, x_k]_o) = \prod_{j=1}^{k} \mathbb{1}(x_j \notin [\eta]_o) \prod_{j=1}^{k} \mathbb{1}(x_j \notin [\eta]_o) - \sum_{r=1}^{k-1} (-1)^{r+1} \sum_{I \in \{1, \ldots, k\}^c} \prod_{j=1}^{k} \mathbb{1}(x_j \notin [\eta, x_1, \ldots, x_k]_o \setminus [\eta]_o) \prod_{j=1}^{k} \mathbb{1}(x_j \notin [\eta]_o).
\]
In the next step we have to integrate \( x_1, \ldots, x_k \) over \( \mathbb{R}^d \) or, more precisely, over \( \mathbb{R}^d \setminus \Pi_t \) because of the indicator functions \( \mathbb{1}(x_j \notin [\eta]_o) \). The integral of the first term on the right side thus equals \( \Delta(\Pi_t)^k \). We obtain
\[
\mathbb{E} N(\Pi_t)_{(k)} = t^k \mathbb{E} \Delta(\Pi_t)^k - t^k \sum_{r=1}^{k-1} (-1)^{r+1} \sum_{I \in \{1, \ldots, k\}^c} \mathbb{E} \int_{\mathbb{R}^d \setminus \Pi_t} \ldots \int_{\mathbb{R}^d \setminus \Pi_t} \prod_{j=1}^{k} \mathbb{1}(x_j \notin [\eta, x_1, \ldots, x_k]_o \setminus [\eta]_o) d\mu(x_1) \ldots d\mu(x_k)
\]
\[
= t^k \mathbb{E} \Delta(\Pi_t)^k - t^k \sum_{r=1}^{k-1} (-1)^{r+1} \binom{k}{r} 
\mathbb{E} \int_{\mathbb{R}^d \setminus \Pi_t} \ldots \int_{\mathbb{R}^d \setminus \Pi_t} \mu([\eta, x_1, \ldots, x_{k-r}] \setminus [\eta])^r d\mu(x_1) \ldots d\mu(x_{k-r}).
\]
\[
\end{proof}

5. Applications

In the last thirty years many papers have been devoted to compute the asymptotic behaviour of the quantities mentioned above mainly under the assumption that \( \lambda_d \) is the
uniform distribution on a smooth convex set or a polytope or that $\mu$ is the $d$-dimensional Gaussian measure.

In this last chapter we apply our results to uniformly distributed points in a smooth convex set to give an example how our results can be applied. Assume that $\lambda_d$ is Lebesgue measure on a smooth convex body $K \in \mathcal{K}_r$ with $k$-times continuous differentiable boundary of positive Gaussian curvature having volume one. After planar results going back to Reny and Sulanke [18] and [19] it was shown by Barany [2] that for any $d$-dimensional smooth convex body $K \in \mathcal{K}_r\mathcal{K}_r$ there are constants $c(K), C(K) > 0$ such that

$$c_2(K) t^{-\frac{d+3}{d+1}} \leq \text{Var} \lambda_d(\Pi_t) \leq c_3(K) t^{-\frac{d+3}{d+1}},$$

$$c_2(K) t^{\frac{d+3}{d+1}} \leq \text{Var} N \leq c_3(K) t^{\frac{d+3}{d+1}}.$$  

A very recent breakthrough was achieved by Calka and Yukich who calculated in [10] the precise asymptotics for the variances of the number of vertices and the volume of the random polytope $\Pi_t$. We have for $K \in \mathcal{K}_r^+$

$$\text{Var} N(\Pi_t) = c_4 \Omega(K) t^{\frac{d+4}{d+1}} + o(t^{\frac{d+4}{d+1}})$$

and for $K \in \mathcal{K}_r^6$

$$\text{Var} \lambda_d(\Pi_t) = c_5 \Omega(K) t^{-\frac{d+3}{d+1}} + o(t^{-\frac{d+3}{d+1}}).$$

We can apply our identities to deduce one from the other immediately. Because $\text{Var} \Delta(\Pi_t) = \text{Var} \lambda_d(\Pi_t)$, equation (15) implies

$$t^2 \text{Var} \lambda_d(\Pi_t) = \text{Var} N(\Pi_t) - E N(\Pi_t) + 2 t^2 E \int_{K \setminus \Pi_t} \lambda_d([\eta, x] \setminus [\eta]) dx .$$

By (17), and by (16) it follows for $K \in \mathcal{K}_r^3$

$$\text{Var} \lambda_d(\Pi_t) = c_6 \Omega(K) t^{-\frac{d+1}{d+1}} + o(t^{-\frac{d+1}{d+1}}) - 2E \int_{K \setminus \Pi_t} \lambda_d(\Pi[\eta, x] \setminus \Pi[\eta]) dx.$$ 

We will prove in the appendix that $D_t = \int_{K \setminus \Pi_t} \lambda_d(\Pi[\eta, x] \setminus \Pi[\eta]) dx$ satisfies

$$E D_t = c_7 \Omega(K) t^{-\frac{d+1}{d+1}} + o(t^{-\frac{d+1}{d+1}})$$

for $K \in \mathcal{K}_r^3$. Combining these estimates proves the following corollary.

**Corollary 5.1.** For $K \in \mathcal{K}_r^3$ we have

$$\text{Var} \lambda_d(\Pi_t) = c_8 \Omega(K) t^{-\frac{d+4}{d+1}} + o(t^{-\frac{d+4}{d+1}}).$$
This is the result of Calka and Yukich [10] for a slightly bigger class of convex bodies.

Furthermore we can use this corollary, (16) and (3) to obtain the variance of the number of inner points $I(\Pi_t)$ for $K \in K_3^3$.

$$\text{Var} I(\Pi_t) = t^2 \text{Var} \lambda_d(\Pi_t) + tE_\lambda_d(\Pi_t)$$

$$= t + c_9 \Omega(K)t^{\frac{d}{d+1}} + o(t^{\frac{d}{d+1}}).$$

Observe that it follows immediately from $N(\Pi_t) + I(\Pi_t) = \eta(K)$ that

$$E I(\Pi_t) = t - c_{10} \Omega(K)t^{\frac{d}{d+1}} + o(t^{\frac{d}{d+1}}),$$

Similarly one could apply our identities in the case when the intensity measure of the Poisson point process is a multiple of the uniform measure on a polytope $K$, or a multiple of the Gaussian distribution. We refer to [3] and [14] and leave the details to the interested reader.
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6. Appendix

**Theorem 6.1.** Let $K \in \mathcal{K}_d^2$ with $\lambda_d(K) = 1$ and choose a random point $X$ in $K$ independently and according to the uniform distribution. Define $D_t = \lambda_d(\Pi_t, X)\setminus \Pi_t)$. Then there is a positive constant $C_d$ depending on the dimension such that

$$
\lim_{t \to \infty} E D_t t^{1+\frac{2}{d+1}} = C_d\Omega(K).
$$

Denote by $\mathcal{F}(\eta_t, X)$ the set of facets of $\Pi_t$ which can be seen from $X$, i.e. which are subsets of $[\Pi_t, X]\setminus \Pi_t$. Note that this set is empty if $X \in \Pi_t$. Using the Slivnyak-Mecke formula (1) we have

$$
E D_t = \int_K E \sum_{x_1, \ldots, x_d \in \eta_{t,d}} 1 \{[x_1, \ldots, x_d] \in \mathcal{F}(\eta_t, x)\} \lambda_d[x_1, \ldots, x_d, x] \, dx
$$

$$
= t^d \int_K \cdots \int_K E 1 \{F \in \mathcal{F}(\eta_t + \cdots + \delta_{x_i}, x)\} \lambda_d[F, x] \, dx_1 \cdots dx_d dx
$$

where $F = [x_1, \ldots, x_d]$. The affine hull of $F$ is a hyperplane which cuts $K$ into two parts. Denote by $K_+(F)$ that part of $K$ which contains $x$. The indicator function equals one if the affine hull of $F$ separates $x$ from $\eta_t$, i.e. if $\eta_t(K_+) = 0$. This happens with probability $e^{-t\lambda_d(K_+(F))}$. The volume of the simplex $[F, X]$ equals $1/d$ times the base $\lambda_{d-1}(F)$ times the height which is the distance $d_{aff}(x)$ of $x$ to the affine hull of $F$.

$$
E D_t = \frac{1}{d} t^d \int_K \cdots \int_K e^{-t\lambda_d(K_+(F))} \lambda_{d-1}(F) d_{aff}(x) \, dx_1 \cdots dx_d dx
$$

The next lemma gives the asymptotic behaviour of this integral and thus proves our theorem.

**Lemma 6.2.** Let $K \in \mathcal{K}_d^2$ with $\lambda_d(K) = 1$ and $0 \in K$, and choose random points $X, X_1, \ldots, X_d$ in $K$ independently and according to the uniform distribution. Then

$$
E(e^{-t\lambda_d(K_+(F))} \lambda_{d-1}(F) d_{aff}(X)) = c_d\Omega(K)t^{-d+1-\frac{d+1}{d}} + o(t^{-d+1-\frac{d+1}{d}})
$$

as $t \to \infty$.

The proof of this lemma is taken from [16], where the asymptotics of a similar integral was computed.

**Proof.** In a first step we transform the integral using the Blaschke–Petkantschin formula (cf., e.g., [20], p.278),

$$
\int_K \cdots \int_K \lambda_{d-1}(F) dx_1 \cdots dx_d = (d-1)! \int_{H \in \mathcal{H}(d,d-1)} \int_{K \cap H} \cdots \int_{K \cap H} \lambda_{d-1}(F) dx_1 \cdots dx_d dH.
$$

The differential $dH$ corresponds to the suitably normalized rigid motion invariant Haar measure on the Grassmannian $\mathcal{H}(d,d-1)$ of hyperplanes in $\mathbb{R}^d$. A hyperplane is given by its unit normal vector $u \in S^{d-1}$ and its signed distance $h$ to the origin, $H = \{y : \langle y, u \rangle = h\}$. Let $H_+ = \{y : \langle y, u \rangle \geq h\}$ be the corresponding halfspace. Denoting by $du$ the element of surface area on $S^{d-1}$ we have $dH = \frac{1}{2} dh du$, $u \in S^{d-1}, h \in \mathbb{R}$. (Observe that $H(h, u) = H(-h, -u)$ which explains the factor $\frac{1}{2}$.)

Because of $\lambda_{d-1}(F)$ the integrand vanishes outside the interval

$$
h \in [-h_K(-u), h_K(u)]
$$
where \( h_K(u) \) is the support function of \( K \) in direction \( u \). Given \( H = H(h, u) \) we assume that the additional point \( x \in H_+ \). Then \( K_+(F) = K \cap H_+ \) and \( \lambda_+ = \lambda_+(h, u) \) only depends on \( H_+ \) but not on the relative position of the points \( x_j \in H \). This yields

\[
\int_K \cdots \int_K e^{-t \lambda_d(K_+(F))} \lambda_d-1(F) d_{aff} F(x) \, dx_1 \cdots dx_d \, dx
\]

(21)

\[
= \frac{(d-1)!}{2} \int_{S^{d-1}} \int_{-h_K(-u)}^{h_K(u)} e^{-t \lambda_+} \mathcal{I}_{K \cap H} J_{K \cap H_+} \, dh \, du
\]

with

\[
\mathcal{I}_{K \cap H} = \int_{K \cap H} \cdots \int_{K \cap H} \lambda_d-1(F)^2 \, dx_1 \cdots dx_d, \quad J_{K \cap H_+} = \int_{K_+} dH(x) \, dx.
\]

Given some \( \varepsilon > 0 \) we split the integral in (21) with respect to \( h \) into two parts: \( h \in [-h_K(-u), h_K(u) - \varepsilon] \) and \( h \in [h_K(u) - \varepsilon, h_K(u)] \). Estimating the integral

\[
\int_{-h_K(-u)}^{h_K(u)-\varepsilon} e^{-t \lambda_+} \mathcal{I}_{K \cap H} J_{K \cap H_+} \, dh
\]

is easy. The integrals \( \mathcal{I}_{K \cap H} \) and \( J_{K \cap H_+} \) are always bounded by a constant \( \gamma_1 \) independent of \( h \) and \( u \). There exists a constant \( \gamma_2 = \gamma_2(\delta) > 0 \) independent of \( u \) with \( \lambda_+ = \lambda_+(h, u) \geq \gamma_2 \). And \( h_K(u) + h_K(-u) \) is bounded by some constant \( \gamma_3 \) independent of \( u \). Thus for \( h \leq h_K(u) - \varepsilon \), we have

\[
0 \leq \int_{-h_K(-u)}^{h_K(u)-\varepsilon} e^{-t \lambda_+} \mathcal{I}_{K \cap H} J_{K \cap H_+} \, dh \leq \gamma_1^2 \gamma_3 e^{-\gamma_2}.
\]

We estimate the second part of the integral. Let \( u \in S^{d-1} \) be fixed. As \( K \) is of class \( \mathcal{K}^2_+ \) there is an unique point \( p \in \partial K \) with outer normal vector \( u \). Choose \( \delta > 0 \) sufficiently small. There exists a paraboloid \( q^{(p)}(y) \) and a \( \lambda = \lambda(\delta) > 0 \) such that the \( \lambda \)-neighborhood of \( p \) in \( \partial K \) can be represented by a convex function \( f^{(p)}(y) \) fulfilling

(23)

\[
((1+\delta)^{-1} q^{(p)}(y) + p) \leq f^{(p)}(y) \leq ((1+\delta) q^{(p)}(y) + p).
\]

Now we fix \( \varepsilon > 0 \) such that for each \( u \) the intersection \( H(h_K(u) - \varepsilon, u) \cap \partial K \) is contained in this \( \lambda \)-neighborhood of the boundary point \( p \).

Let \( \mathbb{R}^d = \{(y, z) | y \in \mathbb{R}^{d-1}, z \in \mathbb{R}\} \). For the moment identify the tangent hyperplane to \( \partial K \) at \( p \) with the plane \( z = 0 \) and \( p \) with the origin such that \( K \) is contained in the halfspace \( z \geq 0 \) and \( u \) coincides with \((0, -1)\). Hence in this situation \( h_K(u) = 0 \). Define \( H(z) = H(-h, u) \) to be the hyperplane parallel to \( z = 0 \) with distance \( z \) to the origin, and in accordance with the definition above \( H_+(z) \) the corresponding halfspace containing the new origin.

We introduce polar coordinates: let \( \mathbb{R}^d = \{ (r, v) | r \in \mathbb{R}^+, v \in S^{d-2}, z \in \mathbb{R} \} \) and denote by \((rv, z)\) a point in \( \mathbb{R}^d \), \( r \in \mathbb{R}^+ \), \( v \in S^{d-2} \), \( z \in \mathbb{R} \). Since \( K \in \mathcal{K}^2_+ \), by choosing a suitable Cartesian coordinate system in \( \mathbb{R}^{d-1} \) the paraboloid can be parametrized by

\[
b_2(rv) = \frac{1}{2} (k_1 rv, e_1)^2 + \cdots + k_{d-1} (rv, e_{d-1})^2
\]

where \( k_1, \ldots, k_{d-1} \) are the principal curvatures of \( K \) at \( p \). The estimate (23) reads as

\[
(1+\delta)^{-1} b_2(v) r^2 \leq z = f(rv) \leq (1+\delta) b_2(v) r^2
\]
exists a suitable constant $z$

Note that these integrals are invariant under volume–preserving affinities. Thus

Note that (26) is equivalent to

\[(27) \quad (1 + \delta)^\frac{d}{2} c_1 \kappa(u)^{-\frac{1}{2} z} \leq \lambda_{d-1}(K \cap H(z)) \leq (1 + \delta)^\frac{d}{2} c_1 \kappa(u)^{-\frac{1}{2} z} \frac{d}{2} \]

with a suitable constant $c_1 > 0$ where $\kappa(u) = \prod k_i$ is the Gaussian curvature of $K$ at $p$. By definition

\[(26) \quad \lambda_+(z) = \int_0^z \lambda_{d-1}(K \cap H(t)) dt \]

which by (26) implies

\[(27) \quad (1 + \delta)^\frac{d-1}{2} \frac{2}{d+1} c_1 \kappa(u)^{-\frac{1}{2} z} \frac{d+1}{2} \leq \lambda_+(z) \leq (1 + \delta)^\frac{d-1}{2} \frac{2}{d+1} c_1 \kappa(u)^{-\frac{1}{2} z} \frac{d+1}{2}. \]

For given $z$, (24) shows that $K \cap H(z)$ contains an ellipsoid $E_-$ defined by $(1+\delta)^{-1} b_2(v) r^2 = z$, resp., is contained in an ellipsoid $E_+$ defined by $(1+\delta)b_2(v) r^2 = z$. We are interested in

$$I_{K \cap H(z)} = \int_{K \cap H(z)} \cdots \int_{K \cap H(z)} \lambda_{d-1}(F)^2 dx_1 \cdots dx_d.$$  

Clearly if the range of integration is increased, resp., decreased, $I$ will increase, resp., decrease.

$$I_{E_-} \leq I_{K \cap H(z)} \leq I_{E_+}$$

Note that these integrals are invariant under volume–preserving affinities. Thus $I_{E_+}$ does not depend on the shape of the ellipsoids and is proportional to $\lambda_{d-1}(E_+) \frac{d+2}{2}$. Hence there exists a suitable constant $c_2$ for which

\[(1 + \delta)^\frac{(d-1)(d+2)}{2} c_2 \kappa(u)^{-\frac{d+2}{2} z} \frac{(d-1)(d+2)}{2} \leq I_{K \cap H(z)} \leq (1 + \delta)^\frac{(d-1)(d+2)}{2} c_2 \kappa(u)^{-\frac{d+2}{2} z} \frac{(d-1)(d+2)}{2}. \]

In the last step we estimate

$$J_{K \cap H_+(z)} = \int_{K_+(z)} d_H(x) dx = \int_0^\infty \lambda_{d-1}(K \cap H(t)) (t-t) dt.$$  

By the same monotonicity argument used above we obtain

\[(28) \quad (1 + \delta)^\frac{d-1}{2} c_3 \kappa(u)^{-\frac{1}{2} z} \frac{d+1}{2} \leq J_{K \cap H_+(z)} \leq (1 + \delta)^\frac{d-1}{2} c_3 \kappa(u)^{-\frac{1}{2} z} \frac{d+1}{2}. \]

Now we are ready to estimate the integral

$$\int_{h_k(u)-\varepsilon}^{h_k(u)} e^{-t\lambda_+} I_{K \cap H} J_{K \cap H_+} dh = \int_0^\varepsilon e^{-t\lambda_+(z)} I_{K \cap H(z)} J_{K \cap H_+(z)} dz.$$

Note that (26) is equivalent to

$$\frac{d}{dz} \lambda_+(z) = -\lambda_{d-1}(K \cap H(z))$$

and substituting $v = \lambda_+(z)$ implies

$$\int_0^\varepsilon e^{-t\lambda_+(z)} I_{K \cap H(z)} J_{K \cap H_+(z)} dz$$

$$= \int_0^{\lambda_+(\varepsilon)} e^{-t\varepsilon} I_{K \cap H(z(v))} J_{K \cap H_+(z(v))} \lambda_{d-1}(K \cap H(z(v)))^{-1} dv.$$
where $H(z(v))$ denotes the hyperplane parallel to $z = 0$ cutting off from $K$ a cap of volume $v$.

Combining this with (25) - (28) yields

$$c_4(1 + \delta) \frac{(d-1)(d^2 + 3d + 3)}{(d+1)} \kappa(u) \frac{d}{\pi^{d+1}} \int_0^{\lambda_+(\varepsilon)} e^{-tv} v^{\frac{d+2}{d+1}} \, dv$$

$$\leq \int_{h_K(u) - \varepsilon}^{h_K(u)} e^{-tv} \mathcal{I}_{K \cap H(z)} \mathcal{J}_{K \cap H_+(z)} \, dh$$

$$\leq c_4(1 + \delta) \frac{(d-1)(d^2 + 3d + 3)}{(d+1)} \kappa(u) \frac{d}{\pi^{d+1}} \int_0^{\lambda_+(\varepsilon)} e^{-tv} v^{\frac{d+2}{d+1}} \, dv$$

with a suitable constant $c_4$. Hence we are interested in the asymptotic behavior of the Laplace transform

$$\int_0^{\lambda_+(\varepsilon)} e^{-tv} v^{\frac{d+2}{d+1}} \, dv = \mathcal{L} \left( v^{\frac{d+2}{d+1}} \right) (t) + O \left( (1 - \gamma_2)^t \right)$$

as $t \to \infty$. (Recall that $\lambda_+(\varepsilon) \geq \gamma_2$.) By an Abelian theorem, cf., e.g., Doetsch [11], chap. 3, § 1, we obtain

$$\mathcal{L} \{ v^\alpha \} (t) = \Gamma (\alpha + 1) t^{-\alpha-1} + O \left( t^{-\alpha-2} \right)$$

as $t \to \infty$. This implies the following bounds

$$c_5(1 + \delta) \frac{(d-1)(d^2 + 3d + 3)}{(d+1)} \kappa(u) \frac{d}{\pi^{d+1}} t^{-(d+1)-\frac{2}{d+1}} (1 + O (t^{-1}))$$

$$\leq \int_{h_K(u) - \varepsilon}^{h_K(u)} e^{-tv} \mathcal{I}_{K \cap H(z)} \mathcal{J}_{K \cap H_+(z)} \, dh$$

$$\leq c_5(1 + \delta) \frac{(d-1)(d^2 + 3d + 3)}{(d+1)} \kappa(u) \frac{d}{\pi^{d+1}} t^{-(d+1)-\frac{2}{d+1}} (1 + O (t^{-1}))$$

as $t \to \infty$, where the constants in $O(\cdot)$ and the constant $c_5$ are independent of $p, u$.

Concerning the remaining integration note that the term

$$\int_{S^{d-1}} \kappa(u)^{-\frac{1}{d+1}} \, ds = \int_{\partial K} \kappa(x)^{\frac{1}{d+1}} \, ds$$

is the affine surface area $\Omega(K)$. Since the terms in (22) are of smaller order, we finally obtain

$$c_6(1 + \delta) \frac{(d-1)(d^2 + 3d + 3)}{(d+1)} \Omega(K) t^{-(d+1)-\frac{2}{d+1}} (1 + O (t^{-1}))$$

$$\leq E(\varepsilon^{-\lambda_d(K_+(F))} \lambda_{d-1}(F) d_{aff} F(X))$$

$$\leq c_6(1 + \delta) \frac{(d-1)(d^2 + 3d + 3)}{(d+1)} \Omega(K) t^{-(d+1)-\frac{2}{d+1}} (1 + O (t^{-1}))$$

as $t \to \infty$ with a suitable constant $c_6$. This holding for each $\delta, \delta > 0$ finishes the proof.

\[\square\]