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This study focuses on mixed time delayed, both leaderless and leader-follower problems of nonlinear multi-agent systems. Here, we find the stability criteria for multi-agent systems (MASs) by utilizing a proposed lemma, the Lyapunov–Krasovskii functions, analytical techniques, Kronecker product, and some general specifications to obtain the asymptotic stability for the constructed MASs. Furthermore, the criteria to establish the synchronization of leader-follower multiagent systems with linear feedback controllers are discussed. Finally, we provide two numerical calculations along with the computational simulations to check the validity of the theoretical findings reported for both leaderless and leader-follower problem in this study.

1. Introduction

Multi-agent systems (MASs) have been well documented over the years as it is widely implemented in a variety of areas, including sensor networks, satellite sensors, unmanned-air-vehicle formulation, and joining multirobotics technology [1–3]. First, the idea of an agent as an artificial organism was introduced by a scientist named Holland [4]. The agent is a programmed process that includes a certain state and has the opportunity to communicate with other agents through the exchange of messages [5]. In 2015, Hu et al. [6] investigated a cooperative tracking for nonlinear multi-agent systems with a hybrid time-delayed protocol.

The related follower system is

\[ \dot{U}_i(t) = A U_i(t) + B \dot{X}_i(t) + D \dot{h}(t, U_i(t)), \]

where \( U_i(t) \in \mathbb{R}^m \) refers to the \( i^{th} \) agent state. \( \dot{X}_i(t) \in \mathbb{R}^m \) is the controller to be programmed. Let \( A, B, \) and \( D \) are the constant matrices.

The leader agent acts as a leader-follower problem command generator that generates the desired reference path and ignores the followers’ knowledge. The information about the leader is accessed directly by a subset of the followers. The leader system is described as [6]

\[ \dot{U}_0(t) = A U_0(t) + D \dot{h}(U_0(t)), \]

where \( U_0(t) \in \mathbb{R}^n \) denotes the leader state.
The nonlinear systems evolved and grew rapidly under the distributed control of many nonlinear systems because they are practically seen everywhere. The results proposed under [7] are valid only for linear MASs dynamics. In [8], H. Liang et al. derived neural network-based event-triggered adaptive control of nonaffine nonlinear multi-agent systems with dynamic uncertainties, in [9], Park et al. discussed betweenness centrality-based consensus protocol for second-order multi-agent systems with sampled data, and in [10], Park et al. proposed weighted consensus protocols design based on network centrality for multi-agent systems with sampled data. So far, in practice, intelligent agents are more likely to be manipulated by complex inherent nonlinear mechanics. The current literature includes only a few findings to explore the MASs problem with nonlinear dynamics. The authors discussed in [11, 12]. Dynamic structures are often subjected to several disturbances in functional applications, such as communication delays. In general, the existence of delay is unavoidable, and this may lead to oscillation, divergence, instability, or other poor performances. If the considered multi-agent system does not attain the desired goal in the time period given and the signal communication process between the channels is very low, then there occurs some delay in getting the outputs. Then, the MASs is called the delayed multi-agent system. For example, in [13], Kwon et al. investigated the stability analysis of neural networks with interval time-varying delays via some new augmented Lyapunov–Krasovskii functional, in [14], W. Qin et al. discussed the impulsive observer-based consensus control for MASs with delayed protocol, in [15], the authors derived a composite feedback approach to stabilize a nonholonomic system with time-varying delays and nonlinear disturbances, in [16], Mobayen et al. investigated the robust global controller design for discrete time descriptor systems with multiple time-varying delays, in [17], Song et al. proposed a delay-dependent stability of nonlinear hybrid neutral stochastic differential equations with multiple delays, and in [18], the authors discussed closed centrality-based synchronization criteria for complex dynamical networks with interval time-varying coupling delays. The occurrence of communication delays is therefore essential for the study of the nonlinear MASs problem. The dynamics of MASs with time delays remain active based on the past shreds of data, and it has been a very hot topic of research among several scientific researchers [19]. Hu et al. derived a distributed containment control for nonlinear MASs with time delayed protocol. Also, the author’s in [13] discussed about the Lyapunov stability for the developed neural networks with the inclusion of interval time-varying delays and some new augmented Lyapunov–Krasovskii functional.

Problems on different multiagents, according to our earlier literature survey many scholars, have spoken about the structure of a leader. For example, Jia et al. investigated the leader-follower nonlinear MASs and coupling delay in [20]. In many of the references on leader-follower problem [21–23], leaderless principles [24], the leaderless and leader-follower consensus by Meng et al. [24] with communication and input delays, the authors fails to study the stability and synchronization analysis of nonlinear MASs with mixed delays, and it is facing a challenge in the field concerned.

In 2016, He et al. [25] analyzed the leader-follower consensus of nonlinear multiagent systems. In those studies, the authors considered a leader-follower multiagent system with one leader and $N$ followers.

Accordingly, the leader system was framed as

$$\dot{U}_0(t) = AU_0(t) + BU_0(t),$$

where $U_0(t) \in \mathbb{R}^n$ denotes the state of the leader; $h(t) = (h_1(U_0(t)), h_2(U_0(t)), \ldots, h_n(U_0(t)))^T$ is defined as a nonlinear function. Let $A$ and $B$ are the constant matrices.

Furthermore, the follower system can be described as follows:

$$\dot{U}_i(t) = AU_i(t) + BU_i(t) + K_i U_i(t),$$

where $U_i(t) \in \mathbb{R}^n$ refers to the $i^{th}$ agent state, and $K_i(t)$ is the controller designed.

It is noteworthy to consider time delays in the model and study their stability and synchronization, since it is unavoidable. Delays are of two types, one is discrete and the other one is distributed. Nowadays, distributed time delays have received more research attention, since each network generally has a spatial character because there are parallel paths of several axon sizes and length. Note that the findings related to the initial research of the concept of multiagent systems with distributed delays are very few [26]. Although it can be seen that the distributed time delays in the transmission of signals delivered at a given time, it may also be immediate at some point to coordinate the distributed delay. For a given period of time, the limited distributed delay should be used to compare the current behavior of the state with the distant past, which has less impact. For example, many research works are related to the stability of mixed delay [13, 27].

In recent years, some interest and excellent achievements have been achieved to address the stability problem of a system with delays [28, 29]. In [30], Kong et al. derived a new fixed-time stability lemmas and applications to discontinuous fuzzy inertial neural networks. In multi-agent systems, every agent exchanges information with its neighbors’ agents to achieve a goal. Current literature centered primarily on the issue of multi-agent systems with integrative, first-order, second-order, and higher-order dynamics involving linear or nonlinear behaviors. This study analyses the nonlinear multi-agent systems of discrete and distributed delays.

On the other side, however, the leader-follower topic in multi-agent systems has been considered. For example, Li and Zhou proposed an impulsive coordination of nonlinear MASs with multiple leaders and stochastic disturbances in [31], and Zhou et al. investigated the leader-follower exponential consensus of general linear MASs via event-triggered control [7]. Synchronization means that the couple of two dynamic systems (leader and controller of the follower) can achieve the same time with the same partial state. In the above comparisons, the proposed results showed
that the actions of the follower system had an effect on the leader systems because the leader system did not depend on the follower systems. In other words, the leader system always transmits the communication signal that gives rise to the follower through channels, and this signal results in coordination with the leader. In [32], Ali et al. addressed the synchronization analysis for stochastic T-S fuzzy complex networks with Markovian jumping parameters and mixed time-varying delays via impulsive control, in [33], Kong et al. proposed a fixed-time synchronization analysis for discontinuous fuzzy inertial neural networks with parameter uncertainties, in [34], Kong and Zhu derived a new fixed-time synchronization control of discontinuous inertial neural networks via the indefinite Lyapunov–Krasovskii functional method. Synchronization problems have been studied in [35, 36]. Generally speaking, synchronization can be of several types. Many researchers have discussed lag synchronization, projectional lag synchronization [37], adaptive lag synchronization, antisynchronization, adaptive synchronization [38], and so on. To this evidence, the author’s in [12] discussed the exponential synchronization/consensus for nonlinear MASs with communication and input delays via a hybrid controller.

To achieve a multi-agent systems target, various control schemes such as impulsive control [39, 40], pinning control [41, 42], and adaptive control [41, 43], in [44], He et al. derived boundary vibration control of variable length crane systems in two-dimensional space with output constraints, in [45], Saravanakumar et al. derived a finite-time sampled data control of the switched stochastic model with nondeterministic actuator faults and saturation nonlinearity, and in [46], He et al. addressed an unified iterative learning control for flexible structures with input constraints. In [47], the robust finite-time composite nonlinear feedback control for synchronization of uncertain chaotic systems with nonlinearity and time delay has been implemented. To the best of our knowledge, in MASs, both the analysis of stability and synchronization are not yet tackled in the existing literature; hence, this situation sparks a further investigation of multi-agent systems for stability and synchronization.

Motivated by these results, this study focuses on the analysis of leaderless and leader-follower problems by a linear feedback control for a class of nonlinear multiagent systems. The key contributions of this study can be summarized as follows:

1. In this study, we solve the asymptotic stability and synchronization of multi-agent systems with mixed time delays.
2. The main section deals with the asymptotic stability of multiagent systems with mixed delays, linear matrix inequality (LMI), Lyapunov–Krasovskii functions, and Kronecker product.
3. A novel linear feedback controller is proposed to realize the synchronization.
4. Finally, we provide two computational simulations to check the validity of the theoretical findings that are suggested.

The rest of this study is organized as follows. In Section 2, the system description and some preliminaries are involved. In Section 3, the asymptotic stability of MASs is discussed. In Section 4, a linear feedback control is designed, and several sufficient conditions for asymptotic synchronization are obtained. In Section 5, two numerical examples are given to illustrate the feasibility of the proposed theoretical results. Finally, conclusions are drawn in Section 6.

Notation. Throughout the entire study, $\mathbb{R}^n$ and $\mathbb{R}^{n\times n}$ represent the n-dimensional Euclidean space as well as the set of all $n \times n$ real matrices. $\| \|$ refers to the Euclidean norm. $\otimes$ refers to the Kronecker product. In a symmetric matrix, the notation $\ast$ always denotes the symmetric component.

2. Problem Statement and Preliminaries

Let $G = (\nu, e, \mathcal{W})$ be the graph of the interconnection between N agents with the node set $\nu = \{v_1, v_2, \ldots, v_N\}$ and the set of directed edges $\mathcal{E} \subseteq \nu \times \nu$ and the set of directed edges $\mathcal{E} \subseteq \nu \times \nu$. If $(v_i, v_j) \in \mathcal{E}$, then there is an edge from the $v_i$ node to the $v_j$ node, meaning that $v_k$ is a $v_j$ neighbor, and $\mathcal{W} = [a_{ik}]_{N \times N}$ is the weighted adjacency matrix of graph $G$. $a_{ik} > 0$ if and only if there is an edge from agent $v_i$ to node $v_k$. The set of neighbors of agent $i$ is denoted by $\mathcal{N}_i = \{v_k \in \nu: (v_i, v_k) \in \mathcal{E}\}$. A directed path from agent $v_i$ to agent $v_j$ is a sequence of edges $(v_i, v_j), (v_j, v_k), \ldots, (v_{m_j}, v_{m_k})$. If each node has a directional path to each other, it is strongly related to the directed graph. The Laplacian matrix $\mathcal{L} = (L_{ik})_{N \times N}$ of the graph $G$ is defined by $L_{ik} = -a_{ik}, \ i \neq j$, $L_{ik} = \sum_{k=1}^{N} a_{ik}$, $L_{ik} = \sum_{k=1}^{N} a_{ik}$. Consider the following multi-agent systems (MASs) with consisting N agents as follows:

\[
\begin{align*}
U_i(t) &= \alpha U_i(t) + \beta h(U_i(t)) + \mathcal{C} \ddot{h}(U_i(t-m(t))) + \mathcal{D} \int_{t-m(t)}^{t} \ddot{h}(U_i(\sigma)) d\sigma + \sum_{k=1}^{N} a_{ik} U_k(t), \\
U_i(t) &= \mathcal{U}_i(t), \quad t \in [-\bar{\eta}, 0],
\end{align*}
\]

where $i = 1, 2, 3, \ldots, N$; $U_i(t) \in \mathbb{R}^n$ is the $i^{th}$ agent state; $h: \mathbb{R}^n \rightarrow \mathbb{R}^n$ describes the intrinsic dynamics of each agent. Let $\alpha$, $\beta$, $\mathcal{C}$, and $\mathcal{D}$ are the known matrices of $\mathbb{R}^{n\times n}$. $m(t)$ is the discrete delay, and $\varphi(t)$ is the distributed delay that satisfies $0 \leq m(t) \leq m_2$, $m(t) \leq \lambda$, and $0 < \varphi(t) \leq \varphi$, where $m_1$, $m_2$, $\lambda$, and $\varphi$ are the constants and $\bar{\eta} = \max(m_1, m_2, \varphi)$.

The compact form of the MASs (5) is
\[
\begin{cases}
\dot{\mathcal{U}}(t) = (-\mathcal{L} \otimes \mathcal{A}) \mathcal{U}(t) + \left(\mathcal{J} \otimes \mathcal{B}\right) \tilde{h}(\mathcal{U}(t)) + \left(\mathcal{J} \otimes \mathcal{C}\right) \tilde{n}(\mathcal{U}(t - m(t))) + \left(\mathcal{J} \otimes \mathcal{D}\right) \int_{t-m(t)}^{t} \tilde{n}(\mathcal{U}(\sigma))d\sigma, \\
\mathcal{U}(t) = \mathcal{U}^0(t), \quad t \in [-\tilde{n}, 0],
\end{cases}
\] (6)

where \( \mathcal{U}(t) = [\mathcal{U}_1, \mathcal{U}_2, \ldots, \mathcal{U}_N]^T \) denotes the state vector, and \( \tilde{n} = \max\{m_1, m_2, 0\} \).

**Lemma 1** (See [48]). The following inequality holds to any real matrices \( \mathcal{X}, \mathcal{Y} \), constant \( \omega > 0 \), and any positive matrix \( \mathcal{M} \):

\[
2\mathcal{X}^T \mathcal{Y} \leq \omega \mathcal{X}^T \mathcal{M} \mathcal{X} + \omega^{-1} \mathcal{Y}^T \mathcal{M}^{-1} \mathcal{Y}.
\] (7)

**Lemma 2** (See [13]). For any positive definite matrix \( \mathcal{M} \in \mathbb{R}^{n \times n} \), scalars \( \beta > \alpha > 0 \), vector function \( \mathcal{U} : [\alpha, \beta] \rightarrow \mathbb{R}^n \), the following inequality holds that the integrations concerned are well defined:

\[
-\alpha \left[ \int_{\beta}^{\alpha} \mathcal{U}(\sigma) \mathcal{M} \mathcal{U}(\sigma) d\sigma \right] \leq -\left( \int_{\beta}^{\alpha} \mathcal{U}(\sigma) d\sigma \right) \mathcal{M} \left( \int_{\beta}^{\alpha} \mathcal{U}(\sigma) d\sigma \right).
\] (8)

**Lemma 3** (See [25]). One has matrices \( \mathcal{A}, \mathcal{B}, \mathcal{C}, \) and \( \mathcal{D} \) with suitable dimensions:

(i) \((\mathcal{A} \otimes \mathcal{B})^T = \mathcal{A}^T \otimes \mathcal{B}^T\)

(ii) \((\mathcal{A} + \mathcal{B}) \otimes \mathcal{C} = (\mathcal{A} \otimes \mathcal{C}) + (\mathcal{B} \otimes \mathcal{C})\)

(iii) \((\mathcal{A} \otimes \mathcal{B})(\mathcal{C} \otimes \mathcal{D}) = \mathcal{A} \mathcal{B} \otimes \mathcal{D}\)

**Lemma 4** (See [49]). Linear matrix inequality (LMI) is given as follows:

\[
\begin{pmatrix}
\tilde{Q}_{11} & \tilde{Q}_{12} \\
\tilde{Q}_{12}^T & \tilde{Q}_{22}
\end{pmatrix} \leq 0,
\] (9)

where \( \tilde{Q}_{11} = \tilde{Q}_{11}^T \) and \( \tilde{Q}_{22} = \tilde{Q}_{22}^T \) is equivalent to the following conditions:

(1) \( \tilde{Q}_{11} < 0, \tilde{Q}_{22} - \tilde{Q}_{12} Q_{12}^{-1} \tilde{Q}_{12} < 0 \)

(2) \( \tilde{Q}_{22} < 0, \tilde{Q}_{11} - \tilde{Q}_{12} Q_{12}^{-1} \tilde{Q}_{12} < 0 \)

**Definition 1** (See [49, 50]). An equilibrium point of the multi-agent systems (5) is a constant vector \( \mathcal{U}^* \in \mathbb{R}^n \) which satisfies the following equation:

\[
0 = (\mathcal{A} - \mathcal{L}) \mathcal{U}^* + \mathcal{B} \tilde{h}(\mathcal{U}^*) + \mathcal{C} \tilde{n}(\mathcal{U}^*) + \mathcal{D} \tilde{n}(\mathcal{U}^*).
\] (10)

**Definition 2** (See [23]). The equilibrium point of the multi-agent systems (14) is said to be asymptotically stable if and only if for any initial conditions \( \mathcal{P}_i(\sigma) \) on \(-\tilde{n} \leq \sigma \leq 0\),

\[
\lim_{t \to -\infty} \mathcal{P}_i(t) = 0, \quad \forall i = 1, 2, \ldots, N.
\] (11)

**Definition 3.** (See [23]). The error of the multi-agent systems (48) is said to be asymptotic synchronization if and only if for any initial conditions \( \mathcal{P}_i(\sigma) \) on \(-\tilde{n} \leq \sigma \leq 0\),

\[
\lim_{t \to -\infty} \left\| \mathcal{P}_i(t) \right\|^2 = \lim_{t \to -\infty} \left\| \mathcal{U}_i(t) - \mathcal{U}^* \right\|^2 = 0, \quad \forall i = 1, 2, \ldots, N.
\] (12)

**Assumption 1.** There exist constant matrix \( \mathcal{M} \in \mathbb{R}^{n \times n} \), such that for \( \forall \mathcal{U}, \mathcal{V} \in \mathcal{R} \), satisfying

\[
\left\| \tilde{h}(\mathcal{U}) - \tilde{h}(\mathcal{V}) \right\| \leq \| \mathcal{M} (\mathcal{U} - \mathcal{V}) \|.
\] (13)

**Remark 1.** The multi-agent systems (6) is more advanced than the existing works in the available studies [20, 21, 31]. In [20], Jia et al. derived a leader-following of nonlinear agents with the switching connective network and coupling delay, in [31], Li et al. addressed an impulsive coordination of nonlinear multi-agent systems with multiple leaders and stochastic disturbance, and in [21], Ni and Cheng discussed a leader-follower consensus of multi-agent systems under fixed and switching topologies. While modeling a multi-agent system, the existence of both discrete and distributed delay is unavoidable, and sometimes, it leads to a worse dynamical behavior. The authors in [26] considered mixed delay terms as a constant one. But in our proposed study, we consider the mixed delay as time-varying. Hence, this shows that the proposed model improves the other existing ones in the known source of literature.

### 3. Main Results

In the following section, we introduce the discrete and distributed time delays into the multi-agent systems and to check the system stability.

#### 3.1. Stability Criteria

In this subsection, we will show the asymptotic stability of the multi-agent systems.

In order to achieve the stability criteria, first, we shift the point of equilibrium for the considered multi-agent systems (1) to the origin. Then, the transformation is denoted by \( \tilde{\mathcal{P}}_i(t) = \mathcal{U}_i(t) - \mathcal{U}^* \).

Hence, the system can be modified as follows:
\[
\begin{aligned}
\dot{\mathcal{P}}_1(t) &= \mathcal{A}\mathcal{P}_1(t) + \mathcal{B}\bar{g}(\mathcal{P}_1(t)) + \mathcal{C}\bar{g}(\mathcal{P}_1(t-m(t)))+ \mathcal{D} \int_{t-m(t)}^t \bar{g}(\mathcal{P}_1(\sigma))d\sigma - \mathcal{L}\mathcal{P}_1(t), \\
\mathcal{P}_1(t) &= \mathcal{P}_1^0(t), \quad t \in [-\bar{\eta}, 0],
\end{aligned}
\]  

where \( g(\mathcal{P}_1(t)) = \bar{h}((\mathcal{U}_i(t) + \mathcal{U}_i^*) - \bar{h}(\mathcal{U}_i^*), \) where \( i = 1, 2, 3, \ldots, N \); \( \mathcal{P}_1(t) \in \mathbb{R}^n \) is the \( i \)th agent state; \( \bar{g}: \mathbb{R}^n \rightarrow \mathbb{R}^n \) describing the inherent dynamics of each agent.

The compact form of the above system is given as follows:

\[
\begin{aligned}
\dot{\mathcal{P}}(t) &= (-\mathcal{L} \otimes \mathcal{A})\mathcal{P}(t) + (\mathcal{A} \otimes \bar{\mathcal{B}})\bar{g}(\mathcal{P}(t)) \\
&+ (\mathcal{A} \otimes \mathcal{C})\bar{g}(\mathcal{P}(t-m(t))) \\
&+ (\mathcal{A} \otimes \mathcal{D}) \int_{t-m(t)}^t \bar{g}(\mathcal{P}(\sigma))d\sigma.
\end{aligned}
\]

\[ (15) \]

**Theorem 1.** The system (15) can be achieved asymptotically stable for given positive constants \( m_1, m_2, \rho, \) and \( \lambda \) if there exists positive scalars \( \omega \) and \( \omega \in \mathcal{H}_R \), where \( \mathcal{R} = 1, 2, \ldots, 11 \) and positive matrices \( \mathcal{Q} \in \mathbb{R}^{nxn} \), where \( \mathcal{R} = 1, 2, \ldots, 8 \), and any matrix \( \mathcal{A} \) is holding the following inequality:

\[
\begin{bmatrix}
\Pi_{11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & \Pi_{22} & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & \Pi_{33} & 0 & 0 & 0 & 0 & 0 \\
* & * & * & \Pi_{44} & 0 & 0 & 0 & 0 \\
* & * & * & * & \Pi_{55} & 0 & 0 & 0 \\
* & * & * & * & * & \Pi_{66} & 0 & 0 \\
* & * & * & * & * & * & \Pi_{77} & 0 \\
* & * & * & * & * & * & * & \Pi_{88} & 0 \\
* & * & * & * & * & * & * & * & \Pi_{99}
\end{bmatrix} < 0,
\]

where

\[
\begin{aligned}
\Pi_{11} &= -2(\mathcal{L} \otimes \mathcal{A}) + m_1(\mathcal{A} \otimes \mathcal{A}) + m_2(\mathcal{A} \otimes \mathcal{Q}_1) + (\mathcal{A} \otimes \mathcal{Q}_2) + (\mathcal{A} \otimes \mathcal{Q}_3) + (\mathcal{A} \otimes \mathcal{Q}_4) + (\mathcal{A} \otimes \mathcal{A}^T) + (\mathcal{A} \otimes \mathcal{M}^T\mathcal{M}) \\
&+ \omega_1(\mathcal{A} \otimes \mathcal{A})((\mathcal{A} \otimes \mathcal{Q}_1) + \omega_2(\mathcal{A} \otimes \mathcal{Q}_2) + \omega_3(\mathcal{A} \otimes \mathcal{Q}_3) + \omega_4(\mathcal{A} \otimes \mathcal{Q}_4) + (\mathcal{A} \otimes \mathcal{A}^T) \\
&- \omega_5(\mathcal{A} \otimes \mathcal{A})((\mathcal{A} \otimes \mathcal{Q}_1) + \omega_6(\mathcal{A} \otimes \mathcal{Q}_2) + \omega_7(\mathcal{A} \otimes \mathcal{Q}_3) + \omega_8(\mathcal{A} \otimes \mathcal{Q}_4) + (\mathcal{A} \otimes \mathcal{A}^T) \\
&- \omega_9(\mathcal{A} \otimes \mathcal{A})((\mathcal{A} \otimes \mathcal{Q}_1) + \omega_10(\mathcal{A} \otimes \mathcal{Q}_2) + \omega_11(\mathcal{A} \otimes \mathcal{Q}_3) + \omega_12(\mathcal{A} \otimes \mathcal{Q}_4) + (\mathcal{A} \otimes \mathcal{A}^T),
\end{aligned}
\]

\[
\begin{aligned}
\Pi_{22} &= -(1-\lambda)(\mathcal{A} \otimes \mathcal{Q}_1), \\
\Pi_{33} &= -m_1(\mathcal{A} \otimes \mathcal{A}) + (\mathcal{A} \otimes \mathcal{Q}_2), \\
\Pi_{44} &= -m_2(\mathcal{A} \otimes \mathcal{Q}_1) - (\mathcal{A} \otimes \mathcal{Q}_4), \\
\Pi_{55} &= -2\omega_1(\mathcal{A} \otimes \mathcal{A}) - \omega_9\omega^2(\mathcal{A} \otimes \mathcal{A}) + \omega_12(\mathcal{A} \otimes \mathcal{A}) + \omega_4^{-1} \\
&+ \omega_10\omega^2(\mathcal{A} \otimes \mathcal{A}) + \omega_11\omega^2(\mathcal{A} \otimes \mathcal{A}), \\
\Pi_{66} &= -1 + (\mathcal{A} \otimes \mathcal{Q}_5) + \omega^2(\mathcal{A} \otimes \mathcal{Q}_8) + \omega_1^{-1} - \omega_2^{-1} + \omega_9^{-1}, \\
\Pi_{77} &= -(1-\lambda)(\mathcal{A} \otimes \mathcal{Q}_5) + \omega_1^{-1} - \omega_2^{-1} + \omega_9^{-1}, \\
\Pi_{88} &= -(\mathcal{A} \otimes \mathcal{Q}_5), \\
\Pi_{99} &= -(\mathcal{A} \otimes \mathcal{Q}_5) + \omega_1^{-1} + \omega_9^{-1}.
\end{aligned}
\]

(17)
Proof. Construct the Lyapunov–Krasovskii function as

\[ V(t) = \sum_{i=1}^{\delta} V_i(t), \]

where

\[ V_1(t) = \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_1)\mathcal{P}(t), \]

\[ V_2(t) = m_1 \int_{t-m_1}^{t} \mathcal{P}^T(\sigma)(\mathcal{I} \otimes \mathcal{C}_2)\mathcal{P}(\sigma)d\sigma, \]

\[ V_3(t) = m_2 \int_{t-m_2}^{t} \mathcal{P}^T(\sigma)(\mathcal{I} \otimes \mathcal{C}_3)\mathcal{P}(\sigma)d\sigma, \]

\[ V_4(t) = \int_{t-m_1}^{t} \mathcal{P}^T(\sigma)(\mathcal{I} \otimes \mathcal{C}_2)\mathcal{P}(\sigma)d\sigma, \]

\[ V_5(t) = \int_{t-m_2}^{t} \mathcal{P}^T(\sigma)(\mathcal{I} \otimes \mathcal{C}_3)\mathcal{P}(\sigma)d\sigma, \]

\[ V_6(t) = \int_{t-m(t)}^{t} \mathcal{P}^T(\sigma)(\mathcal{I} \otimes \mathcal{C}_4)\mathcal{P}(\sigma)d\sigma, \]

\[ V_7(t) = \int_{t-m(t)}^{t} \mathcal{P}^T(\sigma)(\mathcal{I} \otimes \mathcal{C}_5)\mathcal{P}(\sigma)d\sigma, \]

\[ V_8(t) = \varrho \int_{t-\vartheta(t)}^{t} \int_{t-\vartheta(\sigma)}^{t} \mathcal{P}^T(\sigma)(\mathcal{I} \otimes \mathcal{C}_6)\mathcal{P}(\sigma)d\sigma d\theta. \]

The time derivative of (18) will then be

\[ \dot{V}_1(t) = 2 \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_1)\dot{\mathcal{P}}(t), \]

\[ \dot{V}_2(t) = 2 \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_2)[-(\mathcal{L} \otimes \mathcal{A})\mathcal{P}(t) + (\mathcal{I} \otimes \mathcal{A})\mathcal{P}(t)] + (\mathcal{I} \otimes \mathcal{B})\mathcal{g}(\mathcal{P}(t)) + (\mathcal{I} \otimes \mathcal{C})\mathcal{g}(\mathcal{P}(t-m(t))) \]

\[ + \mathcal{B}^T(\sigma)(\mathcal{I} \otimes \mathcal{A})\mathcal{P}(t-m(\sigma))d\sigma \]

\[ = 2 \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_2)\mathcal{P}(t) + 2 \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_3)\mathcal{P}(t) + 2 \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_4)\mathcal{P}(t-m(t)) \]

\[ + 2 \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_5) \int_{t-\vartheta(t)}^{t} \mathcal{P}(\sigma)d\sigma, \]

\[ \dot{V}_3(t) = m_1 \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_2)\mathcal{P}(t-m_1)(\mathcal{I} \otimes \mathcal{C}_2)\mathcal{P}(t-m_1), \]

\[ \dot{V}_4(t) = m_2 \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_3)\mathcal{P}(t-m_2)(\mathcal{I} \otimes \mathcal{C}_3)\mathcal{P}(t-m_2), \]

\[ \dot{V}_5(t) = \mathcal{P}^T(t-m_1)(\mathcal{I} \otimes \mathcal{C}_4)\mathcal{P}(t-m_1) - \mathcal{P}^T(t-m_2)(\mathcal{I} \otimes \mathcal{C}_4)\mathcal{P}(t-m_2), \]

\[ \dot{V}_6(t) = \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_6)\mathcal{P}(t) - (1-m(t))\mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_6)\mathcal{P}(t), \]

\[ \leq \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_6)\mathcal{P}(t) - (1-\lambda)\mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_6)\mathcal{P}(t), \]

\[ \dot{V}_7(t) = \mathcal{P}^T(t)(\mathcal{I} \otimes \mathcal{C}_7)\mathcal{P}(t) - \mathcal{P}^T(t-\vartheta(t))(\mathcal{I} \otimes \mathcal{C}_7)\mathcal{P}(t-\vartheta(t)), \]

\[ \dot{V}_8(t) = \varrho^2 \int_{t-\vartheta(t)}^{t} \int_{t-\vartheta(\sigma)}^{t} \mathcal{P}^T(\sigma)(\mathcal{I} \otimes \mathcal{C}_6)\mathcal{P}(\sigma)d\sigma d\theta. \]
One can get from Lemma 2,

\[ -\varrho \int_{t}^{T} \tilde{g}^T (P(\sigma))(I \otimes Q) \tilde{g} (P(\sigma)) d\sigma \leq - \left( \int_{t}^{T} \tilde{g} (P(\sigma)) d\sigma \right)^T (I \otimes Q) \left( \int_{t}^{T} \tilde{g} (P(\sigma)) d\sigma \right), \tag{27} \]

In view of Assumption 1, it can be seen that

\[ \bar{P}^T (t)(I \otimes M, M) \bar{P} (t) - \tilde{g}^T (P(t)) \tilde{g} (P(t)) \geq 0. \]

In addition, the following inequality applies

\[ 0 = 2[\bar{P} (t) - \omega \dot{P} (t)]^T (I \otimes \mathcal{H}) [\bar{P} (t) - \dot{P} (t)] \]
\[ = 2[\bar{P} (t) - \omega \dot{P} (t)]^T (I \otimes \mathcal{H}) [\bar{P} (t) + (I \otimes \mathcal{H}) \bar{P} (t) - (I \otimes \mathcal{H}) \tilde{g} (P(t)) \]
\[ - (I \otimes C) \tilde{g} (P(t - m(t))) - (I \otimes D) \int_{t}^{t} \tilde{g} (P(\sigma)) d\sigma \]
\[ = 2\bar{P}^T (t)(I \otimes \mathcal{H}) \bar{P} (t) - 2\bar{P}^T (t) (I \otimes \mathcal{H}) \bar{P} (t) - 2\bar{P}^T (t)(I \otimes \mathcal{H}) \tilde{g} (P(t)) \]
\[ - 2\bar{P}^T (t)(I \otimes \mathcal{H}) \bar{P} (t - m(t)) - 2\bar{P}^T (t)(I \otimes \mathcal{H}) \int_{t}^{t} \tilde{g} (P(\sigma)) d\sigma \]
\[ + 2\omega \bar{P}^T (t)(I \otimes \mathcal{H}) \tilde{g} (P(t - m(t))) + 2\omega \bar{P}^T (t)(I \otimes \mathcal{H}) \int_{t}^{t} \tilde{g} (P(\sigma)) d\sigma \]
\[ - 2\omega \bar{P}^T (t)(I \otimes \mathcal{H}) \bar{P} (t) + 2\omega \bar{P}^T (t)(I \otimes \mathcal{H}) \bar{P} (t) + 2\omega \bar{P}^T (t)(I \otimes \mathcal{H}) \tilde{g} (P(t)). \]

By using Lemma 1, we get

\[ 2\bar{P}^T (t)(I \otimes \mathcal{H}) \bar{P} (t) \leq \bar{\omega}_1 \bar{P}^T (t)(I \otimes \mathcal{H})(I \otimes \mathcal{H}) \bar{P} (t) + \bar{\omega}_1^{-1} \bar{g}^T (P(t)) \tilde{g} (P(t)), \tag{29} \]
\[ 2\bar{P}^T (t)(I \otimes \mathcal{H}) \bar{P} (t - m(t)) \leq \bar{\omega}_2 \bar{P}^T (t)(I \otimes \mathcal{H})(I \otimes \mathcal{H}) \bar{P} (t) + \bar{\omega}_2^{-1} \bar{g}^T (P(t - m(t))) \tilde{g} (P(t - m(t))), \tag{30} \]
\[ 2\bar{P}^T (t)(I \otimes \mathcal{H}) \int_{t}^{t} \tilde{g} (P(\sigma)) d\sigma \leq \bar{\omega}_3 \bar{P} (t)(I \otimes \mathcal{H})(I \otimes \mathcal{H}) \bar{P} (t) + \bar{\omega}_3^{-1} \left( \int_{t}^{t} \tilde{g} (P(\sigma)) d\sigma \right)^T, \tag{31} \]
\[ 2\bar{P}^T (t)(I \otimes \mathcal{H}) \bar{P} (t) \leq \bar{\omega}_4 \bar{P}^T (t)(I \otimes \mathcal{H})(I \otimes \mathcal{H}) \bar{P} (t) + \bar{\omega}_4^{-1} \bar{P}^T (t) \bar{P} (t), \tag{32} \]
\[ 2\bar{P}^T (t)(I \otimes \mathcal{H}) \bar{P} (t) \leq \bar{\omega}_5 \bar{P}^T (t)(I \otimes \mathcal{H})(I \otimes \mathcal{H}) \bar{P} (t) + \bar{\omega}_5^{-1} \bar{P}^T (t) \bar{P} (t), \tag{33} \]
\[ 2\bar{P}^T (t)(I \otimes \mathcal{H}) \bar{P} (t - m(t)) \leq \bar{\omega}_6 \bar{P}^T (t)(I \otimes \mathcal{H})(I \otimes \mathcal{H}) \bar{P} (t) + \bar{\omega}_6^{-1} \bar{P}^T (t - m(t)) \bar{P} (t - m(t))), \tag{34} \]
\[ 2\bar{P}^T (t)(I \otimes \mathcal{H}) \int_{t}^{t} \tilde{g} (P(\sigma)) d\sigma \leq \bar{\omega}_7 \bar{P} (t)(I \otimes \mathcal{H})(I \otimes \mathcal{H}) \bar{P} (t) + \bar{\omega}_7^{-1} \left( \int_{t}^{t} \tilde{g} (P(\sigma)) d\sigma \right)^T, \tag{35} \]
\[ 2\omega \bar{P}^T (t)(I \otimes \mathcal{H}) \bar{P} (t) \leq \bar{\omega}_8 \omega \bar{P}^T (t)(I \otimes \mathcal{H})(I \otimes \mathcal{H}) \bar{P} (t) + \bar{\omega}_8^{-1} \bar{P}^T (t) \bar{P} (t), \tag{36} \]
2\omega \tilde{P}^T(t) (I \otimes H) \tilde{g}(P(t)) &\leq \omega_1 \omega_3 \tilde{P}^T(t) (I \otimes H) (I \otimes H) \tilde{P}(t) + \omega_5 \tilde{g}^T(P(t)) \tilde{g}(P(t)), \\
2\omega \tilde{P}^T(t) (I \otimes H) \tilde{g}(P(t - m(t))) &\leq \omega_1 \omega_3 \tilde{P}^T(t) (I \otimes H) (I \otimes H) \tilde{P}(t) + \omega_5 \tilde{g}^T(P(t - m(t)) \tilde{g}(P(t - m(t))), \\
2\omega \tilde{P}^T(t) (I \otimes H) \int_{\omega}^{t} \tilde{g}(P(\omega)) d\sigma &\leq \omega_1 \omega_3 \tilde{P}^T(t) (I \otimes H) (I \otimes H) \tilde{P}(t) \\
&+ \omega_5 \left( \int_{\omega}^{t} \tilde{g}(P(\omega)) d\sigma \right)^T \left( \int_{\omega}^{t} \tilde{g}(P(\omega)) d\sigma \right).

Combining (19)–(39), we obtain

\begin{align*}
\dot{V}(t) &\leq \xi^T(t) \Delta \xi(t) \\
\xi^T(t) &= [P^T(t) P^T(t - m(t)) P^T(t - m_1) P^T(t - m_2) \tilde{P}^T(t - m_2) \tilde{P}(t) \tilde{g}^T(P(t)) \\
&+ \int_{\omega}^{t} \tilde{g}(P(\omega)) d\sigma].
\end{align*}

The following corollary has been designed ready for this system.

**Corollary 1.** The system (41) can be achieved asymptotically stable if there exists positive scalars $\omega_R$, where $R = 1, \ldots, 5$ and positive definite matrices $G_1 \in \mathbb{H}^{n\times n}$, and any matrix $H$ is holding the following inequality:

\[ -(L \otimes A) P(t) + (J \otimes B) \tilde{g}(P(t)).\]

As a consequence, Lyapunov stability theory analysis and based on the above argument, the equilibrium point of the multi-agent systems is asymptotically stable.

**Remark 2.** For consequence, in Theorem 1, the time delay-dependent asymptotic stability criteria for MASs (14) can be entrenched by utilizing the novel Lyapunov functions.

**Remark 3.** In system (15), if there is no discrete and distributed delay occurs (i.e., $m(t) = 0$, $\omega(t) = 0$), the multiagent systems will then be reduced to the next multi-agent systems.

\[ -2(L \otimes Q_1 A) - 2(J \otimes H A) + \omega_1 (J \otimes Q_1 B) (J \otimes Q_1 B)^T + (J \otimes M^T M) + \omega_2 (J \otimes H) (J \otimes H)^T \\
- \omega_3 (J \otimes H B) (J \otimes H B)^T + \omega_4, \]

\[ \omega_1 - \omega_3 + \omega_1 - 1 < 0, \]

\[ - 2\omega (J \otimes H) + \omega_2 - \omega_4 (L \otimes H A) (L \otimes H A)^T + \omega_5 (J \otimes H B) (J \otimes H B)^T < 0. \]

**Remark 4.** In system (15), if there is discrete delay but no distributed time-varying delay occurs (i.e., $m(t) \neq 0$, $\omega(t) = 0$), the multiagent system would then be transformed into the following multiagent system.

\[ \dot{P}(t) = -(L \otimes A) P(t) + (J \otimes B) \tilde{g}(P(t)) \\
+ (J \otimes C) \tilde{g}(P(t - m(t))). \]

The following corollary has designed readily for the above system.

**Corollary 2.** The system (43) can be achieved asymptotically stable for given positive constants $m_1$, $m_2$, and $\lambda$ if there exists positive scalars $\omega$ and $\omega_R$, where $R = 1, \ldots, 6$, and any matrix $H$ is holding the following inequality:
goals. For this case, few controllers have to be designed, and in the system and coordinate all those agents to achieve their stability criteria, then assign anyone of the agents as a leader controller into the system self to achieve the required criteria without designing any multiagent system should integrate the job within themselves if all the agents in a leaderless multiagent system fail to fulfill the stability criteria, this can be obtained by using the synchronization analysis in the following section.

### 4. Synchronization Criteria

In this section, we will investigate the synchronization criteria for mixed time delays with leader and controller of the follower problem for the nonlinear MASs.

Now, we consider the leader system. The corresponding follower system is given by

\[\begin{align*}
\dot{u}_0(t) &= A u_0(t) + B h(u_0(t)) + \int_{t-m(t)}^{t} \bar{h}(u_0(\sigma)) d\sigma \\
\mathcal{U}_0(0) &= u_0^0(t),
\end{align*}\]

where \(u_0(t) \in \mathbb{R}^n\) is the state of the leader agent; \(h: \mathbb{R}^n \to \mathbb{R}^n\) describes the intrinsic dynamics of each and every agent.

\[\begin{align*}
\dot{u}_i(t) &= A u_i(t) + B h(u_i(t)) + \int_{t-m(t)}^{t} \bar{h}(u_i(\sigma)) d\sigma + \mathcal{X}_i(t), \\
u_i(t) &= \mathcal{U}_i^0(t), & t \in [-\bar{\tau}, 0],
\end{align*}\]

### Remark 5

From the above section, one can ensure that the system stability is attained, if all the agents in a leaderless multiagent system should integrate the job within themselves to achieve the required criteria without designing any controllers into the system.

If the leaderless multiagent system fails to fulfill the stability criteria, then assign any one of the agents as a leader in the system and coordinate all those agents to achieve their goals. For this case, few controllers have to be designed, and
where \( i = 1, 2, 3, \ldots, N; U_i(t) \in \mathcal{R}^n \) is the \( i \)th agent state; 
\( \bar{h}: \mathcal{R}^m \rightarrow \mathcal{R}^m \) describes the intrinsic dynamics of each agent. Let \( A, B, C, \) and \( D \) are the matrices of \( \mathcal{R}^{mn} \). \( m(t) \) is the discrete delay, and \( \varrho (t) \) is the distributed delay that satisfies \( 0 \leq m_1 \leq m(t) \leq m_2, m(t) \leq \lambda, 0 < \varrho (t) \leq \varrho \), where \( m_1, m_2, \lambda, \) and \( \varrho \) are the constants, and \( \bar{\eta} = \max \{ m_1, m_2, \varrho \} \).

Let \( \delta_i(t) = U_i(t) - U_o(t) \).

Then, \( \delta_i(t) = U_i(t) - U_o(t) \). The synchronization error system is given by

\[
\begin{align*}
\dot{\delta}_i(t) &= A \delta_i(t) + \bar{g}(\delta_i(t)) + C \bar{g}(\delta_i(t-m(t))) + D \int_{t-\varrho(t)}^{t} \bar{g}(\delta_i(\sigma))d\sigma + \mathcal{H}_i(t), \\
\delta_i(t) &= U^0_i(t) - U^0_o(t), \quad t \in [-\bar{\eta}, 0],
\end{align*}
\]

where \( i = 1, 2, 3, \ldots, N; \delta_i(t) \in \mathcal{R}^n \) is the \( i \)th agent state; 
\( \bar{g}: \mathcal{R}^m \rightarrow \mathcal{R}^m \) describes the intrinsic dynamics of each agent; \( \mathcal{H}_i(t) \in \mathcal{R}^m \) is the controller. Let \( A, B, C, \) and \( D \) are the constant matrices of \( \mathcal{R}^{mn} \), \( m(t) \) is the discrete time-varying delay, and \( \varrho (t) \) is the distributed delay that satisfies \( 0 \leq m_1 \leq m(t) \leq m_2, m(t) \leq \lambda, 0 < \varrho (t) \leq \varrho \), where \( m_1, m_2, \lambda, \) and \( \varrho \) are the constants, and \( \bar{\eta} = \max \{ m_1, m_2, \varrho \} \), where \( \bar{g}(\delta(t)) = \bar{h}(U_i(t)) - \bar{h}(U_o(t)) \). Now, the controller can be designed to be of the following form:

\[
\mathcal{H}_i(t) = J \sum_{k=1}^{N} a_{ik} (U_k(t) - U_i(t)),
\]

\[
\mathcal{H}_i(t) = -J \sum_{k=1}^{N} I_{ik} (S_k(t)).
\]

where \( S(t) = [S_1, S_2, \ldots, S_N]^T \) denotes the error vector.

**Theorem 2.** The leader-follower system (51) can be achieved asymptotically synchronized for given positive constants \( m_1, m_2, \)

\[
\varrho, \quad \lambda \quad \text{if there exists positive scalars} \quad \omega \quad \text{and} \quad \varrho_{R}, \quad \text{where} \quad \mathcal{R} = 1, \ldots, 12 \quad \text{and positive matrices} \quad \varrho_{R} \in \mathcal{R}^{12 \times 12}, \quad \text{where} \quad \mathcal{R} = 1, \ldots, 8, \quad \text{and any matrix} \quad \mathcal{H} \quad \text{is holding the following inequality:}
\]

\[
\begin{bmatrix}
\bar{\Omega}_{11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & \bar{\Omega}_{22} & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & \bar{\Omega}_{33} & 0 & 0 & 0 & 0 & 0 \\
* & * & * & \bar{\Omega}_{44} & 0 & 0 & 0 & 0 \\
* & * & * & * & \bar{\Omega}_{55} & 0 & 0 & 0 \\
* & * & * & * & * & \bar{\Omega}_{66} & 0 & 0 \\
* & * & * & * & * & * & \bar{\Omega}_{77} & 0 \\
* & * & * & * & * & * & * & \bar{\Omega}_{88} \\
* & * & * & * & * & * & * & \bar{\Omega}_{99}
\end{bmatrix} < 0,
\]

where \( \bar{\Omega}_{11} = \begin{bmatrix}
\bar{\Omega}_{11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \bar{\Omega}_{22} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \bar{\Omega}_{33} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \bar{\Omega}_{44} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \bar{\Omega}_{55} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \bar{\Omega}_{66} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \bar{\Omega}_{77} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\Omega}_{88} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\Omega}_{99}
\end{bmatrix} \)

Or equivalently,

\[
\mathcal{H}(t) = -(I \otimes J)(S(t)).
\]
where

\[
\begin{align*}
\Omega_{11} &= 2(\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{A}) + m_1 (\mathcal{I} \otimes \mathcal{Q}_2) + m_2 (\mathcal{I} \otimes \mathcal{Q}_3) + (\mathcal{I} \otimes \mathcal{Q}_6) + (\mathcal{I} \otimes \mathcal{M}^T \mathcal{M}) \\
&\quad + \bar{\omega}_1 (\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{B})(\mathcal{I} \otimes \mathcal{Q}_2 \mathcal{B})^T + \bar{\omega}_2 (\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{C})(\mathcal{I} \otimes \mathcal{Q}_2 \mathcal{C})^T + \bar{\omega}_3 (\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{D})(\mathcal{I} \otimes \mathcal{Q}_2 \mathcal{D})^T \\
&\quad + \bar{\omega}_4 (\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{M})(\mathcal{I} \otimes \mathcal{Q}_2 \mathcal{M})^T - \bar{\omega}_5 (\mathcal{I} \otimes \mathcal{Q}_3 \mathcal{B})(\mathcal{I} \otimes \mathcal{Q}_4 \mathcal{B})^T - \bar{\omega}_6 (\mathcal{I} \otimes \mathcal{Q}_3 \mathcal{C})(\mathcal{I} \otimes \mathcal{Q}_4 \mathcal{C})^T \\
&\quad - \bar{\omega}_7 (\mathcal{I} \otimes \mathcal{Q}_3 \mathcal{D})(\mathcal{I} \otimes \mathcal{Q}_4 \mathcal{D})^T + \bar{\omega}_8^{-1} - 2(\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{F}) + 2(\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{F}) - 2(\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{F}) - \bar{\omega}_9^{-1}, \\
\Omega_{22} &= -(1 - \lambda)(\mathcal{I} \otimes \mathcal{Q}_6), \\
\Omega_{33} &= -m_1 (\mathcal{I} \otimes \mathcal{Q}_2) + (\mathcal{I} \otimes \mathcal{Q}_4), \\
\Omega_{44} &= -m_2 (\mathcal{I} \otimes \mathcal{Q}_3) - (\mathcal{I} \otimes \mathcal{Q}_4), \\
\Omega_{55} &= -2(\mathcal{I} \otimes \mathcal{Q}_2) + \bar{\omega}_3 \omega^2 (\mathcal{I} \otimes \mathcal{Q}_3 \mathcal{B})(\mathcal{I} \otimes \mathcal{Q}_4 \mathcal{F})^T + \omega_4 \omega^2 (\mathcal{I} \otimes \mathcal{Q}_3 \mathcal{C})(\mathcal{I} \otimes \mathcal{Q}_4 \mathcal{F})^T + \omega_4^{-1} \\
&\quad + \omega_5 \omega^2 (\mathcal{I} \otimes \mathcal{Q}_3 \mathcal{E})(\mathcal{I} \otimes \mathcal{Q}_4 \mathcal{E})^T + \omega_4 \omega^2 (\mathcal{I} \otimes \mathcal{Q}_3 \mathcal{D})(\mathcal{I} \otimes \mathcal{Q}_4 \mathcal{D})^T - \omega_1 \omega^2 (\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{F})(\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{F})^T, \\
\Omega_{66} &= 1 + (\mathcal{I} \otimes \mathcal{Q}_3) + \bar{\omega}_6 \omega^2 (\mathcal{I} \otimes \mathcal{Q}_3 \mathcal{F})(\mathcal{I} \otimes \mathcal{Q}_4 \mathcal{F})^T + \omega_1 \omega^2 (\mathcal{I} \otimes \mathcal{Q}_3 \mathcal{D})(\mathcal{I} \otimes \mathcal{Q}_4 \mathcal{D})^T - \omega_2 \omega^2 (\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{F})(\mathcal{I} \otimes \mathcal{Q}_1 \mathcal{F})^T, \\
\Omega_{77} &= -(1 - \lambda)(\mathcal{I} \otimes \mathcal{Q}_6) + \bar{\omega}_1^{-1} - \bar{\omega}_2^{-1} + \bar{\omega}_3^{-1}, \\
\Omega_{88} &= -(\mathcal{I} \otimes \mathcal{Q}_4), \\
\Omega_{99} &= -(\mathcal{I} \otimes \mathcal{Q}_8) + \bar{\omega}_1^{-1} + \bar{\omega}_2^{-1} - \bar{\omega}_4^{-1}.
\end{align*}
\]

**Proof.** Construct the following function of Lyapunov–Krasovskii candidate:

\[
\begin{align*}
\mathcal{V}(t) &= \sum_{i=1}^{8} \mathcal{V}_i(t), \\
\mathcal{V}_1(t) &= \mathcal{S}^T(t)(\mathcal{I} \otimes \mathcal{Q}_1)\mathcal{S}(t), \\
\mathcal{V}_2(t) &= m_1 \int_{t-m_1}^{t} \mathcal{S}^T(\sigma)(\mathcal{I} \otimes \mathcal{Q}_2)\mathcal{S}(\sigma) d\sigma, \\
\mathcal{V}_3(t) &= m_2 \int_{t-m_2}^{t} \mathcal{P}^T(\sigma)(\mathcal{I} \otimes \mathcal{Q}_3)\mathcal{S}(\sigma) d\sigma, \\
\mathcal{V}_4(t) &= \mathcal{I} \otimes \mathcal{Q}_4 \mathcal{S}(\sigma), \\
\mathcal{V}_5(t) &= \mathcal{I} \otimes \mathcal{Q}_5 \mathcal{S}(\sigma), \\
\mathcal{V}_6(t) &= \mathcal{I} \otimes \mathcal{Q}_6 \mathcal{S}(\sigma), \\
\mathcal{V}_7(t) &= \mathcal{I} \otimes \mathcal{Q}_7 \mathcal{S}(\sigma), \\
\mathcal{V}_8(t) &= \mathcal{I} \otimes \mathcal{Q}_8 \mathcal{S}(\sigma),
\end{align*}
\]
The time derivative of (54) will then be

$$
\dot{Y}_1(t) = 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \dot{\delta}(t)
$$

$$
\dot{Y}_1(t) = 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \{ (\mathcal{J} \otimes \mathcal{Q}) \delta(t) + (\mathcal{J} \otimes \mathcal{Q}) \bar{g}(\delta(t))
+ (\mathcal{J} \otimes \mathcal{Q}) \bar{g}(\delta(t-m(t))) + (\mathcal{J} \otimes \mathcal{Q}) \hat{g}(\delta(t)) \int_{t-q(t)}^t \bar{g}(\delta(\sigma))d\sigma - (\mathcal{J} \otimes \mathcal{Q}) \delta(t) \}
$$

$$
= 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) + 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \bar{g}(\delta(t)) + 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \bar{g}(\delta(t-m(t)))
+ 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \int_{t-q(t)}^t \bar{g}(\delta(\sigma))d\sigma + 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t),
$$

(55)

$$
\dot{Y}_2(t) = m_1\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_2) \delta(t) - m_1\delta^T(t-m_1) (\mathcal{J} \otimes \mathcal{Q}_2) \delta(t-m_1),
$$

(56)

$$
\dot{Y}_3(t) = m_2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_3) \delta(t) - m_2\delta^T(t-m_2) (\mathcal{J} \otimes \mathcal{Q}_3) \delta(t-m_2),
$$

(57)

$$
\dot{Y}_4(t) = \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) - \delta^T(t-m_1) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t-m_1) - \delta^T(t-m_2) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t-m_2),
$$

(58)

$$
\dot{Y}_5(t) = \bar{g}^T(\delta(t)) (\mathcal{J} \otimes \mathcal{Q}_1) \bar{g}(\delta(t)) - (1 - \lambda) \bar{g}^T(\delta(t)) (\mathcal{J} \otimes \mathcal{Q}_1) \bar{g}(\delta(t))
\leq \bar{g}^T(\delta(t)) (\mathcal{J} \otimes \mathcal{Q}_1) \bar{g}(\delta(t)) - (1 - \lambda) \bar{g}^T(\delta(t)) (\mathcal{J} \otimes \mathcal{Q}_1) \bar{g}(\delta(t)),
$$

(59)

$$
\dot{Y}_6(t) = \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_3) \delta(t) - (1 - \lambda) \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_3) \delta(t)
\leq \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_3) \delta(t) - (1 - \lambda) \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_3) \delta(t),
$$

(60)

$$
\dot{Y}_7(t) = \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) - \delta^T(t-q(t)) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t-q(t)),
$$

(61)

$$
\dot{Y}_8(t) = \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_3) \delta(t) - \delta^T(t-q(t)) (\mathcal{J} \otimes \mathcal{Q}_3) \delta(t-q(t)),
$$

(62)

By using Lemma 2, we have

$$
- \mathcal{Q} \int_{t=q(t)}^t \bar{g}^T(\delta(\sigma))(\mathcal{J} \otimes \mathcal{Q}_3) \bar{g}(\delta(\sigma))d\sigma
\leq - \left( \int_{t=q(t)}^t \bar{g}^T(\delta(\sigma))d\sigma \right) (\mathcal{J} \otimes \mathcal{Q}_3) \left( \int_{t-q(t)}^t \bar{g}(\delta(\sigma))d\sigma \right).
$$

(63)

In view of Assumption 1, it can be seen that

$$
\delta^T(t)(\mathcal{J} \otimes \mathcal{Q}_3) \delta(t) - \bar{g}^T(\delta(t)) \bar{g}(\delta(t)) \geq 0.
$$

In addition, the following inequality applies

$$
0 = 2(\delta(t) - \omega \delta(t)) \mathcal{J} (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) - \bar{g}(\delta(t) - \bar{g}(\delta(t))
$$

$$
= 2(\delta(t) - \omega \delta(t)) \mathcal{J} (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) - (\mathcal{J} \otimes \mathcal{Q}) \delta(t) - (\mathcal{J} \otimes \mathcal{Q}) \delta(t) - (\mathcal{J} \otimes \mathcal{Q}) \bar{g}(\delta(t))
$$

$$
- (\mathcal{J} \otimes \mathcal{Q}) \bar{g}(\delta(t-m(t))) - (\mathcal{J} \otimes \mathcal{Q}) \hat{g}(\delta(t)) \int_{t-q(t)}^t \bar{g}(\delta(\sigma))d\sigma - (\mathcal{J} \otimes \mathcal{Q}) \delta(t) \}
$$

$$
= 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) - 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) - 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \bar{g}(\delta(t))
$$

$$
- 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \bar{g}(\delta(t-m(t))) - 2\delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \bar{g}(\delta(t))
$$

$$
- 2\omega \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) + 2\omega \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) + 2\omega \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t)
$$

$$
+ 2\omega \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) + 2\omega \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t)
$$

$$
+ 2\omega \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t) + 2\omega \delta^T(t) (\mathcal{J} \otimes \mathcal{Q}_1) \delta(t).
$$

(65)
In view of Lemma 1, we can get

\[
2\delta^T(t)(\mathcal{I} \otimes \mathcal{C}_1 \mathcal{B}) \mathcal{g}(\delta(t)) \leq \omega_1 \delta^T(t)(\mathcal{I} \otimes \mathcal{C}_1 \mathcal{B})(\mathcal{I} \otimes \mathcal{C}_1 \mathcal{B})^T \delta(t) + \omega_1^{-1} \mathcal{g}^T(\delta(t)) \mathcal{g}(\delta(t)),
\]

\[
2\delta^T(t)(\mathcal{I} \otimes \mathcal{C}_1 \mathcal{C}) \mathcal{g}(\delta(t - m(t))) \leq \omega_2 \delta^T(t)(\mathcal{I} \otimes \mathcal{C}_1 \mathcal{C})(\mathcal{I} \otimes \mathcal{C}_1 \mathcal{C})^T \delta(t) + \omega_2^{-1} \mathcal{g}^T(\delta(t - m(t))) \mathcal{g}(\delta(t - m(t))),
\]

\[
2\delta^T(t)(\mathcal{I} \otimes \mathcal{C}_1 \mathcal{D}) \int_{\varrho(t)}^{t} \mathcal{g}(\delta(\sigma)) d\sigma \leq \omega_3 \delta^T(t)(\mathcal{I} \otimes \mathcal{C}_1 \mathcal{D})(\mathcal{I} \otimes \mathcal{C}_1 \mathcal{D})^T \delta(t) + \omega_3^{-1} \left(\int_{\varrho(t)}^{t} \mathcal{g}(\delta(\sigma)) d\sigma\right)^T \left(\int_{\varrho(t)}^{t} \mathcal{g}(\delta(\sigma)) d\sigma\right),
\]

\[
2\omega_4 \delta^T(t)(\mathcal{I} \otimes \mathcal{H}) \delta(t) \leq \omega_4 \mathcal{g}^T(t)(\mathcal{I} \otimes \mathcal{H})(\mathcal{I} \otimes \mathcal{H})^T \delta(t) + \omega_4^{-1} \mathcal{g}^T(t) \mathcal{g}(\delta(t)),
\]

\[
2\delta^T(t)(\mathcal{I} \otimes \mathcal{H}) \mathcal{g}(\delta(t - m(t))) \leq \omega_5 \delta^T(t)(\mathcal{I} \otimes \mathcal{H})(\mathcal{I} \otimes \mathcal{H})^T \delta(t) + \omega_5^{-1} \mathcal{g}^T(t) \mathcal{g}(\delta(t - m(t))),
\]

\[
2\omega_6 \delta^T(t)(\mathcal{I} \otimes \mathcal{H}) \int_{\varrho(t)}^{t} \mathcal{g}(\delta(\sigma)) d\sigma \leq \omega_6 \mathcal{g}^T(t)(\mathcal{I} \otimes \mathcal{H})(\mathcal{I} \otimes \mathcal{H})^T \delta(t) + \omega_6^{-1} \left(\int_{\varrho(t)}^{t} \mathcal{g}(\delta(\sigma)) d\sigma\right)^T \left(\int_{\varrho(t)}^{t} \mathcal{g}(\delta(\sigma)) d\sigma\right),
\]

\[
2\omega_7 \delta^T(t)(\mathcal{I} \otimes \mathcal{H}) \delta(t) \leq \omega_7 \mathcal{g}^T(t)(\mathcal{I} \otimes \mathcal{H})(\mathcal{I} \otimes \mathcal{H})^T \delta(t) + \omega_7^{-1} \mathcal{g}^T(t) \mathcal{g}(\delta(t)).
\]

Combined with (55)–(77), we obtain

\[
\dot{\mathcal{V}}(t) \leq \xi^T(t) \mathcal{E} \xi(t)
\]

where,

\[
\xi^T(t) = [ 2 \delta^T(t) \delta(t - m(t)) \delta^T(t - m_1) \delta^T(t - m_2) \mathcal{g}^T(\delta(t)) ]
\]

\[
g^T(t) \delta(t - m(t)) \delta^T(t - m(t)) \int_{\varrho(t)}^{t} g^T(\delta(\sigma)) d\sigma.
\]

As a consequence, Lyapunov stability theory analysis and based on the above argument, the leader and follower multi-agent systems is asymptotical synchronization. □

Remark 6. In system (51), if there is no discrete and distributed delay occurs (i.e., \(m(t) = 0, \varrho(t) = 0\)), the multi-agent systems will then be reduced to the following multi-agent systems.
\[
\dot{S}(t) = (I \otimes \mathcal{A}) \dot{S}(t) + (I \otimes \mathcal{B}) \tilde{y}(\dot{S}(t)) - (L \otimes \mathcal{J}) \dot{S}(t),
\]

(79)

Then, the following corollary is readily obtained for the abovementioned system.

**Remark 7.** It is the first time that MASs stability and synchronization criterion have been investigated. In this analysis, multiagent systems with nonlinear discrete time-varying delays and distributed delays are taken into account, and the results are very complicated and not easy to measure. The main achievement of this work is the generalization and resolution of this problem. Therefore, our proposed model is wider and more advanced.

**Remark 8.** In system (39), if there is discrete but no distributed delay occurs (i.e., \( m(t) = 0, \varrho(t) = 0 \)), the multiagent system will then be reduced as

\[
\Delta = \begin{bmatrix}
\bar{\Omega}_{11} & 0 & 0 & 0 & 0 & 0 \\
* & \bar{\Omega}_{22} & 0 & 0 & 0 & 0 \\
* & * & \bar{\Omega}_{33} & 0 & 0 & 0 \\
* & * & * & \bar{\Omega}_{44} & 0 & 0 \\
* & * & * & * & \bar{\Omega}_{55} & 0 \\
* & * & * & * & * & \bar{\Omega}_{66} \\
* & * & * & * & * & * & \bar{\Omega}_{77}
\end{bmatrix} < 0,
\]

where,

\[
\bar{\Omega}_{11} = 2(I \otimes \mathcal{C}_1) + m_1 (I \otimes \mathcal{C}_2) + m_2 (I \otimes \mathcal{C}_3) + (I \otimes \mathcal{C}_4) + (I \otimes \mathcal{H})^T M + \omega_1 (I \otimes \mathcal{C}_1) \\
\times (I \otimes \mathcal{C}_1)^T + \omega_2 (I \otimes \mathcal{C}_2) (I \otimes \mathcal{C}_2)^T + \omega_3 (I \otimes \mathcal{H}) (I \otimes \mathcal{H})^T - \omega_4 (I \otimes \mathcal{H}) (I \otimes \mathcal{H})^T \\
- \omega_5 (I \otimes \mathcal{H}) (I \otimes \mathcal{H})^T + \omega_6 - 2(I \otimes \mathcal{H}) + 2(L \otimes \mathcal{C}_1) - 2(L \otimes \mathcal{H}) - \omega_7^{-1}.
\]

**Corollary 3.** The leader-follower system (79) can be achieved asymptotically synchronized if there exists positive scalars \( \omega \) and \( \bar{\Omega}_{77} \), where \( \mathcal{R} = 1, 2, \ldots, 9 \) and positive definite matrices \( \mathcal{C}_1 \in \mathbb{H}^{n \times n} \), and any matrix \( \mathcal{H} \) is holding the following inequality:

\[
\dot{S}(t) = (I \otimes \mathcal{A}) \dot{S}(t) + (I \otimes \mathcal{B}) \tilde{y}(\dot{S}(t)) \\
+ (I \otimes \mathcal{C}) \tilde{y}(\dot{S}(t - m(t))) - (L \otimes \mathcal{J}) \dot{S}(t).
\]

The following corollary has been designed in order to verify the stability and synchronization for the abovementioned system.

**Corollary 4.** The leader-follower system (81) can be achieved asymptotically synchronized for given positive constants \( m_1, m_2, \) and \( \lambda \) if there exists positive scalars \( \omega \) and \( \bar{\Omega}_{77} \), where \( \mathcal{R} = 1, 2, \ldots, 9 \) and positive definite matrices \( \mathcal{C}_1 \in \mathbb{H}^{n \times n} \), where \( \mathcal{R} = 1, \ldots, 6 \), and any matrix \( \mathcal{H} \) is holding the following inequality:
Remark 9. In [26], the authors addressed the distributed delay, which was a constant value for \( m = 1 \). However in this study, we have taken the distributed time delays of nonlinear multi-agent systems into account and studied the dynamic behaviors. Hence, the constructed multiagent system (5) is more advanced than the current works available in the literature [26]. In the sense of creativity, therefore, our research work is distinct from the previous ones.

Remark 10. In order to portray how to design the control gains to achieve the asymptotic synchronization goal for the considered nonlinear MASs, we take Theorem 2 as an example to design with the following steps (Algorithm 1)

5. Numerical Example

Examples of the simulation are provided in this section to highlight the validity of our findings concerning the nonlinear multi-agentsystems (MASs).

Example 1. Consider the MASs consisting of five followers.

\[
\dot{\mathcal{P}}_i(t) = \mathcal{A}\mathcal{P}_i(t) + \mathcal{B}\tilde{g}\left(\mathcal{P}_i(t)\right) + \mathcal{C}	ilde{g}\left(\mathcal{P}_i(t) - m(t)\right)
+ \mathcal{D} \int_{t-q(t)}^{t} \tilde{g}(\mathcal{P}_i(\sigma))d\sigma - \mathcal{K}\mathcal{P}_i(t) 
\]

(83)

It is assumed that the nonlinear function is taken as

\[
\tilde{g}\left(\mathcal{P}_i(t)\right) = 0.5 \tan(\mathcal{P}_i(t)), \quad m(t) = 1.2 \sin(t) + 0.1, \quad m_1 = 0.1, m_2 = 1.3, \quad \lambda = 1.2, \quad q(t) = 2.2 \sin(t) + 0.1, \quad \text{and} \quad \varphi = 2.2
\]

The system matrices are given as follows:

\[
\mathcal{A} = \begin{bmatrix}
0.87 & 2.47399 \\
1.51 & 4.7
\end{bmatrix},
\]

\[
\mathcal{B} = \begin{bmatrix}
1.42 & 2.53 \\
1.41 & 4.52
\end{bmatrix},
\]

\[
\mathcal{C} = \begin{bmatrix}
2.71 & 1.62 \\
1.48 & 6.32
\end{bmatrix},
\]

\[
\mathcal{D} = \begin{bmatrix}
2.23 & 3.19 \\
6.22 & 5.57
\end{bmatrix}
\]

(84)

Let us select \( \sigma_1 = 0.4, \quad \sigma_2 = 0.5, \quad \sigma_3 = 0.9, \quad \sigma_4 = 0.5, \quad \sigma_5 = 0.4, \quad \sigma_6 = 0.1, \quad \sigma_7 = 0.2, \quad \sigma_8 = 0.1, \quad \sigma_9 = 0.5, \quad \sigma_{10} = 0.5, \quad \sigma_{11} = 0.2, \quad \text{and} \quad \omega = 0.5 \). With the support of MATLAB LMI control toolbox, using these values to solving LMI (16) in Theorem 2, a feasible solution is given by

\[
\mathcal{L}_1 = \begin{bmatrix}
2.1295 & 3.4059 \\
3.4059 & 7.0172
\end{bmatrix},
\]

\[
\mathcal{L}_2 = \begin{bmatrix}
1.2401 & 0.0213 \\
0.0213 & 0.0102
\end{bmatrix},
\]

\[
\mathcal{L}_3 = \begin{bmatrix}
0.7132 & 0.6265 \\
0.6265 & 0.1835
\end{bmatrix},
\]

\[
\mathcal{L}_4 = \begin{bmatrix}
2.6784 & 0.3216 \\
0.3216 & 1.7563
\end{bmatrix},
\]

\[
\mathcal{L}_5 = \begin{bmatrix}
11.2743 & 0.1059 \\
0.1059 & 9.3452
\end{bmatrix},
\]

\[
\mathcal{L}_6 = \begin{bmatrix}
7.8473 & 6.9345 \\
6.9345 & 4.9624
\end{bmatrix},
\]

\[
\mathcal{L}_7 = \begin{bmatrix}
14.9127 & 0.2353 \\
0.2353 & 11.7654
\end{bmatrix},
\]

\[
\mathcal{L}_8 = \begin{bmatrix}
3.8462 & 0.3126 \\
0.3126 & 3.2346
\end{bmatrix},
\]

\[
\mathcal{L}_9 = \begin{bmatrix}
0.0500 & 7.9999 \\
7.9999 & 0.0000
\end{bmatrix}
\]

(85)

In this case, an agent’s initial conditions are selected as

\[
\mathcal{P}_1(0) = [0.23, -0.16]^T, \quad \mathcal{P}_2(0) = [0.2, -0.2]^T, \quad \mathcal{P}_3(0) = [0.14, -0.12]^T, \quad \mathcal{P}_4(0) = [0.1, 0.4]^T, \quad \text{and} \quad \mathcal{P}_5(0) = [0.18, 0.24]^T.
\]

The agent’s equilibrium point is plotted in Figure 1. Then, the stability of the multiagent system is shown in Figure 2. It can be shown that all followers will enter the region around the leaderless asymptotically, confirming the validity of Theorem 2.

Example 2. Consider the leader system (40) and controller of the follower system (47) as follows.

\[
\dot{\mathcal{S}}_i(t) = \mathcal{A}\mathcal{S}_i(t) + \mathcal{B}\tilde{g}(\mathcal{S}_i(t)) + \mathcal{C}\tilde{g}(\mathcal{S}_i(t) - m(t))
+ \mathcal{D} \int_{t-q(t)}^{t} \tilde{g}(\mathcal{S}_i(\sigma))d\sigma + \mathcal{H}_i(t).
\]

(86)

It is assumed that the nonlinear function is taken as

\[
\tilde{g}(\mathcal{S}_i(t)) = 0.5 \tan(\mathcal{S}_i(t)), \quad m(t) = 1.8 \sin(t) + 0.2, \quad m_1 = 0.2, m_2 = 2.0, \lambda = 1.8, \quad \varphi = 1.4 \sin(t) + 0.1, \quad \text{and} \quad \varphi = 1.4.
\]

The system matrices are
Algorithm

Step 1. Initialize the system parameters \( \alpha, \beta, \gamma, \) and \( \delta \) and some positive constants \( m_1, m_2, \varrho, \) and \( \lambda \)

Step 2. Select an appropriate matrix \( \mathcal{M} \) according to Assumption 1

Step 3. Choose the control gain matrix \( \mathcal{J} \)

Step 4. There exists positive scalars \( \omega, \omega_R, (\mathcal{R} = 1, \ldots, 12) \) symmetric matrices \( \mathcal{G}_R, (\mathcal{R} = 1, \ldots, 8) > 0, \) any matrix \( \mathcal{H}, \) and LMI (52) hold.

If success, the procedure further moves to next step

Otherwise, the procedure turns back to adjust the system parameters and control gain matrix in Step 1 and Step 3

Step 5. Based on the proper control gain matrix, we design a linear feedback control

**Algorithm 1:** Algorithm to design the linear feedback control.

**Figure 1:** Communication of MASs without leader.

**Figure 2:** The stability of MASs in Theorem 2.

\[ A = \begin{bmatrix} 3.12 & 0.1671 \\ 0.01 & 2.00 \end{bmatrix}, \]
\[ B = \begin{bmatrix} 2.42 & 0.23 \\ 0.53 & 3.52 \end{bmatrix}, \]
\[ C = \begin{bmatrix} 3.71 & 3.21 \\ 1.43 & 1.32 \end{bmatrix}, \]
\[ D = \begin{bmatrix} 2.23 & 3.43 \\ 1.54 & 5.57 \end{bmatrix}. \]

The Laplacian matrix \( \mathcal{L} \) and the corresponding control gain matrix \( \mathcal{J} \) shall be calculated as

**Table 1:** Comparison table of lower and upper bounds of Theorem 1.

|   | \( m_1 \) | \( m_2 \) | \( \lambda \) | \( \varrho \) | Solution |
|---|---|---|---|---|---|
| 1 | 0.2 | 1.8 | 1.8 | 1.4 | Feasible |
| 2 | 0.2 | 2.0 | 1.8 | 1.4 | Feasible |
| 3 | 0.2 | 2.5 | 1.8 | 1.4 | Infeasible |

Let us select \( \omega_1 = 0.08, \omega_2 = 0.06, \omega_3 = 0.04, \omega_4 = 0.07, \omega_5 = 0.03, \omega_6 = 0.12, \omega_7 = 0.05, \omega_8 = 0.03, \omega_9 = 0.02, \omega_{10} = 0.06, \omega_{11} = 0.04, \omega_{12} = 0.062, \) and \( \omega = 0.001. \) With the support of MATLAB LMI control toolbox, using these values and by solving LMI (28) in Theorem 2, the following feasible solutions are obtained as

\[ \mathcal{G}_1 = \begin{bmatrix} 2.8877 & 0.0000 \\ 0.0000 & 0.0172 \end{bmatrix}, \]

\[ \mathcal{G}_2 = \begin{bmatrix} 4.6501 & 0.0000 \\ 0.0000 & 3.1002 \end{bmatrix}, \]

\[ \mathcal{G}_3 = \begin{bmatrix} 1.006 & 0.0000 \\ 0.0000 & 2.6003 \end{bmatrix}, \]

\[ \mathcal{G}_4 = \begin{bmatrix} 0.1008 & 0.0000 \\ 0.0000 & 0.1002 \end{bmatrix}, \]

\[ \mathcal{G}_5 = \begin{bmatrix} 11.2743 & 0.0000 \\ 0.0000 & 9.3452 \end{bmatrix}, \]

\[ \mathcal{G}_6 = \begin{bmatrix} 7.3567 & 0.0000 \\ 0.0000 & 2.4904 \end{bmatrix}, \]

\[ \mathcal{G}_7 = \begin{bmatrix} 8.9127 & 0.0000 \\ 0.0000 & 9.5272 \end{bmatrix}, \]

\[ \mathcal{G}_8 = \begin{bmatrix} 0.3657 & 0.0000 \\ 0.0000 & 6.8505 \end{bmatrix}, \]

\[ \mathcal{H} = \begin{bmatrix} 0.4941 & 0.0000 \\ 0.0000 & 0.9999 \end{bmatrix}. \]
In this case, an agent’s initial conditions are selected as Table 1: \( U_0(0) = [-0.4, 0.7] \), \( U_1(0) = [-0.3, -0.6] \), \( U_2(0) = [-0.5, -0.2] \), \( U_3(0) = [0.1, -0.3] \), \( U_4(0) = [0.2, 0.4] \), and \( U_5(0) = [-0.1, 0.4] \), and the agent’s synchronization is shown in Figure 3. It can be observed that all followers will enter the region around the leader asymptotically, confirming the validity of Theorem 2. The state trajectories of

Figure 3: Communication of MASs with leader.

Figure 4: State trajectories of MASs.

Figure 5: Synchronization path states \( U_1(t) \) vs. \( U_0(t) \) and its error \( \delta_1(t) \) without any control inputs.

Figure 6: Synchronization path states \( U_1(t) \) vs. \( U_4(t) \) and its error \( \delta_1(t) \) with control inputs.

Figure 7: Synchronization path states \( U_2(t) \) vs. \( U_0(t) \) and its error \( \delta_2(t) \) without any control inputs.

Figure 8: Synchronization path states \( U_2(t) \) vs. \( U_4(t) \) and its error \( \delta_2(t) \) with control inputs.
Figure 9: Synchronization path states $U_3(t)$ vs. $U_0(t)$ and its error $\delta_3(t)$ without any control inputs.

Figure 10: Synchronization path states $U_3(t)$ vs. $U_0(t)$ and its error $\delta_3(t)$ with control inputs.

Figure 11: Synchronization path states $U_4(t)$ vs. $U_0(t)$ and its error $\delta_4(t)$ without any control inputs.

Figure 12: Synchronization path states $U_4(t)$ vs. $U_0(t)$ and its error $\delta_4(t)$ with control inputs.

Figure 13: Synchronization path states $U_5(t)$ vs. $U_0(t)$ and its error $\delta_5(t)$ without any control inputs.

Figure 14: Synchronization path states $U_5(t)$ vs. $U_0(t)$ and its error $\delta_5(t)$ with control inputs.
MASs are shown in Figure 4. Then, the synchronization of the multi-agent systems without and with controllers is shown in Figures 5–14, respectively. The feasibility of the theorem 2 has been represented in the Table 1.

6. Conclusion

In this research work, we have studied the asymptotic stability and synchronization of nonlinear multi-agent systems with mixed delays. The asymptotic stability criterion for solving a suitable Lyapunov–Krasovskii functional by using the LMI condition in a nonlinear multi-agent systems was utilized. Moreover, we have proposed a novel linear feedback control strategy in order to get the less conservativeness. Also, a leader-follower problem has been solved by constructing an appropriate Lyapunov–Krasovskii functional and used the LMI condition into the multiagent system and then attained the asymptotic synchronization. Finally, two numerical examples with simulations were presented to demonstrate and justify the main proofs derived in the theoretical section.
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