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Abstract—The feasibility of a 220–330 GHz zero-order axicon-generated Bessel beam for corneal water content was explored. Simulation and experimental data from the 25° cone angle hyperbolic-axon lens illuminating metallic spherical targets demonstrate a monotonically decreasing, band integrated, backscatter intensity for increasing radius of curvature from 7–11 mm, when lens reflector and optical axis are aligned. Furthermore, for radii \( r > 9.5 \) mm, maximum signal was obtained with a 1-mm transverse displacement between lens and reflector optical axes arising from spatial correlation between main lobe and out-of-phase sidelobes. Thickness and permittivity parameter estimation experiments were performed on an 8-mm radius of curvature, 1-mm-thick fused quartz dome over a 10-mm axial span. Extracted thickness and permittivity varied by less than \( \sim 25 \mu\text{m} \) and 0.2, respectively, after correction for superluminal velocity. Estimated water permittivity and thickness of water backed gelatin phantoms showed significantly more variation due to a time varying radius of curvature. To the best of our knowledge, this is the first work that describes axicon-generated Bessel beam measurements of layered spheres with varying radii of curvature, in the submillimeter range.

Index Terms—Axicon lens, axicon-generated Bessel beams (AGBbs), corneal phantom, optical-coherence tomography, submillimeter-wave spectroscopy.

I. INTRODUCTION

THz sensing corneal tissue is an expanding research topic that has been investigated by various research groups [1], [2], [3], [4]. The key idea is to exploit the high sensitivity of THz waves to water, combined with the well-defined, layered tissue structure, to measure variations of corneal water content. Excessive water content is indicative of edema, which can occur as the result of disease or surgical procedure [5], [6].

Clinical evaluation of THz imaging/sensing of corneal water content assessment has been hampered by numerous practical constraints. One major hurdle is the apparent sensitivity of THz corneal tissue water content measurements to target location and target motion. Transverse and longitudinal misalignments as small as 0.1 and 0.5 mm, respectively, have been shown to produce extracted water content errors [7]. Data in the literature indicate that patient eyes demonstrate uncontrolled radial displacements as large as 2° during a typical eye exam duration [8] leading to potentially large misalignment error.

Recent work by our group has explored water content assessment via submillimeter-wave reflectometry using a Gaussian beam telescope and phantoms comprised of gelatin hydrogels on a water backing [7]. Experimental observations confirmed sensitivity to misalignment in both the longitudinal and transverse directions and consequent parameter estimation error. These issues were further explored, theoretically in [7] where the monostatic reception of corneal reflection under Gaussian beam illumination was computed in the 220–330 GHz range. Stratified media (SMT) and effective media theory (EMT) were employed with scalar Green’s functions to compute the aggregate reflectance spectrum. The received radiation was gauged to a reference reflector and optimization methods were used to extract tissue water content and thickness. This analysis yielded \( \sim 120 \mu\text{m} \) and \( \sim 1.2\% \) errors for thickness and water content, respectively, for transverse misalignment as small as 0.5 mm. Similarly, 0.1-mm axial displacement corresponded up to \( \sim 92 \) \( \mu\text{m} \) and \( \sim 4\% \) for thickness and water content errors, respectively, likely due to greater phase error.

For Gaussian beam illumination, the degradation in parameter extraction with misalignment arises from the relatively large beam numerical aperture (NA = \( \lambda/\pi w = 0.41 @ 275 \text{ GHz} \))
and, thus, a rapidly increasing mismatch between phase front curvature and corneal radius of curvature for nonaligned positions. Axicon-generated Bessel beams (AGBs) [9], [10] are investigated here to counteract misalignment. As indicated by the title, a collimated beam incident on a planarocional axicon lens creates a good approximation of a zero-order Bessel beam over a long but finite axial region just beyond the tip of the axicon [9], [10]. The wavefront in the Bessel beam region is nearly planar and the transverse extent is constrained due to the approximate nondiffracting nature within the extended focus. Additionally, with larger cone angles, the spot is sufficiently small to approximate the interrogated corneal surface as \( \sim \) planar thus enabling application of standard EMT and SMT.

These properties make the AGB a good potential candidate for corneal imaging as axial misalignment should produce limited variations in phase front curvature mismatch (the Bessel beam phase front is planar). Additionally, transverse misalignments should also produce small differences in phase front curvature mismatch since the AGB central lobe is small (the measured null-to-null widths are between 1.3–2.4 mm [11]).

Our group has already carried out reflectometry of corneal phantom both with a Gaussian beam telescope (GBT) and partially with the optics presented in this article. Previously, we extracted the water content of corneal phantoms [12] and quartz permittivity [13], by using the GBT. In [14], quartz permittivity was extracted with an axicon hyperbolic lens, but we did not correct the phase velocity as we do in this article.

This article describes a systematic study of using AGB for standoff permittivity extraction of layered spherical targets in the WR-3.4 (220–330 GHz) band. Section II presents a brief review of axicon lenses in the THz regime and details the design of the presented hyperbolic-axicon lens. Geometrical optics (GO) and physical optics (PO) simulations of backscatter and coupling efficiency for spherical targets over a range of radii of curvature (RoC) are also presented. An experimental setup and evaluation with fused quartz spherical domes are detailed in Section III. Section IV reports results in water content extraction with gelatin hydrogels.

II. SUBMILLIMETER-WAVE HYPERBOLIC-AXICON LENS DESIGN AND SIMULATION

A. Background

McLeod proposed the axicon lens in 1954 [15] and it was initially used to generate a focused ring of light. The Bessel beam was first described by Durnin in 1987 [16] and several methods to generate it were subsequently proposed, including the axicon. The axicon has already been explored in the THz field in numerous applications, including 3-D imaging [17] and tomography [18], [19].

Previously, our group reported on the design, fabrication, and measurement of two hyperbolic-axicon lenses for standoff measurements of spherical targets with 7.5-mm RoC [11]. The two designs incorporated the same hyperbolic first surface for beam collimation but differed by the external cone angle of the axicon; which was either 15° and 25°. The lenses were designed for 220–330 GHz and fabricated of cyclic olefin copolymer (trade name: TOPAS COC). The lens output was evaluated with near-field, mm-wave scanning measurements and confirmed the output field was a close match to a Bessel beam having a radial wave number within 94%–96% of the design at frequencies below 280 GHz. Agreement between theory and experiment was further verified from a distance to the tip to 51 and 87 mm. The transverse 1/e beamwidth was \( \sim \) 1 and 2 mm for axicon external cone angles of 25° and 15°, respectively. When illuminating a 7.5-mm sphere, the 1/e beam edge compared to the beam centroid experiences an additional free space path of 67 \( \mu \)m = 21.6° \( @ \) 280 GHz for the 25° optic and 271 \( \mu \)m = 87.8° \( @ \) 280 GHz for the 15° optic. The 25° axicon angle was determined more suitable for initial corneal phantom measurement as the reduced beamwidth is more compatible with standard SMT, which assumes planar phase fronts incident on planar targets.

Fig. 1(a) shows a CAD model of the 25° hyperbolic-axicon lens design and ray tracing indicating the AGB zone determined by GO. The AGB axial extent is \( \sim \)58 mm and denoted by \( z_{\text{max}} \) in Fig. 1(a) and (1) where \( \omega(f) \) is the frequency-dependent beam radius at the axicon surface, \( \beta_0 \) is the inclination angle of the rays defined by the external cone angle \( \alpha \) and lens material permittivity \( \varepsilon_r \) as in (2) [20]. Equation (3) shows that the axially directed k-vector, \( k_z \), is less than the free space \( k \) and, thus, the phase velocity is superluminal [21]; \( v_p \sim 1.04c_0 \) for \( \alpha = 25° \)

\[
\begin{align*}
\frac{\omega(f)}{\tan(\beta_0)} & = \beta_0 = \sin^{-1}(\text{Re}\{\sqrt{\varepsilon_r}\}) - \alpha \\
\beta_0 & = k_0 \cos(\beta_0) \rightarrow v_p(\alpha = 25°) \sim 1.04c_0. 
\end{align*}
\]

The measured beam patterns of the 25° axicon at 280 GHz are shown in Fig. 1(b), (c), and (d) for tip to measurement plane distances of 26, 40, and 50 mm, respectively. The measurements were obtained with a vector network analyzer (VNA), VNA extender, and near-field probe. The locations of these measurement planes with respect to the main are indicated by the vertical lines and show that experimental work was performed where the beam was most radially symmetric.

The optical parameters of the final lens in our previously reported GBT are displayed in Fig. 1(e)–(h). The ray diagram in Fig. 1(h) shows the beam focus \( \sim \)35 mm from the lens second surface apex and the measured beam transverse profile at the beam waist is shown in Fig. 1(g). POs were used to backpropagate the beam to \( z = -1.6 \) mm and \( z = -5.9 \) mm; corresponding to the subconfocal and superconfocal points, respectively [22]. These measurement points occur at approximately the same lens apex standoff as the axicon (\( \sim 25–30 \) mm) and contrast the rapid divergence of the GB over a 5.9-1.6 = 4.3 mm span to the relatively small AGB divergence over a comparatively larger 24-mm span.

B. Ray Tracing Simulation of Hyperbolic-Axicon Lens

A nonsequential ray tracing simulation (OpticStudio/Zemax) was performed to estimate the behavior of the hyperbolic-axicon
Fig. 1. Map of axial locations with respect to the conical lens tip. (a) Lens creates a Bessel beam zone over a range \([0, \tau_{\text{max}}]\) from the tip, as indicated. The region labeled “GO” shows the range explored via ray tracing. The narrow PO plane at \(z = 27\) mm corresponds to the axial location used in Section II-C. The experimental region shown in (a) is the measurement range studied in Section III. (b), (c), and (d) Beam profiles at 280 GHz obtained at 26, 40, and 50 mm, respectively, from the cone tip in a 10 mm \(\times\) 10 mm area. (e), (f), and (g) Beam amplitude profile in a 10 mm \(\times\) 10 mm area at the superconical, subconical, and waist location. The beam pattern has been obtained by propagating measured data with PO. In panels (b)–(g), the amplitude data color scale has been normalized between the local maximum and zero. (h) Schematic of the focusing lens of the Gaussian telescope from Tamminen et al. [22]. The zoomed area shows the beam profile near the lens focus.

Fig. 2. (a) Nonsequential ray paths in the Zemax simulations. (✓) Captured by the lens but misses the target. (✓) Incident on target but misses lens on return path. (✓) Back reflection captured by lens but misses detector plane. (✓) Survives the full two-pass path. Power-loss percentage of different paths. (b) Nonsequential ray tracing power distribution on different path as a function of target distance. The simulation was repeated for sphere of different radii (paths of different colors) and at different positions of its apex. \(z\) is the distance between the axicon tip and the sphere apex.

lens, in a monostatic configuration, for varying target RoC and target axial position. The RoC was varied from 7 to 11 mm in steps of 0.5 mm for a total of 9 target spheres. The axial position ranged from 5 to 51 mm referenced to the lens conical tip and corresponding to the approximate Bessel beam regime predicted by (1).

The simulation distributed 10 000 randomly generated skew rays, subject to a Gaussian pdf, with the source plane located at hyperbolic surface focal point. Input ray positions and departure angles were adjusted to approximate a center frequency of 275 GHz and waist radius of 1.18 mm thus mimicking the corrugated horn antenna beam pattern incorporated into the system described in Section III-A.

The dependence of total power collected at the detector to varying walk-off arising from target radius and location required nonsequential ray tracing and ray splitting at each interface to tabulate walk-off losses. However, the low material refractive index \((n \sim 1.53)\) and time-gated postprocessing used in the experiments of Section III-C [12] enabled us to focus on the sequential paths and ignore multipath reflections [8]. The paths were categorized into four groups, as described in Fig. 2(a).

Ray tracing simulation results for four radii (8, 9, 10, and 11 mm) are shown in Fig. 2(b). The trends are parameterized by target RoC, which is indicated by line style. Path 1 and path 2 are approximately anticorrelated with respect to axial location. The maximum path 1 loss occurs at \(z = 5\) mm and is minimized between 35–40 mm for all considered target RoC. Conversely, path 2 loss is minimum at 5 mm and maximum between 45–50 mm. In contrast to axial position, path 1 and path 2 are positively correlated in terms of loss as a function of target RoC. More of the remaining energy is lost in paths 2 and 3 from the larger RoC
steps of 5 GHz and the source field matched the sample with a spectral-dependent waist fit to data extracted from planar near-field measurements. This source was slightly astigmatic, as there is a 0.6%–9% difference in beam waist radii along the two axes [22]. The frequency-dependent power coupling between the source distribution and backscattered electric field arriving at the source plane was computed with (4)

\[
c_a(f) = \frac{\int \int_S E'_s(f) \cdot E_r(f) \, dS}{\int \int_S |E_r(f)|^2 \, dS}
\]  

where \(E'_s\) is the copolar component of the reflected electric field, \(E_r\) is the reference (transmitted from the source) electric field, and \(S\) is the antenna aperture.

The coupling efficiency spectrum parameterized by target RoC is shown in Fig. 4(a). The coupling efficiency for target radii from 7–9 mm feature similar, increasing trends from 220 GHz to a peak at \(\approx 275\) GHz. From 275 to 320 GHz, these trends diverge and decrease monotonically with the maximum spread occurring at 330 GHz. The 9.5-mm RoC behaves as a boundary radius for the optical behavior. For radii less than this, the low-frequency band displays a shoulder of roughly constant reflectivity from 220 until \(\approx 275\) GHz and then decrease from 275 to 330 GHz. In contrast, RoCs > 9.5 mm show a monotonic decrease in coupling efficiency across the entire 220–330 GHz band. Fig. 4(b) shows the band-integrated reflectivity of each sphere from Fig. 4(a) and demonstrate a clear inverse relation between RoC and coupling efficiency.

Transverse misalignment results are reported in Fig. 4(c). The 7-mm reflectivity spectrum maintains its envelope shape and steadily decreases in total reflected power as displacement from the optical axis is increased. This is further demonstrated by the band-integrated signal in Fig. 4(d).
The 11-mm reflectivity spectrum shows a marked difference from the behavior seen with 7 mm. While the behavior versus misalignment at 220 GHz is similar, the response around 275 GHz is approximately invariant to the target position in contrast to the 7-mm sphere, which shows substantial spread for the same transverse displacements. Above ~275 GHz, the trend is reversed and there is an increase in signal for increasing transverse displacement with the effect enhanced as the frequency is increased.

These results confirm a considerable change in spectral slope for the larger RoC and, thus, a possible strong confounder to the permittivity extraction as the model-based analysis of aqueous targets depends heavily on the measured slope [12].

A PO simulation of coupling efficiency over a broader 2-D space was performed to further explore the strong frequency dependence of the coupling efficiency. The coupling efficiency at 240 and 330 GHz was computed over a 4 mm × 4 mm grid, sampled in 0.25 mm × 0.25 mm steps for a total of 33 × 33 points. The coupling efficiency from all nine target RoC (from 7–11 mm in steps of 0.5 mm) was simulated and the results are presented in Fig. 5 where the simulated RoC is displayed at the top left corner of each panel; the xy span of each panel ±2 mm = 4 mm corresponds to the transverse displacement between beam axis and spherical target axis, and the colormap reports coupling efficiency.

At 240 GHz, maximum coupling efficiency occurs at the center of each panel for all target radii ranging from 7 to 11 mm. In other words, maximum coupling at 240 GHz is obtained when the beam and target optical axes are colinear, regardless of target shape. However, a noticeable shoulder starts to develop at 10 mm and transitions to an annular shape with a ~1.2 mm at target RoC 11 mm. Moreover, the annular peak signal is ~95% of the center (aligned axes) signal.

For the 320-GHz data, a clear peripheral shoulder coupling coefficient magnitude is already apparent at 7 mm. The shoulder develops into a ~1.0-mm radius ring at 8 mm whose magnitude exceeds the center magnitude at 8.5 mm. Thus, the peak coupling efficiency at 320 GHz is obtained when the beam and target axes are ~1 mm displaced and the peak continues to increase, whereas the center (aligned coupling efficiency) monotonically decreases as the target RoC is increased to 11 mm.

III. MEASUREMENT OF METALLIC SPHERES AND A DIELECTRIC SPHERICAL SHELL

A. Setup

A 50-GHz VNA (Keysight N5225A) with a WR-3.4 (220–330 GHz) frequency extender and a corrugated horn antenna [22] was used as the transceiver. The corrugated horn transmit antenna illuminated the 60-mm clear aperture axicon-hyperbolic lens with a Gaussian beam, thus generating the quasi-Bessel beam. The backscattered reflection was collected by the lens and coupled back to the horn antenna and VNA extender. Two types of targets were measured: metallic calibration spheres and a fused quartz dome. Each target was translated by high precision linear stages (Physik Instrumente, 1-μm bidirectional repeatability). A swept source-optical coherence tomography (SS-OCT) system was used to collect multiple B-scans of the targets for RoC and thickness verification.

A photograph of the measurement platform beneath the axicon and OCT aperture is shown in Fig. 6. The measurement platform provided a mount for the metallic calibration spheres, reference planar metallic reflector, and phantom holder consisting of an artificial anterior chamber (ACC) and tubing to maintain pressure.

Fig. 7 describes the process to locating a vertical axis along which the targets were scanned. First, a coarse grid of points was obtained by an approximate predefined location. The grid covered a 4 mm by 4 mm area scanned in steps of 0.5 mm for a total of 89 points. The scattering parameter $S_{11}$ was
collected at each location as a function of frequency from 220 to 330 GHz in steps of 13.75 GHz for a total of 8001 points. The spectra were then transformed to the time domain and the maximum (peak) of the time domain representation was located. The peak is proportional to the band integrated $S_{11}$ in the frequency range and consideration of the peak removes influence of reflections from the horn antenna and backscatter from the lens’ hyperbolic and conical surfaces. The spatial location of the maximum reflectivity was identified and set as the center of a fine sampling grid of 1 mm × 1 mm at a step size of 0.1 mm, yielding 121 total points. The time domain peak signal, in the relevant time window, was again computed and the location of the maximum set as the vertical axis transverse coordinates: Targets were scanned along the z-axis for 100–150 mm, depending on the target, with a step of 0.1 mm.

**B. Metallic Reference Spheres**

Shown in Fig. 8(a)–(i) are false color, 3-D surface plots of time domain reflection profiles from metallic sphere (calibration) targets having RoCs between 7.5 and 11 mm. The surface amplitude/color is the time domain pulse peak, which is proportional to the total reflected power within the WR-3.4 band. The course grid values are represented by faded color map and the fine grid values are overlaid on the course grid data.

The profile for the 7.5-mm RoC sphere shows a clear global maximum surrounded by a low, but discernible reflectivity shoulder. As the target RoC is increased from 8.0 to 8.5 and 9.0 mm, the peak maintains its shape/curvature while the shoulder rapidly rises in amplitude. At 9.5 mm, the central peak and surrounding shoulder combine to form a rough flat top. For RoCs of 10.0, 10.5, and 11.0 mm, they form a caldera where the reflection at center is a local minimum surrounded by a ring of peak amplitude. The amplitude peak and ring radius show limited dependence on RoC for 10.0-, 10.5-, and 11.0-mm values.

This behavior is consistent with the PO results in Figs. 4 and 5 since Fig. 8 reveals a small decrease in 220-GHz reflection concomitant with a larger increase in 330-GHz reflection, as the 11.0-mm sphere optical axis is displaced transversely from the axicon optical axis. Similarly, the transverse misalignment simulations revealed a consistent center amplitude and emerging shoulder at 220 GHz for increasing target RoC, whereas the 330-GHz data showed the same emerging shoulder combined with a rapidly decreasing center reflectivity. Our results are also consistent with Wu et al. [23], which studied the vector electric field of an AGBB at 650 GHz. This article showed that the sidelobes have phase opposite to the main lobe. Therefore, presumably they interfere destructively at the receiver when reflected from a sphere. This destructive interference would also explain why the maximum amplitude of the mirror reflection is in a different position from the sphere, as the sidelobes tend to increase along the z-axis. This combined with [11] Fig. 1, where one can see that the Bessel beam sidelobes at 330 GHz are close to the main lobe, would explain why spherical targets have such a frequency response. It is still not clear whether the caldera is the result of side lobes matching the phase front as the peak tends to occur when the sphere apex is located in-between the main and the sidelobes. Either there is no more destructive behavior as the sphere is decentered, or the sphere radius matches the sidelobe when the sphere is OFF axis.

**C. Data Processing**

Plane wave based analysis in the form of EMT and SMT benefits from calibration of target reflectivity with reflection from reference targets of the same radius and range with respect to the objective optic [12]. The fused quartz domes were scanned over 10 mm and the metallic spheres over 15 mm of axial
range with a step of 0.1 mm. Successful calibration of each target reflection coefficient along the z-scan was performed by identifying a calibration target reflectivity from the same axial position with respect to the objective. This was achieved comparing the time domain representations of the calibration and phantom target S-parameters. Each phantom S_{1,1} was compared with the ensemble of S-parameters collected along the sweep axis described in Section III-A for the RoC that most closely matches the target RoC. This process is described by minimizing the sum of square error objective function in (5) by finding the optimal z-location of the appropriately sized metallic sphere as in (6)

\[ P(z_p, z_c) = \sum_i \left| \hat{S}_p(t, z_p) - \hat{S}_c(t, z_c, R) \right|^2 \]  

(5)

\[ z^*_c(z_p) = \arg \min_{z_c} P(z_p, z_c). \]  

(6)

In (5) and (6), P is the objective function, S is the gated S_{11}-parameter obtained from the VNA where the time (t) and frequency (f) relations are described by the Fourier transform: \( \hat{S}(\cdot) = I^{-1}\{S(\cdot)\} \). The axial locations are denoted by \( z_p \) and \( z_c \) for the phantom target and calibration reflector, respectively. Time domain gating was applied to filter out the clutter, and each \( \hat{S} \) was normalized by its peak-to-isolate pulse shape and location. The correct calibration position \( z^*_c \) for each phantom position \( z_p \) was identified by minimizing (5).

D. Quartz Dome Analysis

Permittivity and physical thickness extraction were first attempted with a quartz (fused silica) dome (hemispherical shell) procured from VY Optoelectronics Company, Ltd. The dome had an outer radius of curvature of 8 mm and a thickness of 1 mm [see Fig. 9(a)]. The tolerance for both parameters was 0.1 mm. OCT images of the dome were acquired to verify radius of curvature and central thickness, as shown in Fig. 9(b). The optical-to-physical thickness conversion was informed by the refractive index extracted from OCT B-scan measurements of a fused quartz flat provided by the dome manufacturer. The dome was mounted on the target plate and measured under the axicon objective for a z-scan range of 10 mm.

The calibrated reflection coefficient at each point \( z^*_p \) along the axis was computed using the relation in (7) where \( S_p(f, z_p) \) is the gated, measured signal of the dome and \( S_c(f, z^*_c(z_p), R) \) is the correct gated, measured signal of the calibration targets identified via the objective function minimization

\[ \Gamma(f, z_p) = \frac{S_p(f, z_p)}{S_c(f, z^*_c(z_p), R)} \]  

(7)

\[ \Gamma_i = \frac{\rho_i + \Gamma_{i+1} e^{-2j k_i l_i}}{1 + \rho_i \Gamma_{i+1} e^{-j k_i l_i}} \]  

(8)

\[ \Gamma_{M+1} = \rho_{M+1} \]  

(9)

\[ \rho_i = n_i - 1 \]  

(10)

Fitting was performed with particle swarm optimization (PSO) via multilayer calculations [24] described by (8)-(10). In the case of the quartz dome, \( M = 1 \) for the quartz layer sandwiched by two air half-spaces. The quartz dome physical thickness \( \ell_1 \) and refractive index \( n_1 \) were treated as free parameters in the PSO routines to identify the \( (\ell_1, n_1) \) pair that yields the best fit between \( \Gamma_1 (\text{model}) \) and \( \Gamma(f, z_p) \) (measured). Thickness was added as a free parameter to explore if the system SNR was sufficient to constrain optical path length (OPL) ambiguities [25]. Additionally, to explore the effects of an RoC mismatch between the quartz dome and calibration targets, the PSO fitting was run using data from all the measured metallic spheres with \( R < 9.5 \text{ mm} \) (\( R = 7.0, 7.5, 8.0, 8.5, 8.7, \) and 9.0 mm).

E. Experimental Estimates of Phase Velocity

Calibration measurements with a planar, metallic reflector show evidence of an apparent superluminal beam propagation. Target reflection was acquired at a standoff of \( \sim 25 \text{ mm} \) and then was positioned 15 mm away using high-resolution translation stages. The elapsed time between peaks in the Fourier transformed spectra indicates a detected distance of 14.64 mm assuming a phase velocity of \( c_0 \), suggesting an apparent phase velocity for (15.0/14.64) \( c_0 \sim 1.02 c_0 \). This superluminal phase velocity is consistent with those observed in previous work [21] and, as reported in [21], we assume the velocity is frequency invariant. Therefore, the wavevector in (8) becomes \( k_i = n_i \omega / 1.02 c_0 \)

F. Quartz Dome Results

Example fits to two different scenarios are shown in Fig. 10. The left column shows result of calibrating the fused quartz \( S_{11} \) with the steel sphere \( S_{11} \) of the same RoC (8.0 mm) representing the best-case scenario fits. The right column data analysis was obtained by normalizing the quartz data by the 9.0-mm RoC steel sphere; the largest for which the transverse scan data has a clear central peak (see Fig. 7). Panels (a) and (b) contain the calibrated data in a dotted line style superimposed by the fits described by the extracted thickness \( d \), and refractive index \( n \) inputs into (8). The curves are parameterized by distance from the \( \sim \) start of axicon tip and indicated by the jet color map (blue \( \rightarrow 13.1 + 0.0 \text{ mm} \) … red \( \rightarrow 13.1 + 15.0 \text{ mm} \)). Both the 8.0-mm and 9.0-mm steel sphere calibrated datasets show oscillations throughout the band that become more pronounced for frequencies above \( \sim 275 \text{ GHz} \). These oscillations are due to imperfect time gating. The OPL
between the lens hyperbolic surface and phantom target location is small (compared to Tamminen et al. [12]) and the bandwidth available at WR-3.4 means the tails of these reflections, in the time domain, overlap. Both results show a sinusoidal envelope characteristic of the reflection from a single-layer etalon (air-quartz-air). The 9-mm calibrated results depart from the best fit curves at higher frequencies due to the sensitivity of this subband to radius of curvature, as discussed in Section II-C and Fig. 3.

Fig. 10(c)–(f) reports extracted thickness and permittivity, respectively, as a function of axial location. The extracted data display a variation versus dome position with an approximate period between ∼0.25 and 0.3 mm. When the extracted permittivity increases, the extracted thickness decreases, thus suggesting a conservation in OPL. The ensemble permittivity and thickness statistics are 4.02 ± 0.7 and 0.925 ± 0.008 mm, respectively, for the 8-mm steel sphere calibration. For the 9-mm steel sphere calibration set, the permittivity increases to 4.50 ± 0.09 and the thickness decreases in kind to 0.872 ± 0.14 mm. The thickness extracted with OCT was 0.96 ± 0.03 mm and the estimated THz permittivity is ∼3.81 [26], [27] with negligible loss. In comparison, the GBT data resulted in a permittivity of ∼3.5 and a thickness of 0.97 mm.

Fig. 11 provides a report of the axial location and calibration RoC dependent, extracted quartz dome parameter statistics. The extracted parameters are grouped by the steel sphere RoC (six groups) and plotted in order of increased RoC. Group statistics (median, interquartile range, etc.) were computed and are reported in the box plots. Data points beyond the whisker bounds are considered outliers. The median of each group is represented by the horizontal line within the boundaries of each box describing the IQR.

The calibration RoC groups are indicated by their color scheme. The extracted permittivity [see Fig. 11(a)] shows a clear increase as a function of calibration target RoC and outlier values, above the top of each associated whisker boundary, are observed at 7.0, 7.5, and 8.0 mm. The skewness is most apparent for 7.0 and 8.7 mm and the Q1, Q3, and IQR are the smallest for the 8.0-, 8.5-, and 9.0-mm steel spheres. Conversely, the thickness plots [see Fig. 11(b)] show a clear decrease for increasing calibration RoC. Outliers are also seen for the 7.5-, 8.0-, and 9.0-mm groups but they are located below the bottom whiskers.

Fig. 11(c) reports the statistics of the OPL, namely the product of extracted thickness and refractive index. The extracted OPL further supports the invariant optical path observation seen in Fig. 10(c)–(f). The group IQR ranges from 3 to 5 μm and the total span, from smallest to largest whisker is ∼123 μm. There are no outliers in the 7.5-, 8.5-, and 9.0-mm OPL group, but an outlier has emerged in the 8.0-mm data, which represents the best available match between the quartz dome and steel sphere RoC.

IV. PHANTOM TARGETS EXPERIMENTAL RESULTS
Phantoms were fabricated using an injection-mold-based process similar to Tamminen et al. [12]. Improved injection molds were designed and machined. The mold comprised of two halves, one with a 7.8-mm radius of curvature spherical depression and the second half is a spherical dome with an inner radius of curvature of either 7.8–0.5 = 7.3 mm or 7.8–0.6 = 7.2 mm corresponding to spherical concentric shells with 0.5- and 0.6-mm thicknesses, respectively. The spherical depressions
Fig. 12. (a) Open phantom steel mold. The mold is made of two steel blocks. Two dowel pins are used to line up the two blocks together and two screws are used to lock them. (b) Phantom mounted on the ACC. (c) OCT image of the phantom. In the image, the typical central saturation artifact is present. Underneath the phantom, the water is also visible.

TABLE I

| Phantom number | Mold thickness (μm) | OCT Phantom thickness (μm) | Phantom RoC (mm) |
|----------------|---------------------|---------------------------|-----------------|
| 6              | 600                 | 625                       | 8.17            |
| 7              | 500                 | 517                       | 9.14            |
| 8              | 600                 | 592                       | 8.93            |
| 12             | 500                 | 508                       | 8.55            |
| 15             | 600                 | 611                       | 8.86            |
| 18             | 600                 | 594                       | 8.53            |
| 20             | 500                 | 511                       | 7.84            |
| 21             | 600                 | 591                       | 8.75            |
| 24             | 600                 | 617                       | 8.88            |
| 25             | 500                 | 508                       | 8.60            |
| 26             | 600                 | 600                       | 8.33            |

were inset into a circular extruded cut fed by thin channels that connect this compound cavity to the mold's edges, as seen in Fig. 12(a). The two halves were mated with steel dowel pins that insure the mold surface concentricity.

Phantoms were fabricated by injecting hot, liquid gelatin into the mold via a syringe. Gelatin is pushed through one channel until it flows out the other channel ensuring a complete filling of the spherical shell cavity. The gelatin phantom was allowed to cool to room temperature and released by separating the halves. The phantoms were mounted to an ACC and backed with water at physiologic pressure, as described by Tamminen et al. [12]. Fig. 12(b) shows the phantom mounted on the ACC, and Fig. 12(c) shows a phantom OCT image.

Twenty-six phantoms were measured. Of these, 11 phantoms kept their radii under 9.5 mm during the measurement. We chose to analyze these 11 ones, as the others suffered of the problem illustrated in the previous section. The phantom's RoC, as well as an estimation of the thickness were obtained with OCT scans. In Table I, the extracted parameters of the selected phantoms are reported. The OCT thickness agrees with the fabrication as the largest deviation from the fabrication value is 25 μm. On the other hand, the RoC varies significantly from the fabrication value, as the radii are increasing during the measurements as already illustrated in Fig. 13. The phantoms' frequency sweeps were calibrated with the procedure illustrated in Section III.

Two examples of phantoms parameter extraction are shown in Fig. 14. On the left-hand side (a), (c), (e), (g), phantom 25 extraction is reported when the phantom frequency sweeps have been normalized with the frequency sweeps of the sphere of radius 8.5 mm. One can see that the reflection coefficient decreases

![Fig. 13. RoC evolution during the measurements. The radii for each sample were measured (a) before and (b) after the MMW measurement.](image)

![Fig. 14. (a) Phantom 25 measured (dashed lines) and fitted (solid lines) reflection coefficient in ten different positions when the calibration target RoC is 8.5 mm. (c) Extracted thickness. (e) Anterior water content and (g) posterior water content of phantom 25 along the z-scan when the calibration target RoC is 8.5 mm. (b) Phantom 7 measured (dashed lines) and fitted (solid lines) reflection coefficient in ten different positions when the calibration target RoC is 9.0 mm. (d) Extracted thickness. (f) Anterior water content and (h) posterior water content of phantom 7 along the z-scan when the calibration target RoC is 9.0 mm.](image)
significantly with increasing frequency. This corroborates the finding in the previous section that suggest that the higher radii may tend to have a steeper trend in this frequency band (9.0 versus 7.0 mm). The phantom extracted thickness oscillates between 520 and 545 μm. The water content however is about 55% both on the anterior and posterior surface, which is indicative of a homogenous water content. The parameter extraction is consistent across the scan range. On the right-hand side (b), (d), (f), (h), phantom 7 is normalized with the 7.0-mm sphere. The data extraction is not consistent across the z-range. Even though the PSO does not lead to the expected water gradient, it is at least much more well behaved when the phantom and sphere have about the same outer radius of curvature.

Finally, in Fig. 15, the box plots of the 11 phantoms are reported for two different extraction techniques. In one case, the thickness was a parameter to extract, and in the other, it was the value derived from the OCT phantom images [see Fig. 15(a)]. The thickness was constrained to a range from 450 to 750 μm, whereas the anterior water content was left vary from 0% to 100% and the posterior water content from the anterior value to 100%. The phantom water content was extracted by combining EMT and SMT as in [12], where EMT is based on a two-material Bruggeman model and the water gradient is assumed to be linear. The material model comprises free water (double Debye model [28]) and a second constituent of permittivity 2.9. As reported in [29], a two material model has been theorized based on the assumption that collagen and bound water are linked to each other and their interaction with submillimeter waves, described by permittivity, is similar. However, the authors acknowledge that the model can benefit from further study of this particular collagen hydrogel and potential, subsequent model modification with additional constituents and/or revised relaxation terms.

The anterior water content is expected to be the most stable estimation parameter as it is the parameter that affects the amplitude the most. In the first three plots (b)–(d), the thickness is assumed to be an unknown and, therefore, there are three parameters to extract: anterior water content, posterior water content, and thickness. This thickness extractions seem to perform poorly as it never reaches the true value, regardless of the phantom or the calibration measurement. The anterior water content and posterior water content values tend to overlap. Therefore, it is deduced that the phantoms have a homogenous water content as a function of depth. In our model, drier phantoms should have a more oscillating frequency response if there is no gradient, but a gradient is highly likely to exist.

In the second group (e)–(f), the thickness was assumed to be known, and the thickness extracted with the OCT was used for the PSO fit. In this case, anterior and posterior water content might be different for most of the phantoms. This might be interpreted as the presence of a gradient or that the fit tends to lie on the boundaries and, therefore, there is no obvious solution. In [12], it was observed that the gradient can confound the thickness and posterior water content if the posterior water content is high, as the corresponding complex reflectivity becomes indistinguishable. As demonstrated by the quasi-optical system and data analysis techniques tend to conserve OPL; there is a
strong negative correlation between extracted permittivity and thickness when thickness is treated as a free parameter. This same behavior is seen in Fig. 15(b), (c), and (d) where the increasing/decreasing thickness is paired with decreasing/increasing water content, which is positively correlated with permittivity. Conversely, when the CCT is fixed, the optimization routine compensates by varying the permittivity. Since the anterior segment water content is primarily defined by the reflection coefficient amplitude, OPL conservation is dependent mostly on the posterior water content thus the large IQR in Fig. 15(f). The posterior water content fitting thus behaves poorly as the estimated PWC tends to land on the extrema; either 100% or the same as the AWC value thus suggesting no gradient. This behavior is likely indicative of unsuccessful fitting.

V. DISCUSSION

The axicon’s sensitivity to target radius of curvature makes permittivity and thickness estimation from measured data challenging. The sensitivity arises from a redirection of the Bessel beam’s first sidelobes to the main lobe and the degree of redirection appears to be a strong function of RoC. The effects of these confounders can be mitigated when the target’s geometry is well known and static, and there is a good match between target and calibration sphere RoC. The permittivity and thickness extraction from the air-backed quartz dome measurements across a broad axial range agree well with the known actual parameters.

In contrast, the gelatin phantom geometry was dynamic and difficult to control. The surface curvature was not quite spherical as evidenced by the OCT scans and over time the apex flattened out, increasing the central RoC. Thus, Bessel beam main lobe and sidelobes were incident upon slightly different RoCs, and the RoC discrepancy increased over the total data acquisition time. These issues were further exacerbated by imperfect phantom and calibration sphere RoC matching and long experiment duration needed to accommodate the time-consuming peak search procedures.

Potential steps to address the methodological limitations include integrating a companion optical/imaging modality (e.g., OCT or THz) for online alignment verification and adopting a closed-loop phantom pressure management system to minimize phantom geometry variability. Additionally, further development of a more mechanically robust phantom material is warranted, and a better understanding of the material dielectric properties will aid in fitting.

Furthermore, smaller cone angles (α in [23]) will produce larger main lobes and, thus, sides lobes that miss the target completely at the expense of reduced coupling efficiency.

VI. CONCLUSION

Submillimeter-wave reflectometry of a corneal phantom was carried out with AGBB. The aim was to extract the phantom water content and thickness by resolving the inverse scattering problem. PO simulations, confirmed by experimental data, showed that the coupling between the AGBB and a sphere of radius with dimensions of ~7–11 mm is a strong function of the RoC. This made reflectometry calibration ambiguous for targets, whose RoC exceed 9 mm, the alignment with the optics becomes nonobvious, as the maximum of the reflection coefficient of a target moving along a transverse plane is no longer unique and does not happen when the target is located on the optical axis. The corneal phantom parameter extraction produces results that somewhat diverge from our previous publications and our understanding of the phantoms. Further refinements to the gelatin dielectric mode, reduced measurement time, and modifications of the axicon-hyperbolic lens design may improve the overall performance. Furthermore, the submillimeter-wave parameter estimation uncertainties for the quartz domes (thickness – 3.6%, permittivity – 5.5%) and gelatin phantoms (thickness – 9.2%, refractive index – 15.3%) suggest that additional work is needed to reduce measurement error prior to employing these techniques in a clinical setting.
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