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Abstract—The incorporation of Cognitive Radio (CR) and Energy Harvesting (EH) capabilities in wireless sensor networks enables spectrum and energy efficient heterogeneous cognitive radio sensor networks (HCRSNs). The new networking paradigm of HCRSNs consists of EH-enabled spectrum sensors and battery-powered data sensors. Spectrum sensors can cooperatively scan the licensed spectrum for available channels, while data sensors monitor an area of interest and transmit sensed data to the sink over those channels. In this work, we propose a resource allocation solution for the HCRSN to achieve the sustainability of spectrum sensors and conserve energy of data sensors. The proposed solution is achieved by two algorithms that operate in tandem, a spectrum sensor scheduling algorithm and a data sensor resource allocation algorithm. The spectrum sensor scheduling algorithm allocates channels to spectrum sensors such that the average detected available time for the channels is maximized, while the EH dynamics are considered and PU transmissions are protected. The data sensor resource allocation algorithm allocates the transmission time, power and channels such that the energy consumption of the data sensors is minimized. Extensive simulation results demonstrate that the energy consumption of the data sensors can be significantly reduced while maintaining the sustainability of the spectrum sensors.

Index Terms—Wireless sensor network, energy harvesting, cognitive radio, energy efficiency, multiple channels

I. INTRODUCTION

Wireless sensor networks (WSNs) have become a prevalent solution to a wide range of applications including environmental monitoring, patient monitoring and smart homes [1]. Typically, WSN uses the unlicensed Industrial, Scientific, and Medical (ISM) band for data transmission. However, with the exponential growth in the number of wireless devices operating in this band, WSN suffers from severe interference [2]. Cognitive Radio (CR) has emerged as a promising technology to allow secondary unlicensed users to opportunistically access the underutilized spectrum that is licensed to the primary users (PUs) [3]. Therefore, CR can reduce the interference and improve spectrum utilization. The integration of CR functions into WSNs leads to Cognitive Radio Sensor Network (CRSN).

In CRSN, spectrum sensors frequently scan the spectrum to obtain higher-resolution estimates of the spectrum availability and guarantee PU protection against interference [4]. However, this frequent scanning increases the energy consumption of an energy-constrained network, which traditionally operates powered by batteries. Consequently, energy conservation becomes a critical design issue for CRSNs [5], [6], [7]. Energy harvesting (EH) is considered as one of the effective approaches for improving the energy efficiency of WSNs. EH-enabled sensors can harvest energy from either radio signals or ambient energy sources which enable them to operate continuously without battery replacement [8]. In the literature, extensive research efforts have been devoted to improving the energy efficiency of CRSNs. Energy-efficient cooperative spectrum sensing is investigated in [9], [10]. Shah et al. limit the number of sensors that perform spectrum sensing to minimize the energy consumption by exploiting the spatial correlation of the sensors [9]. Deng et al. investigate the network lifetime extension of dedicated sensor networks for spectrum sensing [10]. Despite the importance of these efforts, limits remain for improving the energy efficiency of battery-powered data sensors with low data sensing and limited data transmission rates, for two reasons. First, unlike data sensors, spectrum sensors perform spectrum scanning at a much higher rate than data sensing which depletes the battery energy much faster than the data sensors. Second, harvested energy is sporadic and unstable, whereas battery-stored energy is static and stable, which makes schemes that are developed for battery-powered sensors inapplicable for EH-enabled sensors.

In addition to inefficient spectrum and energy utilization, inaccurate spectrum sensing is another limitation of traditional sensor networks. The spectrum-scanning results of a single spectrum sensor are prone to detection error due to the spatially large-scale effect of shadowing and small-scale effect of multipath fading [11]. Alternatively, cooperative spectrum sensing can be performed to enhance the accuracy of spectrum sensing [12]. In cooperative spectrum sensing, multiple spectrum sensors sense the same channel and coordinate their decisions on the availability of a given channel. Hence, the incorporation of energy harvesting and cognitive radio techniques in addition to cooperative spectrum sensing brings...
major improvements to traditional WSNs. Energy-efficient cooperative spectrum sensing has been the focus of several research activities. In [13], Cheng et al. schedule a group of spectrum sensors between the active and inactive states to improve the performance of spectrum sensing. Considering the impact of frequent state switching on sensors’ stability, the schedule minimizes the sensors’ switching frequency among the states. In [14], Zhang et al. design a distributed cooperative spectrum sensing scheme, wherein the Secondary Users (SUs) only exchange their measurements with the one-hop neighbours. In [15], Khan et al. propose a selection scheme to find the sensors with the best detection performance for cooperative spectrum sensing, without requiring a priori knowledge of the primary-user-signal-to-noise ratio (SNR). In [16], Liu et al. propose an ant colony-based algorithm for a dedicated sensor network, whereby spectrum sensing is performed to support the operation of a secondary network. Throughput of the secondary network is optimized by scheduling the spectrum-sensing activities according to the residual energy of each sensor. Additionally, to achieve energy efficient cooperative spectrum sensing, parameters are optimized, such as the detection threshold [17], sensing duration [18], and switch cost [19]. EH-aided cooperative spectrum sensing should take the EH dynamics of the sensors into consideration. For EH-aided spectrum sensing, the objective is to explore as many of the available channels as possible while maintaining the sustainability of the spectrum sensors, considering the diverse energy-harvesting capabilities of the spectrum sensors. However, the aforementioned energy-efficient cooperative spectrum-sensing schemes which only focus on the minimization of the energy consumption of spectrum sensing, cannot be directly applied to EH-aided cooperative spectrum sensing.

In this paper, we propose a resource allocation solution to address the gaps that are identified above in the existing works, namely, spectrum under-utilization, energy inefficiency and spectrum-sensing inaccuracy. Specifically, for a heterogeneous cognitive radio sensor network (HCRSN) that is composed of EH-enabled spectrum sensors and battery-powered data sensors, we develop a solution that can jointly guarantee the sustainability of spectrum sensors, the energy efficiency of the data sensors and the accuracy of spectrum sensing. The HCRSN operates over two phases, i.e., a spectrum-sensing phase followed by a data transmission phase. In the spectrum-sensing phase, EH-enabled spectrum sensors cooperatively sense the spectrum to detect underutilized channels that are licensed to the primary network. Spectrum-sensing scheduling is optimized to maximize the detected channel’s available time considering the dynamics of EH. In the data transmission phase, the available channels are utilized by data sensors for sensed data transmission. We combine the resource management and allocation of each phase in a unified solution. Despite the physical independence of spectrum sensors and data sensors, a unified solution is necessary to optimize the overall energy efficiency and performance of HCRSNs. The imbalance of energy replenishment and consumption at either the spectrum or data sensors results in nodes failure and deteriorates the network performance; thus, energy should be managed under one unified setup. Furthermore, the performance of spectrum sensor scheduling in the first phase highly impacts the energy efficiency of data sensors in the second phase. A longer channel available time detected in the first phase increases the channel access time and decreases the probability of collision in the second phase. This causal impact of spectrum sensor scheduling performance in the first phase on the performance of data sensor resource allocation in the second phase necessitates a unified solution. On the other hand, it is practically infeasible to allocate channels, transmission time, and transmission power before the spectrum sensors identifies the available channels. Therefore, spectrum sensor scheduling and data sensor resource allocation have to be addressed over two coupled problems operating in tandem but under one unified setup. Summarily, the contributions of this paper are twofold:

1) We formulate the EH-aided spectrum-sensing problem as a nonlinear integer programming problem and propose a Cross-Entropy-based algorithm to maximize the average available time of the channel under the protection for PUs.

2) We propose a joint time and power allocation algorithm to minimize the energy consumption of the data sensors, based on the analysis of the channel fading and the exponential ON-OFF model of the PUs’ behavior.

It is imperative to mention here that the literature schemes, which consider only energy minimization of spectrum sensors [9], [10], [15], [20] rather than channel available time maximization are inapplicable in HCRSN. Furthermore, unlike existing solutions that separately consider channels allocation [21], [22] and power control [23], [24], the proposed solution jointly allocates time, frequency and power to data sensors; hence, improve the energy efficiency of data sensors.

The remainder of this paper is organized as follows. The network architecture and cognitive radio model are detailed in Section III. A mathematical formulation and the proposed solutions of the spectrum sensor scheduling problem and data sensors resource allocation problem are detailed in Section III. Performance evaluation results that demonstrate the efficiency of the proposed algorithms are presented in Section IV. Conclusions are drawn in Section V.

II. SYSTEM MODEL

A. Network Architecture

We consider a HCRSN that consists of three types of nodes: N battery-powered data sensors, M EH-enabled spectrum sensors and a sink node, as shown in Fig. I. The HCRSN coexists with a network of PUs that have access to the licensed spectrum. The licensed spectrum is divided into K orthogonal channels that have equal bandwidth W. Spectrum sensors are deployed to sense and identify available channels that are not utilized by PUs, whereas data sensors collect data from an area of interest. The data is then transmitted over the available channels to the sink.

The considered HCRSN operates as follows: First, the sink schedules spectrum sensors to detect the PUs’ presence over channels using energy detection [3]. A PU is determined to be active, i.e., channel unavailable, if at least one scheduled
spectrum sensor reports it to be present on the channel \([10]\).

The energy consumption of a spectrum sensor used to detect one channel is determined by \(e_s = \tau_s \cdot P_s\), where \(P_s\) is the power consumption of the spectrum sensing. We assume that the EH rate is known a priori and is stable over time

To guarantee the sustainability of the \(m\)-th spectrum sensor, its energy consumption should not exceed the amount of harvested energy in one period, \(\pi_m \cdot T\), where \(\pi_m\) denotes the average EH rate of the \(m\)-th spectrum sensor. Second, the sink assigns the available channels to the data sensors for data transmission.

Fig. 2 shows the timing diagram and frame structure of the HCRSN.

Fig. 2 shows the timing diagram and frame structure of the considered network. The HCRSN operates periodically over time slots of duration \(T\). Each time slot is divided into two phases: the spectrum sensing phase and data transmission phase. In the spectrum sensing phase, the spectrum sensors cooperatively identify the presence of PUs, while the data sensors collect information from the area of interest. The duration of the spectrum sensing phase is \(\tau_s\), which is further divided into mini-slots of duration \(\tau_s'\), over which a single spectrum sensor senses one channel. After the spectrum sensing phase, the sink collects the results from all the scheduled spectrum sensors and estimates the availability of the channels. Then, the sink optimizes the data transmission scheduling of data sensors to conserve their energy. The data sensors transmit data according to the schedule in the subsequent data transmission phase with duration \(T - \tau_s\) divided over the time slots of duration \(t_{n,k}\) in which the \(n\)-th data sensor transmits data to the sink over the \(k\)-th channel.

With respect to the notation, the following holds: a bold-face small-case symbol always refers to a vector; and a non-italic bold-face large-case symbol always symbolizes a matrix.

### B. Cognitive Radio Model

All of the channels experience slow and flat Rayleigh fading with similar fading characteristics. The PU behavior over each channel is modeled as a stationary exponential ON-OFF random process, in which the ON/Active and OFF/Inactive states represent the presence and absence of a PU over a channel, respectively. We use \(\lambda_k\) and \(\mu_k\) to denote the transition rate from the state Active to the state Inactive on the \(k\)-th channel and \(\mu_k\) to denote the transition rate in the reverse direction. The estimation of \(\lambda_k\) and \(\mu_k\) is out of the scope of this work; however, they can be obtained by the channel parameter estimation schemes, similar to the ones proposed in \([26]\) and \([27]\). The channel usage changes from one PU to the other and, hence, affects the transition rates.

Spectrum sensors perform binary hypothesis testing to detect the presence of PU signals over channels. Hypothesis 0 (\(H_0\)) proposes that the PU is Inactive and the channel is available, while Hypothesis 1 (\(H_1\)) proposes that the PU is Active and the channel is unavailable. The spectrum sensor receives a sampled version of the PU signal. The number of samples is given by \(U = \tau_s f_s\), where \(f_s\) is the sampling

### TABLE I
**The Key Notations**

| Notation | Definition |
|----------|------------|
| \(M\)   | Number of energy harvesting spectrum sensors |
| \(N\)   | Number of data sensors |
| \(K\)   | Number of licensed channels |
| \(U\)   | Number of samples for detecting one channel |
| \(B\)   | Number of transceivers mounted on the sink |
| \(F_f, F_d\) | Probability of cooperative false alarm and detection |
| \(\gamma_{m,k}\) | Signal to Noise Ratio (SNR) from \(PU_k\) to EH spectrum sensor \(m\) |
| \(T\)   | Time length of each period |
| \(\tau_0\) | Time length of spectrum sensing phase |
| \(\pi_m\) | Energy harvesting rate of EH spectrum sensor \(m\) |
| \(\tau\) | Time length of per spectrum sensing |
| \(P_s\) | Power for spectrum sensing |
| \(e_s\) | Energy consumption per spectrum sensing |
| \(\lambda_k\) | Transition rate of PU from state ON to state OFF |
| \(\mu_k\) | Transition rate of PU from state OFF to state ON |
| \(P^k_{ON}, P^k_{OFF}\) | Stationary probability of PU on channel \(k\) is in state ON and OFF |
| \(L^k_{ON}, L^k_{OFF}\) | Sojourn time of PU on channel \(k\) in state ON and OFF |
| \(D_n\) | Required amount of data transmitted to sink |
| \(h_{n,k}\) | Channel fading of data sensor \(n\) through channel \(k\) |
| \(d_{n,k}\) | Distance from data sensor \(n\) to the sink |
| \(W\) | Channel band in Hz |
| \(\eta_k\) | Collision probability on channel \(k\) |
| \(t_{n,k}\) | Transmission time of data sensor \(n\) on channel \(k\) |
| \(P_{n,k}\) | Transmission power of data sensor \(n\) on channel \(k\) |
| \(M_{D_d}\) | Threshold of mis-detection probability |
frequency. An energy detector is applied to measure the energy that is associated with the received signal. The output of the energy detector, i.e., the test statistic, is compared to the detection threshold \( \epsilon \), to make a decision on the state of the PU, Active or Inactive. The test statistic evaluates to \( Y_{m,k} = \frac{1}{\sigma^2} \sum_{u=1}^{L} |y_{m,k}(u)|^2 \), where \( y_{m,k}(u) \) is the \( u \)-th sample of the received signal at the \( m \)-th spectrum sensor on the \( k \)-th channel. We assume that the PU signal is a complex-valued PSK signal and the noise is circularly symmetric complex Gaussian with zero mean and \( \sigma^2 \) variance [28].

The performance of the energy detector is evaluated by the following performance metrics under hypothesis testing [29]:

- The false alarm probability \( p_f(m,k) \): The probability that the \( m \)-th spectrum sensor detects a PU to be present on the \( k \)-th channel when it is not present in fact, i.e., \( H_0 \) is true. The false alarm probability is given by [28],

\[
p_f(m,k) = \Pr(Y_{m,k} > \epsilon|H_0) = Q\left(\left(\frac{\epsilon}{\sigma^2} - 1\right) \sqrt{U}\right),
\]

where \( Q(\cdot) \) is the complementary distribution function of the standard Gaussian. Without loss of generality, we set the detection threshold to be the same for all of the spectrum sensors; hence, the false alarm probability becomes fixed for all of the sensors and is denoted by \( \bar{p}_f \).

- The detection probability \( p_d(m,k) \): The probability that the \( m \)-th spectrum sensor detects the presence of a PU on the \( k \)-th channel while \( H_1 \) is true. This probability was found to be [29],

\[
p_d(m,k) = \Pr(Y_{m,k} > \epsilon|H_1) = Q\left(\frac{Q^{-1}(\bar{p}_f) - \sqrt{U} \gamma_{m,k}}{\sqrt{2 \gamma_{m,k} + 1}}\right),
\]

where \( \gamma_{m,k} \) denotes the received signal-to-noise ratio (SNR) from the PU on the \( k \)-th channel. To reduce the communication overhead and delay, each spectrum sensor sends the final 1-bit decision (e.g., 0 or 1 represents the Active or Inactive state, respectively) to the sink. The sink makes the final decision on the presence of a PU following the Logic-OR rule [28], [10]. Under this rule, the PU is considered to be present if at least one of the scheduled sensors reports that it is present. Therefore, the final false alarm probability \( F_f^k \) and final detection probability \( F_d^k \) can be written as

\[
F_f^k = 1 - \Pi_{m \in \mathcal{M}_k} (1 - \bar{p}_f), \quad F_d^k = 1 - \Pi_{m \in \mathcal{M}_k} (1 - p_d(m,k)),
\]

where \( \mathcal{M}_k \) represents the set of spectrum sensors that is scheduled to detect the \( k \)-th channel.

### III. Problem Statement and Proposed Solutions

, which shows the scheduling and resource allocation problems, the spectrum-sensing and data-sensing phases, and the data flows among them. The dashed line separates the optimization plane from the sensing plane.

In an HCRSN with the above-described architecture, cognitive radio models and EH dynamics, the problems of scheduling the spectrum sensors and allocating the resources for the data sensors become challenging. In the first problem, the spectrum sensor scheduling (SSS) problem, the sink schedules the spectrum sensors to sense the presence of the PUs over the channels in such a way that the channel availability is maximized while respecting the EH dynamics and PUs’ priorities in accessing the channels. Solving this problem makes the available channels known to the sink which allocates them to the battery-powered data sensors along with the transmission time and power allocation, with the objective of minimizing the data sensors’ energy consumption. This resource allocation problem is referred to as the data sensor resource allocation (DSRA) problem.

Fig. 3 shows the two problems in tandem, the spectrum-sensing and data-sensing phases, and the data flows among them. In the following two subsections, we present problem formulations and solutions for both problems. The first problem is formulated as a nonlinear integer programming problem, while the second problem is formulated as a biconvex optimization problem.

#### A. Spectrum Sensors Scheduling

In this subsection, we investigate the SSS problem which is posed as a nonlinear integer programming problem. Through a Cross-Entropy-based solution, the channel availability is maximized while guaranteeing EH-enabled spectrum sensors sustainability and PUs protection.

1) Problem Formulation: Three factors impact the average detected available time of the channel: the actual average available time, the final false alarm probability complement \( 1 - F_f^k \) and the final detection probability complement \( 1 - F_d^k \). The actual average available time of the \( k \)-th channel is the product of the mean sojourn time and the stationary probability of the \( k \)-th channel. Let \( \bar{L}_{Active} = \frac{1}{\lambda_k} \) and \( \bar{L}_{Inactive} = \frac{1}{\mu_k} \) denote the mean sojourn time of the Active state and the Inactive state on the \( k \)-th channel, respectively. Moreover, the stationary probabilities of the Active and Inactive states are given by

\[
P_{Active}^k = \frac{\mu_k}{\lambda_k + \mu_k}, \quad P_{Inactive}^k = \frac{\lambda_k}{\lambda_k + \mu_k}.
\]

Therefore, the \( k \)-th channel average actual available time is given by,

\[
\alpha^k = \bar{L}_{Inactive} \cdot P_{Inactive}^k.
\]

Let \( J \) be an \( M \times K \) matrix with binary elements \( [J]_{m,k} \). A binary element of 1 indicates the assignment of the \( m \)-th spectrum sensor to detect the \( k \)-th channel and 0 otherwise. Given that the PU on the \( k \)-th channel is inactive, the probability that the \( k \)-th channel is available is equivalent to the complement of the final false alarm probability, which can be written as

\[
1 - F_f^k = \Pi_{m \in \mathcal{M}_k} (1 - \bar{p}_f) = (1 - \bar{p}_f)^{\sum_{m=1}^{M} [J]_{n,m}}.
\]

The data sensor transmission interferes with the PU transmission if the spectrum sensors do not detect the PU presence while it is present. The chance of this event is captured by the mis-detection probability \( 1 - F_d^k \). To protect the PU from such interference, we consider detection decisions with a mis-detection probability of less than \( \overline{MD}_{thr} \). A binary variable
is satisfied or not and is given by,

$$I_d^k = \begin{cases} 
1, & \text{if } 1 - P_d^k < \bar{MD}_{thr}, \\
0, & \text{otherwise.}
\end{cases}$$

(8)

If the mis-detection probability of the $k$-th channel exceeds $\bar{MD}_{thr}$, the detection is considered to be unreliable, and the $k$-th channel is not accessed by data sensors. Substituting Eqn. (8), (4) into (7) yields,

$$I_d^k = \begin{cases} 
1, & \text{if } \prod_{m=1}^{M} \left( 1 - Q \left( \frac{Q^{-1}(\bar{p}_f) - \sqrt{2\gamma_{m,k}}}{\sqrt{2(I_{m,k} + 1)}} \right) \right) < \bar{MD}_{thr}, \\
0, & \text{otherwise.}
\end{cases}$$

(9)

The objective function of SSS that maximizes the average detected available time of a channel while protecting the PU can be written as follows:

$$\sum_{k=1}^{K} \alpha^k (1 - \bar{p}_f) \sum_{m=1}^{M} [J]_{m,k} I_d^k.$$  

(10)

The SSS is subject to two constraints; the first constraint is related to the EH dynamics, whereas the second constraint is related to the frame structure (see Fig. 2). In a given frame $T$, to maintain the sustainability of the spectrum sensors, the energy consumption of each sensor should not exceed its harvested energy. This arrangement can be mathematically written as

$$\sum_{k=1}^{K} (\sum_{m=1}^{M} [J]_{m,k}) e_s \leq \pi_m T.$$  

(11)

Moreover, the time that is used for sensing the $k$-th channel is bounded by the duration of the spectrum-sensing phase $\tau_s$ in one period, namely,

$$\sum_{m=1}^{M} [J]_{m,k} \tau_{s}^k \leq \tau_s.$$  

(12)

Then, the spectrum sensor scheduling problem becomes a combinatorial problem of optimizing the sensor-to-channel assignment matrix $J$ and can be written as follows:

$$\text{SSS} \quad \max \sum_{k=1}^{K} \alpha^k (1 - \bar{p}_f) \sum_{m=1}^{M} [J]_{m,k} I_d^k$$

s.t.

$$\sum_{m=1}^{M} [J]_{m,k} \tau_{s}^k \leq \tau_s, \forall m,$$

$$\sum_{k=1}^{K} [J]_{m,k} e_s \leq \pi_m T, \forall m,$$

$$[J]_{m,k} = \{0, 1\}, \forall m, k.$$  

The term $\alpha^k$ has a constant value over a given channel. As more channels are assigned to a given spectrum sensor, i.e., as $\sum_{m=1}^{M} [J]_{m,k}$ increases, the value of $(1 - \bar{p}_f) \sum_{m=1}^{M} [J]_{m,k}$ decreases, and $I_d^k$ tends to take a unit value. Therefore, there exists a trade-off between $(1 - \bar{p}_f) \sum_{m=1}^{M} [J]_{m,k}$ and $I_d^k$. However, the assignment $[J]_{m,k}$ exists in the exponential part of $(1 - \bar{p}_f) \sum_{m=1}^{M} [J]_{m,k}$ and affects $I_d^k$ through $\mathcal{M}_k$. These structures make the SSS an integer programming problem. Intuitively, the objective function in Eqn. (7) can be optimized by performing an exhaustive search over the space that is characterized by the constraints of SSS. However, this arrangement leads to a search space of size $\Omega^{MK}$ which is computationally prohibitive especially for the resource-limited sensor network. In the following subsection, we apply the Cross-Entropy-based algorithm (C-E algorithm) [30] to address (SSS). Although the performance bound of the C-E algorithm remains an open theoretical issue [31], it has been shown effective in solving a similar combinatorial optimization problem [3].

2) Cross Entropy-based Algorithm: The basic idea of the C-E algorithm lies in the transformation of a deterministic
problem into the related stochastic optimization problem such that rare-event simulation techniques can be applied. More specifically, an associated stochastic problem (ASP) is defined for the deterministic problem, and then, the ASP problem is solved using an adaptive scheme. The adaptive scheme generates random solutions that converges stochastically to the optimal or near-optimal solution of the original deterministic problem.

Before introducing the C-E algorithm, we transform the constrained problem into an unconstrained problem by applying a penalty method. Let $\omega = -\sum_{k=1}^{K} \alpha^k$ be the penalty for violating any of the constraints, and then, the SSS problem transforms to

$$
O = \omega \cdot I(\sum_{m=1}^{M} [J]_{m,k} \tau_{m,T}) + \omega \cdot I(\sum_{k=1}^{K} [J]_{m,k} \tau_{k} > \tau_{s}) + \sum_{k=1}^{K} \alpha^k (1 - \bar{p}_f)^{\sum_{m=1}^{M} [J]_{m,k} I^k_d}.
$$

(13)

For a positive constant penalty of $\omega$, the unconstrained objective function evaluates to a negative value for all of the infeasible solutions that violate constraints (2) and (3). The indicator function, $I(\cdot)$, takes the value of 1 for true evaluations of (2) and zero otherwise.

Recall that the sink schedules the spectrum sensors to detect the presence of PU on certain licensed channels. Therefore, the row vectors of $J$ are drawn from a set, $C$, of channel assignment vectors that hold a sequence of binary numbers, $C = \{1, \ldots, c, \ldots, C\}$, and the cardinality of the set is $C = |C| = 2^K$. Mathematically, $[J]_{m,1:K} \in C$. Although $C$ grows exponentially with $K$, we focus on a single hop network in which the number of potential channels is limited, e.g., $4 - 6$; hence, the cardinality $C$ is also limited. Next, we allocate channel assignment vectors to the spectrum sensors rather than individual channels as in $J$. Define a channel assignment vector to the spectrum sensors binary assignment matrix, $V^z = \{v_{m,c}^z | 1 \leq m \leq M, c \in C\}$, of size $M \times C$, where a value of 1 for $v_{m,c}^z$ indicates that the channel assignment vector $c$ is allocated to the $m$-th channel sensor. In one of the steps of the C-E algorithm, random samples of this matrix are generated, and the superscript $z$ is introduced to denote the sample number.

The $V^z$ samples are generated following a probability mass function (p.m.f) that is denoted by matrix $Q^z$, which is defined as $Q^1 := \{q_{m,c}^z | 1 \leq m \leq M, c \in C\}$, where $q_{m,c}^z$ denotes the probability that $m$ is scheduled to sense the channels in vector $c$. The C-E algorithm operates iteratively, and in every step, the p.m.f matrix is updated. The superscript $(\cdot)^z$ denotes the iteration number. Each iteration of the C-E algorithm consists of the following steps:

1) **Initialization:** Set the iteration counter to $i = 1$ and the maximum iteration number to $i_{\text{max}}$. Set the initial stochastic policy of all of the spectrum sensors to be a uniform distribution on the channel assignment vector set $C$, such that $m$ chooses vector $c$ with probability $q_{m,c}^1 = 1/C$, $\forall m, c$.

2) **Generation of Sample Solutions:** Generate $Z$ samples of the matrix $V^z$ based on the p.m.f matrix $Q^z$. Note that each spectrum sensor is randomly assigned one channel assignment vector that holds several channels, i.e., $\sum_{z=1}^{C} v_{m,c}^z = 1$, $\forall z \forall m$.

3) **Performance Evaluation:** Substitute the $Z$ samples of $V^z$ into Eqn. (9) to obtain an objective function value $O^z$ for each sample; the superscript $(\cdot)^z$ has been introduced to denote the sample number. Sort the $Z$ values of $O^z$ in descending order. Set $\rho$ to be a fraction of the sorted objective values to retain, and then, take the largest $[\rho Z]$ values of the sorted set and ignore all of the others. Moreover, set $\eta$ to be the smallest value in the sorted and retained set.

4) **p.m.f. Update:** Update the p.m.f. based on the retained objective function values. The value of $q_{m,c}^{i+1}$ is determined by

$$
q_{m,c}^{i+1} = \sum_{z=1}^{Z} v_{m,c}^z I_{O^z \geq \eta} / |\rho Z|.
$$

(14)

In this step, the channel vector assignment probability $q_{m,c}^{i+1}$ is updated by increasing the probability of assignments that are generating large objective function values over the various randomly generated samples.

5) **Stopping Criterion:** The algorithm stops iterating if the maximum number of iterations $i_{\text{max}}$ is reached or the following inequality stands

$$
||Q^{i+1} - Q^i||_{F \tau} \leq \epsilon,
$$

(15)

where $|| \cdot ||_{F \tau}$ denotes the Frobenius norm. Otherwise, increment the iteration counter $i$ and go back to Step 2. Eqn. (8) represents the convergence condition of p.m.f $Q^i$. It was shown in [22] that the sequence of p.m.f converges with probability 1 to a unit mass that is located at one of the samples. Note that fine tuning the values of $\epsilon$ and $i_{\text{max}}$ impacts the convergence speed of the algorithm and the quality of the obtained solution. A large value of $\epsilon$ results in faster convergence but a shorter average available time of the channel. Additionally, a larger value for $i_{\text{max}}$ leads to a slower convergence speed but also leads to a longer average available time for the channel.

6) **Solution Selection:** When the algorithm terminates, select the solution $V^z$ that generates the largest objective value $O^z$. Set the values of $J$ based on the assignments solution in $V^z$. In other words, the channel-vector-to-the-spectrum-sensors assignment in $V^z$ is mapped to the channels-to-spectrum-sensors assignment in $J$ which is a solution to the original problem SSS.

The sink schedules spectrum sensors to detect the licensed channels according to the solution obtained in Step 6. After the spectrum-sensing phase, spectrum sensors report their

\footnote{The Frobenius norm is defined as the square root of the sum of the absolute squares of the elements of the matrix. For example, if $A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}$, then $||A||_F = \sqrt{|a_{11}|^2 + |a_{12}|^2 + |a_{21}|^2 + |a_{22}|^2}$.}
decisions on the channel availability to the sink. The sink estimates the availability of each channel based on the Logic-OR rule and utilizes the available channels to collect data from the data sensors. In the following, we investigate the data sensor resource allocation (DSRA) problem.

B. Transmission Time and Power Allocation in the Data Transmission Phase

In the data transmission phase, data sensors report the collected data to the sink. Because a data sensor is battery-powered, minimizing its energy consumption becomes critical to prolong its lifetime. To accomplish this goal, we first formulate the problem of the data sensors’ transmission time and power allocation as a biconvex optimization problem, and then, we propose a joint time and power allocation (JPDA) algorithm to obtain a solution.

1) Problem Formulation: Available channels detected by the spectrum sensors are allocated to the B cognitive radio transceivers that are mounted on the sink. If the number of available channels is less than B, then all of the available channels are allocated. Alternatively, the available channels are sorted with respect to their sojourn time, and the channels with the largest sojourn time values are allocated to transceivers. Let $K$ be the number of allocated channels, and note that $K \leq B$. Because all of the channels have the same bandwidth and power gain, a long average sojourn time implies a large capacity.

Recall that $\alpha^k$ is the $k$-th channel’s available time. However, scheduling the data sensors to transmit for the entire $\alpha^k$ increases the chance of collision between the data sensor and the returning PU. Let $\bar{\alpha}^k$ be the maximum access time of the $k$-th channel, where $\bar{\alpha}^k < \alpha^k$. It is important to design $\bar{\alpha}^k$ such that a low collision probability $p_{\text{coll}}^k(\bar{\alpha}^k)$ is maintained on the $k$-th channel. Given that the PU behavior on each channel is a stationary exponential ON-OFF random process, the probability of collision $p_{\text{coll}}^k(\bar{\alpha}^k)$ is given by [27]

$$p_{\text{coll}}^k(\bar{\alpha}^k) = P_{\text{inactive}}^k \cdot (1 - e^{-\mu_k \bar{\alpha}^k}).$$

(16)

where $P_{\text{inactive}}^k$ is the probability that PU is not present on the $k$-th channel at the beginning of the data transmission phase, and $(1 - e^{-\mu_k \bar{\alpha}^k})$ captures the probability that PU returns in $[0, \bar{\alpha}^k]$. The detailed derivation of Eqn. (16) is provided in Appendix A.

To maintain a target collision probability $p_{\text{coll}}^k$, the channel access time should not exceed,

$$\bar{\alpha}^k \leq -\ln \left(1 - \frac{p_{\text{coll}}^k}{P_{\text{inactive}}^k} \right).$$

(17)

Furthermore, $\bar{\alpha}^k$ is bounded by the duration of the data transmission phase $T - \tau_s$. Thus,

$$\bar{\alpha}^k = \min \left( -\ln \left(1 - \frac{p_{\text{coll}}^k}{P_{\text{inactive}}^k} \right), T - \tau_s \right).$$

(18)

Let $T$ and $P$ with elements $t_{n,k}$ and $p_{n,k}$ denote the transmission time and power allocation matrices of size $N \times K$. Let $t_{n,k}$ and $p_{n,k}$ denote the transmission time and power of the $n$-th data sensor over the $k$-th channel, respectively. The total energy consumption of the data sensors is determined by

$$\sum_{n=1}^{N} \sum_{k=1}^{K} t_{n,k} p_{n,k}. $$

(19)

The transmission time of all of the data sensors over the $k$-th channel is limited by the channel access time $\bar{\alpha}^k$,

$$\sum_{n=1}^{N} t_{n,k} \leq \bar{\alpha}^k, \forall k. $$

(20)

Furthermore, the transmission time of the $n$-th data sensor is bounded by the duration of the data transmission phase, namely,

$$\sum_{k=1}^{K} t_{n,k} \leq T - \tau_s, \forall n. $$

(21)

The data amount that is required from the $n$-th data sensor is denoted by $D_n$. During the data transmission phase, the $n$-th data sensor transmits sensed data over the $k$-th channel to the sink at a transmission power of $p_{n,k}$ and duration of $t_{n,k}$. The data transmission rate is given by

$$R_{n,k} = W \log_2 \left(1 + \delta_{n,k} p_{n,k} \right), $$

(22)

where $\delta_{n,k}$ represents the $n$-th sensor channel gain over the $k$-th channel at the sink. The allocated rate should be sufficiently large to support the generated data. This relationship is captured by

$$\sum_{k=1}^{K} t_{n,k} R_{n,k} \geq D_n. $$

(23)

The transmission time $t_{n,k}$ and power $p_{n,k}$ are nonnegative. Additionally, $p_{n,k}$ is constrained by the maximum transmission power $p_{\text{max}}$. Thus, we have

$$t_{n,k} \geq 0, \forall k, \forall n $$

(24)

$$0 \leq p_{n,k} \leq p_{\text{max}}. $$

(25)

We allocate the transmission time $T$ and power $P$ to minimize the energy consumption of all of the data sensors, which can be formulated as:

$$(\text{DSRA}) \quad \min_{T,P} \sum_{n=1}^{N} \sum_{k=1}^{K} t_{n,k} p_{n,k} $$

s.t.

$$\sum_{n=1}^{N} t_{n,k} \leq \bar{\alpha}^k, \forall k, $$

$$\sum_{k=1}^{K} t_{n,k} \leq T - \tau_s, \forall n, $$

$$\sum_{k=1}^{K} t_{n,k} W \log_2 \left(1 + \delta_{n,k} p_{n,k} \right) \geq D_n, \forall n, $$

$$t_{n,k} \geq 0, \forall k, n $$

$$0 \leq p_{n,k} \leq p_{\text{max}}, \forall k, n. $$

The amount of data to transmit is determined by the product of the transmission time $t_{n,k}$ and logarithm of the power $p_{n,k}$. These structures lead to the non-convexity of the problem DSRA with potentially multiple local optima and generally implies difficulty in determining the global optimal solution [33]. However, by showing that DSRA is biconvex, we gain access to algorithms that efficiently solve biconvex problems.
2) Joint Time and Power Allocation (JTPA) Algorithm:
Because DSRA is biconvex, the variable space is divided into two disjoint subspaces. Therefore, the problem is divided into two convex subproblems that can be solved efficiently: time allocation (DSRA-1) and power allocation (DSRA-2). The time allocation problem is given by

\[
(DSRA-1) \min_{T} \sum_{n=1}^{N} \sum_{k=1}^{K} t_{n,k} p_{n,k} \quad \text{s.t. } (??)(??)(??)(??),
\]

while the power allocation problem is given by,

\[
(DSRA-2) \min_{P} \sum_{n=1}^{N} \sum_{k=1}^{K} t_{n,k} p_{n,k} \quad \text{s.t. } (??)(??),
\]

In the following, we adopt the Alternate Convex Search in \[34\] to solve the DSRA problem. In every step of the proposed algorithm, one of the variables is fixed, and the other is optimized, and vice versa in the subsequent step. The proposed algorithm solves the two problems iteratively and converges to a partially optimal solution\[3\]. The detailed procedure of the proposed algorithm is given as follows:

Algorithm 1 Proposed Algorithm JTPA

**Input:** Network parameters, stopping criterion \( \epsilon \) and maximum number of iterations \( i_{\text{max}} \).

**Output:** The optimal \((T^*, P^*)\).

1: Choose an arbitrary starting point \((T^0, P^0)\) and set the iteration index as \( i = 0 \), and the initial solution as \( z^0 = 0 \);
2: repeat
3: Fix \( P^i \) and determine the optimal \( T^{i+1} \) by solving DSRA-1 via the Simplex method \[35\];
4: Fix \( T^{i+1} \), determine the optimal \( P^{i+1} \) and objective function value \( z_i \) by solving DSRA-2 via the Interior Point method \[36\];
5: \( i = i + 1 \);
6: until \( z^{i+1} - z^i < \epsilon \) or \( i \geq i_{\text{max}} \)
7: return \((T^{i+1}, P^{i+1})\)

The convergence of the proposed algorithm to the global optimum is not guaranteed since DSRA is biconvex and could have several local optima. However, because the objective function is differentiable and biconvex over a biconvex set, convergence to a stationary point that is partially optimal is guaranteed \[34\]. Data sensors transmit their data to the sink using the transmission time and power that is determined by the proposed JTPA algorithm.

| Parameter | Settings |
|-----------|----------|
| Upper bound of the transmission power \( p_{\text{max}} \) | 100 mW |
| Bandwidth of the licensed channel \( W \) | 6 MHz |
| Sampling rate of the EH spectrum sensor \( U \) | 6000 |
| False alarm probability \( \hat{p}_f \) | 0.1 |
| Energy consumption per spectrum sensing | 0.11 mJ |
| Time consumption per spectrum sensing \( \tau_s \) | 1 ms |
| Duration of the spectrum-sensing phase \( \tau_s \) | 5 ms |
| Duration of each slot \( T \) | 100 ms |
| Upper bound of the collision probability \( \mu_{\text{coll}}(k) \) | 0.1 |
| Mis-detection probability threshold \( \text{MD}_{th} \) | 0.9 |
| Fraction of samples retained in C-E \( \rho \) | 0.6 |
| Stopping threshold of C-E \( \epsilon \) | \( 10^{-3} \) |

IV. PERFORMANCE EVALUATION

We evaluate the performance of the C-E algorithm in the spectrum sensing phase and the JTPA algorithm in the data transmission phase through performing simulations. The simulation results are obtained through Matlab on a computer with intel core(TM) i7-4510u CPU@2.00GHz 2.6GHz, 8 GB RAM.

A. Simulation Setup

We simulate an HCRSN that consists of \( M = 10 \) spectrum sensors and \( N = 30 \) data sensors. The sensors are randomly placed in a circular area with a radius of 20 meters. The sink is located at the center of this circular area. The HCRSN coexists with a primary network that is deployed over an area that has a radius of 200 meters. The PUs’ transmission power is 1 mW, and the noise power is \(-80 \text{ dB}\). The PU’s channel gain at the sensor is simulated based on \( 1/d^5.5 \), where \( d \) is the distance between the PU and spectrum sensor. The target false alarm probability for all of the spectrum sensors \( \hat{p}_f \) is set to 0.1. PUs transmit QPSK modulated signals, with each over a 6 MHz bandwidth \( W \). The default number of licensed channels is seven unless specified otherwise. Over the seven channels, seven PUs operate over one channel exclusively. Their transition rates \( \lambda_k, k = 1, \cdots, 7 \), are \( 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8 \), respectively. Additionally, the transition rates \( \mu_k, k = 1, \cdots, 7 \), are \( 0.4, 0.8, 0.6, 1.0, 1.2, 1.4, 1.8 \), respectively. The network operates periodically over slots of length \( T = 100 \text{ ms} \) \[57\] (see Fig. 2). The maximum transmission power is set to \( p_{\text{max}} = 100 \text{ mW} \) \[58\]. The remaining parameters are set according to Table II unless specified otherwise. In the following two subsections, we evaluate the performances of the proposed algorithms.

B. Performance Evaluation of the C-E Algorithm

The following simulation results provide insights into the performance of the C-E algorithm over the spectrum sensing phase. Metrics of interest include the convergence speed and quality of the obtained solution. Furthermore, we study the impact of the stopping criterion parameters \( \rho \) and \( \epsilon \) on those
metrics. The performance of the proposed algorithm is also compared to the performance of a candidate greedy algorithm.

In Fig. 4 we show the optimality of the C-E algorithm in a scenario that has 3 spectrum sensors and 2-4 licensed channels. We reduce the number of spectrum sensors in such a way that an exhaustive search can be efficiently performed. The EH rate and sensing time are set to be sufficiently large that any assignment would be feasible. The C-E algorithm’s optimal solution, i.e., the Detected Average Available Time of Channels (DAATC), is compared to that obtained by random assignment and exhaustive search. The random assignment randomly assigns licensed channels to the spectrum sensors, while the exhaustive search traverses all of the possible assignments. As shown in Fig. 4 the expected detected channel’s available time obtained by the C-E algorithm is close to that of the exhaustive search and is able to achieve 87% – 94% of it. The proposed algorithm’s computed solution is 2 to 3 times larger than that of the random assignment.

For a network of 10 spectrum sensors with 7 channels, the stability of the C-E algorithm is shown in Figs. 5 and 6. Fig. 5 shows that the convergence of the C-E algorithm with respect to the EH rate ranges from 3 mW to 7 mW. It can be seen that the value of the objective function fluctuates during the startup phase and then converges to the maximum DAATC after 30 iterations. Moreover, the value of the objective function increases by one-third for the case in which EH rate = 7 mW, while it doubles for the case in which the EH rate = 3 mW. This finding demonstrates the responsiveness of the stochastic policy updating strategy defined by Eqn. (??). Moreover, it can be clearly seen that the DAATC increases with the EH rate.

Fig. 6 shows the convergence results for the C-E algorithm with respect to the spectrum-sensing duration \( \tau_s \) range of 2 ms to 6 ms and EH rate of 7 mW. As we can see from the figure, the value of DAATC fluctuates at the startup phase. This is because the samples of channel assignment vectors are generated according to the uniform distribution at the initialization step of the C-E algorithm. As the C-E algorithm executes, the probability to generate samples that bring higher DAATC increases. At last, the algorithm converges to a stable solution that leads to highest DAATC in 30 iterations. Furthermore, the DAATC increases with the length of the spectrum sensing phase \( \tau_s \), because more channels can be detected by the spectrum sensors with larger \( \tau_s \).

The C-E algorithm stops iterating if the inequality in Eqn. (??) holds, or the maximum number of iterations is reached. Figs. 7 and 8 show the impact of fine tuning the algorithm parameters, \( \epsilon \) and \( \rho \), on the convergence speed and quality of the obtained solution. It can be seen from Fig. 7 that a large number of iterations is required to satisfy the stopping criterion, and a larger DAATC can be obtained for a small \( \epsilon \). Furthermore, the algorithm converges in less than 100 iteration
even for the small value of $\epsilon = 10^{-6}$. Fig. 8 shows the impact of the fraction of samples that is retained (i.e., $\rho$) in each step on the algorithm performance. The C-E algorithm converges faster with small $\rho$. Moreover, the DAATC peaks at one value of $\rho$ and then starts falling. For the parameters that considered in this study, $\rho$ peaks at 0.6. The fraction $\rho$ should be optimized to obtain a larger DAATC.

![Fig. 7. The effect of $\epsilon$ on the performance of the C-E algorithm.](image1)

![Fig. 8. The impact of the fraction of retained samples $\rho$ on the performance of the proposed C-E algorithm.](image2)

Figs. 9 and 10 show the comparison between the performance of the C-E algorithm and that of the greedy algorithm. The greedy algorithm corresponds to the algorithm proposed in [39]; it picks the spectrum sensors sequentially and assigns them the channels that bring the largest DAATC. It can be seen from Fig. 9 that the C-E algorithm outperforms the greedy algorithm in terms of the obtained DAATC over a range of EH rates. A similar result can be seen in Fig. 10 where the number of spectrum sensors varies for a fixed EH rate of 7 mW.

![Fig. 9. A comparison of the C-E algorithm and the Greedy algorithm performance for a range of EH rates.](image3)

![Fig. 10. A comparison of the C-E algorithm and the Greedy algorithm performance for a number of spectrum sensors.](image4)

**C. Performance Evaluation of the JTPA Algorithm**

In this subsection, we evaluate the performance of the JTPA algorithm. For a network of three data sensors with three channels, we first verify the optimality of JTPA by comparing its performance to that of random scheme and optimal scheme in Fig. 11. The random scheme randomly assigns channels to the data sensors, while the optimal scheme searches over the complete space. Once the channels are assigned, a Matlab optimization toolbox is used to allocate the time and power. As shown in Fig. 11 JTPA consumes 5% to 14% more energy than the optimal scheme. However, JTPA conserves 18% to 31% more energy than the random assignment scheme.

The convergence of JTPA is evaluated in a network of ten spectrum sensors and thirty data sensors with five channels. The transition rates $\lambda_{1:5}$ and $\mu_{1:5}$ are set to 0.6, 0.8, 1, 1.2, 1.4 and 0.4, 0.8, 0.6, 1.0, 1.2, respectively. The spectrum sensing duration $\tau_s$ is set to 5 ms. Fig. 12 shows the convergence
performance of JTPA with respect to the data amount ($D_n$) that is transmitted from each data sensor to the sink. It can be observed that the JTPA algorithm converges after 10 iterations and the energy consumption decreases 97% during the first 6 iterations which implies the efficiency of the proposed algorithm.

In Figs. 13 and Fig. 14 we compare the energy consumption of data transmission under the JTPA algorithm and the $p_{max}$ scheme. In the $p_{max}$ scheme, the data sensors transmit at the maximum available power $p_{max}$, and the transmission time is determined by solving the linear programming problem JTPA-1. The $p_{max}$ scheme is comparable to the channel allocation scheme proposed in [21], in which data sensors transmit data at fixed transmission power. Fig. 13 shows the comparison of the energy consumption performance with respect to various required amount of data, while $p_{max}$ is set to 5 mW. Because the JTPA algorithm jointly allocates the transmission time and power over the available channels, JTPA consumes less energy than $p_{max}$ scheme for different data amount. Fig. 14 shows the comparison of the JTPA algorithm against the $p_{max}$ scheme for various values of $p_{max}$ and data amount $D_n = 3$ Kb $\forall n$. The energy consumption of the JTPA algorithm decreases with an increase in $p_{max}$ because data sensors can adjust the transmission power in a larger space for a larger $p_{max}$. Similar to the results shown in Fig. 13 JTPA consumes less energy than that of the $p_{max}$ scheme due to the joint allocation of transmission time and power.

V. CONCLUSIONS

In this paper, a novel resource allocation solution for heterogeneous cognitive radio sensor networks (HCRSNs) has been proposed. The proposed solution assigns channels to spectrum sensors in such a way that the detected available time of the channels is maximized. Furthermore, it efficiently allocates the available channels to the data sensors along with the transmission time and power in order to prolong
their lifetime. Extensive simulation results have demonstrated the optimality and efficiency of the proposed algorithms. The solution presented in this work enables using primary networks channels efficiently while adapting in real time to the availability of harvested energy, and optimizes the allocation of the battery-powered data sensors’ scarce resources. This yields significantly higher spectral and energy-efficient HCRSNs.

For the future work, we plan to investigate the channel allocation and routing protocol design in EH-aided multi-hop HCRSNs, considering the time-varying EH rate and the adaptive detection threshold of sensors.
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APPENDIX A

DERIVATION OF THE COLLISION PROBABILITY \( p_{\text{coll}}^k(\alpha^k) \)

Let \( T_{\text{inactive}}^k \) be the sojourn time of a OFF/Inactive period with the probability density function (p.d.f) \( f_{T_{\text{inactive}}^k}(\alpha) \). Given the exponentially distributed ON/OFF period, the p.d.f of the Inactive period is equal to [27]

\[
f_{T_{\text{inactive}}^k}(\alpha) = \mu_k e^{-\mu_k \alpha}.
\]

The probability that the OFF/Inactive period is less than \( \alpha^k \), i.e., the PU on channel \( k \) returns in \([0, \alpha^k]\), can be derived to be

\[
Pr(T_{\text{inactive}}^k < \alpha^k) = \int_0^{\alpha^k} f_{T_{\text{inactive}}^k}(\alpha) d\alpha = 1 - e^{-\mu_k \alpha^k}.
\]

Since channel \( k \) is available with probability \( p_{\text{inactive}}^k \), the probability of collision \( p_{\text{coll}}^k(\alpha^k) \) is given by:

\[
p_{\text{coll}}^k(\alpha^k) = p_{\text{inactive}}^k \cdot (1 - e^{-\mu_k \alpha^k}).
\]

APPENDIX B

BI-CONVEXITY OF THE DSRA PROBLEM

In the following we show that the DSRA problem is bi-convex.

**Theorem 1.** If we fix one set of variables in \( T \) or \( P \), then DSRA is convex with respect to the other set of variables. Thus, DSRA is biconvex.

**Proof:** We first determine a feasible \( P \), and then, DSRA becomes a problem of determining \( T \) to satisfy

\[
(DSRA-1) \quad \min_T \sum_{n=1}^{N} \sum_{k=1}^{K} t_{n,k}p_{n,k} \quad \text{s.t.} \quad (??)/(??)/(??)/(??).
\]

which is linear and convex due to the linear objective function and linear feasible set. DSRA-1 can be solved using the Simplex method [35]. Additionally, by fixing \( T \), DSRA becomes a problem of determining \( P \) to satisfy

\[
(DSRA-2) \quad \min_P \sum_{n=1}^{N} \sum_{k=1}^{K} t_{n,k}p_{n,k} \quad \text{s.t.} \quad (??)/(??)/(??)/(??).
\]

DSRA-2 can be solved by the interior point method. Both DSRA-1 and DSRA-2 are convex and can be solved efficiently. Therefore, the objective function \( \sum_{n=1}^{N} \sum_{k=1}^{K} t_{n,k}p_{n,k} \) is bi-convex on the feasible set which makes DSRA a biconvex problem.
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