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Abstract

Large-scale language models (LLMs) such as GPT-2, BERT and RoBERTa have been successfully applied to ASR N-best rescoring. However, whether or how they can benefit competitive, near-state-of-the-art ASR systems remains unexplored. In this study, we incorporate LLM rescoring into one of the most competitive ASR baselines: the Conformer-Transducer model. We demonstrate that consistent improvement is achieved by the LLM’s bidirectionality, pretraining, in-domain finetuning and context augmentation. Furthermore, our lexical analysis sheds light on how each of these components may be contributing to the ASR performance.
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1. Introduction

Large-scale language models (LLMs) such as GPT-2, BERT and RoBERTa [1–3] have become a prominent component in modern NLP. Based on their self-attention mechanism [4], Transformer-based LLMs are capable of modeling long-range dependencies and interactions within the input, which are essential for higher-level language understanding. Conventionally, LLMs are first pretrained on massive unlabelled text data, which allows them to learn the general linguistic knowledge (e.g. morphosyntax and semantics) [5, 6] and world knowledge [7]. Subsequently, these models can be finetuned with a smaller amount of labelled data to achieve superior performance on specific (narrower) target tasks and domains [8].

To leverage the power of LLMs into ASR, recent work has proposed to rescore the ASR model’s N-best hypotheses based on LLMs [9–15] in place of the traditional n-gram or RNN-based LMs [16–18]. In the most simple and foundational approach [9, 10], LLM scores are computed as the log-likelihood of each hypothesis for unidirectional LLM (GPT-2) fails to do so on our competitive baseline. In addition, LLM’s pretraining, in-domain finetuning and context augmentation (with past and future hypotheses) also consistently improves ASR. Finally, our lexical analysis sheds light on how each of these variants may be contributing to the ASR results, often providing complementary benefits.

2. Methods

In this work, we follow the most simple and foundational approach of LLM rescoring proposed in [9, 10]. The main idea is to compute the LLM score as the log-likelihood for unidirectional models and pseudo-log-likelihood for bidirectional models, as we will explain in Section 2.1 and 2.2.

2.1. Unidirectional LLM Scoring

Unidirectional language models, also known as causal language models, are trained to predict the conditional probability of the next word given the prior history of words. To be precise, a unidirectional LLM with parameters \( \Theta \) is trained to predict the probability \( P_{LM}(w_t|W_{<t};\Theta) \), where \( W_{<t} := (w_1, ..., w_{t-1}) \) denotes the prior history of words up to \( w_t \). Then, a natural choice of the LLM score for the hypothesis \( W := (w_1, w_2, ..., w_{W}) \) would be its log-likelihood, which can be computed by the chain rule of probability:

\[
\text{Score}_{LM}(W) := \sum_{t=1}^{W} \log P_{LM}(w_t|W_{<t};\Theta) \tag{1}
\]

Note that such LLMs are unidirectional in the sense that prediction of \( w_t \) only depends on the previous (left) context. One advantage of unidirectional LLM scoring is its computational efficiency, only requiring a single inference pass to compute the log-likelihood in an autoregressive manner.

2.2. Bidirectional LLM Scoring

In contrast, bidirectional language model aims to predict \( w_t \) conditioned on both the left and right context. One representative example of bidirectional models are the masked language models, which can be trained to estimate the conditional probability \( P_{LM}(w_t|W_{<t};\Theta) \), where \( W_{<t} := (w_1, ..., w_{t-1}, [\text{MASK}], w_{t+1}, ..., w_{W}) \) denote the hypothesis \( W \) with the word \( w_t \) replaced by a special [MASK] token. Unfortunately, based on this likelihood, it is non-trivial to estimate the exact log-likelihood of \( W \). Instead, prior work proposed to use its pseudo-log-likelihood [23] as the LLM score,
which is given by the following equation:

\[ \text{Score}_{\text{LM}}(W) := \sum_{t=1}^{|W|} \log P_{\text{LM}}(w_t | W; \Theta) \]  

(2)

Note that by leveraging the bidirectional (left and right) context, prediction of each \( w_t \) becomes more accurate, which can lead to more reliable LLM scoring. However, this comes with the cost of running the model \( |W| \) times (with each \( w_t \) replaced by the [MASK] token), which can be slow or computationally expensive.

Based on the LLM scores from equation (1) or (2), each hypothesis in the N-best can be rescored by the final score, which is a linear interpolation with the ASR model (AM) score:

\[ \text{Score}(W) := (1 - \lambda) \cdot \text{Score}_{\text{AM}}(W) + \lambda \cdot \text{Score}_{\text{LM}}(W) \]  

(3)

3. Experiments

3.1. LLM Rescoring

For LLM rescoring, we use the open-source GPT-2, BERT and RoBERTa from the huggingface library [24]. While the pretrained models can be used out-of-the-box based on our method (Section 2), we also experiment with the following configurations to study the effect of LLM pretraining, in-domain finetuning and context augmentation, respectively.

Training from Scratch (+scratch): To ablate the general knowledge acquired in the pretraining step, we train each LLM from scratch (i.e. using the same model architecture with randomly initialized parameters) based on the transcribed text of 2000 hours of Switchboard corpus.

In-domain Finetuning (+finetune): While the pretraining corpora of LLMs cover diverse domains and topics, they mostly consist of written (non-spoken) language. To examine the additional gain from speech domain adaptation, we use the pretrained model parameters and finetune each LLM based on the same 2000 hours text of Switchboard.

Context Augmentation (+context): Without changing the model parameters, we concatenate the 1-best of past and future hypotheses as additional context when computing the LLM scores [13]. For the past hypotheses, the 1-best is obtained (and cached) after LLM rescoring with a fixed \( \lambda \) value of 0.20 (from equation (3)). For the future hypotheses, the 1-best is obtained from the initial ASR model. We use up to 40 tokens from the past 1-best and 20 tokens from the future 1-best, concatenated on the left and right of the current hypothesis.

Based on the results from our preliminary experiments, we insert special tokens at the beginning and ending (e.g. [CLS] and [SEP] for BERT) and do not indicate utterance boundaries (e.g. with a period [13]) during context augmentation. Focusing on the ceiling performance, we choose the best (and largest) \( \lambda \) from \{0.0, 0.05, ..., 1.00\} for equation (3) which achieve the lowest average WER on our test sets.

3.2. ASR Baseline

To confirm the advantage of LLM rescoring, we trained a strong baseline neural transducer model. We used the widely used 1975 hours of English conversational telephone speech consisting of Switchboard, Fisher, and CallHome as training data [25]. We created 9875 hours of augmented training data by applying speed and tempo perturbation (90% and 110% for both perturbation) to the original 1975 hours [26].

For acoustic features, we used 240-dimensional features consisting of 40-dimensional log-Mel filterbank energies, their delta, and double-delta coefficients with frame stacking and a skipping rate of 2 [27]. Training of the baseline model followed a recipe [28] that leverages various regularization techniques such as SpecAugment [29], sequence noise injection [30], DropConnect [31], and speed and tempo perturbation [26]. The Conformer-T model uses an encoder network of 10 Conformer blocks (512-dimensional feed forward module, 31-kernel convolution block, and 8 64-dimensional attention heads) [21]. The encoder output is projected from a 512-dimensional acoustic embedding to 256 dimensions. A prediction network uses a single unidirectional LSTM layer with 1024 cells followed by a projection from a 1024-dimensional linguistic embedding to 256 dimensions. A joint network uses multiplicative integration and hyperbolic tangent, followed by a projection and softmax layer to represent 42 characters and an extra blank symbol. We used an efficient beam search algorithm, alignment-length synchronous decoding [32] for letter-based decoding, and used Word Error Rate (WER) as the evaluation metric.

Based on this Conformer-T model, we obtain the 100-best hypotheses searched with a beam size of 100 and a more realistic 16-best hypotheses searched with beam size 16. We report our baseline and LLM rescoring results on the Hub5 2000 Switchboard (SWB) and CallHome (CH) evaluation test sets.

4. Results

We show the LLM rescoring results with 16-best hypotheses in Table 1 and 100-best hypotheses in Table 2. Results for the GPT-2 models are omitted since they did not improve WER (0.1 or more) with any value of \( \lambda \) or model configurations.

| Table 1: Results of LLM rescoring (16-best hypotheses). |
|----------------|----------------|-------|
| Model          | Best \( \lambda \) | SWB   | CH   |
| Baseline (Conformer-T) | -              | 5.3   | 8.9  |
| BERT-base (uncased)      | 0.05           | 5.3   | 8.8  |
| +scratch                | 0.15           | 5.2   | 8.7  |
| +finetune               | 0.15           | 5.0   | 8.5  |
| +context               | 0.10           | 5.2   | 8.6  |
| +finetune +context      | 0.20           | 5.0   | 8.5  |
| RoBERTa-base           | 0.10           | 5.2   | 8.7  |
| +scratch                | 0.15           | 5.3   | 8.6  |
| +finetune               | 0.20           | 5.1   | 8.6  |
| +context               | 0.15           | 5.2   | 8.6  |
| +finetune +context      | 0.20           | 5.1   | 8.5  |
| BERT-large (uncased)     | 0.05           | 5.2   | 8.8  |
| +scratch                | 0.15           | 5.2   | 8.7  |
| +finetune               | 0.25           | 5.1   | 8.5  |
| +context               | 0.10           | 5.2   | 8.6  |
| +finetune +context      | 0.15           | 5.1   | 8.4  |
| RoBERTa-large           | 0.10           | 5.1   | 8.6  |
| +scratch                | 0.10           | 5.2   | 8.6  |
| +finetune               | 0.25           | 5.2   | 8.5  |
| +context               | 0.10           | 5.1   | 8.5  |
| +finetune +context      | 0.15           | 5.0   | 8.5  |
| Oracle (16-best)        | -              | 2.6   | 4.5  |

Firstly, we note that LLM rescoring with 16-best hypotheses achieves absolute WER reduction of 0.3 for SWB and 0.5
for CH in the best case. With a larger budget of 100-best hypotheses, additional WER reduction of 0.1 is achieved for both SWB and CH. This is a promising result for LLM-based rescoring with a very competitive ASR baseline.

We can also verify that rescoring with bidirectional LLMs work out-of-the-box using the pretrained parameters. While models trained from scratch are also generally effective (+scratch), we observed consistent improvement when the models are rather finetuned from the pretrained parameters (+finetune). Therefore, both general-domain pretraining and in-domain finetuning can be essential for LLM rescoring.

When context augmentation is conducted (+context), we observed consistent improvement in both pretrained and finetuned LLMs; in fact, the latter achieves the best performance in all cases (+finetune +context). This result indicates that context augmentation has a complementary benefit with both pretraining and in-domain finetuning.

To further investigate the effect of context augmentation, we’ve also conducted the experiments with different context sizes, i.e. using the past (left) context only, future (right) context only, shorter (× 2) context size and longer (× 2) context size. The results are shown in Table 3 (base-size models only).

From this experiment, we could verify that both the left and right context contribute to WER reduction. While longer (× 2) context size improved rescoring in the case of BERT-base, we actually observed competitive performance with shorter (× 2) context size across all models and sizes (base and large). Therefore, we expect that local context (nearby ~20 words) has the highest impact on LLM rescoring.

In summary, bidirectional (but not unidirectional) LLM rescoring can be effective even on our competitive Conformer-T baseline, and LLMs benefit from all steps of general pretraining, in-domain finetuning and context augmentation.

5. Analysis and Discussions

5.1. Lexical Analysis

In this section, we conduct a further analysis on how LLM rescoring improves ASR on our competitive baseline. In prior work, it has been reported that bidirectional LLM rescoring improves ASR in short utterances or at the earlier position of the utterances [9]. It’s also reported that bidirectional LLMs are better at judging the linguistic acceptability (e.g. grammaticality) across a wide range of English phenomena [10, 33].

In contrast to prior work, we conduct a simple lexical analysis based on the word frequency and error type. To be specific, we first classify each ASR error into the following word frequency classes (high, medium and low) defined based on the transcribed text of 2000 hours Switchboard corpus:

High Frequency: The set of words whose unigram probability is larger than 0.1 ($P_{UNI}(w) > 0.1$) on Switchboard. This class includes common pronouns, fillers and function words: e.g. i, you, who, um, well, guess, could, to, not, when.

Medium Frequency: The set of words whose unigram probability is 0.0001 < $P_{UNI}(w) ≤ 0.1$ on Switchboard. This class mainly includes the content words: e.g. listen, east, women, summer, brother, normal, laugh, initially.

Low Frequency: The set of low frequency words that do not belong to either high or medium frequency class. This class includes rare words and named entities: e.g. firestone, realtor, threshold, worldly, unprofitable, whatever, lehigh.

The high frequency class contains 138 words and comprises 70.5% of the Switchboard corpus, while the medium frequency class contains 12,049 words and comprises 28.7% of Switchboard. The low frequency class is long-tailed (≥ 35,602 words) but only comprises 0.8% of the corpus.

In addition, we classify each error based on its error type, namely deletion and insertion. Note that we count a substitution error (e.g. “tried” → “trade”) as one deletion error (of “tried”) and one insertion error (of “trade”) in our analysis.

Based on this classification, we compute the relative error reduction rates against our Conformer-T baseline, separately for each word frequency class and error type.

5.2. Analysis Results

We summarize the results of our lexical analysis in Table 4 (base-size models only). We also report the overall error re-
As a related work, there have been several attempts to improve the original LLM rescoring method of [9, 10]. For instance, the N-best can be directly rescored based on discriminative training with LLM to optimize for WER reduction [12, 14, 15]. Other works proposed improvements on bidirectional LLM rescoring, e.g. reducing computational cost by predicting the pseudo-log-likelihood based on regression [10, 15] or seeking for the exact log-likelihood through a recursive decomposition of pseudo-log-likelihood [13]. In contrast, the goal of our study is not to propose such improvements but to examine the effect of the original LLM rescoring on a competitive baseline.

Several works also proposed the approach of knowledge distillation instead of N-best rescoring to infuse the power of LLMs [34, 35]. One advantage of N-best rescoring is that it requires no modification to the ASR models, allowing for a fast experiment turnover and analysis.

### 7. Conclusions

In this study, we have re-examined the effect of the fundamental LLM rescoring approach [9, 10] on a competitive Conformer-Transducer baseline and conducted a detailed analysis. Based on our experiments, we have demonstrated consistent improvement in ASR accuracy using bidirectional (but not unidirectional) LLM rescoring. We also observed additional gains from general-domain pretraining, in-domain finetuning and context augmentation when using the bidirectional LLMs.

Lastly, we’ve conducted a simple lexical-based analysis to examine the effect of LLM rescoring. We showed that error reduction from rescoring can be different across (and characterized by) the word frequency and error type. Based on our analysis, we shed light on how each variant of LLM contributes to WER reduction and explain the failure mode of unidirectional LLMs, being unable to balance both error types.

---

1Note that the overall reduction rate is equivalent to the weighted average of deletion and insertion error reduction rates.
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