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Abstract—While Parkinson’s disease (PD) is typically characterized by motor disorder, there is evidence of diminished emotion perception in PD patients. This study examines the utility of affective Electroencephalography (EEG) signals to understand emotional differences between PD vs Healthy Controls (HC), and for automated PD detection. Employing traditional machine learning and deep learning methods, we explore (a) dimensional and categorical emotion recognition, and (b) PD vs HC classification from emotional EEG signals. Our results reveal that PD patients comprehend arousal better than valence, and amongst emotion categories, fear, disgust and surprise less accurately, and sadness most accurately. Mislabeled analyses confirm confounds among opposite-valence emotions with PD data. Emotional EEG responses also achieve near-perfect PD vs HC recognition. Cumulatively, our study demonstrates that (a) examining implicit responses alone enables (i) discovery of valence-related impairments in PD patients, and (ii) differentiation of PD from HC; and (b) emotional EEG analysis is an ecologically-valid, effective, facile and sustainable tool for PD diagnosis vis-à-vis self reports, expert assessments and rest-state analysis.

Index Terms—Parkinson’s disease, EEG signals, Emotion perception, Dimensional and categorical emotions.

I. INTRODUCTION

PARKINSON’S disease (PD) is a neurodegenerative disorder of the central nervous system that affects movements, often causing tremors. PD is characterised by the progressive loss of dopaminergic neurons in the substantia nigra [1]. Besides motor dysfunctions, cognitive, behavioural and emotional defects are common in PD [2], [3], affecting over 10 million people globally (https://www.parkinson.org/).

A number of studies have examined motor and cognitive impairments in PD patients by examining explicit user responses (e.g., performance in recognition tasks, self-reports) or implicit responses such as Electroencephalogram (EEG) signals [4]. Some works detect PD from abnormalities in resting-state EEG [5], [6], [7]. Resting-state EEG is acquired in a highly controlled setting, e.g., requiring the subject to remain motionless with eyes closed in a dim and quiet room, which makes this setting ecologically invalid. A more realistic setting involves EEG acquisition during routine tasks such as music listening [8] or movie watching [9].

As movie and musical stimuli are often emotion elicit- ing [10], they enable researchers to understand how PD patients perceive emotions. Prior research has identified emotion deficits in PD patients, as they emote less spontaneously to emotion eliciting video clips [11] and unpleasant odours [12], and their posed facial expressions are disturbed and impaired [13]. Apart from specific emotions, a few studies focus on PD perception of the valence (feeling of pleasantness/aversion) and arousal (emotional intensity) dimensions [14]. Prior studies show that PD patients have a deficit in recognising positive and negative valence emotions from prosody [15] and facial expressions [16], and reduced reactivity to highly arousing pictures [17]. Recognising emotions is critical to successful social interaction and communication, apart from inferring non-verbal social behavior such as emotional voice and facial expressions [18]. Implicit physiological or biosignals reflect characteristic activity of the central nervous system, and cannot be intentionally suppressed. Recent studies have extensively employed biosignals [19], [20], [21] for emotion perception in healthy subjects. EEG, functional Magnetic Resonance Imaging (fMRI), Magnetoencephalogram (MEG) and Positron Emission Tomography (PET) provide reliable information on emotional states compared to other modalities [22]. EEG is non-invasive, has high temporal resolution and can detect changes in brain activity over a span of milliseconds. EEG frequency bands are known to correlate with emotions [23], [24]. Handcoded EEG descriptors such as Spectral Power Vectors enable emotion detection while Convolutional Neural Networks (CNNs) can automatically learn cognitive and emotional correlates [25], [21].

This study examines EEG-based PD emotion perception via a comparative analysis of data acquired from PD patients vis-à-vis Healthy Controls (HC). We explore both low-level EEG descriptors such as Spectral Power Vectors (SPV) and Common Spatial Patterns (CSP), and the intermediate EEG image and movie representations [25] to this end. We employ classical machine learning and deep learning frameworks such as 1D, 2D and 3D Convolutional Neural Networks (CNN) for emotion decoding. As shown in Fig. [1] we perform (a) categorical and dimensional emotion recognition (binary valence and arousal classification), and (b) PD vs HC recognition from emotional EEG data.

Key findings from our study are as follows: (1) Dimensional analysis reveals that arousal is better perceived in PD than valence; similar or superior classification is achieved with HC...
data for both attributes. (2) Fine-grained analyses of emotion class mislabeling reveals confounds among opposite-valence emotions for PD data; this trend is not discernible for HC. (3) Near-ceiling PD vs HC classification ($F_1 \geq 0.97$) is achieved with a 2D-CNN on emotional EEG data, implying that affective neural responses of PD and HC subjects are highly discriminable. Analyzing emotional neural responses can, therefore, enable facile PD diagnosis and treatment. Our study makes the following contributions:

- It is the first study to examine (a) PD vs HC recognition, and (b) emotion perception in PD exclusively from EEG classification trends. While resting-state EEG analysis has achieved high PD recognition accuracy [7], [26], it requires EEG acquisition in a highly controlled setting. In contrast, we examine EEG signals acquired during the routine task of emotional media consumption, which also allows for PD emotion understanding.
- PD diagnosis and treatment heavily rely on patient self-reports and expert assessments. While the importance of pre-clinical diagnosis and the need for objective monitoring with wearables [27] has been highlighted recently, high PD vs HC discriminability achieved with passive data acquisition during a routine task points to a promising alternative.
- We employ multiple (a) EEG descriptors and (b) machine learning and deep learning recognition frameworks for analyses. Among EEG descriptors, CSPs and SPVs are respectively optimal for emotion and PD recognition. CNN frameworks trained with intermediate EEG image and movie descriptors, however, achieve superior emotion and PD recognition.

II. RELATED WORK

To highlight the novelty of our study, this section reviews related work on (a) emotional impairments in PD patients, and (b) the use of biosignals to assess impairments.

A. Emotional Impairments in PD Patients

PD patients not only show motor symptoms, but also cognitive [28], [29], and emotional [30] deficits. Kan et al. [31] report PD deficits in recognising the fear and disgust facial emotions, while Suzuki et al. [32] observe impaired recognition of disgust. Clark et al. [16] note impaired anger recognition in PD patients with left hemisphere pathology, and reduced surprise recognition with right hemisphere pathology. Baggio et al. [33] observe PD deficits in recognizing sad, anger and disgust, while Narme et al. [34] note impaired recognition of anger and fear. A meta-analysis indicates an initial PD deficit for negative emotions [30], and later for positive emotions [35]. Some studies employ non-visual stimuli, e.g., auditory and verbal, to assess PD emotion deficits. In an emotional voice test [36], PD patients in general exhibit impaired recognition and expression. Kan et al. [31] observe reduced recognition of fear, surprise and disgust from text, and this finding is mirrored by Pell et al. [37]. Some studies [38], [39], however, indicate that PD minimally impacts facial expression recognition.

B. Using Biosignals to Assess Impairments

Emotion is a psycho-physiological expression related to mood and personality [10], [20]. Wearable sensing technologies can help examine biosignals and interpret associated emotions. Examining fMRI brain activations reveals a stronger activation in somatosensory regions during emotion processing for PD patients [40]. Recognising emotive facial expressions requires somatosensory cortices [41] connected to the basal ganglia, the primary neurodegeneration site in PD. fMRI analyses show reduced functional activity in the left and right posterior putamen [42], which disturbs emotional processing.

Spontaneous facial expressivity in PD observed via Electromyogram (EMG) and Electrocardiogram (ECG) signals reveal differences between PD patients and controls [43]. Examining eye movements, PD patients are found to make fewer fixations while viewing affective scenes [44]. Dietz et al. found ocular movements to be more compromised than pupil dilation in PD due to the disruption in basal ganglia circuitry. Measuring eye blinks via EMG, an attenuated reactivity to aversive stimuli is observed in PD due to an amygdala-based translational defect [45]. A neuroimaging study involving fearful faces notes that dopamine levels modulate the amygdala’s response in PD [46], and amygdala dysfunction induces impaired reactions to fear-inducing stimuli. Miller et al. [17] report that PD patients show reduced reactivity to highly arousing negative stimuli.

Deep learning has become popular for a variety of pattern recognition tasks including neural applications [47], [48], [49]. CNNs have been employed for EEG-based seizure prediction [50], Alzheimer’s detection [51], fMRI-based schizophrenia detection [52], etc. Deep learning methods learn salient and latent neural representations [53]. EEG-based categorical emotion recognition in PD patients has been pursued via higher-order spectral statistics [54], [55]. [9], [56]. PD recognition via spectral analysis of resting-state EEG has been performed with k-Nearest Neighbour and Support Vector Machine classifiers [26]. A 13-layer 1D-CNN for PD vs HC classification with resting-state EEG is proposed in [7]. Binary PD vs HC EEG classification using a convolutional-recurrent neural network is proposed in [57].

C. Identifying Research Gaps

While it is largely known that PD patients face emotional deficits, only a few studies examine these deficits via implicitly acquired biosignals such as EEG. Moreover, prior studies on automated PD diagnosis have only examined resting-state EEG, but not emotional EEG signals. Emotional EEG signals can be (a) acquired via easy-to-use, portable headsets under routine settings, and (b) utilized for PD recognition as well as studying PD emotion deficits as described in this work. Table 1 compares and contrasts our work against the literature; evidently, our approach allows for state-of-the-art PD recognition with ecologically valid data, different from prior work on resting-state and emotional EEG.
### III. MATHRALS AND METHODS

#### A. Dataset

The dataset comprises EEG signals from 20 non-demented PD (10 males/10 females) and 20 HC (9 males/11 females) subjects from Hospital Universiti Kebangsaan Malaysia, Kuala Lumpur, upon ethics approval (approval no. UKM1.5.3.5/244/FF-354-2012) [54, 55]. EEG data was recorded via the 14-channel wireless *Emotiv Epoc* headset (128 Hz sampling rate). Audio-visual stimuli are used to induce the six Ekman emotions (*sadness, happiness, fear, disgust, surprise, anger*), resulting in a total of 1440 samples (2 classes × 20 subjects × 6 emotions × 6 trials/emotion). Stimuli from the IADS [59] (audio) and IAPS [60] (visual) datasets were combined. Each trial (stimulus viewing episode) lasts 4-5 min. PD patients were optimally medicated to reduce tremors, and informed consent obtained from all participants. Data acquisition, PD clinical history, ethics approval, PD inclusion and exclusion criteria are described in [54, 9].

#### B. Data Preprocessing

EEG outlier samples were discarded by limiting the signal amplitude to $85 \mu V$, followed by an IIR bandpass Butterworth filter to retain the $8-49$ Hz range [9]. The filtered EEG signal, termed as *raw* data henceforth, was segmented into 5-second epochs to preserve temporal information following [61]. Thus, 1440 original EEG samples were segmented into 13193 epochs for feature extraction. For classical machine learning methods, raw features were $z$-normalised followed by Principal Component Analysis (PCA) to retain 95% data variance (PCA was not part of the CNN pipeline).

#### C. Feature Extraction from raw EEG

1) **Spectral Power Vector (SPV):** Power Spectral Analysis was performed to estimate EEG spectral density upon spectral transformation [62]. On each epoch, a Butterworth bandpass filter was applied to extract the $\alpha$ (8 – 13 Hz), $\beta$ (13 – 30 Hz) and $\gamma$ (30 – 49 Hz) spectral bands. A Fast Fourier Transform (FFT) was performed, followed by summation of squared FFT.
values within each three frequency band over the 14 electrodes to obtain the concatenated spectral power vector \([\alpha_1, \beta_1, \gamma_1, \ldots, \alpha_{14}, \beta_{14}, \gamma_{14}]\).

2) Common Spatial Patterns (CSP): Common Spatial Patterns were extracted by learning a linear combination of the original features [63]. Filters (transformations) were designed so that the transformed signal variance was maximal for one class and minimal for the other. Apart from dimensionality reduction, CSPs enable recovery of the original signal by gathering relevant information spread over multiple channels and are, hence, popular EEG features [62]. We learn the spatial transform \(w\), which maximises the function:

\[
J_{CSP}(w) = \frac{wX_1X_1^T w^T}{wX_2X_2^T w^T} = \frac{wC_1w^T}{wC_2w^T}
\]  

(1)

where \(C_i, X_i\) are, respectively, the spatial covariance matrix and the bandpass-filtered signal matrix for class \(i\). In Eq. (1) \(wX_i\) is the spatially filtered EEG signal for class \(i\) and \(wX_1X_1^T w^T\) is the transformed signal variance, i.e., band power of the filtered signal. Thus, maximising \(J_{CSP}(w)\) leads to spatially filtered signals whose inter-class band power ratio is maximum, and can be solved via eigenvalue decomposition. The spatial filters \(w\) that maximise \(J_{CSP}(w)\) are the eigenvectors of the highest and lowest eigenvalues for matrices \(C_1, C_2\). Hence, \(w\) gives feature vectors that are optimal for class discrimination. For each class \(i\), the variances of only a small number of signals most suitable for distinguishing are used. Six filters corresponding to the three largest and smallest eigenvalues are used for generating the CSP feature

\[
f = \log(wC_2w^T) = \log(var(wX_2))
\]

of dimension (1, 6) for each (14, 640) EEG epoch. It is shown that the classification accuracy does not improve with larger number of filters [64].

D. Classical Machine Learning (ML) Algorithms

Raw EEG data or extracted features were input to machine/deep learning classifiers (Fig. 1). We explored the following ML algorithms.

- **k-Nearest Neighbour (kNN)**, where the test sample is assigned the label corresponding to the mode of its \(k\)-closest neighbours based on a suitable distance metric.
- **Support Vector Machine (SVM)**, where input data are transformed to a high-dimensional space where the two classes are linearly separable and the inter-class distance is maximum.
- **Gaussian Naive Bayes (GBN)**, a generative classifier assuming class-conditional feature independence.
- **Decision Tree (DT)**, which uses a tree-like graph structure where each leaf node represents a category label.
- **Linear Discriminant Analysis (LDA)**, which linearly transforms data to achieve maximal inter-class distance.
- **Logistic Regression (LR)**, which maps the input to class labels via the sigmoid function.

E. Convolutional Neural Network Pipeline

Deep neural networks are the state-of-the-art in text, speech, image, video and EEG-based recognition [48], [65], [49], [47], [25], [21], and have outperformed traditional machine learning methods obviating the need for handcrafted features [62]. We explored 1D, 2D and 3D-CNNs to learn EEG representations. Raw or extracted EEG features were fed to the 1D-CNN; feature dimensions input to the 1D-CNN with raw, spectral and CSP descriptors were, respectively, (640, 14), 42 and 6. However, this representation ignores the EEG spatial structure; therefore, we synthesised the EEG image and EEG movie descriptors to preserve the spatial structure.

Extracted SPVs were transformed to an EEG image as in [25]. EEG electrodes, distributed on the scalp in 3D were projected onto a 2D surface to capture the spatial activity distribution. Azimuthal Equidistant Projection was used to preserve the relative inter-electrode distance [66]. Scattered scalp power measurements were interpolated to derive a 32 × 32 pixel EEG image. Repeating this process for the \(\alpha, \beta\) and \(\gamma\) bands produced three topo-maps, which were then merged to form a 3-channel (32 × 32 × 3) EEG image. To learn the temporal EEG structure, given that 3D-CNNs effectively learn from video chunks [67], [68], we synthesised EEG movie samples comprising five images generated by sliding non-overlapping 1s windows over the 5s epoch. The 3D-CNN input dimensionality is 5 × 32 × 32 × 3.

Fig. 2. Basic architecture of the 1D/2D/3D-CNN.

The general architecture of the three-layered 1D/2D/3D-CNN employed for classification is shown in Fig. 2. Output dimensions for each CNN layer are presented in Table I. Three convolutional layers convolve the input signal with a stride of 3, and comprise 16, 32 and 32 filters of size 3, 3 × 3 and 3 × 3 × 3, respectively. Each convolutional layer is followed by average pooling over 2-unit regions. Batch normalisation is applied to normalise prior activations, and a dropout of 0.1 – 0.5 is employed for regularisation. The dense layer comprises 128 neurons, followed by a softmax layer composed of two neurons (for dimensional emotion and PD vs HC classification) or 6 neurons (for categorical emotion recognition) conveying class probabilities. CNN hyper-parameters (learning rate \(\in [10^{-3}, \ldots, 10^{-1}]\), optimizer \(\in \{\text{SGD, Adam, RMS Propogation}\}\) and dropout rate) were
tuned via 10-fold cross-validation identical to the ML models.

F. Performance Evaluation:

All models were fine-tuned via exhaustive grid-search and performance evaluated via ten-fold cross-validation. For all results, we report the weighted F1 measure or the weighted mean of the per-class F1-scores, which accounts for class imbalance noted in valence and arousal classification.

| TABLE II | OUTPUT DIMENSIONS OF EACH LAYER IN 1D, 2D AND 3D-CNN. |
|----------|------------------------------------------------------|
|           | 1D CNN | 2D CNN | 3D CNN |
|           | Spectral | CSP | Raw | Spectral | CSP | Raw | Spectral | CSP | Raw |
| Convolution layer - 1 | 42, 16 | 6, 16 | 640, 16 | 32, 32, 16 | 5, 32, 32, 16 |
| Average Pooling - 1 | 21, 16 | 3, 16 | 320, 16 | 16, 16, 16 | 3, 16, 16, 16 |
| Convolution layer - 2 | 21, 32 | 3, 32 | 320, 32 | 16, 16, 32 | 3, 16, 16, 32 |
| Average Pooling - 2 | 11, 32 | 2, 32 | 160, 32 | 8, 8, 32 | 2, 8, 8, 32 |
| Convolution layer - 3 | 11, 32 | 2, 32 | 160, 32 | 8, 8, 32 | 2, 8, 8, 32 |
| Average Pooling - 3 | 6, 32 | 1, 32 | 80, 32 | 4, 4, 32 | 1, 4, 4, 32 |
| Flatten | 192 | 32 | 2560 | 512 | 512 |
| Batch Normalisation | 192 | 32 | 2560 | 512 | 512 |
| Fully Connected | 128 | 128 | 128 | 128 | 128 |
| Softmax | 2 or 6 | 2 or 6 | 2 or 6 | 2 or 6 | 2 or 6 |

IV. Experiments & Results

A. Valence Classification

To examine emotional perception in PD, we first performed valence classification by training binary classifiers with (a) PD, (b) HC, and (c) PD+HC or full EEG data. Happiness and surprise were grouped in the high valence (HV) category, while sadness, fear, disgust and anger data were grouped in the low valence (LV) category. The HV:LV class ratio within PD, HC and full data is 1:2.

1) Results: Table III presents valence classification results on full, PD and HC data with various models. Higher F1-scores were achieved with HC data, implying reduced discriminability with PD EEG data. We discuss the results below.

a) Classification with PD Data: The impact of descriptors on the efficacy of ML techniques is evident from Table III. A one-way Analysis of Variance (ANOVA) to examine the effect of features (Raw, SPV and CSP) on F1-scores revealed confirmed the impact of descriptor type \( F(2, 27) = 969.05, p < 0.0001 \). Comparing F1-scores from ten classifier runs, post-hoc Tukey tests revealed significant differences between predictive powers of SPV vs CSP \( (p < 0.001) \), CSP vs Raw \( (p < 0.001) \), and SPV vs Raw features \( (p < 0.001) \). Maximum F1-scores were achieved with CSPs.

Higher F1-scores were observed with the 1D-CNN for all features, revealing the superior learning ability of CNNs. A one-way ANOVA revealed the minimal impact of different features on 1D-CNN performance, even as CSP features achieved the highest F1 of 0.86. 2D and 3D-CNN achieved even higher F1-scores, conveying that the EEG-image and movie representations are most efficient for valence prediction. The 3D-CNN achieved the maximum F1-score of 0.91.

Fig. 3(left) presents model sensitivity and specificity with PD data. Sensitivity denotes the true positive rate or proportion of HV samples classified correctly, while Specificity denotes the true negative rate or the proportion of correctly classified LV samples. With ML algorithms, a significantly higher mean specificity \( (0.94) \) was observed than sensitivity \( (0.67) \). A similar trend was observed with 1D and 2D-CNN, with much higher specificity scores noted in both cases. Comparable mean specificity \( (0.95) \) and sensitivity \( (0.85) \) scores were noted, however, with the 3D-CNN. Overall, these trends convey reduced positive valence recognition with PD data.

b) Classification using HC Data: Higher F1-scores were obtained on HC data for all features and methods (Table III). The impact of features on ML performance was confirmed by an ANOVA test \( F(2, 27) = 1382.90, p < 0.0001 \), with CSP features outperforming SPV and Raw features. Higher F1-scores were noted with the 1D-CNN, with all features performing similarly. 2D and 3D-CNN performed better than the 1D-CNN, with the 3D-CNN achieving the best mean F1-score of 0.93.

c) PD vs HC F1 Comparison: Fig. 3 (centre) compares the valence F1-scores obtained with PD and HC data over all models, with CSP scores plotted for the ML and 1D-CNN methods. While identical scores were achieved on PD and HC data employing ML methods, marginally higher F1-scores were noted on HC data with the 1D, 2D and 3D-CNN. Overall, better classification was achieved with HC rather than PD data. Fig. 3 (right) compares sensitivity with PD data and HC data across models. With ML algorithms, sensitivity on PD data \( (0.67) \) was significantly lower than HC \( (0.73) \) as per a t-test \( (t(18) = 5.39, p < 0.0001) \). Lower sensitivity scores were again noted on PD data with the 1D, 2D and 3D-CNN even if the differences were insignificant. Cumulatively, these results reveal lower sensitivity for PD EEG data.

B. Arousal Classification

To examine arousal perception in PD, we grouped the anger, disgust, fear, happiness and surprise data in the high arousal (HA) category, with the sadness samples constituting the low arousal (LA) category as in the circumplex model [14]. The HA:LA class ratio within PD, HC and full data is, thus, 5:1.

1) Results: Table IV presents arousal classification results with full, PD and HC data. Evidently, similar F1-scores were achieved for these subsets. We again compare PD vs HC results.

a) Classification using PD Data: Impact of features on ML classification performance is confirmed by a one-way ANOVA \( F(2, 27) = 1332.94, p < 0.0001 \). CSP features achieved optimal arousal prediction and significant F1-score differences were noted via a Tukey test for CSP vs SPV \( (p < 0.005) \), CSP vs Raw \( (p < 0.001) \) and SPV vs Raw \( (p < 0.001) \). Higher F1-scores were obtained for the 1D-CNN with spectral features performing best, even if the differences among descriptors were not significant. The 2D and 3D-CNN models achieved an identical, near-ceiling F1 of 0.98.

Fig. 4 (left) presents specificity (LA classification rates) and sensitivity (HA classification rate) scores for PD data. Significantly higher sensitivity \( (0.97) \) than specificity \( (0.76) \) was observed for ML algorithms \( (p < 0.0001) \). This trend

1Code available at https://github.com/ravikiranrao/PD-EEG
TABLE III  
**Binary Valence Classification:** F1-scores are of the form $\mu \pm \sigma$. ML results denote the best among kNN, SVM, GNB, LDA and LR.

| Data  | SPV        | CSP        | Raw        | SPV        | CSP        | Raw        | 2D-CNN     | 3D-CNN     |
|-------|------------|------------|------------|------------|------------|------------|------------|------------|
| Full  | 0.78 ± 0.01| 0.81 ± 0.01| 0.55 ± 0.01| 0.85 ± 0.01| 0.82 ± 0.02| 0.88 ± 0.11| 0.89 ± 0.06| 0.91 ± 0.05|
| PD    | 0.75 ± 0.02| 0.84 ± 0.01| 0.55 ± 0.01| 0.82 ± 0.09| 0.86 ± 0.03| 0.75 ± 0.17| 0.86 ± 0.07| 0.91 ± 0.07|
| HC    | 0.81 ± 0.02| 0.84 ± 0.01| 0.56 ± 0.01| 0.85 ± 0.08| 0.88 ± 0.04| 0.90 ± 0.11| 0.91 ± 0.07| **0.93 ± 0.05**|

Fig. 3. **Binary valence classification:** (Left) Sensitivity and specificity with PD data across various models. (Centre) F1-scores with PD and HC data across various models. Error bars denote standard error of mean (SEM). **** $\Rightarrow p < 0.0001$, *** $\Rightarrow p < 0.001$, ** $\Rightarrow p < 0.01$, * $\Rightarrow p < 0.05$ and n.s. $\Rightarrow p > 0.05$ as per a Tukey HSD test.

TABLE IV  
**Binary Arousal Classification:** F1-scores are of the form $\mu \pm \sigma$. Best ML results were achieved with the kNN or NB algorithms. NB results are denoted using an * symbol.

| Data  | SPV        | CSP        | Raw        | SPV        | CSP        | Raw        | 2D-CNN     | 3D-CNN     |
|-------|------------|------------|------------|------------|------------|------------|------------|------------|
| Full  | 0.92 ± 0.01| 0.93 ± 0.00| 0.76 ± 0.00| 0.95 ± 0.03| 0.92 ± 0.01| 0.95 ± 0.07| 0.97 ± 0.02| 0.97 ± 0.02|
| PD    | 0.92 ± 0.01| 0.93 ± 0.01| 0.76 ± 0.00| 0.96 ± 0.03| 0.92 ± 0.02| 0.94 ± 0.06| **0.98 ± 0.02**| 0.98 ± 0.03|
| HC    | 0.91 ± 0.01| 0.94 ± 0.01| 0.76 ± 0.00*| 0.91 ± 0.05| 0.95 ± 0.01| 0.94 ± 0.07| 0.94 ± 0.03| 0.97 ± 0.02|

Fig. 4. **Binary arousal classification:** (Left) Sensitivity and specificity with PD data across models. (Right) F1 on PD and HC data across models. Error bars denote SEM. ****, ***, **, * and n.s. respectively imply $p < 0.0001$, $0.001 < p < 0.01$, $0.01 < p < 0.05$ and $p > 0.05$ as per a Tukey HSD test.

repeated for the 1D-CNN ($p < 0.0001$) and 3D-CNN (sensitivity = 0.98 > specificity = 0.91 with $p < 0.01$), while comparable measures were achieved for the 2D-CNN. Overall, higher sensitivity than specificity was achieved on PD data with the different models.

b) **Classification using HC Data:** CSP features produced a maximum F1-score of 0.93 with ML methods on HC data. The 1D-CNN achieved a higher F1 of 0.95 with CSP features, but all features performed comparably. F1-scores of 0.94 and 0.97 were achieved with the 2D and 3D-CNN, respectively, revealing that the spectral EEG image and movie descriptors effectively encode emotion information.

c) **PD vs HC F1-score Comparison:** F1-scores achieved with PD and HC data are presented in Fig. 4 (right), with CSP results shown for the ML and 1D-CNN methods. Very similar F1-scores were found on PD and HC data for ML algorithms. The 1D-CNN achieved a much higher score with HC data ($p < 0.0001$), while the trend reversed for the 2D-CNN (PD F1= 0.98 > HC F1= 0.94, with $p < 0.05$). Similar F1-scores with PD and HC data were again noted with the 3D-CNN.

C. **Categorical Emotion Classification**

Since reduced HV-LV discriminability was noted in PD patients, we further explored categorical emotion recognition and nature of misclassifications with PD vs HC data.

1) **Results:** Table V presents multi-class emotion classification results across models with full, PD and HC data. An equal number of samples were available for the sadness, happiness, fear, disgust, surprise and anger emotion classes for both PD and HC subjects. F1-scores averaged over all emotion classes are shown. For most conditions, highest scores achieved with HC data, while lowest scores were achieved with full data.

a) **Classification with PD Data:** As with valence and arousal, EEG features significantly impacted ML performance
TABLE V
CATEGORICAL EMOTION CLASSIFICATION SUMMARY: MEAN F1-SCORES OVER ALL EMOTION CLASSES (EQUIVALENT TO ACCURACIES FOR BALANCED DATASET) ARE OF THE FORM $\mu \pm \sigma$. BEST ML RESULTS WERE OBTAINED WITH THE KNN OR NB ALGORITHMS. NB RESULTS ARE DENOTED USING A * SYMBOL.

| Data | ML | 1D CNN | 2D CNN | 3D CNN |
|------|----|--------|--------|--------|
|      | SPV | CSP | Raw | SPV | CSP | Raw | SPV | CSP | Raw | SPV | CSP | Raw |
| Full | 0.64 ± 0.01 | 0.72 ± 0.01 | 0.18 ± 0.01 | 0.76 ± 0.10 | 0.69 ± 0.02 | 0.77 ± 0.22 | 0.82 ± 0.09 | 0.83 ± 0.09 |
| PD | 0.62 ± 0.02 | 0.76 ± 0.01 | 0.17 ± 0.01* | 0.77 ± 0.08 | 0.80 ± 0.05 | 0.81 ± 0.21 | 0.84 ± 0.10 | 0.88 ± 0.09 |
| HC | 0.68 ± 0.02 | 0.74 ± 0.02 | 0.20 ± 0.01 | 0.76 ± 0.09 | 0.76 ± 0.03 | 0.78 ± 0.22 | 0.86 ± 0.08 | 0.90 ± 0.07 |

Fig. 5. Categorical emotion classification: (left) Emotion-wise F1-scores on HC (left) and PD data (right) across models. Error bars denote the standard error of mean. ****, ***, **, * and n.s. respectively imply $p < 0.0001$, $p < 0.001$, $p < 0.01$, $p < 0.05$ and $p > 0.05$ as per a Tukey HSD test. (right) Misclassifications on PD and HC emotion data across models. First column denotes the actual emotion, while other columns denote predicted emotion with the model specified on top. Upper and lower row pairs respectively denote emotions predicted with PD and HC data, and values in parenthesis denote misclassification rates. Green and red colours are used to code positive and negative valence emotions.

as per a one-way ANOVA ($F(2, 27) = 4113.91, p < 0.0001$). CSP features produced the best F1-score of 0.76, significantly outperforming SPV and Raw features ($p < 0.001$) as per post-hoc Tukey tests. For the 1D-CNN, raw EEG achieved the best F1-score of 0.81, which was marginally superior to CSP and SPV features. Higher mean F1-scores of 0.84 and 0.88 were achieved with the 2D and 3D-CNN, conveying accurate emotion recognition with PD data.

Fig. 5 (left) depicts emotion-specific F1-scores obtained on the PD and HC data across models, with CSP results presented for the ML and 1D-CNN models. On PD data, ML methods produced the highest and lowest F1-scores for sadness (F1= 0.81) and surprise (F1= 0.71), respectively, and a significant variation in F1-scores for different emotions was found per one-way ANOVA ($F(5, 54) = 8.68, p < 0.0001$). A significant effect of emotions on F1-scores was also noted for 1D, 2D and 3D-CNN ($p < 0.05$ in all cases). Sadness was easiest to recognise with all three models (F1= 0.87, 0.93 and 0.94 for 1D, 2D and 3D-CNN), while disgust (F1= 0.78), surprise (F1= 0.80) and fear (F1= 0.85) were recognised worst by the 1D, 2D and 3D-CNN, respectively. Across models, sadness was easiest to recognise, while disgust, fear and surprise were commonly confused with other emotions.

b) Classification with HC Data: Trends similar to PD were observed with HC data. CSP features produced the highest score (F1= 0.74) with ML methods, significantly outperforming SPV and Raw features ($p < 0.001$ for both comparisons). All features performed comparably with the 1D-CNN, while the EEG image and movie descriptors produced mean F1-scores of 0.86 and 0.90 respectively via the 2D and 3D-CNN frameworks.

c) Misclassification Analyses: Hitherto, (a) sensitivity-specificity analyses show lower recognition rates for HV emotions, and (b) Emotion-specific results convey that surprise, disgust and fear are often confounded with other emotions. We further examined the nature of misclassifications with PD and HC data to discover any underlying patterns.

Fig. 5 (right) depicts the maximum misclassification rate and most mis-predicted label per model and emotion class. For instance, the first row shows that the sad PD samples are often misclassified as happy by the best-performing ML, 1D, 2D and 3D-CNN models, with the misclassification rates specified in brackets. For HC data (2nd row), sadness is respectively mislabeled as happy, anger and fear. We note that:

- The happiness and surprise high-valence emotions are most commonly mislabeled as low-valence emotions, namely, sadness, fear and anger for both PD and HC data.
- Among low-valence emotions, sadness is consistently predicted as happiness with PD data. Conversely on HC data, sadness is often confounded with other low-valence emotions such as fear and anger.
- Fear and disgust are often misclassified with both PD and
HC data. On HC data, fear is frequently confounded with disgust, and disgust with fear and anger. With PD data, however, disgust is often confused with happiness and surprise, and fear with happiness.

- From the above, one can infer a greater propensity to confound with opposite-valence emotions on PD data. Overall, our findings convey that valence-related differences are not effectively encoded in PD EEG responses.

D. PD vs HC Classification

The above sections reveal some differences in the emotional EEG characteristics of the PD and HC groups. We examined whether the emotional EEG responses were discriminable for PD vs HC classification. To this end, we attempted classification from emotion-agnostic (Full) and emotion-specific data. Results are shown in Table [VI]. Our data included equal proportions of the PD and HC classes (1:1 class ratio).

1) Results: Emotion-agnostic and specific PD recognition results are presented below.

a) Classification using Full Data: While raw EEG features achieved fair recognition with ML methods (max F1 = 0.66), CSP and SPV features performed much better producing the maximum F1 of 0.97. A one-way ANOVA revealed significant differences in feature performance (p < 0.0001). All features performed better with the 1D-CNN, with SPV features producing a near-ceiling F1 = 0.99 and outperforming the CSP and Raw features as per a post-hoc Tukey test (p < 0.001 for both comparisons). 2D-CNN performed marginally better, achieving a mean F1 = 0.99 on full, sadness and fear data.

Fig. [5] presents sensitivity and specificity rates on full and emotion-specific data with different methods. ML algorithms on full data achieved a marginally higher sensitivity (0.97) than specificity (0.96); with the 1D CNN, the specificity (0.99) was marginally higher than sensitivity (0.98). Identical sensitivity and specificity rates of 0.99 were noted on full data with the 2D CNN.

b) Classification with emotion-specific Data: Facile PD vs HC classification was achieved with all emotion classes, where only 1/6th of the full data were available. Raw EEG and SPV features respectively produced the lowest and highest F1-scores with ML methods, with SPV F1 = 0.97 for happiness and sadness. Mixed trends were noted for the 1D-CNN, where all features performed comparably. Maximum F1 for the raw, CSP and SPV descriptors were respectively noted for sadness (F1 = 0.96), fear (F1 = 0.95) and anger (F1 = 0.98). Peak and near-ceiling classification performance was noted for the 2D-CNN (identical F1 = 0.99 for sadness and fear).

Similar sensitivity and specificity rates were noted across classifiers with emotion-specific data (see Fig. [5]). For the 1D-CNN, near-identical sensitivity and specificity rates were noted for fear (sensitivity = 0.96 vs specificity = 0.97) and disgust (sensitivity = 0.98 vs specificity = 0.97), while for the 2D-CNN, near-identical sensitivity and specificity were noted for all emotion categories.

V. DISCUSSION

A. Valence & Arousal Classification

1) Valence: We examined PD valence perception, since valence is a fundamental emotional attribute [69], [70]. While prior studies have found valence-related differences between PD and HC groups via their explicit responses to visual [33], verbal [35] and textual [31] stimuli, we differently examined implicit emotional EEG responses to this end. Valence classification with multiple features and methods convey reduced performance and lower sensitivity on PD data. Therefore, PD data exhibits lower valence discriminability and sensitivity.

Lower PD sensitivity is consistent with findings in [35], where PD patients are found to have deficits in processing both positive and negative emotions. Dysfunction of the basal ganglia thalamocortical circuits in PD patients impairs their general emotional valence recognition [71]. With respect to models and features, CNNs expectedly achieved higher F1-scores than ML methods, confirming that they can efficiently learn spatio-temporal EEG patterns [67]. CSP features predominantly achieve the best scores, and their utility in EEG-based analysis is well known [63]. The EEG-movie descriptor optimally encodes spatio-temporal patterns in spectral EEG.

2) Arousal: With respect to arousal, [17], [45] observed muted reactivity or fewer startled eye-blinks from PD patients to high-arousal, low-valence aversive pictures. Similar findings were reported in [31] and [15], where PD patients showed deficits in recognizing emotions from lexical, prosody and facial cues. While these findings are based on implicit EMG data and/or explicit self-ratings, our inferences are based on EEG classification patterns. Given the identical class distributions for PD and HC data and corresponding F1 comparisons, our results do not indicate any PD vs HC differences in arousal recognition. Very comparable F1-scores are obtained for the PD and HC groups, conveying their similar characteristics.

3) Models & Features: Sensitivity and specificity scores observed for PD data also convey an interesting trend. Given the imbalanced class proportions for both the valence and arousal conditions, significant sensitivity vs specificity disparities are noted particularly for the ML and 1D-CNN models. However, these differences become less conspicuous for the 2D and 3D-CNN models, conveying that they are able to efficiently learn minority-class representations. Regarding algorithms and features, F1-scores gradually improve while advancing from ML algorithms to the 3D-CNN. CSP features performed best with ML algorithms, but mixed results were observed for the 1D-CNN. EEG image and movie descriptors achieved a maximum and identical F1-score of 0.98 for arousal, with the 3D-CNN producing the maximum F1 of 0.93 for valence, showing their efficacy in encoding emotional information.

B. Categorical Emotion Recognition

To the best of our knowledge, we are the first to examine categorical emotional classification with PD and HC EEG data. Prior studies on PD emotional perception typically examined facial expression recognition tasks [34], [16], [31] or studied physiological signals along with self-assessment reports to...
understand emotional deficits \([40, 43, 44]\). These studies observe PD impairment in recognising negative emotions such as sadness, fear, anger and disgust.

We performed categorical emotion recognition to better understand which emotions are recognized better/worse with PD and HC data. Our results revealed that while sadness and happiness were well recognized with both PD and HC groups, fear, disgust and surprise were poorly recognized with the PD EEG data. Disturbances in the orbitofrontal cortex and the anterior cingulate cortex, which are active in negative emotion processing, can be attributed to these deficits \([33]\). We then studied the nature of misclassifications for each emotion class. Classification results in Fig. 5a (right) show frequent confounds among opposite-valence emotions with PD data, indicating weaker valence encodings in emotional PD responses.

With respect to features and models, the trends are consistent with valence and arousal classification. We observe a steady increase in emotion-specific and overall F1-scores as we progress from classical machine learning methods to the 3D-CNN. CSP and raw EEG features produce the best performance with the ML and 1D-CNN approaches respectively. The 2D and 3D-CNN models, however, achieve higher F1-scores, implying that spatio-temporal spectral EEG patterns best encode emotional information.

C. PD vs NC classification

To our knowledge, only one study \([58]\) has performed PD recognition from emotional EEG signals, and achieved a mean accuracy of 87.9% (see Table I). Others \([26, 7]\) have performed PD vs HC classification from resting-state EEG signals, which is an ecologically invalid setting requiring a highly controlled environment for EEG acquisition. In this regard, we attempted PD recognition from both emotion-specific and emotion-agnostic (or full) EEG data acquired during the routine task of audio-visual media consumption.

Empirical results presented in Table VI show that accurate PD recognition is achieved even with emotion-specific EEG data. Near-perfect F1s are noted with the 2D-CNN, implying that PD and HC emotional responses are highly discriminable upon learning from only a few training samples. Some correlations can also be noted between Table VI and Section IV-C. PD recognition is highest for the sadness and fear emotions in Table VI and the PD emotion recognition rates are noted to be high and low, respectively, for sadness and fear in Sec. IV-C. These findings suggest that PD-related differences may be better encoded in EEG for negative valence emotions.

Further examining sensitivity and specificity measures, balanced recognition of PD and HC classes across models was achieved mainly for the negative disgust, fear and sadness emotions. That negative emotions best reflect PD impairments has been observed in prior studies \([33]\). Focusing on features and models, spectral features achieved the best results with ML methods. With the 1D-CNN, superior F1-scores were achieved with all features even if no clear trends were discernible. Similar to emotion recognition, 2D-CNN again achieved optimal PD recognition, demonstrating that the EEG movie features best encode PD-related emotional differences.

VI. Conclusions

Parkinson’s disease patients may often have difficulty expressing their emotions and internal feelings in real-life owing to (a) PD effects especially in its advanced stages, and (b) the effect of associated medications. Given these limitations, an assistive and sustainable diagnostic tool based on non-invasive detection of emotional disturbances can facilitate treatment and help improve life quality for PD patients. While many studies identify PD-related impairments based on the patients’

| Data      | ML      | 1D-CNN | 2D-CNN |
|-----------|---------|--------|--------|
|           | SPV     | CSP    | Raw    | SPV     | CSP    | Raw    | SPV     | CSP    | Raw    |
| Full      | 0.97 ± 0.01 | 0.88 ± 0.01 | 0.66 ± 0.01 | 0.99 ± 0.01 | 0.87 ± 0.02 | 0.91 ± 0.07 | 0.99 ± 0.01 |
| Sadness   | 0.97 ± 0.01 | 0.92 ± 0.01 | 0.58 ± 0.03 | 0.97 ± 0.02 | 0.94 ± 0.02 | 0.96 ± 0.06 | 0.99 ± 0.01 |
| Happiness | 0.97 ± 0.01 | 0.90 ± 0.02 | 0.59 ± 0.02 | 0.91 ± 0.08 | 0.92 ± 0.02 | 0.95 ± 0.09 | 0.98 ± 0.02 |
| Fear      | 0.96 ± 0.01 | 0.93 ± 0.02 | 0.61 ± 0.03 | 0.96 ± 0.02 | 0.95 ± 0.02 | 0.89 ± 0.15 | 0.99 ± 0.01 |
| Disgust   | 0.96 ± 0.02 | 0.91 ± 0.02 | 0.59 ± 0.01 | 0.98 ± 0.03 | 0.93 ± 0.03 | 0.93 ± 0.09 | 0.98 ± 0.02 |
| Surprise  | 0.95 ± 0.01 | 0.91 ± 0.03 | 0.60 ± 0.02 | 0.92 ± 0.03 | 0.94 ± 0.02 | 0.94 ± 0.10 | 0.97 ± 0.03 |
| Anger     | 0.96 ± 0.01 | 0.92 ± 0.01 | 0.59 ± 0.03 | 0.98 ± 0.01 | 0.94 ± 0.03 | 0.87 ± 0.14 | 0.98 ± 0.02 |
explicit and implicit responses [11, 15, 17], or cognitive dissimilarities based on resting-state EEG [4, 26, 7], we differently examined emotional EEG responses to achieve both emotion and PD recognition.

While studies examining facial behavior and resting-state EEG [4] typically derive their findings based on statistical patterns observed for the PD and HC groups, our inferences are entirely derived from classification patterns. Interesting trends and similarities with prior work were revealed in our analyses. Dimensional emotion recognition experiments conveyed reduced discriminability with PD EEG data, while arousal-related differences vis-à-vis the HG group were not apparent. Furthermore, categorical emotion recognition results revealed that disgust, fear and surprise were associated with low recognition rates on PD data, while sadness was well recognized. Mislabeled analyses showed frequent confounds among opposite-valence emotions with PD data, but not with HC data. Reduced recognition of low-valence emotions, and confounds noted with positive emotions mirrors with deficits noted in the perception of these emotions from pictorial [17], [55] and prosodic stimuli [19].

Given some differences in emotion perception between the PD and HC groups, we then examined if the PD vs HC emotional responses were discriminable, and if this discriminability differed across emotions. Empirical results revealed that differences were apparent for both emotion-specific and emotion-agnostic data, with high F1-scores achieved in all conditions. Here again, the maximum F1 of 0.99 was achieved for the sad and fear emotions, which respectively corresponded to a high and low recognition rate on PD data. Also, most similar sensitivity and specificity rates across models were noted for negative emotions such as disgust, sadness and fear, implying that the PD and HC classes were most discriminable for these emotions.

With respect to features and models, CSPs considerably outperformed spectral features with machine learning models for emotion recognition. Conversely, spectral descriptors outperformed CSPs for PD vs HC classification. The efficacy of spectral features for isolating PD characteristics has been observed in prior studies [72]. No single feature performed best with the 1D-CNN, even if the 1D-CNN consistently outperformed classical ML methods. The 2D and 3D-CNN models consistently achieved optimal recognition performance, conveying that spectral spatio-temporal models best encode EEG patterns as noted in [25], [68].

The key finding from our presented study is that both emotion and PD recognition can be reliably performed from EEG responses passively compiled during audio-visual stimulus viewing; given that we effortlessly interact with media routinely, EEG signals can be captured easily over longer time-intervals as compared to resting-state EEG, which can practically be acquired only over short episodes. Also, while many EEG differences between PC and NC groups have been noted from rest-state analysis, the exact relation between EEG and motor symptoms is unknown [4].

Study limitations include analysis of data compiled from a limited number of PD subjects with only mild-to-moderate disease severity (Hoehn and Yahr scale [73] of 1–3). Future work will also focus on severity levels 4 and 5. While perceptual differences between PD vs HC subjects were captured via classification results in this study, an assistive diagnostic tool should also be able to provide explanations behind decision-making. Future work will focus on generating explanatory predictions, building on recent work [24] in this regard.
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