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Abstract

Survival analysis or time-to-event analysis aims to model and predict the time it takes for an event of interest to happen in a population or an individual. In the medical context this event might be the time of dying, metastasis, recurrence of cancer, etc. Recently, the use of neural networks that are specifically designed for survival analysis has become more popular and an attractive alternative to more traditional methods. In this paper, we take advantage of the inherent properties of neural networks to federate the process of training of these models. This is crucial in the medical domain since data is scarce and collaboration of multiple health centers is essential to make a conclusive decision about the properties of a treatment or a disease. To ensure the privacy of the datasets, it is common to utilize differential privacy on top of federated learning. Differential privacy acts by introducing random noise to different stages of training, thus making it harder for an adversary to extract details about the data. However, in the realistic setting of small medical datasets and only a few data centers, this noise makes it harder for the models to converge. To address this problem, we propose DPFed-post which adds a post-processing stage to the private federated learning scheme. This extra step helps to regulate the magnitude of the noisy average parameter update and easier convergence of the model. For our experiments, we choose 3 real-world datasets in the realistic setting when each health center has only a few hundred records, and we show that DPFed-post successfully increases the performance of the models by an average of up to 17% compared to the standard differentially private federated learning scheme.

1. Introduction

Survival analysis or event history analysis is an old branch of statistics dating back to the 17th century (Camilleri, 2019). The goal of survival analysis is to predict the time an event of interest occurs. This event can be the time of death of a patient (e.g. Goldhirsh et al., 1989; Brenner, 2002), the time of default for a bank customer (e.g. Baesens et al., 2005; Dirick et al., 2017; Stepanova and Thomas, 2002; Laitinen, 2005), time of unsubscribing from an online service (e.g. Mishachandar and Kumar, 2018; Lu, 2002; Lee et al., 2019), time until a mechanical system fails (e.g. Hanson, 2004; Styc and Lagacherie, 2016) and so on. The assumption is that for each population, there is a mapping from the observed features of the individuals and their time of event. Survival analysis tools are used to learn this mapping from past data that have experienced the event and generalize to the whole population.

As for any predictive model, it is important to have enough data points to achieve generalization. This is especially of great significance in the case of medical data with many outliers and complicated patterns. However, data is sparse and usually the centers that collect these data (e.g. hospitals or banks) are reluctant or not allowed to share their data with each other due to privacy and security reasons.

This calls for federated learning in the case of survival analysis. Federated learning McMahan et al.
(2017) grants the data owners the possibility of keeping their data locally, but participate in training of a global model, jointly, with other data owners. This is achievable by choosing a trusted central server and a machine learning model that is trained locally by each participant. The role of the central server is to iteratively collect these trained models, update the global model based on the updated local models and share the updated global model with participants. Despite the obvious benefits of learning survival models in a federated setting, there has been no study on the practical effects of federation on survival analysis tools.

Although federated learning provides a scheme in which no direct sharing of data is required, there is still the risk of information leakage through parameters/output of the model. It has been shown that an adversary can carry out successful reconstruction attacks (Zhu et al., 2019; Geiping et al., 2020), membership inference attacks (Nasr et al., 2019; Melis et al., 2019) and feature leakage attacks (Melis et al., 2019).

One solution for protecting the privacy of these models and their training data is to utilize differential privacy (DP) (Dwork and Roth, 2014). DP offers privacy through a noise addition mechanism and is based on rigorous theoretical guarantees against data information leakage. In federated learning, DP can be directly applied on the clients side such that any record in any dataset of any client is protected (record-level DP e.g. in Truek et al., 2020; Kerouche et al., 2021c) or it can be applied on the updates that are shared by each client with the central server such that the client’s dataset as a whole is protected (client-level DP e.g. in Geiping et al., 2017). The latter is preferable as it provides tighter privacy guarantees.

In this paper, we focus on real-world challenges of DP federated learning of survival models for medical data, where data and also the number of clients that participate in the federated learning is limited. Here, the noise of client-level DP - which scales proportional to the client sampling probability - is so large that it prevents the model from converging. To tackle this problem, we take advantage of the post-processing property of differential privacy and make an additional step of clipping the noisy average update of clients by a reasonable value. This method can be viewed as using a regularization for the learning rate of the global model.

Our contributions are:
• We evaluate the effect of federation of survival models on real-world datasets
• We discuss what the challenges would be in federation of these models for the realistic setting when a few clients each possessing only a few hundred data points wish to collaborate.
• We successfully apply a post-processing step for client-level differentially-private federated learning and observe that the performances of the model are consistently improved over different datasets and models when this trick is used.

2. Background

In this section, we will give an overview of all the necessary concepts to understand our approach. We first describe survival analysis in a more formal way and introduce some traditional methods that are used for time-to-event prediction. We explain why in the medical setting it is important that multiple parties collaborate and share their data such that a richer, more generalizable model can be learned.

We then introduce federated learning which is a well-motivated and popular solution to collaborative training of models. By using federated learning, different parties each holding their own dataset can jointly train a unified model.

Naturally, collaborative training of a model is prone to privacy breaches. So at last we give a brief overview of differential privacy as a privacy-preserving method that can be deployed on top of federated learning.

2.1. Survival Analysis

Survival analysis is the collection of the tools for analysing and predicting the time duration until a specific event happens. For example, in the case of clinical data, this event can be the time of death for the patients.

The survival function $S(t)$ and the cumulative incidence function (CIF) $F(t)$ can be defined as follows:

$$S(t) = P(T > t) = 1 - F(t)$$  \hspace{1cm} (1)

where $P(T > t)$ indicates the probability that the event of interest $T$ happens after time $t$. So the survival function is interpreted as the probability of the event happening after time $t$ and the complementary
CIF is the probability of the event happening before or at time \( t \). We can also define the hazard rate \( h(t) \):

\[
h(t) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} P(t \leq t < t + \Delta t | T \geq t)
\]  \hspace{1cm} (2)

Thus the survival function can be calculated from the hazard rate by:

\[
S(t) = \exp[-\int_0^t h(s)ds] = \exp[-H(t)],
\]  \hspace{1cm} (3)

where \( H(t) \) is the cumulative hazard. We can observe that having one of these functions is adequate to calculate the others, but each offers a unique perspective into the survival status of the data.

For real-world data, the event we are interested in, e.g., death or recovery, may not be observed for all data points. This can happen when, for example, the patient does not participate in the follow-ups, or they die due to a cause unrelated to the original study, or simply when they have not yet experienced the event of interest at the last follow-up of the study. These data points are said to be right-censored. So the time of event is chosen as \( T = \min\{T^*, C\} \), where \( T^* \) is the true time of event for the individual and \( C \) is the time of censoring. Survival data usually comes in the form of:

\[
X = \{x_i, y_i\}_{i=1}^N = \{x_i, T_i, E_i\}_{i=1}^N
\]  \hspace{1cm} (4)

for \( N \) individuals. Here, \( x_i \) and \( y_i \) are the vector of covariates or features and the label for data point \( i \), respectively. The features vector can, for example, contain information about the age, gender, medical history, tumor size, etc. for medical data. \( y_i \) can further be decomposed into the tuple of \( \{T_i, E_i\} \) where \( T_i \) is the time of event for the event type \( E_i \) for individual \( i \). It is customary to set \( E = 0 \) for individuals that are right-censored.

Given this set \( X \), one way to calculate the survival functions is by Cox Proportional Hazards (Cox, 1972) model:

\[
h(t|x) = h_0(t)g(x) \quad \text{where} \quad g(x) = \beta^T x
\]  \hspace{1cm} (5)

The main assumption of the Cox proportional hazards model is that the features \( x \) are independent and a linear combination of them and a non-parametric baseline hazard \( h_0(t) \) are sufficient to model the data. To fit this model, first the coefficients \( \beta \) are found by maximizing the partial log likelihood of the model:

\[
L = \Pi \left( \frac{\exp[g(x_i)]}{\sum_{j \in R_i} \exp[g(x_j)]} \right)^E_i
\]  \hspace{1cm} (6)

where \( R_i \) is the risk set of all individuals at risk at time \( T_i \).

In the second step, the baseline hazard is estimated for the parameters found in the first step.

The proportionality in the name of this model comes from the fact that for two data points \( x_i \) and \( x_j \) the hazard ratio remains constant over time:

\[
\frac{h(t|x_i)}{h(t|x_j)} = \frac{h_0(t)g(x_i)}{h_0(t)g(x_j)} = \frac{g(x_i)}{g(x_j)}
\]  \hspace{1cm} (7)

To summarize, the main goal of survival analysis is to model the relationship between the vector of features of the data points and the time that an event of interest happens. This model is fitted on a set of data points that we assume is representative of the statistical properties of a population. The more datapoints are used to fit the model, the more generalizable the model will be, as each datapoint adds more information about the properties of the population.

Unfortunately, the collection of data is expensive and time consuming for the health centers, and the number of patients they receive is also limited. This means that by using only the data of one health center, we would have a high bias and the fitted model would not be well-generalizable. As a solution for this problem, we look at the federated learning for survival models, in the next section. Federated learning allows multiple data-holders to jointly learn a model over the union of their data.

2.2. Federated Learning

One of the major issues for modeling survival data is the lack of enough training data. Oftentimes many separate data owners have access to limited amounts of data and due to reasons, such as privacy and security, are unwilling to simply share their data with each other to learn a richer model. This is where federated learning (McMahan et al. 2017; Shokri and Shmatikov 2015) becomes important. Federated learning is the concept of distributing the learning process of machine learning models among several data owners, without the need to access their local data.

In this paper we use deep neural networks designed for survival analysis as the model that we wish to federate. In general to train a deep neural network, an objective function is optimized over the parameters of the model, \( w \), for a training dataset which contains \( n \) data points:

\[
\min_w f(w) \quad \text{where} \quad f(w) = \frac{1}{n} \sum_{i=1}^n L(x_i, y_i; w)
\]  \hspace{1cm} (8)

where \( L(x_i, y_i; w) \) is the loss function for \( i \)-th data point with label \( y_i \), and the training is done iteratively over the dataset. Therefore by defining the appropriate loss function for survival analysis tasks, we can train the network to capture the behavior of the stochastic processes from the training set.
In federated learning a central server holds a global model which is also shared with all the clients. Clients train this model locally and only send their updated model parameters to the central server. The server updates the global model of the world model with a weighted average of the local parameters and re-shares the updated global model with the clients. To reduce the cost of communication and computation, usually at each round, only a fraction of clients, \( C = K/N \), are chosen randomly to train their local model. Here \( C \) is the sampling probability of clients, \( K \) is the number of clients chosen out of a total of \( N \) clients at each round:

\[
    w'^{-1} = \frac{1}{K} \sum_{k=1}^{K} (w^i_k - w'^{-1})
\]

where \( w^i_k \) is the model parameters for client \( k \) after the \( r \)-th round of communication with the central server. These steps are done for a total number of \( T_{cl} \) communication rounds. The local parameters \( w^i_k \) are computed by each client using the standard training algorithms, such as stochastic gradient descent (Robbins and Monro, 1951; Kiefer and Wolfowitz, 1952). Here, it is assumed that each client possesses \( n_k \) training data and total number of data points can be calculated as \( n = \sum_{k=1}^{K} n_k \).

Although Federated Learning improves privacy by design, model parameters can leak information about the training data. Indeed, Zhu et al. (2019); Zhao et al. (2020); Geiping et al. (2020) presented some attacks that allow an adversary to reconstruct some training data samples of some entities. Nasr et al. (2019); Melis et al. (2019) define a membership attack that allows to infer if a particular record is included in the data of a specific entity. Similarly, Melis et al. (2019) define an attack which aims at inferring if a group of people with a specific property, like for example skin color or ethnicity, is included in the dataset of a particular participating entity. A solution to prevent these attacks and provide theoretical guarantees in to use a privacy model called Differential Privacy (Dwork and Roth, 2014).

### 2.3. Differential Privacy

Differential privacy (DP) allows an entity to privately release information about a dataset: a function of a record dataset is perturbed, so that any information which can differentiate this record from the rest of the dataset is bounded Dwork and Roth (2014).

**Definition 1 (Privacy loss)** Let \( A \) be a privacy mechanism which assigns a value \( \text{Range}(A) \) to a dataset \( D \). The privacy loss of \( A \) with datasets \( D \) and \( D' \) at output \( O \in \text{Range}(A) \) is a random variable \( \text{Pr}(A(D) = O) \), where the probability is taken on the randomness of \( A \).

**Definition 2 (\( (\varepsilon, \delta) \)-Differential Privacy)** A privacy mechanism \( A \) guarantees \( (\varepsilon, \delta) \)-differential privacy if for any database \( D \) and \( D' \), differing on at most one record, \( \text{Pr}_{D \sim A(D)}[\text{Pr}(A(D, D', O) > \varepsilon) \leq \delta \text{ Dwork and Roth (2014)}.] \)

This guarantees that an adversary, who has access to the output of \( A \), can draw almost the same conclusions up to \( \varepsilon \) (with probability larger than \( 1 - \delta \)) about any record no matter if it is included in the input of \( A \) or not.

**Moments Accountant.** Differential privacy maintains composition; the privacy guarantee of the \( k \)-fold adaptive composition of \( A_{1:k} = A_1, \ldots, A_k \) can be computed using the moments accountant method Abadi et al. (2016). In particular, it follows from Markov’s inequality that \( \text{Pr}(A(D, D', O) \geq \varepsilon) \leq \frac{\text{E}[f(\lambda P(A(D, D', O)))]}{\text{exp}(\lambda \varepsilon)} \) for any output \( O \in \text{Range}(A) \) and \( \lambda > 0 \). \( A \) is \( (\varepsilon, \delta) \)-DP with \( \delta = \min_{\lambda} \exp(\alpha A(\lambda) - \lambda \varepsilon) \), where \( \alpha A(\lambda) = \max_{D, D'} \log \text{E}_{D \sim A(D)}[\text{exp}(\lambda P(A(D, D', O)))] \). This is the log of the moment generating function of the privacy loss. The privacy guarantee of the composite mechanism \( A_{1:k} \) can be calculated using that \( \alpha A_{1:k}(\lambda) \leq \sum_{i=1}^{k} \alpha A_i(\lambda) \) Abadi et al. (2016).

**Gaussian Mechanism.** A fundamental concept of all DP sanitization techniques is the global sensitivity of a function (Dwork and Roth, 2014).

**Definition 3 (Global \( L_p \)-sensitivity)** For any function \( f : \mathcal{D} \rightarrow \mathbb{R}^\mathcal{D} \), the \( L_p \)-sensitivity of \( f \) is \( \Delta_p f = \max_{D, D'} ||f(D) - f(D')||_p \), for all \( D, D' \) differing in at most one record, where \( ||\cdot||_p \) denotes the \( L_p \)-norm.

The Gaussian Mechanism (Dwork and Roth, 2014) consists of adding Gaussian noise to the true output of a function. In particular, for any function \( f : \mathcal{D} \rightarrow \mathbb{R}^\mathcal{D} \), the Gaussian mechanism is defined as adding i.i.d Gaussian noise with variance \( \Delta^2 f \cdot \sigma^2 \) and zero mean to each coordinate value of \( f(D) \). Recall that the pdf of the Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \) is \( \text{pdf}_{\mathcal{G}(\mu, \sigma)}(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(x-\mu)^2}{2\sigma^2}\right) \).

In fact, the Gaussian mechanism draws vector values from a multivariate spherical (or isotropic) Gaussian distribution which is described by random variable \( \mathcal{G}(f(D), \Delta f \cdot \sigma I_n) \), where \( n \) is omitted if its unambiguous in the given context.

### 3. Approach

The most successful research in privacy-preserving federated learning has been studied on huge datasets, containing up to millions of data records and hundreds of clients (see e.g. Kairouz et al., 2019; Augustin et al., 2019; McMahan et al., 2017; Truex et al., 2019). However, in the realistic setting of medical application, the data is very scarce and the number of clients that are willing to collaborate, i.e. health centers, is also limited.
This poses problems such as instability of results as well as sensitivity of the model to the DP noise when a privacy-preserving solution is needed.

In this section, we first define the privacy model and the layer we choose to add differential privacy to, then discuss the problems that this noise would cause in the case of small datasets. We propose our post-processing technique which does not change the DP guarantees, however, acts as a regularization on the learning rate thus stabilizing the convergence of the model during the federated training.

Finally, we present our experiments using 4 different survival deep neural networks and compare the results we obtain by federation, differentially private federation as well as applying the post-processing step.

### Algorithm 1

**Differentially Private Federated Learning with post processing (DPFed-post).**

$N$ total clients, local mini-batch size $B$, local epochs $E$, communication rounds $T_{cl}$, learning rate $\eta$, sensitivity $S$ and post-processing parameter $P$.

Initialize $w_0$ and send the model to clients

for $r = 1, ..., T_{cl}$

- Select $K$ clients randomly
- for each selected client $k = 1, ..., K$
  - $w_k^r \leftarrow \text{ClientUpdate}(k, w_r^{r-1})$
  - $\Delta w_k^r \leftarrow w_k^r - w_r^{r-1}$
  - $\Delta \hat{w}_k^r \leftarrow \frac{\Delta w_k^r}{\max\left(1, \frac{||\Delta w_k^r||}{S}\right)}$
  - $\Delta w^r \leftarrow \sum_{k=1}^{K} \frac{\Delta w_k^r + \varphi(0,S \in 1)}{K}$
  - $\Delta \hat{w}^r \leftarrow \frac{\Delta w^r}{\max\left(1, \frac{||\Delta w^r||}{P}\right)}$

for client $k$

for $i = 1, ..., E$

for local batches $b$

$w \leftarrow w - \eta \nabla l(b; w)$

return $w$ to server

---

### 3.1. Privacy Model

We consider an adversary, or a set of colluding adversaries, who can access any update vector sent by the server at each round of the protocol. A plausible adversary is a participating entity, i.e. a malicious client, that wants to infer the training data used by other participants. We assume that the server is trusted. The adversary is passive (i.e., honest-but-curious), that is, it follows the learning protocol faithfully.

Different privacy requirements can be considered depending on what information the adversary aims to infer. In general, private information can be inferred about:

- any record (user or patient) in any dataset of any client (record-level privacy),
- any client/party (client-level privacy).

To illustrate the above requirements, suppose that several hospitals build a common model to predict the risk of death for their patients. A hospital certainly does not want other hospitals to learn the status of any of their patients (record privacy) and perhaps not even the average status of all their patients (client privacy).

Record-level privacy is a standard requirement used in the privacy literature, but it is weaker than client-level privacy. Indeed, client-level privacy requires to hide any information which is unique to a client including perhaps all its training data.

We aim at developing a solution that provides client-level privacy. For example, in the scenario of collaborating hospitals, we aim at protecting any information that is unique to each single hospital’s training data. The adversary should not be able to infer from the received model or its updates whether any client’s data is involved in the federated run (up to $\varepsilon$ and $\delta$). We believe that this adversarial model is reasonable in many practical applications when the confidential information spans over multiple samples in the training data of a single client (e.g., the presence of a group a samples, such as people from a certain race). Differential Privacy guarantees plausible deniability not only to any groups of samples of a client but also to any client in the federated run. Therefore, any negative privacy impact on a party (or its training samples) cannot be attributed to their involvement in the protocol run.

#### 3.2. DPFed-post: Differentially Private Federated Learning with Post-Processing

**3.2.1. Challenge**

Although DPFed generates a model which protects the dataset of each participant with a theoretical privacy guarantee (bounded by $\varepsilon$), the utility of the model is generally very bad, due to the large amount of noise required by DP for a reasonable $\varepsilon$ budget. Indeed, this noise prevents generally the convergence of the model or highly decreases its performances.

Recent works show that it is possible to improve the utility of a differentially private model by: reducing the sensitivity of the model’s update ($S$) and/or increasing the value to noise level ($K/N$) or even by local adaptation (Kerkouche et al., 2021, b). Note that, the sensitivity $S$ is not the only DP parameter which governs the noise. Indeed, reducing the sampling probability $C = K/N$ is also one manner to reduce the noise for a given $\varepsilon$ budget. However, in certain scenarios as ours when we have only few participants (small $N$) with small datasets, the convergence of the model before using DP
can be possible only with a large sampling probability \((C \text{ is set to 0.5 in our case})\). Therefore, noise might be very large in such cases, e.g. the noise multiplier \(\sigma\) is set to \(\sigma = 2, 3\) which result in \(\epsilon = 5.4, 8.9\), respectively.

3.2.2. Our Solution

To tackle the well-known "utility-privacy tradeoff" under challenging settings, we propose a straightforward approach called DPFFed-post. Our scheme outperforms the standard differentially private federated learning scheme (DPFed) by adding one normalization step.

Indeed, in both DPFFed-post and DPFed, at each round \(r\) the server sends the global model \(w^{r-1}\) to \(K\) clients selected randomly, each selected client trains and sends back its model to the server. The server clips the update of each client \(\Delta \hat{w}_r^{c}\) to have a \(\ell_2\)-norm at most \(S\). After that, the server sums up the clipped updates \(\Delta \tilde{w}_r\), adds the Gaussian Noise and average it to obtain the noisy update \(\Delta \hat{w}_r\).

The difference between DPFFed-post and DPFed starts from this step. Instead of directly updating the global model with the averaged noisy update as it is the case in DPFed, in our scheme DPFFed-post, \(\Delta w_r\) is normalized to obtain \(\Delta \hat{w}_r\) with \(L_2\)-norm at most \(P\). Finally, the normalized noisy update \(\Delta \hat{w}_r\) is used to update the new global model \(w_r\) (See Alg. 1 for more details).

This normalization acts exactly as decreasing the learning rate. Indeed, the large additive noise generally prevents the convergence to a good local minimum. Therefore, this normalization will slow down the learning process in order to reach better performances compared to the standard scheme DPFed.

3.2.3. Privacy analysis:

The adversary can only access the noisy model which is sufficiently perturbed to ensure client-level differential privacy; any client-specific information that could be inferred from the model is tracked and quantified by the moments accountant, described in Section 2.3, as follows.

Let \(\eta_0(x|\xi) = pdf_{\xi}(x|\xi)\) and \(\eta_1(x|\xi) = (1 - C)pdf_{\xi}(x|\xi) + Cpdf_{0}(x|\xi)\) where \(C\) is the sampling probability of a single client in a single round. Let \(\alpha(\lambda|C) = \log \max(E_1(\lambda, \xi, C), E_2(\lambda, \xi, C))\) where \(E_1(\lambda, \xi, C) = \int_R \eta_0(x|\xi, C) \cdot \left(\frac{\eta_1(x|\xi, C)}{\eta_0(x|\xi, C)}\right) \lambda^\lambda dx\) and \(E_2(\lambda, \xi, C) = \int_R \eta_1(x|\xi, C) \cdot \left(\frac{\eta_1(x|\xi, C)}{\eta_0(x|\xi, C)}\right) \lambda^\lambda dx\).

Theorem 4 (Privacy of DPFFed-post) DPFFed-post is \((\min(|\lambda|T_d - \alpha(\lambda|C) - \log \delta)/\lambda, \delta)-DP\).

Given a fixed value of \(\delta, \epsilon\) is computed numerically as in Abadi et al. (2016); Mironov et al. (2019).

4. Experimental Results

4.1. Neural Networks for Survival Analysis

In this paper, we utilize 4 deep neural networks which are designed for survival analysis. As explained in Section 2.2, by defining appropriate loss functions for neural networks, they could be used to serve specific purposes:

- CoxPH: adopted from Kvaamme et al. (2019), also known as DeepSurv (Katzman et al., 2018), replaces \(g(x)\) of Equation. 5 with a fully connected deep neural network. The loss for this model is defined as:

\[
\text{Loss} = \frac{1}{n} \sum_{i \in R_t} \log \left( \sum_{j \in R_t} \exp[g(x_i) - g(x_j)] \right) \quad (10)
\]

- CoxCC: adopted from Kvaamme et al. (2019), Similar to CoxPH except for the fact that the risk set \(R_t\) of the loss function is approximated with a large enough set to make calculations easier.

- CoxTime: adopted from Kvaamme et al. (2019), similar model to CoxCC, but the proportionality assumption of the Cox hazard model is abonded:

\[
h(t|x) = h_0(t) \exp[g(t, x)] \quad (11)
\]

so that \(g(t, x)\) uses the time \(t\) as another covariate.

- DeepHit: adopted from Kvaamme et al. (2019); Lee et al. (2018a), this model is fundamentally different from the previous 3 models and makes no assumption about the underlying relation between the covariates. It has a 2-part loss function; the first part measures the negative log-likelihood and the second part is a ranking loss which investigates each possible pair of data and tries to sort them with respect to their time of event. The output of all the previous models were continuous over time. However, the output of DeepHit is discretized and we need to define time-bins over the experiment span of our datasets.

4.2. Metrics

In this section we explain 3 different performance metrics, each offering a unique perspective into measuring how well the models predict on the data (for detailed explanation cf. Kvaamme et al. (2019)).

4.2.1. Integrated Brier Score

Brier score is a performance measure for binary labels and takes into account both the discrimination as well as the calibration of the model’s predictions. To make our labels - which are times of events - binary, we can pick a fixed time \(t\) and binarize based on whether or not the event happens before or after this time \(t\). So the generalized
Brier score Graf et al. (1999) can be calculated as:

\[
BS(t) = \frac{1}{N} \sum_{i=1}^{N} \left[ \frac{\hat{S}(t|x_i)^2 I(T_i \leq t, E_i = 1)}{\hat{G}(T)} + \frac{(1 - \hat{S}(t|x_i))^2 I(T_i > t)}{\hat{G}(t)} \right]
\]

where \( N \) is the number of data points and \( \hat{G}(t) \) is the Kaplan-Meier estimate for censoring survival function \( P(T > t) \) which helps to account also for the censored data in this metric. Note that \( E_i = 1 \) and \( E_i = 0 \) represent datapoints experiencing the event of interest and censoring, respectively.

To further extend the BS(t) to all the possible time values \( t \), we can integrate over time:

\[
\text{Integrated BS} = IBS = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} BS(s) ds
\]

which can be approximated numerically by a time grid over the test set. Note that a lower value of the Brier score or integrated Brier score indicates better performance of the model.

4.2.2. INTEGRATED BINOMIAL LOG-LIKELIHOOD

This is also another binary classification metric that measures discrimination and calibration. In the same fashion as Brier score, we can binarized the labels and define the mean binomial log likelihood as:

\[
BLL(t) = \frac{1}{N} \sum_{i=1}^{N} \left[ \frac{\log(1 - \hat{S}(t|x_i)) I(T_i \leq t, E_i = 1)}{\hat{G}(T)} + \frac{\log(\hat{S}(t|x_i)) I(T_i > t)}{\hat{G}(t)} \right]
\]

We can again integrate over different times in the same way as 13:

\[
\text{Integrated BLL} = IBLL = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} BLL(s) ds
\]

A higher value of the integrated binomial log-likelihood indicates better performance of the model. To avoid reporting negative values, in our experiments we calculate the negative integrated binomial log-likelihood, so here, lower values are preferred.

4.2.3. CONCORDANCE INDEX

Concordance index (C-index) Harrell et al. (1982) is one of the most commonly-used metrics in the field of survival analysis. The concordance is only concerned with the ordering of the pairs of data points in the data set, regardless of the true time of the events.

The time-dependent C-index, for a pair of data points \( i \) and \( j \) can be estimated by:

\[
\text{C-index} = P\{ \hat{F}(T_i|x_i) > \hat{F}(T_j|x_j) | T_i < T_j, E_i = 1 \} \approx \frac{\sum_{i \neq j} A_{i,j} \{ \hat{F}(T_i|x_i) > \hat{F}(T_j|x_j) \}}{\sum_{i \neq j} A_{i,j}}
\]

where \( \hat{F}(t|x) \) is the estimated CIF and \( A_{i,j} \) is a sorting function defined as \( A_{i,j} = 1 \) if \( T_i < T_j, E_i = 1 \). The idea is that when comparing two data points, if one experiences the event sooner than the other, at that event time, it should have a lower survival probability than the other data point. A C-index of 0.5 indicates chance-level prediction and higher values indicate better performance.

4.3. Datasets

For our experiments, we choose three real-world medical datasets which are collected over multiple years:

- **Rotterdam and German Breast Cancer Study Group (GBSG):** Contains data of 2252 breast cancer patients from the Rotterdam tumor bank Foekens et al. (2000) and the German Breast Cancer Study Group (GBSG) Schumacher et al. (1994). The data is pre-processed similar to Katzman et al. (2018) and contains 7 features and the maximum survival duration is 87 months.

- **The Molecular Taxonomy of Breast Cancer International Consortium (METABRIC):** This dataset contains gene and protein expressions of 1904 individuals Curtis et al. (2012). We use a dataset prepared similar to Katzman et al. (2018). This pre-processed dataset contains 4 gene indicators (MKI67, EGFR, PGR, and ERBB2) and 5 clinical features (hormone treatment indicator, radiotherapy indicator, chemotherapy indicator, ER-positive indicator, age at diagnosis) for each patient and is followed for a maximum of 355 months.

- **Study to Understand Prognoses Preferences Outcomes and Risks of Treatment (SUPPORT):** This dataset consists of 8873 seriously-ill adults Knaus et al. (1995). The dataset has 14 features (age, sex, race, number of comorbidities, presence of diabetes, presence of dementia, presence of cancer, mean arterial blood pressure, heart rate, respiration rate, temperature, white blood cell count, serum’s sodium, and serum’s creatinine) with a maximum survival time of 67 months. We use a pre-processed version according to Katzman et al. (2018).

**Data in practice:** For all our experiments, we assume that 10 hospitals/data centers would like to collaborate to train a model. This is a reasonable estimate of the number of health centers that would like to study a specific disease, as seen e.g. in Tomczak et al. (2015); Murphy et al. (2000); Linge et al. (2016). Furthermore, in practice, each hospital would have access to only a
few hundred data (e.g. Mohan et al., 1996; Györfy et al., 2010; Chi et al., 2007). In Table 1, we show for each dataset how many patients were censored, and given that the data is split between 10 hospitals, how many patients each hospital would have.

4.4. Setup

In this section, we give an overview of the technical details of our experiments in both centralized and federated setting. As mentioned in Section 4.1, the output of all the models except DeepHit are continuous. For this reason we define time-bins with duration of ~12 months for all of our datasets when deploying DeepHit. We use pycox package \(^1\) to construct all our models.

Centralized: To have a baseline to compare the effect of federation of the models, we first need to study their performance in a centralized setting. Datasets are randomly split into 80% training and 20% test data. To account for the effect of this random splitting, we run each experiment 5 times and report the average value and standard deviation. For all our experiments, the structure of all models are in the form of [input, 32, 32, output] fully-connected nodes. We use AdamOptimizer with a learning rate of \(10^{-4}\) to train these models and use an early stopping criterion to achieve the best performance.

Federated: For all of the federated experiments, we again randomly split the data into 80% training and 20% test set. The training set is then randomly split into \(N = 10\) equal-sized parts to be assigned to each client. Here, we also run the experiments 5 times with different random splittings and report the average performance and the standard deviation.

The same neural network structure and optimizer as the centralized setting is used by clients. At each round of communication, the selected clients train their model for 50 local epochs. The training is done for a total of \(T_{cl} = 50\) communication rounds.

We start our experiments in a centralized setting. In the second stage, we study the effect of standard federation (StdFed, Algorithm 2 in Appendix A) with no privacy protocol, on the performance of the model. We then apply client-level differential privacy (DPFed, Algorithm 3 in Appendix A) to this federated scheme. Finally, we utilize our post-processing solution (DPFed-post, Algorithm 1) on top of the client-level DP federated learning pipeline.

Centralized to StdFed: The first step of our experiments is to study the effect of federation of Deep survival models over 10 hospitals. To pick a suitable client sampling probability \(C\), we ran our experiments for \(C = \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0\}\) and chose the lowest value that results in a comparable performance of the federated model after 50 rounds and the centralized setting. We pick the lowest acceptable \(C\) since later when DP is applied, the lower value of client sampling probability would lead to better privacy guarantees.

StdFed to DPFed: Many hyper-parameters play a role when applying DP on federated learning algorithm. The parameter update clipping threshold \(S\), the Gaussian noise multiplier \(\sigma\), the client sampling probability \(C\), total number of communication rounds \(T_{cl}\), and \(\delta\) effect the performance of the model as well as the calculated privacy budget \(\epsilon\) (see Theorem 4 and Algorithm 1).

The parameter \(\delta\) is usually set to the inverse of the size of the population that the privacy mechanism is applied on, here 10 clients. However, \(\delta = 10^{-1}\), which represents the probability of DP being broken, is too large for any tight theoretical guarantee. Therefore, we set \(\delta = 10^{-3}\) for all our calculations.

We also fix the number of communication rounds to \(T_{cl} = 50\) since in the case of StdFed this seems to be enough for all the models and datasets to achieve comparable performance to the centralized setting.

When choosing the client sampling probability \(C\), we face a privacy/utility trade-off: The higher the sampling probability, the better the utility of the final model and the higher the value of the privacy budget \(\epsilon\). We choose \(C = 0.5\) as it is the lowest value that results in comparable utility between the StdFed and centralized models.

The sensitivity \(S\) is chosen during the initialization period in collaboration with all the participants. We pick the median value of the clients updates as our clipping threshold \(S\).

The noise multiplier \(\sigma\) has a significant impact on the performance of the models as well the calculated privacy budget \(\epsilon\) and there is a trade-off between these two: the tighter the privacy guarantee, the worse the utility of the model. Hence we are looking for a reasonable operation point where there is a balance between the value of \(\epsilon\) and utility. We pick two different values of \(\sigma = 2, 3\) which result in \(\epsilon = 5.4, 8.9\), respectively \(^2\).

DPFed to DPFed-post: When applying the post-processing step on the client-level DP (DPFed-post Algorithm 1), the value of parameter \(P\) also needs to be fixed. This parameter represents the clipping threshold for the average update vector. To find a suitable \(P\) value, we examined \(P = \{1S, 2S, 3S, 4S, 5S\}\) where \(S\) is the parameter update clipping threshold from the previous step. A choice of \(2S\) or \(3S\) gave consistent improvement across all investigated models and datasets.

4.5. Observations

The results per dataset are shown in Tables 2 (and 4, 5 in Appendix B). The Non-Private column contains the performance of the models when no privacy protocol is used. The privacy protocol, on the other hand, results in a lower performance compared to the non-private setting. We can see that the performance of the model decreases as the privacy budget \(\epsilon\) increases, which is expected since more noise is added to the model.

\(^1\) https://github.com/havakv/pycox

\(^2\) Given a fixed value of \(\delta\), \(\epsilon\) is computed numerically as in Abadi et al. (2016); Mironov et al. (2019). (see Section 4 for more details.)
To be able to measure the change in performance quantitatively, we define

$$
\Delta_{A \rightarrow B} = \pm \frac{[\text{metric}(B) - \text{metric}(A)]}{\text{metric}(A)}
$$

which measures the improvement of strategy $B$ w.r.t strategy $A$. For IBS and NIBLL a negative value of $[\text{metric}(B) - \text{metric}(A)]$ and for C-index a positive value of this parameter shows improvement. So we also multiply by $-1$ when calculating for IBS and NIBLL.

The average values of $\Delta_{\text{DPFed} \rightarrow \text{DPFed}_{\text{post}}}$ for each $\epsilon$ value are shown in Table 3. We calculate $\Delta$ according to Equation 17 for each dataset and metric and model and report the average over all of them. For both values of privacy budget, we observe an average improvement of performance when the post-processing step is applied: for $\epsilon = 5.4$ post-processing results in 17% improvement and for $\epsilon = 8.9$ the average performance is improved by 12%.

Post-processing helps more for the case of $\epsilon = 5.4$ and this is expected since at lower $\epsilon$ values more DP noise is applied to the model and the convergence of the model with no regularization of the learning rate (via post-processing) becomes difficult and the final model shows noisy behavior.

To study the effect of post-processing on reducing the standard deviations, we calculate the average relative standard deviation $\text{rstd} = (\text{std}/\text{mean})$ across all datasets and models and all metrics. The change of this value from DPFed to DPFed-post is shown in the second row of Table 3. For both values of $\epsilon$, post-processing helps to
reduce the average relative standard deviation. We observe that \( rstd_{AVG} \) for DPFed is much larger for \( \epsilon = 5.4 \) compared to \( \epsilon = 8.9 \). This is expected since, the noise added to the model is larger in the case of \( \epsilon = 5.4 \) and this results in the final model showing different behaviors after each round of running the experiments. Interestingly, \( rstd_{AVG} \) retains a value of 0.05 for both \( \epsilon \) regimes. This indicates that our method is successful in suppressing large deviations of the model even for higher noise values.

5. Related Work

Cox proportional hazards model Cox (1972) is one of the earliest and most powerful models for survival analysis. However, it makes very restrictive assumptions on the the data, such as linear dependence of the covariates and proportionality of the hazard rate over time. There has been some suggested modifications to this formulations, such as time-dependent variables Andersen and Gill (1982); Fisher and Lin (1999) or assuming a Wiener process Lee and Whitmore (2010).

Faraggi and Simon (1995) were the first to use simple perceptron model for Cox regression. In 2018 Katzman et al. (2018) proposed DeepSurv, a deep neural network for Cox regression, and showed that their model outperforms a simple Cox proportional hazards model. Kvamme et al. (2019) proposed CoxTime, a modification of DeepSurv, with no proportionality assumption on the data. In a slightly different direction, Lee et al. (2018a) used a deep neural network with no assumption on the data to learn the survival functions.

Due to the high sensitivity of the medical data which are used for the survival analysis, hospitals are often reluctant to share and centralize them. Fortunately, Federated Learning allows different clients to train collaboratively a common model without sharing their data. Federated learning first proposed by Google McMahan et al. (2017); Konečný et al. (2016) has recently become very popular as a method of distributed training of machine learning models. It has been used for mobile keyboard prediction Hard et al. (2018); Lim et al. (2020), financial fraud detection Suzumura et al. (2019); Yang et al. (2019) and in healthcare for, e.g. patient similarity learning Lee et al. (2018b) and patient representation learning Liu et al. (2019); Kim et al. (2017).

Although, Federated Learning is more privacy-preserving compared to its centralized counterpart, different attacks show that the adversary can still infer sensitive information by only using the model’s parameters/updates. Indeed, Nasr et al. (2019); Melis et al. (2019) define a membership attack that allows to infer if a particular sample is included in the dataset of a specific client. Similarly, Melis et al. (2019) define an attack which aims at inferring if a group of people with a specific property, like for example skin color or ethnicity, is included in the dataset of a particular participating entity. Finally, the strongest attack is called reconstruction attack Zhu et al. (2019); Zhao et al. (2020); Geiping et al. (2020) presented some attacks that allow an adversary to reconstruct some training data samples of some entities. A solution to prevent these attacks and provide theoretical guarantees in to use a privacy model called Differential Privacy (Dwork and Roth, 2014).

Kerkouche et al. (2021c) uses record-level differential privacy to protect the federated training of medical data. In Kerkouche et al. (2021b,a) client-level differential privacy has been used to protect medical data of each hospital in a federated setting. In their work, they are concerned with a binary classifier that predicts if a patient would die. They address the problem of instability of training after adding noise by reducing the sensitivity \( S \) and increasing the value-to-noise levels, either by using Compressive Sensing Kerkouche et al. (2021a) or by constraining the model Kerkouche et al. (2021b).

As far as we know, our work is the first which investigates the utility-privacy tradeoff introduced by DP under such challenging but realistic settings for the privacy analysis. Indeed, we consider a scenario with a total of only 10 hospitals and where half of them participate at each round. This means that our sampling probability \( C \) is set to 0.5 and the additive noise required by DP is also very large.

6. Conclusion

In this work, we tackle the challenge of using small datasets to train a differentially-private model in a federated setting. This becomes relevant when the collection of data is time-consuming and expensive, and only a few specialized data holders are interested in training a model. We propose adding a post-processing step to the popular client-level differentially private federated learning scheme. Our results indicate that this technique - which we refer to as DPFed-post - consistently improves the performances of the models and reduces the disparity in its behavior.
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Algorithm 2
Federated Learning (StdFed).
\(N\) total clients, local mini-batch size \(B\), local epochs \(E\), communication rounds \(T_{cl}\) and learning rate \(\eta\).

Initialize \(w_0\) and send the model to clients
for \(r = 1, \ldots T_{cl}\)
    Select \(K\) clients randomly
    for each selected client \(k = 1, \ldots K\)
        \(w_k^r \leftarrow \text{ClientUpdate}(k, w^{r-1})\)
        \(w^r \leftarrow w^{r-1} + \frac{\sum_{k=1}^{K}(w_k^r - w^{r-1})}{K}\)

ClientUpdate\((k, w)\)
    for client \(k\)
    for \(i = 1, \ldots E\)
        for local batches \(b\)
            \(w \leftarrow w - \eta \nabla l(b; w)\)
    return \(w\) to server

Algorithm 3
Differentially Private Federated Learning with post processing (DPFed).
\(N\) total clients, local mini-batch size \(B\), local epochs \(E\), communication rounds \(T_{cl}\), learning rate \(\eta\), sensitivity \(S\) and post-processing parameter \(P\).

Initialize \(w_0\) and send the model to clients
for \(r = 1, \ldots T_{cl}\)
    Select \(K\) clients randomly
    for each selected client \(k = 1, \ldots K\)
        \(w_k^r \leftarrow \text{ClientUpdate}(k, w^{r-1})\)
        \(\Delta w_k^r \leftarrow w_k^r - w^{r-1}\)
        \(\hat{\Delta} w_k^r \leftarrow \Delta w_k^r / \max \left(1, \frac{||\Delta w_k^r||_2}{S}\right)\)
        \(\Delta w^r \leftarrow \sum_{k=1}^{K} \frac{\Delta w_k^r + \mathcal{G}(0, S \sigma I)}{K}\)
        \(w^r \leftarrow w^{r-1} + \Delta w^r\)

ClientUpdate\((k, w)\)
    for client \(k\)
    for \(i = 1, \ldots E\)
        for local batches \(b\)
            \(w \leftarrow w - \eta \nabla l(b; w)\)
    return \(w\) to server

Appendix A. Algorithms

Appendix B. Results

Results for METABRIC and SUPPORT datasets according to Section. 4.4 and Section. 4.5. The arrows indicate if a lower or a higher value of the metric indicates better utility of the model. To compare our proposed post-processing method with the vanilla DP federated learning (DPFed), we have made numbers bold only when our method offers an advantage.
Table 4: METABRIC dataset

| Metric | Model       | Non-Private Centralized | (ε = 5.4, δ = 10^{-3})  |
|--------|-------------|-------------------------|-------------------------|
|        |             | DPFed                  | DPFed_{post}            |
|        |             | DPFed                  | DPFed_{post}            |
| C-index | DeepHit     | 0.68 ± 0.17            | 0.51 ± 0.06 | 0.52 ± 0.03 | 0.53 ± 0.02 | 0.57 ± 0.04 |
| ↑      | CoxPH       | 0.64 ± 0.12            | 0.50 ± 0.08 | 0.52 ± 0.03 | 0.60 ± 0.02 | 0.63 ± 0.04 |
|        | CoxCC       | 0.62 ± 0.01            | 0.50 ± 0.03 | 0.51 ± 0.07 | 0.53 ± 0.06 | 0.55 ± 0.08 |
|        | CoxTime     | 0.63 ± 0.12            | 0.53 ± 0.05 | 0.51 ± 0.05 | 0.56 ± 0.01 | 0.57 ± 0.06 |
| IBS    | DeepHit     | 0.16 ± 0.01            | 0.21 ± 0.01 | 0.18 ± 0.01 | 0.21 ± 0.01 | 0.18 ± 0.01 |
| ↓      | CoxPH       | 0.17 ± 0.01            | 0.20 ± 0.01 | 0.19 ± 0.01 | 0.19 ± 0.01 | 0.18 ± 0.01 |
|        | CoxCC       | 0.17 ± 0.01            | 0.19 ± 0.01 | 0.20 ± 0.01 | 0.19 ± 0.01 | 0.18 ± 0.01 |
|        | CoxTime     | 0.17 ± 0.01            | 0.21 ± 0.01 | 0.20 ± 0.01 | 0.20 ± 0.01 | 0.19 ± 0.01 |
| NIBLL  | DeepHit     | 0.50 ± 0.02            | 0.67 ± 0.02 | 0.54 ± 0.01 | 0.62 ± 0.02 | 0.55 ± 0.02 |
| ↓      | CoxPH       | 0.50 ± 0.02            | 0.57 ± 0.03 | 0.58 ± 0.03 | 0.55 ± 0.01 | 0.55 ± 0.03 |
|        | CoxCC       | 0.51 ± 0.02            | 0.57 ± 0.02 | 0.57 ± 0.03 | 0.56 ± 0.01 | 0.55 ± 0.03 |
|        | CoxTime     | 0.51 ± 0.01            | 0.60 ± 0.05 | 0.58 ± 0.03 | 0.61 ± 0.02 | 0.53 ± 0.02 |

Table 5: SUPPORT dataset

| Metric | Model       | Non-Private Centralized | (ε = 5.4, δ = 10^{-3})  |
|--------|-------------|-------------------------|-------------------------|
|        |             | DPFed                  | DPFed_{post}            |
|        |             | DPFed                  | DPFed_{post}            |
| C-index | DeepHit     | 0.61 ± 0.01            | 0.47 ± 0.02 | 0.51 ± 0.02 | 0.49 ± 0.01 | 0.51 ± 0.01 |
| ↑      | CoxPH       | 0.61 ± 0.01            | 0.50 ± 0.02 | 0.51 ± 0.02 | 0.51 ± 0.03 | 0.53 ± 0.02 |
|        | CoxCC       | 0.58 ± 0.01            | 0.51 ± 0.04 | 0.50 ± 0.02 | 0.53 ± 0.03 | 0.53 ± 0.01 |
|        | CoxTime     | 0.60 ± 0.13            | 0.54 ± 0.01 | 0.51 ± 0.01 | 0.49 ± 0.01 | 0.53 ± 0.02 |
| IBS    | DeepHit     | 0.19 ± 0.01            | 0.31 ± 0.03 | 0.25 ± 0.02 | 0.26 ± 0.02 | 0.25 ± 0.01 |
| ↓      | CoxPH       | 0.19 ± 0.01            | 0.22 ± 0.01 | 0.21 ± 0.01 | 0.21 ± 0.01 | 0.21 ± 0.01 |
|        | CoxCC       | 0.20 ± 0.01            | 0.22 ± 0.02 | 0.22 ± 0.01 | 0.21 ± 0.01 | 0.21 ± 0.01 |
|        | CoxTime     | 0.20 ± 0.01            | 0.25 ± 0.03 | 0.21 ± 0.01 | 0.23 ± 0.01 | 0.21 ± 0.01 |
| NIBLL  | DeepHit     | 0.57 ± 0.01            | 0.97 ± 0.90 | 0.70 ± 0.04 | 0.75 ± 0.06 | 0.73 ± 0.03 |
| ↓      | CoxPH       | 0.56 ± 0.01            | 0.64 ± 0.03 | 0.61 ± 0.01 | 0.62 ± 0.03 | 0.60 ± 0.01 |
|        | CoxCC       | 0.58 ± 0.01            | 0.63 ± 0.04 | 0.63 ± 0.01 | 0.60 ± 0.01 | 0.59 ± 0.01 |
|        | CoxTime     | 0.58 ± 0.02            | 0.71 ± 0.08 | 0.60 ± 0.01 | 0.66 ± 0.03 | 0.61 ± 0.02 |