2-SEGAL SETS AND THE WALDHAUSEN CONSTRUCTION
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Abstract. It is known by results of Dyckerhoff-Kapranov and of Gálvez–Carrillo-Kock-Tonks that the output of the Waldhausen $S\bullet$-construction has a unital 2-Segal structure. Here, we prove that a certain $S\bullet$-functor defines an equivalence between the category of augmented stable double categories and the category of unital 2-Segal sets. The inverse equivalence is described explicitly by a path construction. We illustrate the equivalence for the known examples of partial monoids, cobordism categories with genus constraints and graph coalgebras.

In [18], Waldhausen gave a definition of the algebraic $K$-theory of certain categories using the $S\bullet$-construction. The input categories for this construction, now called Waldhausen categories, have specified cofibrations and weak equivalences, subject to some axioms, and generalize more classical notions such as exact categories. The essential step is to construct a simplicial space whose $k$th space of simplices is the classifying space of the groupoid of diagrams of a certain shape.

More recently, there have been many generalizations of this construction using several flavours of $(\infty,1)$-categories as input, such as [1], [2], and [7]. Analyzing the structure of the output of such a construction in detail, Dyckerhoff and Kapranov [4] and, independently, Gálvez–Carrillo, Kock, and Tonks [9], realized that for some inputs (e.g. an exact category), it is not just a simplicial space, but has additional structure which generalizes that of a category up to homotopy. This structure is referred to as a unital 2-Segal space by the former authors, and as a decomposition space by the latter.
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Although the two sets of authors come at the definition of unital 2-Segal space from two different perspectives and are motivated by different examples, it is significant that both groups of authors identify the output of the $S_\bullet$-construction as a key example. One can therefore ask whether all unital 2-Segal spaces arise via an $S_\bullet$-construction for a suitably generalized input category.

In this paper, we restrict ourselves to the discrete case of unital 2-Segal sets, which are certain simplicial sets, rather than simplicial spaces. We briefly describe this structure in this context; a more precise definition is given in the next section.

A 1-Segal set is a simplicial set $X$ such that the Segal maps

$$X_n \to \underbrace{X_1 \times X_0 \cdots \times X_0}_{n} X_1$$

are isomorphisms for $n \geq 2$. This condition allows us to think of $X$ as having an object set $X_0$, a morphism set $X_1$, and a composition which can be defined by the span

$$X_1 \times X_0 \ X_1 \leftarrow X_2 \to X_1,$$

since the first arrow is an isomorphism. Indeed, a simplicial set is a 1-Segal set if and only if it is isomorphic to the nerve of a category.

In contrast, a 2-Segal set is a simplicial set $X$ such that certain maps

$$X_n \to \underbrace{X_2 \times X_1 \cdots \times X_1}_{n-1} X_2$$

are isomorphisms for $n \geq 3$. In this setting, we still have an object set $X_0$ and a morphism set $X_1$, but we no longer have composition of all morphisms, since the first map in the span

$$X_1 \times X_0 \ X_1 \leftarrow X_2 \to X_1$$

is no longer necessarily invertible. However, we can think of a 2-Segal set as having a multi-valued composition, where an element of $X_1 \times X_0 \ X_1$ is lifted to a preimage in $X_2$, which is in turn sent to its image in $X_1$. Thus, two potentially composable morphisms could have no composite at all (if the preimage in $X_2$ is empty) or multiple composites (if the preimage has multiple elements). The invertibility of the 2-Segal maps given above is used to prove that this multi-valued composition is associative. We think of this structure as that of a multi-valued category.

To understand what the 2-Segal condition does, let us look more precisely at how the maps are defined. Unlike the case of 1-Segal maps, where for every $n \geq 2$ there is a single map, 2-Segal maps are parametrized by triangulations of regular $(n+1)$-gons for $n \geq 3$. For example, if $X$ is a simplicial set, the two triangulations
of the square induce two different maps \( X_3 \to X_2 \times_{X_1} X_2 \); indeed, different face maps are used to define the pullbacks corresponding to the two triangulations. The fact that \( X_3 \) is isomorphic to both pullbacks gives associativity of the partially defined composition. We specify these maps more precisely in the following section.

We also restrict ourselves to unital 2-Segal sets, for which composition with identity morphisms always exists and is unique. It is a result of Dyckerhoff and Kapranov that the category of unital 2-Segal sets is equivalent to the category of multi-valued categories [4].

Now let us consider the \( S_\bullet \)-construction in this context. When applied to an exact category, the output of the \( S_\bullet \)-construction is a simplicial space obtained by taking the geometric realization of the groupoid of diagrams of a certain shape in every degree. It is a result of both Dyckerhoff-Kapranov and Gálvez–Carrillo-Kock-Tonks that this simplicial space is 2-Segal. Roughly speaking, a 3-simplex arises from a cartesian square in the exact category, and one of the two 2-Segal maps in degree 3 extracts the cospan

\[
\begin{array}{c}
0 \\
\downarrow \\
1 \\
\downarrow \\
3
\end{array}
\quad \quad \text{and} \quad \quad
\begin{array}{c}
0 \\
\downarrow \\
1 \\
\downarrow \\
3
\end{array}
\]

of this square. As the cartesian square is determined up to isomorphism by its cospan, the corresponding 2-Segal map is a weak equivalence.

To get a 2-Segal set, a naive guess would be to take the set of all diagrams of the required shape, rather than the classifying space of the groupoid of such diagrams of a particular shape. Although this construction produces a simplicial set, it is not 2-Segal. The obstruction boils down to the fact that the cartesian square that completes a cospan in an exact category is only determined up to isomorphism. Since this square is not defined uniquely, the 2-Segal map fails to be an isomorphism.

In this paper, we identify the optimal amount of structure so that a discrete version of the \( S_\bullet \)-construction can be defined and is a 2-Segal set. Although exact categories do not fit into this discrete context, they inspire the structure and the properties we are looking for. For instance, the input object should have a collection of distinguished squares with the property that every cospan can be completed to a distinguished square in a unique
way. These ideas lead to the notion of \textit{stable pointed double category}, which we now briefly explain.

A double category is a category internal to categories. More informally, it consists of the following data, subject to some axioms: a set of objects; two different morphism sets which we suggestively call “horizontal” and “vertical” morphisms; and “squares”, which have “horizontal” source and target morphisms and “vertical” source and target morphisms. We depict a square by

\begin{center}
\begin{tikzpicture}
\draw[thick,->] (0,0) -- (1,1);
\draw[thick,->] (0,1) -- (1,0);
\end{tikzpicture}
\end{center}

To define a simplicial object via an $S\bullet$-construction, we need the input to be \textit{pointed}. In the framework of exact categories, we assume a zero object, but in the double category setup we only ask for an object $\ast$ which is initial for the horizontal category and terminal for the vertical category. For such a pointed double category $D$ we let $S_n(D)$ be the set of diagrams of the form

\begin{center}
\begin{tikzpicture}
\draw[thick,->] (0,0) -- (1,1);
\draw[thick,->] (0,1) -- (1,0);
\end{tikzpicture}
\end{center}

As $n$ varies, we obtain a simplicial set whose face maps are given by deleting a row and a column, and composing appropriately.

If the pointed double category $D$ is \textit{stable}, meaning that any square is uniquely determined by the span composed by its horizontal and vertical sources, and, simultaneously, by the cospan composed by its horizontal and vertical targets, then $S\bullet(D)$ is a 2-Segal set.

Observe that $S_0(D) = \{\ast\}$; we call a 2-Segal set with this property \textit{reduced}. To obtain 2-Segal sets which are not reduced, we replace the singleton set $\{\ast\}$ by a subset of objects called the \textit{augmentation}. When taking the $S\bullet$-construction, we require the elements along the diagonal to be in the augmentation set.
The definitions of double categories and the conditions on them which we require can be found in Section 3 and the $S_\bullet$-construction is described explicitly in Section 4. The following is the statement of our main result, Theorem 6.1.

**Main Theorem.** The generalized $S_\bullet$-construction defines an equivalence of categories between the category of augmented stable double categories and the category of unital 2-Segal sets.

The inverse functor can also be described explicitly via a path construction or décalage functor, as we explain in Section 5. In this paper, we illustrate the equivalence of the above theorem by three examples of 2-Segal sets which do not arise naturally from the ordinary $S_\bullet$-construction. The first one encodes the structure of Segal’s partial monoids [16]; the second one is borrowed from work of the fifth-named author and Valentino [14], and encodes 2-dimensional cobordisms with genus constraints. The third one is a 2-Segal set associated to a graph, and is a more basic version of a 2-Segal space encoding the combinatorics of graphs, related to the Schmitt coalgebra [10], [15]. We describe these 2-Segal sets in Section 2. In Section 7, we return to these examples and give an explicit description of the associated augmented stable double category that results from applying the path construction functor to each.

As mentioned earlier, the $S_\bullet$-construction of an exact category does not fit into the framework described in this paper, because it fails to be stable in the discrete setting. In a future paper, we will establish an equivalence of homotopy theories between unital 2-Segal spaces and double Segal spaces which are augmented and stable in a sense which appropriately generalizes the usage in the current paper. The latter give an appropriate model for a homotopical version of augmented stable double categories.

Such structures are likely to arise not only from exact categories, but also from stable $(\infty,1)$-categories, for which an $S_\bullet$-construction has been already defined in [1], [2], and [7]. We expect our result to recover these known constructions.

**Acknowledgements.** We would like to thank the organizers of the Women in Topology II Workshop and the Banff International Research Station for providing a wonderful opportunity for collaborative research. Conversations with T. Dyckerhoff, I. Gálvez–Carrillo, and A. Tonks were helpful. The fifth-named author would like to thank A. Valentino for conversations which led to the example of cobordisms with genus constraints. We also thank the referee for a detailed report which led to many improvements to this paper.

1. **Some background on 2-Segal sets**

Before introducing 2-Segal sets, we recall the more familiar definition of 1-Segal sets.
Definition 1.1. A simplicial set $X$ is a 1-Segal set if, for all $n \geq 2$, the map

$$X_n \rightarrow X_1 \times_{X_0} \cdots \times_{X_0} X_1,$$

induced by the maps $[1] \cong \{i \leq i + 1\} \hookrightarrow [n]$ in the category $\Delta$, for all $0 \leq i < n$, is a bijection.

Remark 1.2. When unspecified, pullbacks of $X_1$ over $X_0$ follow the convention

$$X_1 \times_{X_0} X_1 := \lim \left[ X_1 \xrightarrow{d_0} X_0 \xleftarrow{d_1} X_1 \right].$$

The maps in Definition 1.1 can be defined for any simplicial object, not just for simplicial sets, and of particular interest has been the case of simplicial spaces, in which these maps are required to be weak equivalences rather than isomorphisms, and the pullbacks are taken to be homotopy pullbacks. Rezk calls such simplicial spaces Segal spaces in [13], taking the name from similar maps used by Segal in his work on $\Gamma$-spaces in [17]. Dyckerhoff and Kapranov use the term 1-Segal spaces to distinguish them from more general $n$-Segal spaces, and we follow their usage here. While we restrict ourselves to the case of simplicial sets in this paper, and defer homotopical variants to later work, the following proposition points to the importance of 1-Segal spaces in defining homotopical categories.

Proposition 1.3. A simplicial set is 1-Segal if and only if it is isomorphic to the nerve of a category.

Remark 1.4. Given a 1-Segal set $X$, the corresponding category can be recovered using the fundamental category functor $\tau_1$. This functor is left adjoint to the nerve functor, and moreover, it is a left inverse (i.e., the counit is an isomorphism); see [8, §II.4] for more details. For a general simplicial set $X$, the set of objects of $\tau_1 X$ is $X_0$, and the morphisms are given by equivalence classes of strings of elements in $X_1$, where the equivalence relation is generated by elements of $X_2$. If $X$ is a 1-Segal set, every equivalence class is uniquely represented by an element in $X_1$. Thus, in this particular case, the sets of objects and morphisms of $\tau_1 X$ are given by $X_0$ and $X_1$, respectively, and the source, target, and identity maps are provided by $d_1$, $d_0$, and $s_0$. Finally, composition is given by the composite

$$X_1 \times_{X_0} X_1 \xrightarrow{(d_2,d_0)^{-1} \cong} X_2 \xrightarrow{d_1} X_1.$$

Here, we use the fact that $X$ is 1-Segal, and hence that the map $(d_2,d_0)$ is an isomorphism, to obtain a single composition map $X_1 \times_{X_0} X_1 \rightarrow X_1$. We frequently define composition maps via such diagrams in this paper.

We consider the following 2-dimensional generalization of 1-Segal sets as given by [4].
Definition 1.5. A 2-Segal set is a simplicial set such that, for every \( n \geq 3 \) and every triangulation \( \mathcal{T} \) of a regular \((n+1)\)-gon, the induced map

\[
X_n \to X_2 \times_{X_1} \cdots \times_{X_1} X_2, \quad \text{n-1}
\]

which we call the \( \mathcal{T} \)-Segal map, is an isomorphism of sets.

Let us explain further how these triangulations of polygons induce such maps. To do so, we make use of the following notation. If \( S \) is a subset of \( \{0, 1, \ldots, n\} \), and \( X \) is a simplicial set, then we denote by \( X_S \) the set of \( |S| \)-simplices of \( X \). This notation is useful to specify face maps; for example we can denote \( d_0 : X_2 \to X_1 \) by \( X_{\{0,1,2\}} \to X_{\{1,2\}} \).

For \( n \geq 3 \), consider a regular \((n+1)\)-gon with a cyclic labelling of its vertices by the set \( \{0, 1, \ldots, n\} \). A triangulation of such an \((n+1)\)-gon determines \( n-1 \) subsets of \( \{0, 1, \ldots, n\} \) with exactly three elements (the triangles), and the iterated pullback in the \( \mathcal{T} \)-Segal map is induced by taking triangles which agree along a 1-dimensional face (a two-element subset).

For example, when \( n = 3 \), the two triangulations

\[
\begin{array}{ccc}
3 & & 2 \\
\downarrow & & \downarrow \\
0 & & 1 \\
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
3 & & 2 \\
\downarrow & & \downarrow \\
0 & & 1 \\
\end{array}
\]

of the square determine the two diagrams

\[
\begin{array}{ccc}
X_3 & \to & X_{\{1,2,3\}} \\
\downarrow d_2 \quad & & \quad \downarrow d_0 \\
X_{\{0,1,3\}} & \to & X_{\{1,3\}} \\
\downarrow d_0 \quad & & \quad \downarrow d_1 \\
X_{\{1,3\}} & \to & X_{\{1,3\}} \\
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
X_3 & \to & X_{\{1,2,3\}} \\
\downarrow d_3 \quad & & \quad \downarrow d_1 \\
X_{\{0,1,2\}} & \to & X_{\{0,2\}} \\
\downarrow d_1 \quad & & \quad \downarrow d_2 \\
X_{\{0,2\}} & \to & X_{\{0,2\}} \\
\end{array}
\]

which in turn give two maps

\[
f_{\mathcal{T}_1} : X_3 \to X_{\{0,1,3\}} \times X_{\{1,2,3\}} \quad \text{and} \quad f_{\mathcal{T}_2} : X_3 \to X_{\{0,1,2\}} \times X_{\{0,2,3\}}.
\]

The following result follows from the definition of 2-Segal set.

Proposition 1.6. Let \( X \) be a simplicial set and \( Y \) a 2-Segal set.

1. A simplicial map \( g : X \to Y \) is uniquely determined by \( g_i \) for \( i = 0, 1, 2 \).
Given \( g_i : X_i \to Y_i \) for \( i = 0, 1, 2, 3 \) compatible with the simplicial structure, there exists an extension to a simplicial map \( g : X \to Y \).

If \( X \) is also a 2-Segal set, then \( g \) is an isomorphism of simplicial sets if and only if \( g_i \) is an isomorphism for \( i = 0, 1, 2 \).

Proof. Given \( n \geq 3 \), consider a triangulation \( T \) of the \( (n + 1) \)-gon. Then commutativity of the diagram

\[
\begin{array}{ccc}
X_n & \xrightarrow{g_n} & Y_n \\
\downarrow{f_T} & & \downarrow{f_T} \\
X_2 \times X_1 \cdots \times X_1 X_2 & \xrightarrow{g_2 \times \cdots \times g_2} & Y_2 \times Y_1 \cdots \times Y_1 Y_2,
\end{array}
\]

where the vertical arrows are the \( T \)-Segal maps, shows that \( g_n \) is completely determined by \( g_1 \) and \( g_2 \), proving (1). The same diagram proves (3): if the two \( T \)-Segal maps are isomorphisms and \( g_1 \) and \( g_2 \) are isomorphisms, then the bottom map is also an isomorphism, and hence so is \( g_n \).

To prove (2), we first prove that for \( n \geq 3 \) and any two triangulations \( T \) and \( T' \) of the \( (n + 1) \)-gon, the diagram

\[
\begin{array}{ccc}
X_n & \xrightarrow{f_T} & Y_n \\
\downarrow{f_{T'}} & & \downarrow{f_{T'}} \\
X_2 \times X_1 \cdots \times X_1 X_2 & \xrightarrow{g_2 \times \cdots \times g_2} & Y_2 \times Y_1 \cdots \times Y_1 Y_2,
\end{array}
\]

commutes. When \( n = 3 \) there are only two triangulations, and the statement is true since we are given \( g_3 \), which is equal to both composites as shown in the diagram above. For \( n \geq 4 \), if two triangulations differ only by one edge, so that we can obtain one from the other by changing the diagonal of a sub-quadrilateral in the \( (n + 1) \)-gon, the result follows from the fact that the 2-Segal maps \( f_T \) and \( f_{T'} \) factor as

\[
\begin{array}{ccc}
X_n & \xrightarrow{f_T} & X_2 \times X_1 \cdots \times X_1 X_2 \\
\downarrow{f_{T'}} & & \downarrow{f_{T'}} \\
X_2 \times X_1 \cdots \times X_1 X_3 \times X_1 \cdots \times X_1 X_2 & & X_2 \times X_1 \cdots \times X_1 X_2,
\end{array}
\]
where \( \mathcal{T} \) and \( \mathcal{T}' \) are the two triangulations of the sub-quadrilateral specified above. Since any two triangulations can be related by a sequence of such one-edge flips, the result follows for arbitrary triangulations of the \((n+1)\)-gon.

We can thus define \( g_n \) as the composite \( f_{\mathcal{T}}^{-1} \circ (g_2 \times \cdots \times g_2) \circ f_{\mathcal{T}} \) for any triangulation \( \mathcal{T} \). It remains to show that these maps are compatible with the simplicial structure. We prove the compatibility with \( d_n : X_n \to X_{n-1} \); the other faces and the degeneracies are proved similarly. Let \( \mathcal{T} \) be a triangulation of the \((n+1)\)-gon that contains the triangle \( \{0, n-1, n\} \), and let \( \mathcal{T}' \) be the corresponding triangulation of the \(n\)-gon, obtained by removing that precise triangle. Then we have the commutative diagram

\[
\begin{array}{ccc}
X_n & \xrightarrow{f_{\mathcal{T}}} & X_2 \times X_1 \times X_2 \\
\downarrow d_n & & \downarrow \quad \downarrow \\
X_{n-1} & \xrightarrow{f_{\mathcal{T}'}} & X_2 \times X_1 \times X_2 \\
\end{array} \quad \begin{array}{ccc}
& g_2 \times \cdots \times g_2 & \\
\uparrow & & \uparrow \\
& Y_2 \times Y_1 \times Y_2 & \\
\end{array} \quad \begin{array}{ccc}
& g_2 \times \cdots \times g_2 & \\
\uparrow & & \uparrow \\
& Y_2 \times Y_1 \times Y_2 & \\
\end{array} \xrightarrow{\cong} Y_{n-1},
\]

where the two vertical maps in the middle are projections onto all but one of the factors, corresponding to the triangle that was removed. \( \square \)

We thus obtain the following consequence; for more details on coskeletal simplicial sets, see, for example [11, §IV.3.2].

**Corollary 1.7.** If \( Y \) is a 2-Segal set then it is 3-coskeletal.

**Proof.** Let \( \Delta_{\leq 3} \) denote the truncation of \( \Delta \) containing only the objects \([i]\) for \( i \leq 3 \), and let \( s\text{Set}_{\leq 3} \) denote the category of functors \( \Delta_{\leq 3}^{op} \to \text{Set} \). Note that (1) and (2) in Proposition 1.6 imply that for \( X \) any simplicial set and \( Y \) a 2-Segal set, the map

\[
\text{Hom}_{s\text{Set}}(X, Y) \to \text{Hom}_{s\text{Set}_{\leq 3}}(\text{tr}_3 X, \text{tr}_3 Y)
\]

is an isomorphism. Thus any 2-Segal set \( Y \) is 3-coskeletal. \( \square \)

**Remark 1.8.** For an interval \([x_0, x_n]\), we can consider a “triangulation” \( \mathcal{T} \) given by vertices \( \{x_0 < x_1 < \cdots < x_n\} \),

\[
x_0 \quad x_1 \quad x_2 \quad \cdots \quad x_{n-1} \quad x_n.
\]

The combinatorics of the subdivision induce the usual 1-Segal maps

\[
X_n \to X_1 \times X_0 \cdots \times X_0 X_1.
\]

Thus, we can see how 2-Segal sets give a “higher-dimensional” generalization of 1-Segal sets.
One can also check that any 1-Segal set is also 2-Segal; a proof can be found in [4].

We now consider some additional properties on 2-Segal sets.

**Definition 1.9.** A 2-Segal set $X$ is **reduced** if $X_0$ consists of a single point.

The following definition is taken from [4].

**Definition 1.10.** A 2-Segal set is **unital** if for all $n \geq 2$ and $0 \leq i \leq n - 1$, the diagram

$$
\begin{array}{ccc}
X_{n-1} & \xrightarrow{\alpha_i} & X_0 \\
\downarrow s_i & & \downarrow s_0 \\
X_n & \xrightarrow{\beta_i} & X_1
\end{array}
$$

is a pullback, where $s_0$ and $s_i$ are degeneracy maps and the maps $\alpha_i, \beta_i$ are induced by the following maps:

$\alpha_i^i : [0] \to [n - 1]$  
$0 \mapsto i,$

$\beta_i^i : [1] \to [n]$  
$0 \mapsto i$

$1 \mapsto i + 1.$

The conditions for unitality of a 2-Segal set can be reduced by the following lemma. The proof is analogous to that of a similar reduction in [9].

**Lemma 1.11.** A 2-Segal set $X$ is unital if and only if

$$
\begin{array}{ccc}
X_1 & \xrightarrow{d_0} & X_0 \\
s_1 \downarrow & & \downarrow s_0 \\
X_2 & \xrightarrow{d_0} & X_1
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
X_1 & \xrightarrow{d_1} & X_0 \\
s_0 \downarrow & & \downarrow s_0 \\
X_2 & \xrightarrow{d_2} & X_1
\end{array}
$$

are pullback diagrams.

**Notation 1.12.** Let $\mathcal{U}2Seg$ and $\mathcal{U}2Seg^*$ denote the full subcategories of $sSet$ consisting of unital 2-Segal sets and reduced unital 2-Segal sets, respectively.

A useful way to check that a simplicial set is 2-Segal is the Path Space Criterion, which can be found in [4] and in a similar form in [9].

Recall the endofunctors of $\Delta$ which are used to define the path space construction,

$\iota : \Delta \to \Delta
\quad \text{and} \quad
\iota : \Delta \to \Delta$
where $*$ denotes the join operation, which for linear posets is simply given by concatenation. Here, the functor names are meant to suggest adjoining an initial and final object, respectively. Note that there are natural transformations $i \Rightarrow \text{id} \Delta$ and $f \Rightarrow \text{id} \Delta$ induced by the maps $\delta^0: [n] \to [0] * [n] = [n + 1]$ and $\delta^{n+1}: [n] \to [n] * [0] = [n + 1]$, respectively.

**Definition 1.13** ([3]). Given a simplicial set $X$, its path spaces are the simplicial sets $P \triangleleft (X) = X \circ i^{\text{op}}$ and $P \triangleleft (X) = X \circ f^{\text{op}}$.

The natural transformations above induce maps of simplicial sets $d_0: P \triangleleft (X) \to X$ and $d_{\text{top}}: P \triangleleft (X) \to X$ that are natural in $X$. These simplicial sets are also often called décalages, for example in [9].

The following Path Space Criterion relates 1-Segal sets and 2-Segal sets.

**Theorem 1.14** ([4], [9]). A simplicial set $X$ is 2-Segal if and only if its path spaces $P \triangleleft X$ and $P \triangleleft X$ are 1-Segal sets.

## 2. Three Examples

In this section, we give explicit descriptions of three examples of 2-Segal sets. The first is that of partial monoids; we follow the treatment of Segal in [16].

**Example 2.1.** A partial monoid is a set $M$ together with a subset $M_2 \subseteq M \times M$ which is the domain of an associative multiplication. In other words, there is a map $\cdot : M_2 \to M$ such that

1. for all $m, m', m'' \in M$, we have that $(m \cdot m') \cdot m''$ is defined if and only if $m \cdot (m' \cdot m'')$ is defined, and if they are both defined, then we have associativity

   $$(m \cdot m') \cdot m'' = m \cdot (m' \cdot m''),$$

2. there is a unit $1 \in M$ such that for every $m \in M$, we have that

   $$(1, m) \in M_2 \text{ and } (m, 1) \in M_2, \text{ and } 1 \cdot m = m \cdot 1 = m.$$

In [16], Segal defined the nerve of a partial monoid as the following simplicial set. Let $M_0 = \{1\}$, and for $k \geq 1$, let $M_k \subseteq M^{\times k}$ be the subset of composable $k$-tuples, which are elements $(m_1, \ldots, m_k) \in M^{\times k}$ such that $(m_1 \cdots m_i, m_{i+1}) \in M_2$ for every $1 \leq i < k$. The face maps are given by composition, and the degeneracy maps are defined using insertion of the unit 1. More precisely, for $0 \leq i \leq k$,

$$d_i : (m_1, \ldots, m_k) \mapsto \begin{cases} (m_2, \ldots, m_k), & i = 0, \\ (m_1, \ldots, m_i, \cdot m_{i+1}, \ldots, m_k), & 0 < i < k, \\ (m_1, \ldots, m_{k-1}), & i = k; \end{cases}$$

$$s_i : (m_1, \ldots, m_k) \mapsto (m_1, \ldots, m, 1, m_{i+1}, \ldots, m_k).$$
We claim that $M_\bullet$ is a 2-Segal set. Indeed, let $\mathcal{T}$ be any triangulation of a polygon with $n$ vertices. We need to check that the induced $\mathcal{T}$-Segal map

$$f_\mathcal{T}: M_n \to M_2 \times_{M_1} \cdots \times_{M_1} M_2$$

is a bijection. The maps used in the fiber product on the right-hand side are face maps.

Let us first illustrate this bijection for an example. Consider the following triangulation of a pentagon:

![Triangulation of a pentagon](image)

An element in $M_4$ is a composable 4-tuple $(m_1, m_2, m_3, m_4)$, i.e., we have that $(m_1, m_2), (m_1m_2, m_3), \text{ and } (m_1m_2m_3, m_4) \in M_2$. The $\mathcal{T}$-Segal map lands in the fiber product

$$M_2^{d_1 \times_{M_1} d_2} M_2^{d_0 \times_{M_1} d_1} M_2,$$

and it sends $(m_1, m_2, m_3, m_4)$ to

$$((m_1, m_2), (m_1 \cdot m_2, m_3 \cdot m_4), (m_3, m_4)).$$

An arbitrary element in the fiber product above is a triple

$$(m_1, m_2), (n_1, n_2), (m_3, m_4)$$

of elements in $M_2$ such that $n_1 = m_1 \cdot m_2$ and $n_2 = m_3 \cdot m_4$. We can think of such an element as a decoration of the triangulation:

![Decoration of triangulation](image)

Since $(n_1, n_2) = (m_1 \cdot m_2, m_3 \cdot m_4) \in M_2$, we have that $(m_1 \cdot m_2) \cdot (m_3 \cdot m_4)$ is well-defined and by associativity, $(m_1 \cdot m_2 \cdot m_3, m_4) \in M_2$. In particular, all other necessary products are well-defined and therefore $(m_1, m_2, m_3, m_4) \in M_4$. 
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The essential ingredient of this argument is to relate an element in the fiber product appearing in the $T$-Segal map with a decoration of the triangulation. In particular, such an element determines the labels $m_1, \ldots, m_n$ decorating the outer edges of the $n$-gon except for the last one (the 0n edge). The diagonals in the interior are decorated by iterated products of some of these elements. Finally, the 0n edge is decorated by an iterated product of all of the elements; it is a classical result going back to Catalan [3] that triangulations of an $(n+1)$-gon are in one-to-one correspondence with the ways of bracketing a product of $n$ elements. Associativity of the multiplication then implies that $(m_1, \ldots, m_n) \in M_n$.

Moreover, the 2-Segal set $M_\bullet$ is unital. The map $\beta_i: M_n \to M_1$ of Definition 1.10 sends $(m_1, \ldots, m_n) \in M_n$ to $m_{i+1}$. Thus, an element of the pullback of the diagram

\[
\begin{array}{ccc}
M_0 & \xrightarrow{s_0} & M_1 \\
\downarrow & & \downarrow \\
M_n & \xrightarrow{\beta_i} & M_1
\end{array}
\]

is an element of $M_n$ of the form $(m_1, \ldots, m_i, 1, m_{i+2}, \ldots, m_n)$. The map from $M_{n-1}$ to the pullback induced by the universal property, which sends $(m_1, \ldots, m_{n-1})$ to $(m_1, \ldots, m_i, 1, m_{i+1}, \ldots, m_{n-1})$, is then an isomorphism.

The second example is that of cobordisms with a genus constraint, which is taken from and treated in more detail in work of the fifth-named author and Valentino in [14].

**Example 2.2.** Fix a non-negative integer $g$, and consider 2-dimensional cobordisms with the constraint that its genus is less than or equal to $g$. Following the definition of (the nerve of) the usual 2-dimensional cobordism category, we consider the following simplicial set $2\text{Cob}^{\leq g}$.

- Let the elements in $(2\text{Cob}^{\leq g})_0$ be 1-dimensional closed manifolds, which can be depicted by

\[
\begin{array}{c}
\bigcirc \quad \bigcirc \quad \cdots \quad \bigcirc
\end{array}
\]

and are just disjoint unions of circles.

- Let the elements of $(2\text{Cob}^{\leq g})_k$ be diffeomorphism classes of 2-dimensional cobordisms $\Sigma$ between 1-dimensional closed manifolds $\partial_{\text{in}} \Sigma$ and $\partial_{\text{out}} \Sigma$ with genus less than or equal to $g$, together with a decomposition thereof into $k$ cobordisms $\Sigma_1, \ldots, \Sigma_k$. Here, a diffeomorphism of such decomposed cobordisms must restrict to the individual composed cobordisms $\Sigma_i$ for $1 \leq i \leq k$. We write $(\Sigma_1, \ldots, \Sigma_k)$ for an element in $(2\text{Cob}^{\leq g})_k$, since the individual cobordisms fully determine the $k$-simplex.
For example, if $g = 0$, the left picture is allowed as a 3-simplex of $2\text{Cob} \leq 0$, whereas the second one is not:

Observe that $2\text{Cob} \leq 0$ is not the nerve of a category, because not all pairs with compatible outgoing and incoming boundary components compose, as illustrated by the picture above. However, it is a unital 2-Segal set which is a simplicial subset of the nerve of the usual 2-dimensional cobordism category $2\text{Cob}$.

Our next example is inspired by the example of the 2-Segal space of graphs described by Gálvez–Carrillo, Kock, and Tonks in [10], from which one can obtain the Hopf algebra of graphs. Our example instead looks at a 2-Segal set corresponding to a single graph.

**Example 2.3.** Let $G$ be a graph consisting of a set $v(G)$ of vertices of $G$ and a set of edges between vertices. We associate to $G$ a simplicial set $X$ as follows.

1. The set $X_0$ has a single element which we denote by $\emptyset$.
2. The set $X_1$ is the set of all subgraphs of $G$.
3. Any $X_n$ has elements $(H; S_1, \ldots, S_n)$ where $H$ is a subgraph of $G$ and the sets $S_1, \ldots, S_n$ form a partition of the set $v(H)$ of vertices into $n$ disjoint (but possibly empty) sets.
4. The face maps $d_i : X_n \to X_{n-1}$ are defined in the following way.
   (a) If $i = 0$, then
   
   \[ d_0(H; S_1, \ldots, S_n) = (H^{(0)}; S_2, \ldots, S_n) \]
   
   where $H^{(0)}$ denotes the full subgraph of $H$ on the vertices $v(H) \setminus S_1$.
   (b) If $i = n$, then
   
   \[ d_n(H; S_1, \ldots, S_n) = (H^{(n)}; S_1, \ldots, S_{n-1}) \]
   
   where $H^{(n)}$ denotes the full subgraph of $H$ on the vertices $v(H) \setminus S_n$. 
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(c) If $0 < i < n$, then

$$d_i(H; S_1, \ldots, S_n) = (H; S_1, \ldots S_{i-1}, S_i \cup S_{i+1}, S_{i+2}, \ldots, S_n).$$

(5) The degeneracy maps $s_i : X_n \to X_{n+1}$ are given by

$$s_i(H; S_1, \ldots, S_n) = (H; S_1, \ldots S_i, \emptyset, S_{i+1}, \ldots, S_n).$$

Observe that condition (2) is actually encompassed by condition (3), if we regard a graph as being partitioned into a single set. We use this uninteresting partition in the depictions of particular examples that follow.

One can check that this simplicial set is 2-Segal but not 1-Segal. Let us investigate a specific example. Consider the graph

$$G : \bullet \quad \bullet \quad \bullet$$

$$a \quad b \quad c.$$

Then we can depict the set of 1-simplices as:

$$X_1 : \emptyset \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet$$

We do not list all the 2-simplices, but illustrate with some examples of face maps. We illustrate partitions by colored circles; we use blue for the first element of the partition, orange for the second, and, for 3-simplices, green for the third. In most examples the partitions are ordered from left to right. First, we show the effect of all the face maps on a representative element of $X_2$:
Likewise, we depict the degeneracies of a particular 1-simplex as follows:

More interestingly, we have the following face maps of a 3-simplex of $X$:

We can start to see from these face maps how one might reconstruct a 3-simplex from its faces.

Indeed, the fact that the associated simplicial set $X$ is 2-Segal can be illustrated by the diagrams
However, $X$ is not 1-Segal, as can be illustrated by the diagrams.

In fact, this example shows that, unlike for the other two examples given in this section, the 1-Segal map $X_2 \to X_1 \times_{X_0} X_1$ is not injective.

One can check, however, that these 2-Segal sets arising from graphs are always unital.

### 3. Augmented stable double categories

Our aim is to give a description of unital 2-Segal sets in terms of categorical structures to which we can apply some version of Waldhausen $S\bullet$-construction. Here, we work with structures that have two different kinds of morphisms on the same set of objects, which are better described in terms of double categories. Double categories were first defined by Ehresmann [5], and good introductory accounts can be found in [6] and [12]. We begin by recalling the definition.

**Definition 3.1.** A (small) double category is an internal category in the category of small categories.

**Remark 3.2.** Roughly speaking, being an internal category in the category of small categories means that a double category consists of a “category of objects” and a “category of morphisms”. However, this definition obscures the symmetry between the two kinds of morphisms. Hence, it is useful to unpack this definition further to see that a double category $\mathcal{D}$ consists of sets of objects $\text{Ob} \mathcal{D}$, horizontal morphisms $\text{Hor} \mathcal{D}$, vertical morphisms $\text{Ver} \mathcal{D}$,
and squares $Sq \mathcal{D}$, which are connected by various source, target, identity and composition maps.

In particular, $(Ob \mathcal{D}, Hor \mathcal{D})$ and $(Ob \mathcal{D}, Ver \mathcal{D})$ form categories which we denote by $Hor_0 \mathcal{D}$ and $Ver_0 \mathcal{D}$, respectively. The subscript 0 indicates that each of these categories can be considered as a category of objects in a category internal to categories, as we explain below. We denote horizontal and vertical morphisms by

$$
\begin{array}{c}
\xrightarrow{\bullet} \\
\downarrow \\
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\downarrow \\
\xleftarrow{\bullet} \\
\end{array},
$$

respectively. Squares are depicted by diagrams of the following form:

$$
\begin{array}{c}
\begin{array}{c}
\xrightarrow{f} \\
\downarrow \\
\xleftarrow{g} \\
\end{array}
\xrightarrow{\alpha}
\begin{array}{c}
\xleftarrow{k} \\
\downarrow \\
\xrightarrow{j} \\
\end{array}
\end{array}
$$

There are horizontal and vertical source and target maps

$$
\begin{array}{c}
s_h, t_h : Sq \mathcal{D} \to Ver \mathcal{D} \\
s_v, t_v : Sq \mathcal{D} \to Hor \mathcal{D}
\end{array}
$$

given by, for example, $s_h(\alpha) = j$. Note that the horizontal source and target of a square are vertical morphisms, and similarly the vertical source and target of a square are horizontal morphisms. In a double category we have horizontal composition of squares

$$
\circ_h : Sq \mathcal{D} \times_{Ver \mathcal{D}} Sq \mathcal{D} \to Sq \mathcal{D}
$$

and vertical composition of squares

$$
\circ_v : Sq \mathcal{D} \times_{Hor \mathcal{D}} Sq \mathcal{D} \to Sq \mathcal{D}.
$$

These compositions are compatible with the compositions in $Hor_0 \mathcal{D}$ and $Ver_0 \mathcal{D}$ via source and target maps. The compatibility allows depicting horizontal and vertical composition as

$$
\begin{array}{c}
\begin{array}{c}
\xrightarrow{\bullet} \\
\downarrow \\
\end{array}
\begin{array}{c}
\xrightarrow{\bullet} \\
\downarrow \\
\end{array}
\xrightarrow{\bullet}
\begin{array}{c}
\xrightarrow{\bullet} \\
\downarrow \\
\end{array}
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\begin{array}{c}
\xleftarrow{\bullet} \\
\downarrow \\
\end{array}
\begin{array}{c}
\xleftarrow{\bullet} \\
\downarrow \\
\end{array}
\end{array}
$$
There are also horizontal and vertical identity squares, respectively, which can be depicted by the following diagrams:

\[
\begin{array}{c}
\xymatrix{
\text{id}^h \
& j \\
\text{id}^h & \text{id}^v \\
& f \\
\text{id}^h & \text{id}^v \\
\end{array}
\]

This data is further subject to the following axioms:

- associativity of the compositions \( \circ_h \) and \( \circ_v \);
- unitality of \( \circ_h \) and \( \circ_v \): the identity squares \( \text{id}^h \) and \( \text{id}^v \) act as the identity for horizontal and vertical composition of squares, respectively; and
- interchange law: given squares as in the following diagram, the order of composition does not matter, i.e., we can first compose either horizontally or vertically:

From a double category \( \mathcal{D} \) we can extract two categories \( \text{Hor}_1 \mathcal{D} \) and \( \text{Ver}_1 \mathcal{D} \) corresponding to horizontal and vertical composition of squares, respectively. For example, the category \( \text{Hor}_1 \mathcal{D} \) has \( \text{Ver} \mathcal{D} \) as the set of objects and \( \text{Sq} \mathcal{D} \) as the set of morphisms, with source, target, identity, and composition given by \( s_h, t_h, \text{id}^h, \) and \( \circ_h \), respectively. In fact, the categories \( \text{Ver}_0 \mathcal{D} \) and \( \text{Ver}_1 \mathcal{D} \) are the “categories of objects” and “categories of morphisms”, respectively, of the category internal to categories \( \mathcal{D} \). Similarly, the pair \( (\text{Hor}_0 \mathcal{D}, \text{Hor}_1 \mathcal{D}) \) also forms a category internal to categories, which is the transpose of \( \mathcal{D} \).
The following diagram, adapted from [12], gives a useful depiction of some of the sets and categories that are associated to a double category and which have been described above.

\[
\begin{array}{ccc}
Ob \mathcal{D} & \xrightarrow{s_h} & H\text{or} \mathcal{D} \\
\cdot \downarrow & & \downarrow \\
Ver \mathcal{D} & \xrightarrow{s_h} & sq \mathcal{D} \\
\cdot \downarrow & & \downarrow \\
\end{array}
\]

Example 3.3. If \( E \) is an exact category, the full subcategories of admissible monomorphisms and admissible epimorphisms assemble to the data of a double category, where the collection of distinguished squares is given by all commutative squares which are simultaneously pullbacks and pushouts.

We can also consider appropriate functors between double categories.

Definition 3.4. A double functor between double categories is an internal functor.

In other words, a double functor consists of an assignment of objects, horizontal and vertical morphisms, and squares, all of which are compatible with all source, target, composition, and unit maps.

To define a meaningful version of the Waldhausen \( S_* \)-construction, we need to impose further conditions on double categories. Recall that an exact category has a zero object, namely an object which is both initial and terminal. Since categories with zero objects are often referred to as pointed, we use this terminology for our generalization to double categories.

Definition 3.5. A double category \( \mathcal{D} \) is pointed if it is equipped with a fixed distinguished object \( * \) which is both initial in \( H\text{or}_0 \mathcal{D} \) and terminal in \( Ver_0 \mathcal{D} \). A double functor \( F: \mathcal{D} \to \mathcal{D}' \) between pointed double categories is pointed if it sends the distinguished object of \( \mathcal{D} \) to the distinguished object of \( \mathcal{D}' \).

In order to obtain all 2-Segal sets, and not just those with a single 0-simplex, we will have need of a more general notion than pointedness.

Definition 3.6. An augmentation of a double category \( \mathcal{D} \) consists of a set of objects \( A \) satisfying the condition that for every object \( d \) of \( \mathcal{D} \) there are unique morphisms \( a \to d \) in \( H\text{or} \mathcal{D} \) and \( d \to a' \) in \( Ver \mathcal{D} \) such that \( a \) and \( a' \) are in \( A \).

An augmented double category is a double category equipped with a choice of augmentation. A double functor between augmented double categories is augmented if objects in the augmentation of the source are sent to objects in the augmentation of the target.
Remark 3.7. Note that if the augmentation set is a singleton, so $A = \{\ast\}$, the definition reduces to being pointed by the single object $\ast$.

The following result is a reformulation of the notion of augmentation in categorical terms.

**Proposition 3.8.** A subset $A$ of $\text{Ob} \, D$ is an augmentation for the double category $D$ if and only if there exist maps

\[
\begin{align*}
    f &: \text{Ob} \, D \to \text{Hor} \, D \\
    \delta^h &: \text{Ob} \, D \to A \\
    g &: \text{Ob} \, D \to \text{Ver} \, D \\
    \delta^v &: \text{Ob} \, D \to A,
\end{align*}
\]

such that $t_h \circ f = \text{id}$ and $s_v \circ g = \text{id}$, and the two diagrams

\[
\begin{align*}
    \text{Ob} \, D &\to A & \text{Ob} \, D &\to A \\
    f &\downarrow & \delta^h &\downarrow & \delta^v &\downarrow \\
    \text{Hor} \, D &\to \text{Ob} \, D & \text{Ver} \, D &\to \text{Ob} \, D
\end{align*}
\]

commute and are pullback diagrams.

Equivalently, $A$ is an augmentation for $D$ if and only if the maps

\[
\begin{align*}
    t_h \circ \text{pr}_1 &: \text{Hor} \, D \times_{\text{Ob} \, D} A \to \text{Ob} \, D & & \text{and} & & s_h \circ \text{pr}_2 &: \text{Ver} \, D \times_{\text{Ob} \, D} A \to \text{Ob} \, D
\end{align*}
\]

are bijections.

Remark 3.9. In particular, the maps $f$ and $\delta^h$ of Proposition 3.8 make the nerve of the category $\text{Hor}_0 D$ into an augmented simplicial set with an extra degeneracy, more precisely, with a backward contracting homotopy,

\[
\begin{array}{c}
A \xleftarrow{\delta^h} \text{Ob} \, D \xrightarrow{f} \text{Hor} \, D \xrightarrow{f \times \text{id}} \text{Hor} \, D \times_{\text{Ob} \, D} \text{Hor} \, D \xrightarrow{\cdots},
\end{array}
\]

where $f \times \text{id} : \text{Hor} \, D \cong \text{Ob} \, D \times_{\text{Ob} \, D} \text{Hor} \, D \to \text{Hor} \, D \times_{\text{Ob} \, D} \text{Hor} \, D$, and similarly for the other extra degeneracy maps.

Similarly, $g$ and $\delta^v$ make the nerve of the category $\text{Ver}_0 D$ into an augmented simplicial set with a forward contracting homotopy given by $g$,

\[
\begin{array}{c}
A \xleftarrow{\delta^v} \text{Ob} \, D \xrightarrow{g} \text{Ver} \, D \xrightarrow{\text{id} \times g} \text{Ver} \, D \times_{\text{Ob} \, D} \text{Ver} \, D \xrightarrow{\cdots}.
\end{array}
\]

In the definition of the $S\bullet$-construction for exact categories, certain squares are required to be both pullbacks and pushouts. In other words, such a square is determined, up to isomorphism, by its span; it is similarly determined by its cospan. In a double category, this condition does not make
sense, since in general the horizontal and vertical morphisms in a double category need not be morphisms in a common category, so the span or cospan of a square may not be given by a diagram in a category. Furthermore, pullbacks and pushouts are only determined up to isomorphism, but we need uniqueness on the nose in the discrete setting.

**Definition 3.10.** A double category is **stable** if every square is uniquely determined by its span of source morphisms and, independently, by its cospan of target morphisms. More precisely, we require the maps

\[(s_h, s_v): Sq \mathcal{D} \to Ver \mathcal{D} \times_{Ob \mathcal{D}} Hor \mathcal{D}\]

\[(t_h, t_v): Sq \mathcal{D} \to Ver \mathcal{D} \times_{Ob \mathcal{D}} Hor \mathcal{D}\]

depicted by

\[
\begin{array}{c}
\begin{array}{c}
\xymatrix{ & *+<.5pc,v+2pt>{\mathcal{D}} \ar[ld]_{s_h} \ar[rd]^{s_v} \ar[rr] & & *+<.5pc,v+2pt>{\mathcal{D}} \\
& *+<.5pc,v+2pt>{\mathcal{D}} 
\end{array}
\end{array}
\]

and

\[
\begin{array}{c}
\begin{array}{c}
\xymatrix{ & *+<.5pc,v+2pt>{\mathcal{D}} \ar[ld]_{t_h} \ar[rd]^{t_v} \ar[rr] & & *+<.5pc,v+2pt>{\mathcal{D}} \\
& *+<.5pc,v+2pt>{\mathcal{D}} 
\end{array}
\end{array}
\]

to be bijections.

**Remark 3.11.** The double category associated to an exact category is not stable, except for trivial examples. Indeed, a cartesian square is determined by the corresponding span only up to isomorphism.

An important consequence of stability, which we now show, is that the set of squares and their horizontal and vertical compositions are essentially determined by the rest of the data.

Let \(\mathcal{H}\) and \(\mathcal{V}\) be categories with the same set of objects \(Ob\), and \(Sq\) a set together with maps

\[s_h, t_h: Sq \to mor \mathcal{V}\quad \text{and} \quad s_v, t_v: Sq \to mor \mathcal{H},\]

which we call horizontal and vertical source and target maps, respectively. As suggested by the name, the set \(Sq\) is a proposed set of squares for a double category. Assume that these maps are compatible with the source and target maps in \(\mathcal{H}\) and \(\mathcal{V}\), as in the definition of a double category (see Remark 3.2). For example, \(s_{\mathcal{H}} s_v = s_v s_{\mathcal{H}}\). In other words, we are given some of the data and axioms for a double category as detailed in Remark 3.2 missing precisely horizontal and vertical compositions of squares and existence of horizontal and vertical identity squares. Furthermore, assume that the stability condition holds, i.e., the two maps

\[(3.12) \quad mor \mathcal{H} \times_{Ob} mor \xrightarrow{(t_v, t_h)} Sq \xrightarrow{(s_h, s_v)} mor \mathcal{V} \times_{Ob} mor \mathcal{H}\]

are bijections.
Then there are two horizontal “compositions” of squares defined using composition in $\mathcal{H}$ and two vertical “compositions”\(^1\) of squares defined using composition in $\mathcal{V}$, as follows.

We define the first horizontal composition of squares using the bijection in (3.12) given by $(s_h, s_v)$ and the second using the bijection in (3.12) given by $(t_v, t_h)$:

$$
\circ_1 \colon Sq \times_{\text{mor}_V} Sq \xrightarrow{(s_h, s_v) \times s_v} (\text{mor}_V \times_{\text{Ob}_H} \text{mor}_H) \times_{\text{Ob}_H} \text{mor}_H
\xrightarrow{\text{id} \times \circ_H} \text{mor}_V \times_{\text{Ob}_H} \text{mor}_H \xrightarrow{(s_h, s_v)^{-1}} Sq,
$$

(3.13)

$$
\circ_2 \colon Sq \times_{\text{mor}_V} Sq \xrightarrow{t_v \times (t_v, t_h)} \text{mor}_H \times_{\text{Ob}} (\text{mor}_H \times_{\text{Ob}_V} \text{mor}_V)
\xrightarrow{\circ_H \times \text{id}} \text{mor}_H \times_{\text{Ob}_V} \text{mor}_V \xrightarrow{(t_v, t_h)^{-1}} Sq.
$$

Pictorially, the two maps can be understood as follows:

Similarly, we can define two vertical “compositions” $\circ_1^v$ and $\circ_2^v$ of squares using composition in $\mathcal{V}$.

**Proposition 3.14.** Let $\mathcal{H}$, $\mathcal{V}$, $Sq$, $s_v$, $t_v$, $s_h$, $t_h$ be as above. Assume further that

$$
\circ_1^h = \circ_2^h \quad \text{and} \quad \circ_1^v = \circ_2^v.
$$

Then this data assembles into a stable double category, i.e., associativity and unitality of both compositions and the interchange law hold.

**Proof.** Note that, by construction, $\circ_1^h$ is compatible with composition of vertical sources and with horizontal source, while $\circ_2^h$ is compatible with composition of vertical targets and with horizontal target. Thus, if $\circ_1^h = \circ_2^h$, this assignment is compatible with all source and target maps, and we can thus think of it as a composition $\circ_h$ that can be iterated. Since composition in $\mathcal{H}$ is associative, stability implies associativity of composition, as both ways of associating correspond to squares with the same source span. A

\(^1\)A priori, these maps are not fully compatible with source and target, and hence do not deserve to be called composition.
similar argument shows that \( \circ_v = \circ_v^1 = \circ_v^2 \) is an associative composition compatible with source and target maps.

Stability also implies the interchange law since we are comparing squares with the same source span. It remains to check the existence of horizontal and vertical identity squares. Given a vertical morphism \( m \), by stability, there exist two squares as follows:

\[
\begin{array}{ccc}
  & f & \\
\alpha & m & \\
\downarrow & \downarrow & \downarrow \\
\id & & g
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
  & \id & \\
\downarrow & \downarrow & \downarrow \\
\id & & \beta
\end{array}
\]

Composing them, we obtain

\[
\begin{array}{ccc}
  & f & \id \\
\alpha & m & \\
\downarrow & \downarrow & \downarrow \\
\id & & g
\end{array}
\]

which is a square whose span of sources is the pair \((k,f)\), so by stability this square must be \( \alpha \), and therefore its vertical target \( g = g \circ \id \) is the identity \( \id \) and its horizontal target \( m \) must be \( l \). Similarly, its cospan of targets is \((g,l = m)\), so by stability this square must be \( \beta \), and its vertical source \( f = \id \circ f \) must be the identity and its horizontal source \( k \) must be \( m \). Finally, stability again shows that \( \alpha = \beta \) acts as an identity for \( \circ_h \).

A similar argument shows the existence of vertical identities. \( \square \)

**Remark 3.15.** Moreover, if \( C \) is a double category and \( D \) is a stable double category, when defining a double functor \( F : C \to D \), the assignment on squares is uniquely determined by the assignment on vertical and horizontal morphisms. However, it is not true that to define a double functor, it is enough to define functors on the horizontal and vertical categories that coincide on objects; the assignment on squares still requires some compatibility between the vertical and horizontal pieces.

For double categories which are stable and augmented the necessary data can be reduced even further.

**Lemma 3.16.** Let \( D \) be an augmented stable double category. Then there is a bijection between the set of horizontal arrows and the set of vertical arrows, i.e.,

\[ \text{Hor } D \cong \text{Ver } D. \]

**Proof.** Given a horizontal morphism \( x \to y \), there is a unique vertical morphism \( x \to a \) with \( a \) in the augmentation. Then, by stability, there is a
unique square

\[\begin{array}{ccc}
x & \xrightarrow{y} & z \\
\downarrow & \searrow & \downarrow \\
a & \xleftarrow{b} & z.
\end{array}\]

The horizontal target of this square is a vertical morphism \(y \rightarrow z\), which is uniquely determined by the original horizontal morphism \(x \rightarrow y\). Note that the vertical target of the square is a horizontal morphism \(a \rightarrow z\) which is completely determined by \(z\) since \(a\) is in the augmentation. Conversely, if we start with a vertical morphism \(y \rightarrow z\), we can use a dual argument to recover the horizontal morphism \(x \rightarrow y\). □

Recall Theorem 1.14, which tells us that if \(\mathcal{C}\) is a category, then \(P^\prec(\mathcal{N}\mathcal{C})\) and \(P^\succ(\mathcal{N}\mathcal{C})\) are 1-Segal sets. The following proposition identifies the categories associated to the 1-Segal sets \(P^\prec(\mathcal{N}\text{Hor}_0\mathcal{D})\) and \(P^\succ(\mathcal{N}\text{Ver}_0\mathcal{D})\).

**Proposition 3.17.** Let \(\mathcal{D}\) be an augmented stable double category. Then there are isomorphisms of categories

\[
\tau_1 P^\prec(\mathcal{N}\text{Hor}_0\mathcal{D}) \cong \text{Hor}_1\mathcal{D} \quad \text{and} \quad \tau_1 P^\succ(\mathcal{N}\text{Ver}_0\mathcal{D}) \cong \text{Ver}_1\mathcal{D}
\]

such that the following diagrams with the adjoint isomorphisms commute:

\[
\begin{array}{ccc}
P^\prec(\mathcal{N}\text{Hor}_0\mathcal{D}) & \xrightarrow{\cong} & \mathcal{N}\text{Hor}_1\mathcal{D} \\
\downarrow & & \downarrow \\
\mathcal{N}\text{Hor}_0\mathcal{D} & \xrightarrow{\cong} & \mathcal{N}\text{Ver}_1\mathcal{D} \\
d_0 & \xrightarrow{d_\text{op}} & t_h \\
& & \\
s_v & \xleftarrow{s_v} & \\

\end{array}
\]

Moreover, these isomorphisms are natural in \(\mathcal{D}\).

**Proof.** We prove the statement for the diagram on the left, the other one being similar. One can check that the set of objects of \(\tau_1 P^\prec(\mathcal{N}\text{Hor}_0\mathcal{D})\) is precisely the set \(\text{Hor}\ \mathcal{D}\). Since the set of objects of \(\text{Hor}_1\mathcal{D}\) is the set \(\text{Ver}\ \mathcal{D}\), we have constructed in Lemma 3.16 a bijection between the object sets of these two categories. By inspection, this bijection commutes with the source and target maps to \(\text{Ob}\ \mathcal{D}\).

Observe that the set of morphisms of \(\tau_1 P^\prec(\mathcal{N}\text{Hor}_0\mathcal{D})\) is

\[
(\mathcal{N}\text{Hor}_0\mathcal{D})_2 = \text{Hor}\ \mathcal{D} \times_{\text{Ob}\ \mathcal{D}} \text{Hor}\ \mathcal{D},
\]

the set of pairs of composable horizontal morphisms. We use the same bijection from Lemma 3.16, together with stability, to obtain a bijection to the sets of morphisms of \(\text{Hor}_1(\mathcal{D})\), which is the set \(\text{Sq}\ \mathcal{D}\):

\[
\text{Hor}\ \mathcal{D} \times_{\text{Ob}\ \mathcal{D}} \text{Hor}\ \mathcal{D} \cong \text{Ver}\ \mathcal{D} \times_{\text{Ob}\ \mathcal{D}} \text{Hor}\ \mathcal{D} \xleftarrow{\cong} \text{Sq}\ \mathcal{D}.
\]

Note that in the first fibered product, the maps to \(\text{Ob}\ \mathcal{D}\) are \((t_h, s_h)\) and in the second one, the maps are \((s_v, s_h)\), as required. Pictorially, the bijection from Lemma 3.16 yields the left-hand vertical arrow in the following picture, and stability yields the displayed square:
These bijections are compatible with source, target, and composition and thus we obtain an isomorphism of categories. Commutativity of the desired diagram can be read off from the pictorial representation. By inspection, the constructions of the isomorphisms are natural in \( \mathcal{D} \).

\[ \square \]

**Notation 3.18.** We denote by \( \mathcal{D}Cat_* \) the category of pointed double categories and pointed double functors. We similarly denote by \( \mathcal{D}Cat_{aug} \) the category of augmented double categories and augmented double functors. We denote by \( \mathcal{D}Cat_{st} \) and \( \mathcal{D}Cat_{st}^{aug} \) the full subcategories of \( \mathcal{D}Cat_* \) and \( \mathcal{D}Cat_{aug} \), respectively, consisting of stable objects.

The aim of this paper is to prove that the categories \( \mathcal{D}Cat_{st} \) and \( \mathcal{D}Cat_{st}^{aug} \) are equivalent to \( U2Seg_* \) and \( U2Seg^{aug} \), respectively.

We conclude this section with an example which is part of a family of augmented stable double categories which will be essential in our definition of the generalized \( S_\bullet \)-construction.

**Example 3.19.** Consider a double category, denoted by \( \mathcal{W}_2 \), with objects \( ij \) for \( 0 \leq i \leq j \leq 2 \), and generated by the following non-identity horizontal and vertical morphisms and squares:

\[
\begin{array}{ccc}
00 & \rightarrow & 01 \\
\downarrow & \searrow & \downarrow \\
11 & \rightarrow & 12 \\
\downarrow & \searrow & \downarrow \\
22
\end{array}
\]

Since the only non-identity square is uniquely determined by its pair of sources or by its pair of targets, \( \mathcal{W}_2 \) is a stable double category.

Furthermore, the set \( A = \{00, 11, 22\} \) defines an augmentation of \( \mathcal{W}_2 \). For example, consider the object 02. There is a unique horizontal morphism with target 02 and source in \( A \), namely the composite of the horizontal morphisms from 00 to 01 and from 01 to 02,

\[
00 \rightarrow 02.
\]

Similarly, the vertical morphism from 02 to 22 is the unique vertical morphism with source 02 and target in \( A \).
4. The generalized Waldhausen construction

We are now ready to define our generalized \( S_* \)-construction, which is a functor

\[
S_* : \text{Dcat}_{aug} \rightarrow s\text{Set},
\]

inspired by Waldhausen’s \( S_* \)-construction [15].

We begin by describing a cosimplicial object \( W_* \) in augmented stable double categories generalizing Example 3.19. The \( S_* \)-construction will be defined by mapping this cosimplicial object into a given augmented stable double category.

**Definition 4.1.** Given any integer \( n \geq 0 \), define a double category \( W_n \) as follows. Its objects are pairs

\[
\{(i, j) \mid 0 \leq i \leq j \leq n\};
\]

for simplicity of notation, we simply write \( ij \) for the pair \((i, j)\). A horizontal morphism is a triple \((i, j, k)\) with \( i \leq j \leq k \), viewed as a map \( ij \rightarrow ik \). Similarly, a vertical morphism is also a triple \((i, j, k)\) with \( i \leq k \leq j \), viewed as a map \( ij \rightarrow kj \). The squares are exactly those of the form

\[
\begin{array}{cc}
ij & il \\
\downarrow & \downarrow \\
kj & kl
\end{array}
\]

with \( i \leq k \leq j \leq l \).

The double category \( W_n \) is augmented by the set \( A = \{ii \mid 0 \leq i \leq n\} \).

**Example 4.2.** The double categories \( W_n \) can be pictured for \( 0 \leq n \leq 4 \) as follows:
In each case, the pictured arrows and squares generate the double category \( \mathcal{W}_n \), and the augmentation consists of all elements on the diagonal.

**Remark 4.3.** We can alternatively construct \( \mathcal{W}_n \) as a certain sub-double category of a double category of functors as follows. First, recall the double category of commutative squares in an arbitrary category \( \mathcal{C} \). The vertical and horizontal categories are both given by \( \mathcal{C} \), and the set of squares is exactly the set of commutative squares in \( \mathcal{C} \). Composition of squares and units come from composition of morphisms in \( \mathcal{C} \) and from identities in \( \mathcal{C} \), respectively.

For each \( n \geq 0 \), consider the double category arising in this way from the category \( \text{Fun}([1],[n]) \). Since the categories \( \text{Fun}([1],[n]) \) form a cosimplicial category as \( n \) varies, their respective double categories also assemble to form a cosimplicial double category.

For each \( n \geq 0 \), let \( \mathcal{W}_n \) be the sub-double category of the double category of commutative squares in \( \text{Fun}([1],[n]) \) consisting of:

- all the objects of \( \text{Fun}([1],[n]) \);
- natural transformations which are the identity on the object 1 of [1] as vertical morphisms;
- natural transformations which are the identity on the object 0 of [1] as horizontal morphisms; and
- all commutative squares between these morphisms.

One can check that these properties do indeed define a double category. Moreover, since the cosimplicial structure comes from the post-composition of morphisms \([1] \rightarrow [n]\) with arbitrary morphisms in \( \Delta \), it preserves the
vertical and horizontal subcategories described above, thus making $W_\bullet$ into a cosimplicial double category. Each double category $W_n$ has an augmentation given by the constant functors $[1] \to [n]$; note that the cosimplicial structure maps preserve the augmentation.

**Lemma 4.4.** The collection $W_\bullet$ is a cosimplicial object in augmented stable double categories.

**Proof.** We have shown that each $W_n$ is an augmented double category; it remains to show that it is stable. If we have a span

$$
\begin{array}{ccc}
i j & \hookrightarrow & il \\
\downarrow & & \\
kJ & & 
\end{array}
$$

and want to produce a square

$$
\begin{array}{ccc}
i j & \hookrightarrow & il \\
\downarrow & & \\
kJ & \Rightarrow & xy,
\end{array}
$$

it is necessary that $y = l$ for the right-hand side map to be a vertical morphism, and that $x = k$ for the lower map to be a horizontal morphism. Now there exists a unique square of the necessary form, namely

$$
\begin{array}{ccc}
i j & \hookrightarrow & il \\
\downarrow & & \\
kJ & \Rightarrow & kl,
\end{array}
$$

since by properties of the original span we know that $i \leq k \leq j \leq l$. The argument for the cospan case is analogous. \[\square\]

There are two other cosimplicial objects in double categories which will use later on; by construction one governs the horizontal and the other the vertical category of a double category. We will explain the horizontal case, the vertical one is similar.

**Definition 4.5.** For every $n \geq 0$, let $H_n$ be the (stable) double category whose object set is $\{0, 1, \ldots, n\}$, whose horizontal category is $[n]$, whose vertical category is discrete, i.e., has no non-identity morphisms, and whose squares are only the identity squares. Similarly, let $V_n$ be the (stable) double category given by switching the horizontal and vertical directions in $H_n$.

In what follows, we use the following property of $H_n$ and $V_n$, whose proof is left to the reader.
Lemma 4.6. Ranging over all objects \([n]\) of \(\Delta\), we obtain a cosimplicial stable double category \(\mathcal{H}\). Given a double category \(\mathcal{D}\), any double functor \(\mathcal{H} \to \mathcal{D}\) is determined uniquely by a functor \([n] \to \mathcal{H}_{\mathcal{D}}\), and this identification is compatible with the cosimplicial structure. We obtain bijections
\[
\text{Hom}_{\text{DCat}}(\mathcal{H}, \mathcal{D}) \cong \text{Hom}_{\text{Cat}}([n], \mathcal{H}_{\mathcal{D}})
\]
which are natural in \(n\), and thus assemble to an isomorphism of simplicial sets
\[
\text{Hom}_{\text{DCat}}(\mathcal{H}, \mathcal{D}) \cong N\mathcal{H}_{\mathcal{D}}.
\]
The analogous statements hold for \(\mathcal{V}\) and \(\mathcal{V}_{\mathcal{D}}\).

Recall from Definition 1.13 that the path object functor \(P\) is defined using the join construction \([n] \mapsto [0] * [n]\). Although \([0] * [n] \cong [n + 1]\), it is preferable here to think of adjoining an extra object \(0'\) and using the ordering
\[
[0] * [n] = \{0' \leq 0 \leq 1 \leq \ldots \leq n\}.
\]
To clarify notation, we write \(W([0] * [n])\) rather than \(W_{n+1}\) for the corresponding augmented stable double category.

Using this notation, we define a double functor
\[
 j_n : \mathcal{H} \to W([0] * [n])
\]
by \(j_n(k \leq l) = (0'k \hookrightarrow 0'l)\). For example, for \(n = 2\), we indicate by boldface the image of \(j_2\) in the diagram

\[
\begin{array}{c}
 0'0' \hookrightarrow 0'0 \hookrightarrow 0'1 \hookrightarrow 0'2 \\
 00 \hookrightarrow 01 \hookrightarrow 02 \\
 11 \hookrightarrow 12 \\
 22.
\end{array}
\]

Observe that the double functors \(j_n\) are natural in \(n\), and since \(0'\) remains unchanged under the cosimplicial structure maps of \(W([0] * [n])\), the functors \(j_n\) indeed assemble to give a cosimplicial double functor \(j\).

We are now ready to use \(W\) to define the generalized \(S\)-construction.

Definition 4.7. The Waldhausen \(S\)-construction is the functor
\[
S_\bullet : \text{DCat}_{\text{aug}} \to \text{sSet}
\]
which takes an augmented double category \(\mathcal{D}\) to the simplicial set \(S_\bullet(\mathcal{D})\) given by
\[
S_n(\mathcal{D}) := \text{Hom}_{\text{DCat}_{\text{aug}}}(W_n, \mathcal{D}).
\]
The first half of our main theorem is given by the following result.

**Theorem 4.8.** The Waldhausen $S_\bullet$-construction restricts to functors

$$S_\bullet : \text{DCat}_{\text{aug}}^{\text{st}} \to \text{U2Seg}$$

and

$$S_\bullet : \text{DCat}_{\text{st}}^{\text{aug}} \to \text{USeg}.$$ 

We prove this theorem via two propositions. We first need to show that, for any augmented stable double category $D$, the simplicial set $S_\bullet(D)$ is 2-Segal. We do so by using the Path Space Criterion (Theorem 1.14), and the fact that a 1-Segal set is just the nerve of a category (Proposition 1.3).

**Proposition 4.9.** Let $D$ be an augmented stable double category. Then there are isomorphisms of simplicial sets

$$P^\prec S_\bullet(D) \to \text{NHor}_0 D$$

and

$$P^\succ S_\bullet(D) \to \text{NVer}_0 D.$$ 

In particular, $P^\prec S_\bullet(D)$ and $P^\succ S_\bullet(D)$ are 1-Segal sets, and hence $S_\bullet(D)$ is a 2-Segal set.

**Proof.** We establish the first isomorphism; the second one is analogous.

If $D$ is an augmented stable double category, then precomposition with the cosimplicial double functor $j_\bullet$ gives a map of simplicial sets

$$P^\prec S_\bullet(D) = \text{Hom}_{\text{DCat}_{\text{aug}}}^{\text{st}}(\mathcal{W}([0] \ast [n]), D) \to \text{Hom}_{\text{DCat}}^{\text{st}}(\mathcal{H}_\bullet, D).$$

By Lemma 4.6, it is enough to prove that this map is an isomorphism of simplicial sets, which can be accomplished by proving that an augmented double functor $F : \mathcal{W}([0] \ast [n]) \to D$ is uniquely determined by its restriction to the image of $j_n$. To prove this statement for a fixed $n$, we use induction on $k$ to show that the row labeled by $k$ is determined by the image of $j_n$. For notational purposes, if $k = 0$, then $k - 1$ is taken to be $0'$.

For the base case $k = 0'$, observe that if we start with the image of $j_n$ only, then to obtain the rest of the $0'$ row we need only adjoin a horizontal map to be the image of the map $0'0' \to 0'0$. Since $D$ is an augmented double category and we want $F$ to be an augmented functor, the image of $0'0' \to 0'0$ must be the unique horizontal morphism $a \to F(0'0)$ with $a$ in the augmentation set.

Now, let $0 \leq k < n$, and assume that $F$ is uniquely defined up to the row labeled by $k - 1$. To complete the row labeled by $k$, we first send the map $(k-1)k \to kk$ to the unique vertical morphism $F((k-1)k) \to a'$ in $D$ with $a' \in A$ given by the augmentation.

Given $k+1 \leq \ell \leq n$, to define the images of the objects $k\ell$, the morphisms $(k-1)\ell \to k\ell$ and $k(\ell-1) \to k\ell$, and the square with these morphisms as targets, we proceed by induction on $\ell$. By stability in $D$, there is a unique square.
which we use to extend $F$.

Lastly, if $k = n$, the image of $(n - 1)n \to nn$ is uniquely specified by the augmentation.

We have constructed $F$ on the generating horizontal and vertical morphisms, and on the generating squares of $W([0] * [n])$, which is enough to define a double functor. Thus, we have established the desired isomorphism.

The final statement of the proposition follows from the fact that nerves of categories are 1-Segal sets; the fact that $S_\bullet(D)$ is 2-Segal then follows from the Path Space Criterion.

Now that we have proved that the image of any augmented stable double category under the $S_\bullet$-construction is a 2-Segal set, it remains to prove that it is also unital.

**Proposition 4.10.** Let $D$ be an augmented stable double category. Then $S_\bullet(D)$ is unital.

**Proof.** By Proposition 4.9 and Lemma 1.11, to prove that $S_\bullet(D)$ is unital it is enough to check that

\[
\begin{array}{ccc}
S_1(D) & \xrightarrow{d_0} & S_0(D) \\
s_1 \downarrow & & \downarrow s_0 \\
S_2(D) & \xrightarrow{d_0} & S_1(D)
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
S_1(D) & \xrightarrow{d_1} & S_0(D) \\
\downarrow s_0 & & \downarrow s_0 \\
S_2(D) & \xrightarrow{d_2} & S_1(D)
\end{array}
\]

are pullbacks. We prove that the square on the right is a pullback; the argument for the one on the left is similar.

An arbitrary element of the pullback is given by a pair $(a, F)$, where $a \in A = S_0(D)$ and $F$ is an element of $S_2(D)$, namely, an augmented double functor $W_2 \to D$, which is of the form
By stability of $\mathcal{D}$, the only square with horizontal source $\text{id}^h_a$ is a vertical identity morphism, so $F(02) = F(12)$ and $F$ is of the form

$$a \xrightarrow{\text{id}^h_a} a \xrightarrow{F(02)} F(12) \xrightarrow{\text{id}^v_{F(12)}} F(12) \xrightarrow{\text{id}^v_{F(22)}} F(22).$$

and therefore $F$ is uniquely determined by $d_0 F \in S_1(\mathcal{D})$. □

Now we combine the previous results to show that $S_\bullet$ indeed defines the desired functor.

**Proof of Theorem 4.8.** Proposition 4.9 implies by Theorem 1.14 that $S_\bullet(\mathcal{D})$ is a 2-Segal set for any augmented stable double category $\mathcal{D}$. Proposition 4.10 shows that $S_\bullet(\mathcal{D})$ is also unital. Functoriality is immediate by the definition of $S_\bullet$.

Finally, if $\mathcal{D}$ is a stable pointed double category, i.e., the augmentation set $A$ consists of exactly one point, then $S_\bullet \mathcal{D}$ is a reduced unital 2-Segal set, since in this case $S_0 \mathcal{D}$ is a single point. □

## 5. The path construction

In this section we construct a functor in the other direction, $P : \mathcal{U}2\mathcal{S}eg \rightarrow \mathcal{D}\mathcal{C}at_{\text{aug}}^\text{st}$. We first describe a construction on a unital 2-Segal set, then prove that its output is an augmented stable double category using Proposition 3.14. Finally, we establish that this assignment is functorial.

**Construction 5.1.** Let $X$ be a unital 2-Segal set. By Theorem 1.14, the path spaces $P^< X$ and $P^> X$ are 1-Segal, and hence, by Remark 1.3, we have categories $\mathcal{H} = \tau_1 P^< X$ and $\mathcal{V} = \tau_1 P^> X$, both with $X_1$ and $X_2$ as the sets of
objects and morphisms, respectively. The source, target, and identity maps for $\mathcal{H}$ are given by $d_2$, $d_1$, and $s_1$, respectively, and for $\mathcal{V}$, they are given by $d_1$, $d_0$, and $s_0$. Composition in $\mathcal{H}$ and $\mathcal{V}$ can be defined by

$$X_2 \times_{X_1} X_2 \xrightarrow{(d_3,d_1)^{-1}} X_3 \xrightarrow{d_2} X_2 \text{ and } X_2 \times_{X_1} X_2 \xrightarrow{(d_2,d_0)^{-1}} X_3 \xrightarrow{d_1} X_2,$$

respectively.

Let $Sq = X_3$. We define the horizontal source and the horizontal target of a square by using the face maps $d_3$ and $d_2$, respectively, as shown in the diagram

$$\begin{array}{c}
\text{mor } \mathcal{V} \xrightarrow{s_h} Sq \xrightarrow{t_h} \text{mor } \mathcal{V} \\
X_2 \xleftarrow{d_3} X_3 \xrightarrow{d_2} X_2,
\end{array}$$

and the vertical source and vertical target of a square using the face maps $d_1$ and $d_0$, respectively, as shown in the diagram

$$\begin{array}{c}
\text{mor } \mathcal{H} \xrightarrow{s_v} Sq \xrightarrow{t_v} \text{mor } \mathcal{H} \\
X_2 \xleftarrow{d_1} X_3 \xrightarrow{d_0} X_2.
\end{array}$$

More explicitly, for a 3-simplex $x \in X_3$ whose 2-dimensional faces are $m, m', e$, and $e'$ as given in the diagram

the corresponding square in $Sq$ is given by

$$\begin{array}{c}
d_2d_1(x) \xrightarrow{m = d_1(x)} d_1d_1(x) \\
\downarrow \quad \quad \downarrow \\
d_1d_3(x) \quad \quad \quad \quad d_1d_2(x)
\end{array}$$

$$\begin{array}{c}
e = d_3(x) \xrightarrow{e = d_3(x)} \\
\quad \downarrow \quad \downarrow \\
d_0d_3(x) \quad \quad \quad \quad d_0d_2(x)
\end{array}$$

$$\begin{array}{c}
ed' = d_2(x) \xrightarrow{e' = d_2(x)} \\
\quad \downarrow \quad \downarrow \\
d_2d_0(x) \quad \quad \quad \quad d_1d_0(x).
\end{array}$$
Note that this particular description of $x$ also establishes that the horizontal source and target are compatible with the source and target in $\mathcal{H}$, and analogously for $\mathcal{V}$.

**Proposition 5.2.** Let $X$ be a unital 2-Segal set. Then the data from Construction 5.1 above defines a stable double category $\mathcal{P}X$. Furthermore, the inclusion $s_0 X_0 \subseteq X_1$ defines an augmentation for $\mathcal{P}X$.

**Proof.** To apply Proposition 3.14 we need to show that:

1. condition (3.12) holds, and
2. the two horizontal “compositions” of squares from (3.13) agree with each other, and similarly, the two analogous vertical “compositions” of squares coincide.

Condition (3.12) follows from 2-Segality of $X$: every 3-simplex of $X$ is completely determined by the pair $(d_2 x, d_0 x)$ or by the pair $(d_3 x, d_1 x)$, which in turn are the cospan of targets, or the span of sources.

Thus, once we show that $\mathcal{P}X$ is indeed a double category, we know that it is stable.

For horizontal composition, consider the following diagram. Starting at $X_3 \times_{X_2} X_3$ at the left of the diagram and following along the top to $X_3$ is the first horizontal composition $\circ_h^1$ as defined in (3.13); following along the
bottom to $X_3$ is the second horizontal composition $\sigma_h^2$.

\[
\begin{align*}
(X_2 \times X_1, X_2) &\xrightarrow{X_2 \times X_2, X_2} (X_2 \times X_1, X_2) \\
&\xrightarrow{X_2 \times X_2, X_2} (X_2 \times X_1, X_2)
\end{align*}
\]

The 2-Segality of $X$ implies that the map $(d_4, d_2): X_4 \to X_3 \times X_2 X_3$ is a bijection. Indeed, we have the commutative diagram

\[
\begin{align*}
X_4 &\xrightarrow{(d_4, d_2)} X_3 \times X_2 X_3 \\
&\cong X_3 \times X_2 X_3 \\
\end{align*}
\]

where the two vertical maps are bijections because $X$ is 2-Segal, and the bottom map is an isomorphism by a general limit argument. The left vertical map is the $T$-Segal map corresponding to the following triangulation of the pentagon:
We have shown that the diagram in (5.3) commutes and thus, that
\[ \circ_h = \circ_1^h = \circ_2^h : X_3 \times X_2 X_3 \xrightarrow{(d_4, d_2)^{-1}} X_4 \xrightarrow{d_3} X_3. \]

A similar argument shows that the two vertical compositions coincide and are given by
\[ \circ_v = \circ_1^v = \circ_2^v : X_3 \times X_2 X_3 \xrightarrow{(d_2, d_0)^{-1}} X_4 \xrightarrow{d_1} X_3. \]

Lastly, to prove that \( \mathcal{P} \) is augmented by \( s_0 X_0 \), note that unitality of \( X \) implies that the inner squares are pullbacks in the diagrams

from which it follows that the outer diagrams are pullbacks as well. The simplicial identities \( d_1 s_0 = \text{id} \) and \( d_1 s_1 = \text{id} \) show that the vertical maps interact appropriately with the target in \( \text{mor} \mathcal{H} \) and the source in \( \text{mor} \mathcal{V} \). The conclusion thus follows from Proposition 3.8. 

We conclude by proving that the path construction we have defined in this section is functorial.

**Proposition 5.4.** The construction \( \mathcal{P} \) defines a functor
\[ \mathcal{P} : U2Seg \to \text{DCat}^{st}_{\text{aug}}, \]
which restricts to
\[ \mathcal{P} : U2Seg_* \to \text{DCat}^{st}_*. \]

**Proof.** Let \( f : X \to X' \) be a map between unital 2-Segal sets. For ease of notation, we denote by \( \text{Hor}_0, \text{Ver}_0, \) and \( \text{Sq} \) the horizontal category of objects, the vertical category of objects, and the set of squares of \( \mathcal{P} X \), and by \( \text{Hor}'_0, \text{Ver}'_0, \) and \( \text{Sq}' \) the corresponding ones for \( \mathcal{P} X' \).

Since \( P^\lt \) and \( P^\gt \) are functors, we obtain maps of simplicial sets \( P^\lt X \to P^\lt X' \) and \( P^\gt X \to P^\gt X' \), which in turn uniquely determine functors
\[ \text{Hor}_0 \xrightarrow{f_h} \text{Hor}'_0 \quad \text{and} \quad \text{Ver}_0 \xrightarrow{f_v} \text{Ver}'_0 \]
on the horizontal and vertical categories of objects, respectively. Moreover, both \( f_h \) and \( f_v \) agree with \( f_1 \) on the set of objects \( \text{Ob}(\mathcal{P} X) = X_1 \). Note
that the assignment is compatible with the augmentation, since \( f_1 s_0 = s'_0 f_0 \). The component \( f_3 : X_3 \to X'_3 \) determines a function \( Sq \to Sq' \) between the sets of squares.

It remains to check compatibility of the assignment with vertical and horizontal source and target, identities, and composition. All the arguments are similar, depending only on the compatibility of \( f_3 \) with the simplicial maps; to illustrate, we establish compatibility with composition using the commutativity of the following diagram:

Note that the restriction to reduced unital 2-Segal sets has image in pointed stable double categories and pointed double functors.

6. The equivalence

In this section we prove our main theorem, which states that the functors \( S_\bullet \), defined in Definition 4.7, and \( P \), defined in Construction 5.1, are inverse to one another.

**Theorem 6.1.** The functors \( S_\bullet \) and \( P \) define an equivalence of categories

\[ S_\bullet : \mathcal{DCat}_{aug} \rightleftarrows \mathcal{U2Seg} : P \]

which restricts to an equivalence of categories

\[ S_\bullet : \mathcal{DCat}_{*} \rightleftarrows \mathcal{U2Seg}_*: P. \]

We need to show that there are natural isomorphisms

\[ \text{id}_{\mathcal{U2Seg}} \rightleftharpoons \rightarrow S_\bullet P \quad \text{and} \quad PS_\bullet \rightleftharpoons \rightarrow \text{id}_{\mathcal{DCat}_{aug}}. \]

The first isomorphism is proven in Proposition 6.2 and the second in Proposition 6.3.

**Proposition 6.2.** Let \( X \) be a unital 2-Segal set. There is a natural isomorphism of simplicial sets

\[ \eta_X : X \rightleftharpoons \rightarrow S_\bullet (P X). \]
Proof. By Proposition 1.6, since $X$ and $S_\bullet(\mathcal{P}X)$ are 2-Segal sets, it is enough to define $\eta_X$ at the level of 0-, 1-, 2-, and 3-simplices, and prove that it is an isomorphism at levels 0, 1, and 2.

Recall that $S_0(\mathcal{P}X)$ is the augmentation of $\mathcal{P}X$, which by construction is the subset $s_0X_0$ of $X_1$. Thus, we can define $\eta_X$ at the level of 0-simplices as

$$s_0: X_0 \rightarrow S_0(\mathcal{P}X) = s_0X_0.$$  

It is an isomorphism since $s_0$ is injective.

We define $\eta_X$ on 1-simplices as

$$s_0d_1x \xrightarrow{s_0x} x \quad x \in X_1 \xrightarrow{s_1x} s_0d_0x.$$  

One can check that this output is an allowed 1-simplex in $S_\bullet(\mathcal{P}X)$, and that the sources and targets are as stated. Moreover, it is not hard to see that this map is injective. The fact that $\mathcal{P}X$ is an augmented double category, which follows from the unitality of $X$, implies surjectivity.

We define $\eta_X$ on 2-simplices as

$$s_0d_1d_2x \xrightarrow{s_0d_2x} d_2x \xrightarrow{s_1x} x \xrightarrow{s_1d_0x} d_0x.$$  

Again, it is routine to check that this diagram defines an allowed 2-simplex in $S_\bullet(\mathcal{P}X)$. Injectivity is immediate, and surjectivity follows from the fact that $\mathcal{P}X$ is stable and augmented.

Finally, we define $\eta_X$ on 3-simplices as
A standard argument using the simplicial identities shows that these maps are compatible with the simplicial maps, thus showing that we have constructed an isomorphism of simplicial sets.

Next, we want to show that the composite \( \mathcal{P} S_\bullet : \mathcal{D} \text{Cat}^{st}_{\text{aug}} \rightarrow \mathcal{D} \text{Cat}^{st}_{\text{aug}} \) is naturally isomorphic to the identity functor.

**Proposition 6.3.** Let \( \mathcal{D} \) be an augmented stable double category. There is a natural isomorphism of double categories

\[
\varepsilon_\mathcal{D} : \mathcal{P} S_\bullet(\mathcal{D}) \xrightarrow{\cong} \mathcal{D}.
\]

**Proof.** Recall from Remark 1.4 that the fundamental category functor \( \tau_1 \) is the left adjoint of the nerve functor, with the counit being an isomorphism. Given an augmented stable double category \( \mathcal{D} \), the maps constructed in Proposition 4.9 have adjoints \( \tau_1 \mathcal{P}^\circ S_\bullet(\mathcal{D}) \rightarrow \mathcal{H} \text{or}_0 \mathcal{D} \) and \( \tau_1 \mathcal{P}^\circ S_\bullet(\mathcal{D}) \rightarrow \mathcal{V} \text{er}_0 \mathcal{D} \) which are isomorphisms of categories and are natural in \( \mathcal{D} \). By Remark 3.15 if there is a double functor \( \varepsilon_\mathcal{D} \), it is already determined by these two isomorphisms. However, it is not immediate that they assemble to a double functor. Rather than checking their compatibility, we will construct a map on the squares of \( \mathcal{P} S_\bullet(\mathcal{D}) \) which is compatible with these functors.

Recall that the set of squares of \( \mathcal{P} S_\bullet(\mathcal{D}) \) is given by \( S_3(\mathcal{D}) \), which in turn is defined to be

\[
\text{Hom}_{\mathcal{D} \text{Cat}^{st}_{\text{aug}}} (\mathcal{W}_3, \mathcal{D}).
\]

To such a double functor \( F : \mathcal{W}_3 \rightarrow \mathcal{D} \), let \( \varepsilon_\mathcal{D} \) assign the square in \( \mathcal{D} \) which is the image of the square
under $F$, a construction which is again natural in $\mathcal{D}$. Since both $\mathcal{P}\mathcal{S}_\bullet(D)$ and $\mathcal{D}$ are stable, to check that we have defined a double functor, it is enough to check that this assignment is compatible with vertical and horizontal sources and targets. As explained in Construction 5.1, the horizontal source and target vertical morphisms are given by $d_3$ and $d_2$, respectively. Recall that these maps restrict $F$ to the subdiagrams

and the identification with $\text{Ver}_0$ restricts these two diagrams to the maps $02 \to 12$ and $03 \to 13$, respectively. But these maps are exactly the horizontal source and target vertical morphisms of the square indicated above in $\mathcal{D}$. Similarly, the described map is also compatible with vertical source and target.

Next, we have to check that the double functor $\varepsilon_D: \mathcal{P}\mathcal{S}_\bullet(\mathcal{D}) \to \mathcal{D}$ is augmented. Recall that the augmentation of $\mathcal{P}\mathcal{S}_\bullet(\mathcal{D})$ is given by the image of the degeneracy map $s_0: S_0(\mathcal{D}) \to S_1(\mathcal{D})$. An augmented double functor $F: \mathcal{W}_1 \to \mathcal{D}$ is in the image of $s_0$ if and only if it is of the form

$$
\begin{array}{ccc}
F(00) & \longrightarrow & F(01) \\
\downarrow & & \downarrow \\
F(11).
\end{array}
$$

In particular, since $F$ is augmented, the object $F(01)$ of $\mathcal{D}$ to which this object of $\mathcal{P}\mathcal{S}_\bullet(\mathcal{D})$ is sent is an object in the augmentation set of $\mathcal{D}$. Thus the double functor $\mathcal{P}\mathcal{S}_\bullet(\mathcal{D}) \to \mathcal{D}$ is augmented.

We already know that $\varepsilon_D$ induces isomorphisms on $\text{Hor}_0$ and $\text{Ver}_0$, so it remains to show that it induces a bijection on the set of squares. Given any square
in \( \mathcal{D} \), we have to construct an augmented double functor \( G : \mathcal{W}_3 \to \mathcal{D} \) which maps

\[
\begin{array}{ccc}
02 & \to & 03 \\
\downarrow & & \downarrow \\
12 & \to & 13
\end{array}
\]

to it. Define \( G(11 \to 12) \) and \( G(12 \to 22) \) to be the unique elements \( a_{11} \to z \) and \( z \to a_{22} \) in \( \text{Hor} \mathcal{D} \) and \( \text{Ver} \mathcal{D} \), respectively, with \( a_{11}, a_{22} \) in the augmentation set \( A \). By stability of \( G \), the following span and cospan can be completed uniquely into squares, as indicated in the diagrams

\[
\begin{array}{ccc}
x_{01} & \to & x \\
\downarrow & \nearrow & \downarrow \\
a_{11} & \to & z
\end{array}
\quad \quad \quad
\begin{array}{ccc}
z & \to & w \\
\downarrow & \nearrow & \downarrow \\
a_{22} & \to & x_{23}
\end{array}
\]

We set these squares to be the images, respectively, of the squares

\[
\begin{array}{ccc}
01 & \to & 02 \\
\downarrow & \nearrow & \downarrow \\
11 & \to & 12
\end{array}
\quad \quad \quad
\begin{array}{ccc}
12 & \to & 13 \\
\downarrow & \nearrow & \downarrow \\
22 & \to & 23
\end{array}
\]

under \( G \). Finally, we use the augmentation again to produce unique maps \( a_{00} \to x_{01} \) and \( x_{23} \to a_{33} \) which are declared to be the images of \( 00 \to 01 \) and \( 23 \to 33 \) under \( G \), respectively. Thus we have defined the desired double functor \( G : \mathcal{W}_3 \to \mathcal{D} \). Note that there were no choices involved in the construction of \( G \), so \( G \) is indeed the unique preimage of the given square under the map of squares of the double functor \( \varepsilon_\mathcal{D} : \mathcal{PS}_\bullet \mathcal{D} \to \mathcal{D} \). □

7. Three examples, revisited

In this section, we return to the examples of 2-Segal sets described in Section 2 and construct their corresponding augmented stable double categories.

**Example 7.1.** Recall the 2-Segal set \( M_\bullet \) which is the nerve of a partial monoid from Example 2.1. Let us consider the image of this 2-Segal set under the path construction.
The objects of the associated double category $\mathcal{P}M$ are the elements of the monoid $a \in M$. The set of horizontal morphisms, which is equal to the set of vertical morphisms, is the set of composable pairs $M_2$. However, their interpretation is different: for $(a, b) \in M_2$, the corresponding horizontal arrow has source $a$ and target $a \cdot b$, i.e., it can be interpreted as multiplication on the right by $b$,

$$a \xrightarrow{\cdot b} a \cdot b.$$ 

The vertical arrow corresponding to $(a, b) \in M_2$ has target $b$ and source $a \cdot b$, so it can be thought of as multiplication on the left by $a$, but with the arrow pointing in the other direction.

$$a \cdot b \\
\downarrow \\
b.$$ 

The set of squares is $M_3$ and reflects associativity of the multiplication: for $(a, b, c) \in M_3$, its associated square is

$$a \cdot b \xrightarrow{c} (a \cdot b) \cdot c = a \cdot (b \cdot c)$$

The double category $\mathcal{P}M$ is pointed by the unit $1 \in M$, since for every $a \in M$, the elements $(1, a) \in M_2$ and $(a, 1) \in M_2$, which can be visualized as

$$1 \xrightarrow{a} 1 \cdot a = a$$

and

$$a \cdot 1 \xrightarrow{a} 1,$$

exhibit 1 as initial with respect to the horizontal category and terminal with respect to the vertical category. Finally, stability is again given by associativity, since both

$$a \cdot b \xrightarrow{c} (a \cdot b) \cdot c$$

and

$$a \cdot (b \cdot c)$$

can be completed uniquely to a square as above.

**Example 7.2.** Let us now revisit the 2-Segal set $2\text{Cob}^{\leq g}$ from Example 2.2.

The objects of the associated double category are elements in $(2\text{Cob}^{\leq g})_1$, which are diffeomorphism classes of 2-dimensional cobordisms $\Sigma$ with genus at most $g$. Horizontal and vertical morphisms are elements in $(2\text{Cob}^{\leq g})_2$, which are given by diffeomorphism classes of cobordisms $\Sigma$ with genus at most $g$, together with a choice of decomposition $\Sigma \cong \Sigma_1 \amalg \Sigma_2$, where
Let $N = \partial_{\text{out}} \Sigma_1 = \partial_{\text{in}} \Sigma_2$. We view $\Sigma$ as a horizontal morphism and as a vertical morphism via

$$\Sigma_1 \xrightarrow{(-) \cup N \Sigma_2} \Sigma_1 \amalg N \Sigma_2 \cong \Sigma \quad \text{and} \quad \Sigma \cong \Sigma_1 \amalg N \Sigma_2,$$

respectively.

The augmentation is given by cylinders on 1-dimensional closed manifolds viewed as trivial cobordisms, since the set of such cylinders is the image of $(2\text{Cob}^{\leq g})_0$ under the degeneracy map $s_0$.

Given an object in the double category $\Sigma \in (2\text{Cob}^{\leq g})_1$, there is a unique object in the augmentation, namely the cylinder on its incoming boundary, together with a unique horizontal morphism to $\Sigma$:

$$\partial_{\text{in}} \Sigma \times [0,1] \xrightarrow{(-) \cup \partial_{\text{in}} \Sigma} (\partial_{\text{in}} \Sigma \times [0,1]) \amalg \partial_{\text{in}} \Sigma \cong \Sigma.$$

For example, for the pair of pants, we have the horizontal morphism

![Diagram of horizontal morphism](example-diagram.png)

Similarly, there is a unique object in the augmentation, namely the cylinder on its outgoing boundary, together with a unique vertical morphism from $\Sigma$:

$$\Sigma \cong \Sigma \amalg \partial_{\text{out}} \Sigma (\partial_{\text{out}} \Sigma \times [0,1]).$$

In the example of the pair of pants, the vertical morphism is (drawn horizontally)

![Diagram of vertical morphism](example-diagram-2.png)

**Example 7.3.** Finally, we apply our construction to the 2-Segal set $X$ associated to a graph $G$ as described in Example 2.3.
An element in $X_2$, such as

\[ \begin{array}{c}
\bullet \\
a
\end{array} \quad \begin{array}{c}
\bullet \\
b
\end{array} \]

represents a horizontal morphism

\[ \begin{array}{c}
\begin{array}{c}
\bullet \\
a
\end{array} \\
\begin{array}{c}
\bullet \\
b
\end{array}
\begin{array}{c}
\bullet \\
a
\end{array} \\
\begin{array}{c}
\bullet \\
b
\end{array}
\end{array} \]

The same element gives the vertical morphism

\[ \begin{array}{c}
\begin{array}{c}
\bullet \\
a
\end{array} \\
\begin{array}{c}
\bullet \\
b
\end{array}
\begin{array}{c}
\bullet \\
a
\end{array} \\
\begin{array}{c}
\bullet \\
b
\end{array}
\end{array} \]

To give an idea of the different way squares can be formed from such morphisms, we give a few examples. A 3-simplex such as

\[ \begin{array}{c}
\begin{array}{c}
\bullet \\
a
\end{array} \\
\begin{array}{c}
\bullet \\
b
\end{array} \\
\begin{array}{c}
\bullet \\
c
\end{array}
\end{array} \]

gives rise to a square
However, squares can look fairly different even if we permute the sets in the partition. For example, the 3-simplex

\[
\begin{array}{ccc}
3 & 1 & 2 \\
\end{array}
\]

corresponds instead to the square

Lastly, we give an example of a degenerate 3-simplex

which gives rise to a square which represents an identity in the horizontal category.
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