Towards topological fixed-point models beyond gappable boundaries
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We consider fixed-point models for topological phases of matter formulated as discrete path integrals in the language of tensor networks. Such zero-correlation length models with an exact notion of topological invariance are known in the mathematical community as state-sum constructions or lattice topological quantum field theories. All of the established ansätze for fixed-point models imply the existence of a gapped boundary as well as a commuting-projector Hamiltonian. Thus, they fail to capture topological phases without a gapped boundary or commuting-projector Hamiltonian, most notably chiral topological phases in 2 + 1 dimensions. In this work, we present a more general fixed-point ansatz not affected by the aforementioned restrictions. Thus, our formalism opens up a possible way forward towards a microscopic fixed-point description of chiral phases and we present several strategies that may lead to concrete examples. Furthermore, we argue that our more general ansatz constitutes a universal form of topological fixed-point models, whereas established ansätze are universal only for fixed-points of phases which admit topological boundaries.

I. INTRODUCTION

Topological phases of matter have received a lot of attention in the past decades. They are interesting for fundamental physical reasons, but are also seen as being instrumental for devising schemes for topological quantum computing. The classification of phases of matter is a challenging task due to a very rich underlying mathematical structure, requiring tools from higher algebra and category theory.

By definition, (topological) phases of matter are equivalence classes of microscopic models under locality-preserving equivalences, such as local unitary circuits. However, when people talk about classifying phases, they often describe and classify models abstractly via their lower-dimensional defects, or “excitations”. The most prominent example of this is the classification of 2 + 1-dimensional intrinsic bosonic topological phases via unitary modular tensor categories (UMTCs), which describe the co-dimension 2 defects known as anyons as well as the co-dimension 3 defects corresponding to fusion events of the latter. Mathematically, this data of defects up to co-dimension 2 is described by a almost-fully extended topological quantum field theory (TQFT). The reason behind the success of those classifications is that they appear to be in one-to-one correspondence with microscopic phases \[\text{\textbackslash{}dag}\], even though a given TQFT could in principle be realized by more than one microscopic phase, or by none at all. Whether, why, or to which extent this unique-extension hypothesis holds is one of the most important fundamental questions in the field.

In order to have a systematic and reliable classification independent of the unique-extension hypothesis, or to assert the correctness of the latter, we should describe topological phases in terms of concrete microscopic realisations. Such realizations are also vital if we want to use the phase for any practical purpose, such as quantum error correction. For this approach to classification, it is favourable to work with particularly well-behaved representatives of phases, which are exactly solvable by algebraic means. A great success has been the study of so-called fixed-point models, which are representatives of the phase which exhibit a zero correlation length. The name stems from the idea that those models are fixed-points under so-called renormalization-group transformations where in each step large blocks of the original model are considered as individual constituents of the resulting model. By repeated application of this ‘zooming out’ procedure the correlation length will decrease until we hopefully converge to a model with zero correlation length.

Fixed-point models for topological phases are usually formulated as commuting-projector Hamiltonians. All such known commuting-projector Hamiltonians are equivalent to the more mathematical state-sum constructions, or equivalently lattice TQFTs, which represent a discrete path integral on a triangulated Euclidean spacetime manifold. A wealth of different families of commuting-projector Hamiltonians and the correspond-

\[\text{\textbackslash{}dag}\] To make this work for fermionic phases, we need to include spin structure defects into the TQFT, e.g., we need the odd-parity ground state on the non-binding spin circle to distinguish the Kitaev chain from the trivial phase as an axiomatic 1 + 1-dimensional TQFT, or vortices in a fermionic UMTC to describe the $p + ip$ superconductor in 2 + 1 dimensions as 3-2-1-extended TQFT. Similarly, we need symmetry defects to distinguish SPT phases. On the other hand, the invertible bosonic $E_8$ quantum Hall state (or at least three copies of it) does not seem to be distinguished from the trivial phase by any sort of 3-2-1-extended TQFT and thus already provides a counter-example to the statement.

\[\text{\textbackslash{}dag}\] We have chosen this name since extending almost-fully extended TQFTs once more yields fully extended TQFTs which are supposed to describe microscopic lattice models.
ing state-sum constructions can be found in the literature, with the probably most known example being the Levin-Wen string-net models [1] which are equivalent to the Turaev-Viro-Barrett-Westbury state-sum [2, 3].

Unfortunately, all fixed-point ansatzes we are aware of suffer from a severe restriction: They can only describe phases which possess gapped/topological boundaries. Accordingly, phases for which the boundary must necessarily be gapless do not have any fixed-point descriptions to date. Those include important examples, most notably chiral intrinsic topological phases in 2 + 1 dimensions, including one of the few families of phases which have actually been realised experimentally, namely fractional quantum Hall systems. Furthermore, there exists a whole field concerned with the classification of topological phases of quadratic fermionic Hamiltonians where the absence of a gapped boundary is often almost regarded as a mere definition for a non-trivial phase.

The restriction of known fixed-point ansatzes to gappable boundaries is easily explained by the fact that all established state-sum models possess a cone topological boundary, as explained in the main text. Furthermore, it has been argued that there cannot be any commuting-projector Hamiltonians for topological phases with non-vanishing electric [4] or thermal [5] quantum Hall conductance. Such a non-vanishing Hall conductance usually goes hand in hand with the absence of a gapped boundary, and again makes those models incompatible with established fixed-point ansatzes.

In this work, we make a significant step towards fixed-point descriptions of phases without gapped boundaries: We provide a fixed-point ansatz which is compatible with the absence of such boundaries, and which at the same time does not give rise to commuting-projector models. We do this by formalising and generalising state-sum constructions via the language of tensor-network path integrals, which are tensor networks describing the imaginary-time evolution in Euclidean spacetime. This is to be contrasted with the use of ground state tensor networks in the framework of MPO-injective PEPS [6], which do imply (and in fact are) topological boundaries. Roughly, the difference between our ansatz and established state-sum constructions is that the latter associate tensors (such as the $F$-symbols of a fusion category) to the simplices in a triangulation. Our ansatz associates tensors to the vertices, which are allowed to depend on the star of that vertex, that is, the combinatorics of the surrounding triangulation.

In addition to providing a more general fixed-point ansatz, we also show that this ansatz is in fact the most general ansatz: It is universal, in the sense that it captures any other fixed-point ansatz, no matter how complicated. We also explore the notion of universality under the assumption that a gapped boundary exists, and find that in this case ordinary triangulation-based state-sums are indeed universal. This provides us with a clear explanation for the structure of known fixed-point models, and with a clear route for finding their most general form.

To this date, we have not been able to find a concrete example for a model of our fixed-point ansatz which does not possess a gappable boundary. However, there are some strong indications that those models might exist. Most notably, quantum cellular automata exactly disen-tangling certain Abelian modular Walker-Wang models have been found recently [7, 9]. Such a quantum cellular automaton yields an invertible domain wall to vacuum, which, if topologically extendable to arbitrary triangulations, would immediately yield a fixed-point model for the chiral phase. All in all, we believe that the presented ansatz has great potential to lead to a unification of conventional fixed-point models for gappable-boundary topological phases, and chiral intrinsic phases as well as free-fermionic phases.

Even though we build upon the language of tensor-network path integrals, the main ideas of this work are also understandable for readers only familiar with the notion of a state-sum constructions. Roughly, one can replace the terms “liquid” with “generalized state-sum ansatz”, “tensor” with “weight depending on variables within a constant-size neighbourhood”, “index” by “dependence of a weight on a state-sum variable”, “open indices” with “boundary configuration of the state-sum variables within a patch of triangulation”.

The structure of the remainder of this work is as follows. In Section [I] we quickly recap tensor-network path integrals, their phases, and how tensor-network path integral fixed-point ansatzes can be formalised by a finite set of tensor-network equations for a finite set of tensor variables, a so-called liquid. In Sections [II], [IV] and [V] we describe all the relevant ideas for the case of 1+1 space-time dimensions. Note that in this dimension, the classification of phases is considered mostly complete, and all phases appear to have gapped boundaries and are thus captured by existing fixed-point ansatzes. So we cannot expect our generalised fixed-point ansatz to yield any models for new phases. However, as most of our argumentation takes place on a purely diagrammatic level, the 1+1-dimensional case is perfectly suited to introduce the general principles.

Specifically, in Section [II] and Section [IV] we look at conventional lattice TQFT which corresponds to a liquid which we call the triangle liquid and its boundary. We argue on a purely diagrammatic level that models of this liquid possess a topological boundary and commuting-projector Hamiltonian. We also show that this liquid is a universal fixed-point ansatz for phases allowing for a topological boundary, but not for general topological phases due to a corner problem. In Section [V] we define the vertex liquid, which provides a more general fixed-point ansatz for topological phases in 1+1 dimensions. In particular, in Sections [VI], [VII] and [VIII] we demonstrate that any attempt to emulate the vertex liquid using the triangle liquid, to construct a cone boundary for the vertex liquid, and to construct a commuting-projector Hamiltonian for vertex liquid models, must fail, at least if the constructions are supposed to work on a diagram-
mative level. In Section [VI] we show that the vertex liquid is universal, in the sense that it can emulate any other topological liquid in 1+1 dimensions on a diagrammatic level.

In Section [VI] we describe how all the previously presented concepts carry over to higher spacetime dimensions, which happens in a mostly straight-forward manner. In Section [VII] we discuss where and how we would expect our more general liquids to yield fixed-point models beyond commuting-projector Hamiltonians and gapped boundaries. In particular, we describe how the phenomenology of chiral phases of matter fits into the picture.

II. PHASES IN TENSOR-NETWORK PATH INTEGRALS

In this work we describe many-body systems in terms of tensor-network path integrals. These are not tensor networks in the sense they are usually used for the description of quantum systems, namely so-called projective entangled pair states (PEPS) or matrix product states (MPS) in 1 + 1 dimensions. The latter are representations of (ground) states by tensor-networks living physical space with virtual indices contracted between the tensors and open physical indices corresponding to the degrees of freedom. In contrast, tensor-network path integrals describe the (in our case, imaginary) time evolution in (in our case, Euclidean) spacetime, have only one type of indices, and have open indices only at a space boundary where we cut off the tensor network. Accordingly, the main use of tensor networks is to formalise a generalised notion of topological state-sum constructions. Note that using tensor-network path integrals instead of tensor-network states is absolutely crucial to obtain the results in this paper, since fixed-point ansatzes in terms of tensor-network states are formally the same as gapped boundaries and thus do not allow to go beyond the latter.

Phases of matter are defined as connected regions in the space of all local models, whose Hamiltonian has a spectral gap. If we use tensor-network path integrals instead of Hamiltonians, a condition analogous to being gapped can be defined by evaluating the path integral on a spacetime annulus and consider it as an operator from the open indices at its inside to those at its outside space boundary. We say that the tensor network path integral is gapped, if this operator approaches a rank-1 operator exponentially quickly in the width of the annulus. Note that this definition also seems to automatically include the local topological order conditions. By increasing the unit cell and blocking tensors, one can argue that every gapped model eventually converges to a fixed-point model in the same phase, for which the annulus path integral is exactly a rank-1 operator, at least if it has some minimum width. For a detailed discussion of phases of matter in tensor-network path integrals, as well as their fixed-point models, we refer the reader to Section 2 of Ref. [10].

Topological phases allow for fixed-point models which are topologically extendible, i.e., they can be defined on arbitrary triangulations of arbitrary topological manifolds (of the same spacetime dimension) and still obey the rank-1 condition for annuli there. This implies that those fixed-point models have a notion of exact topological invariance. Namely, their tensors obey a finite set of tensor-network equations, and plugging those equations into the path integral locally changes the underlying triangulation. Those equations are powerful enough to arbitrarily change the triangulation, without being able to change the underlying topology. This will be the one and only property that characterises our topological fixed-point path integrals. In general, we will refer to a finite set of tensor-network equations for a finite set of tensor variables as a liquid, and to the solutions of the equations as a model of the liquid. Then, our tensor-network path integral fixed-point ansatzes are nothing but models of a topological liquid, which is a combinatorial description of continuum manifolds. Furthermore, we will refer to the diagrams of tensor networks simply as networks, and to the two diagrams defining an equation as a move.

The most straight-forward way of representing a (piece-wise linear) topological manifold combinatorially is via a triangulation. For any liquid describing topological n-manifolds, we can construct triangulations from the networks of that liquid and vice versa. So another way to think about a liquid is as a local prescription to associate a tensor-network to triangulations. Local means that the structure of the network and the tensors at a place in the triangulation are allowed to depend on the combinatorics of the triangulation inside a constant-size neighbourhood. For established fixed-point ansatzes, this dependence is particularly trivial, namely, we place one copy of the same tensor on each n-simplex. For more general ansatzes, the tensor network could depend on the triangulation in an environment of combinatorial size b measured in the combinatorial distance. By ‘fine-graining’ and ‘blocking’, we can make b smaller and smaller. This is the basic idea of the universality mapping, which will play a crucial role in later sections. However, using fine-graining, we do not necessarily arrive at an established fixed-point ansatz. Instead, it is possible to arrive at a more complicated liquid, namely the vertex liquid which will be introduced later.

III. THE TRIANGLE LIQUID IN 1 + 1 DIMENSIONS

In this section we quickly recap a simple liquid in 1 + 1 dimensions which corresponds to the conventional state-sum ansatz or lattice TQFT, and review how it gives rise to a commuting-projector Hamiltonian on a purely diagrammatic level. For a more detailed introduction we refer to Ref. [10]. We also discuss an attempt to show that the simple liquid can capture any other fixed-point
ansatz, and point out the problems and potential failure of the latter. The specific way how this attempt fails is of conceptual importance and leads us to consider a more general fixed-point ansatze in Section V.

Note that in $1 + 1$ dimensions there are no intrinsic topological phases, the Kitaev chain as a fermionic intrinsic topological phase, symmetry-breaking phases, (fermionic) symmetry-protected phases based on group (super) cohomology. We do not expect topological phases beyond those, and all of those have fixed-point models of the conventional form. Even though we do not expect to gain any new models in $1 + 1$ dimensions, we will focus on this case for this and the following two sections as this still allows us to demonstrate all the principles of our formalism on a diagrammatic level.

A. The triangle liquid

As the name indicates, the (tensor) networks of the triangle liquid represent triangulations of 2-manifolds. More precisely, each triangle is represented by a copy of the same 3-index tensor, and the tensors at neighbouring triangles share a bond, i.e., a contracted index pair. Also, the triangulation is equipped with a branching structure (or simply branching), that is, every edge has a direction, such that the directions are non-cyclic around every triangle. Furthermore, the triangulation has an orientation and the tensors at triangles with two clockwise-directed edges different from those at triangles with two counterclockwise-directed edges.

For Hermitian models of the liquid, those two tensors are complex conjugates of each other.

There are a number of moves, the main one is given by

$$
\begin{align*}
&:\begin{array}{c}
\includegraphics[width=1.0in]{move1.png}
\end{array}
\quad\rightarrow\quad
\begin{array}{c}
\includegraphics[width=1.0in]{move2.png}
\end{array}
\end{align*}
$$

The move corresponds to a local change of the triangulation which itself is known as a 2-2 Pachner move,

It is known that the 2-2 Pachner move together with an additional 1-3 Pachner move form a discrete analogue of continuum homeomorphisms [11]. So, if we add versions of the move above with different edge orientations as well as the 1-3 Pachner move, we have a topological liquid.

Models of the liquid can be constructed from finite-dimensional *-algebras. The discrete path-integrals are equivalent to what is known as lattice TQFT [12].

B. Commuting-projector mapping

Tensor-network path integrals exhibiting topological order are a discrete-time version of the imaginary-time evolution of quantum spin systems with local Hamiltonians. If the Hamiltonian terms commute, Trotterization is not necessary, and an exact representation by a tensor-network path integral can be obtained by simply taking the product of time evolutions under the individual Hamiltonian terms.

A translation-invariant, local commuting-projector model is given by a local ground-state projector $P$ acting on the degrees of freedom on a lattice inside a block of some fixed size. The Hamiltonian of the model is given by

$$
H = \sum_i \left( 1 - P_i \right),
$$

where $i$ runs over all lattice sites, and $P_i$ denotes $P$ acting on a block centred at site $i$, tensored with the identity everywhere else. $P$ needs to fulfil

$$
P_i P_j = P_j P_i
$$

for all sites $i$ and $j$, which is automatic if the blocks centred at $i$ and $j$ do not overlap. So commuting-projector models are models of a liquid, as they are given by a finite set of tensors fulfilling a finite set of equations. In $1 + 1$ dimensions, after sufficient fine-graining, $P$ is an operator acting on two consecutive degrees of freedom in a spin chain, i.e., a 4-index tensor,

$$
P^a_{bc} = \begin{array}{c}
\includegraphics[width=1.0in]{projector1.png}
\end{array},
$$

$P$ being a projector corresponds to a move,

$$
\begin{align*}
&:\begin{array}{c}
\includegraphics[width=1.0in]{projector2.png}
\end{array}
\quad\leftrightarrow\quad
\begin{array}{c}
\includegraphics[width=1.0in]{projector3.png}
\end{array}
\end{align*}
$$
and the commutativity is a move,
\[
\begin{array}{c}
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\end{array}
= \begin{array}{c}
\begin{array}{c}
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\end{array}
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 f
\end{array}.
\end{array}
\]  
(8)

Consider a regular triangulation of the plane like the following,
\[
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\end{array}.
\]  
(9)

and the associated triangle liquid tensor network. We notice that this network has the form of a circuit, i.e., a product of local operators \( P \), associated to patches
\[
\begin{array}{c}
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\]  
(10)

This suggests that we have a liquid mapping
\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a \\
 b \\
 c \\
 d \\
 e
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a \\
 b \\
 c \\
 d \\
 e
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a \\
 b \\
 c \\
 d \\
 e
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a \\
 b \\
 c \\
 d \\
 e
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a \\
 b \\
 c \\
 d \\
 e
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}.
\]  
(11)

from the commuting-projector liquid to the triangle liquid. Indeed, if we plug Eq. (11) into Eq. (7) or Eq. (8), we see that those can be derived from the moves of the triangle liquid. So every model of the triangle liquid yields a commuting-projector model.

\section{Universality mapping and the corner problem}

The triangle liquid is not the only liquid describing topological 2-manifolds. For example, in Ref. [10], we define an edge liquid which associates a 4-index tensor to each edge. Different liquids have the advantage that they might provide simpler models for the same phases. However, we often find that liquids are equivalent on a purely diagrammatic level, such as it is the case for the triangle and the edge liquid.

The diagrammatic equivalence between two liquids can be shown via a so-called liquid mapping, which associates to every bond dimension variable of the source liquid a collection of bond dimension variables of the target liquid, and to every tensor of a source liquid a network of the target liquid. More precisely, the source tensor indices are mapped to collections of open indices of the associated target network. The mapping has to be such that if we replace tensors by networks in the source move, we get an equation which can be derived via the target moves. If we plug the concrete tensors of a target liquid model into the networks of the mapping, we obtain a model of the source liquid.

If we want to show that two liquids are equivalent, we need a mapping both from one to the other and vice versa. The mappings need to be weak inverses of each other meaning that applying both mappings after another needs to be equivalent to an invertible domain wall between a liquid and itself. This ensures that the phases described by the two fixed-point ansätze have to be in one-to-one correspondence. For a more detailed definition see Ref. [10]. For topological liquids, it is very simple to see when two mappings are weak inverses of another and give rise to an equivalence of liquids. Namely, for this to be the case they have to be topology preserving, i.e., mapping a \( n \)-ball (here, 2-ball) of network to another ball, such that mapping from the source to the target liquid and back corresponds to refining the network.

One might now be tempted to think that not only the edge liquid and triangle liquid, but all liquids whose networks describe topological 2-manifolds are equivalent to each other, and therefore describes the same phases. To further investigate this thought we will attempt to show that any two-dimensional topological liquid \( \mathcal{B} \) is equivalent to the triangle liquid via weakly invertible liquid mappings and in fact fail to do so. Instead, we will encounter fundamental difficulties which strongly indicate that not every topological liquid is equivalent to the triangle liquid and hint at the possibility of non-equivalent liquids. Based on the insights gained in this discussion, we are able to construct a more general and indeed universal liquid in Section V.

We consider an arbitrary two-dimensional topological liquid \( \mathcal{B} \), which we assume to be at least as powerful as the triangle liquid. Thus, there exists a topology-preserving mapping from \( \mathcal{B} \) to the triangle liquid. In the other direction, a weakly invertible mapping from the triangle liquid to an arbitrary liquid \( \mathcal{B} \), will be called a universality mapping since it shows that the triangle liquid is universal as a fixed-point ansatz. However, our attempt to construct such a universality mapping fails due to a reason we call the corner problem.

There are two main ways in which an invertible mapping between two liquids \( \mathcal{A} \) and \( \mathcal{B} \) can fail to be a liquid mapping. First, the mapping might produce invalid \( \mathcal{B} \)-networks when applied to an \( \mathcal{A} \)-network, which do not represent a patch of a 2-manifold. For the triangle liquid introduced above, any network is valid. However, for some more general liquids \( \mathcal{B} \), in particular for the vertex liquid we introduce in Section V \( \mathcal{B} \)-networks representing a patch of 2-manifold are subject to some constraints. E.g., the vertex-liquid networks representing 2-manifolds are required to only have triangle plaquettes, whereas, e.g., tensor-network diagrams with 4-gon plaquettes are considered invalid. Second, the mapped moves of \( \mathcal{A} \) must be derivable from the moves of \( \mathcal{B} \). If the networks on both sides of the \( \mathcal{B} \)-moves are very large compared to those of \( \mathcal{A} \), it might not be possible to use them to derive the mapped moves of \( \mathcal{A} \). This problem can be tackled by...
using large $B$-networks in the mapping itself. That is, the mapping will be similar to a renormalization-group transformation, i.e., a mapping with fine-graining scale $\lambda$ as introduced in Section 2 of Ref. [10].

Let us now attempt to construct a weakly invertible mapping from the triangle liquid to $B$, i.e., to associate a $B$-network to each triangle tensor. To construct a suitable $B$-network, we use the following construction. We fill a rhombus with some $B$-network, such that the corners have a combinatorial distance (i.e., minimum number of bonds in a connecting path) of at least $\lambda$. Then, we split the rhombus and the $B$-network on it into two triangles along a horizontal line.

\[
\begin{array}{c}
\text{→} \\
\end{array}
\]

Note that the arrow directions together with the underlying orientation are necessary to make an unambiguous choice of the cut.

Next, we combine three of the triangle-shaped network patches into a single triangle-shaped network by placing them next to each other and filling the gaps between them with some $B$-network as follows,

\[
\begin{array}{c}
\text{→} \\
\end{array}
\]

The branching structure of the reference triangle on the left is important to make an unambiguous choice of such a filling. The resulting $B$-network is associated to the triangle tensor for the attempted mapping,

\[
\begin{array}{c}
\vec{a} \\
\vec{b} \\
\vec{c}
\end{array} := \begin{array}{c}
\vec{a} \\
\vec{b} \\
\vec{c}
\end{array}
\]

The $B$-network on the right has many open indices along its open boundary, their number scaling linearly with $\lambda$. The open indices along each of the three edges are ordered according to the branching and blocked together to yield one of the indices $\vec{a}$, $\vec{b}$ and $\vec{c}$, respectively. The bond dimension of the triangle-liquid model is the product of all the bond dimensions of the indices along one edge, and therefore grows exponentially in $\lambda$. Note, that in the bottom left corner (as well as in the other corners), the filling between the triangles can give rise to additional open indices. For each such index, we have to make a choice of whether to assign it to $\vec{a}$ or $\vec{c}$, and analogously for the other corners. The construction for the mapping of the counter-clockwise triangle is analogous, gluing together three triangles with the opposite orientations.

In order to test whether this mapping works, we need to first check whether every valid triangle-liquid network patch is mapped to a valid $B$-network patch. If we apply the mapping to two neighbouring triangles,

\[
\begin{array}{c}
\text{→} \\
\end{array}
\]

this is the case per construction as we just re-glue what we have cut apart in Eq. (12). However, the situation is different when we consider a patch of triangles around a vertex, e.g.,

\[
\begin{array}{c}
\text{→} \\
\end{array}
\]

The network in the red marked region around the central vertex does not originate from a cut which is re-glued. We thus have no guarantee that the network in the red marked region is valid and represents a disk-like patch of 2-manifold. Note that this network also depends on the arbitrary choice of whether the open indices in the corners of Eq. (14) are associated to $\vec{a}$, $\vec{b}$ or $\vec{c}$.

We also need to test whether the mapped Pachner moves can be derived from the $B$-moves. E.g., the mapping of the 2-2 Pachner move in Eq. (2) yields

\[
\begin{array}{c}
\leftrightarrow \\
\end{array}
\]

We notice that the $B$-network only changes within the red shaded area. If we want to change the $B$-network within some region by $B$-moves, the latter need to act within this region enlarged by a margin of constant size measured in the combinatorial distance. E.g., in order to perform changes within one of the red circles in the following picture, we need to apply moves within the re-
spective larger green regions,

\begin{equation}
\text{(18)}
\end{equation}

For any red region far from the boundary, the green region is fully contained inside the overall $\mathcal{B}$-network, if we choose the fine-graining scale $\lambda$ large enough. Consequently, changes in these regions can be performed using the $\mathcal{B}$-moves, no matter how complicated the latter are. However, this does not hold for changes right at the boundary. Thus, a mapping based on fine-graining only provides a valid mapping for an arbitrary liquid $\mathcal{B}$ to the triangle liquid, if the two $\mathcal{B}$-networks of every mapped move differ only in regions distant from the boundary. As we can see in Eq. (17), the present construction almost succeeds in doing so. Most of the regions on which the two networks differ are located in the bulk of the network. The problem only arises at the corners of Eq. (17), hence we refer to the encountered obstruction as the 'corner problem'.

In addition to the corner problem, the attempted universality mapping is also incompatible with Hermiticity. We will describe in more detail how this problem arises and how to resolve it towards the end of Section IV C, where we circumvent the corner problem using the existence of a topological boundary.

IV. THE BOUNDARY TRIANGLE LIQUID IN 1 + 1 DIMENSIONS

In this section we extend the triangle liquid to a liquid on topological 2-manifolds with boundary, which we call boundary triangle liquid. It is based on triangulations of 2-manifolds with boundary, such as

\begin{equation}
\text{(19)}
\end{equation}

for a triangulation of a disk. For better visibility, we draw the boundary edges as thicker lines. A triangle-liquid tensor is associated to each triangle in the interior. Additionally, there is one tensor associated to each boundary edge. More precisely, the tensor depends on whether the edge is oriented clockwise or counter-clockwise,

\begin{equation}
\text{(20)}
\end{equation}

and

\begin{equation}
\text{(21)}
\end{equation}

which for Hermitian models are complex conjugates. The two indices which run along the boundary are drawn with thick lines and potentially have a different bond dimension than the bulk indices, and we must not contract the two different types of indices. Note, that here the boundary is a physical boundary where the network terminates without any open indices, in contrast to the open boundary which corresponds to cutting off a network such that open indices emerge.

In order to model homeomorphisms, we also need to be able to change the triangulation of the boundary itself. This is achieved by adding boundary Pachner moves which attach (remove) triangles to (from) the boundary. The 2-2 boundary Pachner move,

\begin{equation}
\text{(22)}
\end{equation}

is the most important move of the liquid. For full topological invariance, we also need a 1-3 move and different versions of the moves for different choices of branching structure. One move which is useful to consider is

\begin{equation}
\text{(23)}
\end{equation}

Furthermore, we introduce invertible domain walls as a kind of topological defect, which provide a way to assert whether two triangle-liquid models are in the same phase.

\begin{equation}
\text{(24)}
\end{equation}
which can be interpreted as removing a triangle only attached to a single vertex,

\[ \leftrightarrow \]

(25)

It is possible to find a small set of generating moves, using the principles from Ref. [10], but this is not the focus this work.

Similar to how the models of the triangle liquid are *-algebras, the models of the boundary triangle liquid are unitary representations of those *-algebras. Up to technical details, the boundary triangle liquid is equivalent to the state-sum construction for topological manifolds with boundary in Ref. [13].

**B. The boundary cone mapping**

In this section we show that any triangle-liquid model can be extended to a boundary-triangle-liquid model on a purely diagrammatic level. In more physical terms, any fixed-point model of triangle type automatically admits a standard topological boundary.

The statement can be formalised as a liquid mapping, which we call boundary cone mapping. The mapping maps a triangulation of a manifold with boundary to a triangulation of a closed manifold by filling each boundary circle with a ‘cone’. That is, for every boundary circle, we add one single new central vertex, and for each boundary edge we add a new triangle spanned by that edge and the central vertex,

\[ \rightarrow \]

(26)

On the level of manifolds, this amounts to removing the boundary by gluing a disk to every boundary circle. This way, a disk becomes a sphere,

\[ \rightarrow \]

(27)

where the drawing on the right consists of a front, and a back layer. Likewise, when the mapping is applied to an annulus, we again obtain a sphere,

\[ \rightarrow \]

(28)

Formally, the mapping is given by

\[ x - \square - y := x \rightarrow y, \]

(29)

and analogously for the opposite orientation. It is easy to see that the mapped boundary Pachner moves can be derived from the bulk Pachner moves, e.g., the mapping of Eq. (23) directly yields a 2-2 Pachner move. As mentioned earlier, models of the triangle liquid are *-algebras, and models of the boundary triangle liquid are unitary representations of the latter. The cone mapping in Eq. (29) simply uses the *-algebra as a representation of itself, which is known as the regular representation.

**C. Universality mapping with boundary**

In the previous section, we have seen that any model of the triangle liquid admits a cone topological boundary. Thus, this fixed-point ansatz is only suitable for topological phases which admit a gapped/topological boundary. In this section, we will conversely argue that any liquid \( \mathcal{B} \) for topological 2-manifolds with boundary is equivalent to the triangle liquid. That is, the universality mapping attempted in Section III C can be made to work, if we have a topological boundary available.

In order to precisely define the universality mapping we require that the generic topological boundary liquid \( \mathcal{B} \) also includes a boundary defect as in Eq. (B1) such that the move in Eq. (B10) holds. While the topology-changing effect of the move is essential for the mapping, the inclusion of the boundary defect on the left-hand side of the move is needed to make it work for generic models. When we map the triangle liquid to \( \mathcal{B} \), we need to include a tensor corresponding to the boundary defect for the triangle liquid, i.e., we consider a slight generalisation of the triangle liquid which includes further 2-index tensors called vertex weights.

A liquid with vertex weights is defined by the additional condition that we need to insert exactly one vertex weight at one of the bonds of each plaquette that corresponds to the network around a vertex of the triangulation. E.g., a valid network representing a triangulation around a 3-valent vertex could look like

\[ \rightarrow \]

(30)

Note, that the generalisations to triangle liquids with vertex weights or boundary liquids with boundary defects are very mild. I.e., any model of a plain boundary liquid can be extended to a model of the full \( \mathcal{B} \) under mild conditions, namely that \( \omega \) is in the image of \( M \) in Eq. (B17) written as \( Mx = \omega \). For robust bosonic intrinsic, SPT or SET topological order, per definition,
the model evaluated on a tube is a rank-1 operator. Thus, the one-dimensional model arising from the circle-compactification in Eq. (B13) is trivial and corresponds to a 1-dimensional vector space. For symmetry-breaking or fermionic topological order, the corresponding graded- or super-vectorspace is still one-dimensional when we restrict to the symmetric or even-fermion-parity sector. So in those cases, we can still trivially find a solution for $x$. The only examples where we cannot find a solution for $x$ are non-robust symmetry-breaking models where we do not impose the symmetry, with a non-symmetric boundary projecting on one of the symmetry-broken sectors. But even with such a symmetry-breaking bulk, we can choose the symmetric boundary, and obtain a model for $x$ fulfilling Eq. (B17).

Equipped with these prerequisites we are now able to explicitly construct the mapping. To this end we take the rhombus in Eq. (12) and cut off the left and right corner. At the cut we terminate the $\mathcal{B}$-network using the physical boundary. We then cut it into two corner-truncated triangles,

Recall that the turquoise line denotes the physical boundary, which does not have any open indices in contrast to the open boundary. Next, we take three corner-truncated triangles and fill the gaps between them,

The network obtained in this way is what we associate to the triangle tensor,

and analogous for the opposite orientation. Now, consider filling the space between two corner-truncated triangles such that there is a boundary defect on one side,

The piece in the middle is what we associate to the vertex weight,

$$\tilde{a} \rightarrow \tilde{b} := \begin{array}{c}
\begin{array}{c}
\tilde{a} \\
\tilde{c}
\end{array}
\end{array}.$$  \hfill (35)

With this choice, the network around any vertex is always valid, irrespective of the configuration of surrounding triangles, e.g.,

This is because we are just re-gluing patches of $\mathcal{B}$-networks in the same way they have been cut before. If we apply the mapping to a triangulation, we obtain a manifold with a puncture at each vertex of the triangulation. Every such puncture carries exactly one boundary defect and can thus be removed using the move in Eq. (B10). Thus, the mapping is topology-preserving.

The next thing that we have to check is whether the mapped Pachner moves can be derived from the $\mathcal{B}$-moves. For the 2-2 Pachner move we have

The $\mathcal{B}$-networks on both sides differ only within the red shaded area. Even though this area involves parts of the physical boundary, it is well isolated from the open boundary. More precisely, the combinatorial distance to the open boundary can be made arbitrarily large by choosing a larger and larger fine-graining scale $\lambda$. Thus, no matter how complicated the moves of $\mathcal{B}$ are, we can use them to transform the two sides into each other. For the 1-3 Pachner move we have

Again, the $\mathcal{B}$-network only changes in the red shaded region which is separated from the open indices. To transform both sides into each other we also need the move in Eq. (B10), in order to remove the puncture on the right-hand side.
We have seen that the triangle liquid is a universal fixed-point form for two-dimensional topological liquid models for which a boundary exists. We will now argue that in addition to that, the boundary triangle liquid is also a universal fixed-point form for the boundary itself. The corresponding universality mapping,

\[
\vec{c} = \vec{a} \vec{b} \quad (39)
\]

is nothing but the universality mapping in Eq. (33) combined with the cone mapping in Eq. (29). As a consequence, all moves of the boundary triangle liquid are derivable from the moves of the triangle liquid which in turn are derivable from the moves of \( B \). Furthermore, it is easy to see that the universality mapping applied to a triangulation of a manifold with boundary yields the same manifold with boundary again.

There is one problem with the universality mapping described above though, namely that it is not compatible with Hermiticity. The latter is a property in liquids with an orientation, i.e., liquids where 1) each index of each tensor is either input or output, 2) in the networks inputs can only be connected to outputs and vice versa, and 3) for each tensor, there is an orientation-reversed dual with inputs and outputs exchanged. A Hermitian model is one where each tensor and its dual are complex conjugates of another. For the triangle liquid, the clockwise and counter-clockwise triangles are duals, and the input indices are marked with ingoing arrows.

For the Hermiticity of the triangle liquid to follow from Hermiticity of \( B \), we would need the two truncated triangles in Eq. (31) to be the same apart from orientation reversal. However, there is no guarantee that it is possible to cut the truncated rhombus such that this is the case. Instead, if we want to derive Hermiticity, we have to consider a slight generalisation of the triangle liquid. Namely, we have to insert an additional 2-index edge weight at each bond (i.e., at each edge of the triangulation), e.g.,

\[
\vec{a} \vec{b} \rightarrow \vec{a} \vec{b} \quad (41)
\]

Obviously, we have to also modify the moves by inserting edge weights, e.g., one on each side of the 2-2 Pachner move. For Hermitian models, the clockwise and counter-clockwise triangle tensors are complex conjugates of another as before, and additionally the edge weight is a Hermitian matrix.

In Eq. (31), we cut a truncated rhombus into two halves which couldn’t be guaranteed to be equal up to orientation reversal. With the modified liquid, we can instead start with two equal halves (up to orientation reversal), fill the gap between them,

\[
\begin{array}{c}
\text{\includegraphics[width=0.2\textwidth]{diagram1.png}} \\
\rightarrow \\
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram2.png}
\end{array}
\end{array}
\]

and then use this gap as the edge weight,

\[
\begin{array}{c}
\text{\includegraphics[width=0.2\textwidth]{diagram3.png}} \\
\rightarrow \\
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram4.png}
\end{array}
\end{array}
\]

Since the two halves in Eq. (42) are equal up to orientation reversal, the \( B \)-networks constructed for the clockwise and counter-clockwise triangle tensor in Eq. (33) will also be equal up to orientation reversal. Furthermore, even if the \( B \)-network in Eq. (43) is not reflection symmetric, it can be chosen so within an arbitrarily large neighbourhood of the open boundary, and thus the original and reflected network are related by \( B \)-moves for a sufficient fine-graining scale. Thus, the Hermiticity of the resulting edge-weight-triangle-liquid model can be derived from the Hermiticity of the \( B \)-model.

If an edge weight \( X \) is not only Hermitian but also positive semi-definite, then we can find a square root \( X = AA^\dagger \), and include \( A \) and \( A^\dagger \) to the adjacent triangle tensors. This way, we obtain a Hermitian model of the ordinary triangle liquid without edge weight. However, if \( X \) has negative eigenvalues, then we cannot do so. There are, in fact, models where this is the case. E.g., let the triangle tensor be the \( \mathbb{Z}_2 \) group algebra where the output is multiplied with a Pauli \( Z \) matrix, let the vertex weight be the scalar \( \frac{1}{2} \), and the edge weight be the Pauli \( Z \) matrix. In the network representing a triangulation, we get \( \mathbb{Z}_2 \) algebra tensors on all triangles and Pauli \( Z \) matrices on all edges between a clockwise and a counter-clockwise triangle. So this is a discrete gauge theory summing over a 1-cocycle \( A \) with action \((−1)^{\langle A, \omega \rangle} \). \( \omega \) is a 1-cycle representing the first Stiefel-Whitney class as defined in Appendix G, and in this case consists of the edges between a clockwise and a counter-clockwise triangle.

D. Ground state tensor networks

Consider a model of the boundary triangle liquid, and a network consisting only of the tensors associated to the
boundary edges,

\[ \text{\ldots} \rightarrow \text{\ldots} \]  \hspace{1cm} \text{(44)}

defined via the commuting-projector mapping from Eq. (11), can be derived from the moves in Eq. (23) and a 3-1 Pachner move of the triangle liquid. That is, the tensor in Eq. (44) is invariant under applying the local ground state projectors of the corresponding commuting-projector model. Thus, the tensor is a ground state of the model on a triangulated circle. Tensor networks of the form in Eq. (44) are known as matrix product states (MPS) and are commonly used to represent groundstates of gapped local one-dimensional Hamiltonians. Note, that different boundaries for the triangle liquid yield different MPS representations for different families of ground states.

V. THE VERTEX LIQUID IN 1 + 1 DIMENSIONS

In the previous sections, we have discussed liquids with topological boundaries and found that the triangle liquid constitutes a universal ansatz for the latter. In this section, we will consider a more general liquid, the vertex liquid. Accordingly, we show that we cannot map the triangle liquid to the latter by means of a universality mapping, i.e., the discussed corner problem indeed occurs. Similar mechanisms also lead to the failure of the boundary cone mapping and the commuting projector mapping. Finally, we show that the vertex liquid is a universal for two-dimensional topological liquid, irrespective of the existence of topological boundaries. To do so, we construct a universality mapping from the vertex liquid to an arbitrary topological liquid which does not suffer from a corner problem. As the vertex liquid has more complicated moves which makes it difficult to find concrete non-trivial models, we provide a strategy called the operator ansatz to simplify the description of a liquid at the end of this section.

A. The vertex liquid

As the name indicates, the vertex liquid associates one tensor to each vertex of a triangulation. The edges of the triangulation correspond to bonds of the tensor network, such that the diagram of the network looks like the drawing of the triangulation itself, e.g.,

\[ \text{\ldots} \rightarrow \text{\ldots} \]  \hspace{1cm} \text{(46)}

As the vertices in a triangulation have different numbers of adjacent edges, they are represented by different tensors with different numbers of indices. As the number of indices is apparent from the diagrammatic calculus, we use the same shape for these different tensors. E.g., in the network above, all 3 tensors are different, as they have 4-, 5-, and 6 indices, respectively. Naively, we would need an infinite amount of tensors to represent triangulations with arbitrary valencies, but we can restrict to a finite set of adjacencies as shown in Appendix A.

We again consider a triangulation equipped with a branching structure. The tensor associated to a vertex depends on its star, that is, the configuration of triangles containing the vertex, including their edge directions. This dependency is indicated by marking the bonds of the tensor with an ingoing arrow, if the corresponding triangle edge is pointing inwards. Also, for triangles with two inward-pointing or two outward-pointing edges, the direction of the third edge opposite to the vertex will be signified by adding a tick to one of the two bonds. The following example illustrates the marking,

\[ \text{\ldots} \rightarrow \text{\ldots} \]  \hspace{1cm} \text{(47)}

For Hermitian models, tensors whose stars are related by a reflection are complex conjugates of each other. The bond dimension of an index at an edge is allowed to depend on the star of that edge, i.e., the configuration of the two adjacent triangles including the edge directions. As a consequence, we are only allowed to contract index pairs corresponding to the opposite corners of the same star. More generally, vertex-liquid networks which do not represent branching-structure triangulations, since they contain non-triangular plaquettes non-matching decorations/markings, are considered invalid.

We now describe the moves of the liquid. Instead of giving a finite set of generating moves, it is more convenient to describe a larger infinite set of moves which can be derived. The arguments in Appendix A then make it clear that it is always possible to find a finite generating subset. While for the triangle liquid, any equation between two planar, disk-topology networks defines a derived move, this is not possible for the vertex liquid, since valid vertex liquid networks are restricted to triangular
plaquettes. E.g., consider the following equation

\[ a \rightarrow b \quad (48) \]

as a move that replaces the network on the left, embedded in some larger vertex-liquid network, with the network on the right. On the left-hand side of the equation, the right-most tensor corresponds to the corner of a triangle which has edges \( d \) and \( e \). Applying the move inserts an additional edge between \( d \) and \( e \), so the triangle becomes a 4-gon which yields an invalid network. Thus, the equation above cannot define a vertex-liquid move.

Instead, all moves of the vertex liquid must satisfy the following condition: For each pair of consecutive open indices, the numbers of bonds separating them along the boundary on the left and on the right side have to be equal. In Eq. (48), \( d \) and \( e \) are separated by zero bonds on the left, but by one bond on the right. A straightforward way to obtain moves which do obey the condition is to take Pachner moves and represent each involved vertex by a tensor. E.g., a 2-2 Pachner move yields

\[ a \rightarrow b \quad (49) \]

We can write down one such move for each matching quadruple of stars for the vertices at the corners. But there are also many other kinds of moves allowed, and we will study those in more detail in Appendix D. Along the lines of Appendix A there exists a finite set of generating moves, but this is not the focus of this work.

Note that the vertex liquid is not the only way to construct a liquid more general than the triangle liquid. In Appendix C we give another example for such a liquid, which might be instructive to have a look at. However, the triangle liquid seems like the simplest and most natural ansatz for a universal topological liquid, despite its algebraic structure still being pretty complicated.

**B. Failure of mapping from the triangle liquid**

In Section III C we have seen that when we attempt to apply a universality mapping to map to an arbitrary liquid \( B \) from the triangle liquid, we potentially encounter the so-called corner problem and can neither guarantee that the networks obtained via the mapping are valid nor derive the moves via the mapping. In this section we demonstrate that this problem actually occurs for the vertex liquid and thus show that there cannot be any topology-preserving mapping from the triangle liquid to the vertex liquid. More precisely, we show that any attempted mapping does neither yield valid networks, nor is compatible with the moves of the vertex liquid.

The attempted mapping associates to the triangle a connected, planar vertex-liquid network with disk topology, represented by a triangular area

\[ \vec{a} \rightarrow \vec{b} \quad (50) \]

Here, \( \vec{a} \) corresponds to a sequence \( a_0, \ldots, a_x \) of open indices on the boundary of the vertex-liquid network, ordered according to the arrow direction, and \( \vec{b} \) and \( \vec{c} \) are given analogously. Consider the bottom right corner and the vertex-liquid network connecting the index components \( b_x \) and \( c_x \). In this corner, this network could look like

\[ \ldots \quad (51) \]

There could also be more bonds separating \( b_x \) and \( c_x \) or different ingoing/outgoing arrows. However, no matter what specific network we choose for the mapping, the resulting networks will be invalid at \( l \)-valent networks for some \( l \). E.g., for a 6-valent vertex and the first of the mappings in Eq. (51), we obtain

\[ \ldots \quad (52) \]

This network is invalid as it contains a plaquette which is a 6-gon rather than a triangle.

Also, again the Pachner move can not be derived. If we consider the top corner of the move in Eq. (C6) for the first mapping candidate in Eq. (51), we obtain

\[ \ldots \quad (53) \]

This move cannot be derived from vertex-liquid moves, as \( a_x \) and \( b_0 \) are two consecutive open indices which are separated by one bond on the left-hand side, but by no bond on the right-hand side.
C. Failure of boundary cone mapping

In this section we discuss why there is no analogue to the boundary cone mapping from Section IV B for the vertex liquid. In order to be able to talk about a hypothetical boundary cone mapping, we need to extend the vertex liquid with a boundary first, and the simplest way to do so is the following boundary vertex liquid. This liquid associates tensors to the boundary vertices of a triangulation of a 2-manifold with boundary, e.g.,

\[
\rightarrow
\]

The boundary Pachner moves are implemented by moves such as

\[
\begin{align*}
\begin{array}{cccccc}
  a & b & c & d & e & f \\
  x & y & & & & \\
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{cccccc}
  a & c & d & e & f & g \\
  x & y & & & & \\
\end{array}
\end{align*}
\]

\[(54)\]

\[(55)\]

Note that under the mild assumption of an extra boundary point defect fulfilling Eq. (B10), we can apply the universality mapping in Section IV C to obtain a weakly invertible mapping from the simpler boundary triangle liquid. Such a point defect exists in all physically relevant models, so any vertex-liquid model with boundary-vertex-liquid boundary can also be written as a triangle-liquid model with boundary-triangle-liquid boundary. So the boundary vertex liquid is useless for the task of capturing new phases.

Assume there was a boundary cone mapping from the boundary vertex liquid (with boundary point defect) to the vertex liquid. Then we could combine it with the universality mapping in Section IV C to obtain a weakly invertible mapping from the triangle liquid to the vertex liquid. As such a mapping does not exist according to Section IV B, also the boundary cone mapping cannot exist. We will nonetheless give a direct argument for why there is no boundary cone mapping, as it is instructive and does not depend on the existence of a boundary point defect.

Assume there was a mapping from the boundary vertex liquid to the vertex liquid. Consider the network that this mapping associates to a boundary vertex tensor. This is a connected planar network with the topology of a disk whose boundary is half-open, half-physical,

\[
\begin{align*}
\begin{array}{cccccc}
  \vec{a} & b & \vec{c} & d & e & f \\
  \vec{x} & \vec{y} & & & & \\
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{cccccc}
  \vec{a} & \vec{c} & \vec{d} & \vec{e} & \vec{f} & \vec{g} \\
  \vec{x} & \vec{y} & & & & \\
\end{array}
\end{align*}
\]

\[(56)\]

Here, \(\vec{a}\) and \(\vec{b}\) correspond to the sequences of open indices \(a_0, \ldots, a_x\) and \(b_0, \ldots, b_x\), respectively, of the network on the right which are ordered according to the arrow directions. We again consider different possible realizations of the mapping. E.g., along the physical boundary, from the index components \(a_0\) to \(b_0\), the vertex-liquid network on the right could look like

\[
\begin{align*}
\begin{array}{cccc}
  a_0 & \ldots & b_0 \\
\end{array}
\end{align*}
\]

or like a network with more bonds separating \(a_0\) and \(b_0\) and with another choice of arrow directions.

We again show, that for every possible choice of the mapping, there exist boundary vertex liquid models which result in invalid vertex liquid networks under the mapping. To this end, we consider a network with a boundary circle consisting of, e.g., four boundary vertices. For, e.g., the first case in Eq. (57) we obtain

\[
\begin{align*}
\begin{array}{cccc}
  x_0 & \ldots & y_0 \\
\end{array}
\end{align*}
\]

The resulting network has a non-triangular 4-gon plaquette and is hence invalid. For the second case in Eq. (57) we would even obtain an 8-gon.

Moreover, there is a problem when we apply the mapping to boundary vertex liquid moves such as Eq. (55). E.g., for the first case in Eq. (57), we obtain

\[
\begin{align*}
\begin{array}{cccc}
  x_0 & \ldots & y_0 \\
\end{array}
\end{align*}
\]

\[(57)\]

This equation cannot be derived from the moves of the vertex liquid as \(x_0\) and \(y_0\) are consecutive open indices which are separated by two bonds on the left-hand side but by only one bond on the right-hand side.

Let us provide some more intuition for why the boundary cone mapping works for the triangle liquid, but does not for the vertex liquid. The networks of both the triangle and the vertex liquid represent triangulations, however, for the triangle liquid we can have \(x\)-valent vertices for arbitrarily high \(x\), whereas for the vertex liquid we have \(x < l\) for some constant \(l\). In terms of triangulations, the boundary cone mapping fills a boundary circle consisting of \(b\) edges by adding the corresponding \(b\)-gon and then dividing it into triangles in a pizza-like manner, e.g. for \(b = 21\), we have

\[
\begin{align*}
\begin{array}{cccc}
  \vec{x} & \vec{y} \\
\end{array}
\end{align*}
\]

\[(58)\]

On the left is a circle of boundary edges surrounded by 2-manifold on the outside, and a hole in the middle. The
right side denotes filling that hole with a triangulation of a disk. The essence of why the boundary cone mapping works is that the network associated to the right side has a one-dimensional structure, in particular, the distance between any of the triangles to the boundary is a constant independent of \( b \). This construction does not work for the vertex liquid, as there is a \( b \)-valent vertex on the right, so the corresponding vertex-liquid network is invalid for \( b > l \).

If we want to close the hole generated by the boundary by a vertex liquid network, we need to fill the interior of the \( b \)-edge circle by a triangulation with some maximum adjacency \( l \), such as for \( l = 7 \),

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{image.png}
\end{array}
\]

Closing off the boundary with such a triangulation cannot be formalized as a liquid mapping though, as the combinatorial distance between some vertex in the middle and the boundary becomes arbitrarily large for large \( b \).

To see the last point, define removing a layer of a triangulation of a disk as removing all the triangles which contain a boundary edge or a boundary vertex. Removing a layer cannot decrease the size \( b \) of the boundary more than by a constant factor, depending on the maximum allowed adjacency \( l \). Thus, we need to remove at least \( \sim \log(b) \) layers until nothing is left. On the other hand, the number of layers we have to remove is proportional to the combinatorial distance of some vertices in the middle to the boundary. So this distance grows unboundedly with increasing \( b \).

Note that the tensor network in Eq. (61) has a hyperbolic geometry with a constant negative curvature, similar to a MERA state which is usually used for states with conformal instead of topological symmetry.

\section{Failure of the commuting-projector mapping}

In this section, we argue that there also is no analogue of the commuting-projector mapping from Section III B for the vertex liquid. We assume that such a mapping exists and then show that it does neither yield valid vertex-liquid networks, nor is it compatible with the vertex-liquid moves. The hypothetical mapping associates to the projector a connected planar vertex-liquid network with disk topology,

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{image.png}
\end{array}
\]

Here, \( \vec{a} \) corresponds to a sequence \( a_0, \ldots, a_x \) of open indices ordered according to the direction of the arrow on the right, and the same holds for \( \vec{b}, \vec{c} \), and \( \vec{d} \). For some choices of the hypothetical mapping, the left corner of the network connecting the index components \( a_0 \) and \( c_0 \) looks like

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{image.png}
\end{array}
\]

while other choices of mapping can have more bonds separating \( a_0 \) and \( c_0 \). The same holds for the other corners with the index pairs \( (a_x, b_0) \), \( (c_x, d_0) \), and \( (b_x, d_x) \).

The plaquettes in commuting-projector-liquid networks can be arbitrary large \( l \)-gons, whereas in the vertex-liquid networks only triangle plaquettes are allowed. However, applying any hypothetical mapping to \( l \)-gon plaquettes of a commuting-projector-liquid network, yields vertex-liquid networks with \( m \)-gon plaquettes, such that \( m \) gets arbitrarily large when \( l \) does. E.g., a 4-gon plaquette of the commuting-projector liquid,

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{image.png}
\end{array}
\]

yields a 4-gon plaquette of the vertex liquid for the mapping given by the first diagram in Eq. (63), and to a plaquette with more than four edges in the other cases. Thus, no matter what vertex-liquid network we take on the right hand side in Eq. (62), the mapping does not yield valid networks.

Moreover, the moves of the commuting-projector liquid can map between \( l \)-gon plaquettes for different \( l \), whereas the moves of the vertex liquid map triangle plaquettes to triangle plaquettes. Therefore, the mapped commuting-projector-liquid moves cannot be derived from the vertex-liquid moves. E.g., the move in Eq. (7) for the first case in Eq. (63) in the left corner yields

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{image.png}
\end{array}
\]

The resulting move cannot be derived by the vertex-liquid moves, as the consecutive open indices \( a_0 \) and \( c_0 \) are separated by 0 bonds on the left, but by 1 bond on the right.
E. Universality mapping for the vertex liquid

In Section V B, we have seen that the corner problem described in Section III C actually appears when trying to map the vertex liquid from the triangle liquid. In this section, we look at the converse direction and argue that any liquid $B$ describing topological 2-manifolds can be mapped from the vertex liquid using a universality mapping. That is, we show that the vertex liquid is a universal fixed-point ansatz for 2-dimensional topological order, which can emulate any other ansatz. This can be done without running into a corner problem and without any extra conditions on $B$.

In order to construct the mapping we again resort to a cutting and gluing procedure. We start with a $B$-network on a triangle, such that the corners have combinatorial distance $\lambda$ and divide this network into 3 kite-shaped parts, which form the building blocks of our construction. Note, that all three kite-networks are different as the arrows indicate. The cuts of the triangle which define the detailed structure of the building blocks can be chosen unambiguously using the branching structure of the reference triangle on the left. We can associate the orientation-reversed network and decomposition to the counter-clockwise triangle.

To construct the $B$-network associated to the $l$-index vertex tensor, we eventually want to glue together $l$ kite-networks around a vertex. Before that, we need to choose a consistent way to glue the kite-networks along the edges. We do this for each star of the edges, i.e., every configuration of two triangles adjacent to the edge. We decompose both triangles into kite-networks, pick the two pairs of kites adjacent to the edge, and place them next to the edge such that they are separated by a gap along the edge. We then fill this gap with some $B$-network, and then cut the network along a line perpendicular to the edge, e.g.,

Now, for each star of a vertex, we decompose the surrounding triangles into kite-networks, and keep only the kite-networks adjacent to the vertex. We fill the gaps between the kite networks according to Eq. (67), such that only a small gap around the central vertex remains. At last, we fill this remaining gap with $B$-network, e.g.,

The $B$-network constructed in this way is used for the mapping, i.e.,

We now verify our claim, that this prescription defines a valid mapping. To this end, we consider any patch of vertex-liquid network and the associated $B$-network, e.g.,

At all the points and lines where the different $B$-network patches meet, we just re-glue parts which have been cut before. Thus, the resulting $B$-network is valid everywhere.

Next we check that the mapped moves of the vertex liquid can be derived from the $B$-moves. We consider a move of the vertex liquid, such as

which, after applying the mapping, corresponds to the
following equation between $\mathcal{B}$-networks,

\begin{equation}
\begin{aligned}
\text{\includegraphics[width=0.2\textwidth]{network1}} &= \text{\includegraphics[width=0.2\textwidth]{network2}}.
\end{aligned}
\end{equation}

We observe that the two $\mathcal{B}$-networks only differ inside the red shaded region. This region is separated from the open boundary by a combinatorial distance which scales linearly with the fine-graining scale $\lambda$. Thus, no matter how complicated the moves of $\mathcal{B}$ are, we can use them to transform the networks on the left-hand side to the network on the right-hand side (or vice versa), if we choose a sufficiently large fine-graining scale $\lambda$.

Having provided an argument that any liquid representing topological 2-manifolds is equivalent to the vertex liquid via a universality mapping, let us now consider two concrete examples. First, we consider the case of $\mathcal{B}$ being the triangle liquid. We can choose a mapping where we replace the $n$-index vertex tensor with a cycle of $n$ triangle tensors, such as

\begin{equation}
\begin{aligned}
\text{\includegraphics[width=0.2\textwidth]{triangle1}} &= \text{\includegraphics[width=0.2\textwidth]{triangle2}}.
\end{aligned}
\end{equation}

This equation corresponds to a retriangularisation of a disk, which can be performed by a sequence of Pachner moves. As a consequence the mapped vertex liquid move can be derived from the triangle liquid moves. The same holds true for all other vertex liquid moves.

As a second example, we take for $\mathcal{B}$ the extended triangle liquid presented in Appendix C. In this case, we need a slightly larger network,

\begin{equation}
\begin{aligned}
\text{\includegraphics[width=0.2\textwidth]{triangle3}} &= \text{\includegraphics[width=0.2\textwidth]{triangle4}}.
\end{aligned}
\end{equation}

We cannot take a mapping of the same form as Eq. (73), because for this mapping, the retriangularisation resulting from, e.g., Eq. (71) requires Pachner moves involving triangles which contain boundary vertices or edges. If we use the mapping in Eq. (75) instead, the corresponding retriangularisation can be performed with Pachner moves acting only on triangles which are distant from the boundary.
F. Operator ansatz

The vertex liquid is quite complicated, as its models consist of a large set of tensors fulfilling a large set of tensor-network equations. More precisely, there is one tensor for every vertex star, and one move for every combination of vertex star for the four corners of a 2-2 Pachner move. This makes it hard to find models in practice, even though we would like to point out that fundamentally, at each finite bond dimension, we are looking for a finite set of complex numbers fulfilling a finite set of polynomial equations, just as for any linear-algebraic structure.

It does not seem possible to simplify the liquid much on a purely combinatorial level. However, using very weak assumption on the tensor type, i.e., the interpretation of the diagrams in terms of computations, we can obtain a significant simplification. The assumptions needed for this hold at least for ordinary array tensors, but also for symmetric tensors or fermionic tensors. We will refer to this simplification as the operator ansatz.

While a more detailed explanation of this concept is given in Appendix E, the basic idea is the following. We find that if we go from a star \( L_1 \) to another star \( L_2 \) which only differs locally at a few edges, the tensors associated to \( L_1 \) and \( L_2 \) are related by applying an operator to indices nearby of where the change happens. This is a consequence of the vertex-liquid moves, but also of the fact that the product \( AB \) of two matrices does not change if we restrict the support of \( B \) to the image of \( A \).

So instead of providing a tensor for each star, we can equivalently specify the tensor for one chosen simple star and all the operators changing the star, which are tensors themselves. By applying the operators corresponding to a sequence of deformations, we can construct all vertex tensors from the one for the simple star. Most interestingly, the operator implementing the change from \( L_1 \) to \( L_2 \) only depends on the local change itself, but not on the full data of \( L_1 \) and \( L_2 \). So, instead of specifying one tensor for every star, it suffices to provide one tensor for each move locally changing the stars. Different sequences of moves might yield the same change between two stars, which yields coherence tensor-network equations for the operators implementing the moves. In Appendix E we use this operator ansatz to gain insight into the array-tensor vertex liquid models. While we do not manage to arrive at a full classification yet, we find that a large part of the vertex-liquid models are specified by a symmetric Frobenius algebra.

VI. Liquids in higher dimensions

In this section we describe how the arguments in the previous sections generalise to higher spacetime dimensions.

A. The triangle liquid in higher dimensions

The generalisation of the discussed liquids to higher dimensions is straight-forward in large parts. We start with discussing the higher-dimensional generalisation of the triangle liquid which we refer to as the simplex liquid. The \( n \)-simplex liquid associates one \( n + 1 \)-index tensor to every \( n \)-simplex of a triangulation of a \( n \)-manifold. E.g., for \( n = 3 \), we have a 4-index tensor associated to a tetrahedron,

\[
T \quad \rightarrow \quad T. \quad (76)
\]

The triangulation carries a branching structure, that is, every edge is directed such that the directions are never cyclic around any triangle. The branching structure allows to distinguish between the different indices of the tensor, and label the \( n \)-simplices as ‘left-handed’ or ‘right-handed’, relative to an underlying orientation of the manifold. Left-handed and right-handed \( n \)-simplices are represented by different tensors, which for a Hermitian model are complex conjugates of each other. Tensors at \( n \)-simplices sharing a common \( n - 1 \)-simplex have a contracted index pair.

The Pachner moves in \( n \) dimensions can be obtained by considering the boundary of the \( n + 1 \)-simplex, and dividing it into two parts consisting of \( x \) and \( y \) \( n \)-simplices, respectively, such that \( x + y = n + 2 \). E.g., for \( n = 3 \), one Pachner move is given by dividing a the boundary of a 4-simplex into two parts containing three and two simplices each,

\[
0 \quad 2 \quad 3 \quad 1 \quad 4 \quad \leftrightarrow \quad 0 \quad 2 \quad 3 \quad 1 \quad 4. \quad (77)
\]

Here, the left-hand side represents two tetrahedra glued at the 024 face and the right-hand side represents three tetrahedra sharing the 13 edge. As an equation between networks the move corresponds to

\[
014 \quad 012 \quad 012 \quad 012 \quad 012 \quad 012 \quad 012 \quad 012 = 014 \quad 013 \quad 134 \quad 134 \quad 134 \quad 134 \quad 134 \quad 134 \quad 134. \quad (78)
\]

For a more detailed description of the simplex liquid in 2+1 dimensions, including a simplified version and...
the connection to established descriptions of non-chiral topological order via state sums or commuting projector Hamiltonians we refer the reader to Ref. [10].

B. The vertex liquid in higher dimensions

The vertex liquid has a generalization to $n$ dimensions as well. The generalization is straightforward apart from one subtlety, namely that the vertex-liquid networks in higher dimensions describe triangulations with not only a branching structure, but also a dual branching, as defined below. The latter is trivial in the case of triangulations of 1 + 1-dimensional oriented manifolds.

To describe the dual branching, we first need to introduce some definitions. The link of an $x$-simplex $X$ in an $n$-dimensional triangulation is defined as the triangulation of an $n - x - 1$-sphere formed by the $n - x - 1$-simplices which together with $X$ span an $n$-simplex. The star $\text{Star}(X)$ is the configuration of all $n$-simplices containing $X$. We also consider all sub-simplices of those $n$-simplices as part of the star, which is sometimes called “closed star” in the literature. The sub-simplices containing $X$ are called the internal simplices. We will usually think of the link and star as simplicial complexes on their own rather than as sub-complexes of the triangulation. Note that $X$ can be contained in an $n$-simplex multiple times, in which case the star contains multiple copies of this $n$-simplex, and analogous reasoning applies to the link. As such, the link and star contain the same combinatorial information, as the latter is simply spanned by the former together with an $x$-simplex. However, if the triangulation has a branching structure, then we will also equip the edges of the star with directions, including the edges which are not part of the link.

Even though we are not aware of an official explicit proof in the literature, the consensus seems to be that it suffices to restrict to triangulations with a finite but large enough set of allowed stars, also in higher dimensions. More discussion on this can be found at the end of Appendix [A]. Note that this is necessary and sufficient for the higher-dimensional vertex liquids to be determined by a finite set of tensors subject to a finite set of axioms. A dual branching of an $x$-simplex $X$ is an identification of the star of $X$ with its canonical representative. If this star does not have any symmetries, then there is only one possible dual branching, otherwise there are as many as there are elements of the symmetry group of the star. Hence, there is a unique dual branching for the edges in a 2-dimensional triangulation, as the two adjacent triangles cannot have any symmetries. Note, that reflection symmetries are not allowed if the triangulation is equipped with an orientation.

An $x$-dual-branched triangulation is one where all the $y$-simplices with $y \geq x$ carry a dual branching. More precisely, we equip the star of an $z$-simplex for $z < x$ in an $x$-dual-branched triangulation with the dual branchings of its internal $z$-simplices with $z \geq x$. Consequently, also the standard representatives of stars should be equipped with such dual branchings. Thus, in order to define the dual branching we should proceed inductively, starting defining standard representatives for the $n - 1$-simplex stars, then defining standard representatives for the $n - 2$-simplex stars containing dual branchings of the internal $n - 1$-simplices therein, and so on.

The vertex liquid in $n$ dimensions represents 1-dual-branched, branched triangulations as a network with one tensor at every vertex, depending on the star of that vertex, including the 1-dual-branching of the internal simplices of the star. At every edge, there is a bond, whose dimension is allowed to depend on the star of that edge.

The moves correspond to Pachner moves of the triangulations, and consist of the tensors at all the vertices involved in the Pachner move. This is a sufficient set of generating moves, however, we can write down a larger family of moves which can be consistently added. To this end we go from the triangulation to its dual cellulation, where vertices become $n$-cells whose boundary is dual to a $n - 1$-dimensional triangulation. Then, every pair of $n$-sphere cellulations, which do not differ in the vicinity of the boundary, defines a move. Not differing in the vicinity of the boundary means that the star of all boundary vertices (restricted to the interior) stays the same.

Let us consider the case of $n = 2 + 1$ to be more specific. Possible vertex links are two-dimensional triangulations such as the tetrahedron, the octahedron, or a cube with diagonal edges over all 6 faces. The corresponding stars can be obtained by adding a central vertex spanning simplices with all existing simplices. These stars carry a branching, i.e., non-cyclic edge directions. They also carry a 1-dual-branching, meaning that the configuration of tetrahedra surrounding every internal edge is identified with a canonical configuration. E.g., if there are $l$ surrounding tetrahedra with edge directions allowing for full rotation invariance, then there are $l$ possible choices for the dual branching of that edge. The dual branching of internal triangles is trivial since the two adjacent tetrahedra cannot have any symmetries due to the orientation of the 3-manifold.

The moves are Pachner moves, such as the 2−3 Pachner move in Eq. (77) which has five tensors on both the left and right. There is one such move for each choice of stars of the involved vertices. More generally, consistent moves are dual to recellulations which do not change the vicinity of the boundary. An example of such a move (not drawing branching and dual branching) is

\begin{equation}
\begin{array}{c}
\text{left}
\begin{array}{c}
\text{right}
\end{array}
\end{array}
\end{equation}

It consists of two vertex tensors on each side, with three indices contracted between them. The dual 3-cells correspond to vertices of the original triangulation whose link
is given by

\[ (80) \]

An example for a recellulation which does not give rise to a move of the 3-dimensional vertex liquid is

\[ (81) \]

Even though both cellulations have the same boundary, some of the vertices are adjacent to an interior edge on the left but not on the right (or vice versa).

C. Commuting-projector mapping

The commuting-projector mapping from Section III B generalizes straight-forwardly to the simplex liquids in \( n \) dimensions. The commuting-projector model has degrees of freedom associated to the \( n-1 \)-simplices of a \( n-1 \)-dimensional triangulation. Consider a star \( L \) of a vertex in this \( n-1 \)-dimensional triangulation, i.e., a configuration of \( n-1 \)-simplices around a vertex. E.g., for \( n = 3 \), one such configuration is given by

\[ (82) \]

For each such \( L \), there is a projector acting on the degrees of freedom around the vertex, and the Hamiltonian is given by (minus) the sum over the projectors for all vertices. The projector for a given \( L \) is obtained from the \( n \)-simplex liquid model by evaluating the latter on the \( n \)-dimensional triangulation spanned by the exterior simplices of \( L \) and an edge. E.g., for the example above in dimension \( n = 3 \), we obtain a triangulation with 6 tetrahedra.

\[ (83) \]

sharing a central edge. The simplex-liquid model for this cellulation evaluates to a 12-index tensor, which is a projector from the 6 bottom indices to the 6 top indices.

On the other hand, an attempted commuting-projector mapping for the vertex liquid must necessarily fail for reasons analogous to those given in Section V D. E.g., we could look at a pair of open indices right at the bottom and top of one of the edges on the equator of Eq. (83) which correspond to a plaquette of the network surrounding that edge. Since in a product of projectors, an edge can be adjacent to arbitrarily many projectors, this plaquette cannot always be triangular. Moreover, the projector move equating Eq. (83) with two stacked copies mapped to the vertex liquid would change the plaquette from the triangular to something else, and thus cannot be derived from vertex-liquid moves.

D. Boundary liquid and cone mapping

The boundary triangle liquid can be straight-forwardly generalized to a boundary simplex liquid in \( n \) dimensions. The liquid is based on triangulations of manifolds with boundary. In addition to associating one tensor to each bulk \( n \)-simplex, another tensor is associated to the boundary \( n-1 \)-simplices. The boundary tensor has one additional index which is connected to a bulk-tensor index. E.g., for \( n = 3 \), we have an additional triangle tensor,

\[ (84) \]

The index labelled 012 is contracted with the indices of the tetrahedron tensors in the bulk, whereas the indices labelled by 01, 02 and 12 are contracted with indices of other boundary tensors and have a potentially different bond dimension than the 012 index. In addition to the bulk Pachner moves, there are boundary Pachner moves that correspond to attaching (removing) a bulk \( n \)-simplex to (from) the boundary. E.g., in \( n = 3 \) dimensions a boundary Pachner move is

\[ (85) \]

As a tensor-network equation this corresponds to

\[ (86) \]
In the same way, the boundary cone mapping from Section [IV.B] can be generalized, mapping the boundary $n-1$-simplex to the bulk $n$-simplex. E.g., for $n = 3$, we have

$$x \quad \begin{array}{c} c \\ a \end{array} \quad b := \begin{array}{c} c \\ a \end{array} b.$$  (87)

When using this assignment for the boundary Pachner move in Eq. (86), the move reduces to the bulk Pachner move in Eq. (77). As a consequence, every simplex-liquid model has a cone topological boundary obtained from the cone mapping.

Meanwhile, a boundary cone mapping is not possible for the vertex liquid, for reasons analogous to the ones given in Section [V.C]. We cannot fill boundary triangulations of arbitrary size with a bulk triangulation of constant thickness, due to the restricted finite set of allowed links. The best we can get is again a hyperbolic geometry with a triangulation of logarithmic depth. In higher dimensions, we have the additional problem that closing the boundary with a cone is not a topological operation, as we get a singularity at the centre of the cone if the boundary is not a $n-1$-sphere (which is always the case at least for the connected components in $1+1$ dimensions). This is not a problem for the simplex liquid, as the latter can in fact be defined on $n$-manifolds with singularities, but the vertex liquid cannot since all vertex links are supposed to be triangulations of spheres.

### E. Universality mappings with and without topological boundary

The universality mapping in Section [V.C] from the triangle liquid to any topological boundary liquid $\mathcal{B}$ generalizes to $n$ spacetime dimensions as well. Roughly, instead of a triangle with the three corners removed, the mapping consists in filling an $n$-simplex with the neighborhood of all the $n-2$-simplices removed. Gluing those together according to an $n$-dimensional triangulation, we obtain the original $n$-manifold with the neighborhood of the $n-2$-skeleton of the triangulation removed. To fill in the removed bits, $\mathcal{B}$ must include topology-changing moves attaching $x$-handles for $x \leq n - 2$. Those moves hold generically if we decorate them with a some additional defects. A detailed construction of the boundary universality mapping in $2+1$ dimensions can be found in Appendix [F.2].

Also the stronger universality mapping in Section [V.E] from the vertex liquid to any topological liquid $\mathcal{B}$ works in higher dimensions. As in the $1+1$-dimensional case, the mapping proceeds by filling the $n$-cell dual to a vertex of a triangulation. More precisely, the filling is obtained by a multi-step cutting-and-gluing procedure which involves decomposing the $n$-cells into higher-dimensional kites. A detailed description of the process for $2+1$ dimensions can be found in Appendix [F.3].

### VII. FIXED-POINT MODELS FOR NEW PHASES?

In the previous sections we have developed a framework to describe fixed-point models which do not necessarily have a topological boundary and are more general on a diagrammatic level than the simplex liquids used in conventional state-sum constructions. Thus, the crucial question which presents itself is, whether there are phases which can be captured by our new fixed-point ansatz, but not by any of the conventional ones. Unfortunately, we cannot give a definitive affirmative answer to that question yet. However, in the following we will list several indications for why believe that this indeed is the case. Most importantly, chiral phases can not be described by conventional state-sum constructions and are therefore a hot candidate to be represented by a vertex-liquid model.

#### A. Unphysical topological invariants

Let us start by noting that we can consider different tensor types for the tensors which constitute a liquid model. Roughly speaking, a tensor type corresponds to an interpretation of the Penrose diagrams in terms of data and computations [10, 14]. Physically relevant tensor types are conventional tensors (arrays of complex numbers), fermionic tensors (tensors with a $Z_2$ grading and Grassmann variables), or tensors with symmetries. We can also consider liquid models for other tensor types corresponding to locally computable topological invariants, which do not have any immediate physical relevance. For such tensor types, it is indeed possible to show that vertex-liquid models are more powerful than simplex-liquid models.

For this purpose, consider a very “specialized” tensor type where the tensors themselves are diagrams of the vertex liquid, modulo the moves of the latter. The tensor product is given by the disjoint union of diagrams and contraction is given by connecting open indices in the diagrams. Then assigning to each tensor its own diagram defines a “tautological” model of the vertex liquid for the specialized tensor type. Asking whether which model can be rewritten as a simplex-liquid model is equivalent to asking whether the simplex liquid and vertex liquid are equivalent, which is not the case by the arguments of Section [V.B].

As another example, consider so-called all-scalar liquid models, that is, liquid models where all the tensors are scalars. These models are physically trivial without any degrees of freedom, however, they can still be in non-trivial exact phases. Note, that topological simplex-liquid models in $n$ spacetime dimensions with one scalar associated to the $n$-simplex are necessarily trivial. This
follows from the fact, that some Pachner moves change the number of n-simplices and hence the scalar associated to the n-simplex needs to be 1. However, if we allow for a more generalised variant of the simplex liquid, that associates scalars also to the lower-dimensional simplices, we find that the Pachner moves define a set of constraints for this set of scalars, which have non-trivial solutions. In Appendix G we show that they all give rise to models equivalent to an exponentiated-Euler-characteristic liquid model associating a scalar $\alpha$ to odd-dimensional and $\alpha^{-1}$ to even-dimensional simplices. However, if we consider vertex-liquid models, we can show that there exist models, which are inequivalent to any exponentiated-Euler-characteristic liquid model as is shown explicitly in Appendix G. Thus, in the case of all-scalar liquids, vertex-liquid models are indeed more general than simplex liquid models.

B. Chiral phases, commuting-projector models, and topological boundaries

Let us now discuss where we would expect vertex-liquid models to describe topological phases which are physically relevant. This does not appear to be the case in 1 + 1 dimensions, since there bosonic or fermionic intrinsic or symmetry-protected topological phases of matter have been classified in general (also non-fixed-point models) to a relatively satisfactory level of rigour. Since all these phases have gapped/topological boundaries they are captured by triangle-liquid models and there is no need to consider vertex-liquid models. However, in 2 + 1 dimensions, there is an important class of intrinsic topological phases of matter, namely chiral phases.

It has been conjectured that intrinsic topological phases in 2 + 1 dimensions are specified by the UMTC $\mathcal{M}$ describing their anyon content together with a number $c \in \mathbb{Q}$ known as the chiral central charge \[15\]. $\mathcal{M}$ determines $c \mod 8$, and phases for the same $\mathcal{M}$ but different $c$ are related by stacking with the so-called $E_8$ phase, which is an invertible intrinsic topological phase with trivial anyon content and $c = 8$. Chiral phases are the ones for which $c \neq 0$, or whose UMTC is not a Drinfeld center. They have several properties which make them incompatible with established fixed-point ansatzes.

Most importantly, chiral phases do not have gapped/topological boundaries. A non-microscopic description of such boundaries is given by the Lagrangian algebra in the UMTC describing which anyon condense at the boundary. Such Lagrangian algebras are in one-to-one correspondence with fusion categories whose Drinfeld centre is $\mathcal{M}$. Note that the Drinfeld centre of any fusion category always has a vanishing chiral central charge, so there are no topological boundaries for chiral phases. Also in the study of non-fixed-point microscopic models for chiral phases, it turns out that no matter what boundary we use, it will always be gapless. In contrast, established fixed-point ansatzes always have topological boundaries via the boundary cone mapping, as we have seen in Section IVB and VD.

Furthermore, the non-zero chiral central charge of chiral phases is closely related to a non-zero thermal Hall conductance. It has been argued in Ref. \[5\] that chiral topological phases with non-zero thermal Hall conductance cannot be realized as quantum spin systems with commuting-projector Hamiltonians. This parallels, but is different from the no-go theorem of Ref. \[4\] proving the vanishing of the electric Hall conductance for commuting-projector models. In contrast, established fixed-point ansatzes always allow for commuting-projector Hamiltonians via a commuting-projector mapping, as we have seen in Section III B and V C.

Moreover, there seems to be an obstruction to represent ground states of chiral Hamiltonians with tensor-networks \[16\], and certainly the classification of phases via MPO-injective PEPS is restricted to non-chiral phases \[3\]. In contrast, established fixed-point ansatzes always have tensor-network representations for their ground states. As argued in Section V D, topological boundaries and tensor-network representations of ground states are one and the same thing in our framework. A standard tensor-network representation can therefore be obtained using the boundary cone mapping, but there are also other representations corresponding to other boundaries.

All of the above restrictions can be circumvented using our more general fixed-point ansatz. As argued in Sections VC V D V D and V C the constructions for topological boundaries as well as commuting-projector models fail for vertex-liquid models. Furthermore, we have seen in Sections VE and F3 that the vertex liquid is a universal fixed-point ansatz. That is, if there are any fixed-point models for chiral phases, then there must also be vertex-liquid models of those phases.

We would like to stress once more that the failure of the commuting-projector and the boundary cone mapping is on a purely diagrammatic level, and does not concretely imply that there are models of the vertex liquid which do not possess commuting-projector Hamiltonians or topological boundaries. However, given how well the properties of chiral phases fit to the vertex liquid, it is tempting to believe that such models exist and a potential route to arrive at such a model is sketched at the end of this section.

C. Chiral anomaly and projective tensors

We expect the path integrals for chiral phases to also obey topological deformability due to the fact that they can be described by a $3 - 2 - 1$-extended axiomatic TQFT, namely the Reshetikin-Turaev construction \[17\] based on a UMTC. In addition, several chiral phases have microscopic field-theory models with topological invariance, namely Chern-Simons theories \[18\].

However, there is one important detail in which chi-
Projective tensors $P$ are known that Atiyah 2-framings are equivalent to orientations or spin structures. This means that the partition function associated to a manifold does not only depend on its topology, but changes by a phase factor when the metric is changed. As different triangulations for combinatorial manifolds play a similar role to different metrics for continuum manifolds, this suggests that a hypothetical discrete version of a chiral Chern-Simons theory should obey re-triangulization invariance only up to phase factors.

In the field theoretic setting, there are two different approaches to describe the chiral anomaly. The first is to define the model on the boundary of a bulk in one dimension higher, the second is to introduce an additional structure (similar to an orientation or a spin structure) known as Atiyah 2-framing. While we will discuss both of these approaches and their respective discrete analogues momentarily, we would like to emphasise, that on the level of tensor-network path integrals, there is in principle no immediate need to incorporate the chiral anomaly into the model. Instead, we could simply accept the fact, that Pachner moves only hold up to prefactors. A more formal way to say this, is to work with projective tensors, i.e., equivalence classes of tensors modulo scalar pre-factors. Projective tensors define a consistent interpretation of the diagrammatic calculus of tensor networks which is formalised by the fact that they form a compact closed category, or more generally, a tensor type (cf. Ref. [14]). Since quantum mechanics ultimately predicts probability distributions with a fixed normalisation, global scalar pre-factors are generally irrelevant in physical models.

If we do not want to work with projective tensors, we need to work out the phase factors depend on the metric in Chern-Simons theory. As mentioned above, the latter can be removed by introducing an Atiyah 2-framing. It is known that Atiyah 2-framings are equivalent to $P_1$-structures via obstruction theory, similar to how orientations are equivalent to $\omega_1$-structures and spin structures are equivalent to $\omega_2$-structures, where $\omega_1$ and $\omega_2$ are characteristic classes, namely the first and second Stiefel-Whitney class\footnote{For an introduction to (simplicial) cohomology and characteristic classes, we refer the reader to Appendix \ref{app:cohomology}.} Concretely, the phase factor we get from a model with chiral anomaly by changing the metric between two 3-manifolds $X_1$ and $X_2$ via a 4-manifold $Y$ is given by

$$e^{2\pi i \frac{\pi}{\hbar} \int_Y P_1}, \quad (88)$$

where $c$ is the chiral central charge and $P_1$ is the first Pontryagin class.

One way to make the model independent of the metric is to include a bounding 4-manifold $Y$ and the above phase factor into its definition. This agrees with a common definition of an anomalous model—a model which is defined on the boundary of a model in one higher dimension which is somewhat trivial, in this case, the integration over a characteristic class.

Another option is to redefine the model on 3-manifolds $X$ with a $P_1$-structure $F$ by including a phase

$$e^{2\pi i \frac{\pi}{\hbar} \int_X F}. \quad (89)$$

The obtained model will not depend on the metric, but only on $F$, which is related to $P_1$ as follows. Usually, an $X$-structure for a degree-$i$ characteristic class $X$ is a choice of $i-1$-cocycle $F$ such that $dF = X$. However, a $P_1$-structure on 3-manifolds cannot be exactly defined this way since $P_1$ is of degree 4 and does not exist on 3-manifolds, but is represented by a 4-cocycle on 4-manifolds. Instead, we observe, that a continuous change of metric of a 3-manifold can be viewed as a 4-manifold $Y$ bounding the initial and final 3-manifolds $X_1$ and $X_2$. Now, the change $\Delta F$ corresponding to the change of metric is given by the value of $P_1$ on this changing 4-manifold. Thus, a $P_1$-structure is represented by an arbitrary 3-cocycle $F$, and the trivialization of $P_1$ is implemented only by how $F$ changes when we change the metric.

The above viewpoint on chiral anomaly can be made more formal when working combinatorially with triangulations. As discussed, a hypothetical liquid model with chiral anomaly will have invariance under a Pachner move $M$ only up to a phase factor

$$e^{2\pi i \frac{\pi}{\hbar} \Delta F(M)}, \quad (90)$$

where $\Delta F(M)$ is an integer (or at least a rational number) depending only on what $M$ looks like in a constant-size environment. Pachner moves in 2+1 dimensions can be viewed as gluing 4-simplices to the 3+1-dimensional triangulation in a 4th dimension. A sequence of Pachner moves then yields a 4-dimensional triangulation bounding the initial and final 2+1-dimensional triangulations. As explained in Appendix \ref{app:cohomology}, $P_1$ comes with a local formula for a $\mathbb{Z}$-valued (or at least $\mathbb{Q}$-valued) 0-cycle with its value on a vertex depending on the star of the latter, and the anomaly in Eq. (88) gives rise to an all-scalar vertex liquid model on 3+1-dimensional triangulations. For a 3+1-dimensional triangulation coming from a sequence of 2+1-dimensional moves, we can redistribute the value of $P_1$ associated to the vertices such that there is one value for each move $M$. While it is a priori not obvious that this is possible, the form of the local formula in Ref. [19] ensures this. $\Delta F(M)$ is then exactly given by this value, and accordingly the phase factor in Eq. (90) is given by redistributing the anomaly all-scalar liquid model in Eq. (88). The topological invariance of the 3+1-dimensional all-scalar liquid model is in accordance with the fact that the phase factors for sequences of moves connecting the same two triangulations have to be equal.
Alternatively, as in the continuum case, we could implement the anomaly via a bounding 4-manifold, i.e., we would define the model at the boundary of the 4-dimensional all-scalar (and therefore physically trivial) anomaly liquid model from Eq. (88). The moves of the combined liquid are boundary Pachner moves, attaching or removing a 4-simplex from the boundary. The phase factor in Eq. (89) we get from the corresponding $2 + 1$-dimensional Pachner move on the boundary is canceled by the contribution of the 4-simplex to the all-scalar bulk liquid model in Eq. (88).

In both cases, the evaluation of the model would depend on additional data, either on the $P_1$-structure $F$ or on the bounding 4-manifold. In fact, $f P_1$ is a cobordism invariant (such as all hermitian all-scalar liquid models), and so the evaluation only depends on the cobordism class of the bounding 4-manifold. A popular viewpoint is that different $P_1$-structures encode different cobordism classes of bounding 4-manifolds.

To end our discussion on chiral anomalies, we remark that for certain phases, the anomaly is less severe. To see this, note that according to Eq. (G35) in the appendix following from the Hirzebruch signature theorem, $\int_Y P_1$ is divisible by 3 on any closed 4-manifold $Y$. In fact, the value of $\int_Y P_1/3$ precisely labels the different 4-dimensional cobordism classes. Thus, for phases with $c = 0 \mod 3$, the evaluation of the model does not depend on the bounding 4-manifold, so in one way one could say the anomaly vanishes globally. Those phases are precisely the invertible phases consisting of copies of the $E_8$ phase with trivial anyon content. It is important to note that this does not imply that the $E_8$ phase has no anomaly in the sense that we could define the model without $P_1$-structure or bounding 4-manifold, since $P_1 \mod 3$ does not have a locally computable trivialization as explained in Section $GS$. However, the phase obtained by stacking three copies of $E_8$ does not have an anomaly, and can be defined as a Chern-Simons theory without dependence on a 2-framing $[20]$.

D. Infinite-bond-dimension tensors

In Section 2 of Ref. [10] we described a fine-graining procedure which might converge to a zero-correlation-length fixed-point path integral. If we apply this procedure to a gapped path integral which can be topologically extended, this fixed-point model is a model of a liquid describing topological $n$-manifolds. By further fine-graining we can reshape this liquid model into a vertex-liquid model as described in Section $VE$ and Section $F3$. If we apply this procedure to a $2 + 1$-dimensional non-fixed-point tensor-network path integral in a chiral phase and the fine-graining sequence converges, we obtain a vertex-liquid fixed-point model for this phase.

It seems hard to imagine that this fine-graining procedure has no notion of convergence at all, given the variety of different invertible domain walls $S_b$ we are allowed to apply at each fine-graining scale $\lambda$. However, it is well conceivable that the limit of the sequence does not converge to a tensor with finite bond dimension. So one might consider fixed-point models consisting of tensors with infinite bond dimension. The latter are represented by arrays for which some indices take arbitrary natural numbers as values instead of numbers in a finite range $\{0, \ldots, d - 1\}$. The contraction of two indices with infinite bond dimension involves an infinite sum which does not necessarily need to converge. If we want to ensure that the evaluation of arbitrary tensor networks is well-defined, we have to impose some decay condition for the entries of the tensor, such as imposing that the tensor is normalizable with an appropriate norm, as described in Section 2 of Ref. [10], or Ref. [14].

An interesting example for an infinite-tensor liquid model is the standard state-sum construction $[21]$ for the $2 + 1$-dimensional group cohomology SPT phases for the non-trivial (discontinuous) $U(1)$ $3$-cocycles. This model has been studied and found to have a non-zero electric Hall conductance in Ref. [22]. At first glance, the state sum looks like a simplex-liquid model, and evades the no-go theorem in Ref. [3] not by being a vertex-liquid model, but by the fact that the latter only rules out finite-dimensional commuting-projector models. However, there seem to be problems with formally interpreting this model as an infinite-bond-dimension simplex-liquid model. After going to the Fourier basis, the homogeneous $U(1)$ 3-cocycle becomes a tensor with 4 $Z$-valued indices satisfying a decay condition. However, at each vertex there will be a $Z$-multiplication tensor which does not obey any decay condition. Potentially, this can be resolved by transferring some of the decay from the cocycle tensors to the $Z$-multiplication tensors. If we do so, however, the state-sum has the form of a vertex liquid, and the modified $Z$-multiplication tensor at a vertex does not define a commutative algebra anymore and prevents us from reshaping the model into a simplex-liquid model.

E. Chiral liquids from disentangling Crane-Yetter-Walker-Wang models

A construction which might help finding a chiral vertex-liquid model realizing a specific UMTC is the so-called Crane-Yetter-Walker-Wang (CYWW) model. This is a $3 + 1$-dimensional simplicial state-sum $[24]$ or equivalently a $3$-dimensional commuting-projector Hamiltonian $[24]$ which is strongly believed to be in a trivial phase, whereas its cone boundary is believed to represent a chiral topological phase. If we can disentangle the bulk, we obtain a standalone $2 + 1$-dimensional chiral model. More precisely, the CYWW model can be defined for an arbitrary unitary braided fusion category, and is trivial only if this braided fusion category is modular (i.e., an UMTC). The chiral phase at the boundary then realizes exactly this UMTC, which is potentially
chiral.

A more formal way to obtain the $2 + 1$-dimensional model is to assume that the modular CYWW model is in a trivial exact phase, such that there exists an invertible (topological fixed-point) domain wall to the trivial model (vacuum). Such a domain wall is also a boundary, more precisely an invertible boundary. We can now consider a thin layer of CYWW model in between the cone boundary on one side and the invertible boundary on the other side. The CYWW model restricted to such configurations can be interpreted as a $2 + 1$-dimensional model, namely the (potentially) chiral model. In other words, we apply a compactification mapping with an interval between cone- and invertible boundary,

\begin{equation}
\text{Cone boundary} \quad \text{Invertible boundary} \quad \text{CYWW bulk} .
\end{equation}

If we do not want to work with projective tensors, i.e., we do not want to ignore phase pre-factors, then the compactified $2 + 1$-dimensional model can not be entirely standalone, but has to be defined as the boundary of the $e^{2\pi i P_1}$ all-scalar liquid model, representing the chiral anomaly. In this case, the invertible domain wall is not to vacuum, but to the $e^{2\pi i P_1}$, and the compactification is as follows,

\begin{equation}
\text{Cone boundary} \quad \text{Invertible domain wall} \quad \text{CYWW bulk} \quad \text{Compactified model} \quad e^{2\pi i P_1} .
\end{equation}

We will investigate the CYWW model in more detail in Appendix [1].

Surely, we cannot expect the hypothetical invertible boundary to be simpler than the hypothetical chiral liquid model itself. In fact, the invertible boundary itself must be a vertex-liquid model and cannot be a simplex-liquid model, otherwise the same would hold for the compactified model. However, this approach offers significantly more guidance as opposed to free search for chiral vertex-liquid models, since we can aim to realize one specific UMTC.

One more concrete way towards invertible CYWW boundaries is to make use of the fact that many modular chiral CYWW models can be disentangled via so-called quantum cellular automata (QCAs). Specifically, such QCAs have been found for some abelian UMTCs using the stabilizer formalism, starting from the three-fermion UMTC in Ref. [7], later generalized to odd-prime stabilizers in Ref. [8] and most recently (shortly after a first version of this manuscript was submitted to the arXiv) in Ref. [9] for more UMTCs including the semion and $U(1)_4$ UMTCs. A QCA is a unitary which maps local operators, acting non-trivially only in some real-space support, to local operators on the same support enlarged by a constant-size margin. The QCAs disentangle the CYWW models in the sense that each projector of the corresponding commuting-projector Hamiltonian is mapped onto an on-site projector $(1 - \tilde{Z})/2$ where $Z$ is the Pauli-$Z$ operator) on a single qubit or qu-dit. Even though the families of QCAs mentioned in the paragraph above are restricted to regular spacial grids, we conjecture that they can be defined for the CYWW models on arbitrary spacial triangulations/cellulations. In fact, for the case of the 3-fermion CYWW model, a constructive existence proof for the QCA on arbitrary cubulations has been presented in Ref. [25].

As such, a QCA is not a microscopic realisation of an invertible domain wall or a continuous gapped path. However, a simple and compelling argument [26] shows that any abstract QCA has a concrete representation as conjugation with a simple PEPO. If we close all open indices on the disentangled side of this PEPO with the $|0\rangle$ vector, and contract all open indices on the entangled side with the indices coming from the bulk CYWW tensor-network path integral, we indeed obtain a boundary for the corresponding CYWW tensor-network path integrals. The topological invariance of this boundary follows from the fact that it is invariant under applying the local ground-state projector at any point. The latter corresponds to removing/attaching a diamond-like cell of the CYWW spacetime bulk from the boundary. Showing full topological invariance corresponds to removing/attaching an arbitrary bulk cell, and would require a little more work.

Furthermore, the simpleness condition of this PEPO resembles the invertibility condition for the boundary. Unfortunately though, the simpleness condition is a global condition where all open PEPO indices are physical. Thus the condition is unaffected by stacking a standalone 3-dimensional tensor-network path integral onto the 3-dimensional PEPO, and thus cannot guarantee invertibility of the resulting boundary. The simple QCA PEPO in Ref. [26] is obtained by acting with a fixed rank-1 tensor-network superoperator on an arbitrary (as long as the result is non-zero) choice of 3-dimensional PEPO. Depending on this choice, we might indeed obtain a PEPO corresponding to an invertible boundary.

---

4 The disentangled models are not CYWW models but conjectured to be local unitarily equivalent to CYWW models for some abelian UMTCs.
VIII. CONCLUSIONS AND OUTLOOK

In this work, we have suggested a new ansatz for fixed point models of topological phases, in terms of tensor-network path integrals with an exact topological invariance. In contrast to other fixed-point ansatzes, it is compatible with the absence of commuting-projector Hamiltonians and gapped boundaries. The inability of fixed-point models to capture chiral topological phases has been the major caveat with this approach to classification. Our ansatz seems like a promising step towards overcoming this restriction. As such, we provide a new instrument for the community to tackle this long-standing question in the study of quantum phases of matter.

The suggestion of a new fixed-point ansatz is by no means the only point of this work. In fact, the main technical result is our notion of universality for topological fixed-point ansatzes. Using a tool called a universality mapping, we show that some fixed-point ansatzes can emulate any other fixed-point ansatz for a certain type of topological order. We apply this procedure to topological order in general as well as topological order with topological boundary. In the former case, the vertex liquid is a universal fixed-point ansatz, whereas in the latter case, we arrive at a variant of the simplex liquid, which is indeed equivalent to the most general versions of established fixed-point ansatzes. This way, we are able to provide a very clear explanation why those ansatzes look the way they do. Mathematically, the universality mapping from the vertex liquid could be phrased as providing a normal form of locally computable quantum invariants of piece-wise linear manifolds.

The most urgent task remaining is to find a concrete example for a fixed-point model of our ansatz which cannot be captured by existing ansatzes, or equivalently, does not possess a topological boundary. We have given two main indications for such examples to exist. First, we have argued that a fixed-point model for intrinsic chiral phases can be obtained from an invertible boundary disentangling the modular CYWW model. One possible approach of finding such an invertible boundary would be to combine the disentangling QCAs in Refs. [7][8] with the construction in Ref. [26].

Second, we have been looking at all-scalar classical invariants, i.e., models consisting of scalars only. As we have seen in Appendix [C] such all-scalar liquid models correspond to characteristic classes. Combinatorial formulas for the latter are mostly known, and it seems necessary to use vertex liquid models. It is therefore conceivable that there also exist locally computable quantum invariants which require the vertex liquid. Moreover, we saw that the chiral anomaly of chiral phases is captured invariants which require the vertex liquid. Moreover, we saw that the chiral anomaly of chiral phases is captured.
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Appendix A: Restricting valency of vertices in triangulations

In this appendix, we discuss whether any manifold can be triangulated with a finite set of vertex stars, such that we can restrict to a finite set of tensors and moves in the vertex liquid. Equivalently, we discuss whether we can restrict the valency \( l \), i.e., the number of \( n \)-simplices adjacent to a vertex, by some global upper bound. We first discuss the case of 2 dimensions and later comment on higher dimensions. In 2 dimensions, we show that it suffices to restrict ourselves to triangulations with \( l \)-valent vertices for \( l \leq 10 \). More precisely, we show that every manifold admits an \( l \leq 9 \) triangulation, and that every two such triangulations of the same manifold are connected via Pachner moves such that all intermediate triangulations satisfy \( l \leq 10 \). Note that we did not make too much effort in optimizing the number 10, and most likely smaller bounds like 8 or 9 are possible. It is clear that we need to allow \( 3 \leq l \leq 7 \) in order to have 1-3 Pachner moves and in order to represent negative curvature.

The first step consists in mapping each triangulation to an equivalent one with \( l \leq 9 \). To this end, we fist go to the dual lattice, which is a 3-valent cellulation consisting of \( n \)-gons with arbitrarily high \( n \). We then triangulate each \( n \)-gon in a zig-zag manner, e.g., for \( n = 11 \),

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{A1}\end{array}\quad \leftrightarrow \quad \begin{array}{c}
\includegraphics[width=0.2\textwidth]{A1}\end{array}
\]

Every vertex on the boundary of this zig-zag triangulation is adjacent to at most 3 triangles. As the dual cellulation is trivalent, vertices in the overall triangulation are adjacent to \( l \leq 3 + 3 + 3 = 9 \) triangles.

As a second step we realize that pairing up adjacent triangles in the zig-zag triangulation (without leaving any gaps) and then performing a 2-2 Pachner move on all pairs rotates the zig-zag pattern by half a unit, e.g.,

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{A2}\end{array}\quad \leftrightarrow \quad \begin{array}{c}
\includegraphics[width=0.2\textwidth]{A2}\end{array}
\]

This move can be performed using only 2-2 Pachner moves on the dual zig-zag-triangulated triangulation as follows: First, we rotate the zig-zag triangulation of each of the 4 involved plaquettes such that its tip vertex coincides with one of the involved vertices. We are hence left with the following,

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{A3}\end{array}\quad \leftrightarrow \quad \begin{array}{c}
\includegraphics[width=0.2\textwidth]{A3}\end{array}
\]

The two pictures are the same combinatorially. We see that after the rotation of the tip vertices, the above move becomes trivial and merely corresponds to a regrouping of which zig-zag triangles belong to which dual cells.

The situation for the 1-3 Pachner moves is similar. In the dual cellulation, the move becomes

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{A4}\end{array}\quad \leftrightarrow \quad \begin{array}{c}
\includegraphics[width=0.2\textwidth]{A4}\end{array}
\]

After zig-zag triangulating all the plaquettes and rotating the tip vertices towards where the move happens, we are left with

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{A5}\end{array}\quad \leftrightarrow \quad \begin{array}{c}
\includegraphics[width=0.2\textwidth]{A5}\end{array}
\]

This is nothing but a sequence of two 1-3 Pachner moves. We see that the Pachner moves of the original triangulation can be mimicked by Pachner moves of the dual-zig-zag-triangulated triangulation by rotating the tip vertices and applying 1-3 Pachner moves, all of which involve only \( l \leq 10 \) triangulations.

It is conceivable that the above argumentation can be generalized to \( n \) dimensions. First, we consider the dual cellulation where each vertex is adjacent to \( (n+1) \) \( n \)-cells. Then we triangulate each \( n \)-cell with a “zig-zag” triangulation with no vertices in the interior and with a global upper bound \( L \) for the number of \( n \)-simplices adjacent to each boundary vertex. The number of \( n \)-simplices adjacent to a vertex in the overall resulting triangulation is thus upper bounded by \((n+1)L\). Unfortunately, proving the existence of a zig-zag triangulation in general dimensions does not appear to be an easy task, and we have not yet found the best way to do this. Nonetheless, the
existence of a sufficient upper bound for the vertex valency or a sufficient finite set of vertex stars seems to be widely accepted. Unfortunately, there is no good reference where this is proven, but discussions can be found in Refs. [27, 28].

So far we restricted our discussion in general dimensions to sufficient valency bounds to triangulate any manifold, but we would also like to be able to connect any two triangulations of the same manifold by Pachner moves such that all intermediate triangulations satisfy the bound. A set satisfying the latter in \( n \) dimensions can be obtained from the former in \( n + 1 \) dimensions. As \( n \)-dimensional stars, we can just take all the different subsets of \( n \)-simplices of the \( n + 1 \)-dimensional stars forming \( n \)-disks. For two (bounded) triangulations \( T_1 \) and \( T_2 \) of the same manifold \( M \), we take a bounded triangulation of \( M \times [0, 1] \) restricting to \( T_1 \) at \( M \times 0 \) and to \( T_2 \) at \( M \times 1 \). Such a triangulation corresponds to a sequence of Pachner moves mapping \( T_1 \) to \( T_2 \). The stars of intermediate triangulations will indeed be the suitable subsets of \( n \)-simplices of the allowed \( n + 1 \)-dimensional stars.

**Appendix B: Liquids for defects**

In this appendix we outline how to represent arbitrary types of topological defects by liquid models. We also discuss how arbitrary defects can be reduced to boundaries via a compactification mapping. Finally, we discuss topology-changing moves including defects, as well as invertible domain walls.

1. Liquids on higher order manifolds

Just like topological fixed-point models for physical boundaries are models of a liquid on manifolds with boundary, topological defects are modeled by a liquid on some general type of higher order manifold (cf. Ref. [29]). Intuitively, a higher order manifold is a composite of manifolds of different dimensions, meeting, terminating at, and embedded into each other. For example, one type of higher order manifold is given by \( 2 + 1 \)-dimensional manifolds with an embedded \( 0 + 1 \)-dimensional manifold. Liquid models on this type of higher order manifold are fixed-point models for an anyon worldline/ribbon operator inside a \( 2 + 1 \)-dimensional topological model. Note that the notion of a defect here is much more general as what is usually referred to as a topological defect, including as examples the boundary itself, lines where three \( 2 \)-manifolds meet, points inside the boundary of a \( 4 \)-manifold, or lines inside a \( 3 \)-manifold where a \( 2 \)-manifold emerges which is not embedded in the \( 3 \)-manifold.

We will illustrate all the concepts in this and following sections focussing on one simple example for a type of higher order manifold, which also appears in Section [IV.C] of the main text – a \( 2 \)-manifold terminating at a \( 1 \)-manifold corresponding to a boundary which itself has an embedded \( 0 \)-manifold corresponding to boundary defects, e.g.,

\[
\text{(B1)}
\]

In general, the type of a topological defect in a higher order manifold is specified by its dimension \( d \), and its link. The link (not to be confused with the link of a simplex in a triangulation, which is similar but different) is another higher order manifold which is obtained by considering the normal space of the defect at an arbitrary point, and then taking the set of points of a fixed distance \( \epsilon \) from the origin within that normal space. Intuitively, we take the intersection of the higher order manifold with a perpendicular \( n - d \)-sphere around a point of the defect, when (locally) embedded in \( n \)-dimensional Euclidean space for a large enough \( n \). E.g., for a \( d = 0 + 1 \)-dimensional anyon worldline in a \( n = 2 + 1 \)-dimensional spacetime, the normal space is a plane perpendicular to the anyon world line, and the distance-\( \epsilon \) set, and hence the link, is simply a circle. For a boundary (in any dimension), the normal space is a half-plane, and the distance-\( \epsilon \) set is a single point. For the brown \( 0 + 0 \)-dimensional boundary defect above, the normal space is a half-plane, hence the link is a half-circle, or equivalently, an interval,

\[
\text{(B2)}
\]

Let us give an example of a liquid describing higher order manifolds of the type above. It consists of tensors describing the bulk, the boundary and the boundary defects and a collection of moves which allow topological deformations. For the bulk and boundary part, we will take the boundary triangle liquid from Section [IV.A]. Then we add one 2-index tensor describing the boundary defects and one move which allows to move the defects along the boundary. The defects are represented by special vertices in the boundary to which we associate the 2-index tensor, i.e.,

\[
\text{(B3)}
\]

To guarantee topological invariance, we need a move that changes the position of the boundary defects,

\[
\text{(B4)}
\]

Note that the equation is linear in the defect tensor, so its models (solutions) for array tensors consist of a whole
sub-vector space. It is in fact a feature of any kind of
$0 + 0$-dimensional defect that their models form a vector
space.

2. The compactification mapping

A crucial observation for the study of defect models is
that models of a $d$-dimensional defect with link $C$ within
some higher-order-manifold liquid are in one-to-one cor-
respondence with models of ordinary $d + 1$-dimensional
boundary liquids via the following compactification map-
ping. Loosely speaking, this is a mapping which maps an
ordinary $d + 1$-manifold $M$ to the higher-order manifold
$M \times C$. More precisely, it is a mapping from networks of
an ordinary $d + 1$-dimensional liquid to networks of the
original higher-order-manifold liquid which only extend
in the $C$-direction by some constant combinatorial dis-
tance. In restricted settings, this is also known as “fold-
ing trick”, or “dimensional reduction”. As an example
consider the $d = 0$-dimensional defect in Eq. (B2) and its
link. We map a network representing a $0+1$-dimensional
manifold $M$, e.g., a line, to a network representing the
2-dimensional manifold $M \times C$, i.e., a line times a strip
of small, constant width,

\[ \text{ } \rightarrow \text{ } . \] (B5)

A concrete example for a compactification mapping of
this kind is the mapping from the one-dimensional liquid
in Section F 1 to the boundary triangle liquid,

\[ a_0 a_1 \rightarrow b_0 b_1 := \begin{array}{c}
\begin{array}{c}
\text{ } \\
\text{ } \\
\text{ }
\end{array}
\end{array} . \] (B6)

We can extend the domain of the compactification
mapping to $d + 1$-dimensional manifold with boundary,
by closing off $M \times C$ with $\partial M \times \text{Cone}(C)$. Here, Cone$(C)$
is $C \times [0,1]$ with $C \times 1$ contracted to a single point identi-
fied with the defect itself. For the defect link in Eq. (B2),
we close off the thin strip with a point defect,

\[ \text{ } \rightarrow \text{ } . \] (B7)

Further, we can consider coupling the higher-order-
manifold liquid to the $d + 1$-dimensional ordinary liquid
by letting the latter terminate at the defect. There is
a mapping from this coupled liquid to the higher-order-
manifold liquid without the defect, in our case,

\[ \text{ } \rightarrow \text{ } . \] (B8)

Furthermore, there is a mapping from the higher-order-
manifold liquid to the coupled liquid where the $d + 1$-
dimensional liquid additionally has a boundary, by at-
taching to the defect a thin layer of $d + 1$-manifold ter-
minated by the boundary, in our case,

\[ . \] (B9)

Now, using the mapping in Eq. (B5), we get an ordi-
inary $d + 1$-dimensional liquid model coupled to the or-
iginal liquid model via Eq. (B8). We can use Eq. (B7) to
get a model for a boundary of the $d + 1$-dimensional li-
quid from the model of the defect. Vice versa, we can use
Eq. (B9) to obtain a model of the defect from a model
of the boundary. We notice that applying first Eq. (B9)
and then Eq. (B7) together with Eq. (B8) yields the triv-
ial mapping, so defect models and boundary models of the
$d + 1$-dimensional model are in one-to-one correspon-
dence.

3. Topology-changing moves

Another way of enhancing topological liquids except
for adding defects is to add topology-changing moves. An
interesting example is to add arbitrary surgery moves,
which yields liquid models for invertible topological phases only. We can also add defects and topology-
changing moves. In this section, we will focus on one
specific topology-changing moves for the boundary de-
fect liquid which will be used in Section IV C, namely,

\[ = \text{ } . \] (B10)

Both sides represent a (higher order) manifold with a cir-
cle of open boundary on the outside, but the left-hand
side has a puncture with physical boundary on the in-
side. The brown dot on the blue line represents the
$0 + 0$-dimensional defect on the boundary. The equa-
tion symbolizes an arbitrary move between two concrete
networks representing the two corresponding topologies.
Which of these topology-changing moves we chose does
not matter since they can all be derived from each other
using the topology-preserving moves.

As a concrete example, consider the boundary-triangle
liquid with boundary defects described above in this ap-
pendix. A simple version of a move as above is given
by

\[ \leftrightarrow \text{ } , \] (B11)

where the left-hand side represents a ‘1-gon hole’ inside a
two-dimensional triangulation, while a self-glued triangle
fills the hole on the right-hand side. In terms of networks this move reads

$$x = x \times x . \tag{B12}$$

We can use compactification mappings to better understand the structure of the equations that correspond to topology-changing moves such as the move in Eq. (B10). For the right-hand side of Eq. (B10) we consider the compactification mapping,

$$\rightarrow \quad \text{,} \tag{B13}$$

needed to calculate models for point defects in the bulk, whose link is a circle,

$$\rightarrow \quad \text{.} \tag{B14}$$

At endpoints of the line, we can close the tube by a little cup, this time without a point defect at the end,

$$\rightarrow \quad \text{.} \tag{B15}$$

Using this mapping, we can obtain a model on 1-manifolds with boundary from a model on 2-manifolds. For the left-hand side of Eq. (B10) we consider the domain wall between the interval-compactification mapping and the circle-compactification mapping,

$$\rightarrow \quad \text{,} \tag{B16}$$

where the right-hand side corresponds to a tube where we cut out a half-disk with physical boundary on one side. The compactified version of the move in Eq. (B10) yields

$$= \quad \text{.} \tag{B17}$$

To interpret the algebraic structure of this move, we note that as we see in Section 2.1 every model of a one-dimensional liquid is equivalent to a projector. For quantum systems these are (super-)linear maps which can be restricted to their support, such that a model is simply given by a (super-)vector space. The 0 + 1-dimensional boundaries are vectors $x$ and $w$, and the domain wall is a matrix $M$. The above equation is then of the form $Mx = w$, so a boundary defect fulfilling Eq. (B10) exists if $w$ is in the image of $M$.

### 4. Invertible domain walls

An important type of “defect” is given by domain walls. For $n$-dimensional topological fixed-point models such as the triangle-liquid models in $n = 2$, a domain wall is a $n - 1$-dimensional topological defect separating two models. Along the lines of Section [11], the link of this defect consists of two points, each corresponding to one of the two models. The corresponding compactification mapping on the models acts as stacking the two models and identifying them with a single model. Models for domain walls are then in one-to-one correspondence with boundaries of the stacked model, which is well-known as the ‘folding trick’.

Of especial importance are invertible domain walls, which obey further, topology-changing moves as described in Section 2 of Ref. [10]. These moves allow to generate isolated islands (bubbles) of either model inside of the other, and joining or splitting those bubbles. In $1 + 1$ dimensions, the moves look like

$$B_x^{br} \times B_{n-x} = B_x \times B_{n-x}^{br} \tag{B21}$$

for all $0 \leq x \leq n$. Here, $B_x$ is the $x$-ball, $B_x^{br}$ is a red $x$-ball with a smaller blue $x$-ball in the centre separated by a domain wall, and $B_{n-x}^{br}$ is the same $x$-ball but with blue and red exchanged. Note, that the open boundaries on both sides are topologically equal, even though geometrically they are not.

Invertible domain walls are so important because they are central to the very definition of (exact) phases of fixed-point models. Two models are in the same exact phase if there exists a invertible domain wall between them, and if the models are topological liquid models, then the domain wall is itself a liquid model for a topological invertible domain wall. Just as the liquid moves give rise to constraints on the liquid models, invertible domain walls give rise to equivalence relations. We should keep in mind that as discussed in Section 2 of Ref. [10], there might be technical differences between exact phases of fixed-point models and phases defined via continuous gapped paths of path integrals or Hamiltonians.

The universality arguments for bulk liquids presented in this work can be extended to define universal domain
wall liquids. Recall that universality in the bulk implies that fixed-point models are classified by a single set of tensors and equations. Analogously, universality of the domain wall liquid implies that the phase equivalence of two models can be determined via a single set of domain wall tensors and equations.

As a concrete example, let us discuss a domain wall liquid for the triangle liquid. As argued in Section B 2, domain wall liquids can be obtained by considering boundary liquids for the compactified liquid, which in our case consists of stacking two triangle liquid models into a single one. The boundary triangle liquid after stacking is determined by a boundary tensor, 

\[ (B22) \]

whose bulk index is divided into a red and a blue part, corresponding to the two different stacked models. It has to obey the equations coming from the boundary Pachner move with the triangle tensor being a tensor product of a red and blue triangle tensor. Via weakly invertible liquid mappings, this liquid is equivalent to a slightly refined liquid consisting of one separate boundary for the blue and red liquid. The boundaries form a domain wall by ‘interacting’ in the following way. The boundary bond dimensions are equal and the two different boundary tensors (here red and blue) commute,

\[ (B23) \]

The equivalence of this domain-wall triangle liquid with the less elegant liquid determined by Eq. (B22) can be shown explicitly via weakly invertible liquid mappings. The mapping from the former to the latter is given by

\[ (B24) \]

and analogously with red and blue exchanged. The boundary Pachner move in Eq. (23) is derived by

\[ (B25) \]

where in the second equation we used the moves for the triangle boundary liquid of the stacked model. The commutativity in Eq. (B23) can be derived by

\[ (B26) \]

where the last equation holds for symmetry reasons.

The reverse mapping from the boundary triangle liquid for the stack to the domain wall triangle liquid is even more straightforward,

\[ (B27) \]

The mapped boundary Pachner move for the stacked model can be derived from the boundary Pachner moves of the individual liquids plus the commutativity move in Eq. (B23). We have thus shown the equivalence of the two versions of the domain wall liquid.

If we want to impose invertibility of the domain wall liquid, we have to implement Eq. (B18), Eq. (B19), and Eq. (B20) as concrete moves. The simplest moves representing the corresponding topology changes are given by

\[ (B28) \]

\[ (B29) \]

\[ (B30) \]

Now, we have argued in Section IV C that the boundary triangle liquid is universal for all topological liquids in 1 + 1 dimensions exhibiting a topological boundary. Consequently, the domain wall triangle liquid model given above is a universal domain wall liquid between liquid models with topological boundary. We have therefore obtained a complete classification of topological phases with topological boundary in the sense that we have identified them with a fixed set of tensorial variables subject to a fixed set of tensor-network equations (the triangle
liquid), modulo equivalence via another fixed set of tensor variables and equivalences (the domain-wall triangle liquid).

Note that analogously, we can define a domain-wall vertex liquid, show that it is universal for domain walls between general liquid models, and therefore obtain a classification of general topological liquid models in $1+1$ dimensions. At this point we should remind the reader that we do not expect any physically meaningful vertex-liquid models beyond triangle-liquid models in $1+1$ dimensions, but the situation might be different in higher dimensions.

Appendix C: The extended triangle liquid

In this appendix, we will present an alternative example for a liquid which cannot be emulated by the triangle liquid. The extended triangle liquid might appear to some readers as a more straight-forward generalization of the triangle liquid, as it still associates tensors to the triangles of a triangulation. However, the tensors are not all the same, but depend on the combinatorics of a distance-1 neighborhood of the triangle. After introducing the liquid, we will explicitly see how the corner problem obstructs a possible topology-preserving mapping from the triangle liquid.

1. The liquid

As announced, the extended triangle liquid represents a triangulation by a Poincaré dual network just like the triangle liquid. However, the tensor at a triangle depends on the valencies, i.e., the number of adjacent edges, of its corner vertices. Diagrammatically, we will draw the tensors in the same way as for the triangle liquid, just that we add labels indicating the valencies, e.g.,

A model of this liquid consists of one tensor for every triple of numbers, such as $\{4, 5, 7\}$ in the example above. General triangulations can have vertices with arbitrarily high valencies, so in order to represent any triangulation we would need an infinite number of different tensors. However, we can without loss of generality restrict to a finite set of different adjacencies, as we show in Appendix A.

The moves of the liquid are again based on the Pachner moves. However, the 2-2 Pachner move changes the valency of the four vertices at the corners. If we apply a 2-2 Pachner move to a triangulation, this changes not only the tensors at the two triangles directly involved in the move, but also those at the triangles adjacent to the four vertices at the corners. E.g., for the Pachner move below, the tensors at the triangles marked in red and blue change

![Diagram](C2)

Here, the labels at the boundary vertices indicate their valencies. The tensor network equation corresponding to the move above is given by

\[
\begin{align*}
\text{Graph 1} & \Rightarrow \text{Graph 2}
\end{align*}
\]

![Diagram](C3)

As there are many different 'embeddings' of a Pachner move into a neighbourhood with different adjacencies at the corner vertices, there is a large number of different moves, namely one for each combination of valencies in Eq. (C2). This is no conceptual problem since the set of moves is still finite when we restrict the vertex valencies as hinted at above, but it makes finding concrete models very difficult.

2. Failure mapping from the triangle liquid

Let us now show that there cannot be a topology-preserving mapping from the triangle liquid to the extended triangle liquid. Such an attempted mapping associates to the triangle an extended-triangle-liquid network as depicted in Eq. (C2) for an analogous mapping to the vertex liquid. For different possible choices of the
mapping, the bottom right corner could look like

\[ \begin{array}{c}
\text{or} \\
\end{array} \]

or \( b_x \) and \( c_x \) could be separated by more bonds and the valency labels in the corner could take other values. The point is, that regardless of the specific choice we make for the mapping, no choice can result in a valid extended triangle liquid networks for all initial networks of the triangle liquid. This is due to the fact that the triangle liquid allows for \( l \)-valent vertices for any \( l \) whereas the tensors at the corner of the mapping have fixed adjacency labels. As a result, for every choice of the mapping, there exists a small patch of the triangle liquid with a vertex of adjacency \( l \), such that the adjacency \( l \) does not match the adjacency labels of the network obtained from the mapping.

E.g., for the first case in Eq. (C4) and an \( l = 5 \) vertex, we obtain a 5-gon plaquette with tensors valency-6 tensors

\[ \begin{array}{c}
\text{(C5)}
\end{array} \]

The valencies do not match and hence the resulting network is invalid.

Another problem with the attempted mapping is that the mapped moves of the triangle liquid cannot be derived from the extended-triangle-liquid moves. This problem again originates from the fact that the tensors of the triangle liquid do not carry any information about the adjacency of vertices, whereas this is the case for the extended triangle liquid. E.g., applying the mapping to the 2-2 Pachner move yields

\[ \begin{array}{c}
\text{(C6)}
\end{array} \]

If the mapping is given, e.g., by the first case in Eq. (C4), the upper corner of this move looks like

\[ \begin{array}{c}
\text{(C7)}
\end{array} \]

However, this move cannot be derived from the moves of the extended triangle liquid, as it changes the number of edges in the plaquette containing \( a_x \) and \( b_0 \) by one. So in order to be derivable from the moves of the extended triangle liquid, either the 6 on the right would have to be a 5, or the 6s on the left would have to be 7s. Similar arguments apply for any other choice of the mapping.

**Appendix D: Moves of the vertex liquid**

In this appendix, we discuss the moves of the vertex liquid in more detail. To get a better feeling for those moves, it is instructive to go to the dual lattice, where \( n \)-valent vertices become \( n \)-gon faces, and triangles become 3-valent vertices. Ignoring all the decorations for a moment, the Pachner move in Eq. (49) becomes

\[ \begin{array}{c}
\text{(D1)}
\end{array} \]

This is a 3-valent re-cellulation where the number of internal edges adjacent to each individual boundary vertex (which is either 0 or 1) does not change, such that all vertices remain 3-valent. Intuitively speaking, the move does not change the vicinity of the boundary. This is the key property which allows us to map to any topological liquid from the vertex liquid in Section V E. When we reconsider Eq. (48) in this picture, it becomes

\[ \begin{array}{c}
\text{(D2)}
\end{array} \]

and we immediately see that this recellulation does not define a move, since there are vertices which have no adjacent internal edge on the left side but one adjacent internal edge on the right side, and vice versa.

The dual representation makes it easier to come up with more general recellulations fulfilling the conditions for the vertex-liquid moves. As another example, the recellulation

\[ \begin{array}{c}
\text{(D3)}
\end{array} \]

defines the following valid move of the vertex liquid,

\[ \begin{array}{c}
\text{(D4)}
\end{array} \]
and the recellulation

\[ \leftrightarrow \]

(D5)

corresponds to the following move

\[ a \rightarrow b = a \rightarrow b. \]  

(D6)

As we can see it is allowed that the non-dual networks do not contain any triangle plaquettes, like on the left-hand side above. The fact that the boundary bonds separating \( a \) and \( b \) as well as \( a \) and \( c \) are the ‘two sides of the same bond’ is not a problem.

**Appendix E: Operator ansatz for the vertex liquid**

In this appendix, we take a closer look at the equations of the vertex liquid in 1 + 1 dimensions. While there does not appear to be much room for simplifying the equations on a purely combinatorial/diagrammatic level, we can do so by using properties specific to array tensors. We will refer to the method of simplification as *operator ansatz*, since instead of specifying all vertex tensors separately, we specify operators which map between those tensors. More precisely, the operators map between tensors whose vertices differ only by local moves. We will use a *support truncation argument* to show that the operators do not depend on all of the two stars they map between, but only on the local moves.

Let us start by introducing an abbreviated notation. Imagine adding three indices \( a, b, c \) between two consecutive indices of a vertex tensor, connecting \( a \) and \( c \) by a bond, and connecting \( b \) with a new 1-index vertex tensor, e.g.,

\[ \rightarrow \Rightarrow \]  

We will refer to such an operation as a *loop insertion* between the corresponding indices, and denote it by a little flag between the index lines. The direction of this flag indicates the direction of the bond between \( a \) and \( c \).

Consider the following two vertex tensors which we will refer to as \( A_0 \) and \( \tilde{A}_0 \),

\[ A_0 : \quad \circlearrowright \quad a \leftarrow \tilde{A}_0 : \quad \text{circular} \quad \circlearrowleft \quad b. \]  

(E2)

Let \( X \) be a way to extend \( A_0 \) by one further vertex tensor which is connected to the index \( a \). For each such extension we can find an extension \( \tilde{X} \) of \( \tilde{A}_0 \) by one further vertex tensor which is connected to the both indices \( b \) and \( c \) as follows. \( \tilde{X} \) can be obtained from \( X \) by replacing the index connected to \( a \) by two indices connected to \( b \) and \( c \), with a loop insertion in between. The crucial property of \( X \) and \( \tilde{X} \) is that \( A_0 \) and \( \tilde{A}_0 \) together with their respective extension evaluate to the same tensor due to the moves of the vertex liquid. For example, consider the following two extensions,

\[ A_0 \quad \tilde{A}_0 \quad X \quad = \quad \tilde{A}_0 \quad \tilde{X} \]  

(E3)

The equation can be derived from the moves of the vertex liquid as described in Section V A. We can interpret the tensors \( A_0, \tilde{A}_0, X \) and \( \tilde{X} \) above as linear operators from the left to the right. Then the above equation reads

\[ A_0 X = \tilde{A}_0 \tilde{X}. \]  

(E4)

Let \( X \) denote the set of all possible extensions of \( A_0 \). We can combine all the equations of the form Eq. (E4) into a single equation,

\[ A_0 X = \tilde{A}_0 \tilde{X}, \quad X : \text{dom}(A_0) \rightarrow \bigoplus_{X \in \mathcal{X}} \text{codom}(X), \quad X = \bigoplus_{X \in \mathcal{X}} X, \quad \tilde{X} : \text{dom}(A_0) \rightarrow \bigoplus_{X \in \mathcal{X}} \text{codom}(\tilde{X}), \quad \tilde{X} = \bigoplus_{X \in \mathcal{X}} \tilde{X}. \]  

(E5)

Every occurrence of \( A_0 \) in a network always comes together with some extension \( X \in \mathcal{X} \). Thus, we can without loss of generality assume that the image of the operator \( A_0 \) is inside the union of the supports of all possible extensions \( X \in \mathcal{X} \). Otherwise, restricting \( A_0 \) to this union of supports constitutes an invertible domain wall. We will call this line of reasoning the *support truncation argument*. Thus, the image of \( A_0 \) is inside the support of \( X \). Therefore, we can cancel \( X \) in Eq. (E5) with some \( X \)

\[ A_0 = A_0 XX^- = \tilde{A}_0 \tilde{X}X^- = \tilde{A}_0 Z. \]  

(E6)

The 3-index tensor \( Z := \tilde{X}X^- \) will be called 2-1 operator, and is denoted by

\[ . \]  

(E7)

Eq. (E6) then becomes

\[ \quad \]  

(E8)

Now, consider two stars which differ by insert-
ing/removing an edge,

\[
\begin{array}{c}
\text{(E9)}
\end{array}
\]

Associated to them is a pair of vertex tensors \( A \) and \( \tilde{A} \),

\[
A : \quad \rightarrow \quad \tilde{A} : \quad \rightarrow \quad \tilde{A}, \quad \text{(E10)}
\]
such that \( \ldots \) stands for an arbitrary sequence of indices which is the same on both sides. Let \( Y \) be an extension of \( A \) at all indices except \( b \) and \( c \). That is, \( Y \) consists of the vertex tensors connected to those indices inside some network and the bonds between those vertex tensors. For every such extension, there is an extension \( Y_0 \) of \( A_0 \) at all indices except for \( b \) and \( c \), such that the two extended networks are related by the vertex-liquid moves. E.g., if \( \ldots \) in Eq. \( \text{(E10)} \) consists of one further index, a possible extension \( Y \) of \( \tilde{A} \) and the corresponding \( Y_0 \) of \( \tilde{A}_0 \) are given by

\[
\text{(E11)}
\]

Interpreting \( Y, \tilde{A}, Y_0, \) and \( \tilde{A}_0 \) as linear operators, this can be written as

\[
Y \tilde{A} = Y_0 \tilde{A}_0. \quad \text{(E12)}
\]

Now, \( Y \) and \( Y_0 \) are at the same time extensions of \( A \) and \( A_0 \) at all indices except for \( a \), such that the analogous equation in Eq. \( \text{(E11)} \) holds with one instead of two open indices on the right. So we also get the equation

\[
YA = Y_0 A_0. \quad \text{(E13)}
\]

Similar to Eq. \( \text{(E5)} \), we can stack all possible extensions \( Y \in \mathcal{Y}' \) into a single operator

\[
Y : \bigoplus_{Y \in \mathcal{Y}} \text{codom}(Y) \to \text{dom}(\tilde{A}), \quad \text{(E14)}
\]

and the same for \( Y_0 \). We get two combined equations,

\[
YA = Y_0 A_0, \quad \text{(E15)}
\]

and

\[
Y \tilde{A} = Y_0 \tilde{A}_0. \quad \text{(E16)}
\]

Applying the support truncation argument, the co-image of both \( A \) and \( \tilde{A} \) has to be inside the co-support of \( Y \). Thus, there is an operator \( Y^* \) cancelling \( Y \), and we find

\[
\tilde{A} Z = Y^* Y \tilde{A} Z = Y^* Y_0 A_0 Z
\]

\[
= Y^* Y_0 A_0 = Y^* Y A = A. \quad \text{(E17)}
\]

So, we have in general,

\[
\cdots = \cdots, \quad \text{(E18)}
\]

representing the tensor \( Z \) by a triangle shape. Note that \( Z \) cannot be used to fuse any two indices of a vertex tensor to one, but can only be applied to index pairs such that the edge directions of the 4 neighbouring triangles are as in Eq. \( \text{(E9)} \). For other choices of edge directions we need a different operator \( Z \).

To summarize, we considered pairs of vertex tensors whose stars differed by the local move in Eq. \( \text{(E9)} \). We found that every such pair of tensors are related by applying the same operator to the indices around where the move happens. The analogous arguments can also be applied to all other local moves of stars.

For example, consider the opposite direction of the move in Eq. \( \text{(E9)} \). To this end, we exchange what we call \( A_0 \) and \( \tilde{A}_0 \) in Eq. \( \text{(E2)} \), and the extensions \( X \) consist of two tensors whereas \( X \) consists of one tensor with a loop insertion on the opposite side of where it is connected to \( A_0 \). E.g., a pair of extensions is given by

\[
\text{(E19)}
\]

Again we can combine all the \( X \) and \( \tilde{X} \) into a single operator each, and apply the support truncation argument to show that \( A_0 \) is obtained from \( \tilde{A}_0 \) via some operator \( Z \). We can then look at arbitrary \( A \) and \( \tilde{A} \) like in Eq. \( \text{(E10)} \) with \( A \) and \( \tilde{A} \) exchanged. The equations Eq. \( \text{(E11)} \) and its version without tilde are the same. From them, it follows that \( Z \) is the same for all pairs of \( A \) and \( \tilde{A} \), and we get an equation

\[
\cdots = \cdots, \quad \text{(E20)}
\]

where the black triangle will be called the 1-2 operator.

As another example, consider two stars differing by reversing the direction of an outer edge,
In this case we need to not only include the two neighbouring tensors in $X$ and $\tilde{X}$, but also the other tensor connected to both,

\[
\begin{array}{c}
\begin{array}{c}
\text{A0} \\
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X} \ 	ext{A0} \\
\tilde{\text{X}} \ \tilde{\text{A0}}
\end{array}
\end{array}
\]

(E22)

In the end, we get an equation,

\[
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\]

(E23)

We will call the tensor $Z$ represented by a square the \textit{outer edge flip operator}.

As a last example, consider changing the direction of an internal edge of the star,

\[
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\]

(E24)

Examples for extensions are

\[
\begin{array}{c}
\begin{array}{c}
\text{A0}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{A0}
\end{array}
\end{array}
\]

(E25)

We get another equation

\[
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\]

(E26)

We will call the tensor $Z$ represented by a square the \textit{inner edge flip operator}.

Given the 1-2 operator together with some variants of edge flip operators, we can generate all vertex tensors from one very simple vertex tensor, say, a 1-index tensor. Even though the set of all those operators is more complicated than the set of tensors specifying common algebraic structures, such as Hopf algebras, it is still considerably easier than the set of all vertex tensors for a sufficient set of stars.

The operator ansatz does not only simplify the set of tensors, but also the set of axioms. Applying different sequences of operators can have the same effect on the stars, yielding coherence axioms for the operators. For example, we have

\[
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\]

(E27)

This holds for any sequence of indices ..., that is, for any way to extend the index between the vertex tensor and the 1-2 operator by some network to the left. Thus, via the support truncation argument, we can deduce the coherence axiom

\[
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\]

(E28)

Another example for such a coherence axiom is

\[
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\]

(E29)

Furthermore there is a bunch of coherence axioms involving the edge flip operators. We cannot write down any of them here since we so far only defined two specific edge flip operators which are not compatible. In addition to the coherence axioms, we still need to impose the Pachner moves. Instead of having one 2-2 Pachner move for every set of 4 stars, we can reduce to a much smaller set. If we ignore all the edge directions for a moment, then the Pachner moves can be implemented by only one single equation,

\[
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\]

(E30)

The axiom in Eq. (E28) is familiar. If we interpret the 1-2 operator as a bi-linear operator from the right to the left, it defines an associative algebra. Furthermore, the cyclic symmetry of the 3-index tensor yields

\[
\begin{array}{c}
\begin{array}{c}
\text{A0}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{A0}
\end{array}
\end{array}
\]

(E31)

If we interpret the 2-index vertex tensor as a bilinear form, the equation above is just the equation fulfilled by a Frobenius form (apart from being non-degenerate). We further have

\[
\begin{array}{c}
\begin{array}{c}
\text{a}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{b}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{c}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{a}
\end{array}
\end{array}
\]

(E32)

so the 1-index vertex tensor can be interpreted as a linear form generating the bilinear form through the product. If the bilinear form is non-degenerate, the corresponding matrix has an inverse,

\[
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{X}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\]

(E33)
which allows us to also construct a unit,

\[ \bullet := \begin{array}{c}
\square \\
\end{array} . \] (E34)

We note that the Frobenius form (the 2-index vertex tensor) as well as its inverse are symmetric. We indeed find that the above defined vector is a left unit,

\[ a \bullet b := a \begin{array}{c}
\square \\
\end{array} b . \] (E35)

and analogously a right unit. Thus, the 1-2 operator forms a symmetric Frobenius algebra.

**Appendix F: Universality mappings in other dimensions**

1. **Edge liquid and universality mapping in 0 + 1 dimensions**

In this appendix we discuss the rather trivial case of liquids in one spacetime dimension. We refer to the 0+1-dimensional analogue of the triangle liquid as the 0 + 1-dimensional *edge liquid*. It associates one 2-index tensor to every edge of a triangulation of a 1-manifold, that is, a decomposition of a collection of circles into edges. The 1-manifolds are oriented, and the edges carry directions, which we assume (without loss of generality) to be aligned with the orientation,

\[ \begin{array}{c}
\rightarrow \\
\end{array} . \] (F1)

For Hermitian models, the tensor associated to an edge is a Hermitian matrix.

There is only one Pachner move, which replaces two edges with a single edge,

\[ \begin{array}{c}
\rightarrow \\
\end{array} \leftrightarrow \begin{array}{c}
\rightarrow \\
\end{array} . \] (F2)

and is implemented by

\[ a \begin{array}{c}
\rightarrow \\
\end{array} b = a \begin{array}{c}
\rightarrow \\
\end{array} b . \] (F3)

Thus, on the level of models, the 2-index tensor is a (Hermitian) projector.

In 0 + 1 dimensions, the analogues of the triangle and vertex liquid are actually equivalent, and both are universal. In the following we provide a universality mapping which shows that any liquid \( B \) describing one-dimensional topological manifolds is equivalent to the edge liquid. We start by filling some interval with \( B \)-network such that the combinatorial distance of the two ends is \( \lambda \). Then, we split the \( B \)-network into two halves,

\[ \begin{array}{c}
\rightarrow \\
\end{array} \rightarrow \begin{array}{c}
\rightarrow \\
\end{array} . \] (F4)

The \( B \)-network associated to the edge tensor is constructed by taking the left half of the split network and gluing it to the right half by filling the gap between them,

\[ \begin{array}{c}
\rightarrow \\
\end{array} \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow , \] (F5)

\[ a \begin{array}{c}
\rightarrow \\
\end{array} b = a \begin{array}{c}
\rightarrow \\
\end{array} b . \] (F6)

If we apply the mapping to an edge-liquid network, we simply re-glue patches that were previously cut according to Eq. (F4). Thus, the mapping yields valid \( B \)-networks. Moreover, applying the mapping to the move in Eq. (F3) yields

\[ \begin{array}{c}
\rightarrow \\
\end{array} \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \right}
and a $0+0$-dimensional defect within the aforementioned $0+1$-dimensional defect, whose link is a disk with two defect points,

\[
\begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array} \rightarrow
\begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array}, \quad (\text{F10})
\]

We then require the following two topology-changing moves. The first move

\[
\begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array} =
\begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array}, \quad (\text{F11})
\]
equates a cylinder of $\mathcal{B}$-network with physical boundaries on the top and the bottom and an open boundary on the side, with a solid torus whose boundary is split into a physical boundary on the inside and an open boundary on the outside. The physical boundary on the inside is decorated with a loop of the defect line that hosts one point defect. The second move

\[
\begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array} =
\begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array}, \quad (\text{F12})
\]
equates an open-boundary 3-ball with a 3-annulus ($S^2 \times [0, 1]$), that has an open-boundary sphere on the outside and a physical-boundary sphere containing a single point defect on the inside.

From a practical point of view, it is important to know when a given $\mathcal{B}$-model with boundary can be extended to a model with additional defects such that the equations above hold. We will answer this question by relating the defects and moves to their lower dimensional counterparts obtained via compactification.

We first consider the move in Eq. (F11) which involves a boundary line defect containing a point defect. To find the latter two, we apply the idea of compactification mappings from Appendix B. The line defect in Eq. (F9) corresponds to the boundary of the $1+1$-dimensional model given by compactifying the $2+1$-dimensional model with the link in Eq. (F9). Using that same compactification, the point defect on the line defect becomes a point defect on the boundary of the $1+1$-dimensional model. If we apply the compactification mapping to Eq. (B10), we precisely obtain the move in Eq. (F11), which in the reverse direction can be imagined by squeezing the latter in the vertical direction. So the existence of line and point defects fulfilling Eq. (F11) is equivalent to the existence of a boundary with point defect of the compactified $1+1$-dimensional model fulfilling Eq. (B10). The latter are exactly the conditions for the $1+1$-dimensional universality mapping with boundary in Section IV C. As we argued in that section, those conditions can be seen to be satisfied for any physically relevant phase using another compactification.

We now consider the second move of the generalized liquid stated in Eq. (F12) and the point defect needed to define it. Using the compactification mapping for the link of the point defect in Eq. (F8), we establish an equivalence between point defects and boundaries of the resulting $0+1$-dimensional model. Those $0+0$-dimensional boundaries form a vector space, which from a physical point of view, corresponds to a ground state space of the non-compactified model on a disk. Applying the compactification mapping to Eq. (B17) yields Eq. (F12), so the latter condition reduces to the former. Analogously to our argumentation in Section IV C, the former equation holds automatically for any type of robust topological order (including symmetry-breaking order if we do impose the symmetry) with non-degenerate boundary, as the ground space on a disk is one-dimensional.

Let us be more concrete and take a look at the situation for $2+1$-dimensional intrinsic bosonic topologically ordered phases whose anyons form a UMTC $\mathcal{M}$. In this case different boundaries are in one-to-one correspondence with different fusion categories $\mathcal{F}$ whose Drinfel’d centre is $\mathcal{M}$. The compactification with Eq. (F9) yields a non-robust symmetry-breaking-without-symmetry $1+1$-dimensional model, i.e., a GHZ-like superposition of trivial sectors, with one sector for each simple object of $\mathcal{F}$. More precisely, each sector consists of an $\alpha^x$ Euler-characteristic classical invariant (cf. Section C) with $\alpha$ being the quantum dimension of the simple object. Thus, the irreducible $0+1$-dimensional boundaries of the compactified model and the boundary line defects of the $2+1$-dimensional model are in one-to-one correspondence with the simple objects of $\mathcal{F}$. In order to guarantee the existence of a boundary defect fulfilling Eq. (F11), we need to take as boundary a direct sum in which every simple object occurs at least once. The canonical choice is a boundary which contains each simple object exactly once, such that the vector space of point defects on that line defect is spanned by the simple objects. Then there is a unique choice of the point defect fulfilling Eq. (F11), namely the vector formed by the quantum dimensions $d_i$.

Having analysed the requirements that allow for additional boundary defects and topology-changing moves, we are now in the position to formulate the invertible mapping from the simplex liquid to $\mathcal{B}$. We start by considering two tetrahedra glued together at one of their faces, and consider them as a patch of 3-manifold with open boundary. Then we remove a neighbourhood of all edges and vertices which are shared by both tetrahedra. The boundary created by the removal is a physical boundary. Next, we place a defect line running across the physical boundary near the centre of every edge shared by both tetrahedra. We then fill this manifold including all the defects with $\mathcal{B}$-network such that all corners have a combinatorial distance of at least $\lambda$. Finally, we cut the network into two halves corresponding to the origi-
nal tetrahedra,

\[ \rightarrow \]

(F13)

Note, that the triangle shared by both tetrahedra carries a branching structure, which is used to make an unambiguous choice of the cut.

Next, we take four of the tetrahedra whose bottom edges are truncated, bring their top vertices near each other, and glue them by filling all the spaces between them. We obtain a tetrahedron where all edges are truncated,

\[ \rightarrow \]

(F14)

In order to make an unambiguous choice of filling, we can use the branching structure of the reference tetrahedron on the left. The resulting \( B \)-network is what we associate to the tetrahedron tensor,

\[ \vec{c} \vec{b} \vec{a} \vec{d} := \vec{c} \vec{d} \vec{a} \vec{b} \]  

(F15)

\( \vec{a} \) stands for the composite of the open indices located on the corresponding open-boundary triangle, whose ordering can be chosen unambiguously using the branching structure of the corresponding face of the tetrahedron. The same holds for \( \vec{b}, \vec{c}, \) and \( \vec{d} \).

The edge weight, which is inserted at some of the bonds corresponding to the triangles of the triangulation, is mapped to a triangle prism which fills the gap between two tetrahedra after performing the cut in Eq. (F13). This triangle prism has an open boundary on the bottom and top, and a physical boundary on the sides. Across each side there is a boundary defect line, and a boundary point defect is placed on the side which corresponds to the edge of the simplex triangulation to which the edge weight is associated. I.e., there are three types of triangle prism as defined in Ref. [11]. As an example, the 02 edge weight mapping is depicted as follows,

\[ \rightarrow \]

(F16)

The vertex weight is mapped to the same prism, just that instead of the point defect on the line defect, we add a point defect on the boundary

\[ \rightarrow \]

(F17)

Similar to the edge weights, we can define vertex weights corresponding to the other two corners of the triangle by placing the point defect there.

If we apply the mapping to a triangulation of a 3-manifold, we have to replace every tetrahedron by the truncated-tetrahedron 3-manifold in Eq. (F14). This results in a valid \( B \)-network since we just re-glue parts in the same way we cut them in Eq. (F13). However, this \( B \)-network does not represent the original 3-manifold, but one where the neighbourhood of all the vertices and edges of the triangulation has been removed, with the 3-manifold terminating at a physical boundary. Along each edge of the triangulation, there is a tube of vacuum surrounded by a physical boundary, and around this tube wraps a line like defect with one point defect on it. We can use the move in Eq. (F11) to fill the tube of vacuum with a cylinder of 3-manifold. Then we are left with a 3-ball of vacuum at every vertex, with one boundary point-defect on the physical boundary. We can use the move in Eq. (F12) to fill this ball of vacuum with a ball of 3-manifold. We thus see that the mapping yields a valid \( B \)-network representing the same 3-manifold.

Also, it is easy to see that the mapped Pachner moves yield equations between \( B \)-networks which differ only at places with a certain distance from the open boundary. By choosing a larger and larger fine-graining scale \( \lambda \) for the mapping, we are eventually guaranteed that the two networks are related by \( B \)-moves. In addition, we need the move in Eq. (F11) in the derivation of the mapped 2-3 Pachner move, and 4 times Eq. (F11) plus one time Eq. (F12) in the derivation of a mapped 1-4 Pachner move.

Note that for any robust topological order (including intrinsic, symmetry-breaking, SPT/SET, fermionic models), the space of point-like defects on the boundary is equal to the (symmetry-preserving, even-parity) ground
state space on a disk and its dimension is equal to 1. Hence, the vertex weight is just a number. For intrinsic topological order given by a UMTC $\mathcal{M}$, this number is the inverse square root of the total quantum dimension of $\mathcal{M}$ (which is the inverse total quantum dimension of the fusion category $\mathcal{F}$ describing the boundary). Furthermore, for intrinsic topological order, consider the right hand side of Eq. (F16) or Eq. (F17) without the point defect as an operator from the bottom to the top. This operator is a projector, and its support can be identified with the fusion space of the three boundary line defects in $\mathcal{F}$. This way we directly obtain the Turaev-Viro-Barrett-Westbury state sum, which is a slightly refined formulation of simplex liquid models.

3. Universality mapping for the vertex liquid in $2+1$ dimensions

In this appendix, we describe in detail the universality mapping from the simplex liquid in $2+1$ dimensions to an arbitrary topological liquid $\mathcal{B}$, outlined in Section VI E. In the end, we will also sketch the mapping in arbitrary spacetime dimensions $n$. The mapping for $n = 3$ proceeds in four steps.

In step one, we fill the branching-structure tetrahedron with a $\mathcal{B}$-network with fine-graining scale $\lambda$. We then cut the tetrahedron into 4 ‘kite’ volumes, each of which is the convex hull of one of the corner vertices and the centres of each adjacent edge, triangle, and of the tetrahedron itself. Geometrically, a kite is the same as a deformed cube, where one cube vertex is a corner of the tetrahedron and the cube vertex on the opposite side is the centre of the tetrahedron. The cut can be chosen unambiguously using the branching structure or the original tetrahedron. The following picture shows the edges of the cut in red, as well as what it looks like removing one of the kites,

![Diagram](F18)

In step two, for each star of a triangle, consider the three adjacent kites of each of the two adjacent tetrahedra, separated by a gap where the triangle is. We then fill the gap and choose a way to cut the result into three pieces, in the same way as we cut the triangle into 2-dimensional kites. The filling can be chosen unambiguously using the orientation of the 3-manifold, and the cut can be chosen using the branching structure on the triangle.

In step three, for each star of an edge, consider the two adjacent kites of each adjacent tetrahedron, with gaps between all of the tetrahedra. Fill the gaps along the triangles between the kites of different tetrahedra using the choices from step two, such that a gap along the edge itself remains. Then, fill this gap with $\mathcal{B}$-network, and cut it into two pieces along the perpendicular plane going through the centre of the edge. Note that in order to fill the gap unambiguously we need the dual branching of the edge which removes any symmetries of its star, and the branching structure of the edge is needed to unambiguously define the cut.

Finally, in step four, for each star of a vertex, consider the adjacent kite of each adjacent tetrahedron, with gaps between the different tetrahedra. Fill the gaps between the tetrahedra along the triangles and the edges using the choices from step two and step three, such that only a gap at the vertex itself remains. Then, fill the remaining gap with $\mathcal{B}$-network. Note that the choice of filling does not matter since it is distant from the boundary of the surrounding kites, so we do not need a dual branching of the vertices. The so-obtained volume can be identified with the volume dual to the vertex in the dual cellulation. E.g., if the link is an octahedron, then the surrounding kites yield a volume which looks like a cube,
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The obtained volume is what we associate to the vertex tensor with the same star. Each index of the vertex tensor corresponds to an internal edge of the star. Each such index is mapped to the composite of all the indices on the face of the volume which is dual to this internal edge. In the above example, the open indices at each face of the cube form a composite index. Due to the dual branching of the internal edge dual to that face, we can choose an unambiguous ordering of indices when forming their composite.
We need to show that the $B$-network obtained by applying the mapping to a triangulation is valid. To construct this $B$-network we replace each vertex by the $B$-network filling its dual 3-cell, and then glue all these 3-cells together. In doing so, we simply re-glue patches of $B$-network in the same way they have been cut before in the construction. More precisely, at each face of the dual cellulation we re-glue the cut made in step three of the construction. At every edge of the dual cellulation we re-glue the cut from step two, and at every vertex of the dual cellulation we re-glue the cut from step one. We thus see that the resulting $B$-network is valid everywhere.

Next we need to check whether the mapped moves of the vertex liquid can be derived from the $B$-moves. Recall that the moves of the vertex liquid are dual to re-cellulations, where both sides agree at the boundary as well as at the immediate vicinity of the boundary, as shown in Eq. (79). Now decompose all the volumes of the re-cellulation into kites. We will find that all the kites which have contact with the boundary of the re-cellulation remain the same. The two cellulations only differ at kites in the interior, which are separated from the open boundary by a certain distance. This distance can be made arbitrarily large by increasing the fine-graining scale $\lambda$. Thus, no matter what the $B$-moves are, they can be used eventually for deriving the mapped vertex liquid moves if we pick a large enough $\lambda$.

At this point, the generalization to $n > 3$ is straight-forward: First consider the intersection of an $n$-dimensional triangulation with its dual cellulation, yielding a decomposition of all $x$-simplices and all dual $x$-cells into kites, which are deformed cubes. Then, the construction proceeds in $n + 1$ steps $0, \ldots, n$. In the $i$th step, for every star of an $n - i$-simplex, we consider the $n - i + 1$ adjacent kites of each adjacent $n$-simplex (for $i = 0$ there are none), with gaps in between the kites at different tetrahedra. We fill the gaps at the $y$-simplices $(n - i < y < n)$ between the kites at different $n$-simplices using the result of step $n - y$, such that only a gap along the $n - i$-simplex remains. We fill this gap with valid $B$-network, and choose a way to cut the resulting network into $n - i$ parts such that the $n - i$-simplex itself is cut into $n - i$-dimensional kites. When filling, we take the combinatorial distance between different corners to be at least $\lambda$.

Appendix G: All-scalar vertex-liquid models and characteristic classes

In Section VII A we have announced that there are all-scalar vertex-liquid models which cannot be expressed as all-scalar triangle-liquid models. In this section, we will describe these models in more detail. We will also give an introduction to characteristic classes and cohomology operations in simplicial cohomology, tools which allow us to construct a wealth of such vertex-liquid models.

At this point we would like to stress once more that all-scalar liquid models are physically trivial in many different ways. The tensor networks of such models are just products of scalars, so there are no degrees of freedom, or equivalently, the overall Hilbert space is 1-dimensional. Furthermore, those models become even mathematically trivial if we resort to projective tensors. Yet another way in how all the models presented in this appendix become mathematically trivial is by restricting to regular, translation-invariant lattices. There, the models either directly associate the number 1 to every vertex, or possess an invertible domain wall to vacuum. This is in contrast to the notion of a non-trivial “phase” in condensed matter theory, which is determined by the model on a regular lattice. Last, many of the presented models are again trivial if we define phases via continuous gapped paths (where “gapped” for all-scalar models the same as non-zero on all ball-like patches). This is because many of them come in continuous families containing the trivial model. Even though all-scalar models are themselves physically trivial, they can model gravitational anomalies of other non-trivial models, and they demonstrate that there is no general scheme which tells us that simplex-liquid models are always sufficient.

1. All-scalar simplex-liquid models and the Euler characteristic

In this section we point out that every all-scalar simplex-liquid model is equivalent to an exponentiated Euler characteristic. The most general variant of this liquid does not only associate tensors (here, scalars) to $n$-simplices, but also to $i$-simplices for all $0 \leq i \leq n$. E.g., the generalized triangle liquid in $n = 2$ includes vertex weights and edge weights as described in Section V C.

The Euler characteristic $\chi$ for a triangulation $T$ of an $n$-manifold is given by

$$\chi(T) = |S^n(T)| - |S^{n-1}(T)| + |S^{n-2}(T)| - \ldots,$$

$$= \sum_{0 \leq i \leq n} \sum_{s \in S^i(T)} (-1)^i,$$  \hspace{1cm} (G1)

where $S^i(T)$ denotes the set of $i$-simplices of $T$. Instead of $\chi$, we can equivalently compute $\alpha^\chi$ for some $\alpha \neq 0$, given by

$$\alpha^{\chi(T)} = \alpha^{\sum_{0 \leq i \leq n} \sum_{s \in S^i(T)} (-1)^i} = \prod_{0 \leq i \leq n} \prod_{s \in S^i(T)} \alpha^{(-1)^i},$$  \hspace{1cm} (G2)

This is the same as the evaluation of an all-scalar model of a simplex liquid associating the scalar $\alpha^{(-1)^i}$ to the $i$-simplex. The Pachner moves are easily observed to hold. E.g., in $n = 2$ spacetime dimensions, the 1-3 Pachner move

\begin{equation}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
\end{equation}
The two sides of the equation are given by the product of all scalars at the vertices, edges and faces shown in the two pictures above, except for the boundary edges and vertices which are the same for both sides. For \( n = 2 \), the model is in a non-trivial exact phase since its evaluation is not equal to 1 on some 2-manifolds, such as \( \alpha^{-2} \) on a sphere.

Let us now show that in fact, Euler-characteristic models capture all simplex-liquid models up to equivalence, and restrict ourselves to the case \( n = 2 \) and unoriented triangulations for simplicity. An arbitrary all-scalar triangle-liquid model is then given by a triangle tensor \( a \), edge weight \( b \), and vertex weight \( c \), i.e., a triple \((a, b, c)\) of scalars. The 1-3 Pachner move yields the only non-trivial equation,

\[
a^3b^3c = a. \quad \text{(G4)}
\]

On the other hand, we can insert the identity \( 1 = xe^{-1} \) for some non-zero scalar \( x \) at every pair of adjacent edge and triangle, and associate every factor \( x \) to the triangle and every factor \( x^{-1} \) to the edge. Since each triangle has 3 edges and each edge has 2 adjacent triangles, this defines an invertible domain wall between the models

\[
(a, b, c) \sim (ax^3, bx^{-2}, c). \quad \text{(G6)}
\]

Now, using Eq. (G5), we see that every model is of the form \((a, b, a^{-2}b^{-3})\). Applying Eq. (G6) with \( x = (ab)^{-1} \), we get

\[
(a, b, a^{-2}b^{-3}) \sim (a^{-2}b^{-3}, a^2b^{-1}, a^{-2}b^{-3}). \quad \text{(G7)}
\]

We notice that the right-hand side is the \( \alpha^x \) model with \( \alpha = a^{-2}c^{-3} \). Thus, every all-scalar (unoriented, or real and hermitian) triangle-liquid model is equivalent to the \( \alpha^x \) model for some \( \alpha \). The situation is similar for the oriented case or in higher dimensions.

2. An all-scalar vertex-liquid model in \( 1 + 1 \) dimensions

In this section, we give a first example for a non-trivial unoriented-vertex-liquid model in \( 1 + 1 \) dimensions. By non-trivial we mean that it is not in the same exact phase as any Euler-characteristic model, and hence, any all-scalar triangle-liquid model. Also, it does not have any all-scalar topological boundary. We will refer to the model as the \((-1)^{c_2}\)-model, as it is based on a discretized version of the square of the first Stiefel-Whitney characteristic class \( \omega \), as we will see in the following sections. The unoriented version of the vertex liquid comes with additional dual directions for all edges of the two-dimensional unoriented branching-structure triangulation. The model associates a number \( \pm 1 \) to each star of a vertex as follows. We temporarily choose an orientation of the star and mark all internal edges which are between a clock-wise and a counter-clockwise triangle. Then we consider the number \#r of marked edges whose dual direction points clockwise, and the number \#l of marked edges pointing counter-clockwise. The number associated to the vertex is then given by

\[
(-1)^{(\#l - \#r)/2}. \quad \text{(G8)}
\]

The result is always \( \pm 1 \) since the total number of marked edges \#l + \#r is always even and thus \#l - \#r is divisible by 2. Furthermore, it is easy to see that the result is independent of the temporary choice of orientation.

The topological invariance can be seen as follows. When applying the Pachner move consisting of only clockwise (or only counter-clockwise) triangles shown in Eq. (G3), the edge in the interior of the move is not marked, and the markings of the boundary edges do not change, so the numbers \#l and \#r at the involved vertices are not altered. When changing the direction of an edge (if allowed), this changes the orientation of the two adjacent triangles, and thus the marking of the four outer edges of those two triangles. Every edge is a clockwise dual-oriented edge in the star of one of its vertices, and a counter-clockwise edge of the other, so those contributions cancel. Finally, changing the dual direction of an edge yields a factor of \(-1\) at both of its adjacent vertices if it is marked, and no change otherwise.

The evaluation of the \((-1)^{c_2}\) model on unoriented 2-manifolds is the same as the evaluation of \((-1)^x\), namely \(-1\) on manifolds of odd non-orientable genus, and 1 on manifolds with even non-orientable genus. However, the two models are not in the same exact phase. Roughly speaking, this can be seen by considering the evaluation of the two models on an open disk. For \((-1)^{c_2}\), we get \(-1\) since the Euler characteristic of the disk is 1 and thus odd, but for \((-1)^{c_2}\) we get 1 (which as we will understand in the following sections, corresponds to the fact that the disk is orientable and so \( \omega_1 \) has a trivialization). Knowing that the \((-1)^{c_2}\) model is inequivalent to the \((-1)^x\) model, we know that it is inequivalent to any triangle-liquid model.

Of course, the evaluation of a liquid model on the open disk (or any other manifold with open boundary) is ambiguous since there can be tensors (in our case scalars) right on the open boundary for which we have to specify whether they belong to the disk or not. Let us provide a more detailed explanation of why there is no invertible domain wall between the \((-1)^{c_2}\) and \((-1)^{c_2}\) models. First, we observe that both models are trivial, i.e., associate 1 to every vertex, on a flat, regular, translation-invariant triangulation obtained by dividing all plaquettes of a square lattice into two triangles. Now take such an \( n \times m \) square lattice yielding a triangulation of a cylinder/annulus with periodic boundary conditions in \( m \), and close off one of the \( m \)-edge boundary circles with a triangulation of a disk. Padded with a depth-\( n \) margin where both models are trivial, the evaluation on the
disk is now well-defined, and disagrees for both models as we mentioned earlier. More precisely, assume there was an invertible domain wall between the two models, and place this domain wall around the non-contractible loop on the cylinder translation-invariant in $m$. Since the models themselves are trivial on the regular triangulation of $T$, the invertible domain wall over the disk transforming the model, yielding

$$x = x \cdot (-1)^{\omega^2}[\text{disk}] = (-1)^{\omega^2}[\text{disk}] = -1,$$

which contradicts $x$ being a positive integer.

Note that the arguments in Section 3.2 imply that if there was an all-scalar boundary for the $(-1)^{\omega^2}$ model, then the latter would be equivalent to a triangle-liquid model. Since we showed that this is not the case, there also cannot be any all-scalar boundary. We would like to point out that, however, one can define non-scalar boundaries for the model. As we will understand in the following sections, those boundaries correspond to summing over trivializations of the 1-cycle $\omega_1$ inside the boundary. The arguments in Section 3.2 then further imply that there are non-scalar triangle-liquid models equivalent to the $(-1)^{\omega^2}$ model.

3. Simplicial homology

Simplicial (co-)homology is a powerful tool to construct concrete liquid models related to finite groups, including non-trivial all-scalar liquid models. In this section, we will introduce the basic notions of simplicial (co-)homology. In general, the central entities of ordinary manifold (co-)homology are $i$-(co-)cycles (or, (co-)cycles of degree $i$), which intuitively can be thought of embedded sets of points, closed loops, closed membranes, or generally embedded closed $i$-manifolds ($n-i$-manifolds). Embeddings are equivalent if they can be continuously deformed into each other. Moreover, the embedded closed manifolds are coloured by elements of an Abelian coefficient group $A$, those coefficients are added at places where the embedding overlaps, and places coloured by 0 may be removed from the embedding. In order to define cycles, we first need to define chains. On an $n$-dimensional branching-structure triangulation $T$ an $A$-valued $i$-chain for $0 \leq i \leq n$ is a map

$$c : S^i(T) \rightarrow A,$$

where $S^i$ is the set of $i$-simplices of $T$. The boundary of an $i$-chain is the $i-1$-chain

$$(\delta c)(s) = \sum_{t \in S^{i+1}(s)} \epsilon(t)[s](c(t),$$

for all $s \in S^{i-1}(T)$, where $S^{i+1}(s)$ is the set of $i$-simplices containing $s$, and $\epsilon(t)$ is $\pm 1$ depending on the orientation of $s$ relative to $t$. If $A = \mathbb{Z}_2$ (as will often be the case in this work), we can think about $c$ in terms of the subset of $i$-simplices $s$ with $\epsilon(s) = 1$ (with $\mathbb{Z}_2$ written additively), which form an embedded $i$-manifold with boundary. Furthermore, the orientation $\epsilon$ has no effect and the boundary of $c$ is literally its boundary as an embedded manifold.

We can shift the above notions to the Poincaré dual cell structures such that what used to be the $i$-simplices are now $n-i$-simplices. An $i$-cochain is the same as an $i$-chain, however, we define its boundary (which is then called coboundary) as the $i+1$-cochain

$$(dc)(s) = \sum_{t \in S^{i-1}(s)} \epsilon(s)[s](c(t),$$

for all $s \in S^{i+1}(T)$, where $S^{i-1}(s)$ is the set of $i$-simplices contained in $s$. In the $\mathbb{Z}_2$-valued case, $c$ forms an embedded $n-i$-manifold with boundary given by the $n-i$-cells dual to the $i$-simplices of $c$, and the coboundary is literally this boundary.

The (co)-boundary maps on the sets of (co)-chains of different degree define chain complexes, meaning for any (co)-chain $c$, $d^2 c = 0$ ($\delta^2 c = 0$). $c$ is called (co)-cycle if $\delta c = 0$ ($dc = 0$) and (co)-boundary if $c = \delta x$ ($c = dx$) for some chain $x$. We will then call $x$ a trivialization of $c$. The sets of (co)-chains, (co)-cycles, and (co)-boundaries form groups under simplic-wise $A$-addition. The group of $i$-(co)-cycles modulo the group of (co)-boundaries is known as the $i$th (co-)homology group, and the corresponding equivalence class of a (co)-cycle is known as its (co-)homology class.

4. Characteristic classes, cohomology operations, and classifying spaces

In this section we will give a rough overview of the ideas of characteristic classes, cohomology operations, and classifying spaces in conventional algebraic topology. The discussion here will be on a rather informal and abstract level since we will attempt to define everything explicitly and combinatorially in terms of simplicial homology later anyways. It is still insightful to match the predictions from algebraic topology with the simplicial formulas.

A fiber bundle with fiber $i$-manifold $F$ and base $n$-manifold $B$ is a $\infty$-manifold which locally looks like $B \times F$, but where the copies of $F$ at different points of $B$ are not identified trivially but via an element of a structure group $G$ of homeomorphisms over $F$. The bundle we are interested in is the tangent bundle of an $n$-manifold, which is a fiber bundle with fiber $\mathbb{R}^n$ and structure group $O(n)$ (or $SO(n)$ in the oriented case). Roughly speaking, characteristic classes are prescriptions to compute a non-trivial (co-)cycle locally from a presentation of fibre bundles with a fixed structure group, in our case
the tangent bundle of the spacetime $n$-manifold. Now, there exists a so-called classifying space $BG$ of the structure group $G$ (in our case $BO(n)$ or $BSO(n)$), which is some infinite-dimensional topological space, and a universal bundle over that classifying space, with the following property. Isomorphism classes of bundles with base $B$ are in one-to-one correspondence with homotopy classes of classifying maps (maps up to continuous deformations) from $B$ to $BG$, and are obtained as a pullback of the universal bundle of $BG$ via the classifying map. Characteristic classes are then just cohomology classes of $BG$ which give rise to cohomology classes of $B$, also by pullback via the same classifying map.

Now, all-scalar vertex-liquid models are locally computable $\mathbb{C}/\{0\}$-valued 0-cycles of a presentation of a $n$-manifold and its tangent bundle, namely a triangulation. This suggests that there is a correspondence between all-scalar liquid models and characteristic 0-cycles/n-cocycles, i.e., degree-$n$ cohomology classes of $BO(n)$ or $BSO(n)$. Indeed, in Ref. [30], the authors explicitly construct simplicial combinatorial representations for $R^n$-bundles, the classifying space, and classifying map, and show that for every degree-$i$ characteristic class there exist local formulas which determine the value of a representing $n-i$-cycle on a $n-i$-simplex depending on its star. So the degree-$n$-characteristic classes precisely yield vertex-liquid models. Note that those local formulas also depend on an ordering of the vertices within each star which is consistent on overlapping stars, an additional decoration which is similar to our dual branching introduced in Section VI B.

In order to obtain explicit local formulas for (degree-$n$) characteristic classes, we follow a 2-step approach. We first give formulas for a set of generating characteristic classes. Then we obtain the remaining characteristic classes via so-called cohomology operations. Roughly, those are prescriptions which locally compute a $j$-(co-)cycle from one (or more) cocycles of other degree $i$. Such a prescription has to be compatible with cohomology, in the sense that if we add a coboundary to one of the input cocycles, the output cocycles differ by a coboundary as well. In contrast to characteristic classes, cohomology operations are agnostic to the tangent bundle, and even fact that our spacetime is a $n$-manifold (triangulation) and not an arbitrary simplicial complex. Now, $A$-valued $i$-cocycles can themselves be described as pullbacks of a universal $i$-cocycle from a classifying space $B^i(A)$ via a classifying map from the spacetime manifold to $B^i(A)$. Then cohomology operations correspond to $j$-cocycles on $B^l(A)$, which are pulled back to a $j$-cocycle on the spacetime manifold via the classifying map. For discrete $A$, $B^i(A)$ can be explicitly constructed as a simplicial Abelian group via the Dold-Kahn correspondence. As a result, cohomology operations possess simple local combinatorial formulas in simplicial homology, where the output $j$-cochain of a cohomology operation on a $j$-simplex can be obtained from the input cochains on its sub-simplices.

In the following sections, we will give explicit realizations of local formulas predicted by the above considerations. In the end, we will obtain local formulas for $Z_2$-valued or $Z$-valued 0-cycles $c$, which become vertex-liquid models after exponentiation. More concretely, such a vertex-liquid model is then given by assigning to a vertex $v$ the scalar $(-1)^{c(v)}$ for $Z_2$-valued classes, or $\alpha^{c(v)}$ for $Z$-valued classes.

Note that a $\alpha^c$ model for a $Z$-valued characteristic class can be continuously deformed to the trivial model at $\alpha = 1$, and is thus in a trivial phase according to the continuous-path definition. Here it is reasonable to demand that the models on the continuous path should be liquid models as well, otherwise any all-scalar model based on complex numbers would be trivial. If we restrict to models based on real numbers (implementing a time-reversal symmetry), then the models for $\alpha > 0$ are still trivial. However, the models for $\alpha < 0$ are non-trivial as any path to the trivial model would have to go through 0.

5. Simplicial formulas for generating characteristic classes

In this section, we discuss simplicial formulas for three $Z_2$-valued or $Z$-valued generating characteristic classes of the tangent bundle. First, the Euler class $e$ is a $Z$-valued degree-$n$ characteristic class in $n$ dimensions. A local formula which computes a dual simplicial 0-cycle representing the Euler class on a vertex $v$ is given by

$$e(v) = \sum_{0 \leq x \leq n} (-1)^x \sum_{t \in S_{x+n}} \delta_{v|t,0},$$

where $v|t$ is the number $0 \leq v|t \leq x$ of the vertex $v$ in the simplex $t$. So, $e(v)$ is the number of $x$-simplices which contain $v$ as their 0-vertex (including $v$ itself), weighted by $(-1)^x$. Note that the summation of $e$ over all vertices is the same as the Euler characteristic in Eq. (G1), where we moved the number $(-1)^x$ to the 0-vertex of each $x$-simplex.

Next, the $i$th Stiefel-Whitney class $\omega_i$ is a $Z_2$-valued degree-$i$ characteristic class in any spacetime dimension $n$. There is a local formula which computes a dual simplicial $(n-i)$-cycle representing $\omega_i$. Following Ref. [31], its value on an $n-i$-simplex $s$ is given by

$$\omega_i(s) = \sum_{n-i \leq l \leq n} \sum_{t \in S_n^{(n-i)}} E(s|t),$$

where $s|t$ contains the information about which of the sub simplices of $t$ coincides with $s$, and is specified by the ordered sequence of numbers $0 \leq \{s|t\}_{0 \leq l \leq n-i} \leq x$ corresponding to the vertices of $s$, when the vertices of $t$ are numbered according to the branching structure ordering. $E(s|t)$ is 1 if $(s|t)_{2l} = (s|t)_{2l-1} + 1$ for all $1 \leq l < (n-i)/2$, and $(s|t)_0 = 0$, and $(s|t)_{n-i} = x$ for $n-i$ even, and 0 otherwise. E.g., for $i = n$, $E(s|t) = \delta_{s|t,0}$, so
the formula coincides with the mod 2 reduction of the Euler class in Eq. [G13]. For \( i = 1 \), \( E(s|t) = 1 \) if \( s = t \), and \( E(s|t) \) equals the orientation of \( s \) relative to \( t \) if \( t \) a \( n \)-simplex, that is, \( E(s|t) = i \) mod 2 if \( s \) equals \( t \) with the \( i \)th vertex missing. Thus, \( \omega \) precisely consists of the \( n-1 \)-simplices where the orientation of the \( n \)-simplices would change if we choose an orientation locally.

The \( i \)th Pontryagin class \( P_i \) is a \( \mathbb{Z} \)-valued degree-\( 4i \) characteristic class in any spacetime dimension \( n \). Unfortunately, local simplicial formulas for the Pontryagin classes comparable to the ones above in simplicity do not exist to date. Nonetheless, it has been shown in Ref. [19] that there exist formulas for computing a \( \mathbb{Q} \)-valued \( n-4i \)-cycle \( P_i \) representing the \( i \)th Pontryagin class locally from a triangulation. The value of \( P_i \) on an \( n-4i \)-simplex depends only on its link and the orientation on the latter. The formula depends neither on a branching structure nor any other decoration of the triangulation. Ref. [32] presents a more or less explicit formula computing the \( \mathbb{Q} \)-value of \( P_i \) from the link of a \( n-4 \)-simplex. It is conceivable that a formula for a \( \mathbb{Z} \)-valued \( n-4i \)-cycle is possible when it is allowed to depend on a branching structure or other decorations. Note that unlike the two characteristic classes above, the Pontryagin classes are defined on oriented manifolds, and reversing the orientation corresponds to a \( \mathbb{Z} \)-inversion of the Pontryagin class.

6. Simplicial formulas for cohomology operations

In this section, we will discuss how to implement cohomology operations with concrete simplicial formulas. The simplest cohomology operation is given by going from \( A \)-valued to \( B \)-valued (co-)cycles by applying a simplex-wise group homomorphism \( A \to B \). This includes taking the simplex-wise sum of two \( A \)-valued \( i \)-(co-)cycles with the same \( i \). Note that for 0-cycles corresponding to all-scalar liquid models, taking the sum is the same as stacking the models on top of each other.

The most important cohomology operation for our purposes takes two input (co-)cycles and is called the cup product. Intuitively, the cup product of two (co-)cycles is simply the (co-)cycle formed by the intersections of the corresponding networks of submanifolds. Accordingly, the cup product of an \( x \)-(co-)cycle \( X \) and and a \( y \)-(co-)cycle \( Y \) is a \( x+y \)-cycle \( (x+y) \)-cycle) \( X \cup Y \). If we want to define the intersection of \( X \) and \( Y \) on a triangulation, we run into an ambiguity if \( X \) and \( Y \) coincide on some simplex. This ambiguity can be removed by infinitesimally shifting either \( X \) or \( Y \) in a direction which is determined by some additional decoration, such as a branching structure. Indeed, Ref. [33] gives a very simple formula for the cup product of cocycles which can be interpreted as shifting \( X \) towards the 0-vertex of every simplex,

\[
(X \cup Y)(s) = x(S_{\{0,\ldots,x\}}^x(s)) \cdot y(S_{\{x,\ldots,x+y\}}^y(s)) \, .
\]  
(G15)

where \( s \) is a \( x+y \)-simplex. Note that in order to define the cup product we need \( A \) to not only carry the structure of a group but of a ring, and the above product is the multiplication of that ring. Unfortunately, we cannot directly apply this formula to the characteristic classes from the previous section, since those are given as cycles and not cocycles. To define the cup product on cycles we need an analogue of a branching structure on the cellulation dual to the triangulation, which is precisely given by the notion of a dual branching introduced in Section [VI B].

We start by giving a recipe to turn an \( i \)-cycle into an \( n-i-1 \)-cocycle inside a 0-dual-branched triangulation (cf. Section [VI B]). The construction depends on a couple of choices which yield different, but equivalent formulas. For every representative of a star \( L \) of a \( y \)-simplex with \( y \leq i \) and every \( n-i+y+1 \)-1-coboundary \( B \) on the interior simplices of \( L \), we need to choose a trivialization, i.e., a \( n-i+y \)-cochain \( I(L,B) \) on the interior simplices of \( L \), such that

\[
dI(L,B) = B \, .
\]  
(G16)

For \( y = i \), \( B \) would be an \( n+1 \)-cocycle and is thus not defined. In this case, we choose \( I(L,{\{}\}) \) to be a \( n \)-cocycle consisting of a single \( n \)-simplex (it would also suffice for it to be in the homology class of 1, e.g., consisting of an odd number of \( n \)-simplices for \( \mathbb{Z}_2 \)-valued cycles). Note that such a choice of trivialization is a choice on the level of star representatives and not a choice for the stars of concrete simplices in a triangulation, and does therefore not correspond to adding a new decoration to the triangulations.

With the choice of \( I \), given a \( i \)-cycle \( c \), we can obtain a shifted \( n-i \)-cycle \( c^+ \) as follows. For every \( y \)-simplex \( Y \) with \( y \leq i \), we construct a \( n-i+y+1 \)-1-coboundary \( B \) on the interior simplices of the star \( \text{Star}(Y) \) in the following way. For \( y = i \), we set

\[
\Phi(Y) = c(Y) \cdot I(\text{Star}(Y),{\{}\}) \, .
\]  
(G17)

Then, we iteratively set

\[
\Phi(Y) = I(\text{Star}(Y), \sum_{X \in S(n-i+y+1)}(Y) \Phi(X)) \, ,
\]  
(G18)

where we think of \( \Phi(X) \) as embedded in \( \text{Star}(Y) \). Then, we use

\[
c^+ = \sum_{v \in S_0(T)} \Phi(v) \, .
\]  
(G19)

Using the formula for the Poincaré dual above, we can define the linking number \( a \uparrow b \) between an \( i \)-boundary \( a \) and a \( n-i-1 \)-boundary \( b \) inside a 0-dual-branched triangulation of an \( n \)-sphere. It is obtained by constructing the \( i+1 \)-coboundary \( b^* \), choosing a trivialization \( x \) of \( b^* \), i.e., an \( i \)-coboundary \( x \) such that \( dx = b^* \), and then simply calculating the overlap of \( a \) and \( x \) on the \( i \)-simplices,

\[
a \uparrow b = \sum_{s \in S_i} a(s) \cdot x(s) \, .
\]  
(G20)
Using the linking number, we can construct the cup product of an $a$-cycle $A$ and a $b$-cycle $B$ as the following $a+b-n$-cycle $A \cup B$. The link of an $a+b-n$-simplex $s$ in a 1-dual-branched triangulation is an $a+b-1$-dimensional triangulation which is 0-dual-branched. Within the link, $A$ becomes an $n-b-1$-boundary $\tilde{A}$, and $B$ an $n-a-1$-boundary $\tilde{B}$ by identifying each $n-b-1$-simplex of the link with the corresponding internal $a$-simplex of the star. We then set

$$\tilde{A} \cap \tilde{B}.$$ (G21)

Let us give a small example to illustrate the construction of the cup product for cycles. The simplest example is the cup product of two 1-cycles $A$ and $B$ in two dimensions. The star of an edge consists of the two adjacent triangles. If the branching structure of the two triangles is reflection-symmetric around the edge, there are two different possible indentifications with the standard representative if there is no orientation of the 2-manifold. An identification can be indicated by specifying a favourite adjacent triangle of the edge, i.e., giving it a dual direction. So a 1-dual-branched triangulation is one where all edges have dual directions. The link of a vertex $v$ is an $l$-gon, and $A$ and $B$ turn into 0-boundaries $\tilde{A}$ and $\tilde{B}$ on that $l$-gon. The vertices of the link have favourite edges, due to the dual directions of the corresponding internal edges of the star. We can turn $\tilde{B}$ into a 1-boundary $B^*$ by shifting it from each vertex to its favourite edge. Now imagine moving $\tilde{A}$-coloured vertices and annihilating pairs of them till there are none left, and collecting a $\mathbb{Z}_2$-valued summand 1 for every time moving an $\tilde{A}$-vertex past a $B^*$-edge. The resulting value is the linking number of $\tilde{A}$ and $\tilde{B}$ which is the value of $A \cup B$ on $v$. Using this procedure for both $A$ and $B$ equal to the characteristic class cycle $\omega_1$ yields exactly the $(-1)^{\omega_1} = (-1)^{\omega_1 \cup \omega_1}$ vertex-liquid model from Section C22.

Another cohomology operation is the so-called Bockstein homomorphism, which can be defined for any short exact sequence

$$B \xrightarrow{f} C \xrightarrow{g} A.$$ (G22)

$A$, $B$ and $C$ are Abelian groups, $f$ is an injective and $g$ a surjective group homomorphism, and $g \circ f$ is the trivial homomorphism sending everything to the identity of $A$. The Bockstein homomorphism $\beta$ has a simple combinatorial formula in terms of triangulations, and maps an $i$-cocycle $c$ to an $i+1$-cocycle

$$\beta(c) = f^{-1}(d(g^{-1}(c))) ,$$ (G23)

where both $g^{-1}$ and $f^{-1}$ are applied simplex-wise. Different choices for the right inverse $g^{-1}$ of $g$ yield different, but equivalent local formulas. The formula for cycles instead of cocycles is completely analogous. Of particular importance is the Bockstein homomorphism for the short exact sequence

$$\mathbb{Z} \xrightarrow{2} \mathbb{Z} \xrightarrow{\text{mod } 2} \mathbb{Z}_2 .$$ (G24)

It can be used to map a $\mathbb{Z}_2$-valued $i$-cocycle to a $\mathbb{Z}$-valued $i+1$-cocycle.

Another famous example for a cohomology operation is the so-called $k$th Steenrod square $Sq^k(x)$, which turns a $\mathbb{Z}_2$-valued $i$-cocycle $x$ into an $i+k$-cocycle for $1 \leq k \leq i$. An explicit combinatorial formula for cocycles can be found in terms of a higher-order cup product in Ref. [33] and Ref. [34],

$$Sq^k(x) = x \cup_{i-k} x .$$ (G25)

By shifting cycles to cocycles and back using the dual branching and branching, we can obtain a formula transforming a $k$-cycle into a $k-i$-cycle.

7. Local equivalence between combinatorial formulas

Characteristic classes correspond to cohomology classes of the classifying spaces $BO(n)$ or $BSO(n)$. Roughly, concrete simplicial formulas for characteristic classes correspond to specific cocycles of the classifying space representing those classes, which are pulled back via the classifying map. Different cocycles $c_1$ and $c_2$ representing the same cohomology class of the classifying space are related by a boundary,

$$c_1 - c_2 = du .$$ (G26)

Pulling back this relation, we get a local formula for a cochain $u$ which trivializes the difference between $c_1$ and $c_2$ on any triangulation. In general, we will call a local formula for a (co-)cycle like $c_1 - c_2$ which is trivialized by another local formula for a (co-)chain locally trivial, and we will call local formulas such as $c_1$ and $c_2$ locally equivalent. If two 0-cycle/$n$-cocycle local formulas are locally equivalent, we can use the trivializing 1-chain/$n-1$-chain local formula to construct an invertible domain wall between the corresponding all-scalar liquid models. So local equivalence of local formulas can be seen as a generalization of phase equivalence of all-scalar liquid models.

The $\mathbb{Z}_2$-valued or $\mathbb{Z}$-valued cohomology of the classifying spaces $BO(n)$ and $BSO(n)$ are known and can be found in the literature. Composing local formulas of characteristic classes and cohomology operations is the same as applying those cohomology operations to the corresponding cocycles on the classifying space. As announced, all cohomology classes of $BO(n)$ or $BSO(n)$ can be obtained by applying cohomology operations to the Euler class, Stiefel-Whitney classes, and Pontryagin classes. Not all combinations of generating characteristic classes and cohomology operations are different, but some might result in the same cohomology classes of the classifying space, such that their local formulas are locally equivalent. Analogously, different combinations of cohomology operations alone might represent the same cohomology class of $B'(A)$, and consequently, their local formulas can be trivialized by some (co-)chain local formula taking the same inputs.
Let us give some examples of combinations of cohomology operations resulting in the same cohomology class of (cartesian products of different) $B^i(A)$, and explicitly look at the local equivalence of the corresponding local formulas. First of all, according to its interpretation as intersections, the cup product should be associative,

$$ (X \cup Y) \cup Z = X \cup (Y \cup Z). \quad \text{(G27)} $$

This local equivalence is in fact an equality for cocycles if we use the cup product formula in Eq. (G15). Another equality for this cup product formula is given by its bilinearity,

$$ X \cup (Y + Z) = X \cup Y + X \cup Z. \quad \text{(G28)} $$

Another expected local equivalence is the graded-commutativity of the cup product,

$$ X \cup Y = (-1)^{ij} Y \cup X, \quad \text{(G29)} $$

where $X$ is an $i$-cocycle and $Y$ a $j$-cocycle. This local equivalence is not an equality of cocycles since the cup product formula in Eq. (G15) is not symmetric in $A$ and $B$. However, using the formula in theorem 5.1 of Ref. [33] we see that a trialization of is given in terms of the higher-order cup product,

$$ X \cup Y - (-1)^{ij} Y \cup X = d((-1)^{i+j+1} X \cup 1_Y). \quad \text{(G30)} $$

All in all, different orderings, placing brackets, or expansions of cup products and sums yield locally equivalent formulas. We will consequently drop the brackets and write $AB$ instead of $A \cup B$.

The $Z_2$-valued cohomology classes of $BO(n)$ are given by polynomials in Stiefel-Whitney classes, where the addition is simplex-wise $Z_2$ addition and multiplication is the cup product. For $BSO(n)$ we get the same except that $\omega_1$ is trivial. Accordingly, all other cohomology operations applied to Stiefel-Whitney classes can be expressed again as a polynomial of Stiefel-Whitney classes. E.g., for the Steenrod squares of Stiefel-Whitney classes, we have

$$ Sq^i(\omega_j) = \sum_{t=0}^{i} \binom{j-i+1}{t} \omega_{i-t}\omega_{j+t}, \quad \text{(G31)} $$

for all $i$ and $j$ which is known under the name Wu formula (cf. page 197 in Ref. [35]).

The $Z$-valued cohomology of $BO(n)$ or $BSO(n)$ is more complicated to describe [40]. It consists of polynomials generated by the Euler class, Pontryagin classes, but also of the Bockstein homomorphisms under Eq. (G24) of products of different even-degree Stiefel-Whitney classes $\omega_{2i}$, subject to several equivalences. The mod 2 reduction (which is a cohomology operation corresponding to a group homomorphism) of $Z$-valued characteristic classes are $Z_2$-valued characteristic classes, and thus again equivalent to polynomials of Stiefel-Whitney classes. The mod 2 quotient of a Bockstein homomorphism is known to be the same as the Steenrod square $Sq^1$, which applied to a product of Stiefel-Whitney classes can be obtained from Eq. (G31). For the Pontryagin classes, the relation is

$$ P_i \mod 2 = \omega_{2i}, \quad \text{(G32)} $$

cf. page 181 in Ref. [37].

8. Local versus global equivalence

If two liquid models are in the same exact phase, then they yield the same numbers when evaluated on different manifolds. However, the converse it not necessarily true – there can be different exact phases which still produce the same global invariants. The analogue of this for local formulas of characteristic classes is the following. The cycle that a locally trivial formula associates to different manifolds are always boundaries, but the converse is not true. There can be characteristic classes/local formulas which are not locally trivial, but always yield boundaries when applied to the tangent bundle of a manifold (they will, however, always be non-trivial on some bundle which is not a tangent bundle). In this section we will give some examples for this.

The so-called Wu relation states that the $i$th Steenrod square of a $Z_2$-valued $n - i$-cocycle $X$ in $n$ dimensions is equivalent to its cup product with a degree-$i$ characteristic $Wu$ class $\nu_i$ of the tangent bundle,

$$ Sq^i(X) = \nu_i \cup X. \quad \text{(G33)} $$

$\nu_i$ can be expressed as a polynomial in Stiefel-Whitney classes, and for $i = 1, 2, 3$ we have $\nu_1 = \omega_1$, $\nu_2 = \omega_2^2 + \omega_2$, and $\nu_3 = \omega_1\omega_2$. The equation only holds as an equation between the resulting homology classes for arbitrary manifolds and $X$. Both sides can be interpret as degree-$i$ cohomology classes in $B^{n-i}(Z_2) \times BO(n)$, pulled back via the cartesian product of the classifying map of $X$ and the classifying map of the tangent bundle. Those cohomology classes are different since the left-hand side is trivial on the $BO(n)$ part in contrast to the right-hand side, and accordingly the equation only holds for the tangent bundle but not arbitrary vector bundles. Thus, two sides of the equation will not be be locally equivalent as local formulas. So two vertex-liquid models related by the application of Wu relation above need to evaluate to the same numbers on manifolds, but can be in distinct exact phases.

Part of the definition of the Steenrod square is $Sq^i(X) = 0$ if $X$ is a $j$-cocycle with $j < i$, where 0 denotes the trivial class. Thus, we must have $\nu_j = 0$ on $n$-manifolds for $j > n/2$. This yields equations for the cohomology classes resulting from polynomials of Stiefel-Whitney classes applied to the tangent bundle, such as $\nu_2 = \omega_1^2 + \omega_2 = 0$ on 2-manifolds and 3-manifolds, or $\omega_1\omega_2 = 0$ on 3-, 4- and 5-manifolds. This implies, e.g., that the liquid models $(-1)^{\phi^2}$ and $(-1)^{\phi^2}$ evaluate to
the same numbers on any 2-manifold. However, we have argued in Section 8.2 that the latter two models are in different exact phases. This can now be explained by the fact that different polynomials of Stiefel-Whitney classes are always different cohomology classes of \( BO(n) \), and thus local formulas for \( \omega_1^2 \) and \( \omega_2 \) cannot be locally equivalent.

Another relation between characteristic classes which is not a local equivalence follows from the Hirzebruch signature theorem (cf. page 86 in Ref. [35]),

\[
\sigma(X) = \int_X P_1 / 3 ,
\]

for all 4-manifolds \( X \), where \( \sigma \) is the signature of \( X \). That is, it is the signature of the matrix whose rows and columns correspond to the generators of the degree-2 \( Z \)-valued cohomology classes and whose entries are the integrals over cup products between the latter. Since the signature is an integer, we conclude that

\[
P_1 \mod 3 = 0 .
\]

as an equation between the resulting cohomology classes of the tangent bundle of a 4-manifold. However, this \( P_1 \mod 3 \) is not trivial on the classifying space and also not trivial on arbitrary vector bundles. Hence, we cannot expect that there is a local formula for a trivialization of \( P_1 \mod 3 \) on triangulations, and \( e^{\pi i \frac{P_1}{3}} \) is an all-scalar vertex-liquid model which evaluates to 1 on every 4-manifold but which is not in a trivial exact phase.

**Appendix H: More discussion of the CYWW model**

In this appendix, we look at the CYWW model in more detail. To start with, we will support the claim that the modular CYWW bulk is in a trivial topological phase. A good first indication is that the model is known to be invertible. Even though there are examples of invertible but non-trivial phases with fermions (such as the Kitaev chain), with symmetries (such as SPTs), or with chirality (such as the intrinsic bosonic \( E_8 \) invertible phase), all invertible non-chiral intrinsic bosonic topological phases in 2 + 1 and 1 + 1 dimensions turn out to be trivial, and we expect that the same is true in 3 + 1 dimensions. Note that invertibility implies that the ground state is non-degenerate on any manifold.

Second, the modular CYWW model does not possess any defects of co-dimension 2, 3, and 4. Along the lines of Section 3 membrane defects (co-dimension 2) are in one-to-one correspondence with the boundaries of the 3-dimensional model obtained by compactifying one of the 4 dimensions into a circle. Roughly, if we look at the ground state space of the compactified model on \( M \times S_1 \) for a 2-manifold \( M \), we can see that we can create pairs of small anyon loops around \( S_1 \) and move them around. As in a UMTC all anyons braid non-trivially with some other anyons, this forces the anyon network on \( M \) to be trivial and leads to a trivial ground state space. Line defects (co-dimension 3) are in one-to-one correspondence with the boundaries of the 2-dimensional model obtained by compactifying two of the 4 dimensions into a sphere, corresponding to the ground states of the CYWW model on \( S_1 \times S_2 \). Again, intuitively, we can create an anyon loop and pull it around \( S_2 \), which will force any loop around \( S_1 \) to be trivial. Point defects (co-dimension 4), potentially singular, are the same as ground states on different manifolds. As the ground states form a 1-dimensional vector space on any manifold, the point defects are trivial.

Third, the evaluation of the CYWW on a closed 4-manifold \( X \) is given by

\[
Z(X) = e^{\frac{ic\pi \sigma(X)}{4}} ,
\]

and is an exponential of the signature \( \sigma \) [24], defined in Appendix G, whose basis is determined by the chiral central charge \( c \) of the input UMTC. Using the Hirzebruch signature theorem (cf. Appendix G), we can express this in terms of the first Pontryagin class \( P_1 \),

\[
Z(X) = (e^{2\pi i \frac{\sigma}{24}})^X P_1 .
\]

So the evaluation of the modular CYWW model is precisely the same as that of the all-scalar anomaly liquid model to which we hope to find an invertible domain wall in the non-projective case, as depicted in Eq. (92). As we stressed Appendix G, the fact that the modular CYWW evaluates to the same numbers as the all-scalar anomaly model does not necessarily imply that the two are in the same exact phase, but it can be seen as a good indication. In any case, this provides a very neat interpretation of the modular CYWW as a physically non-trivial way of writing the chiral anomaly of the chiral model given by its standard boundary.

Furthermore, let us now argue why the compactified 2 + 1-dimensional model obtained from the modular CYWW model indeed represents the chiral phase given by the input UMTC. We sketch how to show that the anyon content of the 2 + 1-dimensional model above is described by precisely this UMTC. The anyons of the (compactified) 2 + 1-dimensional model are in one-to-one correspondence with the boundaries of the 1 + 1-dimensional model obtained by another compactification with a circle. The two compactifications can be combined into a single compactification of the CYWW with an annulus with one invertible and one cone boundary. Using the topology-changing moves corresponding to invertibility, the invertible-boundary puncture can be filled, such that we are left with the compactification with a cone-boundary disk,

\[
\text{See diagram.}
\]

Thus, the anyons of the 2 + 1-dimensional model are in one-to-one correspondence to the boundaries of the
the UMTC can be chosen purely real. Consequently, the pick the representative with charge of the three-fermion UMTC is $4 \mod 8$. If we SPT phase protected by time-reversal symmetry \[40\]. the tensors corresponds to imposing a time-reversal sym-
sors on unoriented triangulations. Physically, reality of fusion rules \[39\], i.e., unique fusion outcome.
only the semion UMTC and the semion UMTC, or the Fibonacci UMTC. Among them, are only a few UMTCs with less anyons, including the simple fixed-point model for a number of reasons. phase is a promising candidate for posessing a reasonably code, but the braiding is different. The three-fermion phase is a promising candidate for possessing a reasonably simple fixed-point model for a number of reasons.
First, it is one of the simplest chiral UMTCs. There are only a few UMTCs with less anyons, including the semion UMTC, or the Fibonacci UMTC. Among them, only the semion UMTC and the $Z_3$ UMTC have Abelian fusion rules \[39\], i.e., unique fusion outcome.
Second, the $F$- and $R$-symbols of the three-fermion UMTC can be chosen purely real. Consequently, the three-fermion CYWW model, which is directly built from the $F$- and $R$ symbols, is a liquid model with real ten-
sors on unoriented triangulations. Physically, reality of the tensors corresponds to imposing a time-reversal sym-
mtry for bosonic models. Accordingly, it has been con-
jected that the three-fermion CYWW is a non-trivial SPT phase protected by time-reversal symmetry \[10\].
Third, in accordance with reality, the chiral central charge of the three-fermion UMTC is 4 mod 8. If we pick the representative with $c = 12$, the chiral anomaly also becomes a purely real all-scalar liquid model,
$$e^{2\pi i \frac{2}{3} P_1} = (-1)^{P_1} = (-1)^{\omega_2^2},$$
where we used Eq. \[G32\] from Appendix \[G\] and the equations are to be understood as local equivalences of all-scalar liquid models. Note that in contrast to the general $P_1$ anomaly, a simple combinatorial formula is known for its mod 2 reduction $\omega_2^2$.
Fourth, the $F$- an $R$-symbols, and hence the tensors of the three-fermion CYWW model, are stabilizer tensors, that is, they are tensors which are unique ground states of some stabilizer code. Stabilizer tensors are a subset of array tensors for which tensor networks can be efficiently stored and evaluated even for large networks with many indices. It is thus tempting to think that, in our search for an invertible boundary of the three-fermion CYWW model, we can restrict to models consisting of stabilizer tensors as well.
Fifth, the three-fermion CYWW model can be formulated in terms of simpicial cohomology (as in fact all Abelian-MTC CYWW models, for general cohomology operations). In general, the CYWW state-sum for an UMTC involves a sum over different anyon labels at every triangle of a 4-dimensional cellulation. At every 4-
simplex, we take the 3-dimensional triangulation corre-
sponding to its boundary and thread the corresponding anyon world lines perpendicular through each triangle. Then, we connect the anyon world lines coming from the four adjacent triangles at every tetrahedron with fusi-
sions. Evaluating the resulting anyon-network in a 3-
sphere yields the 15j-symbol associated to the 4-simplex \[11\]. For the three-fermion UMTC, the anyon labels on the faces form the group $Z_2 \times Z_2$. The fusion rules imply that the two $Z_2$ factors of the anyons labelling the faces must be two $Z_2$ 2-cocycles (cf. Appendix \[G\] $A$ and $B$. The evaluation of the anyon network corresponding to the 15j-symbol on the 4-simplex is easy since the $F$-symbols are trivial. It suffices to apply the $R$-matrix once to the anyon world lines perpendicular to the triangles 012 and 234 of the branching-structure 4-simplex. This results in a weight\[I2\]evaluated on the 4-simplex \[I2\], which is the same as
$$(-1)^{A \cup A + B \cup B + A \cup B}$$
evaluated on the 4-simplex when we use the cup-product formula from Ref. \[43\].
Sixth, and most importantly, there is the aforementioned QCA disentangling the three-fermion CYWW model found in Ref. \[7\]. An extension of the QCA to arbitrary cubulations can be found in Ref. \[25\]. Moreover, a fully explicit formula for the QCA on a regular cubic lattice can be found in the appendix of Ref. \[9\], and the interpretation of the resulting Pauli terms have a rather straight-forward interpretation in terms of higher-order cup products \[42\]. This allows us to express them on arbitrary cellulations.
The ultimate goal would be to find an invertible boundary of the three-fermion CYWW model, or more precisely, an invertible domain wall to the all-scalar anomaly liquid model in Eq. \[I1\]. Note that in principle, the models $e^{2\pi i \frac{2}{3} P_1}$ and $e^{2\pi i \frac{-2}{3} P_1}$ are possible anomalies as well which are evaluate to the same number but are in distinct exact phases. In fact, for the three-fermion CYWW, we can show quite simply that it evaluates to the same num-
ber as the suggested anomaly models. Indeed, following Ref. \[12\], we can use the Wu relation (cf. Eq. \[G33\]) to
obtain
\[ \sum_{A,B} (-1)^{f(A \cup B) + B \cup B + A \cup B} \]
\[ = \sum_{B} (-1)^{f(B) + B} \sum_{A} (-1)^{f(A) + A} \]
\[ = \sum_{B} (-1)^{f(B) + B} \delta_0 \omega_1^2 + \omega_2 + B \]
\[ = (-1)^{f(\omega_1^2 + \omega_2)} = (-1)^{f(\omega_1^2 + \omega_2) + \omega_1^2} = (-1)^{f \omega_1^2}. \]

Note that the first equality is only on the level of evaluations and does not say that the two liquid models are in the same exact phase, since the Wu relation does not correspond to a local equivalence as we stressed in Appendix G. All other equality signs do in fact correspond to phase equivalences. The last equation holds for combinatorial oriented 4-manifolds, where \( \omega_1 \) has a trivializing 4-cycle by definition such that any term containing \( \omega_1 \) disappears.

Due to the triviality of the 4th Wu class on 4-manifolds, we have
\[ \nu_4 = \omega_1^4 + \omega_2^2 + \omega_1 \omega_3 + \omega_4 = 0 \] (I5)
as equation between cohomology classes. Thus,
\[ \omega_2^2 = \omega_4 = \chi \mod 2 \] (I6)
on oriented manifolds, where the first equality is between cohomology classes whereas the second equality is a local equivalence. Thus, judging from the evaluation only, the \((-1)^{\chi}\) all-scalar model would be another candidate for being in the same phase as the three-fermion CYWW as well. However, this model cannot represent any non-trivial anomaly, since it does have an all-scalar topological boundary as the Euler characteristic is defined on manifolds with boundary. If \((-1)^{\chi}\) was the anomaly of a \(2 + 1\)-dimensional liquid model, we could compactify with an interval of \((-1)^{\chi}\) with the \(2 + 1\)-dimensional model on the one and the all-scalar boundary on the other side. This would yield the \(2 + 1\)-dimensional model without anomaly. Contrary, attempts to construct all-scalar boundaries seem to consistently fail for the \((-1)^{\omega_2^2}\) model, though we cannot give any proof for this to date.

As we have expressed the 3-fermion CYWW model as a sum over 2-cocycles weighted by a cup product formula, one might hope that the hypothetical invertible boundary can also be expressed in this language. However, this cannot be exactly the case, since the cup product has a formula where its value on an \(x\)-simplex only depends on the values of sub-simplices, and consequently can be written as a simplex-liquid model. This would thus yield a simplex-liquid model for the three-fermion phase, which is impossible as argued in the previous section. However, it is possible for the similar toric-code CYWW model. The partition function of the latter can also be written as a sum over two 2-cocycles, this time only weighted by a single cup product,
\[ \sum_{A,B} (-1)^{f(A \cup B)} \] (I7)

(Co-)cycles and the corresponding boundary maps can be extended to manifolds with boundary in two distinct ways. For closed cocycles, the boundary map at the boundary is the same as in the bulk and given by summing over values on adjacent simplices. So intuitively, closed cocycles are still given by patterns of closed loops, membranes, etc., inside a manifold with boundary. On the other hand, for free cocycles, the boundary map is trivial at the boundary. Thus, free cocycles are patterns of loops, membranes, etc. which are closed in the inside of the manifold, but are allowed to end freely at the boundary.

The cup product of two closed cocycles inside a manifold with boundary can be defined as before. It yields a closed cocycle, and is still compatible with the closed boundary map, i.e., the resulting cohomology class only depends on the cohomology class of the two input cocycles. The same is true for the cup product of a closed and a free cocycle. In contrast, the cup product of two free cocycles is not compatible with the boundary map, as the following example of a green and red free 1-cocycle inside a 2-manifold with blue boundary shows,

The green cocycle is a boundary as a free cocycle and thus in the trivial cohomology class, yet it has an odd intersection number with the red cocycle.

The standard CYWW boundary of both the three-fermion CYWW model in Eq. (I3) and the toric-code CYWW model in Eq. (I7) corresponds to extending both \(A\) and \(B\) as closed 2-cocycles. For the toric-code CYWW model, the invertible boundary corresponds to extending \(A\) as closed 2-cocycle, but \(B\) as free 2-cocycle (or vice versa). In principle, the same type of boundary would also work for the three-fermion CYWW model. However, the term \(B \cup B\) in the action is not consistent with cohomology for a free \(B\). The cup product \(B \cup B\) can be obtained by shifting one copy of \(B\) from a 2-cocycle to a 2-cycle using the branching structure, and then taking the intersection of \(B\) with the shifted \(B\). Let \(B_\partial\) be the 1-cocycle we get from restricting \(B\) to the boundary. For \(B\) being a 2-boundary, \(B \cup B\) is given by the linking number of \(B_\partial\) with its shifted copy. So we would have to find a path integral defined on \(B_\partial\)-coloured 3-triangulations which evaluates to the linking number of \(B_\partial\) with its shifted copy if \(B_\partial\) is a boundary.

Given a trivialization \(X\) of \(B_\partial\), the self-linking number can be obtained by \(X \cup B_\partial\), and by summing over all possible \(X\) we would obtain a path integral evaluating to the
self-linking number. However, summing over trivializations of $B_\partial$ inside the boundary is equivalent to having $B$ closed instead of free. So the resulting boundary would be the standard boundary which is not invertible. The latter would be guaranteed by using an all-scalar path integral evaluating to the self-linking of $B_\partial$. However, this cannot exist since the self-linking of a single large loop $B_\partial$ can be changed by applying a Dehn twist along another loop linked with the $B_\partial$-loop which can be arbitrarily far away from $B_\partial$. Thus, the self-linking cannot be determined only by the triangulation in a constant-size environment of $B_\partial$. So in order to construct an invertible boundary we would need something in between summing over trivializations of $B_\partial$ and an all-scalar path integral depending on $B_\partial$. Moreover, the path integral cannot be a state sum of a simplex-liquid type. Attempting to find such a path integral will be left for future work.