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Abstract
In this paper, we consider a class of models for multiphase fluids, in the framework of mixture theory. The considered system, in its more general form, contains both the gradient of a hydrostatic pressure, generated by an incompressibility constraint, and the gradient of a compressible pressure depending on the volume fractions of some of the different phases. To approach these systems, we define an approximation based on the Leray projection, which involves the use of the Lax symbolic symmetrizer for hyperbolic systems and paradifferential techniques. In two space dimensions, we prove its well-posedness and convergence to the unique classical solution to the original system. In the last part, we shortly discuss the difficulties in the three dimensional case.
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1. Introduction
We consider a fluid composed of two different phases, with respective volume fractions $B, L \in [0, 1]$, depending on time $t \in [0, T]$, for some $T > 0$, and space $x \in \mathbb{R}^d$, and
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satisfying the following system:

\[
\begin{align*}
\partial_t B + \nabla \cdot (B v_S) &= \Gamma_B, \\
\partial_t L + \nabla \cdot (L v_L) &= \Gamma_L, \\
\partial_t (B v_S) + \nabla \cdot (B v_S \otimes v_S) + \gamma \nabla B + B \nabla P &= (M - \Gamma_L) v_L - M v_S, \\
\partial_t (L v_L) + \nabla \cdot (L v_L \otimes v_L) + L \nabla P &= -(M - \Gamma_L) v_L + M v_S, \\
B + L &= 1, \\
\Gamma_B + \Gamma_L &= 0,
\end{align*}
\]

(1.1)

where the \(d\)-dimensional vectors \(v_S, v_L\) are the velocities of \(B\) and \(L\) respectively, \(\nabla P\) is the gradient of an incompressible pressure term, \(\gamma, M\) are experimental constant values and \(\Gamma_B, \Gamma_L\) are given source terms, possibly dependent on \(B\) and \(L\). In (1.1), the momentum equations for the solid and the liquid phases are different: in the first one, \(\gamma \nabla B\) is the excess stress tensor, while, following [1], [12], there is no excess stress tensor for the liquid part. Summing the first and the second equation, using the two last conditions in (1.1), and setting \(L = 1 - B\), yields:

\[
\begin{align*}
\partial_t B + \nabla \cdot (B v_S) &= \Gamma_B, \\
\partial_t v_S + v_S \cdot \nabla v_S + \frac{\gamma \nabla B}{B} + \nabla P &= \frac{(M + \Gamma_L)(v_L - v_S)}{B}, \\
\partial_t v_L + v_L \cdot \nabla v_L + \nabla P &= \frac{M(v_S - v_L)}{(1 - B)}, \\
\nabla \cdot (B v_S + (1 - B) v_L) &= 0,
\end{align*}
\]

(1.2)

where the last equation represents the incompressibility of the mixture as a whole.

More generally, system (1.2) is the two phases case of a wide class of multiphase models of fluids of an arbitrary number \(N\) of constituents. These models arise from mixture theory, see for instance [25], [7], [8], [23], [24], [11], and their general formulation is as follows:

\[
\begin{align*}
\rho_n (\partial_t \phi_n + \nabla \cdot (\phi_n v_n)) &= \Gamma_n, \\
\rho_n (\partial_t (\phi_n v_n) + \nabla \cdot (\phi_n v_n \otimes v_n)) &= \nabla \cdot \tilde{T}_n + m_n + \Gamma_n v_n, \\
\sum_{n=1}^N \phi_n &= 1, \\
\sum_{n=1}^N \Gamma_n &= 0,
\end{align*}
\]

(1.3)

where

- \(\rho_n\) is the density of the \(n^{th}\) phase, assumed to be constant, in accordance with the incompressibility condition,

- \(\phi_n\) is the volume fraction of each constituent,
\begin{itemize}
  \item $v_n$ is the specific velocity,
  \item $\Gamma_n$ is the mass exchange rate between different phases,
  \item $\tilde{T}^n$ is the partial stress tensor,
  \item $m_n$ is the interaction force, which is related to interactions between different phases across the interface.
\end{itemize}

For more details about the derivation of model (1.3) see, for instance, [12]. These models arise in many fields, as tumor growth and vasculogenesis in [1], biological tissues and porous media in [12]. In particular, among several applications, we refer to the model proposed in [9], which describes biological structures called biofilms, composed by four different phases: bacteria, dead bacteria, extracellular polymeric matrix, and the liquid phase, with respective volume fractions $B, D, E, L$. This model satisfies the following equations:

\begin{equation}
\begin{aligned}
\partial_t B + \nabla \cdot (Bv_S) &= \Gamma_B, \\
\partial_t D + \nabla \cdot (Dv_S) &= \Gamma_D, \\
\partial_t E + \nabla \cdot (Ev_S) &= \Gamma_E, \\
\partial_t L + \nabla \cdot (Lv_L) &= \Gamma_L, \\
\partial_t ((1 - L)v_S) + \nabla \cdot ((1 - L)v_S \otimes v_S) + \gamma \nabla(1 - L) + (1 - L)\nabla P &= (M - \Gamma_L)v_L - Mv_S, \\
\partial_t (Lv_L) + \nabla \cdot (Lv_L \otimes v_L) + L\nabla P &= -(M - \Gamma_L)v_L + Mv_S, \\
B + D + E + L &= 1, \\
\Gamma_B + \Gamma_D + \Gamma_E + \Gamma_L &= 0,
\end{aligned}
\end{equation}

where $v_\phi, \Gamma_\phi$ are respectively the velocities and the source terms for $\phi = B, D, E, L,$ and $\nabla P$ is the incompressible pressure. Actually, system (1.2) is just the two phases case of (1.4), where the three "solid" species are lumped together. Besides, system (1.2) is worth considering, since many models for biological applications are constituted by two phases as, for instance, the one presented in [12]. In the following, we will focus on system (1.2) for simplicity reasons, but the arguments will be briefly generalized to the case of system (1.4) in Section 4.

Although mixture models are largely diffused, up to now the analytical theory has been mainly developed in one space dimension, see for instance [16], [27], [31], and [15], while some results about linear stability and numerical approximations were considered in [14]. More recently, a complete analytical study of the one dimensional biofilms model (1.4) and the related two phases system (1.2), with the proof of the global existence and uniqueness of smooth solutions and the analysis of their
asymptotic behavior for initial data, which are small perturbations of the equilibrium point, were given in [5]. Actually, in the one dimensional case, a great simplification occurs due to the fact that, by adding the mass balance equations of (1.3) for \( n = 1, \ldots, N \), we get the incompressibility condition for the mixture as a whole, which, in the one dimensional case, reads

\[
\sum_{n=1}^{N} \partial_x (\phi_n v_n) = 0. \tag{1.5}
\]

After some calculations, the equality (1.5) allows us to solve for the incompressible pressure \( \nabla P \) in (1.3). Besides, the remaining system is symmetrizable hyperbolic (see [20], [3], [28]), and so the standard theory applies. On the other hand, in several space dimensions there is not a simple way to deal with the term \( \nabla P \). More precisely, considering model (1.2), the incompressibility condition is the following:

\[
\nabla \cdot (Bv_S + (1 - B)v_L) = 0. \tag{1.6}
\]

In order to work using a divergence free formulation, we define

\[
w := Bv_S + (1 - B)v_L \tag{1.7}
\]

and we could try to apply classical methods used for incompressible fluids, see [20], [21], [30], and [4], which are essentially based on the projection of the velocity field onto the space of the divergence free vectors.

However, in our case, even in the divergence free variables, there are some difficulties. The first one is given by the interaction between the Friedrichs symmetrizer of the hyperbolic part of system (1.2) and the gradient of the incompressible pressure term. Actually, the scalar product induced by the classical symmetrizer does not preserve the orthogonality of the gradient of the incompressible pressure with respect to the divergence free average velocity. This happens since the symmetrizer and the pressure part of the system do not commute and, moreover, their commutator is still a first order operator, see Section 2 below. Therefore, we cannot get rid of the incompressible pressure, unlike in the case of the incompressible Euler equations, see for instance [19]. Furthermore, it is not obvious how to get useful energy estimates in Sobolev spaces for system (1.2), since our hydrostatic pressure does not possess enough regularity in space. In fact, looking at the elliptic equation for the pressure \( P \), which is obtained applying the divergence operator to the momentum equations in system (1.2), we have

\[
\Delta P = - \sum_{j=1}^{d} \sum_{i=1}^{d} \partial_{x_j} w_i \partial_{x_i} w_j - \nabla \cdot \nabla \cdot (B(1 - B)z \otimes z) - \gamma \Delta B, \tag{1.8}
\]
where \( z := v_S - v_L \). Let us compare (1.8) with the elliptic equation for the pressure \( P^E \) of the incompressible Euler equations with velocity \( v^E \), see [19], namely

\[
\Delta P^E = -\sum_{j=1}^{d} \sum_{i=1}^{d} \partial_{x_j} v^E_i \partial_{x_i} v^E_j.
\]  

Starting from velocity fields \( w, z \) in (1.8) and \( v^E \) in (1.9) with the same \( H^s \) regularity for some \( s > \lfloor d/2 \rfloor + 1 \), our pressure \( P \) in (1.8) is only in \( H^s \), while \( P^E \) in (1.9) is in \( H^{s+1} \). So, because of this lack of regularity, which is due not only to the inertial term \( \nabla \cdot (B(1 - B)z \otimes z) \), but also to the compressible pressure term \( \gamma \nabla B \), we are unable to close the energy estimates for system (1.2).

For all these reasons, the different approaches used for incompressible fluids do not work for (1.2). For instance, even if the numerical simulations in [9], which use the Chorin-Temam projection method [29], seem to yield some reliable results, we do not know how to prove any rigorous convergence result for this approximation scheme in this case. In fact, while the \( L^2 \)-norm of the projected solution is estimated step by step by the \( L^2 \)-norm of the non-projected vector, thanks to the Hodge decomposition theorem [29], this property no more holds for the scalar product induced by the symmetrizer and so we are unable to control the energy estimates. This structural difficulty is also the reason why the singular perturbation approximation in [6], which can be viewed as a continuous version of the projection method, does not work for system (1.2). Also, we are not able to prove the convergence of the approximation used by Valli & Zajaczkowski in [30] to solve the incompressible Euler equations, since, again, we cannot get the necessary energy estimates from the elliptic equation (1.8). For completeness, we notice that the same holds for the artificial compressibility method of Temam in [29], since there is no classical symmetrizer for the related approximating compressible system and the Lax symmetrizer that we have found does not satisfy the assumptions required in studying singular perturbations approximations, as in [13].

In spite of these negative remarks, in this paper we prove the convergence of one approximation to system (1.2), made by the composition of some smoothing operators and the Leray projector, see [4] and [6] for different applications of this technique. Here, the main idea is as follows. First, we apply the projector onto the space of the vectors such that the averaged velocity \( w \) is divergence free. Then, we consider the highest order part of the paradifferential operator associated to the projected system (1.2), which has a useful structural property. It can be verified that the highest order part is a strongly hyperbolic operator of the first order, therefore it is possible to find a Lax symmetrizer for it. The construction of this symmetrizer is essentially based on the techniques developed in [22], which are combined here to some ideas in [13]. We point out that, the main point here is to symmetrize the whole projected
operator, rather than just use the symmetrizer of the hyperbolic part of (1.2). Using paradifferential calculus, we are able to establish some uniform energy estimates and the convergence of this method to (1.2), as well as in the case of the more general model (1.4), both in two space dimensions.

1.1. Plan of the paper

The paper is organized as follows. In Section 2 we discuss the general setting and the main properties of the two phases system (1.2) in two space dimensions, by emphasizing the difficulties for the various formulations of the problem. Section 3 is devoted to the definition and well-posedness of our approximation, using an approach based on paradifferential calculus, and a proof of its convergence. In Section 4, we show how to apply the previous arguments to the more general system (1.4), always in two space dimensions. Finally, in Section 5 we discuss the difficulties we have found to extend these results to the the three dimensional case.

2. General setting

2.1. Basic formulation

Let \( u = (B, v_S, v_L) \). System (1.2) can be written in the following compact form:

\[
\begin{align*}
\partial_t u + \sum_{j=1}^d A_j(u) \partial_{x_j} u + F_P &= G(u), \\
\nabla \cdot (B v_S + (1 - B)v_L) &= 0,
\end{align*}
\]

(2.1)

where the term \( F_P \) is given by the gradient of the hydrostatic incompressible pressure

\[
F_P = (0, \nabla P, \nabla P),
\]

(2.2)

and the source term have the following expression

\[
G(u) = (\Gamma_B, \Gamma_{v_S}, \Gamma_{v_L}),
\]

(2.3)

where

\[
\Gamma_B = B(k_B(1 - B) - k_D), \quad \Gamma_{v_S} = \frac{(M + \Gamma_B)(v_L - v_S)}{B}, \quad \Gamma_{v_L} = \frac{M(v_S - v_L)}{(1 - B)},
\]

(2.4)

and \( k_B, k_D, M \) are experimental constants. The initial data related to (2.1) are the following:

\[
u(0, x) = u_0(x) = (B_0(x), v_{S_0}(x), v_{L_0}(x)) \quad \text{such that} \quad \nabla \cdot (B_0 v_{S_0} + (1 - B_0)v_{L_0}) = 0.
\]

(2.5)
Although most of the calculations in this first section hold in the general $d$-dimensional case, we limit our consideration only to the two dimensional case. In one space dimension, in fact, system (2.1) is a particular version of that already discussed in [3], while in three space dimensions there are some structural problems that lead to technical difficulties, as we will see in Section 5. Setting $d = 2$, system (2.1) reads

$$\begin{cases} \partial_t u + A_1(u)\partial_x u + A_2(u)\partial_y u + F_p = G(u), \\ \nabla \cdot (Bv_S + (1 - B)v_L) = 0, \end{cases}$$

with $F_p$ in (2.2), $G(u)$ in (2.3) and the initial data $u_0$ in (2.5). The flux matrices are:

$$A_1(u) = \begin{pmatrix} v_{S_1} & B & 0 & 0 & 0 \\ \frac{\gamma}{B} & v_{S_1} & 0 & 0 & 0 \\ 0 & 0 & v_{S_1} & 0 & 0 \\ 0 & 0 & 0 & v_{L_1} & 0 \\ 0 & 0 & 0 & 0 & v_{L_1} \end{pmatrix}, \quad A_2(u) = \begin{pmatrix} v_{S_2} & 0 & B & 0 & 0 \\ 0 & v_{S_2} & 0 & 0 & 0 \\ \frac{\gamma}{B} & 0 & v_{S_2} & 0 & 0 \\ 0 & 0 & 0 & v_{L_2} & 0 \\ 0 & 0 & 0 & 0 & v_{L_2} \end{pmatrix}.$$  

(2.7)

**Assumption.** From (2.7), the terms $B$ and $(1 - B)$ cannot vanish. Then, we take $0 < B < 1$.

**Remark 2.1.** The assumption above is quite natural, in fact, from the mass balance equation for $B$ in (1.2), if the initial data $B_0$ (and $1 - B_0$) in (2.5) does not vanish for all $x \in \mathbb{R}^d$, then, under some standard assumptions of regularity, $B(t,x)$ (and $1 - B(t,x)$) cannot vanish too. In particular, if $B_0 \in W^{1,\infty}(\mathbb{R}^2)$ and $v_S \in L^1([0,T], \text{Lip}(\mathbb{R}^2))$, the strict positivity of $B$ (and $1 - B$) follows by the results in [18].

In the following, we prove that, fixing a constant value $\bar{B}$ and taking $B_0$ such that $B_0 - \bar{B} \in H^s(\mathbb{R}^2)$, with $s > \lfloor d/2 \rfloor + 1 = 2$, then $(B - \bar{B}, v_S) \in C([0,T], H^s(\mathbb{R}^2)) \cap C^1([0,T], H^{s-1}(\mathbb{R}^2))$, in accordance with the assumptions of Proposition 1 in [18].

As discussed in Remark 2.1, system (2.33) is singular in $B = 0$, then the unknown $B$ cannot belong to $L^2(\mathbb{R}^2)$. In order to work in the natural setting of the Sobolev spaces, we make a slight modification. From the form of the source term $G$ in (2.3)–(2.4), the admissible equilibrium point of system (1.2) is the following:

$$\bar{u} = (\bar{B}, \bar{v}_S, \bar{v}_L) = (1 - \frac{k_D}{k_B}, \bar{v}, \bar{v}),$$

(2.8)

where $\bar{v}$ is a two dimensional constant vector arbitrarily chosen. Taking $\bar{v} = 0$, we have

$$\bar{u} = (\bar{B}, 0, 0).$$

(2.9)
In this section, to simplify the presentation, we define the translated system, which will be considered in Section 3. Let
\[ \tilde{u} = (\tilde{B}, \tilde{v}_S, \tilde{v}_L) := u - \bar{u}, \] (2.10)
with \( \bar{u} \) in (2.9). Then, we will study the following system:
\[
\begin{aligned}
\partial_t \tilde{u} + \sum_{j=1}^{2} A_j (\tilde{u} + \bar{u}) \partial_{x_j} \tilde{u} + F_P &= G(\tilde{u} + \bar{u}), \\
\nabla \cdot ((\tilde{B} + \bar{B}) \tilde{v}_S + (1 - (\tilde{B} + \bar{B})) \tilde{v}_L) &= 0,
\end{aligned}
\] (2.11)
with initial data
\[ \tilde{u}(0, x) = \tilde{u}_0 = u_0 - \bar{u}, \] (2.12)
and \( u_0 \) in (2.5). We provide now the definition of classical local solutions to (1.2).

**Definition 2.1.** Let \( s > 2 \) be fixed. The function \( \tilde{u} = (\tilde{B}, \tilde{v}_S, \tilde{v}_L) \) is a classical solution to system (2.1), if
\[ \tilde{u} \in C([0, T], H^s(\mathbb{R}^2)) \cap C^1([0, T], H^{s-1}(\mathbb{R}^2)) \]
for any time \( T > 0 \), and \( \tilde{u} \) solves system (2.11) in the classical sense, with initial data \( \tilde{u}_0 \in H^s(\mathbb{R}^2) \) in (2.12), where \( P \) is a function such that \( \nabla P \in C([0, T], H^{s-1}(\mathbb{R}^2)) \).

In the remainder of this section, we just omit the tilde to simplify the notations. Considering (2.7), it is easy to find a diagonal matrix that symmetrizes the first order part \( A_1(u) \partial_x u, A_2(u) \partial_y u \) of system (2.6) The Friedrichs (or classical) symmetrizer is
\[ S_0(u) = \text{diag} (\gamma/B, B, B, (1-B), (1-B)). \] (2.13)

The existence of this symmetrizer for \( A_1(u), A_2(u) \) implies that, disregarding the pressure term, system (2.6) is hyperbolic. Nevertheless, that classical symmetrizer is not useful to close some energy estimates, since we have to deal also with the incompressible pressure term \( F_P \). In fact, in the Sobolev spaces \( H^s(\mathbb{R}^2) \) with \( s > 2 \), when we take the \( s \)-derivative of system (2.6) and multiply by \( \nabla^s u \) in order to get energy estimates, the right-hand side of the equation contains the following scalar product in \( L^2(\mathbb{R}^2) \):
\[
(S_0(u) \nabla^s F_P, \nabla^s u)_0 = ((0, B\nabla^{s+1} P, (1-B)\nabla^{s+1} P), (\partial_x^s B, \nabla^s v_S, \nabla^s v_L))_0
\]
\[
= (B\nabla^{s+1} P, \nabla^s v_S)_0 + ((1-B)\nabla^{s+1} P, \nabla^s v_L)_0.
\]

Unfortunately, taking \( u \in H^s(\mathbb{R}^2) \), the pressure term \( P \) has not enough regularity, as shown by the elliptic equation (1.8), and then we are unable to close our estimates. Besides, the symmetrizer (2.13) depends on the variable \( u \), whose components do not depend explicitly on the average velocity \( Bv_S + (1-B)v_L \), which is, instead, the
divergence free vector field associated to \((2.6)\). Then, we can try to introduce the new variables
\[
w := Bv_S + (1 - B)v_L, \quad z := v_S - v_L,
\]
so setting \(v = (B, w, z)\). It can be easily seen that, passing to the new variable \(v\), the fourth equation of \((1.2)\) yields \(\nabla \cdot w = 0\), which is exactly the incompressibility condition for the mixture as a whole. Moreover, the equation for the average velocity \(w\), which is
\[
\partial_t w + w \cdot \nabla w + \nabla \cdot (B(1 - B)z \otimes z) + \gamma \nabla B + \nabla P = 0,
\]
contains the gradient of the incompressible pressure \(\nabla P\) alone, without multiplication by any phase volume fraction, while the equation for the relative velocity \(z\),
\[
\partial_t z + w \cdot \nabla z + z \cdot \nabla w + z \cdot \nabla ((1 - B)z) - Bz \cdot \nabla z + \frac{\gamma \nabla B (1 - B)}{B(1 - B)} = -\frac{z(M + \Gamma B (1 - B))}{B(1 - B)},
\]
is free from the incompressible pressure. Considering \((2.14)\), let \(\phi(u)\) be the diffeomorphism so defined
\[
v = (B, w, z) = \phi(u) = (B, Bv_S + (1 - B)v_L, v_S - v_L).
\]
System \((2.6)\), can be written in the following compact form:
\[
\begin{cases}
\partial_t v + \sum_{j=1}^{2} \tilde{A}_j(v) \partial_{x_j} v + \tilde{F}_P = \tilde{G}(v); \\
\nabla \cdot w = 0,
\end{cases}
\]
with initial data
\[
v(0, x) = v_0(x) = (B_0(x), w_0(x), z_0(x)) \quad \text{such that} \quad \nabla \cdot w_0 = 0,
\]
where
\[
\tilde{A}_j(v) = (\phi^j A_j \phi^{-1})(\phi^{-1}(v)), \quad \text{for} \quad j = 1, 2, \quad \tilde{G}(v) = (\phi^j G \phi^{-1})(\phi^{-1}(v)),
\]
and
\[
\tilde{F}_P = (0, \nabla P, 0).
\]
Explicitly,
\[
\tilde{A}_1(v) = \begin{pmatrix}
w_1 + z_1(1 - 2B) & B & 0 & B(1 - B) & 0 \\
\gamma + z_1^2(1 - 2B) & w_1 + Bz_1 & 0 & 2Bz_1(1 - B) & 0 \\
z_1z_2(1 - 2B) & Bz_2 & w_1 & Bz_2(1 - B) & Bz_1(1 - B) \\
\gamma - z_1^2 & z_1 & 0 & w_1 + z_1(1 - 2B) & 0 \\
z_1z_2 & 0 & z_1 & 0 & w_1 + z_1(1 - 2B)
\end{pmatrix},
\]
\[
\text{and}
\]
\[
\tilde{F}_P = (0, \nabla P, 0).
\]
\[
\tilde{A}_2(\mathbf{v}) = \begin{pmatrix}
w_2 + z_2(1 - 2B) & 0 & B & 0 & B(1 - B) \\
z_1z_2(1 - 2B) & w_2 & Bz_1 & Bz_2(1 - B) & Bz_1(1 - B) \\
\gamma + z_2^2(1 - 2B) & 0 & w_2 + Bz_2 & 0 & 2Bz_2(1 - B) \\
-\frac{\gamma}{B} - z_2^2 & z_2 & 0 & w_2 + z_2(1 - 2B) & 0 \\
\frac{\gamma}{B} - \frac{z_2^2}{2} & 0 & z_2 & 0 & w_2 + z_2(1 - 2B)
\end{pmatrix},
\]

while

\[
\tilde{G}(\mathbf{v}) = (\Gamma_B, 0, -\frac{z(M + \Gamma_B(1 - B))}{B(1 - B)}),
\]

with \(\Gamma_B\) in (2.24). System (2.18) can be written as

\[
\partial_t \mathbf{v} + T_{i\tilde{A}(\xi, \mathbf{v})} \mathbf{v} = T_{\tilde{G}(\xi, \mathbf{v})} + \left[ T_{i\tilde{A}(\xi, \mathbf{v})} - \sum_{j=1}^2 \tilde{A}_j(\mathbf{v}) \partial_{x_j} \right] \mathbf{v} + [\tilde{G}(\mathbf{v}) - T_{\tilde{G}(\mathbf{v})}],
\]

where, from (2.23),

\[
T_{i\tilde{A}(\xi, \mathbf{v})} = \sum_{j=1}^2 T_{\tilde{A}_j(\mathbf{v})} \partial_{x_j} \mathbf{v}
\]

is the paradifferential operator associated to the \(x\)-dependent matrix symbol

\[
i\tilde{A}(\xi, \mathbf{v}) = \sum_{j=1}^2 i\xi_j \tilde{A}_j(\mathbf{v}) = \sum_{j=1}^2 i\xi_j \tilde{A}_j(\mathbf{v}(t, x)),
\]

and similarly for \(\tilde{G}(\mathbf{v})\) and \(T_{\tilde{G}(\mathbf{v})}\). The symbolic matrix \(\tilde{A}(\xi, \mathbf{v})\) in (2.27) has the following eigenvalues:

\[
\lambda_1 = \lambda_2 = (w - Bz) \cdot \xi,
\lambda_3 = (w + (1 - B)z) \cdot \xi,
\lambda_4 = (w + (1 - B)z) \cdot \xi - \sqrt{\gamma}|\xi|,
\lambda_5 = (w + (1 - B)z) \cdot \xi + \sqrt{\gamma}|\xi|.
\]

They are real, then, as long as we neglect the incompressible pressure \(\tilde{F}_P\), the remaining system in (2.18) is hyperbolic, as the symmetrizable system (2.6) in the
old variable \( u \). Moreover, the eigenvectors of (2.27) are the columns of

\[
U(\xi, u) = \begin{pmatrix}
0 & 0 & 0 & -B\sqrt{\gamma}\xi_1 & B\sqrt{\gamma}\xi_1 - B\sqrt{\gamma}\xi_2 \\
-(1 - B) & 0 & B\xi_1 & B(\gamma\xi_1 - 2\sqrt{\gamma}\xi_1) & B\xi_1 + B\sqrt{\gamma}\xi_2 \\
0 & -(1 - B) & B\xi_2 & B(\gamma\xi_2 - 2\sqrt{\gamma}\xi_2) & B\xi_2 + B\sqrt{\gamma}\xi_1 \\
1 & 0 & \xi_1 & \xi_1 & \xi_1 \\
0 & 1 & \xi_2 & \xi_2 & \xi_2 \\
\end{pmatrix},
\]

while its inverse matrix is

\[
U^{-1}(\xi, u) = \begin{pmatrix}
z_1 & -1 & 0 & B & 0 \\
z_2 & 0 & -1 & 0 & B \\
\xi_2 z_1 - \xi_2 z_2 & -\xi_2 & \xi_1 & -(1 - B)\xi_2 & (1 - B)\xi_2 \\
\frac{-\sqrt{\gamma}\xi_1 + B(\gamma - \xi_1)}{2B\xi_2} & \frac{\xi_1}{2\xi_2} & \frac{\xi_2}{2\xi_2} & \frac{-\gamma\xi_1}{2\xi_2} & \frac{\gamma\xi_2}{2\xi_2} \\
\frac{\sqrt{\gamma}\xi_2 - B(\gamma - \xi_2)}{2B\xi_1} & \frac{\xi_2}{2\xi_1} & \frac{\xi_1}{2\xi_1} & \frac{-\gamma\xi_2}{2\xi_1} & \frac{-\gamma\xi_1}{2\xi_1} \\
\end{pmatrix}.
\]

(2.29)

Since (2.29) and (2.30) are bounded for each \( \xi \in \mathbb{R}^2 - \{0\} \), the regularized version \( \tilde{S}(\xi, v) \) of the symbolic matrix

\[
S(\xi, v) := (U^{-1})^*U^{-1}(\xi, v)
\]

(2.31)
can be associated to a Lax symbolic symmetrizer \( T_{\tilde{S}} \), see again [22], [3], and [28] and the discussion in Section 3 below. Therefore, the hyperbolic part of (2.18) is symmetrizable. Unfortunately, again, the mere existence of a symmetrizer is not enough to get energy estimates for system (2.18), since we have to deal with the incompressible pressure term and then, by definition, with the projector operator in (2.32). As a matter of fact, the interaction between the symbolic symmetrizer \( T_{\tilde{S}} \) and the gradient of the pressure term \( \nabla P \) gives structural problems. Let us define the generalized projector operator:

\[
P(\xi) := \begin{pmatrix}
1 & 0 & 0 \\
0 & \mathbb{P} & 0 \\
0 & 0 & 1 \\
\end{pmatrix},
\]

(2.32)

where \( \mathbb{P} \) is the standard Leray projector, namely the projector onto the divergence free vector valued functions. The operators \( T_{\tilde{S}} \) and \( P \) do not commute and their commutator does not improve on the order of the original symbols. Actually, if we apply the operator \( P \) to system (2.18), with the aim of eliminating \( \nabla P \), from (2.18) and (2.32) we get

\[
\partial_t v + \sum_{j=1}^{2} P \tilde{A}_j(v) \partial_{x_j} v = P \tilde{G}(v),
\]

(2.33)
since $\mathbf{P}\tilde{F}_P = (0, \mathbb{P}\nabla P, 0) = 0$ by definition, and

$$
\mathbf{P}v = (B, \mathbb{P}w, z) = (B, w, z),
$$

by the divergence free condition $\nabla \cdot w = 0$. By construction, $S$ symmetrizes $A(\xi, v)$ in (2.27), then we write the previous equation as

$$
\partial_t v + \sum_{j=1}^2 \tilde{A}_j(v) \partial_{x_j} v + \sum_{j=1}^2 [\tilde{A}_j, \mathbf{P}] \partial_{x_j} v = \mathbf{P}\tilde{G}(v)
$$

and we apply $T_S$ to its paradifferential formulation. Unfortunately, from (2.32), (2.27) and (2.26), the first term of the symbolic commutator in $\sum_{j=1}^2 [\tilde{A}_j, \mathbf{P}] \partial_{x_j} v$ contains the following term of degree 1 in $\xi$:

$$
\tilde{A}(\xi, v)\mathbf{P}(\xi) - \mathbf{P}(\xi)\tilde{A}(\xi, v),
$$

then the commutator between $\tilde{A}(\xi, v)$ and $\mathbf{P}$ is still a symbol of degree 1, and it is not symmetrized by $S$. On the other hand, if at first we symmetrize the system by using the paradifferential operator $T_S$, the pressure gives the term

$$
T_S\tilde{F}_P.
$$

After that, when we project the equation by applying $\mathbf{P}$ to it, the latter term reads

$$
\mathbf{P}T_S\tilde{F}_P = [T_S, \mathbf{P}]\tilde{F}_P,
$$

whose symbol contains the smoothed version of the following term of degree 1 in $\xi$:

$$
SP(0, i\xi_1 P, i\xi_2 P, 0, 0)
$$

$$
= \frac{i}{2|\xi|^2}(P(z \cdot \xi)(2\xi_1^2 + 3\xi_2^2), 0, 0, P\xi_1(2B\xi_1^2 + 3B\xi_2^2 - \xi_1^2), P\xi_2(2B\xi_1^2 + 3B\xi_2^2 - \xi_2^2)),
$$

which is still a first order operator, then neither we are able to get energy estimates because of the lack of regularity of $P$, as discussed before and shown in (1.8), nor to get rid of the pressure term $P$ by using the projector operator $\mathbf{P}$.

To be complete, we point out that system (2.6) in the new variable $v = (B, w, z)$ has also a classical symmetrizer

$$
A_0(v) = \begin{pmatrix}
\frac{\tilde{\gamma}}{B} + |z|^2 & -z_1 & -z_2 & 0 & 0 \\
-z_1 & 1 & 0 & 0 & 0 \\
-z_2 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & B(1 - B) & 0 \\
0 & 0 & 0 & 0 & B(1 - B)
\end{pmatrix},
$$

which is strictly positive for $z$ small enough and under some assumptions on $B$, discussed in Remark (2.4). Anyway, again, the classical symmetrizer (2.34) is not compatible with the projector operator (2.32), and this can be seen by arguing as for the symbolic symmetrizer related to $T_S$. 


2.2. A new formulation

Taking inspiration from our preliminary work [6], we aim to propose a different symmetrization strategy for our problem, to be able to estimate correctly the pressure term. We apply first the operator $\mathbf{P}$ to system (2.18). Notice that the initial datum does not change by projection, since the initial average velocity $w_0$ is already a divergence free vector and then, applying $\mathbf{P}$ to (2.19), we have

$$\mathbf{P}v_0(x) = (B_0(x), \mathbb{P}w_0(x), z_0(x)) = (B_0(x), w_0(x), z_0(x)).$$

Moreover, $\mathbf{P}\tilde{F}_P = (0, \mathbb{P}\nabla P, 0) = 0$, and the divergence free constraint $\nabla \cdot w = 0$ in (2.18) is implicitly contained in system (2.33). According to (2.25), we consider the paradifferential version of system (2.33):

$$\partial_t v + \mathbf{PT}_i \bar{A}(\xi, v) v = P\partial_t \bar{G}(v) + \sum_{j=1}^d [P\mathbf{T}\bar{A}_j(v) - P\bar{A}_j(v)]\partial x_j v - [P\partial_t \bar{G}(v) - P\bar{G}(v)].$$

(2.35)

As we will see in details in the next section, in (2.35) there is only one operator of order 1, which is $\mathbf{PT}_i \bar{A}(\xi, v)$. We want now to show that it is strongly hyperbolic, so we can find a symbolic symmetrizer for it. From Proposition 1.10 in [13], the symbol associated to the composition is made by the sum over the multi-index $\alpha$ of terms of type

$$\partial_\xi^\alpha \mathbf{PD}_x^\alpha \bar{A}(\xi, v),$$

where $D_x = \frac{1}{2} \partial_x$. The expansion above implies that there is only one term of degree 1 in $\xi$, which is given for $|\alpha| = 0$, namely $\mathbf{P}(\xi) \bar{A}(\xi, v)$. Thus, the symbol of $\mathbf{PT}_i \bar{A}(\xi, v)$ can be written as

$$\mathbf{P}(\xi)i \bar{A}(\xi, v) + R(\xi, v)$$

$$= i \left( \begin{array}{ccc}
(w + (1 - 2B)z) \cdot \xi & B\xi_1 & B(1 - B)\xi_1 \\
\frac{-\xi_2(1 - 2B)\mu_1}{|\xi|^2} & \frac{\xi_2\mu_2}{|\xi|^2} & \frac{-\xi_2\mu_4}{|\xi|^2} \\
\frac{-\xi_1(1 - 2B)\mu_1}{|\xi|^2} & \frac{\xi_1\mu_3}{|\xi|^2} & \frac{B(1 - B)\xi_1\mu_4}{|\xi|^2} \\
\frac{\xi_2^2}{B} - z_1(\xi \cdot \xi) & z_1(\xi \cdot \xi) & 0 \\
\frac{-\xi_1^2}{B} - z_2(\xi \cdot \xi) & 0 & (w + (1 - 2B)z) \cdot \xi \\
(w + (1 - 2B)z) \cdot \xi & 0 & 0
\end{array} \right)$$

$$+ R(\xi, v),$$

(2.36)
where $R(\xi, \mathbf{v})$ is a remainder of order less than or equal to 0, and

$$
\begin{aligned}
\begin{cases}
\mu_1 := (z \cdot \xi)(\xi_2 z_1 - \xi_1 z_2), \\
\mu_2 := (w \cdot \xi)\xi_2 + B\xi_1 (\xi_2 z_1 - \xi_1 z_2), \\
\mu_3 := (w \cdot \xi)v_1 + B\xi_2 (\xi_2 z_1 - \xi_1 z_2), \\
\mu_4 := z_2 (\xi_1^2 - \xi_2^2) + 2z_1 \xi_1 \xi_2, \\
\mu_5 := z_1 (\xi_1^2 - \xi_2^2) + 2z_2 \xi_1 \xi_2.
\end{cases}
\end{aligned}
$$

The eigenvalues of $\mathbf{P} \tilde{A}(\xi, \mathbf{v})$ are the following:

$$
\begin{aligned}
\lambda_1 &= 0, \\
\lambda_2 &= (w - Bz) \cdot \xi, \\
\lambda_3 &= (w + (1 - B)z) \cdot \xi, \\
\lambda_{4/5} &= (w + (1 - 2B)z) \cdot \xi \pm \sqrt{(1 - B)\Delta_2}.
\end{aligned}
$$

Its eigenvectors are the columns of $V(\xi, \mathbf{v})$

$$
V(\xi, \mathbf{v}) = \begin{pmatrix}
\frac{B|\xi|(w - Bz)\cdot \xi}{\Delta_1} & 0 & 0 & \frac{-B|\xi|\sqrt{1 - B}}{\sqrt{\Delta_2}} & \frac{B|\xi|\sqrt{1 - B}}{\sqrt{\Delta_2}} \\
p_1 & (1 - B)\xi_2 & -B\xi_2 & \frac{B\xi_2(\xi_1 z_2 - \xi_2 z_1)\sqrt{1 - B}}{|\xi|\sqrt{\Delta_2}} & \frac{-B\xi_2(\xi_1 z_2 - \xi_2 z_1)\sqrt{1 - B}}{|\xi|\sqrt{\Delta_2}} \\
p_2 & -(1 - B)\xi_2 & B\xi_2 & \frac{B\xi_2(\xi_1 z_2 - \xi_2 z_1)\sqrt{1 - B}}{|\xi|\sqrt{\Delta_2}} & \frac{-B\xi_2(\xi_1 z_2 - \xi_2 z_1)\sqrt{1 - B}}{|\xi|\sqrt{\Delta_2}} \\
\xi_1 & \xi_2 & \xi_1 & \xi_2 & \xi_1 \\
\xi_2 & \xi_1 & \xi_2 & \xi_1 & \xi_2
\end{pmatrix},
$$

where $p_1 = p_1(\xi, \mathbf{v}), p_2 = p_2(\xi, \mathbf{v})$ are polynomial functions of degree 3 in $\xi$ depending on $\mathbf{v}$, and

$$
\Delta_1 := (1 - B)(z \cdot \xi)^2 - \gamma|\xi|^2 + (w \cdot \xi)(z \cdot \xi), \\
\Delta_2 := \gamma|\xi|^2 - B(z \cdot \xi)^2.
$$

Its inverse matrix $V^{-1}(\xi, \mathbf{v})$

$$
V^{-1}(\xi, \mathbf{v}) = \begin{pmatrix}
0 & \frac{\xi_1 \Delta_3}{|\xi|} & \frac{-\xi_1 \Delta_3}{|\xi|} & 0 & 0 \\
\frac{-\xi_1 z_2 + \xi_2 z_1}{|\xi|} & \frac{\xi_2 z_1}{|\xi|} & \frac{-\xi_2 z_1}{|\xi|} & \frac{-B\xi_2}{|\xi|} & \frac{B\xi_1}{|\xi|} \\
\frac{-\xi_1 z_2 + \xi_2 z_1}{|\xi|} & \frac{-\xi_2 z_1}{|\xi|} & \frac{\xi_1 z_2}{|\xi|} & \frac{-B\xi_2}{|\xi|} & \frac{B\xi_1}{|\xi|} \\
\frac{2B|\xi|\sqrt{1 - B}}{\sqrt{\Delta_2}} & \frac{2|\xi|\Delta_3 \sqrt{1 - B}\Delta_2}{|\xi|} & \frac{2|\xi|\Delta_3 \sqrt{1 - B}\Delta_2}{|\xi|} & \frac{\xi_1 q_3}{|\xi|} & \frac{\xi_2 q_3}{|\xi|} \\
\frac{2B|\xi|\sqrt{1 - B}}{\sqrt{\Delta_2}} & \frac{2|\xi|\Delta_3 \sqrt{1 - B}\Delta_2}{|\xi|} & \frac{2|\xi|\Delta_3 \sqrt{1 - B}\Delta_2}{|\xi|} & \frac{\xi_2 q_3}{|\xi|} & \frac{\xi_1 q_3}{|\xi|}
\end{pmatrix},
$$

where $q_1 = q_1(\xi, \mathbf{v}), q_2 = q_2(\xi, \mathbf{v})$ are polynomial functions of degree 3 in $\xi$ and

$$
\Delta_3 := (1 - 3B(1 - B))(z \cdot \xi)^2 + (w \cdot \xi)^2 - \gamma(1 - B)|\xi|^2 + 2(1 - 2B)(w \cdot \xi)(z \cdot \xi).
$$
Proposition 2.1. Under the following assumptions
\[ \Delta_1 \neq 0, \quad \Delta_2 > 0 \quad \text{and} \quad \Delta_3 \neq 0 \quad \text{for} \quad \xi \neq (0,0), \tag{2.44} \]
the first order operator of system (2.35) is strongly hyperbolic.

Proof. Considering the symbolic matrix (2.36) and the related eigenvalues in (2.38) and eigenvectors in (2.40), it follows by the definition of strong hyperbolicity, see [22]. \( \square \)

Proposition 2.2. Under the following conditions
\[
\begin{align*}
    &2\gamma > (1-B)|z|^2 + (w \cdot z), \\
    &\gamma^2 > \gamma(1-B)|z|^2 + \gamma(w \cdot z) + \frac{w_1 z_1^2}{4} + \frac{w_2 z_1^2}{4}, \\
    &\gamma > B|z|^2, \\
    &2\gamma > B|z|^2, \\
    &2\gamma(1-B) > (1-3B(1-B))|z|^2 + 2(1-2B)(w \cdot z) + |w|^2, \\
    &\gamma^2(1-B)^2 > \gamma(1-B)((1-3B(1-B))|z|^2 + |w|^2 + 2(1-2B)(w \cdot z)) \\
    &-((1-3B(1-B))z_1^2 + 2w_1 z_1(1-2B) + w_1^2)((1-3B(1-B))z_2^2 + 2w_2 z_2(1-2B) + w_2^2) \\
    &+((1-3B(1-B))z_1 z_2 + (1-2B)(w_1 z_2 + w_2 z_1) + w_1 w_2)^2,
\end{align*}
\]
the value \( \xi = (0,0) \) is a strict minimum, maximum and minimum point for \( \Delta_1, \Delta_2 \) and \( \Delta_3 \) respectively and \( \Delta_1|_{\xi_1=\xi_2=0} = \Delta_2|_{\xi_1=\xi_2=0} = \Delta_3|_{\xi_1=\xi_2=0} = 0 \). Therefore, Proposition 2.1 is verified.

Proposition 2.3. For any \( v = (B, w, z) \) in a small neighborhood of the equilibrium point \( \bar{v} = \phi(\bar{u}) \), with \( \phi \) in (2.17) and \( \bar{u} \) in (2.9), the first order operator of system (2.35) is strongly hyperbolic.

Proof. It follows directly from Proposition 2.2 and Proposition 2.1 \( \square \)

3. Main result

In this section we prove a local existence result in the Sobolev spaces for the Cauchy problem associated to (2.35). To the best of our knowledge, such a result is not explicitly stated in all the relevant works about paradifferential calculus. For instance, in the lecture notes [22], only linear and quasi-linear equations of differential operators are considered, while in [13] the discussion is extended to evolution equations of pseudodifferential operators, but the proof makes use of some particular structural characteristics that our system does not satisfy. Therefore, we give our proof of existence and uniqueness of the solution to the Cauchy problem associated to the
translated version of (2.35). We state here our main result. Since we will work in Sobolev spaces, we define

\[ V^s := \{ v = (B, w, z) \in H^s(\mathbb{R}^2) \mid \nabla \cdot w = 0 \}. \tag{3.1} \]

**Theorem 3.1.** Let \( \tilde{v}_0 := v_0 - \bar{v} \), with \( v_0 \) in (2.14), \( \bar{v} = \phi(\bar{u}) \) in (2.9), and \( \tilde{v}_0 \in V^s \) with \( s > 2 \). There is a positive time \( T \), such that there exists the unique \( \tilde{v} \in C([0, T], V^s) \cap C^1([0, T], V^s) \) and a function \( P \) such that \( \nabla P \in C([0, T], H^{s-1}(\mathbb{R}^2)) \) which solve

\[
\begin{cases}
\partial_t \tilde{v} + \sum_{j=1}^{2} A_j((\tilde{v} + \bar{v})) \partial_{x_j} \tilde{v} + \tilde{F}_P = \tilde{G}((\tilde{v} + \bar{v})), \\
\nabla \cdot \tilde{w} = 0.
\end{cases} \tag{3.2}
\]

The solution \((\tilde{v}, P)\) to (3.2) is the limit of the sequence of the solutions to the approximating system (3.3) below, with initial data (3.4).

The proof follows by combining in a classical ways, see for instance [4], theorems 3.2 and 3.3 below. First, following [4], we write our approximation to system (3.2) via a regularization of the operator and the Picard iterations. Namely, let \( J_\varepsilon \) be a standard mollifier, then solve

\[
\begin{cases}
\partial_t \tilde{v}^\varepsilon + \sum_{j=1}^{2} J_\varepsilon A_j(J_\varepsilon(\tilde{v}^\varepsilon + \bar{v})) \partial_{x_j} \tilde{v}^\varepsilon + \tilde{F}_P^\varepsilon = J_\varepsilon \tilde{G}(J_\varepsilon(\tilde{v}^\varepsilon + \bar{v})), \\
\nabla \cdot \tilde{w}^\varepsilon = 0,
\end{cases} \tag{3.3}
\]

where \( \tilde{F}_P^\varepsilon = (0, \nabla P^\varepsilon, 0) \), the initial data are

\[
\tilde{v}^\varepsilon(0, x) = \tilde{v}_0^\varepsilon(x) = (\tilde{B}_0^\varepsilon, \tilde{w}_0^\varepsilon, \tilde{z}_0^\varepsilon) = \tilde{v}_0 := v_0 - \bar{v}, \tag{3.4}
\]

and \( \tilde{v}_0 \) as in Theorem 3.1. We apply now \( P \) to (3.3) to get the projected version

\[
\partial_t \tilde{v}^\varepsilon + \sum_{j=1}^{2} P J_\varepsilon A_j(J_\varepsilon(\tilde{v}^\varepsilon + \bar{v})) \partial_{x_j} \tilde{v}^\varepsilon = P J_\varepsilon \tilde{G}(J_\varepsilon(\tilde{v}^\varepsilon + \bar{v})), \tag{3.5}
\]

with initial data in (3.4).

**Theorem 3.2.** (Local existence of the approximating solution) Let \( \tilde{v}_0^\varepsilon = (\tilde{B}_0^\varepsilon, \tilde{w}_0^\varepsilon, \tilde{z}_0^\varepsilon) \in V^s \) in (3.4), with \( s > 2 \). Then, for every \( \varepsilon > 0 \), there exists a time \( T \), independent of \( \varepsilon \), such that system (3.5) has a unique solution \( \tilde{v}^\varepsilon = (\tilde{B}^\varepsilon, \tilde{w}^\varepsilon, \tilde{z}^\varepsilon) \in C^1([0, T], V^s) \).

**Proof.** First, we show that existence and uniqueness follow from the Picard theorem (see [4]). System (3.5) can be reduced to an ordinary differential equation

\[
\partial_t \tilde{v}^\varepsilon = F^\varepsilon(\tilde{v}^\varepsilon), \quad \tilde{v}^\varepsilon(0, x) = \tilde{v}_0^\varepsilon(x), \tag{3.6}
\]
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\[ F^\varepsilon(\tilde{v}^\varepsilon) = -\sum_{j=1}^{2} P J_\varepsilon \tilde{A}_j(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})) \partial_{x_j} J_\varepsilon \tilde{v}^\varepsilon + P J_\varepsilon \tilde{G}(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})) =: F_1^\varepsilon(\tilde{v}^\varepsilon) + F_2^\varepsilon(\tilde{v}^\varepsilon). \]  

(3.7)

Notice that \( J_\varepsilon \tilde{v}^\varepsilon \) and \( J_\varepsilon(\tilde{v}^\varepsilon + \bar{v}) \) are \( C^\infty \) functions and, from [22], \( P \) is associated to an analytic pseudo-differential operator of order 0, modulo an infinitely smooth remainder, so that

\[ F^\varepsilon : V^s \rightarrow V^s. \]

In order to apply the Picard theorem, we have to prove that \( F^\varepsilon(\tilde{v}^\varepsilon) \) in (3.7) is Lipschitz continuous. To do this, we take two vectors \( \tilde{v}_1, \tilde{v}_2 \) in \( V^s \). In the following, we omit the index \( \varepsilon \) in the unknown functions, where there is no ambiguity. Using Theorem C.12 in [3], it is straightforward here to prove that

\[ ||F_1^\varepsilon(\tilde{v}_1) - F_1^\varepsilon(\tilde{v}_2)||_s \leq c(c_S, ||\tilde{v}_1||_s, ||\tilde{v}_2||_s, \bar{B}, \varepsilon^{-1})||\tilde{v}_1 - \tilde{v}_2||_s, \]  

(3.8)

where \( c_S \) is the Sobolev embedding constant and the last inequality follows from Moser estimates and properties of mollifiers. Similarly, we have

\[ ||F_2^\varepsilon(\tilde{v}_1) - F_2^\varepsilon(\tilde{v}_2)||_s \leq c(c_S, ||\tilde{v}_1||_s, ||\tilde{v}_2||_s, \bar{B})||\tilde{v}_1 - \tilde{v}_2||_s. \]  

(3.9)

From (3.8) and (3.9) we have that, for fixed \( \varepsilon \), \( F^\varepsilon \) is locally Lipschitz continuous on any open set

\[ U^M = \{ \tilde{v}^\varepsilon \in V^s : ||\tilde{v}^\varepsilon||_s \leq M \}. \]  

(3.10)

Then, the Picard theorem provides a unique solution \( \tilde{v}^\varepsilon \in C^1([0, T^\varepsilon), U^M) \) for any \( T^\varepsilon > 0 \).

Now, we want to show that the time of existence \( T^\varepsilon \) is bounded from below by any strictly positive time \( T \) that is independent of \( \varepsilon \).

As we pointed out in the Introduction, the main problem with our original system (3.3) is that it is difficult to give for it a direct energy estimate, since the pressure term is not well behaved against both the symmetrizers, the classical one (2.13) or the Lax one (2.31), that work only on the hyperbolic part of system (3.3), disregarding the pressure. However, in Section 2 we noticed that system (3.5) is strongly hyperbolic near the equilibrium point \( \bar{v} = \phi(\bar{u}) \), in (2.7), and so we can try to find an appropriate symmetrizer for this system, which in this case is forced to be a paradifferential operator. Our construction in the following is essentially based on the techniques developed in [22], which are combined to the ideas in [13] and adapted to our specific operator.
According to (2.35), from (3.5) we have
\[
\partial_t \tilde{v}^\varepsilon + PJ_\varepsilon T_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))} J_\varepsilon \tilde{v}^\varepsilon = \sum_{j=1}^2 PJ_\varepsilon [T_{\tilde{A}_j}(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})) - \tilde{A}_j(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))] \partial_{x_j} J_\varepsilon \tilde{v}^\varepsilon \\
+ PJ_\varepsilon T_{\tilde{G}(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))} - PJ_\varepsilon [T_{\tilde{G}(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))} - \tilde{G}(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))],
\] (3.11)
From Lemma 7.2.3 in [22], properties of mollifiers and the Leray projector, we get
\[
||PJ_\varepsilon ([T_{\tilde{A}_j}(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})) - \tilde{A}_j(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))] \partial_{x_j} J_\varepsilon \tilde{v}^\varepsilon ||_s \leq c(||\tilde{v}^\varepsilon||_s, \bar{B})||\tilde{v}^\varepsilon||_s,
\]
and
\[
||PJ_\varepsilon (T_{\tilde{G}(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))} - \tilde{G}(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})))||_s \leq c(||\tilde{v}^\varepsilon||_s, \bar{B})||\tilde{v}^\varepsilon||_s.
\] (3.12)
Then, we can focus on the paradifferential part of (3.11), which is
\[
\partial_t \tilde{v}^\varepsilon + J_\varepsilon PT_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))} J_\varepsilon \tilde{v}^\varepsilon - J_\varepsilon PT_{\tilde{G}(J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))}.
\] (3.13)
From (2.36), we know that the symbolic matrix associated to the composition
\[
PT_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))}
\] can be written as
\[
P(\xi)\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})) + R,
\] (3.14)
where \(P(\xi)\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))\) is the symbolic part of degree 1, while \(R\) is a remainder of order less than or equal to 0. Now, by construction
\[
P(\xi)\tilde{A} = VDV^{-1},
\] (3.15)
with \(D\) the diagonal matrix of the eigenvalues of \(P\tilde{A}\) in (2.38), namely
\[
(V^{-1})^*V^{-1}P\tilde{A} = (V^{-1})^*DV^{-1}
\] is symmetric. This way, setting
\[
W(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})) := (1 - \theta_\lambda(\xi))V^{-1}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})),
\] (3.16)
with \(V^{-1}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))\) in (2.42) and, following Metivier in [22], by using
\[
\theta_\lambda(\xi)Id = \theta(\lambda^{-1}\xi)Id,
\] (3.17)
for any fixed parameter \(\lambda\) and for any \(\theta(\xi) \in C_0^\infty(\mathbb{R}^2)\) such that \(0 \leq \theta \leq 1\) for \(1 < |\xi| < 2\), \(\theta = 1\) for \(|\xi| \leq 1\) and \(\theta = 0\) for \(|\xi| \geq 2\), we define the regularized symmetrizer
\[
\Sigma := (TW)^*TW + \theta_\lambda^2(D_\xi)Id,
\] (3.18)
where \((T_W)^*\) is the conjugate of the paradifferential operator \(T_W\) associated to (3.16). Thus, by construction, \(\Sigma\) in (3.18) is symmetric. Moreover,

\[
(\Sigma u, u)_0 = ||T_W u||_0^2 + ||\theta_\lambda(D_x)u||_0^2,
\]

for every \(u \in L^2(\mathbb{R}^2)\). Now, we have to show the equivalence of (3.19) with respect to the \(L^2\)-norm. We prove the following lemma, which is an adapted version of Lemma 7.1.6 in [22], where we replace the square root of a more general Lax-symmetrize with \(V^{-1}\) in (2.42).

**Lemma 3.1.** There exist constant values \(\bar{c}, c\) such that, for every \(u \in L^2(\mathbb{R}^2)\), we have

\[
\bar{c}||u||_0^2 \leq (\Sigma u, u)_0 \leq c||u||_0^2.
\]

**Proof.** Since \(\Sigma\) in (3.18) is an operator of order 0, the right side follows directly from paradifferential properties (see [22]). We focus on the left one.

Let \(W_1 := (1 - \theta(\xi))V^{-1}(\xi, u)\) and \(W_2 := (1 - \theta(\xi))V(\xi, u)\). By construction,

\[
W_2 W_1 = (1 - \theta(\xi))^2 Id.
\]

Notice that, for \(\lambda \geq 2\), from (3.17) we have

\[
(1 - \theta_\lambda(\xi))(1 - \theta(\xi)) = (1 - \theta_\lambda(\xi)).
\]

From (3.16), it yields

\[
(1 - \theta(\xi))(1 - \theta_\lambda(\xi))V^{-1}(\xi, u)
\]

\[
= (1 - \theta_\lambda(\xi))V^{-1}(\xi, u) = W,
\]

and

\[
W_2 W = (1 - \theta(\xi))(1 - \theta_\lambda(\xi))Id = (1 - \theta_\lambda(\xi))Id.
\]

From the composition theorem in [22], we have

\[
T_{W_2}T_W = (Id + R)(1 - \theta_\lambda(D_x)),
\]

where \(R\) is a remainder of order less than or equal to -1. In particular,

\[
|| (1 - \theta_\lambda(D_x))u ||_0 \leq c(W_2)||T_W u||_0 + c(R)|| (1 - \theta_\lambda(D_x))u ||_{H^{-1}},
\]

(3.21)
for every $u \in L^2(\mathbb{R}^2)$. Now, setting $\Lambda(\xi) = (1 - \Delta(\xi))^{1/2}$, where $\Delta(\xi)$ is the Laplace operator,

$$||(1 - \theta_\lambda(D_x))u||_{H^{-1}} = ||(1 - \theta_\lambda(\xi))\Lambda^{-1}(\xi)\tilde{u}||_0.$$  \quad (3.22)

From (3.17), $(1 - \theta_\lambda(\xi))\Lambda(\xi)^{-1} = \frac{(1 - \theta_\lambda(\xi))}{(1 + |\xi|^2)^{1/2}} \leq \frac{1}{\lambda}$, and, from, (3.22),

$$||(1 - \theta_\lambda(D_x))u||_{H^{-1}} \leq \frac{1}{\lambda}||/(1 - \theta_\lambda(D_x))u||_0.$$

This gives

$$||(1 - \theta_\lambda(D_x))u||_0 \leq c(W_2)||T_W u||_0 + \frac{c(R)}{\lambda}||/(1 - \theta_\lambda(D_x))u||_0,$$

then we can choose the parameter $\lambda \geq 2$ big enough such that $\frac{c(R)}{\lambda} < 1$. This way,

$$||(1 - \theta_\lambda(D_x))u||_0 \leq c(W_2)||T_W u||_0.$$

Squaring, we have

$$||u||_0^2 \leq c(W_2)||T_W u||_0^2 + ||\theta_\lambda u||_0^2,$$  \quad (3.23)

Now, we are ready to get energy estimates. Applying $\Lambda^s$ and the symmetrizer (3.18) to (3.11), we have

$$\frac{d}{dt}(\Sigma \Lambda^s \tilde{v}^\epsilon, \Lambda^s \tilde{v}^\epsilon)_0 = (\partial_t \Sigma \Lambda^s \tilde{v}^\epsilon, \Lambda^s \tilde{v}^\epsilon)_0 + 2(\Sigma \Lambda^s \partial_t \tilde{v}^\epsilon, \Lambda^s \tilde{v}^\epsilon)_0.$$  \quad (3.24)

The operator of the first term of the right-hand side,

$$\partial_t \Sigma = T_{\partial_t} T_W^* T_W + T_W^* T_{\partial_t} W,$$  \quad (3.25)

has order 0 and depends on $\partial_t \tilde{v}^\epsilon$, i.e.

$$|/(\partial_t \Sigma \Lambda^s \tilde{v}^\epsilon, \Lambda^s \tilde{v}^\epsilon)_0| \leq c(||/\partial_t ||_\infty)||\tilde{v}^\epsilon||^2_s \leq c(||/\tilde{v}^\epsilon||_\infty, ||/\partial_t \tilde{v}^\epsilon||_\infty)||\tilde{v}^\epsilon||^2_s \leq c(||\tilde{v}^\epsilon||_s)||\tilde{v}^\epsilon||^2_s,$$  \quad (3.26)

where the inequalities follow from (3.11) and the Sobolev embedding theorem. The last term of (3.24) yields

$$\begin{align*}
(\Sigma \Lambda^s \partial_t \tilde{v}^\epsilon, \Lambda^s \tilde{v}^\epsilon)_0 &= -Re(\Sigma \Lambda^s P \epsilon J_{\epsilon}(\hat{\tilde{v}}^\epsilon + \tilde{v}^\epsilon))J_{\epsilon} \tilde{v}^\epsilon, \Lambda^s \tilde{v}^\epsilon)_0 \\
&+ (\Sigma \Lambda^s P \epsilon J_{\epsilon}(\hat{\tilde{v}}^\epsilon + \tilde{v}^\epsilon), \Lambda^s \tilde{v}^\epsilon)_0 + Q^\epsilon,
\end{align*}$$
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where

\[ Q^\xi = \sum_{j=1}^{2} (\Lambda^s I_j [T_{\tilde{A}_j(\xi_x + \nu)}] - A_j(j^x(\nu^x + v))] \partial_{x_j} J^x v^x, \Lambda^s \tilde{v}^x)_0 \]

\[-(\Lambda^s I_j [T_{\tilde{G}(\xi_x + \nu)}] - \tilde{G}(j^x(\nu^x + v)), \Lambda^s \tilde{v}^x)_0. \tag{3.27} \]

From (3.12),

\[ |Q^\xi| \leq c(||\tilde{v}^x||_s)||\tilde{v}^x||_s \]

and, from the composition theorem in [22],

\[ |(\Sigma \Lambda^s I_j T_{G(\xi_x + \nu)}, \Lambda^s \tilde{v}^x)_0| \leq c(||\tilde{v}^x||_s)||\tilde{v}^x||_s. \tag{3.28} \]

It remains to deal with

\[ \text{Re}(\Sigma \Lambda^s I_j T_{\tilde{A}(\xi_x + \nu)} J^x \tilde{v}^x, \Lambda^s \tilde{v}^x)_0 = \text{Re}(\Sigma J^x \Lambda^s I_j T_{\tilde{A}(\xi_x + \nu)} J^x \tilde{v}^x, \Lambda^s \tilde{v}^x)_0 \]

\[ = \text{Re}(\Sigma \Lambda^s I_j T_{\tilde{A}(\xi_x + \nu)} J^x \tilde{v}^x, \Lambda^s J^x \tilde{v}^x)_0 + \text{Re}(\Sigma, J^x) \Lambda^s I_j T_{\tilde{A}(\xi_x + \nu)} J^x \tilde{v}^x, \Lambda^s \tilde{v}^x)_0 \]

\[ = \text{Re}(\Sigma \Lambda^s I_j T_{\tilde{A}(\xi_x + \nu)} J^x \tilde{v}^x, \Lambda^s J^x \tilde{v}^x)_0 + \text{Re}(\Sigma, J^x) \Lambda^s I_j T_{\tilde{A}(\xi_x + \nu)} J^x \tilde{v}^x, \Lambda^s \tilde{v}^x)_0 \]

\[ + \text{Re}(\Sigma \Lambda^s, I_j T_{\tilde{A}(\xi_x + \nu)} J^x \tilde{v}^x, \Lambda^s \tilde{v}^x)_0. \tag{3.29} \]

In the last term of the expression above, from Proposition 1.10 in [13], the symbol of the commutator \([\Lambda^s, I_j T_{\tilde{A}(\xi_x + \nu)}]) is given by

\[ \sum_{|\alpha| \geq 0} \partial^\alpha_{\xi} \Lambda^s D^\alpha_x (\sum_{|\beta| \geq 0} \partial^\beta_{\xi} (P_i D^\beta_x \tilde{A}) - D^\alpha_x (\sum_{|\beta| \geq 0} \partial^\beta_{\xi} (P_i D^\beta_x \tilde{A})) \Lambda^s, \]

where \(\sum_{|\beta| \geq 0} \partial^\beta_{\xi} (P_i D^\beta_x \tilde{A}) \) is the symbol of the composition \(I_j T_{\tilde{A}}. \) Since \(\Lambda^s(\xi)\) only depends on the parameter \(\xi, \) the sum can be written as

\[ \Lambda^s \left( \sum_{|\beta| \geq 0} \partial^\beta_{\xi} (P_i D^\beta_x \tilde{A}) \right) = \left( \sum_{|\beta| \geq 0} \partial^\beta_{\xi} (P_i D^\beta_x \tilde{A}) \right) \Lambda^s + \sum_{|\alpha| > 0} \partial^\alpha_{\xi} \Lambda^s \left( \sum_{|\beta| \geq 0} \partial^\beta_{\xi} (P_i D^\beta_x \tilde{A}) \right). \]

Now, since \(\Lambda^s = (1 + |\xi|^2)^{\frac{s}{2}} Id, \) then

\[ \Lambda^s \left( \sum_{|\beta| \geq 0} \partial^\beta_{\xi} (P_i D^\beta_x \tilde{A}) \right) = \left( \sum_{|\beta| \geq 0} \partial^\beta_{\xi} (P_i D^\beta_x \tilde{A}) \right) \Lambda^s = 0, \]
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namely the commutator \([\Lambda^s, \mathbf{P}T_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))}]\) has order less than or equal to \(s\), and

\[|\langle \Sigma [\Lambda^s, \mathbf{P}T_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))]} \rangle \tilde{v}^\varepsilon, \Lambda^s \tilde{v}^\varepsilon \rangle_0| \leq c(||\tilde{v}^\varepsilon||_s)||\tilde{v}^\varepsilon||^2_s.\]

Moreover,

\[|\Sigma, J_\varepsilon| = \Sigma J_\varepsilon - J_\varepsilon \Sigma + \sum_{|\alpha|>0} D_\varepsilon^\alpha J_\varepsilon D_\varepsilon^\alpha \Sigma,\]

Since \(J_\varepsilon = j_\varepsilon(\xi) I_d\) and \(\Sigma\) is symmetric, \(\Sigma J_\varepsilon - J_\varepsilon \Sigma = 0\). Then, the commutator \([\Sigma, J_\varepsilon]\)
has order less than or equal to \(-1\) and, since \(\mathbf{P}T_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))}\) has order 1, from the composition theorem in \([22]\) we have

\[|\langle \Sigma, J_\varepsilon | \mathbf{P}T_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))} \rangle \Lambda^s \tilde{v}^\varepsilon, \Lambda^s \tilde{v}^\varepsilon \rangle_0| \leq c(||\tilde{v}^\varepsilon||_s)||\tilde{v}^\varepsilon||^2_s.\]

It remains to consider the last term of \((3.29)\). From \((3.18)\), \(\Sigma = (T_W)^* T_W + \theta_\lambda^2(D_x)\), and, from Proposition 1.10 in \([13]\), the only symbol of degree 1 in the expansion of \(\Sigma \mathbf{P}T_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))}\) is given by

\[(V^{-1})^* V^{-1} \mathbf{P}T_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))} + \theta_\lambda^2(\xi) \mathbf{P}T_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))}.\]

By construction, from \((2.40)\) and \((2.42)\), we have

\[\mathbf{P}T_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))} = V i D V^{-1}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})),\]

where \(D(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))\) is a diagonal matrix of real terms as in \((3.15)\), and

\[(V^{-1})^* V^{-1} \mathbf{P}T_{i\tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))} = (V^{-1})^* i D V^{-1}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})).\]

We define

\[N := (V^{-1})^* i D V^{-1}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})).\]

Then

\[N + N^* = 0,\]

namely

\[\text{Re}(i(V^{-1})^* V^{-1} \mathbf{P} \tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v})) = N + N^* = 0.\]

The second addend of the symbolic symmetrizer \((3.18)\) gives

\[
|\text{Re}(i \theta_\lambda^2(D_x) \mathbf{P} \tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))) \Lambda^s \tilde{v}^\varepsilon, \Lambda^s \tilde{v}^\varepsilon \rangle_0| \leq ||\theta_\lambda(D_x) \mathbf{P} \tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))) \Lambda^s \tilde{v}^\varepsilon||_0||\Lambda^s \tilde{v}^\varepsilon||_0.
\]

From \((3.17)\), we get

\[||\theta_\lambda(D_x) \mathbf{P} \tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))) \Lambda^s \tilde{v}^\varepsilon||_0 \leq \sqrt{1 + 4 \lambda^2} ||\theta_\lambda(D_x) \mathbf{P} \tilde{A}(\xi, J_\varepsilon(\tilde{v}^\varepsilon + \tilde{v}))) \Lambda^s \tilde{v}^\varepsilon||_{H^{-1}}\]
\[ \leq 3\lambda \| \tilde{P} \tilde{A}(\xi, J_{\epsilon}(\tilde{v}^\varepsilon + \tilde{v})) \Lambda^s \tilde{v}^\varepsilon \|_{H^{-1}} \leq c(\| \tilde{v}^\varepsilon \|_s) \| \tilde{v}^\varepsilon \|_s. \]  

(3.31)

This way,

\[ |Re(\Sigma \tilde{P} T_i \tilde{A}(J_{\epsilon}(\tilde{v}^\varepsilon + \psi)) \Lambda^s J_{\epsilon} \tilde{v}^\varepsilon, \Lambda^s J_{\epsilon} \tilde{v}^\varepsilon)_{\tilde{v}^\varepsilon}| \leq c(\| \tilde{v}^\varepsilon \|_s) \| \tilde{v}^\varepsilon \|_s^2, \]

and, putting it all together, we have

\[ \frac{d}{dt} (\Sigma \Lambda^s \tilde{v}^\varepsilon, \Lambda^s \tilde{v}^\varepsilon)_0 \leq c(\| \tilde{v}^\varepsilon \|_s) \| \tilde{v}^\varepsilon \|_s^2. \]

(3.32)

Let \( T^\varepsilon \) be the maximum time of existence of the solution to system (3.3). We want to show that there exists a time \( T > 0 \), which is independent of \( \varepsilon \), such that \( T \leq T^\varepsilon \) for every \( \varepsilon > 0 \). From Theorem 3.2, there exists a constant \( M \) such that

\[ \| \tilde{u}_0 \|_s \leq M. \]

Fixed a constant value \( \tilde{M} > M \), let \( T^\varepsilon_0 \leq T^\varepsilon \) be a positive time such that the smooth solution \( \tilde{v}^\varepsilon \) verifies

\[ \sup_{0 \leq \tau \leq T^\varepsilon_0} \| \tilde{v}^\varepsilon(\tau) \|_s \leq \tilde{M}. \]

(3.33)

From (3.32), we get

\[ \| \tilde{v}^\varepsilon(t) \|_s \leq \| \tilde{v}^\varepsilon_0 \|_s e^{c(M)t} \]

(3.34)

for \( t \in [0, T^\varepsilon_0] \). Let \( T \), with \( 0 < T \leq T^\varepsilon_0 \), be such that

\[ Me^{c(\tilde{M})T} \leq \tilde{M}. \]

(3.35)

This yields

\[ T \leq \frac{\log(\tilde{M})}{c(M)}. \]

(3.36)

Since \( M, \tilde{M} \) are independent of the parameter \( \varepsilon \), estimate (3.36) implies that the time \( T \) is independent of \( \varepsilon \) and \( (\tilde{v}^\varepsilon)_{\varepsilon \geq 0} \) is uniformly bounded provided that \( T \leq \frac{\log(\tilde{M})}{c(M)} \). \( \square \)

3.1. Uniqueness

Theorem 3.3. There is a unique solution \( \tilde{v} \) to problem (3.2) in the space \( \text{Lip}(0, T], \text{Lip}(\mathbb{R}^2)|\nabla \cdot w = 0 \cap L^\infty([0, T], V^0). \)

Proof. According to Definition 2.1, let \( \tilde{v}_1, \tilde{v}_2 \) be two solutions to system (2.1), with the respective pressure terms \( P_1, P_2 \) and the same initial data \( \tilde{v}_1(0, x) = \tilde{v}_2(0, x) = \tilde{v}_0 \). From (3.2) and (2.32), we have
As done in Section 3, this provides the following estimate:

\[
\Sigma(\bar{v}_2 + \bar{v}) \partial_t (\bar{v}_2 - \bar{v}_1) + \sum_{j=1}^{2} \Sigma(\bar{v}_2 + \bar{v}) P T_{\tilde{A}_j}(\bar{v}_2 + \bar{v}) \partial_{x_j} (\bar{v}_2 - \bar{v}_1)
\]

\[
+ \sum_{j=1}^{2} \Sigma(\bar{v}_2 + \bar{v}) P \tilde{A}_j(\bar{v}_2 + \bar{v}) - \Sigma(\bar{v}_1 + \bar{v}) P T_{\tilde{A}_j}(\bar{v}_2 + \bar{v}) \partial_{x_j} (\bar{v}_2 - \bar{v}_1)
\]

\[
= \Sigma(\bar{v}_2 + \bar{v}) G(\bar{v}_2 + \bar{v}) - \Sigma(\bar{v}_1 + \bar{v}) G(\bar{v}_1 + \bar{v})
\]

\[
+[\Sigma(\bar{v}_1 + \bar{v}) - \Sigma(\bar{v}_2 + \bar{v})] \partial_t \bar{v}_1 + \sum_{j=1}^{2} [\Sigma(\bar{v}_1 + \bar{v}) P T_{\tilde{A}_j}(\bar{v}_1 + \bar{v}) - \Sigma(\bar{v}_2 + \bar{v}) P T_{\tilde{A}_j}(\bar{v}_2 + \bar{v})] \partial_{x_j} \bar{v}_1
\]

\[
+ \sum_{j=1}^{2} [\Sigma(\bar{v}_1 + \bar{v}) P \tilde{A}_j(\bar{v}_1 + \bar{v}) - \Sigma(\bar{v}_2 + \bar{v}) P \tilde{A}_j(\bar{v}_2 + \bar{v})] \partial_{x_j} \bar{v}_1.
\]

As done in Section 3, this provides the following estimate:

\[
\frac{d}{dt}(\Sigma \bar{v}_1 - \bar{v}_2, \bar{v}_1 - \bar{v}_2) \leq c ||\bar{v}_1 - \bar{v}_2||_0^2,
\]

namely \( \bar{v}_1 = \bar{v}_2 = 0 \), since \( \bar{v}_1 - \bar{v}_2(0, x) = \bar{v}_1(0, x) - \bar{v}_2(0, x) = 0 \), where the constant value \( c \) in (3.38) only depends on \( |\bar{v}|_\infty \), \( |\partial_t \bar{v}|_\infty \) and \( |\nabla \bar{v}|_\infty \).

4. The original biofilms system: a multi-solid-phases model

We consider system (1.4), which can be written as

\[
\begin{align*}
\partial_t B + \nabla \cdot (B v_S) &= \Gamma_B := k_B B L - k_D B, \\
\partial_t D + \nabla \cdot (D v_S) &= \Gamma_D := \alpha B k_D - k_N D, \\
\partial_t E + \nabla \cdot (E v_S) &= \Gamma_E := B L k_E - \varepsilon E, \\
\partial_t v_S + v_S \cdot \nabla v_S + \frac{\nabla (B + D + E)}{(B + D + E)} + \nabla P &= \Gamma_{v_S} := \frac{(M + \Gamma_B + \Gamma_D + \Gamma_E)(v_L - v_S)}{B + D + E}, \\
\partial_t v_L + v_L \cdot \nabla v_L + \nabla P &= \Gamma_{v_L} := \frac{M(v_S - v_L)}{1 - (B + D + E)}, \\
\nabla \cdot ((B + D + E)v_S + (1 - (B + D + E))v_L) &= 0, \\
B + D + E + L &= 1,
\end{align*}
\]
where \( k_B, k_D, k_E, k_N, \alpha, \varepsilon \) are experimental constants. Now, \( \mathbf{P} \hat{A}(\xi, J_\varepsilon(\bar{\nu}_\varepsilon + \bar{v})) \) has the following eigenvalues:

\[
\begin{align*}
\lambda_1 &= 0, \\
\lambda_2 &= (w - Bz) \cdot \xi, \\
\lambda_3 &= \lambda_4 = \lambda_5 = (w + (1 - B)z) \cdot \xi, \\
\lambda_{6/7} &= (w + (1 - B - \nu)) \cdot \xi \pm \sqrt{(1-\nu)(|\xi|^2 - \nu(z : \xi)^2)}.
\end{align*}
\]

Besides, the eigenvectors are the columns of \( V(\xi, J_\varepsilon(\bar{\nu}_\varepsilon + \bar{v})) \)

\[
\begin{pmatrix}
\frac{q_{11}}{|\xi|\Delta_1} & 0 & 1 & -1 & \frac{B|\xi|\Delta_1}{\Delta_2} & -\frac{B|\xi|\Delta_1}{\Delta_2} \\
\frac{q_{21}}{|\xi|\Delta_1} & 0 & -1 & 0 & 0 & \frac{D|\xi|\Delta_1}{\Delta_2} & -\frac{D|\xi|\Delta_1}{\Delta_2} \\
\frac{q_{31}}{|\xi|\Delta_1} & 0 & 0 & 1 & 0 & \frac{E|\xi|\Delta_1}{\Delta_2} & -\frac{E|\xi|\Delta_1}{\Delta_2} \\
\frac{q_{41}}{|\xi|\Delta_1} & \frac{(1-\nu)\xi_2}{|\xi|} & 0 & 0 & -\nu\xi_2 & \frac{-\xi_2\Delta_1}{|\xi|\Delta_2} & \frac{\xi_2\Delta_1}{|\xi|\Delta_2} \\
\frac{q_{51}}{|\xi|\Delta_1} & \frac{-(1-\nu)\xi_1}{|\xi|} & 0 & 0 & \nu\xi_1 & \frac{\xi_1\Delta_2}{|\xi|\Delta_2} & \frac{-\xi_1\Delta_2}{|\xi|\Delta_2} \\
\frac{q_{61}}{|\xi|\Delta_2} & \frac{\xi_1}{|\xi|} & -\frac{\xi_2}{|\xi|} & 0 & 0 & \frac{\xi_1}{|\xi|} & \frac{-\xi_2}{|\xi|} \\
\frac{q_{71}}{|\xi|\Delta_2} & \frac{-\xi_2}{|\xi|} & \frac{\xi_1}{|\xi|} & 0 & 0 & \frac{-\xi_2}{|\xi|} & \frac{\xi_1}{|\xi|} \\
\end{pmatrix}
\]

where

\[
q_{11} = q_{11}(\xi, J_\varepsilon \bar{\nu}_\varepsilon, \bar{v}), q_{21} = q_{21}(\xi, J_\varepsilon \bar{\nu}_\varepsilon, \bar{v}), q_{31} = q_{31}(\xi, J_\varepsilon \bar{\nu}_\varepsilon, \bar{v}), q_{41} = q_{41}(\xi, J_\varepsilon \bar{\nu}_\varepsilon, \bar{v}), q_{51} = q_{51}(\xi, J_\varepsilon \bar{\nu}_\varepsilon, \bar{v})
\]

are polynomial functions of degree 3 in the \( \xi \) variable, \( \Delta_1 \) in (2.41), and

\[
\begin{align*}
\nu &:= B + D + E, \\
\Delta_2 &:= \gamma|\xi|^2 - (B + D + E)(z : \xi)^2, \\
\Delta_4 &:= \sqrt{(1-\nu)\Delta_2}, \\
\Delta_5 &:= (\xi_1z_2 - \xi_2z_1)\nu\Delta_4,
\end{align*}
\]

while \( V^{-1}(\xi, J_\varepsilon(\bar{\nu}_\varepsilon + \bar{v})) \)

\[
\begin{pmatrix}
0 & 0 & 0 & -\frac{\xi_1}{|\xi|\sqrt{1-\nu}} & -\frac{\xi_2}{|\xi|\sqrt{1-\nu}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{\xi_2}{|\xi|} & -\frac{\xi_1}{|\xi|} \\
-\frac{D}{\nu} & \frac{B+D}{\nu} & \frac{-D}{\nu} & 0 & 0 & 0 & 0 \\
\frac{\nu}{\xi_1} & \frac{\nu}{\xi_2} & \frac{\nu D}{|\xi|} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{\xi_1}{|\xi|} & 0 & -\frac{(1-\nu)\xi_2}{|\xi|} & \frac{(1-\nu)\xi_1}{|\xi|} \\
\frac{2\nu}{\xi_1} & \frac{2\nu}{\xi_2} & \frac{\sqrt{\nu}}{|\xi|} & \frac{2\nu|\xi|(1-\nu)}{|\xi|} & \frac{2\nu|\xi|(1-\nu)}{|\xi|} & \frac{2\nu|\xi|(1-\nu)}{|\xi|} & \frac{2\nu|\xi|(1-\nu)}{|\xi|}
\end{pmatrix}
\]
Since $V$ and $V^{-1}$ are bounded for each $\xi \in \mathbb{R}^2 - \{0\}$, we can apply the arguments developed for system (1.2) to the complete case (4.1).

5. The three dimensional two phases model

The three dimensional case contains structural difficulties that we are not able to solve. In three space dimensions

$$P \tilde{A}(\xi, v) = P(\xi)(\tilde{A}_1(v)\xi_1 + \tilde{A}_2(v)\xi_2 + \tilde{A}_3(v)\xi_3),$$

with the following eigenvalues:

$$\lambda_1 = 0, \quad \lambda_2 = \lambda_3 = (w - Bz) \cdot \xi, \quad \lambda_4 = \lambda_5 = (w + (1 - B)z) \cdot \xi,$$

$$\lambda_{6/7} = (w + (1 - 2B)z) \cdot \xi \pm \sqrt{(1 - B)\Delta_2},$$

where $\Delta_2 = \gamma|\xi|^2 - B(z \cdot \xi)^2$. To simplify the discussion, the matrix with the eigenvectors on the columns, $V(\xi, v)$, has been calculated in the equilibrium point $(2.8) \bar{v} = (\bar{B}, \bar{w}, \bar{z}) = (\bar{B}, 0, 0)$, with $\bar{B} = 1 - \frac{k_B}{k_B}$. We have

$$V(\xi, v) = \frac{1}{|\xi|}$$

$$\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & \bar{B} \sqrt{\frac{1 - B}{\gamma}} |\xi| & -\bar{B} \sqrt{\frac{1 - B}{\gamma}} |\xi|
-(1 - \bar{B})\xi_1 & \xi_2(1 - \bar{B}) & \xi_3(1 - \bar{B}) & -\bar{B}\xi_2 & -\bar{B}\xi_3 & 0 & 0
-(1 - \bar{B})\xi_2 & -(1 - \bar{B})\xi_1 & 0 & \bar{B}\xi_1 & 0 & 0 & 0
-(1 - \bar{B})\xi_3 & 0 & -(1 - \bar{B})\xi_1 & 0 & \bar{B}\xi_1 & 0 & 0
\xi_1 & -\xi_2 & -\xi_3 & -\xi_2 & -\xi_3 & \xi_1 & \xi_1
\xi_2 & \xi_1 & 0 & \xi_1 & 0 & \xi_2 & \xi_2
\xi_3 & 0 & \xi_1 & 0 & \xi_1 & \xi_3 & \xi_3
\end{pmatrix}.$$  

(5.3)

For $\xi_1 = 0$, we get

$$\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & \bar{B} \sqrt{\frac{1 - B}{\gamma}} |\xi| & -\bar{B} \sqrt{\frac{1 - B}{\gamma}} |\xi|
0 & (1 - \bar{B})\xi_2 & (1 - \bar{B})\xi_3 & -\bar{B}\xi_2 & -\bar{B}\xi_3 & 0 & 0
-(1 - \bar{B})\xi_2 & 0 & 0 & 0 & 0 & 0 & 0
-(1 - \bar{B})\xi_3 & 0 & 0 & 0 & 0 & 0 & 0
\xi_2 & 0 & 0 & 0 & 0 & \xi_2 & \xi_2
\xi_3 & 0 & 0 & 0 & 0 & \xi_3 & \xi_3
\end{pmatrix}.$$  

(5.4)
The second and the third columns of (5.4), namely the second and the third coincident eigenvalues in (5.2), degenerate in the same vector when $\xi_1 = 0$. This happens also to the fourth and the fifth columns of (5.4), i.e. the fourth and the fifth coincident eigenvalues in (5.2). For this reason, in the three dimensional case the symbol $\tilde{P}(\xi, v)$ in (5.1) loses the property of strong symmetrizability and related microlocal symmetrizability, according to the definitions given in [22].
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