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Abstract

Recent advancements in large pre-trained transformer models (GPT2/3, T5) have found use in program synthesis to generate programs that satisfy a set of input/output examples. However, these models perform poorly on long-horizon and low-data tasks, and often don’t seem to understand the semantics of the languages they generate. We investigate an approach that tackles both of these issues, by using attributed context-free-grammars of programming languages to generate programs, and then analyzing generated programs so that they can be annotated with compile and runtime attributes, such as types, so that information about the program can be remembered during long-horizon generation. We firstly find that synthesized datasets can be made efficiently and can provide transformer models with enough data in order to perform well on some synthesis tasks. We also find that giving models access to program attributes is especially effective in low-data environments, and tends improve the quality and reduce errors of transformer-generated programs.

1 Introduction

A classic task in program synthesis is, given a specification, to generate a program in some given language that fits this specification. Specifications can be given as logical constraints, natural language descriptions, or other formats that describe a program. Classically, such synthesis is done via. enumerative or SMT-based methods (Barrett et al., 2011), that usually generate a symbolic representation of the desired program. However, these methods suffer serious drawbacks: The main among them being how the search space of programs tends to blow up exponentially with respect to the possible length of the program. Pruning the search space can be done using type data (Feser et al., 2015) or other compile-time information, but the problem of the exponentially-growing search space still stands, and prohibits long-horizon program generation.

Attention has recently instead shifted towards using neural-network-based methods to generate programs. One such neural network architecture is the transformer, a neural network which takes in as input a string known as the ”prompt”, and then outputs the prompt appended with an additional string (Vaswani et al., 2017). This can be seen as a sort of ”autocomplete” task, where the transformer predicts how to finish a sentence or autocomplete a string. Many tasks in program synthesis can be thought of as a transformer task. For example, a prompt can be a function header or definition, and we may expect the transformer to return a valid function that matches that header. Another way we can use the transformer is to prompt it with input/output examples of a program, and then to expect the transformer to finish the prompt with a program that matches those examples.

Transformer-based synthesis allows for program synthesis given many different kinds of specifications. And, while transformer-based methods are computationally expensive, synthesis time grows only linearly with the size of the generated program, as opposed to classical synthesis methods, which tend to take exponential time with respect to the depth of the program. Currently, multiple large transformer models have already been created and tested on program synthesis. Models such as OpenAI’s Codex (2021) or GPT-Neo (2021) have been pre-trained on a large corpus of source code, and can be used to generate programs with decent results. However, there are large, glaring problems with these models.

The largest issue with these models is the amount of training data required. For example, Codex was trained on over 159 GB of available open source code (Chen et al., 2021) from over 164 thousand...
Python Github Repos, while GPT-Neo (2021) was trained on a 825GB cross-language dataset called The Pile (Gao et al., 2021). For languages with small amounts of available source code, such as more niche languages like Haskell with only around 8000 active repositories (Grigorik, 2022), these transformer models fail horrendously, sometimes unable to create runnable programs in any context. Furthermore, these transformer models can show a lack of understanding of the semantics of programs they output. Often times generated programs don’t parse, don’t compile, or don’t match input-output examples.

We address both of these problems in this thesis. First, we make the observation that classical synthesis methods can be used to generate a large synthesized corpus of programs in any language given that language’s context-free-grammar (CFG) or some other specification. We develop an algorithm that is able to, given such a grammar, able to quickly generate training examples in some given language, and even constrain generated programs to fit certain compile-time guarantees. Second, we note that when models are augmented with compile-time attributes or other static analysis they can perform better than they would otherwise (Mukherjee et al., 2021). While this approach of combining static analysis with neural methods is not new, we find it to be particularly effective in low-data environments. We test the effectiveness of this approach on both a synthetic language and Haskell, utilizing static analysis of both languages in order to increase data quality in these data-poor languages.

To test these ideas, we develop a pipeline, where a corpus of random programs are synthesized alongside input/output examples and then annotated using static analysis. We then train a transformer model on the annotated synthetic corpus and evaluate the accuracy of the model. We also test the viability of static analysis on existing languages by annotating Haskell source code, feeding the annotated source into a transformer model, and then evaluating the quality of the generated source code.

We show promising results that synthesizing artificial training datasets can allow transformers to perform well on similarly synthesized tasks, even if such methods have trouble with robustness and generalization. We also show that static analysis combined with transformer methods works especially well in data-poor settings. Specifically, static analysis increases model accuracy depending on the added analysis, across both synthesizing programs given input/output examples, and for synthesizing programs given a function header. This also applies across research languages like Lambda2 and real languages like Haskell. We hope that such findings will help alleviate the widening model performance gap between high and low-data languages.

2 Prior and Related Work

2.1 Neural-Based Program Synthesis

Transformers are a language encoder-decoder model which namely functions off of the idea of attention. Attention is used to rank the relative importance among a set of input vectors, usually called “keys” given a single input vector known as the “query” (2017). These models are highly general because they work off strings as inputs, and strings as outputs, which make them theoretically generalizable to most tasks. Such tasks include synthesizing programs given natural language descriptions (2021). However, these methods often are evaluated on Python, a language with an extremely high amount of data.

Other neural models and specifications are also frequently used for program synthesis: Neural models which function off of input-output examples but use other neural methods, such as RNNs (2017) or just plain encoder-decoder models (2016) have also been explored, with some success.

2.2 Domain-Aware Neural Models

Program synthesis usually requires writing a program in a formal language, which requires some amount of formal knowledge. However, neural networks aren’t usually aware of this formal knowledge unless we specifically guide them to take advantage of it. Some program synthesis models specifically force a model to generate values specific to the domain language they’re evaluating on, or elect to use the neural models to guide a more formal program synthesis search (2016). Methods have also been explored where neural models are augmented with a static analyzer, which analyzes code both during training and during generation, and additionally feeds model with data from the static analyzer represented in some vector
form (2021). So while the concept of augmenting program synthesis with static analysis is not new, it has not to our knowledge been applied in the context of low-data environments or transformers.

2.3 Formal Program Synthesis from Input/Output Examples or Function Headers

In this paper, we explore a neural framework for synthesizing a program given input output examples, or some function header. However, fully formal methods exist for such tasks. Input/output examples have been studied in the formal setting, for both simple atomic data types like numbers and strings (2012) and for recursive data types (2015). Sometimes, formal methods are made to be interactive, where additional outputs given inputs are requested when a program is underspecified by the current set of examples (2011). Function headers have also been explored as a possible specification for program synthesis. In Haskell, formal synthesis tools given function headers have been explored (2008). These synthesis approaches have also been explored when given refinement types, which allows for richer type definitions, and therefore more control over the synthesized program (2016).

3 Synthesizing Training Programs

The process of synthesizing training programs takes an attributed grammar and hopes to generate a large number of abstract syntax trees (ASTs) in that language. A naïve approach could randomly expand production rules of the grammar until every leaf of the tree corresponded with a terminal production rule. While this leads to syntactically correct programs, these programs are not always semantically correct, which leads to them being uncompileable or uninterpretable (depending on the language). An example of this is programs being generated that use undeclared variables – these programs are correct in the context-free-grammar but not semantically correct.

In order to ensure that synthesized programs are more often semantically correct, rules in our grammar are annotated with procedures that generate attributes. Because each node corresponds with a production rule, each node has a set of attributes that is calculated using the procedure defined by the production rule. We distinguish between synthesized attributes, which are attributes that can be determined solely from the attributes of that node’s children, and inherited attributes, which are attributes that can be determined solely from the attribute of that node’s left-siblings and parent. Examples of attributes are the return type of that node in the AST, or the set of variables that are available in scope at this point in the program.

With access to these attributes, we can define constraints on the attributes that our generated programs have to follow. Constraints on using correct types and variables proves to be sufficient to generate semantically programs much more frequently.

One important property of our synthetic attributes is that they are reversible during the program generation process. For example, say we have an attribute function \( f \) that simply takes the attributes of its first child. Such an attribute-generating function would look like this:

\[
f(node) = f(children(node)[0])
\]

However, if we have some constraint \( C \) on the attributes of a node that has this attribute-generating function on it, we can solve this constraint by solving it on the first child:

\[
f(node) \vdash C \\
f(children(node)[0]) \vdash C
\]

In other words, we can turn constraints on a node with some synthetic attribute generating function into equivalent constraints on that node’s children. During program generation, this will be at the core of our constraint solving algorithm: We can solve for constraints on a single node of the AST by solving for a different but equivalent set of constraints on its children. With this, we can make an extended program generation algorithm that takes into account attributes and constraints:

It’s important to note that while attributes are not strictly necessary for creating the synthetic corpus, they substantially decrease the amount of time it takes to generate a corpus while also increasing the corpus quality, and providing a large amount of auxiliary information about programs that we can pass on to the transformer in order to aid it.
Algorithm 1 \textit{generateASTNode}(S, C): Generate a program of symbol type $S$ with constraints $C$

\textbf{Require:} $S$ is the symbol in the grammar wanted
\textbf{Require:} $C$ is the set of constraints on attributes
\textbf{Ensure:} Returns a node of an AST who’s attributes satisfy those constraints.

\begin{align*}
A &\leftarrow \text{attribute sets that satisfy constraints} \\
N &\leftarrow \text{an empty AST node.} \\
P &\leftarrow \text{set of all production rules with } S \text{ on the left-hand-side.} \\
\text{tries} &\leftarrow 0 \\
\text{while } &\text{attrs}(N) \text{ does not satisfy } C \text{ and } \text{tries} < \text{maxTries do} \\
N &\leftarrow \text{an empty AST node.} \\
P' &\leftarrow \text{randomElementOf}(P) \\
C' &\leftarrow \text{equivalentConstraintsOnEachChild}(P', C) \\
A' &\leftarrow \text{randomElementOf}(A) \\
\text{for } i = 0 \text{ to } i = \text{len}(rhs(P)) \text{ do} \\
rhsSymbol &\leftarrow rhs(P)[i] \\
child &\leftarrow \text{generateASTNode}(rhsSymbol, C'[i]) \\
\text{children}(N)[i] &\leftarrow \text{child} \\
\text{end for} \\
\text{tries} &\leftarrow \text{tries} + 1 \\
\text{end while} \\
\text{if } \text{tries} = \text{maxTries then} \\
\text{return FAIL} \\
\text{else} \\
\text{return } N \\
\text{end if}
\end{align*}

In order to generate input-output examples for L2, we would analyze the AST of the L2 program in order to figure out the type of inputs to the program. For boolean inputs, we’d simply generate both true and false values. For integers, we uniformly sampled from -5 to 15. For lists, we’d generate a list of random size from 0 to 5 and generate each element randomly and independently.

3.1 L2 Constraints and Attributes

Recall that for our attribute grammars, we specified that every production rule could specify some function $f$ that computed the synthesized attributes: The attributes that only depend on the node’s children. In order to allow the constraint solving algorithm to function quickly, these attribute-generating functions have to be able to translate constraints on a node into a set of constraints on each child. We’ll go over some examples of such constraint functions now.

3.1.1 Type Constraints

Frequently, one wants a constraint on the type of the expression to generate. For example, say I want to generate an expression of type Int, and I’m considering using the production rule:

$\langle Expr \rangle \rightarrow \langle Plus \rangle \langle Expr \rangle \langle Expr \rangle$

The constraint-modifying function for this program would be simple: This production rule will always result in a node that’s annotated with a type Int, provided it’s given two children that are also Ints. Therefore, our attribute-generating function is super-simple: $\text{type}(f(children)) = "\text{Int}"$. Our constraint modifications can be written like this:

\begin{align*}
\text{f(node)} \vdash \text{type}(f(node)) = "\text{Int}"
\end{align*}

\begin{align*}
\text{f(children(node)[1]), f(children(node)[2])} &\vdash \text{type}(f(children(node)[1])) = "\text{Int}" \land \text{type}(f(children(node)[2])) = "\text{Int}" \\
\end{align*}

\begin{align*}
\text{f(children(node)[1]), f(children(node)[2])} &\vdash \text{type}(f(children(node)[1])) = "\text{Int}" \land \text{type}(f(children(node)[2])) = "\text{Int}" \\
\end{align*}
During dataset generation, this would result in a hole that's constrained to be an integer to result in having to generate two expressions constrained to be integers. This, while valid, isn't ideal, because we’ve turned one problem into two problems. Fortunately, constants exist. For example, a production rule of the form:

\[ \langle Expr \rangle \rightarrow 1 \]

Has the exact same attribute generating function as addition. However, its constraint modification process is super easy:

\[ f(node) \vdash type(f(node)) = "Int" \]

In other words, if you want an integer, and you use that rule, you get an integer without any sub-goals. Easy!

### 3.1.2 List and Length Constraints

Attribute values are generic, and therefore can return integers, too. It can be useful to arbitrarily bound the length of lists that a grammar can produce. Imagine a set of rules that allow a grammar to produce a list of arbitrary size:

\[ \langle List \rangle \rightarrow \langle List \rangle \langle Unit \rangle \]
\[ \langle List \rangle \rightarrow \langle Unit \rangle \]

In other words, a list is either a single element, or a single element appended to another list. If you want to allow for empty lists, you could replace the right-hand-size of the second rule with some "nil" symbol. We can create synthetic attribute functions in order to recursively calculate the length of a list. For our two rules, our attribute functions become:

\[ \text{length}(f(node)) = \text{length}(f(children(node)[0])) + 1 \]
\[ \text{length}(f(node)) = 1 \]

Likewise, we can make constraint modifiers that tell our generator how to generate lists of some arbitrary size \( n \):

\[ f(node), n \geq 2 \vdash \text{length}(f(node)) = n \]
\[ f(children(node)[0]) \vdash \text{length}(f(children(node)[0])) = n - 1 \]

And for our "unit" rule:

\[ f(node) \vdash \text{length}(f(node)) = 1 \]

In this way, we can constrain the length of a list generated by a grammar. This is quite helpful for things like lambda declarations, which can have a variable number of inputs. If I want to constraint a lambda declaration to only have 2 inputs, then constraining the length of the list of arguments is the way to do it.

### 3.1.3 Name Constraints

Frequently, a language will have variables that can have many types. Depending on the program, the variable "x" may be an integer, a boolean, or something else entirely. It may even be undeclared! Imagine the rule:

\[ \langle Var \rangle \rightarrow w+ \]

Where \( \text{Var} \) can be any variable name, and \( \text{w}+ \) is the regex expression for a valid variable name. This will result in the attribute:

\[ \text{varname}(f(node)) = \text{stringRepresentation}(children(node)[0]) \]

We’d obviously want \( \text{Var} \) to be a variable that’s been declared, and we may even want \( \text{Var} \) to have some specific type. However, knowledge of which variables have been declared in the past is not something that can be determined from the children of a node: Instead, these attributes would be inherited
attributes, because they depend on the attributes of left-siblings and parent nodes, because variable declarations happen before they are used. This turns out to not be a problem: During the program generation process, we know the inherited attributes of a node, so we can use those in the definition of our constraint modifying process: For notational purposes, when \( f \) is the attribute generating function, we’ll say \( f_i \) is the inherited attribute function, and \( f_s \) is the synthetic attribute function, such that \( f = f_s \cup f_i \):

\[
\text{varname}(f(\text{node})) \vdash \text{isDeclared}(\text{varname}(f_i(\text{node})))
\]

\[
f(\text{children}(\text{node})[0]) \vdash \text{isDeclared}(\text{stringRepresentation}(f(\text{children}(\text{node})[0])))
\]

This will force the random string that is selected to be the variable name to be declared. This process can be repeated for forcing variables to have specific types.

### 3.2 String Representations of Programs

As transformer-based methods fundamentally function on sequences/strings, finding a string representation of our programs is necessary in order for our model to be able to process our corpus. The trivial representation is to simply turn a program AST into a string by concatenating the strings at leaf nodes: After all, terminals of an AST are all strings. However, we have access to a full parse-tree of the program, annotated with helpful type and state data! Instead of simply outputting the tokenized string representation of the program, we find that outputting a string representation of the entire parse tree and its attributes gives the transformer model access to deeper information about the program. This matches findings in transformer-based program execution (Nye et al., 2021) and Java program synthesis (Mukherjee et al., 2021) that giving neural models access to program internal state and additional semantic information about the program improves the performance of such models.

### 4 Implementation

#### 4.0.1 L2 Analysis

In order to test and evaluate this system, we chose the Lambda2 (L2) functional language outlined in (Feser et al., 2015). This is because it almost certainly has no presence in any pre-trained model’s training data, and is a relatively simple grammar with easy-to-compute attributes, while being able to express a wide range of programs by working with higher-order functions and algebraic data types. For ease of readability, we implemented the L2 language as resembling Python in syntax. Here’s an example of a L2 program to find the maximum of a list of lists:

\[
\lambda x:\, \text{max}(\text{map}(\lambda l:\, \text{max}(l), x))
\]

And here’s a L2 program to find the last element of a list:

\[
\lambda x:\, \text{indexInto}(x, \text{minus}(\text{len}(x), 1))
\]

The process that takes program ASTs and turns them into strings creates a tab-indented tree string, where each line is a node coupled with a list of that node’s attributes, and tab indents indicate child-parent relationships between nodes. Next, we assigned a unique integer ID to each production rule in our grammar, so that we wouldn’t overload the transformer model with too many tokens from printing out entire production rules. Finally, terminal nodes were just represented as quoted strings. For example, the program "\(\lambda r:\, \text{neg}(r)\)" where \(r\) is a boolean has the following AST string representation:

```plaintext
3 {type=bool, 0.type=bool, length=1} "lambda" {}
4 {0.type=bool, length=1, r.is_decl=true, r.typevar=bool, c.is_decl} 1 {r.is_decl=true, r.typevar=bool, type=bool} 39 {chosenSymbol=r, type=bool}
   "r" {}
";" {}
25 {type=bool, 0.type=bool, r.is_decl=true, r.typevar=bool} "neg" {}
"(" {} 0 {type=bool, r.is_decl=true, r.typevar=bool} 2 {type=bool, r.is_decl=true, r.typevar=bool}
```
As you can see, this representation of programs allows for variable types, declared variables, and types of sub-expressions to be visible for the transformer model.

Instead of training a transformer model from scratch, we fine-tuned an existing model from GPT-Neo (Black et al., 2021). We chose the 125 million parameter model from GPT-Neo for two reasons: First, it was trained on source code, which likely shares patterns no matter what the language. Second, we chose it because it was what could fit on the GPUs we had access to. Further work could be done to evaluate this method given larger transformer models.

4.1 Haskell Analysis

In order to test the performance of our data augmentation methods on Haskell, we had to be able to actually perform static analysis on large amounts of Haskell code. Fortunately, the Glasgow Haskell Compiler (GHC), which is the biggest compiler for Haskell, exposes a number of APIs that we’re able to use in order to do this. Parsing is simple: The GHC exposes an interface for parsing source code into an AST, which we can serialize in order to feed to the transformer. Nearly all source code is parsable, and even unit tests and helper scripts could be parsed, which allowed us to grab a much, much larger training dataset for parse trees.

Typechecking was more difficult. A file in source code has to be able to fully compile in order to be typechecked. This means when calling the GHC API in order to compile a package, we have to mimic the intended compile flags and compilation environment that it’s intended to be compiled with. Haskell has a common build system called Cabal which attempts to standardize the build process. However, Cabal doesn’t expose the GHC API, so we can’t find the intermediate representations of programs that have the information we need.

We found a workaround: GHC exposes an API for plugins, which can modify and access intermediate representations of programs during compilation. We created a plugin that would take those representations, annotate them with types, and serialize them to a file. Then, by hardcoding our installation of GHC to use that plugin, every package that can be compiled with Cabal uses that plugin. This still didn’t compile helper scripts and unit tests, and not all packages could be compiled this way, so it resulted in a much smaller dataset. In total, we ended up with 16,000 type-annotated functions, and 40,000 parsed functions.

Serializing these Haskell trees into a consistent string format was non-trivial. Writing serialization functions for every possible node type in the GHC would’ve taken far too much time, and would’ve likely broken upon the release of any new GHC version. Many data types in GHC already had ways of serializing and deserializing. However, there were many types for which there was no easily definable generic function. In order to fix this, we had to write several special cases for types in the GHC which did not support serialization. When doing this, the serialization and deserialization methods were vert lossy: Much data was thrown away in the interest of the compactness of the string representations. However, we made sure that we would not throw away data that was necessary for recreating the original source code given it’s tree representation. For example, consider the Var type in GHC, the datatype which represents a variable. This was a type that had special constructors that didn’t allow for generic serialization and deserialization. In order to create a Var normally, you’d have to choose the right helper function to make it, which would usually require the variable’s type, all subtypes and possible algebraic types resulting from that type, knowledge of the variable’s scope, knowledge of the module that variable was declared in, and so on. However, we just store the string representation of the variable, and leave placeholder values for everything else. After all, when turning the the AST string into a source string, we only need the variable’s name.

Therefore, if you were to take source code, serialize it’s tree, and then deserialize it’s tree, you would lose much information. But, if you take code, serialize it’s tree, and then deserialize it’s tree, and turn that back into source code, you get back source that’s nearly identical. This was good enough for our purposes.
5 Evaluation

5.1 Evaluation on synthesized L2

To evaluate on L2, a synthesized language, we generate 10,000 training examples and 1,000 evaluation examples. These examples have 4 to 7 input/output pairs each. In order to not end up with an adversely simple training dataset, the training dataset is pruned of programs that only return a constant, or programs that are equivalent to the identity function.

To evaluate our model, we generate 1000 programs each with a set of 4-7 input/output examples. We then mask the programs out, and have GPT generate a program when given the examples.

We evaluated multiple models: Models trained on the raw string representation of the program, models trained on the program’s AST with and without attributes, and models trained on program ASTs bundled with a post-processing Sketch algorithm, which post-processed generated programs by masking out constants and variables and then doing an enumerative search over possible constants to “fill” the masked holes in the program. This was done after noticing that there were a high amount of programs that would be correct structurally, but GPT would make minor errors such as multiplying by 3 instead of 2, or other constant-related issues.

We also found that when generating programs for L2, some symbols and functions appeared far more often in incorrect programs than correct ones. The terminal symbols that were most common in incorrectly generated programs but not in correctly generated programs, alongside the difference in frequencies between correct and incorrect programs, were:

1. times (2.5%)
2. minus (2.3%)
3. plus (2.0%)
4. it (0.9%)
5. min (0.2%)
6. gt (0.2%)

Namely, mostly arithmetic and integer operations. So, we did another run of the model but trained and evaluated on a subset of L2 that only contained list operations and higher-order operators on lists.

Next, another experiment that we did was to increase the number of programs generated by the transformer model. In hindsight, it may be unreasonable to expect a transformer model to generate a fully correct program on the first try. Furthermore, generating programs with the transformer and verifying the correctness of a program against input/output examples is computationally cheap. Therefore, we had GPT generate multiple programs per set of input/output examples and then selected the one that satisfied the most examples.

Finally, we also evaluated our best performing model on a series of handmade programs that perform basic arithmetic and list manipulation. This dataset included classical algorithms such as reversing or finding the length of lists, removing even elements from list, finding the cartesian product of a list of lists, and so on. We used the same programming problems that L2 was originally evaluated on (2015) that involved list processing or arithmetic. We did this to see if the model, when trained on synthetic programs and problems, can generalize to other, more ”real” program synthesis tasks.

With the knowledge that adding attributes and allowing for multiple “attempts” at a correct program tends to increase results, we also experimented with increasing the size of the training data by synthesizing more programs.

We distinguish between examples that have the following errors:

1. Parse errors are examples that fail because the programs that run them aren’t can’t be parsed, or it’s impossible to create syntax trees from them. Note that it’s impossible to get parse errors in the cases where we generate full ASTs.
| Method                          | Correct | Wrong Output | Parse | Type | Decode | Name | Runtime |
|--------------------------------|---------|--------------|-------|------|--------|------|---------|
| Trees+Attributes+NoArith+25    | 5431    | 375          | 0     | 0    | 2      | 0    | 31      |
| Trees+Attributes+25Tries       | 3798    | 2105         | 0     | 0    | 12     | 0    | 57      |
| Trees+Attributes+10Tries       | 3420    | 2449         | 0     | 0    | 13     | 0    | 90      |
| Trees+Attributes+Sketch        | 2667    | 3218         | 0     | 0    | 0      | 0    | 138     |
| Trees+Attributes               | 2637    | 3237         | 0     | 0    | 7      | 0    | 142     |
| Trees+No Attrs                | 2366    | 3269         | 0     | 124  | 0      | 46   | 126     |
| Plain Program                 | 2111    | 2555         | 23    | 211  | 0      | 10   | 83      |

| Evaluated on Synthesized Data  |         |              |       |      |        |      |         |
|--------------------------------|---------|--------------|-------|------|--------|------|---------|
| Evaluated on Handmade Data     |         |              |       |      |        |      |         |

Table 1: Types of errors encountered in GPT-generated programs

| Train # | Correct | Wrong Output | Parse | Type | Decode | Name | Runtime |
|---------|---------|--------------|-------|------|--------|------|---------|
| 1k      | 3085    | 1896         | 0     | 0    | 292    | 0    | 692     |
| 10k     | 3965    | 1810         | 0     | 0    | 42     | 0    | 157     |
| 100k    | 4422    | 1410         | 0     | 0    | 48     | 0    | 92      |
| 1M      | 4921    | 787          | 0     | 0    | 220    | 0    | 44      |

| Evaluated on Synthesized Data  |         |              |       |      |        |      |         |
| Evaluated on Handmade Data     |         |              |       |      |        |      |         |

Table 2: Types of errors encountered in GPT-generated programs by training size

2. Type errors are examples that fail because of a type mismatch, such as attempting to find the length of a boolean.

3. Decode errors are examples that fail because the transformer model has generated a string that’s not a valid abstract syntax tree, in the cases where we generate a tree and not the program itself. Note that it’s impossible to get decode errors unless we’re generating an AST.

4. Name errors are errors caused by referencing undeclared variables or re-declaring existing variables.

5. Runtime errors are just examples that are correct but fail at runtime. This can be like dividing by zero, or trying to find the minimum element of an empty list, or indexing an array out of bounds, or anything else.

5.2 Evaluation on Haskell

For Haskell, we had three corpuses we were able to train on. One was a corpus of plain Haskell source code, one was a corpus of Haskell functions turned into an AST representation, and one was a corpus of Haskell functions with AST string representations with type-annotated nodes. In order to evaluate these systems, we generated each data format’s equivalent to a function header that maps integers to integers. As an example, this is represented in plain Haskell as "f :: Int -> Int". This would be the prompt to our model. We then generated a thousand programs with this as the prompt. Because there are no input/output examples for this task, we simply counted a program as correct if it successfully ran on an integer: we tested 0 and 1. The evaluation and error types were otherwise the same as when evaluating L2.

6 Conclusions

From our results, we draw a few conclusions. Firstly, datasets for low-data languages can be efficiently synthesized using formal methods, to some success. However, we also found that models trained on synthetic program corpuses tend to not generalize well to other kinds of programs or datasets. This
matches other findings with other ML-based program synthesis techniques similar, in which models can get incredibly high accuracy on synthtic datasets but perform poorly on handmade ones (Suh and Timen, 2021). Theoretically, if our synthesized corpus more closely matched the kinds of programs we’d expect a human would want to make, or if our synthesized corpus was more diverse and therefore trained a more robust model, this performance difference might disappear.

Second, we conclude that, especially in the low-data case, giving transformer models access to additional information about programs enables better program generation. We saw type and name errors completely eliminated when feeding type and variable scoping attributes to the model. Second, we found that the model performs especially poorly on arithmetic – this makes sense, as we suspect the embeddings/vector representations for integers tend to be very close and nearly indistinguishable from each other, so choosing the correct integer for programs that involve complex arithmetic is tricky.

Finally, we’ve also shown the capability of alternative representations of programs in order to improve performance. For real low-data languages like Haskell, we’ve shown that simple data augmentation using static analysis is able to greatly improve the quality of generated programs.

We hope that these methods help bridge the data gap between languages, and hopefully enable models to perform better synthesis regardless of the popularity of the chosen programming language.

6.1 Future Work

Much room for improvement exists in these methods. Firstly, tuning the distribution of the training dataset away from our uniform sampling is possible to do. Theoretically, one could use a probabilistic grammar or some variant to tune the distribution of the training set to create more "human-like" programs. However, defining what makes a program "human-like" is tricky. Finding a distribution would result in "human-like" programs is similarly difficult. Theoretically, one could use generative adversarial networks or some other neural method in order to learn a distribution that performs well, but we did not explore this pathway.

Furthermore, more work exists in synthesizing programs in real languages. The grammar for real languages like Haskell is incredibly complete, even when ignoring attributes and constraints. Formulating any non-trivial language in the method we describe poses a non-trivial engineering challenge. However, a plus side for working in real languages would be that we can draw a distribution of training programs and their ASTs from their small amount of existing source code, and hopefully use that to solve the problem of training programs not being "human-like".

Appendix

6.2 Our representation of the L2 Language

The L2 Language, as we tested it, contains two atomic types (Ints and Bools), one algebraic List type, and a function type. We implemented most basic boolean functions, and the basic arithmetic operations of addition, subtraction, multiplication, division, remainder, less than, and greater than. We also implemented basic list operations, such as indexing, concatenation, list insertion, minimum, maximum, and list length. Finally, we also added higher-order functions, such as map, filter, reduce, foldl, foldr, and recl.

The grammar for L2 is extraordinarily simple: An L2 Program is an expression that is some function type. Each expression can be a function declaration, a constant, or a library function, where the arguments to each library function are themselves L2 expressions.

| Method          | Valid Output | Parse | Type | Decode | Name | Runtime |
|-----------------|--------------|-------|------|--------|------|---------|
| Plain Haskell   | 0            | 978   | 6    | 0      | 0    | 16      |
| Parsetree       | 26           | 2     | 40   | 821    | 96   | 15      |
| Typed Parsetree | 10           | 15    | 30   | 464    | 478  | 3       |

Table 3: Types of errors encountered in GPT-generated programs on Haskell
6.3 Source Code

The full library and pipeline for generating a training set, training GPT, using GPT, and then evaluating the results can be found at this repo: https://github.com/JRoper18/cfgenerator

The library and accompanying plugin for GHC that parses, typechecks, annotates, and serializes Haskell source code can be found here: https://github.com/JRoper18/haskell-scraper
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