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Abstract

2.5D cartoon models [RID10, KKT14, GMB15, CMG16] are methods to simulate three-dimensional (3D)-like movements, such as out-of-plane rotation, from two-dimensional (2D) shapes in different views. However, cartoon objects and characters have several distorted parts which do not correspond to any real 3D positions (e.g., Mickey Mouse’s ears), that implies that existing systems are not suitable for designing such representations. Hence, we formulate it as a view-dependent deformation (VDD) problem [CKB04, CKB07, KI13, Rad99], which has been proposed in the field of 3D character animation. The distortions in an arbitrary viewpoint are automatically obtained by blending the user-specified 2D shapes of key views. This model is simple enough to easily implement in an existing animation system. Several examples demonstrate the robustness of our method over previous methods. In addition, we conduct a user study and confirm that the proposed system is effective for animating classic cartoon characters.

CCS Concepts

• Computing methodologies → Graphics systems and interfaces;

1. Introduction

Computer-assisted techniques known as three-dimensional (3D) character animation are widely used for improving the efficiency of rotoscoping in the classic 2D cartoon. However, the cartoon drawings are not bound to geometric precision and typically contain many subtle artistic distortions, such as changes in scale and perspective, or more noticeable effects, such as changes in the shape or location of features (for example, Mickey Mouse’s ears always face forward from any view, and the one ear changes positions and is shifted downward). When creating such animation with 3D, these gaps would be filled by additional deformation by artists in each view. Therefore, instead of conventional 3D models, our goal is to establish a simple framework to make 3D-like movements specialized for 2D cartoons.

Some pioneering work show simulating 3D-like rotations from 2D drawings in anterior and lateral views [DFSEVR01, FFO∗14, Liv21, Rea21a, YSL∗12]. They utilize a simple heuristic approximating an object as a sphere. However, their method are not robust, nor are easy to represent to cartoon-like rotation (with artistic distortions). Rivers et al. [RID10] propose a novel hybrid structure of 2.5D graphics (i.e., 2D plus depth information). This structure associates each part of a 2D drawing with a single 3D anchor position, and it can estimate the 2D part’s position and the depth value in a new view. Note that the shape of each part is interpolated in 2D. Although the concept is effective for generating 3D-like movements in new views, if several parts do not correspond to any real 3D position (e.g., Mickey Mouse’s ears), the user must manually change the parts’ positions based on 2D-space interpolation without 3D anchors. Rivers et al. does not argue how to handle the artistic distortions in multi-view 2D drawings.

Following the spirit of the recent work in enriching cartoon animation, we formulated 2.5D graphics with artistic distortions of multi-view 2D drawings and developed a user interface to manually design 2.5D cartoon models from scratch. In summary, our work contains the following key contributions:

• A novel method to estimate anchor positions, shapes, and depth values of parts in an arbitrary view with a view-dependent deformation (VDD)-based mechanism.
• Professional and amateur artists’ feedback demonstrating the benefit of our 2.5D cartoon models.

2. Related work

This section reviews prior work on frameworks for constructing conventional 2D/3D graphics and designing cartoon-like 2.5D graphics from 2D/3D models.

2.1. 2D/3D Graphics System

For animating 2D drawings, existing approaches typically take one of two approaches. One approach is to deform input 2D images by using simple deformers [HDK07, IMH05a, SBF∗18, XWSY15] or physically-inspired simulation [KGUF16, WLP∗17, XKG∗16], and switching them like a flip comic [FFYM17, MMST19, WLPF17, WSJ∗20]. The other approach is to blend the interiors of the given 2D shapes, such as two-shape interpolation [ACOL00, BBA08,
Input

Figure 1: The concept of our system. We envision a two-and-a-half-dimensional (2.5D) graphics operator for generating 3D-like effects in an arbitrary viewpoint based on a set of 2D shapes from several viewpoints, such as front and side views, inspired by view-dependent deformation. Note that the input cartoon character was designed using Harmony [Too21].

BBA09b, CWKBC13, KHS*12, YHY19, examples-way blending [BA06, BBA09a, BLCD02, IMH05b, MWF*12], and stroke-based interpolation [JDB06, FM16, SGWM93, SG92, WNS*10, Yan17, YSC*18]. Their morph is as-rigid-as-possible (ARAP) in the sense that local volumes (areas) are least-distorting as they vary from their source to target configurations. Nonetheless, these algorithms focus only on 2D-space transformation, so 3D-like movements, such as 3D rotations, are still difficult to control.

In 3D graphics, various approaches have been proposed for generating 3D-specific models, such as human faces [BV99, HGY17, Rea21b], rounded objects [DSC*20, GIZ09, IMT99], humanoid characters [BCV*15, LG13], or constructive solid geometry models [RDI10] from 2D images (or sketches). However, the resulting 3D models do not retain the detail of 2D drawings, such as artistic effects, at all, and thus, they are not suitable for designing 2D cartoons.

2.2. 2.5D Graphics System

2.2.1. 2D to 2.5D Graphics

Several systems enable the user to handle self-occlusion and generate new 3D-like views and movements from 2D drawings (2D → 2.5D) by splitting the drawing parts into layers (i.e., vector graphics representation) and deforming them [CMB17, DRvdP15, DFSVR01, FFO*14, Liv21, Rea21a, YSL*12]. However, these systems accept a very limited variation of character shape (i.e., sphere-like model) and pose. The underlying cause is that the designing process of 3D-like rotation of 2D cartoons remains a highly time-consuming task that requires artistic know-how (e.g., redrawing some or all of the models); hence, their sphere-based calculation is not suitable. Rivers et al. [RID10] propose a hybrid structure that consists of 2D drawings (vector graphics), each associated with a 3D-space anchor. Given multi-view 2D drawings, they do not approximate a 3D model but rather estimate the 3D anchor position of each part. The output shape is obtained by the 2D-space deformation system. These kinds of 2.5D graphics have attracted attention as a new approach to cartoon control, and several extensions have been proposed [CMG16, KKT14, GMB15]. However, their research papers mainly focus on the concept of 2.5D graphics, and the view-specific distortions in classical 2D cartoons are not discussed much. In addition, their system requires much time-consuming manual work.

We therefore build on their concept but provide a description of the algorithm that is clearer and easier to formulate while handling the view-specific distortions.

2.2.2. 3D to 2.5D Graphics

On the topic of using 3D models, stylized shading techniques are often used to emulate the style of classic 2D cartoons [BTM06, SMGG01, TABI07] (3D → 2.5D). These systems assume that the shading effects are described by view-space normals and can produce various scenes beyond traditional 3D lighting control.

In the context of 3D geometry-processing research, VDD is a popular way of discussing the artistic distortions of classical 2D cartoons [Rad99]. For a given set of reference deformations of key viewpoints, this system deforms a 3D base model in a new viewpoint by automatically blending the deformations. In addition, the VDD mechanism is also extended to animation systems such as keyframe animation [CKB04, CKB07] and position-based dynamics [KI13]. However, one problem with these techniques is that the user must prepare in advance a 3D base model and several 3D examples that are associated with a particular view direction. This requires manual intervention and can be especially difficult when creating the 3D cartoon models and the reference deformations.

We therefore extend these mechanisms to apply a 2D layered model and handle the view-specific distortions.

3. User Interface

In this section, we describe how users interact with our system (see Figure 2) to design a 2.5D model from multi-view 2D shapes. The user interface of our prototype system shares the similar visual design to previous 2.5D modeling systems [CMG16, GMB15, RID10] and standard modeling systems [Liv21, Rea21a]. First, we begin the process of manually preparing multi-view 2D shapes – already triangulated compatibly – from various viewpoints.
3.1. 2D-Space Management
The user loads a single-view 2D layered model (which is already split into several parts), and the system automatically computes a center position of each part as a 2D anchor position. Second, as with the commercial modeling software [Aut21, Ble21], the system enables the user to adjust the shape of each part with simple deformers (e.g., translation, rotation, uniform scaling, and vertex editing). Note that the user can also make mesh models from image contour lines (e.g., 2D drawings using Harmony [Too21]) based on polygon triangulation methods [BBA09b].

3.2. Viewpoint Selection
The user clicks an icon to specify the view (see Figure 3), and the proposed system associates the layered model to a view direction (front, right, left, back, top, or bottom view). Optionally, the user can choose an arbitrary viewpoint by performing a mouse-drag operation on the view control panel.

![Figure 3: The predefined view buttons, which consist of (a) front, (b) right, (c) left, (d) back, (e) top, and (f) bottom views.](image)

3.3. Key Viewpoint Setting
After managing the shapes and selecting viewpoints, the user can record these key viewpoint data by clicking the Add button. The system shows the key viewpoints (white dots) on the view control panel. In contrast, the Delete function deletes the latest key viewpoint data. By repeating the above process, the user can generate multi-view 2D shapes.

Figure 2: Screenshot of the proposed system that identifies (a) the modeling panel, (b) the view control panel, and (c) tool buttons.

3.4. Generation and Visualization Function
When the user clicks on the Calc button, the system automatically generates a 2.5D cartoon model from a set of key viewpoint data and displays it on the modeling panel. After generating 2.5D cartoon models, the user can freely turn the generated model around by performing the mouse-drag operation on the view control panel. In addition, by clicking the viewpoint buttons (see Figure 3) or the key viewpoints on the view control panel (white dots), the system instantly jumps to the selected view results.

The generation process is sufficiently fast to return immediate feedback (in less than a second) when the user edits key viewpoint data, including additions and deletions.

4. Methods
4.1. 2.5D Cartoon Model Generation
We separated the 2D parts in the key views into two components: (i) the 3D-space anchor and (ii) the view-specific distortions.

4.1.1. Estimating 3D-Space Anchor Positions
As with Rivers’s system [RID10], given a set of key viewpoint data, 3D anchor positions of i-th parts \( v^i \in \mathbb{R}^3 \) can be computed using the triangulation algorithm from orthographic projection \( \Pi : \mathbb{R}^3 \rightarrow \mathbb{R}^2 \) as follows:

\[
\arg\min_{v^i} \sum_{j \in K} \| v^j - \Pi (R_j v^i) \|^2
\]

where \( K \) is the number of key viewpoint data, \( R_j \) is the rotation matrix of the j-th viewpoint, and \( v^j \in \mathbb{R}^2 \) is the 2D anchor position of the i-th part in the j-th viewpoint. Note that if the user sets only the single key viewpoint data (when \( |K| = 1 \)), our system sets depth values of the anchors in its key view at zero.

4.1.2. Estimating 2D-Space Anchor Distortions
The projected positions of the estimated 3D anchors on each key viewpoint might be displaced from the 2D anchor positions of the input 2D shapes (when \( |K| \geq 2 \)). Then, we focus on a difference in the j-th viewpoint \( d^j \in \mathbb{R}^2 \) and define it as a 2D-space anchor distortion.

\[
d^j = v^j - \Pi (R_j v^i)
\]

Figure 4 illustrates a view-space distortion of anchor in the j-th key viewpoint. We denote that when \( |K| = 1 \), the distortions of 2D parts in all of the views are set to zero (\( \| d^j \| = 0.0 \)).

4.2. View-Dependent Control
Given an arbitrary viewpoint \( R_{cur} \) in the view control panel, we computed the anchor positions (including the depth values) and the shapes in 2.5D space by blending a set of the viewpoint data. Therefore, the user must specify appropriate blending weights \( w_j \in [0.0, 1.0] \). \( \sum_j w_j = 1.0 \). Rivers et al. [RID10] parameterize the view angles into a 2D rectangular grid (yaw and pitch) and find the k-nearest key views on the space. However, their discretization does
Figure 4: An example of a view-space distortion in key view. The system constructs a set of 2D distortions \( d^i_j \) between the user-managed anchor positions \( d^i_j \) and the projected position of the estimated 3D anchor \( v^i \).

not consider the roll value. In addition, the previous VDD methods [CKB04, CKB07, KI13, Rad99] utilize the camera positions in the key viewpoints (3D space), but these remain too difficult to consider rotational information of the key views. Therefore, we employed the camera’s rotational matrices in the view control panel and compute the weights based on the Frobenius distance between two rotational matrices of the current view \( R^\text{cur} \) and the \( j \)-th key view \( R^j \) as follows:

\[
w_j = \frac{\phi_j}{\sum_{k \in K} \phi_k} \quad (3)
\]

\[
\phi_j = \|R^\text{cur} - R^j\|_F^\alpha
\]

where \( \| \cdot \|_F \) is the Frobenium norm, and \( \alpha \) is the constant value (where \( \alpha = -4 \)).

4.2.1. 2.5D-Space Anchor Interpolation

For estimating the anchor positions of \( i \)-th parts in a new view, we blended the anchor distortions in the key viewpoints and sum up the projective result of the 3D anchor as follows:

\[
v^i_{\text{cur}} = \Pi [R^\text{cur} \cdot R^1_i] + \sum_{j \in K} w_j (R^\text{cur} \cdot R^{-1}_j) d^i_j \quad (4)
\]

The depth value of each part \( l_i \) is given by

\[
l^i = (R^\text{cur} \cdot v^i)_z \quad (5)
\]

With the above method, the system can assign all the depth values to layer parts without labor-intensive manual depth editing in 3D. Of course, if the user sets the depth values of 2D parts in key views, the system can similarly blend them.

4.2.2. 2.5D-Space Shape Interpolation

The 2D shape of each layered part \( P = (p_0, p_1, \ldots, p_n) \), \( p_i \in \mathbb{R}^2 \) in the current view is determined by ARAP-based interpolation techniques [ACOL00, BBA08, BBA09b, CWKBC13, KHS12, YHY19] across its key views. First, we construct a \( 2 \times 2 \) affine transformation (i.e., rotation + scaling) that transforms a triangle \( f \) of the \( i \)-th part in the “front” view to the corresponding triangle in another view. Second, we combine two methods: i) Kaji’s local map [KHS12] to compute a set of the triangle interpolated transformations \( A_f \) and ii) Baxter’s morphing technique [BBA09a] to assemble them and optimize global transformations \( B_f \), computed as

\[
\arg \min_P \sum_{f} \|R_f - A_f\|_F^\alpha
\]

\[
A_f = \sum_{j \in K} R^j_f (w_j) \cdot \exp [w_j \log S^j_f (w_j)]
\]

where \( R^j_f (\alpha) \) and \( S^j_f (\alpha) \) are the rotational matrix and scaling matrix, respectively, of the interpolated triangle shape, computed by the polar decomposition algorithm, at \( \alpha \in \mathbb{R} \).

This interpolation method appears to work well even if the silhouette of key views (e.g., left and right views) are not consistent, but any other interpolation technique, such as stroke-based interpolation [WNS10, Yan17] or switching animation [WLPF17, WSJ20], could also be used with our framework.

4.2.3. Color-Space Interpolation

In a similar way, we could simply blend color values of each part in key views on RGBA space \( c^i_{\text{cur}} \in \{r, g, b, a\} \) as follows:

\[
c^i_{\text{cur}} = \sum_{j \in K} w_j c^j_i \quad (7)
\]

where \( c^i_j \) is the \( i \)-th part’s RGBA values in the \( j \)-th view.

4.2.4. Limited-Style Camera Control

Our algorithm allows the user to freely look around the 2.5D model, but undesired popping artifacts may occur when the parts’ Z-ordering changes as with previous 2.5D methods. Note that a certain amount of popping is actually expected in flip book cartoons [MMST19, WLPF17]. Then, we consider a method to mitigate an impression that popping effects give to users during rotation. One straightforward approach is to automatically generate cartoon styles from the user-specified camera rotation \( R^\text{cur} \) in the view control panel. Existing studies on cartoon style [FFYM17, KYAN08, RLA+19] modify input motion data such as motion-capture data by omitting some frames. While these methods can be suitable for reducing unintended popping, they run only on pre-recorded (offline) data. Therefore, we have considered two approaches in advance: (i) a pre-recorded approach and (ii) a real-time...
Figure 6: Examples of 2.5D graphics results. The input parts from several viewpoints were manually created by referring contour lines in cartoon character images (designed by artists using Harmony [Too21]).

Table 1: Model Statistics.

| Model               | # Parts | # Key Views | FPS |
|---------------------|---------|-------------|-----|
| Dog (Fig. 1)        | 17      | 8           | 60+ |
| Cat (Fig. 6)        | 18      | 4           | 60+ |
| Girl (Fig. 6)       | 22      | 4           | 60+ |
| Panda (Fig. 7)      | 9       | 3           | 60+ |
| Bear (Fig. 8)       | 9       | 4           | 60+ |
| Boy (Fig. 9)        | 11      | 2           | 60+ |
| Ghost (Fig. 11)     | 6       | 3           | 60+ |
| Walking Cycle (Fig. 12) | 11   | 2 + 2       | 60+ |
| Raccoon Dog (Fig. 13) | 26  | 4           | 60+ |
| Alien (Fig. 13)     | 26      | 4           | 60+ |
| Geracho (Fig. 13)   | 27      | 3           | 60+ |

approach, and we concluded that the real-time method outperforms the offline method in terms of character design. In this paper, we compute XYZ-angles from an arbitrary viewpoint $R_{cur}$ and independently discrete them with a 10-degree interval.

5. Results

Our prototype system was implemented on a 64-bit Windows 10 laptop (Intel®Core™ i7-5500U CPU@2.40GHz and RAM 8.00GB) using standard OpenGL and GLSL. The designed 2.5D cartoon models and their statistics are shown in Figure 6 and Table 1. As shown in these results, our system can make each 2.5D model within approximately 10 mins (longer for the more complex models shown in Figure 13).

5.1. Comparison of Rivers et al.

We compared the results of our algorithm against Rivers et al. [RID10]. The existing 2.5D methods [CMG16,KKT14,GMB15] compute anchor positions and shapes in the same way as Rivers et al., so this comparison is enough to show the effectiveness of our algorithm.

5.1.1. About Anchor Interpolation

First, we compared the results of our anchor estimation (with VDD) and 3D anchor results without the VDD mechanism, that is, $v^i_{cur} = \Pi (R_{cur}v^i)$. The results without VDD were mostly the same as Rivers’s 3D anchor estimation. Figure 7 shows examples of reproducing the input views using 2.5D models. As expected, in case that the input parts (red square) do not correspond to any real 3D positions, the generated results without VDD do not match even the input and are difficult to handle the position displacements in its key views. On the other hand, by using our method, the plausible positions can still be obtained.

Second, we compared the results of our anchor estimation against a simple 2D-space interpolation across its key views (without 3D-space anchor) as follows. This is a version that Rivers et al. used to compute anchor positions that do not correspond to any real 3D positions, the generated results without VDD do not match even the input and are difficult to handle the position displacements in its key views. On the other hand, by using our method, the plausible positions can still be obtained.

Second, we compared the results of our anchor estimation against a simple 2D-space interpolation across its key views (without 3D-space anchor) as follows. This is a version that Rivers et al. used to compute anchor positions that do not correspond to any real 3D position, in any view (e.g., Mickey Mouse’s ears).

$$v^i_{cur} = \sum_{j \in k} w_j v^i_j$$

where $w_j$ is the weight value for the $j$-th views computed using Rivers’s method. Figure 8 shows the estimated results in oblique
view. As expected, it is difficult for the 2D-space interpolation to represent 3D-like rotations across different views, such as out-of-plane rotation. In contrast, our anchor estimation achieves 3D-like movements because of the 3D-space anchor.

In summary, the method from Rivers et al. allows users to optionally select one of the two methods to compute the locations of all parts (including Z-ordering): (i) using 3D-space anchors estimated from several key views, or (ii) using 2D-space interpolations after removing 3D-associated anchors one by one, as in Equation (8). When handling the view-specific anchor distortions (see Figure 7), the user has no choice but to use 2D-space interpolation (without the 3D anchor). However, this choice requires a lot of key viewpoints for making 3D-like movements (see Figure 8). In addition, their operations are complicated, making the process time-consuming and tedious. In contrast, our anchor estimation can easily deal with both the 3D-space movements and 2D-space distortions on all of the key views, so our system can produce significantly better results from a small number of key viewpoints.

5.1.2. About Shape Interpolation

In determining all of the parts’ shapes in a novel view, Rivers et al. select k-nearest key views on the 2D parameterized angle space and interpolate the key shapes that consist of silhouette lines by using a linear vertex interpolation. However, their method cannot prevent local distortions in the intermediate shapes because the intermediate shapes do not consider the rotational and stretching components. In contrast, our interface enables users to input (and edit) triangulated models, so it is possible to minimize the distortion of the intermediate shapes (see Figure 9). However, our system, like Rivers’s method, employs 2D-space interpolation techniques. It is still difficult to translate all the vertices of each part along 3D-like paths. It might be better to interpolate parts’ shapes by adding 3D-space information, if necessary. Second, as mentioned in Section 3.1, our interface allows users to manually deform each part’s shape (i.e., input data) and build a vertex correspondence between key views. This manual function is simple but effective for improving the visual quality of 2.5D graphics. In addition, we investigated existing methods to fully automatically build a silhouette correspondence between multi-view 2D shapes [SG92, BBA09b], but we refrain from involving them in our interface for the time being. This is because most of them do not support highly concave shapes (e.g., a parting position of the hair) and regions of partial occlusion. We will plan to consider semi-automatic methods to build correspondence between 2D shapes specialized for our problem.

5.2. Comparison of Weight Computation

We applied both the proposed weight computation and other methods to a 2.5D cartoon model generated by our interface. Figure 11 shows blending results generated by (a) Rivers’s method [RID10], (b) Rademacher’s method [Rad99], (c) Koyama’s method [KI13], and (d) our method, defined by a 135° rotation about the Z-axis.

Figure 10: An experimental set of key views that consist of (a) the front view (regular attitude) and two attitudes rotated at (b) 90° and (c) 180° around the Z-axis without changing the position from the front view (i.e., roll rotation).

Figure 11: Comparing the weight computation results of three methods; (a) Rivers et al. [RID10], (b) Rademacher [Rad99], (c) Koyama et al. [KI13], and (d) our method, defined by a 135° rotation about the Z-axis.

5.3. 2.5D Cartoon Animation Over Time

For generating cartoon animations from an arbitrary viewpoint, one straightforward approach is to prepare 2.5D models for every
frame, but this requires a lot of time. Hence, as with traditional 3D animation systems, our 2.5D graphics can easily be extended to create an animation from a small number of the 2.5D models at selected frames by linearly interpolating all components of 2.5D models (i.e., 3D anchor positions, the distortions, and the shapes), as shown in Figure 12. Of course, this system can further improve the quality by combining with existing systems, such as a skeletal deformer [HDK07, CMG16], in the 3D anchor interpolation process.

6. User Study

We conducted a user study to gather feedback on the quality of the 2.5D cartoon models and our modeling tool (e.g., advantages and limitations) from participants. This is because the previous methods [CMG16, GMB15, KKT14, RID10] focused only on cartoon-like representation techniques, and subjective impressions have never been studied.

6.1. Procedure

We invited 10 participants (P1, P2, ···, P10) aged 20–40 years (Avg. = 25.3, Var. = 3.13) to evaluate the usability of our system, using a standard mouse as an input device. Each participant was asked to fill out a form asking about their experience with designing 2D/3D models using commercial software. P1 had extensive experience in creating 3D models with Side FX Houdini and Autodesk Fusion 360 (> 8 years), and drawing cartoon tools with Clip Studio Paint (> 3 years) to create video games as a hobby. P2–4 had professional programming experience, building applications for commercial and research purposes. They also had prior experience of 3D modeling software, such as RealityCapture and Blender (> 3 years) and image processing software, such as Adobe Photoshop (> 2 years). P5–7 were experienced users of 3D modeling software, such as Pixologic ZBrush and Blender (> 2 years) but had no prior experience in drawing cartoons. P8–9 had moderate amounts of experience drawing cartoons with Paint Tool SAI or Adobe Illustrator (> 1 year). P10 had basic knowledge of the JavaScript and C programming languages that are used in code editor, but no graphical design experience.

First, we gave them a brief overview of our modeling tools. The instructor explained a step-by-step tutorial to familiarize the participants with this modeling framework. After an overview explanation, they could smoothly design multi-view 2D parts (i.e., location and shape) using our system. Next, we also provided them with a 2D layered model in the front view and asked them to keep designing their own 2.5D cartoon models until they were satisfied. At the end of the 2.5D cartoon model creation, the participants filled out a questionnaire consisting of four questions about our system’s usability (see Table 2: Question Items) using a seven-point Likert scale (from 1: Extremely dissatisfied to 7: Extremely satisfied). The purpose of these questions was to analyze their subjective impressions.

6.2. Observations and User Feedback

Table 2 shows the post-experiment questionnaire results, giving the mean values (> 4) and standard deviations. The participants’ comments regarding the proposed 2.5D cartoon model are summarized below.

- P1&10: I thought that this design logic is clear and felt relaxed to learn it.
- P2: The user interaction was similar to that of the modeling software that I am used to (e.g., Cartoon Animator 4 [Rea21a] and Live 2D [Liv21]). Using different operations is also intuitive. The user interface provides only relevant information and is easy to grasp.
- P2&P7: It looks very convincing and is very easy to use, and I think that this software is quite useful for making short animations (e.g., flash animation).
- P5&P6: I like how fast it is to generate 2.5D models when clicking the Calc button, so I can concentrate on the 2.5D model modeling without getting stressful.
- P8: I would like everybody, especially animators, to use 2.5D cartoon models from character concept art images when making their own storyboard.
- P8&9: I have no experience in 3D-model building, but if I imagine the process, I feel it tedious to have every part correctly lo-

![Figure 12: An example of animation results between two 2.5D cartoon models (from the frontal view and the lateral view) at time t ∈ {0.0, 1.0}. The input models are created by referring to a walking cycle from [Rad99].](image-url)
cated. In contrast, to edit 2D component from different views like CAD may be easier for me.

Overall, the participants reported that the process of 2.5D character modeling (i.e., 2D-space operation) is straightforward to use and useful. A possible reason is that the proposed 2.5D modeling tool enables users to easily handle 3D-like rotations without 3D-space modeling. We think that our 2.5D modeling system can be used as a “base” tool for cartoon design, and it might be interesting to explore the possibility of incorporating other functions into our tool. There were some requests from participants to add functions, as follows:

- P3: This software does not show much textual information, but adding them might make it easy to aid 2.5D character modeling.
- P6&8: When roughly placing 2D components on the modeling panel, I want the system to automatically identify groups and align individual components one by one, for example vertical and horizontal alignment [XFTI15].

According to these comments, the participants also identified several issues with the current implementation, but we found those not to be serious problems, and it is possible to further improve user experience with an engineering effort.

7. Professional Feedback

We also asked two professional animators working in cartoon production about the quality and the application possibility of 2.5D cartoon models designed by our prototype system. Their comments are summarized below:

- This 2.5D cartoon modeling method has the potential to drastically improve the efficiency of classical cartoon design in future.
- The current system’s operations are very intuitive, so I thought that 2D artists (without 3D modeling skill) can easily make their own 2.5D models with no problems.
- The position correction (anchor interpolation) and the 2D shape interpolation are simple but still useful for animators to generate a choice of classical cartoon’s representation such as hybrid animations.

In their experience, 3D modeling systems can be difficult to use, even for experienced artists, and do not retain the detail of 2D drawings (e.g., Mickey Mouse’s ear) at all. Thus, the 3D model usage is limited in classical cartoon productions (e.g., background and effects design). In contrast, we confirm that 2.5D cartoon models and our tool are expected to efficiently design cartoon animations. They also commented that the 2.5D graphics could be very helpful to their manual drawing tasks.

- With the proposed system, animators can easily generate various character images composed at an oblique angle. I think that 2.5D models can support animators’ manual drawings by tracing the screen of the generated 2.5D models on sheets of paper.
- The 2.5D models can also be used for doing proper in-betweening. As with the limited-camera control, I expect to incorporate an automatic function to select an optimal set of frames from interpolated animated results (limited-cartoon style keyframing) [KYAN08, RLA19].

In summary, the professional animators also suggested some example usage scenario from their point of view. As far as we know, there is not enough computer-assisted software to design classical cartoon characters, so we will take this opportunity to spread the 2.5D graphics systems into the animator field in the future.

8. Limitations and Future Work

Although our limited-style camera control can mitigate a bit of an impression that popping artifacts are given to users during rotation, this is not a solution to the root of Rivers’s popping problem. To address this issue, we plan to support partial occlusions of some shapes (e.g., concave regions) in future. For example, it might be better to allow users to (1) make several anchor points inside each part, (2) decompose one part into many sub-parts, or (3) manually change a sprite switching time, if necessary. In addition, the current appearance is computed only by RGBD color blending and the users are not allowed to apply shading and texture mapping methods. Thus, a potential future work is to incorporate better shading method [GMB15] and texture mapping method [DYB98].

While striving for a simple user interface with minimal user input, our system might not accommodate more complicated operations (e.g., using a special device such as a pen tablet). Achieving a balance between simplicity and functionality might be a good research topic.

Table 2: Results of the post-experiment questionnaire.

| #  | Question Items                                      | Mean | SD  |
|----|-----------------------------------------------------|------|-----|
| 1  | It was easy to learn how to use.                    | 6.20 | 0.60|
| 2  | It was comfortable to use                           | 6.20 | 0.75|
| 3  | I didn’t feel stress after the design task.         | 5.90 | 0.83|
| 4  | The quality of 2.5D models was satisfactory.        | 6.10 | 0.70|

Figure 13: More complex models created using our interface. From top to bottom, the input models are designed by reference to Raccoon Dog from [KKT14]; Alien from [RID10].
9. Conclusion

This paper has presented a method to design 2.5D cartoon models from multi-view 2D shapes as follows: We have newly formulated the concept of Rivers’s method [RID01] by combining it with VDD techniques [CKB04, CKB07, K113, Rad09]. Based on the proposed 2.5D graphics, we can easily and quickly emulate a 3D-like movement while preserving the view-space effects in a 2D cartoon. Hence, we believe that our formulation will be a new step toward the acceleration of research in classical 2D cartoon animations in the future.

Acknowledgement

We would like to thank Yu Takahashi (OLM, Inc.) and Tatsuo Yotsukura (OLM Digital, Inc.) for their valuable comments and helpful suggestions. The characters in Figure 1, 2, and 6 are copyrighted by sukura (OLM Digital, Inc.) for their valuable comments and helpful suggestions. The characters in Figure 1, 2, and 6 are copyrighted by sukura (OLM Digital, Inc.) for their valuable comments and helpful suggestions. We would like to thank Yu Takahashi (OLM, Inc.) and Tatsuo Yot-

References

[ACOL00] ALEXA M., COHEN-OR D., LEVIN D.: As-rigid-as-possible shape interpolation. In Proceedings of the 27th annual conference on Computer graphics and interactive techniques (New York, NY, USA, 2000), ACM Press/Addison-Wesley Publishing Co., pp. 157–164. doi: 10.1145/344779.344859. 1, 4

[Aut21] AUTODESK: Maya. https://www.autodesk.com/products/maya/overview, 2021. 3

[BA06] BAXTER W., ANIYO K.-I.: Latent doodle space. Computer Graphics Forum 25, 3 (2006), 477–485. doi:10.1111/j.1467-8659.2006.00967.x. 2

[BA08] BAXTER W., BARLA P., ANIYO K.-I.: Rigid shape interpolation using normal equations. In Proceedings of the 6th international symposium on Non-photorealistic animation and rendering (New York, NY, USA, 2008), ACM, pp. 59–64. doi:10.1145/1377980.1377993. 1, 4

[BA09a] BAXTER W., BARLA P., ANIYO K.: N-way morphing for 2d animation. Computer and Virtual Worlds 20, 2-3 (2009), 79–87. doi:10.1002/cav.310. 2, 4

[BA09b] BAXTER W., BARLA P., ANIYO K.-I.: Compatible embedding for 2d shape animation. IEEE Transactions on Visualization and Computer Graphics 15, 5 (2009), 867–879. doi:10.1109/TVCG.2009.36. 1, 3, 4, 6

[BVC15] BESMEMTEV M., CHANG W., Vining N., SHEFFER A., SINGH K.: Modeling character canvases from cartoon drawings. ACM Transactions on Graphics (TOG) 34, 5 (2015), 162:1–162:16. doi:10.1145/2701134.2766913. 2

[BLC02] BREGLER C., LOEB L., CHUANG E., DESHPANDE H.: Turning to the masters: motion capturing cartoons. ACM Transactions on Graphics (TOG) 21, 3 (2002), 399–407. doi:10.1145/566570.566595. 2

[Ble21] BLENDER FOUNDATION: Blender. https://www.blender.org, 2021. 3

[BTM06] BARLA P., THOLLOT J., MARKOSIAN L.: X-toon: an extended tone shader. In Proceedings of the 4th international symposium on Non-photorealistic animation and rendering (New York, NY, USA, 2006), ACM, pp. 127–132. doi:10.1145/1124726.1124749. 2

[BV99] BLANZ V., VETTER T.: A morphable model for the synthesis of 3d faces. In Proceedings of the 26th Annual Conference on Computer Graphics and Interactive Techniques (New York, NY, USA, 1999), ACM Press/Addison-Wesley Publishing Co., pp. 187–194. doi:10.1145/311535.311556. 2

[CKB04] CHAUDHURI P., KALRA P., BANERJEE S.: A system for view-dependent animation. Computer Graphics Forum 23, 3 (2004), 411–420. doi:10.1111/j.1467-8659.2004.00772.x. 1, 2, 4, 9

[CKB07] CHAUDHURI P., KALRA P., BANERJEE S.: Reusing view-dependent animation. The Visual Computer 23, 9-11 (2007), 707–719. doi:10.1007/s00371-007-0130-y. 1, 2, 4, 9

[CMB17] CARVALHO L., MARROQUI M., BRAZIL E.: Delight: Digital light table—inbetweending for 2d animations using guidelines. Computer & Graphics 65 (2017), 31–44. doi:10.1016/j.compgraph.2017.04.001. 2

[CMM16] COUTINHO J., MARQUES B. A., GOIS J. P.: Puppeteering 2.5d models. In Proceedings of the 29th SIGGRAPH Asia Conference on Graphics, Patterns and Images (SIGGRA) (Sao Paulo, Brazil, 2016), IEEE, pp. 1–8. doi:10.1109/SIGGRA.2016.010. 1, 2, 5, 7

[CWKB13] CHEN R., WEBER O., KEREN D., BEN-CHEN M.: Planar shape interpolation with bounded distortion. ACM Transactions on Graphics (TOG) 32, 4 (2013), 108:1–108:11. doi:10.1145/2461912.2461983. 1, 4

[DFSEVR01] DI FIORE F., SCHAEKEN E., ELENS K., VAN REETH F.: Automatic in-betweening in computer assisted animation by exploiting 2.5d modelling techniques. In Proceedings Fourteenth Conference on Computer Animation (Cat. No. 01TH8596) (Seoul, South Korea, 2001), IEEE, pp. 192–200. doi:10.1109/CA.2001.982393. 1, 2

[JB06] DE JUAN C. N., BODENHEIMER B.: Re-using traditional animation: methods for semi-automated segmentation and inbetweening. In Proceedings of the 2006 ACM SIGGRAPH/Eurographics Symposium on Computer animation (Goslar, DEU, 2006), Eurographics Association, pp. 223–232. doi:10.2312/SCA/SCA06/223-232. 2

[DvP15] DALSTEIN B., RONFARD R., VAN DE PANNE M.: Vector graphics animation with time-varying topology. ACM Transactions on Graphics (TOG) 34, 4 (2015), 145:1–145:12. doi:10.1145/2766913. 2

[DSc20] DVORŽÁNSKÝ M., STYKOR D., CURTIS C., CURLESS B., SORKINE-HORNUNG O., SALEIN D.: Monster mash: a single-view approach to casual 3d modeling and animation. ACM Transactions on Graphics (TOG) 39, 6 (2020), 214:1–214:12. doi:10.1145/3414685.3417805. 2

[DyB98] DEBEVEC P., YU Y., BORSUKOV G.: Efficient view-dependent image-based rendering with projective texture-mapping. In Rendering Techniques (Vienna, Austria, 1998), Springer, pp. 105–116. doi:10.1007/978-3-7091-6453-5_10. 8

[FPO14] FURUSAWA C., FUKUSATO T., OKADA N., HIRAI T., MORISHIMA S.: Quasi 3d rotation for hand-drawn characters. In ACM SIGGRAPH 2014 Posters (New York, NY, USA, 2014), ACM, pp. 12:1–12:1. doi:10.1145/2634217.2633997. 1, 2

[FFMY17] FURUKAWA S., FUKUSATO T., YAMAGUCHI S., MORISHIMA S.: Voice animator: Automatic lip-synching in limited animation by audio. In International Conference on Advances in Computer Entertainment (Cham, Switzerland, 2017), Springer, pp. 153–171. doi:10.1007/978-3-319-76270-8_12. 1, 4

[FM16] FUKUSATO T., MORISHIMA S.: Active comicing for freehand drawing animation. In Mathematical Progress in Expressive Image Synthesis III (Singapore, 2016), Springer, pp. 45–56. doi:10.11007/978-981-10-1076-7_6. 2

[GIZ09] GISOND G., IYARASHI T., ZORIN D.: Structured annotations for 2d-to-3d modeling. ACM Transactions on Graphics (TOG) 28, 5 (2009), 148:1–148:9. doi:10.1145/1618452.1618494. 2

[GMB15] GOIS J. P., MARQUES B. A., BATALEGO H.: Interactive shading of 2d models. In Proceedings of the 41st graphics interface conference (Toronto, Canada, 2015), Canadian Information Processing Society, pp. 89–96. URL: http://dl.acm.org/citation.cfm? id¼2788990.2788997. 1, 2, 5, 7, 8

[HDK07] HORNUNG A., DEKKERS E., KOBELT L.: Character animation from 2d pictures and 3d motion data. ACM Transactions on Graph-
ing from illustrations of different views. International Journal of Asia
puter Animation and Virtual Worlds 19
2005 ACM SIGGRAPH/Eurographics Symposium on Computer Anima-
tion
(2005), 1134–1141. doi:10.1073/pnas.1073220.1

[IMH05b] IGARASHI T., MOSCOVICH T., HUGHES J. F.: As-rigid-as-
possible shape manipulation, ACM Transactions on Graphics (TOG) 24,
3 (2005), 1134–1141. doi:10.1073/pnas.1073204.1073323. I

[SFB’18] SU Q., RAI X., FU H., TAI C.-L., WANG J.: Live sketch:
Video-driven dynamic deformation of static drawings. In Proceedings
of the 2018 CHI Conference on Human Factors in Computing Sys-
tems (New York, NY, USA, 2018), ACM, pp. 662–662:12. doi:
10.1145/3173574.3174236. I

[SG92] SEDERBERG T. W., GREENWOOD E.: A physically based ap-
proach to 2-d shape blending. ACM SIGGRAPH Computer Graphics
26, 2 (1992), 25–34. doi:10.1145/1276377.1276399.

[SGW93] SEDERBERG T. W., GAO P., WANG G., MU H.: 2-d shape
blending: an intrinsic solution to the vertex path problem. In Proceed-
ings of the 20th Annual Conference on Computer Graphics and Interac-
tive Techniques (New York, NY, USA, 1993), vol. 93, ACM, pp. 15–18.
doi:10.1145/1661167.1661168. 2

[SMGG01] SLOAN P.-P. J., MARTIN W., GooCH A., GooCH B.: 
The lit sphere: A model for capturing npr shading from art. In Proceed-
ings of Graphics Interface (Canada, 2001), vol. 2001, Cana-
dian Information Processing Society, pp. 143–150. doi:10.1007/
a00371-013-0811-7, 2

[TABB07] TODO H., ANIYO K.-i., BAXTER W., IGARASHI T.: Locally
controllable stylized shading. ACM Transactions on Graphics (TOG) 26,
3 (2007), 17–17.7. doi:10.1145/1276377.1276399. 2

[Too21] TOON BOOM ANIMATION INC: Harmony. https://www.
toonboom.com/, 2021, 2, 3, 5

[WLP*17] WILLET T. N., WI L., POPOVIC J., BERTHOUZOU F., 
FINKELSTEIN A.: Secondary motion for performed 2d animation. In Proceed-
ings of the 30th Annual ACM Symposium on User Interface Soft-
ware and Technology (New York, NY, USA, 2017), ACM, pp. 97–108.
doi:10.1145/3126594.3126641. 1

[WLPFI17] WILLET T. N., WI L., POPOVIC J., FINKELSTEIN A.: Trig-
nering artwork swaps for live animation. In Proceedings of the 30th An-
ual ACM Symposium on User Interface Software and Technology (New
York, NY, USA, 2017), ACM, pp. 85–95. doi:10.1145/3126594.
3126596. 1, 4

[WNS*10] WHITED B., NORDIS G., SIMMONS M., SUMNER R. W., 
GROSS M., ROSSIGNAC J.: Betweenet: An interactive tool for tight in-
betweening. Computer Graphics Forum 29, 2 (2010), 605–614. doi:
10.1111/j.1467-8659.2009.01630.x, 2, 4

[WSJ*20] WILLET T. N., SHIN H. V., JIN Z., WI L., FINKELSTEIN 
A.: Pose2pose: Pose selection and transfer for 2d character anima-
tion. In Proceedings of 25th International Conference on Intelligent 
User Interfaces (UI’20) (New York, NY, USA, 2020), ACM, pp. 88–99.
doi:10.1145/3377325.3377505. 1, 4

[XFT115] XU P., FU H., TAI C.-L., IGARASHI T.: Gaca: Group-aware
command-based arrangement of graphic elements. In Proceedings of the
33rd Annual ACM Conference on Human Factors in Computing Sys-
tems (New York, NY, USA, 2015), CHI ’15, ACM, p. 2787–2795. doi:
10.1145/2702123.2702198. 8

[XKG*16] XING J., KAZI R. H., GROSSMAN T., WEI L.-Y., STAM J., 
FITZMAURICE G.: Energy-brushes: Interactive tools for illustrating styl-
ed elemental dynamics. In Proceedings of the 29th Annual Symposium
on User Interface Software and Technology (New York, NY, USA, 2016),
ACM, pp. 755–766. doi:10.1145/2984511.2984585. 1

submitted to COMPUTER GRAPHICS Forum (3/2021).
[WXY15] Xing J., Wei L.-Y., Shiratori T., Yatani K.: Autocomplete hand-drawn animations. ACM Transactions on Graphics (TOG) 34, 6 (2015), 169:1–169:11. doi:10.1145/2816795.2818079. 1

[Yan17] Yang W.: Context-aware computer aided inbetweening. IEEE Transactions on Visualization and Computer Graphics 24, 2 (2017), 1049–1062. doi:10.1109/TVCG.2017.2697511. 2, 4

[YHY19] Yang W., Hua J., Yao K.-Y.: Cr-morph: Controllable rigid morphing for 2d animation. Journal of Computer Science and Technology 34, 5 (2019), 1109–1122. doi:10.1007/s11390-019-1963-3. 1, 4

[YSC+18] Yang W., Seah H.-S., Chen Q., Liew H.-Z., Sykora D.: Ftp-sc: Fuzzy topology preserving stroke correspondence. Computer Graphics Forum 37, 8 (2018), 125–135. doi:10.1111/cgf.13518. 2

[YSL+12] Yeh C.-K., Song P., Lin P.-Y., Fu C.-W., Lin C.-H., Lee T.-Y.: Double-sided 2.5d graphics. IEEE Transactions on visualization and computer graphics 19, 2 (2012), 225–235. doi:10.1109/TVCG.2012.116. 1, 2

submitted to COMPUTER GRAPHICS Forum (3/2021).