Revisiting the Regression between Raw Outputs of Image Quality Metrics and Ground Truth Measurements
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SUMMARY In this paper, we aim to investigate the potential usefulness of machine learning in image quality assessment (IQA). Most previous studies have focused on designing effective image quality metrics (IQMs), and significant advances have been made in the development of IQMs over the last decade. Here, our goal is to improve prediction outcomes of “any” given image quality metric. We call this the “IQM’s Outcome Improvement” problem, in order to distinguish the proposed approach from the existing IQA approaches. We propose a method that focuses on the underlying IQM and improves its prediction results by using machine learning techniques. Extensive experiments have been conducted on three different publicly available image databases. Particularly, through both 1) in-database and 2) cross-database validations, the generality and technological feasibility (in real-world applications) of our machine-learning-based algorithm have been evaluated. Our results demonstrate that the proposed framework improves prediction outcomes of various existing commonly used IQMs (e.g., MSE, PSNR, SSIM-based IQMs, etc.) in terms of not only prediction accuracy, but also prediction monotonicity.
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1. Introduction

Developing objective image quality assessment (IQA) algorithms has attracted much research interest during the past decade. Such a machine evaluation of picture quality plays an essential role in a wide range of applications, including image acquisition, processing, compression, transmission, reproduction, display, in-service quality assessment in visual communication networks [1], [2]. The most accurate and reliable method of measuring image quality is “subjective” evaluation by human observers [3], [4]. However, it is time-consuming, cumbersome, expensive, and cannot be used in real-world applications. For this reason, the development of expert systems to predict image quality in a way that is “consistent” with subjective human evaluation is the goal of objective IQA research [4], [5]. Namely, the ultimate objective (of quality assessment research) is to predict subjective quality rating (ground truth measurement, i.e., DMOS∗) of a visual signal. Note that the closer to the subjective quality ratings the system’s assessments of quality are, the better the system is. A large number of IQA systems have been reported in the literature so far. Depending upon the availability of reference image, they are mainly classified as full-reference (FR), reduced-reference (RR), and no-reference (NR) systems. Each of these three IQA methods has potential in different applications, and this paper gives particular attention to the problem of “FR” IQA.

Most previous FR IQA approaches have focused on designing effective image quality metrics (IQMs) [5]–[12]. Here, our purpose is to improve prediction outcomes of “any” given image quality metric by using machine learning techniques. We refer to this problem as “IQM’s Outcome Improvement”, to distinguish our work from the existing IQA approaches. Our proposed approach is heavily influenced by recent promising results demonstrating the usefulness of machine learning techniques to predict perceptual image quality [13]–[19]. We propose a method for improving prediction results of a given IQM by using machine learning methods. In this paper, we revisit the problem of correlating (regressing) the outputs of IQM (e.g., MSE, PSNR, and SSIM [5]) with subjective scores, which are “ground truth” measurements. Note that, until now, the regression between the rating values of IQM and subjective ratings has been mainly performed as a part of the performance assessment (PA) of IQM [20], [21] (refer to Sect. 2.2). As a result, after careful analysis, we find that a machine-learning-based correlation between the two ratings has great ability of improving prediction outcomes of existing IQMs. We show how such machine learning techniques can be effectively used in conjunction with the underlying IQM, and prove that the proposed approach provides a means of “extending” existing IQMs: we will demonstrate that our proposed framework enhances prediction results of IQMs with respect to prediction accuracy and monotonicity (refer to Sect. 3). Figure 1 shows an example of comparison between naive PSNR and machine-learning-based PSNR (the proposed method) for TID2008 database [22]. As shown in Fig. 1, the naive PSNR fails to predict the visual quality of distorted images, whereas our machine-learning-based PSNR correctly predicts the visual quality.

The rest of this paper is organized as follows. Section 2 describes the technical details for IQA. Extensive experimental results are presented in Section 3. Section 4 concludes this paper.
Fig. 1 Example of comparison between naive PSNR and machine-learning-based PSNR (the proposed method) for TID2008 database [22]. Higher values of MOS (0 - minimal, 9 - maximal) and PSNR correspond to higher visual quality of the image. In this example, the MOS for distorted image 2 is higher than the one for distorted image 1. Note that the naive PSNR fails to predict the visual quality of the distorted images, whereas our machine-learning-based PSNR correctly predicts the visual quality. In the testing, training examples are not included (refer to Sect. 3).

mental results are reported in Sect. 3, followed by concluding remarks in Sect. 4.

2. Methodologies

In this section, we first briefly review some representative and widely used FR IQMs (such as MSE, PSNR, and SSIM-based IQMs [5], [6], [11]) and the scheme of evaluating the performance of IQMs. Then, the fundamentals (which are the motivation of the proposed method) of recent machine-learning-based IQA systems are discussed. Finally, our proposed algorithm is presented.

2.1 Full-Reference Image Quality Metrics

The purpose of FR IQMs is to quantify the visual quality of a distorted image under the circumstances where its reference counterpart is “fully” available. For example, the mean squared error (MSE) and peak signal-to-noise ratio (PSNR) between the two images are computed as follows:

$$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)^2, \quad (1)$$

$$\text{PSNR} = 10 \log_{10} \left( \frac{255^2}{\text{MSE}} \right), \quad (2)$$

where $x_i$ and $y_i$ denote the $i$th pixel in the reference image $x$ and the distorted image $y$, respectively, and $N$ denotes the total number of pixels in the image. The structural similarity (SSIM) index [5] and its derivatives (e.g., MS-SSIM [6] and IW-SSIM [11]) basically measure the similarity between the two signals based on local comparison of luminance, contrast, and structure.

2.2 Performance Assessment of Image Quality Metric

In this subsection, we briefly discuss the principle of assessing the performance of IQM, in order to avoid confusion with the proposed method. The PA scheme, which is first proposed by Video Quality Expert Group (VQEG) [21], has been adopted as a “gold standard” process in the IQA research community [20]. As pointed out in [20], the IQA research unfolds into three major steps: 1) IQM computation, 2) regression (correlation), and 3) index (such as Pearson linear correlation coefficient (PLCC) and Spearman rank order correlation coefficient (SROCC)) computation. We note here that the task of PA consists of both steps 2 and 3. Particularly, as mentioned earlier, the regression between subjective (DMOSs) and objective image quality ratings is performed in step 2. Notice that, in this step, VQEG puts “two constraints” for the regression function: 1) it should be kept monotonic over the full range of data and 2) it should be best fitted in a least-square sense [20], [21]. In accordance with such constraints, VQEG has recommended some nonlinear regressions such as logistic regression and polynomial regression, and they have been universally adopted by researchers [20]. Recently, Han et al. [20] have proposed a more advanced regression function satisfying the two constraints for the use of it in the PA. Note that it is not the subject of comparison with the proposed approach: in our method, a machine-learning-based regression between the two ratings is performed “in the quality assessment stage” (refer to Sect. 2.4). In step 3, performance indexes between the DMOs and the predicted DMOs (which are obtained through the regression function) are computed. Figure 2 illustrates the general framework of IQA research in the case of FR assessment: note that, in Figs. 2, 3, and 4, what is actually used in real-life application scenarios is the objective image quality score obtained from the quality assessment stage.

2.3 Machine-Learning-Based Image Quality Assessments

Thanks to the proliferation of DMOS data (ground truth measurements, e.g., [22]–[24]), many technical advances
two stages: 1) objective image quality measurement (i.e., IQM computation) and 2) performance assessment. The second stage is subdivided into two steps: 1) regression and 2) index computation.

Fig. 3 Generic framework of machine-learning-based IQA systems. Note that the performance assessment stage is identical to that in Fig. 2, and thus is omitted in this figure. The inputs to the feature extraction step depend on the purpose (FR, RR, or NR assessment) of the system.

Fig. 4 Diagram of the proposed algorithm. Note that, in the studies of machine-learning-based IQA, the DMOS data is used only in the “training” phase.

2.4 Proposed Method: Revisiting the Regression between the Raw Outputs of IQM and Subjective Image Quality Ratings (Ground Truth Measurements)

As described in Sect. 1, the ultimate goal of quality assessment research is to predict subjective quality rating (i.e., ground truth measurement) of visual signal. To improve prediction outcomes of the given IQM, we follow the idea of learning-based IQA approaches discussed in the previous subsection: “in the quality assessment stage”, we involve the DMOS data (quantified by human observers in advance), and take advantage of the constraint-free regression related to it. More specifically, with supervised learning techniques (e.g., GRNN, SVR, etc.), we derive a one-to-one functional relationship between the resultant response from the underlying IQM (e.g., MSE, PSNR, SSIM-based IQMs, etc.) and “subjective” quality rating (i.e., DMOS) in the quality assessment stage: we find that such a modeling has great potential of enhancing prediction results of any given IQM and providing a means of extending existing IQMs. In this paper, the general applicability of the machine-learning-based mapping between the “raw” outputs of IQM and subjective image quality scores in the quality assessment stage is demonstrated through specific examples where the GRNN [25] and SVR [26] are successfully applied. The system diagram of the proposed approach is
shown in Fig. 4. The PA stage is also omitted in this figure (because it is identical to that in Fig. 2). Note that we employ the trained constraint-free regression function in the “testing” phase.

Figure 5 shows an example of image quality assessment in the proposed method. Noting that the PSNR and GRNN are used in this example. For an initial quality score PSNR, the output $f(\text{PSNR})$ (i.e., final quality score) of the GRNN is defined as follows:

$$f(\text{PSNR}) = \frac{\sum_{i=1}^{n} \text{DMOS}_i \exp \left(-\frac{D_{i}^2}{2\sigma^2} \right)}{\sum_{i=1}^{n} \exp \left(-\frac{D_{i}^2}{2\sigma^2} \right)},$$

where $n$ represents the number of training samples; $D_{i}^2 = (\text{PSNR} - \text{PSNR}_i)^2$; PSNR, and DMOS, are $i$th training input and output values, respectively; and $\sigma$ is the spread parameter. The larger the value of $\sigma$, the smoother the functional approximation. In this paper, as was done in [14], a five-fold cross validation on the training set is used to select the parameter. It is worth noting here that, as mentioned above, the goal of our proposed machine-learning-based method is to enhance prediction results of widely used well-established existing image quality metrics (e.g., MSE, PSNR, SSIM, etc.), whereas the conventional machine-learning-based methods aim to develop a new image quality metric. From the point of view of machine-learning-based mapping, the proposed machine-learning-based method is different from the previous machine-learning-based methods in three regards (see an example in Fig. 5): 1) the mapping type is a one-to-one mapping; 2) the input data type to the mapping is a scalar; and 3) the input data to the mapping is an initial quality score. The differences are summarized in Table 1. Note that, to the best of our knowledge, our work is the first to formally study the dynamic relationship between those pairs of measures (i.e., the “raw” outputs of IQM and subjective image quality scores) from the point of view of supervised machine learning in the quality assessment stage. The success of our method may be understood as a natural outcome of an effective combination of several promising approaches in the area of IQA. In the following section, to confirm the effectiveness of the proposed method, extensive experimental results on three large scale image databases are reported.

3. Experiments and Discussion

The focus of our proposed method is to improve prediction outcomes of any given IQM using machine learn-
Table 2  Prediction performance of different naive IQMs and IQMs with pretrained machine-learning-based mapping on TID2008 image database. Boldface indicates the better performer.

|                | Naive IQM | IQM with Pretrained Machine-Learning-Based Mapping (Our Method) |
|----------------|-----------|---------------------------------------------------------------|
|                | PLCC      | RMSE   | MAE    | SROCC  | KROCC | PLCC   | RMSE   | MAE    | SROCC  | KROCC |
| MSE            | 0.9801    | 0.9562 | 0.8632 | 0.9622 | 0.9515 | 0.9674 | 0.9587 | 0.8601 | 0.9612 | 0.9516 |
| SNR            | 0.7748    | 0.7453 | 0.6249 | 0.8376 | 0.7268 | 0.8370 | 0.7454 | 0.6249 | 0.8376 | 0.7268 |
| PSNR           | 0.8743    | 0.7958 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| PSNR-HVS-M     | 0.8704    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| NQM            | 0.8686    | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| VSNR           | 0.8530    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| MS-SSIM         | 0.8505    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| IW-SSIM        | 0.8499    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |

Table 3  Prediction performance of different naive IQMs and IQMs with pretrained machine-learning-based mapping on CSIQ image database. Boldface indicates the better performer.

|                | Naive IQM | IQM with Pretrained Machine-Learning-Based Mapping (Our Method) |
|----------------|-----------|---------------------------------------------------------------|
|                | PLCC      | RMSE   | MAE    | SROCC  | KROCC | PLCC   | RMSE   | MAE    | SROCC  | KROCC |
| MSE            | 0.9801    | 0.9562 | 0.8632 | 0.9622 | 0.9515 | 0.9674 | 0.9587 | 0.8601 | 0.9612 | 0.9516 |
| SNR            | 0.7748    | 0.7453 | 0.6249 | 0.8376 | 0.7268 | 0.8370 | 0.7454 | 0.6249 | 0.8376 | 0.7268 |
| PSNR           | 0.8743    | 0.7958 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| PSNR-HVS-M     | 0.8704    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| NQM            | 0.8686    | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| VSNR           | 0.8530    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| MS-SSIM         | 0.8505    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| IW-SSIM        | 0.8499    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |

Table 4  Prediction performance of different naive IQMs and IQMs with pretrained machine-learning-based mapping on LIVE image database. Boldface indicates the better performer.

|                | Naive IQM | IQM with Pretrained Machine-Learning-Based Mapping (Our Method) |
|----------------|-----------|---------------------------------------------------------------|
|                | PLCC      | RMSE   | MAE    | SROCC  | KROCC | PLCC   | RMSE   | MAE    | SROCC  | KROCC |
| MSE            | 0.9801    | 0.9562 | 0.8632 | 0.9622 | 0.9515 | 0.9674 | 0.9587 | 0.8601 | 0.9612 | 0.9516 |
| SNR            | 0.7748    | 0.7453 | 0.6249 | 0.8376 | 0.7268 | 0.8370 | 0.7454 | 0.6249 | 0.8376 | 0.7268 |
| PSNR           | 0.8743    | 0.7958 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| PSNR-HVS-M     | 0.8704    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| NQM            | 0.8686    | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| VSNR           | 0.8530    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| MS-SSIM         | 0.8505    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
| IW-SSIM        | 0.8499    | 0.7924 | 0.6547 | 0.8743 | 0.7958 | 0.8743 | 0.7958 | 0.6547 | 0.8743 | 0.7958 |
ing techniques. Therefore, our primary aim is to evaluate the proposed approach based on the improvement in prediction results of baseline (i.e., naive) IQMs after applying supervised learning. Toward this end, we have used 13 different IQMs: MSE, SNR, PSNR, PSNR-HVS-M [27], NQM [28], VSNR [9], MSVD [7], IFC [29], VIF [8], MAD [30], SSIM [5], MS-SSIM [6], and IW-SSIM [11]. The three largest publicly accessible subject-rated image databases are employed in our demonstration: TID2008 database [22], CSIQ database [23], and LIVE database [24]. The TID2008 database [22] contains 1700 distorted images obtained from 25 reference images with 17 distortion types at four distortion levels. The CSIQ database [23] includes 866 distorted images generated from 30 original images with six types of distortions at four or five distortion levels. The LIVE database [24] includes 29 reference images from which 779 distorted images are obtained with five types of distortions. For the sake of completeness, in this paper, we show 1) in-database (Tables 2, 3, 4, 5, 6, 7, 8, and 10) and 2) cross-database (Table 9) performance validations of our machine-learning-based algorithm. We have employed five evaluation criteria [4], [21] (see Tables 2, 3, and 4): Pearson linear correlation coefficient (PLCC), root mean squared error (RMSE), mean absolute error (MAE), Spearman rank order correlation coefficient (SROCC), and Kendall rank order correlation coefficient (KROCC). PLCC, RMSE, and MAE are employed to evaluate prediction accuracy. SROCC and KROCC are used to assess prediction monotonicity. Note that the higher the PLCC, SROCC, and KROCC (the lower the RMSE and MAE), the better the performance.

To demonstrate the effectiveness of the proposed method, as mentioned above, we have used the cross validation scheme [14], [16], [17]: we have randomly split the set of images into five subsets (i.e., five-fold cross validation). In each fold, four subsets are used for training and the remaining subset is used for testing: in the testing phase, training examples are not included. For fairness, we have followed the PA procedure recommended in [21]: we have fitted the objective quality scores to the subjective quality ratings via a four-parameter cubic polynomial function as follows [16], [20], [21]:

\[ g(x) = a_0 + a_1 x + a_2 x^2 + a_3 x^3, \]

where \( a_0, \ldots, a_3 \) are coefficients. In this paper, for the purpose of assessing image quality, we have chosen the general regression neural network (GRNN) [17], [25] as a training and testing tool due to its good generalization performance through empirical experiments (see Table 5). There is a parameter \( \sigma \) (spread) to be determined in the GRNN [17], [25]. Note that, as was done in [14], a five-fold cross validation on the training set of images is used to select the parameter.

We first report the prediction performance (through in-database cross validation) of different 1) “naive IQMs” and 2) “IQMs with pretrained machine-learning-based mapping (the proposed method)” on the three image databases in Tables 2, 3, and 4. Note that, throughout this paper, indices (such as PLCC and SROCC) of both 1) “naive IQMs” and 2) “IQMs with pretrained machine-learning-based mapping (the proposed method)” are computed after the fitting using (4), except for Table 10. As shown in the tables, the proposed approach improves prediction outcomes of a wide range of IQMs. Even though not all prediction results of

| Database size-weighted average performance of some selected IQMs with pretrained machine-learning-based mapping over three databases. For this demonstration, the ν-SVR [26] with the radial basis function kernel is used. Note that, as was done in [14], a five-fold cross validation on the training set is used to determine the parameters of the SVR. |
|---|---|---|---|
| | SVR | GRNN |
| | PLCC | SROCC | PLCC | SROCC |
| PSNR | 0.7281 | 0.7333 | 0.7463 | 0.7518 |
| MS-SSIM [6] | 0.8792 | 0.8924 | 0.8869 | 0.8927 |
| IW-SSIM [11] | 0.8924 | 0.8975 | 0.8983 | 0.8979 |

![Image](image.png)

**Fig. 6** Example of comparison between naive PSNR and machine-learning-based PSNR (the proposed method) for TID2008 database [22]. Higher values of MOS (0 - minimal, 9 - maximal) and PSNR correspond to higher visual quality of the image. In this example, the MOS for distorted image 1 is higher than the one for distorted image 2. Note that the naive PSNR fails to predict the visual quality of the distorted images, whereas our machine-learning-based PSNR correctly predicts the visual quality.
IQMs are improved in terms of prediction accuracy and monotonicity (e.g., MAD [30] for TID2008 database), the tables demonstrate the potential effectiveness of our proposed method. Figure 6 shows an example of comparison between naive PSNR and machine-learning-based PSNR (our method) for TID2008 database [22]. We have also ex-

### Table 6
PLCC of some selected naive IQMs and IQMs with pretrained machine-learning-based mapping on TID2008 image database for individual distortion types.

| Distortion Type | Naive IQM | MS-SSIM [6] | IW-SSIM [11] | IQM with Pretrained Machine-Learning-Based Mapping (Our Method) | MS-SSIM [6] | IW-SSIM [11] |
|-----------------|-----------|-------------|---------------|---------------------------------------------------------------|-------------|---------------|
| AWGN            | 0.7846    | 0.7495      |               | 0.8000                                                       | 0.7736      |            |
| AWGN Color      | 0.7898    | 0.7654      |               | 0.8034                                                       | 0.7760      |            |
| Corr. Noise     | 0.8248    | 0.7733      |               | 0.8328                                                       | 0.7775      |            |
| Masked Noise    | 0.7968    | 0.8255      |               | 0.7635                                                       | 0.8262      |            |
| High Freq.      | 0.8789    | 0.8551      |               | 0.8842                                                       | 0.8715      |            |
| Impulse         | 0.6619    | 0.6145      |               | 0.6628                                                       | 0.6164      |            |
| Quantization    | 0.8158    | 0.7897      |               | 0.8345                                                       | 0.8135      |            |
| Gaussian Blur   | 0.9427    | 0.9387      |               | 0.9538                                                       | 0.9506      |            |
| Denoising       | 0.9632    | 0.9570      |               | 0.9642                                                       | 0.9584      |            |
| JPEG            | 0.9583    | 0.9523      |               | 0.9593                                                       | 0.9539      |            |
| JP2K            | 0.9706    | 0.9522      |               | 0.9713                                                       | 0.9728      |            |
| JPEG Trans.     | 0.8811    | 0.8669      |               | 0.8886                                                       | 0.8673      |            |
| JP2K Trans.     | 0.8266    | 0.8141      |               | 0.7980                                                       | 0.8204      |            |
| Non Eccen.      | 0.7008    | 0.7670      |               | 0.7146                                                       | 0.7847      |            |
| Block-Wise      | 0.7928    | 0.7643      |               | 0.7850                                                       | 0.7442      |            |
| Mean Shift      | 0.6909    | 0.6702      |               | 0.6765                                                       | 0.6584      |            |
| Contrast        | 0.7638    | 0.7698      |               | 0.7887                                                       | 0.8215      |            |

# better\(^1\) | 4 | 2 | 13 | 15

\(^1\)The number of times that a naive IQM or IQM with pretrained machine-learning-based mapping performs better on PLCC.

### Table 7
PLCC of some selected naive IQMs and IQMs with pretrained machine-learning-based mapping on CSIQ image database for individual distortion types.

| Distortion Type | Naive IQM | MS-SSIM [6] | IW-SSIM [11] | IQM with Pretrained Machine-Learning-Based Mapping (Our Method) | MS-SSIM [6] | IW-SSIM [11] |
|-----------------|-----------|-------------|---------------|---------------------------------------------------------------|-------------|---------------|
| AWGN            | 0.9166    | 0.8848      |               | 0.9260                                                       | 0.8921      |            |
| JPEG            | 0.9764    | 0.9762      |               | 0.9804                                                       | 0.9774      |            |
| JP2K            | 0.9703    | 0.9711      |               | 0.9711                                                       | 0.9725      |            |
| Pink Noise      | 0.9141    | 0.8848      |               | 0.9216                                                       | 0.9003      |            |
| Gaussian Blur   | 0.9511    | 0.9544      |               | 0.9522                                                       | 0.9628      |            |
| Contrast        | 0.9258    | 0.9406      |               | 0.9325                                                       | 0.9440      |            |

# better\(^1\) | 0 | 0 | 6 | 6

\(^1\)The number of times that a naive IQM or IQM with pretrained machine-learning-based mapping performs better on PLCC.

### Table 8
PLCC of some selected naive IQMs and IQMs with pretrained machine-learning-based mapping on LIVE image database for individual distortion types.

| Distortion Type | Naive IQM | MS-SSIM [6] | IW-SSIM [11] | IQM with Pretrained Machine-Learning-Based Mapping (Our Method) | MS-SSIM [6] | IW-SSIM [11] |
|-----------------|-----------|-------------|---------------|---------------------------------------------------------------|-------------|---------------|
| JP2K            | 0.9478    | 0.9552      |               | 0.9695                                                       | 0.9742      |            |
| JPEG            | 0.9711    | 0.9687      |               | 0.9796                                                       | 0.9786      |            |
| AWGN            | 0.9409    | 0.9529      |               | 0.9745                                                       | 0.9778      |            |
| Gaussian Blur   | 0.9371    | 0.9500      |               | 0.9543                                                       | 0.9719      |            |
| JP2K Trans.     | 0.9268    | 0.9252      |               | 0.9468                                                       | 0.9432      |            |

# better\(^1\) | 0 | 0 | 5 | 5

\(^1\)The number of times that a naive IQM or IQM with pretrained machine-learning-based mapping performs better on PLCC.
Table 9 PLCC of some selected IQMs with pretrained machine-learning-based mapping through cross-database validation. Boldface indicates the training database.

|            | TID2008 | CSIQ  | LIVE  |
|------------|---------|-------|-------|
| MS-SSIM [6]| 0.8451  | 0.7173| 0.418 |
| IW-SSIM [11]| 0.8579  | 0.6895| 0.417 |

Table 10 Prediction performance of some selected naive IQMs and IQMs with pretrained machine-learning-based mapping on three image databases. Boldface indicates the better performer. Note that, in this table, the five-parameter logistic function in (5) is used in the PA stage.

|            | Naive IQM PLCC | Naive IQM RMSE | Our Method PLCC | Our Method RMSE |
|------------|----------------|----------------|-----------------|-----------------|
| TID2008    |                |                |                 |                 |
| MS-SSIM [6]| 0.8451        | 0.7173         | 0.8578          | 0.6898          |
| IW-SSIM [11]| 0.8579    | 0.6895         | 0.8701          | 0.6593          |
| CSIQ       |                |                |                 |                 |
| MS-SSIM [6]| 0.8991        | 0.1149         | 0.9075          | 0.1112          |
| IW-SSIM [11]| 0.9144   | 0.1063         | 0.9205          | 0.1035          |
| LIVE       |                |                |                 |                 |
| MS-SSIM [6]| 0.9489        | 8.619          | 0.9611          | 7.258           |
| IW-SSIM [11]| 0.9522    | 8.347          | 0.9645          | 7.047           |

In this paper, we have proposed a simple but effective framework for improving prediction outcomes of a given IQM by using machine learning techniques. The strength of the proposed approach lies in its ability to improve prediction results of any given naive IQM. Overall, the extensive experimental results on three different publicly available image databases reported in Sect. 3 demonstrate the feasibility of this approach and suggest that it can be useful in practice. In this paper, we have investigated specific examples of making use of machine-learning-based mapping between the outputs of IQM and subjective image-quality ratings in the quality assessment stage with general regression neural network [25] and support vector regression [26]. Therefore, our future work includes further research on more efficient machine learning algorithms for the task of correlating those pairs of measures in the quality assessment stage. We will also investigate the effectiveness of our proposed approach in vision-based sport video analysis systems involving multiple cameras for the purpose of quality monitoring. Image and video contents delivered over various wired and wireless networks inevitably suffer from visual quality degradations during transmission over error prone networks [1]. For this reason, it is required to monitor such quality deteriorations in real-time to meet system requirements.
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