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Abstract

This paper studies kernel PCA in a decentralized setting, where data are distributively observed with full features in local nodes and a fusion center is prohibited. Compared with linear PCA, the use of kernel brings challenges to the design of decentralized consensus optimization: the local projection directions are data-dependent. As a result, the consensus constraint in distributed linear PCA is no longer valid. To overcome this problem, we propose a projection consensus constraint and obtain an effective decentralized consensus framework, where local solutions are expected to be the projection of the global solution on the column space of local dataset. We also derive a fully non-parametric, fast and convergent algorithm based on alternative direction method of multiplier, of which each iteration is analytic and communication-efficient. Experiments on a truly parallel architecture are conducted on real-world data, showing that the proposed decentralized algorithm is effective to utilize information of other nodes and takes great advantages in running time over the central kernel PCA.
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1 INTRODUCTION

Principal Component Analysis (PCA) is a fundamental data processing technique with wide applications. Given the data $X = [x_1 \ x_2 \ \cdots \ x_N] \in \mathbb{R}^{M \times N}$ consisting of $N$ samples with each sample $x_i \in \mathbb{R}^M$ (viewed as a column vector), PCA considers the following optimization problem

$$
\min_{w \in \mathbb{R}^M} -\|w^\top X\|_2^2 \ \text{s.t.} \ \|w\|_2^2 = 1 \quad (1)
$$
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Linear PCA problem has been well investigated in literature. In this paper, we consider kernel PCA (kPCA, \[1\]), i.e., the nonlinear extension of PCA using the kernel trick. With the help of a nonlinear feature mapping \(\phi : \mathbb{R}^M \to \mathbb{R}^p\) that maps the original data into a high-dimensional feature space \(\mathbb{R}^p\), one can obtain nonlinear PCA via implementing linear PCA in the feature space. This process can be formulated as

\[
\min_{w \in \mathbb{R}^p} \quad -\|w^T \phi(X)\|_2^2 \\
\text{s.t.} \quad \|w\|_2^2 = 1,
\]

where we use \(\phi(X) = [\phi(x_1), \phi(x_2), \ldots, \phi(x_N)] \in \mathbb{R}^{p \times N}\) for brevity. The dimension of the feature space can be infinite, i.e., \(P = \infty\). In this case, the feature space is taken to be the sequence space \(\ell^2(\mathbb{R})\) consisting of all square summable sequences of real numbers, i.e., \(\mathbb{R}^\infty := \ell^2(\mathbb{R}) = \{w = (w_i)_{i \geq 1} \subset \mathbb{R} : \sum_{i \geq 1} w_i^2 < \infty\}\). The sequence space \(\ell^2(\mathbb{R})\), being equipped with inner product \(\langle a, b \rangle = \sum_{i \geq 1} a_i b_i\), for \(a = (a_i)_{i \geq 1}, b = (b_i)_{i \geq 1} \in \ell^2(\mathbb{R})\) is a Hilbert space with \(\ell^2\)-norm \(\|w\|_2 = \sqrt{\sum_{i \geq 1} w_i^2}\) for \(w \in \ell^2(\mathbb{R})\). The Euclidean space \(\mathbb{R}^p\), for \(P \in \mathbb{N}\), can be regraded as a linear subspace of the sequence space \(\ell^2(\mathbb{R})\). Hereinafter, with a slight abuse of notation, every element of \(\mathbb{R}^p\) (whether \(P \in \mathbb{N}\) or \(P = \infty\)) will be viewed as a column vector, i.e., an \(\mathbb{R}^{p \times 1}\) matrix, and the calculations among these vectors can follow the same rule from matrix operations. In particular, the inner product of \(a, b \in \mathbb{R}^p\) is \(a^T b\), which is calculated through matrix multiplication. Define a positive definite kernel \(\mathcal{K} : \mathbb{R}^M \times \mathbb{R}^M \to \mathbb{R}\) via \(\mathcal{K}(x, x') = \phi(x)^T \phi(x')\) that corresponds to the inner product of \(\phi(x)\) and \(\phi(x')\) in the feature space. Solving non-linear PCA problem \([2]\) can be reduced to seeking the eigenvector \(\alpha \in \mathbb{R}^N\) with the largest eigenvalue \(\lambda_1\) of the kernel matrix \(\mathbf{K} = [\mathcal{K}(x_i, x_j)]_{1 \leq i, j \leq N} \in \mathbb{R}^{N \times N}\). Then the solution of \([2]\) is given by \(w^* = \phi(X)\alpha\). Here we require \(\|\alpha\|_2 = \frac{1}{\sqrt{x_1}}\) as \(w^*\) has to be normalized in feature space. In real data analysis, we usually choose a suitable positive definite kernel \(\mathcal{K}\) before hand, or directly start with a data-dependent kernel matrix \(\mathbf{K}\). Under some mild conditions, e.g., the underlying reproducing kernel Hilbert space induced by \(\mathcal{K}\) is separable, the above feature map \(\phi\) always exists \([2, 3]\). For a new input \(x\), the projection of \(\phi(x')\) onto the direction \(w^*\) is given by \((w^*)^T \phi(x') = \alpha^T \phi(x)^T \phi(x') = \sum_{i=1}^N \alpha_i \mathcal{K}(x_i, x')\). Equipped with a kernel \(\mathcal{K}\), kPCA solves the optimization problem \([2]\) and conduct nonlinear feature extraction, denoising and dimensionality reduction. The most fascinating part of kPCA is that we do not require the explicit form of \(\phi\) during the entire computing procedure. However, in another sense, it also makes the design of variants of kPCA more challenging.

In recent years, distributed computing architectures are in high demand for dealing with large-scale or scattered datasets, which cannot be processed in a single node for various reasons as accelerating the optimization processes, protecting data privacy or reducing communication cost. Thus, distributed algorithms have attracted more and more interests due to the wide applications in industries and networked systems like wireless sensor networks \([4]\) and Internet of Things \([5]\). Generally, distributed algorithms can be categorized into two groups: centralized and decentralized approaches. Centralized algorithms require data or variables being aggregated in a fusion center (FC), which however, brings problems in many applications. For example, when the number of nodes is very large, it is costly to reach the FC for each nodes with limited bandwidth. Moreover, the entire centralized algorithm cannot work once the FC fails. By contrast, decentralized algorithms are more attractive.
because without FC, only information exchanges among neighborhood nodes are required and therefore it is more reliable and easier to be extended to large-scale cases.

Although highly desired, decentralized kernel methods have not been well developed. There are two fundamental difficulties. First, the solutions, e.g., the regressor, the classifier, or the projection direction, in kernel methods are the combination of basis functions \( K(x_i, \cdot) \) dependent on data, from which it follows that it is nearly impossible to require solutions in nodes are consistent. Second, without careful designing one may fail to get a fully non-parametric model, i.e., all primal variables are eliminated by the kernel trick that directly evaluates the inner product in the feature space by the kernel.

In this paper, we study the decentralized kPCA. To the best of our knowledge, there is only decentralized algorithm developed for linear PCA in the existing literature. In [6], the decentralized linear PCA is modeled as follows,

\[
\begin{align*}
\min_{w_j \in \mathbb{R}^M} &= -\sum_{j=1}^{J} \left\| w_j^\top X_j \right\|^2_2 \\
\text{s.t.} \quad &\left\| w_j \right\|^2_2 = 1, \forall j,
\end{align*}
\]

(3)

where \( X_j = [x_{j1}^1 x_{j2}^1 \cdots x_{jN_j}^1] \in \mathbb{R}^{M \times N_j} \) and \( \Omega_j \) are the data and the neighbors of node \( j \), respectively. Clearly, its main idea is to add the consensus constraint \( w_j = w_q, \forall q \in \Omega_j, \forall j \) to synchronize local solutions such that (3) decouples across nodes. But in kPCA, the local direction \( w_j \) is in the column space of \( \phi(X_j) = [\phi(x_{j1}^1) \phi(x_{j2}^1) \cdots \phi(x_{jN_j}^1)] \in \mathbb{R}^{P \times N_j} \). We denote this space by \( \text{span}\{\phi(X_j)\} \). Directly performing decentralized PCA (3) in the feature space yields

\[
\begin{align*}
\min_{w_j} &= -\sum_{j=1}^{J} \left\| w_j^\top \phi(X_j) \right\|^2_2 \\
\text{s.t.} \quad &w_j \in \text{span}\{\phi(X_j)\}, \forall j, \\
&w_j = w_q, \forall q \in \Omega_j, \forall j, \\
&\left\| w_j \right\|^2_2 = 1, \forall j,
\end{align*}
\]

(4)

which is, however, not working. The essential problem is the representation discrepancy among different nodes, which requires \( w_j \in \bigcap_j \text{span}\{\phi(X_j)\} \) for each \( j \), while \( \bigcap_j \text{span}\{\phi(X_j)\} \) is very small or even empty such that the consensus constraints in (4) can not be satisfied.

Therefore, in this paper we discard this approach. Instead, we propose a new consensus constraint based on the minimal distance between the global optimum and solutions in local nodes. Specifically, we introduce a global variable to link nodes and relax the consensus constraint to

\[
w_j = \phi(X_j) K_j^{-1} \phi(X_j)^\top z, \forall j,
\]

where the global variable \( z \in \bigcup_j \text{span}\{\phi(X_j)\} \) and

\[
K_j = [K(x_{j1}^p, x_{j1}^q)]_{1 \leq p, q \leq N_j} \in \mathbb{R}^{N_j \times N_j}.
\]

The kernel matrix \( K_j \) is invertible due to positive definiteness of the kernel \( K \).
In the following sections, we will prove that these projection consensus constraints will lead the solution to be the projection of global optimum, i.e., the solution of problem (2) with the entire dataset, on the column space span\{\phi(X_j)\} of local data. More importantly, we will develop an efficient decentralized algorithm that is fully non-parametric: the whole solving procedure only involves inner product \(\phi(x)^T\phi(x')\) that can be evaluated by \(\mathcal{K}(x, x')\) directly, thus the primal variables \(w_j, z\) and the feature map \(\phi\) are eliminated when implementing the algorithm.

We have the following contributions in this paper:

- We propose a novel decentralized kPCA with projection consensus constraints. The local solution is proved to be the projection of the global optimum on the column space of local dataset.
- We design a fast solving algorithm based on the Alternative Direction Method of Multiplier (ADMM, [7]). In each iteration, the update is analytical, non-parametric, and communication-effective.
- The effectiveness of the proposed decentralized kPCA is verified by numerical experiments on a truly parallel architecture.

The rest of the paper is organized as the following. In Section 2 we review some related works. Section 3 formally introduces our decentralized framework for kPCA with projection consensus constraints and theoretically discuss the solution propriety. An efficient solving algorithm is designed in Section 4 and its convergence analysis is presented in Section 5. We then conduct numerical experiments in Section 6. Finally, Section 7 ends this paper with a brief conclusion.

2 RELATED WORKS

In the last decades, PCA and its variants, like kernel PCA, sparse PCA, online PCA, and robust PCA, have been deeply investigated [1], [8], [9], [10], [11], [12], [13], [14], [15] and successfully applied in many fields [16], [17], [18]. Until very recently, there is still interesting progress. For example, \(\ell_1\)-norm PCA and kernel PCA are discussed in [19], [20] and [21]. The convex formulation of kPCA is studied in [22]. Truncated robust PCA model is newly proposed in [23]. PCA and robust PCA on tensor are studied in [24] and [25].

In recent years, distributed computing architecture is highly desired to deal with big data or distributed data. For distributed data, there are two categories [26], [27], [28]: feature-distributed and sample-distributed. In feature-distributed setting, each node holds all samples but part of their features. Several linear PCA algorithms are designed in this setting and are applied in wireless sensor network [4], [29]. In this paper, we are interested in sample-distributed data, where each node holds part of the data with entire features. In sample-distributed linear PCA, the key property is that the global covariance matrix is the sum of local covariance matrix. Accordingly, one can design distributed algorithms on an FC to achieve high accuracy and efficient communication. For example, distributed versions of power method and Oja method are proposed in [30]. The work [31] designs distributed power methods for sparse PCA under differential privacy constraints. Another differential private PCA algorithm is proposed in [32], which is asynchronous and federated with a tree structure. For the sake of communication efficiency, one-shot distributed algorithms are proposed in [28], [33], where rigorous statistical
error analysis is established in the latter. Other works on distributed linear PCA can be found in, e.g., [34], [35], [36], [37], [38].

However, all these methods are restricted to the case of linear PCA, since the key property mentioned above is no longer true for its kernelized counterpart. Due to that, there is only few discussions on distributed kPCA. Related works can be found in [39], [40], which are actually to deal with large scale problem but are not in our distributed setting. Recently, the work [41] discusses a distributed framework of kPCA, where subspace embedding and adaptive sampling are used to generate a representative subset to perform kPCA. However, the estimation of global solution is still in the centralized setting with an FC. Different from distributed kPCA, recently, there are many researches focusing on distributed kernel regression and kernel support vector machine, proposing advanced algorithms and rigorous statistical analysis [42], [43], [44], [45], [46], [47], [48], [49], [50]. However, many of them still need an FC, e.g., [43], [45], [46], [50]. As we discussed above, the framework of centralized distributed computing requires fusion to produce new estimation, which brings extra problems in real data processing.

Among the recent decentralized frameworks for kernel methods, diffusion-based [44], [47] and consensus-based [42], [48], [49] algorithms are two most efficient approaches. In this paper, we consider the consensus-based algorithm, where consensus constraints are used such that the local variables are forced to agree with neighbors’ variables. Consensus optimization is widely used for decentralized problems, e.g., the decentralized abstract optimization [51] and the decentralized random convex programs [52]. And recently, consensus optimization is applied to deal with decentralized linear PCA [6]. In the context of decentralized kernel methods, there are studies on decentralized support vector machine [42] and decentralized online kernel learning [48]. And recently, decentralized algorithms with consensus constraints and random features are proposed in [49], [53]. By adding consensus constraints on the difference among neighbors’ variables, the original optimization is decoupled such that it can be solved in a decentralized manner. Generally, consensus optimization can be efficiently solved by primal dual methods [54] or ADMM, the latter of which has been well investigated in [7], [55].

In this paper, we focus on the decentralized framework of kPCA problem, which is essentially different from that of kernel regression or support vector machine, e.g., [42], [48], [49], [53], where they add consensus constraints directly on local decision variables. Specifically, in the linear case of optimization problem [5] (i.e., \( \phi(x) = x \), see Section 3 for details), if nodes \( j \) and \( q \) are neighbors, we can add the consensus constraint \( w_j = w_q \) as previous works to force the two nodes communicate with each other, bringing better performance to the final solutions. But as discussed previously, simply forcing \( w_j = w_q \) is ineffective for kPCA problem because the solution \( w \) is data-dependent. We will further discuss this problem and propose our projection consensus constraints to deal with it in the next section.

### 3 The Projection Consensus Constraints

#### 3.1 Problem Background and Notations

In this paper, we consider the sample-distributed kPCA in decentralized setting. The entire data \( X \) is not stored together, and not accessible. In practice, the data are distributed observed in \( J \) nodes: \( X = [X_1 \ X_2 \ \cdots \ X_J] \) and
Fig. 1. A toy example of distributed dataset, showing that (a) there exists difference between the local solution (solid line) and the global solution (dotted line); (b) Applying the consensus constraint $w_1 = w_2 = w_3$, local solutions are all consistent with the global solution; (c) In the extreme cases, the data of node 1 (red star) all lie in a lower dimensional space (i.e., a line). Thus, the feasible domain is limited in a 1-d space and applying the consensus constraint leads to poor solutions.

the $j$-th node has data $X_j = [x_1^{(j)} \ x_2^{(j)} \ \cdots \ x_{N_j}^{(j)}] \in \mathbb{R}^M \times N_j$, where $\sum_{j=1}^J N_j = N$. Suppose the neighborhood relation can be described by a symmetric, undirected network $G = (V, E)$, where $V$ and $E$ are the set of nodes and edges, respectively. We use $\Omega_j \subset V$ to denote the neighbors of the $j$-th node, where $(l,j) \in E, \forall l \in \Omega_j$. A node in $\Omega_j$ could exchange data with node $j$ (but there may be noise).

Throughout this paper, we require the feature map $\phi$ associated with a positive definite kernel $K$ to be normalized in the feature space, i.e., $\phi(x) \phi(x') = 1, \forall x \in \mathbb{R}^M$. Equivalently, we need $K(x,x) = 1, \forall x \in \mathbb{R}^M$, which can be realized by normalizing the original kernel through $K(x,x') = \sqrt{K(x,x) K(x',x')}$. Recall that $\phi(X_j) = [\phi(x_1^{(j)}) \ \phi(x_2^{(j)}) \ \cdots \ \phi(x_{N_j}^{(j)})] \in \mathbb{R}^{P \times N_j}$. The kernel matrix $K_{i,j} \in \mathbb{R}^{N_i \times N_j}$ is defined as $K_{(i,j)} = \phi(X_i) \phi(X_j)^T$, where its $(p,q)$ entry is $K(x_p^{(i)}, x_q^{(j)})$. Here $x_p$ and $x_q$ are the $p$-th and $q$-th elements in $X_i$ and $X_j$, respectively. When $i = j$, we obtain the square kernel matrix $K_j = [K(x_p^{(j)}, x_q^{(j)})]_{1 \leq p,q \leq N_j} \in \mathbb{R}^{N_j \times N_j}$ defined on local data $X_j$.

3.2 Challenges in designing consensus constraints for kPCA.

In the context of distributed dataset, kPCA actually faces two challenges. First is the data heterogeneous, which is common in decentralized learning. As shown by a toy example in Fig. 1(a), the local optimum (solid lines) evaluated from local dataset are generally different from the global optimum (dotted line). Thus, without an FC, each node needs to make the most of neighbors’ information. Fig. 1(b) shows that the local solutions and the global solution are consistent if a consensus constraint $w_1 = w_2 = w_3$ is applied. Second is special for decentralized kernel learning: the representation discrepancy, just as we discussed in the introduction. Consequently, simply forcing $w_p = w_q$ is too strict to require as a consensus constraint. Sometimes such constraint may lead to
very bad solutions, because its performance always dependents on the worst nodes. An extreme example is shown in Fig. 1(c), where the global dataset is 2-dimensional but all data stored in node 1 lie in a line. Recall \( w \) is data-dependent, and thus the feasible domain of \( w_1 \) is 1-dimensional as well. If we still pursue \( w_1 = w_2 = w_3 \) in this case, then the algorithm leads to a poor solution due to the limited feasible domain. These two challenges lead to a dilemma: a good consensus optimization should make full use of others’ information but avoid being affected by bad nodes. To overcome this dilemma and design an effective consensus optimization for kPCA, next we will evaluate what is the “best” solution in local nodes.

### 3.3 What should be pursued in local?

As we discussed above, the primal variables \( w \) is data-dependent in kPCA. As a result, it is very likely that the global solution cannot be represented by local data. That is, in decentralized setting, the local optimal decision variables are not always equal to the global optimum. Then a natural question is “what is the best solution we are pursuing at each node”. Thus, before we present the decentralized algorithm, we need to specify the local optimal solution. In local node \( j \), we expect a candidate local solution \( w \) to satisfy (i) \( w \) is in the column space \( \text{span}\{\phi(X_j)\} \); (ii) projection \( \phi(X) \) on \( w \) has the largest variance. Mathematically, we incorporate the above two conditions into the following model,

\[
\tilde{w}_j = \arg \min_{w \in \mathbb{R}^p} - \left\| w^T \phi(X) \right\|_2^2 \\
\text{s.t. } w \in \text{span}\{\phi(X_j)\}, \left\| w \right\|_2^2 = 1.
\]  

(5)

It is obvious that the solution of (5) is worse than that of (2) because the feasible domain is shrunk. Moreover, the optimal solution of different nodes are not the same for the same reason (they have different feasible domain). Note that (5) is unsolvable in primal space due to the implicit \( \phi(\cdot) \). By applying kernel trick again, the optimal solution of (5) is \( \tilde{w}_j = \phi(X_j)\tilde{\alpha}_j \), where the actual variable \( \tilde{\alpha}_j \) is the eigenvector of \( \phi(X_j)^T\phi(X)\phi(X_j)^T \) associated with the largest eigenvalue. Solving \( \tilde{\alpha}_j \) can be formulated as a generalized eigendecomposition problem, which in general lacks an explicit expression of \( \tilde{\alpha}_j \). Moreover, since the global data \( X \) is unobtainable, computing \( \tilde{\alpha}_j \) in local is impractical. And without explicit expressions, the relationship between \( \tilde{\alpha}_j, \forall j \) is undefined. As a result, we cannot design consensus constraints from this point of view.

### 3.4 Decentralized framework with projection consensus constraints

In this paper, we adopt an alternative strategy. That is, we turn to minimize the distance between local solutions and the global solution, i.e.,

\[
w_j = \arg \min_{w \in \mathbb{R}^p} \left\| w - u \right\|_2^2 \\
\text{s.t. } w \in \text{span}\{\phi(X_j)\},
\]

where \( u \) is the optimum of problem (2). Then we can propose a new projection consensus constraint as

\[
w_j = \phi(X_j)K_j^{-1}\phi(X_j)^T u, \forall j = 1, \cdots, J,
\]

(6)
which is the solution of optimization problem (6). In fact, the local solution $w_j$ is the projection of the global solution $u$ on the column space of local dataset. We now consider the following consensus optimization for kPCA,

$$
\min_{w_j, z_j} - \sum_{j=1}^{J} \left\| w_j^\top \phi(X_j) \right\|_2^2 \\
\text{s.t. } w_j = \phi(X_j)K_j^{-1}\phi(X_j)^\top z_j, \forall j = 1, \cdots, J \\
z_j = z_q, \forall q \in \Omega_j, \forall j = 1, \cdots, J, \\
\|z_j\|_2^2 = 1, \forall j = 1, \cdots, J.
$$

(7)

where each local machine only holds consensus constraints with nodes belonging to $\Omega_j$. Different from (4), we introduce a new variable $z_j$ and pursue the consistency of it. Actually, $z_j, \forall j$ are estimations of the global solution $u \in \mathbb{R}^P$ and thus the constraints $z_j = z_q, \forall q \in \Omega_j$ are reasonable. As discussed before, we expect $w_j$ to be the optimal approximation of $u$ on the its feasible domain, i.e., the column space of $\phi(X_j)$. Thus, the $w_j$ and $z_j$ are associated by the constraint $w_j = \phi(X_j)K_j^{-1}\phi(X_j)^\top z_j$.

Before presenting the solving algorithm in the next section, we first evaluate the effectiveness of model (7), where we need a trivial assumption on the network topology.

**Assumption 1.** The undirected graph $G = (V, E)$ is connected.

Under Assumption 1, one can easily see that the problem (7) is minimized when achieving consensus at each nodes. We summarize this observation as the following theorem.

**Theorem 1.** Suppose that Assumption 1 is satisfied. If $\{w_j^*, z_j^*\}, \forall j = 1, \cdots, J$ are the optimal solution of problem (7), then $z_1^* = z_2^* = \cdots = z_J^* = u$, where $u$ is the solution of optimization problem (2).

## 4 Decentralized Algorithm for kPCA

Hereinbefore, we explain why we cannot directly extend existing frameworks of decentralized linear PCA and other kernel methods to decentralized kPCA. And based on the optimal approximation, a projection consensus constraint is proposed with the corresponding optimization (7). In this section, we will derive a fast solving algorithm for it. Notice in kPCA, we do not know and cannot access the nonlinear mapping $\phi$. Thus, we need carefully and exquisitely design the algorithm to obtain a fully non-parametric algorithm that does not calculate $\phi$, although it formally appears in (7).

### 4.1 Algorithm

If $\phi$ is known or can be accessed, consensus optimization (7) is relatively easy to solve. But in kernel learning, the implicit mapping $\phi$ makes the problem quite difficult. Specifically, the difficulty lies in the consensus constraint $z_j = z_q$, which exists in the unknown feature space. To handle the consensus constraint in a non-parametric way, [42], [48] propose to transfer the constraint into its necessary condition $\phi(Y)^\top z_j = \phi(Y)^\top z_q$ instead, where $Y$
may be local dataset $X_j$ \cite{48} or a public dataset \cite{42}. In this paper, we follows this idea with modification and propose the form below,

$$
\phi(X_j)\alpha_j = \phi(X_j)K_j^{-1}\phi(X_j)^Tz_q,
$$

to approximate $z_j = z_q$. The advantage is that the subproblem corresponding to $z_j$ is independent across $j = 1, \cdots, J$ now. As a result, we can construct an analytic expression of $z_j$ in every ADMM iteration.

Let us reformulate the consensus optimization. Recalling that $\phi : \mathcal{R}^M \rightarrow \mathcal{R}^P$, we define the following matrices:

- $Z = [z_1 \ z_2 \ \cdots \ z_J] \in \mathcal{R}^{P \times J}$, $z \in \mathcal{R}^P$. In the following solving process, $Z$ will always be implicit such that $\phi$ is unnecessary to know in the final algorithm.
- $e_j = [0 \ \cdots \ 0 \ 1 \ 0 \ \cdots \ 0]^T \in \mathcal{R}^J$: $e_j$ consists $J$ elements, which are all zeros but the $j$-th one is 1. Thus, we can extract $z_j$ by $Ze_j$.
- $\xi_j = [e_{q_1} \ e_{q_2} \ \cdots] \in \mathcal{R}^{J \times |\Omega_j|}$: the $i$-th column of $\xi_j$ is $e_{q_i}$, where $q_1, q_2, \cdots$ are elements of $\Omega_j$. Thus, the $j$-th machine can extract its neighbors' $z$ by $Z\xi_j$.
- $E_j = [1 \ \cdots \ 1] \in \mathcal{R}^{\Omega_j}$, which is a row vector.

By substituting $w_j = \phi(X_j)\alpha_j$ to \cite{7} and using $\phi(X_j)\alpha_j = \phi(X_j)K_j^{-1}\phi(X_j)^Tz_q$ to replace $z_j = z_q$, we reformulate the optimization problem as follows,

$$
\min_{\alpha_j, Z} - \sum_{j=1}^J \big\| \alpha_j^T K_j \big\|_2^2
s.t. \phi(X_j)\alpha_j E_j = \phi(X_j)K_j^{-1}\phi(X_j)^Tz \xi_j, \forall j = 1, \cdots, J,
\big\| z_j \big\|_2 \leq 1, \forall j = 1, \cdots, J.
$$

Here we also relax the constraint $\|z\|_2 = 1$ to $\|z\|_2 \leq 1$ such that the feasible domain is convex. This is a common relaxation and the optimal solutions are proofed to remain the same. Then, we first deal with the update of $Z$.

The augmented Lagrangian is,

$$
\mathcal{L}(\alpha_j, Z; \eta_j) = - \sum_{j=1}^J \big\| \alpha_j^T K_j \big\|_2^2 + \text{tr} \left( \sum_{j=1}^J \eta_j^T (\phi(X_j)\alpha_j E_j - \phi(X_j)K_j^{-1}\phi(X_j)^Tz \xi_j) \right)
+ \frac{\rho}{2} \sum_{j=1}^J \left( \big\| \phi(X_j)\alpha_j E_j - \phi(X_j)K_j^{-1}\phi(X_j)^Tz \xi_j \big\|_2^2 \right)
\tag{8}
$$

s.t. $\|z_j\|_2 \leq 1$

Fixing $\alpha_j$ and $\eta_j$, the $Z$-problem is

$$
\min_{Z} = - \text{tr} \left( \sum_{j=1}^J \eta_j^T \phi(X_j)K_j^{-1}\phi(X_j)^Tz \xi_j \right) + \frac{\rho}{2} \sum_{j=1}^J \left( \big\| \phi(X_j)\alpha_j E_j - \phi(X_j)K_j^{-1}\phi(X_j)^Tz \xi_j \big\|_2^2 \right)
\text{s.t. } \|z\|_2 \leq 1
$$

It is a quadratic constrained quadratic convex programming. Take the derivative with respect to $Z$,

$$
\frac{\partial \mathcal{L}(\alpha_j, Z; \eta_j)}{\partial Z} = \rho \sum_{j=1}^J (\phi(X_j)K_j^{-1}\phi(X_j)^Tz \xi_j^\top) - \sum_{j=1}^J (\phi(X_j)K_j^{-1}\phi(X_j)^T\eta_j^\top + \rho\phi(X_j)\alpha_j E_j^\top \xi_j^\top)
$$
However, since $\phi(X_j)K_j^{-1}\phi(X_j)^\top$ is implicit, it is intractable to obtain the solution. Thus, we consider a relaxation optimization problem as follows,

$$
\min_Z \mathcal{U}(\alpha_j, Z; \eta_j)
= \min_Z -\text{tr} \left( \sum_{j=1}^J \eta_j^\top \phi(X_j)K_j^{-1}\phi(X_j)^\top Z \xi_j \right) + \frac{\rho}{2} \sum_{j=1}^J \left( \|\phi(X_j)\alpha_j E_j - Z \xi_j\|^2 \right)
$$

s.t. $\|z_j\|_2^2 \leq 1, \forall j$.

This problem has an analytic solution and it is separable across $z_j, \forall j = 1, \cdots, J$. That is, the update of $z_j$ is independent with others.

The derivative with respect to $Z$ is

$$
\frac{\partial \mathcal{U}(\alpha_j, Z; \eta_j)}{\partial Z} = \rho Z \sum_{j=1}^J \left( \xi_j \xi_j^\top \right) - \sum_{j=1}^J \phi(X_j) \left( K_j^{-1}\phi(X_j)^\top \eta_j + \rho \alpha_j E_j \right) \xi_j^\top
$$

Setting this derivative to zero, we have,

$$
\hat{Z}^{(t)} = \sum_{j=1}^J \phi(X_j) \left( K_j^{-1}\phi(X_j)^\top \eta_j^{(t)} + \rho \alpha_j^{(t)} E_j \right) \xi_j^\top H.
$$

where

$$
H = \left[ \rho \sum_{j=1}^J (\xi_j \xi_j^\top) \right]^{-1} = \text{diag}\left\{ \frac{1}{\rho |\Omega_1|}, \cdots, \frac{1}{\rho |\Omega_J|} \right\},
$$

and $|\Omega_j|$ is the number of neighbors of node $j$. Therefore, we require every $\Omega_j$ should contain at least one element. Then, we have

$$
\hat{z}_j^{(t)} = \hat{Z}^{(t)}e_j
$$

$$
= \sum_{l=1}^J \phi(X_l) \left( K_j^{-1}\phi(X_j)^\top \eta_l^{(t)} + \rho \alpha_l^{(t)} E_l \right) \xi_l^\top He_j
$$

$$
= \sum_{l \in \Omega_j} \phi(X_l) \left( K_j^{-1}\phi(X_j)^\top \eta_l^{(t)} \xi_l^\top He_j + \frac{1}{|\Omega_j|} \alpha_l^{(t)} \right).
$$

Now we can compute $\|z_j\|_2^2 = \|\hat{Z}^{(t)}e_j\|_2^2$ in node $j$. Because only $\phi(\cdot)^\top \phi(\cdot)$ is involved and node $j$ has all needed data $X_l, \forall l \in \Omega_j$, though there may be noise. For the same reason, node $j$ can compute $\phi(X_i)^\top z_j, \forall l \in \Omega_j$, of which the analytic expression is as follows,

$$
\phi(X_i)^\top z_j = \begin{cases} 
\phi(X_i)^\top \hat{Z}^{(t)}e_j, & \text{if } \|\hat{Z}^{(t)}e_j\|_2 \leq 1, \\
\phi(X_i)^\top \hat{Z}^{(t)}e_j / \|\hat{Z}^{(t)}e_j\|_2, & \text{otherwise}.
\end{cases}
$$

The $\alpha_j$-problem is

$$
\min_{\alpha_j} \frac{\rho}{2} \|\phi(X_j)\alpha_j E_j\|_2^2 - \|\alpha_j K_j\|_2^2 - \text{tr} \left( \rho \xi_j^\top \phi(X_j)^\top \phi(X_j) \alpha_j E_j \right) + \text{tr} (\eta_j^\top \phi(X_j)) E_j.
$$

This unconstrained quadratic programming is easy to solve. Take the derivative of the objective function with respect to $\alpha_j$, and we have

$$
\frac{\partial L(\alpha_j, Z; \eta_j)}{\partial \alpha_j} = -2K_j^2 \alpha_j + \rho |\Omega_j| K_j \alpha_j + \phi(X_j)^\top (\eta_j - \rho Z \xi_j) E_j^\top,
$$
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where we use $K_j^2$ to denote $K_j K_j$. Then $\alpha_j$ can be quickly computed by knowing the expression of $\phi(X_j)^\top \eta_j$ and $\phi(X_j)^\top Z \xi_j$, i.e.,

$$
\alpha_j = \left[ \rho |\Omega_j| K_j - 2 K_j^2 \right]^{-1} \left( \phi(X_j)^\top (\rho Z \xi_j - \eta_j) E_j \right).
$$

(12)

Finally, the Lagrange multiplier matrices $\{\eta_j\}_j, \forall j$ are updated by the following gradient ascent iteration,

$$
\eta_j^{(t+1)} = \eta_j^{(t)} + \rho \phi(X_j) \left( \alpha_j E_j - K_j^{-1} \phi(X_j)^\top Z \xi_j \right).
$$

(13)

That is, we successfully constructed an algorithm which is fully non-parametric. Finally, the whole algorithm is summarized in Alg. 1.

4.2 Discussion

As a typical decentralized algorithm, Alg. 1 utilizes the information gap among nodes. To illustrate the information fusion, we consider a network with 6 nodes shown in Fig. 2. Supposing the noised raw data are exchanged among neighbors, we present the local estimations of global kernel matrix in node 1 and 3 (left, right). Each node holds different information, so they have different estimations of the global kernel matrix.

Fig. 2. A toy example of a network (middle) and the corresponding estimations of global kernel matrix in node 1 and 3 (left, right). Each node holds different information, so they have different estimations of the global kernel matrix.
Algorithm 1 ADMM-based Decentralized Algorithm of (7).

**Input:** data $X_j$ and the constant matrices $\{\xi_j\}_{j=1}^J$, $H$ related to the network topology.

**Output:** Vectors $\{\alpha_j\}_{j=1}^J$.

For all local nodes $j = 1, \cdots, J$, do in parallel:

Set the ADMM hyper-parameter $\rho$.

Randomly initialize $\alpha_j^{(0)}$. Initialize $\eta_j^{(0)} = 0$.

Distributes $X_j$ to neighbors.

Receive neighbors’ $X_l$. Calculate $K(X_p, X_q)$, $\forall p, q \in \Omega_j$.

Set $t = 0$.

repeat

Distributes $\alpha_j^{(t)}$ and $\phi(X_j)^T \eta_j^{(t)} \xi_j H e_l$ to all the neighbors.

Receive $\alpha_l^{(t)}$ and $\phi(X_l)^T \eta_l^{(t)} \xi_l H e_j$ from all the neighbors $l$.

Solve the $Z$-problem:

$$Z^{(t)} = \arg \min_Z L(\alpha_j^{(t)}, Z, \eta_j^{(t)})$$

s.t. $\|z_j\|_2^2 \leq 1$.

according to \[10\] \[11\], and then compute and distributes $\phi(X_j)^T z_j^{(t)}$ to neighbors $l$.

Receive $\phi(X_j)^T z_l^{(t)}$ from all neighbors $l$.

Solve the $\alpha_j$-problem according to \[12\]:

$$\alpha_j^{(t+1)} = \arg \min_{\alpha_j} L(\alpha_j, Z^{(t)}, \eta_j^{(t)})$$

Update

$$\phi(X_j)^T \eta_j^{(t+1)} = \phi(X_j)^T \eta_j^{(t)} + \rho \left( K_j \alpha_j^{(t+1)} E_j - \phi(X_j)^T Z^{(t)} \xi_j \right)$$

$t = t + 1$.

until the stop criteria is achieved.

and 6 (with noise), of which the information is implicitly packaged in $\phi(X_1)^T z_2 z_6$ and $\phi(X_3)^T z_2 z_6$ and send to node 1 and 3, respectively. By this way, Alg. \[1\] is effective to enhance the performance of local solutions $w_j$.

Alg. \[1\] is fast and fully non-parametric, leading to the practicability. Actually, only three groups of variables are associated, i.e., $\alpha_j \in \mathbb{R}^{N_j}$, $\phi(X_j)^T \eta_j \in \mathbb{R}^{N_j \times |\Omega_j|}$, $\forall j$ and $\phi(X_j)^T z_q \in \mathbb{R}^{N_j}$, $\forall j$, $\forall q \in \Omega_j$. All of them exist in dual space and can be computed via the kernel trick. These variables are also used for communication, and thus we can analyze the communication cost of Alg. \[1\]. In every ADMM iteration, node $j$ has two rounds communication:

- Distribute $\phi(X_l)^T z_l$ to and receive $\phi(X_j)^T z_l$ from neighbor $l$, $\forall l \in \Omega_j$, which involves transmission of $\sum_{l \in \Omega_j} N_l + |\Omega_j| N_j$ numbers.
Assumption 2. Suppose Assumption 2 is satisfied. Let \( \lambda_i \) be the largest eigenvalue of \( \mathbf{K}_j \) and \( \eta_j \xi_j \mathbf{H}_j \) to and receive \( \alpha_i \) and \( \phi(\mathbf{X}_j) \eta_j \xi_j \mathbf{H}_j \) from neighbor \( i \), \( \forall i \in \Omega_j \), where \( 2|\Omega_j|N_j + 2 \sum_{i \in \Omega_j} N_i \) numbers are transmitted.

Thus, when the data are evenly distributed, i.e., \( N_1 = N_2 = \cdots = N_J = N \), the communication cost of node \( j \) in one ADMM iteration is \( O(|\Omega_j|N) \). The communication cost is not much because we optimize the communication process, where \( \phi(\mathbf{X}_i) \eta_i \xi_i \mathbf{H}_i \in \mathbb{R}^{N_i} \) is transmitted instead of \( \phi(\mathbf{X}_i)^\top \eta_i \in \mathbb{R}^{N_i \times |\Omega_i|} \) according to \( \| \| \) (Note that \( \xi_j \mathbf{H}_j \) is a constant matrix such that no extra computation is required when communicating.)

Alg. 1 is also computation efficient because each iteration has analytical solution. In each ADMM iteration, node \( j, \forall j \) computes three steps:

- Update \( \phi(\mathbf{X}_i)^\top z_j, \forall i \in \Omega_j \), of which the computation complexity is less than
  \[
  O \left( |\Omega_j| \left( \sum_{i \in \Omega_j} N_i \right) \left( \max_{i \in \Omega_j} N_i \right) \right).
  \]

- Update \( \alpha_j \) and the computation complexity is \( O(N_j^3) \).
- Update \( \phi(\mathbf{X}_i)^\top \eta_j \), of which the computation complexity is \( O(N_j^2 |\Omega_j|) \).

Thus, when the data are evenly distributed, the computation complexity of node \( j \) is \( O \left( \max \{ N^3, |\Omega_j|^2 N^2 \} \right) \). Compared with central kPCA, where one solves the eigen problem of the global kernel matrix and thus the computation complexity is \( O(J^2 N^2) \), Alg. 1 is much cheaper since usually \( \max_j |\Omega_j| << J \). Besides, both the communication and computation cost of Alg. 1 are independent with the size of network, which is the property of decentralized algorithms and is better than that of centralized, e.g., server-agent, distributed kPCA.

5 CONVERGENCE ANALYSIS

Different from the original ADMM, Alg. 1 uses another optimization to update \( \mathbf{Z} \) due to the implicit mapping \( \phi(\cdot) \). Thus, in this section, we present the convergence analysis for Alg. 1. We make the following assumption on the hyper-parameter of ADMM.

Assumption 2. The penalty parameter \( \rho \) is chosen large enough such that for any \( j = 1, \cdots, J \), it holds

\[
\rho \geq \frac{\sqrt{\lambda_1^3(\mathbf{K}_j) + 8|\Omega_j| \lambda_1(\mathbf{K}_j) \sum_{n=1}^{N_j} (\lambda_n(\mathbf{K}_j))^3 + \lambda_1^2(\mathbf{K}_j)}}{|\Omega_j| \lambda_1(\mathbf{K}_j)},
\]

where \( \lambda_1(\mathbf{K}_j) \) is the largest eigenvalue of \( \mathbf{K}_j \).

Such assumption is common on the convergence analysis for ADMM, e.g., \([55]\). Then we have the following result on the convergence of Alg. 1, where we bound the successive difference of the augmented Lagrangian function values.

Theorem 2. Suppose Assumption 2 is satisfied. Let \( \{\alpha_j^{(t)}, \mathbf{Z}^{(t)}, \eta_j^{(t)}\} \) is generated by Alg. 1 at iteration \( t \). Then we have the following:

\[
\mathcal{L} \left( \alpha_j^{(t+1)}, \mathbf{Z}^{(t+1)}, \eta_j^{(t+1)} \right) - \mathcal{L} \left( \alpha_j^{(t)}, \mathbf{Z}^{(t)}, \eta_j^{(t)} \right) \\
\leq -\frac{\rho}{2} \sum_{j=1}^{J} \left( \| \phi(\mathbf{X}_j) \mathbf{K}_j^{-1} \phi(\mathbf{X}_j)^\top (\mathbf{Z}^{(t+1)} - \mathbf{Z}^{(t)}) \xi_j \|^2 \right) + \sum_{j=1}^{J} \left( \frac{c_j}{2} - \frac{4 \sum_{n=1}^{N_j} (\lambda_n(\mathbf{K}_j))^3}{\rho} \right) \| \alpha_j^{(t+1)} - \alpha_j^{(t)} \|^2.
\]
where
\[
c_j \geq \begin{cases} 
(\rho|\Omega_j| - \lambda_1)\lambda_1, & \text{if } \frac{\lambda_1 + \lambda_n}{2|\Omega_j|} \leq \rho, \\
(\rho|\Omega_j| - \lambda_n)\lambda_n, & \text{if } \frac{\lambda_1 + \lambda_n}{2|\Omega_j|} > \rho.
\end{cases}
\]

Theorem 2 points out that when the hyper-parameter \( \rho \) is chosen sufficient large (e.g., Assumption 2), the value of augmented Lagrangian function will monotonically decrease. Note that the augmented Lagrangian function is bounded from below and thus it is convergent. To proof Theorem 2 we first decompose it into three differences. The following lemma bounds the difference between \( \mathcal{L}(\alpha_j^{(t+1)}, Z^{(t+1)}, \eta_j^{(t+1)}) \) and \( \mathcal{L}(\alpha_j^{(t+1)}, Z^{(t)}), \eta_j^{(t+1)}) \).

**Lemma 3.** Let
\[
\mathcal{E}_1 \triangleq \mathcal{L}(\alpha_j^{(t+1)}, Z^{(t+1)}, \eta_j^{(t+1)}) - \mathcal{L}(\alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)})
\]
we have,
\[
\mathcal{E}_1 \leq -\frac{\rho}{2} \sum_{j=1}^{J} \left( \left\| \phi(X_j)K_j^{-1}\phi(X_j)^\top (Z^{(t+1)} - Z^{(t)})\phi(X_j) \right\|_2^2 \right).
\]

**Proof.** From the definition of \( \mathcal{U}(\alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)}) \) and \( \mathcal{L}(\alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)}) \), we have
\[
\mathcal{U}(\alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)}) - \mathcal{L}(\alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)})
\]
\[
= \frac{\rho}{2} \sum_{j=1}^{J} \left( \left\| \phi(X_j)E_j - Z\xi_j \right\|_2^2 - \left\| \phi(X_j)E_j - \phi(X_j)K_j^{-1}\phi(X_j)^\top Z\xi_j \right\|_2^2 \right)
\]
\[
= \frac{\rho}{2} \sum_{j=1}^{J} \left( \left\| Z\xi_j \right\|_2^2 - \left\| \phi(X_j)K_j^{-1}\phi(X_j)^\top Z\xi_j \right\|_2^2 \right)
\]
\[
= \frac{\rho}{2} \sum_{j=1}^{J} \left\| (I - \phi(X_j)K_j^{-1}\phi(X_j)^\top)Z^{(t)}\xi_j \right\|_2^2.
\]

\( \mathcal{U}(\alpha_j, Z, \eta_j) \) is \( \frac{\rho}{2} \)-strong convex with respect to \( Z\xi_j \). Thus, we have
\[
\mathcal{U}(\alpha_j^{(t+1)}, Z^{(t+1)}, \eta_j^{(t+1)}) - \mathcal{U}(\alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)}) \leq -\frac{\rho}{2} \sum_{j=1}^{J} \left\| (Z^{(t+1)} - Z^{(t)})\xi_j \right\|_2^2,
\]
because \( Z^{(t+1)} \) is the optimal solution of problem 2.
Then we complete the proof.

Let \( \alpha_j^{(t+1)} \) be the solution to the update of Lemma 4.

\[
\mathcal{E}_2 \triangleq \mathcal{L}(\alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)}) - \mathcal{L}(\alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)})
\]

Then \( \mathcal{E}_2 \) is bounded by the lemma below.

**Lemma 4.** Let

\[
\mathcal{E}_2 \triangleq \mathcal{L}(\alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)}) - \mathcal{L}(\alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)}),
\]

then \( \mathcal{E}_2 \) is bounded by

\[
\mathcal{E}_2 \leq \frac{4}{J} \sum_{j=1}^{J} \left( \sum_{n=1}^{N_j} (\lambda_n(K_j)) \| \alpha_j^{(t+1)} - \alpha_j^{(t)} \|_F^2 \right),
\]

where \( \lambda_n(K) \) is the \( n \)-th eigenvalue of \( K \).

**Proof.** From the update of \( \alpha_j^{(t+1)} \), we have

\[
(2K_j^2 - \rho |\Omega_j| K_j) \alpha_j^{(t+1)} = \phi(X_j)^\top (\eta_j^{(t)} - \rho Z^{(t)} \xi_j) E_j^\top.
\]

Substituting (13) to it, we have,

\[
(2K_j^2 - \rho |\Omega_j| K_j) \alpha_j^{(t+1)} = \phi(X_j)^\top (\eta_j^{(t)} - \rho Z^{(t)} \xi_j) E_j^\top + \rho \phi(X_j)^\top \xi_j E_j^\top - \rho \phi(X_j)^\top Z^{(t)} \xi_j E_j^\top \]

\[
\iff 2K_j^2 \alpha_j^{(t+1)} = \phi(X_j)^\top \eta_j^{(t+1)} E_j^\top
\]
Therefore, it holds

\[ E_2 = \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)} \right) - \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t)} \right) \]

\[ \begin{align*}
&= \frac{1}{\rho} \sum_{j=1}^{J} \text{tr} \left( (\eta_j^{(t+1)} - \eta_j^{(t)})^T \phi(X_j) K_j^{-1} \phi(X_j)^T (\eta_j^{(t+1)} - \eta_j^{(t)}) \right) \\
&= \frac{1}{\rho} \sum_{j=1}^{J} \left\| \Sigma_j^{-1/2} V_j^T \phi(X_j)^T (\eta_j^{(t+1)} - \eta_j^{(t)}) \right\|_F^2 \\
&\leq \frac{1}{\rho} \sum_{j=1}^{J} \left\| \Sigma_j^{-1/2} V_j^T \phi(X_j)^T (\eta_j^{(t+1)} - \eta_j^{(t)}) \right\|_F \left\| E_j \right\|_F^2 \\
&= \frac{1}{\rho} \sum_{j=1}^{J} \left\| 2\Sigma_j^{-1/2} V_j^T K_j^2 (\alpha_j^{(t+1)} - \alpha_j^{(t)}) \right\|_F^2 \\
&= \frac{4}{\rho} \sum_{j=1}^{J} \left\| \Sigma_j^{3/2} V_j \left( \alpha_j^{(t+1)} - \alpha_j^{(t)} \right) \right\|_F^2 \\
&\leq \frac{4}{\rho} \sum_{j=1}^{J} \left( \sum_{n=1}^{N_j} (\lambda_n(K_j))^3 \right) \left\| \alpha_j^{(t+1)} - \alpha_j^{(t)} \right\|_F^2
\end{align*} \]

where the singular value decomposition of \( K_j \) is \( V \Sigma_j V_j^T \) and we complete the proof. \( \square \)

In a similar way, \( \alpha_j^{(t+1)} \) is the optimal solution of problem (8). Therefore, we have

\[ E_3 = \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)} \right) - \mathcal{L} \left( \alpha_j^{(t)}, Z^{(t)}, \eta_j^{(t)} \right) \]

\[ \leq - \frac{c_j}{2} \left\| \alpha_j^{(t+1)} - \alpha_j^{(t)} \right\|_2^2 \]

(15)

because Assumption 2 is satisfied and thus the augmented Lagrangian function is \( \frac{c_j}{2} \)-convex with respect to \( \alpha_j \), where

\[ c_j \geq \begin{cases} 
(\rho|\Omega_j| - \lambda_1)\lambda_1, & \text{if } \frac{\lambda_1 + \lambda_n}{2|\Omega_j|} \leq \rho, \\
(\rho|\Omega_j| - \lambda_n)\lambda_n, & \text{if } \frac{\lambda_1 + \lambda_n}{2|\Omega_j|} > \rho.
\end{cases} \]

Finally, we are at the stage where we are proving Theorem 2.

**Proof.**

\[ \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t+1)}, \eta_j^{(t+1)} \right) - \mathcal{L} \left( \alpha_j^{(t)}, Z^{(t)}, \eta_j^{(t)} \right) \]

\[ = \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t+1)}, \eta_j^{(t+1)} \right) - \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)} \right) \\
+ \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)} \right) - \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t)} \right) \\
+ \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t)} \right) - \mathcal{L} \left( \alpha_j^{(t)}, Z^{(t)}, \eta_j^{(t)} \right) \]

\[ = E_1 + E_2 + E_3, \]

where

\[ E_1 = \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t+1)}, \eta_j^{(t+1)} \right) - \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t+1)}, \eta_j^{(t+1)} \right) \]

\[ E_2 = \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t+1)} \right) - \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t)} \right) \]

\[ E_3 = \mathcal{L} \left( \alpha_j^{(t+1)}, Z^{(t)}, \eta_j^{(t)} \right) - \mathcal{L} \left( \alpha_j^{(t)}, Z^{(t)}, \eta_j^{(t)} \right). \]

Then, combining the results in Lemma 3, Lemma 4 and (15), we obtain Theorem 2 and complete the proof. \( \square \)
6 Experiments

In this section, we present experimental result to show the performance of Alg. 1 on both accuracy and efficiency.

6.1 Experimental Setting

Metric. In experiments, we care about two aspects: solution quality and running time. Since this is the first algorithm for decentralized kPCA, we evaluate the quality by comparing with the central method. We define the following two solutions:

- \( \alpha_j \in \mathcal{R}^{N_j} \): the solution of Alg. 1.
- \( \alpha_{gt} \in \mathcal{R}^{N_j} \): the solution of central kPCA, which is regarded as the ground truth. That is the eigenvector of global kernel matrix \( K \) that associated with the largest eigenvalue.

Then the similarity of any \( w_j = \phi(X_j)\alpha_j \) to the global solution \( w_{gt} = \phi(X)\alpha_{gt} \) can be calculated as follow,

\[
\text{Similarity} = \frac{w_j^\top w}{\|w_j\| \|w\|} = \frac{\alpha_j^\top K(X_j, X)\alpha_{gt}}{\sqrt{\|\alpha_j^\top K_j\alpha_j\| \|\alpha_{gt}^\top K\alpha_{gt}\|}}.
\]

Running time is another aspect we care about. We compare the running time of Alg. 1 and the central kPCA that obtains \( \alpha_{gt} \). For central kPCA, all data are collected into one node to compute the global Gram kernel matrix, and then SVD is performed on it.

Hardware and software. Both Alg. 1 and the central kPCA are implemented on a truly parallel architecture by Python with the package MPI4PY. All the experiments are conducted on the \( \pi \) 2.0 cluster supported by the Center for High Performance Computing (HPC) at Shanghai Jiao Tong University, where each server has two Intel(R) Xeon(R) Gold 6248 CPUs (2.5GHz, 20 cores) and 40G memory. In servers that we applied for from HPC, all CPUs and memory are for exclusive use. Recall that we use cores in CPUs to simulate nodes in network. In the following, we use one CPU to simulate 20 network nodes out of consideration of computational efficiency. All the experiments are repeated 100 times. Python codes of Alg. 1 and following experiments are available in https://github.com/Yruikk/DKPCA-ADMM.

Dataset and data preprocessing. We use MNIST dataset [56], which contain images of \( 28 \times 28 \) pixels, from digit 0 to digit 9. We vectorize each image to a \( 784 \times 1 \) vector. Due to the high computational complexity of central kPCA, we cannot use entire data of MNIST. Thus, we follow the setting in [42], [57]: images for digits 0, 3, 5, 8 are used and they are randomly and evenly distributed to local nodes.

When performing central kPCA or Alg. 1, both local and global kernels are centralized by the following formulation.

\[
K_c = K - \frac{1}{m} 1_m K - \frac{1}{n} K 1_n + \frac{1}{mn} 1_m K 1_n,
\]

where \( K \in \mathcal{R}^{m \times n} \) and \( K_c \) is its centralized version. \( 1_n \) is a \( n \times n \) matrix with all elements equaling to 1.

Tuning the hyper-parameter for ADMM. For ADMM framework, there is a hyper-parameter for each constraint. When introducing and analyzing Alg. 1, we use the same and fixed \( \rho \) for all the constraints, for easy representation and understanding. In experiments, we use the following tuning strategy, which is of course not optimal but works well in our experiments.
Let $\rho^{(1)}$ correspond to the constraint $\phi(X_j)\alpha_j = \phi(X_j)K_j^{-1}\phi(X_j)^\top z_j$ and $\rho^{(2)}$ to constraint $\phi(X_j)\alpha_j = \phi(X_j)K_j^{-1}\phi(X_j)^\top z_p, \forall p \in \Omega_j, \forall j = 1, \cdots, J$. We set $\rho^{(1)} = 100$ but initially use a relatively small $\rho^{(2)} = 10$ and then gradually increase $\rho^{(2)}$ to 50 and 100.

6.2 Experimental Results

Consider a situation, where each network node holds 100 images and communicates with 4 neighbors closest to it. As a distributed method, Alg. 1 is expected to be faster than a central algorithm and the similarities between the directions given by $\alpha_j$ and $\alpha_{gt}$ are displayed in Fig. 3, which includes the performance with different numbers of nodes. Overall, the similarity is very high, even when the network is large. For example, when there are 80 nodes, the similarity is kept above 0.912 and the speed advantage is obvious, which coincides with our previous evaluation of computation complexity, where that of central kPCA is $O(J^2N^2)$ and that of Alg. 1 is independent from the network size.

![Fig. 3. The average similarity of $\alpha_j$ with respect to the number of network nodes. Each node has 100 images from MNIST and communicates with 4 neighbor nodes closest to it.](image)

Before, the number of samples $N_j$ in each node is kept unchanged. Now we vary $N_j$ from 40 to 300 in a 20-node network and set the solution of kPCA on local data, denoted by $(\alpha_j)_{local}$, as the baseline. The corresponding results are presented in Fig. 4. When there are only a few local data, the similarity of $(\alpha_j)_{local}$ is low and Alg. 1 could improve the performance by adding consensus constraints to make nodes cooperated. Not surprisingly, the improvement is less significant when there are more data in local nodes.

Last we conduct experiments for different numbers of neighbors. The total number of nodes is 20 and each node contains 100 images from MNIST. The numbers of neighbors are set as $|\Omega_j| = \{2, 4, 6, 8, 10, 12\}$ and the corresponding results are displayed in Fig. 5. In Alg. 1, the information is cooperated by the consensus constraint gradually. Accordingly, one may observe the similarity is increasing with more update iterations, showing the information diffusion process. As a comparison, we can directly take all the data in neighbors and calculate. The solution is denoted as $(\alpha_j)_{Nei}$ and the average similarity is given in Fig. 5 as the black solid lines. For all the situations, with about 4 iterations, the similarity given by Alg. 1 exceeds that of obtaining all neighbor data. When Alg. 1 converges, the similarity is similar to $(|\Omega_j| = 2)$ or much better than $(|\Omega_j| = \{4, 6, 8, 10, 12\})$ that...
The average similarity of $\alpha_j$ and $(\alpha_j)_{\text{local}}$ with respect to the number of local samples in a 20-node network. For each node, there are 4 neighbors.

The average similarity of $\alpha_j$ and $(\alpha_j)_{\text{Nei}}$ with respect to the number of neighbors in a 20-node network. Each node has 100 images from MNIST. The histogram shows the similarity of $\alpha_j$ after each iteration of Alg. 1. The black solid line is the average similarity of $(\alpha_j)_{\text{Nei}}$.

of gathering 12 neighboring nodes, because the projection consensus constraints effectively cooperate data from all the nodes.

7 Conclusion

This paper derived a decentralized framework for kPCA, where a novel projection consensus constraint is proposed to decouple the original optimization. The proposed projection consensus constraint is based on the optimal approximation, where we minimized the Euclidean distance between local solutions and the global optimum. Different from the traditional consensus constraint, the projection consensus constraint can deal with not only data heterogeneous but the representation discrepancy. A fast, fully non-parametric solving algorithm based on ADMM was then proposed, where each iteration has analytic solution. In order to deal with implicit mapping, one of the ADMM iteration is solved by approximation. Therefore, we provided a convergence analysis, showing the algorithm still converges as long as the hyper-parameter of ADMM is sufficient large.
The proposed algorithm was then implemented on a truly parallel architecture based on MPI. Experimental results on MNIST demonstrate the effectiveness and the efficiency of the proposed algorithm. Compared with central kPCA, the running time of proposed decentralized algorithm is much less and is independent from the network size. Thus, it is more suitable for applications with large dataset and large-scale network. For future works, it is worth trying the application of random features such that raw data exchange is no longer required.
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