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Abstract

Precipitation is variable and random in nature and therefore, it has different behaviors in different places and times resulting in uncertainty increase. In this regard, due to the present uncertainties, there are many variations in the amount of precipitation, which makes it difficult to forecast this important quantity. In this study, to reduce the uncertainty and estimate the output of the Cordex database properly, we have used the multilayer perceptron neural network method and the Levenberg–Marquardt educational function. For this purpose, seven monthly parameters including surface temperature, surface temperature 850 hPa, surface pressure,  
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altitude 500 hPa, surface moisture, specific humidity of 850 hPa and durations of sunshine extracted from the Cordex database networks were used as independent input parameters and monthly precipitation of six synoptic stations of Zahedan, Kerman, Bandar Abbas, Chabahar, Iranshahr and Saravan in five climate models CanESM2, CSIRO_Mk, GFDL_ESM2M, MIROC5 and NorESM1_M were separately evaluated as dependent parameters in the artificial neural network in two time series: 1) 1979 to 2005 in the historical model; and 2) 2006 to 2018 in RCP4.5 and RCP8.5 mode. The two models MIROC5 and CSIRO_MK in historical mode and GFDL_ESM2M and CSIRO_MK in RCP modes were selected as the most effective models. Considering the temperature, air pressure and humidity information and given the high correlation of the forecasted outputs, we can utilize the nonlinear artificial neural networks method in order to skew the Cordex database precipitation data for the southeast region of Iran.
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1. **Introduction**

One of the most significant factors used in the natural resource studies is precipitation, which due to the variations and irregularities in the precipitation time series, it is important to identify the predictability and factors affecting the precipitation process. Forecasting of a time series is an issue not much attention has been paid to it in the meteorological processes. The precipitation systems of each place will be varied depending on the geographical location. The southeast of Iran has a winter precipitation regime, but part of its precipitation occurs in summer (Armesh et al. 2018; Babaeyan et al. 2018; Ramesh 2016) and therefore, the precipitation varies within the year and between the years based on the intensity and strength of these systems. On the other hand, due to global warming, changes have been observed in the amount of this variable (Daneshvar et al. 2019). Precipitation changes or climate changes in general can be so devastating to human beings that its consequences among the top 10 human
threat factors in the 21st century as taken the first place of ranking (Carter et al. 2007), therefore, it is a necessity to do an integrated study with appropriate spatial precipitation distribution of network data (Bosilovich et al. 2008). It can be emphasized that producing climate data with proper accuracy is one of the main goals of forecasting and modeling centers. Accurate estimation of climate variables in areas having no stations, the possibility of more appropriate climate research, and the study of changes and variations of the climate parameters are the most important benefits of this produced data (Forsythe et al. 2015). In this line, the Intergovernmental Panel on Climate Change (IPCC) has published five reports in this regard, which form the basis of the study. Currently, the fourth and fifth reports are the only ones used in the studies. The Special Report on Emission Scenarios (SRES) is used in the fourth evaluation model. In the fifth report of these scenarios, the greenhouse gas emissions were replaced by new scenarios based on the Radiative Forcing. In the fourth report, the main scenarios B1, B2, A1 and A2 represented the most optimistic to the most pessimistic emissions, respectively, which were replaced by RCP2.6, RCP4.5, RCP6.0 and RCP8.5 scenarios in the fifth report (Kouhestani et al. 2017).

One of the main concerns of the earth scientists is the prediction of changes in the climate and meteorological measures.

Because being large-scale and the low spatial separation of their data is one of the main problems of these models and it is not possible to use this data directly then the data must be downcaled to solve this problem (Katzfi et al. 2009). There are several ways to downscale this data, which is divided into two parts: statistical and dynamic. Also besides access easier to this data and reduce time wasting in downscaling, numerous databases and institutions such as NCEP / NCAR, ECMWF and CORDEX have done the downscaling and making it to be used on a smaller scale and provided researchers with their necessary data (Hamidianpour and Ghanbari 2018). The CORDEX database has been developed on a regional scale to model the
future climate of the earth based on the international standards and examining the consequences of climate change and the methods of adaptation to it. In this project, land areas are divided into 13 sections and the output of global climate models is produced with a spatial accuracy of 0.44, 0.22 and 0.11 degrees (Giorgi et al. 2009, p. 178). The downscaled data of the Cordex database has been used in many kind of research. Hernandez et al. (2012) have successfully evaluated the temperature distribution and precipitation cycle in the western part of the African monsoon. Lapriez et al. (2013) have estimated the climate data according to the optimistic scenario of the Cordex project. There are significant differences in precipitation estimates in all models. Sceparovic et al. (2013) have regionally estimated and evaluated the distribution and temperature cycle and precipitation of the western part of the African monsoon using Cordex project data and selection of two regional (CRCM) and global (CGCM) models with success. Jacob et al. (2014) have studied the precipitation variable using data from the Cordex project across continental Europe and they acknowledged that the pessimistic line of 8.5 shows more distance from the optimistic line of 4.5 in the case of large changes in temperature indices. However, these two lines will show no much difference in estimating precipitation amounts. Dojio et al. (2014) have used Cordex data Africa as well as two models that use the COSMO-CLM (CCLM) model as a regional model (RCM) and four effective models: MPI-ESM-LR, HadGEM2-ES, CNRM-CM5 and EC-Earth as a global model on the sequence precipitation distribution in wet and dry days and heavy precipitation and concluded that CCLM project data seems to be more appropriate in studying these variables. Cordex project is defined based on the one-time and coordinated combination of GCM / RCP / RCM / ESD models with high resolution to estimate the conditions and past of climate data inland areas of the world. Perrin et al. (2015) have done a comparison between data with an accuracy of 12.5 km and an accuracy of 50 km from the Cordex project downscaling database in the Europe continental zone and they made the conclusion that high-resolution values have more accuracy in estimating climate
data and in orographic studies, more attention can be paid to this data. Dojio and Panitz (2015) have also simulated the precipitation amount and temperature in Africa using Cordex project downscaling data and the selection of two regional (RCM) and general (GCM) models. They came to the conclusion that the temperature rise difference in both models is estimated to be more than 1 ° C and this difference has also locally occurred. Al-Mazrouei et al. (2015) also used the Cortex project downscaling data and have introduced the regional estimates from multiple RegCM4 models in terms of precipitation ad temperature suitable for the Arab League (Arabic speaking countries). In to to compare two dynamic and statistical models, Casanova et al. (2016) have used the downscaled data of the average and extreme precipitation of Spain, which is extracted from the Cordex project. They concluded that the dynamic model data in seasonal errors and spatial patterns will act very well, however, it is not possible to report a statistically significant output of the two models (Dirdel et al. 2018). We have evaluated seven climate simulation models with 0.11-degree resolution in the Cordex database for a total of 3 precipitations to 24 hours of summer rainfall in Norway. Mianabadi et al. (2016) have estimated the rate of evapotranspiration of Mashhad station's potential for the horizon of 2021 to 2070 under two lines of pessimistic and optimistic Radiative Forcing using data with an accuracy of 0.44 degrees in the Cordex database. Research reviews suggest that the accuracy of CORDEX data has been evaluated in many parts of the world, however, a review of Iranian studies indicates that research related to the CORDEX project and the use of its outputs in the sphere of the monsoon system penetration in Iran is limited. Some studies have used two methods: Assuming the confirmation of historical data, the forecasting has been made (Moloud et al. 201; Mianabadi et al. 2016; Zolfaghari et al. 2017) or they have only relied on the ranking of database models (Kamyar et al. 2018). Research has evaluated the performance accuracy of eleven global models as well as two regional models in the CORDEX database to model the temperature changes in Zahedan synoptic station in 2005-1987 in order to obtain information.
about the decreasing or increasing trend of temperature in the region. Calculations have gained a very high correlation contrary to the expectations (Khajeh Amiri Khaledi and Salari Fanoodi 2018). On the other hand, the studies of Kamyar et al. (2018) and Salari et al. (2020) have showed that precipitation data for Iran, especially in the southeastern region, are highly skewed and can't be trusted. Given the skewed differences in the downscaled data of the Cordex database and to reduce the existing uncertainties, we can use some methods to skew the required data and use them in the future studies. There are different linear and nonlinear methods to better preview the data, among which the artificial neural network method is very powerful in modeling nonlinear structures, in other words, it uses the input and output sets to estimate and train the existing relationships, so that after training for a new member of the input data set, it will estimate its corresponding output.

Currently, the artificial neural networks method is not only used to forecast the precipitation at different time scales but also it has been used by many researchers as a tool to forecast extreme precipitation events. Badri and Sirmak (2000) used artificial neural networks to forecast the amount of extreme precipitation that leads to summer floods in the Maravia region (eastern Czech Republic). They have trained data using the Back propagation and with 38 years of monthly data for two stations in the region and then they forecast the next month's precipitation as well as next year's summer precipitation. The results showed that the artificial neural networks will well forecast the extreme precipitation amount because there is little difference between the actual and the forecasted precipitation amounts. Lakshmi et al. (2003) have forecasted India's summer precipitation with the help of ENSO index and sunspot cycles or using artificial neural networks. Karin (2010) has used the Spline multivariate regression methods and the Back propagation artificial neural networks to forecast and compare the precipitation and temperature of the Mantaro River Basin. Shafei et al. (2011) have compared the artificial neural networks and multivariate regression and use the result to forecast the
precipitation of Alexandria in Egypt. The results showed that the model of artificial neural networks is more appropriate and accurate. Gita and Selwarj (2011) have introduced a new method using neural network fans to improve the results of precipitation forecasting. In their study, 35-year average precipitation data and meteorological data such as wind speed, average temperature, relative humidity and the amount of particulate matter in the environment have been used to forecast using the Back propagation neural networks. The results showed that the model performed well in forecasting the average monthly precipitation. Chang et al. (2017) have obtained SST (sea surface temperature), In which the amount of ground precipitation patterns has a significant effect, using the artificial neural networks and have studied monthly and seasonal amounts across the United States.

According to the conducted studies, we can see that the goal of most research was the use of synoptic station data and Teleconnection Patterns to forecast the climate and hydrological variables; we can rarely find research about skew network precipitation data by simulation method based on non-precipitation element data with an artificial neural network. Therefore, the above research is the first research conducted in this regard. In this study, the neural network method was evaluated to estimate the amount of monthly precipitation; the model performance was examined and analyzed to determine if this nonlinear method could be used to better forecast the precipitation for future periods? Relying on the predictive power of the most optimal model, the estimation of precipitation in the southeast of Iran, which is one of the arid regions and has a variable and irregular precipitation pattern, is feeling more than before to help managers and researchers in various research and executive sections to achieve the goals of planning. For this purpose, for six important cities in this region, the output of 4 climate models was modeled using an artificial neural network and its output was examined.

2. Data and Methods
We have used two sets of data in this research. The first one: seven monthly parameters of surface temperature, the surface temperature of 850 hPa, surface pressure, the altitude of 500 hPa, surface moisture, specific surface moisture of 850 hPa, duration of sunshine over a 27-year statistical period (1979-2005) were extracted from the Cordex database networks (esgf-data.dkrz.de/projects/cordex-dkrz). Using the artificial neural network method, the monthly precipitation of six synoptic stations in Zahedan, Kerman, Bandar Abbas, Chabahar, Iranshahr and Saravan (source of the Meteorological Organization) and the historical data of five climate models CanESM2, CSIRO_Mk, GFDL_ESM2M, MIROC5 and NorESM1_M were estimated. The second one: five monthly parameters of surface temperature, surface pressure, and altitude of 500 hPa, surface moisture and duration of sunshine throughout 2005 to 2018 were extracted. Using the artificial neural network method, monthly precipitation of six synoptic stations in Zahedan, Kerman, Bandar Abbas, Chabahar, Iranshahr and Saravan was estimated in four climate models CSIRO_Mk, GFDL_ESM2M, MIROC5 and NorESM1_M based on RCP4.5 and RCP8.5. Finally, the reproduction data were compared with the observational data of the studied stations to be able to evaluate the output accuracy of these models with the use of mean square error, root-mean-square deviation, mean absolute error and correlation coefficient.

2.1 Study Area

The reason for selecting the southeast of Iran as the area of study was that during the hot period of the year, this place will be in the sphere of the penetration of the hot and humid monsoon system of India and it will be limited to the three provinces of Sistan and Baluchestan, Hormozgan and Kerman. The location of the study area and meteorological stations are shown in Fig. 1 and the geographical characteristics of the stations are given in Table 1.

Table 1. Geographical characteristics of meteorological study stations.

| No | Station   | Type      | LON  | LAT  | H   |
|----|-----------|-----------|------|------|-----|
| 1  | Zahedan   | Synoptic  | 60.88| 29.47| 1370|
2.2 Cordex Database

CORDEX is an internationally coordinated framework for producing an advanced generation of climate change forecasting worldwide (Eich et al. 2015, p. 7). The purpose of the CORDEX project is to model the future of the Earth's climate based on the International Standard on Program Coordination (WCRP: World Climate Research Program) and to examine the consequences of climate change and adaptation methods at the regional scale (Giorgi et al. 2009, p. 178). In this project, land areas are divided into 13 sections and the output of global climate models are produced with a spatial accuracy of 0.44, 0.22 and 0.11 degrees. The output's time accuracy of the dynamic downscaled models of this project is also available as 3-hour, 6-hour, daily, monthly and yearly data. Iran is geographically located in Region 6 called South Asia (CORDEX-WAS) and Region 8 is called North Africa and the Middle East (CORDEX-MENA) of the mentioned project. The study area is located in Section 6 (South Asia) of this project, whose data has a network of 0.44 degrees (Fig. 2).

2.3 Artificial Neural Networks

The Neural network includes many networks or models such as Boolean Neural Model, Adaline model, Perceptron model, Statistical neural model (Feed-back, Feed-forward, general regression), Hopfield model, etc. (Patan 2019). The Multilayer perceptron is the most widely used neural network because of cab act as a functional estimator and matches inputs and outputs. This network can perform complex classifications using a sufficient number of perceptron layers in the network and an appropriate number of perceptrons in each layer.
Although the multilayer perceptron with perceptron and a non-linear sigmoid output function is the most widely used model of multilayer perceptrons, the MLP network has an intermediate layer with a sigmoid conversion function (S-shaped function) and a linear conversion function in the output layer, which is capable of approximating all the desired phenomena, provided that it has a sufficient number of neurons in the middle layer (Abqari 2005).

The structure of multilayer perceptron (Fig. 3) can be described as expressed by Pierce et al. (2008):

\[
y_k = \sum_{m=1}^{M} w_{km}^{(I)} \tanh\left(\sum_{d=1}^{D} w_{kd}^{(I)} x_d + b_m\right) + b_k (1)
\]

Where,

\(y_k\) is the k component of the output vector: MLP :\(y^{(n)}; y_k \leq k \leq K\),

\(x_d\) is the d component of the input vector: \(x^{(n)}; x_d \leq d \leq D\),

\(w_{md}^{(I)}, w_{md}^{(II)}\) are the weight matrixes for the first and second layers, respectively: \(1 \leq m \leq M\),

\(K\): is the number of outputs or predicted variables

\(D\): is the number of inputs or variables required by the MLP in the past

\(b_m, b_k\): is the bias vector for the first and second layers, respectively

Using a data set \(A = [x^n, t^n]\) with \(n = 1 \ldots N\), where \(t^n\) is the objective vector or real variable \(t^n = (t_1, \ldots, t_k)\) and \(N\) is the number of training examples for the learning device, the MLP training is implemented by improving network parameters \(W = (w, b)\) to minimize overall error performance \(E\) (Bishop 1995):

\[
E = \frac{\beta}{2} \sum_{n=1}^{N} (t^{(n)} - y^{(n)})^2 + \frac{\alpha}{\sum_{i=1}^{W} W_i^2} = \beta \times E_A + \alpha \times E_W (2)
\]

where,

\(E_A\) is the data error function

\(E_W\) is the penalty condition

\(W\) is the number of weight and bias parameters in the neural network
\( \alpha \) and \( \beta \) are the Bayesian hyper parameters

In Bayesian theory, the purpose is to calculate the probability of the weight and bias parameter of the MLP model given in dataset A (Ungar et al. 1996):

\[
p(W/t^{(n)}) = \frac{p(t^{(n)}/W) \cdot P(W)}{p(t^{(n)})}
\]  
(3)

As MacKay (1992) explained:

\( p(W/t^{(n)}) \) is the posterior probability of the weight parameter

\( p(t^{(n)}/W) \) is the probability function

\( P(W) \) is the previous probability of the weight parameter and

\( p(t^{(n)}) \) is the Evidence for data sets

Data normalization is done to increase the rate and the accuracy of model training and also to standardize the value of input data to the model, which will converge the model in accessing the results. In the present study, Equation (4) was used to normalize the data between 0.1 and 0.9.

\[
X_{norm} = 0.8 \times \left( \frac{X_i - X_{min}}{X_{max} - X_{min}} \right) + 0.1
\]  
(4)

Where, \( X_{norm} \) is the standardized input value, \( X_{max} \) and \( X_{min} \) are the maximum and minimum data values, respectively.

We should note this point that these things will depend on the complexity of the problem and the quality of the data: what percentage of the data is sufficient for training in the artificial neural network modeling as well as is there any threshold that will be not efficient with less data than that. Error rates during network training will also depend on the number of examples used to train the network. If the number of middle layer patterns or neurons is low, the network cannot properly understand the relation between inputs and outputs. In addition, if the number of neurons in the middle layer is more than the required one, the network starts to maintain patterns, so that in the training phase it will perform well but t for test data the performance is
poor and can't be generalized (Halabian and Darand 2012; quoted by Dezfulian and Akbarpour Shirazi 2011).

2.4 Criteria for evaluating the output of neural networks

To evaluate the accuracy of the data in comparison with the observed data from four statistical criteria, the followings have been used: MSE, RMSE, MAE and R (Equations 5 to 8), which measures the linear relationship between two variables and is a mathematical tool that is widely used in the development of climatic analysis (Singh and Borah 2013).

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (X_o - X_s)^2
\]  

(5)

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (X_o - X_s)^2}{N}}
\]  

(6)

\[
MAE = \frac{\sum_{i=1}^{N} |X_o - X_s|}{N}
\]  

(7)

\[
R = \frac{\sum_{i=1}^{N} (X_o - X_o)(X_s - X_s)}{\sqrt{\sum_{i=1}^{N} (X_o - X_o)^2 \sum (X_s - X_s)^2}}
\]  

(8)

In the above equations, \(X_o\) is the observational data; \(X_s\) is the simulated data; \(\bar{X}_o\) is the mean of the observational data and \(N\) is the number of data. Finally, the error rate between the observational data and the modeled data was calculated and analyzed.

3. Results and Discussion

Based on the previous results, it has been cleared that there is a weak relationship between local and observed and station data with this database regarding the precipitation variable (Kamyar et al. 2018; Khosravi et al. 2020). Since other data from this database showed a more appropriate correlation, using the artificial neural network that is a good tool to forecast and estimate nonlinear data and series in background studies, we have estimated precipitation data using the above mentioned data.

We have compared the observational and forecasted data (based on the research of Ferreira et al. (2005) using a multilayer perceptron network model with the capability of complex
nonlinear mapping) after precipitation forecast for stations in the southeast of Iran and to order to determine the error rate of the models. Studies have shown that each of the indicators has presented acceptable results (Tables 2 and 3). Then, for better representation, the forecasted and observed data graphs were drawn in Figs. 5 and 6. As it can be seen, the difference between the observed and forecasted data from each other is acceptable, which indicates the good performance of these networks in forecasting the precipitation in this study. For example, in Zahedan station and GFDL_ESM2M model, which have obtained the lowest rate of error between models and stations: in the historical part with 10 neurons in the first hidden layer and 5 neurons in the second hidden layer with a square root mean error of 6.1 and a correlation value of 0.62 and also in the case of RCP8.5 scenarios with 4 neurons in the first hidden layer 6 neurons in the second hidden layer with an error value of 4.8 and a correlation coefficient of 0.61. The structure of the best designed model can be seen schematically for Zahedan station in Fig. 4.

The choice of appropriate input parameters is one of the most important steps in creating a capable neural network model. For this purpose, it is necessary to evaluate the network performance with different input variables. So, we have tried to introduce a network with the least error and the highest correlation. Sensitivity analysis of input parameters for Zahedan station can be seen in Fig. 5, which shows the high importance of surface temperature, surface pressure, surface humidity, geo-potential height at the level of 500 hPa and duration of sunshine hours in the simulation of precipitation at the relevant station with the RCP8.5 scenario and the GFDL_ESM2M model, respectively.

**Table 2.** Evaluation characteristics of multilayer perceptron artificial neural networks in the historical period.

| Station         | GCMs          | Layer(1) | Layer(2) | MAD  | MSD  | RMSD | Cor  | P value |
|-----------------|---------------|----------|----------|------|------|------|------|---------|
| BANADAR-ABAS    | CSIRO_Mk      | 7        | 10       | 12.6 | 337.5| 18.4 | 0.82 | 0.00    |
|                | GFDL_ESM2M |    |     |      |     |    |     |
|----------------|------------|----|-----|------|-----|----|-----|
|                | 1          | 1  | 10.5| 529.8|23.0 | 0.66| 0.00|
| MIROC5          | 4          | 9  | 11.7| 463.5|21.5 | 0.94| 0.00|
| NorESM1_M       | 4          | 8  | 14.4| 521.9|22.8 | 0.79| 0.00|

|                | CSIRO_Mk   |    |     |      |     |    |     |
|----------------|------------|----|-----|------|-----|----|-----|
|                | 4          | 8  | 16.5| 608.4|24.7 | 0.59| 0.00|
| GFDL_ESM2M     | 10         | 10 | 8.3 | 152.7|12.4 | 0.60| 0.00|
| MIROC5         | 7          | 3  | 6.9 | 119.9|11.0 | 0.56| 0.01|
| NorESM1_M      | 5          | 6  | 7.2 | 129.8|11.4 | 0.63| 0.00|

|                | CSIRO_Mk   |    |     |      |     |    |     |
|----------------|------------|----|-----|------|-----|----|-----|
|                | 9          | 2  | 6.9 | 87.5 |9.4  | 0.62| 0.00|
| GFDL_ESM2M     | 3          | 10 | 7.4 | 95.8 |9.8  | 0.30| 0.13|
| MIROC5         | 8          | 7  | 9.1 | 175.6|13.3 | 0.46| 0.02|
| NorESM1_M      | 8          | 7  | 9.4 | 229.6|15.2 | 0.52| 0.01|

|                | CSIRO_Mk   |    |     |      |     |    |     |
|----------------|------------|----|-----|------|-----|----|-----|
|                | 9          | 10 | 9.4 | 179.3|13.4 | 0.62| 0.00|
| GFDL_ESM2M     | 4          | 10 | 6.8 | 98.4 |9.9  | 0.58| 0.00|
| MIROC5         | 4          | 3  | 5.7 | 73.1 |8.6  | 0.55| 0.00|
| NorESM1_M      | 7          | 10 | 9.6 | 149.0|12.2 | 0.64| 0.00|

|                | CSIRO_Mk   |    |     |      |     |    |     |
|----------------|------------|----|-----|------|-----|----|-----|
|                | 1          | 7  | 11.2| 191.6|13.8 | 0.40| 0.07|
| GFDL_ESM2M     | 10         | 9  | 9.8 | 194.1|13.9 | 0.59| 0.00|
| MIROC5         | 7          | 3  | 5.2 | 42.2 |6.5  | 0.52| 0.02|
| NorESM1_M      | 3          | 7  | 11.2| 260.0|16.1 | 0.43| 0.05|

|                | CSIRO_Mk   |    |     |      |     |    |     |
|----------------|------------|----|-----|------|-----|----|-----|
|                | 1          | 9  | 6.2 | 56.0 |7.5  | 0.49| 0.01|
| GFDL_ESM2M     | 10         | 5  | 4.6 | 36.9 |6.1  | 0.62| 0.00|
| MIROC5         | 1          | 8  | 5.9 | 76.6 |8.8  | 0.62| 0.00|
| NorESM1_M      | 7          | 10 | 9.0 | 127.6|11.3 | 0.51| 0.01|

According to the studied models in the studied stations, MIROC model in Kerman and Saravan stations with error values of 11, 8.6 and 6.5 as well as correlation values of 0.56, 0.55 and 0.52 and CSIRO model in Bandar Abbas and Iranshahr stations with an error value of 18.4.4 and correlation values of 0.82 and 0.62 and finally GFDL_ESM2M model in Zahedan station with error values and correlation of 6.1 and 0.62, respectively, are the most effective models in
forecasting the precipitation of the region in historical condition and at the level of significance or confidence of 0.95.

Examination of comparative graphs of observed and forecasted precipitation using the artificial neural network model in the historical period (Fig. 6) shows that while the values (observational and forecasted) have appropriate correlation but the model didn’t forecast well the peak and extreme data and had a weak performance. However, the nature of heavy precipitation in the region, especially in the monsoon season, can’t be ignored. It should be noted that Campbell (2005) believes that artificial neural networks are mainly used for short-term forecasts of atmospheric elements, but their use in modeling the trend of precipitation changes and finding correlations between climate variables has had very accurate results. For this reason, it has been widely used in climate modeling, especially in simulating climate change (Mojarad et al. 2014). Hence, accurate forecasting of values, especially limit values, is not possible, and if only the process of change is required, an artificial neural network can be used.

Table 3. Evaluation characteristics of multilayer perceptron artificial neural networks in RCP4.5 and RCP 8.5 scenarios

| Stations          | GCMs          | RCP   | L1 | L2  | MAD  | MSD  | RMSD | Cor  | Pvalue |
|-------------------|---------------|-------|----|-----|------|------|------|------|--------|
| BANADAR-ABAS      | CSIRO_Mk      | RCP4.5| 3  | 9   | 27.1 | 1739.4| 41.7 | 0.62 | 0.02   |
|                   | GFDL_ESM2M    | RCP4.5| 5  | 3   | 7.6  | 134.9| 11.6 | 0.84 | 0.00   |
|                   | NorESM1_M     | RCP4.5| 9  | 9   | 17.7 | 1285.6| 35.9 | 0.76 | 0.00   |
|                   | CSIRO_Mk      | RCP8.5| 8  | 10  | 18.5 | 762.2| 27.6 | 0.73 | 0.00   |
|                   | GFDL_ESM2M    | RCP8.5| 4  | 3   | 6.1  | 48.6 | 7.0  | 0.71 | 0.00   |
|                   | NorESM1_M     | RCP8.5| 9  | 8   | 8.0  | 147.3| 12.1 | 0.90 | 0.00   |
| CHABAHAR          | CSIRO_Mk      | RCP4.5| 1  | 10  | 5.7  | 35.0 | 5.9  | 0.99 | 0.00   |
|                   | GFDL_ESM2M    | RCP4.5| 4  | 2   | 7.7  | 86.9 | 9.3  | 0.62 | 0.02   |
|                   | NorESM1_M     | RCP4.5| 9  | 7   | 17.5 | 1045.0| 32.3 | 0.75 | 0.00   |
| Location      | Model       | Scenario | Max. | Min. | Mean | Standard Deviation |
|---------------|-------------|----------|------|------|------|--------------------|
| **IRANSHAHR** | CSIRO_Mk    | RCP8.5   | 6    | 7    | 16.2 | 28.1               |
|               | GFDL_ESM2M  | RCP8.5   | 9    | 4    | 9.5  | 12.0               |
|               | NorESM1_M   | RCP8.5   | 9    | 4    | 9.5  | 12.0               |
| **KERMAN**    | CSIRO_Mk    | RCP4.5   | 8    | 10   | 4.3  | 5.8                |
|               | GFDL_ESM2M  | RCP4.5   | 3    | 7    | 2.9  | 5.3                |
|               | NorESM1_M   | RCP4.5   | 4    | 4    | 10.4 | 14.0               |
| **SARAVAN**   | CSIRO_Mk    | RCP4.5   | 7    | 1    | 4.8  | 5.2                |
|               | GFDL_ESM2M  | RCP4.5   | 10   | 7    | 10.9 | 15.1               |
|               | NorESM1_M   | RCP4.5   | 10   | 4    | 10.1 | 11.8               |
| **ZAHEDAN**   | CSIRO_Mk    | RCP4.5   | 4    | 4    | 9.3  | 13.2               |
|               | GFDL_ESM2M  | RCP4.5   | 1    | 7    | 7.5  | 10.7               |
|               | NorESM1_M   | RCP4.5   | 5    | 8    | 10.0 | 13.4               |

As it can be seen in Table 3, based on the 4.5 and 8.5 RCPs, the GFDL_ESM2M model with 4 choices and the CSIRO_Mk model with two choices were identified as the most effective.
models. So that GFDL_ESM2M model in Bandar Abbas, Iranshahr and Zahedan stations in RCP8.5 with error values of 7, 2.5 and 4.8, respectively and the correlation values of 0.71, 0.69 and 0.61 as well as in Saravan station in RCP4.5 with the error and correlation values of 6.9 and 0.49 was selected as the most effective model. Finally, the CSIRO_Mk model was identified as the most optimal model in Chabahar and Kerman stations in RCP4.5 mode with error values of 5.9 and 5.2 and correlations of 0.99 and 0.87. So that except for Saravan station, all identified stations and models were significant at the confidence level of 0.95 and in Saravan station, the CSIRO_Mk model in RCP4.5 can be found with an error value of 8.2 and a correlation value of 0.83, which is significant at the confidence level of 95.0 and can be selected as the optimal model. Examination of comparative graphs of observed and forecasted precipitation using the artificial neural network model in RCP4.5 and RCP8.5 scenarios (Fig. 7) shows a good correlation

The performance of the artificial neural network structure designed in this study to use the network data in precipitation estimation is important in comparison with other studies. In most studies, observational data, as well as precipitation information in different forms or more inputs, have been used as variables (Fallah Ghahlari et al. 2008; Ildromi et al. 2012; Karimi Goghari and Eslami 2008; Kavazos 2000; Khalili et al. 2008; Maria et al. 2005), however, in this study in addition to using the network data of Cordex database, which has a lot of underestimated and overestimated errors in the precipitation data section, the data of high atmosphere levels (500 and 850 hPa) have also been used.

The main difference between the present study and other researches, especially the domestic research, is the precipitation regime is in the southeast of Iran, which according to the statistics, part of the annual precipitation, especially in the first half of the year is in the form of showering and heavy rains and of course forecasting it will have some problems. In other studied areas (Tabriz, Khuzestan, Tehran, Shiraz, Mashhad, etc.) precipitation has a systemic and
proportional distribution throughout the year. The results also showed the use of more and newer variables to improve network performance and more accurate modeling. In contrast, some researchers did not observe a significant difference between the measured and estimated values due to the increase in input variables (Ghorbani Dashtaki et al. 2009). In addition to increasing the time and cost of measurements, increasing the inputs increases the size of the network, slows down training and increases network errors (Karimi Goghari and Islami 2008). Based on many researchers, including Alborzi (2004), the speed of the neural network in responding to changes caused by input neurons is preferable to the number of input variables (Ildromi et al. 2012). The research findings somehow confirm the results of other researchers (Ghavidel Rahimi 2010; Khalili 2006; Khoshhal and Ghavidel Rahimi 2008; etc.).

4. Conclusion

In this study, to better understand precipitation, precipitation was estimated using Cordex non-precipitation parameters. Since, a model for regional studies can't be reliable, so different models were used for regional studies to select the most optimal estimation model to minimize the uncertainty in the results by reducing the rate of errors. Therefore, in the present study, to estimate the precipitation of stations in the south of Iran that are affected by monsoon, we have used five climate models in the first step and four climate models of the CORDEX database and two scenarios of RCP4.5 and RCP8.5 in the second step. Comparison of the results of CORDEX database models indicated that there is great variations in precipitation changes between models and distribution scenarios, which in historical mode, the MIROC5 model and NorESM1_M model has the most and the least impact among the models using the neural networks, respectively. In addition, in RCP4.5 and RCP8.5 scenarios, the GFDL_ESM2M model had the most impact and the NorESM1_M model had the least impact among the models. The results in the models using the artificial neural network with relatively high and significant correlation at the confidence level of 0.95 showed that finding the right trend and
establishing the relationship between non-precipitation parameters with predicted precipitation have been done. In these designs, which were performed in 100 modes (1 to 10 neurons in each of the first and second layers) for each station, the best model with the best mode was identified. In general, due to the weak correlation between the outputs of the CORDEX database models in the precipitation section compared to the observed precipitation, the direct use of this data was practically unusable for of Iran. Therefore, with innovation, the authors indirectly predicted the amount of precipitation with an acceptable correlation using non-precipitation data from the CORDEX database; the results indicate an increase in the amount of correlation and a decrease in the amount of error, which indicates the power of the neural network in predicting.
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Comparison of observed and forecasted precipitation by the artificial neural network model in historical period

| Location       | Model       | CSIRO Mk | GFDL ESM2M | MIROC5 | NorESM1_M |
|----------------|-------------|----------|------------|--------|-----------|
|                 |             |          |            |        |           |
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| **IRANSHAHR**  | ![Graph](image9) | ![Graph](image10) | ![Graph](image11) | ![Graph](image12) |
| **KERMAN**     | ![Graph](image13) | ![Graph](image14) | ![Graph](image15) | ![Graph](image16) |
| **SARAVAN**    | ![Graph](image17) | ![Graph](image18) | ![Graph](image19) | ![Graph](image20) |
| **ZAHEDAN**    | ![Graph](image21) | ![Graph](image22) | ![Graph](image23) | ![Graph](image24) |
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Figure 7
Comparison of observed and forecasted precipitation by the artificial neural network model in RCP4.5 and RCP8.5 scenarios
Figure 1

The geographical location of the study area and the selected stations. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
Figure 2

CORDEX-WAS44 area with total coverage of Iran (www.cordex.org). Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
Figure 3

Feeder network (Demoth and Bill 2002)

Hidden layer activation function: Hyperbolic tangent

Output layer activation function: Identity
Figure 4
Schematic diagram of multilayer perceptron neural network structure for Zahedan station

Figure 5
Sensitivity analysis of input parameters of multilayer perceptron neural network for Zahedan station
| CSIRO Mk | GFDL ESM2M | MIROC5 | NorESM1 M |
|----------|------------|--------|-----------|
|          |            |        |           |
|          |            |        |           |
|          |            |        |           |
|          |            |        |           |
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Comparison of observed and forecasted precipitation by the artificial neural network model in RCP4.5 and RCP8.5 scenarios