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This study deals with an aircraft-to-target assignment (ATA) problem considering the modern air operation environment, such as the strike package concept, multiple targets for a sortie, and the strike packages’ survivability. For the ATA problem, this study introduces a novel mathematical model in which a heterogeneous vehicle routing problem (HVRP) and a weapon-to-target assignment (WTA) problem are conceptually integrated. The HVRP generates the flight routes for strike packages because this study confirms that the survivability of a strike package depends on the path, and the WTA problem evaluates the likelihood of successful target destruction of assigned weapons. Although the first version of the model is developed as a mixed-integer nonlinear programming (MINLP) model, this study attempts to convert it to a mixed-integer linear programming (MILP) model using the logarithmic transformation and piecewise linear approximation methods. For an ATA problem, this activity could provide an opportunity to use the excellent existing algorithms for searching the optimal solution of LP models. To maximize the operational effectiveness, the MILP model simultaneously determines the following for each strike package: (a) composition type, (b) targets, (c) flight route, (d) types, and (e) quantity of weapons for each target.

1. Introduction

The advancement of weapon systems has led to a change in the paradigm of war in the manner of operations. The representative conceptions of modern warfare are defined as network-centric warfare (NCW), which shares the information on an overall battlefield in real time by integrating information collection systems, and an effect-based operation (EBO) aims to achieve war objectives early by surgically striking only the core targets. The weapon-to-target assignment (WTA) problem, which is one of the major research topics in the field of operations research and management science (OR/MS), has been continuously studied to meet the modern battlefield environment. It is also a certain case of the general resource allocation problem in industrial engineering.

The WTA problem was proposed in 1951 by Merrill M. Flood to allocate multiple weapons to multiple targets to save ammunition and maximize operational effects. After that, research has been actively conducted based on a model proposed by Manne [1], which improved the function for evaluating the operational effectiveness. Although most of the researches on WTA have focused on combat concepts for ground forces, studies that applied it to air defense operations [2–4], maritime operations [5, 6], and UAVs combat system [7, 8] have appeared recently.

The WTA problem for air operations is also called the aircraft-to-target assignment (ATA) problem, and it was first suggested by Wegner [9] as a special case of the weighted distribution problem. An ATA problem, which introduced the notion of a strike package applied in modern warfare, was first proposed by Griggs [10]. A strike package is a group of aircraft with different capabilities launched together to perform a single-attack mission. It includes bombers to attack a primary target, fighters to safeguard them from enemy aircraft, wild weasels to defend against ground-based...
antiaircraft weapons, reconnaissance aircraft for preraid and postraid reconnaissance, and tanker aircraft to extend the mission radius. The most significant difference between the ATA and the traditional WTA problem is that the enemy may assault the aircraft because they should execute operations in hostile territory. In other words, the ATA problem considers not only the probability of kill against a target but also the survival probability of a strike package.

The subject of existing studies on the ATA problem is divided into assigning a sortie for a target, that is, sortie-to-target assignment, and assigning a sortie for some targets, that is, targets-to-sortie assignment [11, 12]. The sortie-to-target assignment problem assumes that a sortie can attack only one target, similar to the WTA problem [13–15]. However, in modern warfare, where Precision-Guided Munitions (PGMs) are used, a sortie of a fighter can strike multiple targets. In this context, Rosenberger et al. [16] proposed the targets-to-sortie assignment problem by extending the basic WTA. Based on the work of Rosenberger et al. [16], Lee and Yang [12] have suggested a mixed-integer nonlinear programming (MINLP) model that reduced the feasible solution search space. Ahner and Parson [17] and Parson [18] presented an approximate dynamic programming model.

Furthermore, studies on the solution methodologies for a WTA have been actively performed because Lloyd and Witsenhausen [19] proved that it is a combinatorial optimization problem and is NP-Complete. Some researches, such as those of Chang et al. [20], Orlin [21], and Lee and Shin [22], suggested exact solution methods under the assumption of one type of weapon or less than one bomb per target. Kwon et al. [23] linearized the WTA model by the logarithmic transformation and proposed the Lagrangian relaxation approach and branch-and-bound (B&B) algorithm. Ahuja et al. [24] considered the WTA as a network flow model and suggested the B&B method and neighborhood search-based heuristic method for searching lower and upper bounds individually. In recent years, metaheuristic algorithms have been developed, such as neural network [25], genetic algorithm [6, 26–28], ant colony optimization [29, 30], tabu search [31], stable marriage algorithm [32], and variable neighborhood search [33]. Moreover, hybrid algorithms combining two or more other algorithms have also been tried [34–36].

This study suggests an advanced targets-to-sortie model for establishing a more realistic and reasonable air operations plan. Existing studies determined combinations of “strike package-to-targets” and “weapon-to-target” [11, 12, 16]. However, for individual strike packages, the model proposed in this study simultaneously provides information on the composition type of a strike package, its flight route, and the type and quantity of the weapon for attacking targets assigned to it. Furthermore, because the previous studies considered that the survival probability of a strike package flying between any two targets is independent of a former route, the flight route is unimportant to them. However, the survivability for a strike package that performs attacks on multiple targets should be evaluated considering overall threats on the planned flight route. This research has confirmed that it depends on the order of attack on the assigned targets (see Section 2.1). Thus, the suggested model is formulated by integrating the ATA problem and the heterogeneous vehicle routing problem (HVRP). The original problem is developed as a mixed-integer nonlinear programming (MINLP) model because the objective function and some constraints are represented in nonlinear form. Thus, this study attempts to linearize them using the logarithmic transformation and piecewise approximation.

The rest of the article is organized as follows. Section 2 reviews the formulation for evaluating the operational effectiveness and presents the mathematical model to establish the operation plan (OPLAN) to maximize the effectiveness. Section 3 suggests the linearization methods for nonlinear functions included in the model in Section 2. Section 4 provides the results of numerical experiments for verifying and validating the mathematical model. Section 5 provides the conclusion and future research directions.

2. Problem Statement

2.1. Operational Effectiveness. In traditional WTA problems, the mission success indicator (MSI) for a target depends on the assigned weapon. The MSI for target \( i \) has been represented as a function with regard to its value \( (V_i) \) and probability \( (p_{wi}) \) that it will be destroyed by the quantity \( (y_{wi}) \) of weapon \( w \). Namely, given the probability that \( (p_{wi}) \) will destroy target \( i \) with a single shot of weapon \( w \), MSI, \( V_i[1 - (1 - p_{wi})^{y_{wi}}] \). In this study, the operational effectiveness is defined as the sum of the MSIs for individual targets.

However, in air operations, fighter aircraft’s survivability has to be considered because they perform the mission at the battlefield where the enemy threat always resides. Existing studies have separately considered survival probabilities between each of the two targets on a flight route containing multiple targets. That is, when estimating the MSI for the second target, it is assumed that the fighter survived in the mission for the first target. For example, in Figure 1, it is considered that \( (p_{wi} = 1.0) \) for \((i = 1, 2)\), and \( P(TiTj) \) denotes the survival probability on flight path \( (T_i, T_j) \). When a strike package takes off from the base \( T_0 \) to attack targets \( T_1 \) and \( T_2 \), its flight path may be \( \theta_1 = T_0T_1T_2 \) or \( \theta_2 = T_0T_2T_1 \). By the previous method, the operational effectiveness on flight routes \( \theta_1 \) and \( \theta_2 \) is equally evaluated as \( Z_1(\theta_1) = [V_1P(T_0T_1) + V_2P(T_0T_2)] = 2.7 \) and \( Z_1(\theta_2) = [V_2P(T_0T_2) + V_1P(T_0T_1)] = 2.7 \), respectively. However, because the strike package should survive on the paths \( (T_0T_1) \) and \( (T_0T_2) \) to get a chance for attacking target \( T_2 \), the assumption of the previous method is unreasonable. In other words, when \( \theta_1 = T_0T_1T_2 \), it is reasonable to estimate the operational effectiveness as \( Z_2(\theta_1) = [V_1P(T_0T_1) + V_2P(T_0T_2)](P(T_0T_1)) = 2.52 \). Moreover, considering the proposed concept, the optimal flight path is \( \theta_3 = T_0T_2T_1 \) with \( Z_2(\theta_3) = 2.61 \). Finally, the existing studies have considered that the flight route, including the sequence of an attack on the targets, is independent of the operational effectiveness. However, the proposed concept
confirms that the flight route is an essential factor for a realistic and reasonable OPLAN.

Finally, according to the proposed method, the operational effectiveness is expressed as a nonlinear function \( f(V, \theta, P, p) \) with regard to some vectors for values \( V \) of targets, the flight routes \( \theta \) and survival probabilities \( P \) of a strike package at each target, and the destructive probabilities, \( p = g(p_w, y_w) \), of targets. For example, when the flight route of a strike package is determined by \( \theta = T_0T_1T_2 \), the operational effectiveness \( f(V, \theta, P, p) \) is estimated as shown in Table 1.

### 2.2. Mixed-Integer Nonlinear Programming (MINLP) Model

For decision-making support in air operations, this section introduces the mixed-integer nonlinear programming (MINLP) model with a nonlinear objective function, and we make the following assumptions: (1) Strike packages consist of multiple aircraft for various missions, such as attack, electronic warfare, fighter escort, suppression of enemy air defense (SEAD), command control, communications, and battle damage assessment (BDA) [37]. The compositions will be reviewed and determined in advance and affect operational effectiveness due to the variation of survivability and the destructive probability of targets. (2) Each aircraft in a strike package is equipped with a predetermined weapon set according to its mission. (3) To attack a target, heterogeneous weapons could be used, and the probability of the target being killed depends on both the type and quantity of assigned weapons.

The MINLP model is mathematically expressed as equations (1)–(20), and the notations and decision variables are summarized in Table 2. To maximize the effectiveness of overall operations, it simultaneously determines the following for each strike package: (a) composition type, (b) targets, (c) flight route, (d) types, and (e) quantity of weapons to attack the targets.

**maximize** \( \sum_{i \in T} V_i \cdot CP_i \cdot \left[ 1 - \prod_{w \in W} (1 - P_{w}) \right] \), \hspace{1cm} (1)

subject to

\[
\sum_{i \in N(i \neq j)} x_{ij} = 1, \quad \forall j \in T, \hspace{1cm} (2)
\]

\[
\sum_{i \in N} x_{isp} - \sum_{i \in N} x_{spj} = 0, \quad \forall s \in S, p \in N, \hspace{1cm} (3)
\]

\[
x_{si} = 0, \quad \forall s \in S, i \in T, \hspace{1cm} (4)
\]

\[
u_i - u_j + |N|x_{ai} \leq |N| - 1, \quad \forall s \in S, i, j \in T(i \neq j), \hspace{1cm} (5)
\]

\[
t_{ij} \geq t_{il} + \left( \frac{O_{il} + d_{ij}}{v_i} \right)x_{ai} - M(1 - x_{ai}), \hspace{1cm} \forall s \in S, i, j \in N, j \in T(i \neq j), \hspace{1cm} (6)
\]

\[
t_{ij} + \frac{d_{ij}}{v_j}x_{ai} \leq FT_{ij}, \quad \forall s \in S, i \in T, \hspace{1cm} (7)
\]

\[
CP_0 = 1.0, \hspace{1cm} (8)
\]

\[
CP_j \leq CP_i \cdot P_{sj} \cdot (1 - x_{ai}), \quad \forall s \in S, i, j \in N, j \in T(i \neq j), \hspace{1cm} (9)
\]

\[
W_j \sum_{i \in N} x_{ij} - \sum_{w \in W} y_{wj} \geq 0, \quad \forall j \in T, \hspace{1cm} (10)
\]

\[
z_{w, i} \geq z_{w, i} + y_{wj} - M(1 - x_{ai}), \quad \forall s \in S, i \in N, j \in T(j \neq i), \hspace{1cm} (11)
\]

\[
z_{w, i} \leq d_{w} \sum_{i \in N(j \neq i)} x_{ij}, \quad \forall s \in S, w \in W, j \in T, \hspace{1cm} (12)
\]

\[
\sum_{i \in N} \sum_{j \in T} I_{ik} x_{ij} \leq ST_{ik}, \quad \forall k \in K, \hspace{1cm} (13)
\]

\[
\sum_{i \in T} y_{ij} \leq Q_{w}, \quad \forall w \in W, \hspace{1cm} (14)
\]

\[
x_{ij} \in \{0, 1\}, \quad \forall s \in S, i, j \in N, \hspace{1cm} (15)
\]

\[
y_{wj} \in \mathbb{Z}^+, \quad \forall w \in W, i \in T, \hspace{1cm} (16)
\]
Table 1: Example of calculating the operational effectiveness.

| Target | Operational effectiveness |
|--------|---------------------------|
| T1 | \( f_1(V_1, P_1, p_1 | \theta_1) = V_1 P_1 | p_1 | \theta_1) (1 - \prod_{i \in W} (1 - p_{w_i})^{x_{w_i}}) \) |
| T2 | \( f_2(V_2, P_2, p_2 | \theta_2) = V_2 P_2 | p_2 | \theta_2) (1 - \prod_{i \in W} (1 - p_{w_i})^{x_{w_i}}) \) |
| Total | \( f(V, P, p | \theta) = f_1(V_1, P_1, p_1 | \theta_1) + f_2(V_2, P_2, p_2 | \theta_2) \) |

Table 2: Notations for the mathematical model.

| Indices | Description sets |
|---------|------------------|
| S | Set of strike package types; \( s \in S \) |
| W | Set of weapon types; \( w \in W \) |
| T | Set of target nodes |
| N | Set of base \( \{0\} \) and target nodes; \( N = \{0\} \cup T \) |
| K | Set of aircraft types; \( k \in K \) |
| \((V_i)\) | Value of target \( i \) |
| \(P_{ij}\) | Probability of survival against enemy threat between nodes \( i \) and \( j \) |
| \(P_{uw}\) | Probability of destroying target \( i \) with weapon \( w \) |
| \(d_{ij}\) | Distance between nodes \( i \) and \( j \) |
| \(v_s\) | Flight speed of strike package \( s \) |
| \(PT_s\) | Offensive mission time for target \( i \) of strike package \( s \) |
| \(O_s\) | Maximum flight time of strike package type \( s \) |
| \(J_{sk}\) | Number of aircraft type \( k \) joining in strike package type \( s \) |
| \(ST_k\) | Maximum sorties of aircraft type \( k \) |
| \(W_i\) | Amount of loaded weapon \( w \) on strike package \( s \) |
| \(Q_w\) | Total number of weapons \( w \) for the air operation |
| \(M\) | Sufficiently large number (Big-M) |

Decision variables

\[
\begin{align*}
x_{sij} &= \begin{cases} 
1 & \text{if the strike package } s \text{ moves from node } i \text{ to node } j \\
0 & \text{otherwise} 
\end{cases} \\
y_{uw} & \quad \text{Amount of used weapon } w \text{ for attacking target } i \\
z_{uw} & \quad \text{Cumulative usage of weapon } w \text{ of strike package } h \text{ at target } i \\
t_{si} & \quad \text{Time that strike package } s \text{ arrived at target } i \\
CP_i & \quad \text{Cumulative survival probability until reaching target } i; \ LCP_i = \ln(CP_i) \\
u_i & \quad \text{Decision variable for the subtour elimination constraints (SECs)} 
\end{align*}
\]

\[z_{uw} \in \mathbb{Z}^+, \forall s \in S, w \in W, i \in N, \] (17)

\[t_{si} \in \mathbb{R}^+, \forall s \in S, i \in N, \] (18)

\[CP_i \in \mathbb{R}^+, \ CP_i \leq 1, \forall i \in N, \] (19)

\[u_i \in \mathbb{R}^+, \forall i \in N. \] (20)

The objective function, equation (1), is the operational effectiveness, that is, reward accumulated by attacking all targets, and it is the generalized form of the function \( f(V, \theta, P, p) \) suggested in Section 2.1. However, it has nonlinearity for the following reasons: First, it is represented as the multiplication form of terms involving the decision variables \( CP_i \) and \( y_{uw} \). Second, the term for evaluating the MSI, for target \( i \) is expressed as a \( \sum_{w \in W} y_{uw} \)-order polynomial function. This study will convert the MINLP model to an approximate mixed-integer linear programming (MILP) model, and the methodologies for linearizing the MINLP model are presented in Section 3.

Constraints (2)–(5) are to assign targets to strike packages and create their flight routes. Constraint (2) guarantees that each target is assigned to only one strike package. Constraint (3) ensures the flight route’s continuity for individual strike packages, and constraint (4) means that the packages do not stay at a target. Constraints (5) are subtour elimination constraints (SECs) that are used to preclude infeasible solutions involving incomplete routes disconnected from the base, as shown in Figure 2(a) [38, 39]. In other words, if a set of decision variables \( x_{sij} \) generates a flight route containing subtours, there will be no \( u_i \) that simultaneously satisfies the SECs for each target node.

Equations (6) and (7) are constraints related to flight times of strike packages, and constraint (6) calculates the time when the package assigned targets \( i \) and \( j \) arrives at target \( j \) after attacking target \( i \). Constraint (7) limits the total flight time of strike package \( s \), including the time to return to base \( \{0\} \) (RTB). As shown in Figure 2(b), it states that when package \( s \) arrives at target \( i \), the residual flight time should be able to ensure RTB.

Constraint (8) designates the survival probability of packages taking off from the base as 1.0, and constraint (9) determines the cumulative survival probability of consecutive targets in each flight route. Equations (10)–(12) provide constraints for assigning weapons to targets. Constraint (10)
associates the weapon-target assignment with the flight route of a strike package. It specifies that a package can only attack targets on its flight route and limits the maximum number of weapons used for a target. Constraint (11) determines the accumulated number of weapons $w$ fired on consecutive targets along a flight path, and constraint (12) specifies that the aggregate of weapon $w$ used by package $s$ cannot exceed the quantity loaded on it. For overall operations, constraints (13) and (14) stipulate the upper limits of the total sorties of each aircraft type and the total amount of operations, respectively. Finally, constraints (15)–(20) specify that the aggregate of weapon used by package $s$ cannot exceed the quantity loaded on it. For overall operations, constraints (13) and (14) stipulate the upper limits of the total sorties of each aircraft type and the total amount of each weapon, respectively. Finally, constraints (15)–(20) designate the type and range of the decision variables, $x_{si}$, $y_{wi}$, $z_{wi}$, $t_{si}$, $CP_i$, and $t_i$, respectively.

### 3. Linearization of the Proposed MINLP Model

The MINLP model suggested in Section 2.2 has a nonlinear objective function, equation (1). In this section, the process for converting the MINLP to a mixed-integer linear programming (MILP) model is presented. A logarithmic transformation and piecewise linear approximation methods are used in the process. By linearizing the objective function, constraints for estimating the survival probability of a strike package at a target, equations (8) and (9), should also be modified. The transformation processes for the objective function and constraints are discussed in Sections 3.1 and 3.2, respectively.

#### 3.1. Objective Function: Equation (1)

The most significant nonlinearity of the objective function, equation (1), is that it is represented as the multiplication form of terms involving the decision variables $CP_i$ and $y_{wi}$. Thus, to separate the terms for them and convert them into a linear combination form, a logarithmic transformation is introduced. The logarithmic transformation of the MSI of each target gives (21), providing the equivalent purpose as equation (1), where $LCP_i = \ln (CP_i)$, and $NDP_i$ denotes the probability that target $i$ will not be destroyed in the attack of a strike package. That is, $NDP_i = \prod_{w \in W} (1 - p_{wi})^{y_{wi}}$. $LCP_i$ requires the modification of constraints (8) and (9), and they are presented in Section 3.2. Moreover, a methodology for linearly approximating $\ln (1 - NDP_i)$ is introduced in Section 3.3.

$$\sum_{i \in T} [\ln V_i + LCP_i + \ln (1 - NDP_i)].$$

#### 3.2. Constraints for Evaluating the Survivability: Equations (8) and (9)

To estimate $LCP_i$ generated by converting the objective function in Section 3.1, equations (8) and (9) in the MINLP model suggested in Section 2.2 should also be modified. Equation (8) to specify the initial survival probability of strike packages is replaced by equation (22) because $\ln (CP_0 = 1.0) = 0$. Moreover, equation (9) for estimating the cumulative survival probability $LCP_i$ at target $i$ for a strike package should also be replaced by equation (23). Herein, the term $M(1 - x_{si})$ functions to sufficiently open the feasible range of $LCP_i$ when strike package $s$ does not fly from node $i$ to $j$; that is, $x_{si} = 0$.

$$LCP_0 = 0,$$

$$LCP_j \leq LCP_i + \ln P_{aj} + M(1 - x_{aj}),$$

$$\forall s \in S, i \in N, j \in T (i \neq j).$$

#### 3.3. Term $\ln (1 - NDP_i)$ in Equation (21)

To linearize the term $\ln (1 - NDP_i)$, which is still nonlinear, generated by converting the objective function in Section 3.1, the piecewise linear approximation is introduced. Furthermore, (NDP) is transformed as shown in equation (24), and the piecewise approximation constraints are applied to the relationship between equation (24) and the term, $f(\eta) = \ln (1 - NDP_i)$ where $\eta = \ln (NDP_i)$, in equation (21).

$$\ln NDP_i = \ln \prod_{w \in W} (1 - p_{wi})^{y_{wi}} = \sum_{w \in W} y_{wi} \ln (1 - p_{wi}).$$

To manage the piecewise approximation error within a reasonable level, the appropriate numbers of intervals and
breakpoints should be determined. The notations used for a piecewise linear approximation model, as shown in Figure 3, are summarized in Table 3. This study employs a simple multivariate nonlinear optimization model, equation (25), for finding the optimal breakpoints \((\eta_l \equiv \text{NDP}_l)\) in search space \(-\infty, 0\), when the number of intervals is given as \(L\). In interval \([\eta_l, \eta_{l+1}]\), as shown in Figure 3, the approximation error \(\delta_{[\eta_l,\eta_{l+1}]}(\eta)\) is maximized at point \(\eta^*_{[\eta_l,\eta_{l+1}]}\) and the point is represented as equation (26). Therefore, the objective function of the model is to minimize the largest value of the maximum errors, \(\delta_{[\eta_l,\eta_{l+1}]} = f(\eta^*_{[\eta_l,\eta_{l+1}]} - g_{[\eta_l,\eta_{l+1}]}(\eta^*_{[\eta_l,\eta_{l+1}]}))\), in individual intervals, and the errors are always positive because \(f(\eta) \geq g(\eta)\) for all \(\eta\). Finally, in interval \([\eta_l, \eta_{l+1}]\), the piecewise linear approximation constraint for term \(\ln(1 - \text{NDP}_l)\) in equation (21) is expressed as equation (27) because \(f(-\infty) = 0\), and it should be added to the MINLP model proposed in Section 2.2.

\[
\begin{align*}
\text{Minimize} & \quad \max \left\{ \delta_{[\eta_l,\eta_{l+1}]}(\eta) : l = 0, 1, \ldots, L \right\} \\
\text{subject to} & \quad \eta_l \leq \eta_{l+1}, 0 \leq l \leq L, \\
& \quad -\infty < \eta_l \leq 0, 0 \leq l \leq L, \\
& \quad \eta^*_{[\eta_l,\eta_{l+1}]} = \ln \left( \frac{\alpha_{[\eta_l,\eta_{l+1}]}(\eta_{l+1})}{\alpha_{[\eta_l,\eta_{l+1}]}(\eta_l)} - 1 \right) = \ln \left( \frac{\eta^\eta_l - \eta^\eta_{l+1}}{(\eta^\eta_l - \eta^\eta_{l+1} - (\eta_{l+1} - \eta_l))} \right), \\
& \quad \ln(1 - \text{NDP}_l) = \left[ \sum_{m=0}^{L-1} \alpha_{[\eta_l,\eta_{l+1}]}(\eta_{l+1} - \eta_m) + \alpha_{[\eta_l,\eta_{l+1}]}(\eta - \eta_l) \right], \quad \eta_l \leq \eta < \eta_{l+1}.
\end{align*}
\]

For example, when the range of the NDP is set to 10–6, 0.5, that is, \((1 - \text{NDP}) \in [0.5, 0.999999]\), and the number of intervals was considered from 2 to 25, the maximum approximation error decreases with increasing number of intervals, as shown in Figure 4(a). Piecewise linear approximation models with 5, 10, and 20 intervals are shown in Figures 4(b)–4(d), respectively. Furthermore, the optimal breakpoints \((\eta_l)\) and slopes \((\alpha_{[\eta_l,\eta_{l+1}]}))\) for the models with 10, 15, and 20 intervals are presented in Table 4. Here, the \((1 - \text{NDP})\) range has been set relatively wide, its narrow range, considering the precision of modern weapons, contributes to reducing the maximum approximation error as shown in Figure 5.

4. Numerical Experiments

Numerical experiments are performed to verify the mathematical model introduced in Sections 2 and 3 and evaluate the accuracy of the piecewise linear approximation. The experiments were performed using ILOG CPLEX Ver. 12.8 in a 2.5 GHz Intel Core i7-6500U CPU and 16 GB RAM environment.

4.1. Experimental Example. Numerical experiments are performed on a simple example to analyze the performance error caused by the linear approximation. The breakpoints for the piecewise linear function with 10 and 15 intervals are shown in Table 4. The example is establishing an air operation to attack ten targets, and the input parameters are presented in Table 5. The target coordinates were randomly set in the front area with a friendly base as the origin \((0, 0)\). The \(J_{ik}\) and \(q_{iw}\) matrices are described as follows: The strike packages consist of four aircraft and eight weapons. For example, the first strike package \((s = 1)\) includes two aircraft, each of the first and second types \((k = 1\) and \(k = 2)\), and it can use up to 4 weapons, each of the first and second types \((w = 1\) and \(w = 2)\). Each aircraft type’s resources have an upper limit of 8 sorties, and weapons for attacking a target are allocated within three. Besides, the survival probability \(P_{ij}\) of a strike package \((s)\) flying from target \(i\) to \(j\) is considered to be inversely proportional to the distance \(d_{ij}\) between the two targets, such as \(H_j/(H_i + d_{ij})\) [15].

4.2. Experimental Results. Based on the input parameters presented in Table 5, numerical experiments are performed on MILP models with piecewise linear approximation functions with 10 and 15 intervals. The computational times for them were 128.3 and 142.8 seconds, respectively. The strike-package types and each package’s flight route, including targets assigned to the strike package and attack sequence, were output identically, as shown in Figure 6. However, as shown in Table 6, there are differences in the weapons assigned to several targets, and the difference is due to the dissimilar errors of the approximation methods.

The numerical analysis of the error of the approximation methods is presented in Table 7. The real values in Table 7 were recalculated by equation (1) based on the optimal solutions of the MILP models. Due to the approximation error of piecewise linear function for estimating 1-NDPi, there is a subtle deviation of the MSIs at targets. In the numerical experiment applying the piecewise linear function with 10 intervals, the objective function’s error is evaluated as 0.67%, and the error of MSI at the
\[
l(1 - \text{NDP}_i) = \ln(\text{NDP}_i) \quad \eta = \sum_{w \in W} y_{wi} \ln(1 - p_{wi}) = \ln(\text{NDP}_i) \quad \text{表明 NDP}_i = e^\eta
\]

\[
f(\eta) = \ln(1 - \text{NDP}_i) = \ln(1 - e^\eta)
\]

\[
\delta_{[\eta_l, \eta_{l+1}]}(\eta) = f(\eta) - g_{[\eta_l, \eta_{l+1}]}(\eta) = \int_{\eta_l}^{\eta} d\eta - \frac{\partial}{\partial \eta} \delta_{[\eta_l, \eta_{l+1}]}(\eta) = \sum_{\eta_{i}} \frac{a_{\eta_l, \eta_{i}}}{a_{\eta_{i}, \eta_{l+1}} - 1} \eta \leq \eta'_{[\eta_l, \eta_{l+1}]} \leq \eta_{l+1}
\]

\[
\delta^{*}_{[\eta_l, \eta_{l+1}]} = \ln \left( \frac{a_{\eta_l, \eta_{l+1}}}{a_{\eta_{l+1}, \eta_{l+1}} - 1} \right) \eta_{l+1} \leq \eta'_{[\eta_l, \eta_{l+1}]} \leq \eta_{l+1}
\]

Figure 3: Error of the piecewise linear approximation.

Table 3: Notations for the piecewise linear approximation model.

| Indices | Description |
|---------|-------------|
| \( f(\eta) \) | Original function relating \( \eta = \ln(\text{NDP}) \) and \( f(\eta) = \ln(1 - \text{NDP}) \) |
| \( \eta_l \) | \( \text{QUOTE \text{1}^{th} \text{ breakpoint; } l \in \{0, 1, \ldots, L\}} \) |
| \( g_{[\eta_l, \eta_{l+1}]}(\eta) \) | Piecewise linear function in interval \([\eta_l, \eta_{l+1}]\) |
| \( a_{[\eta_l, \eta_{l+1}]} \) | Slope of \( g_{[\eta_l, \eta_{l+1}]} \) in interval \([\eta_l, \eta_{l+1}]\) |
| \( \beta_{[\eta_l, \eta_{l+1}]} \) | Intersection of \( g_{[\eta_l, \eta_{l+1}]} \) in interval \([\eta_l, \eta_{l+1}]\) |
| \( \delta_{[\eta_l, \eta_{l+1}]}(\eta) \) | Approximation error at \( \eta \) in interval \([\eta_l, \eta_{l+1}]\) |
| \( \delta^{*}_{[\eta_l, \eta_{l+1}]} \) | Maximum approximation error in interval \([\eta_l, \eta_{l+1}]\) |

Figure 4: Continued.
Figure 4: Optimal breakpoints for the piecewise linear approximation. (a) Error by the number of intervals. (b) Breakpoints for 5 intervals. (c) Breakpoints for 10 intervals. (d) Breakpoints for 20 intervals.

Table 4: Optimal breakpoints by the number of intervals.

| No. (l) | 10 intervals | 15 intervals | 10 intervals | 15 intervals |
|---------|--------------|--------------|--------------|--------------|
|         | \eta_l       | \alpha_{(l+1)} | \eta_l       | \alpha_{(l+1)} |
| 0       | \infty 0.0   | \infty 0.0   | \infty 0.0   | \infty 0.0   |
| 1       | -13.815511   | -0.000003    | -13.815511   | -0.000002    |
| 2       | -11.709473   | -0.000339    | -12.372611   | -0.00010     |
| 3       | -9.105682    | -0.000378    | -10.81520    | -0.00038     |
| 4       | -7.009790    | -0.003195    | -9.668562    | -0.000108    |
| 5       | -4.861735    | -0.022520    | -8.669014    | -0.000286    |
| 6       | -3.066245    | -0.081970    | -7.721618    | -0.000738    |
| 7       | -2.171228    | -0.182837    | -6.775789    | -0.001909    |
| 8       | -1.599924    | -0.331971    | -5.825690    | -0.005137    |
| 9       | -1.200840    | -0.539911    | -4.812854    | -0.015547    |
| 10      | -0.909949    | -0.821355    | -3.658917    | -0.048623    |
| 11      | -0.693147    | -0.821355    | -2.587288    | -0.119665    |
| 12      | -1.929385    | -1.473317    | -1.929385    | -0.226607    |
| 13      | -1.139050    | -1.473317    | -1.473317    | -0.375393    |
| 14      | -0.886755    | -1.473317    | -1.139050    | -0.575393    |
| 15      | -0.693147    | -0.693147    | -0.886755    | -0.837440    |
| 16      |              |              |              |              |

*When \ln NDP \in (10^{-6}), \eta_{(l+1)} = 0.0.*

Figure 5: Approximation error by range Min(1-NDP), 0.999999.
The disparity in the MSIs’ errors by the piecewise linear functions alters the weapon assignment for some targets. However, considering the real values, that is, 6.2029
and 6.1979, of the objective function in two experiments, the weapon assignment change effect is insignificant. Furthermore, the overall approximation error of the objective function is not represented as the maximum or minimum error in the targets, and it is the average level of the errors in the targets. That is, the objective function’s error does not appear as the accumulation of each target’s MSI error. Thus, we could expect that overall approximation error is maintained even if the number of targets in a problem increases.

### 5. Conclusions and Future Studies

This study focuses on the optimization problem to establish an effective air operation plan considering critical operational factors, such as the attack effect on the targets and the strike packages’ survivability. The MILP model proposed in this study is expected to improve the efficiency of the decision-making process for an air operation because it simultaneously provides various information for composing strike packages, such as the composition type, assigned targets, flight route, and weapons for each target. In addition, the initial mathematical model for the original problem is developed as an MINLP model, including nonlinear functions for evaluating MSI and the survivability of strike packages. However, there is no efficient algorithm for searching for the optimal solution of a nonlinear programming model in modern theory. Thus, the MINLP model is converted to a MILP model by the logarithmic transformation and a piecewise linear approximation method. The optimization methodology for the piecewise linear function to approximate a nonlinear function could be applied to various fields such as reliability engineering and the optimization for a supply chain with uncertainty.

Future studies could include the following: First, the MSI for future warfare should be developed considering the concept of future warfare, battlefield space, combat means, and combat type. The second issue is to create a highly reliable algorithm to provide a reasonable solution faster, and it contributes to reducing the decision-making time. The solution method could be developed by various algorithms, such as metaheuristic algorithms and reinforcement learning algorithms. For enhancing its reliability, strategies such as parallelization and hybridization of algorithms could also be employed. The final topic is to apply this study’s contents to optimization problems reflecting the uncertainty of the real world. For example, it can be applied to supply chain design to prepare for and respond to a disaster with high uncertainty.
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