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ABSTRACT

A class of recent semi-supervised learning (SSL) methods heavily rely on domain-specific data augmentations. In contrast, generative SSL methods involve unsupervised learning based on generative models by either joint-training or pre-training, and are more appealing from the perspective of being domain-agnostic, since they do not inherently require data augmentations. Joint-training estimates the joint distribution of observations and labels, while pre-training is taken over observations only. Recently, energy-based models (EBMs) have achieved promising results for generative modeling. Joint-training via EBMs for SSL has been explored with encouraging results across different data modalities. In this paper, we make two contributions. First, we explore pre-training via EBMs for SSL and compare it to joint-training. Second, as suggested in [16], a suite of experiments are conducted on domains of image classification and natural language labeling to give a realistic whole picture of the performances of EBM based SSL methods. It is found that joint-training EBMs outperform pre-training EBMs marginally but nearly consistently.

Index Terms— semi-supervised learning, energy-based models, neural random fields, conditional random fields, joint random fields

1. INTRODUCTION

Deep neural networks (DNNs) have achieved great success in various domains mainly through supervised learning, which requires large collections of labeled data. However, in many domains, collecting labeled data is difficult and expensive, but there are often easily-available unlabeled data. This has motivated the community to develop semi-supervised learning (SSL), which aims to leverage both labeled and unlabeled data for training. There have emerged a plethora of SSL methods that are designed for deep neural networks [1]–[6], spanning over domains of image classification, natural language labeling and so on.

The key to designing SSL methods is how to effectively exploit the information contained in the unlabeled data [7], which can provide regularizations for finding good classifiers. A Bayesian view of regularizations is priors, which reflect our priori knowledge regarding the model [1]. Recent SSL methods with DNNs can be distinguished by the priors they adopt, and, roughly speaking, can be divided into two classes [1], based on generative models or discriminative models. In this paper, we refer to these two classes as generative SSL and discriminative SSL respectively. A popular priori used by discriminative SSL is that the outputs from the discriminative classifier are smooth with respect to local and random perturbations of the inputs. Examples include virtual adversarial training (VAT) [1] and a number of recently developed consistency-regularization based methods [2]–[4] and contrastive learning based methods [5]. However, those SSL methods heavily rely on domain-specific data augmentations [8], which are tuned intensively for images leading to impressive performance in some image domains but are less successful for other domains where these augmentations are less effective (e.g., medical images and text). For instance, random input perturbations are more difficult to apply to discrete data like text [6].

Generative SSL methods involve unsupervised learning over unlabeled data based on generative models. As argued in [9], for observation $x$ and label $y$, learning $p(x)$ can be thought of providing a kind of generic prior to learning $p(y|x)$. Representations that are useful for $p(x)$ tend to be useful when learning $p(y|x)$, allowing sharing of statistical strength between the unsupervised and supervised learning. In this sense, generative SSL methods is more appealing from the perspective of being domain-agnostic, since they do not inherently require data augmentations and generally can be applied to a wider range of domains.

Remarkably, there exist two different manners for the generative SSL approach - joint-training and pre-training. In the first manner, which often referred to as joint-training, a joint model of $p(x,y)$ is defined. When we have label $y$, we maximize $p(y|x)$ (the supervised objective), and when the label is unobserved, we marginalize it out and maximize $p(x)$ (the unsupervised objective). Semi-supervised learning over a mix of labeled and unlabeled data is formulated as maximizing the (weighted) sum of $\log p(y|x)$ and $\log p(x)$. In the pre-training manner of SSL, we perform unsupervised representation learning on unlabeled data followed by supervised training (called fine-tuning) on labeled data. This manner of pre-training followed by fine-tuning has received increasing application in natural language processing.

This paper focuses on pushing forward domain-agnostic semi-supervised learning, particularly via energy-based generative models. Recently, energy-based models (EBMs) [10]–[13] have achieved promising results for generative modeling. Joint-training via EBMs for SSL has been explored with very encouraging results [11]–[13], which show state-of-the-art SSL performance across different data modalities (images, natural languages, an protein structure prediction and year prediction from the UCI dataset repository) and in different data settings (fix-dimensional and sequence data). However, pre-training via EBMs for SSL has not been studied, and it is interesting to compare joint-training and pre-training when both are based on EBMs. In this paper, we make two contributions. First, we explore pre-training via EBMs for SSL and compare it to joint-training. Second, as suggested in [16], a suite of experiments are conducted in which we vary both the amount of labeled and
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unlabeled data to give a realistic whole picture of the performances of EBM based SSL methods.

2. RELATED WORK

Discriminative and generative SSL. Semi-supervised learning is a heavily studied problem, ranging from classic self-training [17] (also known as pseudo-labeling [18]), graph based methods [19], to various recent SSL methods for using DNNs. In general, recent DNN based SSL methods can be distinguished by the prior they adopt for representation learning from unlabeled data. Discriminative SSL works by discriminating between different augmentations from a given unlabeled sample, such as in recent FixMatch [4], SimCLR [5] methods. They rely on a rich set of domain-specific data augmentations, e.g., dropout [20]. Domain-specific data augmentations is indispensable.

Recent progress in learning with deep generative models stimulates the generative SSL research, which usually involves blending unsupervised learning and supervised learning. These methods make fewer domain-specific assumptions and tend to be domain-agnostic. The performance comparisons between generative and discriminative SSL methods are mixed. It is found that consistency based discriminative SSL methods often outperform generative SSL methods in image domain. However, in text domain, the generative SSL methods such as those based on pre-training word vectors are more successful and widely used.

EBM based generative SSL. Recently, it is shown in [11] that joint-training via EBMs produce state-of-the-art SSL results on images (MNIST, SVHN and CIFAR-10), compared to previous generative SSL methods based on VAEs and GANs. It is also shown in [14] that joint-training via EBMs outperforms VAT on tabular data from the UCI dataset repository other than images. Further, joint-training via EBMs has been extended to modeling sequences and consistently outperform conditional random fields (CRFs) (the supervised baseline) and self-training (the classic semi-supervised baseline) on natural language labeling tasks such as POS tagging, chunking and NER.

On the other hand, pre-training has received attention in the early stage of training DNNs and recently become widely used in natural language processing tasks. Pre-training via EBMs is conceptually feasible, but remain unexplored. Despite the encouraging results obtained by joint-training of EBMs, it is not clear whether pre-training via EBMs is also competitive for domain-agnostic SSL.

3. SEMI-SUPERVISED LEARNING VIA EBMS

3.1. Background

An energy-based model (EBM) [21], also known as a random field [22], defines a probability distribution for a collection of random variables \( x \in \mathcal{X} \) with parameter \( \theta \) in the form:

\[
p_\theta(x) = \frac{1}{Z(\theta)} \exp \{ u_\theta(x) \} \tag{1}
\]

where \( \mathcal{X} \) denotes the space of all possible values of \( x \), \( Z(\theta) = \int \exp \{ u_\theta(x) \} \, dx \) is the normalizing constant, \( u_\theta(x) : \mathcal{X} \to \mathbb{R} \) is called the potential function which assigns a scalar value to each configuration of \( x \) in \( \mathcal{X} \) and can be very flexibly defined (e.g., through DNNs of different architectures). For different applications, \( \mathcal{X} \) could be discrete or continuous, and \( x \) could be fix-dimensional or trans-dimensional (i.e., sequences of varying lengths). For example, images are fix-dimensional continuous data (i.e., \( \mathcal{X} = \mathbb{R}^D \)), and natural languages are sequences taking discrete tokens (i.e., \( \mathcal{X} = \bigcup \mathcal{V}^l \) where \( \mathcal{V} \) is the vocabulary of tokens).

Training EBMs is challenging, because the gradient in maximizing the data log-likelihood \( \log p_\theta(x) \) for observed \( x \) involves expectation w.r.t. the model distribution \( p_\theta(x) \), as shown below:

\[
\nabla_\theta \log p_\theta(x) = \nabla_\theta u_\theta(x) - \nabla_\theta \log Z(\theta) = \nabla_\theta u_\theta(x) - E_p(\theta) [\nabla_\theta u_\theta(x')] \tag{2}
\]

Considerable progress has been made recently to successfully train large-scale EBMs parameterized by DNNs [11, 12, 15, 23] for different types of data from various domains, which lays the foundation to use EBMs, as a unified framework, to achieve domain-agnostic SSL.

- For training EBMs for continuous data such as images, the inclusive approach, as detailed in [11], has been shown to yield superior results in unsupervised and semi-supervised training, by introducing inclusive-divergence minimized auxiliary generators and utilizing stochastic gradient sampling (such as SGLD) to approximate the model expectation in Eq. (2).

- For training EBMs for discrete data such as natural languages, the DNCE approach, as detailed in [15, 23], avoids the model expectation in Eq. (2) and has achieved superior results in unsupervised and semi-supervised training, with the use of dynamic noise distribution to improve training efficiency of NCE (noise-contrastive estimation) [24].

3.2. Pre-training via EBMs for SSL

Pre-training via EBMs for SSL consists of two stages. The first stage is pre-training an EBM on unlabeled data. This is followed by a fine-tuning stage, where we can easily use the pretrained EBM to initialize a discriminative model and further train over labeled data.

Consider pre-training of an EBM for semi-supervised image classification, which essentially involves estimating \( p_\theta(x) \) as defined in Eq. (1) from unlabeled images. For the potential function \( u_\theta(x) \), we can use a multi-layer feed-forward neural network \( \Phi_\theta(x) : \mathbb{R}^D \to \mathbb{R} \), which, in the final layer, calculates a scalar via a linear layer, \( u_\theta(x) = w^T h \). Here \( h \in \mathbb{R}^H \) denotes the activation from the last hidden layer and \( w \in \mathbb{R}^H \) the weight vector in the final linear layer. For simplicity, we omit the bias in describing linear layers throughout the paper.

In fine-tuning, we throw \( w \) and \( h \) into an added linear output layer, followed by \( \text{softmax}(W^T h) \), to predict \( y \), where \( W \in \mathbb{R}^{K \times H} \) denotes the new trainable weight parameters and \( y \in \{1, \ldots, K\} \) the class label.

The above procedure can be similarly applied to pre-training of an EBM for semi-supervised natural language labeling (e.g., POS tagging). In pre-training, basically we estimate an EBM-based language model \( p_\theta(x) \) from unlabeled text corpus. Neural networks with different architectures can be used to implement the potential function \( \Phi_\theta(x) : \mathcal{V}^l \to \mathbb{R} \) given length \( l \). With abuse of notation, here \( x = \langle x_1, \ldots, x_l \rangle \) denotes a token sequence of length \( l \), and \( x_i \in \mathcal{V}, i = 1, \ldots, l \). We use the bidirectional LSTM based potential function in [23] as follows:

\[
u_\theta(x) = \sum_{i=1}^{l-1} h_{i, i+1}^T e_{i+1} + \sum_{i=2}^l h_{i, i-1}^T e_{i-1} \tag{3}
\]

This is also known as unsupervised pre-training, which is different from supervised pre-training (also known as transfer learning using a pre-trained classifier). It is shown in [16] that the success of supervised transfer learning heavily depends on how closely related the two datasets are.
where $e_i, h_{f,i},$ and $h_{b,i}$ are of the same dimensions, denoting the output embedding vector, the last hidden vectors of the forward and backward LSTMs respectively at position $i$.

In fine-tuning, we add a CRF, as the discriminative model, on top of the extracted representations $\{(h_{f,i},h_{b,i}) : i = 1, \ldots, l\}$ to do sequence labeling, i.e., to predict a sequence of labels $y = (y_1, \ldots, y_l)$ with one label for each position. $y_i \in \{1, \ldots, K\}$ denotes the label at position $i$. Specifically, we concatenate $h_{f,i}$ and $h_{b,i}$ and add a linear output layer to define the node potential and add a matrix $\mathcal{A} \in \mathbb{R}^{K \times K}$ to define the edge potential, as in recent neural CRFs [25, 26].

The parameters to be fine-tuned are the weights in the linear output layer and $\mathcal{A}$.

### 3.3. Joint-training via EBMs for SSL

The above pre-training via EBMs for SSL considers the modeling of only observations $x$ without labels $y$. The joint-training refers to the joint modeling of $x$ and $y$:

$$p_{\theta}(x, y) = \frac{1}{Z_{\theta}(\theta)} \exp [u_{\theta}(x, y)] \tag{4}$$

Then, it can be easily seen that the conditional density $p_{\theta}(y|x)$ implied by the joint density Eq. (4) is:

$$p_{\theta}(y|x) = \frac{p_{\theta}(x, y)}{p_{\theta}(x)} = \frac{\exp(u_{\theta}(x, y))}{\sum_{y'} \exp(u_{\theta}(x, y'))} \tag{5}$$

The implied marginal density is $p_{\theta}(x) = \frac{1}{Z_{\theta}(\theta)} \exp(u_{\theta}(x))$, where, with abuse of notation, $u_{\theta}(x) \triangleq \log \sum_{y} \exp[u_{\theta}(x, y)]$. The key for EBM based joint-training for SSL is to choose suitable $u_{\theta}(x, y)$ such that both $p_{\theta}(y|x)$ and $p_{\theta}(x)$ can be tractably optimized.

**In joint-training of an EBM for semi-supervised image classification**, we consider a neural network $\Psi_{\theta}(x) : \mathbb{R}^{D} \rightarrow \mathbb{R}^{K}$, which accepts the image $x$ and outputs an vector whose size being equal to the number of class labels, $K$. Then we define $u_{\theta}(x, y) = \Psi_{\theta}(x)[y]$, where $[y]$ denotes the $y$-th element of a vector. With the above potential definition, it can be easily seen that the implied conditional density $p_{\theta}(y|x)$ is exactly a standard $K$-class softmax based classifier, using $K$ logits calculated by the neural network $\Psi_{\theta}(x)$ from the input $x$. And we do not need to calculate $Z_{\theta}(\theta)$ for classification. Therefore, we can conduct SSL over a mix of labeled and unlabeled data by maximizing the (weighted) sum of $\log p_{\theta}(y|x)$ and $\log p_{\theta}(x)$, where both optimizations are tractable as detailed in [11].

The above procedure can be similarly applied to joint-training of an EBM for semi-supervised natural language labeling with $x = (x_1, \ldots, x_l)$ and $y = (y_1, \ldots, y_l)$, $x_i \in \mathcal{V}$, $y_i \in \{1, \ldots, K\}, i = 1, \ldots, l$. We consider a neural network $\Psi_{\theta}(x) : \mathcal{V}^{l} \rightarrow \mathbb{R}^{K}$ and define

$$u_{\theta}(x, y) = \sum_{i=1}^{l} \Psi_{\theta}(x)[i, y_i] + \sum_{i=1}^{l} A[y_{i-1}, y_i] \tag{6}$$

where $[\cdot, \cdot]$ denotes the element of a matrix and $A \in \mathbb{R}^{K \times K}$ models the edge potential for adjacent labels. With the above potential definition, it can be easily seen that the conditional density $p_{\theta}(y|x)$ implied by the joint density Eq. (6) is exactly a CRF with node potentials $\Psi_{\theta}(x)[i, y_i]$ and edge potentials $A[y_{i-1}, y_i]$, and the implied marginal density $p_{\theta}(x)$ is exactly a trans-dimensional random field (TRF) language model [10, 27, 28]. Training of both models are tractable as detailed in [15, 23].

### 4. EXPERIMENTS

SSL experiments are conducted on standard benchmark datasets in different domains, including the CIFAR-10 and SVHN datasets [11] for image classification and the POS, chunking and NER datasets [29, 15] for natural language labeling. We use the standard data split for training and testing. When we vary the amount of labeled and unlabeled data for training, we select varying proportions (e.g., 10%, 100%) of labels from the original full set of labeled data. Throughout the paper, the amount of labels is thus described in terms of proportions. "100% labeled" means 50,000 and 73,257 images for CIFAR-10 and SVHN, and 56K, 7.4K, 14K sentences for POS, chunking and NER respectively.

#### 4.1. SSL for Image Classification

First, we experiment with CIFAR-10 and compare different generative SSL methods. As in previous work, we randomly sample 4,000 labeled images for training. The remaining images are treated as unlabeled. We use the network architectures and hyper-parameter settings in [11]. It can be seen from Table 2 that semi-supervised EBMs, especially the joint-training EBMs, produce strong results on par with state-of-art generative SSL method [1]. Furthermore, joint-training EBMs outperform pre-training+fine-tuning EBMs by a large margin in this task. Note that some discriminative SSL methods, as listed in the lower block in Table 2 also produce superior results but heavily utilize domain-specific data augmentations, and thus are not directly compared to generative SSL methods.

#### Table 1. Applications of EBMs across different domains: comparison and connection (See text for details).

| Method                          | Image classification | Natural language labeling |
|---------------------------------|----------------------|--------------------------|
|                                 | $x \in \mathbb{R}^{D}$ | $x \in \bigcup_{i} \mathcal{V}^{i}$ |
| Joint-training EBMs             | $u_{\theta}(x)$      | $u_{\theta}(x)$          |
| $\theta_{\text{supervised}}$    | $u_{\theta}(x)$      | $u_{\theta}(x)$          |
| $\theta_{\text{pre-training}}$  | $u_{\theta}(x)$      | $u_{\theta}(x)$          |
| $\theta_{\text{fine-tuning}}$   | $u_{\theta}(x)$      | $u_{\theta}(x)$          |

#### Table 2. SSL for image classification over CIFAR-10 with 4,000 labeled.

| Methods                          | Observation | Label | Pre-training $u_{\theta}(x)$ | Joint-training $u_{\theta}(x)$ |
|----------------------------------|-------------|-------|------------------------------|------------------------------|
| Sobolev-GAN [29, 15]             | continuous  | $y \in \{1, 2, \ldots, K\}$   | $\log p_{\theta}(x)$         | $\log p_{\theta}(x)$         |
| Ladder network [31]              | fixed       | $y \in \{1, 2, \ldots, K\}$   | $\log p_{\theta}(x)$         | $\log p_{\theta}(x)$         |
| Improved-GAN [32]                |            | $y \in \{1, 2, \ldots, K\}$   | $\log p_{\theta}(x)$         | $\log p_{\theta}(x)$         |
| BadGAN [33]                      |            | $y \in \{1, 2, \ldots, K\}$   | $\log p_{\theta}(x)$         | $\log p_{\theta}(x)$         |
| VAT small [1]                    |             | $y \in \{1, 2, \ldots, K\}$   | $\log p_{\theta}(x)$         | $\log p_{\theta}(x)$         |
| Temporal Ensembling [2]          |             | $y \in \{1, 2, \ldots, K\}$   | $\log p_{\theta}(x)$         | $\log p_{\theta}(x)$         |
| Mean Teacher [3]                 |             | $y \in \{1, 2, \ldots, K\}$   | $\log p_{\theta}(x)$         | $\log p_{\theta}(x)$         |

4As discussed in [11], Bad-GANs could hardly be classified as a generative SSL method.
Second, we experiment with CIFAR-10 and SVHN, and examine the effects of varying amount of labels. We sample varying proportions of labels as labeled training data and use the remaining as unlabeled training data (i.e., we do not add external unlabeled data). From the plot of error rates w.r.t. labeling proportions in Fig. 1, we can see how many labels can be reduced by using joint-training EBMs. The joint-training EBMs obtain 11.14% on CIFAR-10 and 3.95% on SVHN using only 50% labels, which is marginally better than 11.49% and 4.04% obtained by the supervised baseline using 100% labels. This indicates that we can reduce 50% of labels without losing performance on these two tasks. Additionally, it is interesting to observe that in the case of using 100% labels, the joint-training EBMs outperform the supervised baseline with 13.9% and 14.6% reductions in error rates. This is because the generative loss \( p_\theta(x) \) provides regularization for the pure discriminative loss \( p_\theta(y|x) \), as discussed in [35].

### 4.2. SSL for Natural Language Labeling

In this experiment, we evaluate different methods for natural language labeling, through three tasks - POS tagging, chunking and NER. The following benchmark datasets are used - PTB POS tagging, CoNLL-2000 chunking and CoNLL-2003 English NER, as in [29]. We sample varying proportions of labels as labeled training data and use the Google one-billion-word dataset [36] as the large pool of unlabeled sentences. In [15], joint-training EBM based experiments are conducted, using the labeling proportions of 10% and 100% with “U/L” (the ratio between the amount of unlabeled and labeled) of 50. In this paper, a larger scale of experiments are conducted, covering the labeling proportions of 2%, 10% and 100% with “U/L” of 50, 250 and 500 for three tasks, which consist of 27 settings. We use the network architectures in [15]. After some empirical search, we fix hyper-parameters (tuned separately for different methods), which are used for all the 27 settings.

From the comparison results in Table 3 and 4, the main observations are as follows. 1) The joint-training EBMs outperform the supervised baseline in 25 out of the 27 settings. Since we perform one run for each setting, this may indicate 2 outliers. 2) For a fixed labeling size (as given by the labeling proportion), increasing “U/L” makes joint-training EBMs performing better, except one outlier. 3) The effect of increasing the labeling size on the improvement of the joint-training EBMs over the supervised baseline with a fixed “U/L” is mixed. For POS/chunking/NER, the largest improvements are achieved under 2%/10%/100% labeled, respectively. It seems that the working point where an SSL method brings the largest improvement over the supervised baseline is task dependent. If the working point is indicated by the performance of the supervised baseline, then the SSL method brings the largest effect when the performance of the supervised baseline is moderate, neither too low nor already high. 4) Joint-training EBMs outperform pre-training EBMs in 23 out of the 27 settings marginally but nearly consistently. A possible intuition is that pre-training is not aware of the labels of interest and thus weakened for representation learning [37]. 5) It seems that the degrees of improvements of the joint-training EBMs over the pre-training EBMs are not affected by the labeling size and “U/L”.

### 5. CONCLUSION

This paper focuses on pushing forward domain-agnostic semi-supervised learning, particularly via energy-based generative models, and makes two contributions. First, we explore pre-training via EBMs for SSL and compare it to joint-training. Second, a suite of experiments are conducted over domains of image classification and natural language labeling to give a realistic whole picture of the performances of EBMs based SSL methods. It is found that joint-training EBMs outperform pre-training EBMs marginally but nearly consistently. We hope the results presented here make a useful step towards developing domain-agnostic SSL methods.
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