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ABSTRACT

Mobile crowdsensing has gained significant attention in recent years and has become a critical paradigm for emerging Internet of Things applications. The sensing devices continuously generate a significant quantity of data, which provide tremendous opportunities to develop innovative intelligent applications. To utilize these data to train machine learning models while not compromising user privacy, federated learning has become a promising solution. However, there is little understanding of whether federated learning algorithms are guaranteed to converge. We reconsider model averaging in federated learning and formulate it as a gradient-based method with biased gradients. This novel perspective assists analysis of its convergence rate and provides a new direction for more acceleration. We prove for the first time that the federated averaging algorithm is guaranteed to converge for non-convex problems, without imposing additional assumptions. We further propose a novel accelerated federated learning algorithm and provide a convergence guarantee. Simulated federated learning experiments are conducted to train deep neural networks on benchmark datasets, and experimental results show that our proposed method converges faster than previous approaches.
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1 INTRODUCTION

Mobile crowdsensing is a new paradigm of sensing by taking advantage of the power of various mobile devices, which are penetrating most aspects of modern life and also continuously generate a large amount of data. As new high-speed 5G networks arrive to handle their traffic, the number of connected smart devices is expected to grow further over the next five years [42]. It is desirable to utilize these data to improve model performance and maximize the user experience. Traditional distributed optimization methods are able to train models when all datasets are stored in the cluster [8]. However, the increasing awareness of user privacy and data security issues prevents storing and training a model on a centralized server [35]. It therefore becomes a major challenge to train a model with massive distributed and heterogeneous datasets without compromising user privacy.

Federated learning [12, 24, 35] is a promising solution for machine learning model training using crowdsensing data without compromising user privacy. It has been widely applied for mobile keyboard prediction [9], private language models [25], and financial-client classification [7]. As shown in Figure 1, the data from each client are never uploaded to the server during the optimization period. Instead, each client conducts updates locally for several iterations and sends the updated model back to the server. At each iteration, the server only has access to a small fraction of the active clients and broadcasts model \( w_t \). (2) After receiving model from Server, Active clients conduct the update locally and send the updated model (e.g., \( w_{t+1}^f \) and \( w_{t+1}^d \) in the figure) back to Server. 3) Server updates the model \( w_{t+1} \). Steps 1-3 are repeated until convergence.

Figure 1: Federated learning procedure: (1) Server selects a set of Active clients and broadcasts model \( w_t \). (2) After receiving model from Server, Active clients conduct the update locally and send the updated model (e.g., \( w_{t+1}^f \) and \( w_{t+1}^d \) in the figure) back to Server. 3) Server updates the model \( w_{t+1} \). Steps 1-3 are repeated until convergence.
Synchronous and asynchronous gradient-based methods have already been proven to converge to critical points for non-convex problems [18, 20, 29]. To reduce communication overhead, local stochastic gradient descent (local SGD) is studied in the field of distributed optimization for clusters [21, 33, 38]. In [21], the authors showed that local SGD converges faster than mini-batch gradient descent with fewer communications. [33, 38, 41] investigated the convergence of local SGD and proved that it is guaranteed to converge for strongly convex or non-convex problems. This novel perspective helps the analysis of its convergence rate and motivates a new accelerated method. Our main contributions in this paper are summarized as follows:

- We investigate the model averaging step of the FedAvg algorithm [24] and derive the first convergence proof for non-convex problems;
- A novel algorithm is proposed to accelerate federated optimization, and it also provides a convergence analysis for non-convex problems;
- We perform simulated federated learning experiments with training deep neural networks, and the empirical results show that the proposed method converges faster than previous approaches.

2 RELATED WORKS

Distribution Learning. When a dataset \( \mathcal{P} \) of \( n \) samples is centrally stored and partitioned across all workers \( \{ \mathcal{P}_1, \mathcal{P}_2, \ldots, \mathcal{P}_K \} \), we use distributed optimization methods to train machine learning models. \( \mathcal{P}_k \) represents the set of data indices on worker \( k \), and we let \( |\mathcal{P}_k| = n_k \) and \( n = \sum_{k=1}^K n_k \). The target of distributed learning is to minimize a weighted finite-sum loss of all clients as follows:

\[
\min_{w \in \mathbb{R}^d} \left\{ \sum_{k=1}^K \frac{n_k}{n} f_k(w) \right\}, \tag{1}
\]

where \( f(w) \) and \( f_k(w) \) are non-convex problems. \( f_k(w) \) denotes a subset of loss on client \( k \) and \( f_k(w) := \mathbb{E}_{\xi \in \mathcal{P}_k} [f_i(w, \xi)] \), where \( \xi \) is a sampled data from \( \mathcal{P}_k \). If the dataset is randomly partitioned and \( n_k = n/K \), \( f(w) \) can also be represented as \( \frac{1}{K} \sum_{k=1}^K f_k(w) \).

Distributed mini-batch gradient methods have been used widely to train deep neural networks [6, 8, 37]. At each iteration, gradients are computed on clients and aggregated on the server. However, this method suffers severely from network delays and bandwidth limits. To overcome the communication bottleneck, [21, 39] allowed workers to perform local updates for a while and average local models on the server periodically. In [33], the authors analyzed the convergence of local SGD for convex problems. Recently, [34, 38, 41] applied local SGD to non-convex problems and proved that it guarantees convergence as well. However, local SGD requires averaging local models from all clients, which is not realistic for federated learning.

Federated Learning. Instead of training machine learning models with centrally stored data, as with distributed learning, federated learning seeks to perform large-scale learning on a massive number of distributed mobile devices with heterogeneous data [24, 32]. We summarize the differences between distributed and federated learning in Table 1. There are two challenges in federated learning: (i) the datasets are massive, distributed, and heterogeneous, so that \( K \) is extremely large and \( n_k \) is highly unbalanced in problem (1); (ii) communications between server and clients are highly unstable, so that only a small fraction of clients are active within one iteration. To improve federated learning empirically, [15] investigated reducing the uplink (clients \( \rightarrow \) server) communication cost through message compression. Later, [4] proposed to reduce the downlink (server \( \rightarrow \) clients) communication cost by training smaller sub-models. However, few studies have analyzed the convergence of federated learning methods. [19] analyzed the convergence of federated averaging algorithm for convex problems. Recently, [31] proved that federated learning is guaranteed to converge for non-convex problems. However, the authors considered a different federated learning algorithm, imposing a new regularization and considered unrealistic assumptions, such as strongly convex subproblems and bounded dissimilarity of local data.

3 FEDERATED AVERAGING ALGORITHM

We first briefly introduce the Federated Averaging algorithm (FedAvg) proposed in [24]. We then reformulate the model averaging in FedAvg as a gradient-based method and prove that it is guaranteed to converge to critical solutions for non-convex problems.

3.1 Algorithm Description

According to the setting of federated learning, we assume there is one server and \( K \) clients, where \( K \) is a large value. Algorithm 1 summarizes the procedures of FedAvg on the server. At iteration \( t \), the server is connected with a set of active clients \( \mathcal{S}_t \) with the size \( M \), where \( M \ll K \). After broadcasting model \( w_t \) to active clients \( \mathcal{S}_t \), the server waits until receiving updated model \( w_{k+1}^t \) through Algorithm 2 from \( \mathcal{S}_t \). Finally, model \( w_t \) is updated on the server via model averaging:

\[
w_{t+1}^k = \frac{\sum_{k=1}^K n_k}{n} w_{t+1}^k = \sum_{k \in \mathcal{S}_t} \frac{n_k}{n} w_{t+1}^k + \sum_{k \notin \mathcal{S}_t} \frac{n_k}{n} w_t. \tag{2}
\]

Note that \( w_{t+1}^k \) is averaging local updated models from all clients in (2) by setting \( w_{t+1}^k = w_t \) for any \( k \notin \mathcal{S}_t \), which is consistent with the

| Table 1: Comparisons of settings between federated learning and normal distributed learning. IID denotes independent and identically distributed. |
|----------------------------------|------------------|-----------------|
| **Data**                        | Distributed      | Federated       |
|                                 | IID              | Non-IID         |
| **Communication**               | Centralized cluster | Stable          |
|                                 | Balanced         | Unbalanced      |
|                                 | Limited          | Limited         |
Algorithm 1 Federated Averaging Algorithm [Server]

Initialize: \( w_0 \)
1: for \( t = 0, 1, \ldots, T - 1 \) do
2: \( S_t = \) a randomly sampled set of \( M \) clients \( (M \ll K) \);
3: for each client \( k \in S_t \) in parallel do
4: \( \text{Send } w_t \text{ to client } k; \)
5: Receive \( w_{t+1} \) from client \( k \) via Algorithm 2;
6: end for
7: \( w_{t+1} = w_t \) for any \( k \not\in S_t; \)
8: Update \( w_{t+1} = \sum_{k=1}^{K} \frac{\eta}{n} w_{t+1} \).
9: end for

Algorithm 2 Federated Averaging Algorithm [Client \( k \)]

1: receive \( w_t \) from the server;
2: Initialize \( w_{0,0} = w_t \);
3: for \( h = 0, 1, \cdots, H_t - 1 \) do
4: Select sample \( \xi \) randomly from \( \mathcal{P}_k \);
5: Update \( w_{h+1} = w_{h,1} = w_{h} - \gamma \nabla f_k(w_{h}) \);
6: end for
7: Set \( w_h = w_{H_t} \);
8: Send \( w_h \) back to the server.

FedAvg algorithm in the original paper [24]. The right term in (2) enforces that \( w_{t+1} \) stay close to the current server model \( w_t \) if \( M \ll K \). In [31], the authors updated the server model using local models from only active clients through \( w_{t+1} = \frac{1}{K} \sum_{k \in S_t} w_{t+1} \).

Because of this step, they have to impose new regularization on local subproblems and bring in an additional assumption about data distributions for convergence analysis.

Algorithm 2 describes the local solver on clients. After receiving model \( w_t \) from the server, client \( k \) applies SGD locally and updates \( w_h \) iteratively for \( H_t \) iterations. Finally, it sends the updated local model \( w_{t+1} \) back to the server. The local solver can also be any gradient-based method, such as Momentum, RMSProp [10], Adam [14] or AdamW [22]. We only consider SGD in this paper, for simplicity.

3.2 Model Averaging Is a Gradient-Based Method with Biased Gradients

Clients in federated learning are mobile devices, and the server is a cluster and able to do more computations not limited to model averaging. In this paper, we reconsider the model averaging at Line 8 in Algorithm 1, and formulate it as an update of gradient-based methods as follows:

\[
\begin{align*}
\text{Algorithm 1:} \quad w_{t+1} &= w_t - g_t, \quad \text{where } g_t = \sum_{k=1}^{K} \frac{n_k}{n} \left( w_t - w_{t+1} \right) \tag{3}
\end{align*}
\]

\( g_t \) denotes a biased gradient on the server at iteration \( t \), because \( \mathbb{E}_{S_t} |g_t| \neq \nabla f(w_t) \). Equations (2) and (3) are equivalent. Given that \( w_{t+1} = w_{t} \) for any \( k \not\in S_t \), we can also rewrite \( g_t = \sum_{k \in S_t} \frac{n_k}{n} \sum_{k=1}^{H_t} \nabla f_k(w_{t+1}) \) in (3) using gradients computed on clients in Algorithm 2. To generalize (3), we set a constant learning rate \( \eta \in \left[ 1, \frac{K}{M} \right] \) and obtain the following update function in the server:

\[
\begin{align*}
w_{t+1} &= w_t - \eta \sum_{k \in S_t} \frac{n_k}{n} \sum_{h=0}^{H_t} \nabla f_k(w_{t+1}^h). 
\end{align*}
\]

If \( \eta = 1 \), it is equivalent to (3). By rewriting model averaging as a gradient-based method, we can easily utilize existing theoretical analysis and many improved algorithms of gradient-based methods.

In the following context, we provide the convergence analysis of FedAvg for non-convex problems, and propose a novel accelerated federated learning algorithm.

3.3 Convergence Analysis

To prove the convergence rate of FedAvg, we assume that two widely used assumptions [3], Bounded Variance and Lipschitz Continuous Gradient, are satisfied throughout this paper.

**Assumption 1 (Bounded Variance).** We assume that the variance of stochastic gradient on local clients is upper bounded, so that for any \( w \in \mathbb{R}^d \) and \( k \in \{1, \ldots, K\} \), it is satisfied that:

\[
\mathbb{E}_{x \sim P_k} \| \nabla f_k(w, \xi) - \nabla f_k(w) \|^2_2 \leq \sigma^2.
\]

**Assumption 2 (Lipschitz Continuous Gradient).** The gradients of \( f \) and \( f_k \) are Lipschitz continuous with a constant \( L > 0 \), so that for any \( w, v \in \mathbb{R}^d \) and \( k \in \{1, \ldots, K\} \), it is satisfied that:

\[
\| \nabla f_k(w) - \nabla f_k(v) \|_2 \leq L \| w - v \|_2 .
\]

Under Assumptions 1 and 2, we can prove the upper bound of FedAvg at each iteration.

**Lemma 3.1.** Under Assumptions 1 and 2, the update of \( w_t \) on the server at each iteration is upper bounded as follows:

\[
\begin{align*}
\mathbb{E}_{\xi, k} f(w_{t+1}) &\leq f(w_t) - \frac{M H_t \eta}{2 K} \| \nabla f(w_t) \|_2^2 \\
&+ \left( \frac{M L H_t \eta^2 \gamma^2}{2 K} + \frac{M L H_t \eta^2 \gamma^2}{2 K} \right) \sigma^2 - \frac{M \eta \gamma}{2 K} - \frac{M L^2 H_t \eta^2 \gamma^2}{2 K} \sum_{K=0}^{H_t} \sum_{k=1}^{K} \eta_k \mathbb{E}_{\xi, k} \| \nabla f_k(w_{t+1}^h) \|_2^2. 
\end{align*}
\]

**Proof.** According to Assumption 2, it holds that:

\[
\begin{align*}
\mathbb{E}_{\xi, k} f(w_{t+1}) &\leq f(w_t) + \mathbb{E}_{\xi} \langle \nabla f(w_t), w_{t+1} - w_t \rangle \\
&+ \frac{L}{2} \mathbb{E}_{\xi} \| w_{t+1} - w_t \|_2^2.
\end{align*}
\]
Taking an expectation over samples on the inequality above, we have:

\[
\mathbb{E}_\xi f(w_{t+1}) \\
\leq f(w_t) + \mathbb{E}_\xi \langle \nabla f(w_t), w_{t+1} - w_t \rangle + \frac{L}{2} \mathbb{E}_\xi \|w_{t+1} - w_t\|_2^2 \\
\leq f(w_t) - \mathbb{E}_\xi \left\langle \nabla f(w_t), \eta_{\gamma}\eta_{\bar{\gamma}} \sum_{k \in S_t} \frac{n_k}{n} \sum_{h=0}^{H_t-1} \nabla f_k(w_{t,h}^k, \xi) \right\rangle \\
+ \frac{L}{2} \mathbb{E}_\xi \left\| \eta_{\gamma} \sum_{k \in S_t} \frac{n_k}{n} \sum_{h=0}^{H_t-1} \nabla f_k(w_{t,h}^k, \xi) \right\|_2^2 \\
= f(w_t) - \mathbb{E}_\xi \left\langle \nabla f(w_t), \eta_{\gamma}\eta_{\bar{\gamma}} \sum_{k \in S_t} \frac{n_k}{n} \sum_{h=0}^{H_t-1} \nabla f_k(w_{t,h}^k, \xi) \right\rangle \\
+ \frac{L}{2} \mathbb{E}_\xi \left\| \eta_{\gamma} \sum_{k \in S_t} \frac{n_k}{n} \sum_{h=0}^{H_t-1} \nabla f_k(w_{t,h}^k, \xi) \right\|_2^2, (5)
\]

where the inequality follows from \(\mathbb{E}_\xi \langle \nabla f_k(w_t, \xi) \rangle = \nabla f_k(w_t)\). Because all the clients are selected randomly with a uniform distribution, we take expectation over clients and have:

\[
\mathbb{E}_{\xi,k} f(w_{t+1}) \\
\leq f(w_t) - \frac{M\eta_{\gamma}}{K} \sum_{h=0}^{H_t-1} \sum_{k \in S_t} \frac{n_k}{n} \mathbb{E}_{\xi,k} \left\langle \nabla f_k(w_t), \nabla f_k(w_{t,h}^k) \right\rangle \\
+ \frac{M\eta_{\gamma}^2}{2K} \sum_{k \in S_t} \frac{n_k}{n} \mathbb{E}_{\xi,k} \left\| \nabla f_k(w_{t,h}^k, \xi) \right\|_2^2 \\
\leq f(w_t) - \frac{M\eta_{\gamma}}{K} \sum_{h=0}^{H_t-1} \sum_{k \in S_t} \frac{n_k}{n} \mathbb{E}_{\xi,k} \left\langle \nabla f_k(w_t), \nabla f_k(w_{t,h}^k) \right\rangle \\
+ \frac{M\eta_{\gamma}^2}{2K} \sum_{k \in S_t} \frac{n_k}{n} \mathbb{E}_{\xi,k} \left\| \nabla f_k(w_{t,h}^k, \xi) \right\|_2^2 \\
= f(w_t) - \frac{M\eta_{\gamma}}{K} \sum_{h=0}^{H_t-1} \sum_{k \in S_t} \frac{n_k}{n} \mathbb{E}_{\xi,k} \left\langle \nabla f_k(w_t), \nabla f_k(w_{t,h}^k) \right\rangle \\
+ \frac{M\eta_{\gamma}^2}{2K} \sum_{k \in S_t} \frac{n_k}{n} \mathbb{E}_{\xi,k} \left\| \nabla f_k(w_{t,h}^k, \xi) \right\|_2^2, (6)
\]

where the first inequality follows from \(\mathbb{E}_{k} \sum_{k \in S_t} \frac{n_k}{n} \nabla f_k(w_{t,h}^k) = \frac{M}{K} \sum_{h=0}^{H_t-1} \frac{n_k}{n} \nabla f_k(w_{t,h}^k)\) and \(\frac{M}{K} \sum_{h=0}^{H_t-1} \frac{n_k}{n} \nabla f_k(w_{t,h}^k) = \nabla f(w_t)\), the second inequality follows from Jensen’s inequality, and the last equality follows from \(\langle a, b \rangle = \frac{1}{2} (\|a\|_2^2 + \|b\|_2^2 - \|a - b\|_2^2)\). We prove the upper bound of \(Q_1\) as follows:

\[
Q_1 = \mathbb{E}_{\xi,k} \| \nabla f_k(w_t) - \nabla f_k(w_{t,h}^k) \|_2^2 \\
\leq L^2 \mathbb{E}_{\xi,k} \left\| \sum_{j=0}^{h-1} (w_{t,j+1}^k - w_{t,j}^k) \right\|_2^2 \\
= L^2 \mathbb{E}_{\xi,k} \left\| \sum_{j=0}^{h-1} \nabla f_k(w_{t,j+1}^k, \xi) - \nabla f_k(w_{t,j}^k) + \nabla f_k(w_{t,j}^k) \right\|_2^2 \\
= L^2 \mathbb{E}_{\xi,k} \left\| \sum_{j=0}^{h-1} \nabla f_k(w_{t,j}^k, \xi) - \nabla f_k(w_{t,j}^k) \right\|_2^2, (7)
\]

where the first inequality follows from Assumption 2 and \(w_t = w_{t,0}\), the second inequality follows from \(\|z_1 + \cdots + z_n\|_2^2 \leq n\|z_1\|_2^2 + \cdots + n\|z_n\|_2^2 \) for any \(z_1, \ldots, z_n\) and \(\mathbb{E}\|z_1 + \cdots + z_n\|_2^2 \leq \mathbb{E} \left\| z_1 \right\|_2^2 + \cdots + \|z_n\|_2^2 \) for any random variable \(z_1, \ldots, z_n\) with mean 0. The last inequality follows from Assumption 1. Summing the inequality above from \(h = 0\) to \(H_t - 1\), we know that:

\[
\sum_{h=0}^{H_t-1} Q_1 \leq L^2 H_t^2 \sigma^2 + L^2 H_t^2 \sum_{h=0}^{H_t-1} \mathbb{E}_{\xi,k} \| \nabla f_k(w_{t,h}^k) \|_2^2.
\]

To get the upper bound of \(Q_2\), we have:

\[
Q_2 = \mathbb{E}_{\xi,k} \left\| \sum_{h=0}^{H_t-1} \left( \nabla f_k(w_{t,h}^k, \xi) - \nabla f_k(w_{t,h}^k) + \nabla f_k(w_{t,h}^k) \right) \right\|_2^2 \\
= \mathbb{E}_{\xi,k} \left\| \sum_{h=0}^{H_t-1} \nabla f_k(w_{t,h}^k, \xi) - \nabla f_k(w_{t,h}^k) \right\|_2^2 \\
+ \mathbb{E}_{\xi,k} \left\| \sum_{h=0}^{H_t-1} \nabla f_k(w_{t,h}^k) \right\|_2^2 \\
\leq H_t \sigma^2 + H_t \sum_{h=0}^{H_t-1} \mathbb{E}_{\xi,k} \| \nabla f_k(w_{t,h}^k) \|_2^2, (7)
\]

where the second equality follows from \(\mathbb{E}_\xi \left\langle \nabla f_k(w_{t,h}^k, \xi) \right\rangle = \nabla f_k(w_{t,h}^k)\) and the inequality is from Assumption 1. Inputting \(Q_1\) and \(Q_2\) into inequality (6), we complete the proof.

From Lemma 3.1, we can ensure the convergence of \(f\) at each iteration as long as \(\gamma_t\) is properly selected and \(1 - L^2 H_t^2 \gamma_t^2 - LH_t \eta_{\gamma} \geq 0\). According to Lemma 3.1, we can prove the convergence of FedAvg for non-convex problems as follows.

**Theorem 3.2.** Assume that Assumptions 1 and 2 hold. We let local iteration \(H_t = H, \eta_t \in [1, \frac{1}{L}]\), and stepsize sequence \(\{\gamma_t\}\) satisfies \(\gamma_t \leq \min \left\{ \frac{1}{2L^2H_t}, \frac{1}{4L^2H_t} \right\} \) for all \(t \in \{0, \ldots, T - 1\}\). In addition, we
We can also obtain the convergence rate of FedAvg if we let $\gamma$ constant. The two requirements in (8) can be easily satisfied if we let $\gamma$. Following [3], let $\Gamma_T = \sum_{t=0}^{T-1} \gamma_t$ and $f_{\text{inf}} \leq f(w_T)$, we have:

$$\min_{t \in \{0, \ldots, T-1\}} \frac{\|\nabla f(w_t)\|^2_2}{\eta_{t+1}} \leq \frac{2K(f(w_0) - f_{\text{inf}})}{\eta \lambda H T^2} + \frac{L \sigma^2 (2\eta + 1) \sum_{t=0}^{T-1} \gamma_t^2}{2 \Gamma_T}.$$

Taking expectation of inequality (4), it holds that:

$$\mathbb{E}_{\xi, k} f(w_{t+1}) \leq \mathbb{E}_{\xi, k} f(w_t) - \frac{M H \eta \gamma T}{2} \mathbb{E}_{\xi, k} \|\nabla f(w_t)\|^2_2 + \frac{M H L H \gamma^2 2^2}{4} (2\eta^2 + \eta).$$

Supposing $H_t = H$, rearranging the inequality above, and summing it up from $t = 0$ to $T - 1$, we have:

$$\sum_{t=0}^{T-1} \gamma_t \mathbb{E}_{\xi, k} \|\nabla f(w_t)\|^2_2 \leq \frac{2K f(w_0) - f(w_T)}{\eta \lambda H} + \frac{L \sigma^2 (2\eta + 1) \sum_{t=0}^{T-1} \gamma_t^2}{2 \Gamma_T}.$$

We complete the proof.

**Corollary 3.3.** Following Theorem 3.2, we can prove that Algorithm 1 is guaranteed to converge to critical points for the non-convex problem $\lim_{T \to \infty} \min_{t \in \{0, \ldots, T-1\}} \|\nabla f(w_t)\|^2_2 = 0$, as long as the decreasing stepsize $\gamma_t$ satisfies:

$$\lim_{T \to \infty} \sum_{t=0}^{T-1} \gamma_t = \infty \quad \text{and} \quad \lim_{T \to \infty} \sum_{t=0}^{T-1} \gamma_t^2 < \infty. \quad (8)$$

The results above follow from the seminal work in [30] and the two requirements in (8) can be easily satisfied if we let $\gamma_t = \frac{1}{\Gamma T}$. We can also obtain the convergence rate of FedAvg if we let $\gamma_t$ be a constant.

**Corollary 3.4.** Following Theorem 3.2, we suppose stepsize $\gamma_t = \gamma$ for all $t \in \{0, \ldots, T-1\}$ and $\eta = 1$. If $\gamma \leq \min \left\{ \frac{4K f(w_0) - f_{\text{inf}}}{3 M H \lambda \sigma^2}, \frac{1}{4 H} \right\}$, it is guaranteed that Algorithm 1 converges as follows:

$$\min_{t \in \{0, \ldots, T-1\}} \|\nabla f(w_t)\|^2_2 \leq \frac{8 L K f(w_0) - f_{\text{inf}}}{M T} + \frac{12 K L \sigma^2 (f(w_0) - f_{\text{inf}})}{M T H}.$$

We have proven that FedAvg is guaranteed to converge to critical points for non-convex problems at $O\left(\sqrt{\frac{T}{T}}\right)$.

This is the first work which confirms the convergence of FedAvg for non-convex problems. It is worthwhile to highlight the generalities of our analysis compared to [31] as follows: i) no data distribution assumption, so that it is satisfied for clients with any data distributions; ii) no constraints on local subproblem, so subproblems can also be non-convex.

## 4 NEW FEDERATED MOMENTUM ALGORITHM

By understanding model averaging as a gradient-based method with biased gradients, we propose a novel accelerated federated momentum algorithm on the server end. We also prove that the proposed method is guaranteed to converge to critical points for non-convex problems.

### 4.1 Algorithm Description

The origin of momentum methods dates back to the 1960’s [27]. Since then, it has achieved the optimal convergence rate for strongly convex smooth optimization [1, 26]. Although admitting a similar convergence rate as SGD for non-convex problems, momentum methods exhibit impressive performance in training deep neural networks [36]. In Section 3, we reformulate model averaging in Algorithm 1 as an update of gradient-based methods. To accelerate the training of federated learning, we propose Federated Momentum algorithm (FedMom) by using Nesterov’s accelerated gradient on the server.

We describe the procedures of FedMom in Algorithm 3. FedMom is similar to FedAvg in selecting clients and receiving updated models at each iteration. However, instead of computing the average of collected models, the server stores a momentum variable and updates the server model following steps 8-9 in Algorithm 3:

$$v_{t+1} = w_t - \eta \sum_{k=1}^{K} \eta_k \left( w_t - w^k_{t+1} \right),$$

$$w_{t+1} = v_{t+1} + \beta (v_{t+1} - v_t).$$

In other words, FedMom performs a simple step like SGD from $w_t$ to $v_{t+1}$ at first. After that, the model moves a little bit further in the direction of the previous point $v_t$. Parameter $\beta$ is selected from $[0, 1]$. In the experiment, we set $\beta = 0.9$ all the time. In the following context, we provide convergence guarantees of FedMom for non-convex problems.

### 4.2 Convergence Analysis

Under Assumptions 1 and 2, we show that FedMom is guaranteed to converge to critical points for non-convex problems.
We also define Federated Momentum (FedMom) \[\text{Server}\]

Following [36], we can prove that:

If we set $v_{t+1} = w_t - \eta \sum_{k=1}^{K} n_k \left( w_t - w_{t,k}^k \right)$;

9. Update $w_{t+1} = v_{t+1} + \beta (v_{t+1} - v_t)$.

for each client $k \in S_t$ in parallel do

4. Send $w_t$ to client $k$;

5. Receive $w_{t,k}^k$ from client $k$ through Algorithm 2;

end for

7. $w_{t+1} = w_t$ for any $k \notin S_t$;

8. Update momentum vector $v$:

$$v_{t+1} = v_t - \eta \sum_{k=1}^{K} n_k \left( w_t - w_{t,k}^k \right);$$

end for

Theorem 4.1. Assume that Assumptions 1 and 2 hold, $H_t = H$ for all $t \in \{0, ..., T - 1\}$. In addition, we assume that loss $f$ has a lower bound $f_{\text{ind}}$ and let $C = \frac{ML_\eta}{6K(1-\beta)} + \frac{ML_\eta^2}{2K(1-\beta)} \sigma^2 + \frac{\beta^2 M^2 L_\eta^2}{2K(1-\beta)^2}.

If we set $\gamma = \min \left\{ \sqrt{f(w_0) - f_{\text{ind}}} \right\}$, the output of Algorithm 3 satisfies that:

$$\min_{t \in \{0, ..., T-1\}} \mathbb{E}_{\xi,k} \| \nabla f(w_t) \|_2^2 \leq \frac{16KL_\eta f(w_0) - f_{\text{ind}}}{TM} + \frac{4KL_\eta^2 (f(w_0) - f_{\text{ind}}) \sqrt{8K}}{(1-\beta)\sqrt{M}} + \frac{8K(1-\beta)}{\sqrt{M}} \sqrt{f(w_0) - f_{\text{ind}}}.$$

Proof. The procedures of FedMom is as follows:

\[\begin{cases} v_{t+1} = w_t - \eta \sum_{k \in S_t} \frac{n_k}{n} \sum_{h=0}^{H-1} \nabla f_k(w_{t,h,k}^k, \xi) \\ w_{t+1} = v_{t+1} + \beta (v_{t+1} - v_t) \end{cases}\]

Defining $w_{t+1} = w_t, g_t = \eta \sum_{k \in S_t} \frac{n_k}{n} \sum_{h=0}^{H-1} \nabla f_k(w_{t,h,k}^k, \xi)$ and $g_{t-1} = 0$, according to (9), we have:

$$w_{t+1} = w_t - g_t + \beta (w_t - g_t - w_{t-1} + g_{t-1}).$$

We also define $p_t$ as follows:

$$p_t = \frac{\beta}{1-\beta} (w_t - w_{t-1} + g_{t-1}).$$

where $p_t = 0$. It also holds that:

$$p_{t+1} = \beta p_t - \frac{\beta^2}{1-\beta} g_t.$$

Following [36], we can prove that:

$$w_{t+1} + p_{t+1} = \frac{1}{1-\beta} w_{t+1} - \frac{\beta}{1-\beta} w_t + \frac{\beta}{1-\beta} g_t$$

$$= \frac{1}{1-\beta} w_t - \frac{1}{1-\beta} g_t - \frac{\beta}{1-\beta} w_{t-1} + \frac{\beta}{1-\beta} g_{t-1}$$

$$= w_t + p_t - \frac{1}{1-\beta} g_{t+1}.$$

Let $z_t = w_t + p_t$, according to Assumption 2 and taking expectation over $\xi$ and $k$, we know that:

$$\mathbb{E}_{\xi,k}[f(z_{t+1})]$$

$$\leq f(z_t) - \frac{M\eta}{K(1-\beta)} \sum_{h=0}^{H-1} \sum_{k=1}^{K} n_k \mathbb{E}_{\xi,k} \left\{ \nabla f_k(z_t), \nabla f_k(w_{t,h,k}^k) \right\}$$

$$+ \frac{ML_\eta^2}{2(1-\beta)^2} \sum_{k=1}^{K} n_k \mathbb{E}_{\xi,k} \left\{ \left\| \nabla f_k(w_{t,h,k}^k, \xi) \right\|_2^2 \right\}$$

$$= f(z_t) - \frac{M\eta}{K(1-\beta)} \sum_{h=0}^{H-1} \sum_{k=1}^{K} n_k \mathbb{E}_{\xi,k} \left\{ \nabla f_k(w_t), \nabla f_k(w_{t,h,k}^k) \right\}$$

$$- \frac{M\eta}{K(1-\beta)} \sum_{h=0}^{H-1} \sum_{k=1}^{K} n_k \mathbb{E}_{\xi,k} \left\{ \nabla f_k(w_t), \nabla f_k(w_{t,h,k}^k) \right\}$$

$$+ \frac{ML_\eta^2}{2(1-\beta)^2} \sum_{k=1}^{K} n_k \mathbb{E}_{\xi,k} \left\{ \left\| \nabla f_k(w_{t,h,k}^k, \xi) \right\|_2^2 \right\}$$

$$\leq f(z_t) + \frac{M\eta}{K(1-\beta)} \sum_{h=0}^{H-1} \sum_{k=1}^{K} n_k \mathbb{E}_{\xi,k} \left\{ \nabla f_k(w_{t,h,k}^k) - \nabla f_k(w_t) \right\}$$

$$+ \frac{1}{4} \left\| \nabla f_k(w_t) \right\|_2^2 - \frac{M\eta}{2K(1-\beta)} \sum_{h=0}^{H-1} \sum_{k=1}^{K} n_k \left\| \nabla f_k(w_t) \right\|_2^2$$

$$+ \mathbb{E}_{\xi,k} \left\| \nabla f_k(w_{t,h,k}^k) \right\|_2^2 - \mathbb{E}_{\xi,k} \left\| \nabla f_k(w_t) - \nabla f_k(w_{t,h,k}^k) \right\|_2^2$$

$$+ \frac{ML_\eta^2}{2(1-\beta)^2} \sum_{k=1}^{K} n_k \mathbb{E}_{\xi,k} \left\{ \left\| \nabla f_k(w_{t,h,k}^k, \xi) \right\|_2^2 \right\},$$

where the inequalities follow from Cauchy’s inequality and technique in the proof of inequalities (5) and (6). We readily get the upper bound of $Q_3$ from inequality (7):

$$Q_3 \leq H\sigma^2 + H \sum_{h=0}^{H-1} \mathbb{E}_{\xi,k} \left\| \nabla f_k(w_{t,h,k}^k) \right\|_2^2.$$
Let $\Lambda_t = \sum_{j=0}^{t-1} \beta^j$, we have:

$$
\mathbb{E}_t, k \Vert pt \Vert_2^2 = \frac{\beta^4 \Lambda_t^4}{(1-\beta)^4} \mathbb{E}_t, k \left( \sum_{j=0}^{t-1} \beta^j \mathbb{E}_t, k, j \right)^2 \\
\leq \frac{\beta^4 \Lambda_t^4}{(1-\beta)^4} \sum_{j=0}^{t-1} \beta^j \mathbb{E}_t, k, j \Vert tr_{t-j} \Vert_2^2
$$

where the inequality is from Jensen’s inequality. We can also obtain the upper bound of $\mathbb{E}_t, k \Vert gt \Vert_2^2$ as follows:

$$
\mathbb{E}_t, k \Vert gt \Vert_2^2 = \mathbb{E}_k \left( \sum_{h=0}^{H-1} \frac{n_k}{n} \sum_{h=0}^{H-1} \nabla f_k(w^k_{t, h}, \xi) \right)^2 \\
\leq \frac{\sigma^2}{K} \sum_{k=1}^{K} \sum_{h=0}^{H-1} \left( \sum_{j=0}^{T-1} \beta^j \mathbb{E}_t, k, j \right)^2 \\
\leq \frac{\sigma^2}{K} \sum_{k=1}^{K} \sum_{h=0}^{H-1} \left( \sum_{j=0}^{T-1} \beta^j \mathbb{E}_t, k, j \right)^2
$$

From $\Lambda_t = \sum_{j=0}^{t-1} \beta^j = \frac{1-\beta^t}{1-\beta}$ and summing inequality (13) from $t = 0$ to $T - 1$, we have:

$$
\sum_{t=0}^{T-1} \mathbb{E}_t, k \Vert pt \Vert_2^2 \\
\leq \frac{\beta^4 \Lambda_t^4}{(1-\beta)^4} \frac{\sigma^2}{K} \left( \sum_{k=1}^{K} \sum_{h=0}^{H-1} \nabla f_k(w^k_{t, h}, \xi) \right)^2
$$

To obtain the upper bound of $Q_4$, we have:

$$
Q_4 \leq L^2 \mathbb{E}_t, k \left( \sum_{j=0}^{h-1} \left( w^k_{t, j+1} - w^k_{t, j} \right) \right)^2 \\
= L^2 \mathbb{E}_t, k \left( \sum_{j=0}^{h-1} \left( \nabla f_k(w^k_{t, j}, \xi) - \nabla f_k(w^k_{t, j}) + \nabla f_k(w^k_{t, j}) \right) \right)^2 \\
\leq hL^2 \sigma^2 + hL^2 \mathbb{E}_t, k \left( \nabla f_k(w^k_{t, h}, \xi) \right)^2
$$

where the first inequality follows from Assumption 2, the second inequality follows from Assumption 1 and $\mathbb{E} \left[ z_1 + \ldots + z_n \right] \leq \mathbb{E} \left[ \left( \| z_1 \|_2^2 + \ldots + \| z_n \|_2^2 \right) \right]$ for any random variable $z_1, \ldots, z_n$ with mean 0. Summing up $Q_4$ from $h = 0$ to $H - 1$, it holds that:

$$
\sum_{h=0}^{H-1} Q_4 \leq H^2 L^2 \sigma^2 + H^2 L^2 \mathbb{E}_t, k \left( \nabla f_k(w^k_{t, h}, \xi) \right)^2
$$

Inputting $Q_3, Q_4$ and $Q_5$ into inequality (12) and summing it up from $t = 0$ to $T - 1$, we have:

$$
\mathbb{E}_t, k \left( f(z_T) \right) \leq f(z_0) - \frac{M \eta y}{4K(1-\beta)} \sum_{t=0}^{T-1} \sum_{k=1}^{K} \frac{n_k}{n} \mathbb{E}_t, k \left( \nabla f_k(w_t) \right)^2
$$

As long as the following inequalities are satisfied:

$$
L^2 H^2 \sigma^2 \leq \frac{1}{4}, \\
L \eta y \frac{1}{1-\beta} \leq \frac{1}{4}, \\
\beta^4 M L^2 H^2 \eta^2 \leq \frac{1}{8},
$$
we have:
\[
\frac{M\eta}{2K(1-\beta)} - \frac{ML^2H\gamma^2}{2K(1-\beta)^2} = \frac{MLH\eta^2y^2}{2K(1-\beta)^2} \leq \frac{\beta^4M^2L^2H^2\eta^3 y^3}{K^2(1-\beta)^5} > 0.
\]

Thus, it follows that:
\[
\mathbb{E}_{\xi,k}[f(y_t)] \leq f(z_0) - \frac{M\eta}{4K(1-\beta)} \sum_{t=0}^{T-1} \mathbb{E}_{\xi,k} \|\nabla f(w_t)\|_2^2 + \frac{THy\eta^2}{4K(1-\beta)} \sigma^2 + \frac{THL^2Hy^2}{2K(1-\beta)^2} \sigma^2 + \frac{\beta^4M^2L^2Hy^2}{2K^2(1-\beta)^5} \sigma^2. \tag{14}
\]

Rearranging inequality (14) and letting \(C = \frac{M\eta}{4K(1-\beta)} \sigma^2 + \frac{ML^2\gamma^2}{2K(1-\beta)^2} \sigma^2 + \frac{\beta^4M^2LHy^2}{2K^2(1-\beta)^5} \sigma^2\), we obtain that:
\[
\min_{t \in \{0, \ldots, T-1\}} \mathbb{E}_{\xi,k} \|\nabla f(w_t)\|_2^2 \leq \frac{4K(1-\beta)(f(w_0) - f_{\text{inf}})}{THy} + \frac{4KC(1-\beta)^2}{M}.
\]

After inputting the upper bound of \(y\) in the above inequality, we complete the proof. \(\square\)

Above we also prove that FedMom is guaranteed to converge to critical points for non-convex problems at \(O\left(\sqrt{T}\right)\). Although FedMom shares the similar convergence rate to FedAvg, we will show in the following context that FedMom works better than FedAvg empirically.

5 EXPERIMENTS

We validate our analysis with simulated federated learning experiments on training deep neural networks. There are two targets: (i) we verify that the stochastic gradient \(g_t\) in (3) is a right direction towards target solution although it is biased; (ii) we demonstrate that our proposed method converges faster. All experiments are performed on a machine with Intel(R) Xeon(R) CPU E5-2650 v4 @ 2.20GHz and 4 TITAN Xp GPUs.

5.1 Implementation Details

Our implementations are based on the LEAF project [5], which is a benchmark for federated learning algorithms. As in Table 2, there are two tasks in the experiment: the digit recognition task on FEMNIST dataset [5] and the character prediction task on Shakespeare dataset [24]. For the digit recognition task, we use LeNet in the experiment [16]; for the task of character prediction, we train a character-level LSTM language model, which is 1-layer LSTM with 256 nodes [13]. To simulate the setting of federated learning, we set \(M = 2\) in all experiments, such that only two clients communicate with the server at each iteration. We let \(\eta = \frac{\delta}{\sqrt{t}}\) for two datasets; \([\delta]\) represents the number of mini-batches in each epoch with batch size \(B = 10\). For FedMom algorithm, we let \(\beta = 0.9\) in all experiments.

5.2 Direction of Biased Gradient

We train neural networks using the FedAvg algorithm and visualize in Figure 3 the variations of \(\mathbb{E}_{\xi}[g_t, w_t - w^*]\) during the course of optimization. Positive values denote that \(g_t\) is heading towards the
5.3 Investigating FedAvg and FedSGD

In this section, we investigate why FedAvg converges faster than FedSGD empirically. We compare these two methods by training digit recognition task on FEMNIST dataset. In Figure 4, we visualize the difference of \(\mathbb{E}_{S_i}\langle g_t^{\text{FedAvg}}, w_t - w^*\rangle\) and \(\mathbb{E}_{S_i}\langle g_t^{\text{FedSGD}}, w_t - w^*\rangle\) during the course of optimization. In the leftmost figure, we can observe that the “inner product” of FedAvg is larger than FedSGD all the time. At the same time, FedAvg converges faster than FedSGD regarding the training loss and testing accuracy. Experimental results indicate that FedAvg is moving towards a better direction to the target point than FedSGD.

5.4 Convergence Comparison

We compare the convergence of FedSGD, FedAvg and FedMom, with results visualized in Figure 5. There are two observations: (i) we know that FedAvg always converges faster than FedSGD by a large margin; (ii) FedMom converges faster than FedAvg given similar step size \(\gamma\) in all experiments.

In Figure 6, we evaluate the proposed method by varying the step size \(\gamma\) and local iterations \(H\) on FEMNIST dataset. In the left figure, FedMom is always works better than FedAvg when we select a similar step size \(\gamma\). Besides, it is clear that FedMom is more robust to the selection of step size \(\gamma\). However, the performance of FedAvg with smaller \(\gamma\) drops severely. When varying \(H\), we observe similar results that FedMom performs more robust than FedAvg. Thus,
FedMom is a more practical method because it is easier to tune step size $\gamma$ and iterations $H$ than the compared methods.

6 CONCLUSIONS
We have investigated model averaging in the federated averaging algorithm, and have reformulated it as a gradient-based method with biased gradients. As a result, we derived the first convergence proof of the federated averaging algorithm for nonconvex problems. Based on our new perspective, we propose a novel federated momentum algorithm (FedMom) and prove that it is guaranteed to converge to critical solutions for non-convex problems. In the experiments, we compare FedMom with FedAvg and FedSGD by conducting simulated federated learning experiments on the digit recognition task and the character prediction task. Experimental results demonstrate that the proposed FedMom converges faster than the compared methods on both tasks and is easier to tune parameters as well. More important, our research results open up new research directions for federated learning.
