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ABSTRACT
Efficient optimization of resources is paramount to success in many problems faced today. In the field of operational research the efficient scheduling of employees; packing of vans; routing of vehicles; logistics of airlines and transport of materials can be the difference between emission reduction or excess, profits or losses and feasibility or unworkable solutions. The video game Factorio, by Wube Software, has a myriad of problems which are analogous to such real-world problems, and is a useful simulator for developing solutions for these problems. In this paper we define the logistic transport belt problem and define mathematical integer programming model of it. We developed an interface to allow optimizers in any programming language to interact with Factorio, and we provide an initial benchmark of logistic transport belt problems. We present results for Simulated Annealing, quick Genetic Programming and Evolutionary Reinforcement Learning, three different meta-heuristic techniques to optimize this novel problem.
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1 INTRODUCTION
Factorio is a video game produced by Wube software\(^1\), which was fully released in August 2020. The premise of Factorio is an engineer who crash-lands into an alien planet, and must use their engineering expertise to accumulate resources, automate production and launch a rocket to escape the planet, all while avoiding the aliens defending their world from the pollution created by the engineers machinery. Games represent a wide variety of challenging and interesting problems designed to engage human intelligence. As such, games provide a rich test bed for Artificial Intelligence. Yannakakis and Togelius [38] structure the application of AI in games into three categories: 1) AI for game playing; 2) AI for content generation; and 3) AI for player modelling. Of particular interest to this work are the first two categories on which we shall focus from here on. Of particular interest to this work are the first two categories on which we shall focus from here on.

In AI for Game Playing, artificial agents learn to interact with a game, observing the state of play and taking actions in an attempt to maximize one or more objectives. In general the objective of an artificial game-player may be to win the game (e.g. maximize game score or length of play) or to define behavior of a Non-Player Character (NPC) in the game such that the game experience is more engaging for a human player. Game playing is the oldest and likely the most common application of AI in games, and a wide array of literature exists on the subject. Some recent and well-known examples include artificial soccer players in RoboCup [4], mastering the board game Go with Artificial Neural Networks [34], and playing classic Atari games at a level comparable to human players [28]. Artificial game playing agents have many practical applications, from discovering bugs in computer games or other interactive software [10], to autonomous robotics [12].

Procedural Content Generation (PCG) refers to the use of AI to create game content automatically, with minimal human input. Game content may include environments, difficulty levels, rules, or characters. There are many compelling reasons to employ PCG. When game design is automated, one could imagine building a game that never ends, with PCG continuously creating new content. PCG could also support games tailored to individual players, with the goal of improving the entertainment value and/or educational value of a game [3]. In short, PCG extends the creativity of human game designers and can therefore be used to study computational creativity more generally, see, e.g., [29].

Factorio provides a breadth of opportunities for AI Game Playing and PCG that directly transfer to real-world problem solving scenarios. To simplify the complex mass of problems facing the player, herein mentioned problems include the maximization of the players research progress; the efficient usage of resources, space, the minimization of pollution, and more. In particular, the link between Operational Research (OR) and environmental issues is of a potential use of Factorio [6]. Factorio is essentially an open-ended collection of operational research and optimization problems.

\(^1\)https://factorio.com/
Much like an ecology, Factorio can be thought of as a large set of varied interlinking problems and solutions, where the key to success is often balancing between solving these problems. For example, focusing solely on production will likely increase the pollution output, causing a game failure.

In this paper, we provide an overview of some such problems and provide an interface by which users can connect external problem solvers to Factorio. As an example of this interface we tackle a small but common set of problems: the logistic belt problems. Belts transport raw resources and manufactured goods between collection points, machinery and storage. With hundreds of items in the game which can be delivered this way, often requiring multiple belts dedicated to each item, this is both a complex and common problem facing players. Additionally, there are different types of belts, each with different potential speeds. The purpose of these belts is to deliver goods, but also to meet specific criteria: the correct ratio of items output by the solution; materials reaching the correct end destinations; belts avoiding obstacles; and minimizing the number of belts used in a solution.

In this paper we solve several logistic belt problems of varying grid sizes and number of obstacles, by employing various meta-heuristics through the interface to test the generated solutions within Factorio itself. Solving problems which are analogies for real-world problems is beneficial ...

2 RELATED WORK

There are several works in other fields which mention Factorio: virtual economy analysis [27], video game learning and community building [23], and a consideration of the capitalistic and production-obsessed players of Factorio in [24]. In a poster by Duhan et al [13] the concept of creating a reinforcement learning based engine to play Factorio is described, with the potential for creation of transferable knowledge to real-world scenarios, though no further work has yet been published.

In Factorio logistic belts are used to solve problems of transporting materials. A clear similarity between this contribution and real-world problems is the use of conveyor belts, their purpose, functionality and optimization. Conveyor belts, in the real world, have been referred to as productive and a particularly economical transport mechanism with high performance compared to alternatives and a small carbon footprint [18]. A recent survey paper details the importance of Automated Sortation Conveyor (ASS) [7] - highlighting their efficiency, time-savings and the reduction in employee costs, with more details on the importance of logistics for transporting items via belts. The overland conveyor is often used in transporting raw materials; such as ore before processing. Much of the literature on the optimization of such devices is with regard to design of the machine itself, and the energy consumption of fully-loaded and empty conveyors, rather than planning logistical routes [16] [9]. Particle Swarm Optimization (PSO) was also used in a similar optimization of screw conveyors, a type of conveyors used to transport granular bulk goods, but also considered design of the machinery rather than logistical placement and application [8].

Routing problems are relevant to this paper as the problem being solved also requires a connection between two points on a grid. A masters thesis by one of the Wube Software developers, Ondřej Majerech [25], which considers the efficient path planning of numerous agents in a dynamic world, is one such problem. While our routing problem is not constrained by problems such as time, the agents in the world require efficient algorithms to swiftly plan routes, to prevent players from encountering enemies which are static. In the real-world, there are multiple problems which require optimization to find feasible or better than feasible solutions. Vehicle routing problems, first defined by Dantzig et al [11], is similar to other complex problems such as the Travelling Salesman Problem (TSP) in that an agent is placed at a starting point in a network and, following some constraints, must reach a certain goal. Constraints such as backtracking restrictions or maximum visits to each location, or even additional stops, can be applied. In the survey paper by Pillac et al [30] a large number of sub-domains are presented, including the transportation of people, goods and services, where the need for optimization is clear. Additional real world problems for routing can be found in the expanding domain of network routing. Such research areas include Device to Device (D2D) network routing [33], unmanned aerial vehicle networks [2] and disaster relief networking [19]. Each of these research areas have differing constraints, with for example, disaster relief having requirements for redundancy and flexibility that other network optimizations may consider less important.

Similar to routing problems is circuit planning, due to the need to prevent overlapping signals, which is analogous to preventing transport belts from passing materials from one to the other. An interesting outcome from a landmark paper in circuit design optimization using metaheuristics required a user-supplied cost function, placing the onus of constraint enforcement and relaxation on the user [17]. This is similar to how our constraints are provided; before analysis has begun on feasibility. A more recent problem of circuit design and efficiency used PSO, an effective algorithm for non-linear exploration of a problem space, to discover efficient pathways for signals [14]. Analog block design is qualitatively evaluated from a perspective of maximizing performance, rather than minimizing cost, though the two may be causally related.

3 PROBLEM DESCRIPTION

There are a variety of problems in Factorio which can be automated and optimized through the use of metaheuristics. For this initial work, we study a set of problems from the perspective of direct optimization and machine learning. These methods differ with respect to their goal. Direct optimization searches in the space of solutions directly for a single point which minimizes a problem-specific cost function. Machine learning, on the other hand, optimizes a prediction machine which accepts a representation of the problem as input and extrapolates, or predicts, the optimal solution point relative to the input state. As such, the goal of direct optimization is to discover a single optimal solution relative to a finite training data-set (Section 5.2), while the goal of machine learning is to discover a solution that generalizes to unseen data (Sections 5.3 and 5.4). Put another way, direct optimization builds solutions, while machine learning builds problem solvers. The latter approach potentially incurs a significantly greater computational cost because a larger number of training examples, and therefore model evaluations, are required to build generalized behaviors.
In this paper, we focus on the logistics belt placement problem. In order to best represent the various aspects of belt placement, we define six problem instances with varying attributes. The problem matrices provide empty cells in sizes of $3 \times 3$, $6 \times 6$ and $12 \times 12$. Outside of these empty matrices are walls, two cells thick, an inserter (for input) with a chest, and a receiver (for output) with a chest. For a visual representation, see the in-game representation in Fig 1, where the input inserter and chest are at the top right of the image, and the output receiver and chest are at the bottom left.

Underground belts function by requiring an input and an output belt to be in the same row or column, face the same direction, and have a maximum of 4 squares between the two items. Without this criteria being met, underground belts become nothing more than obstacles.

As well as the three aforementioned empty grids, we tackle three other problem matrices which are identical in size but have obstacles positioned where logistic items cannot be placed. This both simplifies and complicates the problem, as there are fewer possible solution combinations, with some of them no longer able to transport materials from source to destination.

For accessible manipulation by external optimizers, the solutions and problems are encoded as integer matrices. The interface, described in Section 5, translates the integers (representations of which are shown in Fig 2) and provides commands to Factorio to create the problems and solutions in-game for experimentation. Integers less than zero are not utilized by solutions, but instead are used to represent the problem.

The quality of a solution is measured through its fitness value. A fitness of 0 is assigned if a solution is deemed infeasible (having failed one or more hard constraints (HCs), or a value between 0 and 1 otherwise. The hard constraints can be listed as follows:

- **HC1**: A maximum of one logistic object can be placed in a single position at a time or one obstacle.
- **HC2**: There must be at least one logistic item placed for a solution to be deemed feasible.

If a solution is feasible, then each Soft Constraint (SC) can be evaluated to return a single fitness value from the objective function. The soft constraints can be listed as follows:

- SC1: Maximize the number of item output by the solution.
- SC2: Maximize the number of item input into the solution.

### 4 MATHEMATICAL MODEL

This section of the paper concisely defines the problem in a mathematical model, though each algorithm in this paper has a unique implementation. Table 1 provides the meaning for the mathematical objects in use.

Decision variables are the mechanism for directing the solution towards a higher quality and feasible solution. Decision variable (1) is used for placing a belt at any position $p$ in the provided grid $G$, of any type $c$ and of any direction $d$.

$$X_{b_{cpd}} = 0 \text{ or } 1, \forall b \in L_b,$$

$$\forall p \in G_x, \forall p \in G_y, \forall d \in \{0, 1, 2, 3\}$$

$$X_{u_{cpd}} = 0 \text{ or } 1, \forall u \in L_u,$$

$$\forall p \in G_x, \forall p \in G_y, \forall d \in \{0, 1, 2, 3\}$$

The objective function is defined as maximizing the sum of each weighted SC.

Max: $(SC1 + SC2)$

Subject to:

$$HC1: \left[ \phi_p + \left( \sum_{b \in L_b} X_{b_{cpd}} \right) + \left( \sum_{u \in L_u} X_{u_{cpd}} \right) \right] < 2$$

$$\forall p \in M_x, \forall p \in M_y, \forall p1_x \in M_x, \forall p1_y \in M_y, \forall \phi \in \Phi$$
Modding (the act of writing mods) is often supported by video game companies. With Factorio, the company has provided a modding interface through the scripting language of Lua. While restricted to prevent run-time errors and modification of core elements of the Factorio software, Lua provides structured access to modifying many elements of Factorio. For example, many mods are written to add graphical elements, music or sound effects, additional game-play features such as new vehicles or modifying how existing mechanics function.

RCON [1] is a TCP-based protocol which uses a request-response communication method to enable server conductors to remotely administrate servers. RCON establishes a connection by using a simple authentication method which includes sending a password to a server and receiving a response. Upon success, a connection is established and the conductor is able to communicate with the server by sending request packets and receiving responses [1].

### 5.1 Factorio Optimizer Interface

We introduce FOI, an open-source cross-platform interface written in Python that uses RCON protocol to enable problem solvers to connect and interact with a running Factorio server console. FOI incorporates file system and command-line interface, two programming language-independent methods, to communicate with problem solvers.

Figure 3 illustrates an optimization system that uses FOI to interact with the Factorio server. In each iteration, the optimizer prepares matrices representing the problem and solution(s) (FOI is capable of evaluating multiple solution matrices at the same time) and calls the interface program giving it the path to the matrices as input. FOI then, uses integer encodings (Figure 2) of the matrix cells to create corresponding Lua commands to place entities on the game grid as it is explained in section 3. The RCON protocol enables FOI to send these Lua commands to the game server to execute them and to receive the server response. For the logistic belt placement problem, server response will show the number of resources taken from the input chest by the input inserter and the number of resources successfully transferred to the output chest. FOI sends the server response back to the optimizer so the fitness of the solution matrix can be evaluated using these information. Some entities in Factorio require certain elements to become enabled. For instance, an inserter needs electricity to transfer resources from/to transport belts. Designing power grids is a cumbersome problem in Factorio. To avoid solving that issue while building problem matrices, FOI uses the `interface mod` to remove such constraints and minimizes the amount of entities needed to be placed on the Factorio grid for a problem to be running in-game while remaining visually informative.

In this paper we present a number of metaheuristics which, through the modding interface provided by Wube software and RCON, test solutions to the problem. The selected algorithms represent a variety of heuristic types, including reinforcement learning, genetic programming and classical metaheuristic techniques. Due to the universal inputs allowed by the interface presented in this paper, the metaheuristics are implemented in Java, Python and C++.

As described in Section 1, the complexity of the problem can be expanded to include different speeds of logistic machinery, additional belt-types (such as splitters which can be used to pass objects from one belt to another) and underground belts. Designing power grids is a cumbersome problem in Factorio. To avoid solving that issue while building problem matrices, FOI uses the `interface mod` to remove such constraints and minimizes the amount of entities needed to be placed on the Factorio grid for a problem to be running in-game while remaining visually informative.

## 5 IMPLEMENTATION

The source code of Factorio cannot be modified directly; instead there are three mechanisms where users can provide input to the game. These are 1) through mouse and keyboard control, which is the standard use case for Factorio players, 2) through commands delivered via the in-game console, 3) via ‘mods’ (short for modifications). Direct usage of none of these mechanisms are sufficient for an optimizer to interact with Factorio and evaluate possible solutions to in-game problems. In section 5.1 we introduce Factorio Optimizer Interface (FOI), an interface which uses Remote Console (RCON) protocol and modding to connect to the Factorio in-game console and enables optimizers, regardless of their programming language, to easily interact with a running Factorio server.

### 5.1 Factorio Optimizer Interface

We introduce FOI, an open-source cross-platform interface written in Python that uses RCON protocol to enable problem solvers to connect and interact with a running Factorio server console. FOI incorporates file system and command-line interface, two programming language-independent methods, to communicate with problem solvers.

Figure 3 illustrates an optimization system that uses FOI to interact with the Factorio server. In each iteration, the optimizer prepares matrices representing the problem and solution(s) (FOI is capable of evaluating multiple solution matrices at the same time) and calls the interface program giving it the path to the matrices as input. FOI then, uses integer encodings (Figure 2) of the matrix cells to create corresponding Lua commands to place entities on the game grid as it is explained in section 3. The RCON protocol enables FOI to send these Lua commands to the game server to execute them and to receive the server response. For the logistic belt placement problem, server response will show the number of resources taken from the input chest by the input inserter and the number of resources successfully transferred to the output chest. FOI sends the server response back to the optimizer so the fitness of the solution matrix can be evaluated using these information. Some entities in Factorio require certain elements to become enabled. For instance, an inserter needs electricity to transfer resources from/to transport belts. Designing power grids is a cumbersome problem in Factorio. To avoid solving that issue while building problem matrices, FOI uses the `interface mod` to remove such constraints and minimizes the amount of entities needed to be placed on the Factorio grid for a problem to be running in-game while remaining visually informative.

In this paper we present a number of metaheuristics which, through the modding interface provided by Wube software and RCON, test solutions to the problem. The selected algorithms represent a variety of heuristic types, including reinforcement learning, genetic programming and classical metaheuristic techniques. Due to the universal inputs allowed by the interface presented in this paper, the metaheuristics are implemented in Java, Python and C++. As described in Section 1, the complexity of the problem can be expanded to include different speeds of logistic machinery, additional belt-types (such as splitters which can be used to pass objects from

| Parameters | Description |
|------------|-------------|
| $\mathbf{M}$ | A parameterized matrix of two vectors, $\mathbf{M} = \{x, y\}$ containing all $x$ coordinates and $\mathbf{M} = \{y\}$ containing all $y$ coordinates. Coordinates (position) of an individual position are referred to as $p$, which is a vector with a single $x$ coordinate and $y$ coordinate. |
| $d$ | Cardinal direction $d \in \{0, 1, 2, 3\}$ which represents north, east, south and west, respectively. |
| $b_{pd}$ | A belt which can receive 0 or 1 inputs, and 0 or 1 outputs. |
| $u_{pd}$ | An underground belt which can receive 0 or 1 inputs and 0 or 2 outputs. |
| $L$ | An array of two vectors containing all belts and underground belts. $b \in L_{bp}, u \in L_{u}$. |
| $w_k$ | Weightings for each SC. $k \in \{1, 2\}$, $w_k \in \mathbb{R}$, $k \in \{1, 2\}$, $0 \leq w_k \leq 1, k \in \{1, 2\}$, $w_1 + w_2 = 1$. |
| $\phi_p$ | Obstacle at position $p$. Equal to 1 if there is an obstacle, 0 if not. $\phi \in \Phi$. |
| $i$ | A parameterised number of items to be input to the solution. $i > 0, i \in \mathbb{N}$. |
| $o$ | A parameterised number of items to be output by the solution. $o > 0, o \in \mathbb{N}$. |

### 5 IMPLEMENTATION

The source code of Factorio cannot be modified directly; instead there are three mechanisms where users can provide input to the game. These are 1) through mouse and keyboard control, which is the standard use case for Factorio players, 2) through commands delivered via the in-game console, 3) via ‘mods’ (short for modifications). Direct usage of none of these mechanisms are sufficient for an optimizer to interact with Factorio and evaluate possible solutions to in-game problems. In section 5.1 we introduce Factorio Optimizer Interface (FOI), an interface which uses Remote Console (RCON) protocol and modding to connect to the Factorio in-game console and enables optimizers, regardless of their programming language, to easily interact with a running Factorio server.
5.2 Parallel Simulated Annealing

Simulated Annealing (SA) is a classic search heuristic in the history of metaheuristics. This metaheuristic was initially described in 1953 by Metropolis et al [26] as an adaptation from the Metropolis-Hastings algorithm. This algorithm was selected partly due to its popularity, allowing this to be a useful insight into this problem and how it can be solved. Additionally, we selected this algorithm due to its usage in real-world problems, such as mobile network routing [32], vehicle routing [36], systems-on-chip design flow [15].

We utilize a version of SA with simultaneous solution comparisons known as Parallel Simulated Annealing (PSA). This is largely due to the inefficient nature of a serial SA within the constraints of this problem, as well as due to the proven ability of similar algorithms such as Differential Evolution to solve larger search spaces, for example by Whalen et al [37]. In order to facilitate this, while still maintaining the core attributes of SA, the algorithm works as can be seen in the Algorithm 1.

The number of iterations the PSA algorithm will perform is calculated as $\log (\delta/t) / \log (cr)$. The selection of a neighbor in line 4 is conducted by modifying a bounded-random number of entities, based on the current number of iterations compared to the total number of iterations to be carried out. This allows the potential number of changes to the solution integer array to be bounded highly at the beginning of run-time. As the temperature $t'$ reaches $k$ the number of changes to select a neighbor will be much lower, with a lower bound of one.

Fitness is calculated in lines 6 and 7 by evaluating each solution in the vectors, and enumerating inputs and outputs each solution allows.

Following traditional SA functionality, solutions are always accepted if fitness is improved, and may be accepted if fitness worsens, depending on run-time and potential fitness loss. The method this decision is described in the function at line 18 $n$ times.

---

$^2$The variable lettering in this section is unrelated to other sections of this paper.
in case the algorithm fails to find fitting operands for it. A sequence of connected operators form a solution or a model.

In order to interpret a genome qGP uses a mapping table to translate each base value to an operator or an operand. There is no limit to the data types that can be used as operands in qGP. In fact, it is designed so new data types for operands and/or operators with unique functionalities can be easily added to the optimizer. qGP creates a list of all the operands and operators in the order they appear in the genome. Starting from the first operator, if the algorithm can satisfy the operator’s operand requirements, then it will use the operator on a set of applicable operands. The operator will then be output to the end of the operands list. If the operator demands cannot be satisfied, qGP saves the operator in a different list called idle operators. If a new value is added to the operands list, idle operators become eligible for consideration again to check if the new operand will enable them. In qGP, unlike many GP representations, operators can have multiple outputs or inputs which allows it to build complex model structures. Additionally, outputs of operators can be used multiple times with a single occurrence in the genome. This promotes modularity in qGP models while keeping the genome as compact as possible. This is similar to gene duplication in nature but without any overhead in the genome. After interpreting models into combinations of operators and operands (in our case, sequence of calls to Connect() and Place() functions), qGP saves the matrices generated from each individual to give to FOI for fitness evaluation.

Table 2 lists the parameters and configurations used in this paper to undertake the logistic belt problem using qGP. We use two operators named Place and Connect in our function setPlace requires a matrix, a grid position, and an object (a belt or underground belt) as an input. The operator then places the object on the given position of the input matrix and returns the enhanced matrix as an output. The Connect operator requires two grid positions and a matrix as input to logistically connect the two positions using transport belts. Connect can place multiple objects on the grid simultaneously while Place only assigns one object on a grid at a time. We use Tournament Selection [5] of size five and elitism [31] of one individual in forming the next generation of solutions.

| Parameter            | Value                        |
|----------------------|------------------------------|
| Population Size      | 30                           |
| Initial/Max Genome Size | 40/100                     |
| Tournament Size      | 5                            |
| Elitism              | 1 individual                 |
| Operators            | Connect, Place               |
| Operands             | 4 belts and 4 underground belts for each direction, problem matrix, integers (limited to problem matrix size) |

Table 2: qGP Parameters

5.4 Evolutionary Reinforcement Learning

Reinforcement Learning (RL) is a type of machine learning that simulates the way living organisms adapt through trial-and-error interaction with their environment over time[35]. When modeling this interaction in a computer simulation, time is divided into discrete steps. At each timestep, the digital organism, or agent, observes its environment, takes an action that changes the state of the environment, and receives a feedback signal that describes the desirability of its current situation. The goal in RL is to develop agents that map observations to actions such that the summed feedback, or reward, over all timesteps is maximized. Most real-world decision-making problems can be modeled in this way, including game playing. In this work, Factorio provides a rich ecosystem of problem environments, and agents are represented by computer programs. This Section describes how we can use GP in combination with Reinforcement Learning to evolve programs that solve multiple problems in Factorio by interacting with the game. In brief, a population of programs will be stochastically initialized, evaluated in the Factorio environment, selected for quality, and modified through an iterative process inspired by the Darwinian principle of natural selection. This Evolutionary Reinforcement Learning (ERL) process is summarized in Algorithm 3.

Interactions with a video game are naturally episodic. The initial state of the environment is set by the game engine and the player interacts with the game until a terminal state is reached (e.g. Game Over) or a time constraint is exceeded. Human players typically need to play multiple episodes in order to gain the breadth of experience required to become a skilled player. Being naturally curious, they may try something new in each episode, leading to a diversity of learning experiences. By contrast, our game-playing programs behave deterministically: given the same initial conditions and a deterministic environment, the programs will produce the same sequence of actions in every episode. Thus, to ensure the programs are exposed to a variety of scenarios, each program is evaluated in multiple episodes with unique environmental conditions (See Algorithm 3, lines 3 to 8). In this work, each episode represents a unique belt problem. Then genProblem function in Algorithm...
3 randomly generates problem matrices of a given size, with or with obstacles. The quality, or fitness, of a program is measured by its average reward over all episodes it experiences during its lifetime. Thus, programs that perform well in as many belt problems as possible will be favored by selection operators. Programs are evolved using a generational Genetic Algorithm (GA). In each generation, every program is evaluated in 5 unique episodes, up to a lifetime maximum of 100 episodes per individual (that is, if they survive for 20 generations). After all programs are evaluated, they are sorted by fitness and the worst 50% are deleted from the population (Algorithm 3, line 9). New programs are created by uniformly sampling two parents from the surviving individuals and applying crossover and mutation operators. This processes is repeated until the population is back to $P_{size}(\text{Algorithm 3, lines 10 to 20})$. Over time, this combination of GP and RL develops generalized game-playing programs capable of solving multiple unique belt problems in Factorio. The particular GP framework we employ for this study is Tangled Program Graphs (TPG). No problem-specific functions were used. A more detailed account of TPG in RL and video game playing can be found in [21].

5.4.1 RL Interface and Evaluation. The observation space in our formulation of Factorio belt problems takes the form of an integer matrix (See Figures 2 and 1). However, the RL agents in this work operate from a partial world-view. At any timestep, the agent is situated in one cell of the problem matrix and its observation space, $\mathbf{O}(t)$, consists of the 3x3 matrix of cells centered at the currently occupied location, for a total of 9 integer state variables in $\mathbf{O}(t)$. The agent is initialized in the center of the matrix at the beginning of each episode. The location of inputs and outputs will never be visible from this initial state, and the agent must therefore explore its surroundings and possibly retrace its steps when deciding on a path for transport belts\(^3\). In each timestep, the agent can choose to move one step in any cardinal direction, or place one of 4 types of transport belt at the current location. Thus, total action space is $\mathcal{A} = N, E, S, W, 1, 2, 3, 4$, corresponding to one-step movement in any direction or the placement of one type of transport belt at the agent’s current location. Transport belts can be placed in any cell to overwrite the previous cell contents, except where this would overwrite a component of the initial problem (i.e. walls, chests, or inserters). Naturally, the agent’s location is limited to the bounding box defined by the current matrix size (3x3 or 6x6 in this work). Each episode lasts for 20 timesteps. When this time constraint is reached, the final matrix state is submitted to Factorio for evaluation.

6 RESULTS

We utilize different metaheuristics presented in section 5 to investigate the performance of each algorithm in this novel problem. Testing was conducted on mixed hardware, but each heuristic was given approximately equal maximum computational time by limiting number of iterations. While the authors recognize that an iteration in one heuristic is not equivalent to an iteration in a differing heuristic, the purpose is to investigate varying algorithm types rather than compare similar heuristics and report the best.

\[^3\]The TPG variant employed in this work includes a temporal mechanism [20] which is mostly likely useful in the partially-observable state space, but an ablation study to confirm the significance of memory is left to future work.

---

**Algorithm 3: Evolutionary Reinforcement Learning**

Figure 4 plots the average best fitness of the best solution discovered by each algorithm over 167 iterations for each problem matrix. qGP provides the highest scoring solutions in all cases but one. This is likely a result of the powerful task-specific operators included in the qGP function set (See Connect Section 5.3 Table 2). However, in the 6x6 problem the obstacles caused the task-specific operators to fail to find a high quality solution. PSA successfully finds solutions for the 3x3 problems but cannot find solutions for the 6x6 nor the 12x12 problems. PSA has similar performances with and without obstacles, whereas qGP shows distinctly different attributes when solving obstacles compared to no obstacles for each of the three problems. In the 3x3 problem (and the 6x6 and 12x12 for qGP), the initial steep climb in fitness is due to solutions being created which allow transportation of objects from the input without them being delivered to the output. Additional success once the two points are connected can be due to more efficient pathways allowing more objects to be delivered before allowed run-time completes. Fitness in the solutions such as those produced by PSA in the 6x6 problem, for both with obstacles and without, is continuing to climb as the distance covered by additional belts is increased, however they fail to reach the output. Due to the high number of possible changes that can be made (9 integers to select from in each cell, is $9!^{12+12}$), SA fails to compete with qGP.

Due to the computational cost of evaluations in ERL, only the 3x3 matrix problems are considered. ERL on average finds the highest fitness solution at a distinctly earlier rate than without obstacles. However, the strength of this approach is found in the generalization ability of the evolved agents, and Figure 4 simply plots the
average best fitness achieved for a single problem instance. The
generalization ability of ERL agents is demonstrated in Figure 5,
which plots the number of unique belt problems solved by the sin-
gle best ERL agent at each generation (each line represents 1 of
10 independent runs). The problems without obstacles are clearly
easier, and the single best agent generalizes to 10 unique problem
configurations. When obstacles are introduced, the best agent can
only solve 4 unique problems.

7 FUTURE WORK
This paper represents an initial exploration into automating and
finding high quality solutions to in-game problems through an ex-
ternal interface. Our future work will include a deeper analysis into
the logistic belt problem, expanding into the use of other logistic
items including splitters, varying speeds of logistics and updat-
ing our fitness functions to include considerations for weighted
constraints such as cost of materials, size of solution, speed and
throughput of transportation of materials.

Other problems in Factorio were considered at the beginning of
our research. One such problem is the electricity pole placement
problem, which is particularly interesting due to the relationship
this problem has with placement of machinery (as each item re-
quires an electrical supply). This may be an interesting problem
to consider co-evolution techniques. Another example of potential
future work includes decision-making problems which consider re-
source management, power management and pollution generation,
and attempts to control automated systems (such as the problem
described in this paper) to minimize or maximize certain objectives.

Each of the algorithms in this paper is tested upon the logistic belt
problem. Additional extensions to these algorithms could enhance
their ability to cope with large search spaces, such as path-finding
hybridization. An important feature of qGP is the ability to produce
multiple outputs with a single operator. Additional complex model
structures may provide improvements to tackling the logistic belt
problem.

8 CONCLUSIONS
The video game Factorio constitutes an untapped suite of research
problems, and this paper provides an initial step into exploring
them. In this study we present an introduction to problems which
can be found within Factorio and define one of these problems: the
logistic belt optimization problem. We provide three algorithms to
attempt to solve the problem and compare their efficacy. A math-
etical model of the logistic belt optimization problem is presented.
This work also provides an interface with Factorio to allow external
optimization algorithms to connect to Factorio, allowing future
researchers to conduct experiments without experience with the
in-game scripting language, Lua. Our results show a variety of
algorithm types and the benefits of exploratory algorithms such as
Parallel Simulated Annealing, the strengths of domain-focused
heuristics, specifically evolutionary reinforcement learning.
9 ACKNOWLEDGMENTS

This work was supported in part by the National Institute of Food and Agriculture (AFRI Project No. 2019-67015-29323), the BEACON Center for the Study of Evolution in Action and through computational resources and services provided by the Institute for Cyber-Enabled Research at Michigan State University.

REFERENCES

[1] Source RCON Protocol, https://developer.valvesoftware.com/wiki/Source_RCON_Protocol
[2] Arafin, M.Y., Moh, S.: Routing protocols for unmanned aerial vehicle networks: A survey. IEEE Access 7, 96694–97020 (2019)
[3] Arzate Cruz, C., Ramirez Uresti, J.A.: Player-centered game AI from a flow perspective: Towards a better understanding of past trends and future directions. Entertainment Computing 20, 11–24 (2017)
[4] Asada, M., Stone, P., Veloso, M., Lee, D., Nardi, D.: Robocup: A treasure trove of rich diversity for research issues and interdisciplinary connections [tc spotlight]. IEEE Robotics Automation Magazine 26(3), 99–102 (2019)
[5] Blöckle, T., Thiele, L.: A mathematical analysis of tournament selection. In: Helman, I. (ed.) Int. Conference on Genetic Algorithms (ICGA-1995). pp. 9–15 (1995)
[6] Bouman, R., Willems, P.J., Van den Broek, A.: Interactions between operational research and environmental management: European journal of operational research 85(3), 229–243 (1995)
[7] Boysen, N., Briskorn, D., Fedtke, S., Schmichermath, M.: Automated sorting conveyors: A survey from an operational research perspective. European Journal of Operational Research 276(3), 796–815 (2019)
[8] Cai, J., Chen, W., Chen, Z.: The optimization research of screw conveyor. International Journal of Innovative Computing and Applications 3(3), 169–176 (2011)
[9] Carr, M.J., Wheeler, C.A., Robinson, P.W., Chen, B.: Reducing the energy intensity of overland conveying using a novel rail-running conveyor system. International Journal of Mining, Reclamation and Environment pp. 1–16 (2020)
[10] Chrabaszcz, P., Loshchilov, I., Hutter, F. Back to basics: Benchmarking canonical evolution strategies for playing atari. CoRR abs/1802.08842 (2018), http://arxiv.org/abs/1802.08842
[11] Danzig, G.B., Ramser, J.H.: The truck dispatching problem. Management science 6(1), 80–91 (1959)
[12] Dickinson, B.C., Jenkins, O.C., Moseley, M., Bloom, D., Hartmann, D.: Roomba pac-man: Teaching autonomous robotics through embodied gaming. In: Robots and Robot Venues: Resources for AI Education, Papers from the 2007 AAAI Spring Symposium, Technical Report SS-07-09, Stanford, California, USA, March 26-28, 2007. pp. 35–39. AAAI (2007), http://www.aaai.org/Library/Symposia/Spring/2007/ss07-09-088.php
[13] Duhan, S., Zhang, C., Jing, W., Li, M.: Factory optimization using deep reinforcement learning. AI. Purdue Undergraduate Research Conference 2019, https://docs.lib.purdue.edu/purc/2019/Posters/57
[14] Fakhfakh, M., Cooren, Y., Sallem, A., Loulou, M., Siarry, P.: Analog circuit design optimization through the particle swarm optimization technique. Analog integrated circuits and signal processing 83(1), 71–82 (2010)
[15] Gavrilov, S., Zheleznikov, D., Khvatov, V., Chochaev, R.: Clustering optimization based on simulated annealing algorithm for reconfigurable systems-on-chip. In: 2018 IEEE Conference of Russian Young Researchers in Electrical and Electronic Engineering (EIConRus). pp. 1492–1495. IEEE (2018)
[16] Gerard, B., O’Rourke, L.: Optimization of overland conveyor performance. Aust Bulk Hand Rev (January/February), 26–36 (2009)
[17] Gielen, G.G., Walscharts, H.C., Sansen, W.M.: Analog circuit design optimization based on symbolic simulation and simulated annealing. IEEE Journal of Solid-State Circuits 25(3), 707–713 (1990)
[18] Grinčičová, A., Mrázková, D.: Experimental research and mathematical modelling as an effective tool of assessing failure of conveyor belts. Eksploatacja i Niezawodnoś 16(2) (2014)
[19] Jafari, Y., Atiguzzaman, M., Refai, H., Paramothi, A., Lo Presti, P.G.: Routing protocols and architecture for disaster area network: A survey. Ad Hoc Networks 82, 1–14 (2019)
[20] Kelly, S., Banzhaf, W.: Temporal memory sharing in visual reinforcement learning. In: Genetic Programming Theory and Practice XVII. pp. 0–0. Springer (2020)
[21] Kelly, S., Heywood, M.I.: Emergent solutions to high-dimensional multitask reinforcement learning. Evolutionary Computation 26(3), 378–380 (2018)
[22] Kozak, J.R.: Genetic programming: on the programming of computers by means of natural selection. MIT Press 1 (1992)
[23] Kunze, T.: Video games and the education system – how they can benefit from each other. In: Elemenreich, W., Schallegger, S., Schniz, F., Gabriel, S., Polsterl, G., Ruge, W. (eds.) Savegame: Perspektiven der Game Studies, pp. 31–40. Springer (2019)
[24] Leblanc, B.: The Only Game in Town: Simulators and the Circuits of Capitalism. Ph.D. thesis, Concordia University. Montreal, Canada (2018)
[25] Majercz, O.: Solving algorithms for multi-agent path planning with dynamic obstacles. Master’s thesis, Faculty of Mathematics and Physics, Charles University, Prague, Czech Republic (2017)
[26] Metropolous, N., Rosenbluth, A.W., Rosenbluth, M.N., Teller, A.H., Teller, E.: Equa- tion of state calculations by fast computing machines. The Journal of Chemical Physics 21(6), 1087–1092 (1953)
[27] Mizutani, W.K., Kon, F.: Toward a reference architecture for economy mechanics in digital games. In: Proc. of the Brazilian Symposium on Games and Digital Entertainment (SBGames) 2019 (2019)
[28] Mühle, V., Kavukcuoglu, K., Silver, D., Rusu, A.A., Veness, J., Bellemare, M.G., Graves, A., Riedmiller, M., Fidjeland, A.K., Ostrovski, G., Petersen, S., Beattie, C., Sadik, A., Antonoglou, I., King, H., Kumaran, D., Wierstra, D., Legg, S., Hassabis, D.: Human-level control through deep reinforcement learning. Nature 518(7540), 529–533 (2015)
[29] Phillips, A., Smith, G., Cook, M., Short, T.: Feminism and procedural content generation: toward a collaborative politics of computational creativity. Digital Creativity 27(1), 82–97 (2016)
[30] Pillac, V., Gendreau, M., Guertet, C., Medaglia, A.L.: A review of dynamic vehicle routing problems. European Journal of Operational Research 225(1), 1–11 (2013)
[31] Polk, R., McPhee, N.F., Vanneschi, L.: elitism reduces bloat in genetic programming. In: Keijzer, M., Ryan, C., et al. (eds.) Proceedings of the 10th annual conference on Genetic and Evolutionary Computation - GECCO-2008. ACM Press, New York, USA (2008)
[32] Saha, B.K., Misra, S., Pal, S.: Seer: Simulated annealing-based routing in opportunistic mobile networks. IEEE Transactions on Mobile Computing 16(10), 2876–2888 (2017)
[33] Shahid, F.S., Wismüller, R.: Routing in multi-hop cellular device-to-device (d2d) networks: A survey. IEEE Communications Surveys & Tutorials 20(4), 2622–2657 (2018)
[34] Silver, D., Schrittwieser, J., Simonany, K., Antonoglou, I., Huang, A., Guez, A., Hubert, B., Baker, L., Lai, M., Bolton, A., Chen, Y., Lillicrap, T., Hui, F., Sifre, L., van den Driessche, G., Graepel, T., Hassabis, D.: Mastering the game of go without human knowledge 550, 354–359 (10 2017)
[35] Sutton, R.S., Barto, A.G.: Reinforcement Learning: An Introduction. MIT Press, 2nd edn. (2018)
[36] Vincent, F.Y., Redi, A.P., Hidayat, Y.A., Wibowo, O.J.: A simulated annealing heuristic for the hybrid vehicle routing problem. Applied Soft Computing 53, 119–132 (2017)
[37] Whalen, I., Banzhaf, W., Al Mamun, H.A., Gondro, C.: Evolving SNP Panels for Genomic Prediction. In: Banzhaf, W., Chen, B., Deh, K., Holekamp, K., Lencki, R., et al. (eds.) Evolution in Action: Past, Present and Future, pp. 467–487. Springer (2020)
[38] Yannakakis, G.N., Togelius, J.: Artificial Intelligence and Games. Springer (2018), http://gameaibook.org