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ABSTRACT

Attenuation coefficient (AC) is a fundamental measure of tissue acoustical properties, which can be used in medical diagnostics. In this work, we investigate the feasibility of using convolutional neural networks (CNNs) to directly estimate AC from radio-frequency (RF) ultrasound signals. To develop the CNNs we used RF signals collected from tissue mimicking numerical phantoms for the AC values in a range from 0.1 to 1.5 dB/(MHz*cm). The models were trained based on 1-D patches of RF data. We obtained mean absolute AC estimation errors of 0.08, 0.12, 0.20, 0.25 for the patch lengths: 10 mm, 5 mm, 2 mm and 1 mm, respectively. We explain the performance of the model by visualizing the frequency content associated with convolutional filters. Our study presents that the AC can be calculated using deep learning, and the weights of the CNNs can have physical interpretation.
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1. INTRODUCTION

Ultrasound imaging is a popular medical imaging modality widely used in clinics. This modality is non-invasive, inexpensive and portable. However, in comparison to other modalities, such as computed tomography or magnetic resonance imaging, ultrasound images of human tissues are of relatively lower quality, making them more difficult to interpret by the radiologists. Various computer-aided diagnosis (CAD) systems have been developed to help the radiologists assess ultrasound images [2] [3] [4]. Recently, we can observe an increasing interest in incorporating deep learning techniques into CAD systems [5] [6] [7]. Currently, the majority of the research is focused on developing solutions based on ultrasound B-mode images reconstructed using radio-frequency (RF) backscattered ultrasound signals. Due to the reconstruction, however, information about RF signal’s spectrum and phase is partially removed in order to make the output ultrasound image human-readable [8]. The lost frequency content may contain useful information about the examined structure.

Attenuation coefficient (AC) is one of the basic quantitative acoustic properties of human tissues. AC can be utilized for medical diagnosis, and has been used to differentiate liver [9] [10] and breast [11] tissue pathologies. AC is commonly estimated based on RF signal’s spectrum, by tracking the signals frequency content change with depth. For example, the mean frequency slope can be used to calculate the coefficient [12]. However the accuracy of the established methods may be disturbed by several factors, including the impact of transducer’s characteristics and electrical noise.

In this work, we experimentally investigate a deep learning based approach to the AC estimation. We use RF signals to train convolutional neural networks (CNNs) for the direct AC calculations. In our feasibility study, we verify model’s performance depending on the amount of RF data provided to the CNN. We also visualize its internal representations to verify if any information related to the expected change in signal frequency content can be discovered.

Deep convolutional networks have been already successfully used for the processing of raw acoustic signals – e.g. in automatic speech recognition [13] [14] [15] [16]. In particular, Sainath et al. presented that convolutional layers, when properly trained, can learn to do a spectral filtering of the input signal. Our paper extends prior work by verifying (1) if the signal frequency content loss, specific for higher ultrasound attenuation, is truly represented in the neural network’s weights and (2) what is the CNN’s performance depending on the amount of the input data. The purpose of the first point is to increase CNN’s interpretability, what is of great importance in medical applications. The answer to the second point will show what is the possible output resolution of the proposed method.

2. METHOD

2.1. Dataset

We used Field-II software (created by Jensen et al. [17] [18]) to simulate an ultrasound wave propagation and to generate 1024 RF lines for each attenuation level {0.1, 0.2, ..., 1.5} dB/(MHz*cm), 15360 lines in total. A piston transducer with
Fig. 1. Examples of 10 mm RF data chunks (waveform, spectrogram), which were used in our experiments. The data were acquired from simulation of ultrasound scattering in a soft tissue with AC equal to (a) 0.1 (b) 0.7 (c) 1.5. High-frequency components are more strongly suppressed by the structures with higher AC value.

Fig. 2. Neural network architecture evaluated in this work. DNN block consists of multiple fully connected (FC) layers.

2.2. Models and evaluation procedure

We developed multi-layered artificial neural networks for the purposes of our experiments. Each neural model had a similar structure: input signal was processed by a 1-D convolutional layer followed by a 1-D average pooling layer, (see Fig. 2). The output was flattened, then processed by several fully-connected layers. Similar approaches have been applied for acoustic signal processing, for instance by Golik et al. [15] and Sainath et al. [14]. We used ReLU activation function [19] and applied batch normalization [20]. Neural network weights were initialized using Glorot technique [21].

We experimented with two neural network models to verify and interpret CNN’s ability to distinguish attenuation levels and to estimate the AC value. The first architecture (named CNN-c) contained 1 fully connected layer, had a sigmoid output activation and was trained to discriminate attenuation levels 0.1 and 1.5 (a classification task) by minimizing binary cross-entropy. We attempted to interpret a knowledge discovered by a learning algorithm and hidden in the CNN-c parameters (see Fig. 3). The second architecture (named CNN-r) contained 2 fully connected layers, had a ReLU output activation and was trained to estimate AC value (a regression task) by minimizing mean absolute error:

\[ L = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \]  

(1)

where \( \hat{y}_i \) is an estimated AC value and \( y_i \) is a true coefficient value. We used CNN-r to evaluate the method’s performance depending on the size of the RF input data.

We used cross validation procedure to assess method’s performance. We randomly split the dataset into train, validation and test subsets. We used 50% of all RF lines for training, 20% for validation and hyper-parameter tuning and 30% for the final testing. We used Adam optimization algorithm with
learning rate equal $10^{-3}$ to minimize the loss functions. We assessed model’s performance using mean absolute error (Eq. 1) and standard deviation of the absolute errors $e = |y_i - \hat{y}_i|$.

3. RESULTS AND DISCUSSION

3.1. Interpretability

Visualization of the CNN-c parameters is presented in Fig. 3. First, several kernels of the 1-D convolutional layer resembled bandpass filters (both in terms of waveform and the spectrum). Similar after-training observations were reported for auditory-like filters in related publications [14][15]. Each kernel had a mean frequency located in the range [0, 10] (MHz), most were close to 5 (MHz). That conforms with dataset generation parameters: the center frequency of an ultrasound pulse was equal $f_0 = 5$ (MHz).

Moreover, filters with the highest mean frequency (indices 22-31, $f_m \approx 7$ (MHz)) have relatively narrow band. It is important to note here, that nonexistence of higher-frequency in the acquired ultrasound signal may be a good indicator, that the ultrasound signal comes from an area with sufficiently high attenuation. According to Kuc et al. [10], some of the human tissues (like the liver), can "behave like a distributed acoustic low-pass filter". The natural way is thus to expect, that this kind of information will be used by the appropriately trained model.

Our analysis conforms with the next observation: weights of the output fully-connected layer (which detects AC = 1.5) were negative for the output from kernels with $f_m \approx 7$ (MHz), approximately at the end of the processed 1-D patch. This means that the model performed AC detection based on the temporal changes of the spectrum. The greater the loss of high-frequency components, the greater probability that the attenuation was high. Thus the underlying CNN’s operations behaved similarly to other state-of-the-art AC estimation methods.

3.2. Performance

Evaluation results are presented in Table 1. We obtained the smallest error (and its standard deviation) for the largest window size $k = 10$ (mm). The smaller the window, the less useful information network obtained, and the worse the quality of the estimation was. This observation is consistent with our initial assumption that the size of the input RF data can impact CNN-r’s performance.

The average estimate values ($\pm$ standard deviation) for individual attenuation levels are presented in Fig. 4. The larger the input size was, the closer the average estimate was to the true AC. A similar relation can be observed for the standard deviation. Moreover, the smaller the data size, the closer to AC of 0.5 the average estimate was. For example, for $k = 10$ (mm), the average estimate for AC = 0.1 and AC = 1.5 data
was approx. 0.13 and 1.43; for k = 1 (mm) it was 0.43 and 1.1 respectively. Finally, it is important to note that the points in the Figure 4 arranged in a straight line – that is, on average, the true order of AC values was retained by CNN-r.

### 4. CONCLUSIONS

In this work, we positively verified the feasibility of using convolutional neural networks to estimate ultrasound attenuation coefficient based on RF signal data. We presented for a simple two layer neural model that, after an appropriate number of training iterations, its weights can reflect expected loss of signal’s spectra. In our experiments we noticed, that CNN’s performance depended directly on the size of the input ultrasound data.

Our work can be extended in several ways. It would be interesting to verify what is the real-world case scenario performance of the neural network models trained using simulated RF data. The idea of preparing model on a large synthetic dataset and employing it to estimate AC for real data is very promising. This method may also help assesse and improve ultrasound simulation software.
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