Design of Variable Sampling Plan for Pareto Distribution Using Neutrosophic Statistical Interval Method
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Abstract: The sampling plans have been widely used for the inspection of a lot of the product. In practice, the measurement data may be imprecise, uncertain, unclear or fuzzy. When there is uncertainty in the observations, the sampling plans designed using classical statistics cannot be applied for the inspection of a lot of the product. The neutrosophic statistic, which is the generalization of the classical statistics, can be used when data is not precise, uncertain, unclear or fuzzy. In this paper, we will design the variable sampling plan under the Pareto distribution using the neutrosophic statistics. We used the symmetry property of the normal distribution. We assume uncertainty in measurement data and sample size required for the inspection of a lot of the product. We will determine the neutrosophic plan parameters using the neutrosophic optimization problem. Some tables are given for practical use and are discussed with the help of an example.
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1. Introduction

To maintain the high-quality level of the product, industries are very careful in their acceptance of a lot of raw material to a finished lot of the product. Therefore, a strict inspection of the material is done at each stage of the manufacturing process. At each stage, it may not be possible to inspect each item from a lot of raw material to a lot of final product. Therefore, a well-designed acceptance sampling plan is used for the inspection of a lot of the product. At each stage, a random sample of some specific size is selected from a lot of the product for making a decision about the submitted lot. A lot of the product is accepted if the number of non-conforming items are smaller than the allowed number of non-conforming items, otherwise a lot of the product is rejected. Therefore, a well-designed sampling plan is helpful in minimizing the producer’s risk (the chance of rejecting a good lot) and consumer’s risk (the chance of accepting a bad lot) [1].

Usually, the industrial data can be classified as attribute data and variable data. The attribute data is obtained from the go-no-go or counting process while variable data is obtained when the quality of interest is measurable. For the first case, the attribute sampling plans are applied for the inspection of the submitted lot of the product. In the latter case, the variable sampling plans are applied for the inspection of the submitted lot of the product [2]. Both sampling plans are very popular in the industry to maintain the high level of the quality product [3]. Collani [4] pointed out that variable sampling plan can be used in the industry when the purpose is to see the non-conforming items. Seidel [5] claimed that the variable sampling plan is more optimal than the attribute sampling plan. However, the attribute sampling plan is easy to apply when containing less information than the...
variable sampling plans. Several authors presented the work on variable sampling plans, including for example References [6–14].

The traditional acceptance sampling plans are applied under the assumption that the percent defective is crisp value. However, in practice, it is not always true that the proportion of defective is certain before inspection. The fuzzy-based sampling plans have been widely used for the inspection or lot sentencing of a lot of product when percent defective is fuzzy or unclear. Several authors contributed in this area and designed sampling plans based on the fuzzy approach. Cheng et al. [15] proposed fuzzy testing for an efficient process. Jamkhaneh and Gildeh [16] worked on a double sampling plan using the fuzzy approach. The sequential fuzzy plan can be seen in Reference [17]. References [18,19] designed fuzzy multiple dependent state sampling (MDS) plans. Afshari et al. [20] worked fuzzy attribute MDS plan. Elango et al. [21] presented some mathematics for fuzzy sampling plan. Some more details on such types of sampling plans can be seen in [22–25].

The existing variable sampling plans are designed using the classical statistics and can only be applied for the lot sentencing under the assumption that the measurement data is clear, precise and certain. Viertl [26] pointed out that “all observations and measurements of continuous variables are not precise numbers but more or less non-precise. This imprecision is different from variability and errors. Therefore, also lifetime data are not precise numbers but are more or less fuzzy. The best up-to-date mathematical model for this imprecision is so-called “non-precise numbers”. Smarandache [27] mentioned that “neutrosophic logic as the generalization of fuzzy logic”. A generalization of classical statistics is called the “neutrosophic statistics”; it was introduced by Reference [28] and can be applied when measurement data is not precise, uncertain, unclear or fuzzy. References [29,30] applied the neutrosophic statistics in the rock joint roughness. Recently, Aslam [31] introduced the neutrosophic statistics. More details can be seen in References [31–36].

Sathya Narayanan and Rajarathinam [37] designed a variable sampling plan based on the Pareto distribution. By exploring the literature and to the best of our knowledge, there is no work on the variable sampling plan based on the Pareto distribution using the neutrosophic statistics. In this paper, we will design the variable sampling plan under the Pareto distribution using the neutrosophic statistics. We assume uncertainty in measurement data and sample size required for the inspection of a lot of the product. We will determine the neutrosophic plan parameters using the neutrosophic optimization problem. Some tables are given for the practical use and are discussed with the help of an example.

2. Design of Variable Plan under Neutrosophic Statistics

It is assumed that the neutrosophic random variable $X_{N_i} \in \{X_L, X_U\} = i = 1, 2, 3, \ldots, n$ follows the neutrosophic Pareto distribution $F_N(X_N)$. Suppose $\mu_N \in \{\mu_L, \mu_U\}$ is the population neutrosophic average and $\sigma_N \in \{\sigma_L, \sigma_U\}$ is the population neutrosophic standard deviation. Let $\bar{X}_N \in \{X_L, X_U\}$ be the neutrosophic sample average which is the best linear unbiased estimator (BLUE) of $\mu_N \in \{\mu_L, \mu_U\}$ and $s_N = \{s_L, s_U\}$ is the BLUE neutrosophic standard deviation of $\sigma_N \in \{\sigma_L, \sigma_U\}$. $L$ and $U$ are the lower specification limit (LSL) and upper specification limit (USL), respectively, and an item is labeled as non-conforming if $X_N > U$ or $X_N < L$. Based on these assumptions, the variable plan under the neutrosophic statistics is stated as follows

**Step-1:** Select a neutrosophic random sample of size $n_N \in \{n_L, n_U\}$ from the lot of the product and record the observations for $X_{N_i} \in \{X_L, X_U\} = i = 1, 2, 3, \ldots, n$.

**Step-2:** Accept a lot of the product if $Y_N = \bar{X}_N + k_{NSN} \leq U$ or $Y_N = \bar{X}_N + k_{NSN} \geq L$, where $k_N \in \{k_{aL}, k_{dU}\}$ is the neutrosophic acceptance number, where $\bar{X}_L = \sum_{i=1}^{n} x^L_i / n_L$, $\bar{X}_U = \sum_{i=1}^{n} x^U_i / n_U$, $s_L = \sqrt{\frac{\sum_{i=1}^{n} (x^L_i - \bar{X}_L)^2}{n_L}}$ and $s_U = \sqrt{\frac{\sum_{i=1}^{n} (x^U_i - \bar{X}_U)^2}{n_U}}$.
The neutrosophic statistic $Y_N$ has the approximate normal distribution with mean $\mu_{Y_N} = \mu_N + k_N\sigma_N$; $\mu_{Y_N} \in \{\mu_{L'}, \mu_{U}\}$ and $\sigma_{Y_N} = \sqrt{\frac{s^2}{n} \left[1 + \frac{k^2}{4} (\alpha_4 - 1) + k_3 \right]}$; $\sigma_{Y_N} \in \{\sigma_{L'}, \sigma_{U}\}$.

The proposed variable sampling plan based on neutrosophic statistics has two neutrosophic plan parameters, namely $n_N \in \{n_L, n_U\}$ and $k_N \in \{k_{alL}, k_{alU}\}$. These neutrosophic plan parameters will be determined through a neutrosophic non-linear optimization solution. The proposed plan reduces to Reference [37] plan based on the classical statistics when no uncertainty or fuzziness is found in observations that $n_{L} = n_{U}$ and $k_{alL} = k_{alU}$.

Assume that $X_{Ni} \in \{X_L, X_U\} = i = 1, 2, 3, \ldots, n$ is a neutrosophic random variable which follows the neutrosophic Pareto distribution (NPD) with a neutrosophic shape parameter $a_N \in \{a_{alL}, a_{alU}\}$ and neutrosophic scale parameter $b_N \in \{b_L, b_U\}$. The neutrosophic cumulative distribution function (NCDf) of the Pareto distribution is defined by

$$F_N(X_N; a_N, b_N) = \frac{a_N b_N^{X_N}}{X_N^{a_N + 1}}, \quad X_N \in \{X_L, X_U\}, a_N \in \{a_{alL}, a_{alU}\}, b_N \in \{b_L, b_U\} \quad (1)$$

The NPD reduces to the classical Pareto distribution when $a_{alL} = a_{alU}$ and $b_L = b_U$. The neutrosophic mean and variance of NPD are $\mu_N = a_N b_N / (a_N - 1)$ for $a_N \in \{a_{alL}, a_{alU}\} > 1$ and $\sigma^2_N = a_N b_N^2 / (a_N - 1)^2 (a_N - 2)$ for $a_N \in \{a_{alL}, a_{alU}\} > 2$, respectively. The neutrosophic skeweness and neutrosophic kurtosis of NPD are $\alpha_3 = (1 + a_N) / (a_N - 3) \sqrt{(a_N - 2) / a_N}$ for $a_N \in \{a_{alL}, a_{alU}\} > 3$ and $\alpha_4 = 3(a_N - 2)(3a^2_N + a_N + 2) / a_N(a_N - 3)(a_N - 4)$, respectively. As mentioned above, an item is called non-conforming if $X_N > U$ or $X_N < L$. The probability of the non-conforming item is defined by $p_{L} = P(X_N > U); X_N \in \{X_L, X_U\}$. The neutrosophic operating characteristic (NOC) is derived as follows

According to the proposed plan, a lot of accept will be accepted if $X_N + k_N s_N \leq U$, so the lot acceptance probability is given by;

$$L_{Na}(p) = P_{L}[X_N + k_N s_N \leq U | p] = P \left( U - (\mu_N + k_N \sigma_N) / \sqrt{\frac{\sigma_{Y_N}^2}{n} \left[1 + \frac{k^2}{4} (a_4 - 1) + k_3 a_3 \right]} \right) \quad (2)$$

Let $Z_{N_{Pl}} = U - \mu_N / \sigma_N$ be the neutrosophic standard normal variable ([28]), the NOC given in Equation (2) can be written as follows

$$L_{Na}(p) = \Phi_N \left( \left( Z_{N_{Pl}} - k_N \right) \sqrt{\frac{n_N}{n}} \right) \quad (3)$$

where $Q_N = [1 + (k^2 / 4) (\alpha_4 - 1) + k_N a_3]$ and $\Phi_N(x)$ denote neutrosophic cumulative standard normal distribution.

**Neutrosophic Non-Linear Optimization**

The plan parameters $n_{N} \in \{n_L, n_U\}$, $k_N \in \{k_{alL}, k_{alU}\}$ will be obtained such that both the producer’s risk $\alpha$ and consumer’s risk $\beta$ are satisfied. To obtain this target, the plan parameters will be determined such that $L_{Na}(p_1) \geq 1 - \alpha$ and $L_{Na}(p_2) \leq \beta$, where $p_1$ and $p_2$ are the acceptable quality level (AQL) and limiting quality level (LQL), respectively. The plan parameters $n_{N} \in \{n_L, n_U\}$ and $k_N \in \{k_{alL}, k_{alU}\}$ can be obtained through following the neutrosophic non-linear optimization solution

$$\text{minimize} \quad n_N \in \{n_L, n_U\} \quad (4a)$$

subject to

$$L_N(p_1) = \Phi_N \left( \left( Z_{N_{Pl}} - k_N \right) \sqrt{\frac{n_N}{n}} \right) \geq 1 - \alpha; \quad k_N \in \{k_{alL}, k_{alU}\}; \quad n_N \in \{n_L, n_U\} \quad (4b)$$
and

\[ L_N(p_2) = \Phi_N \left\{ \left( Z_{NuN} - k_N \right) \sqrt{\frac{N}{Q_N}} \right\} \leq \beta; \ k_N \in \{k_{aL}, k_{aU}\}; \ n_N \in \{n_L, n_U\} \] (4c)

The plan parameters \( n_N \in \{n_L, n_U\}, k_N \in \{k_{aL}, k_{aU}\} \) will be determined through Equations (4a)–(4c) using a grid search method. It has been noted that several combination of \( n_N \in \{n_L, n_U\}, k_N \in \{k_{aL}, k_{aU}\} \) exist that satisfy Equation (4a)–(4c). The plan parameter having the smaller range \( R = n_U - n_L \) in indeterminacy interval will be chosen and reported in Tables 1–3 for various values of \( \alpha, \beta, a_N, AQL \) and \( LQL \).

**Table 1.** The neutrosophic plan parameters when \( \alpha = 0.95 \) and \( \beta = 0.10 \).

| \( p_1 \) | \( p_2 \) | \( a_N \) | \( a_{X1} \) | \( a_{X4} \) | \( n_N \) | \( k_N \) | \( L_N(p_1) \) | \( L_N(p_2) \) |
|---|---|---|---|---|---|---|---|---|
| 0.01 | 0.025 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.05 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.025 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.05 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.025 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.05 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.025 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.05 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |

**Table 2.** The neutrosophic plan parameters when \( \alpha = 0.95 \) and \( \beta = 0.05 \).

| \( p_1 \) | \( p_2 \) | \( a_N \) | \( a_{X1} \) | \( a_{X4} \) | \( n_N \) | \( k_N \) | \( L_N(p_1) \) | \( L_N(p_2) \) |
|---|---|---|---|---|---|---|---|---|
| 0.01 | 0.025 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.05 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.025 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.05 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.025 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
| 0.01 | 0.05 | 0.00 | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] | [1, 2.5] |
Table 3. The neutrosophic plan parameters when $\alpha = 0.90$ and $\beta = 0.10$.

| $p_1$ | $p_2$ | $a_N$ | $a_{N3}$ | $a_{N4}$ | $n_N$ | $k_N$ | $L_N(p_1)$ | $L_N(p_2)$ |
|-------|-------|-------|----------|----------|-------|-------|-------------|-------------|
| 0.01  | 0.025 | [20,30] | [2.344,2.218] | [236.5,232.2] | [137.1,1825] | [2.399,2.429] | [0.9329,0.09126] | [0.9094,0.043424] |
| 0.01  | 0.05  | [25,27] | [2.267,2.245] | [280.2,297.3] | [447,462] | [2.25,2.306] | [0.9429,0.07925] | [0.9029,0.048256] |
| 0.01  | 0.1   | [10,23] | [2.31,2.293] | [172.1,263.3] | [143,223] | [2.052,2.062] | [0.955,0.09413] | [0.9691,0.064611] |
| 0.01  | 0.25  | [5,19] | [4.668,3.365] | [343.8,230.4] | [73,99] | [1.891,1.993] | [0.9172,0.06665] | [0.9308,0.015943] |
| 0.01  | 0.5   | [13,27] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |
| 0.02  | 0.05  | [13,30] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |
| 0.02  | 0.1   | [10,19] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |
| 0.02  | 0.2   | [8,24] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |
| 0.02  | 0.25  | [11,25] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |
| 0.02  | 0.5   | [10,12] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |
| 0.05  | 0.1   | [14,26] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |
| 0.05  | 0.15  | [16,22] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |
| 0.05  | 0.2   | [13,18] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |
| 0.05  | 0.25  | [22,23] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |
| 0.05  | 0.5   | [10,19] | [1.584,1.965] | [1120,1244] | [2.267,2.245] | [1.584,1.965] | [0.9721,0.03959] | [0.9904,0.002908] |

From Tables 1–3, we note that for fixed $\alpha$, $n_N \in \{n_L, n_U\}$ increase as $\beta$ decrease from 0.10 to 0.05. Similarly, for the fixed value of $\beta$, $n_N \in \{n_L, n_U\}$ decrease as $\alpha$ changes from 0.95 to 0.90. From Tables 1–3, it is clearly noted that decreasing the consumer’s risk is compensated with a large sample for the inspection purpose.

3. Comparative Study

In this section, we will compare the proposed variable sampling plan for Pareto Distribution using neutrosophic statistics with Sathya Narayanan and Rajarathinam [37]'s sampling plan based on the classical statistics. For the fair comparison, we will consider the same values of AQL, LQL, $\alpha$ and $\beta$. To save the space, we will consider $\alpha = 0.90$ and $\beta = 0.10$. The sample size $n$ of Sathya Narayanan and Rajarathinam [37]'s plan and $n_N \in \{n_L, n_U\}$ of the proposed plan are placed in Table 4. From Table 4, it can be noted that the proposed variable sampling plan for Pareto Distribution using neutrosophic statistics has a smaller indeterminacy interval than Sathya Narayanan and Rajarathinam [37]'s plan. For example, when AQL = 0.01 and LQL = 0.025, the proposed plan has $n_N \in \{1337, 1825\}$ while the Sathya Narayanan and Rajarathinam [37]'s plan is required $n = 2733$. It means that under the uncertainty environment, when AQL = 0.01 and LQL = 0.025, the industrial engineers should select a sample from 1337 to 1825. The existing sampling plan provides only the single determined. From this analysis, it can be concluded that the proposed plan based on neutrosophic statistics needs a much smaller sample size for the inspection of the proposed as compared to an existing plan based on the classical statistics. Therefore, the proposed plan is more adequate to be applied in uncertainty than the existing plan. Therefore, the proposed plan is more economical than Sathya Narayanan and Rajarathinam [37]'s plan in terms of inspection cost which is directly related to sample size.
Table 4. The Comparison of Proposed Plan and [37] Plan when $\alpha = 0.90$ and $\beta = 0.10$.

| p1 | p2 | Proposed Plan | Single Plan |
|----|----|---------------|-------------|
|    |    | $n_N$         | $n$         |
| 0.01 | 0.025 | [1337,1825] | [2733,2733] |
| 0.01 | 0.05 | [447,462] | [657,657] |
| 0.01 | 0.1 | [143,223] | [522,522] |
| 0.01 | 0.25 | [73,99] | [418,418] |
| 0.01 | 0.5 | [41,78] | [115,115] |
| 0.02 | 0.05 | [1120,1244] | [3621,3621] |
| 0.02 | 0.1 | [303,392] | [1260,1260] |
| 0.02 | 0.2 | [159,191] | [715,715] |
| 0.02 | 0.25 | [101,126] | [321,321] |
| 0.02 | 0.5 | [55,58] | [297,297] |
| 0.05 | 0.1 | [1206,1512] | [2078,2078] |
| 0.05 | 0.15 | [493,530] | [2499,2499] |
| 0.05 | 0.2 | [221,308] | [1518,1518] |
| 0.05 | 0.25 | [276,280] | [1085,1085] |
| 0.05 | 0.5 | [62,100] | [165,165] |

4. Case Study

In this section, we discuss the application of the proposed variable sampling plan for Pareto Distribution using neutrosophic statistics with the help of ball bearing data. The ball bearing has been widely used to minimize the rotational fraction in the verity of industries including, for example, the food industry, printing machines and high speed machines. The diameter of the ball bearing is an important variable of interest which should be designed to satisfy the given specification limits. A slight difference in diameter from the speciation limit $U = 14$ mm may make it unfit to use in machines. The diameter data is obtained from the measurement process so the possibility of some neutrosophic observations cannot be ignored. Suppose that the quality assurance department wants to apply the proposed for the inspection of the ball bearing diameter with $\alpha = 0.95$, $\beta = 0.10$, AQL = 0.01 and LQL = 0.5. At this stage, the experimenter is uncertain about the selection of sample size for the inspection of the ball bearing product. From Table 1, the neutrosophic plan parameters are noted as: $n_N \in \{38, 89\}$ and $k_N \in \{1.339, 1.768\}$. Therefore, the experimenter can select a random sample between 38 to 89. Suppose he decided to select a random sample of 55 from the ball bearing product. The ball bearing diameter data follows the Pareto distribution with $a_N \in \{10.22, 10.34\}, b_N \in \{0.1000275, 0.1004329\}$. The diameter data having some neutrosophic observations is shown in Table 5.
Table 5. The ball bearing data.

| Observations                  |
|-------------------------------|
| [0.1154,0.1154]  [0.1171,0.1171] [0.1055,0.1053] [0.1157,0.1157] [0.1044,0.10154] |
| [0.1415,0.1088]  [0.1152,0.1234] [0.11421,0.1142] [0.1072,0.1072] [0.1043,0.1092] |
| [0.1032,0.1581]  [0.1065,0.1023] [0.1018,0.1095] [0.1018,0.11269] |
| [0.1099,0.1152]  [0.1014,0.1016] [0.1051,0.1087] [0.1122,0.1043] [0.1013,0.1013] |
| [0.1031,0.1159]  [0.1070,0.1149] [0.1017,0.1006] [0.1308,0.11553] [0.1019,0.1019] |
| [0.1144,0.1144]  [0.1143,0.1022] [0.1648,0.1197] [0.1038,0.1428] [0.1234,0.1234] |
| [0.1095,0.1070]  [0.1184,0.1100] [0.1231,0.1437] [0.1166,0.1023] [0.1015,0.1102] |
| [0.1396,0.1071]  [0.1231,0.1143] [0.1067,0.1067] [0.1025,0.1208] [0.1061,0.1112] |
| [0.1089,0.1044]  [0.1015,0.1015] [0.1012,0.1012] [0.1007,0.1007] [0.1040,0.1040] |
| [0.1129,0.1012]  [0.1015,0.1012] [0.1025,0.1025] [0.1140,0.1126] [0.1081,0.1081] |
| [0.1251,0.15]    [0.1000,0.1223] [0.1040,0.1040] [0.10043,0.1004] [0.1050,0.1050] |

The statistic $Y_N = \bar{X}_N + k_N s_N$ is computed as follows

The neutrosophic mean is computed as follows

$$\bar{X}_L = \frac{1}{n} \sum_{i=1}^{n} x_i^L / n_L = 0.1108, \bar{X}_U = \frac{1}{n} \sum_{i=1}^{n} x_i^U / n_U = 0.1115$$

which yields

$$\bar{X}_N \in \{0.1108, 0.1115\}$$

The neutrosophic standard deviation is calculated as

$$s_L = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i^L - \bar{X}_L)^2 / n_L} = 0.0120$$
$$s_U = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i^U - \bar{X}_U)^2 / n_U} = 0.0124$$

which yield

$$S_N \in \{0.0120, 0.0124\}$$. Based on $\bar{X}_N \in \{0.1108, 0.1115\}$ and $S_N \in \{0.0120, 0.0124\}$, we have $Y_N \in \{0.1269, 0.1321\}$.

The proposed plan is implemented as follows

**Step-1:** Select a neutrosophic random sample of size $n_N \in \{38, 89\}$ from the lot of the product and record the observations for $X_{Ni} \in \{X_L, X_U\} = i = 1, 2, 3, \ldots, 55$.

**Step-2:** Accept the lot of the ball bearing product as $Y_N \in \{0.1269, 0.1321\} \leq U = 14$.

From this example, it is concluded that the proposed sampling plan can be applied effectively and adequately for the inspection of ball bearing under the indeterminate conditions.

5. Concluding Remarks

In this paper, the variable sampling plan for Pareto Distribution using neutrosophic statistics is proposed. The necessary measures of the proposed plan are given for the implementation of the plan in the industry. The proposed plan is an extension of the plan under the classical statistics. The proposed plan provides the plan parameters in an interval while the existing plan provides only the determined values of the plan parameter. The proposed plan can be applied in the industry when there is uncertainty in observations or parameters or both. From the comparison, it is concluded that the proposed plan is more economical, adequate, flexible and informative than the existing sampling plan. An application of the proposed plan in the ball bearing industry is given. The proposed plan can be applied in the food industry, automobile industry and aerospace industry. The proposed plan for other distributions is proposed for future research.
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