Identification of Malignancies from Free-Text Histopathology Reports Using a Multi-Model Supervised Machine Learning Approach
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Abstract: We explored various Machine Learning (ML) models to evaluate how each model performs in the task of classifying histopathology reports. We trained, optimized, and performed classification with Stochastic Gradient Descent (SGD), Support Vector Machine (SVM), Random Forest (RF), K-Nearest Neighbor (KNN), Adaptive Boosting (AB), Decision Trees (DT), Gaussian Naïve Bayes (GNB), Logistic Regression (LR), and Dummy classifier. We started with 60,083 histopathology reports, which reduced to 60,069 after pre-processing. The F1-scores for SVM, SGD KNN, RF, DT, LR, AB, and GNB were 97%, 96%, 96%, 96%, 92%, 96%, 84%, and 88%, respectively, while the misclassification rates were 3.31%, 5.25%, 4.39%, 1.75%, 3.5%, 4.26%, 23.9%, and 19.94%, respectively. The approximate run times were 2 h, 20 min, 40 min, 8 h, 40 min, 10 min, 50 min, and 4 min, respectively. RF had the longest run time but the lowest misclassification rate on the labeled data. Our study demonstrated the possibility of applying ML techniques in the processing of free-text pathology reports for cancer registries for cancer incidence reporting in a Sub-Saharan Africa setting. This is an important consideration for the resource-constrained environments to leverage ML techniques to reduce workloads and improve the timeliness of reporting of cancer statistics.
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1. Introduction

The South African National Cancer Registry (NCR) is responsible for the registration of all malignancies, including histopathologically diagnosed malignancies, and annual reporting of cancer statistics for South Africa (SA) [1,2]. The NCR receives over 100,000 cancer pathology reports annually from pathology laboratories in SA [1,2]. All cancer pathology reports are coded according to the International Classification of Diseases for Oncology 3rd edition (ICD-O-3), reports are de-duplicated to identify index cancer cases, and the cancer statistics are calculated and reported annually [1,2]. The NCR database, since its inception in 1986, has over 1.2 million index cancer cases recorded [2].

The NCR receives pathology reports from both private and public laboratories throughout SA [1]. These reports are electronic and in free-text format. Trained data coders perform medical data abstraction and code the malignant reports using the ICD-O-3 topography and morphology classification for downstream analysis [3]. The medical data abstraction process is labor-intensive,
and the quality of the abstraction is prone to inter-person variability despite the training and experience of the data coder [3]. Ongoing quality assurance measures are deployed to ensure the NCR’s reporting meets industry standards [4]; therefore, the reports are robust and reliable to inform cancer control policies and support robust research.

Despite technological improvements in the abstraction platform and workflows [5], two weaknesses persist. (1) First, there is the issue of inter-coder variability for medical abstraction. This process is labor-intensive [6] and prone to human errors. (2) Cancer reports from the reporting laboratories are identified using the pathologists/laboratory-reported Systematized Nomenclature of Medicine clinical terms (SNOMED-CT). Should pathologists/laboratories fail to report or incorrectly report the SNOMED-CT, then the pathology report may be missed by the NCR. This weakness is prominent in the laboratory reports submitted to the NCR by the public healthcare laboratories in SA. To address the workflow weaknesses and improve efficiency, the NCR must adopt text-mining techniques in the data processing workflow.

Text mining is the act of knowledge discovery in unstructured and structured textual data [7,8]. In the biomedical domain, text-mining techniques are used for process automation [7–10]. Such techniques can help to shorten data processing time, improve accuracy in text classification and abstractions, and reduce operation costs [6]. Text mining can be done by applying rule-based approaches, natural language processing, and/or machine learning (ML) [11].

The rule-based approaches include the use of regular expressions or creating a reference dictionary [12,13]. In this approach, a list of key terms is developed. Then, the model searches for the terms in the list and flags where the terms match [14,15]. For each row that matches the terms in the list, it assigns a positive or actual value. For the rows with no values in the list, it assigns a negative value or no outcome. This technique is ideal for classifying texts rows that are few or when the texts are always standard or structured [12]. In cases where the text is unstructured and the data keeps growing, the use of ML models is ideal [16,17].

ML models are broadly categorized into two groups: supervised or unsupervised [18]. Unsupervised ML models find patterns—for example, similarities and dissimilarities in the text or classes. Unsupervised models have no training data [19,20]. Supervised ML models use training data to perform classifications [21]. The training data act as the guide for performing the classification [21]. This makes that classification more accurate. Both supervised and unsupervised text-mining models are continuously being used in cancer registries and cancer research around the world [6,13,16,19,22–24].

Currently, the literature on text mining and text analytics work in the cancer registries across Sub-Saharan Africa is scarce. This work explores the use of text mining through multi-model supervised machine learning (MMSML) to identify histopathology reports describing malignancies among all histopathology reports in the public healthcare laboratories for the Western Cape Province in South Africa for the year 2016.

2. Methods

2.1. Ethical Considerations

This study is covered under the ethical clearance waiver granted to the NCR by the Human Research Ethics Committee of the University of the Witwatersrand.

2.2. Software and Hardware

We implemented this work entirely in Python 3.7 [25], running in Anaconda (Enterprise 4) [26] using Jupyter IPython Notebook (version 5.3.1) [27]. The Python modules pandas (version 0.24.2) [28], numpy (version 1.16.4) [29], regex (version 2.2.1) [30], nltk (version 3.4.4), and sklearn (version 0.21.2) [31] were used. We used a computer with an i7 processor and 32 gigabytes of RAM.
2.3. Data Source

All histopathology reports collated in the National Health Laboratory Service’s (NHLS) Corporate Data Warehouse (CDW) [32] for the year 2016 in the Western Cape province were made available for this study. The NHLS is the central pathology laboratory service for the public healthcare sector in SA.

2.4. Pre-Processing

We assigned a unique row identifier (ID) for each record and then subset the dataset by retaining the three columns that contained the result text in free text format, the SNOMED-CT morphology codes, and the row ID. We plotted a word cloud on the result text to determine the word representation before data cleaning of the result text. We also generated a character count, word count, and unique word count before data cleaning. For each row in the result text, new lines, tabs, and extra spaces were replaced with a single space. Then, we picked from the start word patterns that are “a” to “z” in either lower or capital case, numbers 0 to 9, hyphens, apostrophes, and spaces. Then, we converted all the resulting text into lower case. We expanded the contracted words—for example “don’t” to “do not”—and removed the words “no” and “not” from the stopwords list [15] because these are negation words in a sentence. We added the words “tel”, “telephone”, and “fax” to the stopwords list. Then, we removed all the words in the stopwords list from the resulting text.

A second word cloud was constructed after data cleaning to visualize the effect of the pre-processing. Character counts, word counts, and unique word counts were generated again after data cleaning. Comparison of the metadata data frame was done before and after pre-processing, and we excluded rows where the content was completely lost due to pre-processing. These rows, which initially had tabs and newlines values, were left with no result text after pre-processing (had null values).

2.5. Feature Engineering

This is the process of transforming input data to features that machine learning models can easily interpret to improve model performance [33,34]. This can be done by either reviewing the input features or letting the machine learning model select the most appropriate features [33,34]. We used Term Frequency-Inverse Document Frequency (TF-IDF) vectorizer with an ngram range of 1–3 to convert the raw text to the matrix of TF-IDF features. TF-IDF is a mathematical representation of a weight to a term or terms in a document [35]. It looks at how important a term or terms is/are with respect to the whole corpus or document [35]. The TF-IDF is given by the equation below:

\[ W(d, t) = TF(d, t) \times \log \left( \frac{N}{df(t)} \right) \]

where \(d\) is document, \(t\) is term, \(df\) is document frequency, \(TF\) is term frequency, and \(N\) is the total number.

Through feature engineering, we were able to drop words that the TF-IDF vectorizer gave more weight to when paired with other words that do not contribute to the actual classification goal. These included words such as comment, diagnosis, final diagnosis, immunohistochemistry, microscopic examination, etc.; these words were subheadings in the reports. We sampled some of the most important words, bigrams, and trigrams for this classification and attached a list in the Supplementary Materials.

Then, we fitted the features to the encoded value labels. Since TF-IDF generates many features, it is impossible to use all the features to perform classification. Therefore, we used a dimensionality reduction feature called Truncated Singular Value Decomposition (SVD) [36] through a topic modeling technique called Latent Semantic Analysis [31].

2.6. Classification

We sampled records with SNOMED-CT morphology codes to create classes of malignancy status for the training data. The cancer morphology codes are five-digit codes ranging from 8000/0 to
The first four digits indicate the specific histologic term [37], while the code after the backslash represents the behavior code. The behavior code can be as follows: 0 is benign, 1 is uncertain whether malignant or benign, 2 is carcinoma in situ, 3 is the malignant primary site, 6 is the malignant metastatic site, and 9 is malignant, uncertain whether primary or metastatic site [37].

Using regular expressions [30], we were able to construct classes for “Malignant”, “Non-malignant”, and “No diagnosis”. We performed the MMSML classification in scikit-learn in Python [31]. We randomly sampled 5000 rows each from “Malignant” and “Non-malignant” classes and 1000 rows from “No diagnosis” to create the training data. Then, we used the Label Encoder to turn the labels into numbers that are 0, 1, and 2 for “Non-malignant”, “Malignant”, and “No diagnosis”, respectively. We applied a multiclass classification approach. We split the training data into “X” and “y” where “X” is the result text that also contains the features for the classification and “y” is the encoded labels.

We evaluated the model performance by running non-optimized classification algorithms. We used the train test split by stratification method in scikit-learn [31]. The test size was “0.3”, the random state was “three”, stratification was “yes”, and shuffle was set to “true”. Then, we optimized the models by performing hyperparameter tuning in GridSearchCV. The scikit-learn library allowed us to stack these models together, thereby making it possible to compare the performance of each algorithm [31]. The algorithms used in this model are briefly explained below.

2.6.1. Gaussian Naïve Bayes (GNB)

GNB is a classifier based on Bayes theorem [35]. It relies on the conditional probability to predict the outcome of an occurrence [35]. For example, if documents fit into k categories where \( k \in \{c_1, c_2, \ldots, c_k\} \), then the predicted output is \( c \in C \). The model function is given as below:

\[
P(c|d) = \frac{P(d|c)P(c)}{P(d)}
\]

where \( d \) is documents and \( c \) indicates classes.

2.6.2. Adaptive Boosting (AB)

AB was discovered by Freund and Schapire; this algorithm works by reweighing the examples in the training set to improve the classification accuracy [38]. It converts any algorithm with an accuracy higher than guessing to a higher performance [38]. A boost classifier is given by the function below:

\[
F_T(x) = \sum_{t=1}^{T} f_t(x)
\]

where \( f_t \) is a weak learner that takes an object \( x \) as input and return the class it belongs to.

2.6.3. Logistic Regression (LR)

LR uses a logistic function to predict a given outcome [39]. LR is also referred to as the maximum entropy model in the multiclass text classification domain [39]. To perform multiclass text classification, LR must be regularized. This is possible by adding a regularization term \( w^T w/2 \), and a regularized logistic regression is given by the function below:

\[
\min_{w} f(w) = \frac{1}{2} w^T w + C \sum_{i=1}^{l} \log(1 + e^{-y_i w^T x_i})
\]

where \( C > 0 \) is a parameter set by users. The function estimates \( (w) \) weight by \( (\min) \), minimizing the negative log-likelihood.
2.6.4. Stochastic Gradient Descent (SGD)

SGD is mostly used in large-scale machine learning problems since the computational complexity of machine learning becomes a limiting factor in very large datasets [40]. SGD addresses the complexity by having a faster convergence [41], as the SGD algorithm learns by randomly obtaining examples from the ground truth without necessarily taking into consideration the previous iterations [40]. Every iteration in SGD updates the weights based on the gradient from the randomly picked example [40]:

$$w_{t+1} = w_t - \gamma_t \nabla_w Q(z_t, w_t)$$

where $z_t$ is the random example picked, $w_t$, $t = 1, \ldots, t = n$, is the stochastic process that depends on the randomly picked example [40]. SGD is derived from Batch Gradient Descent (BGD) [41]. BGD is meant for small datasets, while SGD works well in large datasets. We used a constant learning rate to maintain class labels.

2.6.5. K-Nearest Neighbor (KNN)

This is a non-parametric algorithm, which considers the closest neighbor to the point of prediction [35]. For example, consider a document with the $x$ training set; the algorithm will find all the $k$ neighbors of $x$. Since there may be lots of overlap in the neighbors, the algorithm assigns a score to the $k$ neighbors and only puts the $k$ with the highest scores depending on the value of $x$. We used weight-adjusted KNN that uses the TF-IDF weight vectors for the classification [35], where the KNN weighted cosine measure was derived as follows:

$$\cos(x, y, w) = \frac{\sum_{t \in T} (x_t \times w_t) \times (y_t \times w_t)}{\sqrt{\sum_{t \in T} (x_t \times w_t)^2} \times \sqrt{\sum_{t \in T} (y_t \times w_t)^2}}$$

where $T$ is the set of words, and $x_t$ and $y_t$ are the term frequencies. The training set ($d \in D$), where $N_d = \{n_1, n_2, \ldots, n_k\}$ is the set of k-nearest neighbors of $d$. The similarity sum of $d$ neighbors that belongs to class $c$ given by $N_d$ defined as:

$$S_c = \sum_{n_i \in N_d : C(n_i) = c} \cos(d, n_i, w).$$

The similarity total is given as below:

$$T = \sum_{c \in C} S_c$$

and $d$ contribution defined in the terms of $S_c$ of classes $c$.

2.6.6. Support Vector Machine (SVM)

Originally developed as a binary classifier, but with the recent advancement in technology, SVM algorithms have improved to non-binary and multiclass classifications models [35]. SVM uses either linear or non-linear kernels to perform classification [35]. We used multiclass SVM by applying one versus the rest while generating classification features from TF-IDF [35]. To get proper classification, we used a string kernel [35]. The string kernel uses $\Phi(.)$ to map the string in the feature space. By using the spectrum kernel, which counts the number of times a word appears in string $x_i$ as a feature map where defining feature maps from $x \rightarrow \mathbb{R}^{|k|}$:

$$\Phi(x) = \Phi_j(x) | j \in \Sigma^k$$

where the kernel $\Phi_j(x) = \text{number of } j \text{ feature appears in } x$. 
The feature map $\Phi_i(x)$ is then generated by sequence $x_i$ and kernel defined as follows:

$$F = \sum_k K_i(x, x') = \langle \Phi_i(x), \Phi_i(x') \rangle$$

2.6.7. Decision Trees (DT)

This classifier performs classification by creating a tree based on attributes of data points [35,42]. Classification is performed by getting attributes with the largest information gain as the parent’s node, then using cross-entropy to evaluate the performance of the classification [42]. For example, consider an attribute $A$ with $k$ distinct value divides the training set $E$ in subsets of $\{E_1, E_2, \ldots, E_k\}$.

2.6.8. Random Forest (RF)

This is an ensemble learning method for text classification; it works by generating random decision trees [35]. It is faster to train for faster classification, though it is quite slow to make predictions [35]. The algorithm has been improved to have convergence as margin measures ($mg(X,Y)$) with indicator function $I(.)$ as below:

$$mg(X,Y) = \text{av}_k I(h_k(X) = Y) - \max_{j \neq Y} \text{av}_k I(h_k(X) = j).$$

The predictions in RF are assigned based on voting as follows:

$$\delta_V = \underset{i}{\text{argmax}} \sum_{j \neq Y} I(r_{ij} > r_{ij})$$

such that $r_{ij} + r_{ij} = 1$.

2.7. Model Optimization

Hyper-tuning of the model parameters was done, and the classification was run through a GridSearchCV to improve the model performance [31]. GridSearchCV implements a fit and score method [31]. We performed 5-fold cross-validation on a GridSearchCV, and the best model was selected based on the score each fold returned. This allowed us to optimize all the algorithms in the model except for the dummy classifier. Table 1 shows the optimized parameters that we used to perform classification.

### Table 1. Classification parameters for the optimized models.

| Model            | Parameters                                                                 |
|------------------|----------------------------------------------------------------------------|
| SGD              | Alpha = 0.0001, average = False, class_weight = None, early_stopping = False, epsilon = 0.1, eta0 = 0.0, fit_intercept = True, l1_ratio = 0.15, learning_rate = 'optimal', loss = 'log', max_iter = 1000, n_iter_no_change = 5, n_jobs = None, penalty = 'l2', power_t = 0.5, random_state = None, shuffle = True, tol = 0.001, validation_fraction = 0.1, verbose = 0, warm_start = False |
| RF               | bootstrap = True, ccp_alpha = 0.0, class_weight = None, criterion = 'gini', max_depth = None, max_features = 'auto', max_leaf_nodes = None, max_samples = None, min_impurity_decrease = 0.0, min_impurity_split = None, min_samples_leaf = 1, min_samples_split = 2, min_weight_fraction_leaf = 0.0, n_estimators = 100, n_jobs = None, oob_score = False, random_state = None, verbose = 0, warm_start = False |
| SVM              | C = 1.0, break_ties = False, cache_size = 200, class_weight = None, coef0 = 0.0, decision_function_shape = 'ovr', degree = 3, gamma = 'scale', kernel = 'rbf', max_iter = -1, probability = True, random_state = None, shrinking = True, tol = 0.001, verbose = False |
| KNN              | algorithm = 'auto', leaf_size = 30, metric = 'minkowski', metric_params = None, n_jobs = None, n_neighbors = 5, p = 2, weights = 'uniform' |
2.8. Evaluation

We evaluated our models by calculating the accuracy, precision, recall, F1-score, misclassification rate (error rate), micro-average, and macro-average. We achieved this by plotting a Confusion Matrix (CM), Receiver Operating Characteristics (ROC), and Area Under Curve (AUC) for various algorithms [35]. CM is a table used to measure the performance of a classification model by getting counts of predicted values against actual values [35]. ROC and AUC measure the performance of the classification at various threshold settings [35]. ROC is the probability curve, while AUC is a measure of separation of the classes [35]. The plotting of confusion matrices, ROC, and AUC are possible from calculating elements such as the True Positive (TP), False Positive (FP), True Negative (TN), False Negative (FN), True Positive Rate (TPR), and False Negative Rate (FNR) [35].

The example reports in Table 2 show examples of the reports before and after cleaning and their respective SNOMED-CT classes.

| Report before Pre-Processing | Report after Pre-Processing | Text Class | Class |
|-----------------------------|-----------------------------|------------|-------|
| \text{EPISODE NUMBER: xx1111111}\text{EPISODE NUMBER: xx2222222}\text{EPISODE NUMBER: xx3333333} \text{REPORTING.} & \text{EPISODE NUMBER: xx1111111 clinical history: multiple growth abdomen right thigh mobile 2 × 2 cm. Nil skin change.} & \text{Non-malignant} & 0 |
| \text{REPORTING.} & \text{EPISODE NUMBER: xx2222222 clinical history: skin cancer left lower leg long stitch lateral short stitch superior macroscopy: specimen labeled bcc left leg consists ellipse skin large polyloid ulcerated tumor measuring 65 mm long axis 45 mm short axis ulcer measures 35 \times 30 mm microscopy: sections show moderately differentiated keratinizing squamous carcinoma margins: lateral skin margin 4 mm medial 6 mm proximal 12 mm distal 10 mm deep resection margin 4–5 mm} & \text{Malignant} & 1 |
| \text{REPORTING.} & \text{EPISODE NUMBER: xx3333333 clinical history: bmt} & \text{No Diagnosis} & 2 |

3. Results

3.1. Pre-Processing

A total of 60,083 histology reports were registered by the NHLS for the Western Cape Province in 2016. The mean character count before pre-processing was 1032.12 with a standard deviation of 832.17.
The character count of the reports before pre-processing ranged from 1 to 16,961, which changed to 0 to 12,419 after pre-processing. The word count of the reports before pre-processing ranged from 1 to 5613, which changed from 0 to 1607 after pre-processing. Table 3 shows the summary statistics of the text results before and after pre-processing.

### Table 3. The summary statistics of the histopathology reports before and after pre-processing.

|                           | Character Count before Pre-Processing | Character Count after Pre-Processing | Word Count before Pre-Processing | Word Count after Pre-Processing | Unique Words before Pre-Processing | Unique Words after Pre-Processing | Percentage Change |
|---------------------------|---------------------------------------|------------------------------------|---------------------------------|---------------------------------|-----------------------------------|-----------------------------------|-------------------|
| Row count                 | 60,083                                | 60,068                             | 60,083                          | 60,068                          | 60,083                            | 60,068                            |                   |
| mean                      | 1032.12                               | 863.09                             | 143.32                          | 110.12                          | 88.10                             | 81.69                             | 14.41             |
| Standard deviation        | 832.17                                | 667.63                             | 154.34                          | 87.82                           | 54.05                             | 47.76                             | 15.79             |
| 25%                       | 626                                   | 538                                | 74                               | 67                              | 60                                | 57                                | 6.67              |
| 50%                       | 836                                   | 702                                | 105                             | 89                              | 79                                | 74                                | 13.79             |
| 75%                       | 1180                                  | 982                                | 164                             | 125                             | 104                               | 96                                | 20                |
| max                       | 16,961                                | 12,419                             | 5613                            | 1607                            | 983                               | 884                               | 90.14             |

We plotted the distribution characteristics of the characters, word count, and unique word count before and after pre-processing of the histopathology reports (Figure 1). The characters count, word count, and unique word count remained fairly unchanged from before to after pre-processing, as portrayed in the shapes of the distribution curves (Figure 1).

Figure 1. The distribution of character, word count, and unique word count of the histopathology reports before and after pre-processing.

We plotted two word clouds (Figure 2). Word clouds were used to visualize the keywords in the histopathology reports [43]. From the two word clouds, the effects of pre-processing were highlighted: the text changed to lower case, the new line tags were eliminated but generally, while the content of the histopathology reports remained unchanged.

The average word percentage change for before and after pre-processing was 14.41% (Figure 3). An expansion of shortened words led to a stopwords removal and a decreasing of words for some histopathology reports while other reports remained unchanged.
3.2. Classification

We randomly sampled 11,000 reports (from the total of 60,068 that survived pre-processing), where the SNOMED-CT codes indicated the “Malignant”, “Non-malignant”, and “No diagnosis” classifications for our training set. Then, we split the training dataset into two where 70% was for the training set and 30% was for the test set. We performed classification without optimization (Table 4).

Table 4. Models performance before optimization.

| Model | Accuracy (%) | Precision (%) | Recall (%) | F$_1$-Score (%) |
|-------|--------------|---------------|------------|-----------------|
| SVM   | 96           | 97            | 97         | 97              |
| LR    | 95           | 96            | 96         | 96              |
| KNN   | 95           | 96            | 96         | 96              |
| SGD   | 95           | 96            | 96         | 96              |
| RF    | 95           | 96            | 96         | 96              |
| DT    | 90           | 93            | 92         | 92              |
| GNB   | 85           | 89            | 88         | 88              |
| AB    | 79           | 85            | 82         | 84              |
| Dummy | 41           | 32            | 32         | 32              |

We plotted the CM, ROC, and AUC to show the classification rates between various classes and the average classification as shown in Figures 4–7.
Figure 4. Performance evaluation using the confusion matrix of AB, DT, GNB, and KNN.

Figure 5. Performance evaluation using the confusion matrix of LR, RF, SGD, and SVM.
After model optimization, we performed the actual classification, as shown in Table 5. The table presents the cross-tabulation between the labels before and the outcome of the predictions from the models.

**Figure 6.** Performance evaluation using ROC for AB, DT, GNB, and KNN.

**Figure 7.** Performance evaluation using ROC for LR, RF, SGD, and SVM.
model. Then, we calculated the error rates for each algorithm in the model; the error rates were calculated using all reports with labels. The error rates and the run time for each algorithm in the model are presented in Table 6.

### Table 5. Actual classification.

| Model | Predicted | Label before |         |         |         |         |         |         |         |         |         |         |
|-------|-----------|--------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
|       |           | Non-Malignant | Malignant | No Diagnosis | No Label | Total   |         |         |         |         |         |         |
| SDG   | Non-malignant | 5193          | 689      | 12       | 36,019  | 42,680  |         |         |         |         |         |         |
|       | Malignant   | 208           | 10,000   | 3        | 5831    | 16,042  |         |         |         |         |         |         |
|       | No diagnosis | 0             | 1        | 1283     | 830     | 2114    |         |         |         |         |         |         |
|       | Total       | 5401          | 10,690   | 1298     | 42,680  |         |         |         |         |         |         |         |
| SVM   | Non-malignant | 5192          | 351      | 8        | 32,662  | 38,213  |         |         |         |         |         |         |
|       | Malignant   | 209           | 10,338   | 7        | 9188    | 19,742  |         |         |         |         |         |         |
|       | No diagnosis | 0             | 1        | 1283     | 830     | 2114    |         |         |         |         |         |         |
|       | Total       | 5401          | 10,690   | 1298     | 42,680  |         |         |         |         |         |         |         |
| RF    | Non-malignant | 5379          | 282      | 1        | 29,199  | 34,861  |         |         |         |         |         |         |
|       | Malignant   | 22            | 10,408   | 0        | 12,543  | 22,973  |         |         |         |         |         |         |
|       | No diagnosis | 0             | 0        | 1297     | 938     | 2235    |         |         |         |         |         |         |
|       | Total       | 5401          | 10,690   | 1298     | 42,680  |         |         |         |         |         |         |         |
| KNN   | Non-malignant | 5188          | 536      | 6        | 26,419  | 32,149  |         |         |         |         |         |         |
|       | Malignant   | 213           | 10,153   | 8        | 15,425  | 25,799  |         |         |         |         |         |         |
|       | No diagnosis | 0             | 1        | 1284     | 836     | 2121    |         |         |         |         |         |         |
|       | Total       | 5401          | 10,690   | 1298     | 42,680  |         |         |         |         |         |         |         |
| DT    | Non-malignant | 5359          | 559      | 1        | 26,937  | 32,856  |         |         |         |         |         |         |
|       | Malignant   | 40            | 10,126   | 1        | 13,900  | 24,067  |         |         |         |         |         |         |
|       | No diagnosis | 2             | 5        | 1296     | 1843    | 3146    |         |         |         |         |         |         |
|       | Total       | 5401          | 10,690   | 1298     | 42,680  |         |         |         |         |         |         |         |
| AB    | Non-malignant | 4142          | 2876     | 0        | 25,881  | 32,899  |         |         |         |         |         |         |
|       | Malignant   | 1259          | 7810     | 17       | 15,834  | 24,920  |         |         |         |         |         |         |
|       | No diagnosis | 0             | 4        | 1281     | 965     | 2250    |         |         |         |         |         |         |
|       | Total       | 5401          | 10,690   | 1298     | 42,680  |         |         |         |         |         |         |         |
| GNB   | Non-malignant | 5000          | 3044     | 7        | 31,308  | 39,359  |         |         |         |         |         |         |
|       | Malignant   | 398           | 7634     | 3        | 10,258  | 18,293  |         |         |         |         |         |         |
|       | No diagnosis | 3             | 12       | 1288     | 1114    | 2417    |         |         |         |         |         |         |
|       | Total       | 5401          | 10,690   | 1298     | 42,680  |         |         |         |         |         |         |         |
| LR    | Non-malignant | 5148          | 471      | 12       | 33,828  | 39,459  |         |         |         |         |         |         |
|       | Malignant   | 253           | 10,218   | 3        | 8022    | 18,496  |         |         |         |         |         |         |
|       | No diagnosis | 0             | 1        | 1283     | 830     | 2114    |         |         |         |         |         |         |
|       | Total       | 5401          | 10,690   | 1298     | 42,680  |         |         |         |         |         |         |         |
Table 6. Misclassification error rates and model run times.

| Model | Misclassification Rates (%) | Approx. (Run Time) |
|-------|-----------------------------|--------------------|
| SGD   | 5.25                        | 20 min             |
| SVM   | 3.31                        | 2 h                |
| RF    | 1.75                        | 8 h                |
| KNN   | 4.39                        | 40 min             |
| DT    | 3.50                        | 2 h                |
| AB    | 23.90                       | 50 min             |
| GNB   | 19.94                       | 4 min              |
| LR    | 4.26                        | 10 min             |

4. Discussion

This study demonstrates the possibilities of integrating ML models to process cancer reports. Data labels make it possible to assign the SNOMED-CT codes to the unlabeled data. This is very important, as in our data, 8.17% of the pathology reports are not assigned any SNOMED-CT codes, while 10% of the assigned SNOMED-CT codes are misclassified. Considering the increasing cancer burden in low and middle-income countries (LMIC) worldwide due to changes in the lifestyle and environmental factors [5,44], more cancer reports are being collected in cancer registries. This requires faster and more efficient means of data processing to meet the demand for the timely and accurate reporting of cancer statistics.

By integrating ML models in data processing, it is possible to achieve timely data processing for the increased reporting load. For example, NCR collects more than 100,000 raw reports per annum for reporting purposes [1]. The number of raw reports is expected to increase with the increase in population size and the rise of cancers cases in LMICs.

Using ML techniques such as TF-IDF to generate classification features per classes assigned, it is possible to classify records without creating a reference/word dictionary. This also makes it possible to classify records with variability, since the majority of pathology records do not follow definite standard reporting guidelines, and variation exists amongst pathologists. Despite TF-IDF generating many classification features, a dimensional reduction of features using SVD makes it possible to reduce the number of classification features, thereby reducing the classification time while increasing the accuracy. This allows the appropriate features to be assigned to the appropriate classes for the training data promptly. This is evident, as we first tested the models by splitting the training dataset into two and using 30% for testing each classification algorithm.

RF performs well with least misclassification rates followed by SVM, DT, LR, and then KNN; this is also mirrored in the F1-score of the five algorithms except for DT. The F1-score for DT during training and optimization were at 92%, but there was improvement during the actual classification (Table 5, Figures 4 and 6). The classification rates of RF, SVM, LR, KNN, and SGD for each class were at 97% and above for the five algorithms, while the micro- and macro-classification were at 98% and above, as shown the ROC curves (Figures 6 and 7). Even though AB and GNB algorithms takes a short time to train, optimize, and perform classification with, they have high misclassification rates and are not appropriate to perform the classification of histopathology reports. The run time for RF is a limitation, but it had the least number of misclassification rates on the label data, and therefore, this showed its classification strength. The model is also known to train faster, but it takes longer to perform optimization [35]. LR can still be applied in text classification tasks for histopathology reports since it had a misclassification error of below 5% and an F1-score of 96%. LR also takes a short time to train, optimize, and perform classification.

When we explored the misclassified reports in the model, all the algorithms uniformly misclassified 59 reports: 2 reports were predicted as malignant but were non-malignant, while 57 reports were predicted as non-malignant but were malignant. Our study did not incorporate Deep Learning models that are gaining popularity in the Natural Language Processing domain [35]. It would be ideal to try
such models in the histopathology reports and measure their performance. We were also not able to incorporate Multinomial Naïve Bayes (MNB) classifier, which is an improved GNB and has an enhanced performance compared to GNB [35]. The SVD dimensionality reduction applied in this study generates classification features with negative values, which made the MNB algorithm generate value error.

Performing classification with ML models saves more time compared to human coding [6] and is more accurate compared to rule-based approaches [13] in cases where datasets are big and have no standard structure. This helps to cope with constantly increasing heterogeneous data when such models are incorporated in workflow pipelines. This is a major strength, as there are no or little adjustments made to the model compared to rule-based approaches [45].

5. Conclusions

Our study demonstrated the possibility of applying ML techniques in the processing of free-text pathology reports for cancer registries for cancer incidence reporting in a Sub-Saharan African setting. This is an important consideration for resource-constrained environments to leverage ML techniques to reduce workloads and increase productivity. We can apply ML models to improve data processing efficiency and report misclassification.

RF, though it takes a long time to train and optimize, has the least misclassification rates and therefore would be recommended for performing the classification of histopathology reports. DT had the third least misclassification rates after SVM, which makes RF, SVM, and DT classifiers appropriate for text classification of the histopathology reports.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| SNOMED CT    | Systematized Nomenclature of Medicine—Clinical Terms |
| ICD-O        | International Classification of Diseases for Oncology |
| GridSearchCV | GridSearch Cross-Validation |
| SSA          | Sub-Saharan Africa |
| SA           | South Africa |
| NCR          | South African National Cancer Registry |
| NHLS         | National Health Laboratory Service |
| ML           | Machine Learning |
| ID           | Identification |
| SGD          | Stochastic Gradient Descent |
| SVM          | Support Vector Machine |
| AB           | Adaptive Boosting |
| GNB          | Gaussian Naïve Bayes |
| LR           | Logistic Regression |
| DT           | Decision Trees |
| KNN          | K-Nearest Neighbor |
| RF           | Random Forest |
| TF           | Term Frequency |
| TF-IDF       | Term Frequency Inverse Document Frequency |
SVD  Singular Value Decomposition  
LSA  Latent Semantic Analysis  
BGD  Batch Gradient Descent  
CM  Confusion Matrix  
ROC  Receiver Operating Characteristics  
AUC  Area Under Curve  
TP  True Positive  
TN  True Negative  
FP  False Positive  
FN  False Negative

References

1. Singh, E.; Underwood, J.M.; Nattey, C.; Babb, C.; Sengayi, M.; Kellett, P. South African National Cancer Registry: Effect of withheld data from private health systems on cancer incidence estimates. *S. Afr. Med. J.* 2015, 105, 107–109. [CrossRef] [PubMed]
2. Singh, E.; Sengayi, M.; Urban, M.; Babb, C.; Kellett, P.; Ruff, P.; De Villiers, C.B. The South African National Cancer Registry: An update. *Lancet Oncol.* 2014, 15, e363. [CrossRef]
3. Dube, N.; Girdler-Brown, B.; Tint, K.; Kellett, P. Repeatability of manual coding of cancer reports in the South African National Cancer Registry, 2010. *S. Afr. J. Epidemiol. Infect.* 2013, 28, 157–165. [CrossRef]
4. Bray, F.; Parkin, D.M. Evaluation of data quality in the cancer registry: Principles and methods. Part I: Comparability, validity and timeliness. *Eur. J. Cancer* 2009, 45, 747–755. [CrossRef] [PubMed]
5. Singh, E.; Ruff, P.; Babb, C.; Sengayi, M.; Beery, M.; Khoali, L.; Kellett, P.; Underwood, J.M. Establishment of a cancer surveillance programme: The South African experience. *Lancet Oncol.* 2015, 16, e414–e421. [CrossRef]
6. Defossez, G.; Burgun, A.; Le Beux, P.; Levillain, P.; Ingrand, P.; Claveau, V.; Jouhet, V. Automated Classification of Free-text Pathology Reports for Registration of Incident Cases of Cancer. *Methods Inf. Med.* 2012, 51, 242–251. [CrossRef]
7. O’Mara-Eves, A.; Thomas, J.; McNaught, J.; Miwa, M.; Ananiadou, S. Using text mining for study identification in systematic reviews: A systematic review of current approaches. *Syst. Rev.* 2015, 4, 5. [CrossRef] [PubMed]
8. Harpaz, R.; Callahan, A.; Tamang, S.; Low, Y.; Odgers, D.; Finlayson, S.; Jung, K.; LePendu, P.; Shah, N.H. Text Mining for Adverse Drug Events: The Promise, Challenges, and State of the Art. *Drug Saf.* 2014, 37, 777–790. [CrossRef]
9. Fleuren, W.W.; Alkema, W. Application of text mining in the biomedical domain. *Methods* 2015, 74, 97–106. [CrossRef]
10. Rodriguez-Esteban, R.; Bundschus, M. Text mining patents for biomedical knowledge. *Drug Discov. Today* 2016, 21, 997–1002. [CrossRef] [PubMed]
11. Zhu, F.; Fatumcharoenpol, P.; Zhang, C.; Yang, Y.; Chan, J.; Meechai, A.; Vongsangnak, W.; Shen, B. Biomedical text mining and its applications in cancer research. *J. Biomed. Inform.* 2013, 46, 200–211. [CrossRef]
12. Bui, D.D.A.; Zeng-Treitler, Q. Learning regular expressions for clinical text classification. *J. Am. Med. Inform. Assoc.* 2014, 21, 850–857. [CrossRef] [PubMed]
13. Osborne, J.D.; Wyatt, M.; O Westfall, A.; Willig, J.; Bethard, S.; Gordon, G. Efficient identification of nationally mandated reportable cancer cases using natural language processing and machine learning. *J. Am. Med. Inform. Assoc.* 2016, 23, 1077–1084. [CrossRef] [PubMed]
14. Bird, S.; Klein, E. Regular Expressions for Natural Language Processing; University of Pennsylvania: Philadelphia, PA, USA, 2006; pp. 1–7. Available online: http://courses.ischool.berkeley.edu/256/f06/papers/regexps_tutorial.pdf (accessed on 2 May 2018).
15. Hermawan, R. *Natural Language Processing with Python*; O’Reilly Media, Inc: Newton, MA, USA, 2011. [CrossRef]
16. Spasic, I.; Livsey, J.; Keane, J.; Nenadic, G. Text mining of cancer-related information: Review of current status and future directions. *Int. J. Med. Inform.* 2014, 83, 605–623. [CrossRef] [PubMed]
17. Kumar, S.; Goel, S. Enhancing Text Classification by Stochastic Optimization method and Support Vector Machine. *Int. J. Comput. Sci. Inf. Technol.* 2015, 6, 3742–3745.
18. Bastanlar, Y.; Özuysal, M. Introduction to Machine Learning. *Adv. Struct. Saf. Stud.* **2013**, *105–128*. [CrossRef]
19. Vural, S.; Wang, X.; Guda, C. Classification of breast cancer patients using somatic mutation profiles and machine learning approaches. *BMC Syst. Biol.* **2016**, *10*, 62. [CrossRef] [PubMed]
20. Sarkar, D. *Text Analytics with Python*; Apress: New York, NY, USA, 2016.
21. Navarre, S.W.; Steiman, H.R. Root-End Fracture During Retropreparation: A Comparison Between Zirconium Nitride-Coated and Stainless Steel Microsurgical Ultrasonic Instruments. *J. Endod.* **2002**, *28*, 330–332. [CrossRef] [PubMed]
22. McCowan, I.; Moore, D.C.; Nguyen, A.N.; Bowman, R.V.; Clarke, B.E.; Duhig, E.E.; Fry, M.-J. Collection of Cancer Stage Data by Classifying Free-text Medical Reports. *J. Am. Med. Inform. Assoc.* **2007**, *14*, 736–745. [CrossRef]
23. Kasthurirathne, S.N.; E Dixon, B.; Grannis, S. Evaluating Methods for Identifying Cancer in Free-Text Pathology Reports Using Various Machine Learning and Data Preprocessing Approaches. *Stud. Health Technol. Inform.* **2015**, *216*, 1070. [CrossRef]
24. Nguyen, A.N.; Moore, J.; O'Dwyer, J.; Philpot, S. Automated Cancer Registry Notifications: Validation of a Medical Text Analytics System for Identifying Patients with Cancer from a State-Wide Pathology Repository. Available online: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5333242/pdf/2496545.pdf (accessed on 13 July 2019).
25. van Guido, R.P. Development Team. The Python Language Reference; Python Software Foundation: Wilmington, DE, USA, 2013; p. 11. Available online: http://docs.python.org/2/reference/lexical_analysis.html (accessed on 28 October 2019).
26. Anaconda, I. Anaconda Documentation, Release 2.0, Read Docs. Available online: https://docs.anaconda.com/anaconda/navigator/ (accessed on 27 October 2019).
27. Ipython, T.; Team, D. *IPython Documentation*. Read Docs 2011, 3, 293–299. Available online: http://ipython.scipy.org/moin/ (accessed on 3 July 2019).
28. Wes McKinney & PyData Development Team. Pandas: Powerful Python Data Analysis Toolkit Release 0.25.0. p. 2827. Available online: https://pandas.pydata.org/pandas-docs/stable/pandas.pdf (accessed on 19 July 2019).
29. Gold, B.; Cankovic, M.; Furtado, L.V.; Meier, F.; Gocke, C.D. Do circulating tumor cells, exosomes, and circulating tumor nucleic acids have clinical utility? A report of the association for molecular pathology. *J. Mol. Diagn.* **2015**, *17*, 209–224. [CrossRef] [PubMed]
30. Hosoya, H.; Pierce, B.C. Regular expression pattern matching for XML. *J. Funct. Program.* **2003**, *13*, 961–1004. [CrossRef]
31. Pedregosa, F.; Varoquaux, G.; Gramfort, A.; Michel, V.; Thirion, B.; Grisel, O.; Blondel, M.; Prettenhofer, P.; Weiss, R.; Dubourg, V.; et al. Duchesnay, Fré. Scikit-Learn: Machine Learning in Python. *J. Mach. Learn. Res.* **2011**, *12*, 2825–2830. Available online: http://scikit-learn.sourceforge.net (accessed on 6 August 2020).
32. National Health Laboratory Service. Annual Report; National Health Laboratory Service: Johannesburg, South Africa, 2017; Available online: http://www.nhls.ac.za/assets/files/an_report/NHLS_AR_2018.pdf (accessed on 18 July 2019).
33. Miceli, P.A.; Blair, W.D.; Brown, M.M. Isolating Random and Bias Covariances in Tracks. In Proceedings of the 2018 21st International Conference on Information Fusion (FUSION), Cambridge, UK, 10–13 July 2018.
34. Mujtaba, G.; Shuib, N.L.M.; Raj, R.G.; Rajandram, R.; Shaikh, K.; Al-Garadi, M.A. Automatic ICD-10 multi-class classification of cause of death from plaintext autopsy reports through expert-driven feature selection. *PLoS ONE* **2017**, *12*, e0170242. [CrossRef]
35. Kowsari, K.; Meimandi, K.J.; Heidarysafa, M.; Mendu, S.; Barnes, L.; Brown, D.; Meimandi, J. Text Classification Algorithms: A Survey. *Information* **2019**, *10*, 150. [CrossRef]
36. B.C. O’Leary, C.M.; Watson, L.; D’Antoine, H.; Stanley, F. *Singular Value Decomposition (SVD)*; Carnegie Mellon University: Pittsburgh, PA, USA, 2012; pp. 1–36.
37. National Cancer Institute. *International Classification of Diseases for Oncology*, 3rd ed.; World Health Organization: Geneva, Switzerland, 2020.
38. Schapire, R.E. Using output codes to boost multiclass learning problems. In Proceedings of the Fourteenth International Conference on Machine Learning, San Francisco, CA, USA, 8–12 July 1997; pp. 313–321.
39. Lin, C.-J.; Weng, R.C.; Keerthi, S.S.; Weng, R.C. Trust region Newton methods for large-scale logistic regression. In Proceedings of the 24th International Conference on Real-Time Networks and Systems—RTNS ’16; Association for Computing Machinery: New York, NY, USA, 2007; Volume 9, pp. 627–650. [CrossRef]

40. Bottou, L. Large-Scale Machine Learning with Stochastic Gradient Descent. In Proceedings of COMPSTAT’2010; Physica-Verlag HD: Paris, France, 2010; pp. 177–186.

41. Sharma, A. Guided Stochastic Gradient Descent Algorithm for inconsistent datasets. Appl. Soft Comput. 2018, 73, 1068–1080. [CrossRef]

42. Lin, M.; Fan, B.; Lui, J.C.; Chiu, D.-M. Stochastic analysis of file-swarming systems. Perform. Eval. 2007, 64, 856–875. [CrossRef]

43. Riggs, R.J.; Hu, S.J. Disassembly Liaison Graphs Inspired by Word Clouds. Procedia CIRP 2013, 7, 521–526. [CrossRef]

44. Bray, F.; Jemal, A.; Grey, N.; Ferlay, J.; Forman, D. Global cancer transitions according to the Human Development Index (2008–2030): A population-based study. Lancet Oncol. 2012, 13, 790–801. [CrossRef]

45. Koopman, B.; Karimi, S.; Nguyen, A.; McGuire, R.; Muscatello, D.; Kemp, M.; Truran, D.; Zhang, M.; Thackway, S. Automatic classification of diseases from free-text death certificates for real-time surveillance. BMC Med. Inform. Decis. Mak. 2015, 15, 53. [CrossRef] [PubMed]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).