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Abstract
Fog computing is a modern computing model which offers geographically dispersed end-users with the latency-aware and highly scalable services. It is comparatively safer than cloud computing, due to information being rapidly stored and evaluated closer to data sources on local fog nodes. The advent of Blockchain (BC) technology has become a remarkable, most revolutionary, and growing development in recent years. BT’s open platform stresses data protection and anonymity. It also guarantees data is protected and valid through the consensus process. BC is mainly used in money-related exchanges; now it will be used in many domains, including healthcare; This paper proposes efficient Blockchain-based secure healthcare services for disease prediction in fog computing. Diabetes and cardio diseases are considered for prediction. Initially, the patient health information is collected from Fog Nodes and stored on a Blockchain. The novel rule-based clustering algorithm is initially applied to cluster the patient health records. Finally, diabetic and cardio diseases are predicted using feature selection based adaptive neuro-fuzzy inference system (FS-ANFIS). To evaluate the performance of the proposed work, an extensive experiment and analysis were conducted on data from the real world healthcare. Purity and NMI metrics are used to analyze the performance of the rule based clustering and the accuracy is used for prediction performance. The experimental results show that the proposed work efficiently predicts the disease. The proposed work reaches more than 81% of prediction accuracy compared to the other neural network algorithms.
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I. INTRODUCTION
Enduring technical advancements provide significant opportunities for biomedical innovation and cost savings, but also pose an obstacle for the integration of emerging technology into medical treatment [1]. A considerable volume of work is primarily focusing on smart healthcare to address conventional healthcare limitations and satisfy rising expectations for premium healthcare. Smart healthcare could be designed and developed as a range of devices, tools, software, facilities, and organizations with conventional healthcare, biosensors, connected apps, and smart emergency service systems [2]. The cornerstone of intelligent healthcare is IoT end nodes that include a wide range of medical equipment and applications that link to healthcare through the Internet. Fog computing is an extension of cloud computing which can process and archive vast quantities of data that IoT devices produce near their origins.

A. MOTIVATION
Fog computing is considered to be one of the key technologies that contribute greatly to promoting IoT health-care and surveillance applications as these systems are latency-sensitive and real-time tracking, data processing,
decision making are critical criteria in healthcare applications such as servicing the elderly by home nursing, heart care, diabetes and some other diseases. Health data is an important topic because it includes essential, confidential knowledge. With fog computing, the aim that patients take care of their own health data locally is realized. Those safety data are housed in fog nodes such as smart phones or smart vehicles [13]. Fog computing provides tremendous advantages for fog-based application which is prone to delay. Hong et al., [12] introduced Mobile Fog, which is a globally dispersed and latency-sensitive programming paradigm for Internet applications. A variety of studies has looked into the use of fog in health care. This motivates to develop the fog based health care prediction.

B. PROBLEM STATEMENT

Health care contributors are widely implicit in producing large volumes of information in a variety of formats, together with records, economic papers, clinical test findings, imaging tests, and vital sign assessments, etc., [10]. The comprehensive database created in care environments is expanding rapidly, with healthcare information struggling from numerous problems, with data access, and how information can be obtained beyond the healthcare ability. Blockchain provides the ability to enhance the data’s authentication and legitimacy. It also helps to disseminate data inside the network or services. Such apps affect the cost, quality of data, and importance of providing health care within the system. Blockchain is a transparent, decentralized network without the middleman [14]. Blockchain healthcare networks do not need several verification rates which have access to data for anyone who is part of the infrastructure of blockchain. Data is rendered available to consumers and is transparent. Such innovations will continue to overcome the numerous problems facing the healthcare domain today.

Disease prediction is one of the main real-world problems in healthcare domain. Many classification algorithms [31], [33] are used to predicts the diseases accurately. Artificial neural network (ANN) is one of the classification algorithms. ANN is a massively computational parallel model with self-adaptive and self-learning capabilities, because of its large parallel structure; it takes more time to predict the outcome. ANN is not appropriate for dealing with such issues, such as ambiguous and imprecise data for which problems of uncertainty may occur at any point of the process of classification.

Fuzzy logic is used to resolve this issue in order to translate the numeric input features into their corresponding linguistic terminology. Based on linguistic properties such as low, medium and high, each input function is transformed into its corresponding membership values in this fuzzification process. Similarly, from the input features, all linguistic characteristics are extracted. By deciding the membership value in different linguistic terms, fuzzy logic is also sufficient to deal with the ambiguity problem. Adaptive Neuro Fuzzy Inference System (ANFIS) is a hybrid model which adopts the characteristics of ANN and fuzzy logic.

C. CONTRIBUTIONS

The objective of this paper is to develop the disease prediction model using feature selection and ANFIS. Feature selection is the one of the pre-processing technique which reduces the size of the dimensionality of the dataset. This paper use Cronbach’s alpha [41] for optimal feature selection.

The significant findings in this paper as follows:

• A semi-centralized Blockchain-based digital healthcare network for the protection and sharing of patient data is introduced to ensure safe and effective data storage and data sharing.
• The rule-based clustering algorithm is used to group the diabetic and cardio disease patient records.
• After this clustering, diabetic and cardio disease is predicted using Feature selection based ANFIS.
• Finally, the model is created to evaluate the performance of the proposed work in terms of various metrics.

D. PAPER ORGANIZATION

The remaining of the paper is organized as follows: The background of fog computing and blockchain explained in section II and Section III describes the reviews of the related work. Section IV explains the system and data model. The proposed methodology is defined in Section V. The experimental results are analyzed in Section VI and finally, Section VII, concludes the paper.
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Disease prediction is one of the main real-world problems in healthcare domain. Many classification algorithms [31], [33] are used to predicts the diseases accurately. Artificial neural network (ANN) is one of the classification algorithms. ANN is a massively computational parallel model with self-adaptive and self-learning capabilities, because of its large parallel structure; it takes more time to predict the outcome. ANN is not appropriate for dealing with such issues, such as ambiguous and imprecise data for which problems of uncertainty may occur at any point of the process of classification.
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The objective of this paper is to develop the disease prediction model using feature selection and ANFIS. Feature selection is the one of the pre-processing technique which reduces the size of the dimensionality of the dataset. This paper use Cronbach’s alpha [41] for optimal feature selection.

The significant findings in this paper as follows:
- A semi-centralized Blockchain-based digital healthcare network for the protection and sharing of patient data is introduced to ensure safe and effective data storage and data sharing.
- The rule-based clustering algorithm is used to group the diabetic and cardio disease patient records.
- After this clustering, diabetic and cardio disease is predicted using Feature selection based ANFIS.
- Finally, the model is created to evaluate the performance of the proposed work in terms of various metrics.

The remaining of the paper is organized as follows: The background of fog computing and blockchain explained in section II and Section III describes the reviews of the related work. Section IV explains the system and data model. The proposed methodology is defined in Section V. The experimental results are analyzed in Section VI and finally, Section VII, concludes the paper.

II. BACKGROUND
A. FOG COMPUTING

It is a distributed computing framework that expands the network’s cloud infrastructure to the edge. It supports the operation and configuration of data center and end-user processing, networking, and storage facilities. Fog computing generally comprises specifications of the software that operates between sensors and the cloud, i.e., smart access points, routers or advanced fog devices, in both the cloud and edge applications. Fog computing embraces agility, computational power, networking protocols, the flexibility of the interface, cloud convergence, and disseminated data analytics to meet requirements of applications requiring short latency with large and compact geographic delivery [3].

Cisco initially coined the word fog computing [6]. Open Fog Consortium [7] describes fog computing as: ‘a horizontal system-level architecture which distributes computation, storing, controlling and networking tools and services everywhere in the Cloud to Things spectrum.’ The author in [8] defined as, “A situation in which a vast amount of heterogeneous, omnipresent and autonomous computers interacts and theoretically collaborate and with the network to execute storage and processing activities without third-party intervention. These activities may be to support simple network operations or new technologies and applications operating in a sandboxed environment”.

The structure of fog computing is shown in Fig. 1. The cloud layer, which is the cornerstone of fog computing, conducts data virtualization, analysis, deep learning, and in the proxies of the fog layer updates laws and patterns. The proxy server acts as a web service and is more manageable. A centralized data collection enables creditworthiness and convenient data access through storing power within a cloud. A data store situated in the center of the fog computing system can be reached from both the computer layer and the fog layer [4].

![FIGURE 1. Fog computing structure [4].](image)
network load, automatic connectivity assistance, context awareness, no single fault point, improved market resilience, low latency, local and large-scale delivery, reduced running costs, versatility and heterogeneity are the benefits of fog computing [5].

The Fog computing network has a wide range of applications. Fig 2 shows the applications supported by fog computing.

![Fog computing applications](image)

**FIGURE 2.** Fog computing applications.

In this paper, fog computing is used in the healthcare domain. Fog computing is a vital aspect of healthcare. It provides responses that are crucial in healthcare monitoring and incidents in real-time. Furthermore, the integration with a vast number with healthcare systems for remote collection, distribution, and cloud retrieval of medical data involves a secure network link that is not accessible.

**B. BLOCKCHAIN**

Blockchain is one of the most innovative technologies and a digital wallet which retains track of transactions and events occurring across the network, and whose integrity is ensured via a peer-to-peer computing network, not by any centralized entity that might eliminate the risk of a single central point. It is composed of structured documents organized in a block structure that includes transaction batches and previous key hash. Every block is chronologically linked, and the data on the Blockchain network is unchallengeable [9].

Any users have individual access rights in a blockchain network to allow transactions that are modified throughout the framework, known as consensus protocol [10]. For inserting transactions, a blockchain uses SHA256 hash. The NSA creates that, which is 64 characters large. All transactions are registered in a blockchain network though not modifying or manipulating the public ledger; Both transfers are distributed to various users across the network to transfer and update the data; a blockchain network may be duplicated to a separate venue, for example, within the same ability or healthcare distribution network, or as part of a regional or global data exchange system.

The Blockchain’s data structure is a hierarchical set of blocks shown in fig 3. Blocks are linked in the form of a tuple, while the current block stores such values as previous block hash, previous block Blockchain address etc. in its header. Every block is composed of two components: header and body. The header contains block number, previous block hash value to preserve chain reliability, current block body hash to protect transaction data integrity, timestamp, nonce, blockchain block creator address and other requested detail. Block bodies contain one or more transactions.

![Block structure](image)

**FIGURE 3.** Block structure.

Decentralization, Durability, Transparency and Auditability are primary aspects of Blockchain. Public, private and consortium are kinds of Blockchain [11]. All archives are available to the public in the public Blockchain so that anyone may engage in the consensus process. Despite this, the consensus mechanism of a cooperative network will require only a collection of pre-selected nodes. As for private Blockchain, only those nodes originating from a single entity will be permitted to join the consensus process.

**III. RELATED WORK**

**A. FOG COMPUTING IN HEALTHCARE**

Health Fog framework is proposed in [15]. Fog computing is used as an intermediate layer among the cloud and end-users. Authors primarily focused on developing and addressing data protection problems in healthcare systems in a scalable way. Cloud access authentication agent is combined with Health Fog to enhance the security of the network. Besides, cryptographic features also specified to enhance Health Fog efficacy. The remote control of the patient’s healthcare in smart homes is introduced in [16] based on the principle of fog computing at the intelligent access point. For handle the patient’s real-time data at the fog layer, an event-based approach is adopted for initiating data transmission. The theory of immediate mining is used to evaluate incident difficulties by calculating the index of the temporal health of the victim.
Gia et al. [17] improve the health management program by leveraging the idea of fog computing at smart gateways offering specialized technologies and facilities such as distributed data processing, centralized storage and network-side monitoring. The author selects the Electrocardiogram (ECG) feature extraction as a case study. The ECG signals are analyzed with extracted features in smart gateways. Negash et al. [18] focus on developing an intelligent e-health interface being used in the Fog computing layer, linking a network of these gateways, both for home use and hospital use. Gateway technologies are addressed and tested when applying fog.

The idea of Fog Computing in Healthcare IoT systems is proposed in [19] via the creation of a Geo dispersed intermediate layer of information among sensor nodes and the cloud. A concept for the implementation of an intelligent e-health interface is being introduced. An IoT-based premature caution score safety screening is introduced to demonstrate the system’s efficacy in a health case study. In [20], the authors propose a hierarchical computing model supported by fog for remote IoT-based patient management systems. The distributed computing system allows for the partitioning and distributing of analytics and decision-making among the fog and the cloud.

In a healthcare context, Alazeb and Panda [21] presented two separate frameworks for using fog computing. The two models are heterogeneous and homogeneous data from fog modules. They suggest a unique approach for each model to assess the harm done by malicious transactions so that actual data may be retrieved, and transactions marked for potential inquiry can be impacted. In [22], a novel architecture called Health Fog is proposed to incorporate deep learning ensemble into Edge computing devices and implemented it for real-life implementation of automated cardio disease detection. It offers healthcare as a fog service using IoT devices, handles heart patient information effectively, and comes as app requests.

**B. BLOCKCHAIN IN HEALTHCARE**

Healthcare information-sharing network based on Blockchain is proposed in [23]. The author uses two literally-coupled Blockchain to manage various forms of healthcare information and also incorporates off-chain storage and on-chain authentication to meet safety and authenticity criteria. Liang et al., [24] suggest a revolutionary user-centric health data exchange approach through the use of a decentralized and approved Blockchain for guarding confidentiality using the channel creation method and improve individuality protection via the blockchain-based relationship program. Evidence of validity and authentication is indefinitely recoverable from the cloud database and embedded in the blockchain network to protect the confidentiality of health records inside each document.

A secure and privacy-conserving blockchain-based PHI networking scheme was proposed in [25] for improving diagnosis in e-Health scheme. Private and consortium Blockchain is developed through the creation of their information structures and consensus mechanisms. The private ledger manages the PHI while the ledger community keeps a database of the robust indexes of the PHI.

Griggs et al., [26] propose smart, blockchain-based contracts to enable secure medical sensor research and management. The author built a network based on the Ethereum protocol using a private blockchain where the sensors connect with a mobile computer that calls smart agreement and mark logs of every activity on the Blockchain. In [27], a blockchain-based system is introduced for safe, interoperable, and proficient access by patients, clinicians, and third parties to medical data while maintaining the confidentiality of personal details of patients. Through an Ethereum-based blockchain, it makes use of smart agreement to boost access control and code obfuscation, using advanced cryptographic methods for enhanced protection.

In [28], a novel framework for the storage of medical data based on Blockchain was introduced. Users should retain valuable data in perpetuity, so where interference is alleged, the originality of the data may be checked. The author makes use of wise data management techniques and a number of cryptographic methods to protect user confidentiality. MedBlock, a blockchain-based information management program, was introduced in [29] for managing information from patients. The centralized MedBlock database in this system allows for secure entry and storage of medical information. The improved consensus process creates consensus on medical history without significant energy consumption and network congestion.

**C. DISEASE PREDICTION**

A novel Optimistic Unlabeled learning strategy was introduced in [30], based on clustering and 1-class classification method. This method initially clusters positive data, studies 1-class classifier models using clusters, selects negative data intersection as the Stable Negative set, and finally uses binary SVM (Support Vector Machine) classification algorithm. In [31], a scheme called ensemble classification was investigated, which is employed by combining multiple classifiers to improve the precision of weak algorithms. The author applies the algorithm for a medical dataset, demonstrating its early utility in forecasting disease.

In [32], an appropriate segmentation and classification method is presented to discern the progression of Alzheimer’s disease, moderate neurological dysfunction, and common objects of control correctly. A fusion segmentation method is invented to perform segmentation using K-means clustering and graph-cutting schemes. Depending on their characteristics, the clustered regions are given labels for the classification analysis. Nilashi et al. [33] are developing a new knowledge-based prediction method for diseases using clustering, noise reduction, and simulation methods. Classification and Regression Trees algorithm is used to produce the knowledge-based system’s fuzzy rules.

An updated variant of K-Means based on density was introduced in [34], which provides an innovative and logical
approach for choosing the early centroids. The algorithm’s main concept is to pick data points that belong to dense regions and which are appropriately segregated as the initial centroids in feature space. This approach makes comparatively improved estimates of subtypes of cancer from evidence regarding gene expression. A classification algorithm for managing imbalanced datasets was introduced in [35] based on the principle of information granulation (IG). This algorithm assembles data from majority classes into granules to balance the class ratio inside the data. This algorithm first produces a collection of IGs using meta-heuristic methods and applies the data classification algorithm.

An edge-cloud-based healthcare infrastructure is proposed in [46] for real-time disease detection, monitoring, and recovery. This approach does not consider the blockchain concept. The proposed method uses blockchain for securing patient health record.

IV. SYSTEM MODEL
This section explains the proposed system model and notations used in this model. In this model, the IoT medical sensors are used to collect, patient health related data. The fog nodes collect these data and send to medical analyzer for disease analysis and prediction. Fig 4 shows the system model. It contains five entities.

A. MEDICAL SENSOR DEVICES
Sensor devices can track human health parameters of various sorts, whether wearable systems or embedded devices. Due to their restricted computing and storage capacities, these devices collect different types of health-related data and send data that will be well managed to fog nodes.

B. FOG NODE
It is a simple platform for fog computing, which can be a network computer that manages underlying machines using processing resources, dedicated servers, or computational servers. It collects the data from the medical sensor devices and stores into a distributed ledger called Blockchain.

C. BLOCKCHAIN
It is a cooperative network used to monitor patient health data and activity data status. No-one can access the network without authorization. This is composed of a sequence of blocks containing the previous hash block, status user health.

D. CLOUD
It is used for storage purposes. It stores encrypted patient health information, and the authenticated medical analyzer can access these encrypted data for further process.

E. MEDICAL ANALYZER
An authorized person who can access patient health information. The analyzer can group the information into two: normal patient and affected patient. The analyzer can also predict whether the patient contains diabetic or cardio diseases.

Table 1 show the notations used in clustering and classification process.

| Notation | Description |
|----------|-------------|
| D        | Dataset     |
| F_i      | i_th feature in D |
| DR_i     | i_th data record in D |
| A_i      | Attribute Value of i_th data record and j_th feature |
| RS       | Rule Set |
| R_i      | i_th rule in RS |
| Freq_R,C | Frequent Rule Set (R-rule, C-Count) |
| Rth      | Rule Threshold |
| L>R>C    | Left, Right and Class part (Rule) |
| cand+    | Positive candidate rules |
| cand-    | Negative candidate rules |
| Cls+     | Positive clustered data |
| Cls-     | Negative Clustered data |
| Cα       | Cronbach’s alpha |

V. PROPOSED METHODOLOGY
This section explains the proposed Blockchain-based healthcare disease prediction with clustering and classification.

A. BLOCKCHAIN STORAGE
In the medical domain, control of access, validity, data confidentiality and integration are essential to protecting the identity of the patient and sharing data within the healthcare environment with other organizations. The traditional way to achieve control of access usually implies confidence among the data owner and the entities that store them. Such agencies are also entirely assigned servers for identifying
and implementing policies on access management. Interoperability is the capability of dissimilar information systems, software or frameworks to link data between stakeholders in a synchronized way, within and across organizational borders, to improve individual safety. The provenance of data relates to the historical record of the data and its sources, e.g., provenance in health domain data may be to provide auditability and consistency in the health record and to attain trust in the electronic health record software framework. Data integrity is the concept of data validity that concerns with the consistency required of the information. That ensures the level to which the intended data quality is achieved or surpassed decides the validity of the report [36]. Blockchain technology has several enticing features that can be used to enhance and gain a higher degree of integration, sharing of knowledge, access security, validity, and data transparency between the stakeholders listed, while trying to move towards a novel trust-building and sustaining infrastructure.

Blockchain can be described as a blockchain, capable of storing stable and permanent transactions between parties. Each block contains many elements including, user submitted valid transactions, time-stamped batches, and the previous block hash. A hash function is a function that transforms the data, it is given into a fixed-length irregular form. The timestamp reveals there must have been data at the time. The previous block hash ties the blocks together and forbids modification of any block or addition of a block between two different blocks. Blockchains allow auditing and traceability by connecting a new block to the previous one by using the latter’s hash, and thereby creating a blockchain. The block transactions are generated in a Merkle tree (Fig 5) where the known root can be verified for each value of the leaf (transaction). Any non-leaf node in the Merkle tree is the hash of the values of its infant nodes. Searching for a transaction becomes really quick through using Merkle tree. Instead of checking the transactions linearly, the Merkle tree will determine more quickly whether a transaction is found in the block or not.

**FIGURE 5.** Merkle tree structure in blockchain.

This paper considers the consortium type of Blockchain, also known as semi-decentralized Blockchain. A consortium blockchain is not provided as a private blockchain to a single entity; it is conferred on a group of approved entities instead. Additionally, the blockchain consortium is a group of predefined nodes on the network. Consortium blockchain, therefore, provides security, inherited from public Blockchain. This gives a significant degree across the network. Consortium blockchains are most commonly associated with commercial use, as a consortium of the company’s works together to use blockchain technologies to boost businesses. However, this kind of Blockchain may enable specific group members to access or adopt a hybrid method of access. The root hash and its Application Program Interface (API) may be publicly accessible. External entities can, therefore, use the API to conduct several inquiries and to obtain specific information relating to the blockchain status. Table 2 shows some properties [37] of consortium blockchain.

**TABLE 2.** Consortium blockchain property.

| Property                  | Value / Description                                         |
|---------------------------|-------------------------------------------------------------|
| Consensus                 | Handled by set of nodes                                     |
| Transaction Validation    | Set of Authorized nodes                                     |
| Transaction Reading       | Any node or set of predefined node                          |
| Data Immutability         | Yes                                                         |
| Transaction Throughput    | High                                                        |
| Network Scalability       | Low to Medium                                               |
| Infrastructure            | Decentralized                                               |
| Features                  | - Applicable to tightly controlled business                |
|                           | - Fee-free transaction                                      |
|                           | - Laws on services are easier to manage                     |
|                           | - Effective defense from outside perturbations              |
| Example                   | Hyperledger, ETHERMINT, Tendemint                           |

The authorized medical analyzer collects patient information and predicts whether the patient contains diabetic or heart-related diseases.

**B. DISEASE CLUSTERING**

Clustering is one of the unsupervised techniques in data mining that deal with identifying groups inside a collection in unlabeled data. It is used to partition a set of data into different clusters, such that objects in the same group cluster are strongly related and distinct from objects in another cluster. Clustering technology has been widely accepted in many technologies such as pattern detection, image processing and pattern analysis of consumer transactions. It is essential during data analysis discovery and assessment, where researchers seek to find fundamental features that appear without previous knowledge of the data. However, the selection of appropriate clustering techniques and algorithms is determined by an interpretation of the data structure, the form of analysis to be carried out and the scale of the dataset.
Cluster classification in the medical domain provides a standardized, formalized approach for data discovery and identifying clinically related groupings. Efficient clustering methods are raising competition for costly health care services. It helps doctors deal with the influx of knowledge, and can assist with better facilities in strategic planning. The findings of the clustering are used to research patient independence or association and for more in-depth insight into evidence from medical surveys. All these advantages inspired the researcher to construct clustering models for grouping medical data.

Health data clustering raises a variety of new problems.

- Information overload – Developments in medical technology combined with high processing capacities are increasing the volume of data generated and processed in the healthcare sector. Discovery of knowledge and the retrieval of information from these large databases are difficult and prohibitively costly.
- Too many risk indicators are essential for decision-making and are heterogeneous.
- High consumer knowledge of medical treatment and improved life expectancy creates a rising demand for better health services. Yet misdiagnosis and imprecise care strategies arise with overworked and inexperienced doctors, challenging working environments etc.
- Choosing a suitable clustering approach and an adequate number of clusters in health care data can be challenging and often complicated.

To address this challenge, a novel rule-based clustering algorithm is proposed for the efficient cluster. This is a two-stage algorithm: in the first stage, the rules are generated based on patient information, and in the second stage, the clusters are generated based on the rules.

The pseudo-code of the rule generation algorithm has been given as follows.

This algorithm is suitable for a numerical data set. Initially, the numerical value is converted into discrete value (Low, Medium, and High) (steps 2-12). Based on these values, the candidate rules (13-19) are generated for further process. This paper use frequency and threshold based rule generation. Based on the requirements, the candidate rules are extracted.

Consider the 15 patients fasting blood sugar level, 120, 90, 70, 45, 100, 130, 50, 35, 138, 82, 90, 50, 120, 58, 140. Table 3 shows the example.

TABLE 3. Data conversion example.

| Steps                  | Value  |
|------------------------|--------|
| Input Feature          | 120, 90, 70, 45, 100, 130, 50, 35, 138, 82, 90, 50, 120, 58, 140 |
| Distinct Value         | 120, 90, 70, 45, 100, 130, 50, 35, 138, 82, 58, 140 |
| Sort Value             | 35, 45, 50, 58, 70, 82, 90, 100, 120, 130, 138, 140 |
| Group Values           | (35, 45, 50, 58) = Low (70, 82, 90, 100) = Medium (120, 130, 138, 140) = High |
| Convert Feature        | High, Medium, Medium, Low, Medium, High, Low, High, High |

C. DISEASE PREDICTION

Processing of medical data is a critical topic that needs to be accurate for disease prevention, diagnosis and processing. Maintaining health records has been a pivotal scientific mission. Patient data comprising of specific disease-related characteristics and symptoms will be reached with special caution to ensure professional treatment. Because the information stored in medical repository can include incomplete and redundant information, that medical data is inefficient [38]. Until implementing data mining algorithms, it is essential to contain effective data planning and reduction because this can impact the mining performance. Disease diagnosis is quicker and easier if the data is accurate, reliable and noise-free.

Selecting a feature is an effective pre-processing method in data mining designed to reduce data dimensionality.

Algorithm 1 Rule Generation

Input: D
Output: RS
1: RS = ∅
2: for each F_i ∈ Feature do
3: distF_i = get distinct value(F_i)
4: Sort(distF_i)
5: Group distF_i values into Low, Medium and High
6: end for
7: for each DR_i ∈ DataRecord do
8: for each F_j ∈ Feature do
9: newA_ij = convert A_ij into Low, Medium, High based on Step 5
10: end for
11: end for
12: generate newDR based on newA_ij
13: Freq<_{R,C>} = Find and Count Similar Records
14: candidate = Freq<_{R,C}> ∀ c > R_{thr}
15: If candidate ≠ ∅
16: RS = candidate
17: else
18: RS = ∅
19: end if

TABLE 3. Data conversion example.
Algorithm 2 Clustering
Input: D, RS
Output: Cls⁺, Cls⁻
1: cand⁺ = ∅, cand⁻ = ∅
2: for each Rᵢ ∈ RS do
3: Split Rᵢ into three parts (L + R = C)
4: cand⁺ = L + R = C (rule with positive patients)
5: cand⁻ = L + R = C (rule with negative patients)
6: end for
7: for each rec ∈ newDR
8: if (rec match with cand⁺) then
9: Cls⁺.add(rec)
10: else (rec match with cand⁻) then
11: Cls⁻.add(rec)
12: else
13: Out.add(rec)
14: end if
15: end for

Identifying the most severe disease-related risk factors is very important in medical diagnosis. Specific recognition of features helps delete unwanted, unnecessary features from the dataset of the disease, resulting in a simple and improved outcome. Classification and prediction is a technique of data mining that initially utilize training data to create a training model and then applies the resulting model to test data to achieve predictive results. Diverse recognition systems have been applied to disease data sets for diabetes and cardiovascular disease treatment. This paper proposes a Feature Selection and use Adaptive Neuro-Fuzzy Inference System [39], which adopts the characteristic of ANN and Fuzzy Logic for disease prediction. Fig 6 shows the prediction model workflow.

FIGURE 6. Prediction work flow.

Feature selection is a commonly used data pre-processing method in data mining that is essentially used to reduce data by removing irrelevant and redundant features from the dataset [40]. In addition, this method increases data interpretation, improves information analysis, decreases learning algorithm training times and increases prediction efficiency.

To collect more useful knowledge, different feature collection methods have been applied to the healthcare datasets. The use of feature selection methods is performed on clinical databases to predict various diseases. Different learning algorithms operate effectively and provide more reliable outcomes if there are more important and non-redundant attributes in the details. Given the vast number of redundant and unnecessary features in the medical datasets, an effective feature extraction strategy is required to mine fascinating attributes specific to the disease.

This paper proposes an optimal feature selection algorithm which uses Cronbach’s alpha [41]. The Cronbach alpha measures the consistency of features in a test, i.e. the test’s internal consistency. It can be measured by,

\[
Cα = \frac{|F| \cdot CV_{avg}}{V_{avg} + (|F| - 1) \cdot CV_{avg}}
\]

Where |F| = number of features, CV_{avg} = average of covariance, V_{avg} = average variance.

The pseudo-code of the feature selection algorithm has been given as follows.

Algorithm 3 Feature Selection
Input: D
Output: SF (Selected Features)
1: pc = 10, global_Cα = 0, maxIter = 100
2: for i = 1 to pc do
3: popᵢ = Random{0, 1}, j ∈ Fj
4: Cαᵢ = 0
5: end for
6: for iter = 1 to maxIter do
7: for i = 1 to pc do
8: compute Cronbach’s alpha (Ca) using (1)
9: if (Ca > Cαᵢ) then
10: Cαᵢ = Ca
11: end if
12: end for
13: maxCa = max(Cαᵢ)
14: if (maxCa > global_Cα) then
15: global_Cα = maxCa
16: SF = popᵢ(index of maxCa)
17: end if
18: Replace the pop which contain lowest Ca
19: end for

Randomly generate the population using the random function and assign alpha as zero (steps 2 – 5). An iterative process is used to select optimal features (6-19). The maximum iteration is set as 100. Compute Cronbach’s alpha (using (1)) for each randomly generated population. Select the maximum alpha value (step 13) and population if it is more than global alpha then set selected features as population (step 16). Change the population, which contains the lowest alpha (step 17) repeat steps (6-19) until maximum iteration reached. The selected features are used in the ANFIS model to predict the disease.
The ANFIS network is a neuro-fuzzy network developed by Jang in 1993 [42]. Because of ANFIS ‘adaptive property, some nodes obtain the same property, and after that, the output comes based on the constraints that belong to those nodes. For efficient optimization, two learning methods are used to adjust constraints. Of convenience, the above-suggested method should have 2-inputs and 1-output, and its rule base includes two fuzzy if-then TSK [43] fuzzy model rules. This TSK model generates fuzzy rules from the dataset input-output. If \( x = A \) and \( y = B \), \( z = f(x, y) \). Here, \( f(x, y) \) is a flat function that typically denotes a polynomial.

**Layer 5:** Each node within this layer is a constant node, and the overall result can be expressed as a linear mixture of the following parameters. Two parameter sets can be modified, \( \{ a_i, b_i, c_i \} \) marked as parameters of the assumption and \( \{ p_i, q_i, r_i \} \) marked as the subsequent parameters. The training process must harmonize the two parameters that are set to predict successful outcomes.

**VI. EXPERIMENTAL RESULT**

In this section, the performance of the proposed work was analyzed. The proposed work was implemented using Java (version 1.8), and the experiments are performed on an Intel(R) Pentium machine with a speed 2.13 GHz and 4.0 GB RAM using Windows 7 32-bit Operating System.

**A. DATA SET**

The two dataset diabetes and heart disease data set is used for the experimental result. The diabetes data set contains 768 instances, with eight numeric features. Table 4 shows the data set information.

**TABLE 4. Diabetes data set information.**

| Feature Name   | Description                  | Range |        |
|----------------|------------------------------|-------|--------|
| Pregnancies    | Number of pregnancies        | 0 – 17|
| Count          |                              |       |        |
| Glucose Level  | Plasma glucose level         | 44 - 199|
| BP Level       | Diastolic                    | 24 - 122|
|                | hypertension                 |       |        |
| Skin           | The thickness of             | 7 – 99 |
| Thickness      | Triceps skin fold            |       |        |
| Insulin        | Insulin serum for 2-hours    | 14 – 846|
| BMI            | Body mass index              | 18.2 - 67.1|
| Pedigree       | A pedigree function of diabetes | 0.078 – 2.42|
| Function       |                              |       |        |
| Age            | Age in Years                 | 21 – 81|
| Class Label    | The patient has diabetes or not | 0 or 1|

The heart disease data set contains 800 instances, with six numeric features and eight categorical attributes. Table 5 shows the data set information.

**B. EVALUATION METRICS**

This section explains the evaluation metrics for the experimental result.

1) **PURITY**

This measure evaluates the clustering consistency. The pureness of the final clusters can be seen when opposed to the...
TABLE 5. Heart disease data set details.

| Feature Name | Description                                      | Range  |
|--------------|--------------------------------------------------|--------|
| Age          | Age in years                                     | 29 – 77 |
| Sex          | Patient Gender                                   | 0, 1   |
| CPT          | Chest pain type                                  | 1, 2, 3, 4 |
| Trest_bps    | Resting BP                                       | 94 – 200 |
| Chol         | Cholesterol in Serum                             | 126 – 546 |
| FBS          | Fasting Blood Sugar                              | 0, 1   |
| RestECG      | Resting ECG                                      | 0, 1, 2 |
| Electrocardiographic |                                          |        |
| Thalach      | Maximum Heart rate achieved                      | 71 – 202 |
| Exang        | Exercise-Induced Angina                         | 0, 1   |
| OldPeak      | ST depression induced by exercise relative to rest| 0 – 6.2 |
| Slope        | Slope of the peak exercise                       | 1, 2, 3 |
| CA           | No of major vessels                              | 0, 1, 2, 3 |
| Thal         | Defect value                                     | 3, 6, 7 |
| Class Label  | Patient have heart disease or not                | 0 or 1 |

ground truth groups. It can be calculated as,

\[
Purity = \frac{\sum_{i=1}^{|C|} n_i^d}{|C|}
\]

where \(|C|\) is the total number of clusters, \(n_i^d\) is the number of instances with the leading class label in Cluster \(C_i\) and \(n_i\) indicates the number of the instances in the cluster \(C_i\)

2) NMI (NORMALIZED MUTUAL INFORMATION)

It measures the mutual experience, followed by a normalization process, between the resulting cluster labels and ground truth labels. It can be calculated as

\[
NMI = \frac{\sum_{i,j} n_i \log \frac{n_{i} n_{j}} {n_{i+j}}} {\sqrt{(\sum_i n_i + \log \frac{n_i}{n}) (\sum_j n_j + \log \frac{n_j}{n})}}
\]

where \(n_{i,j}\) is the number of instances belonging to the class \(i\) found in the cluster \(j\) and \(n_i(n_j)\) is the number of instances in the cluster \(i (j)\)

3) ACCURACY

Overall prediction result

\[
Acc = \frac{TP + TN}{TP + FP + TN + FN}
\]

Where TP = true positive i.e. properly predicted disease as normal. FP = false positive i.e. wrongly predicted disease as affected TN = true negative i.e. properly predicted disease as normal.

C. EXECUTION TIME COMPARISON

This section compares the execution time of blockchain hash generation, rule generation and cluster formation for diabetic and heart disease data.

Fig. 8 shows the blockchain hash generation for diabetic and heart disease data set.

![Blockchain hash generation time.](image8)

Fig. 9 shows the transaction creation time for two data set. It is the time taken to create a transaction for a given block. This paper use blockchain for secure storage purpose. The other parameters of the blockchain (latency, throughput and bandwidth) are out of scope.

![Transaction creation time.](image9)

Fig. 10 shows the execution time for rule generation and cluster formation for diabetic and heart disease data set. For two data sets, the cluster formation time is less than compared to the rule generation. The rule generation takes more time because it converts all the original data set into low, medium, high value to generate the candidate rules.

![Execution time comparison.](image10)

Fig. 11 shows the running time for the feature selection process. When increasing the number of iterations, the running time also increases. The proposed feature selection algorithm is compared with binary cuckoo search (BCS) [45].
algorithm. The BCS algorithm takes more execution time for feature selection.

D. CLUSTERING RESULT

This section explains the rule-based clustering performance result.

Fig. 12 and 13 show the rule count for diabetic and heart data. The rules are increased when the number of instances is increased. Three threshold values (5, 7, 9) are used for experiments. More rules are generated for the threshold value $R_{th} = 5$ for both diabetic and heart data set.

Fig 14 shows the candidate rule count with positive and negative rules for diabetic and heart disease for $R_{th} = 5$.

Fig 15 and 16 shows the purity and NMI result for diabetic and heart disease data set. For diabetic data set, the purity achieved 77%, and for heart disease 81%. The NMI value is more than 70% for both diabetic and heart disease data set when increasing the number of rules.
E. PREDICTION RESULT
This section explains the FS-ANFIS prediction performance result.

Fig. 17 shows the Cronbach’s alpha for a different population. The percentage of alpha value > 75 is acceptable consistency, and more than 90 is excellent consistency. Both the data set achieved good consistency.

Fig 18 shows the alpha value for 100 iterations.

Fig 19 shows the accuracy comparison of 3 different algorithms. Compared to ANN-ICA (Integrated Component Analysis) and LNF-PCA [44], the proposed algorithm obtains higher accuracy.

VII. CONCLUSION
In the current healthcare system, the use of Blockchain plays a crucial role. It can result in automated processes for collecting and verifying data, correcting and aggregating information from different resources that are indisputable, defiant to manipulation, and providing protected data, with condensed cybercrime chances and which also supports disseminated information, with system redundancy. This paper proposes efficient Blockchain-based secure healthcare services for disease prediction in fog computing. Diabetes and cardio diseases are considered for prediction. The proposed work efficiently clusters and predict the disease compared to other methods. In the future, the security and privacy for accessing patient medical data and some hybrid clustering and classification model can be added to enhance the performance of the prediction results.
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