A classification of generic families of control-affine systems and their bifurcations
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Abstract We study control-affine systems with \( n - 1 \) inputs evolving on an \( n \)-dimensional manifold for which the distribution spanned by the control vector fields is involutive and of constant rank (equivalently, they may be considered as 1-dimensional systems with \( n - 1 \) inputs entering nonlinearly). We provide a complete classification of such generic systems and their one-parameter families. We show that a generic family for \( n > 2 \) is equivalent (with respect to feedback or orbital feedback transformations) to one of nine canonical forms which differ from those for \( n = 2 \) by quadratic terms only. We also describe all generic bifurcations of 1-parameter families of systems of the above form.
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1 Introduction

In this paper we deal with nonlinear control systems of the form

\[
\dot{x} = f(x) + \sum_{i=1}^{m} u_i g_i(x),
\]

on an \( n \)-dimensional manifold \( M \), and with 1-parameter families of such systems

\[
\dot{x} = f(x, \mu) + \sum_{i=1}^{m} u_i g_i(x, \mu) = f_\mu(x) + \sum_{i=1}^{m} u_i g_{i,\mu}(x),
\]

in which case we replace the vector fields \( f, g_1, \ldots, g_m \) by 1-parameter families of vector fields \( f_\mu, g_{1,\mu}, \ldots, g_{m,\mu} \), respectively. Moreover, we assume throughout the paper that \( m = n - 1 \) and that the distribution \( \text{span}\{g_1, \ldots, g_{n-1}\} \) (respectively, \( \text{span}\{g_{1,\mu}, \ldots, g_{n-1,\mu}\} \)) is involutive. We denote such class of systems by \( \mathcal{A}_{\text{inv}}^{n,n-1} \) (for 1-parameter families we write \( \mathcal{F}_\mathcal{A}_{\text{inv}}^{n,n-1} \)). In the paper we provide a complete local classification of generic systems and 1-parametric families belonging to \( \mathcal{A}_{\text{inv}}^{n,n-1} \) and \( \mathcal{F}_\mathcal{A}_{\text{inv}}^{n,n-1} \), respectively. The classification is given with respect to feedback and orbital feedback equivalence. This generalises earlier results of Jakubczyk and Respondek (systems for \( n = 2, m = 1 \) in [24,25] and families for \( n = 2, m = 1 \) in [28]) and of Jakubczyk (systems for \( n = 2, m = 1 \) and \( m = n - 1 \) in [19]).

We prove that a generic system \((\Sigma)\) is locally feedback (or orbital feedback) equivalent to one of five canonical forms (in the case of feedback equivalence, one of them exhibiting a real continuous invariant and another a functional invariant). A generic family is equivalent either to one of those five canonical forms (meaning that we can get rid of the parameter via feedback) or to one of four canonical forms depending explicitly on the parameter. The classification Theorems 1 and 2, respectively for systems and for families, form our first main result of the paper. They are natural generalisations of the corresponding results for planar systems [24] and families [28] and differ from them just by adding quadratic terms.

Feedback classification and orbital feedback classification of control-affine systems on the plane is almost complete: geometry and invariants are well understood and normal forms (for generic and for analytic systems) are known, see [19,24,25,27,28,36,40], see also [14] and [11]. A study of feedback equivalence in the general case (arbitrary dimension \( n \) and arbitrary number of controls \( m \)) is less systematic, although many problems have been studied and solved: equivalence to a linear system [17,23], orbital equivalence to a linear system [37,42], classification of quadratic systems [9], classification of generic systems for \( m = 2, n = 3 \) in [41], classification of all simple germs (possible only if \( m = n - 1 \)) in [47], equivalence to triangular forms [12,38], formal normal and canonical forms for \( m = 1 \) [29,30,32,46] and the survey [39], and for an arbitrary \( m \) in [45], equivalence and invariants studied via hamiltonian lifting [4,8,20,21], invariants obtained via Cartan equivalence method [15,16], and others.
The classification problem we study is equivalent to the local classification of 1-dimensional nonlinear systems (or 1-parameter families) with \( n - 1 \) controls entering nonlinearly as well as to the local classification of 1-parameter function deformations with respect to appropriate group of morphisms (see Sect. 3 for details).

The classification of families allows us to study bifurcations. Roughly speaking, a parameterised family of dynamical systems of the form

\[
\dot{x} = f(x, \mu)
\]

bifurcates if the trajectories of the system change, topologically, their behaviour when we pass through a nominal value of the parameter. The theory of bifurcations of dynamical systems contains a huge variety of methods and results (including classifications), see, e.g., [1, 18, 34]. In the case of parameterised control systems of the general form

\[
\dot{x} = f(x, u, \mu),
\]

or of the control-affine form

\[
\dot{x} = f(x, \mu) + \sum_{i=1}^{m} u_i g_i(x, \mu), \tag{\Sigma_{\mu}}
\]

an analogous definition does not seem to be appropriate since the set of all trajectories (corresponding to all controls \( u \)) is too rich. Because of this, the following notion was introduced in [28] (see also [26, 27]). We attach to a control system three basic invariant objects corresponding to special trajectories: the equilibrium set \( E \) corresponding to stationary trajectories, the critical set \( C \) corresponding to critical trajectories and the canonical foliation \( G \) corresponding to fast trajectories (see Sect. 4 for precise definitions and interpretations). Those three basic invariants are crucial in feedback classification (compare Theorems 1 and 2) and we will also use them to define bifurcations. We say that a family of control systems bifurcates if the triple of basic invariants changes topologically when we pass through a nominal parameter value (see Sect. 6 for a precise statement).

Our second main result, Theorem 3 (see also its simplified formulation as Result 3 below), describes all generic bifurcations of 1-parameter families.

The study of bifurcations of control systems was initiated, in a different setting, by Abed and Fu [2, 3] for systems of the form \( \dot{x} = f(x, u, \mu) \). They assumed that the uncontrolled system, defined by taking \( u = 0 \), undergoes a bifurcation at \( \mu = \mu_0 \) and they studied stabilizability of the system by quadratic and cubic feedbacks. Our approach is close in spirit to that of Kang [31] who studied bifurcations of the set of equilibria and of the linear approximation of the system at an equilibrium. A control system does not need a parameter to bifurcate, the control can play the same role. This point of view is presented by Krener et al. [33]. They consider systems \( \dot{x} = f(x, u) \), for which the set of equilibria is conveniently parameterised by the control \( u \). According to their definition, a control bifurcation takes place at an equilibrium if the linear approximation of the system looses stabilizability.
Clearly, the set of equilibria, the set of (time) critical trajectories and the foliation of the distribution $\Delta \mu$ spanned by the control vector fields play an important role in many control problems, not only in studying bifurcation and feedback classification. In the planar case, which was a starting point for our study, both the equilibria set and the critical set play a crucial role in constructing the time-optimal synthesis on $\mathbb{R}^2$ for the system $\dot{x} = f(x) + ug(x)$ with constraints $|u| \leq 1$ (see [5,6,10,11,43,44]). In studying generic controllability problems and singularities of the boundary of the reachable set for such systems [13,14], the equilibrium set is important as well as two foliations of oriented orbits of the vector fields, $X^+$ and $X^-$, $X^\pm = f^\pm g$, called limiting directions [14]. We send the reader to monographs [14] and [11] summarising deep studies of planar systems from, respectively, controllability and optimal control points of view.

Main results of our paper can be summarized as follows.

**Result 1** (cf. Theorem 1) A generic control system $\Sigma \in A_{\text{inv}}^{n,n-1}$ on a manifold $M$ is locally feedback equivalent around any fixed point $q \in M$ to the system

$$\dot{x} = F(x) \frac{\partial}{\partial x} + u_1 \frac{\partial}{\partial y} + \sum_{i=2}^{n-1} u_i \frac{\partial}{\partial z_i},$$

where $x = (x, y, z_2, \ldots, z_{n-1})$ are local coordinates on $M$ and the function $F$ is equal to exactly one of the following:

1. $1 + y$,
2. $y$,
3. $1 \pm y^2 + \sum_{i=2}^{n-1} \pm z_i^2$,
4. $\lambda x + y^2 + \sum_{i=2}^{n-1} \pm z_i^2$, $\lambda \neq 0$,
5. $y^3 + xy + a(x) + \sum_{i=2}^{n-1} \pm z_i^2$, $a(0) \neq 0$,

If the orbital feedback equivalence is considered, then we can replace both $\lambda$ and $a(x)$ by $\pm 1$.

**Result 2** (cf. Theorem 2) A generic family $\Sigma_{\mu} \in F_{A_{\text{inv}}}^{n,n-1}$ on a manifold $M$, $\mu \in \mathbb{R}$, is locally orbital feedback equivalent at any $(q, \mu) \in M \times \mathbb{R}$ to the family

$$\dot{x} = F_{\mu}(x) \frac{\partial}{\partial x} + u_1 \frac{\partial}{\partial y} + \sum_{i=2}^{n-1} u_i \frac{\partial}{\partial z_i},$$

where $x = (x, y, z_2, \ldots, z_{n-1})$ are local coordinates on $M$ and the family of functions $F_{\mu}$ is equal either to one of functions $F$ given by 1.–5. of Result 1 (with $\lambda$ and $a(x)$ replaced by $\pm 1$) or to exactly one of the following families:

6. $x^2 - \mu \pm y^2 + \sum_{i=2}^{n-1} \pm z_i^2$,
7. $\pm y^3 + y(x^2 - \mu) + 1 + \sum_{i=2}^{n-1} \pm z_i^2$,
8. $y^3 + (x - \mu) y \pm x + \sum_{i=2}^{n-1} \pm z_i^2$,
9. $y^4 + (\pm x - \mu)y^2 + xy + a(x, \mu) + \sum_{i=2}^{n-1} \pm z_i^2$, $a(0, 0) \neq 0$, 
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**Result 3** (cf. Theorem 3) A generic family \( \Sigma_\mu \in \mathcal{FA}_{\text{inv}}^{n,n-1} \) bifurcates at \((q, \mu)\) if and only if it is locally equivalent at \((q, \mu)\) to one of the models 6.–9. of Result 2. Moreover, the models 6., 7., 8. and 9. correspond, respectively, to bifurcations of the equilibrium set \( E_\mu \) (\(n\) non-equivalent bifurcations), of the critical set \( C_\mu \) (two non-equivalent bifurcations), of the pair \((E_\mu, G_\mu)\) (in which case also the pair \((E_\mu, C_\mu)\) bifurcates), and of the pair \((C_\mu, G_\mu)\).

The paper is organised as follows. In the next section, we describe systems and families we are dealing with and define feedback and orbital feedback equivalence. In Sect. 3 we give another formulations of the problems we consider. In Sect. 4, we introduce feedback invariant conditions which describe singularity classes of the classifications. We give our main results, classification of systems and families, in Sect. 5. In the same section we present also a diagram that illustrates consecutive degenerations that may occur for a system or a family. In Sect. 6, we define bifurcations, give all generic bifurcations, and analyse them in the case \(n = 3\). Our main results are proved in Sect. 7. Finally, in Sect. 8 we study relations between generic systems and their restrictions to surfaces. In particular, we give necessary and sufficient conditions under which the original system is of the same type (in the sense of Result 1) as its restriction.

**2 Notations**

We consider a nonlinear control system, denoted by \( f + (g_1, \ldots, g_{n-1}) \), of the form

\[
\dot{x} = f(x) + \sum_{i=1}^{n-1} u_i g_i(x), \quad (\Sigma)
\]

where \( u = (u_1, \ldots, u_{n-1}) \) is the control which takes values in \( \mathbb{R}^{n-1} \), \( x = (x_1, \ldots, x_n) \) are local coordinates on a smooth \(n\)-dimensional manifold \( M \), \( f \) and \( g_1, \ldots, g_{n-1} \) are \( C^\infty \)-smooth vector fields on \( M \). We denote the class of control systems of that type by \( \mathcal{A}_{n,n-1}(M) \). If we deal with \( M = \mathbb{R}^n \), which we can assume when studying local problems, we will write \( \mathcal{A}_{n,n-1} \) for simplicity.

Denote by \( \Delta \) the distribution spanned by the vector fields \( g_1, \ldots, g_{n-1} \). If the choice of the generators \( g_1, \ldots, g_{n-1} \) of \( \Delta \) is irrelevant, we will identify the system \((\Sigma)\) with the affine distribution \( f + \Delta \).

Consider two systems \( \Sigma^i = f^i + \Delta^i \) defined on \( M^i, i = 1, 2 \). They are said to be **feedback equivalent** if there exists a diffeomorphism \( \phi: M^1 \to M^2 \) such that

\[
\phi_*(f^1 + \Delta^1) = f^2 + \Delta^2.
\]

If the distributions \( \Delta^1 \) and \( \Delta^2 \) are involutive (see below), the systems are said to be **orbital feedback equivalent** if there exists a scalar function on \( M^1, h: M^1 \to \mathbb{R} \), constant on the leaves of the foliation defined by \( \Delta^1 \) and such that \( h \Sigma^1 = hf^1 + \Delta^1 \) is feedback equivalent to \( \Sigma^2 \). Two systems \( \Sigma^1 \) and \( \Sigma^2 \) are called **locally feedback equivalent** (respectively, locally orbital equivalent) at \( q^1 \in M^1, q^2 \in M^2 \), respectively, if
there exist neighbourhoods $\Omega^1$ of $q^1$ and $\Omega^2$ of $q^2$ such that $\Sigma^1$ restricted to $\Omega^1$ and $\Sigma^2$ restricted to $\Omega^2$ are feedback equivalent (respectively, orbital feedback equivalent).

In other words, local feedback equivalence of $\Sigma^1$ and $\Sigma^2$ means that there exist smooth functions $\alpha_i$ and $\beta_{ij}$, $1 \leq i, j \leq m$, on the neighbourhood $\Omega^1$, such that the diffeomorphism $\phi$ satisfies

$$\phi^* \left( f^1 + \sum_{i=1}^{m} \alpha_i g^1_i \right) = f^2$$

and

$$\phi^* \left( \sum_{i=1}^{m} \beta_{ij} g^1_i \right) = g^2_j.$$

In the case of local orbital feedback equivalence, the first equality is replaced by

$$\phi^* \left( hf^1 + \sum_{i=1}^{m} \alpha_i g^1_i \right) = f^2$$

while the second equality remains unchanged.

In the paper we assume that $\Delta$ is of constant rank $(n-1)$ and involutive. In terms of vector fields it means that $g_1, \ldots, g_{n-1}$ are linearly independent and $[g_i, g_j] \in \Delta$ for all $i, j = 1, \ldots, n-1$. We denote the class of systems of that type by $A^{n,n-1}_{\text{inv}}(M)$ or simply $A^{n,n-1}_{\text{inv}}$. If $f + \Delta \in A^{n,n-1}_{\text{inv}}(M)$ then, by the Frobenius theorem, $\Delta$ defines an $(n-1)$-dimensional foliation on $M$. Around each point of $M$, there exist local coordinates $x = (x_1, \ldots, x_n)$, such that $\Delta$ is spanned by $\frac{\partial}{\partial x_2}, \ldots, \frac{\partial}{\partial x_n}$. Therefore, whenever it is convenient, we may bring locally, via an appropriate feedback transformation, any system from the class $A^{n,n-1}_{\text{inv}}$ into the pre-normal form

$$\dot{x} = F(x) \frac{\partial}{\partial x_1} + \sum_{i=2}^{n} u_{i-1} \frac{\partial}{\partial x_i}, \quad (\Sigma_{\text{pnf}})$$

where $F$ is a smooth function on $M$.

For the purpose of stating properties of a control system in a coordinate independent way we will use also the language of differential forms. If $\Delta$ is a distribution of constant corank 1 on $M$, then it can be given locally by the Pfaffian equation $\omega = 0$, where $\omega$ is a non-vanishing differential 1-form satisfying $\omega(g_i) = 0$, $i = 1, \ldots, n-1$. Such a form is unique up to multiplication by a non-vanishing function. The involutiveness of $\Delta$ means, that

$$\omega \wedge d\omega \equiv 0.$$
In the paper we consider also 1-parameter families of control systems from the class $A_{\text{inv}}^{n,n-1}$, i.e., families of the form

$$\dot{x} = f_\mu(x) + \sum_{i=1}^{n-1} u_i g_{i,\mu}(x),$$

where $f_\mu, g_{1,\mu}, \ldots, g_{n-1,\mu}$ are smooth families of vector fields, parameterised by $\mu \in \mathbb{R}$. The class of such families will be denoted by $\mathcal{FA}_{\text{inv}}^{n,n-1}$. We say that two families $\Sigma^1_\mu$ and $\Sigma^2_\mu$ are feedback (respectively, orbital feedback) equivalent if there exists a diffeomorphism

$$\Phi(x, \mu) = (\phi(x, \mu), \theta(\mu)) : M^1 \times \mathbb{R} \rightarrow M^2 \times \mathbb{R}$$

(respectively, a diffeomorphism $\Phi(x, \mu)$ and a family of smooth functions $h(x, \mu)$, constant on the leaves of the foliation of $\Delta^1_\mu$) such that, for each value of $\mu$, feedback equivalence of the two systems $\Sigma^1_\mu$ and $\Sigma^2_{\theta(\mu)}$ is established by the diffeomorphism $\phi_\mu = \phi(\cdot, \mu)$ (resp. by the diffeomorphism $\phi_\mu$ and the function $h_\mu = h(\cdot, \mu)$).

3 Another formulation of the problem

Consider a nonlinear 1-dimensional control system with $n - 1$ controls entering non-linearly:

$$\frac{dx}{dt} = \dot{x} = f(x, u), \quad x \in \mathbb{R}, u \in \mathbb{R}^{n-1}.$$  \hfill (\Sigma_N)

A general feedback transformation of the above system is a diffeomorphism

$$\Phi : \mathbb{R} \times \mathbb{R}^{n-1} \rightarrow \mathbb{R} \times \mathbb{R}^{n-1}$$

of the form

$$(y, v) = \Phi(x, u) = (\phi(x), \psi(x, u)).$$

The map $\Phi$ transforms (\Sigma_N) into

$$\dot{y} = \tilde{f}(y, v),$$

where

$$\frac{\partial \phi}{\partial x}(x) f(x, u) = \tilde{f}(\phi(x), \psi(x, u)).$$

and the two systems are called general feedback equivalent (compare with the control-affine case where $u = \alpha(x) + \beta(x)v$). A general orbital feedback transformation
consists additionally of a positive function $h: \mathbb{R} \to \mathbb{R}$ that changes the time scale according to $\frac{dt}{d\tau} = h(y(\tau))$ and therefore transform system $(\Sigma_N)$ into:

$$\frac{dy}{d\tau} = h(y) \tilde{f}(y, v),$$

(3)

where $f$ and $\tilde{f}$ are related via (2). Notice that now the time rescaling is defined by an arbitrary positive function $h$ while in the control-affine case the function is assumed to be constant on the leaves of the foliation of the distribution $\Delta$.

We may extend the system $(\Sigma_N)$ to a system $\Sigma_{ext}$ from $\mathcal{A}_{inv}^{n,n-1}$ by introducing new state variables $x_2 = u_1, \ldots, x_n = u_{n-1}$, and new controls $w_1 = \dot{u}_1, \ldots, w_{n-1} = \dot{u}_{n-1}$:

$$\dot{x}_1 = f(x_1, x_2, \ldots, x_n),$$
$$\dot{x}_2 = w_1,$$
$$\ldots$$
$$\dot{x}_n = w_{n-1},$$

$(\Sigma_{ext})$

where we write $x_1$ instead of $x$. Vice versa, by the inverse transformation (that identifies $x_2, \ldots, x_n$ in $(\Sigma_{ext})$ as the controls) we may bring any system that is in the pre-normal form $(\Sigma_{pnf})$ to the form $(\Sigma_N)$. In [19] it is shown that the problems of feedback and orbital feedback classification of systems from $\mathcal{A}_{inv}^{n,n-1}$ and systems of the form $(\Sigma_N)$ are essentially the same. Indeed, two control systems $\Sigma_1$ and $\Sigma_2$ are (locally) general feedback equivalent if and only if their respective extensions $\Sigma_{1ext}$ and $\Sigma_{2ext}$ are (locally) feedback equivalent. Analogous statement holds for (local) orbital feedback.

The same remains true for 1-parameter families of control systems, where a 1-parameter family of the form:

$$\dot{x} = f(x, u, \mu), \quad x \in \mathbb{R}, u \in \mathbb{R}^{n-1}, \mu \in \mathbb{R}$$

$(\mathcal{F} \Sigma_N)$

is mapped by the feedback transformation

$$\Psi: \mathbb{R} \times \mathbb{R}^{n-1} \times \mathbb{R} \to \mathbb{R} \times \mathbb{R}^{n-1} \times \mathbb{R},$$

$$(y, v, \varepsilon) = \Psi(x, u, \mu) = (\phi(x, \mu), \psi(x, u, \mu), \theta(\mu))$$

into

$$\dot{y} = \tilde{f}(y, v, \varepsilon),$$

where

$$\frac{\partial \phi}{\partial x}(x, \mu) f(x, u, \mu) = \tilde{f}(\phi(x, \mu), \psi(x, u, \mu), \theta(\mu)).$$

(4)
For orbital feedback transformations we consider additionally a positive function $h: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$, which appears as the factor $h(\varepsilon, y)$ on the right hand side of the above formula.

Eventually, we may treat the classification problem we consider as a problem concerning $1$-parameter function deformations. To this end, consider the vector field $f$ appearing in $(\Sigma N)$ as a $1$-parameter deformation of the function $f(0, u)$. Then it is natural to interpret the diffeomorphism $\Phi$ in the case of feedback transformation (the pair $(\Phi, h)$ in the orbital case, respectively) as a morphism whose action on $f$ is determined by (2) (by (2) with $\tilde{f}$ multiplied additionally by $h$, respectively). Analogously, the problem for $1$-parameter families $(\mathcal{F} \Sigma N)$ may be replaced by the problem of classification of $1$-parameter $\mu$-deformations of $1$-parameter $x$-deformations of a function with respect to the action of morphisms $\Psi$, transforming a given deformation $f(x, u, \mu)$ according to (4) (multiplied additionally by $h(\varepsilon, y)$ in the case of the orbital feedback). We send the reader to [27] for details on the deformation based approach in the case $m = 1$ and to [22] for the general case.

4 Non-degeneracy conditions

One of the most natural feedback invariants of a control-affine system (or a family of such systems) is the equilibrium set $E$. For a system $f + \Delta$, the set $E$ consists of points at which $f \in \Delta$. Since we deal with a local problem around a fixed point $q$, we have two complementary subclasses of systems depending on whether $q$ belongs to $E$ or not. If we represent the system by $(f, \omega)$, then we can equivalently write

$$E = \{ q \in M \mid f \lrcorner \omega(q) = 0 \},$$

where $X \lrcorner \vartheta(\cdot) = \vartheta(X, \cdot)$ denotes the interior product of a vector field $X$ with a differential form $\vartheta$. Following the notation of [24,28], we introduce the function

$$e: M \to \mathbb{R}, \quad e = f \lrcorner \omega.$$  

Henceforth we will write $e(q) = 0$ to state that the point $q$ belongs to $E$ and $e(q) \neq 0$ in the opposite case.

Another important invariant set defined for control systems is the critical set $C$

$$C = \{ q \in M \mid \eta(q) = 0 \} = \{ q \in M \mid [g, f] \lrcorner \omega(q) = 0, \forall g \in \Delta \}. \quad (5)$$

where

$$\eta = \omega^f \wedge \omega \text{ and } \omega^f = L_f \omega,$$

the latter being the Lie derivative of $\omega$ in the direction of $f$. The points of $C$ are called critical points of the control system.

The two just defined invariant sets have very clear control theoretic interpretation. The set $E$ consists of the potential equilibria of the system, that is, around any point
$q \in E$ we can find smooth functions $\alpha_i$ such that $f + \sum_{i=1}^{m} \alpha_i g_i$ has an equilibrium at $q$. The set $E$ is defined by a single equation $f \omega = 0$ so typically it is a hypersurface in $M$. It has a particularly simple description for the pre-normal form $\Sigma_{\text{pnf}}$, namely, $E = \{ F(x) = 0 \}$.

The critical set $C$ consists of points, where the motion transversal to the leaves of the foliation $G$ defined by $\Delta$ admits its extremal (critical) values. In particular, all time-minimal and time-maximal trajectories are entirely contained in the critical set $C$. This set is defined by $n - 1$ equations $[g_i, f] \omega(q) = 0$, $1 \leq i \leq n - 1$, so typically it is a curve and has a particularly simple description for the pre-normal form $\Sigma_{\text{pnf}}$, namely, $C = \{ \partial F \partial x_i(x) = 0, 2 \leq i \leq n \}$. Time optimal trajectories correspond to the hessian of $F$ being definite.

4.1 Degeneracies at critical points

Let us denote a fixed point belonging to $C$ by $q$ (thus we have $\eta(q) = 0$). At that point the following mapping $\theta : T_q M \to \Lambda^2(T_q^* M)$ is defined

$$\theta(v) = L_g \eta(q),$$

where $g$ is an arbitrary vector field extending $v \in T_q M$ (the definition does not depend on the choice of $g$ since $\eta(q) = 0$).

Introduce the following subset $G$ of vector fields,

$$G = \{ g \in \Delta \mid g(q) \in \ker \theta, g(q) \neq 0 \}. $$

Vector fields belonging to $G$ will be depicted by an extra bar over them, e.g., $\bar{g}$. In order to present another way of defining this set, consider the following bilinear symmetric form $\tau$ defined on $\Delta(q) \times \Delta(q)$

$$\tau(v_1, v_2) = L_{g_2} \left( g_1 \omega^f \right)(q) = [g_2, [g_1, f]] \omega(q),$$

where $g_i \in \Delta$ are arbitrary vector fields extending $v_i \in \Delta(q)$.

For a system in the pre-normal form $\Sigma_{\text{pnf}}$, we have $\tau(v_1, v_2) = v_1^T H v_2$, where $H = \frac{\partial^2 F}{\partial x_i \partial x_j}(q)$, $2 \leq i, j \leq n$ (recall that $H$ being definite corresponds to time optimality of the critical trajectories contained in $C$).

Let us check that the above two variants of the definition of $\tau$ are equivalent and do not depend on the extensions of $v_1, v_2$. We have

$$g_1 \omega^f = L_f (g_1 \omega) - (L_f g_1) \omega.$$
Hence, by the fact that \( g_1 \quad \omega \equiv 0 \), we get \( g_1 \quad L_f \omega = (L_{g_1} f) \quad \omega \) and thus the equivalence of the definitions. The second variant of the definition is symmetric with respect to \( g_1, g_2 \). Indeed, we have \([g_2, [g_1, f]] = [g_1, [g_2, f]] + [[[g_2, g_1], f] \quad \omega(q) = 0 \) since \([g_2, g_1] \in \Delta \) and \( q \in C \). The first variant of the definition does not depend on the choice of \( g_1 \). Due to the equivalence of the variants, the irrelevance of the choice of the extensions of \( v_1, v_2 \) follows.

We have the following equivalent definition of the set \( G \).

**Proposition 1** Let \( \text{Ann}\ \tau \) denote the annihilator of \( \tau \). Then

\[ G = \{ g \in \Delta \mid g(q) \in \text{Ann}\ \tau, g(q) \neq 0 \}. \]

**Proof** Take \( g \in \Delta \) and note that \( \eta(q) = 0 \) means that \( \omega^f(q) \) is colinear with \( \omega(q) \).

Let us inspect both definitions of \( G \).

The condition \( g(q) \in \text{Ann}\ \tau \) means that for every \( g_1 \in \Delta \)

\[ 0 = \tau(g_1(q), g(q)) = (L_g g_1)(q) \quad \omega^f(q) + g_1(q) \quad L_g \omega^f(q). \]

The first summand above vanishes since \( L_g g_1 \in \Delta \) and \( \eta(q) = 0 \). Thus \( g(q) \in \text{Ann}\ \tau \) means exactly that \( \Delta(q) \) is a subset of the kernel of \( L_g \omega^f(q) \) or, equivalently, \( L_g \omega^f(q) \) is colinear with \( \omega(q) \), i.e., \( L_g \omega^f \wedge \omega(q) = 0 \).

On the other hand, \( g(q) \in \ker\ \theta(q) \) means that \( L_g \omega^f \wedge \omega(q) + \omega^f \wedge L_g \omega(q) = 0 \). The second term vanishes because \( \eta(q) = 0 \) and \( L_g \omega(q) \) is colinear with \( \omega(q) \). Eventually, we get

\[ g(q) \in \text{Ann}\ \tau \Leftrightarrow \left(L_g \omega^f \wedge \omega\right)(q) = 0 \Leftrightarrow g(q) \in \ker\ \theta. \]

\[ \square \]

Further, we consider the simplest degeneracy of \( \tau \), i.e., the case where \( \text{Ann}\ \tau \) is one-dimensional or, in other words, using the symbol \( \text{crk} \) to denote the corank,

\[ \text{crk}\ \tau = 1. \]

Choose a vector field \( \bar{g} \in G \) and introduce the following sequence of functions

\[ \bar{e}_1(\bar{g}) = \bar{g} \quad \omega^f, \quad \bar{e}_k(\bar{g}) = L_{\bar{g}} \bar{e}_{k-1}. \]

We have

\[ \bar{e}_1(\bar{g}) = \bar{g} \quad L_f \omega = L_f \left( \bar{g} \quad \omega \right) - L_f \bar{g} \quad \omega = [\bar{g}, f] \quad \omega = \text{ad}_{\bar{g}} f \quad \omega. \]

For the convenience of further consideration we adapt here the notation:

\[ \text{ad}_g f = \text{ad}_g^1 f = [g, f], \quad \text{and} \quad \text{ad}_g^k f = \text{ad}_g \text{ad}_g^{k-1} f, \quad \text{for} \ k > 1. \]
Since $\omega \wedge d\omega \equiv 0$, the inner product $\hat{g} \lhd d\omega$ is colinear with $\omega$ and thus

$$L_{\hat{g}}\omega = d(\hat{g} \lhd \omega) + \hat{g} \lhd d\omega = \alpha \omega,$$

for some smooth function $\alpha$. Now we may write

$$\tilde{e}_2(\hat{g}) = L_{\hat{g}}(\text{ad}_{\hat{g}} f \lhd \omega) = \text{ad}^2_{\hat{g}} f \lhd \omega + \text{ad}_{\hat{g}} f \lhd L_{\hat{g}}\omega = \text{ad}^2_{\hat{g}} f \lhd \omega + \alpha \tilde{e}_1(\hat{g}).$$

Consequently, for any $k > 1$ we get

$$\tilde{e}_k(\hat{g}) = \text{ad}^k_{\hat{g}} \lhd \omega + \sum_{i=1}^{k} \alpha_{k,i} \tilde{e}_i(\hat{g}),$$

for some smooth functions $\alpha_{k,i}$. Hence, whenever

$$\tilde{e}_1(\hat{g})(q) = \cdots = \tilde{e}_{k-1}(\hat{g})(q) = 0,$$

we have

$$\tilde{e}_k(\hat{g})(q) = (\text{ad}^k_{\hat{g}} f \lhd \omega)(q).$$

Notice that, since $q \in C$, we have automatically $\tilde{e}_1(\hat{g})(q) = 0$, and since $\hat{g} \in G$ we have $\tilde{e}_2(\hat{g})(q) = 0$ as well.

In the cases where $e(q) \neq 0$ it is natural to consider the form

$$\omega_1 = \frac{\omega}{e}$$

and the sequence

$$\tilde{c}_1(\hat{g}) = \hat{g} \lhd \omega_1^f, \quad \tilde{c}_k(\hat{g}) = L_{\hat{g}}\tilde{c}_{k-1}$$

where $\omega_1^f = L_f \omega_1$. Note that $\omega_1$ is normalised in the sense that

$$f \lhd \omega_1 = 1.$$

The same arguments, as those given after defining the functions $\tilde{e}_k$, yield analogous conclusions for the functions $\tilde{c}_k$. In particular,

$$\tilde{c}_1(\hat{g})(q) = \tilde{c}_2(\hat{g})(q) = 0$$

and whenever

$$\tilde{c}_1(\hat{g})(q) = \cdots = \tilde{c}_{k-1}(\hat{g})(q) = 0,$$
we have

\[ \tilde{c}_k(\bar{g})(q) = \left( \text{ad}^k_{\bar{g}} f \omega_1 \right)(q). \]

Denote by \( V(M) \) the space of \( C^\infty \)-vector fields on \( M \) and by \( J^1_q V(M) \) their first jets at the point \( q \). Let \( \theta_1 : J^1_q V(M) \to \Lambda^2(T^*_q M) \) be defined as

\[ \theta_1(v) = L_g L_g \eta_1(q), \quad \eta_1 = L_f \omega_1 \wedge \omega_1, \]

where \( g \) is an arbitrary vector field with the 1-jet at \( q \) equal \( v \). If the point \( q \) lies outside the equilibrium set, we define the following set of vector fields

\[ G^1 = \left\{ \bar{g} \in G \mid j^1_q (g) \in \ker \theta_1, \tilde{c}_5(\bar{g})(q) = 0 \right\}. \]

Vector fields belonging to \( G^1 \) will be depicted by an extra double bar over them, e.g., \( \bar{\bar{g}} \). Whenever we consider the mapping \( \tilde{c}_k \) constructed with the help of a vector field from the set \( G^1 \), we will rather write \( \bar{\bar{c}}_k \) instead of \( \bar{c}_k(\bar{g}) \). Please note that not only have we

\[ \bar{\bar{c}}_1(q) = \bar{\bar{c}}_2(q) = 0 \]

(which is already the case of the functions \( \bar{c}_1 \) and \( \bar{c}_2 \)) but also

\[ \bar{\bar{c}}_3(q) = 0, \]

which is a consequence of the definition of the set \( G^1 \).

4.2 Degeneracies at critical points in local coordinates

The advantage of the definitions and formulations presented in the previous section is their invariance (under coordinates and the choice of 1-form \( \omega \)), which significantly simplifies the proofs of our main results and allows us to use the above definitions in any coordinate system and for any choice of vector fields \( g_i \) that span the considered distribution \( \Delta \). Non-degeneracy conditions listed in Theorems 1 and 2 below, that are constructed with a use of notions introduced in the previous section, can be expressed in local coordinates for the pre-normal form (\( \Sigma_{pnf} \)). The correspondence between coordinate-free and coordinate versions of these conditions, for \( n = 2 \), can be recovered by comparing conditions (S1)–(S5) of Theorem 1 to (J1)–(J5) of Theorem 5 and conditions (F1)–(F9) of Theorem 2 to (R1)–(R9) of Theorem 6. This correspondence, as well as the correspondence valid for arbitrary \( n > 2 \), can be easily obtained by the fact that, in a fixed coordinate system, we may define a form \( \omega \) by declaring its value on an arbitrary vector field \( h \) as

\[ h \omega = \omega(h) = \det(h, g_1, \ldots, g_{n-1}), \]
where by det\((h, g_1, \ldots, g_{n-1})\) we mean the determinant of the matrix whose columns are formed by the components of the vector fields \(h, g_1, \ldots, g_{n-1}\), respectively.

Clearly, \(e(q) = \det(f, g_1, \ldots, g_{n-1})\). We have
\[
E = \{q \in M \mid \det(f, g_1, \ldots, g_{n-1})(q) = 0\} = \{q \in M \mid e(q) = 0\},
\]
\[
C = \{q \in M \mid \det(\operatorname{ad}_f g_i, g_1, \ldots, g_{n-1})(q) = 0, \ i = 1, \ldots, n - 1\}
\]

and, for \(q \in C\),
\[
G = \{g \in \Delta \mid g(q) \neq 0 \text{ and } \det(\operatorname{ad}_g \operatorname{ad}_f g_i, g_1, \ldots, g_{n-1})(q) = 0, \ i = 1, \ldots, n - 1\}.
\]

The set \(L = \{g(q) \mid g \in G\} \cup \{0\}\) is a linear space. Its dimension is equal to the corank of \(\tau\), i.e.,
\[
\operatorname{crk} \tau = \dim L.
\]

For \(\bar{g} \in G\), we have
\[
\bar{e}_1(\bar{g}) = \det(\operatorname{ad}_{\bar{g}} f, g_1, \ldots, g_{n-1}), \quad \bar{e}_k(\bar{g}) = L_{\bar{g}} \bar{e}_{k-1}(\bar{g}).
\]

The functions \(\bar{e}_1(\bar{g})\) and \(\bar{e}_2(\bar{g})\) vanish at \(q\) which is due to \(q \in C\) and \(\bar{g} \in G\) (compare Sect. 4.1). Recall also that if \(\bar{e}_1(\bar{g})(q) = \cdots = \bar{e}_{k-1}(\bar{g})(q) = 0\), then
\[
\bar{e}_k(\bar{g})(q) = \det\left(\operatorname{ad}^k_{\bar{g}} f, g_1, \ldots, g_{n-1}\right)(q).
\]

For \(q \in C \setminus E\), we have the form \(\omega_1\) defined as
\[
h \cdot \omega_1 = \omega(h) = \frac{\det(h, g_1, \ldots, g_{n-1})}{\det(f, g_1, \ldots, g_{n-1})} = \frac{1}{e} \frac{\det(h, g_1, \ldots, g_{n-1})}{\det(h, g_1, \ldots, g_{n-1})}
\]

and the functions \(\bar{c}_k\) as
\[
\bar{c}_1(\bar{g}) = \frac{1}{e} \det(\operatorname{ad}_{\bar{g}} f, g_1, \ldots, g_{n-1}), \quad \bar{c}_k(\bar{g}) = L_{\bar{g}} \bar{c}_{k-1}(\bar{g}).
\]

Recall that (we refer the reader to the previous subsection once again)
\[
\bar{c}_1(\bar{g})(q) = \bar{c}_2(\bar{g})(q) = 0
\]

and whenever \(\bar{c}_1(\bar{g})(q) = \cdots = \bar{c}_{k-1}(\bar{g})(q) = 0\), we get
\[
\bar{c}_k(\bar{g})(q) = \frac{1}{e(q)} \det\left(\operatorname{ad}^k_{\bar{g}} f, g_1, \ldots, g_{n-1}\right)(q).
\]
Eventually,

\[ G^1 = \left\{ \tilde{g} \in G \mid \tilde{c}_5(\tilde{g})(q) = 0 \text{ and } \det \left( \text{ad}_{\tilde{g}}^2 \text{ad}_f g_i(q), g_1, \ldots, g_{n-1} \right)(q) = 0, \right. \]

\[ i = 1, \ldots, n - 1 \}. \]

In particular, as we already stated in Sect. 4.1, for \( \tilde{g} \in G^1 \) we have

\[ \tilde{c}_1(\tilde{g})(q) = \cdots = \tilde{c}_3(\tilde{g})(q) = 0, \quad \text{i.e.,} \quad \tilde{c}_1(q) = \tilde{c}_2(q) = \tilde{c}_3(q) = 0. \]

5 Classification results

For \( \dim M = n > 2 \), we denote local coordinates by \( x, y, z_2, \ldots, z_{n-1} \). Then an analogy with planar systems (compare Theorems 1 and 2 with Theorems 5 and 6, respectively) is more evident. In the statement of various conditions, \( d \) will denote the exterior derivative on \( M \) or on \( M \times \{0\} \) in the case of families. For the exterior derivative on \( M \times \mathbb{R} \) (for the families) we will use the symbol \( D \).

Notice that any control system \( \Sigma \in A_{\text{inv}}^{n,n-1} \) on a manifold \( M \) can be equivalently interpreted as the vector field \( f \) on the manifold \( M \) equipped with the \( (n-1) \)-foliation \( \mathcal{G} \). By a generic system on \( M \), we will mean a generic vector field \( f \) on the foliated manifold \((M, \mathcal{G})\), where \( \mathcal{G} \) is a fixed \((n-1)\)-dimensional foliation. Similarly, by a generic family \( \Sigma_\mu \in \mathcal{F}A_{\text{inv}}^{n,n-1} \) on \( M \), we will mean a generic family of vector field \( f_\mu \) on the foliated manifold \((M, \mathcal{G}_\mu)\), where \( \mathcal{G}_\mu \) is a fixed family of \((n-1)\)-dimensional foliations on \( M \).

The proofs of the following theorems will be given in the next section.

Theorem 1 Consider a control system \( \Sigma \in A_{\text{inv}}^{n,n-1} \) around a fixed point \( q \in M \). Assume that one of the following conditions holds at \( q \):

(S1) \( e \neq 0, \eta \neq 0 \),

(S2) \( e = 0, \eta \neq 0 \),

(S3) \( e \neq 0, \eta = 0, \text{crk } \tau = 0 \),

(S4) \( e = 0, \eta = 0, \text{crk } \tau = 0, de \neq 0 \),

(S5) \( e \neq 0, \eta = 0, \text{crk } \tau = 1, \tilde{c}_3 \neq 0, d\tilde{c}_1 \neq 0 \).

Then \( \Sigma \) is, locally at \( q \), feedback equivalent to the system \((F \frac{\partial}{\partial x}, dx) \in A_{\text{inv}}^{n,n-1} \), at \( 0 \in \mathbb{R}^n \), where \( F \) is a function equal to exactly one of the following (function of the \( i \)-th form corresponds to condition (Si)):

1. \( 1 + y \), \( (O^n) \)
2. \( y \), \( (E^n) \)
3. \( 1 + \epsilon_1 y^2 + \sum_{i=2}^{n-1} \epsilon_i z_i^2 \), \( (C^n) \)
4. \( \lambda x + y^2 + \sum_{i=2}^{n-1} \epsilon_i z_i^2, \lambda \neq 0 \), \( (EC^n) \)
5. \( y^3 + xy + a(x) + \sum_{i=2}^{n-1} \epsilon_i z_i^2, a(0) \neq 0 \), \( (CG^n) \)

where, in each case, \( (\epsilon_i) \) denotes a nondecreasing \( \pm 1 \) sequence. If the orbital feedback equivalence is considered, then we can replace both \( \lambda \) and \( a(x) \) by \( \pm 1 \).
Moreover, systems from $\mathcal{A}_{inv}^{n,n-1}$ for which, at each point, one of the conditions $(S1)$–$(S5)$ holds are generic.

The above classification under a different, but equivalent, formulation of conditions $(S1)$–$(S5)$ was obtained by [19].

The right column in the above list is given for consistency with [28]. We also follow this convention in the next theorem concerning 1-parameter families.

**Theorem 2** Consider a 1-parameter family $\Sigma_{\mu} \in \mathcal{FA}_{inv}^{n,n-1}$ around a fixed point $(q, \mu) \in M \times \mathbb{R}$. Assume that one of the following conditions holds at $(q, \mu)$:

(F1) $e \neq 0, \eta \neq 0$,  
(F2) $e = 0, \eta \neq 0$,  
(F3) $e \neq 0, \eta = 0, \text{crk} \tau = 0$,  
(F4) $e = 0, \eta = 0, \text{crk} \tau = 0, de \neq 0$,  
(F5) $e \neq 0, \eta = 0, \text{crk} \tau = 1, \tilde{c}_3 \neq 0, d\tilde{c}_1 \neq 0$,  
(F6) $e = 0, \eta = 0, \text{crk} \tau = 0, de = 0, De \neq 0$,  
(F7) $e \neq 0, \eta = 0, \text{crk} \tau = 1, \tilde{c}_3 \neq 0, d\tilde{c}_1 = 0, D\tilde{c}_1 \neq 0, \det \text{hess} |_V \tilde{c}_1 \neq 0$, 

where $V$ is the kernel of the mapping assigning $L_{v\eta}$ to each vector $v \in T_q M$.

(F8) $e = 0, \eta = 0, \text{crk} \tau = 1, de \neq 0, d\tilde{e}_1 \neq 0, \tilde{e}_3 \neq 0, D\tilde{e}_1 \wedge De \neq 0$.

(F9) $e \neq 0, \eta = 0, \text{crk} \tau = 1, \tilde{c}_3 = 0, \tilde{c}_4 \neq 0, d\tilde{c}_1 \neq 0, d\tilde{c}_2 \neq 0, D\tilde{c}_1 \wedge D\tilde{c}_2 \neq 0$.

Then $\Sigma_{\mu}$ is locally at $(q, \mu)$ orbital feedback equivalent to $(F_{\mu} \frac{\partial}{\partial x}, dx) \in \mathcal{FA}_{inv}^{n,n-1}$ at $(0,0) \in \mathbb{R}^n \times \mathbb{R}$, where $F_{\mu}$ is a family of functions equal to exactly one of the following (function of the $i$-th form corresponds to condition (Fi)):

1. $1 + y$,  
2. $y$,  
3. $1 + \epsilon_1 y^2 + \sum_{i=2}^{n-1} \epsilon_i z_i^2$,  
4. $\pm x + y^2 + \sum_{i=2}^{n-1} \epsilon_i z_i^2$,  
5. $y^3 + xy \pm 1 + \sum_{i=2}^{n-1} \epsilon_i z_i^2$,  
6. $x^2 - \mu + \epsilon_1 y^2 + \sum_{i=2}^{n-1} \epsilon_i z_i^2$,  
7. $\pm y^3 + y(x^2 - \mu) + 1 + \sum_{i=2}^{n-1} \epsilon_i z_i^2$,  
8. $y^3 + (x - \mu)y \pm x + \sum_{i=2}^{n-1} \epsilon_i z_i^2$,  
9. $y^4 + (\pm x - \mu)y^2 + xy + a(x, \mu) + \sum_{i=2}^{n-1} \epsilon_i z_i^2, a(0,0) \neq 0$,

where, in each case, $(\epsilon_i)$ denotes a nondecreasing $\pm 1$ sequence, and $a(x, \mu)$ is a smooth function.

Moreover, 1-parameter families for which at each point one of the conditions (F1)–(F9) holds are generic among 1-parameter families of systems from $\mathcal{FA}_{inv}^{n,n-1}$.

5.1 Diagram of consecutive degenerations

On Fig. 1 we illustrate degeneracies of the families satisfying any of the conditions (F1)–(F9) of Theorem 2, in particular, any of the conditions (S1)–(S5) of Theorem 1. Further in this section, we concentrate on the case of families.
A collection of subconditions along an oriented path starting from $\emptyset$ forms a condition (see Fig. 1). If we take a path ending at a box we get one of the conditions (F1)–(F9). The numbers in the top row of the diagram denote the corank of the degenerations of 1-parameter families satisfying all subconditions along a path ended at a given column. By the corank of degeneration we mean the codimension of the algebraic set formed by all families satisfying the conditions. Because we are interested in generic objects only, and due to Thom transversality theorem (see the second step of the proof of Theorem 1 in Sect. 7), we may ignore degeneracies of corank greater than $n + 1$ in the case of 1-parameter families and of corank greater than $n$ in the case of systems. Thus we skip all subconditions that would bring us out of our domain of interest, e.g., there is no arrow indicating the condition $\text{crk} \tau = 2$ since, together with $\eta = 0$, it would correspond to a degeneracy of corank at least $n + 2$. So the diagram describes completely all generic families.

Let us stress the fact that the corank increases by $n - 1$ when the subcondition $\eta = 0$ appears along a path. This clarifies why the shape of conditions (F1)–(F9) is independent of the dimension $n$.
6 Bifurcations

In this section we consider bifurcations of 1-parameter families \( \Sigma_\mu = f_\mu + \Delta_\mu \in \mathcal{FA}^{n,n-1}_\text{inv}(M) \). Based on Theorem 2 we give a complete list of all generic bifurcations. For illustration purposes we provide pictures in the case \( n = 3 \).

We say that a family \( \Sigma_\mu \) bifurcates, if the triple \((E_\mu, C_\mu, G_\mu)\) changes topologically around a nominal value \( \mu_0 \) of the parameter (see the next paragraph for a precise definition). Otherwise we say that \( \Sigma_\mu \) does not bifurcate. For the class \( \mathcal{FA}^{n,n-1}_\text{inv}(M) \) only finitely many generic bifurcations may occur and they are represented by the families listed in Theorem 2 and denoted by symbols with the subscript “bif”. All of them have clear geometric interpretations in terms of qualitative changes of the equilibrium set, the critical set, and the foliation \( G_\mu \) defined by the distribution \( \Delta_\mu \).

More precisely, a family \( \Sigma_\mu \in \mathcal{FA}^{n,n-1}_\text{inv}(M) \) does not bifurcate at \((q_0, \mu_0)\) if there exists an open neighbourhood \( \Omega \subset M \times \mathbb{R} \) of \((q_0, \mu_0)\) and a family of homeomorphisms \( \chi_\mu : \Omega \to \Omega_{\mu_0} \), continuous with respect to \((q, \mu)\), such that for all \( \mu \) close enough to \( \mu_0 \):

\[
\chi_\mu(E_\mu \cap \Omega_\mu) = E_{\mu_0}, \quad \chi_\mu(C_\mu \cap \Omega_\mu) = C_{\mu_0}, \quad \text{and} \quad \chi_\mu(G_\mu \cap \Omega_\mu) = G_{\mu_0},
\]

where \( \Omega_\mu = \{ q \in X \mid (q, \mu) \in \Omega \} \). Otherwise we say that the family \( \Sigma_\mu \) bifurcates. Following [28], we distinguish a few particular types of bifurcations: \( E \)-bifurcations, if \( E_\mu \) is the only element of the triple \((E_\mu, C_\mu, G_\mu)\) that bifurcates; \( C \)-bifurcations, if \( C_\mu \) is the only element of the triple \((E_\mu, C_\mu, G_\mu)\) that bifurcates; \( EG \)-bifurcations, if none of the elements of the triple \((E_\mu, C_\mu, G_\mu)\) bifurcates but the pair \((E_\mu, G_\mu)\) does; and \( CG \)-bifurcations, if none of the elements of the triple \((E_\mu, C_\mu, G_\mu)\) bifurcates but the pair \((C_\mu, G_\mu)\) does.

Theorem 2 implies the following result.

**Theorem 3** Let \( \Sigma_\mu \in \mathcal{FA}^{n,n-1}_\text{inv} \) be a generic (in the sense described at the beginning of Sect. 5) 1-parameter family. If \( \Sigma_\mu \) bifurcates locally at \((q_0, \mu_0)\), then the bifurcation is of exactly one of the following types:

1. an \( E \)-bifurcation, which can be of \( n \) non-equivalent types, observed for families equivalent to the form \( (E^n_{\text{bif}}) \);
2. a \( C \)-bifurcation, which can be be of two non-equivalent types, observed for families equivalent to the form \( (C^n_{\text{bif}}) \);
3. an \( EG \)-bifurcation observed for families equivalent to the form \( (E^G^n_{\text{bif}}) \);
4. a \( CG \)-bifurcation, observed for families equivalent to the form \( (C^G^n_{\text{bif}}) \);

We study all the above types, for the case \( n = 3 \), in the following sections.

**Remark 1** If the family undergoes an \( EG \)-bifurcation, the pair \((E_\mu, C_\mu)\) bifurcates as well, so it is simultaneously an \( EC \)-bifurcation (see Sect. 6.4).
6.1 Lack of bifurcations

Let $\Sigma_\mu \in \mathcal{KA}^{3,2}$. If one of the conditions (F1)–(F5) is satisfied at the origin, we may assume (see Theorem 2) that $\Sigma_\mu = (F_\mu \frac{\partial}{\partial x}, dx)$, where $F_\mu$ is equal to, respectively,

1. $1 + y$,
2. $y$,
3. $1 + \epsilon_1 y^2 + \epsilon_2 z^2$,
4. $\epsilon_0 x + y^2 + \epsilon_2 z^2$,
5. $y^3 + xy + \epsilon_0 + \epsilon_2 z^2$,

where $\epsilon_0, \epsilon_1, \epsilon_2 = \pm 1$ and $\epsilon_1 \leq \epsilon_2$. In all these cases we observe no bifurcations. The triple $(E, C, G)$ is constant with respect to the parameter $\mu$ and looks like one of those presented in the Fig. 2 (for clarity we draw only one leaf $L \ni q$ of the foliation $G$).
In the first case, the origin belongs neither to $E_0$ nor to $C_0$. In the second one, the origin is a point of $E_0 \setminus C_0$.

In the $(C^3)$-case and $(CG^3)$-case the origin belongs to $C_0 \setminus E_0$ and $C_0$ is transversal in the former case and tangent in the latter to the leaf of the foliation passing through the origin.

In the $(EC^3)$ case, the origin lies in $E_0 \cap C_0$ and it is a point of tangency of $E_0$ to the foliation. If we consider the set $E$ together with the foliation $G$ we can distinguish two non-homeomorphic cases depending on the sign of $\epsilon_2$ (see Fig. 2).

### 6.2 E bifurcations

If $\Sigma_\mu \in FA^{3,2}$ and condition (F6) is satisfied, we observe a bifurcation of the equilibrium set $E$. Indeed, according to Theorem 2, we may bring (by an orbital feedback transformation) the family to the form $\Sigma_\mu = (F_\mu, \frac{\partial}{\partial x}, dx)$, where

$$F_\mu(x, y, z) = x^2 - \mu + \epsilon_1 y^2 + \epsilon_2 z^2.$$  

Thus the sets $E_\mu$ and $C_\mu$ are determined by the following equations

$$E_\mu : x^2 + \epsilon_1 y^2 + \epsilon_2 z^2 = \mu, \quad C_\mu : y = z = 0.$$  

For $\epsilon_1, \epsilon_2 > 0$, the set $E_\mu$ is empty for $\mu < 0$, is a point for $\mu = 0$, and becomes a sphere for $\mu > 0$, see Fig. 3.

For other values of $\epsilon_1, \epsilon_2$, the set $E_\mu$ remains a hyperboloid but the number of its sheets changes when the parameter varies, see Figs. 4 and 5. If we consider the set $E$ together with the foliation $G$ we can distinguish two non-homeomorphic cases. For $\epsilon_1, \epsilon_2 < 0$, the intersection of $E$ and a leaf of the foliation may be of three types: an
empty set, a point, or a circle, see Fig. 4. For $\epsilon_1 \epsilon_2 < 0$ this intersection may consists of the two branches of a hyperbola or two lines, see Fig. 5.

6.3 $C$ bifurcations

If $\Sigma_\mu \in \mathcal{FA}^{3,2}$ and condition (F7) is satisfied, we observe a bifurcation of the critical set $C$. According to Theorem 2, we may bring (by an orbital feedback transformation) the family to the form $\Sigma_\mu = (F_\mu \frac{\partial}{\partial x}, dx)$, where

$$F_\mu(x, y, z) = \epsilon_0 y^3 + y(x^2 - \mu) + 1 + \epsilon_2 z^2, \quad \epsilon_0 = \pm 1.$$ 

Then the critical set $C_\mu$ is defined by the following set of equations

$$3\epsilon_0 y^2 + x^2 = \mu, \quad z = 0.$$ 

The bifurcation may be of two types depending on the sign of $\epsilon_0$. Both of them are presented in Fig. 6.
6.4 $(E, G)$ bifurcation

If $\Sigma_\mu \in \mathcal{FA}^{3,2}$ and condition (F8) is satisfied, then we observe a bifurcation of the pair $(E, G)$, which is presented in the Fig. 7. According to Theorem 2, we may bring the family to the form $\Sigma_\mu = (F_\mu \frac{\partial}{\partial x}, dx)$, where

$$F_\mu(x, y, z) = y^3 + (x - \mu)y + \epsilon_0 x + \epsilon_2 z^2, \quad \epsilon_0 = \pm 1.$$ 

The leaves of the foliation $G_\mu$ are $\{x = \text{const}\}$ and the sets $E_\mu$ and $C_\mu$ are determined by the following equations

$$E_\mu: \ y^3 + (x - \mu)y + \epsilon_0 x + \epsilon_2 z^2 = 0, \quad C_\mu: \ 3y^2 + x = \mu, \quad z = 0.$$ 

It is then clear that the both pairs $(E_\mu, G_\mu)$ and $(E_\mu, C_\mu)$ bifurcate (see Remark following Theorem 3).

6.5 $(E, G)$ bifurcation

If $\Sigma_\mu \in \mathcal{FA}^{3,2}$ and condition (F9) is satisfied, we observe a bifurcation of the pair $(C, G)$, which is presented in the Fig. 8. The canonical representation of such a family is, see Theorem 2, $\Sigma_\mu = (F_\mu \frac{\partial}{\partial x}, dx)$, where

$$F_\mu(x, y, z) = y^4 + (\epsilon_0 x - \mu)y^2 + xy + a(x, \mu) + \epsilon_2 z^2, \quad a(0) \neq 0, \quad \epsilon_0 = \pm 1.$$ 
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The leaves of the foliation $G_\mu$ are \{ $x = \text{const}$ \} and the set $C_\mu$ is described by the following set of equations

$$4y^3 + 2(\epsilon_0x - \mu)y + x = 0, \quad z = 0,$$

so, clearly, the pair $(C_\mu, G_\mu)$ bifurcates.

### 7 Proofs of the classification theorems

Introductory steps of the proofs of Theorems 1 and 2 are based on the following version of the Mather theorem on universal unfoldings (cf., e.g., Theorem 14.8 in [7] and Chapters IV and IX in [35]).

**Theorem 4** Let $\phi = \phi(s, w)$ be a $C^\infty$-function from a neighbourhood of $(0, 0) \in \mathbb{R} \times \mathbb{R}^p$ into $\mathbb{R}$. Assume that for an integer $k \geq 2$

$$\frac{\partial^i \phi}{\partial s^i}(0, 0) = 0, \quad \text{for } 1 \leq i \leq k - 1, \quad \frac{\partial^k \phi}{\partial s^k}(0, 0) \neq 0.$$

Then there exists a local transformation $s = \psi(\hat{s}, w)$, invertible with respect to $\hat{s}$, such that

$$\phi(\psi(\hat{s}, w), w) = \sigma \hat{s}^k + \sum_{i=0}^{k-2} a_i(w)\hat{s}^i,$$

where $a_i(0) = 0$ for $0 \leq i \leq k - 2$ and $\sigma = 1$ for odd $k$ and $\pm 1$ when $k$ is an even number.

We will use the following result of of Jakubczyk and Respondek [24].

**Theorem 5** Consider a system $\Sigma = (f(x, y)\frac{\partial}{\partial x}, dx) \in \mathcal{A}^{2,1}$ around the origin. Sufficient and necessary conditions for $\Sigma$ to be locally feedback equivalent to the system $(F \frac{\partial}{\partial x}, dx)$ are, respectively,

(J1) $f \neq 0, \frac{\partial f}{\partial y} \neq 0$, for $F(x, y) = 1 + y$,

(J2) $f = 0, \frac{\partial f}{\partial y} \neq 0$, for $F(x, y) = y$,

(J3) $f \neq 0, \frac{\partial f}{\partial y} = 0, \frac{\partial^2 f}{\partial y^2} \neq 0$, for $F(x, y) = 1 \pm y^2$

(J4) $f = 0, \frac{\partial f}{\partial y} = 0, \frac{\partial^2 f}{\partial y^2} \neq 0, \frac{\partial f}{\partial x} \neq 0$, for $F = \lambda x + y^2$, $\lambda \neq 0$,

(J5) $f \neq 0, \frac{\partial f}{\partial y} \neq 0, \frac{\partial^2 f}{\partial y^2} = 0, \frac{\partial^3 f}{\partial x^2 \partial y} \neq 0$, for $F = y^3 + xy + a(x)$, $a(0) \neq 0$.

If we consider the orbital feedback equivalence, then we can replace $\lambda$ and $a(x)$ by $\pm 1$.

In [24] the authors state the conditions (J1)–(J5) in a coordinate-free way. For the purposes of this paper it is more convenient to write them as above.
Remark 2 As proved in [28], the systems from $\mathcal{A}^{2,1}$ which, at each point, are feedback equivalent to one of the models listed in Theorem 5, constitute a countable union of open dense subsets of $\mathcal{A}^{2,1}$, i.e., they are generic.

Proposition 2 The set $G$ (see Sect. 4.1) is orbital feedback invariant. The conditions (S1)–(S5) of Theorem 1, formulated with the help of a fixed $\bar{g} \in G$, are (orbital) feedback invariant and do not depend on the choice of $\omega$ (i.e., multiplying $\omega$ by a non-vanishing factor does not change them).

Remark 3 Actually, a stronger result is true. Namely, the conditions (S1)–(S5) do not depend on the choice of $\bar{g} \in G$, which will be shown in the proof of Theorem 1.

Proof (Proposition 2) Let $\Sigma = f + \Delta = (f, \omega)$. We must check whether the conditions are invariant with respect to the transformation

$$f \mapsto hf + g = \hat{f}, \quad k\omega = \hat{\omega}$$

where $g$ is a vector field from $\Delta$, i.e., $g \cdot \omega \equiv 0$, $k$ is a non-vanishing function and $h$ is a positive function constant on the leaves of the foliation defined by $\Delta$, i.e., $dh \wedge \omega \equiv 0$. We denote objects of the system $\hat{\Sigma} = (\hat{f}, \hat{\omega})$ by an extra hat over them. It is enough to show that, at the considered point, they differ from their counterparts without hats by a non-vanishing factor only.

$$\hat{e} = (hf + g) \cdot \hat{\omega} = hkf \cdot \omega + hg \cdot \omega = hke,$$

$$L_{\hat{f}}\hat{\omega} = L_{hf}\hat{\omega} + L_g\hat{\omega} = hkL_f\omega + kedh + kg \cdot d\omega + (L_fk)\omega.$$

Using the equalities $\omega \wedge d\omega \equiv 0$, $dh \wedge \omega \equiv 0$, we thus get

$$\hat{\eta} = L_{\hat{f}}\hat{\omega} \wedge \hat{\omega} = hk^2L_f\omega \wedge \omega = hk^2\eta.$$

If $e \neq 0$ we have also

$$\hat{\tilde{c}}_1 = \bar{g} \cdot L_{\hat{f}}\hat{\omega}_1 = \bar{g} \cdot \left(\left(\frac{k}{e}L_{\hat{f}}\right)\omega + \frac{k}{e}L_{\hat{f}}\omega\right) = \frac{k}{hke}h\bar{g} \cdot L_f\omega = \tilde{c}_1$$

and hence $\hat{c}_k = \tilde{c}_k$ and $d\hat{c}_k = d\tilde{c}_k$ for arbitrary $k$. Similarly, we check that $d\hat{e} = hkde$, provided $e = 0$ and $\hat{\tau} = hk\tau$, provided $\eta = 0$. In particular, $\text{Ann } \hat{\tau} = \text{Ann } \tau$ and thus $\hat{G} = G$. \hfill $\Box$

Proof (Theorem 1) Proposition 2 guarantees that validity of each of the conditions (S1)–(S5) is independent of the feedback transformation applied to the system. Thus we may assume $\Sigma$ is of the form $(\Sigma_{\text{put}})$. Therefore, we may choose local coordinates $x = (x, y, z_2, \ldots, z_{n-1})$ which map the point $q$ into $0 \in \mathbb{R}^n$ and such that

$$\Sigma = \left(F(x) \frac{\partial}{\partial x}, dx\right),$$
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where $F$ is a smooth function. We split the proof into two steps. First we fine-tune the coordinates to highlight the structure of the system. Next we restrict $\Sigma$ to a surface and, using Theorem 5, deduce the existence of an appropriate feedback transformation.

Step 1.

(S1) Since $e \neq 0$ and $\eta \neq 0$, we have $F(0) \neq 0$ and $(\frac{\partial F}{\partial y}, \frac{\partial F}{\partial z_2}, \ldots, \frac{\partial F}{\partial z_{n-1}})(0) \neq 0$. Without loss of generality we can assume $\frac{\partial F}{\partial y}(0) \neq 0$. Replacing $y$ by $\hat{y} = F(x) - F(0)$, we bring $\Sigma$ into the form

$$\left( (F(0) + \hat{y}) \frac{\partial}{\partial x} + F_r(x, \hat{y}, z_2, \ldots, z_{n-1}) \frac{\partial}{\partial \hat{y}}, dx \right).$$

Using an appropriate feedback we get rid of the second component of the vector field above. Thus, up to a feedback transformation and a change of coordinates, we have

$$F(x, \hat{y}, z_2, \ldots, z_{n-1}) = \xi + \hat{y}, \quad \xi \neq 0.$$

(S2) As above, we can bring the system into the form with

$$F(x, \hat{y}, z_2, \ldots, z_{n-1}) = \xi + \hat{y}, \quad \xi = 0.$$

(S3) In this case we have $e = 0$, $\eta = 0$ and crk $\tau = 0$. Hence the Hessian of $F$ with respect to $(y, z_2, \ldots, z_{n-1})$, i.e.,

$$\frac{\partial^2 F}{\partial z_i \partial z_j}, \quad 1 \leq i, j \leq n - 1, \text{ where } z_1 = y,$$

is non-degenerated. By an appropriate change of the $(z_1, \ldots, z_{n-1})$-coordinates we can assume it is diagonal. Applying the Mather theorem (for $s = \hat{y}$ and $w = (x, z_2, \ldots, z_{n-1})$) followed by an appropriate feedback transformation, we obtain

$$F(x, \hat{y}, z_2, \ldots, z_{n-1}) = \hat{\epsilon}_1 \hat{y}^2 + F_1(x, z_2, \ldots, z_{n-1}),$$

where $\hat{\epsilon}_1 = \pm 1$. We can repeat the arguments with respect to $F_1$ to get

$$F_1 = \hat{\epsilon}_1 \hat{y}^2 + \hat{\epsilon}_2 z_2^2 + F_2(x, z_3, \ldots, z_{n-2}),$$

where $\hat{\epsilon}_1, \hat{\epsilon}_2 = \pm 1$. Continuing the procedure we obtain

$$F(x, \hat{y}, \hat{z}_2, \ldots, \hat{z}_{n-1}) = \xi(x) + \hat{\epsilon}_1 \hat{y}^2 + \sum_{i=2}^{n-1} \hat{\epsilon}_i \hat{z}_i^2,$$

where $\hat{\epsilon}_i = \pm 1$ and $\xi(0) \neq 0.$
As above, we can bring the system into the form

\[ F = \xi(x) + \hat{\epsilon}_1 y^2 + \sum_{i=2}^{n-1} \hat{\epsilon}_i z_i^2, \]

where \( \hat{\epsilon}_i = \pm 1, \xi(0) = 0, \xi'(0) \neq 0. \) The last inequality is implied by \( de \neq 0. \)

Since the corank of Hessian of \( F \) is one, we can repeat the arguments of the three former cases to obtain

\[ F = \xi(x, y) + \sum_{i=2}^{n-1} \hat{\epsilon}_i z_i^2, \]

where \( \hat{\epsilon}_i = \pm 1, \xi(0) = 0, \frac{\partial \xi}{\partial y}(0) = 0, \frac{\partial^2 \xi}{\partial y^2}(0) = 0. \) In the \((x, y, \hat{z})\)-coordinates,

\[ G = \left\{ a \frac{\partial}{\partial y} + g \mid a \neq 0, g \perp dx \equiv 0, g(0) = 0 \right\} \]

and \( \bar{c}_3 \neq 0 \) means precisely \( \frac{\partial^3 F}{\partial y^3} \neq 0 \) independently of the choice of \( \bar{g}. \) Thus applying the Mather theorem to \( F, \) with \( s = \hat{y} \) and \( w = (x, \hat{z}_2, \ldots, \hat{z}_{n-1}) \), we can assume

\[ F = \hat{y}^3 + \hat{y} \xi_1(x) + \xi_0(x) + \sum_{i=2}^{n-1} \hat{\epsilon}_i z_i^2, \]

where \( \hat{\epsilon}_i = \pm 1, \xi_0(0) \neq 0, \xi_1(0) = 0 \neq \xi'_1(0). \) The last inequality comes from \( d\bar{c}_1 \neq 0, \) which means exactly \( \frac{\partial^2 F}{\partial y \partial x}(0) \neq 0 \) independently of the choice of \( \bar{g}. \) We showed that both conditions \( \bar{c}_3 \neq 0 \) and \( d\bar{c}_1 \neq 0 \) do not depend on the choice of \( \bar{g} \in G, \) in fixed coordinates. So far, we have applied a feedback transformation only and both \( G \) and the condition (S5) with a fixed \( \bar{g} \) are invariant with respect to such transformations. Thus we proved also the irrelevance of the choice of \( \bar{g} \) in the general situation.

Step 2. Consider the restriction of our system to the surface \( z_2 = 0, \ldots, z_{n-2} = 0 \) in the cases (S1), (S2) or \( \hat{z}_2 = 0, \ldots, \hat{z}_{n-2} = 0 \) in the others. It is a matter of a direct computation to check that conditions (S1)–(S5) (precisely, their parts relevant for the surface) mean exactly that the conditions (J1)–(J5) for the restricted system are satisfied, respectively. Hence by Theorem 5, a feedback transformation brings the restricted system to the one of the canonical form listed in that theorem. The same transformation (precisely, its lift to the original space) brings the original system \( \Sigma \) to the form \( (F \frac{\partial}{\partial x}, dx) \) with \( F(x, y, z_2, \ldots, z_{n-1}) \) equal to, respectively,

1. \( 1 + y, \)
2. \( y, \)
3. \( 1 + \hat{\epsilon}_1 y^2 + \psi(x, y) \sum_{i=2}^{n-1} \hat{\epsilon}_i z_i^2, \)
4. \( \lambda x + y^2 + \psi(x, y) \sum_{i=2}^{n-1} \hat{e}_i z_i^2, \quad \lambda \neq 0, \)
5. \( y^3 + xy + a(x) + \psi(x, y) \sum_{i=2}^{n-1} \hat{e}_i z_i^2, \quad a(0) \neq 0, \)

where \( \psi(0) \neq 0, \hat{e}_i = \pm 1, \quad i = 2, \ldots, n - 1. \) Now in the three latter cases we replace the coordinates \( z_i \) by \( z_i | \psi(x, y) |^{1/2} \) and then reorder them to get

3. \( 1 + \epsilon_1 y^2 + \sum_{i=2}^{n-1} \epsilon_i z_i^2, \)
4. \( \lambda x + y^2 + \sum_{i=2}^{n-1} \epsilon_i z_i^2, \quad \lambda \neq 0, \)
5. \( y^3 + xy + a(x) + \sum_{i=2}^{n-1} \epsilon_i z_i^2, \quad a(0) \neq 0, \)

where \( (\epsilon_i) \) denotes a nondecreasing \( \pm 1 \) sequence.

To obtain the orbital feedback classification the same method is used.

Let us eventually give the proof of the last part of the theorem. Denote by \( j^k Q \), the set of \( k \)-jets at the origin of systems belonging to \( Q = A_{inv}^{n, n-1}(\mathbb{R}^n) \) (the \( k \)-jet of the system \( f + (g_1, \ldots, g_{n-1}) \) is, by definition, the \( k \)-jet of the \( n \)-tuple \( (f, g_1, \ldots, g_{n-1}) \)). Consider a singularity class \( S \subset Q \), i.e., an orbital feedback invariant set of the form

\[
S = \left\{ \Sigma \in Q \mid j^k \Sigma \in D \right\},
\]

where \( D \subset j^k Q \) is a stratified submanifold. For a fixed system \( \Sigma \in A_{inv}^{n, n-1}(M) \), \( \dim M = n \), denote by \( S_\Sigma \), the set of points around which \( \Sigma \) is locally orbital feedback equivalent to a germ at the origin of a system from \( S \). Thom transversality theorem, applied on the manifold \( M \) equipped with the fixed foliation \( \mathcal{G} \) (for a version for control systems, we refer the reader to \([41]\)), says that if \( \text{codim} S > n \) then there exists an everywhere dense intersection of a countable number of open sets of \( A_{inv}^{n, n-1}(M) \) such that for any \( \Sigma \) from this intersection the set \( S_\Sigma \) is empty.

Consider a subset \( R \subset Q \) for which none of the conditions (S1)–(S5) is satisfied at the origin. By Proposition \( 2 \), \( R \) is orbital feedback invariant. It remains to prove that there exists a number \( k \) and a stratified submanifold \( D \subset j^k Q \) such that \( R = \left\{ \Sigma \in Q \mid j^k \Sigma \in D \right\} \). Direct computations in a coordinate system show that one may take \( k = 3 \) and \( D = j^3 R \). \( \square \)

In the proof of Theorem \( 2 \), we will use the following classification \([28]\) of 1-parameter families of systems on the plane.

**Theorem 6** Consider a 1-parameter family \( \Sigma_\mu = (F_\mu, \frac{\partial}{\partial x}, dx) \in \mathcal{FA}^{2,1} \) and the following conditions computed at \( (0, 0) \in \mathbb{R}^2 \times \mathbb{R} \) (below we skip the subscript \( \mu \) in \( F_\mu \), for brevity):

1. \( F \neq 0, \quad \frac{\partial F}{\partial y} \neq 0, \)
2. \( F = 0, \quad \frac{\partial F}{\partial y} \neq 0, \)
3. \( F \neq 0, \quad \frac{\partial F}{\partial y} = 0, \quad \frac{\partial^2 F}{\partial y^2} \neq 0, \)
4. \( F = 0, \quad \frac{\partial F}{\partial y} = 0, \quad \frac{\partial^2 F}{\partial y^2} \neq 0, \quad \frac{\partial F}{\partial x} \neq 0, \)
5. \( F \neq 0, \quad \frac{\partial F}{\partial y} = 0, \quad \frac{\partial^2 F}{\partial y^2} = 0, \quad \frac{\partial^2 F}{\partial y \partial x} \neq 0, \quad \frac{\partial F}{\partial x} \neq 0, \)
6. \( F = 0, \quad \frac{\partial F}{\partial y} = 0, \quad \frac{\partial^2 F}{\partial y^2} \neq 0, \quad \frac{\partial F}{\partial x} = 0, \quad \frac{\partial^2 F}{\partial x^2} \neq 0, \quad \frac{\partial F}{\partial x} \frac{\partial^2 F}{\partial y \partial x} \neq \left( \frac{\partial^2 F}{\partial x \partial y} \right)^2, \quad \frac{\partial F}{\partial x} \frac{\partial^2 F}{\partial y^2} \neq \frac{\partial F}{\partial y} \frac{\partial^2 F}{\partial x \partial y}. \)
If one of the above conditions holds, then $\Sigma_\mu$ at the origin is locally orbital feedback equivalent to the family $(F_\mu \frac{\partial}{\partial x}, dx) \in \mathcal{FA}^{2,1}$, where $F_\mu$ is a family of functions equal to the exactly one of the following, respectively,

1. $1 + y$,
2. $y$,
3. $1 \pm y^2$,
4. $\pm x + y^2$,
5. $\pm y^3 + xy + 1$,
6. $x^2 - \mu \pm y^2$,
7. $\pm y^3 + y(x^2 - \mu) + 1$
8. $y^3 + (x - \mu)y \pm x$
9. $y^3 \pm (x - \mu)y^2 + xy + a(x, \mu)$, $a(0) \neq 0$.

**Remark 4** As proved in [28], the systems from $\mathcal{FA}^{2,1}$ which, at each point, are feedback equivalent to one of the models listed in Theorem 5, constitute a countable union of open dense subsets of $\mathcal{FA}^{2,1}$, i.e., they are generic.

**Proposition 3** The sets $G$ and $G^1$ as well as ker $\theta$ (see Sect. 4.1) are orbital feedback invariant. The conditions (F1)–(F9), formulated for a fixed $\bar{g} \in G$, are orbital feedback invariant and do not depend on the choice of $\omega$ (i.e. multiplying $\omega$ by a non-vanishing factor does not change them).

**Remark 5** Actually, a stronger result is true. Namely, the conditions (F1)–(F9) depend neither on the choice of $\bar{g} \in G$ nor on the choice of $\bar{g} \in G^1$, which will be shown in the proof of Theorem 2.

**Proof (Proposition 3)** Conditions (F1)–(F5) are the same, geometrically speaking, as (S1)–(S5). (The only difference being that the involved objects may now depend on $\mu$ as well). Thus their invariance, as well as the invariance of $G$, comes from Proposition 2. We skip the proof of invariance of those subconditions of conditions (F6)–(F9), for which it is directly implied by Proposition 2.

We consider two feedback equivalent systems $\Sigma = (f, \omega)$ and $\Sigma = (hf + g, k\omega)$, where $g \bot \omega \equiv 0$ and $dh \wedge \omega \equiv 0$. Let us denote all the objects corresponding to the second system by an extra hat over them. In particular, $\hat{f} = hf + g$.

(F6) $\hat{e} \equiv hke$ and $e = 0$, thus we obtain (at the fixed point $(q, \mu)$) $D\hat{e} = hke$.

(F7) We have (see the proof of Proposition 2) $\hat{e}_1 = \hat{e}_1$.

(F8) The invariance of the condition $D\hat{e}_1 \wedge De \neq 0$ comes from already obtained equalities $D\hat{e} = hke$ and $D\hat{e}_1 = hD\hat{e}_1$. Moreover,

$$\hat{e}_3 = (L_{\hat{g}})^3(hke) = h \left( eL_{\hat{g}}^3k + 3\hat{e}_1L_{\hat{g}}^2k + 3\hat{e}_2L_{\hat{g}}k + k\hat{e}_3 \right).$$
We have also $e = 0$, $\tilde{e}_1 = 0$ since $\eta = 0$ and $\tilde{e}_2 = 0$ since $\tilde{g} \in \text{Ann } \tau$. Thus $\hat{e}_3 = h k \tilde{e}_3$.

(F9) The invariance is implied by $\hat{\tilde{\xi}}_1 \equiv \tilde{\xi}_1$.

The invariance of $\text{ker } \theta$ is a direct consequence of $\hat{\eta} = h k^2 \eta$ (see the proof of Proposition 2) and the fact that when considering $\text{ker } \theta$ we assume $\eta = 0$. Thus $\tilde{\theta} = h k^2 \theta$. For similar reasons we have $\hat{\tilde{\theta}}_1 = h k^2 \theta_1$ and hence the invariance of $G^1$ follows. □

Proof (Theorem 2) We proceed in the same way as in the proof of Theorem 1. First, we change coordinates (and apply a feedback) to get $\Sigma_\mu = (F_\mu \frac{\partial}{\partial x}, dx)$, where $F_\mu$ is equal, respectively:

1) $y + \xi$,
2) $y$,
3) $\hat{\xi}_1 y^2 + \xi(x) + \sum_{i=2}^{n-1} \hat{\xi}_i z_i^2$,
4) $\hat{\xi}_1 y^2 + \xi(x) + \sum_{i=2}^{n-1} \hat{\xi}_i z_i^2$,
5) $y^3 + y \xi_1(x) + \xi_0(x) + \sum_{i=2}^{n-1} \hat{\xi}_i z_i^2$,
6) $\hat{\xi}_1 y^2 + \xi(x, \mu) + \sum_{i=2}^{n-1} \hat{\xi}_i z_i^2$,
7) $y^3 + y \xi_1(x, \mu) + \xi_0(x, \mu) + \sum_{i=2}^{n-1} \hat{\xi}_i z_i^2$,
8) $y^3 + y \xi_1(x, \mu) + \xi_0(x, \mu) + \sum_{i=2}^{n-1} \hat{\xi}_i z_i^2$,
9) $y^4 + y^2 \xi_2(x, \mu) + y \xi_1(x, \mu) + \xi_0(x, \mu) + \sum_{i=2}^{n-1} \hat{\xi}_i z_i^2$.

The rest of subconditions of (F1)–(F9) gives us precisely (where each function is computed at the origin):

1) $\xi \neq 0$,
2) no additional information,
3) $\xi \neq 0$,
4) $\xi = 0, \frac{\partial \xi}{\partial x} \neq 0$,
5) $\xi_1 \neq 0, \xi_0 \neq 0$,
6) $\xi = 0, \frac{\partial \xi}{\partial x} = 0, \frac{\partial^2 \xi}{\partial x^2} \neq 0, \frac{\partial \xi}{\partial \mu} \neq 0$,
7) $\xi_0 \neq 0, \xi_1 = 0, \frac{\partial \xi_1}{\partial x} = 0, \frac{\partial^2 \xi_1}{\partial x^2} \neq 0, \frac{\partial \xi_1}{\partial \mu} \neq 0$,
8) $\xi_0 = 0, \frac{\partial \xi_0}{\partial x} \neq 0, \xi_1 \neq 0, \frac{\partial \xi_1}{\partial x} \frac{\partial \xi_0}{\partial \mu} \neq \frac{\partial \xi_1}{\partial \mu} \frac{\partial \xi_0}{\partial x}$,
9) $\xi_0 \neq 0, \xi_1 = 0, \frac{\partial \xi_1}{\partial x} \neq 0, \xi_2 = 0, \frac{\partial \xi_2}{\partial x} \neq 0$ and $\left( \frac{\partial \xi_1}{\partial x} \frac{\partial \xi_2}{\partial \mu} - \frac{\partial \xi_1}{\partial \mu} \frac{\partial \xi_2}{\partial x} \right) \neq 0$.

In particular, direct computations show that the choice of $\tilde{g}$ and $\tilde{\tilde{g}}$ is irrelevant.

After restricting to the plane $z_2 = \cdots = z_{n-1} = 0$ we get the families from the class $\mathcal{FA}_2^{1,1}$, which satisfy conditions (R1)–(R9). Next we proceed as in the second step of the proof of Theorem 1 (referring to Theorem 6 instead of Theorem 5).

The proof of genericity is analogous to the last part of the proof of Theorem 1. The differences are that now we consider the manifold $M$ with the fixed family of foliations $G_\mu$ and jets of 1-parameter families instead of jets of systems. Moreover, when formulating Thom transversality theorem, we consider codim $S > n + 1$. Finally we take $D = j^5 R$, where $R$ is the set of those 1-parameter families of $\mathcal{FA}_{\text{inv}}^{n,n-1}(\mathbb{R}^n)$ for which none of the conditions (F1)–(F9) is satisfied at the origin. For reader’s convenience, in Fig. 1 we give a diagram of the consecutive degenerations which may occur for
a 1-parameter family at a fixed point (see Sect. 5.1 for a detailed description of the diagram).

\[ \square \]

8 Restrictions to surfaces

Given any system \( \Sigma = f + \Delta \in A^{m,n}(M) \) and a surface \( S \subset M \), we can consider the restriction \( \Sigma|_S \) of \( \Sigma \) to \( S \) by defining \( \Sigma|_S \) pointwise as the (possibly singular) affine distribution \( (f + \Delta)(q) \cap T_q S \) on \( S \). If \( \Sigma \in A^{n,n-1}_{\text{inv}}(M) \) and the surface \( S \) is transversal to the distribution \( \Delta \), then the restriction \( \Sigma|_S \) is a well defined smooth system on \( S \) belonging to the class \( A^{2,1}(S) \). A natural question is whether the equivalence class of a system is determined by that of its restriction. In particular, whether the restricted system is of the same type as the original one, where by the type of a system \( \Sigma \) we mean the class of all systems satisfying the same condition (Si) as the system \( \Sigma \) does. Therefore we distinguish five types of systems: \((O), (E), (C), (EC), (CG)\). We say that a system, satisfying a condition (Si), and its restriction to a given surface \( S \) are of the same type, if the restricted system satisfies the planar counterpart of (Si). In some special cases, the type, being usually preserved after restriction, may change. It may also happen that the restricted system fails to satisfy any of the conditions (S1)–(S5). The aim of this section is to describe type-preserving restrictions.

Example 1 Let \( \Sigma = (y \frac{\partial}{\partial x}, dx) \in A^{3,2}_{\text{inv}} \). This system is of type \((E^3)\) (cf. Theorem 1). Consider two surfaces:

\[ S_1 = \{(x, y, 0) \mid (x, y) \in \mathbb{R}^2\}, \]

\[ S_2 = (x, \lambda x + z^2, z) \mid (x, z) \in \mathbb{R}^2. \]

\( \Sigma_1 = \Sigma|_{S_1} \) is feedback equivalent to the system

\[ \Sigma_1 = \left( y \frac{\partial}{\partial x}, dx \right) \in A^{2,1}. \]

Hence \( \Sigma_1 \) and \( \Sigma \) are of the same type \((E^n)\). It is not so, however, for \( \Sigma_2 = \Sigma|_{S_2} \). We have, up to a feedback equivalence,

\[ \Sigma_2 = \left( (\lambda x + y^2) \frac{\partial}{\partial x}, dx \right) \in A^{2,1}. \]

Hence, \( \Sigma_2 \) is of type \((EC^2)\).

Given a surface \( S \), let us denote the original system by \( \Sigma \) and the restricted one by \( \Sigma' = \Sigma|_S \). Similarly, let \( C \) and \( C' \) denote the critical sets of \( \Sigma \) and \( \Sigma' \), respectively. A general rule is that these systems have the same type if \( C = C' \). Obviously, for this to happen, the surface \( S \) must contain the set \( C \). If so, then \( C \subset C' \). For the converse inclusion to hold, \( S \) must satisfy some non-degeneracy conditions. Suppose that \( S \) satisfies them. As one may expect, if we restrict the system \( \Sigma \) to a surface \( S_1 \) close enough to \( S \), then \( \Sigma|_S \) and \( \Sigma|_{S_1} \) are of the same type. The appropriate measure of the
nearness is the order of tangency of $C$ to the surfaces. Indeed, if the order of tangency of $C$ to the surface $S$ is high enough (two will be sufficient in our considerations) and some non-degeneracy conditions concerning $S$ hold, then the restricted and the original systems are of the same type. Similarly, one may restate the above considerations in the framework of 1-parameter families. In the rest of this section, for a fixed family $\Sigma_\mu$, we give conditions that guarantee that the family restricted to a fixed surface $S \ni q$ is of the same type (described by one of the conditions (F1)–(F9)) as the original one. This problem is a natural generalisation of that regarding systems because every system may be treated as a constant (with respect to the parameter) 1-parameter family. For brevity, we consider families around points of the form $(q, \mu) = (q, 0)$. Now, the critical set $C_0$ constructed for the family $\Sigma_\mu$ with $\mu = 0$ plays the same role as the set $C$ for the system $\Sigma$ in the above considerations.

Let us start with the simplest cases in which we do not impose conditions on the tangency of $C_0$ to the surface $S$.

**Proposition 4** Consider a 1-parameter family $\Sigma_\mu = f_\mu + \Delta_\mu \in A^{n,n-1}_{\text{inv}}$ around a fixed point $(q, 0) \in M \times \mathbb{R}$. Let $S \ni q$ be an arbitrary surface transversal to $\Delta_0$ at $q$, i.e., $T_q S \not\subset \Delta_0(q)$. Assume that $\Sigma_\mu$ satisfies either one of the condition (F1)–(F4) or (F6) at $q$. Then $\Sigma_\mu | S$ satisfies the same conditions (precisely, their planar counterparts) if and only if

- $\Sigma_\mu$ satisfies (F1) or (F2) and $d e(v) \neq 0$,
- $\Sigma_\mu$ satisfies (F3), (F4), or (F6) and $\tau(v, v) \neq 0$,

where $v$ is any non-zero vector belonging to $T_q S \cap \Delta_0(q)$ and inequalities are meant to be satisfied at $q$.

**Proof** We may assume that $q = 0$ and $\Sigma_\mu = (F_\mu \frac{\partial}{\partial x}, dx)$, where $F_\mu$ has either one of the first four or the sixth normal form listed in Theorem 2. Transversality of $S$ to $\Delta_0(q)$ at $q$ means that $S$ may be parametrised in the following way

$$p : (r, s) \mapsto (r, y(r, s), z_2(r, s), \ldots, z_{n-1}(r, s)).$$

(6)
where \( y, z_2, \ldots, z_{n-1} \) are smooth functions and there exists at least one among them with non-vanishing partial derivative in the \( s \)-direction. Thus the restricted family \( \Sigma_\mu|_S \) is represented, up to a feedback transformation, by

\[
\dot{r} = F_\mu(r, y(r, s), z_2(r, s), \ldots, z_{n-1}(r, s)),
\]

\[
\dot{s} = u.
\]

If \( \Sigma_\mu \) is of one of the first two forms listed in Theorem 2, then \( de = dy \) and \( \dot{r} = \gamma + y(r, s) \) with \( \gamma \) being zero for the first form and one for the second. For the restricted system to be of the appropriate type, \( \eta(q) = \eta(0) \) must be non-zero. In the coordinates \( (r, s) \), it means exactly that \( \frac{\partial y}{\partial s}(0) \neq 0 \). This, in turn, is equivalent to the condition

\[
\frac{\partial p}{\partial s}(0) \cdot dy(0) \neq 0.
\]

Since \( de = dy \) and \( \frac{\partial p}{\partial s}(0) \) spans the space \( T_q S \cap \Delta_0(q) \), the assertion for the first two cases is proved.

Consider the cases where \( \Sigma_\mu \) satisfies one of the conditions (F3), (F4), or (F6). By the normal form of \( F_\mu \) and direct computations we see that the restricted family is of the appropriate type if and only if the bilinear form \( \tau \) constructed for that restricted family is non-degenerated (all the other subconditions of (Fi) are evidently satisfied). To omit ambiguity we denote this form by \( \tau' \) keeping the symbol \( \tau \) for the form constructed for the original family \( \Sigma_\mu \). Non-degeneracy of \( \tau' \) means that \( \tau'(\frac{\partial}{\partial s}, \frac{\partial}{\partial s}) \neq 0 \) which is equivalent to \( \tau(w, w) \neq 0 \), where \( w = \frac{\partial}{\partial s} p(0) \). Since \( T_q S \cap \Delta_0(q) = \text{span}(w) \), the assertion follows.

**Proposition 5** Consider a 1-parameter family \( \Sigma_\mu = f_\mu + \Delta_\mu \in A_{mv}^{n, n-1} \) around a fixed point \( q \). Assume that \( \Sigma_\mu \) satisfies one of the conditions: either (F5), or (F7), or (F8). Let \( S \ni q \) be an arbitrary surface transversal to \( \Delta_0 \) and tangent to \( C_0 \) at \( q \). Then the families \( \Sigma_\mu \) and \( \Sigma_\mu|_S \) are of the same type.

**Proposition 6** Let \( \Sigma_\mu = f_\mu + \Delta_\mu \in A_{mv}^{n, n-1} \) be defined around a fixed point \( q \) and satisfy condition (F9). Let \( S \ni q \) be an arbitrary surface transversal to \( \Delta \) and such that \( C_0 \) is tangent of order 2 to \( S \) at \( q \). Then \( \Sigma_\mu \) and \( \Sigma_\mu|_S \) are of the same type.

Propositions 5 and 6 may be proved similarly to Proposition 4. The main point of the proof is the fact that the tangency of \( C_0 \) to \( S \) implies that for the parametrisation (6) of \( S \), we additionally have

\[
\frac{\partial y}{\partial s}(0) \neq 0, \quad \frac{\partial z_i}{\partial s}(0) = 0, \quad i = 2, \ldots, n - 1.
\]

In the case of second order tangency we have also

\[
\frac{\partial^2 z_i}{\partial s^2}(0) = 0, \quad i = 2, \ldots, n - 1.
\]
Generic families of control-affine systems
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