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Abstract

The visual system is highly sensitive to spatial context for encoding luminance patterns. Context sensitivity inspired the proposal of many neural mechanisms for explaining the perception of luminance (brightness). Here we propose a novel computational model for estimating the brightness of many visual illusions. We hypothesize that many aspects of brightness can be explained by a predictive coding mechanism, which reduces the redundancy in edge representations on the one hand, while non-redundant activity is enhanced on the other (response equalization). Response equalization is implemented with a dynamic filtering process, which (dynamically) adapts to each input image. Dynamic filtering is applied to the responses of complex cells in order to build a gain control map. The gain control map then acts on simple cell responses before they are used to create a brightness map via activity propagation. Our approach is successful in predicting many challenging visual illusions, including contrast effects, assimilation, and reverse contrast.

Author summary

We hardly notice that what we see is often different from the physical world “outside” of the brain. This means that the visual experience that the brain actively constructs may be different from the actual physical properties of objects in the world. In this work, we propose a hypothesis about how the visual system of the brain may construct a representation for achromatic images. Since this process is not unambiguous, sometimes we notice “errors” in our perception, which cause visual illusions. The challenge for theorists, therefore, is to propose computational principles that recreate a large number of visual illusions and to explain why they occur. Notably, our proposed mechanism explains a broader set of visual illusions than any previously published proposal. We achieved this by trying to suppress predictable information. For example, if an image contained repetitive structures, then these structures are predictable and would be suppressed. In this way, non-predictable structures stand out. Predictive coding mechanisms act as early as in the retina (which enhances luminance changes but suppresses uniform regions of luminance), and our computational model holds that this principle also acts at the next stage in the visual system, where representations of perceived luminance (brightness) are created.
Introduction

Visual perception is relative rather than absolute; the visual system (VS) computes the perceptual attributes of a visual target not only based on its physical properties, but also by considering information from the surrounding region of the target (context). For example, it is possible to induce different kinds of effects by context modification, such that the brightness of a target is contrasted (increasing brightness differences) or assimilated (decreasing brightness differences) with respect to its adjacent surround. Variants of these effects give rise to a myriad of visual illusions, which are of great utility for building hypothesis about computational mechanisms or perceptual rules for brightness perception.

At first sight it seems that contrast effects, such as simultaneous brightness contrast (SBC), can be explained by lateral inhibition between a target (center) and its context (surround). However, activity related to brightness contrast does possibly not occur before V1, albeit the receptive fields of retinal ganglion cells are consistent with lateral inhibition [1].

Unlike contrast, brightness assimilation pulls a target’s brightness towards that of its immediate context, and therefore cannot be explained by mechanisms based on plain lateral inhibition. In fact, the neural mechanisms involved in generating brightness appear to be more intricate, and only few computational proposals were made so far for explaining assimilation effects. Note that any (computational) proposal could only be deemed as being successful if it explained contrast and assimilation effects at the same time. For example, the simplest (low-level) explanation for assimilation is spatial lowpass filtering, but it would predict brightness assimilation also for contrast displays.

Similarly, [2] suggested a retinal model based on a second-order adaptation mechanism induced by double opponent receptive fields; it predicted assimilation, but then again it failed to predict contrast displays. With respect to mid- or higher-level processing, [3] suggested a pattern-specific inhibition mechanism acting in the visual cortex, which inhibits regularly arranged patterns of a visual stimulus.

Anchoring theory is a rule-based mechanism for segregating the contributions of illumination and reflectance in brightness, and thus to map luminance to perceived gray levels [4]. Accordingly, a visual image is first divided into one or more perceptual frameworks (a framework is a set of surfaces that are grouped together). Within each framework, the highest luminance value is anchored at perceived white, and smaller luminance values are mapped to gray levels according to their luminance-ratio with the anchor. Note that “white” may not be the only possible anchor. For example, the lowest luminance may be anchored at “black”, or the mean luminance may be anchored at the Eigengrau level. Although anchoring theory is successful in explaining the perception of reflectance for simple displays, it is not clear how its rules apply to natural images [5, 6]. Furthermore, rather than specifying computational mechanisms, anchoring theory (but also White’s suggestion) represents only a phenomenological proposal, and it is not clear how its empirically defined set of rules could be related to any specific information processing strategy in the visual system (but see e.g., [7]).

Another fairly popular hypothesis holds that contrast and assimilation effects are related to the contrast sensitivity function of the visual system [8]. In one or the other way, this idea forms the base of many computational brightness models, which decompose a visual image according to its spatial frequency content (multi-scale models). Typically, multi-scale models adjust the response amplitudes of spatial-frequency selective filters in a way that the resulting distribution (response amplitude versus spatial frequency) follows the shape of the contrast sensitivity function. Contrast and assimilation effects are then predicted to occur as a consequence of the adjustment.

Specifically, [9, 10] proposed a multi-scale model which represents a luminance image with oriented difference of Gaussians (ODOG) filters. The crucial mechanism in the
ODOG-model is (local) contrast normalization for adjusting the spatial frequency representation. In agreement with [8], [9] observed that contrast and assimilation displays are distinguished according to their respective content in spatial frequencies: Luminance patterns with lower spatial frequencies than the encoding filters exhibit a loss of low spatial frequency information in their brightness representation and produce contrast as a consequence. Assimilation, on the other hand, is generated when the high spatial frequencies of a luminance pattern exceed the highest spatial frequencies that can be represented with the encoding filters. Although the ODOG model predicts SBC and White’s effect, it cannot account for more sophisticated visual illusions such as the Dungeon Illusion and the Benary Cross. Both of the latter cannot be reproduced by building a brightness representation with oriented filters that are confined to a specific spatial frequency range. Several extensions of the ODOG model have been proposed in order to account for a bigger set of brightness illusions [11]. However, models based on adjusting the spatial frequency distribution of filter responses fall short of predicting brightness when the input images are contaminated by band-pass filtered noise [12].

Computationally, the spatial operation of certain types of retinal ganglion cells can be dumbed down to taking the second spatial derivative of the visual input. In this way, sharp contrasts (edges or boundaries) are enhanced. Edge integration models [13, 14] aim at inverting spatial differentiation by three successive operations: Contrast extraction (differentiation), thresholding (suppress shallow gradients due to illumination effects), and integration (across edges in order to estimate lightness). Filling-in models [15, 16] therefore may be considered as a neural implementation of edge integration, where boundary activity is propagated laterally in order to generate representations of surface properties. Unlike the spatial filtering models, the integration models therefore encode the input image by their boundaries or contrasts (which may be modulated according to local luminance, cf. [17]). Many filling-in models distinguish two types of boundaries [18–20]. The first type represent barriers for activity propagation, and define the boundary contour system (BCS). The second type is the feature contour system (FCS) and represents surface properties to be filled-in, such as brightness, lightness, color and depth. BCS and FCS were suggested to interact in V4 [21].

The BCS is usually identified with contrast sensitive neurons in the early visual areas (e.g. simple cells and complex cells). BCS activity may be determined with oriented operators at multiple spatial resolutions (scales). In addition to luminance boundaries, the BCS represents the complete 3-D boundary structure of a visual scene, including boundaries from texture and depth. FCS activity was proposed to lie in the blobs (cytochrome-oxidase staining regions) in V1 and the thin stripes in V2 [21].

Whereas the prediction of brightness contrast normally is straightforward with (most) filling-in architectures, assimilation effects remain challenging. A first attempt was made in [18] with a one-dimensional luminance profile. With this simplified configuration, the authors identified mechanisms within the BCS and FCS about how two (non-)adjacent (luminance) regions could influence each other. Specifically, in the BCS, edge activity may be reduced by nearby luminance steps and their polarity. Therefore, these boundaries may not completely block anymore the propagation of activity in the FCS, and may cause FCS activity to fill into non-adjacent surfaces. In this way, one surface may not just be influenced by the brightness of its immediate surrounding region, but even from further away.

With their selective integration model, [22] used occlusion cues for explaining brightness illusions, like White’s effect and the Benary Cross. The trigger cue for separating boundaries in depth are T-junctions, which are nevertheless effective in flat luminance displays, too. In their model, the original boundary structure (BCS) is modified such that boundaries along the stem of the “T” are suppressed, while the others are enhanced. The modified boundary map (“context boundaries”) is
subsequently used for suppressing (in the FCS) contrast measurements at spatially corresponding positions. A filling-in process then uses the original boundaries along with the modified contrast measurements. However, psychophysical evidence suggests that White’s illusion seems not to be affected significantly if the T-junctions are suppressed [23, 24], nor seem to be other illusions [25]. Furthermore, it is not readily clear whether junction rules represent reliable cues in complex natural scenes: The utility of junctions rules has only been illustrated with relatively simple artificial displays [22, 26].

Another filling-in-like model used center-surround receptive fields at four resolution levels for edge (or contrast) extraction [2]. At each resolution level, filter response amplitudes (“local contrast”) were gain-controlled with a low-pass filtered version of themselves (“remote contrast”). A brightness map was estimated from the gain-controlled contrast map with fixpoint iteration of a Laplacian [27], what implements the filling-in process. The model was successful in simulating assimilation and reverse assimilation effects (mostly centered on challenging variants of White’s effect), but failed in predicting Simultaneous Brightness Contrast (SBC).

More recently, [28] extended the mechanism of [18] for explaining assimilation effects to two dimensions. Thus, Domijan modified BCS activity accordingly before filling-in occurs in the FCS. To this end, he relies heavily on the max-operator, which he justified with a dendritic circuit proposal. In comparison, [29] used a modified diffusion operator, which could be efficiently implemented (both physiologically and computationally) with rectifying gap-junctions or rectifying dendro-dendritic connections [17, 29]. For filling-in, Domijan’s used a luminance sensitive pathway. Luminance-modulated contrast responses are computed with an unbalanced center-surround kernel, similar to [30], but see also [17] for a different way of computing multiplexed contrasts). In addition, [28] computed BCS activity by first deriving a local boundary map, where the loss of activity at junctions and corners was corrected. Based on the local boundary map, a global boundary map was computed. In the latter, contours which are parallel or co-linear to another contour were enhanced. Finally, local boundary activity was divided, at each position, by global boundary activity. The division is approximately one at those positions where no contour enhancement took place in the global boundary map. Otherwise it is smaller than one. The final BCS output keeps only those activities that are relatively close to one – low contrast boundaries which are parallel to high contrast edges are eliminated. This causes FCS activity to freely diffuse across the eliminated boundaries. In this way assimilation displays are predicted. Unfortunately, Domijan did not show any results with real-world luminance images as input, and thus it is not clear whether his proposed mechanisms are robust and how well they generalize.

A completely different approach for explaining visual illusions is based on a statistical analysis of real-world images. This approach suggests that the perception of brightness [31, 32] or lightness [32–34] is related to knowledge about the statistical relationships between visual patterns. In particular, [31] proposed that the brightness of a visual target embedded in some context depends on the expected luminance according to a probability distribution function. The probability distribution function integrates all contexts in that the target was seen previously. The perception of the target then depends on its expected luminance given its current context: It is perceived as brighter if the expected luminance is lower, and it is perceived darker otherwise. This approach is successful in predicting contrast and assimilation for several visual illusions, and suggests a statistical relationship between luminance patterns and brightness perception. Unfortunately, no attempt has been made in order to unveil any information processing strategy from the statistical analysis (but see [34]).

As with some of the models reviewed above, our approach also emphasizes the importance of boundaries in brightness perception. Specifically, we propose to reduce...
redundancy in the boundary maps. Such encoding strategies usually reduce the overall activity of a representation (and thus the expenditure of metabolic energy, [35, 36], and are also known as efficient coding [37], predictive coding [38], whitening [90] or response equalization [40].

The underlying idea of our computational model is to adjust a boundary map, such that redundant activity is suppressed, while non-redundant activity is enhanced. Since neurons that encode redundant patterns tend to be over-represented, the overall boundary activity is reduced after the adjustment (response equalization). Response equalization is carried out by a dynamic filter. Fig 1 shows an overview of our model. In the first step an input image is encoded in parallel by two sets of Gabor filters, which mimic the spatial response properties of simple cells in V1 [46]. The responses of the high-resolution filters define the contrast-only channel, while responses of the more coarse-grained filters define the contrast-luminance channel. From the contrast-only channel, we compute boundary activity via local energy [42, 43]. Local energy is insensitive to the phase of simple cells, and thus resembles complex cell responses. We learn a decorrelation kernel from the local energy map, and apply it to the latter in order to reduce its redundancy (=dynamic filtering). The redundancy-reduced energy map then functions as a gain control map for both contrast channels. As a consequence, contrast activity is modified. Subsequently, an iterative procedure is used to recover a brightness map from the contrast channels. Our iterative procedure resembles a filling-in process. The utility of our model is demonstrated by predicting many challenging visual illusion, including some that were never predicted by any other computational model so far.

Fig 1. Model overview.
Each of the three stages is mathematically specified in corresponding subsection in the text. (A) Stage 1: The Contrast-Only channel and Contrast-Luminance channel are encoded by filtering the input image with a corresponding set of Gabor filters with high spatial resolution and coarse resolution, respectively. The local energy map is computed from the contrast-only channel. (B) Stage 2: The kernel of the dynamic filter is estimated from the local energy map. Dynamic filtering equalizes the amplitude spectrum of the energy map, reducing redundancy. The decorrelated energy map serves as gain control map for both contrast channels. (C) Stage 3: The output of the model is a brightness map that is obtained by solving an inverse problem, that is recovering the image from both of the contrast channels. Thus, the contrast channels do not interact before Stage 3.

Materials and methods

Fig 1 depicts the three stages of our model. Stage 1 encodes the input image into a contrast-only and a contrast-luminance channel by two respective set of Gabor filters. Stage 2 implements the dynamic filtering process. It consists of equalizing response amplitudes of the local energy map and modifying both contrast channels. Finally, Stage 3 refers to the filling-in process for estimating a brightness map. The brightness map represents the output of our model. The three stages are detailed in the following subsections.
Stage 1: Encoding

Contrast-only and contrast-luminance channel

We use Gabor filters in order to encode contrast-only and contrast-luminance information. In the primary visual cortex, simple cells respond to oriented light-dark bars across a certain spatial frequency range [44] and their receptive fields can be modeled by Gabor filters [45–47]. Consistent with the properties of Gabor filters, it seems that many simple cells in V1 encode contrast information. Under certain circumstances though, neurons in V1 may respond to surface brightness as well, even without (sharp luminance-)contrasts in their receptive fields [48, 49]. For example, [50] found such neurons in V1 which have large receptive fields, broad orientation tuning, and a preference for low spatial frequencies. These neurons respond to both contrast and luminance. Accordingly, we computed the contrast-only channel by Gabor filters with high spatial frequency tuning and balanced ON-OFF sub-regions (i.e., the sum across the kernel is zero), such that they did not respond to homogeneous regions of the stimulus. On the other hand, the contrast-luminance channel is computed by Gabor filters having a lower spatial frequency, and unbalanced ON-OFF sub-regions (i.e., the sum across the kernel is positive) such that they respond to both luminance and contrast. Fig 1 illustrates these two sets of filters (see S1 Appendix for parameter values and a mathematical description). The contrast-only and contrast-luminance channel were computed by simply convolving (symbol “∗”) a luminance image with the corresponding set of Gabor filters. That is, if “g” represents a Gabor kernel, then

\[ R_g(x, y) = g * Im(x, y) \] (1)

represents its activity. The arguments (x,y) indicate 2D spatial coordinates. The contrast channels remain separated until the filling-in process.

Local Energy Map

The idea underlying the “energy map” is to generalize across contrast polarity, orientation and phase, respectively, what also leads to a certain degree of position invariance [42, 43, 51, 52]. The local energy map therefore resembles the properties of complex cells in the primary visual cortex [53]. Particularly, complex cell responses are similar to those of simple cells in terms of orientation and spatial frequency preference, respectively. However, complex cell responses tend to be non-linear and shift-invariant with respect to contrast phase [53, 54]. Local energy is computed from a pair of Gabor filters with quadrature phase (and identical orientation and spatial frequency) by summing their squared responses Fig 2. Finally, the energy map E was computed through averaging the activity of our model complex cells across all orientations. Parameters and mathematical details can be found in S2 Appendix.

Fig 2. Computation of the energy map.
At first, the local energy was computed (at each position in the image) by summing the squared responses of a pair of Gabor kernels which have the same spatial frequency and orientation whereas their spatial phase differ in 90 degrees. After that, an energy map was computed by averaging the activity of local energy across orientations.

Stage 2: Decorrelation

In this section we describe stage 2 of our model (Figure 1B). The first subsection describes how the dynamic filter is computed using zero-phase whitening (ZCA: [55]).
With the dynamic filter we equalize the amplitude spectrum of the energy map. In fact, it produces very similar results to the “Whitening-by-Diffusion” method proposed in [40]. In the second and third subsections we detail the computation of the gain control map and how it interacts with the whitened energy map, respectively.

**Dynamic Filter**

The purpose of the dynamic filter is to equalize the amplitude spectrum of the energy map. We compute our "dynamic filter" using zero-phase whitening (ZCA), a technique which has been used for learning the receptive fields of retinal ganglion cells [55]. ZCA is very similar to principal component analysis (PCA), and signal decorrelation can be achieved with both of the latter. However, the components are constrained to be symmetrical with ZCA. This "symmetry constraint" guarantees that the principal components are localized in the spatial domain [55], and therefore can be used as filter kernels. We nevertheless introduced a couple of modifications to the original ZCA (see S3 Appendix). As a result of the modifications, we obtained a spatial filter that adapts to the spatial structure of the local energy map of an image. It is called “dynamical” because a different filter is learned from each image. After filtering, the amplitude spectrum of the energy map is more uniform (see Fig 3). By the Wiener–Khinchin theorem, a more uniform power or amplitude spectrum implies that the original signal is more decorrelated [56, 57]. For the decorrelated energy map, this means that spatial patterns with low redundancy tend to be intensified, while patterns with high redundancy tend to be attenuated. This is illustrated with Fig 3, where after filtering horizontal edges are intensified in the energy map as compared to vertical ones.

**Fig 3. Illustration of the dynamic filter.**

(A) The arrows indicate the steps in order to obtain the gain control map: (i) A local energy map is computed; (ii) a dynamical filter is constructed with a customized zero-phase whitening procedure (ZCA, see S3 Appendix); (iii) a gain control map is obtained by filtering the energy map with the dynamical filter (see subsection Gain Control Map). (B) The power spectrum (= square of amplitude spectrum) before and after of applying the dynamic filter on the local energy map.

**Gain Control Map**

A gain control map $G$ was computed in two steps. First, the dynamic filter $F$ was used as a convolution kernel for the energy map $E$:

$$
\tilde{E}(x, y) = \begin{cases} 
  F \ast (E(x, y) - \text{mean}(E)) & \text{if } E(x, y) \geq \theta \\
  0 & \text{if } E(x, y) < \theta 
\end{cases}
$$

where the symbol “$\ast$” indicates convolution. We set the threshold to 10 percent of the maximum activity as $\theta = 0.1 \max(E)$ . In the second step we normalized the activity of the gain control map with a sigmoidal function $S(x, a, b) = 1/(1 + e^{-ax - b})$ as

$$
G(x, y) = \begin{cases} 
  2[S(\frac{\tilde{E}(x, y)}{\max[\tilde{E}]}), a, b] - 1 & \text{if } \tilde{E}(x, y) \neq 0 \\
  0 & \text{if } \tilde{E}(x, y) = 0 
\end{cases}
$$

with $a = 5$ and $b = \min(3\text{mean}({\tilde{E}}), 0.3)$. Notice that the gain control map $G$ is normalized to $[-1, 1]$. Fig 3A shows an example of a gain control map.
Gain control and normalization between channels

The contrast-only and the contrast-luminance channel were subjected to gain control using the decorrelated energy map as

\[
R_g^*(x, y) = R_g(x, y) \left( \frac{\tau + \tau G(x, y)}{\tau + |R_g(x, y)| G(x, y)} \right)
\]

where \( G \) is the gain control map, \( \tau \) is a control parameter, \( R_g \) represents the activity of a Gabor filter \( g \) of the corresponding filter set, and \((x, y)\) are the pixel coordinates of the input image. The value of \( \tau \) as an upper bound to the maximum activity that we observed during the simulations. If the value of \( G \) at pixels coordinate \((x, y)\) is bigger (or smaller) than zero, then the activity of the corresponding Gabor response will increase (or decrease). On the other hand, if \( G(x, y) \approx 0 \) then \( R_g^* \approx R_g \) at position \((x, y)\). Finally, after applying Eq 4 to each channel, the results were lowpass filtered with a Gaussian kernel (standard deviation 1 pixel) in order to reduce possible artifacts.

Stage 3: Brightness estimation as a filling in process

The brightness map \( \hat{\mathbf{z}} \) is the output of our model. It is estimated by minimizing an objective function \( E(\mathbf{z}) \), which optimizes the trade-off between the reconstruction error (first term in the sum of Eq 5) using the gain-controlled contrast channels and a smoothness constraint (second term):

\[
\hat{\mathbf{z}} = \arg\min_{\mathbf{z}} E(\mathbf{z}) := \arg\min_{\mathbf{z}} \sum_g \| R_g^* - g * \mathbf{z} \|^2 + \mu \| \nabla^2 \mathbf{z} \|^2
\]

Notice that the sum involves the Gabor filters \( g \) of both contrast channels (i.e., contrast-only and contrast-luminance). The regularization parameter controls the smoothness constraint and is set to 0.01. The Laplacian is denoted by \( \nabla^2 \). The smoothness term serves to reduce artifacts produced at discontinuities. The Eq 5 is solved iteratively with the conjugate gradient method (see S4 Appendix for more detail), which was terminated either when having reached a maximum number of iterations, or when an error criterion was satisfied:

\[
\frac{\| \mathbf{z}_{n+1} - \mathbf{z}_n \|^2}{\| \mathbf{z}_{n+1} \|^2} < 10^{-6}
\]

The last formula measures the difference in reconstruction between subsequent iterations (“relative error”). In terms of convergence, we observed as our model converged (globally) to a stable solution in all considered cases.

Our model functions as an edge-integration model, in which the activity is propagated across edges into a certain direction and orientation. Direction and orientation is determined by the odd-symmetrical Gabor filters. Thus, image reconstruction (i.e., brightness estimation) by means of Eq 5 proceeds according to a filling-in process if derivative (i.e., odd Gabor) filters are involved [58]. It is interesting to highlight the role of both channels for estimating brightness. Almost all activity propagation depends on the Contrast-Luminance channel, because its larger filter kernels propagate the activity faster than the narrower filters of the Contrast-only channel. In addition, the model cells of the Contrast-Luminance channel which encode luminance lead to a further reduction of the number of iterations to satisfy the stop criterion. Fig 4 compares the reconstruction of a luminance staircase at 10 iterations if...
only one of the channels was used. Note, although both channels contribute to Eq 5, brightness estimation depends on the Contrast-Luminance channel in the first place, while the Contrast-only channel serves to encode edge-information.

**Fig 4. Brightness estimation using different channels.** (A) A luminance staircase (giving rise to Chevreul’s Illusion) served as input. (B) The resulting brightness profiles are estimated at 10 iterations. Blue curve (legend label “CL”) uses only the Contrast-Luminance channel in Eq 5. Red curve (“CO”) uses only the Contrast-Only channel but removing responses to luminance.

**Classification of Model Predictions According to Three Scenarios**

The effect of the Gain Control Map on estimated brightness (=model output) is as follows. If a Gabor response amplitude after gain control has increased (decreased), it would produce a major (minor) contrast in the reconstructed image (=estimated brightness). This means that brightness estimates as generated by our model depend critically on Eq 4. The numerator depends directly on the Gain Control Map (which in turn is generated by the dynamic filter). The denominator of Eq 4 implements a normalization mechanism. The purpose of this section is to evaluate the relative influence of the numerator and the denominator, respectively, on predicted brightness. To this end, we identified three prominent scenarios for explaining corresponding classes of brightness illusions (Fig 5).

**Fig 5. Scenario 1 and Scenario 2**

(A) Scenario 1: A disk embedded in a redundant pattern of eight squares served as input (first column). The middle column depicts the corresponding gain control map G, and the right column the profiles of input (blue line) and brightness estimation (black line). The brightness of the center disk is enhanced with respect to luminance, meaning that a brightness contrast effect is predicted merely based on redundancy (but not on grounds of luminance - note that all features have the same luminance). (B) Scenario 2. The input consists of a series of nine squares arranged in a spatially redundant pattern, where the middle square has a different luminance. The profile plot suggests an overall increase in brightness contrast: Brightness of the middle square is further reduced, while the brightness of the surrounding squares is enhanced. While the brightness contrast also increased in the display with the bright middle square, this increase in contrast is caused nearly exclusively by the middle square.

The luminance pattern giving rise to Scenario 1 differs only in its spatial structure (Fig 5A), as all structures have the same intensity value. In this case, the major contribution to predicted brightness comes from the Gain Control Map (numerator of Eq4). The patterns with high spatial correlations are attenuated by the dynamic filter, while patterns with lower spatial correlation are somewhat increased such that a brightness contrast effect is predicted for the central disk. Scenario 2 is defined by luminance patterns with similar spatial structure but different intensity range (see Fig5B). Analogously to Scenario 1, the major contribution to predicted brightness stems from the Gain Control Map, but here the effect is limited by the size of the dynamic filter. We observed that the dynamic filter will not only reduce the spatial correlations, but it will also act as a contrast filter, if the redundant activity is in a sufficiently small spatial region. As a result, redundant activity with higher (lower) intensity than the other patterns would be increased (decreased). If this increment (or decrement) is sufficiently big, it will produce a major (minor) brightness contrast effect.
In Scenario 3, the major contribution to predicted brightness is caused by the Contrast-Luminance channel and normalization (denominator of Eq 4), while the contribution of the gain control map cancels. Edges in the Contrast-Luminance channel might be enhanced via the Gain Control Map. These enhanced edge positions eventually produce a boost in (estimated) brightness contrast. The degree of boosting depends on the ratio between the activity (after boosting) and the control parameter (upper bound) in Eq 4). An example of this effect can be observed comparing both displays and profiles (at the edges) in Fig 6) (see description). It is essential to highlight that Scenario 3 serves just to explain Chevreul’s illusion (see results section), but is not relevant to all other brightness displays.

**Fig 6. Scenario 3**
A luminance step and a luminance staircase, respectively, served as input images. Activity in response to the luminance step is close to the control parameter of Eq 4 ($\tau = 0.5$), producing barely changes in the corresponding brightness estimation at the edges. In contrast, for the luminance staircase, the activity at the edges is relatively far from the control parameter, inducing a boost (an increment of brightness contrast) in the corresponding brightness estimation.
Results

This section presents simulation results of our model in predicting brightness illusions. The first subsection focuses on contrast effect: Simultaneous Brightness Contrast, Benary-Cross and Reverse Contrast. The second subsection is dedicated to assimilation effects: White effect, Todorović’s Illusion, Dungeon illusion, Checkerboard illusion, and Shevell’s Rings. Finally, the last subsection shows our brightness predictions for the Craik-O’Brien-Cornsweet effect, Hermann/Hering grid, Chevreul’s illusion (including the luminance pyramid), Mach Bands, and Grating induction. It is essential to highlight that in this section, all input images were normalized, so that pixel intensity ranged between $-0.5$ and $0.5$ (unless stated otherwise).

Brightness Contrast Effects

Simultaneous Brightness Contrast (SBC)

The SBC display consists of two gray patches with identical luminance which are embedded in a dark and bright background, respectively. The patch on the bright background is perceived as darker than the patch on the dark background (Fig 7A). SBC can be attributed to low-level processing. For example, retinal ganglion cells may enhance patch contrast by lateral inhibition. However, other studies suggest that SBC may involve higher-level processing as well [59]: The apparent brightness of the patches can be modulated by the region surrounding the patches (=spatial context). In fact, psychophysical studies report that the contrast effect is perceived less intense for smaller patches [60–64].

Fig 7. Model Prediction for Simultaneous Brightness Contrast (SBC)
(A) Simultaneous brightness contrast display (model input). (B) The corresponding Gain Control Map. (C) Profile plot of the estimated brightness map (black line) and the input (blue line). (D) The quantitative relation between predicted brightness and patch size. The fit was carried out by linear regression and with the fitting function $y = a + b \log(x)$. Fitting parameters: intercept $a = -0.3851$, slope $b = -0.0823$, $R^2 = 0.9831$, and $RMSE = 0.0086$.

Fig 7 shows the estimated brightness for SBC. In our model, the effect conforms to Scenario 1 (Fig 5). In SBC, the patterns with low spatial correlation are the patch edges with equal intensity, what causes an enhancement of their contrast after gain control (Gain Control Map in Fig 7). This translates to an increased contrast in predicted brightness (profile plot in Fig 7B). We also studied the relation between patch size and their predicted brightness. In agreement with previous studies, Fig 7D shows a logarithmic relationship between patch size and our brightness estimation [65].

Benary-Cross

The Benary-Cross [66] is composed of a black cross and two gray triangles with the same luminance (Fig 8). The triangle embedded in the cross is perceived as brighter than the other. Notice that both of the triangles are made up of identical contrast polarities – one white to gray and two black to gray. This effect cannot be explained by lateral inhibition and is usually attributed to ”belongingness theory”, where the region in which the triangle appears to belong to induces a contrast effect [66]. Noise masking experiments support the idea that the effect is caused by low-level mechanisms [67]. Our model predicted the brightness difference in the triangles according to two scenarios. According to Scenario 1 (but also 2, considering the intensity differences), the redundant patterns correspond to those edges of the triangles which are aligned with
the cross. They latter are attenuated, while the non-redundant edges are enhanced. The Gain Control Map suggests a rather balanced effect, what is confirmed by the model’s predicted brightness map. Notice, however, that the length of the non-suppressed edges is bigger for the left triangle.

**Fig 8. Model Prediction for Benary-Cross illusion**

(A) Benary-Cross. Both triangles have the same intensity, but the triangle embedded in the cross is perceived as brighter. (B) In the gain control map, redundant edges (=aligned with the cross) of the triangle are weakened. (C) Profile plots of predicted brightness (blue line) versus luminance (black). The left profile plot shows the left triangle.

**Reverse Contrast**

Reverse Contrast (Fig 9) was introduced by Gilchrist in the context of his anchoring theory. Gilchrist and co-authors suggest that simultaneous brightness contrast (SBC) can be reversed (e.g. by overcoming lateral inhibition) by adding more structures to the original SBC display. The purported mechanism acts on grounds of perceptual grouping of these structures.

**Fig 9. Model Prediction for reverse contrast effect**

(A) Simultaneous Brightness Contrast (SBC, top) and Reverse Contrast (bottom) which is constructed by adding flanking bars to the SBC configuration. All gray patches have the same luminance. Reverse contrast can be explained either by assimilation with the in-between bars that have the same intensity as the background, or as contrast with the flanking bars that have the opposite luminance to the background. (B) Gain Control Maps obtained by dynamic filtering. Notice the suppression of parallel edges corresponding to flanking patches with the same intensity. (C) Profile plots of predicted brightness (black line) versus luminance (blue).

Our model predicted the reverse contrast effect according to Scenario 1 and 2, respectively. In case of SBC, dynamic filtering increments the activity of the non-redundant edges, which outline the two patches (Gain Control Map in Fig 9). In the case of reverse contrast, the redundant activity depends on both edge orientation (Scenario 1) and contrast polarity (Scenario 2). Accordingly, all parallel edges of the (flanking) patches with equal intensity are weakened by the dynamic filter. However, the central patch has a different intensity than the flanking patches, and its edges are enhanced.

In order to better understand how our model predicted reverse contrast, we probed it with further configurations (see Fig 9). We observed that the change in brightness of the gray patches increases as a function of the number of flanking bars (Fig 10A). On the other hand, if the flanking bars were misaligned to various degrees (disrupting the good continuation principle of perceptual organization), the effect was considerably reduced (Fig 10B). Both results stand in agreement with psychophysical experiments [68]. However, in the latter study the authors examined displays with even more configurations that our model cannot predict (results not shown).
Fig 10. Model Prediction for reverse contrast effect for displays with different configurations
(A) Reverse contrast with a varying number of adjacent bars to the gray patch. The bar plots show the predicted brightness difference between the gray patches for the corresponding display (a positive value indicates contrast, while negative values “reverse contrast”). (B) Reverse contrast where the good continuation of the end points is varied. This in turn affect the suppression of redundant edges, which increases with the alignment of the flanking bars.

Brightness Assimilation Effects

White’s effect

Fig 11A shows the White’s effect, where two gray bars with identical luminance are embedded in alternating black and white stripes. The bar on the black stripe is perceived as brighter as the other one. Lateral inhibition cannot account for this effect, and it has been suggested that the effect is caused by assimilation [3, 69, 70]. Assimilation means that the brightness of the flanking stripes averages with the gray bars, and therefore one expects that reducing the bar height would also reduce the strength of assimilation. However, experimental data indicate that the perceived difference between the bars increases with smaller heights [71], and that bandpass-filtered noise with the same orientation as the stripes enhanced the effect, while with perpendicular orientation the effect was diminished [67]. Therefore, White’s effect seems to be principally generated by contrast at the horizontal edges of the bars (Fig 11B and Fig 11C), and to a less detect by assimilation from the flanking stripes [72]. In fact, a mainly contrast-based account is supported by the Gain Control Maps of Fig 11A and Fig 11B. Because the vertical edges (assimilation) are highly redundant, their activity is diminished (Scenario 1 & 2). The brightness estimation is dominated by the horizontal edges of the bars (contrast), which are enhanced. The vertical edges nevertheless account for a residual assimilation, but the effect in estimated brightness is less for Fig 11B than for 11A. Therefore, the display with the smaller bars (Fig 11B) has a higher predicted brightness difference between them, because less activity from the vertical edges “mixes” with that from the horizontal edges during filling-in.

Fig 11. Model Prediction for White’s Illusion
(A) Top: White’s illusion; middle: the corresponding gain control map; bottom: profile plot of estimated brightness (black line) and luminance (blue line). (B) With smaller bar height, the brightness difference between the bars increases. (C) Modification of White’s illusion which produces a strong contrast effect. (D) Surface plot of the estimated brightness difference (effect strength) between the bars as a function of bar height (in units of pixels) and spatial frequency of the background stripes (in units of cycles/image). Image size was 256 x 256 pixels.

Despite of the presence of stripes (but with low contrast), the display of Fig 11C shows a clear contrast effect of the bars (cf. Fig 11C) according to Scenario 2. We also studied the relation between the target size and the brightness estimation. We observed that the predicted brightness of the bars could be modified as a function of bar height and spatial frequency of the background (Fig 11D). Specifically, the predicted brightness difference between the bars increases both with decreasing bar height and with increasing spatial frequency. These model predictions are thus in agreement with previous studies [10].
Todorovic’s illusion

Todorovic’s illusion consists of a display with two luminance disks with identical intensity and two sets (black and white) of four squares. The original illusion is designated as Context B in Fig 12, where the disks are occluded by the squares. The test patch occluded by the white squares appears to be brighter than the other. This illusion was originally explained in terms of T-junctions [26]. However, [23] showed that the effect persisted without T-junctions. Later, [73] studied different variations of Todorovic’s Illusion (labeled Context A and Context C in Fig 12). They found that the target size interacted with the strength of assimilation. The original effect can be reversed according to Context C (Fig 12), which looks like looking through a window cross. It can also be abolished by moving the disk into the foreground (Fig 12, Context A). The bottom row of Fig 12 shows the profile plots of the brightness maps produced by our model. The results could be understood by analyzing the corresponding gain control maps. For Context B, the activity of the occluding edges (disk with squares) was reduced by dynamic filtering. As a consequence, less contrast is produced in the brightness estimation. On the other hand, the edges between the disk and the (black or white) background was enhanced, what produces more contrast in the brightness estimation. This double effect combined to the finally predicted brightness. For Context C, the effect was analogous to Context B, but with opposite disk brightness. With Context A, edge activity along the disks’ circumferences was enhanced. Note that the edge covers the squares as well as the background. Although this enhancement of activity produced locally more contrast, it is approximately the same for the two disks, thus producing almost no effect (profile plot of Context B). Fig 13 shows simulation results for the three Contexts as a function of disk size, where we observed qualitatively similar results to previous studies [73].

Fig 12. Model Prediction for Todorovic’s illusion
(A) Top: A variation of Todorovic’s original illusion with the gray disks in the foreground (Context A). An effect is hardly perceivable. Middle: The corresponding Gain Control Map. Bottom: Profile plots of estimated brightness (black line) and luminance (blue line). The model predicted at most a very weak effect. (B) Original Todorovic Illusion (Context B), where the occluded left disk is perceived as being brighter. (C) Reversed Todorovic Illusion (Context C). Now it looks like viewing the disks on a single square background through a window cross, and the left square is perceived as being darker.

Fig 13. Brightness dependence on target size for Todorovic’s display
The Scheme shows the smallest and biggest disk size that was used with respect to the squares in order to generate the plots. Each plot indicates the brightness effect for each of the three Contexts shown in Fig 12. The empty circles indicate the predicted brightness of the disk with the white squares. The filled symbols show disk brightness with the black squares. The continuous lines show the estimated brightness difference between both disks and indicate the predicted strength of the illusion.

More assimilation displays: Dungeon, Checkerboard and Shevell
The predictions of our model generalize well to further assimilation displays. Figure 14 shows the Dungeon illusion [25], the Checkerboard illusion [8] and Shevell’s Ring [74]. Although all three reveal an assimilation effect on the gray areas, they are different with respect to their spatial configuration. Notice in particular the absence of T-junctions in the Shevell’s Ring display. Fig 14 also shows the corresponding simulation results. All
three illusions can be explained according to Scenario 2 since the edges corresponding to the gray areas represent redundant patterns with low intensity.

**Fig 14. Model Predictions for Dungeon, Checkerboard and Shevell**

In each display, the gray areas have the same luminance, yet they are perceived differently because of assimilation with the adjacent structures. (A) Top: Dungeon illusion. Middle, corresponding gain control map. Bottom, profile plot of the estimated brightness (black line) compared with the input (blue line). (B) Checkerboard illusion. (C) Shevell’s Rings. Notice that this illusion cannot be explained with T-junctions.

**Further Visual Illusions**

**Craik-O’Brien-Cornsweet Effect (COCE)**

Fig 15A shows the COCE, which consists of regions separated by opposing luminance gradients (“cusps”) starting at the edges. The cusps drop quickly to a homogeneous gray level and thus the regions between the edges have the same luminance. Nevertheless, especially at low contrast, the gradients seem to fill into the intermediate regions, such that the display is perceived as a low-contrast rectangular wave. The perception of a rectangular wave is less pronounced with high contrast cusps.

**Fig 15. Model Prediction for Craik-O’Brien-Cornsweet Effect (COCE)**

(A) Top: COCE along with the Gain Control Map. Notice that black lines (adjacent to the edges) in the Gain Control Map, which indicate negative values. Bottom: The first profile plot shows the predicted brightness (black line) along with input luminance (blue line). The second profile plot shows the predicted brightness without low-pass filtering after the gain control mechanism (Eq4). (B) The cow-skin illusion is a variant of the COCE without luminance gradients. It consists only of adjacent black and white lines. Our model consistently predicted this illusion: The brightness map generated by our model is shown at the bottom right.

Our model predicted the COCE, but the explanation is more intricate. At first sight, being a filling-in type effect, it should be predicted in a straightforward way by our model. We verified that without gain control (Eq4), the COCE cannot be predicted (data not shown). Could it be then that the effect is produced by the low-pass filtering which is applied after the gain control mechanism (see method section). This is not the case, since the removal of low-pass filtering did not affect the prediction of the COCE (see profile plot 2 in Fig 15A). Therefore, the gain control mechanism contributes to producing the effect. Indeed, the luminance gradients cause negative values (indicated by black lines) in the Gain Control Map around the edges (cf. Fig 15A). As a consequence, activity corresponding to the luminance gradients is suppressed by the gain control mechanism, what furthermore reduces the peak activity at the edges. After all, the gradients are “ignored”, and our model generates the COCE as a result of assimilation of the edges. This explanation is also consistent with the cow-skin illusion, which is a variant of the COCE without luminance gradients. It is composed exclusively of adjacent black and white lines, and the empty regions are randomly arranged. Fig 15B shows the brightness prediction for the cow-skin illusion.

**Hermann/Hering grid**

Fig 16A (in the top) shows the Hermann/Hering Grid (HG). Although the luminance between the black squares is constant, illusory gray dots appear at the (white) intersections. The textbook explanation deems the center-surround receptive fields of
retinal ganglion cells as the principal mechanism [75]: Assume a circular receptive field with an excitatory center which has the same width as the white grid lines. The inhibitory surround covers in addition the black squares. If the center is located right at an intersection, it receives more inhibition from the surround (from two white lines) than when the center is positioned between two intersections (inhibition from one line). This translates to a brightness reduction at the intersections, but not in between. This mechanism, though, is insufficient to explain why the effect is considerably reduced (or even removed) if the bars are slightly corrugated (Fig 16A, bottom). It is also reduced as a function of the ratio between grid line width and block width, where no effect is produced for a ratio of one [76].

Fig 16. Model Predictions for Hermann/Hering grid and corrugated grid
(A) Hermann-Hering (HG) illusion and a corrugated version of it. At the intersections of the white grid lines, illusory gray spots are perceived in the HG, but not in the corrugated grid. (B) The corresponding gain control maps of the input images of A. (C) The brightness estimation from our model. The surfaces plots (insets) illustrate the 3D profile of the brightness estimation corresponding to regions highlighted with red. (D) The predicted brightness magnitude at the intersections as a function of the ratio \( \frac{\text{line width}}{\text{grating width}} \), where the red curve corresponds to the corrugated grid, and the blue curve to the HG.

Our model predicted the darkening of the intersections for the HG, and the absence of darkening for the corrugated HG. The HG adheres to Scenario 1, where redundant activity is inhibited. Inhibition is especially strong at the intersections of the Gain Control Map. In this way, an assimilation effect is induced. As to the corrugated HG, the corners also represent the redundant patterns, but because the spatial structure are less regular, the inhibition is correspondingly weaker (compare the Gain Control Maps shown in Fig 16B). Consequently, the brightness reduction at the intersections is considerably weaker for the corrugated HG.

Fig 16D shows the dependence of the darkening effect on the ratio between grid line width and block width. In agreement with the results from [76], we find that the darkening effect decreases while the ratio approaches one. We also wish to note that we were unable to predict further results with the HG that were presented in [76].

Luminance Staircase and Pyramid (Chevreul’s illusion)
Chevreul’s illusion consists of increasing levels of luminance, arranged as a staircase or as a pyramid. Although luminance is constant at each step, one perceives an illusory brightening on the side of each step where the adjacent step is darker, and an illusory darkening on the other. In the pyramid version, one perceives in addition (illusory) glowing diagonals (Fig 17). The effect is absent at the lowest (black) and highest (white) luminance level, and is considerably reduced on the middle step for a staircase made up of three steps.

Fig 17. Model Predictions for Luminance Staircase and Pyramid (Chevreul’s illusion)
(A) Top: Luminance staircase. Bottom: luminance Pyramid. (B) The corresponding gain control maps as a result of dynamic filtering. (C) Top: Profile plot of the estimated brightness (black line) of the luminance staircase (blue line). Bottom: The induced brightness, which consists of the difference map between estimated brightness and input luminance (i.e., brighter gray level mean positive values, and darker gray levels mean negative values).
All aspects of Chevreul’s illusion are consistently predicted by the gradient system, which is a computational model for representing luminance gradients [77, 78]. The idea behind gradient representations is to capture the smooth variations of luminance (illumination effects), in order to help to disentangle reflectance from the illumination component in luminance (since luminance is the product of reflectance with illumination).

Brightness predictions from our model for the luminance staircase and the pyramid are shown in Fig 17. The illusory whitening and darkening at the stairs can be explained according to Scenario 3: On the one hand, the gain control map increases the activity of the Contrast-Luminance channel. On the other hand, the increase in excitation is offset by the normalization mechanism, thereby producing non-uniform brightness activity at the stairs. The glowing diagonals of the Pyramid Illusion are produced according to Scenario 1, where the activity of non-redundant spatial patterns – especially at the corners – is enhanced. On the other hand, the edges of the staircase represent a redundant pattern, the activity of which is decreased. Consequently, more (less) contrast at the corners (at edges) is generated in the brightness estimation (Fig 17C, bottom). Finally, it is essential to highlight a limitation of our model in this context. We observed that for a big number of steps (i.e., very narrow steps) the dynamic filter “collapses” and the model could not longer predict the illusion nor the glowing diagonals (data not shown). This is a consequence of the scale-sensitivity of the dynamic filter (i.e., the size of the sampling patches), since with decreasing step size, the staircase eventually approaches a linear luminance gradient, and the filter cannot resolve anymore individual steps.

Mach Bands

Mach Bands are illusory glowing stripes that are perceived adjacent to knee points that are connected with a luminance ramp, where the bright (dark) band is attached to the plateau with high (low) luminance (Fig 18). Notice that Mach bands do not cause Chevreul’s illusion. The perceived strength of Mach bands decreases when the ramp gets steeper and eventually approaches a luminance step. Also, for very shallow ramps, the perceived strength decreases. The perceived strength has thus a maximum at intermediate ramp widths [79, 80]. The textbook explanation based on lateral inhibition is insufficient to explain the variation of strength with ramp width – it would wrongly predict maximum perceived strength at a luminance step [81, 83, 84]. The perceived strength of Mach bands is also modulated by the proximity, contrast and sharpness of an adjacently placed stimuli [81, 84].

Fig 18. Model Prediction for Mach Bands

(A) Top, A luminance ramp that leads to the perception of Mach bands close to the knee points of the ramp. Bottom, a luminance step (no Mach bands are perceived). (B) Profiles plots of estimated brightness (black line) compared with the corresponding input (blue line) of A. (C) Brightness magnitude (at the knee point of the ramp) as a function of ramp width. The plots show the predictions of our model on the perceived strength of the bright Mach band. In the top plot, the abscissa is scaled linearly, while it is scaled logarithmically in the bottom plot. The different curves represent different dynamic ranges (i.e., differences between luminance values of the upper and the lower plateau).

The only computational model published so far that quantitatively predicted all published data about Mach Bands is the gradient system [77]. The gradient system suggests that Mach bands are also perceived at the peaks and troughs of a triangular wave. The gradient system furthermore suggests that bright Mach bands are key for the perception of light-emitting surfaces [78]. Our model predicted the Mach bands, and as
well as the absence of them at steps (see profile plots in Fig 18). It furthermore succeeds in predicting the inverted-U curve of the perceived strength of Mach Bands as a function of the ramp width (Fig 18C). The inverted-U curve could be explained by two mechanisms which act in opposite ways. (i) If the ramp width decreases, then the activity at the knee points reaches a maximum that renders the normalization mechanism (denominator of Eq 4) of the gain control mechanism ineffective (Scenario 3; ideal step luminance). If the ramp width increases, then the luminance transition between the plateaus is more gradual, which is associated with less activity at the edge locations. In this way, the edge activity gets more susceptible to gain control mechanism towards the maximum of the perceived strength. However, this effect does not remain constant. After a certain ramp width, the activity across the ramp gets comparable to the activity at the knee points, which produces less variability in the energy map E. In consequence, (ii) the dynamic filter has less effect in eq 2, reducing gradually the perceived strength induced by the dynamic filtering.

Grating Induction (GI)

Fig 19 shows the grating induction (GI) display [85], which consists of two sinusoidal gratings (inducers) separated by a gap (test field). Although it has a constant luminance, an illusory brightness modulation is perceived across the test field if the two inducers are in-phase. The brightness modulation has the opposite phase as the inducers, and the effect decreases when shifting the phase of the inducer gratings relative to each other, being minimum when the gratings are in anti-phase. The illusory modulation is furthermore attenuated with increasing distance between the inducer gratings and with increasing spatial frequency. The GI can be explained in terms of multi-scale filtering [9, 60]), but also by filling-in models [86]. Notice that a common misconception with diffusion-based approaches (=filling-in models) is that the illusory brightness modulation across the test field would average out. This, however, is usually not the case. The exact explanation depends on the model under consideration. For instance, a mechanisms that counteracts “averaging out” are boundary webs from the boundary contour system (BCS) that extend across the test field and trap feature contour activity (FCS) [87]. Other mechanisms include cross-channel inhibition between brightness and darkness activity during filling-in [88].

Fig 19. Model Prediction for Grating Induction

(A) The Garing Induction refers to the illusory perception of a brightness modulation across the gap (=test field) between the inducer gratings. The brightness modulation is perceived in opposite phase to the inducer gratings. (B) When the inducer gratings stand in opposite phase to each other, then brightness modulation is considerably reduced. The corresponding gain control maps are shown in the middle row, and the last row shows the induced brightness, which consists of the difference map between estimated brightness and input luminance (i.e., brighter gray levels mean positive values, and darker gray levels mean negative values). (C) Top: Profile plot of brightness estimation for display A (black line) and display B (blue line). The dashed blue line shows the luminance profile of the inducer grating A. Middle, modulation depth as a function of the phase difference between the two inducer gratings. Bottom: Surface plot that shows how modulation depth depends on test field width and spatial frequency of the inducer grating.

Fig 19 shows that our model consistently predicted the illusory modulation of brightness across the test field. The strength of the effect decreases in an approximately linear fashion with increasing phase difference between the inducer gratings (Figure 19C). We also observed from a specific spatial frequency on (4 cycles/image) that the
brightness modulation decreases with increasing separation and spatial frequency, respectively, of the inducer gratings (surface plot in Fig 19C). Unlike the rest of the illusions the GI effect was produced mainly at the filling-in stage (Eq 5), and to a lesser degree by dynamic filtering. Dynamic filtering increased the activity at the boundaries of the inducer gratings (see gain control maps in Fig 19); this increment produces a significant contrast in estimated brightness between the inducer gratings and the test field, which eventually propagated (by filling-in) across the test field.

Real World Images and Noise

Although synthetic images are a valuable tool for the study of certain aspects of the visual system, it nevertheless evolved to the processing of real-world images. Real-world images provide, therefore, a test of robustness for any model of the visual system. Fig 20 demonstrates that our model is capable of real-world image processing, as well as its ability to handle noisy versions of visual illusion displays (Benary-Cross, Simultaneous Brightness Contrast, and White's Illusion). Previously we showed that by using a set derivative filters that cover all orientations (similar to simple cells), Eq 5 globally converges to a stable solution [89]. The convergence is robust against adding noise to the input, or using a high dynamic range of luminance values (Fig 20A, top, middle). The robustness extends to the consistent prediction of visual illusions in the presence of additive noise (Fig 20B). In particular, we noted that simultaneous brightness contrast was more sensitive to the presence of uncorrelated noise than assimilation displays. The robustness against noise relates to dynamic filtering, which reduces the correlated (or redundant) spatial information in the edge map. The redundancy of the edges would not be affected by spatially uncorrelated noise. Finally, we note that dynamic filtering has a couple of limitations with respect to spatially correlated noise, such as band-pass-limited additive noise (see discussion). We did not study this issue in more depth, as it would go beyond the scope of the present paper.

**Fig 20. Real-world Image Processing**

(A) Top: Peppers image with additive white noise (SNR=2.6266dB and PSNR=8.9813dB) along with the corresponding model output (SNR=5.4682db and PSNR=11.8228dB). The correlation coefficient between output and the noise-free original image was 0.9436. Middle: A high-dynamic-range version of the Lena image (where dynamic range of each quadrant decreases clockwise by one order of magnitude) and model output; the dynamic range of the input is 1, and that of the output is 0.9596. Bottom: Bridge image alongside with corresponding model output (SNR = 6.1084dB and PSNR = 13.6201dB). (B) Top: Simultaneous Brightness Contrast display with additive white noise and corresponding brightness profile (black line) as predicted by the model. The dashed line indicates the gray level of the gray squares. Middle: White Effect. Bottom: Benary Cross.
Discussion

The perceived luminance (brightness) of target structure is highly sensitive to its spatial context. Despite of many modeling attempts for brightness, we still have not arrived at a detailed understanding of the corresponding neuronal information processing principles. With our model, we emphasize the role of predictive coding in brightness perception. Predictive coding for us simply means “what can be predicted will be suppressed”, and our dynamic filtering aims at reducing redundancy in boundary maps. Coding strategies that aim at reducing activity and thus energy expenditure in organisms are consistent, for example, with efficient coding [35–37,90,91], predictive coding [38], whitening [90] or response equalization [40]. In this sense, we propose that brightness perception is the consequence of suppressing redundant (i.e., predictable) information. Our model is build on the latter idea(s), and apart from being able to process real-world images, it predicts a bigger set of visual illusions than any other previously published model.

Our focus is thereby on low-level vision, as our model simulates the activity of simple and complex cells of the primary visual cortex. For each input, the model learns a filter kernel by identifying redundant patterns in (simulated) complex cell responses (i.e., the edge map), and subsequently uses the filter kernel to suppress redundant information (dynamic filtering). Dynamic filtering amounts to response equalization of simulated complex cell responses, much like the previously proposed “Whitening-by-Diffusion” method which directly acts on the (Fourier) amplitude spectrum [40]. The equalized responses are subsequently used for creating a representation of the sensory input by filling-in (brightness estimation). Nevertheless is dynamic filtering a global mechanism, which was adopted for the ease of implementation. In the primary visual cortex, we expect that dynamic filtering acts in a more local fashion, but still on a spatial scale that exceeds the typical receptive field sizes of V1 neurons. Such non-local mechanisms could be biologically implemented by feedback from mid-level visual neurons with sufficiently big receptive fields for detecting non-local correlations in activity.

We believe that our success in predicting a relatively large number of visual illusions lends some support to our proposed computational principle. Without changing any of our model’s parameter values, we are able to predict Simultaneous Brightness Contrast (SBC), White’s Effect, Reverse Contrast, Benary’s Cross, Todorovic’s illusion (with variations), the Dungeon Illusion, the Checkerboard Illusion, Shevell’s Ring, the Craik-O’Brien-Cornsweet effect (COCE), the Hermann/Hering grid, the corrugated grid, Chevreul’s illusion (including the luminance pyramid), Grating Induction (GI), and Mach Bands. Additionally, for some of the illusions, we were able to replicate data from psychophysical experiments (SBC, White, Reverse Contrast, Hermann/Hering grid, Todorovic, GI, and Mach Bands). By all the cheers we must not forget to describe some of the limitations of our model. We cannot predict illusions – without modifying the current parameters – such as achromatic neon “color” spreading, the Ehrenstein illusion, Chubb’s Illusion and some variations of the Hermann/Hering grid; Reverse Contrast with different grouping factors, SBC with articulated noise, and Mach Bands with an adjacently placed stimuli.

A further limitation is handling visual illusions where a target patch is surrounded by an articulation pattern instead of homogeneous luminance. Articulation patterns would introduce additional spatial redundancy into a luminance display, and this excess redundancy would be eventually learned by the kernel for dynamic filtering. As a consequence, dynamic filtering may modify the target’s edge representation in an unpredictable way. For brightness estimation, this could mean, for instance, that assimilation effects turn into contrast effects or vice versa. This behavior appears to be inconsistent with current psychophysical observations [92], and may hint at additional mechanisms that need to be considered. It cannot be ruled out that additional
mechanisms reduce the redundancy along other stimulus dimensions as well, for example luminance, relative contrast, or auto-correlation. The global nature of the dynamic filter represents another trade-off. In order to learn the kernel for dynamic filtering, we sample patches randomly across the input. As a consequence, local statistical information between (unrelated) patches that are far away from each other could be intertwined, affecting their brightness predictions. A possible solution would be to introduce local constrains upon sampling, or as well to introduce a local normalization function, which takes into account local spatial auto-correlations.

Comparison with other models that predict contrast and assimilation

Our predictive coding approach produces contrast effects by enhancing non-redundant edges through dynamic filtering according to Scenario 1. Assimilation effects are generated by suppressing redundant edges as a function of their relative intensity with respect to the other edges (Scenario 2). We thus do not make any explicit assumption about how a visual target is related to its context in terms of segmentation, or belongingness and perceptual frameworks, respectively. We do not require the categorization of image features either. In this sense, our predictive coding approach (as implemented by dynamic filtering) is more general than previous computational proposals and theories [4, 22, 28], which purport that a stimulus is divided into perceptual frameworks based on anchors [4] or T-junctions [22]. However, it is not clear whether anchors or T-junctions are sufficiently robust cues in real-world images, and actually few previously published models demonstrated the processing of real-world images.

Dynamic filtering is sensitive to the correlation structure of spatial patterns in order to generate contrast and assimilation effects. In this way, the output of our model would not be significantly affected if uncorrelated noise was added to the input. Yet multi-scale models are highly sensitive to additive noise [9–11], because their predictions depend on a careful re-adjustment of filter responses according to the contrast-sensitivity function [8]. Thus, if noise was added to contrast and assimilation displays, then corresponding predictions would be altered, because of corresponding changes in the spatial frequency spectrum [12].

Our model adapts to the statistical structure of each input image. This is to say that we do not evaluate each input image in a previously learned long-term statistical context. A long-term statistical context usually is learned from a big number of input samples in order to derive feature-specific probability distributions. In connection with brightness, a relationship between occurrence frequency of certain types of natural images and brightness perception has been proposed [31–33]. The main limitation of such models is that they require an enormous amount of data, and that visual illusions act much like an associative trigger or they are perceived according to humdrum Bayesian inference.

Conclusion

In conclusion, this study provides a proof of concept of a hypothetical information processing strategy for visual system, based on economizing edge representations. Our predictions are reliant on the self-structure of the visual input, but not on accumulated visual experience, spatial frequency representations, or predefined detectors. Our proposed mechanism does not exclude information processing principles like accumulating visual experience or spatial frequency representations, and should be considered as being complementary to these. Finally, future work should address the understanding of how the statistical structure of the context surrounding a target patch influences its appearance. We also plan to study how different noise structures (as...
narrow-band, oriented, or correlated) influences the predictions of our model. Our predictive coding hypothesis should be compatible with all levels of information processing. This means that redundancy reduction likely might apply to higher-order patterns and shapes that form the primitives for object recognition.

Supporting information

S1 Appendix. Gabor filters. Mathematically, our set of Gabor filters is parameterized as:

\[
g(x, y, \sigma_x, \sigma_y, \lambda, \rho) = e^{-\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right)} \cos \left( \frac{2\pi x}{\lambda} + \rho \right)
\]  

(7)

\(\rho\) is the phase, the parameters \((x, y)\) are the spatial coordinates; \(\sigma_x\) and \(\sigma_y\) are the standard deviation along \(x\) and \(y\), respectively; \(\lambda\) indicates the wavelength; and \(\theta\) the orientation. We used \(\lambda \in \{4, 8\}\), eight orientations \(\theta \in \{0, \frac{\pi}{4}, \frac{\pi}{2}, \ldots, 2\pi\}\), and Gabor filters with even and odd symmetry \(\rho \in \{0, \frac{\pi}{2}\}\). The standard deviations \(\sigma_x\) and \(\sigma_y\) depend on the wavelength and bandwidth \(bw = 2\) as

\[
\sigma_x = \frac{\lambda}{\pi} \sqrt{\log(2) \left( \frac{\log(2)}{2bw+1} \right)^2 - \frac{1}{4bw^2}} \\
\sigma_y = \sigma_x \frac{\pi}{2\sqrt{2}}.
\]

The ON and OFF sub-fields of a Gabor filter \(g\) are normalized independently via:

\[
g = \left( \frac{g_{ON}}{\|g_{ON}\|} + (1 - \alpha) \frac{g_{OFF}}{\|g_{OFF}\|} \right)
\]  

(8)

where \(\| \|\) indicates Frobenius norm, and indicate \(g_{ON}\) and \(g_{OFF}\) region, respectively, of filter \(g\). The parameter allows to control the sensitivity to luminance and is fixed at 0.1 (note that for \(\alpha = 0\) the neuron would not respond to homogeneous regions of luminance).

S2 Appendix. Energy Map. Firstly, the complex cells were computed directly from the activity of the contrast-channel using the local energy model [42, 43, 51, 52] defined as:

\[
C_g(x, y) = R_{g,\text{odd}}(x, y)^2 + R_{g,\text{even}}(x, y)^2
\]

(9)

where \(R_{g,\text{odd}}\) and \(R_{g,\text{even}}\) indicates a pair of Gabor filters with identical orientation and spatial frequency, but different phase \((R_{g,\text{even}}\) with \(\rho = 0\), and \(R_{g,\text{odd}}\) with \(\rho = \pi/2\)).

Finally, the local energy map \(E\) was computed as:

\[
E(x, y) = \sqrt{\sum_g C_g(x, y)}
\]  

(10)

S3 Appendix Dynamic filtering with zero-phase whitening (ZCA). Initially, we sub-sampled the energy map \(E\) to half of its original size:

\[
E_2(x, y) = \frac{E(x, y) + E(x + 1, y) + E(x, y + 1) + E(x + 1, y + 1)}{4}
\]

(11)

where \(x, y \in \{1, 3, 5, \ldots n - 1\}\) are spatial indices. Because ZCA decorrelates intensity variations at the pixel level, the two-fold reduction in spatial scale has three advantages. First, the computational cost of ZCA is reduced. Second, the sensitivity to...
high spatial frequencies (and thus noise) is reduced. Third, because the edges on the energy map typically span more than one pixel in width, the scale reduction retained the intensity variations between different edges, while in turn reduced intensity variation along the edges. This led to less variable and thus improved contour map, what in turn facilitates the decorrelation between edges when applying the ZCA method.

Next, a set of 10000 patches of size $17 \times 17$ pixels was extracted randomly from the sub-sampled energy map $E_2$. To be computationally tractable the set was normalized (extracting the mean and dividing by deviation) and cast into a matrix $X$ of dimension $17^2 \times 10000$ such that the columns of the matrix represents each patch.

The zero-phase whitening (ZCA) transformation [55] consists in finding a symmetrical matrix $W$ of dimension $17^2 \times 17^2$ such that - after applying it to $X$ - the spatial correlations between the patches are eliminated (i.e., the covariance matrix after transformation is equal to the identity matrix). Then, the columns of $W$ form a base in which the patches are decorrelated. Because $W$ is symmetric, the columns of $W$ are identical up to cyclic change in rows (i.e., the columns of $W$ are only differ by shifting their values cyclically). This property permits to select any column of $W$, center it, and reshape it to build the kernel for the dynamic filter (see further down). In order to compute $W$ we can solve the linear equation:

$$\text{cov}(WX) = I$$

where $I$ represents the identity matrix and cov indicates the covariance matrix. Due to $W$ being symmetrical (i.e., $W^T = W$), manipulating linear algebra operations, the last equation can be solved by

$$W = (X^TX)^{-1/2} = \Sigma^{-1/2}$$

where $\Sigma = \text{cov}(X)$ (i.e., represents the covariance matrix of $X$).

However, Eq 13 is very sensitive to high frequencies and isolated points (usually noise). This issue can be alleviated by introducing a regularization parameter and / or compression. We thus express the covariance matrix $\Sigma$ by singular value decomposition $\Sigma = USV^T$ (using Matlab’s svd function) and add a regularization parameter according to $\Sigma = U(S + \epsilon I)V^T$, where $\epsilon$ was set to $0.01 \times \max(S)$ and $I$ is the identity matrix, and $S$ is the matrix with singular values along its diagonal. In addition we reduce the dimension of the singular matrix $S$ such that only the highest 50 singular values were kept and the remaining values were set to zero. The compressed matrix is $\tilde{S}$, and we have

$$W = U(\tilde{S} + \epsilon I)^{-1/2}V^T$$

By imposing symmetry ($V$ is substituted by $U$) we arrive at

$$W = U(\tilde{S} + \epsilon I)^{-1/2}U^T$$

We define the dynamic filter $F$ as the column of $W$ with index $\frac{17^2+1}{2}$ what corresponds to the centered column relative to the patches. The dynamic filter is extended (using Matlab’s imresize) and reshaped (using Matlab’s reshape) into a 2-dimensional matrix with size $(2 \times 17 - 1) \times (2 \times 17 - 1)$. Finally, the filter was normalized as $F(x,y) := \frac{F(x,y)}{\sum_{x,y} |F(x,y)|}$ to be computationally tractable.
S4 Appendix Solving Eq 5.

The following gradient descent method served to compute the minima of the objective function $E(z)$ of Eq 5. The iterative method is formulated as:

$$z_{k+1} = z_k - \eta \nabla_E(z)$$  \hfill (16)

where $\eta = 0.1$ is a learning parameter. Because the objective function involves a norm and a linear operator (convolution), we computed the gradient $\nabla_E$, indirectly, by using the definition of the directional derivative as:

$$D_v E(z) = \lim_{\epsilon \to 0} \frac{E(z + \epsilon v) - E(z)}{\epsilon}$$

$$= \lim_{\epsilon \to 0} \sum_g \frac{\| R_g^* - g * (z + \epsilon v) \|^2 + \mu \| \nabla^2 (z + \epsilon v) \|^2 - \sum_g \| R_g^* - g * z \|^2 - \mu \| \nabla^2 z \|^2}{\epsilon}$$

$$= \lim_{\epsilon \to 0} \frac{\sum_g (R_g^* - g * (z + \epsilon v), R_g^* - g * (z + \epsilon v)) + \mu (\nabla^2 (z + \epsilon v), \nabla^2 (z + \epsilon v))}{\epsilon}$$

$$- \sum_g (R_g^* - g * z, R_g^* - g * z) + \mu (\nabla^2 z, \nabla^2 z)$$

with the scalar product $(x, x) = \| x \|^2$. A straightforward manipulation of the scalar products and applying the limit we obtain:

$$= \sum_g -2 (R_g^* , g * v) + 2 (g * z , g * v) + 2 \mu (\nabla^2 z, \nabla^2 v)$$

Now, isolating the directional vector $v$ in the scalar product

$$= \sum_g -2 (g^* R_g, v) + 2 (g^* g * z, v) + 2 \mu (\nabla^2 z, \nabla^2 v)$$

where filters with a bar indicate the corresponding complex adjoint. In particular, it holds:

$$\nabla^2 = \nabla^2$$

whereas taking the adjoint of Gabor filter $g$ correspond to the same Gabor filters (as defined above in S1 Appendix) but with opposite sign in the phase parameter i.e., $\rho \in \{0, \frac{\pi}{2}\}$. Finally using the the identity $D_v E(z) = (\nabla_E(z), v)$ for the directional derivative, we obtain:

$$\nabla E(z) = \sum_g -2 (g^* R_g, v) + 2 (g^* g * z, v) + 2 \mu (\nabla^2 \nabla^2 z, v)$$
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