Digital Twins of Urban Air Quality: Opportunities and Challenges
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The increasing amount of data collected about the environment brings tremendous potential to create digital systems that can predict the impact of intended and unintended changes. With growing interest in the construction of Digital Twins across multiple sectors, combined with rapid changes to where we spend our time and the nature of pollutants we are exposed to, we find ourselves at a crossroads of opportunity with regards to air quality mitigation in cities. With this in mind, we briefly discuss the interplay between available data and state of the science on air quality, infrastructure needs and areas of opportunities that should drive subsequent planning of the digital twin ecosystem and associated components. Data driven modeling and digital twins are promoted as the most efficient route to decision making in an evolving atmosphere. However, following the diverse data streams on which these frameworks are built, they must be supported by a diverse community. This is an opportunity to build a collaborative space to facilitate closer working between instrument manufacturers, data scientists, atmospheric scientists, and user groups including but not limited to regional and national policy makers.
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1. INTRODUCTION

Air pollution is a major cause of death and disease and has been identified as the significant public health concern across Europe (Manisalidis et al., 2020; Khomenko et al., 2021). In many UK cities, exceedances of NO2 above EU thresholds are observed and PM2.5 levels frequently exceed the new 5 µg/m3 annual level set by the World Health Organisation (WHO, 2021). As interventions such as clean air zones are rolled out, the nature of pollution will inevitably change. An important class of pollutants, Volatile Organic Compounds (VOCs) have traditionally been thought of as arising from sources such as industry, fuel evaporation and road traffic. Whilst these sources have diminished considerably, a vast range of different VOCs are now emitted from a range of new sources (Lewis, 2018; McDonald et al., 2018). These are challenging to identify and characterize and we have yet to fully understand their contribution to toxicity, ozone and particle formation. There is considerable evidence that bio-aerosol such as pollen, bacteria, other allergens and air pollution combine to exacerbate human responses (Plaas and Paerl, 2021). The challenges facing local authorities charged with delivering air quality solutions are substantial; the sources and distribution of air pollution vary from city to city and the solutions will often need to be designed to fit specific local contexts.
The increasing amount of data collected about the environment brings tremendous potential for the creation of replicate digital systems that can be used to predict the intended or unintended impacts and consequences of specific policies and the way we conduct our lives. A Digital Twin is a virtual counterpart of a given system. In an operational setting, a Digital Twin would use near to real-time data to provide a snapshot of how the system is responding to multiple stressors. This can be used to assess how the system may respond to changes in future conditions (Fuller et al., 2020; Jones et al., 2020; Rasheed et al., 2020; Bauer et al., 2021).

As cities move to become more sustainable, the integration and use of this corpus of data in predictive computational models is important. The desirable target would be for these digital tools to inform the decision-making process of the relevant administrative bodies, leading to policies that enhance the physical and mental health of the population and improve environmental outcomes. However, this relies on a set of “digital tools” that can facilitate the delivery of relevant information from specialist scientific systems to policy makers, who must consider multiple trade-offs and have less specialist knowledge.

With the boom in smart city projects and distributed networks of sensors, online dashboards have emerged as a method of providing information in a way that can be consumed by non-specialists. Whilst this gives a near to real time picture of the environment, the onus is still on users to understand and integrate this data into their decision-making systems in order to make it useful. Such solutions have been widely criticized for failing to adequately reflect local conditions, being imposed in a one-size-fits-all fashion, and concealing important questions about its provenance and presentation (Marvin et al., 2015). Digital Twinning ecosystems need to avoid these pitfalls by being scientifically robust and co-created with users, as espoused by the Gemini Principles published by the Centre for Digital Built Britain in December 2018 (Bolton et al., 2008).

The scientific community has developed several modeling platforms that aim to simulate the emission, advection and evolution of pollutants in the atmosphere. Based on the known chemical and physical processes that dictate the abundance of specific compounds in the atmosphere and their effect on the environment and human health, these tools have proven to be essential in quantifying the impact of policy adoption (Kukkonen et al., 2012; Thunis et al., 2016; Viaene et al., 2016). However, with an increasing demand for higher spatial resolution and the inclusion/integration of more processes known (or deemed) to impact atmospheric composition, the traditional approach to air quality modeling is likely to have a limited lifespan. Data driven techniques have the potential to project near to medium term forecasts based on streams of data generated by urban monitoring networks. Given the complex nature of pollutant emission and dispersion, a better understanding of how different factors may affect air quality may be provided by implementing a Digital Twin of urban air. What happens if a planned traffic intervention leads to increase traffic through another neighborhood? Can we integrate transport data and personal mobility data into a near real-time model of personal exposure for population exposure estimates? These are the sorts of questions that could be answered by utilizing different “flavors” of Digital Twins but which might otherwise have been difficult to answer using traditional models based on first principles. Indeed, it is important to note that the ecosystem of Digital Twins of urban air will likely cover multiple scales and solutions driven by diverse user needs, from hyper localized frameworks of an indoor office to twins of regional centers. Figure 1 attempts to provide a visual schematic of how data generated from physical assets are connected through a range of digital infrastructures to build a Digital Twin. In this case, an integrated network of sensors (e.g., environment and mobility) provide the data on which air quality and personal exposure forecasting techniques can predict and adapt to change. These predictions could include identifying periods of health risk to sensitive cohorts of the population. Combined with various analytics, the Digital Twin would allow a playback of multiple scenarios whilst also providing a platform for simulating the potential impacts of various interventions before implementation in the real-world. For example, a playback scenario in the urban air quality domain could be revisiting historical data streams and implementing a hypothetical set of changes in planning to ascertain whether increases in personal
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exposure could have been avoided. This may include assessing whether specific road closures forced traffic to move into busy residential areas and increase levels of pollution for residents there. Conversely, supporting regional and local data streams may reveal through historical playbacks that conditions beyond the control of local interventions dictated levels over specific periods. This rather simple schematic is distinctly different from running a pollutant dispersion model on a high performance computing cluster based on prescribed gridded emissions. The Digital Twin ingests near to real-time data from a range of disparate sources from across a city, providing an end-to-end decision system that captures local dependencies.

With the increased accessibility of powerful edge computing devices (Shi et al., 2016; Sittón-Candanedo et al., 2019), the landscape of computing provision is changing. The traditional notion that only a small subset of researchers can develop and apply computational models of our atmosphere is also fading. The environment we wish to simulate is also changing. Urban regeneration, increased home-working, traffic interventions and decarbonization of the transport sector all alter the mixture of pollutants we are exposed to and where we spend our time. All these factors point toward a paradigm change in the way air quality modeling should be carried out.

We do not formulate a proposed technological architecture of a Digital Twin here. Rather, we briefly discuss the interplay between available data and state of the science, infrastructure needs and areas of opportunities that should inform—and arguably drive—subsequent planning of the Digital Twin ecosystem and associated components.

2. DATA DRIVEN CHALLENGES

The Digital Twin ecosystem will rely on data that captures the evolving composition of the atmosphere. The usefulness of this data, and thus of any digital twin, is informed by the evolving state of the underlying science.

Instrumentation to measure the composition and abundance of air pollution and infer its health effects has developed considerably. National ground-based networks, research supersites, satellite data, model outputs, health data, emissions databases and a rich source of urban data and population activity data are now available with varying velocity and veracity. However, there is a disconnect between information provided by the established distributed sensor networks and lower cost instrumentation used for research. The range of available low-cost air quality sensor technologies is constantly evolving, with price entry points in some cases less than £100. Using this technology appropriately comes with a number of challenges, however, including: calibration and bias correction; maintaining long term operational reliability; and optimizing network structure whilst quantifying the relevant uncertainties and biases. In many cases, biases and uncertainties are too large and, as such, their utility as data streams for networks and thus Digital Twins is significantly reduced at present. Importantly, quantifying their scientific value is ongoing.

The last decade has seen significant advances in our understanding of how poor air quality affects human health. We need to link emissions and pollution loadings to health impacts on the population via a consideration of the way people and pollution interact across an urban environment. To date, inventories have been coupled to models that carry the detailed chemistry and physics capturing the distribution of air pollution at the time and space scales of interest. These vary from the street canyon to the urban and regional scales. Current models that predict concentrations of PM<sub>2.5</sub>, NO<sub>x</sub> and O<sub>3</sub> are often computationally expensive and cannot readily be directly coupled to models of activity across a city. Hence exposure studies have, to date, largely coupled behaviour models to air quality scenarios in an offline way. However, observations of individuals’ pathways through the urban landscape (and hence their personal exposure) can be used to test predictive capability. This provides a clear opportunity for Digital Twins.

3. INFRASTRUCTURAL NEEDS

Whilst the natural focus of a Digital Twin of urban air is on the development and application of machine learning (ML) and statistical tools, the underlying digital infrastructure also plays a crucial role in enabling data harvesting, calibration, standardization, security and information governance. All these elements, which sit primarily within the domain of data engineering, ensure that this digital ecosystem is built in compliance with requirements of trust, data privacy and data sustainability.

- Meta-data standards: These are of paramount importance. The development of pipelines for the collection and provision of data should put particular emphasis on adopting data structures able to expose and contextualize data coming from different sources in a unified fashion. There are de facto standards to represent sensor-generated data and the underlying assets/devices, such as the “Semantic Sensor Network Ontology (SSN)” (Compton et al., 2012). Adhering to established web ontologies can help navigation of available data catalogs and generate consensus around data representation in the urban environment. As the data is represented and contextualized using the same standard, it can be exposed through a unified API.

- Labeled datasets: We now see the emergence of publicly available labeled datasets across multiple environmental domains for the purpose of developing AI based systems [e.g., ClimateNet (Prabhat et al., 2021)]. The term label is used here to relate a measured quantity to a specific type of event, for example the identification of compounds with varying toxicity, particulate types, or regional haze events. To the best of our knowledge, there are no such commonly held databases for generic air-quality purposes. For the purpose of instrument calibrations, whilst there are databases provided/held by instrument manufacturers, the status as pertains the relevance for key signatures to key pollutants/compounds or generic tracers remains unclear. For large scale air quality "events", we would require a database of identified atmospheric conditions
that lead to formation of significant levels of pollution to inform forecasting methodologies.

- Communications: Here we consider the need for fast and reliable communications between measurement nodes and decision systems and/or air quality visualizations. This also includes potential use in network calibration and assimilating large quantities of data for learning/refitting ML focused tools. 5G communications in particular have potential for underpinning distributed networks and assimilation of disparate data sources. There is evidence of development around “smart” network calibration of low-costs sensors using 5G technologies. The increased bandwidth also facilitates the integration of other data sources that can be useful in interpreting air-quality events and developing services around that, for example traffic data, energy use, and footfall.

4. AREAS OF OPPORTUNITY

Given the thematic challenges and infrastructural needs, there are several potential developments that would support a digital twinning ecosystem of urban air quality.

- Source and process identification at the edge: Measurement methods are now many orders of magnitude more sensitive, can often resolve thousands of individual molecules, and can retrieve information on pollution systems in multiple ways simultaneously (e.g., Vasquez, 2021). As a result, an increasing amount of data is now recovered. Much of the work in identifying source and process contributions to detected pollutant signatures (e.g., Organic Particulate matter source apportionment) relies on methodologies that have been used for 10 years or more. There is limited evidence of work beyond traditional unsupervised methods that require expert manual interpretation. There is even less evidence of the use of supervised learning methods for classification purposes, where existing classifications are taken from previous ambient or laboratory studies and used to interpret emerging data. With significant investment in high-grade instruments, edge computing could be used to exploit the wealth of information captured in an instrument response function and provide near real-time information to users on source types, potentially combining ancillary data from traffic flows or meteorological data.

- Hyper-Local-forecasting: Traditional chemical-transport models are expensive and can be slow to generate results. Hyper-local forecasting methods provide day-month forecasts of concentrations using historical and near to real time data combined with ancillary data (e.g., traffic). Once trained these methods provide a rapid and cost-effective deployment option for a range of stakeholders and could be integrated with the previous developments on source and process identification. There is a lack of evidence of scalability and/or applicability to varying urban topologies/background contributions and a gap in formulating methods that rely not only on atmospheric data, but also draw in other data products. This would be of particular use in the evaluation of urban designs and predicting the impacts of potential interventions.

- Replacement of traditional numerical methods and/or hybrid process level-ML air-quality models. Retaining the numerical basis of existing models of air quality, whilst increasing the physical/chemical complexity they represent, requires improvement in computational efficiency of the solution process. In some cases, there may be no existing theoretical, and thus numerical, framework for an end-end process (e.g., emission to health outcome). In other cases, the model complexity may be too great for initialization or compute constraints. Combining ML and process-based models would enable use of disparate data-like images and time series to build such frameworks whilst also including provenance of known physics/chemistry of the atmosphere. The next generation of earth system models are likely going to merge machine learning and traditional process driven models and exploit growing datasets of global observations (Reichstein et al., 2019). New programming languages now enable the development of combined ML and process models, where the ML component learns from the model environment. Moreover, a new generation of ML algorithms is emerging which can leverage a priori physical knowledge (e.g., Neural Ordinary Differential Equations). These hybrid “physics informed” approaches could improve trust in new predictive systems.

- Natural Language Processing [NLP] and social media analysis: A tool for detecting behaviour change and response to environmental stressors. Social media analysis tools have been used to assess citizen and knowledge responses to natural hazards. Air quality NLP studies have demonstrated the potential for extracting links between citizen observed conditions and changes in air-quality (e.g., Gurajala et al., 2019). Understanding the sentiment of social media posts could offer significant insights into better understanding citizen responses to interventions and, more broadly, response to changing conditions in a future climate/net-zero world.

- Visualization: Augmented (AR) and Virtual reality (VR) now sit within services used for engaging and informing citizens of the choices they make in the environment. Whilst delivery of air quality information exists through dashboards and web portals, AR services could also benefit from integration with rapid communications where delivery of real-time information on air-quality conditions could be streamed to edge devices, such as mobile phones, from a 5G network.

5. DISCUSSION

Air quality is complex, and is affected by a variety of interdependent factors. A significant evidence base is required to build accurate and trustworthy digital twins. However, with appropriate consideration of the required digital infrastructure, there are a number of opportunities that will ensure developments are driven by the evolving need for air quality amelioration, exploiting existing expertise in monitoring and modeling technologies.

Data driven modeling and Digital Twins may well be the most efficient route to decision making in an evolving atmosphere.
As we have discussed in this manuscript, a Digital Twin might ingest near to real-time data from a range of disparate sources from across a city, providing an end-to-end decision system that captures local dependencies that would otherwise be difficult to achieve using traditional numerical models. However, following the diverse data streams on which these frameworks are built, we must also ensure they are available to and supported by a diverse community. This is an opportunity to build a collaborative space to facilitate closer working between instrument manufacturers, data scientists, environmental scientists, and user groups including but not limited to regional and national policy makers.

Whether this takes the form of regional to national forums, centers of excellence, or national twinning programmes, diverse representation is key to ensuring digital twins have a sustainable future built on scientific evidence, efficient use of data, and trust.

We need a skilled workforce across national and local governments that is capable of co-designing, implementing and interrogating outputs and components of a digital twin to inform policy and local decision-making. It has been noted that the key barrier to UK implementation of data driven techniques for air quality policy is a digital skills shortage across the public sector (Department of Education, 2021). Developing Digital Twin ecosystems with data holders and users will drive the creation of data innovation roles, and provide a mechanism for upskilling current employees with improved digital skills. Doing so will ensure that Digital Twins reflect specific local contexts and needs, providing usable insights and securing legitimacy among key users.
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