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We present cosmological constraints from the analysis of two-point correlation functions between galaxy positions and galaxy lensing measured in Dark Energy Survey (DES) Year 3 data and measurements of cosmic microwave background (CMB) lensing from the South Pole Telescope (SPT) and Planck. When jointly analyzing the DES-only two-point functions and the DES cross-correlations with SPT-Planck CMB lensing, we find $\Omega_m = 0.344 \pm 0.030$ and $S_8 = \sigma_8(\Omega_m/0.3)^0.5 = 0.773 \pm 0.016$, assuming ΛCDM. When additionally combining with measurements of the CMB lensing autospectrum, we find $\Omega_m = 0.306 \pm 0.014$ and $S_8 = 0.792 \pm 0.012$. The high signal-to-noise of the CMB lensing cross-correlations enables several powerful consistency tests of these results, including comparisons with constraints derived from cross-correlations only, and comparisons designed to test the robustness of the galaxy lensing and clustering measurements from DES. Applying these tests to our measurements, we find no evidence of significant biases in the baseline cosmological constraints from the DES-only analyses or from the joint analyses with CMB lensing cross-correlations. However, the CMB lensing cross-correlations suggest possible problems with the correlation function
measurements using alternative lens galaxy samples, in particular the redMaGiC galaxies and high-redshift MAGLAM galaxies, consistent with the findings of previous studies. We use the CMB lensing cross-correlations to identify directions for further investigating these problems.

I. INTRODUCTION

The late-time large scale structure (LSS) of the Universe is sensitive to a variety of cosmological signals, ranging from the properties of dark energy and dark matter, to the masses of the neutrinos. Galaxy imaging surveys probe this structure using observations of both the positions of galaxies (which trace the LSS) and the shapes of galaxies (which are distorted by the gravitational lensing effects of the LSS). Several galaxy imaging surveys have used two-point correlations between these measurements to place constraints on cosmological models, including the Kilo Degree Survey (KiDS), the Hyper Suprime Cam Subaru Strategic Program (HiCS-SSP), and the Dark Energy Survey (DES) [e.g. 1–3]. DES has recently presented cosmological constraints from the joint analysis of the three two-point correlation functions (3×2pt) between measurements of these probes from the first three years (Y3) of DES data [4].

Surveys of the cosmic microwave background (CMB) are also able to probe the late-time LSS through the effects of gravitational lensing. Although CMB photons originate from the last scattering surface at redshift $z \sim 1100$, their paths are perturbed by structure at late times, including the same LSS measured by galaxy surveys. CMB lensing provides a highly complementary probe of structure to galaxy surveys, and cross-correlations between the two have several appealing features. For one, current galaxy imaging surveys (like DES) identify galaxies out to $z \sim 1$, but the galaxy lensing measurements with these surveys do not have significant sensitivity beyond $z \sim 0.75$. Without the high-redshift lensing information, cosmological constraints from galaxy surveys at $z \gtrsim 0.75$ are therefore significantly degraded. CMB lensing, however, reaches peak sensitivity at $z \sim 2$. Therefore, by cross-correlating galaxy surveys with CMB lensing measurements, it is possible to obtain high-precision measurements of the evolution of the matter distribution over a broader range of redshifts than by using galaxy surveys alone. Cross-correlations of galaxy surveys with CMB lensing measurements are also expected to be robust to certain types of systematic biases. Because the galaxy survey measurements are so different from the CMB lensing measurements (e.g., they use data measured by different telescopes at different wavelengths, and use different estimators for the lensing signal), biases in the galaxy surveys are unlikely to correlate with biases in CMB lensing, making two-point functions between the two especially robust. Finally, cross-survey correlations often have different parameter dependencies than correlations within a survey, offering the possibility of improved parameter constraints via degeneracy breaking in joint analyses.

The prospect of obtaining tighter and more robust cosmological constraints from the late-time matter distribution via cross-correlations is particularly timely given recent hints of tensions between some cosmological probes. In particular, recent observations of late-time structure from galaxy surveys tend to prefer lower values of $\sigma_8 \equiv \sigma_8 / \sqrt{\Omega_m / 0.3}$ than CMB surveys [5–9]. This tension could result from physics beyond the standard cosmological constant and cold dark matter model ($\Lambda$CDM), or it could result from systematic biases in the analyses. By cross-correlating galaxy surveys with CMB lensing, we obtain an independent handle on the late-time large scale structure measurements that can be used to investigate the origins of this possible tension [10–13]. Recent analyses have also suggested the possibility of systematic biases in galaxy survey measurements [14]. Because cross-correlations between galaxy surveys and CMB lensing are robust to many important sources of systematic error, they provide a powerful way to ensure that late-time measurements of structure are unbiased.

This work presents the joint cosmological analysis of two-point correlations between galaxy positions and galaxy lensing measured in DES data, and CMB lensing measurements from the South Pole Telescope [SPT, 15] and the Planck satellite [16]. As part of its 2008-2011 SPT-SZ survey, SPT obtained high-resolution and high-sensitivity maps of the CMB that partially overlap with the full DES footprint [17]. At somewhat lower sensitivity and resolution, Planck has obtained full-sky maps of the CMB that overlap completely with the DES footprint. Together, these CMB maps enable high signal-to-noise estimation of the CMB lensing signal across the entire DES footprint [17, 18], presenting an opportunity for cross-correlation studies.

From the measurements of galaxy positions (used to compute the galaxy overdensity, $\delta_g$), galaxy lensing ($\gamma$, or $\gamma_1$ for the tangential shear), and CMB lensing ($k_{\text{CMB}}$), it is possible to form six two-point functions: galaxy clustering ($\langle \delta_g \delta_g \rangle$), galaxy-galaxy lensing ($\langle \delta_g \gamma \rangle$), cosmic shear ($\langle \gamma \gamma \rangle$), galaxy density-CMB lensing cross-correlation ($\langle \delta_g k_{\text{CMB}} \rangle$), galaxy shear-CMB lensing cross-correlation ($\langle \gamma k_{\text{CMB}} \rangle$), and the CMB lensing auto-correlation ($\langle k_{\text{CMB}} k_{\text{CMB}} \rangle$). All six of the above will be considered here (hereafter, we refer to this combination as 6×2pt). The five two-point functions excluding the CMB lensing auto-correlation (referred to as 5×2pt) all probe structure below about $z \lesssim 1.25$, and are highly correlated. This combination, which we measure using DES, SPT and Planck data is the primary focus of this work. The CMB lensing auto-correlation measurements used in this analysis are derived from all-sky Planck data, and are minimally correlated with the 5×2pt measurements owing to their small (fractional) sky overlap and sensitivity to higher redshifts [18]. We therefore treat the
CMB lensing autocorrelation as an external probe, and combine it with 5×2pt at the likelihood level.

As highlighted above, one of the key reasons to consider cross-correlations of galaxy surveys with CMB lensing is to improve robustness to systematic uncertainties. We will therefore also analyze various subsets of the 6×2pt probes for the purposes of testing robustness and exploring sensitivity to possible systematic errors. Of particular interest for these tests is the unexpected discovery in DES Y3 data of discrepancies in the galaxy bias values preferred by the clustering and lensing measurements. The DES Y3 analysis considered two galaxy samples for the purposes of measuring g_y: MAGLIM and REDMAGIC. The MAGLIM galaxies at z ≤ 0.8 were used for the baseline cosmological results presented in [4]. Surprisingly, the galaxy bias values inferred for REDMAGIC galaxies from their clustering were found to be roughly 10% lower than the bias values inferred from lensing [19], with this discrepancy increasing for the highest-redshift galaxies. There is no known physical explanation for this discrepancy, but tests in [19] suggest that it may be connected to observational systematics imparting additional clustering power. MAGLIM galaxies at high redshift (z ≥ 0.8) also showed a discrepancy between clustering and lensing [20]. Further investigating these discrepancies is one of the main goals of the present analysis.

The analysis presented here makes several significant improvements relative to previous cross-correlation analyses between DES and SPT/Planck measurements of CMB lensing [21–27]. First, the DES data have significantly expanded in going from Y1 observations to Y3, covering roughly a factor of three larger area. Second, the CMB lensing maps from SPT/Planck have been remade with several improvements (described in more detail in [18]). Foremost among these is that we have used the CMB lensing estimator from [28] to reduce contamination in the lensing maps from the thermal Sunyaev-Zel’dovich (tSZ) effect. This contamination was the dominant source of systematic uncertainty for the analysis of [27], and required us to remove a significant fraction of the small-scale measurements from our analysis to ensure that our results were unbiased. As a result, the total signal-to-noise of the CMB lensing cross-correlations was significantly reduced. Using a CMB lensing map that is immune to contamination from the tSZ effect allows us to extract signal from a wider range of angular scales and hence improve our signal-to-noise ratio. Finally, we have also implemented several improvements to the modeling of the correlation functions, which are described in more detail in [19].

The analysis presented here is the last in a series of three papers: In [18, hereafter PAPER I] we described the construction of the combined, tSZ-cleaned SPT+Planck CMB lensing map and the methodology of the cosmological analysis. In [12, hereafter PAPER II], we presented the measurements of the cross-correlation probes ⟨δ, nCMB⟩ + ⟨θ, nCMB⟩, a series of diagnostic tests of the measurements, and cosmological constraints from this cross-correlation combination. In this paper (PAPER III), we present the joint cosmological constraints from all the 6×2pt probes, and tests of consistency between various combinations of two-point functions.

The plan of the paper is as follows. In §II we describe the data sets from DES, SPT and Planck that we use in this analysis, and in §III we provide an abridged summary of our model for the correlation function measurements. In §IV, we present cosmological constraints from the joint analysis of cross-correlations between DES and CMB lensing measurements from SPT and Planck, and discuss several tests of the robustness of these constraints enabled by the cross-correlation measurements. We conclude in §V.

II. DATA FROM DES, SPT AND PLANCK

DES [29] is a photometric survey in five broadband filters (grizY), with a footprint of nearly 5000 deg² of the southern sky, imaging hundreds of millions of galaxies. It employs the 570-megapixel Dark Energy Camera [DECam, 30] on the Cerro Tololo Inter-American Observatory (CTIO) 4m Blanco telescope in Chile. We use data from the first three years (Y3) of DES observations. The foundation of the various DES Y3 data products is the Y3 Gold catalog described in [31], which achieves a depth of S/N~10 for extended objects up to i~23.0 over an unmasked area of 4143 deg². In this work, we consider two types of galaxy samples: lens galaxies that are used as biased tracers of the underlying density field, and source galaxies which are used to measure the shape-distorting effects of gravitational lensing. We use the same galaxy samples as in the DES 3×2pt analysis [4]. That is, the lens galaxies are taken from the four-redshift bin MAGLIM sample described in [32], and the source galaxy shapes are taken from the four-redshift bin META CALIBRATION sample described in [33]. We will additionally consider lens galaxies from the REDMAGIC sample described in [19]. In particular, we will investigate the potential systematic biases that led to that sample not being used as the baseline cosmology sample in [4]. The redshift distributions for the MAGLIM, REDMAGIC, META CALIBRATION samples are shown in Fig. 1.

As mentioned above, we use two CMB lensing maps in this work: one covering the SPT-SZ footprint that uses data from SPT-SZ and Planck (with an overlapping area of ~1800 deg²), and a second that covers the northern part of the DES survey that uses only Planck data (with an overlapping area of ~2200 deg²). Together, these two CMB lensing maps cover the full DES Y3 survey region. Since the noise levels and beam sizes of SPT-SZ and Planck are different, the resulting CMB lensing maps must be treated separately in our analysis. In PAPER II we tested the consistency between the cosmological constraints from these two patches, finding good agreement.
FIG. 1. Redshift distributions of the galaxy samples considered in this work. The MagLim (top panel) and RedMaGiC (second from top) lens galaxy samples are used to measure the galaxy overdensity, while the Metacalibration (third from top) source galaxy samples are used to measure weak lensing. Our main cosmological results use only the first four bins of the MagLim sample (solid lines). We perform tests with alternate samples (dashed lines) for exploratory and diagnostic purposes. In the bottom panel we show the lensing kernels (Eq. 3) corresponding to the source galaxies (blue). The grey band in every panel represents the CMB lensing kernel (Eq. 4).

III. MODELING AND MEASUREMENTS

The theoretical framework we use in this analysis is laid out in Paper I and [34]. The full 6×2pt data vector consists of six two-point functions. Since there is little correlation between 5×2pt and the CMB lensing autocorrelation measurements from Planck, we combine the corresponding constraints at the likelihood level; this approximation is validated in Paper I.

We fit the 6×2pt data to two different cosmological models: a spatially flat, cosmological constant and cold dark matter model, and a cosmological model where the equation of state parameter of dark energy, w, is additionally allowed to vary. Following the DES convention, we will refer to these models as ΛCDM and wCDM; note, though, that we allow the sum of the neutrino masses to vary in both of these analyses.

The modeling of the 5×2pt correlations begins with the auto and cross-power spectrum of the three fields (δg, γ, κCMB). For the correlation functions other than galaxy clustering, we use the Limber approximation [35]:

\[ C^{XY}(\ell) = \int d\chi \frac{q^X(\chi)q^Y(\chi)}{\chi^2} P_{NL} \left( \frac{\ell + 1/2}{\chi}, z(\chi) \right), \]

where \( X, Y \in \{ \delta g, \gamma, \kappa_{CMB} \} \), \( i, j \) labels the redshift bin, \( P_{NL}(k, z) \) is the non-linear matter power spectrum, which we compute using CAMB and HALOFIT [36, 37], \( \chi \) is the comoving distance from the observer, and \( z(\chi) \) is the redshift corresponding to \( \chi \). The weighting functions, \( q(\chi) \), describe how the different probes respond to large scale structure at different distances, and are given by

\[ q^X_{\delta}(\chi) = b_i^X(k, z(\chi)) n^i_{\delta}(z(\chi)) \frac{dz}{d\chi}, \]

\[ q^X_{\gamma}(\chi) = \frac{3H_0^2\Omega_m}{2c^2} \frac{\chi}{a(\chi)} \int^{\chi_n} d\chi' n^i_{\gamma}(z(\chi')) \frac{dz}{d\chi'} \frac{\chi' - \chi}{\chi'} , \]

\[ q^X_{CMB}(\chi) = \frac{3H_0^2\Omega_m}{2c^2} \frac{\chi}{a(\chi)} \frac{\chi^* - \chi}{\chi^*} , \]

where \( H_0 \) and \( \Omega_m \) are the Hubble constant and matter density parameters, respectively, \( a(\chi) \) is the scale factor corresponding to comoving distance \( \chi \), \( b_i^X(k, z) \) is galaxy bias as a function of scale \( k \) and redshift, \( n^i_{\delta, \gamma}(z) \) are the normalized redshift distributions of the lens/source galaxies in bin \( i \). \( \chi^* \) denotes the comoving distance to the CMB last scattering surface. The model for galaxy clustering is computed without using the Limber approximation, as described in [34]. The angular-space correlation functions are then computed from the auto- and cross-spectra as described in [18, 34].

In addition to the basic modeling, described above, we also consider several other physical and observational effects. We list these below but refer the readers to Paper I and [34] for details.

- **Galaxy bias**: Our baseline model assumes linear galaxy bias, but we also explore the potential improvement from using a nonlinear galaxy bias model and including smaller angular scales in our analysis, as described in [19] and Paper I.

- **Intrinsic alignments (IA)**: We use the Tidal Alignment and Tidal Torquing (TATT, 38) model to describe the effect of galaxy intrinsic alignments. We consider an alternate IA model in Appendix C.

- **Lens magnification**: Gravitational lensing by foreground mass changes the observed projected number density of lens galaxies as a result of geometric dilution and modulation of galaxy flux and size. We model this effect based on measurements in simulations as described in [34, 39].
- **Redshift uncertainties:** There are uncertainties associated with the estimation of the redshift distributions of the lens and the source sample, which we model as described in [40–42]. In [43], an alternate approach to marginalizing over uncertainties in the redshift distributions was also considered, which we explore in Appendix C.

- **Shear calibration uncertainties:** We include a prescription for uncertainties in shear calibration as described in [4]. We estimate uncertainties in the shear measurements using realistic image simulations as described in [44].

- **CMB map filtering:** In order to suppress very small-scale noise in the CMB lensing cross-correlations, we apply filtering to the CMB lensing maps. This filtering is included in the model as described in PAPER I.

- **Point mass marginalization:** The correlation functions at small scales are impacted by baryonic effects that are challenging to model, such as galaxy formation. This is particularly problematic for \( \langle \delta \kappa \gamma \rangle \); changes in e.g. the masses of the lens galaxies at very small scales can impact the large-scale \( \langle \delta \kappa \gamma \rangle \) because tangential shear is a non-local quantity. To reduce sensitivity of our analysis to small-scale effects in \( \langle \delta \kappa \gamma \rangle \), we therefore adopt the point mass marginalization approach of [45], which involves modifying the covariance matrix of \( \langle \delta \kappa \gamma \rangle \).

We measure the two-point angular correlation functions of the data using the fast tree-based algorithm TREECORR [46] as described in [12, 47–50]. The shear measurements define a spin-2 field on the sky, and there are several ways of decomposing this field for the purposes of measuring two-point functions. For measuring \( \langle \gamma \gamma \rangle \), we use the \( \xi_+ \) and \( \xi_- \) decomposition, while for measuring \( \langle \delta \kappa \gamma \rangle \), we consider the correlation only with tangential shear, \( \gamma \) [51]. The covariance matrix associated with these measurements is constructed by combining an analytical halo model covariance, analytical lognormal covariance, and empirical noise estimation from simulations [18, 52].

For the final parameter inference, we assume a Gaussian likelihood.\(^1\) The priors imposed on the model parameters are shown in Table II in Appendix A. The modeling and likelihood framework is built within the COSMOSIS package [54]. We generate parameter samples using the nested sampler POLYCHORD [55].

Due to uncertainties in the modeling of the correlation functions on small scales (e.g., nonlinear galaxy bias and baryonic effects on the matter power spectrum), in our likelihood analysis we remove the small-scale measurements that could potentially bias our cosmological constraints. The procedure of determining these “scale cuts” is described in [34] and PAPER I. Note that the choice of angular scales used in the analysis varies somewhat depending on whether we assume a linear or nonlinear galaxy bias model. We focus on the results with linear bias, but consider the results from the nonlinear bias analysis in Appendix B.

In each of the cosmological analyses performed in this work, we include a separate likelihood constructed using a set of ratios of galaxy-galaxy lensing measurements on small scales [56]. These lensing ratios are found to primarily constrain parameters describing the intrinsic alignment model and redshift biases, and are effectively independent of the \(5\times2pt\) data vector.

We utilize two different statistical metrics to assess the consistency of the DES and CMB-lensing cross-correlation measurements, both internally (i.e. between the different two point functions that we measure) and with other cosmological probes. To assess internal consistency, we primarily rely on the posterior predictive distribution (PPD) methods described in [57]. For these assessments, we will quote \( p \)-values, with \( p < 0.01 \) taken as significant evidence of inconsistency. To assess external consistency, we rely on the parameter difference methods developed in [58]. For this metric, we will quote differences between parameter constraints in terms of effective \( \sigma \) values, corresponding to the probability values obtained from the non-Gaussian parameter difference metric. When computing the goodness of fit of our measurements to a particular model, we again rely on the PPD methodology, as discussed in [57]. In this case, the associated \( p \)-values can be thought of as a generalization of the classical \( p \)-value computed from the \( \chi^2 \) statistic that correctly marginalizes over parameter uncertainty.

### IV. COSMOLOGICAL CONSTRAINTS

#### A. Baseline cosmological constraints

1. **\( \Lambda \)CDM**

We first present constraints on \( \Lambda \)CDM from the joint analysis of two-point functions involving DES galaxy position and lensing measurements, and measurements of CMB lensing from SPT and Planck. Following [4], all of the results in this subsection use the four redshift bin MAGLIM lens galaxy sample.

Fig. 2 shows how the constraints from the CMB lensing cross-correlations \( \langle \delta \kappa \kappa \rangle_{\text{CMB}} + \langle \gamma \kappa \rangle_{\text{CMB}} \) compare to those from \(3\times2pt\). The resulting 68% credible intervals on \( \sigma_8 \), \( S_8 \), and \( \Omega_m \) computed from the marginalized \(3\times2pt\) and \( \langle \delta \kappa \kappa \rangle_{\text{CMB}} + \langle \gamma \kappa \rangle_{\text{CMB}} \) posteriors are summarized in Table I. In the same table, we list the goodness of fit \( p \)-values for \(3\times2pt\) and \( \langle \delta \kappa \kappa \rangle_{\text{CMB}} + \langle \gamma \kappa \rangle_{\text{CMB}} \), computed using the PPD formalism. As noted in [4], the goodness

---

\(^1\) See e.g. [53] for tests of the validity of this assumption in the context of cosmic shear, which would also apply here.
| Probe | \( \sigma_8 \) | \( \Omega_m \) | \( S_8 \) | GoF p-value | Comments |
|-------|-------------|-----------|-----------|-------------|---------|
| \( \delta_{\kappa_{\text{CMB}}} + \langle \gamma_{\text{CMB}} \rangle \) | \( \delta_{\kappa_{\text{CMB}}} + \langle \gamma_{\text{CMB}} \rangle \) | \( \delta_{\kappa_{\text{CMB}}} + \langle \gamma_{\text{CMB}} \rangle \) | \( \langle \gamma_{\text{CMB}} \rangle \) | \( \delta_{\kappa_{\text{CMB}}} + \langle \gamma_{\text{CMB}} \rangle \) | \( \delta_{\kappa_{\text{CMB}}} + \langle \gamma_{\text{CMB}} \rangle \) |
| 5\times2pt | 0.733 \( \pm 0.019 \) | 0.339 \( \pm 0.007 \) | 0.776 \( \pm 0.017 \) | 0.023 | CMB lensing cross-correlations, PAPER II |
| 6\times2pt | 0.78 \( \pm 0.07 \) | 0.27 \( \pm 0.05 \) | 0.74 \( \pm 0.03 \) | 0.050 | All cross-correlations, §IV B 2 |
| 5\times2pt | 0.78 \( \pm 0.07 \) | 0.27 \( \pm 0.05 \) | 0.74 \( \pm 0.03 \) | 0.050 | All cross-correlations, §IV B 2 |
| 6\times2pt | 0.78 \( \pm 0.07 \) | 0.27 \( \pm 0.05 \) | 0.74 \( \pm 0.03 \) | 0.050 | All cross-correlations, §IV B 2 |

TABLE 1. \( \Lambda \)CDM constraints on \( \Omega_m \), \( \sigma_8 \) and \( S_8 \equiv \sigma_8(\Omega_m/0.3)^{0.5} \) using different subsets of the 6\times2pt two-point functions. The p-values correspond to the goodness of fit, as calculated using the PPD methodology. All results here use 4-bin MagLim lens sample and linear galaxy bias. For the 6\times2pt combination, we do not quote a goodness of fit because the CMB lensing autospectrum is treated as an external probe. Rather, we use the parameter difference metric to assess tension between 5\times2pt and \( \langle \kappa_{\text{CMB}}, \gamma_{\text{CMB}} \rangle \) (see §III).

of fit for 3\times2pt alone is not particularly high, but is still above our threshold of \( p = 0.01 \). The goodness of fit for \( \langle \delta_{\kappa_{\text{CMB}}} + \langle \gamma_{\text{CMB}} \rangle \) is acceptable, as described in [12]. While the cross-correlations prefer somewhat lower \( \Omega_m \) and higher \( \sigma_8 \), they are statistically consistent with 3\times2pt. Using the PPD formalism, we find \( p = 0.347 \) when comparing the two data subsets, indicating acceptable consistency. We are therefore justified in combining the constraints to form 5\times2pt, shown with the teal contours in the figure.

Given the weaker constraining power of \( \langle \delta_{\kappa_{\text{CMB}}} + \langle \gamma_{\text{CMB}} \rangle \) relative to 3\times2pt, the 5\times2pt constraints are not much tighter than the 3\times2pt constraints: we find an improvement of roughly 10% in the precision of the marginalized constraints on \( \Omega_m \) and \( S_8 \) (see Table I). The goodness of fit for the full 5\times2pt data vector is \( p = 0.062 \), indicating an acceptable fit.

In Fig. 3 we compare the constraints from 5\times2pt with those from the CMB lensing autospectrum \( \langle \kappa_{\text{CMB}}, \gamma_{\text{CMB}} \rangle \). Owing to the high redshift of the CMB source plane, the CMB lensing-only contour has a different degeneracy direction than 5\times2pt, resulting in a weaker constraint when projecting to the \( \Omega_m \) direction, but a comparable constraint in the \( \sigma_8 \) direction. While the CMB lensing autospectrum prefers somewhat higher \( \sigma_8 \) than 5\times2pt, the constraints are generally consistent. Because the CMB lensing autospectrum measurements are treated as an independent probe, we quantify the tension between these measurements and 5\times2pt using the parameter shift metric, finding a difference of 0.8\( \sigma \), indicating no evidence of significant tension. We therefore combine the two to generate constraints from all six two-point functions, 6\times2pt, shown with the orange contour in the figure. Due to degeneracy breaking, the joint analysis leads to notably tighter constraints on both \( \Omega_m \) and \( \sigma_8 \). The 1D posterior constraints on these parameters from 6\times2pt are summarized in Table I. Fig. 3 also shows constraints from \textit{Planck} measurements of CMB temperature and polarization fluctuations [9]. We will assess consistency between our measurements and the \textit{Planck} measurements in §IV C.

![Fig. 2. \( \Lambda \)CDM constraints from the DES Y3 3\times2pt measurements (red), cross-correlations between DES Y3 galaxies and shear with SPT+\textit{Planck} CMB lensing (grey), and from the joint analysis of all five two-point functions (teal). The constraints from 3\times2pt are in acceptable agreement with the CMB lensing cross-correlations, justifying the joint analysis of 5\times2pt.](image)

![Fig. 3. \( \Lambda \)CDM constraints from the DES Y3 3\times2pt measurements (red), cross-correlations between DES Y3 galaxies and shear with SPT+\textit{Planck} CMB lensing (grey), and from the joint analysis of all five two-point functions (teal). The constraints from 3\times2pt are in acceptable agreement with the CMB lensing cross-correlations, justifying the joint analysis of 5\times2pt.](image)

2. \textit{wCDM}

We now consider constraints on \textit{wCDM}, the cosmological model with a constant equation-of-state parameter of dark energy, \( w \). The constraints from 3\times2pt, 5\times2pt and 6\times2pt are shown in Fig. 4. We find that there is little improvement in constraining power on \textit{wCDM} when adding the CMB lensing cross-correlations to 3\times2pt. Adding the \( \langle \kappa_{\text{CMB}}, \gamma_{\text{CMB}} \rangle \) correlation, however, significantly impacts the constraints, presumably because this correlation function adds additional information about structure at \( z \gtrsim 1 \). The 6\times2pt analysis yields \( w = -0.75 \pm 0.20 \), \( S_8 = 0.801 \pm 0.013 \), and \( \Omega_m = 0.354 \pm 0.031 \). Therefore, the constraints on the dark-energy equation of state parame-
FIG. 3. ACDM constraints from our 5×2pt analysis (teal) are compared to those from the Planck CMB lensing autospectrum measurements (grey). The two are in acceptable agreement, justifying the joint analysis of 6×2pt (orange), which yields significantly tighter constraints due to degeneracy breaking. Also shown are parameter constraints from Planck measurements of primary CMB fluctuations (TT+TE+EE+lowlE, dark red).

...are largely consistent with the cosmological-constant scenario of $w = -1$, and the constraints on $\Omega_m$ and $S_8$ are consistent with those obtained assuming ACDM.

### B. Robustness tests

In addition to improving cosmological constraints relative to the DES-only 3×2pt analysis, a significant motivation for cross-correlating DES with CMB lensing is to test the robustness of the DES-only constraints. The cross-correlations probe the same large-scale structure as the DES 3×2pt analysis, but with sensitivity to different potential sources of systematic bias, making them powerful cross-checks on the DES results. In this section, we subject the 6×2pt data vector to several tests of internal consistency.

1. **3×2pt vs. 3×2pt**

   We first assess the internal consistency of the 6×2pt combination of probes by comparing constraints from 3×2pt to the other three two-point functions making up 6×2pt, which we call 3×2pt (i.e. \(\Delta^l_{\kappa\text{CMB}}\) + \(\gamma_{\kappa\text{CMB}}\) + \(\kappa_{\text{CMB}}\)). This comparison is shown in Fig. 5. We find that the constraining power from 3×2pt is very similar to that of 3×2pt. Because 3×2pt does not constrain galaxy bias or intrinsic alignment parameters very well, applying the PPD methodology to test consistency between 3×2pt and 3×2pt is not well motivated. However, we note that we have already tested the consistency of 3×2pt with \(\Delta^l_{\kappa\text{CMB}}\) + \(\gamma_{\kappa\text{CMB}}\) (i.e. part of 3×2pt), finding acceptable agreement (\(p = 0.347\)).

   Fig. 5 makes it clear why 6×2pt prefers a somewhat higher value of $S_8$ than 3×2pt. It is not the case that 3×2pt prefers a higher value of $S_8$ than 3×2pt; indeed, the opposite is true. Rather, the slightly high value of $S_8$ found for 6×2pt is caused by the fact that 3×2pt and 3×2pt have somewhat different degeneracy directions, and intersect at a high value of $S_8$ for both probes.

2. **Cross-correlations**

   Cross-correlations between different observables are generally expected to be more robust to systematic biases than auto-correlations of those observables. Additive systematics that impact a single observable are...
FIG. 4. Constraints on $wCDM$ from different combinations of two-point functions. The $5\times2pt$ constraints (teal) on this model are essentially identical to those of $3\times2pt$ (red). Adding the CMB lensing autospectrum information in the joint $6\times2pt$ analysis (orange) significantly improves the parameter constraints on $wCDM$.

FIG. 5. Comparison of constraints on $\Lambda$CDM from $3\times2pt$ (red) with the constraints from the other probes of $6\times2pt$, i.e. $\langle \delta K_{\text{CMB}} \rangle$ + $\langle \gamma K_{\text{CMB}} \rangle$ + $\langle K_{\text{CMB}} K_{\text{CMB}} \rangle$ (grey). The joint analysis of both $6\times2pt$ is shown in orange. The two subsets of the full $6\times2pt$ analysis are in reasonable agreement. The $6\times2pt$ analysis prefers higher $S_8$ than either of the two subsets.

FIG. 6. Comparison of constraints on $\Lambda$CDM resulting from $5\times2pt$ (teal) to those that result from only cross-correlations between $\delta$, $\gamma$, and $K_{\text{CMB}}$ (grey). Cross-correlations are expected to be robust to additive systematics that impact only a single field. While some constraining power is lost by removing the auto-correlations, the resulting constraints on $S_8$ are consistent with those of the baseline analysis, providing a powerful robustness test.

expected to drop out of cross-correlations with another observable that has uncorrelated systematics. In Fig. 6 we compare the cosmological constraints obtained from only cross-correlations to those from the full $5\times2pt$. It is clear that removing the information from the auto-correlations — particularly cosmic shear — degrades the constraints somewhat. However, we find that the value of $S_8$ inferred only from cross-correlations is consistent with that inferred from the full $5\times2pt$ analysis. This suggests that additive biases are unlikely to be having a major impact on the DES $3\times2pt$ cosmology results. Using the PPD formalism to evaluate the goodness of fit of the cross-correlations conditioned on the posterior from $5\times2pt$, we find $p = 0.054$, indicating an acceptable level of consistency between the $5\times2pt$ constraints and the cross-correlations measurements.

3. Lensing only

The relationship between galaxy overdensity and the underlying matter field — galaxy bias — presents a significant challenge for analyses of the galaxy distribution. The baseline $3\times2pt$ results presented in [4] and the baseline cross-correlation results presented here assume a linear galaxy bias relation when modeling the galaxy field. This model is known to break down at small scales, as
investigated for the DES galaxy samples in [19]. More complex bias models, such as the perturbation theory-motivated model developed in [59], are also expected to have a limited range of validity. There is therefore value in performing analyses that use only lensing information.

Another motivation to consider lensing-only analyses is that the DES galaxy overdensity measurements made with the REDMAGIC and high-redshift MAGLIM galaxies show evidence of systematic biases (i.e. the samples shown with dashed lines in Fig. 1). Measurements of galaxy-galaxy lensing with the REDMAGIC galaxies were shown to be inconsistent with clustering measurements using those galaxies [19]. This inconsistency suggests a potential problem with the REDMAGIC overdensity measurements, although it is not clear whether such issues could be impacting the galaxy-galaxy lensing measurements, clustering measurements, or both. Similarly, galaxy-galaxy lensing and clustering measurements with the high-redshift MAGLIM galaxies were also found to be mutually inconsistent, contributing to a very poor goodness of fit to any of the cosmological models considered. For these reasons, the high-redshift MAGLIM galaxies were removed from the cosmological analysis in [4]. These issues, which we investigate further in §IV B 6, further motivate a cosmological analysis that does not rely on galaxy overdensity measurements.

In Fig. 7, we present cosmological constraints from gravitational lensing only, namely the two-point functions of galaxy lensing and CMB lensing, and their cross-correlation. The lensing-only analysis obtains cosmological constraints that are of comparable precision to those from the full 5x2pt analysis. We find that the lensing-only analysis yields a constraint on $S_8$ that is in excellent agreement with the baseline analysis.

4. No galaxy lensing

We also consider the constraints that result from those probes that do not involve galaxy lensing. The galaxy lensing measurements could in principle be biased by systematic errors in photometric redshifts of the source galaxies, shear calibration, or an incorrect intrinsic alignment model. Such issues could bias constraints involving galaxy lensing, but would not impact the galaxy overdensity or CMB lensing measurements. Fig. 8 shows the constraints that result only from probes that do not include galaxy lensing (i.e. $\delta_8$ and $\kappa_{\text{CMB}}$). Again, we find that the results are consistent with those of 5x2pt. Fig. 8 also shows the $(\gamma\gamma)+(\gamma\kappa_{\text{CMB}})$ constraints for comparison (i.e. lensing only, but excluding $(\kappa_{\text{CMB}}\kappa_{\text{CMB}})$, which receives contributions from higher redshifts than the other two-point functions). We find that the constraints involving lens galaxy overdensities are consistent with the lensing-only constraints.
5. Shear calibration

A potentially significant source of systematic uncertainty impacting cosmological constraints from cosmic shear is biases in shear estimation [60]. Typically, estimators of lensing shear are calibrated via application to simulated lensed galaxy images. For the DES Year 3 cosmological analysis, calibration of shear biases is described in [44]. While this approach can be used to place tight constraints on shear biases, it has the disadvantage of relying on simulated data. A mismatch between the simulated galaxies used to calibrate the shear estimators and real galaxies could potentially introduce systematic bias.

As pointed out in [21, 61, 62], joint analyses of cross-correlations between galaxy surveys and CMB lensing measurements offer the potential of constraining shear calibration biases using only the data. To explore this idea, we repeat our analysis of the 3×2pt and 5×2pt data vectors using very wide, flat priors on the shear calibration parameters: $m_i \in (-0.5, 0.5)$.

The results of this analysis are shown in Fig. 9. Removing the tight priors on the $m_i$ significantly weakens the cosmological constraints from 3×2pt, especially the constraint on $S_8$. This is because both $m$ and $S_8$ impact the amplitude of the lensing correlation functions, leading to strong degeneracy between the two. The shear calibration parameters $m_i$ are also very poorly constrained without the tight priors. However, when the CMB lensing cross-correlations are analyzed jointly with 3×2pt (i.e. forming 5×2pt), the analysis becomes significantly more robust to shear calibration. Removing the priors on $m_i$ weakens the cosmological constraints, but not nearly as much as for 3×2pt: Removing the $m_i$ priors degrades the constraints on $S_8$ by a factor of 4.7 for 3×2pt, but only by a factor of 2.3 for 5×2pt (see right panel of Fig. 9). The resulting cosmological constraints are consistent with those in the baseline analysis, providing evidence that the DES Y3 3×2pt and 5×2pt constraints are robust to shear calibration biases. We also find that the 5×2pt data vector achieves constraints on $m_i$ at roughly the 5–10% level depending on the redshift bin, roughly a factor of two improvement over the Y1 analysis presented in [27].

6. Investigating the $X_{\text{bias}}$ systematic

As noted previously, analyses of $\langle \delta_g \delta_g \rangle$ and $\langle \delta_g \gamma \rangle$ measured with the DES Y3 MAGLIM [20] and REDMAGIC [19] galaxy samples uncovered discrepancies between the values of galaxy bias preferred by these two correlation functions. The $\langle \delta_g \delta_g \rangle$ measurements with MAGLIM galaxies in the two highest redshift bins (i.e. those shown with the dashed lines in the top panel of Fig. 1) prefer higher bias values than $\langle \delta_g \gamma \rangle$ by roughly 40 to 60%.
FIG. 10. Posteriors on the linear bias parameters for the MAGLIM galaxies resulting from different combinations of probes. The parameter $b_i$ represents the linear bias for the $i$th redshift bin. For the two highest redshift bins (included in the baseline cosmology analysis), galaxy clustering ($\langle \delta_g \delta_g \rangle$) and galaxy-galaxy lensing ($\langle \delta_g \gamma \rangle$) prefer somewhat different values of the bias, with $\langle \delta_g \kappa_{\text{CMB}} \rangle$ more in line with the values preferred by clustering.

FIG. 11. Same as Fig. 10, but for REDMAGIC galaxies. The bias values preferred by $\langle \delta_g \kappa_{\text{CMB}} \rangle$ are in good agreement with those preferred by $\langle \delta_g \gamma \rangle$, but show a preference for lower bias values than $\langle \delta_g \delta_g \rangle$ across all redshifts.

Measurements of $\langle \delta_g \delta_g \rangle$ with the REDMAGIC galaxies, on the other hand, show roughly 10% higher bias values than the $\langle \delta_g \gamma \rangle$ measurements for the first four redshift bins, with this discrepancy increasing to roughly 40% for the highest redshift bin. In principle, some difference between the bias values inferred from $\langle \delta_g \delta_g \rangle$ and $\langle \delta_g \gamma \rangle$ could result from stochastic biasing [e.g. 63]. However, the amplitude of the difference seen for the REDMAGIC galaxies and the high-redshift MAGLIM galaxies (roughly 10 to 40% percent) is significantly larger than expected from stochasticity (a few percent) [59, 64]. In [19], a new parameter, $X_{\text{lens}}$, was introduced to explore this effect:

$$X_{\text{lens}}^i = b_{\langle \delta_g \gamma \rangle}^i / b_{\langle \delta_g \delta_g \rangle}^i,$$

where $b_{\langle \delta_g \gamma \rangle}^i$ ($b_{\langle \delta_g \delta_g \rangle}^i$) is the bias parameter for $\langle \delta_g \gamma \rangle$ ($\langle \delta_g \delta_g \rangle$) in lens galaxy redshift bin $i$. The finding that some of the clustering measurements prefer a higher value of galaxy bias than the galaxy-galaxy lensing measurements amounts to a preference for $X_{\text{lens}} < 1$ when we expect $X_{\text{lens}} = 1$.

The galaxy-CMB lensing cross-correlations also constrain galaxy bias, providing another handle on the anomalous values of the $X_{\text{lens}}$ parameter seen with the REDMAGIC and high-redshift MAGLIM galaxies. We show constraints on the galaxy bias parameters of the MAGLIM and REDMAGIC galaxies from three combinations of probes in Fig. 10 and Fig. 11, respectively. Each of the plotted constraints uses the combination of $\langle \gamma \gamma \rangle$ and $\langle \gamma \kappa_{\text{CMB}} \rangle$ — which are effectively independent of the lens galaxies — to constrain the cosmology. The remaining probe is then chosen to be $\langle \delta_g \delta_g \rangle$, $\langle \delta_g \gamma \rangle$, or $\langle \delta_g \kappa_{\text{CMB}} \rangle$, and this probe is used to constrain the galaxy bias.\footnote{This analysis is similar to that presented in [12], but differs in that we have allowed cosmological parameters to vary, and have included the $\langle \gamma \gamma \rangle$ and $\langle \gamma \kappa_{\text{CMB}} \rangle$ measurements (in effect letting the data constrain the cosmological model).}

For the two highest redshift bins of MAGLIM galaxies, we see from Fig. 10 that the $\langle \delta_g \delta_g \rangle$ measurements prefer higher values of galaxy bias than the $\langle \delta_g \gamma \rangle$ measurements, consistent with the preference for $X_{\text{lens}} < 1$ described above. Interestingly, it appears that the $\langle \delta_g \kappa_{\text{CMB}} \rangle$ measurements prefer galaxy bias values more in line with the $\langle \delta_g \delta_g \rangle$ measurements. This suggests that the preference for $X_{\text{lens}} < 1$ is likely driven by $\langle \delta_g \gamma \rangle$. This is perhaps not surprising, given the large residuals of the model fits to $\langle \delta_g \gamma \rangle$ seen in [20]. However, note that there is no obvious reason for a possible failure of the baseline model to fit $\langle \delta_g \gamma \rangle$. As a cross-correlation, the $\langle \delta_g \gamma \rangle$ measurements are expected to be quite robust to many observational systematics. Moreover, any systematic impacting $\delta_g$ would likely show up even more strongly in $\langle \delta_g \delta_g \rangle$, and any systematic impacting $\gamma$ would likely show up more strongly in $\langle \gamma \gamma \rangle$. Another possibility is a failure in modeling some physical effect. One such effect is lens magnification, which is known to have a significant impact on the $\langle \delta_g \gamma \rangle$ correlations at high redshifts [32].
FIG. 12. Cosmological constraints on wCDM from the 3×2pt data vector measured with the MAGLIM (red) and REDMAGIC (grey) lens galaxy samples. The constraints from REDMAGIC prefer surprisingly less negative w, as discussed in [4]. However, when the REDMAGIC clustering measurements \( \langle \delta_g \delta_g \rangle \) are replaced by \( \langle \delta_g \delta_{\text{CMB}} \rangle + \langle \gamma \delta_{\text{CMB}} \rangle \) to form a combination of four two-point functions (orange), the constraints agree better with those of MAGLIM.

Fig. 11 shows the analogous bias constraints for REDMAGIC galaxies. In this case, we see that \( \langle \delta_g \gamma \rangle \) and \( \langle \delta_g \delta_{\text{CMB}} \rangle \) measurements both prefer consistently lower values of galaxy bias than \( \langle \delta_g \delta_g \rangle \), with this difference particularly pronounced in the last redshift bin. This suggests that a possible cause of the REDMAGIC preference for \( X_{\text{lens}}^\text{R} < 1 \) in the \( \langle \delta_g \delta_g \rangle \) measurements. In the case of \( \langle \delta_g \delta_g \rangle \), it is possible that some observational systematic is modulating the REDMAGIC galaxy overdensity field, resulting in a higher than expected clustering amplitude and thus a preference for higher galaxy bias. Such a systematic in the \( \delta_g \) measurements would be expected to have a less noticeable impact on \( \langle \delta_g \gamma \rangle \). At the same time, it should be emphasized that the analysis of [47] extensively tested the REDMAGIC sample for possible contamination by various observational systematics. While some correlation of known systematics with galaxy density is detected, this correlation is corrected using galaxy re-weighting. It therefore appears to be difficult to explain the anomalous \( X_{\text{lens}}^\text{R} \) values with any known observational systematic.

The interpretation of the REDMAGIC preference for \( X_{\text{lens}}^\text{R} < 1 \) in terms of a systematic impacting REDMAGIC \( \langle \delta_g \delta_g \rangle \) measurements is supported by tests with a modified REDMAGIC galaxy sample presented in [19]. The nominal REDMAGIC galaxy sample is selected by requiring that galaxies match a red sequence template, as measured by \( \chi^2 \). In [19], an alternative, "broad \( \chi^2 \)" sample of galaxies was selected by relaxing the \( \chi^2 \) threshold for selection. One would expect that if an observational systematic is modulating the photometry of galaxies, it should have a smaller impact on the "broad \( \chi^2 \)" sample than on the nominal sample. Indeed, it was found that for this alternate sample, the preference for \( X_{\text{lens}}^\text{R} < 1 \) is not as strong as seen for the first four redshift bins. While we might seem surprising that the preference for \( X_{\text{lens}}^\text{R} < 1 \) is possibly driven by two different factors for MAGLIM and REDMAGIC galaxies, this interpretation seems consistent with the observed redshift trends. It may be that observational systematics in REDMAGIC galaxy selection are impacting the bias values inferred from \( \langle \delta_g \delta_g \rangle \) at low redshift, while problems in modeling \( \langle \delta_g \gamma \rangle \) are impacting the bias values inferred for MAGLIM from \( \langle \delta_g \gamma \rangle \) at high redshift. The REDMAGIC galaxies may be less affected by this latter systematic, as they do not extend to the high redshifts probed by the last two redshift bins of the MAGLIM sample. We note, though, that even for REDMAGIC, the CMB lensing cross-correlations prefer higher galaxy bias than \( \langle \delta_g \gamma \rangle \) in the highest redshift bin; this could be suggesting that the same problem impacting the high-redshift MAGLIM galaxies is impacting the high-redshift REDMAGIC galaxies. This interpretation would be consistent with mismodeling of \( \langle \delta_g \gamma \rangle \) at high redshift.

The impact of the apparent systematic in the REDMAGIC sample is also noticeable when the cosmological model is changed from ΛCDM to wCDM. While the REDMAGIC 3×2pt constraints on ΛCDM are quite robust to allowing the \( X_{\text{lens}} \) parameter to vary, the constraints on wCDM shift significantly when this additional freedom is introduced. This is perhaps not surprising given that the systematic biases with REDMAGIC appear to be redshift-dependent, and might therefore be somewhat degenerate with the effects of \( w \).

Since our analysis above suggests that the problems with REDMAGIC may be isolated to the clustering measurements, in Fig. 12 we present constraints on wCDM from the 5×2pt combination of probes without the clustering measurements. Interestingly, we see that there is a significant shift in the constraints on \( w \) relative to the 3×2pt analysis. The constraints without the clustering measurements are in good agreement with the MAGLIM constraints. This lends additional support to the idea that the REDMAGIC clustering measurements may be systematically biased.

To summarize the above discussion, our analysis with CMB lensing cross-correlations suggests that there may be two different sources for the \( X_{\text{lens}} \) systematic seen with REDMAGIC and MAGLIM galaxies. For REDMAGIC galaxies, our analysis suggests a possible bias in the clustering measurements across all redshift bins. Such a bias could conceivably be caused by some observational systematic impacting the REDMAGIC selection, which would be consistent with tests performed in [19]. At the
same time, high-redshift MAGLIM galaxies (and possibly high-redshift redMaGiC galaxies as well) show evidence of a potentially different systematic error that favors a problem with the \( \langle \delta_k \gamma \rangle \) fits. Such an issue could conceivably be caused by a problem with the \( \langle \delta_k \gamma \rangle \) modeling, such as an incorrect prescription for magnification effects, which become more pronounced at high redshifts.

### C. Consistency with Planck primary CMB measurements

As seen in Fig. 3, we find that the cosmological constraints on \(\Lambda CDM\) from \(5 \times 2pt\) and \(6 \times 2pt\) are not in significant tension with the constraints from the primary CMB measurements of Planck. In particular, we compare our constraints to those from the combination of Planck TT, TE, EE and low-\( \ell \) E-mode polarization measurements (Planck TT+TE+EE+lowE) [9]. Note that we do not include Planck measurements of the CMB lensing power spectrum in this combination. Using the tension metric of [58], we find that the \(3 \times 2pt\), \(5 \times 2pt\), and \(6 \times 2pt\) constraints are in agreement with Planck at the level of 1.5\( \sigma \), 1.4\( \sigma \), and 1.4\( \sigma \), respectively. The fact that \(3 \times 2pt\) and \(5 \times 2pt\) are roughly equally consistent with Planck is not surprising, given that the \(5 \times 2pt\) constraints are quite close to those of \(3 \times 2pt\). Interestingly, while the \(6 \times 2pt\) constraints are significantly tighter than \(5 \times 2pt\), the level of consistency with Planck remains roughly the same. This results from the preference by \(\langle \kappa_{\text{CMB}} \rangle\) for somewhat higher values of \(\sigma_8\), as seen in Fig. 3. Fig. 13 directly compares the \(S_8\) and \(\Omega_m\) constraints from these and other two-point function combinations, assuming \(\Lambda CDM\). We note that for consistency with our analysis, we vary the sum of the neutrino masses and impose the priors shown in Table I when generating the Planck primary CMB constraints shown in this figure.

### V. SUMMARY

We have presented cosmological constraints from an analysis of two-point correlation functions between measurements of galaxy positions and galaxy lensing from DES Y3 data, and CMB lensing measurements from SPT and Planck. Our main cosmological constraints are summarized in Table I.

The high signal-to-noise of the CMB lensing cross-correlation measurements using DES Y3, SPT-SZ and Planck data enables powerful robustness tests of our cosmological constraints. The results of several of these tests are shown in Fig. 13. We summarize the main findings of these tests below:

- The goodness of fit of \(\Lambda CDM\) to the \(5 \times 2pt\) data vector is acceptable (\(p = 0.062\)), and the corresponding parameter constraints are consistent with those from \(\langle \kappa_{\text{CMB}} \rangle\) measurements by Planck.
- Using only cross-correlations between DES and CMB lensing, we obtain constraints on \(S_8\) that are comparable in precision and consistent with the baseline \(5 \times 2pt\) results. This result suggests that additive systematics are not significantly impacting the \(5 \times 2pt\) cosmological constraints.
- Using only gravitational lensing (i.e. no information from galaxy overdensities) yields constraints in agreement with the baseline results. This result suggests that potential systematics impacting the DES galaxy samples, as well as modeling of galaxy bias, are not significantly biasing the \(5 \times 2pt\) cosmological constraints.
- The cosmological constraints from two-point functions of MAGLIM galaxy overdensity measurements and CMB lensing are generally consistent with the baseline \(5 \times 2pt\) analysis. This result suggests that
shear systematics and modeling of galaxy lensing are not significantly biasing the 5×2pt cosmological constraints. We do, however, observe a low-significance increase in S8 when considering only those two-point functions that do not involve galaxy lensing. This shift is driven by the intersection of the \(\langle \delta_\ell \delta_\ell \rangle + \langle \delta_\ell \kappa_{\text{CMB}} \rangle \) and \(\kappa_{\text{CMB}} \kappa_{\text{CMB}} \) constraints, and is not present when considering \(\langle \delta_\ell \delta_\ell \rangle + \langle \delta_\ell \kappa_{\text{CMB}} \rangle \) alone.

- Without priors on shear calibration, the cosmological constraints on S8 from 5×2pt are in good agreement with the baseline 5×2pt results. The data calibrate the shear bias parameters at the 5-10% level, and yield constraints consistent with our nominal priors. These results suggest that shear calibration biases are not significantly impacting the 5×2pt cosmological constraints.

- The constraints on \(\Omega_m\) from the different analysis variations are generally consistent. Although the analysis of \(\langle \delta_\ell \kappa_{\text{CMB}} \rangle + \langle \kappa_{\text{CMB}} \kappa_{\text{CMB}} \rangle \) prefers a somewhat lower value of \(\Omega_m\), this combination of probes is statistically consistent with 3×2pt.

The cosmological constraints from the 3×2pt, 5×2pt, and 6×2pt analyses therefore appear remarkably robust to possible systematic biases.

Assessing the consistency between our constraint on \(\Lambda CDM\) and those of \(Planck\), we find that the 5×2pt and 6×2pt constraints are statistically consistent with \(Planck\) at the 1σ level, as assessed using the full, multi-dimensional posteriors from these measurements. As seen in Fig. 13, however, essentially all combinations of two point functions that we consider prefer lower \(S_8\) values than \(Planck\). Note, though, that there is significant covariance between some of these measurements.

We have also investigated possible issues with the analysis of alternate lens galaxy samples, namely the high-redshift \(MGL\) galaxies and the \(\text{RED}MAGiC\) galaxies. Evidence for biases when analyzing correlation functions measured with these samples was found previously in [20], [19], [39], and [4]. The CMB lensing cross-correlations considered here provide a powerful way to probe the sources of these biases. In the context of \(\Lambda CDM\), our analysis of CMB lensing cross-correlations suggests a possible problem in the modeling of \(\langle \delta_\ell \kappa_{\text{CMB}} \rangle\) at high redshift for the \(MGL\) galaxies, and possibly the \(\text{RED}MAGiC\) galaxies as well. At the same time, the \(\langle \delta_\ell \kappa_{\text{CMB}} \rangle\) measurements with \(\text{RED}MAGiC\) suggest a possible observational systematic that impacts \(\text{RED}MAGiC\) galaxy clustering across all redshifts. This interpretation is supported by tests with an alternate \(\text{RED}MAGiC\) galaxy sample in [19]. In the context of \(\Lambda CDM\), the 5×2pt measurements with \(\text{RED}MAGiC\) have previously shown to yield constraints inconsistent with the \(MGL\) analysis, and a preference for surprisingly less negative \(w\). We show that analysis of \(\langle \gamma \gamma \rangle + \langle \delta_\ell \kappa_{\text{CMB}} \rangle + \langle \kappa_{\text{CMB}} \kappa_{\text{CMB}} \rangle\) (i.e. two-point functions between DES and CMB lensing, excluding galaxy clustering) measured with \(\text{RED}MAGiC\) yields cosmological constraints that are in better agreement with \(MGL\), and do not show a strong preference for \(w > -1\). Finally, we note that while the analyses presented here suggest possible interpretations of the \(X_{\text{clust}}\) bias, more work with current and future DES data is needed to clarify the true source of this systematic uncertainty.

As the data volume and quality from cosmological surveys continue to improve, we expect similar cross-correlation analyses between galaxy surveys and CMB lensing measurements to play an important role in constraining late-time large scale structure. Excitingly, we expect constraints from such measurements to improve dramatically in the very near future with Year 6 data from DES and new CMB lensing maps from SPT-3G [65] and AdvACT [66]. These measurements should help to provide a clearer picture of any possible \(S_8\) tension. Looking farther forward, cross-correlations between surveys such as the Vera Rubin Observatory Legacy Survey of Space and Time [67, 68], the Nancy Grace Roman Space Telescope [69], the ESA Euclid mission [70], Simons Observatory [71], and CMB-S4 [72] will enable significantly more powerful cross-correlation studies that will deliver some of the most precise and accurate cosmological constraints, and that will allow us to continue stress-testing the concordance \(\Lambda CDM\) model.
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Appendix A: Parameter priors

In Table II we list the priors used in our analysis.

Appendix B: Adding small-scale information with nonlinear galaxy bias

Our baseline analysis adopts a linear galaxy bias model to describe the relationship between the galaxy overdensity and the underlying matter field. At small scales, this description of galaxy biasing is known to break down. The breakdown in linear galaxy bias drives our choice of angular scales used to analyzing the \( \langle \delta_\ell^N_{\ell} \rangle \) correlation, as described in PAPER I. By adopting a higher-order bias model, it is possible to include smaller angular scales in the cosmological analysis and potentially improve parameter constraints. At the same time, a more complex bias model necessitates more free parameters, which degrades the parameter constraints to some extent. We now consider the parameter constraints from 5×2pt using the nonlinear galaxy bias model described in [19].

The constraints from this analysis are presented in Fig. 14. We find that adopting a nonlinear description of galaxy bias improves the precision of the constraint on \( S_8 \) by roughly 10%, and the precision of the constraints on both \( \Omega_m \) and \( S_8 \) by roughly 10%.

Appendix C: Alternative redshift calibration and IA model

Our baseline analysis assumes that uncertainties in the source galaxy redshift distributions are characterized by shift and stretch parameters, as described in [40, 41]. An alternative approach to characterizing the uncertainties in the redshift distributions is HYPERMARK, described in [43]. Rather than attempt to parameterize biases in the redshift distributions, HYPERMARK provides a way to sample over realizations of the full posteriors on these distributions. Repeating our analysis of the 5×2pt data using this alternative redshift uncertainty prescription yields the constraints shown in Fig. 15. Although there is a small shift in \( S_8 \), it is well within our uncertainties.

The intrinsic alignment (IA) model that we adopt in our baseline analysis is TATT [TATT, 38]. In Fig. 15, we show the results of instead adopting the nonlinear alignment model [NLA, 73]. The NLA model is more restrictive than TATT in the sense that the latter becomes equivalent to the former in the limit that \( a_2 = \eta_2 = b_\alpha = 0 \). We find that switching to NLA results in minimal changes to the parameter constraints from 5×2pt.
| Parameter | Prior |
|-----------|-------|
| $H_0$    | $\mathcal{U}[0.1, 0.9]$ |
| $A_0 \times 10^8$ | $\mathcal{U}[0.5, 5.0]$ |
| $n_s$    | $\mathcal{U}[0.87, 1.07]$ |
| $\Omega_b$ | $\mathcal{U}[0.03, 0.07]$ |
| $h$      | $\mathcal{U}[0.55, 0.91]$ |
| $\Omega_c h^2 \times 10^4$ | $\mathcal{U}[6.0, 64.4]$ |
| $a_1$    | $\mathcal{U}[-5.0, 5.0]$ |
| $a_2$    | $\mathcal{U}[-5.0, 5.0]$ |
| $\eta_1$ | $\mathcal{U}[-5.0, 5.0]$ |
| $\eta_2$ | $\mathcal{U}[-5.0, 5.0]$ |
| $b_{gs}$ | $\mathcal{U}[0.0, 2.0]$ |

| MagLIM | |
|--------|-------|
| $b_{1-6}$ | $\mathcal{U}[0.8, 3.0]$ |
| $b_{2-6}$ | $\mathcal{U}[0.67, 3.0]$ |
| $b_{3-6}$ | $\mathcal{U}[-1.2, 4.2]$ |
| $C_{1-6}$ | $\delta(0.42), \delta(0.3), \delta(1.76), \delta(1.94), \delta(1.56), \delta(2.96)$ |
| $\Delta_{-1} \times 10^5$ | $\mathcal{N}[-0.9, 0.7], \mathcal{N}[-3.5, 1.1], \mathcal{N}[-0.5, 0.6], \mathcal{N}[-0.7, 0.6], \mathcal{N}[-0.2, 0.7], \mathcal{N}[0.2, 0.8]$ |
| $\sigma_{1-6}$ | $\mathcal{N}[0.98, 0.062], \mathcal{N}[1.31, 0.093], \mathcal{N}[0.87, 0.054], \mathcal{N}[0.92, 0.05], \mathcal{N}[1.08, 0.067], \mathcal{N}[0.845, 0.073]$ |

| REDMAGIC | |
|---------|-------|
| $b_{1-5}$ | $\mathcal{U}[0.8, 3.0]$ |
| $b_{2-5}$ | $\mathcal{U}[0.67, 2.52]$ |
| $b_{3-5}$ | $\mathcal{U}[-3.5, 3.5]$ |
| $C_{1-5}$ | $\delta(0.62), \delta(-3.04), \delta(-1.32), \delta(2.5), \delta(1.94)$ |
| $\Delta_{-1} \times 10^5$ | $\mathcal{N}[0.6, 0.4], \mathcal{N}[0.1, 0.3], \mathcal{N}[0.4, 0.3], \mathcal{N}[0.2, 0.5], \mathcal{N}[0.7, 1.0]$ |
| $\sigma_{1-5}$ | $\delta(1), \delta(1), \delta(1), \delta(1.23), 0.054$ |

| MetaCalibration | |
|----------------|-------|
| $m_{-1} \times 10^4$ | $\mathcal{N}[-6.0, 9.1], \mathcal{N}[-20.0, 7.8], \mathcal{N}[-24.0, 7.6], \mathcal{N}[-37.0, 7.6]$ |
| $\Delta_{-1} \times 10^{-2}$ | $\mathcal{N}[0.0, 1.8], \mathcal{N}[0.0, 1.5], \mathcal{N}[0.0, 1.1], \mathcal{N}[0.0, 1.7]$ |

**TABLE II.** Prior values for cosmological and nuisance parameters included in our model. For the priors, $\mathcal{U}[a, b]$ indicates a uniform prior between $a$ and $b$, while $\mathcal{N}[a, b]$ indicates a Gaussian prior with mean $a$ and standard deviation $b$. $\delta(a)$ is a Dirac Delta function at value $a$, which effectively means that the parameter is fixed at $a$. Note that the fiducial lens sample is the first 4 bins of the MagLIM sample. The two high-redshift MagLIM bins and the redMagIC sample are shown in grey to indicate they are not part of the fiducial analysis.
