KOSZUL DUALITY AND MODULAR REPRESENTATIONS OF SEMI-SIMPLE LIE ALGEBRAS

SIMON RICHE

ABSTRACT. In this paper we prove that if \( G \) is a connected, simply-connected, semi-simple algebraic group over an algebraically closed field of sufficiently large characteristic, then all the blocks of the restricted enveloping algebra \((\mathcal{U}g)_0\) of the Lie algebra \( g \) of \( G \) can be endowed with a Koszul grading (extending results of Andersen, Jantzen, Soergel). We also give information about the Koszul dual rings. In the case of the block associated to a regular character \( \lambda \) of the Harish-Chandra center, the dual ring is related to modules over the specialized algebra \((\mathcal{U}g)^{\lambda}\) with generalized trivial Frobenius character. Our main tool is the localization theory developed by Bezrukavnikov, Mirković, Rumynin.
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Introduction

0.1. Since [BGS], Koszul duality has proved to be a very useful and powerful tool in Lie theory. In [BGS], Beilinson, Ginzburg and Soergel prove that every block of the category \( \mathcal{O} \) of a complex semi-simple Lie algebra is governed by a Koszul ring, whose dual ring governs another subcategory of the category \( \mathcal{O} \). In this paper we obtain, using completely different
methods, counterparts of these results for modules over the Lie algebra \( \mathfrak{g} \) of a connected, simply-connected, semi-simple algebraic group \( G \) over an algebraically closed field \( k \) of sufficiently large positive characteristic. In particular we prove that every block of the category of finitely generated modules over the restricted enveloping algebra \( (\mathcal{U}\mathfrak{g})_0 \) is governed by a Koszul ring, whose dual ring is also related to the representation theory of \( \mathfrak{g} \). The Koszulity of the regular blocks was already proved (under the same assumptions) using different methods by Andersen, Jantzen and Soergel in [AJS]. The Koszulity for singular blocks, as well as the information on the dual ring (in all cases) are new, however.

As in [BGS] we use a geometric picture to prove Koszulity. Over \( \mathbb{C} \), the authors of [BGS] use perverse sheaves and Beilinson-Bernstein localization; over \( k \) we rather use coherent sheaves, and the localization theory in positive characteristic developed by Bezrukavnikov, Mirković and Rumynin.

0.2. The base of our arguments is a geometric interpretation, due to Mirković, of Koszul duality between symmetric and exterior algebras. For simplicity, consider first the case of a finite dimensional vector space \( V \). Usual Koszul duality (see [BGG, BGS, GKM]) relates modules (or dg-modules) over the symmetric algebra \( S(V) \) of \( V \) and modules (or dg-modules) over the exterior algebra \( \Lambda(V^*) \) of the dual vector space. Geometrically, \( S(V) \) is the ring of functions on the variety \( V^* \). As for \( \Lambda(V^*) \), there exists a quasi-isomorphism of dg-algebras \( \Lambda(V^*) \cong \mathbb{k} \otimes_{S(V^*)} \mathbb{k} \), where \( \Lambda(V^*) \) is equipped with the trivial differential, and the grading such that \( V^* \) is in degree \(-1\). Hence \( \Lambda(V^*) \) is the ring of functions on the “derived intersection” \( \{0\} \cap V \{0\} \), considered as a dg-scheme. An extension of the constructions of [GKM] yields similarly, if \( E \) is a vector bundle over a non-singular variety \( X \) and \( F \subset E \) is a sub-bundle, a Koszul duality between a certain category of (dg)-sheaves on \( F \) and a certain category of (dg)-sheaves on the derived intersection \( F^\perp \cap E \cdot X \), where \( E^* \) is the dual vector bundle, \( F^\perp \subset E^* \) the orthogonal of \( F \), and \( X \) the zero section of \( E^* \) (see Theorem 2.3.10).

We have proved a result of the same flavor with Mirković, in a more general context, in [MRi1]. Let us point out, however, that Theorem 2.3.10 is not a particular case of the main result of [MRi1]. In particular, our equivalence here is covariant, while the equivalence of [MRi1] is contravariant.

0.3. Return to our connected, simply-connected, semi-simple group \( G \) over the field \( k \) of (sufficiently large) positive characteristic \( p \). Let \( \mathfrak{g} \) be its Lie algebra, and \( \mathcal{U}\mathfrak{g} \) the enveloping algebra of \( \mathfrak{g} \). Fix a maximal torus \( T \), with Lie algebra \( \mathfrak{t} \), and a Borel subgroup \( B \supset T \), with Lie algebra \( \mathfrak{b} \). Let \( U \) be the unipotent radical of \( B \), and \( \mathfrak{n} \) its Lie algebra. Let \( W \) be the Weyl group. The center \( Z \) of \( \mathcal{U}\mathfrak{g} \) has two parts: the Frobenius center \( Z_{Fr} \), isomorphic to \( S(\mathfrak{g}^{(1)}) \) (the superscript denotes Frobenius twist), and the Harish-Chandra center \( Z_{HC} \cong S(\mathfrak{t}^{(W)}) \). Hence a character of \( Z \) is given by a “compatible pair” \((\lambda, \chi)\) where \( \lambda \in \mathfrak{t}^* \), \( \chi \in \mathfrak{g}^{*(1)} \). We only consider the case when
χ = 0, and λ is integral. Let \( \text{Mod}^{fg}_{(\lambda,\chi)}(\mathcal{U}g) \) be the category of finitely generated \( \mathcal{U}g \)-modules on which \( 3 \) acts with generalized character \((\lambda,\chi)\). Let \( (\mathcal{U}g)^{\lambda} := \mathcal{U}g \otimes_{3_{\text{HC}}} k_{\lambda} \) be the specialization, and \( \text{Mod}^{fg}_{\lambda}((\mathcal{U}g)^{\lambda}) \) the category of finitely generated modules on which \( 3_{\text{HC}} \) acts via \( \lambda \) and \( \mathcal{F}_R \) acts with generalized character \( \chi = 0 \). Similarly, let \( (\mathcal{U}g)_{0} := \mathcal{U}g \otimes_{\mathcal{F}_R} k_{0} \) be the restricted enveloping algebra, and \( \text{Mod}^{fg}_{\lambda}((\mathcal{U}g)_{0}) \) the category of finitely generated restricted modules on which \( 3_{\text{HC}} \) acts with generalized character \( \lambda \).

Fix a regular weight \( \lambda \in X^*(T) \); we denote similarly the induced element of \( t^* \). Important results of Bezrukavnikov, Mirković and Rumynin (BMR, BMR2) give geometric pictures for the derived categories \( \mathcal{D}^b \text{Mod}^{fg}_{(\lambda,0)}(\mathcal{U}g) \) and \( \mathcal{D}^b \text{Mod}^{fg}_{\lambda}((\mathcal{U}g)^{\lambda}) \), as follows. Denote by \( B \) the flag variety, \( \tilde{N} \) the Springer resolution, and \( \tilde{g} \) the Grothendieck resolution. Then

\[
(0.3.1) \quad \begin{cases} 
\mathcal{D}^b \text{Coh}_{N(1)}(\tilde{N}(1)) & \cong \mathcal{D}^b \text{Mod}^{fg}_{\lambda}((\mathcal{U}g)^{\lambda}), \\
\mathcal{D}^b \text{Coh}_{B(1)}(\tilde{g}(1)) & \cong \mathcal{D}^b \text{Mod}^{fg}_{(\lambda,0)}(\mathcal{U}g),
\end{cases}
\]

As a first step we derive from (0.3.1) a localization theorem for restricted \( \mathcal{U}g \)-modules with generalized character \( \lambda \) (see Theorem 3.3.1):

\[
\mathcal{D}^b \text{Coh}(\widetilde{g}^R_{g^* \times B} B)^{(1)} \cong \mathcal{D}^b \text{Mod}^{fg}_{\lambda}((\mathcal{U}g)_{0}),
\]

where \( \tilde{g}^R_{g^* \times B} B \) is the derived intersection of \( \tilde{g} \) and the zero section \( B \) inside the trivial vector bundle \( g^* \times B \), and \( \mathcal{D}^b \text{Coh}(\widetilde{g}^R_{g^* \times B} B)^{(1)} \) is the derived category of coherent dg-sheaves on the Frobenius twist of this intersection.

0.4. Under our assumptions there is an isomorphism of \( G \)-equivariant vector bundles \( (g^* \times B)^* \cong g^* \times B \), such that \( \tilde{g} \) identifies with the orthogonal of \( \tilde{N} \subset g^* \times B \). Hence the Koszul duality of 0.2 yields a duality between certain dg-sheaves on \( \tilde{N}(1) \) and on the derived intersection \( (\tilde{g}^R_{g^* \times B} B)^{(1)} \). Now observe that there is an inclusion \( \mathcal{D}^b \text{Mod}^{fg}_{0}((\mathcal{U}g)^{\lambda}) \hookrightarrow \mathcal{D}^b \text{Coh}(\tilde{N}(1)) \), induced by (0.3.1). Using the results of 0.2, we construct categories \( \mathcal{C}^\mathfrak{g}^t \), \( \mathcal{D}^\mathfrak{g}^t \) of \( \mathbb{G}_m \)-equivariant dg-sheaves, endowed with auto-equivalences \( \langle 1 \rangle \) (the internal shift), an equivalence \( \kappa : \mathcal{C}^\mathfrak{g}^t \overset{\sim}{\rightarrow} \mathcal{D}^\mathfrak{g}^t \) (Koszul duality), and a diagram

\[
\begin{array}{ccc}
\mathcal{D}^b \text{Mod}^{fg}_{0}((\mathcal{U}g)^{\lambda}) & \overset{\sim}{\rightarrow} & \mathcal{D}^b \text{Coh}(\tilde{N}(1)) \\
\mathcal{D}^b \text{Mod}^{fg}_{\lambda}((\mathcal{U}g)_{0}) & \overset{\sim}{\rightarrow} & \mathcal{D}^b \text{Coh}(\tilde{N}(1))
\end{array}
\]

In other words, we construct a “Koszul duality” which relates two categories of \( \mathcal{U}g \)-modules with central character determined by the pair \( (\lambda,0) \): one in which the Frobenius character is generalized, and one in which the Harish-Chandra character is generalized (the other one being fixed).
Let $W'_{\text{aff}} := W \ltimes X^* (T)$ be the extended affine Weyl group. By a celebrated theorem of Curtis ([Cu]) and by the description of the Harish-Chandra center $Z_{\text{HC}}$, the simple objects in the categories $\text{Mod}_{\text{fg}}^\lambda (U_g \lambda)$ and $\text{Mod}_{\text{fg}}^\lambda (U_g \lambda_0)$ are the (restrictions of the) simple $G$-modules $L(\mu)$ for $\mu \in X$ dominant restricted, in the orbit of $\lambda$ under the dot-action of the extended affine Weyl group $W'_{\text{aff}}$. The category $\text{Mod}_{\text{fg}}^\lambda (U_g \lambda_0)$ is the category of finitely generated modules over the finite dimensional algebra $(U_g \hat{\lambda})_0$ (the block of $(U_g)_{\lambda}$ associated to $\lambda$). We denote by $P(\mu)$ the projective cover of $L(\mu)$ in this category. The objects $L(\mu)$ can be lifted to the category $C_{\text{gr}}$, uniquely up to a shift. The same is true for the objects $P(\mu)$ and the category $D_{\text{gr}}$.

Assume $\lambda$ is in the fundamental alcove. Consider $\tau_0 := t_\rho \cdot w_0 \in W'_{\text{aff}}$, where $t_\rho$ is the translation by the half sum of positive roots $\rho$, and $w_0 \in W$ is the longest element. Our key-point is the following (see Theorem 4.4.3):

Assume $p \gg 0$. There exists a unique choice of the lifts $L_{\text{gr}}(\mu) \in C_{\text{gr}}$, $P_{\text{gr}}(\mu) \in D_{\text{gr}}$ such that if $w \in W'_{\text{aff}}$ and $w \cdot \lambda$ is dominant restricted, then $\kappa (L_{\text{gr}}(w \cdot \lambda)) \simeq P_{\text{gr}}(\tau_0 w \cdot \lambda)$.

In other words, our “geometric” Koszul duality exchanges semi-simple and projective modules. This result was supported by calculations in small ranks obtained with Bezrukavnikov and published as an appendix to [BMR].

0.5. Our proof of this key-point relies on the study of “geometric counterparts” of the reflection functors $R_\delta^{\text{gr}} : D_{\text{gr}} \to D_{\text{gr}}$ (here $\delta$ is an affine simple root), which send (lifts of) projectives to (lifts of) projectives. We identify the “Koszul dual” (i.e. the conjugate by $\kappa$) of these functors, which are related to some functors $\mathfrak{S}_\delta^{\text{gr}}$ which send (lifts of) some semi-simple modules to (lifts of) semi-simple modules (see Theorem 8.2.1). Then we only have to check our key-point when $\ell(w) = 0$, which can be done explicitly.

To prove the “semi-simplicity” of the functors $\mathfrak{S}_\delta^{\text{gr}}$ we use Lusztig’s conjecture on the characters of simple $G$-modules, see [L1] (or rather an equivalent formulation due to Andersen, see [A2]). By the work of Andersen-Jantzen-Soergel ([AJS]), combined with works of Kazhdan-Lusztig ([KL], [L2]) and Kashiwara-Tanisaki ([KT]), (see [ABG], [F1] for other approaches), this conjecture is true for $p$ sufficiently large (with no explicit bound). Recently Fiebig has given a proof of this conjecture for $p$ bigger than a (very large) explicit bound (see [F2]). This explains our restriction on $p$.

Let us remark that related ideas (in particular, a contraction of graded versions of translation functors) were considered by Stroppel in [St] for the category $O$ in characteristic 0. However, our techniques are different.

0.6. We derive from the key-point of §0.4 the Koszulity of regular blocks of $(U_g)_{\lambda}$. For this we use a general criterion for a graded ring to be Morita

---

1See [R2] for a more detailed version of these computations, and the case $G = SL(2)$. 

equivalent to a Koszul ring, proved in Theorem 9.2.1. More precisely we obtain the following result (see Theorem 9.5.1):

There exists a (unique) grading on the block \((\mathcal{U}\mathfrak{g})^\lambda_0\) which makes it a Koszul ring. The Koszul dual ring controls the category \(\text{Mod}^{fg}_0((\mathcal{U}\mathfrak{g})^\lambda)\).

Hence, from a “geometric” Koszul duality between dg-sheaves on the dg-schemes \(\tilde{N}^{(1)}\) and \((\tilde{g}^\mathbb{R}_{\mathfrak{g}^*} \times_{\mathcal{B}} \mathcal{B})^{(1)}\) we derive an “algebraic” Koszul duality between the abelian categories \(\text{Mod}^{fg}_0((\mathcal{U}\mathfrak{g})^\lambda)\) and \(\text{Mod}^{fg}_\lambda((\mathcal{U}\mathfrak{g})_0)\).

0.7. Finally we consider “parabolic analogues” of our geometric duality, where \(\mathcal{B}\) is replaced by a partial flag variety \(\mathcal{P}\). We prove a version of our restricted localization theorem for singular weights (Theorem 3.4.14). Then we derive from our key-point (see §0.4) a version of it for this “parabolic” duality, and we deduce Koszulity of singular blocks of \((\mathcal{U}\mathfrak{g})_0\) (Theorem 10.3.1). In this case the Koszul dual ring is related to a quotient of \(\mathcal{U}\mathfrak{g}\) introduced in [BMR2] §1.10. In particular it follows that, for \(p \gg 0\), \((\mathcal{U}\mathfrak{g})_0\) can be endowed with a (unique) Koszul grading, i.e. a grading which makes it a Koszul ring (Corollary 10.3.2). This fact was conjectured (for \(p > h\)) by Soergel in [S2].

0.8. Our results also give information on the complexes of coherent sheaves corresponding, under equivalences (0.3.1), to simple and projective \(\mathcal{U}\mathfrak{g}\)-modules. (The question of computing these objects was raised in [BMR2] 1.5.1.) Namely, the objects corresponding to indecomposable projectives and to simples are related by the simple geometric construction of §0.2. We also provide a way to “generate” these objects: namely, to compute them it suffices to apply explicit functors to explicit sheaves, and to take direct factors. In practice these computations are very difficult, however.

0.9. **Organization of the paper.** In section 1 we develop the necessary background on derived categories of sheaves of dg-modules over sheaves of dg-algebras, extending results of [BL, Sp]. We also introduce some notions related to dg-schemes in the sense of [CK]. In section 2 we give a geometric version of Koszul duality, and study how this duality behaves under proper flat base change, and with respect to sub-bundles. In section 3 we prove a localization theorem for restricted \(\mathcal{U}\mathfrak{g}\)-modules, completing [BMR, BMR2].

In section 4 we state a version of our key-point. Sections 5 to 8 are devoted to the proof of this theorem. In section 5 we introduce useful tools for our study, in particular braid group actions, using the main result of [R1]. In section 6 we study the projective \((\mathcal{U}\mathfrak{g})^\lambda_0\)-modules and their geometric counterparts, and their behaviour under reflection functors. In section 7 we study the simple restricted \((\mathcal{U}\mathfrak{g})^\lambda_0\)-modules and their geometric counterparts, and their behaviour under the “semi-simple” functors \(\mathcal{S}_\delta\). In section 8 we finally prove that the “geometric” Koszul duality exchanges the indecomposable projective \((\mathcal{U}\mathfrak{g})^\lambda_0\)-modules and the simple restricted \((\mathcal{U}\mathfrak{g})^\lambda\)-modules.
In section 9 we prove that there is an “algebraic” Koszul duality relating $(\mathcal{U}\mathfrak{g})_{0}^{\lambda}$-modules and $(\mathcal{U}\mathfrak{g})^{\lambda}$-modules with generalized trivial Frobenius character. Finally, in section 10 we extend some of our results to singular characters. In particular we prove Koszulity of singular blocks of $(\mathcal{U}\mathfrak{g})_{0}$.
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1. Sheaves of dg-algebras and dg-modules

In this section we extend classical results on dg-algebras and ringed spaces (see [BL, Sp]) to the case of a sheaf of dg-algebras on a ringed space.

We fix a commutative ringed space $(X, \mathcal{O}_{X})$, and write simply $\otimes$ for $\mathcal{O}_{X}$-modules.

1.1. Definitions. Let $A = \bigoplus_{p \in \mathbb{Z}} A^{p}$ be a sheaf of $\mathbb{Z}$-graded $\mathcal{O}_{X}$-algebras on $X$, and denote by $\mu_{A} : A \otimes A \to A$ the multiplication map.

**Definition 1.1.1.** $A$ is a sheaf of dg-algebras if it is provided with an endomorphism of $\mathcal{O}_{X}$-modules $d_{A} : A \to A$, of degree 1, such that $d_{A} \circ d_{A} = 0$, and satisfying the following formula on $A^{p} \otimes A$, for any $p \in \mathbb{Z}$:

$$d_{A} \circ \mu_{A} = \mu_{A} \circ (d_{A} \otimes \text{Id}_{A}) + (-1)^{p} \mu_{A} \circ (\text{Id}_{A^{p}} \otimes d_{A}).$$

A morphism of sheaves of dg-algebras is a morphism of sheaves of graded algebras commuting with the differentials.

A sheaf of dg-modules over $A$ (in short: $A$-dg-module) is a sheaf of graded left $A$-modules $\mathcal{F}$ on $X$, provided with an endomorphism of $\mathcal{O}_{X}$-modules $d_{\mathcal{F}} : \mathcal{F} \to \mathcal{F}$, of degree 1, such that $d_{\mathcal{F}} \circ d_{\mathcal{F}} = 0$, and satisfying the following formula on $A^{p} \otimes \mathcal{F}$ for $p \in \mathbb{Z}$, where $\alpha_{\mathcal{F}} : A \otimes \mathcal{F} \to \mathcal{F}$ is the action map:

$$d_{\mathcal{F}} \circ \alpha_{\mathcal{F}} = \alpha_{\mathcal{F}} \circ (d_{A} \otimes \text{Id}_{\mathcal{F}}) + (-1)^{p} \alpha_{\mathcal{F}} \circ (\text{Id}_{A^{p}} \otimes d_{\mathcal{F}}).$$

A morphism of sheaves of dg-modules is a morphism of sheaves of graded $A$-modules commuting with the differentials.

We will always consider $\mathcal{O}_{X}$ as a sheaf of dg-algebras concentrated in degree 0, provided with the zero differential. In the rest of this section we fix a sheaf of dg-algebras $\mathcal{A}$.

---

2In this section we have tried to use only elementary methods, and to construct derived functors “concretely”, using resolutions. Using more “modern” tools of homological algebra, it would certainly be possible to prove similar results under weaker assumptions.
We denote by $C(X,A)$ (or sometimes $C(A)$) the category of sheaves of dg-modules over $A$. There is a natural translation functor $[1] : C(X,A) \to C(X,A)$, defined as in [BL 10.3]. One defines as usual the homotopy category $H(X,A)$ (see [BL 10.3.1]). It is triangulated ([BL 10.3.5]).

If $F$ is an object of $C(X,A)$ or $H(X,A)$, we define its cohomology to be the graded sheaf of $O_X$-modules $H(F) = \text{Ker}(d_F)/\text{Im}(d_F)$. A dg-module $F$ is said to be acyclic if $H(F) = 0$. A morphism $\phi : F \to G$ in $C(X,A)$ or $H(X,A)$ is said to be a quasi-isomorphism if it induces an isomorphism $H(\phi) : H(F) \cong H(G)$. Finally, one defines the derived category $D(X,A)$, which is also triangulated, as in [BL 10.4.1].

One defines similarly the category $C^r(X,A)$ of sheaves of right $A$-dg-modules, its homotopy category $H^r(X,A)$ and its derived category $D^r(X,A)$.

We define the sheaf of $O_X$-modules $\text{Hom}_A(F,G)$ having, as degree $p$ component, the $O_X$-module of local homomorphisms of graded $A$-modules $F \to G[p]$ (not necessarily commuting with the differentials), and provided with the differential given by

$$d(\phi) = d_G \circ \phi - (-1)^p \phi \circ d_F$$

if $\phi \in (\text{Hom}_A(F,G))^p$. This construction defines a bifunctor

$$\text{Hom}_A(-,-) : C(X,A)^{op} \times C(X,A) \to C(X,O_X).$$

One checks that $\text{Hom}_A(-,-)$ preserves homotopy, hence defines a bifunctor between homotopy categories. If $A$ is graded-commutative, this construction even defines a bifunctor with values in $H(X,A)$.

We define the functor $\text{Hom}_A(-,-)$, from $C(X,A)^{op} \times C(X,A)$ to the complexes of abelian groups, by $(\text{Hom}_A(F,G))^i := \Gamma(X, (\text{Hom}_A(F,G))^i)$, the differential being that of (1.2.1). Then $\text{Hom}_{C(X,A)}(F,G)$ is the kernel of the differential $d^0$, and $\text{Hom}_{H(X,A)}(F,G) \cong H^0(\text{Hom}_A(F,G))$.

Let $F$ be in $C^r(X,A)$, and $G$ in $C(X,A)$. We define the sheaf of $O_X$-dg-modules $F \otimes_A G$, graded in the natural way, and having the differential given on local sections of $F \otimes_A G$ by

$$d(f \otimes g) = d(f) \otimes g + (-1)^p f \otimes d(g).$$

This construction defines a bifunctor

$$(- \otimes_A -) : C^r(X,A) \times C(X,A) \to C(X,O_X).$$

One checks that $(- \otimes_A -)$ preserves homotopy, hence defines a bifunctor between homotopy categories. As usual the tensor product is associative.
Let us define the induction functor in the usual way:

\[
\text{Ind} : \left\{ \begin{array}{ll}
C(X, \mathcal{O}_X) & \rightarrow \ C(X, \mathcal{A}) \\
\mathcal{F} & \mapsto \mathcal{A} \otimes_{\mathcal{O}_X} \mathcal{F}.
\end{array} \right.
\]

This functor is a left adjoint to the forgetful functor \( \text{For} : C(X, \mathcal{A}) \rightarrow C(X, \mathcal{O}_X) \). More precisely, for \( \mathcal{F} \) in \( C(X, \mathcal{O}_X) \) and \( \mathcal{G} \) in \( C(X, \mathcal{A}) \), we have a functorial isomorphism

\[
\text{Hom}_A(\text{Ind}(\mathcal{F}), \mathcal{G}) \cong \text{Hom}_{\mathcal{O}_X}(\mathcal{F}, \text{For}(\mathcal{G})).
\]

The functor \( \text{Ind} \) also induces a functor \( \text{H}(X, \mathcal{O}_X) \rightarrow \text{H}(X, \mathcal{A}) \), which is left adjoint to the forgetful functor.

Now we define the coinduction functor

\[
\text{Coind} : \left\{ \begin{array}{ll}
C(X, \mathcal{O}_X) & \rightarrow \ C(X, \mathcal{A}) \\
\mathcal{G} & \mapsto \text{Hom}_{\mathcal{O}_X}(\mathcal{A}, \mathcal{G})
\end{array} \right.
\]

(and similarly for the homotopy categories) where the grading and differential are defined as in (1.2.1), and the action of \( \mathcal{A} \) is given by

\[
(\alpha \cdot \phi)(\gamma) = (-1)^{\deg(\alpha) \deg(\phi) + \deg(\alpha) \deg(\gamma)} \phi(\gamma \alpha).
\]

One easily checks that the functor \( \text{Coind} \) is a right adjoint to the forgetful functor \( C(X, \mathcal{A}) \rightarrow C(X, \mathcal{O}_X) \). More precisely, for \( \mathcal{F} \) in \( C(X, \mathcal{A}) \) and \( \mathcal{G} \) in \( C(X, \mathcal{O}_X) \) there is a functorial isomorphism

\[
\text{Hom}_{\mathcal{O}_X}(\mathcal{F}, \mathcal{G}) \cong \text{Hom}_A(\mathcal{F}, \text{Coind}(\mathcal{G})).
\]

For later use, let us remark that the adjunction morphism \( \text{Ind}(\mathcal{F}) \rightarrow \mathcal{F} \), resp. \( \mathcal{F} \rightarrow \text{Coind}(\mathcal{F}) \), is surjective, resp. injective, for \( \mathcal{F} \in C(X, \mathcal{A}) \).

### 1.3. Existence of K-flat and K-injective resolutions

To ensure the existence of the usual derived functors, we have to show that there are enough “nice” objects in \( C(\mathcal{A}) \). We follow Spaltenstein’s approach ([Sp]).

**Definition 1.3.1.** Let \( \mathcal{F} \) be an object of \( C(\mathcal{A}) \).

(a) \( \mathcal{F} \) is said to be \( K \)-injective if the following equivalent properties hold:

(i) For every \( \mathcal{G} \in C(\mathcal{A}) \), \( \text{Hom}_{\text{H}(\mathcal{A})}(\mathcal{G}, \mathcal{F}) = \text{Hom}_{\text{D}(\mathcal{A})}(\mathcal{G}, \mathcal{F}) \);

(ii) For every \( \mathcal{G} \in C(\mathcal{A}) \) such that \( H(\mathcal{G}) = 0 \), \( H(\text{Hom}_A(\mathcal{G}, \mathcal{F})) = 0 \).

(b) \( \mathcal{F} \) is said to be \( K \)-flat if for every \( \mathcal{G} \in C^+(\mathcal{A}) \) such that \( H(\mathcal{G}) = 0 \), \( H(\mathcal{G} \otimes_A \mathcal{F}) = 0 \).

Easy applications of the basic properties of induction and coinduction functors give the following lemma:

**Lemma 1.3.2.** (i) If \( \mathcal{F} \) is a \( K \)-flat \( \mathcal{O}_X \)-dg-module, then \( \text{Ind}(\mathcal{F}) \) is a \( K \)-flat \( \mathcal{A} \)-dg-module. If \( \mathcal{G} \) is a \( K \)-injective \( \mathcal{O}_X \)-dg-module, then \( \text{Coind}(\mathcal{G}) \) is a \( K \)-injective \( \mathcal{A} \)-dg-module.

(ii) Assume \( \mathcal{A} \) is \( K \)-flat as an \( \mathcal{O}_X \)-dg-module. Then every \( K \)-injective \( \mathcal{A} \)-dg-module is also \( K \)-injective as an \( \mathcal{O}_X \)-dg-module. Similarly, every \( K \)-flat \( \mathcal{A} \)-dg-module is also \( K \)-flat as an \( \mathcal{O}_X \)-dg-module.

\(^3\text{See [BL] 10.12.2.2} \text{ for details on the equivalence of these conditions.}\)
Now we prove that there exist enough K-flat modules in $\mathcal{C}(X, \mathcal{A})$. The case $\mathcal{A} = \mathcal{O}_X$ is treated in [Sp], and will be the base of our proofs. If $\mathcal{M}$ is a complex of sheaves, we denote by $Z(\mathcal{M})$ the graded sheaf $\text{Ker}(d_M)$.

**Theorem 1.3.3.** For every sheaf of $\mathcal{A}$-dg-modules $\mathcal{F}$, there exists a K-flat sheaf of $\mathcal{A}$-dg-modules $\mathcal{P}$ and a quasi-isomorphism $\mathcal{P} \xrightarrow{\text{qis}} \mathcal{F}$.

**Proof.** First, let us consider $\mathcal{F}$ as an $\mathcal{O}_X$-dg-module. By [Sp, 5.6], there exists a K-flat $\mathcal{O}_X$-dg-module $Q_0$ and a surjective $\mathcal{O}_X$-quasi-isomorphism $Q_0 \rightarrow \mathcal{F}$. Thus there exists a surjective morphism of $\mathcal{A}$-dg-modules $P_0 := \text{Ind}(Q_0) \rightarrow \text{Ind}(\mathcal{F}) \rightarrow \mathcal{F}$, and the $\mathcal{A}$-dg-module $P_0$ is K-flat, by Lemma 1.3.2(i). One can check that the induced morphism $Z(P_0) \rightarrow Z(\mathcal{F})$ is also surjective.

Doing the same construction for the kernel of the morphism $P_0 \rightarrow \mathcal{F}$, and repeating, we obtain an exact sequence of $\mathcal{A}$-dg-modules

$$\cdots \rightarrow P_1 \rightarrow P_0 \rightarrow \mathcal{F} \rightarrow 0$$

where each $P_p$ is K-flat, and such that the induced sequence

$$\cdots \rightarrow Z(P_1) \rightarrow Z(P_0) \rightarrow Z(\mathcal{F}) \rightarrow 0$$

is also exact. Now we take the $\mathcal{A}$-dg-module $\mathcal{P} := \text{Tot}^\oplus(\cdots \rightarrow P_1 \rightarrow P_0 \rightarrow 0 \rightarrow \cdots)$, where $P_p$ is in horizontal degree $-p$. It is K-flat, as the direct limit of the K-flat $\mathcal{A}$-dg-modules $P_{\leq p} := \text{Tot}^\oplus(\cdots \rightarrow 0 \rightarrow P_p \rightarrow \cdots \rightarrow P_0 \rightarrow 0 \rightarrow \cdots)$ (see [Sp 5.4.(c)]). Now we prove that the natural morphism $\mathcal{P} \rightarrow \mathcal{F}$ is a quasi-isomorphism, i.e. that the complex $\mathcal{X} := \text{Tot}^\oplus(\cdots \rightarrow P_1 \rightarrow P_0 \rightarrow \mathcal{F} \rightarrow 0 \rightarrow \cdots)$, where $\mathcal{F}$ is in horizontal degree 1, is acyclic.

The argument for this is borrowed from [Ke1, 3.3], [Ke2]. We put $P_{-1} := \mathcal{F}$, and $P_p = 0$ if $p < -1$. Consider, for $m \geq 1$, the double complex of $\mathcal{O}_X$-modules $\mathcal{X}_m$ defined by $(\mathcal{X}_m)^{i,j} = 0$ if $j \notin [-m, m]$, $(\mathcal{X}_m)^{i,j} = (P_{-1})^j$ if $j \in [-m, m-1]$, and $(\mathcal{X}_m)^{i,m} = Z(P_{-1})^m$. Then $\mathcal{X}$ is the direct limit of the complexes $\text{Tot}^\oplus(\mathcal{X}_m)$, which are acyclic because they admit a finite filtration with acyclic subquotients. Hence $\mathcal{X}$ is acyclic.  

We will also need the following result, which is borrowed from [Sp 5.7]:

**Lemma 1.3.4.** If $\mathcal{P}$ in $\mathcal{C}(\mathcal{A})$ is K-flat and acyclic, then for any $\mathcal{F}$ in $\mathcal{C}^r(\mathcal{A})$ the $\mathcal{O}_X$-dg-module $\mathcal{F} \otimes_\mathcal{A} \mathcal{P}$ is acyclic.

From now on in this section we make the following assumptions:

$(\dagger)$ All our topological spaces are noetherian of finite dimension.

$(\dagger\dagger)$ All our dg-algebras are concentrated in non-positive degrees.

These assumptions are needed for our proofs and sufficient for our applications, but we hope they are not essential. In order to construct resolutions by K-injective $\mathcal{A}$-dg-modules, we begin with bounded below dg-modules.
Lemma 1.3.5. For $\mathcal{F}$ a bounded-below $A$-dg-module, there exists a quasi-isomorphism of $A$-dg-modules $\mathcal{F} \xrightarrow{qis} \mathcal{I}$, where $\mathcal{I}$ is $K$-injective, bounded below with the same bound as $\mathcal{F}$ and such that $\mathcal{I}^p$ is a flabby sheaf for $p \in \mathbb{Z}$.

Proof. First, there exists a bounded below $\mathcal{O}_X$-dg-module $\mathcal{J}_0$ (with the same bound as $\mathcal{F}$), all of whose components are injective $\mathcal{O}_X$-modules, and an injective morphism $\phi : \mathcal{F} \hookrightarrow \mathcal{J}_0$. Then $\mathcal{J}_0$ is a $K$-injective $\mathcal{O}_X$-dg-module by [Sp, 1.2, 2.2.(c), 2.5]. By Lemma 1.3.2(i), $\mathcal{I}_0 := \text{Coind}(\mathcal{J}_0)$ is a $K$-injective $A$-dg-module, and one obtains an injective morphism of $A$-dg-modules $\mathcal{F} \hookrightarrow \text{Coind}(\mathcal{F}) \hookrightarrow \mathcal{I}_0$.

This module is bounded below, again with the same bound, and its graded components are flabby (by [KS, II.2.4.6.(vii)], and the fact that a product of flabby sheaves is flabby). Repeating the same construction for the cokernel, and then again and again, we obtain an exact sequence of $A$-dg-modules (bounded below with the same bound for all the modules)

$$0 \to \mathcal{F} \to \mathcal{I}_0 \to \mathcal{I}_1 \to \mathcal{I}_2 \to \cdots$$

where each $\mathcal{I}_p$ is $K$-injective and has flabby components.

Consider the $A$-dg-module $\mathcal{I} := \text{Tot}^\oplus(\cdots \to 0 \to \mathcal{I}_0 \to \mathcal{I}_1 \to \cdots)$. This module is the inverse limit of the $A$-dg-modules $\mathcal{K}_p := \text{Tot}^\oplus(\cdots \to 0 \to \mathcal{I}_0 \to \cdots \to \mathcal{I}_p \to 0 \to \cdots)$ for $p \geq 0$. Each $\mathcal{K}_p$ is $K$-injective (because it has a finite filtration with $K$-injective subquotients). Moreover, the morphisms $\mathcal{K}_{p+1} \to \mathcal{K}_p$ are surjective, and split as morphisms of graded $A$-modules. Hence this inverse system is “special” in the sense of [Sp, 2.1]. We deduce that $\mathcal{I}$ is $K$-injective ([Sp, 2.3, 2.4]). This module has flabby components, and one can checks that the morphism $\mathcal{F} \to \mathcal{I}$ is a quasi-isomorphism. □

Now we can treat the general case. Recall the definition of the truncation functors $\tau_{\geq n}$ ([KS (1.3.11)]). Because of our assumption (††), this definition still makes sense (and has the usual properties) for $A$-dg-modules.

Theorem 1.3.6. For every $A$-dg-module $\mathcal{F}$, there exists a quasi-isomorphism of $A$-dg-modules $\mathcal{F} \xrightarrow{qis} \mathcal{I}$ where $\mathcal{I}$ is $K$-injective.

Proof. Using the preceding lemma, the construction of [Sp] 3.7 generalizes: there exists an inverse system of morphisms $f_n : \text{Tot}^\oplus(\cdots \to 0 \to \mathcal{I}_0 \to \mathcal{I}_1 \to \cdots)$, where $f_n$ is a quasi-isomorphism, $\mathcal{I}_n$ is a $K$-injective $A$-dg-module with $\mathcal{I}_n^p = 0$ for $p < -n$ and $\mathcal{I}_n^p$ flabby for $p \geq -n$, and, furthermore, the morphisms $\mathcal{I}_{n+1} \to \mathcal{I}_n$ are surjective and split as morphisms of graded $A$-modules. Then, as in the previous lemma, $\lim \mathcal{I}_n$ is $K$-injective. It remains only to prove that $f := \varprojlim f_n$ is a quasi-isomorphism. For this we can follow [Sp] 3.13. Indeed, using Grothendieck’s vanishing theorem ([H2, III.2.7]), condition 3.12.(1) of [Sp] is satisfied with $\mathcal{B} = \text{Mod}(\mathcal{O}_X)$, and $d_x = \text{dim}(X)$ for any $x \in X$. Moreover, in the proof of [Sp] 3.13, the fact that the $\mathcal{I}_n$ are $K$-injective over $\mathcal{O}_X$ is not really needed. In fact, we only need to know that, for every $n$, the kernel $\mathcal{K}_n$ of the morphism $\mathcal{I}_n \to \mathcal{I}_{n-1}$ is a resolution of $\mathcal{H}^{-n}(\mathcal{F})[n]$ which
is acyclic for the functors $\Gamma(U, -)$ for every open $U \subset X$. In our case, $K_n$ is a flabby resolution of $\mathcal{H}^{-n}(\mathcal{F})[n]$. Hence $f$ is a quasi-isomorphism.

1.4. **Derived functors.** In this subsection we construct the derived functors (see [De, 1.2], [Ko3, sections 13-15]) of $\mathcal{H}$.

A pair such as $(X, \mathcal{A})$ and $(Y, \mathcal{B})$ is commutative ringed spaces, and let $\mathcal{A}$, resp. $\mathcal{B}$, be a dg-algebra on $X$, resp. $Y$. Let $F : \mathcal{H}(\mathcal{A}) \to \mathcal{H}(\mathcal{B})$ be a triangulated functor. Following Deligne, one says that the right derived functor $RF$ is defined at $\mathcal{F} \in \mathcal{H}(\mathcal{A})$ if $\mathcal{F}$ has a right resolution $\mathcal{X}$ which is $F$-split on the right, i.e. every right resolution $\mathcal{Y}$ of $\mathcal{X}$ has itself a right resolution $\mathcal{Z}$ such that $F$ induces a quasi-isomorphism between $F(\mathcal{X})$ and $F(\mathcal{Z})$. Similarly, left derived functors are defined on objects which are $F$-split on the left.

Remark that a K-injective $\mathcal{A}$-dg-module is $F$-split on the right for any such functor (see Definition 1.3.1(i)). Hence, under assumptions $(\dagger)$, $(\dagger\dagger)$, right derived functors are defined on the whole category $D(\mathcal{A})$, by Theorem 1.3.6.

Let Ab be the category of abelian groups, $\mathcal{H}(\text{Ab})$ its homotopy category, and $D(\text{Ab})$ its derived category. Consider the bifunctor $\text{Hom}_{\mathcal{H}}(\mathcal{A}, -) : \mathcal{H}(\mathcal{A})^{\text{op}} \times \mathcal{H}(\mathcal{A}) \to \mathcal{H}(\text{Ab})$. Fix $\mathcal{F} \in \mathcal{H}(\mathcal{A})^{\text{op}}$. Then we define the functor $R\text{Hom}_{\mathcal{H}}(\mathcal{F}, -) : D(\mathcal{A}) \to D(\text{Ab})$ as the right derived functor of $\text{Hom}_{\mathcal{H}}(\mathcal{F}, -)$. Now for each $\mathcal{G} \in D(\mathcal{A})$, the functor $R\text{Hom}_{\mathcal{A}}(-, \mathcal{G}) : \mathcal{H}(\mathcal{A})^{\text{op}} \to D(\text{Ab})$ sends quasi-isomorphisms to isomorphisms, hence factorizes through a functor $D(\mathcal{A})^{\text{op}} \to D(\text{Ab})$, denoted similarly. This defines the bifunctor $R\text{Hom}_{\mathcal{A}}(-, -) : D(\mathcal{A})^{\text{op}} \times D(\mathcal{A}) \to D(\text{Ab})$.

Now consider the bifunctor $(- \otimes_{\mathcal{A}} -) : \mathcal{H}(\mathcal{A})^{\text{op}} \times \mathcal{H}(\mathcal{A}) \to \mathcal{H}(\mathcal{O}_X)$. As above, for each $\mathcal{F}$ in $\mathcal{H}(\mathcal{A})$, by Theorem 1.3.3 and Lemma 1.3.4 there are enough objects split on the left (e.g. K-flat dg-modules) for the functor $(\mathcal{F} \otimes_{\mathcal{A}} -) : \mathcal{H}(\mathcal{A}) \to \mathcal{H}(\mathcal{O}_X)$. Hence, its left derived functor $(\mathcal{F} \otimes_{\mathcal{A}} -) : D(\mathcal{A}) \to D(\mathcal{O}_X)$ is well defined. Hence we have the derived bifunctor

$$(\mathcal{F} \otimes_{\mathcal{A}} -) : D(\mathcal{A}) \to D(\mathcal{O}_X).$$

1.5. **Direct and inverse image functors.** Use the same notation as in §1.4. A pair such as $(X, \mathcal{A})$ is called a dg-ringed space. A morphism of dg-ringed spaces $f : (X, \mathcal{A}) \to (Y, \mathcal{B})$ is a morphism $f_0 : (X, \mathcal{O}_X) \to (Y, \mathcal{O}_Y)$ of ringed spaces, together with a morphism of sheaves of dg-algebras $f_0^* : \mathcal{B} \to \mathcal{A}$.

We have a natural direct image functor $f_* : \mathcal{C}(X, \mathcal{A}) \to \mathcal{C}(Y, \mathcal{B})$ and its right derived functor

$$Rf_* : D(X, \mathcal{A}) \to D(Y, \mathcal{B}),$$

which can be computed by means of right K-injective resolutions (see §1.4). Similarly, there is a natural inverse image functor

$$f^* : \begin{cases} \mathcal{C}(Y, \mathcal{B}) & \to \mathcal{C}(X, \mathcal{A}) \\ \mathcal{F} & \mapsto \mathcal{A} \otimes_{f_0^* \mathcal{B}} f_0^* \mathcal{F} \end{cases}.$$ 

Its left derived functor $Lf^* : D(Y, \mathcal{B}) \to D(X, \mathcal{A})$ is defined on the whole of $D(\mathcal{A})$, and can be computed by means of left K-flat resolutions.
The following definition is adapted from [Sp] 5.11:

**Definition 1.5.1.** The $\mathcal{A}$-dg-module $\mathcal{F}$ is said to be *weakly K-injective* if $\text{Hom}_\mathcal{A}(\mathcal{G}, \mathcal{F})$ is acyclic for any acyclic K-flat $\mathcal{A}$-dg-module $\mathcal{G}$.

It is clear that K-injective implies weakly K-injective. The following lemma is a more general (but weaker) version of Lemma 1.3.2(ii).

**Lemma 1.5.2.** Let $\mathcal{F}$ be a weakly K-injective $\mathcal{A}$-dg-module. Then $f_* \mathcal{F}$ is a weakly K-injective $\mathcal{B}$-dg-module. In particular, a weakly K-injective $\mathcal{A}$-dg-module is also weakly K-injective when considered as an $\mathcal{O}_X$-dg-module.

**Proof.** The first statement can be proved as in [Sp, 5.15(b)]. The second one follows, using the natural morphism $(X, \mathcal{A}) \rightarrow (X, \mathcal{O}_X)$. □

Let $F : \mathcal{D}(X, \mathcal{A}) \rightarrow \mathcal{D}(X, \mathcal{O}_X)$ and $F_Y : \mathcal{D}(Y, \mathcal{B}) \rightarrow \mathcal{D}(Y, \mathcal{O}_Y)$ denote the forgetful functors. Let $R(f_0)_* : \mathcal{D}(X, \mathcal{O}_X) \rightarrow \mathcal{D}(Y, \mathcal{O}_Y)$ be the right derived functor of the morphism of dg-ringed spaces $f_0$.

**Corollary 1.5.3.** (i) There exists an isomorphism of functors $F_Y \circ Rf_* \cong R(f_0)_* \circ F_X$. In other words, $Rf_*$ is compatible with $R(f_0)_*$.

(ii) If $(Z, \mathcal{C})$ is a dg-ringed space and $g : (Y, \mathcal{B}) \rightarrow (Z, \mathcal{C})$ a morphism, the natural morphism of functors $R(g \circ f)_* \rightarrow Rg_* \circ Rf_*$ is an isomorphism.

**Proof.** (i) The isomorphism follows from Lemma [1.5.2] and [Sp] 6.7 (which says that $R(f_0)_*$ can be computed using a weakly K-injective resolution).

(ii) If $F$ is a weakly K-injective, acyclic $\mathcal{A}$-dg-module, then $F$ is also acyclic and weakly K-injective as an $\mathcal{O}_X$-dg-module (by Lemma [1.5.2]). Hence $f_* F = (f_0)_* F$ is acyclic (see [Sp] 5.16). It follows that weakly K-injective dg-modules are split for direct image functors. Then the result follows from classical facts on derived functors (see [Ke3] 14.2). □

Similarly, one can prove:

**Proposition 1.5.4.** If $g : (Y, \mathcal{B}) \rightarrow (Z, \mathcal{C})$ is a second morphism of dg-ringed spaces, then there exists an isomorphism of functors $L(g \circ f)_* \cong Lf_* \circ Lg^*$.

**Definition 1.5.5.** The morphism $f : (X, \mathcal{A}) \rightarrow (Y, \mathcal{B})$ is a *quasi-isomorphism* if $X = Y$, $f_0 = \text{Id}$, and the associated morphism $\phi : \mathcal{B} \rightarrow \mathcal{A}$ induces an isomorphism on cohomology.

The following result is an immediate extension of [BL, Theorem 10.12.5.1], and can be proved similarly. It says that the category $\mathcal{D}(X, \mathcal{A})$ depends on $\mathcal{A}$ only up to quasi-isomorphism.

**Proposition 1.5.6.** Let $f : (X, \mathcal{A}) \rightarrow (X, \mathcal{B})$ be a quasi-isomorphism. Then $Rf_* : \mathcal{D}(X, \mathcal{A}) \rightarrow \mathcal{D}(X, \mathcal{B})$ and $Lf_* : \mathcal{D}(X, \mathcal{B}) \rightarrow \mathcal{D}(X, \mathcal{A})$ are equivalences of categories, quasi-inverse to each other.
1.6. **Adjunction.** Let \( f : (X, \mathcal{A}) \to (Y, \mathcal{B}) \) be a morphism of dg-ringed spaces. In this subsection we show that \( Rf_* \) and \( Lf^* \) are adjoint functors.

Following [Sp, 5.0], we denote by \( \mathcal{P}(X) \) the class of dg-modules \( \mathcal{F} \) in \( \mathcal{C}(X, \mathcal{O}_X) \) which are bounded above, and such that for each \( i \in \mathbb{Z} \), \( \mathcal{F}^i \) is a direct sum of sheaves of the form \( \mathcal{O}_{U \subset X} \) (the extension by zero of \( \mathcal{O}_X|_U \) to \( X \)) for \( U \) open in \( X \). We denote by \( \mathcal{P}(X) \) the smallest full subcategory of \( \mathcal{C}(X, \mathcal{O}_X) \) containing \( \mathcal{P}(X) \) and such that for any direct system \( (\mathcal{F}_n)_{n \geq 0} \) of objects of \( \mathcal{P}(X) \) such that the morphisms \( \mathcal{F}_n \to \mathcal{F}_{n+1} \) are injective and split as morphisms of graded \( \mathcal{A} \)-modules, the object \( \varinjlim \mathcal{F}_n \) is in \( \mathcal{P}(X) \). The objects in \( \mathcal{P}(X) \) are K-flat (as in [Sp, 5.5]).

**Lemma 1.6.1.** Let \( \mathcal{F} \) be a K-flat \( \mathcal{A} \)-dg-module, and \( \mathcal{G} \) a weakly K-injective, acyclic \( \mathcal{A} \)-dg-module. Then \( \text{Hom}_{\mathcal{A}}(\mathcal{F}, \mathcal{G}) \) is acyclic.

**Proof.** By Lemma 1.5.2, \( \mathcal{G} \) is also weakly K-injective as an \( \mathcal{O}_X \)-dg-module. Consider the class \( \mathcal{Q} \) of objects \( \mathcal{E} \) of \( \mathcal{C}(X, \mathcal{A}) \) such that \( \text{Hom}_{\mathcal{A}}(\mathcal{E}, \mathcal{G}) \) is acyclic. By [Sp, 5.20] and 1.2.2, \( \mathcal{Q} \) contains the class \( \mathcal{C} \) of objects of the form \( \text{Ind}(\mathcal{M}) \) for \( \mathcal{M} \in \mathcal{P}(X) \). Now, using the same proof as that of Theorem 1.3.3 there exists a direct system \( (\mathcal{P}_{\leq n})_{n \geq 0} \) of \( \mathcal{A} \)-dg-modules such that each \( \mathcal{P}_{\leq n} \) has a finite filtration which subquotients in \( \mathcal{C} \) and such that the morphisms \( \mathcal{P}_{\leq n} \to \mathcal{P}_{\leq n+1} \) are injective and split as morphisms of graded \( \mathcal{A} \)-modules, and a quasi-isomorphism \( \mathcal{P} := \varinjlim \mathcal{P}_{\leq n} \to \mathcal{F} \). Using again [Sp, 2.3, 2.4], \( \mathcal{P} \) is in \( \mathcal{Q} \). As \( \mathcal{G} \) is weakly K-injective, and \( \mathcal{F} \) and \( \mathcal{P} \) are K-flat, the morphism \( \text{Hom}_{\mathcal{A}}(\mathcal{F}, \mathcal{G}) \to \text{Hom}_{\mathcal{A}}(\mathcal{P}, \mathcal{G}) \) is a quasi-isomorphism. 

Using Lemma 1.6.1, the following result can be proved as in [Sp, 6.7(c)]. Alternatively, the adjunction statement also follows from [Ke3, 13.6].

**Theorem 1.6.2.** The functors \( Lf^* \) and \( Rf_* \) are adjoint. More precisely, for \( \mathcal{F} \in \mathcal{D}(Y, \mathcal{B}) \) and \( \mathcal{G} \in \mathcal{D}(X, \mathcal{A}) \) there exists a functorial isomorphism

\[
R\text{Hom}_{\mathcal{A}}(Lf^* \mathcal{F}, \mathcal{G}) \cong R\text{Hom}_{\mathcal{B}}(\mathcal{F}, \mathcal{R}f_* \mathcal{G}).
\]

1.7. **The \( \mathbb{G}_m \)-equivariant case.** In this subsection we explain how one can adapt the preceding constructions to the case when \( \mathcal{A} \) is equipped with an additional grading, called the “internal grading”. More precisely, in addition to the assumptions of §1.1 we assume we are given a decomposition \( \mathcal{A} \cong \oplus_{n \in \mathbb{Z}} \mathcal{A}_n \) as an \( \mathcal{O}_X \)-dg-module such that, for every \( n, m \) in \( \mathbb{Z} \), \( \mu_\mathcal{A}(\mathcal{A}_n \otimes \mathcal{A}_m) \subset \mathcal{A}_{n+m} \). We call such a data a \( \mathbb{G}_m \)-equivariant dg-algebra (in short: \( \mathbb{G}_m \)-dg-algebra). Geometrically, if we equip the space \( X \) with a trivial \( \mathbb{G}_m \)-action, such a grading indeed corresponds to a \( \mathbb{G}_m \)-equivariant structure. In what follows, \( \mathcal{O}_X \) will be considered as a \( \mathbb{G}_m \)-equivariant dg-algebra concentrated in degree 0 for both gradings.

\[\text{This subcategory is a priori smaller than the one considered in [Sp, 2.9], which allows more general direct limits, but it will be sufficient for us.}\]
To avoid confusion, the first grading of $\mathcal{A}$ will be called the “cohomological grading”. When a homogeneous element of $\mathcal{A}$ has cohomological degree $i$ and internal degree $j$, we also say that it has bidegree $(i,j)$.

We keep the assumptions (i) and (iii) of 1.3. We define as above the notion of $\mathbb{G}_m$-equivariant $\mathcal{A}$-dg-module (in short: $\mathbb{G}_m$-$\mathcal{A}$-dg-module). This is a sheaf of bigraded $\mathcal{A}$-modules $\mathcal{F} = \bigoplus_{n,m \in \mathbb{Z}} \mathcal{F}^n_m$, equipped with a differential $d_\mathcal{F}$ of bidegree $(1,0)$ satisfying the natural compatibility condition.

In a similar way we define morphisms between dg-modules, and the categories $\mathcal{C}_{\mathbb{G}_m}(X,\mathcal{A})$, $\mathcal{H}_{\mathbb{G}_m}(X,\mathcal{A})$, $\mathcal{D}_{\mathbb{G}_m}(X,\mathcal{A})$. We also have natural bifunctors $\text{Hom}_{\mathbb{A},\mathbb{G}_m}(-,-)$ and $(- \otimes_{\mathbb{A}},\mathbb{G}_m-)$. More precisely if $\mathcal{F}$ and $\mathcal{G}$ are $\mathbb{G}_m$-$\mathcal{A}$-dg-modules, then $\text{Hom}_{\mathbb{A},\mathbb{G}_m}(\mathcal{F},\mathcal{G})$ is the complex of $\mathbb{Z}$-graded abelian groups whose $(p,q)$ term consists of morphisms of $\mathcal{A}$-modules mapping $\mathcal{F}^j_i$ in $\mathcal{G}^{i+p}_{j+q}$.

We also define the notions of $\mathbb{G}_m$-equivariant K-injective and $\mathbb{G}_m$-equivariant K-flat $\mathcal{A}$-dg-modules, replacing the bifunctors $\text{Hom}_{\mathbb{A}}(-,-)$, $(- \otimes_{\mathbb{A}}-)$ by $\text{Hom}_{\mathbb{A},\mathbb{G}_m}(-,-)$, $(- \otimes_{\mathbb{A},\mathbb{G}_m}-)$. If $\mathcal{A} = \mathcal{O}_X$, a $\mathbb{G}_m$-equivariant dg-module is just a direct sum of $\mathcal{O}_X$-dg-modules indexed by $\mathbb{Z}$.

The proof of the following lemma is easy, and left to the reader.

**Lemma 1.7.1.** A $\mathbb{G}_m$-equivariant $\mathcal{O}_X$-dg-module $\mathcal{G}$ is $\mathbb{G}_m$-equivariant K-injective (resp. K-flat) if and only if each of its internal graded components $\mathcal{G}_n$ is K-injective (resp. K-flat).

It follows from this lemma that there are enough K-injective and K-flat objects in $\mathcal{C}_{\mathbb{G}_m}(X,\mathcal{O}_X)$. Then the proofs of Theorems 1.3.3 and 1.3.6 generalize, thus there are enough K-injective and K-flat objects in $\mathcal{C}_{\mathbb{G}_m}(X,\mathcal{A})$. Then one constructs the derived bifunctors $R\text{Hom}_{\mathbb{A},\mathbb{G}_m}(-,-)$ and $(- \otimes_{\mathbb{A},\mathbb{G}_m}-)$.

Let $\text{For} : \mathcal{C}_{\mathbb{G}_m}(X,\mathcal{A}) \to \mathcal{C}(X,\mathcal{A})$ denote the natural forgetful functor. The following lemma is clear.

**Lemma 1.7.2.** For every $\mathbb{G}_m$-$\mathcal{A}$-dg-module $\mathcal{F}$, there exists a $\mathbb{G}_m$-equivariant K-flat $\mathcal{A}$-dg-module $\mathcal{P}$ and a $\mathbb{G}_m$-equivariant quasi-isomorphism $\mathcal{P} \to \mathcal{F}$ such that the image $\text{For}(\mathcal{P}) \to \text{For}(\mathcal{F})$ is a K-flat resolution in $\mathcal{C}(X,\mathcal{A})$.

By Lemma 1.7.2 $(b \otimes_{\mathbb{A},\mathbb{G}_m}-)$ and $(\mathcal{F} \otimes_{\mathbb{A}}-)$ correspond under the forgetful functors. Hence we denote both bifunctors by $(b \otimes_{\mathbb{A}}-)$. Now we consider direct and inverse image functors. Let $f : (X,\mathcal{A}) \to (Y,\mathcal{B})$ a $\mathbb{G}_m$-equivariant morphism of dg-ringed spaces. There are functors $(f_{\mathbb{G}_m})^*$, $(f_{\mathbb{G}_m})_*$, and their derived functors $$R(f_{\mathbb{G}_m})_* : \mathcal{D}_{\mathbb{G}_m}(X,\mathcal{A}) \to \mathcal{D}_{\mathbb{G}_m}(Y,\mathcal{B}) \quad \text{and} \quad L(f_{\mathbb{G}_m})^* : \mathcal{D}_{\mathbb{G}_m}(Y,\mathcal{B}) \to \mathcal{D}_{\mathbb{G}_m}(X,\mathcal{A}).$$

As above, these functors are adjoint. It follows from Lemma 1.7.2 that the following diagram is commutative:

$$
\begin{array}{c}
\mathcal{D}_{\mathbb{G}_m}(Y,\mathcal{B}) \\
\downarrow \text{For} \\
\mathcal{D}(Y,\mathcal{B})
\end{array} \quad \begin{array}{c}
\mathcal{D}_{\mathbb{G}_m}(X,\mathcal{A}) \\
\downarrow \text{For} \\
\mathcal{D}(X,\mathcal{A})
\end{array}
\begin{array}{c}
\xrightarrow{L(f_{\mathbb{G}_m})^*} \\
\xrightarrow{\text{For}} \\
\xrightarrow{Lf^*}
\end{array}
$$
In order to prove the similar result for $R(f_{\mathbb{G}_m})_*$, we need some preparation. First, consider the case of $\mathcal{O}_X$. Recall the notation of §1.6.

**Definition 1.7.3.** $\mathcal{F} \in \mathcal{C}(X, \mathcal{O}_X)$ is said to be $K$-limp if $\text{Hom}_{\mathcal{O}_X}(\mathcal{G}, \mathcal{F})$ is acyclic for every acyclic complex $\mathcal{S}$ in $\mathfrak{P}(X)$.

This notion (defined in [Sp, 5.11]) is weaker than weak K-injectivity.

As $X$ is assumed to be noetherian, a direct sum of flabby sheaves on $X$ is flabby ([H2, III.2.8]). Moreover, for every open $U \subset X$ the functor $\Gamma(U, -)$ commutes with infinite direct sums ([H2, III.2.9]). Hence the functor $R\Gamma(U, -)$ commutes with infinite direct sums in the case of a family of $\mathcal{O}_X$-dg-modules which are uniformly bounded below. Let us generalize this fact.

**Lemma 1.7.4.** A direct sum of $K$-limp $\mathcal{O}_X$-dg-modules is $K$-limp.

**Proof.** Let $(\mathcal{F}_j)_{j \in J}$ be $K$-limp $\mathcal{O}_X$-dg-modules. Let $\bigoplus_{j \in J} \mathcal{F}_j \to \mathcal{I}$ be a K-injective resolution, constructed as in [Sp 3.7, 3.13]. Using [Sp 5.17], it will be sufficient to prove that for every open $U \subset X$, the morphism $\Gamma(U, \bigoplus_{j \in J} \mathcal{F}_j) = \bigoplus_{j \in J} \Gamma(U, \mathcal{F}_j) \to \Gamma(U, \mathcal{I})$ is a quasi-isomorphism. We fix an open $U$, and $m \in \mathbb{Z}$. We have $\mathcal{I} \cong \lim_{\to} \mathcal{I}_n$ where $\mathcal{I}_n$ is a K-injective resolution of $\tau_{\geq -n}(\bigoplus_{j \in J} \mathcal{F}_j) \cong \bigoplus_{j \in J} \tau_{\geq -n} \mathcal{F}_j$. Then for $N$ sufficiently large, we have an isomorphism $H^m(\Gamma(U, \mathcal{I})) \cong H^m(\Gamma(U, \mathcal{I}_N))$ (see the proof of [Sp 3.13]). But $H^m(\Gamma(U, \mathcal{I}_N)) \cong R^m \Gamma(U, \bigoplus_{j \in J} \tau_{\geq -N} \mathcal{F}_j)$. Using the remark before the lemma, the latter is isomorphic to $\bigoplus_{j \in J} R^m \Gamma(U, \tau_{\geq -N} \mathcal{F}_j)$. For the same reason, for $N$ sufficiently large (uniformly in $j$) we have $R^m \Gamma(U, \tau_{\geq -N} \mathcal{F}_j) \cong R^m \Gamma(U, \mathcal{F}_j)$. We conclude using the fact that, as $\mathcal{F}_j$ is $K$-limp, by [Sp 6.4] we have $R^m \Gamma(U, \mathcal{F}_j) \cong H^m(\Gamma(U, \mathcal{F}_j))$. \hfill $\square$

Let $f : (X, \mathcal{O}_X) \to (Y, \mathcal{O}_Y)$ be a morphism of ringed spaces, also considered as a morphism of $\mathbb{G}_m$-equivariant dg-ringed spaces.

**Corollary 1.7.5.** For every family of objects $(\mathcal{F}_i)_{i \in I}$ of $\mathcal{C}(X, \mathcal{O}_X)$ we have $Rf_* (\bigoplus_{i \in I} \mathcal{F}_i) \cong \bigoplus_{i \in I} Rf_* (\mathcal{F}_i)$. Hence the following diagram commutes:

$$
\begin{array}{ccc}
D_{\mathbb{G}_m}(X, \mathcal{O}_X) & \xrightarrow{R(f_{\mathbb{G}_m})_*} & D_{\mathbb{G}_m}(Y, \mathcal{O}_Y) \\
\downarrow \text{For} & & \downarrow \text{For} \\
D(X, \mathcal{O}_X) & \xrightarrow{Rf_*} & D(Y, \mathcal{O}_Y).
\end{array}
$$

**Proof.** The isomorphism follows from the facts that $f_*$ commutes with direct sums, that $Rf_*$ can be computed by means of $K$-limp resolutions ([Sp 6.7]), and Lemma [1.7.4]. Then the commutativity of the diagram follows from the obvious isomorphism $\text{For} \circ R(f_{\mathbb{G}_m})_* (\mathcal{F}) \cong \bigoplus_{n \in \mathbb{Z}} Rf_* (\mathcal{F}_n)$, \hfill $\square$

Let $f : (X, \mathcal{A}) \to (Y, \mathcal{B})$ be a morphism of $\mathbb{G}_m$-dg-ringed spaces.
Corollary 1.7.6. The following diagrams are commutative:

\[
\begin{align*}
D_{G_m}(X, A) & \xrightarrow{R(f_{G_m})_*} D_{G_m}(Y, B) \\
\text{For} & \quad \text{For} \\
D_{G_m}(X, O_X) & \xrightarrow{R(f_{0,G_m})_*} D_{G_m}(Y, O_Y),
\end{align*}
\]

Proof. The commutativity of the second diagram follows from the commutativity of the first one and Corollaries 1.5.3 and 1.7.5. Now consider a morphism of \(G_m\)-equivariant \(K\)-injective \(A\)-dg-modules \(F\). By an analogue of Lemma 1.5.2, \(F\) is weakly \(K\)-injective as a \(G_m\)-\(O_X\)-dg-module. Hence its graded components are weakly \(K\)-injective as \(O_X\)-dg-modules. The result follows, since one can compute \(R(f_{0,G_m})_*\) using \(K\)-limp resolutions of each components. \(\square\)

Proofs similar to those of [1.5] show that if \(g : (Y, B) \to (Z, C)\) is a second morphism of \(G_m\)-equivariant dg-algebras, one has isomorphisms

\[(1.7.7) \quad R((g \circ f)_{G_m})_* \cong R(g_{G_m})_* \circ R(f_{G_m})_* , \quad L((g \circ f)_{G_m})^* \cong L(f_{G_m})^* \circ L(g_{G_m})^* .\]

Remark 1.7.8. One motivation for introducing \(G_m\)-dg-modules comes from the following situation, that will be encountered in section 2. Consider the dg-algebra \(A = S_{O_X}(\mathcal{F})\), the symmetric algebra of an \(O_X\)-module \(\mathcal{F}\), with trivial differential and the grading such that \(\text{deg}(\mathcal{F}) = 2\). It is not concentrated in non-positive degrees, hence we cannot apply the constructions of §1.3, §1.6. Now, consider \(A\) as a \(G_m\)-dg-algebra, with \(\mathcal{F}\) in bidegree \((2, -2)\). Let \(B\) denote the \(G_m\)-dg-algebra which is also isomorphic to \(S_{O_X}(\mathcal{F})\) as a sheaf of algebras, with trivial differential, and with \(\mathcal{F}\) in bidegree \((0, -2)\). Then the “regrading” functor \(\xi : D_{G_m}(A) \to D_{G_m}(B)\) defined by \(\xi(\mathcal{M})_j := \mathcal{M}_{-j}^j\) is an equivalence of categories. Using this and the fact that \(B\) is concentrated in non-positive degrees, all the constructions and results obtained in [1.7] can be transfered to \(A\).

1.8. Dg-schemes and dg-sheaves. In this subsection we define dg-schemes, following [CK] (with some modifications according to our purposes).

Definition 1.8.1. A dg-scheme is a dg-ringed space \(X = (X^0, \mathcal{O}_X^*)\) where \(X^0\) is a scheme and \(\mathcal{O}_X^*\) is a sheaf of non-positively graded, graded-commutative dg-algebras on \(X^0\), such that each \(\mathcal{O}_X^j\) is a quasi-coherent \(O_{X^0}\)-module.

A morphism of dg-schemes \(f : X \to Y\) is a morphism of dg-ringed spaces \(f : (X, \mathcal{O}_X^*) \to (Y, \mathcal{O}_Y^*)\) (see §1.5).

We denote by DGSh(X) the full subcategory of \(D(X^0, \mathcal{O}_X^*)\) whose objects are the dg-modules \(\mathcal{F}\) such that each \(H^i(\mathcal{F})\) is a quasi-coherent \(O_{X^0}\)-module, and by DGCoh(X) the full subcategory of DGSh(X) whose objects are the dg-modules \(\mathcal{F}\) whose cohomology \(H(\mathcal{F})\) is locally finitely generated over \(H(\mathcal{O}_X^*)\).

\[5\] It is not clear from this definition that DGSh(X) is a triangulated subcategory. In fact it is the case under reasonable conditions. In this paper we essentially consider coherent dg-sheaves over bounded dg-algebras, hence this point will not be a problem.
Remark 1.8.2. (i) If $X$ is an ordinary scheme (i.e. $\mathcal{O}_X^i = \mathcal{O}_{X^0}$ and $\mathcal{O}_X^j = 0$ for $i \neq 0$) which is quasi-compact and separated, $\text{DGSh}(X)$ is equivalent to the derived category of $\text{QCoh}(X)$ ([SGA6, II.2.2.1]). If moreover $X$ is noetherian, then $\text{DGCo}(X)$ is equivalent to the bounded derived category of $\text{Coh}(X)$ ([SGA6, II.2.2.1]).

(ii) If $f : X \to Y$ is a morphism of dg-schemes, then it induces functors $Rf_* : \mathcal{D}(X^0, \mathcal{O}_X^\cdot) \to \mathcal{D}(Y^0, \mathcal{O}_Y^\cdot)$ and $Lf^* : \mathcal{D}(Y^0, \mathcal{O}_Y^\cdot) \to \mathcal{D}(X^0, \mathcal{O}_X^\cdot)$. It is not clear in general if these functors restrict to functors between $\text{DGSh}(X)$ and $\text{DGSh}(Y)$, or between $\text{DGCo}(X)$ and $\text{DGCo}(Y)$. It will always be the case in this paper; we will prove it in each particular case.

Recall that if $f : X \to Y$ is a quasi-isomorphism, then $Rf_*$ and $Lf^*$ are equivalences (Proposition [1.5.6]). Moreover, if $g : Y \to Z$ is a morphism of dg-schemes, by Corollary [1.5.3] and Proposition [1.5.4] we have isomorphisms $R(g \circ f)_* \cong Rg_* \circ Rf_*$ and $L(g \circ f)^* \cong Lg^* \circ Lf^*$. Hence the functors $Rg_*$ and $Lg^*$ restrict to functors between $\text{DGSh}(Y)$ and $\text{DGSh}(Z)$ (or between $\text{DGCo}(Y)$ and $\text{DGCo}(Z)$) iff the functors $R(g \circ f)_*$ and $L(g \circ f)^*$ restrict to functors between $\text{DGSh}(X)$ and $\text{DGSh}(Z)$ (or $\text{DGCo}(X)$ and $\text{DGCo}(Z)$). These properties allow one to replace a given dg-scheme by a quasi-isomorphic one when convenient. Hence we will consider dg-schemes only “up to quasi-isomorphism”.

As a typical example, we define the derived intersection as follows. Consider a scheme $X$, and two closed subschemes $Y$ and $Z$. Let $i : Y \to X$ and $j : Z \to X$ be the closed embeddings. Consider the sheaf of dg-algebras $i_* \mathcal{O}_Y \otimes_{\mathcal{O}_X} j_* \mathcal{O}_Z$ on $X$. It is defined up to quasi-isomorphism: if $\mathcal{A}_Y \to i_* \mathcal{O}_Y$ and $\mathcal{A}_Z \to j_* \mathcal{O}_Z$ are quasi-isomorphisms of non-positively graded, graded-commutative sheaves of dg-algebras on $X$, with $\mathcal{A}_Y$ and $\mathcal{A}_Z$ quasi-coherent and K-flat over $\mathcal{O}_X$, then $i_* \mathcal{O}_Y \otimes_{\mathcal{O}_X} j_* \mathcal{O}_Z$ is quasi-isomorphic to $\mathcal{A}_Y \otimes_{\mathcal{O}_X} j_* \mathcal{O}_Z$, or to $i_* \mathcal{O}_Y \otimes_{\mathcal{O}_X} \mathcal{A}_Z$, or to $\mathcal{A}_Y \otimes_{\mathcal{O}_X} \mathcal{A}_Z$.

Definition 1.8.3. The right derived intersection of $Y$ and $Z$ in $X$ “is”

\[ Y \cap^R_X Z := (X, i_* \mathcal{O}_Y \otimes_{\mathcal{O}_X} j_* \mathcal{O}_Z), \]

a dg-scheme considered up to quasi-isomorphism.

Remark 1.8.4. Keep the notation as above. The sheaf of dg-algebras $\mathcal{A}_Y \otimes_{\mathcal{O}_X} j_* \mathcal{O}_Z$ is isomorphic to $j_*(j^* \mathcal{A}_Y)$, hence the functor $j_* : \mathcal{C}(Z, j^* \mathcal{A}_Y) \to \mathcal{C}(X, \mathcal{A}_Y \otimes_{\mathcal{O}_X} j_* \mathcal{O}_Z)$ is an equivalence of categories. As a consequence, we have an equivalence $\text{DGCo}(Z, j^* \mathcal{A}_Y) \cong \text{DGCo}(Y \cap^R_X Z)$.

2. Linear Koszul duality

Usual Koszul duality ([BGG] [BGS] [GKM]) relates modules over the symmetric algebra $S(V)$ of a vector space $V$ and modules over the exterior...
algebra $\Lambda(V^*)$ of the dual vector space. In this section we give a relative version of this duality, and a geometric interpretation in terms of derived intersections (due to I. Mirković). Our approach is similar to that of [GKM].

2.1. Reminder on Koszul duality. fix a scheme $(X, \mathcal{O}_X)$. Let $\mathcal{F}$ be a locally free sheaf of finite rank over $X$. We denote by

$$\mathcal{S} := \mathcal{S}_{\mathcal{O}_X}(\mathcal{F}^\vee)$$

the symmetric algebra of $\mathcal{F}^\vee := \mathcal{H}\mathcal{O}_{\mathcal{O}_X}(\mathcal{F}, \mathcal{O}_X)$ over $\mathcal{O}_X$, considered as a sheaf of dg-algebras with trivial differential, and with the grading such that $\mathcal{F}^\vee$ is in degree 2. Similarly, we denote by

$$\mathcal{T} := \Lambda_{\mathcal{O}_X}(\mathcal{F})$$

the exterior algebra of $\mathcal{F}$, a sheaf of dg-algebras with trivial differential and the grading such that $\mathcal{F}$ is in degree $-1$. For the categories of dg-modules over these dg-algebras, we use the notation of section 1. Let $\mathcal{C}^+(\mathcal{S})$ be the category of bounded below $\mathcal{S}$-dg-modules. We define similarly $\mathcal{C}^+(\mathcal{T})$, $\mathcal{H}^+(\mathcal{S})$, $\mathcal{H}^+(\mathcal{T})$, $\mathcal{D}^+(\mathcal{S})$ and $\mathcal{D}^+(\mathcal{T})$ using the usual procedures.

Following [GKM], we define the functor

$$\mathcal{A} : \mathcal{C}^+(\mathcal{S}) \to \mathcal{C}^+(\mathcal{T})$$

by setting $\mathcal{A}(\mathcal{M}) := \mathcal{H}\mathcal{O}_{\mathcal{O}_X}(\mathcal{T}, \mathcal{M}) \cong \mathcal{T}^\vee \otimes_{\mathcal{O}_X} \mathcal{M}$, where the $\mathcal{T}$-module structure is given by the formula $(t \cdot \phi)(s) = (-1)^{\text{deg}(t)(\text{deg}(t)+1)/2} \phi(ts)$ and the differential is the sum of $d_1$ and $d_2$, where $d_1(\phi)(t) = (-1)^{\text{deg}(t)} d_\mathcal{M}(\phi(t))$, and $d_2$ is defined as follows. Consider the canonical morphism $\mathcal{O}_X \to \mathcal{H}\mathcal{O}_{\mathcal{O}_X}(\mathcal{F}, \mathcal{F}) \cong \mathcal{F} \otimes_{\mathcal{O}_X} \mathcal{F}^\vee$. Then $d_2$ is the opposite of the composition

$$\mathcal{T}^\vee \otimes_{\mathcal{O}_X} \mathcal{M} \to \mathcal{T}^\vee \otimes_{\mathcal{O}_X} \mathcal{F} \otimes_{\mathcal{O}_X} \mathcal{F}^\vee \otimes_{\mathcal{O}_X} \mathcal{M} \xrightarrow{\beta \otimes \alpha_\mathcal{F}} \mathcal{T}^\vee \otimes_{\mathcal{O}_X} \mathcal{M}$$

where $\alpha_\mathcal{F}$ is the action $\mathcal{F}^\vee \otimes_{\mathcal{O}_X} \mathcal{M} \to \mathcal{M}$ and $\beta$ is the (right) action of $\mathcal{F}$ on $\mathcal{T}^\vee$ which is the transpose of left multiplication. If $t$ is a local section of $\mathcal{T}$ in a neighborhood of $x$, with $\{y_i\}$ a basis of $\mathcal{F}_x$ as $\mathcal{O}_{X,x}$-module and $\{y_i^*\}$ the dual basis of $(\mathcal{F}^\vee)_x$, we have $d_2(\phi)(t) = -\sum_i y_i^* \phi(y_i t)$. One easily checks that $d_1 + d_2$ is a differential, and that $\mathcal{A}(\mathcal{M})$ is a $\mathcal{T}$-dg-module.

We also define the functor

$$\mathcal{B} : \mathcal{C}^+(\mathcal{T}) \to \mathcal{C}^+(\mathcal{S})$$

by setting $\mathcal{B}(\mathcal{N}) := \mathcal{S} \otimes_{\mathcal{O}_X} \mathcal{N}$, where the $\mathcal{S}$-module structure is by left multiplication and the differential is the sum $d_3 + d_4$, where $d_3(s \otimes n) = s \otimes d_\mathcal{N}(n)$ and $d_4$ is the composition $\mathcal{S} \otimes_{\mathcal{O}_X} \mathcal{N} \to \mathcal{S} \otimes_{\mathcal{O}_X} \mathcal{F}^\vee \otimes_{\mathcal{O}_X} \mathcal{F} \otimes_{\mathcal{O}_X} \mathcal{S} \otimes_{\mathcal{O}_X} \mathcal{N} \to \mathcal{S} \otimes_{\mathcal{O}_X} \mathcal{N}$. With the same notation as above, we have $d_4(s \otimes m) = \sum_i s y_i^* \otimes y_i m$. One again easily checks that $d_3 + d_4$ is a differential, and that $\mathcal{B}(\mathcal{N})$ is a $\mathcal{S}$-dg-module.

Taking the stalks at a point and using spectral sequence arguments (see [GKM 9.1]), one proves that $\mathcal{A}$ and $\mathcal{B}$ send quasi-isomorphisms to quasi-isomorphisms, and hence define functors

$$\mathcal{A} : \mathcal{D}^+(\mathcal{S}) \to \mathcal{D}^+(\mathcal{T}) \quad \text{and} \quad \mathcal{B} : \mathcal{D}^+(\mathcal{T}) \to \mathcal{D}^+(\mathcal{S}).$$
Theorem 2.2.1. The functors $\mathcal{A}$ and $\mathcal{B}$ are equivalences of categories between $\mathcal{D}^+(\mathcal{S})$ and $\mathcal{D}^+(\mathcal{T})$, quasi-inverse to each other.

To prove this theorem, one constructs morphisms of functors $\text{Id} \to \mathcal{A} \circ \mathcal{B}$, $\mathcal{B} \circ \mathcal{A} \to \text{Id}$ as in [GKM, section 16]. To prove that they are isomorphisms, it suffices to look at the stalks. Then the proof of [GKM] works similarly.

2.2. Restriction to certain subcategories. Now we assume that $X$ is a non-singular algebraic variety over an algebraically closed field $\mathbb{k}$. If $\mathcal{A}$ is a dg-algebra on $X$, we denote by $\mathcal{D}^{qc}(\mathcal{A})$, resp. $\mathcal{D}^{qc,fg}(\mathcal{A})$ the full subcategory of $\mathcal{D}(\mathcal{A})$ consisting of dg-modules whose cohomology is $\mathcal{O}_X$-quasi-coherent, resp. whose cohomology is $\mathcal{O}_X$-quasi-coherent and locally finitely generated over the sheaf of algebras $H(\mathcal{A})$. Similarly we define $\mathcal{D}^{+,qc}(\mathcal{A})$, $\mathcal{D}^{+,qc,fg}(\mathcal{A})$, and bigraded analogues. Let $\mathcal{F}$, $\mathcal{S}$, $\mathcal{T}$ be as in \S2.1.

Lemma 2.2.1. The equivalences $\mathcal{A}$ and $\mathcal{B}$ restrict to equivalences between the categories $\mathcal{D}^{+,qc,fg}(\mathcal{S})$ and $\mathcal{D}^{+,qc,fg}(\mathcal{T})$.

Proof. First, $\mathcal{A}$ and $\mathcal{B}$ restrict to equivalences $\mathcal{D}^{+,qc}(\mathcal{S}) \cong \mathcal{D}^{+,qc}(\mathcal{T})$. Indeed, we only have to prove that $\mathcal{A}$ and $\mathcal{B}$ map these subcategories one into each other; but this is clear from the existence of the spectral sequences (of sheaves) analogous to the ones of [GKM 9.1].

Now we have to prove that $\mathcal{A}$ maps $\mathcal{D}^{+,qc,fg}(\mathcal{S})$ into $\mathcal{D}^{+,qc,fg}(\mathcal{T})$, and that $\mathcal{B}$ maps $\mathcal{D}^{+,qc,fg}(\mathcal{T})$ into $\mathcal{D}^{+,qc,fg}(\mathcal{S})$. Let us consider $\mathcal{B}$. Let $M$ be an object of $\mathcal{D}^{+,qc,fg}(\mathcal{T})$. Then $\mathcal{B}(M) \in \mathcal{D}^{+,qc}(\mathcal{S})$. Moreover, for any $x \in X$, the $S_x$-dg-module $\mathcal{B}(M)_x$ has finitely generated cohomology. Indeed, $H(M_x)$ is finitely generated over $\mathcal{O}_{X,x}$ (because it is finitely generated over $\mathcal{O}_x$, which is a finitely generated $\mathcal{O}_{X,x}$-module). Thus, the $E_1$-term of the spectral sequence analogous to [GKM 9.1.4] is finitely generated over $S_x$. The result follows since $S_x$ is a noetherian ring.

Concerning $\mathcal{A}$, again taking stalks, one can use the arguments of [GKM 16.7]. (Since $X$ is non-singular, $\mathcal{O}_{X,x}$ has finite homological dimension.)

The inclusion $\mathcal{C}^+(\mathcal{T}) \subset \mathcal{C}(\mathcal{T})$ induces a functor $\mathcal{D}^{+,qc,fg}(\mathcal{T}) \to \mathcal{D}^{qc,fg}(\mathcal{T})$. Recall the definition of the functors $\tau_{\geq n}$ given just before Theorem 1.3.6.

Lemma 2.2.2. The functor $\mathcal{D}^{+,qc,fg}(\mathcal{T}) \to \mathcal{D}^{qc,fg}(\mathcal{T})$ is an equivalence.

Proof. We only have to prove that for every $\mathcal{T}$-dg-module $N$ whose cohomology is locally finitely generated, there exists a bounded below $\mathcal{T}$-dg-module $N'$ and a quasi-isomorphism $N' \xrightarrow{\text{dis}} N$. Now the cohomology of $N$ is bounded. If $H^i(N) = 0$ for $i < n$, we may take $N' = \tau_{\geq n} N$. 

Remark 2.2.3. We cannot use such an argument for $\mathcal{S}$, and we do not know if the natural functor $\mathcal{D}^{+,qc,fg}(\mathcal{S}) \to \mathcal{D}^{qc,fg}(\mathcal{S})$ is an equivalence.

Combining Lemmas 2.2.1 and 2.2.2 one gets an equivalence of categories
\[
\mathcal{D}^{+,qc,fg}(X, \mathcal{S}) \cong \mathcal{D}^{qc,fg}(X, \mathcal{T}).
\]
Now we give a geometric interpretation of this equivalence.
2.3. Linear Koszul Duality. Let $E$ be a vector bundle over $X$ (of finite rank), $F \subset E$ a sub-bundle, and $p : E \to X$ the natural projection. Let $\mathcal{E}$ and $\mathcal{F}$ be the sheaves of sections of $E$ and $F$. (These are locally free $O_X$-modules of finite rank.) Let $E^*$ be the vector bundle dual to $E$, $F^\perp \subset E^*$ the orthogonal of $F$ (a sub-bundle of $E^*$), and $q : E^* \to X$ the projection. We define an action of $\mathbb{G}_m$ on $E$ and $F$, letting $t \in k^\times$ act by multiplication by $t^2$ on the fibers. This induces a dual action on $E^*$ and $F^\perp$. We denote by $\mathcal{S}$ and $\mathcal{T}$ the following $\mathbb{G}_m$-dg-algebras with trivial differential:

$$\mathcal{S} := S_{O_X}(F^\vee) \quad \text{with } F^\vee \text{ in bidegree } (2, -2)$$

$$\mathcal{T} := \Lambda_{O_X}(\mathcal{F}) \quad \text{with } \mathcal{F} \text{ in bidegree } (-1, 2).$$

Bigraded analogues of the constructions of §§2.1, 2.2 yield an equivalence

$$(2.3.1) \quad D^+_{\mathbb{G}_m}(X, \mathcal{S}) \cong D^+_{\mathbb{G}_m}(X, \mathcal{T}),$$

where $D^+_{\mathbb{G}_m}(X, \mathcal{S})$ is the derived category of $\mathbb{G}_m$-$\mathcal{S}$-dg-modules which are bounded below for the cohomological degree (uniformly in the internal degree), and $D^+_{\mathbb{G}_m}(X, \mathcal{T})$ are defined as in §2.2.

**Lemma 2.3.2.** There exists a natural equivalence of categories

$$(2.3.3) \quad D^b \text{Coh}(E) \cong D_{\mathbb{G}_m}^b(X, S_{O_X}(\mathcal{E}^\vee)), \quad \text{where } S_{O_X}(\mathcal{E}^\vee) \text{ is a dg-algebra in degree } 0, \text{ with trivial differential. Similarly, if } S_{O_X}(\mathcal{E}^\vee) \text{ is considered as a } \mathbb{G}_m\text{-dg-algebra with } \mathcal{E}^\vee \text{ in bidegree } (0, -2),$$

$$(2.3.4) \quad D^b \text{Coh}(E) \cong D_{\mathbb{G}_m}^b(X, S_{O_X}(\mathcal{E}^\vee)).$$

**Proof.** We only give the proof of (2.3.3). Let $Q\text{Coh}(X, S_{O_X}(\mathcal{E}^\vee))$ be the category of modules over $S_{O_X}(\mathcal{E}^\vee)$ which are $O_X$-quasi-coherent, and let $\text{Coh}(X, S_{O_X}(\mathcal{E}^\vee))$ be the full subcategory whose objects are locally finitely generated over $S_{O_X}(\mathcal{E}^\vee)$. First, $p_*$ induces equivalences (EGA II 1.4.3):

$$Q\text{Coh}(E) \xrightarrow{\sim} Q\text{Coh}(X, S_{O_X}(\mathcal{E}^\vee)), \quad \text{Coh}(E) \xrightarrow{\sim} \text{Coh}(X, S_{O_X}(\mathcal{E}^\vee)).$$

By arguments similar to those of [Bo] VI.2.11, $D^b \text{Coh}(X, S_{O_X}(\mathcal{E}^\vee))$ identifies with the full subcategory of $D^b Q\text{Coh}(X, S_{O_X}(\mathcal{E}^\vee))$ whose objects have their cohomology sheaves in $\text{Coh}(X, S_{O_X}(\mathcal{E}^\vee))$. Now, by a theorem of Bernstein ([Bo] VI.2.10), $D^b \text{Coh}(X, S_{O_X}(\mathcal{E}^\vee))$ is equivalent to the full subcategory of $D^b \text{Mod}(X, S_{O_X}(\mathcal{E}^\vee))$ (the bounded derived category of all $S_{O_X}(\mathcal{E}^\vee)$-modules) whose objects have quasi-coherent cohomology. Hence $D^b \text{Coh}(E)$ is equivalent to the full subcategory of $D^b \text{Mod}(X, S_{O_X}(\mathcal{E}^\vee))$ whose objects have their cohomology in $\text{Coh}(X, S_{O_X}(\mathcal{E}^\vee))$. Then (2.3.3) is clear.

Let us now introduce the following $\mathbb{G}_m$-dg-algebra with trivial differential:

$$\mathcal{R} := S_{O_X}(F^\vee) \quad \text{with } F^\vee \text{ in bidegree } (0, -2).$$

We have equivalences of categories (“regrading”):

$$\xi : C_{\mathbb{G}_m}(X, \mathcal{S}) \xrightarrow{\sim} C_{\mathbb{G}_m}(X, \mathcal{R}), \quad \xi : D_{\mathbb{G}_m}(X, \mathcal{S}) \xrightarrow{\sim} D_{\mathbb{G}_m}(X, \mathcal{R})$$
sending the \(\mathcal{S}\)-dg-module \(M\) to the \(\mathcal{R}\)-dg-module defined by \(\xi(M)^i_j := M^i_j\) (with the same action of \(S_{O_X}(\mathcal{F}^\vee)\), and the same differential). Composing \(\xi\) with the inclusion \(\mathcal{D}_{\mathcal{R}_{\mathcal{G}}_{\mathcal{F}}}(X, \mathcal{S}) \hookrightarrow \mathcal{D}_{\mathcal{R}_{\mathcal{G}}}(X, \mathcal{S})\) and using (2.3.4) applied to \(F\), we obtain a functor
\[
(2.3.5) \quad \mathcal{D}_{\mathcal{R}_{\mathcal{G}}_{\mathcal{F}}}(X, \mathcal{S}) \to \mathcal{D}^b\text{Coh}_{\mathcal{G}}(F).
\]

Hence we consider \(\mathcal{D}_{\mathcal{R}_{\mathcal{G}}_{\mathcal{F}}}(X, \mathcal{S})\) as a graded version of \(\mathcal{D}^b\text{Coh}(F)\), and put
\[
(2.3.6) \quad \text{DGCoh}^\text{gr}(F) := \mathcal{D}_{\mathcal{R}_{\mathcal{G}}_{\mathcal{F}}}(X, \mathcal{S}).
\]

Note that there exists a natural forgetful functor
\[
(2.3.7) \quad \text{For} : \text{DGCoh}^\text{gr}(F) \to \text{D}^b\text{Coh}(F),
\]
the composition of (2.3.5) with the forgetful functor from \(\text{D}^b\text{Coh}_{\mathcal{G}}(F)\) to \(\text{D}^b\text{Coh}(F)\) or, equivalently, the composition
\[
\mathcal{D}_{\mathcal{R}_{\mathcal{G}}_{\mathcal{F}}}(X, \mathcal{S}) \to \mathcal{D}^b\text{Coh}(F) \cong \mathcal{D}^b\text{Coh}(X, \mathcal{R}) \to \mathcal{D}^b\text{Coh}(F).
\]

Consider the dg-scheme \(F^\perp \cap_{E^*} X\). As modules over \(q_*\mathcal{O}_{E^*} \cong S_{O_X}(\mathcal{E})\), we have \(q_*\mathcal{O}_{F^\perp} \cong S_{O_X}(\mathcal{E})/(\mathcal{F} \cdot S_{O_X}(\mathcal{E}))\). Hence there is a Koszul resolution
\[
S_{O_X}(\mathcal{E}) \otimes_{O_X} \Lambda_{O_X}(\mathcal{F}) \xrightarrow{\text{qis}} S_{O_X}(\mathcal{E})/(\mathcal{F} \cdot S_{O_X}(\mathcal{E})),
\]
where the generators of \(\Lambda_{O_X}(\mathcal{F})\) are in degree \(-1\). Using Remark 1.8.4 we deduce an equivalence of categories \(\text{DGCoh}(F^\perp \cap_{E^*} X) \cong \mathcal{D}^b_{\mathcal{R}_{\mathcal{G}}_{\mathcal{F}}}(X, \mathcal{T})\). We are also interested in the “graded version”
\[
(2.3.8) \quad \text{DGCoh}^\text{gr}(F^\perp \cap_{E^*} X) := \mathcal{D}_{\mathcal{R}_{\mathcal{G}}_{\mathcal{F}}}(X, \mathcal{T}).
\]

By definition we have a natural forgetful functor
\[
(2.3.9) \quad \text{For} : \text{DGCoh}^\text{gr}(F^\perp \cap_{E^*} X) \to \text{DGCoh}(F^\perp \cap_{E^*} X).
\]

Finally, with notations (2.3.6) and (2.3.8), equivalence (2.3.1) becomes:

**Theorem 2.3.10.** The functors \(A\) and \(B\) of §2.1 induce an equivalence of linear Koszul duality,
\[
\text{DGCoh}^\text{gr}(F) \cong \text{DGCoh}^\text{gr}(F^\perp \cap_{E^*} X).
\]

Finally we have constructed the following diagram, which allows to relate (dg-)sheaves on \(F\) and on \(F^\perp \cap_{E^*} X\):

\[
\begin{array}{ccc}
\text{DGCoh}^\text{gr}(F) & \xrightarrow{\text{2.3.10}} & \text{DGCoh}^\text{gr}(F^\perp \cap_{E^*} X) \\
\text{For} & \Downarrow{\text{2.3.7}} & \text{For} \Downarrow{\text{2.3.9}} \\
\text{D}^b\text{Coh}(F) & & \text{DGCoh}(F^\perp \cap_{E^*} X).
\end{array}
\]
2.4. Linear Koszul duality and base change. Let $X$, $Y$ be non-singular varieties, and $\pi : X \to Y$ a flat and proper morphism. Let $E$ be a vector bundle over $Y$, $F \subset E$ a sub-bundle, and $\mathcal{E}$, $\mathcal{F}$ their sheaves of sections. Consider the vector bundles $E_X := E \times_Y X$, $F_X := F \times_Y X$ over $X$: their sheaves of sections are $\pi^*\mathcal{E}$ and $\pi^*\mathcal{F}$ ([EGA II] 1.7.11). Let $\pi_F : F_X \to F$ be the morphism induced by $\pi$. We consider the following $\mathbb{G}_m$-dg-algebras with trivial differential:

\[
\begin{align*}
S_Y &= S_{\mathcal{O}_Y}(\mathcal{F}^\vee), \quad S_X := S_{\mathcal{O}_X}(\pi^*\mathcal{F}^\vee), \quad \text{with } \mathcal{F}^\vee \text{ in bidegree } (2, -2); \\
R_Y &= S_{\mathcal{O}_Y}(\mathcal{F}^\vee), \quad R_X := S_{\mathcal{O}_X}(\pi^*\mathcal{F}^\vee), \quad \text{with } \mathcal{F}^\vee \text{ in bidegree } (0, -2); \\
\mathcal{T}_Y &= \Lambda_{\mathcal{O}_Y}(\mathcal{F}), \quad \mathcal{T}_X := \Lambda_{\mathcal{O}_X}(\pi^*\mathcal{F}), \quad \text{with } \mathcal{F} \text{ in bidegree } (-1, 2).
\end{align*}
\]

In this situation we have two Koszul dualities (see Theorem 2.3.10): $\kappa_X$ on $X$ and $\kappa_Y$ on $Y$. In this subsection we construct functors fitting in the following diagram, and prove some compatibility results:

\[
\begin{tikzcd}
\text{DG Coh}^\text{gr}(F_X) \arrow{d}[swap]{\kappa_X} \arrow{r}[swap]{R(\hat{\pi}_{\mathbb{G}_m})^*} & \text{DG Coh}^\text{gr}(F) \arrow{d}{\kappa_Y} \\
\text{DG Coh}^\text{gr}(F_X \cap_{E_X}^\perp X) \arrow{r}[swap]{R(\hat{\pi}_{\mathbb{G}_m})^*} & \text{DG Coh}^\text{gr}(F \cap_{E}^\perp Y).
\end{tikzcd}
\]

Recall that, by definition,

\[
\text{DG Coh}^\text{gr}(F \cap_{E}^\perp Y) \cong D_{\mathbb{G}_m}^{qc, fg}(Y, \mathcal{T}_Y), \quad \text{DG Coh}^\text{gr}(F_X \cap_{E_X}^\perp X) \cong D_{\mathbb{G}_m}^{qc, fg}(X, \mathcal{T}_X).
\]

The morphism $\pi$ induces a morphism of $\mathbb{G}_m$-equivariant dg-ringed spaces $\tilde{\pi} : (X, \mathcal{T}_X) \to (Y, \mathcal{T}_Y)$. In [4.7] we have constructed functors

\[
R(\hat{\pi}_{\mathbb{G}_m})_* : D_{\mathbb{G}_m}(X, \mathcal{T}_X) \to D_{\mathbb{G}_m}(Y, \mathcal{T}_Y), \quad L(\hat{\pi}_{\mathbb{G}_m})^* : D_{\mathbb{G}_m}(Y, \mathcal{T}_Y) \to D_{\mathbb{G}_m}(X, \mathcal{T}_X).
\]

As $\pi^*(\mathcal{T}_Y) \cong \mathcal{T}_X$, $\tilde{\pi}^*$ is simply $\pi^*$, and similarly for the $\mathbb{G}_m$-analogues, i.e. the following diagram is commutative:

\[
\begin{tikzcd}
C_{\mathbb{G}_m}(Y, \mathcal{T}_Y) \arrow{d}[swap]{\text{For}} \arrow{r}[swap]{(\hat{\pi}_{\mathbb{G}_m})^*} & C_{\mathbb{G}_m}(X, \mathcal{T}_X) \arrow{d}{\text{For}} \\
C_{\mathbb{G}_m}(Y, \mathcal{O}_Y) \arrow{r}[swap]{(\pi_{\mathbb{G}_m})^*} & C_{\mathbb{G}_m}(X, \mathcal{O}_X).
\end{tikzcd}
\]

As $\pi$ is flat, $(\pi_{\mathbb{G}_m})^*$ is exact, and the similar diagram of derived categories also commutes. As $\Lambda_{\mathcal{O}_Y}(\mathcal{F})$ is locally finitely generated over $\mathcal{O}_Y$, a $\Lambda_{\mathcal{O}_Y}(\mathcal{F})$-module is locally finitely generated iff it is locally finitely generated over $\mathcal{O}_Y$. The same is true for $\Lambda_{\mathcal{O}_X}(\pi^*\mathcal{F})$. Hence $L(\tilde{\pi})^*$ and $L(\hat{\pi}_{\mathbb{G}_m})^*$ restrict to functors making the following diagram commute:

\[
\begin{tikzcd}
\text{DG Coh}^\text{gr}(F \cap_{E}^\perp Y) \arrow{d}[swap]{\text{For}} \arrow{r}[swap]{L(\hat{\pi}_{\mathbb{G}_m})^*} & \text{DG Coh}^\text{gr}(F_X \cap_{E_X}^\perp X) \arrow{d}{\text{For}} \\
\text{DG Coh}(F \cap_{E}^\perp Y) \arrow{r}[swap]{L(\tilde{\pi})^*} & \text{DG Coh}(F_X \cap_{E_X}^\perp X).
\end{tikzcd}
\]
We have seen in (1.7) that the following diagrams are commutative:

\[
\begin{array}{ccc}
\mathcal{D}_{\mathbb{G}_m}(X, T_X) & \xrightarrow{R(\tilde{\pi}_{\mathbb{G}_m})_*} & \mathcal{D}_{\mathbb{G}_m}(Y, T_Y) \\
\mathcal{D}(X, T_X) & \xrightarrow{R(\tilde{\pi})_*} & \mathcal{D}(Y, T_Y) \\
\mathcal{D}(X, \mathcal{O}_X) & \xrightarrow{R\pi_*} & \mathcal{D}(Y, \mathcal{O}_Y).
\end{array}
\]

As \( \pi \) is proper, as above the functors \( R(\tilde{\pi})_* \) and \( R(\hat{\pi}_{\mathbb{G}_m})_* \) restrict to functors between the full subcategories whose objects have quasi-coherent, locally finitely generated cohomology. Moreover, the following diagram commutes:

\[
\begin{array}{ccc}
\text{DG Coh}^{\text{gr}}(F_X \downarrow R_{E_X} X) & \xrightarrow{R(\hat{\pi}_{\mathbb{G}_m})_*} & \text{DG Coh}^{\text{gr}}(F_Y \downarrow R_{E_Y} Y) \\
\text{DG Coh}(F_X \downarrow R_{E_X} X) & \xrightarrow{R(\hat{\pi})_*} & \text{DG Coh}(F_Y \downarrow R_{E_Y} Y).
\end{array}
\]

As a step towards the categories \( \text{DG Coh}^{\text{gr}}(F) \) and \( \text{DG Coh}^{\text{gr}}(F_X) \), we now study \( \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(X, \mathcal{S}_X) \) and \( \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(Y, \mathcal{S}_Y) \). The morphism \( \pi \) induces a morphism of \( \mathbb{G}_m \)-equivariant dg-ringed spaces \( \tilde{\pi} : (X, \mathcal{S}_X) \to (Y, \mathcal{S}_Y) \). By Remark (1.7.8) the following derived functors are well defined:

\[
R(\tilde{\pi}_{\mathbb{G}_m})_* : \mathcal{D}_{\mathbb{G}_m}(X, \mathcal{S}_X) \to \mathcal{D}_{\mathbb{G}_m}(Y, \mathcal{S}_Y), \quad L(\tilde{\pi}_{\mathbb{G}_m})^* : \mathcal{D}_{\mathbb{G}_m}(Y, \mathcal{S}_Y) \to \mathcal{D}_{\mathbb{G}_m}(X, \mathcal{S}_X).
\]

As above, we show that these functors restrict to appropriate subcategories, and that the natural diagrams commute.

As \( \pi^* \mathcal{S}_Y \cong \mathcal{S}_X \), the functor \( (\tilde{\pi}_{\mathbb{G}_m})^* \) is exact, and corresponds to \( \pi^* : \mathcal{D}(Y, \mathcal{O}_Y) \to \mathcal{D}(X, \mathcal{O}_X) \) under the forgetful functor. Hence it restricts to a functor \( \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(Y, \mathcal{S}_Y) \to \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(X, \mathcal{S}_X) \). Moreover, the following diagram is clearly commutative (see (2.3.3) for the vertical arrows):

\[
\begin{array}{ccc}
\mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(Y, \mathcal{R}_Y) & \xrightarrow{\xi_Y} & \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(Y, \mathcal{S}_Y) \\
\mathcal{D}^{\text{b Coh}}_{\mathbb{G}_m}(F) & \xrightarrow{L(\pi^*_F)^*} & \mathcal{D}^{\text{b Coh}}(F_X)
\end{array}
\]

Now, consider the functor \( R(\hat{\pi}_{\mathbb{G}_m})_* \). If \( F \) is in \( \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(X, \mathcal{S}_X) \), then \( \xi_X(F) \) is in \( \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(X, \mathcal{R}_X) \), and \( \text{For} \circ \xi_X(F) \) in \( \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(X, \mathcal{R}_X) \cong \mathcal{D}^{\text{b Coh}}(F_X) \) (see (2.3.3)). Hence, as \( \pi^*_F \) is proper, \( R(\pi^*_F)_* \circ \text{For} \circ \xi_X(F) \) is in \( \mathcal{D}^{\text{b Coh}}(F) \). But this object coincides by construction with the object \( \text{For} \circ \xi_Y \circ R(\hat{\pi}_{\mathbb{G}_m})_* F \) of \( \mathcal{D}(Y, \mathcal{R}_Y) \). Hence \( R(\tilde{\pi}_{\mathbb{G}_m})_* \mathcal{F} \) belongs to the subcategory \( \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(Y, \mathcal{S}_Y) \) of \( \mathcal{D}_{\mathbb{G}_m}(Y, \mathcal{S}_Y) \). This proves that \( R(\hat{\pi}_{\mathbb{G}_m})_* \) restricts to a functor between \( \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(X, \mathcal{S}_X) \) and \( \mathcal{D}^{\text{qc,fg}}_{\mathbb{G}_m}(Y, \mathcal{S}_Y) \), and also that the analogue of diagram (2.4.2) for \( R(\tilde{\pi}_{\mathbb{G}_m})_* \) and \( R(\pi^*_F)_* \) commutes.

Let us now extend these results to bounded below \( \mathbb{G}_m \)-dg-modules.
Lemma 2.4.3. The functors

\[(\pi_{Gm}^\pm)_* : \underline{\mathcal{C}}^\pm_{Gm}(X, S_X) \to \underline{\mathcal{C}}^\pm_{Gm}(Y, S_Y), \quad (\pi_{Gm}^\pm)_* : \underline{\mathcal{C}}^\pm_{Gm}(Y, S_Y) \to \underline{\mathcal{C}}^\pm_{Gm}(X, S_X)\]

admit a right, resp. left, derived functor. The following diagrams commute:

\[
\begin{array}{ccc}
\mathcal{D}^+_{Gm}(X, S_X) & \xrightarrow{R(\pi_{Gm}^+)_*} & \mathcal{D}^+_{Gm}(Y, S_Y) \\
\downarrow & & \downarrow \\
\mathcal{D}^+_{Gm}(X, S_X) & \xrightarrow{L(\pi_{Gm}^+)_*} & \mathcal{D}^+_{Gm}(X, S_X)
\end{array}
\]

Proof. The case of the inverse image is easy, and left to the reader. We have to show that the functor \((\pi_{Gm}^+)_*\) admits a right derived functor. But each object \(\mathcal{M} \in \underline{\mathcal{C}}^+_{Gm}(S_X(\pi^* F'))\) admits a right resolution \(\mathcal{I} \in \underline{\mathcal{C}}^+_{Gm}(S_X(\pi^* F'))\) all of whose components \(\mathcal{T}_i\) are flabby (which can be constructed e.g. using the Godement resolution, see [G, II.4.3]). This dg-module \(\mathcal{I}\) is \((\pi_{Gm}^+)_*\)-split, hence the derived functor is defined at \(\mathcal{M}\). The commutation of the diagram follows from this construction and Corollary 1.7.6.

□

Corollary 2.4.4. The functors \(R(\pi_{Gm}^+)_*\) and \(L(\pi_{Gm}^+)_*\) restrict to the subcategories whose objects have quasi-coherent, locally finitely generated cohomology. Moreover, recalling (2.3.6), (2.3.7), the following diagrams commute:

\[
\begin{array}{ccc}
\text{DGCoh}^\mathbb{G}(F_X) & \xrightarrow{R(\pi_{Gm}^\pm)_*} & \text{DGCoh}^\mathbb{G}(F_Y) \\
\text{For} & & \text{For} \\
\text{D}^b\text{Coh}(F_X) & \xrightarrow{R(\pi_{F})_*} & \text{D}^b\text{Coh}(F_Y), \\
\text{D}^b\text{Coh}(F_X) & \xrightarrow{L(\pi_{F})_*} & \text{D}^b\text{Coh}(F_Y).
\end{array}
\]

Because of these results, we will not write the superscript “+” anymore.

Proposition 2.4.5. Consider diagram (2.4.1). There are isomorphisms

\[
\left\{ \begin{array}{c}
R(\pi_{Gm})_* \circ \kappa_X \cong \kappa_Y \circ R(\pi_{Gm})_* \\
L(\pi_{Gm})_* \circ \kappa_Y \cong \kappa_X \circ L(\pi_{Gm})_*
\end{array} \right.
\]

Proof. The second isomorphism is easy, and left to the reader. The first one can be proved just like [II.5.6]. More precisely, let \(\mathcal{M}\) be an object of \(\text{DGCoh}^\mathbb{G}(F_X)\), with flabby components. Then \(\kappa_Y \circ R(\pi_{Gm})_*(\mathcal{M}) \cong \mathcal{T}_Y^\mathcal{Y} \otimes_{\mathcal{O}_Y} \pi_* \mathcal{M}\). Next, by the projection formula ([II.2 ex. II.5.1]), \(\mathcal{T}_Y^\mathcal{Y} \otimes_{\mathcal{O}_Y} \pi_* \mathcal{M} \cong \pi_* (\mathcal{T}_Y^\mathcal{Y} \otimes_{\mathcal{O}_X} \mathcal{M})\). Finally, as \(R\pi_* = \text{For} \circ R(\pi_{Gm})_*\), one has a natural morphism \(\pi_* (\mathcal{T}_Y^\mathcal{Y} \otimes_{\mathcal{O}_X} \mathcal{M}) \to R(\pi_{Gm})_*(\mathcal{T}_Y^\mathcal{Y} \otimes_{\mathcal{O}_X} \mathcal{M})\). This defines a morphism of functors \(\kappa_Y \circ R(\pi_{Gm})_* \to R(\pi_{Gm})_* \circ \kappa_X\). To show that it is an isomorphism, as the question is local over \(Y\), we can assume \(\mathcal{F}\) is free; then it is clear. □

2.5. Linear Koszul duality and sub-bundles. Consider the following situation: \(\mathcal{F}_1 \subset \mathcal{F}_2 \subset \mathcal{E}\) are vector bundles over the non-singular variety \(X\). Let \(\mathcal{F}_1\) and \(\mathcal{F}_2\) be the sheaves of sections of \(\mathcal{F}_1\), \(\mathcal{F}_2\). We define as above the
The functor making the following diagram commute:

\[
\begin{align*}
\mathcal{S}_1 & := S_{\mathcal{O}_X}(\mathcal{F}_1), & \mathcal{S}_2 & := S_{\mathcal{O}_X}(\mathcal{F}_2), & \text{with } \mathcal{F}_1^\vee \text{ in bidegree } (2, -2), \\
\mathcal{R}_1 & := S_{\mathcal{O}_X}(\mathcal{F}_1'), & \mathcal{R}_2 & := S_{\mathcal{O}_X}(\mathcal{F}_2'), & \text{with } \mathcal{F}_2^\vee \text{ in bidegree } (0, -2), \\
\mathcal{T}_1 & := \Lambda_{\mathcal{O}_X}(\mathcal{F}_1), & \mathcal{T}_2 & := \Lambda_{\mathcal{O}_X}(\mathcal{F}_2), & \text{with } \mathcal{F}_i \text{ in bidegree } (-1, 2).
\end{align*}
\]

We have two Koszul dualities (see Theorem \[2.3.10\]): \(\kappa_1\) for the choice \(F = F_1\), and \(\kappa_2\) for \(F = F_2\). We will study the compatibility as in [2.4].

The inclusion \(f : F_1 \to F_2\) induces morphisms \(\mathcal{F}_1 \hookrightarrow \mathcal{F}_2\) and \(\mathcal{F}_1^\vee \to \mathcal{F}_2^\vee\).

Let \(g : (X, \mathcal{T}_2) \to (X, \mathcal{T}_1)\) be the natural morphism of \(\mathbb{G}_m\)-equivariant \(\mathbb{G}_m\)-dg-ringed spaces. Consider the categories \(\mathcal{D}_{\mathbb{G}_m}(X, \mathcal{T}_2)\) and \(\mathcal{D}_{\mathbb{G}_m}(X, \mathcal{T}_1)\).

We have functors

\[
\begin{align*}
R(g_{\mathbb{G}_m})^* : \mathcal{D}_{\mathbb{G}_m}(X, \mathcal{T}_2) & \to \mathcal{D}_{\mathbb{G}_m}(X, \mathcal{T}_1), \\
L(g_{\mathbb{G}_m})^* : \mathcal{D}_{\mathbb{G}_m}(X, \mathcal{T}_1) & \to \mathcal{D}_{\mathbb{G}_m}(X, \mathcal{T}_2).
\end{align*}
\]

The functor \(R(g_{\mathbb{G}_m})^*\) is the restriction of scalars, and \(L(g_{\mathbb{G}_m})^*\) is the functor \(\mathcal{M} \mapsto \Lambda_{\mathcal{O}_X}(\mathcal{F}_2)^{\leq} \otimes_{\Lambda_{\mathcal{O}_X}(\mathcal{F}_1)} \mathcal{M}\). Both are induced by exact functors on abelian categories. They clearly preserve the conditions “qc, \(\mathcal{F}_g\)”, hence induce functors making the following diagram commute:

\[
\begin{align*}
\mathcal{D}_{\mathbb{G}_m}(X, \mathcal{S}_1) & \xrightarrow{L(g_{\mathbb{G}_m})^*} \mathcal{D}_{\mathbb{G}_m}(X, \mathcal{S}_2) \\
\xrightarrow{R(f_{\mathbb{G}_m})^*} & \mathcal{D}_{\mathbb{G}_m}(X, \mathcal{S}_1)
\end{align*}
\]

Now, consider the categories \(\mathcal{D}_{\mathbb{G}_m}^{\mathcal{Qc}, \mathcal{F}_g}(X, \mathcal{S}_1)\). We have a morphism of \(\mathbb{G}_m\)-equivariant \(\mathbb{G}_m\)-dg-ringed spaces \(\mathcal{f} : (X, \mathcal{S}_1) \to (X, \mathcal{S}_2)\) and functors \(R(f_{\mathbb{G}_m})^*\), \(L(f_{\mathbb{G}_m})^*\) (see again Remark [1.7.5]). Easy arguments show that \(R(f_{\mathbb{G}_m})^*\) restricts to the subcategories whose objects have quasi-coherent, locally finitely generated cohomology, and that the following diagram commutes:

\[
\begin{align*}
\mathcal{D}_{\mathbb{G}_m}^{\mathcal{Qc}, \mathcal{F}_g}(X, \mathcal{R}_1) & \xrightarrow{\xi_1} \mathcal{D}_{\mathbb{G}_m}^{\mathcal{Qc}, \mathcal{F}_g}(X, \mathcal{S}_1) \\
\xrightarrow{R(f_{\mathbb{G}_m})^*} & \mathcal{D}_{\mathbb{G}_m}^{\mathcal{Qc}, \mathcal{F}_g}(X, \mathcal{S}_2) \\
\xrightarrow{\xi_2} & \mathcal{D}_{\mathbb{G}_m}^{\mathcal{Qc}, \mathcal{F}_g}(X, \mathcal{S}_2)
\end{align*}
\]

The functor \(L(f_{\mathbb{G}_m})^*\) is given by \(\mathcal{M} \mapsto \mathcal{S}_1 \otimes_{\mathcal{S}_2} \mathcal{M}\). Arguments similar to those for \(R(\mathcal{p}_{\mathbb{G}_m})^*\) in [2.4] show that \(L(f_{\mathbb{G}_m})^*\) induces a functor from \(\mathcal{D}_{\mathbb{G}_m}^{\mathcal{Qc}, \mathcal{F}_g}(X, \mathcal{S}_2)\) to \(\mathcal{D}_{\mathbb{G}_m}^{\mathcal{Qc}, \mathcal{F}_g}(X, \mathcal{S}_1)\) and that the diagram analogous to \((2.5.1)\) commutes.

**Lemma 2.5.2.** The functors

\[
\begin{align*}
(f_{\mathbb{G}_m})^* : \mathcal{C}_{\mathbb{G}_m}^+(X, \mathcal{S}_1) & \to \mathcal{C}_{\mathbb{G}_m}^+(X, \mathcal{S}_2), \\
(f_{\mathbb{G}_m})^* : \mathcal{C}_{\mathbb{G}_m}^+(X, \mathcal{S}_2) & \to \mathcal{C}_{\mathbb{G}_m}^+(X, \mathcal{S}_1)
\end{align*}
\]
admit a right, resp. left, derived functor. The following diagrams commute:

\[
\begin{array}{ccc}
\mathcal{D}_{\mathbb{G}_m}^+(X, S_1) & \xrightarrow{R(\tilde{j}_{\mathbb{G}_m}^+)^*} & \mathcal{D}_{\mathbb{G}_m}^+(X, S_2) \\
\downarrow & & \downarrow \\
\mathcal{D}_{\mathbb{G}_m}(X, S_1) & \xrightarrow{R(\tilde{j}_{\mathbb{G}_m})^*} & \mathcal{D}_{\mathbb{G}_m}(X, S_2), \\
\mathcal{D}_{\mathbb{G}_m}(X, S_1) & \xrightarrow{L(\tilde{j}_{\mathbb{G}_m})^*} & \mathcal{D}_{\mathbb{G}_m}(X, S_1) \\
\mathcal{D}_{\mathbb{G}_m}(X, S_2) & \xrightarrow{L(\tilde{j}_{\mathbb{G}_m})^*} & \mathcal{D}_{\mathbb{G}_m}(X, S_1).
\end{array}
\]

Proof. The case of the direct image is easy, and left to the reader. We define \( F := F_1 \oplus F_2 \), and denote by \( S \) the \( \mathbb{G}_m \)-dg-algebra \( S := S_{\mathcal{O}_X}(F^\vee) \), with trivial differential and \( F^\vee \) in bidegree \((2, -2)\). Recall that \((\tilde{j}_{\mathbb{G}_m}^+)^*\) is the tensor product \( M \mapsto \mathcal{S} \otimes_{\mathcal{O}_X} M \). Here \( S_1 \) is considered as a \( S_1 \) \( \mathbb{G}_m \)-bimodule; we can also consider it as a module over \( S_1 = S_2 \). Now the natural morphism \( S \to S_1 \) is induced by the transpose of the diagonal embedding \( F_1 \to F \). Hence, if we denote by \( \mathcal{G} \) the orthogonal of the image of \( F_1 \) in this embedding, we have a (bounded below) Koszul resolution \( \mathcal{S} \otimes_{\mathcal{O}_X} \Lambda \mathcal{G} \) \( q \mapsto S_1 \). The first dg-module is K-flat over \( S_2 \). Thus the tensor product with this dg-module defines a functor \( L(\tilde{j}_{\mathbb{G}_m}^+)^* : \mathcal{D}_{\mathbb{G}_m}^+(X, S_2) \to \mathcal{D}_{\mathbb{G}_m}^+(X, S_1) \). The commutativity of the diagram is obvious. \( \square \)

**Corollary 2.5.3.** The functors \( R(\tilde{j}_{\mathbb{G}_m}^+)^* \) and \( L(\tilde{j}_{\mathbb{G}_m}^+)^* \) restrict to the subcategories whose objects have quasi-coherent, locally finitely generated cohomology. Moreover, the following diagrams are commutative:

\[
\begin{array}{ccc}
\text{DGcoh}^{gr}(F_1) & \xrightarrow{R(\tilde{j}_{\mathbb{G}_m}^+)^*} & \text{DGcoh}^{gr}(F_2) \\
\downarrow \text{For} & & \downarrow \text{For} \\
\text{D}^b \text{Coh}(F_1) & \xrightarrow{Rf_*} & \text{D}^b \text{Coh}(F_2) \\
\end{array}
\]

\[
\begin{array}{ccc}
\text{DGcoh}^{gr}(F_1) & \xrightarrow{L(\tilde{j}_{\mathbb{G}_m})^*} & \text{DGcoh}^{gr}(F_1) \\
\downarrow \text{For} & & \downarrow \text{For} \\
\text{D}^b \text{Coh}(F_2) & \xrightarrow{Lf^*} & \text{D}^b \text{Coh}(F_1). \\
\end{array}
\]

As in \([2,4]\) from now on we will not write the superscript “+” anymore. Now we study compatibility. We assume that \( F_i \) is of constant rank \( n_i \) \((i = 1, 2)\). Consider the line bundles \( \mathcal{L}_i := \Lambda^n_{\mathcal{O}_X}(F_i) \). One has isomorphisms \( \psi_i : \mathcal{T}_i \to \mathcal{T}_i^\vee \otimes_{\mathcal{O}_X} \mathcal{L}_i[n_i] \), induced by

\[
\begin{align*}
\Lambda^j_{\mathcal{O}_X}(F_i) \otimes_{\mathcal{O}_X} \Lambda^{n_i-j}_{\mathcal{O}_X}(F_i) & \to \mathcal{L}_i \\
t \otimes u & \mapsto (-1)^{j(j+1)/2} t \wedge u .
\end{align*}
\]

Under \( \psi_i \), the action of \( \mathcal{T}_i \) by left multiplication corresponds to the action on the dual defined as in \([2.1]\) \( \psi_i(st)(u) = (-1)^{\deg(s)(\deg(s)+1)/2} \psi_i(t)(su) \). We denote by \((1)\) the shift in the \( \mathbb{G}_m \)-grading defined by \((M(1))_n = M_{n-1} \), and by \((j)\) its \( j \)-th power. This functor corresponds to the tensor product with the one-dimensional \( \mathbb{G}_m \)-module corresponding to \( \text{Id}_{\mathbb{G}_m} \). Taking the \( \mathbb{G}_m \)-structure into account, \( \psi_i \) becomes an isomorphism \( \mathcal{T}_i \cong \mathcal{T}_i^\vee \otimes_{\mathcal{O}_X} \mathcal{L}_i[n_i](2n_i) \).
Proposition 2.5.4. Consider the diagram

\[
\begin{array}{ccc}
\text{DG Coh}^\text{gr}(F_1) & \xrightarrow{R(f_{\mathfrak{g}_m})_*} & \text{DG Coh}^\text{gr}(F_2) \\
\downarrow \kappa_1 & & \downarrow \kappa_2 \\
\text{DG Coh}^\text{gr}(F_1^\perp \cap E^+ X) & \xrightarrow{R(g_{\mathfrak{g}_m})_*} & \text{DG Coh}^\text{gr}(F_2^\perp \cap E^+ X).
\end{array}
\]

There are natural isomorphisms of functors

\[
\left\{
\begin{aligned}
\kappa_1 &\circ (f_{\mathfrak{g}_m})^* &\cong & R(g_{\mathfrak{g}_m})_*, \\
\kappa_2 &\circ (g_{\mathfrak{g}_m})_* &\cong & (L(g_{\mathfrak{g}_m})^* \circ \kappa_1) \otimes_{\mathcal{O}_X} \mathcal{L}_1 \otimes_{\mathcal{O}_X} \mathcal{L}_2^{-1}[n_1 - n_2](2n_1 - 2n_2).
\end{aligned}
\right.
\]

Proof. Let us first prove the first isomorphism, or rather an isomorphism

\[(f_{\mathfrak{g}_m})^* \circ (\kappa_2)^{-1} \cong (\kappa_1)^{-1} \circ R(g_{\mathfrak{g}_m})_*, \]

Recall the notation \( F, S \) and \( G \) introduced in the proof of Lemma 2.5.2. Let \( N \in \text{DG Coh}^\text{gr}(F_2^\perp \cap E^+ X), \) assumed to be bounded below (Lemma 2.2.2). Then \((\kappa_1)^{-1} \circ R(g_{\mathfrak{g}_m})_*(N) \cong S_1 \otimes_{\mathcal{O}_X} N, \)
where \( N \) is considered as a \( T_1 \)-dg-module. On the other hand,

\[
(L(f_{\mathfrak{g}_m})^* \circ (\kappa_2)^{-1}(N) \cong L(f_{\mathfrak{g}_m})^*(S_2 \otimes_{\mathcal{O}_X} N) \\
\cong (S \otimes_{\mathcal{O}_X} \Lambda(G)) \otimes_{S_2} (S_2 \otimes_{\mathcal{O}_X} N) \cong (S \otimes_{\mathcal{O}_X} \Lambda(G)) \otimes_{\mathcal{O}_X} N.
\]

Hence there is a natural morphism \((f_{\mathfrak{g}_m})^* \circ (\kappa_2)^{-1} \to (\kappa_1)^{-1} \circ R(g_{\mathfrak{g}_m})_*), \)
induced by \( S \otimes_{\mathcal{O}_X} \Lambda(G) \to S_1. \) We want to prove that it is an isomorphism.

Using the exact sequence of dg-modules \( \text{Im}(d_{\mathcal{N}}) \to N \to N/\text{Im}(d_{\mathcal{N}}) \) we can assume, in addition, that \( N \) has trivial differential. (The dg-modules \( \text{Im}(d_{\mathcal{N}}), N/\text{Im}(d_{\mathcal{N}}) \) may not have quasi-coherent, locally finitely generated cohomology, but we will not need this assumption.)

Set \( P := S \otimes_{\mathcal{O}_X} \Lambda(G). \) It is a K-flat \( O_X \)-dg-module, as well as \( S_1, \) and \( P \to S_1 \) is a quasi-isomorphism. We want to prove that the morphism \( P \otimes_{\mathcal{O}_X} N \to S_1 \otimes_{\mathcal{O}_X} N \) is a quasi-isomorphism, too. One can consider \( P \otimes_{\mathcal{O}_X} N \) as the total complex of the double complex with \( (p, q) \)-term \( P^{q+p} \otimes_{\mathcal{O}_X} N^{-p}, \)
with first differential the Koszul differential, and second differential \( d_{P} \otimes \text{Id}. \) The first grading of this double complex is bounded above, hence the associated first spectral sequence \((G)\) converges. The same is true for \( S_1 \otimes_{\mathcal{O}_X} N \) (in this case the second differential is trivial). Hence we can forget about the Koszul differentials. Then the result follows from Lemma 1.3.4.

Let us now prove the second isomorphism. For \( M \) in \( \text{DG Coh}^\text{gr}(F_1), \) we have \( \kappa_2 \circ R(f_{\mathfrak{g}_m})_*(M) \cong T_2' \otimes_{\mathcal{O}_X} M \cong (T_2 \otimes_{\mathcal{O}_X} M) \otimes_{\mathcal{O}_X} \mathcal{L}_2^{-1}[-n_2](2n_2). \)
On the other hand, we have \( L(g_{\mathfrak{g}_m})^* \circ \kappa_1 (M) \cong T_2 \otimes_{\mathfrak{T}_1} (T_1' \otimes_{\mathcal{O}_X} M), \)
which, using the same remarks, is isomorphic to the dg-module \( T_2 \otimes_{\mathcal{O}_X} M \otimes_{\mathcal{O}_X} \mathcal{L}_1^{-1}[-n_1](2n_1). \) This concludes the proof.

3. Localization for restricted \( \mathfrak{g} \)-modules

In this section we prove localization theorems for restricted \( \mathcal{U}_\mathfrak{g} \)-modules.
3.1. Notation and introduction. Let $\mathbb{k}$ be an algebraically closed field of characteristic $p > 0$. Let $R$ be a root system, and $G$ the corresponding connected, semi-simple, simply-connected algebraic group over $\mathbb{k}$. Let $h$ be the Coxeter number of $G$. In the whole paper we assume that $p > h$.

Let $B$ be a Borel subgroup of $G$, $T \subset B$ a maximal torus, $U$ the unipotent radical of $B$, $B^+$ the Borel subgroup opposite to $B$, and $U^+$ its unipotent radical. Let $\mathfrak{g}$, $\mathfrak{b}$, $\mathfrak{t}$, $\mathfrak{n}$, $\mathfrak{b}^+$, $\mathfrak{n}^+$ be their respective Lie algebras. Let $R^+ \subset R$ be the positive roots, chosen as the roots in $\mathfrak{n}^+$, and $\Phi$ be the corresponding set of simple roots. We denote by $U_\alpha \subset G$ the one-parameter subgroup corresponding to the root $\alpha$. Let $B := G/B$ be the flag variety of $G$, and $\overline{N} := T^*B$ its cotangent bundle. We have the geometric description

$$\overline{N} = \{ (X, gB) \in \mathfrak{g}^* \times B \mid X|_{g\mathfrak{b}} = 0 \}.$$ 

We also introduce the “extended cotangent bundle”

$$\tilde{\mathfrak{g}} := \{ (X, gB) \in \mathfrak{g}^* \times B \mid X|_{g\mathfrak{n}} = 0 \}.$$ 

Let $\mathfrak{h}$ denote the “abstract” Cartan subalgebra of $\mathfrak{g}$, isomorphic to $\mathfrak{b}_0/[\mathfrak{b}_0, \mathfrak{b}_0]$ for any Borel subalgebra $\mathfrak{b}_0$ of $\mathfrak{g}$. The Lie algebras $\mathfrak{t}$ and $\mathfrak{h}$ are naturally isomorphic, via the morphism $\tilde{\mathfrak{h}} \rightarrow \mathfrak{b}/\mathfrak{n} \cong \mathfrak{h}$.

For each positive root $\alpha$, we choose isomorphisms of algebraic groups $u_\alpha : \mathbb{k} \rightarrow U_\alpha$ and $u_{-\alpha} : \mathbb{k} \rightarrow U_{-\alpha}$ such that for $t \in T$, $t \cdot u_\alpha(x) \cdot t^{-1} = u_\alpha(\alpha(t)x)$ and $t \cdot u_{-\alpha}(x) \cdot t^{-1} = u_{-\alpha}(\alpha(t)^{-1}x)$, and such that these morphisms extend to a morphism of algebraic groups $\psi_\alpha : SL(2, \mathbb{k}) \rightarrow G$ such that

$$\psi_\alpha \left( \begin{array}{cc} 1 & x \\ 0 & 1 \end{array} \right) = u_\alpha(x), \quad \psi_\alpha \left( \begin{array}{cc} 1 & 0 \\ x & 1 \end{array} \right) = u_{-\alpha}(x).$$

We define the elements $e_\alpha := d(u_\alpha h_0(1))$, $e_{-\alpha} := d(u_{-\alpha})_0(1)$, $h_\alpha := [e_\alpha, e_{-\alpha}]$.

Let $\mathbb{X} := \mathbb{Z}R$ be the root lattice of $R$, and $\mathbb{X} := X^*(T)$ the weight lattice. Let $W$ be the Weyl group of $(G, T)$, $W_{aff} := W \ltimes \mathbb{Y}$ the affine Weyl group, and $W'_{aff} := W \ltimes \mathbb{X}$ the extended affine Weyl group. We let $\ell$ denote the length function of $W$ and $W_{aff}$ (for our choice of $R^+$); it extends canonically to $W'_{aff}$ (\cite{IM} §1). Let $\rho \in \mathbb{X}$ be the half sum of the positive roots, and

$$C_0 := \{ \lambda \in \mathbb{X} \mid \forall \alpha \in R^+, \ 0 < \langle \lambda + \rho, \alpha^\vee \rangle < p \},$$

the set of integral weights in the fundamental alcove (which contains 0). We consider the action of $W'_{aff}$ on $\mathbb{X}$ defined by $w \cdot \lambda = w(\lambda + \rho) - \rho$. Denote by $L(\lambda)$, $\text{Ind}_{G}^{G}(\lambda)$ the simple and induced $G$-modules with highest weight $\lambda$.

Let us apply the results of section 2 in the following situation: $X = B^{(1)}$, the Frobenius twist of $B$, $E = (\mathfrak{g}^* \times B)^{(1)}$, and $F = \mathcal{N}^{(1)} \subset (\mathfrak{g}^* \times B)^{(1)}$. Let $\mathcal{T}_{B^{(1)}}$ denote the tangent bundle to $B^{(1)}$; $\mathcal{T}_{B^{(1)}}^{\vee}$ is the sheaf of sections of $\mathcal{N}^{(1)}$. Under our hypothesis $p > h$, there exists a $G$-equivariant isomorphism

\footnote{See \cite{BMR} 1.1.1 for Frobenius twists.}
g* \cong g$, which induces an isomorphism $E \cong E^*$. Under this isomorphism, $(\tilde{N}^{(1)})^\perp$ identifies with $\tilde{g}^{(1)}$. By Theorem 2.3.10 we obtain a Koszul duality (3.1.1) \[ \kappa_B : \text{DGcoh}^{gr}(\tilde{N}^{(1)}) \xrightarrow{\sim} \text{DGcoh}^{gr}(\widetilde{\mathcal{O}_B \times \mathcal{B}}^{(1)}) \] This equivalence is given by the following formula, for $\mathcal{M}$ in $\text{DGcoh}^{gr}(\tilde{N}^{(1)})$: \[ \kappa_B(\mathcal{M}) = (\Lambda(\mathcal{T}^{\vee}_{B(1)})) \cong \mathcal{O}_{\mathcal{B}(1)}(-2\rho). \] Hence we have $(\Lambda(\mathcal{T}^{\vee}_{B(1)})) \cong \mathcal{O}_{\mathcal{B}(1)}(2\rho)[-N][-2N]$, where $N = \text{rk}(\mathcal{T}^{\vee}_{B(1)})$. It follows that, for $\mathcal{M}$ in $\text{DGcoh}^{gr}(\tilde{N}^{(1)})$, (3.1.2) \[ \kappa_B(\mathcal{M}) = \Lambda(\mathcal{T}^{\vee}_{B(1)}) \otimes \mathcal{M} \otimes \mathcal{O}_{\mathcal{B}(1)}(2\rho)[-N][-2N]. \] In section 2 (see e.g. equation (2.3.3)) we have used the realization (3.1.3) \[ \text{DGcoh}(\widetilde{\mathcal{O}_B \times \mathcal{B}}^{(1)}) \cong \mathcal{D}^{qc,fg}(\mathcal{B}^{(1)}, \Lambda\mathcal{O}_{\mathcal{B}(1)}(\mathcal{T}^{\vee}_{B(1)})), \] where $\Lambda\mathcal{O}_{\mathcal{B}(1)}(\mathcal{T}^{\vee}_{B(1)})$ has trivial differential, and $\mathcal{T}^{\vee}_{B(1)}$ is in degree $-1$. Consider the embeddings $i : \tilde{g}^{(1)} \hookrightarrow (g^* \times \mathcal{B})^{(1)}$, $j : \mathcal{B}^{(1)} \hookrightarrow (g^* \times \mathcal{B})^{(1)}$. The realization (3.1.3) was constructed using a resolution of $i_*\mathcal{O}_{\tilde{g}^{(1)}}$ over $\mathcal{O}_{(g^* \times \mathcal{B})^{(1)}}$. We can obtain another realization using the Koszul resolution $\mathcal{O}_{(g^* \times \mathcal{B})^{(1)}} \otimes_k \Lambda(g^{(1)}) \xrightarrow{\partial_k} j_*\mathcal{O}_{\mathcal{B}(1)}$, which we will rather use from now on. More precisely, using Remark 1.8.4 we have:

**Proposition 3.1.4.** There exists an equivalence of triangulated categories \[ \text{DGcoh}(\widetilde{\mathcal{O}_B \times \mathcal{B}}^{(1)}) \cong \mathcal{D}^{qc,fg}(\tilde{g}^{(1)}, \mathcal{O}_{\tilde{g}^{(1)}} \otimes_k \Lambda(g^{(1)})) \] where $\mathcal{O}_{\tilde{g}^{(1)}} \otimes_k \Lambda(g^{(1)})$ is a dg-algebra with the generators of $\Lambda(g^{(1)})$ in degree $-1$, equipped with a Koszul differential.

3.2. Review of [BMR, BMR2]. If $X$ is a variety, and $Y \subset X$ a closed subscheme, one says that an $\mathcal{O}_X$-module $\mathcal{F}$ is supported on $Y$ if $\mathcal{F}|_{X - Y} = 0$. If $\mathcal{F}$ is coherent, this is equivalent to requiring that the ideal of definition $\mathcal{I}_Y \subset \mathcal{O}_X$ of $Y$ acts nilpotently. We write $\text{Coh}_Y(X)$ for the full subcategory of Coh($X$) whose objects are supported on $Y$.

If $P \subset G$ is a parabolic subgroup containing $B$, $p$ its Lie algebra, $p^u$ the nilpotent radical of $p$, and $\mathcal{P} = G/P$ the corresponding flag variety, we consider the following analogue of the variety $\tilde{g}$: \[ \tilde{g}_P := \{(X, gP) \in g^* \times \mathcal{P} | X|_{g^u} = 0\}. \]

In particular, $\tilde{g} = \tilde{g}_\mathcal{B}$. The morphism $\pi_P : \mathcal{B} \to \mathcal{P}$ induces a morphism (3.2.1) \[ \pi_P : \tilde{g} \to \tilde{g}_P. \]

In this situation, we also denote by $W_P \subset W$ the Weyl group of $P$. If $\alpha \in \Phi$, and $P_\alpha$ is the minimal parabolic subgroup containing $B$ associated to $\alpha$, we simplify the notation by setting $\tilde{g}_\alpha := \tilde{g}_{G/P_\alpha}$, $\pi_\alpha := \pi_{G/P_\alpha}$.

Let $\mathfrak{Z}$ be the center of $\mathcal{U}\tilde{g}$, the enveloping algebra of $\tilde{g}$. The subalgebra of $G$-invariants $\mathfrak{Z}_{HC} := (\mathcal{U}\tilde{g})^G$ is central in $\mathcal{U}\tilde{g}$. This is the “Harish-Chandra part” of the center, isomorphic to $S(t)^{W,\bullet}$, the algebra of $W$-invariants in...
the symmetric algebra of \( t \), for the dot-action. The center \( \mathfrak{z} \) also has an other part, the “Frobenius part” \( \mathfrak{z}_{\text{Fr}} \), which is generated as an algebra by the elements \( X^p - X^{[p]} \) for \( X \in \mathfrak{g} \). It is isomorphic to \( S(\mathfrak{g}^{(1)}) \), the functions on \( \mathfrak{g}^{*} \). Under our assumption \( p > h \), there is an isomorphism (see [MR]):

\[
\mathfrak{z}_{\text{HC}} \otimes \mathfrak{z}_{\text{Fr}} \cong \mathfrak{z}_{\text{aff}}.
\]

Hence a character of \( \mathfrak{z} \) is given by a “compatible pair” \((\nu, \chi) \in t^* \times \mathfrak{g}^{*} \). In this paper we only consider the case when \( \chi = 0 \), and \( \nu \) is integral, i.e. in the image of the natural map \( \mathfrak{X} \to t^* \) (such a pair is always “compatible”). If \( \lambda \in \mathfrak{X} \), we still denote by \( \lambda \) its image in \( t^* \). We consider the specializations

\[
(U\mathfrak{g})^\lambda := (U\mathfrak{g}) \otimes_{\mathfrak{z}_{\text{HC}}} k_\lambda, \quad (U\mathfrak{g})_0 := (U\mathfrak{g}) \otimes_{\mathfrak{z}_{\text{Fr}}} k_0, \quad (U\mathfrak{g})_0^\lambda := (U\mathfrak{g}) \otimes_{\mathfrak{z}} k_{(\lambda,0)}.
\]

Let \( \text{Mod}^\mathfrak{g}(U\mathfrak{g}) \) be the category of finitely generated \( U\mathfrak{g} \)-modules. If \( \lambda \in \mathfrak{X} \), we denote by \( \text{Mod}^\mathfrak{g}_{(\lambda,0)}(U\mathfrak{g}) \) the subcategory of \( U\mathfrak{g} \)-modules on which \( \mathfrak{z} \) acts with generalized character \((\lambda,0)\). We define similarly the categories \( \text{Mod}^\mathfrak{g}_{\lambda}(U\mathfrak{g}) \), \( \text{Mod}^\mathfrak{g}_{\lambda}(U\mathfrak{g})_0 \), \( \text{Mod}^\mathfrak{g}(U\mathfrak{g})_0^\lambda \). We also denote by \( \text{Mod}^\mathfrak{g}_{\lambda}(U\mathfrak{g}) \) the subcategory of \( U\mathfrak{g} \)-modules on which \( \mathfrak{z}_{\text{HC}} \) acts with generalized character \( \lambda \). Hence we have inclusions

\[
\text{Mod}^\mathfrak{g}_{\lambda}(U\mathfrak{g})_0 \subset \text{Mod}^\mathfrak{g}_{(\lambda,0)}(U\mathfrak{g}) \subset \text{Mod}^\mathfrak{g}_{\lambda}(U\mathfrak{g})_0 \subset \text{Mod}^\mathfrak{g}(U\mathfrak{g})_0^\lambda \subset \text{Mod}^\mathfrak{g}(U\mathfrak{g})
\]

Recall that a weight \( \lambda \in \mathfrak{X} \) is called regular if, for any root \( \alpha \), \((\lambda + \rho, \alpha^\vee) \notin p\mathbb{Z} \), i.e. if \( \lambda \) is not on any reflection hyperplane of \( W_{\text{aff}} \) (for the dot-action). If \( \mu \in \mathfrak{X} \), we denote by \( \text{Stab}_{W_{\text{aff}},\lambda}(\mu) \) the stabilizer of \( \mu \) for the dot-action of \( W_{\text{aff}} \) on \( \mathfrak{X} \). Under our hypothesis \( p > h \), we have \((p\mathfrak{X}) \cap \mathbb{Y} = p\mathbb{Y} \). It follows that \( \text{Stab}_{W_{\text{aff}},\lambda}(\mu) \) is also the stabilizer of \( \mu \) for the action of \( W'_{\text{aff}} \) on \( \mathfrak{X} \).

We have (see [BMR] 5.3.1) for (i), and [BMR] 1.5.1.c, 1.5.2.b for (ii):

**Theorem 3.2.2.** (i) Let \( \lambda \in \mathfrak{X} \) be regular. There exist equivalences

\[
\mathcal{D}^b\text{Coh}_{\mathfrak{g}^{(1)}}(\mathfrak{g}^{(1)}) \cong \mathcal{D}^b\text{Mod}^\mathfrak{g}_{(\lambda,0)}(U\mathfrak{g}), \quad (3.2.3)
\]

\[
\mathcal{D}^b\text{Coh}_{B^{(1)}}(B^{(1)}) \cong \mathcal{D}^b\text{Mod}_{(\lambda,0)}^\mathfrak{g}(U\mathfrak{g}^{(1)}), \quad (3.2.4)
\]

(ii) More generally, let \( \mu \in \mathfrak{X} \), and let \( P \) be a parabolic subgroup of \( G \) containing \( B \) such that \( \text{Stab}_{W_{\text{aff}},\lambda}(\mu) = \mu' \). Let \( \mathcal{P} = G/P \) be the corresponding flag variety. Then there exists an equivalence of categories

\[
\mathcal{D}^b\text{Coh}_{\mathfrak{g}^{(1)}}(\mathfrak{g}^{(1)}) \cong \mathcal{D}^b\text{Mod}^\mathfrak{g}_{(\mu,0)}(U\mathfrak{g}). \quad (3.2.5)
\]

Let us recall briefly how equivalence [3.2.3] can be constructed. We use the notation of [BMR]. Consider the sheaf of algebras \( \mathcal{D} \) on \( \mathcal{B} \); it can also

---

\^Equivalently, this means that \( \mu \) is on the reflection hyperplane corresponding to any simple root of \( W'_{\text{aff}} \), but not on any hyperplane of a reflection (simple or not) in \( W_{\text{aff}} - W'_{\text{aff}} \).
be considered as a sheaf of algebras on \( \mathfrak{g}^{(1)} \times h^{(1)} \), and it is an Azumaya algebra on this space (see [BMR 3.1.3]). We denote by Mod\(^*\)(\(\mathcal{D}\)) the category of quasi-coherent, locally finitely generated \(\mathcal{D}\)-modules (equivalently, either on \(\mathcal{B}\) or on \(\mathfrak{g}^{(1)} \times h^{(1)} \)). For \(\nu \in t^* \cong h^*\) we denote by Mod\(^*\)(\(\mathcal{D}\))\(\nu\), resp. Mod\(^*\)(\(\mathcal{D}\))\(\nu\), the full subcategory of Mod\(^*\)(\(\mathcal{D}\)) whose objects are supported on \(\mathfrak{N}^{(1)} \times \{\nu\} \subset \mathfrak{g}^{(1)} \times h^{(1)}\), respectively on \(\mathcal{B}^{(1)} \times \{\nu\}\). For \(\lambda \in X\) is regular, the global sections functor \(R\Gamma : \mathcal{D}^b\text{Mod}_{\lambda}^{\mathcal{D}} \to \mathcal{D}^b\text{Mod}_{\lambda}^{\mathcal{D}}(\mathcal{U}\mathfrak{g})\) is an equivalence of categories. Its inverse is the localization functor \(\mathcal{L}_{\lambda}^\mathcal{D}\). These functors restrict to equivalences between \(\mathcal{D}^b\text{Mod}_{\lambda_{\nu,0}}^{\mathcal{D}}\) and \(\mathcal{D}^b\text{Mod}_{\lambda_{\nu,0}}^{\mathcal{D}}(\mathcal{U}\mathfrak{g})\).

Next, the Azumaya algebra \(\mathcal{D}\) splits on the formal neighborhood of \(\mathcal{B}^{(1)} \times \{\lambda\}\) in \(\mathfrak{g}^{(1)} \times h^{(1)}\). Hence, the choice of a splitting bundle on this formal neighborhood yields an equivalence of categories \(\text{Coh}_{\mathcal{B}^{(1)} \times \{\lambda\}}(\mathfrak{g}^{(1)} \times h^{(1)} \), \(\cong\) \(\text{Mod}_{\lambda_{\nu,0}}^{\mathcal{D}}(\mathcal{D})\). Finally, the projection \(\mathfrak{g}^{(1)} \times h^{(1)} \to \mathfrak{g}^{(1)}\) induces an isomorphism between the formal neighborhood of \(\mathcal{B}^{(1)} \times \{\lambda\}\) and the formal neighborhood of \(\mathcal{B}^{(1)}\) (see [BMR2 1.5.3.c]). This isomorphism induces an equivalence \(\text{Coh}_{\mathcal{B}^{(1)} \times \{\lambda\}}(\mathfrak{g}^{(1)} \times h^{(1)} \), \(\cong\) \(\text{Coh}_{\mathcal{B}^{(1)}}(\mathfrak{g}^{(1)}\), and gives \([32,3]\).

We choose the normalization of the splitting bundles as in [BMR2 1.3.5]. We denote by \(\mathcal{M}_{\lambda}\) the splitting bundle associated to \(\lambda\) (it is denoted \(\mathcal{M}_{\lambda}^{\mathcal{B}}\) in [BMR2]), and the associated equivalence by

\[
\gamma_{\lambda}^\mathcal{B} : \mathcal{D}^b\text{Coh}_{\mathcal{B}^{(1)}}(\mathfrak{g}^{(1)}) \xrightarrow{\sim} \mathcal{D}^b\text{Mod}_{\lambda_{\nu,0}}^{\mathcal{D}}(\mathcal{U}\mathfrak{g}).
\]

Similarly, for \(\lambda, \mu, \mathcal{P}\) as in Theorem [32,2] we denote by

\[
\epsilon_{\lambda}^\mathcal{B} : \mathcal{D}^b\text{Coh}_{\mathcal{B}^{(1)}}(\mathcal{N}^{(1)}) \xrightarrow{\sim} \mathcal{D}^b\text{Mod}_{\lambda_{\nu,0}}^{\mathcal{D}}(\mathcal{U}\mathfrak{g})^\lambda,
\]

\[
\gamma_{\mu}^\mathcal{P} : \mathcal{D}^b\text{Coh}_{\mathcal{P}^{(1)}}(\mathfrak{g}^{(1)}) \xrightarrow{\sim} \mathcal{D}^b\text{Mod}_{\mu_{\nu,0}}^{\mathcal{D}}(\mathcal{U}\mathfrak{g})
\]

the equivalences obtained with the normalization of [BMR2 1.3.5].

If \(\lambda \in X\) is regular and \(\nu \in X\), then \(\text{Mod}_{\lambda_{\nu,0}}^{\mathcal{D}}(\mathcal{U}\mathfrak{g})\) and \(\text{Mod}_{\lambda_{\nu,0}}^{\mathcal{D}}(\mathcal{U}\mathfrak{g})\) coincide. But the equivalences \(\gamma_{\lambda}^\mathcal{B}\) and \(\gamma_{\lambda_{\nu,0}}^\mathcal{B}\) differ by a shift: \(\gamma_{\lambda_{\nu,0}}^\mathcal{B}(\mathcal{F}) = \gamma_{\lambda}^\mathcal{B}(\mathcal{O}_{\mathfrak{g}^{(1)}}(\nu) \otimes \mathcal{O}_{\mathfrak{g}^{(1)}} \mathcal{F})\) for \(\mathcal{F}\) in \(\mathcal{D}^b\text{Coh}_{\mathcal{B}^{(1)}}(\mathfrak{g}^{(1)})\).

3.3. **An equivalence of derived categories.** In this subsection we prove an equivalence of derived categories that will be needed later. Recall the notation \(\text{qc}\) and \(\text{fg}\) introduced in [22].

Let \(\mathcal{X}\) be a variety, and \(\mathcal{Y}\) be a sheaf of dg-algebras on \(\mathcal{X}\), non-positively graded and \(\mathcal{O}_\mathcal{X}\)-quasi-coherent. We also consider the sheaf of algebras \(\mathcal{A} = \mathcal{Y}^0\). Let \(\mathcal{Z} \subset \mathcal{X}\) be a closed subscheme. We denote by \(\mathcal{D}^{\text{qc}}_{\mathcal{Z}}(\mathcal{X}, \mathcal{Y})\) the full subcategory of \(\mathcal{D}^{\text{qc}}(\mathcal{X}, \mathcal{Y})\) whose objects have their cohomology supported on \(\mathcal{Z}\) (and similarly with \(\text{qc}\) replaced by \(\text{qc},\text{fg}\)).
Lemma 3.3.1. Let \( F \) be a \( \mathcal{Y} \)-dg-module which is \( \mathcal{O}_X \)-quasi-coherent, supported on \( Z \), and bounded below. There exists a K-injective \( \mathcal{Y} \)-dg-module \( I \), \( \mathcal{O}_X \)-quasi-coherent and supported on \( Z \), and a quasi-isomorphism \( F \xrightarrow{\text{quis}} I \).

Proof. The case \( \mathcal{Y} = \mathcal{O}_X \) can be derived from \([H1]\) II.7.18 and its proof. The general case follows, as in the proof of Lemma \[3.3.5\].

Lemma 3.3.2. Let \( F \) be an object of \( D^b_* (X, \mathcal{Y}) \), whose cohomology is bounded. There exists a K-injective \( \mathcal{Y} \)-dg-module \( G \), which is \( \mathcal{O}_X \)-quasi-coherent and supported on \( Z \), and a quasi-isomorphism \( F \xrightarrow{\text{quis}} G \).

Proof. We prove the lemma by induction on \( l(F) \), where \( l(F) := \max \{ i \in \mathbb{Z} | H^i(F) \neq 0 \} - \min \{ i \in \mathbb{Z} | H^i(F) \neq 0 \} \) if \( H(F) \neq 0 \), and \( l(F) = -1 \) otherwise. If \( l(F) = -1 \), the result is obvious. Now assume \( l(F) = n \geq 0 \), and the result is true for any \( \mathcal{Y} \)-dg-module \( G \) with \( l(G) < n \). Let \( j \) be the lowest integer such that \( H^j(F) \neq 0 \). Using a truncation functor, we can assume that \( F^k = 0 \) for \( k < j \). Then \( \ker(d^j_F) = H^j(F) \) is quasi-coherent and supported on \( Z \). Let \( K \) denote the sub-\( \mathcal{Y} \)-dg-module of \( F \) concentrated in degree \( j \), with \( K^j = \ker(d^j_F) \). By Lemma \[3.3.1\], there exists a K-injective \( \mathcal{Y} \)-dg-module \( I_1 \), quasi-coherent and supported on \( Z \), and a quasi-isomorphism \( K \xrightarrow{\text{quis}} I_1 \). Consider \( G := \text{Coker}(K \hookrightarrow F) \). Then \( l(G) < l(F) \). Hence, by induction, there exists a K-injective \( \mathcal{Y} \)-dg-module \( I_2 \), quasi-coherent and supported on \( Z \), and a quasi-isomorphism \( G \xrightarrow{\text{quis}} I_2 \).

There exists a natural morphism \( G[-1] \to K \) in \( D(X, \mathcal{Y}) \), hence also a morphism \( I_2[-1] \to I_1 \). By K-injectivity of \( I_1 \) (see Definition \[1.3.1\]), one can represent this morphism by an actual morphism of \( \mathcal{Y} \)-dg-modules \( f : I_2[-1] \to I_1 \) (unique up to homotopy). Let \( I_3 \) be the cone of \( f \). Then \( I_3 \) is K-injective, quasi-coherent and supported on \( Z \). Moreover, one easily checks that there exists a quasi-isomorphism \( F \to I_3 \).

From now on we assume in addition that \( \mathcal{Y} \) is coherent as an \( \mathcal{O}_X \)-module. In particular, as \( A \) is coherent over \( \mathcal{O}_X \), an \( A \)-module quasi-coherent over \( \mathcal{O}_X \) is locally finitely generated over \( \mathcal{O}_X \) if and only if it is coherent over \( \mathcal{O}_X \). The same applies for \( A \) replaced by \( H(\mathcal{Y}) \).

Lemma 3.3.3. Every \( \mathcal{Y} \)-dg-module \( F \) which is bounded, \( \mathcal{O}_X \)-quasi-coherent, and whose cohomology is \( \mathcal{O}_X \)-coherent is the inductive limit of \( \mathcal{O}_X \)-coherent sub-\( \mathcal{Y} \)-dg-modules which are quasi-isomorphic to \( F \) under the inclusion map.

Proof. Our proof is similar to that of \([B3]\) VI.2.11.(a)]. First, \( F \) is the inductive limit of coherent sub-dg-modules, hence it is sufficient to show that given a coherent sub-dg-module \( K \) of \( F \), there exists a coherent sub-dg-module \( G \) of \( F \) containing \( K \) and quasi-isomorphic to \( F \) under inclusion.

This is proved by a simple (descending) induction. Let \( j \in \mathbb{Z} \), and assume that we have found a subcomplex \( G_j \) of \( \bigoplus_{i \geq j} F^i \), coherent over \( \mathcal{O}_X \), containing \( \bigoplus_{i \geq j} K^i \), stable under \( \mathcal{Y} \) (i.e. if \( g \in G_j^i \) and \( y \in \mathcal{Y}^k \), and if \( i + k \geq j \), then \( y \cdot g \in G_j^{i+k} \)), such that \( G_j \to F \) is a quasi-isomorphism in degrees greater
than $j$ and that $G^j \cap \ker(d^j_F) \to H^j(F)$ is surjective. Then we choose a sub-$A$-module $N^{j-1}$ of $F$ containing $K^{j-1}$, coherent over $O_X$, whose image under $d^{j-1}_F$ is $G^j \cap \text{Im}(d^{j-1}_F)$. Without altering these conditions, we can add a coherent sub-module of cocycles so that the new sub-module $N^{j-1}$ contains representatives of all the elements of $H^{j-1}(F)$. We can also assume that $N^{j-1}$ contains all the sections of the form $y \cdot g$ for $y \in Y$ and $g \in G^j$ with $i + k = j - 1$. Then we define $G_{j-1}$ by

$$G_{j-1}^k = \begin{cases} G^k_j & \text{if } k \geq j, \\ N^{j-1} & \text{if } k = j - 1. \end{cases}$$

For $j$ small enough, $G_j$ is the desired sub-dg-module.

We denote by $C_Z^{\text{qc}-K}(X, Y)$ the category of $Y$-dg-modules which are $O_X$-quasi-coherent and locally finitely generated over $Y$ (i.e. $O_X$-coherent), and supported on $Z$. Let $D(C_Z^{\text{qc}-K}(X, Y))$ be the corresponding derived category.

**Proposition 3.3.4.** The functor $\iota : D(C_Z^{\text{qc}-K}(X, Y)) \to D_Z^{\text{qc}-K}(X, Y)$ induced by the inclusion $C_Z^{\text{qc}-K}(X, Y) \hookrightarrow C(X, Y)$ is an equivalence.

**Proof.** This proof is similar to that of [BM2, VI.2.11]. It follows from Lemmas 3.3.2 and 3.3.3 using truncation functors, that $\iota$ is essentially surjective.

Now, let us prove that it is full. Let $F$, $G$ be objects of $C_Z^{\text{qc}-K}(X, Y)$. In particular, $F$ and $G$ are bounded. A morphism $\phi : \iota(F) \to \iota(G)$ in $D_Z^{\text{qc}-K}(X, Y)$ is represented by a diagram $\iota(F) \xrightarrow{\alpha} N \xleftarrow{\beta} \iota(G)$, where $\beta$ is a quasi-isomorphism. Using Lemma 3.3.2 and truncation functors, one can assume that $N$ is bounded, quasi-coherent, and supported on $Z$. By Lemma 3.3.3, there exists a coherent sub-dg-module $N'$ of $N$ (supported on $Z$), containing $\alpha(F)$ and $\beta(G)$, and quasi-isomorphic to $N$ under the inclusion map. Then $\phi$ is represented by $\iota(F) \xrightarrow{\alpha} N' \xleftarrow{\beta} \iota(G)$, which is the image of a morphism in $D(C_Z^{\text{qc}-K}(X, Y))$. Hence $\iota$ is full.

Finally we prove that $\iota$ is faithful. If a morphism $f : F \to G$ in $C_Z^{\text{qc}-K}(X, Y)$ is such that $\iota(f) = 0$, then there exists $N$ in $D_Z^{\text{qc}-K}(X, Y)$, which can again be assumed to be bounded, quasi-coherent and supported on $Z$, and a quasi-isomorphism of $Y$-dg-modules $g : G \to N$ such that $g \circ f$ is homotopic to zero. This homotopy is given by a morphism $h : F \to N[-1]$. By Lemma 3.3.3, there exists a coherent sub-dg-module $N'$ of $N$ containing $g(G)$ and $h(F)[1]$, and quasi-isomorphic to $N$ under the inclusion. Replacing $N$ by $N'$, this proves that $f = 0$ in $D(C_Z^{\text{qc}-K}(X, Y))$. 

\[ \square \]

### 3.4. Localization with a fixed Frobenius central character

In [BM2] the authors give geometric counterparts for the derived categories of $U$-modules with a generalized Frobenius central character, and a fixed or generalized Harish-Chandra central character. The relation between the Koszul duality (3.1.1) and representation theory is based on Theorem 3.4.1 which gives a geometric picture for the derived category of $U$-modules with
a generalized (integral, regular) Harish-Chandra central character and a fixed trivial Frobenius central character. More precisely, we prove:

**Theorem 3.4.1.** Let $\lambda \in \mathbb{X}$ be regular. There exists an equivalence of triangulated categories

$$\text{DG Coh}(\mathfrak{g}^{R,\ast} \times B)^{(1)}) \xrightarrow{\sim} \mathcal{D}^b \text{Mod}_{\lambda}^{\mathfrak{g}}((\mathcal{U}\mathfrak{g})_0).$$

The proof will occupy the whole subsection. Consider the derived intersection $(\mathfrak{g}^{R,\ast} \times B)^{(1)}$. By Proposition 3.1.4, we have an equivalence

$$(3.4.2) \quad \text{DG Coh}(\mathfrak{g}^{R,\ast} \times B)^{(1)} \cong \mathcal{D}^{\mathfrak{g},\ast}((\mathfrak{g}^{(1)}), \mathcal{O}_{\mathfrak{g}^{(1)}} \otimes_k \Lambda(\mathfrak{g}^{(1)})).$$

We have seen in the remarks following Theorem 3.2.2 that the projection $\mathfrak{g}^{(1)} \times_{h^{\ast}(1)} h^* \rightarrow \tilde{\mathfrak{g}}^{(1)}$ induces an isomorphism between the formal neighborhoods of $B^{(1)} \times \{\lambda\}$ and of $B^{(1)}$. We denote these formal neighborhoods by $\tilde{B}^{(1)}$. In this subsection, for simplicity we put $X := \tilde{\mathfrak{g}}^{(1)} \times_{h^{\ast}(1)} h^*$. 

**Lemma 3.4.3.** The following natural functor is an equivalence of categories:

$$\mathcal{D}^{\mathfrak{g},\ast}(\mathfrak{g}^{(1)}, \mathcal{O}_{\mathfrak{g}^{(1)}} \otimes_k \Lambda(\mathfrak{g}^{(1)})) \rightarrow \mathcal{D}^{\mathfrak{g},\ast}(\mathfrak{g}^{(1)}, \mathcal{O}_{\mathfrak{g}^{(1)}} \otimes_k \Lambda(\mathfrak{g}^{(1)})).$$

**Proof.** Any object of $\mathcal{D}^{\mathfrak{g},\ast}(\mathfrak{g}^{(1)}, \mathcal{O}_{\mathfrak{g}^{(1)}} \otimes_k \Lambda(\mathfrak{g}^{(1)}))$ has its cohomology supported on $B^{(1)}$ (because $H^0(\mathcal{O}_{\mathfrak{g}^{(1)}} \otimes_k \Lambda(\mathfrak{g}^{(1)})) = \mathcal{O}_{B^{(1)}}$). Hence, by Proposition 3.3.4 again. We conclude using Proposition 3.3.4 again. \qed

Let now $K_{\mathfrak{g}}$ denote the Koszul complex $S(\mathfrak{g}^{(1)}) \otimes_k \Lambda(\mathfrak{g}^{(1)})$, which is quasi-isomorphic to the trivial $S(\mathfrak{g}^{(1)})$-module $k_0$. Here $S(\mathfrak{g}^{(1)})$ is in degree 0, and the generators of $\Lambda(\mathfrak{g}^{(1)})$ are in degree $-1$. By Poincaré-Birkhoff-Witt theorem, the enveloping algebra $\mathcal{U}\mathfrak{g}$ is free (hence flat) over $\mathfrak{g}^{(1)} = S(\mathfrak{g}^{(1)})$. Hence, if we consider $\mathcal{U}\mathfrak{g}$ as a (trivial) sheaf of dg-algebras on Spec($k$), there is a quasi-isomorphism of dg-algebras $U_{\mathfrak{g}} \otimes \mathfrak{g}^{(1)} \otimes \Lambda(\mathfrak{g}^{(1)}) \xrightarrow{\sim} U_{\mathfrak{g}} \otimes \mathfrak{g}^{(1)} \otimes \Lambda(\mathfrak{g}^{(1)})$. Hence, by Proposition 3.3.4, we have an equivalence

$$\mathcal{D}^{\mathfrak{g},\ast}(\mathfrak{g}^{(1)}, \mathcal{O}_{\mathfrak{g}^{(1)}} \otimes_k \Lambda(\mathfrak{g}^{(1)})) \cong \mathcal{D}^{\mathfrak{g},\ast}(\mathfrak{g}^{(1)}, \mathcal{O}_{\mathfrak{g}^{(1)}} \otimes_k \Lambda(\mathfrak{g}^{(1)})).$$

In the sequel, we write $U_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)})$ for the dg-algebra $U_{\mathfrak{g}} \otimes \mathfrak{g}^{(1)} \otimes \Lambda(\mathfrak{g}^{(1)})$. We denote this category simply by $\mathcal{D}^{\mathfrak{g}}((\mathcal{U}\mathfrak{g})_0)$. We also denote by $\mathcal{D}^{\mathfrak{g}}((\mathcal{U}\mathfrak{g})_0)$ the full subcategory whose objects are the dg-modules $M$ such that $U_{\mathfrak{g}}$ acts on $H(M)$ with
generalized character \((\lambda, 0)\). It also follows from Proposition 3.3.4 that this category is equivalent to the localization of the homotopy category of finitely generated \(\mathcal{U}_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)})\)-dg-modules on which \(\mathcal{U}_{\mathfrak{g}}\) acts with generalized character \((\lambda, 0)\). We use the same notation for \(\mathcal{U}_{\mathfrak{g}}\) instead of \(\mathcal{U}_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)})\).

The following result follows easily from the definitions and \[BMR\] 1.3.7.

**Lemma 3.4.5.** Equivalence \((3.4.4)\) restricts to an equivalence of categories

\[D^b\text{Mod}_{\Lambda}^f((\mathcal{U}_{\mathfrak{g}})_0) \cong D_{\Lambda}^f(\mathcal{U}_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)})).\]

Next, let us recall some results on dg-algebras. Let \(A\) be a dg-algebra (i.e. a sheaf of dg-algebras on \(\text{Spec}(k)\)). We use the same notation as in section 1 except that we omit “\(\text{Spec}(k)\)”. An \(A\)-dg-module \(M\) is \(K\)-projective if for any acyclic \(A\)-dg-module \(N\), the complex \(\text{Hom}_A(M, N)\) is acyclic. By the results of \[BMR\] §10.12.2, every \(A\)-dg-module has a left \(K\)-projective resolution. As in \[LdA\] we deduce that any triangulated functor from \(\mathcal{C}(A)\) to a triangulated category has a left derived functor, which can be computed by means of \(K\)-projective resolutions.

**Proof of Theorem 3.4.1.** We will show that the equivalences constructed in \[BMR\] are “compatible with the tensor product with \(K_{\mathfrak{g}}\)”.

**First step:** Let us prove the following equivalence of categories:

\[\mathcal{D}^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \mathcal{O}_X \otimes_k \Lambda(\mathfrak{g}^{(1)})) \cong \mathcal{D}^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \widetilde{\mathcal{D}} \otimes_k \Lambda(\mathfrak{g}^{(1)})).\]

As in \[BMR\] we define the functors

\[F : \left\{ \begin{array}{ccc} C^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \mathcal{O}_X \otimes_k \Lambda(\mathfrak{g}^{(1)})) & \to & C^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \widetilde{\mathcal{D}} \otimes_k \Lambda(\mathfrak{g}^{(1)})) \\ \mathcal{F} & \mapsto & \mathcal{M}^\lambda \otimes_{\mathcal{B}^{(1)}} \mathcal{F} \end{array} \right\},\]

\[G : \left\{ \begin{array}{ccc} C^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \widetilde{\mathcal{D}} \otimes_k \Lambda(\mathfrak{g}^{(1)})) & \to & C^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \mathcal{O}_X \otimes_k \Lambda(\mathfrak{g}^{(1)})) \\ \mathcal{G} & \mapsto & \text{Hom}_{\widetilde{\mathcal{D}}}(\mathcal{M}^\lambda, \mathcal{G}) \end{array} \right\} .\]

These functors are exact. There are natural morphisms of functors \(F \circ G \to \text{Id}\) and \(\text{Id} \to G \circ F\). These functors and morphisms of functors coincide with the ones considered in \[BMR\] 5.1.1 under the forgetful functors

\[C^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \mathcal{O}_X \otimes_k \Lambda(\mathfrak{g}^{(1)})) \to C^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \mathcal{O}_X) \cong \mathcal{C}^b\text{Coh}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X) \quad \text{ and } \quad C^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \widetilde{\mathcal{D}} \otimes_k \Lambda(\mathfrak{g}^{(1)})) \to C^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \widetilde{\mathcal{D}}) \cong \mathcal{C}^b\text{Mod}_{\{\lambda, 0\}}(\widetilde{\mathcal{D}}).\]

Hence, by \[BMR\] 5.1.1, the morphisms \(F \circ G \to \text{Id}\) and \(\text{Id} \to G \circ F\) are isomorphisms on each object, hence \(F\) and \(G\) are equivalences of categories. They induce equivalence \((3.4.6)\), using Proposition 3.3.4.

Thus, combining \((3.4.2)\), Lemma 3.4.3 and \((3.4.6)\), we have obtained:

\[\text{DG Coh}\left((\mathcal{B}^{(1)} \times \{\lambda\})^{(1)}\right) \cong \mathcal{D}^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \widetilde{\mathcal{D}} \otimes_k \Lambda(\mathfrak{g}^{(1)})).\]

**Second step:** Now we construct an equivalence of categories

\[\mathcal{D}^{qc, fg}_{\mathcal{B}^{(1)} \times \{\lambda\}}(X, \widetilde{\mathcal{D}} \otimes_k \Lambda(\mathfrak{g}^{(1)})) \cong \mathcal{D}^f_{\Lambda}((\mathcal{U}_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)})).\]
This will conclude the proof, due to the following chain of equivalences:

\[
\text{DG Coh}((\mathcal{F})^{\mathcal{R}}_{\mathcal{B}} \times \mathcal{B}) \cong \mathcal{D}_{\mathcal{B}(\mathcal{X}) \times \lambda}^{\mathcal{E}_{\mathcal{F}}}(X, \mathcal{D} \otimes \Lambda(g^{(1)})) \cong \mathcal{D}_{\mathcal{X}}^{\mathcal{E}}(U\mathcal{F} \otimes \Lambda(g^{(1)})) \cong \mathcal{D}^{\mathcal{F}_{\Lambda}}((U\mathcal{F})_{0}).
\]

By the projection formula ([H2 II.Ex.5.1] and [BMR 3.4.1], we have

\[
\Gamma(\mathcal{D} \otimes \Lambda(g^{(1)})) \cong \Gamma(\mathcal{D}) \otimes \Lambda(g^{(1)}).
\]

where \(\mathcal{D} \otimes \Lambda(g^{(1)}) \) contains \(U\mathcal{F} \otimes \Lambda(g^{(1)}) \) as a sub-dg-algebra. Hence, by Proposition 3.3.4, the functor \(D_{\mathcal{X}}^{\mathcal{E}}(U\mathcal{F} \otimes \Lambda(g^{(1)})) \) is in \(\mathcal{D}^{\mathcal{F}_{\Lambda}}((U\mathcal{F})_{0})\). By Corollary 3.3.3, the following diagram commutes:

\[
\text{(3.4.9)} \quad \mathcal{D}(X, \mathcal{D} \otimes \Lambda(g^{(1)})) \xrightarrow{\mathcal{R} \Gamma} \mathcal{D}(\text{Spec}(\mathcal{K}), U\mathcal{F} \otimes \Lambda(g^{(1)}))
\]

By Proposition 3.3.1, the functor \(\mathcal{D}^{\mathcal{F}_{\Lambda}}((U\mathcal{F})_{0}) \rightarrow \mathcal{D}_{\mathcal{X}}^{\mathcal{E}_{\mathcal{F}}}(X, \mathcal{D})\) is an equivalence of categories. If \(\mathcal{F}\) is an object of the category \(\mathcal{D}_{\mathcal{X}}^{\mathcal{E}_{\mathcal{F}}}(X, \mathcal{D} \otimes \Lambda(g^{(1)}))\), then \(\text{For}(\mathcal{F})\) is in \(\mathcal{D}_{\mathcal{X}}^{\mathcal{E}}(U\mathcal{F} \otimes \Lambda(g^{(1)}))\). Hence, by [BMR 3.1.9], \(\mathcal{R} \Gamma(\text{For}(\mathcal{F}))\) is in \(\mathcal{D}^{\mathcal{E}}(U\mathcal{F})\). Using diagram (3.4.9), we deduce that \(\mathcal{R} \Gamma(\mathcal{F})\) is in \(\mathcal{D}^{\mathcal{E}}(U\mathcal{F} \otimes \Lambda(g^{(1)}))\). Hence we have proved that \(\mathcal{R} \Gamma\) induces a functor \(\mathcal{R} \Gamma : \mathcal{D}_{\mathcal{X}}^{\mathcal{E}_{\mathcal{F}}}(X, \mathcal{D} \otimes \Lambda(g^{(1)})) \rightarrow \mathcal{D}^{\mathcal{E}}(U\mathcal{F} \otimes \Lambda(g^{(1)}))\), such that the following diagram commutes:

\[
\text{(3.4.10)} \quad \mathcal{D}_{\mathcal{B}(\mathcal{X}) \times \lambda}^{\mathcal{E}_{\mathcal{F}}}(X, \mathcal{D} \otimes \Lambda(g^{(1)})) \xrightarrow{\mathcal{R} \Gamma} \mathcal{D}^{\mathcal{E}}(U\mathcal{F} \otimes \Lambda(g^{(1)}))
\]

Now we construct a left adjoint for this functor. First, consider

\[
\text{Loc}_{\mathcal{K}} : \left\{ \begin{array}{c}
\mathcal{C}(\text{Spec}(\mathcal{K}), U\mathcal{F} \otimes \Lambda(g^{(1)})) \\
\mathcal{M}
\end{array} \right\} \rightarrow \left\{ \begin{array}{c}
\mathcal{C}(X, \mathcal{D} \otimes \Lambda(g^{(1)})) \\
\mathcal{M} \otimes_{U\mathcal{F}} \mathcal{M}
\end{array} \right\}.
\]

Using the remarks after Lemma 3.4.5, \text{Loc}_{\mathcal{K}} admits a left derived functor \(\mathcal{L}_{\mathcal{K}}\). Moreover, the following diagram is commutative:

\[
\text{(3.4.11)} \quad \mathcal{D}(\text{Spec}(\mathcal{K}), U\mathcal{F} \otimes \Lambda(g^{(1)})) \xrightarrow{\mathcal{L}_{\mathcal{K}}} \mathcal{D}(X, \mathcal{D} \otimes \Lambda(g^{(1)}))
\]

\[
\text{For} \quad \mathcal{D}(\text{Spec}(\mathcal{K}), U\mathcal{F}) \xrightarrow{\mathcal{D}_{\mathcal{F}_{\Lambda}}(U\mathcal{F})} \mathcal{D}(X, \mathcal{D}).
\]
Indeed, both derived functors can be computed using K-projective resolutions, and one easily checks, using coinduction, that every K-projective $Ug \otimes_k \Lambda(g^{(1)})$-dg-module restricts to a K-projective complex of $Ug$-modules.

Using diagram (3.4.11), $L_K$ induces a functor $L_K : \mathcal{D}^f(Ug \otimes_k \Lambda(g^{(1)})) \to \mathcal{D}^{qc.fg}(X, \tilde{D} \otimes_k \Lambda(g^{(1)}))$. Moreover, for any $M$ in $\mathcal{D}^f(Ug \otimes_k \Lambda(g^{(1)}))$ there is a canonical decomposition $L_K(M) \cong \bigoplus_{\mu \in W} L_K^{\lambda \to \mu}(M)$ with $L_K^{\lambda \to \mu}(M)$ in $\mathcal{D}^{qc.fg}_{B^{(1)} \times \{\mu\}}(X, \tilde{D} \otimes_k \Lambda(g^{(1)}))$. Indeed, using Proposition 3.3.4, we have such a decomposition as a complex of $\tilde{D}$-modules (as in BMR 3.3.1). As the actions of $\Lambda(g^{(1)})$ and $S(\mathfrak{h}) \subset \tilde{D}$ commute, each summand is a sub-$\tilde{D} \otimes_k \Lambda(g^{(1)})$-dg-module.

Now we define $L_K^\lambda := L_K^{\lambda \to \lambda}$. The following diagram commutes, where $L^\lambda$ is the functor defined in [BMR] 3.3.1:

\[
\begin{array}{ccc}
\mathcal{D}^f(Ug \otimes_k \Lambda(g^{(1)})) & \xrightarrow{L_K^\lambda} & \mathcal{D}^{qc.fg}(X, \tilde{D} \otimes_k \Lambda(g^{(1)})) \\
\downarrow & & \downarrow \\
\mathcal{D}^b\text{Mod}^f(\tilde{U}g)(\tilde{\Lambda}(\mathfrak{h})) & \xrightarrow{L^\lambda} & \mathcal{D}^b\text{Mod}^f(\tilde{U}g)(\tilde{\Lambda}(\mathfrak{h})).
\end{array}
\]

As in BMR 3.3.2, the functors $L_K^\lambda$, $R\Gamma$ are adjoint. Hence there are morphisms $\text{Id} \to R\Gamma \circ L_K^\lambda$, $L_K^\lambda \circ R\Gamma \to \text{Id}$ which coincide, under the forgetful functors, with the morphisms $\text{Id} \to R\Gamma \circ L^\lambda$, $L^\lambda \circ R\Gamma \to \text{Id}$ of [BMR]. In BMR 3.6 it is proved that the latter morphisms are isomorphisms. Hence the former morphisms also are isomorphisms, which proves (3.4.8). \qed

We denote by $\tilde{\gamma}^R_\lambda$ the equivalence constructed in the proof of Theorem 3.4.1. Let $p : (g^{(1)} \otimes B)^{(1)} \to (\tilde{g}^{(1)})$ be the natural morphism of dg-schemes, which can be realized as the morphism of dg-ringed spaces $(\tilde{g}^{(1)}, \mathcal{O}_{\tilde{g}^{(1)}} \otimes_k \Lambda(g^{(1)})) \to (\tilde{g}^{(1)}, \mathcal{O}_{\tilde{g}^{(1)}})$. The following proposition is clear from our constructions (see diagrams (3.4.10) and (3.4.12)):

**Proposition 3.4.13.** The following diagram is commutative, where the functor $\text{Incl}$ is induced by the inclusion $\text{Mod}^f(\tilde{U}g_0) \hookrightarrow \text{Mod}^f(\tilde{U}g)$:

\[
\begin{array}{ccc}
\text{DGcoh}(g^{(1)} \otimes B)^{(1)} & \xrightarrow{\tilde{\gamma}^R_\lambda \text{ (Th. 3.4.1)}} & \mathcal{D}^b\text{Mod}^f(\tilde{U}g_0) \\
\downarrow & & \downarrow \text{Incl} \\
\mathcal{D}^b\text{coh}_{B^{(1)}}(\tilde{g}^{(1)}) & \xrightarrow{\gamma^R_\lambda \text{ (Th. 3.4.2)}} & \mathcal{D}^b\text{Mod}^f(\tilde{U}g).
\end{array}
\]

To finish this subsection, let us remark that similar arguments give the following more general theorem:
**Theorem 3.4.14.** Let $\mu, \mathcal{P}$ be as in Theorem 3.2.2(ii). There exists an equivalence of triangulated categories

$$\overset{\sim}{\gamma}_p^{\mu} : \text{DG Coh}_{\mathcal{P}}( \mathfrak{g}_p^R \hat{g}_{\mathcal{P}} \mathcal{P})^{(1)} \to \mathcal{D}_\mu^{b\text{Mod}_{\mathcal{P}}}(\mathcal{U}\mathfrak{g})_0$$

making the following diagram commute, where Incl is induced by the inclusion $\text{Mod}^{\mathcal{P}}_{\mu}(\mathcal{U}\mathfrak{g})_0 \to \text{Mod}^{\mathcal{P}}(\mathcal{U}\mathfrak{g})$, and $p_{\mathcal{P}} : (\mathfrak{g}_p^R \hat{g}_{\mathcal{P}} \mathcal{P})^{(1)} \to \mathfrak{g}_p^{(1)}$ is the natural morphism of dg-schemes:

$$\begin{array}{ccc}
\text{DG Coh}_{\mathcal{P}}( \mathfrak{g}_p^R \hat{g}_{\mathcal{P}} \mathcal{P})^{(1)} & \overset{\sim}{\longrightarrow} & \mathcal{D}_\mu^{b\text{Mod}_{\mathcal{P}}}(\mathcal{U}\mathfrak{g})_0 \\
\text{Incl} & & \downarrow \text{Incl} \\
\mathcal{D}^{b\text{Coh}_{\mathcal{P}}( \mathfrak{g}_p^{(1)})} & \overset{\gamma_p^{\mu}}{\sim} & \mathcal{D}_\mu^{b\text{Mod}_{\mathcal{P}}}(\mathcal{U}\mathfrak{g})_0
\end{array}$$

**Remark 3.4.15.** (i) Theorems 3.4.11 and 3.4.14 easily generalize to the case where $0 \in \mathfrak{g}^*$ is relaced by a nilpotent $\chi$ (with the same proof). One obtains the following result, which will not be used in this paper.

**Theorem 3.4.16.** Let $\mu, \mathcal{P}$ be as in Theorem 3.2.2(ii), and $\chi \in \mathfrak{g}^*$ nilpotent. There is an equivalence $\text{DG Coh}_{\mathcal{P}}( \mathfrak{g}_p^R \hat{g}_{\mathcal{P}} (\chi \times \mathcal{P})^{(1)}) \cong \mathcal{D}_\mu^{b\text{Mod}_{\mathcal{P}}}(\mathcal{U}\mathfrak{g})$.

(ii) One cannot use similar methods to describe categories of $(\mathcal{U}\mathfrak{g})^\chi$-modules, because $(\mathcal{U}\mathfrak{g})^\chi$ is not flat over $\mathfrak{g}_{\mathfrak{F}}$.

4. **Simples correspond to projective covers under $\kappa_B$**

Recall the equivalence $\kappa_B$ of (3.1.1). Our situation is the following:

$$(\star) \quad \text{DG Coh}_{\mathfrak{g}}(\mathfrak{N}^{(1)}) \overset{\sim}{\longrightarrow} \text{DG Coh}_{\mathfrak{g}}(\mathfrak{g}_p^{R} \hat{g}_{\mathfrak{g}} \mathfrak{B})^{(1)}$$

and

$$\mathcal{D}^{b\text{Coh}_{\mathfrak{g}}(\mathfrak{N}^{(1)})} \overset{\sim}{\longrightarrow} \mathcal{D}^{b\text{Coh}}(\mathfrak{N}^{(1)})$$

$$(\star) \quad \text{DG Coh}_{\mathfrak{g}}(\mathfrak{N}^{(1)}) \overset{\sim}{\longrightarrow} \text{DG Coh}_{\mathfrak{g}}(\mathfrak{g}_p^{R} \hat{g}_{\mathfrak{g}} \mathfrak{B})^{(1)}$$

Hence we have constructed some “correspondence” between $\mathcal{U}\mathfrak{g}$-modules with fixed trivial Frobenius character and generalized Harish-Chandra character $\lambda$ (on the RHS), and $\mathcal{U}\mathfrak{g}$-modules with generalized trivial Frobenius character and fixed Harish-Chandra character $\lambda$ (on the LHS). The key of our approach to Koszulity is that, if $p$ is large enough, “indecomposable projective modules correspond to simple modules” under this correspondence.

In this section we state precisely this result (see Theorem 4.4.3).

4.1. **Restricted dominant weights.** Consider $\tau_0 := t_p \cdot \omega_0 \in W'_{\text{aff}}$. Recall the formula for the length in $W'_{\text{aff}}$: for $w \in W$ and $x \in X$,

$$\ell(w \cdot x) = \sum_{\alpha \in R^+ \cap w^{-1}(R^+)} | \langle x, \alpha^\vee \rangle | + \sum_{\alpha \in R^+ \cap w^{-1}(R^-)} |1 + \langle x, \alpha^\vee \rangle |$$
In both cases, \( \langle 4.1.3 \rangle \). In particular, we obtain \( \ell(\tau_0) = \sum_{\alpha \in R^+} (\langle \rho, \alpha^\vee \rangle - 1) \).

Recall the definition of \( C_0 \) in \( 3.1 \). Let us define

\[
W^0 := \{ w \in W_{\text{aff}} | w \cdot C_0 \text{ contains a restricted dominant weight} \}.
\]

If \( \lambda \in C_0, W^0 \) is also the set of \( w \in W_{\text{aff}} \) such that \( w \cdot \lambda \) is restricted dominant. It is a finite set, in bijection with \( W \) (see \( 4.1.3 \) below).

**Proposition 4.1.2.** The map \( w \mapsto \tau_0 w \) is an involution of \( W^0 \). Moreover, if \( w \in W^0 \) we have \( \ell(\tau_0 w) = \ell(\tau_0) - \ell(w) \).

**Proof.** By definition, \( (\tau_0)^2 = 1 \). Hence for the first assertion it is sufficient to prove that \( w \in W^0 \) implies \( \tau_0 w \in W^0 \). We have \( w \in W^0 \) iff \( w \cdot 0 \) is restricted dominant. Write \( w = t_x \cdot v \) with \( \lambda \in \mathbb{X} \) and \( v \in W \). Then \( w \cdot 0 = v(\rho) + p\lambda - \rho \). Hence if \( v \in \Phi, \langle w \cdot 0, r_\alpha \rangle = \langle \rho, (v^{-1} r_\alpha) \rangle + p(\lambda, r_\alpha) - 1 \). As \( p > h \), we have \( |(\rho, (v^{-1} r_\alpha))| < p \). Hence, \( w \cdot 0 \) dominant restricted implies:

\[
\langle \lambda, r_\alpha \rangle = \begin{cases} 0 & \text{if} \ v^{-1} r_\alpha \in R^+ ; \\ 1 & \text{if} \ v^{-1} r_\alpha \in R^- . \end{cases}
\]

In both cases, \( \langle w \cdot 0, r_\alpha \rangle \in \{ 0, 1, \cdots , p-2 \} \). Now \( \tau_0 w \cdot 0 = w_0 (w \cdot 0 + \rho) + (p-1)\rho = w_0 (w \cdot 0) + (p-2)\rho \). Hence if \( v \in \Phi, \langle \tau_0 w \cdot 0, r_\alpha \rangle = \langle w \cdot 0, (w_0 r_\alpha) \rangle + (p-2) \). We have \( w_0 r_\alpha \in -\Phi, \langle w \cdot 0, (w_0 r_\alpha) \rangle \in \{ -p+2 , \cdots , 0 \} \). Thus \( \tau_0 w \in W^0 \), and the first assertion of the proposition follows.

Let us compute \( \ell(\tau_0 w) \). We have \( \tau_0 w = w_0 v \cdot t_{v^{-1}(\lambda-\rho)} \). Hence, by \( 4.1.1 \),

\[
\ell(\tau_0 w) = \sum_{\alpha \in R^+ \cap (-v)^{-1} R^-} |\langle \lambda - \rho, (v\alpha) \rangle| + \sum_{\alpha \in R^+ \cap (-v)^{-1} R^+} |1 + \langle \lambda - \rho, (v\alpha) \rangle| .
\]

By \( 4.1.3 \), for \( \alpha \in \Phi \) we have \( 0 \leq \langle \lambda, r_\alpha \rangle \leq \langle \rho, r_\alpha \rangle \). Hence the same is true for \( \alpha \in R^+ \). Moreover, if \( v^{-1} \alpha \in R^+ \) then the second inequality is strict, and if \( v^{-1} \alpha \in R^- \) the first one is strict. Hence \( \ell(\tau_0 w) \) equals

\[
\sum_{\alpha \in R^+ \cap (-v)^{-1} R^-} \langle \lambda - \rho, (v\alpha) \rangle + \sum_{\alpha \in R^+ \cap (-v)^{-1} R^+} (-1 + \langle \rho - \lambda, (v\alpha) \rangle)
= \sum_{\beta \in R^+} \langle \rho, \beta \rangle + \sum_{\alpha \in R^+ \cap (-v)^{-1} R^-} \langle \lambda, v\alpha \rangle - \sum_{\alpha \in R^+ \cap (-v)^{-1} R^+} \langle \lambda, v\alpha \rangle - \#(R^+ \cap v^{-1} R^-) .
\]

We deduce that

\[
\ell(\tau_0 w) = \ell(\tau_0) + \sum_{\alpha \in R^+ \cap (-v)^{-1} R^-} \langle \lambda, v\alpha \rangle - \sum_{\alpha \in R^+ \cap (-v)^{-1} R^+} \langle \lambda, v\alpha \rangle + \#(R^+ \cap v^{-1} R^-)
= \ell(\tau_0) - \sum_{\alpha \in R^+ \cap (-v)^{-1} R^-} |1 + \langle \lambda, v\alpha \rangle| - \sum_{\alpha \in R^+ \cap (-v)^{-1} R^+} |\langle \lambda, v\alpha \rangle| .
\]

Here the second equality uses the fact that if \( \alpha \in R^+ \) and \( v\alpha \in R^- \) then \( \langle \lambda, (v\alpha)^\vee \rangle < 0 \) (see above). We conclude using the equality \( w = v \cdot t_{v^{-1} \lambda} \).
4.2. Coherent sheaves and dg-sheaves on $\tilde{\mathcal{N}}(1)$. As in §§2.3 and 3.1, let us consider the following $\mathbb{G}_m$-dg-algebras on $B(1)$:

$$S := \mathcal{O}_{B(1)}(T_{B(1)}) \quad \text{with} \quad T_{B(1)} \quad \text{in bidegree} \quad (2, -2),$$

$$R := \mathcal{O}_{B(1)}(T_{B(1)}) \quad \text{with} \quad T_{B(1)} \quad \text{in bidegree} \quad (0, -2).$$

We have a “regrading” functor $\xi : D_{\mathbb{G}_m}(B(1), S) \xrightarrow{\sim} D_{\mathbb{G}_m}(B(1), R)$, defined by $\xi(M)_{j}^i = M_{j}^{i-j}$. We also have an equivalence of categories (see (2.3.4)):

$$\phi : D^{qc,fg}_{\mathbb{G}_m}(B(1), R) \xrightarrow{\sim} D^b\text{Coh}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1)).$$

As in (2.3.5) we consider the functor $\eta : D^b\text{Coh}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1)) \rightarrow D^b\text{Coh}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1))$ defined as the composition

$$\text{DGCo}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1)) := D^+_{\mathbb{G}_m}(B(1), S) \rightarrow D^{qc,fg}_{\mathbb{G}_m}(B(1), S) \xrightarrow{\xi} D^{qc,fg}_{\mathbb{G}_m}(B(1), \mathcal{R}) \xrightarrow{\phi} D^b\text{Coh}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1)).$$

**Lemma 4.2.1.** There exists a fully faithful triangulated functor

$$\zeta : D^b\text{Coh}_{B(1)}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1)) \rightarrow \text{DGCo}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1))$$

such that $\eta \circ \zeta$ is the inclusion $^{10} D^b\text{Coh}_{B(1)}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1)) \hookrightarrow D^b\text{Coh}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1))$.

**Proof.** The objects of $D^b\text{Coh}_{B(1)}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1))$ are bounded complexes of $\mathbb{G}_m$-equivariant coherent sheaves on $\tilde{\mathcal{N}}(1)$, supported on $B(1)$. In particular, they are bounded for both gradings (cohomological and internal). Consider the functor $\zeta : C^b\text{Coh}_{B(1)}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1)) \rightarrow \text{DGCo}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1))$ sending $M$ to the dg-module defined by $\zeta(M)_{j}^{i} := M_{j}^{i+j}$. This functor induces $\zeta : D^b\text{Coh}_{B(1)}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1)) \rightarrow \text{DGCo}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1))$, such that $\eta \circ \zeta$ is the inclusion of the full subcategory $D^b\text{Coh}_{B(1)}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1)) \subset D^b\text{Coh}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1))$. Hence $\zeta$ is faithful.

Now we show that $\zeta$ is full. Let $M$, $N$ be in $D^b\text{Coh}_{B(1)}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1))$. A morphism $f : \zeta(M) \rightarrow \zeta(N)$ in $\text{DGCo}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1))$ can be represented by a diagram

$$\zeta(M) \xleftarrow{\text{qis}} P \rightarrow \zeta(N)$$

with $P$ in $\text{DGCo}^{\mathbb{G}_m}(\tilde{\mathcal{N}}(1))$. Fix a positive integer $a$ such that $M_{j} = N_{j} = 0$ for $|j| \geq a$. We define the sub-dg-module $P[1]$ of $P$ by $(P[1])_{j} = P_{j}$ if $j < a$, $(P[1])_{j} = 0$ if $j \geq a$. The inclusion $P[1] \hookrightarrow P$ is a quasi-isomorphism. Next, define the sub-dg-module $P[2]$ of $P[1]$ by $(P[2])_{j} = (P[1])_{j}$ if $j \leq -a$, $(P[2])_{j} = 0$ if $j > -a$, and denote by $P[3]$ the quotient $P[1]/P[2]$. Then $P[1] \rightarrow P[3]$ is again a quasi-isomorphism. Moreover, we have the diagram

$$\begin{array}{ccc}
\zeta(M) & \xleftarrow{\text{qis}} & P[1] \\
& \xrightarrow{\text{qis}} & P[3] \\
\zeta(N) & \rightarrow & \zeta(N).
\end{array}$$

---

$^{10}$See [BMR] 3.1.7 for the fact that this functor is an inclusion.
Hence we can assume that $P$ is bounded for the internal grading. Going to $C_{G_m}(B^{(1)}, R)$ (via $\xi$), using a truncation functor and then going back to $C_{G_m}(B^{(1)}, S)$, one can even assume that $P$ is bounded for both gradings.

Consider now the morphism $\phi^{-1}\eta(f) : \phi^{-1}M \to \phi^{-1}N$ in $D_{G_m}^{b,fg}(B^{(1)}, R)$. As $D^{b}{\text{Coh}}_{C_m}(\tilde{N}^{(1)})$ is a full subcategory of $D^{b}{\text{Coh}}_{C_m}(\tilde{N}^{(1)})$, there exists a diagram similar to (4.2.2) in $C_{G_m}(B^{(1)}, R)$, with $\zeta(M)$ and $\zeta(N)$ replaced by $\phi^{-1}M$ and $\phi^{-1}N$, $P$ by $\phi^{-1}\eta(P)$, $P^{[1]}$ by an object $Q^{[1]}$ of $D^{b}_{G_m}^{f,g}(B^{(1)}, R)$, and $P^{[0]}$ by $\phi^{-1}Q^{[2]}$, where $Q^{[2]}$ is a bounded complex of $G_m$-equivariant coherent sheaves on $\tilde{N}^{(1)}$, supported on the zero section. Now, as above, we can assume $Q^{[1]}$ is bounded for the internal grading, and bounded below for the cohomological one. It follows that $f$ is the image under $\zeta$ of the morphism defined by the diagram $M \overset{\text{qis}}{\leftarrow} Q^{[2]} \to N$. \hfill $\square$

4.3. Translation functors. The translation functors for $U_\mathfrak{g}$-modules are defined in [BMR] 6.1. In this subsection we prove, in particular cases sufficient for our purposes, that these translation functors (for $U_\mathfrak{g}$-modules) coincide (on $G$-modules) with the usual translation functors defined e.g. in [Ja] II.7. We denote by $T_\lambda^\mu$ the translation functors defined in [BMR], and by $\tilde{T}_\lambda^\mu$ the ones defined in [Ja]. We also denote by $\text{Mod}^{fd}_\lambda(G)$ the category of finite dimensional $G$-modules in the block of $\lambda$, for $\lambda \in \overline{C}$. Consider the “closure” $\overline{C}_0 := \{ \nu \in \mathbb{X} \mid \forall \alpha \in R^+, 0 \leq (\nu + \rho, \alpha^\vee) \leq p \}$.

Lemma 4.3.1. Let $\lambda, \mu \in \overline{C}_0$. Consider the following diagram:

$$
\begin{array}{ccc}
\text{Mod}^{fd}_\lambda(G) & \xrightarrow{T_\lambda^\mu} & \text{Mod}^{fd}_\mu(G) \\
\xrightarrow{\text{For}} & & \xrightarrow{\text{For}} \\
\text{Mod}^{fg}_{(\lambda,0)}(U_\mathfrak{g}) & \xrightarrow{T_\lambda^\mu} & \text{Mod}^{fg}_{(\mu,0)}(U_\mathfrak{g}).
\end{array}
$$

If $\mu$ is in the closure of the facet of $\lambda$, then $\text{For} \circ \tilde{T}_\lambda^\mu \cong T_\lambda^\mu \circ \text{For}$. If $\lambda$ is regular, and $\mu$ is on exactly one wall of $\overline{C}_0$, then $\text{For} \circ \tilde{T}_\lambda^\mu \cong T_\lambda^\mu \circ \text{For}$.

Proof. We only give the proof of the first isomorphism. Both translation functors are constructed by tensoring with a certain module, and then taking a direct summand. A priori the direct summand corresponding to $\tilde{T}_\lambda^\mu$ is smaller than the one corresponding to $T_\lambda^\mu$. Hence there exists a morphism of functors $\text{For} \circ \tilde{T}_\lambda^\mu \to T_\lambda^\mu \circ \text{For}$. As these functors are exact, and as $\text{Mod}^{fd}_\lambda(G)$ is generated by the modules $\text{Ind}^G_w(w \cdot \lambda)$ for $w \in W_{aff}$ and $w \cdot \lambda$ dominant we only have to prove the result for these modules. But the images under our functors of these modules are explicitly known (see [Ja] II.7.11 and II.7.12 and [BMR2], 2.2.3), and they indeed coincide. \hfill $\square$
From now on, for simplicity we omit the functors “For”. Using this lemma, the usual rules to compute translates of simple or induced modules (\text{[Ma II.7]}) generalize. If \( \mu \) is in the closure of the facet of \( \lambda \) (in \( C^0 \)), \( T^\mu_\lambda \text{Ind}_{B}^{G}(w \bullet \lambda) = \text{Ind}_{B}^{G}(w \bullet \mu) \) for \( w \in W_{aff} \). If \( w \bullet \lambda \) is dominant restricted,

\[
(4.3.2) \quad T^\mu_\lambda L(w \bullet \lambda) = \begin{cases} L(w \bullet \mu) & \text{if } w \bullet \mu \text{ is in the upper closure} \\ 0 & \text{otherwise}. \end{cases}
\]

To finish this subsection, let us remark that, as the tensor product of two restricted \( \mathcal{Ug} \)-modules is again restricted, for \( \lambda, \mu \) in \( \mathbb{X} \) the functor \( T^\mu_\lambda : \text{Mod}^f_{\lambda,0}(\mathcal{Ug}) \to \text{Mod}^f_{\mu,0}(\mathcal{Ug}) \) induces a functor denoted similarly:

\[
T^\mu_\lambda : \text{Mod}^f_{\lambda}(\mathcal{Ug}_0) \to \text{Mod}^f_{\mu}(\mathcal{Ug}_0).
\]

4.4. Objects corresponding to simple and projective modules. Let \( \lambda \in C_0 \). By a theorem of Curtis (see \text{[Cu]}), a complete system of simple \( \mathcal{Ug} \)-modules is given by the restriction to \( \mathcal{Ug}_0 \) of the simple \( G \)-modules \( L(\nu) \) for \( \nu \in \mathbb{X} \) restricted and dominant. The simple objects in the category \( \text{Mod}^f_{\lambda}(\mathcal{Ug}_0) \) (or similarly in \( \text{Mod}^f_{\mu}(\mathcal{Ug}_0) \)), i.e. the simple \( \mathcal{Ug}_0 \)-modules with Harish-Chandra central character \( \lambda \) are the \( L(w \bullet \lambda) \), for \( w \in W_{aff} \) such that \( w \bullet \lambda \) is restricted dominant, i.e. for \( w \in W^0 \) (see \text{[4,1]}).

Recall the equivalence \( \epsilon^R_\lambda \) of \text{(3.2.4)}. For \( w \in W^0 \) we define

\[
(4.4.1) \quad \mathcal{L}_w := (\epsilon^R_\lambda)^{-1} L(w \bullet \lambda) \in D^b \text{Coh}_{\mathcal{B}(1)}(\mathcal{N}^{(1)})
\]

This object does not depend on the choice of \( \lambda \in C_0 \). Indeed, let \( \mu \in C_0 \). By \text{[BMR] 6.1.2.(a)], for any \( \mathcal{F} \in D^b \text{Coh}_{\mathcal{B}(1)}(\mathcal{N}^{(1)}) \) we have

\[
T^\mu_\lambda \gamma^\lambda_\mathcal{B}(\mathcal{F}) \cong R\Gamma(\mathcal{O}_\mathcal{B}(\mu - \lambda) \otimes \mathcal{O}_\mathcal{B}(\mathcal{M}^\lambda \otimes \mathcal{O}_\mathcal{B}(\mathcal{F}))
\]

(here \( \mathcal{M}^\lambda \otimes \mathcal{F} \) is considered as a \( \mathcal{D} \)-module on \( \mathcal{B} \)). By our choice of splitting bundles (see \text{[BMR2, 1.3.5]}), \( \mathcal{M}^\mu = \mathcal{O}_\mathcal{B}(\mu - \lambda) \otimes \mathcal{O}_\mathcal{B} \mathcal{M}^\lambda \), hence

\[
T^\mu_\lambda \circ \gamma^\lambda_\mathcal{B}(\mathcal{F}) \cong \gamma^\lambda_\mathcal{B}(\mathcal{F}).
\]

Similarly, for \( \mathcal{F} \in D^b \text{Coh}_{\mathcal{B}(1)}(\mathcal{N}^{(1)}) \) we have \( T^\mu_\lambda \circ \gamma^\lambda_\mathcal{B}(\mathcal{F}) \cong \gamma^\lambda_\mathcal{B}(\mathcal{F}) \). Hence if \( \mathcal{L}_w \) is defined using \( \lambda \), we have \( \epsilon^R_\lambda(\mathcal{L}_w) \cong T^\mu_\lambda \circ \epsilon^R_\lambda(\mathcal{L}_w) \cong T^\mu_\lambda L(w \bullet \lambda) \cong L(w \bullet \mu) \), which proves the claim. Here the last isomorphism follows from \text{(4.3.2)}.

Consider now \text{Mod}^f_{\lambda}(\mathcal{Ug}_0) \). The algebra \( \mathcal{Ug}_0 \) is finite dimensional. Hence, if \( \mathcal{Z}^\lambda_{\text{HC}} \) is the image in \( \mathcal{Ug}_0 \) of the maximal ideal of \( \mathcal{Z}^\lambda_{\text{HC}} \cong S(\mathfrak{h})(W,*) \) defined by \( \lambda \), the following sequence of ideals of \( \mathcal{Ug}_0 \) stabilizes:

\[
\langle \mathcal{Z}^\lambda_{\text{HC}} \rangle \supset \langle \mathcal{Z}^\lambda_{\text{HC}} \rangle^2 \supset \langle \mathcal{Z}^\lambda_{\text{HC}} \rangle^3 \supset \ldots
\]

Thus, for \( n \gg 0 \), \text{Mod}^f_{\lambda}(\mathcal{Ug}_0) \) is equivalent to the category of finitely generated modules over \( \mathcal{Ug}_0^\lambda := \mathcal{Ug}_0^\lambda/\langle \mathcal{Z}^\lambda_{\text{HC}} \rangle^n \). As seen above, the simple
(\mathcal{U}\mathfrak{g})_0^\wedge\text{-modules are the }L(w \cdot \lambda)\text{ for }w \in W^0.\text{ We denote by }P(w \cdot \lambda)\text{ the}
\text{projective cover of }L(w \cdot \lambda)\text{ as a } (\mathcal{U}\mathfrak{g})_0^\wedge\text{-module. For }w \in W^0\text{ we define}
\begin{equation}
\mathcal{P}_w := (\mathcal{g}_\wedge^R)^{-1}P(w \cdot \lambda) \in \text{DGCOH}(\mathfrak{g}^R_{g^* \times B}(B)^{(1)}).
\end{equation}
\text{As above, this object does not depend on the choice of }\lambda \in C_0.\text{ Our key-result states that the objects }L,\mathcal{P}_w\text{ correspond under the linear Koszul duality }\kappa_B\text{ of } (3.1.1).\text{ If }G \in \mathcal{D}\text{COH}_{B(1)}(\hat{\mathcal{N}}^{(1)}),\text{ we say that }F \in \mathcal{D}^b\text{COH}_{B_{(1)}}(\hat{\mathcal{N}}^{(1)})\text{ is a lift of }G\text{ if }\text{For}(F) \cong G,\text{ for the forgetful functor }\text{For} : \mathcal{D}^b\text{COH}_{B_{(1)}}(\hat{\mathcal{N}}^{(1)}) \to \mathcal{D}^b\text{COH}_{B_{(1)}}(\hat{\mathcal{N}}^{(1)}).\text{ We use the same terminology for }\text{DGCOH}_{gr}(\mathfrak{g}^R_{g^* \times B}(B)^{(1)})\text{ and }\text{DGCOH}(\mathfrak{g}^R_{g^* \times B}(B)^{(1)}).

\textbf{Theorem 4.4.3.}\text{ Assume }p > h\text{ is such that Lusztig’s conjecture is true.}\text{ There is a unique choice of lifts }\mathcal{P}_v^{gr} \in \text{DGCOH}_{gr}(\mathfrak{g}^R_{g^* \times B}(B)^{(1)})\text{ of }\hat{\mathcal{N}}^{(1)}\text{ by }\mathcal{P}_v,\text{ resp. }L_v^{gr} \in \mathcal{D}^b\text{COH}_{B_{(1)}}(\hat{\mathcal{N}}^{(1)})\text{ of }L_v\text{ (}v \in W^0\text{), such that for all }w \in W^0,
\begin{equation}
kappa_B^{-1}\mathcal{P}_v^{gr} \cong \zeta(L_v^{gr}) \otimes \mathcal{O}_{B(1)}(-\rho) \text{ in }\text{DGCOH}_{gr}(\hat{\mathcal{N}}^{(1)}).
\end{equation}

\text{The theorem will be proved in section }\S.\text{ The unicity statement is not difficult to check (see [S.1]). The existence is much more complex. To prove it we will need several tools, which we introduce in sections }\S.\text{ and }\S.\text{ As explained above, this statement does not depend on the choice of }\lambda \in C_0.\text{ From now on, for simplicity we mainly restrict to the case }\lambda = 0.\text{ }\textbf{Remark 4.4.4.}\text{ One could also study the linear Koszul duality where the roles of }\hat{\mathcal{N}}\text{ and }\hat{\mathfrak{g}}\text{ are exchanged. On the geometric side, results could be deduced from Theorem 4.4.3 using }[2.5].\text{ However, the representation-theoretic interpretation of }\hat{\mathcal{N}}^R_{g^* \times B}\text{ is not very interesting: it is related to the "derived specialization" }\mathcal{U}\mathfrak{g}^\wedge\mathfrak{g}^R_{g^* \times B}k_0\text{ (see Remark 3.3.15(ii)). In particular, it is not clear what “projective” means in this context.}

\section{5. Braid group actions and translation functors}

\text{In this section we introduce important tools for our study: the braid group actions and the geometric counterparts of the translation functors.}

\subsection{5.1. Braid group actions.}\text{ In this subsection we recall the main result of }\textbf{R1}.\text{ Recall the notation of }\S.\text{ Let }S := \{s_\alpha, \alpha \in \Phi\}\text{ be the Coxeter generators of }W.\text{ Let also }S_{aff} \subset W_{aff}\text{ be the Coxeter generators, i.e. }S_{aff}\text{ contains }S\text{ together with one additional (affine) reflection for each component of }R.\text{ Let }\Phi_{aff}\text{ be the set which contains }\Phi\text{ (the finite simple roots) and additional symbols for each element of }S_{aff} - S,\text{ called affine simple roots.}\text{ If }\alpha_0 \in \Phi_{aff} - \Phi,\text{ we denote by }s_{\alpha_0} \in S_{aff} - S\text{ the corresponding element.}\text{ We define the extended affine braid group as follows.}\text{ For }\alpha, \beta \in \Phi,\text{ we denote by }n_{\alpha, \beta}\text{ the order of }s_\alpha s_\beta\text{ in }W.\text{\footnote{See [R1] for comments.}}\text{\footnote{See the appendix of [R1] for the equivalence with the usual definition.}}
Definition 5.1.1. Let $B'_\text{aff}$ be the group defined by the presentation with generators $\{T_\alpha, \alpha \in \Phi\} \cup \{\theta_x, x \in \mathbb{X}\}$ and relations:

1. $T_\alpha T_\beta \cdots = T_\beta T_\alpha \cdots$ ($n_{\alpha, \beta}$ elements on each side);
2. $\theta_x \theta_y = \theta_{x+y}$;
3. $T_\alpha \theta_x = \theta_x T_\alpha$ if $<x, \alpha^\vee> = 0$, i.e. if $s_\alpha(x) = x$;
4. $\theta_x = T_\alpha \theta_{x-a} T_\alpha$ if $<x, \alpha^\vee> = 1$, i.e. if $s_\alpha(x) = x - \alpha$.

We define similarly convolution functors for equivariant coherent sheaves.

Let $X, Y$ be varieties. Let $p_X : X \times Y \rightarrow X$, $p_Y : X \times Y \rightarrow Y$ be the projections. We define the full subcategory $D^b_{\text{prop}} \text{Coh}(X \times Y)$ of $D^b \text{Coh}(X \times Y)$ as follows: an object of $D^b \text{Coh}(X \times Y)$ belongs to $D^b_{\text{prop}} \text{Coh}(X \times Y)$ if its cohomology sheaves are supported on a closed subscheme $Z \subset X \times Y$ such that $(p_X)_*Z$ and $(p_Y)_*Z$ are proper. Any $F \in D^b_{\text{prop}} \text{Coh}(X \times Y)$ gives rise to a convolution functor

$$F^F_{X \rightarrow Y} : \frac{D^b \text{Coh}(X)}{\mathcal{M}} \rightarrow \frac{D^b \text{Coh}(Y)}{\mathcal{M} \oplus (p_Y)_* \mathcal{F} p_X^* \mathcal{M}}.$$ 

One defines similarly convolution functors for equivariant coherent sheaves.

For $\alpha \in \Phi$ we define the following subvariety of $\tilde{g} \times \tilde{g}$:

$$S_\alpha = \left\{ (X, gB, hB) \in \mathfrak{g}^* \times B \times \mathfrak{g}, \begin{array}{l} X|_{g^{a+n}h^{-n}} = 0 \quad \text{and} \quad X(g \cdot h_n) = 0 \iff gB = hB \end{array} \right\},$$

a vector bundle over $B \times \mathfrak{g} \times B$ of rank $\dim(\mathfrak{g}/\mathfrak{n}) - 1$. We also define $S'_\alpha := S_\alpha \cap (\tilde{N} \times \tilde{N})$, a closed subvariety of $\tilde{N} \times \tilde{N}$ with two irreducible components (see [11] §4). If $p : X \rightarrow B$ (resp. $p : X \rightarrow B^2$) is a variety over $B$ (resp. $B^2$) and $\lambda, \mu \in \mathbb{X}$, we denote by $O_X(\lambda)$ (resp. $O_X(\lambda, \mu)$) the line bundle $p^*O_B(\lambda)$ (resp. $p^*O_B(\lambda) \boxtimes O_B(\mu)$). If $F \in D^b \text{Coh}(X)$, we denote by $F(\lambda)$ (resp. $F(\lambda, \mu)$) the tensor product of $F$ and $O_X(\lambda)$ (resp. $O_X(\lambda, \mu)$).

By an action on a category we mean a weak action, i.e. a morphism from the group to the isomorphism classes of auto-equivalences of the category. The following theorem was announced in [12] 2.1. It has been proved in [11] 1.4.1 in the case $G$ has no factor of type $G_2$, and in [12] II.8 (as a joint work with R. Bezrukavnikov) in the general case.

Theorem 5.1.2. There exists an action of $B'_\text{aff}$ on $D^b \text{Coh}(\tilde{g}^{(1)})$ (respectively $D^b \text{Coh}(\tilde{N}^{(1)})$) for which:

1. The action of $\theta_x$ is given by the convolution with kernel $\Delta_x(O_{\tilde{g}^{(1)}}(x))$ (resp. $\Delta_x(O_{\tilde{N}^{(1)}}(x))$) for $x \in \mathbb{X}$, where $\Delta$ is the diagonal embedding;
2. The action of $T_\alpha$ is given by the convolution with kernel $O_{S'_{\alpha}}(\lambda)$ (resp. $O_{S'_{\alpha}}(\lambda, \mu)$) for $\alpha \in \Phi$. The action of $(T_\alpha)^{-1}$ is the convolution with kernel $O_{S'_{\alpha}}(-\rho, \rho - \alpha)$ (resp. $O_{S'_{\alpha}}(-\rho, \rho - \alpha)$).

The actions on $D^b \text{Coh}(\tilde{N}^{(1)})$ and $D^b \text{Coh}(\tilde{g}^{(1)})$ correspond under the functor $i_* : D^b \text{Coh}(\tilde{N}^{(1)}) \rightarrow D^b \text{Coh}(\tilde{g}^{(1)})$ where $i : \tilde{N}^{(1)} \rightarrow \tilde{g}^{(1)}$ is the embedding.
Consider $\Theta := W_{\text{aff}}^* \cdot 0$. In [BMR2] the authors construct an action of an incarnation $\Theta B_{\text{aff}}'$ of $B_{\text{aff}}'$ (see [BMR2, 2.1.2]) on $\mathcal{D}^b\text{Mod}_{0}^g(U\mathfrak{g})$, which restricts to an action on $\mathcal{D}^b\text{Mod}_{(0,0)}^g(U\mathfrak{g})$. There exist isomorphisms $B_{\text{aff}}' \cong \Theta B_{\text{aff}}'$, associated to any element in $\Theta$. We normalize this isomorphism by choosing $0 \in \Theta$. This way we obtain an action of $B_{\text{aff}}'$ on $\mathcal{D}^b\text{Mod}_{(0,0)}^g(U\mathfrak{g})$; for $b \in B_{\text{aff}}'$, we denote by

$$I_b : \mathcal{D}^b\text{Mod}_{(0,0)}^g(U\mathfrak{g}) \to \mathcal{D}^b\text{Mod}_{(0,0)}^g(U\mathfrak{g})$$

the corresponding action. On the other hand, let us denote by

$$J_b : \mathcal{D}^b\text{Coh}(\mathfrak{g}(1)) \to \mathcal{D}^b\text{Coh}(\overline{\mathfrak{g}}(1))$$

resp. $K_b : \mathcal{D}^b\text{Coh}(\overline{\mathfrak{N}}(1)) \to \mathcal{D}^b\text{Coh}(\overline{\mathfrak{N}}(1))$, the actions of $b$ given by Theorem 5.1.2. Then for $b \in B_{\text{aff}}'$ the following diagram is commutative (see [R1, 5.4.1]):

$$\begin{array}{ccc}
\mathcal{D}^b\text{Coh}_{\mathfrak{g}(1)}(\overline{\mathfrak{g}}(1)) & \xrightarrow{J_b} & \mathcal{D}^b\text{Coh}_{\mathfrak{g}(1)}(\overline{\mathfrak{g}}(1)) \\
\gamma_{\overline{\mathfrak{g}}} & \downarrow & \downarrow \gamma_{\overline{\mathfrak{g}}} \\
\mathcal{D}^b\text{Mod}^g_{(0,0)}(U\mathfrak{g}) & \xrightarrow{I_b} & \mathcal{D}^b\text{Mod}^g_{(0,0)}(U\mathfrak{g}).
\end{array}$$

5.2. Graded versions of the actions. Let us define actions of $\mathbb{G}_{\text{aff}} \cong \mathbb{k}^x$ on $\overline{\mathfrak{g}}(1)$ and $\overline{\mathfrak{N}}(1)$, by setting for $t \in \mathbb{k}^x$ and $(X, gB)$ in $\overline{\mathfrak{g}}(1)$, resp. $\overline{\mathfrak{N}}(1)$:

$$t \cdot (X, gB) = (t^{-2} \cdot X, gB), \quad \text{resp.} \quad t \cdot (X, gB) = (t^2 \cdot X, gB).$$

Note that the action on $\overline{\mathfrak{N}}(1)$ is not the restriction of the action on $\overline{\mathfrak{g}}(1)$, but the dual action which is consistent with (5.1.2) as in (2.5) we denote by $\{1\}$ the shift in the grading given by the tensor product with the $\mathbb{G}_{\text{aff}}$-module given by $\text{Id}_{\mathbb{G}_{\text{aff}}}$. An easy extension of Theorem 5.1.2 yields:

**Proposition 5.2.2.** There exists an action of $B_{\text{aff}}'$ on $\mathcal{D}^b\text{Coh}^\mathbb{G}_{\text{aff}}(\overline{\mathfrak{g}}(1))$ (resp. $\mathcal{D}^b\text{Coh}^\mathbb{G}_{\text{aff}}(\overline{\mathfrak{N}}(1))$) for which:

(i) For $x \in X$, the action of $\theta_x$ is given by the convolution with kernel $\Delta \mathfrak{O}_{\overline{\mathfrak{g}}(1)}(x)$ (resp. $\Delta \mathfrak{O}_{\overline{\mathfrak{N}}(1)}(x)$), where $\Delta$ is the diagonal embedding;

(ii) For $\alpha \in \Phi$, the action of $T_\alpha$ is given by the convolution with kernel $\mathfrak{O}_{\mathfrak{S}_{\alpha}(1)}(-1)$ (resp. $\mathfrak{O}_{\mathfrak{S}_{\alpha}(1)}(1)$). Moreover, the action of $(T_\alpha)^{-1}$ is the convolution with kernel $\mathfrak{O}_{\mathfrak{S}_{\alpha}(1)}(-\rho, \rho - \alpha)(-1)$ (resp. $\mathfrak{O}_{\mathfrak{S}_{\alpha}(1)}(-\rho, \rho - \alpha)(1)$).

**Proof.** We only consider $\overline{\mathfrak{g}}(1)$ (the proof for $\overline{\mathfrak{N}}(1)$ is similar). It suffices to observe that $\mathfrak{S}_\alpha$ is a $\mathbb{G}_{\text{aff}}$-stable subvariety of $\overline{\mathfrak{g}} \times \overline{\mathfrak{g}}$, and that all the constructions of [R1, R2] respect the $\mathbb{G}_{\text{aff}}$-structures. The only subtlety is in [R1, 1.5.4]. In this proof, the $\mathbb{G}_{\text{aff}}$-equivariant version of the exact sequence $\mathcal{O}_{\mathfrak{V}_\alpha} \leftrightarrow \mathcal{O}_{\mathfrak{V}_\alpha}(\rho - \alpha, -\rho, 0) \to \mathcal{O}_{\mathfrak{V}_\alpha}(\rho - \alpha, -\rho, 0)$ for $\mathcal{O}_{\mathfrak{V}_\alpha}(2) \leftrightarrow \mathcal{O}_{\mathfrak{V}_\alpha}(\rho - \alpha, -\rho, 0) \to \mathcal{O}_{\mathfrak{V}_\alpha}(\rho - \alpha, -\rho, 0)$. The rest of the proof is similar. $\square$

---

13Recall also that the action of $\mathbb{k}$ on $\mathfrak{g}^{*}(1)$ is twisted: if $\text{Fr} : \mathfrak{g}^{*} \to \mathfrak{g}^{*}(1)$ denotes the Frobenius morphism, and if $t \in \mathbb{k}$, then we have $t \cdot \text{Fr}(X) = \text{Fr}(t^{1/p}X)$. 
Lemma 5.2.3. There exist equivalences of categories

\[ \text{DG}^R_{\text{gr}}((\tilde{g}^R_{\text{aff}} \times B)^{(1)}) \cong \mathcal{D}^R_{\text{gr}}(B^{(1)}, \Lambda_{\tilde{g}^{(1)}_1}(\mathcal{T}_{\beta(1)}^{(1)})). \]

Using arguments similar to those for Proposition 3.1.4, one obtains:

**Lemma 5.2.3.** There exist equivalences of categories

\[ \text{DG}^R_{\text{gr}}((\tilde{g}^R_{\text{aff}} \times B)^{(1)}) \cong \mathcal{D}^R_{\text{gr}}(B^{(1)}, (\pi_* \mathcal{O}_{\tilde{g}^{(1)}}) \otimes_k \Lambda(\tilde{g}^{(1)})), \]

\[ \text{DG}(\tilde{g}^R_{\text{aff}} \times B)^{(1)} \cong \mathcal{D}^R_{\text{gr}}(B^{(1)}, (\pi_* \mathcal{O}_{\tilde{g}^{(1)}}) \otimes_k \Lambda(\tilde{g}^{(1)})), \]

where \((\pi_* \mathcal{O}_{\tilde{g}^{(1)}}) \otimes_k \Lambda(\tilde{g}^{(1)})\) is considered as a dg-algebra equipped with a Koszul differential, with \(\pi_* \mathcal{O}_{\tilde{g}^{(1)}}\) in cohomological degree 0 and \(\tilde{g}^{(1)}\) in cohomological degree \(-1\). In the first equivalence, the internal grading on \(\pi_* \mathcal{O}_{\tilde{g}^{(1)}}\) is induced by the \(\mathbb{G}_m\)-action (5.2.1), and \(\tilde{g}^{(1)}\) is in bidegree \((-1, 2)\).

Recall that \(p: (\tilde{g}^R_{\text{aff}} \times B)^{(1)} \to \tilde{g}^{(1)}\) is the natural projection.

**Proposition 5.2.4.** There exist actions of \(B'_{\text{aff}}\) on \(\text{DG}(\tilde{g}^R_{\text{aff}} \times B)^{(1)}\) and \(\text{DG}^R_{\text{gr}}((\tilde{g}^R_{\text{aff}} \times B)^{(1)})\) such that the functors

\[ \begin{array}{ccc}
\text{DG}(\tilde{g}^R_{\text{aff}} \times B)^{(1)} & \xrightarrow{\text{For}} & \text{DG}(\tilde{g}^R_{\text{aff}} \times B)^{(1)} \\
R(p_{\text{aff}})_* & & R(p_{\text{aff}})_* \\
\mathcal{D}^b_{\text{gr}}(\tilde{g}^{(1)}) & \xrightarrow{\text{For}} & \mathcal{D}^b_{\text{gr}}(\tilde{g}^{(1)})
\end{array} \]

commute with the action of \(B'_{\text{aff}}\).

**Proof.** We give the proof only for \(\text{DG}(\tilde{g}^R_{\text{aff}} \times B)^{(1)}\). The only difficulty is to define carefully the action of \(T_{\alpha}\); for this we first derive a description of \(J_{T_{\alpha}}\), which only involves sheaves on \(B^{(1)}\).

As above, let \(\pi: \tilde{g}^{(1)} \to B^{(1)}\) be the natural morphism. Denote by \(p_i: \tilde{g}^{(1)} \times \tilde{g}^{(1)} \to \tilde{g}^{(1)}\), \(q_i: B^{(1)} \times B^{(1)} \to B^{(1)}\) the projections \((i = 1, 2)\). Recall that \(\pi\) is affine, hence \(\pi_*\) is an equivalence between \(\text{Coh}(\tilde{g}^{(1)})\) and \(\text{Coh}(B^{(1)}, \pi_* \mathcal{O}_{\tilde{g}^{(1)}})\) (EGA II 1.4.3). If \(\mathcal{F}\) is in \(\mathcal{D}^b_{\text{gr}}(\tilde{g}^{(1)})\), by [EGA II 1.5.7.1] we have

\[ (\pi \times \pi)_*(p_i^* \mathcal{F}) \cong ((\pi \times \pi)_* \mathcal{O}_{\tilde{g}^{(1)} \times \tilde{g}^{(1)}}) \otimes q_i^* \pi_* \mathcal{O}_{\tilde{g}^{(1)}} q_i^* \pi_* \mathcal{F}. \]

Using [EGA II 1.4.8.1], it follows that if \(\alpha \in \Phi\),

\[ (\pi \times \pi)_*(p_i^* \mathcal{F} \otimes \mathcal{O}_{\tilde{g}^{(1)} \times \tilde{g}^{(1)}}) \mathcal{O}_{\tilde{g}^{(1)}} \cong ((\pi \times \pi)_* \mathcal{O}_{\tilde{g}^{(1)}}) \otimes q_i^* \pi_* \mathcal{O}_{\tilde{g}^{(1)}} q_i^* \pi_* \mathcal{F}. \]

Hence, finally,

\[ (5.2.5) \quad \pi_* J_{T_{\alpha}}(\mathcal{F}) \cong R(q_2)_* ((\pi \times \pi)_* \mathcal{O}_{\tilde{g}^{(1)} \times \tilde{g}^{(1)}}) \otimes q_i^* \pi_* \mathcal{O}_{\tilde{g}^{(1)}} q_i^* \pi_* \mathcal{F}. \]
These isomorphisms are functorial. In this formula, \((\pi \times \pi)_* \mathcal{O}_{S_\alpha}^{(1)}\) is considered as a right \(q_1^* \pi_* \mathcal{O}_{\tilde{g}(1)}\)-module, and a left \(q_2^* \pi_* \mathcal{O}_{\tilde{g}(1)}\)-module.

We define the action of \(B'_\text{aff}\) using the equivalences of Lemma \[5.2.3\]. It is enough to define the action of the generators \(\theta_x\) and \(T_\alpha\), and to prove that they satisfy the relations of Definition \[5.1.1\]. First, the action of \(\theta_x\) is defined as the tensor product with \(\mathcal{O}_{B(1)}(x)\). Let \(\alpha \in \Phi\). Consider the functor

\[
\begin{cases}
\mathcal{C}(B^{(1)}, \pi_* \mathcal{O}_{\tilde{g}(1)} \otimes_k \Lambda(\mathfrak{g}^{(1)})) & \to \mathcal{C}(B^{(1)} \times B^{(1)}, q_2^*(\pi_* \mathcal{O}_{\tilde{g}(1)} \otimes_k \Lambda(\mathfrak{g}^{(1)}))) \\
\mathcal{G} & \mapsto ((\pi \times \pi)_* \mathcal{O}_{S_\alpha}^{(1)}) \otimes q_1^* \pi_* \mathcal{O}_{\tilde{g}(1)} q_1^* \mathcal{G}
\end{cases}
\]

where \((\pi \times \pi)_* \mathcal{O}_{S_\alpha}^{(1)}\) is considered as a bimodule, as above. This functor has a left derived functor, denoted by \(\mathcal{G} \mapsto (\pi \times \pi)_* \mathcal{O}_{S_\alpha}^{(1)} \otimes q_1^* \pi_* \mathcal{O}_{\tilde{g}(1)} q_1^* \mathcal{G}\). Consider the natural morphism induced by \(q_2\):

\[
\tilde{q}_2 : \mathcal{C}(B^{(1)} \times B^{(1)}, q_2^*(\pi_* \mathcal{O}_{\tilde{g}(1)} \otimes_k \Lambda(\mathfrak{g}^{(1)}))) \to \mathcal{C}(B^{(1)}, \pi_* \mathcal{O}_{\tilde{g}(1)} \otimes_k \Lambda(\mathfrak{g}^{(1)})).
\]

Then we define the action of \(T_\alpha\) as the functor

\[
F_\alpha : \mathcal{G} \mapsto R(\tilde{q}_2)_* ((\pi \times \pi)_* \mathcal{O}_{S_\alpha}^{(1)} \otimes q_1^* \pi_* \mathcal{O}_{\tilde{g}(1)} q_1^* \mathcal{G}).
\]

Easy arguments show that this functor indeed restricts to the subcategories of dg-modules with quasi-coherent, locally finitely generated cohomology. Moreover, the following diagram commutes:

\[
\begin{array}{ccc}
\text{DG Coh}(\mathfrak{g}^{R}_{[0]} \times B^{(1)}) & \xrightarrow{F_\alpha} & \text{DG Coh}(\mathfrak{g}^{R}_{[0]} \times B^{(1)}) \\
\downarrow R_{p_*} & & \downarrow R_{p_*} \\
\mathcal{D}^b \text{Coh}(\mathfrak{g}^{(1)}) & \xrightarrow{J_{T_\alpha}} & \mathcal{D}^b \text{Coh}(\mathfrak{g}^{(1)})
\end{array}
\]

(see \[5.2.5\], and use the fact that a K-flat \(\pi_* \mathcal{O}_{\tilde{g}(1)} \otimes_k \Lambda(\mathfrak{g}^{(1)})\)-dg-module is also K-flat over \(\pi_* \mathcal{O}_{\tilde{g}(1)}\)).

With these definitions, it follows easily from the results of \[R1, R2\] that the actions of the \(T_\alpha\)’s and the \(\theta_x\)’s satisfy the defining relations of \(B'_\text{aff}\). \(\square\)

For \(b \in B'_\text{aff}\), we denote the action of \(b\) of Propositions \[5.2.2, 5.2.4\] by

\[
\begin{align*}
J_b^{\text{g.m}} : & \mathcal{D}^b \text{Coh}^\text{g.m}(\mathfrak{g}^{(1)}) \to \mathcal{D}^b \text{Coh}^\text{g.m}(\mathfrak{g}^{(1)}), \\
K_b^{\text{g.m}} : & \mathcal{D}^b \text{Coh}^\text{g.m}(\mathfrak{N}^{(1)}) \to \mathcal{D}^b \text{Coh}^\text{g.m}(\mathfrak{N}^{(1)}), \\
J_b^{\text{d.g}} : & \text{DG Coh}((\mathfrak{g}^R_{[0]} \times B^{(1)}) \to \text{DG Coh}((\mathfrak{g}^R_{[0]} \times B^{(1)}), \\
J_b^{\text{d.gr}} : & \text{DG Coh}^\text{gr}((\mathfrak{g}^R_{[0]} \times B^{(1)}) \to \text{DG Coh}^\text{gr}((\mathfrak{g}^R_{[0]} \times B^{(1)}).
\end{align*}
\]

It follows in particular from Proposition \[5.2.4\] that the \(B'_\text{aff}\)-action on \(\mathcal{D}^b \text{Mod}^{\text{g}}_{(0)}((\mathcal{U}\mathfrak{g})_0)\) factorizes through an action on \(\mathcal{D}^b \text{Mod}^{\text{g}}_{0}((\mathcal{U}\mathfrak{g})_0)\), which corresponds to the action on the category \(\text{DG Coh}((\mathfrak{g}^R_{[0]} \times B^{(1)})\) via the equivalence \(\tilde{\gamma}_0^B\) of Theorem \[3.4.1\]. We denote the action of \(b \in B'_\text{aff}\) by

\[
I_b^{\text{res}} : \mathcal{D}^b \text{Mod}^{\text{g}}_{0}((\mathcal{U}\mathfrak{g})_0) \to \mathcal{D}^b \text{Mod}^{\text{g}}_{0}((\mathcal{U}\mathfrak{g})_0).
\]
5.3. Some exact sequences. Geometrically, $S'_\alpha$ can be described as:

$$S'_\alpha = \{(X, g_1B, g_2B) \in g^* \times B \times \mathcal{P}_\alpha B \mid X_{[g_1B+g_2B]} = 0\}.$$ 

It has two irreducible components: $\Delta_N$, the diagonal embedding of $\tilde{N}$, and $Y_\alpha := \{(X, g_1B, g_2B) \in g^* \times (B \times \mathcal{P}_\alpha B) \mid X_{[g_1\mathcal{P}_\alpha]} = 0\}$, a vector bundle on $B \times \mathcal{P}_\alpha B$ of rank $\dim(g/b) - 1$.

Recall the morphism $\tilde{\pi}_\alpha : \tilde{g} \to \tilde{g}_\alpha$ (see equation (3.2.1)). There exist exact sequences of sheaves on $\tilde{g} \times \tilde{g}$, resp. $\tilde{N} \times \tilde{N}$ (see [R1 5.3.2, 6.1.1]):

\begin{align*}
(5.3.1) & \quad \mathcal{O}_{\Delta_\tilde{g}} \hookrightarrow \mathcal{O}_{\tilde{g} \times \tilde{g}_\alpha \tilde{g}} \twoheadrightarrow \mathcal{O}_{S'_\alpha}, \\
(5.3.2) & \quad \mathcal{O}_{S'_\alpha}(\rho - \alpha, -\rho) \hookrightarrow \mathcal{O}_{\tilde{g} \times \tilde{g}_\alpha \tilde{g}} \twoheadrightarrow \mathcal{O}_{\Delta_\tilde{g}}, \\
(5.3.3) & \quad \mathcal{O}_{\Delta_{\tilde{N}}} \hookrightarrow \mathcal{O}_{S'_\alpha}(\rho - \alpha, -\rho) \twoheadrightarrow \mathcal{O}_{Y_\alpha}(\rho - \alpha, -\rho), \\
(5.3.4) & \quad \mathcal{O}_{Y_\alpha}(\rho - \alpha, -\rho) \hookrightarrow \mathcal{O}_{S'_\alpha} \twoheadrightarrow \mathcal{O}_{\Delta_{\tilde{N}}}.
\end{align*}

The exact sequences (5.3.2) and (5.3.4) are $G_m$-equivariant. The exact sequences (5.3.1) and (5.3.3) admit the $G_m$-equivariant analogues

\begin{align*}
(5.3.5) & \quad \mathcal{O}_{\Delta_{\tilde{g}}}(2) \hookrightarrow \mathcal{O}_{\tilde{g} \times \tilde{g}_\alpha \tilde{g}} \twoheadrightarrow \mathcal{O}_{S'_\alpha}, \\
(5.3.6) & \quad \mathcal{O}_{\Delta_{\tilde{N}}}(2) \hookrightarrow \mathcal{O}_{\tilde{g} \times \tilde{g}_\alpha \tilde{g}} \twoheadrightarrow \mathcal{O}_{S'_\alpha}(\rho - \alpha, -\rho) \twoheadrightarrow \mathcal{O}_{Y_\alpha}(\rho - \alpha, -\rho).
\end{align*}

Recall that we have $\mathcal{O}_{B \times \mathcal{P}_\alpha B}(\rho - \alpha, -\rho) \cong \mathcal{O}_{B \times \mathcal{P}_\alpha B}(\rho - \rho - \alpha)$ ([R1 §1.5]). Hence one can exchange $-\rho$ and $\rho - \alpha$ in these exact sequences.

5.4. Geometric counterparts of the translation functors. Let us recall the geometric interpretation of the translation functors (see [4.3]). Let $P$ be a parabolic subgroup of $G$ containing $B$ and let $\mathcal{P} = G/P$. Recall the morphism $\tilde{\pi}_P$ of (3.2.1). By [BMR2 2.2.5] we have:

**Proposition 5.4.1.** Let $\lambda \in \mathfrak{X}$ be regular, and let $\mu \in \mathfrak{X}$ be in the closure of the facet of $\lambda$. Assume that $\text{Stab}(W_{aff}, \bullet)(\mu) = W_P$ (with the same notation as in Theorem 3.2.2(ii)). There exist isomorphisms of functors

$$T^\Lambda_{\mu} \circ \gamma^B_{\lambda} \cong \gamma^P_{\mu} \circ R(\tilde{\pi}_P)^* \quad \text{and} \quad T^\Lambda_{\mu} \circ \gamma^P_{\mu} \cong \gamma^B_{\lambda} \circ L(\tilde{\pi}_P)^*.$$

Let $\lambda$ and $\mu$ be as in Proposition 5.4.1. The morphism $\tilde{\pi}_P : \tilde{g} \to \tilde{g}_P$ induces a morphism of dg-schemes

$$\tilde{\pi}_P : (\tilde{g} \circ \mathcal{F}^{R}_{g^* \times B} \mathcal{Y}^{(1))} \to (\tilde{g}_P \circ \mathcal{F}^{R}_{g^* \times P} \mathcal{P}^{(1))}.$$ 

It can be realized as the morphism $(\tilde{g} \circ \mathcal{F}^{R}_{g^* \times B} \mathcal{Y}^{(1))} \to (\tilde{g}_P \circ \mathcal{F}^{R}_{g^* \times P} \mathcal{P}^{(1))}$, or as the morphism $(\mathcal{F}^{R}_{g^* \times B} \mathcal{Y}^{(1))} \to (\mathcal{F}^{R}_{g^* \times P} \mathcal{P}^{(1))})$. Easy arguments show that $R(\tilde{\pi}_P)^*$ restrict to functors between the categories $\text{DGCoh}(\tilde{g} \circ \mathcal{F}^{R}_{g^* \times B} \mathcal{Y}^{(1))})$ and $\text{DGCoh}(\tilde{g}_P \circ \mathcal{F}^{R}_{g^* \times P} \mathcal{P}^{(1))})$, with usual compatibility conditions. Recall the equivalences of Theorems 3.4.1 and 3.4.14. A proof similar to that of [BMR2 2.2.5] gives:
Proposition 5.4.3. Let $\lambda, \mu, P, \mathcal{P}$ be as in Proposition 5.4.1. There exist isomorphisms of functors
\[ T_\lambda^\mu \circ \gamma_\lambda^R \cong \gamma_\mu^P \circ R(\pi_\mathcal{P})^* \quad \text{and} \quad T_\mu^\lambda \circ \gamma_\mu^P \cong \gamma_\lambda^R \circ L(\pi_\mathcal{P})^*. \]

If $P = P_\alpha$ for $\alpha \in \Phi$, we simplify the notation and set $\hat{\pi}_\alpha := \pi_{P_\alpha}$.

5.5. Some results from Representation Theory. One of our main tools will be the reflection functors, defined in the following way.

Definition 5.5.1. Let $\delta \in \Phi_{\text{aff}}$. Choose a weight $\mu_\delta \in \mathbb{X}$ on the $\delta$-wall of $\mathcal{O}_0$, and not on any other wall. The reflection functor $R_\delta$ is defined as
\[ R_\delta := T_{\mu_\delta}^0 \circ T_0^{\mu_\delta}. \]

It does not depend on the choice of $\mu_\delta$ by [BMR2 2.2.7]. It is an exact, auto-adjoint endofunctor of $\text{Mod}_{fg}^0(\mathcal{U}\mathfrak{g})$, which stabilizes $\text{Mod}_{fg}^0((\mathcal{U}\mathfrak{g})_0)$.

In this subsection we recall classical results describing the action of reflection functors on simple and projective modules. Recall that it has been proved that Lusztig’s conjecture on the characters of simple modules if $\mathbb{X}$ restricted dominant and $\lambda_2 \in \mathbb{X}$ dominant, then by Steinberg’s theorem ([Ja II.3.17]), as $\mathcal{U}\mathfrak{g}$-modules we have $L(\lambda) \cong L(\lambda_1)^{\oplus \dim(L(\lambda_2))}$. To conclude the proof, one observes that if $v \cdot 0$ and $\nu \neq 0$ are dominant, then $\ell(t_{\nu}v) > \ell(v)$. \hfill \square
The following proposition is “dual” to point (ii) of Theorem 5.5.3. Recall the modules \( P(w \cdot 0) \) \((w \in W^0)\) defined in \([4.4]\).

**Proposition 5.5.4.** Let \( w \in W^0 \), and \( \delta \in \Phi_{aff} \) such that \( ws_\delta \in W^0 \) and \( ws_\delta \cdot 0 < w \cdot 0 \). Then \( R_\delta P(w \cdot 0) \) is a direct sum of \( P(ws_\delta \cdot 0) \) and some \( P(v \cdot 0) \) with \( v \in W^0 \), \( \ell(v) > \ell(ws_\delta) \).

**Proof.** As \( R_\delta \) is exact and self-adjoint, \( R_\delta P(w \cdot 0) \) is a projective \((U\mathfrak{g})^0\)-module, hence a direct sum of \( P(v \cdot 0) \) for \( v \in W^0 \). The multiplicity of \( P(v \cdot 0) \) is the dimension of \( \text{Hom}_\theta(R_\delta P(w \cdot 0), L(v \cdot 0)) \cong \text{Hom}_\theta(P(w \cdot 0), R_\delta L(v \cdot 0)) \).

By \((4.3.2)\), this multiplicity is 0 if \( ws_\delta \cdot 0 < v \cdot 0 \) (in particular for \( v = w \)). Assume now that \( ws_\delta \cdot 0 > v \cdot 0 \). The exact sequences \( Q_\delta(v) \hookrightarrow (R_\delta L(v \cdot 0))/L(v \cdot 0) \rightarrow L(v \cdot 0) \), \( L(v \cdot 0) \twoheadrightarrow R_\delta L(v \cdot 0) \rightarrow (R_\delta L(v \cdot 0))/L(v \cdot 0) \) induce an isomorphism:

\[
\text{Hom}_\theta(P(w \cdot 0), R_\delta L(v \cdot 0)) \cong \text{Hom}_\theta(P(w \cdot 0), Q_\delta(v)).
\]

By Theorem 5.5.3 \( Q_\delta(v) \) is semi-simple, \( L(ws_\delta \cdot 0) \) appears with multiplicity 1 in this module if \( ws_\delta \cdot 0 \) is restricted, and the other simple components have their highest weight of the form \( x \cdot 0 \) for \( x \in W^0 \) with \( \ell(x) < \ell(ws_\delta) \). Hence if \( \text{Hom}_\theta(P(w \cdot 0), Q_\delta(v)) \neq 0 \) and \( v \neq ws_\delta \), then \( \ell(v) < \ell(ws_\delta) = \ell(v) + 1 \), hence \( \ell(v) > \ell(ws_\delta) \). For \( v = ws_\delta \), \( \text{Hom}_\theta(P(w \cdot 0), Q_\delta(ws_\delta)) = k \). \( \square \)

### 5.6. Reminder on graded algebras.

Consider a \( \mathbb{Z} \)-graded, finite dimensional \( k \)-algebra \( A \). Let \( \text{Mod}(A) \), resp. \( \text{Mod}^{gr}(A) \), be the category of \( A \)-modules, resp. graded \( A \)-modules. Let also \( \text{Mod}^{fg,gr}(A) \), \( \text{Mod}^{fg}(A) \) be the categories of finitely generated modules. As in \([2.5]\), we denote by \( \langle j \rangle \) the shift in the grading given by \( (M\langle j \rangle)_n = M_{n-j} \). Let \( \text{For} : \text{Mod}^{gr}(A) \rightarrow \text{Mod}(A) \) be the forgetful functor. Following \([GG]\), we call **gradable** the \( A \)-modules in the essential image of this functor. If \( M \in \text{Mod}(A) \), we denote by \( \text{rad}(M) \) the radical of \( M \) (the intersection of all maximal submodules), and by \( \text{soc}(M) \) the socle of \( M \) (the sum of all simple submodules).

**Theorem 5.6.1.** (i) If \( M \in \text{Mod}^{fg,gr}(A) \), then \( M \) is indecomposable in \( \text{Mod}^{fg,gr}(A) \) iff \( \text{For}(M) \) is indecomposable in \( \text{Mod}^{fg}(A) \).

(ii) Simple and projective modules in \( \text{Mod}^{fg}(A) \) are gradable.

(iii) If \( M \in \text{Mod}^{fg,gr}(A) \), then \( \text{soc}(\text{For}(M)) \) and \( \text{rad}(\text{For}(M)) \) are homogeneous submodules.

(iv) If \( M, N \in \text{Mod}^{fg,gr}(A) \) are indecomposable and non-zero and if we have an isomorphism \( \text{For}(M) \cong \text{For}(N) \), then there exists a unique \( j \in \mathbb{Z} \) such that \( M \cong N\langle j \rangle \) in \( \text{Mod}^{fg,gr}(A) \).

(v) If \( M \in \text{Mod}^{fg,gr}(A) \), then \( M \) is projective in \( \text{Mod}^{fg,gr}(A) \) iff \( \text{For}(M) \) is projective in \( \text{Mod}^{fg}(A) \).

**Proof.** (i) to (iv) are proved in \([GG\ 3.2, 3.4, 3.5, 4.1]\). (v) follows from the isomorphism \( \text{Hom}_A(\text{For}(M), \text{For}(N)) \cong \bigoplus_{i \in \mathbb{Z}} \text{Hom}_{\text{Mod}^{gr}(A)}(M, N\langle i \rangle) \). \( \square \)

The following results can be proved exactly as in the non-graded case (see also \([AJS\ E.6]\) for a proof in a more general context):
Proposition 5.6.2. (i) If $M \in \text{Mod}^{fg, gr}(A)$, then $M$ is indecomposable in $\text{Mod}^{fg, gr}(A)$ iff the algebra $\text{Hom}_{\text{Mod}^{fg, gr}(A)}(M, M)$ is local.

(ii) The Krull-Schmidt theorem holds in $\text{Mod}^{fg, gr}(A)$.

These results can be used to deduce information on the structure of a graded $A$-module $M$ when we know the structure of $\text{For}(M)$. Let $M \in \text{Mod}^{fg, gr}(A)$, with decomposition $M = M_1 \oplus \cdots \oplus M_n$ as a sum of indecomposable submodules in $\text{Mod}^{fg, gr}(A)$. Then

$$(5.6.3) \quad \text{For}(M) = \text{For}(M_1) \oplus \cdots \oplus \text{For}(M_n)$$

in $\text{Mod}(A)$. By Theorem 5.6.1(i), $\text{For}(M^j)$ is indecomposable for all $j$. Hence (5.6.3) is the decomposition of $\text{For}(M)$ as a sum of indecomposable submodules (which is unique, up to isomorphism and permutation, by the Krull-Schmidt theorem). So the $M^j$’s are lifts of the indecomposable direct summands of $\text{For}(M)$. For later reference, let us spell out the following easy consequence of these remarks and Theorem 5.6.1, which is implicit in [GG].

Corollary 5.6.4. $M \in \text{Mod}^{gr}(A)$ is semi-simple (resp. simple) in $\text{Mod}^{gr}(A)$ iff $\text{For}(M)$ is a semi-simple (resp. simple) $A$-module.

6. Projective $(\mathcal{U}\mathfrak{g})_0$-modules

In this section we study the RHS of diagram $(\ast)$ in the introduction of section 4. More precisely, we introduce reflection functors (and their “graded versions”), and study their action on projective modules.

From now on, for simplicity we assume that $G$ is quasi-simple.

6.1. Geometric reflection functors. Let $\alpha \in \Phi$. Recall the reflection functors (Definition 5.5.1), and the morphism $\pi_{\alpha}$ (see (5.4.2)). Consider the functor $R_{\alpha} := L(\pi_{\alpha})^* \circ R(\pi_{\alpha})^*$. The reason for this notation is the commutativity of the following diagram, by Proposition 5.4.3

$$(6.1.1) \quad \text{DGcoh}(\widehat{\mathfrak{g}} \otimes_{\mathfrak{g}^*} \mathcal{B})^{(1)} \xrightarrow{R_{\alpha}} \text{DGcoh}(\widehat{\mathfrak{g}} \otimes_{\mathfrak{g}^*} \mathcal{B})^{(1)} \xrightarrow{\gamma^G_{\alpha}} \mathcal{D}^b_{\text{Mod}_0}(\mathcal{U}\mathfrak{g})_0 \xrightarrow{R_{\alpha}} \mathcal{D}^b_{\text{Mod}_0}(\mathcal{U}\mathfrak{g})_0.$$

Now we want to make such a construction for the affine simple root $\alpha_0$. For simplicity, sometimes we write $s_0$ for the corresponding simple reflection, instead of $s_{\alpha_0}$. We will use the following lemma. Recall the lift $C : \mathcal{W}_{aff} \rightarrow \mathcal{B}'_{aff}$ of the natural projection.

Lemma 6.1.2. There exists $\beta \in \Phi$ and $b_0 \in \mathcal{B}_{aff}'$ such that $C(s_0) = b_0 \cdot C(s_{\beta}) \cdot (b_0)^{-1}$.

Proof. First, assume $G$ is not of type $G_2$, $F_4$ or $E_8$. Then $X/Y \neq 0$, hence there exists $\omega \in \mathcal{W}_{aff}'$ with $\ell(\omega) = 0$, but $\omega \neq 1$. Then $\omega \cdot s_0 \cdot \omega^{-1}$ is a simple reflection $s_\beta$ for some $\beta \in \Phi$. As lengths add in this relation, we have also $C(s_0) = b_0 \cdot C(s_{\beta}) \cdot (b_0)^{-1}$ for $b_0 = C(\omega).$
Now assume that $G$ is of type $G_2$, $F_4$ or $E_8$. There exists a simple root $\beta$ such that the braid relation between $s_0$ and $s_\beta$ is of length 3. Then we have $C(s_0) = C(s_\beta)C(s_0)C(s_\beta)C(s_0)^{-1}C(s_\beta)^{-1}$. \hfill $\Box$

In the rest of this paper, we fix such a $\beta$ and such a $b_0$.

**Corollary 6.1.3.** Keep the notation of Lemma 6.1.2. For any object $M \in \mathcal{D}^b\text{Mod}^{fg}_{(0,0)}(\mathcal{U}g)$, resp. $M \in \mathcal{D}^b\text{Mod}^{fg}_{(0,0)}((\mathcal{U}g)_0)$, there exists an isomorphism

$$R_{\alpha_0}(M) \cong I_{b_0} \circ R_\beta \circ I_{(b_0)^{-1}}(M), \quad \text{resp.} \quad R_{\alpha_0}(M) \cong I_{b_0}^{\text{res}} \circ R_\beta \circ I_{(b_0)^{-1}}^{\text{res}}(M).$$

**Proof.** We only prove the first isomorphism, the second one is similar. First, Lemma 6.1.2 implies that $I_{C(s_\beta)} \cong I_{b_0} \circ I_{C(s_\beta)} \circ I_{(b_0)^{-1}}$. By definition, for any $N \in \mathcal{D}^b\text{Mod}^{fg}_{(0,0)}(\mathcal{U}g)$ there is an exact triangle $N \to R_\beta N \to I_{C(s_\beta)}N$. Hence, for $M \in \mathcal{D}^b\text{Mod}^{fg}_{(0,0)}((\mathcal{U}g)_0)$ there is an exact triangle

$$M \to I_{b_0} \circ R_\beta \circ I_{(b_0)^{-1}}(M) \to I_{b_0} \circ I_{C(s_\beta)} \circ I_{(b_0)^{-1}}(M) \cong I_{C(s_\beta)}(M).$$

On the other hand, by definition there is an exact triangle $M \to R_{\alpha_0}M \to I_{C(s_\beta)}M$. Identifying these triangles we deduce the isomorphism. \hfill $\Box$

For this reason we define the functor

$$\mathcal{R}_{\alpha_0} : \text{DG Coh}(\mathcal{F}_{R(\mathcal{B})_{\alpha}}^{\text{gr}}) \to \text{DG Coh}(\mathcal{F}_{R(\mathcal{T}_{\mathcal{B}})_{\alpha}}^{\text{gr}})$$

as follows: $\mathcal{R}_{\alpha_0} := J_{b_0}^{\text{dg}} \circ L(\tilde{\pi}_\beta)^* \circ R(\tilde{\pi}_\beta)^* \circ J_{(b_0)^{-1}}^{\text{dg}}$ (see (5.2) for notation). With this definition, by Corollary 6.1.3 the diagram analogous to (6.1.1) is commutative, at least on every object.

**6.2. Dg versions of the reflection functors.** Let $\alpha \in \Phi$. The dg-gered spaces $(\mathcal{B}^{(1)}, \Lambda_{\mathcal{O}_{\mathcal{B}^{(1)}}}(\mathcal{T}_{\mathcal{B}^{(1)}}))$ and $(\mathcal{T}_\alpha^{(1)}, \Lambda_{\mathcal{O}_{\mathcal{T}_\alpha^{(1)}}}(\mathcal{T}_{\mathcal{T}_\alpha^{(1)}}))$ are naturally $\mathbb{G}_m$-equivariant (see (1.1.7), and $\tilde{\pi}_\alpha$ is also $\mathbb{G}_m$-equivariant. Easy arguments show that the functors $R(\tilde{\pi}_\alpha, \mathbb{G}_m)^*$ and $L(\tilde{\pi}_\alpha, \mathbb{G}_m)^*$ restrict to functors between the categories $\text{DG Coh}^{\text{gr}}(\mathcal{F}_{R(\mathcal{B})_{\alpha}}^{\text{gr}})$ and $\text{DG Coh}^{\text{gr}}(\mathcal{F}_{R(\mathcal{T}_{\mathcal{B}})_{\alpha}}^{\text{gr}})$, with usual compatibility conditions. We define

$$\mathcal{R}_{\alpha}^{\text{gr}} := L(\tilde{\pi}_\alpha, \mathbb{G}_m)^* \circ R(\tilde{\pi}_\alpha, \mathbb{G}_m)^*.$$

This is an endofunctor of $\text{DG Coh}^{\text{gr}}(\mathcal{F}_{R(\mathcal{B})_{\alpha}}^{\text{gr}})$. For the affine simple root $a_0$ we define similarly, with the notation of Lemma 6.1.2

$$\mathcal{R}_{\alpha_0}^{\text{gr}} := J_{b_0}^{\text{dg,gr}} \circ L(\tilde{\pi}_\alpha, \mathbb{G}_m)^* \circ R(\tilde{\pi}_\beta, \mathbb{G}_m)^* \circ J_{(b_0)^{-1}}^{\text{dg,gr}}.$$
With these definitions, for any $\delta \in \Phi_{\text{aff}}$ the following diagram commutes:

$$\begin{align*}
\text{DGCoht}^{gr}(\tilde{g} \cap g^* \times B)^{(1)} & \xrightarrow{\eta_{\delta}^{gr}} \text{DGCoht}^{gr}(\tilde{g} \cap g^* \times B)^{(1)} \\
\xrightarrow{\text{For}} & \\
\text{DGCoht}(\tilde{g} \cap g^* \times B)^{(1)} & \xrightarrow{\eta_{id}} \text{DGCoht}(\tilde{g} \cap g^* \times B)^{(1)}.
\end{align*}$$

To conclude this subsection, for later use we study the relation between the functor $\mathcal{R}_\alpha$ ($\alpha \in \Phi$) and the braid group action. Consider the following diagram of $\mathbb{G}_m$-equivariant dg-schemes:

$$\begin{align*}
(\tilde{g} \cap g^* \times B)^{(1)} & \xleftarrow{q_1} (\tilde{g} \times \tilde{g}) \cap (B \times B) \xrightarrow{\pi_{\alpha}} (g_{\alpha} \cap g^* \times P_{\alpha} \cdot \mathcal{P}_{\alpha})^{(1)} \\
(\tilde{g} \cap g^* \times B)^{(1)} & \xrightarrow{q_2} (\tilde{g} \cap g^* \times B)^{(1)}.
\end{align*}$$

Here we consider the realization of the dg-schemes given by the first equivalence of Lemma 6.2.3 (and analogues for the other dg-schemes). We want to construct an isomorphism of endofunctors of $\text{DGCoht}^{gr}(\tilde{g} \cap g^* \times B)^{(1)}$:

$$L(\tilde{\pi}_{\alpha, \mathbb{G}_m})^* \circ R(\tilde{\pi}_{\alpha, \mathbb{G}_m})_* \cong R(q_{2, \mathbb{G}_m})_* \circ L(q_{1, \mathbb{G}_m})^*.$$

There is a natural adjunction morphism $\text{Id} \to R(q_{1, \mathbb{G}_m})_* \circ L(q_{1, \mathbb{G}_m})^*$. Applying $R(\tilde{\pi}_{\alpha, \mathbb{G}_m})_*$ to this morphism, and using that $\tilde{\pi}_{\alpha} \circ q_1 = \tilde{\pi}_{\alpha} \circ q_2$, one obtains a morphism $R(\tilde{\pi}_{\alpha, \mathbb{G}_m})_* \to R(\tilde{\pi}_{\alpha, \mathbb{G}_m})_* \circ R(q_{2, \mathbb{G}_m})_* \circ L(q_{1, \mathbb{G}_m})^*$. Now, applying again adjunction, one obtains the desired morphism

$$L(\tilde{\pi}_{\alpha, \mathbb{G}_m})^* \circ R(\tilde{\pi}_{\alpha, \mathbb{G}_m})_* \to R(q_{2, \mathbb{G}_m})_* \circ L(q_{1, \mathbb{G}_m})^*.$$

Under the functor $\text{DGCoht}^{gr}(\tilde{g} \cap g^* \times B)^{(1)} \xrightarrow{R(p_{\mathbb{G}_m})_*} \mathcal{D}^b \text{Coh}^{\mathbb{G}_m}(\tilde{g})^{(1)} \xrightarrow{\text{For}} \mathcal{D}^b \text{Coh}(\tilde{g})^{(1)}$, this morphism corresponds to the isomorphism considered in [RIT 5.2.2], hence it is also an isomorphism.

Recall the shift functor $(1)$ defined in 2.3. The following lemma follows immediately from isomorphism (6.2.3) and the exact sequence (5.3.5).

**Lemma 6.2.4.** For $\alpha \in \Phi$, there exists a distinguished triangle of functors

$$\text{Id}(1) \to \mathcal{R}_{\alpha}^{gr}(-1) \to J_{T_{\alpha}}^{dg, gr}.$$

### 6.3. Gradings.
As in 8.3.1, for simplicity we denote the variety $\tilde{g}^{(1)} \times h^{(1)}$ by $X$ in this subsection. Recall the algebra $\tilde{U} := \mathcal{U} \otimes_{\mathfrak{g}^{(1)}} S(\mathfrak{g})$, also considered in 8.3.1. By [BMR 3.4.1] we have $R\Gamma(X, \tilde{D}) \cong \tilde{U}$. Let $\tilde{U}^0_0$ be the completion of $\tilde{U}$ with respect to the maximal ideal of its center $\mathcal{Z} \otimes_{\mathfrak{g}^{(1)}} S(\mathfrak{g})$ generated by $\mathfrak{h}$ and $\mathfrak{g}^{(1)}$; let also $(\mathcal{U} \mathfrak{g})^0_0$ be the completion of $\mathcal{U} \mathfrak{g}$ with respect to the maximal ideal of $\mathfrak{g}$ corresponding to the character $(0, 0)$. Then the projection $\mathfrak{h}^* \to \mathfrak{h}^*/(W, \bullet)$ induces an isomorphism $\tilde{U}^0_0 \cong (\mathcal{U} \mathfrak{g})^0_0$. 


As in \[ (5.4) \] let $\mathcal{B}^{(1)}$ be the formal neighborhood of $\mathcal{B}^{(1)} \times \{0\}$ in $\overline{\mathcal{g}}^{(1)} \times \mathfrak{b}^*(1)$. Applying [EGA III, 4.1.5] to the proper morphism $\overline{\mathcal{g}}^{(1)} \times \mathfrak{b}^*(1) \rightarrow \mathfrak{g}^{*(1)} \times \mathfrak{b}^*(1)/W \mathfrak{h}^*$, and using the fact that $\mathfrak{g}^{*(1)} \times \mathfrak{b}^*(1)/W \mathfrak{h}^*$ is affine, we obtain

\begin{equation}
R^i \Gamma(\mathcal{B}^{(1)}, \overline{\mathcal{D}}_{|\mathcal{B}^{(1)}}) \cong \begin{cases} 
(\mathcal{U}\mathcal{g})_0^i & \text{if } i = 0, \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

Recall also the isomorphism of sheaves of algebras on $\overline{\mathcal{B}}^{(1)}$ (see \[ (5.2) \])

\begin{equation}
\overline{\mathcal{D}}_{|\mathcal{g}^{(1)}} \cong \mathcal{E}nd_{\mathcal{O}_{\overline{\mathcal{g}}^{(1)}}} (\mathcal{M}^0).
\end{equation}

Let $Y$ be a noetherian scheme and $Z \subset Y$ a closed subscheme, with corresponding ideal $\mathcal{I}_Z \subset \mathcal{O}_Y$. Let $\overline{Z}$ be the formal neighborhood of $Z$ in $Y$ (a formal scheme). Assume $\overline{Z}$ is endowed with a $\mathbb{G}_m$-action. If $\mathcal{F}$ is a coherent sheaf on $\overline{Z}$, a structure of $\mathbb{G}_m$-equivariant coherent sheaf on $\mathcal{F}$ is the data, for any $n$, of a structure of $\mathbb{G}_m$-equivariant coherent sheaf on $\mathcal{F}/(\mathcal{I}_Z^n : \mathcal{F})$ (as a coherent sheaf on the $n$-th infinitesimal neighborhood of $Z$ in $Y$), all these structures being compatible. The following result is due to V. Vologodsky (see the second appendix in the preprint version of [BFG]).

**Lemma 6.3.3.** Let $f : Y \rightarrow Z$ be a proper morphism of $k$-schemes. Let $z$ be a point in $Z$, and $Y_z$ be the formal neighborhood of $f^{-1}(z)$ in $Y$. Let $\mathcal{E}$ be a vector bundle on $Y_z$, such that $\text{Ext}^1(\mathcal{E}, \mathcal{E}) = 0$. If $Y_z$ is endowed with a (arbitrary) $\mathbb{G}_m$-action, then there exists a $\mathbb{G}_m$-equivariant structure on $\mathcal{E}$.

Now we consider $\overline{\mathcal{B}}^{(1)}$ as the formal neighborhood of the zero-section in $\overline{\mathcal{g}}^{(1)}$. We have defined a $\mathbb{G}_m$-action on $\overline{\mathcal{g}}^{(1)}$ in \[ (5.2.1) \]. This action stabilizes the zero-section, hence induces an action on $\mathcal{B}^{(1)}$. We can apply Lemma 6.3.3 to the splitting bundle $\mathcal{M}^0$, the vanishing hypothesis following from \[ (6.3.1) \] and \[ (6.3.2) \]. Hence we obtain a $\mathbb{G}_m$-equivariant structure on $\mathcal{M}^0$, and a structure of a $\mathbb{G}_m$-equivariant sheaf of algebras on $\overline{\mathcal{D}}_{|\mathcal{B}^{(1)}}$.

Applying $\Gamma(\mathcal{B}^{(1)}, -)$, we obtain a $\mathbb{G}_m$-equivariant algebra structure on $(\mathcal{U}\mathcal{g})_0^0$, compatible with the $\mathbb{G}_m$-structure on $\mathfrak{g}^{*(1)}$ induced by the action on $\overline{\mathcal{g}}^{(1)}$. Taking the quotient (by a homogeneous ideal), we obtain a grading on the algebra $(\mathcal{U}\mathcal{g})_0^0$. Let $\text{Mod}^{gr}_0((\mathcal{U}\mathcal{g})_0)$ denote the category of finitely generated graded modules over this graded algebra. The following theorem is a “graded version” of Theorem 3.4.1.

**Theorem 6.3.4.** There exists a fully faithful triangulated functor

\[ \overline{\mathcal{g}}^B : D\text{GCoh}^{gr}((\overline{\mathcal{g}}^B)^{(1)}) \rightarrow D\mathcal{M}^{gr}_0((\mathcal{U}\mathcal{g})_0) \]
commuting with the shifts (1), such that the following diagram commutes:

\[
\begin{align*}
\text{DGCo}^b((\mathcal{G}^B, B)^{(1)}) & \xrightarrow{\gamma_0^B} \text{DGMod}^b((\mathcal{U}g)_0) \\
\text{DGCo}((\mathcal{G}^B, B)^{(1)}) & \xrightarrow{\gamma_0^B} \text{DGMod}^b((\mathcal{U}g)_0).
\end{align*}
\]

This theorem would be easy if we had a $\mathbb{G}_m$-structure on the whole of $\mathcal{D}$, $\mathcal{U}g$. Unfortunately we only have such a structure on completions. As the details are not needed, we postpone the proof of the theorem to §6.6.16.4.

**Remark 6.3.5.** Arguing as in the proof of Proposition 4.2.4 below, one can prove that the functor $\gamma_0^B$ is essentially surjective, hence an equivalence of categories (see Remark 7.2.8 for the “dual” statement).

### 6.4. Complexes representing a projective module

The abelian category $\text{Mod}^b((\mathcal{G}^B, B))$ does not have any projective object. Nevertheless, in the category $\text{D}^b\text{Coh}(\mathcal{G}^{(1)})$ one can define a substitute for this notion. For $\mathcal{F}, \mathcal{G} \in \text{D}^b\text{Coh}(\mathcal{G}^{(1)})$, we write simply $\text{Hom}_{\mathcal{G}^{(1)}}(\mathcal{F}, \mathcal{G})$ for $\text{Hom}_{\text{D}^b\text{Coh}(\mathcal{G}^{(1)})}((\mathcal{F}, \mathcal{G})$.

**Definition 6.4.1.** Let $\lambda \in \mathcal{X}$ be regular. An object $\mathcal{M}$ of $\text{D}^b\text{Coh}(\mathcal{G}^{(1)})$ is said to represent a projective module under $\gamma_\lambda^B$ if $\text{Hom}_{\mathcal{G}^{(1)}}(\mathcal{M}, (\gamma_\lambda^B)^{-1}N[i]) = 0$ for any $N \in \text{Mod}^b((\mathcal{G}^B, B))$ and $i \neq 0$.

Let $\mu \in W^{\text{aff}} \cdot \lambda$ be a restricted dominant weight. An object $\mathcal{M}$ of $\text{D}^b\text{Coh}(\mathcal{G}^{(1)})$ is said to represent the projective cover of $L(\mu)$ under $\gamma_\lambda^B$ if for any $\nu \in W^{\text{aff}} \cdot \lambda$ restricted and dominant and $i \in \mathbb{Z}$,

$$\text{Hom}_{\mathcal{G}^{(1)}}(\mathcal{M}, (\gamma_\lambda^B)^{-1}L(\nu)[i]) = \begin{cases} k & \text{if } \nu = \mu \text{ and } i = 0, \\ 0 & \text{otherwise}. \end{cases}$$

**Lemma 6.4.2.** Let $\lambda \in C_0$, and $v \in W^0$. Then $T_{\lambda}^{-\rho}L(v \cdot \lambda) \neq 0$ if $v = \tau_0$. Moreover, $T_{\lambda}^{-\rho}L(\tau_0 \cdot \lambda) = L((\rho - 1)\rho)$.

**Proof.** Using (4.3.2), we only have to prove that $v \cdot (\rho)$ is in the upper closure of $v \cdot C_0$ if $v = \tau_0$. Write $v = t_w \cdot w$ with $\nu \in \mathcal{X}$, $w \in W$. Then $v \cdot (\rho)$ is in the upper closure of $v \cdot C_0$ if $w = w_0$. The result follows since, in this situation, $v$ is uniquely determined by $w$ (see equation (4.3.3)).

**Proposition 6.4.3.** (i) Let $\lambda \in C_0$, and $w \in W$. The object $\mathcal{O}_{\mathcal{G}^{(1)}}$ represents the projective cover of $L(\tau_0 \cdot \lambda)$ under $\gamma_{w \cdot \lambda}^B$.

(ii) Let $\lambda = w \cdot 0 \in C_0$, with $w = w \cdot t_\mu$ ($\mu \in \mathcal{X}$, $w \in W$). Then $\mathcal{O}_{\mathcal{G}^{(1)}}(\mu)$ represents the projective cover of $L(\tau_0 \cdot \lambda)$ under $\gamma_0^B$.

**Proof.** (i) Consider the functor $T_{\lambda}^{-\rho} = T_{w \cdot \lambda}^{-\rho} = T_{w \cdot \lambda}^{-\rho}$. By Proposition 5.4.1 applied to the weights $w \cdot \lambda$ and $-\rho$, with $\mathcal{P} = G/G = \{\text{pt}\}$, we have

\[
T_{w \cdot \lambda}^{-\rho} \circ \gamma_{w \cdot \lambda}^B \approx \gamma_{-\rho}^B \circ R\Gamma(\mathcal{G}^{(1)}, -).
\]
Moreover, \( \text{Hom}_{\mathfrak{g}(1)}(O_{\mathfrak{g}(1)}, -) \cong H^0(R\Gamma_{\mathfrak{g}(1)}(\mathfrak{g}(1)), -) \). Now the result follows from (6.3.4) and Lemma 6.4.2, using the fact that \( \gamma_{-p}^{-1}(k) = L((p - 1)p) \). (The latter fact follows from the definition of the splitting bundles, or from the fact that \( L((p - 1)p) \) is the only simple module in \( \text{Mod}_{\mathfrak{g}}^\mathfrak{g}_{(-p, 0)}(Ug) \).

(ii) By hypothesis, \( \lambda = w \cdot (p\mu) \). Hence \( w^{-1} \cdot \lambda = p\mu \). By (i), \( O_{\mathfrak{g}(1)} \) represents the projective cover of \( L(\tau_{0} \cdot \lambda) \) under \( \gamma_{0}^B \). But \( \gamma_{p\mu}^B (-) = \gamma_{0}^B (- \otimes O_{\mathfrak{g}(1)}(\mu)) \) (see 3.4). The result follows.

Recall that we have defined the objects \( P(w \cdot 0), P(w \cdot 0) \) in 4.4. Consider the projection \( p : (\mathfrak{g}^R_{\mathfrak{g}^* \otimes B})^{(1)} \to \mathfrak{g}(1) \). By adjunction, if \( \mathcal{M} \in \mathcal{D}_{R} \text{Coh}(\mathfrak{g}(1)) \) represents a projective module under \( \gamma_{0}^B \), then \( \gamma_{0}^B (L\rho_{0}^* \mathcal{M}) \) is a projective \( (\mathfrak{g}^R_{\mathfrak{g}^* \otimes B})^{(1)} \)-module. In particular, with the notation of Proposition 6.4.3(ii),

\[
(6.4.5) \quad \mathcal{O}_{\mathfrak{g}^R_{\mathfrak{g}^* \otimes B}(1)}(\mu) \cong P_{\tau_{0} \omega}.
\]

6.5. Graded projective \((Ug)_0\)-modules. Using Theorem 5.6.1(ii),(iv), the projective modules \( P(w \cdot 0) \) \((w \in W^0)\) can be lifted to graded modules (uniquely, up to a shift). Fix an arbitrary choice of a lift \( P^\mathfrak{g}(w \cdot 0) \) for each \( P(w \cdot 0) \). Recall the fully faithful functor \( \gamma_{0}^B \) of Theorem 6.3.4.

**Proposition 6.5.1.** The \( P^\mathfrak{g}(w \cdot 0) \)'s are in the essential image of \( \gamma_{0}^B \).

**Proof.** We prove the result by descending induction on \( \ell(w) \). By Proposition 4.1.2 the \( w \in W^0 \) such that \( \ell(w) \) is maximal are of the form \( w = \tau_{0} \omega \), for with \( \ell(w) = 0 \). In this case, \( P_{\tau_{0} \omega} \) is given by (6.4.5). Clearly, this object can be considered as an object of \( \mathcal{D}_{\mathfrak{g}^R \mathfrak{g}^* \otimes B(1)} \). By Theorems 5.6.1(iv) and 6.3.4 the image of this (graded) object under \( \gamma_{0}^B \) is isomorphic to \( P^\mathfrak{g}(\tau_{0} \omega) \), up to a shift. This proves the result when \( \ell(w) = \ell(\tau_{0}) \).

Now let \( n < \ell(\tau_{0}) \), and assume the result is true for all \( v \in W^0 \) such that \( \ell(v) > n \). Let \( w \in W^0 \) such that \( \ell(w) = n \). Let \( \delta \in \Phi_{aff} \) be such that \( w_{\delta} \in W_{0} \) and \( w_{\delta} \bullet 0 > w \bullet 0 \), i.e. \( \ell(w_{\delta}) > \ell(w) \). By induction, there exists \( P^\mathfrak{g} \) in \( \mathcal{D}_{\mathfrak{g}^R \mathfrak{g}^* \otimes B(1)} \) such that \( \gamma_{0}^B (P^\mathfrak{g}) \cong P^\mathfrak{g}(w_{\delta} \bullet 0) \). Then, consider \( \gamma_{0}^B (\mathfrak{g}^R_{\mathfrak{g}^* \otimes B})^{(1)} \). By diagrams (6.1.1) and (6.2.2), the image of this object under the forgetful functor

\[
\text{For : } \mathcal{D}_{\mathfrak{g}^R \mathfrak{g}^* \otimes B}\rightarrow \mathcal{D}_{\mathfrak{g}^R \mathfrak{g}^* \otimes B}
\]

is \( R_{\delta} P(w_{\delta} \bullet 0) \). In particular \( \gamma_{0}^B (\mathfrak{g}^R_{\mathfrak{g}^* \otimes B}) \) is concentrated in degree 0. By Proposition 5.5.4 \( R_{\delta} P(w_{\delta} \bullet 0) \) and some \( P(v \• 0) \) with \( v \in W^0 \) such that \( \ell(v) > \ell(w) \). Hence, using the remarks before Corollary 5.6.4 \( \gamma_{0}^B (\mathfrak{g}^R_{\mathfrak{g}^* \otimes B}) \cong P^\mathfrak{g}(w \bullet 0)(i) \oplus Q^\mathfrak{g} \) for some \( i \in \mathbb{Z} \), where \( Q^\mathfrak{g} \) is a direct sum of graded modules of the form \( P^\mathfrak{g}(v \bullet 0)(j) \) with \( j \in \mathbb{Z} \) and \( v \in W^0 \) such that \( \ell(v) > \ell(w) \). By induction, there exists \( Q^\mathfrak{g} \) in \( \mathcal{D}_{\mathfrak{g}^R \mathfrak{g}^* \otimes B(1)} \) such that \( Q^\mathfrak{g} \cong \gamma_{0}^B (Q^\mathfrak{g}) \). Then we have

\[
\gamma_{0}^B (\mathfrak{g}^R_{\mathfrak{g}^* \otimes B}) \cong \gamma_{0}^B (Q^\mathfrak{g}) \oplus P^\mathfrak{g}(w \bullet 0)(i).
\]
As $\tilde{\gamma}^R_{\mathcal{O}}$ is fully faithful, the injection $\tilde{\gamma}^R_{\mathcal{O}}(\mathcal{Q}^{gr}) \hookrightarrow \tilde{\gamma}^R_{\mathcal{O}}(\mathcal{P}^{gr})$ comes from a morphism $\mathcal{Q}^{gr} \to \mathcal{P}^{gr}$ in $\mathcal{D}_{\mathcal{C}_{Gm}}(\mathcal{B})$. Let $\Lambda^{gr}$ be the cone of this morphism. Then, by usual properties of triangulated categories, $\tilde{\gamma}^R_{\mathcal{O}}(\Lambda^{gr}(-i)) \cong P^{gr}(w \cdot 0)$. This concludes the proof. □

6.6. Generalities on $\mathbb{G}_m$-equivariant quasi-coherent dg-modules. In the next two subsections we prove Theorem 6.3.4.

Let us consider a noetherian scheme $A$, and a non-positively graded $\mathbb{G}_m$dg-algebra $A$ on $A$ (as in [17]). Assume also that $A$ is locally finitely generated as an $\mathcal{O}_A$-algebra. Let $\mathcal{D}_{\mathcal{C}_{Gm}}(A, A)$, resp. $\mathcal{D}_{\mathcal{C}_{Gm}}^{qc,fg}(A, A)$, be the full subcategory of $\mathcal{D}_{\mathcal{C}_{Gm}}(A, A)$ whose objects have their cohomology $\mathcal{O}_A$-quasi-coherent, resp. $\mathcal{O}_A$-quasi-coherent and locally finitely generated over $H(A)$. Let also $\mathcal{C}_{\mathcal{C}_{Gm}}(A, A)$ be the category of $\mathbb{G}_m$-dg-modules which are $\mathcal{O}_A$-quasi-coherent, and let $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}(A, A))$ be the corresponding derived category. Let $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}(A, A))$ be the full subcategory of $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}(A, A))$ whose objects have their cohomology locally finitely generated over $H(A)$.

A proof similar to that of Lemma 3.3.2 shows that if $F \in \mathcal{D}_{\mathcal{C}_{Gm}}^{qc,fg}(A, A)$ and $H(F)$ is bounded, there exists a $\mathbb{G}_m$-equivariant $K$-injective $A$-dg-module $\mathcal{I}$ and a quasi-isomorphism $F \to \mathcal{I}$, where $\mathcal{I}$ is $\mathcal{O}_A$-quasi-coherent. We deduce:

Lemma 6.6.1. Assume $A$ is bounded for the cohomological grading. There exists an equivalence of categories $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc}(A, A)) \cong \mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc,fg}(A, A))$.

Let $Y$ be a noetherian scheme endowed with a $\mathbb{G}_m$-action (possibly non trivial). Now we consider two situations, denoted $(a)$ and $(b)$.

Situation $(a)$ is the following. Let $\mathcal{Y}$ be a non-positively graded dg-algebra on $Y$. We have not defined $\mathbb{G}_m$-equivariant dg-algebras and dg-modules in this case. But assume that $\mathcal{Y}$ is coherent as an $\mathcal{O}_Y$-module, and that each $\mathcal{Y}^p$ is equipped with a $\mathbb{G}_m$-equivariant structure (as a coherent $\mathcal{O}_Y$-module), such that the multiplication and the differential are $\mathbb{G}_m$-equivariant. Then we can consider the notion of an $\mathcal{O}_Y$-quasi-coherent, $\mathbb{G}_m$-equivariant dg-module over $\mathcal{Y}$. We denote by $\mathcal{C}_{\mathcal{C}_{Gm}}^{qc}(Y, \mathcal{Y})$ the corresponding category, and by $\mathcal{C}_{\mathcal{C}_{Gm}}^{qc,fg}(Y, \mathcal{Y})$ the full subcategory of dg-modules locally finitely generated over $\mathcal{Y}$. We denote the corresponding derived categories by $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc}(Y, \mathcal{Y}))$ and $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc,fg}(Y, \mathcal{Y}))$. We also denote by $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc}(Y, \mathcal{Y}))$ the full subcategory of $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc}(Y, \mathcal{Y}))$ whose objects have locally finitely generated cohomology.

Consider a closed $\mathbb{G}_m$-subscheme $Z \subset Y$. Denote by $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc}(Y, \mathcal{Y}))$ the full subcategory of $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc}(Y, \mathcal{Y}))$ whose objects have their cohomology supported on $Z$. We also consider the category $\mathcal{C}_{\mathcal{C}_{Gm}}^{qc}(Y, \mathcal{Y})$ of $\mathbb{G}_m$-equivariant, quasi-coherent $\mathcal{Y}$-dg-modules supported on $Z$, its subcategory $\mathcal{C}_{\mathcal{C}_{Gm}}^{qc,fg}(Y, \mathcal{Y})$, the derived categories $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc}(Y, \mathcal{Y}))$, $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc,fg}(Y, \mathcal{Y}))$, and the full subcategory $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc,fg}(Y, \mathcal{Y}))$ of $\mathcal{D}(\mathcal{C}_{\mathcal{C}_{Gm}}^{qc}(Y, \mathcal{Y}))$ of objects having locally finitely generated cohomology.
Now we consider situation (b). As above, let $Z \subset Y$ be a closed $\mathbb{G}_m$-subscheme. Let $\mathcal{Y}$ be a coherent sheaf of dg-algebras on the formal neighborhood $\mathcal{Z}$ of $Z$ in $Y$, endowed with a $\mathbb{G}_m$-equivariant structure. Hence, if $\mathcal{I}_Z$ is the defining ideal of $Z$ in $Y$, we have a $\mathbb{G}_m$-equivariant structure on $\mathcal{Y}/(\mathcal{I}_Z^n \cdot \mathcal{Y})$ for any $n > 0$, and all these structures are compatible. Then we define the category $\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y})$ whose objects are quasi-coherent, $\mathbb{G}_m \cdot \mathcal{O}_Y$-dg-modules supported on $Z$, endowed with a compatible action of $\mathcal{Y}$. (By definition such an object is a direct limit of dg-modules over some quotients $\mathcal{Y}/(\mathcal{I}_Z^n \cdot \mathcal{Y})$ for $n \gg 0$.) We use the same notation as above for the categories of locally finitely generated dg-modules, and for the derived categories. Observe that situation (a) is a particular case of situation (b). (Take $\mathcal{Y}$ to be the completion of $Y$.)

Recall the construction of resolutions by injective $\mathbb{G}_m$-equivariant quasi-coherent sheaves on $Y$ (see [B1]): if $\mathcal{F}$ is an injective object of $\text{QCoh}(Y)$, then $\text{Av}(\mathcal{F}) := a \rho_Y^* \mathcal{F}$ is injective in $\text{QCoh}^{\mathbb{G}_m}(Y)$, where $a, \rho_Y : \mathbb{G}_m \times Y \to Y$ are the action and the projection, respectively. It follows from this construction, using the non-equivariant case (see [BMR2, 3.1.7]), that any $\mathbb{G}_m$-equivariant quasi-coherent sheaf supported on $Z$ can be embedded in an injective $\mathbb{G}_m$-equivariant quasi-coherent sheaf supported on $Z$. Then, arguments similar to those of the proof of Proposition [3.3.4] give:

**Lemma 6.6.2.** (i) Assume we are in situation (b). Then there exists an equivalence of categories $\mathcal{D}(\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y})) \cong \mathcal{D}^{\mathbb{G}_m}(\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y}))$.

(ii) Assume we are in situation (a). Then there exists an equivalence of categories $\mathcal{D}(\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y})) \cong \mathcal{D}^{\mathbb{G}_m}(\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y}))$.

As in [2.5] we denote by $(1)$ the shift in the internal grading.

**Lemma 6.6.3.** (i) Consider situation (a). For $\mathcal{F}, \mathcal{G} \in \mathcal{D}^{\mathbb{G}_m}(\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y}))$,

$$\bigoplus_{m \in \mathbb{Z}} \text{Hom}_{\mathcal{D}^{\mathbb{G}_m}(\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y}))}(\mathcal{F}, \mathcal{G}(m)) \cong \text{Hom}_{\mathcal{D}^{\mathbb{G}_m}(Y, \mathcal{Y})}(\text{For } \mathcal{F}, \text{For } \mathcal{G}),$$

where For is the forgetful functor.

(ii) Consider situation (b). For $\mathcal{F}, \mathcal{G} \in \mathcal{D}^{\mathbb{G}_m}(\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y}))$,

$$\bigoplus_{m \in \mathbb{Z}} \text{Hom}_{\mathcal{D}^{\mathbb{G}_m}(\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y}))}(\mathcal{F}, \mathcal{G}(m)) \cong \text{Hom}_{\mathcal{D}^{\mathbb{G}_m}(\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y}))}(\text{For } \mathcal{F}, \text{For } \mathcal{G}),$$

where For is the forgetful functor.

**Proof.** (i) Using an open affine covering, we can assume $Y$ is affine, hence consider categories of modules over a dg-algebra (see Proposition [3.3.4]). By Lemma [6.6.2](ii), we can assume $\mathcal{G}$ is finitely generated. Using a truncation functor, we can assume $\mathcal{F}$ is bounded above. Using the remarks after Lemma [3.4.5] and the construction of K-projective resolutions as in [BL 10.12], we can even assume that $\mathcal{F}^p$ is finitely generated over $\mathcal{Y}^0$ for any $p$, that for all $m \in \mathbb{Z}$ we have $\text{Hom}_{\mathcal{D}^{\mathbb{G}_m}(\mathcal{C}^\mathbb{G}_m(Y, \mathcal{Y}))}(\mathcal{F}, \mathcal{G}(m)) \cong$
Proof of Theorem 6.3.4. 

Proof. (6.6.4) Hom$
\text{H}_\text{fg}(c^{\text{qc}}_{\mathcal{G}}(Y,Y)) (\mathcal{F}, \mathcal{G}(m)) \) (where \( \mathcal{H} \) denotes the homotopy category), and finally that Hom$_{\text{D}^{\text{qc}}_{\mathcal{G}}(Y,Y)}(\mathcal{F}, \mathcal{G}) \cong \text{Hom}_{\text{H}_{\text{fg}}(c^{\text{qc}}_{\mathcal{G}}(Y,Y))}(\mathcal{F}, \mathcal{G})$. The result follows, since it is clear that

\[
\text{Hom}_{\text{H}_{\text{fg}}(c^{\text{qc}}_{\mathcal{G}}(Y,Y))}(\mathcal{F}, \mathcal{G}) \cong \bigoplus_m \text{Hom}_{\text{H}_{\text{fg}}(c^{\text{qc}}_{\mathcal{G}}(Y,Y))}(\mathcal{F}, \mathcal{G}(m)).
\]

Now we deduce (ii) from (i). By Lemma 6.6.2(i) we can assume \( \mathcal{F} \) and \( \mathcal{G} \) are locally finitely generated. Let us prove that for any \( m \in \mathbb{Z} \) the morphism (6.6.4) \( \text{Hom}_{\text{D}^{\text{qc}}_{\mathcal{G}}(c_{\mathcal{G}}^{\text{qc}}(Y,Y))}(\mathcal{F}, \mathcal{G}(m)) \rightarrow \text{Hom}_{\text{D}^{\text{qc}}_{\mathcal{G}}(c_{\mathcal{G}}^{\text{qc}}(Y,Y))}(\mathcal{F}, \mathcal{G}) \) is injective. It is sufficient to prove that if \( f : \mathcal{F} \rightarrow \mathcal{G} \) is a morphism of \( \mathcal{G}_{\text{m}} \)-dg-modules such that \( \text{For}(f) = 0 \), then \( f = 0 \) in \( \text{D}^{\text{qc}}_{\mathcal{G}}(c_{\mathcal{G}}^{\text{qc}}(Y,Y)) \). Using a non-equivariant analogue of Lemma 6.6.2(i), there exists \( \mathcal{P} \) in \( \text{C}^{\text{qc}}_{\mathcal{G}}(Y,Y) \) and a quasi-isomorphism \( \mathcal{G} \xrightarrow{\text{qis}} \mathcal{P} \) whose composition with \( f \) is homotopic to 0. The dg-modules \( \mathcal{F} \), \( \mathcal{G} \) and \( \mathcal{P} \) live on a certain infinitesimal neighborhood \( Z^\delta \) of \( Z \) in \( Y \). Applying the injectivity statement in (i) to the scheme \( Z^\delta \), we obtain that we can choose \( \mathcal{P} \) and the quasi-isomorphism \( \mathcal{G} \rightarrow \mathcal{P} \) to be \( \mathcal{G}_{\text{m}} \)-equivariant. This proves the injectivity of (6.6.4).

The injectivity of the morphism in the lemma follows from the injectivity of (6.6.4), using the fact that \( \mathcal{G}_{\text{m}} \) acts on \( \text{Hom}_{\text{D}^{\text{qc}}_{\mathcal{G}}(c_{\mathcal{G}}^{\text{qc}}(Y,Y))}(\mathcal{F}, \mathcal{G}(m)) \), and that the image of \( \text{Hom}_{\text{D}^{\text{qc}}_{\mathcal{G}}(c_{\mathcal{G}}^{\text{qc}}(Y,Y))}(\mathcal{F}, \mathcal{G}(m)) \) has weight \( m \). The surjectivity can be proved similarly.

\[ 6.7. \text{ Proof of Theorem 6.3.4.} \] By Lemma 6.6.3, we have

\[ (6.7.1) \quad \text{DGcoh}^{\mathcal{B}}((\mathcal{B}^{(1)}), B_0 \times B^{(1)}) \cong \text{D}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \pi_* \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))). \]

In this section we consider \( \mathcal{B}^{(1)} \) as the formal neighborhood of \( \mathcal{B}^{(1)} \) in \( \mathcal{B}^{(1)} \). We have seen in [6.6] that \( \mathcal{D}_{\mathcal{B}^{(1)}} \), considered as a coherent sheaf of rings on \( \mathcal{B}^{(1)} \subset \mathcal{B}^{(1)} \), is endowed with a \( \mathcal{G}_{\mathcal{B}} \)-structure. Hence we can consider the category \( \text{D}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \mathcal{D}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))) \) as in [6.6] situation (b).

**Lemma 6.7.2.** There exists an equivalence of categories

\[ \text{D}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \pi_* \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))) \cong \text{D}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \mathcal{D}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))). \]

**Proof.** By Lemma 6.6.1 there exists an equivalence \( \text{D}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \pi_* \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))) \cong \text{D}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \pi_* \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))). \) Now \( \pi_* \) induces an equivalence \( \text{C}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))) \cong \text{C}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))). \) Hence

\[ \text{D}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \pi_* \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))) \cong \text{D}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))). \]

Now, using the fact that any object of \( \text{C}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))) \) has its cohomology supported on \( \mathcal{B}^{(1)} \), we obtain by Lemma 6.6.2(ii) an equivalence \( \text{D}^{\text{qc}}_{\mathcal{G}_{\mathcal{B}}}((\mathcal{B}^{(1)}), \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))) \cong \text{D}((\mathcal{B}^{(1)}), \mathcal{O}_{\mathcal{B}^{(1)}} \otimes_k \Lambda(\mathfrak{g}(1))). \)
Then, using analogues of the functors \( F, G \) of the proof of Theorem \( 3.4.1 \), we have
\[
C^{\text{qc,fg,Gm}}_{B_{\mathfrak{g}}(1)}(\tilde{g}^{(1)}, \mathcal{O}_{\mathfrak{g}}(1) \otimes_k \Lambda(\mathfrak{g}^{(1)})) \cong C^{\text{qc,fg,Gm}}_{B_{\mathfrak{g}}(1)}(\tilde{g}^{(1)}, \mathcal{D}_{B_{\mathfrak{g}}(1)} \otimes_k \Lambda(\mathfrak{g}^{(1)})).
\]
The lemma follows, using Lemma 6.6.2(i).

We have seen in (6.3) that \((U\mathfrak{g})_0^0\), considered as a sheaf of algebras on the formal neighborhood of \( \{0\} \) in \( \mathfrak{g}^{(1)} \), is endowed with a \( \mathbb{G}_m \)-structure. Hence we are again in situation (b) of 6.6. We simplify the notation for the categories of \( U\mathfrak{g} \)-modules, and denote e.g. by \( C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)})) \) the
category \( C^{\text{qc,fg,Gm}}_{\mathfrak{g}}(\mathfrak{g}^{(1)}, U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)})) \). By Lemma 6.6.2(i) we have

\[
D(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)}))) \cong D(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)}))).
\]

Recall the remarks before Lemma 3.4.5. Let us consider the following forgetful functors (of the internal grading):

\[
\text{For : } D^{fg}(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)}))) \to D^{fg}((U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)})),
\]

\[
\text{For : } D^{fg}(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)}))) \to D^{fg}(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)}))).
\]

Clearly, the category \( D^{fg}(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)}))) \) is equivalent to the
category \( D^{\text{qc,fg,alg}}_{\mathfrak{g}}(\mathfrak{g}^{(1)}, \mathcal{D}_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)})) \) (see Proposition 3.3.4). Here \( X = \mathfrak{g}^{(1)} \times_{\mathfrak{h}^{(1)}} \mathfrak{h}^{(1)} \), as in [3.4]. By Lemma 6.6.3(ii) we have:

**Lemma 6.7.4.** (i) For \( M, N \in D^{fg}(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)}))) \),

\[
\bigoplus_{m \in \mathbb{Z}} \text{Hom}_{D^{fg}(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)}))))}(M, N\langle m \rangle)
\]

\[
\cong \text{Hom}_{D^{fg}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)})))}(M, N)(\text{For } M, \text{For } N).
\]

(ii) For \( \mathcal{F}, \mathcal{G} \in D^{fg}(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)}))) \),

\[
\bigoplus_{m \in \mathbb{Z}} \text{Hom}_{D^{fg}(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)})))}(\mathcal{F}, \mathcal{G}\langle m \rangle)
\]

\[
\cong \text{Hom}_{D^{fg}(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)})))}(\mathcal{F}, \mathcal{G})(\text{For } \mathcal{F}, \text{For } \mathcal{G}).
\]

**Corollary 6.7.5.** There exists a fully faithful functor

\[
R\Gamma_{\mathfrak{g}} : D^{fg}(C^{\text{fc,Gm}}_{\mathfrak{g}}(\mathfrak{g}^{(1)}, \mathcal{D}_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)}))) \to D^{fg}(C^{\text{fc,Gm}}_{(0,0)}(U\mathfrak{g} \otimes_k \Lambda(\mathfrak{g}^{(1)})))
\]

**Proof.** Let us denote by \( C^{\text{fc,Gm+}}_{\mathfrak{g}}(\mathfrak{g}^{(1)}, \mathcal{D}_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)})) \) the full subcategory of \( C^{\text{fc,Gm}}_{\mathfrak{g}}(\mathfrak{g}^{(1)}, \mathcal{D}_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)})) \) consisting of bounded below objects. Using
truncation functors, with obvious notation, we have an equivalence

\[
D^{fg}(C^{\text{fc,Gm+}}_{\mathfrak{g}}(\mathfrak{g}^{(1)}, \mathcal{D}_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)}))) \cong D^{fg}(C^{\text{fc,Gm}}_{\mathfrak{g}}(\mathfrak{g}^{(1)}, \mathcal{D}_{\mathfrak{g}} \otimes_k \Lambda(\mathfrak{g}^{(1)}))).
\]

\[\text{This formal neighborhood is also isomorphic to the formal neighborhood of } \{(0,0)\} \text{ in } \text{Spec}(\mathfrak{g}) \cong \mathfrak{g}^{(1)} \times_{\mathfrak{h}^{(1)}} \mathfrak{h}^{(1)}/(W, \bullet). \text{ We do not distinguish these formal neighborhoods.}\]
Consider the functor induced by $\Gamma(\bar{g}(1), -)$:

$$\Gamma^+ : C_{B(1)}^{+, qc, G_{\mathcal{M}}}(\bar{g}(1), \bar{D}_{|B(1)} \otimes_k \Lambda(\bar{g}(1))) \to C_{(0, 0)}^{G_{\mathcal{M}}}((Ug \otimes_k \Lambda(\bar{g}(1)))).$$  

Let us first show that the derived functor $R\Gamma^+$ is defined everywhere, i.e. that every object of $C_{B(1)}^{+, qc, G_{\mathcal{M}}}(\bar{g}(1), \bar{D}_{|B(1)} \otimes_k \Lambda(\bar{g}(1)))$ has a right resolution which is split on the right. We claim that every object $F \in C_{B(1)}^{+, qc, G_{\mathcal{M}}}(\bar{g}(1), \bar{D}_{|B(1)} \otimes_k \Lambda(\bar{g}(1)))$ has a resolution $\mathcal{F} \to \mathcal{I}$ where $\mathcal{I} \in C_{B(1)}^{+, qc, G_{\mathcal{M}}}(\bar{g}(1), \bar{D}_{|B(1)} \otimes_k \Lambda(\bar{g}(1)))$, and each $\mathcal{F}$ is acyclic for $\Gamma(\bar{g}(1), -) : QCoh(\bar{g}(1)) \to Vect(k)$. Indeed, let $\bar{g}(1) = \bigcup_{\alpha=1}^n X_\alpha$ be an affine $G_{\mathcal{M}}$-stable open covering (e.g. the inverse image of an affine open covering of $B(1)$). Let $j_\alpha : X_\alpha \to X$ be the inclusion. Then there is an inclusion $\mathcal{F} \hookrightarrow \bigoplus_{\alpha=1}^n (j_\alpha)_* F$. Doing the same construction for the cokernel, repeating, and taking a total complex, one obtains the resolution $\mathcal{I}$. Such a resolution is clearly split on the right.

By this construction, it is clear that the diagram is commutative, where the vertical arrows are the natural forgetful functors, and the bottom horizontal arrow is the functor considered in (3.4.9):

$$\begin{array}{ccc}
D(C_{B(1)}^{+, qc, G_{\mathcal{M}}}(\bar{g}(1), \bar{D}_{|B(1)} \otimes_k \Lambda(\bar{g}(1)))) & \xrightarrow{R\Gamma^+} & D(C_{(0, 0)}^{G_{\mathcal{M}}}((Ug \otimes_k \Lambda(\bar{g}(1)))) \\
\Downarrow \text{For} & & \Downarrow \text{For}  \\
D(X, \bar{D} \otimes_k \Lambda(\bar{g}(1))) & \xrightarrow{R\Gamma} & D(\text{Spec}(k), Ug \otimes_k \Lambda(\bar{g}(1))).
\end{array}$$

Using the results just below (3.4.9), the functor $R\Gamma^+$ restricts to $R\Gamma_{G_{\mathcal{M}}} : D_{fg}(C_{B(1)}^{+, qc, G_{\mathcal{M}}}(\bar{g}(1), \bar{D}_{|B(1)} \otimes_k \Lambda(\bar{g}(1)))) \to D_{fg}(C_{(0, 0)}^{G_{\mathcal{M}}}((Ug \otimes_k \Lambda(\bar{g}(1))))),$ which corresponds to $R\Gamma : D_{qc, fg}(B(1) \times \{0\}) (X, \bar{D} \otimes_k \Lambda(\bar{g}(1))) \to D_{0}^{fg}(Ug \otimes_k \Lambda(\bar{g}(1)))$ of (3.4.10) under the natural forgetful functors. The latter functor is fully faithful. Hence, using Lemma 6.7.4 $R\Gamma_{G_{\mathcal{M}}}$ is also fully faithful. 

Using equivalence (6.7.1), Lemma 6.7.2 Corollary 6.7.5 and equivalence (6.7.3), we obtain a fully faithful functor

$$D\text{GCoht}((\bar{g}(1) \times B(1)^{(1)})) \to D(C_{(0, 0)}^{G_{\mathcal{M}}}((Ug \otimes_k \Lambda(\bar{g}(1))))).$$

To finish the proof of Theorem 6.3.4 we only have to prove:

**Lemma 6.7.6.** There exists an equivalence $D(C_{(0, 0)}^{G_{\mathcal{M}}}((Ug \otimes_k \Lambda(\bar{g}(1)))) \cong D_{\text{b-Mod}}^{fg}(\text{Ug})_0).$

**Proof.** The natural morphism $Ug \otimes_k \Lambda(\bar{g}(1)) \to (Ug)_0 \to (Ug)_0^0$ induces:

$$\Psi : D_{\text{b-Mod}}^{fg}(\text{Ug})_0 \to D(C_{(0, 0)}^{G_{\mathcal{M}}}((Ug \otimes_k \Lambda(\bar{g}(1))))).$$

This functor corresponds to equivalence (3.4.1) under the forgetful functors. We deduce, as in Corollary 6.7.5 that $\Psi$ is fully faithful. Then one checks that $\Psi$ is essentially surjective by induction on the amplitude of the cohomology of dg-modules, using arguments similar to those of Lemma 3.3.2. 


7. Simple restricted \((\mathcal{U}g)^{0}\)-modules

In this section we study the LHS of diagram \((\ast)\) of section \(\text{III}\). More precisely, we introduce functors \(\mathfrak{S}_\delta\), and study their action on simple modules.

7.1. The “semi-simple” functors \(\mathfrak{S}_\delta\). In this subsection, for each simple root \(\delta\) we construct a functor \(\mathfrak{S}_\delta\) which “morally” represents, on the representation-theoretic side, the complex of functors \(\mathrm{Id} \to R_\delta \to \mathrm{Id}\). This functor has a “semi-simplicity” property (see Proposition 7.1.2).

Let \(\alpha \in \Phi\). Recall the subvariety \(Y_\alpha \subset \bar{N} \times \bar{N}\) (§5.3). We denote by \(\mathfrak{S}_\alpha\) the convolution functor
\[
\mathcal{O}_{\bar{N}(1)}(\bar{N}(1)) \to \mathcal{D}^b\mathbf{Coh}(\bar{N}(1)) \to \mathcal{D}^b\mathbf{Coh}(\bar{N}(1)).
\]
Now let \(\alpha_0 \in \Phi_{\text{aff}} - \Phi\). Recall the notation \(\beta, b_0\) of Lemma 6.1.2. We define
\[
\mathfrak{S}_{\alpha_0} := \mathrm{K}_{b_1} \circ \mathfrak{S}_\beta \circ \mathrm{K}_{(b_0)^{-1}}.
\]
These functors stabilize the subcategory \(\mathcal{D}^b\mathbf{Coh}_{\mathfrak{B}_1}(\bar{N}(1))\). They will be related in §8.2 to the reflection functors of §6.1.

For all \(\delta \in \Phi_{\text{aff}}\) we have an exact triangle of endofunctors of \(\mathcal{D}^b\mathbf{Coh}(\bar{N}(1))\):
\[
(7.1.1) \quad \mathfrak{S}_\delta \to \mathrm{K}_{C(\delta)} \to \mathrm{Id}.
\]
For \(\delta \in \Phi\), this follows from (5.3.4); for \(\delta = \alpha_0\), this is the conjugate of the corresponding triangle for \(\beta\).

Now we give a representation-theoretic interpretation of these functors. Recall the equivalence \(\mathfrak{e}_0^B\) of (3.2.4), and the module \(Q_{\delta}(w)\) defined in (5.5.2).

**Proposition 7.1.2.** Let \(w \in W^0, \delta \in \Phi_{\text{aff}}\) such that \(ws_{\delta} \cdot 0 > w \cdot 0\). Then
\[
\mathfrak{S}_{\delta} \mathcal{L}_w \cong (\mathfrak{e}_0^B)^{-1}(Q_{\delta}(w)).
\]

**Proof.** The exact triangle \((7.1.1)\) induces an exact triangle
\[
(7.1.3) \quad \mathfrak{S}_\delta(\mathcal{L}_w) \to \mathrm{K}_{C(\delta)}(\mathcal{L}_w) \to \mathcal{L}_w
\]
in \(\mathcal{D}^b\mathbf{Coh}\mathfrak{B}_1(\bar{N}(1))\). Let \(\iota : \bar{N} \hookrightarrow \bar{g}\) be the inclusion. Then \(\iota_* \circ \mathrm{K}_{C(\delta)} \cong \mathbf{J}_{C(\delta)} \circ \iota_*\) (Theorem 5.1.2). Hence triangle \((7.1.3)\) induces an exact triangle
\[
(7.1.4) \quad \gamma_0^B \circ \iota_* \circ \mathfrak{S}_\delta(\mathcal{L}_w) \to \gamma_0^B \circ \mathbf{J}_{C(\delta)} \circ \iota_*(\mathcal{L}_w) \to \gamma_0^B \circ \iota_*(\mathcal{L}_w).
\]
By construction we have an isomorphism of functors \(\gamma_0^B \circ \iota_* \cong \mathrm{Incl} \circ \mathfrak{e}_0^B\), where \(\mathrm{Incl}\) is induced by the inclusion \(\text{Mod}^D_0((\mathcal{U}g)^{0}) \hookrightarrow \text{Mod}^D_{(0,0)}(\mathcal{U}g)\). In particular, \(L(w \cdot 0) \cong \gamma_0^B \circ \iota_*(\mathcal{L}_w)\). Using diagram (5.1.3), we deduce \(\gamma_0^B \circ \mathbf{J}_{C(\delta)} \circ \iota_*(\mathcal{L}_w) \cong \mathbf{I}_{C(\delta)}(L(w \cdot 0))\). Hence triangle \((7.1.4)\) induces a triangle
\[
(7.1.5) \quad \mathrm{Incl} \circ \mathfrak{e}_0^B \circ \mathfrak{S}_\delta(\mathcal{L}_w) \to \mathbf{I}_{C(\delta)}(L(w \cdot 0)) \to L(w \cdot 0).
\]
Now by definition (see [BM19, 2.3]), \(\mathbf{I}_{C(\delta)}(L(w \cdot 0))\) is the cone of the natural morphism \(L(w \cdot 0) \to R_\delta L(w \cdot 0)\). This morphism is the morphism \(\phi_{\delta}^w\) of (5.5) hence \(\mathbf{I}_{C(\delta)}(L(w \cdot 0)) \cong \text{Coker}(\phi_{\delta}^w)\). Moreover, under this identification, the second morphism in \((7.1.5)\) is induced by \(\psi_{\delta}^w\). Hence triangle
induces an isomorphism Incl \circ \epsilon^B_0 \circ \mathcal{G}_\delta(L_w) \cong Q_\delta(w). In particular, \epsilon^B_0 \circ \mathcal{G}_\delta(L_w) has cohomology only in degree 0; as the restriction of Incl to such objects is fully faithful, the result follows.

To finish this subsection, remark that for \delta \in \Phi_{aff} there is a functor \mathcal{S}_{\mathcal{G}^m_\delta} such that the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{D}^b \text{Coh}_{\mathcal{G}^m}(\tilde{N}^{(1)}) & \xrightarrow{\mathcal{G}^m_{\mathcal{G}^m_\delta}} & \mathcal{D}^b \text{Coh}_{\mathcal{G}^m}(\tilde{N}^{(1)}) \\
\downarrow \text{For} & & \downarrow \text{For} \\
\mathcal{D}^b \text{Coh}(\tilde{N}^{(1)}) & \xrightarrow{\mathcal{G}_\delta} & \mathcal{D}^b \text{Coh}(\tilde{N}^{(1)}),
\end{array}
\]

namely the graded convolution with kernel \mathcal{O}_{\mathcal{Y}^{(1)}}(-\rho, \rho - \delta) (with its natural \mathcal{G}^m-structure) if \delta \in \Phi, or the conjugate of the convolution with kernel \mathcal{O}_{\mathcal{Y}^{(1)}}(-\rho, \rho - \beta) by \text{K}_{\mathcal{G}^m_{\mathcal{G}^m_\delta}} if \delta = \alpha_0.

7.2. Graded \((\mathcal{U}\mathfrak{g})^0\)-modules. As in \(6.3\), we have (see [BMR2, 3.4.1]):

\((\mathcal{U}\mathfrak{g})^0 \cong R\Gamma(\tilde{N}^{(1)}, \overline{D}|_{\tilde{N}^{(1)} \times \{0\}})\).

Recall the \(\mathcal{G}^m\)-action on \(\tilde{N}^{(1)}\) (\(6.3\)). The same arguments as in \(6.3\) show that there exists a \(\mathcal{G}^m\)-equivariant structure on the algebra \((\mathcal{U}\mathfrak{g})^0\) (the completion of \((\mathcal{U}\mathfrak{g})^0\) with respect to the image of the maximal ideal of \(\mathfrak{F}_1\) associated to \(0 \in \mathfrak{g}^{(1)}\)). We denote by \(\text{Mod}_{0,\mathfrak{g},\mathcal{G}^m}((\mathcal{U}\mathfrak{g})^0)\) the category of graded \((\mathcal{U}\mathfrak{g})^0\)-modules with trivial generalized Frobenius central character. Arguments similar to those of \(6.7\) prove the following theorem, which gives a “graded version” of equivalence (3.2.4):

**Theorem 7.2.1.** There exists a fully faithful functor

\[
\epsilon^B_0 : \mathcal{D}^b \text{Coh}_{\mathcal{G}^m_{\mathcal{B}^{(1)}}}(\tilde{N}^{(1)}) \to \mathcal{D}^b \text{Mod}_{0,\mathfrak{g},\mathcal{G}^m}((\mathcal{U}\mathfrak{g})^0),
\]

commuting with the shifts (1), such that the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{D}^b \text{Coh}_{\mathcal{G}^m_{\mathcal{B}^{(1)}}}(\tilde{N}^{(1)}) & \xrightarrow{\epsilon^B_0} & \mathcal{D}^b \text{Mod}_{0,\mathfrak{g},\mathcal{G}^m}((\mathcal{U}\mathfrak{g})^0) \\
\downarrow \text{For} & & \downarrow \text{For} \\
\mathcal{D}^b \text{Coh}(\tilde{N}^{(1)}) & \xrightarrow{\epsilon^B_0} & \mathcal{D}^b \text{Mod}_{0,\mathfrak{g},\mathcal{G}^m}((\mathcal{U}\mathfrak{g})^0).
\end{array}
\]

Now, consider the category \(\text{Mod}_{0,\mathfrak{g}}((\mathcal{U}\mathfrak{g})^0)\). By Theorem 5.6.1 each simple module \(L(w \cdot 0) (w \in \mathfrak{w}^0)\) can be lifted to a graded module \(L^{\mathfrak{g}}(w \cdot 0)\) in \(\text{Mod}_{0,\mathfrak{g},\mathcal{G}^m}((\mathcal{U}\mathfrak{g})^0)\) (uniquely, up to isomorphism and shift). Here our algebra is not finite dimensional, but it acts on every module we consider through a finite dimensional quotient, hence we can apply Theorem 5.6.1. We fix an arbitrary choice for these lifts.

\(\text{These modules are modules over the quotient of } (\mathcal{U}\mathfrak{g})^0 \text{ by a power of the ideal generated by } \mathfrak{g}^{(1)}; \text{ this quotient is a graded algebra, hence we can speak of graded modules.} \)
Let \( j : \mathcal{B}^{(1)} \hookrightarrow \widetilde{N}^{(1)} \), \( k : \mathcal{B}^{(1)} \hookrightarrow \mathbf{g}^{(1)} \) be the inclusions. Let also \( \text{Fr} : \mathcal{B} \to \mathcal{B}^{(1)} \) be the Frobenius morphism. Note that if \( \mathcal{G} \in \text{Coh}(\mathcal{B}^{(1)}) \), then \( \text{Fr}^* \mathcal{G} \in \text{Coh}(\mathcal{B}) \) has a structure of \( \mathcal{D}^0 \)-module, induced by the action on \( \mathcal{O}_\mathcal{B} \).

**Lemma 7.2.2.** For \( \mathcal{F} \in \text{Coh}(\mathcal{B}^{(1)}) \) we have isomorphisms
\[
\iota_0^B(j_* \mathcal{F}) \cong R\Gamma(\mathcal{B}, \text{Fr}_!^B(\mathcal{F}(\rho))) ,
\gamma_0^B(k_* \mathcal{F}) \cong R\Gamma(\mathcal{B}, \text{Fr}_!^B(\mathcal{F}(\rho))).
\]

*Proof.* It is well-known that \((\mathcal{Ug})_0^{-\rho} \cong \text{End}_k(L((p-1)\rho))\). It follows, by the choice of the splitting bundles, that
\[
k^* \mathcal{M}^0 \cong \text{Fr}_*(\mathcal{O}_\mathcal{B}(\rho)) \otimes_{\text{Fr}_* \mathcal{O}_\mathcal{B}} L((p-1)\rho) \otimes_k \mathcal{O}_\mathcal{B}(1).
\]

Here the structure of \((\mathcal{Ug})_0^{-\rho}\)-module on \( L((p-1)\rho) \) gives an action of \( \mathcal{D}_\rho \) on \( L((p-1)\rho) \otimes_k \mathcal{O}_\mathcal{B}(1) \), hence an action of \( \mathcal{D}_\rho \) on \( \text{Fr}_*(\mathcal{O}_\mathcal{B}(\rho)) \otimes_{\text{Fr}_* \mathcal{O}_\mathcal{B}} L((p-1)\rho) \otimes_k \mathcal{O}_\mathcal{B}(1) \). By Andersen (\[A1\]) or Haboush (\[H\]) we have
\[
(\text{Fr}_*(\mathcal{O}_\mathcal{B}(\rho)) \otimes_{\mathcal{O}_\mathcal{B}(1)} \mathcal{O}_\mathcal{B}(1)) \cong L((p-1)\rho) \otimes_k \mathcal{O}_\mathcal{B}(1).
\]

Here the LHS has a natural action of \( \mathcal{D}_\rho \), and the isomorphism is \( \mathcal{D}_\rho \)-equivariant. From (7.2.3) and (7.2.4) we deduce
\[
(k^* \mathcal{M}^0) \otimes \mathcal{O}_\mathcal{B}(1) \cong \text{Fr}_* \mathcal{O}_\mathcal{B},
\]
where the structure of \( \mathcal{D}_\rho \)-module on the RHS comes from the action on \( \mathcal{O}_\mathcal{B} \).

Using (7.2.5) and the projection formula, we deduce
\[
\gamma_0^B(k_* \mathcal{F}) \cong R\Gamma(\mathcal{B}^{(1)}, \mathcal{M}^0 \otimes \mathcal{O}_\mathcal{B}(1) k_* \mathcal{F}) \cong R\Gamma(\mathcal{B}^{(1)}, (\text{Fr}_* \mathcal{O}_\mathcal{B}) \otimes \mathcal{O}_\mathcal{B}(1) (\mathcal{F}(\rho))).
\]

We deduce the second isomorphism. The first one is similar. \(\square\)

We deduce the following corollary, which generalizes some of the computations of the appendix to \[BM\].

**Corollary 7.2.6.** Let \( \omega \in W'_w \) such that \( \ell(\omega) = 0 \). Write \( \omega = w \cdot t_\mu \) (\( \mu \in \mathbb{X} \), \( w \in W \)). Then we have \( \mathcal{L}_\omega \cong j_* \mathcal{O}_{\mathcal{B}(1)}(-\rho + \mu)[\ell(w)] \).

*Proof.* By Lemma (7.2.2) \( \iota_0^B(j_* \mathcal{O}_{\mathcal{B}(1)}(-\rho + \mu)) \cong R\Gamma(\mathcal{B}, \mathcal{O}_\mathcal{B}(\rho)). \) By hypothesis, \( \omega \cdot 0 = w \cdot (\rho \mu) \). Hence \( \omega^{-1} \cdot (\omega \cdot 0) = \rho \mu \). Using Borel-Weil-Bott theorem (\[J\] II.5.5-6), we deduce
\[
\iota_0^B(j_* \mathcal{O}_{\mathcal{B}(1)}(-\rho + \mu)[\ell(w)]) \cong \text{Ind}_B^G(\omega \cdot 0) \cong L(\omega \cdot 0).
\]

This concludes the proof. \(\square\)

**Proposition 7.2.7.** For \( w \in W_0 \), \( L_{gr}(w \cdot 0) \) is in the essential image of \( \iota_0^B \).

*Proof.* This proof is similar to that of Proposition (6.5.1). We use induction on \( \ell(w) \). For \( \ell(w) = 0 \), by Corollary (7.2.6) we have \( \mathcal{L}_w \cong j_* \mathcal{O}_{\mathcal{B}(1)}(-\rho + \mu)[\ell(w)] \). Clearly, \( j_* \mathcal{O}_{\mathcal{B}(1)}(-\rho + \mu) \) can be lifted to \( \mathcal{D}^b \text{Coh}_{\mathcal{B}(1)}^\infty(\mathcal{N}(1)) \). The result follows when \( \ell(w) = 0 \).

Now assume the result is true when \( \ell(w) < n \), and let \( w \in W_0 \) such that \( \ell(w) = n \). Let \( \delta \in \Phi_{aff} \) such that \( ws_\delta \in W_0 \) and \( \ell(ws_\delta) < \ell(w) \). By induction there exists \( \mathcal{L}_{gr} \in \mathcal{D}^b \text{Coh}_{\mathcal{B}(1)}^\infty(\mathcal{N}(1)) \) such that \( \iota_0^B(\mathcal{L}_{gr}) \cong L_{gr}(ws_\delta \cdot 0) \).
0). By diagram (7.1.6) and Proposition 7.1.2 the image under the forgetful functor (of the grading) of \( \tau^b_0(\mathcal{G}^m_{\mathcal{G}} \mathcal{L}^{gr}) \) is \( Q_{\delta}(w_s \delta) \). By Theorem 5.5.3 \( Q_{\delta}(w_s \delta) \cong L(w \bullet 0) \oplus N \) where \( N \) is a sum of modules of the form \( L(v \bullet 0) \) with \( \ell(v) < \ell(w) \). Hence, by the remarks before Corollary 5.6.4, we have \( \tau^b_0(\mathcal{G}^m_{\mathcal{G}} \mathcal{L}^{gr}) \cong L^{gr}(w \bullet 0)(i) \oplus N^{gr} \) for some \( i \in \mathbb{Z} \), where \( N^{gr} \) is a sum of modules of the form \( L(v \bullet 0)(j) \) with \( \ell(v) < \ell(w) \). By induction, \( N^{gr} \) is in the essential image of \( \tau^b_0 \). We deduce that \( L^{gr}(w \bullet 0) \) is in this image. □

**Remark 7.2.8.** It follows easily from Proposition 7.2.7 that the functor \( \tau^b_0 \) is essentially surjective. Hence it is an equivalence of categories.

### 7.3. Dg versions of the functors \( \mathcal{G}_\delta \)

Let \( \alpha \in \Phi \), \( P_\alpha \) the parabolic subgroup of \( G \) containing \( B \) associated to \( \{\alpha\} \), \( p_\alpha \) its Lie algebra, and \( P_\alpha = G/P_\alpha \) the partial flag variety. We define the variety

\[
\tilde{N}_\alpha := T^*P_\alpha = \{(X, gP_\alpha) \in g^* \times P_\alpha \mid X_{|gP_\alpha} = 0\}.
\]

There exists a natural injection \( j_\alpha : (\tilde{N}_\alpha \times_{P_\alpha} B)^{(1)} \to \tilde{N}^{(1)} \). We also denote by \( \rho_\alpha : (\tilde{N}_\alpha \times_{P_\alpha} B)^{(1)} \to \tilde{N}^{(1)} \) the morphism defined by base change. Consider the following diagram:

Here to save space we have omitted Frobenius twists. Now \( (\tilde{N}_\alpha \times_{P_\alpha} B)^{(1)} \times \tilde{N} \) \( (\tilde{N}_\alpha \times_{P_\alpha} B) \) is isomorphic to the variety \( Y_\alpha \). For \( \lambda \in \mathbb{X} \), we denote by \( \text{Shift}_\lambda \) the tensor product with \( \mathcal{O}_{\tilde{N}^{(1)}}(\lambda) \). Then we have

\[
\text{Shift}_{-\rho} \circ \mathcal{G}_\alpha \circ \text{Shift}_\rho \cong \text{Shift}_{-\alpha} \circ \text{Shift}_\lambda \circ \mathcal{F}_{\tilde{N}^{(1)} \to \tilde{N}^{(1)}} \cong \text{Shift}_{-\alpha} \circ (R(j_\alpha)_* \circ R(p_2)_* \circ L(p_1)^* \circ L(j_\alpha)^*) \cong \text{Shift}_{-\alpha} \circ (R(j_\alpha)_* \circ L(\rho_\alpha)^* \circ R(\rho_\alpha)_* \circ L(j_\alpha)^*).
\]

Here the third isomorphism is given by the flat base change theorem (II.5.12). In Corollary 2.5.3 we have constructed functors associated to \( j_\alpha \):

\[
\text{DG}^{gr}(\tilde{N}^{(1)} \times_{P_\alpha} B)^{(1)} \xrightarrow{R(\tilde{j}_{\alpha})_*} \text{DG}^{gr}(\tilde{N}^{(1)}).
\]

Similarly, in Corollary 2.4.4 we have constructed functors associated to \( \rho_\alpha \):

\[
\text{DG}^{gr}(\tilde{N}^{(1)} \times_{P_\alpha} B)^{(1)} \xrightarrow{R(\tilde{\rho}_{\alpha})_*} \text{DG}^{gr}(\tilde{N}^{(1)}).
\]
We define the functor $\mathcal{S}^{gr}_\delta : \text{DGCoh}^{gr}(\tilde{N}^{(1)}) \to \text{DGCoh}^{gr}(\tilde{N}^{(1)})$, which sends the object $\mathcal{M}$ to
\[ \mathcal{O}_{B^{(1)}}(\rho - \alpha) \otimes (Rj_{\alpha,G_m})_*L(\rho_{\alpha,G_m})^*R(\rho_{\alpha,G_m})_*L(\rho_{\alpha,G_m})^*(\mathcal{M} \otimes \mathcal{O}_{B^{(1)}}(-\rho))). \]

Using the isomorphism above, the following diagram commutes:
\[
\begin{array}{ccc}
\text{DGCoh}^{gr}(\tilde{N}^{(1)}) & \xrightarrow{\mathcal{S}^{gr}_\delta} & \text{DGCoh}^{gr}(\tilde{N}^{(1)}) \\
\downarrow & & \downarrow \\
\mathcal{D}^b\text{Coh}(\tilde{N}^{(1)}) & \xrightarrow{\mathcal{S}_{\delta}} & \mathcal{D}^b\text{Coh}(\tilde{N}^{(1)}).
\end{array}
\]

The following diagram also commutes, where $\eta$ and $\zeta$ were defined in (7.3.2)
\[
\begin{array}{ccc}
\mathcal{D}^b\text{Coh}^{gr}_{B^{(1)}}(\tilde{N}^{(1)}) & \xrightarrow{\zeta} & \text{DGCoh}^{gr}(\tilde{N}^{(1)}) \\
\downarrow & & \downarrow \\
\mathcal{D}^b\text{Coh}^{gr}_{B^{(1)}}(\tilde{N}^{(1)}) & \xrightarrow{\eta} & \mathcal{D}^b\text{Coh}^{gr}_{B^{(1)}}(\tilde{N}^{(1)}).
\end{array}
\]

Indeed, the commutation of the diagram on the right is a consequence of Lemmas 2.4.3 and 2.5.2; the commutation of the one on the left follows.

Now we construct a $B'_\text{aff}$-action on $\text{DGCoh}^{gr}(\tilde{N}^{(1)})$: for $b \in B'_\text{aff}$ we define
\[ K_b^{gr} : \text{DGCoh}^{gr}(\tilde{N}^{(1)}) \to \text{DGCoh}^{gr}(\tilde{N}^{(1)}) \]
by the formula $K_b^{gr} := \text{Shift}_b \circ \kappa_{B^{-1}} \circ J_b^{gr} \circ \kappa_B \circ \text{Shift}_b$ (see (3.1.1) for the Koszul duality $\kappa_B$). Here, $\text{Shift}_\lambda$ is the shift by $\mathcal{O}_{B^{(1)}}(\lambda)$.

Consider the affine simple root $\alpha_0 \in \Phi_{\text{aff}} - \Phi$. Recall the notation $b_0$, $\beta$ from Lemma 6.1.2. Then we define the functor
\[ \mathcal{S}_{\alpha_0}^{gr} := K_{b_0}^{gr} \circ \mathcal{S}_\beta^{gr} \circ K_{\gamma(b_0)}^{gr} = 1. \]

It is not clear from this definition that the diagram analogous to (7.3.2) is commutative. We will consider this issue in § 8.3

8. Proof of Theorem 4.4.3

In this section we prove the key-result of our reasoning, Theorem 4.4.3. The main step is to relate the functors $R_\delta$ and $\mathcal{S}^{gr}_\delta$ via linear Koszul duality.

8.1. Alternative statement of the theorem. First, let us state a version of Theorem 4.4.3 in representation-theoretic terms, i.e., involving lifts of $U\mathfrak{g}$-modules instead of coherent sheaves. Recall the Koszul duality $\kappa_\mathfrak{g}$ of (3.1.1). Recall also that the functor $\gamma_\mathfrak{g}$ is fully faithful (Theorem 6.3.4), and that its essential image contains the lifts of projectives (Proposition 6.5.1). Hence, if $v \in W^0$, for any choice of a lift $P^{gr}(v \cdot 0)$ of $P(v \cdot 0)$ as a graded $(U\mathfrak{g})^0$-module, there exists an object $P^{gr}_{\gamma_\mathfrak{g}}(v \cdot 0)$ of $\text{DGCoh}^{gr}((\mathfrak{g} \otimes_{\mathfrak{g}^* \times B} B)^{(1)})$, unique up to isomorphism, such that $P^{gr}(v \cdot 0) \cong \gamma_\mathfrak{g}(P^{gr}_{\gamma_\mathfrak{g}})$. The same applies to the functor $\gamma_\mathfrak{g}$ of Theorem 7.2.1 replacing projective by simple.

\[ \text{As observed in } 4.3, \text{ this object does not depend on the choice } \lambda = 0. \]
Theorem 4.4.3 is clearly equivalent to the following statement, which we will refer to as statement (1). It will be proved in §8.4.

Assume \( p > h \) is large enough so that Lusztig’s conjecture is true.

There is a unique choice of the lifts \( P^\text{gr}(v \cdot 0), L^\text{gr}(v \cdot 0) \) \((v \in W^0)\) such that, if \( P^\text{gr}_v \), resp. \( L^\text{gr}_v \) is the object of \( \text{DGCoh}^\text{gr}((\mathfrak{g}^R_{\alpha} \times B)^{(1)}) \), resp. \( \text{D}^b\text{Coh}_{B^{(1)}}(\tilde{\mathcal{N}}^{(1)}) \), such that \( P^\text{gr}(v \cdot 0) \approx \gamma_0^B(P^\text{gr}_v) \), resp. \( L^\text{gr}(v \cdot 0) \approx \gamma_0^B(L^\text{gr}_v) \), for all \( w \in W^0 \) we have in the category \( \text{DGCoh}^\text{gr}(\tilde{\mathcal{N}}^{(1)}) \):

\[
(8.1.1) \quad \kappa_B^{-1}P^\text{gr}_{|_{\tau_0w}} \cong \zeta(L^\text{gr}_w) \otimes O_{B^{(1)}}(-\rho).
\]

Let us remark that the functors \( \gamma_0^B, \gamma_0^B \) and \( \kappa_B \) commute with the shifts in both the cohomological and the internal grading. The functor \( \zeta \) (of Lemma 4.2.1) commutes with the cohomological shift, but not with the internal one. More precisely, for \( \mathcal{F} \in \text{D}^b\text{Coh}_{B^{(1)}}(\tilde{\mathcal{N}}^{(1)}) \) one has \( \zeta(\mathcal{F}(j)) = \zeta(\mathcal{F})(j)(j) \). The unicity in Theorem 4.4.3 follows easily from these remarks, using the fact that each lift \( P^\text{gr}(v \cdot 0), L^\text{gr}(v \cdot 0) \) \((v \in W^0)\) is unique up to a shift \( (j) \).

The proof of the existence statement occupies the rest of this section.

8.2. Koszul dual of the reflection functors. Our proof of statement (1) is based on the following result, which shows that the reflection functor \( \mathcal{R}^\text{gr}_B \) is (almost) conjugate to the semi-simple functor \( \mathcal{S}^\text{gr}_B \) under Koszul duality.

**Theorem 8.2.1.** For \( \delta \in \Phi_{\text{aff}} \) there is an isomorphism of functors:

\[
(\kappa_B)^{-1} \circ \mathcal{R}^\text{gr}_B \circ \kappa_B \cong \text{Shift}_{-\rho} \circ \mathcal{S}^\text{gr}_B \circ \text{Shift}_{\rho} [1/2].
\]

**Proof.** By definition of \( \mathcal{R}^\text{gr}_{B_{\ominus}} \) (equation (6.2.1)) and \( \mathcal{S}^\text{gr}_{B_{\ominus}} \) (equation (7.3.3)), it is enough to prove the isomorphism for \( \delta \in \Phi \). From now on we write \( \alpha \) instead of \( \delta \). We derive the theorem from the general results of §§2.1, 2.5.

First, consider the inclusion of vector bundles \( j_\alpha : (\tilde{\mathcal{N}}_\alpha \times_{\mathfrak{p}_\alpha} B)^{(1)} \rightarrow \tilde{\mathcal{N}}^{(1)} \). We apply to this inclusion the constructions of §§2.1, 2.5 with \( X = B^{(1)} \), \( E = (\mathfrak{g}^* \times B)^{(1)} \cong E^* \), \( F_1 = (\tilde{\mathcal{N}}_\alpha \times_{\mathfrak{p}_\alpha} B)^{(1)} \), \( F_2 = \tilde{\mathcal{N}}^{(1)} \). Then we have

\[
F_1 = (\tilde{\mathcal{N}}_\alpha \times_{\mathfrak{p}_\alpha} B)^{(1)}, \quad F_2 = \tilde{\mathcal{N}}^{(1)}, \quad n_1 = \dim(\mathfrak{g}/\mathfrak{b}) - 1, \quad n_2 = \dim(\mathfrak{g}/\mathfrak{b}),
\]

\[
L_1 = \Lambda^{n_1}(\mathcal{F}_1) = O_{B^{(1)}}(-2\rho + \alpha), \quad L_2 = \Lambda^{n_2}(\mathcal{F}_2) = O_{B^{(1)}}(-2\rho).
\]

We denote by \( \tilde{\pi}_{\alpha,1} : (\tilde{\mathcal{N}}_{\alpha,1} \times_{\mathfrak{g}^R_{\alpha} \times B} B)^{(1)} \rightarrow (\tilde{\mathcal{N}}_{\alpha} \times_{\mathfrak{p}_\alpha} B)^{(1)} \) the morphism of dg-schemes induced by the inclusion \( \tilde{\mathcal{N}}_{\alpha}^{(1)} \rightarrow (\tilde{\mathcal{N}}_{\alpha} \times_{\mathfrak{p}_\alpha} B)^{(1)} \), and by \( \kappa^\alpha \) the “new” Koszul duality, as shown in the diagram:

\[
\begin{array}{ccc}
\text{DG Coh}^\text{gr}(\tilde{\mathcal{N}}^{(1)}) & \xrightarrow{\kappa_B} & \text{DG Coh}^\text{gr}((\tilde{\mathcal{N}}_{\alpha} \times_{\mathfrak{p}_\alpha} B)^{(1)}) \\
\downarrow{\text{L}(\tilde{\mathcal{N}}_{\alpha} \times_{\mathfrak{g}^R_{\alpha} \otimes \mathfrak{g}^*_{\alpha} \times B} B)^{(1)})^*} & & \downarrow{\kappa^\alpha} \\
\text{DG Coh}^\text{gr}((\tilde{\mathcal{N}}_{\alpha,1} \times_{\mathfrak{g}^R_{\alpha} \times B} B)^{(1)}) & \xrightarrow{\text{R}(\tilde{\mathcal{N}}_{\alpha,1} \times_{\mathfrak{g}^R_{\alpha} \times B} B)^{(1)})^*} & \text{DG Coh}^\text{gr}((\tilde{\mathcal{N}}_{\alpha} \times_{\mathfrak{p}_\alpha} B)^{(1)})
\end{array}
\]
where the functors are defined as in \[2.5\] Applying Proposition \[2.5.4\] one obtains isomorphisms of functors

\[
\begin{align*}
\kappa^\alpha \circ L(\tilde{\jmath}_{0,Gm})^* & \cong R(\tilde{\pi}_{\alpha,1,Gm})^* \circ \kappa_B, \\
\kappa_B \circ R(\tilde{\jmath}_{0,Gm})^* & \cong (L(\tilde{\pi}_{\alpha,1,Gm})^* \circ \kappa^\alpha) \otimes \mathcal{O}_{B^{(1)}} \mathcal{O}_{B^{(1)}}(-1)(-2).
\end{align*}
\]

Now, consider the base change \( \rho_\alpha : (\tilde{N}_\alpha \times _{P_\alpha} B)^{(1)} \rightarrow \tilde{N}_\alpha^{(1)} \). We apply the constructions of \[2.3\] to this base change, with \( X = B^{(1)} \), \( Y = (P_\alpha)^{(1)} \), \( E = (g^* \times P_\alpha)^{(1)} \), \( F = \tilde{N}_\alpha^{(1)} \). We denote by \( \pi_{\alpha,2} : (\tilde{g}_\alpha \times P_\alpha B)^{(1)} \rightarrow \tilde{g}_\alpha B \times P_\alpha B \) the morphism of dg-schemes induced by the base change \( \tilde{g}_\alpha B \rightarrow \tilde{g}_\alpha \). Let \( \kappa_\alpha \) be the “new” Koszul duality equivalence, as shown in the diagram

\[
\begin{array}{ccc}
\text{DGCh}_G^\text{gr}(\tilde{N}_\alpha \times _{P_\alpha} B)^{(1)} & \xrightarrow{R(\tilde{\pi}_{\alpha,2,Gm})^*} & \text{DGCh}_G^\text{gr}(\tilde{N}_\alpha^{(1)}) \\
\kappa_\alpha \downarrow \quad & \quad \downarrow \kappa_\alpha & \\
\text{DGCh}_G^\text{gr}((\tilde{g}_\alpha \times P_\alpha B) \tilde{g}^* \times B)^{(1)} & \xrightarrow{R(\tilde{\pi}_{\alpha,2,Gm})^*} & \text{DGCh}_G^\text{gr}((\tilde{g}_\alpha \tilde{g}^* \times P_\alpha P_\alpha)^{(1)}),
\end{array}
\]

where the functors are defined as in \[2.3\] Applying Proposition \[2.4.5\] one obtains isomorphisms of functors

\[
\begin{align*}
\kappa^\alpha \circ L(\tilde{\pi}_{\alpha,2,Gm})^* & \cong \kappa_\alpha \circ R(\tilde{\rho}_{\alpha,Gm})^*, \\
\kappa^\alpha \circ L(\tilde{\rho}_{\alpha,Gm})^* & \cong L(\tilde{\pi}_{\alpha,2,Gm})^* \circ \kappa_\alpha.
\end{align*}
\]

Consider the morphism \( \tilde{\pi}_\alpha \). The composition \( \tilde{g} \leftarrow \tilde{g}_\alpha \times _{P_\alpha} B \rightarrow \tilde{g}_\alpha \) coincides with \( \tilde{\pi}_\alpha \). Hence \( \tilde{\pi}_\alpha = \tilde{\pi}_{\alpha,2} \circ \tilde{\pi}_{\alpha,1} \). It follows that \( R(\tilde{\pi}_{\alpha,2,Gm})^* \cong R(\tilde{\pi}_{\alpha,2,Gm})^* \circ R(\tilde{\pi}_{\alpha,1,Gm})^* \) and \( L(\tilde{\pi}_{\alpha,2,Gm})^* \cong L(\tilde{\pi}_{\alpha,1,Gm})^* \circ L(\tilde{\pi}_{\alpha,2,Gm})^* \) (see \[1.7.7\]). Hence \[8.2.2\] and \[8.2.3\] allow to compute \((\kappa_B)^{-1} \circ G_\alpha^\text{gr} \circ \kappa_B = (\kappa_B)^{-1} \circ L(\tilde{\pi}_{\alpha,Gm})^* \circ R(\tilde{\pi}_{\alpha,Gm})^* \circ \kappa_B \). Namely, we obtain isomorphisms

\[
\begin{align*}
R(\tilde{\pi}_{\alpha,Gm})^* \circ \kappa_B & \cong \kappa_\alpha \circ R(\tilde{\rho}_{\alpha,Gm})^* \circ L(\tilde{\jmath}_{0,Gm})^*, \\
(\kappa_B)^{-1} \circ L(\tilde{\pi}_{\alpha,Gm})^* & \cong (R(\tilde{\jmath}_{0,Gm})^* \circ L(\tilde{\rho}_{\alpha,Gm})^* \circ (\kappa_a)^{-1}) \otimes \mathcal{O}_{B^{(1)}}(-\alpha)(1)[2].
\end{align*}
\]

Comparing this with the definition of \( G_\alpha^\text{gr} \) in \[7.3\] one obtains the isomorphism of the theorem. \( \square \)

### 8.3. Action of the braid group on \( \text{DGCh}_G^\text{gr}(\tilde{N}^{(1)}) \)

Recall that we have defined in \[8.2.3\] actions of \( B'_\text{aff} \) on \( \text{DGCh}_G^{\text{gr}}(\tilde{N}^{(1)}) \) and \( \text{DGCh}_G^\text{gr}(\tilde{N}^{(1)}) \). Consider the following diagram, where \( \eta \) is the functor of \[4.12\]

\[
\begin{array}{ccc}
\text{DGCh}_G^\text{gr}(\tilde{N}^{(1)}) & \xrightarrow{K_b^\text{gr}} & \text{DGCh}_G^\text{gr}(\tilde{N}^{(1)}) \\
\downarrow \eta & & \downarrow \eta \\
\text{DGCh}_G^{\text{gr}}(\tilde{N}^{(1)}) & \xrightarrow{K_b^{\text{gr}m}} & \text{DGCh}_G^{\text{gr}}(\tilde{N}^{(1)}).
\end{array}
\]
Lemma 8.3.1. For any $\mathcal{M} \in \text{DG Coh}^{gr}(\tilde{N}^{(1)})$, there exists an isomorphism\(^{19}\) $\eta \circ K_{b}^{gr}(\mathcal{M}) \cong K_{b}^{Gm} \circ \eta(\mathcal{M})$.

**Proof.** It is sufficient to prove the isomorphism on a set of generators of $B_{\text{aff}}$. For $b = \theta_{x} (x \in X)$, it is obvious. Hence we only have to prove it for $b = T_{a}$. Fix $\alpha \in \Phi$. By Lemma 6.2.4, there is a distinguished triangle $\text{Id} \langle 1 \rangle \rightarrow \text{Shift}_{\rho} \circ (\kappa_{B})^{-1} \circ \mathcal{R}_{\alpha}^{gr} \circ \kappa_{B} \circ \text{Shift}_{-\rho} \langle -1 \rangle \rightarrow K_{T_{a}}^{gr}$.

Using Theorem 8.2.1 for $\mathcal{M}$ in $\text{DG Coh}^{gr}(\tilde{N}^{(1)})$ we obtain a distinguished triangle (8.3.2)

$$\eta(\mathcal{M})[-1]\langle 1 \rangle \rightarrow \eta \circ \mathcal{G}_{\alpha}^{gr}(\mathcal{M}) \langle 1 \rangle \rightarrow \eta \circ K_{T_{a}}^{gr}(\mathcal{M})$$

(observe that $\eta(\mathcal{F}(j)) = \eta(\mathcal{F})[-j](j)$). By (7.3.2) we have $\eta \circ \mathcal{G}_{\alpha}^{gr} = \mathcal{G}_{\alpha}^{Gm} \circ \eta$. Now the exact sequence (5.3.4) induces a distinguished triangle of functors (8.3.3)

$$\mathcal{G}_{\alpha}^{Gm} \langle 1 \rangle \rightarrow K_{T_{a}}^{Gm} \rightarrow \text{Id} \langle 1 \rangle$$

Identifying triangle (8.3.2) with triangle (8.3.3) applied to $\eta(\mathcal{M})$, one obtains the isomorphisms for $b = T_{a}$. □

Remark 8.3.4. It follows in particular that diagram (7.3.2), with $\alpha$ replaced by $\alpha_{0}$, is commutative on objects. In particular, for any $\mathcal{M} \in \text{DG Coh}^{gr}(\tilde{N}^{(1)})$ there is an isomorphism $\eta \circ \mathcal{G}_{\alpha_{0}}^{gr}(\mathcal{M}) \cong \mathcal{G}_{\alpha_{0}}^{Gm} \circ \eta(\mathcal{M})$.

8.4. **End of the proof of Theorem 4.4.3.** In this subsection we finally give a proof of the existence statement in (†), by induction on $\ell(w)$.

To begin induction, let us consider some $w \in W^{0}$ with $\ell(w) = 0$. Write $w = v \cdot t_{\mu}$. By Corollary 7.2.6 $L_{w} \cong j_{*}\mathcal{O}_{B^{(1)}}(-\rho + \mu)[\ell(v)]$. Let us set

$$L_{w}^{gr} := j_{*}\mathcal{O}_{B^{(1)}}(-\rho + \mu)[\ell(v)][N - \ell(v)],$$

where $N = \#R^{+}$, and $j_{*}\mathcal{O}_{B^{(1)}}$ is endowed with its natural (trivial) $G_{m}$-equivariant structure. Then $L_{w}^{gr}(w \cdot 0) := \mathcal{G}_{\alpha}^{gr}(L_{w}^{gr})$ is a lift of $L(w \cdot 0)$ as a graded module. By definition of Koszul duality (see 8.1.2) we have

$$\kappa_{B}(\zeta(L_{w}^{gr}) \otimes \mathcal{O}_{B^{(1)}}(-\rho)) \cong \Lambda(T_{B^{(1)}} \otimes \mathcal{O}_{B^{(1)}} \mathcal{O}_{B^{(1)}}(\mu)[-N - \ell(v)]).$$

We set

$$P_{\tau_{0}w}^{gr} := \Lambda(T_{B^{(1)}} \otimes \mathcal{O}_{B^{(1)}} \mathcal{O}_{B^{(1)}}(\mu)[-N - \ell(v)].$$

By (6.4.5), $P_{\tau_{0}w}^{gr}(\tau_{0}w \cdot 0) := \mathcal{R}_{\alpha}^{gr}(P_{\tau_{0}w}^{gr})$ is a lift of $P(\tau_{0}w \cdot 0)$ as a graded module. Moreover, (8.1.1) holds. This concludes the proof if $\ell(w) = 0$.

Now, consider some $w \in W^{0}$, and assume the result is known for all $v \in W^{0}$ with $\ell(v) < \ell(w)$. For all such $v$, we fix the objects $L^{gr}(v \cdot 0)$, $P_{\tau_{0}v}^{gr}(\tau_{0}v \cdot 0)$, $L_{v}^{gr}$, $P_{\tau_{0}v}^{gr}$, such that (8.1.1) is satisfied. Choose some $\delta \in \Phi_{\text{aff}}$ such that, for $s = s_{\delta}$, one has $ws \in W^{0}$ and $ws \cdot 0 < w \cdot 0$, i.e. $\ell(ws) < \ell(w)$. In particular we have $\kappa_{B}(\zeta(L_{ws}^{gr}) \otimes \mathcal{O}_{B^{(1)}}(-\rho)) \cong P_{\tau_{0}ws}^{gr}$. Applying $\mathcal{R}_{\delta}^{gr}$ and using Theorem 8.3.1 it follows that

$$\kappa_{B}(\mathcal{G}_{\delta}^{gr} \circ \zeta(L_{ws}^{gr}) \otimes \mathcal{O}_{B^{(1)}}(-\rho))[1] \langle 1 \rangle \cong \mathcal{R}_{\delta}^{gr}P_{\tau_{0}ws}^{gr} \langle -1 \rangle.$$
As in the proof of Proposition 5.6.1 the image under the forgetful functor of $\tau^B_0(\mathfrak{M}_0^\gr P^\gr_{\tau_0 w u s})$ is $R_0 P(\tau_0 w \bullet 0)$; hence there exists a lift $P^\gr(\tau_0 w \bullet 0)$ of $P(\tau_0 w \bullet 0)$, and graded finite dimensional vector spaces $V_{\tau_0 v}$ such that

\[
(8.4.2) \quad \tau^B_0(\mathfrak{M}_0^\gr P^\gr_{\tau_0 w u s})(-1) \cong P^\gr(\tau_0 w \bullet 0) \oplus \bigoplus_{v \in W^0} P^\gr(\tau_0 v \bullet 0) \otimes_k V_{\tau_0 v}.
\]

Now let us consider the LHS of equation (8.4.1). By (7.3.2) and Remark 8.3.4 we have $\mathfrak{M}_0^\gr \circ \zeta(\mathcal{L}^\gr_{w u s}) \cong \zeta \circ \mathfrak{M}_0^\grm(\mathcal{L}^\gr_{w u s})$. As in the proof of Proposition 5.6.2(i), it is enough to prove:

Let us define $\mathcal{P}^\gr_0 := \kappa_B(\zeta(\mathcal{L}^\gr_{w u s}) \otimes O_{\mathcal{B}^{(1)}}(-\rho))$. To conclude the induction step, it is enough to prove:

\[
(8.4.3) \quad \tau^B_0(\mathcal{P}^\gr_{\tau_0 w}) \cong P^\gr(\tau_0 w \bullet 0).
\]

By definition, $\mathcal{P}^\gr_{\tau_0 w}$ is a direct summand of $\mathfrak{M}^\gr_{\tau_0 w u s}(-1)$. Hence $\tau^B_0(\mathcal{P}^\gr_{\tau_0 w})$ is a direct summand of (8.4.2). In particular, it is a graded $(\mathcal{B}^{(1)})$-module. Let us show that it is indecomposable. By Proposition 5.6.2(i), it is enough to show that its endomorphism algebra is local. This algebra is

\[
\begin{align*}
\text{End}_{\mathcal{D}^\gr\mathcal{M}od_{\mathcal{B}^{(1)}}(\mathcal{U}g)}(\mathcal{P}^\gr_{\tau_0 w}) & \cong \text{End}_{D\text{Gcoh}^\gr(\mathcal{O}_{\mathcal{B}^{(1)}} \times B^{(1)})}(\mathcal{P}^\gr_{\tau_0 w}) \\
& \cong \text{End}_{\mathcal{D}^\gr\mathcal{C}oh_{\mathcal{B}^{(1)}}(\mathcal{N}^{(1)})}(\mathcal{L}^\gr_{w u s}) \cong \text{End}_{\mathcal{D}^\gr\mathcal{M}od_{\mathcal{B}^{(1)}}(\mathcal{U}g)}(L^\gr(w \bullet 0)) \cong \mathbb{k}.
\end{align*}
\]

Here the first isomorphism follows from the fact that $\tau^B_0$ is fully faithful; the second one from the fact that $\kappa_B$ and $\zeta$ are fully faithful; the third one from the fact that $\tau^B_0$ is fully faithful. Hence $\tau^B_0(\mathcal{P}^\gr_{\tau_0 w})$ is indecomposable.

By the Krull-Schmidt theorem (see Proposition 5.6.2(ii)), $\tau^B_0(\mathcal{P}^\gr_{\tau_0 w})$ is one of the indecomposable summands appearing in the RHS of (8.4.2). Hence, to conclude the proof of (8.4.3), it is enough to prove that there cannot exist $i \in \mathbb{Z}$ and $v \in W^0$ with $\ell(v) < \ell(w)$ such that $\tau^B_0(\mathcal{P}^\gr_{\tau_0 w})(-i)$.

Let us assume that there exist such an $i$ and such a $v$. By induction we have $P^\gr(\tau_0 v \bullet 0)(i) \cong \tau^B_0(P^\gr_{\tau_0 v})(i)$, and $P^\gr_{\tau_0 v}(i) \cong \kappa_B(\zeta(\mathcal{L}^\gr_{w u s}) \otimes O_{\mathcal{B}^{(1)}}(-\rho))(i)$. Hence, as $\tau^B_0$, $\kappa_B$ and $\zeta$ are fully faithful, we have $\mathcal{L}^\gr_{w u s} \cong L^\gr(-i)(i)$. Applying $\tau^B_0$ one obtains $L^\gr(w \bullet 0) \cong L^\gr(v \bullet 0)[-i](i)$, which is a contradiction as $v \neq w$. This concludes the proof of ($\dagger$), hence also of Theorem 4.4.3.
8.5. **Remark on other alcoves.** In Theorem 4.4.3, the objects $L_w$ and $P_w$ correspond to simple and projective modules for any choice of $\lambda \in C_0$, i.e., they are the simple, resp., projective, objects for the $t$-structure on $\mathcal{D}^b\text{Coh}_{B^{(1)}}(\tilde{\mathcal{N}}^{(1)})$, resp. $\mathcal{D}\text{G Coh}(\mathcal{B}^{(1)})$, assigned to the fundamental alcove (see [B2, 2.1.5] for this point of view). We could also consider the simples and projectives for the $t$-structure assigned to another alcove $C_1$, i.e., the objects which are sent by the equivalence $\epsilon^B_\lambda$, resp. $\gamma^B_\lambda$, to the simple, resp. projective, modules, for any $\lambda \in C_1 \cap \mathbb{X}$. The different $t$-structures are related by the braid group action, which commutes with $\kappa_B$ (see Lemma 8.3.1). Hence a statement similar to Theorem 4.4.3 is true for any alcove. We will need this extension later to prove Koszulity of singular blocks, but it is not needed in section 9.

More precisely, let $C$ be the intersection of an alcove with $\mathbb{X}$. Let $y \in W_{aff}$ be the unique element such that $C = y \cdot C_0$. Then there exist unique objects $L^y_w \in \mathcal{D}^b\text{Coh}_{B^{(1)}}(\tilde{\mathcal{N}}^{(1)})$, $P^y_w \in \mathcal{D}\text{G Coh}(\mathcal{B}^{(1)})$ ($w \in W^0$) such that for any $\lambda \in C$ and $w \in W^0$ we have

$$\tag{8.5.1} \epsilon^B_\lambda(L^y_w) \cong L(w \cdot (y^{-1} \cdot \lambda)), \quad \gamma^B_\lambda(P^y_w) \cong P(w \cdot (y^{-1} \cdot \lambda)).$$

(In this formula, $y^{-1} \cdot \lambda \in C_0$.) Indeed, there is an element $\overline{y} \in B_{aff}$ such that $\gamma^B_\lambda \cong \gamma^B_{y^{-1} \cdot \lambda} \circ J_{\overline{y}}$ for any $\lambda \in C$ (see [B2] and [BMR2, section 2]). Here $\overline{y}$ is not unique, but the functor $J_{\overline{y}}$ is clearly unique. Then, if we set $L^y_w := K^{-1}_{\overline{y}}(L_w)$ and $P^y_w := (K_{\overline{y}})^{-1}(P_w)$, isomorphisms (8.5.1) are satisfied. Then the following theorem holds true:

**Theorem 8.5.2.** Assume $p > h$ is such that Lusztig’s conjecture is true. There is a unique choice of lifts $P^y_{v \cdot x}$ of $P^y_v$, $L^y_{v \cdot x}$ of $L^y_v$ ($v \in W^0$), such that for $w \in W^0$, $\kappa_B^{-1}P^y_{v \cdot x} \cong \zeta(L^y_{v \cdot x}) \otimes_{\mathcal{O}_{B^{(1)}}} \mathcal{O}_{B^{(1)}}(-\rho)$ in $\mathcal{D}\text{G Coh}^Y(\mathcal{N}^{(1)})$.

Indeed, put $L^y_{v \cdot x} := (K_{\overline{y}})^{-1}(L^y_v)$ and $P^y_{v \cdot x} := (K_{\overline{y}})^{-1}(P^y_v)$. Then the isomorphism of the theorem follows from the fact that $\kappa_B$ and $\zeta$ commute with the braid group action.

Similarly, for $\lambda \in C$ there are “graded versions” of $\epsilon^B_\lambda$, $\gamma^B_\lambda$, with properties similar to those of $\epsilon^B_0$, $\gamma^B_0$.

9. **Application to Koszulity of the regular blocks of $(\mathcal{Ug})_0$**

In this section we derive from Theorem 4.4.3 (or rather from the equivalent statement (†) of 8.3.1) that, for $\lambda \in C_0$, the category $\text{Mod}_{(\mathcal{Ug})_0}^B((\mathcal{Ug})^\lambda)$ is “controlled” by a Koszul ring, whose Koszul dual controls the category $\text{Mod}_{(\mathcal{Ug})_0}^B((\mathcal{Ug})^\lambda)$. These results are counterparts in positive characteristic of the results in [B2, BGS]; they also extend some results of [AJS, 8.18]. We deduce this property from a general criterion for a graded ring to be Morita equivalent to a Koszul ring, proved in §9.2.
9.1. More on graded algebras. Let $A$ be a $\mathbb{Z}$-graded ring. Recall the notation of §5.6. Following [NO], if $M \in \text{Mod}^{gr}(A)$, the graded radical $\text{rad}^{gr}(M)$ of $M$ is the intersection of all maximal graded submodules of $M$. With this definition, $\text{rad}^{gr}$ has all the usual properties of the radical (see [NO, A.I.7.4]). In particular, if $A$ is considered as an $A$-module via left multiplication, $\text{rad}^{gr}(A)$ is a graded two-sided ideal of $A$, and

\begin{equation}
\text{rad}^{gr}(A) = \bigcap_{X \in \text{Mod}^{gr}(A) \text{ simple}} \text{Ann}(X).
\end{equation}

From now on in this section we restrict to the following situation. Let $V$ be a graded finite dimensional $k$-vector space, concentrated in positive degrees. Let $S(V)$ be the symmetric algebra of $V$; it is naturally a graded $k$-algebra, concentrated in non-negative degrees. We assume that $A$ is a graded $S(V)$-algebra, which is finitely generated as an $S(V)$-module. Note in particular that the grading of $A$ is bounded below.

Consider the finite dimensional graded $k$-algebra $A := A/(V \cdot A)$. By Theorem 5.6.1(ii) and Corollary 5.6.4, the simple $A$-modules are exactly the images of the simple graded $\overline{A}$-modules under the forgetful functor. Comparing (9.1.1) with [CR, 5.5], we deduce that

\begin{equation}
\text{rad}(A) = \text{rad}^{gr}(\overline{A}).
\end{equation}

A proof similar to that of [CR, 5.22] yields the following result.

**Proposition 9.1.3.** (i) The morphism $A \to \overline{A}$ induces an isomorphism of graded rings $A/\text{rad}^{gr}(A) \cong \overline{A}/\text{rad}^{gr}(\overline{A})$.

(ii) For $k \gg 0$, $(\text{rad}^{gr}(A))^k \subseteq V \cdot A$.

We denote by $\text{Hom}_{A,Z}(M, N)$ the morphisms in $\text{Mod}^{gr}(A)$, and the corresponding extension groups by $\text{Ext}^{i}_{A,Z}(M, N)$. By [AJS, E.6] we have:

**Lemma 9.1.4.** (i) Let $M \in \text{Mod}^{fg, gr}(A)$. If $M$ is indecomposable in the category $\text{Mod}^{fg, gr}(A)$, then $\text{End}_{A,Z}(M)$ is a local algebra.

(ii) The Krull-Schmidt theorem holds in $\text{Mod}^{fg, gr}(A)$.

If $L$ is a simple graded $A$-module, then $V \cdot L = 0$ (because $L$ is bounded below). Hence the simple graded $A$-modules are the simple graded $\overline{A}$-modules. Let $L_1, \ldots, L_r$ be representatives of the simple non-graded $\overline{A}$-modules, and, for $i = 1, \ldots, r$, let $L_i^{gr}$ be a lift of $L_i$ as a graded $\overline{A}$-module (which exists by Theorem 5.6.1(ii)). Using Corollary 5.6.3 and Theorem 5.6.4(iv), the $L_i \langle j \rangle$ are representatives of the simple graded $A$-modules, hence also of the simple graded $A$-modules. As the ring $\overline{A}/\text{rad}(\overline{A})$ is semi-simple ([CR, 5.19]), using (9.1.2), Proposition 9.1.3(i) and Corollary 5.6.3 every graded $A/\text{rad}^{gr}(A)$-module is semi-simple in $\text{Mod}^{fg, gr}(A/\text{rad}^{gr}(A))$. Using also Lemma 9.1.4, every object of $\text{Mod}^{fg, gr}(A)$ has a projective cover. For $i = 1, \ldots, r$, let $P_i^{gr}$ be a projective cover of $L_i^{gr}$. We have

\begin{equation}
L_i^{gr} = P_i^{gr}/\text{rad}^{gr}(P_i^{gr}).
\end{equation}
For $M$ in $\text{Mod}^{\text{gr}}(A)$ and $i \geq 0$, we define $\text{rad}^{\text{gr},i}(M)$ by induction, setting $\text{rad}^{\text{gr},0}(M) = M$, and $\text{rad}^{\text{gr},i}(M) = \text{rad}^{\text{gr}}(\text{rad}^{\text{gr},i-1}(M))$ if $i \geq 1$.

**Lemma 9.1.6.** Let $M$ be an object of $\text{Mod}^{\text{fg},\text{gr}}(A)$.

(i) $\text{rad}^{\text{gr}}(M) = \text{rad}^{\text{gr}}(A) \cdot M$.

(ii) $\cap_{i \geq 0} \text{rad}^{\text{gr},i}(M) = \{0\}$.

**Proof.** The proof of (i) is similar to that of [CR, 5.29]. As $A$ is noetherian we deduce that $\text{rad}^{\text{gr},i}(M) = (\text{rad}^{\text{gr}}(A))^i \cdot M$ for $i \geq 0$. Then (ii) follows from Proposition 9.1.3 ii) and the fact that $M$ is bounded below. □

9.2. A Koszulity criterion. Recall that a Koszul ring $A = \bigoplus_{n \geq 0} A_n$ is a non-negatively graded ring such that $A_0$ is a semi-simple ring and the graded left $A$-module $A_0 \cong A/A_{>0}$ admits a graded projective resolution

$$\cdots \rightarrow P^2 \rightarrow P^1 \rightarrow P^0 \rightarrow A_0 \rightarrow 0$$

such that $P^i$ is generated by its degree $i$ part, for all $i$ (see [BGS]). If $A$ is a Koszul ring, then its dual Koszul ring is the graded ring $A^! := (\bigoplus_{n \geq 0} \text{Ext}^{n}_{A}(A_0,A_0))^{\text{op}}$

(here the Ext-groups are taken in the category of non-graded $A$-modules). If $A_1$ is an $A_0$-module of finite type, then $A^!$ is also a Koszul ring. If $A$ is a ring, one says that $A$ admits a Koszul grading if it can be endowed with a grading which makes it a Koszul ring. If $A$ is artinian, this grading is unique up to automorphism if it exists ([BGS, 2.5.2]).

The main result of this subsection is the following.

**Theorem 9.2.1.** Let $A$, $L_i$, $L^\text{gr}_i$ be as in §9.1 Assume one can choose the lifts $L^\text{gr}_i$ such that for $i,j = 1, \ldots, r$,

$$\text{Ext}^n_{A,Z}(L^\text{gr}_i, L^\text{gr}_j(m)) = 0 \quad \text{unless } n = m.$$  

Then there exists a Koszul ring $B$ which is (graded) Morita equivalent to $A$. If $L = \bigoplus_{i=1}^n L_i$, then $B^!$ is isomorphic to $(\bigoplus_{n \geq 0} \text{Ext}^n_{A}(L,L))^{\text{op}}$.

The proof will occupy the rest of this subsection. Assume that (9.2.2) is satisfied, and let $P^\text{gr}_i$ be the projective cover of $L^\text{gr}_i$.

**Lemma 9.2.3.** For $n \geq 0$ and $i = 1 \ldots r$, $\text{rad}^{gr,n}(P^\text{gr}_i)/\text{rad}^{gr,n+1}(P^\text{gr}_i)$ is a direct sum of simple modules of the form $L^\text{gr}_j(m) \ (j \in \{1, \ldots, r\})$.

**Proof.** We prove the result by induction on $n \geq 0$. It is clear for $n = 0$, by (9.1.5). Let $n \geq 1$, and assume it is true for $n - 1$. The graded $A$-module $\text{rad}^{gr,n}(P^\text{gr}_i)/\text{rad}^{gr,n+1}(P^\text{gr}_i)$ factorizes through an $A/\text{rad}^{gr}(A)$-module. Hence it is semi-simple, hence a direct sum of modules $L^\text{gr}_j(m) \ (j \in \{1, \ldots, r\}, m \in \mathbb{Z})$. The multiplicity of $L^\text{gr}_j(m)$ is the dimension of the vector space $\text{Hom}_{A,Z}(\text{rad}^{gr,n}(P^\text{gr}_i)/\text{rad}^{gr,n+1}(P^\text{gr}_i), L^\text{gr}_j(m)) \cong \text{Hom}_{A,Z}(\text{rad}^{gr,n}(P^\text{gr}_i), L^\text{gr}_j(m))$.

---

\[20\] A Koszul ring is in particular a quadratic ring, and the dual Koszul ring is also the dual quadratic ring. The definition chosen here is easier to state, though less concrete.
Hence we have to prove that \( \text{Hom}_{A,\mathcal{Z}}(\text{rad}^{gr,n}(P_i^g), L_j^g \langle m \rangle) = 0 \) for \( m \neq n \).

Consider the exact sequence
\[
\text{rad}^{gr,n}(P_i^g) \hookrightarrow \text{rad}^{gr,n-1}(P_i^g) \rightarrow \text{rad}^{gr,n-1}(P_i^g)/\text{rad}^{gr,n}(P_i^g).
\]

For \( j \in \{1, \ldots, r\} \) and \( m \in \mathbb{Z} \), it induces an exact sequence
\[
0 \rightarrow \text{Hom}_{A,\mathcal{Z}}(\text{rad}^{gr,n-1}(P_i^g)/\text{rad}^{gr,n}(P_i^g), L_j^g \langle m \rangle) \\
\rightarrow \text{Hom}_{A,\mathcal{Z}}(\text{rad}^{gr,n-1}(P_i^g), L_j^g \langle m \rangle) \\
\rightarrow \text{Hom}_{A,\mathcal{Z}}(\text{rad}^{gr,n}(P_i^g), L_j^g \langle m \rangle)
\]
\[
\rightarrow \text{Ext}^1_{A,\mathcal{Z}}(\text{rad}^{gr,n-1}(P_i^g)/\text{rad}^{gr,n}(P_i^g), L_j^g \langle m \rangle).
\]

By usual properties of \( \text{rad}^{gr} \), \( f \) is an isomorphism. Hence \( g \) is injective. Moreover, using induction and \((9.2.2)\), the last term is 0 unless \( m = n \).

We define \( P_i^g := \bigoplus_{i=1}^r P_i^g \), and \( B := \text{Hom}_A(P^{gr}, P_i^{gr})_\text{op} \). As \( P_i^g \) is finitely generated, \( B \) is naturally graded, with \( n \)-th component
\[
B_n := \text{Hom}_{A,\mathcal{Z}}(P^{gr}_n, P_i^{gr}) \cong \text{Hom}_{A,\mathcal{Z}}(P^{gr}, P_i^{gr}(-n)).
\]
Now we prove, as a corollary of Lemma \((9.2.3)\):

**Corollary 9.2.4.** The algebra \( B \) is non-negatively graded.

**Proof.** We have to prove that \( \text{Hom}_{A,\mathcal{Z}}(P^{gr}, P_i^{gr} \langle n \rangle) = 0 \) for \( n > 0 \). Let \( n \in \mathbb{Z} \), and \( f : P_i^{gr} \to P_i^{gr} \langle n \rangle \) a non-zero morphism. By Lemma \((9.1.6)\), the set \( I = \{ i \geq 0 \mid f(P_i^{gr}) \subseteq \text{rad}^{gr,i}(P_i^{gr} \langle n \rangle) \} \) is bounded above; let \( i = \max(I) \). Then \( f \) induces a non-zero morphism \( g : P_i^{gr} \to (\text{rad}^{gr,i}(P_i^{gr})/\text{rad}^{gr,i+1}(P_i^{gr})) \langle n \rangle \).

By Lemma \((9.2.3)\) we must have \( n = -i \).

The algebra \( B \) is finitely generated as an \( S(V) \)-module, hence noetherian (even as a non-graded ring). If \( M \in \text{Mod}^{fg,gr}(A) \), then \( \text{Hom}_A(P_i^{gr}, M) \) is naturally a graded \( B \)-module (see \([\text{AJS}, \text{E.3}]\)). By \([\text{AJS}, \text{E.4}]\) we have:

**Proposition 9.2.5.** There is an equivalence of abelian categories:
\[
\begin{cases}
\text{Mod}^{fg,gr}(A) & \rightarrow & \text{Mod}^{fg,gr}(B) \\
M & \mapsto & \text{Hom}_A(P_i^{gr}, M)
\end{cases}
\]

We denote by \( S_i^{gr} \) the image of \( L_i^{gr} \) under this equivalence; it is a simple graded \( B \)-module, one-dimensional, concentrated in degree 0. By \((9.2.2)\),
\[
\text{Ext}^n_{B,\mathcal{Z}}(S_i^{gr}, S_j^{gr} \langle m \rangle) = 0 \quad \text{unless} \quad n = m.
\]

**Lemma 9.2.7.** The (non-graded) ring \( B_0 \) is semi-simple.

**Proof.** Let \( S_i \) be the image of \( S_i^{gr} \) under \( F : \text{Mod}^{gr}(B) \to \text{Mod}(B) \). By Corollary \((9.2.4)\) the \( S_i \) are representatives of the simple \( B_0 \)-modules. Now if \( S_j \hookrightarrow M \twoheadrightarrow S_i \) is a non-split \( B_0 \)-extension, we can consider \( M \) as a graded \( B \)-module concentrated in degree 0, where \( B \) acts via the quotient \( B/B_{>0} \cong B_0 \). Then the exact sequence yields a non-split graded \( B \)-extension of \( S_i^{gr} \) by \( S_j^{gr} \), contradicting \((9.2.6)\).

**Proposition 9.2.8.** \( B \) is a Koszul ring.
Proof. Apply \cite[2.1.3]{[BGS]}, using Corollary \cite[9.2.4]{[BGS]} Lemma \cite[9.2.7]{[BGS]} \cite[9.2.6]{[BGS]}.

To conclude the proof of Theorem \cite[4.4.3]{[BGS]} we only have to compute $B'$. The graded $B$-module $B_0$ is semi-simple, and $S^{gr}_i$ occurs in this module with multiplicity $\dim_k(\Hom_{B,Z}(B_0, S^{gr}_i)) = \dim_k(S^{gr}_i) = 1$. Hence

$$(B')^{op} = \bigoplus_n \Ext^n_B(B_0, B_0) \cong \bigoplus_n \Ext^n_{B,Z}(\bigoplus_i S^{gr}_i, \bigoplus_i S^{gr}_i(m)).$$

Then the result follows from Proposition \cite[9.2.5]{[BGS]}

9.3. First consequences of Theorem \cite[4.4.3]{[BGS]}. We return to the setting of statement (i) (see \cite[8.1]{[BGS]}, and choose the lifts $P^{gr}_w$, $P^{gr}(w \cdot 0)$ and $L^{gr}$, $L^{gr}(v \cdot 0)$ as in the statement. Let $v, w \in W^0$, and $i, j \in \mathbb{Z}$. As the functors $\tau_0^B$, $\zeta$ and $\tau_0^B$ are fully faithful, and using \cite[8.1.1]{[BGS]}, we have:

$$\Hom_{D^b\text{Mod}^g_0((\mathfrak{g} \mathfrak{g})_0)}(L^{gr}(v \cdot 0), L^{gr}(w \cdot 0)[i]\langle j \rangle) \cong \Hom_{D\text{Gcoh}^{gr}((\mathfrak{g} \mathfrak{g})_0)}(\kappa_B(\zeta(L^{gr}_v) \otimes \mathcal{O}_{B(1)}(-\rho)), \kappa_B(\zeta(L^{gr}_w) \otimes \mathcal{O}_{B(1)}(-\rho))[i + j]\langle j \rangle)

As the objects $P^{gr}(-)$ are projective, from these isomorphisms we deduce:

**Proposition 9.3.1.** Keep the assumptions of Theorem \cite[4.4.3]{[BGS]}. Let $v, w \in W^0$, and $i, j \in \mathbb{Z}$. We have

$$\Hom_{D^b\text{Mod}^g_0((\mathfrak{g} \mathfrak{g})_0)}(L^{gr}(v \cdot 0), L^{gr}(w \cdot 0)[i]\langle j \rangle) = 0 \text{ unless } i = -j.$$

Using the isomorphisms

$$\bigoplus_{i \geq 0} \Ext^i_{(\mathfrak{g} \mathfrak{g})_0}(L(v \cdot 0), L(w \cdot 0)) \cong \bigoplus_{i, j \in \mathbb{Z}} \Hom_{D^b\text{Mod}^g_0((\mathfrak{g} \mathfrak{g})_0)}(L^{gr}(v \cdot 0), L^{gr}(w \cdot 0)[i]\langle j \rangle),$$

$$\Hom_{(\mathfrak{g} \mathfrak{g})_0}(P(v \cdot 0), P(w \cdot 0)) \cong \bigoplus_{j \in \mathbb{Z}} \Hom_{D^b\text{Mod}^g_0((\mathfrak{g} \mathfrak{g})_0)}(P^{gr}(v \cdot 0), P^{gr}(w \cdot 0)[j])$$

(where we use \cite[3.1.7]{[BMR]} to identify the Ext groups in $\text{Mod}^g_0((\mathfrak{g} \mathfrak{g})_0)$ and in $\text{Mod}^g_0((\mathfrak{g} \mathfrak{g})_0)$), we also deduce the following:

**Proposition 9.3.2.** Keep the assumptions of Theorem \cite[4.4.3]{[BGS]}

(i) Let $v, w \in W^0$. There exists an isomorphism

$$\bigoplus_{i \geq 0} \Ext^i_{(\mathfrak{g} \mathfrak{g})_0}(L(v \cdot 0), L(w \cdot 0)) \cong \Hom_{(\mathfrak{g} \mathfrak{g})_0}(P(\tau_0 v \cdot 0), P(\tau_0 w \cdot 0)).$$

(ii) Let $L := \bigoplus_{w \in W^0} L(w \cdot 0)$ and $P := \bigoplus_{w \in W^0} P(w \cdot 0)$. There exists an algebra isomorphism

$$\bigoplus_{i \geq 0} \Ext^i_{(\mathfrak{g} \mathfrak{g})_0}(L, L) \cong \End_{(\mathfrak{g} \mathfrak{g})_0}(P).$$

Note that (ii) is a modular counterpart of \cite[Theorem 18]{[S1]}. 
9.4. The ring $A_N$. The arguments for this subsection are taken from [BM §5.3.1]. Recall the vector bundle $\mathcal{M}^0$ on the formal neighborhood of $B^{(1)}$ in $\mathfrak{g}^{(1)}$ defined in §3.2. Let $\mathcal{M}_0^0$ be the restriction of $\mathcal{M}^0$ to the formal neighborhood of $B^{(1)}$ in $\tilde{N}^{(1)}$. (This is the splitting bundle involved in the definition of $\xi_{(0)}^B$.) In §6.3 we have endowed $\mathcal{M}^0$, hence also $\mathcal{M}_0^0$, with a $\mathbb{G}_m$-equivariant structure. As the action of $\mathbb{G}_m$ contracts $\tilde{N}^{(1)}$ to the projective variety $B^{(1)}$, there exists a unique $\mathbb{G}_m$-equivariant vector bundle $\mathcal{M}_N$ on $\tilde{N}^{(1)}$, whose restriction to the formal neighborhood of $B^{(1)}$ is $\mathcal{M}_0^0$.

Consider the algebra $A_N := \Gamma(\tilde{N}^{(1)}, \mathcal{O}(\mathcal{M}_N))$. This is a $\mathbb{S}(\mathfrak{g}^{(1)})$-algebra, and it is finitely generated as a $\mathbb{S}(\mathfrak{g}^{(1)})$-module (because the morphism $\tilde{N}^{(1)} \to \mathfrak{g}^{*^{(1)}}$ is proper). For any $\mathbb{S}(\mathfrak{g}^{(1)})$-algebra $A$, we denote by $\text{Mod}^f_0(A)$ the category of finitely generated $A$-modules, on which the image of $\mathfrak{g}^{(1)}$ acts nilpotently. As the algebras $A_N$ and $(\mathcal{U}\mathfrak{g})^0_\lambda$ have the same completion at the central character $0 \in \mathfrak{g}^{*^{(1)}}$, we have an equivalence

(9.4.1) \[ \text{Mod}^f_0(A_N) \cong \text{Mod}^f_0((\mathcal{U}\mathfrak{g})^0). \]

Observe also that $A_N$ has a natural grading, induced by the $\mathbb{G}_m$-equivariant structure on $\mathcal{M}_N$.

9.5. Koszulity of regular blocks of $(\mathcal{U}\mathfrak{g})_0$. One of our main results is the following. It is a modular counterpart of [BGS Theorem 3.9.1].

**Theorem 9.5.1.** Assume $p > h$ is large enough so that Lusztig’s conjecture is true, and let $\lambda \in \mathbb{X}$ be regular.

There exists a Koszul ring $B_\lambda$, which is a $\mathbb{S}(\mathfrak{g}^{(1)})$-algebra, and equivalences

\[ \text{Mod}^f_0(B_\lambda) \cong \text{Mod}^f_0((\mathcal{U}\mathfrak{g})^\lambda), \quad \text{Mod}^f_0((B_\lambda)^\perp) \cong \text{Mod}^f_0((\mathcal{U}\mathfrak{g})_0^\lambda). \]

In particular, the ring $(\mathcal{U}\mathfrak{g})_0^\lambda$ can be endowed with a Koszul grading.

**Remark 9.5.2.** The fact that the category $\text{Mod}^f_0((\mathcal{U}\mathfrak{g})_0^\lambda)$ is equivalent to the category of modules over a Koszul ring was proved in [AJS 18.21]. Their proof relies on the computation of the Poincaré polynomial of $(\mathcal{U}\mathfrak{g})_0^\lambda$. The fact that the dual Koszul ring “controls” the category $\text{Mod}^f_0((\mathcal{U}\mathfrak{g})^\lambda)$ is new.

**Proof of Theorem 9.5.1.** As $C_0$ is a fundamental domain for the action of $W_{aff}$ on regular integral weights, we can assume $\lambda \in C_0$. Then, as the categories $\text{Mod}^f_0((\mathcal{U}\mathfrak{g})_0^\lambda)$ and $\text{Mod}^f_0((\mathcal{U}\mathfrak{g})^\lambda)$ do not depend, up to equivalence, on the choice of $\lambda \in C_0$ (use translation functors), we can assume $\lambda = 0$.

By definition (see §9.3), the algebra $A_N$ can be endowed with a grading; let $A_N^+$ be $A_N$ with this grading. We define the category $\text{Mod}^f_{\text{gr}}(A_N^+)$ as above. Then, as in (9.4.1), we have an equivalence

(9.5.3) \[ \text{Mod}^f_{\text{gr}}(A_N^+) \cong \text{Mod}^f_{\text{gr}}((\mathcal{U}\mathfrak{g})^0). \]
Now, let $A_{\tilde{N}}^-$ be $A_{\tilde{N}}$ with the opposite grading. This is a finite $S(g^{(1)})$-algebra, with $g^{(1)}$ in degree 2. There is an equivalence $\text{Mod}^{gr}(A_{\tilde{N}}^+) \cong \text{Mod}^{gr}(A_{\tilde{N}}^-)$ inverting the grading. Hence, using equivalence (9.5.3) and Proposition 9.3.1, the assumptions of Theorem 9.2.1 are satisfied by $A_{\tilde{N}}^-$. It follows that there exists a Koszul ring $B$, Morita equivalent to $A_{\tilde{N}}^-$. By (9.4.1), the first equivalence of the theorem is satisfied.

Again by Theorem 9.2.1 and equivalence (9.4.1), with the notation of Proposition 9.3.2, we have $(B_{\tilde{N}})^! \cong (\bigoplus_n \text{Ext}_n^{g_0}(L, L))^{op}$. By Proposition 9.3.2(ii), this ring is isomorphic to $(\text{End}_{Ug_0}(P))^{op}$, which is Morita equivalent to $(Ug_0)^0_{\tilde{B}}$. This gives the second equivalence.

Finally, the second assertion of the theorem follows from the second equivalence (and the fact that $B_{\tilde{N}}$ is Koszul), using [AJS, F.3]. □

10. Parabolic analogues: Koszulity of singular blocks of $(Ug)_0$

In this section we extend the results of sections 8, 9 to singular weights.

10.1. Review of some results of [BMR2]. Let $P \subset G$ be a standard parabolic subgroup, $\mathcal{P} := G/P$ the associated flag variety, $\mathfrak{p}$ be the Lie algebra of $P$, $\rho_P$ the half sum of the positive roots of the Levi of $P$, and $N_p := \dim(\mathcal{P})$. Recall the variety $\tilde{g}_P$ introduced in §3.2. Let us also consider $\tilde{N}_P := \tilde{g}_P\cap g^* \times P$.

We have already considered this variety in (7.3.1) in the special case $P = P_\alpha$. Under the isomorphism $g \cong g^* \times P$, $\tilde{g}_P$ identifies with the orthogonal of $\tilde{N}_P$ in $g^* \times P$. Hence we have a Koszul duality (see Theorem 2.3.10):

$$\kappa_P : \text{DG Coh}^{gr}(\tilde{N}_P^{(1)}) \sim \text{DG Coh}^{gr}((\tilde{g}_P \cap \tilde{g}_P \cap \mathcal{P})^{(1)}).$$

Choose $\mu \in X$, on the reflection hyperplanes corresponding to the parabolic $P$, and not on any other reflection hyperplane (for $W_{aff}$). By Theorem 3.4.14 we have an equivalence of categories

$$\tilde{\gamma}_\mu : \text{DG Coh}((\tilde{g}_P \cap \tilde{g}_P \cap \mathcal{P})^{(1)}) \sim \mathcal{D}^{b}\text{Mod}_\mu^{g_0}(Ug_0).$$

Now let $X_\mathcal{P}$ be the sublattice of $X$ consisting of the $\lambda \in X$ such that $\langle \lambda, \alpha^\vee \rangle = 0$ for any root $\alpha$ of the Levi of $P$. For $\lambda \in X_\mathcal{P}$, let $\mathfrak{D}_\mathcal{P}^\lambda := O_P(\lambda) \otimes_{O_P} D_P \otimes_{O_P} O_P(-\lambda)$ be the sheaf of twisted differential operators on $\mathcal{P}$ (as in [BMR2, 1.10]). Let $\lambda \in X_\mathcal{P}$ be regular. We will assume that

$$(10.1.1) \quad R^i \Gamma(\mathfrak{D}_\mathcal{P}^\lambda) = 0$$

for $i > 0$.

Then we define $U^\lambda_\mathcal{P} := \Gamma(\mathfrak{D}_\mathcal{P}^\lambda)$.  

\[\text{This condition is satisfied in particular if } \text{char}(k) \text{ is greater than an explicitly computable bound depending on } G \text{ and } \lambda \text{ (see [BMR2, 1.10.9(ii)].)\]
We denote by $\text{Mod}^\lambda_0(U^\lambda_P)$ the category of finitely generated $U^\lambda_P$-modules on which the central subalgebra $\Gamma(\widetilde{N}^{(1)}_P, C_{\widetilde{N}^{(1)}_P})$ (the image of the center of $D^\lambda_P$) acts with trivial generalized character. By [BMR2, 1.10.4] we have:

**Theorem 10.1.2.** Assume $(10.1.1)$ is satisfied. There exists an equivalence

$$D^b\text{Coh}_{\mathcal{P}(1)}(\widetilde{N}^{(1)}_P) \xrightarrow{\sim} D^b\text{Mod}^\lambda_0(U^\lambda_P).$$

This theorem gives a representation-theoretic interpretation for the category $D^b\text{Coh}^\lambda(\widetilde{N}^{(1)}_P)$. As in Theorem 3.2.2 the equivalence of Theorem 10.1.2 depends on the choice of a splitting bundle. We choose it as in [BMR2, 1.10.3], and denote by $\Upsilon^\lambda_P$ the equivalence associated to $\lambda$. Let us remark that for $\mathcal{P} = \mathcal{B}$ we have $U^\lambda_{\mathcal{B}} = (U\mathfrak{g})^\lambda$, but $\Upsilon^\lambda_\mathcal{B} = \epsilon^\lambda_{\mathcal{B} - \rho}$ (see [BMR2, 1.10.5]), and compare with the proof of Lemma 7.2.2. We deduce (see 3.2):

$$(10.1.3) \quad \Upsilon^\lambda_\mathcal{P}(\mathcal{F}) = \epsilon^\lambda_{\mathcal{P}}(\mathcal{F} \otimes \mathcal{O}_{\mathcal{g}^{(1)}} \mathcal{O}_{\mathcal{g}^{(1)}}(-\rho)).$$

There is a natural morphism of algebras $\phi^\lambda_\mathcal{P} : (U\mathfrak{g})^\lambda \to U^\lambda_{\mathcal{P}}$, induced by the action of $G$ on $\mathcal{P}$ (see [BMR2, 1.10.7]). We denote by $(\phi^\lambda_\mathcal{P})^* : D^b\text{Mod}^\lambda_0(U^\lambda_{\mathcal{P}}) \to D^b\text{Mod}^\lambda_0((U\mathfrak{g})^\lambda)$ the corresponding “restriction” functor. Consider the diagram

$$\begin{array}{ccc}
\widetilde{N} & \xrightarrow{j^P} & \widetilde{N} \times_{\mathcal{P}} \mathcal{B} \\
\downarrow \Upsilon^\lambda_\mathcal{P} \sim & & \downarrow \Upsilon^\lambda_\mathcal{P} \\
D^b\text{Coh}_{\mathcal{P}(1)}(\widetilde{N}^{(1)}_P) & \xrightarrow{(j^P)_* (\rho^P)^*} & D^b\text{Mod}^\lambda_0(U^\lambda_{\mathcal{P}}).
\end{array}$$

where $j_\mathcal{P}$ is the natural embedding, and $\rho_\mathcal{P}$ is induced by the projection $\pi_\mathcal{P} : \mathcal{B} \to \mathcal{P}$. Then by [BMR2, 1.10.7] the following holds:

**Proposition 10.1.4.** The following diagram is commutative:

$$\begin{array}{ccc}
D^b\text{Coh}_{\mathcal{P}(1)}(\widetilde{N}^{(1)}_P) & \xrightarrow{\Upsilon^\lambda_\mathcal{P}} & D^b\text{Mod}^\lambda_0(U^\lambda_{\mathcal{P}}) \\
\downarrow (j^P)_* (\rho^P)^* \sim & & \downarrow (\phi^\lambda_\mathcal{P})^* \\
D^b\text{Coh}_{\mathcal{B}(1)}(\widetilde{N}^{(1)}_P) & \xrightarrow{\Upsilon^\lambda_\mathcal{B}} & D^b\text{Mod}^\lambda_0((U\mathfrak{g})^\lambda).
\end{array}$$

### 10.2. Koszul duality for singular blocks

Choose $\lambda$ and $\mu$ as in (10.1) and assume moreover that $\mu$ is in the closure of the alcove of $\lambda$. Let $y \in W_{\text{aff}}$ be such that $\lambda_0 := y^{-1} \cdot \lambda \in C_0$. Then $\mu_0 := y^{-1} \cdot \mu \in \overline{C_0}$.

In what follows we make the following assumption:

$$\phi^\lambda_\mathcal{P}$$

is surjective.

It follows that if $L$ is a simple $U^\lambda_{\mathcal{P}}$-module then $(\phi^\lambda_\mathcal{P})^* L$ is a simple $(U\mathfrak{g})^\lambda$-module. If $L$ has trivial central character, then $(\phi^\lambda_\mathcal{P})^* L \cong L(w \cdot \lambda_0)$ for a unique $w \in W^0$ (see 4.4). In this case, by definition we set $L = L_{\mathcal{P}}(w \cdot \lambda_0)$. We denote by $I_\lambda$ the set of $w \in W^0$ such that $L_{\mathcal{P}}(w \cdot \lambda_0)$ is defined.

---

22By [BMR2, 1.10.9], this assumption is satisfied if $\text{char}(k)$ is greater than an explicit bound depending on $G$ and $\lambda$ and, moreover, a sufficient condition is given for this to be satisfied in arbitrary characteristic. The latter condition is satisfied if $G = \text{SL}(n, k)$ ([BMR2 5.5] and [Dx or MR]) or if $P = P_\alpha$ for a short simple root $\alpha$ ([BK 5.3]).
Let $W^0_\mu \subset W^0$ be the subset of elements $w$ such that $w \cdot \mu_0$ is in the upper closure of $w \cdot C_0$. As in §14.4, $\text{Mod}^fg_\mu((\mathcal{U}\mathfrak{g})_0)$ is the category of finitely generated modules over the algebra $(\mathcal{U}\mathfrak{g})_0^\mu$ (the block of $(\mathcal{U}\mathfrak{g})_0$ associated to $\mu$). The simple objects are the image of the simple $G$-modules $L(w \cdot \mu_0)$ for $w \in W^0_\mu$. We denote by $P(w \cdot \mu_0)$ the projective cover of $L(w \cdot \mu_0)$.

It is not clear a priori how to determine $I_\lambda$ in general; this will be part of Theorem 10.2.4 below. However, let us remark already that

\[(10.2.2) \# I_\lambda = \# W^0_\mu.\]

Indeed, the left hand side of this equation is the rank of the Grothendieck group $K^0(\text{Mod}^fg_\mu(U_\gamma))$, which is isomorphic, by Theorem 10.1.2, to the Grothendieck group $K^0(\text{Coh}_{\mathcal{P}(1)}(\mathcal{N}_\gamma^{(1)})) \cong K(\mathcal{P})$, while the right hand side is the rank of $K^0(\text{Mod}^fg_\mu((\mathcal{U}\mathfrak{g})_0))$, which is isomorphic to $K^0(\text{Mod}^fg_{(0,\mu)}((\mathcal{U}\mathfrak{g}))$, hence, by Theorem 3.2.2, to $K^0(\text{Coh}_{\mathcal{P}(1)}(\mathcal{B}_\gamma^{(1)})) \cong K(\mathcal{P})$.

As in §6.3, the algebra $(\mathcal{U}\mathfrak{g})_0^{\hat{\mu}}$ can be endowed with a grading, and there exists a fully faithful triangulated functor $\tilde{\gamma}_\mu^P$ commuting with internal shifts such that the following diagram commutes:

$$
\begin{array}{ccc}
\text{DG Coh}^{\text{gr}}((\mathcal{B}_\mathcal{P})^{R_{\mathcal{B}^* \times \mathcal{P}}^{(1)}}) & \xrightarrow{\tilde{\gamma}_\mu^P} & \mathcal{D}^b \text{Mod}^fg_{\mu}^{\text{gr}}((\mathcal{U}\mathfrak{g})_0) \\
\text{DG Coh}((\mathcal{B}_\mathcal{P})^{R_{\mathcal{B}^* \times \mathcal{P}}^{(1)}}) & \xrightarrow{\sim} & \mathcal{D}^b \text{Mod}^fg_{\mu}((\mathcal{U}\mathfrak{g})_0).
\end{array}
$$

One can lift the projective modules $P(w \cdot \mu_0)$ to graded $(\mathcal{U}\mathfrak{g})_0^{\hat{\mu}}$-modules (uniquely, up to a shift; see Theorem 5.6.1). Moreover, we have:

**Lemma 10.2.3.** The functor $\tilde{\gamma}_\mu^P$ is an equivalence. In particular, the lifts of the projective modules $P(w \cdot \mu_0)$ are in the essential image of $\tilde{\gamma}_\mu^P$.

**Proof.** It is enough to prove that the lifts of the simple $(\mathcal{U}\mathfrak{g})_0^{\hat{\mu}}$-modules are in the essential image of $\tilde{\gamma}_\mu^P$. Let $\nu \in y \cdot C_0$, and let $\nu_0 = y^{-1} \cdot \nu$. Consider the translation functor $T^\mu_\nu : \text{Mod}^fg_\nu((\mathcal{U}\mathfrak{g})_0) \to \text{Mod}^fg_\mu((\mathcal{U}\mathfrak{g})_0)$. For $w \in W^0_\mu$ we have $L(w \cdot \mu_0) = T^\mu_\nu L(w \cdot \nu_0)$. Moreover, by Proposition 5.4.3, we have an isomorphism $\tilde{\gamma}_\mu^P \circ R(\pi_{\mathcal{P}})_* \cong T^\mu_\nu \circ \tilde{\gamma}_\nu^B$. Now $R(\pi_{\mathcal{P}})_*$ has a graded version $R(\pi_{\mathcal{P}}, \varepsilon_{\mathcal{m}})_* : \text{DG Coh}^{\text{gr}}((\mathcal{B}_\mathcal{P})^{R_{\mathcal{B}^* \times \mathcal{P}}^{(1)}}) \to \text{DG Coh}^{\text{gr}}((\mathcal{B}_\mathcal{P})^{\mathcal{B}^* \times \mathcal{P}}^{(1)}).

The functor $\tilde{\gamma}_\mu^B$ has a “graded version” $\tilde{\gamma}_\mu^B$ (see §8.3) which, by Remark 6.3.3, is an equivalence of categories. If, for $w \in W^0_\mu$, $\mathcal{M}_w$ is the inverse image under $\tilde{\gamma}_\mu^B$ of a lift of $L(w \cdot \nu_0)$, then $R(\pi_{\mathcal{P}, \varepsilon_{\mathcal{m}}})_* \mathcal{M}_w$ is sent by $\tilde{\gamma}_\mu^P$ to a lift of the simple module $L(w \cdot \mu_0) \in \text{Mod}^fg_\mu((\mathcal{U}\mathfrak{g})_0)$. □

Similarly, as in §7.2, the completion of $U_{\hat{\lambda}}^\mathfrak{g}$ with respect to the trivial central character can be endowed with a $\mathbb{G}_m$-equivariant structure, and there
exists a fully faithful functor \( \tilde{\Upsilon}_P \) commuting with internal shifts such that the following diagram commutes:

\[
\begin{array}{ccc}
D^b\text{Coh}^\text{gm}_{P(1)}(\tilde{\N}_P^{(1)}) & \xrightarrow{\tilde{\Upsilon}_P} & D^b\text{Mod}^\text{fg}_{0\gr}(U_P^\lambda) \\
\downarrow & & \downarrow \\
D^b\text{Coh}_{P(1)}(\tilde{\N}_P^{(1)}) & \xrightarrow{\tilde{\Upsilon}_P} & D^b\text{Mod}^\text{fg}_{0\gr}(U_P^\lambda).
\end{array}
\]

The simple objects in \( \text{Mod}^\text{fg}_{0\gr}(U_P^\lambda) \) are the \( L_P(w \cdot \lambda_0), \) \( w \in I_{\lambda} \). They can be lifted to graded modules. We will prove below that the lifts of the simple modules are in the essential image of \( \tilde{\Upsilon}_P^\lambda \); in particular, this is an equivalence.

Finally, as in \( \S 4.2 \) there exists a fully faithful functor

\[ \zeta_P : D^b\text{Coh}^\text{gm}_{P(1)}(\tilde{\N}_P^{(1)}) \to \text{DG Coh}^\text{gr}(\tilde{\N}_P^{(1)}) \]

with the same properties as \( \zeta \).

The following theorem is a “parabolic analogue” of Theorem \( \S 4.3 \).

**Theorem 10.2.4.** Assume \( p > h \) is large enough so that Lusztig’s conjecture is true.\(^{23}\) Assume moreover that \( \text{(10.1.1)} \) and \( \text{(10.2.1)} \) are satisfied.

(i) We have \( I_{\lambda} = \tau_0W^0_{\mu} \), and the lifts of the simple modules are in the essential image of \( \tilde{\Upsilon}_P^\lambda \).

(ii) There is a unique choice of the lifts\(^ {24} \) \( P^\text{gr}(v \cdot \mu_0) \) \( (v \in W^0_{\mu}), L^\text{gr}_{\mu}(u \cdot \lambda_0) \) \( (u \in I_{\lambda}) \) such that, if \( Q^\text{y,gr}_{\mu}, \) resp. \( L^\text{y,gr}_{\mu} \) is the object of the category \( \text{DG Coh}^\text{gr}(\mathfrak{B}_P \cap \tilde{\mathfrak{g}}^* \times P)^{(1)}), \) resp. \( D^b\text{Coh}^\text{gm}_{P(1)}(\tilde{\N}_P^{(1)}) \), such that \( P^\text{gr}(v \cdot \mu_0) \cong \tilde{\gamma}_P^\mu(Q^\text{y,gr}_{\mu}, \) resp. \( L^\text{gr}_{\mu}(u \cdot \lambda_0) \cong \tilde{\Upsilon}_P^\lambda(L^\text{y,gr}_{\mu,\mu}), \) for all \( w \in W^0_{\mu} \) we have:

\[
(10.2.5) \quad \kappa_P^{-1}Q^\text{y,gr}_{P,w} \cong \zeta_P(L^\text{y,gr}_{P,\tau_0w}) \otimes_{O_P(1)} O_P(1)(2\rho_P - 2\rho) \text{ in } \text{DG Coh}^\text{gr}(\tilde{\N}_P^{(1)}).
\]

**Proof.** We prove (i) and (ii) simultaneously. Choose the objects \( P^\text{y,gr}_{w}, L^\text{y,gr}_{w} \) \( (w \in W^0) \) as in Theorem \( \S 8.5.2 \) (i.e. as in Theorem \( \S 4.3 \) if \( y = 1 \)). Here, to avoid confusion, we change the notation \( P^\text{y,gr}_{w} \) in \( Q^\text{y,gr}_{w} \). As for Theorem \( \S 4.3 \) the unicity statement is easy to prove; we concentrate on the existence.

By Proposition \( \S 4.3.4 \) we have an isomorphism of functors

\[
(10.2.6) \quad T^\mu_\lambda \circ \gamma^P_\mu \cong \tilde{\gamma}^\mu_\lambda \circ L(\tilde{\pi}_P)^*.
\]

By adjunction, and using equation \( \S 8.5.2 \), we have for \( w \in W^0_{\mu},
\]

\[
(10.2.7) \quad T^\mu_\lambda P(w \cdot \mu_0) \cong P(w \cdot \lambda_0).
\]

The functor \( L(\tilde{\pi}_P)^* \) has a natural graded version \( L(\tilde{\pi}_P, \gamma_{\mu})^* \). For \( w \in W^0_{\mu} \), we define \( P^\text{gr}(w \cdot \mu_0) \) as the unique lift of \( P(w \cdot \mu_0) \) such that, if \( Q^\text{y,gr}_{w} \) is the object of \( \text{DG Coh}^\text{gr}(\mathfrak{B}_P \cap \tilde{\mathfrak{g}}^* \times P)^{(1)}), \) such that \( P^\text{gr}(w \cdot \mu_0) \cong \tilde{\gamma}_P^\mu(Q^\text{y,gr}_{P,w}), \)

\[
(10.2.8) \quad Q^\text{y,gr}_{w}(N - N_P) \cong L(\tilde{\pi}_P, \gamma_{\mu})^* Q^\text{y,gr}_{P,w}.
\]

\(^{23}\)See \( \S 4.3 \).

\(^{24}\)A priori, these lifts depend on the choice of \( \lambda, \mu, \) i.e. on \( y \).
Such a lift exists thanks to (10.2.6), (10.2.7) and Lemma 10.2.3.

The morphisms $j_P$, $\rho_P$ induce functors

$$D^b\text{Coh}_{g}^*(\bar{\mathcal{N}}_P^{(1)}) \overset{(j_P, \liminfty_P)^*}{\longrightarrow} D^b\text{Coh}_{g}^{*}(\bar{\mathcal{N}}_P \times \mathcal{P}(B))^{(1)} \overset{(j_P, \liminfty_P)^*}{\longrightarrow} D^b\text{Coh}_{g}^*(\bar{\mathcal{N}}_P^{(1)}).$$

Consider the following factorization of $\tilde{\pi}_P$: $\tilde{\pi}_P \overset{\tilde{\pi}_P, 1}{\longrightarrow} \tilde{\pi}_P \times \mathcal{P}(B) \overset{\tilde{\pi}_P, 2}{\longrightarrow} \tilde{\pi}_P$, where $\tilde{\pi}_P, 2$ is induced by the projection $\pi_P$. These morphisms induce

$$((\bar{\mathcal{N}}_P \times \mathcal{P}(B))^{(1)} \overset{\tilde{\pi}_P, 1}{\longrightarrow} ((\tilde{\pi}_P \times \mathcal{P}(B))^{(1)} \overset{\tilde{\pi}_P, 2}{\longrightarrow} (\tilde{\pi}_P \times \mathcal{P}(B))^{(1)}.$$

Then we have $L(\tilde{\pi}_P, g^m)^* \cong L(\tilde{\pi}_P, 1, g^m)^* \circ L(\tilde{\pi}_P, 2, g^m)^*$. Using this and the results of §2.4 and 2.5 one can identify the Koszul dual (with respect to $\kappa_B$, $\kappa_P$) of $L(\tilde{\pi}_P, g^m)^*$. Namely, by a proof similar to that of Theorem 8.2.1 gives an isomorphism

$$(10.2.9) \quad (\kappa_B)^{-1} \circ L(\tilde{\pi}_P, g^m)^* \circ \kappa_P \cong (R(\hat{j}_P, g^m)_* \circ L(\hat{\rho}_P, g^m)^*) \circ (\omega_{\mathcal{B}(1)}(\rho_P(N-P)[2(N-P)]) \circ (\omega_{\mathcal{B}(1)}(N-P)^{-1})(2(N-P)).$$

where the functors $R(\hat{j}_P, g^m)_*$ and $L(\hat{\rho}_P, g^m)^*$ are defined as in §8.2.4 and 2.5.

Now let $w \in W_\mu$. Consider $\mathcal{F}_w := ((\kappa_P^{-1}Q_{\mathcal{P}, w}) \otimes (\omega_{\mathcal{B}(1)}(2\rho - 2\rho_P)) \otimes (\omega_{\mathcal{B}(1)}(2\rho_P))) \otimes (\omega_{\mathcal{B}(1)}(2(N-P))) \otimes (\omega_{\mathcal{B}(1)}(N-P)).$

Using (10.2.8) and (8.1.1) (or its analogue in §8.5 if $y \neq 1$) we deduce

$$(R(\hat{j}_P, g^m)_* \circ L(\hat{\rho}_P, g^m)^*)(\mathcal{F}_w) \cong (\zeta(\hat{\mathcal{L}}_{\mathcal{N}_P}^{y, gr}(N-P))) \otimes (\omega_{\mathcal{B}(1)}(N-P)).$$

Hence there exists $\mathcal{G}_w \in \mathcal{D}^b\text{Coh}_{\mathcal{P}(1)}^*(\bar{\mathcal{N}}_P^{(1)})$ such that $\mathcal{F}_w \cong \zeta(\mathcal{G}_w)$, and

$$(10.2.10) \quad (j_P, g^m)_*(\rho_P, g^m)^*\mathcal{G}_w \cong \mathcal{L}_{\mathcal{U}_P}^{y, gr}(\mathcal{N}_P^{(1)}) \otimes (\omega_{\mathcal{B}(1)}(N-P)).$$

By (10.2.10), Proposition 10.1.4 and (10.1.3), the image of $\bar{\mathcal{Y}}_P^\mu(\mathcal{G}_w)$ under the composition

$$D^b\text{Mod}_{\mathcal{L}_P}^y(U_\lambda^1) \overset{\mathcal{L}_P^{y, gr}(U_\lambda^1)}{\longrightarrow} D^b\text{Mod}_{\mathcal{L}_P}^y(U_\lambda^1) \overset{(\phi^y_P)^*}{\longrightarrow} D^b\text{Mod}_{\mathcal{L}_P}^y((\mathcal{U}g)^1)$$

is the simple module $\mathcal{L}_{\mathcal{U}_P}^{y, gr}(\mathcal{N}_P^{(1)}) \otimes (\omega_{\mathcal{B}(1)}(N-P))$. Hence $\mathcal{G}_w \in \mathcal{I}_\lambda$, and a lift of $L_{\mathcal{P}}^{y, gr}(\tau_{W_\mu} \cdot \lambda_0)$ is in the essential image of $\bar{\mathcal{Y}}_P^\mu$. If we set $L_{\mathcal{P}}^{y, gr}(\tau_{W_\mu} \cdot \lambda_0) := \bar{\mathcal{Y}}_P^\mu(\mathcal{G}_w)$ and $L_{\mathcal{P}}^{y, gr}(\tau_{W_\mu} := \mathcal{G}_w$, then isomorphism (10.2.5) is true in this case.

In particular, we have proved that $\tau_{W_\mu} \subseteq \mathcal{I}_\lambda$. As these sets have the same cardinality (see (10.2.2)), they must coincide. This finishes the proof. \[\Box\]

10.3. Koszulity of singular blocks of $(\mathcal{U}g)_0$. The following theorem follows from Theorem [10.2.4] as Theorem [9.5.1] follows from Theorem [4.4.3]. It is a modular counterpart of [BGST] Theorem 3.10.2.
Theorem 10.3.1. Let \( \lambda, \mu \) be as in \([10.2]\), and keep the assumptions\(^{25}\) of Theorem \([10.2.4]\). There exists a Koszul ring \( B_\mathcal{P} \), which is a \( \Gamma(\hat{\mathfrak{g}}^1, \mathcal{O}_{\hat{\mathfrak{g}}^1}) \)-algebra, and equivalences of categories
\[
\text{Mod}^\mathfrak{g}_\mu(B_\mathcal{P}) \cong \text{Mod}^\mathfrak{g}_\mu(U_\mathcal{P}^\mathfrak{g}), \quad \text{Mod}^\mathfrak{g}_{\mu}(\mathcal{P}_\mathcal{P})^1 \cong \text{Mod}^\mathfrak{g}_{\mu}(\mathcal{U}_\mathcal{P}^\mathfrak{g} \cap I).
\]
In particular, the ring \((\mathcal{U}_\mathcal{P})^{\mathfrak{g}}_0\) can be endowed with a Koszul grading.

For any \( \nu \in \mathbb{X} \), there exists a standard parabolic subgroup \( P \), a weight \( \mu \in W_{\text{aff}} \cdot \nu \), and a weight \( \lambda \) which satisfy the hypotheses of Theorem 10.3.1 (see \([BMR2, 1.5.2]\)). Hence the ring \((\mathcal{U}_\mathcal{P})^{\mathfrak{g}}_0 = (\mathcal{U}_\mathcal{P})^{\mathfrak{g}}_0\) can be endowed with a Koszul grading for \( p \gg 0 \). As there are finitely many blocks, all the blocks of \((\mathcal{U}_\mathcal{P})_0\) can be endowed with a Koszul grading if \( p \gg 0 \). Finally, by \([AJS, \text{F.4}]\) (the implication we use is trivial) we deduce:

Corollary 10.3.2. For \( p \gg 0 \), \((\mathcal{U}_\mathcal{P})_0\) can be endowed with a Koszul grading.

10.4. Remark on the choice of \( \lambda \). Let \( p > h \). Fix a parabolic subgroup \( P \supset B \), and let \( I \subset \Phi \) be the corresponding simple roots. In \([10.2]\) we have chosen \( \lambda \) such that the closure of its alcove contains a weight \( \mu \) of singularity \( P \), i.e. an integral weight in a facet which is open in \( H_P := \{ \nu \in \mathbb{X} \otimes \mathbb{Z} \mathbb{R} \mid \forall \alpha \in I, \langle \nu + \rho, \alpha^\vee \rangle = 0 \} \). It is not clear a priori that any regular \( \lambda \in \mathbb{X}_P \) satisfies this assumption\(^{26}\). We claim that it is the case, however.

We can assume that \( G \) is quasi simple. Let \( A_0 \) be the fundamental alcove, \( A \) the alcove of \( \lambda \), and let \( w \in W_{\text{aff}} \) such that \( A = w \cdot A_0 \). What we have to check is that \( \overline{A} \cap H_P \) contains an integral weight in an open facet of \( H_P \), or that \( \overline{A} \cap (w^{-1} \cdot H_P) \) contains an integral weight in an open facet of \( w^{-1} \cdot H_P \). Write \( w = t_{\nu}v \), with \( \nu \in \mathbb{X} \) and \( v \in W \). Let \( \lambda_0 := w^{-1} \cdot \lambda \in C_0 \).

If \( \alpha \in I \) we have \( 0 = \langle \lambda, \alpha^\vee \rangle = \langle \lambda_0 + \rho, v^{-1} \alpha^\vee \rangle - 1 + p(\nu, \alpha^\vee) \). By definition of \( C_0 \) we have \( |\langle \lambda_0 + \rho, v^{-1} \alpha^\vee \rangle| < p \). Hence either (i) \( \langle \nu, \alpha^\vee \rangle = 0 \) and \( \langle \lambda_0 + \rho, v^{-1} \alpha^\vee \rangle = 1 \) (in this case \( v^{-1} \alpha \) has to be a simple root), or (ii) \( \langle \nu, \alpha^\vee \rangle = 1 \) and \( \langle \lambda_0 + \rho, v^{-1} \alpha^\vee \rangle = 1 - p \) (in this case \( v^{-1} \alpha \) has to be the opposite of the highest short root). It follows that \( A_0 \cap w^{-1} \cdot H_P \) is the closure of the facet of \( \overline{A_0} \) defined by the simple roots appearing in (i) (if there are any) and the affine simple root (if case (ii) occurs). This facet contains integral weights because it is the image under \( w^{-1} \) of an open facet in \( H_P \). This concludes the proof of the claim.

Hence Theorem 10.3.1 gives a Koszul duality for all algebras \( U_P^A \).
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