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Abstract- Semantic similarity is a metric used to measure extent of similarity of meaning between two concepts. The concepts can be two words, sentences, or paragraphs. It tries to find the distance between two concepts in the semantic space, lesser the distance greater the similarity. Semantic similarity techniques compute similarity between two concepts which are lexicographically different. The methods used to find semantic similarity between two words can be extended to find similarity between sentences, phrases, or paragraphs. Finding semantic similarity between two concepts has many practical applications. It plays increasingly important role in the fields of Natural Language Processing (NLP), Information Retrieval (IR), Text Mining, etc. Text similarity techniques can be effectively employed for tasks such as text summarization [14], text classification [15], redundancy removal, document retrieval [16], question generation, question answering [17], etc. Effectiveness of these tasks can be immensely improved if semantic similarity measures are used to determine text similarity.
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I. INTRODUCTION

Semantic similarity is a metric used to measure extent of similarity of meaning between two concepts. The concepts can be two words, sentences, or paragraphs. It tries to find the distance between two concepts in the semantic space, lesser the distance greater the similarity. Two concepts can be similar in two ways: lexically or semantically. Lexical structure of a word means the sequence of characters that form the word. Two words are lexically similar if they have the same sequence of characters. While semantics deal with meaning of terms. Two terms or concepts are said to be semantically similar if their meaning is similar even if their lexical structure is different (e.g. Synonyms). Semantic similarity techniques compute similarity between two concepts which are lexicographically different. The methods used to find semantic similarity between two words can be extended to find similarity between sentences, phrases, or paragraphs.

Finding semantic similarity between two concepts has many practical applications. It plays increasingly important role in the fields of Natural Language Processing (NLP), Information Retrieval (IR), Text Mining, etc. Text similarity techniques can be effectively employed for tasks such as text summarization [14], text classification [15], redundancy removal, document retrieval [16], question generation, question answering [17], etc. Most common application of semantic similarity measuring techniques can be found in search engines. Basic job of search engines it to search a huge repository of documents based on the search query entered by the user and get the documents relevant to the search term. The relevance models used in search engine such as Boolean models, vector space model, and probabilistic models [1] are majorly based on lexicographical similarity rather than semantic similarity. This greatly affects the relevance factor of retrieved information. The effectiveness of retrieval can be improved using semantic similarity methods during query expansion [2]. Authors Courtney Corley and Rada Mihalcea [8] have evaluated several techniques of semantic similarity calculation and have
observed that accuracy of tasks such as paraphrase recognition increases significantly if semantic information is incorporated in text similarity measures.

The approaches being used to calculate semantic similarity can be classified as corpus-based models and knowledge-based models [3]. Corpus-based models try to determine degree of similarity between two terms based on the information obtained by analyzing a large collection of documents (corpus) whereas knowledge-based models try to find how similar two terms are based on some sort of semantic network like an ontology [4].

II. CORPUS-BASED METHODS

Corpus is a large collection of written material, writings, conversations, and speeches that people use to study and describe a language [5]. There is a huge collection of documents available on the Web that can be used to gather information which will help in determining the degree of semantic relatedness. A large number of corpus-based methods are available, few of which are discussed here.

**Latent Semantic Analysis:** It is one of the earliest methods of semantic similarity calculation proposed by Landauer [6]. It is based on the assumption that words having similar meaning will occur in similar texts. This model analyzes a large piece of text, calculates term frequencies, and creates a matrix where columns represent test samples, rows represent unique terms found in the text, and cells represent term frequencies per test sample. This matrix is subjected to a technique called singular value decomposition (SVD). SVD is a dimensionality reduction technique which reduces number of columns while preserving similarity information in rows. Similarity between two terms is then measured using cosine between vectors thus generated. This model is successful in removing some of the shortcomings such as sparseness and high dimensionality of traditional vector space model.

**Semantic Similarity using Web Search Engines:** This approach proposed by Danushka Bollegala, Yutaka Matsuo, and Mitsuru Ishizuka [7] tries to find co-occurrence value between two words using results of web search. The method uses information such as page count and snippets provided by web search engines for each search. To find similarity between two words P and Q, the method determines page counts for queries P and Q searched separately and also page count for the combined query P AND Q. The method then goes on to find numerous lexico-syntactic patterns of the two query terms and find the frequency of occurrence of these patterns in the snippets returned by the web search engine. The patterns are then ranked according to their ability to express similarity between two words. Similarity scores based on page counts are integrated with lexico-syntactic patterns using support vector machine (SVM) to calculate semantic similarity between given words.

**Similarity Based on Corpus Statistics and Lexical Taxonomy:** Authors Jay J. Jiang and David W. Conrath [12] have proposed a novel approach in which they have combined lexical taxonomy structure with statistical information derived from a corpus. The method is derived from edge-based approach of similarity calculation in which the information gathered from the corpus is used as a deciding factor. The proposed method thus enhances the normal edge-counting method by adding the information content of the node-based methods. The authors have claimed that their proposed model outperforms other computational models.

**Explicit Semantic Analysis:** This is an approach that tries calculates semantic relatedness between two arbitrary texts by augmenting word knowledge with text representation [9]. Meaning of a word is explicitly represented in the form of a weighted vector of concepts derived from Wikipedia which in itself is a huge repository of online articles. The two texts that are to be compared are converted into weighted vectors of concepts by employing machine learning. The vectors thus generated are then compared using some method such as cosine similarity to calculate semantic relatedness between texts.
III. KNOWLEDGE-BASED METHODS

Taxonomies, ontology, semantic nets are forms of knowledge representation used in Information Retrieval (IR). These represent entities, ideas, their properties and relationship between entities often in a hierarchical manner. These knowledge representations are used by many methods to find semantic similarity between two terms. Knowledge-based approach can be further classified as node-based approached and edge-based approaches. Node-based approaches use information content to evaluate similarity while edge-based approaches use conceptual distance.

One of the pioneering works done in this field was a model proposed by Wu and Palmer [10]. A conceptual domain can be represented by a taxonomy where concepts are arranged in a hierarchical manner. The similarity between two concepts represented within the same domain can be calculated as a measure of distance between two concepts as represented in the hierarchical structure. If \( C1 \) and \( C2 \) are two concepts whose similarity is to be calculated and \( C3 \) is their least common subsumer concept then similarity between two concepts is expressed as

\[
Sim_{WP}(C1, C2) = \frac{2 \times N3}{(N1 + N2)}
\]

where \( N1 \) is edge count on the path between \( C1 \) and root, \( N2 \) is edge count on the path between \( C2 \) and root and \( N3 \) is the edge count on the path between \( C3 \) and root node. This is an edge counting based technique which assumes that all edges have equal weights.

In his research Resnik [11] observed that the problem with edge-counting based measures of semantic similarity is that all the edges in the taxonomy do not represent equal semantic distance between the terms that they are connecting. For example, in the WordNet taxonomy there is only one link between \textit{coin} and \textit{dime} and one link between \textit{treasure} and \textit{gold} but meaning of \textit{dime} is more closely related with \textit{coin} than meaning of \textit{gold} with \textit{treasure}. Resnik has observed in his paper that finding semantic similarity between two words is essentially finding the extent to which they share information in common. This can be done by finding the least subsumer. As we move up the hierarchy in the taxonomy we move from more specific concepts to more abstract concepts. So, we can safely assume that the lesser the distance between two concepts and their common subsumer, greater the semantic similarity between them. Thus, Resnik has proposed to quantify the information content shared by two concepts in order to measure similarity between them. More the shared information content, more similar the concepts are. Information content shared by two concepts is the information content of the concept that subsumes them. Taking the basis of information theory, the model calculates semantic similarity between concepts \( c1 \) and \( c2 \) using following formula

\[
Sim(c1, c2) = MAX_{c \in S(c1, c2)}[-\log p(c)]
\]

where \( S(c1, c2) \) is the set of concepts that subsume both \( c1 \) and \( c2 \) and \(-\log p(c)\) is quantified information content of concept \( c \). This approach has proven to give better results as compared to earlier edge counting methods which are very close to results obtained by human judgment.

Rada et. al. have proposed a method based on the conceptual distances between terms measured using a taxonomy defining these terms [13]. Based on the assumption that shorter the distance between two nodes in taxonomy, greater will be semantic similarity between those nodes, the approach tries to find the shortest path between the two terms in the given taxonomy. Similarity between two terms is then calculated using following formula:

\[
Sim(c1, c2) = 2\times MAX - L
\]

where \( MAX \) is the maximum path length between nodes \( c1 \) and \( c2 \) in the given hierarchy and \( L \) is the length of the shortest path between these nodes. This method enjoys the advantage of having low complexity while calculating the distance.
IV. CONCLUSION

Assessing semantic similarity has been a crucial component in many applications of Natural Language Processing, Information Retrieval, and Artificial Intelligence. This paper has reviewed methods of semantic similarity from both corpus-based as well as knowledge-based classes. Incorporating semantic similarity measures in retrieval methods give exceedingly better results as compared to results based on plain lexicographic matching. Still, a similarity matching technique which goes closer to human perception of similarity is yet to be invented and that remains as a challenge in this field.
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