The Effects of Calibration on the Bias of Shear Measurements

Citation for published version:
Gillis, B & Taylor, A 2018, 'The Effects of Calibration on the Bias of Shear Measurements', Monthly Notices of the Royal Astronomical Society.

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Peer reviewed version

Published In:
Monthly Notices of the Royal Astronomical Society

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer content complies with UK legislation. If you believe that the public display of this file breaches copyright please contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
The Effects of Calibration on the Bias of Shear Measurements

Bryan R. Gillis, A.N. Taylor

School of Physics and Astronomy, University of Edinburgh, Royal Observatory Edinburgh, Edinburgh, EH9 3HJ, United Kingdom.

13 Sep 2018

ABSTRACT

Forthcoming large-scale surveys will soon attempt to measure cosmic shear to an unprecedented level of accuracy, requiring a similarly high level of accuracy in the shear measurements of galaxies. Factors such as pixelisation, imperfect point-spread function (PSF) correction, and pixel noise can all directly or indirectly lead to biases in shear measurements, and so it can be necessary for shear measurement methods to be calibrated against internal, external, or simulated data to minimize bias. It is thus important to understand the nature of this calibration. In this paper, we show that a typical calibration procedure will on average leave no residual additive bias, but will leave a residual multiplicative bias. Additionally, the errors on the post-calibration bias parameters will be changed, and on average increased, from the errors on the pre-calibration measurements of these parameters, resulting in a trade-off between the expected value of the post-calibration multiplicative bias and its scatter. We show that it is important to consider the initial multiplicative bias component, as larger absolute values of it will result in more difficulty in calibration.
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1 INTRODUCTION

Cosmic shear measurements have the potential to aid in constraining the dark energy equation of state through its sensitivity to the geometry of the universe and the growth of structure throughout its history (Albrecht et al. 2006; Taylor et al. 2007; Amendola et al. 2013). While its sensitivity to structure shows a large degeneracy between Ω_m and σ_8, this degeneracy is orthogonal to that from cosmic microwave background (“CMB”) measurements (eg. Heymans et al. 2013), allowing the degeneracies to be broken through the combination of the two methodologies. This helps place tighter constraints on the allowable values for these parameters, indirectly tightening the constraints on other cosmological parameters as well.

Cosmic shear is measured from the coherent alignment of galaxies due to gravitational lensing distortion and how this relates to their relative positions and redshifts (Gunn 1967; Bacon et al. 2000; Kaiser et al. 2000; Van Waerbeke et al. 2000; Wittman et al. 2000). The distortion in galaxy shapes due to cosmic shear is ≤ 1 per cent, and measurements of it are intrinsically noisy due to the unlensed shapes of galaxies, sky background noise, and Poisson pixel noise. They also face difficulty due to smearing of the image from the telescope’s point-spread function, pixelisation, the presence of blended objects, and irregular galaxies in the dataset, among other factors. The wealth of data available means that a large statistical error on the shear measurements of individual galaxies is acceptable, as this can be reduced through the large number of galaxy images.

It is not, however, possible to remove a bias in shear measurements through simply gathering a large amount of data. As weak lensing surveys get larger and the statistical error on shear measurements is minimized, the effects of measurement bias will begin to dominate the measured values, and this bias can carry through to affect the estimates of cosmological parameters (Huterer et al. 2006; Amara & Réfrégier 2008; Kitching et al. 2008; Massey et al. 2013; Taylor & Kitching 2016). It thus becomes necessary to either develop shear measurement methods with minimal bias or to measure and correct for the biases of methods. In either case, it is necessary to test the method against a large set of calibration data, either to demonstrate that the method is unbiased at a certain threshold or to accurately determine the bias so that it can be corrected. In either case, we must consider what the bias distribution will be after a correction or with no correction.

The typical amount of bias varies greatly depending on
the shear-estimation method used and the circumstances of its use (e.g. ground-based versus space-based observations, high-signal-to-noise galaxies versus low-signal-to-noise galaxies, etc.). For instance, the third Gravitational Lensing Accuracy Testing challenge ("GREAT3" Mandelbaum et al. 2015) found, through testing against simulations with known shears, that one implementation of the Kaiser-Squires-Broadhurst ("KS3" Kaiser et al. 1995) method (which is still commonly used due to its speed) has additive bias of order $6 \times 10^{-4}$ and multiplicative bias of order $3 \times 10^{-2}$ for ground-based data, but this bias increases by an order of magnitude for space-based data. More modern methods such as Bayesian Fourier Domain ("BFD" Bernstein & Arnstrom 2014; Bernstein et al. 2016) and Metacalibration (Sheldon & Huff 2017) claim lower or even zero bias intrinsic to the methods, but can still manifest multiplicative bias at the per-cent level due to external factors such as object selection and crowding (see e.g. Jarvis et al. 2016; Fenech Conti et al. 2017). We thus decide in this paper to investigate the calibration of multiplicative biases ranging from 1 to 20 per cent.

Since it is only recently and in the near future that lensing data of sufficient volume will be available to require precise calibration, there is not yet consensus on the best way to do this. favouring the calibration approach, Hoekstra et al. (2017) argues that "a known bias can be incorporated as part of an empirical calibration step, thus reducing the 'effective' residual bias," but does not detail how this calibration step would be performed. In analysing the lensing measurements from the Canada-France-Hawaii Telescope Lensing Survey ("CFHTLenS" Erben et al. 2013), Miller et al. (2013) used a forward-modelling approach where the measured bias is used in a correction term for the two-point shear correlation function. For the Kilo-Degree Survey ("KiDS" Fenech Conti et al. 2017; Hildebrandt et al. 2017), the bias is calculated for bins of size and luminosity, and then corrected at the catalogue level for each galaxy in each bin. It is this final approach that we analyse in this paper, looking at various methods in which the residual bias can be reduced.

As shear-measurement algorithms can be slow, sometimes requiring seconds per galaxy on average for model-fitting methods, practical limitations will exist on the possible size of a calibration dataset. This will limit the accuracy of the bias measurements, and thus any correction based on these measurements will likely have some residual bias. It is important to properly calculate the expected value and scatter of this residual bias, so that this source of uncertainty can be properly propagated through to the uncertainties on the measured cosmological parameters. This propagation was investigated in Taylor & Kitching (2016), where the authors assumed that there would be no residual bias on average after calibration. In this paper, we test that assumption, and we calculate the expected scatter in the residual bias after calibration and look into the trade-off between minimizing the expected value of the residual bias and the increase in its scatter due to calibration. We also look into how we can determine an unbiased estimate of the mean residual bias using only measured values, and we show calculations for how large a calibration dataset must be to achieve a desired maximum bias.

Fenech Conti et al. (2017) calibrated using a simulation with $\sim 10^5$ galaxies, applying shape-noise cancellation to achieve the equivalent statistical power of using $\sim 10^6$ galaxies, which they split into $\sim 200$ bins of size and signal-to-noise, resulting in the effective statistical power of $\sim 5 \times 10^5$ galaxies per bin. For this paper, we thus choose to look at the statistics that result from using a simulation of $10^6$ galaxies to approximately this statistical power. We also choose to test with a simulation size of $10^4$ to help demonstrate how certain statistics scale with the simulation size. We present here a simple scenario in which no weighting is applied to galaxies and the bias correction is applied on a per-pixel basis.

In Section 2 of this paper, we present our calculations of the expected distribution of residual bias after calibration. In Section 3, we present an illustration of how bias distributions are changed as a result of calibration and discuss how it depends on the initial bias. In Section 4, we calculate projects for the expected residual bias distributions after calibration, depending on the design and size of the calibration dataset, and we calculate the needed size of the dataset to reduce the typical bias below desired thresholds. Finally, we conclude in Section 6.

2 BIAS CORRECTION

2.1 Assumptions

In order to simplify the calculations in this paper, we make a few assumptions about the nature of the calibration problem, which can be loosened in future work:

(i) The error on shear measurements can be represented as a Gaussian deviate.

(ii) The domains for the bias parameters and the shear variables span all real numbers.

(iii) The two components of the shear polar can be treated independently.

The assumption of a uniform prior can be loosened if the priors take the forms of Gaussian probability distributions, as this will only affect the measured bias parameters and their errors in our calculations. In general, our calculations are actually not strongly dependent on the assumption of Gaussianity, with the notable exceptions of the higher-order terms in Equation (16), Equation (18), and Equation (19).

While the assumption of infinite domain is not true for standard ellipticity and shear parametrisations, which are constrained to the unit circle, measurements of these values are often allowed infinite domain in order to avoid truncating the error distribution, and so this assumption is not unreasonable.

In this paper, we choose to express shear measurements as the reduced shear $g = \gamma/(1 - \kappa)$, where $\gamma$ is the shear and $\kappa$ is the magnification, although the calculations here remain valid for other parametrisations, as long as the bias takes the same form.

We make the assumption that the two components of the shear polar can be treated independently. This is not necessarily going to be the case for all shear-measurement algorithms, but a full treatment of this possibility is beyond the scope of this paper. Throughout the remainder of the paper, we consider only a single component of shear, and assume that our results can be applied to both components independently.
2.2 Approaches to Calibration

In this section we discuss approaches to calibration from a frequentist perspective. For a Bayesian analysis, see Section 5.2.

Let us define \( \hat{x} \) as the measured value of any quantity \( x \), \( \sigma[x] \) as the uncertainty in the measured value of \( x \), and \( \delta_x \) as a single random realisation of a Gaussian random variable with zero mean and standard deviation \( \sigma[x] \).

For a measurement \( \hat{g} \) of reduced shear \( g \), we express its bias in terms of additive and multiplicative components \( m \) and \( c \). It is thus related to the actual value of \( g \) through

\[
\hat{g} = (1 + m)g + c + \delta_g,
\]

where \( \delta_g \) is the bias-free random offset of an individual measurement. This can be rearranged as

\[
g = \frac{\hat{g} - c - \delta_g}{1 + m}.
\]

In reality, we do not know the actual values of \( m \) and \( c \). Rather, we have measured values \( \hat{m} \) and \( \hat{c} \), which are related to \( m \) and \( c \) through

\[
\hat{m} = m + \delta_m \quad \text{and} \quad \hat{c} = c + \delta_c.
\]

The intuitive first-order corrected estimate for \( g \) would be

\[
\hat{g}^\prime = \frac{\hat{g} - \hat{c}}{1 + \hat{m}}.
\]

This is the form of the correction applied by Fenech Conti et al. (2017). However, this estimate has the problem that it involves dividing by a noisy value, which results in a non-Gaussian distribution and formally divergent variance, making it difficult to analyse. If the probability that \( 1 + \hat{m} \) will approach zero is negligible though, the distribution of \( 1/(1 + \hat{m}) \) can be approximated through e.g. a Taylor expansion. This shows that if \( \hat{m} \) is unbiased (as is the case resulting from a simple linear regression model), then \( 1/(1 + \hat{m}) \) will be biased high proportional to \( \sigma^2[m] \) at lower order. This leaves us with the scenario where we know that this correction is biased, but it has statistics which make it difficult to analyse in-depth, and so it is worth looking for alternatives which might be more tractable.

Since the problem with \( \hat{g}^\prime \) is that it involves dividing by \( 1/(1 + \hat{m}) \), this could be avoided if it were possible to instead determine an unbiased estimator for \( 1/(1 + m) \). The intuitive method to do this would be performing a linear regression of Equation (2) and using the slope of this regression, but unfortunately this does not work. The reason for this is that a linear regression only gives an unbiased estimate of the slope if there are only errors in the values of the dependent variable. In the case of shear measurement, the input shear \( g \) can be known exactly in simulations, but there will inevitably be errors in the measured values \( \hat{g} \), which allows us to only obtained an unbiased estimate of the slope of \( \hat{g} \) versus \( g \), and not vice-versa. This issue is discussed further in Section 5.1.

Given that Equation (4) requires the use of approximations to analyse its behaviour, an alternative approach is to instead use these approximations in the correction itself. That is, use a correction which includes the first few terms of the Taylor expansion of Equation (4):

\[
\hat{g}^\prime = (\hat{g} - \hat{c}) \left(1 - \\hat{m} + \hat{m}^2 \right).
\]

This correction will be slightly more biased than Equation (4), but it has the significant benefits that, since it doesn’t involve any division, its statistics are significantly more well-behaved: Its variance is formally finite, and its expected value can be calculated without any assumption of Gaussianity. The biggest drawback to this correction is that its bias will have an \( m^3 \) term which cannot be reduced through a larger sample size, but if this an issue, a similar, less-biased correction can be generated either through using more terms of the series expansion or through iteration.

For this paper, we analyse the statistics of the bias correction in Equation (5), since it is much more well-behaved than Equation (4) and the benefits of being able to better understand the statistics of the correction outweigh the drawback of the slightly increased bias.

2.3 Calibration Statistics

We wish to determine the expected bias and uncertainty in bias of \( \hat{g}' \). Let us start by replacing \( \hat{m} \) and \( \hat{c} \) in Equation (5) with \( m + \delta_m \) and \( c + \delta_c \), giving us

\[
\hat{g}' = (\hat{g} - (c + \delta_c))(1 - (m + \delta_m) + (m + \delta_m)^2).
\]

Substituting \( \hat{g} = (1 + m)g + c + \delta_g \) into this and expanding, we get

\[
\hat{g}' = (1 - \delta_m + m\delta_m + \delta_m^2 + m^3 + 2m^2\delta_m + m\delta_m^2)g
\]

\[
+ (\delta_g - \delta_c)(1 - m - \delta_m + m^2 + 2m\delta_m + \delta_m^2).
\]

We make the assumption that \( \delta_g, \delta_c, \text{ and } \delta_m \text{ are independent} \). We can then use the properties

\[
\langle \delta_g \rangle = \langle \delta_c \rangle = \langle \delta_m \rangle = 0, \text{ and}
\]

\[
\langle \delta_m^2 \rangle = \sigma^2[m]
\]

to find the expectation

\[
\langle \hat{g}' \rangle = (1 + \sigma^2[m] + m\sigma^2[m] + m^3 \rangle g.
\]

An expanded calculation of this can be found in Appendix A.

This means that we expect \( \hat{g}' \) to have an expected multiplicative bias of \( (1 + \sigma^2[m] + m\sigma^2[m] + m^3 \rangle \) and no expected additive bias. We can express this result as:

\[
\langle m' \rangle = \sigma^2[m](1 + m) + m^3, \quad \langle c' \rangle = 0.
\]

This result shows that the residual bias has both a component which scales with \( \sigma^2[m] \), which comes from the accuracy to which \( m \) is measured, and a component which scales as \( m^3 \). This latter component is due to the fact that we used only a 2nd-order expansion of \( g \) in Equation (5); if we had used a higher-order expansion, the remaining term here would have a correspondingly higher power, but it would also introduce more terms which scale with \( \sigma^2[m] \) multiplied by some power of \( m \). For instance, if we had instead expanded to the fourth power in \( m \), the bias would instead be:

\[
\langle m^* \rangle = \sigma^2[m](1 - 2m - 3m^2 - m^3).
\]

1 This is reasonable if we assume that \( m \) and \( c \) are estimated using a simple linear regression on simulated data where the mean applied shear is zero, but may not be the case universally.
To do this, we start by calculating its variance. If we express with innately large $m$, we eliminate some dependence on $m$, meaning that methods with innately large $m$ will be more difficult to calibrate.

We must also consider the uncertainty in the bias of $\hat{g}'$. To do this, we start by calculating its variance. If we express $\hat{g}'$ as

$$\hat{g}' = (1 + m')g + c' + \delta'_g,$$

then the variance of this is

$$\sigma^2[\hat{g}'] = \sigma^2[m']g^2 + \sigma^2[c'] + \sigma^2[\delta'_g].$$

We can therefore determine $\sigma^2[m']$, $\sigma^2[c']$, and $\sigma^2[\delta'_g]$ by calculating the variance of our expression for $\hat{g}'$ given above. As before, using our definitions of $\delta_g$, $\delta_c$, and $\delta_m$ as realisations of Gaussian random distributions, we have

$$\sigma^2[\delta_g] = \sigma^2[g],$$

$$\sigma^2[\delta_c] = \sigma^2[c],$$

$$\sigma^2[\delta_m] = \sigma^2[m],$$

and we can use the property of Gaussian distributions that

$$\sigma^2[a\delta_m + b\delta'_m] = a^2\sigma^2[m] + 2ab\sigma^2[\delta_m]$$

(15)

To lowest order, these are

$$\sigma^2[m'] \approx \sigma^2[m](1 - 2m - 3m^2 + 2\sigma^2[m]),$$

$$\sigma^2[c'] \approx \sigma^2[c](1 - 2m + 3m^2 + 3\sigma^2[m]),$$

$$\sigma^2[\delta'_g] \approx \sigma^2[\delta_g](1 - 2m + 3m^2 + 3\sigma^2[m]).$$

The full versions of these can be found in Appendix A. Note that due to the higher-order terms in $\delta_m$ in the above calculation, the resulting distributions for $m'$ and $c'$ will not be Gaussian. For low $\sigma [m]$, this will be a small deviation, however, and may be negligible.

If the expected multiplicative bias is dominated by the $\sigma^2[m]$ term, then we can see that this correction will have reduced the known bias component to be of comparable magnitude to the unknown component, and further corrections will therefore give negligible benefit, as the standard deviation of the unknown bias components will remain dominant. If the $m^3$ term in the bias is dominant, however, further correction may be necessary. To eliminate all known terms of the bias, we can use the correction

$$\hat{g}'' = \hat{g}' (1 - \sigma^2[m] + 2\delta_m^2[m] - m^3).$$

(17)

This second-order correction will then have a known bias of

$$\langle m'' \rangle \approx \sigma^2[m]\left[\sigma^2[m] + 3m^2\right] - m^6.$$

(18)

The full version of this can be found in Appendix A. Note that this calculation relies more heavily on the assumption of Gaussianity in $\delta_m$, since it requires the assumption that $\langle \delta_m^2 \rangle = 2\sigma^4[m]$, which is only guaranteed for Gaussian distributions.

The variance on $m''$ will be to lowest order

$$\sigma^2[m''] \approx \sigma^2[m](1 - 2m + 3m^2 + 2\sigma^2[m]).$$

(19)

The notable change here is that the $3m^2$ term is now positive, and this variance will be consistently higher than the variance on $m'$. It also has many more higher-order terms not shown here, many of which depend heavily on the assumption of Gaussianity. This means that there is a trade-off in choosing the order of calibration. A higher-order calibration will decrease the known component of the bias, but at the expense of increasing the variance in the unknown component and the sensitivity to non-Gaussianity. The calibration order should thus be determined based on a balance of these factors, taking into account the expected pre-calibration $m$ of the method being calibrated.

3 SIMULATED BIAS CORRECTION

The effects of calibration on the bias parameters can be illustrated through performing a calibration of mock data with known biases. We start by generating multiple sets of mock data with the following representative parameters: $\sigma [g] = 0.25$, which represents the typical per-galaxy measurement error, including the effects of shape noise; $\sigma_s = 0.03$, which represents the Gaussian scatter in intrinsic shear; $n = 10^4$, $10^6$ mock shears in each datasets; $m = -0.2$, $-0.1$, $-0.01$, 0, 0.01, 0.1, 0.2; $c = -0.1, 0, 0.1$. We generate separate datasets for all combinations of $n$, $m$, and $c$, all using the same random seeding.

We generate multiple realisations for each dataset, and for each realisation we perform a linear regression to determine the measured $\hat{m}$ and $\hat{c}$ values and their errors. The realisation is then corrected using either our first- or second-order correction with these values. We then perform a second linear regression to determine the known components of the residual bias parameters. We also apply a bias correction using the measured $\hat{m}$ and $\hat{c}$ values to a set of noise-free data (where $\sigma [g]$ is identically zero), and perform a linear regression on this corrected dataset as well. This gives us the actual $m$ and $c$ values after correction.

We illustrate our results in Fig. 1 and Fig. 2, showing the post-calibration $m$ biases versus the measure pre-calibration values for the first-order correction (left panels) and the second-order correction (right panels), along with the post-calibration values of $m$ predicted by Equation (10) and Equation (A3). Fig. 1 shows the results when using calibration sets of $10^4$ mock shear values, and Fig. 2 shows the results for $10^6$ mock shear values. The values plotted in these figures are detailed in Appendix B.

As we find that $c$ is corrected perfectly on average even in the case of the smaller calibration set with a first-order correction, and the scatter in actual $c$ values after bias correction is identical to the scatter in measured $c$ values prior to correction, we do not show it in these plots.

Consistent with our predictions, the first-order correction for $m$ brings the mean residual bias closer to zero, but doesn’t correct it perfectly. The mean distance from zero is, however, much smaller than the scatter. The second-order correction is superior at this, but still not perfect. The scatters in both corrections are consistent with our predicted scaling with $m$, and we see that the scatters of post-correction biases increase when the second-order correction is applied.

Notably, when dealing with cases of sub-per-cent pre-calibration biases, we observe that the calibration procedure can actually do more harm than good if the size of the cali-
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Figure 1. An illustration in the effects of calibration on the $m$ bias parameter, using multiple realisations of datasets of $10^4$ mock shear values. The horizontal axes show the measured pre-calibration values, and the vertical axes show the post-calibration values for a first-order correction ($m'$, left panel), and a second-order correction ($m''$, right panel). The markers are placed at the mean value over all test runs, and the errorbars indicate the expected 1σ scatter of $m$ for a simulation of this size.

Figure 2. As Fig. 1, except with $10^6$ mock shear values in each dataset. Note that the vertical axis here, corresponding to post-calibration $m$ values, is at one-tenth the scale of that in Fig. 1.

As the increase in the scatter of the residual $m$ bias for the second-order correction is of comparable magnitude to the change in the expected post-correction value, it is worth considering if this correction is overall beneficial. To make this judgment, we require some manner of quantifying the bias set too small. The $N = 10^6$ size calibration set we use here results in the scatter of post-calibration $m$ values being of order 1 per-cent, which implies that if a shear estimation already has a bias of this order or less, calibration with this size of a dataset is likely to result in a stronger bias than if no calibration had been performed. This effect can be mitigated through the use of a larger calibration set, but there will always exist a bias threshold below which calibration will be counter-productive. One might thus consider only calibrating if the bias is measured to be above a certain threshold; we discuss this possibility in Section 5.3.

Fig. 3 shows the change in the scatter of the bias parameters for the first- and second-order corrections, along with our predictions for the scatter after the first-order correction, as given in Equation (16). This shows that the changes in scatter for the first-order correction are consistent with our predictions, and we can also see that the second-order correction increases the scatter on the residual $m$ bias, as expected.

Fig. 4 shows the dependence of the residual $m$ and its scatter on the initial $m$, from our calculations in Equation (10) as well as the results of the simulations. This shows that there is indeed a moderate dependence, with larger $m$ values corresponding to more positive (and generally larger) residual $m$ biases after the first-order correction, as well as corresponding to smaller scatters on this residual bias. There is very good agreement between our predictions and the results of the simulations for both the residual $m$ and its scatter.
Here since there’s no observable deviation from a linear relationship in this regime.

... purpose of this calibration, but one reasonable choice is to use the root-mean-square distances of the post-calibration expected value and its scatter. This may vary depending on the... the quality of a calibration, taking into account the expected value and its scatter. This may vary depending on the purpose of this calibration, but one reasonable choice is to use the root-mean-square distances of the post-calibration $m$ and $c$ values from zero:

$$d_m = \sqrt{(m)^2 + \sigma^2 [m]},$$  \hspace{1cm} (20)$$ $$d_c = \sqrt{(c)^2 + \sigma^2 [c]}.$$

These can be combined into an overall distance parameter $d$ by scaling these distances by the target values of $m$ and $c$, which will vary by application:

$$d = \sqrt{\left(\frac{d_m}{m_t}\right)^2 + \left(\frac{d_c}{c_t}\right)^2}. \hspace{1cm} (21)$$

For this paper, we will use the target values used by the Euclid mission (Laureijs et al. 2011):

$$m_t = 2 \times 10^{-3},$$  \hspace{1cm} $c_t = 5 \times 10^{-5}.$$

A value of $d < 1$ will thus indicate that the root-mean-square $m$ and $c$ are both less than their target values, and $(m,c)$...
lies within the ellipse centred at (0, 0) with axes lengths $m_i$ and $c_i$.

We show the values of this quality parameter for both sizes of datasets and both calibration orders in Fig. 5. This shows that the first-order calibration is highly beneficial except in the $m = 0, c = 0$ scenario. The second-order correction provides no advantage over the first-order correction in the $|m| \leq 0.1$ scenarios, but does provide a significant benefit with the larger simulation size when $m = -0.2$ or 0.2. This implies that the optimal correction will depend on the initial $m$, with larger $m$ requiring a higher-order calibration method.

The case of $m = 0, c = 0$ requires some discussion, since it appears that calibration is counter-productive in this case. This is a true: If a shear estimation method is perfectly unbiased, any attempt to calibrate it can only do nothing or induce bias. However, one can only know that a method is perfectly unbiased through measuring the bias, and this measurement can then be used to correct for it. One might consider not applying a calibration if the measured bias is sufficiently low, however. We discuss this option in Section 5.3.

4 PREDICTIONS

Let us estimate what the magnitude of the residual biases will be for a calibration set of a given size. We will first assume that the noise in shear measurements is independent of the shear, with the shear-measurement algorithm providing a noise-free but biased estimate of the shape, and that the measurement noise is normally-distributed. We will also assume that the shear values used in the calibration set are normally distributed with standard deviation $\sigma_g$, and that the shear is small enough that shear values can be added linearly. For example, a given galaxy will be first assigned a shear $g_i$ and measurement noise $\delta_{g,i}$. The measured shape will then be $\hat{g}_i = (1 + m_i)g_i + c + \delta_{g,i}$.

We will only make predictions using a first-order calibration here, but the same logic and similar calculations can be used for higher-order calibrations.

The bias components can be measured through a linear regression of the measured shapes against the input shears. Since we are assuming that the measurement error is the same for all galaxies, this can be done through a standard least-squares regression. In this case, the standard errors on the measured $m$ and $c$ will be

$$\sigma[m] = \sqrt{\frac{\pi^2}{n^2} \sum_{i=1}^{n} \delta_{g,i}^2 (g_{s,i} - g_{s,i})^2},$$

$$\sigma[c] = \sigma[\hat{m}] = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} g_{s,i}^2,$$

where $\delta_i = g_{s,i} - [(1 + \hat{m})g_i + c]$ is the deviate from the best fit and $n$ is the number of galaxies in the calibration set. In the large-$n$ limit, this converges to:

$$\sigma[m] = \frac{1}{\sqrt{n}} \frac{\sigma[g]}{\sigma_g},$$

$$\sigma[c] = \frac{\sigma[g]}{\sqrt{n}}.$$

If the correction proposed here is applied, the mean residual biases can be calculated from Equation (10) to be

$$\langle m' \rangle = \frac{1}{n} \frac{\sigma[g]}{\sigma_g} (1 + m + m^3),$$

$$\langle c' \rangle = 0,$$

and the new errors can be estimated from Equation (16):

$$\sigma[m'] \approx \frac{1}{\sqrt{n}} \frac{\sigma[g]}{\sigma_g} |1 - m|$$

$$\sigma[c'] \approx \frac{\sigma[g]}{\sqrt{n}} |1 - m|.$$
be:

\[ d_{m'} = \sqrt{3\sigma^4 [m] (1 + 2m + m^2)} + \sigma^2 [m](1 - 2m - 3m^2 + 5m^3 + 5m^4) + m^6 \].

Using Equation (23), we can then express this as:

\[ d_{m'} = \sqrt{\frac{3}{n^2} \frac{\sigma^4 [g]}{\sigma_g^4} (1 + 2m + m^2)} + \frac{1}{n} \frac{\sigma^2 [g]}{\sigma_g^2} (1 - 2m - 3m^2 + 5m^3 + 5m^4) + m^6. \]

To project the needed number of simulations, we set \( d_{m'} = m_t \) and solve for \( n \) to get

\[ n = \frac{\sigma^2 [g]}{\sigma_g^2} \frac{1}{m_t^2 - m^6} \left( 1 - 2m - 3m^2 + O(m^4) \right) \] (31)

This relationship can be seen in Fig. 6. Note that this gives \( n \) for a best-case scenario, where the calibration dataset is expected to be identical to the dataset on which a measurement will be made. This is not likely to be the case in practice, and handling this fact will result in the required number of simulations increasing proportional to the number of bins \( n_b \) required to represent the full range of possible complicating parameters. This will likely be at least of order 10, and possibly much higher.

As it is impossible to know \( m \) before performing running a simulation, \( n \) must be estimated based on the expected worst-case scenario, which will come from the most negative value of \( m \) which is reasonably expected to occur. For a value of \( m = -0.1 \) and using the other simulation parameters defined in Section 3, this gives \( n = 2.7 \times 10^7 n_b \), and for a value of \( m = -0.01 \), this gives \( n = 1.8 \times 10^7 n_b \).

Using the fiducial values for our simulations and the assumption that \(|m| < 0.1\), we can express the scaling of \( n \) from Equation (31) as

\[ n \approx 2.7 \times 10^7 n_b \left( \frac{2 \times 10^-3 \sigma [g]}{m_t} \frac{0.03}{0.25 \sigma_g} \right)^2 \]. (32)

For instance, a simulation with \( \sigma [g] = 0.01 \) instead of the 0.03 used here will require approximately 9 times as many galaxies, for a size of \( n \approx 2.4 \times 10^6 n_b \).

Note that Equation (31) breaks down if \(|m^3| \geq m_t \). This is because the first-order calibration has an expected residual multiplicative bias with an \( m^3 \) term which does not scale with \( n \). If it is expected that \( m \) might be this large, then the second- (or even higher) order calibration will be necessary. Although this has the drawback of increasing the scatter on the post-correction multiplicative bias, this scatter will still scale with \( n \), and so it will be possible to reduce it sufficiently with a large enough set of simulated data.

\[ \sigma \]

---

**Figure 5.** The calibration quality parameter \( d \), as defined in Equation (21), for both sizes of datasets and for both orders of calibration. Points correspond to different actual \( m \) biases, with the same colours used as in Fig. 1. We use \( c = 0 \) for all points plotted here, as the perfect correction of \( c \) bias results in there being no difference in the quality of the correction aside from in the uncorrected case. Arrows are shown connecting points for successive calibrations to aid viewing. Note that some points for the no-calibration scenario lie far above the upper bound of the plot, indicated by the points with upward-pointing arrows.

**Figure 6.** The projected \( d_{m'} \) as a function of initial multiplicative bias \( m \) and number of simulated galaxies in the calibration set \( n \). The black line indicates \( d_{m'} = m_t \), using the target for the Euclid mission \( m_t = 0.002 \); above this line, the root-mean-square post-calibration \( m \) bias will be less than the target value.
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5 ALTERNATIVE METHODS

In this paper, we have discussed the bias correction that is necessary for the case of a frequentist method which is discovered to have a bias after comparison to a calibration dataset. It is worth considering other possible shear-measurement scenarios. While it is impossible to envision all possibilities, we will discuss two general classes of alternative methods in this section to provide a framework for future analyses. In Section 5.1, we discuss machine-learning methods, where some parameters of the method are necessarily determined through calibration to some dataset, and in Section 5.2, we discuss Bayesian approaches to accounting for bias. In Section 5.3, we additionally discuss whether it might be beneficial to calibrate conditionally based on the measured bias.

5.1 Machine-Learning Methods

One approach to shear-measurement involves designing a method with a number of free parameters which are determined through a comparison to a calibration dataset. One example of this is MegaLUT (Tewes et al. 2012), which uses the calibration dataset to build a large lookup table which maps the galaxy elongation, the point-spread-function (PSF) elongation, the size ratio of the galaxy and PSF, and the relative orientation of the galaxy and PSF to the proper correction to the galaxy’s observed ellipticity. It is thus effectively a piecewise-defined function of these parameters, with the parameters characterizing each piece determined through the calibration step. In general, all machine-learning methods can be considered to provide a calibration-determined function of some observable parameters.

We can consider the process of gravitational shear acting on the undistorted images of galaxies to produce the observed images as a functional operation, albeit a non-deterministic one due to various random factors such as the undistorted galaxy ellipticity and noise in observations. Let us express this as

\[ F(g_1, g_2, x_1, ..., x_n) = (y_1, ..., y_n), \quad (33) \]

where \( g_1 \) and \( g_2 \) are the two shear components, \( x_1 \) through \( x_n \) are other properties of the galaxy and its observation (eg. its shape, pixel noise, etc.), and \( y_1 \) through \( y_n \) are the observed properties of the galaxy. The goal of a machine-learning method is to generate a function \( G(y_1, y_2, ..., y_n) \) such that

\[ (G(F(g_1, g_2, x_1, x_2, ..., x_n))) = (g_1, g_2). \quad (34) \]

The definition of the expectation value here must be clarified. Ideally, \( G \) will provide unbiased estimates of \( g_1 \) and \( g_2 \) for any possible non-noise parameters, requiring only the noise parameters to be marginalized over. At minimum, it should provide unbiased shear estimates if all parameters are marginalized over.

Let us work through an example with a toy model, simplifying to the case of a single shear parameter \( g \). We will assume that \( F \) takes the form

\[ F_{xy}(g, \delta_g) = \hat{g} = (1 + m)g + c + \delta_g, \quad (35) \]

where \( \delta_g \) is a noise parameter and \( m \) and \( c \) are the multiplicative and additive bias components, as before. We will also assume that \( G \) takes the form

\[ G_{xy}(\hat{g}) = \hat{g}' = a\hat{g} + b. \quad (36) \]

where \( a \) and \( b \) are parameters which are fit based on the calibration data. We desire to satisfy Equation (34), which gives us the constraint

\[ \langle a\hat{g} + b \rangle = g. \quad (37) \]

We can accomplish this by ensuring that it is true on average for the calibration set:

\[ \frac{1}{n} \sum_{i=0}^{n} (a\hat{g}_i + b - g_i) = 0, \quad (38) \]

but this constraint alone isn’t enough to uniquely define both \( a \) and \( b \). A natural way to do this is through minimizing the mean square difference between \( a\hat{g} + b \) and \( g \). Alternatively, we could minimize the mean square difference in the inverse operation, between \( \hat{g} \) and \((g_i - b)/a\). These approaches will give distinct, but related, results. In this case, \( g_i \) are known exactly, and we expect there to be measurement error on \( \hat{g}_i \), so it makes the most sense to minimize the latter comparison.

At this point, it is apparent that we are performing the same procedure as in Section 4, performing a linear regression of \( \hat{g} = (1 + m)g + c \) where \( 1/a \) corresponds to \( 1 + m \) and \(-b/a \) corresponds to \( c \). In the case of this toy model at least, machine-learning is no different from calibration, and we can thus expect it to face the same issues with post-calibration bias.

It is worth discussing other approaches that might be taken here. One approach would be to instead attempt a linear regression of \( g = a\hat{g} + b \), in the hope that the estimate of \( a \) would provide us with an unbiased estimate of \( 1/(1+m) \).

Unfortunately though, this approach does not work. The reason for this can be seen in the relationship between the slopes of linear regressions of \( y \) versus \( x \) and \( x \) versus \( y \):

\[ a_{yx} = \frac{\sigma^2 [y]}{\sigma^2 [x]} a_{xy}, \quad (39) \]

where \( a_{xy} \) is the fitted slope for a linear regression of \( y \) versus \( x \) and \( a_{yx} \) is the same for \( x \) versus \( y \), and \( \sigma^2 [x] \) and \( \sigma^2 [y] \) are the variances of the \( x \) and \( y \) points being fit, respectively. In this case, we have

\[ \sigma^2 [y] = \sigma^2 \quad (40) \]

\[ \sigma^2 [y] = \sigma^2 g + (1 + m)^2 \sigma^2 c, \]

which gives us the relationship

\[ a_{xy} = a_{yx} \frac{\sigma^2 g}{\sigma^2 g + (1 + m)^2 \sigma^2 c}. \quad (41) \]

This means that if \( a_{xy} \) is an unbiased estimate of \( 1 + m \), then

\[ \langle a_{xy} \rangle = \frac{\sigma^2 g}{\sigma^2 g + (1 + m)^2 \sigma^2 c (1 + m)}. \quad (42) \]
This would only give us an unbiased estimate of \(1/(1 + m)\) if \(\sigma_g^2 \gg \sigma_{\hat{g}}^2\). In practice, we expect the opposite to generally be true, and so unfortunately this approach cannot be used to determine an unbiased correction.

It is impossible for us to test every conceivable machine-learning method, but the analysis of our toy model here makes it appear likely that most such methods will have similar issues with post-calibration bias. It will be necessary to test any proposed method on multiple calibration datasets to determine if this is indeed the case, and to quantify the expected post-calibration bias.

### 5.2 Bayesian Methodology

The approach taken to this point has been purely frequentist, using only a single estimator for \(g\). An alternative to this is to take a Bayesian approach and construct a likelihood function for \(g\) given \(\hat{g}, \hat{m}\), and \(\hat{c}\). Using Bayes’ Theorem, we have

\[
P(g|\hat{g}, \hat{m}, \hat{c}) = \frac{P(\hat{g}|g, \hat{m}, \hat{c})P(g)}{P(\hat{g})}. \tag{43}
\]

\(P(g)\) represents the prior knowledge on the likelihood of \(g\), and so is beyond the scope of this work, and \(P(\hat{g})\) can be determined through normalizing such that the likelihood sums to 1. We will thus only need to determine \(P(\hat{g}|g, \hat{m}, \hat{c})\). Let us start by assuming the likelihoods

\[
P(\hat{g}|g, m, c) = \exp \left[ -\frac{1}{2\sigma^2|g|} ((1 + m)g + c - \hat{g})^2 \right]. \tag{44}
\]

\[
P(m|\hat{m}) = \exp \left[ -\frac{1}{2\sigma^2|m|} (m - \hat{m})^2 \right]
\]

\[
P(c|\hat{c}) = \exp \left[ -\frac{1}{2\sigma^2|c|} (c - \hat{c})^2 \right].
\]

We can then determine \(P(\hat{g}|g, \hat{m}, \hat{c})\) by marginalizing \(P(\hat{g}|g, m, c)\) over \(m\) and \(c\):

\[
P(\hat{g}|g, \hat{m}, \hat{c}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(\hat{g}|g, m, c)P(m|\hat{m})P(c|\hat{c})dmdc
\]

\[
= A \frac{1}{\sqrt{g^2\sigma^2|m| + \sigma^2|c| + \sigma^2|g|}} \exp \left[ -\frac{1}{2\sigma^2|g|} ((1 + \hat{m})g + \hat{c} - \hat{g})^2 \right]. \tag{45}
\]

where \(A\) is a normalization factor such that \(P(\hat{g}|g, \hat{m}, \hat{c})\) sums to 1.

If we wish to use a single estimator, we could take either the mean of Equation (45) or its maximum likelihood. Unfortunately, there is no analytic solution for its mean, and the solution for its maximum likelihood is extremely complicated. To analyse this, we will thus use a Gaussian approximation. We expect \(\sigma^2|c| + \sigma^2|g| \gg g^2\sigma^2|m|\), and so we can approximate based on this assumption by rewriting Equation (45) as

\[
P(\hat{g}|g, \hat{m}, \hat{c}) = A \exp \left[ -\frac{1}{2(\sigma^2|c| + \sigma^2|g|)} \frac{((1 + \hat{m})g + \hat{c} - \hat{g})^2}{1 + \frac{\sigma^2\sigma^2|m|}{\sigma^2|c| + \sigma^2|g|}} \right] \times \left(1 + \frac{\sigma^2\sigma^2|m|}{\sigma^2|c| + \sigma^2|g|}\right)^{-1/2}.
\]

Note here that the zeroth-order approximation to this will simply be a Gaussian centred around \(g = (\hat{c} - \hat{g})/(1 + \hat{m})\), which is in fact the form of the intuitive bias correction we presented in Equation (4). The first-order approximation can be found in Appendix A, and it gives us the maximum likelihood estimate for \(g\),

\[
\hat{g}^b = \frac{(\hat{c} - \hat{g})(1 + \hat{m})}{(1 + \hat{m})^2 + \sigma^2|m| - (\hat{c} - \hat{g})^2\sigma^2|m|/(\sigma^2|c| + \sigma^2|g|)}, \tag{47}
\]

and its expected variance,

\[
\sigma^2[\hat{g}^b] = \frac{\sigma^2|c| + \sigma^2|g|}{(1 + \hat{m})^2 + \sigma^2|m| - (\hat{c} - \hat{g})^2\sigma^2|m|/\sigma^2|c| + \sigma^2|g|}. \tag{48}
\]

This can be approximated as

\[
\sigma^2[\hat{g}^b] \approx \frac{\sigma^2|c| + \sigma^2|g|}{(1 + \hat{m})^2 + \sigma^2|m|} + \frac{(\hat{c} - \hat{g})^2\sigma^2|m|}{((1 + \hat{m})^2 + \sigma^2|m|)^2}. \tag{49}
\]

allowing us to estimate the three variance terms to be

\[
\sigma^2[m^b] = \frac{\sigma^2|m|}{(1 + \hat{m})^2 + \sigma^2|m|}, \tag{50}
\]

\[
\sigma^2[c^b] = \frac{\sigma^2|c|}{(1 + \hat{m})^2 + \sigma^2|m|}, \quad \text{and}
\]

\[
\sigma^2[g^b] = \frac{\sigma^2|g|}{(1 + \hat{m})^2 + \sigma^2|m|}.
\]

Note here that \(\sigma^2[m^b]\) is more of an approximation than the other terms, as it properly would require us to write Equation (49) in terms of \(g\) rather than \(\hat{g}\). These variances are in fact substantially similar to those for our frequentist estimator, as presented in Equation (16), with the same first-order dependence on \(m\) (although here expressed in terms of \(\hat{m}\) instead).

We show the post-correction distributions of \(m\) and \(c\) for this method in Fig. 7. The residual bias and scatter of this correction are essentially the same as the first-order correction we previously proposed based on a frequentist analysis, and so we see no reason to recommend this correction, with its more complicated form, over the simpler correction in Equation (5).

### 5.3 Conditional Calibration

One might consider calibrating a method for its multiplicative bias only if the bias is measured to be sufficiently large (for instance, if its absolute value is greater than the standard error in its measurement), and otherwise not calibrating. This approach can be consider in whole an alternative means of calibration, where the calibration equations are
expressed as, e.g.:

\[ \hat{\mu}' = \begin{cases} 
\hat{\mu} - \hat{c} & \text{if } |\hat{\mu}| < m_t \\
(\hat{\mu} - \hat{c})(1 - \hat{\mu} + \hat{\mu}^2) & \text{otherwise},
\end{cases} \tag{51} \]

where \( m_t \) is the threshold for choosing whether or not to calibrate for the multiplicative bias.

Consider the case of a method with true bias \( m \), measured bias \( \hat{\mu} \), error in measured bias \( \sigma[\mu] \), and threshold for not calibrating \( m_t = \sigma[\mu] \). If we choose to calibrate (using a first-order calibration) no matter the value of \( \hat{\mu} \), then the resulting post-calibration \( m' \) will follow the statistics presented in Section 2.3, where the post-calibration bias is generally well-centred on zero. If we choose not to calibrate in the cases where \( |\hat{\mu}| < m_t \), then this is effectively using a more complicated calibration procedure with a choice in it, resulting in the post-calibration bias:

\[ m' = \begin{cases} 
m & \text{if } |\hat{\mu}| < m_t \\
m' & \text{otherwise.} \tag{52} \end{cases} \]

We present an example probability distribution of \( m' \) in Fig. 8, using example values of true bias \( m = 0.0075 \) and \( \sigma[\mu] = 0.01 \). The result of a procedure like this is that the region of the probability distribution surrounding \( m \) is compressed to a delta function. If \( m \) is close enough to zero \((\leq m_t/2)\), this results in the bias typically being closer to zero, but if \( m \) is too far from zero, this makes the bias slightly further from zero on average (due to the asymmetry of the distribution in the region of \( m \)). If \( m_t \) is chosen proportional to \( \sigma[\mu] \), this means that there will rarely be a case where choosing not to calibrate will result in an overall benefit, considering all possible values for \( m \). This is especially the case if we consider the complications introduced by the more-complicated posterior distribution for \( m' \), which can complicate further analysis using these results.

It is also reasonable to consider that the threshold might be chosen based on external requirements, as is the case in the Euclid mission, which has a requirement of \( |m| < 2 \times 10^{-3} \), and the value of \( m \) will be measured to much greater precision than this. In this case, if \( |m| \) is well below the threshold value, calibration will still provide a benefit over not calibrating except in cases where \( |m| \ll \sigma[\mu] \) (in which case the slight increase of the scatter in post-calibration \( m' \) will outweigh the benefit of bringing \( (m') \) closer to zero), but this scenario cannot be known to be the case. Thus, always calibrating is the preferred option.

This logic can be extended to a decision never to calibrate; the difference being that the chosen threshold will be infinity rather than \( \sigma[\mu] \). However, in this case, the posterior distribution of \( m \) will simply be the result of its measurement, and with this simpler distribution, it is possible that further calculations which rely on the shear estimates might be able to incorporate this knowledge in a proper analysis. This may prove beneficial, but a full analysis of this will have to be investigated in the context of the measurements one wishes to use the shear estimates for and is thus beyond the scope of this paper.

6 DISCUSSION AND CONCLUSIONS

We have shown in this paper that while the additive component of shear bias, \( c \), can be perfectly removed through calibration on average, this is not the case for the multiplicative bias, \( m \). The non-linear nature of its effects on shear measurements result in error on its measurement not propagating linearly through calibration, resulting in a residual bias on average. It is possible to reduce this residual bias iteratively, but each iteration will increase the scatter of the post-calibration bias, slowly diverging.

The approach taken in this paper is purely frequentist, assuming no prior information on the bias. However, if priors can be reasonably approximated by Gaussian distributions, they can be incorporated into the approach here relatively easily by simply using the means and standard deviations of the posterior distributions of the bias parameters in the calculations shown here. Additionally, although we do make the assumption of Gaussianity for the probability distribution functions of the bias parameters and shape measurement error, most of the calculations presented here do not rely
heavily on this assumption; for the first-order calibration, it is only an issue in the calculation of the post-correction scatter in the bias parameters and in the projections of their error based on the design of the calibration data.

We found that a Bayesian approach can also be taken to correcting for bias, and we present the resulting likelihood function for $P(\hat{y}|\hat{m}, \hat{c})$ in Equation (45). While this likelihood function can be used to propose a different bias correction from the frequentist approach, we find no advantage to doing so when it comes to the residual bias or scatter.

A further issue is that calibration of this form assumes that the bias in the calibration dataset matches the bias in observations, and that there are no issues if subsets of the dataset remain biased after calibration (eg. if the bias scales with galaxy size and only the mean bias is corrected, galaxies in certain size ranges will remain biased after correction). This can be mitigated by binning galaxies by parameters that affect bias and then calibrating bins separately, but this will require a significantly larger amount of calibration data. The determination of the best method to handle this issue is beyond the scope of this paper, and it will require further research.

Through analysing the mean and scatter of the residual bias after a first- and second-order correction, we find that the first-order correction described in Equation (5) provides the optimal balance of reducing mean residual bias and not overly increasing its scatter if using a simulation size of $\sim 10^6$ galaxies or more per bin and if we expect $|m| \lesssim 0.1$, but the second-order calibration will be needed for larger $m$ values or smaller simulation sizes. We also find that while it might seem intuitively reasonable to not perform calibration if the measured bias is under a certain threshold, this rarely provides significant benefit and complicates the posterior probability distribution of the bias enough that it is unlikely to be worthwhile. We thus recommend that calibration always be performed, even if it results in a nearly-trivial correction, unless further analysis can gracefully use non-calibrated results with knowledge of the posterior distribution of the bias, in which case the choice should be made beforehand to never calibrate.

The predicted mean residual bias after this correction is shown in Equation (10) and the variance of the residual bias is shown in Equation (16). As these predictions rely on knowledge of the actual bias, we present unbiased estimators of these which rely only on measured values in Equation (27) and Equation (28) for the first-order correction, and similar calculations can be used to determine similar expressions for the second-order correction. The required size of the calibration set for a given bias target can be estimated through Equation (32).
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APPENDIX A: EXPANDED CALCULATIONS

To calculate the residual bias in our estimate of $g$, we start with Equation (7) and take the expectation value:

$$\langle \hat{g}' \rangle = (1 - \delta_m + m \delta_m + \delta_m^2 + m^3 + 2m^2 \delta_m + m^2 \delta_m^3)g$$

(A1)

The full forms for the expected variances on $m'$, $c'$, and $g'$ are

$$\sigma^2 [m'] = \sigma^2 [m] \left[ 1 - 2m \left( 1 + \frac{3}{2}m - 2m^2 - 2\sigma^2 [m] \right) - 2m^3 - m\sigma^2 [m] + 2\sigma^2 [m] \right] \quad (A2)$$

$$\sigma^2 [c'] = \sigma^2 [c] \left[ 1 - 2m \left( 1 - \frac{3}{2}m + m^2 + 3\sigma^2 [m] - \frac{1}{2}m^3 - 3m\sigma^2 [m] + 3\sigma^2 [m] \left( 1 + \sigma^2 [m] \right) \right) \right] \quad (A3)$$

$$\sigma^2 [g'] = \sigma^2 [g] \left[ 1 - 2m \left( 1 - \frac{3}{2}m + m^2 + 3\sigma^2 [m] - \frac{1}{2}m^3 - 3m\sigma^2 [m] + 3\sigma^2 [m] \left( 1 + \sigma^2 [m] \right) \right) \right] \quad (A4)$$

The first-order approximation for Equation (46) is

$$P'(g|m, c) = \exp \left[ -\frac{1}{2} \frac{(1 + \hat{m}) m + \hat{c} - g}{(\sigma^2 [c] + \sigma^2 [g])} \right] \times \left[ \frac{-(\hat{g} - c) (1 + \hat{m})}{(1 + \hat{m})^2 + \sigma^2 [m] - (\hat{g} - c)^2 \sigma^2 [m]/(\sigma^2 [c] + \sigma^2 [g])} \right]^2.$$
Table B1. The values for the data plotted in Fig. 1, showing the measured pre-calibration bias parameters and the actual post-calibration bias parameters for a dataset of size $n = 10^4$.

| $m$ | $c$ | $\bar{m}$ | $\bar{m'}$ | $\bar{m''}$ | $\sigma [\bar{m}]$ | $\sigma [\bar{m'}]$ | $\sigma [\bar{m''}]$ | $\bar{c}$ | $\bar{c'}$ | $\bar{c''}$ | $\sigma [c]$ | $\sigma [c']$ | $\sigma [c'']$ |
|-----|-----|----------|-----------|---------|----------------|----------------|----------------|------|------|------|-----------|-----------|-----------|
| -0.200 | 0.0 | -0.2000 | -0.0080 | -0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| -0.200 | -0.1 | -0.2000 | -0.0080 | -0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| -0.100 | 0.1 | -0.1000 | -0.0100 | -0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| -0.100 | -0.1 | -0.1000 | -0.0100 | -0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.000 | 0.0 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.000 | 0.1 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.100 | 0.0 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.100 | 0.1 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.200 | 0.0 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.200 | 0.1 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |

Table B2. The values for the data plotted in Fig. 2, showing the measured pre-calibration bias parameters and the actual post-calibration bias parameters for a dataset of size $n = 10^6$.

| $m$ | $c$ | $\bar{m}$ | $\bar{m'}$ | $\bar{m''}$ | $\sigma [\bar{m}]$ | $\sigma [\bar{m'}]$ | $\sigma [\bar{m''}]$ | $\bar{c}$ | $\bar{c'}$ | $\bar{c''}$ | $\sigma [c]$ | $\sigma [c']$ | $\sigma [c'']$ |
|-----|-----|----------|-----------|---------|----------------|----------------|----------------|------|------|------|-----------|-----------|-----------|
| -0.200 | -0.1 | -0.2000 | -0.0000 | -0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| -0.200 | 0.0 | -0.2000 | -0.0000 | -0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| -0.100 | 0.1 | -0.1000 | -0.0000 | -0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.000 | 0.0 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.000 | -0.1 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.100 | 0.0 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.100 | 0.1 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.200 | 0.0 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
| 0.200 | 0.1 | 0.0000 | 0.0000 | 0.0000 | 0.0830 | 0.0850 | 0.0840 | -0.1000 | -0.0000 | -0.0000 | 0.0002 | 0.0002 | 0.0002 |
Figure 8. Distributions of the post-calibration $m$ for a case of conditional calibration, where a method is only calibrated if $|\tilde{m}| < \sigma[m]$, using example values of true bias $m = 0.0075$ and $\sigma[m] = 0.01$. The top panel shows the distribution of the measured $\tilde{m}$, the middle panel shows the distribution of the post-calibration $m'$ using the standard first-order calibration, and the bottom panel shows the post-calibration distribution of the conditionally-calibrated $m^c$. The shaded blue regions represent the values of $\tilde{m}$ for which calibration would not be performed, and the red regions represent the values for which it would be performed. In the bottom panel, the blue region manifests as a delta function.