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Abstract—Optimal algorithm design for federated learning (FL) remains an open problem. This paper explores the full potential of FL in practical edge computing systems where workers may have different computation and communication capabilities, and quantized intermediate model updates are sent between the server and workers. First, we present a general quantized parallel mini-batch stochastic gradient descent (SGD) algorithm for FL, namely GenQSGD, which is parameterized by the number of global iterations, the numbers of local iterations at all workers, and the mini-batch size. We also analyze its convergence error for any choice of the algorithm parameters. Then, we optimize the algorithm parameters to minimize the energy cost under the time constraint and convergence error constraint. The optimization problem is a challenging non-convex problem with non-differentiable constraint functions. We propose an iterative algorithm to obtain a KKT point using advanced optimization techniques. Numerical results demonstrate the significant gains of GenQSGD over existing FL algorithms and reveal the importance of optimally designing FL algorithms.

Index terms— Federated learning, stochastic gradient descent, optimization, algorithm design, convergence analysis.

I. INTRODUCTION

With the development of mobile Internet and Internet of Things (IoT), massive amounts of data are generated at the edge of wireless systems and stored in a distributed manner. Meanwhile, many applications involve machine learning with distributed databases. It may be impossible or undesirable to upload distributed databases to a central server due to energy and bandwidth limitations or privacy concerns. Recent years have witnessed the growing interest in federated learning (FL), which can successfully protect data privacy for privacy-sensitive applications and improve communication efficiency.

Typical FL algorithms include Federated Averaging (FedAvg) [1], Parallel Restarted SGD (PR-SGD) [2], and Federated learning algorithm with Periodic Averaging and Quantization (FedPAQ) [3]. In these algorithms, the server periodically updates the global model by aggregating and averaging the local models trained and uploaded by the workers. In FedAvg, within a global iteration, each participated worker utilizes all its local samples, and all workers conduct the same number of local iterations. In PR-SGD, each worker utilizes only one local sample in each local iteration. In [2], the authors analyze the convergence of PR-SGD under the assumption that the server and workers send accurate model updates, which may contain a large number of information bits. It is worth noting that the convergence of a mini-batch SGD-based FL algorithm with an arbitrary choice of algorithm parameters is still unknown. In [3], the authors characterize the convergence of FedPAQ assuming that only workers can send quantized model updates with a limited number of information bits, and all workers execute the same number of local iterations. The algorithm parameters of FedAvg, PR-SGD, and FedPAQ are chosen empirically and experimentally. Optimizing the algorithm parameters may significantly improve the convergence and reduce communication costs. Realizing this key advantage, the authors in [4] consider the optimization of the algorithm parameters to minimize the convergence error of a mini-batch SGD algorithm for a convex machine learning problem. Unfortunately, only a heuristic solution is obtained. A rigorous optimization framework for optimizing the algorithm parameters of a general federated learning algorithm is highly desirable. Besides, some existing works [5]–[7] focus on optimal resource allocation when implementing FL algorithms with fixed parameters. Such optimal resource allocation is out of the scope of this paper.

This paper considers a practical edge computing system where workers may have different computation and communication capabilities, and quantized intermediate model updates are sent between the server and workers. To explore the full potential of FL in such an edge computing system, we first present a general quantized parallel mini-batch SGD algorithm, namely GenQSGD, which is parameterized by the number of global iterations, the numbers of local iterations at all workers, and the mini-batch size. We also characterize three core performance metrics for GenQSGD, i.e., the time cost, energy cost, and convergence error, in terms of the algorithm parameters, system parameters, and parameters of machine learning problem. To achieve an optimal tradeoff among the three metrics, we formulate the minimization of the energy cost with respect to the algorithm parameters under the time constraint and convergence error constraint. The optimization problem is a challenging non-convex problem with non-differentiable constraint functions. We propose an iterative algorithm using general inner approximation (GIA) [8] and the tricks for solving complementary geometric programming (CGP) [9]. We also characterize its convergence to a KKT point. Numerical results demonstrate the significant gains of GenQSGD over existing FL algorithms and reveal the
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importance of optimally designing FL algorithms. To the best of our knowledge, this is the first work that provides a rigorous optimization framework for designing an FL algorithm according to the parameters of the underlying edge computing system and machine learning problem.

**Notation:** We represent vectors by boldface letters (e.g., $\mathbf{x}$), scalar constants by non-boldface letters (e.g., $x$ or $X$), and sets by calligraphic letters (e.g., $\mathcal{X}$). $\| \cdot \|_2$ represents the $l_2$-norm. $\mathbb{E}[\cdot]$ represents the expectation, and $\mathbb{I}[\cdot]$ represents the indicator function. The set of real numbers is denoted by $\mathbb{R}$, and the set of positive integers is denoted by $\mathbb{Z}_+$. 

## II. System Model

We consider an edge computing system, consisting of one server and $N$ workers, which are connected via wireless links. Let $0$ and $\mathcal{N} \triangleq \{1, 2, \ldots, N\}$ denote the server index and the set of worker indices, respectively. For ease of exposition, we also denote $\mathcal{N} \triangleq \{0\} \cup \mathcal{N}$. We assume that each worker $n \in \mathcal{N}$ holds $I_n$ samples, denoted by $\xi_i, i \in I \triangleq \{1, \ldots, I\}$, which can be viewed as realizations of a random variable, denoted by $\zeta_n$. The server and $N$ workers aim to collaboratively train a global model based on the local data stored on the $N$ workers, by solving a machine learning problem. The global model is parameterized by a $D$-dimensional vector $\mathbf{x} \in \mathbb{R}^D$. Specifically, for a given $\mathbf{x} \in \mathbb{R}^D$, define the loss incurred by $\zeta_n$ as $F(\mathbf{x}; \zeta_n)$ and define the expected loss as $f_n(\mathbf{x}) \triangleq \mathbb{E}[F(\mathbf{x}; \zeta_n)]$, with the expectation taken with respect to the distribution of $\zeta_n$ for all $n \in \mathcal{N}$. Then, the expected risk function $f : \mathbb{R}^D \to \mathbb{R}$ of the model parameters $\mathbf{x} \in \mathbb{R}^D$ is defined as:

$$f(\mathbf{x}) \triangleq \frac{1}{N} \sum_{n \in \mathcal{N}} f_n(\mathbf{x}). \quad (1)$$

To be general, we do not assume $f(\mathbf{x})$ to be convex. Our goal is to minimize the expected risk function with respect to the model parameters $\mathbf{x}$ in the edge computing system.

**Problem 1 (Machine Learning Problem):**

$$f^* \triangleq \min_{\mathbf{x}} f(\mathbf{x}), \quad (2)$$

where $f(\mathbf{x})$ is given by (1).

The server and $N$ workers computing and communication capabilities. Let $F_0$ and $F_n$ denote the CPU frequencies (cycles/s) of the server and worker $n \in \mathcal{N}$, respectively. Let $p_0$ and $p_n$ denote the transmission powers of the server and worker $n \in \mathcal{N}$, respectively. In the process of collaborative training, the server multicasts a message to the $N$ workers over the whole frequency band at an average rate $r_0$ (b/s), and the $N$ workers transmit their messages to the server using Frequency Division Multiple Access (FDMA). The average transmission rate of worker $n \in \mathcal{N}$ is $r_n$ (b/s).

The server and all $N$ workers employ quantization before transmitting messages. We consider a general random quantizer, parameterized by a tunable parameter $s \in \mathbb{Z}_+$, which corresponds to the number of quantization levels $\lceil \frac{\bar{D}}{s} \rceil$. The quantization function, denoted by $Q(\cdot; s) : \mathbb{R}^D \to \mathbb{R}^D$, satisfies the following assumptions [3].

**Assumption 1 (Assumptions on Random Quantization):** For all $y \in \mathbb{R}^D$ and $s \in \mathbb{Z}_+$, $Q(\cdot; s)$ satisfies: (i) $\mathbb{E}[Q(y; s)] = y$ (unbiasedness), (ii) $\mathbb{E}[\|Q(y; s) - y\|_2^2] \leq q_s \|y\|_2^2$ (bounded variance), for some constant $q_s > 0$.

The number of bits to specify the quantized vector $Q(y; s)$ of an input vector $y$, i.e., represent the input vector $y$, is denoted by $M_s$ (bits) [2]. We use $s_0 \in \mathbb{Z}_+$ and $s_n \in \mathbb{Z}_+$ to denote the random quantization parameters for the server and worker $n \in \mathcal{N}$, respectively. Denote $s \triangleq (s_n)_{n \in \mathcal{N}} \in \mathbb{Z}_+^{N+1}$.

**Remark 1 (General Edge Computing System):** The considered edge computing system is general in the sense that the system parameters, e.g., $F_n, p_n, r_n, s_n (q_{s_n}, M_{s_n}), n \in \mathcal{N}$, can be different.

## III. Algorithm Description and Convergence Analysis for GenQSGD

In this section, we first present a general quantized parallel mini-batch SGD algorithm for solving Problem 1 in the edge computing system. Then, we analyze its convergence.

### A. Algorithm Description

The proposed general quantized parallel mini-batch SGD algorithm, namely, GenQSGD, is parameterized by $K \triangleq (K_n)_{n \in \mathcal{N}} \in \mathbb{Z}_+^{N+1}$ and $B \in \mathbb{Z}_+$. Specifically, $K_0$ represents the number of global iterations, $K_n$ represents the number of local iterations executed by worker $n \in \mathcal{N}$ within one global iteration, and $B$ represents the local mini-batch size used for local iterations at each worker. Denote $K_0 \triangleq \{1, 2, \ldots, K_0\}$ and $K_n \triangleq \{1, 2, \ldots, K_n\}$ as the sets of global iteration indices and local iteration indices for worker $n \in \mathcal{N}$, respectively.

For all $k_0 \in K_0$, let $\bar{x}^{(k_0)} \in \mathbb{R}^D$ denote the global model recovered by all $N$ workers at the beginning of the $k_0$-th global iteration. For all $k_0 \in K_0$, let $\Delta \bar{x}^{(k_0)} \in \mathbb{R}^D$ denote the average of the quantized overall local model updates at the $k_0$-th global iteration. For all $k_0 \in K_0$ and $k_n \in K_n$, let $x^{(k_0,k_n)} \in \mathbb{R}^D$ denote the local model of worker $n \in \mathcal{N}$ at the $k_n$-th local iteration within the $k_0$-th global iteration. Let $\gamma$ denote the constant step size used in the local iterations [3].

The details of the proposed GenQSGD are summarized in Algorithm 1.

**Remark 2 (Generality of GenQSGD):** GenQSGD is general in the sense that $K$ and $B$ can be flexibly chosen, and GenQSGD can be applied for any given quantization parameters $s$. GenQSGD includes some existing algorithms as special cases. For the sake of discussion, we let $s_n = \infty, n \in \mathcal{N}$ present the case without quantization. In particular, GenQSGD with $K_n = mB, m \in \mathbb{Z}_+, n \in \mathcal{N}$ for $s_n = \infty, n \in \mathcal{N}$ reduces to FedAvg [1], which does not consider quantization at the server and workers and requires each worker to make a number of training passes over its local samples within each global learning cycle.

[1] Usually, $s$ is the number of quantization levels or its increasing function.

[2] Note that $q_s$ and $M_s$ depend on $s$.

[3] For ease of exposition, we consider constant step size in this paper as in [3], [5]. The convergence analysis and optimization results in this paper can be readily extended to other step size rules, such as the exponential and diminishing step size rules.
Algorithm 1 GenQSGD

Input: $K \in \mathbb{Z}_+^{N+1}$ and $B \in \mathbb{Z}_+$.
Output: $x^* (K, B)$.

1: Initialize: The server generates $x_0^{(0)}$, sets $\Delta x^{(0)} = x_0^{(0)}$, and sends $Q(\Delta x^{(0)}; s_0)$ to all $N$ workers. The $N$ workers set $x_i^{(0)} = 0$.
2: for $k_0 = 1, 2, \ldots, K_0$ do
3: for worker $n \in N'$ do
4: Compute $\dot{x}_n^{(k_0)} := \dot{x}^{(k_0-1)} + Q(\Delta x^{(k_0-1)}; s_0)$, and set $x_n^{(k_0,0)} = \dot{x}_n^{(k_0)}$.
5: for $k_0 = 1, 2, \ldots, K_n$ do
6: Randomly select a mini-batch $\mathcal{B}_n^{(k_0,k_n)} \subseteq \mathcal{D}_n$ and update $x_n^{(k_0,k_n)}$ according to: $x_n^{(k_0,k_n-1)} = x_n^{(k_0,k_n-1)} - \frac{1}{k} \sum_{i \in \mathcal{B}_n^{(k_0,k_n)}} \nabla F (x_n^{(k_0,k_n-1)}; \xi_i)$.
7: end for
8: Compute $x_n^{(k_0,K_n)} - \dot{x}^{(k_0)}$, and send $Q \left(x_n^{(k_0,K_n)} - \dot{x}^{(k_0)}; s_n\right)$ to the server.
9: end for
10: The server computes $\Delta \dot{x}^{(k_0)}$ according to: $\Delta \dot{x}^{(k_0)} = \frac{1}{N} \sum_{n \in N} Q \left(x_n^{(k_0,K_n)} - \dot{x}^{(k_0)}; s_n\right)$, and sends $Q(\Delta \dot{x}^{(k_0)}; s_0)$ to all $N$ workers.
11: end for
12: The server and $N$ workers update $\dot{x}^{(K_0+1)}$ according to: $\dot{x}^{(K_0+1)} := \dot{x}^{(K_0)} + Q(\Delta \dot{x}^{(K_0)}; s_0)$, and set $x^* (K, B) = \dot{x}^{(K_0+1)}$.

iteration. GenQSGD with $B = 1$ for $s_n = \infty, n \in N$ is identical to PR-SGD [2], which does not consider quantization at the server and workers and utilizes only one local sample in each local iteration. GenQSGD with $K_1 = K_2 = \cdots = K_N$ for $s_0 = \infty$ is the same as FedPaQ [3] (assuming that all workers are selected in each global iteration), which does not consider quantization at the server and requires the same number of local iterations at all workers.

B. Convergence Analysis

In the remaining of this paper, we assume that the following typical assumptions are satisfied [2].

Assumption 2 (I.I.D. Samples): $\zeta_n, n \in N$ are independent and identically distributed.

Assumption 3 (Smoothness): For all $n \in N$, $f_n(x)$ is continuously differentiable, and its gradient is Lipschitz continuous, i.e., there exists a constant $L > 0$ such that $\| \nabla f_n(x) - \nabla f_n(y) \|_2 \leq L \| x - y \|_2$, for all $x, y \in \mathbb{R}^D$.

Assumption 4 (Bounded Variances): For all $n \in N$, there exists a constant $\sigma > 0$ such that $\mathbb{E} \left[ \| \nabla F(x; \zeta_n) \|_2^2 \right] \leq \sigma^2$, for all $x \in \mathbb{R}^D$.

Assumption 5 (Bounded Second Moments): For all $n \in N$, there exists a constant $G > 0$ such that $\mathbb{E} \left[ \| \nabla F(x; \zeta_n) \|_2^2 \right] \leq G^2$, for all $x \in \mathbb{R}^D$.

For convenience of analysis, we define:

\[ x_n^{(k_0,k_n)} \triangleq \begin{cases} x_n^{(k_0,k_n)} & k_0 \in K_n, \\ x_n^{(k_0,K_n)} & k_0 \in K_{\text{max}} \setminus K_n, \end{cases} \]

\[ N_k \triangleq \sum_{n \in N} I[k \leq K_n], k \in K_{\text{max}}, \]

\[ \dot{x}^{(k_0),k_n} \triangleq \frac{1}{N} \sum_{n \in N} x_n^{(k_0,k_n)}, k_0 \in K_0, k \in K_{\text{max}}, \]

where $K_{\text{max}} \triangleq \{1, 2, \cdots, \max nN \}$. The goal is to synchronize the local iterations by letting each worker $n \in N$ with $K_n < \max nN$ run extra $\max nN - K_n$ virtual local updates without changing its local model [2]. Thus, $N_k$ in (4) can be viewed as the number of workers conducting true local updates at the $k$-th synchronized local iteration within each global iteration, and $\dot{x}^{(k_0),k_n}$ in (5) can be interpreted as the average of the local models at the $k$-th synchronized local iteration within the $k_0$-th global iteration. The convergence of GenQSGD is summarized below.

Theorem 1 (Convergence of GenQSGD): Suppose that Assumptions 2 and 4 are satisfied and the step size $\gamma \in (0, \frac{1}{2L}]$. Then, for all $K \in \mathbb{Z}_+^{N+1}$ and $B \in \mathbb{Z}_+$, $\{x_n^{(k_0)\ast}\}$ generated by GenQSGD satisfies:

\[ \frac{1}{K_0 \gamma} \sum_{n \in N \setminus K_0} \sum_{k_0 \in K_0, k_n \in K_{\text{max}}} \frac{N_k}{\gamma} \mathbb{E} \left[ \| \nabla f (\dot{x}^{(k_0,k_n-1)}) \|_2^2 \right] \leq \frac{2}{\gamma K_0 \sum_{n \in N \setminus K_0} \sum_{k_0 \in K_0, k_n \in K_{\text{max}}} N_k} \left( f (\dot{x}^{(1)}) - f^* + 4\gamma^2 K^2 \gamma^2 L^2 + 2L\gamma^2 G^2 \sum_{n \in N \setminus K_0} (q_{n_0} + q_{n_1} + q_{n_2} q_{n_1}) K_n^2 \right) \],

where $f^*$ is the optimal value of Problem (1)

Proof 1 (Sketch): Under Assumption 1(i) and Assumption 3 by extending [3] Lemma 6, we can show $\mathbb{E} \left[ f (\dot{x}^{(k_0+1)}) \right] \leq \mathbb{E} \left[ f (\dot{x}^{(k_0, K_{\text{max}})}) \right] + \frac{L}{2} \mathbb{E} \left[ \| \dot{x}^{(k_0+1)} - \dot{x}^{(k_0, K_{\text{max}})} \|_2^2 \right]$, where $K_{\text{max}} \triangleq \max nN \in N$. Under Assumptions 2 and 3 by extending the proof of [2] Theorem 1.2, we can show $\mathbb{E} \left[ f (\dot{x}^{(k_0, K_{\text{max}})}) \right] \leq \mathbb{E} \left[ f (\dot{x}^{(k_0)}) \right] - \frac{2}{\gamma} \sum_{k \in K_{\text{max}}} \frac{N_k}{\gamma} \mathbb{E} \left[ \| \nabla f (\dot{x}^{(k_0,k-1)}) \|_2^2 \right] + \left( 2\gamma^3 K^2 \gamma G^2 L^2 + \frac{L^2\gamma^2}{2N} \right) \sum_{k \in K_{\text{max}}} \frac{N_k}{\gamma}$. Under Assumptions 1 and 3 by extending the proof of [3] Lemma 8, we can show $\mathbb{E} \left[ \| \dot{x}^{(k_0+1)} - \dot{x}^{(k_0, K_{\text{max}})} \|_2^2 \right] \leq 2\gamma^2 G^2 \sum_{n \in N \setminus K_0} (q_{n_0} + q_{n_1} + q_{n_2} q_{n_1}) K_n^2$. From the above three inequalities, we can prove Theorem 1

Remark 3 (Interpretation of Theorem 1): Theorem 1 indicates that the convergence of GenQSGD is influenced by the algorithm parameters $K, B$ and the quantization parameters $s$. In the following, we illustrate how the four terms on the R.H.S of (6) change with $K_0$ and vanishes as $K_0 \to \infty$. For any $n \in N$, the first term decreases with $K_n$, and the last term increases with $K_n$. Fixing $\sum_{n \in N} K_n$, the second term and the last term increase.

We follow the convention in literature [2] to use the expected squared gradient norm to characterize the convergence given limited realizations.
with \( \max_{n \in N} K_n \). The third term decreases with \( B \) due to the decrease of the variance of the stochastic gradients. For all \( n \in N \), the last term increases with \( q_n \), (decreases with \( s_n \)) and vanishes as \( s_n \to \infty \).

Remark 4 (Generality of Convergence of GenQSGD): Theorem \([1]\) for the convergence of GenQSGD with \( q_n = 0 \) \((s_n = \infty)\), \( n \in N \) and \( B = 1 \) reduces to the convergence result of PR-SGD in [2, Theorem 3]. Note that [2] does not consider quantization at the server and workers and utilizes only one local sample in each local iteration.

IV. PERFORMANCE METRICS

In this section, we introduce the performance metrics for implementing GenQSGD in the edge computing system, including the time cost, energy cost, and convergence error.

A. Time Cost

For each worker \( n \in N \), let \( C_n \) denote the number of CPU-cycles required to compute \( \nabla F(x; \xi) \) for all \( x \in \mathbb{R}^D \) and \( \xi \in T_n \). Then, the computation time (seconds) for worker \( n \) to execute \( K_n \) local iterations is given by \( \frac{C_n}{F_n} K_n \). As the \( N \) workers execute local iterations in a parallel manner, within each global iteration, the computation time for local model training at the workers is \( B \max_{n \in N} \frac{C_n}{F_n} K_n \). Let \( C_0 \) denote the number of CPU-cycles required for the server to compute the average of the received quantized local model updates from all \( N \) workers. Then, the computation time for global averaging at the server within each global iteration is given by \( \frac{C_0}{F_0} \). Thus, the communication time for worker \( n \) to transmit \( Q(x_n^{(k_0,K_n)} - \tilde{x}(k_0); s_n) \) to the server is given by \( \frac{M_{s_n}}{r_n} \), for all \( k_0 \in K_0 \). As the \( N \) workers transmit their quantized messages synchronously at given transmission rates using FDMA, within each global iteration, the communication time for sending quantized local updates from all \( N \) workers to the server is \( \max_{n \in N} \frac{M_{s_n}}{r_n} \). Thus, the communication time for the server to multicast \( Q(\Delta \tilde{x}(k_0); s_0) \) to all \( N \) workers within the \( k_0\)-th global iteration is given by \( \frac{M_{s_0}}{r_0} \), for all \( k_0 \in K_0 \). The time cost for implementing GenQSGD in the edge computing system, denoted by \( T(K, B) \), is defined as the sum of the overall computation time and communication time. As GenQSGD has \( K_0 \) global iterations, we have:

\[
T(K, B) = K_0 \left( B \max_{n \in N} \frac{C_n}{F_n} K_n + \frac{C_0}{F_0} + \max_{n \in N} \frac{M_{s_n}}{r_n} + \frac{M_{s_0}}{r_0} \right). \tag{7}
\]

B. Energy Cost

The computation energy for worker \( n \in N \) to execute \( K_n \) local iterations is given by \( \alpha_n QK_nC_nF_n^2 \), where \( \alpha_n \) is a constant factor determined by the switched capacitance of worker \( n \). Then, within each global iteration, the computation energy for local model training at the workers is \( B \sum_{n \in N} \alpha_n K_nC_nF_n^2 \). Similarly, the computation energy for global averaging at the server within each global iteration is given by \( \alpha_0 QF_0^2 \), where \( \alpha_0 \) is a constant factor determined by the switched capacitance of the server. The communication energy for worker \( n \) to transmit \( Q(x_n^{(k_0,K_n)} - \tilde{x}(k_0); s_n) \) to the server is given by \( \frac{p_n M_{s_n}}{r_n} \), for all \( k_0 \in K_0 \). Analogously, the communication energy for sending quantized local updates from all \( N \) workers to the server is \( D \sum_{n \in N} \frac{p_n M_{s_n}}{r_n} \).

V. OPTIMIZATION OF ALGORITHM PARAMETERS

In this section, we formulate and solve the optimization problem of the algorithm parameters of GenQSGD according to the parameters of the underlying edge computing system and machine learning problem.

A. Problem Formulation

For tractability, in the optimization, we relax the integer constraints, \( K \in \mathbb{Z}_+^{N+1} \) and \( B \in \mathbb{Z}_+ \), to their continuous counterparts, \( K > 0 \) and \( B > 0 \), respectively. We can easily construct an integer point based on a continuous point with similar performance. Specifically, we optimize the algorithm parameters of GenQSGD to minimize energy cost \( E(K, B) \) subject to the time constraint and convergence error constraint.

Problem 2 (Optimization Problem):

\[
E^* \triangleq \min_{K > 0, B > 0} E(K, B) \quad \text{s.t.} \quad T(K, B) < T_{\text{max}}, \tag{10}
\]

\[
C(K, B) < C_{\text{max}}, \tag{11}
\]

where \( E(K, B), T(K, B) \) and \( C(K, B) \) are given by (8), (2) and (9), respectively, and \( T_{\text{max}} \) and \( C_{\text{max}} \) denote the limits on the time cost and convergence error, respectively.
Apparently, the minimum energy cost $E^*$ does not increase (usually decreases) with the limits on time cost and convergence error, i.e., $T_{\max}$ and $C_{\max}$, indicating an optimal tradeoff among the energy cost, time cost, and convergence error. Similar problems can be formulated in terms of the three performance metrics to optimize the tradeoff. Later, we shall see that the proposed optimization method for Problem 2 can be readily extended to handle those formulations. From (7), (8), and (9), we know that the parameters of Problem 2 include the system parameters, i.e., $F_n, C_n, \sigma_n, p_n, r_n, s_n, n \in \mathcal{N}$, which are known to the server, and the parameters of the expected risk function $f$, i.e., $L, \sigma, G$, and $\delta$, which can be obtained by the server from pre-training based on the data stored on the server. Thus, Problem 2 assumed to be feasible, can be solved by the server (in an offline manner) before implementing GenQSGD in the edge computing system.

The constraints in (10) and (11) are non-convex and contain non-differentiable functions, and the objective function is non-convex. Thus, Problem 2 is a challenging non-convex problem with non-differentiable constraint functions.

### B. Solution

In this part, we develop an algorithm to obtain a KKT point of an equivalent problem of Problem 2. First, we address the challenge caused by the non-differentiable constraint functions in (10) and (11). Specifically, we introduce auxiliary variables $T_1 > 0$ and $T_2 > 0$, replace $\max_{n \in \mathcal{N}} \frac{C_n}{F_n} K_n$ in (10) and $\max_{n \in \mathcal{N}} K_n^2$ in (11) with $T_1$ and $T_2$, respectively, and add the following inequality constraints:

$$\frac{C_n}{F_n} K_n T_1^{-1} \leq 1, \quad n \in \mathcal{N};$$

$$K_n T_2^{-1} \leq 1, \quad n \in \mathcal{N}. \tag{12}$$

Then, we can transform Problem 2 into the following problem with differentiable constraint functions.

**Problem 3 (Equivalent Problem of Problem 2):**

$$\min_{K > 0, B, T_1, T_2 > 0} \quad E(K, B)$$

s.t. (12), (13),

$$\left(\frac{C_0}{F_0} + \max_{n \in \mathcal{N}} \frac{M_s n}{r_n} + \frac{M_n}{\tau_0}\right) K_0 + B K_0 T_1 \leq T_{\max}, \tag{14}$$

$$\frac{c_1}{\sum_{n \in \mathcal{N}} K_n^2} + c_2 T_2^2 + \frac{c_3}{B} + 2 L \gamma G^2 \sum_{n \in \mathcal{N}} (q_{n} + q_{s_n} + q_{s_n} q_{n}) K_n^2 \leq C_{\max}. \tag{15}$$

By contradiction, we can easily show that Problem 2 and Problem 3 are equivalent. Note that $E(K, B)$ and the constraint function in (14) are polynomials, the constraint functions in (12) and (13) are monomials, the first term of the constraint function in (15) is a ratio between a constant and a polynomials.

---

### Algorithm 2 Algorithm for Obtaining a KKT Point of Problem 3

1. **Initialize:** Choose any feasible solution $(K^{(0)}, B^{(0)}, T_1^{(0)}, T_2^{(0)})$ of Problem 4 as the initial point, and set $t = 1$.
2. **repeat**
3. Compute $(K^{(t)}, B^{(t)}, T_1^{(t)}, T_2^{(t)})$ by transforming Problem 4 into a GP in convex form, and solving it with standard convex optimization techniques.
4. Set $t := t + 1$.
5. **until** Some convergence criteria is met.

and the last term of the constraint function in (15) is a ratio between two posynomials. Thus, Problem 3 is a non-convex problem that is more complicated than a CGP [9].

In the following, using GIA [9] and the tricks for solving CGP [9], we propose an iterative algorithm, i.e., Algorithm 2 to obtain a KKT point of Problem 5. The idea is to solve a sequence of successively refined approximate geometric programs (GPs), each of which is obtained by lower bounding the denominators of the first term and the last term of the constraint function in (15) using the arithmetic-geometric mean inequality. Specifically, at iteration $t$, update $(K^{(t)}, B^{(t)})$ by solving the following approximate GP of Problem 3 which is parameterized by $K^{(t-1)}$ obtained at iteration $t - 1$.

**Problem 4 (Approximate GP at Iteration $t$):**

$$\min_{K > 0, B, T_1, T_2 > 0} \quad E(K, B)$$

s.t. (12), (13), (14),

$$K_0 \prod_{n \in \mathcal{N}} \left(\frac{K_n}{\beta_n^{(t-1)}}\right)^{\beta_n^{(t-1)}} + c_2 T_2^2 + \frac{c_3}{B} \leq C_{\max}, \tag{16}$$

where $\beta_n^{(t-1)} \triangleq \frac{K_n^{(t-1)}}{\sum_{n \in \mathcal{N}} K_n^{(t-1)}}$. Let $(K^{(t)}, B^{(t)}, T_1^{(t)}, T_2^{(t)})$ denote an optimal solution of Problem 4.

The constraint function in (16), which is an approximation of the constraint function in (15) at $K^{(t-1)}$, is a posynomial. As a result, Problem 4 is a standard GP and can be readily transformed into a convex problem and solved by using standard convex optimization techniques. The details are summarized in Algorithm 2. Following [9, Proposition 3], we have the following result.

**Theorem 2 (Convergence of Algorithm 2):** $(K^{(t)}, B^{(t)}, T_1^{(t)}, T_2^{(t)})$ obtained by Algorithm 2 converges to a KKT point of Problem 3 as $t \to \infty$.

**Proof 2 (Sketch):** By [9, Proposition 3], we know that Properties (i), (ii), and (iii) in [8] are satisfied. As $(K^{(0)}, B^{(0)}, T_1^{(0)}, T_2^{(0)})$ is feasible, Problem 4 is feasible and hence has zero duality gap [10]. Therefore, by [8, Theorem...
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1}, we can show Theorem 2.

VI. NUMERICAL RESULTS

In this section, we evaluate the performance of GenQSGD 
in Algorithm 1 with the algorithm parameters $K$ and $B$ 
obtained by Algorithm 2. We consider a ten-class classification 
problem with MNIST dataset ($I = 6 \times 10^3$). We partition 
the MNIST training dataset into $N = 10$ subsets, each of 
which is stored on one worker. We consider a three-layer 
nearal network, including an input layer composed of 784 
cells, a hidden layer composed of 128 cells, and an output layer 
composed of 10 cells. Thus, $D = 101632$. We use the sigmoid 
activation function for the hidden layer and the softmax 
activation function for the output layer. We consider the cross 
entropy loss function. We choose $\alpha_n = 2 \times 10^{-28}$, $n \in \mathcal{N}$, 
$F_0 = 3 \times 10^9$ (cycles/s), $C_0 = 1000$ (cycles), $p_0 = 20$ (W), 
$v_0 = 7.5 \times 10^7$ (b/s), $F_n \in [2.7 \times 10^8, 2.7 \times 10^9]$ (cycles/s), 
$n \in \mathcal{N}$, $C_n \in [1.8 \times 10^7, 1.8 \times 10^8]$ (cycles), $n \in \mathcal{N}$, 
p_n \in [0.27, 2.7] (W), $n \in \mathcal{N}$, $r_n \in [9 \times 10^3, 9 \times 10^5]$ (b/s), 
$n \in \mathcal{N}$, $q_u = 4.9$, $q_{v_n} = 9.9$, $n \in \mathcal{N}$, and $\gamma = 0.03$. We set $L = 0.034$, $\sigma = 18$, and $G = 6$. Which are obtained by 
pre-training. We also apply three baseline algorithms, namely, 
PR-SGD 2, FedAvg 1, and parallel SGD (P-SGD) 2, 
with the algorithm parameters obtained using the proposed 
optimization framework, to the considered edge computing 
system.

Fig. 1(a) shows the training loss and test accuracy of 
GenQSGD versus the convergence error limit $C_{\text{max}}$. Fig. 1(b) 
indicates that by imposing the convergence error constraint 
in 1, we can effectively control the training loss and test 
accuracy. Fig. 1(b) and Fig. 1(c) show the energy cost versus 
the convergence error limit $C_{\text{max}}$ and the time limit $T_{\text{max}}$, 
respectively. Note that some points for the curves of the base- 
line algorithms are missing, as their parameter optimization 
problems are not feasible at some $C_{\text{max}}$ and $T_{\text{max}}$. From 
Fig. 1(b) and Fig. 1(c) we can see that the energy cost 
of each feasible algorithm decreases with $C_{\text{max}}$ and $T_{\text{max}}$, 
reflecting a tradeoff among the energy cost, time cost, and 
convergence error. GenQSGD significantly outperforms the 
baseline algorithms, indicating the importance of designing 
a general FL algorithm and optimally adapting its algorithm 
parameters to the underlying edge computing system and 
machine learning problem.

VII. CONCLUSION

In this paper, we presented a general quantized parallel 
mini-batch SGD algorithm for FL and analyzed its conver- 
gence error when applied to a general unconstrained machine 
learning problem. Then, we introduced a rigorous framework 
for optimizing the algorithm parameters to achieve an optimal 
tradeoff among the energy cost, time cost, and convergence 
error. Numerical results reveal the significance of optimally 
designing FL algorithms in practical edge computing systems.
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