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Abstract

An algorithm is given for finding the solutions to 3SAT problems. The algorithm uses Bienstock's reduction from 3SAT to existence of induced odd cycle of length greater than three, passing through a prescribed node in the constructed graph. The algorithm proceeds to find what will be called the hole complexes of the graph. The set of the boundary nodes of the hole complex containing the prescribed node is then searched for the subsets of 8 nodes corresponding to the 3SAT's literals. If a complete set of literals is contained in the boundary then the 3SAT is solvable.

1 Introduction

Bienstock [1] gives a reduction from 3SAT to existence of induced odd cycle of length greater than three, passing through a prescribed node in the constructed graph [1]. For a given 3SAT we have n variables \(x_1, ..., x_n\), and m clauses \(c_1, ..., c_m\). Each clause is denoted as \((z_1 \lor z_2 \lor z_3)\) where \(z_i = x_i \lor \overline{x}_i\). The construction uses two gadgets (see Fig. 1) one for clauses the other for variables with color coded edges (blue in bold). The red edges are the constraints in the problem. Three additional nodes are used in the construction \(u\) the prescribed node to be in the odd hole and \(w\) and \(v\). The graph is completed with the following edges:

These edges in blue. \(u, w, u, c_{1,2} w, c_{1,1}\); for \(1 \leq i < n c_{l,3}, c_{l+1,1}\) and \(c_{l,4}, c_{l+1,2}\); \(c_{n,3}, d_{1,1} c_{n,4}, d_{1,2}\); for \(1 \leq j < n d_{j,3}, d_{j+1,1}\) and \(d_{j,4}, d_{j+1,2}\); and \(d_{m,3}, v, d_{m,4}, v\).

In addition, \(G\) contains, for each clause \(C_j\), the following red edges. Let \(C_j = (z_1 \lor z_2 \lor z_3)\). For \(1 \leq k \leq 3\) if \(z_k = x_i\), (some \(i\)) then we have the edges \(f_{i,1,j}(z_k)\) and \(f_{i,3,j}(z_k)\) while if \(z_k = \overline{x}_i\) the edges are \(t_{i,1,j}, f_{i,1,j}(z_k)\) and \(t_{i,3,j}, f_{i,3,j}(z_k)\).

(see Fig. 2, 3, 4) showing the graphs for the following formula.

\((x_1 + x_2 + x_3)(x_1 + x_2 + \overline{x}_3)(x_1 + \overline{x}_2 + x_3)(x_1 + \overline{x}_2 + \overline{x}_3)(x_1 + x_2 + x_3)(x_1 + x_2 + \overline{x}_3)(x_1 + \overline{x}_2 + x_3)(x_1 + \overline{x}_2 + \overline{x}_3)\)

Figure 2 shows the gadget version, figure 3 the untwisted graph and figure 4 the graph without constraints.

Bienstock then proves the following.

Proposition 1.1. Let \(L\) be an odd hole containing \(u\). Then, for \(1 \leq i \leq n\), exactly one of the following is true:

1. \(L\) contains the blue paths \(c_{1,1}, t_{i,1}, c_{1,3}\) and \(c_{1,2}, t_{i,2}, t_{i,3}, t_{i,4}, c_{1,4}\)
2. \(L\) contains the paths \(c_{1,1}, f_{i,1}, c_{1,3}\) and \(c_{1,2}, f_{i,2}, f_{i,3}, f_{i,4}, c_{1,4}\).

2 Hole Complexes

Definition 2.1. Hole Complex A hole complex is a set of path graphs length \(\geq 2\) with their end nodes joined to nodes in other paths. The result must be a connected graph with each path part of at least one hole and any two holes must be linked by a chain of holes where each pair of linked holes in the chain share at least two non adjacent nodes. (see Fig. 5)

In a graph we can consider the individual holes (cordless cycles size \(> 3\)) or the hole complexes. A single hole may be a complex. Two holes with two or more nodes in common (if only two nodes they must be non adjacent) form a hole complex. In a graph a hole complex to which no further holes in the graph can be added.
will be called a maximal hole complex of the graph. A hole complex can have an exponential number of holes in the number of its nodes [2]. One can find the maximal hole complexes of a graph by using a hole detecting algorithm [3]. After finding a hole its nodes are recorded and then it is filled by adding its anti hole edges to the graph (see Fig. 6). This action is repeated till no more holes are detected. Note some of the holes will contain added anti hole edges (see Fig. 7) these will be removed from the hole leaving path graphs. This procedure will give the path graphs of the hole complexes of the graph with the possible absence of some paths of length two (see Fig. 6). To insure the inclusion of all length two paths search the original graph for paths of length two not part of triangles and with end node degrees greater than two. To find all the maximal hole complexes pick a hole or set of paths from the list of all the holes and paths found above along with the two paths search the remaining holes and paths for any that share at least two non adjacent nodes with the hole or path(s) add any that do to the maximal hole list and remove them from the hole list. Now search the list of holes and paths for holes and paths that share nodes with the newly added holes or paths. Continue this process till no more holes and paths are found to add to the maximal hole list. Repeat the above till all the maximal hole complexes have been found and the list of holes and paths is exhausted.

3 Finding solutions

Given a 3SAT problem of \( n \) variables apply Bienstock's reduction to the problem to obtain a graph with holes. Find the maximal hole complexes of the graph as outlined above. Among the maximal hole complexes find the one containing the prescribed node \( u \). Search its nodes for the sets \( c_{i,1}, t_{i,1}, c_{i,3}, t_{i,2}, t_{i,3}, t_{i,4}, c_{i,4} \) and \( c_{i,1}, f_{i,1}, c_{i,3}, c_{i,2}, f_{i,2}, f_{i,3}, f_{i,4}, c_{i,4} \) if one or both of these sets is present for each \( i \) of the \( n \) variables then the 3SAT is solvable.

![Figure 1: Gadgets used in reduction from 3SAT to odd hole containing specified node. a) variable gadget b) clause gadget](image-url)
Figure 2: Gadget version of graph for formula \((x_1 + x_2 + x_3)(x_1 + x_2 + \bar{x}_3)(x_1 + \bar{x}_2 + x_3)(x_1 + \bar{x}_2 + \bar{x}_3)(\bar{x}_1 + x_2 + x_3)(\bar{x}_1 + x_2 + \bar{x}_3)(\bar{x}_1 + \bar{x}_2 + \bar{x}_3)(\bar{x}_1 + \bar{x}_2 + x_3)\).
Figure 3: Untwisted version of graph for formula 

\[ (x_1 + x_2 + x_3)(x_1 + x_2 + \overline{x}_3)(x_1 + \overline{x}_2 + x_3)(x_1 + \overline{x}_2 + \overline{x}_3)(\overline{x}_1 + x_2 + x_3)(\overline{x}_1 + x_2 + \overline{x}_3)(\overline{x}_1 + x_2 + x_3)(\overline{x}_1 + \overline{x}_2 + x_3). \]
Figure 4: Constraint free version of graph for formula \((x_1 + x_2 + x_3)(x_1 + x_2 + x_3)(x_1 + x_2 + x_3)(x_1 + x_2 + x_3)(\bar{x}_1 + x_2 + x_3)(x_1 + x_2 + x_3)(x_1 + x_2 + x_3)(\bar{x}_1 + x_2 + x_3)\).
Figure 5: A hole complex.

Figure 6: Partially filled hole complex showing missed two paths.
Figure 7: A hole complex which after partial hole filling has a hole containing two paths.
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