I discuss a phenomenological model for the Glasma. I introduce over-occupied distributions for gluons, and compute their time evolution. I use this model to estimate the ratio of quarks to gluons and the entropy production as functions of time. I then discuss photon production at the RHIC and LHC, and how geometric scaling and the Glasma might explain generic features of such production.
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1. Introduction

There have been many talks at this meeting concerning the Color Glass Condensate [1–5] and the Glasma [6–12], so I will not present an extended review the subject in this paper. I will concentrate here on providing a simplified description of the evolution of the Glasma. The Glasma is a strongly interacting Quark Gluon Plasma. It is not thermalized. It is produced very shortly after the collision of two nuclei, thought of as sheets of Color Glass Condensate, and evolves into the Thermalized Quark Gluon Plasma. The Glasma is strongly interacting because the gluon distributions are over-occupied, and this overoccupation enhances the interaction strength due to Bose coherence. There may or may not be a Bose condensate of gluons in the Glasma, but this interesting feature will not be the subject of this paper.
[13–21]. In fact, I will ignore the possibility of such condensation when I analyze the Glasma, although the result I present may be generalized to the case where condensation is present.

2. The Glasma

The Glasma is composed of gluons that are highly coherent. The maximal coherence occurs at some momentum scale $\Lambda_{IR}(t)$ where the gluon distributions have strength of the order of $1/\alpha_s$. At this infrared scale, the interactions of gluons are maximally strong since the $1/\alpha_s$ in the gluon distributions eats factors of $\alpha_s$ due to gluon interactions. This is easily seen, since if the gluon field has strength $1/g$, the coupling strength scales out of classical equations for the gluon fields.

There is also an ultraviolet scale $\Lambda_{UV}(t)$ at which the gluon distribution rapidly goes to zero. In the early stages of the evolution of the Glasma, the gluons are characterized by only one scale and the distribution functions are maximally strong. We have the initial conditions

$$\Lambda_{IR}(t_{in}) \sim \Lambda_{UV}(t_{in}) \sim Q_{sat},$$

where $Q_{sat}$ is the typical momentum scale associated with the field in the Color Glass Condensate, which determines the initial conditions for the Glasma.

As time evolves, both the infrared and ultraviolet scales change. Thermalization can occur when

$$\Lambda_{IR}(t_{therm}) \sim \alpha_s \Lambda_{UV}(t_{therm}) \sim \alpha_s T_{init},$$

where $T_{init}$ is the temperature when the system first thermalizes. One can see this from thermal Bose distribution functions

$$f_{BE} = \frac{1}{e^{E/T} - 1}$$

which for energy much less than the temperature is $f \sim T/E$. At the UV scale of Eq. (2), the distribution is of the order of 1, but at the IR, the distributions are of the order of $1/\alpha_s$.

Usually in thermal field theory, it is argued there is a magnetic mass generated at the scale $m_{mag} \sim \alpha_s T$, which guarantees the distributions do not get too large at small momentum scales. It might however happen that for the highly occupied distributions, typical of heavy ion collisions, we might generate a chemical potential for the gluons. If there are too many gluons, this chemical potential would approach the gluon mass, and the gluon distribution would be infinite at zero momentum. If one integrates over the
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3. Evolution of the Glasma

There have been a number of attempts to simulate properties of the Glasma. Early simulations assumed that the Glasma was uniform in longitudinal coordinate [8–11]. It was soon discovered that such uniformity was destroyed by small fluctuations which led to developing a turbulent fluid [25, 26]. The issue then became how to properly include the quantum fluctuations in the initial conditions which lead to the development of such turbulence, and how fields with these initial conditions evolve in time. At present, there is consensus on how to set up such a computation [16, 17], but not broad consensus on the results of simulations of the evolution of these fields [27]. Classical field methods have difficulties at largish times, and the methods of transport theory have difficulty including inelastic effects and properly including condensation phenomena [28].

I think that the results show the promise that although the Glasma may take some time to thermalize, it may undergo hydrodynamic behavior from early times. If so, this hydrodynamics will have a significant anisotropy...
between longitudinal and transverse pressure [22, 23]. This behavior is not seen just in Glasma simulations but also in computations employing AdS/CFT methods with intrinsic strong coupling [29–31].

In what follows, I will construct a simplified model of the Glasma that illustrates some simple features of the Glasma, and may be useful for phenomenological applications [32]. I will assume that distributions are approximately isotropic, and again the considerations presented here might be generalized to the anisotropic case.

Let us begin with the definition of the gluon distribution function

$$\frac{1}{\tau \pi R^2} \frac{dN}{d^3p} = f(p),$$

(4)

where $R$ is the transverse size of the system, and $\tau$ is the proper time. For a non-expanding system, the proper time is just the time, but for a longitudinally expanding system, $\tau = \sqrt{t^2 - z^2}$. We take as initial conditions

$$f(p) \sim \frac{1}{\alpha_s}, \quad p \leq Q_{\text{sat}}$$

(5)

and

$$f(p) \rightarrow 0, \quad p \geq Q_{\text{sat}}.$$

(6)

At some point, the distribution function must go to zero and will have a value of the order of 1, so we see that the UV scale is defined from

$$f(\Lambda_{\text{UV}}) \sim 1.$$  

(7)

Generically, the transport equations for a highly occupied Bose gas with $f \gg 1$ is of the form

$$\frac{df}{dt} \sim \alpha_s^2 f^3.$$  

(8)

Implicit in this relationship are integrations on the right-hand side of the equation with weight associated with the scattering kernel. The factor of $\alpha_s^2$ is the coupling strength. In scattering, there are two particles in the initial and two particles in the final state, so we would naively expect the scattering term in the transport equations to be of the order of $f^4$, but this leading term cancels in the forward and backward going processes leaving a term of the order of $f^3$.

Let us assume that the distribution function is classical for $E \ll \Lambda_{\text{UV}}$, then

$$f \sim \frac{1}{\alpha_s} \frac{A_{\text{IR}}}{E}.$$

(9)
More generally we can write

\[ f \sim \frac{1}{\alpha_s} \frac{\Lambda_{\text{IR}}}{\Lambda_{\text{UV}}} f(E/\Lambda_{\text{UV}}). \]  

(10)

Now plugging this into the transport equation and integrating over momentum gives an equation

\[ \frac{d}{dt} \Lambda_{\text{IR}}^2 \Lambda_{\text{UV}}^2 \sim \Lambda_{\text{IR}}^3 \Lambda_{\text{UV}}. \]  

(11)

Taking

\[ \frac{1}{t} \sim \frac{1}{\Lambda_{\text{IR}}^2 \Lambda_{\text{UV}}^2} \frac{d}{dt} \Lambda_{\text{IR}}^2 \Lambda_{\text{UV}}, \]  

(12)

we can identify the scattering time as

\[ t_{\text{scat}} \sim \frac{\Lambda_{\text{UV}}}{\Lambda_{\text{IR}}^2}. \]  

(13)

Note that the coupling constant has entirely disappeared from this equation. One can show that this form of the time dependence persists when one includes higher order corrections associated with inelastic particle production [13].

If there is a Bose condensate present, then there is a term in the transport equation associated with scattering from a condensate. In this case, the dependence upon the infrared and ultraviolet scales for the scattering time is different, but can also be explicitly obtained.

The relationship between the dynamical scale and the scattering time, \( t \sim t_{\text{scat}} \), gives one equation determining the evolution of the scales. The other equation is energy conservation. The energy density is

\[ \epsilon \sim \frac{1}{\alpha_s} \Lambda_{\text{IR}}^3 \Lambda_{\text{UV}}. \]  

(14)

The solution to these equations in a fixed box or an expanding box gives power law dependences in time for the infrared and ultraviolet scale.

4. A simple model for the Glasma

It is useful to consider a simple model for the Glasma that is explicit and has the properties described above. Let us take the gluon distribution function to be an over-occupied Bose–Einstein distribution [32]

\[ f(p) = \frac{\gamma(t)}{e^{E/\Lambda(t)} - 1}. \]  

(15)
In this form, we see that $\Lambda$ is an effective temperature, and that $\Lambda = \Lambda_{UV}$. The factor $\gamma$ is the overoccupation factor for the Bose–Einstein distribution. For a thermally equilibrated distribution, $\gamma = 1$. For the Glasma, we take

$$\gamma = \frac{1}{\alpha_s} \frac{\Lambda_{IR}}{\Lambda_{UV}}. \quad (16)$$

At some time in the evolution,

$$\gamma(t) = 1. \quad (17)$$

At this time, the system is thermal, and the criterion of Eq. (2) is satisfied and $t_{th}$ is determined from

$$T = \Lambda_{UV}(t_{th}). \quad (18)$$

Beyond this time, $\gamma(t) = 1$, but the temperature may evolve.

The entropy density of these over-occupied distributions is

$$s = \int d^3p \ \{(1 + f) \ln(1 + f) - f \ln(f)\} \sim \Lambda_{UV}^3 \ln \left\{ \frac{\Lambda_{IR}}{\alpha_s \Lambda_{UV}} \right\}. \quad (19)$$

On the other hand, the number density of gluons is

$$\rho \sim \frac{1}{\alpha_s} \Lambda_{IR} \Lambda_{UV}^2, \quad (20)$$

and the entropy per particle becomes

$$s/n \sim \alpha_s \Lambda_{UV}/\Lambda_{IR}. \quad (21)$$

This means that early on when the system is highly coherent, the entropy per particle is small. By the time of thermalization, the entropy per particle has become of the order of 1.

We can also estimate the quark to gluon number density. We take for the quark distribution function

$$f_{\text{quark}} = \frac{1}{e^{E/\Lambda(t)} + 1}. \quad (22)$$

The quarks cannot be over-occupied because they are fermions. We assume the UV scale is the same for quarks and gluons. The total number of quarks is of the order of

$$q \sim \Lambda_{UV}^3. \quad (23)$$

This means that the ratio of quarks to gluons is

$$q/g \sim \alpha_s \Lambda_{UV}/\Lambda_{IR} \quad (24)$$
and like the entropy to gluon ratio, it begins small but at thermalization has achieved a ratio of the order of one. This underabundance of quarks at early times has no relationship to the rate of quark production. It simply reflects the overabundance of gluons, and that Fermi statistics forbid the overoccupation of fermions.

5. Saturation, the Glasma, and photons

If both the Glasma and the Thermalized Quark Gluon Plasma obey approximate hydrodynamic behavior, it will be difficult to disentangle which is the source of bulk properties of matter produced in heavy ion collisions. As suggested by Shuryak many years ago [33], the internal dynamics of an evolving QGP might be best addressed by looking at penetrating probes such as photons and dileptons. These particles can probe the internal dynamics of the QGP and in principle resolve the difference between a Glasma and a Thermalized QGP. It is not easy however, as most experimental observables have significant contributions from other sources, such as the matter produced at late times as a hadron gas, and from the fragmentation of produced jets into photons.

Nevertheless, we can first try to see if saturation dynamics has anything to do with photon production. We can first see whether or not the available photon data has geometric scaling [37, 38]. This should be a generic feature of emission from the Color Glass Condensate and early time emission from the Glasma. In these cases, the only scale in the problem is the saturation momentum. We, therefore, expect that the distribution of photons will be of the form [39]

\[
\frac{1}{\pi R^2} \frac{d^2 N}{dy d^2 p_T} = F \left( \frac{Q_{sat}}{p_T} \right). \tag{25}
\]

The saturation momentum for nucleus–nucleus collisions is determined by

\[
Q_{sat}^2 = N_{\text{part}}^{1/3} \left( \frac{E}{p_T} \right)^\delta. \tag{26}
\]

Here, \( N_{\text{part}} \) is the number of nucleon participants and \( \delta \sim 0.22–0.28 \) is determined by both fits to deep inelastic scattering data and high energy \( pp \) interactions.

The photon data are RHIC and LHC energies that are shown in Fig. 1 [39]. Included are \( pp, dAu \) and \( AuAu \) data from RHIC [34, 35] and \( PbPb \) data from the LHC [36]. Note that the range of variation of the photon rate is over 4 orders of magnitude.

When we rescale the data using geometric scaling, we obtain the remarkable results of Fig. 2. It is also true that data from RHIC for \( AuAu \) collisions for varying multiplicity of produced particles also fall on this scaling curve.
Fig. 1. Measurements of invariant yields of direct photon production in nuclear collisions below $p_T = 5$ GeV/$c$ compared to power law parameterizations. Data are taken from the PHENIX experiment at RHIC [34, 35] and the ALICE experiment at the LHC [36]. The error bars represent the combined systematic and statistical uncertainties of the measurements. Original figure is from Ref. [39].

Fig. 2. Geometrically scaled invariant yields of direct photon production below $p_T = 5$ GeV/$c$, the assumed common power law shape of $p_T^{-6.1}$ has been fit to the PHENIX AuAu data. The error bars represent the combined systematic and statistical uncertainties of the measurements. Original figure is from Ref. [39].
The underlying mechanism behind this remarkable scaling behavior might be jet production and fragmentation into photons [40–42]. Such a fragmentation process should be approximately scale invariant, and would preserve the geometric scaling of the initial conditions in the Color Glass Condensate.

We can also try to describe photon production using the Glasma. Schenke and I used the known lowest order formula for photon production [43], with the distribution functions replaced by the over-occupied distribution functions above [32]. The result is that one can obtain a good description of the spectrum of produced photons in the 1–4 GeV transverse momentum range. To do this requires a factor of 5–10 increase in the rates relative to the computed rates. Similar results with related mechanisms are found in the semi-QGP analysis of Ref. [44]. The Thermalized QGP computations with realistic hydrodynamic simulation are off by a factor of 2–5, so this is a common problem for both computations.

The remarkable result of the photon measurements at the RHIC and LHC is the observation that photons flow almost like hadrons. This is difficult to achieve in Thermalized QGP computations of photon production. This is because the photons are produced early before much flow develops. It might be that such photons are produced late in the collision [45, 46], but then it would be difficult to explain the geometric scaling seen in the data. At very late times, there are scales of the order of $\Lambda_{\text{QCD}}$ which become important. The Glasma is producing significant entropy per gluon during its expansion, and therefore cools more slowly than does a Thermalized QGP. This allows more time for flow to develop. It is possible to get acceptable flow from the Glasma emission, at the expense as mentioned above, of reducing rates of photon emission which are already somewhat low.
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