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Abstract: This paper proposes uni-orthogonal and bi-orthogonal nonnegative matrix factorization algorithms with robust convergence proofs. We design the algorithms based on the work of Lee and Seung [1], and derive the converged versions by utilizing ideas from the work of Lin [2]. The experimental results confirm the theoretical guarantees of the convergences.
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1 Introduction

The nonnegative matrix factorization (NMF) is a technique that decomposes a nonnegative data matrix into a pair of other nonnegative matrices of lower rank:

\[ A \approx BC, \]  

where \( A \in \mathbb{R}^{M \times N} = [a_1, \ldots, a_N] \) denotes the data matrix, \( B \in \mathbb{R}^{M \times K} = [b_1, \ldots, b_K] \) denotes the basis matrix, \( C \in \mathbb{R}^{K \times N} = [c_1, \ldots, c_N] \) denotes the coefficient matrix, and \( K \) denotes the number of factors which usually is chosen so that \( K \ll \min(M, N) \). To compute \( B \) and \( C \), usually eq. (1) is rewritten into a minimization problem in Frobenius norm criterion.

\[
\min_{B,C} J(B, C) = \frac{1}{2} \|A - BC\|_F^2 \quad \text{s.t.} \quad B \geq 0, C \geq 0.
\]  

Orthogonal NMFs are introduced by Ding et al. [11] to enforce orthogonality constraints on columns of \( B \) and/or rows of \( C \) in order to improve clustering capability of the standard NMF (we will refer NMF objective in eq. 2 as the standard NMF for the rest of this paper). Because clustering indicator matrices are orthogonal (hard clustering cases), imposing orthogonality on columns of \( B \) (rows of \( C \)) will potentially produce a sharper row clustering indicator matrix (column clustering indicator matrix), and therefore it is expected that this mechanism will lead to better clustering methods.

However, as the original orthogonal NMF algorithms [11] and the variants [12, 13, 14] are all based on the multiplicative update (MU) rules, there is no convergence guarantee for these algorithms (in section 2 we will explain why MU based algorithms do not have convergence guarantee). And because the orthogonality constraints cannot be recast into alternating nonnegativity least square (ANLS) framework (see [8, 15] for discussion on ANLS), converged algorithms for the standard NMF, e.g., [20, 21, 22, 18, 22], cannot be
utilized for solving orthogonal NMF problems. Thus, there is still no converged algorithm for orthogonal NMFs.

The proposed algorithms are designed by generalizing the work of Lin [2] in which he provides a converged algorithm for the standard NMF based on the additive update (AU) rules. The generalization presented in this chapter is not trivial since the proofs are developed in matrix form, thus providing a framework for developing converged algorithms for other NMF objectives that have matrix based auxiliary constraints with mutually dependency between columns and/or rows (Lin uses vector form for developing the proofs, so the interdependency between columns and/or rows cannot be captured).

Also, in the process of developing the proofs, the objectives need to be decomposed into the Taylor series. When the objectives have only up to second order derivatives, then the nonincreasing properties can be proven by showing the positive-definiteness of the Hessians of the objectives [1, 2]. But in general cases, the objectives can have more than second order derivatives. And in particular, the orthogonality constraints make the objectives have more than second order derivatives. Thus, the same strategy cannot be used for the general cases. Accordingly, we introduce a strategy to deal with this kind of objectives. Note that the proofs presented here are sufficiently general to be a framework for developing converged algorithms for other NMF objectives with well-defined partial derivatives up to second order.

2 Multiplicative update algorithm

In [1], Lee and Seung introduce two MU rules based algorithms for the standard NMF using the Frobenius norm and the Kullback-Leibler divergence respectively as the distance measure. In addition, they also show how to modify the Frobenius norm based MU algorithm into AU version. However, due to numerical difficulties of the Kullback-Leibler divergence, and computational requirements of the AU algorithm, only the Frobenius norm based MU algorithm is being extensively studied. In this section, we will review the Frobenius norm based MU algorithm and discuss the reason why this algorithm do not have convergence guarantee. Note that only the Frobenius norm will be considered for the rest of this chapter.

First let us rewrite the standard NMF objective in eq. 2.

$$\min_{B,C} J(B, C) = \frac{1}{2} \| A - BC \|_F^2 \quad \text{s.t. } B \geq 0, C \geq 0. \quad (3)$$

The KKT function of the objective is:

$$L(B, C) = J(B, C) - \text{tr} (\Gamma_B B^T) - \text{tr} (\Gamma_C C),$$

where $\Gamma_B \in \mathbb{R}_{+}^{M \times R}$ and $\Gamma_C \in \mathbb{R}_{+}^{N \times R}$ are the KKT multipliers. Partial derivatives of $L$ with respect to $B$ and $C$ can be written as:

$$\nabla_B L(B) = \nabla_B J(B) - \Gamma_B, \quad \text{and}$$

$$\nabla_C L(C) = \nabla_C J(C) - \Gamma_C^T,$$

with

$$\nabla_B J(B) = BCC^T - AC^T, \quad \text{and}$$

$$\nabla_C J(C) = B^T BC - B^T A.$$
By results from optimization studies, \((B^*, C^*)\) is a stationary point of eq.\(\ref{eq:objective}\) if it satisfies the KKT optimality conditions [24], i.e.,

\[
\begin{align*}
    B^* &\geq 0, \\
    C^* &\geq 0, \\
    \nabla_B J(B^*) &= \Gamma_B \geq 0, \\
    \nabla_C J(C^*) &= \Gamma_C^T \geq 0, \\
    \nabla_B J(B^*) \odot B^* &= 0, \\
    \nabla_C J(C^*) \odot C^* &= 0,
\end{align*}
\]

(4)

where \(\odot\) denotes component-wise multiplications, and eq.\(\ref{eq:complementary_slackness}\) is known as the complementary slackness.

The MU algorithm is derived by utilizing the complementary slackness:

\[
\begin{align*}
    (BCCT - AC^T) \odot B &= 0, \\
    (B^TBC - B^TA) \odot C &= 0.
\end{align*}
\]

These equations lead to the following update rules [1]:

\[
\begin{align*}
    b_{mr}^{k+1} &\leftarrow b_{mr}^k \frac{(AC^T)_{mr}}{(BCC^T)_{mr}} \forall m, r, \\
    c_{rn}^{k+1} &\leftarrow c_{rn}^k \frac{(BT)_{rn}}{(B^TBC)_{rn}} \forall r, n,
\end{align*}
\]

(5) (6)

where \(k = 0, \ldots, K\) denotes the iteration, \(K\) denotes the maximum iteration, \(b_{mr}^k\) and \(c_{rn}^k\) denote \((m, r)\) entry of \(B\) and \((r, n)\) entry of \(C\) at \(k\)-th iteration respectively. These equations are the MU algorithm for the standard NMF problem in eq.\(\ref{eq:objective}\).

Theorem 1. (Lee and Seung [1], Objective in eq.\(\ref{eq:objective}\) is nonincreasing under the update rules eq.\(\ref{eq:mu_update}\) and \(\ref{eq:mu_update2}\) i.e., \(J(B^{k+1}, C^{k+1}) \leq J(B^{k+1}, C^k) \leq J(B^k, C^k) \forall k \geq 0\).

Theorem 2. (Lin [23]). If \(A\) has neither zero column nor row, and \(B^0 > 0\) and \(C^0 > 0\), then \(B^k > 0\) and \(C^k > 0 \forall k \geq 0\) under the update rules eq.\(\ref{eq:mu_update}\) and \(\ref{eq:mu_update2}\).

Theorem 3. Given \(A\), \(B^0\), and \(C^0\) satisfy the conditions in theorem 2, if \((B^*, C^*)\) is a stationary point on the feasible region, then the update rules eq.\(\ref{eq:mu_update}\) and \(\ref{eq:mu_update2}\) will stop updating \(B^*\) and \(C^*\).

Proof. Because any stationary point satisfies the KKT conditions and \(B^k > 0\) and \(C^k > 0 \forall k \geq 0\), then by using the complementary slackness it can be shown that \(\nabla_B J(B^*) = 0\) and \(\nabla_C J(C^*) = 0\). Accordingly, \(AC^*T = B^*C^*C^*T\) and \(B^*TA = B^*TB^*C^*\), therefore \(B^k = B^*\) and \(C^k = C^* \forall k > 0\).

Theorem 4. If there exists \((m, r)\) or \((r, n)\) so that \(b_{mr}^l = 0\) or \(c_{rn}^l = 0\) for some \(l \geq 0\), then when the eq.\(\ref{eq:mu_update}\) and \(\ref{eq:mu_update2}\) stop updating, there is no guarantee that this point is a stationary point.

Proof. If \(b_{mr}^l = 0\) or \(c_{rn}^l = 0\), then \(b_{mr}^k = 0\) or \(c_{rn}^k = 0\) \forall k \geq l\). Consequently, we must make sure that \(\nabla_B J(B^k_{mr}) \geq 0\) \forall k \geq l\) for this point to satisfy the KKT conditions. When there exists \(k\) such that this requirement is not satisfied, then there is no stationarity guarantee.

So, while theorem 3 states that the MU algorithm can reach stationary points, theorem 4 gives the reason why the MU algorithm cannot guarantee to converge to the stationary points.
To avoid division by zero, the MU algorithm usually is modified into:

\[
\begin{align*}
  b^{(k+1)}_{mr} & \leftarrow b^{k}_{mr} \frac{(AC^T)_{mr}}{(BCC^T)_{mr} + \delta} \quad \forall m, r, \\
  c^{(k+1)}_{rn} & \leftarrow c^{k}_{rn} \frac{(B^TA)_{rn}}{(B^TBC)_{rn} + \delta} \quad \forall r, n,
\end{align*}
\]

where \( \delta \) is a small positive number. The complete MU algorithm for the standard NMF is given in algorithm 1.

**Algorithm 1** The MU algorithm for the standard NMF (Lee & Seung algorithm [1]).

- **Initialization**, \( B^0 > 0 \) and \( C^0 > 0 \).
- **for** \( k = 0, \ldots, K \) **do**
  \[
  \begin{align*}
  b^{(k+1)}_{mr} & \leftarrow b^{k}_{mr} \frac{(AC^T)_{mr}}{(BCC^T)_{mr} + \delta} \quad \forall m, r, \\
  c^{(k+1)}_{rn} & \leftarrow c^{k}_{rn} \frac{(B^TA)_{rn}}{(B^TBC)_{rn} + \delta} \quad \forall r, n
  \end{align*}
  \]
- **end for**

As stated in theorem 4, the initial values of \( B \) and \( C \) in algorithm 1 have to be all positive to avoid zero locking from the start (see, e.g., [2, 23] for detailed discussion on zero locking phenomenon). But, as shown in theorem 2, assigning positive initialization will lead to solutions that lie on positive orthant of the feasible region, i.e., \( B^k > 0 \) and \( C^k > 0 \) \( \forall k \geq 0 \) (at least theoretically). And consequently, the algorithm cannot find stationary points that lie on the boundary of the feasible region.

Note that some literatures, e.g., [2, 19] recommend to normalize \( B \) for each iteration so that the Euclidian length of each its columns is one to guarantee the uniqueness of the solution (and consequently, each row of \( C \) has to be adjusted accordingly to preserve the objective value).

Fig. 1 shows the nonincreasing property of the algorithm 1 which is guaranteed by theorem 1 for Reuters4 dataset (see section 5.1 for discussion on the datasets). As the error, objective of the algorithm 1 (eq. 3) is used.

3 Original Orthogonal NMF algorithms

In [11], Ding et al. propose two MU rules based orthogonal NMF algorithms: uni-orthogonal NMF and bi-orthogonal NMF.

### 3.1 Uni-orthogonal NMF

Uni-orthogonal NMF (UNMF) imposes orthogonality constraint on either columns of \( B \) or rows of \( C \). We will discuss the orthogonality constraint on rows of \( C \) here. Similar result for \( B \) can be derived equivalently.
Objective for UNMF with orthogonality constraint on rows of $C$ can be written as:

$$
\min_{B, C} J(B, C) = \frac{1}{2} \| A - BC \|_F^2
$$

s.t. $B \geq 0$, $C \geq 0$, $\frac{1}{2} (CC^T - I) = 0$.

The KKT function of this objective is:

$$
L(B, C) = J(B, C) - \text{tr} \left( \Gamma_B B^T \right) - \text{tr} \left( \Gamma_C C \right) + \frac{1}{2} \text{tr} \left( \Lambda_C (CC^T - I) \right),
$$

where $\Gamma_B \in \mathbb{R}^{M \times R}$, $\Gamma_C \in \mathbb{R}^{N \times R}$, and $\Lambda_C \in \mathbb{R}^{R \times R}$ are the KKT multipliers. Instead of solving the three-constraint objective in eq. 7 Ding et al. [11] propose the following objective:

$$
\min_{B, C} J(B, C) = \frac{1}{2} \| A - BC \|_F^2 + \frac{1}{2} \text{tr} \left( \Lambda_C (CC^T - I) \right)
$$

s.t. $B \geq 0$, $C \geq 0$.

Note that, even though both objectives (eq. 7 and 9) have the same KKT function, i.e., eq. 8 they are not exactly the same, as the orthogonality constraint is absorbed into the minimization problem.

The KKT conditions for objective in eq. 9 are:

$$
B^* \geq 0, \quad C^* \geq 0, \\
\nabla_B J(B^*) = \Gamma_B \geq 0, \quad \nabla_C J(C^*) = \Gamma_C^T \geq 0, \\
\nabla_B J(B^*) \odot B^* = 0, \quad \nabla_C J(C^*) \odot C^* = 0,
$$

with

$$
\nabla_B J(B) = BCC^T - AC^T \\
\nabla_C J(C) = B^T BC - B^T A + \Lambda_C C
$$
By using the same strategy as in section 2, MU rules based UNMF algorithm can be written as:

\[ b_{mr} \leftarrow b_{mr} \frac{(AC^T)_{mr}}{(BCC^T)_{mr}} \]  \hspace{1cm} (10)

\[ c_{rn} \leftarrow c_{rn} \frac{(B^T A)_{rn}}{(B^T B + \Lambda C)_{rn}}. \]  \hspace{1cm} (11)

The problem with this algorithm is how to determine \( \Lambda_C \). By summing over index \( r \), Ding et al. find an exact formulation for the diagonal entries:

\[ (\Lambda_A)_{rr} = (B^T AC^T - B^T B)_{rr}. \]  \hspace{1cm} (12)

The off-diagonal entries are obtained by ignoring the nonnegativity constraint on \( C \) and by setting \( \nabla_C J(C) \) (\( J \) in eq. 10) to zero matrix:

\[ \nabla_C J(C) = -B^T A + B^T BC + \Lambda C C = 0, \]  \hspace{1cm} (13)

\[ (\Lambda_A)_{rs} = (B^T AC^T - B^T B)_{rs}, \forall r \neq s. \]  \hspace{1cm} (14)

Eq. 13 is derived from eq. 10 by using the fact \( ||X||_F^2 = \text{tr}(A^T A) \), and eq. 14 is derived from eq. 13 by using the orthogonality constraint \( CC^T = I \). By combining eq. 12 and eq. 14, \( \Lambda_A \) can be defined as:

\[ \Lambda_A = B^T AC^T - B^T B. \]  \hspace{1cm} (15)

Accordingly, the UNMF algorithm can be rewritten as:

\[ b_{mr} \leftarrow b_{mr} \frac{(AC^T)_{mr}}{(BCC^T)_{mr}} \]  \hspace{1cm} (16)

\[ c_{rn} \leftarrow c_{rn} \frac{(B^T A)_{rn}}{(B^T AC^T C)_{rn}}. \]  \hspace{1cm} (17)

The complete UNMF algorithm for eq. 16 and 17 is given in algorithm 2. Unlike in algorithm 1, normalization will change the objective value in eq. 9 as there is \( \text{tr}(\Lambda A(C(C^T - I)) \) component, thus it is not recommended.

**Algorithm 2** UNMF algorithm due to the work of Ding et al. [11].

Initialization, \( B^0 > 0 \) and \( C^0 > 0 \).

for \( k = 0, \ldots, K \) do

\[ b_{mr}^{(k+1)} \leftarrow b_{mr}^{(k)} \frac{(AC^{kT})_{mr}}{(B^k C^{kT} C^{kT})_{mr}} + \delta \]  \hspace{1cm} \forall m, r

\[ c_{rn}^{(k+1)} \leftarrow c_{rn}^{(k)} \frac{(B^{(k+1)T} A)_{rn}}{(B^{(k+1)T} AC^{kT} C^{kT})_{rn}} + \delta \]  \hspace{1cm} \forall r, n

end for

Note that as there is an assumption in deriving \( \Lambda_A \), algorithm 2 may or may not be minimizing the objective eq. 9. Further, the auxiliary function used by the authors
to prove the nonincreasing property is for UNMF algorithm in eq. 10 and 11, not for algorithm 2. So there is no guarantee that algorithm 2 has the nonincreasing property. Figure 2 gives a numerical example on how algorithm 2 not only does not have the nonincreasing property but also fails to minimize the objective. As the error, the objective of UNMF (eq. 9) is used with $\Lambda_C$ defined in eq. 15.

### 3.2 Bi-orthogonal NMF

Bi-orthogonal NMF (BNMF) puts orthogonality constraints on both columns of $B$ and rows of $C$. Therefore it is expected that this technique can be used to simultaneously cluster columns and rows of $A$. The following objective is the BNMF objective proposed by Ding et al. [11].

$$\min_{B,C,S} J(B, C, S) = \frac{1}{2} \|A - BSC\|_F^2$$

s.t. $B \geq 0$, $S \geq 0$, $C \geq 0$, $\frac{1}{2}(CC^T - I) = 0$, $\frac{1}{2}(B^T B - I) = 0$,

where $B \in \mathbb{R}_{+}^{M \times P}$ and $C \in \mathbb{R}_{+}^{Q \times N}$ are defined similarly as before, and $S \in \mathbb{R}_{+}^{P \times Q}$ is a matrix that introduced to absorb the different scales of $A$, $B$, and $C$ due to the strict orthogonality constraints on $B$ and $C$. We will set $P = Q$ for the rest of this chapter.

The KKT function can be defined as:

$$L(B, C, S) = J(B, C, S) - \text{tr} (\Gamma_B B^T) - \text{tr} (\Gamma_S S^T) - \text{tr} (\Gamma_C C)$$

$$+ \frac{1}{2} \text{tr} (\Lambda_C (CC^T - I)) + \frac{1}{2} \text{tr} (\Lambda_B (B^T B - I)),$$

where $\Gamma_B$, $\Gamma_C$, $\Gamma_S$, $\Lambda_C$, $\Lambda_S$, $\Lambda_B \in \mathbb{R}_{+}^{P \times Q}$, and $\Lambda_B \in \mathbb{R}_{+}^{P \times P}$ are the KKT multipliers.

An equivalent objective to eq. 13 is proposed by Ding et al. [11] to absorb the orthog-
onality constraints into the objective:

\[
\min_{B,C,S} J(B, C, S) = \frac{1}{2} \|A - BSC\|_F^2 + \frac{1}{2} \tr (\Lambda_C(C^T - I)) \\
+ \frac{1}{2} \tr (\Lambda_B(B^T B - I)) 
\]  

\[ (19) \]

s.t. \( B \geq 0, C \geq 0 \).

The KKT conditions for objective in eq. \[19\] are:

\[
\begin{align*}
\nabla_B J(B^*) &= \Gamma_B \geq 0, & \nabla_S J(S^*) &= \Gamma_S \geq 0, & \nabla_C J(C^*) &= \Gamma_C \geq 0, \\
\nabla_B J(B^*) \circ B^* &= 0, & \nabla_S J(S^*) \circ S^* &= 0, & \nabla_C J(C^*) \circ C^* &= 0,
\end{align*}
\]

with

\[
\nabla_B J(B) = BSCC^T S^T - AC^T S^T + B\Lambda_B, \\
\nabla_C J(C) = S^T B^T BSC - S^T B^T A + \Lambda_C C, \\
\n\nabla_S J(S) = B^T BSCC^T - B^T AC^T.
\]

Then, by using the same strategy as in section 2 BNMF algorithm can be written as:

\[
\begin{align*}
\hat{b}_{mp} &\leftarrow \frac{(AC^T S^T)_{mp}}{B(SCC^T S^T + \Lambda_B)_{mp}}, \\
\hat{c}_{qn} &\leftarrow \frac{(S^T B^T A)_{qn}}{(S^T B^T BS + \Lambda_C)_{qn}}, \\
\hat{s}_{pq} &\leftarrow \frac{(B^T AC^T)_{pq}}{(B^T BSCC^T)_{pq}},
\end{align*}
\]

with

\[
\begin{align*}
\Lambda_B &= B^T AC^T S^T - SCC^T S^T \quad \text{and} \\
\Lambda_C &= S^T B^T AC^T - S^T B^T BS
\end{align*}
\]

are derived exactly for the diagonal entries, and approximately for off-diagonal entries by relaxing the nonnegativity constraints as in section 3.1.

The complete BNMF algorithm is shown in algorithm 3. And as in algorithm 2 the normalization step is not recommended as it will change the objective value.

Figure 3 shows error per iteration of algorithm 3, with error is the objective value in eq. \[19\] As in the UNMF case, the assumptions taken for obtaining \( \Lambda_B \) and \( \Lambda_C \) seem to be unreasonable since algorithm 3 not only does not have the nonincreasing property but also fails to minimize the objective value.

4 Converged orthogonal NMF algorithms

In this section, we will present converged algorithms for UNMF and BNMF based on the AU rules which have been previously shown by Lin 2 to have convergence guarantee. We will recast the orthogonality constraints directly into the objectives, and thus avoiding the necessity of absorbing them. We will show that this strategy allows us to design converged algorithms for UNMF and BNMF as easy as in the standard NMF case.
Algorithm 3 BNMF algorithm due to the work of Ding et al. [11].

Initialization, $B^0 > 0$, $C^0 > 0$, and $S^0 > 0$.

for $k = 0, \ldots, K$ do

$$b_{mp}^{(k+1)} \leftarrow b_{mp}^k \frac{(AC^{kT}S^{kT})_{mp}}{(B^kB^{kT}AC^{kT}S^{kT})_{mp} + \delta} \quad \forall m, p$$

$$c_{qn}^{(k+1)} \leftarrow c_{qn}^k \frac{(S^{kT}B^{(k+1)T}A)_{qn}}{(S^{kT}B^{(k+1)T}AC^{kT}C^{kT})_{qn} + \delta} \quad \forall q, n$$

$$s_{pq}^{(k+1)} \leftarrow s_{pq}^k \frac{(B^{(k+1)T}AC^{(k+1)T})_{pq}}{(B^{(k+1)T}B^{(k+1)T}S^{kT}C^{(k+1)T}C^{(k+1)T})_{pq} + \delta} \quad \forall p, q$$

drop cap

end for

Figure 3: Error per iteration of algorithm 3 for Reuters4 dataset
4.1 Converged uni-orthogonal NMF

We define UNMF objective in following formulation:

\[
\min_{B,C} J(B, C) = \frac{1}{2} \| A - BC \|_F^2 + \frac{\alpha}{2} \| CC^T - I \|_F^2 \\
\text{s.t. } B \geq 0, C \geq 0,
\]

with \( \alpha \) is a constant to adjust the degree of orthogonality of \( C \). As shown, the orthogonality constraint is recast directly into the objective, and the constraints are now similar to the standard NMF.

The KKT function can be defined as:

\[
L(B, C) = J(B, C) - \text{tr}(\Gamma_B B^T) - \text{tr}(\Gamma_C C).
\]

And the KKT conditions are:

\[
B^* \geq 0, \quad C^* \geq 0, \quad \nabla_B J(B^*) = \Gamma_B \geq 0, \quad \nabla_C J(C^*) = \Gamma_C^T \geq 0,
\]

\[
\nabla_B J(B^*) \odot B^* = 0, \quad \nabla_C J(C^*) \odot C^* = 0.
\]

with

\[
\nabla_B J(B) = BCC^T - AC^T, \\
\nabla_C J(C) = B^T BC - B^T A + \alpha CC^T C - \alpha C.
\]

Then, MU algorithm for objective in eq. [20] can be written as:

\[
b_{mr}^{k+1} \leftarrow b_{mr}^{k} \left( \frac{(AC^T)_{mr}}{BCC^T_{mr}} \right), \quad (22)
\]

\[
c_{rn}^{k+1} \leftarrow c_{rn}^{k} \left( \frac{(B^T A + \alpha C)_{rn}}{B^T BC + \alpha CC^T C_{rn}} \right). \quad (23)
\]

The complete algorithm is given in algorithm 4.

**Algorithm 4** The MU algorithm for UNMF problem in eq. [20]

Initialization, \( B^0 \geq 0 \) and \( C^0 > 0 \).

for \( k = 0, \ldots, K \) do

\[
b_{mr}^{(k+1)} \leftarrow b_{mr}^{k} \left( \frac{(AC^{kT})_{mr}}{(B^k C^k C^{kT})_{mr} + \delta} \right) \forall m, r
\]

\[
c_{rn}^{(k+1)} \leftarrow c_{rn}^{k} \left( \frac{(B^{(k+1)T} A + \alpha C^k)_{rn}}{(B^{(k+1)T} B^{(k+1)} C^k + \alpha C^k C^{kT} C^k)_{rn} + \delta} \right) \forall r, n
\]

end for

As shown in [2], MU algorithm can be modified into an equivalent algorithm with robust convergence guarantee by: 1) transforming MU rules into AU rules, and 2) replacing zero entries that do not satisfy the KKT conditions with small positive number to escape the zero locking. We will employ this strategy to derive converged algorithms for UNMF.
AU version of the algorithm in eq. [22] and [23] can be defined as:

\[
\begin{align*}
\bar{b}_{mr} &\leftarrow b_{mr} - \frac{b_{mr}}{(BCC^T)_mr} \nabla B J(B)_{mr}, \\
\bar{c}_{rn} &\leftarrow c_{rn} - \frac{c_{rn}}{(B^TBC + \alpha CC^T)_{rn}} \nabla C J(C)_{rn}.
\end{align*}
\]

As shown, this algorithm is equivalent to the algorithm in eq. 22 and 23. By inspection, it is clear that this algorithm inherits the zero locking phenomenon (when \( \nabla B J(B)_{mr} < 0 \) & \( b_{mr} = 0 \); or when \( \nabla C J(C)_{rn} < 0 \) & \( c_{rn} = 0 \)) from its MU version. Therefore a strategy to escape it must be introduced. Algorithm 5 gives the necessary modifications to avoid the zero locking, where

\[
\begin{align*}
\bar{b}_{mr} &= \begin{cases} 
\bar{b}_{mr} & \text{if } \nabla B J(B^k, C^k)_{mr} \geq 0, \\
\max(\bar{b}_{mr}, \sigma) & \text{if } \nabla B J(B^k, C^k)_{mr} < 0.
\end{cases} \\
\bar{c}_{rn} &= \begin{cases} 
\bar{c}_{rn} & \text{if } \nabla C J(B^{(k+1)}, C^k)_{rn} \geq 0, \\
\max(\bar{c}_{rn}, \sigma) & \text{if } \nabla C J(B^{(k+1)}, C^k)_{rn} < 0.
\end{cases}
\end{align*}
\]

are the modifications to avoid the zero locking with \( \sigma \) is a small positive number, \( \bar{B} \) and \( \bar{C} \) are matrices that contain \( b_{mr} \) and \( c_{rn} \) respectively, and

\[
\begin{align*}
\nabla B J(B^k, C^k) &= B^k C^k C^{kT} - AC^{kT}, \\

abla C J(B^{(k+1)}, C^k) &= B^{(k+1)} BC^{(k+1)} - B^{(k+1)} A + \alpha C^k C^{kT} C^k - \alpha C^k.
\end{align*}
\]

**Algorithm 5** The AU algorithm for UNMF problem in eq. [20]

Initialization, \( B^0 \geq 0 \) and \( C^0 \geq 0 \).

for \( k = 0, \ldots, K \) do

\[
\begin{align*}
\bar{b}_{mr}^{(k+1)} &\leftarrow \bar{b}_{mr} - \frac{\bar{b}_{mr} \times \nabla B J(B^k, C^k)_{mr}}{(B^k C^k C^{kT})_{mr} + \delta} \quad \forall m, r \\
\bar{c}_{rn}^{(k+1)} &\leftarrow \bar{c}_{rn} - \frac{\bar{c}_{rn} \times \nabla C J(B^{(k+1)}, C^k)_{rn}}{(B^{(k+1)} C^k + \alpha C^k C^{kT} C^k)_{rn} + \delta} \quad \forall r, n,
\end{align*}
\]

end for

Note that as algorithm 5 is free from the zero locking, \( B^0 \) and \( C^0 \) can be initialized with nonnegative matrices. Theorem 5 explains this formally. Also, we have \( \delta_C^k \) in eq. 27.

So it is no longer a constant, but a variable that may be different in each iteration. As will be explained later, \( \delta_C^k \) plays a crucial role in guaranteeing convergence of the algorithm.

**Theorem 5.** If \( B^0 > 0 \) and \( C^0 > 0 \), then \( B^k > 0 \) and \( C^k > 0 \), \( \forall k \geq 0 \). And if \( B^0 \geq 0 \) and \( C^0 \geq 0 \), then \( B^k \geq 0 \) and \( C^k \geq 0 \), \( \forall k \geq 0 \)

**Proof.** This statement is clear for \( k = 0 \), so we need only to prove for \( k > 0 \).

**Case 1:** \( \nabla B J_{mr} \geq 0 \) \( \Rightarrow \bar{b}_{mr} = b_{mr} \).

\[
\begin{align*}
\bar{b}_{mr}^{(k+1)} &= \frac{(B^k C^k C^{kT})_{mr} b_{mr}^{(k)} + \delta b_{mr}}{(B^k C^k C^{kT})_{mr} + \delta} - \frac{(B^k C^k C^{kT})_{mr} b_{mr}^{(k)} - (AC^k)_{mr} b_{mr}^{(k)}}{(B^k C^k C^{kT})_{mr} + \delta} \\
&= \frac{[(AC^k)_{mr} + \delta b_{mr}^{(k)}]}{(B^k C^k C^{kT})_{mr} + \delta}.
\end{align*}
\]
Thus, if \( b_{mr}^k > 0 \) then \( b_{mr}^{(k+1)} > 0 \) \( \forall m, r \), and if \( b_{mr}^k \geq 0 \) then \( b_{mr}^{(k+1)} \geq 0 \) \( \forall m, r, \forall k > 0 \).

**Case 2**: \( \nabla_B J_{mr} < 0 \Rightarrow b_{mr} \neq b_{mr}^k \\

\[
b_{mr}^{(k+1)} = b_{mr}^k - \frac{\max (b_{mr}^k, \sigma) \nabla_B J(B^k, C^k)_{mr}}{(B^k C^k C^{kT})_{mr} + \delta}.
\]

Note that \( \max (b_{mr}^k, \sigma) > 0 \) and \( \nabla_B J(B^k, C^k)_{mr} < 0 \). Thus if \( b_{mr}^k > 0 \) then \( b_{mr}^{(k+1)} > 0 \) \( \forall m, r \), and if \( b_{mr}^k \geq 0 \) then \( b_{mr}^{(k+1)} \geq 0 \) \( \forall m, r, \forall k > 0 \).

**Case 3**: \( \nabla_C J_{rn} \geq 0 \Rightarrow c_{rn} = c_{rn}^k \\

\[
c_{rn}^{(k+1)} = \frac{(B^{(k+1)^T} B^{(k+1)} C^k + \alpha C^k C^{kT} C^k)_{rn} c_{rn}^k}{(B^{(k+1)^T} B^{(k+1)} C^k + \alpha C^k C^{kT} C^k)_{rn} + \delta_C^k} + \frac{(B^{(k+1)^T} C^n + \alpha C^k C^{kT} C^k)_{rn} c_{rn}^k}{(B^{(k+1)^T} C^n + \alpha C^k C^{kT} C^k)_{rn} + \delta_C^k} + \frac{(B^{(k+1)^T} A + \alpha C^k)_{rn} c_{rn}^k}{(B^{(k+1)^T} A + \alpha C^k)_{rn} + \delta_C^k}.
\]

Thus if \( c_{rn}^k > 0 \) then \( c_{rn}^{(k+1)} > 0 \), and if \( c_{rn}^k \geq 0 \) then \( c_{rn}^{(k+1)} \geq 0 \) \( \forall r, n, \forall k > 0 \).

**Case 4**: \( \nabla_C J_{rn} < 0 \Rightarrow c_{rn} \neq c_{rn}^k \\

\[
c_{rn}^{(k+1)} = c_{rn}^k - \frac{\max (c_{rn}^k, \sigma) \nabla_C J(B^{(k+1)}, C^k)_{rn}}{(B^{(k+1)^T} B^{(k+1)} C^k + \alpha C^k C^{kT} C^k)_{rn} + \delta_C^k}.
\]

Note that \( \max (c_{rn}^k, \sigma) > 0 \) and \( \nabla_C J(B^{(k+1)}, C^k)_{rn} < 0 \). Thus if \( c_{rn}^k > 0 \) then \( c_{rn}^{(k+1)} > 0 \) \( \forall r, n \), and if \( c_{rn}^k \geq 0 \) then \( c_{rn}^{(k+1)} > 0 \) \( \forall r, n, \forall k > 0 \).

By combining results for \( k = 0 \) and \( k > 0 \) in case 1-4, the proof is completed.

### 4.1.1 Convergence analysis

To analyze convergence property of algorithm[5] the nonincreasing property will be shown first as it is the necessary condition for the convergence. Because the algorithm solves the problem in alternating fashion, i.e., fixing one variable while solving the other, sequence \( J(B^k) \) and \( J(C^k) \) can be analyzed separately. Thus, by showing that:

\[
J(B^{(k+1)}) \leq J(B^k) \quad \text{and} \quad J(C^{(k+1)}) \leq J(C^k), \forall k \geq 0,
\]

the nonincreasing property of algorithm[5] i.e., \( J(B^{(k+1)}, C^{(k+1)}) \leq J(B^{(k+1)}, C^k) \leq J(B^k, C^k) \), will be proven.

**A. The nonincreasing property of \( J(B^k) \)** The nonincreasing property of sequence \( J(B^k) \) of algorithm[5] (eq. 28) has been proven by Lin[2]. Here we will describe his proof in accord to our more general approach.
So far, there is no method to directly prove \( J(B^{(k+1)}) \leq J(B^k) \). Fortunately, the auxiliary function approach \([1]\) can be utilized as an intermediate function:

\[
J(B^{(k+1)}) = G(B^{(k+1)}, B^{(k+1)}) \leq G(B^{(k+1)}, B^k) \leq G(B^k, B^k) = J(B^k).
\]

To define \( G \), let’s rearrange \( B \) into:

\[
\mathbf{B}^T \equiv \begin{bmatrix} \mathbf{b}_1^T \\ \mathbf{b}_2^T \\ \vdots \\ \mathbf{b}_m^T \end{bmatrix} \in \mathbb{R}^{MR \times M},
\]

where \( \mathbf{b}_m \) is the \( m \)-th row of \( \mathbf{B} \). And also let’s define:

\[
\nabla_{\mathbf{B}^T} \mathbf{J}(\mathbf{B}^k)^T \equiv \begin{bmatrix} \mathbf{J}(\mathbf{B}^k)_1^T \\ \mathbf{J}(\mathbf{B}^k)_2^T \\ \vdots \\ \mathbf{J}(\mathbf{B}^k)_M^T \end{bmatrix} \in \mathbb{R}^{MR \times M},
\]

where \( \mathbf{J}(\mathbf{B}^k)_m \) is the \( m \)-th row of \( \mathbf{J}(\mathbf{B}^k) = \mathbf{B}^k \mathbf{C}^k \mathbf{C}^{kT} - \mathbf{A} \mathbf{C}^{kT} \). Then define:

\[
\mathbf{D} \equiv \text{diag} \left( \mathbf{D}^1, \ldots, \mathbf{D}^M \right) \in \mathbb{R}^{MR \times MR},
\]

where \( \mathbf{D}^m \) is a diagonal matrix with its diagonal entries defined as:

\[
d_{rr}^m = \begin{cases} \frac{\left( \mathbf{b}^k \mathbf{C}^k \mathbf{C}^{kT} \right)_m}{b_{mr}^k} + \delta & \text{if } r \in \mathcal{I}_m \\ * & \text{if } r \notin \mathcal{I}_m \end{cases}
\]

with

\[
\mathcal{I}_m \equiv \{ r | b_{mr}^k > 0, \nabla_{\mathbf{B}} J(\mathbf{B}^k)_{mr} \neq 0, \text{ or } b_{mr}^k = 0, \nabla_{\mathbf{B}} J(\mathbf{B}^k)_{mr} < 0 \}
\]

is the set of non-KKT indices in \( m \)-th row of \( \mathbf{B}^k \), and * is defined so that * \( \equiv 0 \) and *\(^{-1} \equiv 0 \).

Then, the auxiliary function \( \mathcal{G} \) can be defined as:

\[
\mathcal{G}(\mathbf{B}^T, \mathbf{B}^k) \equiv \mathbf{J}(\mathbf{B}^{kT}) + \text{tr} \left\{ (\mathbf{B} - \mathbf{B}^k) \nabla_{\mathbf{B}^T} \mathbf{J}(\mathbf{B}^{kT}) \right\} + \frac{1}{2} \text{tr} \left\{ (\mathbf{B} - \mathbf{B}^k) \mathbf{D} (\mathbf{B} - \mathbf{B}^k)^T \right\}.
\]

Note that \( \mathbf{J} \) and \( \mathcal{G} \) are equivalent to \( J \) and \( G \) with \( \mathbf{B} \) is rearranged into \( \mathbf{B}^T \), and other parameters are reordered accordingly (one can still use \( J \) and \( G \), but it won’t be as compact as our approach), and also whenever \( X^{(k+1)} \) is a variable, we remove \((k+1)\) sign. And:

\[
\nabla_{\mathbf{B}^T} \mathcal{G}(\mathbf{B}^T, \mathbf{B}^k) = \mathbf{D} (\mathbf{B} - \mathbf{B}^k)^T + \nabla_{\mathbf{B}^T} \mathbf{J}(\mathbf{B}^{kT}).
\]

By definition, \( \mathbf{D} \) is positive definite for all \( \mathbf{B}^k \) not satisfy the KKT conditions and positive semidefinite if and only if \( \mathbf{B}^k \) satisfies the KKT conditions. Thus \( \mathcal{G}(\mathbf{B}^T, \mathbf{B}^{kT}) \) is a strict convex function, and consequently has a unique minimum, so that:

\[
\mathbf{D} (\mathbf{B} - \mathbf{B}^k)^T + \nabla_{\mathbf{B}^T} \mathbf{J}(\mathbf{B}^{kT}) = 0,
\]

\[
\mathbf{B}^T = \mathbf{B}^{kT} + \mathbf{D}^{-1} \nabla_{\mathbf{B}^T} \mathbf{J}(\mathbf{B}^{kT}),
\]
which is exactly the update rule for $\mathbf{B}$ in eq. [20].

To obtain an alternative formulation for $\mathbf{B}^T$ that in the same fashion with $\mathcal{G}$ formulation, the Taylor series expansion is used.

$$
\mathcal{J}(\mathbf{B}) = \mathcal{J}(\mathbf{B}^k) + \text{tr} \left\{ \left( \mathbf{B} - \mathbf{B}^k \right) \nabla_{\mathbf{B}^T} \mathcal{J}(\mathbf{B}^k) \right\} \\
+ \frac{1}{2} \text{tr} \left\{ \left( \mathbf{B} - \mathbf{B}^k \right) \nabla_{\mathbf{B}^T}^2 \mathcal{J}(\mathbf{B}^k) \left( \mathbf{B} - \mathbf{B}^k \right)^T \right\}.
$$  \tag{32}

where

$$
\nabla_{\mathbf{B}^T} \mathcal{J}(\mathbf{B}^k) = \begin{bmatrix}
\nabla_{\mathbf{B}^T}^2 \mathcal{J}(\mathbf{B}^k) \\
\vdots \\
\nabla_{\mathbf{B}^T}^2 \mathcal{J}(\mathbf{B}^k)
\end{bmatrix} \in \mathbb{R}_{+}^{MR \times MR}
$$

with $\nabla_{\mathbf{B}^T}^2 \mathcal{J}(\mathbf{B}^k) = \mathbf{C}^k \mathbf{C}^{kT}$ components are arranged along its diagonal area (there are $M$ components).

Then, for $\mathcal{G}$ to be the auxiliary function, we must prove:

1. $\mathcal{G}(\mathbf{B}^T, \mathbf{B}^T) = \mathcal{J}(\mathbf{B}^T),$
2. $\mathcal{G}(\mathbf{B}^kT, \mathbf{B}^kT) = \mathcal{J}(\mathbf{B}^kT),$
3. $\mathcal{G}(\mathbf{B}^T, \mathbf{B}^T) \leq \mathcal{G}(\mathbf{B}^kT, \mathbf{B}^kT),$ and
4. $\mathcal{G}(\mathbf{B}^T, \mathbf{B}^kT) \leq \mathcal{G}(\mathbf{B}^kT, \mathbf{B}^kT),$

so that $\mathcal{J}(\mathbf{B}^T) \leq \mathcal{J}(\mathbf{B}^kT)$. Because $\mathbf{B}$ is equivalent to $\mathbf{B}$ with reordered rows, this implies $J(\mathbf{B}^{k+1}_T) \leq J(\mathbf{B}^k)$, which is the nonincreasing property of the sequence $J(\mathbf{B}^k)$. The first and second will be proven in theorem 6. the third in theorem 7. and the fourth in theorem 8.

**Theorem 6.** $\mathcal{G}(\mathbf{B}^T, \mathbf{B}^T) = \mathcal{J}(\mathbf{B}^T)$ and $\mathcal{G}(\mathbf{B}^kT, \mathbf{B}^kT) = \mathcal{J}(\mathbf{B}^kT)$.

**Proof.** These are obvious from the definition of $\mathcal{G}$ in eq. [30].

**Theorem 7.** $\mathcal{G}(\mathbf{B}^T, \mathbf{B}^kT) \leq \mathcal{G}(\mathbf{B}^T, \mathbf{B}^kT)$. Moreover if and only if $\mathbf{B}^k$ satisfies the KKT conditions in eq. [27] then $\mathcal{G}(\mathbf{B}^T, \mathbf{B}^T) = \mathcal{G}(\mathbf{B}^T, \mathbf{B}^kT)$.

**Proof.** By substracting eq. [30] from eq. [32] we get:

$$
\mathcal{G}(\mathbf{B}^T, \mathbf{B}^{kT}) - \mathcal{G}(\mathbf{B}^T, \mathbf{B}^T) = \frac{1}{2} \text{tr} \left\{ \left( \mathbf{B} - \mathbf{B}^k \right) \left( \mathbf{D} - \nabla_{\mathbf{B}^T}^2 \mathcal{J}(\mathbf{B}^k) \right) \left( \mathbf{B} - \mathbf{B}^k \right)^T \right\} \\
= \frac{1}{2} \sum_{m=1}^{M} \left[ (b_m - b_m^k) \left( \mathbf{D}^m - \nabla_{\mathbf{B}^T}^2 \mathcal{J}(\mathbf{B}^k) \right) \left( b_m - b_m^k \right)^T \right]
$$

If $\mathbf{D}^m - \nabla_{\mathbf{B}^T}^2 \mathcal{J}(\mathbf{B}^k) \forall m$ are all positive definite, then the inequality always holds except when $b_m = b_m^k \forall m$. Thus, it is sufficient to prove the positive definiteness of $\mathbf{D}^m - \nabla_{\mathbf{B}^T}^2 \mathcal{J}(\mathbf{B}^k) \forall m$.

Let $v_m^T = b_m - b_m^k \neq 0$, then we must prove:

$$
v_m^T \left( \mathbf{D}^m - \nabla_{\mathbf{B}^T}^2 \mathcal{J}(\mathbf{B}^k) \right) v_m > 0.
$$

Note that

$$
\mathcal{a}_{rr}^m \equiv \begin{cases}
\frac{(b_m^k x_m^k)_{rr} + \delta}{b_m^k r} & \text{if } r \in I_m \\
* & \text{if } r \notin I_m
\end{cases}
$$
with $X^k = C^kC^{kT} = \nabla_B^2 J(B^k)$ and $D^m$ are symmetric. Thus,

$$
\nu_m^T(D^m - \nabla_B J(B^k)) \nu_m = \sum_{r=1}^R v_r^2 \frac{\delta}{b_{mr}} + \sum_{r=1}^R v_r^2 \frac{(X^k_b)_{mr}}{b_{mr}^k} - \sum_{r,s=1}^R v_r v_s x_{rs},
$$

where $v_r$ is the $r$-th entry of $\nu_m$ and $x_{rs}$ is the $(r,s)$ entry of $X$. Therefore, $D^m - \nabla_B J(B^k) \forall m$ are positive definite, and consequently the equality happens if and only if $B = B^k$ which by the update rule in eq. 26 and the boundedness theorem 16 happens if and only if $B^k$ satisfies the KKT conditions.

**Theorem 8.** $\mathcal{G}(B^T, B^{kT}) \leq \mathcal{G}(B^{kT}, B^{kT})$. Moreover, if and only if $B$ satisfies the KKT conditions in eq. 27, then $\mathcal{G}(B^T, B^{kT}) = \mathcal{G}(B^{kT}, B^{kT})$.

**Proof.**

$$
\mathcal{G}(B^{kT}, B^{kT}) - \mathcal{G}(B^T, B^{kT}) = - \text{tr} \left\{ (B - B^k) \nabla_{B^T, B^{kT}} J(B^{kT}) \right\}
$$

$$
\quad - \frac{1}{2} \text{tr} \left\{ (B - B^k) D (B - B^k)^T \right\}.
$$

By using eq. 21 and the fact that $D$ is positive semi-definite:

$$
\mathcal{G}(B^{kT}, B^{kT}) - \mathcal{G}(B^T, B^{kT}) = \frac{1}{2} \text{tr} \left\{ (B - B^k) D (B - B^k)^T \right\} \geq 0,
$$

we proved that $\mathcal{G}(B^T, B^{kT}) \leq \mathcal{G}(B^{kT}, B^{kT})$. Now, let’s prove the second part of the theorem. By the update rule eq. 26 if $B^k$ satisfies the KKT conditions, then $B$ will be equal to $B^k$, and thus the equality holds. Now we need to prove that if the equality holds, then $B^k$ satisfies the KKT conditions.

To prove this, consider a contradiction situation where the equality holds but $B^k$ does not satisfy the KKT conditions. In this case, there exists at least an index $(m, r)$ such that:

$$
b_{mr} \neq b_{mr}^k \quad \text{and} \quad d_{mr}^m = \frac{(b_m x^k)_{mr} + \delta}{b_{mr}^k} \geq \frac{\delta}{b_{mr}^k}.
$$

Note that by the definition in eq. 23 if $b_{mr}^k$ is equal to zero, then it satisfies the KKT conditions. Accordingly, $b_{mr} = b_{mr}^k$ which violates the condition for the contradiction. So, $b_{mr}^k$ cannot be equal to zero, and thus $d_{mr}^m$ is well defined. Consequently,

$$
\mathcal{G}(B^{kT}, B^{kT}) - \mathcal{G}(B^T, B^{kT}) \geq \frac{(b_{mr} - b_{mr}^k)^2 \delta}{b_{mr}^k} > 0,
$$
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which violates the equality. Thus, it is proven that if the equality holds, then $B^k$ satisfies the KKT conditions. 

The following theorem summarizes the nonincreasing property of $J(B^k)$.

**Theorem 9.** $J(B^{k+1}) \leq J(B^k)$ for all $k \geq 0$ under update rule eq. (26) with the equality happens if and only if $B^k$ satisfies the KKT conditions in eq. (21).

**Proof.** This theorem is the corollary of theorem 6, 7, and 8. 

**B. The nonincreasing property of $J(C^k)$**

Now we prove the nonincreasing property of $J(C^k)$, i.e., eq. (29):

$$J(C^{(k+1)}) \leq J(C^k)$$

for all $k \geq 0$. Note that to prove this, $B^k$ and $C^k$ must be bounded. The boundedness of $B^k$ and $C^k$ will be proven in theorem 16.

By using the auxiliary function approach, the nonincreasing property of $J(C^k)$ can be proven by showing that:

$$J(C^{(k+1)}) = G(C^{(k+1)}, C^k) \leq G(C^k, C^k) = J(C^k).$$

To define auxiliary function $G$, $C$ is rearranged into:

$$C = \begin{bmatrix} c_1 & c_2 & \cdots & c_N \end{bmatrix} \in \mathbb{R}^{NR \times N},$$

where $c_n$ is the $n$-th column of $C$. And also let’s define:

$$\nabla C \tilde{J}(C^k) = \begin{bmatrix} \nabla C \tilde{J}(C^k)_1 \\ \nabla C \tilde{J}(C^k)_2 \\ \vdots \\ \nabla C \tilde{J}(C^k)_N \end{bmatrix} \in \mathbb{R}^{NR \times N},$$

where $\nabla C \tilde{J}(C^k)_n$ is the $n$-th column of $\nabla C J(C^k) = B^{(k+1)T}B^{(k+1)}C^k - B^{(k+1)T}A + \alpha C^k C^{kT}C^k - \alpha C^k$. And:

$$D = \text{diag}(D^1, \ldots, D^N) \in \mathbb{R}^{NR \times NR},$$

where $D^n$ is a diagonal matrix with its diagonal entries defined as:

$$d_n^p = \begin{cases} \frac{(B^{(k+1)T}B^{(k+1)}C^k + \alpha C^k C^{kT}C^k)_{rr} + \delta_{rr}^k}{e_{rn}^k} & \text{if } r \in I_n \\ 0 & \text{if } r \notin I_n \end{cases}$$

with

$$I_n = \{ r | e_{rn}^k > 0, \nabla C J(C^k)_{rn} \neq 0, \text{ or } e_{rn}^k = 0, \nabla C J(C^k)_{rn} < 0 \}$$

is the set of non-KKT indices in $n$-th column of $C^k$, and $*$ is defined as before.

Then, the auxiliary function $\Phi$ can be written as:

$$\Phi(\mathcal{C}, C^k) = \tilde{J}(C^k) + \text{tr} \left\{ (C - C^k)^T \nabla C \tilde{J}(C^k) \right\} + \frac{1}{2} \text{tr} \left\{ (C - C^k)^T D(C - C^k) \right\}. \quad (33)$$
Also:
\[
\nabla \epsilon \Theta(\mathbf{c}, \mathbf{c}^k) = \mathbf{D}(\mathbf{c} - \mathbf{c}^k) + \nabla \epsilon \mathcal{J}(\mathbf{c}^k).
\]

Since $\mathbf{D}$ here is equivalent to $\mathbf{D}$ in $J(\mathbf{B}^k)$ case, $\Theta(\mathbf{c}, \mathbf{c}^k)$ is a strict convex function, and consequently has a unique minimum, so that:
\[
\mathbf{D}(\mathbf{c} - \mathbf{c}^k) + \nabla \epsilon \mathcal{J}(\mathbf{c}^k) = 0,
\]
which is exactly the update rule for $\mathbf{C}$ in eq. 27.

By using the Taylor series, alternative formulation for $\mathcal{J}(\mathbf{C})$ can be written as:
\[
\mathcal{J}(\mathbf{C}) = \mathcal{J}(\mathbf{C}^k) + \text{tr} \{(\mathbf{C} - \mathbf{C}^k)^T \nabla \epsilon \mathcal{J}(\mathbf{C}^k)\} + \frac{1}{2} \text{tr} \{(\mathbf{C} - \mathbf{C}^k)^T \nabla^2 \mathcal{J}(\mathbf{C}^k)(\mathbf{C} - \mathbf{C}^k)\} + \epsilon^k \tag{35}
\]

where $\epsilon^k$ is the higher components of the Taylor series:
\[
\epsilon^k = \frac{1}{6} \text{tr} \{ (\mathbf{C} - \mathbf{C}^k)^T (6\alpha \mathbf{C}^k)(\mathbf{C} - \mathbf{C}^k)^T (\mathbf{C} - \mathbf{C}^k) \} + \frac{1}{24} \text{tr} \{ (\mathbf{C} - \mathbf{C}^k)^T (\mathbf{C} - \mathbf{C}^k)(6\alpha \mathbf{I})(\mathbf{C} - \mathbf{C}^k)^T (\mathbf{C} - \mathbf{C}^k) \},
\]
and
\[
\nabla^2 \mathcal{J}(\mathbf{C}^k) = \begin{bmatrix} \nabla^2 \mathcal{J}(\mathbf{C}^k) & \cdots & \nabla^2 \mathcal{J}(\mathbf{C}^k) \end{bmatrix} \in \mathbb{R}^{NR \times NR}
\]
with $\nabla^2 \mathcal{J}(\mathbf{C}^k) = \mathbf{B}^{(k+1)^T} \mathbf{B}^{(k+1)} + 3\alpha \mathbf{C}^k \mathbf{C}^k - \alpha \mathbf{I}$ components are arranged along its diagonal area (there are $N$ components).

As before, for $\Theta$ to be the auxiliary function, we must prove:

1. $\Theta(\mathbf{c}, \mathbf{c}) = \mathcal{J}(\mathbf{c})$,
2. $\Theta(\mathbf{c}^k, \mathbf{c}^k) = \mathcal{J}(\mathbf{c}^k)$,
3. $\Theta(\mathbf{c}, \mathbf{c}) \leq \Theta(\mathbf{c}, \mathbf{c}^k)$, and
4. $\Theta(\mathbf{c}, \mathbf{c}^k) \leq \Theta(\mathbf{c}^k, \mathbf{c}^k)$.

The first and second will be proven in theorem 10, the third in theorem 11, and the fourth in theorem 12.

**Theorem 10.** $\Theta(\mathbf{c}, \mathbf{c}) = \mathcal{J}(\mathbf{c})$, and $\Theta(\mathbf{c}^k, \mathbf{c}^k) = \mathcal{J}(\mathbf{c}^k)$.

*Proof.* These are obvious from the definition of $\Theta$ in eq. 33.

**Theorem 11.** Given sufficiently large $\delta_k$, and the boundedness of $\mathbf{B}^k$ and $\mathbf{C}^k$, then it can be shown that $\Theta(\mathbf{c}, \mathbf{c}) \leq \Theta(\mathbf{c}, \mathbf{c}^k)$. Moreover, if and only if $\mathbf{C}^k$ satisfies the KKT conditions, then the equality holds.
Proof. As $\mathcal{G}(\mathcal{C}, \mathcal{C}) = \mathcal{J}(\mathcal{C})$, we need to show that $\mathcal{G}(\mathcal{C}, \mathcal{C}^k) - \mathcal{J}(\mathcal{C}) \geq 0$ for sufficiently large $\delta^k_C$. By substracting eq. 33 from eq. 35 we get:

$$\mathcal{G}(\mathcal{C}, \mathcal{C}^k) - \mathcal{J}(\mathcal{C}) = \frac{1}{2} \operatorname{tr} \left\{ (\mathcal{C} - \mathcal{C}^k)^T (\mathcal{D} - \nabla^2 \mathcal{J}(\mathcal{C}^k)) (\mathcal{C} - \mathcal{C}^k) \right\} - \varepsilon^k_C = \frac{1}{2} \sum_{n=1}^{N} \left[ (c_n - c_n^k)^T (D^n - \nabla^2 \mathcal{J}(\mathcal{C}^k)) (c_n - c_n^k) \right] - \varepsilon^k_C. \quad (36)$$

Let $\mathbf{v}_n = \mathbf{c}_n - \mathbf{c}_n^k$, then:

$$v_n^T (D^n - \nabla^2 \mathcal{J}(\mathcal{C}^k)) \mathbf{v}_n = v_n^T (D^n + \alpha \mathbf{I} - (B^{k+1} + 3\alpha \mathbf{C}^k) \mathcal{C}^k T) \mathbf{v}_n = v_n^T (\bar{D}^n + \delta^k_C \bar{D}^n + \alpha \mathbf{I} - (B^{k+1} + 3\alpha \mathbf{C}^k \mathcal{C}^k T)) \mathbf{v}_n,$$

where $\bar{D}^n$ and $\delta^k_C \bar{D}^n$ are diagonal matrices that summed up to $D^n$, with

$$d^b_{rr} = \begin{cases} \frac{(B^{k+1} + B^{k+1} \mathcal{C}^k + \alpha \mathbf{C}^{k+1} + \mathcal{C}^k \mathcal{C}^k T)}{c^b_{rr}} & \text{if } r \in \mathcal{I}_n, \\ \star & \text{if } r \not\in \mathcal{I}_n, \end{cases} \quad \text{and } \hat{d}^b_{rr} = \begin{cases} \frac{1}{c^b_{rr}} & \text{if } r \in \mathcal{I}_n, \\ \star & \text{if } r \not\in \mathcal{I}_n. \end{cases}$$

Accordingly,

$$\mathcal{G}(\mathcal{C}, \mathcal{C}^k) - \mathcal{J}(\mathcal{C}) = \frac{1}{2} \sum_{n=1}^{N} \left\{ \sum_{r=1}^{R} v^2_{r,n} \hat{d}^b_{rr} + \frac{1}{2} \sum_{r=1}^{R} \sum_{r=1}^{R} v^2_{r,n} \hat{d}^b_{rr} + \alpha \sum_{r=1}^{R} v^2_{r,n} \right\} - \frac{1}{2} \sum_{n=1}^{N} v_n^T (B^{k+1} + 3\alpha \mathbf{C}^k \mathcal{C}^k T) \mathbf{v}_n - \varepsilon^k_C. \quad (37)$$

As shown, with the boundedness of $\mathbf{B}^k$ and $\mathbf{C}^k$ and by sufficiently large $\delta^k_C$, $\mathcal{G}(\mathcal{C}, \mathcal{C}) \leq \mathcal{G}(\mathcal{C}, \mathcal{C}^k)$ can be guaranteed. Next we prove that if and only if $\mathbf{C}^k$ satisfies the KKT conditions, then the equality holds.

If $\mathbf{C}^k$ satisfies the KKT conditions, then this is obvious by eq. 35 regardless of $\varepsilon^k_C$. And by eq. 37 since $\delta^k_C$ is a variable, the equality happens if and only if $\mathbf{C} = \mathbf{C}^k$ which by the update rule in eq. 27 and the boundedness of $\mathbf{B}^k$ and $\mathbf{C}^k$ happens if and only if $\mathbf{C}^k$ satisfies the KKT conditions. This completes the proof.

Note that $\alpha$ should not be adjusted to ensure $\mathcal{G}(\mathcal{C}, \mathcal{C}) \leq \mathcal{G}(\mathcal{C}, \mathcal{C}^k)$, since not only $\varepsilon^k_C$ contains $\alpha$, but also $\alpha$ has a role in determining the orthogonality degree of $\mathbf{C}$ which should be determined from the start as a constant.

**Theorem 12.** $\mathcal{G}(\mathcal{C}, \mathcal{C}^k) \leq \mathcal{G}(\mathcal{C}^k, \mathcal{C}^k)$. Moreover if and only if $\mathbf{C}^k$ satisfies the KKT conditions in eq. 27 then $\mathcal{G}(\mathcal{C}, \mathcal{C}^k) = \mathcal{G}(\mathcal{C}^k, \mathcal{C}^k)$.

**Proof.**

$$\mathcal{G}(\mathcal{C}^k, \mathcal{C}^k) - \mathcal{G}(\mathcal{C}, \mathcal{C}^k) = -\operatorname{tr} \left\{ (\mathbf{C} - \mathbf{C}^k)^T \nabla \mathcal{J}(\mathbf{C}^k T) \right\} - \frac{1}{2} \operatorname{tr} \left\{ (\mathbf{C} - \mathbf{C}^k)^T \mathbf{D}(\mathbf{C} - \mathbf{C}^k) \right\}.$$

By using eq. 34 and the fact that $\mathbf{D}$ is positive semi-definite:

$$\mathcal{G}(\mathcal{C}^k, \mathcal{C}^k) - \mathcal{G}(\mathcal{C}, \mathcal{C}^k) = \frac{1}{2} \operatorname{tr} \left\{ (\mathbf{C} - \mathbf{C}^k)^T \mathbf{D}(\mathbf{C} - \mathbf{C}^k) \right\} \geq 0,$$
By the update rule eq. [27] if $C^k$ satisfies the KKT conditions, then $C = C^k$, and therefore the equality holds. Now we need to prove that if the equality holds, then $C^k$ satisfies the KKT conditions.

To prove this, let consider a contradiction situation where the equality holds but $C^k$ does not satisfy the KKT conditions. In this case, there exists at least an index $(r, n)$ such that:

$$c_{rn} \neq c^k_{rn} \quad \text{and} \quad d^n_{rr} = \frac{(B^{(k+1)T}B^{(k+1)}C^k + \alpha C^k C^{kT}C^k)_{rn} + \delta^k_C}{c^k_{rn}} \geq \delta^k_C.$$

Note that by the definition in eq. [25] if $c^k_{rn}$ is equal to zero, then $c_{rn} = c^k_{rn}$ which violates the condition for the contradiction, so $c^k_{rn}$ cannot be equal to zero. Consequently,

$$\mathcal{G}(c^k, c^k) - \mathcal{G}(c, c^k) \geq \frac{(c_{rn} - c^k_{rn})^2 \delta^k_C}{c^k_{rn}} > 0,$$

which violates the equality. Thus, it is proven that if the equality holds, then $C^k$ satisfies the KKT conditions.

Theorem 13. Given sufficiently large $\delta^k_C$ and the boundedness of $B^k$ and $C^k$, $J(C^{k+1}) \leq J(C^k)$, $\forall k \geq 0$ under update rule eq. [27] with the equality happens if and only if $C^k$ satisfies the KKT conditions in eq. [27].

Proof. This theorem is the corollary of theorem [10] and [12].

C. Convergence guarantee of algorithm [5] To show the convergence of algorithm [5] the following statements must be proven [2]:

1. the nonincreasing property of sequence $J(B^k, C^k)$, i.e., $J(B^{(k+1)}, C^{(k+1)}) \leq J(B^k, C^k)$.

2. any limit point of sequence $\{B^k, C^k\}$ generated by algorithm [5] is a stationary point, and

3. sequence $\{B^k, C^k\}$ has at least one limit point.

The first will be proven in theorem [14], the second in theorem [15], and the third in theorem [16]. Note that satisfying the KKT conditions is sufficient for stationarity.

Theorem 14. Given sufficiently large $\delta^k_C$ and the boundedness of $B^k$ and $C^k$, $J(B^{(k+1)}, C^{(k+1)}) \leq J(B^{(k+1)}, C^k) \leq J(B^k, C^k)$ under update rules in algorithm [5] with the equalities happen if and only if $(B^k, C^k)$ is a stationary point.

Proof. $J(B^{(k+1)}, C^k) \leq J(B^k, C^k)$ is due to theorem [5] with the equality happens if and only if $B^k$ satisfies the KKT conditions. And for sufficiently large $\delta^k_C$ and the boundedness of $B^k$ and $C^k$, $J(B^{(k+1)}, C^{(k+1)}) \leq J(B^{(k+1)}, C^k)$ is due to theorem [13] with the equality happens if and only if $C^k$ satisfies the KKT conditions. And by combining theorem [9] and [13] algorithm [5] will stop updating sequence $J(B^k, C^k)$ if and only if both $B^k$ and $C^k$ satisfy the KKT conditions, i.e., $(B^k, C^k)$ is a stationary point.

Theorem 15. Given sufficiently large $\delta^k_C$ and with the boundedness of $B^k$ and $C^k$, it can be shown that any limit point of sequence $\{B^k, C^k\}$ generated by algorithm [5] is a stationary point.
Proof. By theorem 14, algorithm 5 produces a strictly decreasing sequence \( J(B^k, C^k) \) until reaching a point that satisfies the KKT conditions. Because \( J(B^k, C^k) \geq 0 \), this sequence is bounded and thus converges. And by combining results of theorem 9 and 13, algorithm 5 stops updating \( J(B^k, C^k) \) if and only if \( (B^k, C^k) \) satisfies the KKT conditions. And by update rules in algorithm 5, after a point satisfies the KKT conditions, the algorithm will stop updating \( (B^k, C^k) \), i.e., \( B^{(k+1)} = B^k \) and \( C^{(k+1)} = C^k \ \forall k \geq \ast \) (* is the first iteration where the stationarity is reached). This completes the proof.

**Theorem 16.** Sequence \( \{B^k, C^k\} \) has at least one limit point.

Proof. As stated by Lin [2], it suffices to prove that sequence \( \{B^k, C^k\} \) is in a closed and bounded set. The boundedness of \( \{C^k\} \) is clear by the objective in eq. 20 if there exists \( l \) such that \( \lim_{n \to \infty} c_{mr}^l = 0 \), then \( \lim_{n \to \infty} J(B^l, C^l) = \infty > J(B^0, C^0) \) which violates theorem 14. And if \( \{B^k\} \) is not bounded, then there exists \( l \) such that \( \lim_{n \to \infty} b_{mr}^l \). Because due to theorem 14, \( J(B^k, C^k) \) is bounded, then \( c_{mr}^l \) must be equal to zero. And if \( c_{mr}^l = 0 \ \forall n \), then \( \nabla_B J(B^l, C^l)_{mr} = 0 \ \forall m \), so that \( b_{mr}^{(l+1)} = b_{mr}^l \ \forall m \) which conflicts the condition for unboundedness of \( B^l \). Thus, \( B^l \) is also bounded. With nonnegativity guarantee from theorem 5, it is proven that \( \{B^k, C^k\} \) is in a closed and bounded set.

Algorithm 6 shows some modifications to algorithm 5 in order to guarantee the convergence as suggested by theorem 14, 15, and 16, with step is a constant that determines how fast \( \delta_C^k \) grows in order to satisfy the nonincreasing property.

Algorithm 6. Converged algorithm for UNMF.

Initialization, \( B^0 \geq 0, C^0 \geq 0 \).

for \( k = 0, \ldots, K \) do

\[
b_{mr}^{(k+1)} \leftarrow b_{mr}^k - \frac{\nabla_B J(B^k, C^k)_{mr}}{(B^kC^kC^k^T)_{mr} + \delta} \ \forall m, r
\]

\[
\delta_C^k \leftarrow \delta
\]

repeat

\[
c_{rn}^{(k+1)} \leftarrow c_{rn}^k - \frac{\nabla_C J(B^{(k+1)}, C^k)_{rn}}{(B^{(k+1)}C^{(k+1)} + \alpha C^kC^k^T C^k)_{rn} + \delta_C^k} \ \forall r, n
\]

\[
\delta_C^k \leftarrow \delta_C^k \times \text{step}
\]

until \( J(B^{(k+1)}, C^{(k+1)}) \leq J(B^{(k+1)}, C^k) \)

end for

4.2 Converged bi-orthogonal NMF

Converged algorithm for BNMF will be derived equivalently as in UNMF case. However, we will not cut the steps in deriving the algorithm. The readers can refer to algorithm 9 for the final form.
First, let’s define BNMF objective with following:

\[
\begin{align*}
\min_{B, C} J(B, C, S) &= \frac{1}{2} \|A - BSC\|_F^2 + \frac{\alpha}{2} \|CC^T - I\|_F^2 + \frac{\beta}{2} \|B^TB - I\|_F^2 \\
\text{s.t. } B \geq 0, C \geq 0, S \geq 0,
\end{align*}
\]

(38)

with \(\alpha\) and \(\beta\) are constants to adjust the degree of orthogonality of \(C\) and \(B\) respectively. The KKT function of the objective can be written as:

\[
L(B, C) = J(B, C) - \text{tr} \left( \Gamma_B B^T \right) - \text{tr} \left( \Gamma_S S^T \right) - \text{tr} \left( \Gamma_C C \right).
\]

And the KKT conditions are:

\[
\begin{align*}
B^* &\geq 0, & S^* &\geq 0, & C^* &\geq 0, \\
\nabla_B J(B^*) &= \Gamma_B \geq 0, & \nabla_S J(S^*) &= \Gamma_S \geq 0, & \nabla_C J(C^*) &= \Gamma_C \geq 0, \\
\nabla_B J(B^*) \odot B^* &= 0, & \nabla_S J(S^*) \odot S^* &= 0, & \nabla_C J(C^*) \odot C^* &= 0,
\end{align*}
\]

(39)

where

\[
\begin{align*}
\nabla_B J(B) &= BSCCT^T S^T - AC^T S^T + \beta BB^T B - \beta B, \\
\nabla_C J(C) &= S^T B^T BSC - S^T B^T A + \alpha CC^T C - \alpha C, \\
\nabla_S J(S) &= B^T BSCCT^T - B^T AC^T.
\end{align*}
\]

Then, the MU algorithm for objective in eq. (38) can be written as:

\[
\begin{align*}
b_{mp}^{k+1} &\leftarrow b_{mp}^{k} \frac{(AC^T S^T + \beta B)_{mp}}{(BSCCT^T S^T + \beta BB^T B)_{mp}}, \\
c_{qn}^{k+1} &\leftarrow c_{qn}^{k} \frac{(S^T B^T A + \alpha C)_{qn}}{(S^T B^T BSC + \alpha CC^T C)_{qn}}, \\
s_{pq}^{k+1} &\leftarrow s_{pq}^{k} \frac{(B^T AC^T)_{pq}}{(B^T BSCCT^T)_{pq}}.
\end{align*}
\]

The complete MU algorithm is given in algorithm 8 and the AU version is in algorithm 8.

There are \(\tilde{b}_{mp}^k, \tilde{c}_{qn}^k\), and \(\tilde{s}_{pq}^k\) in algorithm 8 which are the modifications to \(b_{mp}^k, c_{qn}^k\), and \(s_{pq}^k\) to avoid the zero locking. The following gives their definitions.

\[
\begin{align*}
\tilde{b}_{mp}^k &\equiv \begin{cases} 
b_{mp}^k & \text{if } \nabla_B J(B^k, S^k, C^k)_{mp} \geq 0 \\
\max \left:b_{mp}^k, \sigma \text{ if } \nabla_B J(B^k, S^k, C^k)_{mp} < 0 \end{cases}, \\
\tilde{c}_{qn}^k &\equiv \begin{cases} 
c_{qn}^k & \text{if } \nabla_C J(B^{(k+1)}, S^k, C^k)_{qn} \geq 0 \\
\max \left:c_{qn}^k, \sigma \text{ if } \nabla_C J(B^{(k+1)}, S^k, C^k)_{qn} < 0 \end{cases}, \\
\tilde{s}_{pq}^k &\equiv \begin{cases} 
s_{pq}^k & \text{if } \nabla_S J(B^{(k+1)}, S^k, C^{(k+1)})_{pq} \geq 0 \\
\max \left:s_{pq}^k, \sigma \text{ if } \nabla_S J(B^{(k+1)}, S^k, C^{(k+1)})_{pq} < 0 \end{cases},
\end{align*}
\]

(43),(44),(45)

with \(\sigma\) is a small positive number, \(\tilde{B}\), \(\tilde{C}\), and \(\tilde{S}\) are matrices that contain \(\tilde{b}_{mp}, \tilde{c}_{qn}, \text{ and } \)
Algorithm 7 The MU algorithm for BNMF problem in eq. 38

\begin{algorithm}
\caption{The MU algorithm for BNMF problem in eq. 38}
\begin{algorithmic}
\STATE Initialization, \( B^0 > 0 \), \( C^0 > 0 \), and \( S^0 > 0 \).
\FOR{\( k = 0, \ldots, K \)}
\STATE \( b_{mp}^{(k+1)} \leftarrow b_{mp}^k - \frac{(AC^{kT} S^{kT} + \beta B^k)_{mp}}{(B^k S^k C^k C^{kT} S^{kT} + \beta B^k B^{kT} B^k)_{mp} + \delta} \) \quad \forall m, p \\
\STATE \( c_{qn}^{(k+1)} \leftarrow c_{qn}^k - \frac{(S^{kT} B^{(k+1)T} A + \alpha C^k)_{qn}}{(S^{kT} B^{(k+1)T} B^{(k+1)} S^k C^k + \alpha C^k C^{kT} C^k)_{qn} + \delta} \) \quad \forall q, n \\
\STATE \( s_{pq}^{(k+1)} \leftarrow s_{pq}^k - \frac{B^{(k+1)T} A C^{(k+1)T}}{(B^{(k+1)T} B^{(k+1)} S^k C^{(k+1)} C^{(k+1)T} + \delta)} \) \quad \forall p, q \\
\ENDFOR
\end{algorithmic}
\end{algorithm}

Algorithm 8 The AU algorithm for BNMF problem in eq. 38

\begin{algorithm}
\caption{The AU algorithm for BNMF problem in eq. 38}
\begin{algorithmic}
\STATE Initialization, \( B^0 \geq 0 \), \( C^0 \geq 0 \), and \( S^0 \geq 0 \).
\FOR{\( k = 0, \ldots, K \)}
\STATE \( b_{mp}^{(k+1)} \leftarrow b_{mp}^k - \frac{\tilde{b}_{mp}^k \times \nabla_B J(B^k, S^k, C^k)_{mp}}{(B^k S^k C^k C^{kT} S^{kT} + \beta B^k B^{kT} B^k)_{mp} + \delta_B} \) \quad \forall m, p \\
\STATE \( c_{qn}^{(k+1)} \leftarrow c_{qn}^k - \frac{\tilde{c}_{qn}^k \times \nabla_C J(B^{k+1}, S^k, C^k)_{qn}}{(S^{kT} B^{(k+1)T} B^{(k+1)} S^k C^k + \alpha C^k C^{kT} C^k)_{qn} + \delta_C} \) \quad \forall q, n \\
\STATE \( s_{pq}^{(k+1)} \leftarrow s_{pq}^k - \frac{\tilde{s}_{pq}^k \times \nabla_S J(B^{k+1}, S^k, C^{(k+1)})_{pq}}{(B^{(k+1)T} B^{(k+1)} S^k C^{(k+1)} C^{(k+1)T} + \delta_S)} \) \quad \forall p, q \\
\ENDFOR
\end{algorithmic}
\end{algorithm}
Proof. This statement is clear for algorithm 7. And also as in subsection 4.1, Theorem 17. explains this formally.

The following theorem must be initialized with positive matrices to avoid the zero locking from the start, and nonnegative matrices can be used to initialize this algorithm. Note that, algorithm [4] must be initialized with positive matrices to avoid the zero locking from the start, and nonnegative matrices can be used to initialize algorithm [7]. The following theorem explains this formally.

**Theorem 17.** If \( B^0 > 0 \), \( C^0 > 0 \), and \( S^0 > 0 \), then \( B^k > 0 \), \( C^k > 0 \), and \( S^k > 0 \) \( \forall k \geq 0 \). And if \( B^0 \geq 0 \), \( C^0 \geq 0 \), and \( S^0 \geq 0 \), then \( B^k \geq 0 \), \( C^k \geq 0 \), and \( S^k \geq 0 \) \( \forall k \geq 0 \).

**Proof.** This statement is clear for \( k = 0 \), so we need only to prove for \( k > 0 \).

**Case 1:** \( \nabla_B J_{mp} \geq 0 \Rightarrow b_{mp} = b_{mp}^k. \)

\[
\begin{align*}
  b_{mp}^{(k+1)} &= \frac{(B^k S^k C^k)_{mp} B^{kT} C_{mp} + \delta_B^{kT} C_{mp}}{(B^k S^k C^k)_{mp} + \delta_B^{kT} C_{mp}} + \frac{b_{mp}^k}{b_{mp}} \\
  &= \frac{[(AC^{kT} S^k + \beta B^k)_{mp} + \delta_B^{kT} C_{mp}] b_{mp}^k}{(B^k S^k C^k)_{mp} + \delta_B^{kT} C_{mp}}.
\end{align*}
\]

Thus, if \( b_{mp}^k > 0 \) then \( b_{mp}^{(k+1)} > 0 \) \( \forall m, p \), and if \( b_{mp}^k \leq 0 \) then \( b_{mp}^{(k+1)} \geq 0 \) \( \forall m, p \), \( \forall k > 0 \).

**Case 2:** \( \nabla_B J_{mp} < 0 \Rightarrow b_{mp} \neq b_{mp}^k. \)

\[
\begin{align*}
  b_{mp}^{(k+1)} &= b_{mp}^k - \frac{\max \left( b_{mp}^k, \sigma \right) \times \nabla_B J(B^k, S^k, C^k)_{mp}}{(B^k S^k C^k)_{mp} + \delta_B^{kT} C_{mp}}.
\end{align*}
\]

Note that \( \max \left( b_{mp}^k, \sigma \right) > 0 \) and \( \nabla_B J(B^k, S^k, C^k)_{mp} < 0 \). Thus if \( b_{mp}^k > 0 \) then \( b_{mp}^{(k+1)} > 0 \) \( \forall m, p \), and if \( b_{mp}^k \leq 0 \) then \( b_{mp}^{(k+1)} > 0 \) \( \forall m, p \), \( \forall k > 0 \).

**Case 3:** \( \nabla_C J_{qn} \geq 0 \Rightarrow c_{qn} = c_{qn}. \)

\[
\begin{align*}
  c_{qn}^{(k+1)} &= \frac{(S^T B^{(k+1)} T B^{(k+1)} S^k C^k)_{qn} C_{qn} + \delta_C^{(k+1)} C_{qn}}{(S^T B^{(k+1)} T B^{(k+1)} S^k C^k)_{qn} + \delta_C^{(k+1)} C_{qn}} \\
  &= \frac{[(S^T B^{(k+1)} T A + \alpha C^k)_{qn} + \delta_C^{(k+1)} C_{qn}] C_{qn}}{(S^T B^{(k+1)} T B^{(k+1)} S^k C^k + \alpha C^k C^{kT} C^k)_{qn} + \delta_C^{(k+1)} C_{qn}}.
\end{align*}
\]
Thus if \( c_{qn}^k > 0 \) then \( c_{qn}^{(k+1)} > 0 \) \( \forall q, n \), and if \( c_{qn}^k \geq 0 \) then \( c_{qn}^{(k+1)} \geq 0 \) \( \forall q, n, \forall k > 0 \).

Case 4: \( \nabla_C J_{qn} < 0 \Rightarrow c_{qn} \neq c_{qn}^k \).

\[
c_{qn}^{(k+1)} = c_{qn}^k - \frac{\max \left( c_{qn}^k, \sigma \right) \times \nabla_C J(B^{(k+1)}, S^k, C^k)}{(S^{kT}B^{(k+1)T}B^{(k+1)}S^kC^k + \alpha C^kC^{kT}C^k)}_{qn} + \delta_c^k.
\]

Note that \( \max \left( c_{qn}^k, \sigma \right) > 0 \) and \( \nabla_C J(B^{(k+1)}, S^k, C^k)_{qn} < 0 \). Thus if \( c_{qn}^k > 0 \) then \( c_{qn}^{(k+1)} > 0 \) \( \forall q, n \), and if \( c_{qn}^k \geq 0 \) then \( c_{qn}^{(k+1)} > 0 \) \( \forall q, n, \forall k > 0 \).

Case 5: \( \nabla_S J_{pq} \geq 0 \Rightarrow \bar{s}_{pq} = s_{pq} \).

\[
s_{pq}^{(k+1)} = \frac{\left( B^{(k+1)T}B^{(k+1)}S^kC^{(k+1)T} \right)_{pq}s_{pq}^k + \delta_s^k s_{pq}^k}{\left( B^{(k+1)T}B^{(k+1)}S^kC^{(k+1)T} \right)_{pq} + \delta_s^k} - \frac{\left( B^{(k+1)T}B^{(k+1)}S^kC^{(k+1)T} \right)_{pq} s_{pq}^k}{\left( B^{(k+1)T}B^{(k+1)}S^kC^{(k+1)T} \right)_{pq} + \delta_s^k}.
\]

Thus if \( s_{pq}^k > 0 \) then \( s_{pq}^{(k+1)} > 0 \) \( \forall p, q \), and if \( s_{pq}^k \geq 0 \) then \( s_{pq}^{(k+1)} \geq 0 \) \( \forall p, q, \forall k > 0 \).

Case 6: \( \nabla_S J_{pq} < 0 \Rightarrow \bar{s}_{pq} \neq s_{pq} \).

\[
s_{pq}^{(k+1)} = s_{pq}^k - \frac{\max \left( s_{pq}^k, \sigma \right) \times \nabla_S J(B^{(k+1)}, S^k, C^{(k+1)T})_{pq} + \delta_s^k}{\left( B^{(k+1)T}B^{(k+1)}S^kC^{(k+1)T} \right)_{pq} + \delta_s^k}.
\]

Note that \( \max \left( s_{pq}^k, \sigma \right) > 0 \) and \( \nabla_S J(B^{(k+1)}, S^k, C^{(k+1)T})_{pq} \). Thus if \( s_{pq}^k > 0 \) then \( s_{pq}^{(k+1)} > 0 \) \( \forall p, q \), and if \( s_{pq}^k \geq 0 \) then \( s_{pq}^{(k+1)} > 0 \) \( \forall p, q, \forall k > 0 \).

By combining the results for \( k = 0 \) and for \( k > 0 \) in case 1-6, the proof is completed.

### 4.2.1 Convergence analysis

We will now analyze the convergence property of algorithm. As stated previously, the nonincreasing property of sequence \( J(B^k, S^k, C^k) \) needs to be proven first as it is the necessary condition for the convergence. And because algorithm uses alternating strategy, the nonincreasing property can be analyzed separately.

**A. The nonincreasing property of \( J(B^k) \)** By using the auxiliary function approach, the nonincreasing property of \( J(B^k) \) can be proven through:

\[
J(B^{(k+1)}) = G(B^{(k+1)}, B^{(k+1)}) \leq G(B^{(k+1)}, B^k) \leq G(B^k, B^k) = J(B^k).
\]

To define \( G \), let’s rearrange \( B \) into:

\[
B = \begin{bmatrix}
    b_1^T \\
    b_2^T \\
    \vdots \\
    b_M^T
\end{bmatrix} \in \mathbb{R}^{MP \times M},
\]
where \( b_m \) is the \( m \)-th row of \( B \). And also let’s define:

\[
\nabla_{B^T} \mathcal{J}(B^k) \equiv \begin{bmatrix} \nabla_B \mathcal{J}(B^k)_1^T \\ \nabla_B \mathcal{J}(B^k)_2^T \\ \vdots \\ \nabla_B \mathcal{J}(B^k)_M^T \end{bmatrix} \in \mathbb{R}^{MP \times M},
\]

where \( \nabla_B \mathcal{J}(B^k)_m \) is the \( m \)-th row of \( \nabla_B J(B^k) = B^kS^kC^kC^{kT}S^{kT} - AC^{kT}S^k + \beta B^k B^{kT} B^k - \beta B^k \). Then define:

\[
D \equiv \text{diag} (D^1, \ldots, D^M) \in \mathbb{R}_{+}^{MP \times MP},
\]

where \( D^m \) is a diagonal matrix with its diagonal entries defined as:

\[
d^m_{pp} \equiv \frac{\left( B^T s^k c^k c^{kT} s^{kT} + \beta B^T B^{kT} B^k \right)_{mp} + \delta^k_{mp}}{b^k_{mp}} \text{ if } p \in I_m \\
\ast \text{ if } p \notin I_m
\]

with

\[
I_m = \{ p | b^k_{mp} > 0, \ \nabla_B J(B^k)_{mp} \neq 0, \text{ or } b^k_{mp} = 0, \ \nabla_B J(B^k)_{mp} < 0 \}
\]

is the set of non-KKT indices in \( m \)-th row of \( B^k \), and \( \ast \) is defined as before.

Then, the auxiliary function \( \mathcal{G} \) can be defined as:

\[
\mathcal{G}(B^T, B^{kT}) = \mathcal{J}(B^{kT}) + \frac{1}{2} \text{tr} \left\{ (B - B^k)^T D (B - B^k)^T \right\}. \tag{46}
\]

Note that whenever \( X^{(k+1)} \) is a variable, we remove the \((k+1)\) sign, and

\[
\nabla_{B^T} \mathcal{G}(B^T, B^{kT}) = D (B - B^k)^T + \nabla_{B^T} \mathcal{J}(B^{kT}).
\]

By definition, \( D \) is positive definite for all \( B^k \) not satisfy the KKT conditions, so \( \mathcal{G}(B^T, B^{kT}) \) is a strict convex function, and consequently has a unique minimum.

\[
\mathcal{G}(B^T, B^{kT}) + \nabla_{B^T} \mathcal{J}(B^{kT}) = 0, \tag{47}
\]

which is exactly the update rule for \( B^k \) in eq. [40].

By using the Taylor series expansion, \( \mathcal{J}(B^T) \) can also be written as:

\[
\mathcal{J}(B^T) = \mathcal{J}(B^{kT}) + \frac{1}{2} \text{tr} \left\{ (B - B^k)^T D (B - B^k)^T \right\} + \varepsilon_B^k, \tag{48}
\]

where

\[
\varepsilon_B^k = \frac{1}{6} \text{tr} \left\{ (B - B^k)^T (6\beta B^{kT} B^k) (B^k - B^k)^T \right\} + \frac{1}{24} \text{tr} \left\{ (B - B^k)^T (6\beta I) (B - B^k)^T (B - B^k)^T \right\}
\]
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and
\[
\nabla^2_B J(B^k) = \begin{bmatrix} \nabla^2_B^2 J(B^k) & \cdots & \nabla^2_B J(B^k) \end{bmatrix} \in \mathbb{R}^{MP \times MP}
\]

with \( \nabla^2_B^2 J(B^k) = S^k C^k C^{kT} S^{kT} + 3\beta B^{kT} B^k - \beta I \) components are arranged along its diagonal area (there are \( M \) components).

Then, for \( \mathcal{G} \) to be the auxiliary function, we must prove:

1. \( \mathcal{G}(B^T, B^T) = J(B^T) \),
2. \( \mathcal{G}(B^{kT}, B^{kT}) = J(B^{kT}) \),
3. \( \mathcal{G}(B^T, B^T) \leq \mathcal{G}(B^T, B^{kT}) \), and
4. \( \mathcal{G}(B^T, B^T) \leq \mathcal{G}(B^{kT}, B^{kT}) \),

so that \( J(B^{kT}) \leq J(B^k) \). This implies \( J(B^{(k+1)}) \leq J(B^k) \). The first and second will be proven in theorem 18, the third in theorem 19, the fourth in theorem 20, and the boundedness of \( B^k, C^k, \) and \( S^k \) will be proven in theorem 22.

**Theorem 18.** \( \mathcal{G}(B^T, B^T) = J(B^T) \) and \( \mathcal{G}(B^{kT}, B^{kT}) = J(B^{kT}) \).

**Proof.** These are obvious from the definition of \( \mathcal{G} \) in eq. (46). \( \square \)

**Theorem 19.** Given sufficiently large \( \delta_B^k \) and the boundedness of \( B^k, C^k, \) and \( S^k \), then it can be shown that \( \mathcal{G}(B, B) \leq \mathcal{G}(B, B^k) \). Moreover, if and only if \( B^k \) satisfies the KKT conditions, then the equality holds.

**Proof.** As \( \mathcal{G}(B, B) = J(B) \), we need to show that \( \mathcal{G}(B, B^k) - J(B) \geq 0 \) for sufficiently large \( \delta_B^k \). By substracting eq. (49) from eq. (48) we get:

\[
\mathcal{G}(B, B^k) - J(B) = \frac{1}{2} \sum_{m=1}^{M} \left[ (b_m - b_k^m) (D_m - \nabla^2_B J(B^k)) (b_m - b_k^m) \right] \geq 0 \quad \text{if} \quad b_k^m \geq \epsilon_B^m.
\]

Let \( V_m^T = b_m - b_k^m \), then:

\[
V_m^T (D_m - \nabla^2_B J(B^k)) V_m = \sum_{m=1}^{M} \left[ (b_m - b_k^m) (D_m - \nabla^2_B J(B^k)) (b_m - b_k^m) \right] \geq 0 \quad \text{if} \quad b_k^m \geq \epsilon_B^m.
\]

Let \( \bar{D}_m^k \) and \( \delta_k^B \bar{D}_m^k \) are diagonal matrices that summed up to \( D_m \), with

\[
\tilde{d}_{pp}^m = \begin{cases} \frac{b^m_{pp}}{b_{mp}} \delta_k^B \bar{D}_m^k & \text{if} \quad p \in I_m \\ \ast & \text{if} \quad p \notin I_m \end{cases}
\]

Accordingly,

\[
\mathcal{G}(B, B^k) - J(B) = \frac{1}{2} \sum_{m=1}^{M} \left( \sum_{p=1}^{P} v_{mp}^2 \tilde{d}_{pp}^m + \delta_k^B \sum_{p=1}^{P} v_{mp}^2 \tilde{d}_{pp}^m + \beta \sum_{p=1}^{P} v_{mp}^2 \right) \]

\[
- \frac{1}{2} \sum_{m=1}^{M} V_m^T (S^k C^k C^{kT} S^{kT} + 3\beta B^{kT} B^k) V_m - \epsilon_B.
\]
As shown, with the boundedness of $\mathbf{B}^k, \mathbf{C}^k,$ and $\mathbf{S}^k$ and by sufficiently large $\delta^k_{\mathbf{B}}, \mathbf{G}(\mathbf{B}, \mathbf{B}) \leq \mathbf{G}(\mathbf{B}, \mathbf{B})$ can be guaranteed. Next we prove that if and only if $\mathbf{B}^k$ satisfies the KKT conditions, then the equality holds.

If $\mathbf{B}^k$ satisfies the KKT conditions, then this is obvious by eq. 39 regardless of $\delta^k_{\mathbf{B}}$. And by eq. 49 since $\delta^k_{\mathbf{B}}$ is a variable, the equality happens if and only if $\mathbf{B} = \mathbf{B}^k,$ which by the update rule in eq. 40 happens if and only if $\mathbf{B}^k$ satisfies the KKT conditions. This completes the proof.

**Theorem 20.** $\mathbf{G}(\mathbf{B}, \mathbf{B}^k) \leq \mathbf{G}(\mathbf{B}^k, \mathbf{B}^k).$ Moreover if and only if $\mathbf{B}^k$ satisfies the KKT conditions in eq. 39 then $\mathbf{G}(\mathbf{B}, \mathbf{B}^k) = \mathbf{G}(\mathbf{B}^k, \mathbf{B}^k)$.

**Proof.**

$$\mathbf{G}(\mathbf{B}, \mathbf{B}^k) - \mathbf{G}(\mathbf{B}, \mathbf{B}^k) = \frac{1}{2} \text{tr} \left\{ (\mathbf{B} - \mathbf{B}^k) \mathbf{D}(\mathbf{B} - \mathbf{B}^k)^T \right\} \geq 0.$$  

By using eq. 47 and the fact that $\mathbf{D}$ is positive semi-definite:

$$\mathbf{G}(\mathbf{B}, \mathbf{B}^k) - \mathbf{G}(\mathbf{B}, \mathbf{B}^k) = \left\{ (\mathbf{B} - \mathbf{B}^k) \mathbf{D}(\mathbf{B} - \mathbf{B}^k)^T \right\} \geq 0.$$  

By the update rule eq. 40, if $\mathbf{B}^k$ satisfies the KKT conditions, then $\mathbf{B} = \mathbf{B}^k,$ and therefore the equality holds. Now we need to prove that if the equality holds, then $\mathbf{B}^k$ satisfies the KKT conditions.

To prove this, let consider a contradiction situation where the equality holds but $\mathbf{B}^k$ does not satisfy the KKT conditions. In this case, there exists at least an index $(m, p)$ such that:

$$b_{mp} \neq b_{mp}^k \quad \text{and} \quad d_{pp}^m = \frac{(\mathbf{B}^k \mathbf{S}^k \mathbf{C}^k \mathbf{S}^k + \beta \mathbf{B}^k \mathbf{B}^k \mathbf{B}^k)^{mp} + \delta^k_{\mathbf{B}}}{b_{mp}^k} \geq \delta^k_{\mathbf{B}}.$$  

Note that by definition in eq. 43 if $b_{mp}^k$ is equal to zero, then $b_{mp} = b_{mp}^k$ which violates the condition for the contradiction, so $b_{mp}^k$ cannot be equal to zero. Consequently,

$$\mathbf{G}(\mathbf{B}^k, \mathbf{B}^k) - \mathbf{G}(\mathbf{B}, \mathbf{B}^k) \geq \frac{(b_{mp} - b_{mp}^k)^2}{b_{mp}^k} \delta^k_{\mathbf{B}} > 0,$$

which violates the equality. Thus, it is proven that if the equality holds, then $\mathbf{B}^k$ satisfies the KKT conditions.

**Theorem 21.** Given sufficiently large $\delta^k_{\mathbf{B}}$ and the boundedness of $\mathbf{B}^k, \mathbf{C}^k,$ and $\mathbf{S}^k,$ $J(\mathbf{B}^{k+1}) \leq J(\mathbf{B}^k) \quad \forall k \geq 0$ under update rule eq. 40 with the equality happens if and only if $\mathbf{B}^k$ satisfies the KKT conditions in eq. 39.

**Proof.** This theorem is the corollary of theorem 18, 19, and 20.

**B. The nonincreasing property of $J(\mathbf{C}^k)$** Next we prove the nonincreasing property of $J(\mathbf{C}^k), \text{ i.e., } J(\mathbf{C}^{k+1}) \leq J(\mathbf{C}^k) \quad \forall k \geq 0.$

By using the auxiliary function approach, the nonincreasing property of $J(\mathbf{C}^k)$ can be proven by showing that:

$$J(\mathbf{C}^{k+1}) = G(\mathbf{C}^{k+1}, \mathbf{C}^{k+1}) \leq G(\mathbf{C}^{k+1}, \mathbf{C}^k) \leq G(\mathbf{C}^k, \mathbf{C}^k) = J(\mathbf{C}^k).$$
To define $G$, $C$ is rearranged into:

$$\mathbf{c} \equiv \begin{bmatrix} c_1 \\ c_2 \\ \vdots \\ c_N \end{bmatrix} \in \mathbb{R}^{NQ \times N},$$

where $c_n$ is the $n$-th column of $C$. And also let’s define:

$$\nabla_c \bar{J}(C^k) \equiv \begin{bmatrix} \nabla_c \bar{J}(C^k)_1 \\ \nabla_c \bar{J}(C^k)_2 \\ \vdots \\ \nabla_c \bar{J}(C^k)_N \end{bmatrix} \in \mathbb{R}^{NQ \times N},$$

where $\nabla_c \bar{J}(C^k)_n$ is the $n$-th column of $\nabla_c J(C^k) = S^{kT}B^{(k+1)T}B^{(k+1)}S^kC^k - S^{kT}B^{(k+1)T}A + \alpha C^kC^kT - \alpha C^k$. And:

$$D \equiv \text{diag}(D^1, \ldots, D^N) \in \mathbb{R}^{NQ \times NQ},$$

where $D^n$ is a diagonal matrix with its diagonal entries defined as:

$$d^n_{qq} \equiv \begin{cases} \frac{(S^{kT}B^{(k+1)T}B^{(k+1)}S^kC^k + \alpha C^kC^kT - \alpha C^k)_{qq} + \delta_k}{\epsilon_{qn}^k} & \text{if } q \in I_n \\ \ast & \text{if } q \notin I_n \end{cases}$$

with

$$I_n \equiv \{q | \epsilon_{qn}^k > 0, \nabla_c J(C^k)_{qn} \neq 0, \text{ or } \epsilon_{qn}^k = 0, \nabla_c J(C^k)_{qn} < 0\}$$

is the set of non-KKT indices in $n$-th column of $C^k$, and $\ast$ is defined as before.

Then, the auxiliary function $\mathcal{G}$ can be written as:

$$\mathcal{G}(\mathbf{c}, \mathbf{c}^k) \equiv \bar{J}(\mathbf{c}^k) + \text{tr} \left\{ (\mathbf{c} - \mathbf{c}^k)^T \nabla_c \bar{J}(\mathbf{c}^k) \right\} + \frac{1}{2} \text{tr} \left\{ (\mathbf{c} - \mathbf{c}^k)^T D(\mathbf{c} - \mathbf{c}^k) \right\}. \quad (51)$$

Also:

$$\nabla_c \mathcal{G}(\mathbf{c}, \mathbf{c}^k) = D(\mathbf{c} - \mathbf{c}^k) + \nabla_c \bar{J}(\mathbf{c}^k).$$

Since $\mathcal{G}(\mathbf{c}, \mathbf{c}^k)$ is a strict convex function, it has a unique minimum.

$$\begin{aligned} D(\mathbf{c} - \mathbf{c}^k) + \nabla_c \bar{J}(\mathbf{c}^k) &= 0, \\ \mathbf{c} &= \mathbf{c}^k - D^{-1} \nabla_c \bar{J}(\mathbf{c}^k), \end{aligned} \quad (52)$$

which is exactly the update rule for $C$ in eq. [11].

By using the Taylor series, alternative formulation for $\bar{J}(\mathbf{c})$ can be written as:

$$\bar{J}(\mathbf{c}) = \bar{J}(\mathbf{c}^k) + \text{tr} \left\{ (\mathbf{c} - \mathbf{c}^k)^T \nabla_c \bar{J}(\mathbf{c}^k) \right\} + \frac{1}{2} \text{tr} \left\{ (\mathbf{c} - \mathbf{c}^k)^T \nabla^2_c J(C^k)(\mathbf{c} - \mathbf{c}^k) \right\} + \epsilon^k \mathcal{C} \quad (53)$$
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where $\varepsilon^k_C$ is the higher components of the Taylor series:

$$
\varepsilon^k_C = \frac{1}{6} \text{tr} \left\{ (\mathbf{c} - \mathbf{c}^k)^T (6\alpha \mathbf{c}^k) (\mathbf{c} - \mathbf{c}^k)^T (\mathbf{c} - \mathbf{c}^k) \right\} + \frac{1}{24} \text{tr} \left\{ (\mathbf{c} - \mathbf{c}^k)^T (\mathbf{c} - \mathbf{c}^k) (6\alpha \mathbf{I}) (\mathbf{c} - \mathbf{c}^k)^T (\mathbf{c} - \mathbf{c}^k) \right\},
$$

and

$$
\nabla^2_C J(\mathbf{C}^k) \equiv \begin{bmatrix}
\nabla^2_C J(\mathbf{C}^k) & \cdots & \nabla^2_C J(\mathbf{C}^k)
\end{bmatrix} \in \mathbb{R}^{NQ \times NQ}
$$

with $\nabla^2_C J(\mathbf{C}^k) = S^{kT} B^{(k+1)T} B^{(k+1)} S^k + 3\alpha \mathbf{C}^k C^{kT} - \alpha \mathbf{I}$ components are arranged along its diagonal area (there are $N$ components).

As before, for $\mathcal{G}$ to be the auxiliary function, we must prove:

1. $\mathcal{G}(\mathbf{c}, \mathbf{c}) = \mathcal{J}(\mathbf{c})$,
2. $\mathcal{G}(\mathbf{c}^k, \mathbf{c}^k) = \mathcal{J}(\mathbf{c}^k)$,
3. $\mathcal{G}(\mathbf{c}, \mathbf{c}) \leq \mathcal{G}(\mathbf{c}, \mathbf{c}^k)$, and
4. $\mathcal{G}(\mathbf{c}, \mathbf{c}^k) \leq \mathcal{G}(\mathbf{c}^k, \mathbf{c}^k)$.

The first and second will be proven in theorem 22, the third in theorem 23, and the fourth in theorem 24.

**Theorem 22.** $\mathcal{G}(\mathbf{c}, \mathbf{c}) = \mathcal{J}(\mathbf{c})$, and $\mathcal{G}(\mathbf{c}^k, \mathbf{c}^k) = \mathcal{J}(\mathbf{c}^k)$.

**Proof.** These are obvious from the definition of $\mathcal{G}$ in eq. 51.

**Theorem 23.** Given sufficiently large $\delta^k_C$ and the boundedness of $\mathbf{B}^k$, $\mathbf{C}^k$, and $\mathbf{S}^k$, then it can be shown that $\mathcal{G}(\mathbf{c}, \mathbf{c}) \leq \mathcal{G}(\mathbf{c}, \mathbf{c}^k)$. Moreover, if and only if $\mathbf{C}^k$ satisfies the KKT conditions, then the equality holds.

**Proof.** As $\mathcal{G}(\mathbf{c}, \mathbf{c}) = \mathcal{J}(\mathbf{c})$, we need to show that $\mathcal{G}(\mathbf{c}, \mathbf{c}^k) - \mathcal{J}(\mathbf{c}) \geq 0$. By subtracting eq. 41 from eq. 53, we get:

$$
\mathcal{G}(\mathbf{c}, \mathbf{c}^k) - \mathcal{J}(\mathbf{c}) = \frac{1}{2} \text{tr} \left\{ (\mathbf{c} - \mathbf{c}^k)^T (\mathbf{D} - \nabla^2_C J(\mathbf{C}^k)) (\mathbf{c} - \mathbf{c}^k) \right\} - \varepsilon^k_C
$$

$$
= \frac{1}{2} \sum_{n=1}^{N} \left[ (\mathbf{c}_n - \mathbf{c}_n^k)^T (\mathbf{D}^n - \nabla^2_C J(\mathbf{C}^k)) (\mathbf{c}_n - \mathbf{c}_n^k) \right] - \varepsilon^k_C. \quad (54)
$$

Let $\mathbf{v}_n = \mathbf{c}_n - \mathbf{c}_n^k$, then:

$$
\mathbf{v}_n^T (\mathbf{D}^n - \nabla^2_C J(\mathbf{C}^k)) \mathbf{v}_n = \mathbf{v}_n^T (\mathbf{D}^n + \alpha \mathbf{I} - (S^{kT} B^{(k+1)T} B^{(k+1)} S^k + 3\alpha \mathbf{C}^k C^{kT})) \mathbf{v}_n
$$

$$
= \mathbf{v}_n^T (\mathbf{D}^n + \delta^k_C \mathbf{D}^n + \alpha \mathbf{I} - (S^{kT} B^{(k+1)T} B^{(k+1)} S^k + 3\alpha \mathbf{C}^k C^{kT})) \mathbf{v}_n,
$$

where $\mathbf{D}^n$ and $\delta^k_C \mathbf{D}^n$ are diagonal matrices that summed up to $\mathbf{D}^n$, with

$$
\delta^k_{qq} = \begin{cases} 
\frac{(S^{kT} B^{(k+1)T} B^{(k+1)} S^k + 3\alpha \mathbf{C}^k C^{kT})_{qq}}{\epsilon_{nn}^k} & \text{if } q \in \mathcal{I}_n \\
\frac{\epsilon_{nn}^k}{\epsilon_{nn}^k} & \text{if } q \notin \mathcal{I}_n
\end{cases}
$$
Accordingly,

\[
\mathcal{G}(\mathcal{C}, \mathcal{C}^k) - 3(\mathcal{C}) = \frac{1}{2} \sum_{n=1}^{N} \left\{ \sum_{q=1}^{Q} v_{qn}^2 d_{qq}^n + \delta_C^k \sum_{q=1}^{Q} v_{qn}^2 d_{qq}^n + \alpha \sum_{q=1}^{Q} v_{qn}^2 \right\} \\
- \frac{1}{2} \sum_{n=1}^{N} v_n^T (S^T B^{(k+1)T} B^{(k+1)} S^k + 3\alpha C^k C^k T) v_n - \varepsilon_C^k.
\]  

(55)

As shown, with the boundedness of \(B^k\), \(C^k\), and \(S^k\), and by sufficiently large \(\delta_C^k\), \(\mathcal{G}(\mathcal{C}, \mathcal{C}) \leq \mathcal{G}(\mathcal{C}, \mathcal{C}^k)\) can be guaranteed. Next we prove that if and only if \(C^k\) satisfies the KKT conditions, then the equality holds.

If \(C^k\) satisfies the KKT conditions, then this is obvious by eq. 54 regardless of \(\delta_C^k\). And by eq. 55, since \(\delta_C^k\) is a variable, the equality happens if and only if \(C = C^k\) which by the update rule in eq. 41 happens if and only if \(C^k\) satisfies the KKT conditions. This completes the proof.

**Theorem 24.** \(\mathcal{G}(\mathcal{C}, \mathcal{C}^k) \leq \mathcal{G}(\mathcal{C}^k, \mathcal{C}^k)\). Moreover if and only if \(C^k\) satisfies the KKT conditions in eq. 24 then \(\mathcal{G}(\mathcal{C}, \mathcal{C}^k) = \mathcal{G}(\mathcal{C}^k, \mathcal{C}^k)\).

**Proof.**

\[
\mathcal{G}(\mathcal{C}^k, \mathcal{C}^k) - \mathcal{G}(\mathcal{C}, \mathcal{C}^k) = -\text{tr} \left\{ (\mathcal{C} - \mathcal{C}^k)^T \nabla_\mathcal{C} (\mathcal{C}^k T) \right\} - \frac{1}{2} \text{tr} \left\{ (\mathcal{C} - \mathcal{C}^k)^T D (\mathcal{C} - \mathcal{C}^k) \right\}.
\]

By using eq. 52 and the fact that \(D\) is positive semi-definite:

\[
\mathcal{G}(\mathcal{C}^k, \mathcal{C}^k) - \mathcal{G}(\mathcal{C}, \mathcal{C}^k) = \frac{1}{2} \text{tr} \left\{ (\mathcal{C} - \mathcal{C}^k)^T D (\mathcal{C} - \mathcal{C}^k) \right\} \geq 0.
\]

By the update rule eq. 41 if \(C^k\) satisfies the KKT conditions, then \(C = C^k\), and therefore the equality holds. Now we need to prove that if the equality holds, then \(C^k\) satisfies the KKT conditions.

To prove this, let consider a contradiction situation where the equality holds but \(C^k\) does not satisfy the KKT conditions. In this case, there exists at least an index \((q, n)\) such that:

\[
c_{qn} \neq c_{qn}^k \text{ and } d_{qq}^n = \frac{(S^k T B^{(k+1)T} B^{(k+1)} S^k + \alpha C^k C^k T)_{qn} + \delta_C^k}{\varepsilon_{C^k}}.
\]

Note that by the definition in eq. 44 if \(\varepsilon_{C^k} = 0\), then \(c_{qn} = c_{qn}^k\) which violates the condition for the contradiction, so \(\varepsilon_{C^k}\) cannot be equal to zero. Consequently:

\[
\mathcal{G}(\mathcal{C}^k, \mathcal{C}^k) - \mathcal{G}(\mathcal{C}, \mathcal{C}^k) \geq \frac{(c_{qn} - c_{qn}^k)^2 \delta^k_C}{\varepsilon_{C^k}} > 0,
\]

which violates the equality. Thus, it is proven that if the equality holds, then \(C^k\) satisfies the KKT conditions.

**Theorem 25.** Given sufficiently large \(\delta_C^k\) and the boundedness of \(B^k\), \(C^k\), and \(S^k\), \(J(C^{(k+1)}) \leq J(C^k) \forall k \geq 0\) under update rule eq. 41 with the equality happens if and only if \(C^k\) satisfies the KKT conditions in eq. 39.

**Proof.** This theorem is the corollary of theorem 22, 23, and 24.
C. The nonincreasing property of \( J(S^k) \)

Next we prove the nonincreasing property of \( J(S^k) \), i.e., \( J(S^{(k+1)}) \leq J(S^k) \) \( \forall k \geq 0 \).

By using the auxiliary function approach, the nonincreasing property of \( J(S^k) \) can be proven by showing that:

\[
J(S^{(k+1)}) = G(S^{(k+1)}, S^{(k+1)}) \leq G(S^{(k+1)}, S^k) \leq G(S^k, S^k) = J(S^k).
\]

To define \( G \), \( S \) is rearranged into:

\[
\mathcal{S} \equiv \begin{bmatrix} s_1 & s_2 & \cdots & s_Q \end{bmatrix} \in \mathbb{R}^{PQ \times Q},
\]

where \( s_q \) is the \( q \)-th column of \( S \). And also let’s define:

\[
\nabla_{\mathcal{S}} \bar{J}(\mathcal{S}^k) \equiv \begin{bmatrix} \nabla_{\mathcal{S}} \bar{J}(\mathcal{S}^k)_1 \\ \nabla_{\mathcal{S}} \bar{J}(\mathcal{S}^k)_2 \\ \vdots \\ \nabla_{\mathcal{S}} \bar{J}(\mathcal{S}^k)_Q \end{bmatrix} \in \mathbb{R}^{PQ \times Q},
\]

where \( \nabla_{\mathcal{S}} \bar{J}(\mathcal{S}^k)_q \) is the \( q \)-th column of \( \nabla_{\mathcal{S}} J(\mathcal{S}^k) = B^{(k+1)T}B^{(k+1)}S^kC^{(k+1)T}C^{(k+1)} - B^{(k+1)T}AC^{(k+1)T} \). And:

\[
D \equiv \text{diag} (D^1, \ldots, D^Q) \in \mathbb{R}^{PQ \times PQ},
\]

where \( D^q \) is a diagonal matrix with its diagonal entries defined as:

\[
d^q_{pp} \equiv \begin{cases} 
\left( B^{(k+1)T}B^{(k+1)}S^kC^{(k+1)T}C^{(k+1)} \right)_{pp} + \delta^q_k & \text{if } p \in I_q \\
* & \text{if } p \notin I_q
\end{cases}
\]

with

\[
I_q \equiv \{ p| s^k_{pq} > 0, \; \nabla_{\mathcal{S}} J(\mathcal{S}^k)_{pq} \neq 0, \; \text{or} \; s^k_{pq} = 0, \; \nabla_{\mathcal{S}} J(\mathcal{S}^k)_{pq} < 0 \}
\]

is the set of non-KKT indices in \( q \)-th column of \( S^k \), and \( * \) is defined as before.

Then, the auxiliary function \( \mathcal{G} \) can be written as:

\[
\mathcal{G}(\mathcal{G}, \mathcal{G}^k) \equiv \bar{J}(\mathcal{G}^k) + \text{tr} \left\{ (\mathcal{G} - \mathcal{G}^k)^T \nabla_{\mathcal{S}} \bar{J}(\mathcal{G}^k) \right\} + \frac{1}{2} \text{tr} \left\{ (\mathcal{G} - \mathcal{G}^k)^T D(\mathcal{G} - \mathcal{G}^k) \right\}. \tag{56}
\]

Also:

\[
\nabla_{\mathcal{G}} \mathcal{G}(\mathcal{G}, \mathcal{G}^k) = D(\mathcal{G} - \mathcal{G}^k) + \nabla_{\mathcal{S}} \bar{J}(\mathcal{G}^k).
\]

Since \( \mathcal{G}(\mathcal{G}, \mathcal{G}^k) \) is a strict convex function, it has a unique minimum:

\[
D(\mathcal{G} - \mathcal{G}^k) + \nabla_{\mathcal{S}} \bar{J}(\mathcal{G}^k) = 0, \tag{57}
\]

\[
\mathcal{G} = \mathcal{G}^k - D^{-1} \nabla_{\mathcal{S}} \bar{J}(\mathcal{G}^k),
\]
which is exactly the update rule for $S$ in eq. 52.

By using the Taylor series, alternative formulation for $\mathcal{J}(\mathcal{S})$ can be written as:

$$
\mathcal{J}(\mathcal{S}) = \mathcal{J}(\mathcal{S}^k) + \text{tr} \left\{ (\mathcal{S} - \mathcal{S}^k)^T \nabla_\mathcal{S} \mathcal{J}(\mathcal{S}^k) \right\} + \frac{1}{2} \text{tr} \left\{ (\mathcal{S} - \mathcal{S}^k)^T \nabla^2_\mathcal{S} \mathcal{J}(\mathcal{S}^k)(\mathcal{S} - \mathcal{S}^k) \right\} \quad (58)
$$

where

$$
\nabla^2_\mathcal{S} \mathcal{J}(\mathcal{S}^k) = \begin{bmatrix}
\nabla^2_\mathcal{S} \mathcal{J}(\mathcal{S}^k) & \cdots \\
\cdots & \nabla^2_\mathcal{S} \mathcal{J}(\mathcal{S}^k)
\end{bmatrix} \in \mathbb{R}^{PQ \times PQ}
$$

with $\nabla^2_\mathcal{S} \mathcal{J}(\mathcal{S}^k) = B^{(k+1)T}B^{(k+1)}C^{(k+1)T}C^{(k+1)}$ components are arranged along its diagonal area (there are $Q$ components).

For $\mathcal{S}$ to be the auxiliary function, we must prove:

1. $\mathcal{S}(\mathcal{S}, \mathcal{S}) = \mathcal{J}(\mathcal{S}),$
2. $\mathcal{S}(\mathcal{S}^k, \mathcal{S}^k) = \mathcal{J}(\mathcal{S}^k),$
3. $\mathcal{S}(\mathcal{S}, \mathcal{S}) \leq \mathcal{S}(\mathcal{S}^k, \mathcal{S}^k),$ and
4. $\mathcal{S}(\mathcal{S}, \mathcal{S}^k) \leq \mathcal{S}(\mathcal{S}^k, \mathcal{S}^k),$

The first and second will be proven in theorem 26, the third in theorem 27, and the fourth in theorem 28.

**Theorem 26.** $\mathcal{S}(\mathcal{S}, \mathcal{S}) = \mathcal{J}(\mathcal{S}),$ and $\mathcal{S}(\mathcal{S}^k, \mathcal{S}^k) = \mathcal{J}(\mathcal{S}^k),$

*Proof.* These are obvious from the definition of $\mathcal{S}$ in eq. 59. \qed

**Theorem 27.** Given sufficiently large $\delta^k_q$ and the boundedness of $B^k$, $C^k$, and $S^k$, then it can be shown that $\mathcal{S}(\mathcal{S}, \mathcal{S}) \leq \mathcal{S}(\mathcal{S}^k, \mathcal{S}^k).$ Moreover, if and only if $S^k$ satisfies the KKT conditions, then the equality holds.

*Proof.* As $\mathcal{S}(\mathcal{S}, \mathcal{S}) = \mathcal{J}(\mathcal{S}),$ we need to show that $\mathcal{S}(\mathcal{S}, \mathcal{S}^k) - \mathcal{J}(\mathcal{S}) \geq 0.$ By substracting eq. 56 from eq. 58 we get:

$$
\mathcal{S}(\mathcal{S}, \mathcal{S}^k) - \mathcal{J}(\mathcal{S}) = \frac{1}{2} \text{tr} \left\{ (\mathcal{S} - \mathcal{S}^k)^T (D - \nabla^2_\mathcal{S} \mathcal{J}(\mathcal{S}^k))(\mathcal{S} - \mathcal{S}^k) \right\} \\
= \frac{1}{2} \sum_{q=1}^Q \left[ (s_q - s_q^k)^T (D^q - \nabla^2_\mathcal{S} \mathcal{J}(\mathcal{S}^k))(s_q - s_q^k) \right]. \quad (59)
$$

Let $v_q = s_q - s_q^k$, then:

$$
v_q^T (D^q - \nabla^2_\mathcal{S} \mathcal{J}(\mathcal{S}^k))v_q = v_q^T (D^q - (B^{(k+1)T}B^{(k+1)}C^{(k+1)T}C^{(k+1)}))v_q \\
= v_q^T (\tilde{D}^q + \delta^k_q \tilde{D}^q - (B^{(k+1)T}B^{(k+1)}C^{(k+1)T}C^{(k+1)}))v_q,
$$

where $\tilde{D}^q$ and $\delta^k_q \tilde{D}^q$ are diagonal matrices that summed up to $D^q$, with

$$
\hat{\delta}^k_{pp} \equiv \begin{cases} 
\frac{(B^{(k+1)T}B^{(k+1)}S^kC^{(k+1)}C^{(k+1)T})_{pp}}{s^k_{pq}} & \text{if } p \in \mathcal{I}_q \\
\ast & \text{if } p \notin \mathcal{I}_q
\end{cases} \quad \text{and} \quad \tilde{\delta}^k_{pp} \equiv \begin{cases} 
\frac{1}{|\mathcal{I}_q|} & \text{if } p \in \mathcal{I}_q \\
\ast & \text{if } p \notin \mathcal{I}_q
\end{cases}
$$
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Accordingly,
\[ \mathcal{G}(\mathcal{S}, \mathcal{S}^k) - \mathcal{J}(\mathcal{S}) = \frac{1}{2} \sum_{q=1}^{Q} \left\{ \sum_{p=1}^{P} v_{pq}^2 \tilde{d}_{pp} + \delta_{S}^k \sum_{p=1}^{P} v_{pq}^2 \right\} - \frac{1}{2} \sum_{q=1}^{Q} v_q^T (B^{(k+1)T} B^{(k+1)} + C^{(k+1)T} C^{(k+1)T}) v_q. \]  
(60)

As shown, with the boundedness of \(B^k, C^k\), and \(S^k\), and by sufficiently large \(\delta_{S}^k\), \(\mathcal{G}(\mathcal{S}, \mathcal{S}^k)\) can be guaranteed. Next we prove that if and only if \(S^k\) satisfies the KKT conditions, then the equality holds.

If \(S^k\) satisfies the KKT conditions, then this is obvious by eq. (59) regardless of \(\delta_{S}^k\). And by eq. (59) since \(\delta_{S}^k\) is a variable, the equality happens if and only if \(S = S^k\) which by the update rule in eq. (42) happens if and only if \(S^k\) satisfies the KKT conditions. This completes the proof.

**Theorem 28.** \(\mathcal{G}(\mathcal{S}, \mathcal{S}^k) \leq \mathcal{G}(\mathcal{S}^k, \mathcal{S}^k)\). Moreover if and only if \(S^k\) satisfies the KKT conditions in eq. (42) then \(\mathcal{G}(\mathcal{S}, \mathcal{S}^k) = \mathcal{G}(\mathcal{S}^k, \mathcal{S}^k)\).

**Proof.**
\[ \mathcal{G}(\mathcal{S}^k, \mathcal{S}^k) - \mathcal{G}(\mathcal{S}, \mathcal{S}^k) = -\text{tr} \left\{ (\mathcal{S} - \mathcal{S}^k)^T \nabla_{\mathcal{S}} \mathcal{J}(\mathcal{S}^k) \right\} - \frac{1}{2} \text{tr} \left\{ (\mathcal{S} - \mathcal{S}^k)^T D (\mathcal{S} - \mathcal{S}^k) \right\}. \]

By using eq. (57) and the fact that \(D\) is positive semi-definite:
\[ \mathcal{G}(\mathcal{S}^k, \mathcal{S}^k) - \mathcal{G}(\mathcal{S}, \mathcal{S}^k) = \frac{1}{2} \text{tr} \left\{ (\mathcal{S} - \mathcal{S}^k)^T D (\mathcal{S} - \mathcal{S}^k) \right\} \geq 0, \]

By the update rule eq. (42) if \(S^k\) satisfies the KKT conditions, then \(S = S^k\), and therefore the equality holds. Now we need to prove that if the equality holds, then \(S^k\) satisfies the KKT conditions.

To prove this, let consider a contradiction situation where the equality holds but \(S^k\) does not satisfy the KKT conditions. In this case, there exists at least an index \((p, q)\) such that:
\[ s_{pq} \neq s_{pq}^k \quad \text{and} \quad d_{pp}^q = \frac{(B^{(k+1)T} B^{(k+1)} S^k C^{(k+1)T})_{pq} + \delta_{S}^k}{s_{pq}^k} \]

Note that by the definition in eq. (45) if \(s_{pq}^k\) is equal to zero, then \(s_{pq} = s_{pq}^k\) which violates the condition for the contradiction, so \(s_{pq}^k\) cannot be equal to zero. Consequently,
\[ \mathcal{G}(\mathcal{S}^k, \mathcal{S}^k) - \mathcal{G}(\mathcal{S}, \mathcal{S}^k) \geq \frac{(s_{pq} - s_{pq}^k)^2 \delta_{S}^k}{s_{pq}^k} > 0, \]

which violates the equality. Thus, it is proven that if the equality holds, then \(S^k\) satisfies the KKT conditions.

**Theorem 29.** Given sufficiently large \(\delta_{S}^k\) and the boundedness of \(B^k, C^k, \) and \(S^k\), \(J(S^{k+1}) \leq J(S^k) \forall k \geq 0\) under update rule eq. (42) with the equality happens if and only if \(S^k\) satisfies the KKT conditions in eq. (42).

**Proof.** This theorem is the corollary of theorem 26, 27, and 28.
D. The convergence guarantee of algorithm \[8\] To shown the convergence of algorithm \[8\] the following statements must be proven:

1. the nonincreasing property of sequence \(J(B^k, S^k, C^k)\), i.e., \(J(B^{(k+1)}, S^{(k+1)}, C^{(k+1)}) \leq J(B^k, S^k, C^k)\),

2. any limit point of the sequence \(\{B^k, S^k, C^k\}\) generated by algorithm \[8\] is a stationary point, and

3. the sequence \(\{B^k, S^k, C^k\}\) has at least one limit point.

The first will be proven in theorem \[30\] the second in theorem \[31\] and the third in theorem \[32\].

Theorem 30. Given sufficiently large \(\delta_B^k\), \(\delta_C^k\), and \(\delta_S^k\), and the boundedness of \(B^k, C^k\), and \(S^k\), \(J(B^{(k+1)}, S^{(k+1)}, C^{(k+1)}) \leq J(B^k, S^k, C^k)\) \(\leq J(B^{(k+1)}, S^{(k+1)}, C^{(k+1)}) \leq J(B^k, S^k, C^k)\) under update rules in algorithm \[8\] with the equalities happen if and only if \((B^k, S^k, C^k)\) is a stationary point.

Proof. \(J(B^{(k+1)}, S^{(k+1)}, C^{(k+1)}) \leq J(B^k, S^k, C^k)\) is due to theorem \[21\] with the equality happens if and only if \(B^k\) satisfies the KKT conditions. And \(J(B^{(k+1)}, S^{(k+1)}, C^{(k+1)}) \leq J(B^k, S^k, C^k)\) is due to theorem \[25\] with the equality happens if and only if \(C^k\) satisfies the KKT conditions. And \(J(B^{(k+1)}, S^{(k+1)}, C^{(k+1)}) \leq J(B^k, S^k, C^k)\) is due to theorem \[29\] with the equality happens if and only if \(S^k\) satisfies the KKT conditions. And by combining theorem \[21\] \[25\] \[29\] algorithm \[8\] will stop updating sequence \(J(B^k, S^k, C^k)\) if and only if \((B^k, S^k, C^k)\) is a stationary point.

Theorem 31. Given sufficiently large \(\delta_B^k\), \(\delta_C^k\), and \(\delta_S^k\), and the boundedness of \(B^k, C^k\), and \(S^k\), it can be shown that any limit point of sequence \(\{B^k, S^k, C^k\}\) generated by algorithm \[8\] is a stationary point.

Proof. By theorem \[30\] algorithm \[8\] produces strictly decreasing sequence \(J(B^k, S^k, C^k)\) until reaching a point that satisfies the KKT conditions. Because \(J(B^k, S^k, C^k) \geq 0\), this sequence is bounded and thus converges. And by combining the results of the theorem \[21\] \[25\] \[29\] algorithm \[8\] will stop updating \(J(B^k, S^k, C^k)\) if and only if \((B^k, S^k, C^k)\) satisfies the KKT conditions. And by the update rules in algorithm \[8\] after a point satisfies the KKT conditions, the algorithm will stop updating \((B^k, S^k, C^k)\), i.e., \((B^k, S^k, C^k)\) is a stationary point.

Theorem 32. The sequence \(\{B^k, S^k, C^k\}\) has at least one limit point.

Proof. It suffices to prove that sequence \(\{B^k, S^k, C^k\}\) is in a closed and bounded set. The boundedness of \(\{B^k\}\) and \(\{C^k\}\) are clear by the objective in eq. \[8\] if there exists \(l\) such that \(\lim b_{mp}^l \to \infty\) or \(\lim c_{qn}^l \to \infty\), then \(\lim J \to \infty > J(B^0, S^0, C^0)\) which violates theorem \[30\]. And if \(\{S^k\}\) is not bounded, then there exists \(l\) such that \(\lim s_{pq}^l \to \infty\), \(s_{pq}^l < s_{pq}^{(l+1)}\). Because due to theorem \[30\] \(J(B^k, S^k, C^k)\) is bounded, then either \(b_{mp}^l \forall m\) or \(c_{qn}^l \forall n\) must be equal to zero. If \(b_{mp}^l = 0 \forall m\), then \(\nabla S J_{pq} = 0 \forall q\), so that \(s_{pq}^{(l+1)} = s_{pq}^l\). And if \(c_{qn}^l = 0 \forall n\), then \(\nabla S J_{pq} = 0 \forall p\), so that \(s_{pq}^{(l+1)} = s_{pq}^l\). Both cases contradict the condition for unboundedness of \(S^l\). Thus, \(S^l\) is also bounded.

With the nonnegativity guarantee from theorem \[17\] it is proven that \(\{B^k, S^k, C^k\}\) is in a closed and bounded set.
Algorithm 9 shows modifications to algorithm 8 in order to guarantee the convergence as suggested by theorem 31, 32, and 33 with step \( \delta \) is a constant that determine how fast \( \delta_B \), \( \delta_C \), and \( \delta_S \) grow in order to satisfies the nonincreasing property. Note that we set the same step value for all sequences, but setting different values can also be employed.

**Algorithm 9** Converged algorithm for BNMF problem

Initialization, \( B^0 \geq 0, C^0 \geq 0, \) and \( S^0 \geq 0 \).

for \( k = 0, \ldots, K \) do

\( \delta_B^k \leftarrow \delta \)

repeat

\( b_{mp}^{(k+1)} \leftarrow b_{mp}^k \mp \frac{\delta_B^k \times \nabla_B J(B^k, S^k, C^k)_{mp}}{(B^k S^k C^k (C^k)^T + B^k B^T B^k)_{mp} + \delta_B^k} \) \( \forall m, p \)

\( \delta_B^k \leftarrow \delta_B^k \times \text{step} \)

until \( J(B^{(k+1)}, S^k, C^k) \leq J(B^k, S^k, C^k) \)

\( \delta_C^k \leftarrow \delta \)

repeat

\( c_{qn}^{(k+1)} \leftarrow c_{qn}^k \mp \frac{\delta_C^k \times \nabla_C J(B^{(k+1)}, S^k, C^k)_{qn}}{(S^k B^{(k+1)T} (B^{(k+1)})^T (S^k C^k + \alpha C^k C^T C^k)_{qn} + \delta_C^k} \) \( \forall q, n \)

\( \delta_C^k \leftarrow \delta_C^k \times \text{step} \)

until \( J(B^{(k+1)}, S^k, C^{(k+1)}) \leq J(B^{(k+1)}, S^k, C^k) \)

\( \delta_S^k \leftarrow \delta \)

repeat

\( s_{pq}^{(k+1)} \leftarrow s_{pq}^k \mp \frac{\delta_S^k \times \nabla_S J(B^{(k+1)}, S^k, C^{(k+1)})_{pq}}{(B^{(k+1)T} B^{(k+1)} S^k C^k (C^{(k+1)})^T (C^{(k+1)})^T)_{pq} + \delta_S^k} \) \( \forall p, q \)

\( \delta_S^k \leftarrow \delta_S^k \times \text{step} \)

until \( J(B^{(k+1)}, S^{(k+1)}, C^{(k+1)}) \leq J(B^{(k+1)}, S^k, C^{(k+1)}) \)

end for

5 Experimental Results

Experiments are conducted to analyze and compare properties and performances of algorithm 1 (LS), algorithm 2 (D-U), algorithm 3 (D-B), algorithm 4 (MU-U), algorithm 6 (AU-U), algorithm 7 (MU-B), and algorithm 9 (AU-B). Here, LS is used as the benchmark. All algorithms are developed in Octave under linux platform, and the experiments are conducted by using a notebook with 1.86 GHz Intel processor and 2 GB RAM.
Table 1: Statistics of the test datasets

| The data | #doc | #word | %nnz | max  | min  |
|----------|------|-------|------|------|------|
| Reuters2 | 6090 | 8547  | 0.363| 3874 | 2216 |
| Reuters4 | 6797 | 9900  | 0.353| 3874 | 333  |
| Reuters6 | 7354 | 10319 | 0.347| 3874 | 269  |
| Reuters8 | 7644 | 10596 | 0.340| 3874 | 144  |
| Reuters10| 7887 | 10930 | 0.336| 3874 | 114  |
| Reuters12| 8052 | 11172 | 0.333| 3874 | 75   |

Table 2: Sizes of the top 12 topics

| class | 1 | 2 | 3 | 4 | 5 | 6 |
|-------|---|---|---|---|---|---|
| #doc  | 3874| 2216| 374 | 333 | 288 | 269 |

| class | 7 | 8 | 9 | 10 | 11 | 12 |
|-------|---|---|---|----|----|----|
| #doc  | 146| 144| 129| 114| 90 | 75 |

5.1 The datasets

To evaluate the algorithms, we use the Reuters-21578 data corpus\footnote{http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html}, a standard dataset for testing learning algorithms and other text-based processing methods. The dataset is especially interesting because many NMF-based clustering methods are tested using it, e.g., \footnote{10} \footnote{11} \footnote{19}. The Reuters-21578 contains 21578 documents with 135 topics created manually with each document is assigned to one or more topics based on its content. The Reuters-21578 are available in two formats: SGML and XML version. The dataset is divided into 22 files with each file contains 1000 documents and the last file contains 578 documents.

In this experiments, we use the XML version. We use all but the 18th file because this file is invalid both in its SGML and XML version. We use only documents that belong to exclusively one class (we use “classes” for referring the original grouping, and “clusters” for referring groups resulted from the clustering algorithms). Further, we remove the common English stop words\footnote{2http://snowball.tartarus.org/algorithms/english/stop.txt}, and then stem the remaining words by using Porter stemmer\footnote{25} and remove words that belong to only one documents. And also, we normalize the term-by document matrix $A$ by: $A \leftarrow AD^{-1/2}$ where $D = \text{diag}(A^T A e)$ as suggested by Xu et al.\footnote{19}. We form test datasets by combining top 2, 4, 6, 8, 10, and 12 classes from the corpus. Table 1 summarizes the statistics of these test datasets, where #doc, #word, %nnz, max, and min refer to number of document, number of word, percentage of nonzero entry, maximum cluster size, and minimum cluster size respectively. And table 2 gives sizes (#doc) of these top 12 classes.

5.2 The nonincreasing property

The nonincreasing property, even though does not guarantee the convergence, is still a very important property since usually good results can be achieved by having this property. Moreover, unlike the stationarity, this property is easy to evaluate. Here we will show that while MU-U and MU-B—which do not have convergence guarantee—fail
to show this property for large $\alpha$ and/or $\beta$, AU-U and AU-B—which have convergence guarantee—can consistently achieve the desired results even for large $\alpha$ and/or $\beta$. Note that, even though LS [1] has this property, it doesn’t imply that other MU based algorithms will inherit it. As shown in figure 2 and 3, the original orthogonal NMF algorithms (D-U and D-B) which based on the MU rules do not have this property.

Figure 4 show error per iteration produced by MU-U as a function of $\alpha$. As the error, we use the UNMF objective in eq. 20. As shown, the nonincreasing property vanishes as $\alpha$ grows. And not only the errors are rather large, but also the algorithm seems to fail to settle for large $\alpha$ values. On the other hand, as shown in figure 5, AU-U preserves the nonincreasing property even for large $\alpha$ values (AU-U uses the same error as MU-U). Interestingly, as shown in figure 5(b), the errors for $\alpha = 300$ are even smaller than the errors for $\alpha = 100$ and $\alpha = 70$. And since $\frac{2}{\alpha} \| C C^T - I \|^2_F$ is part of the objective in eq. 20, the small errors for large $\alpha$ values in AU-U indicate that $C$s produced by AU-U are much more row-orthogonal than those produced by MU-U.

Figure 6–9 show the equivalent results for BNMF cases. Because there are two adjustable parameters, $\alpha$ and $\beta$, we fix one parameter while studying the other. Figure 6 and 7 show the results for fixed $\beta = 1$, and figure 8 and 9 for fixed $\alpha = 1$. As in UNMF cases, while MU-B fails to show the nonincreasing property for large $\alpha$ and $\beta$ values, AU-B successfully preserves this property regardless of $\alpha$ and $\beta$ values. Note that we set $\delta = \sigma = 10^{-8}$, and step = 10 for MU-U, AU-U, MU-B, and AU-B in all experiments.

However, there are computational tradeoffs for these accuracies as for large $\alpha$ and/or $\beta$, AU rules based algorithms are slower than their MU counterparts. Table 3 shows time comparisons between these algorithms for Reuters4 dataset. Note that, $\alpha$ or $\beta$ appended to the algorithm’s acronyms to tell which parameter is being varied. For example AU-B($\alpha$) means AU-B with fixed $\beta$ and varied $\alpha$.

As shown in table 3 the computational times of MU algorithms practically are independent from $\alpha$ and $\beta$ values. And AU algorithms seem to become slower for some large $\alpha$ or $\beta$. This probably because for large $\alpha$ or $\beta$ values, the AU algorithms execute the inner iterations (shown as repeat until loops in algorithm 6 and 9). Also, there

| $\alpha/\beta$ | MU-U | AU-U | MU-B($\alpha$) | AU-B($\alpha$) | MU-B($\beta$) | AU-B($\beta$) |
|---------------|------|------|---------------|----------------|---------------|----------------|
| 0.01          | 110  | 110  | 121           | 41.1           | 122           | 27.2           |
| 0.05          | 110  | 110  | 121           | 40.9           | 121           | 40.7           |
| 0.1           | 109  | 109  | 121           | 40.8           | 121           | 41.2           |
| 0.3           | 110  | 109  | 121           | 40.4           | 121           | 41.1           |
| 0.7           | 110  | 110  | 121           | 272            | 121           | 41.2           |
| 1             | 110  | 110  | 121           | 40.8           | 121           | 273            |
| 3             | 110  | 110  | 121           | 40.4           | 121           | 40.7           |
| 7             | 110  | 110  | 121           | 40.4           | 121           | 273            |
| 10            | 110  | 110  | 121           | 40.8           | 121           | 41.1           |
| 30            | 109  | 110  | 121           | 272            | 121           | 442            |
| 70            | 109  | 137  | 121           | 332            | 121           | 525            |
| 100           | 110  | 232  | 121           | 382            | 121           | 605            |
| 300           | 110  | 232  | 121           | 514            | 121           | 579            |
| 700           | 110  | 461  | 121           | 607            | 121           | 606            |
| 1000          | 110  | 411  | 121           | 606            | 121           | 365            |
Figure 4: MU-U error per iteration for Reuters4 dataset
Figure 5: AU-U error per iteration for Reuters4 dataset
(a) Small $\alpha$

(b) Medium to large $\alpha$

(c) Some values of $\alpha$

Figure 6: MU-B($\alpha$) error per iteration for Reuters4 dataset ($\beta = 1$).
alpha = 0.01
alpha = 0.05
alpha = 0.1
alpha = 0.3

(a) Small $\alpha$

(b) Medium to large $\alpha$

(c) Some values of $\alpha$

Figure 7: AU-B($\alpha$) error per iteration for Reuters4 dataset ($\beta = 1$).
Figure 8: MU-B(\(\beta\)) error per iteration for Reuters4 dataset (\(\alpha = 1\)).
Figure 9: AU-B(\(\beta\)) error per iteration for Reuters4 dataset (\(\alpha = 1\)).
Table 4: \#iter and \#initer of AU algorithms (Reuters4).

| \( \alpha/\beta \) | AU-U | AU-B(\( \alpha \)) | AU-B(\( \beta \)) |
|----------------------|------|---------------------|---------------------|
|                      | \#iter / \#initer | \#iter / \#initer | \#iter / \#initer |
| 0.01                 | 20 / 0 | 3 / 0              | 2 / 0              |
| 0.05                 | 20 / 0 | 3 / 0              | 3 / 0              |
| 0.1                  | 20 / 0 | 3 / 0              | 3 / 0              |
| 0.3                  | 20 / 0 | 3 / 0              | 3 / 0              |
| 0.7                  | 20 / 0 | 20 / 0             | 3 / 0              |
| 1                    | 20 / 0 | 3 / 0              | 20 / 0             |
| 3                    | 20 / 0 | 3 / 0              | 3 / 0              |
| 7                    | 20 / 0 | 3 / 0              | 20 / 0             |
| 10                   | 20 / 0 | 3 / 0              | 3 / 0              |
| 30                   | 20 / 0 | 20 / 0             | 20 / 44            |
| 70                   | 20 / 7 | 20 / 23            | 20 / 66            |
| 100                  | 20 / 32| 20 / 22            | 20 / 88            |
| 300                  | 20 / 32| 20 / 65            | 20 / 81            |
| 700                  | 20 / 92| 20 / 75            | 20 / 88            |
| 1000                 | 20 / 79| 20 / 90            | 20 / 24            |

are some anomalies in the AU-B(\( \alpha \)) and AU-B(\( \beta \)) cases, where for some \( \alpha \) or \( \beta \) values, execution times are unexpectedly very fast. To investigate these, we display number of iteration (\#iter) and inner iteration (\#initer) for AU algorithms in table 4. Note that MU algorithms reach maximum predefined number of iteration for all cases: 20 iterations.

As shown in table 4, when AU algorithms perform worse than their MU counterparts, then they execute the inner iteration which happened for large \( \alpha/\beta \). And when AU algorithms perform better, then their \#iter are smaller than \#iter of MU algorithms (and the inner iteration is not executed). These explain the differences in computational times in table 3.

5.3 Maximum number of iteration

Maximum number of iteration is very crucial in MU and AU algorithms since these algorithms are known to be very slow \cite{2, 7, 8, 9, 10, 16, 18, 20, 21, 22, 23}. As shown by Lin \cite{23}, LS is very fast to minimize the objective for some first iterations, but then tends to become slower. In table 5 we display errors for some first iterations for LS, MU-U, AU-U, MU-B, and AU-B. We choose the cases where \( \alpha = 0.1 \) and \( \beta = 1 \) since for these values, our algorithms are settled. Note that error0 refers to the initial error before the algorithms start running, and error\( n \) is the error at \( n \)-th iteration.

As shown in table 5 all algorithms are exceptionally very good at reducing errors in the first iterations. But then, the improvements are rather negligible with respect to the first improvements and the sizes of the datasets. Accordingly, we set maximum number of iteration to 20.

5.4 Determining \( \alpha \) and \( \beta \)

In our proposed algorithms, there are two dataset-dependent parameters, \( \alpha \) and \( \beta \), that have to be learned first. Because orthogonal NMFs are introduced to improve clustering capability of the standard NMF \cite{11}, these parameters will be learned based on clustering
Table 5: Errors for some first iterations (Reuters4).

|       | error0 | error1 | error2 | error3 | error4 | error5 |
|-------|--------|--------|--------|--------|--------|--------|
| LS    | 1373   | 0.476  | 0.474  | 0.472  | 0.469  | 0.466  |
| MU-U  | 4652   | 1.681  | 1.603  | 1.596  | 1.591  | 1.583  |
| AU-U  | 4657   | 1.681  | 1.605  | 1.595  | 1.586  | 1.573  |
| MU-B  | 12474  | 2.164  | 2.104  | 2.103  | 2.102  |        |
| AU-B  | 12680  | 2.137  | 2.104  | 2.103  |        |        |

results on test dataset. We will used Reuters4 for this purpose. These parameters do not exist in the original orthogonal NMFs [11] nor in other orthogonal NMF algorithms [12][13][14]. However, we notice that our formulations resemble sparse NMF formulation [8,9,15], or in general case also known as constrained NMF [17]. As shown in ref. [8,9,15], sparse NMF usually can give good results if $\alpha$ and/or $\beta$ are rather small positive numbers.

To determine $\alpha$ and $\beta$, we evaluate clustering qualities produced by our algorithms as $\alpha$ or $\beta$ values grow measured by the standard metrics: mutual information (MI), entropy (E), purity (P), and F-measure (F) (see section 5.6.1 for discussions on these metrics).

As shown in figure 10, for UNMF algorithms (MU-U and AU-U) $\alpha = 0.1$ seems to be a good choice. For MU-B it seems that $\alpha = 0.1$ and $\beta = 3$ are acceptable settings. And for AU-B, $\alpha = 0.7$ and $\beta = 1$ seem to be good settings. Based on this results, we decide to set $\alpha = 0.1$ and $\beta = 1$ for all datasets and algorithms. Note that, other mechanisms like using some small samples for deriving optimal $\alpha$s and $\beta$s for each dataset and algorithm may be a better choice since every dataset can have different characteristics.

5.5 Times, #iterations, and errors

To evaluate computational performances of the algorithms, we measure their average and maximum running times, average and maximum #iterations, and average and maximum errors produced at the last iterations for 10 trials. Table 6-8 show the results.

As shown in the table 6, LS generally is the fastest with exception when MU-B or AU-B converge before reaching the maximum iteration (20 iterations), then these algorithms will outperform LS. Our uni-orthogonal algorithms (MU-U and AU-U) seem to have comparable running times with LS. MU-B seems to be slower for smaller datasets and then performs better than MU-U and AU-U for bigger datasets: Reuters10 and Reuters12. Since AU-B usually converges before reaching the maximum iteration, comparison can be done by using maximum running times for Reuters4, Reuters6, Reuters10, and Reuters12 in which the data is available (see table 7). As shown, AU-B is the slowest to perform calculation per iteration. There are also abrupt changes in the running times for Reuters10 and Reuters12 for all algorithms which are unfortunate since as shown in table 1 the sizes of the datasets only slightly change. Figure 11 shows the bar chart of average running times as the sizes of the datasets grow.

Average and maximum errors at the last iterations are shown in table 8. Results for D-U and D-B support the previous results: algorithm 2 and 3 do not minimize the objectives that are supposed to be minimized, i.e., eq. 9 and 19. Because only MU-U & AU-U and MU-B & AU-B pairs have the same objective each, we compare average errors for these pairs in figure 12. There is no significant difference between MU-U & AU-U in the average errors, but as shown in figure 11 MU-U has better average running times especially for larger datasets. And for MU-B & AU-B, the differences in the average errors
Figure 10: Clustering qualities as functions of $\alpha$ or $\beta$ for Reuters4.
Table 6: Average and maximum running time.

| Data    | Time   | LS   | D-U  | D-B   | MU-U  | AU-U  | MU-B  | AU-B  |
|---------|--------|------|------|-------|-------|-------|-------|-------|
|         | Av.    | Max. |      |       |       |       |       |       |
| Reuters2| 77.266 | 79.031| 83.655| 104.98| 78.068| 77.825| 66.318| 35.367|
| Reuters4| 108.84 | 109.39| 119.42| 152.77| 109.04| 109.12| 119.46| 86.745|
| Reuters6| 134.02 | 134.50| 149.32| 194.43| 133.91| 134.19| 149.63| 75.332|
| Reuters8| 158.37 | 181.58| 173.43| 228.59| 153.53| 155.03| 173.00| 56.364|
| Reuters10| 834.69| 1004.5| 892.91| 1111.34| 874.18| 914.93| 859.31| 601.57|
| Reuters12| 1249.2| 1389.0| 1348.4| 1440.1| 1319.7| 1309.0| 1602.4| 1602.4|

Table 7: Average and maximum #iteration.

| Data     | #iter. | LS  | D-U | D-B  | MU-U | AU-U | MU-B | AU-B |
|----------|--------|-----|-----|------|------|------|------|------|
|         | Av.    | Max.|    |      |      |      |      |      |
| Reuters2| 20     | 20  | 20  | 20   | 20   | 16.2 | 4.9  | 6    |
| Reuters4| 20     | 20  | 20  | 20   | 20   | 20   | 7.2  | 20   |
| Reuters6| 20     | 20  | 20  | 20   | 20   | 20   | 5.5  | 20   |
| Reuters8| 20     | 20  | 20  | 20   | 20   | 20   | 4    | 20   |
| Reuters10| 20    | 20  | 20  | 20   | 20   | 20   | 5.6  | 20   |
| Reuters12| 20    | 20  | 20  | 20   | 20   | 20   | 8.8  | 20   |

grow as the size and classes of the datasets grow with significant differences happened at Reuters10 and Reuters12. However, as shown in table 7, AU-B is more likely to converge, so generally its running times are shorter.

5.6 Clustering capability

One of the prominent application of NMF is in clustering, which is reported to be better than the spectral clustering [19]. Especially, the orthogonal NMFs are designed to improve the clustering capability of the standard NMF [11]. Thus, the real assessment of the orthogonal NMFs qualities is in their clustering capability.

5.6.1 The metrics

There are some standard metrics in evaluating clustering quality. The most commonly used metrics are mutual information, entropy, and purity. We will use these metrics together with an additional metric, Fmeasure. In the following, the definitions of these metrics are outlined.

Mutual information (MI) measures dependency between the clusters produced by the
Table 8: Average and maximum errors at the last iteration.

| Data    | #iter. | LS   | D-U  | D-B  | MU-U  | AU-U  | MU-B  | AU-B  |
|---------|--------|------|------|------|-------|-------|-------|-------|
| Reuters2| Av.    | 1.3763 | 3435.6 | 3626.5 | 1.4106 | 1.4138 | 1.7955 | 1.8021 |
|         | Max.   | 1.3854 | 3587.2 | 3867.4 | 1.4201 | 1.4230 | 1.8022 | 1.8025 |
| Reuters4| Av.    | 1.4791 | 9152.8 | 8689.0 | 1.5299 | 1.5310 | 2.0708 | 2.0962 |
|         | Max.   | 1.4855 | 9474.9 | 9297.9 | 1.5408 | 1.5402 | 2.0880 | 2.1028 |
| Reuters6| Av.    | 1.5229 | 17135 | 15823 | 1.5844 | 1.5878 | 2.2627 | 2.2921 |
|         | Max.   | 1.5301 | 17971 | 16955 | 1.5884 | 1.5952 | 2.2758 | 2.2998 |
| Reuters8| Av.    | 1.5434 | 25913 | 22883 | 1.6215 | 1.6171 | 2.3863 | 2.4421 |
|         | Max.   | 1.5473 | 27462 | 25553 | 1.6342 | 1.6262 | 2.3993 | 2.4422 |
| Reuters10| Av.   | 1.6096 | 34154 | 30518 | 1.6833 | 1.6653 | 1.8850 | 2.5673 |
|         | Max.   | 1.5801 | 35236 | 35152 | 1.6622 | 1.6618 | 1.9529 | 2.5718 |
| Reuters12| Av.   | 1.5727 | 42739 | 37038 | 1.6620 | 1.6621 | 1.8860 | 2.6551 |
|         | Max.   | 1.5815 | 44325 | 41940 | 1.6705 | 1.6713 | 1.9193 | 2.6697 |

Figure 11: Average running time comparison as the datasets grow.
algorithms and the reference classes. The higher the MI, the most related the clusters with the classes, and therefore the better the clustering will be. It is shown that MI is a superior measure than purity and entropy [20] because it is tolerant to the difference between #cluster and #class. MI is defined with the following formula:

\[ MI \equiv \sum_{r=1}^{R} \sum_{s=1}^{S} p(r, s) \log_2 \left( \frac{p(r, s)}{p(r)p(s)} \right), \]

where \( r \) and \( s \) denote the \( r \)-th cluster and \( s \)-th class respectively, \( p(r, s) \) denotes the joint probability distribution function of the clusters and the classes, \( p(r) \) and \( p(s) \) denote the marginal probability distribution functions of the clusters and the classes respectively, and binary logarithm is used here (other bases are also possible). Note that because of inconsistency in the formulation of normalized MI (a more commonly used metric) in the literatures, we use MI instead. Accordingly, MI’s values are comparable only for the same dataset.

**Entropy** addresses the composition of classes in a cluster. It measures uncertainty in the cluster, thus the lower the entropy, the better the clustering will be. Unlike MI, if there is discrepancy between #cluster and #class, entropy won’t be very indicative about the the clustering quality. Entropy is defined with the following:

\[ \text{entropy} \equiv \frac{1}{N \log_2 S} \sum_{r=1}^{R} \sum_{s=1}^{S} c_{rs} \log_2 \frac{c_{rs}}{c_r}, \]

where \( N \) is the number of samples (#doc for document clustering), \( c_{rs} \) denotes the number of samples in \( r \)-th cluster that belong to \( s \)-th class, and \( c_r \) denotes the size of \( r \)-th cluster.

**Purity** is the most commonly used metric. It measures the percentage of the dominant class in a cluster, so the high the better. As in entropy, purity is also sensitive to the discrepancy between #cluster and #class. Purity is defined with:

\[ \text{purity} = \frac{1}{N} \sum_{r=1}^{R} \max_s c_{rs}. \]
Table 9: Average mutual information over 10 trials (document clustering).

| Data   | LS     | D-U       | D-B       | MU-U   | AU-U   | MU-B   | AU-B   |
|--------|--------|-----------|-----------|--------|--------|--------|--------|
| Reuters2 | 0.40392 | 0.42487   | 0.36560   | **0.47507** | 0.42150 | 0.057799 | 0.00087646 |
| Reuters4 | 0.62879 | 0.61723   | 0.48007   | **0.65080** | 0.63640 | 0.32142 | 0.072621 |
| Reuters6 | 0.79459 | 0.81831   | 0.52498   | 0.81811 | **0.82425** | 0.37924 | 0.078201 |
| Reuters8 | 0.92285 | 0.90260   | 0.48151   | **0.94165** | 0.92720 | 0.48435 | 0.072014 |
| Reuters10| 1.0415  | 1.0275    | 0.62125   | 1.0063  | **1.0138** | 0.50980 | 0.072014 |
| Reuters12| 1.1326  | 1.0865    | 0.58469   | 1.1195  | 1.0821  | 0.47997 | 0.16389 |
| Average | 0.82071 | 0.81283   | 0.52032   | **0.83523** | 0.81754 | 0.37160 | 0.066853 |

Table 10: Average entropy over 10 trials (document clustering).

| Data   | LS     | D-U       | D-B       | MU-U   | AU-U   | MU-B   | AU-B   |
|--------|--------|-----------|-----------|--------|--------|--------|--------|
| Reuters2 | 0.54193 | 0.52098   | 0.58025   | **0.47678** | 0.32436 | 0.88865 | 0.94498 |
| Reuters4 | 0.40202 | 0.40780   | 0.47638   | **0.39102** | 0.39822 | 0.55571 | 0.68011 |
| Reuters6 | 0.38911 | 0.37473   | 0.48821   | 0.37481 | 0.37243 | 0.54459 | 0.66105 |
| Reuters8 | 0.35680 | 0.36242   | 0.48151   | **0.34941** | 0.35423 | 0.50184 | 0.65879 |
| Reuters10| 0.33601 | 0.34023   | 0.46253   | 0.34661 | 0.34434 | 0.49608 | 0.62786 |
| Reuters12| 0.31953 | 0.33239   | 0.47236   | 0.32319 | 0.33362 | 0.50241 | 0.58974 |
| Average | 0.38985 | 0.38960   | 0.48354   | **0.37597** | 0.38787 | 0.58145 | 0.69375 |

And $F_{\text{measure}}$ combines two concepts in IR: recall and precision. Recall measures the proportion of the retrieved relevant documents to all relevant documents, and precision measures the proportion of the retrieved relevant documents to all retrieved documents. In the context of assessing clustering quality, $F_{\text{measure}}$ is defined with [27]:

$$F_{\text{measure}} \equiv \frac{1}{R} \sum_{r=1}^{R} F_r, \quad F_r = 2 \frac{\text{precision}_r \times \text{recall}_r}{\text{precision}_r + \text{recall}_r},$$

where precision$_r$ and recall$_r$ denote the precision and recall of $r$-th cluster.

### 5.6.2 Document clustering

The results of document clustering are shown in table 9–12. In average, MU-U gives the best performances in all metrics especially for datasets with small #clusters. Then followed by LS, AU-U, and D-U with small margins. LS seems to be better for datasets with large #clusters. Generally, MU-U, LS, AU-U and D-U can give consistent results for variety #clusters, but unfortunately this is not the case for D-B, MU-B and AU-B which are all bi-orthogonal NMF algorithms. AU-B especially seems to offer only slightly better clustering than random results. Note that even though there are adjustable parameters in MU-B and AU-B, it is unlikely that the poor results are due to these parameters.

### 5.6.3 Word clustering

In some cases, the ability of clustering methods to simultaneously group similar documents with related words (co-clustering) is a concern. And because the original bi-orthogonal NMF is designed to have this ability [11], we will also investigate the quality of word clustering (in the context of co-clustering) produced by all algorithms. Since word clustering has no reference class, we adopt idea from ref. [11] in which reference classes are created by using word frequencies: each word is assigned to class with the highest frequency. Table 13–16 show the results.
As shown in table 13–16, D-U has the best overall results followed by LS, MU-U and AU-U by small margins. MU-U is especially good for small #clusters and LS is good for large #clusters. But unfortunately, all bi-orthogonal NMF algorithms, D-B, MU-B, and AU-B, which designed to accommodate co-clustering task, seem to have poor results. These results are in accord with document clustering cases where bi-orthogonal NMFs also perform poorly.

6 Conclusions

We have presented orthogonal NMF algorithms based on the additive update rules with rigorous convergence proofs. There are two versions of the converged algorithms: AU-U for uni-orthogonal NMF, and AU-B for bi-orthogonal NMF with their respective multiplicative update rules versions: MU-U and MU-B.

The only way to numerically evaluate whether the algorithm has converged to a stationary point is to check whether it has satisfied the KKT conditions on that point. While the nonnegativity conditions are easy to check, the complementary slackness conditions are hard since we must check $\nabla X^T J(X^k) \odot X^k = 0 \ \forall k \geq *$. Not only there are some large
Table 14: Average entropy over 10 trials (word clustering).

| Data     | LS    | D-U   | D-B   | MU-U   | AU-U   | MU-B   | AU-B   |
|----------|-------|-------|-------|--------|--------|--------|--------|
| Reuters2 | 0.7678 | 0.7588 | 0.7953 | 0.7514 | 0.7752 | 0.9109 | 0.9246 |
| Reuters4 | 0.6296 | 0.6464 | 0.7346 | 0.6293 | 0.6341 | 0.7834 | 0.8297 |
| Reuters6 | 0.5618 | 0.5488 | 0.6668 | 0.5613 | 0.5591 | 0.7230 | 0.7575 |
| Reuters8 | 0.5200 | 0.5189 | 0.6325 | 0.5144 | 0.5122 | 0.7210 | 0.7539 |
| Reuters10| 0.5061 | **0.4972** | 0.6185 | 0.5185 | 0.5120 | 0.7104 | 0.7091 |
| Reuters12| **0.4821** | 0.4881 | 0.6263 | 0.4932 | 0.5005 | 0.7018 | 0.6850 |
| Average  | 0.5779 | **0.5764** | 0.6791 | 0.5781 | 0.5820 | 0.7512 | 0.7724 |

Table 15: Average purity over 10 trials (word clustering).

| Data     | LS    | D-U   | D-B   | MU-U   | AU-U   | MU-B   | AU-B   |
|----------|-------|-------|-------|--------|--------|--------|--------|
| Reuters2 | 0.7698 | 0.7708 | 0.7538 | 0.7773 | 0.6706 | 0.5998 |
| Reuters4 | 0.6400 | 0.6288 | 0.6056 | 0.6476 | 0.6418 | 0.5316 |
| Reuters6 | 0.5983 | **0.6173** | 0.5976 | 0.5910 | 0.5266 | 0.4966 |
| Reuters8 | **0.5956** | 0.5893 | 0.5429 | 0.5917 | 0.5877 | 0.4649 |
| Reuters10| 0.5823 | **0.6023** | 0.5157 | 0.5705 | 0.4765 | 0.4539 |
| Reuters12| **0.6020** | 0.5956 | 0.4955 | 0.5862 | 0.4361 | 0.4488 |
| Average  | 0.6319 | **0.6341** | 0.5788 | 0.5819 | 0.5122 | 0.7236 |

Table 16: Average Fmeasure over 10 trials (word clustering).

| Data     | LS    | D-U   | D-B   | MU-U   | AU-U   | MU-B   | AU-B   |
|----------|-------|-------|-------|--------|--------|--------|--------|
| Reuters2 | 0.5928 | 0.5947 | 0.5873 | 0.5969 | 0.5927 | 0.5262 | 0.4997 |
| Reuters4 | 0.4689 | 0.3346 | 0.3639 | 0.4811 | 0.4618 | 0.3250 | 0.2710 |
| Reuters6 | 0.3749 | 0.3896 | 0.2735 | 0.3864 | 0.3892 | 0.2162 | 0.1757 |
| Reuters8 | 0.3248 | 0.3267 | 0.2082 | 0.3425 | 0.1712 | 0.1256 |
| Reuters10| 0.2886 | **0.3076** | 0.1862 | 0.2830 | 0.1070 | 0.1054 |
| Reuters12| **0.2911** | 0.2907 | 0.1425 | 0.2752 | 0.0885 | 0.0958 |
| Average  | 0.3919 | 0.3897 | 0.2936 | **0.3940** | 0.3897 | 0.2390 | 0.2122 |
matrix multiplications which can be inaccurate numerically, but also we must make sure that the stationary point is reachable in a reasonable amount of time. Accordingly, only the nonincreasing properties were evaluated which as shown in section 5.2 the converged version of our algorithms kept these properties even for large $\alpha$ or $\beta$.

The maximum allowed #iterations is an important issue in the multiplicative and additive update rules based NMF algorithms since these algorithms are known to be slow. As shown in table 5 the multiplicative and additive update rules based algorithms were exceptionally very good at reducing the errors even in the first iterations, but then the errors were only slightly reduced for the remaining iterations. This inspired us to use 20 iterations as the maximum #iterations. Because this is a rather small number, it is very likely that the algorithms stop before reaching a stationary point.

There are adjustable parameters in our proposed algorithms. These parameters are dataset-dependent, and thus should be learned based on the datasets. Because the objectives of our algorithms resemble the objectives of sparse NMFs, better clustering results probably can be achieved by using the same strategy: setting these parameters to small numbers.

There were differences in the running times of the algorithms, but were not significant since all algorithms have the same computation complexity: $\#\text{iterations} \times M \times N \times R$ where $M \times N$ is the size of the data matrix, and $R$ is the number of decomposition factors.

The document clustering results favoured our MU-U algorithm in which it showed the best average performances for all used metrics followed closely by LS, AU-U, and D-U. MU-U was especially good for small #cluster and LS for large #clusters. There is possibility that because we learned $\alpha$ from Reuters4 dataset, then MU-U performed best at the small datasets. But, because adjusting $\alpha$ for each different dataset is rather unfair, we believe that these are the best results can be offered by MU-U. All bi-orthogonal NMF algorithms, D-B, MU-B, and AU-B, performed rather poorly in these datasets, which was unfortunate since there are some works that show D-B is a better clustering method compared to LS and D-U [11, 28].

The word clustering results were not as conclusive as the document clustering results since there is no a prior label to compare with. Here we used strategy from ref. [11] to assign the words to the classes. In this task, D-U offered the best overall performances followed closely by LS, MU-U and AU-U. As in the document clustering, all bi-orthogonal NMF algorithms also performed poorly in this task.
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