Role of the proximity effect for normal-metal quasiparticle traps
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The performance of many superconducting devices is degraded in presence of non-equilibrium quasiparticles (QPs). Furthermore, there is convincing experimental evidence for the existence of a residual QP population even at low temperatures [1–5], exceeding the expected equilibrium density. The non-equilibrium QPs have a detrimental impact on most superconducting devices, e.g. causing decoherence in superconducting qubit systems [5–12], lowering the efficiency of micro-refrigerators [13–16], or preventing the experimental detection of the 2e periodic Coulomb staircase in single Cooper pair transistors [17–20].

Sufficient cooling down to temperatures far below the critical temperature might help for some technical applications since thermal QPs are (almost) absent due to the spectral energy gap in the excitation spectrum. One important process during QP relaxation is their electron-phonon mediated recombination [21] to form Cooper pairs, along with the emission of phonons with energy $\hbar \omega \gtrsim 2 \Delta$. The related time scale is controlled not only by the phononic DOS at $\hbar \omega \gtrsim 2 \Delta$, but also by the phonon's pair breaking potential to excite new QPs, effectively increasing their lifetime [21–26]. Thus, reaching complete thermalization might take too long to be practical for most quantum computing applications based on superconducting elements. Furthermore, the generation of non-equilibrium QPs is intrinsic to qubit control techniques using single flux quantum pulse sequences [27–29], while different strategies to minimize QP generation and poisoning are available [29].

Evacuating and trapping QPs in less active regions of the device seems to provide a practicable way to improve the device performance. Most of the current trapping techniques share a common principle: Spatial variations in the superconducting order parameter deform the energy landscape the QPs reside in, thereby introducing accumulation regions for the QPs where they are trapped in after relaxing. This can be achieved by engineering gap inhomogeneities [19, 30, 31] directly affecting the order parameter, or by exploiting the superconducting proximity effect of a normal metal on a superconductor, which occurs in normal-metal vortex penetration due to external magnetic fields [32–36] or when purposely bringing both metals in good metallic contact [13, 37–43] [44].

We focus on the QP trapping performance of the latter technique, a normal metal in good metallic contact with a superconductor. As is shown in Fig. 1, a superconducting island $S$ of length $L_S = L_1 + L_2$ is connected via a tunnel junction ($J$) to a normal metal ($N$) reservoir hold at temperature $T = 0$ and potential $eV$ measured from the superconductor’s one.

![FIG. 1. (Not to scale) Schematic of a QP injector with attached normal-metal trap. A mesoscopic superconducting wire (blue part) is connected to a big normal metal reservoir (partially shown by left gray part) via a thin tunnel barrier (black part). The reservoir is kept at temperature $T = 0$ K and potential $eV$ measured from the superconductor’s one. At its end the superconductor is covered in good metallic contact with another normal metal with length $L_2$, serving as QP trap, and is electrically grounded. In what follows, this setup is referred to as setup 2. The trapping performance is investigated by comparing the non-equilibrium steady states of this setup and another QP injector with the same dimensions and parameters but without attached trap. This reference setup is called setup 1 in the following. The origin $x = 0$ is located at the left edge of the QP trap. The dimensions $w$ and $d_1$ in the transverse directions $y$ and $z$ are assumed to be much smaller than the superconducting coherence length $\xi_0$, which allows for a one-dimensional model of the setup.]

I. INTRODUCTION

Mesoscopic superconductors are easily driven out of equilibrium, often leading to the generation of quasiparticles (QPs). Furthermore, there is convincing experimental evidence for the existence of a residual QP population even at low temperatures [1–5], exceeding the expected equilibrium density. The non-equilibrium QPs have a detrimental impact on most superconducting devices, e.g. causing decoherence in superconducting qubit systems [5–12], lowering the efficiency of micro-refrigerators [13–16], or preventing the experimental detection of the 2e periodic Coulomb staircase in single Cooper pair transistors [17–20].

Sufficient cooling down to temperatures far below the critical temperature might help for some technical applications since thermal QPs are (almost) absent due to the spectral energy gap in the excitation spectrum. One important process during QP relaxation is their electron-phonon mediated recombination [21] to form Cooper pairs, along with the emission of phonons with energy $\hbar \omega \gtrsim 2 \Delta$. The related time scale is controlled not only by the phononic DOS at $\hbar \omega \gtrsim 2 \Delta$, but also by the phonon's pair breaking potential to excite new QPs, effectively increasing their lifetime [21–26]. Thus, reaching complete thermalization might take too long to be practical for most quantum computing applications based on superconducting elements. Furthermore, the generation of non-equilibrium QPs is intrinsic to qubit control techniques using single flux quantum pulse sequences [27–29], while different strategies to minimize QP generation and poisoning are available [29].

Evacuating and trapping QPs in less active regions of the device seems to provide a practicable way to improve the device performance. Most of the current trapping techniques share a common principle: Spatial variations in the superconducting order parameter deform the energy landscape the QPs reside in, thereby introducing accumulation regions for the QPs where they are trapped in after relaxing. This can be achieved by engineering gap inhomogeneities [19, 30, 31] directly affecting the order parameter, or by exploiting the superconducting proximity effect of a normal metal on a superconductor, which occurs in normal-metal vortex penetration due to external magnetic fields [32–36] or when purposely bringing both metals in good metallic contact [13, 37–43] [44].

We focus on the QP trapping performance of the latter technique, a normal metal in good metallic contact with a superconductor. As is shown in Fig. 1, a superconducting island $S$ of length $L_S = L_1 + L_2$ is connected via a tunnel junction ($J$) to a normal metal ($N$) reservoir hold at temperature $T = 0$ and potential $eV$ measured from the superconductor’s one.
QPs are injected into, diffuse through and exit the superconductor via the electrical grounding at the superconductor’s end. A thin normal metal partially covering the superconducting island in a distance of $L_1$ to the injector serves as QP trap.

We study the role of the proximity effect on the non-equilibrium steady-state of the superconducting island, especially in regard to the density of QPs. In order to determine the efficiency of the trap and its influence on the QP distribution $n_{\text{qp}}(x)$ inside the $S$-island, $n_{\text{qp}}(x)$ has to be compared with that of an NIS-junction with the same geometry but without a covering metal. In the following, we will refer to this reference setup as setup 1, whereas the setup with normal-metal trap is referred to as setup 2.

Usually, the dynamics and the steady-state of the QP distribution are studied by using a phenomenological diffusion equation for the QP density, taking into account their interaction with phonons and loss mechanisms due to QP recombination and trapping [23, 24, 35, 39, 45–49]. Here, we follow a different approach and make use of the Usadel formalism [50–52], which is a convenient tool to study dirty mesoscopic proximity systems in and out of equilibrium and was applied in various fields [47, 53–66]. In particular, it was used for a detailed theory of non-equilibrium phenomena in a superconductor in contact with a normal-metal trap, given in [66]. This formalism gives access to spectral quantities such as the QP DOS, and also to non-equilibrium quantities such as the QP population and current densities.

The paper is structured as follows: In Sec. II we give the theoretical framework necessary for an inhomogeneous overlap geometry. The numerical results are presented in Sec. III. We conclude with Sec. IV giving final remarks.

II. THEORETICAL FRAMEWORK

For mesoscopic systems in and out of equilibrium, the physical information can be encoded in the Keldysh Green's functions $\hat{G} = \left( \begin{array}{cc} \hat{R} & \hat{K} \\ 0 & \hat{A} \end{array} \right)$, where $\hat{R}$, $\hat{A}$ and $\hat{K}$ are referred to as retarded, advanced and Keldysh component, respectively. In the dirty limit, i.e. when the QPs undergo frequent elastic scattering with a scattering rate $\tau^{-1}$ and their motion is diffusive due to a high impurity concentration, the Keldysh Green's functions obey the Usadel equations [50]. In the case of superconductivity, the form of the underlying equations is the same as for normal metals when passing to the Nambu (or particle-hole) space [67]. In this case, the components $\hat{R}$, $\hat{A}$, $\hat{K}$ of the Keldysh Green's functions become $2 \times 2$-matrices, and the Usadel equations read

$$\hbar D \nabla \left( \hat{G} \nabla \hat{G} \right) = \left[ -i E \hat{\tau}_3 + \hat{\Delta}, \hat{G} \right].$$ (1)

Here, $D = v_F^2 \tau/3$ with the Fermi velocity $v_F$ denotes the diffusion constant and

$$\hat{\tau}_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \hat{\Delta} = \begin{pmatrix} \Delta & 0 \\ 0 & \Delta^* \end{pmatrix}, \quad \hat{G} = \begin{pmatrix} 0 & \Delta \\ 0 & 0 \end{pmatrix}.$$

with the Pauli matrices $\hat{\tau}_i$.

When the (inverse) proximity effect cannot be neglected, as it is the case for setup 2, these equations must be supplemented by the self-consistency equation for the order parameter,

$$\Delta = \frac{N_0 \lambda}{8i} \int_{-\omega_d}^{\omega_d} \text{Tr} \left\{ \left[ \hat{\tau}_1 - i \hat{\tau}_2 \right] \hat{K} \right\} dE.$$ (2)

Here, $\lambda$, $N_0$ and $\omega_d$ denote the strength of the attractive pair interaction, the normal-state DOS at the Fermi energy and the Debye frequency, respectively.

The $N$-metal reservoir at $x = -L_1$ is assumed to be unaffected by the proximity effect.

One-dimensional model

Mesoscopic wires with transversal dimensions much smaller than the superconducting coherence length can be sufficiently treated as one-dimensional. In this section we show how the inhomogeneous overlap geometry shown in Fig. 1 due to the only partial covering by the normal-metal trap can be approximated by a one-dimensional setup. This is done in two steps: First, we consider the homogeneous overlap part extending in the interval $x \in [0, L_2]$ ignoring the rest and derive one-dimensional Usadel equations for the Keldysh Green's function $\hat{G}$. Essentially, they show that the overlap part behaves as a superconductor $S'$ with an altered superconducting order parameter. In the last step, we review the appropriate matching conditions to apply at $x = 0$ between the uncovered $S$-part and the fictitious $S'$-part, which are necessary due to the different transversal thicknesses.

First step: overlap geometry

Consider an infinite overlap geometry composed of two superconducting metals $S_1/2$ with thickness $d_{1/2}$ and superconducting order parameter $\Delta_{1/2}$, as shown in Fig. 2. The Green's functions $\hat{G}_{1/2}$ of the two metals each obey Usadel equations with associated $\Delta_{1/2}$ and boundary conditions: At $z = \pm d_{1/2}$ the normal derivative of $\hat{G}_{1/2}$ vanishes, $\partial_z \hat{G}_{1/2} \big|_{z = \pm d_{1/2}} = 0$, and at $z = 0$ ones requires $\hat{G}_1 = \hat{G}_2$ and $\partial_z \hat{G}_1 = \partial_z \hat{G}_2$ [68], where $\partial_z$ denotes the partial derivative with respect to $z$.  

![Fig. 2. Overlap geometry composed of two superconducting metals $S_{1/2}$ with thickness $d_{1/2}$ and superconducting order parameter $\Delta_{1/2}$.](image)
For thicknesses small compared to the superconducting coherence lengths, \( d_1, d_2 \ll \xi_0 = \min(\xi_1, \xi_2) \) with \( \xi_i = \sqrt{\hbar D/\Delta_i} \), the Green’s functions can be expanded in a series in \( z/\xi_0 \). The boundary conditions are fulfilled by the expansion

\[
G_{1/2}(x, z) \approx \tilde{G}_0(x) + \delta \tilde{G}(x) \left( \frac{z}{\xi_0} + \frac{z^2}{2d_1/\xi_0} \right) \quad (3)
\]

with two yet unknown Green’s functions \( \tilde{G}_0, \delta \tilde{G} \). Note that the only \( z \)-dependence of \( \tilde{G} \) comes from the last term, i.e. \( \tilde{G}_0 \) and \( \delta \tilde{G} \) only depend on \( x \). The Usadel equations for the two metals can now be used to find \( \tilde{G} \) and \( \delta \tilde{G} \): Plugging the above series Eq. (3) for either \( \tilde{G}_1 \) or \( \tilde{G}_2 \) into the associated Usadel equations, neglecting all terms with a \( z \)-dependence and assuming \( \tilde{G}_0 - (d_{1(2)}/\xi_0) \delta \tilde{G} \approx \tilde{G}_0 \) one finds for the correction

\[
hD \partial x \left( \tilde{G}_0 \frac{\partial \tilde{G}_0}{\partial x} \right) = - [\mathbf{i} E \mathbf{\tau}_3 + \Delta_{1(2)}, \tilde{G}_0],
\]

and using this expression in the other Usadel equation one obtains 1D Usadel equations for \( \tilde{G}_0 \)

\[
hD \frac{\partial}{\partial x} \left( \tilde{G}_0 \frac{\partial \tilde{G}_0}{\partial x} \right) = \left[ -\mathbf{i} E \mathbf{\tau}_3 + \Delta, \tilde{G}_0 \right]
\]

with \( \Delta = \left( d_1 \Delta_1 + d_2 \Delta_2 \right) / (d_1 + d_2) \), which is just the over the transverse direction averaged superconducting order parameter. The retarded component gives the spectral Usadel equations already obtained in Refs. [47, 51, 69].

In the case of a normal metal there is no universal length scale such as the coherence length. Instead, one can introduce the energy dependent length scale \( \xi_E = \sqrt{\hbar D/|E|} \). The above derivation then requires \( \hbar D \ll \xi_E \) for all relevant energies. This gives the energy constraint \( |E| \ll \sqrt{\hbar D/\xi_E^2} = E_{th} \) with the Thouless energy \( E_{th} \). The relevant energies for the spectral properties and transport processes in NIS-junctions at \( T = 0 \) are \( \Delta_{BCS} \) and \( \epsilon_{F} |V| \), which are both small compared to \( \hbar \omega_D \) for the present study. For \( \hbar D \ll \xi_0 \) the associated \( E_{th} \) is comparable to \( \hbar \omega_D \) and thus the above treatment of the overlap geometry is valid.

**Second step: matching conditions**

Now, we return to the finite overlap geometry (see Fig. 1) and present matching conditions at \( x = 0 \) for the Green’s functions. How does the current density distribute transversely over the heterostructure? One might expect it to follow the path of least resistance by aggregating inside the superconductor. However, although a spatially non-continuous parameter (i.e. the superconducting order parameter) enters the exact two-dimensional Usadel equations, the distribution functions \( f_{L,R} \) – and thus also the current densities – are, as solutions to a second-order differential equation, indeed continuous differentiable quantities. Consequently, in the small thickness limit, \( d_1, d_2 \ll \xi_0 \), with bordering hard walls, \( \partial_z f = 0 \), the distribution functions have nearly no transverse dependence, and thus the current densities distribute homogeneously over the transverse direction as well. As current is conserved by the exact two-dimensional kinetic Usadel equations, one has to require for the approximate one-dimensional Usadel equations

\[
d_1 \frac{\partial f_1}{\partial x} \bigg|_{x=0} = (d_1 + d_2) \frac{\partial f_2}{\partial x} \bigg|_{x=0}, \quad (4)
\]

in addition to the usual continuity \( f_1 = f_2 \) at \( x = 0 \). The subscripts \( l/r \) refer to “left” and “right” with respect to the contact at \( x = 0 \), where the two metals with different thickness meet.

There is no conserved quantity for the spectral Usadel equations in general. [71] In order to reduce the number of variables in a system, one usually averages the Green’s functions \( \tilde{G}(\mathbf{r}) \) over the silent directions the Green’s functions do not depend on. Consequently, at locations where metals with different cross-sectional area are in contact, the so defined new Green’s functions are not continuous differentiable. To see that, consider e.g. the present setup Fig. 1:

\[
\frac{\partial \tilde{G}_l}{\partial x} \bigg|_{x=0} = \frac{1}{d_1} \int_{d_1} \frac{\partial \tilde{G}_l}{\partial x} \bigg|_{x=0} \, dz + \int_{d_1} \frac{\partial \tilde{G}_r}{\partial x} \bigg|_{x=0} \, dz
\]

⇒ \( d_1 \frac{\partial \tilde{G}_l}{\partial x} \bigg|_{x=0} = (d_1 + d_2) \frac{\partial \tilde{G}_r}{\partial x} \bigg|_{x=0} \),

where the last integral in the second line vanishes due to the hard-wall boundary condition.

Together with the usual continuity \( \tilde{G}_l = \tilde{G}_r \) at \( x = 0 \) the matching conditions Eq. (5) describe the local conservation law of the spectral current \( \mathbf{G} \partial_x \tilde{G} \). They can be generalized taking into account arbitrary cross-sectional areas and conductivities for the two metals in contact [68]. Furthermore, the Keldysh components of Eq. (5) imply the matching conditions Eq. (4) for the distribution functions.

**Parameterization of Green’s functions**

The normalization requirement \( \mathbf{G} \mathbf{G} = 1 \) for the Keldysh Green’s functions reads in terms of \( \hat{R}, \hat{A}, \hat{K} \)

\[
\hat{R} \hat{R} = \hat{A} \hat{A} = \hat{1}
\]

\[
\hat{R} \hat{K} + \hat{K} \hat{A} = 0.
\]

It thus allows for the so called trigonometric \( \theta \)-parameterization

\[
\hat{R} = \begin{pmatrix}
\cos(\theta) & \sin(\theta) e^{i \phi} \\
\sin(\theta) e^{-i \phi} & -\cos(\theta)
\end{pmatrix}
\]

\[
\hat{A} = -\hat{r}_3 \hat{R}^i \hat{r}_3, \quad \hat{K} = \hat{R} \hat{h} - \hat{h} \hat{A}
\]
with two complex quantities $\theta(E, x)$ and $\phi(E, x)$. The matrix $\hat{h}$ is related to the distribution functions for electrons $f_e$ and holes $f_h$ by
\[
\hat{h} = \begin{pmatrix}
1 - 2f_e & 0 \\
0 & 2f_h - 1
\end{pmatrix}.
\]
It is convenient to split the distribution matrix into odd and even component with respect to the Fermi surface, $\hat{h} = f_L + f_T \hat{f}_3$, where $f_{L/T}$ refer to the "longitudinal" and "transverse" modes, respectively \cite{72, 73}.

In units of the coherence length $\xi_0 = \sqrt{\hbar D/\Delta_{BCS}}$ and $\Delta_{BCS}$ the Usadel equations (1) and self-consistency equation (2) read
\[
\frac{1}{2} \frac{\partial^2 \theta}{\partial x^2} + \left[ \frac{1}{2} \cos(\theta) \left( \frac{\partial \phi}{\partial x} \right)^2 \right] \sin(\theta) + \cos(\theta) \frac{\Delta e^{-i\phi} + \Delta^* e^{i\phi}}{2} = 0
\]
\[
\frac{\partial}{\partial x} \left[ -i \sin^2(\theta) \frac{\partial \phi}{\partial x} \right] - \sin(\theta) \left( \Delta e^{-i\phi} - \Delta^* e^{i\phi} \right) = 0 \tag{6}
\]
\[
\frac{\partial j_E}{\partial x} = 0, \quad j_E = \mathcal{D}_L \frac{\partial f_L}{\partial x} - \mathcal{F} \frac{\partial f_T}{\partial x} + j_S f_T \tag{7}
\]
\[
\frac{\partial j_C}{\partial x} = \mathcal{R} f_T - \mathcal{L} f_L, \quad j_C = \mathcal{D}_T \frac{\partial f_T}{\partial x} + \mathcal{F} \frac{\partial f_L}{\partial x} + j_S f_L \tag{8}
\]
\[
\Delta = \frac{\lambda}{2i} \int_{E_j}^{E_F} \left[ \sin(\theta) e^{i\phi} (f_L - f_T) - \sin(\theta^*) e^{i\phi^*} (f_L + f_T) \right] dE \tag{9}
\]

The energy dependent coefficients appearing in the kinetic equations (7)-(8) are given by
\[
\mathcal{D}_L = \frac{1}{4} \text{Tr} \left\{ \hat{f}_0 - \hat{R} \hat{A} \right\}
= \frac{1}{2} \left[ 1 + |\cos(\theta)|^2 - |\sin(\theta)|^2 \cosh(2\text{Im} \{\phi\}) \right]
\]
\[
\mathcal{D}_T = \frac{1}{4} \text{Tr} \left\{ \hat{\tau}_3 \hat{R} \hat{A} \hat{\tau}_3 \right\}
= \frac{1}{2} \left[ 1 + |\cos(\theta)|^2 + |\sin(\theta)|^2 \cosh(2\text{Im} \{\phi\}) \right]
\]
\[
j_S = \frac{1}{4} \text{Tr} \left\{ \hat{\tau}_3 \left( \frac{\partial \hat{R}}{\partial x} - \hat{\Lambda} \frac{\partial \hat{A}}{\partial x} \right) \right\}
= \text{Im} \left[ \sin^2(\theta) \frac{\partial \phi}{\partial x} \right]
\]
\[
\mathcal{F} = \frac{1}{4} \text{Tr} \left\{ \hat{\tau}_3 \hat{A} \right\}
= \frac{1}{2} |\sin(\theta)|^2 \sinh(2\text{Im} \{\phi\})
\]
\[
\mathcal{L} = \frac{1}{2} \text{Tr} \left\{ \hat{\Lambda} \left( \hat{A} - \hat{R} \right) \right\}
= -\text{Re} \left\{ \sin(\theta) \left( \Delta e^{-i\phi} - \Delta^* e^{i\phi} \right) \right\}
\]
\[
\mathcal{R} = \frac{1}{2} \text{Tr} \left\{ \hat{\Lambda} \left( \hat{R} + \hat{A} \right) \right\}
= \text{Re} \left\{ \sin(\theta) \left( \Delta e^{-i\phi} + \Delta^* e^{i\phi} \right) \right\}
\]
Here, $\mathcal{D}_L$ and $\mathcal{D}_T$ play the role of normalized diffusion coefficients for the energy ($j_E$) and charge ($j_C$) current densities, respectively, $\mathcal{F}$ is a cross-diffusion term and $j_S$ gives the density of supercurrent carrying states. The coefficients $\mathcal{R}$ and $\mathcal{L}$ are related to a leakage current, whereas $\mathcal{R}$ in particular is connected to Andreev reflection \cite{74}.

These equations must be supplemented with appropriate boundary conditions. The Kuprianov-Lukichev boundary conditions \cite{68} at the tunnel junction, $x = -L_1$, read using the above parameterization
\[
\frac{\partial \theta}{\partial x} = \sin(\theta) \quad \frac{\partial \phi}{\partial x} = 0 \quad r \frac{\partial f_{L/T}}{\partial x} = N_S \left[ f_{L/T} - f_{L/T}^{(R)} \right],
\]
with the distribution functions of the reservoir
\[
f_{L/T}^{(R)} = \frac{1}{2} \left[ \text{sign}(E + eV) \pm \text{sign}(E - eV) \right].
\]

At the grounding, $x = L_2$, the distribution functions recover their equilibrium value, $f_L = \text{sign}(E), f_T = 0$, whereas hard-wall boundary conditions $\partial_x \hat{R} = 0$ are assumed for the spectral quantities, which read $\partial_x \theta = \partial_x \phi = 0$.

From the kinetic equations (7)-(8), it is evident that the spectral energy current, and thus also the physical energy current $J_E \propto \int E J_E dE$ is conserved. The spectral charge current, however, is not conserved. Instead, the leakage current $j_{\text{leak}} = \mathcal{R} f_T - \mathcal{L} f_L$ describes its spectral redistribution (see Fig. 10). The conservation of the physical charge current is not so obvious: With the explicit definitions of $\mathcal{R}$ and $\mathcal{L}$ and the order parameter Eq. (9), the energy integral of the RHS of Eq. (8) can be rewritten as
\[
\int_0^{\text{hard}_{\text{BCS}}} \left( \mathcal{R} f_T - \mathcal{L} f_L \right) dE =
\int_0^{\text{hard}_{\text{BCS}}} \text{Re} \left\{ \Delta \sin(\theta) e^{i\phi} (f_L + f_T) - \Delta^* \sin(\theta) e^{i\phi^*} (f_L - f_T) \right\} dE
\]
\[
= 2 \text{Re} \left\{ -\frac{1}{\lambda} \Delta^2 + i \int_0^{\text{hard}_{\text{BCS}}} \text{Im} \left\{ \Delta \sin(\theta) e^{-i\phi} (f_L + f_T) \right\} dE \right\} = 0.
\]

Hence, the physical charge current is indeed conserved, $\partial_x J_C \propto \int \partial_x J_C dE = \int j_{\text{leak}} dE = 0$.

III. NUMERICAL RESULTS

If not mentioned otherwise we take as parameters $L_1 = L_2 = 2\xi_0$ for both setups, and $d_N = d_S \ll \xi_0$ for setup 2.

Order parameter

For setup 1, the inverse proximity effect from the normalmetal reservoir only leads to a slight spatial modification of the superconducting order parameter, as seen in Fig. 3 (a).
The inverse proximity effect of the normal-metal reservoir on the superconductor, computed for $eV = 0$. For setup 1 (top panel) the inverse proximity effect of the normal-metal reservoir on the superconductor is almost negligible due to the tunnel barrier, hence the order parameter only slightly deviates from the bulk value. The good metallic contact of the normal metal in setup 2 (bottom panel) leads to a halving of the order parameter (for $d_S = d_N$) of the underlying superconducting part, which also influences the rest of the superconductor. Note that at the injector with a distance of $L_1 = 2$ to the normal-metal trap, the superconducting order parameter recovers to over 95% of its bulk value.

Fig. 3 (b) shows the great impact of the proximity effect of the normal-metal trap on the superconductor: It reduces the order parameter of the underlying superconductor to a bulk value of $d_S \Delta_{BCS}/(d_S + d_N)$, which, in turn, leads to a reduction of the order parameter of the uncovered superconducting part. Their mutual adjustment leads to a stronger bending on the uncovered site, since the SN bilayer has a greater thickness of $d_S + d_N$. Moreover, the discontinuity at $x = 0$ in the superconducting order parameter and the electron pairing interaction strength $\lambda$ is such that the pairing amplitude $F = \lambda \Delta$ is continuous.

Furthermore, for both setups a dependence on the applied voltage, due to QP injection or formation of a supercurrent, is hardly discernible, which is in accordance with numerical results showing that $n_{QP}/(N_0 \Delta_{BCS}) \ll 1$ and $J_S/J_{crit} \ll 1$ with the critical supercurrent density $J_{crit} \approx \frac{1}{2} \Delta_{BCS} \sigma_N/(e \xi_0)$ [54] (see Fig. 7 and Fig. 8 below).

**Density of states**

Within the Usadel formalism, the QP DOS can be computed from the retarded Green’s function via

$$N_S(E, x) = \frac{N_0}{2} \text{Re} \left\{ \text{Tr} \left[ \hat{R}(E, x) \hat{f}_S \right] \right\} = N_0 \text{Re} \left\{ \cos(\theta(E, x)) \right\}.$$ 

Fig. 4 shows the superconducting DOS for both setups at the QP injector. For setup 1 (dashed line) the DOS almost coincides with that of a BCS bulk superconductor (dotted line). The inverse proximity effect from the normal-metal reservoir on the superconductor is strongly suppressed due to the tunnel barrier and only leads to a slight broadening of the BCS energy gap with a small but non-vanishing DOS for energies $|E| \ll \Delta_{BCS}$, revealing the existence of sub-gap states, i.e. states with energy $|E| < \Delta_{BCS}$ for which the BCS DOS vanishes (see inset of Fig. 4).

For setup 2 the pronounced reduction of the spectral energy gap $\Omega_2$ in the DOS with a significant increase in the number of sub-gap states and the reduction of the peak at $|E| = \Delta_{BCS}$ are most salient. As Fig. 5 illustrates, this is traced back to the close proximity of the normal-metal trap ($L_1 = 2 \xi_0$ for top panel (a)) with a distance of $L_1 = 2 \xi_0$, as these features almost recover their BCS bulk behavior for $L_1 = 10 \xi_0$ (see bottom panel (b)). Note that this in contrast to the superconducting order parameter, which almost recovers its BCS bulk value at the injector for $L_1 = 2 \xi_0$ (see Fig. 3). Such discrepancy between the spectral energy gap $\Omega$ in the DOS and the absolute value of the order parameter $|\Delta|$ are known from gapless superconductivity, which can occur in both equilibrium and non-equilibrium situations [75] and in hybrid structures in thermal equilibrium with striking agreement between experiment and theory based on the Usadel formalism [76].
Quasiparticle injection

The density of populated QP states $n_{qp} = n_h + n_e$ has contributions

$$n_h(x) = \int_{-\hbar\omega_D}^{0} N_S(E, x)f_h(E, x)\,dE$$

from hole-like excitations with $E < 0$ and

$$n_e(x) = \int_{0}^{\hbar\omega_D} N_S(E, x)f_e(E, x)\,dE$$

from electron-like excitations with $E > 0$. Using the particle-hole symmetry $N_S(-E) = N_S(E)$ and $f_h(-E) = f_e(E)$, the total density of QPs can be written as

$$n_{qp}(x) = \int_{0}^{\hbar\omega_D} N_S(E, x)\left[1 - f_L(E, x) - f_T(E, x)\right]\,dE. \quad (10)$$

At the grounding, the distribution functions recover their zero-temperature equilibrium values, $f_L(E) = sign(E)$, $f_T(E) = 0$, so that the QPs are forced to vanish there, $n_{qp}(x = L_2) = 0$. Fig. 6 shows the spatial profile of the QP density $n_{qp}(x)$ along the superconductor for an applied voltage of $e|V| = 10\Delta_{BCS}$. The trap leads to a reduction of the QP density throughout the superconductor. For setup 1 the proximity effect is strongly suppressed. Consequently, the superconductor is almost homogeneous, the spectral coefficients that enter the kinetic Usadel equations (7)-(8) are spatially independent, and the diffusion of the QPs through the superconductor leads to a linear change in the QP density. The approximate solutions, which assume a homogeneous superconductor and are given in the appendix, are in good agreement with the numerical results.

The presence of the sub-gap states in the DOS Fig. 4 makes a QP injection possible for voltages $e|V| < \Delta_{BCS}$ (see Fig. 7).

Trapping performance

The trapping performance can be demonstrated and quantified by a direct comparison of the density of injected QPs for both setups, see Fig. 7: At a voltage $e|V|$ slightly above $\Delta_{BCS}$, the QP density for setup 1 is bigger than that for setup 2 by a factor of approximately 7.6. This is due to the inverse proximity effect, which leads to a significant reduction in the DOS at $|E| = \Delta_{BCS}$ (see Fig. 4). However, since the total number of available states is not altered by the (inverse) proximity effect,

$$\int_{-\hbar\omega_D}^{\hbar\omega_D} (N_S - N_0)\,dE = 0,$$

the reduction of the $|E| = \Delta_{BCS}$ peak is accompanied by a softening of the spectral energy gap down to $\Omega \approx 0.56\Delta_{BCS}$ with the existence of the sub-gap states. This feature is pronounced much more significantly for setup 2, which leads to...
QP poisoning for voltages $|eV| < \Delta_{\text{BCS}}$, i.e. higher QP densities. Note, however, that the ratio of QP densities for setup 2 and setup 1 is not higher than approximately 1.4, even though the DOS differ significantly from each other for energies $|E| < \Delta_{\text{BCS}}$.

The location of the trap plays a decisive role in the trapping performance as the superconducting DOS recovers its bulk-form with increasing distance to the trap. Consequently, in the limit $L_1 \gg \xi_0$ the trap does not have an impact on the injection and density of the QPs. The opposite limit $L_1 = 0$ is equivalent to setup 1 but with the superconductor $S$ replaced by $S'$ with half the initial spectral energy gap. The resulting injection curve $n_{qp}(V)$ at the injector is obtained from the solid line in Fig. 7 horizontally shifted by 0.5 units, indicating a QP poisoning for all voltages. These two limits clearly show the existence of a trap position with optimal trapping performance.

The integrand in Eq. (10) is almost independent of the applied voltage (apart from the fact that $f(|E| > eV) = 0$), and almost equal for both setups at high energies $|E| \gg \Delta_{\text{BCS}}$. This, together with the finding that the integrand is strongly peaked at $|E| = \Delta_{\text{BCS}}$ due to the DOS for setup 1, explains why both curves are almost parallel with an offset of approximately $5.2 \times 10^{-3} N_0 \Delta_{\text{BCS}}$ for voltages $eV \gtrsim 2 \Delta_{\text{BCS}}$. This offset depends on the setup geometries and tends to zero in the limit $L_1 \gg \xi_0$. Below, we will qualitatively explain the appearance of this offset via the conversion between normal and supercurrent.

**Current conversion**

The Usadel formalism allows for a spectral resolution of the physical charge and energy current densities, $J$, in terms of their respective spectral ones, $j$:

\[
J_C = \frac{\sigma_N}{e} \int_{0}^{h \omega_D} j_C dE
\]

\[
J_E = \frac{\sigma_N}{e^2} \int_{0}^{h \omega_D} E j_E dE
\]

with the normal-state conductivity $\sigma_N = e^2 N_0 D$ of the metal and the current densities given in Eq. (7)-(8). The dissipative part is proportional to the gradient of the distribution functions, whereas the last term accounts for the supercurrent, respectively.

The current-voltage characteristics of both setups are shown in Fig. 8.

Fig. 9 shows a contour plot of the spectral charge current $J_C$ along the superconductor without normal-metal trap in the relevant energy interval for an applied voltage of $|eV| = 0.99 \Delta_{\text{BCS}}$. The sub-gap states present in the DOS Fig. 4 make a QP injection and a current flow possible for voltages $e|V| < \Delta_{\text{BCS}}$. The energies of QPs entering the superconductor and thus the spectral contributions to the normal current are bounded by $e|V|$, whereas the states with energies $|E| \gtrsim \Delta_{\text{BCS}}$ contribute to the supercurrent, most significantly at the peak of the DOS (see Fig. 4) and regardless of the applied voltage. Note that these two contributions overlap for voltages $e|V| \gtrsim \Delta_{\text{BCS}}$.

From Eq. (8) it is evident, that the spectral charge current is not conserved in a superconductor. Instead, the leakage
current leads to its spectral redistribution. This process is visualized in Fig. 10: According to Fig. 9, the charge current entering the superconductor at the injector is entirely made out of dissipative normal current. While passing through the superconductor, the spectral charge current gets shared among states with energies $|E| < e|V|$ and $|E| = \Delta_{\text{BCS}}$ indicated by the blue ($j_{\text{leak}} < 0$) and red ($j_{\text{leak}} > 0$) areas. This manifests itself in an increase of the supercurrent and a decrease of the normal current (see also Fig. 9), respectively, indicated by the varying transparency of the associated arrows. This conversion happens on a length scale of about 2$\xi_0$, after which the whole process is almost reversed. [78] Note, however, that the current conversion takes place in a normal metal as well, which therefor cannot be determined solely by the leakage current, since it vanishes in a normal metal due to $\Delta = 0$.

The purely normal charge current entering the superconductor,

$$J_C = \frac{\sigma_N}{e} \int_0^{e|V|} \left( \partial_T \frac{\partial f}{\partial x} + \mathcal{F} \frac{\partial f_L}{\partial x} \right) |_{x=-L_1} \mathrm{d}E,$$

is carried by states with an energy up to $e|V|$. The lower boundary in the above integral must be effectively replaced by the spectral energy gap in the DOS, as (almost) no states are available for occupation below it.

The conversion between normal and supercurrent is due to Andreev reflection [74] of states with energy $|E| < |\Delta|$ described by $\mathcal{R}$. Note that the spectral energy gap $\Omega$ in the DOS might differ from $\Delta$, as it is the case for setup 2. For setup 1 with a negligible proximity effect, $\mathcal{R}$ almost attains its BCS bulk value and thus vanishes for energies $|E| \gtrsim \Delta_{\text{BCS}}$. But even for setup 2 with a non-negligible impact of the proximity effect, the order parameter has a magnitude close to unity at the injector and decreases monotonically throughout the superconductor (see Fig. 3 (a)). The spectral energy gap $\Omega$ is significantly reduced and the DOS is clearly non-vanishing for states with energy $|E| > \Omega$ due to the proximity effect, so that these new states contribute to the charge current. Since $\mathcal{R}$ is non-vanishing for these energies, the associated states get Andreev reflected and thus contribute to the supercurrent. This explains why the conversion from normal to supercurrent is so poor for setup 1 compared to setup 2 for voltages $e|V| > \Delta_{\text{BCS}}$ (see Fig. 11). For voltages $e|V| < \Delta_{\text{BCS}}$ all occupied states get Andreev reflected and thus contribute to supercurrent, giving rise to the sudden jump at $e|V| = \Delta_{\text{BCS}}$. This conversion process is not local, but instead takes place over a length of about 2$\xi_0$. In addition, the grounding at $x = L_2$ forces an entire reconversion from super- to normal current, so that both setups with a total length $L_S = L_1 + L_2 = 4\xi_0$ of the superconductor each are too short for a pronounced conversion close to unity. This might also explain why the conversion for setup 1 is higher than for setup 2 for voltages $e|V| < \Delta_{\text{BCS}}$. This could be resolved by increasing the length of the superconducting part, leading to a decline in conversion for voltages $e|V| > \Delta_{\text{BCS}}$.

**Andreev reflection and QP reduction**

The mutual conversion between normal and supercurrent via Andreev reflection [79] affects the QP density: The dissipative normal current is due to a diffusive motion of the QPs and is thus almost proportional to the gradient of their density, $J_N \propto \nabla n_{\text{qp}}$. Consequently, the more normal current is converted into supercurrent along the superconductor, the more the QP density gradient decreases. A pronounced conversion, combined with the electrical grounding draining the QPs $n_{\text{qp}} = 0$, leads to a reduction of the QP density throughout the whole superconductor.

This rather qualitative view can be made more quantitative: Integrating $\partial_x n_{\text{qp}} = a J_N = a(J_C - J_S)$ with a phe-
where the QP densities, length of the superconductor and supercurrent is due to Andreev reflection of states with energy |E| ≤ |Δ|, which takes place over a length ~ 2ξ0. This, and the amount of sub-gap states, i.e. the discrepancy of the spectral energy gap Ω in the DOS and |Δ|, explain the different ratios of conversion into supercurrent.

nomenological proportionality factor α along the superconductor yields for the QP density at the injector \( n_{\text{qp}}(x = -L_1) = α L_1 J_C - T_S \), where \( T_S \) denotes the supercurrent averaged along the superconductor and it was used that \( n(x = L_2) = 0 \) due to the electrical grounding. From the numerical solutions for high voltages \( e|V| \gg Δ_{\text{BCS}} \), the factor α is found to be approximately \( α^{(1)} ≈ 2.83 \) for setup 1 and \( α^{(2)} ≈ 2.21 \) for setup 2. Neglecting the supercurrent for setup 1 and using \( J_C^{(1)} = J_C^{(2)} ≡ J_C \), the difference in the QP density \( Δ n = \left| \frac{n_{\text{qp}}^{(1)} - n_{\text{qp}}^{(2)}}{x = -L_1} + \alpha^{(2)} L_2 T_S \right| \), at the injector is given by

\[
Δ n = \left( 1 - \frac{a^{(2)}}{a^{(1)}} \right) n_{\text{qp}}^{(1)}|x = -L_1| + α^{(2)} L_2 T_S,
\]

where the QP densities, length of the superconductor and supercurrent density are measured in units of \( N_0 Δ_{\text{BCS}} , \xi_0 \) and \( Δ_{\text{BCS}} σ_N/(eξ_0) \), respectively. Plugging in all numerically determined values, \( Δ n \) acquires a value of approximately \( 4.8 \times 10^{-3} \) for high voltages. This is in good agreement with the offset of \( 5.2 \times 10^{-3} \) in Fig. 7.

**IV. CONCLUSION**

Normal-metal QP traps can improve the performance of superconducting devices. The superconducting proximity effect takes a central role in the evacuation process of non-equilibrium QPs. When attaching such a QP trap in close proximity to an NIS-junction, the main effects of the inverse proximity effect are a significant reduction of both the spectral gap Ω in the DOS and the |E| = Δ_{\text{BCS}} peak in the superconducting DOS. While the trapping performance arises from the latter effect, the former leads to QP poisoning due to the occupation of the new available states Ω < |E| < Δ_{\text{BCS}}. Due to Andreev reflection, which still occurs up to energies |Δ|, these states contribute to the conversion from normal to supercurrent along the superconductor, which qualitatively explains the numerically observed reduction of the QP density for high injection voltages in presence of a trap. These effects need to be taken into account for finding the optimal trap position and optimizing the trapping performance. This is subject to further investigation. QP recombination and phonon emission with phonons traveling through the substrate play an important role in the poisoning [24]. Incorporating the phononic Green’s functions in the formalism [80] is beyond the current manuscript. In addition, a one-dimensional approach might not be sufficient to model extended trap geometries such as a trap array [24] since the kinetic properties of two-dimensional metallic proximity systems can substantially differ from those of quasi-one-dimensional structures [81].
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**Appendix: Approximate solution**

For setup 1 approximate solutions to the Usadel equations (6)-(8) can be obtained by discarding the self-consistency equation and instead using the BCS bulk value \( Δ_{\text{BCS}} \) for the order parameter. This approach neglects the supercurrent and inverse proximity effect as well as the degradation of the order parameter due to QPs and a current flow. This assumption is in agreement with numerical results.

For the spectral quantities \( θ, φ \), the proximity effect is neglected as well. Hence, they are given by their respective bulk solutions as well,

\[
θ = θ_{\text{BCS}} = \begin{cases} \left\{ \frac{3}{2} + \frac{1}{2} \ln \left( \frac{1 + |ε|}{|1 - |ε||} \right) \right\} \text{, } |ε| < 1 \\ \frac{1}{2} \ln \left( \frac{|1 + |ε||}{|1 - |ε||} \right) \text{, } |ε| > 1 \end{cases}
φ = 0.
\]

Thereby, the spectral coefficients entering the kinetic equations (7)-(8) are given by

\[
N_S = Θ(1 - |ε|) \frac{|ε|}{\sqrt{ε^2 - 1}}
D_L = Θ(|ε| - 1)
D_T = \begin{cases} \frac{1}{1 - |ε|^2} \text{, } |ε| < 1 \\ \frac{|ε|}{1 - |ε|^2} \text{, } |ε| > 1 \end{cases}
\mathcal{R} = 2Θ(1 - |ε|) \frac{1}{\sqrt{1 - ε^2}}
\]

\[
J_S = \mathcal{T} = L = 0.
\]

With \( N_S \) and \( D_L \) both vanishing for sub-gap energies \( |ε| < 1 \), the Kuprianov-Lukichev boundary condition [68] for
$f_L$ is an identity equation and thus must be replaced by another appropriate boundary condition in order to obtain a unique solution. This is given by the requirement of a vanishing energy current into the superconductor, $\partial_x f_L = 0$, at the tunnel barrier for energies below the gap, $|\epsilon| < 1$, which is due to the property of superconductors being poor heat conductors.

As the spectral coefficients do not possess a space-dependence, the kinetic equations can be solved very easily, giving

$$f_L(x, \epsilon) = \text{sign}(\epsilon) \left[ \frac{N_S(\epsilon)}{r + L_S N_S(\epsilon)} (x - L_2) + 1 \right]$$
$$f_T(x, \epsilon) = \frac{1}{L_S + r N_S(\epsilon)} (x - L_2)$$

for $1 < |\epsilon| < \epsilon V / \Delta_{BCS}$, and $f_L = \text{sign}(\epsilon), f_T = 0$ otherwise.

Note that the leakage current vanishes exactly and thus, the spectral charge current is conserved. This is not the case for the approximate solutions of the spectral Usadel equations given in Ref. [59], which shows that they are qualitatively valid only in equilibrium situations.

The charge current can be approximated by

$$J_C = \frac{1}{r} \int \frac{G(\epsilon)}{\Delta_{BCS}} \left( \frac{\epsilon}{\Delta_{BCS}} \right)^{-1} \frac{N_S^2}{L/r + N_S} \, d\epsilon$$
$$\approx \frac{1}{r} \int \frac{N_S \, d\epsilon}{\Delta_{BCS}}$$

for $\epsilon |V| \geq \Delta_{BCS}$, where it was used that the resistance of the superconductor in the normal state is much smaller than the resistance of the tunnel junction, i.e. $L/r \ll 1 < N_S$ for energies $\epsilon > 1$. According to Fig. 8, this result matches the numerically found solution very well, where supercurrent was included and the order parameter was solved self-consistently. Note also, that Eq. (A.1) coincides with the result given in [73].

Within this approximation, the QP density Eq. (10) is given by

$$n_{qp}(x) = \frac{L_2 - x}{r} \frac{\epsilon V}{\Delta_{BCS}} \int \frac{N_S}{1} \left[ \left( \frac{L}{r} + \frac{1}{N_S} \right)^{-1} + \left( \frac{L}{r} + N_S \right)^{-1} \right] \, d\epsilon.$$
density with that given in [73], which assume an equilibrium
distribution, support this finding.
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