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Abstract

Supervised person re-identification (re-id) approaches require a large amount of pairwise manual labeled data, which is not applicable in most real-world scenarios for re-id deployment. On the other hand, unsupervised re-id methods rely on unlabeled data to train models but performs poorly compared with supervised re-id methods. In this work, we aim to combine unsupervised re-id learning with a small number of human annotations to achieve a competitive performance. Towards this goal, we present a Unsupervised Clustering Active Learning (UCAL) re-id deep learning approach. It is capable of incrementally discovering the representative centroid-pairs and requiring human annotate them. These few labeled representative pairwise data can improve the unsupervised representation learning model with other large amounts of unlabeled data. More importantly, because the representative centroid-pairs are selected for annotation, UCAL can work with very low-cost human effort. Extensive experiments demonstrate the superiority of the proposed model over state-of-the-art active learning methods on three re-id benchmark datasets.

1 Introduction

In recent years, person re-identification (re-id) attracted lots of research attentions because of its practical applications on public security and smart city [11, 19, 29, 45]. Person re-identification aims to recognize the same identity of person across non-overlapped cameras, which is a challenging task in computer vision. Because of the non-overlap of ID labels between training and test set, re-id methods aims to learn a discriminative feature representation model for each person image. Despite promising results reported in previous works, re-id relies heavily the acquisition of ID labels for each person image. Unlike the labelling process for general categories which only requires each image to be labeled, the acquisition of ID labels need to annotate all pairs of person images, which costs huge human effort.

Supervised re-id methods can achieve encouraging performances but require a large number of manually labeled identity matching image pairs. However, the manual labeling for all person image pairs is a tedious and expensive process in re-id task. The cost of human labeling effort increases tremendously with the size of camera network and the number of persons in each camera. One the other hand, unsupervised re-id methods can be trained by abundant
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unlabeled person images but significantly inferior in re-id accuracy. Without cross-view pairwise ID labels, the re-id model is not able to learn the discriminative feature representation for the significant appearance change across cameras.

To save human labeling effort, active learning aims to select a subset of samples that are the most representative for labeling, and then use them to train the model in order to achieve a competitive performance compared with fully supervised models. Specially, unsupervised active learning (UAL) [16] aims to select representative samples from totally no labeled samples. It is also called early active learning (EAL) [22]. UAL/EAL re-id methods [22, 23, 31, 34] assume that no labeled image pairs are available in training set in the beginning. Pairwise constraint minimization [22], triangle-free subgraph maximization [31], and reinforcement learning [25] techniques are adopted to select a subset of pairwise samples for querying labeling. After selecting a small number of representative data for labeling, existing unsupervised active learning use these pair annotation to train re-id model with reliable supervised models. However, all the above active learning re-id methods train the re-id model only from the selected image pairs, losing sight of the rest unlabeled samples. Actually, the unlabeled data also benefit to re-id model to learn discriminative feature representation by exploring the association from the similar samples.

To overcome the above limitations, we consider a unsupervised clustering based active learning re-id framework. Unsupervised clustering based deep model can offer a reliable data structure by generating pseudo labels without any human annotation. Based on unsupervised clustering model, unsupervised active learning aims to select the representative sample pairs to reorganize the cluster structure. The advantages are two-fold: (1) Based on the clustering algorithm, unsupervised active learning method can easily and efficiently find the most representative sample pairs in the global space. (2) Depending on the representative pairs selection, the reorganization of the cluster structure can help the feature representation learning in a more effective way.

In this work, the main contributions are as follows: (1) We formulated an Unsupervised Clustering Active Learning (UCAL) model for person re-identification. This model combines jointly both unsupervised learning and active learning principles in an integrated learning framework. To the best of our knowledge, this is the first attempt at active learning with unsupervised learning person re-id model. (2) We propose an effective active learning strategy by the means of selecting the representative centroid-pairs from unsupervised clustering structure. (3) We present a clustering reorganization method (i.e. splitting/merging) to maximize the effect of active learning, so it takes the low-cost human labeling labor.

Extensive comparative experiments demonstrate the advantages of UCAL over the state-of-the-art active learning re-id approaches on three popular benchmarks: Market-1501[45], DukeMTMC-ReID[29, 46], and MSMT17[36]. Especially, the proposed UCAL model achieves the best performance with the lowest annotation cost.

2 Related Work

Unsupervised Learning in Re-ID. According to whether auxiliary data is used in training stage, unsupervised learning methods can be devided into two groups: (1) Pure unsupervised learning. Most existing unsupervised learning re-id methods [2, 20, 21, 33, 42] adopt clustering-based approaches to produce pseudo labels, and then update the feature representation model by these pseudo labels. The challenge is how to obtain the precise cluster structure and how to alleviate the negative impact by noisy pseudo labels. (2) Unsupervised
domain adaptation (UDA). UDA approaches aim to transfer the learned knowledge from a labeled source domain to an unlabeled target domain. The methods can be classified into three groups: Source domain pre-trained methods [7, 8, 40, 43, 44], Image-synthesis based methods [3, 5, 14, 32, 36], and Joint-learning based methods [9, 10, 28, 47, 48]. Generally, the performance of unsupervised learning approaches is limited, because of the lack of the pair relation supervision.

**Semi-Supervised Learning in Re-ID.** Semi-supervised learning methods [1, 8, 17, 18, 24, 37, 41] train the re-id model both on pre-labeled data and unlabeled data. Liu et al. [24] proposed a coupled dictionary learning by randomly pre-labeling one-third training data. Most of these methods [1, 17, 18, 37, 41] work on one-shot learning setting. One-shot learning requires selecting all or most person identities, and then labeling one image or tracklet for each identity. Bak et al. [1] learned a texture metric and a color metric on each camera pair by a one-shot metric learning approach. Ye et al. [41] proposed a label estimation approach to learn feature representations by using the pre-labeled data to formulate an anchor graph. Wu et al. [37] initialized a CNN model using pre-labeled data per ID, and then adopted a step-wise learning approach to update the CNN model. Li et al. [17, 18] used pre-labeled within-camera tracklet per ID to initialize a deep model, and then incrementally discover cross-camera tracklet association to improve the representation capability of deep model.

Although semi-supervised learning methods improve re-id performance by one-shot labeling strategy, this labeling setting is actually not practical for re-id task. In practice, the total number of individual ID is hard to know, not mention to label one instance for each ID.

**Active Learning and Human-in-the-loop in Re-ID.** For reducing the annotation cost in a more practical way, pair-wise labeling re-id approaches are proposed. According to the different applied stages, these methods can be divided into two categories, including active learning methods [22, 23, 25, 26, 31, 34] and human-in-the-loop methods [4, 27, 35]: (1) Active learning re-id methods aim at selecting a small number of image pairs to query human labeling in the training stage. Liu et al. [22] proposed an early active learning algorithm (EALPC) with a pairwise constraint to select the most representative samples for labeling. Roy et al. [23] presented a pairwise training subset selection framework to minimize human annotation effort. Liu et al. [25] designed a deep reinforcement active learning (DRAL) model to minimize human effort in the training stage. (2) Human-in-the-loop re-id methods focus on optimising the ranking list of every probe by human feedback directly in the test stage. Liu et al. [27] learned a post-rank function for re-ordering the rank list during a re-identification process. Wang et al. [35] proposed a distance metric learning method to incrementally optimise each new probe by human annotation in the deployment stage.

Compared with unsupervised learning and semi-supervised re-id methods, active learning and human-in-the-loop re-id methods reasonably add a handful of pair-wise labels to improve the performance. This paper follows active learning scheme, and our objective is to minimize human labeling effort to improve the performance by jointly unsupervised learning and active learning.

### 3 Methodology

In this section, we introduce the overall framework of our Unsupervised Clustering Active Learning (UCAL) method for person re-identification. An overview of the proposed UCAL model is depicted in Fig. 1. Given $N$ unlabeled training person images $\mathcal{I} = \{I_1, I_2, \cdots, I_N\}$ extracted from multiple camera views. The training objective is to select $M$ pairs of unlabeled
Figure 1: An overview of the proposed Unsupervised Clustering Active Learning (UCAL) method for re-id model learning. The UCAL takes as unlabeled person images from all the camera views. The objective is to derive a person discriminative feature representative feature representation module by unsupervised active learning. To this end, we formulate the UCAL model (see Sec. 3.2) with (a) Split by Negative centroid-Pair Selection (SNPS) module and (b) Merge by Positive centroid-Pair Selection (MPPS) module in an unsupervised clustering framework. Different colours correspond to different clusters. Best viewed in colour.

data to ask for human’s labelling and learn a discriminative person re-id model. The proposed UCAL framework is driven by both of unlabelled data and labeled data. In particular, we first adopt an unsupervised clustering method to discover the data distribution structure. And then, we select the key centroid-pairs from the clustering structure by Negative centroid-Pair Selection (SNPS) module and Merge by Positive centroid-Pair Selection (MPPS) module, and annotate the positive/negative relationships for these pairs. At last, the model is updated by the re-organized clustering structure in an iterative way to learn a discriminative feature representation.

3.1 Base Unsupervised Clustering Model

We adopt a DBSCAN based unsupervised clustering method [6, 10] as the base clustering framework. In this framework, a CNN-based [12] encoder \( f_\theta \) is used to represent person image feature. Given the unlabeled training data \( I \), we adopt a self-paced clustering strategy [10] to group the data into clusters. According to the results of clustering, we update the parameters \( \theta \) of the feature encoder \( f_\theta \). We enforce \( ||x|| = 1 \) via a L2-normalization layer. The loss function is an unsupervised contrastive learning which is similar with [10, 38], but computed only by the unlabeled data.

\[
\text{Loss}(x) = - \log \frac{\exp(x^T c_k / \tau)}{\sum_{i=1}^{n} \exp(x^T c_i / \tau)}
\] (1)
where $x^T c_k$ expresses the similarity between the sample $x$ and the $k$-th cluster centroid $c_k$, $n$ is the number of clusters, and $\tau$ is a temperature parameter that controls the concentration of the distribution [13].

3.2 Unsupervised Active Learning Framework

The base unsupervised clustering algorithm inevitably generates the incorrect pseudo labels, which will be harmful to the CNN model. For refining the clustering results, we aim to explore two kinds of representative sample pairs from the clustering structure: hard negative centroid-pair and hard positive centroid-pair. The hard negative centroid-pair is the pair between two group centroids which have two IDs but wrongly grouped into the same cluster. The hard positive centroid-pair is the pair between two cluster centroids which have the same ID but wrongly grouped into two different clusters. After obtaining these two kinds of sample pairs candidates, positive/negative relationships are required to label by human experts. After that, two categories of manipulations: split and merge are adopted to refine the current clustering structure. The CNN model is then updated by the refined clustering result.

3.2.1 Split by Hard Negative Centroid-Pair Selection

A single cluster generated the base clustering algorithm may contain some small groups belonged to different ground truth IDs. This kind of relationship between these groups is called hard negative. This result gives incorrectly the same pseudo label to these individual samples grouped into one cluster, which be harmful to update the feature representation CNN model. To alleviate this problem, we propose a Split by hard Negative centroid-Pair Selection (SNPS) method to mine the hard negative centroid-pairs within the same cluster.

Given $n_t$ clusters $C = \{C_1, C_2, \cdots, C_{n_t}\}$ at epoch $t$, we use $k$-medoids algorithm to generate $k$ group candidates for each cluster. For $j$-th group $G_j$, $g_j$ represents the centroid of $G_j$ (Fig.1(a)). However, the real number of groups which have negative relations depends on the different clusters. That is, $k$ is not fixed for each cluster. Therefore, we design a reliability criterion to decide $k$ for each cluster. As discussed in [10], a reliable cluster should have two properties: high independence and high compactness. Thus, we aim to find $k$ groups for each cluster with high independence and high compactness as splitting candidates. According to this criterion, an algorithm is proposed to decide $k$ as follow:

\[
\text{comp}_j = \min \text{Sim}_{\text{intra}}(G_j) \in [0, 1]
\]

\[
\text{indep}_j = 1 - \max \text{Sim}_{\text{inter}}(G_j, G) \in [0, 1]
\]

\[
k^* = \arg \max_{k \in [2, k_{\text{max}}]} \sum_{j=1}^{k} \text{comp}_j \times \text{indep}_j
\]

where $\text{Sim}_{\text{intra}}$ represents the similarities between samples within group $G_j$, $\text{Sim}_{\text{inter}}$ represents the similarities between samples from group $G_j$ and samples from other groups, $k_{\text{max}}$ is set to $\sqrt{|C|}/2$.

**Discussion.** Although the similar concept of independence and compactness is proposed in [10], the objective is quite different in this paper. The objective of independence and
compactness in [10] is to make each cluster more reliable. In SNPS, we aim to obtain a reliable splitting structure by measuring the independence and compactness of several groups controlled by $k$. Moreover, the criterion of good independence and compactness in [10] is decided by the density threshold, which is difficult to choose appropriately. In this paper, we adopt the maximum product of independence and compactness to select the most reliable splitting structure.

### 3.2.2 Merge by Hard Positive Centroid-Pair Selection

The individual samples which have the same person ID are very likely separated into different clusters by the clustering algorithm. This improper clustering structure generates the different pseudo labels to those clusters which should be grouped into the same cluster. This kind of relationship between these clusters is called hard positive. The existence of hard positive pairs harms the representation ability of CNN model. To mine the hard positive relationship between clusters, we propose a **Merge by hard Positive centroid-Pair Selection (MPPS)** method.

Given $n_t$ clusters $C = \{C_1, C_2, \cdots, C_{n_t}\}$ at epoch $t$, the cluster centroid of cluster $C_i$ is defined as $c_i$, and $s(c_i, c_j) \in [0, 1]$ represents the similarity between $c_i$ and $c_j$. For each centroid $c_i$, a rank list $[s_1, s_2, \cdots, s_l, \cdots, s_{l_{\max}}]$ is computed by the similarity between $c_i$ and other centroids from high to low. $l_{\max}$ is the maximum number of candidate clusters. If all centroid-pairs are provided to human experts, the cost will be very high. To lower the labeling cost, we design a measure function to decide how many the similar centroid-pairs are selected to labeling. We take the similarity difference between the adjacent centroids in the rank list as the measure value.

$$d = \{d_l = s_l - s_{l+1} | l \in [1, l_{\max} - 1]\}$$

$$d_l^* = \frac{d_l - \min(d)}{\max(d) - \min(d)} \in [0, 1]$$

where $d_l^*$ is the min-max normalization value.

Inspired by [10], the high value of $d_l^*$ indicates a large margin of similarity difference between $s_l$ and $s_{l+1}$. It means the positive probabilities of pair $c_i$-$c_l$ and pair $c_i$-$c_{l+1}$ are uncertainty. So, pair $c_i$-$c_l$ and pair $c_i$-$c_{l+1}$ need to be labeled by users. We select the first $l$ centroids with $c_j$ as the labeling pairs when $d_l^* > \delta$. For the centroid-pairs labelled as positive, the corresponding clusters will be merged to one cluster, which is given the same pseudo label during the current training epoch.

### 3.3 Overall Model Training

We adopt a self-paced clustering strategy [10] as the base clustering algorithm, and the loss function (Eq. (1)) for the CNN parameters updating. During the first 15 training epochs, the above pure unsupervised method works as the initialized model. After the first 15 epochs of the training process, we deploy SNPS and MPPS modules to minimise the negative effect of unstable clustering structure. Specifically, the UCAL model first deploy SNPS module (Sec. 3.2.1) to find the hard negative centroid-pairs and split the original cluster into some smaller clusters. And then, we deploy MPPS module (Sec. 3.2.2) to find the hard positive centroid-pairs and merge these clusters to a bigger one. To lower the labeling cost, we also
design a label memory (Fig. 1) to record the positive/negative relationships between centroids labeled by human expert. If the relationship between two centroids has been labeled in the label memory, the labeling request of this relationship is no need in the subsequent labeling process.

4 Experiments

4.1 Datasets and Evaluation Protocol

Datasets. To evaluate the proposed UCAL model, we report results on three large person re-identification datasets: Market-1501 [45], DukeMTMC-ReID [46], MSMT17 [36].

(1) Market-1501 [45]: Market-1501 is widely used large-scale re-id dataset. It contains 32,668 images of 1,501 person identities from 6 camera views. There are 12,936 images of 751 identities in training set, and 3,368 queries of 750 identities are used as the query set to search the true match among the remained 19,732 images.

(2) DukeMTMC-ReID [46]: DukeMTMC-ReID is another one of the most popular large scale re-id dataset which consists 36,411 pedestrian images from 1,812 person identities captured from 8 different cameras. Specifically, 16,522 images (702 identities) are adopted for training, 2,228 (702 identities) images are used as query to be retrieved from the remaining 17,661 images (1,110 identities).

(3) MSMT17 [36]: MSMT17 is a larger and more challenging dataset, which contains 4,101 identities and 126,441 pedestrian images. There are 32,621 images of 1,041 identities in training set, and 93,820 images of 3,060 identities in test set. In the test set, 11,659 pedestrian images are randomly selected as probe images, and the other 82,161 images are treated as gallery images.

Evaluation Protocol. In the experiments, we used the Cumulative Matching Characteristic (CMC) and mean Average Precision (mAP) metrics to measure the methods’ performance. The cost of human labeling effort is computed as follow:

$$cost = \frac{M}{N \times (N - 1)/2} \times 100\%$$ (7)

where $N$ represents the number of unlabeled training samples, and $M$ represents the labeled pairs from human experts.

4.2 Implementation Details

We adopt an ImageNet pre-trained ResNet-50 [12] as the backbone for our UCAL model. After pooling-5 layer, we remove subsequent layers and add a 1D BatchNorm layer and an L2-normalization layer to derive the feature representations. Person bounding box images are resized to 256 × 128 as input. To ensure each training mini-batch has person images from all cameras, we set the batch size to 64 for all datasets mentioned in this paper. We adopted Adam optimiser with a weight decay of 0.0005, the learning rate is initialized to 3.5 × 10^{-4}. We train the model for 50 epochs, and the learning rate is divided by 10 after every 20 epochs. From the 15th epoch and every subsequent epoch, we use SNPS and MPPS modules to generate labeled pairs. By default, we set the maximum number of clusters that can be merged in each epoch to 20% of the total number of clusters and $\delta = 0.3$. All the experiments on three datasets follow the same settings as above.
| Methods                        | Market-1501 | DukeMTMC-ReID | MSMT17 |
|--------------------------------|-------------|---------------|--------|
|                                | R1 | R5 | R10 | mAP | cost(%) | R1 | R5 | R10 | mAP | cost(%) | R1 | R5 | R10 | mAP | cost(%) |
| unsup                          |    |    |     |     |         |    |    |     |     |         |    |    |     |     |         |
| OIM[34] CVPR 17                | 38.0| 58.0| 66.3| 14.0| 0      | 24.5| 38.8| 46.0| 11.3| 0      |    |    |     |     |         |
| BUC[35] AAAI'19                | 66.2| 79.6| 84.5| 38.3| 0      | 47.4| 62.6| 68.4| 27.5| 0      |    |    |     |     |         |
| SSL[27] CVPR 20                | 71.7| 83.8| 87.4| 37.8| 0      | 52.5| 63.5| 68.9| 28.6| 0      |    |    |     |     |         |
| MMCL[19] CVPR 20               | 80.3| 89.4| 92.3| 45.5| 0      | 65.2| 75.9| 80.0| 40.2| 0      |    |    |     |     |         |
| HCT[16] CVPR 20                | 80.0| 91.6| 95.2| 56.4| 0      | 69.6| 83.4| 87.4| 50.7| 0      |    |    |     |     |         |
| domain                         |    |    |     |     |         |    |    |     |     |         |    |    |     |     |         |
| PTGAN[35] CVPR 18              | 38.6|    | 66.1|  -  | 0      | 27.4| 30.7|  -  | 0   | 10.2   | -  | -  |     |     |         |
| ECN[33] CVPR 19                | 75.1| 87.6| 91.6| 43.0| 0      | 63.3| 75.8| 80.4| 40.4| 0      | 25.3| 36.3| 42.1| 8.5 | 0      |
| SSL[27] ICCV'19                | 80.0| 90.0| 92.4| 58.3| 0      | 73.0| 80.6| 83.2| 53.4| 0      | 322 | 51.2| 13.3 | 0   |         |
| MMCL[19] ICCV'19               | 84.4| 92.8| 95.0| 60.4| 0      | 72.4| 82.9| 85.0| 51.4| 0      | 346 | 54.3| 54.9| 16.2 | 0     |
| SPC[15] NIPS'20                | 89.7| 96.1| 97.6| 77.5| 0      |  -  | 53.7| 65.0| 69.8| 26.8   | 0   |    |     |     |         |
| semi                           |    |    |     |     |         |    |    |     |     |         |    |    |     |     |         |
| EUG[34] CVPR 18                | 49.8| 66.4| 72.7| 22.5| 0      | 45.2| 59.2| 63.4| 24.5| 0      |    |    |     |     |         |
| TAUDL[40] ECCV'18              | 63.7| -   | 41.2| -   | 0      | 61.7| -   | 43.5| -   | 28.4   | -  | -  |     |     |         |
| UTAL[41] PAM'19                | 69.2| -   | 46.2| -   | 0      | 62.3| -   | 44.6| -   | 31.4   | -  | -  |     |     |         |
| SSG++[8] ICCV'19               | 86.2| 94.6| 96.5| 68.7| 0      | 70.0| 85.8| 89.3| 60.3| 0      | 34.6| 54.2| 18.3 | 0   |         |
| active                         |    |    |     |     |         |    |    |     |     |         |    |    |     |     |         |
| TMA[29] ECCV'16                | 47.9| -   | 22.3| 13.5| 0      | -   | -   | -   | -   | -      |    | -  |     |     |         |
| DRAL[31] ICCV'19               | 84.2| 94.3| 96.6| 66.3| 0.15   | 74.3| 84.8| 88.4| 56.0| 0.12   |    | -  |     |     |         |
| DRALude[30] ICCV'19            | 88.0| 95.3| 96.8| 73.3| 100    | 78.9| 88.7| 91.6| 60.9| 100    |    | -  |     |     |         |
| ours                           |    |    |     |     |         |    |    |     |     |         |    |    |     |     |         |
| Baseline Supervised UCAL       | 94.2| 98.2| 98.9| 83.4| 100    | 84.6| 92.2| 94.1| 71.1| 100    | 71.3| 84.2| 88.0| 45.5| 100    |
| this paper                     | 91.8| 96.8| 97.9| 78.2| 0.08   | 81.2| 89.7| 92.5| 66.3| 0.06   | 63.2| 75.1| 79.4| 35.7| 0.03   |

4.3 Comparisons with State-Of-The-Art Methods

In this section, we compare the proposed UCAL model with sixteen state-of-the-art re-id methods, including unsupervised learning (OIM[34], BUC[35], SSL[27], MMCL[19], HCT[16]), unsupervised domain adaptation (PTGAN[35], ECN[33], SSG[8], MMCL-trans[33], SPC[15]), semi-supervised learning (EUG[34], TAUDL[40], UTAL[41], SSG++[8]), and active learning (TMA[29], DRAL[31]) models. The rank-(1,5,10) matching accuracy(%) and mAP(%) performance evaluated on Market-1501 [45], DukeMTMC-ReID [46], MSMT17 [36] are showed in Table 1. Moreover, the cost of human labeling effort computed by Eq.(7) is also given. The baseline model is trained by the unsupervised clustering method (Sec. 3.1) without any labeling cost. The supervised model adopt the same loss function (Eq. (1)) for training but using ground truth label instead of pseudo label. The experimental results show three observations as follows.

1. The proposed UCAL model outperforms all competitors of active learning models with significant margins both on performance and cost. For example, the mAP margin is 11.9%(78.2-66.3) on Market1501 and 10.3%(66.3-56.0) on DukeMTMC-ReID. More importantly, the labeling cost of UCAL model is only 0.08% on Market1501 while TMA[29]’s cost is 13.58% and DRAL[31]’s cost is 0.15%, and 0.06% on DukeMTMC-ReID while DRAL[31]’s cost is 0.12%.

2. Compared with state-of-the-art unsupervised/domain adaptation/semi-supervised learning models, the performance of our model is superior but with very low cost. Although there is no labeling cost under the above setting, the performance is limited especially on the large scale benchmark such as MSMT17. As discussed in Section 2, the labeling cost of semi-supervised learning is not able to estimated. Compared with the state-of-the-art unsupervised learning model, our UCAL model improves the performance of rank1 and mAP on MSMT17 by 9.5%(63.2-53.7) and 8.9%(35.7-26.8) with 0.03% cost.

3. The proposed UCAL model narrows the gap between active learning and supervised learning models. Specifically, compared with the full labeling cost (100%) requirement of supervised learning model, by our UCAL model, the gap of rank1/mAP is narrowed to -2.4%(91.8-94.2) and -5.2%(78.2-83.4) with 0.08% cost on Market1501, -3.4%(81.2-84.6) and -4.8%(66.3-71.1) with 0.06% cost on DukeMTMC-ReID, -8.1%(63.2-71.3) and -9.8%(35.7-45.5) with 0.03% cost on MSMT17.
4.4 Component Analysis and Discussion

We conducted detailed UCAL model component analysis on two large person re-id datasets, Market1501 and MSMT17.

**Effect of SNPS and MPPS Modules.** We started by testing the performance impact of SNPS module and MPPS module. Based on the baseline model (Section 3.1), we firstly tested our SNPS component and MPPS component separately. Then, we combined these two components and tested the final performance. Table 2 shows that, the proposed SNPS and MPPS are both superior over the baseline model. After combining these two modules together to refine the clustering result, the UCAL model achieves mAP gain of 7.2 percent (78.2-71.0) and 13.6 percent (34.8-21.2) on Market1501 and MSMT17 respectively. This validates the proposed idea of split and merge modules, which refines the clustering structure by mining hard negative centroid-pairs and hard positive centroid-pairs.

### Table 2: Effect of SNPS component and MPPS component.

| Methods    | Market-1501 [45] | MSMT17 [36] |
|------------|------------------|-------------|
|            | R1   | R5   | R10  | mAP  | cost(%) | R1   | R5   | R10  | mAP  | cost(%) |
| Baseline   | 87.1 | 94.6 | 96.4 | 71.0 | 0       | 46.3 | 60.0 | 65.6 | 21.2 | 0       |
| SNPS       | 90.5 | 96.4 | 97.7 | 76.8 | 0.027   | 53.4 | 66.1 | 71.0 | 26.7 | 0.010   |
| MPPS       | 88.9 | 96.1 | 97.6 | 72.2 | 0.046   | 56.0 | 68.7 | 73.9 | 30.2 | 0.019   |
| SNPS+MPPS  | 91.8 | 96.8 | 97.9 | 78.2 | 0.075   | 63.2 | 75.1 | 79.4 | 35.7 | 0.033   |

**Effect with Labeling Cost.** To further examine how well the proposed labeling strategy enables more discriminative re-id model learning, we tracked the improvement of UCAL compared with the base clustering model throughout the training. Fig. 2 shows that, along with the increase of the labeling cost, the improvement of UCAL becomes more and more obvious versus the base clustering model.

![Figure 2](image)

**Figure 2:** The improvement of ucal compared with the base clustering model during training on (a) Market1501 and (b) MSMT17 benchmarks. The labeling cost of UCAL is depicted in the in brackets. Best viewed in colour.

5 Conclusion

We presented a novel *Unsupervised Clustering Active Learning* (UCAL) model for active learning based person re-identification. The model improves the feature representation ability of deep model dramatically with low labeling cost. This is achieved optimising jointly
both Split by hard Negative centroid-Pair Selection (SNPS) module and Merge by hard Positive centroid-Pair Selection (MPPS) module by in a unified architecture. Extensive evaluations were conducted on three large-scale person re-id benchmarks to validate the advantages of the proposed UCAL model over state-of-the-art active learning re-id methods.
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