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Abstract: During search and rescue operations in flood disaster, application of deep learning on aerial imaging is pretty good to find the humans when the environmental conditions are favorable and clear but it starts failing when the environmental conditions are adverse or not supporting. During our findings we realized that generally rescue teams stop their rescue work in night time because of invisibility. When orientation of sun comes at front, the drone aerial picture quality starts decaying. It does not work in different types of fog. Also it is difficult to find people when they are somehow hidden in vegetation. This study explains about infrared cameras potentially very useful in disaster management especially in flood. It takes deep learning networks that were originally developed for visible imagery [1], [2] and applying it to long wave infrared or thermal cameras. Most missions for public safety occur in remote areas where the terrain can be difficult to navigate and in some cases inaccessible. So the drone allows you to fly high above the trees see through gaps of foliage and locate your target even in the darkness of night through thermal cameras and then applying deep learning techniques to identify them as human. Creating accurate machine learning models capable of localizing and identifying human objects in a single image/video remained a challenge in computer vision but with recent advancement in drone, radiometric thermal imaging, deep learning based computer vision models it is possible now to support the rescue team to a bigger extent.
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I. INTRODUCTION

In June 2013, a multi-day cloudburst fixated on the North Indian province of Uttarakhand caused crushing floods and avalanches turning into the nation’s most noticeably terrible catastrophic event. 16-Jun-13 and 17-Jun-13 were those terrifying days where nothing was visible at a distance of 4 meter in Kedarnath due to heavy rain and fog. The Indian Air Force, the Indian Army, and paramilitary troops emplaced in excess of 110,000 individuals from the flood desolated territory. In spite of the fact that, starting at 16 July 2013, as indicated by figures given by the Government of Uttarakhand, in excess of 5,700 individuals were ‘assumed dead’. ‘Assumed dead’ because rescue team were helpless to rescue victims just because of the adverse environment all around [3]. There was full rain and fog during 3rd week of Jun-13 in Kedarnath area. We also have taken this granted in general that Rescue is only possible in clear sky and day light time. But in the ground reality, whenever any disaster happens, the people who are stuck with their families and kids just expect high that some god man will come and will save them from these kinds of disasters to a safer zone especially in hilly areas.
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In the past decade much research has focused on search and rescue operations in clear sky and day light time only [5]. It remains unclear that why we are not equipped with those technologies, which can work day and night with adverse environmental factors as well like rain, fog, extreme front sunlight during search and rescue operations of human body. The purpose of this study was to get better results when we fly drone with thermal cameras in flood disaster areas during rescue operations and simulate the deep learning thermal models to it to find the living bodies that are laid, stuck or running in some regions.

II. LITERATURE SURVEY: THERMAL IMAGING CAPABILITIES

We started digging the thermal camera’s generated infrared images and found very good capabilities to work in adverse environmental conditions in rescue operations [4] as below.

A. Color Palettes

Next we’re going to look at some color palettes so thermal imaging cameras take energy that radiates from every physical object in the world and translate it into either an estimated temperature value viewed as data or a visible image. The visible image depicts a range of temperatures within the scene and cast them in different shades and colors depending on the palette that’s being used. So clear thermal imaging cameras offer a range of these palettes to make your job easier but some of the missions can be made more difficult with using the wrong palette so understanding the justification you had using the certain palette or selecting a palette is important for any user. The white-hot and black-hot would be the most two basic palettes as indicated by the name as shown in Fig. 1.

![CAPABILITIES COLOR PALETTES](Image)

**Fig. 1.** Capabilities Color Palettes (White Hot, Black Hot)

If you’re fine trying to find a person with these polished palettes it could be extremely difficult unless there is a difference between the temperature of the person
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that you're trying to locate and the surrounding area of more than 30 degrees Fahrenheit.

**B. Isotherm**

Without modeling the image this would usually fall between 75 and 85 degrees Fahrenheit anything above 85 degrees Fahrenheit. Using isotherm is unlikely to be useful and the suggested color palette would be mid range white hot ISO color palette that would be available [7]. In the Zen muse-XT setting the low temperature below 80 degrees will generally pick up clothing as well so you might want to do some experimentation when using isotherm to see what works best in your area with the humidity and temperature that you're dealing with and the given time of year as shown in Fig. 2.

**C. Radiometry**

It is the process in converting radiated energy into temperature and advance radiometric cameras that filter puts out will allow you to gather the temperature data from every pixel within the scene and you can use this for post flight analysis using software like Flora tools for instance. This white image does not have this range on the right hand side that shows the temperature scale as shown in Fig. 3.

**D. Covering Ground**

Each resolution and lens combination they put out a different field of view to capturing the symmetry. The basic concept here is that the wider field of view that you have the more you'll see at a specific given time but you'll also get less detail of the subject that you're looking for. It was in the image [8]. This can make locating a person quicker but also the possibility of missing them greater. The inverse is true with narrow field of view which gives you more specificity more detail but you can present a challenge in locating and staying locked on your target because it's like looking through a soda straw. It's important to consider basically for things the resolution of the camera the lens size and field of view the size of your target that you're trying to identify and the distance between the camera and the target as shown in Fig. 4.

**E. Ability to see in complete dark:**

We're particularly sensitive to infrared radiation. One of its most unique and useful characteristics that we will show simultaneous capture of visible imagery on the left part of the picture and thermal imagery on the right side of the picture as shown in Fig. 5.

So this is a night-time driving condition. There's a reasonable amount of illumination. But if you watch the picture and pay attention you'll notice a pedestrian starting to cross the road and through thermal video, we're able to detect and classify the pedestrian crossing the road with the thermal camera significantly in advance of the visible camera as shown in Fig. 6 and Fig. 7.
F. Not blinded by the sun
So we can see at night. We can see in complete darkness, one of the useful properties of thermal cameras. Another interesting and useful characteristic of thermal cameras is since we're looking at heat and not light we're not blinded when we're driving into the sun as shown in Fig. 8.

G. Able to view in most type of fogs:
Another characteristic of long wave infrared thermal cameras is that we're able to see exceptionally well in most types of fog as shown in Fig. 9 and Fig. 10.

II. RESEARCH DESIGN AND METHODOLOGY

A. Data source credits: The data used for this study were collected by below sources:

1. https://www.x20.org/product/m1-d-micro-pto-infrared-camera/ [Las Vegas, United States based SPI Corp which gives thermal imaging frameworks to law authorization, border watch and country security]

2. https://www.flir.com/discover/security/thermal/5-benefits-of-thermal-imaging-cameras/ [Based in Wilsonville, Oregon, United States, FLIR Systems Inc. FLIR is The Global Leader in the Design, Production, and Sales of Thermal Imaging Infrared Cameras]

3. [dronhub.tk/datasets-96f49a92e5/ [A multidisciplinary team at University of Klagenfurt and Lakeside Labs performs research on networked autonomous aerial systems.]

B. Technological design, workflow, tools , algorith enhancements and methodology
TensorFlow can run on multiple CPU’s and GPU’s with optional Cuda for general purpose computing on graphics processing unit. And TensorFlow, its flexible architecture allows for easy deployment of computation across a variety of platforms which are the CPU’s, GPU’s and TPU’s and from desktops to clusters and servers to mobile.

TensorFlow Context Diagram:
Now TensorFlow computations are expressed as state full data flow graphs. The name TensorFlow derives from the operations that such neural network performs on multi-dimensional data arrays which are known as the tensor. Now let’s see how object detection can be
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performed in tensor flow. So first of all we provide our input data which is a set of images and using tensor flow, we train our model. Now this model is strained using deep learning and the main object of this model is to extract the features as shown in Fig. 11.

Fig. 11. TensorFlow Context Diagram:

TensorFlow Technical Architecture:

Now these are visual features which are based on edge detection. The higher features, the facial recognition and many more. Now when these features are extracted and then the model is created, to test this model we provide a test data which is again a set of images. In our case and using this model we get our final output in which we have the objects detected in an image as shown in Fig. 12.

Fig. 12. TensorFlow technical architecture

Now the images are converted into a numpy array in the TensorFlow object detection so that the competition can be made easy. We also use the TF record which is the TensorFlow record which contains the record of the image along with the tags such as you can see here, we have the person tag we have the dog tag and the horse tag. Now these tags are just labels which are provided in the input data.

III. SYSTEM DEVELOPMENT AND RESULTS

Please find the solution design as shown in Fig. 13. So for that just go to github and type TensorFlow which is the official github repository of TensorFlow and inside that we have the model section. Just go to these models you can either clone the TensorFlow model or download it as per your wish.

Fig. 13. Solution Design

https://github.com/TensorFlow/models

Now the TensorFlow object detection model uses protobuf. To configure model and the training parameters. Before the going to the next steps, the protobuf libraries should be processed first. Now to download protobuf, all you need to do is go to Google protobuf in github.

https://github.com/protocolbuffers/protobuf/releases

You can see this TensorFlow object detection API gives an accurate machine learning model description of how the objects are detected and how you have the steps for the setup.

https://github.com/TensorFlow/models/blob/master/research/object_detection/g3doc/installation.md

And based on that our model will be created. Now next what we are going to do is we are going to select which model to download. So for example here we are using the faster rcnn inception v2 coco 2018 as shown in Fig. 14

Fig. 14. Model preparation

https://github.com/TensorFlow/models/blob/master/research/object_detection/g3doc/installation.md

And based on that our model will be created. Now next what we are going to do is we are going to select which model to download. So for example here we are using the faster rcnn inception v2 coco 2018 as shown in Fig. 14

Fig. 15. Detection code starts here

So as you can see we have the test image folder here as shown in Fig. 15 and inside that you can input all the images whichever you want to test upon this model. So for example after taking the range from 1 to 8 is taking all the images named image 1 to 7. So let's load this as shown in Fig. 16.
So as you can see we're using the Load image into a numpy array. We are using the np.expand and finally we are using the Matplotlib to show us the results that is Labeled Processed Images.

A. Output Result (Applying deep learning on thermal imagine) are as shown below:

Fig. 16. Detection code (For Loop)

Fig. 17. Deep Thermal Imaging output-I where two persons are detected

Fig. 18. Deep Thermal Imaging output-II v/s visible imagery comparison where one person is detected fully hidden in vegetation(visible imagery).

Fig. 19. Deep Thermal Imaging output-III where one person is detected through a long range thermal camera.

As you can see it identified persons as 87%, 89%, 88%, 99% sequentially as shown in Fig. 17, Fig. 18 and Fig. 19. It has provided a box; the label and the score which is the detection scored how much it is similar to all the images which have been imported in the coco data set. You can see it has not detected the car in fig. 17 as we have filtered out car object in our detection model.

B. Output Result (Superior detection in clutter)

We mentioned before that the emissions from people the black body radiation peaks at 9.5 microns. So we do a particularly good job of picking out people in a scene especially a scene which has very complex and contains a lot of clutter.

Fig. 20. Superior people detection in clutter [Visible imagery v/s Thermal imaging]

Figure 20 is basically a drive down State Street of Santa Barbara on a Friday night that happened to have a community wide bike ride. So you'll notice the road is just completely cluttered with people. And by taking those deep learning networks that were developed originally for visible cameras doing a little training with thermal annotated images, we've been able to achieve pretty good results as you see here of picking out the individuals and the cars in the midst of this very cluttered urban scene.
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C. Output Result (Range Testing)

And we've seen using this lightly trained single shot detection network. We've been able to detect a person up to only 20 pixels in height and if we apply up sampling to the thermal image before we apply the deep learning that work we're able to detect a person at 16 pixels. So this corresponds to about 100 meter detection of a person with a VGA thermal camera at a 50 degree horizontal 40 degree vertical field of view as shown in Fig. 21 and Fig. 22.

IV. CONCLUSION

We saw some of the interesting characteristics of thermal cameras that see heat not light. Rebels see in total darkness. We're not blinded by the sun. The work is going to really help to detect people in search and rescue operations even in the night time in different adverse environmental conditions. We have shown some of the work given the spatial similarity between visible and thermal image data. Deep learning networks that were originally developed for visible cameras can be easily extended to thermal cameras and thermal imagine. This concept can be replicated in various applications such as image retrieval security surveillance, face recognition, search and rescue operations, Security, Industrial Quality Checks, Self Driving Cars, Advanced Driver Assistance System (ADAS), Inspection and maintenance.

Future work extension and incoming challenges: We are extending the work to use the dual capture system to capture these videos/pics. So the dual capture system has a flir of formally Point Grey visible camera. It uses a Sony IMX250 CMOS sensor that's a five megapixel sensor but we've been pixels so it has an effective 1.3 or so Megapixels resolution. So we've paired that up with a VGA flir thermal camera and we've enclosed it in a waterproof enclosure and the magnetic mount and then using USB vision interface where we hook this up to a computer and we're able to collect those times synchronized videos that we showed earlier as shown in Fig. 23.

Another thing that we've done to expand our data collection capabilities is we've been doing some experiments and will show some of the preliminary results on stereo thermal imagery. Basically extracting depth information from stereo thermal cameras. We have encoded the depth information that's seen from the thermal camera with objects that are closest to the camera in the car/drone being labeled red and the objects that are further away being labeled various shades of blue from a lighter blue to a darker blue for the furthest objects as shown in Fig. 24.
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