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Abstract—Causal classification concerns the estimation of the net effect of a treatment on an outcome of interest at the instance level, i.e., of the individual treatment effect (ITE). For binary treatment and outcome variables, causal classification models produce ITE estimates that essentially allow one to rank instances from a large positive effect to a large negative effect. Often, as in uplift modeling (UM), one is merely interested in this ranking, rather than in the ITE estimates themselves. In this regard, we investigate the potential of learning to rank (L2R) techniques to learn a ranking of the instances directly. We propose a unified formalization of different binary causal classification performance measures from the UM literature and explore how these can be integrated into the L2R framework. Additionally, we introduce a new metric for UM with L2R called the promoted cumulative gain (PCG). We employ the L2R technique LambdaMART to optimize the ranking according to PCG and show improved results over the use of standard L2R metrics and equal to improved results when compared with state-of-the-art UM. Finally, we show how L2R techniques can be used to specifically optimize for the top-\(k\) fraction of the ranking in a UM context, however, these results do not generalize to the test set.

Index Terms—Learning to rank, uplift modeling, causal classification, performance measures

1 INTRODUCTION

Causa| classification models estimate for each instance the causal effect of a treatment on an outcome variable of interest, i.e., the individual treatment effect (ITE) [1]. This causal inference task is encountered in the literature under various names, e.g., heterogeneous treatment effect estimation [2], individualized treatment rule learning [3], conditional average treatment effect estimation [4], and uplift modeling [5]. Causal classification models have been applied in various domains to maximize the effectiveness of e.g., personalized medicine [6] and marketing campaigns [7]. Another application is determining which customers to target with a retention campaign to maximize reduction in churn while also minimizing the use of resources [8].

In this work, we focus on binary causal classification in that we consider both treatment and outcome to be binary variables. In this setting, ITE estimates allow one to rank instances from a large positive effect to a large negative effect. Often, one is merely interested in this ranking rather than in the ITE estimates themselves. This specific ranking objective is typically encountered in the uplift modeling (UM) literature [5]. Learning to rank (L2R) techniques, which stem from the information retrieval community, comprise techniques specifically designed to optimize the quality of predicted rankings directly, rather than the quality of predicted values that serve to rank instances [9]. This work investigates whether L2R techniques can be successfully used in the context of UM.

While existing UM techniques are in fact already approaches to L2R since standard classification techniques can be considered as ‘pointwise’ approaches to L2R (see Section 3), we present different ways to formulate UM as an L2R problem. As this is directly linked to the different evaluation measures proposed to assess the quality of produced rankings in UM, we first provide an overview of these measures. We then consider how suited existing L2R measures are for UM and introduce a new L2R metric for this purpose, called the promoted cumulative gain, by translating the uplift metric Area Under the Uplift Curve to an L2R measure which can be directly used together with the LambdaMART L2R technique.

Finally, in both UM and information retrieval, often only the top-\(k\) fraction of the ranking is of interest to the user [5]. However, while L2R comprises techniques and measures designed to optimize for the top-\(k\) specifically, current UM techniques aim to optimize the entire ranking. Therefore, we will investigate whether specifically optimizing for the top-\(k\) by using L2R techniques can be successfully applied to UM. To the best of our knowledge, optimizing for the top-\(k\) has not been investigated before in UM.

Our contributions are:

- We investigate and experimentally compare the main UM evaluation measures in use today, and propose a unified formalization in which all measures can be unambiguously written.
- We explore the different ways in which UM can be formulated as an L2R problem.
- We introduce a new metric for UM with L2R, called the promoted cumulative gain.
- We empirically evaluate the different L2R formulations for UM on multiple datasets.
- We investigate optimizing specifically for the top-\(k\) in UM by using L2R techniques, though the benefit of top-\(k\) learning is shown to be limited as the results do not generalize to the test set.
- We compare different state-of-the-art UM techniques with our best performing L2R formulation and show
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that L2R is a viable alternative to the existing UM methodology.

The rest of the paper is organized as follows: in Section 2 we formally introduce causal classification and UM, discuss related work and elaborate on the evaluation measures used in the UM literature. Section 3 covers L2R and its measures, how UM can be formulated as an L2R problem and introduces a new metric for the L2R framework. In Section 4, we describe the experiments and report the results. Section 5 discusses the results and finally Section 6 presents our conclusions.

2 CAUSAL CLASSIFICATION & UPLIFT MODELING

Causal classification is about estimating the class of an instance in function of the treatment that is applied. Hence, it is equivalent to estimating the ITE, i.e., the causal effect of a treatment on an outcome of interest at the instance level [1]. Therefore, causal classification models can be used to optimize treatment assignment to instances with the aim to maximize (or, depending on the application at hand, to minimize) the outcome of interest. In this work, we focus on binary causal classification in that we consider both treatment and outcome to be binary variables.

Suppose that we have a dataset \( \mathcal{D} = \{ (x, y, t) \} \) of \( n \) instances with each a feature vector \( x \in \mathcal{X} \), response variable \( y \in \{ 0, 1 \} \) and treatment indicator \( t \in \{ 0, 1 \} \). Following the Neyman-Rubin potential outcomes framework [10], the ITE can be formally defined as:

\[
\tau(x) = E[Y(1) - Y(0) | x],
\]

(1)

where \( Y(1) \) and \( Y(0) \) are the two potential outcomes and correspond to the response \( y \) of an instance belonging to the treatment \( (t = 1) \) and control \( (t = 0) \) group, respectively. Note that it is generally assumed that some instances respond \( (y = 1) \) without being treated \( (t = 0) \) (e.g., natural healing or subscribing to a product independent of advertising). The main difficulty in ITE estimation is that \( \tau(x) \) is not directly observable since we can only observe one of the potential outcomes for a particular instance. That is, we can observe the outcome after treating or not treating, but cannot know what the outcome would have been for the opposite treatment choice. This is commonly known as The Fundamental Problem Of Causal Inference [11].

In this work, we focus on estimating the ITE in randomized controlled trial (RCT) settings. In such setting, the treatment was administered randomly and independent of \( x \) and \( \tau(x) \) can be estimated as [4], [12]

\[
\hat{\tau}(x) = P(y = 1|x, t = 1) - P(y = 1|x, t = 0).
\]

(2)

The ITE is thus defined as the difference between the probability of an instance to respond if treated minus the probability of an instance to respond if not treated.

As mentioned in the introduction, in case of binary treatment and outcome variables, ITE estimates allow one to rank instances from a large positive effect to a large negative effect. In many cases, one is merely interested in this ranking rather than in the ITE estimates themselves. This specific setting, which is the focus of this work, lies at the core of the UM literature [5].

UM has as goal to rank an unseen set of instances, e.g., customers, by their estimated \( \hat{\tau}(x) \) and to target a highly ranked fraction of this set of instances. For example, in marketing or churn prediction, the size of the fraction is determined by the campaign budget, e.g., the top 1,000 or 10,000 customers. Given a limited budget, these customers are expected to be most likely to respond when targeted with the campaign.

2.1 Related Work

UM techniques can be grouped into data preprocessing and data processing approaches. In the data preprocessing approaches, after pre- or postprocessing data and outcomes, existing out-of-the-box learning methods are used. In the data processing approaches, new learning methods and methodologies are developed that aim to estimate \( \tau(x) \) more directly. For an in depth discussion on UM techniques we refer to [5], [13].

A popular and generic data preprocessing approach is the flipped label approach, also called the class transformation approach [14], [15]. In this approach, a new target variable \( z \in \{ 0, 1 \} \) is created where \( z = 1 \) if either: \( t = 1 \) and \( y = 1 \) or \( t = 0 \) and \( y = 0 \); and \( z = 0 \) otherwise. Due to this class transformation, estimation of \( \tau(x) \) is converted into a binary classification problem with label \( z \), allowing us to adopt any standard classification technique [15].

Other data preprocessing approaches extend the set of features to allow for the estimation of \( \tau(x) \). An example is grouping together the instances from both treatment and control group and including a dummy variable that denotes to which group an instance belongs. A model is then developed from: (1) the original features; (2) the added dummy variable; and (3) interaction variables between the features and the dummy variable [16], [17]. This model can then be used to estimate two response probabilities for a new instance, once as if the instance belongs to the treatment group and once as if it belongs to the control group. Subtracting the probabilities returns \( \hat{\tau}(x) \).

Data processing approaches comprise both indirect and direct estimation approaches. Indirect estimation approaches include the two model approach. This approach builds two separate models to predict the response probabilities, one for the treatment group and one for the control group. For a new instance, the probability of responding is estimated with each model. Afterwards, the probabilities are subtracted to obtain \( \hat{\tau}(x) \).

Direct estimation approaches are typically adaptations of decision tree algorithms such as CART [18] or CHAID [19]. Proposed adaptations include modified splitting criteria and dedicated pruning techniques. Examples of tree-based techniques include significance-based uplift trees [20], decision trees with information theory-inspired splitting criteria [21] and uplift random forest and causal conditional inference trees [22]. However, there is also a group of direct estimation techniques that builds on support vector machines [23], [24], [25].

Finally, note that the overview above focuses on techniques to estimate ITE in RCT settings. However, ITE estimation based on observational data with treatment selection bias is also an active research area in the field of causal machine learning. For recent works on this subject, one may refer to [1], [26] and references therein.

Our work differs from all the above in that we focus on the link between UM and L2R, both when treatment and
2.2 Performance Measures for Evaluating Uplift Models

Because $\pi(x)$ is unobservable, we can not directly measure the quality of the estimated $\hat{\pi}(x)$ values. However, since in UM one is rather interested in the ranking that results from ranking instances by $\hat{\pi}(x)$, the norm is to evaluate the quality of this ranking. [20] propose to do this by computing and plotting the cumulative incremental gains for an incrementally larger subgroup of the ranked population, i.e., the lift in response rate as a result of treating more instances or the cumulative incremental treatment effect.

Fig. 1 shows an example, where the blue line represents the cumulative incremental gains as a function of the selected fraction of the ranked population. The black line represents the expected cumulative incremental gains for a random subsample of that size, called the random baseline. A good uplift model ranks instances likely to respond when treated higher, leading to higher estimated cumulative incremental gains in the early parts of the plot.

Interestingly, many different ways for computing and visualizing the cumulative incremental gains have been proposed in the literature. Two variants exist with a different name: the Qini Curve and the Uplift Curve. In this work, we focus on the difference of how the cumulative incremental gain values are computed for both variants. However, note that also other differences between the curves occur in the literature, e.g., what values are plotted, and how a single measure such as Area Under the Curve is derived.

Even for the Qini and Uplift variants, there are no unique definitions. We analyzed the literature, and identified two main differences. The first one relates to whether the ranking is computed for each group (i.e., treatment and control group) separately or for one joint group. If the ranking is computed separately, the top 10 percent instances are the top 10 percent instances of the treatment group and the top 10 percent instances of the control group. However, if the ranking is computed jointly, the top 10 percent instances originate from both groups. Hence, in the joint setup, the proportions of instances of each group represented in the ranking can differ from the global proportions of treatment and control groups. The second difference is linked to the potential imbalance of the treatment and control groups as it relates to whether the cumulative incremental gains are computed in (rebalanced) absolute numbers of instances or in relative terms.

An overview of the different definitions occurring in the literature, structured according to the identified differences discussed above, is provided in Table 2. Before discussing differences between the definitions in more detail, we first introduce notation allowing us to formalize the different definitions.

For evaluation, we assume the presence of a predictive model $\hat{u}$ that allows us to rank a dataset $D$ in decreasing order, i.e., instances are ranked from high to low $\hat{\pi}(x)$ (see Section 2.1). Note that $\hat{u}$ does not necessarily estimates $\pi(x)$ based on the probabilities as in Equation (2) directly. We denote the total number of treated ($t = 1$) and control ($t = 0$) instances among the top-$k$ ranked instances by $N_T(D, k)$ and $N_C(D, k)$, and the number of treated and control responders ($y = 1$) among the top-$k$ ranked instances by $R_T(D, k)$ and $R_C(D, k)$, respectively.

In the literature, the lift in response rate is often computed and compared for both the treatment and control group separately. To formalize this, we introduce the subsets $T$ and $C$, with $T$ the subset of treated instances and $C$ the subset of instances that belong to the control group. In line with the notations introduced in the previous paragraph for rankings covering both the treatment and control group, we denote the number of treated and control responders among the top-$k$ ranked instances per group by $R(T, k)$ and $R(C, k)$.

To clarify the notation introduced, consider Table 1 which shows a minimal example of a ranked dataset. For the number of treated instances among the top 1 and top 3 instances in the dataset, one would write $N_T(D, 1) = 1$ and $N_T(D, 3) = 2$, respectively. Likewise, to obtain the number of treated responders among the top 1 and top 3 instances in the dataset, one would write $R_T(D, 1) = 0$ and $R_T(D, 3) = 1$, respectively. The above notations relate to the joint scenario, in which a ranking is computed for the treatment and control instances as one group. In the separate scenario, on the other hand, both the treatment and control group have their own ranking. Therefore, to obtain the number of treated responders among the top 1 and top 3 instances, one would write $R(T, 1) = 0$ and $R(T, 3) = 2$, respectively. Notice the difference in the numbers obtained for the top 3 case.

Table 2 shows the different evaluation measures for UM proposed in the literature. For the separate scenarios, we use $p$ to denote a percentage, where $p|T|$ and $p|C|$ are then

![Fig. 1. A cumulative incremental gains curve (blue) and the expected gains from random treatments (black).](image-url)
the corresponding absolute numbers of instances being considered from the treatment and control groups, respectively. The value function $V()$ returns the cumulative incremental gains value for the first $p$-percent of the population, or for all instances up to and including instance $k$.

The first curve that occurs in the literature is the Qini Curve [28]. This curve plots the absolute number of incremental responses of the treated group compared to as when there is no treatment. To obtain a balanced comparison, however, the number of responders among the top $p$-percent of the control group is adjusted to neutralize the effect of different treatment and control group sizes. The values for the Qini Curve are then obtained by

$$V(p) = R(T, p|T|) - R(C, p|C|).$$

The Qini Curve has since been used and modified by several researchers to evaluate the performance of uplift models.

An alternative to the Qini Curve is the Uplift Curve. The Uplift Curve is obtained by subtracting two separate lift curves, one for the treatment and one for the control group, using the same model [21]. In [30] the authors measure the cumulative incremental gains by subtracting the gain obtained from the first $p$-percent of ranked instances of the control group from the gain obtained from the first $p$-percent of ranked instances of the treatment group. A normalization factor, i.e., dividing by the respective group sizes, is added to account for overall imbalance in treatment and control groups. The corresponding formula is then

$$V(p) = \frac{R(T, p|T|)}{|T|} - \frac{R(C, p|C|)}{|C|}.$$  \hspace{1cm} (4)

Note that from a modeling point of view, the above equation is equivalent to Equation (3) as it can be obtained by dividing Equation (3) by the constant $|T|$. Hence, both measures will give rise to the same conclusions when used for comparing different models.

In [24], the authors follow the same reasoning that was used to obtain Equation (4), however, the difference is that they measure the cumulative incremental gains in absolute terms. The authors do not mention any normalization applied in calculating the cumulative incremental gains

$$V(p) = R(T, p|T|) - R(C, p|C|).$$  \hspace{1cm} (5)

All above definitions of Qini and Uplift curves evaluate uplift models in a separate manner, i.e., the top $p$-percent of the treatment group is compared with the top $p$-percent of the control group. A different approach is to consider both the treatment and control groups as one joint group and evaluate targeting the top-$k$ from that group, which is closer to how uplift models are to be used in practice. In the joint relative setup, there is no clear distinction between the Qini and Uplift curves, as they are both obtained as follows [12], [36]:

$$V(k) = \frac{R^T(D, k)}{|T|} - \frac{R^C(D, k)}{|C|}.$$  \hspace{1cm} (6)

For the joint absolute setting, however, both Qini and Uplift variants can be distinguished. In the first variant, the cumulative incremental gains are expressed in rebalanced absolute numbers [34]

$$V(k) = \frac{R^T(D, k) - R^C(D, k)}{N^T(D, k)}.$$  \hspace{1cm} (7)

Note that this measure rebalances the responder counts based on the numbers of treated and control instances among the top-$k$ ranked instances, instead of the overall imbalance $|T|/|C|$. The second variant is proposed by [35] and uses a different approach to obtain the cumulative incremental gains in rebalanced absolute numbers

$$V(k) = \left( \frac{R^T(D, k)}{N^T(D, k)} - \frac{R^C(D, k)}{N^C(D, k)} \right) \times (N^T(D, k) + N^C(D, k)).$$  \hspace{1cm} (8)

Here, the responder counts are divided by their respective number of instances among the top-$k$ ranked instances before subtraction, of which the result is then multiplied by the total number of instances considered in the ranking.
In addition to constructing a Qini or Uplift Curve according to one of the definitions above, we can also calculate the Area Under the Qini or Uplift Curve, hereinafter referred to as AUUC, to obtain a single numerical quantity to measure and compare the performance among uplift models. Sometimes the quantity obtained is reduced by the AUUC of the baseline [12], [28], however, in this paper we ignore this constant.

For any of the joint setting definitions from Table 2, the AUUC is defined as

\[
AUUC = \int_0^1 V(x) \, dx = \sum_{k=1}^n V(k). \tag{9}
\]

For the separate setting definitions, we make the following approximation over 100 intervals:

\[
AUUC = \int_0^1 V(x) \, dx \approx \sum_{p'=1}^{100} V\left(p = \frac{p'}{100}\right). \tag{10}
\]

Note that in the literature, it is common to use only 10 groups (or deciles), though this does not provide much granularity.

The different evaluation measures are empirically compared in Section 4.2. However, as our goal is not only to evaluate rankings but also to optimize rankings, we turn to L2R in the next section.

3 LEARNING TO RANK (L2R)

L2R finds its origin in the Information Retrieval (IR) domain. IR is defined as finding material (usually documents) of an unstructured nature (usually text) that satisfies an information need from within large collections (usually stored on computers) [37]. Ranking is a core problem in IR, as it is an important part of many IR problems (e.g., document retrieval, collaborative filtering and product rating) [9]. In what follows, we use document retrieval as example to illustrate how L2R works and to establish the connection between L2R and UM.

A search engine is the most common example of a document retrieval system. The web consists of an extremely large amount of documents (i.e., webpages) and finding relevant documents is a difficult task. A search engine has multiple components, but one of its most crucial ones is the ranker. The ranker is responsible for matching the request of the user (i.e., the query) with relevant indexed documents. The goal of a ranking algorithm is to produce a ranked list of documents according to its relevance to a given query [9].

L2R algorithms can essentially be categorized into three groups: pointwise, pairwise and listwise approaches [9]. The pointwise approach predicts the relevance of each document and uses these final scores to rank all documents considered. Standard classification techniques can be considered as pointwise approaches to L2R as they can be used to discriminate between ‘relevant’ and ‘not relevant’ documents. One limitation of a pointwise approach is that the interdependency between documents is not taken into consideration, meaning that the loss function used does not consider the documents’ final place in the ranking. The pairwise approach takes as input pairs of documents and outputs for each pair which of the two documents is preferred in terms of relevance by relying on a classification model. For a entire list of documents, one thus obtains as output relative orderings for pairs of documents. However, deriving the position of all documents in the final ranking from this output is a difficult problem. Finally, the listwise approach takes as input the entire list of documents and directly outputs a ranking of all documents. This approach is closest to the L2R ideology as there is no mismatch between the learning stage and the final output of the algorithm (as is the case for pointwise and pairwise approaches).

One of the most well-known and versatile techniques in L2R is LambdaMART [38], [39]. LambdaMART combines two methods previously proposed in the field, namely LambdaRank and Multiple Additive Regression Trees (MART). A core idea of LambdaRank, which is itself an extension of RankNet, is that it can directly optimize a ranking measure, even if it is non-differentiable, by relying on so-called \( \lambda \)-gradients. These gradients are determined heuristically by multiplying the gradients of a pairwise loss function by the difference obtained in the ranking metric under consideration due to swapping the pair’s positions in the ranking. Combining LambdaRank gradients with the learning algorithm Multiple Additive Regression Trees, which is a gradient boosted tree algorithm, gives us LambdaMART. For more information, one may refer to [38], [39].

Whilst a pairwise loss function is used in obtaining \( \lambda \)-gradients, the second factor depends on the global structure of the entire list of documents. Therefore, LambdaMART can be considered a listwise approach. Next to research on non-parametric methods such as LambdaMART, there is also research on parametric (model-based) listwise L2R methods, such as ListNet [40] and Plackett-Luce ranking models [41]. However, as the general objective of this work is to explore the potential of L2R for UM, in what follows we focus on adopting the LambdaMART L2R technique for UM. A broader exploration of L2R methods for UM is identified as a prime topic for further research.

3.1 Performance Measures for Evaluating L2R Models

Commonly used performance metrics in L2R are [42], [43], [44]: Precision (P), Mean Average Precision (MAP), Cumulative Gain (CG) and (Normalized) Discounted Cumulative Gain (DCG). Different metrics are used depending on whether relevance values are binary or graded, e.g., graded according to a five-star rating system. Below, we briefly discuss each of the above measures.

3.1.1 Binary Relevance

When working with binary relevance values, an instance \( i \) (i.e., a document in document retrieval) is either ‘relevant’ or ‘not relevant’, i.e., \( rel_i \in \{0, 1\} \).

The Precision at \( k \) (\( P(k) \)) corresponds to the proportion of relevant instances (\( rel_i = 1 \)) among the top-\( k \) ranked instances

\[
P(k) = \frac{\sum_{i=1}^{k} rel_i}{k}. \tag{11}
\]

The Average Precision of a query \( q \), consisting of \( |q| \) instances, sums over all instances in the query and computes the average of the \( P(k) \) values at every \( k \) where a relevant instance is positioned
\[
V(p) = R(T, p) - R(C, p); \\
V(p) = \frac{R(T, p)}{R(C, p)}; \\
V(p) = \frac{R(T, p) - R(C, p)}{R(C, p)}
\]

Relevance Values for Separate Queries for Each Value Function Definition

| Value Function | Treatment Responder \( rel_{TR} \) | Treatment Non-Responder \( rel_{TNR} \) | Control Responder \( rel_{CR} \) | Control Non-Responder \( rel_{CNR} \) |
|----------------|----------------------------------|-----------------------------------|---------------------------------|-----------------------------------|
| \( V(p) = R(T, p) - R(C, p) \) | 1                                | 0                                | -1                              | 0                                |
| \( V(p) = \frac{R(T, p)}{R(C, p)} \) | 1                                | 0                                | -\frac{1}{2}                    | 0                                |
| \( V(p) = \frac{R(T, p) - R(C, p)}{R(C, p)} \) | 0                                | 0                                | -\frac{1}{2}                    | 0                                |

Query 1

\[
\text{AvgP}(q) = \frac{\sum_{i=1}^{n} P(i)}{\sum_{i=1}^{n} rel_i}.
\]

The Mean Average Precision (MAP) is the mean of Average Precisions over a set of \( Q \) queries.

\[
\text{MAP}(Q) = \frac{\sum_{q \in Q} \text{AvgP}(q)}{|Q|}.
\]

3.1.2 Graded Relevance

Here, the relevance is assumed to be given as a graded score, e.g., \( rel_i \in \{1, 2, \ldots, 5\} \), where a higher value means higher relevancy. Evaluation metrics can be modified accordingly, as highly relevant instances are more valuable than marginally relevant instances, which in turn are more valuable than not relevant instances.

The Cumulative Gain of a ranked list is the sum of all relevance values of the ranked list of a single query \( q \), up to point \( k \).

\[
CG(k) = \sum_{i=1}^{k} rel_i.
\]

A limitation of CG is that it does not consider the connection between ranking position and instance relevancy [42].

An alternative that takes this connection into account, i.e., that considers whether the instances with highest relevancy do appear at the top of the ranking, is the Discounted Cumulative Gain. To achieve this, graded relevance values are discounted logarithmically proportional to the ranking positions [42].

\[
DCG(k) = \sum_{i=1}^{k} \frac{rel_i}{\log_2(i + 1)}.
\]

An alternative formulation for DCG does exist, which places more emphasis on the relevance values by using \( 2^{rel_i} - 1 \) instead of \( rel_i \) in the numerator [45]. When relevance values are binary, both formulations are equal [46].

Different queries can relate to different numbers of instances. To fairly compare a rankers’ performance among multiple queries of different sizes, one can normalize the DCG of each query to obtain scores in the range of [0,1]. The Normalized Discounted Cumulative Gain (NDCG) metric normalizes DCG by dividing the achieved DCG of each query by its Ideal Discounted Cumulative Gain (IDCG), where the IDCG is obtained by sorting all instances according to their relevance values resulting in the maximum possible DCG [42].

\[
IDCG(k) = \frac{\sum_{i=1}^{k} \text{rel}'_i}{\log_2(k + 1)}.
\]

\[
NDCG(k) = \frac{\text{DCG}(k)}{\text{IDCG}(k)},
\]

where \( \text{rel}'_i \) is the best possible relevance value for instance \( i \) as it results from the best possible ranking.

By averaging over a set of queries \( Q \), one can obtain the mean DCG and NDCG (similar to Equation (13)).

3.2 Uplift Modeling as Learning to Rank

To cast UM as an L2R problem, we first determine appropriate relevance values for each of the UM performance measures presented in Table 2. These relevance values allow us to use existing L2R performance measures in combination with an L2R technique such as LambdaMART to learn a ranking. Next, as an alternative to using existing L2R measures, we propose a new metric for UM with L2R, called the promoted cumulative gain (PCG), which can be used to learn a ranking that directly optimizes the AUUC.

3.2.1 Relevance Values for UM With L2R

In UM, an instance belongs to either the treatment group \((t = 1)\) or the control group \((t = 0)\). As shown in Table 2, for evaluating uplift models, we can rely on separate and joint performance measures, depending on whether a ranking is computed for each group separately or for one joint group. Likewise in L2R, one or multiple queries can be considered. To be more specific, for L2R in the separate UM setting, we consider both the treatment and control groups as separate queries, i.e., an L2R technique will be run to optimize the rankings of the two queries separately. In the joint UM setting, only one query is considered, covering instances of both the treatment and control groups.

We now determine relevance values for each of the UM performance measures from Table 2. The relevance value of an instance takes over the role of \( \tau(x) \) which is used in traditional UM. Recall that an instance can belong to one of the following four categories: Treatment Responder (TR), Treatment Non-Responder (TNR), Control Responder (CR) and Control Non-Responder (CNR). To obtain relevance values for each UM performance measure, we check the effect of each of the above categories on their value functions.

Table 3 shows the different value functions and the corresponding relevance values for the separate queries. The effect of a TR or TNR is assessed by looking at the left components of the subtractions in the value functions. A TR increases the overall values obtained, whereas a TNR does...
not impact the value functions at all. The size of the effect of a TR, however, depends on the value function considered. Similarly, the right components are used to assess the effects of a CR and CNR. An increase in the right components lowers the overall values obtained. Therefore, a negative relevance is assigned to a CR, however, the relevance value changes depending on the value function considered. A CNR, on the other hand, does not affect any of the value functions considered.

Table 4 shows the different value functions and the corresponding relevance values for the joint queries. For the relative value function, the relevance values are identical to those for the relative value function for the separate queries. However, for the absolute value functions, TNRs and CNRs no longer have neutral effects on the overall values as the responder counts are rebalanced using the number of treated and control instances among the top-k ranked instances. Consider the Joint Absolute Qini Curve for which the responder count of the control group is rebalanced by multiplication of \( \frac{(N^T(D, k))/(N^C(D, k))}{1} \). A TNR thus increases this ratio, leading to an increase in the right component of the value function, and hence a lower overall value. A CNR, on the other hand, results in a decreased value for the right component of the value function and hence an increase in the overall value. Quantifying the exact increases and decreases in the overall values, however, is not trivial. Instead, we observe that a TR increases the overall value the most, while a CNR only causes a small decrease and a CR causes a larger decrease in the overall value. We simply encode this relation by using relevance values 3, 2, 1 and 0 for a TR, CNR, TNR and CR, respectively. For the Joint Absolute Uplift Curve, a similar analysis gives rise to the same insights (and therefore we do not include it in Table 4).

The various sets of relevance values presented can all be used in combination with any L2R metric that accepts graded relevance values.

### 3.2.2 Transforming AUUC into an L2R Metric

The goal of this section is to come up with an L2R measure that is most similar to the AUUC, and that can be readily optimized using existing L2R techniques. To this purpose, we use the relative definitions of the Uplift Curve as the experiment in Section 4.2 shows that these are most robust to differences in group sizes.

Equation (9) shows that the AUUC is a summation of the value function over all possible \( k \) values. If we insert the value function definition for the Joint Relative Uplift Curve (Equation (6)), we obtain

\[
\text{AUUC} = \sum_{k=1}^{n} V(k) = \sum_{k=1}^{n} \left( \frac{R^T(D, k)}{|T|} - \frac{R^C(D, k)}{|C|} \right).
\]

Let us introduce the following helper function \( g(i) \):

\[
g(i) = \begin{cases} 
0 & \text{if } y = 0 \\
1/|T| & \text{if } y = 1 \text{ and } t = 1 \\
-1/|C| & \text{if } y = 1 \text{ and } t = 0
\end{cases}
\]

where the three cases are mutually exclusive and cover all possible assignment combinations for \( y \) and \( t \).

Recall from Section 2.2 that \( R^T(D, k) \) and \( R^C(D, k) \) denote the number of treated (\( t = 1 \)) and control (\( t = 0 \)) responders \( (y = 1) \) among the top-\( k \) ranked instances. As these quantities are obtained by a summation over the top-\( k \) instances, Equation (18) can be reformulated in terms of \( g(i) \), where \( i \) represents a single instance, as follows:

\[
\text{AUUC} = \sum_{k=1}^{n} \sum_{i=1}^{k} g(i) = \sum_{i=1}^{n} \sum_{i=1}^{k} g(i) = \sum_{i=1}^{n} (n - i + 1)g(i).
\]

Based on the similarities between the above expression for AUUC and the DCG measure from Equation (15), we introduce a new metric for UM with L2R called the **promoted cumulative gain**:

\[
\text{PCG}(k) = \sum_{i=1}^{k} (n - i + 1)g(i).
\]

In the DCG measure, each element has a relevance \( \text{rel} \), which is represented by \( g(i) \) in our case, and instead of discounting by \( 1/\log_2(i + 1) \) we promote each element by \( (n - i + 1) \). Finally, along the lines of the DCG measure, PCG allows optimizing the ranking of the top-\( k \) instead of the full dataset as well.

A similar analysis can be made for the separate setting, i.e., when the treatment and control groups are ranked separately, based on the Separate Relative Uplift Curve. The PCG can then be obtained as follows (see Appendix A for details), which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TKDE.2020.3048510:

\[
\text{PCG}(k_T, k_C) = \text{PCG}_T(k_T) + \text{PCG}_C(k_C)
\]

\[
\quad = \sum_{i=1}^{k_T} (|T| - i + 1)g(i) + \sum_{i=1}^{k_C} (|C| - i + 1)g(i),
\]

with \( k_T = p|T| \) and \( k_C = p|C| \) for some percentage \( p \). Hence, the PCG can be computed on both subsets separately and
summed up. In an L2R setup, that means (i) creating two queries, one for the treatment and one for the control group, (ii) using the PCG measure for each query, and (iii) aggregating the resulting PCG values. Note that the $k$ is different for each query, which requires a small modification to the learning systems.

### 3.2.3 Summary

In this section we summarize the different steps needed to use L2R for UM.

**Step 1.** Choose one of the two settings: the separate or joint setting. Note that the latter is closer to how uplift models are to be used in practice as producing a ranking for new data implies that none of these new instances has yet been treated.

**Step 2.** Select a target UM evaluation measure from Table 2 (conditional on the choice made in Step 1) or use PCG (see Section 3.2.2) to assign relevance values to (training) instances (see Tables 3 and 4 and Section 3.2.2).

**Step 3.** Use an existing L2R technique such as LambdaMART to optimize the full ranking or the top-$k$ according to a selected L2R metric, for either one or two queries, depending on the choice made in Step 1.

## 4 Experiments

In this section, we present several experiments to investigate whether and how L2R techniques can be successfully used in the context of UM. In Section 4.1, we first provide information on the datasets and software used. Section 4.2 covers the first experiment in which we analyze the differences between the value function definitions of the UM performance measures (Table 2) through simulation. This experiment provides useful insights to guide the selection of a target UM evaluation measure for UM with L2R (see Step 2 in Section 3.2.3). In Section 4.3, we compare the performance of a traditional pointwise UM approach, i.e., the flipped label approach, to those of similar listwise L2R approaches. Section 4.4 looks at how the use of different relevance values than those presented in Tables 3 and 4 for a specified target UM evaluation measure affects the performance of the L2R approach (see Step 2 in Section 3.2.3). In Section 4.5, we investigate the effectiveness of optimizing rankings for the top-$k$ instead of the full dataset (see Step 3 in Section 3.2.3). Finally, in Section 4.6 we compare the performance of the best performing L2R setup to state-of-the-art UM techniques.

### 4.1 Experimental Setup

#### 4.1.1 Datasets

We use three publicly available datasets originating from randomized controlled trials for the experiments. An overview of the characteristics of the datasets is provided in Table 5.

**Table 5**

| Description | Information | Hillstrom | Criteo |
|-------------|-------------|-----------|--------|
| Channel     | Insurance   | Online clothing | Marketing |
| Channel     | E-mail      | E-mail    | Advertisement |
| Total size  | 10,000      | 64,000    | 25,309,483     |
| # Treatment observations | 4,972 | 21,387 | 21,409 |
| # Control observations | 5,028 | 21,306 | 3,901 |
| # Variables | 68          | 10        | 14        |
| Response variable (binary) | Purchase | Visit | Visit |
| Treatment-to-control size ratio | 0.99:1 | 1:1 | 5.48:1 |
| Treatment positive rate | 20.37% | 15.14% | 4.41% |
| Control positive rate | 19.55% | 10.62% | 2.61% |
| Uplift initial campaign | 0.82% | 4.52% | 1.80% |

The first dataset is part of the Information R package. The data relates to a marketing campaign in the insurance industry and the response variable indicates whether or not a purchase happened. The second dataset is published on the website MineThatData and contains data on an e-mail marketing campaign concerning clothing merchandise. The dataset includes three response variables: ‘visit’, ‘purchase’ and ‘conversion’. The first two are binary variables, while the third is a numerical response variable that represents the amount of money spent. The dataset includes 64,000 observations with $1/3$ targeted with an e-mail campaign concerning men’s clothing, $1/3$ targeted with an e-mail campaign concerning women’s clothing and $1/3$ not targeted. For this dataset, in line with [17] to facilitate comparison, the ‘visit’ variable is selected as the response variable of interest and the selected treatment is the e-mail campaign for women’s clothing (reducing the dataset to 42,693 observations). The last dataset is obtained from the Criteo AI Lab [12] and contains data resulting from several incrementality tests in advertising. The dataset consists of more than 25 million observations, but due to computational reasons, a random subsample of 0.1 percent is used, reducing the dataset size to 25,310 observations.

#### 4.1.2 Software

The L2R technique employed in the experiments is LambdaMART, for which we use the implementation from the open-source RankLib package which is implemented in Java. As LambdaMART relies on gradient boosted trees (see Section 3), for fair comparison, we also use gradient boosted trees for all traditional UM approaches. For this, we rely on the implementation in the xgboost R package [47].

Random stratified sampling was applied to the treatment and control groups of each dataset to split them into 80 percent training and 20 percent test data while

---

1. https://cran.r-project.org/web/packages/Information/index.html
2. https://blog.minethatdata.com/2008/03/minethatdata-e-mail-analytics-and-data.html
3. https://ailab.criteo.com/criteo-uplift-prediction-dataset/
4. https://sourceforge.net/p/lemur/wiki/RankLib/
preserving the overall response rate within each group. All reported results are on the test set, unless explicitly stated otherwise. Parameter tuning was done upfront based on the performance on a validation set containing 20 percent of the data and hyperparameters are kept identical for all experiments in the paper (500 trees and a learning rate of 0.01). Each experiment is repeated 10 times. Reported results are averages of these different runs, and in plots we visualize the range between the minimum and the maximum value as a shaded area.

4.2 Experiment 1: Comparing UM Performance Measures Through Simulation

To optimize L2R techniques for UM, we need to select a UM evaluation measure from Table 2. From the table, one can see that the normalization used to account for possible differences in treatment and control group sizes is a differentiating factor. To better understand these differences, we simulate data for three different scenarios with regard to the sizes of the treatment and control groups, produce a ranking for each scenario, and compare how these rankings are evaluated by the different UM evaluation measures presented in Table 2.

The simulation consists of two populations: the treatment group with a response rate of 7 percent and the control group with a response rate of 5 percent. Each instance is assigned a value for \( \hat{t}(x) \) between 0 and 1 depending on the category the instance is in (i.e., TR, TNR, CR or CNR). To simulate uplift, we use the following procedure: for a TR and CNR, we uniformly sample from the interval \([0, 1.0]\), while for a CR and TNR we sample from the interval \([0.0, 0.8]\). These intervals ensure that TR and CNR instances will appear higher in the overall ranking than CR and TNR instances. In a next step, we sample from both treatment and control groups to create three scenario’s: (1) a balanced setting with an equal number of instances in both groups \(|T| = |C|\), (2) an imbalanced setting with a larger treatment group \(|T| = 9|C|\) and (3) an imbalanced setting with a larger control group \(|C| = 9|T|\).

Because each instance is assigned a value for \( \hat{t}(x) \), we can create a ranking for each scenario and compare how these rankings are evaluated by the different UM metrics. To this end, we visualize the different curves (and corresponding baselines) obtained for both the absolute and relative definitions in Figs. 2 and 3, respectively. We split up the analysis for the absolute and relative definitions as they have different units of measurement.

For the absolute definitions, we observe in Fig. 2 that the Qini curves behave quite similar for the separate and joint setting at first sight. However, a closer inspection shows that higher a Qini Curve, and thus a higher AUUC, is obtained for the separate setting. For the Qini curves, AUUC values are all positive but differ significantly depending on the sizes of the groups. For the Uplift curves, on the other hand, the behavior of the curves in separate and joint setting, as well as for the different scenarios, is very different. Moreover, for the Separate Absolute Uplift Curve, AUUC values turn negative when the control group is significantly larger than the treatment group,
which is due to the fact that there is no normalization between the treatment and control groups for this UM performance measure.

For the two relative definitions in Table 2, we observe in Fig. 3 that there are no differences in the curves (and the corresponding AUUC values) for the different scenarios in the separate setting. Recall from Section 2.2 that the Separate Relative Uplift Curve is equivalent to the Separate Absolute Qini Curve up to the constant scaling factor $|T|$, which implies that the curves in Fig. 3a are rescaled versions of the ones in Fig. 2a, and that the same ranking would be obtained when these measures are used for optimization. For the joint setting in Fig. 3b, in contrast to the separate setting, we observe that a different scenario results in a shift of the Uplift Curve. A possible explanation is that one group is overrepresented in the top fraction of the ranking, causing the uplift to be one-sided. However, the AUUC values are very similar. Finally, by comparing the separate and joint settings for the balanced scenario in Fig. 3c, we observe that we get a higher Uplift Curve for the separate setting, and thus a higher AUUC. This is also true for the other scenarios. The reason is that, in the separate setting, the number of TR instances in the top fraction is much higher than in the joint setting, in which we see relatively more CNR instances in the top fraction, which heavily influences the Uplift curves in the early parts of the plot.

Given the above comparisons for the simulated rankings, we consider the relative definitions to be more robust to differences in treatment and control group sizes as these UM evaluation measures are (rather) stable under the three different scenarios. As this can be considered a useful property, in the experiments that follow, we use the relative UM measures, both in separate and joint setting.

### 4.3 Experiment 2: Pointwise UM Versus Listwise L2R

Recall that the flipped label approach can be considered as a pointwise L2R method in which a single model has to rank TRs higher than TNRs and CNRs higher than CRs. Hence, both TRs and CNRs are assigned a new label $z = 1$, whereas the rest is labeled $z = 0$ with $z \in \{0, 1\}$. For the flipped label approach, there is thus no need to separate instances in different groups. In this experiment, we compare this baseline uplift model with the listwise L2R technique LambdaMART. In this regard, recall from Section 4.1.2 that we use gradient boosted trees as learning algorithm for all traditional UM approaches to ensure a fair comparison with LambdaMART.

In the flipped label approach, no distinction is made between TRs and CNRs, and TNRs and CRs. In L2R context, this is similar to the separate setting as the relevant instances of each query have no relation to each other. Therefore, we compare the flipped label approach to L2R by using LambdaMART for two separate queries, one for the treatment group and one for the control group. As for the relevance values we use binary values in accordance with the labels used in the flipped label approach.

Typically, LambdaMART is used to optimize only the top-$k$ of the ranking (as users of for example search engines typically only focus on the first $k$ results), however, in order to compare with the baseline uplift model we use LambdaMART to optimize over all instances. Therefore, in this experiment, $k$ is set equal to the number of training instances in the group considered (either treatment or control). Finally, we use LambdaMART to optimize four different metrics: MAP, DCG, NDCG and PCG.

Fig. 4 shows the relative Uplift curves for the baseline uplift model and the different LambdaMART setups for the three different datasets. On the Information dataset (Fig. 4a), the pointwise UM approach performs better than the standard LambdaMART setups based on DCG, NDCG and MAP. However, for LambdaMART optimized with our PCG metric, the Uplift curve shows higher cumulative incremental gains in the early parts of the plot when compared to the pointwise UM approach. On the Hillstrom dataset (Fig. 4b), LambdaMART with MAP, DCG, NDCG and PCG perform equally well compared to the pointwise UM approach, and perform significantly better for proportions of the population treated above 40 percent. Finally, on the Criteo dataset (Fig. 4c), all techniques achieve high cumulative incremental gains in the early parts of the plot (first 10 percent of the population treated). However, for proportions of the population treated between 10 and 40 percent, the pointwise UM approach performs worse than the listwise L2R approaches.

We further analyze the results by examining the AUUC values presented in Table 6. The pointwise UM approach performs better than the listwise L2R approaches on the Information dataset with only LambdaMART PCG coming close. However, the listwise L2R approaches marginally perform better on both the Hillstrom and Criteo datasets.

In summary, the results of this experiment indicate that listwise L2R approaches can be viable alternatives to pointwise UM approaches. Further, we observe that, for the datasets considered, using the proposed PCG metric to optimize LambdaMART always leads to a better result compared to using one of the other L2R metrics considered.
4.4 Experiment 3: Different Sets of Relevance Values

In this experiment, we investigate how the use of different relevance values than those presented in Tables 3 and 4 for a specified target UM evaluation measure affects the performance of the L2R approach. In this regard, recall that in Section 3.2.1 we determined appropriate relevance values for each UM evaluation measure. Based on these values, presented in Tables 3 and 4, and the relevance values used for the flipped label approach in Section 4.3, we can create the four different sets of relevance values presented in Table 7. We test these different relevance value sets for both the separate and joint setting and use DCG, NDCG and PCG as optimization metrics for LambdaMART. These metrics are chosen because they can handle graded relevance values.

For the use of separate queries, the results are reported in Table 8 in terms of AUUC values of the Separate Relative Uplift Curve. We observe that in all possible settings, PCG consistently performs best when compared to other metrics. On the Information dataset, the NDCG performs significantly worse compared to the other approaches, with the ‘absolute relevance 3’ setting being the exception, however, on the Hillstrom and Criteo datasets, the performance of the NDCG metric is fairly equal to that of the DCG metric. More interestingly, despite the fact that PCG with ‘relative relevance’ labels is exactly the same as optimizing AUUC, using one of the absolute relevance label sets performs marginally better on the Information and Hillstrom datasets. For the use of a joint query, the results are reported in Table 9 in terms of AUUC values of the Joint Relative Uplift Curve. Also in this setting, we observe that PCG consistently outperforms the other metrics. Furthermore, now an absolute relevance value set performs best for all datasets and metrics (while also here the use of ‘relative relevance’ labels in combination with PCG is equivalent to optimizing AUUC). Finally, also note that the NDCG shows improved and nearly equal results to those of DCG on all datasets, including the Information dataset. This is as expected, as in theory, NDCG and DCG should produce equal results when there is only one query.

In summary, the above results are somewhat surprising. While they do confirm that PCG is better suited to the task, the use of less theoretically motivated relevance values is shown to be able to produce good results too.

4.5 Experiment 4: Optimizing Rankings for the Top-\(k\)

In UM, as in information retrieval, often only the top-\(k\) fraction of the ranking is of interest to the user. For example, in
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**TABLE 6**

Experiment 2. AUUC Values of the Separate Relative Uplift Curve for the Baseline Uplift Model and the Different LambdaMART Setups

| Technique               | Information | Hillstrom | Criteo |
|-------------------------|-------------|-----------|--------|
| Flipped label approach  | 0.02052     | 0.02858   | 0.01479|
| LambdaMART MAP          | 0.01237     | 0.03038   | 0.01556|
| LambdaMART DCG          | 0.01520     | 0.02960   | 0.01522|
| LambdaMART NDCG         | 0.00935     | 0.03032   | 0.01523|
| LambdaMART PCG          | 0.01938     | 0.03077   | 0.01578|

*Values in bold: best value on that dataset.*

**TABLE 7**

Experiment 3. Different Sets of Relevance Values

| Set                      | TR  | TNR | CR  | CNR |
|--------------------------|-----|-----|-----|-----|
| Absolute relevance 1     | 1   | 0   | 0   | 1   |
| Absolute relevance 2     | 1   | 0   | -1  | 0   |
| Absolute relevance 3     | 3   | 1   | 0   | 2   |
| Relative relevance       | 1/3 | 0   | -1/3| 0   |

**TABLE 8**

Experiment 3. AUUC Values of the Separate Relative Uplift Curve

| Set                      | DCG  | NDCG | PCG  | DCG  | NDCG | PCG  | DCG  | NDCG | PCG  |
|--------------------------|------|------|------|------|------|------|------|------|------|
| Absolute relevance 1     | 0.01520 | 0.00935 | 0.01938 | 0.02960 | 0.03032 | 0.03077 | 0.01522 | 0.01523 | 0.01578 |
| Absolute relevance 2     | 0.01520 | 0.00678 | 0.01938 | 0.02960 | 0.02893 | 0.03077 | 0.01522 | 0.01555 | 0.01578 |
| Absolute relevance 3     | 0.01520 | 0.01524 | 0.01938 | 0.02960 | 0.02953 | 0.03077 | 0.01522 | 0.01538 | 0.01578 |
| Relative relevance       | 0.01382 | 0.00677 | 0.01829 | 0.02961 | 0.02893 | 0.03055 | 0.01549 | 0.01555 | 0.01601 |

*Values in bold: best value in that column. Underlined values: best value on that dataset.*
marketing or churn prediction, the size of the fraction is determined by the campaign budget. One of the properties of LambdaMART and other L2R systems is their ability to optimize for the top-$k$ specifically. Current UM techniques, however, all aim to optimize the entire ranking. Therefore, in this experiment, we investigate whether specifically optimizing for a specific top-$k$ by using L2R can be successfully applied to UM. In the experiments above, we always optimized the rankings for the entire datasets by setting $k$ equal to the number of training instances in the group considered (either treatment, control or both).

In this experiment, we optimize LambdaMART for $k$ values equal to 10, 30 and 50 percent. For each of these $k$ values, we then check the Uplift curves and AUUC values for both separate and joint settings. Additionally, we compare the results with our previous experiments in which we optimized the rankings for the entire datasets. We present the results of LambdaMART optimized with our PCG metric. We further use for relevance values the ‘relative relevance’ set as this is closest to directly optimizing AUUC. We also carried out this experiment with the DCG and NDCG metrics used for optimization, and with relevance values as in the ‘absolute relevance 3’ setting, however, these settings provided similar insights and therefore the results are not reported for brevity.

For each model, we visualize the Uplift curves from both an optimization and generalization perspective. The optimization perspective shows the results of the models when evaluated on the training set (which is only indicative of the effect of training). The generalization perspective shows the results of the models when evaluated on the test set (the proper way to evaluate the model). The results are shown in Figs. 5 and 6 for the separate and joint settings, respectively.

The plots from an optimization perspective for both the separate and joint setting show that the L2R techniques can optimize for a specific $k$ value. We see that these Uplift curves have change points, after which their behavior changes. These effects are most clearly visible in the joint setting, where it is especially pronounced for $k = 10\%$, for which we observe peaks around the 10 percent marks, followed by declines in the cumulative incremental gains.

When investigating the effect of optimizing for a specific top-$k$ on the test set, i.e., how well the results generalize to new data, the figures provide a less clear answer. Table 10 provides a closer look by presenting the AUUC values of the relative Uplift curves from the generalization perspective at the different $k$ values. We observe that optimizing for a specific $k$ value shows better performance than optimizing for the entire dataset only in some cases (mainly on the Criteo dataset). However, in general, we see that there is no direct relation
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**Table 9.** Experiment 3. AUUC Values of the Joint Relative Uplift Curve

| Set                | Information | Hillstrom | Criteo |
|--------------------|-------------|-----------|--------|
|                    | DCG         | NDCG      | PCG    |
| Absolute relevance 1 | 0.01396     | 0.01452   | 0.01940 |
| Absolute relevance 2 | 0.01101     | 0.01116   | 0.01536 |
| Absolute relevance 3 | 0.01563     | 0.01473   | 0.02300 |
| Relative relevance  | 0.01052     | 0.01031   | 0.01573 |

Values in bold: best value in that column. Underlined values: best value on that dataset.

For each model, we visualize the Uplift curves from both an optimization and generalization perspective.
between optimizing for a specific \( k \) value and the results obtained for that value on the test set, nor for other values. Hence, this is a negative result: while learning to optimize AUUC up to a specific cutoff is possible, there is no significant benefit compared to optimizing for the entire dataset (and total AUUC) on the three datasets used in our experiments.

### 4.6 Experiment 5: LambdaMART PCG versus State-of-the-Art UM Techniques

In this last experiment we compare the L2R LambdaMART technique, used in combination with our PCG metric, to state-of-the-art UM techniques. In experiment 2 (Section 4.3), we focused on comparing the performance of different LambdaMART setups to that of the flipped label approach. By contrast, in this experiment we focus on comparing the performance of the best LambdaMART setup to that of the multiple state-of-the-art UM techniques. Next to the flipped label approach, we also consider the dummy treatment approach, the two model approach, and the uplift random forest (see Section 2.1). Of all these techniques, the uplift random forest shows the most consistent performances according to a previous benchmark study [5]. For the L2R setup, we opt for LambdaMART with PCG and ‘relative relevance’ values in a separate setting. We also carried out the experiment with the ‘absolute relevance’ values, however, we do not report the results as they lead to the same conclusions.
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**Fig. 6.** Experiment 4. Relative Uplift curves in joint setting at multiple cutoffs. The first row is tested on the training set. The second row is tested on the test set.

**TABLE 10**

| Experiment 4. AUUC Values of Relative Uplift Curves at Multiple Cutoffs on the Test Set |
|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
|                                 | Separate Relative AUUC at cutoff |                                 | Joint Relative AUUC at cutoff |
|                                 | 10% | 30% | 50% | 100% | 10% | 30% | 50% | 100% |
| **Information**                 |     |     |     |      |     |     |     |      |
| PCG @ 100%                      | 0.00037 | 0.00384 | 0.00900 | 0.02178 | 0.00034 | 0.00271 | 0.00616 | 0.01573 |
| PCG @ 10%                       | 0.00026 | 0.00159 | 0.00368 | 0.01150 | 0.00040 | 0.00232 | 0.00495 | 0.01264 |
| PCG @ 30%                       | 0.00030 | 0.00299 | 0.00731 | 0.01819 | 0.00030 | 0.00246 | 0.00611 | 0.01608 |
| PCG @ 50%                       | **0.00049** | **0.00419** | **0.00942** | **0.02143** | 0.00021 | 0.00257 | 0.00646 | 0.01690 |
| **Hillstrom**                   |     |     |     |      |     |     |     |      |
| PCG @ 100%                      | 0.00037 | 0.00332 | 0.00947 | 0.03060 | 0.00037 | 0.00319 | 0.00905 | 0.03027 |
| PCG @ 10%                       | 0.00032 | 0.00318 | 0.00901 | 0.02980 | 0.00029 | 0.00296 | 0.00853 | 0.02920 |
| PCG @ 30%                       | 0.00037 | 0.00323 | 0.00934 | 0.03045 | 0.00035 | 0.00313 | 0.00887 | 0.03001 |
| PCG @ 50%                       | **0.00038** | **0.00321** | **0.00935** | **0.03043** | 0.00021 | 0.00257 | 0.00666 | 0.01690 |
| **Criteo**                      |     |     |     |      |     |     |     |      |
| PCG @ 100%                      | 0.00059 | 0.00354 | 0.00671 | 0.01575 | 0.00088 | 0.00380 | 0.00691 | 0.01554 |
| PCG @ 10%                       | 0.00063 | 0.00353 | 0.00681 | 0.01577 | 0.00087 | 0.00392 | 0.00725 | 0.01599 |
| PCG @ 30%                       | 0.00062 | 0.00368 | 0.00706 | 0.01608 | 0.00092 | 0.00383 | 0.00689 | 0.01545 |
| PCG @ 50%                       | 0.00058 | 0.00353 | 0.00676 | 0.01580 | 0.00088 | 0.00377 | 0.00684 | 0.01533 |

The left half is in the separate setting and the right half in the joint setting. Values in bold: performance of PCG @ \( k \) is higher than PCG @ 100 percent in that cell. Underlined values: best value in that cell.
technique. However, on the Hillstrom and Criteo datasets, LambdaMART PCG shows improved performance over the UM techniques. On the Hillstrom dataset, LambdaMART PCG achieves 4 percent cumulative incremental gains as the only technique at 50 percent of the population treated, whereas the other techniques only achieve this when treating almost everyone. For the Criteo dataset, we observe that the flipped label approach performs well when treating only 10 percent of the population, however, for higher treatment percentages LambdaMART PCG outperforms the UM techniques. Also notice that some UM techniques even perform worse than the baseline for very high treatment percentages.

We further analyze the results by examining the AUUC values presented in Table 11. On the Information dataset, all UM techniques perform better in terms of AUUC than LambdaMART PCG. However, on both the Hillstrom and Criteo datasets, LambdaMART PCG performs better in terms of AUUC than the UM techniques. Additionally, we present the AUUC results for the relative joint setting, however, based on the results the same conclusions can be drawn. In summary, these results thus show that the L2R LambdaMART technique can compete with existing state-of-the-art UM techniques, and in some scenarios can even do better.

5 DISCUSSION

In our first experiment, we compared different definitions of the Qini and Uplift curves by analyzing performance results on simulated rankings. The results showed that the sizes of the treatment and control groups heavily influence the cumulative incremental gains when expressed in absolute terms. Expressing the cumulative incremental gains in relative terms results in a more robust evaluation. Based on these results, we continued our experiments by focusing on the relative evaluation measures (and their corresponding AUUC values) for both the separate and joint settings, in which we rank the treatment and control groups separately or as one joint group, respectively. Note that in this work we only consider the binary treatment case, i.e., an instance is either treated or not treated. However, this could be extended to multiple treatments by creating a query for each treatment as this is very straightforward in L2R.

In the second experiment, listwise L2R techniques are compared to the pointwise UM flipped label approach in the separate setting. We test LambdaMART with both standard L2R metrics, such as DCG and NDCG, and with our own AUUC-centric metric, PCG. The results show that LambdaMART with PCG performs equal to or better than the flipped label approach which already indicates that listwise L2R techniques can be viable alternatives to pointwise UM techniques.

In the third experiment, we investigated whether the use of different sets of relevance values significantly affects the performance of the L2R approaches. The results of this experiment clearly indicate that our PCG metric outperforms standard L2R metrics in the different settings considered. When optimizing PCG with the ‘relative relevance’ values, we directly optimize the AUUC. However, the results show that the use of less theoretically motivated relevance values also produces good results, and even marginal improvements in performance. In the separate setting, this can be explained by the fact that changing the relevance values does not affect the preference orders. However, in the joint setting, changing the relevance values does affect the preference orders between the four categories (TR, TNR, CR, and CNR). Future research could investigate the effects of different sets of relevance values. Moreover, this also paves the way to future research on multipartite ranking methods in a UM context.

| Technique                        | Information | Hillstrom | Criteo |
|----------------------------------|-------------|-----------|--------|
| LambdaMART PCG                   | 0.01829     | 0.03055   | 0.01601|
| Dummy treatment approach         | 0.02392     | 0.02935   | 0.01165|
| Two model approach               | **0.02610** | 0.02820   | 0.01213|
| Flipped label                    | 0.02052     | 0.02858   | 0.01479|
| Uplift random forest             | 0.02210     | 0.02744   | 0.01287|

| Technique                        | Information | Hillstrom | Criteo |
|----------------------------------|-------------|-----------|--------|
| LambdaMART PCG                   | 0.01971     | 0.03057   | 0.01677|
| Dummy treatment approach         | 0.02283     | 0.02950   | 0.01181|
| Two model approach               | **0.02578** | 0.02840   | 0.01224|
| Flipped label                    | 0.02050     | 0.02865   | 0.01418|
| Uplift random forest             | 0.02163     | 0.02746   | 0.01174|

Values in bold: best value on that dataset.
The fourth experiment investigated the potential of optimizing rankings for the top-k in UM. From an optimization perspective, we often did observe a change in behavior as change points in performance were clearly identified around the k value used in optimization. This effect was observed in both the separate and joint settings, however, it is more distinguishable in the joint setting, indicating that the joint setting is more suitable for optimization. However, these results did not generalize to the test set. This experiment thus indicates that optimizing rankings for top-k fractions of the population is possible, but that there is no significant benefit compared to optimizing for the entire dataset.

Finally, in the fifth experiment, we compared the performance of LambdaMART PCG, which is the best performing L2R setup, to those of existing state-of-the-art UM techniques. The UM techniques show varying performances on all datasets. On the Information dataset, the UM techniques do seem to perform better than LambdaMART PCG. However, on the Hillstrom and Criteo datasets, the results show that LambdaMART PCG outperforms the UM techniques in terms of AUUC. These results indicate that LambdaMART PCG is able to better identify the most impactful instances for smaller proportions of the population treated compared to the UM techniques. Therefore, we can conclude that L2R techniques can be added to the UM toolbox of techniques.

6 Conclusion

Causal classification models estimate for each instance the causal effect of a treatment on an outcome variable of interest, i.e., the individual treatment effect. If both treatment and outcome are binary variables, ITE estimates allow one to rank instances from a large positive effect to a large negative effect. In uplift modeling, one is exactly interested in this ranking rather than in the ITE estimates themselves, as the aim is to identify the instances that are most likely to respond as an effect of being treated. Uplift models estimate the ITE and then use it to build a ranking from which a fraction is selected for treatment. On the other hand, Learning to Rank techniques comprise techniques specifically designed to optimize the quality of predicted rankings directly, rather than the quality of predicted values that serve to rank instances. This paper explores the possibility of using L2R techniques, more specifically the well-known LambdaMART technique, in a UM context.

Before UM was cast as an L2R problem, an analysis of the current evaluation metrics of UM was done. This analysis shows conflicting definitions in the literature. The main differences among definitions are (1) whether the treatment and control groups are considered as separate groups or as one joint group and (2) whether the cumulative incremental gains are expressed in absolute units or in relative percentages.

Our experiments show that standard L2R techniques can be viable alternatives to UM techniques by comparing their performances in terms of Area Under the Uplift Curve (AUUC) for two UM metric definitions selected (the Separate Relative Uplift Curve and Joint Relative Uplift Curve). With the promoted cumulative gain we have created a new L2R metric which promotes relevance values of instances earlier in the ranking, instead of discounting relevance values of instances further in the ranking. The PCG is exactly the AUUC metric from UM and can be readily used by the LambdaMART L2R technique. Moreover, using the proposed PCG metric to optimize LambdaMART is shown to produce better results in terms of AUUC than using standard L2R metrics and to achieve equal or better results than the baseline uplift model (i.e., the flipped label approach).

This paper also tested the effectiveness of optimizing rankings for the top-k instead of the full dataset in a UM context. Models were trained to optimize their rankings for the top 10, 30, 50 and 100 percent. While the results show that learning to optimize rankings for a specific top fraction of the population is possible, from a generalization perspective, no significant benefits can be observed compared to optimizing for the entire dataset.

Finally, with the last experiment we have shown that LambdaMART PCG can compete with existing state-of-the-art UM techniques and even lead to improved performances in terms of AUUC. Overall, our results confirm that L2R can be regarded as a viable alternative to the existing UM methodology by focusing on modeling the ranking directly instead of predicting values that are used to produce a ranking. This work brings up new research questions for future research:

- Future research could look into other listwise L2R techniques.
- Further investigating the effects of using different relevance values for CNRs and TNRs is another possibility.
- The potential of multipartite ranking methods [48] could be explored in UM context, which is related to the previous point.
- One of the open questions in UM is the use case of having multiple treatments [21]. The L2R framework readily allows one to plug in multiple treatments by considering each treatment as a separate query.
- Finally, as illustrated with the PCG metric, the L2R framework allows optimizing rankings for custom metrics. This creates the opportunity to include profit-centric metrics into the modeling phase. Future research could for example look into integrating the Maximum Profit Uplift (MPU) metric, specifically created for UM [13], into the L2R framework with the aim of obtaining rankings that result in higher profits.
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