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Abstract—In this paper, we come up with a simple yet effective approach for instance segmentation on 3D point cloud with strong robustness. Previous top-performing methods for this task adopt a bottom-up strategy, which often involves various inefficient operations or complex pipelines, such as grouping over-segmented components, introducing heuristic post-processing steps, and designing complex loss functions. As a result, the inevitable variations of the instances sizes make it vulnerable and sensitive to the values of pre-defined hyper-parameters. To this end, we instead propose a novel pipeline that applies dynamic convolution to generate instance-aware parameters in response to the characteristics of the instances. The representation capability of the parameters is greatly improved by gathering homogeneous points that have identical semantic categories and close votes for the geometric centroids. Instances are then decoded via several simple convolution layers, where the parameters are generated depending on the input. In addition, to introduce a large context and maintain limited computational overheads, a light-weight transformer is built upon the bottleneck layer to capture the long-range dependencies. With the only post-processing step, non-maximum suppression (NMS), we demonstrate a simpler and more robust approach that achieves promising performance on various datasets: ScanNetV2, S3DIS, and PartNet. The consistent improvements on both voxel- and point-based architectures imply the effectiveness of the proposed method. Code is available at: https://git.io/DyCo3D.

Index Terms—Point cloud, instance segmentation, dynamic convolution, deep learning

1 INTRODUCTION

Instance segmentation is significantly more challenging than semantic segmentation because it requires identifying every individual instance of a class, and the visible extent of each. The information recovered has proven invaluable for scene understanding, however. With the easy availability of various 3D sensors, such as LiDAR and laser scanner, 3D understanding is drawing increasing attention for its numerous promising applications, such as autonomous driving [2, 3], robotics [4, 5], virtual reality [7], [8], [9], [10], [11], to name a few. Although significant advances have been made in the 2D image domain [12], [13], [14], [15], the counterpart in 3D point cloud has proven far more challenging, due to the inherent irregularity, sparsity of the data, and larger searching space of 6 Degrees-of-Freedom (DoF). Directly extending the methods from 2D image to 3D point cloud might lead to inferior performance. By way of example, Mask R-CNN [12], which has shown great success in the 2D domain, performs poorly when directly utilized in the 3D applications [16].

Existing methods have explored several ways to address this challenging task. Most top-performing approaches apply a bottom-up strategy. PointGroup [1] generates proposals of instances by gradually merging neighboring points that have the same category label. Both original and centroid-shifted points are explored with a manually specified searching radius, followed by a ScoreNet to estimate the objectness of the proposals. Some other approaches [17], [18], [19], [20], [21], [22], [23], [24], [25] predict point-wise (or patch-wise) embedding to group points (or patches) into individual instances. For testing, an extra clustering algorithm, such as mean-shift or greedy clustering, is required to obtain the final results. Although promising performance has been achieved on benchmarks like ScanNetV2 [26] and S3DIS [27], these bottom-up methods often suffer from several drawbacks:

- The performance of these methods is sensitive to the values of the heuristic hyper-parameters. For example, the predefined neighbouring searching radius in PointGroup [1] and 3D-MPA [20] has a great impact on the final accuracy, as the value chosen directly determines the quality of the instance proposals. Modifying the clustering radius from 3cm to 2cm results in mAP of PointGroup dropping by more than 6%, and more than 20% if the value is set to 1cm. Qualitative results are shown in Fig. 1, illustrating the method’s limited robustness and generalization capability. In addition, a large number of empirical settings also need to be carefully tuned, for example, the embedding dimension, loss weights, distance thresholds for positive and negative examples, and the value of bandwidth in mean-shift
Embedding-based methods encourage the learned embeddings of the same instance to be pulled to each other while pushing those of different instances as far away from each other as possible. The key to the success is to learn discriminative embeddings. To this end, [18], [19], [22] designed complicated loss functions. [21] proposed to optimize a Multi-Value Conditional Random Fields (MV-CRF). [25] requires a pre-processing step, graph cut clustering, to obtain a bunch of super-voxels. These methods ignore the spatial distributions of instances and introduce complex pre- and post-processing steps, rendering them unsuitable for real-time applications such as robotics and virtual reality.

There also exists a few top-down based methods [16], [28], [29], which first detect 3D bounding boxes, and then instance segmentation is obtained by finding out the foreground points for each cluster.

- Embedding-based methods encourage the learned embeddings of the same instance to be pulled to each other while pushing those of different instances as far away from each other as possible. The key to the success is to learn discriminative embeddings. To this end, [18], [19], [22] designed complicated loss functions. [21] proposed to optimize a Multi-Value Conditional Random Fields (MV-CRF). [25] requires a pre-processing step, graph cut clustering, to obtain a bunch of super-voxels. These methods ignore the spatial distributions of instances and introduce complex pre- and post-processing steps, rendering them unsuitable for real-time applications such as robotics and virtual reality.

For the task of 3D instance segmentation, two types of knowledge are required: content (or appearance) and location. In contrast to traditional CNNs/MLPs, which struggle at achieving these due to the shareable weights, we propose a novel framework for 3D instance segmentation, DyCo3D, which surpasses previous top-performing approaches with strong robustness by applying dynamic convolution. Inspired by the works of [15], [30], DyCo3D encodes instances as a continuous function, in which the parameters are generated on the fly in response to the characteristics of instances. Different from 2D images, point cloud from 3D manifold faces a major challenge: data are collected from the surface of objects and may far from the object centroids, causing failure to directly use the methods of [15], [31], [32] which utilize the predictions from the central areas of instances to achieve higher accuracy. To address the issue, we follow [33] by first predicting the centroids of instances.

A grouping algorithm [1] is then applied to explore the homogenous points that have close votes for instance centroids and identical semantic labels. A sub-network is deployed to explore the spatial distribution of each cluster and output the parameters to address the characteristics of instances. The parameters are expected to contain both geometric and semantic knowledge of the instances. Specifically, unlike previous top-down methods that explicitly encode position information by predicting 3D bounding boxes, our method, on the other hand, implicitly encodes it by concatenating relative position to the mask head. In addition, to further encode the category of the instance, we implement it in a straightforward way by constraining the convolution to the points that have the same category with the cluster. For example, a specific chair is masked out from the points that are classified as ‘Chair’, instead of all points of the scene. For masks generation, voxels(points) belonging to the specific instance will be segmented out through several simple convolutional layers.

Besides, as has been proved in the 2D image domain [36], [37], [38], [39], [40], rich context information is critical to the success of the perception tasks. We observe that in modern top-performing backbones [34], [35] for 3D instance segmentation, context is often limited, as illustrated in Fig. 2. Unlike objects of small sizes, such as ‘Chair’ and ‘toilet’ that have precise centroids predictions, points that are far from the centroids in large-size objects perform poorly due to the limited context. We address the problem by introducing a

![Fig. 1. A comparison of the instance segmentation results between our proposed DyCo3D and one of the top-performing approach PointGroup [1]. Our method shows strong robustness and generalization capability to the varying values of cluster radius, which is one of the most important hyper-parameters to the success of [1]. Different instances are presented with random colors, and rectangles highlight specific over-segmentation errors. Best viewed in color.](image1)

![Fig. 2. The illustration of per-point centroids prediction by current sparse convolution backbones [34], [35]. Different instances are presented with random colors. Points with gray color are the predicted centroids. It is difficult for the points that are far from the centroids due to the limited context information. Directly depending on the grouping algorithm [1], [20] for generating instance proposals often leads to sub-par performance and joint/fragmented instances.](image2)
small transformer module [41] to capture a long-range dependency and build high-level interactions among different regions. As the module is built upon the bottleneck layer, only limited computational overheads are introduced.

Our primary contributions are summarized as follows. (1) We propose DyCo3D, a novel framework for 3D point cloud instance segmentation, which is free from box prediction and embedding learning by using dynamic convolutions. DyCo3D is tailored for 3D point cloud, in which instances are encoded in a continuous function, conditioned on both relative position and categories. (2) Our proposed method presents strong robustness to the manually set hyper-parameters. Both qualitative and quantitative results are provided. (3) DyCo3D shows superiority in both effectiveness and efficiency. We conduct comprehensive experiments on various datasets, including both large-scale indoor scenes and CAD scanned objects. To further validate the effectiveness, we implement our method with both voxel-based and point-based architectures. The consistent improvements indicating that DyCo3D can serve as a strong alternative for 3D instance-level recognition tasks.

2 RELATED WORK

Feature Extraction on 3D Point Cloud. In contrast to the image domain, wherein the feature extraction is relatively mature (see e.g. VGGNet [42], ResNet [43] and ViT [44]), methods for 3D point cloud representation are still developing. The most prevalent approaches can be roughly categorised as: point-based [45], [46], [47], [48], [49], [50], [51], voxel-based [34], [35], [52], [53], [54], [55], projection-based [56], [57], [58], [59], [60], [61], [62] and hybrid methods [4], [63], [64], [65]. PointNet++ [45] is one of the pioneering point-based deep learning approaches. It exploits a shareable multi-layer perceptron (MLP) network to extract per-point representation. PointNet++ [46] extends this approach by introducing a nested hierarchical PointNet to extract local context information. Some methods [49], [50], [51] enhance the representation capability by using a continuous convolution to construct dynamic weights for each input point. Although simple, point-based methods have been widely applied in the tasks of 3D object detection [28], [33], [66], [67], semantic segmentation [48], [50], [51], and instance segmentation [18], [19], [22], [23], [29].

An alternative approach is transforming unordered points to regular 3D voxels. 3D convolution is then applied. The traditional 3D convolution operation is constrained by inefficient computation and limited GPU memory, as most resources are wasted on void space. In contrast, sparse convolution [34], [35], [68] is proposed to address the problem by focusing the computation on the data, rather than the space it occupies. Some other methods [54], [69], [70], [71] address the sparsity of the data by partitioning the 3D space into a set of structured trees.

Considering the success of convolution neural networks in the 2D image, a number of methods are proposed to project 3D point cloud to multi-view representation. 2D CNN is used to extract features, followed by a multi-view fusion module. 3DSIS [16] proposes to jointly fuse multi-view 2D RGB features with 3D geometric features. [62] operates directly on surface geometry by projecting local structure on the tangent plane for every point. [72], [73], [74], [75] achieves multi-modality fusion by merging both 2D and 3D features for perception tasks.

Instance Segmentation of 3D Point Cloud. Similar to the 2D image domain, instance segmentation on the 3D point cloud can be roughly categorized into two groups: top-down and bottom-up. Top-down methods often follow a detect-then-segment pipeline, which first detects 3D bounding boxes of the instances and then predicts the foreground points within the boxes. 3D-BoNet [28], for instance, first detects unoriented 3D bounding boxes from a single global representation by utilizing a Hungarian matching algorithm. For each bounding box, foreground points are selected by using point-level features. GSPN [29] leverages an analysis-by-synthesis strategy, in which object proposals are generated by first reconstructing them. Compared to the top-down approaches, wherein the 3D detection is often suboptimal, bottom-up approaches are more straightforward and have achieved promising performance. They group sub-components into instances. Methods following this pipeline have dominated the leaderboard of the ScanNet dataset [26]. The grouping techniques include point-wise metric learning [17], [18], [19], [22], [76], patch-wise metric learning [20], [25], and spatial aggregation [1], [20]. ASIS [22], for example, learns point-level embeddings and is supervised by a discriminative loss function [77], which encourages points belonging to the same instance to be mapped to close locations in a metric space while separating points belonging to different instances. Mean-shift algorithm is then applied to group individual points. OccuSeg [25] first divides points into super-voxels based on the clues of both appearance and position information by using a graph-based segmentation algorithm [78]. Patch-wise embedding is learned to merge patches that belong to the same instance. 3D-MPA [20] proposes to cluster patches through a Graph Neural Network. Some other works, e.g. PointGroup [1], generate proposals by exploring the void space between objects. Both original and centroid shifted sets are used to group points. SoftGroup [79] extends the idea by considering the soft labels of semantic segmentation for aggregating points. Each point can be associated with multiple categories to address the misclassification from semantic segmentation. SSTNet [80] introduces a semantic superpoint tree to merge intermediate nodes in a bottom-up manner. HAIS [81] proposes a hierarchical aggregation strategy by considering both point-level and set-level clusters.

Dynamic Convolution. Our approach is related to the recent works of [15], [30], [82], [83], wherein the dynamic convolutions are built upon light-weight modules to predict kernels for convolution. The major difference with regular convolution is the weights are not shared across different positions but rather generated dynamically at every position. [82] proposed to increase the model complexity by assembling multiple kernels in parallel. Attention weights are generated via an input-dependent linear projection layer. [49] came up with Lightconv by predicting different convolution kernels that are depth-wise separable. AdapTS [84] adapts to the input point and produces different binary masks by

1. http://kaldir.vc.in.tum.de/scannet_benchmark/
predicting the parameters for batch normalization. CondInst [15] attempts to address the 2D instance segmentation by applying a dynamic mask head. Information about an instance is encoded in the convolutional parameters. As the method is embedded with a detection pipeline FCOS [31], only the central areas of an instance are involved in mask decoding, which releases the burden for heavy computation and is free from optimization difficulties. However, due to the sparse nature of the 3D point cloud data, the points collected from the surface of objects may be far from the corresponding geometric centroids, making it hard to achieve selective predictions as in [15], [32]. In addition, the complexity of the scene in the 3D domain also makes it hard to discriminate the instances of different categories. In contrast, DyCo3D decodes masks of instances conditioned on both geometric and category predictions. As shown in the experiments, DyCo3D can achieve much better performance than CondInst and surpass previous methods on multiple benchmarks in both effectiveness and efficiency.

3 PROPOSED METHODS: DYCO3D FOR ROBUST 3D INSTANCE SEGMENTATION.

In DyCo3D, the core idea is to produce $Z$ sets of data-dependent convolutional parameters and parallel instance decoders in response to the characteristics of $Z$ different instances. Each decoder contains a set of essential representations of a specific instance, which will be used to distinguish it from all instances. Both category and position information are incorporated in the decoding process. Besides, as surface points are usually far from the geometric centroid, it is hard to constrain the prediction within the central areas, as is widely used in the 2D image domain [15], [31], [32], [85] to (1) provide accurate predictions and (2) reduce the computation cost in testing. To address this, a simple clustering algorithm is applied to explore the spatial distribution of each instance and incorporate a large context. At last, although sparse convolution neural networks [34], [35] have been proposed for efficient computation, most of the current models still limited to light-weight architectures, which are comparable to the ResNet18 and ResNet34 that are used in the 2D image. We propose to apply a Transformer module [41] on the bottleneck layer to incorporate a large context with negligible computation.

3.1 Overall Architecture

The structure of DyCo3D is depicted in Fig. 3. The input is a 2D matrix recording the point features $P \in \mathbb{R}^{N \times I}$, where $N$ is the total number of points and $I$ is the dimension of each point feature. The goal is to predict a set of point-level binary masks and their corresponding category labels, denoted as $\{(\hat{m}_k, \hat{c}_k)\}$, where $\hat{m}_k \in \{0, 1\}^N$, and $\hat{c}_k \in \{1, 2, \cdots, C\}$. $C$ denotes the category number. Compared with previous top-performing approaches [1], [20], where masks of instances are dependent on the proposals, our method is proposal-free and can produce instance masks using only a small number of $1 \times 1$ convolutional layers. The associated convolution filters are dynamically generated, conditioned on both spatial distribution of the data and the semantic predictions. As shown in Fig. 3, DyCo3D is comprised of three primary components: (1) A Backbone network which can be either volumetric [34], [35] or point-based [45], [46]. A light-weight transformer module is introduced, aiming to incorporate a large context and capture long-range dependencies. (2) A weight generator, that is achieved by grouping and re-voxelizing homogeneous points, is proposed to respond to the individual characteristics of each instance. (3) An instance decoder. Binary masks of instances are obtained in parallel, by applying several simple convolution layers with kernels of $1 \times 1$. Both position and category dependencies are added during the decoding.

3.2 Backbone Network

Our method is not restricted to any specific choice of 3D point cloud representation, both sparse convolution [34], [35] and point-based [45], [46] can be used. Following [1], [34], we construct a U-Net, which consists of an encoder and a decoder that have symmetrical structures. However, recent architectures are often constrained by a limited receptive field and representation capability, due to the small number of convolution layers and channels. We demonstrate this by regressing the centroids of instances. As shown in Fig. 2, points that are far from the centroid of an instance often show limited capability to predict the accurate offsets, leading to inaccurate grouping clusters. Recently, transformer modules have drawn much attention in various vision tasks [86], [87], partly due to its capability to capture long range dependencies. However, extra computational overheads are required due to the heavy quadratic
calculations in self-attention. To this end, we propose a light-weight transformer [41] on top of the encoder, which contains a much shorter length of tokens. The transformer module only contains the feature encoding part with only two multi-head self-attention layers, each of which is followed by a feed-forward layer. We apply relative position encoding for the feature learning. As only a small number of points in the bottleneck layer, very limited computing is added.

The output of the backbone is denoted as \( \mathbf{F}_b \in \mathbb{R}^{N \times D} \), where \( D \) is the dimension of the output channel. Three parallel heads are built upon \( \mathbf{F}_b \) for semantic segmentation \( (\mathbf{F}_{\text{seg}} \in \mathbb{R}^{N \times C}) \), offset prediction \( (\mathbf{O}_{\text{off}} \in \mathbb{R}^{N \times 3}) \), and instance masking \( (\mathbf{F}_{\text{mask}} \in \mathbb{R}^{N \times D'}) \), respectively, where \( C \) is the category number \( (C = 20 \text{ for ScanNetV2 and } 13 \text{ for S3DIS}) \).

Semantic Segmentation Head. We apply traditional cross entropy loss \( L_{\text{seg}} \) for semantic segmentation. Point-wise prediction of the category label can be easily obtained, indicated as \( \{l_{\text{seg}}\} = 1 \).

Centroid Offset Head. One of the inherent challenges in instance segmentation from point clouds is the density with which an object is sampled depends on the sensor distance and occlusions. In addition, the instances from indoor scenes often have a large variations in both sizes and aspect ratios. Thus, using a unified radius for searching often causes the vulnerability of model. To address the problem, we follow VoteNet [33], by shifting points towards the corresponding centroids of instances. Point-wise prediction \( o^i_{\text{off}} \) is supervised by the following loss function:

\[
L_{\text{ctr}} = \frac{1}{N_i} \sum_{i=0}^{N} \| p^i - o^i_{\text{off}} - c^{i}\| \cdot \mathbb{I}(p^i)
\]

where \( p^i \) is the coordinates of the \( i \)-th point, \( o^i_{\text{off}} \) is the offset prediction of the \( i \)-th point, and \( c^{i}\) is the geometric centroid of the corresponding instance. \( \mathbb{I}(p^i) \) is an indicator function, representing whether \( p^i \) is a valid point for centroid prediction. \( N_i \) is the total number of the valid points. For example, the categories of ‘floor’ and ‘wall’ are ignored for instance segmentation in ScanNetV2 [26], making them free from offset predictions.

Masking Head. The masking head predicts a set of features \( \mathbf{F}_{\text{mask}} \in \mathbb{R}^{N \times D'} \) through an MLP layer, where \( D' \) is the number of the output channel. It is shared for all the instance decoders and taken as inputs to predict the desired instance mask in a fully convolutional fashion.

3.3 Dynamic Weight Generator

Due to the larger searching space of 6 Degrees-of-Freedom and heavy computational overheads, recent network architectures [34, 35] often select backbones with small channels and layer scalability, resulting in limited representation capability for point cloud data. To this end, we propose to first group homogenous points that have close votes for the geometric centroids and share the category predictions. Then instance-aware filters are dynamically generated by applying a small sub-network for a large context aggregation, as shown in Fig. 4. Provided both predicted semantic labels and centroids offsets, we are ready for grouping homogenous points by using a similar strategy that is used in [1]. Details of the algorithm can be found in Algorithm 1. However, different from [1] that directly treats the clusters as individual instance proposals, our method explores the spatial distribution of these points and generates filters in response to the characteristics of instances. Thus, our proposed method removes the dependencies between the quality of the proposals and the final performance. Comprehensive experiments demonstrate that our method is robust to the predefined hyper-parameters. Qualitative results can be seen in Fig. 1. The closest work to our approach is CondInst [15], where instance-aware parameters are generated for each valid pixel in the central area. However, we demonstrate that CondInst is not well suited for 3D point cloud for the following reasons: (1) As points are collected in the surface of objects, central areas are hard to define, leading to a heavy burden for computation and difficulties for optimization in training. (2) The filters are responsible for discriminating one instance from all other points, failing to adopt category knowledge. To address the above problems, we propose to: (1) generate filters for each homogenous cluster instead of each point. (2) restrict each filter responsible for instances from only one category.

Provided the offset predictions \( \{o^i_{\text{off}}\} = 1 \), distribution of centroids \( \{p^i_{\text{ctr}} \in \mathbb{R}^{3}\} = 1 \) can be easily calculated: \( p^i_{\text{ctr}} = p^i + o^i_{\text{off}} \). With \( \{o^i_{\text{ctr}}\} = 1 \) and semantic labels \( \{l_{\text{seg}}\} = 1 \), instances of different categories are separated to a certain
extent. We explore the void spaces among instances by applying a breadth-first searching algorithm (see Algorithm 1 for details) to group homogenous points that have identical semantic labels and close centroids predictions. Point \( p_i \) can be grouped with \( p_j \) if it satisfies: (1) \( l^i_{\text{seg}} = l^j_{\text{seg}} \); (2) \( \| p^i_{\text{ctr}} - p^j_{\text{ctr}} \|_2 \leq r \), where \( r \) is a pre-defined searching radius. The grouping algorithm ends up with a set of clusters \( \{ C_i \}_{i=1}^N \), where \( N \) refers to the total number of clusters. As only one specific category is considered for each cluster, the semantic label \( l^i_{\text{seg}} \in \mathcal{R} \) of cluster \( C_i \) can be easily obtained. We define \( l^i_{\text{seg}} = c \) if \( c \) is the dominant category of the points in cluster \( C_i \). We also label the geometrical centroids for cluster \( C_i \) as \( z^i_{\text{seg}} \in \mathbb{R}^3 \), which is calculated as the average of the coordinates of the points in \( C_i \). Thus, each cluster contains a bunch of points that are distributed across the whole instance or part of the instance, introducing a larger context and rich geometric information than a single point.

**Algorithm 1.** Clustering Algorithm. \( N \) is the Number of Input Points. \( Z \) is the Total Number of the Clusters

**Input:** pre-defined clustering radius \( r \); coordinates \( \{ p^1, p^2, ..., p^N \} \in \mathbb{R}^{N \times 3} \); semantic predictions \( \{ l^1_{\text{seg}}, l^2_{\text{seg}}, ..., l^N_{\text{seg}} \} \in \mathbb{R}^N \); centroid predictions \( \{ o^1_{\text{off}}, o^2_{\text{off}}, ..., o^N_{\text{off}} \} \in \mathbb{R}^{N \times 4} \).

**Output:** clusters \( \{ C^1, C^2, ..., C^Z \} \), cluster centroids \( \{ z^1_{\text{ctr}}, z^2_{\text{ctr}}, ..., z^Z_{\text{ctr}} \} \), cluster semantic labels \( \{ l^1_{\text{seg}}, l^2_{\text{seg}}, ..., l^Z_{\text{seg}} \} \).

1. initialize an empty cluster set, \( C \).
2. initialize an empty centroids set of the clusters, \( c_{\text{ctr}} \).
3. initialize an empty semantic labels set of the clusters, \( l_{\text{seg}} \).
4. initialize an array \( v \) of length \( N \) with all zeros for recording the visiting status.
5. for \( i = 1 \) to \( N \) do
6. if \( l^i_{\text{seg}} \) is a stuff class (e.g., floor) then
7. \( v_i = \text{True} \)
8. for \( i = 1 \) to \( N \) do
9. if \( v_i = \text{False} \) then
10. initialize an empty queue \( Q \).
11. initialize an empty cluster \( C \).
12. initialize the point number for \( N_C \) to be zero
13. \( v_i = \text{True} \); \( Q.\text{enqueue}(p_i); C.\text{add}(p_i) \).
14. while \( Q \) is not empty do
15. \( p = Q.\text{dequeue}() \).
16. for \( j \in [1, N] \) do
17. if \( v_j = \text{True} \) then continue
18. if \( \| p - o^j_{\text{off}} - k_{\text{off}} \|_2 < r \) and
19. \( l^j_{\text{seg}} = \neq l^i_{\text{seg}} \) then
20. \( v_j = \text{True} \); \( Q.\text{enqueue}(p_j) \); \( C.\text{add}(p_j) \).
21. \( N_C + = 1 \).
22. \( C.\text{add}(C) \).
23. \( C_{\text{ctr}}.\text{add}(\frac{1}{N_C} \sum C) \).
24. \( l_{\text{seg}}.\text{add}(l^i_{\text{seg}}) \).
25. return \( C, C_{\text{ctr}}, l_{\text{seg}} \).

For cluster \( C^z \), we first voxelize it with a grid size of \( g_z \), which is set to 14 in all our experiments. The feature of each grid is calculated as the average of the point feature \( F_b \) within the grid, where \( F_b \) is the output of the backbone. To aggregate the context for cluster \( C^z \), a light-weight sub-network \( G_w(\cdot) \) is proposed. It contains two sparse convolutional layers with a kernel size of 3, a global pooling layer, and an MLP layer. The output is all convolutional parameters flattened in a compact vector, \( W^z_{\text{ctr}} \). Each \( W^z_{\text{ctr}} \) is responsible for one specific instance. The size of \( W^z_{\text{ctr}} \) is determined by the feature dimension and the number of the subsequent convolution layers (see Eq. 3).

### 3.4 Instance Decoder

Given a specific category, position representation is critical to separate different instances. To let the generated parameters be aware of the positions, we directly append position embeddings in the feature space. For the \( z \)-th instance with geometric centroid of \( C^z_{\text{ctr}} \), position embedding for the \( i \)-th point \( f^i_{\text{pos}} \) is calculated by following [15]:

\[
f^i_{\text{pos}} = p^i - C^z_{\text{ctr}} \tag{2}
\]

where \( p^i \) is the coordinates of the \( i \)-th point. For \( W^z_{\text{ctr}} \), the input feature \( \{ f^i \in \mathbb{R}^{D+3} \}_{i=1}^N \) is produced by concatenating \( \{ f^i_{\text{pos}} \in \mathbb{R}^3 \}_{i=1}^N \) and \( F_{\text{mask}} \in \mathbb{R}^{N \times D'} \).

Provided both instance-aware filters \( \{ W^z_{\text{ctr}} \}_{z=1}^Z \) and position-embedded features \( \{ f^i \in \mathbb{R}^{N \times (D+3)} \}_{z=1}^Z \), we are ready to decode binary segmentations of instances. The whole decoder contains several convolution layers with a kernel size of \( 1 \times 1 \). Each layer uses ReLU as the activation function without normalization. Supposing the feature dimension of \( f^i_{\text{mask}} \) is \( 8 \), meaning \( D' = 8 \), the number of convolution layers are 3, and the feature dimension of the decoder is 8, the total number of parameters (including both weights and biases) of \( W^z_{\text{ctr}} \) is 177, which is calculated by:

\[
177 = (8 + 3) \times 8 + 8 \times (8 + 8) + 8 \times 1 + 1
\]

Formally, the instance decoder is formulated as:

\[
m_z = \text{Conv}(W^z_{\text{ctr}}, f_z) \times b_z \tag{4}
\]

where \( m_z \in \mathbb{R}^N \) is the predicted segmentation for the \( z \)-th instance and \( b_z \in \mathbb{R}^N \) is a binary mask, indicating whether the points have identical semantic predictions with \( l^z_{\text{seg}} \).

During training, the supervision for \( C^z \) is \( z \)-th binary ground truth \( \hat{m}_z \), if \( C^z \) has the largest portion of \( z \)-th instance. The loss function for instance segmentation is defined as:

\[
L_{\text{mask}} = \frac{1}{Z} \sum_{z=1}^Z \frac{1}{N_z} \sum_{i=1}^N \mathbb{I}(l^i_{\text{seg}} == l^z_{\text{seg}}) \cdot \text{BCE}(m^z_i, \hat{m}^z_i) \tag{5}
\]

where \( Z \) is the total number of the clusters, \( l^i_{\text{seg}} \) is the semantic prediction of the \( j \)-th point, \( l^z_{\text{seg}} \) is the semantic label of the \( z \)-th cluster, and \( \text{BCE} \) is the binary cross entropy loss function. \( \mathbb{I} \) is an indicator function, showing the loss is only computed on the points that have identical semantic labels with group \( C^z \) and \( N_z \) is a normalization item which is calculated as: \( \sum_{z=1}^N \mathbb{I}(l^i_{\text{seg}} == l^z_{\text{seg}}) \). In addition to the point-wise supervision, we also utilize the dice loss [15] \( L_{\text{dice}} \) which is designed for maximizing the intersection-over-union (iou) between the prediction and the ground truth.
3.5 Implementation Details

The loss function of DyCo3D contains four parts and can be formulated as:
\[ \mathcal{L} = \mathcal{L}_{\text{seg}} + \mathcal{L}_{\text{ctr}} + \mathcal{L}_{\text{mask}} + \mathcal{L}_{\text{dice}} \] (6)

where \( \mathcal{L}_{\text{seg}} \) is for semantic segmentation, \( \mathcal{L}_{\text{ctr}} \) is for instance centroids supervision, and \( \mathcal{L}_{\text{mask}} \) and \( \mathcal{L}_{\text{dice}} \) are two loss items for instance segmentation. All loss weights are set to 1.0.

To demonstrate the effectiveness of our proposed method, we implement DyCo3D with volumetric [34, 35] architecture and extend DyCo3D to a point-based [46] pipeline.

For the volumetric architecture, we evaluate the performance on two large scale indoor datasets: S3DIS [27] and ScanNetV2 [26], which contains rich annotations for instance segmentation. The voxel size is set to 0.02m and 0.05m for ScanNetV2 [26] and S3DIS [27], respectively. We utilize a training strategy with a batch size of 16 across 4 GPUs. For the first 12k iterations, we only train the semantic segmentation \( \mathcal{L}_{\text{seg}} \) and centroid prediction \( \mathcal{L}_{\text{ctr}} \) to warm up and provide a good initialization of the clusters. For the next 38k iterations, we compute all the loss items. The initial learning rate is set to 0.01 with an Adam optimizer. We apply the same data augmentation strategy with [1], including random cropping, flipping, and rotating. For inference, we perform non-maximum-suppression (NMS) on the instance binary masks \( \{m_{ct}^{i}\}_{i=1}^{Z} \). Although introducing an extra scorenet [1] for predicting the objectness of each instance proposal is feasible, extra computational overheads are required. We propose to use the mean value of semantic scores among the foreground points as the objectness scores for instances. The IoU threshold is the same as [1], with a value of 0.3. Cluster \( C \) is ignored if it contains points less than 50. Also, we extend the idea of dynamic convolution to a point-based architecture for instance segmentation and evaluate the performance on the PartNet [88] dataset.

4 Experiments

We evaluate DyCo3D on various datasets, including large-scale indoor scans, e.g., ScanNetV2 [26] and Stanford 3D Indoor Semantic Dataset (S3DIS) [27], and fine-grained 3D objects benchmark: PartNet [88]. The performance on both volumetric and point-based architectures are reported to illustrate the effectiveness of our proposed method.

4.1 Datasets

S3DIS contains 13 categories that are widespread in indoor scenes. The point cloud data is collected in 6 large-scale areas, covering more than 6000 m² with more than 215 million points. Following the evaluation protocols from previous methods [19, 23], we report the performance of both Area-5 and 6-fold sets. ScanNet [26] is another large-scale benchmark for indoor scene analysis, which consists of 1613 scans with 40 categories in total. The dataset is split into 1201, 312, and 100 for training, evaluating, and testing, respectively. Following previous methods, we estimate the performance of instance segmentation on 18 common categories. For the above two benchmarks, we apply a sparse-conv-based backbone. To demonstrate the superiority of our proposed method, we extend the idea of dynamic convolution to a point-based method [19] and evaluate the performance of instance segmentation on PartNet [88]. Different from the above two datasets, PartNet [88] is a consistent large-scale dataset with fine-grained and hierarchical part annotations. It consists of more than 570k part instances covering 24 object categories. Each category has three different levels of annotations. Level-1 has the coarsest and Level-3 has the finest annotations. Similar to [18, 29], we select five categories that have the largest number of training examples for evaluation.

4.2 Evaluation Metrics

For ScanNetV2 and PartNet, we report the metric of mean average precision (mAP), which is widely used in the 2D image domain. AP@50 and AP@25 are also provided, having an IoU threshold of 0.5 and 0.25, respectively. For S3DIS, we apply the metrics that are used in [18, 19, 22]: mConv, mWConv, mPrec, and mRec. mConv is defined as the mean instance-wise IoU. mWConv denotes the weighted version of mConv, where the weights are determined by the sizes of instances. mPrec and mRec denote the mean precision and recall with an IoU threshold of 0.5, respectively.

4.3 Network Architectures

The network architectures used in our experiments include [34, 35], and [46]. The first two are voxel-based and the last one is point-based. The network proposed by [34] contains 7 blocks, each of which has a down-sampling factor of 2. The feature dimensions of the blocks are: \( 1 \times c, 2 \times c, \ldots, 7 \times c \), where \( c \) controls the scaleability of the model. The default setting is identical with [1], termed as DyCo3D, with \( i \) set to 16. We also report the performance of a larger model with \( i \) set to 32, denoted as DyCo3D-L. Minkowski-Engine [35] is another framework for sparse convolution, which has been widely used in [89, 90, 91]. The performance of using Minkowski-Engine is denoted as DyCo3D-Mink. For point-based architecture, we utilize PointNet++ [46]. Compared with voxel-based backbones, PointNet++ processes a limited number of points, due to the heavy computation on the neighboring searching. Thus, we conduct experiments on PartNet, a consistent large-scale dataset with fine-grained and hierarchical part annotations.

4.4 Ablation Studies

In this section, we analyze the effect of each component in our proposed DyCo3D. Performance is reported in terms of mAP, AP@50, and AP@25. All experiments are conducted with the same setting and training schedule, and are evaluated on ScanNetV2 [26] validation set.

4.4.1 Traditional CNN

For the task of instance segmentation, two different clues are necessary: content and location. However, traditional CNNs/MLPs struggle at encoding this knowledge, as the weights are shared for all the instances and locations. Traditional CNNs/MLPs often follow the detect-then-segment pipeline for the task of instance segmentation. However, due to the unsatisfactory performance of indoor 3D detection, these methods often lead to sub-par performance and joint/fragmented instances. We use the detection results...
from VoteNet [33], and the method tries to classify foreground/background points. As shown in Table 1, this method obtains inferior performance due to the low accuracy in 3D detection.

### 4.4.2 Baseline

We build our baseline by generating filters for every valid point without introducing any clustering operation and geometric embedding. One typical scan in ScanNetv2 usually contains 100K points, which is a heavy burden for both training and inference. We propose to randomly select 150 among foreground points for generating convolutional parameters, meaning outputting 150 instance proposals. The convolution operations are operated on all foreground points, without appending relative position information. As presented in Table 1, the baseline model achieves 24.8, 43.8, and 56.4 in terms of mAP, AP@50, and AP@25, respectively.

### 4.4.3 CondInst [15] for 3D

We implement CondInst [15], which has demonstrated its success in the 2D image domain. We implement CondInst in 3D point cloud by adding position embeddings for each instance decoder. Details can be found in Section 3.4. With the same sampling strategy as used in baseline, CondInst boosts the mAP by 2.2%, as presented in the second row in Table 1, showing the significance of relative position in discriminating different instances. Many methods for detection [31], [85] and instance segmentation [15] in the 2D image domain constrain the predictions within the central areas of the instances by classifying these pixels as positive. However, it is hard for 3D point cloud, as points are sampled from the surface, leading to void space for central areas of instances. To demonstrate the difficulty of this selective prediction in the 3D domain, we define the positive points with a distance from centroids less than 0.2m and negative points with a distance larger than 0.6m. Other points are ignored during the training. The performance is shown in the third row in Table 1, denoted as CondInst-cen. It achieves slightly better mAP (improve about 1.1%), but is still far from satisfactory.

### 4.4.4 Grouping Homogenous Points

We propose to apply Algorithm 1 for grouping homogenous points that are defined in Section 3.3 to introduce a larger category-aware context. As presented in Table 1, the model with a grouping step surpasses the baseline by a large margin in terms of all metrics. Besides, the grouping operation reduces the number of instance candidates (less than 100), lowering the optimization difficulties and releasing the heavy requirements for the hardware facilities. Different from PointGroup, which generates instance proposals aggregating homogenous points. The quality of the proposals is highly dependent on the performance of the two intermediate tasks: semantic segmentation and offset prediction. For example, the accuracy of the offset prediction is far from satisfactory, as illustrated in Fig. 2. Consequently, the grouped proposals are likely to be over-segmented or under-segmented. In these cases, it is impossible to recover the accurate instance masks in the following steps, as only a scorenet is introduced. As a result, the quality of the proposal is sensitive to the performance of the two tasks. Instead of treating each cluster as a proposal, we

---

**TABLE 1**

Ablation Studies on the Components of our Proposed Method

| Method  | Group | PE | CAD | TF  | mAP | AP@50 | AP@25 |
|---------|-------|----|-----|-----|-----|-------|-------|
| MLP/CNN |       | 16.7 | 31.9 | 50.6 |     |       |       |
| Baseline| ✓     | 24.8 | 43.8 | 56.4 |     |       |       |
| CondInst| ✓     | 27.0 | 44.7 | 57.5 |     |       |       |
| CondInst-cen | ✓ ✓ | 28.1 | 44.7 | 57.1 |     |       |       |
| CondInst | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ |
| Ours    | ✓ ✓ ✓ ✓ | 31.8 | 52.9 | 68.4 |     |       |       |

We evaluate the performance on the ScanNetV2 [26] validation set. Group indicates that the dynamic filters are generated by gathering homogenous points that share the semantic labels and have close centroids votes. PE refers to the position embeddings $f_{pos}$. CAD denotes the category-aware decoding that the convolution in the decoding process is only operated on category-specific points, instead of all points. TF refers to the light-weight transformer applied for the backbone.

---

Fig. 5. Comparison of the results with PointGroup [1] (best viewed in color). The ellipses highlight specific over-segmentation/joint errors. As we can see, DyCo3D performs better than PointGroup.
utilize it to generate instance-related representations and decode the corresponding mask by simply applying several $1 \times 1$ convolution without complex heuristic settings.

One of the most influential hyper-parameters in Algorithm 1 is the clustering radius. PointGroup [1] treats each cluster as an instance proposal, followed by a subnet for scoring. Thus the final performance is highly depending on the quality of the clusters. As illustrated in Fig. 1, minor changes of the radius lead to sub-par performance and joint/fragmented instances. More comparative results are shown in Fig. 5. We also provide quantitative results in Fig. 6. Changing the values of radius $r$ from $3cm$ to $2cm$ drops mAP by $6.3\%$, and $23.9\%$ by changing $r$ from $3cm$ to $1cm$. The sensitivity of the value chosen makes it need to be carefully tuned for different datasets, demonstrating limited generalization capability to various scenes. In contrast, the performance of our proposed method DyCo3D floats within $1\%$ under different settings, showing strong robustness to the searching radius $r$. To further demonstrate the superiority of the proposed method, we test the extreme cases by setting the searching radius to $10cm$, $20cm$, and $30cm$. The results are present in Fig. 6. Our method can still maintain a reasonable fluctuation and outperforms PointGroup with different values chosen. For example, changing the radius from $3cm$ to $30cm$, the mAP of our method drops by $2.8\%$, while the mAP of PointGroup drops by about $9\%$.

4.4.5 Category-Aware Decoding

In Algorithm 1, center-shifted points that have identical category predictions are grouped. Thus, only specific category information is encoded in the weight generator. For decoding, we propose to apply convolution only for the points that have the same category with the filters. Instead of taking all instances into account, each filter only needs to discriminate one instance from one specific category, reducing the difficulties for learning. For example, if the filter is responsible for one specific chair, it only needs to segment out the chair from all other points that are classified as chair, rather than considering all unrelated categories, e.g. desks, and sofa. As presented in Table 1, adding category masks improves the mAP from $31.8\%$ to $34.1\%$.

4.4.6 Effectiveness of the Transformer

As limited context and representation ability introduced by the sparse convolution, we propose to add a light-weighted transformer upon the bottleneck layer to capture the long-range dependencies and enhance the interactions among different points, while maintaining efficiency. The transformer module only contains the encoder part with a multi-head self-attention layer and a feed forward layer. As presented in Table 1, the transformer brings about $0.7\%$ increase in terms of mAP.

4.4.7 Can additional ScoreNet Improve the Performance?

The method in [1] introduces an extra ScoreNet, which is a small sub-network to classify if the proposal is a valid instance. On the other hand, we select a naive approach by scoring the instance as the mean value of the mask scores among the foreground points. We conduct experiments by adding an extra ScoreNet and the results turn out only $0.3\%$
4.4.8 Analysis on Other Hyper Parameters

The Feature Dimension of the Mask Head. The feature $F_{mask}$ output by the mask head contains rich shape information and is shared by all instance decoders. We studied the significance of the dimension of $F_{mask}$. As shown in Fig. 9, we change $D'$ from 2 to 32. As $D'$ increases, the performance of all metrics gets better and will introduce more computational overheads. We set $D'$ to 16 in the following experiments, as it provides the best performance.

The Number of Convolutional Layers. The output of the weight generator is a vector that contains all the convolutional parameters for the following convolution layers. In this part, we analyze the influence of the number of convolutional layers.

### TABLE 2

| Initialization Strategies | mAP  | mAP@50 | mAP@25 |
|---------------------------|------|--------|--------|
| Random                    | 38.7 | 61.1   | 72.9   |
| Pre-training with [92]    | 39.3 | 60.9   | 73.7   |
| Pre-training with [93]    | 39.1 | 60.8   | 73.8   |

The evaluation metrics of mAP, mAP@25, and mAP@50 are reported. Two popular pre-training strategies [92], [93] are applied. The results are obtained by using a Minkowski-based backbone [35]. The dimension of the mask embedding is set to 16.

### TABLE 3

| 3D Object Detection on the Validation Set of ScanNetV2 [26] |
|------------------------------------------------------------|
| ScanNetV2                             | AP@25% | AP@50% |
| DSS [94]                             | 15.2   | 6.8    |
| MRCNN 2D-3D [12]                     | 17.3   | 10.5   |
| F-PointNet [95]                      | 19.8   | 10.8   |
| GSPN [29]                            | 30.6   | 17.7   |
| 3D-SIS [16]                          | 40.2   | 22.5   |
| VoteNet [33]                         | 58.6   | 33.5   |
| PointGroup [1]                       | 56.8   | 42.3   |
| DyCo3D                                | 58.9   | 45.3   |
| DyCo3D-L                              | 62.0   | 47.9   |
| DyCo3D-Mink                           | 63.2   | 49.3   |

We report per-class average precision (AP) with IoU thresholds of 25% and 50%. The performance of PointGroup [1] is evaluated with the provided model. We use the same backbone as [1] for a fair comparison. We also report the results by using Minkowski Engine [35], denoted as DyCo3D-Mink.

### Fig. 10

The relation between inference time and AP@50. The results are obtained via testing on the ScanNet val set. Our proposed DyCo3D achieves best performance while maintaining the highest efficiency.

### TABLE 4

| Test on Area 5 | Method          | mCov | mWCov | mPrec | mRec |
|----------------|-----------------|------|-------|-------|------|
| SGPN’18 [23]   | 32.7            | 35.5 | 36.0  | 28.7  |
| ASIS’19 [22]   | 44.6            | 47.8 | 55.3  | 42.4  |
| 3D-BoNet’19 [28]| -               | -    | 57.5  | 40.2  |
| 3D-MPA’20 [20] | -               | -    | 63.1  | 58.0  |
| MPNet’20 [19]  | 50.1            | 53.2 | 62.5  | 49.0  |
| InsEmb’20 [18] | 49.9            | 55.3 | 61.3  | 48.5  |
| PointGroup/20 [1]| -              | -    | 61.9  | 62.1  |
| DyCo3D-L       | 63.5            | 64.6 | 64.3  | 64.2  |
| DyCo3D-Mink    | 63.2            | 64.7 | 64.8  | 64.6  |

### Test on 6-fold

| Test on 6-fold | Method          | mCov | mWCov | mPrec | mRec |
|----------------|-----------------|------|-------|-------|------|
| SGPN’18 [23]   | 37.9            | 40.8 | 31.2  | 38.2  |
| MT-PNet’19 [76]| -               | -    | 24.9  | -     |
| MV-CRF’19 [76] | -               | -    | 36.3  | -     |
| ASIS’19 [22]   | 51.2            | 55.1 | 63.6  | 47.5  |
| 3D-BoNet’19 [28]| -               | -    | 65.6  | 47.6  |
| PartNet’19 [88]| -               | -    | 56.4  | 43.4  |
| InsEmb’20 [18] | 54.5            | 58.0 | 67.2  | 51.8  |
| MPNet’20 [19]  | 55.8            | 59.7 | 68.4  | 53.7  |
| PointGroup/20 [1]| -              | -    | 69.6  | 69.2  |
| 3D-MPA’20 [20] | -               | -    | 66.7  | 64.1  |
| DyCo3D-L       | 72.8            | 74.9 | 71.7  | 74.6  |
| DyCo3D-Mink    | 71.9            | 75.1 | 71.0  | 75.3  |

The performances on both Area-5 and 6-fold are reported. A comparison with previous top-performing approaches is presented. In DyCo3D-L, we use the same backbone as PointGroup.

### Fig. 11

The performance of 3D detection results, which are obtained by fitting axis-aligned bounding boxes containing the instances. The detection results demonstrate that our method can generate compact segmentation results.

**improvement, showing the discriminative capability of the instance-aware filters.**
convolution layers. All results are trained for 30k steps, and the embedding dimension \( D \) is set to 8. As can be seen from Fig. 8, all evaluation metrics fluctuate within a reasonable scope (less than 1%), showing that our method is robust to the number of the convolutional layers in the decoding.

The Voxel Size \( g \) of the RoI Pooling Operation. For each cluster \( C_{\text{ctr}}^{(z)} \), we voxelize it with a grid size of \( g \). We evaluate the influence of the value chosen. As illustrated in Fig. 7, the voxel size with a value of 14 obtains the best performance, when evaluated on the ScanNet dataset. We also report the variation with different RoI voxel sizes in terms of mAP. Compared with PointGroup [1], the accuracy of our proposed method fluctuates within a reasonable scope, demonstrating the robustness of our method to this heuristic setting.

4.4.9 Strategies of Initialization

The finding of fine-tuning models that pre-trained on a large well-annotated dataset (e.g. ImageNet) can significantly boost the performance and accelerate the speed of convergence. Different from the 2D image domain, which contains a large scale of both fine- and coarse-level labels, there are still no suitable large-scale well-annotated datasets for pre-training on 3D point cloud. The emergence of self-supervised learning [96], [97], [98], [99], [100], [101] alleviates the situation. PointContrast [92] is one of the pioneering works that explore self-supervised pre-training in 3D scenes. Hou [93] improved the performance by optimizing the sampling strategy. In this section, we study the influence with different initialization: random and self-supervised pre-training, which are shown in Table 2. All the results are obtained with \( D \) set to 8. The backbone is Minkowski-Net.

### Table 5

| Class | AP@50 | mAP |
|-------|-------|-----|
| cabinet | 10.8  | -   |
| bed    | 10.4  | 11.9 |
| chair  | 15.5  | 12.8 |
| sofa   | 12.8  | 12.4 |
| table  | 10.1  | 10.1 |
| door   | 10.3  | 10.3 |
| window | 0.0   | 0.0  |
| booksh. | 11.7 | 10.4 |
| picture | 11.4 | 11.4 |
| mirror | 0.0   | 0.0  |
| desk   | 18.9  | 13.2 |
| curtain | 0.0  | 0.0  |
| fridge | 0.0   | 0.0  |
| suit   | 0.0   | 0.0  |
| toilet | 0.0   | 0.0  |
| sink   | 0.0   | 0.0  |
| bath   | 0.0   | 0.0  |

Both mAP and AP@50 are reported.

### Table 6

| Dataset | PointNum | DyCo3D | PointGroup | OccuSeg |
|---------|----------|--------|------------|---------|
|         |          |        |            |         |
| ScanNetV2 |          |        |            |         |
|         | 0.56s    | 0.69s  | 3.31s      | 2.64s   |
|         | 0.30s    | 0.34s  | 2.64s      | 2.10s   |
|         | 0.27s    | 0.38s  | 2.10s      | 2.10s   |

Fig. 12. Visualization of semantic and instance segmentation results on both S3DIS (top) and ScanNetv2 (bottom) benchmarks. Instances are presented with random colors.
Engine [35], as pre-trained models are provided. With random initialization, our method achieves 34.9, 55.4, and 71.8, in terms of mAP, mAP@50, and mAP@25, respectively. The performance is boosted by 1.9 and 2.2 with approaches of [92] and [93], respectively.

4.4.10 Analysis on the Efficiency

Different from previous point-based approaches that require to split each scene as $1m^2/C2$ blocks and apply a complex block merging algorithm [18], [19], [22], [23], our method takes the whole scene as input. In addition, we also compare our DyCo3D with PointGroup, which has shown its efficiency on large-scale scenes. We report the inference time that is averaged on the whole validation set. With the only post-processing step NMS, our method runs at 0.28s per scan on a 1080TI GPU, while the PointGroup runs at 0.39s with the same facility. Fig. 10 shows the trade-off between efficiency and effectiveness. Our proposed DyCo3D achieves the best performance while maintaining a fast inference speed. More comparisons on the running time can be found in Table 6.

4.5 Comparison With State-of-the-art Methods

Object Detection. We report the performance of 3D object detection on the validation set of ScanNetV2. Following [20], these boxes are obtained by fitting axis-aligned bounding boxes containing the instances. As shown in Table 3, our method surpasses PointGroup[1] with the same backbone architecture by 3.1% and 3.0% in terms of AP@25 and AP@50, respectively, demonstrating the compactness of the instance masks. Qualitative results are shown in Fig. 11. Our proposed method outperforms the baseline model and can generate compact segmentation results. We also report the performance by applying Minkowski Engine [35] with a ResNet16Unet, which achieves a much higher accuracy, denoted as DyCo3D-Mink in Table 3.

Instance Segmentation on S3DIS. We report the performance of instance segmentation on the S3DIS benchmark, as shown in Table 4. All these metrics are computed with the evaluation code provided by [22]. Results are tested on both Area-5 and 6-fold. Our method achieves the highest scores with all the evaluation metrics. When tested on Area-5, the results in terms of mPrec and mRec are 2.6% and 2.1% higher than PointGroup [1]. For 6-fold testing, DyCo3D surpasses both 3D-MPA and PointGroup by a large margin, which is achieved under the same setting with ScanNetV2 without tuning heuristic hyper-parameters. Qualitative results are illustrated in Fig. 12.

### Table 7

| Method       | Level1 | Level 2 | Level 3 |
|--------------|--------|---------|---------|
|              | Chair  | Storage | Lamp    | Ave    | Chair  | Storage | Lamp    | Ave    | Chair  | Storage | Lamp    | Ave    |
| SGPN [23]    | 72.4   | 32.9    | 49.2    | 32.7    | 46.8   | 25.4    | 30.5    | 18.9    | 21.7    | 24.1   | 19.4    | 21.5    | 14.6    | 14.7    | 17.5    | 29.5   |
| PartNet [88] | 74.4   | 45.2    | 54.2    | 37.2    | 52.8   | 35.5    | 35.0    | 31.0    | 26.9    | 29.6   | 29.0    | 27.5    | 23.9    | 18.7    | 24.8    | 36.5   |
| GSPN [29]    | -      | -       | -       | -       | -      | 26.8    | 26.7    | 21.9    | 18.3    | 23.4   | -       | -       | -       | -       | -       | -      |
| ASIS [29]    | 77.1   | 43.2    | 55.0    | 34.1    | 52.4   | 36.0    | 35.5    | 31.3    | 24.8    | 31.9   | 28.9    | 27.4    | 22.8    | 19.1    | 24.6    | 36.3   |
| InsEmb [18]  | 79.1   | 44.2    | 56.1    | 36.1    | 52.8   | 38.6    | 37.1    | 33.0    | 26.9    | 33.9   | 31.2    | 28.9    | 25.5    | 19.4    | 26.3    | 38.1   |
| ProbEmb [17] | 81.0   | 44.5    | 55.0    | 37.3    | 54.5   | 38.6    | 42.0    | 31.5    | 31.0    | 35.8   | 34.7    | 34.2    | 25.5    | 20.3    | 28.7    | 38.3   |

We report part-category mAP (%) under IoU threshold 0.5. There are three different levels for evaluation: coarse-grained level, middle-grained level and fine-grained level. We select five categories with the most amount for training and evaluation. Our method is based on PointNet++.
testing sets of ScanNetV2, as presented in Tables 5 and 7, respectively. On validation set, we report the metrics of AP@50 and mAP. The performance on two backbone architectures [34], [35] are evaluated. We also conduct experiments with a larger model capacity, denoted as DyCo3D-L. Details of DyCo3D-L can be found in Section 4.3. For a fair comparison, DyCo3D-Mink surpasses 3D-MA by 2.0% and 3.4% in terms of AP@50 and mAP, respectively. Our method also obtains better performance than [1] on both metrics. We also report the performance of DyCo3D on the test set, as shown in Table 7.

**Instance Segmentation on PartNet.** The results of instance segmentation on PartNet are presented in Table 8. Level-1 has the coarsest annotations and level-3 has the finest annotations. Similar to [18], the performance on five categories is reported. Different levels of each category are trained separately. Our method has achieved state-of-the-art results on most categories and levels, improving the performance substantially. Results can be seen in Fig. 13. The consistent improvement on both volumetric and point-based backbones demonstrates the effectiveness of our proposed method.

5 Conclusion

Achieving robustness to the inevitable variation in the data has been one of the ongoing challenges in the task of 3D point cloud segmentation. We have shown here that dynamic convolution offers a mechanism by which to have the segmentation method actively respond to the characteristics of the data, and that this does in-effect improve robustness. It also allows devising an approach that avoids many other pitfalls associated with bottom-up methods. The particular dynamic-convolution-based method that we have proposed, DyCo3D, not only achieves state-of-the-art results, it offers improved efficiency over existing methods.
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