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ABSTRACT

This paper explores training efficient VGG-style super-resolution (SR) networks with the structural re-parameterization technique. The general pipeline of re-parameterization is to train networks with multi-branch topology first, and then merge them into standard 3×3 convolutions for efficient inference. In this work, we revisit those primary designs and investigate essential components for re-parameterizing SR networks. First of all, we find that batch normalization (BN) is important to bring training non-linearity and improve the final performance. However, BN is typically ignored in SR, as it usually degrades the performance and introduces unpleasant artifacts. We carefully analyze the cause of BN issue and then propose a straightforward yet effective solution. In particular, we first train SR networks with mini-batch statistics as usual, and then switch to using population statistics at the later training period. While we have successfully re-introduced BN into SR, we further design a new re-parameterizable block tailored for SR, namely RepSR. It consists of a clean residual path and two expand-and-squeeze convolution paths with the modified BN. Extensive experiments demonstrate that our simple RepSR is capable of achieving superior performance to previous SR re-parameterization methods among different model sizes. In addition, our RepSR can achieve a better trade-off between performance and actual running time (throughput) than previous SR methods. Codes are available at https://github.com/TencentARC/RepSR.
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1 INTRODUCTION

Image super-resolution (SR) aims at recovering high-resolution (HR) images from their low-resolution (LR) counterparts. While recent deep-learning-based methods [14, 31, 35] have achieved excellent restoration performance, the inference speed is still a key challenge for real-world SR applications [60, 61]. Though many compact network designs with fewer FLOPs (floating-point operations) have been proposed to meet this challenge, they may not run faster in real applications, as FLOPs cannot precisely reflect the actual speed. The widely-used skip and dense connections will also introduce extra costs on memory consumption. Instead, plain networks with a stack of 3×3 convolutions and activation functions (i.e., VGG-style networks) can better take advantage of the GPU parallelization and hardware acceleration. Therefore, such plain structures (e.g., FSRCNN [15], ESPCN [6]) are still popular in practical applications.

Directly training plain networks usually leads to inferior performance to multi-branch architectures (e.g., ResNet [21], EDSR [35]), mainly due to the inefficient optimization issues. Re-parameterization
[12, 58] is thus proposed to use a multi-branch architecture during training and switch to a plain network for testing. Specifically, it trains models with a linear combination of multiple branches and merges them into a standard 3×3 convolution in the inference stage. Then the training effectiveness improves but with no sacrifice of inference time. To fully make use of the multi-branch topology, it is essential to add \textit{batch normalization (BN)} [26] in each branch. BN can introduce non-linearity during training and improve the final performance. Other activation functions can hardly take the place of BN, as they cannot be merged into a single convolution. The necessity of BN is also highlighted in RepVGG [12].

However, BN seems to be unfriendly to the SR task. Previous literature usually suggests removing BN in the network structures [35, 52], as BN not only decreases the performance [35], but also brings annoying artifacts [52]. Zhang et al. [64] have tried to directly employ existing re-parameterization blocks [12] without BN in SR, but find no apparent improvement. In order to make up for the loss caused by the absence of BN, they resort to designing more complicated blocks that can be re-parameterized. They propose an edge-orientation convolution block (ECB), which consists of classical Sobel and Laplacian filters [45]. Such an artificial design can only work well on tiny networks, but cannot generalize to larger ones in our experiments. Moreover, training ECB is slow, as it requires many additional depth-wise convolutions to incorporate those pre-defined filters.

In this work, we aim to directly address the BN issue in SR, and propose a simple yet effective re-parameterizable block with the BN training non-linearity. First, we carefully analyze the performance drop and artifacts caused by BN, and attribute this issue to the train-test inconsistency. Such inconsistency happens at the "patch level" instead of "dataset level", which is contrary to our common sense. Interestingly, our analysis also shows that this BN issue only appears during inference, while the training process is stable and healthy. Intuitively, this inconsistency could be eliminated by training with population statistics. Therefore, we propose to first train SR networks with mini-batch statistics, as normal BN does, and then switch to using population statistics at the later training period [27, 53, 54]. In such a way, we can enjoy the benefits from faster convergence with BN training, while not being affected by BN artifacts.\footnote{This strategy is named FrozenBN in high-level tasks, which is usually for transferring a pretrained model to downstream tasks or for small-batch-size training. More discussions are in Sec. 3.2 and Sec. 4.2.}

After re-introducing BN into SR, we then design a re-parameterizable block tailored for SR, namely, RepSR. To be specific, 1) a clean residual path is employed in RepSR. The clean shortcut connection could better propagate detail information among blocks [22]. 2) We adopt channel expand-and-squeeze convolutions for other branches, i.e., 3×3Conv−BN×1×1Conv. The over-parameterization [3, 18] typically improves the optimization efficiency, while wider features boost the network expressiveness [56]. Our experiments show that the proposed RepSR with the improved BN is capable of achieving comparable or even superior performance than previous re-parameterization methods [5, 12, 64] and is effective for both small and large models.

The contributions are summarized as follows. (1) We provide a detailed analysis about the cause of BN artifacts, and propose a straightforward strategy to effectively address this issue. (2) A simple yet effective re-parameterizable block for SR is proposed. It achieves superior performance to previous re-parameterization methods among different model sizes. (3) Equipped with RepSR, we are able to train efficient VGG-style SR networks. It can achieve a better trade-off between performance and throughput than previous SR methods.

2 RELATED WORK

The \textit{super-resolution} field [13, 17, 31, 35, 39, 41, 48, 50, 55, 57, 62, 63] has witnessed a variety of developments since the pioneer work of SRCNN [13, 14]. Different architectures are proposed, such as deeper networks [19, 28, 30], residual blocks [31, 35, 51, 52, 66], recurrent architectures [29, 46], and attention mechanism [7, 9, 34, 36, 65]. Due to the limitation of computation resources and the challenge of heavy dense predictions in SR, efficient SR is urgent for real-world applications. CARN (cascading residual network) [2] with group convolutions is proposed to reduce the number of FLOPs. Hui et al. [24, 25] proposed an information multi-distillation network (IMDN) to compress the number of filters per layer. More designs can be found in the AIM challenge reports [60, 61]. However, fewer FLOPs and parameters do not necessarily mean higher efficiency [12, 64]. The widely-used skip and dense connections also introduce extra costs on memory consumption. Instead, plain networks can better take advantage of the GPU parallelization and hardware acceleration. Therefore, such plain structures, e.g., FSR-CNN [15], are still popular in practical applications. In this work, we aim to employ plain networks for efficient SR and propose a simple yet effective method to train such plain networks.

\textit{Batch normalization} [26] is rarely used in SR, as researchers empirically found that BN degrades performance [35] and brings annoying artifacts [52]. The strengths and weaknesses of BN have been deeply discussed in high-level tasks [53], while it still lacks the analysis in SR. We thus provide an in-depth investigation and introduce a straightforward way to address the BN issue in SR. The benefit of switching to FrozenBN in the middle of training has also been observed in [27, 53, 54]. TLSC [8] also investigates the statistics mismatch between the training (local patches) and testing (global images), and shows the importance of using the correct and corresponding statistics in low-level vision.

\textit{Re-parameterization} is a recent technique to train plain networks [12, 58], boost the representative capacity of normal convolutions [10, 11] or accelerate the network training [3]. For SR re-parameterization, ECSR [64] introduces an edge-oriented convolution block, while SESR [5] proposes a collapsible linear block. But they simply discard BN layers together with training non-linearity, leading to a performance drop or more complicated designs. Instead, we re-introduce BN into SR and design a simple yet effective re-parameterizable block tailored for SR.

3 METHODOLOGY

In this section, we describe our proposed RepSR in details, including the neat base network, the RepSR block and the re-parameterization for efficient inference. The analysis of BN artifacts in super-resolution and the proposed strategy for removing such artifacts are in Sec. 4.
3.1 Base Network

We first present the neat base network for efficient SR, as shown in Fig. 2 (a). In order to keep low computation cost and memory consumption, the base network has a plain VGG-style network structure, i.e., using a stack of 3x3 convolutions and activation layers. We perform the upsampling operation at the end of network with a pixel-shuffle [44] layer. A cheap nearest neighbor upsampler e.g. (EDSR with residual paths [35]). Re-parameterization [12, 58] is thus proposed to use a multi-branch architecture during training and then merge them into standard 3x3 convolutions for testing. In their architectures, batch normalization (BN) is essential to introduce non-linearity during training and improve the final performance [12].

In super-resolution, BN is usually removed from the network structures [35, 52], as BN not only decreases the performance [35], but also brings annoying artifacts. In order to make up for the loss caused by the absence of BN, ECBSR [64] designs complicated blocks that consists of classical Sobel and Laplacian filters [45].

Instead, we propose the RepSR block, which re-introduces BN into re-parameterization in SR. We further improve the detailed structures of RepSR, so that it is more suitable for the SR task. Structure simplicity is also considered in the design of RepSR.

**RepSR block.** The overview of our proposed RepSR block is depicted in Fig. 2 (b). It consists of a clean residual path, two expand-and-squeeze paths with BN layers.

1. **Clean residual path.** We employ a clean residual path without BN in RepSR, which is different from the design in RepVGG [12]. In RepVGG [12] for high-level tasks, a residual path with BN is important. Experiments show that our clean residual path achieves better performance than a residual path with BN. It is mainly due to the different information processing mechanisms between SR and high-level tasks. In SR, the latter block enhances the features from the former block, rather than converting them into more semantic spaces as those high-level tasks do. Thus, a clean shortcut connection could better propagate detail information among blocks [22].

2. **Expand-and-squeeze convolution.** We adopt the channel expand-and-squeeze convolution for the other two branches [11, 64]. Specifically, we first use a 3x3 convolution to expand channel dimension and then employ a 1x1 convolution to squeeze back the channel number, i.e., 3x3Conv→BN→1x1Conv.

The output features $O$ can be obtained from the input features $I$ by:

$$O = \text{BN}[(I \circ W_3 + b_3)] \circ W_1 + b_1$$

where $W_3, b_3$ are the weight and bias of 3x3 conv; $W_1, b_1$ are the weight and bias of 1x1 conv. This design is based on the two observations from previous works: 1) the over-parameterization [3, 18] typically improves the optimization efficiency; 2) wider features boost the network expressiveness [56]. Between the two convolutions, BN is used for training non-linearity, and also for faster training convergence.

3. **Frozen BN layer.** In this work, we carefully analyze the BN in SR and re-introduce BN into SR under the context of re-parameterization. We propose to first train SR networks with minibatch statistics, as normal BN does, and then switch to using population statistics at the later training period. This strategy is named FrozenBN in high-level tasks. Although we use the same terminology, they are different in three aspects. 1) Frozen BN is typically used in high level tasks, while we provide the first analysis and application in the SR task. 2) Frozen BN is usually used to transfer a pretrained model to downstream tasks or for small-batchsize training. Instead, we adopt it for the training non-linearity in SR re-parameterization. 3) Different from previous frozen BN that is frozen for most of the training period, our proposed BN is trained for most of the training period, and is only frozen for a very short period (e.g., <10%) at the end of training. The analysis of BN artifacts in super-resolution and the proposed strategy for removing such artifacts are in Sec. 4.

**Differences to ECBSR [64].** ECBSR is the first re-parameterization work in SR for efficient inference. 1) Our RepSR has a simple yet effective structure for re-parameterization, indicating that the complicated Sobel and Laplacian filters in ECBSR are not necessary. This is mainly because we re-introduce the BN into SR, so that RepSR enjoys the non-linearity benefits from BN during training, while not being affected by BN artifacts in SR. 2) The performance of ECBSR degrades drastically for deeper networks (e.g., > 16 convolution layers) due to the complicated structure and optimization issues. While our RepSR can achieve good performance for both tiny and large networks. 3) Due to the simplicity design, our RepSR has a faster training speed than ECBSR. For example, it can reduce the training time by 50%.

**Differences to RepVGG [12].** RepVGG achieves excellent re-parameterization performance in high level tasks. 1) Directly applying RepVGG block in SR cannot achieve satisfactory performance, as the BN decreases the performance and introduces unpleasant artifacts. To tackle the BN problem, we provide a detailed analysis of BN artifacts and propose the Frozen BN strategy for SR re-parameterization. 2) We further improve the block designs that are tailored for the SR tasks, e.g., clean residual path, expand-and-squeeze convolutions. With such delicate designs, RepSR can achieve better performance than RepVGG.

3.3 Re-parameterization for efficient inference

We now describe how to merge the RepSR block into one standard 3x3 convolution. The overall procedure is listed in Algorithm 1.

We first merge BN into its preceding convolution. This procedure follows previous practice and is easy to implement. Then, we merge the 3x3 conv and 1x1 conv. Formally, the output features $O$ can be
Algorithm 1 Pseudocode for Re-parameterization

Step 1: Merge BN to its preceding conv
Step 2: Merge KxK Conv and 1x1 Conv

# K: kernel size, here equals to 3
# c3w, c3b: weight and bias for the 3x3 convolution
# c1w, c1b: weight and bias for the 1x1 convolution
# Cout, Cmid, Cin: output, middle, input channel number

# merge weight
Reshape c3w from (Cmid, Cin, K, K) to (K^2, Cmid, Cin)
Reshape c1w from (Cout, Cmid, 1, 1) to (1, Cout, Cmid)
merged_weight = bmm(c1w.expand(K^2, Cout, Cmid), c3w)
Reshape merged_weight from (K^2, Cmid, Cin) to (Cout, Cin, K, K)

# merge bias
Reshape c3b from (Cmid,) to (Cmid, 1)
Reshape c1b from (Cout, Cmid, 1, 1) to (Cout, Cmid)
merged_bias = mm(c1w, c3b).view(-1,) + c1b

Step 3: Merge residual path

for i in range(Cout):
    merged_weight[i, i, 1, 1] += 1
# There are no changes to bias

Notes: mm (bmm) is (batch) matrix multiplication. Reshape here also includes permute operation if necessary.

obtained from the input features I through the following formula:

\[
O = (I \odot W_3 + b_3) \odot W_1 + b_1
\]

\[
= I \odot (W_3 \odot W_1) + (b_3 \odot W_1 + b_1)
\]

where \(W_3, b_3\) are the weight and bias of 3x3 conv; \(W_1, b_1\) are the weight and bias of 1x1 conv. According to the associativity of convolution, we can obtain the merged weight and bias from Eq. 2. As the second convolution is a 1x1 convolution, which performs only channel-wise linear combination without spatial aggregation, the merge can be easily conducted by (batch) matrix multiplication, as show in Algorithm 1. As for the residual path, it adds one to the center of 3x3 kernel on the diagonal of the first two dimensions. There are no changes to bias in this case.

The order of 3x3 Conv and 1x1 Conv. For the expand-and-squeeze convolution branch, previous works usually first adopt a 1x1Conv followed by a 3x3Conv [11, 64]. However, such a sequential of convolutions cannot be directly re-parameterized due to the padding issue. Specifically, Eq. 3 does not hold when \(I\) first convolves with \(W_1\) followed by \(W_3\). Because \(W_3\) convolve on the result of \((I \odot W_1 + b_1)\) with an additional circle of zero pixels. After merging into one \(3 \times 3\) conv, \(I\) is convolved with an additional padding of \(b_1\), which is not a constant. One solution is to add extra modifications \(b_1\) on padding in each training iteration [11], which slows down the training speed. Instead, we choose to use the opposite order, i.e., employing a 3x3Conv followed by a 1x1Conv. In our experiments, this improvement does not bring performance drop while having a faster training. For example, it can decrease the training time from 42h44m to 27h52m (∼35%) for the RepSR-M16C64 configuration.

4 REVISITING BATCH NORMALIZATION IN SUPER-RESOLUTION

In this section, we carefully analyze the causes of BN artifacts in SR and then propose an effective strategy for removing such artifacts. In such a way, we re-introduce BN into SR under the context of re-paramerization.

Batch normalization (BN) [26] is widely-used in convolution neural networks (CNN) and is effective to ease optimization, thus
improving performance. Given a CNN feature $x$, BN computes the output $y$ by normalizing $x$ using the mean $\mu$ and variance $\sigma^2$:
\[
y = \frac{x - \mu}{\sqrt{\sigma^2 + \epsilon}} \times \gamma + \beta,
\]
where $\gamma$ and $\beta$ are learnable affine parameters and $\epsilon$ is a small value for numerical stability. During training, the mean and variance are calculated per-channel over the mini-batches, while during inference, population statistics that estimated from the training set are used for normalization.

However, BN is unfriendly to SR. It tends to introduce unpleasant BN artifacts [52] during inference, as shown in Fig. 3. The outputs are messed with unnatural colors, resulting in a large drop of PSNR (peak signal-to-noise ratio). Sometimes, such artifacts are mild and even imperceptible at the first glance (the bottom, Fig. 3), leading to a slight performance drop [35]. Therefore, BN is typically removed in SR networks [35, 52]. In order to make up for the optimization issue caused by the absence of BN, several alternative techniques, such as residual scaling [35], intermediate supervision [47] or longer training are applied for training larger networks.

### 4.1 Analysis of BN Artifacts

We start our analysis from an observation – those BN artifacts are more likely to appear in smooth regions of an image. Those smooth areas obviously have a very different local variance, indicating that the artifacts are possibly related to incorrect statistics used in BN. Interestingly, if we normalize features by the statistics of the input image itself instead of the population statistics, the BN artifacts can be largely reduced (3rd column, Fig. 3). This phenomenon implies that the cause of BN artifacts is probably from the train-test inconsistency, i.e., the inconsistency between mini-batch statistics and population statistics.

In contrast to our common sense, such inconsistency does not happen at the "dataset" level. For example, as shown in Tab. 1, the SR model with BN is trained on the DIV2K dataset. It performs well on the Set5 dataset, while having a large drop on the other three datasets. With the proposed Frozen BN strategy, it can perform well on all datasets without BN artifacts.

|          | Set5 | Set14 | B100 | DIV2K |
|----------|------|-------|------|-------|
| w/o BN   | 38.21| 34.00 | 32.35| 36.52 |
| w/ BN    | 38.22| 34.01 | 32.44| 36.71 |
| Proposed | 38.25| 34.07 | 32.38| 37.03 |

Table 1: PSNR of EDSR(×2) trained on DIV2K. The model with BN achieves good results on the Set5 test dataset, while having a large drop on the other three datasets. With the proposed Frozen BN strategy, it can perform well on all datasets without BN artifacts.

The artifact pattern in Fig. 4 is almost the same as that in Fig. 3. It seems that those "problematic" patches generate abnormal feature statistics as their own characteristics. As SR networks focus more on local processing [16] and keep spatial information from start to end, the problematic patches will always generate BN artifacts, no matter whether they are alone or together with other patches.

We then delve into the forming process of BN artifacts. We examine the L1 norm of statistics in each BN layer. Fig. 5 plots feature statistics of outputs with and without artifacts, and the estimated population statistics. It is observed that the normal feature statistics and population statistics are close and are of the same order of magnitude. While the feature statistics of abnormal outputs deviate a lot from the population statistics from a certain layer. These feature statistics obviously cannot be normalized to a normal magnitude with Eq. 4. As a result, the feature statistics explode and finally generate BN artifacts. The same phenomenon can be also observed for the mean statistics of each BN layer.

The forming process of artifacts also happens at the patch level. We visualize the representative feature maps with and without artifacts in Fig. 5. Only the region of the problematic patch is affected while others are healthy. During training, the abnormal regions with a deviation between feature statistics and mini-batch statistics will be penalized by the loss function, thus being optimized towards deviation elimination. However, during inference, such abnormal features of problematic patches cannot be normalized to a normal range by the population statistics.

In addition, such inconsistency at the "patch" level introduces another drawback, as the validation dataset cannot indicate whether a network is healthy or not. Even if a network performs well on all validation datasets, it can still generate BN artifacts on new patches.

### 4.2 A Simple Strategy for Removing BN Artifacts

We then employ a straightforward yet effective strategy for removing BN artifacts. First, we point out that the BN artifacts only appear during inference, while the training process is stable and healthy. We examine the training loss (L1 error) and validation performance (PSNR), as shown in Fig. 6. It is observed that, 1) the whole training process is steady without abrupt drops. 2) Even in the stages with severely fluctuating validation performance (yellow regions, Fig. 6), the corresponding training loss is still normal and healthy.
One may wonder whether this strategy will sacrifice the performance, as the switching process actually changes the optimization behavior of BN layers. From our experiments, this strategy will not degrade the performance of datasets that originally have high performance. As shown in Tab. 1, both models trained with BN and with our strategy obtain similar and good results on Set 5. Furthermore, the proposed strategy is capable of removing BN artifacts (last column, Fig. 3) and improving performance (Set14, B100, DIV2K results in Tab. 1). In conclusion, equipped with the proposed strategy, we can enjoy the benefits from faster convergence with BN training, while not being affected by BN artifacts.

This strategy is named FrozenBN in high-level tasks, which is usually for transferring a pretrained model to downstream tasks [33, 42, 43] or for small-batch-size training [53]. We also embrace this strategy in the SR task to reduce the train-test inconsistency, based on our analysis of the cause and properties of the BN issue in SR.

Different from FrozenBN, we do not freeze the affine parameters in BN, as it is not necessary from our experiments. Adjusting those affine parameters leads to a larger optimization space to remove BN artifacts. One may also wonder whether we can close the gap between mini-batch and population statistics by enlarging batch size. Our experiments show that this method cannot effectively remove BN artifacts. This is mainly due to the large fluctuation brought by the randomness of cropped patches during training, as also reflected by the oscillation of training loss (Fig. 6).

Discussion. We have revealed the cause of BN artifacts in SR, and propose an effective strategy to remove such artifacts. Thus, RepSR can enjoy the non-linearity benefits from BN during training, while not being affected by BN artifacts in SR. This strategy is mainly verified under the context of SR re-parameterization in this work. It is interesting to investigate whether FrozenBN can further improve performance of general SR task. This is beyond the scope of this paper and is left as a future work.

5 EXPERIMENTS

5.1 Datasets and Implementation

We train our models on the DIV2K training dataset [1] with 800 HR images. The validation sets are Set5 [4], Set14 [59], BSD100 [40], Urban100 [23], and DIV2K validation set [1]. All these datasets are commonly used in SR and licensed for research purposes. LR images are obtained using the MATLAB bicubic kernel function.

We employ two model sizes: 1) tiny models that have the similar configurations with ECBSR [64]; 2) large models that are similar to EDSR-M [35] and SRResNet [31]. The models are trained with L1 loss. The mini-batch size is set to 32. For tiny models, the LR patch size is set to 64×64. The initial learning rate is set to 4×10^{-4} and decayed with multiple steps. For the other models, we set the LR patch size to 48×48. The initial learning rate is set to 2×10^{-4} and decayed by the cosine annealing scheduler with four cycles [38, 49]. The optimization is performed with Adam optimizer for 1000K iterations. The training and analyses are performed with PyTorch on NVIDIA A100 GPUs in an internal cluster.

5.2 Comparisons to Previous Works

Results on Tiny Networks We first compare our RepSR on the tiny model size, which is usually designed for mobile devices. Our aim is to show that our RepSR can achieve good performance on tiny models in a simple and effective way. We compare RepSR with representative SR methods, including SRCNN [13], FSRCNN [15], ESPCN [6], VDSR [28], LapSRN [30], CARN [2], TPSR [32], IMDN [24], and recent SR re-parameterization works: ECBSR [64] and SESR [5]. Following the practice in [64], we use the notation MCxCy for different model sizes, denoting x convolutions with y channels (after re-parameterization) in its body structure.

The PSNR/SSIM and model complexity are summarized in Tab. 2. We can draw the following conclusions. 1) Methods with re-parameterization could largely improve performance with fewer parameters

Based on our analysis, an intuitive idea of reducing train-test inconsistency is to use population statistics during training. Therefore, we propose to first train SR networks with mini-batch statistics, as normal BN does. At the later training period, we switch to using population statistics.

One may wonder whether this strategy will sacrifice the performance, as the switching process actually changes the optimization behavior of BN layers. From our experiments, this strategy will not degrade the performance of datasets that originally have high performance. As shown in Tab. 1, both models trained with BN and with our strategy obtain similar and good results on Set 5. Furthermore, the proposed strategy is capable of removing BN artifacts (last column, Fig. 3) and improving performance (Set14, B100, DIV2K results in Tab. 1). In conclusion, equipped with the proposed strategy, we can enjoy the benefits from faster convergence with BN training, while not being affected by BN artifacts.

This strategy is named FrozenBN in high-level tasks, which is usually for transferring a pretrained model to downstream tasks [33, 42, 43] or for small-batch-size training [53]. We also embrace this strategy in the SR task to reduce the train-test inconsistency, based on our analysis of the cause and properties of the BN issue in SR.

Different from FrozenBN, we do not freeze the affine parameters in BN, as it is not necessary from our experiments. Adjusting those affine parameters leads to a larger optimization space to remove BN artifacts. One may also wonder whether we can close the gap between mini-batch and population statistics by enlarging batch size. Our experiments show that this method cannot effectively remove BN artifacts. This is mainly due to the large fluctuation brought by the randomness of cropped patches during training, as also reflected by the oscillation of training loss (Fig. 6).

Discussion. We have revealed the cause of BN artifacts in SR, and propose an effective strategy to remove such artifacts. Thus, RepSR can enjoy the non-linearity benefits from BN during training, while not being affected by BN artifacts in SR. This strategy is mainly verified under the context of SR re-parameterization in this work. It is interesting to investigate whether FrozenBN can further improve performance of general SR task. This is beyond the scope of this paper and is left as a future work.

5 EXPERIMENTS

5.1 Datasets and Implementation

We train our models on the DIV2K training dataset [1] with 800 HR images. The validation sets are Set5 [4], Set14 [59], BSD100 [40], Urban100 [23], and DIV2K validation set [1]. All these datasets are commonly used in SR and licensed for research purposes. LR images are obtained using the MATLAB bicubic kernel function.

We employ two model sizes: 1) tiny models that have the similar configurations with ECBSR [64]; 2) large models that are similar to EDSR-M [35] and SRResNet [31]. The models are trained with L1 loss. The mini-batch size is set to 32. For tiny models, the LR patch size is set to 64×64. The initial learning rate is set to 4×10^{-4} and decayed with multiple steps. For the other models, we set the LR patch size to 48×48. The initial learning rate is set to 2×10^{-4} and decayed by the cosine annealing scheduler with four cycles [38, 49]. The optimization is performed with Adam optimizer for 1000K iterations. The training and analyses are performed with PyTorch on NVIDIA A100 GPUs in an internal cluster.

5.2 Comparisons to Previous Works

Results on Tiny Networks We first compare our RepSR on the tiny model size, which is usually designed for mobile devices. Our aim is to show that our RepSR can achieve good performance on tiny models in a simple and effective way. We compare RepSR with representative SR methods, including SRCNN [13], FSRCNN [15], ESPCN [6], VDSR [28], LapSRN [30], CARN [2], TPSR [32], IMDN [24], and recent SR re-parameterization works: ECBSR [64] and SESR [5]. Following the practice in [64], we use the notation MCxCy for different model sizes, denoting x convolutions with y channels (after re-parameterization) in its body structure.

The PSNR/SSIM and model complexity are summarized in Tab. 2. We can draw the following conclusions. 1) Methods with re-parameterization could largely improve performance with fewer parameters
and lower computation cost during inference. 2) Our RepSR with a simple structure achieves comparable or better performance on all configurations except ECBSR, while ECBSR requires more complicated structures with manually-designed filters. 3) SESR has a simpler block without BN. It has a large performance drop (B1 vs. B2) and lower computation cost during inference.

We further show that our RepSR has a faster training speed than ECBSR [64] while having the comparable performance in Tab. 3. This is due to the simple structure used in RepSR, while ECBSR adopts complicated pre-defined filters including classical Sobel and Laplacian filters [45].

Plain networks have the advantage in actual running speed and memory consumption [12]. ECBSR [64] has shown that such plain networks achieve better performance-speed trade-off in mobile devices (Snapdragon 865 and Dimensity 10000+ SOC). Our RepSR-Tiny has the same inference network as ECBSR and thus can also recover better line structures than plain VGG.

## Results on Large Networks

We then compare our RepSR on large networks. Instead of huge networks, here, large networks indicates larger model than the above tiny models. We adopt the model size that has a similar running throughput capacity to IMDN [24] and RFDN [37]. We compare our RepSR with SwinIR-Light [34], RCAN [65], EDSR [35], ECBSR [64], IMDN [24] and RFDN [37]. PSNR are evaluated on the Y channel. We show the trade-off comparisons between PSNR performance and the throughput in Fig. 1. The throughput is tested on A100 with a batch is 4, fp16 precision and upsampling from 320 × 180 to 1280 × 720. Our RepSR is capable of achieving a better balance in the performance-throughput trade-off.
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5.3 Ablation Studies

All the ablation experiments are conducted on the ×4 model with the large model size. We report PSNR values on RGB channels.

**Clean residual path.** We first remove the residual path. As expected, it largely decreases the PSNR (variant ②, Tab. 5). If we add BN in the residual path, the performance also has a decline, indicating a clean path is important for SR (variant ③, Tab. 5)

**Different choices of other branches.** As shown in Tab. 5, 1) the branches used in RepVGG without expand-and-squeeze conv (variant ④) brings a PSNR drop. 2) Adding BN after each convolution (variant ⑤) does not bring further improvements, therefore we only keep one BN between two convolutions for simplicity. 3) Employing an inverse order of convolution obtains similar results. But the variant ⑥ has padding issues during each training iteration. Thus, we adopt the C3-BN-C1 configuration. In our experiments, this improvement does not bring performance drop while having a faster training. For example, it can decrease the training time from 42h44m to 27h52m (↓35%) for the RepSR-M16C64 configuration.

**Width multiplier.** We adjust the width multiplier in the expand-and-squeeze convolutions. It is observed from Tab. 6 that when switching the width multiplier from one to two, there is an improvement. Only a slight improvement can be obtained if the width multiplier further increases. Thus, we set width multiplier to 2 in our experiments.

**Number of branches.** We change the number of non-residual branches in RepSR. As we can see, one branch leads to an apparent performance drop, while the performance saturates if we further increase the branch number. Thus, we set the number of branches to 2.

### Table 5: Ablation studies on the RepSR block. C3, C1 denotes 3×3 and 1×1 convolutions, respectively.

| No. | Variants                        | Set5  | U100  |
|-----|--------------------------------|-------|-------|
| ①  | RepSR                          | 30.31 | 24.74 |
| ②  | remove residual path           | 29.61 | 24.12 |
| ③  | residual path with BN          | 30.27 | 24.68 |
| ④  | C3-BN + C1-BN                  | 30.24 | 24.65 |
| ⑤  | 2 × (C3-BN+C1-BN)              | 30.30 | 24.74 |
| ⑥  | 2 × (C1-BN-C3)                 | 30.31 | 24.75 |

### Table 6: Ablation studies on width multiplier.

| # Width multiplier | 1    | 2    | 3    | 4    |
|--------------------|------|------|------|------|
| Set5               | 30.27| 30.31| 30.30| 30.33|
| Urban100           | 24.71| 24.74| 24.76| 24.75|

### Table 7: Ablation studies on the number of branches.

| # Branch | 1    | 2    | 3    | 4    |
|----------|------|------|------|------|
| Set5     | 30.25| 30.31| 30.39| 30.31|
| Urban100 | 24.71| 24.74| 24.75| 24.75|

5.4 Limitations

Although RepSR can successfully train VGG-style SR networks and achieve better performance-throughput balance, it still has several limitations. 1) RepSR only works for training powerful plain networks, and cannot further improve the performance for other strong blocks, such as EDSR and DenseNet. Such an observation is also discussed in [12]. 2) Empirically, we find that very deep plain networks (e.g., more than 100 layers) are still challenging for RepSR, whose performance cannot reach its EDSR counterpart.

6 CONCLUSION

We have proposed RepSR, a simple yet effective re-parameterizable block tailored for SR. In order to introduce the BN training non-linearity, we carefully analyze the cause of BN artifacts and propose an effective strategy to address this BN issue. Delicate designs such as clean residual path and expand-and-squeeze convolutions, are employed to further improve the re-parameterization performance. The proposed RepSR allows us to train efficient VGG-style SR networks, achieving better performance with faster inference speed.
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