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Abstract

Unmanned Aerial Vehicles (UAVs) have emerged as adequate platforms to carry communications nodes, including Wi-Fi Access Points and cellular Base Stations. This has led to the concept of flying networks composed of UAVs as a flexible and agile solution to provide on-demand wireless connectivity anytime, anywhere. However, state of the art works have been focused on optimizing the placement of the access network providing connectivity to ground users, overlooking the backhaul network design. In order to improve the overall Quality of Service (QoS) offered to ground users, the placement of Flying Gateways (FGWs) and the size of the queues configured in the UAVs need to be carefully defined to meet strict performance requirements. The main contribution of this article is a traffic-aware gateway placement and queue management (GPQM) algorithm for flying networks. GPQM takes advantage of knowing in advance the positions of the UAVs and their traffic demand to determine the FGW position and the queue size of the UAVs, in order to maximize the aggregate throughput and provide stochastic delay guarantees. GPQM is evaluated by means of ns-3 simulations, considering a realistic wireless channel model. The results demonstrate significant gains in the QoS offered when GPQM is used.
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1. Introduction

Flying networks, composed of Unmanned Aerial Vehicles (UAVs), have emerged as a flexible and agile solution to provide on-demand, temporary wireless connectivity when there is no network infrastructure available or there is a need to enhance the capacity of existing networks. Their ability to operate virtually anywhere and hover above the ground, their capability to move in 3D space, and their growing on-board payload capacity make UAVs adequate platforms to carry communications nodes, including Wi-Fi Access Points and cellular Base Stations. The reference concept proposed in the article is depicted in Fig. 1 for a disaster management scenario. It is based on 1) Flying Access Points (FAPs) that position autonomously according to the traffic demand of the ground users and establish an access network for coverage extension and capacity enhancement, and 2) a Flying Gateway (FGW) that forwards the traffic to/from the Internet, establishing a backhaul network with the FAPs. Yet, the ever increasing usage of a myriad of communications services and online applications, such as ultra-high definition video streaming, augmented and virtual reality, holographic-type communications, and remote vehicle piloting, poses orthogonal performance requirements to the access and backhaul networks, including high throughput and delay guarantees. These requirements are envisioned in the emerging 5G+ networks, which aim at providing differentiated services to multiple verticals, including massive Machine-Type Communications (mMTC), massive Internet of Things (mIoT) communications, Ultra-Reliable and Low-Latency Communications (URLLC), and enhanced Mobile Broadband.
When it comes to the FAP placement problem, existing solutions are focused on enhancing the radio coverage and the number of ground users served, as well as improving the Quality of Service (QoS) offered by the access network. Even though the ground users are directly affected by the access network, the backhaul network – including the UAVs acting as network relays and gateways to/from the Internet – needs to be carefully designed. Still, this aspect has been overlooked in the state of the art, where an unconstrained backhaul network is commonly considered [3]. In order to address this challenge, in [21] we have proposed a centralized traffic-aware gateway placement (GWP) algorithm for flying networks with controlled topology, which enables backhaul communications paths with high enough capacity to accommodate the traffic offered by the access network.

In addition to the ability to accommodate the offered traffic, flying networks providing wireless connectivity are expected to meet strict low-latency requirements [22]. To overcome this challenge, the flexibility provided by UAVs to be placed so that short-distance Line of Sight wireless links are ensured is a step forward [23]. Yet, unprecedented challenges from the network configuration point of view are also arising. In particular, the size of the queues configured in the communications nodes, which are used for accommodating transient traffic bursts offered to the network, needs to be defined.

Wireless networks in general and flying networks in particular, due to their dynamic nature, bring up significant challenges, including: 1) shared wireless channels with capacity constrained by the number of neighboring nodes; and 2) frequent changes in the Signal to Noise Ratio (SNR) of the wireless links, which induce time-varying network capacity. For these reasons, queues with static size and the state of the art Active Queue Management (AQM) algorithms [24][25], which were designed for wired networks, are typically not adequate for flying networks. This challenge was overcome in [29], where we have proposed a Proactive Queue Management (PQM) algorithm able to provide stochastic delay guarantees. However, PQM is limited to the proactive configuration of the queue size. An algorithm able to ensure wireless links that meet the traffic demand of the FAPs, while benefiting from the network capacity information for computing the queue size so that strict delay requirements are met, is worthy of being considered.

This article proposes a traffic-aware gateway placement and queue management algorithm, called GPQM. Taking advantage of the information on the future positions of the FAPs, defined according to the traffic demand of the ground users by a state of the art FAP placement algorithm running in a central station, the GPQM algorithm is able to 1) determine the FGW position, in order to accommodate the offered traffic, and 2) compute the queue size for each FAP, in order to provide stochastic delay guarantees.

The main contributions of this article are two-fold:

1. A traffic-aware gateway placement and queue management algorithm for flying networks, called GPQM. Building upon the GWP [21] and PQM [29] algorithms, GPQM allows to jointly define an adequate placement for the FGW and a suitable queue size for the FAPs, which are aspects addressed by GWP and PQM independently, without taking advantage of the gains allowed by each other. GPQM allows to minimize the packet service time and the traffic load in each FAP, while improving the flying network performance.

2. Evaluation of the GPQM algorithm under realistic channel conditions. GPQM is evaluated by means of ns-3 simulations [30], considering different traffic generation models and a realistic wireless channel model, which allows to achieve more accurate and realistic performance results than using pure theoretical models.
The rest of this article is organized as follows. Section 2 discusses the related work. Section 3 defines the system model and formulates the problem. Section 4 presents the GPQM algorithm. Section 5 describes the evaluation of the GPQM algorithm, including the methodology, the simulation setup, and the obtained results. Section 6 discusses the pros and cons of the GPQM algorithm. Finally, Section 7 points out the main conclusions and directions for future work.

2. Related Work

Flying networks have been widely proposed in the literature as a suitable solution for providing communications in extreme scenarios. Associated with this, unprecedented challenges regarding UAV placement and flying network configuration, including queue management, have emerged. In this section, we review the related works on placement and queue management in wireless networks, with special focus on flying networks composed of UAVs.

Different solutions on gateway placement in wireless networks in general have been proposed [31–36]. Nevertheless, most of them aim at minimizing the number of gateways in scenarios with multiple gateways and do not take advantage of the controlled mobility over the communications nodes. A reference work is presented in [37], where it is shown that the gateway placement and the transmission power affect significantly the network throughput. When it comes to flying networks, the placement of UAVs acting as network relays and its impact on the achieved throughput has been studied in [38, 39]; yet, only a pair of ground nodes has been considered. A similar work employing a UAV in movement is presented in [40]. In [41, 42], a model-free algorithm to determine the optimal position of UAVs acting as network relays is presented. Since it relies on online learning and interaction with the environment by means of real-time measurements, its main drawback is the long convergence time required to achieve the optimal solution. Overall, different placement algorithms for UAVs carrying communications nodes have been proposed in the literature [13]. However, they are focused on UAVs acting as Access Points and Base Stations, aiming at maximizing the radio coverage and the number of ground users served [43–47] or the QoS offered to the ground users [48, 50]. A reference work is presented in [3], where an algorithm in charge of dynamically determining the coordinates to place the FAPs according to the traffic offered by the ground users is proposed, aiming at improving the aggregate throughput without compromising the coverage of the venue. Besides the placement of the UAVs forming the access network, an additional challenge in flying networks is the design of the backhaul network, which should ensure wireless links with high enough capacity to transport the traffic between the FAPs and the UAVs acting as network relays and gateways to/from the Internet.

The queues’ size has also a significant impact on the QoS offered by a network. In order to overcome the challenge, different AQM algorithms have been proposed in the literature. They aim at dropping packets based on different approaches, including queue size, packet size, queuing delay, link utilization, and traffic classification. Some examples are Drop-Tail, Random Early Detection (RED) [24], BLUE [25], Proportional Integral (PI) [26], Controlled Delay (CoDel) [27], and Proportional Integral controller Enhanced (PIE) [28]. In Drop-Tail, the size of the queue is set to a static value; the packets are accepted until this value is reached. The main disadvantage of Drop-Tail lies in the fact that packets can be held in the queue for long time if the size of the queue is not carefully defined. RED drops packets based on queue size. It employs minimum and maximum threshold values for the queue size. When the average queue size is between the defined threshold values, the packets are marked with a dropping probability. In turn, when the number of packets in the queue is higher than the maximum threshold value, all packets are dropped. However, RED requires fine-tuning several parameters, including the minimum and maximum threshold values for the queue size and the probability for marking and dropping packets when congestion occurs, which need to be adjusted according to the networking scenario [51]. This makes RED not suitable for wireless networks with frequent topology changes, which lead to links with time-varying capacity. BLUE considers previous link under-utilization and packet loss events to manage network congestion. It randomly drops incoming packets based on a drop probability, which is incremented when a packet is lost and decremented when the link is idle. Yet, BLUE was designed to tackle non-responsive traffic only. PI employs a proportional integral to control the queue size. Initially, the queue size is defined to a desirable value, and thereafter PI controls the queue size...
by updating the packet drop probability. However, PI reacts slowly to changes; this makes it not suitable for bursty traffic and wireless networks, which are dynamic in nature. Contrary to the previous AQM algorithms, CoDel, which has been recently proposed, relies on the sojourn time - the time that packets are held in the queue. CoDel starts dropping packets at the head of the queue when the sojourn time is higher than a predefined value. However, CoDel requires per-packet time-stamping. Similarly to CoDel, PIE aims at controlling the average queuing delay. For that purpose, it randomly drops incoming packets at the onset of congestion, which is inferred based on the packet queuing delay. Still, the state of the art works have been focused on addressing the queue management in wired networks only [52].

Wireless networks introduce additional challenges that must be taken into account, including time-varying wireless channel capacity and shared wireless channels [53]. These challenges are exacerbated in flying networks, which induce frequent topology changes. With the growing usage of communications services and online applications with strict performance requirements regarding throughput and delay, this research topic is emerging again [10, 54, 55]. In [56], the authors have studied the impact of the queue size in single-hop IEEE 802.11 networks. The performance of three different algorithms has been evaluated: emulated Bandwidth-Delay Product, Adaptive Limit Tuning (ALT), and A*. The authors have concluded that the usage of static size queues in IEEE 802.11 networks leads to underutilized communications nodes and unnecessary high delays. In [57], an aggregation-aware queue management scheme for wireless networks (WQM) is presented. WQM estimates the time required to drain the queues based on the transmission rate, in order to adjust their size and meet the desired QoS. A queue management algorithm is presented in [58]. It employs the Recursive Least Square (RLS) algorithm to predict the average queue size over time, which includes a set of dynamic parameters that are estimated in real-time, considering the queue occupancy observed in the previous time instants. This can lead to unstable behavior and compromise performance in wireless links with time-varying capacity. In [59], a latency-aware UAV placement algorithm has been proposed. Considering a network composed of a terrestrial Base Station and a UAV also acting as a Base Station, connected to each other by means of a Free-Space Optics-based backhaul link, the proposed algorithm aims at determining the UAV 3D position, user association, and bandwidth allocation between the UAV and terrestrial Base Station. The objective is to minimize the ground users’ average latency and meet their QoS requirements; however, the queue management problem is not addressed. A joint UAV placement and queue scheduling algorithm for admission and congestion control has been proposed in [60]. Yet, it is focused on multiple UAVs that act as network relays for ground nodes, and the queue scheduling lies on assigning different priorities to the network packets. In [61], a dynamic trajectory control algorithm for UAVs providing wireless connectivity to ground nodes has been proposed. It defines the trajectories of the UAVs so that the queue occupancy of each UAV is lower than a given threshold, in order to increase the packet delivery ratio for the wireless links established between the UAVs. However, the trajectories of the UAVs are defined to ensure radio coverage for the ground nodes and the QoS requirements are not taken into account. In addition, since the trajectories of the UAVs are readjusted only when link congestion occurs, it constitutes a reactive approach. In [62], an algorithm for placing a UAV acting as a base station has been proposed. It aims at minimizing the average queuing delay with energy consumption and UAV speed constraints; however, the traffic demand and the delay requirements of the ground nodes are not considered. Overall, as stated in [53], designing a single optimal queue management algorithm that suits the variable characteristics of wireless networks for different congestion scenarios is not straightforward, especially due to the need of fine-tuning a wide set of parameters. In [63], the authors have concluded that estimating the mean packet delay using the M/M/1 queuing model is accurate for flying networks under non-saturated traffic conditions and considering an independent packet error rate. This is an important conclusion that supports part of the work presented in our article.

3. System Model and Problem Formulation

The flying network is assumed to be organized into a two-tier architecture, as depicted in Fig. 2.
This architecture is especially targeted at taking advantage of short range high-directional wireless links, providing high bandwidth wireless channels and low inter-flow interference. Two types of UAVs are assumed to compose the flying network: 1) the FAPs, which provide wireless connectivity to the ground users, and 2) the FGW, which forwards the traffic to/from the Internet. The FAPs and the FGW establish a flying network able to 1) extend the radio coverage from a remote Access Point/Base Station and 2) provide on-demand wireless connectivity over a given area. The first tier consists of the access network, which is composed of FAPs enabling high-capacity small cells. The FAPs are dynamically placed and configured according to the traffic demand of the ground users by means of a state of the art FAP placement algorithm. For that purpose, the FAPs periodically take a snapshot of the first tier, including the amount of traffic that the ground users are offering to the network and send this information to a Central Station, where the FAP placement algorithm is running. The second tier is composed of the FGW that is placed above the FAPs. The FGW forwards the traffic to/from the Internet by means of a dedicated broadband wireless link with QoS ensured by the core network, typically managed by a telecommunications operator. The traffic demand of each FAP must be higher than or equal to the sum of the traffic offered by the ground users connected to it.

The Central Station can be deployed anywhere in the Edge or in the Cloud. The Central Station is responsible for controlling the flying network by periodically: 1) defining the positions of the FAPs according to the traffic offered by the ground users; 2) determining the updated positions of the FGW, in order to enable wireless links able to meet the traffic demand of the FAPs; and 3) calculating the queue size for each FAP, in order to provide stochastic delay guarantees. The Central Station is in charge of sending the updated positions to the FAPs and the FGW, and the queue size to each FAP, at periodic time instants. Based on the information received, the FAPs and the FGW position and configure themselves accordingly. An out-of-band long-range wireless channel (e.g., based on IEEE 802.11ah) is used for exchanging information between the Central Station and the UAVs. It enables an always-on control link, even when the flying network is being reconfigured, and avoids introducing overhead in the backhaul and access networks formed by the UAVs. The design of the out-of-band communications solution is beyond the scope of this article.

The main notation used to formulate the problem addressed by this article is presented in Table 1. Let us assume that $\Delta t \gg 1$ s corresponds to the update period defined by the FAP placement algorithm. At time $t_k = k \cdot \Delta t, k \in \mathbb{N}_0$, the flying network is represented by a directed graph $G(t_k) = (V, E(t_k))$, where $V = \{0, ..., N - 1\}$ is the set of UAVs $i$ placed at $P_i = (x_i, y_i, z_i)$ inside a cuboid $x^{\text{MAX}}$ long, $y^{\text{MAX}}$ wide, and $z^{\text{MAX}}$ high. $E(t_k) \subseteq V \times V$ is the set of directional wireless links available between UAV$_i$ and UAV$_j$, at time $t_k$, with $(i, j) \in E(t_k)$. The wireless channel between each pair of UAVs is modeled by the Friis propagation loss model [64], which is justified by the strong Line of Sight component that dominates the wireless links established between UAVs [65]. $C_{j,i}(t_k)$ defines the maximum capacity, in bit/s, of the wireless link available between UAV$_i$ and UAV$_j$, at time $t_k$, considering a constant channel bandwidth $B$ in Hz. We assume that the maximum link capacity is equal to the data rate associated to the Modulation and Coding Scheme (MCS) index $\text{MCS}_i$ selected by each UAV$_i$ over the number of UAVs that use the same wireless channel. MCS$_i$ requires a minimum SNR$_i$, considering a constant noise power $P_N$.

UAV$_{\Phi,i}, i \in \{1, ..., N - 1\}$, which is placed one hop away from UAV$_{\Phi,0}$, acts as a FAP and transmits, during time interval $t_k$, a traffic flow with bitrate $T_i(t_k)$ bit/s and constant packet size $S_i$ in bytes, towards UAV$_{\Phi,0}$, which performs the role of FGW. The active topology of the flying network is defined by a tree $T(V, E_T)$ that is a subgraph of $G$, where $E_T \subseteq E$ is the set of direct wireless links between UAV$_i$ and UAV$_{\Phi,0}$, which is the root of the tree. The flow $F_{0,i}$, with bitrate $T_i(t_k)$ bit/s, demands a minimum capacity $C_{0,i}(t_k)$, in bit/s, for

**Figure 2:** Flying network organized into a two-tier architecture. The FAPs provide wireless connectivity to the ground users and the FGW forwards the data traffic to/from the Internet (dashed blue line). The flying network is controlled by a Central Station deployed in the Edge or in the Cloud. The UAVs use an out-of-band long-range wireless channel (dotted green line) to exchange information with the Central Station.
Table 1: Main notation used to formulate the problem addressed by this article.

| Notation | Description |
|----------|-------------|
| $B$ | Constant channel bandwidth, in Hz |
| $c$ | Speed of light in vacuum, in m/s |
| $C_{j,i}(t_k)$ | Maximum capacity, in bit/s, of the wireless link available between UAV$_i$ and UAV$_j$, at time $t_k$ |
| $C^{MAX}$ | Maximum capacity, in bit/s, of the wireless communications channel |
| $D_i(t_k)$ | Average delay, in seconds, of the packets belonging to flow $F_{0,i}$, at time $t_k$ |
| $d_{max,i}$ | Maximum distance, in meters, between UAV$_i$ and UAV$_0$ to ensure the selection of MCS$_i$ |
| $E_T$ | Set of wireless links between UAV$_i$ and UAV$_0$ |
| $E(t_k)$ | Set of directional wireless links between UAV$_i$ and UAV$_j$, at time $t_k$ |
| $f$ | Carrier frequency, in Hz |
| $F_{0,i}$ | Traffic flow transmitted by UAV$_i$ towards UAV$_0$ |
| $G(t_k)$ | Directed graph representing the flying network, at time $t_k$ |
| $H$ | Maximum average delay allowed, in seconds |
| $L$ | Reference fair share, in bit/s, of the wireless channel’s capacity |
| $M$ | Distance, in meters, to be ensured between the position computed for UAV$_0$ and the position of any other UAV$_i$ in the flying network |
| $MCS_i$ | Modulation and Coding Scheme (MCS) index selected by UAV$_i$ |
| $P_i$ | Position of UAV$_i$ |
| $P_N$ | Constant noise power, in dBm |
| $P_T$ | Transmission power, in dBm, of the UAVs |
| $Q_i$ | Queue size, in packets, of UAV$_i$ |
| $R_i(t_k)$ | Bitrate, in bit/s, of the traffic flow $F_{0,i}$, measured in UAV$_0$, at time $t_k$ |
| $S$ | Packet size, in bytes |
| $S_G$ | Gateway placement subspace |
| $SNR_i$ | Minimum Signal to Noise Ratio (SNR), in dB, required for selecting MCS$_i$ |
| $T_i(t_k)$ | Bitrate, in bit/s, of the traffic flow transmitted by UAV$_i$ towards UAV$_0$, at time $t_k$ |
| $T(V, E_T)$ | Active topology of the flying network |
| UAV$_i$ | Unmanned Aerial Vehicle $i$ |
| $V$ | Set of UAVs composing the flying network |
| $x_i, y_i, z_i$ | 3D Cartesian coordinates of UAV$_i$ |

The wireless link available from UAV$_i$ to UAV$_0$, at time $t_k$. $F_{0,i}$ is received at UAV$_0$ from UAV$_i$ with bitrate $R_i(t_k)$ bit/s and average delay $D_i(t_k)$ seconds, at time $t_k$. Herein, we consider average delay values for illustrative purposes, but a Service Level Agreement established with a Mobile Network Operator can also refer minimum values (e.g., lowest packet delay among all packet delay values) or median values (e.g., 50th percentile of the frequency distribution of packet delays) [69]. The wireless channel is assumed to be symmetric.

In networking scenarios with asymmetric wireless links, the lowest capacity among the two directions should be considered. The maximum capacity of the wireless channel is equal to $C^{MAX}$ bit/s. The wireless channel is shared and we assume that every UAV$_i$ can listen to any other UAV$_j$, including UAV$_0$. This is a realistic assumption, since a flying network is expected to provide wireless connectivity over a confined area of a few hundred square meters (e.g., disaster area or music festival venue) using IEEE 802.11 or 4G/5G communications technologies, which provide a high enough communications range, while benefiting from an improved Line of Sight component when compared with terrestrial networks. The Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) mechanism is employed for Medium Access Control, which is in charge of avoiding collisions of frames by enabling transmissions only when the wireless channel is sensed to be idle.

\[
\begin{align*}
\text{minimize} & \quad C(t_k) = \sum_{i=1}^{N-1} C_{0,i}(t_k) \\
\text{subject to:} & \quad 0 \leq P_T \leq P_T^{MAX} \quad (1a) \\
& \quad C(t_k) \leq C^{MAX} \quad (1b) \\
& \quad 0 < T_i(t_k) \leq C_{0,i}(t_k), \quad i \in \{1, ..., N-1\} \quad (1c) \\
& \quad Q_i(t_k) \geq 0, \quad i \in \{1, ..., N-1\} \quad (1d) \\
& \quad D_i(t_k) < H, \quad i \in \{1, ..., N-1\} \quad (1e) \\
& \quad 0 \leq x_i \leq x^{MAX}, \quad i \in \{0, ..., N-1\} \quad (1f) \\
& \quad 0 \leq y_i \leq y^{MAX}, \quad i \in \{0, ..., N-1\} \quad (1g) \\
& \quad 0 \leq z_i \leq z^{MAX}, \quad i \in \{0, ..., N-1\} \quad (1h) \\
& \quad (x_0 - x_i)^2 + (y_0 - y_i)^2 \quad (1i) \\
& \quad (z_0 - z_i)^2 > M^2, \quad i \in \{1, ..., N-1\} \quad (1k)
\end{align*}
\]
Problem: Considering $N - 1$ FAPs, each generating a traffic flow $F_{0,i}$ with bitrate $T_i(t_k)$ bit/s towards UAV$_0$, we aim at determining, at each periodic time instant $t_k$, the position of UAV$_0$, $P_0 = (x_0, y_0, z_0)$, the transmission power of each FAP$_i$, $P_T$, considering $P_T^{MAX}$ as the maximum transmission power allowed for the wireless technology used, and the queue size for each FAP$_i$, $Q_i$, so that: 1) $C_{0,i}(t_k)$ is high enough for accommodating $T_i(t_k)$ bit/s and $C(t_k) = \sum_{i=1}^{N-1} C_{0,i}(t_k)$ is minimized; 2) the average delay $D_i(t_k)$ is below a given threshold $H$.

Our objective function, which minimizes the overall capacity required to carry the traffic offered by the FAPs, is defined in (1a). Using the minimum capacity $C_{0,i}(t_k)$ aims at reducing the number of communications resources required to carry $T_i(t_k)$ bit/s. In our optimization problem, we employ the transmission power $P_T$ as the fine-tuning communications resource. However, this rationale is valid for any other communications resource and corresponding optimization problem formulation, such as when considering the channel bandwidth $B$ as the fine-tuning parameter for computing the capacity $C_{0,i}(t_k)$ by means of the Shannon–Hartley theorem [62]. A discussion on the quality of the admissible solutions obtained, considering a reference networking scenario, is presented in Appendix A.

In the optimization problem formulated in (1), the following constraints are considered for any time instant $t_k$:

- (1b) guarantees that the computed transmission power $P_T$ is between 0 and the maximum value $P_T^{MAX}$ allowed for the wireless technology used.
- (1c) ensures that the aggregate capacity $C(t_k)$ of the wireless links established with UAV$_0$ is lower than or equal to the maximum capacity $C^{MAX}$ of the shared wireless channel used.
- (1d) assures that the capacity of the wireless link established between UAV$_i$ and UAV$_0$ is higher than or equal to the bitrate of the traffic flow transmitted by UAV$_i$.
- (1e) guarantees that the computed queue size for UAV$_i$ is not negative.
- (1f) ensures that the average delay of the packets generated by UAV$_i$ is below a given threshold $H$, which is defined according to the QoS levels to be offered by the flying network.

- (1g), (1h), (1i) ensure that the position $P_i = (x_i, y_i, z_i)$ of UAV$_i$ is within the dimensions $x^{MAX}, y^{MAX}, z^{MAX}$ that characterize the 3D space where the flying network should be deployed.
- (1j) assures that a wireless link capable of being established between UAV$_0$ and UAV$_i$ is always available.
- (1k) guarantees that the position computed for UAV$_0$ is $M$ meters away from the position of any UAV$_i$ composing the flying network, in order to avoid collision between UAVs.

When it comes to the 3D space where the UAVs should be deployed, in the current version of our problem formulation we generically consider that the position $P_i = (x_i, y_i, z_i)$ of each UAV$_i$ is within zero and maximum values $x^{MAX}, y^{MAX}, z^{MAX}$, which characterize the dimensions of the 3D space available. For safety reasons in a real-world deployment, the minimum value considered for the altitude $z_i$ of UAV$_i$ should assume a minimum safety value greater than 0 m, so that it is positioned above the height of any ground user. This should be defined in constraint (1g). Likewise, in order to avoid collision with any obstacles existing at a given location, the 3D space available for placing the UAVs can be defined by means of the constraints (1g), (1h), and (1i). Although ensuring safety when placing UAVs is a relevant research topic, it is beyond the scope of this article. Constraints regarding the energy consumption of the UAVs are also not considered in this article. This research challenge is approached in [68, 69].

Solving optimization problems typically requires overcoming many challenges, including non-differentiable functions and constraints, large dimensionality, and multiple local minima [70]. Existing solvers can be divided into two main groups: gradient-based and gradient-free solvers. Gradient-based solvers are best-suited at finding local minima for high-dimension, non-linear constrained, and convex optimization problems. However, they are not adequate for non-convex optimization problems. In addition, their computational complexity typically grows exponentially with the problem size [71]. Gradient-free solvers are better suited for non-convex problems. Nevertheless, contrary
to gradient-based solvers, gradient-free solvers do not guarantee optimal solutions, but only acceptable solutions. Moreover, the variables that influence the values of $P_r$, $P_0 = (x_0, y_0, z_0)$, and $Q_i$ in the problem formulated in (1) include: 1) the capacity of the wireless links between each FAP, and UAV$_0$ (FGW), at time $t_k$; 2) the number of UAVs that use the same wireless channel; 3) the behavior of the Medium Access Control protocol; and 4) the interference between UAVs. These factors are difficult to model mathematically.

The objective function in our problem formulation aims at minimizing the overall capacity $C(t_k)$ of the wireless links established between all the FAPs and UAV$_0$ (FGW) at each instant $t_k$. The wireless links’ capacity is expressed by means of the Shannon-Hartley theorem. The Shannon-Hartley theorem allows to compute the maximum amount of information that can be carried per unit of time by a communications channel subject to a certain SNR, using a given bandwidth $B$, as follows: $C = B \times \log_2 (1 + \text{SNR})$. This equation is a non-convex function. Since the objective function consists of the sum of multiple non-convex functions, each representing the capacity for the wireless link established between a FAP and the FGW computed using the Shannon-Hartley theorem, then it is a non-convex function too. The proof is presented in [2].

\[ C = B \times \log_2 (1 + \text{SNR}_1) + B \times \log_2 (1 + \text{SNR}_2) + \ldots + B \times \log_2 (1 + \text{SNR}_{N-1}) = B \times \log_2 \left( \prod_{i=1}^{N-1} (1 + \text{SNR}_i) \right) = B \times \log_2 (u) \]  

where:

\[ u = \prod_{i=1}^{N-1} (1 + \text{SNR}_i) \]

The non-convex nature of the objective function prevents any gradient-based algorithm from converging to a global optimal solution.

For the sake of theoretical analysis, we solved the optimization problem using the GEKKO optimization suite [73]. For that purpose, we took into account the Shannon-Hartley theorem [67] for determining the capacity $C_{0,i}(t_k)$ of the wireless link established between each FAP and UAV$_0$, while the queue of each FAP was modeled using the M/D/1 queuing model [75], considering a constant packet size $S$ equal to 1400 bytes. SNR$_i$ was computed by means of the Friis propagation loss model, for channel bandwidth $B$ equal to 160 MHz, 5250 MHz as the carrier frequency $f$, and constant noise power $P_{N}=−85$ dBm. This allowed us to obtain the point $(x_0, y_0, z_0) = (46.4, 12.3, 10)$ m for the FGW placement, UAVs’ transmission power $P_T = 0$ dBm, and queue size $Q_1, Q_2, Q_3$ equal to respectively 1, 111, and 133 packets. The SNR and capacity of the wireless links obtained are presented in Fig. 4.

Due to the non-convex nature of the objective function, it is known that the solution obtained can be a local optimum only. Moreover, since the Shannon-Hartley theorem only provides a theoretical maximum value for the capacity of the wireless links, the capacity obtained in practice in IEEE 802.11 links is substantially lower, especially due to the influence of neighboring nodes competing to access the medium and the overhead associated with the Medium Access Control protocol. For these reasons, the obtained theoretical results lead to target SNR values lower than the ones required in practice to achieve the same channel capacity, considering channel bandwidth and noise power. This can be concluded by comparing them with the minimum SNR values required for using the IEEE 802.11ac MCS indexes with a data rate close to the FAPs’ traffic demand, which are presented in Table 2. Furthermore, the time required to obtain a local optimal or quasi-optimal solution using a state of the art solver raises exponentially as both the number of UAVs and dimensions of the 3D space where the UAVs can be deployed increase. This may avoid obtaining timely solutions in dynamic flying networks that need to be reconfigured in short periods of time. For these reasons, we propose a heuristic algorithm that takes into account domain knowledge to find an adequate traffic-aware solution for the problem formulated in (1).

4. Traffic-aware Gateway Placement and Queue Management (GPQM) Algorithm

The GPQM algorithm results from the combination of the GWP and PQM algorithms that we have originally proposed in respectively [21] and [29]. On the one hand, the PQM algorithm aims at maximizing the throughput of the traffic carried between the FAPs and the FGW, while meeting an average delay constraint. Since PQM configures only the queue size of the communications nodes, it is unable to find a suitable solution that meets
The colors of the markers that represent the FAPs are associated with the order of magnitude of the SNR values of the wireless links established with the FGW, considering the depicted color bar.

Table 2: Minimum SNR required to select the IEEE 802.11ac MCS indexes 2, 5, and 7, and corresponding fair share for 3 FAPs.

| SNR (dB) | MCS index | Data Rate (Mbit/s) | Fair share (Mbit/s) |
|----------|------------|--------------------|---------------------|
| 15       | 2          | 175.5              | $0.80 \times \frac{175.5}{3 \text{FAPs}} = 50$ |
| 20       | 5          | 468                | $0.80 \times \frac{468}{3 \text{FAPs}} = 133$ |
| 25       | 7          | 585                | $0.80 \times \frac{585}{3 \text{FAPs}} = 166$ |

The average delay constraint for all flows offered by the FAPs, if the capacity of the wireless links is not high enough to achieve that. On the other hand, the GWP algorithm aims at ensuring that the wireless link established between each FAP and the FGW has high enough capacity for carrying the offered traffic. For that purpose, the GWP algorithm defines the FGW placement and the transmission power of the UAVs. However, it does not address the queue size management of the communications nodes, which may imply long queuing delays when the queue size is not adequate for the capacity of the wireless links available. As such, GWP is not able to provide average delay guarantees. Building upon the conclusion that the usage of static, oversized queues in IEEE 802.11 networks leads to underutilized communications nodes and unnecessary high delays without improving the aggregate throughput, GPQM defines: 1) the FGW position, in order to enable a wireless link between each FAP and the FGW that meets the traffic demand of FAP; and 2) calculating the queue size for each FAP, in order to provide stochastic delay guarantees. The GPQM algorithm allows packets to be held in the queue of each FAP for a short time, while maximizing the aggregate throughput measured in the FGW and improving the shared channel usage. Overall, this allows to improve the performance of the flying network. In what follows, we explain the GPQM algorithm, which is presented in Algorithm 1.

GPQM takes advantage of the centralized view of the flying network available at the Central Station, where the flying network is controlled. For that purpose, the Central Station takes into account the information collected and transmitted periodically by the FAPs themselves, including the traffic demand and the positions of the ground users. Based on this information, the FAP placement algorithm, which is beyond the scope of this article, determines the FAPs’ positions and the cell ranges of the access network, in order to meet the traffic demand of the ground users. Before transmitting the updated information to the FAPs, the GPQM algorithm calculates the FGW position and the queue size for each FAP. For the sake of simplicity, we omit $t_k$ in what follows. Considering the future positions of FAP and the bitrate of the traffic flow $F_{0,i}$, $T_i$ bit/s, GPQM aims at guaranteeing that a wireless link available between FAP and UAV (FGW) has a minimum SNR, that enables the usage of a MCS$_i$ index, characterized by a physical data rate higher than or equal to $T_i$ bit/s, and allows an average delay $D_i$ lower than $H$ seconds. Conceptually, if MCS$_i$ is ensured, the network will be able to accommodate $T_i$ bit/s, allowing to maximize the amount of bits received in the FGW and to minimize the average delay $D_i$.

The selection of MCS$_i$ imposes a minimum SNR, considering a constant noise power $P_N$. If the transmission power $P_T$ is known, we can calculate the maximum admissible distance $d_{\text{max},i}$ between FAP and UAV$_0$, using the Friis propagation loss model defined in (3) in dB, where $f$ is the carrier frequency, $\pi$ is the mathematical constant defined in Euclidean geometry as the ratio of a circle’s circumference to its diameter, and $c$ represents the speed of light in vacuum.

$$\text{SNR}_i = P_T - 20 \log_{10}(d_{\text{max},i}) - 20 \log_{10}(f) - 20 \log_{10}(\frac{\pi}{2}) - P_N$$

In 3D space, $d_{\text{max},i}$ corresponds to the radius of
Algorithm 1: GPQM algorithm

Input: Traffic demand $T_i$, in bit/s, of each FAP; packet size $S$, in bytes, and position $P_i$, in 3D Cartesian coordinates, of each FAP.

Output: Transmission (TX) power $P_T$, in dBm, for all UAVs. FGW position $P_{G}\in 3D$ Cartesian coordinates, and queue size $Q_i$, in number of packets, for each FAP.

1. $P_T \leftarrow 0$
2. $\lambda_i \leftarrow \frac{8 \times 8 \text{ bits/packet}}{S}$
3. while $P_T \leq P_{T}^{MAX}$ do
    4. computeFgwPos([x_i], [y_i], [z_i], [SNR_i], $P_T$)
    5. if $(x_0, y_0, z_0) \notin S_G$ then
        6. $\mu_i \leftarrow \frac{C_{0,i}}{8 \times 8 \text{ bits/packet}}$
        7. $\rho_i \leftarrow \frac{P_T}{\mu_i}$
        8. $Q_i \leftarrow \frac{1}{T_i} \times \rho_i$
        9. $D_i \leftarrow T_i \times \frac{2-\rho_i}{\rho_i}$
        10. return $P_T, (x_0, y_0, z_0), Q_i$
    else
        11. $P_T \leftarrow P_T + 1$
4. function computeFgwPos([x_i], [y_i], [z_i], $[SNR_i], P_T$):
    15. System of equations in the form of $[\text{ ]}^*$
    16. 
    17. $K = \frac{-20 \log_{10}(f_i) - 20 \log_{10} \left( \frac{z}{S} \right)}{P_{N}}$
    18. return $(x_0, y_0, z_0)$

Figure 4: Reference scenario depicting the Gateway Placement Subspace ($S_G$) in a two-Dimensional (2D) space, which results from the intersection of the circumferences, centered at each FAP, with radius equal to the maximum distance compliant with the minimum SNR required.

a sphere, centered at FAP_i, inside which UAV_0 should be placed. Considering $N-1$ UAVs, the placement subspace for positioning UAV_0 is defined by the intersection of the corresponding spheres $i \in \{1, ... , N-1\}$; we refer to this subspace as the Gateway Placement Subspace, $S_G$, as depicted in Fig. 4. $S_G$ is calculated using GPQM, which iteratively allows obtaining the point $P_0 = (x_0, y_0, z_0)$ for positioning UAV_0 and the minimum transmission power $P_T$ that is assumed to be the same for all UAVs. If no solution is found, Algorithm 1 is terminated, since it constitutes an access network planning problem; in order to achieve a solution for the FGW placement, additional FAPs or network relays should be included in the flying network, aiming at enabling shorter wireless links established between UAVs configured with transmission power $P_T$ lower than or equal to $P_{T}^{MAX}$.

In addition, the GPQM algorithm ensures that FAP_i is configured, at each periodic time instant $t_k$, with a queue size $Q_i$ able to accommodate the traffic sent towards UAV_0. We assume the M/D/1 queuing model, according to the Kendall’s notation $[\text{ ]}$, considering the data packets generated by the users being served by the FAPs have constant size $S$ and mutually independent inter-arrival times. The packet arrival at each FAP_i is assumed to follow a Poisson process. The inter-arrival times follow an exponential distribution whose average is
\(\lambda_1\) packet/s. The packet service time is defined by 
\(\mu_i = C_{0,i}/(S \times 8)\) packet/s, while the traffic load of each FAP is expressed by \(\rho_i = \lambda_i/\mu_i\). The average number of packets \(Q_i\) in each FAP’s queue is calculated using (4) and the average packet delay is calculated using (5), which includes the waiting time in the queue plus the packet service time. By enabling FAP, to have a network queue of size \(Q_i\), we aim at providing an average delay \(D_i\) below a given threshold \(H\) during \(t_k\).

\[
Q_i = \frac{1}{2} \times \frac{\rho_i^2}{1 - \rho_i} \quad (4)
\]

\[
D_i = \frac{2 - \rho_i}{2 \times \mu_i \times (1 - \rho_i)} \quad (5)
\]

The pseudocode presented in Algorithm 1 is considered as reference for analyzing the time complexity of the GPQM algorithm. Considering the partial time complexities presented above line 3 and line 14, namely \(O(n)\) and \(O(1)\), we conclude the GPQM algorithm has time complexity \(O(n)\). \(n\) represents the transmission power levels required for achieving a valid solution for the problem. \(P_T\), initially set to 0 dBm, is successively increased by 1 dBm up to \(n\) times, until a valid solution is found.

The GPQM algorithm always converges to a valid solution, since it is a heuristic algorithm leveraged on the theoretical domain knowledge that improving the transmission power \(P_T\) of the FAPs leads to higher SNR and improved network capacity for the wireless links. As such, the spheres that represent the transmission ranges of the FAPs always intersect between themselves at a certain transmission power level \(P_T\), unless the maximum transmission power level \(P_M^{MAX}\) allowed for the wireless technology used is reached, which is not a limitation of the algorithm itself.

The information exchanged between the flying network, the FAP placement algorithm, and the GPQM algorithm is depicted in Fig. 5 including the sequential order considered in each flying network reconfiguration.

4.1. Illustrative Example

Herein, we exemplify the execution of the GPQM algorithm for the simple scenario shown in Fig. 4. It is composed of three FAPs that are placed in a 50 by 50 meters square, hovering at 10 meters altitude. In this illustrative example, we consider the use of the IEEE 802.11ac technology with one spatial stream, 160 MHz channel bandwidth, and 800 ns Guard Interval. Let us assume that the demanded capacity values for FAP_1, FAP_2, and FAP_3 are, respectively, 175.5 Mbit/s, 468 Mbit/s, and 585 Mbit/s, which correspond respectively to the MCS indexes 2, 5, and 7. These demanded capacities were selected in order to exemplify the traffic-awareness of the GPQM algorithm when the FAPs have different traffic demand values, which may occur in the real-world due to different number of gound users served. Taking into account that a minimum SNR value is required to use a target MCS index, which is characterized by a theoretical data rate, in Table 2 we conclude that the target SNR values are 15 dB for FAP_1, 27 dB for FAP_2, and 35 dB for FAP_3.

Solving the system of equations (6), which is derived from (3), and considering \(d_{max}\), as the Euclidean distance between UAV_0 (FGW) and each FAP, we conclude that a suitable position for the FGW is \((x_0, y_0, z_0) = (39.0, 21.9, 9.2)\) m, for a transmission power \(P_T = 20\) dBm. In the system of equations (6), \(P_T\) is the fine-tuning parameter, so that we can find at least a point \((x_0, y_0, z_0) \in S_G\) \(P_T\) is initially set to 0 dBm. Then, it is iteratively increased by 1 dB until a valid solution is found or the maximum transmission power \(P_M^{MAX}\) is reached. The factor \(K\) is calculated considering the carrier frequency \(f\) used and the constant noise power \(P_N\): 5250 MHz and −85 dBm, respectively.
\[
\begin{align*}
(x_0 - 50)^2 + (y_0 - 75)^2 + (z_0 - 10)^2 & \leq \\
& \left( \frac{10^{\eta + p_\text{bias}} - 0.3}{20} \right)^2 \\
(x_0 - 75)^2 + (y_0 - 25)^2 + (z_0 - 10)^2 & \leq \\
& \left( \frac{10^{\eta + p_\text{bias}}}{20} \right)^2 \\
(x_0 - 25)^2 + (y_0 - 25)^2 + (z_0 - 10)^2 & \leq \\
& \left( 10^{\eta + p_\text{bias} - 0.5} \right)^2 \\
K & = -20 \log_{10}(5250 \times 10^6) - \\
& 20 \log_{10} \left( \frac{4 \times \pi}{3 \times 10^8} \right) - (-85)
\end{align*}
\]

Since the wireless channel is shared by \( N - 1 \) FAPs generating traffic towards UAVs (FGW), in order to define the bitrate of the traffic flow transmitted by the FAPs, we assumed a reference fair share \( L = 0.80 \times (585 \text{ Mbit/s})/(N - 1) \) of the maximum channel capacity allowed, where \( \eta = 0.80 \) is the efficiency of the Medium Access Control protocol, including the overhead of the transport protocol, Internet Protocol (IP), and Medium Access Control packet headers. 585 Mbit/s is the data rate associated to the MCS index 7, which is the highest MCS index to be ensured by the flying network so that the traffic demand of FAP3 is met. The minimum SNR required to use each IEEE 802.11ac MCS index (cf. Table 2) and the factor \( \eta \) is represented by means of ns-3 simulations, considering a FAP generating UDP Poisson traffic towards the FGW, for a constant transmission power equal to 20 dBm. For that purpose, the FAP was moving away from the FGW, in order to increase the Euclidean distance, leading to the degradation of the wireless link’s SNR, and enabling the selection of multiple MCS indexes. This allowed establishing the relation between the wireless link’s SNR values and the selected MCS indexes.

For the networking scenario depicted in Fig. 4, let us assume that the bitrate of the traffic offered by the FAPs is equal to 40 Mbit/s, 125 Mbit/s, and 150 Mbit/s, which correspond, respectively, to approximately 25%, 75%, and 90% of the reference fair share \( L \) (166 Mbit/s) of the maximum channel capacity allowed (cf. Table 2). In order to calculate the queue size, a constant packet size \( S \) equal to 1400 bytes is considered in this example, which is close to the Maximum Transmission Unit (MTU) of 1500 bytes typical in data packets composing the Internet traffic [78]. Considering the specific case of FAP3 for illustrative purposes, this results in \( \lambda_3 = (150 \text{ Mbit/s})/(1400 \times 8 \text{ bits/packet}) = 13393 \text{ packet/s} \) and \( \mu_3 = (166 \text{ Mbit/s})/(1400 \times 8 \text{ bits/packet}) = 14821 \text{ packet/s} \), leading to \( \rho_3 \approx 0.9 \) and \( Q_3 = 5 \) packets, according to (4). We argue that this queue size allows that packets are held in the transmission queue for shorter time, thus decreasing the queuing delay and maximizing the throughput, when compared to the baseline that does not employ any queue management mechanism. The same rationale is employed for the remaining FAPs that compose the flying network.

In [29], a sensitivity analysis proved that, in fact, the queue size \( Q_i \), obtained by means of (4), enables maximum aggregate throughput with minimum average delay, when compared with other possible queue size values. \( Q_i \), which represents the average number of packets in the queue of FAP \( i \), considers the M/D/1 queuing model and depends directly on \( \rho_i \). The Packet Loss Ratio \( (PLR_i) \) of FAP \( i \), for different values of \( \rho_i \), when employing \( Q_i \) as the queue size, can be calculated using (7). Although the queue configured in FAP3 is represented by the M/D/1/Qi queuing model, for calculating \( PLR_i \) we take into account the M/M/1/Q queuing model, since the blocking probability \( p_b \) does not depend on the packet service time distribution [76].

We conclude that \( PLR_i \) is up to 41% for \( \rho_i = 0.7 \), as depicted in Fig. 5. As the traffic load \( \rho_i \) associated with FAP \( i \) increases, the average number of packets in its queue increases exponentially. For \( \rho_i \) between 0.1 and 0.7 the average number of packets \( Q_i \) is 1, whereas for \( \rho_i \) equal to 0.8 and 0.9 \( Q_i \) is respectively equal to 2 and 4. This increase in the number of packets that the queue of FAP \( i \) can accommodate justifies the decrease of the \( PLR_i \) depicted in Fig. 6.

\[
PLR_i = p_b = P[Q_i] = \frac{1 - \rho_i}{1 - \rho_i^{Q+1}} = \rho_i^{Q+1}
\]

Despite \( Q_i \) enables maximum aggregate throughput with minimum average delay, the queue size of each FAP \( i \) should be fine-tuned when low \( PLR_i \) is considered for service level agreements, such as to enable ultra-reliable communications. In order to reduce \( PLR_i, Q_i \) should be increased, at the expense of a longer average delay \( D_i \). On the other hand, since \( \rho_i = \lambda_i/\mu_i = \lambda_i/(C_{0,i}/(S \times 8)) \), if
the capacity $C_{0,i}$ is increased, then $\rho_i$ will be decreased, thus contributing to reduce $PLR_i$, as depicted in Fig. 6. This can be achieved by adjusting the FGW placement and the transmission power $P_T$, according to the rationale of GPQM, in order to ensure low delay and low PLR values simultaneously. When multiple traffic flows have different QoS requirements, multiple queues with different sizes can be used on FAP$i$, one for each flow, following the concept proposed in [77]. In this sense, queues with larger size than $Q_i$ can be configured for flows that require low $PLR_i$, while queues with smaller size than $Q_i$ can be configured to achieve maximum aggregate throughput with minimum average delay for other flows. Therefore, in GPQM, the FGW placement, $P_T$, and $Q_i$ are the main fine-tuning variables to optimize the overall flying network performance. In this article, we aim at maximizing the aggregate throughput, while providing stochastic delay guarantees.

5. Performance Evaluation

The performance evaluation when the GPQM algorithm is used is presented in this section. Firstly, we describe the evaluation methodology. Secondly, we characterize the simulation setup. Thirdly, we present and discuss the network performance results obtained in simulation. Finally, we compare the GPQM algorithm with state of the art solvers.

5.1. Evaluation Methodology

Since 1) a purely theoretical performance evaluation would require many simplifications, due to the high complexity of the problem addressed by this article, leading to unrealistic results, and 2) an experimental evaluation would be limited, with reduced scalability, and expensive, due to the inherent complexity of setting up a testbed composed of multiple UAVs, we carried out a performance evaluation based on ns-3 simulations. The ns-3 simulator [30] was chosen due to its accurate models for wireless networks and its wide acceptance within the scientific community.

Although the ns-3 simulator includes a set of theoretical propagation models tailored for wireless networks, in order to improve the accuracy and realism of the performance evaluation presented in this article, the wireless channel between each FAP$i$ and the FGW was characterized based on the experimental model proposed in [65], where it was analyzed in terms of the path-loss and fast-fading components. Regarding the path loss component, it was concluded that the Friis propagation loss model is the best suited to characterize the wireless links in flying networks. The Friis propagation loss model (cf. dashed green line in Fig. 7) expresses that the power loss is proportional to the square of the distance between the transmitter and the receiver communications nodes, while proportional to the square of the carrier frequency used. This model fits the experimental SNR values measured in a flying network, which is justified by the strong Line of Sight component induced by the UAV altitude, as suggested in the literature [73]. For comparison purposes, the two-ray ground reflection model (cf. dotted blue line in Fig. 7) is also depicted. It takes into account a component reflected on the ground and the influence of the antennas’ height, in addition to the power loss induced by the Line of Sight component. For distances between the transmitter and the receiver less than the height of the transmitter’s antenna, two waves are added in a constructive way, increasing the power of the received signal. As the distance increases, these waves add up constructively and destructively, giving rise to up-fade and down-fade lobes in the power of the received signal, as depicted in Fig. 7.

On the other hand, the Rician fast-fading component, commonly called K-factor, which was characterized in [65], is also considered in our article. The K-factor constitutes the ratio of the received power in the dominant component over the scattered power. We take into consideration worst-case scenarios where the wireless links established between the UAVs are modeled by the Friis propagation loss model and the Rician fast-fading with a low K-factor value. This aims at considering the wireless conditions sensed by UAVs when they are flying at low altitudes or placed on a ground platform.
As a step forward to the original performance validation of the GWP and PQM algorithms, which considered a theoretical radio propagation model only, GPQM was evaluated under a realistic wireless channel model, based on experimental measurements collected in a testbed. Moreover, different traffic generation models were considered, including UDP Poisson, UDP OnOff, and TCP Bulksend, allowing to emulate the conditions imposed by real-world applications in multiple networking scenarios, which also goes beyond the evaluation of the original versions of PQM and GWP performed using only UDP Poisson traffic. The reference scenario, which is depicted in Fig. 1, aimed at evaluating the network performance when employing the FGW placement and the queue size derived in the illustrative example presented in Section 4.1. Also, GPQM was evaluated under three sets of 5 random dynamic networking scenarios composed of different numbers of FAPs – 3 FAPs, 6 FAPs, and 12 FAPs –, aiming at considering small, medium, and large flying networks, respectively, according to the number of UAVs expected to be used in practice.

In order to evaluate the network performance when GPQM is used, two placement approaches and two state of the art traffic control algorithms were considered. The counterpart placement approaches include: 1) the FGW placed in the FAPs center (i.e., three-coordinates average considering all FAPs), which is the position that maximizes the SNR of the wireless links established between the FAPs and the FGW; and 2) the FGW placed in the center of the venue. The counterpart traffic control algorithms include: 1) RED, which drops packets based on the queue size; and 2) CoDel, which takes dropping decisions based on the time the packets are held in the queue. RED and CoDel were employing their default parameters in ns-3 [80], but the packet size value $S$ was provided, in order to enable a fair comparison with the GPQM algorithm. The performance evaluation carried out considers two performance metrics:

- **Aggregate throughput:** the average number of bits received per second by UAV$_0$ (FGW).
- **Delay (D):** the average time taken by the packets to reach the sink application of UAV$_0$ since the instant of time they were generated by the source application of each FAP$_i$, which includes queuing, transmission, and propagation delays.

Moreover, in order to assess the quality of the solutions obtained by means of the GPQM algorithm, we solved the optimization problem formulated in (1) and compared the network performance achieved when employing the solutions obtained with: 1) Interior Point OPTimizer (IPOPT) [81], which is a gradient-based solver; and 2) Particle Swarm Optimization (PSO) [82], which is a gradient-free solver. IPOPT is targeted for large-scale nonlinear constrained optimization problems defined in $n$ dimensions, which aim at minimizing an objective function $f(x)$ subject to a set of constraints. The GÉKKO optimization suite [74], which employs IPOPT as the default solver, was used to solve the optimization problem considering this approach. In turn, PSO is inspired in the social behavior of a flock of birds. It consists of a set of $s$ candidate solutions, called particles, which are moved in an $n$-dimensional hyperspace, where $n$ is the number of parameters to be optimized. The particles are moved taking into account their position and velocity, which are updated in each iteration. The movement of each particle is influenced by its best-known local position and thrives towards the best global positions found by all particles.

For solving the optimization problem (1) herein, we assumed that the capacity $C_{0,i}(t_k)$ of each wireless link results from the fair share associated to the MCS index selected by each FAP$_i$ (cf. Table 2), which requires a minimum SNR value, following the rationale of GPQM. We modeled the relation between SNR and fair share as a con-
tinuous function using a linear regression, which is a function that closely fits the data; it is depicted in Fig. 8 for 3 FAPs that use the same wireless channel. In order to calculate the theoretical SNR values, we employed the Friis propagation loss model (cf. (3)), considering constant noise power, whereas the queue size and the average packet delay were determined by means of the M/D/1 queuing model (cf. (4) and (5)) assuming the data packets have constant size and mutually independent inter-arrival times. This enables a fair comparison with the GPQM algorithm. Solutions were determined considering random networking scenarios composed of 3, 6, and 12 static FAPs; static FAPs were considered due to the challenges imposed by dynamic networking scenarios to the gradient-based solvers, including non-differentiable functions and constraints, multiple local minima, and the need to specify the initial values and set the variable bounds.

5.2. Simulation Setup

In order to evaluate the performance of GPQM in ns-3, the FAPs and the FGW were configured to use a Network Interface Card in Ad Hoc mode, considering the IEEE 802.11ac technology in channel 50, which enables 160 MHz channel bandwidth and 800 ns Guard Interval. The wireless link between each FAP, and the FGW was employing a single spatial stream, since, due to the strong Line of Sight, the spatial diversity provided by the Multiple Input Multiple Output (MIMO) technique is not a relevant advantage for the wireless links established between UAVs. Three different traffic types were considered: 1) UDP Poisson, which is a traffic model widely used in queuing theory, since the aggregation of multiple independent flows constitutes a Poisson arrival process; 2) UDP OnOff, in order to represent traffic sources that include active and idle periods, such as Web servers; and 3) TCP BulkSend, which is made up of multiple bursts of consecutive packets, typically associated to a File Transfer Protocol session [33]. The data rate was defined by the IdealWifiManager auto rate mechanism [34]. The main simulation parameters used are summarized in Table 3.

The FAPs were moving according to the Random Waypoint Mobility (RWM) model, with speed uniformly distributed between 0.5 m/s and 3 m/s, in order to consider time-varying capacity for the wireless links. The UAVs were placed inside a venue with dimensions $x_{\text{MAX}} = 100$ m long, $y_{\text{MAX}} = 100$ m wide, and $z_{\text{MAX}} = 20$ m high. The traffic demand of the FAPs was variable, according to the networking scenario employed, but always lower than the maximum capacity of the shared wireless channel. Since the GPQM algorithm relies on knowing in advance the positions of the FAPs, which in a real-world deployment are provided by the FAP placement algorithm running at the Central Station, we used BonnMotion [35], which is a generator of mobile scenarios. The resulting waypoints, consisting of the future positions of the FAPs at each periodic time instant $t_k$, were used to calculate in advance the FGW position and the queue size for each FAP over time. Finally, the FGW position, the position and queue size for each FAP, and the transmission power for the UAVs for the whole simulation time, with a sampling period of 1 s, were imported to ns-3. The WaypointMobilityModel [36] was used to place the FAPs and the FGW over time in the simulation environment, according to the positions generated by BonnMotion and defined by GPQM, respectively, which were exported to ns-3. To configure the queue size at each FAP over time, a DropTailQueue with size scheduled in advance was implemented.

The simulation results consider 20 runs for each scenario described in Section 5.1, under the same exact networking conditions, with RngSeed = 20 and RngRun = \{1, ..., 20\}.

5.3. Simulation Results

The obtained simulation results are the average values for the two performance metrics defined in Section 5.1 computed for each second of the simulation runs. The set of average values obtained for each performance metric is represented by means.
Table 3: Summary of the main ns-3 simulation parameters.

| Parameter                  | Value                                      |
|---------------------------|--------------------------------------------|
| Simulation time           | (30 s bootstrap +) 70 s                    |
| Wi-Fi standard            | IEEE 802.11ac                              |
| Wireless channel          | 50 (5250 MHz)                              |
| Channel bandwidth         | 160 MHz                                    |
| Guard Interval            | 800 ns                                     |
| Propagation delay         | Constant speed                             |
| Propagation model         | Friis                                      |
| Rician K-factor           | 13 dB                                      |
| Remote station manager    | IdealWifiManager                           |
| Wi-Fi mode                | Ad Hoc                                     |
| Mobility model            | Waypoint                                   |
| Packet length             | 1400 bytes                                 |
| Traffic types             | UDP Poisson and OnOff, and TCP BulkSend    |

of the Cumulative Distribution Function (CDF) for the packet delay and by the complementary CDF (CCDF) for the aggregate throughput. The CDF \( F(x) \) represents the percentage of samples for which the delay was lower than or equal to \( x \), while the CCDF \( F'(x) \) represents the percentage of samples for which the aggregate throughput was higher than \( x \). The analysis presented herein takes into account the results for the 90\(^{\text{th}}\) percentile.

5.3.1. Reference Scenario

Regarding the reference scenario (cf. Fig. 4), we conclude that GPQM allows to improve the aggregate throughput up to 85\%, considering UDP Poisson traffic (cf. Fig. 9), while the average delay is decreased up to 60\%. Similarly, for UDP OnOff traffic (cf. Fig. 10), the average delay is decreased up to 56\%, while the aggregate throughput is improved up to 80\%. When considering TCP BulkSend traffic (cf. Fig. 11), the average delay is decreased up to 38\%, while the aggregate throughput is improved in 11\%. GPQM is the solution that provides the best network performance. This is achieved by ensuring the smallest possible queue size for each FAP\(_i\), avoiding packets from being held in the transmission queue for a long time, which significantly increases the delay of all packets without relevant gains in the aggregate throughput.

5.3.2. Dynamic Scenarios

The results for the dynamic scenarios, which consisted of 3, 6, and 12 FAPs in movement during 70 s simulation time, are depicted in Fig. 12, Fig. 13, Fig. 14, Fig. 15, and Fig. 16, considering UDP Poisson, UDP OnOff, and TCP BulkSend traffic types. GPQM improves the aggregate throughput up to 82\% while reducing the average delay up to 58\% (cf. Fig. 12). In the worst-case scenario, GPQM
enables approximately the same aggregate throughput for a decrease in the average delay up to 15% (cf. Fig. 11), which was observed for TCP BulkSend traffic, considering 3 FAPs. The gains in the average delay for TCP are higher when the number of FAPs increases, as expressed by the gain of 22% in Fig. 16b. The lower gains for TCP traffic with respect to UDP traffic are justified by the fact that TCP already includes a congestion control mechanism. The gains are even more relevant if we consider CoDel as the counterpart queue management algorithm. Overall, CoDel allows to achieve high throughput, at the expense of increased average delay. Taking into account the results for UDP OnOff traffic and 12 FAPs, the aggregate throughput achieved by GPQM is approximately 5% lower with respect to CoDel; however, GPQM allows to decrease the average delay up to 74% (cf. Fig. 15).

The performance evaluation carried out allows to conclude that GPQM, in the worst-case scenario, enables approximately the same aggregate throughput for a lower average delay. In addition, we can infer that the influence of GPQM on performance improvement is lower when the number of FAPs increases. Yet, the number of FAPs that compose real-world flying networks is typically limited, motivating the use of GPQM in practice.

5.4. GPQM Benchmarking

Taking into account the FGW position, $P_0 = (x_0, y_0, z_0)$, the transmission power of the UAVs,
Figure 14: Performance results for 6 moving FAPs, under 5 random networking scenarios, considering UDP Poisson traffic.

Figure 15: Performance results for 12 moving FAPs, under 5 random networking scenarios, considering UDP OnOff traffic.

benchmarking results are depicted in Fig. 17. The plots clearly show that the GPQM algorithm (green circles) leads to the best network performance. While the solutions obtained using a gradient-free solver (PSO) provide the worst network performance (dashed yellow lines), since they are only acceptable solutions, the solutions obtained using a gradient-based solver (IPOPT) (solid black lines) are closer to the results obtained using GPQM. Yet, solving an optimization problem using a gradient-based solver implies specifying initial values, setting variable bounds, and scaling variables and equations. For different initial values, different solutions are achieved. However, the convergence to the optimal solutions relies on good directional information (i.e., good derivatives), for which providing an initial point close to a local optimum and compliant with all constraints of the optimization problem may improve the solver performance. Still, set-
6. Discussion

The performance evaluation carried out allows to conclude significant gains in the QoS offered by the flying network when the GPQM algorithm is used. GPQM is especially suitable for highly dynamic flying networks, which motivate adjustments in the FGW placement over time, in order to meet the traffic demand of the FAPs, as well queues with dynamic size, for addressing the changes in the packet service time that are induced by the time-varying capacity of the wireless links. The use of GPQM is especially useful in networks at the onset of congestion, typical in crowded and emergency scenarios. The GPQM algorithm was designed for networking scenarios composed of a single FGW; however, it can also be employed in networking scenarios with multiple FGWs, which should be configured to use orthogonal wireless channels, in order to minimize interference. This is especially relevant when 1) a single wireless channel does not provide high enough capacity to meet the traffic demand of all FAPs in the network and 2) the FAPs are placed over a wide area, such that a FAP may get out of reach of the FGW it is currently assigned to. For that purpose, clusters of closer FAPs can be formed, and for each cluster of FAPs a dedicated FGW may be assigned. In this sense, the GPQM algorithm can be employed to define the position of the FGW of each cluster of FAPs, as well as the FAPs’ queue size. The overall network performance will be improved if the multiple FGWs are able to
use different connections to the Internet (e.g., cellular Base Stations and tethered drones).

GPQM provides the same output whether downlink or uplink traffic is considered, since all the UAVs are configured with the same transmission power and the wireless channel is assumed to be symmetric. In this sense, for the downlink traffic, the FGW may include a queue for each FAP and take advantage of a scheduling mechanism to select which queue to remove a packet from over time, in order to ensure fairness. This paves the way to use the GPQM algorithm in emerging networking scenarios where symmetric traffic applications are growing [87], such as social networks, video streaming, and online gaming. In networking scenarios with asymmetric wireless links, the lowest capacity among the two directions should be considered for placing the FGW.

The position of the FGW and the queue size of the FAPs are computed by the GPQM algorithm for discrete time instants. Each time instant corresponds to a snapshot of the flying network where the FGW and the FAPs are hovering in fixed positions (i.e., zero flying speed), in order to serve the ground users. The periodic time instants considered by the GPQM algorithm are defined based on the update period of the state of the art FAP placement algorithm used. Considering discrete time instants for computing up-to-date decisions for both the UAV placement and queue management allows to consider a trade-off between: 1) the stability of the flying network; 2) the time required by the algorithms for computing the decisions; 3) the time taken by the UAVs to reconfigure themselves according to the up-to-date decisions; and 4) the network performance gains obtained in practice. If the update period is set to a high value, the flying network will be more stable but will take a longer time to react to changes in the QoS levels demanded by the ground users. Conversely, if the update period is set to a low value, the flying network will react quicker to changes in the QoS levels demanded by the ground users. However, the flying network will be less stable, possibly making it impossible for UAVs to position themselves as fast as the decisions computed by the algorithms, which may result in negligible or no gain in practice.

It must be noted that, since the transmission power $P_T$ is the fine-tuning parameter to achieve a suitable FGW position, in networking scenarios composed of 1) multiple FAPs placed over a wide area and 2) FAPs with traffic demand close to or higher than the maximum channel capacity, $P_T$ will tend to infinite, which is not feasible in a real-world deployment. In order to address this challenge, the evolution of the GPQM algorithm for networking scenarios composed of UAV relays able to forward traffic between them, thus enabling short-range wireless links, is worthy of being considered. For that purpose, the UAV relays should be configured to form multi-hop wireless paths using different communications channels, in order to mitigate the inter-flow interference and enhance the overall capacity of the flying network, while employing reduced transmission power values.

The networking scenarios employed in the evaluation of GPQM were defined so that the FAPs listen to each other, avoiding the hidden node problem. In order to avoid the hidden node problem in real-world flying networks, where the scenarios are not fully controlled, the GPQM algorithm is worthy of being improved so that the transmission power defined for the FAPs is high enough not only to ensure the minimum SNR required to meet the traffic demand of the FAPs, but also to ensure the FAPs listen to each other. Since the traffic-aware gateway placement and queue management problem is our focus, the Medium Access Control challenges are left for future work.

The performance evaluation of the GPQM algorithm, which was carried out under realistic channel conditions for multiple networking scenarios, allows to validate GPQM and confirm the research hypothesis claimed by this article: the performance of the flying network is improved by defining in advance 1) the FGW position and 2) the queue size for each FAP, considering both the positions of the FAPs and their traffic demand over time.

7. Conclusions

This article proposed a traffic-aware gateway placement and queue management algorithm for flying networks, called GPQM. Taking advantage of the information provided by a state of the art FAP placement algorithm, in charge of determining the positions of the FAPs to meet the traffic demand of the ground users, GPQM proactively defines over time the FGW position and the queue size for each FAP. The performance evaluation of GPQM carried out by means of ns-3 simulations, considering a realistic wireless channel model built upon experimental results collected in a testbed, showed its
ability to maximize the aggregate throughput measured in the FGW, while providing stochastic delay guarantees for the transported traffic, allowing to achieve significant gains with respect to its state of the art counterparts.

As future work, we aim at exploring the GPQM algorithm in multi-hop flying networks composed of UAV relays able to forward traffic between themselves. Besides ensuring the placement of multiple UAV relays, taking into account the traffic-aware approach followed by the GPQM algorithm, we aim at combining the proposed queue management approach with the RedeFINE routing protocol that we have proposed in [SS], in order to enable multi-hop paths composed of communications nodes configured with a suitable queue size.

Appendix A. Assessment of the Quality of the Solutions Obtained for the FGW Placement

In order to assess the quality of the admissible solutions for the FGW placement obtained when solving the optimization problem defined in (1), let us consider in Fig. A.18 two representative networking scenarios, composed of 2 FAPs placed at different distances from each other. They constitute the two possibilities for which at least one solution for the FGW placement can be determined: fully overlapping circumferences and partially overlapping circumferences. When the circumferences associated with the FAPs do not intersect each other, there is no solution for the problem. The circumference associated with each FAP represents the maximum distance within which the FGW can be placed, so that the target capacity \( C_{0,i}(t_k) \) demanded for the wireless link available between FAP \( i \) and the FGW is guaranteed. A larger circumference is associated to a lower SNR value, which enables a lower capacity \( C_{0,i}(t_k) \), according to \( B \cdot \log_2 \left( 1 + \frac{\text{SNR}}{10} \right) \), given by the Shannon-Hartley theorem [67]. For multiple FAPs, the FGW should be placed within the intersection of all the FAPs’ circumferences. The SNR is determined by means of the Friis propagation loss model. In this illustrative example, we considered \( B \) equal to 160 MHz, \( P_T \) set to 20 dBm, 5250 MHz as the carrier frequency \( f \), and constant noise power \( P_N \) equal to −55 dBm.

Admissible positions for the FGW placement are depicted by the green circles. In addition, admissible positions if the optimization problem aimed at maximizing the overall capacity \( C(t_k) \) are represented by means of the red squares for comparison purposes, since maximization is a typical state of art approach in optimization problems that aim at improving the overall network performance.

We conclude that, by minimizing the overall capacity \( C(t_k) \) in our objective function, a suitable solution is obtained, since the FGW is placed in positions (green circles) that ensure the minimum targeted capacity \( C_{0,i}(t_k) \) for each FAP \( i \), which is limited by the circumferences (worst-case positions).

On the other hand, if the positions associated with the maximum capacity (red squares) were chosen, by maximizing the solution in our objective function, the FGW would be placed closer to one of the FAPs, but from the perspective of the remaining FAP the FGW would be placed over the corresponding circumference, which also represents a worst-case position as it occurs when minimizing the overall capacity \( C(t_k) \).

For these reasons, we argue that minimizing the objective function [LA] allows to obtain a suitable position for the FGW placement, using the minimum amount of communications resources, in contrast when the objective function is maximized. In order to take into account deviations between the theoretical and experimental values of \( T_i(t_k) \) and \( C_{0,i}(t_k) \) in real-world networking scenarios and accommodate bursty traffic, the value defined for \( C_{0,i}(t_k) \) should include a margin with respect to the value of \( T_i(t_k) \). This margin can be adjusted at each flying network reconfiguration; its fine-tuning is left for future work.
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