Optimized Rate-Profiling for PAC Codes
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Abstract—The polarization-adjusted convolutional (PAC) codes concatenate the polar transform and the convolutional transform to improve the decoding performance of the finite-length polar codes, where the rate-profile is used to construct the PAC codes by setting the positions of frozen bits. However, the optimal rate-profile method of PAC codes is still unknown.

In this paper, an optimized rate-profile algorithm of PAC codes is proposed. First, we propose the normalized compression factor (NCF) to quantify the transmission efficiency of useful information, showing that the distribution of useful information that needs to be transmitted after the convolutional transform should be adaptive to the capacity profile after finite-length polar transform. This phenomenon indicates that the PAC code improves the transmission efficiency of useful information, which leads to a better decoding performance than the polar codes with the same length. Then, we propose a novel rate-profile method of PAC codes, where a quadratic optimization model is established for the optimal selection of frozen bits and a swapping algorithm is designed to select the optimal frozen sets. The main contributions are summarized as follows:

- An analysis method of the convolution-polar transform is proposed. In Section IV, the optimized rate-profile algorithm.
- An analysis method of the convolution-polar transform is proposed. Based on the Euclidean norm of the compression factor, the optimization of rate-profile is modeled as a quadratic optimization model. Then, the optimized rate-profile pattern is selected by a bit-swapping searching algorithm. In order to limit the search space, we propose to select some bits with medium Hamming weight of row index as the search space. Simulation results show that the decoding performance of PAC codes is improved with the optimized rate-profile algorithm.

The paper is organized as follows. Section II introduces the background and the notations for PAC codes. Section III analyzes the polarization-adjusted convolutional transform and proposes the compression factor. In Section IV, the optimized rate-profile of PAC codes is designed. Simulation results are given in Section V. Section VI provides the conclusions.
II. PRELIMINARIES

The encoding procedure of PAC codes consists of the convolutional encoding operation and the polar encoding operation, which is shown in Fig. 1.

![Fig. 1. The encoding procedure of the PAC codes.](image)

For a PAC code with generator polynomial $g = [g_0, g_1, \ldots, g_m]$, the convolutional transform can be represented in matrix form by

$$\mathbf{u} = \mathbf{vG}_c,$$  \hspace{1cm} (1)

where $\mathbf{v} = [v_1, v_2, \ldots, v_N]$ is the input sequence of the convolutional encoder, $\mathbf{u} = [u_1, u_2, \ldots, u_N]$ is the output sequence of the convolutional encoder, and $\mathbf{G}_c$ is an upper-triangular Toeplitz matrix. The polar transform can be denoted by

$$\mathbf{x} = \mathbf{uG}_p,$$  \hspace{1cm} (2)

where $\mathbf{x} = [x_1, x_2, \ldots, x_N]$ is the output sequence of the polar encoder, and $\mathbf{G}_p$ is the generator matrix of polar codes. A PAC code of length $N$ is generated by

$$\{\mathbf{u} = \mathbf{vG}_c\} \leftrightarrow \{\mathbf{x} = \mathbf{vG}\},$$  \hspace{1cm} (3)

where $\mathbf{G} = \mathbf{G}_c\mathbf{G}_p$ denotes the generator matrix of the PAC codes. The input sequence $\mathbf{v}$ with length $N$ is obtained by the rate-profile operation, which assigns the $K$ information bits and $N-K$ zeros into the vector $\mathbf{v}$. The $N-K$ zeros are named as frozen bits, which are known by both the encoder and the decoder. The remaining $K$ non-frozen bits carry the useful messages that need to be transmitted to the receiver.

Similar with polar codes, the selection of frozen sets tremendously determines the decoding performance. For polar codes, different methods are designed to select the frozen sets \[11, 8, 9, 10, 11\]. For PAC codes, the rate-profile scheme \[3\] based on the Reed-Muller (RM) design adopts the Hamming weight of the row indexes to determine the frozen set of the PAC codes. Another rate-profile algorithm of PAC codes uses the capacity and the cut-off rates of polar codes \[12\] to select frozen sets, which is called the polar design. Although the PAC codes with RM design show better decoding performance than that with the polar design, the optimal rate-profile algorithm of the PAC codes remains unknown.

III. ANALYSIS OF THE CONVOLUTION-POLAR TRANSFORM

The PAC codes achieve a more flexible rate assignment, which is adaptable to the capacity distribution after the finite-length polar transform and improves the error-correction ability. In this section, we first provide a sight into the advantages of PAC codes in terms of the transmission efficiency of useful messages. In order to analyze the transmission efficiency of useful messages, we evaluate the proportion of non-frozen bits transmitted on each coded bit. During the convolutional transform, each coded bit is generated by a column of the generator matrix $\mathbf{G}_c$, which can be represented by the equation

$$u_i = v_{j_1} \oplus v_{j_2} \oplus \cdots \oplus v_{j_p},$$  \hspace{1cm} (4)

The $\{j_1 \cdots j_p\}$ denotes the row index of the elements with value one in the $i$-th column of the generator matrix $\mathbf{G}_c$, where $p_i$ is the Hamming weight of the $i$-th column of $\mathbf{G}_c$. Eq. (4) depicts that the source bits $(v_{j_1}, v_{j_2}, \ldots, v_{j_p})$ are compressed and transmitted by the $i$-th channel corresponding to $u_i$ after the convolutional transform. For example, Fig. 2 shows the encoding procedure of $u_i$, where the operation is determined by the $i$-th column of $\mathbf{G}_c$ whose coefficients are denoted by the blue rectangles. The source bits consist of $r_i$ non-frozen bits and $e_i$ frozen bits, where $e_i = p_i - r_i$.

After encoding, the source bits are compressed into $u_i$ and transmitted by a subchannel $W : u_i \mapsto x_1^N$, where the subchannel is generated by the polar transform. The number $r$ is determined by the frozen set of the PAC codes.

![Fig. 2. Encoding of $u_i$ by the convolutional transform.](image)

Since PAC codes have frozen bits, the number of non-frozen bits which are compressed into $u_i$ is upper bounded by $r_i \leq p_i$. For each bit $u_i$, the normalized compression factor (NCF) is

$$\gamma(u_i) \triangleq \frac{r_i}{p_i},$$  \hspace{1cm} (5)

where $\gamma$ denotes the NCF. The NCF denotes the proportion of non-frozen bits compressed into bit $u_i$. The bit $u_i$ with a high compression factor carries a large proportion of the useful information, and each bit $u_i$ obtains a small proportion of the channel capacity. Therefore, a good channel is needed to transmit the bit $u_i$. For example, we consider a column with length $N = 4$ and Hamming weight $p = 2$. The generator equation of $u_i$ is

$$[v_1, v_2, v_3, v_4] = [1, 1, 0, 0] = v_1 \oplus v_2.$$  \hspace{1cm} (6)

Three cases are considered as follows,
• Case 1. When \( v_1, v_2 \in \mathcal{F} \), the number of compressed non-frozen bits is \( r = 0 \) and the NCF is \( \gamma = 0 \), which means that no useful information is transmitted by \( u_i \). Hence, a channel with low capacity is needed for \( u_i \).

• Case 2. When \( v_1 \in \mathcal{F} \) and \( v_2 \in \mathcal{F}^c \), the number of compressed non-frozen bits is \( r = 1 \) and the NCF is \( \gamma = 0.5 \), which means that the useful information of one non-frozen bit is transmitted by \( u_i \). Therefore, a good channel should be assigned for \( u_i \).

• Case 3. When \( v_1, v_2 \in \mathcal{F}^c \), \( r = 2 \) and the NCF is \( \gamma = 1 \), which means that the useful information from two non-frozen bits is transmitted by \( u_i \). Therefore, a better channel is needed for \( u_i \) than that used in case 2.

Fig. 3 indicates the NCF distribution of \( u \) in the PAC codes and polar codes, where the \( u \) in PAC codes is obtained by the rate-profile and the convolutional transform. For polar codes, the input bit \( u_i \) is either frozen bit or non-frozen bit, which means that the NCF of \( u_i \) is either 0 or 1. However, for finite-length polar codes, the polarization is not ideal, and the capacity of the polarized subchannel is between 0 and 1, not strictly equal to 0 or 1. The frozen bits on the relatively unreliable subchannels carry no useful messages, which leads to a waste of the channel capacity. Meanwhile, since the capacity of the reliable subchannel with finite-length polarization is smaller than 1, bit errors may occur in the transmission of non-frozen bits.

Different from the polar codes, the PAC codes adopt a rate-profile and convolutional transform before the polar transform, which leads to a flexible NCF assignment for the input sequence of the polar transform. After the convolutional transform, there are a lot of bits in \( u \) with medium NCF values. The distribution of the compressed information that we need to transmit in \( u \) better matches the capacity distribution after the finite-length polar transform, and the utilization of channel capacity is improved, which leads to a better error-correction performance of PAC codes than the finite-length polar codes. In addition, for PAC codes, each non-frozen bit \( v_i \in \mathcal{F}^c \) might be re-transmitted by multiple bits in the sequence \( u \). Although some reliable polarized subchannels are not ideally noiseless channels after the finite-length polar transform, the multiple re-transmissions of \( v_i \) improve the transmission reliability. For a generator polynomial \( g \) with Hamming weight \( w \), each non-frozen bit will be transmitted by \( w \) bits of sequence \( u \). The amount of useful information of non-frozen bit \( v_i \) transmitted in a certain bit \( u_j \) is determined by the NCF of \( u_j \).

The NCF is a heuristic measure of the transmission efficiency of useful messages. For a given generator matrix and frozen set, the NCF corresponding to each output bit can be calculated, which is called the NCF spectrum. For the PAC codes, the number of non-frozen bits corresponding to each bit in \( x \) can be obtained in matrix form by

\[
\gamma(x) = r(v) \times G,
\]

where \( r(x) \) denotes the vector \([r(x_1), r(x_2), \ldots, r(x_N)]\), and the notation \( \times \) denotes the decimal product. \( r(v) \) is a vector that denotes the number of non-frozen bits in each element of vector \( v \). It can be obtained by

\[
r(v_i) = \begin{cases} 
1 & i \in \mathcal{F}^c, \\
0 & i \in \mathcal{F}.
\end{cases}
\]

Then the Hamming weight of the columns of the generator matrix \( G \) can be calculated by

\[
p = [\text{sum}[G(:,1)], \text{sum}[G(:,2)], \ldots, \text{sum}[G(:,N)]].
\]

With the number of non-frozen bits in (7) and the Hamming weight of each column obtained by (9), the NCF spectrum of \( x \) can be obtained by

\[
\gamma(x) = r(v) \times \tilde{G},
\]

where the compression coefficient matrix \( \tilde{G} \) is obtained by dividing the elements in the \( i \)-th column of matrix \( G \) by \( p_i \) for \( i = 1, 2, \ldots, N \). The \( \tilde{G} \) can be calculated by

\[
\tilde{G} = G \times \text{diag}(\hat{p}),
\]

where \( \hat{p} \) denotes the vector that each element is the multiplicative inverse of the vector \( p \), i.e., \( \hat{p}_i = \frac{1}{p_i} \). The NCF spectrum denotes the transmission efficiency of useful information on the coded bits. In order to quantify the transmission efficiency of useful information, the Euclidean norm of the NCF spectrum can be calculated as

\[
\|\gamma(x)\|_2 = \sqrt{\sum_{i=1}^{N} \gamma_i^2}.
\]

Similar with the signal processing, we can regard the rate spectrum as a signal and obtain its energy by

\[
E = \|\gamma(x)\|_2^2 = \sum_{i=1}^{N} \gamma_i^2.
\]
IV. Optimization of the Rate-profile of PAC Codes

In Section III, it was observed that the energy of the NCF spectrum can be adjusted by changing the frozen set. Motivated by this, we design an optimization algorithm to select a good frozen set of PAC codes.

A. Quadratic Constrained Optimization Model

Since the NCF is a heuristic measure of the transmission efficiency of the useful messages, the energy of the NCF spectrum can be used as the following objective function for the optimization of PAC codes:

\[ q = \max_{\mathcal{F}} \{ E \}, \]

(14)

where \( \mathcal{F} \) denotes the frozen set and \( \tilde{G} \) is the compression coefficient matrix. The vector \( r(v) \) is determined by \( \tilde{G} \). Therefore, the constraint of the optimization is

\[ |v| = K, \quad v \in \mathbb{B}^N, \]

(15)

where \( \mathbb{B} \) denotes the binary alphabet. Since the matrix \( \tilde{G}^T \tilde{G} \) is positive definite, the maximum point of the objective function is on the boundary of the feasible region. With (15), the feasible region is determined by the vertices of a polyhedral, which is difficult to determine the upper and lower boundaries. Therefore, a heuristic searching scheme is designed to search for an optimal solution of (14).

B. Bit-swapping Strategy

In order to optimize the rate-profile of PAC codes, we propose a bit-swapping strategy to solve the problem given in (14). The objective function can be regarded as a metric:

\[ \varphi = r(v)\tilde{G}^{T}r(v)^{T}. \]

(16)

By exchanging the positions of some frozen bits and non-frozen bits, the frozen set with large \( \varphi \) will be selected as the optimized frozen set. Since the feasible region contains \( 2^K \) vertices, it is impractical to search on all the possible candidates. Therefore, we propose to select a part of bits as the search space for the bit-swapping strategy.

According to (3), the RM-design of the PAC codes shows the best performance among three rate-profile methods. Therefore, we adopt the frozen set obtained by the RM-design rate-profile as the starting point of the bit-swapping. In addition, the RM-design sorts the indexes according to the RM score function (3), where the RM score function is

\[ D(i) = \omega(i - 1). \]

(17)

The \( \omega(i - 1) \) denotes the Hamming weight of the binary representation of \( i - 1 \). We adopt the indexes with medium RM scores as the search space. Based on simulation experiments, we find that the swapping among a few bits would improve the performance of PAC codes. Let \( M \) denote the maximum number of the swapped bits. Let \( \mathcal{F}_{\text{opt}} \) denote the optimized frozen set. The optimized rate-profile algorithm of \((N, K)\) PAC codes is summarized by:

1) Initialization: Calculate the RM scores for all \( N \) indexes. Sort the \( N \) indexes according to their RM scores and select \( N - K \) indexes with small RM scores as the starting frozen set \( \mathcal{F}_0 \). Calculate the metric \( \varphi_0 \) corresponding to the starting frozen set by (16).

2) Starting Point: Select \( M \) indexes in the frozen set \( \mathcal{F}_0 \) with large RM scores as a new set \( \Phi \). And select \( M \) indexes with small RM scores in the non-frozen set \( \mathcal{F}_0 \) as a new set \( \Psi \). The \( \Phi \) and \( \Psi \) constitute the search space. Set \( \varphi = \varphi_0 \) and \( \mathcal{F}_{\text{opt}} = \mathcal{F}_0 \).

3) Swapping: Exchange the elements between \( \Phi \) and \( \Psi \), then a new frozen set \( \mathcal{F}_{\text{temp}} \) is obtained. Calculate the metric corresponding to the new frozen set \( \mathcal{F}_{\text{temp}} \) by (16), which is denoted by \( \varphi_{\text{temp}} \).

4) Updating Metrics: If the metric \( \varphi_{\text{temp}} > \varphi \), the optimization will be updated by \( \varphi = \varphi_{\text{temp}} \) and \( \mathcal{F}_{\text{opt}} = \mathcal{F}_{\text{temp}} \). Otherwise, the optimized frozen set and the metric will remain unchanged.

5) Looping: Return to Step 3 and obtain the next candidate by swapping the elements between \( \Phi \) and \( \Psi \). After all the elements in \( \Phi \) and \( \Psi \) have been swapped, the optimized frozen set is \( \mathcal{F}_{\text{opt}} \).

V. Simulation Results

In this section, the frame error rate (FER) performance of the proposed optimized PAC codes is evaluated. The (128, 64) PAC codes with generator polynomials \( g = 00133, 00177 \) are used in simulation. Three cases are considered, where \( M = 0, 2, 4 \). With \( M = 0 \), the frozen set is constructed by the RM rate-profile. When \( M = 2 \), the search space is \( \Phi = \{105, 113\}, \Psi = \{16, 24\} \). With \( M = 4 \), the search space is \( \Phi = \{99, 101, 105, 113\}, \Psi = \{16, 24, 28, 30\} \). Table I indicates the \( \varphi \) metric of PAC codes with the convolutional generator polynomial 00177 under different swapping patterns. We find that the swapping \( \{99, 101, 105, 113\} \leftrightarrow \{16, 24, 28, 30\} \) corresponds to the highest metric among the three cases.

Fig. 4 shows the FER performance of the PAC codes with the convolutional generator polynomial 00177 in BEC. The PAC codes are decoded by the successive cancellation decoder. In Fig. 4 the PAC codes with \( M = 4 \) have the lowest FER and the highest \( \varphi \). When the probability of erasure error is 0.2, the FER of the PAC codes with the optimized rate-profile is \( 10^{-3} \), while the FER of the PAC codes with the RM rate-profile is higher than \( 10^{-2} \). The superiority of the optimized rate-profile benefits from the adequate utilization of the polarized channel capacity, where the bits with medium RM scores play an important role indeed.

| Table I | NCF Metric With Different Rate-Profiles. |
|---------|-----------------------------------------|
| M       | 0  | 2  | 4  |
| \( \varphi \) | 73.81 | 82.21 | 83.61 |
The FER performance of the optimized PA codes with different signal-to-noise ratios (SNR)s. However, the frozen and the frozen set needs to be calculated separately under GA construction of polar codes is a real time construction. Fig. 5, where the difference between them is negligible. The PAC codes and polar codes are concatenated with the cyclic redundant check (CRC) convolutional transform is $0o133$. The PAC codes and polar codes are shown in Fig. 5, where the generator polynomial of the CRC code is $x^4$. Then they are decoded by the SCL decoder with list decoding performance than the PAC codes with the RM rate-profile. Specificaly, at BLER=$10^{-3}$, the performance gain of the optimized PAC codes against the PAC codes with the RM rate-profile is about $0.35 \text{ dB}$.

VI. Conclusion

This paper proposes a novel method to analyze and optimize the construction of PAC codes. First, the NCF is proposed to heuristically measure the transmission efficiency of useful messages. Furthermore, we find that the NCF distribution of the PAC codes should match the capacity distribution after finite-length polar transform, which provides a sight into the performance advantages of the PAC codes against polar codes. Then, a quadratic optimization model is established to optimize the PAC codes. A bit-swapping strategy is designed to obtain the optimized rate-profile of PAC codes. Simulation results verify the advantages of the proposed rate-profile optimization. In addition, the NCF also provides a basis for the optimization of the generator polynomials. In the future, we will optimize the generator polynomials of the PAC codes.
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