Heisenberg-limited quantum metrology using collective dephasing
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The goal of quantum metrology is the precise estimation of parameters using quantum properties such as entanglement. This estimation usually consists of three steps: state preparation, time evolution during which information of the parameters is encoded in the state, and readout of the state. Decoherence during the time evolution typically degrades the performance of quantum metrology and is considered to be one of the major obstacles to realizing entanglement-enhanced sensing. We show, however, that under suitable conditions, this decoherence can be exploited to improve the sensitivity. Assume that we have two axes, and our aim is to estimate the relative angle between them. Our results reveal that the use of Markovian collective dephasing to estimate the relative angle between the two directions affords Heisenberg-limited sensitivity. Moreover, our scheme based on Markovian collective dephasing is robust against environmental noise, and it is possible to achieve the Heisenberg limit even under the effect of independent dephasing. Our counterintuitive results showing that the sensitivity is improved by using the decoherence pave the way to novel applications in quantum metrology.
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Sensing technology is important for many practical applications [1–3], and improved sensitivity is essential for practical purposes. Quantum metrology is a promising approach in order to improve the sensitivity using qubits owing to recent developments in quantum technology [4–14]. Quantum states can acquire a phase during interaction with the target fields. The readout of the phase provides information on the amplitude of the target fields [15–21]. Quantum sensing allows us to measure not only the amplitude of the fields but also many other quantities. Parameters that can be measured using qubit-based sensing include the Fourier coefficients of the spatially distributed fields [22], field gradient [23], frequency of AC magnetic fields [24], and rotation [25, 26]. When n separable qubits are used as a probe, the uncertainty of parameter estimation scales as O(1/√n), which is called the standard quantum limit (SQL). By contrast, the uncertainty scales as ~ O(1/n) when highly entangled states of qubits, such as Greenberger-Horne-Zeilinger (GHZ) states, are used [27–29]. This scaling is called the Heisenberg limit (HL) [9, 18, 30]. Many studies have been conducted to achieve Heisenberg-limited sensitivity [31–40].

In realistic situations, entangled qubits are affected by environmental noise during the time evolution required to encode the parameter information, and this decoherence is one of the main obstacles to realizing entanglement-enhanced sensors. If the noise acts independently on the qubits, the entanglement of the qubits rapidly disappears, and the states of the n qubits become separable. Thus, it is not trivial whether entanglement sensors are useful. Numerous attempts have been made to address the problem of decoherence in order to overcome the SQL with entangled sensors [20, 41, 48]. Measurements in a quantum Zeno regime can be adopted to achieve a scaling of O(n3/4) if the noise is time-inhomogeneous independent dephasing [19, 21, 42, 43, 48, 50]. In addition, quantum error correction can be applied to noisy metrology to suppress the effect of decoherence [51, 55], and this method has been demonstrated by several experiments [56, 57]. Quantum teleportation is another tool that protects quantum states from the effects of noise [45, 58, 59]. There is a scheme for reaching the HL in the estimation of the decay rate using dephasing [60, 61]. Measurements of the environment itself improve the sensitivity of parameter estimation even under the effect of noise [62]. There are several other methods for improving the sensitivity of estimation under noise [22, 63, 64].

In this paper, we propose a quantum metrology protocol using collective dephasing to enhance the sensitivity. Suppose that Alice has an axis and Bob has another axis. Bob does not know Alice’s axis and tries to estimate the relative angle between her axis and his own. The setup is as follows (Fig. 1). (i) Alice prepares qubits in a GHZ state according to her axis and sends the qubits to Bob. (ii) Bob applies global magnetic fields or the collective dephasing noise along his axis on the qubits he received and sends them back to Alice. (iii) Alice reads out the state and sends the measurement results to Bob by classical communication. (iv) They repeat these three steps M times. We have M = T/(t_{prep} + t_{evolve} + t_{read}), where T denotes the total time allowed for the protocol, t_{prep} denotes the time needed to prepare the GHZ state (which includes the transportation time), t_{evolve} denotes the evolution time,
FIG. 1. Schematic illustration of the proposed protocol. (i) Alice prepares a GHZ state, (ii) Bob receives this state and lets it evolve under the applied collective noise (or a global magnetic field), and (iii) Alice measures this state.

and $t_{\text{read}}$ denotes the time required to read out the state. Throughout this paper, we assume that the GHZ state can be prepared and read out on a much shorter time scale than the evolution time, and we obtain $M \simeq T/t_{\text{evolve}}$.

Let us describe the details of our setup. We define Alice’s (Bob’s) axis as the $z$ ($z'$) axis. In Step (i), Alice prepares $n$ qubits in a GHZ state, which is defined as follows.

$$|\text{GHZ}\rangle = \frac{1}{\sqrt{2}} (|\uparrow \uparrow \cdots \uparrow\rangle + |\downarrow \downarrow \cdots \downarrow\rangle), \quad (1)$$

where $|\uparrow\rangle$ ($|\downarrow\rangle$) is the eigenstate of $\sigma_z$ with an eigenvalue of $+1$ ($-1$), and $|\uparrow \cdots \uparrow\rangle$ denotes $|\uparrow\rangle \otimes |\uparrow\rangle \otimes \cdots \otimes |\uparrow\rangle$. Here we take the ordinary notation of the Pauli matrices. Note that the $x$ and $y$ axes are actually fixed when the relative phase in the GHZ state is fixed.

In Step (ii), to encode the information on the relative angle, Bob can apply a global magnetic field or the collective dephasing noise along the $z'$ axis to the GHZ state that he receives from Alice. In addition, we assume that environmental Markovian dephasing noise independently affects each qubit along the $z'$ axis. We introduce the vector $\vec{z}' = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$, which is the unit vector along the $z'$ direction represented in the $(x,y,z)$ coordinates of Alice. $\theta$ is the parameter to be estimated. The Pauli matrix along the $z'$ direction is written as $\sigma_{z'} = \vec{z}' \cdot \vec{\sigma}$. In addition, we use the notation $\sigma_{\alpha}^{(i)}$ ($\alpha = x, y, z$) for a Pauli matrix acting only on the $i$-th qubit, e.g., $\sigma_{\alpha}^{(1)} = \sigma_{\alpha} \otimes I \cdots \otimes I$, where $I$ is the $2 \times 2$ identity matrix. Thus, the dynamics of the GHZ state on Bob’s side is described as follows:

$$\frac{d\rho}{dt} = -i[\Omega L_{z'}, \rho] + \gamma (L_{z'} \rho L_{z'} - \frac{1}{2} L_{z'}^2, \rho) + \gamma' \sum_{i=1}^{n} (\sigma_{z'}^{(i)} \rho \sigma_{z'}^{(i)} - \rho), \quad (2)$$

where $L_{z'} = \sum_{i=1}^{n} \sigma_{z'}^{(i)}$, and $\Omega$ characterizes the strength of the global magnetic field. Throughout this paper, we take $\hbar = 1$. Bob can tune the values of $\gamma$ and $\Omega$, whereas $\gamma'$ is not tunable.

Our goal is to estimate the azimuthal angle $\theta$ with high precision. We take $\phi = 0$ for simplicity. Note that the exact solution of Eq. (2) is analytically given, and we show that our protocol for estimating $\theta$ does not depend on the value of $\phi$ in the parameter regime of interest. (See Supplemental Material.) We focus on the case of $(\Omega = 0, \gamma \neq 0, \gamma' = 0)$, $(\Omega = 0, \gamma 
 \neq 0, \gamma' 
 \neq 0)$, $(\Omega \neq 0, \gamma = 0, \gamma' = 0)$, and $(\Omega \neq 0, \gamma = 0, \gamma' 
 \neq 0)$ to evaluate the advantages of our scheme using collective dephasing over that using the global magnetic field.
Importantly, we can calculate this minimum without knowing the best measurement basis. The lower bound \( \delta \theta \) is bounded by

\[
\delta \theta \geq \delta \theta_{\text{min}} = \sqrt{\frac{P(1 - P)}{M \left| \frac{dP}{d\theta} \right|}} = \sqrt{\frac{P(1 - P)}{\left| \frac{dP}{d\theta} \right| \sqrt{T/t_{\text{evolve}}}}. 
\]

The lower bound \( \delta \theta_{\text{min}} \) depends on the evolution time \( t_{\text{evolve}} \). Hence, we need to optimize \( t_{\text{evolve}} \) so that \( \delta \theta_{\text{min}} \) takes the smallest value. We find below that \( \langle \text{GHZ}| \rho(t)|\text{GHZ} \rangle \) is an appropriate measurement operator in this case; i.e., the minimized uncertainty as defined above achieves the HL.

By contrast, in the scheme of applying the global magnetic field, \( \langle \Omega = 0, \gamma = 0, \gamma' = 0 \rangle \) and \( \langle \Omega = 0, \gamma = 0, \gamma' \neq 0 \rangle \), the projection operator of \( |\text{GHZ}\rangle \langle \text{GHZ}| \) is not the optimal choice. For mixed states, it is not trivial to find the optimal positive-operator-valued measure (POVM) to minimize the uncertainty. Hence, we employ the minimized uncertainty \( \delta \theta_{(Q)\text{min}} = 1/(F_{\theta}^{(Q)} \sqrt{T/t_{\text{evolve}}}) \) defined by the quantum Fisher information \( F_{\theta}^{(Q)} \). (See Supplemental Material for the definition.) This minimum \( \delta \theta_{(Q)\text{min}} \) corresponds to the minimized uncertainty when we adopt the best POVM. Importantly, we can calculate this minimum without knowing the best measurement basis.

Figure 2 shows the scaling behavior of the minimized uncertainty versus the number of qubits \( n \) for \( \langle \Omega, \gamma, \gamma' \rangle = (0, 1, 0), (0, 1, 1), (1, 0, 0), \) and \( (1, 0, 1) \). Figure 2 (a) and (b) correspond to the case where we take \( \theta = 1.0 \) rad and \( \theta = 0.5 \) rad, respectively. In the noiseless cases, \( \langle \Omega, \gamma, \gamma' \rangle = (1, 0, 0) \) and \( (0, 1, 0) \) in Fig. 2 we find that the minimized uncertainties in both cases approach the HL for large \( n \). However, estimation using the magnetic field is fragile against independent dephasing, as shown in Fig. 2 where the optimized uncertainty scales as the SQL. By contrast, estimation using collective dephasing is robust against independent dephasing, as shown in Fig. 2 and thus the estimation scheme using collective dephasing outperforms that using the global magnetic field in this case. Note that a specific measurement basis \( \langle \text{GHZ}| \text{GHZ} \rangle \) is chosen for estimation using collective dephasing; the uncertainty of estimation using the global magnetic field is evaluated on the basis of the quantum Fisher information without knowledge of the explicit form of the POVM to employ. If we could find the optimized measurement basis for estimation using collective dephasing, we could improve the sensitivity by a constant factor. Moreover, by using perturbative calculations, we show analytically that the minimized uncertainties of collective dephasing approaches the HL even under the effect of independent dephasing. Here, the optimal evolution time scales as \( \propto 1/n^2 \). (See Supplemental Material.)

In quantum metrology, the sensitivity under Markovian noise could be very different from that under non-Markovian (time-inhomogeneous) noise [20–22, 43]. The non-Markovian noise model takes into account the finite correlation time of the environment, whereas the Markovian environment has an infinitesimal correlation time. Owing to the finite correlation time, a typical non-Markovian noise model interpolates between exponential decay (which is typically observed in Markovian noise) and quadratic decay.
We investigate the sensitivity of our scheme when we use non-Markovian collective dephasing for estimation. In particular, we adopt a spin-boson model with a Lorentzian spectral density to consider the effect of the finite correlation time. This model was analyzed in [43], and the time-dependent decay rate was calculated as
\[
\gamma(t) = \frac{2\pi c}{\tau_c} \left( -1 + e^{-t/\tau_c} + t/\tau_c \right),
\]
where \( \tau_c \) denotes the correlation time. This decay rate interpolates between exponential decay and quadratic decay. For a short (long) correlation time, we obtain \( \gamma(t) \simeq \gamma_0 \) (\( \gamma(t) \simeq \frac{2\pi c}{\tau_c} \)).

We compare the uncertainty of the estimation using the non-Markovian collective dephasing with that using global magnetic fields by performing numerical simulations. The results are shown in Fig. 3(a) and (b), where we take \( \theta = 1.0 \) rad and \( \theta = 0.5 \) rad, respectively. Figure 3 shows that the estimation using collective dephasing outperforms that using the magnetic field for any \( \theta \). In the numerical simulations, we observe that either the collective dephasing method or the global magnetic field method approaches the SQL. (This behavior is also discussed using an analytical calculation in the Supplemental Material.) Whether the use of the non-Markovian collective dephasing is advantageous over the use of the global magnetic field depends on both \( \tau_c \) and \( \theta \). For \( \theta = 1.0 \) rad, \( \tau_c = 0.001 \) is sufficiently small, whereas \( \tau_c \sim 0.0001 \) is required for \( \theta = 0.5 \) rad. We emphasize that the estimation scheme using collective dephasing can outperform that using the magnetic field for any \( \theta \) if we take sufficiently small \( \tau_c \), because the scaling behavior achieves the HL in the Markovian limit \( \tau_c \to 0 \).

In conclusion, we propose to use a collective dephasing to improve the precision of quantum metrology. Assume that we have two axes, and our aim is to estimate the relative angle between them. Suppose that Alice has an axis, and Bob has another. Bob does not know Alice’s and tries to estimate the relative angle between her axis and his. Alice generates a GHZ state according to her axis and sends it to Bob. Bob decoheres the received state by inducing collective Markovian dephasing along his own axis. This scheme achieves the HL for estimating the direction of Alice’s axis under ideal conditions. Moreover, we show that the scheme using collective dephasing is robust against noise; it achieves the HL even under the effect of independent Markovian dephasing from the environment. This is in stark contrast to the conventional scheme that uses unitary dynamics for the estimation, which cannot overcome the SQL under the effect of such noise. Although we discuss primarily the independent dephasing noise, our conclusion that the HL can be achieved is guaranteed even when the system is affected by arbitrary types of independent decoherence. (See Supplemental Material).
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SUPPLEMENTAL MATERIAL

Exact solution of the Lindblad equation

Let us first introduce basic notation. We refer to Alice’s coordinates as the \((x, y, z)\) coordinates, and the corresponding Pauli matrices are given as

\[
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\] 

(4)

The explicit form of \(\sigma_{z'} = \vec{z'} \cdot \vec{\sigma}\) in Bob’s coordinates is as follows:

\[
\sigma_{z'} = \vec{z'} \cdot \vec{\sigma} = \begin{pmatrix} \cos \theta & e^{-i\phi} \sin \theta \\ e^{i\phi} \sin \theta & -\cos \theta \end{pmatrix}.
\] 

(5)

The corresponding eigenstates are defined as

\[
|\uparrow\rangle_{z'} = \frac{1}{\sqrt{2}} \left( \sqrt{1 + \cos \theta} |\uparrow\rangle + e^{i\phi}\sqrt{1 - \cos \theta} |\downarrow\rangle \right), \quad \sigma_{z'} |\uparrow\rangle_{z'} = |\uparrow\rangle_{z'},
\]

and

\[
|\downarrow\rangle_{z'} = \frac{1}{\sqrt{2}} \left( -\sqrt{1 - \cos \theta} |\uparrow\rangle + e^{i\phi}\sqrt{1 + \cos \theta} |\downarrow\rangle \right), \quad \sigma_{z'} |\downarrow\rangle_{z'} = -|\downarrow\rangle_{z'}.
\] 

(6)

Here \(|\uparrow\rangle\) and \(|\downarrow\rangle\) are the eigenvectors of \(\sigma_z\), whose eigenvalues are 1 and \(-1\), respectively.

Here we give the exact solution of the Lindblad master equation,

\[
\frac{d\rho}{dt} = -i[\Omega L_{z'}, \rho] + \gamma \left( L_{z'} \rho L_{z'} - \frac{1}{2} (L_{z'}^2, \rho) \right) + \gamma' \sum_{i=1}^n (\sigma_{z'}^{(i)} \rho \sigma_{z'}^{(i)} - \rho).
\] 

(7)

Let us consider the case of \(\gamma' = 0\) first. To this end, it is convenient to introduce a basis according to group representation theory [67][70], which is characterized as follows:

\[
|j, m, i\rangle_{z(z')} \in \mathbb{C}^{2n}, \quad j_{\text{min}} \leq j \leq n/2, \quad -j \leq m \leq j, \quad 1 \leq i \leq d_n^j,
\]

\[
\frac{L_z(z')}{2}|j, m, i\rangle_{z(z')} = m|j, m, i\rangle_{z(z')},
\]

\[
L_{+(-)}|j, m, i\rangle_{z(z')} := \frac{L_{x(z')} + i L_{y(z')}}{2}|j, m, i\rangle_{z(z')} = \sqrt{j(j+1) - m(m+1)}|j, m, i\rangle_{z(z')},
\]

\[
L_{-(-)}|j, m, i\rangle_{z(z')} := \frac{L_{x(z')} - i L_{y(z')}}{2}|j, m, i\rangle_{z(z')} = \sqrt{j(j+1) - m(m+1)}|j, m, i\rangle_{z(z')},
\]

\[
\frac{1}{4}(L_x^2 + L_y^2 + L_z^2)|j, m, i\rangle_{z(z')} = \frac{1}{4}(L_x^2 + L_y^2 + L_z^2)|j, m, i\rangle_{z(z')} = j(j+1)|j, m, i\rangle_{z(z')},
\]

\[
L_{\alpha} = \sum_{1}^{d_n^j} \sigma_{\alpha}^{(i)}, \quad d_n^j = \frac{(2j+1)n!}{(n/2+j+1)!(n/2-j)!},
\] 

(8)

where \(j_{\text{min}}\) is 0 (1/2), and \(j, m\) take (half-) integers for odd (even) \(n\). The index \(i\) represents the number of ways of composing \(n\) spins to obtain the total angular momentum \(j\). We refer to this basis as the irrep basis hereinafter. In the definition, we introduce the \(x'\) and \(y'\) axes, which are orthogonal to Bob’s \(z'\) axis. Although the choice of these axes has rotational ambiguity, Bob can take any pair of these axes as the \(x'\) and \(y'\) axes because this does not affect the estimation of \(\theta\). Thus, we do not discuss the explicit direction of the \(x'\) and \(y'\) axes. Note, also, that the operator \((L_x^2 + L_y^2 + L_z^2)\) is invariant under the coordinate transformation \(L_x^2 + L_y^2 + L_z^2 = L_{x'}^2 + L_{y'}^2 + L_{z'}^2\). In terms of the irrep basis, |GHZ\rangle is described as |GHZ\rangle = \(|n/2, n/2, 1\rangle_z + |n/2, -n/2, 1\rangle_z\)/\(\sqrt{2}\). For \(j = n/2\), we simply represent the irrep basis \(|n/2, m, 1\rangle_{z'}\) (\(d_n^{j} = 1\) in this case) in terms of \(|\uparrow \cdots |\downarrow\rangle_{z'}\) as

\[
|n/2, m, 1\rangle_{z'} = \frac{1}{\sqrt{n!}} \left( |\uparrow \cdots \uparrow \rangle_{m+n/2} |\downarrow \cdots \downarrow \rangle_{n/2-m} + \text{all the other permuted states} \right).
\] 

(9)
The same representation also works for $|n/2, m, 1\rangle_z$. We emphasize that $|n/2, m, 1\rangle_z$ still belongs to the $(j = n/2)$ subspace even when we expand this vector in terms of $|\uparrow (\downarrow)\rangle_z$:

$$|n/2, m, 1\rangle_z = \sum_{-n/2 \leq m \leq n/2} C_m |n/2, m, 1\rangle_{z'}.$$  

This expression is understood in terms of permutation symmetry. We denote $U$ as the unitary matrix whose action is $U|\uparrow (\downarrow)\rangle_z = |\uparrow (\downarrow)\rangle_{z'}$. According to Eq. (10), the transformation between the irrep basis in both the $z$ and $z'$ representations is given as

$$|n/2, m, 1\rangle_{z'} = U^{(1)} \ldots U^{(k)} \ldots U^{(n)} |n/2, m, 1\rangle_z = \left( \prod_{k=1}^{n} U^{(k)} \right) |n/2, m, 1\rangle_z,$$

where the index $k$ indicates that $U^{(k)}$ affects only the $k$-th qubit. Because $\prod_{k=1}^{n} U^{(k)}$ is invariant under any permutation of the qubits, $|n/2, m, 1\rangle_{z'}$ is symmetric under permutation (as $|n/2, m, 1\rangle_z$ is symmetric). Thus, $|n/2, m, 1\rangle_{z'}$ is represented as the sum of $\{|n/2, m, 1\rangle_{z'}\}_{m \leq n/2}$, as shown in Eq. (10).

For later convenience, we define the matrix elements $\rho_{j,m,m'} := 1/\alpha \sum_{i=1}^{d_n} |j, m, i\rangle_{z'} \langle j, m', i|$, because none of the operations we address below depend on the index $i$. An important point is that the expressions $|j, m\rangle_{z'}\langle j, m'|$ are (super-) eigenvectors of the right-hand side of the Lindblad equation (7) with $\gamma' = 0$, whose eigenvalues are given as

$$-i[\Omega z', |j, m\rangle_{z'}\langle j, m'|] + \beta \left( L^z |j, m\rangle_{z'}\langle j, m'| L^z - \frac{1}{2} \{ L^z |j, m\rangle_{z'}\langle j, m'| \} \right) = -2i\Omega (m-m') - 2\gamma (m-m')^2 |j, m\rangle_{z'}\langle j, m'|.$$

We find that the initial state $\rho(0) = |\text{GHZ}\rangle\langle \text{GHZ}|$ can be rewritten using Eq. (10):

$$\rho(0) = \sum_{-n/2 \leq m, m' \leq n/2} \rho_{m,m'} |n/2, m\rangle_{z'}\langle n/2, m'|,$$

where $\rho_{m,m'} = |n/2, m, 1\rangle_{\text{GHZ}}\langle \text{GHZ}| |n/2, m', 1\rangle_{z'}$. We can show that $|n/2, m\rangle_{z'}\langle n/2, m'| = |n/2, m, 1\rangle_{z'}\langle n/2, m', 1|$. The explicit form of $\rho_{m,m'}$ is

$$\rho_{m,m'} = \frac{\sqrt{n}C_{m+\frac{1}{2}} nC_{m'+\frac{1}{2}}}{2n+1} \left( (\sqrt{1 + \cos \theta})^{m+\frac{1}{2}} (\sqrt{1 - \cos \theta})^{\frac{1}{2} - m} + e^{-i\phi} (\sqrt{1 + \cos \theta})^{m+\frac{1}{2}} (\sqrt{1 - \cos \theta})^{\frac{1}{2} - m} \right) \times \left( (\sqrt{1 + \cos \theta})^{m'+\frac{1}{2}} (\sqrt{1 - \cos \theta})^{\frac{1}{2} - m'} + e^{i\phi} (\sqrt{1 + \cos \theta})^{m'+\frac{1}{2}} (\sqrt{1 - \cos \theta})^{\frac{1}{2} - m'} \right).$$

Then the solution for $\gamma' = 0$ is

$$\rho_{\gamma'=0}(t) = \sum_{-n/2 \leq m, m' \leq n/2} e^{-2i\Omega (m-m')t - 2\gamma (m-m')^2} \rho_{m,m'} |n/2, m\rangle_{z'}\langle n/2, m'|.$$

Next, we consider $\gamma' \neq 0$. Because the independent dephasing term in Eq. (7) commutes with the other two terms in the equation, it is sufficient to consider its action independently. The dynamical equation with only the third term is easily solved and thus the exact solution for $\gamma' \neq 0$ is written as follows:

$$\rho(t) = \mathcal{E}^{(n)}_t \ldots \mathcal{E}^{(i)}_t \ldots \mathcal{E}^{(1)}_t (\rho_{\gamma'=0}(t)),$$

$$\mathcal{E}^{(i)}_t (\rho) := \alpha(t)\rho + \beta(t)\sigma_z^{(i)} \rho \sigma_z^{(i)},$$

where $\alpha(t) := (1 + e^{-2\gamma t})$, and $\beta(t) := (1 - e^{-2\gamma t})$. We rearrange the above equation as

$$\mathcal{E}^{(n)}_t \ldots \mathcal{E}^{(i)}_t \ldots \mathcal{E}^{(1)}_t (\rho_{\gamma'=0}(t)) = \alpha^n(t)\rho_{\gamma'=0}(t) + \alpha^{n-1}(t)\beta(t)\sum_{i} \sigma_z^{(i)}(t) \rho_{\gamma'=0}(t) \sigma_z^{(i)} + \ldots$$

$$+ \alpha^{n-2}(t)\beta^2(t) \sum_{1 \leq i < j \leq n} \sigma_z^{(j)}(t) \sigma_z^{(i)}(t) \rho_{\gamma'=0}(t) \sigma_z^{(j)}(t) \sigma_z^{(i)} + \ldots$$

$$\ldots + \alpha(0) \beta^n(t) \rho_{\gamma'=0}(t) \sigma_z^{(1)} \sigma_z^{(2)} \ldots \sigma_z^{(n)} + \ldots$$

$$= \sum_{k=0}^{n} \alpha^{n-k}(t) \beta^k(t) \sum_{1 \leq i_1 < i_2 < \ldots < i_k \leq n} \sigma_z^{(i_1)}(t) \sigma_z^{(i_2)}(t) \ldots \sigma_z^{(i_k)}(t) \rho_{\gamma'=0}(t) \sigma_z^{(i_1)}(t) \sigma_z^{(i_2)}(t) \ldots \sigma_z^{(i_k)}(t).$$
where we assign \( \alpha^n(t) \rho_{k=0} = 0 \) term. For convenience of notation, we rewrite the above expression in terms of the irrep basis. To this end, we use the following:

\[ \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq n} \sigma_{z'}^{(i_1)} \sigma_{z'}^{(i_2)} \cdots \sigma_{z'}^{(i_k)} |n/2, m \rangle_{z'} \langle n/2, m'| \sigma_{z'}^{(i_1)} \sigma_{z'}^{(i_2)} \cdots \sigma_{z'}^{(i_k)} = \sum_j A^{(k)}_{j, m, m'} |j, m \rangle_{z'} \langle j, m'|. \]  

(18)

The coefficients \( A^{(k)}_{j, m, m'} \) are solved using recurrence relations. To check this, we first use the following equality [69][70]:

\[
\sum_{i=1}^n \sigma_{z'}^{(i)} |j, m \rangle_{z'} \langle j, m'| \sigma_{z'}^{(i)} = 4 \left( a(n, j, m, m') |j, m \rangle_{z'} \langle j, m'| + b(n, j, m, m') |j - 1, m \rangle_{z'} \langle j - 1, m'| + c(n, j, m, m') |j + 1, m \rangle_{z'} \langle j + 1, m'| \right),
\]

(19)

where

\[
a(n, j, m, m') = mm' \frac{1}{2j} \left( 1 + \frac{(2j + 1) \alpha_{\rho}^{j+1}}{(j + 1) d_n^j} \right),
\]

\[
b(n, j, m, m') = \sqrt{(j + m)(j - m)} \frac{\alpha_{\rho}^j}{2jd_n^j},
\]

\[
c(n, j, m, m') = \sqrt{(j + m + 1)(j - m + 1)} \frac{\alpha_{\rho}^{j+1}}{2(j + 1)d_n^{j+1}},
\]

\[
\alpha_{\rho}^j = \sum_{j'=j}^{n/2} d_{n'}^{j'},
\]

(20)

We evaluate the application of the following action to Eq. [18]:

\[
\sum_{i=1}^n \sigma_{z'}^{(i)} \left( \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq n} \sigma_{z'}^{(i_1)} \sigma_{z'}^{(i_2)} \cdots \sigma_{z'}^{(i_k)} |n/2, m \rangle_{z'} \langle n/2, m'| \sigma_{z'}^{(i_1)} \sigma_{z'}^{(i_2)} \cdots \sigma_{z'}^{(i_k)} \right) \sigma_{z'}^{(i)}.
\]

(21)

By using \( A^{(k)}_{j, m, m'} \), this expression can be written as

\[
\sum_{i=1}^n \sigma_{z'}^{(i)} \left( \sum_{j=1}^{n/2} A^{(k)}_{j, m, m'} |j, m \rangle_{z'} \langle j, m'| \right) \sigma_{z'}^{(i)}
\]

\[
= \sum_{i=1}^{n/2} \sigma_{z'}^{(i)} \left( \sum_{j=1}^{n/2} A^{(k)}_{j, m, m'} |j, m \rangle_{z'} \langle j, m'| \right) \sigma_{z'}^{(i)}
\]

\[
= 4 \sum_{j=1}^{n/2} \left( a(n, j, m, m') A^{(k)}_{j, m, m'} + b(n, j - 1, m, m') A^{(k)}_{j-1, m, m'} + c(n, j + 1, m, m') A^{(k)}_{j+1, m, m'} \right) |j, m \rangle_{z'} \langle j, m'|,
\]

(22)

where we use Eq. [19] and the conditions \( b(n, n/2 + 1, m, m') = b(n, j_{\min}, m, m') = 0 \) and \( c(n, n/2, m, m') = c(n, j_{\min} - 1, m, m') = 0 \) to align the summation range. In addition, we can change the left-hand side of the above equation by a simple combinatorial calculation, as follows:

\[
\sum_{i=1}^n \sigma_{z'}^{(i)} \left( \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq n} \sigma_{z'}^{(i_1)} \sigma_{z'}^{(i_2)} \cdots \sigma_{z'}^{(i_k)} |n/2, m \rangle_{z'} \langle n/2, m'| \sigma_{z'}^{(i_1)} \sigma_{z'}^{(i_2)} \cdots \sigma_{z'}^{(i_k)} \right) \sigma_{z'}^{(i)}
\]

\[
= (k + 1) \sum_{1 \leq i_1 < i_2 < \cdots < i_k+1 \leq n} \sigma_{z'}^{(i_1)} \sigma_{z'}^{(i_2)} \cdots \sigma_{z'}^{(i_{k+1})} |n/2, m \rangle_{z'} \langle n/2, m'| \sigma_{z'}^{(i_1)} \sigma_{z'}^{(i_2)} \cdots \sigma_{z'}^{(i_{k+1})} +
\]

\[
+ (n - k + 1) \sum_{1 \leq i_1 < i_2 < \cdots < i_{k+1} \leq n} \sigma_{z'}^{(i_1)} \sigma_{z'}^{(i_2)} \cdots \sigma_{z'}^{(i_{k+1})} |n/2, m \rangle_{z'} \langle n/2, m'| \sigma_{z'}^{(i_1)} \sigma_{z'}^{(i_2)} \cdots \sigma_{z'}^{(i_{k+1})} +
\]

\[
= (k + 1) \sum_{j=1}^{n/2} A^{(k+1)}_{j, m, m'} |j, m \rangle_{z'} \langle j, m'| + (n - k + 1) \sum_{j=1}^{n/2} A^{(k-1)}_{j, m, m'} |j, m \rangle_{z'} \langle j, m'|.
\]

(23)
When we use this recurrence relation, we assign the following conditions:

\[ P(0, n, j, m, m') = \frac{1}{k+1} \left( 4a(n, j, m, m')A_{j,m,m'}^{(k)} + 4b(n, j + 1, m, m')A_{j+1,m,m'}^{(k)} + 4c(n, j - 1, m, m')A_{j-1,m,m'}^{(k)} - (n - k + 1) \sum_{j=j_{\text{min}}}^{n/2} A_{j,m,m'}^{(k-1)} \right). \]  

(24)

When we use this recurrence relation, we assign the following conditions:

\[ \forall n, m', A_{n/2,m,m'}^{(0)} = 1, \ A_{j \neq n/2,m,m'}^{(0)} = 0, \]

\[ \forall j, m, m', A_{j,m,m'}^{(-1)} = 0, \]

(25)

where the first two conditions represent the initial conditions. Thus, the exact solution of the dynamics (global magnetic field plus collective noise plus independent noise) is now written as

\[ \rho(t) = \sum_{k=0}^{n} \alpha^{n-k}(t) \beta^k(t) \sum_{j=j_{\text{min}}}^{n/2} \sum_{j \leq j' \leq j} e^{-2i \Omega(m-m')t - 2\gamma t(m-m')^2} \rho_{m,m'} A_{j,m,m'}^{(k)} |j,m\rangle_z \langle j,m'|. \]

(26)

### Analytical results for the scaling behavior

Here we analytically evaluate the scaling behavior of the minimized uncertainty

\[ \delta \theta_{\text{min}} = \frac{\sqrt{P(t)(1 - P(t))}}{|\frac{dP(t)}{dt}|} = \frac{\sqrt{P(t)(1 - P(t))}}{|\frac{dP(t)}{dt}| \sqrt{T/t}}, \]

(27)

where \( P(t) = \langle \text{GHZ}|\rho(t)|\text{GHZ}\rangle \) is the projection probability, and \( T \) is the total time allowed for the protocol. According to Eq. (26), the survival probability \( P(t) \) is given as

\[ P(t) = \langle \text{GHZ}|\rho(t)|\text{GHZ}\rangle \]

\[ = \sum_{k=0}^{n} \alpha^{n-k}(t) \beta^k(t) \sum_{j=j_{\text{min}}}^{n/2} \sum_{j \leq j' \leq j} e^{-2i \Omega(m-m')t - 2\gamma t(m-m')^2} \rho_{m,m'} A_{j,m,m'}^{(k)} |\text{GHZ}|n/2,m,1\rangle_z \langle n/2,m'|. \]

(28)

where we define \( B_m = |\langle \text{GHZ}|n/2,m,1\rangle_z|^2 \) and use \( \rho_{m,m'} = z\langle n/2,m,1|GHZ\rangle GHZ|n/2,m',1\rangle_z \) and the fact that \( |n/2,m,1\rangle_z \) still belongs to the \( j = n/2 \) subspace in the \( z' \) bases. [See also Eq. (10)] The explicit form of \( B_m \) is given as

\[ B_m = \frac{\alpha^{C+1} + \frac{1}{2}}{\sum_{k=0}^{n} \alpha^{n-k}(t) \beta^k(t) A_{n/2,m,m'}^{(k)} B_m B_m', \}

(29)
where we use $\sqrt{1 - \cos^2 \theta} = \sin \theta$ for $0 \leq \theta \leq \pi$. Assuming $n\Omega t$, $n^2 \gamma t$, $n \gamma t \ll 1$, we take the short time perturbation in Eq. (28) up to the first order of $t$:

$$P(t) \sim \sum_{n/2 \leq m, m' \leq n/2} (1 - 2i\Omega(m - m') - 2\gamma t(m - m')^2 - \gamma' t(nA_n^{(0)} + A_n^{(1)}))B_mB_m'$$

$$= \sum_{n/2 \leq m, m' \leq n/2} (1 - 2i\Omega(m - m') - 2\gamma t(m - m')^2 - \gamma' t\left(n + \frac{4nm'}{n}\right))B_mB_m'$$

$$= \sum_{|m| \leq n/2} B_m \cdot \sum_{|m'| \leq n/2} B_{m'} - 2\Omega t\left(\sum_{|m| \leq n/2} \sum_{|m'| \leq n/2} B_mB_m' - \sum_{|m| \leq n/2} \sum_{|m'| \leq n/2} B_mB_m' \sum m'B_{m'} + \sum_{|m| \leq n/2} \sum_{|m'| \leq n/2} m'B_{m'}\right)$$

$$- 2\gamma t\left(n \sum_{|m| \leq n/2} B_m \cdot \sum_{|m'| \leq n/2} B_{m'} + \frac{4}{n} \sum_{|m| \leq n/2} \sum_{|m'| \leq n/2} m'B_{m'}\right)$$

$$= \left(\sum_{|m| \leq n/2} B_m\right)^2 - 4\gamma t\left(\sum_{|m| \leq n/2} m^2B_m \cdot \sum_{|m| \leq n/2} B_m - \left(\sum_{|m| \leq n/2} mB_m\right)^2\right)$$

$$- \gamma' t\left(n \left(\sum_{|m| \leq n/2} B_m\right)^2 + \frac{4}{n} \left(\sum_{|m| \leq n/2} mB_m\right)^2\right).$$

(30)

To evaluate this quantity, we have to evaluate only the following quantities:

$$\sum_{|m| \leq n/2} B_m, \quad \sum_{|m| \leq n/2} mB_m, \quad \sum_{|m| \leq n/2} m^2B_m.$$  

(31)

Note that the following formulae are satisfied:

$$\sum_{m=0}^{n} nC_mX^mY^{n-m} = (X + Y)^n;$$

$$\sum_{m=0}^{n} m\, nC_mX^mY^{n-m} = nX(X + Y)^{n-1},$$

$$\sum_{m=0}^{n} m^2\, nC_mX^mY^{n-m} = nX(X + Y)^{n-1} + (n^2 - n)X^2(X + Y)^{n-2}.$$  

(32)

We introduce a new integer variable, $\mu := m + n/2$, and let the sum range take integers. We evaluate $\sum_mB_m$ as follows:

$$\sum_{|m| \leq n/2} B_m = \sum_{\mu=0}^{n} B_{\mu - n/2} = \sum_{\mu=0}^{n} nC_{\mu + 1}/(1 + \cos \theta)^\mu (1 - \cos \theta)^{n-\mu} + \sum_{\mu=0}^{n} nC_{\mu - 1}/2^{n+1} (1 + \cos \theta)^{n-\mu}$$

$$+ \left(\cos \phi + \sin \phi \right) \sum_{\mu=0}^{n} \frac{nC_{\mu + 1}}{2^{n+1}} (-1)^{n-\mu}$$

$$= \frac{2n}{2^{n+1}} + \frac{2n}{2^{n+1}} + \left(\cos \phi + \sin \phi \right) \sum_{\mu=0}^{n} \frac{nC_{\mu + 1}}{2^{n+1}} (-1)^{n-\mu} = 1.$$  

(33)

This equality is also understood in terms of the completeness of the basis $\{|n/2, m, 1\rangle\}$ in the $(j = n/2)$ subspace:

$$\sum_{|m| \leq n/2} B_m = \sum_{|m| \leq m/2} |\langle \text{GHZ}|n/2, m, 1\rangle |^2 = \sum_{|m| \leq n/2} \langle \text{GHZ}|n/2, m, 1\rangle \langle n/2, m, 1| \text{GHZ}$$

$$= \text{GHZ}\left(\sum_{|m| \leq n/2} |n/2, m, 1\rangle \langle n/2, m, 1|\right) |\text{GHZ}\rangle = \langle \text{GHZ}| \text{GHZ} \rangle = 1.$$  

(34)
Similarly, $\sum mB_m$ and $\sum m^2B_m$ are given by

$$
\sum mB_m = \sum_{|m| \leq n/2} (\mu - \frac{n}{2}) B_{\mu - n/2} = \frac{n}{2n+1} (1 + \cos \theta)^{2n-1} + \frac{n}{2n+1} (1 - \cos \theta)^{2n-1} - \frac{n}{2} \sum \mu B_{\mu - n/2} = \frac{n}{4}(1 + \cos \theta) + (1 - \cos \theta) - \frac{n}{2} = 0
$$

(35)

and

$$
\sum m^2B_m = \sum_{|m| \leq n/2} (\mu - \frac{n}{2})^2 B_{\mu - n/2} = \frac{n}{2} \sum \mu^2B_{\mu - n/2} - n \sum \mu B_{\mu - n/2} + \frac{n^2}{4} \sum B_{\mu - n/2} = \frac{n}{4}(1 + \cos \theta) + (1 - \cos \theta) + \frac{n^2}{8} \left((1 + \cos \theta)^2 + (1 - \cos \theta)^2\right) - \frac{n^2}{4}
$$

$$
= \frac{n}{2} + \frac{n^2 - n}{4}(1 + \cos^2 \theta) - \frac{n^2}{4} = \frac{n^2}{4} \cos^2 \theta + \frac{n}{4}(1 - \cos^2 \theta).
$$

(36)

These equations, as well as Eq. (34), are calculated as follows:

$$
\sum mB_m = \sum_{|m| \leq n/2} m\langle \text{GHZ}|n/2, m, 1, z'\langle n/2, m, 1|\text{GHZ}\rangle = \langle \text{GHZ}| \sum_{|m| \leq n/2} \langle m|n/2, m, 1, z'\rangle \langle n/2, m, 1|\text{GHZ}\rangle = \langle \text{GHZ}| \sum_{|m| \leq n/2} (L_{z'})^2 n/2, m, 1 \rangle |\text{GHZ}\rangle = \frac{1}{2} \langle \text{GHZ}|(\cos \theta L_z + \cos \phi \sin \theta L_x + i \sin \phi \sin \theta L_y)|\text{GHZ}\rangle = \frac{\cos \theta}{4} \left(\frac{n}{2} \frac{n}{2}, 1|L_z|\frac{n}{2} \frac{n}{2}, 1 + \frac{n}{2}, -\frac{n}{2}, 1|L_z|\frac{n}{2} \frac{n}{2}, -\frac{n}{2}, 1\right) = 0
$$

(37)

and

$$
\sum m^2B_m = \langle \text{GHZ}| \sum_{|m| \leq n/2} \langle m|n/2, m, 1, z'\rangle \langle n/2, m, 1|\text{GHZ}\rangle = \frac{1}{4} \langle \text{GHZ}|(\cos \theta L_z + \cos \phi \sin \theta L_x + i \sin \phi \sin \theta L_y)^2|\text{GHZ}\rangle
$$

$$
= \frac{1}{4} \langle \text{GHZ}|(\cos^2 \theta L_z^2 + \sin^2 \theta (L_+ L_- + L_- L_+)|\text{GHZ}\rangle
$$

$$
= \frac{n^2}{4} \cos^2 \theta + \frac{n}{4}(1 - \cos^2 \theta).
$$

(38)

By using the above equations, Eq. (30) is finally evaluated as

$$
P(t) = 1 - \gamma t(n^2 \cos^2 \theta + n(1 - \cos^2 \theta)) - \gamma' tn.
$$

(39)

If we consider the estimation using collective dephasing ($\gamma \neq 0$) and assign the scaling behavior $t = t_0/n^2$ with a constant $t_0$, we find that $P(t)$ and $1 - P(t)$ scale as $O(n^0)$. In addition, $|dP(t)/d\theta|$ has the $O(n^0)$ dependence. This result implies that the minimized uncertainty [27] scales as

$$
\delta \theta_{\text{min}} = \frac{\sqrt{P(t)(1 - P(t))}}{|dP(t)/d\theta| T/t} = \frac{O(n^0)}{O(n^0) \sqrt{n^2 T/t_0}} = O(n^{-1})
$$

(40)

for large $n$, which is the Heisenberg scaling. Thus, by utilizing the short time perturbation, we show that the estimation of $\theta$ by collective dephasing achieves the HL even under the effect of independent dephasing. Note that $\theta$ can be estimated without knowing the value of $\phi$ in a short time regime because $P(t)$ is independent of $\phi$ in this regime.

In our scheme, we focus only on independent dephasing. However, the above calculation also works for any type of independent noise. According to the definition of the independence of noise, any independent noise behaves as $\sim \gamma' nt$ in a short time region, like the last term in Eq. (39). Thus, if the $n^2$ term in Eq. (39) is present (or equivalently, if collective dephasing noise exists), we achieve the HL under any independent noise in the same manner as in the above discussion. We should also point out that we cannot achieve the HL in the short time regime if we consider another type of collective dephasing noise with quadratic decay. In this case, the calculation shown above reveals that the estimation of $\theta$ using the quadratic collective dephasing achieves the SQL at best.
Here we briefly review the quantum Fisher information [1]. We focus only on single parameter estimation, where \( \theta \) denotes the parameter to be estimated. We have a density matrix \( \rho_\theta \) in which the information on \( \theta \) is imprinted and perform a POVM \( \{ \Pi_l \} \) (\( \Pi_l \geq 0, \sum_l \Pi_l = I \)) on \( \rho_\theta \). From this measurement, we obtain a measurement outcome \( l \) with a probability

\[
P(l|\theta) = \text{Tr}(\Pi_l \rho_\theta).
\]

(41)

We prepare the state \( \rho_\theta \) and perform POVM measurements with \( \Pi_l \). Suppose that we repeat these steps \( M \) times. Now we introduce an estimator \( \tilde{\theta}(\vec{l}) \), which is a function of \( M \) outcomes \( \vec{l} = \{ l_1, l_2, l_3, \ldots, l_M \} \), and identify the value of this estimator as the true value of the parameter \( \theta \). The precision of the estimation is determined by the uncertainty,

\[
\delta \theta := \sqrt{\langle (\tilde{\theta} - \theta)^2 \rangle},
\]

(42)

for a function of \( M \) outcomes. The following classical Cramér-Rao bound is satisfied for any estimator under the unbiased condition \( \langle \tilde{\theta} \rangle = \theta \),

\[
\delta \theta \geq 1/\sqrt{MF_\theta(\{ \Pi_l \})},
\]

(43)

where \( F_\theta(\{ \Pi_l \}) \) is the Fisher information, which is defined as

\[
F_\theta(\{ \Pi_l \}) = \sum_l P(l|\theta) \frac{\partial \log P(l|\theta)}{\partial \theta} \frac{\partial P(l|\theta)}{\partial \theta}.
\]

(44)

In particular, a two-valued measurement \( \{ \Pi, I - \Pi \} \) gives

\[
F_\theta(\{ \Pi, I - \Pi \}) = \frac{|dP(\theta)/d\theta|^2}{P(\theta)(1-P(\theta))},
\]

(45)

where \( P(\theta) = \text{Tr}(\Pi \rho_\theta) \).

In quantum estimation, we can minimize the uncertainty \( \delta \theta \) by choosing the best POVMs. We have the following quantum Cramér-Rao bound for any POVM \( \{ \Pi_l \} \):

\[
F_\theta(\{ \Pi_l \}) \leq F_\theta^{(Q)},
\]

(46)

where \( F_\theta^{(Q)} \) is called the quantum Fisher information and is defined as follows:

\[
F_\theta^{(Q)} = \text{Tr}(L_\theta^2 \rho_\theta), \quad \frac{\partial \rho_\theta}{\partial \theta} = \frac{1}{2} \{ L_\theta, \rho_\theta \}.
\]

(47)

By combining Eqs. (43) and (46), we obtain a sequence of inequalities:

\[
\delta \theta \geq 1/\sqrt{MF_\theta(\{ \Pi_l \})} \geq 1/\sqrt{MF_\theta^{(Q)}}.
\]

(48)

For single-parameter estimation, it is shown that the second inequality can be saturated by taking an appropriate POVM, although that POVM may depend on the value of the parameter to be estimated.
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