ON THE BEST CONSTANT FOR GAGLIARDO-NIRENBERG INTERPOLATION INEQUALITIES
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Abstract. In this paper we derive the best constant for the following Gagliardo-Nirenberg interpolation inequality

\[ \|u\|_{L^{m+1}} \leq C_{q,m,p} \|u\|_{L^q}^{1-\theta} \|\nabla u\|_{L^p}^\theta, \quad \theta = \frac{pd(m-q)}{(m+1)[d(p-q-1)+p(q+1)]}, \]

where parameters \( q, m, p \) respectively belong to the following two ranges:

(i) \( p > d \geq 1, q \geq 0 \) and \( m = \infty \). That shows \( L^\infty \)-type Gagliardo-Nirenberg interpolation inequality.

(ii) \( p > \max\{1, \frac{2d}{d+2}\}, 0 \leq q < \sigma - 1, \) and \( q < m < \sigma \), where \( \sigma \) is defined by

\[ \sigma := \begin{cases} \frac{(p-1)d+p}{d-p} & \text{if } p < d, \\ \infty & \text{if } p \geq d. \end{cases} \]

That gives \( L^m \)-type Gagliardo-Nirenberg interpolation inequality.

The best constant \( C_{q,m,p} \) is given by

\[ C_{q,m,p} := \theta^{-\frac{1}{p}} (1-\theta)^{\frac{1}{q}} \int_{\mathbb{R}^d} u_{c,m}^{q+1} \, dx, \quad M_c := \int_{\mathbb{R}^d} u_{c,m}^{q+1} \, dx, \]

where \( u_{c,m} \) is the unique radial non-increasing solution to a generalized Lane-Emden equation. The case of equality holds when \( u = A u_{c,m}(\lambda(x-x_0)) \) for any real numbers \( A > 0, \lambda > 0 \) and \( x_0 \in \mathbb{R}^d \).

In particular, for the case \( m = +\infty \), the generalized Lane-Emden equation becomes a Thomas-Fermi type equation. For \( q = 0, m = \infty \) or \( d = 1, u_{c,m} \) are closed form solutions expressed in term of the incomplete Beta functions. Moreover, we show that \( u_{c,m} \rightarrow u_{c,\infty} \) and \( C_{q,m,p} \rightarrow C_{q,\infty,p} \) as \( m \rightarrow +\infty \) for \( d = 1 \).
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1. Introduction

Research on functional inequalities is an important topic in the Functional Analysis. In some circumstances one is interested in the exact value of the smallest admissible constant in some functional inequalities. Possible motivations for this can be described from the three respects: (i) it provides some geometrical insights (a sharp version of some functional inequalities).
inequality is equivalent to the Euclidean isoperimetric inequality \[10\]); (ii) it is helpful for the computation of the ground-state energy in a physical model; (iii) it can be used to determine sharp conditions on initial data to distinguish between global existence and finite time blow-up for some partial differential equations with competition effects from some biological or physical systems, c.f. \[2, 3, 5, 8, 9, 18, 31, 32\].

In 1938, Sobolev \[28\] proved that there is a constant \(C_{d,p} > 0\) such that for \(d \geq 3\), any function \(u \in L^{\frac{2d}{d-2}}(\mathbb{R}^d)\) with \(\nabla u \in L^2(\mathbb{R}^d)\), it holds that
\[
\|u\|_{L^{\frac{2d}{d-2}}} \leq C_{d,p} \|\nabla u\|_{L^2}, \quad 1 < p < d.
\]
(1.1)

The best constant \(C_{d,p}\) in (1.1) is established by Aubin and Talenti \[1, 29\]. As a variant of the Sobolev inequality, the following Gagliardo-Nirenberg (G-N) inequality have been proved in the literatures \[15, 22\] (See also \[19\])
\[
\|u\|_{L^{m+1}} \leq C_{q,m,p} \|u\|_{L^{\frac{q-\theta}{q+1}}}^{\frac{\theta}{q+1}} \|\nabla u\|_{L^p}^{\theta}, \quad \theta = \frac{pd(m-q)}{(m+1)(dp+(p-d)(q+1))},
\]
(1.2)
where \(C_{q,m,p} > 0\) is a constant, and the parameters \(d, q, m\) and \(p\) satisfy (1.3) or (1.4) below.

For some special parameters \(d, q, m\) and \(p\), the best constant of the G-N inequality has been studied widely in the literatures \[20, 21, 31, 7, 11, 12, 10, 6\]. These results are the landmark works, and are used at length to various branches of mathematics. However, the computation of sharp constants \(C_{q,m,p}\) in the inequality (1.2) is still an open problem for general parameters. The goal of this paper is to derive the best constant \(C_{q,m,p}\) of the G-N inequality (1.2) for general indexes as described below.

We assume that the dimension \(d \geq 1\) and the parameters \(q, m, p\) are given by the following two ranges (in these regions, it is easy to verify that \(0 < \theta < 1\)): (i) one range is
\[
p > d, \quad q \geq 0 \text{ and } m = \infty.
\]
(1.3)
We refer to this case as the \(L^\infty\)-type G-N inequality.

(ii) the other range is
\[
p > \max\{1, \frac{2d}{d+2}\}, \quad 0 \leq q < \sigma - 1, \quad q < m < \sigma,
\]
(1.4)
where \(\sigma\) is defined by
\[
\sigma := \begin{cases} \frac{(p-1)d+p}{d-p} & \text{if } p < d, \\ \infty & \text{if } p \geq d. \end{cases}
\]
(1.5)
This case is referred to as the \(L^m\)-type G-N inequality.

We show that the best constant is given by the following form
\[
C_{q,m,p} = \theta^\frac{\sigma}{p} (1-\theta)^\frac{\theta}{p} \frac{1}{m+1} M_c^{-\frac{\theta}{q}} \quad M_c = \int_{\mathbb{R}^d} u^{q+1}_{c,m} dx.
\]
(1.6)
For \(m = \infty\), \(u_{c,\infty}\) is described by the following two cases: (i) if \(q < p - 1\), \(u_{c,\infty}\) is the unique decreasing solution of the following free boundary problem (FBP)
\[
(|u'|^{p-2}u')' + \frac{d-1}{r} |u'|^{p-2}u' = u^q \quad \text{for } 0 < r < R,
\]
(1.7)
Gagliardo-Nirenberg Inequality

\[ u(0) = 1, \quad u(R) = u'(R) = 0, \quad (1.8) \]

and \( u(r) = 0 \) for \( r \geq R \).

(iii) if \( q \geq p - 1 \), \( u_{c,\infty} \) is the unique positive decreasing solution to the following problem

\[
\begin{align*}
(|u'|^{p-2}u')' + \frac{d-1}{r} |u'|^{p-2}u' &= u^q \quad \text{for } 0 < r < \infty, \\
u(0) &= 1, \quad \lim_{r \to \infty} u(r) = 0. \quad (1.10)
\end{align*}
\]

For \( m < \infty \), \( u_{c,m} \) is described by the following two cases:

(i) if \( q < p - 1 \), \( u_{c,m} \) is the unique decreasing solution of the following free boundary problem

\[
\begin{align*}
(|u'|^{p-2}u')' + \frac{d-1}{r} |u'|^{p-2}u' + u^m &= u^q \quad \text{for } 0 < r < R, \\
u'(0) &= 0, \quad u(R) = u'(R) = 0, \quad (1.11)
\end{align*}
\]

and \( u(r) = 0 \) for \( r \geq R \).

(ii) if \( q \geq p - 1 \), \( u_{c,m} \) is the unique positive decreasing solution to the following problem

\[
\begin{align*}
(|u'|^{p-2}u')' + \frac{d-1}{r} |u'|^{p-2}u' + u^m &= u^q \quad \text{for } 0 < r < \infty, \\
u'(0) &= 0, \quad \lim_{r \to \infty} u(r) = 0. \quad (1.13)
\end{align*}
\]

Notice that when \( q < p - 1 \), the solution to (1.7)-(1.8) is equivalent to the non-negative radial solution of the Thomas-Fermi type equation (see Proposition 3.2)

\[
\Delta_p u + a \delta(x) = u^q, \quad \text{in } D(B(0,R)), \quad (1.15)
\]

\[
a := \|\nabla u\|^p_{L^p} + \|u\|^{q+1}_{L^{q+1}}, \quad (1.16)
\]

\[
u(0) = 1, \quad u(x) = \frac{\partial u}{\partial \vec{n}}(x) = 0, \quad \text{for } |x| = R, \quad (1.17)
\]

where \( \delta(x) \) is a delta function and \( \vec{n} \) be the unit outward normal vector to \( \partial B(0,R) \). When \( q \geq p - 1 \), the solution to the problem (1.9)-(1.10) is equivalent to the positive radial solution to the Thomas-Fermi type equation

\[
\Delta_p u + a \delta(x) = u^q, \quad \text{in } D(\mathbb{R}^d), \quad (1.18)
\]

\[
u(0) = 1, \quad \lim_{|x| \to \infty} u(x) = 0. \quad (1.19)
\]

The indexes used in this paper are very complicated. We sometimes suppress some of these indexes when they are clear in the context. Now we give closed form solutions for some special cases.

For the case \( p > d \geq 1, \, q = 0 \) and \( m = \infty \), a closed form solution \( u_{c,\infty} \) can be expressed in term of an incomplete Beta function (see Proposition 4.1). The best constant \( C_{0,\infty,p} \) is given by

\[
C_{0,\infty,p} = \left( \frac{p-d}{pd} \right)^{\frac{d}{p(\alpha+d)}} M_c^{-\frac{p}{\alpha+p-d}}, \quad M_c = \int_{\mathbb{R}^d} u_{c,\infty} \, dx.
\]

For \( p > d = 1, \, q \geq 0 \) and \( m = \infty \), the free boundary problem (1.7)-(1.8) and the problem (1.9)-(1.10) have closed form solutions respectively (see Proposition 4.2) and use them to
deduce the best constant

\[ C_{q,\infty,p} = \left( \frac{2p}{p + (p - 1)(q + 1)} \right)^{-\frac{1}{p + (p - 1)(q + 1)}}. \]  

When the parameters \( q, m, p \) satisfy (1.4), for the one-dimensional case, we obtain a closed form solution \( u_{c,m} \), which can be expressed in term of an incomplete Beta function (see Theorem 6.1). The constant \( C_{q,m,p} \) for \( d = 1 \) is given by

\[ C_{q,m,p} = \left( \frac{2p}{p - \frac{1}{2} m \left( \frac{1}{m} \right)} \right)^{\frac{1}{2}} \left( \frac{\eta_2}{p(m - q)} \right)^{\frac{1}{2}} B \left( \eta_2, \frac{2p - 1}{p} \right)^{-\ell}, \]  

where \( \ell = \frac{m - q}{(m + 1)(q + 1) + p} \) \( \eta_1 = (p - 1)(m + 1) + p, \ \eta_2 = (p - 1)(q + 1) + p. \) These one-dimensional results were obtained by Sz. Nagy [20]. Here we use an alternative method to derive those best constants and express them by a different form (See Theorem 6.1). It can be directly verified that the best constant given by (1.20) is a limit of the constant in (1.21) as \( m \to \infty \) (See Theorem 8.1).

For a special case \( m = 1, q = 0, p > 1 \) and \( d \geq 1 \), we derive the best constant

\[ C_{0,1,p} = \theta^{-\frac{d}{2}} (1 - \theta)^{\frac{d}{2}} R^{-\theta} \omega_d^{-\frac{d}{2}}, \ \theta = \frac{pd}{2(pd + (p - d))}, \]  

where \( \omega_d \) is the volume of the \( d \)-dimensional unit ball \( B_1 \) and \( R \) is the first touch down point of \( u_{c,m} \) (see Theorem 6.3). The results in our paper recover and extend all the results obtained in previous papers [20, 21, 31, 7, 11, 12, 10, 6]. We will divide three cases below to describe these landmark results and show that their results are exactly same as our results for these special cases.

For the case \( q < p - 1 \), the results obtained in this paper agree with the classical results [20, 21, 7, 11, 12] as we describe below:

- In 1941, Nagy [20] obtained the best constant \( C_{q,m,p} \) for the one-dimensional case. In particular, \( C_{0,3,2} = \left( \frac{4\pi^2}{9} \right)^{-1/4} \) for \( p = 2, q = 0, m = 3 \) and \( d = 1 \) in (1.21).
- In 1993, Carlen and Loss [7] derive the best constant

\[ C_{0,1,2} = \left( \frac{2}{d} \right)^{\frac{d}{2d+2}} \left( \frac{d + 2}{d} \right)^{\frac{1}{d}} R^{-d} \omega_d^{-\frac{d}{2}}, \]  

i.e., take \( p = 2 \) in (1.24) (This case is known as Nash inequality [21]). Here \( R \) is the first touch zero point of \( u_{c,m} \). In fact, it is directly verified that \( \lambda = R^2 \) and \( u(r) = 1 - u_{c,m}(Rr) \) are respectively the first eigenvalue and eigenfunction of the Laplace operator with Neumann boundary in the ball \( B_1 \). Particularly, for \( d = 1 \) we have \( R = \pi \) by (6.2). Hence we get \( C_{0,1,2} = \left( \frac{16\pi^2}{27} \right)^{-1/6} \), which is consistent with a special case of Nagy inequality [20]. See also (1.21).
• For the case \( d \geq 2, 1 < p < d, 0 < m < p - 1 \) and \( q = \frac{pm-p+1}{p-1} \) in \((1.6)\) (for this case, it is checked \( q < p - 1 \)), the solution to \((1.11)-(1.12)\) is given by the following Barenblatt profile

\[
    u_{c,m}(r) = a \left( 1 - br^\frac{p}{p-m+1} \right) + \frac{p-1}{p-m+1} \quad \text{for some } a, b > 0,
\]

and the best constant is given by

\[
    \overline{C}_{q,m,p} = \left( \frac{p-m-1}{p} \right)^\theta \left( \frac{p(m+1)}{d(p-m-1)} \right)^\frac{\eta}{p} \left( \frac{p(m+1)}{\eta} \right)^{\frac{1-\theta}{p-m+1} - \frac{\eta}{p-m+1}} \cdot \left( \frac{p}{p-1} \right)^\frac{\eta}{p} \left( \frac{\Gamma \left( \frac{d}{p} + 1 \right)}{\Gamma(1 + \frac{pm}{p-m-1})\Gamma(d\frac{p-1}{p})} \right)^\frac{\eta}{p},
\]

where

\[
    \theta = \frac{d(p-m-1)}{(m+1)(d(p-m-1) + pm)}, \quad \eta = dp - (m+1)(d-p) > 0. \quad (1.26)
\]

These results were obtained in the celebrated works of Del Pino and Dolbeault [11, Theorem 2] for \( p = 2 \) and [12, Theorem 3.1] for \( 1 < p < d \). In Lemma [13.2] we will show that our best constant \( C_{q,m,p} \) is exactly equal to the best constant \( \overline{C}_{q,m,p} \) in \((1.25)\).

For the case \( q = p - 1 \), the best constant \( C_{q,m,p} \) in \((1.6)\) is consistent with many classical results [20, 31] as follows:

• In 1941, Nagy [20] obtained the best constant \( C_{q,m,p} = \left( \frac{\pi^2}{\sigma^2} \right)^{-1/6} \) for \( d = 1, p = 2, q = 1, \) and \( m = 5 \) in \((1.21)\).

• In 1983, Weinstein [31] obtained the best constant \( C_{q,m,p} \) and also expressed it by the solution \( u_{c,m} \) of the elliptic equation \((1.13)-(1.14)\) for \( d \geq 2, p = 2, q = 1 \) and \( 0 < m < \frac{d+1}{d-2} \) in \((1.2)\).

For the case \( q > p - 1 \), the best constant \( C_{q,m,p} \) is consistent with the following two classical results [11, 12, 6]:

• For the special case \( d \geq 2, 1 < p < d, p - 1 < q < \frac{(p-1)d}{d-p}, \) and \( m = \frac{pq-p+1}{p-1} < \sigma \) in \((1.2)\), Del Pino and Dolbeault, 2002 [11, Theorem 1], 2003 [12, Theorem 1.2] proved that the best constant is given by

\[
    \overline{C}^{\sigma}_{q,m,p} = \left( \frac{q+1-p}{p} \right)^\theta \left( \frac{p(q+1)}{d(q+1-p)} \right)^\frac{\eta}{p} \left( \frac{\eta}{p(q+1)} \right)^{\frac{p}{p-1}} \cdot \left( \frac{\Gamma \left( \frac{d}{p} + 1 \right)}{\Gamma \left( \frac{(q+1)(p-1)}{q+1-p} - \frac{d(p-1)}{p} \right) \Gamma(d\frac{p-1}{p})} \right)^\frac{\eta}{p},
\]

where

\[
    \theta = \frac{(q+1-p)d}{q(dp - (d-p)(q+1))}, \quad \eta = dp - (d-p)(q+1) > 0. \quad (1.28)
\]
The equality of the inequality (1.2) is achieved in
\[ u_{c,m}(r) = a \left(1 + br^{p-1}\right)^{-\frac{p-1}{p+1}} \] for some \( a \in \mathbb{R}, \ b > 0 \).

In Lemma B.4, we will show that the best constant \( C_{q,m,p} \) is exactly equal to the best constant \( C_{q,m,p} \) in (1.27). In particular, if \( p = 2, q = 3 \) and \( m = 5 \), we can check when \( a = \sqrt{3}, b = 3 \), \( u_{c,m}(r) \) is the radial ground state solution of (1.13)-(1.14). Moreover, a simple computation gives \( C_{3,5,2} = \pi^{-1/6} \) in (1.2) for \( d = 2 \), which agrees with the following celebrated formula from [6 (1.8)]

\[ \pi \int_{\mathbb{R}^2} f^6 \, dx \leq \int_{\mathbb{R}^2} |\nabla f|^2 \, dx \int_{\mathbb{R}^2} f^4 \, dx. \]

- In 2004, Cordero-Erausquin, Nazaret and Villani [10] showed that mass transportation methods provide an elementary and powerful approach for the study of certain functional inequalities with a geometric content, like sharp Sobolev or Gagliardo-Nirenberg inequalities.

For simplicity, we will use the same function \( u = u(x) \) and \( u = u(r) \) to represent a radial solution with \( u(x) = u(|x|) \) in this paper. It should be clear according the content of the text.

This paper is arranged as follows. In Section 2, we derive the Euler-Lagrange equations. For the case \( q < p - 1 \), the Euler-Lagrange equation is a free boundary problem. In order to derive the free boundary problem, we construct an auxiliary functional and connect it with the contact angle by a Pohozaev type identity. For the case \( q \geq p - 1 \), we provide the decay rate of positive solutions at the far field.

In Section 3, the direct method of calculus variation can not be used for the \( L^\infty(\mathbb{R}^d) \) minimization problem (2.2). Instead, we prove existence and uniqueness of the Euler-Lagrange equation whose solution is a minimizer. However, in this case the Euler-Lagrange equation is a Thomas-Fermi type equation, which contains a delta function. There is a singularity at the origin. We provide some delicate estimates and new techniques to overcome this difficulty.

In Section 4, we derive the best constant of \( L^\infty \)-type G-N inequality and show closed form solutions for some special parameters \( d, p, q \) and \( m \).

In Section 5, we derive the Euler-Lagrange equations, which are a class of generalized Lane-Emden equations whose unique solution achieves the equality for the \( L^m \)-type G-N inequality (1.2) in the parameter range (1.4) and hence we provide the best constant of this inequality. Thanks to Strauss’s lemma and compactness in \( L^m(\mathbb{R}^d) \), we obtain existence of the minimizer by a direct method of calculus variation.

In Sections 6 and 7, some closed form solutions to \( L^m \)-type G-N inequality are given. Our results recover all the known results with some extensions.

In Section 8, we show the limit behavior in the best constant and the solution to the Euler-Lagrange equations as \( m \to \infty \) for \( d = 1 \), which indicates the connection between the \( L^m \)-type G-N inequality (5.43) and \( L^\infty \)-type G-N inequality (4.10).

In Appendix A, we use a modified Strauss’s inequality to prove existence of the minimizer in \( L^{m+1}(\mathbb{R}^d) \) for the case \( q \geq p - 1 \) (i.e. to prove Proposition 5.1). In Appendix B, we provide some details to verify agreements with previous known formulas of the best constants for some special parameters.
2. Euler-Lagrange equations for $L^\infty$-type G-N inequalities

When $p > d$, the $L^\infty$-type G-N inequality [19, pp.176, (2.3.50)] takes the following form
\[
\|u\|_{L^\infty} \leq C_{q, \infty, p} \|\nabla u\|_{L^p}^{\theta} \|u\|_{L_{\theta + 1}}^{1 - \theta}, \quad 0 < \theta = \frac{pd}{pd + (q + 1)(p - d)} < 1.
\] (2.1)

Our main propose is to derive the best constant $C_{q, \infty, p}$ in terms of nonnegative solutions to a FBP if $q < p - 1$ and in terms of positive solutions to an elliptic equation for $q \geq p - 1$.

Following a standard method, the minimization problem is established in the solution space
\[
Y = \left\{ u \mid u \in L^{q+1}(\mathbb{R}^d), \quad \nabla u \in L^p(\mathbb{R}^d) \right\},
\]
and we know that there is a positive constant $\alpha$ such that
\[
\alpha = \inf_{u \in Y} \frac{\|u\|_{L^\infty}^{1 - \theta} \|\nabla u\|_{L^p}^{\theta}}{\|u\|_{L^\infty}}.
\] (2.2)

First, it can be directly checked that the minimization problem (2.2) is equivalent to the following minimization problem
\[
\alpha = \inf_{u \in Y, \|u\|_{L^\infty} = 1} G(u),
\] (2.3)
where
\[
G(u) := \|u\|_{L^{q+1}}^{1 - \theta} \|\nabla u\|_{L^p}^{\theta}.
\] (2.4)

Thanks to the rearrangement technique (see [17, Chapter 3])
\[
\|h^*\|_{L^p} = \|h\|_{L^p}, \quad 1 \leq p \leq \infty,
\] (2.5)
and the Pólya-Szegő inequality [25, 3],
\[
\|\nabla h^*\|_{L^p} \leq \|\nabla h\|_{L^p}, \quad 1 \leq p \leq \infty,
\] (2.6)
similar to [18, Lemma 2.1], we know that the minimization problem (2.3) is equivalent to the following minimization problem
\[
\alpha = \inf_{u \in Y^*_\text{rad}} G(u),
\] (2.7)
where $Y^*_\text{rad}$ is a non-negative radial symmetric decreasing function space
\[
Y^*_\text{rad} = \left\{ u(r) \geq 0 \mid \lim_{r \to 0^+} u(r) = 1, \quad u'(r) \leq 0 \ a.e., \quad \int_0^\infty (|u|^{q+1} + |u'|^p) r^{d-1} \, dr < \infty \right\}.
\]

For any $u \in Y^*_\text{rad}$, we take always $u(0) = 1$.

**Proposition 2.1.** Assume that $\bar{u}(r) \in Y^*_\text{rad}$ is a critical point of $G(u)$, then there is $\lambda_0 > 0$ such that the rescaling function $u(r) = \bar{u}(\lambda_0 r)$ satisfies the following equation in the classical sense
\[
(|u'|^{p-2} u')' + \frac{d - 1}{r} |u'|^{p-2} u' = u^q, \quad 0 < r < R,
\] (2.8)
and the boundary conditions
\[
\lim_{r \to 0^+} u(r) = 1, \quad \lim_{r \to R^-} u(r) = 0,
\] (2.9)
for some $0 < R \leq +\infty$. 

For any admissible variation $\phi$ then for any fixed $r > r^\ast$.

**Proof of Claim:** If not, then

$$
\text{Claim: If there is 0} \leq R \leq \infty, \text{then for any 0} \leq R \leq \infty, \text{one has } u_1 + \varepsilon \phi \in Y_\text{rad}^\ast. \text{ Then from a direction computation and using (2.11), we have}

$$
\frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} G(u_1 + \varepsilon \phi) = S_d \int_0^{R_1} \theta a_1^{\theta-1} \left(r^{d-1}|u_1'|^{p-2}u_1'\right) \phi'(r) + (1 - \theta) a_1^{\theta} u_1^{d-1} \phi(r) dr = 0.
$$

This implies that $u_1$ satisfies the following generalized Lane-Emden equation in the distribution sense

$$
-\theta \left(r^{d-1}|u_1'|^{p-2}u_1'\right)' + (1 - \theta) a_1 r^{d-1} u_1^\theta = 0, \quad \text{in } (0, R_1),
$$

$$
\lim_{r \to 0^+} u_1(r) = 1, \quad \lim_{r \to R_1^-} u_1(r) = 0,
$$

where $0 < R_1 \leq +\infty$.

**Step 2. Normalization**

We re-scale the function $u_1$ as $u(r) = u_1(\lambda r)$, where $\lambda$ will be given in (2.14). From (2.10), we know that $u$ is also a critical point of $G(u)$ in $Y_\text{rad}^\ast$. From (2.12), we deduce that $u$ satisfies the following equation

$$
-\theta \lambda^{-p} \left(r^{d-1}|u'|^{p-2}u'\right)' + (1 - \theta) a_1 r^{d-1} u^\theta = 0, \quad 0 < r < \frac{R_1}{\lambda} =: R.
$$

Taking

$$
\lambda = \left(\frac{\theta}{(1 - \theta) a_1}\right)^{1/p}, \quad \text{i.e. } \theta \lambda^{-p} = (1 - \theta) a_1,
$$

we have that $u$ satisfies (2.8)-(2.9) in the distribution sense.

**Step 3.** $u$ satisfies (2.8)-(2.9) in the classical sense.

The proposal of this step is to prove that solutions of (2.8)-(2.9) in the distribution sense are also classical solutions in any closed interval of $(0, R)$. We need only to show that the equation (2.8) is uniformly elliptic, i.e., to prove $|u'(r)| \geq C$ for some $C > 0$ in any closed interval of $(0, R)$. That will be a consequence of the following claim.

**Claim:** If there is $0 < r_\ast \leq R$ such that $u'(r_\ast) = 0$, then $u(r_\ast) = 0$.

**Proof of Claim:** If not, then $u(r_\ast) > 0$. Noticing that $\lim_{r \to 0^+} u(r) = 1$ and $u'(r) \leq 0$, then for any fixed $r > r_\ast$, we have $\int_{r_\ast}^r s^{d-1}u^\theta(s) ds < \infty$. Moreover, by the continuity of

If $u_1 \in Y_\text{rad}^\ast$, we know that for any $0 < a < b < +\infty$, $u_2 \in W^{1, p}([a, b])$. Hence $u_2(r)$ is continuous in $(0, \infty)$. The continuity at $x = 0$ is given by $\lim_{r \to 0^+} u_1(r) = 1$. 
Let $u(r)$ in $(0, \infty)$, we know that there is $r^* : r_* < r^* < \infty$ such that if $r \in [r_*, r^*)$, $u(r) > 0$. Hence integrating (2.8) from $r_*$ to $r^*$, we deduce
\[
(r^*)^{d-1}|u'(r^*)|^p - 2u'(r^*) = \int_{r_*}^{r^*} s^{d-1}u^q(s) \, ds. \tag{2.15}
\]
Notice that $(r^*)^{d-1}|u'(r^*)|^p - 2u'(r^*) \leq 0$ due to $u'(r^*) \leq 0$ and the right side of the above equation is positive. That is a contradiction. This completes the proof of this claim.

Since $R := \inf\{r > 0 | u(r) = 0\} \in \mathbb{R}^+ \cup \{+\infty\}$, then we have $r_* = R$ by the claim. So, we have that $|u'(r)| > 0$ in $(0, R)$. Therefore, from regularity of solutions to the elliptic equation, we know that any weak solution of the above equation (2.12) in $Y^*_\text{rad}$ is also a classical solution in any closed interval of $(0, R)$. Hence the equation (2.8) holds in the classical sense.

In the following, we show the three important results: (i) For the case $q < p - 1$, all critical points of $G(u)$ in $Y^*_\text{rad}$ satisfy the free boundary problem (1.7)-(1.8). Here we need to derive a Pohozaev type identity and use it to prove that the contact angle is zero. (ii) For the case $q \geq p - 1$, we derive the Euler-Lagrange equations (1.9)-(1.10) for the critical points of $G(u)$ in $Y^*_\text{rad}$. Solutions to the Euler-Lagrange equations (1.9)-(1.10) are positive and have decay properties at the infinity. (iii) We show that the solution to the Euler-Lagrange equations in $Y^*_\text{rad}$ is a critical point of $G(u)$ up to a re-scaling.

### 2.1. Case $q < p - 1$: Compact support, zero contact angle and free boundary problem.

In this subsection, we prove that all critical points of $G(u)$ in $Y^*_\text{rad}$ satisfy the free boundary problem (1.7)-(1.8). First, we show that a solution to (2.8)-(2.9) has a compact support in $[0, +\infty)$ (see Proposition 2.2). Next we show that the solution has a zero-contact-angle at the boundary of the compact support (see Lemma 2.1 and Lemma 2.2). Finally we use the zero-contact-angle result to derive a complete free boundary problem (1.7)-(1.8) (see Proposition 2.3).

**Proposition 2.2.** Assume that $\bar{u}(r) \in Y^*_\text{rad}$ is a critical point of $G(u)$. Let $u(r) = \bar{u}(\lambda_0 r)$ for some $\lambda_0 > 0$ satisfy (2.8)-(2.9). If $p > 1$, $0 \leq q < p - 1$, then there is $R \in (0, \infty)$ such that $u(R) = 0$.

**Proof.** For a radial decreasing non-negative function $u \in Y^*_\text{rad}$, there only exist two cases: (i) there exists a finite $R$ such that $u(R) = 0$; (ii) $u(r) > 0$ for all $r > 0$, and hence $u(r) \to 0$, $u'(r) \to 0$ as $r \to \infty$.

Inspired by the work [24, Theorem 5.1], using a contradiction method, we show that the second case can not happen. Indeed, if (ii) holds, then $u > 0$ is a solution to the following problem
\[
\begin{align*}
(|u'|^{p-2}u')' + \frac{d-1}{r}|u'|^{p-2}u' &= u^q, \quad 0 < r < \infty, \tag{2.16} \\
\lim_{r \to 0^+} u(r) &= 1, \quad \lim_{r \to \infty} u(r) &= 0. \tag{2.17}
\end{align*}
\]
Multiplying $u'$ to both sides of (2.16), we get
\[
\frac{d}{dr} \left( \frac{p-1}{p}|u'(r)|^p - \frac{u^q+1(r)}{q+1} \right) + \frac{d-1}{r}|u'(r)|^p = 0. \tag{2.18}
\]
Integrating (2.18) from \( r \) to \( +\infty \) and utilizing the fact \( u(r) \to 0 \) and \( u'(r) \to 0 \) as \( r \to \infty \), we have
\[
\frac{p-1}{p} |u'(r)|^p - \frac{u^{q+1}(r)}{q+1} = \int_r^{+\infty} \frac{d-1}{s} |u'(s)|^p \, ds. \tag{2.19}
\]
Hence from (2.19), it holds that
\[
-u'(r) \geq \left( \frac{p}{(p-1)(q+1)} \right)^{1/p} \frac{p}{p-q-1} \left( 1 - u^{\frac{p-q-1}{p}}(r) \right). \tag{2.20}
\]
Using the method of separation of variable for (2.20) and integrating the result inequality from 0 to \( r \), \( r \in (0, +\infty) \), we obtain
\[
\int_{u(r)}^1 u^{-\frac{q+1}{p}} \, du \geq \left( \frac{p}{(p-1)(q+1)} \right)^{1/p} r \quad \text{for all } r > 0,
\]
which gives
\[
r \leq \left( \frac{p}{(p-1)(q+1)} \right)^{-1/p} \frac{p}{p-q-1} \left( 1 - u^{\frac{p-q-1}{p}}(r) \right). \tag{2.21}
\]
Noticing that \( p > 1, q < p-1 \), by (2.21) we have
\[
r \leq \left( \frac{p}{(p-1)(q+1)} \right)^{-1/p} \frac{p}{p-q-1}. \tag{2.22}
\]
Taking \( r \to +\infty \), we obtain a contradiction from (2.22). Hence the second case can not happen, i.e., there exists a finite \( R \) such that \( u(R) = 0 \).

Now we show that solutions to (2.8)–(2.9) have a zero contact angle at the boundary of the compact support by constructing an auxiliary energy functional
\[
G(u) := \frac{p - d}{p} \int_{\mathbb{R}^d} |\nabla u|^p \, dx - \frac{d}{q+1} \int_{\mathbb{R}^d} u^{q+1} \, dx. \tag{2.23}
\]

**Lemma 2.1.** Let \( \bar{u}(r) \in Y_{rad}^* \) be a critical point of \( G(u) \). Then there is \( \lambda_0 > 0 \) such that the \( \alpha \)-scaling function \( u(\alpha r) = \bar{u}(\lambda_0 r) \) is a zero point of the energy functional \( G(u) \) defined in (2.23), i.e.,
\[
G(u) = 0. \tag{2.24}
\]

**Proof.** From (2.11), the \( \alpha \)-scaling function \( u_1(r) = \bar{u}(\lambda_1 r), \lambda_1 > 0 \) satisfies
\[
1 = \int_{\mathbb{R}^d} u_1^{q+1} \, dx, \quad a_1 = \int_{\mathbb{R}^d} |\nabla u_1|^p \, dx. \tag{2.25}
\]
Let \( u(r) = u_1(\lambda r) \), where \( \lambda \) is given by (2.11). Thus from (2.25) we deduce
\[
\int_{\mathbb{R}^d} u^{q+1} \, dy = \frac{1}{\lambda^d}, \quad \int_{\mathbb{R}^d} |\nabla u|^p \, dy = a_1 \lambda^{p-d}.
\]
Hence
\[
G(u) = \frac{p - d}{p} \int_{\mathbb{R}^d} |\nabla u|^p \, dx - \frac{d}{q+1} \int_{\mathbb{R}^d} u^{q+1} \, dx
\]
Using (2.14) and the definition (2.4) of $\theta$, we have

$$G(u) = \frac{p - d}{p} \left(\frac{\theta}{1 - \theta}\right) \lambda^{-p} \lambda^{p-d} - \frac{d}{q + 1} \lambda^{-d} = 0,$$

i.e., (2.24) holds.

**Lemma 2.2.** Let $u(r)$ be a solution to the problem (2.8)-(2.9) in $Y^*_{\text{rad}}$. Assume that $u(r)$ has a touchdown point $R$ (i.e. $u(R) = 0$). Then the following relation between the energy functional defined by (2.23) and the contact angle holds

$$G(u) = \frac{(p - 1) S_d}{p} \lim_{r \to R^-} r^d |u'(r)|^p,$$

where $S_d$ is the surface area of $d$-dimensional unit ball.

**Proof.** Now we prove (2.26) by using a similar idea to the proof of the Pohozaev identity. Introduce the energy function

$$H(r) := \frac{p - 1}{p} |u'(r)|^p - \frac{u^{q+1}(r)}{q + 1}.$$  

Using (2.18), we have the following energy-dissipation relation

$$\frac{dH(r)}{dr} + \frac{d - 1}{r} |u'(r)|^p = 0.$$  

Multiplying $r^d$ to (2.28) and integrating the result equation from $r$ to $R_0$, for any fixed $0 < R_0 < R$, we obtain that

$$R_0^d H(R_0) - r^d H(r) - d \int_r^{R_0} s^{d-1} H(s) ds + (d - 1) \int_r^{R_0} |u'(s)|^p s^{d-1} ds = 0.$$  

By (2.27), the above equation can be written as the following form

$$r^d \left(\frac{p - 1}{p} |u'(r)|^p - \frac{u^{q+1}(r)}{q + 1}\right) = R_0^d H(R_0) - \frac{p - d}{p} \int_r^{R_0} s^{d-1} |u'(s)|^p ds + \frac{d}{q + 1} \int_r^{R_0} s^{d-1} u^{q+1}(s) ds.$$  

Since $u(r) \in Y^*_{\text{rad}}$, we have that the limit of the right side of (2.29) exists as $r \to 0^+$. Hence taking the limit for the both side of (2.29), we have

$$\lim_{r \to 0^+} r^d |u'(r)|^p = R_0^d H(R_0) - \frac{p - d}{p} \int_0^{R_0} s^{d-1} |u'(s)|^p ds + \frac{d}{q + 1} \int_0^{R_0} s^{d-1} u^{q+1}(s) ds.$$  

Notice that $r^d |u'(r)|^p \geq 0$. Hence there is a constant $C \geq 0$ such that

$$\lim_{r \to 0^+} r^d |u'(r)|^p = C.$$
Now we claim $C = 0$. If $C > 0$, then there is $\delta > 0$ such that
\[ r^d |u'(r)|^p \geq \frac{C}{2} \quad \text{for } 0 < r \leq \delta, \]
which means
\[ r^{d-1} |u'(r)|^p \geq \frac{C}{2} r^{-1} \quad \text{for } 0 < r \leq \delta. \]
Integrating above inequality from 0 to $\delta$, we deduce
\[ \infty > \int_0^\delta s^{d-1} |u'(s)|^p \, ds \geq \frac{C}{2} \int_0^\delta r^{-1} \, dr = +\infty. \]
This is a contradiction. Hence it holds that
\[ \lim_{r \to 0^+} r^d |u'(r)|^p = 0. \quad (2.31) \]
Therefore, using (2.27), (2.31) and taking the limit for (2.30) as $R_0 \to R^-$, we have
\[
\frac{p - 1}{p} \lim_{R_0 \to R^-} R_0^d u'(R_0)|^p = \lim_{R_0 \to R^-} R_0^d H(R_0) = \frac{p - d}{p} \int_0^R r^{d-1} |u'(r)|^p \, dr - \frac{d}{q + 1} \int_0^R r^{d-1} u^{q+1}(r) \, dr
\]
\[ = \frac{p - d}{p} \frac{1}{S_d} \int_{B_R(0)} |\nabla u|^p \, dx - \frac{d}{q + 1} \frac{1}{S_d} \int_{B_R(0)} u^{q+1} \, dx = \frac{1}{S_d} G(u). \]
Hence (2.26) holds.

Finally, we show that all critical points of $G(u)$ satisfy the free boundary problem (1.7)-(1.8) up to a re-scaling.

**Proposition 2.3.** Assume $p > 1$, $0 \leq q < p - 1$. Let $\bar{u}(r) \in Y^*_{rad}$ be a critical point of $G(u)$. Then there is $\lambda_0 > 0$ such that the re-scaling function $u(r) = \bar{u}(\lambda_0 r)$ satisfies the free boundary problem (1.7)-(1.8).

**Proof.** As a direct consequence of (2.26) and $G(u) = 0$, one knows that $u'(R) = 0$. In the other words, the contact angle is zero. This case is the so-called complete wetting regime in Young’s law [16].

2.2. Case $q \geq p - 1$: Positivity and decay property. In this subsection, we show that solutions to (2.8) and (2.9) are positive (see Proposition 2.4). And decay properties of solutions to the problem (1.9)-(1.10) are proved in Proposition 2.5.

**Proposition 2.4.** Assume $p > 1$, $q \geq p - 1$. Let $u(r)$ be a solution of (2.8) - (2.9). Then $u(r) > 0$ for any $0 < r < \infty$.

**Proof.** Now we only need to prove that $R = \infty$ for $p > 1$, $q \geq p - 1$. If not, $R < \infty$. By Proposition 2.3 we have $u'(R) = 0$. Multiplying $r^{d-1}$ to the equation (2.8) and using $u'(r) \leq 0$, we have
\[ (r^{d-1} |u'(r)|^{p-1})' + r^{d-1} u^q(r) = 0, \quad 0 < r < R. \]
We extend the function $u$ to $u = 0$ for $r \geq R$. Let $\Omega_\varepsilon := \mathbb{R}^d \setminus \overline{B_\varepsilon(0)}$, $\forall \varepsilon > 0$ be a domain without the origin. For any $\phi(x) = \phi(|x|) \geq 0$ and $\phi \in C^\infty_c(\Omega_\varepsilon)$, it holds that

$$\int_\varepsilon^\infty (-\phi'(r)r^{d-1}|u'(r)|^{p-1} + \phi(r)r^{d-1}u^q(r))dr = 0.$$ 

And noticing $\nabla u \in L^p(\mathbb{R}^d)$, we have

$$\int_{\Omega_\varepsilon} (\nabla \phi \cdot \nabla u)|\nabla u|^{p-2} + \phi u^q dx = 0.$$ 

Hence we have for any $\bar{R} > R > 0$

$$\Delta_p u = u^q \quad \text{in } \mathcal{D}(B_\bar{R}(0) \setminus \overline{B_\varepsilon(0)}).$$

Moreover, by Step 3 in the proof of Proposition 2.1 and $u'(R) = 0$, we know $u \in C^1(B_\bar{R}(0) \setminus \overline{B_\varepsilon(0)})$. Positivity of $u$ in $B_\bar{R}(0) \setminus \overline{B_\varepsilon(0)}$ is a direct consequence of the Strong Maximum Principle given by Pucci and Serrin [27, Theroem 1.1.1]. To prove this positivity, we only need to verify the necessary and sufficient condition for the Strong Maximum Principle: $f(s) > 0$ for $s \in (0, \delta)$ and $\int_0^\delta \frac{ds}{H^{-1}(F(s))} = \infty$ (in the same notations as that in [27], $f(s) = s^q$, $F(s) = \frac{s^{q+1}}{q+1}$, $H(s) = \frac{p+1}{p} s^p$). While the condition $\int_0^\delta \frac{ds}{H^{-1}(F(s))} = \infty$ holds if and only if $q \geq p - 1$.

Therefore, positivity in $B_\bar{R}(0) \setminus \overline{B_\varepsilon(0)}$ is a contradiction with $u \equiv 0$ in $B_\bar{R}(0) \setminus \overline{B_\bar{R}(0)}$. 

**Proposition 2.5.** Let $u(r)$ be a solution of the problem (1.9)-(1.10). Then $u(r)$ satisfies the following decay estimate

$$\lim_{r \to \infty} r^{d-1}|u'(r)|^{p-1} = 0. \quad (2.32)$$

Moreover, $u(r)$ satisfies the following decay rates

(i) for $q > p - 1$, it holds that

$$u(r) + r|u'(r)| \leq C_{p,q}r^{-\frac{p}{q+1-p}} \quad \text{for } r > 0; \quad (2.33)$$

(ii) for $q = p - 1$, it holds that

$$u(r) + |u'(r)| \leq C_p e^{-(p-1)^{-\frac{1}{p}}} \quad \text{for } r > 0. \quad (2.34)$$

**Proof.** **Step 1.** We prove the decay estimate (2.32). Since the function $u(r)$ satisfies the equation (1.9), hence we have

$$(r^{d-1}|u'(r)|^{p-1})' = -u'^{p-1}r^{d-1} < 0 \quad \text{for any } r > 0.$$ 

So, $r^{d-1}|u'(r)|^{p-1}$ is decreasing in $r$. Notice that $r^{d-1}|u'(r)|^{p-1} \geq 0$. Hence there is a constant $C \geq 0$ such that

$$\lim_{r \to \infty} r^{d-1}|u'(r)|^{p-1} = C.$$ 

Now we claim $C = 0$. If $C > 0$, we have

$$r^{d-1}|u'(r)|^{p-1} \geq C \quad \text{for any } r > 0,$$

which means

$$-u'(r) \geq Cr^{-\frac{d-1}{p-1}} \quad \text{for any } r > 0.$$
Integrating above inequality from $r$ to $\infty$ for any $r > 0$ and using the fact $\lim_{r \to \infty} u(r) = 0$, we obtain

$$u(r) \geq C \frac{p - 1}{p - d} r^{1 - \frac{d - 1}{p - 1}} |r|^{\infty} = +\infty. \quad (2.35)$$

This is a contradiction, i.e., (2.32) holds.

**Step 2.** The decay rate of $u$. From (2.27) and (2.28), we have

$$\frac{d}{dr} |u'(r)|^p - \frac{p}{(p - 1)(q + 1)} \frac{d}{dr} u^{q+1}(r) + \frac{p(d - 1)}{p - 1} \frac{1}{r} |u'(r)|^p = 0. \quad (2.36)$$

Integrating (2.36) from $r$ to $\infty$ and using $u(r)$, $u'(r) \to 0$ as $r \to \infty$, we obtain

$$|u'(r)|^p - \frac{p}{(p - 1)(q + 1)} u^{q+1}(r) = \frac{p(d - 1)}{p - 1} \int_{r}^{\infty} \frac{1}{s} |u'(s)|^p ds.$$  

Thus

$$|u'(r)|^p - \frac{p}{(p - 1)(q + 1)} u^{q+1}(r) \geq 0 \quad \text{for } r > 0,$$

i.e.,

$$-u'(r) \geq \left( \frac{p}{(p - 1)(q + 1)} \right)^{\frac{1}{p}} u^{q+1}(r).$$

Using the method of separation of variable for above formula and integrating the result inequality from $r$ to $+\infty$, $r \in (0, \infty)$, we deduce

$$u(r) \leq C_{p,q} r^{-\frac{p(q+1)}{p-1}} \quad \text{for } r > 0, \quad q > p - 1; \quad (2.37)$$

$$u(r) \leq e^{-(p-1)\frac{1}{p}} r \quad \text{for } r > 0, \quad q = p - 1. \quad (2.38)$$

**Step 3.** The refined decay rate of $u'$. Again multiplying $r^k$, $k = \frac{p(d-1)}{p-1}$ in both sides of (2.36), it holds that

$$\frac{d}{dr} (r^k |u'(r)|^p) - \frac{p}{(p - 1)(q + 1)} r^k \frac{d}{dr} u^{q+1}(r) = 0.$$

The decay rate in (2.32) implies $\lim_{r \to \infty} r^k |u'(r)|^p = 0$. Hence integrating the above equality from $r$ to $\infty$ gives

$$r^k |u'(r)|^p + \frac{p}{(p - 1)(q + 1)} \int_{r}^{\infty} s^k \frac{d}{ds} u^{q+1}(s) ds = 0.$$

Using (2.37), we can directly check that $\lim_{r \to \infty} r^k u^{q+1}(r) = 0$ due to $k = \frac{p(q+1)}{q+1-p} < 0$ for $p > d$. Hence using the integration by parts, we have

$$r^k |u'(r)|^p = \frac{p}{(p - 1)(q + 1)} r^k u^{q+1}(r) + \frac{p}{(p - 1)(q + 1)} k \int_{r}^{\infty} s^{k-1} u^{q+1}(s) ds.$$

Thus we get

$$|u'(r)|^p = \frac{p}{(p - 1)(q + 1)} u^{q+1}(r) + \frac{p}{(p - 1)(q + 1)} k r^{-k} \int_{r}^{\infty} s^{k-1} u^{q+1}(s) ds. \quad (2.39)$$

Using (2.37), (2.38) and (2.39), a direct computation gives that for any $r > 0$

$$r |u'(r)| \leq C_{p,q} r^{-\frac{p}{q+1-p}} \quad \text{for } q > p - 1; \quad (2.40)$$
\[ |u'(r)| \leq C_p e^{-(p-1)\frac{1}{p} r} \quad \text{for } q = p - 1. \] (2.41)

Hence (2.37) and (2.40) give (2.33). Formulas (2.38) and (2.41) imply (2.34). \( \square \)

2.3. Solutions to Euler Lagrange equations are critical points of \( G(u) \). Since the zero contact angle in the free boundary condition (1.8) provides a \( C^1 \) zero extension for the case \( q < p - 1 \), we can recast the free boundary problem (1.7)-(1.8) into the problem (1.9)-(1.10) as in the following lemma.

**Lemma 2.3.** Let \( u(r) \) be a solution to the free boundary problem (1.7)-(1.8), and \( u(r) = 0 \) for \( r \geq R \). Then the zero extension solution \( u(r) \in C^1(0,\infty) \) is a nonnegative solution to the following problem in the distribution sense

\[
\begin{align*}
&\left( |u'|^{p-2} u' \right)' + \frac{d-1}{r} |u'|^{p-2} u' = u^q, \quad 0 < r < +\infty, \\
&\lim_{r \to 0^+} u(r) = 1, \quad \lim_{r \to +\infty} u(r) = 0.
\end{align*}
\] (2.42)

**Proof.** Since \( u \) is a solution to the free boundary problem (1.7)-(1.8), by Step 3 in the proof of Proposition 2.1, we know that \( u \) is also a classical solution in \((0,R)\). Notice that \( u'(R) = 0 \), which allows us to make a \( C^1 \)-zero extension, i.e., extend it to \( u(r) = 0 \) for \( r \geq R \). Thus we have that the solution \( u \) is a \( C^1 \)-nonnegative solution to (2.42)-(2.43) in \((0,\infty)\). \( \square \)

**Proposition 2.6.** Let \( u(r) \) be a solution to (2.42)-(2.43) in \( Y^*_\text{rad} \). Then for any \( \lambda > 0 \), the re-scaling function \( u_\lambda(r) = u(\lambda r) \) is a critical point of \( G(u) \) in \( Y^*_\text{rad} \).

**Proof.** **Step 1.** In this step, we show that \( G(u) = 0 \), \( G(u) \) is defined by (2.23).

Since \( u \) satisfies the equation (2.42)-(2.43) and the decay estimates (2.33)-(2.34), hence by (2.26), we have \( G(u) = 0 \), i.e.,

\[
\int_{\mathbb{R}^d} |\nabla u|^p \, dx = \frac{pd}{(q + 1)(p - d)} \int_{\mathbb{R}^d} u^{q+1} \, dx.
\] (2.44)

**Step 2.** We prove that for any \( \lambda > 0 \), the re-scaling function \( u_\lambda(r) = u(\lambda r) \) is a critical point of \( G(u) \) in \( Y^*_\text{rad} \).

In fact, it is directly verified that for any admissible variation \( \phi \in C^1_C(0,\infty) \) at \( u_\lambda \) (i.e., there is a \( \varepsilon_0 > 0 \) such that for any \( |\varepsilon| < \varepsilon_0 \) one has \( u_\lambda + \varepsilon \phi_\lambda \in Y^*_\text{rad} \)), we have

\[
\frac{1}{G(u_\lambda)} \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} G(u_\lambda + \varepsilon \phi_\lambda) = -\theta \|\nabla u_\lambda\|_{L^p}^{-p} \int_0^\infty \phi' \left| u_\lambda^\prime \right|^{p-1} s^{d-1} \, ds + (1 - \theta) \|u_\lambda\|_{L^{q+1}}^{-q-1} \int_0^\infty \phi \lambda u_\lambda^q s^{d-1} \, ds
\]
\[
= -\theta \|\nabla u\|_{L^p}^{-p} \int_0^\infty \phi' \left| u^\prime \right|^{p-1} r^{d-1} \, dr + (1 - \theta) \|u\|_{L^{q+1}}^{-q-1} \int_0^\infty \phi(r) u^q(r) r^{d-1} \, dr.
\] (2.45)

Together with (2.44), we deduce

\[
\frac{1}{G(u_\lambda)} \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} G(u_\lambda + \varepsilon \phi_\lambda) = -\theta \|\nabla u\|_{L^p}^{-p} \left( \int_0^\infty \phi' \left| u^\prime \right|^{p-1} r^{d-1} \, dr - \int_0^\infty \phi(r) u^d(r) r^{d-1} \, dr \right).
\]
Noticing that \( u \) is a distribution solution to (2.42)-(2.43) in \( Y_{rad}^* \), then it holds that
\[
\frac{1}{G(u_\lambda)} \left. \frac{d}{d \varepsilon} \right|_{\varepsilon=0} G(u_\lambda + \varepsilon \phi_\lambda) = 0.
\]
Hence any re-scaling function of \( u \) is a critical point of \( G(u) \) in \( Y_{rad}^* \).

3. Existence and uniqueness for Euler-Lagrange equations in \( L^\infty \) case

In this section, we prove existence and uniqueness of solutions to the Euler-Lagrange equations (2.42)-(2.43) of \( L^\infty \)-type G-N inequalities. We also show that the Euler-Lagrange equations are equivalent to some Thomas-Fermi type equations.

3.1. Existence. In this subsection, we prove existence of solutions \( u(r) \) to the problem (2.42)-(2.43). First, we show that there is a singularity of \( u'(r) \) at \( r = 0 \): \( u'(r) \sim C r^{-\frac{d+1}{d-p}} \) at \( r \to 0 \) (Proposition 3.1). We then prove existence through a limit of a sequence of solutions in the exterior domain \( (r_i, \infty) \), \( r_i \to 0 \). The main ingredients of the convergence proof are: (i) Comparison principle (Lemma 3.1); (ii) Uniform low bound nearby \( r = 0 \) (Lemma 3.3); (iii) Application of the Dini theorem.

We introduce the following exterior Dirichlet problem, which was studied in [27]
\[
(|u'|^{p-2} u')' + \frac{d-1}{r} |u'|^{p-2} u' = u^q, \quad r_0 < r < \infty, \quad (3.1)
\]
\[
u(r_0) = 1, \quad \lim_{r \to \infty} u(r) = 0. \quad (3.2)
\]
From [27] Theorem 4.3.1 and [27] Theorem 4.3.2, we know that the problem (3.1)-(3.2) has a unique solution \( u(r) \in C^1[r_0, \infty) \) satisfying \( u'(r) < 0 \) when \( u(r) > 0 \). Furthermore, this solution \( u(r) \) is non-increasing in \([r_0, +\infty)\), although this statement is not directly stated in [27] Theorem 4.3.1, the non-increase of \( u \) is a consequence in their proof ([27] p.94, line 1-4]). See also the proof of Proposition 3.1 below. We refer to \( u(r) \) as a \( C^1 \) non-increasing solution.

The following proposition is to give a characterization of singularity of \( u'(r) \) at \( r = 0 \).

**Proposition 3.1.** For \( p > d \geq 1, \ q > 0 \), and any \( r_0 > 0 \), the non-increasing solution \( u(r) \) to the problem (3.1)-(3.2) satisfies
\[
\int_{r_0}^{\infty} r^{d-1} u^q \, dr < \infty. \quad (3.3)
\]

**Proof.** From the proof of [27] Theorem 4.3.1, we know that the non-increasing solution \( u(r) \) to the problem (3.1)-(3.2) is the limit of a non-increasing function sequence \( \{u_j(r)\}_{j=1}^{\infty} \), which is a solution to the following truncated exterior problem
\[
(|u'|^{p-2} u')' + \frac{d-1}{r} |u'|^{p-2} u' = u^q, \quad r_0 < r < r_0 + j, \quad (3.4)
\]
\[
u(r_0) = 1, \quad u(r_0 + j) = 0, \quad (3.5)
\]
\[
u(r') \leq 0, \quad \text{in } [r_0, r_0 + j], \quad (3.6)
\]
and satisfies \( u_j(r) < u_{j+1}(r) \leq 1 \) for \( r > r_0 \). This implies that
(i) \( |u_j'(r_0)| \leq |u_{j-1}'(r_0)| \leq \cdots \leq |u_1'(r_0)| \);
(ii) there is \( u(r) \) such that \( \lim_{j \to \infty} u_j(r) = u(r) \).
Extending the Monotone Convergence Theorem, we have
\[(r_0 + j)^{d-1}|u_j'(r_0 + j)|^{p-1} - r_0^{d-1}|u_j'(r_0)|^{p-1} + \int_{r_0}^{r_0 + j} r^{d-1}u_j^q(r)\,dr = 0,\tag{3.7}\]
which means
\[I_j := \int_{r_0}^{r_0 + j} r^{d-1}u_j^q(r)\,dr \leq r_0^{d-1}|u_j'(r_0)|^{p-1} \leq r_0^{d-1}|u_1'(r_0)|^{p-1} \quad \text{for any } j \in \mathbb{N}^+.\tag{3.8}\]
Extending \(u_j(r) = 0\) for \(r \geq r_0 + j\), we have \(\int_{r_0}^{\infty} r^{d-1}u_j^q(r)\,dr < r_0^{d-1}|u_1'(r_0)|^{p-1}\). Hence by the Monotone Convergence Theorem, we have
\[\int_{r_0}^{\infty} r^{d-1}u_j^q(r)\,dr = \lim_{j \to \infty} \int_{r_0}^{\infty} r^{d-1}u_j^q(r)\,dr \leq r_0^{d-1}|u_1'(r_0)|^{p-1}.\]
Taking the limit for (3.7) and using (2.32), we get (3.3). \(\square\)

In order to show existence of solutions to the problem (2.42)-(2.43) (see Theorem 3.1 below), first we prove the following three lemmas.

**Lemma 3.1.** (Comparison principle) Let \(u_1\) and \(u_2\) be \(C^1\) non-increasing solutions to the exterior problem (3.7)-(3.8) with \(r_0 = r_1\) and \(r_0 = r_2\) respectively. Then if \(r_1 < r_2\), we have \(u_2(r) > u_1(r)\) when \(u_2(r) > 0\).

**Proof.** Since \(u_1(r_1) = 1\) and \(u_1'(r) < 0\) when \(u_1(r) > 0\), we have \(u_1(r) < 1\) in \((r_1, r_2]\). Hence \(u_2(r_2) > u_1(r_2)\) due to \(u_2(r_2) = 1\). Using a contradiction method, we assume that there is \(r_*: r_2 < r_* < \infty\) such that \(u_2(r_*) = u_1(r_*) =: m^* > 0\). Considering the following problem
\[
\begin{align*}
(|u'|^{p-2}u')' + \frac{d-1}{r}|u'|^{p-2}u' &= u^q, & r_* < r < \infty, & \tag{3.9} \\
u(r_*) &= m^*, & \lim_{r \to \infty} u(r) = 0, & \tag{3.10}
\end{align*}
\]
we know that solutions \(u_1(r)\) and \(u_2(r)\) defined in \([r_*, \infty)\) are \(C^1\) non-increasing solutions to (3.9)-(3.10). The uniqueness of the \(C^1\) non-increasing solution to the problem (3.9)-(3.10) implies that \(u_1(r) = u_2(r)\) for \(r \in [r_*, \infty)\). By ODE theory, we know that \(u_1(r) = u_2(r)\) for any \(r \geq r_2\), which is a contradiction with \(u_2(r_2) > u_1(r_2)\). \(\square\)

**Lemma 3.2.** Let \(u\) be the \(C^1\) non-increasing solution to the problem (3.7)-(3.8). Define \(\mu_{r_0} := \int_{r_0}^{+\infty} r^{d-1}u^q(r)\,dr\). Then \(\mu_{r_1} \leq \mu_{r_2} + \frac{r_2^d - r_1^d}{d}\) for any \(r_2 \geq r_1 \geq r_0\).

**Proof.** Since \(u'(r) \leq 0\) in \((r_0, +\infty)\), we have \(u(r) \leq 1\) in \([r_1, r_2]\). Hence for any \(r_1, r_2\) satisfying \(r_0 \leq r_1 \leq r_2\), a direct computation gives
\[
\mu_{r_1} = \left(\int_{r_1}^{r_2} + \int_{r_2}^{+\infty}\right) r^{d-1}u^q(r)\,dr \leq \int_{r_1}^{r_2} r^{d-1}\,dr + \int_{r_2}^{+\infty} r^{d-1}u^q(r)\,dr = \frac{r_2^d - r_1^d}{d} + \mu_{r_2}.\tag{3.11}
\]
Lemma 3.3. (Uniform low bound) Let \( u \) be the \( C^1 \) non-increasing solution to the problem (3.1)-(3.2). Then for any \( r > r_0 \), there is \( C > 0 \) independent of \( r_0 \) and \( r \) such that

\[
 u(r) \geq 1 - C \left( \frac{p-d}{p-1} - \frac{p-d}{r_0} \right). \tag{3.12}
\]

Proof. Multiplying \( r^{d-1} \) to (3.1) and integrating the result equation from \( r_0 \) to \( \infty \), we deduce

\[
r^{d-1}_0 |u'(r_0)|^{p-1} = \int_{r_0}^{\infty} r^{d-1} u^q(r) dr = \mu_{r_0}. \tag{3.13}
\]

Again multiplying \( r^{d-1} \) to (3.1) and integrating it from \( r_0 \) to \( r \), and using (3.13), we obtain

\[
r^{d-1}_0 |u'(r)|^{p-1} - \mu_{r_0} = -\int_{r_0}^{r} r^{d-1} u^q(r) dr.
\]

From above equation with \( r > r_0 \) and \( u \geq 0 \), we have

\[
 -u'(r) \leq r^{d-1} \mu_{r_0}^{1/p-1}. \tag{3.14}
\]

Integrating (3.14) from \( r_0 \) to \( r \), we deduce

\[
u(r) \geq 1 - \frac{p-d}{p-d} \mu_{r_0}^{1/p-1} \left( r^{d-1} \mu_{r_0}^{1/p-1} - r_0^{d-1} \right). \tag{3.15}
\]

By Lemma 3.2 we know that for a fixed \( r_0 > 0 \), \( \mu_{r_0} \leq \mu_{r_*} + \frac{r^{d-1}}{d} \leq \mu_{r_*} + \frac{d}{d} \). Denote \( C := \frac{1}{p-d} \left( \mu_{r_*} + \frac{d}{d} \right)^{p-1} \). Hence (3.15) implies that (3.12) holds true.

\[\square\]

**Theorem 3.1. (Existence) Assume that exponents \( p > d \geq 1 \) and \( q > 0 \), then there is a \( C^1 \) non-increasing solution to the problem (2.42)-(2.43) and it satisfies**

(i) \( u'(r) < 0 \) for \( u(r) > 0 \);

(ii) for any \( u \in L^{q+1}(\mathbb{R}^d) \) and \( \nabla u \in L^p(\mathbb{R}^d) \), it holds that

\[
\int_0^{\infty} r^{d-1}|u'|^p dr + \int_0^{\infty} r^{d-1} u^q dr = \lim_{r \to 0^+} r^{d-1}|u'|^{p-1} = \int_0^{\infty} r^{d-1} u^q dr. \tag{3.16}
\]

Proof. Let \( u_i(r) \) be the \( C^1 \) non-increasing solution to the problem (3.1)-(3.2) with \( u_i(r_i) = 1 \), \( r_i > r_{i+1} > 0 \) for any \( i \in \mathbb{N}^+ \), and \( r_{i+1} \to 0^+ \) as \( i \to +\infty \).

**Step 1.** We prove that there is a continuous, non-negative and non-increasing function \( u(r) \) such that

\[
u_i(r) \to u(r), \quad u_i'(r) \to u'(r), \quad \text{for all } r > 0, \tag{3.17}
\]

and they converges uniformly in any interval \( [a, b] \) for \( 0 < a < b < \infty \).

Notice that \( \{u_i(r)\}_{i=0}^{\infty} \) is continuous, non-negative and non-increasing sequence and bounded below in \( [a, b] \), \( a > 0 \) \( (0 < r_0 < a) \). Hence by the Dini theorem the sequence \( \{u_i(r)\}_{i=0}^{\infty} \) converges uniformly on every compact interval \( [a, b] \) of \( (0, \infty) \) to a non-negative, non-increasing, continuous function \( u(r) \), i.e.,

\[
u_i(r) \to u(r) \quad \text{for all } r > 0, \quad \text{as } i \to +\infty, \tag{3.18}
\]
and they converges uniformly in any interval \([a, b]\) for \(0 < a < b < \infty\). Since \(u_i(r)\) is a non-negative and non-increasing function in \(r\), hence \(u(r)\) is also a non-negative and non-increasing function.

Moreover, let \(u_j(r)\) be a solution to the equation (3.11) with \(u(r_j) = 1\). Noticing
\[
\lim_{r \to \infty} r^{d-1}|u'(r)|^{p-1} = 0
\]
due to (2.32), we have
\[
r^{d-1}|u_j'(r)|^{p-1} = \int_r^\infty s^{d-1}u_j^q(s)\,ds > \int_r^\infty s^{d-1}u_{j+1}^q(s)\,ds = r^{d-1}|u_{j+1}'(r)|^{p-1}, \quad r > r_j,
\]
which means \(u_j'(r) < u_{j+1}'(r) \leq 0, \quad r > r_j\). Hence by the Dini theorem we have
\[
u_j'(r) \to u'(r) \quad \text{for all } r > 0, \quad (3.19)
\]
and they converges uniformly in any interval \([a, b]\) for \(0 < a < b < \infty\).

**Step 2.** We prove \(\lim_{r \to \infty} u(r) = 0\) and \(\lim_{r \to 0^+} u(r) = 1\).

Since \(\lim_{r \to \infty} u_i(r) = 0\) by (3.2), we have \(\lim_{r \to \infty} u(r) = 0\). On the other hand, by Lemma 3.3 we have
\[
\lim_{r \to 0^+} \lim_{i \to \infty} u_i(r) \geq 1.
\]
Together with \(\lim_{r \to 0^+} \lim_{i \to \infty} u_i(r) \leq 1\) gives that \(\lim_{r \to 0^+} u(r) = 1\). Thus the limit function \(u(r)\) satisfies the boundary condition (2.43).

**Step 3.** We prove that the limit function \(u(r)\) is the required radial solution of (2.42) in the distribution sense.

In fact, for any \(\phi \in C^1_c(0, +\infty)\), we have
\[
- \int_0^{\infty} r^{d-1} u_i'(r)\phi'(r)\,dr + \int_0^{\infty} \phi r^{d-1} u_i^q\,dr = 0. \quad (3.20)
\]
Using the uniform convergence property of \(u_i\) and \(u_i'\) from Step 1, we obtain
\[
- \int_0^{\infty} r^{d-1} u'(r)\phi'(r)\,dr + \int_0^{\infty} \phi r^{d-1} u^q\,dr = 0, \quad (3.21)
\]
i.e., the limit function \(u(r)\) is the required radial solution of (2.42) in the distribution sense.

**Step 4.** Regularity.

From (2.42), a similar process to obtaining (2.20) gives that \(u'(r) < 0\) in the set \(\{r|u(r) > 0\}\), i.e., the case (i) holds.

Similar to (3.13), we have
\[
r^{d-1}|u'(r)|^{p-1} = \int_r^\infty s^{d-1}u^q(s)\,ds = \mu_r,
\]
where \(\mu_r\) is defined in Lemma 3.2. By Lemma 3.2 we know that \(\mu_r\) has a uniform upper bound independent of \(r\). Thus
\[
\lim_{r \to 0^+} r^{d-1}|u'(r)|^{p-1} = \int_0^\infty s^{d-1}u^q(s)\,dr < \infty. \quad (3.22)
\]
On the other hand, multiplying $u(r)$ in the both sides of the equation (2.8), integrating it from $r$ to $\infty$, and using the facts $u(r) \to 0$, $r^{d-1}|u'|^{p-1} \to 0$ as $r \to \infty$, we have

$$\int_{r}^{\infty} s^{d-1}|u'(s)|^p \, dr + \int_{r}^{\infty} s^{d-1}u^{q+1}(s) \, dr = r^{d-1}r(u)|u'(r)|^{p-1}. \quad (3.23)$$

Hence using (3.22), (3.23) and $\lim_{r\to\infty} u(r) = 1$ gives that (3.16) holds.

This completes the proof of Theorem 3.1. \qed

Remark 3.1. Theorem 3.1 proved existence of $C^1$ non-increasing solutions to (2.42)-(2.43) for the case $q > 0$. Existence for the case $q = 0$ will be established in Proposition 4.1 below by giving an exact closed form solution.

3.2. Uniqueness. In this subsection, we prove uniqueness of solutions to (2.42)-(2.43) by following works [14, Theorem 1] given by Franchi, Lanconelli and Serrin. Let $u(r)$ and $v(r)$ be two $C^1$ non-increasing solutions to the problem (2.42)-(2.43). By (i) of Theorem 3.1 we have $u'(r) < 0$ when $u(r) > 0$, and hence both $u(r)$ and $v(s)$ possess inverse functions in those supports. We denote respectively by $r(u)$ and $s(v)$ the inverse functions of $u(r)$ and $v(s)$, defined on the interval $(0,1]$.

The following two lemmas are special cases from results in [7]. We supply a proof to show how their proof is used in our special cases.

Lemma 3.4. [14, Lemma 3.3.1] Assume $q \geq 0$ and $d > 1$. If $r(u) > s(u)$ in some open interval $(0,1)$, then $r(u) - s(u)$ can have at most one critical point in $(0,1)$. Moreover if such a critical point exists, it must be a strict maximum point.

Proof. By the equation (2.42), it is immediately verified that the function $r = r(u)$ satisfies the equation

$$(p-1)r_{uu} - \frac{d-1}{r} r_u^2 - |r_u|^{p+1}u^q = 0, \quad 0 < u < 1,$$

and the same equation holds for $s(u)$. Hence by subtracting one from another, we get

$$(p-1)(r-s)_{uu} - (d-1) r_u^2 \left( \frac{r_u^2}{r} - \frac{s_u^2}{s} \right) - \left( |r_u|^{p+1} - |s_u|^{p+1} \right) u^q = 0. \quad (3.24)$$

Now we suppose that $u = u_s \in (0,1)$ is a critical point of $r(u) - s(u)$, then $r_u = s_u < 0$ at $u = u_s$. Thus from (3.24), we have that

$$(p-1)(r-s)_{uu} = (d-1) r_u^2 \left( \frac{1}{r} - \frac{1}{s} \right) < 0, \quad \text{at } u = u_s,$$

where the last inequality used the fact $r(u) > s(u)$ in $(0,1)$. Hence we get that all critical points must be maximum points, which implies that $r(u) - s(u)$ has at most one critical point in $(0,1)$. \qed

Lemma 3.5. [14, Lemma 3.3.2] Assume $q \geq 0$ and $d > 1$. If $r(u) - s(u)$ has two zero points in $(0,1)$, denoting them as $\xi_0$ and $\xi_1$, then $r(u) = s(u)$ for all $u$ between $\xi_0$ and $\xi_1$.

Proof. Inspired by [14, Lemma 3.3.2], use the contradiction method to prove this lemma. Without loss of generality, we assume that $\xi_0 < \xi_1$ and $r(u) > s(u)$ for all $u \in (\xi_0, \xi_1)$. By Lemma 3.4 we know that $r(u) - s(u)$ has at most one critical point in $(\xi_0, \xi_1)$. Since
Since (3.26), \( r(\xi_0) - s(\xi_0) = r(\xi_1) - s(\xi_1) = 0 \), then there is at least one critical point in \((\xi_0, \xi_1)\). Suppose that \( \xi_2 \in (\xi_0, \xi_1) \) is a unique critical point satisfying \((r - s)'(\xi_2) = 0\). From (3.24), we have

\[
(p - 1)(r''(u) - s''(u)) = (d - 1)(r'(u))^2 \left( \frac{1}{r(u)} - \frac{1}{s(u)} \right) < 0, \quad \text{at } u = \xi_2,
\]

where the last inequality used the fact \( r(\xi_2) > s(\xi_2) \). Hence by the continuity of \( r'(u) \), we know that there is a \( \delta > 0 \) such that \((r - s)'(u) < 0\) in \((\xi_2, \xi_2 + \delta)\). Since the critical point of \( r(u) - s(u) \) is unique in \((\xi_0, \xi_1)\), we have

\[
(r - s)'(u) < 0, \quad \text{in } (\xi_2, \xi_1), \text{ i.e. } |r'(u)| > |s'(u)|.
\]

Denote \( r_1 = r(\xi_1) \) and \( r_2 = r(\xi_2) \). Multiplying \( r^{d-1} \) to the equation (2.42) and integrating the result equation from \( r_1 \) to \( r_2 \), we deduce

\[
\int_{r_1}^{r_2} \frac{d}{dr} \left( r^{d-1}|u'|^{p-2}u'(r) \right) dr = \int_{r_1}^{r_2} r^{d-1}u^q(r) dr = \int_{\xi_2}^{\xi_1} r(u)^{d-1} \frac{u^q}{|u'(r(u))|} du.
\]

Hence it holds that

\[
r_2^{d-1}|u'(r_2)|^{p-2}u'(r_2) - r_1^{d-1}|u'(r_1)|^{p-2}u'(r_1) = \int_{\xi_2}^{\xi_1} r(u)^{d-1} \frac{u^q}{|u'(r(u))|} du.
\]

Similar for \( v \), denote \( s_1 = s(\xi_1) \) and \( s_2 = s(\xi_2) \). We have the same formula

\[
s_2^{d-1}|v'(s_2)|^{p-2}v'(s_2) - s_1^{d-1}|v'(s_1)|^{p-2}v'(s_1) = \int_{\xi_2}^{\xi_1} s(u)^{d-1} \frac{u^q}{|v'(s(u))|} du.
\]

Due to \( r_1 = r(\xi_1) = s(\xi_1) = s_1 \) and \( r'(\xi_2) = s'(\xi_2) \), subtracting (3.29) from (3.28) gives that

\[
(s_2^{d-1} - r_2^{d-1})|u'(r_2)|^{p-1} + r_1^{d-1} (|u'(r_1)|^{p-1} - |v'(s_1)|^{p-1}) = \int_{\xi_2}^{\xi_1} u^q \left( \frac{r(u)^{d-1}}{|u'(r(u))|} - \frac{s(u)^{d-1}}{|v'(s(u))|} \right) du.
\]

Since (3.26), \( s_2 < r_2 \) and \( r(u) > s(u) \) for all \( u \in (\xi_0, \xi_1) \), we directly verify that both terms on the left side of (3.30) are strictly negative, while the right side of (3.30) is non-negative. This is a contradiction. Hence the assumption is not true, i.e., \( r(u) = s(u) \) in \((\xi_0, \xi_1)\).

\[\square\]

**Theorem 3.2.** (Uniqueness) Assume \( q \geq 0 \) and \( p > d > 1 \). Let \( u \) and \( v \) be two \( C^1 \) non-increasing solutions of the problem (2.42)-(2.43). Then \( u(r) \equiv v(r) \) for any \( 0 \leq r < \infty \).

**Proof.** We use a contradiction method to prove this theorem. If not, then \( u(r) \not\equiv v(r) \) on \([0, \infty)\). Equivalently their inverse functions \( r(u) \not\equiv r(u) \) in \((0, 1)\). Hence there is \( u_* \in (0, 1) \) such that \( r(u_*) \neq s(u_*) \). Then Lemma 3.5 implies that \( r(u), s(u) \) satisfy either \( r(u) > s(u) \) or \( r(u) < s(u) \) in \((0, 1)\).

For the case \( q \geq p - 1 \), without loss of generality, we suppose \( r(u) > s(u) \) for \( u \in (0, 1) \), then \( u(r) > v(r) \) for \( r > 0 \). Multiplying \( r^{d-1} \) to the equation (2.42) and integrating the result equation form \( r \) to \( \infty \) and using (2.32), we have

\[
r^{d-1}|u'|^{p-1} = \int_r^\infty s^{d-1}u^q ds.
\]

(3.31)
The same process for $v(r)$ gives
\[ r^{d-1}|v'|^{p-1} = \int_r^\infty s^{d-1}v^q(s)\,ds. \] (3.32)

Subtracting (3.32) from (3.31) gives that
\[ r^{d-1}|u'(r)|^{p-1} - r^{d-1}|v'(r)|^{p-1} = \int_r^\infty s^{d-1}(u^q(s) - v^q(s))\,ds. \]

Since $u(r) > v(r)$ and $q \geq p - 1 > 0$, then we have from the above equation
\[ v'(r) > u'(r), \quad \text{for } r > 0. \] (3.33)

Integrating (3.33), we obtain $\lim_{r \to 0^+} v(r) < \lim_{r \to 0^+} u(r)$, which is a contradiction with $\lim_{r \to 0^+} v(r) = \lim_{r \to 0^+} u(r) = 1$.

For the case $0 \leq q < p - 1$, we suppose $r(u) > s(u)$ for $u \in (0, 1)$. Then $u(r) > v(r)$ for $0 < r < R_v$, and $u > 0$, $v = 0$ for $R_v < r < R_u$. Multiplying $r^{d-1}$ to the equation (2.42) and integrating the result equation form $r$ to $R_v$, we have
\[ r^{d-1}|v'|^{p-1} = \int_r^{R_v} s^{d-1}v^q(s)\,ds \leq (\int_r^{R_v} + \int_{R_v}^{R_u}) s^{d-1}u^q(s)\,ds = r^{d-1}|u'|^{p-1} \quad \text{for } 0 < r < R_v. \]

Thus $v'(r) > u'(r)$ for $0 < r < R_v$. In $(R_v, R_u)$, $u'(r) < 0 = v'(r)$. Hence we have
\[ 0 < \int_0^{R_u} (v'(r) - u'(r))\,dr = \int_0^{R_v} v'(r)\,dr - \int_0^{R_u} u'(r)\,dr = 0, \]
which is a contradiction.

**Remark 3.2.** For the case $d = 1$, uniqueness of $C^1$ non-increasing solutions to the problem (2.42)-(2.43) is given by a direct computation in Proposition 4.2 below.

### 3.3. Thomas-Fermi type equation

This subsection shows that the non-increasing solution of the Euler Lagrange equation obtained above is equivalent to the radial non-increasing solution to a Thomas-Fermi type equation.

**Definition 1.** We call a function $u(|x|)$ a radial non-increasing weak solution to the Thomas-Fermi type equation (1.18)-(1.19) if $u(|x|)$ satisfies

- (i) $u(|x|)$ is a non-increasing function in $|x|$ and $\lim_{|x| \to 0^+} u(|x|) = 1$,
- (ii) $\nabla u \in L^p$, $u \in L^{q+1}$, and denote $a := \|\nabla u\|_{L^p} + \|u\|_{L^{q+1}}$,
- (iii) for any $\phi(|x|) \in C_0^\infty(\mathbb{R}^d)$, it holds that $(\nabla \phi, |\nabla u|^{p-2}\nabla u) + (\phi, u^q) = a(\phi, \delta_{x=0})$.

**Proposition 3.2.** Assume $p > d \geq 1$, then

- (i) For the case $q \geq p - 1$,
  - (a) if $u(r)$ is the weak solution to the problem (1.9)-(1.10) in $Y^*_{rad}$, then $u(|x|)$ is a radial non-increasing weak solution to a Thomas-Fermi type equation (1.18)-(1.19).
  - (b) if $u(|x|) \in W^{1,p}(\mathbb{R}^d)$ is a radial non-increasing weak solution to the Thomas-Fermi type equation (1.18)-(1.19), then $u(r)$ is also the solution of (1.9)-(1.10) in $Y^*_{rad}$.
(ii) For the case $q < p - 1$,
(a) if $u(r)$ is the solution to the free boundary problem (1.7)-(1.8) in $Y^*_rad$, then $u(|x|)$ is a radial non-increasing solution to a Thomas-Fermi type equation (1.15)-(1.17).

(b) if $u(|x|) \in W^{1,p}(\mathbb{R}^d)$ is a radial non-increasing solution to the Thomas-Fermi type equation (1.15)-(1.17), then $u(r)$ is also the solution of (1.7)-(1.8) in $Y^*_rad$.

In particular, for $d = 1$ we have $a = 2 \left( \frac{p}{(q+1)(p-1)} \right)^{\frac{p-1}{p}}$.

Proof. We first prove the case (i). For the case (a), suppose that $u(r)$ is the solution to (1.9)-(1.10) in $Y^*_rad$. Hence we know that $u(|x|) \in W^{1,p}(\mathbb{R}^d)$ is radial non-increasing and satisfies $u(0) = 1$ and $u(|x|) \to 0$ as $|x| \to \infty$. Hence the boundary condition (1.19) holds.

For any test function $\phi(|x|) \in C_c^\infty(\mathbb{R}^d)$, it holds that

$$-(\nabla \phi, |\nabla u|^{p-2}\nabla u) - (\phi, u^q) = S_d \int_0^\infty (\phi'(r)|u'(r)|^{p-1} - \phi(r)u^q(r)) r^{d-1} dr.$$  

From Proposition 2.1, we have that the solution is classical in $(0, \infty)$. Hence by integration by parts we have

$$(\nabla \phi, |\nabla u|^{p-2}\nabla u) + (\phi, u^q) = S_d \phi(0) \lim_{r \to 0^+} |u'(r)|^{p-1}r^{d-1}$$

$$+ S_d \int_0^\infty \phi \left( |u'(r)|^{p-1}r^{d-1} \right)' + u^q r^{d-1} dr. \quad (3.34)$$

On the other hand, from Theorem 3.1 we know that

$$\lim_{r \to 0^+} S_d r^{d-1} |u'(r)|^{p-1} = S_d \int_0^\infty r^{d-1} |u'|^p dr + S_d \int_0^\infty r^{d-1} u^{q+1} dr = a. \quad (3.35)$$

Using (3.35) and the equation (2.42), from (3.34) we obtain

$$(\nabla \phi, |\nabla u|^{p-2}\nabla u) + (\phi, u^q) = a\phi(0) = a(\phi, \delta_{x=0}).$$

Hence we have that the following equation holds in the distribution sense

$$\Delta_p u + a\delta_{x=0} = u^q,$$

Therefore, $u(|x|)$ is a radial non-increasing weak solution to a Thomas-Fermi type equation (1.18)-(1.19).

Now we prove the case (b), assume that $u(|x|) \in W^{1,p}(\mathbb{R}^d)$ is a radial non-increasing weak solution of (1.18)-(1.19) in Definition 1 then $u(r) := u(|x|)$ satisfies (1.10) and for any test function $\phi(|x|) \in C_c^\infty(\mathbb{R}^d)$ satisfying $\phi(0) = 0$, it holds that

$$0 = -(\nabla \phi, |\nabla u|^{p-2}\nabla u) - (\phi, u^q) = S_d \int_0^\infty (\phi'(r)|u'(r)|^{p-1} - \phi(r)u^q(r)) r^{d-1} dr$$

$$= S_d \int_0^\infty \phi \left( (r^{d-1} u'|u'|^{p-2})' - u^q r^{d-1} \right) dr.$$  

Hence $u(r)$ satisfies (1.9). This completes the proof of the case (i).

The proof of the case (ii) is exactly same with the case (i). Here we omit the details.
Finally, we determine the value of $a$ for $d = 1$. Since $u' < 0$, (3.35) implies $a = S_d \lim_{r \to 0^+} r^{d-1} |u'(r)|^{p-1}$. Thus multiplying $u'$ to the equation (1.9) with $d = 1$, and integrating it from $r$ to $\infty$, and using the boundary condition (1.10), we deduce

$$p - 1 |u'|^p = \frac{u^{q+1}}{q + 1}.$$  

Noticing the fact $\lim_{r \to 0^+} u(r) = 1$, we have

$$\lim_{r \to 0^+} |u'(r)| = \left( \frac{p}{(p - 1)(q + 1)} \right)^{\frac{1}{p}}.$$  

Thus

$$a = 2 \lim_{r \to 0^+} |u'(r)|^{p-1} = 2 \left( \frac{p}{(q + 1)(p - 1)} \right)^{\frac{p-1}{p}}.$$  

This completes the proof of Proposition 3.2. \qed

4. BEST CONSTANT FOR $L^\infty$-TYPE G-N INEQUALITY

This section is divided into three subsections. We give some close form solutions for the case $q = 0$ in Subsection 4.1 or for the case $d = 1$ in Subsection 4.2. In Subsection 4.3, we use existence and uniqueness of the Euler-Lagrange equation \((2.42)-(2.43)\) for $q > 0$ and $d > 1$ in the previous section, together with one for $q = 0$ in Subsection 4.1 and one for $d = 1$ in Subsection 4.2, to derive the best constant of $L^\infty$-type G-N inequality.

4.1. Existence, uniqueness and close form solution for $q = 0$, $p > d \geq 1$. In Theorem 3.1, we require the condition $q > 0$. For the case $q = 0$, we use the close form solution to prove existence and uniqueness in the following proposition.

**Proposition 4.1.** Suppose $d \geq 1$, $p > d$ and $q = 0$. Then there is a unique non-negative solution $u_{c,\infty}$ to the free boundary problem \((1.7)-(1.8)\) and $u_{c,\infty}$ has the following closed form

$$u_{c,\infty}(r) = d^{-\frac{p}{p-1}} R^{\frac{p}{p-1}} \left( B \left( \frac{p - d}{d(p - 1)}, \frac{p}{p - 1} \right) - B \left( \frac{1}{R}, \frac{p - d}{d(p - 1)}, \frac{p}{p - 1} \right) \right).$$  

$$R = d \left( B \left( \frac{p - d}{d(p - 1)}, \frac{p}{p - 1} \right) \right)^{-\frac{1}{p-1}}.$$  

**Proof.** Let $r = Rs$, and $v(s) = u(Rs)$. Hence we have $v(1) = u(R) = 0$ and $v(0) = u(0) = 1$. Then from (1.7) with $q = 0$, we obtain that $v(s)$ satisfies the following equation

$$-v'(s)/R = d^{-\frac{1}{p-1}} \left( (R^d - Rs^d)(Rs)^{1-d} \right)^{\frac{1}{p-1}} = d^{-\frac{1}{p-1}} R^{\frac{1}{p-1}} (1 - s^d)^{\frac{1}{p-1}} R^{\frac{1}{p-1}} s^{\frac{1}{p-1}}.$$  

Hence

$$-v'(s) = d^{-\frac{1}{p-1}} R^{\frac{p}{p-1}} (1 - s^d)^{\frac{1}{p-1}} s^{\frac{1}{p-1}}.$$  

Integrating (4.3) from $s$ to $1$, we deduce

$$v(s) = d^{-\frac{1}{p-1}} R^{\frac{p}{p-1}} \int_s^1 (1 - r^d)^{\frac{1}{p-1}} r^{\frac{1}{p-1}} dr.$$
\[ = d^{-\frac{\nu}{p-1}} R^{\frac{\nu}{p-1}} B \left( \frac{p - d}{d(p - 1)}, \frac{p}{p - 1} \right) - B \left( s^q, \frac{p - d}{d(p - 1)}, \frac{p}{p - 1} \right). \]

Hence we obtain the closed form solution \( u_{c,\infty} \) to the free boundary problem (1.7)-(1.8) given by (1.1).

With condition \( v(0) = 1 \), we have explicit formula of \( R \):
\[ 1 = d^{-1/(p-1)} R^{p/(p-1)} \int_0^1 (1 - r^d) \frac{r^d}{p r^{p-1}} dr \]
\[ = d^{-\frac{\nu}{p-1}} R^{\frac{\nu}{p-1}} B \left( \frac{p - d}{d(p - 1)}, \frac{p}{p - 1} \right), \]
which means that (4.2) holds.

\[
4.2. \text{The close form solution for } q \geq 0 \text{ and } p > d = 1.
\]

In this subsection, we present a result in the one dimensional case, for which there is a closed form solution and deduce the best constant \( C_{q,\infty,p} \) of the inequality (2.1) for \( d = 1 \).

**Proposition 4.2.** Suppose \( p > d = 1 \), and \( q \geq 0 \). Then the solution \( u_{c,\infty} \) of the problem (2.42)-(2.43) possesses the following closed form:

(i) for \( q = p - 1 \),
\[ u_{c,\infty}(r) = e^{-(p-1) \frac{1}{p} r}; \] (4.4)

(ii) for \( q < p - 1 \),
\[ u_{c,\infty}(r) = \left( 1 - \frac{r}{R} \right)^{\frac{q}{p-1}}, \quad R = \frac{(p - 1)^{1/p}(q + 1)^{1/p}}{p^{1/p-1} (p - q - 1)}, \text{ for } r > 0; \] (4.5)

(iii) for \( q > p - 1 \),
\[ u_{c,\infty}(r) := \left( 1 + \frac{p^{1/p-1}(q + 1 - p)}{(p - 1)^{1/p}(q + 1)^{1/p}} \frac{r}{p^{1/p-1}} \right)^{-\frac{1}{p-1}}, \text{ for } r > 0. \] (4.6)

The best constant is given by \( C_{q,\infty,p} = \left( \frac{p+(p-1)(q+1)}{2p} \right)^{1+(p-1)(q+1)}. \)

**Proof.** For \( q = p - 1 \), multiplying \( u' \) in the both sides of the equation (2.42) with \( d = 1 \) gives that
\[ \frac{d}{dr} \left( \frac{p - 1}{p} |u'|^p - \frac{u^{q+1}}{q + 1} \right) = 0. \] (4.7)

Noticing \( u \in W^{1,p}(\mathbb{R}) \) and integrating (4.7) from \( r \) to \( \infty \), we have
\[ \frac{p - 1}{p} |u'|^p - \frac{u^{q+1}}{q + 1} = 0, \] (4.8)
which implies that
\[ u(r) = e^{\pm (p-1) \frac{1}{p} r}. \]

Hence \( u(r) = e^{-(p-1)\frac{1}{p} r} \) is the unique solution satisfying \( u(0) = 1 \) and \( \lim_{r \to \infty} u(r) = 0. \)
For \( q \neq p - 1 \), solving (4.8) and using boundary conditions \( u(0) = 1 \) and \( \lim_{r \to \infty} u(r) = 0 \), we can obtain (4.5) and (4.6).

Hence plugging \( u_{c,\infty} \) into \( M_c \) in (4.11) below, we deduce

\[
M_c(u_{c,\infty}) = \int_{\mathbb{R}} u_{c,\infty}^{q+1}(x) \, dx = \frac{2(p-1)^{1/p}(q+1)^{1/p}}{p^{1/p-1}(p+(p-1)(q+1))},
\]

and thus it holds that

\[
C_{q,\infty,p} = \left( \frac{(p-1)(q+1)}{p} \right)^{\frac{1}{p}} M_c^{-\frac{p}{p+(p-1)(q+1)}} = \left( \frac{p+(p-1)(q+1)}{2p} \right)^{\frac{p}{p+(p-1)(q+1)}}. \tag{4.9}
\]

This completes the proof of Proposition 4.2.

4.3. Main theorem for the best constant of \( L^\infty \)-type G-N inequality. In this subsection, we utilize the results from above sections to prove the following Theorem 4.1. Particularly, the closed form solution is obtained in one dimensional case.

**Theorem 4.1.** Suppose \( p > d \geq 1, q \geq 0, u \in L^{q+1}(\mathbb{R}^d) \) and \( \nabla u \in L^p(\mathbb{R}^d) \). Then \( u \in L^{\infty}(\mathbb{R}^d) \) and it satisfies the following inequality

\[
\|u\|_{L^\infty} \leq C_{q,\infty,p} \|u\|_{L^{q+1}}^{1-\theta} \|
abla u\|_{L^p}^\theta, \quad \theta = \frac{pd}{dp + (p-d)(q+1)}, \tag{4.10}
\]

where the best constant

\[
C_{q,\infty,p} = \theta^{-\frac{q}{p}}(1-\theta)^\theta M_c^{-\theta} \quad \text{and} \quad M_c = \int_{\mathbb{R}^n} |u_{c,\infty}|^{q+1} \, dx. \tag{4.11}
\]

Here \( u_{c,\infty} \) is the unique radial solution as described by the following two cases:

- if \( q < p - 1 \), \( u_{c,\infty} \) is the unique non-increasing solution of the free boundary problem (1.7)-(1.8) and \( u(r) = 0 \) for \( r \geq R \).
- if \( q \geq p - 1 \), \( u_{c,\infty} \) is the unique positive solution to the problem (1.9)-(1.10).

Moreover, the case of equality holds if \( u = u_{c,\infty}(\lambda|x-x_0|) \) for any \( \lambda > 0, x_0 \in \mathbb{R}^d \).

**Proof.** From Proposition 2.1, Proposition 2.3 and Lemma 2.3, we have that any critical point of \( G(u) \) in \( Y_{rad}^* \) satisfies the problem (2.42)-(2.43) up to a re-scaling. Conversely, in \( Y_{rad}^* \), any non-negative solution \( u \) of the problem (2.42)-(2.43) is also a critical point of \( G(u) \). Moreover any re-scaling function of \( u \) is still a critical point of \( G(u) \) in \( Y_{rad}^* \) by Proposition 2.6.

By Theorem 3.1, Theorem 3.2 and Proposition 4.2, we know that the problem (2.42)-(2.43) has a unique solution \( u(r) \) for the case \( q > 0 \). While for the case \( q = 0 \), from Proposition 4.1, we know that there is a unique close form solution \( u_{c,\infty}(r) \) satisfying the free boundary problem (1.7)-(1.8). Thus the critical point of \( G(u) \) is unique up to a re-scaling.

Hence any re-scaling function set of \( u_{c,\infty} \), \( \{u_\lambda\}_{\lambda > 0} \) contains all critical points of \( G(u) \) and \( G(u_\lambda) \equiv G(u_{c,\infty}) \). Notice that \( G(u) \) do not have maximum. Hence all critical points \( \{u_\lambda\}_{\lambda > 0} \) are minimizers of \( G(u) \).
Next we derive the best constant $C_{q,\infty,p}$ for $q \geq 0$. Since the solution $u_{c,\infty}(r)$ to the problem (2.42)-(2.43) is a minimizer of $G(u)$. Hence from the problem (2.7) and the formula (2.24), we have

$$\alpha = \|u_{c,\infty}\|_{L^{q+1}(\mathbb{R})}^{1-\theta} \|\nabla u_{c,\infty}\|_{L^p}^\theta = \left(\frac{\theta}{1-\theta}\right)^\frac{\theta}{p} \left(\|u_{c,\infty}(r)\|_{L^{q+1}(\mathbb{R})}^{q+1}\right)^\frac{\theta}{p},$$

Notice $C_{q,\infty,p} = \alpha^{-1}$, thus we have (4.11).

5. Euler-Lagrange equations for the $L^m$-Type G-N inequality

In this section, we derive the best constant of the $L^m$-type G-N inequality. Following standard approach, the minimization problem is provided in the following solution space

$$X = \left\{ u \mid u \in L^{q+1}(\mathbb{R}^d), \nabla u \in L^p(\mathbb{R}^d) \right\},$$

and we prove that there is a positive constant $\beta$ satisfies

$$\beta = \inf_{u \in X} J(u),$$

where

$$J(u) := \frac{\left(\int_{\mathbb{R}^d} |u|^{q+1} \, dx\right)^{\frac{q-p/2}{q+1}} \int_{\mathbb{R}^d} |\nabla u|^p \, dx}{\left(\int_{\mathbb{R}^d} |u|^{m+1} \, dx\right)^{\frac{q+p/2}{m+1}}},$$

and

$$\gamma = \frac{p(m+1)(q+1) + (p/2 - 1)d(m+q) - dqm + (p-1)d}{d(m-q)}.$$  

Again thanks to the rearrangement technique, the minimized problem (5.2) is equivalent to the following minimized problem

$$\beta = \inf_{u \in X_{rad}^*} J(u),$$

where $X_{rad}^*$ is a non-negative radial symmetric decreasing function space given by

$$X_{rad}^* = \{ u \geq 0 \mid u(x) = u(|x|), \ u'(r) \leq 0, \ a.e., \ u \in L^{q+1}(\mathbb{R}^d), \nabla u \in L^p(\mathbb{R}^d) \}.$$

General strategy of the derivation of the Euler-Lagrange equation for the critical points of $J(u)$ is similar to that of $L^\infty$-type G-N inequality in Section 2. However, there are some fine differences:

(i) Existence of a minimizer of the functional $J(u)$ can be directly obtained by the compactness in $L^m$ for $m < \infty$. See Proposition 5.1 below. As a direct consequence, we can obtain existence of solutions to the Euler-Lagrange equations.

(ii) For $m < \infty$, solutions to the corresponding Euler-Lagrange equation have no singularity at $r = 0$. We use interior elliptic regularity to show that $u'(0) = 0$. See Step 3 of the proof of Proposition 5.2. In contrast, for the $L^\infty$-case, $\lim_{r \to 0^+} u'(r) = -\infty$ by Theorem 3.1.

(iii) Uniqueness of solutions to the Euler-Lagrange equations can be obtained by verifying the conditions in [26, Theorem 2] given by Pucci and Serrin.

(iv) For $q \geq p - 1$, positivity of solutions to the problem (1.13)-(1.14) can directly given by Compact Support Principle from Pucci and Serrin [27 Thoerem 1.1.2].
Existence of a minimizer of the problem (5.5) has been proved in the paper [18, Proposition 2.1] for the case $q < p - 1$. The proof for the case $q \geq p - 1$ is similar to that of the case $q < p - 1$. However some modifications are needed in the proof for the case $q \geq p - 1$, and hence we provide those necessary modifications in Appendix A. Here we recall [18, Proposition 2.1] and extend it for both cases: (i) the case $q < p - 1$ and (ii) the case $q \geq p - 1$.

**Proposition 5.1.** Assume that parameters $p, q$ and $m$ satisfy (1.4). Then there exists a minimizer $u_0$ of $J(u)$ in $X^*_\text{rad}$ such that
\[ J(u_0) = \beta = \inf_{u \in X^*_\text{rad}} J(u), \quad \|u_0\|_{L^{q+1}} = \|u_0\|_{L^{m+1}} = 1, \quad \|\nabla u_0\|_{L^p}^p = \beta. \tag{5.6} \]

The structure of the rest part of this section is similar to that of Section 2. For the parameter range (1.4), in Subsections 5.1 we derive a Pohozaev type identity and use it to prove that the contact angle is zero for the case $q < p - 1$, and thus we derive the Euler-Lagrange equation for critical points of $J(u)$ in $X^*_\text{rad}$ for any $q > 0$. In Subsection 5.2, we show respectively existence and uniqueness of the problem (1.11)-(1.12) and the boundary condition (5.7) and the boundary condition (5.8) in Proposition 5.2; (ii) prove a zero contact angle for $q < p$.

For any $\mu_1, \lambda_1 > 0$, we re-scale $\bar{u}(x)$ as $u_1(y) := \frac{1}{\mu_1} \bar{u}(\frac{y}{\lambda_1})$. Noticing the scaling invariant of $J(u)$ for $u_1 = \frac{1}{\mu_1} \bar{u}(\frac{y}{\lambda_1})$, we have
\[ J(u_1) = J(\bar{u}). \tag{5.9} \]

Hence if $\bar{u}(x) \in X^*_\text{rad}$ is a critical point of $J(u)$, then we obtain that $u_1(y)$ is also a critical point (\(\frac{\delta J(u_1)}{\delta u} = 0\)). Below we choose $\lambda_1, \mu_1$ such that it holds that
\[ \|u_1\|_{L^{q+1}} = \|u_1\|_{L^{m+1}} = 1, \quad \|\nabla u_1\|_{L^p}^p = : a_1. \tag{5.10} \]

Since $u_1 \in X^*_\text{rad}$, it is observed that $u_1(r)$ is continuous in $(0, \infty)$. Denote the support of $u_1$ as $\Omega_1 := \{x \in \mathbb{R}^d | u_1 > 0\}$. Since $u_1(r)$ is a radial decreasing function, one knows that
0 \in \Omega_1 and \Omega_1 = \{ x \in \mathbb{R}^d, |x| < R_1 \}, where R_1 := \inf \{ r > 0 | u_1(r) = 0 \} \in \mathbb{R}^+ \cup \{ +\infty \}. For any radial symmetric function \( \phi \in C_0^\infty (\Omega_1)^2 \), we can show that \( \phi \) be an admissible variation at \( u_1 \), i.e., there is a \( \varepsilon_0 > 0 \) such that for any \( |\varepsilon| < \varepsilon_0 \) one has \( u_1 + \varepsilon \phi \geq 0 \). Then from a direct computation and using (5.10), we have for \( \forall \phi \in C_c^\infty (\Omega_1) \):

\[
\frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} J(u_1 + \varepsilon \phi) = \int_{\mathbb{R}^d} p(|\nabla u_1|^{p-2} \nabla u_1) \cdot \nabla \phi + \left( (\gamma - \frac{p}{2}) a_1 u_1^q - (\gamma + \frac{p}{2}) a_1 u_1^m \right) \phi \, dx = 0.
\]

This implies that \( u_1 \) satisfies the following generalized Lane-Emden equation

\[
\nabla \cdot (|\nabla u_1|^{p-2} \nabla u_1) - \frac{\gamma - p/2}{p} a_1 u_1^q + \frac{\gamma + p/2}{p} a_1 u_1^m = 0 \quad \text{in } \Omega_1.
\] (5.11)

**Step 2. Normalization**

We re-scale function \( u_1 \) as \( u(y) = \frac{1}{\mu} u_1(\frac{y}{\lambda}) \), where \( \mu, \lambda > 0 \) will be defined in (5.12). From (5.9), we know that \( u \) is also a critical point of \( J(u) \) in \( X_{rad}^* \). From (5.11) we deduce that \( u \) satisfies the following equation in \( \Omega := \lambda \Omega_1, R := \lambda R_1 \)

\[
\mu^{p-1} \lambda^p \nabla \cdot (|\nabla u|^{p-2} \nabla u) - \frac{\gamma - p/2}{p} a_1 u^q + \frac{\gamma + p/2}{p} a_1 u^m = 0, \quad \text{in } \Omega.
\]

Taking

\[
\mu = \left( \frac{\gamma - p/2}{\gamma + p/2} \right)^{1/(m-q)} \quad (m > q), \quad \lambda = \left( \frac{\gamma - p/2}{p} \right)^{1/p} \mu^{\frac{q-p+1}{p}} a_1^{1/p},
\] (5.12)

one has

\[
\mu^{p-1} \lambda^p = \frac{\gamma - p/2}{p} a_1 u^q = \frac{\gamma + p/2}{p} a_1 u^m.
\] (5.13)

Hence \( u \) satisfies

\[
\nabla \cdot (|\nabla u|^{p-2} \nabla u) - u^q + u^m = 0, \quad \text{in } \Omega.
\] (5.14)

**Step 3.** In this step, we prove that the critical point \( u \) satisfies the following initial value problem

\[
(|u'|^{p-2} u')' + \frac{d-1}{r} |u'|^{p-2} u' + u^m = u^q, \quad 0 < r < R,
\] (5.15)

\[
u(0) = \alpha, \quad u'(0) = 0,
\] (5.16)

for some \( \alpha > 1 \).

First we claim that \( u(0) > 1 \). If not, we have \( u(0) \leq 1 \). The decreasing property of \( u \) in \( r \) implies that for any fixed \( R_0 > 0, x \in B(0, R_0) \), \( u(x) \leq 1 \). Thus we have

\[
\nabla \cdot (|\nabla u|^{p-2} \nabla u) = u^q (1 - u^{m-q}) \geq 0, \quad \text{in } B(0, R_0),
\] (5.17)

which implies that the maximum of \( \bar{u} \) is reached at \( |x| = R_0 \) by the maximum principles for divergence structure elliptic differential inequalities [27, Theorem 3.2.1]. Since \( u \) is the radial decreasing continuous function, it holds that \( u(x) \equiv u(R) \) in \( B(0, R) \) for any \( R > 0 \). Plugging this constant solution into (5.17), one knows that \( u(x) \equiv 1 \) in \( B(0, R) \) for any \( R > 0 \). Hence \( u(x) \equiv 1 \) in \( \mathbb{R}^d \). It is contradictory to the integrability of \( u \).

\[2\] Notice that for the case \( m = \infty \), the admissible variation \( \phi \) requests \( \phi(0) = 0 \) in Section 2. As a consequence, there is a singularity at \( x = 0 \). Hence the term \( a \delta_{x=0} \) appears in the Euler-Lagrange equations (1.15).
Next, we will prove \( u \) is a smooth function at \( r = 0 \), and satisfies \( u'(0) = 0 \).

In fact, since \( u \) is a radial decreasing, continuous, integrable function and \( u(0) > 1 \), there exists a \( R_0 \) such that \( u(R_0) = 1 \). Let \( \bar{u} = u - 1 \). Then \( \bar{u} \in L^\infty(B(0,R_0)) \) satisfies the following equation

\[
\nabla \cdot (|\nabla \bar{u}|^{p-2} \nabla \bar{u}) = (\bar{u} + 1)^q - (\bar{u} + 1)^m \in L^\infty(B(0,R_0)),
\]

\[
\bar{u}(x) = 0, \quad |x| = R_0.
\]

In [30], the \( C^1_{loc}(B(0,R_0)) \) regularity result is assured to the weak solutions \( u \in W^{1,p}(B(0,R_0)) \cap L^\infty(B(0,R_0)) \) of (5.18). Thus we denote the peak value as \( \alpha = u(0) > 1 \), and we have \( u'(0) = 0 \).

**Step 4.** There exists a finite \( R \) such that \( u(R) = 0 \) for \( q < p - 1 \).

For a radial decreasing non-negative function \( u \in X^*_{rad} \), there only exist two cases: (i) there exists a finite \( R \) such that \( u(R) = 0 \); (ii) \( u(r) > 0 \) for all \( r \geq 0 \), and hence \( u(r) \to 0, u'(r) \to 0 \) as \( r \to \infty \).

Similar to Step 3 in the proof of Proposition 2.1, we show that the second case can not happen by a contradiction. Indeed, if (ii) holds, then \( u > 0 \) is a solution to the following problem

\[
(|u'|^{p-2}u')' + \frac{d-1}{r} |u'|^{p-2}u' + u^m = u^q,
\]

\[
u'(0) = 0, \quad \lim_{r \to \infty} u(r) = 0.
\]

Repeating the process to obtaining (2.20), we have

\[
\frac{p-1}{p} |u'|^p + \frac{m+1}{m+1} - \frac{q+1}{q+1} \geq 0.
\]

(5.22)

By using (5.22) and \( u'(0) = 0 \), we deduce \( u(0) \geq \alpha_c := \left( \frac{m+1}{q+1} \right)^{\frac{1}{m-q}} > 0 \). Thus there is a \( R_0 \geq 0 \) such that \( u(R_0) = \alpha_c \) and \( 0 < u \leq \alpha_c \) for \( r \geq R_0 \). Hence when \( r \geq R_0 \), we solve from (5.22)

\[
u'(r) \leq - \left( \frac{p}{p-1} \right)^{1/p} \left( \frac{u^{q+1}(r)}{q+1} - \frac{u^{m+1}(r)}{m+1} \right)^{1/p}.
\]

(5.23)

Using the method of separation of variables for (5.23) and integrating the result inequality from \( R_0 \) to \( r, r \in (R_0, +\infty) \), we obtain

\[
\int_{\alpha_c}^{u(r)} \frac{du}{\left( \frac{u^{q+1}}{q+1} - \frac{u^{m+1}}{m+1} \right)^{1/p}} \leq \left( \frac{p}{p-1} \right)^{1/p} (R_0 - r) \quad \text{for all } r > R_0,
\]

which gives

\[
r \leq R_0 + \left( \frac{p-1}{p} \right)^{1/p} \int_{u(r)}^{\alpha_c} \frac{du}{\left( \frac{u^{q+1}}{q+1} - \frac{u^{m+1}}{m+1} \right)^{1/p}} \quad \text{for all } r \geq R_0.
\]

(5.24)
Since $0 < u(r) \leq \alpha_c$ for $r \geq R_0$, we have that the right side of (5.24) satisfies

$$\int_{u(r)}^{\alpha_c} \frac{du}{\left( \frac{u^{m+1}}{m+1} + \frac{u^{q+1}}{q+1} \right)^{\frac{m}{p}}} \leq \int_{0}^{\alpha_c} \frac{du}{\left( \frac{u^{m+1}}{m+1} + \frac{u^{q+1}}{q+1} \right)^{\frac{m}{p}}}.$$  

A simple computation leads to

$$\int_{0}^{\alpha_c} \frac{du}{\left( \frac{u^{m+1}}{m+1} + \frac{u^{q+1}}{q+1} \right)^{\frac{m}{p}}} = (m+1)^{\frac{m}{p(m-q)}} \frac{1}{m-q} B \left( \frac{p-1}{p}, \frac{p-(q+1)}{p(m-q)} \right).$$  \tag{5.25}$$

Noticing that $p > 1$, $q < p-1$ and $m > q$, we have that $B \left( \frac{p-1}{p}, \frac{p-(q+1)}{p(m-q)} \right)$ is finite. Taking $r \to +\infty$, we obtain a contradiction from (5.24) and (5.25). Hence the second case can not happen, i.e., there exists a finite $R$ such that $u(R) = 0$.

**Step 5.** Positivity for $q \geq p-1$.

The positivity of solutions to (5.7)-(5.8) is a direct consequence of Compact Support Principle from Pucci and Serrin [27, Theorem 1.1.2]. Here we only need to verify the necessary and sufficient condition for the Compact Support Principle: in the same notations as that in [27], $H(s) = \frac{p-1}{p} s^p$, $F(s) = \frac{u^{q+1}}{q+1} - \frac{u^{m+1}}{m+1}$, $\int_{0}^{\infty} \frac{ds}{\mu^p(F(s))} < \infty$ if and only if $q < p-1$.

We construct an auxiliary energy functional

$$F(u) := \frac{d(p-1)+p}{p} \int_{\mathbb{R}^d} |\nabla u|^p dx - \frac{dm}{m+1} \int_{\mathbb{R}^d} u^{m+1} dx + \frac{dq}{q+1} \int_{\mathbb{R}^d} u^{q+1} dx.$$  \tag{5.26}$$

In the following two lemmas, we prove that for the case $q < p-1$, solutions to (5.7)-(5.8) have a zero contact angle at the boundary of the compact support.

**Lemma 5.1.** Let $\bar{u}(x) \in X_{rad}^*$ be a critical point of $J(u)$. Then there are $\mu_2, \lambda_2 > 0$ such that the re-scaling function $u(x) = \frac{1}{\mu_2} \bar{u}(\frac{x}{\lambda_2})$ is a zero point of the energy functional defined in (5.26), i.e.,

$$F(u) = 0.$$  \tag{5.27}$$

**Proof.** From (5.10), the re-scaling function $u_1(y) = \frac{1}{\mu_1} \bar{u}(\frac{y}{\lambda_1})$, $\mu_1, \lambda_1 > 0$ satisfies

$$1 = \int_{\mathbb{R}^d} u_1^{q+1} dy, \quad 1 = \int_{\mathbb{R}^d} u_1^{m+1} dy, \quad a_1 = \int_{\mathbb{R}^d} |\nabla u_1|^p dy.$$  \tag{5.28}$$

Let $u(y) = \frac{1}{\mu} u_1(\frac{y}{\lambda})$, where $\mu, \lambda > 0$ was defined in (5.12). Then by (5.28) we obtain

$$\int_{\mathbb{R}^d} u_1^{q+1} dy = \frac{\lambda^d}{\mu^{q+1}}, \quad \int_{\mathbb{R}^d} u_1^{m+1} dy = \frac{\lambda^d}{\mu^{m+1}}, \quad \int_{\mathbb{R}^d} |\nabla u_1|^p dy = \frac{a_1 \lambda^{d-p}}{\mu^p}.$$  \tag{5.29}$$

Hence

$$F(u) = \frac{d(p-1)+p}{p} \int_{\mathbb{R}^d} |\nabla u|^p dy - \frac{dm}{m+1} \int_{\mathbb{R}^d} u^{m+1} dy + \frac{dq}{q+1} \int_{\mathbb{R}^d} u^{q+1} dy.$$

$$= \frac{\lambda^d}{\mu^{q+1}} \left( \frac{(d(p-1)+1)}{p} \frac{a_1}{\mu^{p-q-1}} - \frac{dm}{m+1} \frac{1}{\mu^{m-q}} + \frac{dq}{q+1} \right).$$
Using (5.12) and (5.13), we have
\[
\left(\frac{d(p - 1)}{p} + 1\right) \frac{a_1}{\mu^{p-q-1}r^p} - \frac{dm}{m+1} \frac{1}{\mu^{m-q}} + \frac{dq}{q + 1}
= \left(\frac{d(p - 1)}{p} + 1\right) \frac{\gamma - p/2}{\gamma - p} - \frac{dm}{m+1} \frac{\gamma + p/2}{\gamma - p/2} + \frac{dq}{q + 1}
= \frac{1}{\gamma - \frac{p}{2}} \left(d(p - 1) + p - \frac{dm}{m+1} \left(\gamma + \frac{p}{2}\right) + \frac{dq}{q + 1} \left(\gamma - \frac{p}{2}\right)\right) = 0,
\]
where the last equality used the definition (5.4) of \(\gamma\). Hence we obtain (5.27).
\[\square\]

Using (5.12) and (5.29), a simple computation gives the following Corollary.

**Corollary 5.1.** Let \(\bar{u}(x) \in X^*_r\) be a critical point of \(J(u)\). Then for \(\mu_2, \lambda_2 > 0\) defined in Lemma 5.7 the re-scaling function \(u(x) = \frac{1}{\mu_2} \bar{u}(\frac{x}{\lambda_2})\) satisfies the following equalities
\[
\int_{\mathbb{R}^d} u^{q+1} dy = p^{-\frac{d}{p}} (\gamma - \frac{p}{2})^{-\frac{(p-1)d+p-q(d-p)}{p(m-q)}} \left(\gamma + \frac{p}{2}\right)^{1+\frac{(p-1)d+p-q(d-p)}{p(m-q)}} a_1^d, \quad (5.30)
\]
\[
\int_{\mathbb{R}^d} u^{m+1} dy = p^{-\frac{d}{p}} (\gamma - \frac{p}{2})^{-\frac{(p-1)d+p-q(d-p)}{p(m-q)}} \left(\gamma + \frac{p}{2}\right)^{1+\frac{(p-1)d+p-q(d-p)}{p(m-q)}} a_1^d, \quad (5.31)
\]
\[
\int_{\mathbb{R}^d} |\nabla u|^p dy = p^{-\frac{d}{p}} (\gamma - \frac{p}{2})^{-\frac{(p-1)d+p-q(d-p)}{p(m-q)}} \left(\gamma + \frac{p}{2}\right)^{\frac{(p-1)d+p-q(d-p)}{p(m-q)}} a_1^d. \quad (5.32)
\]

**Lemma 5.2.** Let \(u\) be a solution to the initial value problem (5.7)-(5.8). Assume that \(u\) has a touchdown point \(R\) (i.e. \(u(R) = 0\)). Then the following relation between the auxiliary energy functional \(F(u)\) and the contact angle holds
\[
F(u) = \frac{d(p - 1)|B(0, R)|}{p} |u'(R)|^p. \quad (5.33)
\]

**Proof.** Similar to the proof of Lemma 2.2, we still need to introduce a function
\[
H(r) := \frac{p - 1}{p} |u'(r)|^p + \frac{u^{m+1}(r)}{m + 1} - \frac{u^{q+1}(r)}{q + 1}. \quad (5.34)
\]
Then by multiplying \(u'(r)\) to (5.15), we have the following energy-dissipation relation
\[
\frac{dH(r)}{dr} + \frac{d - 1}{r} |u'(r)|^p = 0. \quad (5.35)
\]
Multiplying \(r^d\) to (5.35) and integrating the result equation from 0 to \(R\) (at \(r = 0, u(r)\) is well-define and smooth), one has
\[
R^d H(R) - d \int_0^R r^{d-1} H(r) \, dr + (d - 1) \int_0^R |u'(r)|^p r^{d-1} \, dr = 0.
\]
Noticing that \(H(R) = \frac{p-1}{p} |u'(R)|^p\) from (5.34), then with some simple computations, it holds that
\[
\frac{p - 1}{p} R^d |u'(R)|^p = d \int_0^R r^{d-1} H(r) \, dr - (d - 1) \int_0^R |u'(r)|^p r^{d-1} \, dr
\]
GAGLIARDO-NIRENBERG INEQUALITY

\[(1 - d/p) \int_0^R r^{d-1} |u'(r)|^p \, dr + \frac{d}{(m+1)} \int_0^R r^{d-1} u^{m+1}(r) \, dr \]

\[- \frac{d}{q+1} \int_0^R r^{d-1} u^{q+1}(r) \, dr \]

\[= (1 - d/p) \frac{1}{S_d} \int_{B(0,R)} |\nabla u|^p \, dx + \frac{d}{(m+1)} \frac{1}{S_d} \int_{B(0,R)} u^{m+1} \, dx \]

\[- \frac{d}{q+1} \frac{1}{S_d} \int_{B(0,R)} u^{q+1} \, dx. \]

On the other hand, multiplying \(u\) to (5.14) and integrating in \(B(0,R)\), we get

\[\int_{B(0,R)} u^{q+1} \, dx = - \int_{B(0,R)} |\nabla u|^p \, dx + \int_{B(0,R)} u^{m+1} \, dx. \] (5.37)

By (5.36) and (5.37), we have

\[\frac{p-1}{p} S_d R^d |u'(R)|^p = \frac{(p-d)(q+1) + pd}{p(q+1)} \int_{B(0,R)} |\nabla u|^p \, dx \]

\[- \frac{d(m-q)}{(m+1)(q+1)} \int_{B(0,R)} u^{m+1} \, dx. \] (5.38)

Moreover, using (5.26) and (5.37), we know that

\[\mathcal{F}(u) = \frac{(p-d)(q+1) + pd}{p(q+1)} \int_{B(0,R)} |\nabla u|^p \, dx - \frac{d(m-q)}{(m+1)(q+1)} \int_{B(0,R)} u^{m+1} \, dx. \] (5.39)

Thus (5.38) and (5.39) give (5.33). \(\square\)

Finally, we show that the minimizer of \(J(u)\) in \(X^*_{rad}\) is a solution of the free boundary problem (1.11)-(1.12) up to a re-scaling.

**Proposition 5.3.** Assume \(p > 1, 0 < q < p - 1\) and \(m > q\). Let \(\tilde{u}(x) \in X^*_{rad}\) be a critical point of \(J(u)\). Then there are \(\mu, \lambda > 0\) such that the re-scaling function \(u(y) = \frac{1}{\mu} \tilde{u}(\frac{1}{\lambda} y)\) satisfies the free boundary problem (1.11)-(1.12).

**Proof.** As a direct consequence of (5.33) and \(\mathcal{F}(u) = 0\), one knows that \(u'(R) = 0\). In the other words, the contact angle is zero. \(\square\)

5.2. Existence and uniqueness for the Euler-Lagrange equations. First, we prove existence and uniqueness for the FBP (1.11)-(1.12), \(q < p - 1\) in the following theorem.

**Theorem 5.1.** (Existence and uniqueness) Assume that exponents \(p, m\) and \(q\) satisfy the condition (1.4) and \(q < p - 1\). Then there is a unique solution \(u(r)\) to the free boundary problem (1.11)-(1.12) in \(X^*_{rad}\) and satisfies \(\alpha := u(0) > 1, u(r) > 0\) and \(u'(r) < 0\) for \(0 < r < R\).

**Proof.** From Proposition 5.3, we know that the re-scaling function \(u\) of the minimizer \(\tilde{u}\) of the functional \(J(u)\) in \(X^*_{rad}\) is a solution to the free boundary problem (1.11)-(1.12). Hence existence was proved.
Uniqueness for the case $\sigma > 1$, $0 < q < \sigma - 1$ and $q < m < \sigma$ is proved by [26, Theorem 2]. Since $p > \frac{2d}{d+2}$, we have $\sigma > 1$. Consequently, we obtain that $u$ is a unique solution to the problem \((1.11)-(1.12)\) under the assumptions of Theorem 5.1.

From (i) of Proposition 5.2, we have $\alpha = u(0) > 1$.

Finally, we prove $u'(r) < 0$ for $0 < r < R$. The method for proving this property is standard [23]. For completeness, we provide a simple proof below. If it is not true, then there exists (choice to be the first one) $r_0 \in (0, R)$ such that $u'(r_0) = 0$.

Since $u \in X_{rad}^*$ and $u(R) = 0$, we can show that the extremum points are never reached at the points of $u(r) = 1$. Therefore all extremum points must be either local minimum points ($u''(r) > 0$) or local maximum points ($u''(r) < 0$).

Solving the equation \((1.11)\) gives

$$u'(r) = -\left(\frac{1}{p-1} \int_0^r s^{d-1}(u^m(s) - u^n(s)) \, ds\right)^{\frac{1}{m}}$$

for any $r \in (0, R)$. \hspace{1cm} (5.40)

Thus for any $r$ satisfying $u(r) \geq 1$, \((5.40)\) implies $u'(r) < 0$. Since $u(0) = \alpha_c > 1$, the first extremum point $r_0 > 0$ must be a local minimum point, and satisfies $u(r_0) < 1$.

Since the extremum points must be either local minimum points or local maximum points, the next extremum point after $r_0$ must be a local maximum point, denote $r_1$, which satisfies $u(r_1) > 1$. Continuously, we can order all extremum points as a sequence $r_0$, $r_1$, $r_2$, \ldots, and at those points $u(r)$ satisfies

$$u(r_{2(k-1)}) < 1, \text{ for } k = 1, 2, \ldots \hspace{1cm} (5.41)$$

$$u(r_{2k-1}) > 1, \text{ for } k = 1, 2, \ldots \hspace{1cm} (5.42)$$

Now we claim that the sequence \{$u(r_{2(k-1)})\}_{k=1}^{\infty}$ of local minimum is increasing and the sequence \{$u(r_{2k-1})\}_{k=1}^{\infty}$ of local maximum is decreasing.

From \((5.35)\), we deduce

$$H(r_{2(k-1)}) > H(r_{2k}),$$

i.e.,

$$\frac{1}{m+1} u^{m+1}(r_{2(k-1)}) - \frac{1}{q+1} u^{q+1}(r_{2(k-1)}) > \frac{1}{m+1} u^{m+1}(r_{2k}) - \frac{1}{q+1} u^{q+1}(r_{2k}).$$

Notice that $f(s) = \frac{1}{m+1} s^{m+1} - \frac{1}{q+1} s^{q+1}$ is decreasing function for $s \in (0, 1)$, and $f(s)$ is increasing function for $s \in (1, \infty)$. Hence \((5.41)\) indicates that $u(r_{2(k-1)}) < u(r_{2k})$. In a similar way, we have $u(r_{2k+1}) < u(r_{2k-1})$ by \((5.42)\). In other words, the solution is oscillatory around value $u = 1$ and has decreasing amplitude, and hence it will never touch down. This is a contradiction to the fact $u \in L^{q+1}(\mathbb{R}^d)$. Hence $u > 0$, $u'(r) < 0$ before touching down at $r = R$.

Next we show existence and uniqueness for the problem \((1.13)-(1.14), q \geq p - 1\).

**Theorem 5.2.** (Existence and uniqueness) Assume that exponents $p, m$ and $q$ satisfy the conditions \((1.4)\) and $q \geq p - 1$. Then there is a unique solution $u(r)$ to the problem \((1.13)-(1.14)\) and satisfies $\alpha := u(0) > 1$, $u(r) > 0$ and $u'(r) < 0$ for $0 < r < \infty$. 
Proof. From Proposition 5.2, we know that the critical points of $J(u)$ in $X^*_{rad}$ are solutions satisfying the initial value problem (5.7)-(5.8). Hence the minimizer $u$ of $J(u)$ in $X^*_{rad}$ is a solution to (1.13)-(1.14) and satisfies $\alpha > 1$ and $u(r) \to 0$ as $r \to \infty$.

Similar to the proof of Theorem 5.1 we can verify that the assumptions of this theorem exactly satisfies all the conditions in [26, Theorem 2], hence the solution $u$ to (1.13)-(1.14) is unique.

By Compact Support Principle [27] (see Step 5 of the proof of Proposition 5.2), we know $u(r) > 0$ in $[0, +\infty)$. Since $u \in X^*_{rad}$ and $u(r) \to 0$ as $r \to \infty$, a similar proof to Theorem 5.1 gives that $u'(r) < 0$ for $0 < r < \infty$. □

Corollary 5.2. The set of critical points of $J(u)$ is consisted by minimizers of $J(u)$. Moreover, minimizers are unique up to a re-scaling.

Proof. Without loss of generality, we only prove this Corollary for the case $q < p - 1$. Proposition 5.3 tells us that all critical points of $J(u)$ satisfy the free boundary problem (1.11)-(1.12) up to a re-scaling. By Theorem 5.1 we know that the free boundary problem (1.11)-(1.12) has at most a solution in $X^*_{rad}$. Hence critical points are unique up to a re-scaling. From Proposition 5.1 we know that there is a minimizer for the functional $J(u)$. Thus the set of critical points of $J(u)$ is only consisted by minimizers of $J(u)$. □

5.3. Best constant of the $L^m$-type G-N inequality. In this subsection, we utilize the results from previous subsections to derive the best constant of the $L^m$-type G-N inequality, see the following theorem.

Theorem 5.3. Suppose that $d \geq 1$, parameters $p, q$ and $m$ satisfy (1.4), $u \in L^{q+1}(\mathbb{R}^d)$ and $\nabla u \in L^p(\mathbb{R}^d)$. Then $u \in L^{m+1}(\mathbb{R}^d)$ and satisfies the following $L^m$-type G-N inequality

$$\|u\|_{L^{m+1}} \leq C_{q,m,p} \|u\|_{L^{q+1}}^{1-\theta} \|
abla u\|_{L^p}^\theta, \quad \theta = \frac{pd(m-q)}{(m+1)[d(p-q-1) + p(q+1)]}$$

(5.43)

with the best constant

$$C_{q,m,p} = \theta \frac{\theta}{p} (1-\theta) \frac{d-1}{m+1} M_c \frac{\theta}{q}, \quad M_c = \int_{\mathbb{R}^d} u^{q+1}_{c,m} \ dx.$$  

(5.44)

Here $u_{c,m} \geq 0$ is described by the following two cases

(i) For $q < p - 1$, $u_{c,m}$ is the unique solution for the free boundary problem (1.11)-(1.13) in $X^*_{rad}$, and satisfies $u_{c,m}(r) > 0, u'_{c,m}(r) < 0$ for $0 < r < R$.

(ii) For $q \geq p - 1$, $u_{c,m}$ is the unique positive solution for the problem (1.13)-(1.14) in $X^*_{rad}$, and satisfies $u_{c,m}(r) > 0, u'_{c,m}(r) < 0$ for $0 < r < +\infty$.

Moreover, the equality holds in (5.43) if $f = Au_{c,m}(\lambda|x - x_0|)$ for any real numbers $A > 0, \lambda > 0, x_0 \in \mathbb{R}^d$.

Proof. From Proposition 5.1 we know that there is a minimizer $\tilde{u}_{c,m}$ of the functional $J(u)$ in $X^*_{rad}$ satisfying

$$1 = \int_{\mathbb{R}^d} \tilde{u}_{c,m}^{q+1} \ dx, \ 1 = \int_{\mathbb{R}^d} \tilde{u}_{c,m}^{m+1} \ dx, \ \beta = \int_{\mathbb{R}^d} |\nabla \tilde{u}_{c,m}|^p \ dx.$$  

(5.45)

such that it holds that

$$J(\tilde{u}_{c,m}) = \inf_{u \in X} J(u) = \beta.$$  

(5.46)
For $\mu, \lambda > 0$ defined in (5.12), the re-scaling function $u_{c,m}(x) = \frac{1}{\mu} \tilde{u}_{c,m}(\frac{x}{\lambda})$ satisfies

(i) For $q < p - 1$, $u_{c,m}$ is the unique solution for the free boundary problem (1.11)-(1.12) in $X_{rad}^*$, and satisfies $u_{c,m}(r) > 0$, $u_{c,m}'(r) < 0$ for $0 < r < R$. See Proposition 5.3 and Theorem 5.1.

(ii) For $q \geq p - 1$, $u_{c,m}$ is the unique positive solution for the problem (1.13)-(1.14) in $X_{rad}^*$, and satisfies $u_{c,m}(r) > 0$, $u_{c,m}'(r) < 0$ for $0 < r < +\infty$. See Proposition 5.2 and Theorem 5.2.

Moreover, $u_{c,m}$ satisfies the following equalities from Corollary 5.1.

\[ \int_{\mathbb{R}^d} u_{c,m}^{q+1} dx = p^{-\frac{q}{2}} \left( \gamma - \frac{p}{2} \right)^{-\frac{(p-1)d+p-q(d-p)}{2(p-m-q)}} \left( \gamma + \frac{p}{2} \right)^{-\frac{(p-1)d+p-q(d-p)}{2(p-m-q)}} \beta^\frac{d}{2}. \] (5.47)

Define $M_c := \int_{\mathbb{R}^d} u_{c,m}^{q+1} dx$. Then from (5.47), we have

\[ \beta = p(\gamma - p/2)^{-\frac{(p-1)d+p-q(d-p)}{2(p-m-q)}} - \gamma + p/2)^{-\frac{(p-1)d+p-q(d-p)}{2(p-m-q)}} M_c^\frac{d}{2}. \] (5.48)

Hence for any $u \in X$ the following inequality holds

\[ \left( \int_{\mathbb{R}^d} |u|^{m+1} dx \right)^\frac{\gamma + p/2}{m+1} \leq \frac{1}{\beta} \left( \int_{\mathbb{R}^d} |u|^{q+1} dx \right)^\frac{\gamma - p/2}{q+1} \int_{\mathbb{R}^d} |\nabla u|^p dx. \] (5.49)

Using (5.48) and the re-scaling invariance of $J(u)$, we have $J(Au_{c,m}(\lambda(x-x_0))) = J(u_{c,m}(x)) = J(\tilde{u}_{c,m}(x)) = \beta$. Hence the above equality holds if $u(x) = Au_{c,m}(\lambda(x-x_0))$ for any real numbers $A, \lambda > 0$, $x_0 \in \mathbb{R}^d$.

Denote

\[ \theta = \frac{p}{\gamma + p/2}, \quad 1 - \theta = \frac{\gamma - p/2}{\gamma + p/2}, \] (5.50)

where $\gamma$ is given by (5.4). Thus

\[ C_{q,m,p} = \beta^{-\frac{1}{\gamma + p/2}}. \] (5.51)

Then (5.49) can be recast as (5.43). Using the formulas for $\theta$ and $1 - \theta$ in (5.50), (5.43) is a direct consequence of (5.48) and (5.51).

\[ \square \]

5.4. Remarks on non-radial solutions. Now we prove that critical points of $J(u)$ in the non-radial case also satisfy a free boundary problem, and the $C^2$-solution of the free boundary problem is a radial solution if the region $\Omega$ satisfies some smooth conditions.

**Proposition 5.4.** Let the non-negative function $\tilde{u} \in C(\mathbb{R}^d)$ be a critical point of $J(u)$ and $\tilde{\Omega} = \{ x \in \mathbb{R}^d, \tilde{u}(x) > 0 \}$. Assume $\tilde{\Omega}$ is a bounded open star domain (with respect to the origin) with a smooth boundary $\tilde{\Gamma} = \partial \tilde{\Omega}$. Then there exist $\lambda, \mu > 0$ such that the re-scaling function $u(x) = \frac{1}{\mu} \tilde{u}(\frac{x}{\lambda})$ satisfies the following free boundary problem

\[ \nabla \cdot (|\nabla u|^{p-2}\nabla u) + u^m = u^q, \quad \text{in } \Omega, \] (5.52)

\[ u = \partial_n u = 0, \quad \text{on } \Gamma, \] (5.53)

where $\Omega := \{ x \in \mathbb{R}^d, u(x) > 0 \} = \lambda \tilde{\Omega}$, $\Gamma$ is a smooth boundary of $\Omega$. 

Proof. Similar to Step 1, Step 2 and Step 3 in the proof of Proposition 5.2, there exist \( \lambda, \mu > 0 \) such that
\[
\nabla \cdot (|\nabla u|^{p-2} \nabla u) + u^m = u^q, \quad \text{in } \Omega \tag{5.54}
\]
and it is a zero point of \( F(u) \) defined in (5.26), i.e.,
\[
F(u) = 0. \tag{5.55}
\]

We also know \( \Omega \) is a bounded open star domain with respect to 0. Let \( n \) be the unit outward normal vector to \( \Gamma \). Hence \( x \cdot n > 0 \) on \( \Gamma \).

Noticing that \( u = 0 \) on \( \Gamma \), \( u > 0 \) in \( \Omega \), one has
\[
\nabla u = -|\nabla u|n. \tag{5.56}
\]

Below we show the following Pohozaev type identity connecting the energy functional to the contact angle
\[
F(u) = \left( 1 - \frac{1}{p} \right) \int_{\Gamma} (x \cdot n)|\nabla u|^p \, ds. \tag{5.57}
\]

Indeed, multiplying \( \nabla \cdot (xu) \) to (5.54), one has
\[
\int_{\Omega} \nabla \cdot (xu) \nabla \cdot (|\nabla u|^{p-2} \nabla u) \, dx = \int_{\Omega} \nabla \cdot (xu)(u^q - u^m) \, dx. \tag{5.58}
\]

Notice that
\[
\int_{\Omega} \nabla \cdot (xu)(u^q - u^m) \, dx = -\int_{\Omega} (xu) \cdot \nabla (u^q - u^m) \, dx
= \frac{dq}{q+1} \int_{\Omega} u^{q+1} - \frac{dm}{m+1} \int_{\Omega} u^{m+1} \, dx. \tag{5.59}
\]

Using (5.56), we have
\[
\int_{\Omega} \nabla \cdot (xu) \nabla \cdot (|\nabla u|^{p-2} \nabla u) \, dx
= -\int_{\Omega} \nabla \nabla \cdot (xu) \cdot (|\nabla u|^{p-2} \nabla u) \, dx + \int_{\Gamma} \nabla \cdot (xu)|\nabla u|^{p-2} \partial_n u \, ds
= \left( \frac{d}{p} - \frac{d+1}{p} \right) \int_{\Omega} |\nabla u|^p \, dx + \left( 1 - \frac{1}{p} \right) \int_{\Gamma} (x \cdot n)|\nabla u|^p \, ds. \tag{5.60}
\]

Hence from (5.58), (5.59), (5.60) and the definition (5.26) of \( F(u) \), we have
\[
F(u) = \left( 1 - \frac{1}{p} \right) \int_{\Gamma} (n \cdot x)|\nabla u|^p \, ds,
\]

i.e., (5.57) holds true.

Since \( F(u) = 0 \) and \( n \cdot x > 0 \), we know that
\[
\partial_n u = \nabla u \cdot n = 0 \quad \text{a.e. on } \Gamma.
\]

Summarizing above process, \( u \) satisfies the free boundary problem
\[
\nabla \cdot (|\nabla u|^{p-2} \nabla u) + u^m = u^q \quad \text{in } \Omega,
\]
\[
u = \partial_n u = 0 \quad \text{a.e. on } \Gamma.
\]
Proposition 5.5. Let \( (u, \Omega = \{x \in \mathbb{R}^d, u(x) > 0\}) \) be a solution to the free boundary problem (5.52)-(5.53). Assume \( u \in C^2(\Omega), \Omega \) is a bounded open domain with \( C^2 \) boundary (not be assumed simply connected). Then \( \Omega \) is a ball and \( u \) is radial symmetric about its center.

Proof. The proof of Proposition 5.5 is a direct application for [27, Theorem 8.3.2] with \( A(z, s) = s^{p-2}, f(z,s) = z^m - z^q \) (the notations are used in [27]), all conditions in Theorem 8.3.2 are satisfied here.

\[
\text{8.3.2 are satisfied here.}
\]

6. Closed form solutions with compact support for \( q < p - 1 \)

When \( q < p - 1 \), we know that \( u_{c,m} \) is the unique solution to the free boundary problem (1.11)-(1.12) as that discussed in Theorem 5.1. In this section we derive and document some closed form solutions \( u_{c,m} \) for some special parameters \( d, q, m \) and \( p \).

Theorem 6.1. Suppose \( d = 1, p > 1 \) and \( 0 < q < \min\{p-1, m\} \). Then \( u_{c,m} \) possesses the following closed form

\[
u_{c,m}(r) = \left(\frac{m+1}{q+1}\right) B^{-1}\left(\frac{p-1-q}{p(m-q)}, \frac{1}{1-p}\right) \frac{1}{m-q}, \quad 0 \leq r \leq R,
\]

where

\[
R = \left(\frac{p-1}{p}\right)^{1/p} \left(\frac{m+1}{q+1}\right) \frac{p-q-1}{p(m-q)} \frac{q+1}{m-q} \frac{1}{m-q} \frac{1}{p(m-q)} \frac{p-q}{p(m-q)},
\]

and \( \bar{C} \) is a constant given by

\[
\bar{C} := \left(\frac{p}{p-1}\right)^{1/p} \left(\frac{p-q-1}{p(m-q)} \frac{q+1}{m-q} \frac{1}{m-q} \frac{1}{p(m-q)} \frac{p-q}{p(m-q)}\right),
\]

and \( u_{c,m}(0) = \left(\frac{m+1}{q+1}\right)^{1/(m-q)} =: \alpha_c \) is the inverse function of the incomplete beta function \( B(x;a,b) \), which is defined as

\[
B(x;a,b) = \int_0^x t^{a-1}(1-t)^{b-1} dt.
\]

The best constant \( C_{q,m,p} \) in (5.44) has an exact value, which is given by

\[
C_{q,m,p} = \left(\frac{2^p(p-1)^{1-p}p_{m-q}}{(m-q)^{2p-1}p_{m-q}} \frac{q+1}{\eta_1} B(p(m-q), \eta_2) \frac{2p-1}{p}\right)^{-\ell},
\]

where \( \ell \) is defined by (1.22), and

\[
\eta_1 = (p-1)(m+1)+p, \quad \eta_2 = (p-1)(q+1)+p.
\]

Proof. Let us recall the equation (1.11)-(1.12) for \( d = 1 \) as

\[
(|u'|^{p-2}u')' + u^m = u^q, \quad 0 < r < R,
\]

\[
u'(0) = 0, \quad u(R) = u'(R) = 0.
\]
By the energy functional \((5.34)\) and the energy-dissipation relation \((5.35)\), we know that for \(d = 1\), \((6.7)\) possesses a first integral and it is a constant, i.e.,

\[
\frac{p - 1}{p} |u'|^p + \frac{u^{m+1}}{m+1} - \frac{u^{q+1}}{q+1} = C. \tag{6.9}
\]

Due to \(u(R) = u'(R) = 0\), then \(C = 0\). Hence the conditions \(u(0) = \alpha_c\) and \(u'(0) = 0\) imply

\[
\frac{\alpha_c^{m+1}}{m+1} - \frac{\alpha_c^{q+1}}{q+1} = 0, \quad \text{i.e.,} \quad \alpha_c = \left(\frac{m+1}{q+1}\right)^{\frac{1}{m-q}} > 1. \tag{6.10}
\]

Solving \((6.9)\) gives

\[
u'(r) = -\left(\frac{p}{p-1}\right)^{1/p} \left(\frac{u^{q+1}(r)}{q+1} - \frac{u^{m+1}(r)}{m+1}\right)^{1/p} . \tag{6.11}
\]

Using the method of separation of variables for \((6.11)\) and integrating the result equality in \((r, R)\), we have

\[
\int_0^{u(r)} \frac{ds}{\left(\frac{s^{m+1}}{m+1} + \frac{s^{q+1}}{q+1}\right)^{\frac{1}{p}}} = \left(\frac{p}{p-1}\right)^{\frac{1}{p}} (R-r). \tag{6.12}
\]

In \((6.12)\), taking \(r = 0\), some computations give

\[
R = \left(\frac{p - 1}{p}\right)^{\frac{1}{p}} (m+1) \frac{p(m-q)}{m} (q+1) \frac{q}{p} \frac{p-1}{p(m-q)} B \left(1 - \frac{p}{p'}, \frac{p-q-1}{p(m-q)}\right),
\]

which is exactly \((6.2)\). Hence if \(p > 1, 0 < q < \min\{p-1, m\}\), we have \(B \left(1 - \frac{1}{p'}, \frac{p-q-1}{p(m-q)}\right) < \infty\). Moreover, solving \((6.12)\), it is deduced that

\[
u_{c,m}(r) = \left(\frac{m+1}{q+1} B^{-1} \left(\tilde{C}(R-r); \frac{p-q-1}{p(m-q)}, 1 - \frac{1}{p}\right)\right)^{\frac{1}{m-q}},
\]

where \(\tilde{C}\) is given by \((6.3)\). Hence the formula \((6.1)\) holds.

Now we will derive the best constant \(C_{q,m,p}\) by computing the minimum \(\beta\) of the functional \(J(u)\) for \(d = 1\). Similar to \((5.47)\), from Corollary \(5.1\) we also have

\[
\int_{\mathbb{R}^d} |\nabla u_{c,m}|^p dx = p^{1-d}\frac{d}{p} (\gamma - \frac{p}{2})^{1-d} \left(\frac{p}{p(m-q)}\right)^{\frac{d}{p}} \left(\gamma + \frac{p}{2}\right) \left(\frac{p}{p(m-q)}\right)^{\frac{d}{p}} (1 - C_0)^{\frac{d}{p}}. \tag{6.13}
\]

Due to \((5.3)\), we deduce

\[
\gamma - \frac{p}{2} = \frac{(p-1)(m+1)+p}{m-q}, \quad \gamma + \frac{p}{2} = \frac{(p-1)(q+1)+p}{m-q}. \tag{6.14}
\]

Hence by \((6.14)\), the right side of \((6.13)\) can be written as

\[
p^{1-d}\frac{d}{p} (\gamma - \frac{p}{2})^{1-d} \left(\frac{p}{p(m-q)}\right)^{\frac{d}{p}} \left(\gamma + \frac{p}{2}\right) \left(\frac{p}{p(m-q)}\right)^{\frac{d}{p}} (1 - C_0)^{\frac{d}{p}}
\]

\[
= p^{1-d}\left(\frac{(p-1)(m+1)+p}{m-q}\right)^{\frac{d}{p}} \left(\frac{p-1}{m-q}\right)^{\frac{d}{p}} (1 - C_0)^{\frac{d}{p}}. \tag{6.15}
\]
where $C_0 := \frac{(p-1)d+p-q(d-p)}{p(m-q)}$. On the other hand, we compute the left side of (6.13)

$$
\int_{\mathbb{R}^d} |\nabla u_{c,m}|^p \, dx = \int_{-R_c}^{R_c} |u'_{c,m}|^{p-2} u'_{c,m} \cdot u_{c,m} \, dx
$$

$$
= -2 \int_{-R_c}^{R_c} |u'_{c,m}|^{p-2} u'_{c,m} \, du_{c,m}
$$

$$
= 2 \int_{0}^{\alpha_c} \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \left( \frac{u'^1}{q+1 - \frac{m+1}{p(m-q)}} \right)^{\frac{p-1}{p}} du
$$

$$
= \frac{2 \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} (m+1)^{\frac{p+(p-1)(q+1)}{p(m-q)}}}{(m-q)(q+1)} \mathcal{B} \left( \frac{p + (p-1)(q+1)}{p(m-q)}, \frac{2p-1}{p} \right). \quad (6.16)
$$

Then (6.13), (6.15) and (6.16) imply

$$
\beta = \frac{2^p (p-1)^{1-p} \eta_1^{1-p} \eta_2^{\frac{p-1}{p(m-q)}} \mathcal{B} \left( \frac{\eta_2}{p(m-q)}, \frac{2p-1}{p} \right)}{(m-q)^{2p-1} \eta_2^{\frac{p-1}{p}}}. \quad (6.17)
$$

Using the relation $C_{q,m,p} = \beta = \frac{1}{1+r^{p-1}}$ in (5.51), then we obtain (6.5).

Furthermore, from (5.48) we can obtain for $d = 1$

$$
M_c = \frac{2(p-1)^{\frac{1-p}{p}} [(p-1)(m+1) + p](m+1)^{\frac{p+(p-1)(q+1)}{p(m-q)}}}{p^1/p (m-q)^{2(q+1)}} \mathcal{B} \left( \frac{p + (p-1)(q+1)}{p(m-q)}, \frac{2p-1}{p} \right).
$$

Remark 6.1. When $r \to R$, from (6.12) we have that $u(r) \sim C(R-r)^\alpha$, $\alpha = \frac{p}{p-q-1} > 1$,

$$
C = \left( \frac{p-q-1}{p} \right)^{\frac{p-1}{p}} \left( \frac{p}{p-1(q+1)} \right)^{\frac{1}{p-1}}. \quad \text{Hence } u(R) = u'(R) = 0 \text{ and the equation (6.7)- (6.8) holds in the distribution sense in } \mathbb{R}^d.
$$

Theorem 6.2. Suppose $d = 1$, $p > 1$, $0 \leq q < p - 1$, and $\frac{p-1-q}{p(m-q)} = 1$, then $u_{c,m}$ is given by the following Barenblatt profile:

$$
u_{c,m} = \left( \frac{m+1}{q+1} \right)^{\frac{1}{m-q}} \left[ 1 - \left( \frac{p-1}{p} C \right)^{\frac{p}{p-1}} \right]^{\frac{1}{m-q}}, \quad 0 \leq r < R,
$$

where $\bar{C}$ is defined by (6.3) and $R$ is defined in (6.2) and it satisfies $u_{c,m}(R) = 0$. The best constant is given by

$$
C_{q,m,p} = \frac{(p-m-1)^{\frac{2p-1}{p}q} [p(m+1)]^{\frac{1}{m+1}}}{[2(p-1)]^\theta \eta_1^{\frac{p}{p(m+1)^q}}} \mathcal{B} \left( \frac{(m+1)(p-1)}{p-m-1}, \frac{2p-1}{p} \right)^{-\theta}, \quad (6.19)
$$

where $\theta = \frac{p-m-1}{p-1(m+1)}$ and $\eta_1$ is defined by (6.6).
Proof. In (6.1), taking $\frac{q-1}{p(m-q)} = 1$, we have

$$u_{c,m}(r) = \left(\frac{m+1}{q+1}B^{-1}\left(\overline{C}(R-r); 1, 1 - \frac{1}{p}\right)\right)^{\frac{1}{m-q}}, \quad 0 \leq r \leq R. \quad (6.20)$$

Noticing that

$$B \left( x; 1, 1 - \frac{1}{p}\right) = \int_0^x (1-t)^{-\frac{1}{p}} dt = \frac{p}{p-1}\left(1 - \left(1 - x\right)^{\frac{p-1}{p}}\right),$$

we deduce its inverse function

$$B^{-1} \left((x; 1, 1 - \frac{1}{p}\right) = 1 - \left(\frac{p-1}{p}\right)x^{\frac{p}{p-1}}.$$

Hence from (6.20), we easily get

$$u_{c,m}(r) = \left(\frac{m+1}{q+1}\left(1 - \left(1 - \frac{p-1}{p}\left(\overline{C}(R-r)\right)^{\frac{p}{p-1}}\right)\right)^{\frac{1}{m-q}}, \quad 0 \leq r \leq R. \quad (6.21)$$

On the other hand, using (6.2) and (6.3), we deduce

$$R\overline{C} = B \left(1 - \frac{1}{p}, 1\right) = \frac{p}{p-1}. \quad (6.22)$$

Therefore, (6.21) and (6.22) imply that (6.18) holds.

Furthermore, in the special case $\frac{q-1}{p(m-q)} = 1$ and $d = 1$, we can compute that

$$q = \frac{pm - p + 1}{p - 1}, \quad q + 1 = \frac{pm}{p - 1}, \quad m - q = \frac{p - m - 1}{p - 1}, \quad \ell = \frac{p - m - 1}{p(p - 1)(m + 1)^2}.$$

Thus from (6.5), we can compute that the best constant $C_{q,m,p}$ can be expressed by (6.19).

**Remark 6.2.** In the paper [12], Del Pino and Dolbeault derived the best constant $\overline{C}_{q,m,p}$ (see (1.25)) by a variational method for a differential functional in sum form $(I_2(u)$ below) in the case $d \geq 2$ and $q = \frac{pm - p + 1}{p - 1}$. We will discuss the relation between the two functionals $I_2(u)$ and $I_2(u)$ below.

Formally, if we take $d = 1$ in (1.25), we find that $\overline{C}_{q,m,p}$ exactly equals to $C_{q,m,p}$ given in (6.19). Detail verifications are provided in Proposition B.1 of Appendix B. In other words, we extend the results to the dimension $d = 1$.

Let

$$I_1(u) = \frac{\|\nabla u\|_{L^p}^p\|u\|_{L^{q+1}}^{1-\theta}}{\|u\|_{L^{m+1}}^{\theta}}, \quad I_2(u) = \frac{\frac{1}{p}\|\nabla u\|_{L^p}^p + \frac{1}{q+1}\|u\|_{L^{q+1}}^{q+1}}{\|u\|_{L^{m+1}}^a},$$

where $a = \frac{(m+1)(d+p+1)(q+1)}{dp + p(m+1) - d(q+1)}$. Indeed, if the both functionals $I_1(u)$ and $I_2(u)$ have minimizers, then minimizers of the functional $I_2(u)$ must be minimizers of the functional $I_1(u)$, see the following two lemmas.

**Lemma 6.1.** Let $u \in X$, where $X$ is given by (5.1), then there is $\lambda > 0$ such that $u$ and the corresponding re-scaling function $u_{\lambda} = \lambda^{-\frac{m+1}{m+1}} u \left(\frac{\cdot}{\lambda}\right)$ satisfy

$$K \Gamma^a_1(u) = \min_\lambda I_2(u_{\lambda}), \quad (6.23)$$
where the exponent \( a = \frac{(m+1)(dp+(p-d)(q+1))}{dp+p(m+1)-(d(q+1))} \) and the constant \( K \) will be determined by (6.25) below.

**Proof.** Noticing that \( \|u_\lambda\|_{L^{m+1}} = \|u\|_{L^{m+1}} \) due to \( u_\lambda(x) = \lambda^{-d/m+1} u(\frac{x}{\lambda}) \). Then we deduce

\[
I_2(u_\lambda) = \left( \frac{1}{p} \lambda^{-\alpha} \|\nabla u\|_{L^p}^p + \lambda^\beta \frac{1}{q+1} \|u\|_{L^{q+1}}^{q+1} \right) \|u\|_{L^{m+1}}^a, \tag{6.24}
\]

where \( \alpha := \frac{pd}{m+1} + p - d \) and \( \beta := d - \frac{q+1}{m+1} d \). For fixed \( u \in X \), denote

\[
f(\lambda) := \frac{1}{p} \lambda^{-\alpha} \|\nabla u\|_{L^p}^p + \lambda^\beta \frac{1}{q+1} \|u\|_{L^{q+1}}^{q+1}.
\]

To compute the minimum of \( f(\lambda) \), solving \( f'(\lambda) = 0 \) gives that

\[
\lambda = \left( \frac{\alpha(q+1)}{p^\beta} \left( \frac{1}{\|u\|_{L^{q+1}}^{q+1}} \right)^{\frac{1}{\alpha+\beta}} \right) \|u\|_{L^{m+1}}^a
\]

and hence

\[
\min_\lambda f(\lambda) = \frac{\alpha + \beta}{p^\beta} \left( \frac{\alpha(q+1)}{p^\beta} \right)^{-\frac{\alpha}{\alpha+\beta}} \|\nabla u\|_{L^p}^p \|u\|_{L^{q+1}}^a \tag{6.25}
\]

Defining

\[
K := \frac{\alpha + \beta}{p^\beta} \left( \frac{\alpha(q+1)}{p^\beta} \right)^{-\frac{\alpha}{\alpha+\beta}} \tag{6.25}
\]

and noticing the facts:

\[
\frac{p^\beta}{\alpha + \beta} = a\theta, \quad \frac{\alpha(q+1)}{\alpha + \beta} = a(1 - \theta),
\]

we obtain (6.23).

\[\square\]

**Lemma 6.2.** Let \( u_\infty \) be a minimizer of the functional \( I_2(u) \). Then it holds that

\[
I_1(u_\infty) \leq I_1(u) \quad \text{for any } u \in X. \tag{6.26}
\]

**Proof.** Since \( u_\infty \) is a minimizer of the functional \( I_2(u) \), then for any \( u \in X \), they hold that

\[
I_2(u_\infty) \leq I_2(u), \quad I_2(u_\infty) \leq I_2(u_\lambda) \quad \text{for any } \lambda > 0.
\]

Thus we have

\[
I_2(u_\infty) \leq \min_\lambda I_2(u_\lambda). \tag{6.27}
\]

In particular, taking \( u = u_\infty \) in (6.27) gives

\[
I_2(u_\infty) \leq \min_\lambda I_2(u_\infty, \lambda). \tag{6.28}
\]

On the other hand, let \( \lambda_0 = 1 \), we know that

\[
I_2(u_\infty) = I_2(u_\infty, \lambda_0) \geq \min_\lambda I_2(u_\infty, \lambda). \tag{6.29}
\]

Hence (6.28) and (6.29) imply

\[
I_2(u_\infty) = \min_\lambda I_2(u_\infty, \lambda). \tag{6.30}
\]
Together with (6.27) and (6.23), we deduce
\[ KI^p_1(u_\infty) = \min_{\lambda} I_2(u_{\infty, \lambda}) = I_2(u_{\infty}) \leq \min_{\lambda} I_2(u_{\lambda}) = KI^p_1(u), \]
which means that (6.26) holds.
\[ \square \]

We remark in the following lemma that the form of Barenblatt profile (6.18) is also preserved on the \( p \)-Laplace operator in higher dimensions. This fact provides a closed-form solution for the free boundary problem (1.11)-(1.12) with some special parameters \( p, q \) and \( m \), see Lemma 6.4.

**Lemma 6.3.** Let \( H(r) = \left( R^{\frac{p}{p-1}} - r^{\frac{p}{p-1}} \right)^{\alpha} \), \( \alpha > 1 \). Then \( H(r) \) satisfies the following equation
\[ \Delta_p H = AH^{\frac{(\alpha-1)(p-1)-1}{\alpha}} - BH^{\frac{(\alpha-1)(p-1)-1}{\alpha}}, \tag{6.31} \]
where \( A = (p-1)(\alpha-1) \left( \frac{p}{p-1} \right)^p \alpha^{p-1} R^{\frac{p}{p-1}} \) and \( B = (d + p(\alpha-1)) \left( \frac{p}{p-1} \right)^{p-1} \alpha^{p-1} \).

**Proof.** For \( r < R \), a direct computation gives that
\[ H'(r) = -\alpha \frac{p}{p-1} R^{\frac{p}{p-1}} \left( R^{\frac{p}{p-1}} - r^{\frac{p}{p-1}} \right)^{\alpha-1}, \tag{6.32} \]
\[ |H'(r)|^{p-2} H'(r) = - \left( \frac{p}{p-1} \right)^{p-1} r \left( R^{\frac{p}{p-1}} - r^{\frac{p}{p-1}} \right)^{\alpha-1} \left( p - (\alpha-1) \right), \tag{6.33} \]
\[ (|H'(r)|^{p-2} H'(r))' = (p-1)(\alpha-1) \left( \frac{p}{p-1} \right)^p \alpha^{p-1} r^{\frac{p}{p-1}} \left( R^{\frac{p}{p-1}} - r^{\frac{p}{p-1}} \right)^{\alpha-1} \left( p - (\alpha-1) \right) - \alpha^{p-1} \left( \frac{p}{p-1} \right)^{p-1} \left( R^{\frac{p}{p-1}} - r^{\frac{p}{p-1}} \right)^{\alpha-1} \left( p - (\alpha-1) \right). \tag{6.34} \]

Hence
\[ \Delta_p H = (|H'(r)|^{p-2} H'(r))' + \frac{d-1}{r} |H'(r)|^{p-2} H'(r) \]
\[ = (p-1)(\alpha-1) \left( \frac{p}{p-1} \right)^p \alpha^{p-1} r^{\frac{p}{p-1}} \left( R^{\frac{p}{p-1}} - r^{\frac{p}{p-1}} \right)^{\alpha-1} \left( p - (\alpha-1) \right) - \alpha^{p-1} \left( \frac{p}{p-1} \right)^{p-1} \left( R^{\frac{p}{p-1}} - r^{\frac{p}{p-1}} \right)^{\alpha-1} \left( p - (\alpha-1) \right). \tag{6.35} \]

Noticing that (6.32) gives \( H(R^-) = H'(R^-) = 0 \), then (6.31) holds in the distribution sense in \( \mathbb{R}^d \).
\[ \square \]

**Lemma 6.4.** Assume \( p > 1 \) and \( 0 \leq q < p - 1 \). Let \( m = \frac{(q+1)(p-1)}{p} \) and \( \alpha = \frac{p-1}{p-m-1} \), then it holds
\[ \Delta_p H = AH^q - BH^m. \]

Furthermore, take
\[ R = m^{-\frac{p-1}{p}} \frac{d}{(m+1)\theta}, \quad K = \left( \frac{d}{(m+1)\theta} \right)^{\frac{1}{m-p+1}} \left( \frac{p}{p-m-1} \right)^{\frac{p-1}{m-p+1}}, \tag{6.36} \]
where $\theta$ is defined by (1.2). Then
\begin{equation}
  u_{c,m}(r) := KH(r) = K \left( R^{\frac{p}{p-1}} - r^{\frac{p}{p-1}} \right)^\alpha
\end{equation}
is the unique radial non-negative solution for the following problem
\begin{equation}
  \Delta_p u = u^q - u^m
\end{equation}
with $u'(0) = 0$ and $u'(R) = u'(R) = 0$.

Proof. From $m = \frac{(q+1)(p-1)}{p}$ and $\alpha = \frac{p-1}{p-1-q}$, which means $\alpha = \frac{p}{p-1-q} > 1$. Thus we deduce
\begin{equation}
  \frac{(\alpha - 1)(p-1)}{\alpha} = m, \quad \frac{(\alpha - 1)(p-1)}{\alpha} - 1 = q.
\end{equation}
Hence (6.35) implies that
\begin{equation}
  \Delta_p H = AH^q - BH^m.
\end{equation}
Finally, we can directly verify that $u_{c,m}$ is the solution of (6.38) and satisfies boundary conditions. \hfill \Box

Remark 6.3. Assume that $p > 1$, $0 \leq q < p - 1$ and $m = \frac{(q+1)(p-1)}{p}$. For $u_{c,m}$ defined in (6.37), we have (see Lemma B.1)
\begin{equation}
  M_c := \int_{\mathbb{R}^d} u_{c,m}^{q+1} dx = d \alpha(d)K^{q+1}R^{d+\frac{mp^2}{(p-1)(p-1)}} \frac{p-1}{p} B \left( \frac{d(p-1)}{p}, \frac{pm}{p-m-1} + 1 \right)
\end{equation}
and the best constant is given by
\begin{equation}
  C_{q,m,p} = \left( 1 - \frac{\theta}{\theta} \right)^{\frac{1}{p}} (1 - \theta)^{-\frac{1}{m+1}} M_c^\frac{\theta}{2}, \quad \theta = \frac{(p-1-m)d}{(m+1)[d(p-m-1) + pm]}.
\end{equation}
We recover the best constant given by Del Pino and Dolbeault in their celebrated work [12, Theorem 3.1]. See Lemma B.2 in Appendix B for detail verification.

Theorem 6.3. If $q = 0$, $m = 1$, $p > 1$ and $d \geq 1$, then the following inequality holds
\begin{equation}
  \|u\|_{L^2} \leq C_{0,1,p} \|u\|_{L^1}^{1-\theta} \|\nabla u\|_{L^p}^{\theta}, \quad \theta = \frac{pd}{2(dp+p-d)}.
\end{equation}
Here $C_{0,1,p}$ is the best constant given by
\begin{equation}
  C_{0,1,p} = \theta^{-\frac{p}{p}} (1 - \theta)^{\frac{p}{p} - \frac{1}{2}} R^{-\theta} \omega_d^{\frac{p}{d}},
\end{equation}
where $\omega_d$ is the volume of the $d$-dimension unit ball $B_1$, $R$ is the first touch down point of $u_{c,m}$, where $u_{c,m}$ is the unique solution to the free boundary problem (1.11)-(1.12). Particularly for $p = 2$, $R^2$ is also the first eigenvalue of the Laplace operator with Neumann boundary in the ball $B_1$, and $C_{0,1,2}$ is consistent with the best constant of Nash’s inequality, see [7].

Proof. In (5.43), taking $q = 0$, $m = 1$, $p > 1$ and $d \geq 1$, we can obtain (6.42) with the best constant $C_{0,1,p}$:
\begin{equation}
  C_{0,1,p} = \theta^{-\frac{p}{p}} (1 - \theta)^{\frac{p}{p} - \frac{1}{2}} M_c^\frac{\theta}{2}, \quad M_c = \int_{\mathbb{R}^d} u_{c,m} dx.
\end{equation}
Since $u_{c,m}$ satisfies the free boundary problem
\begin{equation}
(|u'|^{p-2}u') + \frac{d-1}{r}|u'|^{p-2}u = 1 \quad \text{for} \ 0 < r < R,
\end{equation}
\begin{equation}
\quad u'(0) = 0, \quad u(R) = u'(R) = 0,
\end{equation}
then a simple computation gives
\begin{equation}
\int_{B(0,R)} u_{c,m} \, dx = \int_{B(0,R)} 1 \, dx = \omega_d R^d.
\end{equation}
Hence from (6.44) and (6.47), we deduce (6.43).

For this case $u_{c,m}$ is the solution to
\begin{equation}
(|u'|^{p-2}u') + \frac{d-1}{r}u' + u = 1 \quad \text{for} \ 0 < r < R,
\end{equation}
\begin{equation}
\quad u'(0) = 0, \quad u(R) = u'(R) = 0
\end{equation}
It is directly verified that $\lambda = R^2$ and $u(r) = 1 - u_{c,m}(Rr)$ are the first eigenvalue and the corresponding eigenfunction of the Laplace operator with Neumann boundary in the ball $B_1$. The best constant $C_{0,1,2}$ is exactly same as the best constant of Nash’s inequality, see [7]. This completes the proof of Theorem 6.3. 

## 7. Closed form positive solutions for $q \geq p - 1$

When $q \geq p - 1$, we know that $u_{c,m}$ is the unique positive solution to the problem (1.13)-(1.14) from the Compact Support Principle [27] as that discussed in the introduction. In this section we derive and document some closed form solutions $u_{c,m}$ for some special parameters $d, q, m$ and $p$.

**Theorem 7.1.** Suppose $d = 1$, $p > 1$ and $p - 1 \leq q < m$. Then $u_{c,m}$ possesses the following closed form
\begin{equation}
u_{c,m}(r) = \left(\frac{m + 1}{q + 1}\right)^{\frac{1}{m-q}} \left(1 - \bar{C} r^{\frac{p - 1}{p}} \left[1 - \frac{1}{p} \frac{p - 1 - q}{p(m - q)}\right]^{\frac{1}{m-q}}\right), \quad r \geq 0,
\end{equation}
where $\bar{C}$ is given by (6.3). The best constant $C_{q,m,p}$ is still given by (6.5).

Moreover, for $m > 2q + 1$ there is $r_* > 0$ (it is independent of $m$) such that $u_{c,m}$ satisfies the following estimates
\begin{itemize}
\item for $q > p - 1$, it holds that
\begin{equation}
u(r) + r |u'(r)| \leq C r^{\frac{p}{q+1-p}}, \quad \text{for} \ r \geq 2r_*,
\end{equation}
\item for $q = p - 1$, it holds that
\begin{equation}
u(r) \leq e^{-C r}, \quad \text{for} \ r \geq 2r_*,
\end{equation}
\end{itemize}
where $C$ is a constant independent of $m$. 

GAGLIARDO-NIRENBERG INEQUALITY
Proof. Integrating (6.11) from 0 to \( r \) for any \( r \in (0, \infty) \), we deduce
\[
\left( \frac{p}{p-1} \right)^{1/p} r = \frac{(q+1)^{1/p}}{m-q} \left( \frac{m+1}{q+1} \right)^{\frac{p-q-1}{p(m-q)}} \int_0^{1-q/m+1} y^{1/p-1} dy
\]
\[
= \frac{(q+1)^{1/p}}{m-q} \left( \frac{m+1}{q+1} \right)^{\frac{p-q-1}{p(m-q)}} B \left( 1 - \frac{q+1}{m+1}, 1 - \frac{1}{p} \right) \left( \frac{p-q-1}{p(m-q)} \right).
\]
Hence we solve \( u_{\epsilon,m}(r) \) given by (7.1) with \( C \) given in (6.3).

The same process to (6.13)-(6.17) shows that the best constant \( C_{q,m,p} \) given by (6.5).

Now we prove the decay properties of \( u_{\epsilon,m} \). Since \( u(r) \to 0 \) as \( r \to \infty \), then there exists a \( 0 < r_0 < \infty \) such that \( u(r_0) = 1 \). From (7.4), we have
\[
\left( \frac{p}{p-1} \right)^{1/p} r_0 = \frac{(q+1)^{1/p}}{m-q} \left( \frac{m+1}{q+1} \right)^{\frac{p-q-1}{p(m-q)}} \int_0^{1-q/m+1} y^{1/p-1} dy,
\]
which means that
\[
0 < r_0 \leq \left( \frac{p}{(p-1)(q+1)} \right) \left( \frac{m+1}{m-q} \right)^{1/p}.
\]
By (7.5), we deduce if \( m > 2q+1 \), then \( 0 < r_0 < 2 \left( \frac{p}{(p-1)(q+1)} \right)^{1/p} =: r_\ast \). Since \( r'(r) < 0 \) for \( r > 0 \), we have \( 0 < u(r) < 1 \) for \( r \geq r_\ast \), hence
\[
u^{q+1}_\ast - u^{q+1}_\ast \geq u^{q+1}(r) \left( \frac{1}{q+1} - \frac{1}{m+1} \right)
\]
for \( r \geq r_\ast \). Therefore from (6.11), we have that
\[
-u'(r) \geq \left( \frac{p}{p-1} \right)^{1/p} \left( \frac{1}{q+1} - \frac{1}{m+1} \right)^{1/p} u^{-\frac{q+1}{p}}(r).
\]
Using the method of separation of variable for (7.6) and integrating the result inequality from \( r_\ast \) to \( r \) for any \( r > r_\ast \), we obtain
\[
u^{q-p-1/p} \geq 1 + \frac{q+1-p}{p} \left( \frac{p}{p-1} \right)^{1/p} \left( \frac{1}{q+1} - \frac{1}{m+1} \right)^{1/p} (r-r_\ast).
\]
Taking \( r > 2r_\ast \), we have \( r - r_\ast \geq \frac{r_\ast}{2} \). Therefore, for \( r > 2r_\ast \) we know that
\[
u(r) \leq \left( 1 + \frac{q+1-p}{p} \left( \frac{p}{p-1} \right)^{1/p} \left( \frac{1}{q+1} - \frac{1}{m+1} \right)^{1/p} \frac{r_\ast}{2} \right)^{-\frac{1}{q+1-p}}
\]
\[
\leq \left( \frac{q+1-p}{2p} \right)^{-\frac{1}{q+1-p}} \left( \frac{p}{p-1} \right)^{-\frac{1}{q+1-p}} \left( \frac{1}{q+1} - \frac{1}{m+1} \right)^{-\frac{1}{q+1-p}} r^{-\frac{p}{q+1-p}}.
\]
Denoting
\[
C(q,m,p) := \left( \frac{q+1-p}{2p} \right)^{-\frac{1}{q+1-p}} \left( \frac{p}{p-1} \right)^{-\frac{1}{q+1-p}} \left( \frac{1}{q+1} - \frac{1}{m+1} \right)^{-\frac{1}{q+1-p}},
\]
then when \( m > 2q+1 \), we have
\[
C(q,m,p) \leq \left( \frac{q+1-p}{2p} \right)^{-\frac{1}{q+1-p}} \left( \frac{p}{p-1} \right)^{-\frac{1}{q+1-p}} \left( \frac{1}{2(q+1)} \right)^{-\frac{1}{q+1-p}} =: C(q,p).
\]
Hence we obtain
\[ u(r) \leq C(q, m, p) r^{-\frac{p}{q + 1}} \leq C(q, p) r^{-\frac{p}{q + 1}}, \quad \text{for } r \geq 2r_*. \] (7.7)

Again from (6.11), we obtain for any \( r > 0 \)
\[ |u'(r)| = \left( \frac{p}{p - 1} \right)^{\frac{1}{p}} \left( \frac{u^{q+1}}{q + 1} - \frac{u^{m+1}}{m + 1} \right)^{\frac{1}{p}} \leq \left( \frac{p}{(p - 1)(q + 1)} \right)^{\frac{1}{p}} u^{\frac{q + 1}{p}}. \] (7.8)

Combining (7.7) and (7.8), we can deduce
\[ r|u'(r)| \leq \left( \frac{p}{(p - 1)(q + 1)} \right)^{\frac{1}{p}} C(q, p)^{\frac{q + 1}{p}} r^{-\frac{p}{q + 1}} \quad \text{for } r \geq 2r*. \] (7.9)

Hence (7.7) and (7.9) give (7.2).

For the case \( q = p - 1 \), Integrating (7.3) from \( r_* \) to \( r \) for any \( r > r_* \), we obtain
\[ -\ln u(r) \geq \left( \frac{p}{p - 1} \right)^{\frac{1}{p}} \left( \frac{1}{p} - \frac{1}{m + 1} \right)^{\frac{1}{p}} (r - r_*). \]

Taking \( r > 2r_* \), we have \( r - r_* \geq \frac{r}{2} \). Therefore, for \( r > 2r_* \) we know that
\[ \ln u(r) \leq - \left( \frac{p}{p - 1} \right)^{\frac{1}{p}} \left( \frac{1}{p} - \frac{1}{m + 1} \right)^{\frac{1}{p}} r. \]

Let
\[ C_{m, p} := \frac{1}{2} \left( \frac{p}{p - 1} \right)^{\frac{1}{p}} \left( \frac{1}{p} - \frac{1}{m + 1} \right)^{\frac{1}{p}}. \] (7.10)

Since \( m > 2q + 1 > 2p - 1 \), we have \( C_{m, p} > \frac{1}{2} \left( \frac{1}{2(p - 1)} \right)^{\frac{1}{p}} := C(p) \). Then we obtain
\[ u(r) \leq e^{-C_{m, p} r} \leq e^{-C(p) r} \quad \text{for } r \geq 2r*, \] (7.11)

i.e., (7.3) holds. \( \square \)

**Remark 7.1.** For \( 0 \leq r \leq R \), \( u_{c, m} \) given in (6.1) and (7.1), respectively, are exactly same. This statement can be verified by the properties of the incomplete Beta function
\[ B(1 - x; a, b) = B(a, b) - B(x; b, a). \]

**Theorem 7.2.** Suppose \( d = 1 \), \( p > 1 \), \( p - 1 < q < m \), and \( m = \frac{p(q-1)+1}{p-1} \). Then \( u_{c, m} \) has the following closed form
\[ u_{c, m}(r) = \left( \frac{m + 1}{q + 1} \right)^{\frac{1}{m-q}} \left( 1 + \left( \frac{p - 1}{p} \bar{C} \right)^{\frac{p}{p-1}} r^{\frac{2}{p-1}} \right)^{-\frac{1}{m-q}}, \quad r \geq 0, \] (7.12)

where \( \bar{C} \) is given by (6.3).

The best constant is given by
\[ C_{q, m, p} = \frac{(q + 1 - p)^{\frac{2p - 1}{p}}}{\eta_2^{\frac{p(q-1)q}{p(q+1)}} \left[ (p - 1)^{\eta_2} \right]} \left( B \left( \frac{(p - 1)\eta_2}{p(q + 1 - p)}, \frac{2p - 1}{p} \right) \right)^{-\frac{q}{(p+q)(p-1)}}. \] (7.13)

where \( \theta = \frac{q + 1 - p}{q(p+q)(p-1)} \) and \( \eta_2 \) is defined by (6.6).
Proof. In (7.11), taking \( m = \frac{p(q-1)+1}{p-1} \), we have

\[
u_{c,m}(r) = \left(\frac{m+1}{q+1}\right)^{\frac{1}{m-q}} \left(1 - B^{-1} \left(C_r; 1 - \frac{1}{p} \frac{1}{p} - 1\right)\right)^{\frac{1}{m-q}}, \quad r \geq 0.
\]

Notice that

\[
B(x; 1 - \frac{1}{p} \frac{1}{p} - 1) = \int_0^x t^{-\frac{1}{p}} (1 - t)^{\frac{1}{p} - 2} \, dt = \frac{p}{p-1} \left(\frac{x}{1-x}\right)^{\frac{m}{p}},
\]

which implies that

\[
B^{-1}(x; 1 - \frac{1}{p} \frac{1}{p} - 1) = 1 - \frac{1}{1 + \left(\frac{p-1}{p} x\right)^{\frac{p}{p-1}}},
\]

Plugging it into (7.14), we deduce that \( u_{c,m} \) has the explicit expression (7.12).

Furthermore, in the special case \( m = \frac{p(q-1)+1}{p-1} \) and \( d = 1 \), we can compute that

\[
m + 1 = \frac{pq}{p-1}, \quad m - q = \frac{q + 1 - p}{p-1}, \quad \eta_1 = p(q + 1),
\]

where \( \eta_1 \) was defined in (6.6). Thus from (6.3), we can compute that the best constant \( C_{q,m,p} \) can be expressed by (7.13). \( \square \)

Remark 7.2. In the paper [12], Del Pino and Dolbeault derived the best constant \( \overline{C}_{q,m,p} \) (see (1.27)) for the case \( d \geq 2 \) and \( m = \frac{p(q-1)+1}{p-1} \). Formally, if we take \( d = 1 \) in (1.27), we find that \( \overline{C}_{q,m,p} \) exactly equals to \( C_{q,m,p} \) given in (7.13). Detail verifications are provided in Proposition B.2 of Appendix B. In other words, we extend their results to the dimension \( d = 1 \).

We remark in the following lemma that the form of the profile (7.12) is also preserved

\[
(\text{see (1.27)}) \quad \text{for the problem (1.13)-(1.14) for some special parameters } p, q, m, \text{ see Remark 7.3.}
\]

Lemma 7.1. Let \( G(r) = \left(L + r \frac{p}{p-1}\right)^{\alpha} \) with \( L > 0 \) and \( \alpha > 0 \). Then

\[
\Delta_p G = CG^{\frac{\alpha+1}{\alpha}(p-1)} - DG^{\frac{\alpha-1}{\alpha}(p-1)+1},
\]

where \( C := (p\alpha + 1 - d) \left(\frac{p}{p-1}\right)^{p-1} \alpha^{p-1} \) and \( D := L(p-1)(\alpha + 1) \left(\frac{p}{p-1}\right)^{p} \alpha^{p-1} \).

Proof. Similar to Lemma 6.3, we can compute

\[
|G'(r)|^{p-2} G'(r) = - \alpha \frac{p}{p-1} \left(L + r \frac{p}{p-1}\right)^{\alpha-1},
\]

\[
(|G'(r)|^{p-2} G'(r))' = \left(\frac{p}{p-1}\right)^{p-1} \alpha^{p-1} (p\alpha + 1 - 1) \left(L + r \frac{p}{p-1}\right)^{-(\alpha+1)(p-1)}
\]

\[
- La^{p-1}(\alpha + 1)(p - 1) \left(\frac{p}{p-1}\right)^{p} \left(L + r \frac{p}{p-1}\right)^{-(\alpha+1)(p-1)-1}.
\]
Hence (7.18) and (7.19) imply
\[ \Delta_p G = \left( (G'(r)|^{p-2}G'(r))' + \frac{d-1}{r}G'(r)|^{p-2}G'(r) \right) \]
\[ = \left( \frac{p}{p-1} \right)^{p-1} \alpha^{p-1} (p(\alpha + 1) - d) \left( L + \frac{p}{p-1} \right)^{-(\alpha+1)(p-1)} \]
\[ - L \alpha^{p-1}(\alpha + 1)(p - 1) \left( \frac{p}{p-1} \right)^{p} \left( L + \frac{p}{p-1} \right)^{-(\alpha+1)(p-1)-1}. \]
This completes the proof of (7.16). \( \square \)

**Lemma 7.2.** Assume \( p > 1, q > p - 1, m = \frac{p(q-1)+1}{q-1} \) and \( \alpha = \frac{p-1}{q+1-p} > 0 \), then it holds that
\[ \Delta_p G = CG^q - DG^m, \]
where \( C, D \) are given in (7.16). Moreover, take
\[ K = \left( \frac{pq - d(q + 1 - p)}{q + 1 - p} \right)^{q-1} \left( \frac{pq - d(q + 1 - p)}{q + 1 - p} \right)^{q-1}, \]
\( L = q^{-1} \left( \frac{pq - d(q + 1 - p)}{q + 1 - p} \right)^{q-1}. \)

Then the following facts hold that
- For the case \( p(\alpha + 1) - d > 0 \), we deduce from (7.25) that
  \[ u_{c,m}(r) = KH(r) = K \left( L + \frac{p}{p-1} \right)^{-(\alpha+1)(p-1)}. \]
  \( 7.21 \)
  is the unique radial positive solution for the following problem
  \[ \Delta_p u = u^q - u^m \]
  \( 7.22 \)
  with \( u'(0) = 0 \) and \( \lim_{r \to \infty} u(r) = \lim_{r \to \infty} r'(r) = 0. \)
- For \( p(\alpha + 1) - d = 0 \), \( G(r) \) is a solution of the following equation
  \[ -\Delta_p G = \alpha^{p-1}(\alpha + 1)(p - 1) \left( \frac{p}{p-1} \right)^{p} G^{\alpha+1}. \]
  \( 7.23 \)

**Proof.** Due to \( \alpha = \frac{p-1}{q+1-p} \) and \( m = \frac{p(q-1)+1}{q-1} \), we deduce
\[ (\alpha + 1)(p - 1) = \alpha q, \quad (\alpha + 1)(p - 1) + 1 = \alpha m. \]
\( 7.24 \)

Hence (7.16) implies that
\[ \Delta_p G = CG^q - DG^m. \]
\( 7.25 \)

Finally, we can directly verify that \( u_{c,m} \) defined in \( 7.21 \) is a solution of \( 7.22 \) with boundary conditions \( u'(0) = 0 \), \( \lim_{r \to \infty} u(r) = \lim_{r \to \infty} r'(r) = 0 \) and \( G(r) \) is also a solution to the equation \( 7.23 \). \( \square \)

**Remark 7.3.** Assume that \( p > 1, q > p - 1, m = \frac{p(q-1)+1}{q-1} \) and \( \alpha = \frac{p-1}{q+1-p} > 0 \). The following arguments hold that
- If \( p(\alpha + 1) - d > 0 \), for \( u_{c,m} \) defined in \( 7.21 \), we can compute \( M_c \) (see Lemma B.3)
  \[ M_c = d \, \alpha(d) K^q + L^{-\alpha(q+1)} \left( \alpha q + 1 - \frac{d(p-1)}{p}, \frac{d(p-1)}{p} \right), \]
  \( 7.26 \)
and the best constant is given by
\[ C_{q,m,p} = \left(1 - \frac{\theta}{\theta}\right)^{\frac{d}{p}} (1 - \theta)^{-\frac{m-1}{m+1}} M_c^{-\frac{d}{p}}, \quad \theta = \frac{(q + 1 - p)d}{q(dp - (d - p)(q + 1))}. \]

We recover the best constant given by Del Pino and Dolbeault in their celebrated work \[12\] Theorem 1.2. See Lemma \[9\] in Appendix for detail verification.

- For \( p(\alpha + 1) - d = 0 \), the solution \( G(r) \) achieves the equality for the Sobolev inequality (1.7) (see [29]), where the best constant
\[ C_{d,p} = \pi^{-\frac{d}{2}} d^{-\frac{1}{d} - \frac{1}{p}} \left(\frac{p-1}{d-p}\right)^{1-\frac{1}{p}} \left\{\frac{\Gamma(1+d/2)\Gamma(d)}{\Gamma(d/p)\Gamma(1+d-d/p)}\right\}^{1/d}. \]

In fact, we easily verify that \( C_{d,p} = C_{q,m,p} \) by taking \( q = \frac{d(p-1)}{d-p} \), \( m = \sigma \) in (5.44).

8. The Limit Behavior as \( m \to \infty \) in the Best Constant Problem

In this section, we show the limit behavior as \( m \to \infty \) in the best constant problem for \( d=1 \), which implies that the closed relation between the functional inequalities (5.43) and (4.10) in the one-dimension case. The result is given by the following theorem.

**Theorem 8.1.** Let \( u_{c,m} \) and \( u_{c,\infty} \) be respectively the non-increasing radial solution of the problem \( (1.11)-(1.12) \) and the problem \( (1.7)-(1.8) \) (or the problem \( (1.13)-(1.14) \) and the problem \( (1.9)-(1.10) \) ). Let \( R_m \) and \( R_\infty \) be the free boundaries for \( u_{c,m} \) and \( u_{c,\infty} \) respectively. Then the following facts hold for \( d = 1 \)

\[ u_{c,m}(r) \to u_{c,\infty}(r) \quad \text{for any } r > 0, \quad C_{q,m,p} \to C_{q,\infty,p}, \quad \text{as } m \to \infty. \]

Moreover, for \( q < p - 1 \) we have \( R_m \to R_\infty \) as \( m \to \infty \).

**Proof.** **Step 1.** In this step, we prove
\[ \lim_{m \to \infty} u_{c,m}(r) = u_{c,\infty}(r) \quad \text{for any } r > 0. \] \[(8.1)\]

For any fixed \( 0 < u < 1 \), denote \( r_{c,m}(u) \) as an inverse function of \( u_{c,m}(r) \). We recall (7.4), i.e.,
\[ \left(\frac{p}{p-1}\right)^{1/p} r_{c,m}(u) = \frac{(q + 1)^{1/p}}{m - q} \left(\frac{m + 1}{q + 1}\right)^{\frac{p-q-1}{p(m-q)}} \int_0^{1 - \frac{q+1}{m+1}u^{m-q}} y^{-1/p}(1 - y)^{-\frac{q-1}{p(m-q)}} dy. \] \[(8.2)\]

For the case \( q = p - 1 \), we have \( \frac{p-q-1}{p(m-q)} = 0 \), (8.2) becomes into
\[ \left(\frac{1}{p-1}\right)^{1/p} r_{c,m}(u) = \frac{1}{m - q} \int_0^{1 - \frac{q+1}{m+1}u^{m-q}} y^{-1/p}(1 - y)^{-1} dy. \] \[(8.3)\]

Since \( \left(\frac{m+1}{q+1}\right)^{\frac{1}{m-q}} \to 1 \) as \( m \to \infty \), for \( m \) sufficient large, we have that \( 0 < u < \left(\frac{m+1}{q+1}\right)^{\frac{1}{m-q}} \).

Taking the limit for (8.3) as \( m \to \infty \) and using the L'Hôpital's rule, we deduce that
\[ \left(\frac{1}{p-1}\right)^{1/p} \lim_{m \to \infty} r_{c,m}(u) = \lim_{m \to \infty} \frac{1 - \frac{q+1}{m+1}u^{m-q}}{m - q} \int_0^{1 - \frac{q+1}{m+1}u^{m-q}} y^{-1/p}(1 - y)^{-1} dy \]
\[ = \lim_{m \to \infty} \left(1 - \frac{q+1}{m+1}u^{m-q}\right)^{-1/p} \left(\frac{1}{m+1} - \ln u\right) \]
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\[ = - \ln u. \quad (8.4) \]

Hence

\[ \lim_{m \to \infty} r_{c,m}(u) = - (p - 1)^{1/p} \ln u. \]

We denote the above limit function as \( r_{c,\infty} : (0, 1) \to (0, \infty), u \to r_{c,\infty}(u) := - (p - 1)^{1/p} \ln u. \)

Denote inverse function as \( u_{c,\infty} : (0, \infty) \to (0, 1), \) and \( u_{c,\infty}(r) = e^{-\frac{1}{p} r}, \) and \( u_{c,\infty}(r) \) is the solution to the equation \((1.9)\) by \((1.11)\). Noticing \( u_{c,m}(0) \to 1 \) as \( m \to \infty \) and \( u_{c,m}(r) > 0 \) is continuous and strictly decreasing in \( (0, \infty) \), hence we have

\[ \lim_{m \to \infty} u_{c,m}(r) = u_{c,\infty}(r) \quad \text{for any } r \in (0, +\infty). \]

For the case \( q < p - 1 \), let \( \tilde{u}_{c,m}(r) = \frac{u_{c,m}(r)}{u_{c,m}(0)} \) \( u_{c,m}(0) = \left( \frac{m+1}{q+1} \right)^{\frac{1}{m-q}}. \) Then \( \tilde{u}_{c,m}(0) = 1 \), and \( \tilde{u}_{c,m}(r) \) satisfies the following equation

\[ \left( |\tilde{u}'|^p - 2 \tilde{u} \right)' + \left( \frac{m+1}{q+1} \right)^{\frac{m+1-p}{m-q}} \tilde{u}^m = \left( \frac{m+1}{q+1} \right)^{\frac{q+1-p}{m-q}} \tilde{u}^q, \quad 0 < r < R_m, \quad (8.5) \]

\( \tilde{u}(0) = 1, \quad \tilde{u}(R_m) = \tilde{u}'(R_m) = 0. \quad (8.6) \]

For any fixed \( 0 < \tilde{u} < 1 \), denote the inverse function of \( \tilde{u}_{c,m}(r) \) as \( r_{c,m}(\tilde{u}) \). Similar to \((6.9)\), we know that

\[ \frac{p-1}{p} \left| \frac{1}{r_{c,m}(\tilde{u})} \right|^p + \left( \frac{m+1}{q+1} \right)^{\frac{m+1-p}{m-q}} \frac{1}{m+1} \tilde{u}^{m+1} - \left( \frac{m+1}{q+1} \right)^{\frac{q+1-p}{m-q}} \frac{1}{q+1} \tilde{u}^{q+1} = 0. \quad (8.7) \]

From \((8.7)\), we deduce that

\[ - \left( \frac{p}{p-1} \right)^{\frac{1}{p}} r_{c,m}(\tilde{u}) = \left( \frac{u_{c,m}(0)^{q+1-p}}{q+1} - \frac{u_{c,m}(0)m+1-p}{m+1} \tilde{u}^{m+1} \right)^{1/p}. \quad (8.8) \]

Furthermore, integrating \((8.8)\) respect to \( \tilde{u} \) from \( \tilde{u} = 0 \) to \( \tilde{u} = 1 \) and plugging \( u_{c,m}(0) = \left( \frac{m+1}{q+1} \right)^{\frac{1}{m-q}} \)

give that

\[ \left( \frac{p}{p-1} \right)^{\frac{1}{p}} r_{c,m}(\tilde{u}) = \int_0^1 \frac{1}{s^{m-q}} \left( \frac{u_{c,m}(0)^{q+1-p}}{q+1} - \frac{u_{c,m}(0)m+1-p}{m+1} \tilde{u}^{m+1} \right)^{1/p} ds. \quad (8.9) \]

Making variable substitution \( y = 1 - s^{m-q} \), we have

\[ \left( \frac{p}{p-1} \right)^{\frac{1}{p}} r_{c,m}(\tilde{u}) = \frac{(q+1)^{1/p}}{m-q} \left( \frac{m+1}{q+1} \right)^{\frac{m+1}{m-q}} \int_0^1 \frac{1}{y^{\frac{1}{p}} (1-y)^{\frac{p-q-1}{p(m-q)}}} dy. \quad (8.10) \]

Noticing that \( \left( \frac{m+1}{q+1} \right)^{\frac{p-q-1}{p(m-q)}} \to 1 \) as \( m \to \infty \), thus it holds

\[ \left( \frac{p}{(p-1)(q+1)} \right)^{1/p} \lim_{m \to \infty} r_{c,m}(\tilde{u}) = \lim_{m \to \infty} \frac{1}{m-q} \int_0^1 \frac{1}{y^{\frac{1}{p}} (1-y)^{\frac{p-q-1}{p(m-q)}}} dy. \quad (8.11) \]
Using the integration by parts, we know that

\[
\lim_{m \to \infty} \int_0^{1-\bar{u}^{m-q}} y^{-\frac{1}{\bar{p}}} (1-y)^{\frac{p-q-1}{p(m-q)-1}} \, dy = \lim_{m \to \infty} \left( \int_0^{1/2} y^{-\frac{1}{\bar{p}}} (1-y)^{\frac{p-q-1}{p(m-q)-1}} \, dy + \int_{1/2}^{1} y^{-\frac{1}{\bar{p}}} (1-y)^{\frac{p-q-1}{p(m-q)-1}} \, dy \right) = \lim_{m \to \infty} \frac{1}{m-q} \int_{1/2}^{1} y^{-\frac{1}{\bar{p}}} (1-y)^{\frac{p-q-1}{p(m-q)-1}} \, dy.
\]

(8.12)

Using the integration by parts, we know that

\[
\int_{1/2}^{1} y^{-\frac{1}{\bar{p}}} d(1-y)^{\frac{p-q-1}{p(m-q)-1}} = y^{-\frac{1}{\bar{p}}} (1-y)^{\frac{p-q-1}{p(m-q)-1}}|_{1/2}^{1-\bar{u}^{m-q}} - \int_{1/2}^{1} \left( y^{-\frac{1}{\bar{p}}} \right)' (1-y)^{\frac{p-q-1}{p(m-q)-1}} \, dy.
\]

(8.13)

We can directly check

\[
\lim_{m \to \infty} \int_{1/2}^{1} \left( y^{-\frac{1}{\bar{p}}} \right)' (1-y)^{\frac{p-q-1}{p(m-q)-1}} \, dy = \lim_{m \to \infty} \int_{1/2}^{1} \left( y^{-\frac{1}{\bar{p}}} \right)' dy = 1 - 2\bar{p}.
\]

(8.14)

Plugging (8.13) and (8.14) into (8.12), we obtain

\[
\lim_{m \to \infty} \int_0^{1-\bar{u}^{m-q}} y^{-\frac{1}{\bar{p}}} (1-y)^{\frac{p-q-1}{p(m-q)-1}} \, dy = \lim_{m \to \infty} \int_{1/2}^{1} \left( y^{-\frac{1}{\bar{p}}} \right)' dy = 1 - 2\bar{p}.
\]

(8.15)

Therefore, (8.11) and (8.15) imply that

\[
\lim_{m \to \infty} r_{c,m}(\bar{u}) = \left( \frac{p}{p-1} \right)^{\frac{1}{\bar{p}}} \frac{1}{m-q} \left( 1 - \bar{u}^{\frac{p-q-1}{p}} \right) = R_{\infty} \left( 1 - \bar{u}^{\frac{p-q-1}{p}} \right),
\]

(8.16)

where \( R_{\infty} \) is the same to \( R \) defined in (4.5).

We denote the above limit function as \( r_{c,\infty} : (0,1) \mapsto (0, R_{\infty}) \):

\[
\bar{u} \to r_{c,\infty}(\bar{u}) := R_{\infty} \left( 1 - \bar{u}^{\frac{p-q-1}{p}} \right).
\]

Denote its inverse function as \( u_{c,\infty} : (0, R_{\infty}) \mapsto (0,1) \). Then it is given by

\[
r \to u_{c,\infty}(r) = \left( 1 - \frac{r}{R} \right)^{\frac{p-q-1}{p}} \text{ for } 0 < r < R_{\infty}.
\]

(8.17)

Next we show that \( \lim_{m \to \infty} R_m = R_{\infty} \), \( R_m \) is the same to \( R \) given by (6.2). Indeed,

\[
\lim_{m \to \infty} R_m = \lim_{m \to \infty} \left( \frac{p}{p-1} \right)^{\frac{1}{\bar{p}}} \left( \frac{m+1}{m-q} \right)^{\frac{p-q-1}{p(m-q)}} \int_0^{1} y^{-\frac{1}{\bar{p}}} (1-y)^{\frac{p-q-1}{p(m-q)-1}} \, dy
\]

\[
= \left( \frac{p}{p-1} \right)^{\frac{1}{\bar{p}}} \left( \frac{m+1}{m-q} \right)^{\frac{p-q-1}{p(m-q)}} \int_0^{1} y^{-\frac{1}{\bar{p}}} (1-y)^{\frac{p-q-1}{p(m-q)-1}} \, dy.
\]

(8.18)
Due to $q < p - 1$ we have
\[
\lim_{m \to \infty} \frac{\int_{1 - \tilde{\mu}^{n}}^{1} y^{-\frac{1}{p}} (1 - y)^{\frac{p - q - 1}{q(m - q)}} dy}{\tilde{\mu}^{m - q}} = \lim_{m \to \infty} \frac{\int_{1 - \tilde{\mu}^{n}}^{1} (1 - y)^{\frac{p - q - 1}{q(m - q)}} dy}{\tilde{\mu}^{m - q}} = \frac{p}{p - q - 1} \tilde{\mu}^{\frac{p - q - 1}{q}} \tag{8.19}
\]
Combining (8.15) and (8.19), we have
\[
\lim_{m \to \infty} R_m = \left( \frac{p}{(p - 1)(q + 1)} \right)^{-1/p} \frac{p}{p - q - 1} = R_{\infty}.
\]
Noticing that $u_{c,m}(0) \to 1$ as $m \to \infty$ and $u_{c,m}(r) > 0$ is continuous and strictly decreasing in $(0, R_m)$, hence we have from (8.10)
\[
\lim_{m \to \infty} u_{c,m}(r) = u_{c,\infty}(r) \quad \text{for any } r \in (0, R_{\infty}).
\]
For the case $q > p - 1$, the proof of (8.1) is exactly same with the case $q < p - 1$. We omit the details.

**Step 2.** We prove that
\[
\lim_{m \to \infty} C_{q,m,p} = C_{q,\infty,p}. \tag{8.20}
\]
For the case $q = p - 1$, define
\[
U(r) := \begin{cases} 
\left( \frac{m + 1}{q + 1} \right)^{\frac{1}{m - q}}, & \text{if } 0 < r \leq r', \\
e^{-C(p)r}, & \text{if } r > r'. 
\end{cases}
\]
From (7.2), we have $u_{c,m}(r) \leq U(r)$ for any $r > 0$. We directly compute $\|U(|x|)\|_{L^{q+1}} < \infty$.

For the case $q > p - 1$, define
\[
U(r) := \begin{cases} 
\left( \frac{m + 1}{q + 1} \right)^{\frac{1}{m - q}}, & \text{if } 0 < r \leq \tilde{r}', \\
C(p,q)r^{-\frac{1}{q+1}}, & \text{if } r > \tilde{r}'. 
\end{cases} \tag{8.21}
\]
We have $u_{c,m}(r) \leq U(r)$ for any $r > 0$ due to (7.2) and $u_{c,m}(r) \leq u_{c,m}(0) = \left( \frac{m + 1}{q + 1} \right)^{\frac{1}{m - q}}$. A direct computation gives $\|U(r)\|_{L^{q+1}} < \infty$.

For the case $q < p - 1$, we know that the solution $u_{c,m}(r)$ has a finite support $(0, R_m)$, $R_m \to R_{\infty}$ as $m \to \infty$, where $R_m$ is defined by (6.22). Noticing that $u_{c,m}(r) \leq \left( \frac{m + 1}{q + 1} \right)^{\frac{1}{m - q}} \leq 2$ for $m$ large, we have $\int_{0}^{R_{\infty}} 2^{q+1} dr \leq C(p,q)$. Then for the above three cases, the dominated convergence theorem implies that
\[
\lim_{m \to \infty} M_c(u_{c,m}) = \lim_{m \to \infty} \int_{\mathbb{R}} u_{c,m}^{q+1}(x) dx = \int_{\mathbb{R}} u_{c,\infty}^{q+1}(x) dx = M_c(u_{c,\infty}). \tag{8.22}
\]
Hence from (4.11) and (5.44), we obtain (8.20).
Appendix A. Proof of Proposition 1.1 for the case \( q \geq p - 1 \)

In this section we use a modified Strauss’ inequality to prove Proposition 1.1 for the case \( q \geq p - 1 \). The proof for the case \( q \geq p - 1 \) is similar to that of the case \( q < p - 1 \) in the paper [18, subsection 2.1]. However some modifications of the proof are needed, and hence here we provide those necessary modifications.

**Lemma A.1.** (Modified Strauss’ inequality) Assume \( d \geq 2 \) and \( u \in X_{\text{rad}}^* \). Then for a.e. \( x \in \mathbb{R}^d \setminus \{0\} \), the following inequality holds

\[
|u(x)| \leq C(d, p, q)|x|^{\frac{1-d}{p}} \|u\|_{L^{q+1}(\mathbb{R}^d)}^{\frac{1}{q}} \|\nabla u\|_{L^p(\mathbb{R}^d)}, \quad \nu = \frac{(q + 1)(p - 1)}{p} + 1. \tag{A.1}
\]

**Proof.** The condition \( u \in X_{\text{rad}}^* \) implies \( u \in L^{q+1}(\mathbb{R}^d), \nabla u \in L^p(\mathbb{R}^d) \) and \( u(x) = u(r) \), where \( r = |x| \), and parameters \( q, p \) are defined by (1.4). Hence

\[
\frac{d}{dr} \left( r^{d-1}|u(x)|^\nu \right) = \nu |u|^{\nu-2} \frac{du}{dr} r^{d-1} + (d-1)|u|^\nu r^{d-2}.
\tag{A.2}
\]

Integrating (A.2) from \( r \) to \( \infty \), one has

\[
r^{d-1}|u(r)|^\nu = -\int_r^\infty \nu |u|^{\nu-2} \frac{du}{ds} s^{d-1} ds - \int_r^\infty (d-1)|u|^{\nu} s^{d-2} ds
\leq \nu \int_{\mathbb{R}^d} |u|^{\nu-1} |\nabla u| dx.
\tag{A.3}
\]

Using the Hölder inequality, we obtain from (A.3)

\[
r^{d-1}|u(x)|^\nu \leq C(d, p, q) \|u\|_{L^{q+1}}^{\nu-1} \|\nabla u\|_{L^p}.
\tag{A.4}
\]

Thus (A.1) holds.

**The proof of Proposition 1.1.** First, we know that \( J(u) \) defined by (5.3) has the following scaling invariant:

\[
J(u_{\mu, \lambda}) = J(u), \quad u_{\mu, \lambda} = \mu u(\lambda x), \quad \mu, \lambda > 0.
\tag{A.5}
\]

By (5.5) and (A.5), there exists a minimizing sequence \( \{u_k\} \in X_{\text{rad}}^* \) satisfying

\[
\int_{\mathbb{R}^d} u_k^{q+1} dx = \int_{\mathbb{R}^d} u_k^{m+1} dx = 1
\tag{A.6}
\]

such that

\[
\lim_{k \to \infty} J(u_k) = \lim_{k \to \infty} \int_{\mathbb{R}^d} |\nabla u_k|^p dx = \beta = \inf_{u \in X_{\text{rad}}^*} J(u). \tag{A.7}
\]

For \( d \geq 2 \), there exist a subsequence (is still denoted as \( u_k \)) and \( u_0 \in X_{\text{rad}}^* \) such that

\[
u u_k \to \nu u_0, \quad \text{in } L^{q+1} \cap L^{m+1}(\mathbb{R}^d),
\tag{A.8}
\]

\[
\nabla u_k \to \nabla u_0, \quad \text{in } L^p(\mathbb{R}^d).
\tag{A.9}
\]

Hence by Fatou’s lemma, we have

\[
\|\nabla u_0\|_{L^p} \leq \liminf_{k \to \infty} \|\nabla u_k\|_{L^p} = \beta^{1/p},
\tag{A.10}
\]

\[
\|u_0\|_{L^{q+1}} \leq \liminf_{k \to \infty} \|u_k\|_{L^{q+1}} = 1.
\tag{A.11}
\]
On the one hand, (A.11) tells us for any radial function \( u_k \in X_{rad}^* \), it holds that
\[
|u_k| \leq C|\nu|^{\frac{1}{p}}\|u_k\|_{L^{q+1}}\|\nabla u_k\|_{L^p}^\frac{1}{p} \quad \text{for } |\nu| > 0, d \geq 2, \nu = \frac{(q + 1)(p - 1)}{p}, \quad (A.12)
\]
where \( C \) is only dependent of \( d, q \) and \( p \). By (A.12), we know that for \( s > \frac{qd}{d-1} \), it holds
\[
\int_{|\nu| > R} u_k^s d\nu \leq C \int_{|\nu| > R} |\nu|^{-\frac{s(d-1)}{p}} d\nu = C \int_{R}^{+\infty} r^{-\frac{s(d-1)}{p} + (d-1)} dr = CR^{d-\frac{s(d-1)}{p}}.
\]
Noticing \( d - \frac{s(d-1)}{p} < 0 \), for any \( \varepsilon > 0 \), there is \( R_\varepsilon \) such that
\[
\int_{|\nu| > R_\varepsilon} u_k^s d\nu \leq \varepsilon.
\]
Since \( q < \sigma - 1 \), we have \( q + 1 < \frac{qd}{d-1} \). Thus if \( q + 1 < s \leq \frac{qd}{d-1} \), using the interpolation inequality, it holds that
\[
\|u_k\|_{L^s(B^c(0,R_\varepsilon))} \leq \|u_k\|_{L^{q+1}(B^c(0,R_\varepsilon))}^{(1-s)\gamma}\|u_k\|_{L^\gamma(B^c(0,R_\varepsilon))}^s
\]
for \( \gamma > \frac{qd}{d-1} \).

So, there exists a \( R_\varepsilon^2 \) such that
\[
\|u_k\|_{L^s(B^c(0,R_\varepsilon^2))} \leq \varepsilon.
\]
Taking \( R = 2 \max\{R_\varepsilon, R_\varepsilon^2\} \), one has
\[
\|u_k\|_{L^s(B^c(0,R))} \leq \varepsilon. \quad (A.13)
\]

On the other hand, for any fixed \( R > 0 \), \( u_k \in X_{rad}^* \) implies that \( u_k \in L^p(B(0, R + 1)) \) due to \( q \geq p - 1 \). The Sobolev embedding theorem gives
\[
W^{1,p}(B(0, R + 1)) \hookrightarrow L^s(B(0, R + 1)),
\]
provided that \( 1 < s < p^* = \frac{pd}{d-p} \) if \( p < d \), and \( s \geq 1 \) for \( p \geq d \). Together with (A.13) implies that there is a strong convergence subsequence of \( u_k \) (still denoted as \( u_k \))
\[
u_k \to u_0, \quad \text{in } L^s(\mathbb{R}^d). \quad (A.14)
\]
Since \( 1 < m + 1 < \frac{pd}{d-p} \) for \( p < d \), and \( 1 < m + 1 \leq \infty \) for \( p \geq d \), we know from (A.14)
\[
\int_{\mathbb{R}^d} |u_k - u_0|^{m+1} d\nu \to 0, \quad \text{as } k \to \infty, \quad (A.15)
\]
and
\[
\|u_0\|_{L^{m+1}} = \lim_{k \to \infty} \|u_k\|_{L^{m+1}} = 1. \quad (A.16)
\]
From (A.10), (A.11) and (A.16), we deduce
\[
J(u_0) = \left( \int_{\mathbb{R}^d} |u_0|^p d\nu \right)^\frac{\frac{d-p}{2}}{\frac{m+1}{\frac{m+1}{p}}} \int_{\mathbb{R}^d} |\nabla u_0|^p d\nu \leq \beta.
\]
Noticing \( J(u_0) \geq \beta \) by the definition of \( \beta \), one knows that
\[
J(u_0) = \beta, \quad \|u_0\|_{L^{s+1}} = \|u_0\|_{L^{m+1}} = 1, \quad \|\nabla u_0\|_{L^p}^p = \beta. \quad (A.17)
\]

For the 1-d case, Sz. Nagy [20] proved that the minimizer of \( J(u) \) exists and it can be represented in terms of an incomplete Beta function, and obtained the celebrated Nagy's
inequalities. Hence for \( d \geq 1 \), there exists an optimal radial decreasing function \( u_0 \) such that
\[
\beta = \inf_{u \in X_{rad}^*} J(u) = J(u_0).
\]

\[\square\]

**Appendix B. Verification of the best constant for some special cases**

We first prove (6.41) for the case \( q + 1 = \frac{pm}{p-1} \).

**Lemma B.1.** For \( u_{c,m}(r) \) in (6.37), we have
\[
M_c = \| u_{c,m} \|_{L^{q+1}} = \int_{\mathbb{R}^d} u_{c,m}(|x|)^{q+1} dx = d \alpha(d) K^{q+1} R^{d+\frac{mp^2}{(p-1)(p-m-1)}} \beta \left( \frac{d(p-1)}{p}, \frac{pm}{p-m-1} + 1 \right),
\]
where \( \alpha(d) \) is the volume of the \( d \)-dimensional unit ball.

**Proof.** A simple computation for \( u_{c,m} \) gives that
\[
M_c = d \alpha(d) \int_0^\infty u_{c,m}(r)^{q+1} r^{d-1} dr
= d \alpha(d) K^{q+1} \int_0^\infty \left( R^{\frac{p}{p-1}} - \frac{r^{p-1}}{p-1} \right)^{\alpha(q+1)} r^{d-1} dr
= d \alpha(d) K^{q+1} R^{\frac{p(q+1)}{p-m-1}} \int_0^\infty \left( 1 - \left( \frac{r}{R} \right)^{\frac{p}{p-1}} \right)^{\alpha(q+1)} r^{d-1} dr.
\]
Let \( x = \left( \frac{r}{R} \right)^{\frac{p}{p-1}} \). Then we have \( r = R x^\frac{p-1}{p} \) and \( dr = R^\frac{p-1}{p} x^\frac{p-1}{p-1} dx \). Hence we obtain
\[
M_c = d \alpha(d) \frac{p-1}{p} K^{q+1} R^{\frac{p(q+1)}{p-m-1}} \int_0^1 (1 - x)^{\frac{(p-1)(q+1)}{p-m-1}} x^\frac{d(p-1)}{p} dx.
\]
Noticing that \( q + 1 = \frac{pm}{p-1} \), we have
\[
M_c = d \alpha(d) \frac{p-1}{p} K^{q+1} R^{\frac{pm}{p-m-1} + d} \int_0^1 (1 - x)^{\frac{pm}{p-m-1}} x^\frac{d(p-1)}{p} dx
= d \alpha(d) \frac{p-1}{p} K^{q+1} R^{\frac{pm^2}{(p-1)(p-m-1)}} \beta \left( \frac{d(p-1)}{p}, \frac{pm}{p-m-1} + 1 \right).
\]
\[\square\]

We recall the best constant \( C_{q,m,p} \) given in Remark 6.3
\[
C_{q,m,p} = \left( \frac{1 - \theta}{\theta} \right)^{\frac{2}{d}} (1 - \theta)^{-\frac{1}{m+1}} M_c^{-\frac{q}{d}},
\]
where \( M_c \) is given by (6.41). We convert the best constant \( C_{q,m,p} \) given in [12] into our parameters and it is given by (1.25)–(1.26).

**Lemma B.2.** For \( q + 1 = \frac{pm}{p-1} \) and \( d \geq 2 \), the best constant \( C_{q,m,p} \) in (B.3) is exactly equal to the best constant \( \overline{C}_{q,m,p} \) given in [12].
Proof. By (2.6), we can compute
\[
C_{q,m,p} = \left( \frac{1 - \theta}{\theta} \right)^{\frac{\theta}{p}} (1 - \theta)^{-\frac{1}{m+1}} M_c^{-\frac{\theta}{m+1}}
\]
\[
= \left( \frac{\eta}{d(p-m-1)} \right)^{\frac{\theta}{p}} \left( \frac{\eta}{(m+1)(d(p-m-1)+pm)} \right)^{-\frac{1}{m+1}} m^\frac{\theta}{p} M_c^{-\frac{1}{m+1}}. \tag{B.4}
\]

On the other hand, from (6.36), we deduce
\[
K^{q+1} R^{d+\frac{\eta p^2}{p-1}(p-m-1)} = m^{-\frac{d(p-1)}{p}} \frac{pm}{p-m-1} \left( \frac{p}{p-m-1} \right)^{\frac{\eta pm}{m(p-m-1)}} \left( \frac{d}{(m+1)\theta} \right)^{\frac{pm}{p-m-1}+d}. \tag{B.5}
\]

Noticing that the relations hold
\[
\frac{-d(p-1)}{p} - \frac{pm}{p-m-1} \frac{\theta}{d} = \frac{\theta}{p} - \frac{1}{m+1},
\]
\[
\frac{d}{(m+1)\theta} = \frac{d(p-m-1)+pm}{p-m-1}, \quad \left( \frac{pm}{p-m-1} + d \right) \frac{\theta}{d} = \frac{1}{m+1},
\]

we have from (B.3)
\[
\left( K^{q+1} R^{d+\frac{\eta p^2}{p-1}(p-m-1)} \right)^{-\frac{\theta}{p}} = m^{-\frac{\theta}{p} + \frac{1}{m+1}} \left( \frac{p}{p-m-1} \right)^{\frac{\eta pm}{m(p-m-1)}} \left( \frac{d(p-m-1)+pm}{p-m-1} \right)^{-\frac{1}{m+1}} \tag{B.6}
\]

Using (6.41) and (B.6), we obtain
\[
M_c^{-\frac{\theta}{m+1}} = m^{-\frac{\theta}{p} + \frac{1}{m+1}} \left( \frac{p}{p-m-1} \right)^{\frac{\eta pm}{m(p-m-1)}} \left( \frac{d(p-m-1)+pm}{p-m-1} \right)^{-\frac{1}{m+1}} \cdot \left( \frac{p}{p-1} \right)^{\frac{\theta}{p}} \left( \frac{\Gamma\left(\frac{d}{2} + 1\right)}{d^{\pi d^2/2}} \right)^{\frac{\theta}{d}} \left( \frac{\Gamma\left(\frac{pm}{p-m-1} + \frac{d-1}{p} + 1\right)}{\Gamma(1 + \frac{pm}{p-m-1}) \Gamma(d\frac{d-1}{p})} \right)^{\frac{\theta}{p}}. \tag{B.7}
\]

Plugging (B.7) in (B.4) gives
\[
C_{q,m,p} = \left( \frac{\eta}{d(p-m-1)} \right)^{\frac{\theta}{p}} \left( \frac{\eta}{m+1} \right)^{-\frac{1}{m+1}} \left( \frac{p}{p-m-1} \right)^{\frac{\eta pm}{m(p-m-1)}} \left( \frac{1}{p-m-1} \right)^{-\frac{1}{m+1}} \cdot \left( \frac{p}{p-1} \right)^{\frac{\theta}{p}} \left( \frac{\Gamma\left(\frac{d}{2} + 1\right)}{d^{\pi d^2/2}} \right)^{\frac{\theta}{d}} \left( \frac{\Gamma\left(\frac{pm}{p-m-1} + \frac{d-1}{p} + 1\right)}{\Gamma(1 + \frac{pm}{p-m-1}) \Gamma(d\frac{d-1}{p})} \right)^{\frac{\theta}{p}} \tag{B.8}
\]

Moreover, since \( q + 1 = \frac{pm}{p-1} \), one has
\[
\frac{\theta}{p} - \frac{1}{m+1} = \frac{\theta}{d} - \frac{1 - \theta}{q+1}.
\]
Hence the best constant $C_{q,m,p}$ in (B.8) is exactly equal to the best constant $\overline{C}_{q,m,p}$ given in (1.25).

In fact, for $d = 1$, we find that $\overline{C}_{q,m,p}$ exactly equals to $C_{q,m,p}$ given in (6.19). Detail verifications are provided in the following proposition.

**Proposition B.1.** For $d = 1$ and $q = \frac{pm-p+1}{p-1}$, the best constant $\overline{C}_{q,m,p}$ defined in (1.25) exactly equals to $C_{q,m,p}$ in (6.19).

**Proof.** Using the formula $B(a,b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}$ for (6.19), we have

\[
C_{q,m,p} = \frac{(p - m - 1)^{\frac{2c-1}{p-1} + \theta}[p(m + 1)]^{\frac{1}{m+1 \eta_1}}}{[2(p-1)]^{\frac{2c-1}{p-1} + \theta} [p - m - 1]^{\frac{1}{m+1 \eta_1}}} \tag{B.9}
\]

Formally, if taking $d = 1$ in (1.25), we have

\[
\overline{C}_{q,m,p} = 2^{-\theta} (p - 1)^{-\theta} (p - m - 1)^{\frac{1}{m+1 \eta_1}} \left[ p(m + 1) \right]^{\frac{1}{m+1 \eta_1}} \tag{B.10}
\]

The expression (1.26) of $\theta$ gives that

\[
\frac{\theta}{p} + \frac{(p - 1)(1 - \theta)}{pm} - \theta = \frac{1}{m+1}, \quad \frac{(p - 1)(1 - \theta)}{pm} = \frac{p + (p - 1)(m + 1)}{pm(m + 1)^2}.
\]

Hence from (B.9) and (B.10), we know that the result of Lemma B.1 holds. □

Next, we prove (7.26) for the case $m = \frac{p(q-1)+1}{p-1}$.

**Lemma B.3.** For $u_{c,m}(r)$ in (7.21), we have

\[
M_c = d \alpha(d) K^q [L^{d(p-1)} - \alpha(q+1)]^{\frac{p-1}{p}} B\left(\alpha(q+1) - \frac{d(p-1)}{p}, \frac{d(p-1)}{p}\right).
\]

**Proof.** A simple computation for $u_{c,m}$ gives that

\[
M_c = d \alpha(d) \int_0^\infty u_{c,m}(r)^{q+1} r^{d-1} dr
\]

\[
= d \alpha(d) K^q [L^{d(p-1)} - \alpha(q+1)] \int_0^\infty \left(1 + \frac{r}{L}\right)^{-\alpha(q+1)} r^{d-1} dr. \tag{B.11}
\]
Let \( y = \left(1 + \frac{r \mu n}{L} \right)^{-1} \). Then we have \( r = L^{\frac{n+1}{p}} \left( \frac{1-y}{y} \right)^{\frac{p-1}{p}} \) and
\[
dr = -\frac{p-1}{p} L^{\frac{n-1}{p}} \left( \frac{1-y}{y} \right)^{\frac{p-1}{p}-1} y^{-2} dy.
\]
Hence we have
\[
M_c = d\alpha(d) \frac{p-1}{p} Kq+1 L^{-\alpha(q+1)+\frac{d(p-1)}{p}} \int_0^1 y^{\alpha(q+1)-\frac{d(p-1)}{p}-1}(1-y)^{\frac{d(p-1)}{p}-1} dx
\]
\[
= d\alpha(d) Kq+1 R^{\frac{d(p-1)}{p}} q, p \in (B.3) \alpha(q+1) - \frac{d(p-1)}{p}, \frac{d(p-1)}{p}
\]
\[
= B \left( \alpha(q+1) - \frac{d(p-1)}{p}, \frac{d(p-1)}{p} \right). \tag{B.12}
\]

We convert the best constant \( \tilde{C}_{q,m,p} \) given in [12, Theorem 1.2] into our parameters and it is given by (1.27), (1.28).

**Lemma B.4.** For \( m = \frac{p(q-1)+1}{p-1} \), the best constant \( C_{q,m,p} \) in (B.3) is exactly equal to the best constant \( \tilde{C}_{q,m,p} \) given in [12, Theorem 1.2].

**Proof.** Due to \( m = \frac{p(q-1)+1}{p-1} \), we have
\[
\theta = \frac{(q+1) \eta_1}{q(dp - (d - p)(q + 1))}.
\]
Hence it holds
\[
C_{q,m,p} = \left( \frac{(q+1) \eta_1}{d(q+1-p)} \right)^{\frac{\theta}{q}} \left( \frac{(q+1) \eta_1}{\eta} \right)^{-\frac{1}{q(m+1)}} M_c^{-\frac{\theta}{q}}, \tag{B.13}
\]
where \( \eta_1 = pq - d(q + 1 - p) \).

On the other hand, from (7.20), we deduce
\[
Kq+1 L^{\frac{d(p-1)}{p}-\alpha(q+1)} = q^{\frac{d(p-1)}{pq}} \left( \frac{p}{q+1-p} \right)^{\frac{(q+1)(p-1)}{q+1-p}} \left( \frac{\eta_1}{q+1-p} \right)^{\frac{(q+1)(p-1)}{d(q+1-p)} - \frac{d}{q}}. \tag{B.14}
\]
Hence we have
\[
\left( Kq+1 L^{\frac{d(p-1)}{p}-\alpha(q+1)} \right)^{-\frac{\theta}{q}} = q^{-\frac{(p-1)}{pq}} \left( \frac{p}{q+1-p} \right)^{-\frac{\theta(q+1)(p-1)}{d(q+1-p)}} \left( \frac{\eta_1}{q+1-p} \right)^{-\frac{\theta(q+1)(p-1)}{d(q+1-p)} + \frac{1}{q}}. \tag{B.15}
\]
Using (7.20) and (B.13), we obtain
\[
M_c^{-\frac{\theta}{q}} = q^{-\frac{p-1}{pq}} \left( \frac{p}{q+1-p} \right)^{-\frac{\theta(q+1)(p-1)}{d(q+1-p)}} \left( \frac{\eta_1}{q+1-p} \right)^{-\frac{\theta(q+1)(p-1)}{d(q+1-p)} + \frac{1}{q}}
\]
\[
\left( \frac{p}{p-1} \right)^{\frac{\theta}{q}} \left( \frac{\Gamma \left( \frac{q+1}{p} + 1 \right)}{d\pi^{d/2}} \right)^{\frac{\theta}{q}} \frac{\Gamma \left( \frac{(q+1)(p-1)}{q+1-p} \right)}{\Gamma \left( \frac{(q+1)(p-1)}{q+1-p} - \frac{d(p-1)}{p} \right) \Gamma \left( \frac{d(p-1)}{p} \right)}. \tag{B.16}
\]
Noticing that the relations hold
\[
\frac{1}{m+1} = \frac{p-1}{pq}, \quad \frac{\theta}{p} - \frac{1}{m+1} = \theta(q+1) - \frac{1}{d(q+1-p)} - \frac{1}{q} = \theta \frac{\theta(q+1)(p-1)}{d(q+1-p)},
\]
...
and plugging (B.16) in (B.13), we deduce
\[
C_{q,m,p} = \left( \frac{q + 1}{d(q + 1 - p)} \right)^{\frac{\theta}{p}} \left( \frac{q + 1}{\eta} \right)^{-\frac{1}{m+1}} p^{\frac{1}{m+1} - \theta} \left( q + 1 - p \right)^{\theta} \cdot \left( \frac{p}{p - 1} \right)^{\frac{\theta}{p}} \left( \frac{\Gamma \left( \frac{d}{2} + 1 \right)}{d^{4/2}} \right)^{\frac{\theta}{p}} \left( \frac{\Gamma \left( \frac{q+1(p-1)}{q+1-p} \right)}{\Gamma \left( \frac{d(p-1)}{p(q+1-p)} \right)} \right)^{\frac{\theta}{p}}.
\] (B.17)

Hence the best constant \(C_{q,m,p}\) in (B.17) is exactly equal to the best constant \(\bar{C}_{q,m,p}\) given in (1.27).

\[\square\]

If we take \(d = 1\) in (1.27), we find that \(\bar{C}_{q,m,p}\) exactly equals to \(C_{q,m,p}\) given in (7.13). Detail verifications is provided in the following proposition. In the other words, we extend the results to the dimension \(d = 1\).

**Proposition B.2.** For \(d = 1\) and \(m = \frac{p(q-1)+1}{q-p}\), the best constant \(\bar{C}_{q,m,p}\) defined in (1.27) exactly equals to \(C_{q,m,p}\) in (7.13).

**Proof.** Using the formula \(B(a,b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}\) for (7.13) and noticing that
\[
\frac{(p-1)\eta_2}{p(q+1-p)} = \frac{(p-1)(q + 1)}{q + 1 - p} - \frac{p - 1}{p},
\]
we have
\[
C_{q,m,p} = \frac{(q + 1 - p)^{\frac{2p-1}{p} \theta} \eta_2^{\frac{q(p-1)}{q+1-p}}}{[2(p-1)]^{\theta} p(q+1)} \left( B \left( \frac{(p-1)(q+1)}{q+1-p} - \frac{p-1}{p}, \frac{2p-1}{p} \right) \right)^{-\theta} = \frac{(q + 1 - p)^{\frac{2p-1}{p} \theta} \eta_2^{\frac{q(p-1)}{q+1-p}}}{[2(p-1)]^{\theta} p(q+1)} \left( \frac{\Gamma \left( \frac{(p-1)(q+1)}{q+1-p} \right)}{\Gamma \left( \frac{p-1}{p} \right)} \right)^{-\theta} \frac{(q + 1 - p)^{\frac{2p-1}{p} \theta} \eta_2^{\frac{q(p-1)}{q+1-p}}}{[2(p-1)]^{\theta} p(q+1)} \left( \frac{\Gamma \left( \frac{(p-1)(q+1)}{q+1-p} \right)}{\Gamma \left( \frac{p-1}{p} \right)} \right)^{\theta}.
\] (B.18)

Formally, taking \(d = 1\) in (1.27), we have
\[
\bar{C}_{q,m,p} = \frac{(q + 1 - p)^{\frac{2p-1}{p} \theta} \eta_2^{\frac{q(p-1)}{q+1-p}}}{[2(p-1)]^{\theta} p(q+1)} \left( \frac{\Gamma \left( \frac{(p-1)(q+1)}{q+1-p} \right)}{\Gamma \left( \frac{p-1}{p} \right)} \right)^{\theta}.
\] (B.19)

The expression (1.28) with \(d = 1\) of \(\theta\) shows that
\[
\frac{(q + 1)(p-1)}{q + 1 - p} - \theta = \frac{p - 1 - \theta}{p} \frac{\eta_2(p-1)}{p(q+1-p)}.
\]
Hence from (B.18) and (B.19), we know that the result of Lemma B.2 holds. \(\square\)
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