Correlative imaging of ferroelectric domain walls
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The wealth of properties in functional materials at the nanoscale has attracted tremendous interest over the last decades, spurring the development of ever more precise and ingenious characterization techniques. In ferroelectrics, for instance, scanning probe microscopy based techniques have been used in conjunction with advanced optical methods to probe the structure and properties of nanoscale domain walls, revealing complex behaviours such as chirality, electronic conduction or localised modulation of mechanical response. However, due to the different nature of the characterization methods, only limited and indirect correlation has been achieved between them, even when the same spatial areas were probed. Here, we propose a fast and unbiased analysis method for heterogeneous spatial data sets, enabling quantitative correlative multi-technique studies of functional materials. The method, based on a combination of data stacking, distortion correction, and machine learning, enables a precise mesoscale analysis. When applied to a data set containing scanning probe microscopy piezoresponse and second harmonic generation polarimetry measurements, our workflow reveals behaviours that could not be seen by usual manual analysis, and the origin of which is only explainable by using the quantitative correlation between the two data sets.

Technological advances rely heavily on the development of new materials, both in terms of understanding their fundamental properties and through the engineering of their composition and structure. In the last decades, complex oxide materials have shown promise in photovoltaics applications†, high efficiency actuation and sensing‡, as well as information storage§. Among these materials, ferroelectrics are of particular interest. They possess a spontaneous polarization switchable under the application of an electric field, and a wealth of associated functional properties including strong nonlinear electro-optical effects, very high piezo- and pyroelectric responses, and in some cases magnetoelectric coupling$. Recently, the focus has shifted towards the investigation of ferroelectric domains and domain walls—interfaces separating regions of differing polarization orientation—as their intrinsically nanoscale nature and unique functional properties make them potentially useful for device applications$–$§.

Ever more detailed studies have revealed unusual behaviours such as localized electrical conduction$–$§, mechanical shear$–$§ or magnetic ordering closely tied to the distinct structure of domain walls$. Whilst most of these investigations were carried out using a combination of high resolution scanning probe microscopy (SPM) based techniques$–$§ to explore the electromechanical and electrochemical responses, optical approaches—in particular second harmonic generation (SHG) microscopy with polarimetry analysis—are increasingly being used as a way to non-invasively probe the internal structure, chirality and polarization of domain walls$–$§.

Combining the two felicitously complementary techniques—with sequential SPM and SHG measurements of the same intrinsic or engineered domain structure—provides an opportunity to extract a complete structural and functional portrait of domain walls. Indeed, such multi-technique studies have already been leveraged at varying length scales and with a varying degree of correlation. At the most basic level, SPM imaging has been used in order to locate areas of interest for coarser resolution micro-Raman measurements, enabling a better understanding of the resulting signal from the qualitative model of the underlying domain structures$. As the spatial resolution of optical techniques increased, joint usage of optical and SPM techniques allowed the gathering of a wealth of knowledge about the structure, hierarchy and organisation of ferroelectric domains, as well as their properties in uniaxial ferroelectrics such as lithium niobate and tantalate$. Overall, such multifaceted approaches are expected to become the norm in the community, in particular due to the development of ever more precise spatially resolved functional measurement techniques, allowing the probing of a large variety of electronic and optical phenomena at the nanoscale resolutions$–$§.
However, despite their complementarity and successful application at submicron length scales, the very different nature of the various optical and SPM techniques has so far made a fully quantitative and correlative analysis of their observables at the level of subnanometric domain walls extremely challenging. Specifically, in SHG polarimetry experiments, stacks of images are recorded as a function of the laser polarization and the analyzer angle, with multiple potential contributors combining into the resulting SHG signal and making analysis and interpretation highly nontrivial, in particular in ferroelectric and multiferroic thin films. As a result, disentangling the SHG signal of a specific domain wall from the response arising from neighboring walls, adjacent domains, and surface/interface (background) contributions can be an extremely tedious task, made more so by the very small size of the investigated objects (far below the resolution limit of optical methods). In contrast, SPM based techniques possess a high spatial resolution and can be used to directly probe the polarization orientation, mechanical response, surface charge dynamics, electrical conduction and other surface properties. However, SPM is prone to artifacts such as signal contributions from electrochemical and electrostatic interactions, or mechanical cross-talk, which pose challenges for the quantitative and sometimes even qualitative interpretation of the ferroelectric polarization. Above all, the very different observation scales and analysis approaches make a quantitative correlation between SHG and SPM datasets a formidable problem.

A solution to this challenge is provided by the recent advances in the use of computer vision and machine learning for the investigation of ferroelectric materials. Computer vision can be used to match data based on common features across the two completely different techniques. Machine learning techniques can not only identify and quantify behaviours in large data sets across multiple parameters, but through additional pre-processing methods such as dimensional stacking can provide physical insights into the intrinsic correlations at multiple length scales and across characterization methods.

In this paper, we leverage a combination of machine learning based techniques with data stacking approaches in order to enable a fast, correlative, and unbiased analysis of SHG and SPM data sets. This correlative approach is first introduced and discussed from the workflow point of view, then demonstrated via a comparative study of the different data analysis methods. Based on a data set acquired on a Pb(Zr0.2Ti0.8)O3 thin film, the analysis aims to disentangle the different origins of the overall SHG polarimetry response, specifically at ferroelectric domain walls delimiting triangular c-domains. Classical analysis methods—including manual data extraction and superpixel analysis—are presented, and compared to K-means clustering on the stacked SHG dataset, which is not only consistent with the previously published manual analysis, but provides a significant improvement in terms of identifying physically meaningful and distinct behaviours. This stacked K-means clustering analysis—requiring no manual input other than number of behaviours—greatly enhances the ability to analyze SHG signals, especially in more complex cases with the presence of a background signal and/or combination of multiple physical behaviours. In particular, it allows us to identify additional behaviours revealed by machine learning that might have been discarded as “noise” or “experimental error” during manual analysis. Finally, we extend this approach to include both the SHG signal and co-localized PFM response through spatially correlative machine learning—enabling a better discrimination of domain and domain wall functional responses, and a truly nanoscale understanding of their structure-property relationships.

Correlative analysis workflow
The key paradigm behind the proposed workflow is that of a data-driven analysis approach. Both SHG and SPM data acquisition produce two-dimensional maps that are spatially referenced—and can therefore be directly compared after an appropriate coordinate map transformation. Once generated, the corrected observable maps can be stacked into a single aggregated dataset, where each spatial point or voxel contains a heterogeneous vector combining the parameter space of both techniques. The stacking itself enables correlative analysis to be performed, allowing known physical and chemical constraints to be taken into account. The individual steps of the correlative analysis workflow are discussed below.

Distortion correction. The spatial cross-referencing of the different measurements is performed through distortion correction based on image registration methods, and is involved in two major steps of the complete analysis workflow. In both cases, the findTransformECC function from the OpenCV library is used, finding a geometric transform between two images based on intensities using the enhanced correlation coefficient maximization method.

First, we address instrumental and thermal drift resulting from sequential SHG acquisition performed for each analyzer/polarizer configuration. The drift is corrected through the use of a translation geometric transform (cv2.MOTION_TRANSLATE), performed on each consecutive pair of SHG images which have been subjected to a median subtraction and a modulus operation. The generated list of cumulative offsets is then applied to the original SHG data, yielding a position-corrected SHG dataset.

Second, the corresponding SPM images are matched to the SHG dataset. As the images were acquired through piezoresponse force microscopy, not only surface topography but also the phase and amplitude of the sample electromechanical response are available. The latter represent the qualitative orientation and magnitude of the polarization. As the matching has to be performed based on information common to both datasets, proxy images have to be generated to allow comparison between them. For the SHG dataset, the median of the stacked and corrected dataset modulus is used, highlighting the position of the ferroelectric domain walls with a width characteristic of the optical resolution of the technique. For the SPM dataset, the phase representing the polarization orientation is binarized, then cleaned to filter small holes/objects, and finally eroded/dilated to provide a precise position of the domain wall. The final domain wall signal is then Gaussian-blurred to the spatial equivalent of the optical resolution. The resulting SPM proxy is further distortion-corrected to the SHG proxy through the
A homography transformation is used as a preprocessing step to align the SHG and SPM data. This transformation is applied to both datasets to ensure they have the same spatial coordinates. Once this alignment is achieved, the datasets can be analyzed in a correlative manner through the use of data stacking. As each spatial location is associated to a vector containing the response at each analyzer/polarizer configuration, as well as the phase and amplitude of the piezoresponse force microscopy, any computation simultaneously involving more than one of these voxels—or measurement conditions—will inherently induce a spatial correlation within the results.

For instance, one can subject only the SHG analyzer/polarizer elements of the voxel to further analysis, enabling the computation and demixing of polar plots at each location of the measured area. This is the standard SHG analysis process, and is usually done manually through the selection of regions of interest and averaging in individual images. This process is discussed in more detail below, clearly showing the advantages of data stacking and correlative analysis workflow over the more traditional methods.

There are fundamentally no limitations to what data can or should be stacked together for analysis, as long as these share common parameters. For instance, multiple SHG data sets acquired with the same analyzer/polarizer pairs could be stacked together and directly compared, or other spatially resolved techniques could be used to acquire different physical observables on the same area. The SPM images are one such example, as they were acquired on the same set of domains prior to the SHG measurements. Thus, extending the observable vector at each location with the SPM data enables us to include the electromechanical response in further analyses, rendering this workflow truly correlative.

Machine learning analysis. In the presence of large or heterogeneous datasets such as described above, physical intuition might not be sufficient to grasp the underlying physics or to segment the data in an unbiased manner. A path forward is provided by machine learning based techniques, which can be used for the purpose of data regression, classification, dimensional reduction, clustering, or association. Amongst these, clustering and dimensional reduction have been the most widely used as tools to objectively reveal underlying behaviours in materials science datasets.

In the present analysis, clustering was performed through a K-means algorithm following the subtraction of the mean background signal of each SHG image in order to segment the SHG dataset into regions of interest with distinct behaviors. Similar analysis is usually performed by manually and arbitrarily delimiting the regions of interest within SHG maps. With K-means, however, an objective Euclidean distance criterion is used to segment the dataset into spatially indexed clusters, with centroids encoding the differing mean behaviours within each cluster.

Although not within the scope of this work, more advanced machine learning dimensional reduction techniques could also be applied to the complete dataset, supplementing the workflow. These include principal component analysis, independent component analysis or non-negative matrix factorization. The resulting decompositions will thus enable spatially co-located and intermixed behaviours to be separated based on various mathematical criteria. The use of these approaches is however subject to caution, as more complex underlying assumptions may render the physical interpretation more challenging.

Workflow implementation. The complete correlated analysis workflow presented in this paper is implemented in a standalone Jupyter notebook using the Python 3 programming language. The notebook contains code to load and preprocess the data files, to correct for distortion, and to align both SHG and SPM datasets, as well as the K-means analysis code. Additionally, all functions for the workflow are implemented in Hystorian, a Python library focused on data processing traceability, reproducibility, and workflow history archival.

Results and discussion
Data set. In this study, we investigate the internal structure of nominally uncharged 180° ferroelectric domain walls in a tetragonal PbZr(0.7)Ti(0.3)O3 (PZT) thin film, grown on top of an SrTiO3 Ti-terminated substrate with an intercalated SrRuO3 back electrode. The resulting film polarization is uniaxial, out-of-plane, and monodomain up-oriented. Artificial domain-oriented c-domains are created by means of a biased scanning conductive AFM tip, with nanoscale domain walls separating the domains of opposite polarization orientation. As we have previously demonstrated, SHG can be used to reveal the non-Ising nature of these domain walls.

The domain structure under investigation consists of four right angle triangles, engineered to provide a set of vertical, horizontal and oblique domain walls. It is generated through a series of bias-induced polarization reversals during scanning. First, a 45° square is switched by applying a positive voltage to the up-oriented thin film of PZT. Then, two perpendicular stripes at 0° and 90°, respectively, are written with negative voltage to switch the polarization back to the original down-oriented state. This results in the four down-polarized triangles shown in Fig. 1a. The corresponding piezoresponse force microscopy (PFM) phase and amplitude images in Fig. 1b,c demonstrate a full polarization reversal within the target triangles. An isotropic SHG intensity image is shown in Fig. 1d, indicating that the SHG signal comes almost exclusively from the domain walls. A 90° angle is present between the two data sets due to the difference in experimental configuration, and has no effect on the subsequent analysis.

Artisanal SHG segmentation methods. Traditional method. The isotropic SHG image reveals an increased intensity at the domain walls, as shown in Fig. 2a. As the domain walls of different physical orientation are expected to give a different polar response, we start by averaging regions of similar behaviour.
Through our existing knowledge and physical insight, we can postulate the existence of five independent groups of SHG emitters (objects) within the written triangular down-polarized domains. These are visually identified in Fig. 2 as the background (BKG), horizontal domain walls (HDWs), vertical domain walls (VDWs), as well as oblique domain walls (ODW1, ODW2). This is the traditional way of tracking objects for SHG polarimetry measurements: the position of the object is identified within a sequence of analyzer/polarizer configurations and changes in its intensity are followed through the manual selection of different regions of interest (ROI), with each ROI containing an individual object (e.g., one specific type of domain wall). This process enables us to build the polar response of each object by extracting and averaging the SHG intensity at each analyzer/polarizer configuration. The resulting polar plot for this traditional manual extraction method of the five different regions is shown in Fig. 2c, demonstrating good agreement with a Néel model for the domain wall internal structure for all four domain wall groups.
Superpixel averaging method. As an alternative method, each image can be subdivided into a checkerboard consisting of homogeneous squares of multiple pixels in which the intensity is averaged to enhance the signal-to-noise ratio. The process is repeated for each analyzer/polarizer configuration, yielding a separate polar plot for each of these superpixels. All of the polar plots are then represented at their superpixel center position, yielding a plot field like the one shown in Fig. 2b. The specific shape of the resulting polar plots is analyzed visually, with similar plots in terms of intensity and anisotropy grouped as in the traditional method above, and represented in a specific color.

Challenges of artisanal methods. Accessing the internal structure of a domain wall with SHG polarimetry analysis requires a detailed modeling of the SHG emission based on local symmetry and polarization orientation (see “Methods”). This modeling procedure is particularly difficult in the case of thin ferroelectric films due to the contribution of the background signals, and the nanoscale nature of the domain wall itself. Indeed, even if the SHG signal arising from symmetry breaking at surfaces and interfaces is known to be small, its contribution in thin films and multilayers can often induce an anisotropic response, which could for instance result in artificially elongated polar plots. Therefore, the subtraction of the surface SHG contribution from the signal emitted by the selected ROIs can strongly alter the resulting anisotropy of the object, i.e., the polarimetry response of a domain wall in the case of this study (see Supplementary Discussion 1).

The human eye is clearly capable of detecting changes across multiple objects, but this detection is restricted to a limited number of objects at the same time. Moreover, apart from being time-consuming, purely visual separation can lead to errors related to both the vision (field of view, peripheral vision, etc) and attention (focus on specific objects) of the researcher making the decisions. The two methods presented above are clear examples of this human-machine barrier. In the traditional method, manual delimiting of the ROIs introduces a potential bias—usually favoring regions of high and uniform intensity. The superpixel analysis, in contrast, will favor the selection of larger ROIs due to the visual similarity of polar plots appearing less important than their intensity alone.

Automating data segmentation is therefore indispensable if errors arising from human intervention are to be reduced. A partial improvement is provided by standard image processing software, which allows for a semi-artisanal segmentation, generally based on histogram analysis and thresholding. This method provides satisfactory results in unambiguous cases, where the image contains objects of discrete gray levels and an almost perfectly homogeneous background. However, it cannot be properly applied to complex systems such as the local polarimetry analysis presented here. Domain walls with different orientations superimposed onto an inhomogeneous optical response of the background (see Supplementary Fig. 1) generate a complex SHG signal, and therefore, more advanced methods such as machine learning-based clustering should be better adapted in this case.

K-means clustering in domain wall SHG studies. Clustering methods are particularly suited for the identification of groups with distinct properties in a given data set, based on a concept of similarity between elements within each cluster. In K-means clustering, this similarity is understood as the Euclidean distance between data points within their multidimensional parameter space. When applied to the SHG polarimetry data set, each analyzer/polarized configuration is considered as one parameter dimension, with the complete data set represented by spatially referenced parameter space voxels. To use K-means clustering, one has to define n, the number of clusters. The algorithm is then initialized with n randomly distributed centroids (cluster centers), and each point is attributed to the cluster of the closest centroid. The centroids are then displaced to the resulting cluster center. This expectation-maximization process is repeated until convergence, with the cluster number for each parameter space vector assigned to its spatial position. The K-means analysis of the SHG polarimetry data set is shown in Fig. 3, with the number of clusters from n = 2 to n = 10. At the lowest cluster count, n = 2, the resulting map displays two color-coded clusters: one containing the horizontal and the oblique walls, and the other containing the rest of the image, with background and vertical DWs. This result is obviously not satisfactory since it does not allow us to correctly discriminate walls with different geometries from the background signal. Increasing the number of clusters n has the effect of identifying a larger number of regions with a distinct SHG signal, with n = 5 yielding a cluster distribution that corresponds to those identified by eye in the artisanal approaches above. Indeed, the five clusters (VDW, HDWs, ODW1, ODW2 and BKG) are fully recovered, without requiring any manual input except the number of clusters.

Besides enabling a full automation of the image segmentation, K-means clustering gives us the possibility to resolve additional features that are impossible to identify by the human eye, simply by increasing the number of clusters n. These could for instance be small regions with similar polar plot behaviors throughout the analyzer/polarizer parameter space. These features are shown, for n = 10, in Fig. 4, alongside the polar plots obtained from cluster centroids for a laser polarization oriented along HDWs. All the polar plots can be fitted with a Néel model, indicating that the internal structure of domain walls is indeed Néel type. However, a slight change of the polar plot anisotropy is present at the edges of the domain wall regions with respect to their inner cores, as can be seen clearly in Fig. 4c. The origin of such distinct interface regions is yet unclear, and may originate from the variations in the underlying disorder landscape.
of the films for the former, and from the structural modifications and strains generated through the writing of ferroelectric domain structures with an SPM tip for the latter. Overall, the additional features can be explained through physical considerations, and reveal behaviours that were previously overlooked as a result of the manual selection process in the artisanal segmentation methods.

One can naturally question the pertinence of increasing the number above this value. The benefit of additional feature detection with increasing must be balanced against the risk of over-fitting, where an excessively large number of clusters could lead to their noise-induced separation, while in reality they belong to a group with the same physical properties. In fact, the absolute limit of is, trivially and meaninglessly, the number of data points provided to the algorithm—with each data point occupying its cluster. Thus, to answer the question of how many clusters are enough, one has to make use of physical intuition as well as quantitative metrics such as silhouette score and plots. An example of such an analysis is detailed in Supplementary Fig. 4, showing that and are reasonable choices, as they lie near the beginning of silhouette score plateaus at the feature-defining cluster numbers.

Figure 3. K-means clustering applied to domain wall SHG polarimetry analysis. Each image represents the spatial distribution of clusters, identified each by a differently colored region, found in the same SHG micrograph (field of view 15 × 15 μm²) with the analysis repeated with the number of clusters varying from to . As the number of clusters is increased, progressively more details are resolved as distinct in the corresponding spatial maps.

Figure 4. (a) Clustering for , with the corresponding cluster centroids yielding polar plots in (b, c) showing SHG intensity variation with the analyzer angle at laser polarization angle . All the data are well fitted with a Néel model. Several significant features including heterogeneous background response and distinct signals at DW edges and junctions are revealed with respect to clustering with or traditional analysis.
Towards cross-technique correlative analysis. As discussed above, the overarching goal of this work is to devise an approach to perform a quantitative and correlative analysis of SHG and SPM data sets acquired over the same regions. This is enabled through the use of a combination of computer vision distortion correction, machine learning based techniques, and data stacking approaches.

The correlation of the two data sets is performed on the spatial dimensions, as both SPM and SHG are spatially resolved techniques. However, not only the length scales but also the spatial resolution of these techniques are radically different. Whereas SPM is capable of nanometer-scale precision, SHG is limited by the optical wavelength of the laser beam. It is thus necessary to generate a proxy image from the SPM data set to perform spatial correlation with SHG. To this end, the piezoresponse phase—allowing a clear identification of the ferroelectric domains—is first binarized and then skeletonized through dilation and erosion, yielding a pixel-wide domain wall image. The image is then Gaussian-blurred to the resolution of SHG, finally resulting in the proxy image shown in Fig. 5a. The isotropic SHG image is then binarized, as shown in Fig. 5b, and both images are subjected to a computer vision based image registration algorithm based on the effective correlation coefficient method and a homography matrix transformation. The difference between the proxy and SHG images is shown in Fig. 5c, d, respectively before and after the image registration. A quasi-perfect spatial match is established between both data sets through the resulting homography transformation.

Once registered, the SPM data can for example be used to understand the origin of the various optical responses found through the K-means clustering discussed above. Here, the $n = 10$ cluster image is overlaid in Fig. 5e–g on the surface topography, piezoresponse phase, and piezoresponse amplitude, respectively. We note that the image registration performed admirably, and all clusters representing the domain wall cores are well aligned with the domains as imaged by SPM. Secondly, the variations in the SHG background signal largely correlate with the numerous island-like topographic features present on the surface. This is not unexpected, as SHG is highly sensitive to surface and interface effects. However, we note that this effect is quite small, as the splitting of the background into two clusters occurs at a high cluster number, $n = 9$, meaning the difference in the measured polar plots is subtle.

Once combined, the two SPM and SHG sets can be treated together in order to further extract correlations across the different length scales. The above analysis can for example be extended by the inclusion of the SPM channels as additional parameter dimensions in a full K-means analysis, as illustrated in the Supplementary Note 3.

Figure 5. Correlative analysis of the SPM and SHG datasets. (a) Binarized SPM domain wall proxy image generated from the piezoresponse force microscopy phase image. (b) Binarized isotropic SHG image. (c) The SPM domain wall proxy subtracted from the isotropic SHG image shows that there is a clear misalignment. (d) Once aligned through the use of computer vision distortion correction, there is a quasi-perfect spatial match between the SHG and SPM data sets. This enables a quantitative correlative analysis, for instance the comparison of the features in $n = 10$ clustering (colour lines indicating cluster borders) and the (e) topography, (f) PFM phase or (g) PFM amplitude.
Conclusion
We have demonstrated a workflow for the automated recovery of SHG features through the use of machine learning and data stacking techniques. By applying the workflow on a previously published data set, we have unearthed significant additional insights into the structure-property relationships and functional responses at domain walls in PZT thin films, with much more limited intervention and effort. By combining the workflow with computer vision approaches, we have presented a quantitative correlative analysis of SHG and SPM data sets—two techniques with radically different modes of operation and spatial resolutions.

In fine, the approach presented here opens up new possibilities at the cross-roads between materials physics and data science. We envision that in the future, a use of holistic, cross-technique analysis will become standard practice in the quest for the understanding of material physics. The correlative workflow discussed in the current work is driven by data science, and is applicable to any set of spatially resolved techniques. This opens a wide range of possibilities for correlated studies of complex oxides or mixed phase polymers by a combination of optical, magnetic, morphological, and functional probing techniques.

Methods

Second-harmonic generation microscopy. The SHG measurements were conducted with a scanning confocal microscope in reflection geometry. In order to analyze the internal structure of the domain walls, polarimetry experiments and simulations based on symmetry arguments are conducted. The modeling of the SHG polarimetry response is based on the analytic form of the SHG by assuming a non-Ising character (i.e., Bloch or Néel type structure) of the domain walls. In the case of tetragonal Pb(Zr0.2Ti0.8)O3 films, the data are well fitted assuming m point group symmetry, which corresponds to a Néel-type domain wall structure. A detailed description of the method can be found in19.

Scanning probe microscopy. The scanning probe microscopy measurements were performed in piezoresponse force microscopy mode on a Bruker Dimension 3100 atomic force microscope. The details of the measurement parameters may be found in13.

Data availability

Data and analysis code is available at the long term storage Yareta project repository, hosted at the University of Geneva16.
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