Error-compensation measurements on polarization qubits
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Systematic errors are inevitable in most measurements performed in real life because of imperfect measurement devices. Reducing systematic errors is crucial to ensuring the accuracy and reliability of measurement results. To this end, delicate error-compensation design is often necessary in addition to device calibration to reduce the dependence of the systematic error on the imperfection of the devices. The art of error-compensation design is well appreciated in nuclear magnetic resonance system by using composite pulses. In contrast, there are few works on reducing systematic errors in quantum optical systems. Here we propose an error-compensation design to reduce the systematic error in projective measurements on a polarization qubit. It can reduce the systematic error to the second order of the phase errors of both the half-wave plate (HWP) and the quarter-wave plate (QWP) as well as the angle error of the HWP. This technique is then applied to experiments on quantum state tomography on polarization qubits, leading to a 20-fold reduction in the systematic error. Our study may find applications in high-precision tasks in polarization optics and quantum optics.

I. INTRODUCTION

Quantum measurement [1] is a cornerstone of quantum mechanics. It is also a basic ingredient of many quantum information processing protocols, such as quantum computation [2], quantum communication [3], and quantum metrology [4–7]. Accurate implementation of quantum measurements is crucial to tasks that demand high precision, such as quantum state tomography [8–13] and quantum process tomography [14–17]. In practice, however, measurement devices are never perfect, and the accuracy of measurements is often limited by systematic errors. Detection and correction of systematic errors are thus crucial to ensuring the accuracy and reliability of measurement results.

There are already many works on the detection and certification of systematic errors [18–25]. However, few works have addressed the problem of reducing systematic errors induced by imperfect devices. There are mainly two approaches for dealing with this problem. The simplest and most direct way is to reduce the imperfection of the devices by calibration. However, accurate calibration requires accurate calibration apparatuses, which are not always available. In addition, calibration is difficult to conduct on large systems. The other approach works by alleviating the dependence of the systematic error on the imperfection of the devices rather than improving the quality of the devices. This is usually achieved via an elaborate design to correct the systematic error to the second or even a higher order of the device imperfections.

In nuclear magnetic resonance (NMR) system, many delicate composite pulse sequences have been designed to compensate a variety of systematic errors [26–29]. Certain composite pulse sequences can correct the systematic errors to an arbitrary order [28, 29] and apply to any initial state [30]. Similar methods have also been used to combat decoherence noise [31–33]. By contrast, little is known about compensating systematic errors in quantum optical devices. One exception is the work of Ardavan [34], in which high-fidelity broadband composite linear retarders were designed following the idea of composite pulses in NMR system to combat chromatic dispersion. This approach assumes that phase errors of all the linear retarders are the same and only applies to errors induced by chromatic dispersion. Incidentally, another approach for making wave plates less sensitive to the wavelength is to combine two wave plates made of materials with different birefringences [35]. In practice, linear retarders are not perfect, and their phase errors may differ from each other. For example, typical phase errors of current phase retarders on the market are around λ/300; they dominate over chromatic dispersion if the wavelength bandwidth is less than λ/150, which is usually the case. Unfortunately, the approaches mentioned above cannot correct such phase errors; neither can they tackle with angle errors resulting from imperfect calibration of optic axes.

In this paper, we present a simple method for correcting systematic errors in projective measurements on polarization qubits. The measurement device we consider is composed of a quarter-wave plate (QWP), a half-wave plate (HWP), and a polarizing beam splitter (PBS), referred to as the QWP-HWP setting henceforth. Our strategy consists in designing a series of rotation-angle
settings of the QWP and HWP, which realize the same measurement in the ideal scenario and compensate certain first-order errors if the wave plates are not perfect. In particular, we shall design an error compensation measurement (ECM) that is capable of correcting the phase errors of the QWP and HWP as well as the angle error of the HWP to the second order. The chromatic dispersion is also corrected as a consequence. The ECM is very easy to implement in experiments; no wave plate with delicate design is necessary. As an application, we apply the ECM to experiments on quantum state tomography on polarization qubits. Experimental results show that the ECM can reduce the systematic error in the estimator by 20 times.

The rest of the paper is organized as follows. In Sec. II we introduce the ECM to correct the phase errors of the HWP and QWP as well as the angle error of the HWP. In Sec. III we apply the ECM to experiments on quantum state tomography on polarization qubits and discuss the dependence of the systematic error of the estimator on the imperfections of the wave plates. Section IV summarizes this paper.

II. ERROR COMPENSATION MEASUREMENTS

In the case of a qubit, any projective measurement has two outcomes, which can be identified with the two eigenstates of a Pauli operator. A generic Pauli operator has the form \( r \cdot \sigma \), where \( \sigma = (\sigma_x, \sigma_y, \sigma_z)^T \) is the vector composed of Pauli matrices

\[
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

and \( r \) is a unit vector, referred to as the measurement vector henceforth. The measurement vector \( r \) is also the Bloch vector of the eigenstate of \( r \cdot \sigma \) with eigenvalue 1. For the polarization qubit, the horizontal and vertical polarization states \( |H\rangle \) and \( |V\rangle \) can be identified with the two eigenstates of \( \sigma_z \) with eigenvalues 1 and \(-1\). In optical experiments, the projective measurement of \( \sigma_z \) can be realized by a PBS. A generic projective measurement can be realized by the QWP-HWP setting shown in Fig. 1.

Let \( q \) and \( h \) be the rotation angles of the optic axes of the QWP and HWP from the horizontal direction. Then the QWP-HWP setting transforms the state \(|H\rangle\) into the state

\[
|\psi\rangle = \begin{pmatrix} \cos q \cos t - i \sin q \sin t \\ \sin q \cos t + i \cos q \sin t \end{pmatrix}, \tag{1}
\]

whose Bloch vector is given by

\[
r_0(q, h) = (\sin 2q \cos 2t, \sin 2t, \cos 2q \cos 2t)^T, \tag{2}
\]

where \( t = 2h - q \); see the appendix for more details.

In the above analysis, we have assumed that the QWP and HWP are perfect. In real experiments, however, this is not the case. The phase shifts \( \delta_q \) and \( \delta_h \) of the QWP and HWP may deviate from the ideal values of \( 90^\circ \) and \( 180^\circ \). Similarly, the rotation angles of the two wave plates may deviate from prescribed values. Denote by \( \xi \) the deviation of \( \xi \) from the ideal value, where \( \xi \) is one of the four parameters \( q, h, \delta_q, \delta_h \). Then the measurement vector actually realized is

\[
r(q, h, \epsilon) := r(q + \epsilon_q, \frac{\pi}{2} + \epsilon_h; h + \epsilon_h, \pi + \epsilon_h), \tag{3}
\]

where the right hand side is given by Eq. (A.3) in the appendix. Note that \( r_0(q, h) = r(q, h, \epsilon = 0) \). The Taylor expansion of \( r(q, h, \epsilon) \) reads

\[
r(q, h, \epsilon) = r_0(q, h) + \sum_\xi \frac{\partial r(q, h, \epsilon)}{\partial \xi} \epsilon_\xi + O(\epsilon^2_\xi). \tag{4}
\]

Here and in the rest of the paper we take the convention that the derivative with respect to \( \epsilon_\xi \) is taken at \( \epsilon = 0 \). The systematic error in the measurement vector may affect the accuracy and reliability of the measurement results. To alleviate these problems, it is crucial to control and reduce such error.

Since device characteristics are not easy to modify in a given experiment, to reduce the systematic error induced by device errors, we need a clever error-compensation design. A starting point of our design is the assumption that the deviations \( \epsilon_\delta_q, \epsilon_\delta_h, \epsilon_q, \epsilon_h \) do not depend on the rotation angles \( q \) and \( h \). This assumption is reasonable and easy to understand for the phase deviations \( \epsilon_\delta_q, \epsilon_\delta_h \). For the angle deviations \( \epsilon_q, \epsilon_h \), it is also a good approximation because the rotation stage of each wave plate usually can achieve a much higher precision, say \( 0.01^\circ \), than the precision, say \( 0.1^\circ \), in the calibration angle of the wave plate, so \( \epsilon_q, \epsilon_h \) are mainly determined by the calibration process at the beginning of the experiment.

The basic idea of our ECM design can be summarized as follows. Choose \( n \) different angle settings \((q_i, h_i)\) that realize the same measurement in the ideal scenario, that is

\[
r_0(q_1, h_1) = r_0(q_2, h_2) = \cdots = r_0(q_n, h_n). \tag{5}
\]

Divide the photons into \( n \) groups of equal size and perform the measurement determined by the angle setting.
\( (q_i, h_i) \) on photons in group \( i \). In this way the effective measurement vector realized is the average of \( r(q_i, h_i, \epsilon) \), that is,

\[
\begin{align*}
r_e &= \frac{1}{n} \sum_{i=1}^{n} r(q_i, h_i, \epsilon) \\
&= r_0(q_1, h_1) + \frac{1}{n} \sum_{i=1}^{n} \frac{\partial r(q_i, h_i, \epsilon)}{\partial \epsilon} \epsilon + O(\epsilon^2). (6)
\end{align*}
\]

With a suitable choice of the angle settings \( (q_i, h_i) \), the vector \( r_e \) can be made less sensitive than each \( r(q_i, h_i, \epsilon) \) to the imperfections of the wave plates. In particular, \( \epsilon \) sign that is capable of correcting the first-order errors in \( q_i \), \( h_i \), \( \epsilon \) concerning these errors separately are introduced.

In the rest of this section, we present an ECM design that is capable of correcting the first-order errors in \( \epsilon_{\delta_q}, \epsilon_{\delta_h}, \epsilon_t \) simultaneously. To start with, ECM designs for correcting these errors separately are introduced.

A. ECM design for \( \epsilon_h \)

The partial derivative of \( r(q, h, \epsilon) \) with respect to \( \epsilon_h \) (at \( \epsilon = 0 \)) is

\[
\begin{align*}
\frac{\partial r(q, h, \epsilon)}{\partial \epsilon_h} &= \frac{\partial r_0(q, h)}{\partial \epsilon} \\
&= 4 (\cos 2q_1 \cos 2t_1 = \cos 2q_2 \cos 2t_2, \\
\sin 2t_1 = \sin 2t_2, \\
\cos 2q_1 \cos 2t_1 = \cos 2q_2 \cos 2t_2, \\
-4 \sin 2q_1 \sin 2t_1 = 4 \sin 2q_2 \sin 2t_2, \\
4 \cos 2t_1 = -4 \cos 2t_2, \\
-4 \cos 2q_1 \sin 2t_1 = 4 \cos 2q_2 \sin 2t_2. (9)
\end{align*}
\]

The set of equations can be simplified as

\[
\begin{align*}
\sin 2t_1 &= \sin 2t_2, \\
\cos 2t_1 &= -\cos 2t_2, \\
\sin 2q_1 &= -\sin 2q_2, \\
\cos 2q_1 &= -\cos 2q_2, (10)
\end{align*}
\]

with solutions given by

\[
q_2 = q_1 + (k + 0.5)\pi, \quad h_2 = q_1 - h_1 + \frac{k'}{2} \pi, (11)
\]

where \( k \) and \( k' \) are arbitrary integers.

B. ECM design for \( \epsilon_{\delta_q} \)

The partial derivative of \( r(q, h, \epsilon) \) with respect to \( \epsilon_{\delta_q} \) can be computed according to Eq. (3) as well as Eqs. (A3) and (A4) in the appendix, with the result

\[
\begin{align*}
\frac{\partial r(q, h, \epsilon)}{\partial \epsilon_{\delta_q}} &= \left( -\cos 2q \sin 2t, 0, \sin 2q \sin 2t \right)^T. (12)
\end{align*}
\]

Again two angle settings are sufficient for compensating the first-order error in \( \epsilon_{\delta_q} \). Substituting Eqs. (4) and (12) into the two error compensation conditions in Eqs. (5) and (7) yields

\[
\begin{align*}
\sin 2q_1 \cos 2t_1 &= \sin 2q_2 \cos 2t_2, \\
\sin 2t_1 &= \sin 2t_2, \\
\cos 2q_1 \cos 2t_1 &= \cos 2q_2 \cos 2t_2, \\
-\cos 2q_1 \sin 2t_1 &= \cos 2q_2 \sin 2t_2, \\
\sin 2q_1 \sin 2t_1 &= -\sin 2q_2 \sin 2t_2. \quad (13)
\end{align*}
\]

Interestingly, Eq. (13) is equivalent to Eq. (10) and thus has the same solution as in Eq. (11).

C. ECM design for \( \epsilon_{\delta_h} \)

The partial derivative of \( r(q, h, \epsilon) \) with respect to \( \epsilon_{\delta_h} \) can be computed according to Eq. (3) as well as Eqs. (A3) and (A4) in the appendix, with the result

\[
\begin{align*}
\frac{\partial r(q, h, \epsilon)}{\partial \epsilon_{\delta_h}} &= \left( -\cos 2q \sin 2h, 0, \sin 2q \sin 2h \right)^T, (14)
\end{align*}
\]

The error-compensation conditions can be derived following the same reasoning as in the previous two sections, with the result

\[
\begin{align*}
\tan 2q_1 &= \tan 2q_2, \\
\sin 2q_1 \cos 2t_1 &= \sin 2q_2 \cos 2t_2, \\
\sin 2t_1 &= \sin 2t_2, \\
\sin 2q_1 \sin 2h_1 &= -\sin 2q_2 \sin 2h_2. \quad (15)
\end{align*}
\]

The solutions are given by

\[
q_2 = q_1 + k\pi, \quad h_2 = h_1 + (k' + 0.5)\pi, \quad (16)
\]

where \( k \) and \( k' \) are arbitrary integers.

D. ECM design for \( \epsilon_q \)

The partial derivative of \( r(q, h, \epsilon) \) with respect to \( \epsilon_q \) is

\[
\begin{align*}
\frac{\partial r(q, h, \epsilon)}{\partial \epsilon_q} &= \frac{\partial r_0(q, h)}{\partial q} \\
&= 2(\cos(4h - 4q), -\cos 2t, \sin(4h - 4q))^T. \quad (17)
\end{align*}
\]
To verify our claim, note that the two angle settings $(q_4, h_4)$ and $(q_2, h_2)$. Meanwhile, the two angle settings $(q_2, h_2)$ and $(q_1, h_1)$ compensate the first-order errors in $\epsilon_h$ and $\epsilon_{h_q}$, and so do the two angle settings $(q_1, h_4)$ and $(q_3, h_3)$. Therefore, the four settings can correct the first-order errors in $\epsilon_h, \epsilon_{h_q}, \epsilon_{h_q}$ simultaneously, as illustrated in Fig. 2. Incidentally, our ECM design also corrects the first-order chromatic dispersion, which affects the phase shifts $\delta_q$ and $\delta_h$ of the QWP and HWP.

Our ECM design also reduces the error induced by $\epsilon_q$ although it cannot correct the error. To see this, we can compare the norm of the partial derivative $\frac{\partial r}{\partial \epsilon_q}$ with that of $\frac{\partial r}{\partial \epsilon_q}$. Note that

$$\frac{\partial r}{\partial \epsilon_q} = \frac{1}{4} \sum_{i=1}^{4} \frac{\partial r(q_i, h_i, t)}{\partial \epsilon_q}$$

$$= 2 \left(\cos 2q_1 \cos 2t_1, 0, -\sin 2q_1 \cos 2t_1\right)^T$$

$$= 2U_0 r_0(q_1, h_1),$$

(20)

where

$$U_0 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}.$$  

(21)

We have

$$\left\| \frac{\partial r}{\partial \epsilon_q} \right\|^2 = 4 \cos^2 2t_1 = 4(1 - r_y^2).$$

(22)

This value is at least two times smaller than the value without error compensation

$$\left\| \frac{\partial r(q_i, h_i, t)}{\partial \epsilon_q} \right\|^2 = 4 + 4 \cos^2 2t_1 = 4(2 - r_y^2),$$

(23)

which follows from Eq. (17); see Fig. 2. To appreciate the improvement of the ECM over the NCM, let us consider a complete set of mutually unbiased measurements. The corresponding measurement vectors $r^{(i)}$ for $i = 1, 2, 3$ form an orthonormal basis, which implies that $\sum_i (r_y^{(i)})^2 = 1$. Therefore, $\sum_i \left\| \frac{\partial r^{(i)}}{\partial \epsilon_q} \right\|^2 = \sum_i 4 \left[1 - (r_y^{(i)})^2\right] = 8$, which is only two fifths of the original value $\sum_i \left\| \frac{\partial r^{(i)}}{\partial \epsilon_q} \right\|^2 = 20$.

### III. APPLICATIONS IN QUANTUM STATE TOMOGRAPHY

#### A. Systematic error in quantum state tomography

Quantum state tomography is a procedure for inferring the state of a quantum system from quantum measurements and data processing [8, 10, 13]. A measurement is informationally complete if all states of the given quantum system can be distinguished by probabilities of measurement outcomes or, equivalently, if the measurement...
outcomes span the operator space. When a large number of copies of the unknown quantum state are measured, the frequencies of measurement outcomes converge to the corresponding probabilities. The quantum state can be reconstructed reliably if the measurement is informationally complete and the measurement devices are perfect. In practice, however, the measurement devices are never perfect, and the state reconstructed may deviate from the true state even if arbitrarily large number of copies of the state are available for measurements. To achieve reliable quantum state tomography, therefore, it is indispensable to understand and reduce the systematic error induced by device errors. Here we show that the ECM design introduced in the previous section can be applied to reduce the systematic error in quantum state tomography on polarization qubits. To highlight the main point, we neglect the statistical error in the following analysis.

Suppose the state of the qubit is characterized by the density operator \( \rho = (1 + \mathbf{s} \cdot \sigma)/2 \), where \( \mathbf{s} \) is the Bloch vector. To reconstruct the state \( \rho \) is equivalent to reconstruct the Bloch vector \( \mathbf{s} \). To achieve this task, we can perform three projective measurements corresponding to three Pauli operators \( \sigma^{(i)} \) for \( i = 1, 2, 3 \), where the measurement vectors \( \mathbf{r}^{(i)} \) are linearly independent. In the ideal scenario, the measurement of \( \mathbf{r}^{(i)} \) determines the projection of the Bloch vector \( \mathbf{s} \) on the direction \( \mathbf{r}^{(i)} \),

\[
m^{(i)} = \mathbf{r}^{(i)} \cdot \mathbf{s}. \tag{24}
\]

The Bloch vector \( \mathbf{s} \) can be reconstructed via the formula

\[
\hat{s} = (R_0^T)^{-1} m_0 = \mathbf{s}, \tag{25}
\]

where

\[
R_0 = (\mathbf{r}^{(1)}_0, \mathbf{r}^{(2)}_0, \mathbf{r}^{(3)}_0), \quad m_0 = (m^{(1)}_0, m^{(2)}_0, m^{(3)}_0)^T.
\tag{26}
\]

Due to device errors, the result we really get is

\[
m^{(i)} = \mathbf{r}^{(i)} \cdot \mathbf{s}, \tag{27}
\]

where \( \mathbf{r}^{(i)} \) is the measurement vector actually realized. Consequently, the estimator

\[
\hat{s} = (R_0^T)^{-1} m = \mathbf{s} + (R_0^T)^{-1}(m - m_0) \tag{28}
\]

has a systematic error,

\[
\Delta s = \hat{s} - \mathbf{s} = (R_0^T)^{-1}(R - R_0)^T \mathbf{s}
\]

\[
= \sum_{\xi} (R_0^T)^{-1} \frac{\partial R}{\partial \xi} \mathbf{s} \xi + O(e_\xi^2), \tag{29}
\]

where \( R = (\mathbf{r}^{(1)}, \mathbf{r}^{(2)}, \mathbf{r}^{(3)}) \). This equation clearly shows how the systematic error of the estimator \( \hat{s} \) depends on the measurement bases, the device errors, and the quantum state. In the NCM scheme, \( R - R_0 \) is linear in the deviations \( e_q, e_h, e_{\delta_q}, e_{\delta_h} \), so \( \|\Delta s\|^2 \) is quadratic in these deviations.

To analyze the systematic error in the ECM scheme, let \( R_e = (\mathbf{r}^{(1)}_e, \mathbf{r}^{(2)}_e, \mathbf{r}^{(3)}_e) \). Noticing that \( \frac{\partial R}{\partial \xi} = 0 \) except when \( \xi = q \), we deduce that

\[
\Delta s = (R_0^T)^{-1}(R_e - R_0)^T \mathbf{s}
\]

\[
= (R_0^T)^{-1} \frac{\partial R}{\partial e_q} \mathbf{s} \xi + O(e_\xi^2) \tag{30}
\]

\[
= 2(R_0^T)^{-1}(U_0 R_0^T) \mathbf{s} \xi + O(e_\xi^2)
\]

\[
= 2U_0^T \mathbf{s} \xi + O(e_\xi^2),
\]

where \( U_0 \) is defined in Eq. (22). It follows that

\[
\|\Delta s\|^2 = 4(s_x^2 + s_z^2)e_q^2 + O(e_q^2). \tag{31}
\]

The systematic error \( \|\Delta s\|^2 \) for the ECM scheme is quadratic only in \( e_q \), as illustrated in the upper plot of Fig. 3. Interestingly, the quadratic part of \( \|\Delta s\|^2 \) is independent of measurement bases and depends only on the Bloch vector \( \mathbf{s} \) of the quantum state and the deviation angle \( e_q \). When the Bloch vector is aligned along the \( y \) direction (i.e., \( \mathbf{s} = (0, s_y, 0)^T \)), \( \Delta s \) is quadratic in \( e_q, e_h, e_{\delta_q}, e_{\delta_h} \), so \( \|\Delta s\|^2 \) is quartic in these parameters, as illustrated in the lower plot of Fig. 3.

### B. Experimental results and discussion

In this section we present some experimental results on quantum state tomography on polarization qubits to demonstrate the efficacy of our ECM design in reducing the systematic error. The experimental setup is the same as that in Ref. [11], as illustrated in Fig. 2 therein. A pair of H-polarized photons with wave length \( \lambda = 808 \text{ nm} \) is created via spontaneous parametric down-conversion (SPDC) process. One photon is detected by a single-photon detector and heralds the generation of the other photon. The polarization state of the other photon is prepared by a combination of a half-wave plate, a quartz crystal, and a quarter-wave plate. Projective measurements on the photon are realized by the QWP-HWP setting illustrated in Fig. 1. Since the phase errors of the QWP and HWP in the QWP-HWP setting are fixed in a given experiment, we can only test the relationship between the systematic error in quantum state tomography and the angle errors of the QWP and HWP by intentionally adding errors to the initially well-calibrated optic axes.

In the experiments, we prepared two polarization states with Bloch vectors \( \mathbf{s}_1 = (0.346, -0.446, 0.425)^T \) and \( \mathbf{s}_2 = (0, 0.707, 0)^T \) by setting the rotation angle of the QWP in the state-preparation module at 19.57° and -45°, respectively (see Fig. 2 in Ref. [11]). The Bloch vectors of the two states have the same length of 0.707. The measurement scheme consists of projective measurements on the three Pauli operators \( \sigma_x, \sigma_y, \sigma_z \), realized with the angle settings \( q^{(1)} = 45°, h^{(1)} = 22.5°; q^{(2)} = 0°, h^{(2)} = 22.5°; \) and \( q^{(3)} = 0°, h^{(3)} = 0°; \)
According to Eqs. (3), (12), (13), and (17), we have
\[
\begin{align*}
\frac{\partial R}{\partial \delta_h} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & \frac{\partial R}{\partial \delta_q} &= \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
\frac{\partial R}{\partial \delta_{\delta_h}} &= \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & \frac{\partial R}{\partial \delta_{\delta_q}} &= \begin{pmatrix} 0 & 0 & 2 \\ -2 & 0 & -2 \\ -2 & 2 & 0 \end{pmatrix}.
\end{align*}
\]

The quadratic part of the systematic error \(\|\Delta s\|^2\) in the NCM scheme can be computed according to these equations and Eq. (29), with the result
\[
\|\Delta s\|^2 = (32\zeta_{\delta_h}^2 + 16\zeta_{\delta_q}^2)\delta_h^2 + \frac{1}{2}(\zeta_{\delta_h}^2 + \zeta_{\delta_q}^2)\delta_h^2 + \zeta_{\delta_q}^2\delta_q^2 + 4(\zeta_{\delta_h}^2 + 2\zeta_{\delta_q}^2 + 2\zeta_{\delta_h}^2 + 2\zeta_{\delta_q}^2 - 2\zeta_{\delta_h}\zeta_{\delta_q})\zeta_{\delta_h}\zeta_{\delta_q},
\]
(32)

where we have assumed that the errors induced by \(\delta_h, \delta_q, \delta_{\delta_h}, \delta_{\delta_q}\) are independent. The systematic error \(\|\Delta s\|^2\) is equal to \(9.2\delta_h^2 + 3.2\delta_q^2 + 0.12\delta_{\delta_h}^2 + 0.15\delta_{\delta_q}^2\) up to the second order (see Fig. 3). With typical angle errors of \(0.1^\circ\) and phase errors of \(1.2^\circ\) for both the QWP and HWP, the second-order errors due to \(\delta_h, \delta_q, \delta_{\delta_h}\) and \(\delta_{\delta_q}\) are \(2.8 \times 10^{-5}\), \(9.8 \times 10^{-6}\), \(5.3 \times 10^{-5}\), and \(6.6 \times 10^{-5}\), respectively, which sum up to \(1.6 \times 10^{-4}\). The systematic error \(\|\Delta s\|^2\) is equal to \(16\delta_h^2 + 4\delta_q^2\) up to the second order. The errors due to \(\delta_h\) and \(\delta_q\) are \(4.9 \times 10^{-5}\) and \(1.2 \times 10^{-5}\), respectively, which sum up to \(6.1 \times 10^{-5}\).

By contrast, the systematic error in the ECM scheme is given by Eq. (31). The systematic error \(\|\Delta s\|^2\) reduces to \(1.2\delta_q^2\), which equals \(3.7 \times 10^{-6}\) for \(\delta_q = 0.1^\circ\). Due to the special choice of \(s_2\), the quadratic part of \(\|\Delta s\|^2\) vanishes (see Fig. 3).

Fig. 3 shows the experimental result on the systematic errors associated with the NCM and ECM schemes. Due to the statistical error associated with finite number of measurements (\(3 \times 10^6\) in our experiments), the systematic error of the ECM scheme is limited to \(8 \times 10^{-6}\) instead of \(4 \times 10^{-6}\) and \(10^{-10}\) for the two states predicted theoretically. Nevertheless, the ECM scheme successfully corrects dominant errors induced by \(\delta_{\delta_h}\), \(\delta_{\delta_q}\), and \(\delta_h\), thereby achieving 20-fold improvement over the NCM scheme.

### IV. SUMMARY

We have introduced an ECM design on polarization qubits. Our ECM design is able to reduce the systematic error to the second order of the phase errors of the HWP and QWP as well as the angle error of the HWP. Although it cannot eliminate the first-order error induced by the angle error of the QWP, it decreases the error by several times. In typical optical experiments, phase errors are usually more serious than angle errors. Therefore, our ECM design is quite helpful in reducing the systematic error. As an application, the ECM design was employed in an experiment on quantum state tomography of the polarization qubit, achieving a 20-fold improvement.
reduction in the systematic error of the estimator. Our study may find applications in optical experiments that demand high precision.
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Appendix A: Qubit measurements with two wave plates

In optical experiments, wave plates and polarizing beam splitters are used to realize projective measurements on polarization qubits. Two wave plates and one PBS are sufficient to realize arbitrary projective measurements on a single qubit. One such setup is shown in Fig. 1 (here we do not assume that the two wave plates are a quarter-wave plate (QWP) and a half-wave plate (HWP)). In the absence of the two wave plates, the PBS realizes the projective measurement on the basis composed of the horizontal and vertical polarization states $|H\rangle$ and $|V\rangle$. In general, let $\delta_q, \delta_h$ be the phase shifts of the left and the right wave plates, and let $q, h$ be the rotation angles of the two wave plates from the horizontal direction. Then the two wave plates transform the state $|H\rangle$ into

$$|\psi\rangle = U(q, \delta_q)U(h, \delta_h)\,|H\rangle,$$  \hfill (A.1)

where $U(\theta, \delta)$ is the unitary transformation realized by a wave plate with rotation angle $\theta$ and phase shift $\delta$,

$$U(\theta, \delta) = \begin{pmatrix} \cos^2 \theta + e^{i\delta} \sin^2 \theta & \frac{1}{2}(1 - e^{i\delta}) \sin 2\theta \\ \frac{1}{2}(1 - e^{i\delta}) \sin 2\theta & \sin^2 \theta + e^{i\delta} \cos^2 \theta \end{pmatrix}. \hfill (A.2)$$

The Bloch vector $\mathbf{r}$ of $|\psi\rangle\langle\psi|$ is

$$\mathbf{r}(q, \delta_q; h, \delta_h) = \mathbf{A}_1 \cos \delta_q + \mathbf{A}_2 \sin \delta_q + \mathbf{A}_3,$$  \hfill (A.3)

where

$$\mathbf{A}_1 = \frac{1}{4} \begin{pmatrix} (\cos \delta_h - 1)[\sin(4q - 4h) - \sin 4q - \sin 4h] - 2 \sin 4q \\ -4 \sin \delta_h \sin 2h \\ (\cos \delta_h - 1)[\cos(4q - 4h) - \cos 4q - \cos 4h + 1] - 2 \cos 4q + 2 \end{pmatrix},$$

$$\mathbf{A}_2 = \begin{pmatrix} \sin \delta_h \cos 2q \sin 2h \\ -(\cos \delta_h - 1) \cos(2q - 2h) \sin 2h - \sin 2q \sin 2h \\ -\sin \delta_h \sin 2q \sin 2h \end{pmatrix},$$

$$\mathbf{A}_3 = \frac{1}{4} \begin{pmatrix} -\cos \delta_h - 1)[\sin(4q - 4h) - \sin 4q + \sin 4h] + 2 \sin 4q \\ 0 \\ -\cos \delta_h - 1)[\cos(4q - 4h) - \cos 4q + \cos 4h - 1] + 2 \cos 4q + 2 \end{pmatrix}. \hfill (A.4)$$

When the left and the right wave plates in Fig. 1 are a QWP and a HWP, that is, $\delta_q = 90^\circ$, $\delta_h = 180^\circ$, the state $|\psi\rangle$ turns out to be

$$|\psi\rangle = U(q, \frac{\pi}{2})U(h, \pi)\,|H\rangle = \begin{pmatrix} \cos q \cos(q - 2h) + i \sin q \sin(q - 2h) \\ \sin q \cos(q - 2h) - i \cos q \sin(q - 2h) \end{pmatrix},$$  \hfill (A.5)

and its Bloch vector is

$$\mathbf{r}_0(q, h) = \mathbf{r}(q, \frac{\pi}{2}; h, \pi) = (\sin 2q \cos(4h - 2q), \sin(4h - 2q), \cos 2q \cos(4h - 2q))^T. \hfill (A.6)$$