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Abstract

Using a combination of techniques from conformal and complex geometry, we show the potentialization of 4-dimensional closed Einstein-Weyl structures which are half-algebraically special and admit a “half-integrable” almost-complex structure. That is, we reduce the Einstein-Weyl equations to a single, conformally invariant, non-linear scalar equation, that we call the “conformal HH equation”, and we reconstruct the conformal structure (curvature and metric) from a solution to this equation. We show that the conformal metric is composed of: a conformally flat part, a conformally half-flat part related to certain “constants” of integration, and a potential part that encodes the full non-linear curvature, and that coincides in form with the Hertz potential from perturbation theory. We also study the potentialization of the Dirac-Weyl, Maxwell (with and without sources), and Yang-Mills systems. We show how to deal with the ordinary Einstein equations by using a simple trick. Our results give a conformally invariant, coordinate-free, generalization of the hyper-heavenly construction of Plebański and collaborators.

1 Introduction

One of the main connections between the notions of integrability in complex geometry and in differential equations is given by Penrose’s twistor theory [1, 2], which relates solutions to the self-dual (SD) Einstein vacuum equations to integrable almost-complex structures on twistor space. While in this approach the complex structure is defined on the latter space, one can also understand the Ricci-flat, SD conditions in terms of (orthogonal) complex structures on the 4-dimensional (4d) manifold, via Plebański’s ‘heavenly equations’ [3]. These equations encode the SD Einstein equations into a scalar PDE for a potential, in terms of which the metric and curvature can be fully reconstructed; this approach then leads to a “potentialization”.

The Ricci-flat, SD equations are equivalent to the hyperkähler condition (see e.g. [4]): there is a 2-sphere of orthogonal complex structures with respect to which the metric is Kähler. Plebański’s work [3] involves complex 4-spaces, so one should talk about a complex hyperkähler structure, i.e. the “complex structures” are complex-valued maps \( \mathbb{C} \).

Plebański’s first heavenly equation translates the Ricci-flat condition to a non-linear scalar PDE (a Monge-Ampère equation) for the Kähler scalar associated to a choice of complex structure. This form of the equation involves symmetrically both holomorphic and anti-holomorphic coordinates, or in other words, both eigenspaces of the complex structure. Alternatively, the

∗Email: bernardoaraneda@aei.mpg.de

†A complex hyperkähler structure on a complex manifold is defined by three endomorphisms of the tangent bundle that satisfy the quaternion algebra and that are parallel w.r.t the Levi-Civita connection (see [2]).
Ricci-flat equation can also be encoded in Plebański’s second heavenly equation, which is a scalar (non-linear) “wave-like” equation such that only one of the eigenspaces of the chosen complex structure is manifest. This second point of view is more appropriate for the generalization to the ‘hyper-heavenly equation’ of Plebański and Robinson [5].

In addition to leading to major simplifications in the study of the SD Einstein equations, Plebański’s scalar potentials have found many applications in different areas of current interest, such as in supersymmetry [6], algebraic geometry [7, 8], and scattering amplitudes [9]. The self-duality condition, however, is a strong restriction on the curvature. From the complex geometry perspective, self-duality is encoded in the hyperkähler structure, but the heavenly equations involve the choice of only one explicit complex structure out of the 2-sphere of them. One may then wonder whether the potentialization result can be extended to the case where there is only one complex, non-Kähler structure. The removal of the Kähler condition also allows to consider the possibility of a conformally invariant generalization, given that the integrability of an orthogonal almost-complex structure is a conformally invariant property. In this work we study these questions, assuming a half-algebraically special (instead of self-dual) Weyl tensor.

These questions, and the results we obtain, are closely related to (and inspired by) the hyper-heavenly (HH) construction of Plebański and collaborators [5, 10, 11], who extended the heavenly formalism to the reduction of the full vacuum Einstein equations for an algebraically special (complex) 4-space to a single non-linear scalar PDE (the HH equation), by exploiting the existence of a special set of four complex coordinates adapted to a foliation by “null strings”.

Our main result is the generalization of such a potentialization to a conformally invariant setting or, more specifically, to (4d) closed Einstein-Weyl structures\(^2\) as well as a coordinate-free formulation based on the invariant structures associated to complex geometry. See [12] for a review of Einstein-Weyl geometry. We derive a (coordinate-free) “conformal HH equation”, and reconstruct the conformal structure (curvature and metric) from a solution to this equation. We comment on relations to perturbation theory, and also study the potentialization of the Dirac-Weyl, Maxwell (with and without sources), and Yang-Mills systems.

Our method is based on an involutive, maximally isotropic distribution on the tangent bundle. Recall that, in dimension \(n\), this is a subbundle \(\tilde{L}\) such that \(g|_{\tilde{L}} = 0\) (isotropic), it is \((n/2)\)-dimensional (maximal), and it satisfies \([\tilde{L}, \tilde{L}] \subset \tilde{L}\) (involutive). This immediately suggests a connection with complex geometry and twistor theory. More precisely, for an \(n\)-dimensional orientable Riemannian manifold, we have the isomorphisms (for a given choice of orientation)

\[
\begin{align*}
\{ \text{orthogonal almost complex structures} \} & \cong \{ \text{maximal isotropic subspaces} \} \cong \{ \text{projective pure spinors} \} \\
\text{complex structures} & \cong \text{subspaces} & \cong \text{spinors}
\end{align*}
\]

see [13] Chapter IV, Propositions 9.7 and 9.8. This means that, at least in the Riemannian setting, we can understand complex structures, isotropic subspaces, and projective (pure) spinors as different aspects of essentially the same object: twistor space. This space can, itself, be given a natural almost-complex structure, and the Atiyah-Hitchin-Singer theorem [14] establishes that, in 4d, this is integrable (and thus the twistor space is a complex three-fold) if and only if the Weyl tensor is SD.

On the other hand, suppose that a specific element (as opposed to the whole space) in one of the spaces in \((L.L)\) has some special property, then this translates into some special conditions for the associated elements of the others. In particular, an involutive isotropic subspace corresponds, on the one hand, to an integrable almost-complex structure, and on the other hand, to a (projective, pure) spinor field satisfying some differential equation. These equivalences give a unified perspective on the structures that lead to the integration procedure in this work.

\(^2\)We will not be concerned here with conformal gravity in the sense of the Bach-flat equations.
An important point, however, is that the isomorphisms \( (1.1) \) are valid for Riemann signature, but in this work we are interested in working with generic signature (or complex metrics). Let us restrict the discussion to four dimensions. All spinors in 4d are pure, so purity is not an extra condition here. It is clear that a projective spinor defines a maximal isotropic subspace and vice versa, so the issue is the equivalence with complex structures. First, recall that an orthogonal almost-complex structure is a \( (1, 1) \) tensor \( J \) that squares to \(-1\) and that preserves the metric. Ignoring for the moment reality conditions, one can show \( [15] \) that in any signature (Riemann, Lorentz or split), this map is equivalent to two projective spinors with the same chirality. This is a point in a complex sphere \( \mathbb{C}S^2 = (\mathbb{CP}^1 \times \mathbb{CP}^1)/\mathbb{CP}^1 \). Reality of \( J \) then translates into reality conditions for spinors. In Riemann and split signature, spinor complex conjugation preserves chirality so \( J \) is real as long as its defining spinors are ‘real’. This reduces \( \mathbb{C}S^2 \) to a real sphere \( \mathbb{CP}^1 = S^2 \) in the Riemannian case, and to a hyperboloid \( \mathbb{CP}^1 \backslash \mathbb{RP}^1 \) in split signature, so, in both cases, \( J \) is equivalent to only one projective spinor. In Lorentz signature, by contrast, spinor complex conjugation changes chirality, and this translates into the fact that \( J \) is necessarily complex-valued\(^3\). Therefore, for Lorentz signature, the isotropic subspace \( \tilde{L} \) defines only “half” of \( J \). In the present work, either \( J \) is fully determined by the geometry (Riemann and split signature), or we can choose the other half at will (Lorentz signature and complex metrics); see section 2.5.1.

In any case, the involutivity of \( \tilde{L} \) implies some notion of “integrability” for \( J \). In Riemann and split signature this is just the usual notion, whereas in Lorentz signature (and complex metrics), we have “half-integrability”: since the eigenspaces of \( J \) are not related, only “half of \( J \)” is integrable. We also mention that two actually different notions of “halves” are involved in this work, but we postpone this discussion to section 2.4.1.

Now, even though the heavenly equations may involve the choice of only one explicit complex structure, the hyperkähler condition is still implicitly used, since the existence of a parallel spin frame is assumed (see \( [2] \) Eq. (1.34))), and this implies SD curvature. That is, even though only one point of the “sphere” \( \mathbb{CS}^2 \) is made explicit, the special structure of the rest still plays a central role. In our work we choose a half-integrable \( J \) but there are no other special conditions, apart from half-algebraic speciality of the Weyl tensor. However, it turns out that a choice of \( J \) is sufficient to construct a general formalism that, when restricted to special conditions, somehow mimics, in a conformally invariant manner, the features of hyperkähler that are needed. The price to pay is, loosely speaking, that the whole construction is tied to such a specific \( J \). In more concrete terms, \( J \) produces a conformally invariant connection, which we denote by \( \mathcal{C}_A = \mathcal{C}_{AA'} \), see section 2.3. Half-integrability of \( J \), together with algebraic speciality of the Weyl tensor, imply that the projective spinor field \( \sigma^A \) associated to the involutive eigenbundle satisfies

\[
\mathcal{C}_{AA'}\sigma^B = 0, \quad [\sigma^A \mathcal{C}_{AA'}, \sigma^B \mathcal{C}_{BB'}] = 0, \tag{1.2}
\]

where the commutator acts on any (primed or unprimed) spinor field. These two conditions are sufficient to construct the two key objects that underlie our procedure in practice: (i) a special de Rham complex, whose local exactness leads to the existence of potentials, and (ii) parallel frames for all the relevant fibre bundles involved. Notice that in twistor theory, operators of the form \( \sigma^A \nabla_{AA'} \) also play a special role since they represent differentiation along twistor surfaces; in addition, the analogue of the second equation in (1.2) corresponds to SD curvature. The difference is that, in that case, the spinor field \( \sigma^A \) varies over the whole sphere since there are no preferred complex structures, whereas here \( \sigma^A \) is fixed and this changes \( \nabla_{AA'} \) to \( \mathcal{C}_{AA'} \). We illustrate this in Fig. 1 for the Riemannian case.

---

\(^3\)There are different ways to see that \( J \) is complex-valued, see e.g. the work of Flaherty \([16, 17]\). See also remark 2.1.1 below.
Figure 1: The 2-sphere $\mathbb{CP}^1 = S^2$ of orthogonal almost-complex structures in Riemann signature. For a hyperkähler geometry, all points in $S^2$ are equivalent in the sense that they all define integrable $J$’s. In turn, each $J$ defines a 2d twistor space, which is a fiber of the 3d twistor space over $\mathbb{CP}^1$ (see [15, Section 5.2]). In the present paper, only one $J$ (i.e. one point in $S^2$, or more generically $CS^2$) is privileged, and all geometric constructions, such as the connection $\mathcal{C}_\alpha$, are adapted to this $J$. The only remaining twistor structure is a 2d twistor space associated to the (half-)integrability of $J$.

Overview. In section 2 we give the necessary background for the rest of the work: Einstein-Weyl systems, almost-complex structures, the formalism of the complex-conformal connection $\mathcal{C}_{AA'}$, the integration machinery based on special de Rham complexes, and a notion of “formal solutions” and “constants of integration” that are needed in later sections. In section 3 we study linear fields: the Dirac-Weyl and Maxwell systems; and in section 4 we generalize the construction to the nonlinear Yang-Mills fields. In section 5 we analyse closed Einstein-Weyl structures, deriving what we call the “conformally invariant HH equation”, and showing also how to study the ordinary Einstein equations from this perspective. In section 6 we reconstruct the conformal structure in terms of a solution to the conformal HH equation. A summary and conclusions are given in section 7. We include three appendices with additional identities and details of calculations.

Notation and conventions. We work with 4d, orientable “spacetimes” which can be complex or real-analytic, with generic signature. We follow the notation and conventions of Penrose and Rindler [18, 19]; in particular, we will use the abstract index formalism. Abstract indices are $a, b, c, \ldots, A, B, C, \ldots, A', B', C', \ldots$ and $i, j, k, \ldots$ for, respectively, spacetime, left and right spinors, and Yang-Mills objects. We also follow the usual convention of associating tensor indices with pairs of spinor indices of opposite chirality, that is $a \equiv AA', b \equiv BB'$, etc. Where explicitly stated, concrete numerical indices will also be used, and they are the boldface counterparts of their abstract versions, namely $a, b, \ldots = 0, \ldots, 3$; $A, B, \ldots = 0, 1$; $A', B', \ldots = 0', 1'$; $i, j, \ldots = 1, \ldots, n$. In addition, following also the notation in [18], we will often denote an arbitrary collection of abstract spacetime/spinor (not Yang-Mills) indices by $\mathscr{a}$, that is (see [18, pp. 87–91])

$$\varphi^\mathscr{a} \equiv \varphi_{DE\ldots P'Q'\ldots}$$

Related work. Our work is inspired in the hyper-heavenly (HH) construction of Plebański and collaborators [5, 10, 11]. This construction was studied and developed further mainly in the 80s; we mention in particular the works by Torres del Castillo [20], Hickman and McIntosh [21], Rózga [22], and Jeffryes [23]. This last work analysed exhaustively several systems, in particular the coupled Einstein-Yang-Mills equations, and we will find some parallelisms among Jeffryes’ results and ours (we mention however that we do not treat the coupled Einstein-Yang-Mills system). Regarding the study of complex structures in relativity, we mention the works of Flaherty [16, 17]. The relation between complex structures and conformal connections was noticed by Bailey [24]. Finally, we would like to mention the works of Bailey [25] and Penrose [26, 27] about a complex surface in projective twistor space (what we call a “2d twistor space”).
2 Complex and conformal geometry in 4d

2.1 Einstein-Weyl systems

Let $M$ be a manifold equipped with a metric $g_{ab}$. A conformal transformation is a map

$$g_{ab} \to \Omega^2 g_{ab},$$

(2.1)

where $\Omega$ is a positive-definite, smooth scalar field. The conformal class of metrics associated to $g_{ab}$ is $[g_{ab}] = \{ \Omega^2 g_{ab} | \Omega \in C^\infty(M), \Omega > 0 \}$, and we call the pair $(M, [g_{ab}])$ a conformal structure.

A Weyl connection for the conformal structure is a torsion-free, linear connection $\nabla^w_a$ such that for any representative $g_{ab} \in [g_{ab}]$, it holds $\nabla^w_a g_{bc} = -2w_a g_{bc}$ for some 1-form $w_a$, that we call the “Weyl 1-form”. It follows that for any other representative $g_{ab} = \Omega^2 g_{ab}$, one has $\nabla^w_w g_{ab} = -2\tilde{w}_a g_{bc}$, where $\tilde{w}_a = w_a - \partial_a \log \Omega$. A conformal structure equipped with a Weyl connection is called a Weyl manifold \[12\].

2.2 Almost-complex structures

For the purposes of this work, an orthogonal almost-complex structure on a 4-manifold equipped with a metric $g_{ab}$ is a tensor field $J^a_b$ such that $J^a_c J^c_b = -\delta^a_b$ and $g_{cd} J^c_a J^d_b = g_{ab}$. Notice that these conditions are conformally invariant. The usual definition also requires $J^a_b$ to be real-valued. Ignoring for the moment reality conditions, one can show \[13\] that any such map should really be thought of two independent projective spinors with the same chirality. More explicitly, choosing for concreteness negative chirality (i.e. unprimed spinors), $J^a_b$ is equivalent to two projective spinors $[o^A], [\iota^A]$ via

$$J^a_b = i(o^A \iota_B + \iota^A o_B)\delta^A_{B'},$$

(2.4)

where we chose the normalization $o_A o^A = 1$ (otherwise the factor $(o_C c^C)^{-1}$ should be included in the right hand side of (2.4), see \[15\]). Recalling that $o^A$ and $\iota^A$ should really be thought of as projective spinors, if we want to preserve the normalization the possible rescalings are

$$o^A \to \lambda o^A, \quad \iota^A \to \lambda^{-1} \iota^A.$$

(2.5)
This is the basic ‘gauge freedom’ associated to the ‘GHP formalism’ (see e.g. [15, Section 4.12]); here we see that it arises from the inherent ambiguity in the representation (2.4) of an orthogonal almost-complex structure.

The \((+i)\) and \((-i)\)-eigenspaces of \(J^a_b\), here denoted \(L\) and \(\tilde{L}\), are respectively spanned by vectors of the form \(i^B\mu^B\) and \(\mu^B\) for varying \(\nu^B\) and \(\mu^B\).

Regarding reality conditions, we see that, since \(J^a_b\) can always be expressed in the form \(\sum o^A[A\] for some \([o^A],[A\] (with \(o_A\cdot A\) = 1), these conditions are reflected in the possibilities of having ‘real spinors’. For genuinely complex manifolds, there is no meaning of reality conditions for a tensor (or spinor) field, see [19, Section 6.9]. For Riemannian signature, spinor complex conjugation \(\dagger\) preserves chirality, so \(J^a_b\) is real as long as \(\iota_A = o_A\dagger\). Similarly, in split signature \(J^a_b\) is real provided that the condition \(\iota_a = o_A\) holds\(^4\). Finally, in Lorentz signature there is no invariant notion of real spinors, so \(J^a_b\) cannot be real either.

For real \(J^a_b\) (Riemann and split signature), the eigenspaces \(L\) and \(\tilde{L}\) are complex conjugated of each other: \(\tilde{L} = \bar{L}\). For complex \(J^a_b\) (Lorentz signature and complex manifolds), \(L\) and \(\tilde{L}\) are independent. For this reason, we use a tilde for objects associated to the eigenspace \(\bar{L}\).

\begin{equation}
\nabla_a = -\frac{1}{2}f^b_c \nabla_b J^c_a.
\end{equation}

We will denote the corresponding Weyl connection by \(\nabla^f_a\). Recall that this is defined by the condition \(\nabla^f_a g_{bc} = -2f_a g_{bc}\).

\(^4\)Even though the basic spinors in split signature are real, the ones appearing in (2.4) must be complexified versions (this follows from the fact that \(o^A\cdot A\) are principal spinors for \(J^a_b\)), see [15, Remark 3.9].

\(^5\)In GHP notation, \(f_a\) can be expressed as \(f_a = \rho \ell_a + \rho m_a - \tau^a m_a - \tau m_a\), where \(\ell_a = o_A\mu^A\), \(m_a = o_A\nu^A\) and \(m_a = o_A\nu^A\), and \(\mu^A, \nu^A\) is an arbitrary primed spin frame with \(\mu^A\nu^A = 1\).
In the following we give a brief review of the construction of the complex-conformal connection $\mathcal{C}_a$ that is central to this work; for further details we refer to [14, 35, 15].

The gauge group for the frame bundle $F$ of the conformal structure is $G = \text{Spin}(4) \times \mathbb{R}^+$, where Spin(4) is the spin group appropriate to the choice of signature. For concreteness let us focus on the complex case, Spin(4, $\mathbb{C}$) = SL(2, $\mathbb{C}$) × SL(2, $\mathbb{C}$), but the construction can also be done in the other cases as well, with minor modifications. Spinor fields over $M$ (including tensors and scalars) transform under representations of $G$, and should be thought of as sections of vector bundles associated to $F$. However, a choice of almost-complex structure $J^a_b$ gives a reduction of $G$ to the subgroup that preserves it. Taking into account our choice of normalization for the spinors representing $J^a_b$, this subgroup is $G_o = \mathbb{C}^\times \times \text{SL}(2, \mathbb{C}) \times \mathbb{R}^+$. Denote by $F_o$ the principal bundle over $M$ with structure group $G_o$. Spinor fields now transform under representations of $G_o$. Such representations can be characterized by two real numbers, which we call weights and are defined as follows. If, under the transformations (2.1) and (2.5), a spinor field $\lambda$ ∈ $\mathbb{C}$ transforms as

$$\lambda \rightarrow \lambda^p \Omega^w \lambda,$$

(2.7)

where $\lambda \in \mathbb{C}^\times$, $\Omega \in \mathbb{R}^+$, then we say that the field has ‘GHP weight’ $p$ and ‘conformal weight’ $w$. Fields transforming this way are to be thought of as sections of vector bundles associated to $F_o$; these bundles will be denoted by $S_{p,w}$. The notion of weights is simply a reminder of the ‘gauge freedom’ associated to a choice of spinors and metric from the equivalence classes.

It will be convenient to think of $p$ and $w$ as functions that take fields and return real numbers, so that we will use the notation $p(\varphi^{af})$ and $w(\varphi^{af})$. For example, a metric in the conformal class has weights $p(g_{ab}) = 0$ and $w(g_{ab}) = 2$, and the almost-complex structure has weights $p(J^a_b) = 0$, $w(J^a_b) = 0$. The spinors $\sigma^A$ and $\iota^A$ have weights $p(\sigma^A) = 1$, $w(\sigma^A) = w^0$ and $p(\iota^A) = -1$, $w(\iota^A) = w^1$, where $w^0$ and $w^1$ can be chosen at will as long as they satisfy $w^0 + w^1 + 1 = 0$. Here we will choose

$$w^0 = 0, \quad w^1 = -1.$$

(2.8)

The Weyl connection $\nabla^f_a$ gives a local connection 1-form in $F$. In turn, the reduced bundle $F_o$ inherits a connection from the reduction. This 1-form allows to define a covariant derivative on the associated bundles $S_{p,w}$. We denote this covariant derivative by $\mathcal{C}_a$. Its action on a generic spinor field $\varphi^{af}$ with weights $p$ and $w$ is explicitly

$$\mathcal{C}_a \varphi^{af} = \nabla^f_a \varphi^{af} + (w f_a + p P_a) \varphi^{af},$$

(2.9)

where $P_a := \iota_B \nabla^f_a \sigma^B$ (for the choice (2.8)). Under a transformation (2.7), it holds

$$\mathcal{C}_a \varphi^{af} \rightarrow \lambda^p \Omega^w \mathcal{C}_a \varphi^{af}.$$  

(10.10)

Of central importance to this work are the projections of $\mathcal{C}_a$ to the eigenbundles of $J$. We define

$$\bar{\mathcal{C}}_{A'} := \sigma^A \mathcal{C}_{AA'}, \quad \mathcal{C}_{A'} := \iota^A \mathcal{C}_{AA'}.$$  

(2.11)

These operators correspond to covariant differentiation (of sections of $S_{p,w}$) along vectors in $\bar{L}$ and $L$ respectively; if $P_o, P$ are the projectors to $\bar{L}, L$, then $\bar{\mathcal{C}}_{A'}$ and $\mathcal{C}_{A'}$ correspond to $\mathcal{C}_{P,X}$ and $\mathcal{C}_{P,X}$ for any vector field $X$.

In appendix [3] we give some details and identities for the curvature of $\mathcal{C}_a$ and the operators (2.11), both for arbitrary spacetimes and for the special spacetimes considered in this work.

*For simplicity we consider real conformal rescalings.*
2.4 Half-integrability

In Riemann and split signature, an orthogonal almost-complex structure is said to be integrable if its \((-i)\)-eigenbundle \(\tilde{L}\) is involutive under the Lie bracket of vector fields. Since the \((+i)\)-eigenbundle is the complex conjugate, it is then also involutive. In Lorentz signature, the eigenbundles are independent, so involutivity of one of them does not imply involutivity for the other. For this reason we talk about “half-integrability” in this work, and we say that \(J\) is “half-integrable” if only one of its eigenbundles is involutive.

The following discussion applies to any signature. Let \(J\) be an orthogonal almost-complex structure, and let \(o^A, \iota^A\) be the spinors representing it as in (2.4). A calculation shows (see [15]) that the eigenbundle \(\tilde{L}\) is involutive if and only if the spinor field \(o^A\) satisfies the equation

\[ o^A o^B \nabla_{AA'} o_B = 0. \]  

(2.12)

We call this equation the “shear-free condition” on \(o^A\), since, in Lorentz signature, when (2.12) holds it implies that the real vector field \(o^A o^{A'}\) is tangent to a null geodesic congruence which is shear-free; see [19, Chapter 7]. Using identity (B.2a), we see that (2.12) is equivalent to the equation

\[ \mathcal{C}_{AA'} o^B = 0, \]  

(2.13)

thus, integrability is encoded in parallel spinors under \(\mathcal{C}_a\). We notice though that (2.13) is actually a non-linear equation for \(o^B\), since \(\mathcal{C}_{AA'}\) also depends on \(o^B\) via the associated \(J\).

Besides the integrability property (2.12), in this work we also require \(o^A\) to be a repeated principal spinor of the Weyl tensor, i.e. we require \(o^A\) to satisfy

\[ \Psi_{ABCD} o^B o^C o^D = 0 \]  

(2.14)

where \(\Psi_{ABCD}\) is the anti-self-dual (ASD) Weyl curvature spinor of the conformal structure. We then have the following:

**Proposition 2.2** (See [35, 15]). When (2.12) and (2.14) hold, the operator \(\tilde{\mathcal{C}}_{A'}\) defined in (2.11) satisfies

\[ [\tilde{\mathcal{C}}_{A'}, \tilde{\mathcal{C}}_{B'}] = 0 \]  

(2.15)

when acting on any weighted spinor field \(\varphi^{A'}\).

Alternatively, (2.15) can be written as \(\tilde{\mathcal{C}}_{A'} \tilde{\mathcal{C}}_{A'} = 0\). In practice, this is the condition we will use to find potentials: if a spinor field satisfies \(\mathcal{C}_{A'} \varphi_{A'} = 0\), then, roughly speaking, \(\tilde{\mathcal{C}}_{A'} \varphi_{A'} = 0\) implies that there is \(\psi\) such that \(\varphi_{A'} = \tilde{\mathcal{C}}_{A'} \psi\). In order to make this more precise, in section 2.5 we will introduce a special exterior derivative and its associated de Rham complex.

2.4.1 Two different notions of “halves”

We make a small digression here to comment on two different meanings of “halves” regarding complex geometry in different signatures. This is originated in the different possibilities for spinor complex conjugations: in the Riemannian and split cases, this conjugation preserves chirality of the spin-spaces, and in the Lorentzian case it interchanges the chiralities. In all cases, the space of orthogonal almost-complex structures has two components, one of them associated to positive chirality and the other one to negative chirality.

In Riemann and split signature, the requirement that an almost-complex structure be real-valued translates into the condition that the two spinors in (2.4) are complex conjugated from each other, and this implies that there is no notion of half-integrability. On the other hand,
positive and negative chirality spinors are independent, which means, for example, that the SD and ASD Weyl spinors $\tilde{\Psi}_{ABCD}$ and $\Psi_{ABCD}$ are independent, so one can talk about one “side” being special while the other one remains general. In particular, this makes the twistor construction in Riemann signature non-trivial: the twistor space is a complex 3-fold if and only if all orthogonal almost-complex structures in $M$ are integrable, and this implies $\Psi_{ABCD} \equiv 0$; but one still has a non-trivial geometry since $\tilde{\Psi}_{ABCD} \neq 0$.

In Lorentz signature, we mentioned that an orthogonal almost-complex structure is necessarily complex-valued, and this implies that the eigenspaces are independent, so we have a notion of half-integrability. On the other hand, positive and negative chirality spinors are related by complex conjugation, and this means that the SD and ASD Weyl spinors are complex conjugated, $\tilde{\Psi}_{ABCD} = \Psi_{ABCD}$. As a consequence, unlike the rest of the cases, there are no two “sides” regarding the curvature.

In summary, let us denote the eigenspaces of an almost-complex structure by $\tilde{L}$, $L$, the spinspaces with opposite chirality by $S$, $S'$, and complex conjugation by a bar $\bar{}$. In Riemann and split signature, we have $\tilde{L} = \bar{L}$ and $\bar{S} \neq S'$, and in Lorentz signature $\tilde{L} \neq \bar{L}$ and $\bar{S} = S'$.

### 2.5 De Rham complexes

Given an involutive distribution $D$ on the tangent bundle, a simple way to associate a natural de Rham complex to $D$ is to observe that $D$ has the structure of a Lie algebroid. See e.g. [36, Section 3.1]. Then the distribution comes automatically with a natural exterior derivative for differential forms over $\tilde{D}$, together with an associated de Rham complex.

Taking as our involutive distribution the eigenbundle $\tilde{L}$, the above is the basic logic that allows us to deduce the existence of potentials. However, we need a slight generalization of this: we need to consider differential forms over $\tilde{L}$ with values on the weighted spinor bundles $S_{p,w}$ of section 2.3. That is, denoting $\Lambda^k = \Lambda^k \tilde{L}^*$, we need to consider the space $\Lambda^k \otimes S_{p,w}$. Notice that elements of the dual $\tilde{L}^*$ are of the form $\Lambda^{\kappa} \tilde{A}^\kappa$ for varying $\kappa_A$.

The first problem that arises when replacing $\Lambda^k$ by differential forms with values on a vector bundle is that one needs a connection for the latter structure (i.e. a covariant exterior derivative). In our case this is easily solved, since for $S_{p,w}$ we have the complex-conformal connection $\bar{\mathcal{C}}_{\kappa}$ of section 2.3. The second problem is that, in order to get a differential complex, the resulting covariant exterior derivative should square to zero. This will follow from (2.16).

Since $\tilde{L}$ is 2-dimensional, we have $\Lambda^k = 0$ for $k > 2$, so we only need to consider 0-, 1- and 2-forms. Mimicking the definition for the Lie algebroid differential (which in turn mimics the ordinary exterior derivative), we introduce

$$d^\tilde{L} : \Gamma(\Lambda^k \otimes S_{p,w}) \to \Gamma(\Lambda^{k+1} \otimes S_{p,w})$$

by its action on $S_{p,w}$-valued 0- and 1-forms (recall the notation (1.3)):

$$\begin{align}
(d^\tilde{L} h)^{\alpha}_{\beta}(X) &= \mathcal{C}_X h^{\alpha}_{\beta}, \\
(d^\tilde{L} \omega)^{\alpha}_{\beta}(X, Y) &= \mathcal{C}_X \omega^{\alpha}_{\beta}(Y) - \mathcal{C}_Y \omega^{\alpha}_{\beta}(X) - \omega^{\alpha}_{\beta}([X, Y]_c).
\end{align}$$

(2.17a)

(2.17b)

where $h^{\alpha}_{\beta} \in \Lambda^0 \otimes S_{p,w}$, $\omega^{\alpha}_{\beta} \in \Lambda^1 \otimes S_{p,w}$, $X$ and $Y$ are sections of $\tilde{L}$, and we are using the bracket $[X, Y]_c = \mathcal{C}_X Y - \mathcal{C}_Y X$. We also make the convention that $\omega^{\alpha}_{\beta}$ does not include the differential form indices from $\Lambda^k$. To compute $(d^\tilde{L})^2$, we only need to consider 0-forms, since $(d^\tilde{L})^2 \omega^{\alpha}_{\beta} \equiv 0$ for any 1-form $\omega^{\alpha}_{\beta}$ (on account of the 2-dimensionality of $\tilde{L}$). From (2.17a)-(2.17b), we find:

$$[d^\tilde{L} (d^\tilde{L} h)^{\alpha}_{\beta}(X, Y)] = \mathcal{C}_X \mathcal{C}_Y h^{\alpha}_{\beta} - \mathcal{C}_Y \mathcal{C}_X h^{\alpha}_{\beta} - \mathcal{C}_{[X, Y]_c} h^{\alpha}_{\beta},$$

(2.18)
so we see that \((d\tilde{\xi})^2\) is given by the curvature 2-form of \(\mathcal{C}_a\) evaluated on elements of \(\tilde{L}\). More explicitly, since \(X,Y \in \Gamma(\tilde{L})\), we have \(X^a = \sigma^A \tilde{x}^A\), \(Y^a = \sigma^A \tilde{y}^A\) for some \(\tilde{x}^A\), \(\tilde{y}^A\). Then a short calculation (analogous to the proof of lemma 4.8 in [15]) gives

\[
[d\tilde{d}\tilde{\xi}]^{\omega}(X,Y) = \tilde{x}^B\tilde{y}^B\tilde{c}_A\tilde{c}^A \omega^{\omega}.
\]

By virtue of (2.16), the right hand side vanishes, so we have indeed \((d\tilde{\xi})^2 = 0\). In other words:

**Lemma 2.3** (See Eq. (3.27) in [35], and Lemma 4.8 in [15]). Suppose that \(\sigma^A\) is shear-free and a repeated principal spinor, eqs. (2.12) and (2.14). Then the following is a differential complex:

\[
0 \rightarrow \Gamma(\Lambda^0 \otimes S_{p,w}) \xrightarrow{d\tilde{c}} \Gamma(\Lambda^1 \otimes S_{p,w}) \xrightarrow{d\tilde{c}} \Gamma(\Lambda^2 \otimes S_{p,w}) \rightarrow 0.
\]  

(2.18)

The abstract index version of eqs. (2.17a)-(2.17b) is:

\[
(d\tilde{c}h)^{\omega}_{\cdot a} = (\tilde{c}_A h^{\omega}_{\cdot a}) \iota_A, \quad
(d\tilde{c}\omega)^{\omega}_{\cdot ab} = (\tilde{c}_C \omega^{\omega}_{\cdot C}) \iota_{AB} \epsilon_{A'B'},
\]  

(2.19a)

where in the second line we defined \(\omega^{\omega}_{\cdot C} \equiv \epsilon_{C} \omega^{\omega}_{\cdot C}\). We have:

**Lemma 2.4.** Suppose that (2.12) and (2.14) are satisfied. Assume that the manifold is complex, or real-analytic with complexification \(\mathcal{C}M\).

1. Let \(\psi^{\omega}_{\cdot A'}\) be a spinor field with weights \((p,w)\) such that

\[
\tilde{c}^{A'} \psi^{\omega}_{\cdot A'} = 0.
\]  

(2.20)

Then there exists, locally, a spinor field \(\Phi^{\omega}_{\cdot}\) in \(\mathcal{C}M\), with weights \((p-1,w)\), such that

\[
\psi^{\omega}_{\cdot A'} = \tilde{c}_A \Phi^{\omega}_{\cdot}.
\]  

(2.21)

2. For any \(\theta^{\omega}\) with weights \((p,w)\), there exists locally a spinor field \(\xi^{\omega}_{\cdot A'}\) in \(\mathcal{C}M\), with weights \((p-1,w)\), such that

\[
\theta^{\omega} = \tilde{c}^{A'} \xi^{\omega}_{\cdot A'}.
\]  

(2.22)

**Proof.** First of all, the complexification \(\mathcal{C}M\) is needed in order to be able to interpret the differential complex (2.15) as a de Rham complex, which is then locally exact.

For the first item, define \(\Psi^{\omega}_{\cdot a} = \iota_A \psi^{\omega}_{\cdot A'}\), so \(\Psi^{\omega}_{\cdot a} \in \Gamma(\Lambda^1 \otimes S_{p-1,w})\). Using equation (2.19b), we see that (2.20) is simply \((d\tilde{c}^{\omega} \Phi)^{\omega}_{\cdot ab} = 0\). Therefore, there exists, locally, a field \(\Phi^{\omega}_{\cdot a} \in \Gamma(\Lambda^0 \otimes S_{p-1,w})\) such that \(\Psi^{\omega}_{\cdot a} = (d\tilde{c}^{\omega} \Phi)^{\omega}_{\cdot a}\). Using (2.19a):

\[
\Psi^{\omega}_{\cdot a} = \iota_A \psi^{\omega}_{\cdot A'} = (d\tilde{c}^{\omega} \Phi)^{\omega}_{\cdot a} = (\tilde{c}_A \Phi^{\omega}_{\cdot}) \iota_A,
\]

thus (2.21) follows.

For the second item, suppose that \(\theta^{\omega}\) is given, with weights \((p,w)\). Define \(\Theta^{\omega}_{\cdot ab} = -\iota_{A'B'} \epsilon_{A'B'} \theta^{\omega}\), then \(\Theta^{\omega}_{\cdot ab} \in \Gamma(\Lambda^2 \otimes S_{p-2,w})\). From (2.18) we see that \((d\tilde{c}^{\omega} \Theta)^{\omega}_{\cdot abc} = 0\), so there exists locally a field \(\Xi^{\omega}_{\cdot a} = \iota_A \xi^{\omega}_{\cdot A'} \in \Gamma(\Lambda^1 \otimes S_{p-2,w})\) such that \(\Theta^{\omega}_{\cdot ab} = (d\tilde{c}^{\omega} \Xi)^{\omega}_{\cdot ab}\). That is:

\[
\Theta^{\omega}_{\cdot ab} = -\iota_{A'B'} \epsilon_{A'B'} \theta^{\omega} = (d\tilde{c}^{\omega} \Xi)^{\omega}_{\cdot ab} = (\tilde{c}_C \xi^{\omega}_{\cdot C}) \iota_{A'B'} \epsilon_{A'B'},
\]

so (2.22) follows.

**Remark 2.5.** Notice that the representation (2.21) is not unique: we have the “gauge freedom”

\[
\Phi^{\omega}_{\cdot a} \rightarrow \Phi^{\omega}_{\cdot a} + \tilde{c}^{\omega}_{A'} \delta^{\omega}_{A'}, \quad \tilde{c}^{\omega}_{A'} \delta^{\omega}_{A'} = 0.
\]  

(2.23)

Similarly, for (2.22) there is the freedom \(\xi^{\omega}_{\cdot A'} \rightarrow \xi^{\omega}_{\cdot A'} + \tilde{c}^{\omega}_{A'} \gamma^{\omega}_{A'}\).
2.5.1 The Lee form

As a first application of the integration machinery, let us study the Lee form \((2.4)\).

**Proposition 2.6.** Suppose that the conditions \((2.12)\) and \((2.14)\) are satisfied. Then there exists a scalar field \(\phi\) with weights \(p(\phi) = 0\), \(w(\phi) = -1\), and a scalar field \(\eta\) with \(p(\eta) = -2\), \(w(\eta) = -1\), such that the Lee form \((2.5)\) can be written as

\[
f_{AA'} = \nabla_{AA'} \log \phi - a_\Lambda \tilde{C} \Lambda \eta. \tag{2.24}
\]

**Proof.** The result \((2.15)\) implies that, in particular, we can consider solutions to the equation \(\tilde{C} \Lambda \phi = 0\) where \(\phi\) is a scalar field with arbitrary weights. Choosing \(p(\phi) = 0\), \(w(\phi) = -1\), we see from \((2.9)\) that \(o^A \nabla_{AA'} \phi - o^A f_{AA'} \phi = 0\), or equivalently \(o^A \nabla_{AA'} \log \phi = o^A f_{AA'}\). In addition, for scalar fields with \(p = 0\) the operators \(\tilde{C} \Lambda\) and \(\tilde{C} \Lambda\) commute, so \(0 = \tilde{C} \Lambda \tilde{C} \Lambda \phi = \tilde{C} \Lambda \tilde{C} \Lambda \phi\). Applying lemma \((2.4)\) there exists a scalar field \(\eta'\), with \(p(\eta') = -2\), \(w(\eta') = -2\), such that \(\tilde{C} \Lambda \phi = \tilde{C} \Lambda \eta'\). Multiplying by \(\phi^{-1}\), we get \(\phi^{-1} \tilde{C} \Lambda \phi = \tilde{C} \Lambda \eta\), where \(\eta = \phi^{-1} \eta'\) has weights \(p(\eta) = -2\), \(w(\eta) = -1\). Using \(\phi^{-1} \tilde{C} \Lambda \phi = \nu^A \nabla_{AA'} \log \phi - \nu^A f_{AA'}\), the result \((2.24)\) follows. \(\square\)

Now, as mentioned in the introduction, the central object in which our method is based is a maximally isotropic subspace \(\tilde{L}\). In Riemann (and split) signature, the isomorphisms \((1.1)\) imply that this is equivalent to both a projective spinor field and an almost-complex structure. In Lorentz signature, we still have the equivalence between \(\tilde{L}\) and a projective spinor field, but this determines only “half” of an almost-complex structure \(J\); in other words, the spinor \(\nu^A\) in \((2.4)\) remains arbitrary. It turns out that we can choose it so as to eliminate \(\eta\) in \((2.24)\).

**Proposition 2.7.** Suppose that \((2.12)\) and \((2.14)\) are satisfied. Then the spinor field \(\nu^A\) can be chosen such that the Lee form of the associated almost-complex structure \((2.4)\) is

\[
f_a = \partial_b \log \phi. \tag{2.25}
\]

**Proof.** Under a change \(\nu^A \to \nu^A + b \delta^A_{\ |B}\), where \(p(b) = -2\), \(w(b) = -1\), we have \(J^a_b \to J^a_b + 2ib \delta^A_{\ |B} \delta^A_{\ |B}\). Then a short calculation shows that the Lee form changes as \(f_a \to f_a - a_\Lambda \tilde{C} \Lambda b\). Choosing then \(b = -\eta\), the new Lee form has the structure \((2.25)\). \(\square\)

**Remark 2.8.** The condition \((2.25)\) is not assumed in sections \(3\) and \(4\) but it is assumed in sections \(5\) and \(6\).

Proposition \((2.7)\) shows that for Lorentz signature and complex manifolds, we can fix the almost-complex structure \(J\) to be such that the corresponding Lee form is a gradient \((2.25)\). On the other hand, for Riemann and split signature, the spinor \(o^A\) alone already fixes \(J\), so it is not necessarily the case that \((2.25)\) holds (although \((2.24)\) is still true). In fact, for these cases, \((2.25)\) would imply that the manifold is conformally Kähler (since \(J\) is integrable), which, as far as we can see, is not guaranteed to be the case from our current assumptions. However, as stressed by remark \((2.8)\), the condition \((2.25)\) is only needed in sections \(5\) and \(6\) where the Einstein-Weyl equations are assumed. It turns out that these equations, in the Riemannian and split cases, are sufficient to show that \((2.25)\) actually holds, see remark \((5.1)\).

2.6 Formal solutions and constants of integration

In the next sections we will be concerned with integrating the field equations for several systems. As in ordinary calculus, there will be ‘constants of integration’ involved, a feature which already appears, of course, in the original HH construction \([5, 10]\). The HH construction is based on a set
of four special complex coordinates, and the constants of integration there are scalar (complex)
functions that depend on only two of these coordinates. More specifically, Plebański et al use
coordinates \((\tilde{z}^A, z^A)\) where indices \(A', B', \ldots = 0, 1\) are concrete numerical indices, see section
6.2 below. (In the notation of [10], one has \(\tilde{z}^A \equiv p^A\) and \(z^A \equiv q^A\).) The equations
to be integrated in the HH formulation involve only partial derivatives of \(\tilde{z}^A\), so the result of
an integration involves arbitrary functions \(f(\tilde{z}^A)\). As a typical example, the solution to the
equation \(\partial_{\tilde{z}^A} \partial_{\tilde{z}^B} F = 0\) is \(F(\tilde{z}, z) = J_{A}(z) \tilde{z}^A + \kappa(z)\), where \(J_{A}(z)\) and \(\kappa(z)\) are three arbitrary
functions of \(z^A\), see e.g. [10]. Eq. (3.1). More in general, solutions to equations of the form
\(\partial_{\tilde{z}^A} \partial_{\tilde{z}^A'} F = 0\) are polynomials in \(\tilde{z}^A\) with coefficients (‘constants of integration’) depending
on \(z^A\); equivalently, the coefficients are in the kernel of \(\partial_{\tilde{z}^A}\).

Our formulation is coordinate-free and it only involves abstract spinor fields, so we need an
abstract version of the above, namely of both the constants of integration and of the coordinates
\(\tilde{z}^A\). First of all, the vector fields \(\partial_{\tilde{z}^A}\) belong to the eigenspace \(L\) of \(J\) (they are anti-holomorphic; see
eqs. (6.29) and (6.41) below), so in our construction they correspond to the abstract operator
\(\tilde{C}_A\), acting on sections of \(S_{p^{\ast}w^\ast}\). Thus, the analogue of functions with dependence only on \(z^A\)
are spinor fields in the kernel of \(\tilde{C}_A\).

**Definition 2.9.** In the context of an integration procedure, we will say that a spinor field \(K^{sf}\)
is a “constant of integration” if

\[
\tilde{C}_A K^{sf} = 0. \tag{2.26}
\]

On the other hand, starting from the observation \(\partial_{\tilde{z}^A} \tilde{z}^{B'} = \delta^{B'}_{A'}\), we can think of the abstract
analogue of the two coordinates \(\tilde{z}^{A'}\) as a spinor field \(\pi^{A'}\) satisfying the twistor-like equation

\[
\tilde{C}_{A'} \pi^{B'} = \delta^{B'}_{A'}. \tag{2.27}
\]

The weights of \(\pi^{A'}\) must be \(p(\pi^{A'}) = -1\), \(w(\pi^{A'}) = 0\). Later, in section 6.2, we will see the
explicit relation between a solution of (2.27) and the coordinates \(\tilde{z}^{A'}\), see eq. (6.36). Any other
solution to (2.27) can be expressed in terms of \(\pi^{A'}\) and constants of integration:

**Proposition 2.10.** Let \(\tau_{A'}\) be a spinor field such that \(\tilde{C}_{(A'} \tau_{B')} = 0\). Then \(\tau_{A'}\) can be expressed
as \(\tau_{A'} = a \pi^{A'} + b_{A'}\), where \(\tilde{C}_{A'} a = 0 = \tilde{C}_{A'} b_{A'}\).

**Proof.** The equation \(\tilde{C}_{(A'} \tau_{B')} = 0\) implies that \(\tilde{C}_{A'} \tau_{B'} = a \pi_{A'B'}\) for some function \(a\). Contracting
with \(\tilde{C}_{A'}\), we see that \(\tilde{C}_{A'} a = 0\). Therefore: \(\tilde{C}_{A'} \tau_{B'} = a \pi_{A'B'} = a \tilde{C}_{A'} \pi^{B'} = \tilde{C}_{A'}(a \pi^{B'})\), so we have
\(\tilde{C}_{A'}(a \pi^{B'} - a \pi^{B'}) = 0\). Defining \(b^{B'} = \pi^{B'} - a \pi^{B'},\) the result follows.

The ‘constants of integration’ \(\tilde{C}_{A'}\) together with the spinor field \(\pi^{A'}\) in (2.27) allow to give a
formal, abstract solution to equations of the form \(\tilde{C}_{A'} \ldots \tilde{C}_{A_k} F_{L' \ldots Q'} = 0\) or with symmetrizations.
The equations we will need in later sections are

\[
\tilde{C}_{A_1} \ldots \tilde{C}_{A_n} F = 0, \tag{2.28}
\]

\[
\tilde{C}_{(A_1} \ldots \tilde{C}_{A_k} \tau_{A_{k+1} \ldots A_n)} = 0. \tag{2.29}
\]

For (2.28), it is straightforward to check that the solution can be written as

\[
F = K^{0} + K^1_{A'} \pi^{A'} + K^2_{A_1 A_2} \pi^{A_1} \pi^{A_2} + \ldots + K^{m-1}_{A_1 \ldots A_{m-1}} \pi^{A_1} \ldots \pi^{A_{m-1}}, \tag{2.30}
\]

where \(K^k_{A_1 \ldots A_k}\) (no sum over \(k\)) are arbitrary ‘constants of integration’ in the sense above, namely
\(\tilde{C}_{B'} K^k_{A_1 \ldots A_k} = 0\). For (2.29), it is convenient to first analyse the case in which there is only one
\(\tilde{C}_{A'}\) derivative:
Proposition 2.11. Let \( n \in \mathbb{N} \). Let \( \tau_{A_1^\prime...A_n^\prime} \) be a totally symmetric spinor field satisfying the equation \( \tilde{C}(A^\prime_i^\prime \tau_{A_2^\prime...A_{n+1}^\prime}) = 0 \). Then \( \tau_{A_1^\prime...A_n^\prime} \) can be written as

\[
\tau_{A_1^\prime...A_n^\prime} = c^0 \pi A_1^\prime \pi A_n^\prime + c^1 (A_1^\prime A_2^\prime \pi A_n^\prime) + c^2 (A_1^\prime A_2^\prime A_3^\prime \pi A_n^\prime) + ... + c^{n-1} (A_1^\prime...A_{n-1}^\prime \pi A_n^\prime) + c^n A_1^\prime...A_n^\prime \tag{2.31}
\]

where \( \tilde{C}_{B^\prime} A_{A_1^\prime...A_n^\prime} = 0 \) (no sum over \( k \)) for all \( k = 0, ..., n \).

Proof. By induction in \( n \). The case \( n = 1 \) was already shown in proposition 2.10. Now suppose that (2.31) is true for \( n - 1 \). Let \( \tau_{A_1^\prime...A_{n-1}^\prime} \) be such that \( \tilde{C}(A^\prime_i^\prime \tau_{A_2^\prime...A_{n-1}^\prime}) = 0 \). Contracting with \( \tilde{A}_{A_n^\prime} \), we get \( \tilde{C}(A^\prime_i^\prime \rho_{A_2^\prime...A_{n-1}^\prime} A_{A_n^\prime}) = 0 \), where \( \rho_{A_2^\prime...A_{n-1}^\prime} = \tilde{C}_{A_n^\prime} A_{A_2^\prime...A_{n-1}^\prime} \). Since we are assuming that (2.31) is true for \( n - 1 \), \( \rho_{A_1^\prime...A_{n-1}^\prime} \) can be expressed in terms of \( \tau_{A}^\prime \) and constants of integration \( b^k_{A_1^\prime...A_n^\prime} \) as in the right side of (2.31):

\[
\rho_{A_1^\prime...A_{n-1}^\prime} = b^0 \pi A_1^\prime...\pi A_{n-1}^\prime + b^1 (A_1^\prime A_2^\prime...\pi A_{n-1}^\prime) + ... + b^{n-2} (A_1^\prime...A_{n-2}^\prime \pi A_{n-1}^\prime) + b^{n-1} A_1^\prime...A_{n-1}^\prime.
\]

Each term in the right hand side of this equation can be written as

\[
b^k_{A_1^\prime...A_n^\prime} = m_k \tilde{C}_{A_k^\prime} A_{A_1^\prime...A_{n-1}^\prime} = m_k \tilde{C}_{A_k^\prime} (b^k_{A_1^\prime...A_n^\prime} A_{A_1^\prime...A_{n-1}^\prime})
\]

where \( m_k \) is some numerical factor, so \( \rho_{A_1^\prime...A_{n-1}^\prime} = \tilde{C}_{A_1^\prime} E_{A_1^\prime...A_{n-1}^\prime} A_{A_n^\prime} \) where \( E_{A_1^\prime...A_n^\prime} \) is the expression that results from these replacements. But we also have \( \rho_{A_1^\prime...A_{n-1}^\prime} = \tilde{C}_{A_1^\prime} \tau_{A_2^\prime...A_{n-1}^\prime} A_{A_n^\prime} \), thus,

\[
\tau_{A_1^\prime...A_{n-1}^\prime} = E_{A_1^\prime...A_{n-1}^\prime} + \tilde{C}_{A_1^\prime} \tilde{C}_{A_1^\prime} A_{A_1^\prime...A_n^\prime} A_n^\prime. \]

Since \( \tilde{C}(A^\prime_i^\prime \tau_{A_2^\prime...A_{n-1}^\prime}) = 0 \), we have \( \tilde{C}_{A_1^\prime} \tilde{C}_{A_1^\prime} A_{A_1^\prime...A_n^\prime} A_n^\prime = 0 \), where \( c_n A_1^\prime...A_n^\prime = \tilde{C}_{A_1^\prime} ... \tilde{C}_{A_n^\prime} A_n^\prime A_n^\prime. \) Replacing everything, the result follows.

The result of proposition 2.11 can be used to find the solution to (2.29) for higher order derivatives. The specific case we will need later is \( \tilde{C}(A^\prime_i^\prime \tilde{C}_{B^\prime} \tau_{C^\prime} D^\prime) = 0 \), so we give the solution to this equation (the general case can be analysed following the same reasoning):

Proposition 2.12. Let \( \tau_{A'B'} \) be a symmetric spinor field such that \( \tilde{C}(A^\prime_i^\prime \tilde{C}_{B^\prime} \tau_{C^\prime} D^\prime) = 0 \). Then \( \tau_{A'B'} \) can be expressed as

\[
\tau_{A'B'} = \pi A'B' \pi C' a^1_{C'\pi} + \pi (A'B' \pi C' a^2_{B'\pi} C') + \pi C' a^3_{A'B'C'} + a^4_{A'B'} \tag{2.32}
\]

where \( \pi A' \) is defined by (2.21) and the rest of the spinors in the right are constants of integration.

Proof. Putting \( \nu_{B'C'D'} = \tilde{C}_{B'} \tau_{C'} D' \), we have \( \tilde{C}(A_i^\prime \nu_{B'C'D'}) = 0 \), so \( \nu_{A'B'C'} \) can be expressed as in the right hand side of (2.31). In addition, the condition \( \nu_{A'B'C'} = \tilde{C}(A_i^\prime \tau_{B'C'}) \) gives \( \tilde{C}_{A'} \tilde{C}_{B'} \nu_{A'B'C'} = 0 \), which implies that the term of highest order in \( \pi A' \) in (2.31) is absent for \( \nu_{A'B'C'} \), so

\[
\nu_{A'B'C'} = b^1_{A'B'\pi C'} + b^2_{A'B'\pi C'} + b^3_{A'B'C'}.
\]

We have \( b^1_{A'B'\pi C'} = \tilde{C}(A_i^\prime \pi B' \pi C') b^1_{D'\pi C'} \), etc., which leads to \( \tilde{C}(A_i^\prime K_{B'C'}) = 0 \), where \( K_{A'B'} = \tau_{A'B'} - \pi A'B' b^1_{D'\pi C'} - \pi (A'B' b^2_{D'\pi C'}) \pi D' - b^3_{A'B'D'} \pi D' \). Using proposition 2.11 we get \( K_{A'B'} = c^0 \pi A'B' + c^1 (A_i^\prime \pi B') + c^2 A'B' \), so

\[
\tau_{A'B'} = c^0 \pi A'B' + c^1 (A_i^\prime \pi B') + c^2 A'B' + \pi A'B' b^1_{D'\pi C'} + \pi (A'B' b^2_{D'\pi C'}) \pi D' + b^3_{A'B'D'} \pi D'.
\]

Renaming the constants of integration and reorganizing, (2.32) follows.

We will need the result (2.32) in section 6 (see proposition 6.4). For higher order twistor-like equations (2.29), the solution can be found in a similar way.
3 Linear fields

In this section we assume that the conditions (2.12) and (2.14) are satisfied.

3.1 Dirac-Weyl fields

The right-handed (RH) spin 1/2 equation is \( \nabla A \phi_A = 0 \). The weights of the field are \( p(\phi_A) = 0 \) and \( w(\phi_A) = -1 \). Using identity (B.14a), we can write the field equation as \( C A \phi_A = 0 \).

Contracting with \( o_A \), we get \( \tilde{C} A \phi_A = 0 \). Applying then lemma 2.4, we deduce that there exists, locally, a scalar field \( \Phi \) with weights \( p(\Phi) = -1 \) and \( w(\Phi) = -1 \), such that \( \phi_A = \tilde{C} A \Phi \). Notice that \( \Phi \) is defined only up to the addition of a function \( g \) such that \( \tilde{C} A g = 0 \), see remark 2.5.

Contracting \( C A \phi_A = 0 \) with \( \iota_A \) and replacing \( \phi_A = \tilde{C} A \Phi \) gives \( \tilde{C} A \tilde{C} A \Phi = 0 \). Using identity (B.13) we get \( (\Box C + R/4)\Phi = 0 \), where \( R \) is the 'scalar curvature' of \( C_a \), see (B.6), (B.26). Since \( \phi_A \) was arbitrary, the following result is obtained:

**Theorem 3.1.** Any solution to the RH spin 1/2 equation can be locally written as \( \phi_A = \tilde{C} A \Phi \), where \( \Phi \) satisfies \( (\Box C + R/4)\Phi = 0 \) and is defined only up to the freedom (2.23).

**Remark 3.2.** Using the expression (B.18) for \( \Box C \) in terms of GHP operators, we have

\[
(\Box C + R/4)\Phi = 2[(\gamma' - \rho') \delta' - (\delta' - \tau') \delta] \Phi.
\]

(3.1)

3.2 Maxwell fields

3.2.1 Preliminaries

Maxwell equations for a 2-form \( F_{ab} \) are

\[
\nabla^a F_{ab} = 4\pi J_b,
\]

(3.2a)

\[
\nabla_a F_{bc} = 0,
\]

(3.2b)

where \( J_a \) is assumed to be given and it physically represents the source. Since we are assuming the manifold to be orientable, (3.2b) can be written as \( \nabla_a \ast F_{ab} = 0 \), where \( \ast F_{ab} = \frac{1}{2} \varepsilon_{abc} F_{cd} \).

The spinor decomposition of the field strength is

\[
F_{ab} = \phi_{A'B'} \epsilon_{AB} + \varphi_{AB} \epsilon_{A'B'}.
\]

(3.3)

\( \phi_{A'B'} \) and \( \varphi_{AB} \) are respectively the SD and ASD parts of \( F_{ab} \), and we are ignoring reality conditions for the moment. Thus, Maxwell equations can be written in spinor terms as

\[
\nabla_{B'} \phi_{A'B'} + \nabla_{B'} \varphi_{AB} = 4\pi J_{BB'},
\]

(3.4a)

\[
\nabla_{B'} \phi_{A'B'} - \nabla_{B'} \varphi_{AB} = 0.
\]

(3.4b)

Imposing (3.4b), and replacing in (3.4a):

\[
\nabla_{B'} \phi_{A'B'} = 2\pi J_{BB'}.
\]

(3.5)

Although (3.5) may suggest that the ASD part \( \varphi_{AB} \) disappears from the picture and is "decoupled" from the SD part, it is actually 'hidden' in the fact that we are already using (3.4b): this equation implies that \( \nabla_a F_{bc} = 0 \), so \( F_{ab} \) can (at least locally) be expressed in terms of a vector potential \( A_a \) by \( F_{ab} = 2\nabla_a A_b \). In spinor terms this is

\[
\phi_{A'B'} = \nabla_{A'(A'A_{B'})}, \quad \varphi_{AB} = \nabla_{A'(A'A_{B})}
\]

(3.6)
so the SD and ASD parts are related by the vector potential. Roughly speaking, if we solve (3.5) for \( \phi_{AB}' \), this should give us an expression for \( A_{AA'} \), which then, replacing in the second equation in (3.6), should in turn give us an expression for \( \varphi_{AB} \).

Now, let us take into account reality conditions. For complex manifolds, the 2-form \( F_{ab} \) is complex, and, if we do not impose anything else on \( F_{ab} \), the SD and ASD parts of \( F_{ab} \) are independent. However, if we impose (3.2b), then \( \phi_{AB}' \) and \( \varphi_{AB} \) are actually related by (3.6). So, if we study the (complex) Maxwell equations only in terms of \( \phi_{AB}' \) via (3.5), we can still get information of \( \varphi_{AB} \) by using (3.6). This point will be particularly important not only for Maxwell fields but also for the other more general fields that we will study in later sections.

For real manifolds, we want to impose \( F_{ab} \) to be a real 2-form. Since we are working with spinors, this reality condition will take different forms according to signature. For Riemann signature, we mentioned that there is a notion of ‘real spinors’ via the involutive Euclidean spinor complex conjugation \( \dagger \). For split signature, spinors are themselves real objects. So, for these two cases, the discussion about the SD and ASD parts of \( F_{ab} \) is very similar to the complex case: we can study the Maxwell equation (3.5) for the SD part \( \phi_{AB}' \), and the ASD part will be given by the second eq. in (3.6) once we determine an expression for \( A_{AA'} \). The only difference is that the spinors are now required to be real.

For Lorentz signature, there are no real spinors, since complex conjugation changes chirality. The reality requirement for the 2-form \( F_{ab} \) translates into the condition that the SD and ASD parts must be complex-conjugated: \( \varphi_{AB} = \bar{\varphi}_{AB} \). This means that, for this case, we can focus entirely on \( \phi_{AB}' \): once we solve (3.5) for it, the full Maxwell field \( F_{ab} \) will be given by (3.3) with \( \varphi_{AB} = \bar{\varphi}_{AB} \).

Since we are leaving the signature arbitrary, in what follows we will study the SD and ASD parts separately. This will also be useful for later sections, where the treatment will be very similar. For the SD part, we will consider both trivial and non-trivial sources; but for the ASD part we will focus only on the source-free case. In addition, for the treatment of the ASD field we will need to assume that this part is algebraically special (except in Lorentz signature).

### 3.2.2 The self-dual part

Here we will study the system

\[
\nabla_B A^B \phi_{AB'} = 0.
\]

(3.7)

Notice that this equation, by itself, is equivalent to the vacuum Maxwell equations only in Lorentz signature, and not in the other cases. For this reason, we will refer to (3.7) as the “spin 1 system”. This difference will be important for the study of the ASD field \( \varphi_{AB} \) in section 3.2.3.

#### The source-free case

**Theorem 3.3.** Any solution to the spin 1 system (3.7) can be locally written as

\[
\phi_{AB'} = \bar{c}_A \bar{c}_{B'} \Phi
\]

(3.8)

where \( \Phi \) is a scalar field with weights \( p(\Phi) = -2 \) and \( w(\Phi) = -1 \), defined only up to the freedom (2.23), that solves the equation

\[
(\Box^C + R/2) \Phi = 0,
\]

(3.9)

where \( R \) is the scalar curvature of \( C_a \) (3.6)–(B.26).

**Remark 3.4.** Using identity (B.18), in GHP notation we have

\[
(\Box^C + R/2) \Phi = 2[(j' - j')(\hat{p} + \rho) - (\bar{d}' - \bar{r})(\bar{\delta} + \bar{\tau})] \Phi.
\]

(3.10)
Proof of Theorem 3.3. Let \( \phi_{A'B'} \) be a solution to (3.7). From (B.14a), we know \( \nabla_B A' \phi_{A'B'} = C_B A' \phi_{A'B'} \). Contraction with \( o^B \) leads to \( \tilde{c}'A' \phi_{A'B'} = 0 \). Applying lemma 2.4, and using the symmetry \( \phi_{A'B'} = \phi_{(A'B')} \), we deduce that there exists, locally, a scalar field \( \Phi \), with weights \( p(\Phi) = -2 \) and \( w(\Phi) = -1 \), such that

\[
\phi_{A'B'} = \tilde{c}_A \Phi. \tag{3.11}
\]

Contracting now \( C_B A' \phi_{A'B'} = 0 \) with \( o^B \), we get \( C_A A' \phi_{A'B'} = 0 \), so replacing the expression above for \( \phi_{A'B'} \):

\[
0 = C_A A' \phi_{A'B'} = C_A A' \tilde{c}_B \Phi = \tilde{c}_B C_A A' \Phi + [\tilde{c}_B', C_A] \tilde{c}'A' \Phi. \tag{3.12}
\]

Noticing that \( p(\tilde{c}'A' \Phi) = -1 \) and applying identity (B.30), the commutator term on the right vanishes. Using then (B.13), we get:

\[
\tilde{c}_B' \Phi = \tilde{c}_B' \Phi + g_{BB'}, \tag{3.14}
\]

where \( \tilde{c}_a(A' g_{B'}) = 0 \), and the field (3.11) remains invariant, but \( K \) is changed according to

\[
K = \tilde{c}'A' \dot{\Phi} \rightarrow K' = \tilde{c}'A' \dot{\Phi} + C_A A' g_{A'} = K + C_A A' g_{A'}. \]

In particular, choose \( g_{A'} = \tilde{c}_A a \) for some auxiliary field \( a \). Then \( K' = K + C_A A' \tilde{c}_A a = K + \frac{1}{2} (\square - (\square/2) a \). The solution to the problem \( (\square - (\square/2) a = -2K \) always exists (at least locally), since it is a wave equation with source. In addition, replacing in (3.14) we have \( \tilde{c}_B' \Phi + g_{BB'} = \tilde{c}_{BB'} \Phi \), where \( \Phi = \dot{\Phi} + a \). The field (3.11) is then \( \phi_{A'B'} = \tilde{c}_A \tilde{c}_{BB'} \Phi \), and \( \Phi \) satisfies \( C_A A' \tilde{c}_A \Phi = \frac{1}{2} (\square - (\square/2)) \Phi = 0 \), thus the result follows. \( \square \)

The case with sources

For general sources in (3.5), it is clear that a field of the form (3.8) is not a solution, since contracting with \( o^B \) and replacing (3.8) leads to

\[
2\pi o^B J_{BB'} = o^B \nabla_B A' \phi_{A'B'} = \tilde{c}'A' \phi_{A'B'} = \tilde{c}'A' \tilde{c}_B \Phi = 0, \tag{3.15}
\]

therefore, if \( o^B J_{BB'} \neq 0 \), this equation is inconsistent. In order to solve this issue, we follow a strategy similar to the one adopted in (3.7), which involves the introduction of a ‘corrector’ potential. Our approach is however slightly different in that it does not assume any particular form for the ‘corrector term’, and it only uses the integration machinery given in Section 2.6.

Theorem 3.5. The solution \( \phi_{A'B'} \) to the equation (3.9) for a given source \( J_{BB'} \) can be locally written as

\[
\phi_{A'B'} = \tilde{c}_A \tilde{c}_{BB'} \Phi + x_{A'B'}, \tag{3.16}
\]

where \( x_{A'B'} \) is determined from \( J_{BB'} \) as a particular solution to the equation

\[
\tilde{c}'A' x_{A'B'} = 2\pi o^B J_{BB'}, \tag{3.17}
\]

and \( \Phi \) is a scalar field with weights \( p(\Phi) = -2 \) and \( w(\Phi) = -1 \) that solves the inhomogeneous equation

\[
\frac{1}{2} (\square - (\square/2)) \Phi = T \tag{3.18}
\]

with the source \( T \) determined by \( x_{A'B'} \).
Proof. Suppose that the source \( J_{BB'} \) in (3.5) is given. We want to find the general solution \( \phi_{A'B'} \) to this equation. Applying item 2. in Lemma 2.1 for the field \( \theta^a \equiv 2\pi \sigma^B J_{BB'} \), we know that there exists \( x_{A'B'} = x_{(A'B')} \) such that eq. (3.17) holds. We can choose any particular solution to this equation. Using identity (B.14a), eq. (3.17) implies that \( \sigma^B \nabla_B A' - x_{A'B'} = 2\pi \sigma^B J_{BB'} \), therefore
\[
o B \nabla_B A'(\phi_{A'B'} - x_{A'B'}) = 0. \tag{3.19}
\]
Now define
\[
S_{BB'} := 2\pi J_{BB'} - \nabla_B A' x_{A'B'}. \tag{3.20}
\]
From (3.5) and (3.19) we see that \( \sigma^B S_{BB'} = 0 \), therefore \( S_{BB'} = o_B y_{BB'} \) where \( y_{BB'} = \sigma^B S_{BB'} = 2\pi J_{BB'} - \iota^B \nabla_B A' x_{A'B'} \). This \( y_{BB'} \) is known once we integrate (3.17) to find \( x_{A'B'} \). Now, a straightforward computation shows that \( \nabla_B y_{BB'} = \upartial_{BB'} S_{BB'} = 0 \). But we also have the identity \( \nabla_B y_{BB'} = \upartial_{BB'} S_{BB'} \), thus, replacing \( S_{BB'} = o_B y_{BB'} \), we get \( \upartial_{BB'} y_{BB'} = 0 \), from where we deduce that there exists, locally, a scalar field \( T \) such that
\[
y_{BB'} = \tilde{\sigma}_B T. \tag{3.20}
\]
Now we use \( T \) as a source for the equation
\[
T = \tilde{c} A' \tilde{c} A' \Phi = \frac{1}{2}(\Box + \mathcal{R}) \Phi
\]
where \( \Phi \) is undetermined at the moment. Since \( T \) is known from (3.20) (assuming we already determined \( x_{A'B'} \)), this equation can be solved for \( \Phi \). Therefore:
\[
S_{BB'} = o_B \tilde{c} B' \tilde{c} A' \Phi = 2\pi J_{BB'} - \nabla_B A' x_{A'B'},
\]
from which we get, after a straightforward calculation, \( 2\pi J_{BB'} = \nabla_B A' \phi_{A'B'} + \nabla_B A' x_{A'B'} \), where \( \phi_{A'B'} = \tilde{c} A' \tilde{c} B' \Phi \). Thus the result (3.16) follows. \( \square \)

### 3.2.3 The anti-self-dual part

From the discussion in section 3.2.1 recall that for Lorentz signature we do not need to worry about different treatments for the SD and ASD parts of the Maxwell field, since they are related by complex conjugation. However, for all the other cases, even if we solve the problem (3.7) for \( \phi_{A'B'} \) we still must consider separately the issue of determining the ASD field \( \varphi_{AB} \). We will see here that we can still “determine” the ASD part \( \varphi_{AB} \) as long as it is algebraically special. More precisely, provided this is the case, \( \varphi_{AB} \) will be given in terms of arbitrary constants of integration.

First, notice that since \( A_a \) has vanishing \( p \) and \( w \) weights, we have \( \nabla_{[a} A_{b]} = c_{[a} A_{b]} \), so the SD and ASD parts of \( F_{ab} \) can be expressed as \( \phi_{A'B'} = \tilde{c}_{A(\mathcal{A}) A_B^{A'}}, \varphi_{AB} = \tilde{c}_{A(\mathcal{A}) A_B^{A'}} \). Equivalently:
\[
\begin{align}
\phi_{A'B'} &= \tilde{c}_{A(\mathcal{A}) A_B^{A'}}, \tag{3.21a} \\
\varphi_{AB} &= o_A o_B (c_{A' A} A' - \sigma_{A'} A' A') - o_A (\mathcal{A} B) (c_{A' A} A' A' + \tilde{c}_{A' A} A') + \iota_A (A B) \tilde{c}_{A'} A', \tag{3.21b}
\end{align}
\]
where \( A' = o_A A_{A}, A' = \iota_A A_{A'}, \) and \( \sigma_{A'} \) is defined in (6.17). Now, assume that \( \varphi_{AB} \) is algebraically special with repeated principal spinor \( \sigma_a \), that is \( \sigma^A o_B \varphi_{AB} = 0 \). From (3.21b) we then see that \( \tilde{c}_{A' A} A' = 0 \), so there exists (locally) a scalar field \( \mu \), with weights \( p(\mu) = 0, w(\mu) = 0 \), such that \( A' = \tilde{c}_{A' \mu} \). But then we can get rid of \( \mu \) by a gauge transformation.
\( a \rightarrow A_a - \nabla_a \mu \), so we can simply put \( \tilde{A}_a = 0 \). The vector potential is then \( A_{AA'} = o_{AA'} \), and we can focus on the determination of \( A_{A'} \). The Maxwell field becomes

\[
\phi_{A'B'} = \tilde{\phi}_{(A'A'B')}, \tag{3.22a}
\]

\[
\varphi_{AB} = o_{AB} \tilde{\epsilon}_{A'B'} - o_{(A'B)} \tilde{\epsilon}_{A'A'}. \tag{3.22b}
\]

Now, the vacuum Maxwell equations are \( \nabla_{B'} \phi_{A'B'} = \nabla_{B'} \varphi_{AB} \) and \( \nabla_{A'} \phi_{A'B'} = 0 \). From the latter equation, we know that \( \phi_{A'B'} = \tilde{\epsilon}_{A'B'} \Phi \), for some locally defined scalar field \( \Phi \). Comparing this expression to (3.22a), we deduce

\[
A_{A'} = \tilde{\epsilon}_{A'} \Phi + \tau_{A'}. \tag{3.23}
\]

where \( \tau_{A'} \) is defined only by the condition

\[
\tilde{\epsilon}_{(A'} \tau_{B')} = 0. \tag{3.24}
\]

The formal solution to this equation is given by proposition 2.10 in terms of constants of integration and the solution to (2.27). On the other hand, as in the proof of theorem 3.3, the equation \( \tilde{\epsilon}_{A'} \Phi = K \), where \( K \) is a constant of integration, \( \tilde{\epsilon}_{A'} \Phi = K \). For the spin 1 system (3.7), we noticed that we had the “internal gauge freedom” (3.14), which we used to set \( K = 0 \). In our current situation, equations (3.23) seem to be the analogue of (3.14), however, in this case this is not a ‘gauge freedom’: while the SD curvature \( \phi_{AB} \) is insensitive to \( \tau_{A'} \), the field \( \tau_{A'} \) appears explicitly in the ASD part \( \varphi_{AB} \), as can be seen from replacing (3.23) into (3.22a). More explicitly, using \( \tilde{\epsilon}_{A'} \Phi = -K \), we find:

\[
\varphi_{AB} = o_{AB} (-K + \tilde{\epsilon}_{A'} \tau_{A'}) - o_{(A'B)} \tilde{\epsilon}_{A'} \tau_{A'}. \tag{3.25}
\]

In particular, the trick that we used in the spin 1 case (i.e. \( \tau_{A'} = \tilde{\epsilon}_{A'} a \) and \( \tilde{\epsilon}_{A'} a = -K \)) now leads to a self-dual Maxwell field, that is \( \varphi_{AB} \equiv 0 \). In the present section, however, we do not have this freedom, and the ASD Maxwell field \( \varphi_{AB} \) depends on the constants of integration \( K \) and \( \tau_{A'} \). This difference between the SD and ASD fields will also appear in the Yang-Mills and gravitational systems.

### 3.2.4 Parallel frames

Although for the Maxwell case the treatment of the previous sections is sufficient, an analogous strategy for the Yang-Mills and Einstein-Weyl systems is much harder, so it is convenient to give an alternative formulation of the analysis above in terms of “parallel frames”, since this will extend to the other more complicated cases.

We now think of Maxwell theory as a gauge theory. That is, we consider a principal bundle \( P^1 \) over \( M \) with a 1-dimensional structure group \( GL(1) \); the vector potential then arises by assuming that \( P^1 \) is equipped with a local connection 1-form, \( A_a \). The ‘charge \( e \) representations’ \( \rho_e : G^1 \rightarrow GL(\mathbb{C}) \) are given by \( \rho_e(a) \psi = a^e \psi \), with \( a \in G^1 \), \( \psi \in \mathbb{C} \), and a charged scalar field with charge \( e \) is simply a section of the associated vector bundle \( E_e = P^1 \times_{\rho_e} \mathbb{C} \). By taking the tensor product of \( E_e \) with the various spinor bundles, we obtain charged spinor fields as the corresponding sections. The fact that \( A_a \) is now seen as a connection form implies that it induces a covariant derivative on these bundles, \( D_a \). That is, if a spinor field \( \psi^{ij} \) has charge \( e \), then \( D_a \psi^{ij} = \nabla_a \psi^{ij} + e A_a \psi^{ij} \). The curvature of \( D_a \), given by the commutator \( [D_a, D_b] \), involves both the spacetime curvature and the curvature of the connection \( A_a \), the latter being given by \( 2 \nabla_{[a} A_{b]} = F_{ab} \).

We can then consider spinor fields which, in addition to the electromagnetic charge \( e \), have also weights \( p \) and \( w \). The covariant derivative on such objects can be obtained by simply
replacing $\nabla_a$ by $D_a$ in the previous expressions for the complex-conformal connection $\mathcal{C}_a$, that is, one defines

$$\mathcal{C}_a := \mathcal{C}_a + eA_a.$$  \hspace{1cm} (3.26)

For fields with charge $e = 0$, $\mathcal{C}_a$ reduces to $\mathcal{C}_a$. We also introduce the projections $\tilde{\mathcal{C}}_{A'} = o^A\mathcal{C}_{AA'}$ and $\mathcal{C}_{AA'} = \tilde{\mathcal{C}}_{AA'}$. The curvature is $[\mathcal{C}_a, \mathcal{C}_b] = [\mathcal{C}_a, \mathcal{C}_b] + eF_{ab}$. Let $\alpha$ be a scalar field with charge $e(\alpha) = 1$ and weights $p(\alpha) = 0$, $w(\alpha) = 0$, then $[\mathcal{C}_a, \mathcal{C}_b] \alpha = F_{ab} \alpha$. Assuming $\alpha \neq 0$ in some region $U$, we get $F_{ab} = \alpha^{-1}[\mathcal{C}_a, \mathcal{C}_b] \alpha$. The SD and ASD fields are

$$\phi_{A'B'} = \alpha^{-1} \Box_{AB'} \alpha,$$  \hspace{1cm} (3.27a)
$$\varphi_{AB} = \alpha^{-1} \Box_{AB} \alpha.$$  \hspace{1cm} (3.27b)

Now, from $[\mathcal{C}_a, \mathcal{C}_b] = [\mathcal{C}_a, \mathcal{C}_b] + eF_{ab}$ we see that the new operator $\tilde{\mathcal{C}}_{A'}$ satisfies $[\tilde{\mathcal{C}}_{A'}, \tilde{\mathcal{C}}_{B'}] = \epsilon_{A'B'} o^A o^B \varphi_{AB}$. Therefore, we deduce that $[\tilde{\mathcal{C}}_{A'}, \tilde{\mathcal{C}}_{B'}] = 0$ if and only if the ASD part is algebraically special, $o^A o^B \varphi_{AB} = 0$. In such case, the integration technique from section 2.5 can be generalized to the operator $\tilde{\mathcal{C}}_{A'}$. In addition, a key point is that the equation $\tilde{\mathcal{C}}_{A'} = 0$ allows us to consider fields that are parallel under $\tilde{\mathcal{C}}_{A'}$, so we can take

$$\tilde{\mathcal{C}}_{A'} \alpha = 0.$$  \hspace{1cm} (3.28)

The generalization of this equation will correspond in later sections to parallel frames (see e.g. [38] Theorem 2.4.1) for the connection between flat connections and parallel frames). Using identities (B.35a)-(B.35b), the SD and ASD fields are then:

$$\phi_{A'B'} = \tilde{\mathcal{C}}_{(A'} \gamma_{B')},$$  \hspace{1cm} (3.29a)
$$\varphi_{AB} = o_{A'B'} \mathcal{C}_{A'} \gamma_{A'} - o_{(A' B')} \tilde{\mathcal{C}}_{A'} \gamma_{A'},$$  \hspace{1cm} (3.29b)

where we define

$$\gamma_{A'} := \alpha^{-1} \mathcal{C}_{A'}. \hspace{1cm} (3.30)$$

The field $\gamma_{A'}$ is essentially $\tilde{A}_{A'}$ from section 3.2.3 but now expressed in terms of a “parallel frame” (3.28). The charge of $\gamma_{A'}$ is $e = 0$, so in (3.29a)-(3.29b) we can replace $\mathcal{C}_a$ by $\mathcal{C}_a$ and, thus, these formulas coincide with the earlier expressions (3.22a)-(3.22b), and the analysis is the same as before. The current formulation has the advantage that it will extend to the Yang-Mills and Einstein-Weyl systems.

**Remark 3.6** (Charged Dirac fields). The formulation in this section allows us also to consider the possibility of spacetime fields that are charged with respect to the electromagnetic field. For example, the charged Dirac-Weyl equation is

$$D_{A'} \phi_{A'} = 0,$$  \hspace{1cm} (3.31)

where the field $\phi_{A'}$ is assumed to have a non-trivial charge $e(\phi_{A'}) = e$. Equation (3.31) can be written as $\mathcal{C}_{A'} \phi_{A'} = 0$, or $\tilde{\mathcal{C}}_{A'} \phi_{A'} = 0$ and $\mathcal{C}_{A'} \phi_{A'} = 0$. The former equation leads to $\phi_{A'} = \tilde{\mathcal{C}}_{A'} \chi$, where $p(\chi) = -1$, $w(\chi) = -1$, and $e(\chi) = e$. The other equation is $\mathcal{C}_{A'} \tilde{\mathcal{C}}_{A'} \chi = 0$. In terms of wave operators and curvature, a short calculation shows that this is

$$\Box^\mathcal{C} + R/4 - 2e \varphi_{01} \chi = 0,$$  \hspace{1cm} (3.32)

where $\Box^\mathcal{C} = g^{ab} \mathcal{C}_a \mathcal{C}_b$ and $\varphi_{01} = o^{A' B'} \varphi_{AB}$.\footnote{From the definition of $\mathcal{C}_a$, we have $\gamma_{A'} = i^A \partial_{A'} \log \alpha + A_{A'}$, so $\gamma_{A'}$ is gauge-equivalent to $A_{A'}$.}
4 Yang-Mills fields

We assume that conditions (2.12) and (2.14) are satisfied.

4.1 Preliminaries

Let $P$ be a principal bundle over $M$, whose structure group is some Lie group $G$. We consider the natural representation of $G$ in which its elements act as matrices on some $n$-dimensional vector space $V$. We will use abstract indices $i, j, k, \ldots$ to denote elements of $V$. We refer to this kind of indices as ‘Yang-Mills’ or ‘internal’ indices, and we make the convention that they do not include spacetime indices. The action of $m \in G$ on an element $\mu_i \in V$ is $\mu_i \mapsto m_j^i \mu_j$. We then take the associated vector bundles $E = P \times_G V$, and a spacetime field that is ‘charged with respect to $G$’ is a section of $E$. As usual, fields with more Yang-Mills indices are obtained by simply considering tensor products of $V$ and its dual, together with the corresponding representations of $G$. More generally, fields with mixed spacetime/internal indices are sections of vector bundles that are obtained as a tensor product of the corresponding spinor/tensor bundle and the Yang-Mills bundle.

Assume that $P$ is equipped with a local connection 1-form $A$. By definition, this takes values in the Lie algebra $\text{Lie}(G)$, so in abstract indices we can write $A_{a|i}$. The covariant derivative induced on associated vector bundles, which we denote by $D_a$ as in the Maxwell case, is given by

$$D_a \mu^{\alpha|i} = \nabla_a \mu^{\alpha|i} + A_{a|i} \mu^{\alpha|j} \epsilon^{|j},$$

(4.1)

where $\mu^{\alpha|i}$ is arbitrary, and $\nabla_a$ on the right hand side acts only on spacetime indices $\alpha^i$. The curvature of $D_a$ can be computed from (4.1) by applying an additional derivative and taking the commutator:

$$[D_a, D_b] \mu^{\alpha|i} = \epsilon_{|a} \nabla_a \mu^{\alpha|i} + F_{abij} \epsilon^{j|},$$

where we define the Yang-Mills curvature by

$$F_{abij} = 2\nabla_{[a} A_{b]}^{ij} + 2 A_{[a|k]} A_{b|k}. \quad (4.2)$$

The skew-symmetry $F_{abij} = F_{[ab]ji}$ allows the following spinor decomposition:

$$F_{abij} = \chi_{A'B'}^j \epsilon_{A'B'} + \varphi_{AB}^j \epsilon_{A'B'},$$

(4.3)

where $\chi_{A'B'}^j = \frac{1}{2} \epsilon^{AB} F_{abij}$ and $\varphi_{AB}^j = \frac{1}{2} \epsilon^{A'B'} F_{abij}$ are, respectively, the SD and ASD pieces of $F_{abij}$. Notice that reality conditions for $F_{abij}$ are subtle since they depend on the gauge group $G$, which we are here leaving unspecified. Thus, we will consider $\chi_{A'B'}^j$ and $\varphi_{AB}^j$ to be independent, so in this sense the situation is analogous to the Maxwell case in section 3.2.3.

Using the identity $[D_c, D_d] \mu^{i} = D_c[D_d] \mu^{i} = D_c[D_d] \mu^{i}$, one deduces\(^8 \) that $F_{abij}$ satisfies the Bianchi identities: $D_c F_{abij} = 0$. Alternatively, these can be expressed as $D^{a*} F_{a} = 0$, or in spinors: $D_B A' \chi_{A'B'}^j = D_B A' \varphi_{AB}^j$. The Yang-Mills field equations are $D^{a} F_{abij} = 0$. In spinor terms (using Bianchi identities):

$$D_B A' \chi_{A'B'}^j = 0, \quad (4.4)$$

$$D_B A' \varphi_{AB}^j = 0. \quad (4.5)$$

The complex-conformal connection of section 2.3 can be generalized to act covariantly also on Yang-Mills indices. This generalization is achieved by simply defining

$$C_{a|i} \mu^{\alpha|i} = C_{a|i} \mu^{\alpha|i} + A_{a|i} \mu^{\alpha|j},$$

(4.6)

On spacetime indices, $[D_a, D_b]$ acts as usual via the Riemann tensor, which satisfies $R(c|a|d) = 0$.\(^8 \)
together with the obvious extension for more Yang-Mills indices. We also define the projections \( \tilde{\mathcal{C}}_{A'} = o^A \mathcal{C}_{AA'} \) and \( \mathcal{C}_{A'} = \iota^A \mathcal{C}_{AA'} \). The weights of the Yang-Mills potential are \( p(A_{a}^{i}) = 0 \), \( w(A_{a}^{j}) = 0 \). The curvature is \( \mathcal{C}_{a}, \mathcal{C}_{b}^{i} \mu^{dfi} = [\mathcal{C}_{a}, \mathcal{C}_{b}^{i}] \mu^{dfi} + F_{abj}^{i} \mu^{dfj} \). Similarly to the Maxwell case, we find \( [\tilde{\mathcal{C}}_{A'}, \tilde{\mathcal{C}}_{B'}] \mu^{dfi} = \epsilon_{A'B'}^{A'B'} o^{B}_{B'B'} o^{B}_{ABj}^{A'B'} \mu^{dfj} \).

**Proposition 4.1.** Assume that \( o^{A} \) satisfies (2.12) and (2.14), and that the ASD Yang-Mills curvature satisfies

\[
o^{A} o^{B} \varphi_{ABi}^{j} = 0. \tag{4.7} \]

Then for any field \( \mu_{j}^{dfi} \ldots \), it holds

\[
[\tilde{\mathcal{C}}_{A'}, \tilde{\mathcal{C}}_{B'}] \mu_{j}^{dfi} \ldots = 0. \tag{4.8} \]

Using this result, we now proceed to impose the Yang-Mills field equations (4.4)-(4.5) and analyse the potentialization of the system.

### 4.2 The self-dual part of the curvature

The Yang-Mills curvature has weights \( p(F_{ab}) = 0, w(F_{ab}) = 0 \). It then follows that \( \mathcal{C}_{[a} F_{bc]}^{i} = D_{[a} F_{bc]}^{i} \), so we can write the Bianchi identities as \( \mathcal{C}_{[a} F_{bc]}^{i} = 0 \), or \( \mathcal{C}^{a} F_{ab} = 0 \). Similarly, the field equations can be written as \( \mathcal{C}^{a} F_{ab} = 0 \). In spinor terms:

\[
\mathcal{C}_{B'}^{A'} \chi_{A'B'}^{j} = 0, \tag{4.9} \]
\[
\mathcal{C}_{B'}^{A'} \varphi_{ABi}^{j} = 0. \tag{4.10} \]

Notice that \( p(\chi_{A'B'}^{j}) = 0 \) and \( w(\chi_{A'B'}^{j}) = -1 \), and the same for \( \varphi_{ABi}^{j} \).

We can summarize the results of this subsection as follows:

**Theorem 4.2.** Assume that the Yang-Mills curvature satisfies (4.7), and denote \( \varphi_{01}^{j} = o^{A} i^{B} \varphi_{ABi}^{j} \). Any solution to the Yang-Mills field equation (4.4) can be locally written as

\[
\chi_{A'B'}^{j} = \tilde{\mathcal{C}}_{A'}^{A} \tilde{\mathcal{C}}_{B'}^{B} \Phi_{i}^{j}, \tag{4.11} \]

where \( \Phi_{i}^{j} \) is a (spacetime scalar) field with weights \( p(\Phi_{i}^{j}) = -2 \) and \( w(\Phi_{i}^{j}) = -1 \), such that

\[
(\Box - \mathcal{R}/2) \Phi_{i}^{j} - 2(\tilde{\mathcal{C}}_{A'}^{A} \Phi_{i}^{k}) (\tilde{\mathcal{C}}_{B'}^{B} \Phi_{k}^{j}) + 4(\varphi_{01}^{i} \Phi_{k}^{j} - \varphi_{01}^{i} \Phi_{k}^{j}) = 2K_{j}^{i} \tag{4.12} \]

where \( \Box = g^{ab} \mathcal{C}_{a} \mathcal{C}_{b} \) and \( K_{j}^{i} \) is a constant of integration, \( \tilde{\mathcal{C}}_{A'} K_{j}^{i} = 0 \).

**Remark 4.3.** The potentialization (4.11) of the Yang-Mills field, together with the equation (4.12) for the potential, are the generalization of the Maxwell results (3.8)-(3.9) to a non-abelian gauge theory. (Notice that for the abelian case, the non-linear term in (4.12), as well as the coupling term between \( \varphi_{01i} \) and \( \Phi_{i}^{j} \), are absent.) These results are a conformally invariant generalization of Jeffreys’ results [23, Eqs. (4.11) and (4.19)].

In the rest of this subsection we will prove the result (4.12). The proof is similar to the Maxwell case, theorem 3.3. The first observation is that, contracting (4.9) with \( o^{B} \), we get \( \tilde{\mathcal{C}}_{A'}^{A} \chi_{A'B'}^{j} = 0 \), so the potentialization (4.11) follows. Contracting then (4.9) with \( i^{B} \), one gets

\[
0 = \mathcal{C}^{A'} \tilde{\mathcal{C}}_{A'} \tilde{\mathcal{C}}_{B'} \Phi_{i}^{j} = \tilde{\mathcal{C}}_{B'} \mathcal{C}^{A'} \tilde{\mathcal{C}}_{A'} \Phi_{i}^{j} + [\tilde{\mathcal{C}}_{B'}, \mathcal{C}_{A'}] \tilde{\mathcal{C}}^{A'} \Phi_{i}^{j}, \tag{4.13} \]

so we need to compute the commutator on the right-hand side. This is analogous to the calculation we needed in eq. (3.12), but here it is a little bit longer. In this case we need the identity (3.38), and we put \( \mu_{i}^{A} = \mathcal{C}^{A} \Phi_{i}^{j} \), so \( p(\mu_{i}^{A}) = -1 \). This gives immediately:

\[
[\tilde{\mathcal{C}}_{B'}, \mathcal{C}_{A'}] \tilde{\mathcal{C}}^{A'} \Phi_{i}^{j} = -\chi_{B'A'}^{k} \mathcal{C}^{A'} \Phi_{k}^{j} + \chi_{B'A'}^{k} \mathcal{C}^{A'} \Phi_{k}^{j} + \varphi_{01i}^{k} \mathcal{C}_{B} \Phi_{k}^{j} - \varphi_{01k}^{i} \mathcal{C}_{B} \Phi_{k}^{j}. \]
Now, we already established that \((4.11)\) is true. Replacing this in the terms involving \(\chi_{AB'\iota}^j\) in the equation above, it is easy to see that

\[-\chi_{AB'\iota}^j k \tilde{E}^A \Phi^j_k + \chi_{AB'k}^j k \tilde{E}^A \Phi^j_k = -\tilde{E}_{B'} \left[(\tilde{E}_A \Phi^j_k)(\tilde{E}^A \Phi^j_k)\right].\]

On the other hand, contracting \((4.10)\) with \(o^B\) and using \((4.7)\), it follows that \(\tilde{E}_{B'} \varphi_{01i}^j = 0\), so the terms involving \(\varphi_{01i}^j\) are

\[\varphi_{01i}^j k \tilde{E}_{B'} \Phi^j_k - \varphi_{01kj}^j \tilde{E}_{B'} \Phi^j_k = \tilde{E}_{B'} \left(\varphi_{01i}^j k \Phi^j_k - \varphi_{01kj}^j \Phi^j_k\right).\]

Putting all together, we get:

\[\tilde{E}_{B'} \left[\left(\tilde{E}^A \tilde{E}_A \Phi^j_i - (\tilde{E}_A \Phi^j_k)(\tilde{E}^A \Phi^j_k)\right) + \varphi_{01i}^j k \Phi^j_k - \varphi_{01kj}^j \Phi^j_k\right] = 0,\]

which gives

\[\tilde{E}^A \tilde{E}_A \Phi^j_i - (\tilde{E}_A \Phi^j_k)(\tilde{E}^A \Phi^j_k) + \varphi_{01i}^j k \Phi^j_k - \varphi_{01kj}^j \Phi^j_k = K_i^j,\]

(4.14)

where \(K_i^j\) is a constant of integration, \(\tilde{E}_A K_i^j = 0\). (Compare to Jeffreys’ result [23, Eq. (4.19)].)

Using now identities \((3.16)\) and \((3.15)\) for \(\tilde{E}^A \tilde{E}_A\), equation \((4.12)\) follows.

### 4.3 The anti-self dual part of the curvature

While the analysis of the SD Yang-Mills curvature is similar to what we did in section \((3.2)\) for Maxwell, for the ASD curvature the method is analogous to the discussion of section \((3.2)\). Recall that in that case, the point was to use a “frame” \(\alpha\) to express the curvatures \(\Box^E_{AB'}\) and \(\Box^A_{AB}\) (equations \((3.27a)\) and \((3.27b)\)), and then to take advantage of the fact that, due to the flatness of \(\tilde{E}_A\), we can use a frame that is parallel under \(\tilde{E}_A\). The logic now is the same.

We denote concrete numerical Yang-Mills indices by \(i,j,k, \ldots = 1, ..., n\). Let \(\alpha_i^j\) be a set of linearly independent sections of \(E\) over some neighbourhood \(U \subset M\). These fields form a basis for the fiber \(E_x\) for all \(x \in U\). We denote the dual basis by \(\alpha_i^j\), so that it holds \(\alpha_i^j \alpha_i^j = \delta_i^j\) and \(\alpha_i^j \alpha_j^i = \delta_j^i\). The action of the Yang-Mills spinor curvature operators \(\Box^E_{AB'}\) and \(\Box^A_{AB}\) on \(\alpha_i^k\) is given by formulas \((3.36a)\)–\((3.36b)\). Choosing \(p(\alpha_i^k) = 0\) and multiplying by \(\alpha_i^k\), we get:

\[\chi_{AB'\iota}^j = \alpha_i^k \Box^E_{AB'} \alpha_i^j,\]

(4.15a)

\[\varphi_{ABi}^j = \alpha_i^k \Box^A_{AB} \alpha_i^j.\]

(4.15b)

These are the analogues of eqs. \((3.27a)\)–\((3.27b)\) for Maxwell. Now, since the connection \(\tilde{E}_A\) is flat, we can choose \(\alpha_i^k\) to satisfy

\[\tilde{E}_A \alpha_i^k = 0.\]

(4.16)

Define now the generalization of \((3.30)\) as

\[\gamma_{AIi}^j := \alpha_i^k \tilde{E}_A \alpha_i^j.\]

(4.17)

Using identities \((3.35a)\)–\((3.35b)\), a short calculation shows that

\[\chi_{AB'\iota}^j = \tilde{E}_{(A'} \gamma_{B')i}^j,\]

(4.18a)

\[\varphi_{ABi}^j = \alpha_A^B \tilde{E}_{(A'} \gamma_{B')i}^j + \gamma_{AIi}^j \gamma_{B)j} - \alpha_{(A'B)} \tilde{E}_{A'} \gamma_{A'i}^j.\]

(4.18b)

These are the non-abelian generalization of \((3.29a)\)–\((3.29b)\).
Notice that, in deducing formulas (4.18a)-(4.18b), we did not use the field equations; rather, (4.18a)-(4.18b) are a consequence of the geometric structure. Imposing now the field equations, we can compare (4.18a) and (4.11), so we deduce that

\[ \gamma_{A'i}^j = \tilde{C}_A \Phi_{ij} + \tau_{A'i}^j, \]

where \( \tau_{A'i}^j \) is such that

\[ \tilde{C}_A (\tau_B \Phi_{ij}) = 0. \]

(4.20)

The solution to (4.20) is given by the obvious generalization of proposition 2.10 to the Yang-Mills case. Replacing (4.19) into (4.18b), we get \( \varphi_{ABi}^j \) in terms of the potential \( \Phi_{ij} \) and the constants of integration involved in \( \tau_{A'i}^j \).

**Remark 4.4.** After the integration procedure, the ASD Yang-Mills curvature depends explicitly on the solution \( \Phi_{ij} \) to (4.12), as can be seen from replacing (4.19) into (4.18b). This is a consequence of the non-abelian character of the theory, and is in contrast to the Maxwell case, eq. (3.25), where the ASD Maxwell field was given by constants of integration. If we set \( \tau_{A'i}^j \equiv 0 \) in (4.19) and \( K_{ij} \equiv 0 \) in (4.12), the resulting Yang-Mills field is self-dual, \( \varphi_{ABi}^j = 0 \).

## 5 The Einstein-Weyl equations

Recall that the Einstein-Weyl equations for a Weyl connection \( \nabla_a^w \) are (2.2). In this section we will study these equations for the case in which the Weyl 1-form is closed: we have, locally

\[ w_a = \partial_a \log u \equiv \partial_a \log \hat{\Omega}^{-1}. \]

(5.1)

The introduction of the field \( \hat{\Omega} \equiv u^{-1} \) is simply a matter of convenience: we can interpret \( \hat{\Omega} \) as a conformal factor (its conformal weight is \( w(\hat{\Omega}) = 1 \)). The Einstein-Weyl equations can be expressed in spinor terms as

\[ \Phi^w_{ABC'D'} = 0, \]

(5.2)

where \( \Phi^w_{ABC'D'} \) is defined by (A.4), and given in terms of a Levi-Civita connection by (A.8b).

We assume that the spinor field \( \sigma^A \) satisfies (2.12) and (2.14).

**Remark 5.1.** In this section we assume that the Lee form \( f_a \) has the expression (2.25). For Lorentz signature and complex manifolds, this can always be achieved, as long as (2.12) and (2.14) hold, see proposition 2.7. For Riemann and split signature, on the other hand, conditions (2.12) and (2.14) do not imply that (2.25) holds, see the comment below remark 2.8. However, in these signatures, the condition (2.14) implies that the Weyl spinor \( \Psi_{ABCD} \) is actually type D. From the Bianchi identities expressed in the form of eq. (5.7b) below, together with the Einstein-Weyl equations (5.2), it then follows that

\[ c_a (\hat{\Omega}^{-1} \Psi_2) = 0, \]

(5.3)

where \( \Psi_2 = \Psi_{ABCD} \sigma^A \sigma^B \sigma^C \sigma^D \). Since \( p(\hat{\Omega}^{-1} \Psi_2) = 0, \) \( w(\hat{\Omega}^{-1} \Psi_2) = -3 \), equation (5.3) implies that

\[ f_a = \nabla_a \log (\hat{\Omega}^{-1} \Psi_2)^{1/3}, \]

(5.4)

so (2.25) holds for these cases as well.
5.1 Relations between the two Weyl connections

For the study of the Einstein-Weyl system, there are two Weyl connections involved. One of them, \( \nabla^W_a \), is the one that defines the field equations (5.2) of the Einstein-Weyl system we want to study, and the other one, \( \nabla^f_a \), is associated to the almost-complex structure (section 2.3) and is not related to field equations. For both of them, the Weyl 1-forms are closed.

Some general identities for Weyl connections, with closed Weyl 1-forms, are given in Appendix A. We denote the curvature spinors associated to \( \nabla^W_a \) by \( \tilde{X}^w_{A'B'C'D'} \), \( X^w_{ABCD} \), \( \Phi^w_{ABC'D'} \) and \( \Lambda^w \). The definitions of these objects are given by (A.4)–(A.6), and the relations between them and the curvature spinors of the Levi-Civita connection of an arbitrary metric in the conformal class are given by formulas (A.8a)–(A.8d) and (A.11a)–(A.12c) in appendix A. After some straightforward calculations, we get:

**Proposition 5.2.** Assume that (2.12), (2.14), (2.26) hold, and let \( \hat{\Omega} \) be given by (5.1).

1. We have the identities

   \[
   \Lambda^w = \Lambda^f + \frac{1}{2} \hat{\Omega} \Box \hat{\Omega}^{-1},
   \]

   \[
   \Phi^w_{ABC'D'} = \Phi^f_{ABC'D'} + \hat{\Omega}^{-1} \varepsilon^{(C'}_{(C'D')} B \hat{\Omega}.
   \]

   In particular:

   \[
   o^{A'B} \Phi^w_{ABC'D'} = o^{A'B} \Phi^f_{ABC'D'} + \hat{\Omega}^{-1} \hat{\varepsilon}^{(C'}_{(C'D')} \hat{\Omega},
   \]

   \[
   o^{A'B} \Phi^w_{ABC'D'} = o^{A'B} \Phi^f_{ABC'D'} + \hat{\Omega}^{-1} \hat{\varepsilon}^{(C'}_{(C'D')} \hat{\Omega},
   \]

   \[
   \sigma^{A'B} \Phi^w_{ABC'D'} = \sigma^{A'B} \Phi^f_{ABC'D'} + \hat{\Omega}^{-1} (\varepsilon^{(C'}_{(C'D')} - \sigma^{(C'}_{(C')} \hat{\varepsilon}D')) \hat{\Omega},
   \]

   where \( \sigma^A \) is defined in (3.2d).

2. The Bianchi identities for the curvature spinors of \( \nabla^w_a \) can be expressed as:

   \[
   \hat{\Omega} \varepsilon_B A' \hat{\Omega}^{-1} \varepsilon_{A'B'C'D'} = \hat{\Omega}^{-1} \varepsilon_B A' \varepsilon_{C'D')} \hat{\Omega},
   \]

   \[
   \hat{\Omega} \varepsilon_B A' \hat{\Omega}^{-1} \varepsilon_{ABC'D} = \hat{\Omega}^{-1} \varepsilon_B A' \varepsilon_{C'D')} \hat{\Omega},
   \]

   \[
   \hat{\Omega}^2 \varepsilon_{AC'} \hat{\Omega}^{-2} \varepsilon_{AB'C'D'} + 3 \hat{\Omega}^{-2} \varepsilon_{BD'} \hat{\Omega}^2 \Phi^w_{ABC'D'} = 0.
   \]

5.2 The conformally invariant HH equation

**Theorem 5.3.** Assume that the Einstein-Weyl equations (5.2) are satisfied. Then there exists, locally, a scalar field \( \Phi \) with weights \( p(\Phi) = -4 \) and \( w(\Phi) = -1 \) such that the SD Weyl curvature spinor of the conformal structure is

\[
\tilde{\Psi}_{A'B'C'D'} = \hat{\Omega} \hat{\varepsilon}_A \hat{\varepsilon}_B \hat{\varepsilon}_C \hat{\varepsilon}_D \Phi,
\]

and such that \( \Phi \) satisfies the conformally invariant equation

\[
(\Box \hat{\Omega} + 3R/2) \Phi + \hat{\Omega}(\hat{\varepsilon}_A \hat{\varepsilon}_B \Phi)(\hat{\varepsilon}_A \hat{\varepsilon}_B \Phi) - 4(\hat{\varepsilon}_A \hat{\varepsilon}_B \Phi)(\hat{\varepsilon}_A \hat{\varepsilon}_B \Phi) = 2K,
\]
where $\Box^C = g^{ab} \partial_a \partial_b$, $\mathcal{R}$ is the ‘scalar curvature’ of $\mathcal{C}_a$ (B.6) - (B.26), and $K$ is an arbitrary scalar field defined only by the condition $\tilde{\mathcal{C}}_A \tilde{\mathcal{C}}_B \tilde{\mathcal{C}}_C K = 0$. We call (5.9) the “conformally invariant hyper-heavenly (HH) equation”.

**Remark 5.4.** The arbitrary function $K$ in (5.9) can be expressed in terms of $\pi^A$ (defined by (2.27)) and three constants of integration as in equation (2.30) for $m = 3$.

**Remark 5.5.** The potentialization (5.8) of the SD Weyl spinor, together with equation (5.9), are the generalization to the Einstein-Weyl system of the corresponding results for Dirac, Maxwell, and Yang-Mills fields. In principle, we could also think of (5.8)-(5.9) as a ‘particular case’ of a Yang-Mills system, by making the identifications $\chi_{A'B'ij} \equiv \tilde{\omega} - 1 \tilde{\Psi}_{A'B'C'D'}$ and $\Phi_{ij} \equiv \tilde{\mathcal{C}}_{C'D'} \Phi$. More formally, this would look like a Yang-Mills theory for the gauge group $G = SL(2, \mathbb{C})$. We notice, however, that in our treatment it is the field $\tilde{\Psi}_{A'B'C'D'}$, not $\tilde{\omega} - 1 \tilde{\Psi}_{A'B'C'D'}$, which arises as the curvature of a connection.

The proof of theorem 5.3 is very similar to the proof of the corresponding Maxwell and Yang-Mills results, seen in sections 3.2.2 and 4.2 respectively; the only difference is that the computations are harder. We leave most of the details to appendix C.1, and here we simply give the main points for this proof.

First of all, the Einstein-Weyl equations (5.2) together with the Bianchi identities expressed in the form (5.7a) imply that

$$\tilde{\mathcal{C}}_{B'A'} (\tilde{\Omega} \cdot \tilde{\Psi}_{A'B'C'D'}) = 0. \quad (5.10)$$

Contracting with $\sigma^B$, this is $\tilde{\mathcal{C}}_{B' \cdot} (\tilde{\Omega} \cdot \tilde{\Psi}_{A'B'C'D'}) = 0$, therefore, there exists (locally) a scalar field $\Phi$, with weights $p(\Phi) = -4$ and $w(\Phi) = -1$, such that (5.8) is true. Contracting (5.10) with $\iota^B$, we get $\tilde{\mathcal{C}}_{A'} (\tilde{\Omega} \cdot \tilde{\Psi}_{A'B'C'D'}) = 0$. Replacing (5.8):

$$0 = \tilde{\mathcal{C}}_{A'} \tilde{\mathcal{C}}_{B'} \tilde{\mathcal{C}}_{C'} \tilde{\mathcal{C}}_{D'} \Phi = \tilde{\mathcal{C}}_{B'} \tilde{\mathcal{C}}_{C'} \tilde{\mathcal{C}}_{D'} \tilde{\mathcal{C}}_{A'} \Phi + [\tilde{\mathcal{C}}_{A'}, \tilde{\mathcal{C}}_{B'} \tilde{\mathcal{C}}_{C'} \tilde{\mathcal{C}}_{D'}] \Phi. \quad (5.11)$$

We see that, as in the Maxwell and Yang-Mills cases (equations (3.12) and (4.13) respectively), the derivation of equation (5.9) boils down to the computation of the commutator in the right hand side of (5.11). The Maxwell case was almost trivial, the Yang-Mills case required a little bit more work, and now the calculation is in turn a little harder, but, using the identities given in appendix B.2, the required computation is tedious but straightforward. We leave the details to appendix C.1.

An important point that is needed in the intermediate computations is the following:

**Proposition 5.6.** Suppose that the Einstein-Weyl equations (5.2) are satisfied. Then the scalar field $\hat{\Omega}$ satisfies

$$\tilde{\mathcal{C}}_{A'} \tilde{\mathcal{C}}_{B'} \hat{\Omega} = 0. \quad (5.12)$$

**Proof.** This follows from (6.6a) and (B.22b), after imposing the field equations (5.2). \hfill $\Box$

From the discussion in section 2.6 we can express the solution to (5.12) in terms of $\pi^A$ and constants of integration:

$$\hat{\Omega} = K^1_A \pi^A + K^0, \quad (5.13)$$

where $\tilde{\mathcal{C}}_{A'} K^1_{B'} = 0 = \tilde{\mathcal{C}}_{A'} K^0$. 
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5.3 The ordinary Einstein equations

The Einstein equations $R_{ab} = \lambda g_{ab}$ are not conformally invariant. In particular, $R_{ab}$ is not a conformal density; so the conformal machinery associated to $\mathcal{E}_a$ seems, in principle, inapplicable to this case. However, there is a simple trick we can use to study this system as well. Recalling expression (5.1) for the Weyl 1-form, we see that if we set $\Omega \equiv 1$, then

$$\nabla_0^w|_{\Omega=1} = \nabla_a,$$

that is, the Weyl connection $\nabla_0^w$ reduces to a Levi-Civita connection $\nabla_a$. All the formulas we obtained above for the Einstein-Weyl system remain valid for the particular value $\Omega = 1$, the only thing that happens is that we break conformal invariance. Correspondingly, the Einstein-Weyl equations reduce to the ordinary Einstein equations, and the potentialization result applies to them. In particular, putting $\Omega \equiv 1$, the SD Weyl spinor is

$$\tilde{\Psi}_{A'B'C'D'} = \tilde{C}_A \tilde{E}_{B'} \tilde{E}_{C'} \tilde{E}_{D'} \Phi,$$

and the conformal HH equation (5.9) becomes

$$(\Box^c + 3\mathbb{R}/2)\Phi + (\tilde{C}_A \tilde{E}_{B'} \Phi)(\tilde{E}_{A'} \tilde{\partial}^{B'} \Phi) - 4 \tilde{f}_{A'}(\tilde{E}_{B'} \Phi)(\tilde{C}_{A'} \tilde{E}_{B'} \Phi) = 2K,$$

where $\tilde{f}_{A'} = \mathcal{O}_{A'A'}$. Conformal invariance is of course broken in (5.15) and (5.16). Choosing a special set of coordinates (see section 6.2 below), (5.16) should reduce to the hyper-heavenly equation of Plebański and Robinson [5] and Plebański and Finley [10, Eq. (3.14)] (but we have not attempted to show this).

6 Reconstruction of the conformal structure

After deducing the conformal HH equation (5.9) for the Einstein-Weyl system (5.2), we will now see how to reconstruct the full conformal curvature and metric from a solution to (5.9). The procedure for the reconstruction of the conformal curvature is analogous to the one used for the Maxwell and Yang-Mills cases, seen in sections 3.2.4 and 4.3 respectively. That is: our method is based on the consideration of suitable parallel frames. An important difference is that we now have two types of parallel frames, namely primed and unprimed spin frames.

On the other hand, the reconstruction of the conformal metric requires a different technique, which uses as an auxiliary intermediate step the special coordinates associated to twistor surfaces. The final expression we get is, however, in terms of abstract spinor fields.

We assume that the conditions (2.12), (2.14) and (2.25) are satisfied.

6.1 Curvature

The curvature of $\mathcal{E}_a$ is described in Appendix [3.1] From formulas (3.27a)–(3.27d) we see that the action of $\Box^c_{A'B'}$ and $\Box^c_{AB}$ on primed and unprimed spinor fields with $p = 0$ involves only one of the curvature spinors $X^f_{A'B'C'D'}$, $\Phi^f_{ABC'D'}$, $X^f_{ABCD}$. Considering then a primed spin frame $\tilde{\alpha}_A' = (\tilde{\alpha}_0', \tilde{\alpha}_1')$ with $p(\tilde{\alpha}_A') = 0$, and an unprimed spin frame $\alpha^A = (\alpha_0^A, \alpha_1^A)$ with $p(\alpha^A) = 0$, we get the following expressions for the curvature spinors:

$$\tilde{X}^f_{A'B'C'D'} = \tilde{\alpha}^e_{C'} \Box^c_{A'B'} \tilde{\alpha}^{E'D'}$$

(6.1a)

$$\Phi^f_{ABC'D'} = \tilde{\alpha}^e_{C'} \Box^c_{AB} \tilde{\alpha}^{E'D'}$$

(6.1b)

$$X^f_{ABCD} = \alpha^e_{C'} \tilde{\alpha}_{AB} C^{E'D'}$$

(6.1c)

$$\Phi^f_{A'B'CD} = \alpha^e_{C'} \tilde{\alpha}_{A'B'} C^{E'D'}.$$
These expressions are analogous to the Maxwell case, eqs. \((9.22a) - (9.27b)\), and to the Yang-Mills case, eqs. \((4.15a) - (4.15b)\).

**Remark 6.1.** A crucial point for the analysis that follows is the equality between equations \((6.1b)\) and \((6.1d)\), which follows from assuming that the Lee form \(f_a\) is a gradient \((2.24)\). If only the weaker condition \((2.24)\) is used, it is still possible to get formulas like \((6.1a) - (6.1d)\) provided that one chooses specific conformal weights for the spin frames. The analysis is however quite more complicated.

We now choose the frames \(\tilde{e}_A\) and \(e_A\) to be parallel under \(\tilde{e}_A\):

\[
\tilde{e}_A \tilde{e}_B = 0, \quad \tilde{e}_A e_B = 0.
\]

Define

\[
\tilde{\gamma}_{A'B'C'D'} := \tilde{e}_D \tilde{e}_A \tilde{e}_B \tilde{e}_C, \quad \gamma_{A'B'C'D'} := e_B e_A e_C e_D.
\]

These objects are the generalization of \((3.30)\) and \((4.17)\). By using identities \((B.11a) - (B.11b)\) together with \((6.2)\), a short calculation shows that

\[
\tilde{X}^f_{A'B'C'D'} = \tilde{e}_A \gamma_{A'B'C'D'}, \quad \Phi^f_{A'B'C'D'} = \gamma_{A'B'C'D'}, \quad \Lambda^f = \frac{1}{6} \tilde{e}_A \tilde{e}_B \tilde{e}_C \tilde{e}_D,
\]

These formulas, in turn, are the generalization of \((3.29a) - (3.29b)\) for Maxwell and \((4.18a) - (4.18b)\) for Yang-Mills.

### 6.1.1 The self-dual part

From identities \((6.3a) - (6.4f)\) we deduce, after straightforward calculations, some further formulas that we will need below:

\[
\begin{align*}
\tilde{X}^f_{A'B'C'D'} + \epsilon_{A'B'} \gamma_{A'B'} \Phi^f_{A'B'C'D'} & = \tilde{e}_A \gamma_{B'C'D'}, \\
\Phi^f_{A'B'CD} + \epsilon_{A'B'} \gamma_{A'B'} X^f_{A'B'CD} & = \tilde{e}_A \gamma_{B'CD}, \\
o^C \Phi^f_{A'B'CD} + 3 \epsilon_{A'B'} \Lambda^f & = \tilde{e}_B \gamma_{A'01},
\end{align*}
\]

where \(\gamma_{A'01} = \gamma_{A'B'C} o^B t^C\).

The basic variable that allows us to reconstruct the conformal structure (by which we mean the full curvature and the conformal metric) is a spinor field \(\theta_{A'B'}\) defined by the following:

**Proposition 6.2.** There exists a symmetric spinor field \(\theta_{A'B'} = \theta_{(A'B')}\), with weights \(p(\theta_{A'B'}) = -2\) and \(w(\theta_{A'B'}) = 0\), such that

\[
\tilde{\gamma}_{A'B'C'} + \epsilon_{B'C'} \gamma_{A'01} = 2 \tilde{e}_B \theta_{C'A'}. \tag{6.6}
\]

**Remark 6.3.** The spinor field \(\theta_{A'B'}\) is defined only up to

\[
\theta_{A'B'} \rightarrow \theta_{A'B'} + k_{A'B'}, \tag{6.7}
\]

where \(\tilde{e}_A k_{B'C'} = 0\). We will use this freedom later (see the proof of proposition \(6.13\)).
Proof of Proposition 6.4. Contracting (6.5a) with \( \epsilon^{AC'} \) and renaming indices, we get \( \tilde{C}^{B'} \gamma_{A'B'C'} = -\tilde{C}_{B'} \gamma_{A'B'C'} + \epsilon_{BC'} \gamma_{A'01} \), or equivalently:

\[
\tilde{C}^{B'} \left( \gamma_{A'B'C'} + \epsilon_{BC'} \gamma_{A'01} \right) = 0.
\]

Therefore, from lemma 2.4, there exists (locally) a spinor field \( \theta_{C',A} \) such that (6.6) holds. It remains to show that \( \theta_{A'B'} \) can be chosen to be symmetric. Contraction of (6.6) with \( \epsilon^{AC'} \) shows that \( \tilde{\gamma}_{A'B'01} = 2 \tilde{C}_{B'} \gamma_{C'} \), so taking an additional derivative and renaming indices:

\[
\tilde{C}_{A'} \tilde{\gamma}_{B'C'} B' + \tilde{C}_{A'} \gamma_{C'} B' = 0. \quad \text{(6.4a)}
\]

On the other hand, contracting (6.5a) with \( \epsilon^{BD'} \), we have \( \tilde{C}_{A'} \tilde{\gamma}_{C'B'} B' = -\tilde{C}_{A'} \gamma_{C'} B' = 0 \). Now, when we replace \( \tilde{\gamma}_{A'B'C'} \) in (6.4a), (6.4b), (6.4c), all formulas involve two of \( \tilde{C}_{A'} \) derivatives of \( \theta_{A'B'} \). Decomposing \( \theta_{A'B'} \) into its symmetric and antisymmetric parts, the fact that \( \tilde{C}_{A'} \tilde{\gamma}_{C'B'} B' = 0 \) implies that the curvature depends only on the symmetric part of \( \theta_{A'B'} \). Thus we can take \( \theta_{B'} B' = 0 \), i.e. \( \theta_{A'B'} = \theta_{(A'B')} \).

Taking the symmetric and antisymmetric parts in \( B'C' \) in (6.6), we get

\[
\tilde{\gamma}_{A'B'C'} = 2 \tilde{C}_{B'} \theta_{C'} A', \quad \tilde{\gamma}_{A'01} = \tilde{C}_{B'} \theta_{B'} A'.
\]

(6.8)

(6.9)

From formulas (6.4a), (6.4b), (6.4c) we see that the SD curvature \( X^f_{A'B'C'D'} \) together with \( \Phi^f_{ABC'D'} \), \( A' \) depend only on \( \tilde{\gamma}_{A'B'C'} \), therefore, (6.8) allows us to express this part of the curvature in terms of the spinor field \( \theta_{A'B'} \). On the other hand, from (6.4d) we see that \( X^f_{A'B'C'D'} \) involves \( \gamma_{A'B'C} \), and (6.9) is only the component \( \gamma_{A'01} \). Thus, in order to obtain the full curvature in terms of \( \theta_{A'B'} \), we need to determine the whole \( \gamma_{A'B'C} \). We will do this in section 6.1.2 below.

Imposing the field equations (5.2), we get the following:

Proposition 6.4. Suppose that the Einstein-Weyl equations (5.2) are satisfied. Let \( \Phi \) be the potential for the Weyl spinor, eq. (5.8). Then the spinor field \( \theta_{A'B'} \) defined by (6.3) is given by

\[
\theta_{A'B'} = \hat{\Omega} \tilde{C}_{A'} \tilde{C}_{B'} \Phi - 2 (\tilde{C}_{(A'} \hat{\Omega}) (\tilde{C}_{B')} \Phi) + \tau_{A'B'},
\]

(6.10)

where \( \tau_{A'B'} \) is such that \( \tilde{C}_{(A'} \tilde{C}_{B' \tau C'D')} = 0 \).

Remark 6.5. As discussed in section 2.6, the spinor field \( \tau_{A'B'} \) in (6.10) can be expressed in terms of \( \pi^{A'} \) (defined by (2.27)) and constants of integration, see (2.32).

Proof of proposition 6.4 Since the primed Weyl curvature spinor is \( \Psi_{A'B'C'D'} = \tilde{X}^f_{A'B'C'D'} \), using (6.3a) we get

\[
\tilde{C}_{(A'} \tilde{\gamma}_{B'C'D')} = \hat{\Omega} \tilde{C}_{A'} \tilde{C}_{B'} \tilde{C}_{C'} \tilde{C}_{D'} \Phi.
\]

(6.11)

Notice that this equation involves only the totally symmetric part \( \tilde{\gamma}_{(A'B'C')} \). Using equation (6.12), it is straightforward to check that the solution is

\[
\tilde{\gamma}_{(A'B'C')} = \hat{\Omega} \tilde{C}_{A'} \tilde{C}_{B'} \tilde{C}_{C'} \Phi - (\tilde{C}_{(A'} \hat{\Omega}) (\tilde{C}_{B')} \tilde{C}_{C')} \Phi) + \rho_{A'B'C'},
\]

(6.12)

where \( \rho_{A'B'C'} = \rho_{(A'B'C')} \) is such that \( \tilde{C}_{(A'} \rho_{B'C'D')} = 0 \). Recalling now formula (6.6) for \( \tilde{\gamma}_{A'B'C'} \), we have

\[
\tilde{C}_{(A'} \theta_{B'C')} = \hat{\Omega} \tilde{C}_{A'} \tilde{C}_{B'} \tilde{C}_{C'} \Phi - (\tilde{C}_{(A'} \hat{\Omega}) (\tilde{C}_{B')} \tilde{C}_{C')} \Phi) + \rho_{A'B'C'}.
\]

(6.13)

The solution to this equation can be easily found as:

\[
\theta_{A'B'} = \hat{\Omega} \tilde{C}_{A'} \tilde{C}_{B'} \Phi - 2 (\tilde{C}_{(A'} \hat{\Omega}) (\tilde{C}_{B')} \Phi) + \tau_{A'B'},
\]

(6.14)

where \( \tau_{A'B'} \) is such that \( \tilde{C}_{(A'} \tau_{B'C')} = \rho_{A'B'C'} \). (The existence of such a spinor follows from the condition \( \tilde{C}_{(A'} \tilde{\gamma}_{B'C')} \rho_{A'B'C'} = 0 \), which in turn follows from applying \( \tilde{C}_{(A'} \tilde{\gamma}_{B'C'} \) to (6.12).)
6.1.2 The anti-self-dual part

We observed before that, in order to determine the ASD curvature $X^f_{ABCD}$, we need to determine $\gamma_{A'BC}$, and (6.6) only gives us $\gamma_{A'01}$. To determine the rest, we notice that we can choose the unprimed spin frame $\alpha^A_0$ to be given by some rescaling of $\sigma^A, \lambda^A$ so as to make $p(\alpha^A_0) = 0$. That is, we set $\alpha^A_0 = \lambda^A \alpha^A, \alpha^A_1 = \lambda^{-1} \alpha^A$, where $\lambda$ is a weighted scalar field such that

$$p(\lambda) = -1, \quad \tilde{\sigma}_{A'} \lambda = 0.$$  
(6.15)

The role of this field $\lambda$ at this point is only auxiliary; however, we will see in section 6.2 below that there is a convenient specific choice of $\lambda$, see around eq. (6.26). The resulting spin frame $\alpha^A_1$ satisfies then $\tilde{\sigma}_{A'0} = 0$ and $p(\alpha^A_1) = 0$, so all the above formulas for the curvature apply. Furthermore, we get:

$$\gamma_{A'BC} = o_B o_C \sigma^1_{A'} - 2 o(B o C) \lambda^{-1} \tilde{\sigma}_{A'} \lambda,$$  
(6.16)

where $\sigma^1_{A'}$ is defined in (B.2b), and it represents the ‘shear’ of $\lambda^A$. We see that $\lambda^{-1} \tilde{\sigma}_{A'} \lambda = \gamma_{A'01} = \tilde{\sigma}_{B'} \lambda$, so $\lambda$ is only auxiliary as mentioned. The part of $\gamma_{A'BC}$ that remains to be determined then is $\sigma^1_{A'}$.

**Proposition 6.6.** The relation between the spinor field $\sigma^1_{A'}$ in (6.16) (defined by (B.2b)) and $\theta_{A'B'}$ is:

$$\sigma^1_{A'} = 2(\tilde{\sigma}_{B'} \theta_{A'B'} - \tilde{\gamma}_{A'B'C'C'} + k_{A'}),$$  
(6.17)

where $k_{A'}$ satisfies $\tilde{\sigma}_{A'} \tilde{\sigma}_{B'} k_{C'} = 0$.

**Proof.** The Bianchi identity (3.34b) can be written as $\tilde{\epsilon}^A(\tilde{X}^{f}_{B'F' A' C' D'} + \epsilon_{B'C'} \Phi_{C'D'}^{f}) = -\tilde{\epsilon}_{B'} \Phi_{C'D'}^{f}$. Replacing (6.5a), we get:

$$\tilde{\epsilon}^A \tilde{\epsilon}_{B'} \tilde{\gamma}_{A' C' D'} = -\tilde{\epsilon}_{B'} \Phi_{C'D'}^{f}.$$  

In addition, (3.34d) can be expressed as $\tilde{\epsilon}^{C'}(\Phi_{C'D'}^{f} + 3 \epsilon_{C'D'} \Phi_{C'D'}^{f}) - \tilde{\epsilon}^{C'} \Phi_{C'D'}^{f} = 0$, which, when combined with (6.5c), gives

$$\tilde{\epsilon}^A \tilde{\epsilon}_{B'} \gamma_{A'01} = \tilde{\epsilon}^A \Phi_{A'B'}^{f}.$$  

Adding the two previous equations and using (6.6) and (3.31a), we get

$$2 \tilde{\epsilon}^A \tilde{\epsilon}_{B'} \tilde{\epsilon}^{C'} \theta_{D'A'} = -\tilde{\epsilon}_{B'} \tilde{\epsilon}^{C'} \sigma^1_{D'}.$$  

We then see that, in the left hand side of this equation, we have to commute the operators $\tilde{\epsilon}_{A'}$ and $\tilde{\epsilon}_{A'}$. This can be done with the help of the general identities that we give for this commutator in appendix B.2. For the sake of brevity, we defer this calculation to appendix C.2 where we prove that

$$\tilde{\epsilon}_{A'} \tilde{\epsilon}_{B'} \tilde{\epsilon}^{C'} \theta_{D'A'} = \tilde{\epsilon}_{B'} \tilde{\epsilon}^{C'} \left(\tilde{\epsilon}_{A'} \theta_{D'A'} - \tilde{\gamma}_{D'E'F'} \theta_{E'F'} \right),$$  
(6.18)

and therefore

$$\tilde{\epsilon}_{B'} \tilde{\epsilon}^{C'} \left(\sigma^1_{D'} - 2 \tilde{\epsilon}_{A'} \theta_{D'A'} - \tilde{\gamma}_{D'E'F'} \theta_{E'F'} \right) = 0.$$  

Thus the result (6.17) follows.
The explicit expression for $\gamma_{A'B'C'}$ in terms of $\theta_{A'B'}$ is thus:

$$\gamma_{A'B'C'} = 2\partial\partial C \left( C_{B'C'}\theta_{A'B'} - 2(\tilde{C}_{B'C'}\theta_{A'B'})\theta_{B'C'} + k_{A'} \right) - 2\partial\partial C \tilde{C}_{B'C'}\theta_{A'B'}. \quad (6.19)$$

Imposing the Einstein-Weyl equations, we can replace $\Phi$ by its expression (6.10) in terms of the solution $\Phi$ to the conformal HH equation (5.9) and the field $\tau_{A'B'}$, which consists of terms with $\pi^{A'}$ and constants of integration. Inserting then the resulting expression of $\gamma_{A'B'C'}$ into the ASD curvature, we obtain $X^f_{ABCD}$ as a function of $\Phi$ and $\tau_{A'B'}$.

In summary, we see that the SD Weyl spinor $\tilde{\Psi}_{A'B'C'D'}$ depends only on the solution $\Phi$ to (5.9), and the ASD Weyl spinor $\Psi_{ABCD}$ depends on $\Phi$ but also on constants of integration. This is analogous to the results we obtained for Maxwell and Yang-Mills fields. More explicitly, the Weyl scalars $\Psi_3$ and $\Psi_4$ can be computed in terms of $\sigma^{A'}_1$ as given by formulas (B.31b) and (B.31c), and for $\Psi_2$ we use (B.25) and (6.14), which give

$$\Psi_2 = -\frac{1}{2}\tilde{C}_{A'}C_{B'}\theta^{A'B'}, \quad (6.20a)$$

$$\Psi_3 = \tilde{C}_{A'}(C_{B'}\theta^{A'B'} - \tilde{\gamma}^{A'B'C'}\theta_{B'C'}) + \frac{1}{2}\tilde{C}_{A'}k_{A'}, \quad (6.20b)$$

$$\Psi_4 = 2\tilde{C}_{A'}(C_{B'}\theta^{A'B'} - \tilde{\gamma}^{A'B'C'}\theta_{B'C'}) + \tilde{C}_{A'}k_{A'}. \quad (6.20c)$$

### 6.2 Twistor surfaces and Plebański coordinates

In the previous section we reconstructed the full conformal curvature in a covariant (coordinate-free) form, from a solution to the conformal HH equation (5.9) together with constants of integration. In this section we will see how to obtain, in a coordinate-dependent manner, the general structure of an arbitrary metric in the conformal class, based on the original insights of Plebański and collaborators in the hyper-heavenly construction [5] [10] [11]. This general structure does not depend on any field equations. In the next section we will see the relation between this coordinate-dependent expression and the abstract objects we considered in previous sections. In what follows, besides the usual abstract spinor indices that we have been using, we will also use concrete numerical indices $A, B, ... = 0, 1$ and $A', B', ... = 0', 1'$.

Our construction so far is based on the use of the preferred unprimed spin frame $(\sigma^A, t^A)$, but we did not need to specify anything about primed spinors. It turns out that the special structure of the geometries we consider is sufficiently rich so as to also single out a primed spin frame, and this is needed for our approach to the reconstruction of the metric.

In the hyper-heavenly construction, Plebański et al use four special complex coordinates (denoted by $(u, v, x, y)$ in [5]), which arise roughly as follows. If the manifold is complex, or real-analytic with complexification $\mathbb{C}M$, then the involutivity of the distribution $\tilde{L}$ implies the existence of a foliation of $\mathbb{C}M$ by 2-dimensional complex surfaces $\Sigma \subset \mathbb{C}M$ such that $T\Sigma = \tilde{L}|\Sigma$. These 'totally null surfaces' may be considered as the basic object of twistor theory, and we call them twistor surfaces\(^9\). Then the four special complex coordinates for $\mathbb{C}M$ are given by: two coordinates constant on the surfaces, and two coordinates along the surfaces. The original HH construction is entirely formulated and expressed in these coordinates [5] [10] [11].

**Coordinates constant on twistor surfaces**

At the level of the cotangent bundle, the almost-complex structure $J$ given by (2.1) produces the decomposition $T^*M \otimes \mathbb{C} = L^* \oplus \tilde{L}^*$, where $L^*$ and $\tilde{L}^*$ are the $(+i)$- and $(-i)$-eigenbundles\

\(^9\)In the terminology of Plebański and collaborators, these are called null strings. In twistor terminology, we can also call them $\beta$-surfaces (since, according to our conventions, the surface element is anti-self-dual), see [10].
(and also the duals of $L$ and $\hat{L}$). The $(+i)$-subbundle is $L^* = \{\omega_\alpha \in T^* \otimes \mathbb{C} \mid \omega_\alpha = o_\alpha \mu_\alpha\}$, for fixed $o_\alpha$ and varying $\mu_\alpha$. The integrability condition implies the existence of two coordinates $z^A = (z^{a}, z_{1})$ (denoted by $(u, v)$ in [5]) such that $dz^A \in L^*$, where the twistor surfaces are given by $z^A = \text{constant}$. We then use $dz^A$ as two elements of a coframe $e^A = (e^0e^A_0, e^1e^A_1)$:

$$e^0e^A_0 \equiv dz^A.$$  

Since $dz^A \in L^*$, there must exist two spinors $\zeta^0_A, \zeta^1_A$ with $\epsilon^{AB'}\zeta^0_A \zeta^1_B' \neq 0$, such that, in abstract indices,

$$e^0e^A_0 = o_B \zeta^A_B.$$  

We require (6.21) (or (6.22)) to be ordinary 1-forms, in the sense that they must have vanishing $p$- and $w$-weights. This implies that the spinors $\zeta^A_B$ must have $p(\zeta^A_B) = -1$, $w(\zeta^A_B) = -1$, which in turn implies that $\epsilon^{AB'}\zeta^0_A \zeta^1_B' \neq 1$, so $\zeta^A_B$ is a non-normalized spin frame. We can express this as

$$\epsilon^{AB'}\zeta^A_B = N \epsilon^{A'B'}$$

for some function $N \neq 0$ with weights $p(N) = -2$, $w(N) = -3$, and where $\epsilon^{A'B'} = -\epsilon^{A'B'}$, $\epsilon^01' = 1$. Thus, we can take the other two elements of the coframe, that is $e_1^A = e_1^A dx^b$, as

$$e_1^A = N^{-1} \epsilon^{1B'} \zeta^A_B.$$

One can then check that the usual abstract index expression for the metric is recovered, namely $g_{ab} = 2\epsilon_{A'B'}e^0_a e^1_b = \epsilon_{AB}\epsilon^{A'B'}$.

**Proposition 6.7.** The spinor fields $\zeta^A_B$ defined in (6.22) satisfy the following:

$$\tilde{\nabla}_\alpha \zeta^B_B = 0, \quad \nabla_{A'} \zeta^B_B = 0.$$  

Proof. We have $d^2z^A = 0$, so, from (6.22), this implies $\partial_{\alpha} e^1_{A'} = 0$. Since $e^1_{A'}$ vanishing weights, it holds $\partial_{\alpha} e^0_{A'} = \tilde{\nabla}_{\alpha} e^1_{A'}$. Replacing (6.22), the result follows.

We can use the object $\epsilon_{A'B'}$ and its inverse $\epsilon^{A'B'}$ to raise and lower concrete indices, analogously to abstract spinor indices. For example, we define $\tilde{\epsilon}^A_{B'} := \epsilon^{A'B'} \epsilon_{B'A'} \epsilon_{B'}$. Notice that with this definition, we have $\zeta^A_B \zeta^B_B = -N \delta^A_B$.

From (6.23), we see that the existence of twistor surfaces gives origin to a primed, non-normalized spin frame that is parallel under $\tilde{\nabla}_A$. In particular, then, we can use $\tilde{\zeta}^A_B$ to define a parallel, normalized spin frame by $\tilde{\alpha}^A_B = iN^{-1/2} \zeta^A_B$, whose weights are $p(\tilde{\alpha}^A_B) = 0$ and $w(\tilde{\alpha}^A_B) = 1/2$. The factor $i$ in $\tilde{\alpha}^A_B = iN^{-1/2} \zeta^A_B$ ensures that the ‘dual’ of $\tilde{\alpha}^A_B$ is $\tilde{\alpha}^A_B = \epsilon^{A'B'} \epsilon_{B'A'} \epsilon_{B'}$, namely $\tilde{\alpha}^A_B \tilde{\alpha}^B_B = \delta^A_B$. All the formulas for curvature, connections, etc. given in section 6.1 are, therefore, valid if we use this particular spin frame. In addition, since $p(N^{1/2}) = -1$ and $\tilde{\nabla}_A N^{1/2} = 0$, we see that $N$ gives us a specific choice for the scalar field $\lambda$ introduced in (6.15), that is, we can set:

$$\lambda \equiv N^{1/2}.$$  

**Proposition 6.8.** With the choice (6.26), the relation between the spinor field $\theta_{A'B'}$ introduced in (6.6) and the primed, weighted spin frame $\tilde{\zeta}^A_B$ defined by (6.22) is:

$$2\tilde{\nabla}_B \theta_{C'A'} = -N^{-1} \epsilon^D_{B'} \zeta^A_B \zeta^C_{D'}. $$

\footnote{We could also use a notation like $\omega = \omega_{B'D'} dx^{B'D'}$; however, while the identification $\omega_{B'D'} \equiv \omega_b$ is well-established, the object “$dx^{B'D'}$” might be misleading here since, on curved spacetimes, it is not really the exterior derivative of four scalar fields.}
Proof. Using the spin frame \( \tilde{\alpha}_A'^i = iN^{-1/2}c_A'^i \) and its dual, we can define the ‘connection form’ \( \tilde{\gamma}_A'B'C' \) as in (6.3). Defining \( \lambda \) by (6.24), recalling that \( \gamma_{A_01} = \lambda^{-1}c_{A_0}' \), and expressing \( \tilde{\gamma}_A'B'C' \) in terms of \( \lambda = N^{1/2} \) and \( c_A' \), a short calculation gives
\[
\tilde{\gamma}_A'B'C' + \epsilon_{B'C'}\gamma_{A_01} = -N^{-1}\zeta_B'^i c_{A_0}'\zeta_D^{C'}.
\]
Recalling now formula (6.6), the relation (6.27) follows. \( \square \)

The result (6.27) will be key below to connect the expression for the metric and the solution to the conformal HH equation.

Coordinates along twistor surfaces

In order to get an expression for the metric, we first need to understand how the second pair of complex coordinates arises. The frame of vector fields dual to the coframe \( e_A^{AA'} \) will be denoted by \( e_{AA'} = e_{AA'}^b \partial_b \). It is defined by the condition \( e_{AA'}(e_{BB'}) = \delta_{B'B}^A \). One can check that
\[
e_{01A'} = -N^{-1}c_{B'}^{B'}c_{A'}, \quad (6.28a)
e_{1A'} = o_{B'}^{B'}c_{A'}. \quad (6.28b)
\]
Notice that \( p(e_{0A'}) = 0, w(e_{0A'}) = 0 \) and \( p(e_{1A'}) = 0, w(e_{1A'}) = -2 \).

**Proposition 6.9.** Let \( \phi \) be the scalar field defined by the Lee form (2.25), and let \( e_{1A'} \) be the two vector fields (6.28b). Local coordinates \( \tilde{z}^{A'} = (\tilde{z}^{0'}, \tilde{z}^{1'}) \) along the twistor surfaces are given by
\[
\frac{\partial}{\partial \tilde{z}^{A'}} = \phi^{-2}e_{1A'}. \quad (6.29)
\]

**Proof.** Using (6.25), a short calculation shows that the vector fields defined by the right hand side of (6.27) commute; therefore, they define local coordinates. Notice that the factor \( \phi^{-2} \) is essential to ensure the commutation property, and it also ensures that the vector fields \( \partial_{\tilde{z}^{A'}} \) have conformal weight zero. \( \square \)

We recall that, in terms of a null coframe \( e_A^{AA'} \), the metric can be written as
\[
g = e_{00'} \otimes e^{11'} + e_{11'} \otimes e^{00'} - e_{01'} \otimes e^{10'} - e_{10'} \otimes e^{01'}. \quad (6.30)
\]
In abstract indices, this is \( g_{ab} = e_{AB}e_{AA'}e_{BB'}^a e_{bb'}^b \).

**Proposition 6.10** (See [10]). In terms of the complex coordinates \( (z^A, \tilde{z}^{A'}) \), the metric has the expression\(^{11}\)
\[
g = 2\phi^{-2}e_{AB}dz^A \odot d\tilde{z}^{B'} + 2Q_{A'B'}dz^A \odot dz^{B'}, \quad (6.31)
\]
where we define
\[
Q_{A'B'} := \phi^{-2}e_{00'}(z^{B'}). \quad (6.32)
\]

**Proof.** We have
\[
g = e_{AB}e_{AA'}e_{BB'}^a e_{bb'}^b = 2\epsilon_{A'B'}e_{0A'} \odot e_{1B'} = 2\epsilon_{A'B'}dz^A \odot e_{1B'}, \quad (6.31)
\]
\(^{11}\)Our convention for the symmetric tensor product is \( a \odot b := \frac{1}{2}(a \otimes b + b \otimes a) \).
so we need to find an expression for $e^{1B'}$ in terms of $\tilde{z}^{A'}, z^{A'}$. To do this, we notice that

\[
d\tilde{z}^{A'} = e_{BB'}(\tilde{z}^{A'})e^{BB'}
\]

\[
= e_{0B'}(\tilde{z}^{A'})e^{0B'} + e_{1B'}(\tilde{z}^{A'})e^{1B'}
\]

\[
= e_{0B'}(\tilde{z}^{A'})d\tilde{z}^{B'} + \phi^2 e^{1A'}
\]

where in the last line we used (6.21) and (6.29); the latter implying that $e_{1B'}(\tilde{z}^{A'}) = \phi^2 \delta_{B'}^{A'}.$

Therefore:

\[
e^{1B'} = \phi^{-2}d\tilde{z}^{B'} - \phi^{-2}e_{0C'}(\tilde{z}^{B'})d\tilde{z}^{C'}.
\]

(6.33)

Defining then $Q_{A'B'}$ via (6.32), the result follows.

\[\square\]

**Remark 6.11.** As noticed by Plebański and collaborators [5, 10], the tensor field

\[\eta := 2\varepsilon_{A'B'}dx^{A'} \otimes dx^{B'} = 2(d\tilde{z}^{0}\tilde{z}^{1'} - d\tilde{z}^{1'}d\tilde{z}^{0'}) ,\]

(6.34)

is simply a flat metric expressed in (complex) double null coordinates (see e.g. [2, Chapter 2]). Therefore, the metric (6.31) consists of a conformally flat part $\phi^{-2}\eta$ plus a $Q_{A'B'}$-dependent part that codifies the non-trivial curvature of the conformal structure.

**Remark 6.12.** Using $\tilde{C}_{A'} = \delta_{A'}^{B'}\varepsilon^{B'}_{BB''}$, the identity $\delta_{A'}^{B'} = -N^{-1}\varepsilon_{A'}^{B'}\zeta_{B'}$, the definition $\varepsilon_{1C'}^{B'} = \varepsilon_{B}^{C}C_{B'}$, and the result (6.29), a short calculation gives

\[\tilde{C}_{A'}\tilde{z}^{D'} = -N^{-1}\phi^2\delta_{A'}^{D'}.
\]

(6.35)

(Recall that $\tilde{z}^{D'}$ are ordinary scalar fields.) Multiplying by $\phi^{-2}\zeta_{D'}$, it follows that

\[\tilde{C}_{A'}\pi^{B'} = \delta_{A'}^{B'}, \quad \text{where} \quad \pi^{B'} := \phi^{-2}\zeta_{D'}\tilde{z}^{D'}.
\]

(6.36)

This equation gives us the explicit relation between coordinates on twistor surfaces and a solution to the twistor-like equation (2.27).

### 6.3 The conformal metric and the almost-complex structure

Having determined the general structure (6.31) of the metric (for which we followed Plebański et al. [5, 10] [11]) together with some relations to abstract objects we used in previous sections (such as (6.29)-(6.27)), we now want to understand how, in case the Einstein-Weyl equations (5.2) are satisfied, the solution to the conformal HH equation (5.9) enters the metric.

The first step to do this is to convert (6.31) to an abstract expression. Using (6.34) and (6.21), a short calculation shows that (6.31) can be written in abstract indices as

\[g_{ab} = \phi^{-2}\eta_{ab} + 2\delta_{0A'B'}Q_{A'B'}.
\]

(6.37)

where we defined the spinor field

\[Q_{A'B'} := \zeta^{A'}_{A'}\zeta^{B'}_{B'}Q_{A'B'}.
\]

(6.38)

Notice that $p(Q_{A'B'}) = -2$ and $w(Q_{A'B'}) = 0$.

**Proposition 6.13.** The relation between the spinor field $Q_{A'B'}$ defined in (6.38) and the spinor field $\theta_{A'B'}$ given by (6.6) is

\[Q_{A'B'} = -2\theta_{A'B'}.
\]

(6.39)
Proof. By definition (6.32), we have $Q_A^B = \phi^{-2} e^c_0 A_c z^B$. Since $z^B$ are ordinary scalars, it holds $\partial_z z^B = e^c_z z^B$. Using then (6.23b): $Q_A^B = -\phi^{-2} N^{-1} e^c_0 A_c z^B$. In terms of the spinor field (6.35), this is $Q_A^B = -\phi^{-2} D^B e^c_0 A_c z^B$, where we used the identity $\zeta^c_A e^c_0 A_c = -N \delta^c_A$.

Lowering an index, we have $Q_{BC}^C = -\phi^{-2} D^C e^c_B z^B$, and since $\tilde{e}_A^B e^c_B z^B = 0 = \tilde{e}_A e^c_0 A_c$, and $e_B^0 e^c_B$ commute on ordinary scalars, we get $\tilde{e}_A^B Q_{BC}^C = -\phi^{-2} D^C e^c_B \tilde{e}_A e^c_B z^B$. Using (6.33) and $e_B^0 = 0$, we have $\tilde{e}_A^B Q_{BC}^C = -N^{-1} \zeta^c_A e^c_0 A_c$, which can be rewritten as

$$\tilde{e}_A^B Q_{BC}^C = N^{-1} \zeta^c_A e^c_0 A_c,$$

where we used $N^{-1} \zeta^c_A e^c_0 A_c$. Recalling now the result (6.27), we see that

$$\tilde{e}_A^B (Q_{BC}^C + 2\theta_{BC}^C) = 0,$$

from where we deduce that $Q_{A'B'} = -2(\theta_{A'B'} + k_{A'B'})$ for some $k_{A'B'}$ with $\tilde{e}_A^B k_{BC} = 0$. But we noticed in remark 6.3 that for $\theta_{A'B'}$ we have the freedom (6.7), which means that $k_{A'B'}$ can be absorbed in the definition of $\theta_{A'B'}$. Thus, the relation (6.39) follows.

Imposing now the Einstein-Weyl equations (5.2), the constructions of previous sections apply, so there exists a scalar field $\Phi$ that solves the conformally invariant HH equation (5.9) and such that the SD Weyl spinor is (5.3), and the spinor field $\theta_{A'B'}$ is given in terms of $\Phi$ and constants of integrations by formula (6.10). Replacing these expressions, we arrive at:

**Proposition 6.14.** Assume the Einstein-Weyl equations (5.2) hold. In terms of the scalar field $\Phi$ that solves the conformal HH equation (5.9), any metric in the conformal class can be expressed as

$$g_{ab} = \phi^{-2} \eta_{ab} + c_{ab} - 4\Omega^3 \nabla_a [\hat{\Omega}^{-2} \phi^{-4} \nabla_d (\eta_a^c b_d^e \phi^4 \Phi)]$$

(6.40)

where $\nabla_a$ is the Levi-Civita connection of $g_{ab}$, $c_{ab} = -4\eta_{0A'B'} A^A B^B$, represents constants of integration, and the tensor field $P_{abcd}$ is defined by $P_{abcd} = 4\eta_{0A'B'} B^B e^c_{A'B'} e^e_{C'D'}$.

Regarding the almost-complex structure (2.4), we have:

**Proposition 6.15.** In the coordinates $(z^A, \tilde{z}^A)$, the almost-complex structure (2.4) is

$$J = i \frac{\partial}{\partial z^A} \otimes dz^A - i \frac{\partial}{\partial \tilde{z}^A} \otimes d\tilde{z}^A + 2 i \phi^2 Q_A^B \frac{\partial}{\partial z^B} \otimes dz^A.$$  

(6.41)

**Proof.** Using the original expression (2.4) for $J$, together with (6.22), (6.24), (6.28a), (6.28b), and the identity $\delta^c_A = -N^{-1} \zeta^c_A e^c_0 A_c$, a short calculation shows that $J = i e^c_A \otimes e^c_A - i e^c_A \otimes e^c_A$. Using now (6.21), (6.29), (6.33), and

$$e^c_A \otimes e^c_A = \frac{\partial}{\partial z^A} + \phi^2 Q_A^B \frac{\partial}{\partial \tilde{z}^B},$$

(6.42)

we get (6.41). Equation (6.42) is obtained by noticing that we must have $e^c_A \otimes e^c_A = \delta^c_A e^c_A$ and $e^c_A \otimes e^c_A = \phi^2 Q_A^B$.

From (6.41) we see that while $\partial / \partial z^A$ are anti-holomorphic vector fields for $J$, the presence of the $Q_A^B$-term implies that the vector fields $\partial / \partial z^A$ are not holomorphic w.r.t. $J$. Notice that the first two terms in (6.41), namely

$$J_0 \equiv i \frac{\partial}{\partial z^A} \otimes dz^A - i \frac{\partial}{\partial \tilde{z}^A} \otimes d\tilde{z}^A,$$

(6.43)

give an orthogonal complex structure for the conformally flat metric $\phi^{-2} \eta$, that is $(J_0)^2 = -\eta$, $\phi^{-2} \eta(J_0, J_0) = \phi^{-2} \eta(J, J)$. 
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6.4 Discussion

From proposition [6.14], we see that the conformal metric can be expressed as $g_{ab} = \phi^{-2} \eta_{ab} + c_{ab} + h_{ab}$, where the tensor field $h_{ab}$ is defined by

$$h_{ab} = -4\Omega^3 \nabla_c [\Omega^{-2} \phi^{-4} \nabla_d (P_{(a} c_{b)}^d \phi^4 \Phi)]. \quad (6.44)$$

We can then distinguish three different contributions to $g_{ab}$.

First, as noticed in remark [6.11], the tensor field $\phi^{-2} \eta_{ab}$ is a conformally flat metric; in other words, this gives a flat conformal structure. It corresponds to setting $\Phi \equiv 0$ and all ‘constants of integrations’ to zero. Both SD and ASD Weyl spinors vanish in this case: $	ilde{\Psi}_{A'B'C'D'} \equiv 0$ and $\Psi_{ABCD} \equiv 0$.

Second, the part $c_{ab}$ is only associated to ‘integration constants’, since it only involves $\tau_{A'B'}$, whose explicit expression is (2.32). It corresponds to setting $\Phi \equiv 0$, which leaves a half-flat conformal structure since the SD Weyl spinor then vanishes, $\tilde{\Psi}_{A'B'C'D'} \equiv 0$. In other words, this corresponds to a (possibly complex) conformally hyperkähler structure. The ASD Weyl spinor, in turn, only depends on constants of integration.

Finally, the third contribution to $g_{ab}$ is given by the tensor field (6.44), and it encodes the full curvature of the conformal structure. We find this term particularly interesting for the following reason. Setting $\Omega \equiv 1$ (i.e., breaking conformal invariance and restricting to an Einstein metric in the conformal class, as in section 5.3), (6.44) coincides exactly with the expression for a “Hertz potential” in linearized gravity (on curved backgrounds). In perturbation theory, the (ordinary) linearized Einstein equations are reduced to a scalar, linear, wave-like equation known as ‘Debye equation’ or ‘adjoint Teukolsky equation’, and a Hertz potential is the reconstruction of the linearized metric in terms of a solution to this equation. Here, however, all of our results are valid for the full, non-linear Einstein(-Weyl) equations, and there are no linearizations involved whatsoever.

Remarkably enough, the full non-linear curvature of the conformal structure is still coming from a “Hertz potential” (more precisely, its conformally covariant version (6.44)), but now the scalar field $\Phi$ is required to satisfy the non-linear conformal HH equation (5.9).

Notice that, at the linear level, i.e. keeping only linear terms in $\Phi$, and setting the integration constant $K$ to zero, the conformal HH equation (6.43) is $(\Box^C + 3\mathcal{R}/2)\Phi = 0$. We can express this in GHP notation by using identity (13.18) and recalling that $p(\Phi) = -4$, $w(\Phi) = -1$ and that $\mathcal{R} = -12\Psi_2$ (eq. (13.26)). After a short calculation (using also [18], Eq. (4.12.32)(f)) we get

$$((\Box^C + 3\mathcal{R}/2)\Phi = 2(\rho' - \rho)(\rho + 3\rho') - (\delta' - \delta)(\delta + 3\delta) - 3\Psi_2)\Phi = 0. \quad (6.45)$$

This is exactly the Debye (or adjoint Teukolsky) equation for gravitational perturbations. Thus, from formulas (6.44) (for $\Omega = 1$) and (6.45), we see explicitly that the metric reconstruction and Teukolsky equation from perturbation theory in 4d general relativity are the linearized version of the conformally invariant HH construction obtained in this paper. This answers in the affirmative a question posed in [35], Remark 3.14.

7 Summary and conclusions

Inspired by the connections between integrability in complex geometry and in differential equations that are derived from twistor theory and the heavenly equations in the hyperkähler setting, and motivated by the observation that the integrability of an orthogonal almost-complex structure is conformally invariant, in this work we have studied the potentialization of 4d closed Einstein-Weyl structures with a half-algebraically special Weyl tensor and a half-integrable...
almost-complex structure (equivalently, a shear-free spinor field), as well as the potentialization of the Dirac-Weyl, Maxwell, and Yang-Mills systems. Our method was based on the construction of a conformally invariant connection, \( \mathcal{C}_{AA'} \), associated to a choice of almost-complex structure \( J \), that, when the half-integrability properties of \( J \) are taken into account, produces a flat ‘connection’ \( \tilde{\mathcal{C}}_{A} = o^{A} \mathcal{C}_{AA'} \), that is at the heart of the integration machinery, since it gives origin to a de Rham complex and to parallel frames for all the systems considered.

As with any integration process, the general solution to the differential equations we studied depends on a sort of ‘constants of integration’, that in our approach take the form of spinor fields in the kernel of \( \mathcal{C}_{AA'} \). The equations can be solved formally in terms of these constants of integration and a spinor field \( \pi^{A'} \) that satisfies the twistor-like equation (2.27), as discussed in section 2.6. These two objects correspond to an abstract, conformally invariant version of the coordinates \((\tilde{z}^{A'}, z^{A'})\) adapted to twistor surfaces in which the original HH construction is based: our ‘constants of integration’ correspond to functions which only depend on \( z^{A'} \), and the spinor field \( \pi^{A'} \) is an abstract version of \( \tilde{z}^{A'} \) (\( z^{A'} \) and \( \tilde{z}^{A'} \) are, respectively, coordinates constant and along twistor surfaces, see section 6.2). The different dependence of each part of the reconstructed fields on integration constants and potentials is subtle, see below.

The concept of “potentialization” is here understood as follows. The field equations lead to two main consequences. First, \textit{primed} spinor fields can be entirely expressed in terms of a scalar field\(^{12} \), a ‘potential’, which is the generalization of the Plebański potential in the second heavenly equation. Second, the potential must satisfy a scalar, conformally invariant wave-like equation, which is linear or non-linear depending on whether the corresponding original system is itself linear or non-linear. Recall that the ordinary scalar conformal wave equation is
\[
(\Box + R/6)\Phi = 0.
\]
Equation (7.1) involves also terms non-linear in the potential, as well as a constant of integration in the right hand side.

On the other hand, \textit{unprimed} spinor fields are not directly involved in the potentialization, but they can be related to the potential when one considers the primed and unprimed fields as the SD and ASD parts of the curvature of a connection (a fact that is itself independent of the field equations). Thus, even though only “one side” of the geometry is special, both sides are related via the connection form.

A signature issue must be mentioned here: in Lorentz signature, reality conditions can be imposed so that the SD and ASD parts are complex-conjugated of each other. In the Maxwell case, we saw that this can be exploited to eliminate the integration constants. For the Einstein-Weyl system, the implementation of different reality conditions is more subtle and was not analysed here. Naturally, each signature has its own peculiarities that deserve special attention; for example, in Riemann and split signature, our assumptions (2.12) and (2.14) lead to a half-type D Weyl tensor together with an (ordinary) integrable complex structure, so several formulas and identities get simplified. In addition, split signature allows the interesting possibility of real twistor surfaces. We also mention that the integrability issue for the hyper-heavenly equation is subtle and it might also be related to signature, see [40] and [41].

\[12\]Here we mean of course \textit{spacetime scalar}, since for the Yang-Mills case the scalar has internal indices.
The Einstein-Weyl system has the additional feature that one is also interested in reconstructing the conformal metric. When the field equations are satisfied, three different contributions to the structure of the conformal metric can be distinguished: a conformally flat part $\phi^{-2} \eta_{ab}$, a conformally half-flat part $\rho_{ab}$ associated to constants of integration, and a potential part $h_{ab}$, which encodes the full non-linear curvature (see sections 6.3 and 6.4). When restricted to an Einstein metric in the conformal class, $h_{ab}$ has exactly the structure of a so-called Hertz potential, which is a tensor field arising in linearized Einstein theory (on curved backgrounds) that reconstructs the linearized metric in terms of a solution to the Teukolsky equation (7.1). In our case, the same tensor field (or, rather, a conformally covariant version) arises in the full, non-linear Einstein(-Weyl) theory, where it satisfies the conformal HH equation (5.9).

Finally, one of our main goals in this work has been to show that conformal invariance features prominently in the analysis of the geometric structure and potentialization of special spacetimes, even for systems that are not conformally invariant such as the ordinary Einstein equations (see section 5.3 where we show how to deal with such non-conformal systems by using a simple trick). In our approach, this symmetry originates in the fact that the integrability of an orthogonal almost-complex structure $J$ is conformally invariant. The connection $\mathcal{E}_{AA'}$ incorporates, by construction, these structures, and it also encodes integrability of $J$ in parallel spinors (2.13). (Alternatively, in view of (13.3), eq. (2.13) is equivalent to $\mathcal{E}_{A'} \phi^{B} = 0$, which we can interpret as saying that $\phi^{A}$ is holomorphic, in agreement with [13, Chapter IV, Theorem 9.11].)
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A Spinor decomposition for Weyl connections

Let $\nabla_{a}^{w}$ be an arbitrary Weyl connection, with Weyl 1-form $w_{a}$. The curvature tensor is given by $[\nabla_{a}^{w}, \nabla_{b}^{w}]v^{d} = R_{w}^{ab} v^{d}$. If $R_{w}^{abc} d$ is the Riemann curvature of an arbitrary metric in the conformal class, with Levi-Civita connection $\nabla_{a}$, we have the relation

\[ R_{w}^{abc} d = R_{abc} d + 2\nabla_{[a} K_{bc]} d + 2K_{[a|e]} d K_{bc] e}, \]  

(A.1)

where $K_{ab} c = w_{a} \delta^{c}_{b} + w_{b} \delta^{c}_{a} - w_{c} g^{ce} g_{ab}$. We notice that the scalar curvature is

\[ R^{w} := g^{ac} g^{bd} R_{w}^{abc} d = R + 6(\nabla_{a} w^{a} + w_{a} w^{a}). \]  

(A.2)

By definition, we have the symmetry $R_{w}^{abc} d = R_{w}^{abc} d$. In addition, the torsion-free property implies that $R_{w}^{abc} d = 0$. From this it follows by a standard argument that the Bianchi identity is satisfied, $\nabla_{e} R_{w}^{abc} d = 0$. Defining $R_{ab}^{w} = R_{abc} e g_{ed}$, applying another $\nabla_{w}^{a}$ derivative to $\nabla_{w}^{a} g_{bc} = -2w_{a} g_{bc}$ and taking the commutator, one finds

\[ R_{abcd}^{w} = R_{ab[c|d]}^{w} g_{cd}^{e} \partial_{[a} w_{b]} - R_{ab}^{w} g_{c[a} d]}^{e} \partial_{[a} w_{b]}^{e}. \]  

(A.3)

We thus see that $R_{abcd}^{w}$ is antisymmetric in the last two indices if and only if $w_{a}$ is closed, $\partial_{[a} w_{b]} = 0$. From now on we will assume that this is the case. The condition $R_{abcd}^{w} = R_{abcd}^{w}$, together with the other symmetries, imply the additional symmetry $R_{abcd}^{w} = R_{cdab}^{w}.$
The algebraic symmetries of $R^w_{abcd}$ mentioned above lead to the following spinor decomposition (the proof is completely analogous to the discussion in [13 Section 4.6] for the ordinary Riemann tensor):

$$R^w_{abcd} = \tilde{X}^w_{A'B'C'D'}\epsilon_{AB\epsilon_{CD}} + \Phi^w_{ABCD}\epsilon_{AB\epsilon_{CD}} + \Phi^w_{A'B'CD}\epsilon_{AB\epsilon_{CD}} + X^w_{ABCD}\epsilon_{A'B'\epsilon_{CD'}},$$

(A.4)

where $\tilde{X}^w_{A'B'C'D'} = 4\epsilon^{ABCD}R^w_{abcd}$, etc. The spinors $\tilde{X}^w_{A'B'C'D'}$, $X^w_{ABCD}$ can be furthermore decomposed into irreducible pieces as

$$\tilde{X}^w_{A'B'C'D'} = \tilde{\Psi}^w_{A'B'C'D'} + \tilde{\Lambda}^w(\epsilon_{A'C'}\epsilon_{B'D'} + \epsilon_{A'D'}\epsilon_{B'C'}),$$

(A.5a)

$$X^w_{ABCD} = \Psi^w_{ABCD} + \Lambda^w(\epsilon_{ACBD} + \epsilon_{ADBC}),$$

(A.5b)

where $\tilde{\Psi}^w_{A'B'C'D'} = \tilde{X}^w_{(A'B'C'D')}$, $\Psi^w_{ABCD} = X^w_{(ABCD)}$, $\tilde{\Lambda}^w = \frac{1}{6}\tilde{X}^w_{A'B'A'B'}$, $\Lambda^w = \frac{1}{6}X^w_{ABAB}$.

From the symmetries $R^w_{abcd} = R^w_{cdab}$ and $R^w_{[ab]cd} = 0$ it follows, respectively, that

$$\tilde{\Phi}^w_{ABC'D'} = \Phi^w_{C'D'AB}, \quad \tilde{\Lambda}^w = \Lambda^w.$$

(A.6)

We notice that, if $w_a$ is not closed, the first of this relations does not hold. We also notice that the relation between $\Lambda^w$ and the scalar curvature $[\Lambda^2]$ is

$$\Lambda^w = R^w/24.$$

(A.7)

The relation between the curvature spinors of $\nabla^w_a$ and those of an arbitrary Levi-Civita connection in the conformal class are as follows:

$$\Lambda^w = \Lambda + \frac{1}{2}(\nabla^w_e + w_ew^e),$$

(A.8a)

$$\Phi^w_{ABC'D'} = \Phi_{ABC'D'} - \nabla^w_{C'(A'B)D'} + w_{C'(A'B)D'},$$

(A.8b)

$$\tilde{\Psi}^w_{A'B'C'D'} = \tilde{\Psi}_{A'B'C'D'},$$

(A.8c)

$$\Psi^w_{ABCD} = \Psi_{ABCD}.$$  

(A.8d)

We see that the totally symmetric parts of $\tilde{X}^w_{A'B'C'D'}$ and $X^w_{ABCD}$ coincide with the ordinary Weyl curvature spinors; so we can drop the superscript $^w$ on $\tilde{X}^w_{A'B'C'D'}$, $\Psi^w_{ABCD}$.

Although the Weyl connection is fixed in the conformal class of metrics, it does not map general conformal densities to conformal densities. This issue can be fixed by considering a simple modification: a covariant derivative $D_a$ acting on objects with conformal weight $w$ by

$$D_a := \nabla^w_a + w_tw_a.$$  

(A.9)

It follows that $D_ag_{bc} = 0$, so $D_a$ has the advantage that, when working with an expression involving it, we can raise and lower indices unambiguously. Since $\partial_{[a}w_{b]} = 0$, the curvature tensors of $D_a$ and $\nabla^w_a$ agree,

$$[D_a, D_b] = [\nabla^w_a, \nabla^w_b].$$

(A.10)

The Bianchi identities can be written as $D_{[e}R^w_{abcd]} = 0$. In spinor terms:

$$D_B^A\tilde{X}^w_{A'B'C'D'} = D_B^A\Phi^w_{C'D'AB},$$

(A.11a)

$$D_B^A X^w_{ABCD} = D_B^A \Phi^w_{C'D'AB}.$$  

(A.11b)

The irreducible pieces are

$$D_B^A\tilde{\Psi}^w_{A'B'C'D'} = D(B^A\Phi^w_{C'D'})_{AB},$$

(A.12a)

$$D_B^A \Psi^w_{ABCD} = D(B^A\Phi^w_{CD})_{AB},$$

(A.12b)

$$D^A\Phi^w_{ABC'D'} + 3D_{DB'A}^\Lambda^w = 0.$$  

(A.12c)

Unlike the Bianchi identities for a Levi-Civita connection, each side of the equations in the identities above is a conformal density.
B Identities for $\mathcal{C}_a$

We will often use the following notation: subscripts 0 and 1 mean contraction with $o^A$ and $t^A$ respectively; that is, for an arbitrary spinor-indexed object $\phi_{AB...FGH...LA'...S'}$:

$$\phi_{00...011...1A'...S'} = \phi_{AB...FGH...LA'...S'} o^A o^B ... o^F t^G t^H ... t^L.$$  \hfill (B.1)

B.1 Arbitrary spacetimes

The complex-conformal connection $\mathcal{C}_a$ was defined in section 2.3. If $o^A, t^A$ are the (projective) spinor fields that define $\mathcal{C}_a$, we have the following identities:

$$c_{AA'} o^B = \sigma_A' o_{AA'} t^B, \quad \sigma_{AA'}^B \equiv o^A o^B \nabla_{AA'} o_B, \quad (B.2a)$$

$$c_{AA'} t^B = \sigma_A o_{AA'} o^B, \quad \sigma_{AA'}^B \equiv t^A t^B \nabla_{AA'} t_B. \quad (B.2b)$$

Let $\tilde{c}_{A'} = o^A c_{AA'}, c_{A'} = t^A c_{AA'}$. Notice that it always holds

$$c_{A'} o^B = 0, \quad \tilde{c}_{A'} t^B = 0.$$  \hfill (B.3)

Acting on arbitrary spinor/tensor fields with weights $(p, w)$, the curvature of $\mathcal{C}_a$ can be decomposed as

$$[c_{a}, c_{b}] = [\nabla^f_a, \nabla^f_b] + w 2 \partial_a f_b + p 2 \partial_a P_b.$$  \hfill (B.4)

In particular, let $e_a$ be a frame of vector fields with $w(e_a^a) = w$ and $p(e_a^a) = p$, and let $o^a$ be the dual coframe. We then have:

$$c^e_a [c_{a}, c_{b}] e^d = R^e_{abc} d + 2(w \partial_a f_b) + p \partial_a P_b \delta^d_c.$$  \hfill (B.5)

where $R^e_{abc} d$ is the curvature tensor of the Weyl connection $\nabla^f_a$, see (A.1). We could define the left hand side as the curvature tensor of $\mathcal{C}_a$, $R^e_{abc} d$, but this depends explicitly on the weights $(p, w)$ of the frame that is used for the definition. However, the “scalar curvature”, defined by the contraction with $g^{ac} \delta^b_d$, coincides with the scalar curvature of $R^e_{abc} d$ and so is independent of the frame:

$$\mathcal{R} := e^a [c_{a}, c_{b}] | c_e^e c = R^e.$$  \hfill (B.6)

Recall from (A.2) that $R^e = R + 6(\nabla_a f^a + f_a f^a)$.

The curvature operators $\square^e_{A'B'}$ and $\square^e_{AB}$

The curvature $[c_{a}, c_{b}]$ can also be decomposed into SD and ASD pieces:

$$[c_{a}, c_{b}] = \epsilon_{AB} \square^e_{A'B'} + \epsilon_{A'B'} \square^e_{AB} \quad (B.7)$$

where $\square^e_{A'B'} = \frac{1}{2} \underline{c}^{AB}[c_{a}, c_{b}] = \mathcal{C}_A(A' \mathcal{C}^B)$ and $\square^e_{AB} = \frac{1}{2} \underline{c}^{AB}'[c_{a}, c_{b}] = \mathcal{C}_A(A' \mathcal{C}^B ')$. Performing an analogous SD-ASD decomposition for each term in the right hand side of (B.4), we get the following formulas:

$$\square^e_{A'B'} = \square_{A'B'}^f + w \nabla_{A'(A'} f_{B')} + p \nabla_{A'(A'} P_{B')}.$$  \hfill (B.8a)

$$\square^e_{AB} = \square_{AB}^f + w \nabla_{A'(A'} f_{B')} + p \nabla_{A'(A'} P_{B')}.$$  \hfill (B.8b)
Therefore, if $\psi_{C'...M'}$ and $\varphi_{C...M}$ have weights $(p, w)$ each, we have:

\[
\Box^{c}_{A'B'C'...M'} = \tilde{X}^{c}_{A'B'C'...M'} + \sum_{Q} \tilde{X}^{c}_{A'B'MQ}\psi_{C'...L'}
\]

\[
\Box^{c}_{A'B'} = \tilde{X}^{c}_{A'B'} + \tilde{\Phi}^{c}_{ABCD}\varphi_{C...M},
\]

where $\tilde{X}^{c}_{A'B'C'D'}$, $\tilde{\Phi}^{c}_{ABCD}$, $X^{c}_{ABCD}$ and $\Phi^{c}_{ABCD}$ are the curvature spinors of the Weyl connection $\nabla_Q^C$; in terms of the curvature of an arbitrary Levi-Civita connection in the conformal class, we have:

\[
\tilde{X}^{c}_{A'B'C'D'} = X^{c}_{A'B'C'D'} + \epsilon_{(A'|D')} \left[ \nabla_{B'C}^{c} J_{C}^{A'B'} + J_{B'C}^{c} J_{C}^{A'B'} \right],
\]

\[
\tilde{\Phi}^{c}_{ABCD} = \Phi^{c}_{ABCD} - \epsilon_{(A|D')} \left[ \nabla_{C}^{c} J_{B'}^{A} + J_{B'}^{c} J_{C}^{A} \right],
\]

\[
X^{c}_{ABCD} = X_{ABCD} + \epsilon_{(A|D')} \left[ \nabla_{C}^{c} J_{B'}^{A} + J_{B'}^{c} J_{C}^{A} \right],
\]

\[
\Phi^{c}_{ABCD} = J_{B'}^{c} J_{C}^{A}.
\]

Notice that these formulas are more general than the ones seen in Appendix A since here we do not assume that the 1-form $f_a$ is closed.

Another useful expression for $\Box^{c}_{A'B'}$ and $\Box^{c}_{AB}$ is in terms of $\tilde{c}_{A'}$, $\tilde{e}_{A'}$: a short calculation gives

\[
\Box^{c}_{A'B} = \tilde{\epsilon}_{A'} - \epsilon_{A'(A',B')}, \quad \Box^{c}_{AB} = \sigma_{A'B}(\tilde{\epsilon}_{A'} \epsilon_{A'} - \epsilon_{A'} \tilde{\epsilon}_{A'}) + \epsilon_{A'B} (\tilde{\epsilon}_{A'} \tilde{\epsilon}_{A'} + \sigma_{A'(A')} \epsilon_{A'} - \epsilon_{A' \tilde{\epsilon}_{A'}} - \epsilon_{A'(A'} \tilde{\epsilon}_{A')} - \tilde{\epsilon}_{A'} \epsilon_{A'}).
\]

Contraction of $\tilde{e}_{A'}$ and $\tilde{e}_{A'}$ can be expressed in terms of curvature and the wave operator $\Box^{c} = g^{ab} \tilde{e}_{a} \tilde{e}_{b}$:

\[
\tilde{e}_{A'} \tilde{e}_{A'} = -\Box^{c} - \sigma^{A'} \epsilon_{A'}, \quad \Box^{c} \tilde{e}_{A'} = \frac{1}{2} \Box^{c} - \Box^{c}_{01},
\]

\[
\Box^{c} \tilde{e}_{A'} = -\frac{1}{2} \Box^{c} - \Box^{c}_{01}, \quad \Box^{c} \tilde{e}_{A'} = -\Box^{c} + \sigma^{A'} \tilde{e}_{A'}. \quad \Box^{c}
\]

(\Box^{c}_{00}, etc., are defined according to (B.11)). One can show that for a scalar field $\Phi$ with weights $(p, w)$, it holds:

\[
\Box^{c} \tilde{e}_{A'} \Phi = \frac{1}{4} (\Box^{c} - p R) \Phi.
\]

If $\phi_{A'...K'}$ and $\varphi_{A...K}$ are totally symmetric, and with weights $p = 0$, $w = 1$ each, then:

\[
\nabla^{A'}_{A'} \phi_{A'...K'} = \tilde{e}_{A'} \phi_{A'...K'}, \quad \nabla^{A'}_{A'} \varphi_{A...K} = \tilde{e}_{A'} \varphi_{A...K}.
\]
The fact that some GHP expressions

When acting on scalar fields with weights \((p, w)\), the wave operator \(\Box^{c}\) can be expressed in GHP notation as:

\[
\Box^{c} = 2\left[ (p - \rho - \tilde{\rho}) (p' - \rho') - (\delta - p \tau - \tilde{\tau})(\delta' - \tau') \right] \\
+ 2(w + 1)(\rho p' + \rho' p - \tau \delta' - \delta \tau - 2A - \Psi_2) \\
- 2(w + 1)(\rho \rho' - \tau \tau') + 3p\Psi_2 + 2(p - 1)(\kappa' - \sigma') .
\]

Alternatively, commuting the GHP operators:

\[
\Box^{c} = 2\left[ (p' + p \rho' - \tilde{\rho})(p - \rho) - (\delta' + p \tau' - \tilde{\tau})(\delta - \tau) \right] \\
- 2(p - (w + 1))(\rho' p + \rho p' - \tau' \delta - \delta' \tau - 2A - \Psi_2) \\
+ 2(p - (w + 1)(p - w))(\rho \rho' - \tau \tau') - 3p\Psi_2 - 2(w + 1)(\kappa' - \sigma').
\]

B.2 The case in which \(\phi^A\) is shear-free and a repeated principal spinor

Here we specialize the general identities given in appendix B.1 to the case in which \(\phi^A\) satisfies (2.12) and (2.11). In addition, the other spinor field \(\iota^A\) in the definition of \(\mathcal{C}_a\) is chosen so that the Lee form is a gradient (see proposition 2.7):

\[
f_a = \partial_a \log \phi .
\]

In the general curvature identities (B.9a)–(B.9d), eq. (B.19) implies \(\Phi_{ABC'D'} = \Phi_{C'D'AB}'\), and

\[
\nabla_{A(A'} f_{B')} = 0 = \nabla_{A(A'} f_{B')} .
\]

The operators \(\Box^{c}_{A'B'}\) and \(\Box^{c}_{AB}\)

The fact that \(\mathcal{C}_{AA'}\phi_{AB} = 0\) allows to describe the curvature of \(\mathcal{C}_{AA'}\) entirely in terms of the curvature spinors of the Weyl-connection \(\nabla_a^f\), as we now show. Applying another \(\mathcal{C}_a\) derivative to \(\mathcal{C}_{A0C} = 0\) and taking the commutator:

\[
0 = \Box^{c}_{A'B'}\phi_{AC} = \Phi_{A'B'C'D'} + (\nabla_{A(A'} P_{B')}^D)_{OC} ,
\]

\[
0 = \Box^{c}_{AB}\phi_{AC} = \lambda_{ABC'D'}^f + (\nabla_{A(A'} P_{B')}_{OC} .
\]

Yang-Mills

The connection \(\mathcal{C}_a\) is generalized to \(\mathcal{C}_a\) when we study Yang-Mills fields, as we describe in section 4. The curvature \([\mathcal{C}_a, \mathcal{C}_b]\) decomposes into SD and ASD parts analogously to (B.7), so one has the operators \(\Box^{\mathcal{C}}_{A'B'} = \mathcal{C}_{A(A'} \mathcal{C}_{B')}^f\) and \(\Box^{\mathcal{C}}_{AB} = \mathcal{C}_{A(A'} \mathcal{C}_{B')}^f\). For arbitrary \(\mu_i^j\), we have:

\[
\Box^{\mathcal{C}}_{A'B'}\mu_i^j = \Box^{\mathcal{C}}_{A'B'}\mu_i^j - \chi_{A'B'}^{k} \mu_i^k + \chi_{A'B'}^{k} \mu_i^k - \mathcal{C}\mu_i^k ,
\]

\[
\Box^{\mathcal{C}}_{AB}\mu_i^j = \Box^{\mathcal{C}}_{AB}\mu_i^j - \mathcal{F}_{AB}^{k} \mu_i^k + \mathcal{F}_{AB}^{k} \mu_i^k .
\]
from where we deduce:

\[ \Phi_{A'B'01} = - \nabla_{A'} P_{B'}^A, \tag{B.22a} \]
\[ X_{AB01} = - \nabla_A P_{B01}^A, \tag{B.22b} \]
\[ \Phi_{A'B'00} = 0, \tag{B.22c} \]
\[ X_{AB00} = 0, \tag{B.22d} \]

and therefore, from (B.22a) - (B.22b):

\[ 2 \partial_{A'} P_{00} = - (\epsilon_{A'B'} X_{AB01}^f + \epsilon_{AB} \Phi_{A'B'01}^f). \tag{B.23} \]

Furthermore, (B.22d) can be written as

\[ \Psi_{ABC'DO} = -2 \Lambda^f o_{A0B}, \tag{B.24} \]

which implies, in particular:

\[ \Psi_2 = -2 \Lambda^f. \tag{B.25} \]

Thus, recalling that the ‘scalar curvature’ (B.6) of \( \mathcal{C}_a \) is \( \mathcal{R} = 24 \Lambda^f \), we get:

\[ \mathcal{R} = -12 \Psi_2. \tag{B.26} \]

The action of the operators \( \Box^c_{A'B'} \) and \( \Box^c_{AB} \) is then:

\[ \Box^c_{A'B'} \psi_{c'...M'} = \tilde{X}_{A'B'C'O'}^f \psi_{c'O'...M'} + ... + \tilde{X}_{AB'M'O'}^f \psi_{c'O'...M'} - p(\Phi_{A'B'01}^f \psi_{c'...M'}), \tag{B.27a} \]
\[ \Box^c_{AB} \psi_{c'...M'} = \Phi_{AB'C'O'}^f \psi_{c'O'...M'} + ... + \Phi_{AB'M'O'}^f \psi_{c'O'...M'} - pX_{AB01}^f \psi_{c'...M'}, \tag{B.27b} \]
\[ \Box^c_{A'B'} \varphi_{c...M} = \Phi_{A'B'C'MQ}^f \varphi_{c...LQ} + ... + \Phi_{A'B'MO}^f \varphi_{c...LQ} - p \Phi_{A'B'01}^f \varphi_{c...M}, \tag{B.27c} \]
\[ \Box^c_{AB} \varphi_{c...M} = X_{ABCMQ}^f \varphi_{c...LQ} + ... + X_{AB01}^f \varphi_{c...M}. \tag{B.27d} \]

**Commutators**

The commutator \( [\mathcal{E}_{A'}, \mathcal{E}_{B'}] \) can be computed by noticing that

\[ [\mathcal{E}_{A'}, \mathcal{E}_{B'}] = \sigma_{A'B'} [\mathcal{C}_a, \mathcal{C}_b] = \Box^c_{A'B'} + \epsilon_{A'B'} \Box^c_{01}. \tag{B.28} \]

Straightforward calculations then give:

\[ [\mathcal{E}_{A'}, \mathcal{E}_{B'}] \psi_{c'...M'} = (\tilde{X}_{A'B'C'O'}^f + \epsilon_{A'B'} \Phi_{01C}^f) \psi_{c'O'...M'} + ... + (\tilde{X}_{AB'M'O'}^f + \epsilon_{AB} \Phi_{01'O'}^f) \psi_{c'O'...M'} - p(\Phi_{AB01}^f + 3 \Lambda^f \epsilon_{B'A'}) \psi_{c'...M'}, \tag{B.29a} \]
\[ [\mathcal{E}_{A'}, \mathcal{E}_{B'}] \varphi_{c...M} = (\Phi_{A'B'C'MQ}^f + \epsilon_{A'B'} X^f_{01C} \psi) \varphi_{c...LQ} + ... + (\Phi_{AB'MQ}^f + \epsilon_{AB} X^f_{01MQ} \psi) \varphi_{c...LQ} - p(\Phi_{AB01}^f + 3 \Lambda^f \epsilon_{B'A'}) \varphi_{c...M}. \tag{B.29b} \]

The contraction of (B.29a) with \( \epsilon_{B'M'}^r \) is also needed in this work:

\[ [\mathcal{E}_{A'}, \mathcal{E}_{B'}] \psi_{c'...L}^{B'} = (\tilde{X}_{A'B'C'O'}^f + \epsilon_{A'B'} \Phi_{01C}^f) \psi_{c'O'...L}^{B'} + ... + (\tilde{X}_{AB'M'O'}^f + \epsilon_{AB} \Phi_{01'O'}^f) \psi_{c'O'...L}^{B'} - (p + 1)(\Phi_{AB01}^f + 3 \Lambda^f) \psi_{c'...L}^{B'}. \tag{B.30} \]
All these formulas can be checked by considering the simplest case of a spinor with only one index.

Taking into account that $\sigma_A^i = \iota_B c_{A'B^iB}$, applying the identities above we find:

\[
\begin{align*}
\tilde{c}_{(A'}\sigma_{B')}^1 &= \Phi^1_{A'B11}, \\
\tilde{c}_{A'}\sigma_{1A'} &= 2\Psi_3, \\
\tilde{c}_{A'}\sigma_{1A'} &= \Psi_4.
\end{align*}
\]

**Bianchi identities**

The Bianchi identities are

\[
\begin{align*}
\mathcal{C}^{A'}_{B'A'C'D'} &= \mathcal{C}^{A}_{B'C'D'AB}, \\
\mathcal{C}^{B'}_{A'B'C'D} &= \mathcal{C}^{A'}_{B'C'D'AB}, \\
\mathcal{C}^{AC'}_{B'C'D'} + 3\mathcal{C}^{BD'}_{11} &= 0.
\end{align*}
\]

or in irreducible components:

\[
\begin{align*}
\mathcal{C}^{A'}_{B'A'C'D'} &= \mathcal{C}^{(A'}_{B'C'D')AB}, \\
\mathcal{C}^{B'}_{A'B'C'D} &= \mathcal{C}^{(A'}_{B'C'D')AB}, \\
\mathcal{C}^{AC'}_{B'C'D'} + 3\mathcal{C}^{BD'}_{11} &= 0.
\end{align*}
\]

Contracting (B.32a) and (B.33c) with $\sigma^B$ and $\iota_B$, and taking into account (B.22c):

\[
\begin{align*}
\tilde{c}^{A'}_{X}\tilde{X}_{A'B'C'D'} &= -\tilde{c}^{A'}_{B'}\Phi^f_{C'D'01}, \\
\tilde{c}^{A'}_{X}\tilde{X}_{B'C'D'} &= \tilde{c}^{A'}_{B'}\Phi^f_{C'D'01} - \tilde{c}^{1}_{B'}\Phi_{C'D'11}, \\
& - \tilde{c}^{A'}_{C'D'} + 3\tilde{c}^{1}_{D'}\Lambda^f = 0, \\
\tilde{c}^{C'}_{C'D'} - \tilde{c}^{C'}_{C'D'11} + 3\tilde{c}^{D'}_{11} &= 0.
\end{align*}
\]

Eqs. (B.34a) and (B.34b) can be expressed in terms of the Weyl spinor by taking the parts totally symmetric in $B'C'D'$.

**Yang-Mills**

The Yang-Mills spinor curvature operators $\Box_{A'B'}$ and $\Box^e_{AB}$ can be expressed in terms of $\tilde{c}_{A'}$, $\mathcal{C}_{A'}$ analogously to (B.11a) - (B.11b). For the case that $\sigma_A^i = 0$ and $\tilde{c}_{A'}\tilde{A'} = 0$, we have:

\[
\begin{align*}
\Box^e_{A'B'} &= \tilde{c}_{(A'}\mathcal{C}_{B')} - \mathcal{C}_{(A'}\tilde{c}_{B')}, \\
\Box^e_{AB} &= o_{AB}(\mathcal{C}_{A'}\mathcal{A}' - \sigma^1_{A'}\tilde{c}_{A'} - o_{(A'B')}(\tilde{c}_{A'}\mathcal{A'} + \mathcal{C}_{A'}\tilde{A'}), \\
\end{align*}
\]

The explicit action on a field $\mu^i$ with weights $(p, w)$ is:

\[
\begin{align*}
\Box^e_{A'B'}\mu^i &= -p\tilde{a}_{A'B'}\mu^i + \chi_{A'B'}^i \mu^j, \\
\Box^e_{AB}\mu^i &= -p\tilde{a}_{AB}\mu^i + \varphi_{AB}^i \mu^j.
\end{align*}
\]

The commutator (B.29a) acting on a field $\mu^i$, with arbitrary weights $(p, w)$, is

\[
[\tilde{c}_{A'}, \mathcal{C}_{B'}]\mu^{C'i} = \left[ \tilde{c}_{A'}, \mathcal{C}_{B'} \right] \mu^{C'i} - \chi_{A'B'}^i \mu^{C'k} + \chi_{A'B'}^i \mu^{C'k}
\]

\[
+ \epsilon_{A'B'}(\mu^{k'} \varphi_{01k'} + \varphi_{01k'} \mu^{C'k}).
\]
Contracting with $\epsilon^{B'C'}$:

\[
[\tilde{c}_{A'}, \tilde{c}_{B'}] \mu^{B'}_{i'j'} = -(p + 1) \left( \Phi_{01A'B'}^{ij} \mu^{B'}_{i'j'} + 3\Lambda^f_{\mu A'i'} \right) - \chi_{A'B'i'} \mu^{B'}_{k'j'} + \chi_{A'B'k'} \mu^{B'}_{i'k'} + \varphi_{01i'} \mu_{A'k'} - \varphi_{01k'} \mu_{A'i'}. \tag{B.38}
\]

**Einstein-Weyl spaces**

Recall that the Einstein-Weyl equations are $\Phi_{A'B'C'D'} = 0$. Using the Bianchi identities [5.7b], this gives $\tilde{c}_{B'^A} (\tilde{\Omega}^{-1} \Psi_{A'B'C'D'}) = 0$. These can be expressed in components as follows (using Newman-Penrose notation for the Weyl scalars):

\[
\begin{align*}
\tilde{c}_{B'} (\tilde{\Omega}^{-1} \Psi_2) &= 0, \tag{B.39a} \\
\tilde{c}_{B'} (\tilde{\Omega}^{-1} \Psi_2) - \tilde{c}_{B'} (\tilde{\Omega}^{-1} \Psi_3) &= 0, \tag{B.39b} \\
\tilde{c}_{B'} (\tilde{\Omega}^{-1} \Psi_3) - 3\sigma_{B'} \Omega^{-1} \Psi_2 - \tilde{c}_{B'} (\tilde{\Omega}^{-1} \Psi_4) &= 0. \tag{B.39c}
\end{align*}
\]

Using (B.24) and (B.39a), we see that $\tilde{c}_{A'} (\tilde{\Omega}^{-1} \Lambda^f) = 0$, so

\[
\tilde{c}_{A'} \Lambda^f = \tilde{\Omega}^{-1} \Lambda^f \tilde{c}_{A'} \tilde{\Omega}. \tag{B.40}
\]

Recalling (5.12), we get

\[
\tilde{c}_{A'} \tilde{c}_{B'} \Lambda^f = 0. \tag{B.41}
\]

**C  Some details of calculations**

**C.1 The conformal HH equation** [5.9]

The commutator term in (5.11) is

\[
[\tilde{c}_{A'}, \tilde{c}_{B'} \tilde{c}_{C'} \tilde{c}_{D'}] \tilde{c}_{A'} \Phi = -\tilde{c}_{B'} \tilde{c}_{C'} K_{C'D'}^1 + \tilde{c}_{B'} K_{C'D'}^2 - K_{B'C'D'}^3, \tag{C.1}
\]

where

\[
\begin{align*}
K_{C'D'}^1 &= [\tilde{c}_{D'}, \tilde{c}_{A'}] \tilde{c}_{A'} \Phi, \tag{C.2} \\
K_{C'D'}^2 &= [\tilde{c}_{C'}, \tilde{c}_{A'}] \tilde{c}_{D'} \tilde{c}_{A'} \Phi, \tag{C.3} \\
K_{B'C'D'}^3 &= [\tilde{c}_{B'}, \tilde{c}_{A'}] \tilde{c}_{C'} \tilde{c}_{D'} \tilde{c}_{A'} \Phi. \tag{C.4}
\end{align*}
\]

Using identity (B.30) and taking into account that $p(\Phi) = -4$ and $p(\tilde{c}_{A'}) = 1$, we get:

\[
\begin{align*}
K_{C'D'}^1 &= 2\Phi_{01E'D'} \tilde{c}_{E'} \Phi + 6A^f_{\Phi} \tilde{c}_{D'} \Phi, \tag{C.5} \\
K_{C'D'}^2 &= \tilde{\Psi}_{E'F'C'D'} \tilde{c}_{E'} \tilde{c}_{F'} \Phi + 2A^f_{\tilde{c}_{C'} \tilde{c}_{D'} \Phi} + \epsilon_{C'D'} \Phi_{01E'F'} \tilde{c}_{E'} \tilde{c}_{F'} \Phi, \tag{C.6} \\
K_{B'C'D'}^3 &= 2\tilde{\Psi}_{E'F'B'(C')D'} \tilde{c}_{E'} \tilde{c}_{F'} \Phi - 2A^f_{\tilde{c}_{B'} \tilde{c}_{C'} \tilde{c}_{D'} \Phi} + 2\Phi_{01(C')E'} \tilde{c}_{E'} \Phi. \tag{C.7}
\end{align*}
\]

Replacing, we have:

\[
\tilde{c}_{A'} \tilde{c}_{B'} \tilde{c}_{C'} \tilde{c}_{D'} \tilde{c}_{A'} \Phi = \tilde{c}_{B'} \tilde{c}_{C'} \tilde{c}_{D'} \left( \tilde{c}_{A'} \tilde{c}_{A'} \Phi - 6A^f_{\Phi} \right) + N_{B'C'D'}, \tag{C.8}
\]
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where for convenience we defined

$$N_{B'C'D'} = -\tilde{\xi}_{(B'}\left(\tilde{\Psi}_{C'D'),E'}\tilde{C}_{E'}\tilde{E}'\Phi\right) - 2\tilde{\Psi}_{E'F'(B'C)\tilde{C}_{D')}\tilde{C}_{E'}\tilde{F}'\Phi$$

$$+ 6\tilde{c}_{(B'}\tilde{c}_{C'}\left(\Phi_{\tilde{C}_{D')}\Lambda^f\right) - 2(\tilde{c}_{(B'}\Lambda^f)(\tilde{C}_{C'}\tilde{c}_{D')}\Phi)$$

$$- 2\tilde{c}_{(B'}\tilde{c}_{C'}\left(\Phi_{D')_{E'01}}\tilde{C}_{E'}\Phi\right) + 2\tilde{\Phi}_{E'(B'01}\tilde{c}_{C'}\tilde{C}_{D')}\tilde{C}_{E'}\Phi. \quad (C.9)$$

The idea now is to express everything in terms of $\tilde{\Psi}_{A'B'C'D'}$ and its derivatives, by means of the Bianchi identities. Using (B.41), the terms with $\Lambda^f$ simplify to $+4(\tilde{c}_{(B'}\Lambda^f)(\tilde{C}_{C'}\tilde{c}_{D')}\Phi)$, and upon expanding the two derivatives in the first term of the last line, the terms with $\Phi_{A'B'D'}_{E'01}$ are

$$-2(\tilde{c}_{(B'}\tilde{c}_{C'}\Phi_{D')_{E'01}})(\tilde{E}'\Phi) - 4(\tilde{c}_{(B'}\Phi_{E'01})(\tilde{C}_{D'})\tilde{E}'\Phi).$$

The Bianci identity (B.34a) can be written as

$$\tilde{c}^{A'}\tilde{\xi}_{A'B'C'D'} = -\tilde{c}_{B'}\Phi_{C'D'01} - \tilde{c}_{B'(C'}\Lambda^f. \quad (C.10)$$

Taking another derivative and symmetrizing: $\tilde{c}_{(A'}\tilde{c}_{B'}\Phi_{C')_{D'01}} = -\tilde{c}_{(A'}\tilde{c}_{E'}\tilde{\Psi}_{B'C')D'E'}$. Therefore, after replacing the resulting expressions for $\tilde{c}_{(B'}\tilde{c}_{C'}\Phi_{D')_{E'01}}$ and $\tilde{c}_{B'}\Phi_{C'E'O1}$, we arrive at

$$N_{B'C'D'} = -\tilde{c}_{(B'}\left(\tilde{\Psi}_{C'D'),E'}\tilde{C}_{E'}\tilde{E}'\Phi\right) - 2\tilde{\Psi}_{E'F'(B'C)\tilde{C}_{D')}\tilde{C}_{E'}\tilde{F}'\Phi$$

$$+ 2(\tilde{c}_{(B'}\tilde{c}_{E'}\tilde{\Psi}_{C'D')E'F'})(\tilde{E}'\Phi) + 4(\tilde{c}_{B'}\tilde{\Psi}_{E'F'(B'C)})(\tilde{C}_{D'})\tilde{E}'\Phi).$$

Now, we have:

$$\tilde{c}_{B'}\tilde{c}_{C'}\tilde{C}_{D'}\left[\tilde{\Omega}(\tilde{E}_{E'}\tilde{C}_{F'}\Phi)(\tilde{E}'\tilde{C}_F\Phi)\right] = 2\tilde{c}_{(B'}(\tilde{\Psi}_{C'D')E'F'}\tilde{c}_{E'}\tilde{E}'\Phi) + 4\tilde{\Psi}_{E'F'(B'C)\tilde{C}_{D')}\tilde{C}_{E'}\tilde{F}'\Phi$$

$$+ 4\tilde{\Psi}_{E'F'(C'D')(\tilde{\Omega}^{-1}\tilde{C}_{D'})\tilde{\Omega})(\tilde{E}'\tilde{C}_F\Phi)$$

$$+ 6(\tilde{c}_{(B'}(\tilde{C}_{C'}\tilde{E'}\tilde{E}'\Phi)(\tilde{C}_{D'})\tilde{E}_F\Phi),$$

and

$$\tilde{c}_{B'}\tilde{c}_{C'}\tilde{C}_{D'}\left[(\tilde{E}'\tilde{\Omega})(\tilde{E}'\Phi)(\tilde{E}_E\Phi)\right] = \tilde{\Psi}_{E'F'(B'C')\tilde{\Omega}^{-1}\tilde{C}_{D'})\tilde{\Omega}(\tilde{E}'\tilde{E}'\Phi)$$

$$+ \frac{3}{2}(\tilde{c}_{(B'}\tilde{\Omega})(\tilde{C}_{C'}\tilde{E'}\tilde{E}'\Phi)(\tilde{C}_{D'})\tilde{E}_E\tilde{F}'\Phi)$$

$$+ (\tilde{c}_{(B'}\tilde{E}'\tilde{\Psi}_{C'D')E'F'})(\tilde{E}'\Phi)$$

$$+ 2(\tilde{c}_{B'}\tilde{\Psi}_{E'F'(B'C')})(\tilde{C}_{D'})\tilde{E}'\Phi).$$

Therefore:

$$N_{B'C'D'} = \tilde{c}_{B'}\tilde{c}_{C'}\tilde{C}_{D'}\left[-\frac{1}{2}\tilde{\Omega}(\tilde{E}_{E'}\tilde{C}_{F'}\Phi)(\tilde{E}'\tilde{E}'\Phi) + 2(\tilde{E}'\tilde{\Omega})(\tilde{E}'\Phi)(\tilde{E}_E\Phi)\right]. \quad (C.11)$$

Thus, the right hand side of (C.8) is $\tilde{c}_{B'}\tilde{c}_{C'}\tilde{C}_{D'}(-K)$, where

$$- K = \tilde{c}_{A'}\tilde{\xi}^{A'} - 6\Lambda^f - \frac{1}{2}(\tilde{E}_{E'}\tilde{C}_{F'}\Phi)(\tilde{E}'\tilde{E}'\Phi) + 2(\tilde{E}'\tilde{\Omega})(\tilde{E}'\Phi)(\tilde{E}_E\Phi). \quad (C.12)$$

Replacing the expressions for $\tilde{c}_{A'}\tilde{\xi}^{A'}$ and $\Lambda^f$, the conformal HH equation (5.2) is obtained.
C.2 Proof of (6.18)

We have:
\[
\epsilon_{A'} \tilde{e}_B' \tilde{e}_C' \theta_{D'}^{A'} = \tilde{e}_B' \tilde{e}_C' \epsilon_{A'} \theta_{D'}^{A'} - \tilde{e}_B' [\tilde{e}_C', \epsilon_{A'}] \theta_{D'}^{A'} - [\tilde{e}_B', \epsilon_{A'}] \tilde{e}_C' \theta_{D'}^{A'},
\]  
(C.13)

The commutators can be computed using (3.30), (3.5a), (3.5c), and \( p(\theta_{D'}^{A'}) = -2 \):
\[
[\tilde{e}_C', \epsilon_{A'}] \theta_{D'}^{A'} = (\tilde{e}_C' \tilde{e}_{F'} \tilde{e}_{D'}^{E'}) \theta_{D'}^{E'} + (\tilde{e}_{C'} \epsilon_{E'})(\theta_{D'}^{E'}) \),
\[
[\tilde{e}_B', \epsilon_{A'}] \tilde{e}_C' \theta_{D'}^{A'} = (\tilde{e}_B' \tilde{e}_{C'} \tilde{e}_{F'})(\theta_{D'}^{E'}) + (\tilde{e}_{B'} \tilde{e}_{C'} \theta_{D'}^{E'})(\tilde{e}_C' \theta_{D'}^{E'}).
\]

Using the identities \( \tilde{e}_{F'} \tilde{e}_{D'}^{E'} = \epsilon_{F'} \tilde{e}_{D'}^{E'} + \tilde{e}_{D'}^{E'} \tilde{e}_{F'} \) and \( \tilde{e}_{C'} \tilde{e}_{A'} \theta_{E'}^{A'} = -\tilde{e}_{C'} \gamma_{E'}^{0} \), we get
\[
\tilde{e}_B' [\tilde{e}_C', \epsilon_{A'}] \theta_{D'}^{A'} = \tilde{e}_B' [(\tilde{e}_C' \tilde{e}_{D'}^{E'} \tilde{e}_{F'}) \theta_{D'}^{E'}]
= \tilde{e}_B' \tilde{e}_C' (\tilde{e}_{D'}^{E'} \tilde{e}_{E'}^{F'}) - \tilde{e}_B' (\tilde{e}_{D'}^{E'} \tilde{e}_{E'}^{F'} \tilde{e}_{C'} \theta_{D'}^{E'}).
\]

Then the terms with commutators in (C.13) are:
\[
\tilde{e}_B' [\tilde{e}_C', \epsilon_{A'}] \theta_{D'}^{A'} + [\tilde{e}_B', \epsilon_{A'}] \tilde{e}_C' \theta_{D'}^{A'} = \tilde{e}_B' \tilde{e}_C' (\tilde{e}_{D'}^{E'} \tilde{e}_{E'}^{F'}) + Z_{B'C'D'},
\]  
(C.14)

where
\[
Z_{B'C'D'} = - (\tilde{e}_B' \tilde{e}_{D'}^{E'} \tilde{e}_{F'}) (\tilde{e}_C' \theta_{D'}^{E'}) - \tilde{e}_{D'}^{E'} \tilde{e}_{F'} \tilde{e}_C' \theta_{D'}^{E'} + (\tilde{e}_B' \tilde{e}_{C'} \tilde{e}_{F'}) (\tilde{e}_{D'}^{E'} \tilde{e}_{E'}^{F'}) + (\tilde{e}_B' \tilde{e}_{C'} \theta_{D'}^{E'}) (\tilde{e}_C' \theta_{D'}^{E'}).
\]

Using now the fact that \( \tilde{e}_{D'}^{E'} \tilde{e}_{E'}^{F'} = 2 \tilde{e}_C' \theta_{D'}^{E'} \) and replacing in \( Z_{B'C'D'} \), a tedious but straightforward calculation leads to \( Z_{B'C'D'} \equiv 0 \). Replacing then (C.14) into (C.13), equation (6.18) follows.
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