An energy-based stability criterion for solitary traveling waves in Hamiltonian lattices
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In this work, we revisit a criterion, originally proposed in [Nonlinearity 17, 207 (2004)], for the stability of solitary traveling waves in Hamiltonian, infinite-dimensional lattice dynamical systems. We discuss the implications of this criterion from the point of view of stability theory, both at the level of the spectral analysis of the advance-delay differential equations in the co-traveling frame, as well as at that of the Floquet problem arising when considering the traveling wave as a periodic orbit modulo a shift. We establish the correspondence of these perspectives for the pertinent eigenvalue and Floquet multiplier and provide explicit expressions for their dependence on the velocity of the traveling wave in the vicinity of the critical point. Numerical results are used to corroborate the relevant predictions in two different models, where the stability may change twice. Some extensions, generalizations and future directions of this investigation are also discussed.

I. INTRODUCTION

The interplay of dispersion and nonlinearity in many spatially discrete physical and biological systems often gives rise to solitary traveling waves [4, 35, 38, 43]. In particular, such waves were experimentally observed in granular materials [37, 39], and electrical transmission lines [36, 40, 41], among others. Following their discovery [42] in the Fermi-Pasta-Ulam (FPU) system [13], which revolutionized nonlinear science, there has been an enormous amount of literature on solitary traveling waves in Hamiltonian lattices. Numerous significant developments include the discovery of the integrable Toda lattice [4], existence results [44-46], fundamental studies of the low-energy near-sonic regime [14, 17, 47, 48], where the waves are well described by the Korteweg-de Vries (KdV) equation, as well as the development of numerical [10-12] and quasicontinuum [49-53] approximations of such solutions.

An important issue that then naturally arises concerns establishing the necessary and sufficient conditions for the stability of solitary traveling waves. Stability results have been obtained in some special cases such as Toda lattice [13, 25] or the near-sonic FPU problem [14, 17], where the system’s integrability or near-integrability make certain specialized techniques available. However, obtaining rigorous stability criteria in the general case of a non-integrable Hamiltonian lattice away from the KdV limit remains a challenge. While numerical simulations in many systems suggest stability of solitary traveling waves, some recent studies [18, 20] demonstrate the possibility of unstable waves when the energy (Hamiltonian) $H$ of the wave decreases with its velocity $c$.

In a recent paper [31], inspired by and extending the fundamental work of [16], we examined the sufficient (but not necessary) condition for a change in the wave’s spectral stability occurring when the function $H(c)$ changes its monotonicity. More specifically, we showed that when $H'(c_0) = 0$ for some critical velocity $c_0$, a pair of eigenvalues associated with the traveling wave (in the co-traveling frame of reference in which the wave is steady) cross zero and emerge on the real axis when $c$ is either above or below $c_0$, thus creating instability. While this energy-based criterion first appeared in [16], where it was motivated by the study of the FPU problem in the near-sonic limit, in [31] we provided a concise proof as well as an explicit leading-order calculation for these two near-zero eigenvalues. In addition, we tested the criterion numerically for a range of lattice problems. This was accomplished by using two complementary approaches. The first approach involves the analysis of the spectrum of the linearized operator associated with traveling waves as stationary solutions of the corresponding advance-delay partial differential equation in the co-traveling frame. The second approach is based on representing lattice traveling waves as periodic orbits modulo shift and computing the corresponding Floquet multipliers. When the wave becomes unstable, a Floquet multiplier exits into the real line from the unit circle. Importantly, through this computation, we identified the potentially unstable mode and characterized the growth rate of the instability when the mode becomes unstable. The examples in [31] illustrate that the results of the two numerical approaches match and agree with the analytical predictions. It should also be noted that the Floquet multiplier approach connects the established energy-based criterion to the one recently obtained for discrete breathers [21].

In this paper we present a significantly more detailed, systematic description of the analysis leading to the results in [31] and consider several non-trivial extensions, including an equivalent algorithm for examining the energy criterion through the Floquet multiplier approach, an examination of the higher-dimensional generalized kernel of the linearized operator and the consideration of non-generic but mathematically interesting case when the first and second derivatives of the energy function vanish simultaneously. Moreover, we discuss in detail how the near-zero eigenvalues in the spectral problem depend on the...
leading order on the velocity of the solitary traveling wave near the critical point and investigate the corresponding conditions, through which we show the connection between the eigenvalues and the symmetries of the system.

We then illustrate these findings numerically by considering two examples, both of which involve a non-monotone \( \bar{H}(c) \), with \( H'(c) < 0 \) associated with unstable solitary traveling waves. One of the examples involves the \( \alpha \)-FPU lattice with exponentially decaying long-range Kac-Baker interactions \([19, 32–34]\) and was also studied in \([31]\) for different parameter values. The other example concerns a smooth regularization of the FPU problem with piecewise quadratic potential \([20]\). Unlike the original problem, for which our analysis framework is not available due to the lack of regularity, the regularized model allows us to compute the eigenvalues and Floquet multipliers. Both examples demonstrate the power of the energy-based criterion, an excellent matching of the results obtained by the two complementary approaches and a very good overall agreement with the theoretical predictions. In addition, the regularized model helps explain the numerical stability results found earlier \([20, 31]\) for the problem with biquadratic potential.

The paper is organized as follows. In Sec. II we formulate the problem, introduce the function spaces in which we will work, and discuss some relevant properties of the Hamiltonian lattice dynamical system. The energy-based criterion is derived in Sec. III by considering the eigenvalue problem for the linearized operator, while the alternative perspective based on the Floquet analysis is described in Sec. IV. Detailed asymptotic analysis of the eigenvalues splitting from zero near the stability threshold is provided in Sec. V. Sec. VI illustrates and verifies the results numerically via two examples. We discuss the results and identify future challenges in Sec. VII. Results of more technical nature, numerical procedures used in the computations and discussion of the connection to other energy-based criteria are included in the Supplementary Material.

II. PROBLEM FORMULATION AND PRELIMINARIES

We consider a one-dimensional Hamiltonian lattice with infinite-dimensional vectors \( q = (..., q_{-1}, q_0, q_1, ...)^T \) and \( p = (...\ p_{-1}, p_0, p_1, ...)^T \) denoting its generalized coordinates and momenta, respectively. The dynamics of the lattice is governed by

\[
\frac{d}{dt} x(t) = A(x(t)) = J \frac{\partial H}{\partial x}, \quad x(t) = \left( \begin{array}{c} q(t) \\ p(t) \end{array} \right), \quad J = \left( \begin{array}{cc} 0 & I \\ -I & 0 \end{array} \right)
\]  

where \( H \) is the Hamiltonian energy density of the system, \( I \) is the identity matrix, and \( J \) is skew-symmetric. We assume that the lattice is homogeneous, i.e., \((\ref{eq:system})\) is invariant under integer shifts. To make it mathematically precise, we introduce the shift operators

\[
S_{\pm} y_j = y_{j\pm1}, \quad \bar{S}_{\pm} y = (...S_{\pm} y_{-1}, S_{\pm} y_0, S_{\pm} y_1, ...)^T, \quad \bar{S}_{\pm} \left( \begin{array}{c} y \\ z \end{array} \right) = \left( \begin{array}{c} \bar{S}_{\pm} y \\ \bar{S}_{\pm} z \end{array} \right),
\]

where \( y = (...y_{-1}, y_0, y_1, ...)^T \), \( z = (...z_{-1}, z_0, z_1, ...)^T \). We are interested in the systems that satisfy

\[
A(S_{\pm} x) = S_{\pm} A(x).
\]

If \( A \) is at least \( C^3 \), differentiation yields that

\[
DA(S_{\pm} x) = S_{\pm} DA(x) \bar{S}_{\mp},
\]

where \( D \) is the differential operator. If the Hamiltonian density depends on displacements only through strain variables \( r = (S_{+} - 1)q \) \((r_j = q_{j+1} - q_j)\), the problem can be alternatively formulated as

\[
\frac{d}{dt} y(t) = J_1 \frac{\partial H}{\partial y}, \quad y(t) = \left( \begin{array}{c} r(t) \\ p(t) \end{array} \right), \quad J_1 = \left( \begin{array}{cc} 0 & S_{+} - I \\ I - S_{-} & 0 \end{array} \right),
\]

where \( J_1 \) is skew-symmetric. Below we focus on the formulation \((\ref{eq:system})\), but our arguments can also be applied to \((\ref{eq:general})\).

We now assume that the system \((\ref{eq:system})\) has a family of solitary traveling wave solutions \( x_{tw}(t; c) \) parameterized by nonzero velocity \( c \). These are localized solutions of the form

\[
x_{tw}(t; c) = \left( \begin{array}{c} q_{tw}(t; c) \\ p_{tw}(t; c) \end{array} \right), \quad q_{tw,j}(t; c) = \hat{q}(j - ct), \quad p_{tw,j}(t; c) = \hat{p}(j - ct),
\]

with

\[
\lim_{j \to \pm\infty} q_{tw,j}(t; c) = q_{tw,\pm\infty}(c), \quad \lim_{j \to \pm\infty} p_{tw,j}(t; c) = 0
\]
for any fixed $t$ and $c$. In what follows, we assume for simplicity that $q_{tw,-\infty}(c) = 0$; note, however, that if either one of these values is nonzero (a kink-type solution), the strain formulation (4) can be considered instead, with the (similarly defined) asymptotics $r_{tw,\pm \infty}(c) = 0$.

Note that the traveling wave solutions that we consider (4) satisfy

$$x_{tw}(t + \frac{1}{c}; c) = \tilde{S}_x(t; c).$$

As a result, in order to fully define a traveling wave $x_{tw,j}(t; c)$ for all sites $j \in \mathbb{Z}$ and all time $t \in \mathbb{R}$, it is sufficient to specify it for one site $j = j_0$ and all time $t \in \mathbb{R}$, or alternatively for all sites $j \in \mathbb{Z}$ and one period $t \in [t_0, t_0 + \frac{1}{c}]$.

In other words, a traveling wave solution is periodic modulo shift with period $T = 1/c$. With this in mind, it is convenient to consider the map $\mathcal{P}_T : \left( \frac{q(t)}{p(t)} \right) \mapsto \left( \frac{\phi(t)}{\psi(t)} \right)$, where $q$ and $p$ are infinite-dimensional functions defined on $[0, T)$ while $\phi$ and $\psi$ are functions from $\mathbb{R}$ to $\mathbb{R}$, with $\phi(jT + t) = q_j(t)$ and $\psi(jT + t) = p_j(t)$ for any $j \in \mathbb{Z}$ and $t \in [0, T)$. In particular, we have $\mathcal{P}_T x_{tw}([0, \frac{1}{c}]) = \left( \frac{q_{tw,0}(\mathbb{R})}{p_{tw,0}(\mathbb{R})} \right) = x_{tw,0}(\mathbb{R})$. Similarly, we define another map, $\hat{\mathcal{P}}_T : \left( \frac{\phi(t)}{\psi(t)} \right) \mapsto \left( \frac{q(t)}{p(t)} \right)$, where $\phi$ and $\psi$ are functions from $\mathbb{R}$ to $\mathbb{R}$, while $q_j(t) = e^{cTj} \phi(t) = \phi(jT + t)$ and $p_j(t) = e^{cTj} \psi(t) = \psi(jT + t)$ for $j \in \mathbb{Z}$ and $t \in [0, T]$. Here $e^{cT \cdot}$ is the translation operator such that $(e^{cT \cdot} T_0) = \Gamma(t_0 + s)$. It is easy to see that $\mathcal{P}_T = (\hat{\mathcal{P}}_T)^{-1}$ and $\hat{\mathcal{P}}_{1/c}(x_{tw,0}(\mathbb{R})) = x_{tw}([0, \frac{1}{c}])$.

Since our solutions are spatially localized, we can consider a finite-energy space such as

$$D^1([0, T]) := \{ \left( \frac{q(t)}{p(t)} \right), t \in [0, T] | \int_0^T \sum_{j \in \mathbb{Z}} (|q_j(t)|^2 + |p_j(t)|^2 + |q'_j(t)|^2 + |p'_j(t)|^2) dt < \infty \}.$$

One can check that $\mathcal{P}_T$ maps $D^1([0, T])$ to

$$H^1(\mathbb{R}, \mathbb{R}^2) := \{ \left( \frac{\phi(t)}{\psi(t)} \right), t \in \mathbb{R} | \int_\mathbb{R} (|\phi(t)|^2 + |\psi(t)|^2 + |\phi'(t)|^2 + |\psi'(t)|^2) dt < \infty \}.$$

For the solutions that are exponentially localized in space, one can consider weighted spaces such as

$$D^1_a([0, T]) := \{ \left( \frac{q(t)}{p(t)} \right), t \in [0, T] | \int_0^T \sum_{j \in \mathbb{Z}} (|q_j(t)|^2 + |p_j(t)|^2 + |q'_j(t)|^2 + |p'_j(t)|^2) e^{2\alpha t} dt < \infty \},$$

which will be mapped to

$$H^1_a(\mathbb{R}, \mathbb{R}^2) := \{ \left( \frac{\phi(t)}{\psi(t)} \right), t \in \mathbb{R} | \int_\mathbb{R} (|\phi(t)|^2 + |\psi(t)|^2 + |\phi'(t)|^2 + |\psi'(t)|^2) e^{2\alpha t} dt < \infty \}$$

by $\mathcal{P}_T$.

### III. ENERGY-BASED CRITERION FOR SPECTRAL STABILITY OF SOLITARY TRAVELING WAVES

In what follows we assume that $x_{tw}(t; c)$ is smooth in $c$ and define

$$\tau = ct, \quad X(\tau) = x(t).$$

In view of (1), $X(\tau)$ satisfies

$$\frac{d}{d\tau} X(\tau) = \frac{1}{c} A(X(\tau)) = \frac{1}{c} J \frac{\partial \mathcal{H}}{\partial X}. \quad (6)$$

Note that for given $c$,

$$X_{tw}(\tau; c) = \left( \begin{array}{c} Q_{tw}(\tau; c) \\ P_{tw}(\tau; c) \end{array} \right) = x_{tw}(t; c)$$

and its derivatives $\frac{\partial}{\partial \tau} X_{tw}(\tau; c)$ and $\frac{\partial c}{\partial \tau} X_{tw}(\tau; c)$ are traveling waves with velocity 1, or, equivalently, these functions are periodic in $\tau$ modulo shift with period 1. Here we assume $\lim_{j \to \pm \infty} \partial_{\tau}^k (X_{tw, j}(\tau; c)) = 0$ for $k = 1, 2, \ldots, p$ (usually $p = 2$ or
$p = 3$ is sufficient) such that $\partial^k_t(X_{tw,j}(\tau;c))$ for small $k$ are still localized. Observe also that $\Theta = \mathcal{P}_1 X_{tw}$ (where $\mathcal{P}_1 = \mathcal{P}_T|_{T=1}$) satisfies

$$\frac{d}{d\tau} \Theta(\tau) = \frac{1}{c} (\mathcal{P}_1)^{-1} \mathcal{A}(\mathcal{P}_1^{-1} \Theta) = \frac{1}{c} \tilde{A}(\Theta).$$

To explore spectral stability of a solitary traveling wave solution $X_{tw}$, we linearize $\Theta$ around it with $X = X_{tw} + \epsilon Y$, obtaining

$$\frac{d}{d\tau} Y(\tau) = \frac{1}{c} DA(X_{tw}(\tau)) Y(\tau) = \frac{1}{c} J \frac{\partial^2 \mathcal{H}}{\partial X^2} \bigg|_{X=X_{tw}} Y(\tau).$$

We consider perturbations in the co-traveling frame of the form $Y(\tau) = e^{\lambda \tau} Z_{tw}(\tau)$, where $Z_{tw}$ is a traveling wave with velocity $1$, i.e., $Z_{tw}(\tau) = \tilde{S}_{\tau} Z_{tw}(\tau + 1)$. This yields the eigenvalue problem for the corresponding linear operator $\hat{L}$:

$$\lambda Z_{tw} = \hat{L} Z_{tw}, \quad \hat{L} = \frac{1}{c} DA(X_{tw}) - \frac{d}{d\tau} = \frac{1}{c} J \frac{\partial^2 \mathcal{H}}{\partial X^2} \bigg|_{X=X_{tw}} - \frac{d}{d\tau}.$$

Note that existence of an eigenvalue with $\text{Re}(\lambda) > 0$ corresponds to instability. Equivalently, one can linearize $\Theta$ using perturbation term $e^{\lambda \tau} \Gamma(\tau)$ to obtain

$$\lambda \Gamma = \hat{\Gamma}, \quad \hat{\Gamma} = \frac{1}{c} DA(\Theta) - \frac{d}{d\tau}$$

as an alternative representation of the eigenvalue problem.

We now discuss the choice of the function space for the eigenvalue problem (A2) (or, equivalently, (10)). If we consider $\hat{L}$ as a closed operator in

$$D^0([0,1]) := \{ x(t) = \left( \begin{array}{c} q(t) \\ p(t) \end{array} \right) : t \in [0,1], \int_0^1 \sum_{j \in \mathbb{Z}} \| q_j(t) \|^2 + \| p_j(t) \|^2 dt < \infty \},$$

with its domain being $D^1([0,1])$ (which corresponds to $\hat{L}$ with domain in $H^1(\mathbb{R}, \mathbb{R}^2)$), the essential spectrum of $\hat{L}$ usually contains the imaginary axis (see e.g., the FPU case [16]) and the zero eigenvalue (whose existence is discussed below) is of course embedded in it. Since in this work we are interested in the motion of the zero eigenvalue and its connection to the stability, we can either obtain numerical insight on the (potential) effect of the essential spectrum from spectral computations in the case of a finite domain or attempt to separate the zero eigenvalue from the essential spectrum by working with weighted spaces, in order to carry out the relevant calculations.

In what follows, we pursue the first approach. According to the numerical simulations for examples presented in Sec. [VI], the contribution from the essential spectrum to the motion of the zero eigenvalue appears to be negligible at the leading order. Motivated by this a posteriori justification in what follows, we consider $\hat{L}$ in $D^1([0,1])$ and ignore the effects from the essential spectrum. While it is certainly worthwhile to analyze in detail these effects, which may result in higher-order contributions, such analysis is outside the purview of the present study.

As an alternative strategy, one can move the essential spectrum away from the origin by considering weighted spaces such as $D^1_{\alpha}([0,1])$. In this case we can carry out the same calculations and obtain the results presented below, provided two important modifications are made. The first one concerns the inner product $(\cdot, \cdot)$ in $D^0([0,1])$. One can define the function $B(Z, \tilde{Z}) = \langle Z, \tilde{Z} \rangle_{D^0([0,1])}$ that is continuous on $D^0([0,1]) \times D^0_{\alpha}([0,1])$ (since it is usually assumed that $Z, \tilde{Z} \in D^0([0,1]) \cap D^0_{\alpha}([0,1])$) and use this function $B(\cdot, \cdot)$ to replace the inner products in $D^0([0,1])$. In particular, $B(Z, J^{-1} Z) = 0$ corresponds to the conserved symplectic form $(10)$. As an example showing how $B$ will be used, the inner product $(e_1, J^{-1} e_0)$ appearing in (14) and (15) below will become $B(e_1, J^{-1} e_0)$. Another issue is that for the same statements to hold in the framework of weighted spaces, our assumptions need to be suitably modified. For instance, our analysis below requires that the traveling wave solution $X_{tw}$, its derivatives $\partial_\tau X_{tw}$ and $\partial^2_\tau X_{tw}$ and generalized eigenfunctions of $\hat{L}$ for $\lambda = 0$ are in $D^0([0,1])$, but the use of weighted spaces requires these functions to be in $D^0_{\alpha}([0,1])$ (or $D^0_{\alpha}([0,1])$). This imposes a strong exponential decay condition, which may not be satisfied by many of the existing solitary wave solutions in lattices. For example, solutions in the example with long-range interactions presented in Sec. [VI] usually have algebraic decay. For this reason as well as those mentioned above, $\hat{L}$ with domain $D^1([0,1])$ is considered in the present work. Similar issues in a slightly different but related setting (a continuum KdV system near a point of soliton stability change) have been brought up in [54].

We now consider the properties of the linear operator $\hat{L}$. Observe that $\hat{L}$ is a densely defined unbounded operator on the Hilbert space $D^0([0,1])$ with its domain being $D^1([0,1])$. Thus the adjoint of $\hat{L}$ can be defined, and indeed we find that

$$\hat{L}^* = -J^{-1} \hat{L} J,$$
so that $L J$ and $J L$ are self-adjoint (note that $J^{-1} = -J$). Observe also that the spectrum of $L$ is $2\pi i$-periodic, since $e^{\lambda \tau} Z_{tw}(\tau) = e^{(\lambda + i2n\pi)\tau} Z_{tw}(\tau) e^{-i2n\pi\tau}$ and $(Z_{tw}(\tau) e^{-i2n\pi\tau})$ is also a traveling wave with velocity 1. This symmetry is due to the fact that the shift operators $\hat{S}_k$ commute with the multiplier $e^{2n\pi\tau}$ for $n \in \mathbb{Z}$. Due to the time-translation invariance of the solution $X_{tw}$, an important property of $L$ is that its kernel contains

$$e_0 = \partial_\tau X_{tw},$$

as can be directly verified by differentiating $X$ in $\tau$ and evaluating the result at $X = X_{tw}$. Here we assume the generic situation when $\ker(L) = \text{span}\{e_0\}$. Similarly, we have $\ker(L^*) = \text{span}\{J^{-1}e_0\}$. Next, we observe that $\langle e_0, J^{-1}e_0 \rangle = 0$, where $\langle \cdot, \cdot \rangle$ denotes the inner product in $D^0([0,1])$. This implies that $e_0 \in \ker(L^*)^\perp = \text{im}(L)$, and thus there exists $e_1 \in D^1([0,1])$ such that $e_0 = L e_1$, so that the algebraic multiplicity of the eigenvalue $\lambda = 0$ for $L$ is at least two. In fact, differentiating $L e_1$ in $c$, we obtain $cL(\partial_c X_{tw}) = \partial_\tau X_{tw}$, so

$$e_1 = c\partial_\tau X_{tw}$$

satisfies $L e_1 = e_0$ and thus represents a generalized eigenvector of $L$ associated with the zero eigenvalue.

As we have seen, the spectrum of $L$ always contains at least a double eigenvalue at zero. Following a similar argument, one finds that the algebraic multiplicity of the eigenvalue $\lambda = 0$ is higher than two if and only if there exists $e_2 \in D^1([0,1])$ such that $L e_2 = e_1$, which is equivalent to

$$\langle e_1, J^{-1}e_0 \rangle = 0.$$ (14)

We will now prove that this can only happen when the derivative of the $c$-dependent conserved Hamiltonian of the system,

$$H(c) = \int_0^1 H|_{X_{tw}(\tau; c)} d\tau,$$

is zero. Indeed, direct calculation shows that

$$0 = \langle e_1, J^{-1}e_0 \rangle = \langle c \partial_\tau X_{tw}, J^{-1} \partial_\tau X_{tw} \rangle = \left. \left\langle c \partial_\tau X_{tw}, \frac{1}{c} \frac{\partial H}{\partial X} \right|_{X=X_{tw}} \right\rangle$$

$$= \int_0^1 \left( \partial_\tau X_{tw}, \left( \frac{\partial H}{\partial X} \right)_{X=X_{tw}} \right) d\tau = \int_0^1 H'(c)|_{X=X_{tw}(\tau; c)} d\tau = H'(c).$$ (15)

Assuming that $H'(c) = 0$, we note that since $\langle e_2, J^{-1}e_0 \rangle = \langle e_2, J^{-1}L e_1 \rangle = \langle J^{-1}L e_2, e_1 \rangle = \langle J^{-1}e_1, e_1 \rangle = 0, e_2$ belongs $\ker(L^*)^\perp = \text{im}(L)$, and hence there exists $e_3$ such that $L e_3 = e_2$. In other words, if the algebraic multiplicity of $\lambda = 0$ is higher than two, then it must be at least four. By similar arguments, the algebraic multiplicity of the zero eigenvalue is always even, due to the symmetries associated with the Hamiltonian nature of the system.

Equation (15) implies that if $H'(c) = 0$ for some $c = c_0$, the zero eigenvalue is at least quadruple. Assume the generic case when $H''(e_0) \neq 0$. As soon as we deviate from the critical velocity $c_0$, the above solvability condition (14) fails, and hence the second pair of eigenvalues will start to move away from zero and generically emerge on the real axis when $c$ is either below or above the threshold value $c_0$, indicating spectral instability of the corresponding traveling waves. This is confirmed by the relationship we derive in Sec. [V] below between the sign of $H'(c)$ and the leading-order behavior of $\lambda$ near zero (see Theorem [VI]). Thus the condition $H'(c) = 0$ is a sufficient condition for a change of the stability of a solitary traveling wave in Hamiltonian systems under consideration. It should be noted that this condition is not necessary for the onset of instability. Indeed, a variety of different instability mechanisms may be available to the Hamiltonian system, including the Hamiltonian Hopf scenario, in which two eigenvalues may collide and give rise to a quartet associated with an oscillatory instability, or the period doubling case, where a pair of multipliers (see the Floquet analysis below) may exit the unit circle at $-1$. However, we will not systematically explore these instability mechanisms in what follows.

We conclude this section with some technical results and notations that will be used below in Sec. [V]. If $H'(c) \neq 0$, the 2-by-2 matrix $M$ with entries given by $M_{j,k} = \langle J^{-1}e_j, e_k \rangle, j, k = 0, 1,$ is invertible. More precisely,

$$M = \begin{pmatrix} 0 & -\alpha_1 \\ \alpha_1 & 0 \end{pmatrix}, \quad \alpha_1 = \langle J^{-1}e_1, e_0 \rangle \neq 0.$$

Let $G_{2,0} = \text{span}\{e^{i2n\pi\tau} e_k | n \in \mathbb{Z}, k = 0, 1\}$, $G_2 = \text{cl}(G_{2,0})$ and

$$G_2^\# = \{ X \in D^0([0,1]) | \langle X, J^{-1} e^{i2n\pi\tau} e_k \rangle = 0, n \in \mathbb{Z}, k = 0, 1 \}.$$

Then $D^0([0,1])$ has the direct-sum decomposition $D^0([0,1]) = G_2 \oplus G_2^\#$ (see [14]).
When $H'(c) = 0$ and the zero eigenvalue is exactly quadruple, then $\langle e_0, J^{-1}e_1 \rangle = \langle e_0, J^{-1}e_2 \rangle = \langle e_1, J^{-1}e_2 \rangle = 0$ but $\langle e_0, J^{-1}e_3 \rangle \neq 0$. Then

$$M = \{(J^{-1}e_j, e_k)\}_{j,k=0,\ldots,3} = \begin{pmatrix} 0 & 0 & 0 & -\alpha_1 \\ 0 & 0 & \alpha_1 & 0 \\ 0 & -\alpha_1 & 0 & -\alpha_2 \\ \alpha_1 & 0 & \alpha_2 & 0 \end{pmatrix},$$

(16)

$$\alpha_1 = \langle J^{-1}e_3, e_0 \rangle = \langle J^{-1}e_1, e_0 \rangle \neq 0, \quad \alpha_2 = \langle J^{-1}e_3, e_2 \rangle.$$

Observe that $M$ is again invertible because $\alpha_1 \neq 0$ and we can explicitly find

$$M^{-1} = \frac{1}{\alpha_1} \begin{pmatrix} 0 & -\frac{\alpha_2}{\alpha_1} & 0 & 1 \\ \frac{\alpha_2}{\alpha_1} & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix}.$$

In this case, it is convenient to define $G_{4,0} = \text{span}\{e^{i2\pi n \tau}e_k | n \in \mathbb{Z}, k = 0,1,2,3\}$, $G_4 = \text{cl}(G_{4,0})$ and $G_{+} = \{X \in D^0([0,1])|\langle X, J^{-1}e^{i2\pi \tau}e_k \rangle = 0, n \in \mathbb{Z}, k = 0,1,2,3\}$. Then $D^0([0,1])$ has the direct-sum decomposition $D^0([0,1]) = G_4 \bigoplus G_{+}$

In fact, one can easily extend the results above to the case where $H'(c) = 0$ and the algebraic multiplicity of the zero eigenvalue is $n$, which, as we recall, must be an even number. In this case $L^{n}e_{n-1} = L^{n-1}e_{n-2} = L^{n-2}e_{n-3} = \ldots = Le_0 = 0, \alpha_1 = \langle J^{-1}e_{n-1}, e_0 \rangle \neq 0$, and $M = \{(J^{-1}e_j, e_k)\}_{j,k=0,\ldots,n-1}$ is invertible. Similarly, we define $G_{n,0} = \text{span}\{e^{i2\pi n \tau}e_k | n \in \mathbb{Z}, k = 0,1,2,\ldots,n\}$, $G_n = \text{cl}(G_{n,0})$ and $G_{+} = \{X \in D^0([0,1])|\langle X, J^{-1}e^{i2\pi \tau}e_k \rangle = 0, n \in \mathbb{Z}, k = 0,1,2,\ldots,n\}$, and observe that $D^0([0,1]) = G_n \bigoplus G_{+}$

IV. FLOQUET ANALYSIS OF THE SPECTRAL STABILITY OF SOLITARY TRAVELING WAVES

In this section we consider an alternative approach for studying the spectral stability of solitary traveling waves that is analytically equivalent to but numerically different from the eigenvalue problem (A2). It is based on the idea that the considered traveling waves on a lattice are periodic orbits modulo shifts, and solitary traveling waves in particular can thus be identified with localized time-periodic solutions known as discrete breathers. As a result, one expects an equivalence between the analysis of Floquet multipliers for the monodromy matrix associated with the relevant periodic orbit [22–24] and the eigenvalue problem (A2), as discussed below.

We begin by defining the evolution operator $E(\tau_0)$ such that $E(\tau_0)X_0 = X(\tau_0)$, where

$$c \frac{d}{d\tau} X(\tau) = AX(\tau), \quad \tau \in [0, \tau_0]$$

$$X(0) = X_0.$$  \hspace{1cm} (17)

Then traveling wave solutions of (6) satisfy $E(1)X_{tw}(\tau) = \tilde{S}_+ X_{tw}(\tau)$ for any $\tau$ in $[0,1]$, and in particular,

$$\tilde{S}_+ E(1)X_{tw}(0) = X_{tw}(0).$$

In other words, such solutions can be viewed as the fixed points of the map

$$F = \tilde{S}_+ E(1) - I.$$  \hspace{1cm} (18)

To study their stability, we consider another evolution operator $E_2(\tau_1, \tau_0)$ satisfying $E_2(\tau_1, \tau_0)Y_0 = Y(\tau_1)$, where

$$c \frac{d}{d\tau} Y(\tau) = DAX(1w(\tau))Y(\tau), \quad \tau \in [\tau_0, \tau_1]$$

$$Y(\tau_0) = Y_0.$$  \hspace{1cm} (19)

Let $X_0 = X_{tw}(0) + \epsilon Y_0$, where $\epsilon Y_0$ is a small perturbation of the fixed point $X_{tw}(0)$ of the map $F$ in (18). Substituting $X_0$ into (17), we find that to the leading order

$$F(X_0) = (\tilde{S}_+ E(1) - I)X_0 = (\tilde{S}_+ E_2(1,0) - I)Y_0.$$  \hspace{1cm} (18)

Suppose now that $Y_0$ satisfies $E_2(\tau,0)Y_0 = e^{\lambda \tau}Z_{tw}(\tau)$, where $Z_{tw}$ is a traveling wave. Then one can study the spectrum of $\tilde{S}_+ E_2(1,0)$ to analyze the spectral stability of the solitary traveling wave solution $X_{tw}$. The proposition stated below shows that this spectrum is closely related to the spectrum of the linear operator $L$ defined in (A2).
Proposition IV.1. \( Y_0 \) is an eigenfunction of \( \tilde{S}_+E_2(\tau_1, \tau_0) \) associated with the eigenvalue \( \mu = e^\lambda \) if and only if \( Z(\tau) = e^{-\lambda \tau}E_2(\tau, 0)Y_0 \) is an eigenfunction of \( \mathcal{L} \) associated with the eigenvalue \( \lambda \).

The proof can be found in Sec. I.A of the Supplementary Material. Note that \(|\mu| > 1\) implies instability and corresponds to the case \( \text{Re}(\lambda) > 0 \). The relationship between \( \lambda \) and \( \mu \) also explains why the spectrum of \( \mathcal{L} \) is \( 2\pi i \)-periodic. We now state the result concerning the generalized eigenfunctions:

Proposition IV.2. If \( Z_0(\tau) \) is an eigenfunction of \( \mathcal{L} \) associated with the eigenvalue \( \lambda \) and \( (\mathcal{L} - \lambda I)^kZ_k = (\mathcal{L} - \lambda I)^{k-1}Z_{k-1} = \ldots = (\mathcal{L} - \lambda I)Z_1 = Z_0 \), then \( Y_0 = Z_0(0) \) is an eigenfunction of \( \tilde{S}_+E_2(\tau_1, \tau_0) \) associated with the eigenvalue \( \mu = e^\lambda \), and there exist \( \{Y_j\}_{1 \leq j \leq k} \) such that \( (\tilde{S}_+E_2(\tau_1, \tau_0) - \mu I)^kY_k = (\tilde{S}_+E_2(\tau_1, \tau_0) - \mu I)^{k-1}Y_{k-1} = \ldots = (\tilde{S}_+E_2(\tau_1, \tau_0) - \mu I)Y_1 = 0 \). The converse is also true.

See Sec. I.B of the Supplementary Material for the proof. These results can be used to compute \( \{e_0, e_1, e_2, e_3\} \) for \( \mathcal{L} \) at \( c = c_0 \) such that \( H'(c_0) = 0 \) without solving the eigenvalue problem (A2). To do so, we first find \( \{Y_0, Y_1, Y_2, Y_3\} \) such that \( (\tilde{S}_+E_2(\tau_1, \tau_0) - I)Y_0 = 0 \) and \( (\tilde{S}_+E_2(\tau_1, \tau_0) - I)^3Y_3 = (\tilde{S}_+E_2(\tau_1, \tau_0) - I)^2Y_2 = (\tilde{S}_+E_2(\tau_1, \tau_0) - I)Y_1 = 0 \) and let \( \tilde{Y}_j = \sum_{i=0}^3 \Omega^{-1}Y_i \) for \( 0 \leq j \leq k \), with \( \Omega \) satisfying

\[
\Omega \begin{pmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ \frac{1}{2} - \frac{1}{4} & 1 & 0 & 0 \\ 0 & \frac{1}{2} & 1 & 1 \end{pmatrix} \Omega = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}.
\]

For example, one can use

\[
\Omega = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & \frac{1}{2} & 1 & 0 \\ 0 & \frac{1}{2} & -1 & 1 \end{pmatrix}.
\]

Let \( \tilde{Y}_j(\tau) = E_2(\tau, 0)Y_j \) for \( 0 \leq j \leq 3 \) and set

\[
\tilde{Z}_0(\tau) = Y_0, \quad \tilde{Z}_1(\tau) = Y_1(\tau) - \tau \tilde{Z}_0(\tau), \quad \tilde{Z}_2(\tau) = Y_2(\tau) - \tau \tilde{Z}_1(\tau) - \frac{1}{2} \tau^2 \tilde{Z}_0,
\]

\[
\tilde{Z}_3(\tau) = Y_3(\tau) - \tau \tilde{Z}_2(\tau) - \frac{1}{2} \tau^2 \tilde{Z}_1 - \frac{1}{6} \tau^3 \tilde{Z}_0.
\]

We then seek \( e_i \) in the form \( e_i = \sum_{j=0}^3 F_{i,j} \tilde{Z}_j, 0 \leq i \leq 3 \) and find \( F = (F_{i,j})_{0 \leq i,j \leq 3} \) such that

\[
e_0 = \partial_\tau X_{tw}(\tau; e_0), \quad \mathcal{L}^3e_3 = \mathcal{L}^2e_2 = \mathcal{L}e_1 = e_0.
\]

In particular, let \( F_{0,0} = \frac{\partial_\tau X_{tw}(\tau; e_0)}{Z_0(\tau)} \), then \( F_{i,j} = \delta_{i,j}F_{0,0} \) for \( 0 \leq i, j \leq 3 \).

Suppose \( Z_{tw}(\tau) \) is a traveling wave defined on \( \mathbb{R} \) (although it is sufficient to define it on \([0, 1]\)) and we define \( \tilde{E}_2(\tau_0) \) such that \( (\tilde{E}_2(\tau_0)Z_{tw})(\tau) = E_2(\tau + \tau_0, \tau)Z_{tw}(\tau) \). It can be checked that \( \tilde{E}_2(\tau_0)Z_{tw} \) is still a traveling wave. Since \( e^{-s\delta_\tau}E_2(\tau + \tau_0 + s, \tau + s) \delta_\tau = E_2(\tau + \tau_0, \tau) \), it follows that \( e^{-s\delta_\tau}E_2(\tau_0 + s) \delta_\tau = \tilde{E}_2(\tau_0) \). In fact, similar to the arguments in [16], one can show \( e^{-s\delta_\tau}\tilde{E}_2(s) \) is a group with the infinitesimal generator \( \frac{1}{c}DA(X_{tw}) - \partial_\tau = L \). In other words,

\[
e^{-s\delta_\tau}\tilde{E}_2(s) = \exp(s\frac{1}{c}DA(X_{tw}) - \partial_\tau)) = \exp(sL).
\]

V. SPLITTING OF THE ZERO EIGENVALUE

Recall that the spectrum of \( \mathcal{L} \) has a double eigenvalue for any velocity \( c \) in the family of solitary traveling wave solutions such that \( H'(c) \neq 0 \). We now consider the situation when there exists a critical nonzero velocity \( c_0 \) such that \( H'(c_0) = 0 \) but \( H''(c_0) \neq 0 \). As shown in Sec. III in this case the multiplicity of the zero eigenvalue of \( \mathcal{L} \) at \( c = c_0 \) is at least four, so that we generically expect the onset of instability due to the additional two or more eigenvalues splitting away from zero and appearing on the real axis. We start by considering the case when the eigenvalue is exactly quadruple, i.e., there exist \( \{e_0, e_1, e_2, e_3\} \) such that \( \mathcal{L}^4e_3 = \mathcal{L}^3e_2 = \mathcal{L}^2e_1 = \mathcal{L}e_0 = 0 \) and \( \langle J^{-1}e_0, e_3 \rangle \neq 0 \), and analyze the fate of the two eigenvalues splitting away from zero when \( c \neq 0 \).
Considering the neighborhood of the critical velocity \( c = c_0 \), we write \( c = c_0 + \epsilon \) and expand

\[
X_{tw}(\tau; c) = U_0 + \epsilon U_1 + \epsilon^2 U_2 + \epsilon^3 U_3 + \ldots ,
\]

where we define \( U_0 = X_{tw}(\tau; c_0) \), \( U_1 = (\partial_\tau X_{tw}(\tau; c))|_{c=c_0} \), \( U_2 = \frac{1}{2}(\partial^2_\tau X_{tw}(\tau; c))|_{c=c_0} \) and \( U_3 = \frac{1}{6}(\partial^3_\tau X_{tw}(\tau; c))|_{c=c_0} \); recall that we assumed that \( X_{tw} \) is smooth in \( c \). Accordingly, the operator \( \mathcal{L} \) has the expansion

\[
\mathcal{L} = \mathcal{L}_0 + \epsilon\mathcal{L}_1 + \epsilon^2\mathcal{L}_2 + \epsilon^3\mathcal{L}_3 + \ldots , \quad \mathcal{L}_k = \frac{1}{k!}(\frac{\partial}{\partial c})^k\mathcal{L}|_{c=c_0} , \quad k = 0, 1, 2, \ldots
\]

Recall that \( \{e_0, e_1, e_2, e_3\} \) are the eigenfunction and generalized eigenfunctions of \( \mathcal{L}_0 \) associated with \( \lambda = 0 \) and satisfying (16). In particular, \( e_0 = \partial_\tau U_0 \) and \( e_1 = c_0 U_1 \). In what follows, we will use \( G_4 = \text{cl} (\text{span} \{e_0, e_1, e_2, e_3\} \) and define the \( 4 \times 4 \) matrices \( K, L, B \) and \( F \) with the entries

\[
K_{jk} = \langle J^{-1} e_j, \mathcal{L}_1 e_k \rangle , \quad L_{jk} = \langle J^{-1} e_j, \mathcal{L}_2 e_k \rangle , \quad B_{jk} = \langle J^{-1} e_j, \mathcal{L}_3 e_k \rangle , \quad F_{jk} = \langle J^{-1} e_j, \mathcal{L}_4 e_k \rangle ,
\]

where \( j, k = 0, \ldots, 3 \). Note that these matrices are symmetric because \( J^{-1} = -J^T \) and \( J\mathcal{L} \) is self-adjoint.

We now consider the behavior of the two additional eigenvalues in the neighborhood of \( c_0 \). Below, we will show the following result:

**Proposition V.1.** If the generalized kernel of \( \mathcal{L}_0 \) is exactly four-dimensional, the essential spectrum does not contain zero, and \( H''(c_0) \neq 0 \), then the splitting eigenvalues are \( \lambda = O(\epsilon^{1/2}) \).

We remark that this proposition holds in the framework with weighted spaces (in the setting with unweighted spaces where zero is usually contained in the essential spectrum, the conditions are usually not satisfied and one needs to investigate whether the effects of the essential spectrum can be neglected). The result follows from the fact that two of the four eigenvalues of \( \mathcal{L} \) are always zero. It suffices to calculate the leading-order terms of the eigenvalues for the perturbed operator \( \mathcal{L} \) at \( c = c_0 + \epsilon \). By restricting the operator in the invariant subspace \( G_4 \), the question reduces to the perturbation of the matrix

\[
A_0 = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

(23)

with two constraints that hold for any \( c \),

\[
\mathcal{L}(\partial_\tau X_{tw}(\tau; c)) = 0
\]

(24)

and

\[
\mathcal{L}(c\partial_\tau X_{tw}(\tau; c)) = \partial_\tau X_{tw}(\tau; c).
\]

(25)

Note that the characteristic polynomial of the unperturbed matrix \( A_0 \) is \( \lambda^4 = 0 \). For the matrix \( A_0 \) with \( O(\epsilon) \) perturbation, the characteristic polynomial is

\[
\lambda^4 + a_3 \lambda^3 + a_2 \lambda^2 + a_1 \lambda + a_0 = 0,
\]

(26)

where the coefficients \( a_j \) are at most \( O(\epsilon) \). Moreover, due to two existing constraints (A6) and (A7), two of the eigenvalues are always zero, so we have \( \lambda^2(\lambda^2 + a_3 \lambda + a_2) = 0 \). Thus, either \( \lambda \sim \epsilon^{1/2} \) (if \( a_2 \neq 0 \)) or \( \lambda \sim \epsilon \) (if \( a_2 = 0 \)). However, as we show below, \( a_2 \) is proportional to \( H''(c_0) \) and thus nonzero by assumption.

### A. Reduced eigenvalue problem without constraints

To be more specific, let \( Z|_{G_4} = (e_0, e_1, e_2, e_3) \begin{pmatrix}
d_0 \\
d_1 \\
d_2 \\
d_3
\end{pmatrix} \) and \( P = \mathcal{L}|_{G_4} \) where \( G_4 \) is defined near the end of Sec. III. Since \( D^0([0, 1]) = G_4 \bigoplus \overline{G_4} \), here we consider the decomposition of \( Z \) such that \( Z|_{G_4} \in G_4 \) and \( Z - Z|_{G_4} \in \overline{G_4} \) while \( \mathcal{L}|_{G_4} \) is the operator \( \mathcal{L} \) restricted on the generalized kernel \( G_4 \). Then the reduced eigenvalue problem is

\[
P(e_0, e_1, e_2, e_3) \begin{pmatrix}
d_0 \\
d_1 \\
d_2 \\
d_3
\end{pmatrix} = \lambda(e_0, e_1, e_2, e_3) \begin{pmatrix}
d_0 \\
d_1 \\
d_2 \\
d_3
\end{pmatrix}.
\]

(27)
Let $A = A_0 + \epsilon A_1 + \epsilon^2 A_2 + \epsilon^3 A_3 \ldots$ be the matrix representation of $P$ in the basis $G_4$, with the unperturbed matrix $A_0$ given by (23). Then (27) can be written as

$$A \begin{pmatrix} d_0 \\ d_1 \\ d_2 \\ d_3 \end{pmatrix} = \lambda \begin{pmatrix} d_0 \\ d_1 \\ d_2 \\ d_3 \end{pmatrix},$$

(28)

Projecting (27) onto $J^{-1}e_j$ for $j = 0, \ldots, 3$, we obtain

$$Q \begin{pmatrix} d_0 \\ d_1 \\ d_2 \\ d_3 \end{pmatrix} = \lambda M \begin{pmatrix} d_0 \\ d_1 \\ d_2 \\ d_3 \end{pmatrix},$$

(29)

where $M$ is given by (16) and $Q = (\langle J^{-1}e_j, Pe_k \rangle) = (\langle J^{-1}e_j, L e_k \rangle), j, k = 0, \ldots, 3$, can be written as $Q = Q_0 + \epsilon Q_1 + \epsilon^2 Q_2 + \epsilon^3 Q_3 + \ldots$. Note that $Q_i = MA_i$ for $i = 0, 1, \ldots$ are symmetric, and in particular, $Q_1 = K, Q_2 = L$ and $Q_3 = B$, where we recall (24). Considering the eigenvalue problem (28), we obtain the following result:

**Proposition V.2.** For the eigenvalue problem (28) without any constraints imposed,

- $\lambda = O(\epsilon^{1/2})$ if and only if
  $$A_{1,30} = 0,$$
  $$A_{1,31} + A_{1,20} = 0$$

  and

  $$(A_{1,32} + A_{1,21} + A_{1,10})^2 + (A_{1,20}A_{1,33} + A_{1,10}A_{1,32} + A_{1,00}A_{1,31} - A_{2,30})^2 \neq 0;$$

- $\lambda = O(\epsilon^{1/3})$ if and only if (30) holds but (31) fails;

- $\lambda = O(\epsilon^{1/4})$ if and only if (30) fails.

Observe, however, that the condition (31) always holds due to the symmetry of $K$, which implies that $K_{01} = -\alpha_1 A_{1,31}$ is equal to $K_{10} = \alpha_1 A_{1,20}$ (recall that $\alpha_1 \neq 0$). This eliminates the second possibility ($\lambda = O(\epsilon^{1/3})$). As we will show below, the first constraint (A6) ensures that (30) holds, thus eliminating the third possibility ($\lambda = O(\epsilon^{1/4})$). Meanwhile, the second constraint (A7) and our assumption that $H''(c_0) \neq 0$ together ensure that (32) holds, so we have $\lambda = O(\epsilon^{1/2})$.

**B. Reduced eigenvalue problem with constraints and the leading approximation for the splitting eigenvalues**

In this subsection we use the constraints (A6) and (A7) to show that the splitting eigenvalues are of $O(\epsilon^{1/2})$ and compute their leading approximation.

Since (A6) holds for any $c$, expansion around $c = c_0$ using (20) and (21) shows that

$$0 = \mathcal{L}_0(\partial_r U_0)$$

$$0 = \mathcal{L}_0(\partial_r U_1) + \mathcal{L}_1(\partial_r U_0)$$

$$0 = \mathcal{L}_0(\partial_r U_2) + \mathcal{L}_1(\partial_r U_1) + \mathcal{L}_2(\partial_r U_0)$$

$$0 = \mathcal{L}_0(\partial_r U_3) + \mathcal{L}_1(\partial_r U_2) + \mathcal{L}_2(\partial_r U_1) + \mathcal{L}_3(\partial_r U_0).$$

Using

$$\partial_r U_j = \sum_{k=0}^{3} (g_j k e_k) + (\partial_r U_j)^\#, \quad (\partial_r U_j)^\# \in G_4^+,$$

(33)
we can rewrite the above equations as

\[
\begin{align*}
0 &= Q_0g_0 \\
0 &= Q_0g_1 + Q_1g_0 \\
0 &= Q_0g_2 + Q_1g_1 + Q_2g_0 \\
0 &= Q_0g_3 + Q_1g_2 + Q_2g_1 + Q_3g_0.
\end{align*}
\]

Since \( e_0 = \partial_r U_0 \), we have \( g_0 = (g_{00}, g_{01}, g_{02}, g_{03})^T = (1, 0, 0, 0)^T \). Recalling that \( Q_0 = MA_0, Q_1 = K, Q_2 = L \) and \( Q_3 = B \), we then use (35) to find that

\[
K_{00} = 0,
\]

which corresponds to (30), and

\[
g_1 = -A_0^T M^{-1} Q_1 g_0 + g_{10} g_0,
\]

which yields

\[
g_{11} = -\frac{K_{30}}{\alpha_1} + \frac{\alpha_2}{\alpha_1^2} K_{10}, \quad g_{12} = \frac{K_{20}}{\alpha_1}, \quad g_{13} = -\frac{K_{10}}{\alpha_1}.
\]

Using (36), we then obtain

\[
\sum_{j=1}^{3} g_{1j} K_{0j} + L_{00} = 0,
\]

which corresponds to

\[
A_{1,20}A_{1,33} + A_{1,10}A_{1,32} + A_{1,00}A_{1,31} - A_{2,30} = 0,
\]

and the coefficients \( g_2 = -A_0^T M^{-1} Q_1 g_1 - A_0^T M^{-1} Q_2 g_0 + g_{20} g_0 \), given in detail by (21) in Sec. II of the Supplementary Material.

Finally, (37) yields

\[
\sum_{j=1}^{3} g_{2j} K_{0j} + \sum_{j=0}^{3} g_{1j} L_{0j} + B_{00} = 0
\]

and the formulas (22) for the coefficients \( g_3 = -A_0^T M^{-1} Q_1 g_2 - A_0^T M^{-1} Q_2 g_1 - A_0^T M^{-1} Q_3 g_0 + g_{30} g_0 \).

We now turn to the constraint (A7), which again holds for any \( c \). Expanding both sides in \( \epsilon \) and using (20), (21), we obtain

\[
\begin{align*}
\mathcal{L}_0(c_0 U_1) &= \partial_r U_0 \\
\mathcal{L}_0(2c_0 U_2 + U_1) + \mathcal{L}_1(c_0 U_1) &= \partial_r U_1 \\
\mathcal{L}_0(3c_0 U_3 + 2U_2) + \mathcal{L}_1(2c_0 U_2 + U_1) + \mathcal{L}_2(c_0 U_1) &= \partial_r U_2 \\
\mathcal{L}_0(4c_0 U_4 + 3U_3) + \mathcal{L}_1(3c_0 U_3 + 2U_2) + \mathcal{L}_2(2c_0 U_2 + U_1) + \mathcal{L}_3(c_0 U_1) &= \partial_r U_3.
\end{align*}
\]

Using

\[
U_j = \sum_{k=0}^{3} (f_{jk} e_k) + (U_j)^\# \in G^+_4,
\]

we have

\[
\begin{align*}
c_0 Q_0 f_1 &= M g_0 \\
Q_0(2c_0 f_2 + f_1) + Q_1 c_0 f_1 &= M g_1 \\
Q_0(3c_0 f_3 + 2f_2) + Q_1(2c_0 f_2 + f_1) + Q_2 c_0 f_1 &= M g_2 \\
Q_0(4c_0 f_4 + 3f_3) + Q_1(3c_0 f_3 + 2f_2) + Q_2(2c_0 f_2 + f_1) + Q_3 c_0 f_1 &= M g_3.
\end{align*}
\]
As shown in Sec. II of the Supplementary Material, this yields the coefficients \( f_{ij}, i, j = 1, \ldots, 3 \) in (B2). In particular, we have

\[
f_{23} = \frac{K_{20} - K_{11} - c_0 f_{10} K_{10}}{2a_1 c_0}.
\]  

Recall that Proposition V.2 states that \( \lambda = \mathcal{O}(\epsilon^{1/2}) \) if and only if (30), (31) and (32) hold. The above analysis shows that (30) is imposed by the constraint (A6). As we discussed above, (31) also holds, due to the symmetry of \( K \). Observe also that (42) derived above means that (52) holds if and only if

\[
A_{1,32} + A_{1,21} + A_{1,10} = 0.
\]  

We now show that this inequality holds due to our assumption that \( H''(c_0) \neq 0 \), so that by Proposition V.2 we have \( \lambda = \mathcal{O}(\epsilon^{1/2}) \). Indeed, writing \( H(c) = H(c_0) + \epsilon H'(c_0) + \frac{\epsilon^2}{2} H''(c_0) + o(\epsilon^2) \) and recalling (6), (16), (20), (31), (49), (52) and (51), we obtain

\[
H''(c_0) = 2(\nabla H, U_2) + \langle U_1, \nabla^2 H U_1 \rangle
= 2c_0\langle J^{-1} e_0, U_2 \rangle + c_0\langle U_1, J^{-1} L_0 U_1 \rangle + \epsilon c_0\langle U_1, J^{-1} \partial_2 U_1 \rangle
= 2c_0 f_{23} \langle J^{-1} e_0, e_3 \rangle + \langle U_1, J^{-1} c_0 \rangle + c_0 f_{10} (\langle e_0, J^{-1} e_3 \rangle + g_{12} (\langle e_1, J^{-1} e_2 \rangle)
= 2c_0 \frac{K_{20} - K_{11} - c_0 f_{10} K_{10}}{2a_1 c_0} (\lambda_1 - 0) + 0 - c_0 f_{10} K_{10} - K_{20}
= K_{11} - 2K_{20} = \alpha_1 (A_{1,21} + A_{1,32} + A_{1,10}),
\]

where

\[
\nabla H = \left. \frac{\partial H}{\partial X} \right|_{X=X_{\tau}(\tau, c_0)}, \quad \nabla^2 H = \left. \frac{\partial^2 H}{\partial X^2} \right|_{X=X_{\tau}(\tau, c_0)}.
\]  

Here we used the fact that \( K_{11} = \alpha_1 A_{1,21} \) and \( K_{20} = -\alpha_1 A_{1,32} = -\alpha_1 A_{1,10} = K_{20} \), where the last equality takes into account (30). Recall also that \( \alpha_1 \) defined in (16) is nonzero.

Substituting \( \lambda = \epsilon^{1/2} \lambda_1 + \epsilon \lambda_2 + \epsilon^{3/2} \lambda_3 + \ldots \) and \( Z = Z_0 + \epsilon^{1/2} Z_1 + \epsilon Z_2 + \epsilon^{3/2} Z_3 + \ldots \) into \( \lambda Z = L Z \), we obtain

\[
0 = L_0 Z_0, \\
\lambda_1 Z_0 = L_0 Z_1, \\
\lambda_1 Z_1 + \lambda_2 Z_0 = L_0 Z_2 + L_1 Z_0, \\
\lambda_1 Z_2 + \lambda_2 Z_1 + \lambda_3 Z_0 = L_0 Z_3 + L_1 Z_1, \\
\lambda_1 Z_3 + \lambda_2 Z_2 + \lambda_3 Z_1 + \lambda_4 Z_0 = L_0 Z_4 + L_1 Z_2 + L_2 Z_0.
\]

With \( Z_j = \sum_{k=0}^{3} (C_{jk} e_k) + (Z_j)^# \), where \((Z_j)^# \in G_4^+\), we then have

\[
0 = A_0 C_0, \\
\lambda_1 C_0 = A_0 C_1, \\
\lambda_1 C_1 + \lambda_2 C_0 = A_0 C_2 + M^{-1} Q_1 C_0, \\
\lambda_1 C_2 + \lambda_2 C_1 + \lambda_3 C_0 = A_0 C_3 + M^{-1} Q_1 C_1, \\
\lambda_1 C_3 + \lambda_2 C_2 + \lambda_3 C_1 + \lambda_4 C_0 = A_0 C_4 + M^{-1} Q_1 C_2 + M^{-1} Q_2 C_0, \\
\]

where we recall that \( M \) defined in (16) is skew-symmetric, while \( Q_0 = MA_0, Q_1 = K, Q_2 = L \) and \( Q_3 = B \) are symmetric. Setting \( C_{00} = 1 \), we find that

\[
C_0 = C_{00} g_0 = g_0, \\
C_1 = \lambda_1 A_0^T C_0 + C_{10} g_0 = \lambda_1 A_0^T g_0 + C_{10} g_0, \\
C_2 = A_0^T (\lambda_1 C_1 + \lambda_2 C_0 - M^{-1} K C_0) + C_{20} g_0, \\
C_3 = A_0^T (\lambda_1 C_2 + \lambda_2 C_1 + \lambda_3 C_0 - M^{-1} K C_1) + C_{30} g_0.
\]

Due to the special form of \( A_0 \), we first check that the last row of each system in (53)–(57) is satisfied. The first two are straightforward. Observe that the last row of (55) is equivalent to the last row of \( \lambda_1 C_1 + \lambda_2 C_0 = M^{-1} K C_0 \), or \( 0 = M^{-1} K C_0 \),
Theorem V.1. Consider a lattice Hamiltonian system

\[ \begin{align*}
\alpha_1 \lambda_1^4 + (2K_{20} - K_{11}) \lambda_1^2 + \left( L_{00} + \frac{K_{20}^2}{\alpha_1} + \frac{\alpha_2 K_{10}^2}{\alpha_1^2} - \frac{2K_{10}K_{30}}{\alpha_1} \right) &= 0,
\end{align*} \]

where the last term is zero by (41), as can be seen after substituting (40) and taking into account the symmetry of \( \text{Material} \).

\( \lambda \) which has a double root at zero, corresponding to two eigenvalues that are always zero, and a nonzero pair of roots satisfying \( x < c \) one, implying the transition to instability as \( c \) passes through 0. To be more specific, if \( H'(c_0) = 0 \) and \( H''(c_0) \alpha_1 > 0 \), as \( c \) increases from \( c_1 < c_0 \) to \( c_0 \), there will be a pair of eigenvalues \( \lambda \approx \pm i \sqrt{\frac{H''(c_0)}{\alpha_1}} (c - c_0) \) moving towards each other along the imaginary axis and colliding at the origin at \( c = c_0 \). As we continue increasing \( c \) to \( c_2 > c_0 \), a pair of zero eigenvalues will split and move on the real axis as \( \lambda \approx \pm \sqrt{\frac{H''(c_0)}{\alpha_1}} (c - c_0) \). If \( H''(c_0) \alpha_1 < 0 \), this process will be reversed as \( c \) increases.

We summarize these results in the following Theorem:

**Theorem V.1.** Consider a lattice Hamiltonian system \( \frac{dx}{dt} = J \frac{\partial H}{\partial x} \) and assume that

- it has a family of traveling wave solutions \( x_{tw}(t; c) \) parameterized by velocity \( c \) that are smooth in \( c \);
- for \( \tau = ct \) and \( X_{tw}(\tau; c) = x_{tw}(t; c) \), we have \( \partial_{\tau} (X_{tw,j}(\tau; c)) = \partial_{\tau} (X_{tw,j}(\tau; c)) \) in \( D^0([0, 1]) \) for \( k = 1, 2 \) (if weighted spaces are used, these functions should be in \( D^1([0, 1]) \));
- there exists velocity \( c_0 \) such that the system’s Hamiltonian \( H(c) = \int_0^1 H|_{X = X_{tw}(\tau; c)} d\tau \) satisfies \( H'(c_0) = 0 \) and \( H''(c_0) \neq 0 \);
- the generalized kernel of \( \mathcal{L}_0 = \sum_{c} J \frac{\partial H}{\partial X} (X = X_{tw}(\tau; c)) \) is of dimension 4, with \( \mathcal{L}_0^4 e_3 = \mathcal{L}_0^3 e_2 = \mathcal{L}_0^2 e_1 = \mathcal{L}_0 e_0 = 0 \).
- the contribution from the essential spectrum to the zero eigenvalue is at a higher order (this assumption is not needed if weighted spaces are used).

Then there exist \( c_1 < c_0 \) and \( c_2 > c_0 \) such that for \( c \in (c_1, c_2) \), a pair of eigenvalues of \( \mathcal{L} \) is given by

\[ \lambda = \pm \sqrt{\frac{H''(c_0)}{\alpha_1}} (c - c_0) + O(|c - c_0|), \]

where \( \alpha_1 = (J^{-1} e_3, e_0) \). In particular, if \( H''(c_0) \alpha_1 < 0 \), the solution \( x_{tw}(t; c) \) is unstable for \( c \in (c_1, c_0) \). If \( H''(c_0) \alpha_1 > 0 \), the solution \( x_{tw}(t; c) \) is unstable for \( c \in (c_0, c_2) \).

C. Higher-dimensional generalized kernel

We now generalize Theorem V.1 to the case when the generalized kernel of \( \mathcal{L}_0 \) has dimension larger than or equal to 4: \( \text{gker}(\mathcal{L}_0) = n, n \geq 4 \). Recall that \( n \) must be even.

**Lemma V.1.** Suppose all the assumptions in Theorem V.1 hold except that \( \dim(\text{gker}(\mathcal{L}_0)) = n \geq 4 \), where \( n \) is even, and

\[ \mathcal{L}_0^n e_{n-1} = \mathcal{L}_0^{n-1} e_{n-2} = \ldots = \mathcal{L}_0^2 e_1 = \mathcal{L}_0 e_0 = 0. \]

Then there exist \( c_1 < c_0 \) and \( c_2 > c_0 \) such that for \( c \in (c_1, c_2) \), the leading-order terms of nonzero eigenvalues of \( \mathcal{L} \) are

\[ \lambda = e^{\frac{\pi i}{n-2}} \left( \frac{H''(c_0)}{\alpha_1} (c - c_0) \right)^{1/(n-2)} + O(|c - c_0|^{1/(n-2)}), \quad j = 0, 1, \ldots, n-3, \]

where \( \alpha_1 = (J^{-1} e_{n-1}, e_0) \).

The proof can be found in Sec. I.C of the Supplementary Material.

The degenerate case when \( H'(c_0) = H''(c_0) = 0 \) but \( H'''(c_0) \neq 0 \) is briefly discussed in Sec. III of the Supplementary Material.
VI. EXAMPLES

In this section we illustrate the results of our stability analysis by considering two examples of lattice dynamical systems that have solitary wave solutions which change stability. Details of the numerical procedures used to obtain these solutions and analyze their stability can be found in Sec. IV of the Supplementary Material.

As our general setup, we consider a lattice of coupled nonlinear oscillators with a generic nearest-neighbor potential and all-to-all harmonic long-range interactions. In principle, the methodology can capture nonlinear long-range interactions, but here we consider linear ones for simplicity. Such a system is described by the following Hamiltonian:

$$ H = \sum_{n=-\infty}^{\infty} \left[ \frac{1}{2} \dot{q}_n^2 + V(q_{n+1} - q_n) + \frac{1}{4} \sum_{m=-\infty}^{\infty} \Lambda(m)(q_n - q_{n+m})^2 \right], $$

where $q_n(t)$ represents the displacement of $n$th particle from the equilibrium position at time $t$, $\dot{q}_n(t) \equiv q'_n(t)$. $V(r)$ is a generic potential governing the nonlinear interactions between nearest neighbors, and $\Lambda(m)$ are long-range interaction coefficients, which decay as $|m| \to \infty$; in the absence of such interactions, $\Lambda(m) = 0$. For instance, $\Lambda(m) = \rho(e^\gamma - 1)e^{-\gamma|m|(1 - \delta_{m,0})}$, where $\rho > 0$ and $\gamma > 0$ are constants, corresponds to the Kac-Baker interaction [19], and $\Lambda(m) = \rho|m|^{-\gamma}(1 - \delta_{m,0})$ corresponds to the dipole-dipole (Coulomb) interaction for $s = 5$ ($s = 3$) between charged particles on a lattice [18]. The dynamics of the system is governed by

$$ \ddot{q}_n - V'(q_{n+1} - q_n) + V'(q_n - q_{n-1}) + \sum_{m=1}^{\infty} \Lambda(m)(2q_n - q_{n+m} - q_{n-m}) = 0, $$

(59)

Since the solitary solutions we consider are kink-like in terms of displacement, it is more convenient to rewrite (59) in terms of the strain variables $r_n = q_{n+1} - q_n$, obtaining

$$ \ddot{r}_n + 2V'(r_n) - V'(r_{n+1}) - V'(r_{n-1}) + \sum_{m=1}^{\infty} \Lambda(m)(2r_n - r_{n+m} - r_{n-m}) = 0. $$

(60)

Solitary traveling wave solutions of (60) have the form

$$ r_n(t) = \phi(\xi), \quad \xi = n - ct, $$

where $c$ is the velocity of the wave. Such solutions thus satisfy the advance-delay differential equation

$$ c^2 \phi''(\xi) + 2V'(\phi(\xi)) - V'(\phi(\xi + 1)) - V'(\phi(\xi - 1)) $$

$$ + \sum_{m=1}^{\infty} \Lambda(m)(2\phi(\xi) - \phi(\xi + m) - \phi(\xi - m)) = 0. $$

(61)

In addition, the solutions must vanish at infinity:

$$ \lim_{\xi \to \pm \infty} \phi(\xi) = 0. $$

(62)

As our first example of a system where stability of a solitary traveling wave changes with velocity, we consider a smooth regularization of the model studied in [20]. The original model is an FPU lattice [58] with only short-range interactions ($\Lambda(m) = 0$) and a biquadratic potential,

$$ V(r) = \begin{cases} \frac{1}{2}r^2, & |r| \leq r_c \\ \frac{1}{2}(|r| - r_c)^2 + r_c |r| - \frac{1}{2}r_c^2, & |r| > r_c, \end{cases} $$

(63)

which allows construction of explicit solitary traveling waves [20]. Here $r_c > 0$ is a fixed transition strain separating the quadratic regimes, and $\chi > 1$ is the elastic modulus for $|r| > r_c$, while the other modulus is rescaled to one. As shown in [20], the system has a family of solitary traveling wave solutions $r_n(t) = \phi(n - ct)$ with velocities $c$ in the range $1 < c < \sqrt{\chi}$. As $c$ approaches the lower sonic limit, $c \to 1$, solutions delocalize, with $r_n(t) \to r_c > 0$ for all $n$. As a result, essentially by construction, the energy $H(c)$ of the system tends to infinity in this limit. This is in contrast to the smoother FPU systems, where solutions delocalize to zero as they approach the sonic limit, with $H(c) \to 0$ and are well described by the KdV equation [14]. In this case, however, the system is linear for $|r| < r_c$ and thus cannot have nonlinear waves delocalizing at zero. As the velocity $c$ increases away from $c = 1$, the wave becomes more localized, and the energy $H(c)$ decreases for $c$ just above the sonic limit.
FIG. 1: First (left panel) and second (right panel) derivatives of the regularized potential $V(r)$ for different values of the parameter $\epsilon$. Here $r_c = 1$ and $\chi = 4$, and only $r \geq 0$ is shown due to symmetry.

FIG. 2: Typical profiles $\phi(\xi)$ of solitary traveling waves for the regularized potential with $\epsilon = 0.25$, $\chi = 4$ and $r_c = 1$ (left panel) and the $\alpha$-FPU model with Kac-Baker long-range interactions, for $\gamma = 0.18$ and $\rho = 0.02$ (right panel).

However, its amplitude also increases, so eventually the energy starts growing with $c$ and tends to infinity as $c \to \sqrt{\chi}$. As a result, $H(c)$ has a minimum at velocity $c = c_0$, with $H'(c_0) = 0$, $H'(c) < 0$ for $1 < c < c_0$ and $H'(c) > 0$ for $c_0 < c < \sqrt{\chi}$. According to our energy-based criterion, we thus expect to see stability change at $c = c_0$. This is confirmed by direct numerical (time evolution) simulations in [20, 31], which indicate that the solitary traveling waves are unstable when $1 < c < c_0$ and stable for $c_0 < c < \sqrt{\chi}$.

The potential (63) has a discontinuous second derivative:

$$V''(r) = \begin{cases} 1, & |r| \leq r_c \\ \chi, & |r| > r_c, \end{cases}$$

so our analysis framework is not directly applicable in this case. Instead, we consider a smooth regularization of this potential, with $V''(r)$ in the form

$$V''(r) = 1 + \frac{\chi - 1}{\pi} \left( \arctan \frac{r^2 - r_c^2}{\epsilon^2} + \arctan \frac{r_c^2}{\epsilon^2} \right),$$

where $\epsilon > 0$ is the regularization parameter. The expression for $V'(r)$ is quite cumbersome and thus not included here. Fig. 1 shows the shape of $V'(r)$ and $V''(r)$ for different values of $\epsilon$, including $\epsilon = 0$ when $V'(r)$ reduces to (63). Note that for all $\epsilon \geq 0$ we have the same lower sonic limit: $c_s = V''(0) = 1$. Increasing $\epsilon$ from zero smoothens the corners of $V'(r)$ at $r = \pm r_c$ and decreases its slope at $|r| > r_c$.

We used spectral methods (see Sec. IV of the Supplementary Material for details) to construct a family of solitary traveling waves for the regularized system, with typical profiles shown for the strain variable in the left panel of Fig. 2. Importantly, the smooth regularized potential makes possible the regular near-sonic KdV limit, with solutions delocalizing to zero and $H(c) \to 0$ as $c \to 1$. For small enough $\epsilon$, we have a narrow interval $1 < c < c_{0,\text{max}}$, where $H(c)$ rapidly increases from zero. The energy
then reaches a local maximum value at \( c = c_{0,\text{max}} \) \( H'(c_{0,\text{max}}) = 0 \), \( H''(c_{0,\text{max}}) < 0 \) and decreases for \( c_{0,\text{max}} < c < c_{0,\text{min}} \) to a local minimum value at \( c = c_{0,\text{min}} \) \( H'(c_{0,\text{min}}) = 0 \), \( H''(c_{0,\text{min}}) > 0 \) and then starts increasing again. As \( \varepsilon \) tends to zero, we have \( c_{0,\text{max}} \rightarrow 1 \), \( c_{0,\text{min}} \rightarrow 0 \), and the local maximum value \( H(c_{0,\text{max}}) \) tends to infinity. This is illustrated in the left panel of Fig. 3.

The regularization also allows to analyze the spectral stability of the solitary traveling wave solutions using the two approaches described in Sections III, V co-traveling steady-state eigenvalue analysis and calculation of Floquet multipliers for periodic orbits (modulo shift). Fig. 3 showcases the power of the stability criterion and illustrates the complementary nature of the two approaches. For the parameter values \( \varepsilon = 0.25 \), \( \chi = 4 \) and \( r_{c} = 1 \), we have \( c_{0,\text{max}} = 1.00546 \) and \( c_{0,\text{min}} = 1.04979 \) such that \( H'(c) < 0 \) for \( c_{0,\text{min}} < c < c_{0,\text{max}} \) and \( H'(c) > 0 \) otherwise. In the velocity interval \( (c_{0,\text{max}}, c_{0,\text{min}}) \), an eigenvalue of the operator \( L \) crosses through \( \lambda = 0 \) into the positive real axis (dots in right panel of Fig. 3), indicating instability. In fact, it can be shown [16] that the stability problem in the co-traveling frame also possesses eigenvalues \( \lambda + i (2 \pi j) \), where \( j \in \mathbb{Z} \), as demonstrated in the left panel of Fig. 3. Notice that the finite domain nature of the computation leads to a number of spurious unstable eigenvalues in the figure. However, we have systematically checked (see also Sec. IV of the Supplementary Material for relevant details) that their real part decreases with the system length and hence expect such spurious instabilities to be absent in the infinite domain limit. Finally, the solid curve in the right panel of the Fig. 3 shows the Floquet multiplier calculation associated with the time \( T = 1/c \) map of the corresponding periodic orbit, transformed (in order to compare with the steady state eigenvalue approach) according to the relation \( \lambda = \log(\mu) \). Confirming the complementary picture put forth, we find that in this case a pair of Floquet multipliers crosses through \( (1, 0) \) and into the real axis for the exact same parametric interval. The right panel of Fig. 3 depicts the typical Floquet spectrum for an unstable traveling wave. Notice that there is a slight mismatch between the bifurcation loci predicted by the local extrema of \( H(c) \) (denoted by \( c_{0,\text{max}} \) and \( c_{0,\text{min}} \)) and the values predicted by the eigenvalues of the linearization operator \( L \) (denoted by \( c_{\lambda,\text{max}}^{0} \) and \( c_{\lambda,\text{min}}^{0} \), respectively). When the system length \( l \) is increased, \( c_{0,\text{max}} \) and \( c_{0,\text{min}} \) remain invariant but \( c_{\lambda}^{0} \) approaches the corresponding \( c_{0} \) values. This is a consequence of the fact that for small \( l \), the solution at the boundaries is larger than the machine precision.

To connect these results with the theoretical analysis of [16], Fig. 3 shows the dependence of \( \lambda^{2} \) with respect to \( c \) near \( c_{\lambda}^{0} \) for both bifurcations, which according to Theorem V.1 must be linear in the vicinity of \( c_{\lambda}^{0} \) with the slope

\[
\beta_{\lambda} = \frac{H''(c_{\lambda}^{0})}{\alpha_{1}},
\]

(66)

where \( \alpha_{1} \) is defined in [16]. To compute \( \beta_{\lambda} \) in (66), we use \( c_{0} \), i.e. the value of \( c \) at which \( H'(c) = 0 \); however, for determining \( \alpha_{1} \) we calculate the eigenmodes at \( c_{\lambda}^{0} \), as this value corresponds to the point where we are closer to a quadruplet of zero eigenvalues. Table 1 shows the numerical value of the slope \( \beta_{\lambda} \) (obtained by the best linear fit) and its theoretical prediction (66) for both bifurcations, at \( c_{0,\text{max}} \) and \( c_{0,\text{min}} \), where \( \alpha_{1} \) is computed numerically. There is a mismatch of \( \sim 1\% \) at the second bifurcation, at \( c_{0,\text{min}} \). This mismatch is likely due to the fact that \( \alpha_{1} \) in Lemma V.1 cannot be computed at the precise value of \( c_{\lambda}^{0} \) in the numerical setup. The theoretical prediction \( \beta_{\lambda} \) at the first bifurcation at \( c_{0,\text{max}} \) is less accurate in comparison to the numerical value of \( \beta \) (although it has the same order of magnitude). This is likely caused by the fact that the solitary traveling wave is rather wide at the bifurcation (recall that the solitary waves delocalize when \( c \) approaches the sonic limit \( c_{s} = 1 \), as illustrated in Fig. 3), and \( L_{\epsilon_{1}} \) and \( L^{2} \epsilon_{2} \) are not precisely in the kernel of \( L \), causing an error in computing \( \alpha_{1} \) and therefore \( \beta_{\lambda} \). We note that, although the value \( l = 100 \) has been fixed for the length of the system in the calculations leading to Fig. 3 and Table 1, we used different values of the mesh size \( \Delta \xi \) (see Sec. IV of the Supplementary Material for details) at the two bifurcations, \( \Delta \xi = 0.025 \).
FIG. 4: Stability analysis of the unstable solitary traveling wave with velocity \( c = 1.034 \) for the regularized potential with \( \varepsilon = 0.25, \chi = 4, r_c = 1 \). The left panel shows the spectrum of the linearization operator \( \mathcal{L} \) for \( \text{Im}(\lambda) \in (-\pi, \pi) \); the inset corresponds to the full spectrum. In the right panel, the Floquet multipliers spectrum is shown.

FIG. 5: Dependence of the squared linearization eigenvalue \( \lambda^2 \) on \( c \) for solitary wave solutions for the regularized potential with \( \varepsilon = 0.25, \chi = 4, r_c = 1 \) in the vicinity of bifurcations at \( c_{0,\text{max}} \) (left panel) and \( c_{0,\text{min}} \) (right panel). The straight line in each panel represents the best linear fit from which the corresponding value of \( \beta \) is inferred numerically.

at the first one and \( \Delta \xi = 0.0125 \) at the second. These choices were motivated by the fact that at high \( c \) the solitary wave must be resolved with a finer grid in order to feel the regularization of the potential. Better results for the theoretical predictions at the first bifurcation could be obtained by substantially increasing the system’s length; however, this would render the linearization problem rather unwieldy.

Despite the numerical issues discussed above, these results are generally in a very good agreement with the theoretical predictions. In addition to showing instability when \( H'(c) < 0 \) and the linear dependence of the squared eigenvalue on \( c - c_0 \), in agreement with Theorem V.1 they also suggest that \( H'(c) > 0 \) corresponds to spectral stability. In particular, the solitary traveling waves are apparently stable at \( 1 < c < c_{0,\text{max}} \), which is consistent with stability of near-sonic waves proved in [17].

TABLE I: Comparison between the numerical slope \( \beta \) and its theoretical prediction \( \beta_t \) in [55] of the \( \lambda^2 \) vs \( c \) dependence at the bifurcations \( c_{0,\text{max}} \) and \( c_{0,\text{min}} \) in the problem with the regularized potential \( (\varepsilon = 0.25, \chi = 4, r_c = 1) \). Parameters involved in the theoretical calculations are also shown. Here the first column shows the values of \( c_0 \) at which \( H'(c_0) = 0 \) (\( c_{0,\text{max}} \) in the first row and \( c_{0,\text{min}} \) in the second), and the second column shows the corresponding values of \( \lambda_0 \) where an eigenvalue crosses zero (or a Floquet multiplier crosses 1), together with \( H''(c_0) \) and \( \alpha_1 \).

| \( c_0 \)  | \( \lambda_0 \) | \( H''(c_0) \) | \( \alpha_1 \) | \( \beta_t \) | \( \beta \) |
|-----------|----------------|----------------|-------------|-------------|-------------|
| 1.00546   | 1.00572        | \(-5.3912 \times 10^4\) | \(-5.6315 \times 10^7\) | 9.5734 \times \(10^{-4}\) | 2.4400 \times \(10^{-4}\) |
| 1.0497    | 1.0492         | \(3.2588 \times 10^2\)  | \(-7.0461 \times 10^4\) | \(-4.6250 \times \(10^{-3}\) | \(-4.5713 \times \(10^{-3}\) |
This example also provides a nice explanation of the instability of solitary waves near the lower sonic limit $c = 1$ at $\varepsilon = 0$, when $c_{0,\text{max}} = 1$, and the problem no longer has a KdV limit (unless one allows $r_c$ and $\chi$ to depend on $c$ [20]).

To complement these results by means of direct numerical simulations, we now consider the dynamic evolution of unstable traveling waves by solving (60) numerically (see Sec. IV of the Supplementary Material for details) with initial conditions given by an unstable traveling wave perturbed along the direction of the Floquet mode causing the instability. The typical dynamical scenario is shown in Fig. 6 for the unstable wave with $c = 1.034$. The eigenvalue spectrum of this solution is shown in Fig. 4. One can see that linear waves are continuously being created, and the solitary wave degrades with time.

Turning now to our second example, we consider the model studied in [19, 32–34], the $\alpha$–FPU lattice [1, 5] with long-range Kac-Baker interactions that have exponentially decaying kernel. This corresponds to (58) with

$$V(r) = \frac{r^2}{2} - \frac{r^3}{3}, \quad \Lambda(m) = \rho(\varepsilon - 1)e^{-\gamma|m|(1 - \delta_{m,0})}.$$  \hspace{1cm} (67)

Long-range interactions of this type have been argued to be of relevance for modeling Coulomb interactions in DNA [19]. As shown in [19], when

$$\rho_1 < \rho < \rho_2,$$

where

$$\rho_1 \approx \begin{cases} 0.23\gamma_1^4, & \gamma < \gamma_1, \\ \infty, & \gamma \geq \gamma_1, \end{cases}, \quad \rho_2 \approx \begin{cases} \frac{3}{8}\gamma_2^4, & \gamma < \gamma_2, \\ \infty, & \gamma \geq \gamma_2 \end{cases}$$  \hspace{1cm} (68)

and $\gamma_1 = 0.25$ and $\gamma_2 = 0.16$, the energy $H(c)$ of the supersonic solitary traveling waves in this system is non-monotone so that the curve presents a local maximum and a local minimum. Clearly, for this to hold it is necessary that $\gamma < \gamma_1$. The energy of the waves tends to zero when $c$ approaches the sound velocity

$$c_s = \sqrt{1 + \frac{1 + \exp(-\gamma)}{(1 - \exp(-\gamma))^2}}.$$  

In what follows, we choose $\gamma = 0.18$ and $\rho = 0.02$, which places the system in the regime with non-monotone $H(c)$ and yields $c_{s,\text{max}} = 1.5338$. The profiles of solitary traveling waves with different velocities $c$ are depicted in the right panel of Fig. 2. The resulting non-monotone $H(c)$ curve is shown in the left panel of Fig. 7. In particular, $H'(c)$ is negative for $c_{0,\text{max}} < c < c_{0,\text{min}}$, where $c_{0,\text{max}} = 1.6958$ and $c_{0,\text{min}} = 1.7185$ denote, as in the previous example, the velocity values at which $H(c)$ reaches a local maximum and a local minimum, respectively. Very close to this interval of velocities, an eigenvalue of the operator $L$ crosses through $\lambda = 0$ (dots in right panel of Fig. 7) and a Floquet mode pair crosses $(1, 0)$ (solid line in right panel of Fig. 7). As discussed above, there are numerical effects caused by the finite length $l$ of the lattice; as a result, the interval of instabilities observed by means of the spectral stability analysis is $1.6971 < c < 1.7137$ for $l = 400$ and $1.6964 < c < 1.7161$ for $l = 800$ (in both cases, we used $\Delta t = 0.1$). Clearly, however, the instability interval approaches the interval for which $H'(c) < 0$. Fig. 8 shows the spectrum of $L$ and the Floquet mode spectrum for an unstable traveling wave with velocity $c = 1.7$ in this interval.
FIG. 7: Traveling solitary waves in the $\alpha$-FPU potential with Kac-Baker long-range interactions for $\gamma = 0.18$ and $\rho = 0.02$. Left panel shows the energy dependence on the velocity of the waves, with $H'(c) > 0$ implying (spectral) stability, and $H'(c) < 0$ implying instability. The inset zooms in on the portion of the curve where $H'(c)$ changes sign. The right panel confirms this by showing the maximum real eigenvalue obtained by diagonalizing the linearization operator $L$ (dots) and transforming the relevant Floquet multiplier $\mu$ into a corresponding eigenvalue (for comparison) via the relation $\lambda = \log(\mu)$ (solid curve). The vertical lines in the right panel indicate the values of $c$ where monotonicity of $H(c)$ changes.

FIG. 8: Stability analysis of the unstable traveling wave with velocity $c = 1.7$ for the $\alpha$-FPU potential with Kac-Baker long-range interactions for $\gamma = 0.18$ and $\rho = 0.02$. The left panel shows the spectrum of the linearization operator $L$ for $\text{Im}(\lambda) \in (-\pi, \pi)$; the inset corresponds to the full spectrum. In the right panel, the Floquet multiplier spectrum is shown.

The connection with the theoretical analysis of Theorem [V.1] is presented in Fig. 9 where the dependence of $\lambda^2$ with respect to $c$ close to $c_0^l$ is shown in the vicinity of both bifurcations, while Table II compares the corresponding numerical values of the slope $\beta$ and its theoretical prediction ($65$). For doing such comparisons, numerical computation has been performed using $L = 800$ and $\Delta \xi = 0.1$. There is a mismatch of $\sim 9\%$ and $\sim 5\%$ at the first and second bifurcation, respectively. The higher mismatch at the first bifurcation is a consequence of the slower decay of the solitary wave in that velocity interval. One should also keep in mind the potential contribution from the essential spectrum (which is expected to be of higher order) in the framework with unweighted spaces considered here. Generally, however, we find the agreement between theoretical and numerical results to be very good, which makes it reasonable to neglect the effects of the essential spectrum at the current order.

TABLE II: Same as Table I but for the $\alpha$-FPU model with Kac-Baker long-range interactions for $\gamma = 0.18$ and $\rho = 0.02$.

| $c_0$   | $c_0^l$ | $H''(c_0)$       | $\alpha_l$ | $\beta_l$      | $\beta$       |
|---------|---------|------------------|-------------|----------------|---------------|
| 1.6958  | 1.69642 | $-3.4325 \times 10^4$ | $-1.0922 \times 10^8$ | $3.1428 \times 10^{-4}$ | $2.8617 \times 10^{-4}$ |
| 1.7185  | 1.71615 | $5.9857 \times 10^3$   | $-6.0313 \times 10^7$  | $-1.0505 \times 10^{-4}$ | $-0.9924 \times 10^{-4}$ |
FIG. 9: Dependence of the squared linearization eigenvalue $\lambda^2$ on $c$ for solitary wave solutions for the $\alpha$-FPU potential with Kac-Baker long-range interactions for $\gamma = 0.18$, $\rho = 0.02$ in the vicinity of bifurcations at $c_{0,\text{max}}$ (left panel) and $c_{0,\text{min}}$ (right panel). The solid line in each panel corresponds to the best linear fit from which the corresponding numerical value of $\beta$ is obtained.

FIG. 10: Evolution of the unstable traveling wave with velocity $c = 1.7$ for the $\alpha$-FPU model with Kac-Baker interaction for $\gamma = 0.18$ and $\rho = 0.02$. The spectrum of the corresponding linearization operator is shown in Fig. 8. The left panel shows the space-time evolution dynamics of the strains, whereas the right panel shows the profile $t = 300T$, where $T = 1/c$.

Finally, we discuss the dynamics of unstable traveling waves perturbed along the direction of the Floquet mode causing the instability. As a typical example, we consider the unstable solution whose spectrum is shown in Fig. 8. One can see that a linear wave moving at the speed of sound is expelled from the supersonic solitary wave. Subsequently, the solitary wave moves with a velocity $c = 1.7478$, which corresponds to a stable wave (note that $H'(c) > 0$ at this value, according to the inset in the left panel of Fig. 7), as shown in Fig. 11.

VII. CONCLUDING REMARKS AND FUTURE CHALLENGES

In this work, we have revisited the stability problem of solitary traveling waves in infinite-dimensional nonlinear Hamiltonian lattices. We considered a class of problems where such waves exist for a range of velocities, with our examples predominantly drawn from the pool of FPU-type models. We have illustrated the useful stability criterion originally put forth in the work of Friesecke and Pego [16] and have extended it through a systematic analysis of the associated linearized problem. In all examples that we have explored, a decreasing $H(c)$ was associated with instability, and an increasing one with stability. The formulation of the stability problem was considered from the perspective of the co-traveling frame steady state, whose linearization possesses a pair of eigenvalues moving from imaginary to real values as the instability threshold is traversed. It was also explored from the perspective of a periodic orbit calculation with a pair of Floquet multipliers (directly connected to the above eigenvalues) transitioning from the unit circle to the real axis, as the wave becomes unstable. The use of time-translation invariance and associated eigenvector and generalized eigenvectors provided a framework for the analytical calculation of the relevant eigenvalues, which is crucial towards identifying the growth rate of the associated instability near the critical point at which the traveling wave becomes unstable. Connections were also established both with the stability theory of discrete breathers (where an intimately
connected criterion exists [21], provided that we replace the traveling wave velocity with the breather frequency) and with the more general theory of [26] (see Sec. V of the Supplementary Material).

Nevertheless, there are numerous open problems in this direction that merit further investigation in the near future. Below we mention a few of representative questions.

- We brought to bear perturbation techniques to study the motion of the zero eigenvalue in unweighted spaces and ignored the contribution from the essential spectrum, which based on the numerical results (at least in the finite domains considered) appears too small to affect our leading-order approximations. Nevertheless, it would certainly be useful to investigate the exact order of the contribution from the essential spectrum, as a step towards a full understanding of the perturbation mechanism.

- In all of the examples we considered, the parameter $\alpha_1$ was found to be negative, yielding transition from stability to instability when the sign of $H'(c)$ changes from positive to negative. Are there examples of interest where $\alpha_1$ is positive and hence these stability conclusions can be reversed?

- We assumed the existence of a family of solitary traveling waves parameterized by velocity in some continuous range. However, there are other examples, notably, e.g., of the Klein-Gordon variety, where traveling waves with vanishing tails are isolated in terms of their velocities. In such cases, traveling waves may exist as members of a family of solutions with nonvanishing tails [9]. It is important to understand whether our criterion can still be applied in these cases and more broadly in the setting of traveling “nanoptera”, where the non-vanishing nature of the tails would not allow the consideration of the spaces and assumptions made in our analysis.

- Another question of interest concerns the case of dissipative gradient systems. It is worthwhile to examine whether in such settings there may exist a suitable modification or extension of the formulation presented here that yields an associated stability criterion, perhaps based on the free energy.

Some of these directions are presently under consideration and will be reported in future publications.
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Appendix A: Proofs of some results in the main text

In this section, we prove Propositions 4.1 and 4.2 and Lemma 5.1 in the main text.

1. Proof of Proposition 4.1

Proof. Suppose $\tilde{S}_+ \mathcal{E}_2(1,0)Y_0 = \mu Y_0$. Letting $Y(\tau) = \mathcal{E}_2(\tau,0)Y_0$, we have

$$Y(\tau + 1) = \mathcal{E}_2(\tau + 1,1)\mathcal{E}_2(0,1)Y_0 = \mathcal{E}_2(\tau + 1,1)\tilde{S}_-\mu Y_0 = \tilde{S}_-\mathcal{E}_2(\tau,0)\tilde{S}_+\tilde{S}_-\mu Y_0$$

where we used the fact that $X_{tw}(\tau + 1) = \tilde{S}_-X_{tw}(\tau)$ and that the operator $DA$ in

$$\frac{c}{d\tau} Y(\tau) = DA(X_{tw}(\tau))Y(\tau), \quad \tau \in [\tau_0, \tau_1]$$

satisfies $DA(\tilde{S}_x) = \tilde{S}_x DA(x)\tilde{S}_x$. Thus $Z_{tw}(\tau) = e^{-\log(\mu)\tau} Y(\tau)$ is a traveling wave solution of

$$\lambda Z_{tw} = \mathcal{L} Z_{tw}, \quad \mathcal{L} = \frac{1}{c} DA(X_{tw}) - \frac{d}{d\tau} = \frac{1}{c} J \frac{\partial^2 H}{\partial X^2} \bigg|_{X=X_{tw}} - \frac{d}{d\tau}.$$

(A1)
with \( \lambda = \log(\mu) \), satisfying \( Z_{tw}(\tau + 1) = \tilde{S}_- Z_{tw}(\tau) \).

Conversely, if \( Y(\tau) = \tilde{Z}_{tw}(\tau) e^{\lambda \tau} \) solves

\[
\frac{d}{d\tau} Y(\tau) = \frac{1}{c} D A(X_{tw}(\tau)) Y(\tau) = \frac{1}{c} J \frac{\partial^2 H}{\partial X^2} \bigg|_{X = X_{tw}} Y(\tau). \tag{A3}
\]

and \( Z_{tw}(\tau) \) solves \( (\mathcal{A}_2) \), we set \( Y_0 = Y(0) = Z_{tw}(0) \), so that

\[
\mathcal{E}_2(1,0) Y_0 = Y(1) = e^\lambda Z_{tw}(1) = e^\lambda \tilde{S}_- Z_{tw}(0) = \tilde{S}_- \mu Y_0,
\]

so \( Y_0 \) is an eigenfunction of \( \tilde{S}_+ \mathcal{E}_2(\tau_1, \tau_0) \) associated with the eigenvalue \( \mu = e^{\lambda} \).

\[\square\]

2. Proof of Proposition 4.2

**Proof.** Note that if \( \lambda Z_0 = \mathcal{L} Z_0 \) and \( (\mathcal{L} - \lambda I) Z_1 = Z_0 \), then \( \tilde{Y}_1(\tau) = e^{\lambda \tau} (Z_1(\tau) + \tau Z_0(\tau)) \) solves \( (\mathcal{A}_3) \). Similarly, if

\[
(\mathcal{L} - \lambda I)^k Z_{k-1} = (\mathcal{L} - \lambda I)^{k-1} Z_{k-1} = \ldots = (\mathcal{L} - \lambda I) Z_1 = Z_0, \tag{A4}
\]

then \( \tilde{Y}_k(\tau) = e^{\lambda \tau} (\sum_{j=0}^{k-1} \frac{1}{j!} \tau^j Z_{k-j}(\tau)) \) solves \( (\mathcal{A}_3) \). Let \( \tilde{Y}_1 = \tilde{Y}_1(0) = Z_1(0) \), then

\[
\mathcal{E}_2(1,0) \tilde{Y}_1 = \tilde{Y}_1(1) = e^\lambda (Z_0(1) + Z_1(1)) = \mu \tilde{S}_- (Z_0(0) + Z_1(0)),
\]

where \( \mu = e^{\lambda} \), and thus \((\tilde{S}_+ \mathcal{E}_2(1,0) - \mu I) \tilde{Y}_1 = \mu \tilde{Y}_0 \). Using mathematical induction, we can show that if \( \tilde{Y}_j = \tilde{Y}_j(0) = Z_j(0) \) for \( 1 \leq j \leq k \), then \((\tilde{S}_+ \mathcal{E}_2(1,0) - \mu I) \tilde{Y}_j = \mu (\sum_{i=0}^{j-1} \frac{1}{(j-i)!} \tilde{Y}_i) \). We claim that there exists a (non-unique) lower triangular matrix \( \Omega = (\Omega_{ji})_{0 \leq i, j \leq k} \) such that for \( \tilde{Y}_0 = Z_0(0) \) and \( \tilde{Y}_j = \sum_{i=0}^{j} \Omega_{ji} \tilde{Y}_i \) for \( 0 \leq j \leq k \) we have

\[
(\tilde{S}_+ \mathcal{E}_2(\tau_1, \tau_0) - \mu I)^k \tilde{Y}_k = (\tilde{S}_+ \mathcal{E}_2(\tau_1, \tau_0) - \mu I)^{k-1} \tilde{Y}_{k-1} = \ldots = (\tilde{S}_+ \mathcal{E}_2(\tau_1, \tau_0) - \mu I) \tilde{Y}_1 = Y_0. \tag{A5}
\]

To prove the existence of such \( \Omega \), let \( R_1 = (R_{1,ji})_{0 \leq j, i \leq k} \) and \( R_2 = (R_{2,ji})_{0 \leq j, i \leq k} \) be such that

\[
R_{1,ji} = \begin{cases} 0, & i \geq j, \\ \frac{1}{(j-i)!}, & i < j, \end{cases} \qquad R_{2,ji} = \begin{cases} 1, & i = j - 1, \\ 0, & i \neq j - 1. \end{cases}
\]

Then we have

\[
(\tilde{S}_+ \mathcal{E}_2(1,0) - \mu I) \tilde{Y} = \mu R_1 \tilde{Y}, \quad (\tilde{S}_+ \mathcal{E}_2(1,0) - \mu I) Y = R_2 Y,
\]

where \( Y = \Omega \tilde{Y} \), which implies

\[
\mu \Omega R_1 = R_2 \Omega.
\]

By comparing the terms on both sides, one can verify that given \( \Omega_{00} \), one can compute the other diagonal terms \( \Omega_{11}, \Omega_{22}, \ldots, \Omega_{kk} \). Once all diagonal terms are known, given \( \Omega_{00} \), one can solve for \( \Omega_{21}, \Omega_{32}, \ldots, \Omega_{k(k-1)} \). Assuming \( \Omega_{ji} \) are known for any \( j - i < m \) and given \( \Omega_{m0} \), one can then obtain \( \Omega_{(m+1)1}, \Omega_{(m+2)2}, \ldots, \Omega_{k(k-m)} \). Following this procedure, a matrix \( \Omega \) can be found for given constants \( \Omega_{ji}, 0 \leq j \leq k \). In particular, for \( k = 3 \) one choice of \( \Omega \) is

\[
\Omega = \begin{pmatrix} \mu^3 & 0 & 0 \\ 0 & \mu & 0 \\ 0 & \frac{1}{2} \mu & \mu \end{pmatrix}.
\]

To prove the converse, we assume that \( (\mathcal{A}_3) \) holds and let \( \tilde{Y}_j = \sum_{i=0}^{k} \Omega_{ji}^{-1} Y_i \) for \( 0 \leq j \leq k \), with \( \Omega \) defined above. Then for \( 1 \leq j \leq k \), \((\tilde{S}_+ \mathcal{E}_2(1,0) - \mu I) \tilde{Y}_j = \mu (\sum_{i=0}^{j-1} \frac{1}{(j-i)!} \tilde{Y}_i) \). Let \( \tilde{Y}_0(\tau) = \mathcal{E}_2(\tau,0) \tilde{Y}_0 \) and \( \tilde{Y}_j(\tau) = \mathcal{E}_2(\tau,0) \tilde{Y}_j \) for \( 1 \leq j \leq k \), then \( \tilde{Y}_j(\tau + 1) = \tilde{S}_- \mu (\sum_{i=0}^{j-1} \frac{1}{(j-i)!} \tilde{Y}_i(\tau)) \). Using mathematical induction, one can show that \( \tilde{Y}_j(\tau) \) has the form \( \tilde{Y}_j(\tau) = e^{\lambda \tau} (\sum_{i=0}^{j} \frac{1}{i!} \tau^i Z_{j-i}(\tau)) \), where \( Z_j(\tau) \) are traveling waves, i.e., satisfy \( Z_j(\tau + 1) = \tilde{S}_- Z_j(\tau) \), for \( 0 \leq j \leq k \). Moreover, since \( \tilde{Y}_j(\tau) \) solves \( (\mathcal{A}_3) \), one can show \( \lambda Z_0 = \mathcal{L} Z_0 \) and \( (\mathcal{A}_4) \) hold. \[\square\]
3. Proof of Lemma 5.1.

Proof. Using the arguments similar to the ones leading to Propositions 5.1 and 5.2, one can show that \( \lambda = O(\epsilon^{1/(n-2)}) \) in this case. To be more specific, using

\[
\mathcal{L}(\partial_\tau X_{tw}(\tau; c)) = 0
\]

and

\[
\mathcal{L}(c\partial_\tau X_{tw}(\tau; c)) = \partial_\tau X_{tw}(\tau; c),
\]

we can similarly obtain the coefficients \( g_j \) and \( f_j \) (as well as the analogs of \( h_j \) defined in (B6)). Moreover, from \( 0 = Q_0 g_1 + Q_1 g_0 \) we can derive the \( n \)-dimensional version of \( K_{00} = 0 \), which eliminates the possibility of \( \lambda \sim O(\epsilon^{1/n}) \). Using symmetries or \( K_{10} = K_{01} \) we rule out the case \( \lambda \sim O(\epsilon^{1/(n-1)}) \). Below we show that \( 2K_{20} \neq K_{11} \) is satisfied, so that \( \lambda = O(\epsilon^{1/(n-2)}) \) can be achieved. Substituting \( \lambda = \epsilon^{1/(n-2)} \lambda_1 + \epsilon^{2/(n-2)} \lambda_2 + \epsilon^{3/(n-2)} \lambda_3 + \ldots \) and \( Z = Z_0 + \epsilon^{1/(n-2)} Z_1 + \epsilon^{2/(n-2)} Z_2 + \epsilon^{3/(n-2)} Z_3 + \ldots \) into \( \lambda Z = \mathcal{L}Z \), we obtain

\[
\mathcal{L}_0 Z_j = \sum_{k=1}^j \lambda_k Z_{j-k}, \quad j = 0, \ldots, n-3
\]

\[
\mathcal{L}_0 Z_{n-2} + \mathcal{L}_1 Z_0 = \sum_{k=1}^{n-2} \lambda_k Z_{n-2-k}
\]

\[
\mathcal{L}_0 Z_{n-1} + \mathcal{L}_1 Z_1 = \sum_{k=1}^{n-1} \lambda_k Z_{n-1-k}
\]

\[
\mathcal{L}_0 Z_n + \mathcal{L}_1 Z_2 = \sum_{k=1}^n \lambda_k Z_{n-k}.
\]

Let \( Z_j = \sum_{k=0}^{n-1} (C_{jk} e_k) + (Z_j)^\# \), where \( (Z_j)^\# \in G_n^+ \). Then the above equations are equivalent to

\[
A_0 C_j = \sum_{k=1}^j \lambda_k C_{j-k}, \quad j = 0, \ldots, n-3
\]

\[
A_0 C_{n-2} + M^{-1} Q_1 C_0 = \sum_{k=1}^{n-2} \lambda_k C_{n-2-k}
\]

\[
A_0 C_{n-1} + M^{-1} Q_1 C_1 = \sum_{k=1}^{n-1} \lambda_k C_{n-1-k}
\]

\[
A_0 C_n + M^{-1} Q_1 C_2 = \sum_{k=1}^n \lambda_k C_{n-k},
\]

where \( C_j \) and \( n \)-dimensional vectors with components \( C_{jk} \) and \( M = (\langle J^{-1} e_j, e_k \rangle) \), \( Q_0 = (\langle J^{-1} e_j, \mathcal{L}_0 e_k \rangle) \) and \( Q_1 = K = (\langle J^{-1} e_j, \mathcal{L}_1 e_k \rangle) \) are \( n \times n \) matrices, with \( j, k = 0, \ldots, n-1 \). As before, we have \( Q_0 = M A_0 \), where \( A_0 \) is the \( n \times n \) matrix whose only nonzero entries are ones along the superdiagonal (generalization of the previous 4-by-4 matrix \( A_0 \)), \( Q_0 \) and \( Q_1 \) are symmetric, and \( M \) is a skew-symmetric invertible matrix (recall that \( n \) is even). Setting \( g_0 = (1, 0, 0, \ldots, 0)^T \), we obtain

\[
C_j = \sum_{k=1}^j \lambda_k A_0^T C_{j-k} + C_{j,0} g_0, \quad j = 0, 1, \ldots, n-3
\]

\[
C_{n-2} = \sum_{k=1}^{n-2} \lambda_k A_0^T C_{n-2-k} - A_0^T M^{-1} Q_1 C_0 + C_{n-2,0} g_0,
\]

\[
C_{n-1} = \sum_{k=1}^{n-1} \lambda_k A_0^T C_{n-1-k} - A_0^T M^{-1} Q_1 C_1 + C_{n-1,0} g_0,
\]

\[
C_n = \sum_{k=1}^n \lambda_k A_0^T C_{n-k} - A_0^T M^{-1} Q_1 C_2 + C_{n,0} g_0.
\]
With \( C_{00} = 1 \), we get \( C_{j,j} = \lambda_j^1 \) and \( C_{j,k} = 0 \) for \( 0 \leq j \leq (n - 3) \) and \( j < k \). The last row of (A13) is \( K_{00} = 0 \); the last row of (A14) can be directly verified by using symmetries.

The last row of (A11) is the same as the last row of \( M^{-1}Q_1C_2 = \lambda_1C_{n-1} \), which yields

\[
\alpha_1 \lambda^0_1 + (2K_{20} - K_{11}) \lambda^2_1 = 0. \tag{A16}
\]

Similar to (5.32) in the main text, we can show that the coefficient in front of \( \lambda^2_1 \) equals \(-H''(c_0)\). Indeed, using \( \nabla \mathcal{H} \) and \( \nabla^2 \mathcal{H} \) to simplify notation and recalling the symmetry of \( K \), we have

\[
H''(c_0) = 2\langle \nabla \mathcal{H}, U_2 \rangle + \langle U_1, \nabla^2 \mathcal{H} U_1 \rangle
= 2c_0\langle J^{-1}e_0, U_2 \rangle + c_0\langle U_1, J^{-1}L_0U_1 \rangle + c_0\langle U_1, J^{-1}\partial_xU_1 \rangle
= \langle e_1, J^{-1}(\partial_xU_1 - c_0L_1U_1) \rangle + \langle U_1, J^{-1}e_0 \rangle + c_0\langle (f_{10}e_0 + \frac{1}{c_0}e_1), J^{-1}\partial_xU_1 \rangle
= \langle e_2, J^{-1}L_1e_0 \rangle - \langle e_1, J^{-1}L_1e_1 \rangle + 0 - c_0f_{10}(e_1, J^{-1}L_1e_0) + \langle (e_0f_{10}e_1 + e_2), J^{-1}L_1e_0 \rangle
= -K_{20} + K_{11} + f_{10}c_0K_{10} - f_{10}c_0K_{10} - K_{20}
= K_{11} - 2K_{20}.
\]

Thus, nonzero roots of (A16) satisfy

\[
\lambda^1_1 = \frac{K_{11} - 2K_{20}}{\alpha_1} = \frac{H''(c_0)}{\alpha_1}.
\]

\[\square\]

**Appendix B: Projection coefficients**

In this section, we provide some additional expressions for the projection coefficients arising in

\[
\partial_r U_j = \sum_{k=0}^{3} (g_{j,k} e_k) + (\partial_r U_j)^\#, \quad (\partial_r U_j)^\# \in G^4_1
\tag{B1}
\]

and

\[
U_j = \sum_{k=0}^{3} (f_{j,k} e_k) + (U_j)^\#, \quad (U_j)^\# \in G^4_1.
\tag{B2}
\]

We start with (B1). Recall that \( g_{0j} = \delta_{1,0} \) and that \( g_{1j} \) coefficients are given by (5.21). Using \( 0 = Q_0g_2 + Q_1g_1 + Q_2g_0 \), we obtain \( \sum_{j=1}^{3} g_{1j}K_{0j} + L_{00} = 0 \), and, recalling \( g_1 = -A_0^T M^{-1} Q_1 g_0 + g_{10} g_0 \), we have

\[
g_2 = -A_0^T M^{-1} Q_1 g_1 - A_0^T M^{-1} Q_2 g_0 + g_{20} g_0
= [(-A_0^T M^{-1} Q_1)]^2 + (-A_0^T M^{-1} Q_2) [g_0 + (-A_0^T M^{-1} Q_1) g_{10} g_0 + g_{20} g_0].
\tag{B3}
\]

This yields

\[
g_{21} = \frac{\alpha_1^2 K_{10} K_{11} - \alpha_1 \alpha_2 (-K_{12} K_{20} + K_{11} K_{30} + 2K_{10} K_{31})}{\alpha_1^2}
+ \frac{K_{30} K_{31} - K_{20} K_{32} + K_{10} K_{33} + \alpha_2 (g_{10} K_{10} + L_{00})}{\alpha_1} - \frac{g_{10} K_{30} + L_{30}}{\alpha_1}
+ \frac{g_{10} K_{20} + L_{20}}{\alpha_1}
\tag{B4}
\]

\[
g_{22} = \frac{\alpha_1 \alpha_2 K_{10} K_{21} - \alpha_2^2 (-K_{20} K_{22} + K_{10} K_{23} + K_{21} K_{30})}{\alpha_1^2} + \frac{g_{20} K_{20} + L_{20}}{\alpha_1}
\]

\[
g_{23} = \frac{\alpha_2 (-K_{10} K_{11}) + \alpha_1 (K_{10} K_{13} - K_{12} K_{20} + K_{11} K_{30}) - \alpha_1^2 (g_{10} K_{10} + L_{10})}{\alpha_1^3}.
\]
Condition $\sum_{j=1}^{3} g_{2j} K_{0j} + \sum_{j=0}^{3} g_{1j} L_{0j} + B_{00} = 0$ follows from $0 = Q_{0}g_{3} + Q_{1}g_{2} + Q_{2}g_{1} + Q_{3}g_{0}$, which together with $g_{1}$ and $g_{2}$ also yields

$$g_{3} = -A_{0}^{T}M^{-1}Q_{1}g_{2} - A_{0}^{T}M^{-1}Q_{2}g_{1} - A_{0}^{T}M^{-1}Q_{3}g_{0} + g_{30}g_{0}$$

$$= \left[(-A_{0}^{T}M^{-1}Q_{1})^{3} + (-A_{0}^{T}M^{-1}Q_{1})(-A_{0}^{T}M^{-1}Q_{2})ight.$$

$$\left.+ (-A_{0}^{T}M^{-1}Q_{2})(-A_{0}^{T}M^{-1}Q_{1}) + (-A_{0}^{T}M^{-1}Q_{3})\right]g_{0}$$

$$+ \left[(-A_{0}^{T}M^{-1}Q_{1})^{2} + (-A_{0}^{T}M^{-1}Q_{2})\right]g_{10}g_{0} + (-A_{0}^{T}M^{-1}Q_{1})g_{20}g_{0} + g_{30}g_{0},$$

resulting in

$$g_{31} = -\sum_{j=0}^{3} g_{2j} K_{3j} + \sum_{j=0}^{3} g_{1j} L_{3j} + B_{30} - \frac{\alpha_{2}}{\alpha_{1}}g_{33}$$

$$g_{32} = \sum_{j=0}^{3} g_{2j} K_{3j} + \sum_{j=0}^{3} g_{1j} L_{3j} + B_{20}$$

$$g_{33} = -\sum_{j=0}^{3} g_{2j} K_{1j} + \sum_{j=0}^{3} g_{1j} L_{1j} + B_{10}$$

(B5)

To summarize, (5.21), (B4) and (B5) determine the projection coefficients $g_{ij}$, $i, j = 1, 2, 3$, in (B1). Considering now the coefficients in (B2), (5.26)-(5.28) yield

$$f_{1} = \frac{1}{c_{0}} A_{0}^{T}g_{0} + f_{10}g_{0},$$

$$f_{2} = \frac{1}{2c_{0}} \left[ A_{0}^{T}g_{1} - A_{0}^{T}M^{-1}(Q_{0} + c_{0}Q_{1})f_{1} \right] + f_{20}g_{0}$$

$$= \frac{1}{2c_{0}} \left[ A_{0}^{T}g_{1} - A_{0}^{T}M^{-1}Q_{1}A_{0}^{T}g_{0} - c_{0}A_{0}^{T}M^{-1}Q_{1}f_{10}g_{0} - \frac{1}{c_{0}}A_{0}^{T}g_{0} \right] + f_{20}g_{0},$$

$$f_{3} = \frac{1}{3c_{0}} \left[ A_{0}^{T}g_{2} - A_{0}^{T}M^{-1}(Q_{1} + c_{0}Q_{2})f_{1} - A_{0}^{T}M^{-1}(Q_{0} + c_{0}Q_{1})2f_{2} \right] + f_{30}g_{0}$$

$$= \frac{1}{3c_{0}} \left[ A_{0}^{T}g_{2} - A_{0}^{T}M^{-1}(Q_{1} + c_{0}Q_{2}) \left( \frac{1}{c_{0}}A_{0}^{T}g_{0} + f_{10}g_{0} \right) \right.$$

$$\left. -A_{0}^{T}M^{-1}(Q_{0} + c_{0}Q_{1}) \left( \frac{1}{c_{0}}A_{0}^{T}g_{1} - \frac{1}{c_{0}}A_{0}^{T}M^{-1}Q_{1}A_{0}^{T}g_{0} - A_{0}^{T}M^{-1}Q_{1}f_{10}g_{0} \right) \right.$$ $$-\frac{1}{c_{0}^{2}}A_{0}^{T}g_{0} + f_{20}g_{0})) + f_{30}g_{0}.$$  

Using (5.26), we find that $f_{1} = (f_{10}, \frac{1}{c_{0}}, 0, 0)^{T}$, which together with (5.27) yields

$$f_{21} = \frac{\alpha_{1}^{2}(c_{0}g_{10} - 1) + \alpha_{2}c_{0}(K_{11} + c_{0}f_{10}K_{10}) - \alpha_{1}c_{0}(c_{0}f_{10}K_{30} + K_{31})}{2\alpha_{1}c_{0}},$$

$$f_{22} = \frac{c_{0}f_{10}K_{20} + K_{21} - K_{30}}{2\alpha_{1}c_{0}}.$$  

and $f_{23}$ in (5.30). Using (5.28) we obtain

$$f_{31} = \frac{1}{3c_{0}} \left[ g_{20} - \sum_{j=0}^{3} \frac{1}{\alpha_{1}}(K_{0j} + c_{0}L_{0j})f_{1j} - \sum_{j=0}^{3} \frac{1}{\alpha_{1}}K_{3j}2f_{2j} - 2f_{21} - \frac{2\alpha_{2}}{\alpha_{1}}f_{23} \right] - \frac{\alpha_{2}}{\alpha_{1}}f_{33} + \frac{g_{22}}{3c_{0}} + f_{30}$$

$$f_{32} = \frac{1}{3c_{0}} \left[ g_{21} - \sum_{j=0}^{3} \left( \frac{\alpha_{2}}{\alpha_{1}}(K_{0j} + c_{0}L_{0j}) - \frac{1}{\alpha_{1}}(K_{2j} + c_{0}L_{2j}) \right) f_{1j} - \sum_{j=0}^{3} \frac{c_{0}\alpha_{2}}{\alpha_{1}}K_{0j} - \frac{1}{\alpha_{1}}K_{2j})2f_{2j} - 2f_{22} \right]$$

$$f_{33} = \frac{1}{3c_{0}} \left[ g_{22} - \sum_{j=0}^{3} \frac{1}{\alpha_{1}}(K_{0j} + c_{0}L_{0j})f_{1j} - \sum_{j=0}^{3} \frac{1}{\alpha_{1}}c_{0}K_{1j}2f_{2j} - 2f_{23} \right].$$

To simplify some calculations, it is convenient to define $h_{j} = c_{0}j^{j} + (j - 1)f_{j-1}$ for $j = 1, 2, 3$, so that

$$h_{1} = A_{0}^{T}g_{0} + h_{10}g_{0}$$

$$h_{2} = A_{0}^{T}g_{1} - A_{0}^{T}M^{-1}Q_{1}h_{1} + h_{20}g_{0}$$

$$h_{3} = A_{0}^{T}g_{2} - A_{0}^{T}M^{-1}Q_{2}h_{1} - A_{0}^{T}M^{-1}Q_{1}h_{2} + h_{30}g_{0}$$

(B6)
We note that the last rows of the equations (5.36)-(5.38) are closely connected to the constraints (A6)–(A7), one of the reasons for which is as follows:

**Remark 1.** If the constant term in $C_{2k}$ is given by $g_k$ with $C_{2k,0} = g_{k,0}$, then the constant term in $C_{2k+2}$ will be $g_{k+1}$ with $C_{2k+2,0} = g_{k+1,0}$.

**Remark 2.** If the constant term in $C_{2k-2}$ is given by $g_{k-1}$ with $C_{2k-2,0} = g_{k-1,0}$ and the coefficient for $\lambda_1$ in $C_{2k-1}$ is given by $h_k$ with $h_{k,0} = 0$, then the coefficient for $\lambda_1$ in $C_{2k+1}$ will be $h_{k+1}$ with $h_{k+1,0} = 0$.

By these two remarks, the constant terms in the last rows of (5.36)-(5.38) are always zero. A more involved calculation, omitted here, shows that the coefficients for $\lambda_1$ in the last rows of these equations also vanish. Similar techniques can be used in other cases, including the one considered in Sec. 5, to show the constant terms and $\lambda_1$ coefficients vanish in the last rows of the equations.

**Appendix C: The degenerate case $H'(c_0) = H''(c_0) = 0$**

In this section, we briefly discuss the degenerate case when $H'(c_0) = H''(c_0) = 0$ but $H'''(c_0) \neq 0$. For simplicity, we assume that $\dim(g(\ker(L))) = 4$. Following the arguments in Proposition 5.1 and Proposition 5.2, one can show that the near-zero eigenvalues are at most $O(\epsilon)$. Proceeding as before, one obtains the following equation for $\lambda_1$:

$$\lambda_1^4 - b\lambda_1^2 = 0,$$

where

$$b = -\frac{1}{\alpha_1} \left[ -2K_{21}K_{32} + 2K_{02}K_{22} - K_{03}^2 + K_{11}K_{31} - K_{12}^2 \right] + \frac{\alpha_2(2K_{21}K_{10} + K_{20}^2 - K_{11}^2)}{\alpha_1^2} + 2L_{02} - L_{11}. \quad \text{(C1)}$$

We omit the details. This yields

**Lemma C.1.** Suppose all the assumptions in Theorem 5.1 hold except that $\partial_2^2(X_{tw,j}(\tau; c)) \in D^0([0, 1]) (D^0_+([0, 1])$ if weighted spaces are used), $H'''(c_0) = 0$ and $b$ defined in (C1) is nonzero. Then there exist $c_1 < c_0$ and $c_2 > c_0$ such that for $c \in (c_1, c_2)$, the leading-order terms of nonzero eigenvalues of $L$ will be

$$\lambda = \pm \sqrt{b}(c - c_0) + o(|c - c_0|).$$

It is not clear whether the coefficient $b$ is related to $H'''(c_0)$, which is given by

$$H'''(c_0) = 2 \left[ \frac{1}{\alpha_1} \left( -3K_{13}K_{20} + K_{12}^2 - 4K_{20}K_{22} + 4K_{10}K_{23} + 3K_{21}K_{30} \right) + 2c_0f_{10}(K_{10}K_{13} - K_{12}K_{20} + K_{11}K_{30}) \right]$$

$$+ \frac{\alpha_2}{\alpha_1^2} \left( K_{12}^2 - 4K_{10}K_{21} - 4c_0f_{10}K_{10}K_{11} \right) + 2g_{10}K_{20} - \frac{K_{20}}{c_0} + L_{11} - 4L_{20}$$

$$+ 2f_{20}K_{10} - 3f_{10}g_{10}K_{10} - 2f_{10}L_{10} \right].$$

We note that it is possible to make $f_{10} = f_{20} = 0$ with a careful choice of $\{c_0, c_1, c_2, c_3\}$. While this case has an intrinsic theoretical value, we have not yet identified any Hamiltonian lattice models for which this degeneracy condition is satisfied.

**Appendix D: Numerical procedures**

In this section we describe the numerical procedures we used to obtain the solitary traveling waves and analyze their stability. More specifically, to identify the solitary wave structures, we use the procedure followed in [9]. To this end, we seek solutions of (6.3) in the co-traveling frame corresponding to velocity $c$:

$$r_n(t) = \Phi(\xi, t), \quad \xi = n - ct, \quad \text{(D1)}$$
obtaining the advance-delay partial differential equation

\[ \Phi_{tt} + c^2 \Phi_{xx} - 2c v \Phi_{xt} + 2V'(\Phi(x, t)) - V'(\Phi(x + 1, t)) - V'(\Phi(x - 1, t)) \\
+ \sum_{m=1}^{\infty} \Lambda(m)(2\Phi(x, t) - \Phi(x + m, t) - \Phi(x - m, t)) = 0. \]  

(D2)

Solitary traveling waves \( \phi(\xi) \) are stationary solutions of (D2). They satisfy the advance-delay differential equation (6.4) and (6.5).

Following the approach in [11], we assume that \( \phi(\xi) = o(1/\xi) \) and \( \phi'(\xi) = o(1/\xi^2) \) as \( |\xi| \to \infty \), multiply Eq. (6.4) by \( \xi^2 \) and integrate by parts to derive the identity

\[ \left[ c^2 - \sum_{m=1}^{\infty} m^2 \Lambda(m) \right] \int_{-\infty}^{\infty} \phi(\xi) d\xi - \int_{-\infty}^{\infty} V'(\phi(\xi)) d\xi = 0, \]  

(D3)

which imposes the constraint (6.5) on the traveling wave solutions. Here we assume that \( \Lambda(m) \) decays faster than \( 1/m^3 \) at infinity, so that the series on the left hand side converges.

To solve Eq. (6.4) numerically, we introduce a discrete mesh with step \( \Delta \xi \), where \( 1/\Delta \xi \) is an integer, so that the advance and delay terms \( \phi(\xi \pm m) \) are well defined on the mesh. We then use a Fourier spectral collocation method for the resulting system with periodic boundary conditions [29] with large period \( l \). Implementation of this method requires an even number \( N_N \) of collocation points \( \xi_j = j \Delta \xi \), with \( j = -N/2 + 1, \ldots, N/2 \), yielding a system for \( \xi \) in the domain \((l/2, l/2)\), with \( l = N \Delta \xi \) being an even number, and the long-range interactions are appropriately truncated. To ensure that the solutions satisfy (6.5), we additionally impose a trapezoidal approximation of (D3) on the truncated interval at the collocation points. This procedure is independent of the potential and the interaction range. However, the choices of \( \Delta \xi \) and \( l \) depend on the nature of the problem.

To investigate spectral stability of a traveling wave \( \phi(\xi) \), we substitute

\[ \Phi(\xi, t) = \phi(\xi) + \epsilon a(\xi) \exp(\lambda t), \]  

(D4)

into (D2) and consider \( O(\epsilon) \) terms resulting from this perturbation. This yields the following quadratic eigenvalue problem:

\[ c^2 \lambda^2 a(\xi) = -c^2 a''(\xi) + 2c\lambda^2 a'(\xi) + 2V''(\phi(\xi))a(\xi) + V''(\phi(\xi + 1))a(\xi + 1) + V''(\phi(\xi - 1))a(\xi - 1) - \sum_{m=1}^{\infty} \Lambda(m)(2a(\xi) - a(\xi + m) - a(\xi - m)). \]  

(D5)

By defining \( b(\xi) = c\lambda a(\xi) \), we transform this equation into the regular eigenvalue problem

\[ c\lambda \begin{pmatrix} a(\xi) \\ b(\xi) \end{pmatrix} = \mathcal{M} \begin{pmatrix} a(\xi) \\ b(\xi) \end{pmatrix} \]  

(D6)

for the corresponding linear advance-delay differential operator \( \mathcal{M} \). Note that this problem is equivalent to the eigenvalue problem (3.5) via the transformation \( \xi = -\tau \) and \( (a(\xi), b(\xi)) = (\Gamma_0(-\tau), \Gamma_0(-\tau) - c\Gamma_0'(-\tau)) \). Spectral stability can be determined by analyzing the spectrum of the operator \( \mathcal{M} \) after discretizing the eigenvalue problem the same way as the nonlinear Eq. (6.4) and again using periodic boundary conditions. A traveling wave solution is spectrally stable when the spectrum contains no real eigenvalues.

To analyze the dependence of the eigenvalues spectrum obtained using this procedure on the grid size \( \Delta \xi \) and the size \( l \) of the lattice, we consider as an example an α-FPU lattice with \( V(r) = r^2/2 - r^3/3 \) and without long-range interaction (\( \Lambda(m) \equiv 0 \)). In this case, \( H'(c) > 0 \) for every \( c \), and one expects all waves to be stable (see, e.g., [31]). However, the numerically obtained spectra show mild oscillatory instabilities, which are associated with complex-valued eigenvalues with nonzero imaginary parts and small but nonzero real parts. As one can see in the example shown in Fig. [11] corresponding to \( c = 1.3 \), the real part of the eigenvalues does not change when \( \Delta \xi \) is varied (only their imaginary parts are affected, given that smaller \( \Delta \xi \) enables accessing higher wavenumbers); however, when the system’s length \( l \) is increased, the real parts of the eigenvalues decrease. This suggests that the oscillatory instabilities are a numerical artifact due to the finite length of the lattice that can, in principle, be expected to disappear in the infinite lattice limit.

An alternative method for determining the spectral stability of the traveling waves is to use Floquet analysis. To this end, we cast traveling waves \( \phi(\xi) \) as fixed points of the map

\[ \begin{bmatrix} \{r_{n+1}(T)\} \\ \{\dot{r}_{n+1}(T)\} \end{bmatrix} \rightarrow \begin{bmatrix} \{r_n(0)\} \\ \{\dot{r}_n(0)\} \end{bmatrix}, \]  

(D7)
For the symplectic Hamiltonian systems we consider in this work, the linear stability of the solutions requires that the monodromy eigenvalues (also called Floquet multipliers) lie on the unit circle. The Floquet multipliers can thus written as $\mu = \exp(i\theta)$, with Floquet exponent $\theta$ (note that it coincides with $-i\lambda$).

The results were complemented by numerical simulations of the ODE system (6.3), performed using the fourth-order explicit and symplectic Runge-Kutta-Nyström method developed in [30], with time step equal to $10^{-3}$. In particular, to explore the evolution of unstable waves, we used initial conditions with such waves perturbed along the direction of the Floquet mode causing the instability.

Appendix E: Discussion: connection to existing energy criteria

In this section, we discuss connections between the energy-based stability criterion we derived and analyzed for solitary traveling waves in Hamiltonian lattices and related criteria for such waves in continuum systems and for discrete breathers.

1. Energy criteria for discrete breathers in Hamiltonian lattices

As we discussed in Section 4, solitary traveling wave solutions in lattices can be viewed as time-periodic solutions (or discrete breathers, if they are exponentially localized) modulo an integer shift. In particular, suppose (2.1) has a family of time-periodic solutions $x_{\text{per}}(t; \omega)$ parametrized by the frequency $\omega$ and satisfying $x_{\text{per}}(t + \frac{2\pi}{\omega}; \omega) = x_{\text{per}}(t; \omega)$. Setting $\tau = \omega t$ and $X_{\text{per}}(\tau; \omega) = x_{\text{per}}(t; \omega)$, one can similarly define the linear operator

$$\mathcal{L} = \frac{1}{c} D \mathcal{A}(\mathbf{X}_{\text{per}}) - \frac{d}{d\tau} = \frac{1}{c} \int \frac{\partial^2 \mathcal{H}}{\partial X^2} |_{X = x_{\text{per}}} \frac{d}{d\tau}.$$

FIG. 11: Dependence of the linearization operator spectrum with the discretization parameter (left panel, with fixed $l = 100$) and the system length (right panel, with fixed $\Delta \xi = 0.1$) for a stable solitary traveling wave solution with $c = 1.3$ of the problem with the $\alpha$-FPU potential governing nearest-neighbor interactions and no long-range interaction.

which is periodic modulo shift by one lattice point, with period $T = 1/c$. Indeed, one easily checks that $\hat{r}_n(t) = \phi(n - ct) = \phi(n - t/T)$ satisfies $\hat{r}_{n+1}(T) = \hat{y}_n(0) = \phi(n)$ and $\hat{r}_{n+1}(T) = \hat{r}_n(0) = -c\phi'(n)$. To apply the Floquet analysis, we trace time evolution of a small perturbation $\epsilon w_n(t)$ of the periodic-modulo-shift (traveling wave) solution $\hat{r}_n(t)$. This perturbation is introduced in (6.3) via $r_n(t) = \hat{r}_n(t) + \epsilon w_n(t)$. The resulting $O(\epsilon)$ equation reads

$$\ddot{w}_n + 2V''(\hat{r}_n)w_n - V''(\hat{r}_{n+1})w_{n+1} - V''(\hat{r}_{n-1})w_{n-1} + \sum_{m=1}^{\infty} \Lambda(m)(2w_n - w_{n+m} - w_{n-m}) = 0. \quad (D8)$$

Then, in the framework of Floquet analysis, the stability properties of periodic orbits are resolved by diagonalizing the monodromy matrix $\mathcal{F}$ (representation of the Floquet operator at finite systems), which is defined as:

$$\begin{bmatrix} \{w_{n+1}(T)\} \\ \{\dot{w}_{n+1}(T)\} \end{bmatrix} = \mathcal{F} \begin{bmatrix} \{w_n(0)\} \\ \{\dot{w}_n(0)\} \end{bmatrix}. \quad (D9)$$

For the symplectic Hamiltonian systems we consider in this work, the linear stability of the solutions requires that the monodromy eigenvalues $\mu$ (also called Floquet multipliers) lie on the unit circle. The Floquet multipliers can thus written as $\mu = \exp(i\theta)$, with Floquet exponent $\theta$ (note that it coincides with $-i\lambda$).
With $\omega$ playing the role of $c$ for traveling waves, almost all of the results in this work, including Theorem 5.1, Lemma 5.1 and Lemma C.1 can also be applied to discrete breathers; see [21] for details and a number of examples.

2. Energy criteria for solitary waves in continuum Hamiltonian systems

Stability of solitary waves in continuum Hamiltonian systems with symmetry (e.g. $U(1)$-invariance) was analyzed in [26, 27]. Solitary traveling waves in such systems possess translational invariance in space, which breaks down in the case of lattice dynamical systems. However, in what follows, we rewrite the energy-based stability criteria obtained in [26, 27] to identify the similarities with our criterion for solitary traveling waves in lattices.

Following the formulation in [26], we consider a continuum Hamiltonian system

$$\frac{\partial u}{\partial t} = JE'(u), \quad u(x, t) = \begin{pmatrix} q(x, t) \\ p(x, t) \end{pmatrix}, \quad J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \tag{E1}$$

where $E$ is the energy functional, while $q(x, t)$ and $p(x, t)$ are the displacement and momentum fields, respectively. Let $T(s)$ be a one-parameter unitary operator group with the infinitesimal generator $T'(0)$, i.e. $T(s) = \exp(sT'(0))$. We assume that $E$ is invariant under $T(s)$ for any $s$, i.e., $E(u) = E(T(s)u)$. This invariance corresponds to the symmetry of the system. In particular, $T(s)u(x) = e^{s\omega}u(x) = u(x + s)$ corresponds to the translational symmetry.

Assuming that $T(s)JT^*(s) = J$ and differentiating it with respect to $s$ at $s = 0$ gives $T'(0)J = -J(T'(0))^*$, so that $J^{-1}T'(0)$ is self-adjoint. As a result, there exists a self-adjoint bounded linear operator $B$ such that $J\omega B$ extends $T'(0)$. This implies that $Q(u) = \frac{1}{2}(u, Bu)$ is also invariant under $T(s)$, i.e., $Q(u) = Q(T(s)u)$.

Observe that if $\phi_\omega(x)$ satisfies $E'(\phi_\omega) = \omega Q'(\phi_\omega)$, then $u(x, t) = T(\omega t)\phi_\omega(x)$ is a solitary solution of (E1). In fact, the converse also holds. Indeed, if $u(x, t) = T(\omega t)\phi_\omega(x)$ solves (E1), then

$$JE'(\phi_\omega) = JT(\omega t)^*E'(T(\omega t)\phi_\omega) = JT(\omega t)^*J^{-1}\frac{\partial}{\partial t}(T(\omega t)\phi_\omega)$$

$$= JT(\omega t)^*J^{-1}\frac{\partial}{\partial t}(T(\omega t)\phi_\omega) = T(-\omega t)\omega T'(0)T(\omega t)\phi_\omega = \omega T'(0)\phi_\omega = J\omega Q'(\phi_\omega). \tag{E2}$$

Here we used the fact that $T'(0)T(\omega t) = T(\omega t)T'(0)$.

We now define the “free energy” $d(\omega) = E(\phi_\omega) - \omega Q(\phi_\omega)$ and the associated Hessian $H_\omega = E''(\phi_\omega) - \omega Q''(\phi_\omega)$. Observe that they satisfy

$$H_\omega(T'(0)\phi_\omega) = 0, \quad H_\omega(\partial_\omega \phi_\omega) = Q'(\phi_\omega) = J^{-1}T'(0)\phi_\omega, \quad d'(\omega) = -Q(\phi_\omega),$$

$$d''(\omega) = -\langle \partial_\omega \phi_\omega, Q'(\phi_\omega) \rangle = -\langle \partial_\omega \phi_\omega, H_\omega(\partial_\omega \phi_\omega) \rangle = -\frac{d}{d\omega}Q(\phi_\omega) = -\frac{1}{\omega} \frac{d}{d\omega}E(\phi_\omega). \tag{E3}$$

As stated in [26], if $H_\omega$ has at most one negative eigenvalue, ker$(H_\omega)$ is spanned by $T'(0)\phi_\omega$ and the rest of its spectrum is bounded below from zero, then $d''(\omega) > 0$ implies that $\phi_\omega$-orbit $\{T(\omega t)\phi_\omega, t \in \mathbb{R}\}$ is stable. On the other hand, $d''(\omega) < 0$ implies instability. In other words,

$$d''(\omega) = 0 = -\frac{1}{\omega} \frac{d}{d\omega}E(\phi_\omega)$$

implies the change of stability, which is similar to our energy-based criterion $H'(c_\omega) = 0$ (and to the corresponding one for discrete breathers).

On the one hand, the solutions in our lattice problems are discrete in space and the translation operator $T(s) = e^{s\phi}$ cannot be directly applied – except in the quasi-continuum, advance-delay variant of the problem. However, the nature of the traveling waves implies that the time dynamics on all sites is connected to a continuous profile function and one can easily replace the translation in space by translation in time by going to the co-moving frame. In fact, replacing $T(s) = e^{s\phi}$ by $T(s) = e^{s\omega t}$, we can similarly define

$$Q(u) = \frac{1}{2}(u, Bu) = \frac{1}{2}(u, J^{-1}\partial_t u), \quad H_\omega = E''(\phi_\omega) - \omega Q''(\phi_\omega) = E''(\phi_\omega) - J^{-1}\partial_t$$

and derive (E3) where $u(t) = T(\omega t)\phi_\omega$ is a solitary traveling wave solution of the lattice system with $E'(\phi_\omega) = \omega Q'(\phi_\omega)$. Note also the relation $\mathcal{E} = \omega JH_\omega$, with $\omega = c$ and $x_{tw}(c) = \phi_\omega$.  

A more complete understanding of the relationship between the energy-based criteria in discrete and continuum systems remains a challenging problem to be considered in the future work.

[1] E. Fermi, J. Pasta, and S. Ulam, *Studies of nonlinear problems*, Tech. Rep. Los Alamos Nat. Lab. LA1940 (1955)
[2] Campbell, D. K. and Rosenau, P. and Zaslavsky, G. M., *The Fermi-Pasta-Ulam problem: the first 50 years*, Chaos 15, 051101 (2005)
[3] G. Galavotti (Ed.) *The Fermi-Pasta-Ulam Problem: A Status Report* Springer-Verlag (New York, 2007).
[4] M. Toda, *Theory of nonlinear lattices*, Springer-Verlag (Berlin, 1981).
[5] V. F. Nesterenko, *Dynamics of Heterogeneous Materials*, Chapter 1, Springer-Verlag (New York, 2001).
[6] S. Sen, J. Hong, J. Bang, E. Avalosa, R. Doney, *Solitary waves in the granular chain*, Physics Reports 462, 21-66 (2008).
[7] C. Chong, Mason A. Porter, P. G. Kevrekidis, C. Daraio, *Nonlinear Coherent Structures in Granular Crystals*, J. Phys.: Condens. Matter 29, 413003 (2017)
[8] G. A. El and M.A. Hoefer, *Dispersive shock waves and modulation theory*, Physica D 333, 11-65 (2016)
[9] T. R. O. Melvin and A. R. Champneys and P. G. Kevrekidis and J. Cuevas *Travelling solitary waves in the discrete Schrödinger equation with saturable nonlinearity: Existence, stability and dynamics*, Physica D, 237, 551-567 (2008)
[10] D. Hochstrasser, F. G. Mertens, and H. Büttner, *An iterative method for the calculation of narrow solitary excitations on atomic chains*, Physica D 35, 259 (1989).
[11] J. C. Eilbeck, R. Flesch, *Calculation of families of solitary waves on discrete lattices*, Phys. Lett. A149, 200 (1990).
[12] J. M. English, and R. L. Pego, *On the solitary wave pulse in a chain of beads*, Proc. Am. Math. Soc. 133, 1763 (2005).
[13] G. N. Benes, A. Hoffman, and C. Eugene Wayne. *Asymptotic stability of the Toda m-soliton*, J. Math. Anal. Appl. 386, 445 (2012).
[14] G. Friesecke, R. L. Pego, *Solitary waves on FPU lattices: I. Qualitative properties, renormalization and continuum limit*, Nonlinearity 12, 1601 (1999)
[15] G. Friesecke, R. L. Pego, *Solitary waves on FPU lattices: II. Linear implies nonlinear stability*, Nonlinearity 15, 1343 (2002).
[16] G. Friesecke, R. L. Pego, *Solitary waves on FPU lattices: III. Howland-type Floquet theory*, Nonlinearity 17, 207 (2004).
[17] G. Friesecke, R. L. Pego, *Solitary waves on FPU lattices: IV. Proof of stability at low energy*, Nonlinearity 17, 229 (2004).
[18] S. F. Mingaleev, Yu. B. Gaididei, *Solitons in anharmonic chains with power-law long-range interactions*, F. G. Mertens, Phys. Rev. E 58, 3833 (1998).
[19] S. F. Mingaleev, Yu. B. Gaididei, *Solitons in anharmonic chains with ultra-long-range interatomic interactions*, F. G. Mertens, Phys. Rev. E 61, R1044 (2000).
[20] L. Truskinovsky, A. Vainchtein, *Solitary waves in a nonintegrable Fermi-Pasta-Ulam chain*, Phys. Rev. E 90, 042903 (2014).
[21] P. G. Kevrekidis, J. Cuevas-Maraver, *Energy criterion for the spectral stability of discrete breathers*, D. E. Pelinovsky, Phys. Rev. Lett. 119, 094101 (2016).
[22] S. Aubry, *Breathers in nonlinear lattices: existence, linear stability and quantization*, Physica D 103, 201 (1997).
[23] S. Flach and A. V. Gorbach, *Discrete breathers – advances in theory and applications*, Phys. Rep. 467, 1 (2008).
[24] V. I. Arnold, *Mathematical Methods of Classical Mechanics*, Springer-Verlag (New York, 1989).
[25] M. Mizumachi, T. and Pego, R. L., *Asymptotic stability of Toda lattice solitons*, Nonlinearity 21, 2099 (2008)
[26] M. Grillakis, J. Shatah, W. Strauss, *Stability theory of solitary waves in the presence of symmetry*, J. Funct. Anal. 74, 1, 160 (1987).
[27] N. G. Vakhitov, A. A. Kolokolov, *Stationary solutions of the wave equation in a medium with nonlinearity saturation*, Radiophys. Quantum Electron. 16, 783 (1973).
[28] H. Yasuda, C. Chong, E. G. Charalampidis, P. G. Kevrekidis and J Yang. *Formation of rarefaction waves in origami-based metamaterials*, Phys. Rev. E 90, 043004 (2016).
[29] L. N. Trefethen, *Spectral methods in MATLAB*, SIAM, Philadelphia (2000).
[30] M. P. Calvo and J. M. Sanz Serna, *The development of variable-step symplectic integrators, with application to the two-body problem*, SIAM J. Sci. Comput. 14, 936 (1993).
[31] J. Cuevas-Maraver, P. G. Kevrekidis, A. Vainchtein and H. Xu, *Unifying Perspective: Solitary Traveling Waves As Discrete Breathers in Hamiltonian Lattices and Energy Criteria For Their Stability*, Phys. Rev. E 96, 032214 (2017)
[32] Neuper, A. and Gaididei, Y. and Flytzanis, N. and Mertens, F., *Solitons in atomic chains with long-range interactions*, Phys. Lett. A 190, 165 (1994)
[33] Gaididei, Y. and Flytzanis, N. and Neuper, A. and Mertens, F. G., *Effect of nonlocal interactions on soliton dynamics in anharmonic lattices*, Phys. Rev. Lett. 75, 2240 (1995)
[34] Gaididei, Y. and Flytzanis, N. and Neuper, A. and Mertens, F. G., *Effect of non-local interactions on soliton dynamics in anharmonic chains: Scale competition*, Physica D 107, 83 (1997)
[35] R. K. Dodd and J. C. Eilbeck and J. D. Gibbon and H. C. Morris, *Solitons and nonlinear wave equations*, Academic Press (1984)
[36] M. Remoissenet, *Waves called solitons*, Springer (1996)
[37] T. Dauxois and M. Peyrard, *Physics of Solitons*, Cambridge University Press (2010)
[38] M. J. Ablowitz *Nonlinear Dispersive Waves: Asymptotic Analysis and Solitons*, Cambridge University Press (2011)
[39] C. Coste and E. Falcon and S. Fauve *Solitary waves in a chain of beads under Hertz contact*, Phys. Rev. E 56, 6104 (1997)
[40] Kofane, T. and Michaux, B. and Remoissenet, M., *Theoretical and experimental studies of diatomic lattice solitons using an electrical transmission line*, J. Phys. C 21, 1395 (1988)
[41] Hirota, R. and Suzuki, K., *Theoretical and experimental studies of lattice solitons in nonlinear lumped networks*, Proc. IEEE 51 1483 (1973)
[42] N. J. Zabusky and M. D. Kruskal, *Interaction of “solitons” in a collisionless plasma and the recurrence of initial states*, Phys. Rev. Lett., 15, 240 (1965)

[43] Scott, A. *Nonlinear Science: Emergence and Dynamics of Coherent Structures*, Oxford University Press (2003)

[44] Friezecke, G. and Wattis, J. A. D., *Existence theorem for solitary waves on lattices*, Comm. Math. Phys. 161, 391 (1994)

[45] Smets, D. and Willem, M., *Solitary waves with prescribed speed on infinite lattices*, J. Funct. Anal. 149, 266 (1997)

[46] Pankov, A. and Rothos, V. M., *Traveling waves in Fermi-Pasta-Ulam lattices with saturable nonlinearities*, Discr. Cont. Dyn. Syst. A 30, 835 (2011)

[47] McMillan, E., *Multiscale correction to solitary wave solutions on FPU lattices*, Nonlinearity 15, 1685 (2002)

[48] G. Iooss, *Travelling waves in the Fermi-Pasta-Ulam lattice*, Nonlinearity 13, 849 (2000)

[49] M. A. Collins, *A quasicontinuum approximation for solitons in an atomic chain*, Chem. Phys. Let. 77, 342 (1981)

[50] Nesterenko, V. F., *Propagation of nonlinear compression pulses in granular media*, J. Appl. Mech. Tech. Phys. 24, 733 (1983)

[51] P. Rosenau, *Hamiltonian dynamics of dense chains and lattices: or how to correct the continuum*, Phys. Let. A 311, 39 (2003)

[52] P. Rosenau *Dynamics of nonlinear mass-spring chains near the continuum limit*, Phys. Let. A 118, 222 (1986)

[53] J. A. D. Wattis, *Approximations to solitary waves on lattices, II: Quasicontinuum methods for fast and slow waves*, J. Phys. A 26, 1193 (1993)

[54] J. L. Marzuola and S. Raynor and G. Simpson, *Dynamics near a minimal-mass soliton for a Korteweg-de Vries equation*, Dyn. Syst. 29, 285 (2014)