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Abstract—Due to the non-stationary nature, the distribution of real-world multivariate time series (MTS) changes over time, which is known as distribution drift. Most existing MTS forecasting models greatly suffer from distribution drift and degrade the forecasting performance over time. Existing methods address distribution drift via adapting to the latest arrived data or self-correcting per the meta knowledge derived from future data. Despite their great success in MTS forecasting, these methods hardly capture the intrinsic distribution changes, especially from a distributional perspective. Accordingly, we propose a novel framework temporal conditional variational autoencoder (TCVAE) to model the dynamic distributional dependencies over time between historical observations and future data in MTS and infer the dependencies as a temporal conditional distribution to leverage latent variables. Specifically, a novel temporal Hawkes attention mechanism represents temporal factors subsequently fed into feed-forward networks to estimate the prior Gaussian distribution of latent variables. The representation of temporal factors further dynamically adjusts the structures of Transformer-based encoder and decoder to distribution changes by leveraging a gated attention mechanism. Moreover, we introduce conditional continuous normalization flow to transform the prior Gaussian to a complex and form-free distribution to facilitate flexible inference of the temporal conditional distribution. Extensive experiments conducted on six real-world MTS datasets demonstrate the TCVAE’s superior robustness and effectiveness over the state-of-the-art MTS forecasting baselines. We further illustrate the TCVAE applicability through multifaceted case studies and visualization in real-world scenarios.
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i.i.d., non-independent and identically distributed) nature of real-world MTSs [27], inapplicable to distribution-evolving MTSs and causing forecasting performance downgrade over time. Such a phenomenon forms distribution drift [28], [29], where the statistical properties of MTSs change over time. As illustrated in Fig. 1, the traffic flows recorded by three sensors #3, #17 and #33 from 9/1/2018 to 12/28/2018 are shown in the upper part, where the flows are split into six successive time slices. The flows sharply descend and ascend, forming the turning points between the 2nd and 3rd slices and within the 5th and 6th slices (marked in red ellipse). In addition, we take out the six slices of sensor #3 and show its statistic evolution in terms of different time slices and cumulative slices in the lower left and right parts, respectively. We can see distribution drifts occur between any successive time series slices. For clarity, we only highlight the most intense shift, i.e., a mean right shift from the 4th to the 5th slice, as shown in the left part of Fig. 1 and a mean left shift from the 1st-2nd time slices to the 1st-6th time slices, as shown in the right part of Fig. 1. Obviously, the distribution of successive time series slices changes over time, significantly challenging even well-trained forecasting models. Therefore, addressing MTS distribution drift becomes a critical but challenging issue of MTS forecasting.

Few studies focus on capturing the distribution drift for MTS forecasting to date. Previous methods [30]–[35] address the distribution drift via adapting to the latest arrived data and applying the adapted models for future data prediction. However, such methods which hardly capture the intrinsic distribution drift suffer catastrophic forgetting [36] and are unsuitable for scenarios with a sudden distributional change. Subsequently, recent adaptation methods [28], [37]–[41] focus on future data and bridge the gaps between historical observations and future data by generating training samples/features following future data distribution or calculating their gradient difference. These methods learn to correlate the distribution drift with meta knowledge derived from future data and correct the bias caused by their distribution drift in a discriminative meta-learning framework. Despite their great success in MTS forecasting, these methods do not capture significant changes of distributional dependencies.

Different from previous adaptation-based methods neutralizing the bias caused by the distribution drift, we aim to model the dynamic distributional dependencies over time between historical observations (X) and future data (Y). Inspired by the superiority of generative models, e.g., variational autoencoder (VAE), in approximating data distribution in various fields [42]–[44], we infer the distributional dependencies as a conditional distribution p(Y|X) by leveraging latent variables Z in a generative modeling framework. To achieve the dynamics of the conditional distribution over time, we further regularize the latent variables sampled from a prior Gaussian distribution conditional on temporal factors C (statistic features of X such as mean and start values), i.e., p(Z|C). As the distributional dependence p(Y|X) is approximated by the latent variables, it accordingly evolves to a temporal conditional distribution p(Y|X, C), where the dynamic dependencies between historical observations and future data vary with temporal factors and competently depict the distribution drift.

In light of the above discussion, we propose a novel framework called temporal conditional variational autoencoder (TCVAE) to infer the distributional drift in non-stationary MTSs. TCVAE aims to address three major challenges: (a) accurately approximating the temporal Gaussian distribution p(Z|C) of the latent variables; (b) dynamically adapting the encoder and decoder structures to distributional changes; (c) flexibly inferring the temporal conditional distribution p(Y|X, C) from the latent variables. Regarding (a), TCVAE introduces a Hawkes process-based attention mechanism to represent temporal factors and feed-forward networks to learn the mean and variance of the Gaussian distribution p(Z|C). Subsequently, the representation of temporal factors is utilized in a gated attention mechanism that adjusts the structures of Transformer-based encoder and decoder in a meta-learning manner to handle (b). Moreover, conditional continuous normalizing flow (CCNF) is exploited to invertibly transform the Gaussian distribution into a complex distribution that is more flexible to infer the temporal conditional distribution to address (c). Our contributions are summarized as follows:

- A temporal conditional variational autoencoder (TCVAE) adapts to distribution drift in MTSs. To our knowledge, TCVAE is the first attempt to depict distribution drift in a generative framework for MTS forecasting.
- A temporal Hawkes attention mechanism represents temporal factors that estimate the temporal Gaussian and a gated attention mechanism dynamically adapts the network structure of the encoder and decoder to distributional changes.
- CCNF is used to transform the temporal Gaussian to a flexible and form-free distribution for effectively inferring the temporal conditional distribution.

Extensive experimental results on six public MTS datasets show the superior robustness and effectiveness of TCVAE over state-of-the-art baselines. Case studies on traffic and pandemic data further interpret the applicability of TCVAE in real-world environments.

II. RELATED WORK

A. Multivariate Time Series Forecasting

In time series forecasting, traditional statistical models, such as vector autoregression (VAR) [45] and Gaussian process (GP) [46], are simple but interpretable for time series forecasting. However, they make strong assumptions about stationary processes and fall short in capturing non-stationary to non-IID scenarios [27], [47]. Recently, various deep learning models have become prevalent for MTS forecasting. RNN-based [15], [16], [48], CNN-based [49], [50], Transformer-based [21]–[24] and MLP-based [51] models are free from stationary assumptions and are capable of modeling nonlinear long- and short-term temporal patterns. These models pay more attention to capturing the intra-series temporal patterns, but generally neglect the inter-series couplings between multiple variables [47], which weakens their forecasting capacity. Further, the recent DNN models [52], [53] organize MTSs by a graph with variables as nodes to portray the correlations.
between variables and graph neural networks (GNNs) to learn the inter-series correlations. GNNs highly depend on a pre-defined topology structure of inter-series correlations, hence, are hardly applicable to MTSs with evolving dependencies and distributional drift. Subsequently, MTGNN [54], AGCRN [1], StemGNN [10] and FourierGNN [55] extract the uni-directed relations among variables and capture shared patterns by graph learning rather than predefined priors. Similarly, CATN [56] introduces a tree (i.e., an ordered graph) to structure multivariable time series with a clear hierarchy and proposes a tree-aware network to learn the hierarchical and grouped correlations among multiple variables. Due to the complex structures of MTSs, it is difficult to learn general graphs, especially for high-dimensional data [57]. More recent deep MTS models capture interactions across multiple MTSs [25], [58]–[60] and high-dimensional dependencies [19].

Due to the non-stationarity of the real-world environment, distributional drift has been an essential issue in time series data. However, few existing methods focus on the distributional drift of time series. Some methods [29]–[35] strategically cater to future data via adapting their models with the newly arrived data or historical significant fluctuating. For instance, the studies [32], [33], [59] use static or learnable statistics to adaptively normalize the newly arrived input for stationarization and then denormalize the output for better predictability. However, they hardly learn the intrinsic distributional drift, limiting generalization ability at the data level.

In this light, adaptation methods [28], [37]–[41] are designed to generate new training samples/features following future data distribution or calculating gradient differences between historical observations and future data. For example, DDGDA [28] predicts the evolution of data distribution from a meta-learning perspective through training a predictor to estimate future data distribution and generating corresponding samples for training. AdaRNN [38] characterizes and matches temporal distribution to generate common knowledge shared among training samples, which can be generalized well on unseen future data. LLF [39] mitigates the impact of distributional drift via computing the difference between the gradients on historical data and future data. More recently, DoubleAdapt [41] proposes two meta-learners aimed at adapting data to a locally stationary distribution, while also equipping the model with task-specific parameters under mitigated distribution drifts. Different from the above methods neutralizing the bias caused by distributional drift, we aim to model the dynamic distributional dependencies between historical observations and future data over time.

B. Variational Autoencoder

Variational autoencoders (VAEs) as deep generative models are capable of approximating data distribution and have enjoyed great success in various real-world applications, including time series analysis [61]–[63], dialog generation [42], [43], text-to-speech [64], recommendation [65] and image processing [66]. In time series analysis, Nguyen et al. [61] introduced a temporal regularization and noise mechanism into a temporal latent autoencoder network to model the predictive distribution of time series implicitly. To well learn the discrete representations of time series, Fortuin et al. [62] overcame the non-differentiability of discrete representations and used a gradient-based self-organizing map algorithm. Dasai et al. [63] relied on user-defined distribution, such as level, trend, and seasonality, to generate interpretable time series forecasting. More recently, He et al. [67] combined GNN, LSTM and VAE to model spatial and temporal dependency for anomaly detection of a complex cloud system. Transparently, these models mainly focus on addressing challenges related to high-dimensionality, missing labels, and interpretability. In addition, based on the robust representation of VAE, conditional VAE regularizes distributional dependencies between historical observations and future data conditional on certain constraints. Inspired by controllable dialog generation [43], [68], we adopt temporal conditional VAE to depict the according dynamic distributional dependencies varying with temporal factors.

C. Continuous Normalizing Flow

Continuous normalizing flow (CNF) is a continuous version of normalizing flows, which replaces the layer-wise transformations of normalizing flows with ODEs. It is widely used in image/video generation [69], [70], molecular graph generation [71], 3D face recognition [72], and time series forecasting [73]. Luo et al. [71] proposed a discrete latent variable model GraphDF based on CNF methods for the molecular graph generation. Zhang et al. [72] learned distributional representation and then transformed this distribution into a flexible form by CNF for low-quality 3D face recognition. These models focus on estimating distribution with a flexible form but conditional constraints need to be considered for capturing complex relationships among variables in reality. For example, given a set of attributes, Abdal et al. [69] devised a CNF-based technique to conditionally resample images with high quality from the GAN latent space. Rasul et al. [73] used a CNF to represent the data distribution in an autoregressive deep learning model. Inspired by these two types of time point modeling processes [69], [72], we design a CCNF to invertely transform Gaussian distribution into a complex distribution to flexibly represent temporal conditional distribution.
timestamp $t$, where $d_y$ is the variable dimension in forecasting, $x_r$ and $y_r$ denote the multivariate values at timestamp $r$ in the historical input and future sequence respectively.

**Distributional Drift** At timestamp $t$, assume $Y$ is drawn from a conditional distribution $p(Y|X')$. In the stationary case, $p(Y|X')$ known by a learning model at timestamp $t$ is applicable to future timestamps; however the time series data generally changes over time, a distributional drift may occur at timestamp $t$, indicating $p(Y|X') \neq p(Y|X_t)$.

**VAE Architecture** VAE gains creativity for its capability of accurately estimating meaningful latent distribution rather than a single data point as in traditional AE. The architecture of VAE consists of an encoder and a decoder. The encoder first encodes the input representation $X$ to a latent distribution and generates $Z \in \mathcal{Z}$ obeying this distribution, then the decoder decodes the original input representation $X$ from $Z$. The model distribution $p_\theta(x)$ is formulated as:

$$p_\theta(x) = \int_Z p_\theta(x|z)p_\theta(z)d\mu(z), \forall x \in \mathcal{X}, z \in \mathcal{Z}$$  \hspace{1cm} (1)

where $p_\theta(z)$ is a prior distribution over the latent space $Z$ and $p_\theta(x|z)$ is the estimated distribution. $\mu(z)$ is the base measure of the latent space $Z$. With the above architecture, while the encoder gives service to model the posterior distribution $q_\phi(z|x)$, the decoder gives service to approximate the estimated distribution $p_\theta(x|z)$.

**IV. METHODOLOGY**

In this section, we propose TCVAE to address the distributional drift problem of MTS forecasting. The overview of the TCVAE architecture is shown in Fig. 2.

---

**A. Data Preprocessing**

To guarantee the robustness of TCVAE, the raw MTS data $\mathcal{X} = \{x_1, x_2, ..., x_t, ..., x_T\}$ is normalized and then converted to time-series windows such as $\mathcal{X}_t \in \mathbb{R}^{w \times d_s}$ at timestamp $t$, both for training and testing. Following [15], [16], we perform normalization on $\mathcal{X}$ as:

$$x_t \leftarrow \frac{x_t - \min(\mathcal{X})}{\max(\mathcal{X}) - \min(\mathcal{X}) + \epsilon}$$ \hspace{1cm} (2)

where $\min(\cdot)$ and $\max(\cdot)$ are the minimum and maximum vectors respectively. To avoid zero-division, a constant offset $\epsilon = |\min(\mathcal{X})|$ is required.

**B. Input Representation**

Transformer is used as the skeleton of the encoder ($T_e$) and the decoder ($T_d$) as shown in Fig. 2. Transformer-based models use a self-attention mechanism and timestamps served as global context. Intuitively, we regard the distributional drift problem as identifying the shifting context from global information like hierarchical timestamps (A.M. and P.M., day, week, month, year) and agnostic timestamps (holidays, special events). Assuming we have the multivariate values $x_r \in \mathcal{X}_t$ at timestamp $t$ and the corresponding global timestamp set $\mathcal{S}_t \in \mathbb{R}^r$ which contains $r$ = 6 types of global timestamps including month, day, week, hour, minute and A.M./P.M. Following the input representation in [21], we embed global timestamps using trainable stamp embeddings $SE(\tau) = \sum_{i=0}^{r-1} D S_\tau[i] \in \mathbb{R}^d$, where $d$ is the embedding dimension and $D \in \mathbb{R}^{d \times 1}$ is an embedding matrix. In addition, we use a fixed position embedding to preserve the local context, i.e., $PE(pos, 2j) = \sin((pos/(2w)^{2j/d}))$, $PE(pos, 2j + 1) = \cos((pos/(2w)^{2j/d}))$. 

---

**Fig. 2.** The overall architecture of TCVAE for MTS forecasting. (1) The input $X_t$ is first fed into the input representation module and $\{u_{t-w+1}, ..., u_t, ..., u_{t+w}\}$ is extracted separately for temporal factor representation; (2) The encoder $T_e$ takes $X$ as input and controls the information flow output from multiple heads by introducing temporal factors $C$ into gated attention. The corresponding details of the decoder $T_d$ are similar to the encoder $T_e$ with input $X$ and $C$; (3) The final loss is a combination of forecasting loss, backcasting loss, and KL divergence.
where \( j \in \{1, \ldots, [d/2]\} \). Then, we adopt a token embedding, i.e., \( \text{WE}(\mathbf{x}_\tau) = \text{Conv1d}(\mathbf{x}_\tau) \) where Conv1d(\cdot) performs 1-D convolution (kernel width=3, stride=1), and projects \( \mathbf{x}_\tau \) into a \( d \)-dim vector. Thus, the final embedding output can be formulated as:

\[
\mathbf{\hat{x}}_\tau = \rho \text{WE}(\mathbf{x}_\tau) + \text{PE}(\tau) + \text{SE}(\tau) \\
\mathbf{X} = \text{Concat}(\mathbf{\hat{x}}_\tau^t f_{\tau=t-w+1})
\]

(3)

where \( \mathbf{\hat{x}}_\tau \) represents the embedding at timestamp \( \tau \), \( \mathbf{X} \in \mathbb{R}^{w \times d} \) and \( \rho \) is a learnable factor balancing the magnitude between the token embedding and position/stamp embeddings. The embeddings output from WE, PE and SE are denoted as \( \{\mathbf{u}_{t-w+1}, \ldots, \mathbf{u}_t, \mathbf{p}_{t-w+1}, \ldots, \mathbf{p}_t\} \) and \( \{\mathbf{s}_{t-w+1}, \ldots, \mathbf{s}_t\} \) in a feature-wise manner respectively, where \( \mathbf{u}_\tau = \text{WE}(\mathbf{x}_\tau) \in \mathbb{R}^d \), \( \mathbf{p}_\tau = \text{PE}(\tau) \in \mathbb{R}^d \) and \( \mathbf{s}_\tau = \text{SE}(\tau) \in \mathbb{R}^d \). Let \( \mathbf{X} \) and \( \mathbf{\hat{X}} = [\mathbf{X}_t; \mathbf{X}_0] \) denote the inputs of \( \mathcal{T}_\tau \) and \( \mathcal{T}_d \) respectively, where \( \mathbf{X}_0 \) is the start token and \( \mathbf{X}_0 \) is the target sequence that masks the variable values to zero.

\[ \Delta t_\tau \] is the time interval between the current and the past time point \( \tau \).

**Factor Extraction**

Given the temporal features \( \mathbf{B} \in \mathbb{R}^{w \times d} \), we manually construct temporal factors for each feature series \( \mathbf{b}_i \in \mathbb{R}^w, 1 \leq i \leq d \). Specifically, we obtain the start value \( \text{sta} \), end value \( \text{end} \), maximum \( \text{max} \), minimum \( \text{min} \), med-value \( \text{med} \), mean \( \mu \) and standard deviation \( \text{std} \) for each feature series and calculate the standard deviation of the means \( \mu \) and the standard deviation \( \text{std} \), i.e., \( \text{std}(\mu) = \text{std}(\mathbf{b}_i) \) and \( \text{std}(\text{std}) = \text{std}(\mathbf{b}_i) \) respectively. Note that we use replication operation on \( \text{std}(\mu) \) and \( \text{std}(\text{std}) \) to align dimensions. Accordingly, for each feature series, we construct a feature vector of \( q \) temporal factors \( \{\text{sta}, \text{end}, \text{max}, \text{min}, \text{med}, \mu, \text{std}(\mu), \text{std}(\text{std})\} \in \mathbb{R}^{q \times d} \), where \( q = 9 \) is predefined. Stacking all the feature vectors, we obtain \( \mathbf{C} \in \mathbb{R}^{q \times d} \). The temporal factors of \( \mathcal{T}_d \) are denoted as \( \mathbf{C} \), similar to those \( \langle \mathbf{C} \rangle \) of \( \mathcal{T}_e \) as shown in Fig. 2.

**D. Gated Attention Mechanism**

We believe that the encoding and decoding processes related to prediction should be adapted to distribution changes - as shown in the introduction. Here, the traditional multi-head self-attention of encoder \( \mathcal{T}_e \) and decoder \( \mathcal{T}_d \) is briefly introduced. Given each training sample \( \mathbf{X} \in \mathbb{R}^{w \times d} \), we perform canonical scaled-dot product attention on the tuple input \( (\mathbf{Q}, \mathbf{K}, \mathbf{V}) \) as \( A(\mathbf{Q}, \mathbf{K}, \mathbf{V}) = \text{Softmax}(\frac{\mathbf{Q}^T \mathbf{K}}{\sqrt{d}}) \mathbf{V} \), where \( d \) is the input representation dimension. The \text{Softmax} operation shapes the convex combination weights for the values in \( \mathbf{V} \), allowing the matrix \( \mathbf{V} \) to be compressed into a smaller representative vector for simplified reasoning in the downstream neural network. \( A \) uses a \( \sqrt{d} \) term to scale the weights to reduce the variance of the weights. Multi-head self-attention is applied in the form of passing \( \mathbf{Q}, \mathbf{K}, \mathbf{V} \) through \( n \) heads and feed-forward layers.

To control the information flow existing in multiple heads adapted to changing temporal factors, we propose a gated attention mechanism (GAM) that extends the above popular scalar attention mechanism by calculating a vector gate instead of a scalar value \( \gamma \). The temporal factors are utilized in the vector gate with the soft or hard mode to adjust the structures of the encoder and decoder. Let \( \mathbf{H}_i \) stand for the \( i \)-th head where \( i \in \mathbb{Z}^n \) and \( \mathcal{H} = \{\mathbf{H}_1, \mathbf{H}_2, \ldots, \mathbf{H}_n\} \). If we have the temporal factors \( \mathbf{C} \) in different time slices, the information flow passing through \( \mathbf{H}_i \) and guided by \( \mathbf{C} \) is controlled by the gate vector \( \mathbf{g}_i \), soft mode as \( \mathbf{g}_i = \delta(f(\mathbf{C}, \mathbf{H}_i)) \), where \( \delta \) represents the element-wise Sigmoid function. However, the \( \mathbf{g}_i \) of \( \mathbf{H}_i \) is also affected by other heads. Inspired by [75], [76], we adapt the gate vector not only to temporal factors and a single head but also to temporal factors and the entire set of heads \( \mathcal{H} \), see Fig. 2. To calculate the gate of head \( \mathbf{H}_i \), each head in the entire set of heads \( \mathcal{H} \) and temporal factors will present an individual gate ‘vote’. Then we aggregate the votes to calculate gate \( \mathbf{g}_i \) for \( \mathbf{H}_i \). The calculation process for \( \mathbf{g}_i \) is as follows:

\[
\mathbf{v}^j = \mathbf{W} \mathbf{H}_j + \mathbf{b} \\
\mathbf{v}^C = \mathbf{W} \mathbf{C} + \mathbf{b}
\]

(8)

(9)
Here, \( j \in \mathbb{Z}_n \), \( W \) and \( b \) are learnable weights and biases shared among functions \( f_1 \ldots f_n \). The parameterized function \( f \) is more flexible in modeling the interaction between vectors \( C \) and \( H \). Vectors \( v_j \) and \( v_C \) are the outputs of \( H_j \) and \( C \) after linear transformation. \( s_j \) is the unnormalized attention score that input \( H_j \) put on \( H_i \), and \( \beta^C_i \) is the normalized score. \( s_j^C \) is the unnormalized attention score that temporal factor \( C \) put on \( H_i \) and \( \beta^C_i \) is the normalized score. The temporal factors are calculated together and the soft weights of \( n \) heads are learned. Then we apply to calculate the multihead self-attention as \( M = [g_1, \ldots, g_n] \), where \( [\cdot, \cdot] \) denotes a concatenation operation.

### E. Flexible Distribution Approximation

In MTS forecasting, the forecasting sequence and reconstruction sequence are similar generation processes [64]. The standard VAE generation models assume that the latent variable \( Z \) follows a simple prior distribution such as the Gaussian distribution \( N(\mu, \sigma^2 I) \) with learnable parameters mean \( \mu \) and variance \( \sigma^2 \). To make the training process differentiable, the re-parameterization trick can be adopted:

\[
Z = \mu + \varepsilon \sigma \tag{15}
\]

\[
\varepsilon \sim N(0, I) \tag{16}
\]

However, the latent space is affected by underlying factors over time and becomes increasingly dynamic and complicated to estimate. Motivated by [43], we propose a flexible distribution approximation (FDA) module where temporal factors are involved in accurately approximating the prior and posterior distributions as shown in Fig. 2. We feed the temporal factors \( C \) and the output \( M \) of the GAM into the process of learning the latent variable. By transforming random noise \( \varepsilon \) using neural networks, we sample from the prior Gaussian distribution and posterior distribution over the latent variables. In particular, while the prior sample \( \hat{Z} \sim p_\theta(\hat{Z}|C) \) is produced by a generator \( G \) from temporal-dependent random noise \( \hat{\varepsilon} \), the approximated posterior sample \( Z \sim q_\phi(Z|C,M) \) is produced by a generator \( Q \) from temporal-dependent random noise \( \varepsilon \). \( G \) and \( Q \) are feed-forward neural networks. Both \( \hat{\varepsilon} \) and \( \varepsilon \), whose mean covariance matrix are computed from \( C \) with the prior network \( P \) and recognition network \( R \) respectively, are subject to a normal distribution:

\[
\begin{bmatrix}
\hat{\mu} \\
\hat{\sigma}^2
\end{bmatrix} = W P_\theta(C) + b \tag{17}
\]

\[
\hat{\varepsilon} \sim N(\hat{\mu}; \hat{\sigma}^2 I) \tag{18}
\]

\[
\begin{bmatrix}
\mu \\
\log \sigma^2
\end{bmatrix} = W R_\phi(C) + b \tag{19}
\]

\[
\epsilon \sim N(\epsilon; \mu, \sigma^2 I) \tag{20}
\]

\[
Z = Q_\phi(\epsilon) \tag{21}
\]

where \( G_\theta(\cdot) \), \( P_\theta(\cdot) \), \( Q_\phi(\cdot) \) and \( R_\phi(\cdot) \) are feed-forward neural networks.

### Conditional Continuous Normalizing Flow

The posterior distribution \( q(Z|M, C) \) is intractable but usually approximated by a Gaussian distribution. Nevertheless, it is unrealistic to think of the posterior as a Gaussian distribution. Regardless of the family of distributions we choose to estimate the posterior, it may not fit. Inspired by [72], we use CCNF to invertibly transform the Gaussian distribution into a complex distribution for flexibly inferring the temporal conditional distribution. First, a latent variable obeys a Gaussian distribution. Regardless of \( \phi(\cdot) \), \( \mu(\cdot), \sigma^2(\cdot) \) and \( \epsilon(\cdot) \) are feed-forward neural networks. A CCNF \( \Phi \) is then used to convert the sample of this Gaussian distribution. After applying continuous-time dynamics, the latent variable \( Z^* \in \mathbb{R}^{w \times k} \), where \( k \) denotes the representation dimension of the latent variable, is computed as follows:

\[
Z^* = \Phi(Z(t_0)) = Z(t_0) + \int_{t_0}^{t_1} \Omega(Z(t), t) dt \tag{23}
\]

\[
Z(t_0) \sim N(\mu, \sigma^2) \tag{24}
\]

where \( Z = Z(t_0), Z^* = Z(t_1), \) and \( \Omega \) is a continuous mapping as \( \Omega(Z(t), t) = \frac{\partial Z(t)}{\partial t} \) with the initial value \( Z(t_0) = Z_0 \). Therefore, the log-density of the transferred latent variable is:

\[
\log q(Z^*|M, C) = \log q(Z(t_0)|M, C) - \int_{t_0}^{t_1} \text{Tr} \left( \frac{\partial^2 \Omega}{\partial Z(t)} \right) dt \tag{25}
\]

By this means, the Gaussian distribution is turned into a form-free posterior. The same operation is also performed on \( \hat{Z} \) to obtain \( \hat{Z}^* \). This transformation facilitates our model to learn a more flexible distribution \( p(\hat{Z}^*|C) \) and \( q(Z^*|M, C) \). CCNF can potentially learn a less entangled internal representation.

### Algorithm 1 The TCVAE training algorithm

**Require:** window-sized input \( \chi_t \), encoder \( T_e \), decoder \( T_d \), feed-forward networks \( G, F, B \), iteration limit \( N \), learning rate \( \gamma \)

1: Initialize model parameters \( \Theta \)
2: \( n \leftarrow 0 \)
3: while \( n < N \) do
4: \( X, \hat{X}, C, \hat{C} \leftarrow \chi_t \) by Equations (2)-7
5: \( \mu, \sigma^2, \hat{\mu}, \sigma^2, \epsilon \) by Equations (18), 19
6: \( \hat{Z} \leftarrow G_\theta(\hat{\varepsilon}), \epsilon \leftarrow \hat{\mu}, \sigma^2, \epsilon \) by Equations (21), 22
7: \( \hat{Z} \leftarrow Q_\phi(\epsilon), \epsilon \leftarrow \hat{\mu}, \sigma^2, \epsilon \) by Equations (21), 22
8: Compute the transferred latent variable, i.e. \( q(Z^*|M, C) \) and \( p(Z^*|C) \) by Equation (25)
9: \( \hat{Y} \leftarrow F(T_B(\hat{X}, C, Z^*)), \ X \leftarrow B(T_d(\hat{X}, C, Z^*)) \)
10: Compute the stochastic gradient of \( \hat{\Theta} \) based on \( L(\hat{\Theta}) \) by Equation (26), (27)
11: Update \( \hat{\Theta} \) based on the gradients and learning rate \( \gamma \)
12: \( n \leftarrow n + 1 \)
13: end while
F. Learning Objective

We input the flexible posterior distribution \( q(Z^*|M, C) \), temporal factors \( C \) and input representation \( X \) together into the decoder \( T_d \) for decoding. The decoding results flow to the backcasting network \( B \) and the forecasting network \( F \) and generate outputs denoted by \( \hat{X} \) and \( \hat{Y} \), respectively. Given the generated waveforms \( \hat{X} \) and \( \hat{Y} \), we thus want to maximize the variational lower bound, also alluded to as the evidence lower bound (ELBO):

\[
\begin{align*}
\max_{\theta, \phi, \nu, \gamma} & \quad \mathbb{E}_{q_\phi(Z^*|M, C)} \log p_\phi(\hat{X}|Z^*, \hat{C}, \hat{X}) + \mathbb{E}_{q_\phi(Z^*|M, C)} \log p_\phi(\hat{Z}^*|C) - \mathbb{E}_{p_\psi(Z^*|C)} \log p_\psi(\hat{Z}^*|C) \\
& \quad \log p_T(\hat{Y}|Z^*, \hat{C}, \hat{X}) - \Lambda \text{KL}(q_\phi(Z^*|M, C)||p_\phi(\hat{Z}^*|C)) \\
& \quad - \text{KL}(q_\phi(Z^*|M, C)||p_\psi(\hat{Z}^*|C))
\end{align*}
\]  

where \( p_\psi(\hat{Z}^*|C) \) and \( q_\phi(Z^*|M, C) \) are neural networks implementing Equations (17)-(25). \( p(\hat{Z}^*|C) \) is the prior distribution given condition \( C \), \( p_\psi(\hat{X}|\hat{Z}^*, \hat{C}, \hat{X}) \) is the integration of decoder \( T_d \) and backcasting network \( B \), \( p_T(\hat{Y}|Z^*, \hat{C}, \hat{X}) \) is the integration of decoder \( T_d \) and forecasting network \( F \). \( \lambda \) is a trade-off parameter.

The pseudo-code for the overall training process is summarized in Algorithm 1. We aim at minimizing the training loss \( \mathcal{L}(\theta) \), i.e., the negative ELBO that can be considered as the sum of reconstruction loss \( \log p_\psi(\hat{X}|\hat{Z}^*, \hat{C}, \hat{X}) \), forecasting loss \( \log p_\psi(\hat{Y}|\hat{Z}^*, \hat{C}, \hat{X}) \) and Kullback-Leibler divergence \( q_\phi(Z^*|M, C)||p_\psi(\hat{Z}^*|C) \). \( \theta \) is the model parameter and we set the loss weight for all experiments.

V. EXPERIMENTS

A. Datasets and Metrics

| Datasets          | Traffic | Electricity | Solar-Energy | COVID-19 | PeMSD7(M) | METR-LA |
|-------------------|---------|-------------|--------------|----------|-----------|---------|
| Samples           | 10,560  | 25,968      | 52,560       | 673      | 11,232    | 34,272  |
| Variables         | 963     | 370         | 137          | 280      | 228       | 207     |
| Sample Interval   | 1 hour  | 1 hour      | 10 minutes   | 1 day    | 5 minutes | 5 minutes |
| Start Time        | 1/1/2015| 1/1/2011    | 1/1/2006     | 1/22/2020| 1/1/2016  | 9/1/2018|
| Average ADF Test Statistic | -9.89  | -7.62       | -37.23       | 0.06     | -14.20    | -16.03  |

Table I: Dataset Statistics, Where Larger Average ADF Test Statistic Indicates More Severe Distribution Drifts

A larger average ADF test statistic means a higher level of non-stationarity, i.e., more severe distribution drifts. According to the average ADF test, we can see that our datasets exhibit high levels of non-stationarity derived from the distribution drift in the datasets. For instance, the METR-LA dataset exhibits intense and irregular fluctuations and temporal correlations and trends, as illustrated in Fig. [1]. These patterns are significantly distinct from normal fluctuation, which typically appears uniform, regular, and unrelated to variables or temporal factors.

Traffic: It records the hourly occupancy rate of different lanes on San Francisco highway from 2015 to 2016 and contains 10,560 timestamps and 963 sensors.

Electricity: It collects the hourly electricity consumption of 370 clients and involves 25,968 timestamps.

Solar-Energy: It collects the solar power production records every 10 minutes from 137 PV plants in Alabama State in 2006 and includes 52,560 timestamps.

COVID-19: The dataset records the daily number of newly confirmed cases from 1/22/2020 to 11/25/2021 collected from the COVID-19 Data Repository.

PeMSD7(M): It is from the sensors spanning the freeway system of California and consists of 11,232 timestamps and 228 variables at a 5-minute interval.

METR-LA: The dataset records traffic information from 207 sensors of the Los Angeles County’s highway. It contains 34,272 timestamps and 207 variables at a 5-minute interval.

Following previous works [1, 10], we evaluate all comparative methods via three metrics: Mean Absolute Error \( MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \), Root Mean Squared Error \( RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2} \) and Mean Absolute Percent Error \( MAPE = \frac{1}{N} \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|}{y_i} \mathbb{1}_{\{|y_i| > 0\}} \), where \( N \) denotes the number of samples in the testing set, \( y_i \) and \( \hat{y}_i \) denote the prediction and groundtruth respectively.

B. Baselines

We elaborate compare our proposed TCV AE with the following eleven competitive MTS forecasting baselines from different classes. To be specific, two representative RNN-based methods (LSTNet and AdaRNN), three CNN-based methods (DSANet, STNorm and TS2VEC) and four advanced Transformer-based methods (Informer, Autoformer, DCRNN)
FEDformer, and Nstafomer) are good at capturing temporal patterns with different ranges such as short- and long-range, wherein, TS2VEC, AdaRNN and Nstafomer utilize special designs to tackle non-stationary time series. Additionally, StemGNN and AGCRN are based on graph neural networks. All baselines adopt the same normalization method as TCV AE.

1) **LSTNet** [15]: It employs two key components including a convolutional neural network and an LSTM with recurrent-skip connection in the time dimension;

2) **AdaRNN** [38]: It proposes a temporal distribution characterization module and a temporal distribution matching module for non-stationary MTS forecasting;

3) **DSANet** [29]: It constructs global and local temporal convolution to extract complicated temporal patterns and employs self-attention to model dependencies;

4) **STNorm** [50]: It employs temporal and spatial normalization modules which separately refine the local component and the high-frequency component underlying the raw data. We use the version with Wavenet as the backbone;

5) **StemGNN** [10]: It uses a graph network to capture inter-series and intra-series correlation jointly in the spectral domain;

6) **AGCRN** [1]: It has a graph-learning component and a personalized RNN component to extract fine-grained spatial and temporal correlations automatically;

7) **TS2VEC** [37]: It focuses on using timestamp masking and random cropping to learn augmented context views for dealing with level shifts of time series data;

8) **Informer** [21]: It is a Transformer-like architecture with a sparse-attention mechanism to maintain a higher capacity for long sequence prediction;

9) **Autoformer** [22]: It designs a decomposition framework with an efficient and accurate auto-correlation mechanism for long-term MTS forecasting;

10) **FEDformer** [24]: It introduces a frequency-enhanced attention mechanism with Fourier and Wavelet transform and a mixture of experts decomposition to extract trend components for long-term MTS forecasting;

11) **Nstafomer** [32]: It introduces a series stationarization module with statistics for better predictability and a destination-attention module to re-integrate the inherent non-stationary information for non-stationary MTS forecasting.

### C. Implementation Details and Settings

Following the commonly-used settings in [1], [2], we predict future $h = 24$ timestamps using historical $w = 24$ timestamps. Additionally, we vary the prediction timestamps in a range of $h \in \{48, 72, 96, 180, 720\}$ on PeMSD7(M) and Solar-Energy respectively to investigate the performance of long-term forecasting. We use an Adam optimizer with a fixed learning rate of 0.001, a batch size of 64, and epochs of 50 to train our model. In addition, we elaborate tune the hyperparameters and select the settings with the best performance: specifically, the trade-off parameter $\lambda \in \{1, 10^{-2}, 10^{-2}, 10^{-3}\}$, the number of heads $n \in \{4, 8, 16\}$, the representation dimension $d \in \{256, 512, 1024\}$ and the latent variable dimension $k \in \{256, 512, 1024\}$. Regarding the rolling step, we consider a commonly-used setting $w = 24$, $h = 24$ for a multi-step forecasting setup that the rolling step is fixed to 1. In the parameter sensitivity experiment, the window size $w$ is selected from $\{24, 48, 96\}$. We implement TCVAE and other baselines on Python 3.6.13 with the package Pytorch 1.8.1. The codes of our model and baselines are carried out on Ubuntu 18.04.6 LTS, with one Inter(R) Xeon(R) CPU @ 2.10GHz and four NVIDIA GeForce 3090 GPU cards.

### D. Results

1) **Overall Comparison:** We adopt three widely used metrics, MAE, RMSE, MAPE, to measure the performance of our proposed TCVAE and all the comparative models. Table II shows the overall experimental results for the default forecasting setup of $w = 24$ and $h = 24$, where the best results are highlighted in bold and the suboptimal results are underlined. A smaller value indicates better performance. Remarkably, TCVAE establishes a new state-of-the-art and achieves 0.91%-15% MAE improvement, 3.95%-25.36% RMSE improvement and 0.48%-2.39% MAPE improvement over all baselines on most of the datasets. Especially for some of the datasets, such as Traffic and METR-LA, the improvement is even more significant (over 10%).

| Datasets      | Traffic | Electricity | Solar-Energy | COVID-19 | PeMSD7(M) | METR-LA |
|---------------|---------|-------------|--------------|----------|-----------|---------|
| Metrics       | MAE     | RMSE        | MAPE         | MAE      | RMSE      | MAPE    | MAE     | RMSE     | MAPE     |
| LSTNet        | 0.067   | 0.099       | 1.971        | 0.139    | 0.191     | 0.568   | 0.169   | 0.254     | 4.437     |
| AdaRNN        | 0.041   | 0.068       | 0.883        | 0.114    | 0.163     | 0.574   | 0.088   | 0.104     | 2.854     |
| DSANet        | 0.085   | 0.107       | 0.876        | 0.070    | 0.105     | 0.330   | 0.078   | 0.109     | 3.747     |
| STNorm        | 0.076   | 0.097       | 1.129        | 0.193    | 0.268     | 0.607   | 0.086   | 0.110     | 3.848     |
| StemGNN       | 0.040   | 0.061       | 0.201        | 0.072    | 0.108     | 0.402   | 0.074   | 0.099     | 2.055     |
| AGCRN         | 0.041   | 0.068       | 0.531        | 0.061    | 0.073     | 0.286   | 0.073   | 0.147     | 2.329     |
| TS2VEC        | 0.041   | 0.068       | 0.553        | 0.061    | 0.073     | 0.286   | 0.073   | 0.147     | 2.329     |
| Informer      | 0.045   | 0.073       | 0.279        | 0.062    | 0.089     | 0.380   | 0.091   | 0.131     | 4.205     |
| Autoformer    | 0.045   | 0.072       | 0.279        | 0.062    | 0.089     | 0.380   | 0.091   | 0.131     | 4.205     |
| FEDformer     | 0.040   | 0.068       | 0.531        | 0.061    | 0.073     | 0.286   | 0.073   | 0.147     | 2.329     |
| Nstafomer     | 0.034   | 0.055       | 0.553        | 0.061    | 0.073     | 0.286   | 0.073   | 0.147     | 2.329     |

**TABLE II** Overall Comparison of Different Methods on Six Datasets with $w = 24$, $h = 24$
the benefit of Transformers or variants combining various attention mechanisms in capturing temporal dependencies in modeling sequential data. Compared with the temporal-aware models, the GNN-based models, i.e., StemGNN and AGCRN, can capture dynamic correlations explicitly among multiple time series and show better performance on several datasets. For example, StemGNN shows competitive performance on PeMSD7(M) and METR-LA, and AGCRN achieves desirable performance on Traffic and Electricity. The reason lies in that the models use parallel parameter space for time series to model temporal and topology dynamics jointly without the need for a predefined graph structure. However, the GNN-based models, especially AGCRN, require higher memory space compared with other models when dealing with high-dimensional data such as Traffic (963 dimensions). In addition, the above GNN-based models and temporal-aware sequence models have performance limitations and fall behind Nstatformer and our proposed TCVAE, this is attributed to the fact that the distributions of adjacent time slices are diverse and change over time and the potential of current deep models is still constrained by such non-stationary data. Nstatformer tackles the issue by recovering the intrinsic non-stationary information into temporal dependencies and achieves impressive performance second only to TCVAE. TS2VEC and AdaRNN also deal with the distribution drift problem, but their performance is unsatisfactory on some datasets, which may be due to the limitations of RNN and CNN as backbones for learning temporal dependencies. From all the results, we conclude that, in addition to capturing temporal information and inter-series correlations, using temporal factors to guide distributional drift learning is important and effective.

To investigate the ability of the comparative models in long sequence forecasting, we further conduct experiments by fixing $w = 24$ and enlarging $h$ to 48, 72, 96, 180 and 720. The experimental results are shown in Table III where the best results are highlighted in bold, the suboptimal results are underlined, and OOM denotes running out of memory. We compare TCVAE with all baselines on PeMSD7(M) and Solar-Energy except for LSTNet, DSANet, and STNorm, which are the bottom-3 baselines from the above experiments. From the results, we can observe: (1) TCVAE significantly outperforms most of the baselines and achieves 3.80%-11.24% MAE improvement, 1.63%-9.49% RMSE improvement and 0.08%-24.87% MAPE improvement over all baselines on most of the datasets, indicating the superiority of TCVAE in long sequence forecasting; (2) it is worth noting that AGCRN highly benefits from modeling inter-series correlations within a topological structure and achieves suboptimal and even better performance than TCVAE on PeMSD7(M) with $h \in \{96, 180, 720\}$. This may be attributed to the fact that long time series facilitates a more accurate learned structure but bring some challenges for learning distributional drifts. However, when the total number of time steps is extremely large, e.g., on Solar-Energy, AGCRN and StemGNN run out of memory (as marked in OOM in Table III) with the prediction step $h = 720$. In contrast, TCVAE functions well on Solar-Energy, further indicating the high scalability of TCVAE, relative to GNN-based models; (3) when $h \in \{180, 720\}$, the advantage of AdaRNN in characterizing and matching temporal distribution information decreases compared with Nstatformer and our TCVAE, validating an RNN-type backbone is difficult to model the long sequences and easily affected by the cumulative errors; (4) on the PeMSD7(M) and Solar-Energy datasets, Informer achieves appreciable performance for long-range forecasting second only to our TCVAE. We attribute this close performance to the fact that the above datasets exhibit relatively weak non-stationary properties, which is consistent with the ADF test statistic in Table I.

### Table III

| Datasets       | Methods   | MAE    | RMSE   | MAPE   | MAE    | RMSE   | MAPE   | MAE    | RMSE   | MAPE   | MAE    | RMSE   | MAPE   |
|----------------|-----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| PeMSD7(M)      | AdaRNN    | 0.097  | 0.137  | 0.281  | 0.089  | 0.129  | 0.278  | 0.092  | 0.135  | 0.260  | 0.112  | 0.157  | 0.322  |
|                | StemGNN   | 0.098  | 0.150  | 0.320  | 0.106  | 0.162  | 0.364  | 0.117  | 0.175  | 0.410  | 0.140  | 0.205  | 0.507  |
|                | AGCRN     | 0.088  | 0.157  | 0.240  | 0.090  | 0.156  | 0.246  | 0.086  | 0.152  | 0.223  | 0.094  | 0.162  | 0.264  |
|                | TS2VEC    | 0.088  | 0.132  | 0.255  | 0.090  | 0.135  | 0.270  | 0.092  | 0.137  | 0.279  | 0.114  | 0.159  | 0.285  |
|                | Informer  | 0.085  | 0.134  | 0.212  | 0.089  | 0.127  | 0.207  | 0.081  | 0.128  | 0.218  | 0.111  | 0.154  | 0.252  |
|                | Autoformer| 0.145  | 0.206  | 0.392  | 0.160  | 0.240  | 0.466  | 0.167  | 0.242  | 0.468  | 0.195  | 0.274  | 0.532  |
|                | FedFormer | 0.125  | 0.186  | 0.354  | 0.125  | 0.182  | 0.354  | 0.127  | 0.186  | 0.365  | 0.174  | 0.240  | 0.460  |
|                | Nstatformer| 0.093  | 0.165  | 0.279  | 0.106  | 0.182  | 0.323  | 0.115  | 0.194  | 0.352  | 0.133  | 0.214  | 0.411  |
|                | TCVAE     | 0.087  | 0.126  | 0.189  | 0.079  | 0.124  | 0.196  | 0.105  | 0.144  | 0.214  | 0.110  | 0.150  | 0.218  |
| Solar-Energy   | AdaRNN    | 0.121  | 0.217  | 2.904  | 0.166  | 0.248  | 5.290  | 0.164  | 0.260  | 5.992  | 0.168  | 0.266  | 5.457  |
|                | StemGNN   | 0.098  | 0.161  | 4.044  | 0.113  | 0.180  | 6.100  | 0.122  | 0.186  | 6.215  | 0.112  | 0.172  | 5.661  |
|                | AGCRN     | 0.161  | 0.249  | 3.660  | 0.150  | 0.230  | 3.647  | 0.118  | 0.194  | 3.545  | 0.137  | 0.208  | 3.548  |
|                | TS2VEC    | 0.111  | 0.153  | 4.587  | 0.130  | 0.172  | 5.647  | 0.128  | 0.169  | 5.540  | 0.114  | 0.159  | 4.894  |
|                | Informer  | 0.079  | 0.115  | 4.043  | 0.081  | 0.123  | 4.284  | 0.099  | 0.134  | 5.571  | 0.089  | 0.137  | 5.612  |
|                | Autoformer| 0.221  | 0.282  | 5.097  | 0.205  | 0.260  | 5.137  | 0.208  | 0.270  | 3.859  | 0.206  | 0.275  | 4.481  |
|                | FedFormer | 0.147  | 0.207  | 4.923  | 0.141  | 0.183  | 4.464  | 0.127  | 0.174  | 4.728  | 0.122  | 0.180  | 5.064  |
|                | Nstatformer| 0.128  | 0.215  | 3.258  | 0.162  | 0.256  | 3.514  | 0.166  | 0.259  | 3.530  | 0.151  | 0.243  | 4.132  |
|                | TCVAE     | 0.076  | 0.111  | 3.507  | 0.093  | 0.121  | 3.472  | 0.093  | 0.126  | 3.510  | 0.082  | 0.124  | 3.545  |

2) Ablation Study: To better understand the effectiveness of different components in TCVAE, we perform additional experiments on Electricity and PeMSD7(M) with ablation consideration by removing different components from TCVAE. In the experiments, we select a setting of $w = 24$ and $h = 24$. Table IV summarizes the results and shows that all the
components are integral. Specifically, \textit{w/o THA} is a variant where the Hawkes process is removed from TCVAE, and its temporal factor representation focuses on global-location rather than local-location contribution. Comparing TCVAE and \textit{w/o THA}, we observe that temporal Hawkes attention significantly improves temporal attention (+3.74\%, +12.91\%, +3.44\% corresponding to MAE, RMSE and MAPE respectively), verifying our design of using the Hawkes process to model time series as temporal point processes. A possible reason is that THA better captures the excitation induced by influential events while learning the distributed scores of every time step, which could also be observed from the visualization in Fig. 7. The superiority of TCVAE over variant \textit{w/o GAM} verifies the effect of temporal factors in guiding the generation of information flow. Due to the adaptive control of GAM, the valuable information generated by multiple heads is identified and the noise parts are greatly silenced. In addition, TCVAE shows significant improvement (+5.14\%, +11.41\%, +16.00\%) over variant \textit{w/o FDA} using a standard CVAE and removing CCNF \( \Phi \), indicating that breaking the specific distribution form and using temporal factors as distribution guides are of great significance. More finely-grained, \textit{w/o CCNF} excludes the conditional continuous normalizing flow of the FDA module, thereby the TCVAE degenerates to a temporal factor-guided CVAE which directly matches the prior and posterior distributions with \( \text{KL} \) divergence. Comparing TCVAE and \textit{w/o CCNF}, an important conclusion is that the flexible posterior approximated by CCNF surpasses the Gaussian posterior on both datasets. We argue that the intrinsic cause is that the simple Gaussian posterior can not estimate the true posterior well, using CCNF can help learn a more flexible density. And the improvements of TCVAE over variants \textit{w/o Backcasting} and \textit{w/o KL} prove that both temporal conditions and backcasting designs can introduce additional information and improve sequence representation capacity. Back to Table IV the MAE, RMSE and MAPE of TCVAE are significantly improved (+11.41\%, +16.00\%, +3.12\%) over \textit{w/o KL}, showing that \( \text{KL} \) loss helps emphasize the constraints of temporal factors in the latent space during the training. We note that removing backcasting hardly leads to significant degradation in performance, probably because the backcasting (reconstruction) loss has the same or duplicated effect as the forecasting loss.

3) Parameter Sensitivity: We investigate the sensitivity of TCVAE in terms of the time window size \( w \in \{24, 48, 96\} \), the trade-off parameter \( \lambda \in \{1, 10^{-1}, 10^{-2}, 10^{-3}\} \), the number of heads \( n \in \{4, 8, 16\} \), the representation dimension \( d \in \{256, 512, 1024\} \) on Electricity. The latent variable dimension \( h \) varies in a range of \{256, 512, 1024\} on Electricity and METR-LA. Fig. 3 (a) - (d) shows the MAE and MAPE on Electricity by changing one parameter while fixing others. From the results, we have observations as follows. (1) \textbf{Window size} \( w \): Window size impacts learning distributional drifts. When predicting a short horizon (such as \( h \in \{12, 24\} \)), \( w = 96 \) achieves the best performance due to the sufficient temporal patterns and dependency information. When \( h > 48 \), \( w = 48 \) achieves the best performance. The interpretation from a training perspective is that a relatively small value of \( w \) may not pass enough information to the latent space \( Z \), while a large value of \( w \) brings redundant information leading to losing accuracy. (2) \textbf{Trade-off parameter} \( \lambda \): The influence of weight \( \lambda \) for the \( \text{KL} \) loss term (Equation (26)) is analyzed. The setting \( \lambda = 0.1 \) with \( h \in \{12, 24\} \) and \( \lambda = 0.01 \) with other prediction lengths give the optimal results. The results
confirm that a larger $\lambda$ imposes a stronger emphasis on VAE to find the underlying factors leading to drift; however, a large $\lambda$ (e.g., $\lambda = 1$) may hurt the performance. (3) **Number of heads $n$**: The results report that 4-head attention achieves the best performance in predicting 12 and 48 timestamps. The forecasting quality drops off with too many heads $n = 16$. (4) **Representation dimension $d$**: The representation dimension of inputs and temporal factors in TCVAE highly determines the parameter effectiveness in temporal factor guidance and the capability of the learned representations. Fig. 3 (d) shows the impact of various representation dimensions on Electricity. When the representation dimension is set to 512, TCVAE achieves the best performance. An excessively small or large representation dimension will result in poor performance. (5) **Latent variable dimension $k$**: As shown in Table V, similar to the representation dimension, $k = 512$ results in the best performance of TCVAE, confirming that a larger $k$ improves the representation capability of TCVAE but may easily lead to the overfitting problem.

4) **Case Study**: We deliver some case examples and analyze the pattern learned by several key components, i.e., FDA, GAM and THA of TCVAE, respectively. Traffic and pandemic data are highly dynamic and volatile, providing excellent scenarios for case studies.

**Flexible Distribution Approximation** To study the validity of our proposed FDA insightfully, we select three time windows: 8:00-10:00 A.M. (the 96th window), 3:00-5:00 P.M. (the 192nd window) and 10:00-12:00 P.M. (the 288th window) at a 7-hour interval. We fit the flexible posterior of FDA and a Gaussian posterior in the left part of Fig. 4. The target distribution, predicted distribution, and Gaussian distribution are compared in the right part. We can see that more details are reserved by the flexible posterior. A specific distribution such as a univariate Gaussian cannot approximate a target distribution (e.g., a multivariate distribution) accurately (red arrows in Fig. 4). The visualization is consistent with the study [7][8]: the distribution of time series data that changes over time can be better approximated by a dynamic mixture distribution. Although there is a mean left shift (brown arrows in Fig. 4) between the target distribution and the predicted distribution, the deviation is reduced via learning a flexible distributional representation adaptive to temporal factors.

In addition, we choose four sensors from METR-LA and show their corresponding locations on Google Map (left part in Fig. 5). In this experiment, we introduce additional intermediate variables $Z^# = M(Z^*)$ which can reflect the patterns learned by $Z^*$ and $X^# = M(X)$, where $M(Z^*) : \mathbb{R}^k \rightarrow \mathbb{R}^{d_x}$ and $M(X) : \mathbb{R}^d \rightarrow \mathbb{R}^{d_x}$ are two feed-forward mappers before decoder $T_d$ and $d_x = 207$ denotes the number of sensors. Since each latent column vector in $Z^#$ always corresponds to a unique sensor in raw multivariate time series, the correlation matrix of different sensors is computed by $Z^#$ on two-time windows 8:00-10:00 A.M. and 10:00-12:00 P.M. (the right part in Fig. 5). The $i$th column in the matrix embodies the correlation strength between sensor $#i$ and other sensors in the real-world environment. We can observe that the correlation between sensor #3 and sensor #4 is high and hardly varies, while the low correlation between sensor #3 and sensor #12, #17 varies dramatically over time. The results suggest that some sensors are always closely related to each other because of the fixed spatial relationship, however, other sensors are closely related in one-time slice but ‘leave apart’ relations in other time slices. This dynamic is reasonable, since sensor #3 and sensor #12, #17 are located on different main roads surrounded by different environments (schools, parks, etc.). Therefore, the module FDA can capture both invariance and dynamics of time series in the process of distributional drift adaptation.

**Gated Attention Mechanism** Next, we qualitatively analyze the time-guided component of TCVAE by comparing GAM and traditional multi-head attention (MHA) over a 24-

### Table V: Effect of Different Latent Variable Dimensions

| Datasets          | Electricity | METR-LA     |
|-------------------|-------------|-------------|
| $k$               | 256         | 512         | 1024        |
| MAE               | 0.064       | 0.061       | 0.104       | 0.127       |
| RMSE              | 0.091       | 0.073       | 0.229       | 0.156       | 0.213       |
| MAPE              | 0.294       | 0.286       | 0.792       | 0.467       | 0.751       |

![Fig. 4. Distribution of different time windows, METR-LA.](image-url)

(a) At 8:00-10:00 A.M. (the 96th window)

(b) At 3:00-5:00 P.M. (the 192nd window)

(c) At 10:00-12:00 P.M. (the 288th window)
day lookback for the number of Confirmed Cases (CC) in Jiangsu province in China from the COVID-19 test set in August 2021. We visualize day-level attention throughout the historical window and analyze the corresponding predicted CC for the 25th day. For comparison, we also show actual and previously predicted CC across all days. The results are shown in Fig. 6(a). We see that TCVAE using MHA predicts the 25th day CC with a relative error of 11.18% from the actual value, whereas TCVAE using GAM predicts that closer to the actual value (1.23%). Despite the varying trends throughout the historical window, GAM focuses on the sharp upscend trend (e.g., the 21st day, the 23rd day) towards the end of the window, whereas MHA learns weighted scores and captures a gentle upscent trend (e.g., the 1st day, the 15th day). The results of GAM are consistent with the theory [74]: the impact of long-distance events gradually decays, potentially because GAM effectively adapts the information flow of multiple heads to temporal factors to decay the impact of long-distance time points enabling TCVAE to focus on more recent salient time points, which better reflects the temporal state of event development. In Fig. 6(b) we further look back 24-hour Occupancy Rate (OR) of a randomly selected sensor from the test set of Traffic with obvious periodical patterns [79]. TCVAE using GAM predicts the 25th hour OR closer to the actual value than using MHA. In terms of hour-level attention, GAM accurately assigns larger attention scores to hours with an upscent trend (e.g., the 1st hour, the 22nd hour), whereas MHA assigns larger weights to hours with a descent trend (e.g., the 11th hour, the 12th hour). On periodic data, we note that GAM hardly reflects the regularity that the impact of long-distance events gradually decays, which is reasonable because periodic data generally exhibits repeated patterns where distant time points may receive high attention scores due to similar patterns.

Temporal Hawkes Attention To understand what is of importance the temporal Hawkes attention learns, we compare THA and temporal attention (TA) denoted as $\vartheta(\cdot)$ in Section IV.C over a 24-day lookback for the number of CC in Beijing from the COVID-19 training set in June 2020. Accordingly, the visualization of day-level attention and the predicted curves using THA and TA are given in Fig. 7. TCVAE using TA predicts the 25th day CC with a relative error of 19.72% from the actual value, whereas using THA, predicts the cases closer to the actual value (6.30%). THA receives more attention scores concentrated in the later part of the window and captures the fast-rising trend, whereas TA learns more scattered weighted scores and captures a gentle uptrend, probably because THA better captures the excitation induced by influential events, i.e., a clustered epidemic outbreak starting in the middle of the window.

5) Computational Complexity: With the multivariate setting and all the methods’ current finest implementation, we perform a statistical comparison of the time costs and parameter volumes on Traffic in Table VI. We investigate the computational
TABLE VI
STATISTICS OF MODEL COMPLEXITY IN TERMS OF TRAINING/TEST TIME COSTS AND MODEL PARAMETERS, WHERE SEC DENOTES SECONDS

| Parameters (M) | LSTNet | AdaRNN | DSANet | STNorm | StemGNN | AGCRN | TS2VEC | Informer | Autoformer | FEDformer | Nstatformer | TCVAE w/o CCNF |
|----------------|--------|--------|--------|--------|---------|-------|--------|---------|------------|------------|-------------|----------------|
| Training Time (Sec/Epoch) | 9.54   | 15.52  | 90.99  | 9.26   | 67.16   | 71.24 | 8.77   | 26.83   | 32.88      | 35.45      | 17.00       | 14.50         | 18.34         | 15.21         |
| Test Time (Sec) | 4.94   | 13.60  | 25.60  | 1.06   | 24.31   | 17.89 | 4.06   | 3.96    | 11.21      | 8.78       | 10.39       | 65.4          | 37.29         | 4.94          |

complexity of all the comparative baselines, TCVAE and its
variant w/o CCNF. From the experimental results, we can
observe that: (1) TCVAE requires more parameters than the
Transformer- and GNN-based methods, aiming to learn tem-
poral dependencies to address the distribution drift in MTSs;
(2) regarding training/test time, TCVAE runs faster than the
GNN-based methods but slower than the Transformer-based
methods; (3) StemGNN and AGCRN have higher time costs
than the SOTA Transformer-based methods despite achieving
competitive forecasting performance; (4) compared to the
RNN- and CNN-based methods (except for DSANet), the
Transformer- and GNN-based methods require much more
parameters and training/test time costs but achieve much better
multi-step forecasting performance; (5) the variant of TCVAE,
w/o CCNF achieves both high efficiency and desirable fore-
casting performance compared with the baselines.

Although TCVAE needs relatively large parameters and time
costs, it has addressed the challenging distribution drift issue
instead of the general MTS forecasting issue and achieved a
significant performance improvement over the baselines, see
Table II. In addition, since TCVAE shows a considerable
improvement over w/o CCNF, TCVAE still maintains the time-
consuming CCNF module to achieve higher performance and
transform the Gaussian distribution to a complex and form-free
distribution, see Table IV and Fig. 4. In summary, considering
the significant performance improvement of TCVAE and its
effectiveness in tackling the challenging distribution drift in
MTSs, the computation and time costs of TCVAE are moderate
and acceptable.

VI. CONCLUSION AND FUTURE WORK

In this work, a novel variational autoencoder architecture
TCVAE for distributional drift adaptation is introduced to
model the dynamic dependencies between historical observa-
tions and future data varying with time in MTS. Specifi-
cally, we design a temporal Hawkes attention mechanism to
represent temporal factors that estimate the temporal Gaussi-
sian and a gated attention mechanism to dynamically adapt
the network structure of the Transformer-based encoder and
decoder. We propose to take advantage of transforming the
temporal Gaussian into a flexible distribution that breaks the
limitations of distributional form for inferring the temporal
conditional distribution. In a variety of MTS forecasting appli-
cations, TCVAE based on more robust representation regularly
outperforms previous techniques.

We will consider future work from two perspectives. First,
TCVAE learns the distributional drift adaptation in estimating
the conditional distribution of future data based on the assump-
tion that the distributional drift frequencies of the training and
testing sets are the same. The cases of different distribution
frequencies often exist in some scenarios. We will consider
the dynamics to improve our model in the future. Second,
we will explore its application in other real distribution-drift
scenarios, such as research hot spots, stock trend forecasting,
and product demand analysis.
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