Quasi-Monte Carlo finite element approximation of the Navier–Stokes equations with initial data modeled by log-normal random fields
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Abstract

In this paper, we analyze the numerical approximation of the Navier–Stokes problem over a bounded polygonal domain in $\mathbb{R}^2$, where the initial condition is modeled by a log-normal random field. This problem usually arises in the area of uncertainty quantification. We aim to compute the expectation value of linear functionals of the solution to the Navier–Stokes equations and perform a rigorous error analysis for the problem. In particular, our method includes the finite element, fully-discrete discretizations, truncated Karhunen–Loève expansion for the realizations of the initial condition, and lattice-based quasi-Monte Carlo (QMC) method to estimate the expected values over the parameter space. Our QMC analysis is based on randomly-shifted lattice rules for the integration over the domain in high-dimensional space, which guarantees the error decays with $O(N^{-1+\delta})$, where $N$ is the number of sampling points, $\delta > 0$ is an arbitrary small number, and the constant in the decay estimate is independent of the dimension of integration.
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1 Introduction

Mathematical modeling and numerical simulations are extensively used to investigate the behavior of given problems from various areas of science and engineering. These days, considering uncertainty in input data of the given mathematical models such as coefficients, boundary conditions, initial conditions, or external forces becomes more important and popular in real-world applications. In particular, it is getting more and more attention to observe its effect on some quantities of interest, which contain some information for an intrinsic variability of the given dynamical system. In order to describe the uncertainty, probability theory provides a great framework where all uncertainty inputs are interpreted as random fields, which is especially useful to characterize the randomness of physical quantities within a given system. In the present paper, we consider the incompressible Navier–Stokes equations with random initial data in a two-dimensional domain and perform the mathematical analysis of quasi-Monte Carlo (QMC) methods with time-stepping finite element methods (FEM) to quantify the randomness of the corresponding solution. In practice, the random initial data is assumed to be parametrized by a countable number of random variables by the Karhunen–Loève expansion \cite{29, 39}.

To formulate the problem, let $D \subset \mathbb{R}^2$ be a bounded convex polygonal domain and let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. Here, $\Omega$ is the sample space consisting of all possible outcomes, $\mathcal{F} \subset 2^\Omega$ is the $\sigma$–algebra, and $\mathbb{P} : \mathcal{F} \to [0,1]$ is a probability function. Note that $\Omega$ is not necessarily finite-dimensional.

Now we consider the initial-boundary value problem of the incompressible fluid flow model with the random initial data $u^0(x,\omega) : D \times \Omega \rightarrow \mathbb{R}$: for a time interval $[0,T]$ of interest: find a random velocity
\( \mathbf{u} : [0, T] \times D \times \Omega \to \mathbb{R}^2 \) and \( p : [0, T] \times D \times \Omega \to \mathbb{R} \) such that for \( \mathbb{P} \)-almost surely (a.s.) the following equations holds:

\[
\begin{align*}
\partial_t \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} - \Delta \mathbf{u} &= - \nabla p & \text{in } [0, T] \times D \times \Omega, \\
\text{div } \mathbf{u} &= 0 & \text{in } [0, T] \times D \times \Omega,
\end{align*}
\]

subject to the homogeneous boundary condition

\[
\mathbf{u}(t, \mathbf{x}, \omega) = 0 \quad \text{on } (0, T] \times \partial D \times \Omega,
\]

and the initial condition

\[
\mathbf{u}(0, \mathbf{x}, \omega) = \mathbf{u}^0(\mathbf{x}, \omega) \quad \text{in } D \times \Omega.
\]

Here, the symbols \( \nabla \) and \( \Delta \) denote the differential operators with respect to spatial variable \( \mathbf{x} \in D \), and \( \partial_t \) means the time derivative.

In this paper, we shall consider the following initial random fields:

\[
\mathbf{u}^0(\mathbf{x}, \omega) = \nabla^\perp \exp Z(\mathbf{x}, \omega) = (- \partial_{x_2} \exp(Z(\mathbf{x}, \omega)), \partial_{x_1} \exp(Z(\mathbf{x}, \omega))),
\]

where \( Z(\cdot, \cdot) \) is the centered Gaussian random field. The motivation for this type of random initial data as (1.5) is to make our initial condition divergence-free, which automatically satisfies

\[
\text{div } \mathbf{u}^0(\mathbf{x}, \omega) = 0 \quad \text{in } D \times \Omega.
\]

The present paper aims to compute a certain quantity of interest of the solution to the problems (1.1)-(1.5). In specific, we aim to estimate

\[
\mathbb{E}[\mathcal{G}(\mathbf{u})] \text{ for any } \mathcal{G} \in (L^2(D))^2'
\]

by transforming it into a high-dimensional quadrature problem, which is then solved by means of the quasi-Monte Carlo (QMC) methods. QMC methods are known to be faster than the standard Monte Carlo (MC) method in many applications. See [3, 47, 48] for the comprehensive introduction of MC and QMC methods.

Throughout the paper, we assume that the given Gaussian random fields \( Z(\cdot, \cdot) \) in (1.5) can be represented in terms of a Karhunen–Loève (KL) expansions

\[
Z(\mathbf{x}, \omega) = \sum_{j=1}^\infty \sqrt{\mu_j} \xi_j(\mathbf{x}) y_j(\omega), \quad (\mathbf{x}, \omega) \in D \times \Omega,
\]

where \( \{y_j\}_{j \geq 1} \) is the sequence of \( \mathcal{N}(0, 1) \)-distributed i.i.d. random variables and \( \{\mu_j, \xi_j\}_{j \geq 1} \) is the sequence of eigenpairs of the covariance operator defined by

\[
\mathcal{C}_v := \int_D c(\cdot, \mathbf{x}') v(\mathbf{x}') \, d\mathbf{x}'.
\]

Here, the kernel \( c(\cdot, \cdot) \) denotes the covariance function of \( Z(\cdot, \cdot) \) defined by

\[
c(\mathbf{x}, \mathbf{x}') = \mathbb{E}[Z(\mathbf{x}, \cdot)Z(\mathbf{x}', \cdot)] \text{ for } \mathbf{x} \text{ and } \mathbf{x}' \in D.
\]

Then it is straightforward to see that the operator (1.7) is a self-adjoint compact operator from \( L^2(D) \) into \( L^2(D) \). The non-negative eigenvalues, \( \sqrt{\int_{D \times D} (c(\mathbf{x}, \mathbf{x}'))^2 \, d\mathbf{x} \, d\mathbf{x}' \geq \mu_1 \geq \mu_2 \geq \cdots \geq 0} \), satisfy \( \sum_{j=1}^\infty \mu_j = \int_D \text{Var}(Z)(\mathbf{x}) \, d\mathbf{x} \), and the corresponding eigenfunctions are orthonormal in \( L^2(D) \), i.e.
\[ \int_B \xi_j(x) \xi_k(x) \, dx = \delta_{jk}. \]
Throughout the paper, we take the view that the random initial data \( u^0(x, \omega) \) has been parametrized by a vector \( y(\omega) = (y_1(\omega), \ldots, y_J(\omega), \ldots) \), which will be described in more detail later.

Our approximation scheme for \( \mathbb{E}[G(u)] \) consists of three processes: The first step concerns with solving (1.1)-(1.4) for fixed \( \omega \in \Omega \) by means of the fully-discrete finite element methods. In particular, we shall use the implicit backward Euler scheme on the given time interval \([0, T]\) with the grid \( t_j := j \Delta t \) for \( j = 0, 1, \ldots, \ell \) and \( \Delta t := \frac{T}{\ell} \). The conforming piecewise polynomial approximation on a collection of shape-regular partitions of \( D \) is used for the spatial discretization, whose discretization parameter is denoted by \( h > 0 \). For each time step \( J \in \{0, 1, \ldots, \ell\} \), we will write the finite element solution as \( u^J_{s,h} \). The second step comprises of the truncation of KL expansion (1.6). In order to apply the sampling method to the initial random field \( u^0 \), the infinite summation (1.6) is approximated by \( s \)-term summation for properly chosen parameter \( s \in \mathbb{N} \). We substitute the resulting truncated KL expansion of \( Z(\cdot, \cdot) \) into (1.5) to derive a finite-dimensional problem from the original problem, with the resulting finite element solution of the truncation problem denoted as \( u^J_{s,h} \). In the third step, the quantity of interest \( \mathbb{E}[G(u(t,J))] \) is then approximated by the expected value of the random variable \( G(u^J_{s,h}(\omega)) \), denoted by \( \mathbb{E}[G(u^J_{s,h}(\omega))] \) which, for fixed \( s \in \mathbb{N} \) and random vector \( y = (y_1(\omega), \ldots, y_s(\omega)) \), takes the following expression

\[ \mathbb{E}[G(u^J_{s,h})] = \int_{\mathbb{R}^s} G(u^J_{s,h}(\cdot, y)) \prod_{i=1}^s \varphi(y_i) \, dy, \]

where \( \varphi(y) = \exp(-y^2/2)/\sqrt{2\pi} \) is the probability density function corresponding to the standard normal distribution.

This integral above will be computed by suitable quadrature rules based on the change of variable formula. In particular, if we let \( F^J_{s,h}(y) := G(u^J_{s,h}(\cdot, y)) \), we obtain

\[ \mathbb{E}[G(u^J_{s,h})] = \mathbb{E}[F^J_{s,h}] = \int_{(0,1)^s} F^J_{s,h}(\Phi_s^{-1}(v)) \, dv. \] (1.8)

Here, \( \Phi_s \) is the cumulative distribution function of a standard normal distributed random vector of length \( s \in \mathbb{N} \), and \( \Phi_s^{-1}(v) \) is its inverse with \( v \in [0,1]^s \). For the case of \( s = 1 \), we simplify the notation as \( \Phi := \Phi_1 \).

This quantity (1.8) will be approximated by the QMC quadrature rule, in specific, by randomly-shifted lattice rule which can be represented as the form

\[ Q_{s,N}(F^J_{s,h}; \Delta) := \frac{1}{N} \sum_{i=1}^N F^J_{s,h} \left( \Phi_s^{-1} \left( \frac{iz}{N} + \Delta \right) \right), \]

where \( z \in \mathbb{N}^s \) denotes a generating vector, \( \Delta \in [0,1]^s \) means a random shift uniformly distributed over \([0,1]^s\) and \( \text{frac}(\cdot) \) denotes a function that takes the fractional part.

The main goal of this paper is to derive the bound for the following root-mean-square error for each time level \( J \in \{0, 1, \ldots, \ell\} \):

\[ \sqrt{\mathbb{E}^\Delta \left[ \left( \mathbb{E}[G(u(t,J))] - Q_{s,N}(F^J_{s,h}; \Delta) \right)^2 \right]}, \]

where \( \mathbb{E}^\Delta \) means expectation with respect to \( \Delta \), which is encapsulated in Theorem 7.1.

The remaining of this paper is organized as follows. We introduce in Section 2 key preliminaries to define the parameter-dependent variational formulation of the Navier–Stokes equations, and to discuss its well-posedness. Moreover, several important assumptions are made on the regularity of the initial data, which will be utilized throughout the paper. In Section 3 we focus on the implicit conforming Galerkin
finite element approximation and its convergence rate. Section 4 concerns with deriving an error estimate for the truncation based on the Karhunen–Loève expansion, and thereafter, we will introduce in Section 5 the QMC quadrature rule for the high-dimensional approximation and compute the error bound for the proposed approximation. Extensive numerical experiments are provided in Section 6 to support our theoretical findings. Last but not least, we conclude in Section 7 the combined error analysis based on the analysis performed in Sections 3, 4 and 5 and discuss several future research topics.

2 Weak formulation of parameter-dependent problem

In this section, we first introduce some function spaces which will be used throughout the paper. For \( m \geq 0 \) and \( 1 \leq p \leq \infty \), we denote by \( L^p(D) \) and \( W^{m,p}(D) \) the standard Lebesgue and Sobolev spaces. For simplicity, we write \( \| \cdot \|_p = \| \cdot \|_{L^p(D)} \) and \( \| \cdot \|_{k,p} = \| \cdot \|_{W^{k,p}(D)} \). In the special case that \( p = 2 \), we adopt the conventional notation \( H^m(D) := W^{m,2}(D) \). Furthermore, we denote by \( H^1_0(D) \) the space of functions in \( H^1(D) \) with zero trace on \( \partial D \) and by \( C_0^\infty(D) \) the space of \( C^\infty \) functions with compact support in \( D \). Henceforth, \( X(D)^d \) will denote the space of \( d \)-component vector-valued functions with components from \( X(D) \). For two vectors \( a \) and \( b \), \( a \cdot b \) means their scalar product; and, similarly, for two tensors \( A \) and \( B \), \( A : B \) denotes their scalar product. Also, \( C \) signifies a generic positive constant, which may change at each appearance, and \( A \leq B \) means that there exists \( C > 0 \) such that \( A \leq C B \).

Next, let us define the following functional spaces that are frequently used in the study of incompressible fluids:

\[
V = \{ u \in C^\infty_0(D)^2 : \text{div } u = 0 \}, \\
V = \text{the closure of } V \text{ in } H^1_0(D)^2, \\
H = \text{the closure of } V \text{ in } L^2(D)^2.
\]

The space \( H \) is a Hilbert space with the inner product \((\cdot, \cdot)\) induced by \( L^2(D) \), and the space \( V \) is equipped with the scalar product

\[
a(u, v) = \int_D \nabla u : \nabla v \, dx.
\]

We further define the following trilinear form on \( V \times V \times V \) by

\[
B[u, v, w] = \frac{1}{2} \int_D \left( ((u \cdot \nabla)v) \cdot w - ((u \cdot \nabla)w) \cdot v \right) \, dx.
\]

The motivation for using this modified convective term is to conserve the skew symmetry of discrete divergence in \((1.1)\). Note that \( B[\cdot, \cdot, \cdot] \) coincides with the trilinear form associated with the corresponding convection term in \((1.1)\) if we are considering pointwise divergence-free functions.

Next, we present the existence and uniqueness results for weak solutions of \((1.1)-(1.4)\) in the two-dimensional domain, which is encapsulated in the following theorem (see, for example, [19]).

**Theorem 2.1.** For any given \( u^0 \in H \), there exists unique \( u \in L^\infty(0, T; H) \cap L^2(0, T; V) \) such that

\[
(\partial_t u, v) + B[u, u, v] + a(u, v) = 0, \quad \forall v \in V, \\
u(0) = u^0.
\]

Furthermore, the following energy inequality holds

\[
\sup_{0 < t < T} \| u(t) \|^2_2 + 2 \int_0^T \| \nabla u(\tau) \|^2_2 \, d\tau \leq \| u^0 \|^2_2.
\]
It is straightforward to verify that $\partial_t u \in L^2(0,T;V')$, which implies $u \in C([0,T];H)$. Consequently, the expression (2.3) is meaningful, see, e.g., [49] for details. The reason we restrict ourselves to the case of a two-dimensional domain is that the uniqueness of the weak solution to (2.3) is only known under such a scenario. Note, however, that the analysis in the present paper can be extended to the case of the three-dimensional domain in a straightforward manner once we obtain its uniqueness. At the moment, for the case of the three-dimensional domain, the uniqueness is known only with more restrictive assumptions: see, for example, [49] where the Serrin condition for the uniqueness and local well-posedness were discussed.

The weak formulation (2.2) and (2.3) motivates us to derive the deterministic variational formulation of the parametric problem (1.1)-(1.4). By (1.5) and (1.6), the initial condition $u^0(x,\omega)$ can be parametrized by an infinite-dimensional vector $y(\omega) = (y_1(\omega), y_2(\omega), \cdots) \in \mathbb{R}^\infty$ of i.i.d. Gaussian random variables $y_j \sim N(0,1)$. The law of $y$ is defined on the probability space $(\mathbb{R}^\infty, \mathcal{B}(\mathbb{R}^\infty), \bar{\mu}_G)$. Here, $\mathcal{B}(\mathbb{R}^\infty)$ is the Borel $\sigma$-algebra on $\mathbb{R}^\infty$ and $\bar{\mu}_G$ denotes the product Gaussian measure (cf. [2])

$$\bar{\mu}_G = \prod_{j=1}^{\infty} N(0,1).$$

Throughout the paper, we need the following assumption.

**Assumption 2.2.** For some $k > 2$, $Z(x,\omega) \in L^2(\Omega; H^k(D))$.

Now based on the above assumption, we shall use the following lemma, which is quoted from [13].

**Lemma 2.3.** Let Assumption 2.2 hold. Then for $\mu_j$ and $\xi_j$ defined in (1.6), it holds

$$\mu_j \lesssim j^{-k-1}$$

for $j \in \mathbb{N}$ sufficiently large.

Furthermore, for any $0 \leq \theta \leq 1$, there holds

$$\|\xi_j\|_{H^{\theta k}(D)} \lesssim j^{\theta k}.$$

Note that Lemma 2.3 together with the Sobolev embedding indicates

$$\|\xi_j\|_{C(D)} \lesssim j^{\frac{k}{2}} \quad \text{and} \quad \|\nabla \xi_j\|_{C(D)} \lesssim j \quad \text{for } j \in \mathbb{N} \text{ sufficiently large.}$$

Furthermore, in our QMC analysis in Section 5, we will need the following assumption.

**Assumption 2.4.** Let us define the sequence $b = \{b_j\}_{j \geq 1}$ by

$$b_j := \sqrt{\mu_j} \|\xi_j\|_{C(D)}, \quad j \geq 1.$$  

Then we have

$$\sum_{j \geq 1} b_j^p < \infty, \quad \text{for some } p \in (0,1].$$

**Remark 2.5.** If $k > \frac{2}{\theta}$, then Lemma 2.3 and Assumption 2.2 imply Assumption 2.4.

Next, we can define the following admissible parameter set,

$$U_b := \left\{ y \in \mathbb{R}^\infty : \sum_{j \geq 1} b_j |y_j| < \infty \right\} \subset \mathbb{R}^\infty.$$

Although the set $U_b \subset \mathbb{R}^\infty$ is not a product of subsets of $\mathbb{R}$, we can show that it is $\bar{\mu}_G$-measurable and of full Gaussian measure, which is explained in the following lemma (cf. Lemma 2.28 in [45]).
Lemma 2.6. Suppose that Assumption 2.4 holds for some $0 < p < 1$. Then $U_b \in \mathcal{B}(\mathbb{R}^\infty)$ and $\bar{\mu}_G(U_b) = 1$.

We now identify the stochastic initial condition $u^0(x, \omega)$ with its parametric representation $u^0(x, y(\omega))$, which means that for each $y \in U_b$, we define the deterministic initial condition by

$$u^0(x, y) = \left(-\partial_{x_2} \exp \left(\sum_{j=1}^\infty \sqrt{\mu_j} \xi_j(x)y_j\right), \partial_{x_1} \exp \left(\sum_{j=1}^\infty \sqrt{\mu_j} \xi_j(x)y_j\right)\right).$$

Thanks to Lemma 2.6, now we utilize $U_b$ as the parameter space instead of $\mathbb{R}^\infty$. Recall that $U_b$ is not a product domain, but we can define the product measures such as $\bar{\mu}_G$ on $U_b$ by restriction. Now for each $y \in U_b$, we consider the following deterministic and parametric variational formulation of the problem (1.1)-(1.4): For each $y \in U_b$, find $u(y) \in V$ satisfying

$$\begin{align*}
(\partial_t u(y), v) + B[u(y), u(y), v] + a(u(y), v) &= 0, \quad \forall v \in V, \quad (2.9) \\
u(0, y) &= u^0(y). \quad (2.10)
\end{align*}$$

Note that $u^0(y) \in H$ for each $y \in U_b$, due to Assumption 2.2. This, together with Theorem 2.1 indicates the solution above $u(y)$ is uniquely determined for each $y \in U_b$.

3 Numerical approximation

We begin with the implicit conforming Galerkin finite element approximation to the given variational formulation of the Navier–Stokes equations (2.9)-(2.10). To this end, let $\mathcal{T}_h$ be a shape-regular partition of the physical domain $\mathcal{D}$ with mesh size $h > 0$. We define conforming finite element spaces of degree $i \in \mathbb{N}_0$ and $j \in \mathbb{N}_0$ for velocity $H_h \subset H^2_0(D)$ and pressure $Q_h \subset L^2_0(D)$ by

$$\begin{align*}
H_h &= \{W \in C(\mathcal{D})^2 : W|_K \in P_i(K)^2 \quad \forall K \in \mathcal{T}_h \text{ and } W|_{\partial D} = 0\}, \\
L_h &= \{\Pi \in L^2_0(D) : \Pi|_K \in P_j(K) \quad \forall K \in \mathcal{T}_h\},
\end{align*}$$

where $P_j(K)$ denotes the family of polynomials of degree at most $i \in \mathbb{N}_0$ on each simplex $K \in \mathcal{T}_h$.

We further assume that $H_h$ and $L_h$ satisfy the following inf-sup condition,

$$\|q_h\|_2 \leq C \sup_{v_h \in H_h \setminus \{0\}} \left(\frac{\nabla \cdot v_h, q_h}{\|\nabla v_h\|_2}\right) \quad \forall q_h \in L_h$$

with a constant $C > 0$ independent of $h > 0$. This can be guaranteed by using, e.g., the Taylor–Hood element or MINI element \cite{10}.

Further, we also define the following discrete divergence-free subspace of $H_h$,

$$V_h := \{v_h \in H_h : (\nabla \cdot v_h, q_h) = 0, \quad \forall q_h \in Q_h\}.$$  \hfill (3.1)

For the time discretization, for given $\ell \in \mathbb{N}_+$, we shall consider the uniform partition of the time interval $[0, T]$:

$$0 = t_0 < t_1 < \cdots < t_\ell = T,$$

with $t_j = t_0 + j\Delta t$, $j = 0, 1, \cdots, \ell$ and the temporal step size $\Delta t := T/\ell$. We then adopt the following implicit conforming Galerkin finite element approximation: find $u^{j+1}_h \in V_h$ for $j \in \{0, \cdots, \ell-1\}$ satisfying

$$\begin{align*}
\left(\frac{u^{j+1}_h - u^j_h}{\Delta t}, v_h\right) + B[u^{j+1}_h, u^{j+1}_h, v_h] + a(u^{j+1}_h, v_h) &= 0 \quad \forall v_h \in V_h, \quad (3.2) \\
(u^0_h, v_h) &:= (u^0, v_h) \quad \forall v_h \in V_h. \quad (3.3)
\end{align*}$$

The well-posedness of this discrete scheme (3.2)-(3.3) is established (see, e.g., \cite{10, 49}). In particular, we shall use the following stability result \cite{10}. 
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Proposition 3.1. Let the temporal step size $\Delta t > 0$ be sufficiently small, then the problem \((3.2)-(3.3)\) admits a unique solution. Furthermore, the following stability estimate holds,

$$\|u_{h}^{j+1}\|_2^2 + \Delta t \sum_{k=0}^{j} \|\nabla u_{h}^{k+1}\|_2^2 \leq \|u_{h}^{0}\|_2^2 \text{ for all } j = 0, 1, \ldots, \ell - 1. \quad (3.4)$$

Next, we shall introduce several auxiliary results, which will be used later for the theoretical proof. The first lemma is known as Ladyzhenskaya’s inequality. For the proof, see Lemma 3.3 in [49].

**Lemma 3.2.** For any open set $D \subset \mathbb{R}^2$, we have the following inequality,

$$\|u\|_4 \leq 2^{\frac{1}{4}} \|u\|_2 \|\nabla u\|_2 \quad \text{for all } u \in H^1_0(D)^2. \quad (3.5)$$

By combining Proposition 3.1 and Lemma 3.2, we obtain the following $L^4$-estimate for the discrete solutions.

**Lemma 3.3.** Let $u_{h}^{j}$ be the solution to \((3.2)-(3.3)\) for all $j = 1, 2, \ldots, \ell$, then the following estimate holds

$$\Delta t \sum_{k=0}^{j-1} \|u_{h}^{k+1}\|_4^4 \leq 2 \|u_{h}^{0}\|_2^4.$$ 

Furthermore, we also introduce the following version of discrete Gronwall inequality. Its proof can be found in, e.g., Lemma 5.1 in [24].

**Lemma 3.4.** For non-negative numbers $k, B$ and $a_j, b_j, c_j, \gamma_j$, assume that the following holds:

$$a_n + k \sum_{j=0}^{n} b_j \leq k \sum_{j=0}^{n} \gamma_j a_j + k \sum_{j=0}^{n} c_j + B \quad \forall n \geq 0.$$ 

If $k \gamma_j < 1$ for all $j \geq 0$, then it holds

$$a_n + k \sum_{j=0}^{n} b_j \leq \left( k \sum_{j=0}^{n} c_j + B \right) \exp \left( k \sum_{j=0}^{n} \sigma_j \gamma_j \right) \quad \forall n \geq 0.$$ 

Here, the positive parameter $\sigma_j := (1 - k \gamma_j)^{-1}$.

Finally, let us make some comments on the error estimate for the implicit conforming Galerkin finite element scheme \((3.2)-(3.3)\), which has a long and rich history \([1, 10, 15, 18, 53, 14, 19, 21, 20, 19, 22, 50, 28]\). In particular, the fully-implicit backward Euler time-stepping scheme has the first-order convergence in time, while the order of convergence for space discretization depends on the regularity of solutions.

In the following, we will estimate the error of the fully-discrete scheme \((3.2)-(3.3)\), which can be decomposed as the summation of two parts,

$$u(t, J) - u_{h}^{j} = (u(t, J) - u_{h}(t, J)) + (u_{h}(t, J) - u_{h}^{j}),$$

where the first part accounts for the error for space discretization and the second part is the error for time discretization. Here, $u_{h}$ is the solution to the semi-discrete scheme,

$$\begin{align*}
(\partial_t u_{h}, v_{h}) + B[u_{h}, u_{h}, v_{h}] + a(u_{h}, v_{h}) &= 0 \\
(u_{h}^0, v_{h}) &= (u_0, v_{h}) \\
\forall v_{h} \in V_{h}, \quad \forall u_{h} \in V_{h}.
\end{align*}$$
To estimate the error from the first part, we shall use the result presented in [27]. If \( \| u^0 \|_{H^1(D)} \leq M \) for some \( M > 0 \), then Theorem 4.5 in [27] asserts that
\[
\| u(t) - u_h(t) \|_{L^2(D)} \leq C t^{-\frac{1}{2}} h^2
\]
for all \( t \in (0, T] \), where the positive constant \( C := C(M, T, D) \) depends only on \( M, T \) and \( D \).

Note that our initial data under consideration also depends on the stochastic variable \( y \in U_b \). However, (1.5) and Assumption 2.2 guarantee the existence of some positive parameter \( M > 0 \) that is independent of \( y \in U_b \), such that
\[
\sup_{y \in U_b} \| u^0(y) \|_{H^1(D)} < M.
\]
Consequently, the constant in (3.6) is independent of \( y \in U_b \) if we consider the corresponding solutions of initial data with a stochastic variable.

We also need to estimate the error from the second part. There are many known results depending on the type of temporal discretization [23, 24, 49, 10, 28], most of which require certain regularity of the solution with respect to the time variable. As the detailed discussion of the finite element approximation of the Navier–Stokes equations is not the main novel part of this paper, we will not explicitly specify the regularity assumptions. Instead, we shall assume any good properties of solutions which can guarantee the following: for any sufficiently small \( h > 0 \)
\[
E \left[ \| \partial_t u_h(y) \|_{L^2(0,T;V)} + \| \partial_{tt} u_h(y) \|_{L^2(0,T;V')} \right] \leq C,
\]
for some positive constant \( C > 0 \) independent of \( y \in U_b \). See, for example, [24, 17, 16] where the similar properties of \( u_h \) are discussed. Then if we follow the argument presented in [49, 10], we can obtain the following first-order convergence in time: namely
\[
E \left[ \| u_h(t,J) - u_J^0 \|_{L^2(D)} \right] \leq C \Delta t
\]
for all \( J > 0 \), where the constant \( C > 0 \) is independent of \( y \in U_b \).

Based on the argument above, we deduce the following theorem. Note that we need to use the linearity of \( G \) and Hölder’s inequality to handle the term related to \( G \).

**Theorem 3.5.** Let \( D \) be a convex polygonal domain and \( G \in (L^2(D))^2 \). We further assume that Assumption 2.2 and (3.7) hold. Then it holds
\[
E \left[ |G(u(t,J)) - G(u^0_J)| \right] \leq C \left( t^{-\frac{1}{2}} h^2 + \Delta t \right),
\]
where the constant \( C > 0 \) is independent of \( y \in U_b \).

### 4 Truncation of infinite-dimensional problem

The second discretization step is the truncation of the parametric dimension. In order to utilize (1.6) in practice, we need to truncate the infinite sum (1.6), so that we can proceed with the finite-dimensional problem. More precisely, we write the truncated initial data as follows:
\[
u^0_s(x, y) = (-\partial_{x2} \exp Z_s, \partial_{x1} \exp Z_s),
\]
where \( Z_s(\cdot, \cdot) \) is the truncated KL expansion of the random field \( Z(\cdot, \cdot) \):
\[
Z_s(x, y) := \sum_{j=1}^s \sqrt{\mu_j} \xi_j(x) y_j.
\]
Note that \( u_s^0(x, y) \) can be regarded as the original initial data \( u^0(x, y) \) evaluated at the particular vector \( y = (y_1, \cdots, y_s, 0, 0, \cdots) \). In general, for any set of ‘active’ coordinates \( \kappa \subset \mathbb{N} \), we denote the vectors \( y \in U_h \) with \( y_j = 0 \) for \( j \notin \kappa \) by \( (y_\kappa, 0) \).

We then consider the following numerical scheme with the truncated initial data: Let \( u_{s,h}^0 \) be the \( L^2 \)-projection of \( u_s^0 \) into \( V_h \). Then for given \( u_{s,h}^j \in V_h \) with \( j \in \{0, \cdots, \ell - 1\} \) and \( s \in \mathbb{N} \), find \( u_{s,h}^{j+1} \in V_h \) satisfying
\[
\left( \frac{u_{s,h}^{j+1} - u_{s,h}^j}{\Delta t}, v_h \right) + B[u_{s,h}^{j+1}, u_{s,h}^{j+1}, v_h] + a(u_{s,h}^{j+1}, v_h) = 0 \quad \forall v_h \in V_h, \tag{4.2}\\
(u_{s,h}^0, v_h) = (u_s^0, v_h) \quad \forall v_h \in V_h. \tag{4.3}
\]

The well-posedness of the numerical approximation \( (4.2)-(4.3) \) follows with exactly same argument mentioned in Section 3. The goal of this section is to estimate the truncation error, which is encapsulated in the following theorem.

**Theorem 4.1.** Let Assumption 2.2 hold and suppose that \( G \in (L^2(D))' \). Assume further that the temporal step size \( \Delta t > 0 \) is sufficiently small such that
\[
\Delta t \| u_h^j \|_h^4 < 1 \quad \text{for all} \ j > 0 \ \text{and} \ h > 0. \tag{4.4}
\]
Then for any time level \( j \in \{0,1,\cdots,\ell\} \), finite element parameter \( h > 0 \) and parametric dimension \( s \in \mathbb{N} \), there holds
\[
E \left[ \left| G(u_h^j) - G(u_{s,h}^j) \right| \right] \leq C s^{-\frac{k}{2} + 1}
\]
with the constant \( C > 0 \) being independent of \( j, h \) and \( s \).

**Remark 4.2.** Lemma 3.3 implies
\[
\Delta t \| u_h^j \|_h^4 \leq 2 \| u^0 \|_2^4 \quad \text{for all} \ j \geq 0 \ \text{and} \ h > 0.
\]
As it will be made clear in the next section, we will further assume the smallness of initial data \( \| u^0 \|_2 \leq \varepsilon \approx (\Delta t)^\frac{1}{2} \). Therefore, for sufficiently small \( \Delta t > 0 \), we can confirm that the condition \( (4.4) \) holds independently of \( j \geq 1 \) and \( h > 0 \).

We begin with the following theorem on the decay estimate of the singular-value decomposition of the given random field \( [12] \).

**Theorem 4.3.** Suppose that Assumption 2.2 holds. Then for sufficiently large \( s \in \mathbb{N} \), there holds
\[
\| Z - Z_s \|_{L^2(\Omega; C(D))} = \left\| \sum_{j > s} \sqrt{\mu_j} \xi_j y_j \right\|_{L^2(\Omega; C(D))} \lesssim s^{-\frac{k}{2} + 1}. \tag{4.5}
\]

Another crucial tool for our analysis is the following version of Fernique’s theorem.

**Theorem 4.4.** Suppose that \( \Omega \) is a real, separable Banach space and assume that \( X \) is an \( \Omega \)-valued and centered Gaussian random variable, in the sense that, for each \( x^* \in \Omega^* \), \( \langle X, x^* \rangle \) is a centered, real-valued Gaussian random variable. If we denote \( R := \inf \{ r \in [0, \infty) : \mathbb{P}(\|X\| < r) \geq \frac{3}{4} \} \), then
\[
\int_{\Omega} \exp \left( \frac{\|X\|_E^2}{18R^2} \right) d\mathbb{P}(\omega) \lesssim 1.
\]

By using Fernique’s theorem, we can prove the following proposition which is needed for the truncation error analysis.
Proposition 4.5. Let Assumption 2.2 hold, then for any \( s \in \mathbb{N} \) we obtain
\[
\| \exp(Z) \|_{L^2(\Omega;C(D))} \lesssim 1 \quad \text{and} \quad \| \exp(Z_s) \|_{L^2(\Omega;C(D))} \lesssim 1.
\]

Proof. Firstly, Assumption 2.2 and Sobolev embedding indicate \( Z(\cdot, \cdot) \) is a \( C(D) \)-valued symmetric Gaussian random variable on \( \Omega \). Then by Fernique’s theorem, there exists some \( \alpha > 0 \) such that
\[
\int_\Omega \exp \left( \alpha \| Z(\cdot, \cdot) \|_{C(D)}^2 \right) \, d\mathbb{P}(\omega) \lesssim 1. \tag{4.6}
\]
Furthermore, we obtain by Young’s inequality
\[
\int_\Omega \| \exp(Z(\cdot, \cdot)) \|_{C(D)}^2 \, d\mathbb{P}(\omega) \leq \int_\Omega \exp \left( 2 \| Z(\cdot, \cdot) \|_{C(D)}^2 \right) \, d\mathbb{P}(\omega) \leq \int_\Omega \exp \left( \alpha \| Z(\cdot, \cdot) \|_{C(D)}^2 + \frac{4}{\alpha} \right) \, d\mathbb{P}(\omega).
\]
This, together with (4.6), yields
\[
\int_\Omega \| \exp(Z(\cdot, \cdot)) \|_{C(D)}^2 \, d\mathbb{P}(\omega) \lesssim \exp \left( \frac{4}{\alpha} \right),
\]
and hence we have proved the first inequality.

For the case of \( \exp(Z_s) \), we first note that the operator \( \mathcal{C} \) defined in (1.7) maps \( L^2(D) \) to \( L^\infty(D) \), and hence \( \xi_j \in L^\infty(D) \) for all \( j \geq 1 \). Therefore, for each \( s \in \mathbb{N} \), \( Z^s \) is a \( C(D) \)-valued centered Gaussian random variable, and by the same argument as above, we obtain the second result.

Proof of Theorem 4.7. Let \( u^i_h \) be the solution of the numerical approximation of the Navier–Stokes equations (3.2)-(3.3), and \( u^j_{s,h} \) be the solution of the truncated problem (4.2)-(4.3). Furthermore, let us denote \( d^j_{s,h} := u^j_h - u^i_h \). Subtracting (3.2) from (4.2) and using \( d^j_{s,h} \in V_h \) as a test function yield
\[
\left( \frac{d^{j+1}_{s,h} - d^{j}_{s,h}}{\Delta t}, d^{j+1}_{s,h} \right) + \langle \nabla d^{j+1}_{s,h}, \nabla d^{j+1}_{s,h} \rangle = B \left[ u^{j+1}_{s,h}, u^{j+1}_{s,h} - d^{j+1}_{s,h} \right] - B \left[ u^{j}_{s,h}, u^{j}_{s,h} + d^{j}_{s,h} \right]. \tag{4.7}
\]
By the direct computation, the left-hand side of (4.7) can be rewritten as
\[
\left( \frac{d^{j+1}_{s,h} - d^{j}_{s,h}}{\Delta t}, d^{j+1}_{s,h} \right) + \langle \nabla d^{j+1}_{s,h}, \nabla d^{j+1}_{s,h} \rangle = \frac{\| d^{j+1}_{s,h} \|_2^2}{2\Delta t} - \frac{\| d^{j}_{s,h} \|_2^2}{2\Delta t} + \frac{\| d^{j+1}_{s,h} \|_2^2}{2\Delta t} + \| \nabla d^{j+1}_{s,h} \|_2^2. \tag{4.8}
\]
Next, let us estimate the right-hand side of (4.7). By the skew symmetry of \( B[\cdot, \cdot, \cdot] \), Hölder’s inequality, Young’s inequality and Lemma 3.2 we observe that
\[
B \left[ u^{j+1}_{s,h}, u^{j+1}_{s,h}, d^{j+1}_{s,h} \right] - B \left[ u^{j+1}_{s,h}, u^{j+1}_{s,h}, d^{j+1}_{s,h} \right] = B \left[ d^{j+1}_{s,h}, u^{j+1}_{s,h}, d^{j+1}_{s,h} \right] + B \left[ u^{j+1}_{s,h}, d^{j+1}_{s,h}, d^{j+1}_{s,h} \right] = -B \left[ d^{j+1}_{s,h}, u^{j+1}_{s,h}, u^{j+1}_{s,h} \right] \lesssim \| d^{j+1}_{s,h} \|_4 \| \nabla d^{j+1}_{s,h} \|_2 \| u^{j+1}_{s,h} \|_4 \lesssim \| d^{j+1}_{s,h} \|_2^{1/2} \| \nabla d^{j+1}_{s,h} \|_2^{1/2} \| u^{j+1}_{s,h} \|_4 \tag{4.9}
\]
where all norms above are with respect to spatial variable \( x \in D \).

Summing up the equality (4.7) from \( j = 0 \) to \( j = k - 1 \) for any \( k \geq 1 \) and utilizing estimates (4.8) and (4.9), this leads to
\[
\| u^k_h - u^0_{s,h} \|_2^2 + \frac{\Delta t}{2} \sum_{j=0}^{k-1} \| \nabla (u^{j+1}_{s,h} - u^{j}_{s,h}) \|_2^2 \lesssim \| u^0_h - u^0_{s,h} \|_2^2 + \frac{\Delta t}{2} \sum_{j=0}^{k-1} \| u^{j+1}_{s,h} \|_4^4 \| u^{j+1}_{s,h} - u^{j}_{s,h} \|_2^2. \tag{4.10}
\]
Consequently, (4.4) and discrete Gronwall’s inequality (Lemma 3.3) imply

\[
\|u_h^k - u_{s,h}^k\|_2^2 \lesssim \|u_h^0 - u_{s,h}^0\|_2^2 \exp \left( \Delta t \sum_{j=0}^{k-1} \frac{\|u_h^{j+1}\|_4^4}{1 - \Delta t^2 \|u_h^{j+1}\|_4^4} \right)
\]

(4.11)

\[
\lesssim \|u_h^0 - u_{s,h}^0\|_2^2 \exp \left( C\Delta t \sum_{j=0}^{k-1} \|u_h^{j+1}\|_4^4 \right).
\]

Note that the exponential term on the right-hand side is uniformly bounded in \( k \geq 1 \) due to Lemma 3.3.

Furthermore, note by the definition of \( L^2 \)-projection that

\[
(u^0 - u_s^0, v_h) = (u_h^0 - u_{s,h}^0, v_h).
\]

(4.12)

If we take \( v_h = u_h^0 - u_{s,h}^0 \) in (4.12), by Hölder’s inequality, we deduce that

\[
\|u_h^0 - u_{s,h}^0\|_2 \leq \|u^0 - u_s^0\|_2 \lesssim \|u^0 - u_s^0\|_{C(D)},
\]

where, for the last inequality, we have used the fact that the domain \( D \) is bounded. Therefore, in order to complete the proof, it remains to estimate \( \|u^0 - u_s^0\|_{C(D)} \).

By the definitions of \( u^0 \) and \( u_s^0 \), we can derive

\[
\mathbb{E} \left[ \|u^0 - u_s^0\|_{C(D)} \right] \leq \mathbb{E} \left[ \|(-\partial_{x_2} Z \exp(Z) + \partial_{x_2} Z_s \exp(Z_s), \partial_{x_1} Z \exp(Z) - \partial_{x_1} Z_s \exp(Z_s))\|_{C(D)} \right]
\]

\[
\lesssim \sum_{i=1}^2 \mathbb{E} \left[ \|\partial_{x_i} Z \exp(Z) - \partial_{x_i} Z_s \exp(Z_s)\|_{C(D)} \right].
\]

Then an application of the Hölder’s inequality and Assumption 2.2 with Sobolev embedding results in

\[
\mathbb{E} \left[ \|\partial_{x_i} Z \exp(Z) - \partial_{x_i} Z_s \exp(Z_s)\|_{C(D)} \right]
\]

\[
\lesssim \mathbb{E} \left[ \|\partial_{x_i} Z \exp(Z) - \partial_{x_i} Z_s \exp(Z_s)\|_{C(D)} \right] + \mathbb{E} \left[ \|\partial_{x_1} Z \exp(Z_s) - \partial_{x_1} Z_s \exp(Z_s)\|_{C(D)} \right]
\]

\[
\lesssim \mathbb{E} \left[ \|\exp(Z) - \exp(Z_s)\|_{C(D)} \right] + \mathbb{E} \left[ \|\exp(Z_s)\|_{C(D)} \right] \cdot \mathbb{E} \left[ \|\partial_{x_1} Z - \partial_{x_1} Z_s\|_{C(D)} \right]^{\frac{1}{2}}
\]

\[
=: I_1 + I_2 \times I_3.
\]

We will estimate \( I_i \) for \( i = 1, 2, 3 \).

To estimate \( I_1 \), we first introduce the following inequality, which can be derived by the mean value theorem,

\[
|e^x - e^y| \leq |x - y|(e^x + e^y), \quad \forall x, y \in \mathbb{R}.
\]

Together with the Hölder’s inequality, Proposition 4.5 and Theorem 4.3, we obtain

\[
I_1 = \mathbb{E} \left[ \|\exp(Z) - \exp(Z_s)\|_{C(D)} \right] \lesssim \mathbb{E} \left[ \|Z - Z_s\|_{L^2(\Omega;C(D))} \right] \cdot \mathbb{E} \left[ \|\exp(Z) + \exp(Z_s)\|_{L^2(\Omega;C(D))} \right]
\]

\[
\lesssim \mathbb{E} \left[ \|Z - Z_s\|_{L^2(\Omega;C(D))} \right] \cdot \mathbb{E} \left[ \|\exp(Z)\|_{L^2(\Omega;C(D))} \right] \cdot \mathbb{E} \left[ \|\exp(Z_s)\|_{L^2(\Omega;C(D))} \right]
\]

\[
\lesssim s^{-\frac{1}{2} + \frac{1}{2}}.
\]

Note that Proposition 4.5 implies

\[
I_2 \lesssim 1.
\]
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We only need to estimate the third term $I_3$. Note that $\{y_j(\omega)\}_{j \in \mathbb{N}}$ is orthonormal in $L^2(\Omega)$. Then using Lemma 2.3 and (2.6) leads to

$$
\|\partial_x Z - \partial_x Z_s\|_{L^2(\Omega ; C(D))} = \left\| \sum_{j > s} \sqrt{\mu_j} \partial_x \xi_j y_j \right\|_{L^2(\Omega ; C(D))} \lesssim \left\| \sum_{j > s} \sqrt{\mu_j} \|\partial_x \xi_j\|_{C(D)} y_j \right\|_{L^2(\Omega)} \\
\lesssim \left( \sum_{j > s} \mu_j \|\partial_x \xi_j\|_{C(D)}^2 \right)^{\frac{1}{2}} \lesssim \left( \sum_{j > s} j^{-k-1} j^2 \right)^{\frac{1}{2}} \\
\lesssim \left( \int_s^\infty t^{-k+1} dt \right)^{\frac{1}{2}} \lesssim s^{-\frac{k}{2} + 1},
$$

where we have used the fact that $k > 2$ in Assumption 2.2.

Finally, we derive

$$
\mathbb{E} \left[ \| \mathcal{G}(u^J_s) - \mathcal{G}(u^J_{s,h}) \| \right] \lesssim \mathbb{E} \left[ \| \mathcal{G}(u^J_s) - u^J_{s,h} \| \right] \lesssim \mathbb{E} \left[ \| \mathcal{G}(\|L^2(D)^{\ell}\|, u^J_s - u^J_{s,h} \|_{L^2(D)} \right] \lesssim \mathbb{E} \left[ \| u^J_s - u^J_0 \|_2 \right] \lesssim s^{-\frac{k}{2} + 1},
$$

and this proves the desired assertion. \qed

## 5 Quasi-Monte Carlo integration

In this section, we aim to utilize the QMC method to approximate a certain quantity of interest defined by a linear functional $\mathcal{G} \in \mathbb{L}^2(D)^{\ell}$, which takes the following expression,

$$
\mathbb{E} \left[ \mathcal{G}(u^J_{s,h}) \right].
$$

To be more precise, given parametric dimension $s \in \mathbb{N}$, time level $J$ for $J = 1, \ldots, \ell$ and spatial discretization parameter $h > 0$, we aim at approximating the following integral,

$$
I_s(F^J_{s,h}) := \int_{\mathbb{R}^s} F^J_{s,h}(y) \prod_{j=1}^s \phi(y_j) \, dy, \quad \text{with} \quad F^J_{s,h}(y) := \mathcal{G}(u^J_{s,h}(\cdot, y)). \quad (5.1)
$$

Here, $\phi(y) := \exp(-y^2/2)/\sqrt{2\pi}$ is the standard Gaussian probability density function. Let $\Phi(y) = \int_{-\infty}^y \exp(-t^2/2)/\sqrt{2\pi} \, dt$ be the cumulative normal distribution function. To transform the integral (5.1) over the unbounded domain $\mathbb{R}^s$ to an bounded domain, we introduce the new variables $y = \Phi_s^{-1}(v)$, where $\Phi_s^{-1}(v)$ is the inverse cumulative normal distribution function for $v \in [0,1]^s$. Then by the change of variables formula, we obtain for each $J$,

$$
\mathbb{E} \left[ \mathcal{G}(u^J_{s,h}) \right] = \mathbb{E} \left[ F^J_{s,h} \right] = \int_{(0,1)^s} F^J_{s,h}(\Phi_s^{-1}(v)) \, dv.
$$

We will compute the resulting integral on the unit cube by so-called randomly-shifted lattice rules, which we denote by

$$
Q_{s,N}(F^J_{s,h}; \Delta) := \frac{1}{N} \sum_{i=1}^N F^J_{s,h} \left( \Phi_s^{-1} \left( \frac{i z}{N} + \Delta \right) \right), \quad (5.2)
$$

where $z \in \mathbb{N}^s$ is the deterministic generating vector and $\Delta$ is the uniformly distributed random shift over $[0,1]^s$. In this section, our goal is to estimate the following mean-square error:

$$
\sqrt{\mathbb{E}^\Delta \left[ \left( \mathbb{E} \left[ \mathcal{G}(u^J_{s,h}) \right] - Q_{s,N}(F^J_{s,h}; \Delta) \right)^2 \right]}, \quad (5.3)
$$

where $\mathbb{E}^\Delta$ denotes the expectation for the random shift $\Delta \in [0,1]^s$. We shall put our emphasis on having the rate of convergence close to $\mathcal{O}(N^{-1})$, with a constant independent of $s \in \mathbb{N}$, $J \in \mathbb{N}$ and $h > 0$. 
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5.1 Regularity of solution with respect to the stochastic variables

In order to estimate \((5.3)\), it is necessary to obtain the bounds for the certain norm of mixed first derivatives of \(u^J_{s,h}(y)\) with respect to the parametric variable \(y \in U_b\). Here, \(u = (u_j)_{j \in \mathbb{N}}\) denotes the standard multi-index of non-negative integers with \(|u| = \sum_{j \geq 1} u_j < \infty\), and we write \(\partial^u u\) to mean the mixed derivative of \(u\) with respect to all variables corresponding to the multi-index \(u\). In particular, we are interested in the case where \(\partial^u u\) is a mixed first derivative, i.e., \(u_j \in \{0, 1\}\) for all \(j \in \mathbb{N}\).

To start with, we know from Assumption [2.4] that there exists \(N_0 \in \mathbb{N}\) sufficiently large such that

\[
\text{if } j > N_0 \text{ implies } b_j \leq \frac{1}{2}.
\]

Let the positive sequence \(\{C_j\}_{j=1}^{\infty}\) be

\[
C_j := \begin{cases} 
\max\{2b_j, 1\} & \text{if } j \in \{1, \ldots, N_0\}; \\
1 & \text{if } j > N_0.
\end{cases}
\]

Then the positive constant \(C^* > 0\) given by

\[
C^* := \prod_{j \geq 1} C_j = \prod_{j=1}^{N_0} \max\{2b_j, 1\}
\]

is finite, i.e., \(C^* < \infty\).

Before proceeding further, we shall estimate the mixed first derivative of discrete, truncated initial data \(u^0_{s,h}\). By the definition of \(L^2\)-projection, for each \(y \in U_b\), we have

\[
(u^0_{s,h}(y), v_h) = (u^0_s(y), v_h), \quad \forall v_h \in V_h.
\]

Taking \(\partial^u u\) on both sides yields

\[
(\partial^u u^0_{s,h}(y), v_h) = (\partial^u u^0_s(y), v_h), \quad \forall v_h \in V_h,
\]

and letting \(v_h = \partial^u u^0_{s,h} \in V_h\) yields for each \(y \in U_b\) that

\[
\|\partial^u u^0_{s,h}(y)\|_2 = (\partial^u u^0_s(y), \partial^u u^0_{s,h}(y)) \leq \|\partial^u u^0_s(y)\|_2 \|\partial^u u^0_{s,h}(y)\|_2.
\]

Therefore, we have

\[
\|\partial^u u^0_{s,h}(y)\|_2 \leq \|\partial^u u^0_s(y)\|_2.
\]

Next we shall estimate \(\|\partial^u u^0_s(y)\|_2\), which is presented in the following lemma.

**Lemma 5.1.** Let \(\partial^u u\) be a mixed first derivative with respect to \(y\) and let Assumption [2.4] hold. Then the following estimate is valid,

\[
\|\partial^u u^0_s(y)\|_2 \leq \frac{(C^* + 2\sqrt{2})|u|}{2|u|} \exp Z_s(\cdot, y)\|_{H^1(D)}.
\]

**Proof.** By the product rule,

\[
\|\partial^u u^0_s\|_2 = \|\partial^u \partial_x \exp Z_s\|_2 = \left\| \partial_x \left( \prod_{j \in u} \sqrt{\mu_j} \xi_j \right) \exp Z_s \right\|_2
\]

\[
\leq \left\| \left( \prod_{j \in u} \sqrt{\mu_j} \xi_j \right) \partial_x \exp Z_s \right\|_2 + \sum_{i \in u} \sqrt{\mu_i} \partial_x \xi_i \left( \prod_{j \in u, j \neq i} \sqrt{\mu_j} \xi_j \right) \exp Z_s \right\|_2
\]

\[
=: I + II.
\]
Consequently, we can derive an upper bound for the first term I,
\[ I \leq \left( \prod_{j \in u} b_j \right) \| \partial_x \exp Z_s \|_2 \leq \frac{C^*}{2|u|}. \quad (5.9) \]

For the second term II, we will deal with the cases \(|u| \geq 2\) and \(|u| = 1\) separately.

Let us consider the case when \(|u| \geq 2\). First, an application of Lemma 2.3 and (2.6) leads to
\[ II \leq \| \exp Z_s \|_2 \sum_{i \in u} \sqrt{u_i} \| \partial_x \xi_i \|_\infty \left( \prod_{j \in u, j \neq i} b_j \right) \leq \| \exp Z_s \|_2 \sum_{i \in u} i^{-\frac{k+1}{2}} \left( \prod_{j \in u, j \neq i} j^{-\frac{k}{2}} \right). \]

Notice that the following inequality holds,
\[ \sum_{i \in u} i^{-\frac{k+1}{2}} \left( \prod_{j \in u, j \neq i} j^{-\frac{k}{2}} \right) = \sum_{i \in u} i^{-\frac{k+1}{2}} \left( \prod_{j \in u, j \neq i} j^{-\frac{k+1}{2}} \right) \]
\[ = \sum_{i \in u} \left( \prod_{j \in u} j^{-\frac{k+1}{2}} \right) \left( \prod_{j \in u, j \neq i} j^{-\frac{k}{2}} \right). \]

Plugging it into the previous inequality leads to
\[ II \leq \| \exp Z_s \|_2 \sum_{i \in u} \left( \prod_{j \in u} j^{-\frac{k+1}{2}} \right) \left( \prod_{j \in u, j \neq i} j^{-\frac{k}{2}} \right) = \| \exp Z_s \|_2 \left( \prod_{j \in u} j^{-\frac{k+1}{2}} \right) \sum_{i \in u} \left( \prod_{j \in u, j \neq i} j^{-\frac{k}{2}} \right). \]

If we note that \(u_j \in \{0, 1\}\) for all \(j \in \mathbb{N}\), this implies
\[ II \leq \| \exp Z_s \|_2 \frac{1}{(2^{k-1})|u|-1} \sum_{i \in u} \left( \prod_{j \in u, j \neq i} j^{-\frac{k}{2}} \right) \leq \| \exp Z_s \|_2 \frac{1}{(\sqrt{2})|u|-1} \sum_{i \in u} \frac{1}{(\sqrt{2})|u|-2} \tag{5.10} \]
\[ = \| \exp Z_s \|_2 \frac{2\sqrt{2}|u|}{2|u|}, \]
where we have used the fact that \(k > 2\).

For the case when \(|u| = 1\), from Lemma 2.3 and (2.6), we derive for some \(r \in \mathbb{N}\) that
\[ II = \| \partial_x (\sqrt{u_r} \xi_r) \exp Z_s \|_2 \leq \| \exp Z_s \|_2 \sqrt{u_r} \| \partial_x \xi_r \|_\infty \leq \| \exp Z_s \|_2 r^{-\frac{k-1}{2}} \leq \| \exp Z_s \|_2 \frac{2\sqrt{2}|u|}{2|u|}. \tag{5.11} \]

Therefore, by (5.8)-(5.11), we obtain the desired estimate, and this completes our proof.

The main theorem of this subsection requires the smallness of the initial log-normal random field for each realization \(y \in U_b\). More precisely, we assume that for some \(\varepsilon > 0\), there holds
\[ \sup_{y \in U_b} \| \exp Z_s \|_{H^1(D)} < \varepsilon. \tag{5.12} \]

The smallness assumption of initial data can be found in the theory of incompressible fluid flow problems, see for example [40][41], where the existence of global strong solutions was discussed provided that the \(H^1\)-norm of initial data is small. Note here that \(\exp Z_s\) and \(\nabla \exp Z_s = \nabla Z_s \exp Z_s\) can be regarded
as the evaluations of \(\exp Z\) and \(\nabla \exp Z = \nabla Z \exp Z\) respectively at \(y_s = (y_1, \cdots, y_s, 0, 0, \cdots)\), which belongs to \(U_b\) for any \((y_1, \cdots, y_s) \in \mathbb{R}^s\). Hence, Assumption \((5.12)\) implies

\[
\sup_{y_s \in \mathbb{R}^s} \| \exp Z_s(\cdot, y_s) \|_{H^1(D)} < \varepsilon
\]

for any \(s \in \mathbb{N}\).

Now we are ready to state the main theorem of this subsection. The main objective is to derive an estimate for \(\| \partial^u u_{s,h}^j(y) \|_2\) for each \(y \in U_b\), which is encapsulated in the following theorem.

**Theorem 5.2.** Let \(\partial^u\) denote a mixed first derivative with respect to \(y\) and let Assumption \((2.4)\) hold. Then there exists \(\varepsilon := \varepsilon(\Delta t) > 0\) which is proportional to \((\Delta t)^{2\alpha}\) such that if the smallness assumption \((5.12)\) holds, then for any truncation dimension \(s \in \mathbb{N}\), time level \(J = 1, 2, \cdots, \ell\) and spatial mesh size \(h > 0\), there holds

\[
\| \partial^u u_{s,h}^j(y) \|_2 \leq (2\sqrt{2} + 2C^*)|u|2^{[u]}\| \exp Z_s(y) \|_{H^1(D)} \quad \text{for all } y \in U_b,
\]

where \(C^* > 0\) is defined in \((5.5)\).

**Proof.** We first note that when \(|u| = 0\), we can easily verify that the desired inequality holds, and hence we will assume \(|u| \geq 1\). Taking \(\partial^u\) to the discrete scheme \((4.2)\) and applying the Leibniz product rule, we obtain

\[
\frac{1}{\Delta t} \left( \partial^u u_{s,h}^{j+1}(y), v_h \right) - \frac{1}{\Delta t} \left( \partial^u u_{s,h}^j(y), v_h \right) + \left( \nabla \partial^u u_{s,h}^{j+1}(y), \nabla v_h \right) + \sum_{m \preceq u} \binom{u}{m} B \left[ \partial^{u-m} u_{s,h}^{j+1}(y), \partial^m u_{s,h}^{j+1}(y), v_h \right] = 0 \quad \text{for all } v_h \in V_h,
\]

where \(m \preceq u\) means that for all \(j \geq 1\), the multi-index \(m = (m_j)_{j \geq 1}\) satisfies \(m_j \leq u_j\). Here, \(u - m\) is a multi-index \((u_j - m_j)_{j \geq 1}\) and \(\binom{u}{m} := \Pi_{j \geq 1} \binom{u_j}{m_j}\). Moving the summation terms with \(m \not= u\) to the right-hand side leads to

\[
\left( \nabla \partial^u u_{s,h}^{j+1}(y), \nabla v_h \right) + \sum_{m \preceq u, m \not= u} \binom{u}{m} B \left[ \partial^{u-m} u_{s,h}^{j+1}(y), \partial^m u_{s,h}^{j+1}(y), v_h \right] = - \sum_{m \preceq u} \binom{u}{m} B \left[ \partial^{u-m} u_{s,h}^{j+1}(y), \partial^m u_{s,h}^{j+1}(y), v_h \right] \quad \text{for all } v_h \in V_h.
\]

Let the test function \(v_h := \partial^u u_{s,h}^{j+1}\), we obtain

\[
\| \nabla \partial^u u_{s,h}^{j+1}(y) \|_2^2 + \frac{1}{2\Delta t} \| \partial^u u_{s,h}^{j+1}(y) \|_2^2 = \frac{1}{2\Delta t} \| \partial^u u_{s,h}^j(y) \|_2^2 + \frac{1}{2\Delta t} \| \partial^u u_{s,h}^{j+1}(y) - \partial^u u_{s,h}^j(y) \|_2^2 + \sum_{m \preceq u, m \not= u} \binom{u}{m} B \left[ \partial^{u-m} u_{s,h}^{j+1}(y), \partial^m u_{s,h}^{j+1}(y), \partial^u u_{s,h}^j(y) \right].
\]

We will estimate the right-hand side in the following. To this end, a combination of the skew symmetry of the trilinear form \(B[\cdot, \cdot, \cdot]\), Ladyzhenskaya’s inequality, i.e., Lemma \((3.2)\) and the Poincaré’s inequality

\[
\text{and }
\]
implies

\[- \sum_{m \leq u \atop m \neq u} \left( \begin{array}{c} \mathbf{u} \\ m \end{array} \right) B \left[ \partial^{m-u} \mathbf{u}_{s,h}^{j+1}(y), \partial^m \mathbf{u}_{s,h}^{j+1}(y), \partial^{m} \mathbf{u}_{s,h}^{j+1}(y) \right] \leq \frac{1}{2} \sum_{m \leq u \atop m \neq u} \left( \begin{array}{c} \mathbf{u} \\ m \end{array} \right) \frac{1}{2} \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\| 4 \left( \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 + \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \right) \]

\leq \frac{\sqrt{2}}{2} \sum_{m \leq u \atop m \neq u} \left( \begin{array}{c} \mathbf{u} \\ m \end{array} \right) \frac{1}{2} \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \left( \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 + \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \right)

\leq \sqrt{2} C_p \sum_{m \leq u \atop m \neq u} \left( \begin{array}{c} \mathbf{u} \\ m \end{array} \right) \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2.

where \( C_p > 0 \) is the Poincaré’s constant. Together with (5.14), we arrive at

\[ \left\| \nabla \partial^u \mathbf{u}_{s,h}^{j+1}(y) \right\|_2^2 + \frac{1}{2} \left\| \partial^u \mathbf{u}_{s,h}^{j+1}(y) \right\|_2^2 - \frac{1}{2} \left\| \partial^u \mathbf{u}_{s,h}^{j+1}(y) \right\|_2^2 \leq \sqrt{2} C_p \sum_{m \leq u \atop m \neq u} \left( \begin{array}{c} \mathbf{u} \\ m \end{array} \right) \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2. \]

Next, for fixed \( J = 2, \cdots, \ell \), we denote

\[ S_{m}^J := \left( \Delta t \sum_{j=0}^{J-1} \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2^2 \right)^{\frac{1}{2}}. \]

Multiplying (5.15) by \( 2\Delta t \) and summing up from \( j = 0 \) to \( j = J - 1 \), together with the Cauchy–Schwarz inequality, this yields

\[ \left\| \partial^u \mathbf{u}_{s,h}^{j+1}(y) \right\|_2^2 + 2 \left( S_{u}^{J} \right)^2 \leq 2 \sqrt{2} C_p \Delta t \sum_{m \leq u \atop m \neq u} \left( \begin{array}{c} \mathbf{u} \\ m \end{array} \right) \left( \sum_{j=0}^{J-1} \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \left\| \nabla \partial^m \mathbf{u}_{s,h}^{j+1}(y) \right\|_2 \right) \]

\[ \leq \frac{2 \sqrt{2} C_p}{(\Delta t)^{\frac{1}{2}}} \sum_{m \leq u \atop m \neq u} \left( \begin{array}{c} \mathbf{u} \\ m \end{array} \right) S_{m-u}^{J} S_{m-u}^{J} + \left\| \partial^u \mathbf{u}_{s}^{0}(y) \right\|_2^2, \]

where we have used (5.6) in the last inequality.

Note that \( \begin{array}{c} \mathbf{u} \\ m \end{array} \right) = 1 \) since \( \mathbf{u} \) is a mixed first derivative, i.e. \( u_j \in \{0, 1\} \). For simplicity, we shall denote \( A := \frac{2 \sqrt{2} C_p}{(\Delta t)^{\frac{1}{2}}} \) and rewrite the above inequality as

\[ \left\| \partial^u \mathbf{u}_{s,h}^{j+1}(y) \right\|_2^2 + 2 \left( S_{u}^{J} \right)^2 \leq A \sum_{m \leq u \atop m \neq u} S_{m-u}^{J} S_{m-u}^{J} + \left\| \partial^u \mathbf{u}_{s}^{0}(y) \right\|_2^2. \]
We first estimate $S_u^J$ when $|u| = 0$. Taking $v_h = u_{s,h}^{j+1}(y)$ in (4.2) and using Young’s inequality, we obtain
\[
\|u_{s,h}^{j+1}(y)\|_2^2 \leq \|\nabla u_{s,h}^{j+1}(y)\|_2^2 = \left(\|u_{s,h}^j(y), u_{s,h}^{j+1}(y)\|_2^2 \leq \|u_{s,h}^j(y)\|_2^2 + \|u_{s,h}^{j+1}(y)\|_2^2 \right),
\]
which implies that
\[
\frac{\|u_{s,h}^{j+1}(y)\|_2^2}{2\Delta t} + \|\nabla u_{s,h}^{j+1}(y)\|_2^2 \leq \frac{\|u_{s,h}^j(y)\|_2^2}{2\Delta t}.
\]
By multiplying both sides by $2\Delta t$ and summing from $j = 0$ to $j = J - 1$, there holds
\[
2(S_0^J)^2 \leq \|u_{s,h}^0(y)\|_2^2 + 2\Delta t \sum_{j=0}^{J-1} \|\nabla u_{s,h}^{j+1}(y)\|_2^2 \leq \|u_{s,h}^0(y)\|_2^2 \leq \|u_{s,h}^0(y)\|_2^2 \leq \|u_{s,h}^0(y)\|_2^2 \leq \|\exp Z_s(y)\|_{H^1(D)}.
\]

Before proceeding further, we now choose
\[
\varepsilon := \frac{1}{4A(C^* + 2\sqrt{2})},
\]
and assume that (5.12) holds. Note here that $\varepsilon$ is proportional to $(\Delta t)^{1/2}$. We then claim from (5.16) that
\[
S_u^J \leq |u|^2|u|\|\partial^n u_s^0(y)\|_2^2, \quad \forall J \in \mathbb{N},
\]
based on the induction on $|u|$.

Let us consider the case when $|u| = 1$. From (5.16) and (5.17), we have
\[
2(S_0^J)^2 \leq AS_0^J(S_u^J)^2 + \|\partial^n u_s^0(y)\|_2^2 \leq A\|\exp Z_s(y)\|_{H^1(D)}(S_u^J)^2 + \|\partial^n u_s^0(y)\|_2^2.
\]
Combining with the smallness assumption (5.12) and with the choice of $\varepsilon$ in (5.18), this leads to the desired inequality (5.19) when $|u| = 1$.

Suppose now that (5.19) holds for all $u$ with $1 \leq |u| \leq n - 1$ where $n \geq 2$. For given any multi-index $u$ with $|u| = n$, we note from (5.16) and (5.17) that
\[
2(S_u^J)^2 \leq A \sum_{m \leq u \atop m \neq u, m \neq 0} S_u^J S_u^J + \frac{A}{2} ||\exp Z_s(y)||_{H^1(D)}(S_u^J)^2 + \|\partial^n u_s^0(y)\|_2^2.
\]
Then by the induction hypothesis, (5.7) and the smallness assumption (5.12), we have
\[
\frac{1}{2} (S_u^J)^2 \leq A \sum_{i=1}^{u-1} \sum_{i \neq u} \|\partial^n u_s^0(y)\|_2^2 |u - m|!2^{|u-m|}|m|!2^{|m|} |S_u^J + \|\partial^n u_s^0(y)\|_2^2
\]
\[
\leq A\|\partial^n u_s^0(y)\|_2^2 (|u| - 1)!2^{|u|} \sum_{i=1}^{u-1} \left(\binom{|u|}{i}\right) S_u^J + \|\partial^n u_s^0(y)\|_2^2
\]
\[
\leq A\|\partial^n u_s^0(y)\|_2^2 (|u| - 1)!2^{|u|} \left(2^{|u|} - 2\right) S_u^J + \|\partial^n u_s^0(y)\|_2^2,
\]
\[
\leq A(C^* + 2\sqrt{2}) ||\exp Z_s(y)||_2 \|\partial^n u_s^0(y)\|_2 ||\partial^n u_s^0(y)\|_2 |u|!2^{|u|} |S_u^J + \|\partial^n u_s^0(y)\|_2^2
\]
\[
\leq \frac{||\partial^n u_s^0(y)\|_2^2 |u|!2^{|u|} |S_u^J + \|\partial^n u_s^0(y)\|_2^2}{2},
\]
where we have used the inequality
\[
a!b! \leq (a + b - 1)! \text{ for all } a \text{ and } b \in \mathbb{N}.
\]
If we solve the above quadratic inequality for $S_u^J$, we obtain that

$$S_u^J \leq \frac{\|\partial^u u^0_s(y)\|^2}{2}|u|!^2|u|^2 + \sqrt{2}\|\partial^u u^0_s(y)\|^2 \leq |u|!^2|u|^2\|\partial^u u^0_s(y)\|^2,$$

and the claim (5.19) has been proved.

As a final step of the proof, if we put (5.19) into (5.16) and use the same argument as above, we have

$$\|\partial^u u^J_{s,h}(y)\|^2 \leq \frac{\|\partial^u u^0_s(y)\|^2}{2} (|u|!|u|^2 + \|\partial^u u^0_s(y)\|^2).$$

This, together with (5.7), implies that

$$\|\partial^u u^J_{s,h}(y)\|^2 \leq 2|u|!|u|^2\|\partial^u u^0_s(y)\|_2 \leq (2\sqrt{2} + 2C^*)|u|!^2|u|\|\exp Z_s(y)\|_{H^1(D)}.$$ 

This completes our proof. □

5.2 A function space setting in $\mathbb{R}^s$

It is common that the QMC methods are defined over the unit cube, and hence most of QMC analyses are performed with the functions on the unit cube. In modern QMC analysis, the “standard” function spaces are so-called weighted Sobolev spaces which consists of functions with square-integrable mixed first derivatives. Specifically, it is known that some good randomly-shifted lattice rules can be constructed so that the convergence rate close to $O(n^{-1})$ is achieved, provided that the objective function lies in a suitable weighted Sobolev space, see for example, [4, 5, 8, 30, 46] and recent surveys [7, 32].

For an integral of the form (5.1) over the whole space $\mathbb{R}^s$, we need to consider the transformation to the unit cube which yields $F^x(\Phi^{-1}(-\cdot))$. However, note that this integrand may not be bounded near the boundary of the unit cube; thus, the standard QMC theory is not applicable. A suitable function space setting for the integral of the type (5.1) also have been studied in various works (see e.g., [26, 38, 51, 52, 35, 42]), and it is known that we can still obtain the optimal convergence rate based on the randomly-shifted lattice rules. In this case, the weighted Sobolev norm is given by

$$\|F\|_{W_s} := \sum_{u \subset \{1,s\}} \frac{1}{\gamma_u} \int_{\mathbb{R}^{|u|}} \left( \int_{\mathbb{R}^{|1-s\cup|}} \partial^u F(y_u; y_{\{1:s\}\setminus u}) \prod_{j \in \{1:s\}\setminus u} \phi(y_j) \, dy_{\{1:s\}\setminus u} \right) \prod_{j \in u} \psi_j(y_j) \, dy_u, \quad (5.20)$$

where $\{1:s\}$ stands for the set of indices $\{1,2,\cdots,s\}$, $\partial^u F$ means the mixed first derivative with respect to each “active” variables $y_j$ for $j \in u$, and $y_{\{1:s\}\setminus u}$ is the “inactive” variables $y_j$ with $j \notin u$. The norm (5.20) is called “unanchored” since the inactive variables are integrated out as opposed to being “anchored” at a certain fixed value, for example, 0. This type of norm was first introduced in [42] while an anchored norm was studied in [36].

For each $j \geq 1$, the weight function $\psi_j : \mathbb{R} \to \mathbb{R}^+$ in (5.20) is a continuous function which will be chosen to handle the singularities for the active variables. This kinds of functions $\psi_j$ were first exploited in [42]. According to the analysis conducted in [42], it is required that $\psi_j(y)$ decays slower than the standard Gaussian density in (5.1) as $|y| \to \infty$; more precisely, we may choose

$$\psi_j(y) = \exp(-2a_j|y|) \quad \text{for some } a_j > 0. \quad (5.21)$$

Throughout the remaining parts of the paper, we will assume that

$$a_{\min} < a_j \leq a_{\max}, \quad j \in \mathbb{N}, \quad (5.22)$$

for some constants $0 < a_{\min} < a_{\max} < \infty$.  
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For each $\mathbf{u} \subset \mathbb{N}$ with finite cardinality $|\mathbf{u}| < \infty$, we associate a weight parameters $\gamma_{\mathbf{u}} > 0$, which represents the relative importance of the given variables. We shall write $\gamma = (\gamma_{\mathbf{u}})_{\mathbf{u} \subset \mathbb{N}}$ and let $\gamma_0 := 1$. In \[36\], only “products weights” were considered; in other words, the authors assumed that there exists a sequence $\gamma_1 \geq \gamma_2 \geq \cdots > 0$ where each $\gamma_j$ is associated with an integral variable $y_j$ and let $\gamma_{\mathbf{u}} := \prod_{j \in \mathbf{u}} \gamma_j$. The results of \[36\] were further generalized in \[42\], where the weight parameters depend on the parametric dimension $s \in \mathbb{N}$.

The suitable choice of the weight parameters $\gamma_{\mathbf{u}}$ is important to guarantee that the constant in the QMC error bounds does not increase exponentially as $s \to \infty$. In the present paper, we will consider a certain type of weight parameter known as “product and order dependent weights” (“POD weights”) which was first considered in \[33\]. In this setting, we consider two different sequences $\Gamma_0 = \Gamma_1 = 1$, $\Gamma_2, \cdots, \Gamma_s$ and $\gamma_1 \geq \gamma_2 \geq \cdots \geq \gamma_s > 0$ such that $\gamma_{\mathbf{u}} := \Gamma_{|\mathbf{u}|} \prod_{j \in \mathbf{u}} \gamma_j$.

### 5.3 Error bound for randomly-shifted lattice rules

In order to obtain an error bound on the QMC integration, we introduce the worst-case error of the shifted lattice rule \[5.2\]; for a generating vector $\mathbf{z}$ and a random shift $\Delta$,

$$
e_{s,N}(\mathbf{z}, \Delta) := \sup_{\|F\|_{W_s} \leq 1} |I_s(F) - Q_{s,N}(F; \Delta)|.$$

Because of the linearity of the integration problems, we obtain the following error bound

$$|I_s(F_{s,h}) - Q_{s,N}(F_{s,h}; \Delta)| \leq e_{s,N}(\mathbf{z}, \Delta) \|F_{s,h}\|_{W_s}, \tag{5.23}$$

In this paper, we consider the root-mean-square error, i.e.,

$$\sqrt{\mathbb{E}[ I_s(F_{s,h}) - Q_{s,N}(F_{s,h}; \Delta)]} \leq e_{s,N}(\mathbf{z}) \|F_{s,h}\|_{W_s}, \tag{5.24}$$

where

$$\left( e_{s,N}(\mathbf{z}) \right)^2 := \int_{[0,1]^s} \left( e_{s,N}(\mathbf{z}, \Delta) \right)^2 d\Delta.$$

The quantity $e_{s,N}(\mathbf{z})$ is often called the shift-averaged worst case error. As we can see from \[5.24\], we can decouple the dependence on $\mathbf{z}$ from the dependence on the integrand $F_{s,h}$.

For a randomly-shifted lattice rule, a generating vector $\mathbf{z} = (z_1, z_2, z_3, \cdots)$ can be constructed by a component-by-component algorithm which determines $z_1, z_2, z_3, \cdots$ in order. Here $\left( e_{s,N}^2 \right)$ is utilized as the search criterion: if we assume that $z_1, \cdots, z_i$ are already determined, $z_{i+1}$ is chosen from the set $\{1 \leq z \leq N - 1 : \gcd(z, N) = 1\}$ to minimize $\left( e_{i+1,N}^2 \right)$. See \[42\] for details where the precise formula for $\left( e_{s,N}^2 \right)$ is presented with general weight functions $\psi_j$ and weight parameters $\gamma_{\mathbf{u}}$:

$$\left( e_{s,N}(\mathbf{z}) \right)^2 = \sum_{\emptyset \not= \mathbf{u} \subset \{1:s\}} \sum_{N} \prod_{i=1}^{\sum_{\mathbf{u}}} \theta_k \left( \frac{i \cdot \mathbf{z}}{N} \right),$$

where

$$\theta_k(f) = \int_{-\infty}^{\infty} \frac{\Phi(t - f)}{\psi_k(t)} dt + \int_{-\infty}^{\infty} \frac{\Phi(t) - 1 + f}{\psi_k^2(t)} dt - \int_{-\infty}^{\infty} \Phi(t) dt.$$
Theorem 5.3. For given \( h > 0, s, J, N \in \mathbb{N} \), weight parameters \( \gamma = (\gamma_u)_{u \in \mathbb{N}} \), Gaussian density function \( \phi \) and weight function \( \psi_j \) defined in (5.21), a randomly-shifted lattice rule with \( N \) points can be constructed by a component-by-component algorithm satisfying for any \( \lambda \in (1/2, 1) \),

\[
\sqrt{\mathbb{E}} |I_s(F_{s,h}^J) - \mathcal{Q}_{s,N}(F_{s,h}^J; \Delta)|^2 \leq \left( \sum_{\emptyset \neq u \subset \{1:s\}} \gamma_u^\lambda \prod_{i \in u} \phi_i(\lambda) \right)^{1/\lambda} \left[ \varphi(N) \right]^{1/\lambda} \|F_{s,h}^J\|_{W_s} \tag{5.25}
\]

with

\[
\phi_i(\lambda) := 2 \left( \frac{\sqrt{2\pi} \exp(a_i^2/\eta)}{\pi^{1/2} (1 - \eta) \eta} \right) ^ \lambda \zeta(\lambda + 1/2) \quad \text{and} \quad \eta := \frac{2\lambda - 1}{4\lambda}. \tag{5.26}
\]

Here, \( \varphi(n) := |\{1 \leq z \leq n - 1 : \gcd(z, n) = 1\}| \) is the Euler totient function and \( \zeta(x) := \sum_{k=1}^\infty k^{-x} \) denotes the Riemann zeta function.

Note here that \( \varphi(p) = p - 1 \) for \( p \) prime, and it is known that \( \frac{1}{\varphi(N)} < \frac{9}{N} \) for any \( N \leq 10^{30} \). Therefore, from the practical point of view, we can replace \( \varphi(N) \) by \( \frac{C}{N} \) for some positive constant \( C > 0 \).

5.4 Estimate for the weighted Sobolev norm

In this subsection, we shall show that for each \( s \in \mathbb{N} \) and choice of \( \gamma_u \), we have \( \|F_{s,h}^J\|_{W_s} < \infty \) for all \( J \in \mathbb{N} \) and \( h > 0 \). Therefore, combined with Theorem 5.3 we obtain an estimate for the root-mean-square error whose convergence rate is arbitrarily close to \( O(N^{-1}) \). Here, however, this error bound may depend on the parametric dimension \( s \in \mathbb{N} \). In the following subsection, we will show that a careful choice of \( \gamma_u \) can remove this dependency on \( s \in \mathbb{N} \), so that we finally obtain the main result presented in Theorem 5.8.

Theorem 5.4. Let \( \psi_j \) be the weight functions defined in (5.21) and let \( F_{s,h}^J \) be the integrand in (5.1) for any \( J = 1, \cdots, \ell \) and \( h > 0 \). Then \( F_{s,h}^J \in \mathcal{W}_s \), and its norm under the norm defined in (5.20) has the following upper bound,

\[
\|F_{s,h}^J\|_{W_s}^2 \leq (2\sqrt{2} + 2C^*)^2 \|G\|_{L^2(D)^\ell}^2 \sum_{u \subset \{1:s\}} \frac{(|u|!)^2 2^{2|u|}}{\gamma_u} \prod_{j \in u} b_j \tag{5.27}
\]

Here, \( a_i \) and \( b_i \) are positive constants defined in (5.21) and (2.7), respectively.

Proof. By Theorem 5.2 and the linearity of \( G \), we obtain for each \( y \in \mathbb{R}^s \),

\[
|\partial^\mu F_{s,h}^J(y)| \leq \|G\|_{L^2(D)^\ell} \|\partial^\mu u_{s,h}^J(y)\|_2 \leq (2\sqrt{2} + 2C^*) \|G\|_{L^2(D)^\ell} |u|^{2|u|} \left( \prod_{j \in u} b_j \right) \|\exp \mathcal{Z}_s(y)\|_{H^1(D)}. \]

Let us denote \( \bar{C} := (2\sqrt{2} + 2C^*) \|G\|_{L^2(D)^\ell} \). Furthermore, by the smallness of the truncated log-normal random field [5.13], we know that \( \|\exp \mathcal{Z}_s(y)\|_{H^1(D)} \leq 1 \) for all \( s \in \mathbb{N} \) and \( y \in \mathbb{R}^s \). Then from the definition of the weighted Sobolev norm (5.20), we derive

\[
\|F_{s,h}^J\|_{W_s}^2 \leq \bar{C}^2 \sum_{u \subset \{1:s\}} \frac{(|u|!)^2 2^{2|u|}}{\gamma_u} \left( \prod_{j \in u} b_j \right)^2 \int_{\mathbb{R}^{|u|}} \left( \prod_{j \in u} \phi(y_j) \, dy_{\{1:s\}\setminus u} \right) \left( \prod_{j \in u} \psi_j^2(y_j) \, dy_u \right)
\]

Here, we have used the fact that \( \int_{\mathbb{R}} \phi(y) \, dy = 1 \) and \( \int_{\mathbb{R}} \psi_j^2(y) \, dy = \frac{1}{a_j} \) for all \( j \in \mathbb{N} \). \( \square \)
Now, a combination of Theorem 5.3 and Theorem 5.4 leads to the root-mean-square error estimate.

**Theorem 5.5.** Let \( F_{s,h}^J \) be the integrand defined in (5.1) and let \( \psi_j \) be a weight function defined in (5.21). For given \( s, J, N \in \mathbb{N} \) with \( N \leq 10^{30} \), \( h > 0 \), weights \( \gamma = (\gamma_u)_{u \in \mathbb{N}} \) and standard Gaussian density function \( \phi \), we can construct a randomly-shifted lattice rule with \( N \) points in \( s \) dimensions by a component-by-component algorithm such that for any \( \lambda \in (1/2, 1] \),

\[
\sqrt{\mathbb{E}[\Delta I_s(F_{s,h}^J) - Q_{s,N}(F_{s,h}^J; \Delta)]^2} \leq 9(2\sqrt{2} + 2C^*)\|G\|_{(L^2(D))'} K_{\gamma,s}(\lambda)N^{-\frac{1}{2\lambda}},
\]

with

\[
K_{\gamma,s}(\lambda) := \left( \sum_{\emptyset \neq u \subset \{1:s\}} \gamma_u^\lambda \prod_{i \in u} \varrho_i(\lambda) \right)^{\frac{1}{2\lambda}} \left( \sum_{\emptyset \neq u \subset \{1:s\}} \frac{|\mathbf{u}|^{2g_2(u)}}{\gamma_u} \prod_{i \in u} \frac{b_i^2}{a_i} \right)^{1/2}.
\]

Here, \( \varrho_i(\lambda) \) is defined in (5.26).

In general, \( K_{\gamma,s}(\lambda) \) may grow if \( s \) increases. In order to bound \( K_{\gamma,s}(\lambda) \) uniformly with respect to \( s \in \mathbb{N} \), we need to choose \( \gamma_u \) carefully to ensure that

\[
K_{\gamma}(\lambda) := \left( \sum_{|\mathbf{u}| < \infty} \gamma_u^\lambda \prod_{i \in \mathbf{u}} \varrho_i(\lambda) \right)^{\frac{1}{2\lambda}} \left( \sum_{|\mathbf{u}| < \infty} \frac{|\mathbf{u}|^{2g_2(u)}}{\gamma_u} \prod_{i \in \mathbf{u}} \frac{b_i^2}{a_i} \right)^{1/2} < \infty.
\]

If (5.30) holds, then it leads to \( K_{\gamma,s}(\lambda) \leq K_{\gamma}(\lambda) < \infty \) for any \( s \in \mathbb{N} \) straightforwardly. Consequently, the error bound (5.28) is independent of the dimension \( s \).

### 5.5 Choice of the suitable weight parameters \( \gamma_u \)

For arbitrary \( \lambda \in (1/2, 1] \), we shall follow the strategy in [33, 11] in order to choose the proper weight parameters \( \gamma_u \) that minimize the constant \( K_{\gamma}(\lambda) \) defined in (5.30), and ensure that \( K_{\gamma}(\lambda) \) is finite. To this end, we will first recall the following auxiliary lemmas [33, 11].

**Lemma 5.6.** Assume that \( m \in \mathbb{N} \), \( \lambda > 0 \) and \( A_i, B_i > 0 \) for all \( i \in \mathbb{N} \). Then the quantity

\[
\left( \sum_{i=1}^m x_i^\lambda A_i \right)^{\frac{1}{\lambda}} \left( \sum_{i=1}^m \frac{B_i}{x_i} \right)
\]

is minimized over any sequences \((x_i)_{1\leq i \leq m}\) when

\[
x_i = c \left( \frac{B_i}{A_i} \right)^{\frac{1}{1+\lambda}} \text{ for all } c > 0.
\]

If we let \( m \to \infty \), then the function (5.31) is minimized provided that \( x_i \) is defined by (5.32) for each \( i \) and is finite if and only if \( \sum_{i=1}^\infty (A_iB_i)^{1/(1+\lambda)} \) converges.

**Lemma 5.7.** Assume that \( A_j > 0 \) for all \( j \in \mathbb{N} \) and \( \sum_{j \geq 1} A_j < 1 \). Then we have

\[
\sum_{|\mathbf{u}| < \infty} |\mathbf{u}|! \prod_{j \in \mathbf{u}} A_j \leq \sum_{k=0}^{\infty} \left( \sum_{j \geq 1} A_j \right)^k = \frac{1}{1 - \sum_{j \geq 1} A_j}.
\]

Furthermore, for any \( B_j > 0 \) with \( \sum_{j \geq 1} B_j < \infty \), we also have that

\[
\sum_{|\mathbf{u}| < \infty} \prod_{j \geq 1} B_j = \prod_{j \geq 1} (1 + B_j) = \exp \left( \sum_{j \geq 1} \log(1 + B_j) \right) \leq \exp \left( \sum_{j \geq 1} B_j \right).
\]
Here we note that the constant $K_{\gamma,u}(\lambda)$ in (5.29) and the uniform bound $K_{\gamma}(\lambda)$ in (5.30) have the same form as the function appearing in Lemma 5.6. Therefore, we can guess the proper form of the weight parameters $\gamma_u$, which is presented in the following theorem. Subsequently, we shall specify the parameter $\lambda > 0$ to ensure that the constant $K_{\gamma}(\lambda)$ is finite in our setting and to obtain a good convergence rate.

**Theorem 5.8.** Let $\psi_j$ be the weight functions defined in (5.21) with $a_j$ satisfying (5.22), and assume that Assumption 2.4 holds for some $p \leq 1$. For the case of $p = 1$, we further assume that

$$\sum_{j \geq 1} b_j \leq \frac{1}{2} \sqrt{\frac{\alpha_{\min}}{\varrho_{\max}(1)}},$$

(5.33)

where $\varrho_{\max}(\lambda)$ is defined by replacing $a_i$ in (5.26) by $a_{\max}$ in (5.22). Then for each fixed $\lambda \in (1/2, 1]$, the weight

$$\gamma_u = \gamma_u^*(\lambda) := \left( |u|! \right)^{2|u|} \prod_{j \in u} \frac{b_j^2}{a_j g_j(\lambda)} \gamma^{1/(1+\lambda)}$$

is the minimizer of $K_{\gamma}(\lambda)$ if the minimum is finite. Additionally, if we choose

$$\lambda = \lambda_* := \begin{cases} \frac{1}{2} - \lambda, & \text{for arbitrary } \delta \in (0, 1/2] \quad \text{if } p \in (0, 2/3], \\ \frac{p}{2-p}, & \text{if } p \in (2/3, 1), \\ 1, & \text{if } p = 1, \end{cases}$$

(5.35)

and set $\gamma_u = \gamma_u^*(\lambda_*)$, then $K_{\gamma}(\lambda) < \infty$. Furthermore, a randomly-shifted lattice rule can be constructed by a component-by-component algorithm such that

$$\sqrt{\mathbb{E}}|I_{\lambda}(F_{s,h}^J) - Q_{s,N}(F_{s,h}^J; \Delta)|^2 \lesssim \begin{cases} N^{-(1-\delta)} & \text{if } p \in (0, 2/3], \\ N^{-(1/p-1/2)} & \text{if } p \in (2/3, 1), \\ N^{-\frac{1}{2}} & \text{if } p = 1, \end{cases}$$

where the implied constants are independent of the truncation dimension $s \in \mathbb{N}$, but may depend on $p \in (0, 1]$ and $\delta \in (0, 1/2]$ if relevant.

**Proof.** We first note that the finite subsets of $\mathbb{N}$ in (5.30) can be ordered and the particular choice of ordering is not important, since the convergence is unconditional. Therefore, by Lemma (5.6), we have that the choice of weights (5.34) minimizes $K_{\gamma}(\lambda)$ as done in [33, 11].

Next, we shall prove that $K_{\gamma}(\lambda)$ is finite provided that the weight and the parameter $\lambda$ are given by (5.34) and (5.35) respectively. To do this, let us first define the following quantity

$$S_{\lambda} := \sum_{|u| < \infty} (\gamma_u^*)^\lambda \prod_{j \in u} g_j(\lambda) = \sum_{|u| < \infty} \left( |u|! \right)^{2|u|} \prod_{j \in u} \frac{[g_j(\lambda)]^{1/\lambda} b_j^2}{a_j} \lambda^{1+\lambda}.$$

(5.36)

Then we have $K_{\gamma}(\lambda) = S_{\lambda}^{1/(2\lambda)+1/2}$, and hence it suffices to show that $S_{\lambda}$ is finite in order to prove that $K_{\gamma}(\lambda)$ is finite.

As we can see from (5.26) that for each $\lambda$, $g_j(\lambda)$ monotonically increases with respect to $a_j$, and thus we obtain $g_j(\lambda) \leq \varrho_{\max}(\lambda)$ for any $j \geq 1$. Therefore, we have

$$S_{\lambda} \leq \sum_{|u| < \infty} \left( |u|! \right)^{2\lambda/(1+\lambda)} \prod_{j \in u} \left( \frac{\varrho_{\max}(\lambda)^{1/\lambda}}{\varrho_{\min}} b_j^2 \right) \lambda^{\lambda/(1+\lambda)}.$$

(5.37)
Let us consider the cases $\lambda \in (1/2, 1)$ and $\lambda = 1$ separately. For $\lambda \in (1/2, 1)$, we know that $2\lambda/(1 + \lambda) < 1$. Next, we multiply and divide the right-hand side of (5.37) by $\prod_{j \in \mathbf{u}} A_j^{2\lambda/(1+\lambda)}$, where $A_j > 0$ will be specified later. Then by Hölder’s inequality with Hölder conjugate exponents $(1 + \lambda)/(2\lambda)$ and $(1 + \lambda)/(1 - \lambda)$, we obtain that

$$S_\lambda \leq \sum_{|\mathbf{u}| < \infty} (|\mathbf{u}|!)^{2\lambda/(1+\lambda)} \prod_{j \in \mathbf{u}} A_j^{2\lambda/(1+\lambda)} \prod_{j \in \mathbf{u}} \left( \frac{4[\theta_{\max}(\lambda)]^{1/\lambda} b_j^2}{a_{\min}} A_j^{\lambda/(1+\lambda)} \right)^{(1-\lambda)/(1+\lambda)}$$

$$\leq \left( \sum_{|\mathbf{u}| < \infty} |\mathbf{u}|! \prod_{j \in \mathbf{u}} A_j \right)^{2\lambda/(1+\lambda)} \left( \sum_{|\mathbf{u}| < \infty} \prod_{j \in \mathbf{u}} \left( \frac{4[\theta_{\max}(\lambda)]^{1/\lambda} b_j^2}{a_{\min}} A_j^{\lambda/(1+\lambda)} \right)^{(1-\lambda)/(1+\lambda)} \right)$$

$$\leq \left( \frac{1}{1 - \sum_{j \geq 1} A_j} \right)^{2\lambda/(1+\lambda)} \exp \left( \frac{1 - \lambda}{1 + \lambda} \left( \frac{4[\theta_{\max}(\lambda)]^{1/\lambda} \sum_{j \geq 1} \left( \frac{b_j}{A_j} \right)^{2\lambda/(1-\lambda)} \right) \right).$$

For the last inequality, we have used Lemma 5.7 which holds if

$$\sum_{j \geq 1} A_j < 1 \quad \text{and} \quad \sum_{j \geq 1} \left( \frac{b_j}{A_j} \right)^{2\lambda/(1-\lambda)} < \infty. \quad (5.38)$$

We now choose

$$A_j := \frac{b_j^p}{\alpha} \quad \text{for some} \quad \alpha > \sum_{j \geq 1} b_j^p.$$

Then by Assumption 2.4 we have $\sum_{j \geq 1} A_j < 1$. Furthermore, Assumption 2.4 also implies $\sum_{j \geq 1} b_j^q$ for any $q \geq p$. Hence the second sum in (5.38) converges provided that

$$\frac{2\lambda}{1 - \lambda}(1 - p) \geq p \quad \text{if and only if} \quad \lambda \geq \frac{p}{2 - p}.$$

Recall that we are dealing with the case $\lambda \in (1/2, 1)$. If $p \in (0, 2/3)$ we have $\frac{1}{2} \geq \frac{p}{2 - p}$ and hence we can choose $\lambda = 1/(2 - 2\delta)$ for some $\delta \in (0, 1/2)$, so that $\frac{p}{2 - p} \leq \frac{1}{2} < \lambda < 1$. If $p \in (2/3, 1)$, we have $\frac{1}{2} < \frac{p}{2 - p} < 1$, and thus we may choose $\lambda = p/(2 - p)$.

When $p = 1$, we shall choose $\lambda = 1$. Then by Lemma 5.7 we have from (5.37) that

$$S_1 \leq \sum_{|\mathbf{u}| < \infty} |\mathbf{u}|! \prod_{j \in \mathbf{u}} \left( \frac{4[\theta_{\max}(1)]^{1/2} b_j}{a_{\min}} \right)^{1/2} \leq \left( 1 - \sum_{j \geq 1} 2b_j \sqrt{\frac{\theta_{\max}(1)}{a_{\min}}} \right)^{-1},$$

which is finite because of the assumption (5.33). Therefore we have completed the proof. \hfill \Box

We shall end this section with the following corollary for the proper choice of $a_j$ in numerical experiments.

**Corollary 5.9.** If we let $\lambda = \lambda_*$ and $\gamma_\mathbf{u} = \gamma_\mathbf{u}^*(\lambda_*)$ in (5.35) and (5.34) respectively, then the constant $K_\gamma(\lambda)$ in (5.30) is minimized when

$$a_j = \sqrt{\frac{2\lambda_* - 1}{8\lambda_*}} \quad \forall j \geq 1. \quad (5.39)$$

**Proof.** From the proof of Theorem 5.8 recall that $K_\gamma(\lambda) = S_\lambda^{1/(2\lambda) + 1/2}$ where $S_\lambda$ is defined as (5.36). Note that all terms in (5.36) are positive, it is enough to minimize each of $[g_j(\lambda)]^{1/\lambda}/a_j$ with respect to the parameter $a_j$ in order to minimize $K_\gamma(\lambda)$ with respect to $a_j$. From the definition, we can write $[g_j(\lambda)]^{1/\lambda} = c \exp(a_j^2/\eta_\mathbf{w})$ for some constant $c > 0$ independent of $a_j$ where $\eta_\mathbf{w} = \frac{1}{2} - \frac{1}{4\lambda_*}$. By an elementary calculus, we can see that the choice (5.39) minimizes $S_\lambda$, and hence $K_\gamma(\lambda)$. \hfill \Box
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6 Numerical Experiments

In this section, we present some numerical results for solving (1.1)-(1.4) in the domain $[0, T] \times D \times \Omega$ with $T = 1$, $D = [0, 1]^2$ for spatial dimension $d = 2$ and with uncertainty initial conditions. We focus our experiments on the convergence of the QMC errors based on Theorem (5.8), since this is the novel part of this paper. All computations were done by Matlab software and were performed with 64 cores (with 3GB memory per CPU) on the University of Hong Kong HPC system.

We first decompose the square domain into $1/h^2$ congruent squares with $h = 1/16$. The shape-regular partition $T_h$ is obtained by dividing each of these squares into two right triangle elements. We utilize the Taylor-Hood element on the mesh $T_h$ for the finite element space to solve Problem (2.9)-(2.10) due to its well-known stability, i.e., conforming piecewise quadratic element for each component of the velocity and conforming piecewise linear element for the pressure. The resulting finite element spaces are,

$$H_h := \{ W \in C(D)^2 : W|_K \in P_2(K)^2 \forall K \in T_h \text{ and } W|_{\partial D} = 0 \},$$

$$Q_h := \{ \Pi \in C(D) : \Pi|_K \in P_1(K) \forall K \in T_h \}. $$

To cope with the divergence-free subspace, we define a continuous bilinear form $c(\cdot, \cdot)$ on $H_h \times Q_h$ by

$$c(v, q) = -\int_D q (\nabla \cdot v) \, dx.$$

We set $\Delta t = 0.1$ for the time discretization. Note that the trilinear term $B[u,v,w]$ in the implicit conforming Galerkin finite element scheme (3.2), which arises from the convective term $(u \cdot \nabla)u$, is nonlinear. Consequently, a certain linearization algorithm is required to obtain the numerical solution. For the sake of simplicity, we use Picard’s method for the linearization. We can construct a sequence of approximate solutions $(u_{s,h}^{j+1,k}, p_{s,h}^{j+1,k})$ by solving the following problem

$$\begin{align*}
\left( u_{s,h}^{j+1,k} - u_{s,h}^j, v_h \right) + a(u_{s,h}^{j+1,k}, v_h) + B[u_{s,h}^{j+1,k-1}, u_{s,h}^{j+1,k}, v_h] + c(v_h, p_{s,h}^{j+1,k}) &= 0 \quad \forall v_h \in H_h, \\
c(u_{s,h}^{j+1,k}, q_h) &= 0 \quad \forall q_h \in Q_h, \\
u_{s,h}^{j+1,k} &= 0 \quad \text{on } \partial D.
\end{align*}$$

(6.1)

Here, the initial guess is the solution from the previous time step, i.e.,

$$u_{s,h}^{k+1,0} = u_{s,h}^j.$$

This iteration is terminated when a predetermined tolerance $\eta$ between the solutions from current iteration and the previous iteration under the relative $L^2(D)$-norm is achieved. Here, we take $\eta := 10^{-7}$. When the iteration converges at $K$ step, we set $u_{s,h}^{j+1} = u_{s,h}^{j+1,K}$ and $p_{s,h}^{j+1} = p_{s,h}^{j+1,K}$. To solve (6.1), one can use the iterative method (GMRES), or a direct solver (LU) in our case, since the degree of freedom in the spatial domain is not large.

The uncertainty of input data was given in $u_{s,h}^0$ which is the $L^2$-projection of $u_0^0$ into $V_h$. $u_0^0$ is chosen as the truncated Karhunen–Loève (KL) expansions with $s = 400$ from the initial condition $u_0$, where $u_0$ defined in (1.5) can arise from Gaussian random fields $Z$ with a specified mean and a covariance function. Here, we take the example of the Matérn covariance $\rho_\nu(||x - x'||)$ defined as

$$\rho_\nu(r) = \sigma^2 2^{1-\nu} \Gamma(\nu) \left( 2\sqrt{r} \frac{\rho}{\lambda_C} \right)^\nu K_\nu \left( 2\sqrt{r} \frac{\rho}{\lambda_C} \right),$$

with $r = ||x - x'||$ for all $x, x' \in D$. Here, $\Gamma$ is the gamma function, $K_\nu$ is the modified Bessel function of the second kind, the parameter $\nu > 1/2$ is a smoothness parameter, $\sigma^2$ is the variance and $\lambda_C$ is a length scale parameter.
For our numerical experiments, we choose Matérn covariance with the following selection of parameters:

\[ \nu = 2.5, 1.75, \quad \lambda_C = 1, 0.1, \quad \sigma^2 = 1, 0.25. \]

We first compute the eigenpairs to (1.7) numerically in a finer mesh \( T_{h/4} \) with the conforming piecewise linear elements. Then the resulting eigenpairs \((\mu_j, \xi_j)\) for \(1 \leq j \leq s\) are used to compute \(s\)-term truncated Karhunen–Loève (KL) expansions with \(s = 400\), see Figure 1. Moreover, we obtain the sequence \(b = \{b_j\}_{j \geq 1}\) in (2.4) using the eigenpairs \((\mu_j, \xi_j)\). To estimate its summability parameter \(p\) as in Assumption 2.4, we calculate the linear regression of the sequence \(|\log b_j|\) against \(\log j\) for \(500 \leq j \leq 1000\).

![Figure 1: Log-log plot of \(|\xi_j|_{C^0(D)}||, ||\nabla \xi_j||_{C^0(D)}\) and \(b_j\) against \(j\) for the Matérn covariance with \(\nu = 2.5\), \(\sigma^2 = 1\), \(\lambda_C = 1\) in two dimension.](image)

| \(b_j = \sqrt{\mu_j ||\xi_j||_{C^0(D)}}\) and \(j^{-3/2}\) in green. |

Next, we apply the component-by-component algorithm [42] to identify the generating vector \(z \in \mathbb{Z}^s\) for the randomly-shifted lattice rule with \(N \in \mathbb{N}\) sampling points. To this end, we construct weighted Sobolev space \(W_s\) using the norm in (5.20). We choose the weight parameters \(\gamma_u\) according to (5.34), and the weight function \(\psi^2_j(y)\) in (5.21). We choose \(a_j = \sqrt{2\lambda - 1} \lambda^3\) from (5.9), and the specific \(\lambda\) depends on the empirical estimate \(p\) we obtained from previous step. And we will choose different \(\lambda\) according to different parameters.

Let us further choose \(R = 32\) independent random shifts as in (5.2), with each sample \(\Delta_r\) for \(1 \leq r \leq R\) being uniformly distributed over \([0, 1]^s\). Subsequently, we can obtain the \(N\) sampling points using the generator vector \(z \in \mathbb{Z}^s\),

\[
\left( \frac{iz}{N} + \Delta_r \right) \mod 1 \text{ for all } 1 \leq i \leq N.
\]

Given a certain quantity of interest defined by the linear functional \(G \in (L^2(D))^2\), We compute the quantity of interest \(Q_r := Q_{s,N}(F_{s,h}; \Delta_r)\), and its mean \(\bar{Q}\) over \(R\) random shifts. Then we have the following unbiased estimator for the root-mean-square error,

\[
\sqrt{\frac{1}{R} \frac{1}{R - 1} \sum_{r=1}^{R} (Q_r - \bar{Q})^2} \approx \sqrt{\mathbb{E} \left[ \left( \mathbb{E} \left[ G(u_{s,h}^J) \right] - Q_{s,N}(F_{s,h}; \Delta) \right)^2 \right]}.
\] (6.2)

The left-hand side of (6.2) is the so-called standard error.

To start with, we choose two specific bounded linear functional \(G\) as follows. The first bounded linear functional \(G_1\) is the first component of the point evaluation at \([1/2, 1/2]\) when \(t = 0.1\), and the second one \(G_2\) is the second component of the point evaluation at \([1/2, 1/2]\) when \(t = 0.2\). We also denote Error1 and Error2 as the standard error (6.2) corresponding to different linear functionals \(G_1\) and \(G_2\), respectively.
We first consider Matérn covariance with a smoothing parameter $\nu = 2.5$, length scale parameter $\lambda_C = 1$ and variance of $\sigma^2 = 1$ or $\sigma^2 = 0.25$. We observe numerically that the sequence $\{b_j\}_{j=1}^\infty$ lies under the sequence $\{j^{-3/2}\}_{j=1}^\infty$ for sufficiently large $j$. Therefore, we deduce empirically that Assumption 2.4 holds with some $p \leq 2/3$. Consequently, we take $\lambda_* := 0.55$ for those two cases.

| N   | $\sigma^2 = 1$ | $\sigma^2 = 0.25$ |
|-----|----------------|------------------|
|     | QMC            | MC               | QMC            | MC               |
|     | Error1         | Error2           | Error1         | Error2           | Error1         | Error2           | Error1         | Error2           |
| 1009 | 6.36e-04       | 4.65e-05         | 1.78e-03       | 1.68e-04         | 7.90e-05       | 8.60e-06         | 4.19e-04       | 3.23e-05         |
| 2003 | 3.77e-04       | 6.00e-05         | 1.61e-03       | 1.14e-04         | 2.92e-05       | 4.53e-06         | 2.99e-04       | 2.06e-05         |
| 4001 | 3.79e-04       | 5.80e-05         | 9.21e-04       | 1.17e-04         | 2.85e-05       | 4.17e-06         | 2.27e-04       | 1.77e-05         |
| 8009 | 1.79e-04       | 3.03e-05         | 5.76e-04       | 5.22e-05         | 1.04e-05       | 2.18e-06         | 1.22e-04       | 1.30e-05         |
| 16001| 1.23e-04       | 1.12e-05         | 4.21e-04       | 3.34e-05         | 1.32e-05       | 8.40e-07         | 8.50e-05       | 6.66e-06         |
| 32003| 6.24e-05       | 1.20e-05         | 2.32e-04       | 2.24e-05         | 8.60e-06       | 7.55e-07         | 6.05e-05       | 5.05e-06         |
| 64007| 4.31e-05       | 7.90e-06         | 1.81e-04       | 1.79e-05         | 2.25e-06       | 1.76e-07         | 4.84e-05       | 4.55e-06         |

Table 1: Comparison of the standard error of QMC and MC with $\mathcal{G}_1$ and $\mathcal{G}_2$ for Matérn covariance with $\nu = 2.5$, $\lambda_C = 1$ and different $\sigma^2$.

In Table 1, we compare the standard error of QMC with MC for different linear functionals $\mathcal{G}_1$ and $\mathcal{G}_2$. To have a more precise estimate, for each number of sampling points $N$, we use the mean of ten different tests, using different uniformly distributed random shift $\Delta$ in (3.2), as the quantity of interest. The rate is estimated together with the mean of ten tests by linear regression of the negative log of the standard error against log $N$. We observe that QMC method results in a smaller error for both cases, and a faster convergence rate. For example, the standard error for QMC and MC are 4.31e$-5$ and 1.81e$-4$ with the number of sampling points $N = 64007$ and variance $\sigma^2 = 1$.

For the case of $\lambda_C = 0.1$, the empirical parameter $p$ has the value of 0.6832, and hence we choose $\lambda_* = 0.55$, which is presented in Table 2. One can observe similar performance as in Table 1. Due to the limitation of our computational resources, we can only perform our computation up to $N = 64007$. We note that we might have a better and more precise rate for larger number of sampling points.

| N   | $\sigma^2 = 1$ | $\sigma^2 = 0.25$ |
|-----|----------------|------------------|
|     | QMC            | MC               | QMC            | MC               |
|     | Error1         | Error2           | Error1         | Error2           | Error1         | Error2           | Error1         | Error2           |
| 1009 | 1.76e-03       | 8.26e-05         | 1.92e-03       | 1.68e-04         | 1.56e-04       | 1.42e-05         | 6.09e-04       | 5.79e-05         |
| 2003 | 1.14e-03       | 6.82e-05         | 3.81e-03       | 2.62e-04         | 8.88e-05       | 1.24e-05         | 1.22e-03       | 8.23e-05         |
| 4001 | 4.00e-04       | 3.80e-05         | 3.37e-03       | 1.33e-04         | 6.66e-05       | 8.85e-06         | 1.00e-03       | 3.87e-05         |
| 8009 | 3.91e-04       | 2.61e-05         | 1.33e-03       | 1.31e-04         | 3.07e-05       | 2.07e-06         | 4.20e-04       | 3.51e-05         |
| 16001| 2.18e-04       | 1.96e-05         | 1.30e-03       | 6.77e-05         | 2.12e-05       | 1.81e-06         | 3.31e-04       | 2.27e-05         |
| 32003| 1.66e-04       | 1.03e-05         | 7.99e-04       | 5.10e-05         | 2.21e-05       | 1.68e-06         | 2.63e-04       | 1.67e-05         |
| 64007| 9.53e-05       | 8.67e-06         | 7.14e-04       | 4.33e-05         | 7.97e-06       | 7.72e-07         | 2.33e-04       | 1.33e-05         |

Table 2: Comparison of the standard error of QMC and MC with $\mathcal{G}_1$ and $\mathcal{G}_2$ for Matérn covariance with $\nu = 2.5$, $\lambda_C = 0.1$ and different $\sigma^2$.

Next we consider Matérn covariance with smoothing parameter $\nu = 1.75$, length scale parameter $\lambda_C = 1$ or $\lambda_C = 0.1$, and variance of $\sigma^2 = 1$ or $\sigma^2 = 0.25$, respectively. Similar to the previous cases, the empirical parameter $p = 0.7198$ when $\lambda_C = 1$. This leads to $\lambda_* := 0.56$. For the case of
$\lambda_C = 0.1$, we estimate that the empirical parameter $p$ takes value of 0.8988 and accordingly, we choose the parameter $\lambda_t = 0.81$. The numerical results of QMC scheme using these parameters compared with MC are presented in Table 3 and Table 4.

| N   | $\sigma^2 = 1$          | $\sigma^2 = 0.25$          |
|-----|-------------------------|-----------------------------|
|     | QMC | MC | Error1 | Error2 | QMC | MC | Error1 | Error2 |
| 1009| 7.09e-04 | 1.06e-04 | 1.61e-03 | 2.35e-04 | 7.32e-05 | 1.14e-05 | 3.66e-04 | 4.96e-05 |
| 2003| 4.69e-04 | 5.47e-05 | 1.59e-03 | 1.42e-04 | 7.53e-05 | 6.66e-06 | 3.57e-04 | 2.79e-05 |
| 4001| 2.93e-04 | 3.85e-05 | 7.29e-04 | 8.35e-05 | 2.42e-05 | 3.01e-06 | 1.91e-04 | 1.99e-05 |
| 8009| 1.78e-04 | 2.85e-05 | 5.14e-04 | 7.16e-05 | 1.97e-05 | 1.68e-06 | 1.39e-04 | 1.65e-05 |
| 16001| 1.91e-04 | 1.78e-05 | 5.12e-04 | 5.37e-05 | 1.16e-05 | 1.48e-06 | 1.14e-04 | 1.26e-05 |
| 32003| 1.15e-04 | 1.03e-05 | 5.90e-04 | 3.70e-05 | 8.98e-05 | 6.44e-06 | 1.27e-04 | 7.45e-06 |
| 64007| 6.77e-05 | 6.08e-06 | 3.29e-04 | 2.67e-05 | 4.34e-06 | 5.32e-07 | 8.80e-05 | 8.31e-06 |

Table 3: Comparison of the standard error of QMC and MC with $G_1$ and $G_2$ for Matérn covariance with $\nu = 1.75$, $\lambda_C = 1$ and different $\sigma^2$.

| N   | $\sigma^2 = 1$          | $\sigma^2 = 0.25$          |
|-----|-------------------------|-----------------------------|
|     | QMC | MC | Error1 | Error2 | QMC | MC | Error1 | Error2 |
| 1009| 1.76e-03 | 9.78e-05 | 2.73e-03 | 2.01e-04 | 2.12e-04 | 9.82e-06 | 8.70e-04 | 6.65e-05 |
| 2003| 7.76e-04 | 7.40e-05 | 3.24e-03 | 2.57e-04 | 1.19e-04 | 1.03e-05 | 1.14e-03 | 8.00e-05 |
| 4001| 3.78e-04 | 3.73e-05 | 3.30e-03 | 9.66e-05 | 5.05e-05 | 3.67e-06 | 1.02e-03 | 3.33e-05 |
| 8009| 4.54e-04 | 3.60e-05 | 1.11e-03 | 9.13e-05 | 6.07e-05 | 2.68e-06 | 3.74e-04 | 3.04e-05 |
| 16001| 9.48e-05 | 1.50e-05 | 8.76e-04 | 6.76e-05 | 1.67e-05 | 2.03e-06 | 2.42e-04 | 2.14e-05 |
| 32003| 9.23e-05 | 8.54e-06 | 8.32e-04 | 5.82e-05 | 1.36e-05 | 7.56e-07 | 2.65e-04 | 1.76e-05 |
| 64007| 1.11e-04 | 6.32e-06 | 5.22e-04 | 3.62e-05 | 7.13e-06 | 6.23e-07 | 1.95e-04 | 1.21e-05 |

Table 4: Comparison of the standard error of QMC and MC with $G_1$ and $G_2$ for Matérn covariance with $\nu = 1.75$, $\lambda_C = 0.1$ and different $\sigma^2$.

Finally, we summarize all the numerical experiments from Table 1 to Table 4 and illustrate their convergence in Figure 2. One can observe a much smaller standard error for our proposed QMC method than the MC method for all cases. Furthermore, our proposed QMC method demonstrates a faster convergence rate for most of the cases.

7 Conclusion

In this paper, we considered the Navier–Stokes equations with random initial data in a bounded polygonal domain $D \subset \mathbb{R}^2$. We have discussed an approximation scheme to compute the expectation value of the corresponding solution which combines the QMC method with the finite element method, the method that achieves a faster convergence rate compared with the classical MC method. Let us first summarize the theoretical results proved in the previous sections. In order to obtain a computable approximation of $E[G(u(t_j))]$, we first truncate the KL expansion of the given initial data modeled by log-normal random fields. We then, for each realization $y \in U_b$, solve the corresponding Navier–Stokes system in $D$ based on the fully-implicit conforming Galerkin finite element method. We finally compute the expectation value
Figure 2: Standard errors for Error1 and Error2 with various Matérn covariance parameters for QMC and MC plotted against the number of sampling points $N$. 
of the resulting solution \( \mathbf{u}_{s,h}^J \) by using the randomly-shifted QMC quadrature rule. Hence, our combined bound for the root-mean-square error consists of the finite element error, the dimension truncation error and the error for the QMC quadrature. More precisely, we may decompose the total error as

\[
E \left[ G(\mathbf{u}(t_f)) \right] - Q_{s,N}(F_{s,h}^J; \Delta) = E \left[ G(\mathbf{u}(t_f)) - G(\mathbf{u}_h^J) \right] + E \left[ G(\mathbf{u}_h^J) - G(\mathbf{u}_{s,h}^J) \right] + (E \left[ G(\mathbf{u}_{s,h}^J) \right] - Q_{s,N}(F_{s,h}^J; \Delta)),
\]

where the expectation \( E \) above can be understood as the integral with respect to \( \mathbf{y} \in U_b \). The mean-square error with respect to the random shift \( \Delta \) then can be bounded by

\[
E^\Delta \left[ (E[G(\mathbf{u}(t_f))] - Q_{s,N}(F_{s,h}^J; \Delta))^2 \right] \leq 3 \left( E \left[ G(\mathbf{u}(t_f)) - G(\mathbf{u}_h^J) \right]^2 + 3 \left( E \left[ G(\mathbf{u}_h^J) - G(\mathbf{u}_{s,h}^J) \right]^2 \left( E \left[ G(\mathbf{u}_{s,h}^J) - Q_{s,N}(F_{s,h}^J; \Delta))^2 \right] \right) \right),
\]

where each error on the right-hand side was estimated in Section 3, Section 4 and Section 5 in order. We present the combined error analysis discussed above in the following theorem.

**Theorem 7.1.** Under the same assumptions and with the same definitions as in Theorem 3.5, Theorem 4.7 and Theorem 5.8, the root-mean-square error with respect to the random shift \( \Delta \in [0,1]^s \) can be estimated by

\[
\sqrt{E^\Delta \left[ (E[G(\mathbf{u}(t_f))] - Q_{s,N}(F_{s,h}^J; \Delta))^2 \right]} \leq C \left( t_f^{-\frac{3}{2}} h^2 + \Delta t + s^{-\frac{5}{2}} + N^{-\chi} \right), \tag{7.1}
\]

where for arbitrary \( \delta \in (0, 1/2) \),

\[
\chi = \begin{cases} 
(1 - \delta) & \text{if } p \in (0, 2/3], \\
(1/p - 1/2) & \text{if } p \in (2/3, 1), \\
1/2 & \text{if } p = 1 \text{ and (5.33) holds},
\end{cases}
\]

and where the constant \( C > 0 \) is independent of \( h, \Delta t > 0 \) and \( s, N \in \mathbb{N} \).

To the best of our knowledge, the present paper is the first theoretical QMC analysis for the non-linear PDE. The main difficulty for the nonlinearity comes from the regularity of the solution with respect to the stochastic variable, which was analyzed in Theorem 5.2. Based on the argument used in this paper, one interesting future research topic is to cover a more general class of PDEs with a similar analysis. One particular topic of interest is to extend this result to the case of non-Newtonian fluid flow models, which describe the motion of fluids with more general structure \[40, 41\]. For this purpose, however, we need to find a new way to control the fully non-linear diffusion term, and the analysis for the corresponding convective term should be performed more carefully.

On the other hand, from the algorithmic point of view, it would be of independent interest to consider the multilevel and/or changing dimension algorithms \[25, 37, 43, 44\], with the QMC algorithm applied to the PDE problems with random data \[31, 6, 31, 9\]. Applying these analyses to the Navier–Stokes problem would be an intriguing future research topic.
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