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Abstract

Vision-and-Language Navigation (VLN) is a task to guide an embodied agent moving to a target position using language instructions. Despite the significant performance improvement, the wide use of fine-grained instructions fails to characterize more practical linguistic variations in reality. To fill in this gap, we introduce a new setting, namely Underspecified vision-and-Language Navigation (ULN), and associated evaluation datasets. ULN evaluates agents using multi-level underspecified instructions instead of purely fine-grained or coarse-grained, which is a more realistic and general setting. As a primary step toward ULN, we propose a VLN framework that consists of a classification module, a navigation agent, and an Exploitation-to-Exploration (E2E) module. Specifically, we propose to learn Granularity Specific Sub-networks (GSS) for the agent to ground multi-level instructions with minimal additional parameters. Then, our E2E module estimates grounding uncertainty and conducts multi-step lookahead exploration to improve the success rate further. Experimental results show that existing VLN models are still brittle to multi-level language underspecification. Our framework is more robust and outperforms the baselines on ULN by ~10% relative success rate across all levels. 1

1 Introduction

Vision-and-Language Navigation (VLN) allows a human user to command or instruct an embodied agent to reach target locations using verbal instructions. For this application to step out of curated datasets in real-world settings, the agents must generalize to many linguistic variations of human instructions. Despite significant progress in VLN datasets (Anderson et al., 2018b; Chen et al., 2019; Ku et al., 2020; Shridhar et al., 2020) and agent design (Fried et al., 2018; Li et al., 2021; Min et al., 2021), it remains a question whether existing models are generalized and robust enough to deal with all kinds of language variations.

For the language input in an indoor environment, some datasets focus on long and detailed instructions with the route description at every step to achieve fine-grained language grounding (Anderson et al., 2018b; Ku et al., 2020) or long-horizon navigation (Jain et al., 2019; Zhu et al., 2020a). For instance, from Room-to-Room (R2R) (Anderson et al., 2018b), to Room-Across-Room (RxR) (Ku et al., 2020), the average instruction length increases from 29 to 129 words. Other datasets have coarse-grained instructions like REVERIE (Qi et al., 2020) or SOON (Zhu et al., 2021a). Agents are trained and evaluated on a single granu-
larity or one type of expression.

In contrast, we propose to evaluate VLN agents on multi-level granularity to better understand the behavior of embodied agents with respect to language variations. Our motivation is that users are inclined to give shorter instructions instead of detailed route descriptions because 1) users are not omniscient observers who follow the route and describe it step by step for the agent; 2) shorter instructions are more practical, reproducible, and efficient from a user’s perspective. 3) users tend to underspecify commands in familiar environments like personal households. Therefore, we propose a new setting, namely Underspecified vision-and-Language Navigation (ULN) and associated evaluation datasets on top of R2R, namely R2R-ULN to address these issues. R2R-ULN contains underspecified instructions where route descriptions are successively removed from the original instructions. Each long R2R instruction corresponds to three shortened and rephrased instructions belonging to different levels, which preserves partial alignment but also introduces variances.

As shown in Fig. 1, the goal of ULN is to facilitate the development of a generalized VLN design that achieves balanced performance across all granularity levels. As a primary step toward ULN, we propose a modular VLN framework that consists of an instruction classification module, a navigational agent, and an Exploitation-to-Exploration (E2E) module. The classification module first classifies the input instruction as high-level or low-level in granularity so that our agent can encode these two types accordingly. As for the agent, we propose to learn Granularity Specific Sub-networks (GSS) to handle both levels with minimally additional parameters. A sub-network, e.g., the text encoder, is trained for each level while other parameters are shared. Finally, the E2E module estimates the step-wise language grounding uncertainty and conducts multi-step lookahead exploration to rectify wrong decisions that originated from underspecified language.

Our VLN framework is model-agnostic and can be applied to many previous agents that follow a “encode-then-fuse” mechanism for language and visual inputs. We establish our framework based on two state-of-the-art (SOTA) VLN agents to demonstrate its effectiveness. We conduct extensive experiments to analyze the generalization of existing agents and our framework in ULN and the original datasets with fine-grained instructions. Our contribution is three-fold:

- We propose a novel setting named Underspecified vision-and-Language Navigation (ULN) to account for multi-level language variations for instructions. We collect a large-scale evaluation dataset R2R-ULN which consists of 9k validation and 4k testing instructions.
- We propose a VLN framework that consists of Granularity Specific Sub-networks (GSS) and an E2E module for navigation agents to handle both low-level and high-level instructions.
- Experiments show that achieving consistent performance across multi-level underspecification can be much more challenging to existing VLN agents. Furthermore, our VLN framework can improve the success rate by ~10% relatively over the baselines and mitigate the performance gap across all levels.

2 Related Work

Language Variations for Multimodal Learning
Natural language input has been an essential component of modern multimodal learning tasks to combine with other modalities such as vision (Antol et al., 2015; Johnson et al., 2017), speech (Alayrac et al., 2020) or gestures (Chen et al., 2021b). The effect of language variations has been studied in many vision-and-language (V&L) tasks (Bisk et al., 2016; Agrawal et al., 2018; Cirik et al., 2018; Zhu et al., 2020b; Lin et al., 2021). For instance, referring expression datasets (Kazemzadeh et al., 2014; Yü et al., 2016; Mao et al., 2016) contain multiple expressions for the same referring object. Ref-Adv (Akula et al., 2020) studies the robustness of referring expression models by switching word orders. In Visual Question Answering (VQA), Shah et al. (2019) discovers that VQA models are brittle to rephrased questions with the same meaning. As for VLN, we characterize the linguistic and compositional variations in rephrasing and dropping sub-instructions from a full instruction with complete route descriptions. We also define three different levels to formalize underspecification for navigational instructions.

VLN Datasets
VLN has gained much attention (Gu et al., 2022) with emergence of various simulation environments and datasets (Chang et al., 2017;
Kolve et al., 2017; Jain et al., 2019; Nguyen and Daumé III, 2019; Koh et al., 2021). R2R (Anderson et al., 2018a) and RxR (Ku et al., 2020) provide fine-grained instructions which guide the agent in a step-wise manner. FG-R2R (Hong et al., 2020a) and Landmark-RxR (He et al., 2021) segments the instructions into action units and explicitly ground sub-instructions on visual observation. In contrast, REVERIE (Qi et al., 2020), and SOON (Zhu et al., 2021a) proposes to use referring expression with no guidance on intermediate steps that lead to the final destination. Compared to these datasets, ULN aims to build an agent that can generalize to multi-level granularity after training once, which is more practical for real-world applications.

**Embodied Navigation Agents** Learning to ground instructions on visual observations is one major problem for an agent to generalize to an unseen environment (Wang et al., 2019; Deng et al., 2020; Fu et al., 2020). Previous studies demonstrate significant improvement by data augmentations (Fried et al., 2018; Tan et al., 2019; Zhu et al., 2021b; Fang et al., 2022; Li et al., 2022), designing pre-training tasks (Hao et al., 2020; Chen et al., 2021a; Qiao et al., 2022) and decoding algorithms (Ma et al., 2019a; Ke et al., 2019; Ma et al., 2019b; Chen et al., 2022). For exploration-based methods, FAST (Ke et al., 2019) proposes a searching algorithm that allows the agent to backtrack to the most promising trajectory. SSM (Wang et al., 2021) memorizes local and global action spaces and estimates multiple scores for candidate nodes in the frontier of trajectories. Compared to E2E, Active VLN (Wang et al., 2020) is the most relevant work where they learn an additional policy for multi-step exploration. However, they define the reward function based on distances to target locations, while our uncertainty estimation is based on step-wise grounding mismatch. Our E2E module is also more efficient that has fewer parameters and low training complexity.

### 3 Underspecification in VLN

Our dataset construction is three-fold: We first obtain underspecified instructions by asking workers to simplify and rephrase the R2R instructions. Then, we validate that the goals are still reachable with underspecified instructions. Finally, we verify that instructions from R2R-ULN are preferred to R2R ones from a user’s perspective, which proves the necessity of the ULN setting. We briefly describe definitions and our ULN dataset in this section with more details in Appendix A.

#### 3.1 Instruction Simplification

We formalize the instruction collection as a sentence simplification task and ask human annotators to remove details from the instructions progressively. Denoting the original R2R instructions as **Level 0** ($L_0$), annotators rewrite each $L_0$ into three different levels of underspecified instructions. We discover that some components in $L_0$ can be redundant or rarely used in indoor environments, such as “turn 45 degrees”. Therefore, to obtain **Level 1** ($L_1$) from each $L_0$ instruction, annotators rewrite $L_0$ by removing any redundant part but keep most of the route description unchanged. Redundant components include but are not limited to repetition, excessive details, and directional phrases (See Table 1). As for **Level 2** ($L_2$), annotators remove one or two sub-instructions from $L_1$, creating a scenario where the users omit some details in commonplaces. We collect **Level 3** ($L_3$) instructions by giving destination information such as region label and floor level and ask annotators to write one sentence directly referring to the object or location of the destination point.

#### 3.2 Instruction Verification

To ensure that the underspecified instructions provide a feasible performance upper bound for VLN agents, we have another group of annotators navigate in an interactive interface from R2R (Anderson et al., 2018a). To ensure that the underspecified instructions provide a feasible performance upper bound for VLN agents, we have another group of annotators navigate in an interactive interface from R2R (Anderson et al., 2018a).

---

**Table 1: Instruction examples from the R2R-ULN validation set.** We mark removed words in red and rephrased words in blue in the next level.
Table 2: Human performance on R2R-ULN validation unseen in terms of Success Rate (SR) and SPL weighted by Path Length (SPL), and human preference assessment results. The percentage denotes the ratio of participants selecting \( L_i \) over \( L_0 \).

| Level | SR↑ | SPL↑ | Practicality | Efficiency |
|-------|-----|------|--------------|------------|
| \( L_0 \) | 86  | 72   | -            | -          |
| \( L_1 \) | 82  | 68   | 55%          | 57%        |
| \( L_2 \) | 82  | 65   | 63%          | 59%        |
| \( L_3 \) | 75  | 58   | 68%          | 66%        |

et al., 2018b). As is shown in Table 2, annotators achieve a slightly degraded but promising success rate (SR) with \( L_0 \). SPL is a metric that normalizes SR over the path length. Therefore, the trade-off for maintaining high SR is to have more exploration steps, resulting in a much lower SPL value. We also verify that \( L_i, i \in \{1, 2, 3\} \) are more practical and efficient choices than \( L_0 \). Table 2 shows that people prefer underspecified instructions over full instructions in both aspects, with an increasing trend as \( i \) increases to 3.

4 Method

4.1 Overview

In this section, we present our VLN framework for handling multi-level underspecified language inputs, which mainly consists of three modules (see Figure 2). Given a natural language instruction in a sequence of tokens, \( W = (w_1, \ldots, w_n) \), the classification module first categorize language input as low-level (\( L_0, L_1, L_2 \)) or high-level (\( L_3 \)) instructions. To handle these two types accordingly, GSS learns a sub-network, e.g., the text encoder, for each type while the other parameters are shared. At each step \( t \), we denote the visual observation \( O_t = ([v_1; a_1], \ldots, [v_N; a_N]) \) with visual feature \( v_t \) and angle feature \( a_t \) of \( t \)-th view among all \( N \) views. The history contains a concatenation of all observations before \( tm \) \( H_t = (O_1, \ldots, Q_{t-1}) \). Given \( W_t, H_t, O_t \), the GSS-based agent predicts a navigation action \( a_t \) by choosing a navigable viewpoint from \( O_t \). To overcome the reference misalignment issue, the E2E module predicts a sequence of uncertainty score \( S = (s_1, \ldots, s_T) \) and conducts multi-step exploration to collect future visual information.

![Figure 2: Our VLN framework with classification module, navigation agent, and E2E module.](image)

4.2 Instruction Classification

VLN agents can operate in two different modes, fidelity-oriented or goal-oriented, depending on reward functions (Jain et al., 2019) or text inputs (Zhu et al., 2022). Agents trained on low-level granularity encounter performance degradation when applied to high-level ones, and vice versa. As is shown in Figure 2, we propose first to classify the text inputs into two granularities and then encode them independently in downstream modules. Our classification module contains an embedding layer, average pooling, and a fully-connected layer to output binary class predictions.

4.3 Navigation Agent

Base Agent We summarize the high-level framework of many transformer-based agents (Hao et al., 2020; Guhur et al., 2021; Moudgil et al., 2021) paramerized as \( \theta \) as shown in Figure 2. Given the history \( H_t \), text \( \mathcal{X} \), visual observation \( O_t \), the agent first encodes each modality input with encoders \( f_{\text{hist}}, f_{\text{text}}, f_{\text{img}} \):

\[
X = f_{\text{text}}(W), \quad H_t = f_{\text{hist}}(H_t), \quad O_t = f_{\text{img}}(O_t)
\]

HAMT (Chen et al., 2021a) applies ViT (Dosovitskiy et al., 2020) and a Panoramic Transformer to hierarchically encode \( H_t \) as a sequence of embeddings \( H_t = (h_1, \ldots, h_{t-1}) \) while VLN \( \odot \) BERT (Hong et al., 2021) encodes \( H_t \) as a state vector \( H_t = h_t \). The embedding from each modality is then fed into a \( L \)-layer cross-modal transformer \( f_m \), and passed through a cross-attention first in each layer \( l \):

\[
\alpha_{t,l}^{\gamma} = \frac{[H_t; O_t]W_q^l(W_t^l)^T(X_t^lW_k^l)^T}{\sqrt{d_h}}
\]

(2)

where \( \alpha_{t,l}^{\gamma} \) denotes the attention weights of history-visual concatenation on the language embeddings, \( d_h \) is the hidden dimension. We omit
the attention head index for simplicity. For VLN$\bowtie$BERT, it concatenated state $H_t$ with $X_t$ instead. The prediction of $a_t$ relies on either a two-layer FC network $f_{\text{action}}$, or the summation of attention weights of $H_t$ on $O_t$ over all heads:

$$\beta_t^{\text{HAMT}} = f_{\text{action}}(O_t' \times x_t')$$  \hspace{1cm} (3)$$

$$\beta_t^{\text{VLN-BERT}} = \sum_{\text{head}} \frac{(H_t,LW_L^G)(O_t,LW_L^K)^T}{\sqrt{d_h}}$$  \hspace{1cm} (4)$$

$$a_t = \arg \max_c (\beta_{t,c})$$  \hspace{1cm} (5)$$

where $O_t', X_t'$ are the observation and language tokens output from $f_{\text{cm}}$.

**Granularity Specific Sub-network** Training an ensemble of agents or one agent with a mixture of levels can be inefficient or sub-optimal for ULN. Instead, we find a sub-network that influences the agent’s navigation mode, as shown in Figure 3. We identify such sub-network by the following steps:

1. Train an agent $\theta_i$ with full instructions $L_0$ and a separate agent $\theta_h$ with the last sentence of $L_0$. Denote $\theta_i$ performance on $L_3$ as metric value $m_{1-h}$.

2. For each of the sub-network, $f_{\text{text}}, f_{\text{img}}, f_{\text{hist}}$, and $f_{\text{cm}}$ in $\theta_i$, load its weights to $\theta_h$ and denote the performance on $L_3$ as $m_{x-h}$ where $x \in \{\text{text}, \text{img}, \text{hist}, \text{cm}\}$ indicates the sub-network replaced.

3. Find the sub-network with the maximum gain in metric value on $L_3$ after replacement, i.e.

$$x^* = \arg \max_x (m_{x-h} - m_{1-h})$$

After identifying the critical sub-network $f_{x^*}$, we train a new $f_{x^*}$ from scratch with the rest of the model parameters loaded from $\theta_i$ and kept frozen.

### 4.4 Exploitation to Exploration

Multi-level inputs introduces **Temporal Reference Misalignment** (TRM). As the agent gradually shifts its attention to sub-instructions, it lacks a mechanism to ensure the attended text segments align with the visual observation transition. Consequently, after several steps, agents cannot correctly ground sub-instructions to visual features. To mitigate this issue, we propose an E2E module to estimate step-wise uncertainty and perform multi-step lookahead to skip the dilemma.

**Uncertainty Estimation** We evaluate the decision uncertainty at each step based on the **attention score distribution**. TRM changes the distribution of $\alpha_{t,L}^{\gamma}, \beta_t$ and makes them different from the distribution when full instructions are given. Therefore, the joint distribution of $\alpha_{t,L}^{\gamma}, \beta_t$ implies the degree of grounding uncertainty. We simply input the concatenation $\alpha_{t,L}^{\gamma}, \beta_t$ to a two-layer MLP $f_{\text{uncert}}$ to learn the uncertainty score:

$$s_{t}^{\text{uncert}} = f_{\text{uncert}}([\alpha_{t,L}^{\gamma}; \beta_t])$$  \hspace{1cm} (6)$$

$s_{t}^{\text{uncert}} \in [0, 1]$ indicates whether the agent is confident for the decision. If $s_{t}^{\text{uncert}}$ is greater than a threshold, the agent first explores the environment before the next step decisions.

**Multi-Step Lookahead** When score $s_{t}^{\text{uncert}}$ indicates an uncertain decision, our system calculates the likelihood of success by exploration and re-evaluates the action logits. Specifically, the explorer moves $K$ steps forward for each of the top $C$ candidate actions at step $t$. Since unnormalized logits incorporate alignment between actions and instructions, we adopt the attention weights on visual candidates, i.e., $\beta_t$. The new action probability estimation accounts for a weighted sum of the future logits sequence with a hyperparameter $\gamma$:

$$a_t^* = \arg \max_c \left[ \beta_{t,c} + \sum_{i=1}^{K} \gamma^i \max_c (\beta_{t+i,c'}) \right].$$  \hspace{1cm} (7)$$

$\beta_{t,c}$ is the logit value for candidate $c$, and $\beta_{t+i,c}$ are the logits after executing greedy action at step $t + i - 1$. For parameter efficiency, we utilize the trained agent as the explorer. Our lookahead heuristic differentiates from Active VLN (Wang et al., 2020) as we explicitly quantify the misalignment.
### Evaluation Metrics

We evaluate the navigation performance using the standard metrics of R2R: 
- **Trajectory Length (TL):** the agent’s navigation path in meters.
- **Navigation Error (NE):** the average distance between the goal and agent’s final location.
- **Success Rate (SR):** the ratio of trials that end within 3 meters to the overall target trials.
- **Success weighted by inverse Path Length (SPL):** (Anderson et al., 2018a).

### Implementation Details

We adopt full instructions as low-level samples (R2R) and the last sentences of instructions as high-level samples (R2R-last). We train the classification module and the agents with these two training sets. For uncertainty estimation training, we applied the chunking function (Hong et al., 2020a) to randomly drop sub-instructions from R2R and create pseudo-underspecified instructions as inputs to a trained agent. At each step, if the agent’s action is different from the teacher’s action, the uncertainty ground truth label is 1, else 0. During inference, an uncertainty score over 0.5 will initiate multi-step lookahead. We also limit the lookahead to at most three times for performance benefit. We explain this choice in Sec. 5.2.3.

We train the classification and the agent with a low-level text encoder for 300,000 iterations with a learning rate of 1e-2 and 1e-5. The agent is trained on a mix of imitation learning, and A2C (Mnih et al., 2016), the same as the baselines. Then we train the high-level text encoder with other parameters fixed for 10,000 iterations. Finally, for the E2E module, we train the uncertainty estimation network with a learning rate 1e-4 for 10 epochs. We directly adopt the trained agent as the explorer.
Table 4: Comparison of VLN agents on R2R-ULN validation set, including all three levels $L_1$, $L_2$, $L_3$. Rows 1-5 are results from greedy-decoding agents without back-tracking. Rows 6-8 are results from agents with back-tracking or graph-based search. Note that the metric values shown here are averaged across three levels of underspecification.

Table 5: Performance breakdown by different levels of underspecification on R2R-ULN.

5.1 Main Results

Comparison with SOTA Agents We first compare our GSS method with the state-of-the-art (SOTA) model HAMT (Chen et al., 2021a), and a strong baseline VLN$\odot$BERT. We mainly consider three training sets for the baselines: R2R only, R2R-last only, and R2R+R2R-last. Table 3 shows that training on a single granularity inevitably degrades the agent’s performance on the other level. A mixture of these two levels shows a compromised performance across R2R and R2R-ULN validation sets. In contrast, our method can achieve 3.8% absolute SR improvement for R2R-ULN $L_3$ while maintaining the performance on R2R. Our GSS only requires 30% additional training iterations, 25% - 38% extra parameters, and can achieve slightly better performance.

Greedy-Decoding Agents As is shown in the top section (Row 1-5) of Table 4, greedy-decoding agents generally struggle with R2R-ULN instructions. These agents’ SR and SPL values generally drop relatively by 40-50%, indicating a potential performance degradation and risk due to language variations when we deploy these models in more realistic household environments. Note that VLN$\odot$BERT and HAMT are more robust with only a relatively 30% decrease in SR. This may attribute to better transformer architectures and initialization from large-scale pre-trained models.

Exploration-based Agents We select three exploration-based agents: FAST-Short (Ke et al., 2019), Active VLN (Wang et al., 2020), SSM (Wang et al., 2021). Table 4 shows that FAST and SSM navigate longer trajectories and achieve better SR. They are even better than VLN$\odot$BERT and HAMT on Val-seen though they underperform these SOTA agents on R2R.

Our system outperforms the corresponding base-
Table 6: Ablation study for our framework components. We use VLN\textsubscript{BERT} as the baseline and run experiments on full R2R-ULN Val-unseen. We use the ground truth class for GSS without a classification module.

Table 7: Ablation study on uncertainty threshold. We mark the value with the best SR-SPL trade-off in red.

Figure 4: (a) Average estimation accuracy for steps between two consecutive corrections. (b) The average number of steps before taking N-th correction.
struction, we measure the accuracy with teacher corrections, i.e., correcting the agent’s action when it deviates from the teacher’s action. Figure 4(a) shows the accuracy for steps between two consecutive corrections. Interestingly, the accuracy drops to a minimum between the first and second correction and increases as the agent moves forward. Despite that the estimation becomes most inaccurate when the agent makes its second or third false decision, we will show that these steps are critical ones to be adjusted.

Early Exploration One interesting question that arises from the above observation is: should we seize explorations for the first several uncertainties and encourage explorations in later steps? The answer can be revealed by investigating the number of steps between two teacher corrections. Surprisingly, Figure 4(b) indicates that $T_i$ deviates from $T_0$ at almost every step after the third correction. Assuming that our one-step lookahead is perfect as the teacher correction, the phenomenon implies that our agent has to make an exploration for every single step after the third exploration. However, such behavior is undesirable as it excessively harms navigation efficiency. Fig. 4 together implies that agents must rely on early explorations instead of later ones. Otherwise, the system error accumulates exponentially and becomes intractable eventually. Therefore, our agent relies on early explorations even though the uncertainty estimation accuracy is relatively defective.

6 Conclusion

In this work, we consider a new setting, Underspecified vision-and-Language Navigation (ULN). We collected a large-scale evaluation set, R2R-ULN, with multi-level underspecified instructions. We show that ULN is a reasonable and practical setting. ULN presents a novel direction where explorations are necessary and justifiable. As a first step towards ULN, we propose two novel components to build a VLN framework, Granularity Specific Sub-network (GSS) and Exploitation-to-Exploration (E2E). Experimental results show that GSS and E2E effectively mitigate the performance gap across all levels of instruction. Finally, we believe that ULN is a more challenging setting for future VLN development, and our framework can be further improved with more sophisticated policy design or language grounding models.

7 Limitations

In this study, we only cover Vision-Language Navigation datasets with English instructions. Instructions in other languages may characterize different types of ambiguity or underspecification. Thus, expanding the datasets to multi-lingual ULN based on datasets like RxR is essential. Secondly, we only consider indoor environments where the instructions are generally shorter than outdoor ones due to shorter path lengths. However, the phenomenon of underspecification can also be expected outdoors, accompanied by other modalities such as hand gestures or hand sketches. We simply assumed that underspecification is a more ubiquitous phenomenon in the indoor than the outdoor environment, which may be overturned from additional surveys or experiments. In the future, we hope to expand our work to multi-lingual instructions and outdoor environments and combine it with more modalities.

8 Ethical Considerations

For data collection and verification on Amazon Mechanical Turk, we select annotators from English-speaking countries, including the US, CA, UK, AU, and NZ. Each HIT for instruction simplification takes around 1.5 minutes on average to accomplish, and we pay each submitted HIT with 0.4 US dollars, resulting in an hourly payment of 16 US dollars. As for the instruction following, each HIT takes around 2 minutes to accomplish, and we pay each HIT 0.5 US dollars per HIT, resulting in an hourly payment of 15 US dollars. In addition, we award each successful navigation attempt with 0.3 US dollars for high-quality verification. As for the preference assessment, each HIT takes around 1 minute to accomplish, and we pay each HIT 0.3 US dollars, resulting in an hourly payment of 18 US dollars.
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Table 8: R2R validation vs. our R2R-ULN validation. R2R-ULN preserves most of the paths from R2R. It is large-scale, human-centric, and strictly aligns all levels of underspecification.

A  ULN Datasets

A.1  Data Collection

Denote the original R2R instructions as Level 0 ($L_0$). We define Level 1 ($L_1$) instructions as ones where the redundant part is removed from $L_1$. Level 2 ($L_2$) instructions are partial route description with some sub-instructions removed from $L_1$. Level 3 ($L_3$) instructions directly refer to the goal destination without any intermediate route information.

Level 1:  We form the data collection stage as a sentence simplification task and ask human workers to progressively omit details from the instruction. For the first step, workers remove redundant parts from $L_0$ to obtain $L_1$. Redundancy includes but is not limited to repetition, excessive details, and directional phrases. To make it more human-centric, we allow the workers to determine the degree of redundancy. For example, some may rewrite “turn 180 degrees” as “turn around”, while others may delete the whole phrase assuming that “turn around” is still redundant.

Level 2:  Then, one or two phrases containing objects are removed from $L_1$, resulting in partial route descriptions ($L_2$). $L_2$ assumes that humans tend to ignore intermediate references when the route is partially visible, or they are familiar with the environment.

Level 3:  Finally, the third step requires workers to write one sentence directly referring to the goals by combining $L_0$ and providing information like region label and floor level ($L_3$). $L_3$ resembles instructions in REVERIE (Qi et al., 2020) but is restricted to pure navigational instructions while REVERIE commands the agent to interact with target objects. As a result, we obtain one triplet ($L_1$, $L_2$, $L_3$) per $L_0$ instruction per annotator.

Such progressive simplification design enables us to control the inter-level alignment as workers inject no external objects/directions or substitute existing ones with external ones for each $L_0$. It also preserves intra-level sample variance since workers simplify the sentences based on subjective judgments on the degree of redundancy, yet circumscribed by the definition of levels.

Instruction Following  We ask workers to reach the goal by following instructions and operating in an interactive WebGL environment. We randomly sample 250 triplets plus $L_0$ instructions from the validation set. We follow a similar setup as in (Anderson et al., 2018b). As is shown in Table 2, workers can still achieve over 80% success rate (SR), the most suitable metric for ULN, on $L_1$ and $L_3$ and maintain a high-quality performance on $L_3$. Hence, ULN is a feasible setting where agents should actively make more explorations as the instructions become less specific.
Preference Assessment  
As is shown in the bottom right of Fig. 5, we investigate human preference on whether the full instructions or our collected ones are more practical and realistic. We sample 600 $L_1$-$L_3$ instructions and form each one with its corresponding $L_0$ instruction as a pair ($L_x$, $L_0$), $x \in \{1, 3\}$. Given ($L_x$, $L_0$) and starting and goal viewpoint panoramas, workers are asked “Q1. Which one is a more practical expression in daily life?” and “Q2. Which one do you prefer to speak to command the robot, considering applicability and efficiency?”. As shown in Table 2, the results demonstrate an increasing trend in choosing shorter and less specific instructions to reflect more practical expressions and benefit applicability and efficiency.

A.2  Dataset Statistics
As illustrated in Table 8, R2R-ULN preserves most of the trajectories from the R2R validation set. It addresses the shortage of underspecified instructions, which is essential for evaluating the generalization of embodied agents to various language expressions. Instructions of different lengths are better aligned, making it a better reference to investigate the correlation between instruction length and agent performance.

B  Supplementary Experiments
B.1  Identifying GSS
Intuitively, this sub-network incorporates into the cross-modal transformer. The conjecture is that the cross-attention layers shift the vision-to-text attention from the first token to the end for low-level instructions. On the other hand, for high-level instructions, the visual features may persistently attend to the goal object tokens. To verify this intuition,

We show three additional experimental results here for supplementary. First, as is shown in Table 10, we identify the critical sub-network by replacing part of a low-level agent with that from a high-level agent and observe the performance change. For VLN$\ominus$BERT, the most crucial sub-

| Instruction Following | Preference Assessment |
|-----------------------|-----------------------|
| R2R-ULN: Take the stairs to the bottom and enter. | Which one is more practical/realtistic/prefered? |
| Interactive Environment | |
| Start & Goal Panoramas | |

Figure 5: Dataset collection and verification. Text in red is removed in the next level and text in blue is paraphrased in the next level.

| Replaced part | R2R-ULN Val-Unseen |
|---------------|---------------------|
| Level 3 ($L_3$) | TL | NE$\dagger$ | SR$\dagger$ | SPL$\dagger$ |
| **VLN$\ominus$BERT** | | | | |
| low-level | 13.20 | 7.41 | 32.71 | 29.07 |
| $f_{text}$ | 14.23 | 7.18 | 36.64 | 31.25 |
| $f_{hist}$ | 14.26 | 7.26 | 36.37 | 31.18 |
| $f_{cm}$ | 13.50 | 7.15 | 34.94 | 31.22 |
| high-level | 13.31 | 6.96 | 36.45 | 31.99 |
| **HAMT** | | | | |
| low-level | 13.26 | 7.18 | 35.12 | 31.13 |
| $f_{text}$ | 13.26 | 7.18 | 35.12 | 31.13 |
| $f_{hist}$ | 13.26 | 7.18 | 35.12 | 31.13 |
| $f_{cm}$ | 13.22 | 7.28 | 34.23 | 30.38 |
| high-level | 13.34 | 6.95 | 37.18 | 33.40 |

Table 10: Low-level baseline performance after replacing sub-network from another high-level agent with the same architecture. The low-level agent is one trained with full R2R instructions. The high-level agent is one trained with last sentence of R2R instructions.
### Table 11: Performance on R2R validation set in the single-run setting. We disable E2E since ULN does not encourage exploration with $L_0$ instructions.

| Methods                  | R2R Val-Seen | R2R Val-Unseen |
|--------------------------|--------------|---------------|
|                          | SR | SPL | SR | SPL |
| EnvDrop                  | 62.3 | 59.4 | 50.0 | 46.8 |
| PREVALENT                | 69.5 | 65.4 | 58.3 | 53.6 |
| FAST-Short               | -  | -   | 55.8 | 43.3 |
| SSM                      | 71.1 | 61.8 | 62.4 | 45.3 |
| VLN ⊕ BERT               | 74.2 | 69.8 | 61.4 | 55.6 |
| Ours (w/o E2E)           | 73.9 | 69.3 | 61.6 | 55.8 |
| Ours (w/ E2E)            | 73.0 | 57.3 | 62.8 | 45.0 |
| HAMT                     | 75.6 | 72.2 | 66.2 | 61.5 |
| Ours (w/o E2E)           | 73.6 | 70.2 | 65.6 | 60.7 |
| Ours (w/ E2E)            | 73.3 | 51.9 | 64.4 | 41.3 |

Table 12: Agents trained with a combination of R2R-Last and one of the existing high-level datasets, REVERIE or SOON.

| Training Set                          | # of training instr. | R2R-ULN Val-Unseen |
|----------------------------------------|-----------------------|--------------------|
|                                        |                       | L3     |        |
|                                        |                       | SR | SPL |
| R2R-Last+Speaker                       | 24505                 | 34.8 | 31.5 |
| R2R-Last+REVERIE                       | 24505                 | 32.3 | 28.3 |
| R2R-Last+SOON                          | 16718                 | 34.0 | 29.3 |

### B.2 Ablation Studies

#### R2R Evaluation

We also show full performance results on R2R in Table 11. Our framework maintains a comparable performance on R2R for VLN ⊕ BERT and even slightly improves the SR with E2E. However, as for HAMT, our framework downgrades the SR by 0.6%. This is due to the imperfect classifier that misclassifies some short R2R instructions as high-level instructions. We empirically find that the HAMT is more sensitive to classifier error, indicating better robustness of HAMT in handling short R2R instructions. It spares the need to run the high-level sub-network to deal with those exceptions in R2R.

#### Combining Multiple Datasets

Since there are existing high-level datasets like REVERIE (Qi et al., 2020) and SOON (Zhu et al., 2021a), there is also a natural motivation to combine these datasets during training since these instructions can be seen as goal instructions (similar to $L_3$). We trained three agents with a combination of R2R-Last and one of the high-level datasets. For comparison, we also train an agent with R2R-Last, and the same amount of speaker-augmented instructions. Note that the speaker is trained with last sentences as well, so it is a goal instruction speaker. As is shown in Table 12, existing datasets have limited benefit on $L_3$ evaluation. REVERIE and SOON instructions contain both navigation and localization orders, making these datasets noisier for pure navigation training and evaluation. We leave it as future work to consider combining VLN datasets of different settings for one unified, general navigational agent.

**Table 13: Full ablation study with SPL reported.**

**Figure 6: Path length of various agents on R2R and R2R-ULN.**

**Combining Multiple Datasets** Since there are existing high-level datasets like REVERIE (Qi et al., 2020) and SOON (Zhu et al., 2021a), there is also a natural motivation to combine these datasets during training since these instructions can be seen as goal instructions (similar to $L_3$). We trained three agents with a combination of R2R-Last and one of the high-level datasets. For comparison, we also train an agent with R2R-Last, and the same amount of speaker-augmented instructions. Note that the speaker is trained with last sentences as well, so it is a goal instruction speaker. As is shown in Table 12, existing datasets have limited benefit on $L_3$ evaluation. REVERIE and SOON instructions contain both navigation and localization orders, making these datasets noisier for pure navigation training and evaluation. We leave it as future work to consider combining VLN datasets of different settings for one unified, general navigational agent.
Path Length As is shown in Fig. 6, most greedy-decoding agents learn a spurious correlation between instruction length and trajectory length (TL), reflected as a decreasing trend in TL from $L_1$ to $L_3$. However, SOTA agents are more robust as they navigate slightly longer for $L_3$. Exploration-based agents showed significantly longer TL and increasing trends, which is more robust (in SR percentage drop) and interpretable.

Component Analysis Last but not least, we show the full ablation table with SPL compared to Table 6. Our GSS-only framework achieves the highest SPL while adding the E2E module decreases the SPL value. This is intuitive as the purpose of E2E is to improve the success rate by making more exploration steps, and will result in a smaller SPL value.

B.3 Trajectory Visualization

We provide visualizations of a set of underspecified instruction ($L_1$, $L_2$, $L_3$) in add to Fig. 1. As is shown in Fig. 8, the base agent fails to go downstairs from the beginning and keeps moving around on the initial floor. Our agent also navigates on the initial floor for a long time. However, it starts moving downstairs from step 14 thanks to uncertainty estimation and active exploration at the previous step. Finally, it reaches the lounge downstairs. Fig. 9 shows the trajectories of an $L_2$ instruction. Similarly, the base agent keeps moving around on the initial floor and fails to go downstairs. However, our agent classifies the instruction as high-level and adopts the high-level GSS to guide the navigation decisions. Therefore, it reaches the goal with only seven steps. As for $L_3$, the base agent manages to go downstairs at step 7 but keeps moving downstairs and completely misses out on the lounge, resulting in a long path. In contrast, our agent with the high-level GSS reaches the target location with only seven steps. There is no exploration because no uncertain steps are identified.
Original Instruction: Exit the room and turn right to go down the stairs. After descending two flights of stairs, continue forward to enter the room ahead of you and slightly to the left.

Instruction (L3): Exit the room and go down the stairs. Continue forward to enter the room ahead of you.

Figure 8: Visualization of trajectories following an $L_1$ instruction.
Original Instruction: Exit the room and turn right to go down the stairs. After descending two flights of stairs, continue forward to enter the room ahead of you and slightly to the left.

Instruction (L2): Go downstairs, and enter the room ahead on the left.

Figure 9: Visualization of trajectories following an L2 instruction.
Original Instruction: Exit the room and turn right to go down the stairs. After descending two flights of stairs, continue forward to enter the room ahead of you and slightly to the left.

Instruction ($L_3$): Go downstairs to the lounge.

Figure 10: Visualization of trajectories following an $L_3$ instruction.