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Abstract

We introduce a new approach for abstractive text summarization, Topic-Guided Abstractive Summarization, which calibrates long-range dependencies from topic-level features with globally salient content. The idea is to incorporate neural topic modeling with a Transformer-based sequence-to-sequence (seq2seq) model in a joint learning framework. This design can learn and preserve the global semantics of the document, which can provide additional contextual guidance for capturing important ideas of the document, thereby enhancing the generation of summary. We conduct extensive experiments on two datasets and the results show that our proposed model outperforms many extractive and abstractive systems in terms of both ROUGE measurements and human evaluation.

1 Introduction

Automatic summarization has made impressive success with the advance of large-scale language models. As one of the central problems in Natural Language Processing (NLP), summarization aims at generating an accurate text snippet to capture the key information of the input text. Comparing to extractive summarization which copies informative fragments from the input, abstractive summarization requires understanding the input document at first and subsequently generate a summary with novel and relevant words. A good abstractive summary is expected to cover principal information in the input, as well as being linguistically fluent.

In abstractive summarization, sequence-to-sequence (Seq2Seq) (Sutskever et al., 2014) has become a dominant framework using an encoder-decoder architecture based on RNNs (Chung et al., 2014) and more recently Transformers (Vaswani et al., 2017). This framework has often been utilized for language generation tasks, where two typical steps are involved: (1) defining the self-supervised pretraining objective for Transformer-based sequence-to-sequence models, and (2) fine-tuning it on the datasets for the downstream tasks. This framework has extended the success of text generation to summarization and achieved many promising results. Current state-of-the-art (SOTA) summarization models, including BART (Lewis et al., 2020), PEGASUS (Zhang et al., 2020) and ProphetNet (Qi et al., 2020), all adopted this Transformer-based architecture. Most transformer-based models are better at exploring the relationships among local tokens (Wang et al., 2020a). However, the performance of semantic understanding at a higher level (e.g, sentences, topics) is usually subpar (Reimers and Gurevych, 2019).

To better capture the global semantics of an input document for language generation tasks, researchers have made many attempts to improve current models. For example, topic-aware methods have been proposed to assist document summarization (Wang et al., 2018; Ailem et al., 2019; Narayan et al., 2018; Wang et al., 2020a; Fu et al., 2020). Topic models, such as LDA (Blei et al., 2003), PFA (Zhou et al., 2012) and prodLDA (Srivastava and Sutton, 2017), are able to provide additional signals for document understanding (Peinelt et al., 2020). They all consider topics as global variables to describe the distribution over all tokens in the vocabulary (Wang et al., 2020a). The topic is proven to be especially useful for dealing with domain-specific language since topic models have been exploited for domain adaption (Hu et al., 2014; Guo et al., 2009). For text summarization, by incorporating the topic-level features into the summarization model, we believe it can improve model performance since it encourages the model to focus on both local relationships and global semantics.

Despite the amount of literature in combing topic modeling into NLP tasks, we find that many prior studies use the topic model as a separate component for information extraction rather than jointly...
improve NLP tasks and topic modeling in a unified way. For example Bianchi et al. (2020a,b) developed a topic model where the input of an document is not traditional bag-of-words but representation learned via BERT (Devlin et al., 2019). Most cutting-edge topic models adopt the encoder-decoder network architecture where an input document is encoded into latent topic factors (i.e., coding) and these coding is then used to reconstruct the original input document during the decoding process. Such a design is very similar to seq2seq architecture where the input is also first converted to latent variables as input for decoder. Therefore, we believe embedding topic modeling into a seq2seq-based summarization model can improve performance.

In this paper, we design a topic-guided language generation framework for Transformer-based language models, by understanding the semantics learned via the topic model. We incorporate the topic model into a joint learning framework with the language generation and use the information provided by the topic model to guide the language generation. To demonstrate the effectiveness of our proposed method, we conduct extensive experiments on two real-world datasets. Both the quantitative results and the human evaluation feedback confirm that our model is more capable of capturing the key information for abstractive text summarization. Our key contributions are threefold:

- We propose a new framework for abstractive text summarization by incorporating topic modeling in a joint learning manner, which helps capture the global topic semantics for better summarization generation.
- We design a joint learning architecture to fuse neural topic modeling with transformer-based sequence-to-sequence model.
- We evaluate our topic-guided abstractive summarization model on two standard summarization datasets and demonstrate performance improvements over existing methods in both quantitative measurement and human evaluation.

2 Related Work

We now review the related literature grouped in three main categories and position our work in that context by indicating the respective issues (that are addressed by our contributions).

**Abstractive text summarization** has been widely explored over the past decades. Pre-trained encoder-decoder Transformers-based models have exhibited great success and become the first choice for many NLP tasks due to their long-term dependency modeling capability and scalability, particularly for text summarization tasks (Lewis et al., 2020; Zhang et al., 2020; Qi et al., 2020). Despite their outstanding performance on standard quantitative measurement, a common criticizing point is that higher-level global semantic structure in the text is usually ignored. For the summarization task, this can lead to the significantly inferior performance (Reimers and Gurevych, 2019).

**Topic model** explores the hidden semantic structures of text (Wang et al., 2020b). One basic assumption for the topic model is that a document is a mixture of topics and each topic is distributed over words in the vocabulary of the corpus. To learn these distributions, Latent Dirichlet Allocation (LDA) is introduced by imposing latent variables with Dirichlet prior (Griffiths et al., 2004). Recently, given the power of neural networks, topic models are improved and implemented through generic auto-encoder (Larochelle and Lauly, 2012; Salakhutdinov and Hinton, 2009) or neural variational auto-encoder (Miao et al., 2016, 2017; Röder et al., 2015; Srivastava and Sutton, 2017; Ding et al., 2018).

Topic model has been incorporated to different types of NLP tasks, including document classification (Wang et al., 2020b), translation (Zhang et al., 2016), and summarization (Ailem et al., 2019; Narayan et al., 2018; Wang et al., 2020a; Fu et al., 2020). Zhang et al. (2016) build a topic-informed RNN considering each word as a distribution over topics for machine translation. Ailem et al. (2019) develop a topic augmented decoder that generates a summary conditioned on both the input document and the latent topic for the document. Narayan et al. (2018) propose the topic-conditioned Seq2Seq model under the CNN framework. Wang et al. (2020a) introduce the friendly topic assistant for Transformer-based summarization models with the topic information explored by the separate topic component. Using the topic model to capture the global semantics has been proven to be an effective means for many NLP tasks. The topic model can be used as a separate component to provide additional information that can be used as an extra feature (Wang et al., 2020a; Zou et al., 2020; Fu et al., 2020). This topic-level feature has been applied
to the language generation process (Ailem et al., 2019; Wang et al., 2019), to guide text generation with designated topic guidance.

3 Methodology

3.1 Transformer-based Seq2Seq Model

Natural language generation tasks are best expressed as sequence-to-sequence (Seq2Seq) problems. They often assume that each word is encoded into a vector representation. Then a document \( d \) with \( n \) words can be represented as a sequence of \( n \) vectors: \( d = X_{1:n} = \{x_1, ..., x_n\} \). Consequently, the language generation problem can be defined as finding a function \( f \) mapping an input sequence \( X \) to a sequence \( s \) of \( m \) target vectors \( s = Y_{1:m} = \{y_1, ..., y_m\} \). A typical seq2seq model usually consists of three components: (1) An encoder, denoted as \( f_{\text{encoder}} \) that accepts an input sequence \( X_{1:n} \), and generates a corresponding sequence of contextualized representation \( h \). (2) A context vector, \( c \) that is a function of \( h \) conveying the essence of the input document to the decoder. (3) A decoder, \( f_{\text{decoder}} \) that uses \( c \) to generate an arbitrary length of sequence \( Y_{1:m} \) based on the task-specific requirement.

Transformer has become the most effective neural network architecture for natural language modeling (Vaswani et al., 2017). Comparing to Recurrent Neural Network (RNN), Transformers apply self-attention to compute in parallel every word from the input text an attention weight that gauges the influence each word has on others, thus allowing for parallelization than RNNs for large-scale model training (He et al., 2020). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Comparing to Recurrent Neural Network (RNN), Transformers apply self-attention to compute in parallel every word from the input text an attention weight that gauges the influence each word has on others, thus allowing for parallelization than RNNs for large-scale model training (He et al., 2020). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017). Transformer-based encoder-decoder models are introduced with scaled dot-product attention (Vaswani et al., 2017).

The transformer-based encoder encodes the input sequence \( X_{1:n} \) to a sequence of hidden states \( \bar{X}_{1:n} \) (a.k.a. \( h \)) by \( f_{\text{encoder}} : X_{1:n} \rightarrow \bar{X}_{1:n} \). The transformer-based decoder then models the conditional probability distribution of the target vector sequence \( Y_{1:m} \) given the sequence of encoded hidden states \( \bar{X}_{1:n} \) as \( p_{\text{decoder}}(Y_{1:m} | \bar{X}_{1:n}) \).

Transformer-based decoder is a stack of decoder blocks followed by a dense layer, the "LM head", which maps the learned sequence of target vectors \( Y_{0:t−1} \) to a sequence of logit vectors \( l_{1:m} = \{1, ..., l_m\} \). Transformer-based decoder defines the conditional probability distribution of a target sequence given the contextualized encoding sequence \( p_{\text{decoder}}(Y_{1:m} | \bar{X}_{1:n}) \), which by Bayes’ rule can be decomposed into a product of conditional distributions as Equation 1, where \( W_{\text{emb}}^T = [w_1, ..., w_{\text{vocab}}]^T \) refers to the transpose of the word embedding matrix, and the logit vector \( l_i \) represents the similarity score between the encoded output vector and each word embedding.

\[
P(s|d) = \prod_{i=1}^{m} p_{\text{decoder}}(y_i | y_{0:i−1}, \bar{X}_{1:n})
= \prod_{i=1}^{m} \text{softmax}(f_{\text{decoder}}(y_{0:i−1}, \bar{X}_{1:n}))
= \prod_{i=1}^{m} \text{softmax}(W_{\text{emb}}^T \cdot \text{LMHead}(y_{i−1}))
= \prod_{i=1}^{m} \text{softmax}(l_i)
\] (1)

3.2 Neural Topic Model

Topic model aims to extract the implicit topic representation as the short description for a document (Blei et al., 2003). Neural topic model (NTM) uses neural variational inference (Kingma and Welling, 2013; Rezende et al., 2014) as a flexible framework to accommodate more expressive topic models (Ding et al., 2018). Figure 1 is the fundamental model architecture of NTM. \( x \) is the representation of the input document and we depress it into a latent topic variable \( z \in \mathbb{R}^{|K|×1} \) where \( K \) is the number of topics. Usually, \( x \) is a bag-of-words representation for an input document for neural topic modeling. We define the structure of NTM following the notations from Ding et al. (2018):

- In the encoder \( q_\phi(h|x) \), it generates \( \mu(x) \) and \( \sigma(x) \) through neural networks to obtain \( h = \mu + \sigma \cdot \epsilon \) given the input \( x \). Then we learn the latent topic variable \( z = f'(h) \). NTM defines \( f \) as ReLU (Miao et al., 2016) and GSM uses softmax (Miao et al., 2017).
- The decoder network \( p_\theta(x|z) \) maps \( z \) to the predicted probability of each word in the vocabulary.
y through $W_{\text{topic}}$, which usually refers to the top frequent tokens after removing the stopwords.

Comparing to the procedure of the language generation of Seq2Seq model in Section 3.1, we find that the topic modeling task shares several similar features. They both use the encoder-decoder network. The language generation task uses the encoder to understand the input document and generates the task-specific sequence based on the hidden states learned from the encoder. Topic modeling uses the encoder to compress the input document to the latent topic variable, which is considered as the short descriptions of the input document while preserving the essential statistical relationships (Blei et al., 2003). The latent topic variable is then used to reconstruct the original document via the decoder.

Inspired by the similarity of NTM and Seq2Seq, in this study we incorporate the topic model component into the Seq2Seq model. Similar to Bianchi et al. (2020a,b), we use the latent representation from the pre-trained language model as the input for the topic model, which replaces the bag-of-words representation. Here we choose the last hidden state from the encoder as the latent representation for the input document. This contextualized context vector, which refers to the last hidden state in the Transformer-based Seq2Seq model, is expected to carry important information from the input document, on which the decoder relies to generate the output sequence. Using this as the input to the topic model allows us to keep both the valuable symbolic information as BoW and the structure information from the language sequence (Bianchi et al., 2020b). Another benefit of using the context vector is that it can help overcome some limitations from the BoW representation when inferring topics. The objective function of the topic model is to maximize the usual evidence lower bound (ELBO). The loss function of the topic model $L_{\text{tm}}$ can be written as the negative of the ELBO in Equation 2.

$$L_{\text{tm}} \approx D_{KL}(q_{\phi}(h|x)||p_{\theta}(h)) - \frac{1}{L} \sum_{l=1}^{L} \log p_{\theta}(x^{l} | z^{l})$$

### 3.3 TAS: Topic-Guided Abstractive Summarization

Incorporating the topic information into Seq2Seq model, we introduce our model TAS, Topic-Guided Abstractive Summarization, which learns and extracts the topic-level features to guide the language generation process. The key motivation for this topic-guided generation mechanism is to take the topic distribution as the prior knowledge which can guide the generation module to focus on important source words. To introduce the topic-level features into the language generation, we need to re-define the logit function (see Equation 3). Given a corpus, the topic model learns topics at a global level, which is usually represented as a topic-word matrix (also called topic embedding) $W_{\text{topic}} \in \mathbb{R}^{K \times V_{\text{topic}}}$, where $V_{\text{topic}}$ is the vocabulary size and $K$ is the number of topics. With this topic embedding, we re-write the language generation process as Equation 3. TMHead is the neural network which transforms the dimension for selecting a word from the vocabulary $W_{\text{emb}}$.

$$I_{i} = \text{softmax}(W_{\text{emb}}^{T} \cdot (\text{LMHead}(\bar{y}_{i-1}) + \bar{y}_{i-1} \cdot \text{TMHead}(W_{\text{topic}))))$$

We expect that the global semantic information can draw enough encoder-decoder attention, which provides guidance on the language generation process. We define the loss function as Equation 4. The loss for language generation $L_{\text{finetune}}$ uses the cross-entropy loss. $\alpha$ and $\beta$ are the hyper-parameters for balancing two losses.

$$L = \alpha L_{\text{tm}} + \beta L_{\text{finetune}}$$

Figure 2 is the framework for our proposed model. Comparing to the prior studies of applying topic-level features to the language generation process (see the discussion in literature (Fu et al., 2020)), our model is different in that:

- We embed the topic model component into the Seq2Seq model, by using the last hidden state from the encoder to infer the topic information.
We incorporate the topic-level features to the language generation process. By building a joint learning framework, our model is able to guide the generation process with the global semantics learned from topics.

4 Experiments

4.1 Experimental Setting

We evaluate our model using two summarization datasets: the CNN/Daily Mail dataset (CNN/DM) (Hermann et al., 2015) and the extreme summarization dataset (XSUM) (Narayan et al., 2018). Our experiments are conducted with 3 NVIDIA V100 GPUs. We adopt a 12 layer encoder and 6 layer decoder, and our model is warm started with the distilBART pre-trained model. We fine-tune our model for 20 epochs with a batch size of 64. We use Adam optimizer and fine-tune the model with the learning rate of $3 \times 10^{-5}$. For the topic model component, we choose the most frequent 2,000 words from the training set as the topic vocabulary for $W_{\text{topic}}$ and set the number of topics to $K = 1024$. Our code is available at: https://github.com/chz816/tas.

4.2 Experimental Results

We compare our proposed model with the following cutting-edge summarization models, including both extractive and abstractive models.

• **Lead-N** uses the first $N$ sentences of the article as its summary.
• **BERTSUM** (Liu and Lapata, 2019) proposes a novel document-level encoder based on BERT to generate summary.
• **MATCHSUM** (Zhong et al., 2020) formulates the task as a semantic text matching problem.
• **PGNet** (See et al., 2017) refers to the pointer-generator network. PGNet+Cov is with the coverage mechanism.
• **BART** (Lewis et al., 2020) employs the bidirectional encoder and the left-to-right decoder.

We adopt ROUGE (Lin, 2004) F1 score as the evaluation metric. We choose ROUGE-1, ROUGE-2, and ROUGE-L for performance measurement, which are the common choices in the literature. We report the performance of baseline models using the numbers from the original literature.

**Results on CNN/DM.** Table 1 summarizes the evaluation results on the CNN/DM dataset. We compare our model with different types of baselines, including strong extractive and abstractive state-of-the-art models. Our model achieves better performance in most cases. ROUGE-L score of our model is the highest among all models, which emphasizes the success of our model to capture the global semantics on this dataset. Comparing to rule-based baseline and extractive models, TAS achieves a comparable ROUGE-1 score with the extractive SOTA model MATCHSUM and improves the ROUGE-2 and ROUGE-L score by 1.6% and 1.9%. TAS also outperforms the pointer-generator network and the abstractive SOTA model BART on CNN/DM. The superior performance of TAS has emphasized the success of introducing the topic model component to help the Seq2Seq model capture the important information from the input document.

**Results on XSUM.** Table 2 shows our experimental results on the XSUM dataset. The summary of the XSUM dataset only contains one sentence, which requires the language model to compress 1We choose distilBART provided by HuggingFace due to fewer parameters. For CNN/DM, we use "sshleifer/distilbart-cnn-12-6". For XSUM, we use "sshleifer/distilbart-xsum-12-6". We record our detailed implementation in Appendix A.
the information and generate a precise sentence focusing on the key information. Our proposed model TAS outperforms extractive systems and has achieved comparable performance with BART.

![Table 1: ROUGE evaluation on CNN/DM dataset.](image)

| Model     | RG-1 | RG-2 | RG-L |
|-----------|------|------|------|
| Lead-3    | 40.07| 17.68| 36.33|
| BERTSUM   | 42.13| 19.60| 39.18|
| MATCHSUM  | 44.41| 20.86| 40.55|
| PGNet     | 36.44| 15.66| 33.42|
| PGNet+Cov | 39.53| 17.28| 36.38|
| BART      | 44.16| 21.28| 40.90|
| TAS       | 44.38| 21.19| 41.33|

To see whether our model is able to generate meaningful topics as NTM does, we show some topics learned by our model in Appendix B.

### 4.3 Human Evaluation

We also conduct a human evaluation to further examine the quality of the generated summaries by our model. We choose three metrics which are commonly used in prior studies (Huang et al., 2020; Xu et al., 2020): informativeness, fluency and succinctness. Informativeness measures whether the summary covers the important information from the input article, fluency focuses on if the generated summary is grammatically correct and succinctness measures whether the summary is concise and does not describe too many details. We randomly select 100 articles from the XSUM test set and hire 9 fluent English speakers as our annotators to rate summaries generated by distil-BART and our model TAS. They are required to give a comparison between the two generated summaries that are presented anonymously. Table 3 reports the human evaluation results. Overall, we find that our model is more capable of capturing the key information of a document and the global semantics. We provide two example summaries generated by our model TAS in Table 4.

![Table 3: Human evaluation results on XSUM dataset.](image)

| Win | Tie | Loss |
|-----|-----|------|
| 35.92% | 29.58% | 34.51% |
| 21.13% | 60.56% | 18.31% |
| 32.86% | 41.34% | 25.80% |

### 4.4 Model Analysis

To have a deeper understanding of why our model improves the summarization and the impacts of the topic model component, we conduct several additional experiments using the XSUM test set.

#### Impacts of the topic model.

Topic model is an important component in our model and provides semantic information. We repeat our experiments on XSUM using different types of topic models, including prodLDA (Srivastava and Sutton, 2017) and LDA (Blei et al., 2003). The main difference between these two models is prodLDA replaces the multinomial distribution over individual words in standard LDA with a product of experts. Table 5 records the results, and we can clearly see that prodLDA and LDA produce very similar results.

#### Impacts of the number of topics.

We fix the number of topics $K = 1024$ in our model. To test whether the number of topics affects the model performance, we need to add an additional neural network TMHead to adjust the dimension for the generation process in Equation 5. Table 6 records the performance. We can find that with an additional neural network, the model with $K = 1024$ *topics* perform the best and it achieves a similar ROUGE score with our proposed model which fixes the topic number. Considering the better performance of the proposed TAS model and fewer parameters, we report the performance of the model by fixing the topic numbers $K = 1024$.

\[
I_i = \text{softmax}(W^T_{emb} \cdot (\text{LMHead}(\tilde{y}_{i-1}) + \text{DimHead}(\tilde{y}_{i-1}) \cdot \text{TMHead}(W_{\text{topic}))))
\] (5)

Could we just fine-tune the original model in more epochs? Since our model is warmed up us-
The 32-year-old scored 25 points on Sunday to pass the milestone in his 10th season with the Cavaliers. He now has twice as many points as Zydrunas Ilgauskas, who is second on the team’s all-time list with 10,616. James, who also played for Miami Heat, is eighth on the NBA all-time list with 27,938 career points...

LeBron James has become the second highest scorer in NBA history after passing 10,000 points for the Cleveland Cavaliers.

The materials, which can sense pressure as sensitively and quickly as human skin, have been outlined by two groups reporting in Nature Materials. The skins are arrays of small pressure sensors that convert tiny changes in pressure into electrical signals...

Engineers have shown off two approaches to creating flexible "skin" that could be used in robotics and artificial limbs.

Table 4: Example summaries by our model on XSUM dataset.

Table 5: Performance for our model with different types of topic models, prodLDA and LDA. We use the same experimental settings with $\alpha = 0.1$ and $\beta = 1$.

Table 6: Performance for our model with different numbers of topics. * indicates the model with additional neural network.

(a) Performance on CNN/DM

(b) Performance on XSUM

Table 7: Performance of distil-BART and our model under the same experimental setting.

Table 8: Generated summaries from TAS and fine-tuned distil-BART.

Summary

Target "Artificial skin" that could bring a sensitive touch to robots and prosthetic limbs, has been shown off.

Our model Engineers have shown off two approaches to creating flexible "skin" that could be used in robotics and artificial limbs.

distil-BART Two approaches to developing flexible "skin" have been presented to scientists.
Ablation study. We perform ablation studies to test the effects of various hyper-parameters. As shown in Table 9, we report the performance under different values of $\alpha$. We fix $\beta = 1$ and find that our model achieves the best performance when $\alpha = 0.1$. In general, we find that different parameters, which balance the loss between two components, provide different performance, and smaller values on $\alpha$ usually perform better.

| $\alpha$ | RG-1  | RG-2  | RG-L  |
|---------|-------|-------|-------|
| 0       | 44.57 | 21.60 | 36.71 |
| 0.1     | 44.63 | 21.62 | 36.77 |
| 1       | 44.28 | 21.06 | 35.97 |

Table 9: Ablation studies on XSUM dataset, using different values for $\alpha$. We fix $\beta = 1$ and use prodLDA for the topic model component.

4.5 Robustness Check

In this section, we perform a robustness check for the proposed model. We use the heuristics used in Goel et al. (2021) to create sub-populations and perform experiments to check the performance of these sub-populations. We use the following metrics and first select the top 10% and bottom 10% examples in the test set of XSUM as two sub-populations.

- **Length** of the input document.
- **Position** is the average location in the source document of where information in the summary comes from.

Table 10 records the experimental results, using ROUGE-2 for evaluation. We find that TAS is more capable to handle different lengths of documents since the performance on the shortest and longest set is better. The design of TAS is aimed to add the topic model component to provide more topic-level information to guide the summary generation. The performance improvement on the longest document set especially encourages us, since we are motivated to find that TAS performs better when the input document is long which is harder to summarize. For position, we find that TAS performs better than the baseline in the latest position set, which is challenging. The latest position group requires our model to have a better understanding of the whole document. TAS achieves a higher ROUGE-2 score in this subpopulation than our baseline by 1.4%.

| Metric | Baseline | TAS  |
|--------|----------|------|
| Length | Shortest | 23.55| 23.71|
|        | Longest  | 15.48| 15.70|
| Position| Earliest | 22.50| 22.52|
|        | Latest   | 17.37| 17.61|

Table 10: Robustness Check on sub-populations defined by metrics. For Baseline model, we use the results from distil-BART. We report the performance using ROUGE-2 score.

5 Conclusion

In this paper, we propose to leverage the topic model incorporated into the Seq2Seq model to improve the performance of text summarization. We introduce the global semantic topic-level features into the language understanding to guide the generation process. Experiments on two datasets show that our model outperforms several strong baselines in both quantitative measurement and human evaluation, which demonstrates the effectiveness of our proposed model.

---

3We report ROUGE-1, ROUGE-2 and ROUGE-L score for robustness check in Appendix C.
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A Implementation

For CNN/DM, we also add the post-processing step after the generation. We use the same post-processing program \(^4\) from SOTA model ProphetNet (Qi et al., 2020). We don’t perform post-processing for XSUM, considering the summary for XSUM only contains one sentence.

B Learned Topics

We show some learned topics in this section to check if the topic model component can generate meaningful topics as expected. Table 11 lists the example topics learned on CNN/DM and XSUM dataset. For each topic, we extract the top 10 words from the topic model vocabulary \(W_{\text{topic}}\). By analyzing the learned topics, we find that our topic model component has learned several topics which are explainable and meaningful.

\begin{table}[h]
\centering
\begin{tabular}{l}
\hline
\textbf{Top 10 words} \\
1 court, said, police, told, case, death, attorney, mr, judge, charges \\
2 family, told, life, mother, said, children, old, like, time, would \\
3 government, united, cnn, military, security, states, officials, international, al, forces \\
4 season, league, team, game, cup, win, match, club, goal, players \\
5 water, according, scientists, could, agency, earth, officials, government, per, region \\
\hline
\end{tabular}
\caption{(a) Example topics learned on CNN/DM.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{l}
\hline
\textbf{Top 10 words} \\
1 league, game, season, first, half, team, second, win, side, goal \\
2 police, family, court, found, old, heard, hospital, told, incident, died \\
3 health, service, site, work, company, use, help, children, patients, customers \\
4 first, game, league, win, season, team, club, side, second, players \\
5 mr, government, president, us, state, said, minister, security, country, un \\
\hline
\end{tabular}
\caption{(b) Example topics learned on XSUM.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{l}
\hline
\textbf{Metric} & \textbf{Baseline} & \textbf{TAS} \\
\hline
\textbf{Length} & \\
Shortest & 45.84 & 45.84 \\
Longest & 36.92 & 36.98 \\
\hline
\textbf{Position} & \\
Earliest & 45.35 & 45.31 \\
Latest & 39.46 & 39.81 \\
\hline
\end{tabular}
\caption{(a) Performance evaluated by ROUGE-1.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{l}
\hline
\textbf{Metric} & \textbf{Baseline} & \textbf{TAS} \\
\hline
\textbf{Length} & \\
Shortest & 23.55 & 23.71 \\
Longest & 15.48 & 15.70 \\
\hline
\textbf{Position} & \\
Earliest & 22.50 & 22.52 \\
Latest & 17.37 & 17.61 \\
\hline
\end{tabular}
\caption{(b) Performance evaluated by ROUGE-2.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{l}
\hline
\textbf{Metric} & \textbf{Baseline} & \textbf{TAS} \\
\hline
\textbf{Length} & \\
Shortest & 39.55 & 39.72 \\
Longest & 28.84 & 29.09 \\
\hline
\textbf{Position} & \\
Earliest & 37.72 & 37.8 \\
Latest & 31.51 & 31.81 \\
\hline
\end{tabular}
\caption{(c) Performance evaluated by ROUGE-L.}
\end{table}

Table 12: Robustness Check with ROUGE-1, ROUGE-2 and ROUGE-L.

C Robustness check

We report the ROUGE-1, ROUGE-2 and ROUGE-L score for robustness check to better understand our proposed model in Table 12.

\(^4\)https://github.com/microsoft/ProphetNet