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ABSTRACT
Generalized sliced-Wasserstein distance is a variant of sliced-Wasserstein distance that exploits the power of non-linear projection through a given defining function to better capture the complex structures of probability distributions. Similar to the sliced-Wasserstein distance, generalized sliced-Wasserstein is defined as an expectation over random projections which can be approximated by the Monte Carlo method. However, the complexity of that approximation can be expensive in high-dimensional settings. To that end, we propose to form deterministic and fast approximations of the generalized sliced-Wasserstein distance by using the concentration of random projections when the defining functions are polynomial function and neural network type function.

Index Terms—Optimal Transport, Sliced-Wasserstein distance

1. INTRODUCTION
Sliced-Wasserstein (SW) distance [1] has become a core member in the family of probability metrics that are based on optimal transport [2]. Compared to Wasserstein distance, SW provides a lower computational cost thanks to the closed-form solution of optimal transport in one-dimensional setting.

Due to the practicality of SW, several improvements and variants of that distance have been explored recently. For instance, selective discriminative projecting direction techniques are proposed in [3, 4, 5]; a SW variant that augments original measures to higher dimensions for better linear separation is introduced in [6]; a SW variant that uses convolution slicer for projecting images is proposed in [7]. The current SW research trend focuses on its application, including its use in generative modeling [8, 9, 10, 11], domain adaptation [12], and Bayesian inference [14, 15].

To enhance SW’s capabilities, [16] proposes using non-linear projection defining functions, introducing the generalized sliced-Wasserstein (GSW) distance. Despite being more expressive, GSW also needs to be approximated by the Monte Carlo method as SW. In greater detail, the definition of GSW is an expectation over random projections via certain defining functions of Wasserstein distance between corresponding one-dimensional projected probability measures. In general, the expectation is intractable to compute; hence, Monte Carlo samples are used to approximate the expectation as mentioned. It is shown in both theory and practice that the number of Monte Carlo samples (the number of projections) should be large for good performance and approximation of sliced probability metrics [17].

Contribution. In this work, we aim to overcome the projection complexity of the GSW by deriving fast approximations of that distance that do not require the use of Monte Carlo random projecting directions. We follow the approach of deterministic approximation of the SW in [18], which utilizes the Gaussian concentration of the distribution of low-dimensional projections of high-dimensional random variables [19, 20]. Our paper covers the settings when the (non-linear) defining functions are polynomial function with odd degree and neural network type, which had been discussed in [16], while the result for circular function setting is left for future work. It should be emphasized that despite sharing the same framework as [18], the error analysis in our paper is much more challenging due to the structures of considered defining functions, which requires us to derive non-trivial combinatorial results to handle.

Notation. For any \( d \in \mathbb{N} \) and \( p \in \mathbb{N} \), \( \mathcal{P}_p(\mathbb{R}^d) \) stands for the set of all probability measures in \( \mathbb{R}^d \) with finite moments of order \( p \) whereas \( \mathbb{S}^{d-1} := \{ \theta \in \mathbb{R}^d : \| \theta \| = 1 \} \) denotes the \( d \)-dimensional unit sphere where \( \| \cdot \| \) is the Euclidean norm. Additionally, \( \gamma_d \) represents the Gaussian distribution in \( \mathbb{R}^d \), \( \mathcal{N}(0, d^{-1}I_d) \) in which \( I_d \) is an identity matrix of size \( d \times d \). Meanwhile, we denote \( L^1(\mathbb{R}^d) := \{ f : \mathbb{R}^d \to \mathbb{R} : \int_{\mathbb{R}^d} |f(x)|dx < \infty \} \) as the set of all absolutely integrable functions on \( \mathbb{R}^d \). For any set \( A \), we denote by \( |A| \) its cardinality. Next, for any two sequences \( (a_n) \) and \( (b_n) \), the notation \( a_n = O(b_n) \) indicates that \( a_n \leq Cb_n \) for all \( n \in \mathbb{N} \) where \( C \) is some universal constant. Lastly, \( W_p(\mu, \nu) \) and \( SW_p(\mu, \nu) \) are the order \( p \) Wasserstein distance and sliced-Wasserstein distance between the measures \( \mu \) and \( \nu \), respectively.
2. BACKGROUND

In this section, we first review an important result about the concentration of measure phenomenon, which states that under mild assumptions, one-dimensional projections of a high-dimensional random vector are approximately Gaussian. We then recall the definition of generalized sliced-Wasserstein distance, which is mainly focused on in this paper.

Theorem 1 ([21]). For any \( d \geq 1 \), let \( \mu \) be the distribution of \( X_{1:d} = (X_1, \ldots, X_d) \). Assume that \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), then there exists a universal constant \( C \geq 0 \) such that:

\[
\int_{\mathbb{R}^d} W_2^2(\theta^* \mu, N(0, d^{-1} m_2(\mu))) \, d\gamma_d(\theta) \leq C \Xi_d(\mu),
\]

where \( \theta^* : \mathbb{R}^d \rightarrow \mathbb{R} \) denotes the linear form \( x \mapsto (\theta, x) \), \( \theta^* \mu \) indicates the push-forward measure of \( \mu \) by \( \theta^* \) and

\[
\Xi_d(\mu) = d^{-1} \left\{ A(\mu) + \left[ m_2(\mu) B_1(\mu) \right]^{1/2} 
+ m_2(\mu)^{1/2} B_2(\mu)^{1/2} \right\},
\]

(1)

\[
m_2(\mu) = \mathbb{E} \left[ \|X_{1:d}\|^2 \right], \quad A(\mu) = \mathbb{E} \left[ \|X_{1:d}\|^2 - m_2(\mu) \right],
\]

\[
B_k(\mu) = \mathbb{E}^{1/k} \left[ \|X_{1:d}\|^k \right],
\]

with \( k \in \{1, 2\} \) and \( X_{1:d} \) is an independent copy of \( X_{1:d} \).

Generalized Sliced-Wasserstein Distance: Denote the generalized Radon transform (GRT) of an integrable function \( I \in L^1(\mathbb{R}^d) \) as \( GI \), the GSW distance is given by:

\[
GSW_p(\mu, \nu) := \left( \int_{\mathbb{R}^d} W_p^p \left( GI(\cdot, \theta), GI(\cdot, \theta) \right) \, d\gamma_d(\theta) \right)^{\frac{1}{p}},
\]

where \( I_\mu, I_\nu \in L^1(\mathbb{R}^d) \) are probability density functions of measures \( \mu \) and \( \nu \), respectively. Here, with a slight abuse of notation, we use \( W_p(\mu, \nu) \) and \( W_p(I_\mu, I_\nu) \) interchangeably.

The result in Theorem 1 only applies to the 2-Wasserstein distance. Thus, we only consider the GSW of the same order throughout this paper.

3. POLYNOMIAL DEFINING FUNCTION

In this section, we consider finding a deterministic approximation for the generalized sliced-Wasserstein distance under the setting where the defining function \( q \) is a polynomial function with an odd degree, which is defined as follows:

Definition 1 (Polynomial defining function). For a multi-index \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d \) and a vector \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), we denote \( |\alpha| = \alpha_1 + \ldots + \alpha_d \) and \( x^\alpha = x_1^{\alpha_1} \ldots x_d^{\alpha_d} \).

Then, a polynomial defining function with an odd degree \( m \) is given by:

\[
g_{poly}(x, \theta) = \sum_{|\alpha| = m} \theta_\alpha x^\alpha,
\]

where \( \theta := (\theta_\alpha)_{|\alpha| = m} \in \mathbb{R}^{q-1} \) with \( q = \binom{m+d-1}{d-1} \) be the number of non-negative solutions to the equation \( \alpha_1 + \ldots + \alpha_d = m \).

Accordingly, the generalized sliced-Wasserstein distance in this case is denoted as \( \text{poly}-GSW \).

Let \( X = (X_1, \ldots, X_d)^T \) and \( Y = (Y_1, \ldots, Y_d)^T \) be random vectors following probability distributions \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \) and \( \nu \in \mathcal{P}_2(\mathbb{R}^d) \), respectively. For an odd positive integer \( m \in \mathbb{N} \), by denoting \( \mu_q \) and \( \nu_q \) as the probability distributions in \( \mathbb{R}^q \) of random vectors \( U := (X^\alpha)_{|\alpha| = m} \in \mathbb{R}^q \) and \( V := (Y^\alpha)_{|\alpha| = m} \in \mathbb{R}^q \), we find that there is a connection between the GSW distance and the SW distance as follows:

Proposition 1. Let \( \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d) \) be two probability measures in \( \mathbb{R}^d \) with finite second moments and \( \mu_q, \nu_q \in \mathcal{P}_2(\mathbb{R}^q) \) be defined as above where \( q = \binom{m+d-1}{d-1} \) with \( m \in \mathbb{N} \) is an odd positive integer. Then, we have: \( \text{poly}-GSW_2(\mu, \nu) = SW_2(\mu_q, \nu_q) \).

As a consequence, the original problem of approximating the \( \text{poly}-GSW \) distance between \( \mu \) and \( \nu \) boils down to estimating the SW distance between \( \mu_q \) and \( \nu_q \). Combining this result with [[18], Theorem 1], we obtain the following bound for the \( \text{poly}-GSW \) distance between \( \mu \) and \( \nu \).

Theorem 2. For any probability measures \( \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d) \) with finite second moments, there exists a universal constant \( C > 0 \) such that

\[
\left| \text{poly}-GSW_2(\mu, \nu) - q^{-\frac{1}{2}} \left( \sqrt{m_2(\mu_q)} - \sqrt{m_2(\nu_q)} \right) \right| 
\leq C(\Xi_q(\mu_q) + \Xi_q(\nu_q))^2,
\]

where \( m_2(\zeta) \) and \( \Xi_q(\zeta) \) are defined as in equation (1) for \( \zeta \in \{\mu_q, \nu_q\} \).

Let \( m_\zeta, \tilde{\zeta} \) be the mean and centered versions of \( \zeta \) for \( \zeta \in \{\mu_q, \nu_q\} \). Putting Proposition 1 together with [[18], Proposition 2], we first try to approximate \( \text{poly}-GSW_2(\mu, \nu) \).

It is sufficient to estimate \( \hat{m}_\mu_q, \hat{m}_\nu_q, \hat{m}_2(\mu_q), \hat{m}_2(\nu_q) = \mathbb{E}[\|U\|^2] - \mathbb{E}[\|U\|^2] \) and \( \hat{m}_2(\nu_q) = \mathbb{E}[\|V\|^2] - \mathbb{E}[\|V\|^2] \). Let \( \{x_j\}_{j=1}^N \) and \( \{y_j\}_{j=1}^N \) be samples drawn from probability distributions \( \mu \) and \( \nu \), respectively. Denote \( U(x) = U_j(x)_{|\alpha| = m} := (x^\alpha)_{|\alpha| = m} \) and \( V(y) = V_j(y)_{|\alpha| = m} := (y^\alpha)_{|\alpha| = m} \) be two \( q \)-dimensional vectors. Then, the estimators of \( m_2(\hat{\mu}_q), m_2(\hat{\nu}_q), m_{\mu_q} \) and \( m_{\nu_q} \) can be calculated as:

\[
\hat{m}_2(\hat{\mu}_q) = \frac{q}{N} \sum_{j=1}^N U_j(x_j)^2 \left( \frac{\sum_{j=1}^N U_j(x_j)^2}{N} \right)^2,
\]

\[
\hat{m}_2(\hat{\nu}_q) = \frac{q}{N} \sum_{j=1}^N V_j(y_j)^2 \left( \frac{\sum_{j=1}^N V_j(y_j)^2}{N} \right)^2,
\]

\[
\hat{m}_{\mu_q} = \frac{1}{N} \sum_{j=1}^N U_j(x_j), \quad \hat{m}_{\nu_q} = \frac{1}{N} \sum_{j=1}^N V_j(y_j).
\]

Corollary 1. As a consequence, an approximation of the \( \text{poly}-GSW_2(\mu, \nu) \) can be written as

\[
\text{poly}-GSW_2^2(\mu, \nu) = q^{-1} \left( \sqrt{\hat{m}_2(\hat{\mu}_q)} - \sqrt{\hat{m}_2(\hat{\nu}_q)} \right)^2
+ q^{-1} \|\hat{m}_{\mu_q} - \hat{m}_{\nu_q}\|^2.
\]
To validate our approximation of poly−GSW$_2(\mu, \nu)$, we provide in the following theorem an upper bound for the approximation error $\left(\Xi_q(\mu_q) + \Xi_q(\nu_q)\right)^{\frac{1}{2}}$.

**Theorem 3.** Let $(X_j)_{j\in\mathbb{N}}$ and $(Y_j)_{j\in\mathbb{N}}$ be sequences of independent random variables in $\mathbb{R}$ with zero means such that $\mathbb{E}[X_j^4] < \infty$ and $\mathbb{E}[Y_j^4] < \infty$ for all $j \in \mathbb{N}$, where $m$ is an odd positive integer. For $d \in \mathbb{N}$, let $X = \{X_j\}_{j=1}^d$ and $Y = \{Y_j\}_{j=1}^d$ and denote by $\mu, \nu$ the distributions of $X, Y$, respectively, while $\mu_q, \nu_q$ are defined as above. Then,

$$\left(\Xi_q(\mu_q) + \Xi_q(\nu_q)\right)^{\frac{1}{2}} \leq O(d^{-\frac{m}{2}}),$$

(2)

**Remark 1.** When $m = 1$, the polynomial defining function reduces to the linear case $g_{\text{poly}}(x, \theta) = (x, \theta)$, leading to the fact that poly−GSW$_2(\mu, \nu) = SW_2(\mu, \nu)$ for any $p \geq 1$ and $\mu, \nu \in \mathcal{P}_p(\mathbb{R}^d)$. Under that setting, the approximation error in Theorem 3 approaches 0 at a rate of $(d^{-\frac{1}{2}})$, which matches the result provided in [[18], Corollary 1].

We now provide the proof of Theorem 3.

**Proof of Theorem 3.** From the definition of $\Xi_q(\mu_q)$ in equation (1), it is sufficient to bound $m_2(\mu_q), A(\mu_q)$ and $B_k(\mu_q)$ for $k \in \{1, 2\}$. For any $\alpha \in \mathbb{R}^d$ such that $|\alpha| = m$, by using the Hölder’s inequality, we have

$$m_2(\mu_q) = \sum_{|\alpha| = m} \mathbb{E}[(X^\alpha)^2] \leq q \max_{1 \leq j \leq d} \mathbb{E}[X_{2j}^m].$$

(3)

Denote $U := (X^\alpha)_{|\alpha|=m}$ as a $q$-dimensional vector, then $[A(\mu_q)]^2 = \mathbb{E}^2\|U\|^2 - \mathbb{E}\|U\|^2$ is upper bounded by

$$\text{Var}([U]^2) = \sum_{|\alpha| = |\beta| = m} \text{Cov}((X^\alpha)^2, (X^\beta)^2).$$

Next, applying part (ii) of the Lemma 1 (cf. the end of this proof), we obtain that $[A(\mu_q)]^2$ is upper bounded by

$$\left(\frac{1}{(m-1)!}\right)^2 d^{2m-1} + O(d^{2m-2}) \max_{1 \leq j \leq d} \mathbb{E}[X_{2j}^m].$$

(4)

Finally, by utilizing the Cauchy-Schwarz inequality, we have $B_1(\mu_q) \leq B_2(\mu_q)$. Thus, it is sufficient to bound $B_2(\mu_q)$. Let us denote by $X'$ an independent copy of $X$ and $U' := (X'^\alpha)_{|\alpha|=m}$, then $\langle U, U' \rangle^2 = \sum_{|\alpha| = m} (X^\alpha X'^\alpha) + \sum_{\alpha \neq \beta} X^\alpha X'^\beta X^\alpha X'^\beta$. Taking the expectation and using part (iii) of Lemma 1 (cf. the end of this proof), we have

$$\mathbb{E}[(U, U')^2] \leq O(d^m) \left(\max_{1 \leq j \leq d} \mathbb{E}[X_{2j}^m]\right)^2.$$

(5)

Combining the results in equations (3), (4) and (5) with a note that $q^{-1} = O(d^{-m})$, we reach the conclusion of the theorem. \qed

**Lemma 1.** For two positive integer numbers $d \in \mathbb{N}$ and $m \in \mathbb{N}$, let $P_d^m$ be the set of all multivariate polynomials of $x_1, \ldots, x_d$ of degree $m$. Then, the followings hold:

- **Proposition 2.** Let $\mu^*$ and $\nu^*$ be two probability measures corresponding to the random vectors $X^*$ and $Y^*$ given as above, we obtain: $\text{neural−GSW}_2(\mu, \nu) = SW_2(\mu^*, \nu^*)$. 

4. NEURAL NETWORK TYPE FUNCTION

Polynomial projections’ memory complexity grows exponentially with data dimension $d$ and degree, constraining their ML and deep learning applications. To address this, we examine approximating the generalized sliced-Wasserstein distance equipped with a neural network type defining function.

Let $n$ be the number of layers of a neural network, we denote by $\Theta^{(1)}, \ldots, \Theta^{(n)}$ $n$ random matrices of size $d \times d$ such that they are independent of $X$ and $Y$, and their entries are i.i.d random variables following a zero-mean Gaussian distribution $\mathcal{N}(0, d^{-1})$.

**Definition 2 (Neural network type defining function).** Let $x, \theta$ be two vectors in $\mathbb{R}^d$, then a neural network type defining function is given by $g_{\text{neural}}(x, \theta) = (\theta, \Theta^{(1)} \ldots \Theta^{(n)} x)$. Accordingly, the generalized sliced-Wasserstein distance with this neural network type defining function is denoted as neural−GSW.

Next, we consider a random vector $X^* = (X^*_1, \ldots, X^*_d)^\top \in \mathbb{R}^d$ (resp. $Y^* = (Y^*_1, \ldots, Y^*_d)^\top$) which is achieved by multiplying $n$ random matrices $\Theta^{(1)}, \ldots, \Theta^{(n)}$ (each corresponding to a layer of the neural network) and $X$ (resp. $Y$). In particular, $X^* = (\Theta^{(1)} \ldots \Theta^{(n)} X$ and $Y^* = (\Theta^{(1)} \ldots \Theta^{(n)} Y$.

...
Putting this result and [[18], Theorem 1] together, we achieve the following bound for the neural–GSW($\mu, \nu$).

**Theorem 4.** For any probability measures $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$ with finite second moments, there exists a universal constant $C > 0$ such that

$$\text{neural–GSW}_2(\mu, \nu) - d^{-\frac{1}{2}} \| \sqrt{m_2(\mu^*)} - \sqrt{m_2(\nu^*)} \| \leq C(\Xi_d(\mu^*) + \Xi_d(\nu^*))^\frac{1}{2},$$

where $m_2(\zeta)$ and $\Xi_d(\zeta)$ are defined as in equation (1) for $\zeta \in \{\mu^*, \nu^*\}$.

Subsequently, we estimate the values of $m_2(\mu^*)$ and $m_2(\nu^*)$. Since $\Theta^{(1)}, \ldots, \Theta^{(m)}$ are independent random matrices with zero means and they are independent of $X$ and $Y$, it follows that $E[X^*] = 0$ and $E[Y^*] = 0$. In other words, $\mu^*$ and $\nu^*$ are zero-mean distributions. Therefore, let $\{x^{(j)}\}_{j=1}^N$ and $\{y^{(j)}\}_{j=1}^N$ be samples drawn from $\mu$ and $\nu$, respectively, we compute estimations of $m_2(\mu^*)$ and $m_2(\nu^*)$ as follows:

$$\tilde{m}_2(\mu^*) = \frac{1}{N} \sum_{j=1}^N \| x^{(j)} \|^2, \quad \tilde{m}_2(\nu^*) = \frac{1}{N} \sum_{j=1}^N \| y^{(j)} \|^2.$$

**Corollary 2.** An approximation of neural–GSW$_2(\mu, \nu)$ can be written as

$$\text{neural–GSW}_2(\mu, \nu) = d^{-1} \left( \sqrt{\tilde{m}_2(\mu^*)} - \sqrt{\tilde{m}_2(\nu^*)} \right)^2.$$

Finally, we provide in the following theorem an upper bound of the approximation error $(\Xi_d(\mu^*) + \Xi_d(\nu^*))^\frac{1}{2}$.

**Theorem 5.** Let $(X_j)_{j \in \mathbb{N}}$ and $(Y_j)_{j \in \mathbb{N}}$ be sequences of independent random variables in $\mathbb{R}$ with zero means such that $E[X_j^4] < \infty$ and $E[Y_j^4] < \infty$ for all $j \in \mathbb{N}$. For $d \in \mathbb{N}$, let $X = \{X_j\}_{j=1}^d$ and $Y = \{Y_j\}_{j=1}^d$ and denote by $\mu, \nu$ the distributions of $X, Y$, respectively, while $\mu^*, \nu^*$ are defined as above. Then, we have

$$(\Xi_d(\mu^*) + \Xi_d(\nu^*))^\frac{1}{2} \leq O(3^\frac{3}{2}d^{-\frac{1}{2}} + d^{-\frac{1}{2}}),$$ (6)

where $n \in \mathbb{N}$ is the number of neural network layers.

When there are no layers, i.e. $n = 0$, the neural defining function reduces to the classic case $g_{\text{neural}}(x, \theta) = \langle x, \theta \rangle$, implying that $\text{neural–GSW}_p(\mu, \nu) = \text{SW}_p(\mu, \nu)$ for any $p \geq 1$ and $\mu, \nu \in \mathcal{P}_p(\mathbb{R}^d)$. Additionally, the approximation error in Theorem 5 goes to 0 at the same rate as in [[18], Corollary 1], which is of $O(d^{-\frac{1}{2}})$.

**5. EXPERIMENTS**

In this section, we test the approximation error of our proposed GSW approximation by increasing the dimension of simulated data, observing the change in $L_1$ distance between the approximated GSW and the Monte Carlo GSW with a huge number of projections, e.g., 20000. For all experiments, we repeat the process 100 times.

**Approximation error on Multivariate Gaussian and Gamma:** In this setup, we first generate two sets of $n = 10^4$ $d$-dimensional samples from two Multivariate Gaussian distributions $N(0, I_d)$ and $N(1, 2I_d)$. We denote two empirical distributions as $\mu_0 = \frac{1}{n} \sum_{i=1}^n \delta_{x_i}$ and $\nu_0 = \frac{1}{n} \sum_{i=1}^n \delta_{y_i}$. We then compute our approximated GSW and the Monte Carlo GSW with the polynomial defining function (degree 3 and 5) and the neural defining function. Finally, we plot the approximation error with respect to the number of dimensions in Figure 1. From the figure, we observe that the approximation error has a decreasing trend when the number of dimensions increases for all defining functions. We also observe that the error in the Gamma case is larger than in the Gaussian case. The reason is that our approximation is based on the closed form of Wasserstein between two Gaussians.

**Approimation error on autoregressive processes of order one (AR(1)):** We would like to recall that in AR(1) process, $X_t = \alpha X_{t-1} + e_t$ where $\alpha \in [0, 1]$ and $\{e_t\}_{t=1}^\infty$ are i.i.d. real random variables with $E[e_t] = 0$ that have finite second-order moment. We use this process with $10^4 + d$ to generate samples. We only take the last $d$ steps while the previous steps are for “burn in” that guarantees the stationary solution of the process. We generate empirical samples $\{x_i\}_{i=1}^n$ and $\{y_i\}_{i=1}^n$ using the same Gaussian noise (Student noise). We report the approximation errors for different values of $\alpha$ and defining functions in Figure 2. Similar to the previous experiment, the approximation error decreases when the number of dimensions increases.

**6. CONCLUSION**

We established deterministic and fast approximations of the generalized sliced-Wasserstein distance by leveraging the conditional central limit theorem for Gaussian projections. In both cases of polynomial defining function and neural network type function, we provide a rigorous guarantee that under some mild assumptions on two input probability measures, the approximation errors approach zero when the dimension increases. Simulation studies on different types of probability distributions confirm our theoretical results.
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