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We formulate the accuracy of a quantum measurement for a qubit (spin-1/2) system in terms of a 3 by 3 matrix. This matrix, which we refer to as the accuracy matrix, can be calculated from a positive operator-valued measure (POVM) corresponding to the quantum measurement. Based on the accuracy matrix, we derive trade-off relations between the measurement accuracy of two or three noncommuting observables of a qubit system. These trade-off relations offer a quantitative information-theoretic representation of Bohr’s principle of complementarity. They can be interpreted as the uncertainty relations between measurement errors in simultaneous measurements and also as the trade-off relations between the measurement error and back-action of the measurement. A no-cloning inequality is derived from the trade-off relations. Furthermore, our formulation and the results obtained can be applied to analyze quantum-state tomography. We also show that the accuracy matrix is closely related to the maximum-likelihood estimation and the Fisher information matrix for a finite number of samples; the accuracy matrix tells us how accurately we can estimate the probability distributions of observables of an unknown state by a finite number of quantum measurements.
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I. INTRODUCTION

Accessible information about a quantum system is restricted by the noncommutability of observables. The nature of this restriction can be classified essentially into two categories: fluctuations inherent in a quantum system and the error caused by the process of measurement. These aspects of uncertainty constitute the two distinctive features of quantum mechanics.

The Kennard-Robertson uncertainty relation such as $\Delta x \Delta p \geq \hbar/2$ describes quantum fluctuations that are independent of the measurement process. According to Bell’s theorem, this type of quantum fluctuations prohibits us from presupposing any “element of reality” behind the probability distributions of observables. The measurement error, on the other hand, is determined by the process of measurement which is characterized by a positive operator-valued measure (POVM). In the idealized error-free limit, quantum measurement is described by projection operators which, however, cannot always be implemented experimentally.

Information about more than one observable can be obtained from a single POVM in simultaneous measurement of two noncommuting observables and quantum-state tomography. It is known, however, that, in simultaneous measurements, at least one of the observables cannot be measured without incurring a measurement error. In this context, various uncertainty relations between the measurement errors of noncommuting observables have been studied.

In this paper, we quantify the measurement accuracy and the measurement error of observables in terms of a given POVM $E = \{E_k\}$ by introducing $3 \times 3$ accuracy matrix $\chi(E)$ calculated from the POVM. Based on this accuracy matrix, we derive trade-off relations between the measurement accuracy of two or three observables, these being stronger trade-off relations than those derived in our previous work. They can be interpreted as the uncertainty relations between the measurement errors of noncommuting observables in simultaneous measurements or as the uncertainty relations between the measurement error and back-action of the measurement. A no-cloning inequality is derived from the trade-off relations. In addition, a no-cloning inequality is derived from the trade-off relations.

In a rather different context, the maximum-likelihood estimation has been investigated as the standard scheme of quantum state tomography for a finite number of samples. Several studies have focused on the efficiency and optimality of the estimation of an unknown quantum state. We show that our characterization of the measurement accuracy can be related to the maximum-likelihood estimation and that the accuracy matrix can be interpreted as an average of the Fisher information matrix over the state to be measured. The trade-off relations can also be interpreted as those concerning the accuracy of the estimate of various probability distributions of noncommuting observables.

The constitution of this paper is as follows. In Sec. I, we formulate the general quantum measurement of a qubit (spin-1/2) system. In Sec. III, we define the accuracy matrix and investigate its properties. Based on this accuracy matrix, we define the accuracy parameter and error parameter in a particular direction of measurement. In Sec. IV, we derive the trade-off relations between the accuracy parameters or the error parameters in two or three directions. In Sec. V, we apply the trade-off
relations to specific problems: the uncertainty relations between measurement errors in nonideal joint measurements, the uncertainty relations between the error and back-action, a no-cloning inequality, and quantum state tomography. In Sec. VI, we point out a close connection between the accuracy matrix and the Fisher information matrix. We conclude this paper in Sec. VII.

II. QUANTUM MEASUREMENT OF A QUBIT SYSTEM

We consider a quantum measurement described by POVM $\mathbf{E} = \{\hat{E}_k\} (k = 1, 2, \cdots, m)$ on state $\hat{\rho}$ of a qubit system, where $k$ denotes the outcome of the measurement. POVM $\mathbf{E}$ satisfies $\sum_k \hat{E}_k = \hat{1}$, with $I$ being the identity operator, and can be parameterized as

$$\hat{E}_k = r_k(I + \mathbf{v}_k \cdot \hat{\sigma}),$$  

(1)

where $\hat{\sigma} \equiv (\sigma_x, \sigma_y, \sigma_z)$ represents the Pauli matrices. The requirements that the sum of $\hat{E}_k$’s equals the identity operator and that all of them be nonnegative are met if and only if

$$\sum_k r_k = 1, \quad \sum_k r_k \mathbf{v}_k = 0, \quad r_k > 0, \quad |\mathbf{v}_k| \leq 1 \quad \text{for all } k.$$  

(2)

We can also parameterize density operator $\hat{\rho}$ as

$$\hat{\rho} = \frac{1}{2}(I + s_0 \cdot \hat{\sigma}),$$  

(3)

where $s_0$ is the Bloch vector satisfying $|s_0| \leq 1$. Conversely, for a given $\hat{\rho}$, $s_0$ is calculated as $s_0 = \text{tr}(\hat{\rho} \hat{\sigma})$. The probability of obtaining the measurement outcome $k$ is then given by

$$q_k \equiv \text{tr}(\hat{E}_k \hat{\rho}) = r_k(1 + \mathbf{v}_k \cdot s_0).$$  

(4)

Any observable $\hat{O}$ of the qubit system can be diagonalized as

$$\hat{O} = \lambda_+ \hat{P}(+; \mathbf{n}) + \lambda_- \hat{P}(-; \mathbf{n}),$$  

(5)

where $\lambda_+$ and $\lambda_-$ are the corresponding eigenvalues, $\hat{P}(+; \mathbf{n})$ and $\hat{P}(-; \mathbf{n})$ are projection operators with $\mathbf{n}$ being a three-dimensional unit vector, and

$$\hat{P}(\pm; \mathbf{n}) = \frac{1}{2}(I \pm \mathbf{n} \cdot \hat{\sigma}).$$  

(6)

The probability distribution of observable $\hat{O}$ is then given by

$$p(\pm; \mathbf{n}) = \text{tr}(\hat{P}(\pm; \mathbf{n}) \hat{\rho}) = \frac{1}{2}(1 \pm \mathbf{n} \cdot s_0).$$  

(7)

If we are not interested in eigenvalues of the observables but are only concerned with the directions ($\pm$) of the outcome, we can replace $\hat{O}$ with $\mathbf{n} \cdot \hat{\sigma}$ by setting $\lambda_+ = \pm 1$. In the following analysis, we identify observable $\lambda_+ \hat{P}(+; \mathbf{n}) + \lambda_- \hat{P}(-; \mathbf{n})$ with the observable $\mathbf{n} \cdot \hat{\sigma}$ and refer to the probability distribution in Eq. (7) as that in the direction of $\mathbf{n}$.

We discuss three typical examples.

**Example 1** (projection measurement). We can precisely measure $\mathbf{n} \cdot \hat{\sigma}$ by the projection measurement described by the POVM $\mathbf{E} = \{\hat{P}(+; \mathbf{n}), \hat{P}(-; \mathbf{n})\}$.

**Example 2** (Nonideal measurement). A more general class of measurements can be described by the POVM $\mathbf{E}$ consisting of two positive operators parametrized as

$$\hat{E}(+; \mathbf{n}) = r(\hat{1} + \varepsilon_1 \mathbf{n} \cdot \hat{\sigma}), \quad \hat{E}(-; \mathbf{n}) = (1 - r)(\hat{1} - \varepsilon_2 \mathbf{n} \cdot \hat{\sigma}),$$  

(8)

where $\mathbf{n}$ is a unit vector, $r \varepsilon_1 - (1 - r)\varepsilon_2 = 0$, $0 < r < 1$, $-1 \leq \varepsilon_1 \leq 1$, and $-1 \leq \varepsilon_2 \leq 1$. This POVM corresponds to a nonideal measurement of the observable $\mathbf{n} \cdot \hat{\sigma}$ [12] [17]. It can be reduced to a projection measurement $\{\hat{P}(+; \mathbf{n}), \hat{P}(-; \mathbf{n})\}$ if and only if $\varepsilon_1 = \varepsilon_2 = 1$ and $r = 1/2$. On the other hand, the POVM is trivial (i.e., $\hat{E}_+ = r\hat{1}$ and $\hat{E}_- = (1 - r)\hat{1}$) if and only if $\varepsilon_1 = \varepsilon_2 = 0$; then we cannot obtain any information about $\hat{\rho}$. Equations (8) can be rewritten as

$$\begin{pmatrix} \hat{E}_+ \\ \hat{E}_- \end{pmatrix} = F \begin{pmatrix} \hat{P}(+; \mathbf{n}) \\ \hat{P}(-; \mathbf{n}) \end{pmatrix},$$  

(9)

where $F$ is the $2 \times 2$ transition-probability matrix

$$F = \begin{pmatrix} r(1 + \varepsilon_1) & r(1 - \varepsilon_1) \\ (1 - r)(1 - \varepsilon_2) & (1 - r)(1 + \varepsilon_2) \end{pmatrix}$$  

(10)

which satisfies $\sum_j F_{ij} = 1$ and $0 \leq |\det F|^2 \leq 1$. Note that $F$ describes a binary symmetric channel [41] if and only if $r = 1/2$ and $\varepsilon_1 = \varepsilon_2$. It follows from Eq. (9) that any measurement process described by a POVM consisting of two positive operators is formally equivalent to a measurement process in which a classical error is added to the projection measurement. The physical origin of this error, however, lies in the quantum-mechanical interaction.

**Example 3** (probabilistic measurement). Suppose that a nonideal measurement of $\hat{A} = \mathbf{n}_A \cdot \hat{\sigma}$ is performed with probability $\xi$ ($0 < \xi < 1$) and that $\hat{B} = \mathbf{n}_B \cdot \hat{\sigma}$ is performed with probability $1 - \xi$. The POVM corresponding to this probabilistic measurement consists of four operators:

$$\mathbf{E} = \{\xi \hat{E}(\pm; \mathbf{n}_A), (1 - \xi)\hat{E}(\pm; \mathbf{n}_B)\}.$$  

(11)

As the number of measured samples increases, this measurement asymptotically approaches the measurements on $N$ identically prepared samples which are divided into two groups in the ratio $\xi : 1 - \xi$, with $\hat{A}$ being measured for the first group and $\hat{B}$ for the second group.

Other important examples such as nonideal joint measurements and quantum state tomography are discussed in Sec. VI.
III. ACCURACY MATRIX

A. Definition of the Accuracy Matrix

We will characterize the accuracy of an arbitrary observable in such a manner that it depends only on the process of measurement and not on the measured state $\hat{\rho}$. We first define the accuracy matrix.

Definition 1 (accuracy matrix). The $3 \times 3$ accuracy matrix $\chi(E)$ characterizing the measurement accuracy of observables in terms of the POVM $E$ is defined as

$$ \chi(E)_{ij} \equiv \sum_k r_k(v_k)_i(v_k)_j, $$

(12)

where $(v_k)_i$ denotes the $i$th component of the real vector $v_k$ and $ij$ shows indices of matrix elements of $\chi(E)$. We introduce the notation $vv^T$ with $v \in \mathbb{R}^3$ as

$$ (vv^T)_{ij} \equiv (v)_i(v)_j; $$

(13)

that is, $v^T$ denotes the transposed vector of $v$ and $vv^T$ denotes the projection matrix onto direction $v$ in $\mathbb{R}^3$ whose $ij$ matrix element is given by $(v)_i(v)_j$. We can then rewrite (12) in matrix form as

$$ \chi(E) \equiv \sum_k r_k v_k v_k^T. $$

(14)

Note that $\chi(E)$ is positive semidefinite and Hermitian, and can therefore be diagonalized by an orthonormal transformation.

The physical meaning and useful properties of the accuracy matrix will be investigated subsequently, and its foundation from an information-theoretic point of view will be established in terms of the maximum-likelihood estimation of the probability distribution of observables in Sec. VI. In fact, the accuracy matrix is closely related to Fisher information matrix [107] or [108], although physical quantities such as the measurement error can be directly derived from the accuracy matrix without resort to Fisher information.

Noting that $\sum_k r_k |v_k|^2 \leq \sum_k r_k = 1$, we can obtain the following fundamental inequality which forms the basis of trade-off relations to be discussed later.

Theorem 1. Three eigenvalues $\{\chi_1, \chi_2, \chi_3\}$ of $\chi(E)$ satisfy

$$ \chi_1 + \chi_2 + \chi_3 \leq 1, $$

(15)

or equivalently,

$$ \text{Sp}(\chi(E)) \leq 1, $$

(16)

where we denote the trace of the $3 \times 3$ matrix as $\text{Sp}(\cdots)$ to reserve symbol $\text{tr}(\cdots)$ for the trace of a quantum-mechanical $2 \times 2$ matrix. The equality $\chi_1 + \chi_2 + \chi_3 = 1$, or $\text{Sp}(\chi) = 1$, holds if and only if $|v_k| = 1$ for all $k$.

The following corollary follows from the positivity of $\chi(E)$.

Corollary 1. The accuracy matrix satisfies the following matrix inequality:

$$ 0 \leq \chi(E) \leq I_3, $$

(17)

where $I_3$ is the $3 \times 3$ identity matrix, and $\chi(E) \leq I_3$ means that all eigenvalues of $I_3 - \chi(E)$ are nonnegative.

The following examples illustrate the physical meaning of the accuracy matrix.

We first consider a nonideal quantum measurement (see also example 2 in Sec. II). We can rewrite Eq. (8) as

$$ \hat{E}_1 = r(\hat{I} + v_1 \cdot \hat{\sigma}), \quad \hat{E}_2 = (1 - r)(\hat{I} + v_2 \cdot \hat{\sigma}), $$

(18)

where $v_1 = \varepsilon_1 n$ and $v_2 = -\varepsilon_2 n$. The accuracy matrix can then be represented by

$$ \chi(E) \equiv r v_1 v_1^T + (1 - r) v_2 v_2^T = \chi_{11} n n^T, $$

(19)

where $\chi_{11}$ is the eigenvalue of $\chi$ corresponding to the eigenvector $n$, and is given by

$$ \chi_{11} = r |v_1|^2 + (1 - r)|v_2|^2 = \varepsilon_1 \varepsilon_2. $$

(20)

We can also write $\chi_{11}$ in terms of the transition-probability matrix introduced in Eq. (10) as

$$ \chi_{11} = \frac{|\text{det} F|^2}{4r} + \frac{|\text{det} F|^2}{4(1 - r)} = \frac{|\text{det} F|^2}{4r(1 - r)}. $$

(21)

The accuracy parameter $\chi_{11}$ satisfies

$$ 0 \leq \chi_{11} \leq 1, $$

(22)

where $\chi_{11} = 1$ holds if and only if $|v_1| = |v_2| = 1$ and $r = 1/2$; that is, $E$ describes the projection measurement of observable $n \cdot \hat{\sigma}$. Note that $\chi(E) = nn^T$ holds in this case. On the other hand, $\chi_{11} = 0$ holds if and only if $|v_1| = |v_2| = 0$. In this case, $\chi(E) = O$ holds, and we cannot obtain any information about $\hat{\rho}$. The nonzero eigenvalue $\chi_{11}$ thus characterizes the measurement accuracy of $n \cdot \hat{\sigma}$; the larger $\chi_{11}$, the more information we can extract about $n \cdot \hat{\sigma}$ from the measurement outcome. These properties can be generalized for an arbitrary POVM as shown below.

Another example is the probabilistic measurement of two noncommuting observables (see example 3 in Sec. I I). We consider the nonideal measurement of $A$ whose accuracy matrix is $\chi_A a_A a_A^T$ and that of $B$ whose accuracy matrix is $\chi_B b_B b_B^T$. The accuracy matrix of the probabilistic measurement is given by

$$ \chi(E) = \xi \chi_A a_A a_A^T + (1 - \xi) \chi_B b_B b_B^T, $$

(23)

This representation suggests that the measurement accuracy concerning $\hat{A}$ is degraded by a factor of $\xi$ compared with the single nonideal measurement of $\hat{A}$, because we cannot observe $\hat{A}$ with probability $1 - \xi$. A similar argument applies to $\hat{B}$ as well. Equation (23) shows that $\chi(E)$ is the linear combination of the accuracy matrices
of POVMs measuring $\hat{A}$ and $\hat{B}$, where the coefficients $\xi$ and $1 - \xi$ give the probabilities of measuring $\hat{A}$ and $\hat{B}$, respectively.

This can be generalized as follows. Let us consider three POVMs: $E' = \{\hat{E}_1, \hat{E}_2, \cdots, \hat{E}_m\}$, $E'' = \{\hat{E}_{m+1}, \hat{E}_{m+2}, \cdots, \hat{E}_n\}$, and $E = \{\xi \hat{E}_1, \cdots, \xi \hat{E}_m, (1 - \xi) \hat{E}_{m+1}, \cdots, (1 - \xi) \hat{E}_n\}$ with $0 < \xi < 1$. The POVM $E$ describes the probabilistic measurement of $E'$ with probability $\xi$ and that of $E''$ with probability $1 - \xi$. According to the definition of the accuracy matrix, we have

$$\chi(E) = \sum_{k=1}^{m} (\xi r_k) v_k v_k^T + \sum_{k=m+1}^{n} ((1 - \xi) r_k) v_k v_k^T = \xi \chi(E') + (1 - \xi) \chi(E'').$$

We thus obtain the following theorem.

**Theorem 2** (Linearity):

$$\chi(E) = \xi \chi(E') + (1 - \xi) \chi(E''),$$

or more symbolically,

$$\chi(\xi E' + (1 - \xi) E'') = \xi \chi(E') + (1 - \xi) \chi(E'').$$

Note that we can take as a scalar measure of the measurement accuracy the largest eigenvalue of the accuracy matrix which we denote as $\chi(E)_{max}$. It satisfies $0 \leq \chi(E)_{max} \leq 1$, where $\chi(E)_{max} = 1$ holds if and only if $E$ describes the projection measurement of a particular direction and $\chi(E)_{max} = 0$ if and only if the POVM is trivial: $E = \{q_k \hat{I}\}$, where $\hat{I}$ is the identity operator and $q_k$ denotes the probability of finding outcome $k$, with $\sum_k q_k = 1$. We may alternatively choose the scalar measure to be $\text{Sp}(\chi(E))$; it has the linear property from theorem 2 and satisfies $0 \leq \text{Sp}(\chi(E)) \leq 1$, where $\text{Sp}(\chi(E)) = 0$ if and only if the POVM is trivial.

**B. Accuracy Parameter in a Specific Direction**

We next parametrize the measurement accuracy of a particular observable. We denote the support of $\chi(E)$ as $V(E)$; that is, $V(E)$ is the subspace of $\mathbb{R}^3$ spanned by all eigenvectors of $\chi(E)$ with nonzero eigenvalues.

**Definition 2** (Measurement accuracy). The accuracy parameter $\chi(n; E)$ in direction $n \in V(E)$ is defined as

$$\chi(n; E) \equiv \frac{1}{n \cdot \chi(E)^{-1} n},$$

where $\chi(E)^{-1}$ is assumed to act only on subspace $V(E)$.

If $n \notin V(E)$, we set $\chi(n; E) = 0.$

This definition is closely related to the Fisher information concerning a particular direction defined in Eq. (109).

**Definition 3** (Measurement error). The error parameter of the measurement in direction $n$ is defined as

$$\epsilon(n; E) \equiv \frac{1}{\chi(n; E)} - 1 = n \cdot \chi(E)^{-1} n - 1.$$

The parameters $\chi(n; E)$ and $\epsilon(n; E)$ satisfy the following inequalities.

**Theorem 3**:

$$0 \leq \chi(n; E) \leq 1,$$

$$0 \leq \epsilon(n; E) \leq \infty.$$

The equality $\chi(n; E) = 1$, or equivalently $\epsilon(n; E) = 0$, holds if and only if the measurement described by $E$ is equivalent to a projection measurement in direction $n$. In this case, the measurement involves no measurement error. The other limit of $\chi(n; E) = 0$, or equivalently $\epsilon(n; E) = \infty$, holds if and only if $n \notin V(E)$. In this case, we cannot obtain any information about direction $n$ from the measurement.

**Proof**. Since $\chi(E)$ commutes with the identity operator $\hat{I}$, we can show that $I_3 \leq \chi(E)^{-1}$ from inequality (27) in corollary 1. We thus obtain

$$1 = n \cdot I_3 n \leq n \cdot (\chi(E)^{-1} n).$$

Inequalities (29) and (30) are the direct consequences of this inequality. The condition that $\chi(n; E) = 0$ and $\epsilon(n; E) = \infty$ hold follows from the definitions of $\chi(n; E)$ and $\epsilon(n; E)$.

We next show the condition that $\chi(n; E) = 1$ and $\epsilon(n; E) = 0$ hold. If $E$ is the projection measurement in direction $n$, then $\chi(n; E) = 1$. Conversely, from inequality (15), it can be shown that if $\chi(n; E) = 1$ and $\epsilon(n; E) = 0$ hold, then $n$ is the eigenvector corresponding to eigenvalue 1 and that the other two eigenvalues are 0. It follows from the condition of equality $\text{Sp}(\chi(E)) = 1$ in theorem 1 that $v_k = 1$ for all $k$. Therefore, without loss of generality, we can write the POVM as

$$\hat{E}_1 = r_1 (\hat{I} + n \cdot \hat{\sigma}), \cdots, \hat{E}_m = r_m (\hat{I} + n \cdot \hat{\sigma}),$$

$$\hat{E}_{m+1} = r_{m+1} (\hat{I} - n \cdot \hat{\sigma}), \cdots, \hat{E}_n = r_n (\hat{I} - n \cdot \hat{\sigma}),$$

where $\sum_{k=1}^{m} r_k = \sum_{k=m+1}^{n} r_k = 1/2$, because $\sum_k r_k = 1$ and $\sum_{k=1}^{m} r_k n - \sum_{k=m+1}^{n} r_k n = 0$ hold. We define two operators as

$$\hat{P}(+; n) \equiv \sum_{k=1}^{m} E_k, \quad \hat{P}(-; n) \equiv \sum_{k=m+1}^{n} \hat{E}_k,$$

then $\{\hat{P}(+; n), \hat{P}(-; n)\}$ describes the projection measurement in direction $n$.

Let $n_1$, $n_2$, and $n_3$ be the eigenvectors of $\chi(E)$, and $\chi_1$, $\chi_2$, and $\chi_3$ be the corresponding eigenvalues. It can be shown that

$$\chi(n_i; E) = \chi_i, \quad (i = 1, 2, 3).$$

According to theorem 1, we cannot simultaneously measure the three directions corresponding to the eigenvectors with the maximum accuracy $\chi_i = 1$ for all $i$; the trade-off relation (15) or (16) is equivalent to

$$\chi_1 + \chi_2 + \chi_3 \leq 1.$$
This trade-off relation represents the uncertainty relation between the measurement errors in the three directions.

We define that the POVM $E$ is optimal if and only if $\text{Sp}(\chi(E)) = x_1 + \chi_2 + \chi_3 = 1$; that is, $E$ reaches the upper bound of trade-off relation (15). On the other hand, we define that $E$ is symmetric if and only if $\chi(n; E) = \chi(n'; E)$ holds for any $n$ and $n'$. In this case, $\chi(E)$ is proportional to the $3 \times 3$ identity matrix.

C. Reconstructive subspace

We next introduce the concept of “reconstructive subspace” and “reconstructive direction.” The following theorem can be directly shown from the definition of the accuracy matrix.

**Theorem 4** $V(E)$ corresponds to the subspace spanned by the set of basis vectors $\{v_k\}$ of the accuracy matrix (14).

Suppose that we perform the measurement $\{\hat{E}_k\}$ and obtain the probability distribution $\{p_k\}$ for each outcome $k$. Can we then reconstruct the premeasurement distribution $\{p(n; \pm)\}$ of the system from $\{p_k\}$? The answer is given by the following theorem.

**Theorem 5** (reconstructive subspace and reconstructive direction) We can reconstruct the probability distribution $\{p(\pm n)\}$ from the measured distribution $\{q_k\}$ if and only if $n \in V(E)$. We thus refer to $V(E)$ as a reconstructive subspace and to a unit vector in $V(E)$ as a reconstructive direction.

**Proof** We can show from Eq. (14) that

$$
\begin{pmatrix}
q_1 \\
q_2 \\
\vdots \\
q_m
\end{pmatrix}
= M
\begin{pmatrix}
(s_0)_x \\
(s_0)_y \\
\vdots \\
(s_0)_z
\end{pmatrix}
+ \begin{pmatrix}
r_1 \\
r_2 \\
\vdots \\
r_m
\end{pmatrix},
$$

(37)

where $M$ is a $m \times 3$ matrix:

$$
M =
\begin{pmatrix}
r_1(v_1)_x & r_1(v_1)_y & r_1(v_1)_z \\
r_2(v_2)_x & r_2(v_2)_y & r_2(v_2)_z \\
\vdots & \vdots & \vdots \\
r_m(v_m)_x & r_m(v_m)_y & r_m(v_m)_z
\end{pmatrix}.
$$

(38)

Let $\text{Ker}(M)$ and $\text{Im}(M)$ be the kernel and image of $M$, respectively. It can easily be shown that $\text{Ker}(M) = V(E)^\perp$. Let us introduce the equivalence relation “$\sim$” as $a \sim b \iff a - b \in V(E)^\perp$. We denote the equivalence class of $v \in \mathbb{R}^3$ as $[v]$, where $[v]$ is an element of the quotient space $\mathbb{R}^3/\sim$. From the homomorphism theorem, the quotient map $M/\sim$ is a linear isomorphism from $\mathbb{R}^3/\sim$ to $\text{Im}(M)$. Noting that $(q_1, q_2, \cdots, q_m)^T - (r_1, r_2, \cdots, r_m)^T \in \text{Im}(M)$, we obtain

$$
[s_0] = (M/\sim)^{-1}
\begin{pmatrix}
q_1 \\
q_2 \\
\vdots \\
q_m
\end{pmatrix}
= \begin{pmatrix}
r_1 \\
r_2 \\
\vdots \\
r_m
\end{pmatrix}.
$$

(39)

By taking a representative $s_0' \in [s_0]$, we can reconstruct $n \cdot s_0$ as $n \cdot s_0 = n \cdot s_0'$ which gives $p(\pm n)$ through Eq. (7).

We consider the nonideal measurement of $\hat{A} = n_A \cdot \hat{\sigma}$ with the POVM $E_A = \{\hat{E}(+; n_A), \hat{E}(-; n_A)\}$ in Eq. (5). The nonideal measurement is characterized with the accuracy matrix $\chi_A n_A n_A^T$. In this case, we can show that $V(E_A) = \{a \mid a = \lambda n_A, \lambda \in \mathbb{R}\}$. It follows that $\chi(\pm n_A; E) = \chi_A$ and $\chi(n; E) = 0$ for $n \neq \pm n_A$.

We next consider the probabilistic measurement of $E_A$ and $E_B$ in example 3 in Sec. II. The probabilistic measurement is characterized with the accuracy matrix of the joint POVM $E$ given in (23), so the reconstructive subspace is two dimensional: $V(E) = \{\lambda_A n_A + \lambda_B n_B \mid (\lambda_A, \lambda_B) \in \mathbb{R}^2\}$. A straightforward calculation shows that

$$
\chi(n_A; E) = \xi_A, \quad \chi(n_B; E) = (1 - \xi)\chi_B.
$$

(40)

D. Data Processing Inequality

If the classical noise described by a transition-probability matrix is added to the measurement outcomes, the measurement accuracy should deteriorate. This fact can be expressed as a data processing inequality.

**Theorem 6** (data processing inequality). Suppose that two POVMs $E = \{\hat{E}_1, \hat{E}_2, \cdots, \hat{E}_n\}$ and $E' = \{\hat{E}_1', \hat{E}_2', \cdots, \hat{E}_m'\}$ are related to each other by

$$
\hat{E}_j' = \sum_{k=1}^n F_{jk} \hat{E}_k,
$$

(41)

where $F_{ij}$ is an $m \times n$ transition-probability matrix satisfying $\sum_j F_{jk} = 1$. It then follows that

$$
\chi(E') \leq \chi(E),
$$

(42)

where matrix inequality (44) means that all the eigenvalues of $\chi(E) - \chi(E')$ are non-negative.

**Proof** We can parametrize the POVMs as

$$
\hat{E}_k = r_k (I + v_k \cdot \sigma),
$$

(43)

$$
\hat{E}_j' = \left(\sum_{k=1}^n \xi_{jk}\right) (I + \sum_{k=1}^n \xi_{jk} v_k \cdot \sigma),
$$

(44)

where $\xi_{jk} \equiv F_{jk} r_k$. Introducing the function $f_w: \mathbb{R}^3 \rightarrow \mathbb{R}^3$ with arbitrary vector $w \in \mathbb{R}^3$ as

$$
f_w(v) = w \cdot (v v^T) w = |v \cdot w|^2,
$$

(45)

we can show that

$$
w \cdot \chi(E) w = \sum_{k=1}^n r_k f_w(v_k),
$$

(46)
\[ w \cdot \chi(E')w = \sum_{j=1}^{m} \left( \sum_{k=1}^{n} \xi_{jk} \right) f_{w} \left( \frac{\sum_{k=1}^{n} \xi_{jk} v_{k}}{\sum_{k=1}^{n} \xi_{jk}} \right). \]  

The Hessian of \( f_{w} \), which is defined as \( H(f_{w})_{ij} = \partial^{2} f_{w}(v) / \partial(v_{i}) \partial(v_{j}) \), becomes

\[ H(f_{w}) = w w^{T} \geq 0, \]  

so that \( f_{w} \) is a concave function. Therefore

\[ f_{w} \left( \sum_{k=1}^{n} \xi_{jk} v_{k} \right) \leq \sum_{k=1}^{n} \xi_{jk} f_{w}(v_{k}) \]

holds for any \( \{ \xi_{k} \} \) satisfying \( \sum_{k} \xi_{k} = 1 \) and \( 0 \leq \xi_{k} \leq 1 \) for all \( k \).

Taking \( \xi_{k} = \xi_{jk} / \sum_{k'} \xi_{jk'} \), inequality (49) becomes

\[ f_{w} \left( \frac{\sum_{k=1}^{n} \xi_{jk} v_{k}}{\sum_{k=1}^{n} \xi_{jk}} \right) \leq \sum_{k=1}^{n} \frac{\xi_{jk}}{\sum_{k'=1}^{n} \xi_{jk'}} f_{w}(v_{k}), \]

or equivalently,

\[ \left( \sum_{k=1}^{n} \xi_{jk} \right) f_{w} \left( \frac{\sum_{k=1}^{n} \xi_{jk} v_{k}}{\sum_{k=1}^{n} \xi_{jk}} \right) \leq \sum_{k=1}^{n} \xi_{jk} f_{w}(v_{k}). \]  

Noting that \( \sum_{j=1}^{m} \sum_{k=1}^{n} \xi_{jk} = r_{k} \), we obtain

\[ \sum_{j=1}^{m} \left( \sum_{k=1}^{n} \xi_{jk} \right) f_{w} \left( \frac{\sum_{k=1}^{n} \xi_{jk} v_{k}}{\sum_{k=1}^{n} \xi_{jk}} \right) \leq \sum_{k=1}^{n} r_{k} f_{w}(v_{k}), \]

which implies that

\[ w \cdot \chi(E')w \leq w \cdot \chi(E)w. \]

Since (53) holds for arbitrary \( w \), we obtain (42).—

The following corollary is a direct consequence of the foregoing theorem.

**Corollary 6** Suppose that \( E' = \{ \hat{E}'_{1}, \hat{E}'_{2}, \ldots, \hat{E}'_{m} \} \) is obtained by a coarse graining of \( E = \{ \hat{E}_{1}, \hat{E}_{2}, \ldots, \hat{E}_{n} \} \): \( \hat{E}'_{1} = \hat{E}_{i(1)} + \hat{E}_{i(2)} + \cdots + \hat{E}_{i(m-1)} + \hat{E}_{i(m)} \), \( \hat{E}'_{2} = \hat{E}_{i(1)+1} + \cdots + \hat{E}_{i(2)} \), \ldots, and \( \hat{E}'_{m} = \hat{E}_{i(m-1)+1} + \cdots + \hat{E}_{n} \), for \( 1 < i(1) < i(2) < \cdots < i(m-1) < n \). Then

\[ \chi(E') \leq \chi(E). \]

holds. Inequality (51) means that the measurement accuracy in any direction is decreased by a coarse graining.

We can also express the data processing inequality in terms of the accuracy parameter in an arbitrary direction.

**Theorem 7** (data processing inequality). We consider the POVMs \( E \) and \( E' \) satisfying Eq. (11). Suppose that \( V(E) = V(E') = \mathbb{R}^{3} \). Then,

\[ \chi(E')^{-1} \geq \chi(E)^{-1}. \]

holds, or equivalently,

\[ \chi(n; E') \leq \chi(n; E). \]

holds for arbitrary \( n \).

**Proof** Let \( \chi_{1}, \chi_{2}, \) and \( \chi_{3} \) be the eigenvalues of \( \chi(E) \), and \( n_{1}, n_{2}, \) and \( n_{3} \) be the corresponding eigenvectors. Similarly, let \( \chi'_{1}, \chi'_{2}, \) and \( \chi'_{3} \) be the eigenvalues of \( \chi(E') \), and \( n'_{1}, n'_{2}, \) and \( n'_{3} \) be the corresponding eigenvectors. It follows from the data processing inequality (42) that

\[ n_{i} \cdot \chi(E') n_{i} = \sum_{j=1}^{3} n'^{2}_{ij} \chi'_{j} \leq \chi_{i} = n_{i} \cdot \chi(E) n_{i}, \]

for \( i = 1, 2, 3 \), where \( n_{ij} = n_{i} \cdot n'_{j} \). Applying the concave inequality to \( 1/x \), we obtain

\[ \chi_{i}^{-1} \leq \left( \sum_{j=1}^{3} n_{ij} \chi'_{j} \right)^{-1} \leq \sum_{j=1}^{3} n'^{2}_{ij} \chi_{j}^{-1}. \]  

For arbitrary \( n \), we can show that

\[ n \cdot (\chi(E)^{-1}) n = \sum_{i=1}^{3} (n \cdot n_{i})^{2} \chi_{i}^{-1} \]

\[ \leq \sum_{i,j=1}^{3} (n \cdot n_{i})^{2} n_{ij} \chi_{j}^{-1} \]

\[ = \sum_{j=1}^{3} (n \cdot n'_{j})^{2} \chi_{j}^{-1} \]

\[ = n \cdot (\chi(E')^{-1}) n, \]

which implies (55) and (50).—

**IV. TRADE-OFF RELATIONS FOR GENERALIZED SIMULTANEOUS MEASUREMENT OF A QUBIT SYSTEM**

We now derive general trade-off relations between the measurement errors of noncommuting observables, which are the main results of this paper.

Let \( n_{1}, n_{2}, \) and \( n_{3} \) be the respective eigenvectors of \( \chi(E) \) corresponding to the eigenvalues \( \chi_{1}, \chi_{2}, \) and \( \chi_{3}, \) where \( \chi_{i} = \chi(n_{i}; E) \) \( (i = 1, 2, 3) \). We define the error parameters as \( \varepsilon_{i} \equiv \varepsilon(n_{i}; E) = (\chi_{i})^{-1} - 1 \). Inequality (15) or (16) in theorem 1 can be rewritten in terms of the error parameters as

\[ \varepsilon_{1}\varepsilon_{2}\varepsilon_{3} \geq \varepsilon_{1} + \varepsilon_{2} + \varepsilon_{3} + 2. \]

Considering two eigenvalues alone (i.e., \( \chi_{1} + \chi_{2} \leq 1 \)), we can simplify the trade-off relation:

\[ \varepsilon_{1}\varepsilon_{2} \geq 1. \]

The trade-off relations (60) and (61) can be generalized to the case of arbitrary directions. We first consider the case of two observables.

**Theorem 8** (trade-off relation). We consider a simultaneous measurement in two directions \( n_{A} \) and \( n_{B} \)
\((\mathbf{n}_A \cdot \mathbf{n}_B = \cos \theta)\) described by the POVM E. We assume \(\mathbf{n}_A \in V(\mathbf{E})\) and \(\mathbf{n}_B \in V(\mathbf{E})\), and define \(\varepsilon_\alpha \equiv \varepsilon(\mathbf{n}_\alpha; \mathbf{E})\) and \(\chi_\alpha \equiv \chi(\mathbf{n}_\alpha; \mathbf{E})\) \((\alpha = A, B)\). Then the trade-off relation

\[
\varepsilon_A \varepsilon_B \geq \sin^2 \theta,
\]

or equivalently,

\[
\chi_A + \chi_B - \chi_A \chi_B \cos^2 \theta \leq 1\]

holds.

**Proof.** We divide the proof into two steps.

**Step 1.** We consider a situation in which both \(\mathbf{n}_A\) and \(\mathbf{n}_B\) lie in a plane spanned by two eigenvectors. Without loss of generality, we choose \(\mathbf{n}_1\) and \(\mathbf{n}_2\) as the two eigenvectors, and expand \(\mathbf{n}_A\) and \(\mathbf{n}_B\) as

\[
\mathbf{n}_A = \mathbf{n}_1 \cos \theta_A + \mathbf{n}_2 \sin \theta_A,
\]

\[
\mathbf{n}_B = \mathbf{n}_1 \cos \theta_B + \mathbf{n}_2 \sin \theta_B,
\]

where \(\theta = \theta_A - \theta_B\). It can be shown that

\[
\varepsilon_A = \varepsilon_1 \cos^2 \theta_A + \varepsilon_2 \sin^2 \theta_A,
\]

\[
\varepsilon_B = \varepsilon_1 \cos^2 \theta_B + \varepsilon_2 \sin^2 \theta_B.
\]

Applying the Cauchy-Schwarz inequality and \(\varepsilon_1 \varepsilon_2 \geq 1\), we obtain

\[
\varepsilon_A \varepsilon_B \geq (\sqrt{\varepsilon_1 \varepsilon_2} (\cos \theta_A \sin \theta_B - \sin \theta_A \cos \theta_B))^2
\]

\[
= \varepsilon_1 \varepsilon_2 \sin^2 \theta
\]

\[
\geq \sin^2 \theta.
\]

The equality \(\varepsilon_A \varepsilon_B = \sin^2 \theta\) holds if and only if \(\varepsilon_1 \cos \theta_A \cos \theta_B + \varepsilon_2 \sin \theta_A \sin \theta_B = 0\), or equivalently, \(\varepsilon_1 \varepsilon_2 = 1\). In the case of \(\varepsilon_A = \varepsilon_B\) (i.e., the measurement errors are symmetric), the equality holds if and only if \(\sin(\theta_A + \theta_B) = \cos(\theta_A - \theta_B)\).

**Step 2.** We next consider a more general case. We choose an orthonormal basis \(\{\mathbf{n}'_1, \mathbf{n}'_2, \mathbf{n}'_3\}\) such that both \(\mathbf{n}_A\) and \(\mathbf{n}_B\) are in the plane spanned by \(\mathbf{n}'_1\) and \(\mathbf{n}'_2\). We introduce the notation \(\varepsilon'_i \equiv \varepsilon(\mathbf{n}'_i; \mathbf{E})\) \((i = 1, 2, 3)\). Let \(Q_{ij}\) be a \(3 \times 3\) orthogonal matrix which transforms \(\{\mathbf{n}_1, \mathbf{n}_2, \mathbf{n}_3\}\) into \(\{\mathbf{n}'_1, \mathbf{n}'_2, \mathbf{n}'_3\}\). It can be shown that

\[
\varepsilon'_i = \sum_{j=1}^{3} Q_{ij}^2 \varepsilon_j.
\]

Combining this with \(\sum_j Q_{ij}^2 = 1\), we obtain

\[
\frac{3}{\varepsilon'_1 + 1} \leq \sum_{j=1}^{3} \frac{Q_{ij}^2}{\varepsilon_j + 1}.
\]

Therefore

\[
\frac{1}{\varepsilon_1^2 + 1} + \frac{1}{\varepsilon_2^2 + 1} \leq \sum_{j=1}^{3} \frac{1}{\varepsilon_j + 1} \leq 1. 
\]

This inequality means that \(\chi'_1 + \chi'_2 \leq 1\), or equivalently,

\[
\varepsilon'_1 \varepsilon'_2 \geq 1.
\]

We can derive inequality \((62)\) by following the same procedure as in step 1. We can directly derive inequality \((63)\) from \((62)\).—

We note that the equalities in \((62)\) and \((63)\) hold in the case that the POVM E is given by \(\{|x| \pm x_1 \cdot \hat{\sigma}\} (i = 1, 2)\), where \(x_1 \equiv (\sqrt{\chi_A} \mathbf{n}_A + \sqrt{\chi_B} \mathbf{n}_B)/4\) and \(x_2 \equiv (\sqrt{\chi_A} \mathbf{n}_A - \sqrt{\chi_B} \mathbf{n}_B)/4\).

The accessible regime for \(\chi_A\) and \(\chi_B\) is illustrated in Fig.1 for the case of \(\theta = \pi/2\), \(\theta = \pi/6\), and \(\theta = 0\). Note that regime Q can be reached only through simultaneous measurement for the case of \(\theta = \pi/6\).
any two experimental procedures” when we measure two noncommuting observables simultaneously.

The trade-off relation between three observables can be formulated as follows.

**Theorem 9** We consider a simultaneous measurement in three directions $n_A$, $n_B$, and $n_C$ described by the POVM $E$. Let us assume that $n_A$, $n_B$, and $n_C$ are linearly independent. We set the notation $\varepsilon_\alpha \equiv \varepsilon(n_\alpha; E)$ and $\chi_\alpha \equiv \chi(n_\alpha; E)$, where $\alpha = A, B, C$. Then the inequality

$$\varepsilon_{ABCE} \geq 8\{n_A \cdot (n_B \times n_C)\}^2$$

holds. The equality in (76) holds if and only if $\varepsilon_1 = \varepsilon_2 = \varepsilon_3 = 2$ and $\{n_\alpha\}$ are orthogonal.

**Proof** Introducing the notation

$$\tilde{n}_{\alpha} \equiv \left(\begin{array}{c} \sqrt{\varepsilon_1(n_\alpha)_1} \\ \sqrt{\varepsilon_2(n_\alpha)_2} \\ \sqrt{\varepsilon_3(n_\alpha)_3} \end{array}\right),$$

where $(n_\alpha)_i \equiv n_\alpha \cdot n_i$ ($\alpha = A, B, C$, $i = 1, 2, 3$), it can be shown that

$$\varepsilon_\alpha = |\tilde{n}_\alpha|^2.$$  

We thus obtain

$$\varepsilon_{ABCE} \equiv |\tilde{n}_A|^2|\tilde{n}_B|^2|\tilde{n}_C|^2$$

$$\geq |\tilde{n}_A \cdot (\tilde{n}_B \times \tilde{n}_C)|^2$$

$$\geq \varepsilon_1 \varepsilon_2 \varepsilon_3 \{n_A \cdot (n_B \times n_C)\}^2$$

$$\geq (\varepsilon_1 + \varepsilon_2 + \varepsilon_3 + 2)\{n_A \cdot (n_B \times n_C)\}^2.$$  

We can show $\varepsilon_1 + \varepsilon_2 + \varepsilon_3 \geq 6$ from $\chi_1 + \chi_2 + \chi_3 \leq 1$: therefore we obtain (76).

**V. APPLICATIONS**

We have discussed in Sec. IV trade-off relations (62) and (63) which describe the uncertainty relations in generalized simultaneous measurements. In this section, we discuss possible applications of these trade-off relations.

**A. Nonideal Joint Measurement**

We consider a class of simultaneous measurements called nonideal joint measurements, where two observables $A = n_A \cdot \hat{\sigma}$ and $B = n_B \cdot \hat{\sigma}$ are simultaneously measured. Since their eigenvalues are $\pm 1$, each measurement should give a pair of outcomes $(i, j)$ ($i, j = \pm$) for observables $\hat{A}$ and $\hat{B}$. The joint POVM $E = \{\hat{E}(i, j)\}$ can be parametrized as

$$\hat{E}(i, j) = r_{ij}(I + v_{ij} \cdot \hat{\sigma}).$$

The marginal POVMs $E_\alpha = \{\hat{E}_\alpha(i)\}$ ($\alpha = A, B$) are defined by

$$\hat{E}_A(+) \equiv \hat{E}(+, +) + \hat{E}(+, -), \quad \hat{E}_A(-) \equiv \hat{I} - \hat{E}_A(+)$$

$$\hat{E}_B(+) \equiv \hat{E}(+, +) + \hat{E}(-, -), \quad \hat{E}_B(-) \equiv \hat{I} - \hat{E}_B(+)$$

and can be parametrized by

$$\hat{E}_\alpha(+) = r_\alpha(\hat{I} + v_\alpha \cdot \hat{\sigma}),$$

where

$$r_A = r_+ + r_{-}, \quad v_A = \frac{r_+ v_++ + r_- v_-}{r_+ + r_-}$$

$$r_B = r_+ + r_{-}, \quad v_B = \frac{r_+ v_++ + r_- v_-}{r_+ + r_-}.$$  

This simultaneous measurement can be regarded as a nonideal joint measurement [13, 17] if and only if the marginal POVM $E_{A(B)}$ corresponds to the nonideal measurement of $\hat{A}(\hat{B})$, that is,

$$v_\alpha \parallel n_\alpha.$$  

We can define the $2 \times 2$ transition-probability matrices of $E_\alpha$ as in Eq. (10):

$$F_\alpha = \left(\begin{array}{cc} r_\alpha(1 \pm |v_\alpha|) & r_\alpha(1 \mp |v_\alpha|) \\ 1 - r_\alpha(1 \pm |v_\alpha|) & 1 - r_\alpha(1 \mp |v_\alpha|) \end{array}\right).$$

In this case, we can calculate the accuracy of $\hat{A}$ and $\hat{B}$ by two different methods. One method to calculate the accuracy parameter is based on the joint POVM $E$:

$$\chi_\alpha \equiv \chi(n_\alpha; E),$$

where $\alpha = A, B$. The other is based on the marginal POVM $E_\alpha$:

$$\chi_\alpha' \equiv \chi(n_\alpha; E_\alpha).$$

Note that $\chi(E_\alpha) = \chi(n_\alpha n_\alpha^T)$. These two accuracy parameters are equivalent as shown by the following theorem.

**Theorem 10:**

$$\chi_\alpha = \chi_\alpha'.$$  

The proof of theorem 10 is given in the Appendix.

For $n \neq \pm n_\alpha$, we can show that $n$ is not an element of $V(E_\alpha)$; therefore, $\chi(n; E_\alpha) = 0$. On the other hand, $\chi(n; E) \geq 0$ holds by definition. We can thus obtain the following corollary.

**Corollary 10** For arbitrary $n$,

$$\chi(n; E_\alpha) \leq \chi(n; E).$$
joint measurement. In Ref. [23], we have introduced the accuracy parameter $\chi_0$ and error parameter $\epsilon_\alpha$ as

$$\chi_0 \equiv (\det F_\alpha)^2, \quad \epsilon_\alpha \equiv \frac{1}{\chi_0} - 1. \quad (90)$$

On the other hand, the accuracy parameter $\chi'_\alpha$ and error parameter $\epsilon'_\alpha$ in the present paper are given by

$$\chi'_\alpha = \chi_0 = \frac{(\det F_\alpha)^2}{4r_\alpha(1-r_\alpha)}, \quad \epsilon'_\alpha = \frac{1}{\chi'_\alpha} - 1. \quad (91)$$

It can be easily shown that

$$\chi'_\alpha \geq \chi_0, \quad \epsilon'_\alpha \leq \epsilon_\alpha. \quad (92)$$

so the trade-off relations derived in the present paper are stronger than our previous ones ($\epsilon_\alpha \epsilon_B \geq \sin^2 \theta$ and $\chi_0 + \chi_B - \chi_0 \chi_B \cos^2 \theta \leq 1$) derived in Ref. [23]. The latter trade-off relations can thus be derived from those obtained in the present paper.

B. Uncertainty Relation Between Measurement Error and Back-action

We have interpreted trade-off relation [12] as the uncertainty relation between the measurement errors. In this subsection, we show that it can be interpreted as the uncertainty relation between the measurement error and back-action of the measurement $\hat{n} \cdot \hat{\sigma}$ for the premeasurement state $\hat{\rho}$. If the measurement of $\hat{A}$ is described by measurement operators $\{\hat{M}_k\}$, we can write $\hat{n} \cdot \hat{\sigma}$ as $\sum_k \hat{M}_k \hat{\rho} \hat{M}_k^\dagger$. For simplicity, we assume that the number of measurement outcomes is $2$: $k = 1, 2$.

To identify the disturbance of $\hat{B} = \hat{n} \cdot \hat{\sigma}$ caused by the measurement of $\hat{A}$, we consider how much information about $\hat{B}$ for the premeasurement state $\hat{\rho}$ remains in post-measurement state $\hat{\rho}'$. We characterize this by considering how much information on $\hat{\rho}$ can be obtained by performing the projection measurement of $\hat{B}$ on $\hat{\rho}'$. Note that we can regard the projection measurement of $\hat{B}$ on $\hat{\rho}'$ described by the POVM as the measurement of $\hat{\rho}$ described by the POVM ($\sum_k \hat{M}_k^\dagger \hat{P}_B(+) \hat{M}_k$, $\sum_k \hat{M}_k^\dagger \hat{P}_B(-) \hat{M}_k$), where $\hat{n} \cdot \hat{\sigma} = \hat{P}_B(+) - \hat{P}_B(-)$. The joint operation of measurement $\hat{A}$ followed by measurement $\hat{B}$ can be described by a POVM $\{\hat{E}(i,j)\}$, where

$$\hat{E}(i,j) \equiv \hat{M}_i^\dagger \hat{M}_j \hat{M}_i^\dagger \hat{P}_B(j) \hat{M}_i^\dagger \hat{M}_j.$$  

We can construct the marginal POVMs as

$$\sum_j \hat{E}(i,j) = \hat{M}_i^\dagger \hat{M}_i, \quad \sum_i \hat{E}(i,j) = \sum_i \hat{M}_i^\dagger \hat{P}_B(j) \hat{M}_i.$$  

It is possible to interpret $1 - \chi_B$ as a measure of the back-action of $\hat{B}$ caused by measurement of $\hat{A}$. Defining the measurement error of $\hat{A}$ as $\epsilon_A \equiv (1/\chi_A) - 1$ and the back-action of the measurement on $\hat{B}$ as $\epsilon_B \equiv (1/\chi_B) - 1$, we can obtain the trade-off relation between the error and back-action based on inequality [12].

**Theorem 11** (uncertainty relation between measurement error and back-action).

$$\epsilon_A \epsilon_B \geq \sin^2 \theta \quad (95)$$

We note that a non-selective measurement process for $\hat{A}$ can simulate the decoherence caused by the environment. In this case, the trade-off relation [12] gives a lower bound on the back-action of $\hat{B}$ in the presence of decoherence characterized by $\chi_A$.

C. No-cloning Inequality

Another application of the trade-off relation is the derivation of a no-cloning inequality. We consider a quantum cloning process from qubit system $\hat{P}$ to qubit system $\hat{Q}$ described as follows: Let $\hat{\rho}$ be an unknown density operator of system $\hat{P}$ to be cloned, $\hat{\rho}_0$ be that of system $\hat{Q}$. We consider how much information on $\hat{\rho}$ remains in state $\hat{\rho}_0$. If $\hat{U}$ is an identity operator, then all information about $\hat{\rho}$ remains in system $\hat{P}$, and no information is transferred into system $\hat{Q}$. If $\hat{U}$ is a unitary operator that satisfies $\hat{\rho}_P = \hat{\rho}_Q = \hat{\rho}$ for arbitrary input state $\hat{\rho}$. We can thus characterize this by considering how much information on $\hat{n} \cdot \hat{\sigma}$ of $\hat{\rho}$ can be obtained by performing the measurement of $\hat{n} \cdot \hat{\sigma}$ on $\hat{\rho}$. We can regard the measurement of $\hat{n} \cdot \hat{\sigma}$ on $\hat{\rho}$ as the measurement described by the POVM $\{\sum_k \hat{M}_k^\dagger \hat{P}_B(+) \hat{M}_k, \sum_k \hat{M}_k^\dagger \hat{P}_B(-) \hat{M}_k\}$, where $\hat{n} \cdot \hat{\sigma} = \hat{P}_B(+) - \hat{P}_B(-)$. We can thus characterize the amount of information that remains in $\hat{P}$ by the accuracy parameter $\chi(n; \hat{E}_P(n))$. Similarly, we can consider how much information about $\hat{\rho}$ is transferred into $\hat{\rho}_Q$. We characterize this by considering how much information about $\hat{n} \cdot \hat{\sigma}$ of $\hat{\rho}$ can be obtained by performing the measurement of $\hat{n} \cdot \hat{\sigma}$ on $\hat{\rho}_Q$. We can regard the measurement of
\( \mathbf{n} \cdot \mathbf{\sigma} \) on \( \hat{\rho}_Q \) as the measurement described by the POVM \( \mathbf{E}_Q(n) = \{ \sum_k \hat{M}^k_+ \mathbf{P}(+; n) M^k_+, \sum_k \hat{M}^k_- \mathbf{P}(-; n) M^k_- \} \) on \( \hat{\rho} \). We thus characterize the amount of information which is transferred from P to Q by the accuracy parameter \( \chi(n; \mathbf{E}_Q(n)) \). For mathematical convenience, we use \( \varepsilon_P(n) = \varepsilon(n; \mathbf{E}_P(n)) \) and \( \varepsilon_Q(n) = \varepsilon(n; \mathbf{E}_Q(n)) \), instead of \( \chi(n; \mathbf{E}_P(n)) \) and \( \chi(n; \mathbf{E}_Q(n)) \), to derive our no-cloning inequality. The amount of information about \( \hat{\rho} \) which remains in P is characterized by \( \varepsilon(n; \mathbf{E}_P(n)) \), while the smaller \( \varepsilon(n; \mathbf{E}_Q(n)) \), to derive the no-cloning inequality. The amount of information about \( \hat{\rho} \) which remains in P is characterized by \( \varepsilon(n; \mathbf{E}_P(n)) \) averaged over all directions, and the amount of information about \( \hat{\rho} \) which is transferred into Q is characterized by \( \varepsilon(n; \mathbf{E}_Q(n)) \) averaged over all directions.

**Definition 4 (cloning parameter).** We define the cloning parameters \( C_P \) and \( C_Q \) as

\[
C_P \equiv \int_{|n|=1} \varepsilon_P(n) \frac{d\mathbf{n}}{4\pi}, \quad C_Q \equiv \int_{|n|=1} \varepsilon_Q(n) \frac{d\mathbf{n}}{4\pi}.
\]

(96)

Since \( 0 \leq \varepsilon_P(n) \leq \infty \) and \( 0 \leq \varepsilon_Q(n) \leq \infty \), the cloning parameters satisfy

\[
0 \leq C_P \leq \infty, \quad 0 \leq C_Q \leq \infty.
\]

(97)

The cloning parameters depend only on \( \hat{\rho}_0, \hat{\rho}_\text{env}, \) and \( \hat{U} \), and characterize the performance of the cloning machine \( \{ \hat{U}, \hat{\rho}_0, \hat{\rho}_\text{env} \} \). The smaller \( C_P \) is, the more information about \( \hat{\rho} \) remains in system P, while the smaller \( C_Q \) is, the more information about \( \hat{\rho} \) is transferred into system Q by the cloning machine. For example, if \( \hat{U} \) is the identity operator, then \( C_P = 0 \) and \( C_Q = \infty \) hold, which implies that all information about \( \hat{\rho} \) is left in system P. On the other hand, if \( \hat{U} \) describes the swapping operation between P and Q, then \( C_P = \infty \) and \( C_Q = 0 \) hold. For intermediate cases between them, the following no-cloning inequality between \( C_P \) and \( C_Q \) can be derived from trade-off relation (102).

**Theorem 12 (no-cloning inequality):**

\[
C_P C_Q \geq \frac{2}{3}.
\]

(98)

**Proof.** It can be shown that there exists a POVM \( \mathbf{E}(\mathbf{n}, \mathbf{n}') = \{ \hat{E}(i, j; \mathbf{n}, \mathbf{n}') \} \), with \( i, j = \pm \), satisfying

\[
\text{tr} \left( (\hat{P}(i; \mathbf{n}) \otimes \hat{I} \otimes \hat{I})(\hat{I} \otimes \hat{P}(j; \mathbf{n}') \otimes \hat{I})\hat{U} \hat{\rho}_0 \otimes \hat{\rho}_\text{env} \hat{U}^\dagger \right) = \text{tr} \left( \hat{E}(i, j; \mathbf{n}, \mathbf{n}') \hat{\rho} \right).
\]

(99)

We can also show that \( \mathbf{E}_P(n) \) and \( \mathbf{E}_Q(n') \) are its marginal POVMs. From inequality (98) and the trade-off relation (102), we obtain

\[
\varepsilon_P(n) \varepsilon_Q(n') \geq \varepsilon(n; \mathbf{E}(\mathbf{n}, \mathbf{n}')) \varepsilon(n'; \mathbf{E}(\mathbf{n}, \mathbf{n}')) \geq 1 - (\mathbf{n} \cdot \mathbf{n'})^2.
\]

(100)

Averaging (100) over all directions and using

\[
\int_{|n|=1} \int_{|n'|=1} \varepsilon_P(n) \varepsilon_Q(n') \frac{d\mathbf{n} d\mathbf{n}'}{4\pi} = C_P C_Q,
\]

(101)

we obtain (102).

Inequality (98) represents the trade-off relation between the information remaining in the original system P and the information transferred to the reference system Q. The impossibility of achieving \( C_P = C_Q = 0 \) implies the no-cloning theorem. Note that if \( C_Q \to 0 \), then \( C_P \to \infty \), which implies that if a cloning machine transfers all of the information about \( \hat{\rho} \) into system Q, then no information can be left in system P.

**D. Quantum State Tomography**

We next apply our framework to quantum-state tomography [36, 37, 38, 39, 40]. As shown in Sec. VI, characterization of the measurement accuracy by the accuracy matrix is closely related to the asymptotic accuracy of the maximum-likelihood estimation which is considered to be the standard scheme for quantum-state tomography.

We first consider the standard strategy to estimate the three components of Bloch vector \( \mathbf{s}_0 \). We divide \( N \) identically prepared samples into three groups in the ratio \( 1 : 1 : 1 \), and measure \( \hat{\sigma}_x \) for the first group, \( \hat{\sigma}_y \) for the second group, and \( \hat{\sigma}_z \) for the third group. As \( N \) increases, this scheme becomes asymptotically described by POVM consisting of six operators:

\[
\hat{E}_1 = \frac{1}{6} (\hat{I} + \hat{\sigma}_x), \quad \hat{E}_2 = \frac{1}{6} (\hat{I} - \hat{\sigma}_x),
\]

\[
\hat{E}_3 = \frac{1}{6} (\hat{I} + \hat{\sigma}_y), \quad \hat{E}_4 = \frac{1}{6} (\hat{I} - \hat{\sigma}_y),
\]

\[
\hat{E}_5 = \frac{1}{6} (\hat{I} + \hat{\sigma}_z), \quad \hat{E}_6 = \frac{1}{6} (\hat{I} - \hat{\sigma}_z).
\]

(103)

We can reconstruct the quantum state by quantum-state tomography and hence reconstruct the probability distributions in all directions. In fact, the accuracy matrix for the standard tomography (103) is given by

\[
\chi(\mathbf{E}) = \begin{pmatrix}
1/3 & 0 & 0 \\
0 & 1/3 & 0 \\
0 & 0 & 1/3
\end{pmatrix} = \frac{1}{3} \mathbf{I}_3,
\]

(104)

which attains the upper bound of the inequality \( \text{Sp}(\chi(\mathbf{E})) \leq 1 \). This expression manifestly shows that the reconstructive subspace of the standard quantum state tomography is \( \mathbb{R}^3 \) and that the accuracy of the tomography is optimal and symmetric in the sense discussed in Sec. III B.

We next consider the minimal qubit tomography. Reháček et al. have shown that the following four measured probabilities are just enough to estimate the Bloch vector (4):

\[
\hat{E}_k = \frac{1}{4} (1 + \mathbf{a}_k \cdot \mathbf{\sigma}) \quad (k = 1, 2, 3, 4),
\]

(105)
where

\[ a_1 = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}, \quad a_2 = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & -1 & -1 \\ 1 & -1 & -1 \\ 1 & 1 & 1 \end{pmatrix}, \]

\[ a_3 = \frac{1}{\sqrt{3}} \begin{pmatrix} -1 & 1 & -1 \\ -1 & 1 & -1 \\ -1 & 1 & 1 \end{pmatrix}, \quad a_4 = \frac{1}{\sqrt{3}} \begin{pmatrix} -1 & -1 & 1 \\ -1 & -1 & 1 \\ -1 & -1 & 1 \end{pmatrix}. \]

(106)

The minimal qubit tomography is also optimal and symmetric, in the sense that the corresponding accuracy matrix is again given by \[104\]. Note that the POVM \( E \) satisfying \( V(E) = \mathbb{R}^3 \) can be regarded as tomographically complete \[38\].

VI. MAXIMUM-LIKELIHOOD ESTIMATION AND THE FISHER INFORMATION

In this section, we point out a close connection between the accuracy matrix and the Fisher information \[24\] \[25\]. We consider the quantum measurements described by the POVM \( E = \{ E_k \} \) for each of \( N \) \((< \infty)\) samples prepared in the same unknown state \( \hat{\rho} \). Note that \( E_k = r_k (I + v_k \cdot \hat{\sigma}) \). Our task is to estimate the Bloch vector \( s_0 \) by maximum-likelihood estimation. We denote \( s^* \) as the maximum-likelihood estimator of \( s_0 \) from \( N \) measurement outcomes.

The asymptotic accuracy of maximum-likelihood estimation is characterized by the Fisher information. In our situation, the Fisher information takes the matrix form given by

\[ I_{ij} = -\sum_k q_k \frac{\partial^2 \ln f_k(s)}{\partial s_i \partial s_j} \bigg|_{s = s_0} = \sum_k r_k^2 (v_k)_i (v_k)_j, \]

or equivalently,

\[ I = \sum_k \frac{r_k^2}{q_k} v_k v_k^T. \]

(107)

(108)

Note that \( I \) is a \( 3 \times 3 \) positive and Hermitian matrix, and that the support of \( I \) coincides with that of \( \chi(E) \).

Focusing on a particular direction \( n \), we can reduce the Fisher information content to

\[ I(n) = \frac{1}{n \cdot I^{-1} n}. \]

(109)

The greater the Fisher information, the more information we can extract from the measurement outcome. In the case of \( I(n) = 0 \), the variance of the estimator \( n \cdot s^* \) diverges, so we cannot gain any information about the probability distribution in direction \( n \). This is the case of \( n \) not being in any reconstructive direction.

Replacing \( q_k \) by \( r_k \) in the Fisher information \[100\] or \[108\], we can obtain the accuracy matrix in Eq. (12) or (13). Note that \( r_k \) is the average of \( q_k \) over the entire Bloch sphere. The trade-off relations \[12\], \[13\], and \[76\] can thus be interpreted as the trade-off relations between the asymptotic accuracy of the maximum-likelihood estimation of the probability distributions of observables. A finite number of samples only gives us imperfect information about the probability distribution of an observable for an unknown state. As we have shown \[23\], this imperfection further deteriorates in the case of simultaneous estimation due to the noncommutability of the observables.

Figure 2 shows the results of simulations for the value of the maximum-likelihood estimators \( p(\pm; n_A)^* \) (red curves) and \( p(\pm; n_B)^* \) (blue curves) in the case of an optimal nonideal joint POVM which satisfies the equality in \[102\] or \[103\] with

\[ \chi_A = 1/10 = 0.10, \quad \chi_B = 36/37 \simeq 0.97 \]

and

\[ n_A = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad n_B = \begin{pmatrix} 1/2 \\ 0 \\ \sqrt{3}/2 \end{pmatrix}, \quad \hat{\rho} = \frac{\hat{I} + \hat{\sigma}}{2}. \]

(110)

(111)

![Figure 2](color online) Maximum-likelihood estimators \( p(\pm; n_A)^* \) (red curves) and \( p(\pm; n_B)^* \) (blue curves) for the case of \( \theta = \pi/6 \), \( \chi_A = 0.10 \), and \( \chi_B \simeq 0.97 \). The abscissa indicates sample number \( N \) and the ordinate indicates the value of the estimators. The number of simulations is 20.

Let us next consider a simple estimation scheme by dividing \( N \) prepared samples into two groups in the ratio \( \xi : 1 - \xi \) \((0 < \xi < 1)\) and performing a nonideal measurement of \( n_A \cdot \hat{\sigma} \) by the POVM \( \{ \hat{E}(\pm; n_A) \} \) with accuracy \( \chi_A \) for the former group, and similarly we perform a nonideal measurement of \( n_B \cdot \hat{\sigma} \) by the POVM \( \{ \hat{E}(\pm; n_B) \} \) with accuracy \( \chi_B \) for the latter group (see also example 3 in Sec. II). This measurement can asymptotically be described by the POVM

\[ E = \{ \xi \hat{E}(\pm n_A), (1 - \xi) \hat{E}(\pm n_B) \}, \]

(112)

whose accuracy matrix is

\[ \chi(E) = \xi \chi_A n_A n_A^T + (1 - \xi) \chi_B n_B n_B^T. \]

(113)
From Eq. (10) in Sec. II, the accuracy parameters in directions $n_A$ and $n_B$ are given by

$$
\chi(n_A; E) = \xi n_A, \quad \chi(n_B; E) = (1 - \xi)n_B, \quad (114)
$$

and thus

$$
\chi(n_A; E) + \chi(n_B; E) \leq 1. \quad (115)
$$

We can therefore conclude that a simultaneous measurement has the advantage over this simple method in that the former can access the domain $\chi_A + \chi_B > 1$ for $\theta \neq \pi/2$, i.e., domain $Q$ in Fig. 1.

VII. SUMMARY AND DISCUSSION

Projection measurements cannot always be implemented experimentally. This raises the question of how accurately we can obtain information about observables from a given imperfect measurement scheme. To quantitatively characterize such measurement accuracy, we have introduced the $3 \times 3$ accuracy matrix $\chi(E)$, with $E = \{\hat{E}_q\}$ being the corresponding POVM.

We have considered the accuracy matrix of the most general class of measurements of a qubit system: generalized simultaneous measurements including nonideal joint measurements and quantum-state tomography. From the outcomes of generalized simultaneous measurements, we can obtain information about more than one observable.

In terms of the accuracy matrix, we have defined accuracy parameter $\chi(n; E)$ and error parameter $\varepsilon(n; E)$ for a direction of $n$ corresponding to the observable $n \cdot \sigma$. These parameters satisfy $0 \leq \chi(n; E) \leq 1$ and $0 \leq \varepsilon(n; E) \leq \infty$. If $\chi(n; E) = 1$, or equivalently $\varepsilon(n; E) = 0$, the measurement is equivalent to the projection measurement of $n \cdot \sigma$. On the other hand, if $\chi(n; E) = 0$, or equivalently $\varepsilon(n; E) = \infty$, we cannot obtain any information about the measured system by this measurement.

The accuracy matrix and accuracy parameters give us information about observables for which we can reconstruct the probability distribution from the measured distribution $\{q_k\}$, where $q_k = \text{tr}(\hat{\rho} \hat{E}_k)$. In fact, we can reconstruct the probability distribution of observable $n \cdot \sigma$ if and only if $\chi(n; E) \neq 0$, or equivalently $\varepsilon(n; E) < \infty$. In other words, the direction $n$ is a reconstructive direction if and only if $n \in V(E)$, where the subspace $V(E)$ of $\mathbb{R}^3$ is spanned by the eigenvectors of $\chi(E)$ corresponding to nonzero eigenvalues.

The main results of this paper are trade-off relations (62), (63), and (76) between the accuracy parameters and the error parameters. We can interpret them as the uncertainty relations between measurement errors in generalized simultaneous measurements; the more information we obtain about an observable, the less information we can access about the other noncommuting observable. Trade-off relation (62) can also be interpreted as the uncertainty relation between the measurement error and back-action of measurement as formulated in inequality (95).

The new no-cloning inequality in (98) is derived from the trade-off relations. To derive this, we have introduced the cloning parameters $C_P$ and $C_Q$, where $P$ indicates the system to be cloned and $Q$ indicates the blank reference system. Let $\hat{\rho}$ be the pre-cloned state of system $P$. After a cloning operation, all the information about $\hat{\rho}$ remains in system $P$ if and only if $C_P = 0$, and the information about $\hat{\rho}$ is completely transferred to system $Q$ if and only if $C_Q = 0$. The impossibility of attaining $C_P = C_Q = 0$ implies the no-cloning theorem. The condition of the equality in our no-cloning inequality (98) has yet to be understood.

We have also applied the trade-off relations to analyze the efficiency of quantum-state tomography. The accuracy matrix of the standard qubit-state tomography or the minimal qubit tomography is given by $\chi(E) = I_3/3$ with $I_3$ being the $3 \times 3$ identity matrix, which implies that the efficiency of quantum-state tomography is optimal and symmetric.

While we focus on the spin-1/2 system in the present paper, many results can be generalized for higher-dimensional systems. We conclude this paper by outlining such generalization.

In the case of a $d$-dimensional system ($d \geq 3$), the parameterization of the Hermitian operator $\hat{E}$ is given by

$$
\hat{E} = r(\hat{I} + \sqrt{d-1}v \cdot \hat{\lambda}), \quad (116)
$$

where $r$ is a real number, $v$ is a $d^2 - 1$-dimensional real vector, and $\hat{\lambda} = (\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_{d^2-1})$ is the elements of the Lie algebra of $SU(d)$ satisfying $\text{tr}(\hat{\lambda}_i) = 0$ and $\text{tr}(\hat{\lambda}_i \hat{\lambda}_j) = d \delta_{ij}$ with $\delta_{ij}$ being the Kronecker delta. The necessary and sufficient condition for $\hat{E}$ to be a positive operator is given by $r > 0$ and $S_m(v) \geq 0$ ($m = 2, \ldots, d$), where $S_m(v)$ is an $m$-th degree polynomial for $v$. The condition for $m = 2$ is given by $S_2(v) \equiv d(d - 1)r^2(1 - |v|^2)/2 \geq 0$, which is equivalent to $|v| \leq 1$. (117)

For $m = 3$, $S_3(v)$ is given by

$$
S_3(v) \equiv \frac{1}{6}d(d - 1)(d - 2)r^3 \times \left(1 - 3|v|^2 + \frac{\sqrt{d-1}}{d-2} \sum_{i,j,k} d_{ijk}(v)_i(v)_j(v)_k \right), \quad (118)
$$

where $d_{ijk}$ is defined as $\{\hat{\lambda}_i, \hat{\lambda}_j\} = 2\delta_{ij}\hat{I} + \sum_k d_{ijk}\hat{\lambda}_k$ with $\{\hat{A}, \hat{B}\} = \hat{A}\hat{B} + \hat{B}\hat{A}$. We note that if $\hat{E}$ is a rank-1
projection operator, then \(|v| = 1\). However, the Hermitian operator \(\hat{E}\) with \(|v| = 1\) is not necessarily a positive operator.

The accuracy matrix for a \(d\)-dimensional system assumes the same form as Eq. (14) using parametrization (116). In this case, \(\chi(\mathbf{E})\) is a \(d^2 - 1\) square matrix. Moreover, we can define the accuracy parameter and the error parameter according to Eqs. (27) and (28), respectively. Using condition (117), we can derive trade-off relations (62) and (63) for a \(d\)-dimensional system. In this sense, the trade-off relations serve as universal uncertainty relations holding true for all finite-dimensional systems.

However, bounds of trade-off relations (62) and (63) would not necessarily be able to be reached for \(d \geq 3\), because \(r > 0\) and \(|v| = 1\) are not sufficient for positivity of the POVM. Moreover, while the accuracy parameter \(\chi(n; \mathbf{E})\) for \(d = 2\) characterizes the measurement accuracy of spin observables \(\mathbf{n} \cdot \mathbf{\sigma}\), the accuracy parameter \(\chi(n; \mathbf{E})\) for \(d \geq 3\) cannot characterize the measurement accuracy of, for example, the spin-d observable \(J_z\); it only characterizes the accuracy of a rank-1 projection operator. Therefore the results of this paper based on \(\chi(n; \mathbf{E})\) cannot be applied straightforwardly for \(d \geq 3\). A full investigation of this problem is underway.

APPENDIX A: PROOF OF THEOREM 10

We prove the case of \(\alpha = A\). For simplicity of notation, we define that \(\hat{E}_1 \equiv \hat{E}(+, +), \hat{E}_2 \equiv \hat{E}(+, -), \hat{E}_3 \equiv \hat{E}(-, +), \) and \(\hat{E}_4 \equiv \hat{E}(-, -)\). The accuracy matrix is given by

\[ \chi(\mathbf{E}) = \sum_{k=1}^{4} r_k |v_k|^2, \]  

(A1)

and the accuracy parameter in direction \(n_A\) is

\[ \chi_A = (n_A \cdot (\chi(\mathbf{E})^{-1})n_A)^{-1}. \]  

(A2)

The marginal POVM \(\mathbf{E}_A\) is

\[ \hat{E}_A(+) = (r_1 + r_2) \left( \hat{I} + \frac{r_1 v_1 + r_2 v_2}{r_1 + r_2} \cdot \mathbf{\sigma} \right), \]  

(A3)

\[ \hat{E}_A(-) = (r_3 + r_4) \left( \hat{I} + \frac{r_3 v_3 + r_4 v_4}{r_3 + r_4} \cdot \mathbf{\sigma} \right), \]  

(A4)

and the marginal accuracy matrix is

\[ \chi(\mathbf{E}_A) = \chi_A n_A n_A^T, \]  

(A5)

where

\[ \chi_A = \frac{|r_1 v_1 + r_2 v_2|^2}{r_1 + r_2} + \frac{|r_3 v_3 + r_4 v_4|^2}{r_3 + r_4}. \]  

(A6)

Our objective is to show that \(\chi_A = \chi_A'\). For simplicity, we introduce the notation

\[ a_k \equiv \sqrt{r_k} v_k \equiv \begin{pmatrix} x_k \\ y_k \\ z_k \end{pmatrix}. \]  

(A7)

We can then write \(\chi(\mathbf{E})\) as

\[ \chi(\mathbf{E}) = \sum_{k=1}^{4} a_k a_k^T = \chi_x, \chi_y, \chi_z, \]  

(A8)

where

\[ \chi_x = \sum_{k=1}^{4} x_k^2 a_k, \chi_y = \sum_{k=1}^{4} y_k^2 a_k, \chi_z = \sum_{k=1}^{4} z_k^2 a_k. \]  

(A9)

Using Eq. (A9), we can calculate the determinant of \(\chi(\mathbf{E})\):

\[ \text{det} \chi(\mathbf{E}) = \left( \sum_{k=1}^{4} x_k^2 a_k \right) \cdot \left( \sum_{k=1}^{4} y_k^2 a_k \right) \cdot \left( \sum_{k=1}^{4} z_k^2 a_k \right) \]  

\[ = \sum_{k<l<m} \left[ a_k \cdot (a_l \times a_m) \right]^2. \]  

(A10)

On the other hand, the cofactor matrix of \(\chi(\mathbf{E})\) is

\[ \chi(\mathbf{E}) = \begin{pmatrix} (\chi_x \times \chi_z) x \\ (\chi_y \times \chi_z) y \\ (\chi_y \times \chi_z) z \\ (\chi_x \times \chi_y) z \\ (\chi_y \times \chi_x) z \end{pmatrix}. \]  

(A11)

Therefore

\[ \tilde{\chi}(\mathbf{E})_{ij} = \sum_{k<l} (a_k \times a_l)_i (a_k \times a_l)_j. \]  

(A12)

The inverse matrix is given by

\[ (\chi(\mathbf{E})^{-1})_{ij} = \frac{\sum_{k<l} (a_k \times a_l)_i (a_k \times a_l)_j}{\sum_{k<l<m} [a_k \cdot (a_l \times a_m)]^2}. \]  

(A13)

Noting that

\[ (r_1 v_1 + r_2 v_2) \cdot \tilde{\chi}(\mathbf{E})(r_1 v_1 + r_2 v_2) \]  

\[ = \sum_{i,j} \sum_{k<l} (r_1 v_1 + r_2 v_2)_i (a_k \times a_l)_j (r_1 v_1 + r_2 v_2)_j \]  

\[ = \sum_{k<l} [(r_1 v_1 + r_2 v_2) \cdot (a_i \times a_j)]^2 \]  

\[ = (r_1 + r_2) \left( [a_1 \cdot (a_2 \times a_3)]^2 + [a_1 \cdot (a_2 \times a_4)]^2 \right) \]  

(A14)

and

\[ n_A = \frac{r_1 v_1 + r_2 v_2}{|r_1 v_1 + r_2 v_2|}. \]  

(A15)
we obtain
\[ n_A \cdot (\chi(E)^{-1})n_A = \frac{r_1 + r_2}{|r_1v_1 + r_2v_2|^2} \left[ a_1 \cdot (a_2 \times a_3) \right]^2 + \frac{a_1 \cdot (a_2 \times a_4)^2}{\det \chi(E)} \]  
\tag{A16}

Similarly, we can show that
\[ n_A \cdot (\chi(E)^{-1})n_A = \frac{r_3 + r_4}{|r_3v_3 + r_4v_4|^2} \left[ a_3 \cdot (a_4 \times a_1) \right]^2 + \frac{a_3 \cdot (a_4 \times a_2)^2}{\det \chi(E)} \]  
\tag{A17}

Let us define
\[ X = \left[ a_1 \cdot (a_2 \times a_3) \right]^2 + \left[ a_1 \cdot (a_2 \times a_4) \right]^2 \]  
\[ Y = \left[ a_3 \cdot (a_4 \times a_1) \right]^2 + \left[ a_3 \cdot (a_4 \times a_2) \right]^2 \]  
\tag{A18}
\[ t = \frac{1}{\eta(r_1 + r_2)/(r_3 + r_4)} \]
\[ \frac{1}{\eta} \left( \frac{1}{r_1 + r_2} + \frac{1}{r_3 + r_4} \right) \]  
\[ = \frac{|r_1v_1 + r_2v_2|^2}{n_1 + n_2} + \frac{|r_3v_3 + r_4v_4|^2}{r_3 + r_4} \]  
\tag{A23}

\[ \chi_A = \frac{1}{n_A \cdot (\chi(E)^{-1})n_A} \Rightarrow \]  
\[ = \frac{1}{\eta(r_1 + r_2)/(r_3 + r_4)} \]
\[ = \frac{1}{\eta} \left( \frac{1}{r_1 + r_2} + \frac{1}{r_3 + r_4} \right) \]
\[ = \chi_A \]

which is our objective.
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