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Abstract: In this paper an adaptive fuzzy controller is proposed to solve the trajectory tracking problem of the inverted pendulum on a cart system. The designed algorithm is featured by not using any knowledge of the dynamic model and incorporating a full-state feedback. The stability of the closed-loop system is proven via the Lyapunov theory, and boundedness of the solutions is guaranteed. The proposed controller is heuristically tuned and its performance is tested via simulation and real-time experimentation. For this reason, a tuning method is investigated via evolutionary algorithms: particle swarm optimization, firefly algorithm and differential evolution in order to optimize the performance and verify which technique produces better results. First, a model-based simulation is carried out to improve the parameter tuning of the fuzzy systems, and then the results are transferred to real-time experiments. The optimization procedure is presented as well as the experimental results, which are also discussed.

Keywords: adaptive fuzzy control; Lyapunov stability; particle swarm optimization; firefly algorithm; differential evolution

1. Introduction

An inverted pendulum system is known as an underactuated mechanism, the main objective of which is to maintain in a vertical position a rod that rolls freely. Particularly, the inverted pendulum on a cart is composed by a rail on which the cart is mounted and has horizontal linear movement whereas the rod is attached to it. This is one of the most known inverted pendulum configurations and it is the plant under study of this work. Such a system is highly nonlinear, underactuated and it has an unstable equilibrium point, which makes it a pretty challenging exercise; for those reasons, it has become an important, well established and extensively studied problem in control theory.

Regarding inverted pendulums, several examples of applications can be found in sectors such as aerospace, biomechanics and transport. For example, in aerospace, active control of a rocket is required to keep it in an upside-down vertical position during takeoff. Here, the angle of inclination of the rocket is controlled by varying the angle of application of the thrust force, placed at the base of said rocket.

In biomechanics the inverted pendulum is frequently used to model walking bipeds, such as the humanoid robots. In biped robots, the support leg in contact with the ground is often modeled as an inverted pendulum, while the moving leg behaves like a pendulum that oscillates freely, suspended
from the hip of the humanoid. Finally, it can be seen that a Segway human transporter is an inverted pendulum, the control of which is based on sensory inputs of gyroscopes mounted at the base of the Segway and a computer control system that maintains the balance while people walk on the vehicle.

As well as the examples shown above, there are many others associated with the applications of inverted pendulums, among which are the stabilization of cranes, the stabilization of the balancing of ships and cars, the positioning of a satellite, etc. Therefore, a study of inverted pendulum systems is an excellent starting point for understanding problems in dynamics and nonlinear control.

Fuzzy adaptive techniques have been successfully applied to several control problems like in [1], where a fuzzy adaptive scheme is proposed to achieve the motion control objective of robot manipulators and it is implemented in a two degree of freedom robotic arm. Fundamentally, fuzzy adaptive control is a nonlinear scheme that uses fuzzy systems with adjustable parameters as function approximators, which compute the control law without necessarily having to incorporate the dynamic model of the plant [2]. This kind of controllers may be robust enough and can deal with high nonlinear effects or with dynamics of the plant that changes during a task execution. That means, fuzzy adaptive controllers can compensate diverse phenomena, such as uncertainties, unmodeled dynamics or unknown variation in the parameters of the plant. That is one of the motivations to tackle the control of the inverted pendulum system through a fuzzy adaptive algorithm.

There exists a wide frame of previous works for the control of the inverted pendulum problem, and several of them with fuzzy adaptive approaches. However, most of them address the problem as a second-order system based on feedback linearization, dealing only with the rod dynamics and leading to the presence of unstable zero dynamics (the cart dynamics). Consequently, this might conduct to undesired behavior of the cart or hindering the experimental implementation of the controllers (as stated in [3]). In [4] a fuzzy adaptive controller in combination with a sliding mode action is proposed for operation of an inverted pendulum. The fuzzy system compensates for the plant nonlinearities and forces the inverted pendulum to track a prescribed reference model. When matching with the model occurs, the pendulum is stabilized at an upright position and the cart should return to its zero position. In [5], an adaptive fuzzy algorithm is designed for the tracking of the cart and stabilization of the pendulum; nevertheless, a PD action had to be incorporated to deal with the states of the cart (position and velocity). The controller was successfully applied in experimentation but the stability of the overall closed-loop system is not studied and it is an open problem.

More recent efforts have been made to take into account the states of the cart in this kind of scheme. In [6] an adaptive PD-like fuzzy controller is used with a good performance but only simulation results are presented and the stability of the algorithm is not proven. In [7], the authors present the study of dynamic response of the inverted pendulum in terms of classical control theory. Theoretical and experimental results using LQR design are presented. In [8] motion equations of a linear inverted pendulum system, and classical and artificial intelligence adaptive control algorithms are designed and implemented for real-time control. Classic PID controller and PID fuzzy logic controller methods are used to control the system. However, the authors in [7,8] do not use evolutionary techniques, nor is a stability analysis is presented. In [9], the authors present the design of a fuzzy-evidential controller in order to realize the stability control of the planar inverted pendulum system. The authors do not present a stability analysis.

In this paper we propose an adaptive fuzzy controller with a full-state feedback, i.e., a feedback of the four states of the inverted pendulum system (positions and velocities of both, pendulum and cart). This algorithm is meant to solve the trajectory tracking of the cart and the stabilization of the pendulum at the unstable equilibrium (vertical position). The full-state feedback action is inspired in the work presented by [3], where the nominal dynamic model of the plant is used in the control equation and only the disturbances are monitored through an adaptive fuzzy system. However, the stability of the system in closed-loop with the total control law is not studied. Those are the main differences regarding this work since the algorithm proposed here does not use any knowledge of the dynamic model; the adaptive fuzzy systems estimate the plant dynamics. The stability of the total
control law and the adaptive fuzzy action together with the full-state feedback is proven through a classic adaptive system analysis [10] based on the Lyapunov theory. The latter guarantees that the solutions (positions and velocities of pendulum and cart) are bounded.

Another part of this paper deals with the application of evolutionary algorithms (EA), which are a subset of evolutionary computing and they can be considered as generic optimization metaheuristic algorithms. Most EA are based upon swarm intelligence or bio-inspired computation and they have been gaining wide interest and attention in the community of optimization since they have some advantages in comparison to classic (deterministic) algorithms. Some of those advantages are that EA can address a problem even in the presence of discontinuities in the objective function and they can find optimal or near optimal solutions in big multi-dimensional search spaces with no dependence of the initial guess [11].

Applications of EA have been done mainly in engineering problems. Particularly in control engineering, there exists a vast literature mainly used for tuning parameters in control equations. In [12] the authors propose the use of the differential evolution (DE) algorithm with fuzzy logic for parameter adaptation in the optimal design of fuzzy controllers for nonlinear plants. The DE algorithm is enhanced using Type-1 and Interval Type-2 fuzzy systems for achieving dynamic adaptation of the mutation parameter. Four control optimization problems in which the DE algorithm optimizes the membership functions of the fuzzy controllers are presented. In [13] a variant of the firefly algorithm (FFA) is presented as a tuning method to obtain, in simulation, the gains of a PID controller, which is implemented for a linear model of an automatic voltage regulator. In fuzzy control, there have been also works on the applications of EA to adjust the fuzzy systems used; for instance, in [14] the optimization of a sectorial Mamdani-type fuzzy controller for a two degrees of freedom robot is reported. Particle swarm optimization (PSO) is employed to adjust the centers and standard deviations of the input and output membership functions; scopes of research are limited to simulation. In [15] a method for “optimal design” of an interval type-2 fuzzy control is presented. The control law is applied to a linear plant in simulation. The centers and standard deviations of the upper type-2 membership functions are adjusted in a restricted footprint of uncertainty, limiting in that way the search space of the optimization problem. The human evolutionary algorithm is used and three different objective functions are proposed. In [16], a combination of approximate feedback linearization and sliding mode control approaches is applied to stabilize a fourth-order under-actuated nonlinear inverted pendulum system. A new version of PSO is implemented. The obtained results are illustrated in simulation and do not show a stability analysis. In [17], an approach for automating and facilitating the inverted cart-pendulum (ICP) control in one step is proposed. A holistic optimization is performed by a simplified Ant Colony Optimization method with a constrained Nelder–Mead algorithm (ACO-NM). Simulation results on an ICP nonlinear model show that ACO-NM in the holistic approach is effective compared to other algorithms. Stability analysis is not proven and no real-time experiments are presented.

In sum, our contributions can be described as follows:

- The proposed algorithm does not use any knowledge of the plant. Unlike previous works, a formal stability analysis of the closed-loop system is proven via Lyapunov theory and therefore, boundedness of the solutions (position and velocity of the pendulum on a cart) is guaranteed.
- A comparison among several evolutionary techniques are carried out in simulation, and then successfully exported to real-time experiments without any change in the optimized membership functions; only the gains of the controller were tuned again.

This paper is organized as follows: In Section 2, the modeling of the inverted pendulum on a cart system is described, as well as a brief explanation of the fuzzy systems considered. A review of the evolutionary algorithms PSO, DE and FFA used in order to optimize the performance of the adaptive fuzzy controller is also presented. In addition, the proposed controller design is derived and the stability analysis is developed. In Section 3, control and optimization results are presented. Finally, Section 4 concludes about some contributions of the proposed control strategy.
2. Methodology

2.1. Dynamics of the Inverted Pendulum System

Modeling of the inverted pendulum on a cart can be computed considering its free body diagram, which is shown in Figure 1.

![Figure 1. Schematics of the inverted pendulum on a cart.](image)

Where the states of the system are

\[ x = \text{cart position [m]} \]
\[ \dot{x} = \text{cart velocity [m/s]} \]
\[ \theta = \text{angular position of the pendulum [rad]} \]
\[ \dot{\theta} = \text{angular velocity of the pendulum [rad/s]} \]

which can be collected in the vector \( x = \begin{bmatrix} \theta & \dot{\theta} & x & \dot{x} \end{bmatrix}^T \). On the other hand, \( M \) [kg] is the mass of the cart, \( m \) [kg] is the mass of the pendulum, \( l \) [m] is the length to the center of mass of the pendulum, \( u \) [N] is the control input and \( g \) [m/s²] is the gravity acceleration. Then, the dynamic model of this system can be computed from motion equations of Lagrange as suggested in [18], and it can be presented in a nonlinear state space equation as

\[
\frac{d}{dt} \begin{bmatrix} \theta \\ \dot{\theta} \\ x \\ \dot{x} \end{bmatrix} = \begin{bmatrix} \dot{\theta} \\ f_1(x) + g_1(x)u \\ \dot{x} \\ f_2(x) + g_2(x)u \end{bmatrix}
\]

with

\[
f_1(x) = \Delta(-\gamma^2 \theta^2 \sin \theta \cos \theta - a \dot{\theta} \sin \theta)
\]
\[
f_2(x) = \Delta(\gamma \dot{\theta}^2 \sin \theta + \gamma \dot{\theta} \sin \theta \cos \theta)
\]
\[
g_1(x) = -\Delta \gamma \cos \theta
\]
\[
g_2(x) = \Delta \dot{\theta}
\]
where \( \alpha = m + M, \beta = ml^2 + l, \gamma = ml, \delta = -mgl, \Delta = 1/(a\beta - \gamma^2 \cos^2 \theta) \) have been used to simplify the representation, and \( I \) is the moment of inertia.

Now, by using the approach given in [3], the fourth-order system (1) is put in function of the actuated state and the unactuated state by selecting a suitable output \( y \) as

\[
y = L\theta + x
\]

where \( L \) is a design constant. The new states in function of the actuated and unactuated outputs are given by

\[
\frac{d}{dt} \begin{bmatrix} y \\ \dot{y} \end{bmatrix} = \begin{bmatrix} \dot{y} \\ F(x) + G(x)u \end{bmatrix}
\]

where

\[
F(x) = Lf_1(x) + f_2(x) \\
G(x) = Lg_1(x) + g_2(x)
\]

A system modeled by (3) is to be used to represent the dynamics of the inverted pendulum on a cart and it is the objective plant to control in the following sections. It is important to note that this mathematical model is only required for simulations and not for the real-time implementation.

### 2.2. Fuzzy Systems Description

In this section, a concise explanation of the fuzzy systems considered in this paper is presented, which perform a mapping from \( U \subset \mathbb{R}^2 \) to \( V \subset \mathbb{R} \). Also we recall an outstanding result in function approximation of fuzzy systems.

Consider the fuzzy systems \( \hat{f}_i \) and \( \hat{g}_i \) (\( i = 1, 2 \)) for the case of two inputs \( \phi_{ij} \) (\( j = 1, 2 \)), i.e., \( \hat{f}_i(\phi_{1i}, \phi_{2i}) \) and \( \hat{g}_i(\phi_{1i}, \phi_{2i}) \), where \( \begin{bmatrix} \phi_{1i} & \phi_{2i} \end{bmatrix} \in U_{fi} \subset \mathbb{R}^2 \) and \( \begin{bmatrix} \phi_{1i} & \phi_{2i} \end{bmatrix} \in U_{gi} \subset \mathbb{R}^2 \), and one output \( \hat{z}_{fi} \in V_{fi} \subset \mathbb{R} \) and \( \hat{z}_{gi} \in V_{gi} \subset \mathbb{R} \) respectively. Each input variable \( \phi_{ij} \) is defined by \( p_{ij} \) fuzzy sets \( A_{ij}^{l_1} \) \( (l_1 = 1, 2, \cdots, p_{ij}) \), each one of them characterized by a membership function \( \mu_{A_{ij}^{l_1}}(\phi_{ij}) \), and each one of the output membership functions \( \hat{z}_{fi} \) \( \hat{z}_{gi} \) is corresponded by a singleton function type.

Such systems \( \hat{f}_i \) and \( \hat{g}_i \) are constructed from the set of \( \prod_{j=1}^{p_{ij}} p_{ij} \) fuzzy IF-THEN rules in the forms

\[\text{IF } \phi_{1i} \text{ is } A_{ij}^{l_1} \text{ AND } \phi_{2i} \text{ is } A_{ij}^{l_2} \text{ THEN } \hat{f}_i \text{ is } \hat{z}_{fi} \]

\[\text{IF } \phi_{1i} \text{ is } A_{ij}^{l_1} \text{ AND } \phi_{2i} \text{ is } A_{ij}^{l_2} \text{ THEN } \hat{g}_i \text{ is } \hat{z}_{gi} \]

Moreover, if specifically product inference engine and center average defuzzifier are employed, the fuzzy system \( \hat{f}_i(\phi_{1i}, \phi_{2i}) \) can be represented as

\[
\hat{f}_i = \frac{\sum_{l_1=1}^{p_{f1}} \sum_{l_2=1}^{p_{f2}} \hat{z}_{fi}^{l_1l_2} \left( \prod_{j=1}^{p_{ij}} \mu_{A_{ij}^{l_j}}(\phi_{ij}) \right)}{\sum_{l_1=1}^{p_{f1}} \sum_{l_2=1}^{p_{f2}} \left( \prod_{j=1}^{p_{ij}} \mu_{A_{ij}^{l_j}}(\phi_{ij}) \right)}.
\]

and \( \hat{g}_i(\phi_{1i}, \phi_{2i}) \) as

\[
\hat{g}_i = \frac{\sum_{l_1=1}^{p_{g1}} \sum_{l_2=1}^{p_{g2}} \hat{z}_{gi}^{l_1l_2} \left( \prod_{j=1}^{p_{ij}} \mu_{A_{ij}^{l_j}}(\phi_{ij}) \right)}{\sum_{l_1=1}^{p_{g1}} \sum_{l_2=1}^{p_{g2}} \left( \prod_{j=1}^{p_{ij}} \mu_{A_{ij}^{l_j}}(\phi_{ij}) \right)}.
\]
Let $\xi_{i1}^{11 \cdots 2}$ be the free parameters or adjustable parameters, which can be collected into a vector $\theta_i \in \mathbb{R}^{[11 \cdots 2]}$, i.e.,

$$\theta_i = \left[ \begin{array}{c} \xi_{i1}^{11} \\ \vdots \\ \xi_{i1}^{p1 \cdots p2} \end{array} \right]$$

then (6) and (7) can be rewritten respectively as

$$\hat{f}_i(\phi_{11}, \phi_{12}) = \theta_i^T \xi_i(\phi_{11}, \phi_{12})$$

$$\hat{g}_i(\phi_{11}, \phi_{12}) = \theta_i^T \eta_i(\phi_{11}, \phi_{12})$$

where $\xi_i = \left[ \begin{array}{c} \xi_{i1}^{11} \\ \vdots \\ \xi_{i1}^{p1 \cdots p2} \end{array} \right] \in \mathbb{R}^{[11 \cdots 2]}$ and $\eta_i = \left[ \begin{array}{c} \eta_{i1}^{11} \\ \vdots \\ \eta_{i1}^{p1 \cdots p2} \end{array} \right] \in \mathbb{R}^{[11 \cdots 2]}$ are the regressor vectors of which the $l_{i1}^{11 \cdots 2}$-th elements (in function of $\phi_{11}, \phi_{12}$) are given respectively by

$$\xi_{i1}^{11 \cdots 2} = \frac{\prod_{j=1}^{p2} \mu_{A_{ij}}(\phi_{ij})}{\sum_{i=1}^{p2} \sum_{j=1}^{p2} \left( \prod_{j=1}^{p2} \mu_{A_{ij}}(\phi_{ij}) \right)}$$

$$\eta_{i1}^{11 \cdots 2} = \frac{\prod_{j=1}^{p2} \mu_{A_{ij}}(\phi_{ij})}{\sum_{i=1}^{p2} \sum_{j=1}^{p2} \left( \prod_{j=1}^{p2} \mu_{A_{ij}}(\phi_{ij}) \right)}$$

By using the result obtained in [2], it follows that for any given real continuous function $f(\phi)$ defined on a compact set $U \subset \mathbb{R}^n$, and with arbitrary $\epsilon_f > 0$, there exists a fuzzy system (6) such that

$$\sup_{\phi \in U} |f(\phi) - \hat{f}(\phi)| < \epsilon_f.$$  

### 2.3. Evolutionary Algorithms for Optimization

In this section we provide a brief review of the algorithms used to solve the performance improvement problem previously stated. Key components, structure and terminology of every algorithm are presented. These concepts and theory have been extracted from [11], where further information about evolutionary algorithms is available.

#### 2.3.1. Particle Swarm Optimization—PSO

PSO was introduced by [19] and several variants that extend the standard PSO have been developed since then. One of the most noteworthy improvements is the use of an inertia function, which is equivalent to introduce a virtual mass to stabilize the search and improve the convergence of the algorithm. PSO with inertia function was proposed in [20] and further studied in [21]; such a variant is used in this research and its description is the following.

PSO searches in the space of an objective function by adjusting the trajectories of individual agents called particles. The movement of each particle is composed by two main components: a stochastic and a deterministic component, in which every particle is attracted to both: the position of the current global best $g^*$ and to its own best position in history $x_i^*$, while at the same time it has a tendency to move randomly. The set or array of particles is known as a swarm. Now, we analyze the algorithm itself.

Let $x_i(t) \in \mathbb{R}^d$ i.e., $x_i(t) = [x_{i1} \cdots x_{id}]^T$, be the position vector and $v_i(t) \in \mathbb{R}^d$ i.e., $v_i(t) = [v_{i1} \cdots v_{id}]^T$ the velocity vector of a particle $i$ respectively, where $d$ is the dimension of the search space. Then, the new velocity is determined by

$$v_i(t + 1) = \theta_M v_i(t) + \alpha_p \varepsilon_1 (g^* - x_i(t)) + \beta_p \varepsilon_2 (x_i^* - x_i(t))$$

(11)
where, $\epsilon_1$ and $\epsilon_2$ are two random numbers that take values between 0 and 1. Parameters $\alpha_P$ and $\beta_P$ are the learning parameters or acceleration constants which typically take approximate values of 2, for example, $\alpha_P \approx \beta_P \approx 2$. $\theta_M(t)$ is the inertia function and takes values between 0 and 1. In the most simple case the inertia function can be considered as a constant, i.e., $\theta_M(t) = \theta_M$, and typically $\theta_M \approx 0.5 \sim 0.9$ is used.

On the other hand, the new position of particle $i$ is updated by

$$x_i(t+1) = x_i(t) + v_i(t+1)$$

(12)

The fundamental steps of the PSO algorithm can be summarized as it is shown in Figure 2.

![Flowchart of the particle swarm optimization (PSO) process.](image)

**Figure 2.** Flowchart of the particle swarm optimization (PSO) process.

### 2.3.2. Differential Evolution—DE

It was developed in [22] and further studied in [23]. It is a vector-based metaheuristic algorithm with explicit crossover and mutation equations. DE is based on a population of $n$ size where each individual is represented by a vector $x_i(t) \in \mathbb{R}^d$ for $i = 1, 2, \cdots, n$ in the $d$-dimensional search space, i.e.,

$$x_i(t) = [x_{i1} \cdots x_{id}]^T$$

Every element of the vector $x_i$ is called a chromosome or genome.

In this paper we used a DE variant in which the mutation scheme uses the best current solution and two difference vectors, and in which the crossover scheme is the binomial. Such variant is known as DE/Best/2/Bin and its description is given as follows.

The mutation process generates a so-called donor vector, which is given by

$$v_i(t+1) = x_b(t) + F_1(x_q(t) - x_r(t)) + F_2(x_1 - x_2)$$

(13)
where $x_b$ is the best current solution, $x_q$ and $x_r$ are two distinct vectors selected randomly from the population, $x_1$ and $x_2$ are two vectors of dimension $d$, the elements of which are generated from a Gaussian distribution or uniform distribution with values between 0 and 1. $F_1$ is a constant parameter often referred to as differential weight and $F_2 \in \mathbb{R}^{d \times d}$ is a diagonal matrix in which the elements are positive constants that act as scaling factors. Note that the last two terms in the right-hand side of (13) are the two difference vectors mentioned above.

On the other hand, the crossover stage produces a vector $u_i$ and is controlled by the crossover parameter $C_r \in [0, 1]$, which controls the rate or probability for crossover. In the binomial scheme two different numbers must be generated: a uniformly distributed random number $r_i \in [0, 1]$ and index $J_{ri} \in \{1, 2, \cdots, d\}$ computed randomly by permutation. Then every entry of vector $u_i$ is obtained by

$$u_{ij}(t + 1) = \begin{cases} v_{ij}(t) & \text{if } r_i \leq C_r \text{ or } j = J_{ri} \\ x_{ij}(t) & \text{if } r_i > C_r \text{ and } j \neq J_{ri} \end{cases} \tag{14}$$

Finally, in the selection process, the fittest individual is chosen, i.e., the individual who got a better value for the objective function. For a minimization approach the fittest individual is the one who obtained the lowest value when evaluated for the objective function; this can be mathematically expressed by

$$x_i(t + 1) = \begin{cases} u_i(t + 1) & \text{if } f(u_i(t + 1)) \leq f(x_i(t)) \\ x_i(t) & \text{if } f(u_i(t + 1)) > f(x_i(t)) \end{cases} \tag{15}$$

Components of the DE algorithm used here can be seen schematically in Figure 3.

![Figure 3. Flowchart of the differential evolution (DE) process.](image-url)
2.3.3. Firefly Algorithms—FFA

FFA was first developed and published in [24] and is based upon the flashing patterns and behavior of fireflies. In this algorithm the position of a firefly is referred by a vector \( x \) of dimension \( d \), which evaluates the objective function \( f(x) \), \( x = [x_1 \cdots x_d]^T \).

The absolute attractiveness or long distance attraction of a firefly \( i \) is equal to its brightness \( B_i \) which is determined by the objective function. For the minimization problem, the brightest firefly, and therefore the firefly with the most absolute attractiveness, is the one that gets the lowest value of the objective function. In this minimization approach the brightness (absolute attractiveness) of a firefly \( i \) can be determined by

\[
B_i = \frac{1}{f(x_i)}.
\]  

(16)

In the FFA process, for any two fireflies, the less brighter one (the firefly with less absolute attractiveness) will move toward the brighter one (the firefly with more absolute attractiveness). Nevertheless this movement is governed by the local attraction or relative attractiveness between two fireflies, which decreases as distance between those two fireflies increases.

Relative attractiveness can be defined as the brightness of a firefly \( i \) seen by a firefly \( j \), which is expressed by

\[
\beta_F = \beta_0 e^{-\gamma_F r_{ij}^2}
\]  

(17)

where \( \gamma_F > 0 \) is a light absorption coefficient, \( \beta_0 > 0 \) is an attractiveness for \( r_{ij} = 0 \), and \( r_{ij} \) is the distance between any two fireflies \( i, j \) which is defined as

\[
r_{ij} = \|x_i - x_j\| = \left\{ \sum_{k=1}^{d} (x_{ik} - x_{jk})^2 \right\}
\]  

(18)

where \( x_{(\cdot)k} \) is the \( k \)-th element of firefly \( x_{(\cdot)} \). On the other hand, the movement of a firefly \( i \) attracted toward another firefly \( j \) with more absolute attractiveness is determined by

\[
x_i(t+1) = x_i(t) + \beta_0 e^{-\gamma_F r_{ij}^2} (x_j(t) - x_i(t)) + \alpha_0 e^{-\eta_F t} \epsilon_i(t)
\]  

(19)

The second term in the right-hand side of (19) stands for the relative attractiveness; the third term is a randomness action where \( \alpha_0 \in \mathbb{R}^{d \times d} \) is a diagonal matrix in which the positive elements are considered as scaling factors, while \( \eta_F > 0 \) is an attenuation constant and \( \epsilon_i(t) \) is a vector of which the entries are random numbers drawn by a uniform distribution or a Gaussian distribution in the bounds [0, 1].

Here the output of the algorithm or the final result is the brightest firefly when the finalization criterion is met.

The fundamental steps of FFA are summarized as shown in Figure 4.
2.4. Proposed Controller Design

The control objective for the inverted pendulum system, in this paper, is defined as the stabilization of the pendulum at its upwards vertical position (unstable equilibrium), while the cart follows a given reference trajectory. In the following, the dynamics of the system in function of a defined error is presented, then the proposed full-state feedback adaptive fuzzy controller is described and its stability is proven.

2.4.1. Controller Design

Let us define the generalized error vector as

\[ e = \begin{bmatrix} \ddot{y} \\ \dot{y} \end{bmatrix}^T, \tag{20} \]

where \( \ddot{y} = y_d - y \) is the generalized error, with \( y_d \) being the desired output which is given by (2), i.e., \( y_d = L\theta_d + x_d \), where \( \theta_d \) and \( x_d \) are the desired position of the pendulum and the desired trajectory of the cart respectively. By combining Equations (3) and (20) we get

\[ \dot{e} = \frac{d}{dt} \begin{bmatrix} y \\ \dot{y} \end{bmatrix} = \begin{bmatrix} y_d \\ -F(x) - G(x)u + \ddot{y} \end{bmatrix} \]
which can be considered as the error dynamics. Now to fulfill the control objective we designed a controller $u$ such that the plant (21) follows accurately the desired output $y_d$, or in other words to keep the error $\hat{y}$ bounded. The proposed control law is given by

$$u = \frac{1}{G}[-\hat{F} + k^T e + \hat{y}_d] + k_d^T \hat{x} \quad (22)$$

where $\hat{F} = L \hat{f}_1(\theta, \dot{\theta} | \theta_{f1}) + \hat{f}_2(x, \dot{x} | \theta_{f2})$ and $\hat{G} = L \hat{g}_1(\theta, \dot{\theta} | \theta_{g1}) + \hat{g}_2(x, \dot{x} | \theta_{g2})$ are the adaptive fuzzy actions which estimate $F(x)$ and $G(x)$ respectively, and

$$k = \begin{bmatrix} k_1 & k_2 \end{bmatrix}^T, \quad k_d = \begin{bmatrix} k_{d1} & k_{d2} & k_{d3} & k_{d4} \end{bmatrix}^T, \quad \hat{x} = \begin{bmatrix} \theta & \dot{\theta} & x_d - x & \dot{x}_d - \dot{x} \end{bmatrix}^T$$

where $k_1, k_2$ are positive constants and $k_{di}$ for $i = 1, \cdots, 4$, are suitable feedback control gains.

The adaptive fuzzy systems $\hat{f}_1(\theta, \dot{\theta} | \theta_{f1}), \hat{f}_2(x, \dot{x} | \theta_{f2}), \hat{g}_1(\theta, \dot{\theta} | \theta_{g1})$, and $\hat{g}_2(x, \dot{x} | \theta_{g2})$ are constructed as those described by (6) and (7) and may be expressed as in (8) and (9), i.e.,

$$\hat{f}_1(\theta, \dot{\theta} | \theta_{f1}) = \xi_1^T \theta_{f1}, \quad \hat{f}_2(x, \dot{x} | \theta_{f2}) = \xi_2^T \theta_{f2}$$
$$\hat{g}_1(\theta, \dot{\theta} | \theta_{g1}) = \eta_1^T \theta_{g1}, \quad \hat{g}_2(x, \dot{x} | \theta_{g2}) = \eta_2^T \theta_{g2}$$

On the other hand, the adaptive laws used to update the free parameters were designed as

$$\dot{\theta}_{f1} = -\gamma_1 Le^T P b \xi_1(\theta, \dot{\theta}) \quad (23)$$
$$\dot{\theta}_{f2} = -\gamma_2 e^T P b \xi_2(x, \dot{x}) \quad (24)$$
$$\dot{\theta}_{g1} = -\gamma_3 Le^T P b \eta_1(\theta, \dot{\theta}) u \quad (25)$$
$$\dot{\theta}_{g2} = -\gamma_4 e^T P b \eta_2(x, \dot{x}) u \quad (26)$$

where $P$ and $b$ are defined further on in (33) and (28) respectively.

The block diagram of the proposed controller is shown in Figure 5. The closed-loop equation is gotten by substituting control law (22) into system (21) and under some manipulations it can be expressed as

$$\dot{e} = \left(\hat{F} - F\right) + \left(\hat{G} - G\right)u - k^T e - \hat{C}k_d^T \hat{x}$$

or also, it may be written into the vector form

$$\dot{e} = A e + b \left(\hat{F} - F\right) + \left(\hat{G} - G\right)u - \hat{C}k_d^T \hat{x} \quad (27)$$

where

$$A = \begin{bmatrix} 0 & 1 \\ -k_1 & -k_2 \end{bmatrix}, \quad b = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \quad (28)$$
2.4.2. Stability Analysis

Let \( \theta^*_f \in \mathbb{R}^{\prod_{j=1}^{p_f} p_j} \) and \( \theta^*_g \in \mathbb{R}^{\prod_{j=1}^{p_g} p_j} \) \( (i = 1, 2) \) be the vector of optimal parameters such that the fuzzy systems

\[
\hat{f}_1^*(\theta, \dot{\theta} | \theta_{f1}^*) = \xi_1^T \theta^*_f, \quad \hat{f}_2(x, \dot{x} | \theta_{f2}^*) = \xi_2^T \theta^*_f \\
\hat{g}_1^*(\theta, \dot{\theta} | \theta_{g1}^*) = \eta_1^T \theta^*_g, \quad \hat{g}_2(x, \dot{x} | \theta_{g2}^*) = \eta_2^T \theta^*_g
\]

are the best approximators of their corresponding nominal functions \( f_1, f_2, g_1 \) and \( g_2 \). Then, we define the minimum approximation error as

\[
w = [\hat{F}^* - F] + [\hat{G}^* - G]u + [G - \hat{G}]k_d^T \tilde{x}
\]

where \( \hat{F}^* = L \hat{f}_1^*(\theta, \dot{\theta} | \theta_{f1}^*) + \hat{f}_2(x, \dot{x} | \theta_{f2}^*) \) and \( \hat{G}^* = L \hat{g}_1^*(\theta, \dot{\theta} | \theta_{g1}^*) + \hat{g}_2(x, \dot{x} | \theta_{g2}^*) \). By using \( w \) we can now express (27) as

\[
\dot{e} = Ae + b[L(\hat{f}_1 - \hat{f}_1^*) + (\hat{f}_2 - \hat{f}_2^*) + L(\hat{g}_1 - \hat{g}_1^*)] \\
+ (\hat{g}_2 - \hat{g}_2^*) - Gk_d^T \tilde{x} + w
\]

(29)

or well

\[
\dot{e} = Ae + b \left[ L(\xi_1^T \theta_{f1} - \xi_1^T \theta_{f1}^*) \\
+ (\xi_2^T \theta_{f2} - \xi_2^T \theta_{f2}^*)\right] \\
+ L(\eta_1^T \theta_{g1} - \eta_1^T \theta_{g1}^*) + L(\eta_2^T \theta_{g2} - \eta_2^T \theta_{g2}^*) - Gk_d^T \tilde{x} + w
\]

(30)

Finally, let us define

\[
\dot{\theta} = \begin{bmatrix} \dot{\theta}_{f1} & \dot{\theta}_{f2} & \dot{\theta}_{g1} & \dot{\theta}_{g2} \end{bmatrix}^T
\]

(31)
where every element $\tilde{\theta}(\cdot) = \theta(\cdot) - \theta'_{\cdot}$. Then, by considering these elements into (30), we can obtain a closed-loop dynamic equation given by

$$
\dot{e} = Ae + b[L\xi_1^T \tilde{\theta}_{f_1} + \xi_2^T \tilde{\theta}_{f_2} + L\eta_1^T \tilde{\theta}_{g_1} + \eta_2^T \tilde{\theta}_{g_2} - Gk_d^T \tilde{x} + w]
$$

which specifies explicitly the relationship between the generalized error $e$ and the fuzzy parameters estimation error $\tilde{\theta}$.

In order to achieve the analysis of boundedness of the solutions, the following Lyapunov function candidate is proposed

$$
V(e, \tilde{\theta}) = \frac{1}{2} e^T Pe + \frac{1}{2} \tilde{\theta}^T \Gamma^{-1} \tilde{\theta}
$$

which is globally positive definite and radially unbounded since $\Gamma \in \mathbb{R}^{4 \times 4}$ is a diagonal matrix of which non-zero elements $\gamma_k$ ($k = 1, \cdots, 4$) are positive constants also known as adaptive gains, $P \in \mathbb{R}^{2 \times 2}$ is a positive definite matrix.

Then, the time derivative of $V(e, \tilde{\theta})$ along of the solution trajectories of the closed-loop system (32) results in

$$
\dot{V}(e, \tilde{\theta}) = \frac{1}{2} e^T P \dot{e} + \frac{1}{2} e^T Pe + \tilde{\theta}^T \Gamma^{-1} \dot{\tilde{\theta}}
$$

$$
\dot{V}(e, \tilde{\theta}) = \frac{1}{2} e^T [A^T P + PA]e + e^T Pb w - e^T Pbg(x)k_d^T \tilde{x}
$$

$$
+ \tilde{\theta}^T_{f_1} \left[ \frac{1}{\gamma_1} \tilde{\theta}_{f_1} + L e^T Pb \xi_1 \right] + \tilde{\theta}^T_{f_2} \left[ \frac{1}{\gamma_2} \tilde{\theta}_{f_2} + e^T Pb \xi_2 \right]
$$

$$
+ \tilde{\theta}^T_{g_1} \left[ \frac{1}{\gamma_3} \tilde{\theta}_{g_1} + L e^T Pb \eta_1 u \right] + \tilde{\theta}^T_{g_2} \left[ \frac{1}{\gamma_4} \tilde{\theta}_{g_2} + e^T Pb \eta_2 u \right]
$$

$$
\dot{V}(e, \tilde{\theta}) = -\frac{1}{2} e^T Qe + e^T Pb w - e^T Pbg(x)k_d^T \tilde{x}
$$

$$
+ \tilde{\theta}^T_{f_1} \left[ \frac{1}{\gamma_1} \tilde{\theta}_{f_1} + L e^T Pb \xi_1 \right] + \tilde{\theta}^T_{f_2} \left[ \frac{1}{\gamma_2} \tilde{\theta}_{f_2} + e^T Pb \xi_2 \right]
$$

$$
+ \tilde{\theta}^T_{g_1} \left[ \frac{1}{\gamma_3} \tilde{\theta}_{g_1} + L e^T Pb \eta_1 u \right] + \tilde{\theta}^T_{g_2} \left[ \frac{1}{\gamma_4} \tilde{\theta}_{g_2} + e^T Pb \eta_2 u \right]
$$

where $-Q = A^T P + PA$. By using (31), the fact that $\dot{\theta}(\cdot) = \dot{\theta}(\cdot)$, and considering the given adaptive laws (23)–(26), we have that

$$
V(e, \theta) = -\frac{1}{2} e^T Qe + e^T Pb w - G(x)e^T Pbk_d^T \tilde{x}
$$

(34)

For the sake of determining the definiteness of $V(e, \tilde{\theta})$ we first examine a property of $G(x)$ which from the dynamic model of the inverted pendulum can be written as

$$
G(x) = \Delta(I + \kappa)
$$
\[ \Delta = 1 / \left( m^2 l^2 + \lambda - m^2 l^2 \cos^2 \theta \right) \quad (35) \]

for \( \lambda = ml + mMI^2 + MI \) and \( \kappa = ml^2 - mLL \cos \theta \). It may be noted that \( \Delta > 0 \ \forall \ \theta \in \mathbb{R} \); since \( 0 \leq \cos^2 \theta \leq 1 \) it is evident that

\[ m^2 l^2 \geq m^2 l^2 \cos \theta \]

and hence the denominator of \( \Delta \) in (35) is always greater than \( \lambda \) which is an addition of positive values.

Now we examine the term \( \kappa \). For nonpositive values of \( \cos \theta \) we have that

\[ \kappa = ml^2 - L ml \cos \theta > 0 \]

On the other hand, for positive values of \( \cos \theta \), \( \kappa \) bounds the following expression: \( \kappa \geq ml^2 - mLL \), then by selecting the design parameter

\[ L \leq l \quad (36) \]

we guarantee that \( \kappa \geq ml^2 - mLL \geq 0 \ \forall \ \theta \in \mathbb{R} \), which implies also that

\[ G(x) \geq 0 \ \forall \ \theta \in \mathbb{R} \quad (37) \]

Now we examine the third term of the right-hand side of (34). Note that the control objective implies \( \theta_d = 0 \), then \( \tilde{y} = x_d - x - L \theta \) and therefore \( e^T Pbk_d^T \tilde{x} \) can be expressed as

\[ \tilde{x}^T M \tilde{x} \quad (38) \]

where \( M \in \mathbb{R}^{4 \times 4} \) is given by

\[ M = \begin{bmatrix} -L & 0 & 1 & 0 \\ 0 & -L & 0 & 1 \end{bmatrix} \begin{bmatrix} b_1^T \\ b_2^T \end{bmatrix} \]

Let us define

\[ B = \frac{M + M^T}{2} \]

Then, \( M \) is a positive semidefinite, i.e., \( M \geq 0 \) if and only if all principal minors \( \Delta_i (i = 1, \cdots, 4) \) of \( B \) are nonnegative [25]. Principal minors of \( B \) are the followings:

\[ \Delta_1 = \det[b_{11}] = -Lk_{d1}p_{12}, \]

and by selecting \( k_{d1} < 0 \) we have that \( \Delta_1 > 0 \). The second principal minor is computed as

\[ \Delta_2 = \frac{-L^2k_{d1}^2p_{22}^2}{4} + \frac{L^2k_{d1}k_{d2}p_{12}p_{22}}{2} - \frac{L^2k_{d2}^2p_{12}^2}{4}. \]

Then selecting \( k_{d2} < 0 \) and \( k_{d1}p_{22} = k_{d2}p_{12} \) we ensure that \( \Delta_2 = 0 \). Finally we have that

\[ \Delta_3 = 0 \]

and

\[ \Delta_4 = 0. \]

Under above considerations it may be concluded that

\[ e^T Pbk_d^T \tilde{x} = \tilde{x}^T M \tilde{x} \geq 0 \quad (39) \]
By combining results (37) and (39) it is achieved that
\[-G(x)e^TPbk_d^T \hat{x} \leq 0 \quad (40)\]

Next, the Rayleigh–Ritz Theorem is invoked to bound the first term on the right-hand side of (34) as
\[-e^TQe \leq -\lambda_m \{Q\} \|e\|^2 \quad (41)\]
where \(\lambda_m \{Q\}\) denotes the smallest eigenvalue of \(Q\).

So, by using (41) in conjunction with (40) allows us to get an upper-bound of \(\dot{V}(e, \hat{\theta})\) (see Equation (34)) given by
\[\dot{V}(e, \hat{\theta}) \leq -\lambda_m \{Q\} \|e\|^2 + e^TPbw \quad (42)\]

The expression given in (42) can be rearranged as follows:
\[\dot{V}(e, \hat{\theta}) \leq -\left[\lambda_m \{Q\} - \frac{1}{2}\right] \|e\|^2 + \frac{1}{2} \|Pbw\|^2 \]
which can be simplified as
\[\dot{V}(e, \hat{\theta}) \leq -\left[\lambda_m \{Q\} - \frac{1}{2}\right] \|e\|^2 + \frac{1}{2} \|Pbw\|^2 \quad (43)\]

By recalling the outstanding result from [2] (Theorem 9.1, p. 124) we can tune the fuzzy systems to make the minimum approximation error \(w\) small enough such that \(\|Pbw\| < \delta\) with \(\delta > 0\) as an arbitrarily small constant. Hence, by stability theory of perturbed systems (see, e.g., [26] Lemma 9.3, pp. 348–349) and selecting \(\lambda_m \{Q\} > \frac{1}{2}\) is possible to conclude that \(e\) and \(\hat{\theta}\) are uniformly bounded, and \(e\) is uniform ultimately bounded.

Then, we have that the states of the closed-loop system, that is to say, the generalized error and the fuzzy parameters estimation error, are bounded [27] in the sense that \(\sup_{t \geq 0} \|e\| < \infty\) and \(\sup_{t \geq 0} \|\hat{\theta}\| < \infty\), i.e., \(e \in L^2_\infty\) and \(\hat{\theta} \in L^2_\infty(\sum_{i=1}^n \Pi_1^{P_i})\).

Furthermore by integrating both sides of (43) and selecting \(\lambda_m \{Q\} > \frac{1}{2}\) we have
\[
\int_0^t \|e(\tau)\|^2 d\tau \leq \frac{1}{2[\lambda_m \{Q\} - \frac{1}{2}]} \int_0^t \|Pbw(\tau)\|^2 d\tau \\
+ \frac{V_0}{\lambda_m \{Q\} - \frac{1}{2}}
\]
(44)
where \(V_0 := V(e(0), \hat{\theta}(0))\). If \(w\) is square integrable, then \(e\) is also square integrable, and from (32) follows that \(\hat{e}\) is also bounded; then from Barbalat Lemma we can conclude that \(\lim_{t \to \infty} e = 0\).

In order to assure \(\hat{G}\) in (22) is different from zero, we require that \(\|\hat{\theta}_2\| := \|\hat{\theta}_{g1}^T, \hat{\theta}_{g2}^T\|\) be bounded from below by a positive constant \(\epsilon > 0\). Towards this end we have used a projection modification for (25) and (26) given by [2]:

Whenever an element of \(\hat{\theta}_{g1}\) or \(\hat{\theta}_{g2}\) equals \(\epsilon\), use
\[
\hat{\theta}_{g1} = \begin{cases} 
-\gamma_3 Le^TPb\eta_1 u & \text{if } e^TPb\eta_1 u < 0 \\
0 & \text{if } e^TPb\eta_1 u \geq 0 
\end{cases}
\]
or

$$
\dot{\theta}_{g_2} = \begin{cases} 
-\gamma_4 e^T P b_2 u & \text{if } e^T P b_2 u < 0 \\
0 & \text{if } e^T P b_2 u \geq 0
\end{cases}
$$

according to each case.

### 3. Results and Discussion

In this section, the procedure to optimize the performance of the controller (22) is presented, i.e., the logic used to adjust the parameters of the input membership functions of the adaptive fuzzy systems in order to reduce the stabilization error of the pendulum and the tracking error of the cart while it delivers a smooth control signal (keeping the noise low in the force applied to the cart). The performance results are presented and compared with a previous heuristic tuning of the controller in real-time experiments.

#### 3.1. Optimization Logic

In order to approximate the dynamics of the inverted pendulum, the universe of discourse for each of the four states of the system (positions $\theta$, $x$ and velocities $\dot{\theta}$, $\dot{x}$) was partitioned in $p_{ij} = 5$ ($j = 1, 2$) fuzzy sets (membership functions), which were labeled as follows: $A_{1j}^1 = \text{NB (Negative Big)}$, $A_{1j}^2 = \text{NS (Negative Small)}$, $A_{1j}^3 = \text{Z (Zero)}$, $A_{1j}^4 = \text{PS (Positive Small)}$, $A_{1j}^5 = \text{PB (Positive Big)}$, and which were characterized by Gaussian functions.

Then, to adjust the parameters of the input membership functions, we consider that the fuzzy sets are symmetric in the positive side and in the negative side with respect to the zero of the linguistic variable. This is exemplified in Figure 6 for the membership functions of variable $\theta$.

![Figure 6. Outline of $\theta$ input membership functions.](image-url)

Thereby for each input there are five adjusting parameters (since they are symmetric): the centers of positive small and positive big functions and standard deviations of zero, positive small and positive big functions; therefore, a total of 20 parameters will be optimized for the four inputs. Due to the computational cost of the stated problem, we have opted to carry out the optimization in two stages; in the first one the optimized parameters are those of the membership functions for inputs $\theta$ and $x$, and in the second stage we optimize the parameters of the membership functions for inputs $\dot{\theta}$ and $\dot{x}$. By adjusting a total of 10 parameters per stage instead of 20 at once, we avoid the use of a much greater amount of iterations in every algorithm, unlike the low amount of iterations needed under the proposed approach, such as it is shown later.
The objective function used to optimize the adaptive fuzzy controller (22) is given by

\[
y = \left(\frac{T}{ts}\right) \sum_{i=\left(\frac{t_0}{ts}\right)} \left[ \varrho_1 \dot{\theta}(i)^2 + \varrho_2 \ddot{x}(i)^2 + \varrho_3 \{\tau(i) - \tau(i-1)\} \right]
\]  

where \(t_0\) is the initial time of interest, \(T\) is the final time of interest, \(ts\) is the sample time and \(\varrho_k (k = 1, 2, 3)\) are scaling factors which are meant to take all terms of the objective function to a similar order.

Objective function (45) was designed such that the regulation error of the pendulum and the tracking error of the cart were reduced (attributable to the two first terms in the summatory) while still getting smooth control signals, for example, low noise in the control input (attributable to the third term in the summatory). In the first stage of optimization we used \(\varrho_1 = 1 \text{[rad}^{-2}\text{]}, \varrho_2 = 1 \text{[m}^{-2}\text{]}, \varrho_3 = 1 \times 10^{-2} \text{[N}^{-1}\text{]}, \) meanwhile in the second stage we used \(\varrho_1 = 2 \text{[rad}^{-2}\text{]}, \varrho_2 = 1 \text{[m}^{-2}\text{]}, \varrho_3 = 1 \times 10^{-2} \text{[N}^{-1}\text{]. These parameters were obtained heuristically.}

The parameters employed for each algorithm in both optimization stages are listed below.

For PSO
- Stage 1: Particles=10, Iterations=15, \(\theta_M = 0.5, \alpha_P = 2 \text{ and } \beta_P = 2\).
- Stage 2: Particles=10, Iterations=15, \(\theta_M = 0.4, \alpha_P = 1 \text{ and } \beta_P = 1\).

For FFA
- Stage 1: Fireflies=11, Iterations=25, \(\gamma_F = 0.0018, \beta_0 = 1, \eta_F = 0.05\) and \(\alpha_0 = \text{diag}\{0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5\}\).
- Stage 2: Fireflies=11, Iterations=15, \(\gamma_F = 0.0012, \beta_0 = 1, \eta_F = 0.09\) and \(\alpha_0 = \text{diag}\{0.15, 0.15, 0.15, 0.15, 1.5, 0.15, 0.15, 0.15, 0.15, 1.5\}\).

For DE
- Stage 1: Individuals=10, Generations=25, \(C_r = 0.6, F_1 = 0.15\) and \(F_2 = \text{diag}\{0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5\}\).
- Stage 2: Individuals=10, Generations=15, \(C_r = 0.55, F_1 = 0.12\) and \(F_2 = \text{diag}\{0.15, 0.15, 0.15, 0.15, 1.5, 0.15, 0.15, 0.15, 0.15, 1.5\}\).

The initial conditions of the design vectors \(x_i\) for every algorithm, for example, the initial positions of the particles in PSO, the initial population in DE and the initial positions of the fireflies in FFA, were generated as linear combinations of the heuristically tuned parameters used in the not optimized controller, which are contained in column three of Table 1. This was done in each one of the optimization stages by multiplying the value of the corresponding set of parameters by a random number \(r_0 \in [0, 1]\) drawn from a uniform distribution, for example, in the second optimization stage, for the DE algorithm, every individual of the initial population was generated by multiplying a random number \(r_0\) by the values of the parameters of inputs \(\ddot{x}\) and \(\dot{\theta}\).
Table 1. Parameters of the input membership functions.

| Input Parameter | Optimization Algorithm |
|-----------------|------------------------|
|                 | NOT OPT. | PSO | FFA | DE |
| $\theta$ $\sigma_Z$ | 0.13 | 0.39 | 0.41 | 0.37 |
| $\sigma_{PS}$ | 0.13 | 0.61 | 0.73 | 0.65 |
| $\sigma_{PB}$ | 50 | 2.80 | 2.44 | 2.69 |
| $c_{PS}$ | 0.26 | 0.88 | 1.19 | 1.08 |
| $c_{PB}$ | 0.4 | 1.03 | 1.29 | 1.18 |
| $x$ $\sigma_Z$ | 0.07 | 0.58 | 0.83 | 0.59 |
| $\sigma_{PS}$ | 0.07 | 0.63 | 0.8 | 0.65 |
| $\sigma_{PB}$ | 30 | 2.75 | 1.94 | 2.68 |
| $c_{PS}$ | 0.1 | 0.48 | 0.56 | 0.53 |
| $c_{PB}$ | 0.3 | 0.61 | 0.96 | 0.63 |
| $\dot{\theta}$ $\sigma_Z$ | 0.65 | 0.29 | 0.25 | 0.37 |
| $\sigma_{PS}$ | 0.65 | 0.56 | 0.52 | 0.56 |
| $\sigma_{PB}$ | 10 | 8.52 | 6.80 | 2.79 |
| $c_{PS}$ | 1.30 | 0.99 | 0.96 | 0.93 |
| $c_{PB}$ | 2 | 1.43 | 1.37 | 1.2 |
| $\dot{x}$ $\sigma_{PB}$ | 6 | 12.24 | 12.55 | 9.8 |
| $c_{PS}$ | 0.5 | 0.22 | 0.21 | 0.2 |
| $c_{PB}$ | 0.55 | 0.32 | 0.33 | 0.42 |

3.2. Inverted Pendulum on a Cart Application

The values of the parameters for the inverted pendulum model (1) used in simulation have been computed based upon the physical prototype, available at Tecnologico Nacional de Mexico—Instituto Tecnologico de La Laguna, which are collected in Table 2. The inverted pendulum on a cart, shown in Figure 7, is an experimental platform built by ourselves, which is a type of underactuated system of the inverted pendulum. This consists of a freely rotating rod (pendulum) mounted on top of a cart with linear horizontal movement. The cart is actuated by a belt system mounted inside the rail and powered by a Kollmorgen brushless servomotor AKM24F through a gear set connected to the belt. A digital encoder (US Digital) is mounted at the shaft of the freely rotating pendulum. The computer is a Windows-based system with a Sensoray 626 multifunction 16 bits analog/digital I/O card. The sampling time used for the control algorithm is 1 millisecond. Magnetic sensors and switches are used to avoid cart crashes at the ends of the rail. A Kollmorgen Digital Servo Amplifier S300 and a DC power supply is also used.

Table 2. Parameters of the experimental inverted pendulum on a cart system.

| Description | Notation | Value |
|-------------|----------|-------|
| Mass of the cart | $M$ | 2.024 [kg] |
| Mass of the pendulum | $m$ | 0.338 [kg] |
| Length of the pendulum | $L_p$ | 0.421 [m] |
| Length of the rail | $L_r$ | 1.43 [m] |
| Length to the center of mass of the pendulum | $l$ | 0.33 [m] |
| Moment of inertia | $I$ | 0.015 [kg/m$^2$] |
| Viscous friction of the pendulum | $f_{\dot{\theta}}$ | 0.003 [Nm seg/rad] |
| Viscous friction of the cart | $f_{\dot{x}}$ | 6.33 [Nm seg/rad] |
| Coulomb friction of the cart (positive sense) | $f_{cx+}$ | 28.1 [Nm] |
| Coulomb friction of the cart (negative sense) | $f_{cx-}$ | 23.2 [Nm] |
| Gravity acceleration | $g$ | 9.81 [m/seg$^2$] |
In the following activities for both simulation and real-time experiments, it is considered the addition of a swing-up controller which is in charge of approximating the pendulum to its unstable equilibrium point (0 [deg]) from the stable equilibrium point (−180 [deg]), through short movements in the cart as it is outlined in Figure 8.

Once the pendulum is near to its unstable equilibrium point, a switch to the full-state feedback adaptive fuzzy controller is performed. In this paper we are interested on the proposed controller part; that is, on the adaptive fuzzy controller. The values of the optimized parameters obtained by every algorithm and those of the previous heuristic tuning (not optimized parameters) are contained in Table 1.

On the other hand, Figure 9 outlines the membership functions for each one of the inputs, which have been drawn according to the values of the optimized and not optimized parameters obtained by the three different algorithms. In Figure 10 all membership functions are plotted together in such a way that the effect of each tuning algorithm can be appreciated.
Figure 9. Optimized and not optimized membership functions for each one of the inputs.

The values of the objective function obtained by the optimization process in the first and second stages are presented in Table 3. It can be seen that the PSO algorithm gets the smallest value in both optimization stages.

| Algorithm | Stage 1 | Stage 2 |
|-----------|---------|---------|
| NOT OPT.  | 175.939 | 235.608 |
| FFA       | 96.835  | 115.871 |
| DE        | 96.544  | 115.741 |
| PSO       | 96.520  | 114.916 |

Also, in order to quantify the control performance, we have computed three indexes: the root-square average of the regulation error of the pendulum, the root-square average of the tracking error of the cart and the root-square average of the applied torque (all of them based upon the $L_2$ norm) which are given in general form by

$$L_2[\cdot] = \sqrt{\frac{1}{T-t_0} \int_{t_0}^{T} \| \cdot \|^2 \, dt}$$

where $T$ is the total control time and $t_0$ is the initial time of interest.
3.3. Real-Time Experimental Results

The membership functions shown in Figure 9 were exported to the experimental inverted pendulum on a cart, shown in Figure 7, without any change; meanwhile the control and adaptive gains used in all experiments were: \( \gamma_1 = 20 \ [\text{rad} \ / \ \text{s}^2] \), \( \gamma_2 = 20 \ [\text{m}^2 \ / \ \text{s}^2] \), \( \gamma_3 = 0.026 \ [\text{rad} \ / \ \text{m} \cdot \ \text{s}] \), \( \gamma_4 = 0.026 \ [\text{m} \ / \ \text{rad} \cdot \ \text{kg} \cdot \ \text{s}] \).

\( p_{12} = 20 \ [\text{rad} \ / \ \text{m}] \), \( p_{22} = 25 \ [\text{rad} \ / \ \text{m}^2] \), \( L = 0.25 \ [\text{m}] \), \( k = \begin{bmatrix} 173.42 \ [\text{rad} \cdot \ \text{s}^2] & 25.26 \ [\text{s}^{-1}] \end{bmatrix}^T \), \( k_{d_1} = 1122.864 \ [\text{N} \ / \ \text{rad}] \), \( k_{d_2} = 153.442 \ [\text{kg} \cdot \ \text{m} \ / \ \text{s} \cdot \ \text{rad}] \), \( k_{d_3} = 105 \ [\text{kg} \ / \ \text{s}^2] \) and \( k_{d_4} = 397.1 \ [\text{kg} \ / \ \text{s}] \).

As it was said before, in this paper we are interested only on the proposed controller part; that is, on the adaptive fuzzy controller. Thereby, the experiments were carried out for a longer time frame and only the steady state responses were evaluated; this happens from 30 to 80 s.

The comparison of the position errors of the pendulum and the tracking error of the cart as well as the control input for the not optimized and each optimized controller are shown in Figures 11–13, meanwhile the performance indexes of errors and applied force are available in Table 4. Specifically, Figure 11 shows steady state responses of the PSO algorithm vs. the not optimized algorithm, starting from 30 to 80 s. We can observe that the pendulum position error response for PSO fluctuates between +2 and −3 degrees, while for the not optimized varies between +3.5 and −3 degrees. The same comparison can be observed for the position error of the cart, making more evident the superiority of the PSO response (+ − 10 cm vs. + − 5 cm). The control efforts are similar for both approaches. Figures 12 and 13 show similar advantages for the other optimized algorithms. In order to quantify more precisely the control performance, we use the root-square average index, shown in Table 4. It is evident that the evolutionary algorithms improved the performance of the controller in...
the physical experiments; the improvement is more noticeable on the cart. Also, it can be concluded that PSO gets the best performance index for both the pendulum and the cart.

**Figure 11.** Time response in real-time for the not optimized and optimized controller by PSO.
Figure 12. Time response in real-time for the not optimized and optimized controller by FFA.
Figure 13. Time response in real-time for the not optimized and optimized controller by DE.
Table 4. Performance indexes in real-time experimentation.

| Algorithm | $\mathcal{L}_2[\dot{\theta}]$ [deg] | $\mathcal{L}_2[\dot{x}]$ [m] | $\mathcal{L}_2[\tau]$ [N] |
|-----------|-----------------------------------|----------------------------|---------------------------|
| NOT OPT.  | 1.0360                           | 0.0776                     | 20.4555                   |
| DE        | 0.9765                           | 0.0191                     | 18.9581                   |
| FFA       | 0.9451                           | 0.0193                     | 19.3536                   |
| PSO       | 0.9371                           | 0.0170                     | 18.9549                   |

On the other hand, it follows that the values of the optimized parameters are not identical, even though they are pretty similar, which can be better appreciated in Figure 9 where it is clear that the fuzzy sets for each input variable are coincident among those obtained by the three different algorithms.

For comparison purposes, a Takagi–Sugeno Fuzzy Servo Control (TSFSC) scheme designed in [28] is used. TSFSC is comprised of only two membership functions with one input (position of the pendulum), and designed via local approximation in a fuzzy partition spaces technique, and the feedback gain is obtained via a linear matrix inequalities (LMIs) approach.

The performance of the TSFSC scheme applied on the pendulum-cart system is verified and exhibited in Figure 14.

![Figure 14. Time response in real-time for the Takagi–Sugeno Fuzzy Servo Control (TSFSC) scheme.](image)

Table 5 presents the norms for the TSFSC algorithm. It is clear that the TSFSC has greater values for the three $\mathcal{L}_2$ norms than those of the optimized approaches (except for the $\mathcal{L}_2$ norm of the cart for the not optimized controller), showing a less performance and a higher control effort. This is mainly due to the fact that the controller has only two membership functions with one input, while the proposed approach has five for each of the four inputs. Nevertheless, it must be seen that although TSFSC has only two membership functions, it must be realized that this controller uses a linear approximator of the nonlinear dynamics, meanwhile the proposed approach does not use any dynamics of the system, and hence, fuzzy approximators must be used. These fuzzy approximators do not work well with few fuzzy rules.

Table 5. Performance index for T-S fuzzy servo controller with two MFs.

| Algorithm | $\mathcal{L}_2[\dot{\theta}]$ [deg] | $\mathcal{L}_2[\dot{x}]$ [m] | $\mathcal{L}_2[\tau]$ [N] |
|-----------|-----------------------------------|----------------------------|---------------------------|
| TSFSC     | 4.5969                           | 0.0356                     | 27.0273                   |
4. Conclusions

For the tracking control problem of the inverted pendulum on a cart, we proposed an adaptive fuzzy controller with a full-state feedback, which does not require any knowledge of the plant and uses the four states of the system: positions and velocities of both the pendulum and the cart. Stability and boundedness of solutions for the overall closed-loop system for this original controller were proven through a Lyapunov synthesis approach. The scheme was successfully implemented via simulation and real-time experiments, getting outstanding results and showing the feasibility of the controller, in addition of verifying the theoretical statements achieved here. Those are some of the contributions from this paper regarding previous works in which the problem is addressed as a second-order system based on feedback linearization dealing only with the rod dynamics and leading to the presence of unstable zero dynamics (the cart dynamics). This, consequently, might conduct to undesired behavior of the cart and infeasibility for experimental implementation. The previous works in which the four states of the system are taken into account do not present a study of the boundedness or stability of the signals of the closed-loop system.

As an added value, an optimization tuning was investigated via evolutionary algorithms; specifically PSO, FFA and DE were used. Everyone tuned the parameters of the fuzzy systems in a model-based simulation, and then those optimized parameters were used in real-time experiments. The performance of the controller was notoriously improved with respect to a previous heuristic tuning. The exportation of the optimization results in simulation to physical experiments represents another key contribution since in control applications usually most of the works do not show a validation of the optimization procedures for the real physical system.

Finally, despite the vastly documented fact that in general all EA are efficient and that each one can be more or less suitable for a given problem, in this work in particular, it is worth concluding that PSO had the best application based on its efficiency, ease implementation and fast convergence, without discrediting the results reached by DE and FFA as well as their capabilities.
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Abbreviations

The following abbreviations are used in this manuscript:

- ACO-NM: Ant Colony Optimization method with a constrained Nelder-Mead algorithm
- DC: Direct Current
- DE: Differential Evolution
- EA: Evolutionary Algorithms
- FFA: Firefly Algorithm
- ICP: Inverted Cart-Pendulum
- I/O: Input-Output
- LMI: Linear Matrix Inequality
- LQR: Linear Quadratic Regulator
- PD: Proportional-Derivative
- PID: Proportional-Integral-Derivative
- PSO: Particle Swarm Optimization
- TSFSC: Takagi-Sugeno Fuzzy Servo Control
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