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ABSTRACT

We propose a lightweight end-to-end text-to-speech model using multi-band generation and inverse short-time Fourier transform. Our model is based on VITS, a high-quality end-to-end text-to-speech model, but adopts two changes for more efficient inference: 1) the most computationally expensive component is partially replaced with a simple inverse short-time Fourier transform, and 2) multi-band generation, with fixed or trainable synthesis filters, is used to generate waveforms. Unlike conventional lightweight models, which employ optimization or knowledge distillation separately to train two cascaded components, our method enjoys the full benefits of end-to-end optimization. Experimental results show that our model synthesized speech as natural as that synthesized by VITS, while achieving a real-time factor of 0.066 on an Intel Core i7 CPU, 4.1 times faster than VITS. Moreover, a smaller version of the model significantly outperformed a lightweight baseline model with respect to both naturalness and inference speed. Code and audio samples are available from https://github.com/MasayaKawamura/MB-iSTFT-VITS.
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1. INTRODUCTION

Text-to-speech (TTS) has undergone a significant improvement thanks to the development of deep learning TTS models [1–3]. However, because recent TTS models typically employ large neural networks with millions of parameters to synthesize high-fidelity speech, their slow inference speed has become problematic in real-world applications where computational resources are often limited. Hence, enabling fast TTS inference under such conditions while preserving synthesis quality is currently one of the most active research topics in TTS [3–7].

In this context, many approaches have been proposed during the past few years to improve both acoustic models, which generate acoustic features from text [6, 8], and vocoders, which synthesize waveforms from the predicted features [4, 5, 7, 9, 10]. Although these methods successfully speed up the TTS inference even with limited computational resources, the separate optimization of two dependent models (i.e., acoustic models and vocoders) inherently restricts the performance of TTS systems.

To overcome the performance restriction, some previous studies have performed end-to-end optimization of lightweight TTS models [11, 12]. In particular, Nix-TTS [11] successfully uses a teacher-student framework to distill the knowledge of a high-quality end-to-end TTS model (namely, VITS [13]) to a smaller student model, while achieving faster inference speed than LiteTTS [12]. However, although Nix-TTS employs an end-to-end model as a teacher, the student model is still trained with two-stage optimization and thus cannot enjoy the full benefits of end-to-end models.

In this paper, we propose a lightweight end-to-end TTS system capable of performing fast inference while achieving high-fidelity waveform generation for on-device applications. We adopted VITS [13] as the basis of our TTS model for two reasons: 1) the VITS enables high-quality speech synthesis, and 2) its architecture is fully non-autoregressive, which is desirable for achieving fast inference.

To discover which part of the VITS model should be improved, we first investigated its inference bottleneck. The investigation revealed that the decoder part, which transforms latent acoustic features to waveforms, is the most computationally expensive. Therefore, to focus on speeding up the decoder module of VITS, we first replaced a part of the decoder computation with a simple inverse short-time Fourier transform (iSTFT), inspired by iSTFTNet [14], to efficiently perform frequency-to-time domain conversion. To further speed up the inference, we adopted a novel approach that combines the iSTFT-based sample generation with multi-band processing. Specifically, in the proposed method, each iSTFT module generates sub-band signals, which are subsequently summed to generate the full-band target waveform. This significantly cuts the computational cost and speeds up inference, while maintaining synthesis quality. Moreover, we also investigated an approach to use a trainable synthesis filter for the sub-band signals, inspired by a multi-stream vocoder [10].

Experiments demonstrated that the best version of our proposed model retained human-level naturalness as well as VITS does, and achieved a real-time factor (RTF) of 0.066 on an Intel Core i7 CPU, which is 4.1 times faster than the original VITS. Furthermore, to compare our proposed models with Nix-TTS, we also trained a version of our proposed model that is as small as Nix-TTS. Experiments showed that the smaller version of the proposed model could generate speech with a significantly better quality than that generated by Nix-TTS, with a mean opinion score (MOS) of 4.43 (vs. 3.69), while achieving much higher generation speed, with an RTF of 0.028 (vs. 0.062). These results indicate that the proposed method takes advantage of both end-to-end model architecture and speed-up techniques as intended.

*Work performed during an internship at LINE Corporation.
2. ANALYSIS OF VITS

2.1. Overview of VITS

Because the proposed model is constructed upon the end-to-end TTS model VITS [13], we briefly introduce this model in this section.

The main generative model of VITS is a variational autoencoder (VAE) [15] with text-conditional prior distribution. The model is trained to maximize the log-likelihood of waveform $x$ given text $c$. However, because this maximization is intractable, the evidence lower bound (ELBO) is maximized instead:

$$
\log p_{\theta}(x|c) \geq E_{q_{\phi}(z|x)} \left[ \log p_{\theta}(x|z) - \log q_{\phi}(z|x) \right],
$$

(1)

where $z$ is the latent variable of the VAE; $p$ and $q$ are the true distribution and approximate posterior distributions, respectively; and $\theta$ and $\phi$ are the model parameters for $p$ and $q$, respectively. Because the loss is defined as the negative ELBO, the first term of (1) can be viewed as the reconstruction loss of waveform $x$, given $z$ sampled from the approximate posterior distribution $q_{\phi}(z|x)$. The second term is the Kullback-Leibler divergence between the posterior and prior distributions. During inference, $z$ is sampled from the prior $p_{\theta}(z|c)$ instead of $q_{\phi}(z|x)$, and then fed to the decoder of the VAE to generate the waveform.

The neural networks that model $p_{\theta}(z|c)$, $q_{\phi}(z|x)$, and $p_{\theta}(x|z)$ are called the prior encoder, posterior encoder, and decoder, respectively. We briefly introduce the model architecture of these modules below.

**Prior encoder:** The prior encoder predicts the prior distribution from phoneme sequences. It consists of three modules: text encoder, duration predictor, and flow [16]. The text encoder module generates a phoneme-level representation using a self-attention-based architecture [17]. The duration predictor predicts the phoneme durations for inference. The target durations for training are obtained by monotonic alignment search [18]. The flow module is used to augment a simple Gaussian prior distribution to a more expressive one.

**Posterior encoder:** The posterior encoder predicts the approximate posterior parameters from linear spectrogram. The module is composed of the non-causal WaveNet residual blocks used in Glow-TTS [18, 19]. Note that this module is not used during inference.

**Decoder:** The decoder generates waveforms from the latent variable $z$ sampled from the prior or posterior distribution. The model architecture is based on HiFi-GAN [20].

2.2. Inference speed of each module

To identify the bottleneck of VITS with respect to inference speed, we analyzed the inference time of some selected modules of VITS. We calculated the RTF, which is defined as (time taken to synthesize speech) / (duration of the synthesized speech), as an objective criterion. The average RTF was measured using 100 sentences that were randomly selected from the LJ Speech dataset [21]. As shown in Table 1, the decoder part consumed more than 96% of the inference time, and is apparently the largest bottleneck.

| Module    | RTF  |
|-----------|------|
| Text encoder | 0.010 |
| Flow     | 0.019 |
| Decoder  | 0.819 |
| Total    | 0.849 |

Table 1. Average RTF for each module of VITS. The RTF was measured on a single thread of an Intel Core i7 CPU@2.7 GHz. Note that some small modules are omitted for simplicity.

3. PROPOSED METHOD

3.1. Motivation and strategy

The preliminary experiment described in Section 2.2 revealed that the decoder module is the largest bottleneck of VITS. Because the decoder architecture is based on the HiFi-GAN vocoder [20], which upsamples the input acoustic features with repeated convolution-based network, we first considered reducing the redundancy in this module. To this end, we adopted an idea from iSTFTNet [14]. In this method, some output-side layers of the repeated networks in HiFi-GAN are replaced with simple iSTFT, which significantly reduces the computational cost. Specifically, the method is intended to simplify the complex neural vocoding process from the mel-spectrogram (i.e., performing phase reconstruction and frequency-to-time conversion simultaneously) by replacing the latter with explicit introduction of iSTFT. This idea is also effective in VITS, which performs vocoding from features derived from linear spectrums.

To further improve the generation speed, we propose an algorithm that combines the iSTFT-based approach with a multi-band parallel strategy, which we introduced in Sections 3.2 and 3.3.

3.2. Multi-band iSTFT VITS

There are many studies that have successfully employed a multi-band parallel strategy in the vocoder [9, 22–24]. These methods exploit the sparseness of neural networks and use a single shared network to generate all sub-band signals, which significantly cuts the computational cost while maintaining synthesis quality. Inspired by them, we adopted the same strategy to further improve the inference speed.

Figure 1 shows the architecture of the proposed model. As the figure shows, the decoder performs the following processes in a sequential manner. 1) The VAE latent $z$ is upsampled by a factor of $s$ through each convolutional residual block (Res-Block) [25], where $s$ is a parameter that determines the upampling scale, and is then projected to the magnitude and phase variables for each of the $N$ sub-band signals. 2) The iSTFT operation is applied to the magnitude and phase variables to generate each sub-band signal. 3) These sub-band signals are upsampled to match the sampling rate of the original signal by adding zeros between samples, and are then integrated into full-band waveforms using a fixed synthesis filter bank. Note that the synthesis filter is implemented by a pseudo-quadrature mirror filter bank (pseudo-QMF) [26].

During training, the reconstruction loss of VITS is altered to include an additional multi-resolution STFT loss in sub-band
Fig. 1. Architecture of multi-band iSTFT VITS and multi-stream iSTFT VITS. In multi-band iSTFT VITS, synthesized waveforms are integrated by a fixed synthesis filter. In multi-stream iSTFT VITS, they are integrated by a trainable synthesis filter.

scales [9]. To generate the ground truth sub-band signals, which are necessary to compute the sub-band STFT loss from input waveforms, we use an analysis filter based on pseudo-QMF.

We refer to this model as multi-band iSTFT VITS (MB-iSTFT-VITS). Compared with conventional methods that employ separate optimizations for the acoustic model and multi-band vocoder, MB-iSTFT-VITS differs in being optimized in a fully end-to-end manner, and thus achieves better audio quality.

3.3. Multi-stream iSTFT VITS

Although the multi-band structure enables fast inference with good synthesis quality, the fixed decomposition into sub-band signals can adversely affect the performance of waveform generation because it is an inflexible constraint. To mitigate this, we also investigated a trainable synthesis filter in the multi-band structure, inspired by the multi-stream vocoder [10]. This allows the model to decompose speech waveforms in a data-driven manner, which is expected to improve the quality of synthesized speech. We refer to this model as multi-stream iSTFT VITS (MS-iSTFT-VITS). Unlike MB-iSTFT-VITS, MS-iSTFT-VITS does not adopt a sub-band STFT loss because the decomposed waveforms in MS-iSTFT-VITS are fully trainable and no longer restricted by fixed sub-band signals.

4. EXPERIMENTS

4.1. Experimental conditions

We conducted an experiment to evaluate the effectiveness of the proposed method. We used the LJ Speech dataset [21] to train and evaluate the models. This dataset consists of 13,100 short audio clips from a single female speaker. The total length is approximately 24 hours, and each audio clip is a 16-bit PCM WAV file with a sampling rate of 22,050 Hz. We randomly divided the dataset into a training set (12,500), validation set (100), and test set (500).

We prepared the following five VITS-based TTS models. Note that we adopted a deterministic duration predictor in all models instead of a stochastic one because we found that it stabilizes the prediction of phoneme durations.

VITS: A vanilla VITS of the official implementation\(^1\), with the same hyperparameters as the original VITS [13].

Nix-TTS: A pretrained model of Nix-TTS\(^2\). The model used was the optimized ONNX version [27]. Note that the dataset used in our experiments is exactly the same as that used for Nix-TTS.

iSTFT-VITS: A model that incorporates iSTFTNet into the decoder part of VITS. The architecture of iSTFTNet is V1-C8C8I, which is the best-balanced model described in [14]. This architecture contains two residual blocks with an upsampling scale of [8, 8]. The size of fast Fourier transform (FFT), hop length, and window length of the iSTFT component were set to 16, 4, and 16, respectively.

MB-iSTFT-VITS: A proposed model introduced in Section 3.2. The number of sub-bands \( N \) was set to 4. The upsampling scale of the two residual blocks was [4,4], to match the resolution of each sub-band signal decomposed by the analysis filters of pseudo-QMF. The FFT size, hop length, and window length of the iSTFT component were the same as those used in iSTFT-

\(^1\)https://github.com/jaywalnut310/vits
\(^2\)https://github.com/rendchevi/nix-tts
VITS. Following [9], we chose the finite impulse response analysis/synthesis order of 63. To calculate the multi-resolution STFT loss in sub-band scales, the FFT sizes were set to 683, 384, and 171, window lengths to 300, 150, and 60, and hop lengths to 60, 30, and 10, respectively, and a Hann window was used.

**MS-iSTFT-VITS:** Another proposed model introduced in Section 3.3. Following [10], the kernel size of the convolution-based trainable synthesis filter was set to 63 without bias. The other conditions were the same as those of MB-iSTFT-VITS.

To investigate the performance of the proposed models with a much smaller number of parameters, we trained a smaller version of MB-iSTFT-VITS\(^1\), named Mini-MB-iSTFT-VITS. We also trained smaller versions of VITS and iSTFT-VITS, named Mini-VITS and Mini-iSTFT-VITS, for comparison. To construct Mini-MB-iSTFT-VITS, Mini-VITS, and Mini-iSTFT-VITS, we halved the number of hidden channels in the text encoder, posterior encoder, flow, and duration predictor. In addition, we halved the initial size of the hidden channels in the decoder and the number of layers in the text encoder. As a result, the total number of model parameters was reduced to 7.21 M, which is 3.8 times smaller than the number in the original MB-iSTFT-VITS model.

For preprocessing, linear spectrograms were obtained from the waveforms by STFT and used as input to the posterior encoder. The FFT size, window size, and hop length were set to 1024, 1024, and 256, respectively.

We used an NVIDIA A100 GPU to train all the models except the pretrained model of Nix-TTS\(^2\). The batch size was set to 64 and the models were trained for 800 K steps. We used the AdamW optimizer [28] with \(\beta_1 = 0.8, \beta_2 = 0.99\) and weight decay \(\lambda = 0.01\). The learning rate decay was scheduled by a factor of 0.999\(^1/8\) in every epoch. The initial learning rate was set to \(2 \times 10^{-4}\).

To evaluate the quality of the generated speech, we used a five-point naturalness MOS test. Thirty randomly sampled utterances from the test set were evaluated by 18 listeners. In addition, we used the number of parameters and RTF as objective criteria. We measured the average RTF on an Intel Core i7\(^3\)@2.7 GHz using 100 randomly-sampled utterances from the test set. All models were converted to the ONNX version for evaluation to match the condition to that used in Nix-TTS. Audio samples are available on our demo page\(^4\).

### 4.2 Results

Table 2 shows the experimental results. The results showed that MB-iSTFT-VITS and MS-iSTFT-VITS achieved much faster inference than VITS (with a speedup of 3.4-4.1x), while maintaining high naturalness: the MOS is comparable to that of VITS and the ground truth (no statistically significant difference in student’s t-test with a 5% significance level). Although the ISTFT-based approach itself was effective (with a speedup of 1.8x), the performance was enhanced dramatically (with a speedup of 1.9-2.3x) by combining it with multi-band or multi-stream processing. These results indicate that the proposed method successfully speeds up the inference of the well-designed end-to-end model VITS, while taking advantage of its powerful generative capability.

The smaller mini models showed a similar tendency to that of the normal models. Specifically, we observe that the inference speed of Mini-VITS was less than that of Nix-TTS, which means that simply reducing the number of parameters of the original VITS was not sufficient. Conversely, the proposed Mini-MB-iSTFT-VITS outperformed Nix-TTS with respect to both inference speed (with a speedup of 2.2x over Nix-TTS) and naturalness (with a MOS increase of 0.74). This showed that the smaller version of the proposed model enables both high-speed and high-fidelity waveform generation at the same time, which is desirable for on-device applications.

Interestingly, there was a trade-off between the inference speed and naturalness for the mini models (Mini-iSTFT-VITS vs. Mini-MB-iSTFT-VITS), which was not observed for normal models (iSTFT-VITS vs. MB-iSTFT-VITS). We hypothesize that Mini-MB-iSTFT-VITS failed to accurately estimate sub-band signals because of its much smaller number of parameters, and artifacts were caused by imperfect reconstruction of target waveforms.

### 5. Conclusion

In this paper, we proposed an end-to-end TTS system that is capable of high-speed speech synthesis for on-device practical applications. Our proposed method is constructed upon a successful end-to-end model named VITS, but employs several techniques to speed up inference, such as reducing the redundancy of decoder computation by iSTFT and adopting a multi-band parallel strategy. Because the proposed model is optimized in a fully end-to-end manner, it enjoys the full benefits of its powerful optimization process, in contrast to conventional two-staged approaches. Experimental results demonstrated that the proposed method can generate speech as natural as that synthesized by VITS, while enabling much faster waveform generation. Future research includes extending the proposed method to multi-speaker models.

---

\(^1\)We selected MB-iSTFT-VITS as the base model architecture for the following reasons: 1) MB-iSTFT-VITS and MS-iSTFT-VITS performed equally well in terms of naturalness and inference speed, and 2) MB-iSTFT-VITS was faster than MS-iSTFT-VITS, with a reduction of 16 hours in training time.

\(^2\)https://masayakawamura.github.io/Demo_MBM-iSTFT-VITS/

Table 2. Comparison of model size, naturalness MOS with 95% confidence intervals, and average RTF on an Intel Core i7\(^3\)@2.7 GHz.

| Model                  | # Params | MOS        | RTF        |
|------------------------|----------|------------|------------|
| Ground truth           |          | 4.74 ± 0.05| -          |
| VITS                   | 28.11 M  | 4.75 ± 0.06| 0.27       |
| iSTFT-VITS             | 27.44 M  | 4.65 ± 0.06| 0.15       |
| MB-iSTFT-VITS          | 27.40 M  | 4.67 ± 0.06| 0.078      |
| MS-iSTFT-VITS          | 27.40 M  | 4.73 ± 0.06| 0.066      |
| Nix-TTS                | 5.23 M   | 3.69 ± 0.11| 0.062      |
| Mini-VITS              | 7.35 M   | 4.60 ± 0.07| 0.099      |
| Mini-iSTFT-VITS        | 7.19 M   | 4.58 ± 0.06| 0.054      |
| Mini-MB-iSTFT-VITS     | 7.21 M   | 4.43 ± 0.08| 0.028      |
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