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Abstract

Using integer linear programming and table-lookups we prove that there is no binary linear [1988, 12, 992] code. As a byproduct, the non-existence of binary linear [324, 10, 160], [356, 10, 176], [772, 11, 384], and [836, 11, 416] codes is shown. On the other hand, there exists a linear (994, 46, 992) code over $\mathbb{Z}_4$. Its Gray image is a binary non-linear (1988, 212, 992) code. Therefore, we can add one more code to the small list of $\mathbb{Z}_4$-codes for which it is known that the Gray image is better than any binary linear code.
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I. INTRODUCTION

In [1] Kiermaier and Zwanzger present a new series of $\mathbb{Z}_4$-linear codes $K_{k+1}^*$ with high minimum Lee distance. The first code $K_2^*$ in this series is a linear (57, 44, 56) code over $\mathbb{Z}_4$. Its Gray image is a binary non-linear (114, 28, 56) code. A table lookup at [2] reveals that the best possible linear code over $\mathbb{Z}_4$ is BTL, too. In fact, we show the following result:

Theorem 1: If $C$ is a binary linear [1988, 12, d] code, then $d < 992$.

As a byproduct we show

Theorem 2: There are no binary linear codes with parameters [324, 10, 160], [356, 10, 176], [772, 11, 384], and [836, 11, 416].

For the computer-assisted proof we use a well-known approach using residual codes, table lookups and the MacWilliams equations. But instead of the usual method to relax the MacWilliams equations and use linear programming to show the non-existence of a code, we solve the exact MacWilliams equations by using integer linear programming. In order to be able to do this as much weights as possible have to be excluded beforehand. The use of linear programming has been propagated in [3], there the split weight enumerator has been used. Here, we use the standard weight enumerator of a code.

II. Z4-LINEAR CODES

A $\mathbb{Z}_4$-linear code $C$ of length $n$ is a submodule of $\mathbb{Z}_4^n$. The Lee weights of $0, 1, 2, 3 \in \mathbb{Z}_4$ are 0, 1, 2, 1, respectively, and the Lee weight $w_{Lee}(c)$ of $c \in \mathbb{Z}_4^n$ is the sum of the Lee weights of its components. The Lee distance $d_{Lee}$ of two codewords is defined as the Lee weight of their difference. The minimum Lee distance $d_{Lee}(C)$ of a $\mathbb{Z}_4$-linear code $C$ is defined as

$$d_{Lee}(C) = \min \{ w_{Lee}(c) \mid c \in C, c \neq 0 \}$$

and $C$ is called a $(n, \#C, d_{Lee})$ code, where $\#C$ is the number of codewords of $C$.

The Gray map $\psi$ maps 0, 1, 2, 3 $\in \mathbb{Z}_4$ to (0, 0), (1, 0), (1, 1), (1, 1), respectively. It can be extended in the obvious way to a map from $\mathbb{Z}_4^n$ to $\mathbb{F}_2^n$. The Gray map is an isometry from $(Z_4^n, d_{Lee})$ to $(\mathbb{F}_2^n, d_{Ham})$. Thus, it maps a $\mathbb{Z}_4$-linear $(n, \#C, d)$ code $C$ to a - in general - non-linear binary $(2n, \#C, d)$ code.

In [4], some known BTL codes were found to be Gray images of $\mathbb{Z}_4$-linear codes. Despite many efforts to find more $\mathbb{Z}_4$-linear codes with this property, up to now only a few such examples are known, see Table 1. More details can be found in [5]. In this paper, we add a new example to this list.

In [1, Th. 5] a new series of $\mathbb{Z}_4$-linear codes of high minimum Lee distance is given:

Theorem 3: For odd $k \geq 3$, there exists a $\mathbb{Z}_4$-linear code $K_{k+1}^*$ with the parameters

$$(2^{2k} - 2^k + 2^{(k-3)/2}, 4^{k+1}, 2^{2k} - 2^k).$$

Example 1: The first two codes in the series of Theorem 3 have the following parameters:

- $k = 3$: (57, 28, 56) with Gray image (114, 28, 56),
- $k = 5$: (994, 412, 992) with Gray image (1988, 212, 992).

The code with parameters (114, 28, 56) is known to be BTL. In the following, we will show that the (1988, 212, 992) code is BTL, too.
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TABLE I

| Z₄-code       | lin. bound | comment                                      |
|---------------|------------|----------------------------------------------|
| (7, 2⁷, 6)    | 5          | Heptacode (shortened Octacode) [6].          |
| (8, 2⁸, 6)    | 5          | Octacode [6]. Its Gray image is the Nordstrom-Robinson-Code [7]. |
| (2⁹, 2⁷, 2⁸)  | 27         | [8]                                          |
| (3⁰, 2⁸, 2⁸)  | 27         | doubly shortened Kerdock code.               |
| (3¹, 2¹⁰, 2⁸) | 26–27      | shortened Z₄-Kerdock code.                   |
| (3¹, 2¹², 2⁶) | 24–25      | punctured Z₄-Kerdock code.                   |
| (3², 2¹¹, 2⁸) | 26–27      | expurgated Z₄-Kerdock code.                  |
| (3², 2¹², 2⁸) | 25–26      | Z₄-Kerdock code [9], [4].                   |
| (3², 2¹³, 2⁸) | 24–25      | dually shortened Kerdock code.              |
| (5⁷, 2⁸, 5⁶)  | 55         | dualized extended Kerdock code K₄² [11].      |
| (1₈₆, 2¹⁰, 1₈₄)| 1₈₃       | dualized Teichmüller code T₂,5 [11].         |
| (2ᵏ+₁, 2²ᵏ⁺₁−₂(2ᵏ), 6)| ≤ 5 | Z₄-Preparata code for all k ≥ 3 odd [10], [4], [11] |

III. Preliminaries

A. The MacWilliams equations

Let C be a binary linear code and Aᵢ the number of codewords of weight i, 1 ≤ i ≤ n. Its weight enumerator is the polynomial

\[ W(C) = \sum_{i=0}^{n} A_i X^i. \]

**Theorem 4 (MacWilliams equations [12]):** For 0 ≤ j ≤ n:

\[ |C| = \cdot A_j^± = \sum_{i=0}^{n} K^{n,q}_j(i) \cdot A_i, \]

where

\[ K^{n,q}_k(x) = \sum_{j=0}^{k} (-1)^j (q-1)^{k-j} \binom{k}{j} \binom{n-x}{k-j} \]

are the Krawtchouk polynomials.

From the MacWilliams equations the Pless power moments can be derived, see e.g. [13, Ch. 7.3]. The first three power moments in the binary case are

1. \[ \sum_{j=0}^{n} A_j = 2^k \] (1)
2. \[ \sum_{j=0}^{n} jA_j = 2^{k-1}(n - A_1^+) \] (2)
3. \[ \sum_{j=0}^{n} j^2A_j = 2^{k-2}(n(n+1) - 2nA_1^+ + 2A_2^+) \] (3)

P. Delsarte [14] uses Theorem 4 to find new upper bounds for code parameters by linear programming. By setting \( x_i := A_i/|C| \) and using the fact the coefficients of weight enumerators are non-negative numbers, the MacWilliams equations can be relaxed to

\[ 0 ≤ \sum_{i=0}^{n} K^{n,q}_j(i) \cdot x_i, \quad 0 ≤ j ≤ n \]

with the additional restrictions on \( x_i \):

- 0 ≤ xᵢ ≤ 1,
- x₀ = 1/|C|,
- xᵢ = 0, i = 1, …, d − 1,
- \( \sum_{i=0}^{n} x_i = 1. \)

The exact solution of the MacWilliams equation is an integer linear programming (ILP) problem:

Determine

\[ A_i, A_j^+ ∈ \mathbb{Z} \quad (0 ≤ i, j ≤ n) \]
such that
\[ 0 = |C| \cdot A_j - \sum_{i=0}^{n} K_j^{n-q}(i) \cdot A_i \quad \text{for } 0 \leq j \leq n \]
and
- \[ 0 \leq A_j < |C|, \ 0 \leq A_j^+ < |C^\perp|, \]
- \[ A_0 = A_0^+ = 1, \]
- \[ \sum_{i=0}^{n} A_i = |C|, \ \sum_{i=0}^{n} A_i^+ = |C^\perp|. \]

For solving ILPs we will use the algorithm [15] which is based on lattice point enumeration.

B. Residuals and the Griesmer bound

Definition 1: For a linear \([n, k]\) code \(C\) and a codeword \(c \in C\) the residual code \(\text{Res}(C, c)\) of \(C\) with respect to \(c\) is the code \(C\) punctured on all nonzero coordinates of the codeword \(c\).

In [16], a lower bound on the minimum distance of \(\text{Res}(C, c)\) of a binary code \(C\) is given. This has been generalized to arbitrary prime powers \(q\) by [17].

Theorem 5 ([17]): For a linear \([n, k, d]\) code over \(\mathbb{F}_q\) and a codeword \(c \in C\) having weight \(w < dq/(q-1)\) the residual code \(\text{Res}(C, c)\) is an \([n-w, k-1, d']\) code with
\[ d' \geq d - w + \lceil w/q \rceil. \]

The repeated application of Theorem 5 to codewords \(c\) of minimum weight leads to the Griesmer bound, which has been formulated for binary linear codes in [18] and was generalized to arbitrary \(q\) in [19].

Theorem 6 (Griesmer bound [19]): For a linear binary \([n, k, d]\) code, we have
\[ n \geq \sum_{i=0}^{k-1} \left\lceil \frac{d}{2^i} \right\rceil. \]

IV. NON-EXISTENCE OF A LINEAR BINARY [1988, 12, 992] CODE

We assume that there exists a binary linear [1988, 12, 992] code. From [13, Th. 2.7.8] we get the existence of a binary linear [1988, 12, 992] code \(C\) which has basis consisting of codewords of minimum weight 992. As a consequence, \(C\) has only codewords of even weight.

A. Table lookup

Many weights of a putative linear binary [1988, 12, 992] code can be excluded by applying Theorem 5 iteratively and by table lookup at [2, 20].

Example 2: Suppose there exists a codeword of weight 1000 in \(C\). Applying Theorem 5 for a codeword of weight 1000 leads to a [1988, 11, \geq 492] code. Now we iteratively apply Theorem 5 to codewords of minimum weight and arrive at a [496, 10, 246] code and finally at a [250, 9, \geq 123] code. A table lookup at [2] shows that the upper bound for a linear binary [250, 9] code is 122. It follows, there is no linear binary [1988, 12, 992] code having a codeword with weight 1000.

In the same way all nonzero weights can be excluded except the twelve weights 992, 1008, 1024, 1056, 1088, 1152, 1216, 1280, 1344, 1984, 1986, and 1988.

B. The weights \(\geq 2d\)

By using appropriate linear combinations of codewords the weights 1986 and 1988 can be excluded, e.g. addition of the codeword of weight 1988 and a codeword of minimum weight 992 would give a codeword of weight 996.

Excluding the weight \(2d = 1984\) requires a little bit more work. Adding a codeword \(c_1\) of weight 1984 and an arbitrary codeword \(c_2\) of weight 992 might be again a codeword of weight 992. More precisely, \(w_{\text{Ham}}(c_1 + c_2) \geq 992\) with equality if and only if the support of \(c_2\) is contained in the support of \(c_1\). Hence the existence of a codeword \(c_1\) of weight 1984 implies that the supports of all the codewords of minimum weight 992 are contained in the support of \(c_1\). Since \(C\) has a basis of minimum weight words, the four coordinates not in the support of \(c_1\) are zero coordinates of \(C\), and shortening \(C\) in these four coordinates yields a binary linear [1984, 12, 992] code. This is a contradiction to the Griesmer bound: The length of a binary linear code of dimension 12 and minimum distance 992 is at least
\[ \sum_{i=0}^{11} \left\lceil \frac{992}{2^i} \right\rceil = 1985. \]
C. The weight 1344

If $C$ has a codeword of weight 1344, then the twofold application of Theorem 5 gives a binary linear $[324, 10, \geq 160]$ code. In fact, the parameters are $[324, 10, 160]$, since a minimum distance $\geq 161$ is impossible by the Griesmer bound.

Again, using [13, Th. 2.7.8] we get the existence of an even linear binary $[324, 10, 160]$. The application of Theorem 5 and table lookups to this parameter set show that the only possible nonzero weights of a linear binary $[324, 10, 160]$ code are 160, 320, 322 and 324. The weights $\geq 2d = 320$ can be excluded as in Section 4.B using that the length of a binary linear code of dimension 10 and minimum distance 160 is at least 322 by the Griesmer bound. This leaves 160 as only possible nonzero weight.

The power moment $\{2\}$ gives the equation

$$2^9 \cdot 324 - (2^{10} - 1) \cdot 160 = 2208 = 2^9 \cdot A_1^+$$

in contradiction to $A_1^+ \in \mathbb{Z}$. This shows

**Lemma 1:** A binary linear $[324, 10, 160]$ code does not exist.

In particular, the code $C$ does not have codewords of weight 1344.

D. The weight 1280

If $C$ has a codeword of weight 1280, the strategy of Section 4.C leads to the existence of an even binary linear $[356, 10, 176]$ code. Table lookup shows that the only possible nonzero weights are 176, 192, 352, 354, and 356. The weights $\geq 2d = 352$ can be excluded as in Section 4.B since the Griesmer bound is equal to 354.

From (1) it follows that $A_{176} + A_{192} = 2^{10} - 1$. Then, equation (2) gives $A_{192} = 139 - 32A_1^+$ and $A_{176} = 884 + 32A_1^+$. Using this in equation (3) gives

$$12A_1^+ + A_2^+ = -56,$$

which has no solution for nonnegative values of $A_1^+$ and $A_2^+$. Therefore, we have

**Lemma 2:** A binary linear $[356, 10, 176]$ code does not exist.

E. The weight 1216

If $C$ has a codeword of weight 1216, we descend to an even $[772, 11, 384]$ code like in Section 4.C. Application of Theorem 5 and table lookups show that the only possible nonzero weights of a linear binary $[772, 11, 384]$ code are 384, 416, 448, 768, 770, and 772. The weights $\geq 2d = 768$ can be excluded as in Section 4.B since the Griesmer bound is equal to 769.

Application of Theorem 5 to $w = 416$ and $w = 448$ would lead to $[356, 10, 176]$ and $[324, 10, 160]$ codes, which do not exist by Lemma 1 and 2. Thus, the only possible remaining weight is 384. Using the power moment $\{2\}$ immediately tells us that such a code does not exist. So we have:

**Lemma 3:** A binary linear $[772, 11, 384]$ code does not exist.

F. The weight 1152

If $C$ has a codeword of weight 416, we descend to an even $[836, 11, 416]$ code like in Section 4.C. Application of Theorem 5 and table lookups show that the only possible nonzero weights of a linear binary $[836, 11, 416]$ code are 416, 448, 480, 512, 832, 834, and 836. The weights $\geq 2d = 832$ can be excluded as in Section 4.B since the Griesmer bound is equal to 834.

Again, Theorem 5 for $w = 480$ and $w = 512$ would lead to the non-existing $[356, 10, 176]$ and $[324, 10, 160]$ codes.

From (1) it follows that $A_{416} + A_{448} = 2^{11} - 1$. Then, equation (2) gives $A_{448} = 141 - 32A_1^+$ and $A_{416} = 1906 + 32A_1^+$. Using this in equation (3) gives

$$28A_1^+ + A_2^+ = -116,$$

which has no solution for nonnegative values of $A_1^+$ and $A_2^+$. It follows

**Lemma 4:** A binary linear $[836, 11, 416]$ code does not exist.

G. The remaining weights

At this point the remaining possible nonzero weights of the $[1988, 12, 992]$ code are 992, 1008, 1024, 1056, 1088. Furthermore, we have $A_1^+ = 0$: Otherwise, $C$ has a zero coordinate. Puncturing in this coordinate yields a binary linear $[1987, 12, 992]$ code. After three applications of Theorem 5 we get the existence of a binary linear $[251, 9, \geq 124]$ code in contradiction to the online table $\{2\}$.

Therefore, in the ILP there remain the 5 variables $A_i$ with $i \in \{992, 1008, 1024, 1056, 1088\}$ bounded by $0 \leq A_i \leq 4096$ and the 1987 variables $A_j^+$ with $j \in \{2, \ldots, 1988\}$ bounded by $0 \leq A_j^+ \leq 2^{1976}$. The resulting system turned out to be small enough to be attacked by the method of $\{15\}$. 


Using the LLL algorithm from the NTL library by V. Shoup [21] and our own NTL-implementation of lattice point enumeration we find that the ILP has no solution in about three hours on a standard PC.

It follows that a linear binary [1988, 12, 992] code does not exist and the Gray image of the $\mathbb{Z}_4$-linear $(994, 2^{12}, 992)$ code is BTL.

We would like to conclude this note with the following open question: Are there further codes in the series $\mathbb{K}_k$ whose Gray image is BTL?
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