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Abstract: One of the weaknesses of current line-source models for predicting downwind concentrations from mobile sources is accounting for the dispersion of effluents. Most of the investigators in the field have taken different approaches over the last 50 years, ranging from the use of Pasquill–Gifford (P-G) dispersion curves to the use of equations based on atmospheric turbulence for point source dispersion. Madiraju and Kumar (2021) proposed a three-phase turbulence (TPT) model using the key features of mobile source dispersion that appear in the existing literature. This paper examines the performance of line-source models using an updated TPT model. The generic dispersion equations were considered from the SLINE 1.1, CALINE 4, ADMS, and SLSM models. Multiple air quality field data sets collected by other investigators near the roadways were used during this study. These include field data collected from the Idaho Falls Tracer Experiment 2008 (used as the dataset to compare with the initial model), the CALTRANS Highway 99 Tracer experiment, and the Raleigh 2006 experiment. The predicted concentrations were grouped under unstable and stable atmospheric conditions. The evaluation of the model was performed using several statistical parameters such as FB, NMSE, R², MG, VG, MSLE, and MAPE. The results indicate that the ADMS and SLINE 1.1 models perform better than CALINE 4 and SLSM. SLINE 1.1 tends to overpredict for stable atmospheric conditions and underpredict for unstable atmospheric conditions. A trial test was performed to implement the TPT model in the basic line-source model (SLSM). The results indicate that the majority (FB, NMSE, R², and MSLE) of the indicators have improved and are in the satisfactory range of a good model performance level.
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1. Introduction

Air quality models are useful tools for the prediction of the gaseous pollutants, aerosols, and particulate matter (PM) released from a source [1]. Many researchers and scientists have evaluated these models using the data collected from field experiments during the last several decades [2]. In 2001, Hanna et al. evaluated ADMS, AERMOD, and ISC3 dispersion models concerning non-buoyant tracer releases for point, area, and volume sources with five different field data sets. The results showed that ADMS underpredicts by about 20%, AERMOD underpredicts by about 40%, and both have a scatter factor of about two. The ADMS model’s performance is slightly better than the AERMOD performance and both perform better than ISC3, an earlier model from the USEPA [3]. In 2005, the CALINE4 and CAR-FMI dispersion models were evaluated by Levitin et al. [4] against the near road measurements using the data collected at Elimäki in southern Finland from 15 September to 30 October 1995. The results indicated that the performance of both models was better at 34 m than at 17 m. However, in most cases, the performance of both models deteriorated as the wind speed reduced (decreased) and as the wind direction approached a direction parallel to the road [4]. In 2007, the ability of CALINE4 to predict the spatial...
variation in the hydrocarbon concentrations downwind of a motorway was assessed, along with the accuracy of COPERT III emission functions. The results indicate that the range of the observed concentrations is higher than that of those modeled. This implies that short-term modeling will tend to underestimate higher percentile concentrations. This affects the model predictions when multiple pollutants are considered [5]. In 2009, Righi compared the ADMS urban model with an urban air quality monitoring network in Ravenna, Italy by performing a statistical and diagnostic evaluation. The results indicated that the performance of the ADMS urban model is satisfactory. However, the model tends to underpredict the concentration of air pollutants [6]. In 2013, Heist performed a model intercomparison by estimating near-road pollutant dispersion. The AERMOD, CALINE3, CALINE4, ADMS, and RLINE models were used to simulate the predicted concentrations for the Idaho Falls and Caltrans Highway 99 tracer studies. The models performed best for near-neutral conditions in both tracer studies but had mixed results under convective and stable conditions. It was also observed from the results that RLINE, ADMS, and AERMOD had produced similar results and CALINE4 produced significant scatter in the model predictions [7]. In 2017, Agharkar used CALINE4 and GAM (Generalized Additive Models) to perform a model validation and comparative performance evaluation to predict the near-road black carbon. When evaluated based on graphical screening techniques and compared using the descriptive statistics, CALINE4 and GAM exhibited $R^2$ values of 0.6928 and 0.9415, with a slope of linear regression of 0.7341 and 1.094 respectively. The overall results in this study indicated that both models showed a good agreement with the measured data [8]. From the above literature review, very few studies for mobile source modeling have been reported using multiple field studies. It is important to determine whether the models are performing well using several field studies. In early 2021, Madiraju and Kumar developed a line-source dispersion model (SLINE 1.0) incorporating the effect of wind shear near the ground level, and presented the evaluation results from the Idaho field study [9].

The literature indicates that there are several models available to predict the concentration of pollutants from mobile sources. The effect of the dilution, wind speed, turbulent diffusion, and atmospheric stability are accounted for in these models. Proper parametrization of atmospheric turbulence is important to the accuracy of the predictions. The vertical dispersion coefficient ($\sigma_z$) is one of the critical components that affect the prediction of the downwind concentration of pollutants from the vehicular exhaust. It is important to incorporate the turbulence parameters related to the wake area created by mobile sources as well as the near field while developing a line source dispersion model near the roadway [10]. Various studies indicate that the initial vertical plume spread ($\sigma_{z0}$) depends on the vehicular turbulence, wind velocity, width of the road, residence time, the height and width of the mobile sources within the turbulent mixing zone, and other factors [11,12]. In SLINE 1.1, the width of the mixing zone which is the initial phase in the downwind direction was estimated using Benson as the width of the roadway and an additional 3 m [13]. It was assumed that $\sigma_{z0}$ is constant up to 6.5 m, which is based on the summation of the width of the road 3.5 m and 3 m from the edge of the road. The spread due to the wake turbulence was considered in the calculation of the $\sigma_z$ in the SLINE 1.0 model by introducing the term $\sigma_{z0}$ to the $\sigma_z$ equation. The wake area created by the wind flow includes thermal, vehicular, and atmospheric turbulence effects and is considered as the transition phase. This phase is considered up to a downwind distance and is dependent on the highway vehicle types. The atmospheric turbulence has a major dominance on the plume dispersion in the dispersion phase (far away from the vehicular wake area). This TPT model is considered in the SLINE 1.0 model for highway mobile sources [9].

The current approach is similar to meta-studies reported in the medical literature. A new line-source model SLINE 1.0 and the TPT model were proposed by Madiraju and Kumar in 2021. The SLINE model incorporates wind shear near the ground, and the TPT model is updated in this paper. Thereafter, the SLINE 1.0 performance using the updated turbulence model (referred to as SLINE 1.1) was evaluated using multiple data sets, and is
herein compared with the three generic models: SLSM (a Simple Line Source Model given by Wark et al., in their textbook) [14]; CALINE4 (a line source model used by USEPA before the introduction of AERMOD that is still used in California) [7]; and ADMS (available from the Cambridge Environmental Research Consultants website) used in the UK [15]. Overall, the main objective of this paper is to present the assessment of the model performance to predict downwind concentrations using SLINE 1.1, CALINE 4, ADMS, and SLSM based on an updated three-phase atmospheric turbulence model and multiple data sets. This step will help us to see if the performance of the line source has improved using the proposed three-phase parametrization of atmospheric turbulence. Additionally, the comparative analysis of SLINE 1.1 with other existing line source models is performed to identify where SLINE 1.1 stands in terms of predictability.

2. Material Methods

This section provides an overview of the line-source models, updated atmospheric turbulence model, field data, and statistical evaluation methods. It is important to assess the performance of the SLINE model using the three-phase atmospheric turbulence model as compared with the existing models. The considered existing models include CALINE4, ADMS, and SLSM, and their generic formulation is freely available in the literature. The generic mathematical formulation for these dispersion models is discussed as follows.

2.1. Line Source Models

1. SLINE: This is a recently developed line-source dispersion model that incorporates the effect of wind shear (magnitude) on the dispersion of gaseous pollutants. The assumptions used in the SLINE 1.0 model are: (i) the wind direction is always perpendicular to the highway; (ii) the dispersion is of a non-fumigation type; (iii) the velocity profile with height above ground level is assumed to be the same for all downwind distances; (iv) a power-law profile is assumed for the velocity, i.e., the magnitude of the wind velocity near the ground level changes rapidly and follows a power law; (v) the eddy diffusivity profile is a conjugate of the velocity profile; and (vi) the emission rate is constant. The SLINE 1.1 model follows a TPT model which is a function of downwind distance. The expression for calculating the ground-level concentration for stable and unstable atmospheric conditions is given as Equations (1) and (2) [9]:

\[
C_{(x,z)} = \frac{q}{u_1 \sin \theta} \gamma(s) \left[ \frac{2}{(a_u x + \left[ U_e + b_u (\frac{z}{x})^m \right] + m_t) \left( m - n + 2 \right)} \right] s \exp \left[ - \frac{2 z^{m-n+2}}{\left[ \frac{a_u x + \left[ U_e + b_u (\frac{z}{x})^m \right]}{U_e} + m_t \right] \left( m - n + 2 \right)} \right]
\]  

(1)

\[
C_{(x,z)} = \frac{q}{u_1 \sin \theta} \gamma(s) \left[ \frac{2}{(a_u x (1+b_u \frac{z}{x}^{m-1}) + m_t) \left( m - n + 2 \right)} \right] s \exp \left[ - \frac{2 z^{m-n+2}}{\left[ \frac{a_u x (1+b_u \frac{z}{x}^{m-1})}{U_e} + m_t \right] \left( m - n + 2 \right)} \right]
\]  

(2)

where, C is the concentration of pollutants at a point (x, z), q (g/m/s) is the emission rate of pollutants, x (m) is the downwind distance, z (m) is the vertical height of the receptor above the ground, u (m/s) is the wind velocity at the vertical height z, \(U_e\) (m/s) is the effective wind velocity, m is the exponent of the power-law velocity profile, n is the exponent for the eddy diffusivity profile, s is the stability parameter based on m and n, \(s = (m + 1)/(m - n + 2)\), \(\theta\) (degrees) is the angle between the line source and the wind direction, \(U_e\) (m/s) is the surface friction velocity, L is the Monin–Obukhov length, \(a, b_s\) and \(b_u\) are the empirical coefficients, \(m_t\) vertical spread due to mobile turbulence, and \(H\) is the height of the source.

The model will be called SLINE 1.1 because the turbulence model is revised as given in Section 2.2 for this paper.
2. CALINE4: This is a line-source Gaussian plume dispersion model used for regulatory purposes for predicting the concentrations of pollutants near roadways. The roadway geometry, worst-case meteorological parameters, anticipated traffic volumes, and receptor positions are the initial input parameters for the model for regulatory work. The approach followed by CALINE4 assumes (i) a homogeneous wind flow field (both vertically and horizontally), (ii) steady-state conditions, and (iii) negligible along-wind diffusion. The horizontal and vertical dispersion are adequately described as unimodal. The CALINE4 model contains improved algorithms for vertical and horizontal dispersion. However, the focus of this study is on the generic equation (see Equation (3)) of CALINE4 [16].

\[
C(x,y) = \frac{q}{\pi u \sigma_z} \int_{y_1}^{y_2} \exp\left(\frac{-y^2}{2\sigma_y^2}\right) dy
\]

where, \(\sigma_z\) and \(\sigma_y\) are the horizontal and vertical dispersion coefficients (m), and \(y_1\) and \(y_2\) are the finite line-source endpoints in \(y\)-coordinates (\(y_2 > y_1\)).

3. ADMS: The Cambridge Environmental Research Consultants (CERC) developed the ADMS model. Roads are modeled as line sources with no plume rise and with modifications to account for traffic-produced turbulence, and street canyons, which is an optional feature. The vertical plume spread parameter (\(\sigma_{z_{\text{roads}}}\)) is increased to consider the extra vertical turbulence produced by traffic on busy roads [17]. Similarly, an extra component is included (not for street canyons) in the lateral plume spread parameter to model the effect of lateral turbulence. The predicted concentration (\(C\)) from a finite crosswind line source of length \(L_s\) is given by Equation (4) [17].

\[
C(x,y,z) = \frac{q}{2\sqrt{2\pi\sigma_z(x)U}} \exp\left(-\frac{(z - z_p)^2}{2\sigma_z^2}\right) \left[\text{erf}\left(\frac{y + \frac{L_s}{2}}{\sqrt{2}\sigma_y}\right) - \text{erf}\left(\frac{y - \frac{L_s}{2}}{\sqrt{2}\sigma_y}\right)\right] + \text{reflection terms}
\]

where, \(y\) is the lateral distance from the plume centerline (m), \(z_p\) is the height of the plume above the ground (m), and \(U\) is the wind speed at the plume height (m/s),

4. SLSM: SLSM is a simple line-source model used to calculate the concentration of the pollutant from a mobile source using basic meteorological data and source information. The concentration is uniform in the \(y\)-direction at any given downwind distance. The wind direction is considered normal to the line of emission. If the wind direction is not normal to the line of emission, then \(\theta\) (the angle between the wind direction and line source) is considered, and \(\sin\theta\) appears in the equation. The \(\sin\theta\) is not used in the equation if the angle is less than 45 degrees. The equation is taken from the textbook by Wark et al. [14].

\[
C(x,0) = \frac{2q}{(2\pi)^\frac{3}{2}\sigma_z u \sin\theta} \exp\left[-\frac{1}{2}\left(\frac{H}{\sigma_z}\right)^2\right]
\]

The four generic model formulations discussed in this section are used in this paper to simulate the predictions based on the three available data sets. The data sets used in this study are discussed in the following section. Note that the ability of a dispersion model to predict the concentrations of the air pollutants under varying conditions could only be evaluated after field measurements are taken under similarly varying conditions.

2.2. Turbulence Parametrization

In the current analysis, the SLINE 1.1 and ADMS models follow a three-phase turbulence (TPT) model that includes the initial, transition, and dispersion phases. A detailed discussion on this TPT model is provided by Madiraju and Kumar et al. [9]. We were not able to find the plume spread equations used in ADMS in the open literature. Therefore, we are using the TPT model discussed in this paper for the ADMS model.
In the initial phase, the plume spread is calculated using Equation (6) given by Chock [18] for the downwind distance up to 6.5 m.

\[
\sigma_{z0} = 1.5 + \left( 1.5 + \frac{0.5W}{u_m \sin \phi} \right) \frac{1}{10}
\]  

(6)

where, \( W \) is the width of the road (m), \( u_m \) is the mean wind speed (m/s), \( \phi \) is the wind angle concerning the road (°), and \( \sigma_{z0} \) is the initial vertical dispersion coefficient (also the abscissa of the fitted curve: to the field data).

The thermal turbulence, vehicular turbulence, and atmospheric turbulence combinedly affect the vertical spread of the plume in the transition phase. The vertical spread of the plume for stable and unstable conditions between 6.5 m and 50 m downwind distance (transition phase) for low-level sources is calculated using Equations (7) and (8), respectively, for stable and unstable atmospheric conditions. Vehicles in motion on highways create turbulence which can increase the mixing of air pollutants and ambient air in the wake area behind the vehicles. The vertical spread incorporates the additional spread \( (m_t) \) due to the turbulence created by moving vehicles.

\[
\sigma_z = \frac{a \times u_x \times x}{U_e \left( 1 + b_s \frac{u_x}{U_e} \left( \frac{x}{L} \right)^\frac{3}{2} \right)} + m_t \text{ for } 6.5 \text{ m} \leq x \leq 50 \text{ m}
\]  

(7)

\[
\sigma_z = a \times u_x \times x \left( 1 + b_u \frac{u_x}{U_e} \times \frac{x}{L} \right) + m_t \text{ for } 6.5 \text{ m} \leq x \leq 50 \text{ m}
\]  

(8)

where \( m_t \) is the additional spread due to the vehicles on highways to maintain the accuracy of the model-predicted concentrations. The initial formulation of \( m_t \) (see Equation (9)) is revised using the expression given by Chock [18].

\[
m_t = 1.5 + \frac{0.5W}{u_m \sin \phi} \frac{1}{10}
\]  

(9)

In the dispersion phase (beyond 50 m downwind distance), the vertical spread of the plume for stable and unstable conditions (see Equations (10) and (11)) for low-level sources is based on theoretical considerations and experimental data and is given by Snyder et al. [19].

\[
\sigma_z = a \times u_x \times x \left( \frac{1}{1 + b_s \frac{u_x}{U_e} \left( \frac{x}{L} \right)^\frac{3}{2}} \right)
\]  

(10)

\[
\sigma_z = a \times u_x \times \left( 1 + b_u \frac{u_x}{U_e} \times \frac{x}{L} \right)
\]  

(11)

Note that the \( \sigma_z \) in the transition and dispersion Phases will have values varying with the downwind distance.

The CALINE4 and SLSM models use Pasquill–Gifford curves to calculate the dispersion coefficients. The expressions were taken from the literature [13]. The dispersion coefficients (\( \sigma_z \) and \( \sigma_y \)) are typically a function of downwind distance, atmospheric stability, release height, surface roughness, averaging time, and other atmospheric variables [20,21]. \( \sigma_z \) is one of the critical components that affect the estimation of the dispersion of pollutants from the vehicular exhaust. \( \sigma_z \) is revised as follows instead of using a Pasquill–Gifford curve for the SLINE model. The curves from Benson and Chock are based on mobile source dispersion field data [22,23]. SLINE 1.1 original curves are based on RLINE and were derived from the data from field studies (Caltrans, Raleigh 2006, and Idaho Falls in 2008). The empirical coefficients \( (a, b_u, \text{ and } b_s) \) in the dispersion
coefficient expressions were adjusted based on the trial-and-error method to achieve the maximum accuracy at respective atmospheric stability using the curves reported by Benson and Chock for mobile sources.

A summary of the empirical coefficients for different stability conditions for the test case used in the paper is given in Table 1.

Table 1. Revised empirical coefficients for Equations (1) and (2) under different stability conditions.

| Atmospheric Stability       | Empirical Coefficients | Value |
|----------------------------|------------------------|-------|
| Unstable conditions        | \(a\)                  | 0.40  |
|                           | \(b_u\)                | 2.00  |
| Weakly unstable conditions| \(a\)                  | 0.75  |
|                           | \(b_u\)                | 3.50  |
| Weakly stable conditions   | \(a\)                  | 0.58  |
|                           | \(b_s\)                | 2.00  |
| Stable conditions          | \(a\)                  | 0.55  |
|                           | \(b_s\)                | 3.00  |

The model predictions are simulated using the best fit coefficients achieved for the revised expressions of SLINE 1.1. These coefficients are used in this paper to calculate the predicted concentrations computed using the SLINE 1.1 and ADMS models’ generic equations.

2.3. Field Data and Atmospheric Stability

The data considered in this study are from the experiments reported in the literature. A total of three of the data sets collected were used in the evaluation of considered dispersion models. CALTRANS99 (Data 1), Idaho Falls Tracer Experiment (Data 2), and Raleigh NO experiment (Data 3). These three were the field studies conducted to evaluate the RLINE model being incorporated in the AERMOD regulatory model by USEPA [7,19].

The CALTRANS highway 99 Tracer experiment was conducted in the 1980s in California near Highway 99 for two directions for the northbound (NB) and southbound (SB) lanes to measure SF6. The emission factors for SF6 are slightly different for the NB and SB. The line sources in NB and SB lanes were specified with a unit emission rate. Nearly 35,000 vehicles were observed in traffic daily. Since the line sources were long and the emissions were uniform along the lines, only one median receptor was modeled. The terrain is fairly flat. The samplers were placed 1 m above the ground level. The concentrations of SF6 were measured at 0 m, 32.14 m, 64.28 m, and 128.56 m downwind distance in both North and South directions [23]. In one direction, the downwind distances were represented by positive “+” and the opposite direction by negative “-” symbols (see Figures 1 and 2). The wind speed ranges are observed to be 0.2 m/s–6 m/s. The atmospheric stability provided was based on Pasquill–Gifford stability categories [7].
Figure 2. \( C_p/Co \) for SF\(_6\) using CALRANS99 (Data 1) for unstable atmospheric conditions concerning the downwind distances.

The Idaho Falls Tracer experiment was conducted to measure SF\(_6\) in 2008 at Idaho Falls, a city in Idaho. As part of this study, two simultaneous experiments were conducted, one had a barrier downwind of the line source to represent a roadside sound wall, the other had no barrier. In this analysis, we only use the data from the no-barrier experiment to test the model concentrations for a flat roadway case. The line source in the experiment was 54 m long, the field results have been processed to represent what would have been measured had the source been infinitely long. Therefore, the input source is very long (1 km) and only one receptor is modeled at each perpendicular downwind distance. The source is modeled with a unit emission rate because the measured emission rates are slightly different for each day. The emission rates for day 1, 2, 3, and 5 are 0.05 g/s, 0.04 g/s, 0.03 g/s, and 0.03 g/s respectively. The surface meteorology file contains only the 15 min periods where the wind direction was within 25 degrees of perpendicular to the line source. Additionally, day 4 is omitted completely, because the winds were rather erratic, and the receptor grid was not always downwind of the line source. The SF\(_6\) is measured in this field experiment for 18 m, 36 m, 48 m, 66 m, 90 m, 120 m, and 180 m downwind distances [24].

The Raleigh 2006 experiment was conducted to measure NO in Raleigh, North Carolina. The line sources were run with unit emission rates so they can be multiplied by the traffic and emission factor to determine the modeled concentration. The line source was 1 km long, and 8 lanes were used (4 lanes on each side of the median). The emission factor used was 0.5 g/vehicle/km from Venkatram 2007. The data are available for every 10 min of air [25,26].

In the current study, the performance of the considered dispersion models was determined by comparing the predicted pollutant concentrations using the model and observed pollutant concentrations from the CALTRANS99, Idaho Falls field 2008, and Raleigh data 2006.

Atmospheric stability influences the value of the plume spread in the horizontal as well as vertical direction. P-G stability is the most common method used to categorize atmospheric turbulence in the earlier literature. It is based on wind speed, incoming solar radiation (daytime), and cloud cover (nighttime). Other methods have been used to define stability class including Monin–Obukhov length, Richardson Number \((Ri)\) [27], temperature gradient \((dT/\sigma_z)\), and standard deviation of vertical wind direction \((\sigma_\varphi)\) [28]. The ranges of atmospheric stability indicators are given in Table 2. The atmospheric stability of the field data is categorized based on Table 2 depending upon the available information from the field study. The model predictions are simulated using the generic expressions discussed in Section 2.1 for stable and unstable atmospheric conditions and compared with the observed concentration values of the gaseous pollutants in the field. The results are discussed in Section 3.
Table 2. Typical values of five stability indicators under different atmospheric conditions.

| Atmospheric Stability          | Pasquill Class [14] | Monin Obukhov Length (m) [27] | Richardson Number ($R_i$) [27] | Temperature Gradient (Degree Centigrade/100m) [14] | Standard Deviation of Vertical Wind Direction ($\sigma_\phi$) (Degree) [14] |
|-------------------------------|---------------------|--------------------------------|--------------------------------|-----------------------------------------------|-----------------------------------------------|
| Extremely unstable conditions | A                   | −2 to −3                       | −0.86                          | $\leq -1.9$                                    | $\leq 12$                                    |
| Moderately unstable conditions| B                   | −4 to −5                       | $\geq -0.86$ to $<-0.37$       | $-1.9 \leq -1.7$                              | $\geq 10 \text{ to } <12$                    |
| Slightly unstable conditions  | C                   | −12 to −15                     | $\geq -0.37$ to $<-0.10$       | $-1.7 \leq -1.5$                              | $\geq 7.8 \text{ to } <10$                   |
| Neutral conditions            | D                   | Infinite                       | $\geq -0.10$ to $<0.053$       | $-1.5 \leq -0.5$                              | $\geq 5 \text{ to } <7.8$                    |
| Slightly stable conditions    | E                   | 35 to 75                       | $0.053 \leq$ to $<0.134$      | $-0.5 \leq -1.5$                              | $\geq 2.4 \text{ to } <5$                    |
| Moderately stable conditions  | F                   | 8 to 35                        | 0.134$\leq$                    | $1.5 \leq 4.0$                                | $<2.4$                                       |
| Extremely Stable              | G                   | -                              | -                              | >4.0                                          | -                                            |

2.4. Statistical Evaluation Methods

This paper uses Python to calculate the statistical parameters for the three independent data sets from the Idaho Falls Tracer experiment (Data 1), Caltrans Highway 99 Tracer experiment (Data 2), and Raleigh 2006 NO experiment (Data 3) [29]. The statistical parameters considered in the paper to examine the performance of the considered line-source dispersion models are discussed below:

(a) **Fractional Bias (FB):** The fractional bias is a ratio between the difference of the average values and the summation of the average values of the observed and predicted concentration of pollutants, multiplied by two. It is a dimensionless number. In the ideal case, the value of FB is equal to zero. However, if its value is between $-2.0$ and $+2.0$, then the model can be referred to as better performing. If the FB value is less than $-0.67$, then the model is underpredicting, and if the value is less than $-2.0$, then the model is extremely underpredicting. If the value is higher than $+0.6$, then the model is overpredicting, and if the value is higher than $+2.0$, then the model is extremely overpredicting. The value of FB is influenced by infrequently occurring high concentration values [30,31].

\[
FB = 2 \left( \frac{C_o - C_p}{C_o + C_p} \right) \tag{12}
\]

where, $C_o$ is the observed concentration of pollutant, and $C_p$ is the model-predicted concentration of pollutants.

(b) **Normalized Root Mean Square Error (NMSE):** The scatter in the data collected is then normalized by the product of the average values of observed and predicted concentrations of pollutants. In the ideal case, the value of NMSE is zero. A smaller NMSE value denotes that the model is better performing. NMSE values cannot be used for accessing the model predicted concentrations that are over- or underpredicted [30,32].

\[
NMSE = \frac{(C_p - C_o)^2}{C_o \cdot C_p} \tag{13}
\]

(c) **Coefficient of Determination ($R^2$):** The coefficient of determination is the square of the correlation between the predicted and observed values. $R^2$ values range from 0 to 1. For example, an $R^2$ of 0.50 means there is 50 percent of the variance needed to predict the actual observed value [30,33].

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (C_p - C_o)^2}{\sum_{i=1}^{n} (C_p - C_o')^2} \tag{14}
\]
where \( n \) is the number of data points, \( \Sigma \) is the summation notation, and ‘\( i \)’ represents the \( i \)th value of concentration.

(d) Geometric Mean Bias (MG): The MG value is reliable when the magnitude of the observed and predicted concentrations of the pollutants varies significantly. Extremely low values of concentrations also have strong influences on the MG value. In the ideal case, the MG value is equal to 1. If the MG value is equal to +0.5, then the model is underpredicting, and if the value is equal to +2.0, then the model is overpredicting [30,34].

\[
MG = \exp(\ln C_o - \ln C_p)
\] (15)

(e) Geometric Variance (VG): In ideal cases, VG values are equal to 1. Similar to MG, the VG value also shows similar properties of performance measures except in the identification of over- and underprediction [30,35].

\[
VG = \exp(\ln C_o - \ln C_o)^2
\] (16)

(f) Mean Squared Log Error (MSLE): Its values lie between 0 and \( \infty \). A smaller value of MSLE indicates that the model is performing better [36].

\[
MSLE = \frac{1}{n} \sum_{i=0}^{n-1} \left( \log e(1 + C_{oi}) - \log e(1 + C_{pi}) \right)^2
\] (17)

(g) Mean Absolute Percentage Error (MAPE): MAPE is a measure of the accuracy of the model as a percentage. MAPE can be calculated as the average absolute percent error for each predicted concentration minus the observed concentration divided by the observed concentration [37].

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{C_{oi} - C_{pi}}{C_{oi}} \right| \times 100
\] (18)

It is always recommended to consider multiple performance measures to accurately assess models. The distribution of each variable considered determines the significance of the model performance measure. Each parameter discussed in this section was computed after obtaining the predicted model results from the SLINE, CALINE4, ADMS, and SLSM models. The formulation of each considered model and comparative analysis performed between the models are discussed in the following sections. The above statistical parameters are based on the work reported in the literature [38–41].

3. Results and Discussion

For statistical evaluation, model-predicted concentrations are evaluated against observed concentrations for different field studies. Observed concentrations are directly measured by instruments. It is important to recognize that different degrees of uncertainty are associated with different types of observed concentrations. Furthermore, it is important to define how the predicted concentrations are to be compared with the observed concentrations.

3.1. \( C_p/C_o \) Plots

In the current study, the performance of the model was initially evaluated by comparing the \( C_p/C_o \) values at measured downwind distances. Then, the predicted concentrations were compared with the observed concentrations using different statistical parameters. Figures 1–6 represent the plots developed between the \( C_p/C_o \) values for each model concerning the downwind distances at which the observed concentrations are measured under stable and unstable atmospheric conditions, respectively.
1) Stable Conditions

The Cp1, Cp2, Cp3, and Cp4 are the model-predicted concentrations of SLINE 1.1, CALINE 4, ADMS, and SLSM respectively. The plots in Figure 1 indicate that the four models show mixed results for different stability conditions and data sets. Initially, for Data 1, the SLINE 1.1 model overpredicted the concentrations under stable atmospheric conditions and underpredicted the concentrations for unstable atmospheric conditions. The ADMS model underpredicted the pollutant concentrations for stable atmospheric conditions and unstable atmospheric conditions. However, it was observed that the results of the SLSM model are significantly underpredicting for both atmospheric stability levels. It was also observed that, irrespective of the atmospheric stability condition, SLINE 1.1 and ADMS models are better performing near the highway than CALINE4 and SLSM.

Secondly, for Data 2, the Cp/Co ratios indicate that all the models considered slightly underpredicted the pollutant concentrations for stable atmospheric conditions. However, the SLINE 1.1, ADMS, and CALINE4 models performed better for stable conditions at all the downwind distances compared to the SLSM model. For unstable conditions, SLINE...
1.1 and ADMS performed better than the CALINE4 and SLSM models. The CALINE4 and SLSM models were better at shorter downwind distances and had a mixed result at larger downwind distances under unstable atmospheric conditions.

Finally, for Data 3, all the models tended to slightly underpredict the pollutant concentrations for both atmospheric stability conditions. The SLINE 1.1, ADMS, and SLSM models are better-performing models under stable atmospheric conditions when compared to CALINE4. For unstable conditions, the SLINE 1.1 and ADMS models perform better than the CALINE4 and SLSM models.

3.2. Statistical Evaluation Results

The comparative analysis of model performances was then followed by statistical evaluation. The statistical indicators given by Equations (12)–(18) for four dispersion models using the three data sets as model inputs are tabulated in Table 3. The ideal case values of each indicator are indicated in the second row of the table to assess the performance of the model.

Table 3. Statistical indicators/parameters computed to evaluate model performance.

| Statistical Indicator | FB   | NMSE | R²   | MG   | VG   | MSLE | MAPE |
|-----------------------|------|------|------|------|------|------|------|
| Ideal Values          | 0    | 0    | 1    | 1    | 1    | 0    | 0    |
| CALRANS99 (Data 1)    |      |      |      |      |      |      |      |
| Stable Conditions     |      |      |      |      |      |      |      |
| SLINE 1.1             | 0.11 | 0.05 | 0.88 | 0.89 | 1.20 | 0.00258 | 0.12  |
| CALINE4               | −0.26 | 0.37 | 0.75 | 1.44 | 1.35 | 0.00946 | 0.19  |
| ADMS                  | −0.14 | 0.10 | 0.86 | 1.24 | 1.22 | 0.00328 | 0.12  |
| SLSM                  | −0.26 | 0.35 | 0.73 | 1.41 | 1.48 | 0.01561 | 0.23  |
| Unstable Conditions   |      |      |      |      |      |      |      |
| SLINE 1.1             | −0.16 | 0.14 | 0.87 | 1.28 | 1.13 | 0.00530 | 0.15  |
| CALINE4               | −0.31 | 0.54 | 0.71 | 1.48 | 1.41 | 0.02019 | 0.28  |
| ADMS                  | −0.19 | 0.21 | 0.86 | 1.33 | 1.24 | 0.00860 | 0.19  |
| SLSM                  | −0.28 | 0.47 | 0.72 | 1.44 | 1.49 | 0.01602 | 0.25  |
| Raleigh 2006          |      |      |      |      |      |      |      |
| experiment (Data 2)   |      |      |      |      |      |      |      |
| Stable Conditions     |      |      |      |      |      |      |      |
| SLINE 1.1             | 0.15 | 0.05 | 0.75 | 0.88 | 1.22 | 0.00408 | 0.14  |
| CALINE4               | −0.29 | 0.12 | 0.65 | 1.45 | 1.49 | 0.00172 | 0.26  |
| ADMS                  | −0.10 | 0.02 | 0.76 | 1.20 | 1.27 | 0.00206 | 0.09  |
| SLSM                  | −0.33 | 0.17 | 0.58 | 1.49 | 1.51 | 0.02117 | 0.28  |
| Unstable Conditions   |      |      |      |      |      |      |      |
| SLINE 1.1             | −0.11 | 0.02 | 0.87 | 1.11 | 1.11 | 0.00219 | 0.10  |
| CALINE4               | −0.23 | 0.09 | 0.68 | 1.46 | 1.46 | 0.01020 | 0.21  |
| ADMS                  | −0.14 | 0.03 | 0.86 | 1.25 | 1.22 | 0.00360 | 0.18  |
| SLSM                  | −0.25 | 0.11 | 0.66 | 1.49 | 1.47 | 0.01235 | 0.23  |
| Idaho Falls 2008      |      |      |      |      |      |      |      |
| experiment (Data 3)   |      |      |      |      |      |      |      |
| Stable Conditions     |      |      |      |      |      |      |      |
| SLINE 1.1             | 0.14 | 0.04 | 0.80 | 0.86 | 1.22 | 0.00546 | 0.16  |
| CALINE4               | −0.32 | 0.18 | 0.73 | 1.48 | 1.51 | 0.02130 | 0.27  |
| ADMS                  | −0.22 | 0.07 | 0.87 | 1.24 | 1.25 | 0.00546 | 0.20  |
| SLSM                  | −0.26 | 0.11 | 0.69 | 1.48 | 1.47 | 0.02130 | 0.22  |
| Unstable Conditions   |      |      |      |      |      |      |      |
| SLINE 1.1             | −0.12 | 0.03 | 0.85 | 1.13 | 1.24 | 0.00382 | 0.12  |
| CALINE4               | −0.26 | 0.10 | 0.74 | 1.42 | 1.48 | 0.01491 | 0.24  |
| ADMS                  | −0.17 | 0.04 | 0.83 | 1.29 | 1.33 | 0.00570 | 0.16  |
| SLSM                  | −0.26 | 0.11 | 0.74 | 1.41 | 1.49 | 0.01433 | 0.24  |

(FB—Fractional Bias, NMSE—Normalized Mean Square Error, R²—Coefficient of determination, MG—Geometric Mean Bias, VG—Geometric Mean-Variance, MSLE—Mean Square Logarithmic Error, MAPE—Mean Absolute Percentage Error).

An FB value closer to 0 indicates that the model is performing better. This indicator indicates whether the predicted values are underestimated or overestimated compared to the observed values [42]. Since the values of FB for SLINE 1.1 and ADMS are between −2.0 and +2.0, these models can be regarded as better performing. Usually, when the FB value is less than or equal to 0.3, a model is regarded as acceptable. The FB values of the models CALINE4 and SLSM were between −0.67 and −2.0 at all atmospheric conditions, showing that CALINE4 and SLSM can be regarded as underpredicting. SLINE 1.1 seems to be
slightly overpredicting at stable atmospheric conditions based on the FB values. However, the model evaluation results indicate that SLINE 1.0 and ADMS have the most satisfactory values of FB when compared to the other models while evaluating all three data sets at stable and unstable atmospheric conditions. It should be noted that the FB values are based on a linear scale and represent only systematic errors which are represented in Figure 1.

The NMSE values from the results are satisfactory for all the models except for the CALINE4 and SLSM using the Caltrans data at both stable and unstable atmospheric conditions. None of the results are equal to ideal case values, but the values for SLINE 1.1 under stable conditions are suitably close. ADMS seems to be the next best-performing model when analyzed in conjunction with NMSE values. NMSE values were used in this analysis because they reflect both systematic and unsystematic errors.

The coefficient of determination ($R^2$) assesses how strong the linear relationship is between predicted and observed concentration values. This measure is represented as a value between 0.0 and 1.0, where a value of 1.0 indicates a perfect fit, and is thus a highly reliable model for future predictions, while a value of 0.0 would indicate that the model fails to accurately model the data at all [43]. As per this analysis, the SLINE 1.1 model tends to possess a chance of 75% to 88% to accurately predict the concentration values, whereas the ADMS has a 76% to 88% chance of accurately predicting the simulations. However, CALINE4 and SLSM seem to have a chance range of 65% to 74% and 58% to 74%, respectively. Even though $R^2$ is a complex idea centered on the statistical analysis of models for data, it can be used to explain variability. The variable chance of ranges mentioned in this paragraph is based on the three considered data sets.

The MG values are based on a logarithmic scale. MG indicates systematic errors and VG indicates unsystematic errors [44]. These two statistical indicators were used in this analysis because the three data sets considered possess varying orders of magnitude. These two indicators are strongly influenced by extremely low values and provide a balanced treatment between high and low values of concentrations [29,30]. If the values are between 0.75 and 1.25, then the model is performing better. If the values are within the range of 0.50–0.75/1.25–1.50, then the model is performing better [45,46]. The MG and VG values fall in the satisfactory range for most of the models. However, none of them were equal to the ideal case value of one. In two instances, the MG and VG values for CALINE4 and SLSM exceeded the satisfactory range. This indicates that the models are performing satisfactorily as far as MG and VG values are concerned, except for CALINE4 and SLSM in some instances.

MSLE values reflect the percentage difference between the log-transformed observed and predicted concentration values. MSLE values were considered in this analysis because of their nature to treat small differences between small observed and predicted concentration values in approximately the same manner as big differences between large observed and predicted concentration values [47]. The results indicate that the values of SLINE 1.1 and ADMS are close to each other with a small difference. Similarly, CALINE4 and SLSM are close to each other with a small difference.

MAPE is the final statistical parameter used to analyze the models considered in this study. This parameter is a measure of the accuracy of the model to predict the concentration values as a percentage. MAPE was considered in this analysis in order to measure the forecast error when there are no extremes to the data [48]. CALINE4 and SLSM had the highest percentage error of 28%, whereas the highest percentage errors for SLINE 1.1 and ADMS were 16% and 20%, respectively.

3.3. Role of Quantile-Quantile (Q-Q) Plots

The predicted and observed concentrations were further assessed to see whether a model can generate a concentration distribution that is similar to the observed, especially at different concentration ranges. The $C_P/C_O$ values help to identify whether a model is underpredicting or overpredicting. The statistical indicator indicates the accuracy of the model performance. The Q-Q plots represent the similarity between the distribution
of the observed and predicted values \[49\]. If the highest observed concentrations and model-predicted concentrations have a similar magnitude, then the model overpredicts overall, and may correctly predict the values of the highest few observed concentrations; however, this will be for the wrong reasons and at the wrong downwind distances \[49\]. Q-Q plots provide a visual characterization of the spread of model-predicted concentrations and observed concentrations concerning the central value \[50\].

Quantile-Quantile (Q-Q) plots were used in this study to visually assess the similarity in distribution between the observed concentrations and the concentrations predicted using SLINE 1.1, ADMS, CALINE 4, and SLSM. The observed and simulated concentrations using each data set were considered when drawing each plot. They were initially sorted in ascending order and plotted against the quantiles calculated from the theoretical distribution. The standardized residuals \((y\text{-axis})\) were the measure of the strength of the difference between the observed and predicted simulations, and the theoretical quantiles \((x\text{-axis})\) were the theoretically calculated percentiles \[51\]. The Q-Q plots for the observed data and each model simulated data were plotted (not presented in the paper). The plots indicate that all the models tend to show a similar distribution to the observed concentrations. However, while at higher concentration ranges, all the models show a slight variation in the distribution when compared to the observed concentrations.

3.4. Performance of the Basic Line-Source Model (SLSM) Using Three-Phase Turbulence Parameterization

The statistical results indicate that SLINE 1.1 performs better when compared to SLINE 1.0 with the updated three-phase atmospheric turbulence parametrization. A trial was conducted to assess the performance of the basic line-source model (SLSM) by incorporating the updated TPT model. The statistical indicators are given in Table 4 for all three field studies used in this paper.

Table 4. SLSM performance using the TPT model.

| Statistical Indicator | FB | NMSE | \(R^2\) | MG | VG | MSLE | MAPE |
|-----------------------|----|------|--------|----|----|------|------|
| Data 1 (Stable)       | -0.17 | 0.26 | 0.79  | 1.35 | 1.38 | 0.01032 | 0.21 |
| Data 1 (unstable)     | -0.19 | 0.34 | 0.78  | 1.32 | 1.37 | 0.01125 | 0.22 |
| Data 2 (Stable)       | -0.22 | 0.13 | 0.69  | 1.36 | 1.39 | 0.01984 | 0.30 |
| Data 2 (unstable)     | -0.14 | 0.09 | 0.72  | 1.33 | 1.35 | 0.00987 | 0.37 |
| Data 3 (Stable)       | -0.17 | 0.10 | 0.75  | 1.34 | 1.35 | 0.01863 | 0.25 |
| Data 3 (unstable)     | -0.17 | 0.09 | 0.80  | 1.32 | 1.38 | 0.01104 | 0.20 |

The comparison of results for the SLSM model given in Tables 1 and 4 shows that there is a slight improvement in the model performance of SLSM. Improvements in the FB, NMSE, and \(R^2\) values are visible. The MG and VG values have also improved. The MAPE values for Data 2 for both stable and unstable conditions increased when compared to other data sets. Note that the P–G dispersion coefficients used in the SLSM model were developed based on the work of Pasquill over 70 years ago and it is suggested that these dispersion coefficients should be replaced with the proposed turbulence parametrization.

3.5. Summary

The SLINE 1.1 model was evaluated using \(C_p/C_0\) vs. downwind distance plots, statistical indicators, and the Q-Q plots. The overall model evaluation analyses from the three considered datasets shows that SLINE 1.1 is overpredicting for stable atmospheric conditions and underpredicting for unstable atmospheric conditions. The SLINE 1.1 results were observed to be closer, relatively, to the ADMS results than to CALINE4 and SLSM. The CALINE4 and SLSM models performed at a level close to the ideal values of the indicators and their overall performance was lower than SLINE 1.1 and ADMS.

Overall, it can be said that the SLINE 1.1 model is performing well using the updated atmospheric turbulence parametrization for the data sets used. The differences between
the simulation results and the observed concentrations are due to the physics used during model formulation, the procedures used in measuring different field parameters, and the specifications of atmospheric stability. The researchers involved in the field experiments have done their best to simulate the mobile source emissions using tracer studies. Field data collection is subject to the resolution and sensitivity of the instrument. Model formulations, as well as instrumentation, have been improving over the last 50 years. SLINE 1.1 and the updated TPT model is an attempt to improve the physics associated with atmospheric dispersion based on our current understanding.

4. Conclusions

SLINE 1.1 incorporates wind shear near the ground and uses an updated TPT model based on the physics associated with mobile source dispersion. This study shows that the SLINE 1.1 model performs better, as compared to the results of SLINE 1.0 given by Madiraju and Kumar [9], after revising the atmospheric turbulence model. Additionally, the performance of the basic line-source SLSM model is improved when the proposed TPT model is used for dispersion calculations. This study shows that SLINE 1.1 and ADMS are better-performing models when compared to CALINE4 and SLSM.

The models used in the study incorporate improved physics, known at the time of development, related to the dispersion of effluents from mobile sources. The simulation schemes are being constantly improved over time. However, the updated three-phase atmospheric turbulence parametrization uses the current physics of mobile source dispersion and empirical coefficients based on mobile source field studies. Based on our findings, we encourage the use of the updated turbulence parametrization along with the empirical coefficients given in Table 1 with other line-source models.

It will be important to update the turbulence parametrization based on new findings reported in the field in future years. The use of the concepts of artificial intelligence (AI) for modeling mobile source dispersion is suggested based on the work of Kadiyala et al. [52].
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