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ABSTRACT

Humans are able to identify and categorize novel compositions of known concepts. The task in Compositional Zero-Shot learning (CZSL) is to learn composition of primitive concepts, i.e., objects and states, in such a way that even their novel compositions can be zero-shot classified. In this work, we do not assume any prior knowledge on the feasibility of novel compositions, i.e., open-world setting, where infeasible compositions dominate the search space. We propose a Compositional Variational Graph Autoencoder (CVGAE) approach for learning the variational embeddings of the primitive concepts (nodes) as well as feasibility of their compositions (via edges). Such modelling makes CVGAE scalable to real-world application scenarios. This is in contrast to SOTA method, CGE [33], which is computationally very expensive, e.g., for benchmark C-GQA dataset, CGE requires $3.94 \times 10^5$ nodes, whereas CVGAE requires only 1323 nodes. We learn a mapping of the graph and image embeddings onto a common embedding space. CVGAE adopts a deep metric learning approach and learns a similarity metric in this space via bi-directional contrastive loss between projected graph and image embeddings. We validate the effectiveness of our approach on three benchmark datasets. We also demonstrate via an image retrieval task that the representations learnt by CVGAE are better suited for compositional generalization.

CCS CONCEPTS
• Information systems → Information retrieval; • Computing methodologies → Machine learning.
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1 INTRODUCTION

In their seminal works in vision and cognitive science, Biederman [4] and Hoffman et al. [16] showed the compositional nature of human perception of the visual world. This compositional nature is the motivation behind the feature compositionality which has been exploited by modern vision systems. For instance, learning
image features [25, 48] and transfer learning [9, 10, 36]. It is well-known that unfamiliar compositions of concepts dominate the long-tailed distribution of visual concepts [40, 44]. However, the bulk of the research is focused on composition in feature space, whereas composition of concepts in the classifier space has received less attention.

Recently, several works have focused on the so-called Compositional Zero-Shot Learning (CZSL) problem [26, 31, 38]. The task is to learn the composition of concepts (objects and states) in such a way that even their novel compositions can be classified without any supervision. Interestingly, the baseline and state-of-the-art (SOTA) methods in CZSL assume that the novel composition of concepts (objects and states) in the model output space is already known at test time. The only exception is the work by Mancini et al. [28], which do not impose any such constraint on the model output space. Following [28], we refer to the former as Close-World (CW) CZSL task and the latter as Open-World (OW) CZSL task. The left part of Fig. 1 presents the OW-CZSL task, whereas the right part presents a potential application scenario where OW-CZSL can help E-commerce websites. It is to be noted that underlined object and states can be recognized via Part-of-speech (POS) tagging [5, 41], but this is out of scope of this work.

In this work, we propose CVGAE, a Variational Graph Autoencoder (VGAE) based approach for tackling both CW and OW CZSL tasks in a principled way. We argue that objects and states are being generated from a prior distribution. They are treated as nodes of a graph and an edge between them indicates the existence of a compositional pair. This formulation enables us to learn the latent representation of our primitive concepts in a space of reduced dimensionality along with the feasibility of their compositions (edges). The embeddings of the compositional pairs are obtained by simply concatenating the respective state and object node embeddings. This is in contrast to CGE [33], which requires nodes as well as all compositional pairs in the graph. Such problem formulation by Naem et al. [33] limits its applicability for the real-world scenarios. We discuss the computational complexity in detail in subsection 4.4.

We hypothesize that there are two fundamental obstacles in learning models which exhibit compositional generalization, i.e., (1) zero-shot nature of unseen labels (distribution-shift) and (2) learning the “disentanglement” of primitive concepts from training samples. In this paper, we do not claim to overcome these challenges. Rather, we recognize these obstacles and draw inspiration from them in developing our model. This is the reason for choosing a generative process for the primitive concepts in our graph. We hypothesize that keeping only the primitives in the graph aids in learning of primitive concepts in a disentangled way. Moreover, the variational modelling process also ensures that CVGAE learns the underlying distribution rather than learning such spurious correlations which hurt inference at test time. This enables CVGAE to achieve better compositional generalization.

Our model focuses on learning the distribution of the primitive concepts and predicting the existence (feasibility) of an edge between them by exploiting the graph information. We argue that once good primitive representations are learned in a disentangled way, it is more likely to be stable across training and test compositional labels. Following the literature [26, 28, 33], we employ a pretrained image model to extract image features. We learn a mapping of the compositional pair embeddings and image features on the common embedding space. In this space, we employ contrastive loss to learn embeddings which are visually grounded and semantically meaningful. That is, by maximizing the similarity between image embeddings with target compositional pair embeddings against random pairs and vice-versa through a bidirectional contrastive loss. Another big advantage of CVGAE is that we exploit the graph information and augment the supervised contrastive loss with VGAE loss. This is in contrast to the current SOTA methods, which overwhelmingly rely on supervisory labels for learning. Such purely supervised methods disregard the fact that the underlying data lives on a much complicated manifold than what sparse labels could capture. This often leads to good task-specific solutions, rather than learning the multiple semantic concepts in the data. We argue that representations learnt by CVGAE better capture the semantic meaning of primitive concepts. We evaluate the validity of our approach via experiments on three benchmark datasets (See Sec. 4). Our main contributions are summarized below:

- We propose CVGAE, a variational graph-based approach for tackling both CW and OW CZSL tasks. We argue that the node embeddings and edges between the primitive concepts (object and states) are sufficient for achieving good compositional generalization.
- We show that CVGAE is computationally cheaper than the current graph-based SOTA method, CGE.
- CVGAE achieves better compositional generalization than SOTA methods on three benchmark datasets, i.e., for OW-CZSL task, the performance gain with respect to best harmonic mean metric is 12.5% on MIT-States, 8.3% on UT-Zappos and 25% on C-GQA dataset.

2 RELATED WORK

2.1 Compositional Zero-Shot Learning

Early works in CZSL see state (attribute) as a mid-level feature between visual patterns and object recognition. It has been proved to help various tasks, including zero-shot recognition, image description [13, 24, 27], visual question answering [23] and so on. [13, 19] treat object as combination of states (attributes). [18] develop a random forest algorithm on top of attribute classifiers. [35] propose using continuous instead of binary state classifier and infer to unseen objects by relating its description to seen objects. Skip-gram word embeddings can be used for both state and object to make predictions on unseen relations [2].

Instead of being used as an intermediate feature, attribute classification becomes another goal of learning in compositional learning, besides object classification. [8] uses matrix factorization to get unseen object-specific attribute classifiers from seen ones. [31] combine attribute and object classifier via a transformation network to get the composition classifier. Instead of training classifiers for primitives, [38] use the state and object label to control a gated network calculating a triplet loss of (image, state, object).

Besides the visual presentation, the semantic information of primitives are also utilized to generalize to unseen compositions. [34] models object using its semantic representation and attribute as linear transformation for the object. [26] learns the coupling and decoupling mechanism between attributes and objects.
2.2 Open World Recognition

Most previous works conduct their experiments on the closed-world setting, where they assume prior knowledge of all test compositions. This weakens their generalizability to practical settings. We adopt the more realistic open-world setting from [28]. The search space now contains every possible combination of state and object. We show that most previous models exhibit performance degradation in this setting, while our model can handle this new problem well with the help of Graph Neural Network (GNN).

Both our work and CGE [33] use GNN to get the desired composition representation. However, we propose a variational graph approach which requires much less nodes. This is especially advantageous in the open-world setting considering the already enormous search space.

3 METHODOLOGY

3.1 Task Formulation

Let $X$ denote the set of images, $S$ denote the set of states, $O$ the set of objects and $Y = S \times O$ denote the set of all the compositions. The set $Y$ can also be expressed as a union of real compositional labels, denoted as $Y_r$, and hypothetical compositional labels, denoted as $Y_h$, i.e., $Y = Y_r \cup Y_h$. $Y_r$ consists of the "real" labels, i.e., we have images in the dataset for these labels. $Y_h$ is partitioned into two disjoint subsets, depending on whether the corresponding label was "seen" by the model during training or not. We refer to them as "seen" $Y_s$ and "unseen" $Y_u$ respectively. i.e., $Y_r = Y_s \cup Y_u$ and $Y_s \cap Y_u = \emptyset$. We can write the training set as: $T = \{(x, y) | x \in X, y \in Y_s\}$, where $Y_s \subseteq Y_r$.

In this work, following [28, 33, 38, 46], we adopt the generalized compositional zero-shot split where the test set includes images from both $Y_s$ and $Y_u$. The goal of the model $f : X \rightarrow Y_s$ is to predict compositional labels in a space $Y_s \subseteq Y$. Depending on the output space $Y_s$ of the model, we get two variants of this task: (1) Close-World (CW) CZSL, i.e., $Y_r \equiv Y_s$ and (2) Open-world (OW) CZSL, i.e., $Y_r \equiv Y_s$. In other words, in CW CZSL, the set of unseen compositions $Y_u$ is assumed to be known a priori. Thus, we consider $Y_u = \emptyset$. Whereas, OW CZSL does not have this assumption, which makes it a more challenging task and closer to real-world application scenarios.

3.2 Proposed Method: CVGAE

Suppose an undirected and unweighted graph $G$ consisting of $N$ nodes, with adjacency matrix $A \in \mathbb{R}^{N \times N}$ and a matrix $F \in \mathbb{R}^{N \times m}$ of $m$-dimensional node features. For CVGAE, $N = |S| + |O|$ and each row in $F$ consists of word embedding of the corresponding state or object. This is in contrast to CGE [33], which requires an additional $|Y_s|$ nodes, corresponding embeddings and edges. Such formulation makes CGE computationally very expensive than our approach (see subsection 4.4).

CVGAE jointly encodes the information in nodes and edges in a $h$ dimensional latent space. Let us denote the latent node embedding by $z_i \in \mathbb{R}^h$. We assume that these latent random variables $\{z_1, z_2, \ldots, z_N\}$ follow standard gaussian distribution. These latent variables are stacked into a matrix $Z \in \mathbb{R}^{N \times h}$. The joint distribution can be mathematically expressed as

$$p(G, Z) = p(Z)p_0(G|Z),$$

$$p(Z) = \prod_{i=0}^{N} p(z_i),$$

$$p(z_i) = N(0, \text{diag}(1)) \forall i.$$

For an undirected and unweighted graph $G$, we follow [21] and restrict the decoder to reconstruct only edge information from the latent space. The edge information can be represented by an adjacency matrix $A \in \mathbb{R}^{N \times N}$ where $a_{ij}$ refers to the element in $i$th row and $j$th column. If an edge exists between node $i$ and $j$, we have $a_{ij} = 1$ else 0. Thus, the decoder is given by

$$p_0(A|Z) = \prod_{(i,j) \in 1} p_0(a_{ij} = 1|z_i, z_j),$$

$$p_0(a_{ij} = 1|z_i, z_j) = \sigma(<z_i, z_j>),$$

where $<\cdot, \cdot>$ denotes dot product and $\sigma(\cdot)$ is the logistic sigmoid function. It is to be noted that an additional restriction is imposed when sampling the nodes, i.e., $z_i \in S$ and $z_j \in O$. In order to ensure computational tractability, we introduce the approximate posterior. i.e.,

$$q_\phi(Z|G) = \prod_i q_\phi(z_i|G),$$

$$q_\phi(z_i|G) = N(\mu_i(G), \sigma_i^2(G))$$

where $G = (A, F)$. We employ GraphSAGE [14] as node encoder to learn $\mu_i(\cdot)$ and $\sigma_i(\cdot)$. Reparameterization trick [12] is used to obtain samples of $q_\phi(Z|G)$ from the mean and variance.

The training objective should be such that the model is able to generate new data and recover graph information from the embeddings simultaneously. We maximize the corresponding ELBO bound (for derivation, refer to the supplementary material), given by

$$\mathcal{L}_{\text{ELBO}} \equiv \sum_{i=1}^{N} D_{\text{KL}} \left[ N\left( \mu_i(G), \sigma_i^2(G) \right) \mid \mid N(0, \text{diag}(1)) \right]$$

$$- \mathbb{E}_{Z \sim q_\phi(Z|G)} \left[ \log p_0(A|Z) \right].$$

where $D_{\text{KL}}$ denotes the Kullback-Leibler (KL) divergence and the second term is the binary cross-entropy loss between input edges and the reconstructed edges.

3.3 Network Architecture

Fig. 2 presents the overview of the architecture of CVGAE, a variational graph based approach for learning composition of multiple semantic concepts in images. Here, $\psi(\cdot)$ denotes the pre-trained image model (e.g., ResNet-18), which takes an image as input and returns image features $x$ in a $d$-dimensional space. We get the embeddings for all the compositional pairs of interest $Y_s$ by concatenating respective state and object node embeddings. i.e., for each $y \in Y_s$, we have the pair embeddings $e = \text{concat}(z, z')$, where $z \in S$ and $z' \in O$. We project these embeddings onto a common multi-modal embedding space via separate projection modules. These modules are denoted by $\phi_e : \mathbb{R}^{2h} \mapsto \mathbb{R}^k$ and $\phi_i : \mathbb{R}^d \mapsto \mathbb{R}^k$ for compositional pair and image respectively.
In this common embedding space, we aim to learn such representations which better capture the underlying cross-modal dependencies. Our aim is to maximize the similarity between the projected compositional pair embedding \( \phi_x(e) \) and the corresponding projected image features \( \hat{\phi}_i(x) \). We adopt a deep metric learning (DML) approach to train CVGAE. Let \( k(\cdot, \cdot) \) denote the similarity kernel, which we implement as a dot product between its inputs. The objective is to learn a similarity metric, \( k(\cdot, \cdot) : \mathbb{R}^k \times \mathbb{R}^k \mapsto \mathbb{R} \), between \( \phi_x(e) \) and \( \hat{\phi}_i(x) \).

In other words, CVGAE should learn to map semantically similar points from the data manifold in \( \mathbb{R}^k \times \mathbb{R}^d \) onto metrically close points in \( \mathbb{R}^d \). Analogously, the model should push the projected image features away from the wrong compositional pair embeddings in \( \mathbb{R}^d \). For each training sample \((x^{(j)}, y^{(j)})\) in the mini-batch of size \( B \), we normalize the similarity between the projected compositional pair embedding \( \phi_x(e^{(j)}) \) and the corresponding projected image features \( \hat{\phi}_i(x^{(j)}) \) by dividing it with the sum of similarities between \( \phi_x(x^{(j)}) \) and all the projected compositional pair embeddings. We denote this loss as \( L_{e \rightarrow i} \).

\[
L_{e \rightarrow i} = \frac{1}{B} \sum_{j=1}^{B} - \log \left( \frac{\exp \{ k(\phi_x(e^{(j)}), \hat{\phi}_i(x^{(j)})) \} \cdot \sum_{b=1}^{B} \exp \{ k(\phi_x(e^{(b)}), \hat{\phi}_i(x^{(b)})) \}}{\sum_{c=1}^{B} \sum_{d=1}^{B} \exp \{ k(\phi_x(e^{(c)}), \hat{\phi}_i(x^{(d)})) \}} \right), \tag{9}
\]

In the other direction, we also divide this similarity with the sum of similarities between \( \phi_x(e^{(j)}) \) and all the images in the batch. We denote this loss as \( L_{i \rightarrow e} \).

\[
L_{i \rightarrow e} = \frac{1}{B} \sum_{j=1}^{B} - \log \left( \frac{\exp \{ k(\phi_x(e^{(j)}), \hat{\phi}_i(x^{(j)})) \} \cdot \sum_{b=1}^{B} \exp \{ k(\phi_x(e^{(b)}), \hat{\phi}_i(x^{(b)})) \}}{\sum_{c=1}^{B} \sum_{d=1}^{B} \exp \{ k(\phi_x(e^{(c)}), \hat{\phi}_i(x^{(d)})) \}} \right), \tag{10}
\]

The total loss can be written as:

\[
\mathcal{L} = \mathcal{L}_{\text{ELBO}} + \lambda_{ei} L_{e \rightarrow i} + \lambda_{ie} L_{i \rightarrow e}. \tag{11}
\]

### 3.4 Feasibility Score

Mancini et al.\cite{Mancini2020} propose two variants of their model CompCos, with separate loss functions for the CW-CZSL and OW-CZSL scenarios. The main difference is that in the OW-CZSL setting, they employ a “feasibility score” of the unseen compositional pairs in the loss function. In contrast to their approach, CVGAE gets the feasibility score, denoted by \( \Xi \), of the unseen compositional pairs as a byproduct of using the V Gaines. This is because our approach makes use of both the structural information existing in the graph and the variational modelling of the nodes. i.e., CVGAE employs an edge decoder, see Eq. (5), to reconstruct the edges of the graph. This enables us to leverage the graph structure of states and objects in such a way that “edges” can be predicted between them via a simple dot product of their embeddings. If an edge (link) is predicted between a state-object pair, then it is treated as a proxy of the feasibility of their composition. This major advantage arises naturally due to V Gaines and we do not need to change our loss function to incorporate feasibility scores. They are simply calculated during inference time and we employ threshold (\( \tau \)) to make a hard decision on the feasibility of a compositional pair.

\[
\Xi = \mathbb{1}(zx^T \geq \tau), \quad \tau \in [0, 1]. \tag{12}
\]

The threshold \( \tau \) is calculated using validation set.

### 4 EXPERIMENTS

#### 4.1 Experimental Setup

In our experiments, we use three benchmark datasets, namely: MIT-States\cite{MIT-States}, UT Zappos \cite{UT-Zappos} and C-GQA \cite{C-GQA}. MIT-States consists of 53753 diverse real-world images where each image is described by an object-attribute composition label, i.e. an attribute (state) and a noun (object), e.g. “broken glass”. UT-Zappos is a dataset.
of only shoes with fine-grained annotations. A composition label consists of shoe type-material pair. Recently, Naeem et al. [33] proposed C-GQA dataset which is built on Stanford GQA dataset. This dataset has the largest label space among the publicly available CZSL datasets. Table 1 presents the detailed statistics of the three datasets. Following [7, 26, 28, 33, 38], we use the Generalized CZSL (GCZSL) split of these benchmark datasets. In this split, the model performance is evaluated on both seen and unseen pairs. For the image retrieval task, we follow the same train-test split and evaluation protocol as used by ComposeAE [3], the SOTA method for this task. i.e. the split ensures that there is no overlap between training and testing queries in terms of objects.

**Baselines:** We compare the results of CVGAE with several baselines as well as state-of-the-art (SOTA) methods. AoP [34] employs GloVe vectors [37] for objects. They model states (attributes) as linear transformation matrices (“operators”) and their product with the object embeddings yields corresponding pair embeddings. The compositional pair with the minimum distance to image embedding is considered the prediction of the model. LabelEmbed (LE+) was introduced by [34]. It employs Glove vectors for both state and object. It projects the image, state and object vectors into a common semantic space. The joint embeddings are then fed to the classifier.

**Task-driven Modular Networks (TMN)** [38] modifies a set of modules (fully connected layers operating in semantic concept space) through a gating function. They propose to re-weight these primitive modules for generalizing to unseen compositions. SymNet [26] learns object embeddings showing symmetry under different state transformations. They propose that such symmetry constraints enable learning better embeddings for the CZSL task. CompCos [28] proposes that the cosine similarity among objects and states can be used as a proxy to estimate the feasibility of each unseen composition. They argue that similar objects share similar states whereas dissimilar objects are less likely to share them.

CGE [33] learns a compatibility function between image features and classes of seen and unseen compositions from a graph. The graph consists of not only the primitive concepts but also the compositional pairs of interest.

**Implementation Details:** It has been recently shown that improvements in reported results in deep metric learning are exaggerated and performance comparisons are done unfairly [32]. In our experiments, we took special care to ensure fair comparison. We follow the same evaluation protocol and metrics as current SOTA methods [28, 33, 38]. Following [26, 28, 34], all the methods considered in this paper use 512-dimensional image features extracted by ResNet18 model pretrained on ImageNet [11]. Resnet18 model is not fine-tuned on the CZSL datasets due to fairness concerns for the baseline methods i.e. since the baseline methods report results with fixed ResNet18 model, it would be unfair to report the results of baselines without searching and choosing the optimum learning rate of the image model for the baselines. We employ the same initial graph embeddings as CGE [33], i.e. word2vec [29] for UT-Zappos and C-GQA; and concatenation of word2vec and fasttext [6] embeddings for MIT-States. We use the validation set to determine the hyper-parameters, e.g., learning rate, weights of the losses etc. We employ Adam [20] optimizer with learning rate of 5e-5. The weights of the losses are: \(\lambda_{ei} = 10\), and \(\lambda_{ie} = 0.01\). We repeat each experiment 10 times and report the average performance.

**Metrics** We follow the same evaluation protocol and metrics as current SOTA methods [28, 33, 38]. For the task of GCZSL, we follow the evaluation protocol from TMN [38] and use the same metrics as proposed by them. Namely: best accuracy on only images of seen/unseen compositions (best seen/best unseen), best harmonic mean (best HM) and Area Under the Curve (AUC) for seen and unseen accuracies by varying the bias values. For the task of image retrieval, following the evaluation protocol from TBRG [43], we use recall at rank \(k\) (R@k), as our evaluation metric. \(R@k\) estimates the proportion of queries where the target (ground truth) image is within the top \(k\) retrieved images.

### 4.2 Discussion of Results: CZSL Tasks

We compare CVGAE with the SOTA methods on three benchmark datasets, i.e. MIT-States, UT-Zap50k and C-GQA, for both close world and open world settings. It can be seen from Table 2 that CVGAE outperforms all other methods and establishes a new state-of-the-art for both close world and open world CZSL tasks.

**Closed World Results.** We observe from Table 2(a) that CVGAE achieves a leading 5.3 AUC and 18.2 on the best harmonic mean metric on the MIT-States dataset. We can also observe comparable performance on other metrics. We note that even though CGE exhibit a higher accuracy on the state and seen composition predictions, CVGAE achieve an overall better results, thanks to more balanced predictions between unseen and seen compositions, as indicated by the harmonic mean metric. On the UT-Zappos dataset (see Table 2(b)), we observe a huge performance improvement by CVGAE over SOTA methods. i.e.AUC and harmonic mean show an significant improvement of 18% (29.3 to 34.6) and 10.7% (45 to 49.8) respectively, over the second best method, TMN. Similarly, we note from Table 2(c), that on C-GQA dataset significant performance gains are achieved by our approach in primitive concepts as well as

| # pairs in output space i.e. \(|Y_f|\) for CW/OW | MIT-States | UT-Zappos | C-GQA |
|-----------------------------------------------|------------|------------|-------|
| Percentage of hypothetical pairs in OW \(|Y_0|/|Y_f|\) | 92.7% | 39.6% | 97.6% |
| # states/objects | 115 / 245 | 16 / 12 | 453 / 870 |
| # images (train/val/test) | 30k/10k/13k | 23k/3k/3k | 26k/7k/5k |
| # seen pairs (train/val/test) | 1262/300/400 | 83/15/18 | 6963/1173/1022 |
| # unseen pairs (val/test) | 300/400 | 15/18 | 1368/1047 |
Table 2: Comparison of performance on benchmark datasets (in %): We report state and object accuracy of the primitive concepts; area under the curve (AUC), best seen, unseen and infeasible harmonic mean (HM) accuracies of the compositional pairs. These consistent performance gains supports on all 3 datasets support our claim that by adopting the variational approach CVGAE better captures the underlying data distribution than current SOTA methods.

Open World Results. The challenge of the open world setting can be seen clearly from the performance degradation experienced by all the models (see right side of Table 2). Due to the significantly huge search space, the accuracy on unseen compositions, and as a consequence also the AUC and the best harmonic mean, decreases rapidly. On both MIT-States and C-GQA, the performance of the models is halved on these three metrics. On the other hand, the impact is relatively milder for the UT-Zappos dataset. This is because the percentage of hypothetical pairs in the OW setting is just 40% for UT-Zappos, whereas it is ∼93% and ∼98% for MIT-States and C-GQA respectively (see Table 1).

We observe from the results that CVGAE also exhibits superior performance in the open world setting on all 3 datasets. On MIT-States, with respect to best HM metric, CVGAE achieves 15% and 12.5% improvement over CGE and Compocos respectively. Similar performance trend can be observed on UT-Zappos and C-GQA datasets, where CVGAE outperforms other models on AUC and best HM metric. The performance gains on the most challenging dataset for OW setting, i.e., C-GQA, are the most promising. For instance, CVGAE improves the best HM by 8.3% and 25.5% in comparison to the second best method on UT-Zappos and C-GQA datasets, respectively. This strengthens our claim that by adopting a variational graph based approach and focusing on learning good representation of primitive concepts in a disentangled way leads to better compositional generalization.

One interesting observation is that, on C-GQA dataset, CVGAE experiences a huge performance degradation of 75% when comparing its AUC with CW setting. Whereas, CGE experiences a more dramatic performance degradation of 92%. This shows that even when the number of hypothetical pairs is 98% (i.e., C-GQA, see Table 1), CVGAE is quite effective relative to SOTA methods, in tackling the infeasible pairs in the open world setting. This empirically shows the validity of our hypothesis that once good representation of primitive concepts are learnt in a disentangled way, they are more likely to be stable across seen, unseen and infeasible compositions. Thus, such node embeddings and edges between the primitive concepts are sufficient for achieving good compositional generalization.

4.3 Discussion of Results for the Image Retrieval Based on Multi-modal Query Task

In order to gain further evidence that the embeddings learnt via CVGAE capture the underlying data distribution better than current SOTA methods, we consider image retrieval task. Recently, this task has been well-studied in the literature. The task is inspired
from the potential application scenario, presented in Fig. 1. i.e., a user sends a multi-modal query (an image with a text request for some change in the attributes) and the task is to retrieve the images with desired modifications from the database. In the literature, this task is simplified by limiting the text request to only one word attribute (state) change. ComposeAE [3] is the current state-of-the-art method for this task. We follow the same evaluation protocol as ComposeAE [3]. From Table 2, we observe that CVGAE outperforms not only the competitive methods (i.e., CompCos and CGE) but also ComposeAE on both datasets. Specifically, on MIT-States and UT-Zappos, CVGAE achieves a Recall at position 1 (R@1) of 17.7 and 65.4, whereas CGE achieves 9.4 and 59.7 respectively. Similarly for R@10, the performance improvement over all the methods (including ComposeAE) is quite significant.

![Figure 3: Comparison of training times (one epoch) of top-3 approaches on the OW-CZSL task. The y-axis is in log scale.](image)

**4.4 Computational Complexity**

We now compare the computational complexity of CVGAE with the graph-based SOTA method CGE. The graph in CVGAE consists of $N$ nodes, where $N = |S| + |O|$. Whereas the graph proposed in CGE [33], consists of $N_{CGE} = |S| + |O| + \left|\mathcal{Y}_f\right|$ nodes. In general, $\left|\mathcal{Y}_f\right| \gg |S| + |O|$, for instance, in the OW setting, $|\mathcal{Y}_f| = |S| \times |O|$. Such formulation makes CGE model computationally more expensive than CVGAE. Formally, we assume that the graph is sparse with the number of edges $|E| = O(N)$ and each node is represented by $m$-dimensional features. Thus, the time and memory complexity for a $L$-layered GCN model can be written as $O(LN m^2)$ and $O(LN m + L m^2)$ respectively. We can clearly see that CVGAE will be much more efficient than CGE, since $N_{CGE} \gg N$ for all real-world datasets. e.g., for C-GQA dataset, CGE requires $3.94 \times 10^5$ nodes and $1.07 \times 10^5$ nodes for OW and CW setting, respectively. While CVGAE requires only 1323 nodes for both settings. It is to be noted that the C-GQA dataset contains only 453 states and 870 objects, whereas any real-world application scenario will involve much more number of states and objects. Thus, CGE fails to tackle the problem of scalability.

We also empirically compare the training times of top-3 performing algorithms in Fig. 3 for the OW-CZSL task. As some of the methods (e.g., CGE) are more resource intensive than others, we select AWS instance type g4dn.4xlarge for fair comparison of training times. All hyperparameters are kept the same, e.g., batchsize is set to 128, for all three methods. As expected, since Composé does not employ any graph, so it is the fastest among the three methods. We observe that between the two graph methods, CVGAE is quite time efficient. e.g., for MIT-States, it is ~4 times faster than CGE. This provides empirical evidence for lower computational complexity of CVGAE as discussed above.

**4.5 Ablation Studies**

We have conducted various ablation studies, in order to gain insight into the performance of CVGAE. Table 3 presents the quantitative results of these studies.

**Table 3: Impact of Graph Encoder and Non-Variational approach on the performance of CVGAE on the C-GQA dataset**

| Method | State | Concepts | Close-World | Open-World |
|--------|-------|----------|-------------|------------|
| CGAE   | 24.7  | 30.3     | 11.4        | 2.5        |
| CVGAE $GAT$ | 27.4  | 33.2     | 12.8        | 2.3        |
| CVGAE $GCN$ | 27.9  | 33.7     | 13.5        | 2.6        |
| CVGAE $GCN-II$ | 27.6  | 33.4     | 13.1        | 2.5        |
| CVGAE  | 28.2  | 34.9     | 13.9        | 2.8        |

**Table 4: Effect of dimension of common embedding space ($k$) on the performance of CVGAE measured in terms of best Harmonic Mean (HM) in the CW and OW settings**

| $k$   | MIT-States | UT-Zappos | C-GQA |
|-------|------------|-----------|-------|
|       | HM [CW/OW] | HM [CW/OW] | HM [CW/OW] |
| 400   | 16.9/9.2   | 46.2/37.3 | 13.6/6.1 |
| 800   | 17.8/9.6   | 46.7/38.1 | 13.9/6.4 |
| 1200  | 17.9/9.8   | 48.6/38.9 | 13.5/6.2 |
| 1600  | 18.2/10.0  | 49.8/41.7 | 13.2/5.7 |
| 2000  | 18.1/9.7   | 49.5/40.8 | 13.1/5.8 |

select AWS instance type g4dn.4xlarge for fair comparison of training times. All hyperparameters are kept the same, e.g., batchsize is set to 128, for all three methods. As expected, since Composé does not employ any graph, so it is the fastest among the three methods. We observe that between the two graph methods, CVGAE is quite time efficient. e.g., for MIT-States, it is ~4 times faster than CGE. This provides empirical evidence for lower computational complexity of CVGAE as discussed above.
significant decrease in the performance. The performance of GCN variants is consistently better than attention based graph encoder.

**Common Embedding Space:** Table 4 shows the effect of dimensions of the common embedding space on the performance of the model. In the interest of space, we only report best Harmonic Mean (HM) for the Close World (CW) and Open World (OW) settings. Rest of the metrics also follow a similar trend in performance. We observe from the results that the choice of embedding dimension has a significant impact on the performance for all three datasets. Specifically, the performance degradation is 7.1%, 7.2% and 5.6% with respect to CW-HM metric on MIT-States, UT-Zappos and C-GQA datasets respectively.

### 4.6 Qualitative Results and Important Limitations

Fig. 4 presents some qualitative retrieval results for three datasets. Each row represents image samples from one dataset and each column contains the top-5 composition label predictions by **CVGAE** for an image. First we observe that the model is able to retrieve the compositional labels which share similar semantics. For instance, “ancient church” is actually a subset of “ancient building” in a conceptual world. Similarly, “broked keyboard” and “cracked keyboard” capture same semantic meaning. Second, we note that although model is able to predict several correct compositional labels but model is rewarded only if it predicts the label as annotated in the dataset. We argue that the task of CZSL is inherently multi-label task and benchmark datasets should be amended to cater for this aspect. i.e., prediction should be considered true if the model predicts any of the compositional concepts present in the image. Otherwise, the model has to learn the annotator bias to perform well. For instance, the rightmost image in the third row has both “wood fence” and “brown horse” in it. Similarly, second image in the first row can be seen as both “ancient building” and “ancient church”.

**Limitations:** The journey towards achieving compositional generalization is an arduous one. Our work tries to solve part of the problem and get rid of some prior assumptions. But there is still a strong assumption that composition can be only done with two concepts. This is quite limiting in practice. For instance, the approaches discussed in this work can not directly compose “old red car”. Although, in comparison to CGE [33], **CVGAE** can be extended relatively easy to more than two concepts i.e., by concatenating the graph embeddings of all three concepts of interest. Furthermore, all the datasets considered also assume that there exists only two kinds of primitive concepts i.e., objects and their states. There is a need of new datasets which consider more kinds of primitive concepts.

Another limitation of current work can be observed in Fig. 4 i.e., the confidence of model is not the same in predicting the composition of different concepts. The robustness of predictions across different concepts plays a crucial role in the real-world application of the model. This aspect needs to be investigated further in light of recent works [1, 15, 39]. Another important limitation of our work is that we did not take into account the label noise in the datasets. For instance, we can see that there are certain images, like the two rightmost images in the first row of Fig. 4, which are difficult for even humans to uniquely annotate. Such issues hinder the model from achieving a good prediction accuracy.

### 5 CONCLUSION

In this work, we proposed a variational graph autoencoder based approach to learn composition of objects and states, in both close-world and open-world settings. **CVGAE** learns the variational embeddings of the primitive concepts and treats the edge between them as proxy for the feasibility of the compositions. The proposed approach outperforms the current state-of-the-art methods by significant margin on three widely-used benchmark datasets. Based on our novel formulation of the problem, **CVGAE** remains computationally cheaper than the SOTA method, CGE [33]. The performance on the image retrieval task validates our claim that **CVGAE** learns better representations of primitive concepts than current SOTA methods. We also present some qualitative results and discuss the limitations of current algorithms and datasets which hinders them from achieving compositional generalization.
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A SUPPLEMENTARY MATERIAL: DERIVATION OF ELBO BOUND

We aim to learn the free parameters of our model such that the log probability of \( G \) is maximized i.e.

\[
\log p(G) = \log \int p(Z) p_\theta(G|Z) \, dZ = \log \int \frac{q_\phi(Z|G)}{q_\phi(Z|G)} p(Z) p_\theta(G|Z) \, dZ
\]

\[= \log \mathbb{E}_{Z \sim q_\phi(Z|G)} \left( \frac{p(Z)p_\theta(G|Z)}{q_\phi(Z|G)} \right). \tag{13}\]

In order to ensure computational tractability, we use Jensen’s Inequality [45] to get ELBO bound of Eq. (13), i.e.

\[
\log p(G) \geq \mathbb{E}_{Z \sim q_\phi(Z|G)} \left[ \log \frac{p(Z)p_\theta(G|Z)}{q_\phi(Z|G)} \right]
\]

\[= \mathbb{E}_{Z \sim q_\phi(Z|G)} \left[ \log p_\theta(G|Z) \right] + \mathbb{E}_{Z \sim q_\phi(Z|G)} \left[ \log \frac{p(Z)}{q_\phi(Z|G)} \right] \tag{14}\]

\[+ \mathbb{E}_{Z \sim q_\phi(Z|G)} \left[ \log \frac{q_\phi(Z|G)}{q_\phi(Z|G)} \right]. \tag{15}\]

We follow Kipf et al. [21] and restrict the decoder \( p_\theta(G|Z) \) to reconstruct only edge information from the latent space. The edge information is contained in the adjacency matrix \( A \). In other words, we choose the decoder to be an edge decoder i.e.

\[
p_\theta(A|Z).
\]

where, \( D_{KL} \) denotes the Kullback-Leibler (KL) divergence between the prior and approximate posterior distributions. By using (2), (3), (6) and (7), the loss function can be formulated as negative of ELBO bound (16) i.e.

\[
\mathcal{L}_{ELBO} = \sum_{i=1}^{N} D_{KL} \left( \mathcal{N} \left( \mu_i(G), \sigma_i^2(G) \right) \parallel \mathcal{N}(0, \text{diag}(1)) \right)
\]

\[- \mathbb{E}_{Z \sim q_\phi(Z|G)} \left[ \log p_\theta(A|Z) \right].
\]