Nonsequential neural network for simultaneous, consistent classification, and photometric redshifts of OTELO galaxies
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\textbf{ABSTRACT}

Context. Computational techniques are essential for mining large databases produced in modern surveys with value-added products.

Aims. This paper presents a machine learning procedure to carry out a galaxy morphological classification and photometric redshift estimates simultaneously. Currently, only a spectral energy distribution (SED) fitting has been used to obtain these results all at once.

Methods. We used the ancillary data gathered in the OTELO catalog and designed a nonsequential neural network that accepts optical and near-infrared photometry as input. The network transfers the results of the morphological classification task to the redshift fitting process to ensure consistency between both procedures.

Results. The results successfully recover the morphological classification and the redshifts of the test sample, reducing catastrophic redshift outliers produced by an SED fitting and avoiding possible discrepancies between independent classification and redshift estimates. Our technique may be adapted to include galaxy images to improve the classification.
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1. Introduction

Massive morphological classification and photometric redshift estimates of galaxies are principal drivers of the ongoing and future imaging sky surveys because they are necessary to understand galaxy formation, evolution, physical and environmental properties, and constraining cosmological models. Classifying galaxies often relies on their shape determined by visual inspection, usually providing the following classes: spiral, elliptical, lenticular, and irregular. However, visual classification is a task that requires an enormous amount of telescope and human time, and the results depend on the experience of the classifier. Thus, this technique is unfeasible for a large number of small images of dim galaxies, as expected in current and future extensive surveys. Fortunately, machine learning techniques are useful for this task, given that we can gather enough training data of classified galaxies. This problem inspired the Galaxy Zoo survey, derived from a vast citizen science initiative to assist galaxies’ morphological classification. The first version comprised over 900 000 SDSS galaxies brighter than $r = 17.7$ (Lintott 2011); successive additions to the catalog include additional SDSS and Hubble data (Willett et al. 2013, 2017), and the CANDELS survey (Simmons et al. 2017).

Spectroscopic observations provide an accurate answer to classification and redshift problems, but it is also a time-consuming solution, limited by the spectral range of multi-object...
spectrum and impractical for the dimmest galaxies. Moreover, spectroscopic surveys may be susceptible to several selection biases, some of which can potentially affect the representation of different galaxy morphological types (Cunha et al. 2014). Therefore, studies routinely rely on photometric broadband data to investigate large-scale structures and galaxy evolution. By low-resolution sampling of the spectral energy distribution (SED), it is possible to discriminate the nature of a source (galaxy or star), render a morphological SED-based classification, and provide a redshift estimate.

A popular technique to achieve both a morphological classification and photometric redshift estimate consists of fitting empirical or theoretical SED templates (e.g., Kinney et al. 1996; Bruzual & Charlot 2003; Ilbert et al. 2009) to the broadband data. However, this technique is complex because of the observed SED’s dependence on the contribution of intense emission features, absorption by the galaxy’s gas and the Milky Way, dust attenuation, and the optical system as well as Earth’s atmosphere transmission. These effects, along with some large errors, may contribute to producing a significant number of outliers compared with spectroscopic techniques.

The SDSS has offered the opportunity to introduce machine learning algorithms to analyze photometric data and broadband images of large samples of extragalactic objects (e.g., Huertas-Company et al. 2008; Banerji et al. 2010; Carrasco Kind & Brunner 2013; Dieleman et al. 2015; Tuccillo et al. 2015; Domínguez Sánchez et al. 2018). Additionally, the high-resolution images achieved by the Hubble Space Telescope (HST) have encouraged the study of the automatized determination of morphological parameters and classification (e.g., Odewahn et al. 1996; Bom et al. 2017; Pourrahmani et al. 2018; Tuccillo et al. 2018). These algorithms will be essential for dealing with the bulk of data that next-generation surveys, such as LSST and Euclid, will gather during the coming years.

Machine learning aims to make accurate predictions after learning how to map input data to outputs. The most popular machine learning techniques employed in astronomy either for morphological classification, which we refer to as just classification, or redshift estimates are Support Vector Machines (SVM; e.g., Wadadekar 2005; Jones & Singal 2017; Khramtsov et al. 2020) and particularly the GaSVM code (Huertas-Company et al. 2008; Pović et al. 2012, 2013, 2015; Pintos-Castro et al. 2016; Amado et al. 2019), Random Forests (e.g., Carrasco Kind & Brunner 2013; Mucchi et al. 2021), and neural networks (e.g., Serra-Ricart et al. 1993, 1996; Firth et al. 2003; Domínguez Sánchez et al. 2018; de Diego et al. 2020). All these are supervised techniques; they need a labeled dataset for training. SVMs map the data space into an extra dimension that maximizes the separation between categories or best correlates with the regression target variable. Random Forests are sets of decision trees, each performing a separate classification or regression task; the output of a Random Forest is the mode of the classes or the average of the decision trees. A neural network is a set of interconnected nodes or neurons that loosely reproduces brain performance. Each machine learning method has its strengths and weaknesses related to its interpretability (associated with the number of parameters and nonlinear approximations), the amount of training data required, and the optimization algorithm dependence.

Neural networks have several characteristics that probably convert them into the handiest machine learning technique to address future astronomical survey analysis. In contrast to other methods, neural networks need little, if any, feature engineering; after coding nonnumerical records, and normalization or standardization, the network can analyze the data without further manipulation. It is even possible to combine data in different formats, such as tabulated records, images, and spectra. Besides, neural networks can update learning by further training on additional datasets. Another quirk that makes them very versatile is transfer-learning, which consists of applying pre-trained neural networks for a particular task to different assignments. Thus, neural networks trained using datasets containing millions of heterogeneous images (e.g., animals, vehicles, plants, tools) such as ImageNet (Deng et al. 2009) may transfer their capacity to recognize image profiles to databases from domains such as medical imaging or geology (e.g., Marmanis et al. 2015; Raghu et al. 2019). Recently, Erik et al. (2020) applied transfer-learning from a network trained with photometric data simulations to obtain photometric redshifts for galaxies from the Physics of the Accelerating Universe Survey (Padilla et al. 2019). Previous neural networks used in morphological classification and redshift estimates of galaxies are of the sequential type. Such neural networks consist of a neat stack of layers with exactly one input and one output tensor per layer. Sequential neural networks are the most common kind of architecture, but they cannot deal with complicated graph topologies such as multi-branch models, layer sharing, or multiple inputs and outputs. Consequently, machine learning solutions handle morphological classification and redshift estimates employing different models, unlike SED fitting codes. For example, Firth et al. (2003) use different neural networks for these two tasks, but they do not compare whether the classifications and the redshifts are congruent or not. In contrast, several authors report degenerate solutions when using templates to fit the SED. For instance, Raithan et al. (2020) report catastrophic redshift outliers for galaxies with spectral redshifts at $2 < z_{\text{spec}} < 3$ wrongly assigned at redshifts below 0.3, which they attribute to incorrect template matching and degeneracies of the color-redshift dependency. Besides, Zhang et al. (2009) find that low redshift dusty edge-on spirals may be misclassified as early-type galaxies because of their similar $u − r$ color. Also, Salvato et al. (2019) report that the $i − z$ color could correspond to multiple redshifts. Though the use of multiple photometric bands comprising a broad range of wavelengths can alleviate the color degeneracy (Benítez et al. 2009), it is still possible to obtain inconsistent results when using different classification and redshift procedures.

This paper presents the use of a nonsequential, multi-output Deep Neural Network (DNN) to yield both galaxy morphological SED-based classification and redshift estimates, with minimal data handling of optical and infrared photometry. Furthermore, the network model allows for feeding back the galaxy classification result to ensure internal consistency with the photometric redshift estimate.

2. Methods

2.1. Photometric data

This paper presents a multi-output DNN to classify galaxies as early or late types and estimate their redshifts, using AB-system photometric data of a sample extracted from the OTELO catalog.1 (Bongiovanni et al. 2019). OTELO is a deep survey carried out with the OSIRIS Tunable Filters instrument attached at the 10.4 m Gran Telescopio Canarias (GTC). The OTELO

\footnote{http://research.iac.es/proyecto/otelo}
catalog includes OTELO detections and reprocessed ancillary data from Chandra, GALEX, CFHT, WIRDS, and IRAC covering from ultraviolet to the mid-infrared. Our sample consists of 370 OTELO galaxies included in the Nadolny et al. (2021) morphological analysis, of which 31 are early-type and 339 late-type. All these galaxies have spectral redshift $z < 1.41$ obtained from the DEEP2 Galaxy Redshift Survey (Newman et al. 2013; Bongiovanni et al. 2019). These redshifts have high-quality parameters $Q \geq 3$ that indicate that they are very reliable (Newman et al. 2013). The galaxies also have $ugriz$ optical photometry from the Canada-France-Hawaii Telescope Legacy Survey\(^2\) (CFHTLS), and $JHKs$ near-infrared photometry obtained from the WIRcam Deep Survey\(^3\) (WIRDS); the dataset does not contain missing values.

Figure 1 shows the $r$-band magnitudes vs. the redshift, distinguishing between early-type (ET) and late-type (LT) galaxies. The $r$-magnitude distribution expands from $r = 19$ to $r = 25$. Table 1 presents the medians and interquartile ranges of the $r$ magnitudes and the spectroscopic redshifts, discriminating between ET and LT galaxies and the total sample. Neither the Wilcoxon test for differences between medians nor the Kolmogorov–Smirnov probe for differences between distributions yielded statistically significant dissimilarities in the $r$ magnitudes or the spectral redshifts between the two types of galaxies. We note that this is a bright sample for OTELO’s sensitivity, as the OTELO survey attains completeness of 50% at $r = 26.38$ (Bongiovanni et al. 2019). The $r$-magnitude distribution is left-skewed (skewness = −1.1), with a sharp decay indicating a strong deficiency of dim sources. Therefore, this is not a complete sample and should not be used for cosmological inferences. For the redshifts, they expand from $z = 0$ up to $z \approx 1.4$. The sample distribution shows a small number of galaxies at $z < 0.2$ and a sharp decay for redshifts $z > 1$ that is inherited from the DEEP2 Galaxy Redshift Survey.

![Figure 1](https://example.com/figure1.png)

**Figure 1.** Data distribution of the sample used in this work. **Bottom–left panel:** scatter plot shows the $r$-magnitude vs. spectral redshift distribution, where black crosses represent LT galaxies and red boxes ET. **Bottom–right panel:** histogram indicates the $r$-magnitude distribution. **Upper panel:** histogram displays the spectral redshift distribution of the sample.

| ET         | IQR        | $z_{\text{spec}}$ | IQR$_Z$ |
|------------|------------|-------------------|---------|
| 23.13      | 1.46       | 0.772             | 0.256   |
| 23.39      | 1.42       | 0.755             | 0.503   |
| **Total**  | **23.35**  | **0.755**         | **0.494** |

Table 1. Data statistics.

We transformed the OTELO data to be used by the neural network. Thus, we standardized the photometric data using the Z-Score with mean zero and standard deviation one. The record field `MOD_BEST_deepN` in the OTELO catalog lists the LePhare templates (Arnouts et al. 1999; Ilbert et al. 2006) that best fit the SED to ancillary data, coded from 1 to 10 (Bongiovanni et al. 2019). We use this information to build a morphological SED-based classification (or just classification from now on). The best fit for galaxies coded as “1” is the E/S0 template from Coleman et al. (1980), and we coded them as ET in our sample. The best fit for galaxies coded from 2 to 10 corresponds to late-type galaxies templates from Coleman et al. (1980) and starbursts from Kinney et al. (1996), and we assigned the LT code to all of them.

### 2.2. Neural network

Neural networks are function approximation algorithms. The main assumption is that there is an unknown function $f$ that maps input data to output data. The Universal Approximation Theorem (Cybenko 1989; Hornik 1991; Leshno et al. 1993) implies that – no matter how complex the function $f$ may be – there is a neural network that can approximate the function with an arbitrary, finite accuracy. The researcher adjusts the network architecture and hyperparameters to obtain accurate predictions. To accomplish this task, we used two datasets: the training set for fitting the network and the testing set to provide an unbiased evaluation of the model. Both training and testing datasets consist of available observations and labels. Inferring the latter becomes the goal of the neural networks. Labels may correspond to a classification scheme or a continuous unobserved variable that we want to predict. The network presented here will provide a binary classification of galaxies separated into early and late types and estimate the galaxy redshifts.

We built the neural network architecture using the functional Application Programming Interface (API) included in the Keras library for deep learning. Keras is a high-level neural network application programming interface (API) under GitHub license, which may run under Python and R code (Chollet 2017; Chollet & Allaire 2017). With the Keras functional API, it is possible to build complex network architectures, such as multi-input and multi-output models or other nonsequentially connected layers.

In the rest of this section, we first present the analysis to build a suitable network architecture. This analysis includes the arrangement of the training and test sets, the model description, and the comparison with some alternative architectures. Finally, we present the model validation procedure that we use later to present the results.

#### 2.2.1. Determining the neural network architecture

We pre-trained several network architectures using the pure training set while probing its performance using the validation set. We manually added layers and neurons for this task, and...
played with dropouts until we found no classification or redshift estimation improvement, in a similar way to previous studies (e.g., Firth et al. 2003; Vanzella et al. 2004). Then, we chose a set of network models that best fit our data. For each of these models, we performed 100 bootstrap trials, redefining the training and test sets for each trial. These bootstrap trials provided several metric distributions that we compared to choose the final model. We show these results later. Meanwhile, we focus on the architecture that showed the best performance.

Each training set comprises 192 records, and each test dataset includes our sample’s remaining 178 galaxies. In turn, we separated the 192 galaxies of the training set into two groups, the pure-training set (128 galaxies) used to fit network trials and the validation set (64 galaxies) to provide an unbiased evaluation of the fit while tuning the network hyperparameters. The number of elements assigned to each set is a compromise: a sizeable training set improves the network fitting, while a large test set provides better statistics of its performance. Besides, to achieve a statistical significance better than 1%, we need a test sample larger than 100 cases. Finally, the numbers of galaxies in the pure training and validation sets enable the processing of complete batches of 64 galaxies, optimizing the training computation.

Figure 2 shows the architecture of our final neural network. The input is the photometric data, which feeds the Base module of layers. The first element in this module consists of a dense layer formed by 512 nodes with a Rectified Linear Unit (ReLU) activation function, defined as the positive part of its argument: $f_{\text{ReLU}}(x) = \max(0, x)$. ReLU’s main advantage over other activation functions is that it alleviates the vanishing gradient problem compared to other activations – especially those with a limited output range – such as the sigmoid and the hyperbolic tangent. Besides, ReLU computation is fast and produces sparse activation – only a fraction of the hidden neurons will activate. The last piece in the first module is a dropout layer that randomly resets half of the previous layer weights to avoid overfitting.

The output of the Base module feeds both the Classification and the Redshift branches. The Classification module comprises five layers, the first four alternating a dense layer with 32 nodes and a ReLU activation function, and a dropout which resets 10% of the previous weights. The last layer in this module consists of a single node with a sigmoid activation defined as $f_{\text{sigmoid}}(x) = \frac{1}{1 + e^{-x}}$ that yields a real number between 0 and 1. If employed at an output layer, the sigmoid directly maps into a binary classification probability such as early or late-type galaxies, in our case. This result constitutes one of the network outputs and also feeds the Redshift module.

The ET and LT galaxy classification proved to be very reliable for $z < 2$ (de Diego et al. 2020) and provides a continuous probability rather than a simple binary output. Therefore, we decided to transfer the classification probability to the Redshift module to ensure consistency between both procedures. This module then receives two inputs delivered by the Base and the Classification elements. The Redshift module’s first piece is a concatenate layer that combines the two inputs and passes the information to a single node layer with linear activation ($f_{\text{linear}}(x) = ax$) that provides the estimated redshift output. The linear activation has a constant derivative ($f'_{\text{linear}} = a$) that prevents gradient optimization. Hence, linear activation is only useful for simple tasks aiming at easy interpretability, and in practice, they are used only at output layers to provide a regression value.

We use the following notation to describe our model. We code a dense layer as $D^n$, where $n$ is the number of neurons.

**Figure 2.** Multi-output DNN graph. The neural architecture consists of three modules, indicated by boxes, each comprising some layers. The photometric input data (above) feeds the Base module, which performs common operations. The Classification module receives its input from the Base module and outputs a binary classification probability $p$ for ET ($p_{\text{ET}} \sim 0$) and LT ($p_{\text{LT}} \sim 1$) galaxies. The Redshift module receives inputs from the Base and the Classification modules, and outputs an estimate of the redshift. Inside each module, the individual layers are identified along with the number of neurons and the activation function (dense layers) or the dropout fraction (dropout layers).

If the next element is a dropout layer, we denote the dense and dropout set as $D^n_f$, where $f$ is the dropout fraction. Similarly, we code concatenation layers as $C^n_y$, where the letter $y$ states for the Base ($b$) or the Classification ($c$) modules, and the letter $x$ for the Classification module, or the previous layer ($+$, which we use when discussing alternative architectures). With this notation, the modules of our network become: $D^{512}_{\text{ET}}$ for the Base module, $D^{32}_{0.1} : D^{32}_{0.1} : D^{1}_{0.1}$ for the Classification, and $C^{2}_{x} : D^{3}_{y}$ for the Redshift.

Apart from the network architecture, the model needs a set of control hyperparameters to improve performance, which may concern the interested reader. Thus, we used two loss functions included in Keras. For classification involving two groups (early and late-type galaxies), the Binary Cross-Entropy (or log loss)
is the fiducial loss function. We chose the Mean Square Error for redshift estimates, a standard loss function for regression problems. The network uses a Root Mean Square Propagation (RMSprop) optimizer for quickly minimizing the loss functions. RMSprop is a popular adaptive learning rate optimizer for neural networks that allows splitting a training sample in mini-batches – typically of sizes 32, 64, or 128 elements each. Splitting the training sample in mini-batches improves the computer memory usage and speeds the calculus.

Finally, while defining the network architecture, we added two Keras callback functions that perform actions to control the training. The “EarlyStopping” callback stops training when the validation loss metric for galaxy classification has not improved after a specific number of training epochs, in our case 10. The “ReduceLRonPlateau” callback reduces the optimizer’s learning rate by a factor when the validation loss metric for redshift estimate has stopped improving after a certain number of training epochs; we reduced the learning rate by a factor of 0.9, and we set the number of epochs in 5. We kept the resulting number of training epochs and fit a sigmoid function to the evolution of the learning rate as a function of the training epochs. We used these parameters to obtain the final results – when no validation set was available – fixing the number of training epochs and using the Keras “LearningRateScheduler” callback to control the training.

Table 2 shows the metric medians for 100 bootstrap trials using some of the network architectures that we have tested. We show the median statistic instead of the mean because some of the metrics present skewed distributions. Architecture 1 corresponds to the final model that we have discussed so far. Architectures 2, 3, and 4 are different versions obtained by modifying the Base (D_{05}^{16}C_{1}^{8} \cdot D_{15}^{20} \cdot D_{30}^{20}) modules, respectively, and maintaining the other modules unchanged.

Table 2 provides an overview of the architecture performance dependency for moderate changes in each module. Statistically, all the architectures show similar performances, indicating that the results are remarkably stable for mild architecture variations. Nevertheless, the total loss for Architecture 1 achieves the best overall performance. The Total loss is the sum of the loss functions used for optimization (the Mean square error and the Binary cross-entropy).

### 2.2.2. Leave-one-out cross-validation

Once we had obtained a network model that achieved a good performance, we ran a Leave-One-Out Cross-Validation (LOOCV; James et al. 2013). LOOCV is a specific implementation of the K-fold Cross-Validation, which consists of training using the whole labeled dataset but leaving one element out for testing. Then we repeat this procedure for each component of the dataset. In our case, the LOOCV procedure involves 370 different training runs, one for each galaxy in our sample using the other 369 as the training set. The advantage of LOOCV is that all the records contribute to both the training and test sets, which are the largest we can achieve, given the available data. Thus LOOCV is especially helpful for evaluating the performance of small datasets such as ours. We present the results obtained using the LOOCV procedure in the next section.

### 3. Results

#### 3.1. Classification

Previous studies have shown the power of colors and morphological parameters to implement automatic galaxy classification at redshifts $z < 0.4$. Thus, Strateva (2001) using the $u-r$ discriminant color achieve an accuracy – the ratio between the number of correctly classified cases and the total number of cases – of 0.72, and Deng (2013) using concentration indexes reaches an accuracy of 0.96. Vika et al. (2015) employing the $u-r$ color discriminant and the Sérsic index get an accuracy of 0.89. Recently, de Diego et al. (2020) used optical and near-infrared photometry along with either the Sérsic index or the $C_{30/20}$ concentration index to train sequential neural networks achieving accuracies greater than 0.98.

As stated above, the classification module of our neural network ends with a sigmoid activation function layer. This function yields a probability between zero and one for each galaxy. Near-zero probabilities correspond to ET classified galaxies, while near-one probabilities imply LT classification. We fix the threshold probability at $p_{th} = 0.5$, which is the usual choice for classification problems. Thus, the neural network classifies galaxies with probabilities $p < p_{th}$ as ET, and LT otherwise.

For classification purposes of our neural sample, it is convenient to define a baseline for evaluating our method’s accuracy improvement. In this case, where the sample LT proportion ($p_{LT} = 0.92$) dominates over the ET galaxies ($p_{ET} = 0.08$), assigning all the galaxies to the LT class yields a baseline accuracy of 0.92 Table 3 shows the contingency table for the classification results. From the 31 ET and 339 LT OTEL0
Table 4. Misclassified galaxies.

| ID  | Visual | OTELO | DNN | \( z_{\text{spec}} \) | \( z_{\text{OTELO}} \) | \( z_{\text{DNN}} \) |
|-----|--------|-------|-----|--------------------|----------------|----------------|
| 26  | ET     | LT    | 0.75| 0.62               | 0.79           |
| 1482| LT     | LT    | 0.53| 0.68               | 0.56           |
| 1483| LT     | ET    | 1.02| 0.83               | 0.99           |
| 2170| LT     | ET    | 0.68| 0.82               | 0.71           |
| 5229| LT     | ET    | 1.15| 0.85               | 0.98           |
| 6176| LT     | ET    | 0.32| 0.25               | 0.42           |

galaxies, the DNN recovers 28 and 336, respectively. Three ET and three LT galaxies are mismatched. The accuracy attained by the neural network can be inferred from this table, resulting in 0.984 ± 0.007. This accuracy represents a considerable improvement compared with the classification baseline of 0.92. Similarly, the True LT Rate and the True ET Rate can be gathered from this table, resulting in 0.991 ± 0.006 and 0.90 ± 0.06, respectively. The accuracy obtained with our nonsequential model using just photometric data matches our previous result reported in de Diego et al. (2020, 0.985 ± 0.007), where we also included the Sésic index.

Table 4 presents the results for the objects with discrepant classifications. Column 1 in this table shows the OTELO identifier. Columns 2–4 indicate the visual classification performed by the authors, OTELO, and the neural network classifications. Finally, cols. 5–7 show the spectroscopic redshift, the OTELO, and the neural network estimates. OTELO employs 4 Coleman et al. (1980) Hubble-type and 6 Kinney et al. (1996) starburst templates for the LePhare tool SED fitting. The Hubble-type templates used are, from earlier to later types, ellipticals (E), spirals (Sbc and Scd), and irregular (Im) galaxies. We note that all the discrepant classifications were a better fit with the Hubble templates E and Sbc.

Figure 3 shows the HST Advanced Camera Survey (ACS) F814W images of these misclassified galaxies, but the image for ID 00026 is not available. The galaxy SEDs are presented in Fig. 4. Galaxy ID 05229 is actually a mixed group of unresolved galaxies in the GTC-OTELO low-resolution image. This object is a bright infrared and X-ray source (Georgakakis et al. 2010, source irx-8), and OTELO galaxy templates poorly fit the observed SED, probably because the dominant object in the image may be an obscured AGN (Zheng et al. 2004, source CFRS-14.1157). The spectral redshift reported by Matthews et al. (2013) is 1.14825, but Zheng et al. (2004) find a redshift of 1.0106 that is in better agreement with both the SED fitting (0.85) and the neural network prediction (0.98). The other four galaxies are all visually classified as LT. Briefly, the visual and OTELO’s classifications agree for galaxies ID 001482 and ID 02170, but not for galaxies ID 01483 and ID 06176, for which the visual matches the DNN classification.

Receiver operating characteristic curve. Figure 5 shows the receiver operating characteristic (ROC) curve for the neural network classification. There are two enhanced points in this figure. The cyan square mark corresponds to the probability classification threshold \( p_{\text{def}} = 0.5 \), and the magenta circle to Youden’s \( J \) statistic (Youden 1950):

\[
J = \max(\text{True ET Rate} + \text{True LT Rate} - 1)
\]

By combining True ET and LT ratios, Youden’s \( J \) statistic is the likelihood of correctly ascribing an ET galaxy to the ET class (True ET Rate) versus wrongly ascribing to the ET class galaxies that are LT (1 – True LT Rate). Thus, the \( J \) statistic may have values between 0 and 1, which stand for completely incorrect and perfect classifications, respectively. In our case, the coordinates of \( J \) on the ROC curve are (0.97, 0.97), and the corresponding discriminant threshold probability is \( p_{\text{def}} = 0.897 \). Table 5 presents the contingencies for the \( J \) statistic, and Table 6 shows the accuracy, True ET, and True LT rates proportions for the classification baseline, the default threshold (\( p_{\text{def}} = 0.5 \)), and Youden \( J \) statistic.

We note that classification algorithms do not need to yield precise, population-based probabilities but sample-based scores to discriminate between different categories accurately. Therefore, thresholds usually are not calibrated, and thus they are not proper probabilities (Fawcett 2004). There are several techniques to calibrate machine learning classification scores, being the Platt Scaling (Platt 1999) and the Isotonic Regression (Zadrozny & Elkan 2002) the most common. The interested reader may consult Guo et al. (2017) for an extensive review of calibration methods for neural networks.

Because the maximum accuracy corresponds to the fixed threshold score value of 0.5, accuracy may be a misleading classification metric for imbalanced datasets. The machine learning algorithms tend to assign elements into the majority class, while the high accuracy produces the false sense that the model is better than it is. There is no catch-all receipt for all the classification problems. The method used depends on the researcher’s interest, and it constitutes a subject of recent investigation (e.g., Flach 2003; Fürnkranz & Flach 2005; Armano 2015; Zou et al. 2016; Bouhorgbel et al. 2017; Haixiang et al. 2017; Raghuvanshi & Shukla 2020).

ROC curves’ fundamental property is that they are invariant to the prevalence of the dataset classes (Metz 1978). Thus, in our case, this property is a consequence of the fact that the True ET Ratio depends only on the proportion of ET galaxies recovered in the sample, and the same is applicable for the True LT Ratio and the proportion of LT galaxies. If our dataset had shown a perfect balance between ET and LT galaxies, the ROC curve would remain essentially the same but for sampling variance. On the contrary, classification accuracy strongly depends on the prevalence of the different classes:

\[
A = \frac{R_{\text{ET}} N_{\text{ET}} + R_{\text{LT}} N_{\text{LT}}}{N_{\text{ET}} + N_{\text{LT}}} = \frac{R_{\text{ET}} + p_{\text{ET}} R_{\text{LT}}}{p_{\text{ET}} + 1},
\]

where \( A \) is the accuracy; \( R_{\text{ET}} \) and \( R_{\text{LT}} \) the True ET and LT ratios, respectively; \( N_{\text{ET}} \) and \( N_{\text{LT}} \) the respective total number of ET and LT galaxies; and \( p_{\text{ET}} = N_{\text{LT}} / N_{\text{ET}} \) the prevalence class ratio.

Figure 5 shows the iso-accuracy lines for both a theoretically balanced dataset (red lines) and our imbalanced sample (in gray). The iso-accuracy lines for the balanced data intersect the ROC curve at two points with inverted but approximately (1,0) and approximately (0.91, 0.96). The high dependence of the True ET Rate (but not the True LT Rate) on the accuracy is a non-desired consequence of our highly imbalanced data.

The difference between the True LT and ET rates associated with our network’s maximum accuracy at the probability threshold of 0.5 reveals that we are misclassifying a larger proportion of ET than LT galaxies (see Fig. 5). For maximum accuracy, the
Fig. 3. Hubble Space Telescope F814W images for galaxies with discrepant classification. The OTELO ID 00026 galaxy image is not available from the AEGIS HST-ACS image archive (Davis et al. 2007). Left axis: corresponds to relative declination in arcsec. Bottom axis: indicates the relative right ascension in arcsec.

The number of misclassified objects is similar for both galaxy types (in this case, it is the same by chance), as shown in Table 3. However, if we apply our trained network and the 0.5 thresholds to another sample consisting of a different proportion of ET and LT galaxies, we would obtain similar proportions of misclassified objects, but we would not attain the same accuracy the model achieves in the current sample. It is well known that ET and LT galaxies do not distribute the same in different environments (e.g., Calvi et al. 2012) and present opposite distribution gradients in clusters (e.g., Doi et al. 1995).
If the accuracy varies depending on the sample characteristics, it is not the best choice for deciding the probability threshold for classification. Youden’s $J$ statistic provides well-balanced True LT and ET rates that will deliver comparable results no matter the class prevalences in the sample.

### 3.2. Photometric redshifts

Bongiovanni et al. (2019) fit LePhare templates to multifrequency broadband data to estimate photometric redshifts in the OTELO catalog, achieving a precision of $\Delta z \sim 0.2$, which is typical for this kind of estimates. Previous studies have shown that neural networks often provide better assessments than SED fitting (Firth et al. 2003; Tagliaferri et al. 2003; Singal et al. 2011; Brescia et al. 2014; Eriksen et al. 2020). For galaxies at $z \lesssim 0.4$ errors are $\Delta z_{\text{phot}} \approx 0.02$ (Firth et al. 2003; Tagliaferri et al. 2003; Brescia et al. 2014) even using a small database of 155 galaxies for training and 44 for testing (Vanzella et al. 2004). Errors increase as the samples extend to redshifts $z \gtrsim 1$ (Firth et al. 2003; Tagliaferri et al. 2003) reaching values of $\Delta z \approx 0.1$ (Vanzella et al. 2004), and decrease as the number of available photometric bands gets larger, as for the
40 narrow bands sample of Eriksen et al. (2020). Besides the photometric data, some authors have provided morphological information to improve the neural network’s redshift estimates, with inconclusive results. Thus, Singal et al. (2011) and Wilson et al. (2020) report that including, in addition to the photometry, several shape parameters such as the concentration, Sérsic index, the effective radius, or the ellipticity do not produce any improvement in the redshift estimate. In contrast, Tagliaferri et al. (2003) include photometry, surface brightnesses, and Petrosian radii and fluxes, reducing the errors by a factor of about 30%. More recently, Menou (2019) presents a nonsequential network with two inputs and one output, a convolutional branch to analyze images, and a branch composed of a dense set of layers to deal with the photometric data, reporting an improvement in the redshift estimates. For our redshift analysis, we take into account the probability yielded by the Classification module.

Figure 6 shows the photometric vs. spectral redshifts for the galaxies in our sample, the linear regression fit lines, and the outlier limits $\delta_z > 0.15$, with $\delta_z$ the precision as provided by Table 5. Contingency table using Youden’s $J$ statistic threshold.

|   | ET$_{\text{DNN}}$ | LT$_{\text{DNN}}$ | Sum  |
|---|-----------------|-----------------|------|
| ET$_{\text{OTELO}}$ | 30   | 11   | 41   |
| LT$_{\text{DNN}}$  | 1    | 328  | 329  |
| Sum                   | 31   | 339  | 370  |

Table 6. Classification statistics.

| Classifier | Accuracy   | True ET Rate | True LT Rate |
|------------|------------|--------------|--------------|
| Baseline   | 0.92 ± 0.02| 0            | 1            |
| Default Th.| 0.984 ± 0.007| 0.90 ± 0.06 | 0.991 ± 0.006|
| Youden’s J | 0.97 ± 0.01 | 0.97 ± 0.04 | 0.97 ± 0.01  |

Hildebrandt et al. (2010):

$$\delta_{z} = \frac{|z_{\text{ph}} - z_{\text{sp}}|}{1 + z_{\text{sp}}},$$

where $z_{\text{ph}}$ and $z_{\text{sp}}$ are the photometric (either OTELO or DNN), and the spectral redshifts, respectively. The total number of outliers is 34 for the OTELO photometric redshifts and 13 for the neural network, corresponding to (9 ± 2)% and (4 ± 1)% of the 370 galaxies in our sample, respectively. A simple inspection of this figure reveals that the neural network estimates strongly mitigates the amount and magnitude of the catastrophic redshift outliers produced by the template fitting. Table 7 shows that the residual means are indistinguishable from zero for both estimates, but the residual standard deviation attained with the neural network (0.11) reduces in a factor of two the dispersion achieved through the template-based fitting (0.23).

Figure 7 shows the residuals for the template and neural network estimates as a function of the redshift. The residuals show small negative slopes, indicating a minor lack of adjustment for both models, overestimating redshifts $z < 0.2$ and underestimating redshifts $z > 1.3$. High-redshift galaxies are prone to be dimmer, and thus the photometric errors are likely to increase with redshift; this may explain, at least partially, the small misadjustment for galaxies at $z > 1.3$. However, there are two additional causes in the neural network that may contribute to this lack of fitting. The first one is that neural networks are interpolating approximation functions; at low-redshifts, the predicted values must be larger than zero, and at high-redshifts less than 1.4 because these are the constraints in the training sample range of redshifts. The second cause is associated with the small number of galaxies at low and high-redshifts shown in Fig. 1. Thus, because of the insufficient number of subjects in the training sample, the network tends to push the redshift estimates toward the most populated redshift areas, increasing low-redshift and decreasing high-redshift estimates.

The standard deviation of our sample residuals, $\sigma_{\text{r}} = 0.11$, improves the redshift accuracy obtain Vanzella et al. (2004) for their spectroscopic redshift sample ($\sigma_{\text{r}} = 0.14$) using 150 Hubble Deep Field North galaxies for training and 34 Hubble Deep Field South objects at $z < 2$ for validation. Also the median precision $\tilde{\delta}_z = 0.040 \pm 0.002$ improves Vanzella et al. (2004) $\tilde{\delta}_z = 0.06$ results significantly. Comparing our results with other studies is less straightforward because of the large number of galaxies involved and the redshift’s reduced range. For example, Brescia et al. (2014) used a sample of 497 339 Sloan galaxies at $z < 1$, of which 90% were at $z < 0.345$ and with a distribution peak at $z \approx 0.1$. In contrast, only 13% of our sample is located at $z < 0.345$, and the distribution peaks at $z \approx 0.8$ (see Fig. 1).

3.3. Effect of the classification on the redshift estimate

The galaxy colors are related to both the redshift and the morphology. However, the contradictory results obtained by other
researchers for and against including morphological data to increase the redshift estimate accuracy (Tagliaferri et al. 2003; Singal et al. 2011; Menou 2019; Wilson et al. 2020) suggest that the morphological properties provide limited information to attain this goal. Therefore, we used bootstrap resampling to analyze the effect of the galaxy classification probabilities passed onto the redshift module in our neural network model. We considered that dropouts suppress a fraction of the layer outputs but do not change neurons’ weights, which are continually updated during training. Therefore, the concatenate layer in our model has 513 inputs and their corresponding weights; 512 of these inputs correspond to the outputs from the Base module, regardless of this module dropout, and only one linked to the Classification module output. In addition, the concatenate layer has its own weights.

Because of the indeterministic nature of the neural networks, hidden layer neurons estimate different relations in each training run. Consequently, the weights will differ from one bootstrap run to another, and only a few in each run will show an absolute value large enough to contribute to the result significantly. Thus, monitoring a single random weight during different runs will reproduce the layer weight distribution. The only exception may be the weight that is always associated with the output of the classification module if this factor has some effect on the concatenate layer outcome. In this case, we expect an absolute larger weight and possibly a different weight distribution shape.

We have performed 1000 bootstrap training runs with the final architecture to analyze the weight distribution of the concatenate layer and the neuron associated with the classification output in this layer. We used all the galaxies from our sample as the training set for these runs (neither validation nor test sets were necessary for this task). Figure 8 shows the quantile-quantile ($Q$–$Q$) plots for the weights of the whole concatenate layer, a randomly chosen neuron, and the neuron linked to the classification module output. In the case of the whole concatenate layer, we extracted the weights from a single run; the shape of the distribution does not change from run to run. For easy comparison with the other distributions presented in the figure, we have standardized them all by subtracting the mean and dividing by the standard deviation of the layer weights; for individual neurons, we standardized each weight using the layer distribution statistics corresponding to each bootstrap run. We note that the distribution of the concatenate layer weights (solid blue line in Fig. 8) presents a normal-like distribution (dashed red line). As expected, the distribution of the bootstrap runs of a randomly selected neuron in this layer (solid yellow line) closely mirrors the distribution of the whole layer. However, the distribution of the bootstrap runs of the neuron associated with the output of the classification layer (gray solid line) is quite different. It contrasts with the normal distribution due to its upward shift that indicates a central value different from zero (median of 0.66 ± 0.05), and its appearance evinced by the S-shaped line that corresponds to a thin tailed or platykurtic distribution with kurtosis of 1.81 ± 0.04. Platykurtic distributions and medians are robust to the presence of outliers, and thus the different behavior of the classification neuron cannot be ascribed to a few extreme neuron weights. For comparison, the random neuron weights show statistics more similar to the normal distribution, with a median of 0.11 ± 0.04 and kurtosis of 3.1 ± 0.2.

In total, 41% and 13% of the classification neuron weights are greater than 1σ and 2σ, respectively. These results contrast with those for the random neuron and the concatenate layer weights, both with 15% and 1% performance at these $sigma$ values. However, even if the differences are notable, there is a rather large probability that the classification neuron does not significantly affect the redshift estimate for a single training. This behavior may be a consequence of the limited training due to our sample’s small number of objects. Regardless of a definitive explanation, whether or not the weight is large enough to influence the redshift estimate may explain the disagreement between the results obtained by the different groups that have included morphological parameters in their neural networks for photometric estimates of the redshift.

### Table 7. Redshift residuals.

|          | OTELO | DNN  |
|----------|-------|------|
| Mean     | 0.00 ± 0.02 | 0.00 ± 0.03 |
| Std. dev. | 0.23 ± 0.06 | 0.11 ± 0.02 |
| Intercept | 0.11 ± 0.04 | 0.10 ± 0.02 |
| Slope    | −0.16 ± 0.04 | −0.15 ± 0.02 |

Fig. 6. Photometric vs. spectroscopic redshift comparison. Gray crosses indicate the OTELO template fitting photometric redshifts and filled red circles the neural network estimates. The regression lines for the different fits – not plotted – are barely distinguishable from the perfect correlation between photometric and spectroscopic redshifts (blue-solid thick line). The blue-dashed thin lines show the Hildebrandt et al. (2010) outlier limits.

Fig. 7. Photometric redshift residuals. Obtained from LePhare template fittings (upper panel) and neural network predictions (lower panel). The residuals are plotted as plus signs, the regression fit as a thick green solid line. Dashed blue lines indicate ±99% confidence bands and pointed red lines the 99% prediction bands.
Our analysis using a nonsequential neural network model has shown that it is feasible to incorporate morphological classification to estimate galaxies’ redshifts. It is worth noting that we have used galaxy photometry as it is, without extinctions and k-corrections that would incorporate theoretical models into a pure empirical methodology. The number of OTELO galaxies with spectroscopically measured redshifts (370) is rather small for neural network training. However, we have obtained classification and photometric redshift accuracies that compete with and improve those obtained through SED template fitting. The redshift range of the OTELO spectroscopic sample ends at $z = 1.4$, just at the beginning of the redshift desert ($1.4 < z < 3$). Future work should cover this and higher redshift regions where obtaining bulk spectroscopic measurements has been challenging until the recent development of near-infrared multi-object spectrographs (e.g., MOSFIRE McLean et al. 2010, 2012).

These results show that nonsequential neural networks can produce several outcomes simultaneously. By sharing repeated calculations between the fitting procedures, the computing and training total times reduce by a factor that depends on the complexity of the procedure and shared intermediate byproducts. Moreover, transferring results between procedures ensures the internal consistency of the predictions.

4. Conclusions

The first methods for automatically analyzing galaxy surveys relied on the SED fitting of observed or simulated spectra. These methods allow simultaneous morphological classification and photometric redshift estimates of the sources at the expense of many catastrophic mismatches. Machine-learning-based models – support vector machines, random forest, and neural networks – are becoming more and more popular for analyzing survey data, and they have shown to be more robust than SED fitting for redshift estimates. The interest in neural networks has increased spectacularly during the last five years, fuelled by advances in hardware and tensor-oriented libraries. Some advantages over other machine learning techniques are that neural networks efficiently deal with missing data and feed galaxy images directly into the model. However, machine learning morphological classification and photometric redshift estimates have been computed independently with different models. This split in the machine learning methods may produce inconsistencies due to the tendency to level low-redshift ET and high-redshift LT galaxy colors.

This study tested a nonsequential neural network architecture for simultaneous galaxy morphological SED-based classification and photometric redshift estimates, using optical and near-infrared photometry of the 370 sources with spectroscopic redshift listed in the OTELO survey. These photometric data were not subjected to extinction or k-corrections. We found that our nonsequential neural network provides accurate classification and precise photometric redshift estimates. Besides, sharing the classification results tends to improve the redshift estimates and the congruence of the predictions. Our results demonstrated the nonsequential neural networks’ capabilities to deal with several problems simultaneously and share intermediate results between the network modules. Furthermore, the analysis of the neuron weights shows that including the morphological classification prediction often improves the photometric redshift estimate.

We have used a ROC curve and the Youden J statistic to obtain a classification threshold that provides a better equilibrium between misclassified galaxy types and reduces the problem of imbalanced samples. Besides, our neural network reduces the mean error of the photometric redshift estimates by a factor of two relative to the SED template fitting.

This study strongly suggests that the benefits gained by simultaneously treating morphological classification and photometric redshift estimates may also address other prediction problems across a wide range of astronomical problems, particularly when consistency between the results is required. Most notably, this is the first study to our knowledge that provides simultaneous and consistent predictions using a single deep learning methodology, a nonsequential neural network model.

The OTELO sample has some limitations that are worth noting. The first one is the low number of sources with measured spectral redshifts; machine learning methods perform better with many available training data. Besides, the scarcity of spectral redshift measurements for low ($z < 0.2$) and high-redshift ($z > 1.3$) sources limits the precision of the estimates at these redshift ranges. The last limitation is the redshift cut-off at $z \approx 1.4$ that restricts the range of our study.

Currently, the OTELO project is conducting spectroscopical monitoring for about two hundred new objects using the OSIRIS MOS instrument attached at the GTC. These observations will add certainty about the nature and the redshifts of Hβ, HeII, [OIII], and HeII emitter candidates, as well as compact early elliptical galaxies. In addition, the results will be compared with estimates obtained from our network.

Future work should include a large and redshift balanced sample of galaxies and extend the redshift range to cover all observable sources with modern instruments. For resolved galaxies, models allowing both images and tabulated data – multi-input nonsequential neural networks – can benefit from multi-band photometry and morphological profile aspects for better classification. In particular, the photometry of spiral galaxies depends on their orientation, changing the relative contribution of disk and bulge components. Thus, galaxy classification will benefit from the support of images that may disentangle orientation effects.

Fig. 8. $Q-Q$ plot of the weights of the concatenate layer. The solid blue line shows the standardized distribution of the 513 concatenate layer weights obtained in a single training. The solid gray line displays the standardized distribution of the weights corresponding to the neuron linked to the output of the Classification module, obtained from 1000 bootstrap runs. The blue line shows the standardized distribution of the bootstraps for a random neuron weight. The red dashed line indicates the expected relation for a standard normal distribution.
