Learning a Discriminant Latent Space with Neural Discriminant Analysis

Mai Lan Ha
Department of Computer Science
University of Siegen
Germany
hamailan@informatik.uni-siegen.de

Gianni Franchi
U2IS, ENSTA Paris
Institut Polytechnique de Paris
France
gianni.franchi@ensta-paris.fr

Emanuel Aldea
Laboratoire SATIE
Paris-Saclay University
France
emanuel.aldea@u-psud.fr

Volker Blanz
Department of Computer Science
University of Siegen
Germany
blanz@informatik.uni-siegen.de

Abstract

Discriminative features play an important role in image and object classification and also in other fields of research such as semi-supervised learning, fine-grained classification, out of distribution detection. Inspired by Linear Discriminant Analysis (LDA), we propose an optimization called Neural Discriminant Analysis (NDA) for Deep Convolutional Neural Networks (DCNNs). NDA transforms deep features to become more discriminative and, therefore, improves the performances in various tasks. Our proposed optimization has two primary goals for inter- and intra-class variances. The first one is to minimize variances within each individual class. The second goal is to maximize pairwise distances between features coming from different classes. We evaluate our NDA optimization in different research fields: general supervised classification, fine-grained classification, semi-supervised learning, and out of distribution detection. We achieve performance improvements in all the fields compared to baseline methods that do not use NDA. Besides, using NDA, we also surpass the state of the art on the four tasks on various testing datasets.

1 Introduction

Deep Convolutional Neural Networks (DCNNs) have become standard tools in Computer Vision to classify images with impressive results on ImageNet [1]. However, having a large-scale annotated dataset like ImageNet is expensive. Therefore, many research techniques such as active learning, semi-supervised learning, or self-supervised learning focus on utilizing small sets of annotated data.

The discriminative power of latent features is an important factor that affects the performance of classification. In this work, we propose an optimization technique to strengthen the discriminative potential of latent spaces in classification DCNNs. Our approach is based on the objectives of Linear Discriminant Analysis (LDA) which is to minimize the intra-class variance and maximize the inter-class variance. We incorporate these criteria in DCNN training via different losses that can be viewed as constraints for optimizing discriminant features. In other words, our goal is to optimize discriminant analysis for latent features in DCNNs that leads to better classification results, hence the name Neural Discriminant Analysis (NDA). This optimization focuses on solving these three criteria: (i) reducing intra-class variance by minimizing the total distance between features of objects in the same class to their means, (ii) increasing inter-class variance by transforming the features into
other feature spaces such that the feature distances between two classes in the target space are pushed further apart, (iii) the previous two criteria should also improve classification accuracy.

The relevance of our approach is shown through the performance improvements of our proposed optimization in various fields such as general classification, semi-supervised learning, out of distribution detection and fine-grained classification.

Semi-supervised learning (SSL), as the name suggests, is a learning technique that combines both labeled and unlabeled data in the training process. The majority of work in this field [2, 3, 4, 5] uses pseudo labeling and consistency regularization for unsupervised training part. Consistency regularization on unlabeled data is applied on different augmentations of the same input image. One example of the state-of-the-art for unsupervised data augmentation is proposed in [4] (UDA). Using a similar approach as UDA, we add our NDA losses to improve the discriminant of both labeled and pseudo labeled data. It shows that NDA improves the final classification result.

One important aspect of a real-world classification system is the ability to identify anomalous data or samples that are significantly different from the rest of the training data. These samples should be detected as out of distribution (OOD) data. This problem has been studied in various papers [6, 7, 8, 9, 10, 11]. It turns out that having a more discriminative latent space can also help to improve OOD data detection, and our NDA technique has proved to be useful in this field.

Another specific field in classification is Fine-Grained Visual Classification (FGVC). The task of FGVC is to classify subordinate classes under one common super-class. Examples are recognizing different breeds of dogs and cats [12, 13], sub-species of birds [14, 15], different models and manufactures of cars and airplanes [16, 17, 18], sub-types of flowers [19] or natural species [20] and so on. On the one hand, it is challenging because the subordinate classes share the same visual structures and appearances; the differences are very subtle. In many cases, it requires domain experts to distinguish and label these classes by recognizing their discriminative features on specific parts of the objects. Therefore, it is also a great challenge to obtain large-scale datasets for FGVC. On the other hand, the intra-class variance can be visually higher than the inter-class variance. Such cases can be seen in different colors and poses of objects in the same class. Our proposed NDA directly addresses the challenge of FGVC, and our experiments show that we achieve improvements on various FGVC dataset using NDA optimization.

What makes our method interesting is not only the improvement of performance, but also the fact that NDA can be deployed easily as a component to an existing network for different tasks. We can connect NDA to any layer of any existing DCNN and make it end-to-end. However, in this paper, we just introduce NDA on the pre logit layer, which contains have high-level information that is useful for classification. Our contribution is to propose a method to learn a discriminant latent space for DCNNs. We conduct various experiments to show the applicability of NDA in different research topics. Our proposed optimization helps to improve fine-grained classification and semi-supervised learning performance. In addition, in OOD data detection, our algorithm helps in obtaining a confidence score that is better calibrated and more effective for detecting OOD data.

2 Related Work

**Discriminant Analysis with DCNN:** To improve the classification performance, one option is to use discriminant analysis incorporated with DCNNs. Mao et al. [21] proposed a nonlinear discriminant analysis network while others use linear discriminant analysis [22, 23, 24, 25]. The common idea of these methods is to implement the discriminative principles of LDA in trainings of DCNNs with different implementations. Zhong et al. [24] proposed a method to optimize feature vectors with respect to the centers of all the classes. The training is done in single branch of a DCNN. Dorfer et al. [23] compute eigenvalues on each training batch to minimize between class variances. However, this method is slow due to the eigenvalue computations. Our proposed method is based on a Siamese training without the need for solving the eigen problem. A preliminary work building on this general strategy and addressing only FGVC has been accepted in ICIP 2020 [26]. Here, we generalize and extend the idea of NDA in a combined loss function and a joint training procedure, and we demonstrate the general usefulness of this new framework in a wider range of applications.

**Semi-supervised learning (SSL):** Training DCNNs often needs a large amount of data, which can be expensive to annotate. Semi-supervised learning (SSL) techniques overcome this challenge by
using an auxiliary dataset together with a small annotated target dataset. Auxiliary datasets can come from different datasets such as [27, 28], or are formed by a subset of the main training dataset of which the annotations are omitted [2, 3, 4]. We consider the latter case since the unlabeled data is easily obtained from the main labeled dataset. A set of methods [2, 3, 4] train DCNNs on the unlabeled dataset by applying two random data transformations on the unlabeled data and forcing the DCNNs to be consistent between the two predictions on the two transformed images.

Out of distribution (OOD) data detection: OOD detection is challenging since it involves understanding the limitations of a trained DCNN. Relying on an uncertainty measure is a solution for this task since the data with high uncertainty can be considered as OOD. Uncertainty in deep learning has been initiated with Bayesian DCNNs, which assume a posterior distribution on the weights given the dataset. It can be estimated directly [6] or indirectly via dropout [7]. Thanks to the marginalization principle, the results are integrated over the posterior distribution. Among different Bayesian DCNNs, MC Dropout [7] allows a fast estimation of the uncertainty, while SWAG [8] and TRADI [9] estimate the posterior distribution by studying the training process of the DCNNs. Uncertainty has also been studied via ensemble methods on Deep Ensembles [10] and OVNNI [29] which presents state-of-the-art results. Finally, other methods try to detect OOD by learning the loss of the DCNN such as Confidnet [30], or by proposing algorithms specific for this task such as ODIN [11] that is tuned with OOD data.

Fine-grained visual classification (FGVC): The principles of LDA address directly to the challenges that FGVC faces. In the field of FGVC, the inter-class differences are often subtle. Experts distinguish subordinate classes based on specific parts of the objects. Therefore, a straight-forward approach is to learn features of object parts [31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41]. This approach requires heavy part annotations from domain experts, and therefore it is difficult to extend to larger scale datasets. Some other works rely on attribute annotations and text descriptors [42, 43, 44, 45]. Stepping away from those types of annotations, another set of works focus on learning and using visual attention on discriminative regions [46, 47, 48, 49, 50, 51, 52, 53]. Analyzing the filter responses from DCNNs has also led to good part descriptors and localization [54, 55]. Utilizing the internal responses from DCNNs, different pooling techniques have also been developed such as bilinear pooling to study the interactions of sets of local features [56, 57, 58, 59, 60, 61, 62]. Besides the high intra-class and low inter-class variance challenge, FGVC also faces a problem from small scale datasets. In order to address this issue, researchers work on different strategies to collect more relevant images to enrich the datasets [63, 64, 65, 66, 67, 68] or to employ human in the loop and human interaction to bootstrap datasets [69, 70, 71].

3 Neural Discriminant Analysis (NDA)

Features for image classifications can be obtained from various types of network models. A straight-forward approach is to extract features from pre-trained models on the ImageNet dataset [11] with 1,000 classes such as Inception [72], ResNet [73, 74], etc. However, they are not the most discriminative features for various tasks such as fine-grained visual classification (FGVC), semi-supervised learning (SSL), or out of distribution (OOD) detection. Hence, we opt to improve their discriminative potential by learning a discriminant analysis on these deep feature spaces.

3.1 Linear Discriminant Analysis (LDA)

Let \( f \) be a Deep Convolutional Neural Network (DCNN) with a set of weights \( \omega \). An input image is denoted as \( x \). Hence the classification result of the DCNN \( f \) applied on the input image \( x \) is \( f(x, \omega) \). In addition we denote \( f^l(x, \omega) \) the latent space of the DCNN corresponding to the features extracted at layer \( l \) which is usually located before the classification layer.

Let \( X_{\text{train}} = \{ x_k, y_k \}_{k \in [1,N]} \) be a training set composed of \( N \) data samples, and \( x_k \) is an input that can be a signal or an image, while \( y_k \) is its corresponding class. We assume that the dataset contains \( K \) classes. Let \( \mu_j \) be the empirical mean of each class \( j^{th} \) that has \( N_j \) data samples, and \( \mu \) the empirical global mean. The within scatter matrix \( S_W \) and the between scatter matrix \( S_B \) are computed as follows:

\[
S_B = \frac{1}{N} \sum_{j=1}^{K} N_j (\mu_j - \mu)(\mu_j - \mu)^T, \quad S_W = \frac{1}{N} \sum_{j=1}^{K} \sum_{i=1}^{N_j} (x_i, \delta_{y_i=j} - \mu_j)(x_i, \delta_{y_i=j} - \mu_j)^T
\]  

(1)
where $\delta_{y_i = j}$ is the Dirac function equal to 0 when the class of $x_i$ is different to $j$ and 1 otherwise.

The objective of the LDA is to learn a projection $U \in M_{D,d}(\mathbb{R})$ that maps the data from the initial dimension $D$ to a smaller dimension $d$ such that the inter-class variance is maximized and the intra-class variance is minimized. The projection matrix $U$ needs to satisfy Fisher’s condition:

$$U_{lda} = \arg \max_U \frac{U^T S_B U}{U^T S_W U}$$

(2)

### 3.2 From Linear Discriminant Analysis to Neural Discriminant Analysis

Inspired by the objectives of LDA, we propose an optimization to learn a discriminative latent space. It minimizes the intra-class variance and maximizes the inter-class variance of the latent space. The optimization’s objectives for $f$ are the following:

- **Maximizing the classification results**: Let the classification results be $q(x_k) = f(x_k, \omega)$. Maximizing the results is equivalent to minimizing the categorical cross entropy loss:

$$L_{\text{class}} = - \sum_{y \neq x_k} p(x_k) \log q(x_k),$$

(3)

where $p(x_k)$ is the one-hot encoded classification ground-truth of the target $y_k$.

- **Minimizing intra-class variance**: This loss minimizes the total distances for all the feature points $f^i(x_i, \omega)$ to their respective class mean feature, and is calculated as below:

$$L_{\text{Mean}} = \frac{1}{N} \sum_{j=1}^{K} \sum_{i=1}^{N} D_W(f^j(x_i, \omega), \mu_j^i) \delta_{y_i = j}$$

(4)

where $\mu_j^i$ is the mean of latent features of class $j$, which is calculated at the beginning of each epoch. $D_W$ is a distance function or a dissimilarity measure. The mean loss can be either the exact equation 3 where $D_W$ is the L2-norm, or we can also use the prototypical loss [75] where the prototypes are the mean features. Therefore, instead of just evaluating the mean distance we compute the softmax of the mean distances, followed by cross-entropy.

- **Maximizing inter-class variance**: With this optimization, we propose to use pairs of images $(x_{i1}, x_{i2})$. If this pair of images belongs to the same class, we want to reduce the distance between the image latent space, otherwise, we want to increase the distance between them. The effect is to push features from different classes apart from each other while keeping features within the same class close to each other. Let $y_{i1} = 0$ if the two images $(x_{i1} and x_{i2})$ are from the same class and $y_{i1} = 1$ if they are from different classes. The optimization for inter-class variance minimizes the following function:

$$L_{\text{Siamese}} = \frac{1}{N} \sum_{i1=1}^{N} \sum_{i2=1}^{N} ((1 - y_{i1}y_{i2}) D_S(f^i(x_{i1}, \omega), f^i(x_{i2}, \omega)) - y_{i1}y_{i2} D_S(f^i(x_{i1}, \omega), f^i(x_{i2}, \omega))$$

(5)

where $D_S$ is a distance function, which is L2-norm in all experiments.

- **Total loss**: The core structure of combining losses for NDA optimization is a Siamese architecture. A pair of input images are passed through a shared weight Siamese network. The Siamese network is designed with 5 losses: two Classification losses, two Mean losses (one Classification loss and one Mean loss for each image), and a Siamese loss (Fig 1). The Classification loss is the categorical cross entropy loss defined in Equation 3. The Mean loss is defined as in Equation 4, and the Siamese loss is defined as in Equation 5. The combination loss is defined as the weighted sum of all the losses as follows:

$$L_{\text{NDA}} = \alpha L_{\text{Class1}} + L_{\text{Class2}} + \beta (L_{\text{Mean1}} + L_{\text{Mean2}} + \gamma * L_{\text{Siamese}})$$

(6)

where $L_{\text{Class1}}$ and $L_{\text{Mean1}}$ are the Classification loss and Mean loss for the first input image. $L_{\text{Class2}}$ and $L_{\text{Mean2}}$ are the Classification loss and Mean loss for the second input image. The coefficients $\alpha$, $\beta$, and $\gamma$ are fine-tuned hyper-parameters.
Figure 1: A demonstration of NDA optimization. The NDA loss is the weighted sum of two Classification losses, two Mean losses and a Siamese loss produced by a Siamese network.

The NDA model (Figure 1) is designed as follows: the images of a batch are provided to a DCNN that produces the latent space representation of these images and the classification output target. To optimize jointly the classification and inter-class and intra-class variance of the latent space, we first calculate the mean feature for every class at the beginning of an epoch. Then, we provide two batches of images to the DCNN. Each batch is used for the Classification loss and the Mean loss. The combination of two batches is used for the Siamese loss. We then combine all the losses as in Eq 6.

4 Experiments

We run the experiments with different values for the hyper-parameters \( \alpha \), \( \beta \), and \( \gamma \). While we cannot extensively search for many configurations of the hyper-parameters due to limited resources, we find that the configuration \( \alpha = 1 \), \( \beta = 1e^{-3} \), and \( \gamma = 1 \) provides slightly better results. For the experiments in SSL and OOD, we implement the prototypical loss [75] on the Mean loss. Instead of just using L2 distance on the mean class vector, we use linear distance and normalize the distance by a softmax function. We will briefly describe experiments for different applications and their results in this Section.

4.1 General Supervised Classification

We train end-to-end networks for classification on the CIFAR-10 dataset [76]. We use the official (train, test) split of the dataset. However, we further split the training set to 80% for training data and 20% for validation. We only validate our training on the validation set and test on the test set. We use two different network architectures for the Siamese: AlexNet [77] with Kaggle implementation and ResNet50 [74]. The results for AlexNet Kaggle are shown in Table 1 and ResNet50 are in Table 2.

|          | Baseline | Optimization | Improvement Over Baseline |
|----------|----------|--------------|---------------------------|
| CDA [24] | 60.2%    | 62.5%        | 2.3%                      |
| NDA (ours) | 64.7%    | 70.9%        | 6.2%                      |

Table 1: Comparison between NDA and CDA [24] on CIFAR-10 dataset using AlexNet Kaggle [77]. NDA has significant better result than CDA. The NDA result is averaged over five runs.

We compare with a competing method "Convolutional Discriminant Analysis" (CDA) proposed by Zhong et al. [24] using AlexNet Kaggle base network. Different from our Siamese architecture, CDA uses a single branch CNN with a single input image. With the Siamese network, we can specify the Mean loss and the Siamese loss explicitly. On the contrary, CDA’s objective is that an input image trained to be close to its class center and further away from other classes’ centers. NDA achieves 70.9% accuracy whereas CDA only reaches to 62.5%. Compared to the baseline, CDA has 2.3% increase and NDA has 6.2% improvement. We re-implement AlexNet Kaggle using Keras-Tensorflow. Due to different framework supports, our baseline has higher accuracy than the CDA’s. The numerical results conclude that our NDA achieves significantly better results than CDA and much higher improvement from the baseline.
We also test our proposed NDA using ResNet50 [74]. We use the code for the model provided by Keras as well as the pre-defined learning schedule and 200 epochs for each training. It is reported that the accuracy of ResNet50 on CIFAR-10 is 93.0%. However it is important to take note that this accuracy is reported for training that validates on the test set’s accuracy. On the contrary, we split the default training data into 80% for training and 20% for validation to avoid over-fitting on the test data. This also results in having less data for training. We achieve a baseline accuracy of 91.8%, while NDA improves the accuracy to 93.0%. We also experiment with using the prototypical loss [75] to optimize for the Mean loss. This setup improves the result to 93.3%, surpasses the state-of-the-art results. The NDA results are averaged over five runs.

| NetCCE [23] | SOTA (*) | Baseline | NDA | NDA + prototypical loss [75] |
|------------|----------|----------|-----|-------------------------------|
| 92.9%      | 93.0%    | 91.8%    | 93.0%| 93.3%                         |

Table 2: Comparison between NDA and the state-of-the-art result on CIFAR-10 with ResNet50. (*) The SOTA (state of the art) result is validated on the test set accuracy. For all the NDA training, we train and validate on (80%, 20%) split on the official training set and the results are reported on the test set. This is the same for NetCCE method, except that NetCCE uses VGG network. NDA's results surpasses both NetCCE and the SOTA results. The NDA results are averaged over five runs.

We also evaluate NDA optimization on CIFAR-100 dataset using WideResNet 28x10 network [78]. The accuracy of the network without NDA is 73.9% and 76.4% with NDA. Our optimization increases the baseline result by 2.5%.

4.2 Semi-Supervised Learning (SSL) Classification

In this section, we propose to use NDA optimization in a semi-supervised learning (SSL) task. We first randomly select 250 images with labels from CIFAR-10 dataset, 25 images per class for 10 classes. These 250 images are used in supervised training for classification. We also select 2,000 labeled images from the official training set as validation data. The rest of the data in the training set is used as unlabeled data. We use WideResNet 28x10 architecture [78] and consistency loss, similar to those used in UDA [4], for training SSL.

The training is divided into two phases. In the first phase, we have two losses: one for supervised training and one for unsupervised training. The first loss is the categorical cross-entropy which is used for supervised training on the 250 labeled images. We also use the unlabeled set to train the DCNN with a consistency loss. The consistency loss is the Kullback–Leibler (KL) divergence on the class probability outputs of two transformations of an input image. The first transformation is a random horizontal flip and random cropping, the second one is the more complex transformation proposed by UDA [4] that uses RandAugment [79]. The consistency loss makes sure that the class probability distributions of two transformations from the same image are similar.

In the second phase, we use a deep ensemble with three models trained in the first phase to pseudo label the unlabeled set. The pseudo labels are created by averaging the predictions from all three models. We also use the deep ensemble networks to compute the confidence score of an unlabeled image, which is the max probability class (MCP) of the average result. If the confidence score is higher than 0.95, we will select the image and its pseudo label for training. We combine the pseudo labeled data and 250 labeled images to continue training the three ensemble models for classification using cross-entropy loss. After every training epoch, if the performance of a deep ensemble network is improved in the second phase, we will use it to update its predecessor network in the first phase. Even though the technique is similar to UDA [4], the deep ensemble pseudo labeling is a new contribution.

The result of our SSL technique on CIFAR-10 is 90.0%. When incorporating NDA optimization into the loss in the second phase, we achieve an accuracy of 90.5%, an increase of 0.5% over the baseline.

4.3 Out Of Distribution Detection (OOD)

In this subsection, we show the performance of NDA for detecting OOD data. We train a Resnet50 architecture on CIFAR-10 and test it on a combination of images from CIFAR-10 and SVHN, which is a commonly used dataset for OOD. The goal of this section is to show that without any hard extension, NDA can reach a performance close to the state of the art results.

[1] https://keras.io/examples/cifar10_resnet/
For ResNet50 trained on CIFAR-10, the Maximum Class Probability (MCP), which is the confidence score [80] for a classical training, seems to be close to 0.9 for most of the OOD data. This behaviour is wrong and could lead to a wrong use of DCNN. Furthermore, for the NDA training we also consider the MCP as a confidence score, yet in this case the OOD data have a lower score.

To have a better quantitative evaluation, we compare NDA with most competitive algorithms and use the criteria metrics proposed in [80]. We evaluate our method and compare with existing work using AUC, AUPR and FPR-95%-TPR metrics. We also evaluate the Expected Calibration Error (ECE) [81], which checks if the confidence scores are reliable. NDA has better results than the Bayesian DCNN and the learning loss techniques. The only one that surpasses NDA is Deep Ensembles that needs to train several DCNNs, thus, requires more training time. We also compare NDA to ODIN. It shows that NDA is comparable to strategies that fine-tune the DCNNs using OOD data.

| Dataset | Model  | OOD technique | AUC   | AUPR  | FPR-95%-TPR | ECE   |
|---------|--------|---------------|-------|-------|-------------|-------|
| CIFAR10 | ResNet50 | Baseline (MCP) | 94.0  | 96.0  | 24.6        | 0.606 |
|         |        | MC Dropout    | 80.4  | 89.7  | 61.5        | 0.606 |
|         |        | Deep Ensemble | 93.0  | 96.2  | 19.5        | 0.422 |
|         |        | ODIN          | 80.3  | 89.9  | 61.3        | 0.606 |
|         |        | ConfidNET     | 84.8  | 94.0  | 68.3        | 0.706 |
|         |        | OVNNI         | 92.2  | 95.8  | 23.3        | 0.187 |
|         |        | NDA           | 91.7  | 95.4  | 24.6        | 0.338 |

Table 3: Comparative results obtained on the OOD task.

4.4 Fine-grained Visual Classification

We evaluate our proposed method on the following FGVC datasets: Stanford-Dogs [12] that contains 120 breeds of dogs, CUB-200-2011 [14] that has 200 types of birds, Flower-102 [19] with 102 types of flowers, Stanford-Cars [17] that has 196 types of cars and NABirds [15] with 555 classes of birds. We use transfer learning Inception-ResNet-V2, Inception-ResNet-V2-SE and Inception-V3-iNat models from Cui et al. [68] as base networks to compare across all datasets. In this experiment, we alternate the Mean loss and the Siamese loss in the optimization.

| Method                        | CUB-200  | Stanford Dogs | Stanford Cars | Flower 102 | NABirds |
|-------------------------------|----------|---------------|--------------|------------|---------|
| Inception-V3 from [68]        | 82.8 - 89.3 | 78.5 - 85.2   | 88.3 - 91.4  | 96.3 - 97.7 | 82.0 - 87.9 |
| Best of Transfer Learning [68]| 89.6     | 88.0          | 93.5         | 97.7       | 87.9    |
| NDA (Inception-V3-iNat) (ours)| 87.4     | 89.1          | 99.9         | 95.5       | 83.9    |
| NDA (Inc-Res-V2) (ours)       | 90.1     | 95.3          | 97.4         | 97.7       | 88.4    |
| NDA (Inc-Res-V2-SE) (ours)    | 89.7     | 95.5          | 99.9         | 97.7       | 89.5    |

Table 4: FGVC results. The features used in our methods are from networks in [68]. The best results are reported for Transfer Learning [68] which are from their Inception-V3 or Inception-ResNet-v2-SE networks. Inception-V3 results from [68] are reported as the range of accuracy from all the data sampling strategies as described in [68]. “Inc-Res” is short for Inception-ResNet.

We use features extracted from Inception-ResNet-V2, Inception-ResNet-V2-SE and Inception-V3-iNat networks from [68]. It is worth to note that the best performances of transfer learning networks in [68] are from Inception-V3 and Inception-ResNet-V2-SE. Even though the features from Inception-ResNet-V2 do not produce the best results, we are still able to top the state-of-the-art in Stanford-Cars, Flower-102 and NABirds datasets. Authors in [68] trained Inception-V3 by using different data-sampling strategies but there is no strategy that is able to consistently produce the best transfer learning result on all the datasets. It is unclear which of the strategies has been applied in the publicly available network that we use. Thus, for Inception-V3 results from [68], we report the range of accuracy from all the data sampling strategies. The training is repeated 10 times, with different random initializations. The reported results are the average performance over 10 runs.

With NDA optimization on the Stanford-Cars dataset using features extracted from Inception-ResNet-V2-SE and Inception-V3-iNat, we raise the accuracy to 99.9% consistently throughout all 10 runs (the standard deviation is therefore 0). Without the NDA optimization, the average accuracy of Inception-ResNet-V2-SE is 97.4%, and the results fluctuate from 89.1% to 99.9% (standard deviation is 3.88). This shows the consistency of the NDA optimization.
5 Discussion

5.1 Learning a Discriminant Latent Space

We choose to integrate the losses of discriminant analysis in Section 3.2 into Deep Convolutional Neural Networks and form Neural Discriminant Analysis (NDA) networks due to several reasons. First, we can easily add an NDA component to an existing classification model in between the final feature layer and the prediction layer. The NDA approach is flexible in design and transforms the latent space to be more discriminative. Secondly, when we train a DCNN to classify images, the first part of the DCNN (such as convolutional layers) learns the features while the last part is specialized to classify. By incorporating NDA into DCNNs and making it end-to-end networks, it will help to improve the discriminative of features in both latent space and other convolutional layers. Thus, our technique is useful in cases where we have relatively few training data.

The loss that we propose allows us to have a latent space that is more discriminative. Also, if we consider that \( D_S \) is the square norm \( \| \cdot \|^2 \) then the Siamese loss for the data of a batch \( B \) that have the same mean turn out to be:

\[
\sum_{k=1}^{K} \frac{N_{k}}{N_{B,j}} \sum_{i=1}^{N_{k}} \| f^l(x_i, \omega) - \mu_{B,j}^l \|^2 1_{y_i = j},
\]

with \( \mu_{B,j}^l = 1/N_{B,j} \sum_{i=1}^{N_{B,j}} f^l(x_i, \omega) 1_{y_i = j} \) the empirical mean of on the batch \( B \) of the latent space of the class \( j \), and \( N_{B,j} \) the number of data on the batch \( B \) of class \( j \). While the mean loss tries to make the latent space converges to empirical mean of size \( N_j \), the intra-class variance part of the Siamese loss tries to make it converge to an empirical mean of size \( N_{B,j} \ll N_j \). Hence the empirical mean of the mean loss is more accurate. In addition, the mean loss acts like an anchor that stabilizes the DCNN.

5.2 Reliability

We compute and report standard deviations of the accuracy across 10 runs per dataset per network on FGVC task in Table 5. The standard deviations are consistently lower in all NDA optimization results compared to transfer learning. It shows that the NDA optimization transforms the features such that the classification becomes more stable and reliable. High average with small standard deviation results are much more desired, compared to lower average and high standard deviation.

| Model       | Method | CUB 200 | Stanford Dogs | Stanford Cars | Flower 102 | NABirds   |
|-------------|--------|---------|---------------|---------------|------------|-----------|
| Inc-ResNet-V2 | TL / NDA | 0.74 / 0.28 | 0.96 / 0.87 | 2.53 / 1.89 | 0.22 / 0.10 | 0.73 / 0.08 |
| Inc-ResNet-V2-SE | TL / NDA | 0.69 / 0.16 | 0.37 / 0.12 | 3.38 / 2.00 | 0.13 / 0.12 | 0.06 / 0.06 |
| Inception-V3-iNat | TL / NDA | 3.96 / 2.27 | 0.86 / 0.40 | 8.32 / 0.00 | 0.50 / 0.23 | 0.09 / 0.10 |

Table 5: Training stability: standard deviations of accuracy over 10 trainings. The standard deviations for classification using NDA optimization are consistently smaller than those of classification without NDA. It shows that the NDA optimization produces more stable results across different trainings.

5.3 NDA versus Siamese

| Method       | CUB-200 | Stanford-Dogs | Stanford-Cars | Flower-102 | NABirds |
|-------------|---------|---------------|---------------|------------|---------|
| Siamese (Inc-Res-V2) | 89.3 | 94.9 | 96.5 | 97.5 | 88.2 |
| NDA (Inc-Res-V2) (ours) | **90.1** | **95.3** | **97.4** | **97.7** | **88.4** |

Table 6: Comparison of results for NDA optimization and Siamese network (without Mean Loss). All the parameters are kept the same throughout the whole paper. All of our results are averaged over 10 training runs. NDA produces better results than using Siamese loss alone in all five datasets.

We also experiment with an optimization that uses only Siamese Loss alone on FGVC task, the performance drops (Table 6). Without the Mean Loss, it lacks a strong and explicit constraint for intra-class optimization. Without Siamese Loss, there is no inter-class optimization.

6 Conclusion

Inspired by the objectives of Linear Discriminant Analysis (LDA) and making use of the power of DCNNs, we propose a Neural Discriminant Analysis (NDA) optimization that is useful for many research fields. Our proposed NDA consists of Mean losses, Siamese losses and Classification
losses. The combination of all the losses minimizes the intra-class variance and maximizes the inter-class variance in the deep feature domain. We validate the NDA optimization in four different topics: general supervised classification, semi-supervised learning, out of distribution detection and fine-grained classification. The experiments show that NDA always improves the classification results over the baseline. We also obtain state-of-the-art accuracy on CIFAR-10 and several popular FGVC datasets. NDA results on OOD indicate that it can help to detect OOD data with competitive results to most of the methods, except for Deep Ensembles which requires much more training time. The analysis for FGVC shows that our optimization provides more stable and reliable results.

7 Broader Impact

The discriminant analysis on latent space for features of DCNNs improves the discriminative ability of the networks, especially for cases with less training data such as semi-supervised learning and fine-grained classification. Therefore, it is economically beneficial in helping developing algorithms to achieve good performance on less expensive annotated data. Our work pulls the focus from data-driven approaches that purely depend on millions of annotated images to the direction of incorporating classical machine learning principles in deep learning, using less training data but still achieve excellent results.

We also want to improve the performance in out of distribution detection using NDA optimization. This is an essential feature for real-world applications, especially in medical imaging, to identify anomalous data that the networks have not been trained on or seen before. In those systems, it is crucial not to assign a trained label to anomalous data blindly.

Our proposed method is easier to apply to existing network architectures than [26], faster training than [23], provides higher accuracy than [24] and is more general than [25]. Aspects less often mentioned in published papers are the stability of the training and the reliability of the outcome networks. In this paper, we study the variance of the classification results. It shows that NDA optimization stabilizes the training. It helps to reduce the fluctuations in networks’ performance. We would like to emphasize that the reliability in network training is also an important aspect besides the performance itself.
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