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Abstract

We present a novel offline-online method to mitigate the computational burden of the characterization of conditional beliefs in statistical learning. In the offline phase, the proposed method learns the joint law of the belief random variables and the observational random variables in the tensor-train (TT) format. In the online phase, it utilizes the resulting order-preserving conditional transport map to issue real-time characterization of the conditional beliefs given new observed information. Compared with the state-of-the-art normalizing flows techniques, the proposed method relies on function approximation and is equipped with thorough performance analysis. This also allows us to further extend the capability of transport maps in challenging problems with high-dimensional observations and high-dimensional belief variables. On the one hand, we present novel heuristics to reorder and/or reparametrize the variables to enhance the approximation power of TT. On the other, we integrate the TT-based transport maps and the parameter reordering/reparametrization into layered compositions to further improve the performance of the resulting transport maps. We demonstrate the efficiency of the proposed method on various statistical learning tasks in ordinary differential equations (ODEs) and partial differential equations (PDEs).

1 Introduction

Modelling a belief random variable $\Theta$ conditioned on available information $Y$ is a fundamental task in statistical learning. Given the law of the joint random variables $(Y, \Theta)$ taking values in $\mathbb{R}^{d_Y} \times \mathbb{R}^{d_\Theta}$, the goal is to characterize the conditional belief $\Theta|Y=y$ for some observed information $y$. Classical inference methods, e.g., Markov chain Monte Carlo [5, 30] and sequential Monte Carlo methods [9, 15], often focus on characterizing the conditional belief given a particular realization of the observed information. In general, these methods rely on online computation resources—most of the tasks have to be computed after observing $y$ and have to be repeated for each new set of observations. This strategy may not be suitable for issuing real-time characterizations of conditional beliefs with multiple sets of observed information, because online methods often require a significant amount of computational effort. In this paper, we design an offline-online strategy to enable fast characterizations of conditional beliefs for multiple observed information.

Background. In a Bayesian perspective, the joint probability density function (pdf), denoted by $\pi_{Y,\Theta}$, of the random variables $(Y, \Theta)$ is defined by the product of the likelihood function $\pi_{Y|\Theta}$ and the
A central element of our method is the TT-based approximation to the joint density, which the square root of the density is seen as the function to approximate, and hence the Hellinger distance (2) can be interpreted as an L2 error. 

\[
\mathcal{D}_H(\pi_{Y,\Theta}, p_{Y,\Theta}) := \left( \frac{1}{2} \int \left( \sqrt{\pi_{Y,\Theta}} - \sqrt{p_{Y,\Theta}} \right)^2 \, dy \, d\theta \right)^{\frac{1}{2}}.
\]

The performance of the resulting conditional map is guaranteed with high probability. As shown in Appendix A.2, if \( \mathcal{D}_H(\pi_{Y,\Theta}, p_{Y,\Theta}) \leq \varepsilon \) for some \( \varepsilon < \sqrt{2}/4 \), then the expectation of any quantity of interest \( \theta \mapsto h(\theta) \) over the conditional belief has an error satisfying

\[
\left| \mathbb{E}_{\pi_{\Theta|Y}}(h) - \mathbb{E}_{p_{\Theta|Y}}(h) \right| \leq \frac{4\varepsilon}{\sqrt{2} - 4\varepsilon} \left( \sqrt{\text{Var}_{\pi_{\Theta|Y}}(h)} + \sqrt{\text{Var}_{p_{\Theta|Y}}(h)} \right),
\]

with probability greater than \( 1 - \delta \) for some \( \delta > 2\sqrt{2} \varepsilon \).

**Outline.** Section 2 presents the TT-based techniques for density approximation. Section 3 introduces a heuristic for variable reordering and reparametrization. Section 4 presents the DIRT-based construction of conditional maps. Section 5 provides numerical experiments. Proofs, derivations, and additional numerical results are provided in Appendix A.2.
where \( g \) is an unnormalized approximation to \( \sqrt{\pi_{Y,\Theta}} \) in the TT format

\[
g(y, \Theta) = G_{-d_Y}(y_{d_Y}) \cdots G_{-1}(y_1) G_1(\theta_1) \cdots G_{d_\Theta}(\theta_{d_\Theta}).
\]  

(5)

Here, each \( G_k : \mathbb{R} \rightarrow \mathbb{R}^{r_k-1} \times r_k \) is a matrix-valued function called the \( k \)-th TT core and \( \text{rank}_{TT}(g) = (r_{-d_Y-1}, \ldots, r_{d_\Theta}) \) gives the TT ranks of \( g \). We set \( r_{-d_Y-1} = r_{d_\Theta} = 1 \) and use the convention \( r_{-1} = r_0 \). The TT decomposition (5) can be built by alternating-direction TT-Cross approximation methods \([19, 31, 34]\). Following \([17]\), these methods can adapt the TT rank of \( g \) to reach a desired error threshold \( \varepsilon \) so that \( \| \sqrt{\pi_{Y,\Theta}} - g \|_2 \leq \varepsilon/\sqrt{2} \), where \( \| \cdot \|_2 \) denotes the \( L^2 \)-norm. As shown in Appendix \([\text{B.1}]^\) the TT approximation yields a controlled error in the approximate pdf, \( D_H(\pi_{Y,\Theta}, p_{Y,\Theta}) \leq \varepsilon \), in the Hellinger distance.

The approximation (4) offers twofold benefits. First, the approximate joint density is non-negative by construction. Second, the TT format enables explicit integration of \( g^2 \) dimension-by-dimension. This permits the computation of the normalizing constant \( \int g(y, \theta)^2 \, dy \, d\theta \) of the unnormalized density in (4) and, more interestingly, the construction of the conditional cumulative density functions (cdfs)

\[
F_{Y_k|Y_{>k}}(y_k|y_{>k}) = \int_{-\infty}^{y_k} p_{Y_k|Y_{>k}}(t|y_{>k}) \, dt,
\]

(6)

and

\[
F_{\Theta_k|Y,\Theta_{<k}}(\theta_k|\theta_{<k}, y) = \int_{-\infty}^{\theta_k} p_{\Theta_k|\Theta_{<k},Y}(t|\theta_{<k}, y) \, dt.
\]

(7)

This leads to the Rosenblatt transport \( \mathcal{F} : \mathbb{R}^{d_Y + d_\Theta} \rightarrow [0, 1]^{d_Y + d_\Theta} \) defined by \( \mathcal{F}(y, \Theta) = [F_Y(y), F_\Theta(y, \Theta)]^\top \) where

\[
\mathcal{F}_Y(y) = \begin{pmatrix} F_{Y_{d_Y}}(y_{d_Y}) \\ F_{Y_{d_Y-1}}(y_{d_Y-1}|y_{d_Y}) \\ \vdots \\ F_{Y_1|Y_{>1}}(y_1|y_{>1}) \end{pmatrix}
\]

and

\[
\mathcal{F}_\Theta(y, \Theta) = \begin{pmatrix} F_{\Theta_{d_\Theta}}(\theta_{d_\Theta}|y, \Theta_{<d_\Theta}) \\ \vdots \\ F_{\Theta_1|Y,\Theta_{<1}}(\theta_1|y, \Theta_{<1}) \end{pmatrix}
\]

(8)

The Rosenblatt transport is such that \( F_{\Theta} \rho_{Y,\Theta} = \mu_{Y,\Theta} \), where \( \mu_{Y,\Theta} \) is the pdf of the uniform measure on the unit hypercube \([0, 1]^{d_Y + d_\Theta} \). Thus, the inverse of the Rosenblatt transport \( T = \mathcal{F}^{-1} \) is a lower-triangular map as in (1) that satisfies \( T^\top \mu_{Y,\Theta} = p_{Y,\Theta} \). More generally, given an arbitrary product-form pdf \( \rho_{Y,\Theta}(y, \Theta) = \prod_{i=1}^{d_Y} \rho_{Y_i}(y_i) \prod_{j=1}^{d_\Theta} \rho_{\Theta_j}(\theta_j) \), the map \( T = \mathcal{F}^{-1} \circ R \) satisfies \( T^\top R^\top \rho_{Y,\Theta} = p_{Y,\Theta} \) where \( R \) denotes the diagonal Rosenblatt transport of \( \rho_{Y,\Theta} \) such that \( R^\top \rho_{Y,\Theta} = \mu_{Y,\Theta} \). Notice that \( T \) is a composition of lower-triangular maps that preserves the lower-triangular structure in (1).

In the offline phase, we construct SIRT by computing all the conditional cdfs. See Appendix \([\text{B.2}]^\) for detailed derivations and Algorithm \([1]\) for a summary of the procedure. Denoting the maximum TT rank by \( r \), \( \mathcal{O}((d_Y+d_\Theta)r^2) \) number of joint density evaluations and an additional \( \mathcal{O}((d_Y+d_\Theta)r^3) \) floating point operations (flops) are needed to build the TT decomposition. It costs another \( \mathcal{O}((d_Y+d_\Theta)r^3) \) flops to construct all the marginal cdfs. In the online phase, for given observed data \( y \), the conditional map based on SIRT is given by \( T_{\Theta|Y=y} := \mathcal{F}_{\Theta}^{-1}(\mathcal{F}_Y(y), \cdot) \). Evaluating the conditional map for each given \( u \) costs \( \mathcal{O}(d_\Theta r^2) \) flops.

Algorithm 1 Single-layered Inverse Rosenblatt Transform (SIRT).

1: procedure SIRT(\( \rho_{Y,\Theta}, \pi_{Y,\Theta}, \varepsilon \))
2: \quad Approximate \( \sqrt{\pi_{Y,\Theta}} \) by a TT decomposition \( g \) as in (5) such that \( \| \sqrt{\pi_{Y,\Theta}} - g \|_2 \leq \varepsilon/\sqrt{2} \).
3: \quad Compute the conditional cdfs (6) and (7).
4: \quad Assemble the Rosenblatt transport \( \mathcal{F} : \mathbb{R}^d \rightarrow [0, 1]^d \) as in (8).
5: \quad Assemble the diagonal Rosenblatt transport \( R : \mathbb{R}^d \rightarrow [0, 1]^d \) such that \( R^\top \rho_{Y,\Theta} = \mu_{Y,\Theta} \).
6: \quad return the lower-triangular map \( T = \mathcal{F}^{-1} \circ R \) that satisfies \( D_H(T^\top R^\top \rho_{Y,\Theta}, \pi_{Y,\Theta}) \leq \varepsilon \).
7: end procedure

Remark 1. The regularity of \( T \) actually depends on \( g \): \( T \) might have unbounded derivative around locations where \( g \) is close to zero. One way to avoid this is to enforce the approximate joint density to be strictly positive. For a pdf supported on a bounded domain, this can be achieved by considering \( p_{Y,\Theta}(y, \Theta) \propto g(y, \Theta)^2 + \gamma \) for some \( \gamma > 0 \) rather than (4). See \([17]\) for further details.
3 Variable reordering and reparametrization

The efficiency of TT decompositions strongly depends on the variable ordering. We propose to reorder the variables so that the most interdependent variables are placed in the middle of the TT approximation, whereas the rest of mutually independent variables are placed in the tails of TT. The rationale behind this is the following: for some $n_\Theta < d_\Theta$ and $n_Y < d_Y$, if the variables $\Theta_{n_\Theta+1}, \ldots, \Theta_{d_\Theta}$, $Y_{n_Y+1}, \ldots, Y_{d_Y}$ and the block of variables $(\Theta_{\le n_\Theta}, Y_{\le n_Y})$ are all mutually independent, then the pdf $\tilde{\pi}_{Y,\Theta}$ can be equivalently expressed in a factorized form of

$$
\tilde{\pi}_{Y,\Theta}(y, \theta) = \left( \prod_{i=n_Y+1}^{d_Y} \tilde{\pi}_{Y_i}(y_i) \right) \tilde{\pi}_{Y_{\le n_Y}, \Theta_{\le n_\Theta}}(y_{\le n_Y}, \theta_{\le n_\Theta}) \left( \prod_{j=n_\Theta+1}^{d_\Theta} \tilde{\pi}_{\Theta_j}(\theta_j) \right).
$$

(9)

In this case, $g \approx (\tilde{\pi}_{Y,\Theta})^{1/2}$ admits rank$_{TT}(g) = (1, \ldots, 1, r_{-n_Y-1}, \ldots, r_{n_\Theta}, 1, \ldots, 1)$. In practice, $\pi_{Y,\Theta}$ might not have such a mutual independence structure. Instead, it can have a low-dependency structure, in the sense that $\pi_{Y,\Theta}$ can be accurately approximated by a pdf $\tilde{\pi}_{Y,\Theta}$ structured as in (9). In this case, we expect the TT decomposition $g$ to have small ranks in its left and right tails.

To detect the low-dependency structure in $\pi_{Y,\Theta}$, we define a product-form reference pdf

$$
\rho_{Y,\Theta}(y, \theta) = \rho_Y(y)\rho_{\Theta}(\theta), \quad \text{where } \rho_Y(y) = \prod_{i=1}^{d_Y} \pi_{Y_i|\Theta=\theta_0}(y_i) \quad \text{and } \rho_{\Theta}(\theta) = \prod_{j=1}^{d_\Theta} \pi_{\Theta_j}(\theta_j),
$$

(10)

for some arbitrary $\theta_0 \in \mathbb{R}^{d_\Theta}$, e.g., the prior mean in our numerical experiments. Then, the matrices

$$
H_Y = \int \left( \begin{array}{c} \nabla_y \log \frac{\pi_{Y,\Theta}}{\rho_{Y,\Theta}} \\ \nabla_\theta \log \frac{\pi_{Y,\Theta}}{\rho_{Y,\Theta}} \end{array} \right) \pi_{Y,\Theta} \, d\pi_{Y,\Theta},
$$

(11)

$$
H_\Theta = \int \left( \begin{array}{c} \nabla_\theta \log \frac{\pi_{Y,\Theta}}{\rho_{Y,\Theta}} \\ \nabla_\theta \log \frac{\pi_{Y,\Theta}}{\rho_{Y,\Theta}} \end{array} \right) \pi_{Y,\Theta} \, d\pi_{Y,\Theta},
$$

(12)

contain exploitable information regarding the distance between $\pi_{Y,\Theta}$ and $\rho_{Y,\Theta}$. For instance, $\text{trace}(H_{\Theta}) + \text{trace}(H_Y) = \mathbb{E}_{\pi_{Y,\Theta}}[\|\nabla \log \pi_{Y,\Theta} - \nabla \log \rho_{Y,\Theta}\|^2]$ is the relative Fisher information that can bound the KL divergence $D_{KL}(\pi_{Y,\Theta}\|\rho_{Y,\Theta})$, see [35]. The following proposition offers a viable path to reordering variables according to the diagonals of $H_\Theta$ and $H_Y$.

**Proposition 1.** Assume $\rho_{Y,\Theta}$ satisfies the Poincaré inequality, i.e., there exists a constant $\kappa < \infty$ so that $\text{Var}_{\rho_{Y,\Theta}}(h) \leq \kappa \mathbb{E}_{\rho_{Y,\Theta}}[\|\nabla h\|^2_2]$ holds for any sufficiently smooth function $h : \mathbb{R}^{d_\Theta+d_Y} \to \mathbb{R}$. Then, for any $n_Y \leq d_Y$ and $n_\Theta \leq d_\Theta$, there exists a lower-dimensional density function $\tilde{\pi}_{Y_{\le n_Y}, \Theta_{\le n_\Theta}} : \mathbb{R}^{n_Y+n_\Theta} \to \mathbb{R}$ that yields an approximation

$$
\tilde{\pi}_{Y,\Theta}(y, \theta) = \left( \prod_{i=n_Y+1}^{d_Y} \rho_{Y_i}(y_i) \right) \tilde{\pi}_{Y_{\le n_Y}, \Theta_{\le n_\Theta}}(y_{\le n_Y}, \theta_{\le n_\Theta}) \left( \prod_{j=n_\Theta+1}^{d_\Theta} \rho_{\Theta_j}(\theta_j) \right),
$$

(13)

of the form (9) that satisfies

$$
D_H(\pi_{Y,\Theta}, \tilde{\pi}_{Y,\Theta})^2 \leq \frac{\kappa}{4} \left( \sum_{i=n_Y+1}^{d_Y} (H_Y)_{ii} + \sum_{j=n_\Theta+1}^{d_\Theta} (H_\Theta)_{jj} \right).
$$

(14)

The proof is given in Appendix C.2. This proposition suggests to sort the variables $\theta_1, \ldots, \theta_{d_\Theta}$ and $y_1, \ldots, y_{d_Y}$ such that $i \mapsto (H_Y)_{ii}$ and $j \mapsto (H_\Theta)_{jj}$ are decreasing. This way, the right-hand-side of (14) is minimized for any $n_Y, n_\Theta$. This proposition also suggests that one only needs to build the TT decomposition of $\tilde{\pi}_{Y_{\le n_Y}, \Theta_{\le n_\Theta}}$ after truncating the variables $Y$ and $\Theta$ to the first $n_Y$ and $n_\Theta$ components, while controlling the resulting truncation error. In Appendix C.3 we also provide a closed form expression for the optimal $\tilde{\pi}_{Y,\Theta}$ as in (13) that minimizes the Hellinger error.

In addition to variable reordering, we can also reparametrize the variables $y$ and $\theta$ to further enhance the approximation power of TT. To preserve the product structure of the reference density in (10) after reparametrization, we restrict the analysis to Gaussian prior $\pi_{\Theta}$ and Gaussian likelihood $\pi_{Y|\Theta}$. 

4
Proposition 2. Assume the joint density takes the form
\[ \pi_{Y,\Theta}(y, \theta) \propto \exp \left( -\frac{1}{2} \| y - G(\theta) \|_2^2 - \frac{1}{2} \| \theta - \theta_0 \|_2^2 \right). \] (15)
where \( \theta \mapsto G(\theta) \in \mathbb{R}^{d_Y} \) is a smooth forward operator and \( \| \cdot \|_2 \) the Euclidean norm. Let \( A \in \mathbb{R}^{d_Y \times d_Y} \) and \( B \in \mathbb{R}^{d_\Theta \times d_\Theta} \) be unitary matrices containing the eigenvectors of \( H_Y \) and \( H_\Theta \) in the decreasing order, respectively. Then there exists a pdf \( \tilde{\pi}_{Y,\Theta}^A,B(y, \theta) = \tilde{\pi}_{Y,\Theta}(A^T y, B^T \theta) \), with \( \tilde{\pi}_{Y,\Theta} \) as in (13) such that
\[ \mathcal{D}_H(\pi_{Y,\Theta}, \tilde{\pi}_{Y,\Theta}^A,B) \leq \frac{1}{4} \left( \sum_{i=n_Y+1}^{d_Y} \lambda_i(H_Y) + \sum_{i=n_\Theta+1}^{d_\Theta} \lambda_j(H_\Theta) \right), \] (16)
holds for any \( n_Y \leq d_Y \) and \( n_\Theta \leq d_\Theta \), where \( \lambda_i(\cdot) \) denotes the \( i \)-th largest eigenvalue.

The proof is given in Appendix C.4. Proposition 2 suggests to reparametrize \( Y \) and \( \Theta \) using the dominant eigenvectors of \( H_Y \) and \( H_\Theta \), respectively. As shown in Appendix C.5, the Gaussian assumption in (15) leads to the matrices
\[ H_Y = \int (G(\theta) - G(\theta_0))(G(\theta) - G(\theta_0))^\top d\pi_\Theta \quad \text{and} \quad H_\Theta = \int \nabla G(\theta)^\top \nabla G(\theta) d\pi_\Theta. \]
Thus, the principal components of the model outputs \( G(\Theta) \) are used to reparametrize \( Y \) and \( \Theta \), and the directions in which the linearized forward model varies the most are used to reparametrize \( \Theta \).

4 Deep inverse Rosenblatt transform (DIRT)

For target pdfs that are concentrated to a small subdomain or have complicated correlation structures, it can be challenging to construct in one step a TT approximation to \( \tilde{\pi}_{Y,\Theta} \). DIRT alleviates this difficulty by building a composition of transport maps
\[ T_L = Q_0 \circ Q_1 \circ \ldots \circ Q_L, \]
guided by a sequence of bridging pdfs
\[ \pi_{0,Y,\Theta}, \pi_{1,Y,\Theta}, \ldots, \pi_{L,Y,\Theta} := \pi_{Y,\Theta}, \]
with increasing complexity. For example, using the tempering technique \cite{19, 23, 42}, one may consider the bridging pdfs \( \pi_{\ell,Y,\Theta} \propto \phi_{Y,\Theta}^{\beta_\ell} \rho_{Y,\Theta} \), where \( \phi_{Y,\Theta} = \pi_{Y,\Theta}/\rho_{Y,\Theta} \) and \( 0 = \beta_0 \leq \beta_1 \leq \ldots \leq \beta_L = 1 \) are some chosen temperatures and \( \rho_{Y,\Theta} \) as in (10).

We propose to build the layers \( Q_0, \ldots, Q_L \) in a greedy way. For each \( 0 \leq \ell \leq L \), the composed map \( T_\ell = Q_0 \circ \ldots \circ Q_\ell \) yields an approximation \( p_{Y,\Theta}^{\ell} := (T_\ell)_\sharp \rho_{Y,\Theta} \) to the bridging pdf \( \pi_{Y,\Theta}^{\ell} \). At each greedy iteration, \( Q_{\ell+1} \) is constructed as a SIRT so that the new pushforward density \( p_{Y,\Theta}^{\ell+1} = (T_\ell \circ Q_{\ell+1})_\sharp \rho_{Y,\Theta}^{\ell+1} \) approximates the next bridging density \( \pi_{Y,\Theta}^{\ell+1} \) in a way that
\[ \mathcal{D}_H(p_{Y,\Theta}^{\ell+1}, \pi_{Y,\Theta}^{\ell+1}) \leq \omega \mathcal{D}_H(p_{Y,\Theta}^{\ell}, \pi_{Y,\Theta}^{\ell+1}), \]
for some relative error bound \( \omega < 1 \). This is equivalent to
\[ \mathcal{D}_H((Q_{\ell+1})_\sharp \rho_{Y,\Theta}, T_\ell^\sharp \pi_{Y,\Theta}^{\ell+1}) \leq \omega \mathcal{D}_H(\rho_{Y,\Theta}, T_\ell^\sharp \pi_{Y,\Theta}^{\ell+1}). \] (17)

The following proposition shows the convergence of the greedy construction of DIRT.

Proposition 3. Assume there exists a constant \( \eta(L) < 1 \) such that the bridging pdfs satisfy
\[ \sup_{0 \leq \ell < L} \mathcal{D}_H(\pi_{Y,\Theta}^\ell, \pi_{Y,\Theta}^{\ell+1}) = \eta(L). \] (18)
Furthermore, assume there exists \( \omega < 1 \) so that \( Q_0, \ldots, Q_L \) satisfy \cite{17} for any \( \ell \) and assume that the initial map \( Q_0 \) satisfies \( \mathcal{D}_H((Q_0)_\sharp \rho_{Y,\Theta}, \pi_{Y,\Theta}) \leq \omega \eta(L) \). Then the resulting composite map \( T_L = Q_0 \circ Q_1 \circ \ldots \circ Q_L \) defines a pushforward density \( \rho_{Y,\Theta} = (T_L)_\sharp \rho_{Y,\Theta} \) that satisfies
\[ \mathcal{D}_H(p_{Y,\Theta}, \pi_{Y,\Theta}) \leq \frac{\omega}{1-\omega} \eta(L). \] (19)

\(^1\)For problems equipped with non-Euclidean norms (i.e. non-identity covariance matrices) one can apply whitening transforms so that the results of this proposition still hold. See Appendix C.5.
We also compare DIRT with the Hierarchical Invertible Neural Transport (HINT) \cite{27} in this example. CONDITIONAL DENSITY, such outliers are rare. This behaviour is expected as the Hellinger error of the resulting map $T_1$ is lower-triangular as a composition of lower-triangular maps. In addition, the temperatures $\beta_\ell$ can be adaptively chosen during the greedy procedure in order to ensure $D_H(\pi_{Y,\Theta}^\ell, \pi_{Y,\Theta}^{\ell+1}) \leq \eta$ for some prescribed $\eta < 1$, see Appendix D.3 for additional details.

Algorithm 2 Deep Inverse Rosenblatt Transform (DIRT).

1: procedure DIRT($\rho_{Y,\Theta}, \{\pi_{Y,\Theta}^\ell\}_{\ell=1}^L, \varepsilon$) \[\varepsilon \leq \omega \eta(L)\]
2: Call SIRT($\rho_{Y,\Theta}, \pi_{Y,\Theta}^0, \varepsilon$) to get the first layer $Q_0$ and initialize $T_0 = Q_0$.
3: for $\ell = 0, \ldots, L - 1$ do
4: Call SIRT($\rho_{Y,\Theta}, T_\ell^\varepsilon, \pi_{Y,\Theta}^{\ell+1}$) to get the next layer $Q_{\ell+1}$ and update $T_{\ell+1} = T_\ell \circ Q_{\ell+1}$.
5: end for
6: return the lower-triangular map $T_L$ that satisfies $D_H((T_L)_\theta \rho_{Y,\Theta}, \pi_{Y,\Theta}) \leq \frac{\omega}{L} \eta(L)$.
7: end procedure

5 Numerical examples

SIR: comparison to neural network transport. The Susceptible-Infected-Recovered model is a system of ODEs

$$\frac{dS(t)}{dt} = -\beta SI, \quad \frac{dI(t)}{dt} = \beta SI - \gamma I, \quad \frac{dR(t)}{dt} = \gamma I,$$

(20)

started from $S(0) = 99$, $I(0) = 1$, $R(0) = 0$, and solved using ode45 in Matlab with a relative error threshold $10^{-6}$. The parameters $\theta = (\beta, \gamma)$ are subject to inference from the posterior distribution, conditional on 4 noisy observations of the number of infected individuals. The latter are modelled as

$$y = (I(1.25), I(2.5), I(3.75), I(5)) + e^Y,$$  \[e^Y \sim \mathcal{N}(0,1), \quad i = 1, \ldots, 4.\]  

(21)

Reasonable values of $\beta$ and $\gamma$ vary between 0 and 2, so we use a uniform prior $\pi_{\Theta} = \mu_{[0,2]^2}$. The total initial number of individuals of 100 yields $y$ in the range $[0,100]$.

Therefore, in the initial DIRT layer, we introduce 17 equispaced discretization points on $[0,2]$ for $\theta_1, \theta_2$, and 17 equispaced discretization points on $[0,100]$ for $y_1, \ldots, y_4$. We set the TT ranks to 17, the reference measure to the truncated normal distribution on $[-3,3]$, and the tempering powers starting from $\beta_0 = 10^{-4}$ and increasing geometrically as $\beta_{\ell+1} = \sqrt{10} \cdot \beta_\ell$ until $\beta_R = 1$. Constructing DIRT with those parameters requires a total of $182070$ evaluations of the bridging densities in all layers, and 21 seconds of CPU time in Matlab R2020a on an Intel Core i7-9750H CPU. Since we are mostly interested in sampling from the posterior rather than the joint, the accuracy of the DIRT approximation is benchmarked as follows. We sample 256 realisations of $\Theta \sim \pi_{\Theta}$ and $e^Y \sim \mathcal{N}(0,1)$, $i = 1, \ldots, 4$. By solving the ODE model (20) for each $\Theta$ adding the corresponding $e^Y$ as in (21), we generate 256 realisations of synthetic data.

Then, we plug each data set $y^i$ into the conditional DIRT to obtain a resulting approximate posterior density $p_{\Theta|Y=y^i}$ and draw $N = 5 \cdot 10^4$ number of conditional random variables $\Theta|Y=y^i$ from each $p_{\Theta|Y=y^i}$. Producing one conditional sample from DIRT takes 43 microseconds of CPU time. These samples are used to estimate the Hellinger distance between the approximate posterior density $p_{\Theta|Y=y^i}$ and the exact posterior density $\pi_{\Theta|Y=y^i}$. The 256 instances of the Hellinger distances, corresponding to the different realizations of $Y$, are binned in a histogram as shown in Figure 1 (top left). We observe that although conditioning the approximate joint pdf on the tail of the data distribution might result in a rather large relative error in the DIRT-approximation of the corresponding conditional density, such outliers are rare. This behaviour is expected as the Hellinger error of the approximate conditional density is controlled with high probability in our framework.

We also compare DIRT with the Hierarchical Invertible Neural Transport (HINT) \cite{27} in this example. HINT approximates a transport map using iid samples drawn from the joint pdf that can be generated.
explicitly in this case. Inverting this map conditioned on a particular value of $y$ gives samples from the approximate posterior. The HINT map is constructed from neural networks with 8 dense layers of size $200 \times 200$ each, trained by 50 epochs of $10^6$ training samples. The training took 28 minutes on an NVidia GeForce GTX 1650 Max-Q card, and the evaluation of one test sample took 13 microseconds. A histogram of Hellinger-distance errors in the HINT approximation of the posterior is shown on Figure 1 (top right). We see that DIRT is systematically more accurate than HINT despite using an order of magnitude less training evaluations of the forward model and time.

The bottom row of Figure 1 shows the contours of various approximate posterior densities conditioned on three different data realizations. The bottom left plot of Figure 1 shows an interesting multimodal posterior distribution, in which the “true” parameter $\theta = (0.1, 1)$ is used to generate the synthetic data. This corresponds to a realistic balance between infection and recovery rates. For this test case, DIRT gives the Hellinger distance $D_H(\pi_\theta|Y=y, p_\theta|Y=y) \approx 0.32$, whereas HINT gives $D_H(\pi_\theta|Y=y, p_\theta|Y=y) \approx 0.68$.

Wrenchmark [28, 40]. We consider a two-dimensional linear elasticity problem that models the displacement field $u : D \rightarrow \mathbb{R}^2$ using the PDE $\text{div} (K : \varepsilon(u)) = f$ on $D \subset \mathbb{R}^2$. Here, $\varepsilon(u) = \frac{1}{2}(\nabla u + \nabla u^\top)$ is the strain field, and $K$ is the Hooke tensor given by $K : \varepsilon(u) = \frac{E}{1+\nu}\varepsilon(u) + \frac{E\nu}{(1-\nu)(1-2\nu)}\text{trace}(\varepsilon(u))(\frac{1}{0} \frac{0}{1})$, where $\nu = 0.3$ is the Poisson’s ratio and $E > 0$ is the Young’s modulus. In this example, the Young’s modulus $E : D \rightarrow \mathbb{R}_{>0}$ is the belief variable we want to estimate. It is modeled by a random field that follows a log-normal prior $\log E \sim N(0, C)$, where $C(s, t) = \exp\left(-\|s-t\|_2^2\right)$ is a Gaussian covariance function on $D \times D$. After finite element discretization, $\log E$ is replaced with a piecewise constant field whose elementwise values are gathered in a vector $\theta \in \mathbb{R}^{d_\theta}$ where $d_\theta = 925$ is the number of elements in the mesh. The parameter $\theta$ thus follows a centered Gaussian prior with covariance matrix $\Sigma_{ij} = C(s_i, s_j)$, where $s_i \in D$ is the center of the $i$-th element. We compute the numerical solution $u_h = u_h(\theta)$ by the Galerkin projection of $u = u(\theta)$ onto the space of continuous piecewise affine functions over a triangular mesh. The domain $D$, the mesh, the boundary conditions, and a sample von Mises stress of the solution are shown in Figure 2 (middle).

We observe the vertical displacements $u^h_2$ of the 26 points of interests located along the green line where the force $f$ is applied, see Figure 2 (middle). The perturbed observations are $y = u^h_2 + \epsilon$.
where $e$ is a zero-mean $H^1$-normal noise with the signal-to-noise-ratio $10$. Following Proposition 2 we reparametrize and truncate both $\theta$ and $y$ by replacing them with $\theta_{\leq n_\theta} = B_{n_\theta}^{\top} \theta \in \mathbb{R}^{n_\theta}$ and $y_{\leq n_Y} = A_{n_Y}^{\top} y \in \mathbb{R}^{n_Y}$, where $A_{n_Y}$ and $B_{n_\theta}$ are the matrices containing $n_Y$ and $n_\theta$ largest eigenvectors of $H_Y$ and $H_\theta$, respectively. Realizations of posterior samples generated by the conditional DIRT for different observed data sets are presented in Appendix E.

Figure 2: Wrench domain $\mathcal{D}$ (middle), Hellinger distances (mean±std over 10 data samples) between DIRT approximation and reduced posterior, and between reduced and full posteriors with $n_\theta$ varied and $n_Y = 13$ fixed (left), and $n_Y$ varied and $n_\theta = 13$ fixed (right).

The Hellinger distances between the DIRT approximation and the exact reduced-dimensional posterior, and the Hellinger distances between reduced and full posteriors are shown in Figure 2 (left and right). We fix the TT ranks to be 13 and specify tempering parameters $\beta_0 = 10^{-3}$, $\beta_{\ell+1} = \sqrt{10} \beta_\ell$. Further numerical tests on the DIRT error with varying TT rank and tempering step are shown in Appendix E. We observe that the DIRT accuracy degrades slowly with increasing dimension, since the TT decomposition needs to capture more correlations. However, higher dimensions deliver a more accurate parametrization of the random fields. A reasonable strategy is to choose the dimension such that the sum of two errors is minimal. In this example, this is achieved for $n_Y = 13$ and $n_\theta = 7$.

**Elliptic PDE with Besov prior.** We consider the PDE $-\nabla (\kappa \nabla u) = f$ on $\mathcal{D} = [0,1]^2$, in which the goal is to estimate the diffusion field $\kappa : \mathcal{D} \to \mathbb{R}_{>0}$ from partial observations of the potential function $u : \mathcal{D} \to \mathbb{R}$. We model the log of the diffusion field by a Besov-$B_{pp}^r$ prior [14,29]. That is, given a wavelet basis $\{\psi_{j,k}^r\}$, where $j$ controls the scaling, $k$ controls the shift, and $r$ controls the decay of the weighting coefficients, we have $\log \kappa = c_0 + \sum_{j=0}^{J} \sum_{k=0}^{2^j-1} b_{j,k} \psi_{j,k}^r$. This way, $\log \kappa$ is determined by the vector $\theta = (c_0, b_{0,0}, b_{0,1}, \ldots) \in \mathbb{R}^{d_\theta}$, $d_\theta = 2^J + 1$, which is equipped with a product-form prior $\rho_\theta(\theta) \propto \prod_{i=1}^{d_\theta} \exp(-\gamma |\theta_i|^p)$. We choose $r = 2$ and $p = 1$ in this example, so effectively the parameter $\theta$ follows a Laplace prior. We order $\theta_i$ according to Proposition 1. The data are noisy observation of $u = u(\theta)$ evaluated at $d_Y = 16$ equispaced locations $\{s_i\}_{i=1}^{d_Y} \in \mathcal{D}$ perturbed by a centered Gaussian noise with the signal-to-noise-ratio $5$.

Realizations of posterior samples generated by the conditional DIRT for different observed data sets are presented in Appendix E. Here we focus on demonstrating the accuracy of conditional DIRT. In Figure 3 (top), we let the TT-Cross approximation method truncate the TT ranks from the maximal values of 11 down to the minimal values that provide the relative maximum error below 0.1, and plot $\text{rank}_{\text{TT}}(\mathcal{T}^\ell_{\ell-1} \pi_{Y,\theta})$ for each DIRT layer, as well as the average of TT ranks over $\ell$. The tempering parameters are $\beta_0 = 10^{-4}$ and $\beta_{\ell+1} = \sqrt{10} \beta_\ell$. In the top left plot of Figure 3 we vary the order of variables, and in the top right plot we vary the number of $\theta_i$ variables from 12 to 22. We see that the order following Proposition 1 and Eq. (5) gives smallest TT ranks. Moreover, in this ordering, the intermediate TT ranks are independent of the total number of variables.

In Figure 3 (bottom) we compare the accuracy and complexity of the DIRT approximation in both the adaptive regime of TT ranks, and for fixed TT ranks, where the previous DIRT layer is used as the initial guess for the TT-Cross method on the next layer. The adaptive-rank results are shown as green lines (dashed for $n_\theta = 12$, solid for $n_\theta = 22$) spanning the TT ranks from 1 to 11. Fixed-rank results are shown as blue points at the corresponding rank values. Moreover, red baselines show the distance between the exact distributions in reduced and full spaces.
Again, the reduced dimensional joint density admits a more accurate DIRT approximation. This comes at a price of a larger distance towards the exact density in the original space, but that is still smaller than the DIRT error. The two strategies for the TT rank selection demonstrate comparable results by mutually compensating two aspects: the adaptive strategy allows one to reduce the ranks between the trailing variables, and hence the total number of function evaluations per one TT-Cross iteration, but several iterations carried out to reach the largest ranks inflate the number of evaluations. This indicates that for lower-dimensional problems a simple fixed-rank DIRT might be more efficient, involving only an unsophisticated setup of the temperatures. For higher-dimensional problems one may prefer a rank-adaptive strategy to reduce the cost contributed by unimportant variables.

6 Conclusion

We develop a tensor approximation method to mitigate the computational burden of the characterization of conditional beliefs. This method employs the TT decomposition to approximate the joint pdf of the belief random variables and the observational random variables in the offline phase. The resulting conditional transport can rapidly characterize the conditional beliefs given new observed data in the online phase. Compared with most of the normalizing flows that can be viewed as density estimation, our method is based on function approximation. We exploit this function approximation perspective further to develop a new gradient-based technique to reorder and/or reparameterize the variables to enhance the approximation power of TT. We also integrate the TT-based transport maps and the parameter reordering/reparametrization into the layered structure of DIRT to further improve the performance of the resulting transport maps. We also provide error analysis to each element of our proposed computational framework. As shown in the SIR example, although DIRT is computationally more efficient than HINT in the offline phase and can be more accurate in the online phase, the major computational bottleneck of DIRT is that evaluating the map requires solving a sequence of root finding problems of monotone functions. Fortunately, this bottleneck can be alleviated by implementing DIRT on GPUs and parallel computing platforms.
A Proofs and derivations in Section A

A.1 Useful lemmas

The following lemmas will be used to establish the probabilistic error bound of the conditional transport in [1].

Lemma 1. Let \( \pi_1 \) and \( \pi_2 \) be two probability density functions such that \( D_H(\pi_1, \pi_2) \leq e < 1/\sqrt{2} \). For any function \( h \) with finite variances \( \text{Var}_{\pi_1}(h) < \infty \) and \( \text{Var}_{\pi_2}(h) < \infty \), the expectation error satisfies the following inequality

\[
|E_{\pi_1}(h) - E_{\pi_2}(h)| \leq \frac{\sqrt{2e}}{1 - \sqrt{2e}} \left( \sqrt{\text{Var}_{\pi_1}(h)} + \sqrt{\text{Var}_{\pi_2}(h)} \right).
\]

Proof. Defining a function \( \tilde{h}(x) := h(x) - E_{\pi_1}(h) \), the mean squared error satisfies

\[
|E_{\pi_1}(h) - E_{\pi_2}(h)| = |E_{\tilde{h}}(\tilde{h})|,
\]

\[
= \left| \int \tilde{h}(x) \left( \sqrt{\pi_1(x)} + \sqrt{\pi_2(x)} \right) \left( \sqrt{\pi_1(x)} - \sqrt{\pi_2(x)} \right) dx \right|
\]

\[
\leq \left( \int \left( \sqrt{\pi_1(x)} - \sqrt{\pi_2(x)} \right)^2 dx \right)^{\frac{1}{2}} \left( \int \tilde{h}(x)^2 \left( \sqrt{\pi_1(x)} + \sqrt{\pi_2(x)} \right)^2 dx \right)^{\frac{1}{2}}
\]

\[
= \sqrt{2} D_H(\pi_1, \pi_2) \left( \int \left( \tilde{h}(x) \sqrt{\pi_1(x)} + \tilde{h}(x) \sqrt{\pi_2(x)} \right)^2 dx \right)^{\frac{1}{2}}
\]

\[
\leq \sqrt{2} D_H(\pi_1, \pi_2) \left( \left( \int (h(x) - E_{\pi_1}(h))^2 \pi_1(x) dx \right)^{\frac{1}{2}} + \left( \int (h(x) - E_{\pi_1}(h))^2 \pi_2(x) dx \right)^{\frac{1}{2}} \right)
\]

\[
= \sqrt{2} D_H(\pi_1, \pi_2) \left( \sqrt{\text{Var}_{\pi_1}(h)} + \left( \text{Var}_{\pi_2}(h) + |E_{\pi_1}(h) - E_{\pi_2}(h)|^2 \right)^{\frac{1}{2}} \right)
\]

\[
\leq \sqrt{2} D_H(\pi_1, \pi_2) \left( \sqrt{\text{Var}_{\pi_1}(h)} + \sqrt{\text{Var}_{\pi_2}(h) + |E_{\pi_1}(h) - E_{\pi_2}(h)|^2} \right)
\]

Substituting the condition \( D_H(\pi_1, \pi_2) \leq e \), we obtain

\[
(1 - \sqrt{2e}) |E_{\pi_1}(h) - E_{\pi_2}(h)| \leq \frac{\sqrt{2e}}{1 - \sqrt{2e}} \left( \sqrt{\text{Var}_{\pi_1}(h)} + \sqrt{\text{Var}_{\pi_2}(h)} \right),
\]

and, because \( \sqrt{2e} < 1 \), the result follows.

Lemma 2. For two joint pdfs \( \pi_{Y,\Theta} \) and \( \bar{\pi}_{Y,\Theta} \) and a given realization \( y \), the expected Hellinger distance between \( \pi_{\Theta|Y} \) and \( \bar{\pi}_{\Theta|Y} \) satisfies

\[
E_{Y \sim \pi_Y} [D_H(\pi_{\Theta|Y}, \bar{\pi}_{\Theta|Y})] \leq 2D_H(\pi_{Y,\Theta}, \bar{\pi}_{Y,\Theta}).
\]

Proof. Applying Jensen’s inequality, we have

\[
E_{Y \sim \pi_Y} [D_H(\pi_{\Theta|Y}, \bar{\pi}_{\Theta|Y})] \leq \sqrt{E_{Y \sim \pi_Y} \left[D_H(\pi_{\Theta|Y}, \bar{\pi}_{\Theta|Y})^2 \right]}.
\]

The expected squared Hellinger distance between \( \pi_{\Theta|Y} \) and \( \bar{\pi}_{\Theta|Y} \) satisfies

\[
E_{Y \sim \pi_Y} \left[D_H(\pi_{\Theta|Y}, \bar{\pi}_{\Theta|Y})^2 \right]
\]

\[
= \int \left( \frac{1}{2} \int \left( \sqrt{\pi_{\Theta|Y}(\theta | y)} - \sqrt{\bar{\pi}_{\Theta|Y}(\theta | y)} \right)^2 \pi_Y(y) dy \right) \pi_Y(y) dy
\]

\[
= \frac{1}{2} \int \left( \sqrt{\pi_{Y,\Theta}(y, \theta)} - \sqrt{\bar{\pi}_{Y,\Theta}(y, \theta)} \pi_Y(y) \right)^2 \pi_Y(y) dy
\]

\[
\leq \int \left( \sqrt{\pi_{Y,\Theta}(y, \theta)} - \sqrt{\bar{\pi}_{Y,\Theta}(y, \theta)} \right)^2 d\theta dy + \int \left( \sqrt{\pi_{Y,\Theta}(y, \theta)} - \sqrt{\bar{\pi}_{Y,\Theta}(y, \theta)} \frac{\pi_Y(y)}{\bar{\pi}_Y(y)} \right)^2 d\theta dy
\]
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Applying Lemma 1, with probability greater than $\frac{1}{\delta}$ this concludes the result.

The squared Hellinger distance between the marginal pdfs satisfies

$$D_H(\pi_Y, \tilde{\pi}_Y)^2 = \frac{1}{2} \int \left( \frac{\tilde{\pi}_Y(y)}{\pi_Y(y)} - 1 \right)^2 \pi_Y(y) dy$$

$$= \frac{1}{2} \int \left( \sqrt{\tilde{\pi}_Y(y)} - \sqrt{\pi_Y(y)} \right)^2 \pi_Y(y) dy$$

$$\leq \frac{1}{2} \int \left( \frac{\tilde{\pi}_Y(y)}{\pi_Y(y)} - 1 \right)^2 \pi_Y(y) dy$$

$$= D_H(\pi_Y, \tilde{\pi}_Y)^2,$$

where the inequality follows from Jensen’s inequality. This way, we have

$$\mathbb{E}_{Y \sim \pi_Y} [D_H(\pi_{\theta|Y}, \tilde{\pi}_{\theta|Y})^2] \leq 4D_H(\pi_{\theta|\epsilon}, \tilde{\pi}_{\theta|\epsilon})^2,$$

and thus the result follows.

A.2 A probabilistic error bound of the conditional transport

Suppose the Hellinger distance between the joint pdfs $\pi_{Y,\theta}$ and $\tilde{\pi}_{Y,\theta}$ satisfies $D_H(\pi_{Y,\theta}, \tilde{\pi}_{Y,\theta}) \leq \varepsilon$ for some $\varepsilon < \sqrt{2}/4$. For any $\tau \in [0, 1]$, applying Markov’s inequality and Lemma 2 yields

$$P_{Y \sim \pi_Y} [D_H(\pi_{\theta|Y}, \tilde{\pi}_{\theta|Y}) \leq \tau] = 1 - P_{Y \sim \pi_Y} [D_H(\pi_{\theta|Y}, \tilde{\pi}_{\theta|Y}) > \tau]$$

$$\geq 1 - \mathbb{E}_{Y \sim \pi_Y} [D_H(\pi_{\theta|Y}, \tilde{\pi}_{\theta|Y})]$$

$$= 1 - \frac{2D_H(\pi_{Y,\theta}, \tilde{\pi}_{Y,\theta})}{\tau} \geq 1 - \frac{2\varepsilon}{\tau}.$$

Let $\delta = 2\varepsilon/\tau$, we deduce that $D_H(\pi_{\theta|Y}, \tilde{\pi}_{\theta|Y}) \leq 2\varepsilon/\delta$ holds with probability greater than $1 - \delta$. Applying Lemma 1 with probability greater than $1 - \delta$, we have the event

$$\frac{|\mathbb{E}_{\pi_{\theta|Y}}(h) - \mathbb{E}_{\tilde{\pi}_{\theta|Y}}(h)|}{\sqrt{\text{Var}_{\pi_{\theta|Y}}(h) + \sqrt{\text{Var}_{\tilde{\pi}_{\theta|Y}}(h)}}} \leq \frac{2\sqrt{2}\varepsilon/\delta}{1 - 2\sqrt{2}\varepsilon/\delta} = \frac{4\varepsilon}{\sqrt{2\delta} - 4\varepsilon}.$$

This concludes the result.

B Proofs and derivations in Section 2

B.1 SIRT error

Suppose we have an approximation $g$ to $\sqrt{\pi_{Y,\theta}}$ such that the $L^2$ error satisfies $\|\sqrt{\pi_{Y,\theta}} - g\|_2 \leq \varepsilon/\sqrt{2}$. Let $z = \|g\|_2^2$ denote the normalizing constant of the approximate pdf $p_{Y,\theta}(y, \theta) = \frac{1}{z}g(y, \theta)^2$. Then, the normalizing constant satisfies

$$|z - 1| = \left| \int (g^2 - \pi_{Y,\theta}) dy d\theta \right|$$

$$= \left| \int (g - \sqrt{\pi_{Y,\theta}}) (g + \sqrt{\pi_{Y,\theta}}) dy d\theta \right|$$
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We represent each TT core of the decomposition by
\[ \mathcal{G}_k^{(α_{k-1}^0, α_k)}(x_k) = \sum_{i=1}^{n_k} g_k^{(i)}(x_k) A_k[α_{k-1}^0, i, α_k], \quad α_{k-1}^0 = 1, \ldots, r_{k-1}, \quad α_k = 1, \ldots, r_k, \]  
where \( \{g_k^{(i)}(x_k)\}_{i=1}^{n_k} \) are the basis functions for the \( k \)-th coordinate and \( A_k \in \mathbb{R}^{r_{k-1} \times n_k \times r_k} \) is the associated \( k \)-th coefficient tensor. Then, applying Proposition 2 of \([11]\), the marginal functions can be expressed as
\[ p_k(x_k) = \sum_{i=1}^{r_k} \left( E_k^{(α_0, α_k)}(x_k) \right)^2, \]  
where \( E_k^{(α_0, α_k)}(x_k) \) is the marginal function for the \( k \)-th coordinate.
where \( \alpha_0 = 1 \) and
\[
\mathcal{G}^{(\alpha_k-1)}(x_{<k}) = \mathcal{G}_1(x_1) \cdots \mathcal{G}_k^{(1,\ldots,\alpha_k-1)}(x_{k-1}) : \mathcal{X}_{<k} \mapsto \mathbb{R},
\]
\[
\mathcal{L}^{(\alpha_k-1,\ell_k)}_k(x_k) = \sum_{i=1}^{n_k} \phi_k^{(i)}(x_k) \mathcal{B}_k[\alpha_k-1, i, \ell_k] : \mathcal{X}_k \mapsto \mathbb{R},
\]
for a coefficient tensor \( \mathcal{B}_k \in \mathbb{R}^{r_k \times n_k \times r_k} \) that is recursively defined in Algorithm 3.

**Algorithm 3** Computing \( \mathcal{B} \) and \( z \)

For the \( k \)-th set of basis functions, we define the mass matrix \( \mathcal{M}_k \in \mathbb{R}^{n_k \times n_k} \) by
\[
\mathcal{M}_k[i, j] = \int_{\mathcal{X}_k} \phi_k^{(i)}(x_k) \phi_k^{(j)}(x_k) \, dx_k, \quad \text{for} \quad i = 1, \ldots, n_k, \quad j = 1, \ldots, n_k.
\]
Starting with the last coordinate \( k = d \), we set \( \mathcal{B}_d = \mathcal{A}_d \). Suppose for the first \( k \) dimensions \( (k > 1) \), we have a coefficient tensor \( \mathcal{B}_k \in \mathbb{R}^{r_k \times n_k \times r_k} \) that defines a marginal function \( p_{\leq k}(x_{<k}) \) as in (26). The following procedure can be used to obtain the coefficient tensor \( \mathcal{B}_{k-1} \in \mathbb{R}^{r_{k-1} \times n_{k-1} \times r_{k-1}} \) for defining the next marginal function \( p_{<k}(x_{<k}) \):

1. Use the Cholesky factorisation of the mass matrix, \( \mathcal{L}_k \mathcal{L}_k^\top = \mathcal{M}_k \in \mathbb{R}^{n_k \times n_k} \), to construct a tensor \( \mathcal{C}_k \in \mathbb{R}^{r_k \times n_k \times r_k} \).
\[
\mathcal{C}_k[\alpha_k-1, \tau, \ell_k] = \sum_{i=1}^{n_k} \mathcal{B}_k[\alpha_k-1, i, \ell_k] \mathcal{L}_k[i, \tau].
\]
2. Unfold \( \mathcal{C}_k \) along the first coordinate [25] to obtain a matrix \( \mathcal{C}_k^{(R)} \in \mathbb{R}^{r_k \times (n_k r_k)} \) and compute the thin QR factorisation
\[
\mathcal{Q}_k \mathcal{R}_k = (\mathcal{C}_k^{(R)})^\top,
\]
where \( \mathcal{Q}_k \in \mathbb{R}^{(n_k r_k) \times r_k-1} \) is semi–orthogonal and \( \mathcal{R}_k \in \mathbb{R}^{r_k \times r_k-1} \) is upper–triangular.
3. Compute the new coefficient tensor
\[
\mathcal{B}_{k-1}[\alpha_k-2, i, \ell_k-1] = \sum_{\alpha_k-1=1}^{r_k-1} \mathcal{A}_{k-1}[\alpha_k-2, i, \alpha_k-1] \mathcal{R}_k[\ell_k-1, \alpha_k-1].
\]
Furthermore, at index \( k = 1 \), the unfolded \( \mathcal{C}_1 \) along the first coordinate is a row vector \( \mathcal{C}_1^{(R)} \in \mathbb{R}^{1 \times (n_1 r_1)} \). Thus, the thin QR factorisation \( \mathcal{Q}_1 \mathcal{R}_1 = (\mathcal{C}_1^{(R)})^\top \) produces a scalar \( \mathcal{R}_1 \in \mathbb{R} \) and the normalising constant \( z_p = \int_{\mathcal{X}_1} p_{\leq 1}(x_1) \, dx_1 \) can be obtained by \( z_p = \mathcal{R}_1^2 = \| \mathcal{C}_1^{(R)} \|^2 \).

**C** Proofs and derivations in Section 3

**C.1** Coordinate selection driven by the Poincaré inequality

The results in Section 3 rely on the following lemma.

**Lemma 3.** Let \( \rho(x) = \rho_1(x_1) \cdots \rho_d(x_d) \) be a product-form pdf on \( \mathbb{R}^d \) that satisfies the Poincaré inequality, that is, there exists a constant \( \kappa < \infty \) such that
\[
\int (h(x) - \int h(x) \rho(x) \, dx)^2 \rho(x) \, dx \leq \kappa \int \| \nabla h(x) \|^2 \rho(x) \, dx,
\]
where \( h \) is a function on \( \mathbb{R}^d \).
holds for any sufficiently smooth function $h : \mathbb{R}^d \to \mathbb{R}$, where $\| \cdot \|$ denotes the euclidean norm. Let $\pi$ be a pdf on $\mathbb{R}^d$. Given $n < d$, consider the pdf $\tilde{\pi}^*$ on $\mathbb{R}^d$ defined by $\tilde{\pi}^*(x) \propto g(x_{\leq n})^2 \rho(x)$ where $g : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is defined by

$$g(x_{\leq n}) = \int \left( \frac{\pi(x_{\leq n}, x_{>n})}{\rho(x_{\leq n}, x_{>n})} \right)^{\frac{1}{2}} \rho_{>n}(x_{>n}) \, dx_{>n}. \tag{34}$$

Then we have

$$\mathcal{D}_H(\pi, \tilde{\pi}^*)^2 \leq \frac{\kappa}{4} \sum_{i=n+1}^{d} H_{ii}, \tag{35}$$

where $H = \int (\nabla \log \frac{\pi(x)}{\rho(x)}) (\nabla \log \frac{\pi(x)}{\rho(x)})^\top \pi(x) \, dx$.

**Proof.** We denote the norm and the scalar product of $L^2 := \{ u : \mathbb{R}^d \to \mathbb{R} : \int u^2 \, dx < \infty \}$ by $\| \cdot \|$ and $\langle \cdot, \cdot \rangle$, respectively. Letting $f(x) = g(x_{\leq n}) \sqrt{\rho(x)}$, we have the identity

$$\langle f, \sqrt{\pi} \rangle = \int \left( \frac{g(x_{\leq n})}{\sqrt{\pi(x)}} \right) \rho(x) \, dx$$

$$= \int \left( \frac{g(x_{\leq n})}{\sqrt{\pi(x)}} \right)^2 \rho(x_{\leq n}) \, dx_{\leq n} = g(x_{\leq n}) \int \rho(x_{\leq n}) \, dx_{\leq n}$$

$$= \int g(x_{\leq n})^2 \, dx_{\leq n} = \| f \|^2. \tag{36}$$

Furthermore, $\tilde{\pi}^*(x) \propto g(x_{\leq n})^2 \rho(x) = f(x)^2$ writes $\tilde{\pi}^*(x) = \frac{f(x)^2}{\| f \|}$ and satisfies

$$\mathcal{D}_H(\pi, \tilde{\pi}^*)^2 = \frac{1}{2} \left\| \sqrt{\pi} - \frac{f}{\| f \|} \right\|^2 = 1 - \left( \sqrt{\pi}, \frac{f}{\| f \|} \right) = 1 - \| f \|. \tag{37}$$

Because $\mathcal{D}_H(\pi, \tilde{\pi}^*)^2 \geq 0$, we have $0 \leq \| f \| \leq 1$ so that

$$1 - \| f \| \leq 1 - \| f \|^2 \leq 1 - \| f \|^2.$$ Thus, we have $\mathcal{D}_H(\pi, \tilde{\pi}^*)^2 \leq \| \sqrt{\pi} - f \|^2$. Letting $h(x) = \sqrt{\pi(x)/\rho(x)}$, we obtain

$$\mathcal{D}_H(\pi, \tilde{\pi}^*)^2 \leq \int \left( \sqrt{\pi(x)} - f(x) \right)^2 \, dx = \int \left( h(x) - g(x_{\leq n}) \right)^2 \rho(x) \, dx$$

$$\leq \kappa \int \left( \int (h(x_{\leq n}, x_{>n}) - h(x_{\leq n}, x'_{>n}) \rho_{>n}(x_{>n}) \, dx_{>n} \right)^2 \rho_{>n}(x_{>n}) \, dx_{>n} \rho_{\leq n}(x_{\leq n}) \, dx_{\leq n}$$

$$\leq \kappa \int \| \nabla h(x_{\leq n}, x_{>n}) \|^2 \rho(x) \, dx = \kappa \sum_{i=n+1}^{d} \int (\partial_i h(x))^2 \rho(x) \, dx. \tag{38}$$

The previous inequality (38) is obtained by applying the Poincaré inequality (33) to the function $h_{>n} : x_{>n} \mapsto h(x_{\leq n}, x_{>n})$. To conclude the proof, it remains to show that $\int (\partial_i h(x))^2 \rho(x) \, dx = \frac{1}{4} H_{ii}$, which can be given as follows

$$\int (\partial_i h(x))^2 \rho(x) \, dx = \int \left( \partial_i \sqrt{\pi(x)/\rho(x)} \right)^2 \rho(x) \, dx$$

$$= \frac{1}{4} \int \left( \partial_i \sqrt{\pi(x)/\rho(x)} \right)^2 \rho(x) \, dx$$

$$= \frac{1}{4} \int \left( \sqrt{\pi(x)/\rho(x)} \partial_i \log \left( \frac{\pi(x)}{\rho(x)} \right) \right)^2 \rho(x) \, dx$$

$$= \frac{1}{4} \int \left( \partial_i \log \left( \frac{\pi(x)}{\rho(x)} \right) \right)^2 \pi(x) \, dx = \frac{1}{4} H_{ii}.$$ This concludes the proof. \qed
C.2 Proof of Proposition 1

Proposition 1 can be shown by applying Lemma 3 with
\[ x = (y, \theta) \in \mathbb{R}^d, \]
\[ d = d_Y + d_\theta, \]
\[ n = n_Y + n_\theta, \]
\[ x_{\leq n} = (y_{1}, \ldots, y_{n_Y}, \theta_{1}, \ldots, \theta_{n_\theta}) \in \mathbb{R}^n, \]
\[ x_{> n} = (y_{n_Y+1}, \ldots, y_{d_Y}, \theta_{n_\theta+1}, \ldots, \theta_{d_\theta}) \in \mathbb{R}^{d-n}, \]
\[ \pi(x) = \pi_{Y,\Theta}(y, \theta), \]
\[ \rho(x) = \rho_{Y,\Theta}(y, \theta). \]

With these notations, Lemma 3 ensures the existence of a pdf of the form of
\[ \tilde{\pi}_{Y,\Theta}(y, \theta) \propto g(y_{\leq n_Y}, \theta_{\leq n_\theta})^2 \rho_{Y,\Theta}(y, \theta) \]
with
\[ g(y_{\leq n_Y}, \theta_{\leq n_\theta}) \leq \int \left( \frac{\pi_{Y,\Theta}(y, \theta)}{\rho_{Y,\Theta}(y, \theta)} \right)^\frac{1}{2} \rho_{Y_{> n_Y},\Theta_{> n_\Theta}}(y_{> n_Y}, \theta_{> n_\Theta}) dy_{> n_Y} d\theta_{> n_\Theta}, \]
such that
\[ D_H(\pi_{Y,\Theta}, \tilde{\pi}_{Y,\Theta})^2 \leq \frac{\pi}{4} \left( \sum_{i=n_Y+1}^{d_Y} (H_Y)_{ii} + \sum_{j=n_\Theta+1}^{d_\theta} (H_\Theta)_{jj} \right). \]

The pdf \( \tilde{\pi}_{Y,\Theta}(y, \theta) \) can be equivalently written as
\[ \tilde{\pi}_{Y,\Theta}(y, \theta) = \prod_{i=n_Y+1}^{d_Y} \rho_{Y_i}(y_i) \tilde{\pi}_{Y_{\leq n_Y},\Theta_{\leq n_\Theta}}(y_{\leq n_Y}, \theta_{\leq n_\Theta}) \prod_{j=n_\Theta+1}^{d_\theta} \rho_{\Theta_j}(\theta_j), \]
with
\[ \tilde{\pi}_{Y_{\leq n_Y},\Theta_{\leq n_\Theta}}(y_{\leq n_Y}, \theta_{\leq n_\Theta}) \propto g(y_{\leq n_Y}, \theta_{\leq n_\Theta}) \prod_{i=1}^{n_Y} \rho_{Y_i}(y_i) \prod_{j=1}^{n_\Theta} \rho_{\Theta_j}(\theta_j). \]

This concludes the proof. \( \square \)

C.3 Optimality of the approximate pdf

Lemma 3 shows that there exists an approximate pdf \( \tilde{\pi}^*(x) \propto g(x_{\leq n})^2 \rho(x) \) with \( g \) as in (34) such that the inequality (35) holds. In fact, among all densities of the form \( \tilde{\pi}(x) \propto g(x_{\leq n})^2 \rho(x) \) for some function \( \tilde{g} : \mathbb{R}^n \to \mathbb{R}, \) the choice (34) is optimal in the sense that it minimizes the Hellinger distance \( D_H(\pi, \tilde{\pi}) \). This result is given by the following lemma, which does not require the product-form of \( \rho. \)

Lemma 4. Let \( \pi \) and \( \rho \) be two pdfs on \( \mathbb{R}^d. \) For any \( n < d, \) let \( \tilde{\pi}^* \) be the pdf on \( \mathbb{R}^d \) defined by \( \tilde{\pi}^*(x) \propto g(x_{\leq n})^2 \rho(x), \) where \( g : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) is defined by
\[ g(x_{\leq n}) = \int \left( \frac{\pi(x_{\leq n}, x_{> n})}{\rho(x_{\leq n}, x_{> n})} \right)^\frac{1}{2} \rho_{> n\leq n}(x_{> n}|x_{\leq n}) dx_{> n}. \] \( \text{(39)} \)

Here, \( \rho_{> n\leq n}(x_{> n}|x_{\leq n}) = \rho(x_{\leq n}, x_{> n})/\rho_{\leq n}(x_{\leq n}) \) is a conditional pdf. For any function \( \tilde{g} : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) such that \( \tilde{\pi} \propto \tilde{g}(x_{\leq n})^2 \rho(x) \) is a pdf, we have
\[ D_H(\pi, \tilde{\pi})^2 = D_H(\pi, \tilde{\pi}^*)^2 + ||g \sqrt{\rho(x)}|| D_H(\tilde{\pi}, \tilde{\pi}^*)^2. \] \( \text{(40)} \)

In particular \( D_H(\pi, \tilde{\pi}^*) \leq D_H(\pi, \tilde{\pi}) \) holds for any \( \tilde{g} \) and equality is attained when \( D_H(\tilde{\pi}, \tilde{\pi}^*) = 0, \) meaning that \( \tilde{g} = g \) in the \( L^2 \)-sense.
Proof. We denote the norm and the scalar product of \( \mathbb{L}^2 := \{ u : \mathbb{R}^d \to \mathbb{R} : \int u^2 dx < \infty \} \) by \( \| \cdot \| \) and \( \langle \cdot, \cdot \rangle \), respectively. Let \( f(x) = g(x_{\leq n}) \sqrt{\rho(x)} \) and \( f(x) = g(x_{\leq n}) \sqrt{\rho(x)} \). We have
\[
\langle f, \sqrt{\pi} \rangle = \int g(x_{\leq n}) \sqrt{\pi(x)} / \rho(x) \rho(x) dx
\]
\[
= \int g(x_{\leq n}) \left( \int \left( \frac{\pi(x_{\leq n}, x_{> n})}{\rho(x_{\leq n}, x_{> n})} \right)^{1/2} \rho_{> n|\leq n}(x_{> n}|x_{\leq n}) dx_{> n} \right) \rho_{\leq n}(x_{\leq n}) dx_{\leq n}
\]
\[
= \int g(x_{\leq n}) g(x_{\leq n}) \rho(x) dx = \langle f, f \rangle. \quad (41)
\]
Similarly we have \( \langle f, \sqrt{\pi} \rangle = \langle f, f \rangle \). This yields
\[
D_H(\pi, \tilde{\pi})^2 = \frac{1}{2} \left( \| \sqrt{\pi} - \frac{f}{\|f\|} \| + \left( \frac{\|f\|}{\|f\|} - \frac{\langle f, f \rangle}{\|f\|} \right) \right)^2
\]
\[
= D_H(\pi, \tilde{\pi})^2 + \left( \frac{\|f\|}{\|f\|} - \frac{\langle f, f \rangle}{\|f\|} \right)^2 + D_H(\tilde{\pi}, \tilde{\pi})^2
\]
\[
= D_H(\pi, \tilde{\pi})^2 + (\|f\| - 1) \left( \frac{\langle f, f \rangle}{\|f\|^2} - 1 \right) + D_H(\tilde{\pi}, \tilde{\pi})^2
\]
\[
= D_H(\pi, \tilde{\pi})^2 + \|f\| D_H(\tilde{\pi}, \tilde{\pi})^2 + D_H(\tilde{\pi}, \tilde{\pi})^2
\]
\[
= D_H(\pi, \tilde{\pi})^2 + \|f\| D_H(\tilde{\pi}, \tilde{\pi})^2,
\]
and thus the results follow. \( \square \)

C.4 Proof of Proposition 2

Proposition 2 can be shown by applying Proposition 1 after a reparametrization. Let \( A \in \mathbb{R}^{d_Y \times d_Y} \) and \( B \in \mathbb{R}^{d_\Theta \times d_\Theta} \) be a pair of unitary matrices and consider the change of variable
\[
\tilde{y} = A^T y \quad \text{and} \quad \tilde{\theta} = B^T \theta.
\]
Because \( \rho_{Y, \Theta} \) is Gaussian with identity covariance, for \( (U_\Theta, U_Y) \sim \rho_{Y, \Theta} \), the reparametrized random variable \( (A^T U_Y, B^T U_\Theta) \) is also Gaussian with identity covariance. Since any Gaussian pdf with identity covariance matrix satisfies Poincaré inequality with \( \kappa = 1 \), see \cite{veitch2015poincare}. Proposition 1 ensures there exists a pdf \( \tilde{\pi}_{Y, \Theta}(\tilde{y}, \tilde{\theta}) \) as in \( \textbf{(42)} \) such that
\[
D_H(\pi_{Y, \Theta}, \tilde{\pi}_{Y, \Theta})^2 \leq \frac{1}{4} \left( \sum_{i=n_Y+1}^{d_Y} (H_Y^A)_{ii} + \sum_{j=n_\Theta+1}^{d_\Theta} (H_\Theta^B)_{jj} \right), \quad \text{(42)}
\]
where \( \pi_{Y, \Theta} \) is the pdf of \( (A^T Y, B^T \Theta) \) and where \( H_Y^A \) and \( H_\Theta^B \) are given by
\[
H_Y^A = \int \left( \nabla_y \log \frac{\pi_{Y, \Theta}}{\rho_{Y, \Theta}} \left( \nabla_y \log \frac{\pi_{Y, \Theta}}{\rho_{Y, \Theta}} \right)^\top \right) d\pi_{Y, \Theta},
\]
\[
H_\Theta^B = \int \left( \nabla_\theta \log \frac{\pi_{Y, \Theta}}{\rho_{Y, \Theta}} \left( \nabla_\theta \log \frac{\pi_{Y, \Theta}}{\rho_{Y, \Theta}} \right)^\top \right) d\pi_{Y, \Theta}.
\]
Applying the chain rule, we have \( H_Y^A = A^T H_Y A \) and \( H_\Theta^B = B^T H_\Theta B \). Thus, defining \( A \) and \( B \) as the matrices containing the eigenvectors (with corresponding eigenvalues sorted in the decreasing order) of \( H_Y \) and \( H_\Theta \) respectively, the inequality in \( \textbf{(42)} \) becomes
\[
D_H(\pi_{Y, \Theta}, \tilde{\pi}_{Y, \Theta})^2 \leq \frac{1}{4} \left( \sum_{i=n_Y+1}^{d_Y} \lambda_i(H_Y) + \sum_{j=n_\Theta+1}^{d_\Theta} \lambda_j(H_\Theta) \right),
\]
We consider a belief parameter
$$\lambda_i(\cdot)$$ denotes the \(i\)-th largest eigenvalue. Since the change of variables \(\bar{y} = A^T y\) and \(\bar{\theta} = B^T \theta\) are isometries, we have
$$D_H(\pi_{Y,\phi_0}, \bar{\pi}_{Y,\phi_0}) = D_H(\pi_{Y,\phi_0}, \bar{\pi}_{Y,\phi_0})^2,$$
where \(\bar{\pi}_{Y,\phi}(y, \theta) := \bar{\pi}_{Y,\phi}(A^T y, B^T \Theta)\). This concludes the proof.

C.5 Gaussian observation noise and Gaussian prior

We consider a belief parameter \(\hat{\Theta} \in \mathbb{R}^d_0\) equipped with a Gaussian prior \(\mathcal{N}(\tilde{\theta}_0, \Gamma)\), where \(\tilde{\theta}_0 \in \mathbb{R}^d_0\) and \(\Gamma \in \mathbb{R}^{d_y \times d_y}\). Given a smooth forward operator \(\hat{G} : \mathbb{R} \to \mathbb{R}^{d_y}\), we assume the observable information \(\hat{Y}\) follows \(\mathcal{N}(\hat{G}(\hat{\Theta}), \Sigma)\). Then the joint density takes the form
$$\pi_{Y,\hat{\Theta}}(\hat{y}, \hat{\theta}) \propto \exp\left(-\frac{1}{2}\|\hat{y} - \hat{G}(\hat{\theta})\|^2 + \frac{1}{2}\|\hat{\theta} - \hat{\theta}_0\|^2\right),$$
where \(\|v\|_Y = \sqrt{v^\top \Sigma^{-1} v}\) is the matrix weighted norm. One can apply whitening transforms
$$Y = \Sigma^{-\frac{1}{2}} \hat{Y}, \quad \text{and} \quad \Theta = \Gamma^{-\frac{1}{2}} \hat{\Theta},$$
to obtain the joint density
$$\pi_{Y,\Theta}(y, \theta) = (2\pi)^{-\frac{d_y + d_y}{2}} \exp\left(-\frac{1}{2}\|y - G(\theta)\|^2 + \frac{1}{2}\|\theta - \theta_0\|^2\right),$$
where \(G(\theta) := \hat{G}(\Gamma^\frac{1}{2} \theta)\) and \(\theta_0 = \Gamma^{-\frac{1}{2}} \hat{\theta}_0\). Then, we construct a Gaussian reference density
$$\rho_{Y,\Theta}(y, \theta) = (2\pi)^{-\frac{d_y + d_y}{2}} \exp\left(-\frac{1}{2}\|y - G(\theta_0)\|^2 + \frac{1}{2}\|\theta - \theta_0\|^2\right),$$
where \(\theta_0\) is the prior mean. Then, we can express the joint density in the form of
$$\pi_{Y,\Theta}(y, \theta) = f(y, \theta) \rho_{Y,\Theta}(y, \theta),$$
where
$$f(y, \theta) = \exp\left(-\frac{1}{2}\|y - G(\theta_0)\|^2 + \frac{1}{2}\|y - G(\theta)\|^2\right).$$

This leads to the pair of matrices
\begin{align*}
H_Y &= \int \left(\nabla_y \log \frac{\pi_{Y,\Theta}}{\rho_{Y,\Theta}}\right) \left(\nabla_y \log \frac{\pi_{Y,\Theta}}{\rho_{Y,\Theta}}\right)^\top d\pi_{Y,\Theta} = \int \nabla_y f(y, \theta) \nabla_y f(y, \theta)^\top d\pi_{Y,\Theta}, \\
H_\Theta &= \int \left(\nabla_\Theta \log \frac{\pi_{Y,\Theta}}{\rho_{Y,\Theta}}\right) \left(\nabla_\Theta \log \frac{\pi_{Y,\Theta}}{\rho_{Y,\Theta}}\right)^\top d\pi_{Y,\Theta} = \int \nabla_\Theta f(y, \theta) \nabla_\Theta f(y, \theta)^\top d\pi_{Y,\Theta},
\end{align*}
in which the gradients take the form
\begin{align*}
\nabla_y \log f(y, \theta) &= G(\theta) - G(\theta_0), \quad \text{and} \quad \nabla_\Theta \log f(y, \theta) = \nabla G(\theta)^\top (y - G(\theta)),
\end{align*}
where \(\theta \mapsto \nabla G(\theta) \in \mathbb{R}^{d_y \times d_y}\) is the Jacobian of the forward model. Since \(\nabla_y \log f(y, \theta)\) is independent of \(y\), the matrix \(H_Y\) can be expressed as
\begin{align*}
H_Y &= \int \nabla_y f(y, \theta) \nabla_y f(y, \theta)^\top \pi_{Y,\Theta}(y, \theta) dy d\theta, \\
&= \int (G(\theta) - G(\theta_0)) (G(\theta) - G(\theta_0))^\top \left(\int \pi_{Y\mid\Theta}(y|\theta) dy\right) \pi_\Theta(\theta) d\theta, \\
&= \int (G(\theta) - G(\theta_0)) (G(\theta) - G(\theta_0))^\top d\pi_\Theta.
\end{align*}
The matrix \(H_\Theta\) can be expressed as
\begin{align*}
H_\Theta &= \int \nabla_\Theta f(y, \theta) \nabla_\Theta f(y, \theta)^\top d\pi_{Y,\Theta} \\
&= \int \nabla G(\theta)^\top \left(\int (y - G(\theta)) (y - G(\theta))^\top \pi_{Y\mid\Theta}(y|\theta) dy\right) \nabla G(\theta) d\pi_\Theta.
\end{align*}
Since \(\int (y - G(\theta)) (y - G(\theta))^\top \pi_{Y\mid\Theta}(y|\theta) dy\) is the Fisher information of \(\pi_{Y\mid\Theta}\), which is an identity matrix, we have
$$H_\Theta = \int \nabla G(\theta)^\top \nabla G(\theta) d\pi_\Theta.$$
D Proofs and additional details of Section 4

D.1 Proof of Proposition 3

Because the Hellinger distance satisfies the triangle inequality, we can write
\[
D_H(p_{Y,\theta}^{\ell+1}, \pi_{Y,\theta}^{\ell+1}) = D_H((T_{\ell} \circ Q_{\ell+1})^\sharp \rho_{Y,\theta}, \pi_{Y,\theta}^{\ell+1})
\]
\[
= D_H((Q_{\ell+1})^\sharp \rho_{Y,\theta}, T_{\ell}^\sharp \pi_{Y,\theta}^{\ell+1})
\]
\[
\geq \omega D_H(p_{Y,\theta}^{\ell}, \pi_{Y,\theta}^{\ell+1})
\]
\[
\leq \omega \left( D_H(p_{Y,\theta}^{\ell}, \pi_{Y,\theta}^\ell) + D_H(\pi_{Y,\theta}^\ell, \pi_{Y,\theta}^{\ell+1}) \right)
\]
\[
\leq \omega \left( D_H(p_{Y,\theta}^\ell, \pi_{Y,\theta}^\ell) + \eta(L) \right),
\]
for any \( 0 \leq \ell < L \). A direct recurrence yields
\[
D_H(p_{Y,\theta}^L, \pi_{Y,\theta}^L) \leq \omega^L D_H(p_{Y,\theta}^0, \pi_{Y,\theta}^0) + \omega^L \eta(0) + \ldots + \omega \eta(L)
\]
\[
\leq \omega^{L+1} \eta(L) + \omega^L \eta(L) + \ldots + \omega \eta(L)
\]
\[
\leq \frac{\omega}{1-\omega} \eta(L),
\]
which concludes the proof.

D.2 Bridging densities with uniformly spaced temperatures

Proposition 3 reveals that controlling the Hellinger distances between the bridging densities is one of the keys to ensure the accuracy of DIRT. Using the tempered pdf \( \pi_{Y,\theta}^\ell \propto \varphi_{Y,\theta}^{\beta_{\ell}} \rho_{Y,\theta} \) as the example, we demonstrate in Lemma 5 that under mild technical assumptions, the Hellinger distance between \( \pi_{Y,\theta}^\ell \) and \( \pi_{Y,\theta}^{\ell+1} \) is bounded by \( O(1/\ell) \). This ensures that the uniformly spaced temperatures \( \beta_{\ell} = \ell/L \) yields controlled Hellinger distances of the form of \( D_H(\pi_{Y,\theta}^\ell, \pi_{Y,\theta}^{\ell+1}) = O(1/L) \).

Lemma 5. We denote the supremum of \( \log \varphi_{Y,\theta} \), the mean and the second moment of \( \log \rho_{Y,\theta} \) with respect to \( \rho_{Y,\theta} \) by
\[
c_\varphi := \sup_{y,\theta} \log \varphi_{Y,\theta}, \quad m_\varphi := \int \log \varphi_{Y,\theta} d\rho_{Y,\theta}, \quad \text{and} \quad V_\varphi := \int (\log \varphi_{Y,\theta})^2 d\rho_{Y,\theta},
\]
respectively. Suppose \( c_\varphi < \infty \) and \( V_\varphi < \infty \). Considering the temperatures of adjacent levels satisfy \( \beta_{\ell+1} = \beta_{\ell} + \Delta \) where \( \Delta > 0 \), the Hellinger distance between \( \pi_{Y,\theta}^\ell \propto \varphi_{Y,\theta}^{\beta_{\ell}} \rho_{Y,\theta} \) and \( \pi_{Y,\theta}^{\ell+1} \propto \varphi_{Y,\theta}^{\beta_{\ell}+\Delta} \rho_{Y,\theta} \) satisfies
\[
D_H(\pi_{Y,\theta}^\ell, \pi_{Y,\theta}^{\ell+1}) \leq \Delta C,
\]
for any sequence of finite temperatures, where \( C = C(c_\varphi, m_\varphi, V_\varphi) \) is a constant independent of \( \Delta \).

Proof. We define the normalized pdfs
\[
\pi_{Y,\theta}^\ell = \frac{1}{z_\ell} \varphi_{Y,\theta}^{\beta_{\ell}} \rho_{Y,\theta} \quad \text{and} \quad \pi_{Y,\theta}^{\ell+1} = \frac{1}{z_{\ell+1}} \varphi_{Y,\theta}^{\beta_{\ell}+\Delta} \rho_{Y,\theta},
\]
where \( z_\ell = \int \varphi_{Y,\theta}^{\beta_{\ell}} d\rho_{Y,\theta} \) and \( z_{\ell+1} = \int \varphi_{Y,\theta}^{\beta_{\ell}+\Delta} d\rho_{Y,\theta} \). Applying Jensen’s inequality, the mean \( m_\varphi \) satisfies \( |m_\varphi| \leq \sqrt{V_\varphi} < \infty \), and we have the following lower bound on the normalizing constant
\[
z_\ell = \exp \left( \log \left( \int \varphi_{Y,\theta}^{\beta_{\ell}} d\rho_{Y,\theta} \right) \right) \geq \exp \left( \int \log \varphi_{Y,\theta}^{\beta_{\ell}} d\rho_{Y,\theta} \right) = \exp(m_\varphi \beta_{\ell}) > 0, \quad (47)
\]
for any finite \( \beta_{\ell} \). The difference between the normalizing constants has the following upper bound
\[
|z_\ell - z_{\ell+1}| = \left| \int \left( \sqrt{\varphi_{Y,\theta}^{\beta_{\ell}}} - \sqrt{\varphi_{Y,\theta}^{\beta_{\ell}+\Delta}} \right) \left( \sqrt{\varphi_{Y,\theta}^{\beta_{\ell}}} + \sqrt{\varphi_{Y,\theta}^{\beta_{\ell}+\Delta}} \right) d\rho_{Y,\theta} \right|
\]
Applying the identity \( |z_\ell - z_{\ell+1}| = |\sqrt{z_\ell} - \sqrt{z_{\ell+1}}| \), the inequality in (48) yields
\[
|\sqrt{z_\ell} - \sqrt{z_{\ell+1}}| \leq \left( \int \left( \sqrt{\phi_{Y,\Theta}^{\beta_\ell}} - \sqrt{\phi_{Y,\Theta}^{\beta_\ell+\Delta}} \right)^2 \, d\rho_{Y,\Theta} \right)^{\frac{1}{2}}.
\] (49)

This way, the Hellinger distance satisfies
\[
H(\pi_{\Theta}^{\ell}, \pi_{\Theta}^{\ell+1}) = \frac{1}{\sqrt{2}} \left( \int \left( \sqrt{\frac{\phi_{Y,\Theta}^{\beta_\ell}}{z_\ell}} - \sqrt{\frac{\phi_{Y,\Theta}^{\beta_\ell+\Delta}}{z_{\ell+1}}} \right)^2 \, d\rho_{Y,\Theta} \right)^{\frac{1}{2}}
= \frac{1}{\sqrt{2z_\ell}} \left( \int \left( \sqrt{\phi_{Y,\Theta}^{\beta_\ell}} - \sqrt{\phi_{Y,\Theta}^{\beta_\ell+\Delta}} \right)^2 \, d\rho_{Y,\Theta} \right)^{\frac{1}{2}}
\leq \frac{1}{\sqrt{2z_\ell}} \left( \int \left( \sqrt{\phi_{Y,\Theta}^{\beta_\ell}} - \sqrt{\phi_{Y,\Theta}^{\beta_\ell+\Delta}} \right)^2 \, d\rho_{Y,\Theta} \right)^{\frac{1}{2}} + \frac{1}{\sqrt{2z_\ell}} \left( \int \phi_{Y,\Theta}^{\beta_\ell+\Delta} \left( 1 - \sqrt{\frac{z_\ell}{z_{\ell+1}}} \right) \, d\rho_{Y,\Theta} \right)^{\frac{1}{2}}
= \frac{1}{\sqrt{2z_\ell}} \left( \int \left( \sqrt{\phi_{Y,\Theta}^{\beta_\ell}} - \sqrt{\phi_{Y,\Theta}^{\beta_\ell+\Delta}} \right)^2 \, d\rho_{Y,\Theta} \right)^{\frac{1}{2}} + \frac{\sqrt{z_{\ell+1} - z_\ell}}{\sqrt{2z_\ell}}
\geq \frac{1}{\sqrt{2z_\ell}} \left( \int \left( \sqrt{\phi_{Y,\Theta}^{\beta_\ell}} - \sqrt{\phi_{Y,\Theta}^{\beta_\ell+\Delta}} \right)^2 \, d\rho_{Y,\Theta} \right)^{\frac{1}{2}}. \tag{51}
\]

Applying Hölder’s inequality, we have
\[
H(\pi_{\Theta}^{\ell}, \pi_{\Theta}^{\ell+1}) \leq \left( \sup_{y,\Theta} \phi_{Y,\Theta}^{\beta_\ell} \right) \int \left( 1 - \phi_{Y,\Theta}^{\beta_\ell} \right)^2 \, d\rho_{Y,\Theta} \right)^{\frac{1}{2}}
= \left( \frac{2 \exp(\beta_\ell c_\varepsilon) \int \left( 1 - \phi_{Y,\Theta}^{\frac{\beta_\ell}{2}} \right)^2 \, d\rho_{Y,\Theta} \right)^{\frac{1}{2}}. \tag{52}
\]

By the Lipschitz continuity of the exponential function in the domain \((-\infty, a] \) for \( a < \infty \), we have
\[
\left| 1 - \phi_{Y,\Theta}^{\beta_\ell} \right| = \exp(0) - \exp \left( \frac{\Delta}{2} \log \phi_{Y,\Theta} \right) \leq \exp \left( \max \left( 0, \frac{\Delta}{2} \right) \right) \left| \frac{\Delta}{2} \log \phi_{Y,\Theta} - 0 \right|,
\]
which leads to
\[
\left( 1 - \phi_{Y,\Theta}^{\beta_\ell} \right)^2 \leq \frac{\Delta^2 \exp \left( \max \left( 0, c_\varepsilon \Delta \right) \right)}{4} \left( \log \phi_{Y,\Theta} \right)^2.
\]

Substituting the above inequality into (52), we have
\[
H(\pi_{\Theta}^{\ell}, \pi_{\Theta}^{\ell+1}) \leq \left( \frac{\Delta^2 \exp \left( \max(c_\varepsilon \beta_\ell, c_\varepsilon \beta_{\ell+1}) \right)}{2z_\ell} \int \left( \log \phi_{Y,\Theta} \right)^2 \, d\rho_{Y,\Theta} \right)^{\frac{1}{2}}
\]
We can utilize the current composition of transport maps $T_\ell$.

We can also employ the adaptive tempering method introduced in the sequential Monte Carlo literature, e.g., \cite{23, 24, 32, 39, 40}, to provide a more precise control of the temperatures during the DIRT construction. We want to control the Hellinger distance between two bridging densities, so that it satisfies

$$
D_H(\pi^\ell_{Y, \Theta}, \pi_\ell^{\ell+1}) \leq \Delta \left( \frac{1}{2} V_\varphi \sup_\ell \exp \left( -m_\varphi \beta_\ell \right) \sup_\ell \exp \left( c_\varphi \beta_\ell \right) \right)^{\frac{1}{2}},
$$

which concludes the proof. \hfill \Box

\subsection{D.3 Adaptive temperature selection in DIRT}

We can also employ the adaptive tempering method introduced in the sequential Monte Carlo literature, e.g., \cite{23, 24, 32, 39, 40}, to provide a more precise control of the temperatures during the DIRT construction. We want to control the Hellinger distance between two bridging densities, so that it satisfies

$$
D_H(\pi^\ell_{Y, \Theta}, \pi_\ell^{\ell+1}) \approx \eta
$$

for some $\eta \in [0, 1)$. Since the Hellinger distance can be expressed as

$$
D_H(\pi^\ell_{Y, \Theta}, \pi_\ell^{\ell+1}) = \left( \frac{1}{2} \int \left( \sqrt{\frac{\pi^{\ell+1}_{Y, \Theta}}{\pi^\ell_{Y, \Theta}}} - 1 \right)^2 \, d\pi^\ell_{Y, \Theta} \right)^{\frac{1}{2}} = \frac{1}{\sqrt{2}} \left( 1 - \frac{1}{2} \int \exp \left( \frac{-m_\varphi \beta_\ell}{\pi^\ell_{Y, \Theta}} \right) \int \exp \left( \frac{c_\varphi \beta_\ell}{\pi^\ell_{Y, \Theta}} \right) \, d\pi^\ell_{Y, \Theta} \right)^{\frac{1}{2}}.
$$

We can utilize the current composition of transport maps $T_\ell$ to estimate the Hellinger distance in the adaptive temperature selection. The pushforward density $p^{\ell}_{Y, \Theta} = (T_\ell)_* \rho_{Y, \Theta}$, which is an approximation to $\pi^\ell_{Y, \Theta}$, defines importance sampling formulas

$$
\frac{z_{\ell+1}}{z_\ell} = \int \varphi_{Y, \Theta} \, d\pi_{Y, \Theta}^\ell = \int \varphi_{Y, \Theta} \frac{\pi_{Y, \Theta}^\ell}{p_{Y, \Theta}^\ell} \, d\rho_{Y, \Theta},
$$

$$
\frac{\delta_{\ell+1}}{\delta_\ell} = \int \varphi_{Y, \Theta} \, d\pi_{Y, \Theta}^{\ell+1} = \int \varphi_{Y, \Theta} \frac{\pi_{Y, \Theta}^{\ell+1}}{p_{Y, \Theta}^{\ell+1}} \, d\rho_{Y, \Theta}.
$$

One can draw samples $\{Y^i_\ell, \Theta^i_\ell\}_{i=1}^N \sim p^{\ell}_{Y, \Theta}$ and compute

$$
F_\ell^i = \log \varphi_{Y, \Theta}(Y^i_\ell, \Theta^i_\ell),
$$

$$
W_\ell^i = \log \pi^\ell_{Y, \Theta}(Y^i_\ell, \Theta^i_\ell) - \log p^\ell_{Y, \Theta}(Y^i_\ell, \Theta^i_\ell)
$$

$$
= \beta_\ell F_\ell^i + \log \rho_{Y, \Theta}(Y^i_\ell, \Theta^i_\ell) - \log p^\ell_{Y, \Theta}(Y^i_\ell, \Theta^i_\ell)
$$

Then, the formulas in (53)–(55) lead to the estimated Hellinger distance

$$
D_H(\pi^\ell_{Y, \Theta}, \pi_\ell^{\ell+1}) \approx D(\Delta, \ell, N) := \frac{1}{\sqrt{2}} \left( 1 - \frac{\sum_{i=1}^N \exp \left( \frac{1}{2} F_\ell^i + W_\ell^i \right)}{\left( N \sum_{i=1}^N \exp \left( \frac{1}{2} F_\ell^i + W_\ell^i \right) \right)^{\frac{1}{2}}} \right)^{\frac{1}{2}},
$$

which is used in Algorithm \text{\texttt{Choose}} to adaptively identify the next bridging density in the DIRT construction. Note that the formula in (58) is shift-invariant to $W_\ell^i$.

\section{E Further numerical tests}

\subsection{E.1 Elasticity model}

In Figure \text{\texttt{[7]}}, we investigate the Hellinger error between the conditional DIRT approximation and the exact posterior on a given reduced subspace for different TT ranks, tempering parameters, and orders of variables. We observe that the approximation error of TT decreases asymptotically with
Algorithm 4 DIRT with adaptive temperature selection.

1: procedure DIRT($\rho_{Y, \Theta}$, $\varphi_{Y, \Theta}$, $\omega$, $\eta$)
2: Call SIRT($\rho_{Y, \Theta}$, $\pi^0_{Y, \Theta}$, $\omega \eta$) to get the first layer $Q_0$ and initialize $T_0 = Q_0$
3: while $\beta_\ell < 1$ do
4: Set $\ell = \ell+1$.
5: Call NEXTBETA($\rho_{Y, \Theta}$, $\varphi_{Y, \Theta}$, $\beta_{\ell-1}$, $T_{\ell-1}$, $\eta$) to get a new $\beta_\ell$.
6: Call SIRT($\rho_{Y, \Theta}$, $T_{\ell}^\delta_{\ell+1}$, $\omega \eta$) to get the next layer $Q_{\ell+1}$.
7: Update $T_{\ell+1} = T_{\ell} \circ Q_{\ell+1}$.
8: end while
9: return the map $T_l$ such that $p_{Y, \Theta} = (T_L)_l \rho_{Y, \Theta}$ approximates $\pi^l_{Y, \Theta} = \pi_{Y, \Theta}$
10: end procedure

12: procedure NEXTBETA($\rho_{Y, \Theta}$, $\varphi_{Y, \Theta}$, $\beta$, $T$, $\eta$)
13: Draw samples $(Y_i^\ell, \Theta_i^\ell) = T(U_i)$ where $U_i \sim \rho_{Y, \Theta}$ for $i = 1, \ldots, N$.
14: Find $\Delta$ such that $D(\Delta, \ell, N) = \eta$, where $D(\Delta, \ell, N)$ is given in (58).
15: return $\beta' = \min(\beta + \Delta, 1)$.
16: end procedure

Figure 4: Wrenchmark: Hellinger distances (mean±std over 10 data samples) between the conditional DIRT approximation and the exact posterior with reduced dimensions $n_\Theta = 10$, $n_Y = 13$. Left: TT rank varies and $\beta_{\ell+1}/\beta_\ell = \sqrt{10}$ is fixed. Right: $\beta_{\ell+1}/\beta_\ell$ varies and TT ranks are fixed to 9.

increasing TT ranks. However, the error stops decaying after rank 9. This may suggest that one needs to further increase the resolution of the discretization grid in constructing TT (cf. Section B.2) if further accuracy improvement is desired. Fixing the TT ranks to 9, we observe that among different sequences of temperatures, the sequence with the ratio $\beta_{\ell+1}/\beta_\ell = \sqrt{10}$ gives the best accuracy.

In Figure 5 (top) we show the logarithm of the Young’s modulus $\log E$ and the von Mises stress produced from two samples from the prior (in the reduced space with $n_\Theta = 7$). These samples are treated as the “ground truth” to simulate the observation data (in the reduced space with $n_Y = 13$). In the remaining rows of Figure 5 we compute posterior mean and standard deviation of $\log E$ conditioned on those “ground truth” data. Finally, the last row of Figure 5 shows the accuracy of DIRT and dimension reduction.

E.2 Elliptic PDE with Besov prior

In Figure 6 we plot two synthetic “ground truth” samples of the logarithm of the diffusion coefficient, and the corresponding solution used to generate the observation data. We reduce the state dimension
Figure 5: Top two rows: two prior realizations of $\log E$ (log-Young’s modulus) and the von Mises stress. Rows 3 and 4: mean and standard deviation of $\log E$ with respect to the posterior conditioned on the data produced from the corresponding prior realizations. Bottom row: Hellinger-distance errors between the conditional DIRT approximation and the exact reduced posterior, and between reduced and full posteriors.

$$\begin{array}{c|c|c|c}
D_H(\pi, \tilde{\pi}) & D_H(\tilde{\pi}, \bar{\pi}) \\
\hline
0.172 & 0.151 \\
0.298 & 0.289
\end{array}$$

to $n_{\Theta} = 12$. The last row of Figure 6 shows the accuracy of DIRT and dimension reduction. In Figure 7 we compute posterior mean and standard deviation of $\log \kappa$ conditioned on those “ground truth” data. We observe that the inferred posterior mean coefficient reproduces the observed solution.
Figure 6: Top two rows: two prior realizations of $\log \kappa$ and the solution $u$. Black dots show the locations of the observations. Bottom row: Hellinger-distance errors between the conditional DIRT approximation and the exact reduced posterior, and between reduced and full posteriors.

$\mathcal{D}_H(\bar{\pi}, p) \quad \mathcal{D}_H(\pi, \bar{\pi})$

$0.247 \quad 0.135$

$\mathcal{D}_H(\bar{\pi}, p) \quad \mathcal{D}_H(\pi, \bar{\pi})$

$0.255 \quad 0.127$
Figure 7: Top two rows: mean and standard deviation of $\log \kappa$ with respect to the posterior conditioned on the data produced from the corresponding prior realizations. Bottom row: the solution computed from mean $\log \kappa$. 
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