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Abstract

All spacecraft attitude estimation methods are based on Wahba’s optimization problem. This problem can be reduced to finding the largest eigenvalue and the corresponding eigenvector for Davenport’s K-matrix. Several iterative algorithms, such as QUEST and FOMA, were proposed, aiming at reducing the computational cost. But their computational time is unpredictable because the iteration number is not fixed and the solution is not accurate in theory. Recently, an analytical solution, ESOQ was suggested. The advantages of analytical solutions are that their computational time is fixed and the solution should be accurate in theory if there is no numerical error. In this paper, we propose a different analytical solution to the Wahba’s problem. We use simple and easy to be verified examples to show that this method is numerically more stable than ESOQ, potentially faster than QUEST and FOMA. We also use extensive simulation test to support this claim.
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1 Introduction

Attitude determination is a crucial part to the success of every spacecraft system [1]. The spacecraft attitude determination and estimation problem is an optimization problem formulated by Wahba [2] in 1965. The first solution was provided by Davenport [6]. Davenport proved that Wahba’s problem is equivalent to finding the largest eigenvalue and the corresponding eigenvector for the so-called K-matrix. As the computers and related algorithms at the time were not powerful enough to use Davenport’s method to the real time attitude and control system of MAGSAT spacecraft [3], the QUEST algorithm [3] was devised to meet this need. Since then, QUEST has been widely recognized and used in many spacecraft attitude determination and control systems though several other methods, such as ESOQ [4] and FOMA [5] were proposed. QUEST and FOMA use Newton’s iteration to find the largest solution for a quartic polynomial expressed in different ways. Although all flight experiences were successful for QUEST method, [8] demonstrated that QUEST may not converge by using a specific example. In fact, it is well known that Newton’s method is inadequate for general use since it may fail to converge to a solution. Even if it does converge, its behavior may be erratic in regions where the function is not convex [9]. Moreover, since the solution of QUEST and FOMA depends on iteration and is numerical which means that the solution is not precise and the computational time is not predictable.

Noticing that a polynomial of degree 4 (quartics) admits analytic solution, Mortari devised a closed-form solution to the Wahba’s problem [4] where instead of using Newton’s method, a set of formulas for the roots of quartics is used[1]. In this paper, we propose an alternative analytic solution which is recently discovered by Shmakov [11]. The main difference between Mortari’s ESOQ and the proposed solution is that the auxiliary cubics of the latter is in depressed form while the auxiliary cubics of the former is not. Therefore, the method based on Shmakov’s formulae is more efficient. The simulation test shows that our proposed method is numerically more stable than ESOQ and comparable to QUEST.

The remaining paper is organized as follows: Section 2 describes Wahba’s problem and the solutions of Davenport, QUEST, ESOQ, and FOMA; followed by our proposed analytic solution. Section 3 provides
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some numerical test results to demonstrate the feasibility of the proposed methods. Conclusion remarks are summarized in Section 4.

2 Wahba’s problem and solutions

2.1 Wahba’s problem and numerical solutions

Given a set of unit vectors \( r_i \) that are the representation of observations of objects in the reference frame, and a set of unit vectors \( b_i \) that are the representation of measurements in the spacecraft body frame, the attitude of the spacecraft is defined by an orthogonal matrix \( A \) that meets the relation

\[
Ar_i = b_i.
\]

Therefore, the attitude determination problem is finding the orthogonal matrix \( A \) that minimizes Wahba’s loss function

\[
L(A) = \frac{1}{2} \sum_{i=1}^{n} a_i |b_i - Ar_i|^2,
\]

where \( a_i, i = 1, \ldots, n, \) represents the relative weight associated with the \( i \)th measurement error. Solving Wahba’s problem is not difficult, but solving it accurately and efficiently requires some serious effort. All popular methods, such as QUEST [3], ESOQ [4], and FOMA [5], use Davenport’s q-method [6, 1] which converts Wahba’s loss function (1) into a quadratic form

\[
\bar{q}^T K \bar{q},
\]

where \( \bar{q}^T = [q^T \cos (\frac{\theta}{2}), \sin (\frac{\theta}{2})] \) is a rotational quaternion that brings \( r_i \) to \( b_i \), where \( q \) is the unit vector of rotational axis, \( \theta \) is the rotational angle and \( K \) is a 4 \times 4 matrix given by

\[
K = \begin{bmatrix}
B + B^T - \text{tr}[B] I & z \\
tr[B]^T & \text{tr}[B]
\end{bmatrix}
\]

(3)

where \( B = \sum_{i=1}^{n} a_i b_i r_{i}^T \) is the attitude profile matrix, \( I \) is a 3 \times 3 identity matrix, \( z^T = [B_{23}, B_{32}, B_{11} - B_{23} - B_{32} - B_{12}, B_{12} - B_{21}] \), and \( \text{tr}[B] = \sum_{i=1}^{n} B_{ii} \) is the trace of the matrix \( B \). By introducing the Lagrange multiplier \( \lambda \) for the unit constraint of \( \|\bar{q}\| = 1 \), Wahba’s problem is reduced to Davenport’s problem

\[
\max_{\lambda, \bar{q}} \bar{q}^T K \bar{q} - \lambda \bar{q}^T \bar{q}.
\]

(4)

Taking the derivative of (4) gives the optimal solution which satisfies

\[
K \bar{q} = \lambda \bar{q}.
\]

(5)

Therefore, the optimization problem is reduced to finding the largest eigenvalue of \( K \) and its corresponding eigenvector.

By using the Cayley-Hamilton theorem (cf. [7]), Shuster [3] derived the first analytic formula of the characteristic polynomial of the \( K \)-matrix and suggested using Newton’s method to find the largest eigenvalue \( \lambda_{\text{opt}} \) iteratively. The optimal attitude \( \bar{q}_{\text{opt}} \) can be obtained by using \( \lambda_{\text{opt}} \) and the Gibbs vector [3]. This method is widely recognized and is referred to as the QUEST method. In 1993, Markley [5] derived an equivalent characteristic polynomial for the \( K \)-matrix and also used Newton’s method for his expression of the polynomial to find the largest eigenvalue \( \lambda_{\text{opt}} \) iteratively. Markley’s method is now referred to as the FOMA algorithm.

2.2 Analytic solution

Noticing that quartics admits analytical solutions, Mortari [4] found a closed-form solution for Wahba’s problem. We will show by an example that this method can be numerically unstable. Our proposed algorithm will use the characteristic polynomial of the \( K \)-matrix presented in [4] which is given as follows.

\[
p(x) = x^4 + ax^3 + bx^2 + cx + d = 0,
\]

(6)
where \( a = 0, \ b = -2(\text{tr}[B])^2 + \text{tr}[\text{adj}(S)] - z^T z, \ S = B + B^T, \ \text{adj}(S) \) the adjugate matrix of \( S, \ c = -\text{tr}[\text{adj}(K)], \) and \( d = \det(K) \) are all known parameters. It is well-known that a polynomial of degree 4 admits analytical solutions. Several different methods were proposed in the last several hundred years \cite{10}. Recently, Shmakov \cite{11} found a universal method to find the roots of the general quartic polynomial. A special case of this method is simpler than all previous methods and it can be directly adopted to solve \cite{10}. We summarize the steps as follows.

First, \( (6) \) can be factorized as the product of two quadratic polynomials as

\[
x^2 + g_1 x + h_1)(x^2 + g_2 + h_2) = x^4 + (g_1 + g_2)x^3 + (g_1g_2 + h_1 + h_2)x^2 + (g_1h_2 + g_2h_1)x + h_1h_2 = 0. \tag{7}
\]

Moreover, \( g_1, g_2, h_1, \) and \( h_2 \) are solutions of two quadratic equations defined by

\[
g^2 - ag + \frac{2}{3}b - y = 0 \tag{8a}
\]

\[
h^2 - \left(y + \frac{b}{3}\right)h + d = 0 \tag{8b}
\]

where \( y \) is the real root(s) of the following cubic polynomial

\[
y^3 + py + q = y^3 + \left(ac - \frac{b^2}{3} - 4d\right)y + \left(\frac{abc}{3} - a^2d - \frac{2}{27}b^3 - c^2 \pm \frac{8}{3}bd\right) = 0. \tag{9}
\]

The roots of the cubic equation can be obtained by the famous Cardano’s formula \cite{12}

\[
y_1 = \sqrt[3]{-\frac{q}{2} + \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}} + \sqrt[3]{-\frac{q}{2} - \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}}
\]

\[
y_2 = \omega_1 \sqrt[3]{-\frac{q}{2} + \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}} + \omega_2 \sqrt[3]{-\frac{q}{2} - \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}}
\]

\[
y_3 = \omega_2 \sqrt[3]{-\frac{q}{2} + \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}} - \omega_1 \sqrt[3]{-\frac{q}{2} - \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}}
\]

where \( \omega_1 = \frac{-1+i\sqrt{3}}{2} \) and \( \omega_2 = \frac{-1-i\sqrt{3}}{2}. \) It is well-known that \( (9) \) has either one real solution or three real solutions. If the discriminate

\[
\Delta = \left(\frac{q}{2}\right)^2 + \left(\frac{p}{3}\right)^3 > 0,
\]

then \( (9) \) has a real solution given by \( (10a), \) and a pair of complex conjugate solutions given by \( (10b) \) and \( (10c). \) If \( \Delta = 0, \) the \( (9) \) has three zero solutions. If \( \Delta < 0, \) then \( (9) \) has three distinct real solutions. In this case, to avoid complex operations, the solutions can be given in a different form. Let \( r = \sqrt{-\left(\frac{q}{2}\right)^3}, \ \theta = \frac{1}{3} \arccos\left(-\frac{q}{2r}\right), \) then the three real solutions are given by

\[
y_1 = 2r^{\frac{1}{3}} \cos\left(\theta\right), \tag{11a}
\]

\[
y_2 = 2r^{\frac{1}{3}} \cos\left(\theta + \frac{2\pi}{3}\right), \tag{11b}
\]

\[
y_3 = 2r^{\frac{1}{3}} \cos\left(\theta + \frac{4\pi}{3}\right). \tag{11c}
\]

Given a real \( y, \) from \( (8) \) or \( (11a), \) we have

\[
g_{1,2} = \pm \sqrt{\frac{y - \frac{2}{3}b}{2}} \tag{12a}
\]

\[
h_{1,2} = \frac{y + \frac{b}{3} \pm \sqrt{(y + b/3)^2 - 4d}}{2} \tag{12b}
\]
In view of (7), it is worthwhile to notice that the following relations must be held

\[(g_1 + g_2) = a,\]  
\[(g_1g_2 + h_1 + h_2) = b,\]  
\[(g_1h_2 + g_2h_1) = c,\]  
\[h_1h_2 = d,\]  

where (13a), (13b), and (13d) do not depend on the selections of \(g_1, g_2, h_1,\) and \(h_2\) (these relations always hold), but (13c) does depend on the choices of \(g_1, g_2, h_1,\) and \(h_2\). In practice, we can always assume that \(g_1\) takes positive sign in (12a) and \(g_2\) takes minus sign in (12a); we then try that \(h_1\) takes positive sign in (12b) and \(h_2\) takes minus sign in (12b); if (13c) holds, we get the correct selection; otherwise, \(h_1\) takes minus sign in (12b) and \(h_2\) takes positive sign in (12b) so that (13c) holds. Finally, the roots of the quartic (6) are given by

\[x_{1,2} = \frac{-g_1 \pm \sqrt{g_1^2 - 4h_1}}{2},\]  
\[x_{3,4} = \frac{-g_2 \pm \sqrt{g_2^2 - 4h_2}}{2}.\]  

**Remark 2.1** It is worthwhile to point out that there is no quadratic term in (7). Therefore, the cubics is in depressed form.

### 3 Numerical test

The proposed analytic method, QUEST-Newton method, ESOQ, and Davenport’s q-method have been implemented in MATLAB and tested against each other.

**A simple problem:** The first simple test is the following problem.

\[p(x) = x^4 + ax^3 + bx^2 + cx + d = 0,\]  

where \(a = 0, b = -2, c = 0,\) and \(d = 1.\) The problem has two positive solution of \(x = 1\) and two negative solution of \(x = -1.\) The analytic method finds all solutions without numerical error. Starting from \(x = 1.1,\) the Newton method finds the largest positive solution \(x = 1.00000001251746\) after 23 iterations. This means that QUEST and FOAM may not always converge in one or two iterations as claimed. Their computational time is not fixed and their computation cost may be expensive!

**Test cases in [5]:** Twelve cases taken from [5] are tested to compare the performance of the proposed analytic method with the QUEST-Newton, ESOQ, and Davenport’s q-method. The observation vectors \(b_i\) are calculated from the reference vectors \(r_i\) with measurement errors \(n_i\) by

\[b_i = Ar_i + n_i.\]

The true matrix \(A\) is given by [5]

\[A = \begin{bmatrix} 0.352 & 0.864 & 0.360 \\ -0.864 & 0.152 & 0.480 \\ 0.360 & -0.480 & 0.800 \end{bmatrix}.\]

The measurement errors are zero-mean Gaussian white noises simulated by 4000 values for each test case. The reference vectors and the measurement standard deviations \(\sigma_i\) for the twelve test cases are listed in Table 1.

The detailed explanation of the test cases is described in [5]. The simulation results of the estimated errors \(\phi\) are listed in Table 2, where \(\phi\) is calculated the same way as suggested in [5]

\[\phi = 2\sin^{-1}\left(\frac{\|A_c - A\|}{\sqrt{8}}\right),\]
### Table 1: Simulation cases summary

| Case | Reference vectors | Measurement standard deviations |
|------|-------------------|---------------------------------|
| 1    | \( r_1 = [1, 0, 0]^T \), \( r_2 = [0, 1, 0]^T \), \( r_3 = [0, 0, 1]^T \) | \( \sigma_1 = \sigma_2 = \sigma_3 = 10^{-6} \) rad |
| 2    | \( r_1 = [1, 0, 0]^T \), \( r_2 = [0, 1, 0]^T \) | \( \sigma_1 = \sigma_2 = 10^{-6} \) rad |
| 3    | \( r_1 = [1, 0, 0]^T \), \( r_2 = [0, 1, 0]^T \), \( r_3 = [0, 0, 1]^T \) | \( \sigma_1 = \sigma_2 = \sigma_3 = 0.01 \) rad |
| 4    | \( r_1 = [1, 0, 0]^T \), \( r_2 = [0, 1, 0]^T \) | \( \sigma_1 = \sigma_2 = 0.01 \) rad |
| 5    | \( r_1 = [0.6, 0.8, 0]^T \), \( r_2 = [0.8, -0.6, 0]^T \) | \( \sigma_1 = 10^{-6} \) rad, \( \sigma_2 = 0.01 \) rad |
| 6    | \( r_1 = [1, 0, 0]^T \), \( r_2 = [0, 0.01, 0]^T \), \( r_3 = [0, 0, 0.01]^T \) | \( \sigma_1 = \sigma_2 = \sigma_3 = 10^{-6} \) rad |
| 7    | \( r_1 = [1, 0, 0]^T \), \( r_2 = [1, 0.01, 0]^T \) | \( \sigma_1 = \sigma_2 = \sigma_3 = 10^{-6} \) rad |
| 8    | \( r_1 = [1, 0, 0]^T \), \( r_2 = [1, 0.01, 0]^T \), \( r_3 = [1, 0.01, 1]^T \) | \( \sigma_1 = \sigma_2 = \sigma_3 = 0.01 \) rad |
| 9    | \( r_1 = [1, 0, 0]^T \), \( r_2 = [1, 0.01, 0]^T \) | \( \sigma_1 = \sigma_2 = 0.01 \) rad |
| 10   | \( r_1 = [1, 0, 0]^T \), \( r_2 = [0.96, 0.28, 0]^T \), \( r_3 = [0.96, 0.28, 0]^T \) | \( \sigma_1 = 10^{-6} \) rad, \( \sigma_2 = \sigma_3 = 0.01 \) rad |
| 11   | \( r_1 = [1, 0, 0]^T \), \( r_2 = [0.96, 0.28, 0]^T \) | \( \sigma_1 = 10^{-6} \) rad, \( \sigma_2 = 0.01 \) rad |
| 12   | \( r_1 = [1, 0, 0]^T \), \( r_2 = [0.96, 0.28, 0]^T \) | \( \sigma_1 = 0.01 \) rad, \( \sigma_2 = 10^{-6} \) rad |

### Table 2: Estimation errors

| Case | Analytic method \( \phi \) (deg) | QUEST method \( \phi \) (deg) | ESOQ method \( \phi \) (deg) | q-method \( \phi \) (deg) |
|------|----------------------------------|------------------------------|-------------------------------|--------------------------|
| 1    | 6.495694956077782e-05           | 6.4956949560759e-05         | 1.106946501e+02               | 6.49569495609e-05       |
| 2    | 8.324164015961696e-05           | 8.32223749065883e-05        | 1.64566657978247              | 8.32422374907e-05       |
| 3    | 0.6495313323707683              | 0.6495313323707864          | 1.0949329754e+02              | 0.649531332307864       |
| 4    | 0.832408546987256               | 0.832408547860284           | 0.83302644602269              | 0.832408547860284       |
| 5    | 0.557528070078137               | 0.557528070187767           | 0.55764635900295              | 0.55752807187767        |
| 6    | 6.495694956077782e-05           | 6.4956949560759e-05         | 1.106946501e+02               | 6.49569495609e-05       |
| 7    | 8.324164015961696e-05           | 8.32223749065883e-05        | 1.64566657978247              | 8.32422374907e-05       |
| 8    | 0.6495313323707683              | 0.6495313323707864          | 1.0949329754e+02              | 0.649531332307864       |
| 9    | 0.832408546987256               | 0.832408547860284           | 0.83302644602269              | 0.832408547860284       |
| 10   | 1.371174492966333               | 1.371174492967176           | 3.628812853257176             | 1.371174492966333       |
| 11   | 1.658635461315306               | 1.65864133993944            | 1.787951534231175             | 1.685841533993952       |
| 12   | 1.670635461315306               | 1.670644941845449           | 1.90706127159859              | 1.670644941845431       |
where $A_e$ is the estimated rotational matrix.

In Table 2, the estimated errors are the means of 4000 runs with the white noise for each test case. The results show that for all 12 cases the proposed analytic method is slightly better than the QUEST-Newton and Davenports q-method. The proposed method is significantly better than ESOQ in cases 1, 3, 6, and 8. Further investigation shows that the largest eigenvalue $\lambda_{opt}$ of the characteristic equation obtained by ESOQ in some case is different from the expected value. One example taken from test case 1 has the following coefficients $a = 0, b = -0.666666666666667, c = -0.296296296294793,$ and $d = -0.037037037036536$ in the quartics. The largest eigenvalue given by ESOQ is $\lambda_{opt} = 0.333337550713685 - i0.000000000001161$, which is not a real number, though it is close to a real number. Moreover, its real part is far away from $\lambda_{opt} = 0.99999999999155$ given by other methods.

4 Conclusions

We have proposed an analytical solution to Wahba’s problem. This solution is accurate in theory, and the computational time is predictable and fixed. Numerical tests show that the analytic solution is as stable and accurate as QUEST and q-method but better than ESOQ. Therefore, this solution may be better than all existing algorithms that have been widely used in aerospace industry. The Matlab code can be obtained from the authors.
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