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**Abstract:** Battery parameters such as State of Charge (SoC) and State of Health (SoH) are key to modern applications; thus, there is interest in developing robust algorithms for estimating them. Most of the techniques explored to this end rely on a battery model. As batteries age, their behavior starts differing from the models, so it is vital to update such models in order to be able to track battery behavior after some time in application. This paper presents a method for performing online battery parameter tracking by using the Extremum Seeking (ES) algorithm. This algorithm fits voltage waveforms by tuning the internal parameters of an estimation model and comparing the voltage output with the real battery. The goal is to estimate the electrical parameters of the battery model and to be able to obtain them even as batteries age, when the model behaves different than the cell. To this end, a simple battery model capable of capturing degradation and different tests have been proposed to replicate real application scenarios, and the performance of the ES algorithm in such scenarios has been measured. The results are positive, obtaining converging estimations both with new and aged batteries, with accurate outputs for the intended purpose.
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1. **Introduction**

Lithium-ion batteries have become the most attractive option for energy storage in recent years, becoming a standard for different applications. Among them, these applications include electric (EV) or hybrid vehicles (HEV), as well as stationary energy storage systems (ESS). This is due to their advantageous qualities such as high voltage, high specific energy, and long cycle life [1,2]. The demand for this battery chemistry has risen up to a 46% of all global production in 2017 [3]. Global lithium production grows on a 2% rate per year since 2000 [4], and it is expected that the total accumulative Second-Life batteries capacity could reach 1000 GWh by the year 2030 [5,6]. Thus, it is necessary to study battery aging in order to estimate the useful life of a battery and to categorize it in the Second-Life market.

A good approach to this problem must study different battery aging mechanisms to understand their features in order to provide reliable estimates for the State of Health (SoH) or the State of Charge (SoC) and to guarantee correct operation of the battery during its life. The diagnosis methods are varied, and there are multiple approaches towards them. According to [7], a subdivision can be made into data-driven, model-based, and hybrid methods [8,9].

Data driven approaches need an substantial amount of data to train statistical or machine learning models. When applying these models, the system is thought of as a black box to which different variables enter as an input, and it is tuned step by step until it outputs the real value.

On the other hand, model-based approaches use a set of differential equations to emulate the dynamic behavior of the system. However, the parameters of the real system...
may change due to different effects such as temperature or aging, which ultimately depend on the specific usage conditions. Thus, when using model-based approaches to perform SoC or SoH estimation, there is a need for tracking the parameters of the real battery and updating them into the estimation algorithms.

Battery parameter identification and tracking have been extensively studied in the literature. To this end, multiple approaches and models have been considered. Techniques developed and used in these approaches include filters such as Kalman Filters or Particle Filters [10,11]; Least Square methods [12,13]; observers such as Luenberger [14] or H∞ [15]; statistical methods such as Autorregressive models (AR), Hidden Markov Models (HMM) [16], or Gaussian Process Regression (GPR) models [17]; and machine learning techniques such as Support Vector Machine (SVM) or Relevance Vector Machine (RVM) [18,19].

This paper explores the viability of using the Extremum Seeking (ES) algorithm, described initially in [20], as a means to perform Equivalent Circuit Model (ECM) identification in Lithium-ion batteries. In order to perform this, a simple battery model is proposed to serve as the estimation goal. As the main novelty, aging is included; thus, the effectiveness of the ES algorithm can to be tested at different levels, both for new and aged batteries. This will allow determining whether the algorithm is capable of tracking the parameters in the entire lifespan of the cell; thus, the outputs of this algorithm may feed other high-level algorithms such as SoH or SoC estimators.

The paper is organized as follows. Section 2 describes the methodology by explaining battery modelling techniques, the basics of the ES technique, and how to apply it to battery parameter estimation. Section 3 introduces different evaluation metrics and establishes different scenarios in order to test the estimation capabilities of the algorithm by comparing the output of the algorithm with the real values when using both new and aged batteries. Finally, Section 4 discusses the results obtained in the different scenarios, and Section 5 gathers the conclusions of this work.

2. Materials and Methods

In order to determine whether the Extremum Seeking algorithm is suitable for performing battery model estimation in an embedded application as batteries age, different estimation scenarios are processed, where the algorithm is tested under different conditions. The models and algorithms are described in the following subsections.

2.1. Battery Model

The ES estimation algorithm tries to fit the electrical parameters of the circuitual model of a battery cell. Multiple circuitual models for batteries have been proposed in the literature. They are commonly divided into two separate parts: the electrical model and the electrochemical model.

The electrical model establishes the output impedance of the battery. Impedance structures are diverse and are selected mainly according to battery chemistry and the prevalent dynamics in application. Sometimes, a simple impedance model with an equivalent series resistance \( R_S \) may be enough. However, diffusion effects or different dynamic characteristics are often taken into account. These effects are modeled by RC branches in series with \( R_S \). One Time Constant (OTC) or Two Time Constants (TTC) models (Figure 1a,b), including one or two RC branches, respectively, are commonly used for this purpose. Higher complexity impedance models are also proposed in the literature. For example, the authors in [21] used asymmetric impedance structures (Figure 1c) to capture different behaviors when charging \((ch)\) and discharging \((dis)\) the batteries. These models are also known as hysteresis models.

For the sake of simplicity, this paper will consider the OTC model. Thus, the output impedance of the battery has been modeled with a series resistance \( R_S \) and a single parallel \( R_P / C_P \) branch. The goal of the estimation algorithm will be to obtain an approximation for these electrical parameters.
On the other hand, the electrochemical model of the battery represents the ability of the cell to store energy. An increase in the energy state of the cell is usually related with an increase in the cells’ Open Circuit Voltage (\(v_{ocv}\)). This is a non-linear relationship and depends on the specific chemistry. This effect is usually modeled with a controlled voltage source for which its voltage depends on the stored charge in the cell. Other elements can be used to model this effect, such as non-linear capacitors [22,23], as is represented in Figure 1. Here, the energy-storage ability of the battery is modeled with the variable capacitor \(IC(v_{ocv})\). This capacitance depends on the open-circuit voltage of the cell and is known as the Incremental Capacity (IC) of the cell.

Incremental Capacity (F) represents the stored charge as a function of voltage (Figure 2). The curves can be obtained from the time-domain charge–discharge waveforms of the cell and is the derivative curve of charge vs. voltage of the cell (Equation (1)) during a single cycle. These curves have been previously described in the literature as a health indicator of the cell [23]. Thus, by using different IC curves as kernels for the electrochemical model, it is possible to imitate cells of the same chemistry at different moments of their life.

![Figure 1. Equivalent Circuit Models (ECM). (a) One Time Constant model. (b) Two Time Constants model. (c) Asymmetric OTC impedance model.](image)

![Figure 2. Incremental Capacity curves of a specific cell along its life.](image)
\[ \text{IC} = \frac{\delta q(v)}{\delta v} \]  

(1)

This will be useful when designing parameter estimation algorithms in future sections. Initially, an ideal IC curve belonging to a new battery will be used as kernel of the estimation algorithm. It is interesting to observe if the estimation algorithm performs well both for new batteries (with a similar kernel than the estimation algorithm) and for older batteries with an aged kernel.

The complete state-space equations of the OTC battery model are collected in Equation (2) (state equations) and Equation (3) (output equations). This model uses battery current \( i_b \) as an input and battery voltage \( v_b \) as an output.

\[
\begin{align*}
\frac{d v_{cp}}{dt} &= \frac{1}{C_P} (i_b - \frac{v_{cp}}{R_P}) \\
\frac{d v_{ocv}}{dt} &= \frac{i_b}{\text{IC}(v_{ocv})} \\
v_b &= v_{ocv} + i_b R_S + v_{cp}
\end{align*}
\]  

(2)

(3)

In order to conduct this study, the models are based on the publicly available dataset introduced in [24], which counts with 124 LFP cells. These cells were cycled at 4C as discharge current until their end of life at a controlled ambient temperature of 25 °C. The Incremental Capacity curves used in this study as kernels for the estimation models have been obtained from different cells in said dataset.

2.2. Extremum Seeking

A basic scheme of the Extremum Seeking algorithm for the estimation of a generic vector parameter \( \theta \) is shown in Figure 3. This scheme is based in the description in [20,25,26]. A summarized explanation is developed below.

Figure 3. Extremum seeking optimization scheme.

The goal of the algorithm is to converge to a minimum of the cost function \( J(\theta) \), thus obtaining the best values for the elements in \( \theta \) that accomplishes that goal. The algorithm starts with an initial set of parameters \( \theta_0 \) and injects a sinusoidal perturbation \( \alpha \sin(\omega t) \) to them. Afterwards, the cost function \( J(\theta) \) is applied. The resulting cost is then multiplied by another sinusoidal signal and a gain factor \( G \). This results in an estimate of the gradient of the cost function with respect to the parameter vector \( \theta \). This estimate is then integrated and added to the original perturbation signal.

The basic equations that describe the behavior of this algorithm for the \( i \)-th parameter are described below:

\[ \chi'_i = \alpha_i G \sin(\omega_i t + \frac{\pi}{2}) J(\theta) \]  

(4)

\[ \theta_i = \chi_i + \alpha_i \sin(\omega_i t - \frac{\pi}{2}) \]  

(5)

where the angular frequencies \( \omega_i \) for each of the \( i \) parameters must be large enough to ensure convergence (compared to the dynamics of the system). Additionally, they must be different and must not be multiples. The cost function \( J(\theta) \) will converge to a neighborhood of its minimum provided that the hyperparameters \( G, \alpha_i \), and \( \omega_i \) are selected adequately [26].
These equations may be discretized to be implemented in a real-time processing scheme (see Equations (6) and (7)), where $n$ is the iteration index, and $\Delta T$ is the sampling period.

\[
\chi_i[n+1] = \chi_i[n] + \alpha_i G \Delta T \sin(\omega_i n + \frac{\pi}{2}) J(\theta[n]) \tag{6}
\]

\[
\theta_i[n+1] = \chi_i[n + 1] + \alpha_i \sin(\omega_i n - \frac{\pi}{2}) \tag{7}
\]

This ES algorithm can be applied to battery parameter estimation by following the scheme in Figure 4. Here, the goal is to estimate the parameters of the ECM model of the battery; thus, $\theta = [R_S; R_P; C_P]$.

In the figure, a battery model (ground truth model) imitates a real battery. This model counts with a fixed set of ECM parameters ($R_S$, $R_P$, and $C_P$), which are the estimation targets, and an IC kernel. A current waveform ($i_b$) is applied to it, and the output voltage waveform is obtained ($v_b$). The estimation algorithm receives the signals $i_b$ and $v_b$ and uses them in the cost function to obtain $J(\theta)$.

Inside this function, there is another battery model named the estimation model, which uses the vector $\theta$ as circuital parameters. On each iteration $n$, the estimation algorithm uses $i_b$ as the input of the estimation model with parameters $\theta[n]$ and then compares its output voltage waveform, $\hat{v}_b(\theta[n])$, with the voltage output of the ground truth model, $v_b$. The RMS error between these voltage waveforms is then computed as the resulting cost $J(\theta[n])$ in Equation (8):

\[
J(\theta[n]) = \sqrt{\frac{1}{K} \sum_{k=1}^{K} (v_b(k) - \hat{v}_b(k, \theta[n]))^2} \tag{8}
\]

where $k$ is the time-domain variable related to the waveforms, and $K$ is the number of samples of the voltage waveforms.

The electrical parameters of the estimation model, $\theta = [R_S; R_P; C_P]$, are then adjusted for the following iteration $n + 1$ to fit those in the ground truth model so that the error can be minimized by following the Extremum Seeking algorithm described in Equations (6) and (7). When the cost function converges, the parameters in that iteration are considered as output parameters.

It is important to note that the estimation algorithm only varies the electrical parameters and not the IC kernel. Thus, it seems evident that the closer the kernels are between both models, the more accurate the parameter estimation. In the following section, different test scenarios have been evaluated to determine whether this is a very critical effect or if it can be neglected.
3. Results

3.1. Evaluation Metrics

In order to evaluate the performance of the algorithm, the output parameters are compared to the real parameters. These parameters are of different natures ($R_S$, $R_P$, and $C_P$); thus, the Mean Relative Error (MRE) has been considered (Equation (9)). Here, $x$ represents the electrical parameters, and $\hat{x}$ represents its estimation. The real values of the parameters to be estimated in the following subsections are contained in Table 1.

\[
\text{MRE} (\%) = \frac{|x - \hat{x}|}{x} \cdot 100
\]  

Table 1. Electrical parameters of the ground truth model.

| Parameter | Value | Unit |
|-----------|-------|------|
| $R_S$     | 60    | mΩ   |
| $R_P$     | 20    | mΩ   |
| $C_P$     | 4000  | F    |

However, this metric is only obtainable in a design stage when the true battery parameters are known. In real applications, only the error in the voltage waveform can be obtained. Thus, the Root Mean Square Error (RMSE) of the voltage waveform is also provided (see Equation (10)). Here, $v_k$ represents the voltage samples measured between time $k = 1$ and $k = K$. The variable $\hat{v}_k$ represents the voltage output of the algorithm with the final estimated electrical parameters.

\[
\text{RMSE} = \sqrt{\frac{1}{K} \sum_{k=1}^{K} (v_k(k) - \hat{v}_k(k))^2}
\]

3.2. Test Scenarios

How the ES algorithm estimates the parameters of the circuitual model ($R_S$, $R_P$, and $C_P$) has already been introduced, but it does not modify the IC kernel. In order to validate the estimation approach, different scenarios with the same current input are considered. The input current waveform is shown in Figure 5.

![Figure 5. Input current waveform.](image)

In each scenario, the kernel of the estimation model inside the ES algorithm remains the same, but the kernel of the ground truth model changes, emulating different cells and aging. The first cycle of cell #43 in the dataset introduced in Section 2.1 has been used as the ground truth model across all the simulations in this work. The different scenarios are introduced below.

- The ground truth model and the estimation model have the same kernel, which belongs to the first cycle of the same cell (same cell and same aging).
• The ground truth kernel and the estimation kernel belong to the same cell but at different moments of its life (same cell and different aging).
• The ground truth kernel and the estimation kernel belong to different cells at different moments of their life (different cell and different aging).

3.3. Same Cell and Same Aging

In this case, the exact same IC kernel is used in both the ground truth model and the estimation model. The goal of this first test is to adjust the hyperparameters of the ES algorithm and to determine if it converges properly, as the final output of both models should be the same since they share the same kernel.

The evolution of the cost function and of each of the electrical parameters along the iterations of the ES algorithm is shown in Figure 6. We can appreciate how each parameter converges appropriately to their real values, although the estimate for $C_p$ seems to be biased, as it stabilizes at a value different than the real value. Regardless of this effect, the estimates are accurate and achieves errors below 1% for all the parameters, as it may be appreciated in Table 2.

Additionally, this table contains the RMSE metric for the voltage estimation, which is also very accurate. The voltage waveform obtained with the obtained ECM model ($V_{est}$) is compared to the actual voltage waveform ($V_{true}$) in Figure 7.

![Figure 6. Electrical parameter estimation results in the first scenario. (a) Cost function. (b) $R_s$. (c) $R_p$. (d) $C_p$.](image)

| Parameter | Error | Unit | Metric |
|-----------|-------|------|--------|
| $R_s$     | 0.28  | %    | MRE    |
| $R_p$     | 0.78  | %    | MRE    |
| $C_p$     | 0.82  | %    | MRE    |
| Voltage   | 0.1   | mV   | RMSE   |
3.4. Same Cell; Different Aging

In this case, the IC kernels originate from the same cell in the dataset but at different moments of its life. The kernel in the estimation model still belongs to a new battery, whereas the kernel in the ground truth model belongs to the aged cell. The goal here is to determine whether the algorithm is still capable of estimating electrical parameters even when the voltage-capacity curve changes due to aging or, on the contrary, if it will adjust the parameters to better fit the voltage waveform even if that means failing at estimating their actual value.

The evolution of the cost and the electrical parameters is shown in Figure 8. We can appreciate the fact that the convergence is similar to the previous scenario. A small bias in the convergence of the parameter $R_P$ can be observed here as well. In this case, however, the estimate for the parameter $R_P$ overshoots the actual value of the parameter, and this results in a worst final estimate.

---

**Figure 7.** Voltage output in the first scenario.

**Figure 8.** Electrical parameter estimation results for the second scenario. (a) Cost function. (b) $R_S$. (c) $R_P$. (d) $C_P$. 
The results obtained in this scenario are collected in Table 3. We can appreciate how the error metrics are still good but are worse than those obtained in the previous scenario in a minor percentage. The relative error for the $R_P$ parameter is substantially worse due to the overshoot introduced earlier, but it is still accurate. The final absolute value for this parameter is 19.37 mΩ, compared to the actual 20 mΩ.

Table 3. Error metrics for the second scenario.

| Parameter | Error | Unit | Metric |
|-----------|-------|------|--------|
| $R_S$     | 0.34  | %    | MRE    |
| $R_P$     | 3.13  | %    | MRE    |
| $C_P$     | 0.9   | %    | MRE    |
| Voltage   | 0.2   | mV   | RMSE   |

The voltage output with the final electrical parameters is very similar to the previous scenario (Figure 7), since this small variation in the parameters does not seem to have a big impact in the final voltage error.

3.5. Different Cell and Different Aging

In order to obtain the error metrics of the algorithm in a wider and more realistic case of application, multiple virtual batteries with many different kernels, both aged and new, have been used as ground truth models in this scenario. The average error metrics for each of the parameters and for the voltage waveforms across the entire set of batteries have been obtained to this end. The final results are collected in the Table 4.

Table 4. Error metrics for the third scenario.

| Parameter | Error | Unit | Metric |
|-----------|-------|------|--------|
| $R_S$     | 1.6   | %    | MRE    |
| $R_P$     | 79.5  | %    | MRE    |
| $C_P$     | 0.32  | %    | MRE    |
| Voltage   | 5.2   | mV   | RMSE   |

As it may be appreciated, the error metrics are, in general, worse than those obtained in the previous scenarios. This makes sense, since here the parameters are being estimated for multiple cells across the dataset and at different moments of their lives. The estimation of the parameters $R_S$ and $C_P$ is still accurate, with averaged errors below 2%. On the other hand, MRE has increased quite substantially in the case of the $R_P$ parameter, up to a 79.5%.

In order to better analyze these results, the evolution of the error is studied. Specifically, the MRE evolution for one of the cells in the dataset (cell #110) is depicted in Figure 9.

Figure 9. MRE evolution vs. cell aging. (a) $R_S$. (b) $R_P$. (c) $C_P$. 
As it may be appreciated, at the beginning of battery life, the errors for the \( R_S \) and the \( R_P \) parameters are low. This is reasonable, since the IC kernel has not aged that much at this point of the life of the cell and is very similar to the IC kernel of the estimation model. As the cell ages, the IC kernel of the ground truth model evolves and becomes different compared to the kernel of the estimation model; thus, the error for the parameters increases. The error for the \( C_P \) parameter follows a different trend, but it is low in the entire life-span (always below 1%).

4. Discussion

The error metrics obtained in the first and the second scenarios are below 1% for series resistance (\( R_S \)) and parallel capacitance (\( C_P \)) and around 3% in the worst case for the parallel resistance (\( R_P \)). Furthermore, the error in the voltage waveform is extremely low in both cases, below 1mV. These results show that the proposed algorithm is capable of estimating accurately the electrical parameters of the cells when the kernels are similar and indicate that the ES method is valid for such purposes. The second scenario also shows that the proposed algorithm is capable of tracking battery parameters even when the kernel of the battery has degraded (varying slightly from its initial form); thus, it is a valid option when dealing with old cells.

When analyzing the performance of the algorithm across the entire dataset, with both new and aged cells (third scenario), the results for \( R_S \) and \( C_P \) are still good. Even though the error metrics for these parameters evolve and change as the batteries age, the error always remains below 3% in the case of \( R_S \) and 1% in the case of \( C_P \). As a comparison, the results in [13] show a relative error of up to a 3.5% when estimating \( R_S \); thus, the results obtained here are reasonable in comparison. In the case of \( R_P \), the relative error increases substantially as batteries age. The error in this parameter varies dramatically along the lifespan (Figure 9b) and averages at 79.5% across the entire dataset. On the contrary, the estimation of the voltage waveform is still very accurate (5.2 mV). Thus, it can be concluded that the exact value of \( R_P \) does not have a representative impact in the voltage waveform estimation. In order to increase its impact, different current patterns including pulses with other shapes may be used as inputs for capturing different dynamics in the current–voltage response of the cell.

5. Conclusions

This paper has described an Extremum-Seeking based parameter estimation algorithm aimed at electrical parameter estimation in lithium-ion batteries. The algorithm fits voltage waveforms between a real battery and a tunable model and adjusts the internal parameters of said model to minimize the error in the waveforms.

The proposed model includes a kernel that captures battery aging; thus, the performance of the algorithm has been studied in different scenarios across the lifespan of different cells to validate the approach.

In general, it has been observed that the algorithm performs accurate estimations for all the parameters when the batteries are new, and the internal model of the estimation algorithm is closer to the real battery. This trend has also been observed when estimating the parameters of that same cell but with an aged kernel.

However, the error for some specific parameter increases when estimating multiple different cells across their entire lifespan. This suggests the possibility for improvements by considering other input current waveforms. Thus, as a future line of work, other current patterns (\( i_b \)) may be selected as inputs in order to better capture the relevance of \( R_P \) in the waveforms. The inclusion of different current-shaped pulses with other dynamics should increase the relevance of dynamical parameters in the model (\( R_P \) and \( C_P \)); thus, better estimation errors should be expected.
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