Comparing Time and Frequency Domain for Audio Event Recognition Using Deep Learning

Lars Hertel∗, Huy Phan∗† and Alfred Mertins∗

∗Institute for Signal Processing, University of Luebeck, Germany
†Graduate School for Computing in Medicine and Life Sciences, University of Luebeck, Germany
Email: {hertel, phan, mertins}@isip.uni-luebeck.de

Abstract—Recognizing acoustic events is an intricate problem for a machine and an emerging field of research. Deep neural networks achieve convincing results and are currently the state-of-the-art approach for many tasks. One advantage is their implicit feature learning, opposite to an explicit feature extraction of the input signal. In this work, we analyzed whether more discriminative features can be learned from either the time-domain or the frequency-domain representation of the audio signal. For this purpose, we trained multiple deep networks with different architectures on the Freiburg-106 and ESC-10 datasets. Our results show that feature learning from the frequency domain is superior to the time domain. Moreover, additionally using convolution and pooling layers, to explore local structures of the audio signal, significantly improves the recognition performance and achieves state-of-the-art results.

I. INTRODUCTION

Recognizing acoustic events in natural environments, like gunshots or police sirens, is an intricate task for a machine. The effortlessness of the human ear and brain deceives the complex underlying process. However, having a machine that understands its environment, e.g. through acoustic events, is important for many applications such as security surveillance and ambient assisted living, especially in an aging population. This is one reason why machine hearing is becoming a more and more emerging field of research [1].

So far, most of the audio event recognition systems have used hand-crafted features, extracted from the frequency domain of the audio signal. They are mainly borrowed from the field of speech recognition, such as mel-scale filter banks [2], log-frequency filter banks [3] and time-frequency filters [4]. However, with the rapid advance in computing power, feature learning is becoming more common [5]–[7].

In this work, we use deep neural networks in general and convolutional networks in particular for combined feature learning and classification. They have been successfully applied to many different pattern recognition tasks [8]–[11], including audio event recognition [5], [6], [12], [13]. A schematic representation of a one-dimensional convolutional neural network is shown in Figure 1. The given network comprises five different layers, i.e. input, convolution, pooling, fully connected, and output layers. Given an input signal in the input layer, multiple filters are learned and convolved with the input signal in the convolution layer, resulting in various convolved signals. Multiple values of those signals are then pooled together in the pooling layer. This introduces an invariance to small translations of the input signal. Both convolution and pooling layers are usually applied multiple times. Afterwards, the extracted features are weighted and combined in the fully-connected layer and output in the output layer. There typically exists one output neuron for each audio event category in the output layer.

The motivational question we want to answer in this paper is whether more discriminative features can be learned from the time-domain or the frequency-domain representation of the audio input signal. For this purpose, we train various deep neural networks with different architectures on multiple datasets both in time and frequency domain and compare their achieved recognition results.

II. DATASETS

To train and evaluate our deep networks, we used two different datasets, namely Freiburg-106 and ESC-10. Both datasets contain short sound clips of isolated environmental audio events. Note that the audio events are not overlapping. There is only a single event present in each sound file. In the following, we will briefly introduce both datasets. An overview of some statistics of the two datasets before and after preprocessing is given in Table I.

A. Freiburg-106

The Freiburg-106 [14] dataset contains 1,479 audio-based human activities of 22 categories with a total duration of 48 min. It was collected using a consumer-level dynamic cardioid microphone. The audio signals were preamplified and sampled at 44 100 Hz. Several sources of stationary ambient...
TABLE I
STATISTICS OF THE USED DATASETS.

| Dataset          | Classes | Duration | Samples |
|------------------|---------|----------|---------|
|                  |         | Total (min) | Average (s) | Training | Test |
| Freiburg-106     | 22      | 48        | 1.90     | 763      | 755  |
| Audio Frames     |         | 129,320   | 133,043  |          |      |
| ESC-10           | 10      | 33        | 5.00     | 320      | 80   |
| Audio Frames     |         | 142,101   | 35,606   |          |      |

噪声存在。单个录音的平均持续时间为1.9秒。我们将数据集分为训练集和测试集，每种类别的数量相等，即每种类别的其他录音用于测试。

B. ESC-10

ESC-10 [15] 数据集包含400个环境录音，总共持续33分钟。这些录音是均匀分布的，即40个录音。要为每个类存储。它们被搜索、下载、验证并由Piczak [15] 从公开可用的Freesound数据库中提取。之后，短声音剪辑被采样到44100Hz，并存储为192kbit/s的比特率。第四，我们使用了直观通信与Stork et al. [14] 的蒙特卡洛方法的未公布的通信。

C. Preprocessing

在能够训练我们的网络之前，我们必须首先将所有音频文件转换为统一的格式。首先，我们将所有立体声音频文件转换为单声道信号。这是必要的，因为这些音频文件的声道是单音的。其次，为了减少数据量，同时保留重要频率的大部分，我们对数据集进行了采样。第三，我们对音频信号的采样频率为16,000Hz。最后，我们对每个录音进行了前处理，包括将原始文件的采样频率调整为150ms的窗口大小，并保持5ms的步长。因此，我们对每个音频文件提取了大小为2,400的样本。窗口大小是通过验证集确定的。每个音频文件为五部分进行五折交叉验证。平均人类分类准确率为95.7% [15]。

III. METHODS

我们分别使用了在Freiburg-106和ESC-10上的标准深度神经网络和卷积神经网络。我们同时在时间和频率域中使用标准深度神经网络。对ESC-10数据集而言，我们训练了8个深度神经网络。

A. Deep Network

我们首先构建了一个标准的深度神经网络，并对Freiburg-106和ESC-10进行了训练。我们使用softmax函数作为输出层15的概率分布。我们使用ReLU作为输出值的非线性激活函数

\[ \text{softmax}(x) = \frac{\exp(x_i)}{\sum_{j=1}^{n} \exp(x_j)} \quad \text{for } i = 1, \ldots, n. \]  (1)

输入层和输出层使用的为全连接层。我们选择了ReLU作为非线性激活函数，其输出值为

\[ \text{relu}(x) = \max(0, x). \]  (2)

Glorot et al. [16] 提出了Sigmoid和hyperbolic tangent作为非线性激活函数的优点。为了防止网络过拟合，我们通过使用dropout [17] 对每层进行正则化。每次随机丢弃网络中20%的单元后，网络的参数。对于任何权重w，我们使用了一个最大规范约束

\[ \|w\|_2 < 1 \]  for any weight \( w \) in the network, as suggested by Hinton [18]. This form of regularization bounds the value of the weights while not driving them to be near zero, as e.g. in weight decay.

B. Convolutional Network

我们基于我们的卷积神经网络的结构在Table III中展示。该网络由16层组成。
The standard deep neural networks were trained for 100 epochs. An epoch means a complete training cycle over all audio frames of the training set. One single epoch took nearly 30s. We started with a fixed learning rate of 0.05 and decreased it by a factor of two after 20 epochs. Furthermore, we selected a batch size of 256 frames and a momentum of 0.9. In contrast, the convolutional networks, were trained for 20 epochs. A single epoch took nearly 11 min. We again started with a fixed learning rate of 0.05 and decreased it by a factor of two after five epochs. Batch size and momentum remained the same as for standard deep networks.

To predict the class label of an entire audio file \( X \) of our test set, we first predicted each of the \( n \) audio frames individually. Due to the softmax output layer of our network we obtained a probability distribution among the \( m \) class labels. Afterwards, we performed a probability voting by adding the predicted probabilities for each frame together and taking the class label with the maximum probability:

\[
\text{vote}(X) = \arg \max_{j=1,...,m} \left( \sum_{i=1}^{n} x_{ij} \right). 
\]  

(3)

To evaluate our predicted class labels, we used the f-score metric:

\[
f\text{-score} = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}},
\]  

(4)

which considers both precision and recall values and can be interpreted as the weighted average of the precision and recall.

### IV. RESULTS

Our results are given in Figure 2, Table IV and Table V. For comparison, the state-of-the-art results are 98.3\% [21] for Freiburg-106 and approximately 80\%\(^6\) [15] for ESC-10. The human accuracy for ESC-10 is 95.7\% [15].

Figure 2 displays the average f-score in percent for the standard deep neural networks on the validation test set. The solid lines represent training in the frequency domain and the dashed lines represent training in the time domain for both Freiburg-106 and ESC-10, respectively. Note that the shown f-score was calculated and averaged for a single audio frame, not an entire audio file. Thus, no voting had been performed yet. Clearly, audio events in Freiburg-106 are easier to recognize than in ESC-10. Moreover, for both datasets, networks trained in the frequency domains achieved a higher f-score than networks trained in the time domain.

More detailed results for Freiburg-106 are given in Table IV. It shows the f-score for each individual audio event category and the average f-score value, obtained with probability voting. Standard deep neural networks reach an average f-score of 75.9\% in the time domain and 97.6\% in the frequency domain. Convolutional networks, however, reach an overall accuracy of 91.0\% in time domain and 98.3\% in the frequency domain. The improvement in the time domain is therefore 15.1\% and 0.7\% in the frequency domain. The

### TABLE III

| No. | Layer              | Dimension | Size | Stride | Parameters |
|-----|--------------------|-----------|------|--------|------------|
| 0   | Input              | 1         | 2,400| -      | -          |
| 1   | Dropout            | 1         | 2,400| -      | -          |
| 2   | Convolution        | 48        | 2,392| 9      | 1          |
| 3   | Pooling            | 48        | 598  | 4      | -          |
| 4   | Convolution        | 96        | 590  | 9      | 1          |
| 5   | Pooling            | 96        | 147  | 4      | -          |
| 6   | Convolution        | 192       | 139  | 9      | 1          |
| 7   | Pooling            | 192       | 34   | 4      | 4          |
| 8   | Convolution        | 384       | 26   | 9      | 1          |
| 9   | Pooling            | 384       | 6    | -      | -          |
| 10  | Fully Connected    | 1         | 384  | -      | -          |
| 11  | Dropout            | 1         | 384  | -      | -          |
| 12  | Fully Connected    | 1         | 384  | -      | -          |
| 13  | Dropout            | 1         | 384  | -      | -          |
| 14  | Fully Connected    | 1         | \( x \) | - | - |
| 15  | Softmax            | 1         | \( x \) | - | - |

2 million trainable parameters. The input and output layer are identical to the standard deep network. However, in between we additionally have convolution and pooling layers. In the convolution layer, the input signal is convolved with multiple learned filters of a fixed size with a fixed stride using shared weights. We used a filter size of 9, analogous to \( 3 \times 3 \) filters that are often used in computer vision. The number of learned kernels are 48, 96, 192, and 384, respectively. Note that after the first convolution our one-dimensional input signal does not become a two-dimensional image, but multiple one-dimensional signals (c.f. Figure 1). Hence, we only applied one-dimensional convolutions. The pooling layer then reduces the size of the signal while trying to maintain the contained information and introducing an invariance to small translations of the input signal. The pooling size and stride was set to 4, analogous to \( 2 \times 2 \) pooling that is again often used in computer vision. We used maximum pooling for all pooling layers. As a nonlinear activation function, we again settled for the rectified linear unit, just as in standard deep networks. Afterwards, the extracted features from the input signal were combined using three fully connected layers. To regularize our network, we again used dropout layers. This time, however, dropout was only used after the input layer with a probability of 20\% and after each fully connected layer with a probability of 50\%.

We used the Python library Theano [19], [20] and the NVIDIA CUDA Deep Neural Network\(^3\) (cuDNN v3) library to train our deep networks. The library allowed us to employ the GPU\(^4\) of our computer for faster training. This resulted in a speedup of approximately ten, compared to training on the CPU\(^5\).

---

\(^3\)https://developer.nvidia.com/cudnn

\(^4\)GeForce GT 640 with 2 GB of memory

\(^5\)Intel Core i7-3770K with eight cores

\(^6\)The recognition results are only given in form of a boxplot.
When listening to the audio files of those classes, we noticed that most of the time either a long silence was noticed or the background class was most difficult to recognize by the networks, while nearly all audio events of the Microwave category were correctly recognized by all the different networks.

As for the recognition results for the ESC-10 dataset in Table V, standard deep neural networks reach an average f-score of 70.3% with training in the time domain and 77.1% in the frequency domain. Convolutional networks improve these results by 13.4% to 83.7% in the time domain and by 12.8% to 89.9% in the frequency domain, respectively. Nearly all audio events of the dog bark class were correctly recognized by all the different networks, while recognizing a chainsaw was most difficult in the frequency domain and sea waves most difficult in the time domain, respectively.

V. DISCUSSION

Deep convolutional networks are the state-of-the-art approach for many pattern recognition tasks, including audio event recognition. One reason is the implicit feature learning instead of an explicit feature extraction of the input signal. In this work, we analyzed whether more suitable features can be learned from either the time domain or the frequency domain.

Our results show that learning from the frequency domain is consistently superior to learning from the time domain on both datasets Freiburg-106 and ESC-10. Our trained deep neural networks achieved state-of-the-art results. Accordingly, more discriminative features could be learned in the frequency domain.

Moreover, additionally adding convolution and pooling layers to the deep neural network could most of the time significantly improve the achieved f-score. One exception is for learning in the frequency domain on Freiburg-106, where a standard deep network alone already reached comparable state-of-the-art results. Thus, exploring local structures of the input signal both in time and frequency domain seems reasonable.

When training deep networks for audio event recognition, we experienced heavy overfitting of the networks, especially when trained in the time domain. Therefore, we had to intensively regularize the network by employing dropout in each layer. Additionally, we constrained the norm of each weight, as suggested by Hinton [18]. Its main advantage over other regularization methods, like weight decay for example, is that it does not drive the weights to be near zero. This partly prevented the networks from overfitting. However, overfitting to a small extent was still noticeable.

We experienced that some classes were extraordinarily difficult to recognize, e.g. the background class in Freiburg-106. When listening to the audio files of those classes, we noticed that most of the time either a long silence was
present in these files or no generic pattern was recognizable. A careful filtering of these files could improve the overall recognition accuracy and should be considered.

As already indicated, we determined the window size of 150 ms by employing a validation set that was split from the training data. We noticed that a too small window size, i.e. below 50 ms, could not grasp the important information contained in the audio signal. A too large window, however, required many parameters in the first fully connected layer of our standard deep neural networks, thus resulting in a long training time. A window size of 150 ms was a reasonable compromise between accuracy and training time.

When training our networks in the frequency domain, we used both the magnitude and phase information of the Fourier transform. The main reason for this was to maintain the same number of input samples that were used for the time domain signal. Consequently, we were able to use the same network architecture in both time and frequency domain. Not too surprisingly, when we removed the phase information, the recognition results of our networks remained the same. In contrast, when training with the phase information only, the networks kept guessing randomly.

Instead of using a rectified linear unit (2) as a nonlinear activation function, we also tested maxout networks [22] with a pooling size of 5. We did not notice any differences in our obtained recognition results, however. Since maxout networks are computationally more expensive than rectified linear units, we settled for the latter.

Furthermore, besides using probability voting (3), we also tried majority voting. For this purpose, we predicted the individual class label for each audio frame and assigned the most frequently predicted class label to the audio file. Our results, however, indicated that probability voting is more appropriate for audio event recognition than majority voting.

VI. CONCLUSIONS

Deep learning is suitable for audio event recognition in both the time domain and the frequency domain of the audio signal. However, more discriminative features are learned by the network in the frequency domain, achieving superior results. Exploring the local structure of audio signals by employing convolution and pooling layers additionally improves the recognition performance of the networks, which then achieve state-of-the-art results. Further research will focus on visualizing and understanding what our deep networks have learned both from the time-domain and frequency-domain representation.
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