Distinguishing retinal angiomatous proliferation from polypoidal choroidal vasculopathy with a deep neural network based on optical coherence tomography
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This cross-sectional study aimed to build a deep learning model for detecting neovascular age-related macular degeneration (AMD) and to distinguish retinal angiomatous proliferation (RAP) from polypoidal choroidal vasculopathy (PCV) using a convolutional neural network (CNN). Patients from a single tertiary center were enrolled from January 2014 to January 2020. Spectral-domain optical coherence tomography (SD-OCT) images of patients with RAP or PCV and a control group were analyzed with a deep CNN. Sensitivity, specificity, accuracy, and area under the receiver operating characteristic curve (AUROC) were used to evaluate the model’s ability to distinguish RAP from PCV. The performances of the new model, the VGG-16, Resnet-50, Inception, and eight ophthalmologists were compared. A total of 3951 SD-OCT images from 314 participants (229 AMD, 85 normal controls) were analyzed. In distinguishing the PCV and RAP cases, the proposed model showed an accuracy, sensitivity, and specificity of 89.1%, 89.4%, and 88.8%, respectively, with an AUROC of 95.3% (95% CI 0.727–0.852). The proposed model showed better diagnostic performance than VGG-16, Resnet-50, and Inception-V3 and comparable performance with the eight ophthalmologists. The novel model performed well when distinguishing between PCV and RAP. Thus, automated deep learning systems may support ophthalmologists in distinguishing RAP from PCV.

Retinal angiomatous proliferation (RAP) is a subtype of neovascular age-related macular degeneration (AMD), which is one of the leading causes of blindness in elderly people in developed countries1. RAP, characterized by retinal-retinal or retinal-choroidal anastomoses2,3, has a poor functional prognosis because it is likely to (i) have a poor response to treatment4,5 and (ii) develop geographic atrophy, in comparison to other subtypes of neovascular AMD6,7. Polypoidal choroidal vasculopathy (PCV) is another subtype of neovascular AMD that manifests as type 1 neovascularization. Indocyanine green angiography (ICGA) shows focal ICGA hyperfluorescence with aneurysmal dilations, also known as polyps8. The natural clinical course of PCV is more stable, and its visual outcomes are also known to be more favorable because the incidence of subretinal fibrosis is lower than that of other neovascular AMD types9,10. The course of the disease and the response to treatment of PCV was shown to be different from typical AMD forms, and a better response to photodynamic therapy was reported10, although the long-term outcome of PCV treatment is still controversial due to the variant of PCV9–11. RAP and PCV, as
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subtypes of neovascular AMD, show similarities and differences, and an accurate diagnosis is essential to establish an appropriate treatment strategy and to accurately predict a patient’s prognosis.

Multimodal imaging has proven to be effective for accurately diagnosing RAP and PCV. Traditionally, the classification of neovascular AMD has been based on fluorescein angiography (FA) or ICGA imaging, which are invasive techniques. Optical coherence tomography (OCT) imaging, which is noninvasive and does not require direct contact, has been used as an adjunct to these angiography methods. Thus, diagnosing RAP and PCV with deep learning techniques using only noninvasive OCT is promising. However, these two disorders are notably difficult to discriminate due to similar OCT findings such as retinal pigment epithelial detachment (RPED). Although there has been much effort in assessing neovascular AMD using OCT, to the best of our knowledge, no study has reported the use of deep learning techniques to distinguish RAP from PCV.

Recent advances in deep learning techniques, such as convolutional neural networks (CNNs), have provided alternative methods to characterize medical image data. In ophthalmology, previous studies have reported high accuracies in detecting retinal diseases such as central serous chorioretinopathy with CNN-based models using OCT images. In the present study, we propose a deep CNN model that uses OCT scans to distinguish RAP from PCV. Additionally, using gradient-weighted class activation mapping (Grad-CAM) heat maps, specific features determined by the proposed model are visualized to facilitate the understanding of structural differences between RAP and PCV.

Results

A total of 3951 images from 279 participants were included in the study. The mean age of the participants in the normal group was 64.66 ± 8.42 years, and that of patients in the AMD group was 75.40 ± 8.74 years. Detailed information on the data used in this study is shown in Table 1.

Model performance. When distinguishing between AMD and normal cases, the proposed model had 99.1% accuracy, which is higher than that of most of the other well-known CNN models; VGG-16, Resnet, and Inception showed 98.4%, 95.1%, and 99.1% accuracy, respectively. The sensitivity and specificity of the proposed model were 99.2% and 99.1%, respectively (Table 2). In all three cases of incorrectly reading AMD as normal, shallow subretinal fluid was observed, and the model determined these images as normal. In one of these three
cases, even though a small CNVM was observed, the model did not recognize it. The four cases where the model misread the normal findings as AMD were all images showing subtle irregularities of the RPE. The area under the receiver operating characteristic curve (AUROC) of the proposed model was 99.9% (95% confidence interval [CI] 0.781–0.960).

Furthermore, the proposed model had 89.1% accuracy in distinguishing between RAP and PCV, which is again higher than the values of other CNN models; the VGG-16, Resnet, and Inception models showed 87.8%, 66.0%, and 88.1% accuracy, respectively (Fig. 1). The sensitivity and specificity of the proposed model for RAP detection were 89.4% and 88.8%, respectively (Table 2), and its AUROC was 95.3% (95% CI 0.727–0.852). Table 3 shows six representative images of cases that our model classified correctly even though they were misclassified by the two retina experts.

Performance comparison with ophthalmologists. To compare ophthalmologists’ and our proposed model’s performance in the classification of AMD and normal cases, the same 793 images were provided to eight ophthalmologists and our proposed model. Similarly, to compare their performance in distinguishing PCV from RAP cases, the same 395 images were used. In the categorization of AMD and normal cases, the clas-
fication accuracies of the ophthalmologists ranged between 92.8 and 100%. The average accuracy of the eight ophthalmologists was 97.6%, whereas that of the proposed deep learning model was 99.1%. In the discrimination between RAP cases and PCV cases, the classification accuracies of the ophthalmologists ranged from 72.9 to 90.1%. The average accuracy of the ophthalmologists was 83.0%, whereas the proposed deep learning model showed 85.2% accuracy. The performance comparison between the proposed model and the eight ophthalmologists (three residents, three fellows, and two retina experts) is shown in Fig. 1. Among the eight ophthalmologists, the kappa coefficient for the two retina experts with more than 10 years of experience was 0.867 in distinguishing between RAP and PCV cases. This indicates that the two retina specialists discriminated RAP from PCV cases using similar criteria. The kappa coefficients between the proposed model and each of the two retina specialists were 0.81 and 0.78, respectively. This suggests that the proposed model made judgments similar to those of the retina experts when distinguishing between RAP and PCV cases. We identified 35 cases that were correctly categorized by the two retina experts but incorrectly classified by three or more of the remaining six ophthalmologists, implying that those cases required professional experience in retinal disorders. Out of these 35 cases, the proposed model correctly classified 31 cases, signifying that the model could play a subsidiary role in the distinction between PCV and RAP.

Table 3. Examples of decisions made by the model and 8 human experts. These 6 images are the cases, which our model classified correctly even though two retina experts classified incorrectly. PCV, polypoidal choroidal vasculopathy; RAP, retinal angiomatous proliferation; R1, R3 and R4 denote ophthalmology residents with 1 year, 3 years, and 4 years of experience, respectively. F1, F2, and F3 denote retina fellows with 2 years of experience. RE1 and RE2 refers to retina experts with more than 10 years of experience as retina experts. GT denotes the ground truth.

| Model | PCV | PCV | PCV | PCV | PCV | RAP |
|-------|-----|-----|-----|-----|-----|-----|
| R1    | RAP | RAP | PCV | PCV | PCV | PCV |
| R2    | PCV | RAP | PCV | PCV | PCV | PCV |
| R3    | PCV | PCV | PCV | PCV | PCV | PCV |
| F1    | PCV | PCV | PCV | PCV | PCV | PCV |
| F2    | PCV | RAP | PCV | RAP | RAP | RAP |
| F3    | RAP | RAP | RAP | RAP | RAP | PCV |
| RE1   | RAP | RAP | RAP | RAP | RAP | PCV |
| RE2   | RAP | RAP | RAP | RAP | RAP | PCV |
| GT    | PCV | PCV | PCV | PCV | PCV | RAP |

Evaluation of the RAP classification process using Grad-CAM. The representative heat maps generated by Grad-CAM in the RAP classification process are shown in Fig. 3. The marked areas in the heat maps are regions in which the model recognized important features. These highlighted regions were similar to the regions that retina specialists usually examine when diagnosing RAP cases. In other words, the proposed model used a similar approach in the assessment of RAP cases.

Discussion

Our study was the first attempt to differentiate between RAP and PCV using a CNN model without segmentation. The proposed model showed results comparable to those of ophthalmologists with various levels of experience, i.e., ophthalmology residents, retina fellows, and retina experts. The model was able to distinguish between normal findings and AMD (PCV or RAP) with a very high accuracy of 99.1%, and as in previous reports, it was shown that deep learning models can successfully be used for screening purposes to differentiate between normal findings and AMD. Regarding the classification of RAP and PCV, the accuracy was 89.1%. This was comparatively lower than the model accuracy for differentiating between normal retinas and AMD, but the accuracy of the model was not inferior to that of the ophthalmologists. The model results were even comparable to those of the two retina experts.

RAP is known to have a poor prognosis due to the relatively high risk of bilateral involvement and poor response to anti-VEGF injection therapy. Therefore, it is important to accurately diagnose RAP, distinguish it from other neovascular AMDs, and determine the specific prognosis before starting treatment. By contrast, PCV is known to have a relatively better prognosis than other neovascular AMDs, although no study has directly
Figure 2. Confusion matrices of the eight ophthalmologists and the proposed model. (a) Normal retina vs. neovascular AMD. Confusion matrices showing how the eight ophthalmologists and the model classified the test set. Five of the eight ophthalmologists have an accuracy of more than 99%, whereas the model shows 99.1% accuracy. (b) Confusion matrices of distinguishing between PCV and RAP cases. The average accuracy of the eight ophthalmologists is 83.0%, and our proposed model has an accuracy score of 89.1%. R1, R2, and R3 denote ophthalmology residents with 1 year, 3 years, and 4 years of experience, respectively. F1, F2, and F3 denote retina fellows with 2 years of experience. RE1 and RE2 refer to retina experts with more than 10 years of experience at a retina clinic.
compared PCV with RAP\textsuperscript{25-27}. Traditionally, RAP and PCV have been diagnosed based on FA and ICGA findings, and OCT has been used as an auxiliary source of information. Recently, attempts have been made to diagnose RAP and PCV only using OCT by identifying image characteristics specific for RAP\textsuperscript{13} or PCV\textsuperscript{9}. In OCT images, RAP and PCV show similar patterns, such as RPED, making it difficult even for an experienced ophthalmologist to distinguish between PCV and RAP based only on OCT findings. RAP has distinct OCT features such as intraretinal cyst-like fluid accumulation\textsuperscript{28-30}, a break of the RPED\textsuperscript{28,30}, gently-sloping dome-shaped or trapezoid-shaped RPEDs without obvious peaks\textsuperscript{13}, intraretinal or intraretinal-subretinal hyperreflective mass lesions\textsuperscript{31,32}, and a thin choroid\textsuperscript{32,33}. In PCV, findings such as sharp-peaked RPEDs\textsuperscript{34,35}, sub-RPE ring-like lesions\textsuperscript{9,35}, complex or multilobular PEDs\textsuperscript{34,35}, and notched RPEDs\textsuperscript{34,35} are known as revealing OCT patterns. Because FA and ICGA are time-consuming and invasive tests, attempts to distinguish between PCV and RAP

**Figure 3.** Grad-CAM of the model for six RAP images and three PCV images. The Grad-CAM images display the heat maps of regions used by the model for classifying PCV and RAP images. Grad-CAM was able to identify pathologic regions on the spectral-domain optical coherence tomography images. In PCV cases, Grad-CAM emphasized the sharp edge of the steeper RPED. In one of these PCV cases, the Bruch membrane directly under the RPED was also emphasized. Grad-CAM, gradient-weighted class activation mapping; RAP, retinal angiomatous proliferation; PCV, polypoidal choroidal vasculopathy; RPED, retinal pigment epithelial detachment.
using only OCT are considered promising. It may be premature to assume that OCT can completely replace FA and ICGA. But it would be beneficial if deep learning models could differentiate between the two diseases using only OCT images because FA or ICGA would not have to be performed in every affected patient. Besides, if a deep learning model had a good performance in distinguishing between the two diseases, this would be an important step toward developing a model that can identify several subtypes of neovascular AMD using only OCT images.

Currently, it remains difficult to distinguish between RAP and PCV using only a single OCT image. This is supported by our results of the OCT image readings by the ophthalmologists. Although the two retina experts showed the best results among the eight ophthalmologists, the results of the residents and retina fellows did not reveal substantial differences, demonstrating the difficulties to discriminate between RAP and PCV if only one OCT image is available. As shown in the confusion matrices of RAP vs. PCV in Fig. 2b, some ophthalmologists (R2, R3, F1, F3) mainly judged RAP cases incorrectly as PCV cases. By contrast, other ophthalmologists (R1, F2) mainly misdiagnosed PCV as RAP. This indicates that ophthalmologists might have their own criteria for OCT findings to distinguish the two diseases, and the inaccuracy might be increased partially due to the limitation of basing a judgment on only one OCT image.

Recently, Kim et al. described the RAP characteristics of OCT images. RPED is commonly observed in both RAP and PCV, but the morphological RPED characteristics differ between RAP and PCV. According to their report, gently-sloping dome-shaped or trapezoid-shaped RPEDs without an obvious peak are apparent in RAP. The authors demonstrated these characteristic RPED features using representative images that were selected from several OCT image cuts with RAP-specific findings. Among the cuts of patients’ lesions in our study were critical and significant cuts that showed characteristic RAP or PCV findings similar to those reported by Kim et al. Since our test data also included other, relatively noncritical cuts, it was more difficult for both ophthalmologists and the deep learning model to distinguish between the two diseases based on only one non-critical OCT cut. Nevertheless, the proposed deep learning model showed a performance comparable to that of the ophthalmologists. In interpreting these results, it is worth noting that the proposed deep learning model showed a performance similar to that of ophthalmologists in distinguishing the two diseases based on only one OCT image. If multiple OCT images were provided, the classification accuracy of the ophthalmologists would certainly increase, but in the case of the deep learning model, a further investigation on its use of multiple OCT images for the diagnostic process would be necessary in future studies.

If the deep learning model accurately distinguished RAP from PCV based on only one OCT image, the model could support ophthalmologists in their interpretation of OCT images. Among the images that most ophthalmologists misclassified as RAP or PCV, 35 cases were correctly determined by the two retina experts, whereas the proposed model classified 31 (89%) of those cases correctly. Moreover, the kappa coefficients were high between the two retina experts, as well as between the deep learning model and each of the retina experts. This suggests that the proposed deep learning model can support ophthalmologists who are not retina experts in their diagnosis of RAP and PCV, a task that requires the involvement of skilled retina experts. Although 28 cases were wrongly diagnosed by both retina experts, the model was correct in 11 (39%) of these cases, suggesting that the proposed deep learning model can also assist retina experts in their judgment.

In certain macular diseases such as AMD, we suggest Grad-CAM as an adjunctive tool for the detection of distinct macular features as OCT biomarkers. The Grad-CAM results generated by the deep learning model are in agreement with the findings by Kim et al. regarding the presence of (i) intraretinal fluid accumulation, (ii) gently-sloping dome-shaped RPEDs without an obvious peak, and (iii) intraretinal mass lesions, which all can be considered to be distinct features that can distinguish RAP from PCV. This reveals that the model developed criteria similar to those used by ophthalmologists; it can be presumed that the proposed model learned to detect important OCT biomarkers that can distinguish between the two diseases. Interestingly, the thinning of the choroid was largely not considered by the proposed model for the classification of the two diseases; in contrast to the retina, the choroid was rarely highlighted on the heat map. Several studies reported that thinning of the choroid is a characteristic feature of RAP. In the study by Kim et al., choroidal thinning of < 200 μm was not observed in about 20% of all RAP cases, although the criterion of a thinned choroid is not well defined in clinical practice. The Grad-CAM findings of our study suggest that the choroid was not an essential feature used by the proposed model to distinguish between RAP and PCV. Future studies should investigate whether choroidal findings have implications for the development of a deep learning model that can differentiate between PCV and RAP.

To train our deep learning model with a limited number of spectral-domain (SD)-OCT images, we applied transfer learning. Transfer learning is a widely used technique in which a model starts training from pre-trained weights (from large-scale data) and updates its weights on the target task, i.e., to distinguish between OCT images of RAP and PCV cases. It should be noted that we used ImageNet data as our pre-trained set because it contains large-scale and high-quality images. As a result, the proposed model with transfer learning had higher performance scores than the model without transfer learning. This implies that transfer learning can play an important role in assessing OCT images if only a small number of images are provided.

In image-based classification tasks (e.g., PCV vs. RAP) by deep learning models, data augmentation is commonly performed based on simple parameterized transformations, such as image rotation and scaling, which can reduce overfitting and improve the model performance in various areas. More specifically, image data augmentation is a technique that generates new images by flipping or rotating original images. The rationale behind medical image augmentation is that the augmented (i.e., newly generated) images maintain the disease-related information of the original image but transform this information into different shapes. To build a robust model for classifying RAP and PCV, we applied the following data augmentation. First, we flipped the training set images horizontally. Second, we moved the images horizontally and vertically. Third, we tilted the original images. As a result, the performance of the proposed model using the augmented data has been significantly
improved, which confirms that the data preprocessing methods used in our study were useful in distinguishing between RAP and PCV with a relatively small dataset.

Our study has several limitations. First, the number and variety of available OCT images were limited. External validation needs to be performed in future studies because all images in this study were acquired from a single hospital. However, the dataset was sufficient to demonstrate the feasibility of the proposed deep learning model to distinguish RAP from PCV using OCT images. Second, the number of the patients with PCV was much higher than that of patients with RAP in our hospital's cohort dataset. To address such an imbalance, we applied down-sampling, that is a widely-used technique, to allow robust learning for our model and avoid performance degradation. Therefore, external validation in future studies is warranted. Third, the proposed model performed the binary classification for two diseases, i.e., RAP vs. PCV. While we focused in this study on classifying two diseases, we suggest that it can be the basis for the development of a deep learning model that can classify multiple types of AMD. This question should be addressed in future studies. Fourth, we examined the performance of the model using only one, not multiple OCT images. In clinical practice, ophthalmologists usually make a comprehensive diagnosis by looking at several OCT images of the same patient. For the diagnosis of RAP or PCV, it would be better to combine multiple images than to base the judgment on only one isolated OCT image. Hence, we plan to develop a deep learning model that utilizes multiple OCT images or an OCT image with additional multimodal images (e.g., FA, ICGA, infrared reflectance). This may improve the performance in comparison to the current model. Lastly, this was a cross-sectional study. The model could be extended toward predicting treatment response or lesion progression based on a series of OCT images. In addition to determining the current status by analyzing the latest image, the extended model could predict future disease progression of patients with RAP or PCV using their longitudinal image data. Lastly, since we did not find any similar investigations or prior work using only OCT images for the classification of RAP and PCV, we could not compare the performance of our model with that of previously published models. Despite these limitations, the proposed model demonstrated a promising diagnostic value suggesting the need for further investigations on its potential impact on the clinical diagnosis of RAP and PCV.

In summary, we developed a deep learning CNN model that performed well in distinguishing between RAP and PCV using only OCT images. Automation of the classification process with this deep learning model may support both retinal experts and non-experts in their task to distinguish between PCV and RAP. We believe that this study formed the basis for further investigations to develop accurate OCT-based deep learning models with high performance for the diagnosis of RAP and PCV.

Methods

Data collection and labeling. We analyzed the records of patients who visited Hangil Eye Hospital between January 2014 and January 2020. We used SD-OCT (Heidelberg Spectralis; Heidelberg Engineering, Heidelberg, Germany) images of normal healthy participants and patients with either RAP or PCV. Among the 229 patients enrolled at the outpatient clinic during that period, 107 were newly diagnosed with RAP, and 122 were newly diagnosed with PCV. Additionally, 85 subjects were assigned to the normal healthy group. All RAP and PCV cases were diagnosed by independent retina specialists using fundus examinations, FA, ICGA, and OCT images. A confocal scanning laser ophthalmoscope (Heidelberg Retina Angiograph HRA; Heidelberg Engineering, Heidelberg, Germany) was used to simultaneously perform FA and ICGA in all patients with RAP or PCV. One eye per patient was selected for this study, with one visit per patient. We used only OCT images of treatment-naïve eyes before intravitreal anti-vascular endothelial growth factor (VEGF) injection.

The FA-/ICGA-based classification of neovascular AMD was performed by two retina specialists (DDH and HJL) who reviewed the medical charts and examined all images obtained by OCT, FA, and ICGA multimodal imaging. In cases of disagreement, a third retina specialist (JS) assessed the discrepancy and discussed the case with other specialists. All discrepancies were resolved by consensus. Cases that exhibited retinal-retinal or retinal-choroidal anastomoses were classified as type 3 neovascularization, i.e., RAP (Fig. 4a–f). PCV was diagnosed based on the presence of branching vascular networks and/or terminating polypoidal lesions (Fig. 4g–l). Other cases were classified as typical neovascular AMD with type 1 or type 2 choroidal neovascularization and excluded from this study. Our analysis also excluded data that showed the presence of other potentially conflicting retinal pathologies such as central serous chorioretinopathy, diabetic retinopathy, and branch retinal vein occlusion.

Central volume scans using a 25-scan pattern and macular thickness map protocols were routinely performed subsequently using the SD-OCT scanner of our hospital. Through this process, a volumetric assessment of the central retinal structures consisting of 25 single horizontal axial scans was routinely done (scanning area: 6 × 6 mm, centered at the fovea), as well as horizontal or vertical scans. Although horizontal or vertical scan images were available, we did not use them in this study. Instead, we only used the central volume scans comprised of 25 images. To extract the lesion cuts that were used for training and testing, all lesion cuts from the 25 SD-OCT images were first selected for each patient by a retinal specialist (DDH). Thereafter, N (i.e., 0 ≤ N ≤ 5) lesion cuts located between the 11th and 15th cut (i.e., central region) were selected, as well as 10 – N non-centered lesion cuts (including the parafoveal or perifoveal area) located between either the 1st and 10th cut or the 16th and 25th cut, which were however selected at random instead. When the number of existing non-centered lesion cuts was <10 − N, all non-centered lesion cuts were selected. Therefore, up to 10 images were selected per patient in this study.
Data preprocessing. To use the SD-OCT images as input for a deep CNN, we first removed unnecessary parts, e.g., company logo, date, and time, from each SD-OCT image. We cropped the SD-OCT images to RGB images of size 490 × 764 and then downsampled them into 224 × 224 RGB images for the deep CNN, which only takes fixed-size images as inputs. It should be mentioned that the 224 × 224 RGB format is a widely used image shape that is popular in deep learning models for image classification, such as VGG-1640, VGG-1940, Resnet41, and Inception41.
To build a robust classification model, data augmentation was applied in the training phase. New images were generated from existing ones so that the proposed model can be trained with a variety of images. In particular, we generated new images by (i) flipping images horizontally, (ii) moving images horizontally and vertically by 10% of the image size, and (iii) rotating the original images up to 15°.

**Model architecture.** To classify a given OCT image as (i) either neovascular AMD or normal and (ii) either PCV or RAP, we built the OCT image classification model based on the VGG-19 architecture. We considered other well-known CNN architectures, including VGG-16, Resnet, and Inception, but we decided to use the VGG-19 because it performed better than others. Originally, the VGG-19 architecture contains 19 trainable layers, including convolution, fully connected, max-pooling, and dropout layers. In the model proposed in this study, we replaced the 3 fully connected layers of the original VGG-19 with 4 fully connected layers with 3 dropout layers, as shown in Fig. 5. The proposed model consisted of 16 convolutional network layers with a rectified linear unit (ReLU) activation function, 5 max-pooling layers, and 4 fully connected layers. The final output layer with a soft-max activation function was used to predict the binary classification result, i.e., the PCV or RAP diagnosis. To improve the classification accuracy, we applied the transfer learning approach, which allocated the weights of the ImageNet pre-trained model to the weights of the convolution network in our proposed model. Applying transfer learning proved to be effective as it increased the accuracy of the proposed model by 3%.

**Gradient-weighted class activation mapping.** We used Grad-CAM to visualize potentially pathologic regions of an OCT image. To visualize the important regions of an image for the prediction of the target label, Grad-CAM extracts the gradients of the target label (i.e., RAP and PCV) with respect to feature maps of the convolutional layer, resulting in a heat map that shows the image area on which the model focused during the classification process.

**Experimental setup.** We first randomly selected 80% and 20% of the data as the training and test sets, respectively. In classifying AMD and normal cases, the training and test sets were 3158 images (AMD: 1458, normal: 1700) and 793 images (AMD: 368, normal: 425), respectively. In distinguishing between PCV and RAP cases, the training and test sets were 1431 images (PCV: 758, RAP: 673) and 395 images (PCV: 206, RAP: 189), respectively. The test set was only used for the final evaluation of the model performance, and any patient included in the training set was not included in the test set.

To fairly compare the proposed model with the three well-known CNN architectures, i.e., VGG-16, Resnet, and Inception, all models were trained with the same hyperparameters; the batch size and epoch count were 64 and 100, respectively, and the loss function was the categorical cross-entropy with Adam optimization (learning rate: 0.0001). The four models were evaluated using the same test set. Additionally, to assess the proposed model...
from a clinical perspective, the classification results for the test set were compared with those of eight ophthalmologists, including three ophthalmology residents, three retina fellows, and two retina experts, the latter each with more than 10 years of clinical experience at an academic retina center.

**Statistical analysis.** To measure the performance of the model, the sensitivity, specificity, accuracy, and AUROC were determined. Cohen’s kappa coefficients were used to rate the agreement level between the two retina experts and between the proposed model and each expert.

**Data availability**

The data are not available for public access because of patient privacy concerns but are available from the corresponding authors (DDH and JYH) on reasonable request.

Received: 3 December 2020; Accepted: 5 April 2021
Published online: 29 April 2021

**References**

1. Velez-Montoya, R. et al. Current knowledge and trends in age-related macular degeneration: Genetics, epidemiology, and prevention. *Retina* **34**, 423–441. https://doi.org/10.1097/IAE.000000000000036 (2014).

2. Yannuzzi, L. A. et al. Retinal angiomatous proliferation in age-related macular degeneration. *Retina* **21**, 416–434. https://doi.org/10.1097/01.iae.000006982-20011000-00603 (2001).

3. Freund, K. B. et al. Type 3 neovascularization: The expanded spectrum of retinal angiomatous proliferation. *Retina* **28**, 201–211. https://doi.org/10.1097/01.iae.0b013e3181695904 (2008).

4. Viola, F., Massacesi, A., Orzalesi, N., Ratiglia, R. & Staurenghi, G. Retinal angiomatous proliferation: Natural history and progress of visual loss. *Retina* **29**, 732–739. https://doi.org/10.1097/IAE.0b013e318a395cb (2009).

5. Scott, A. W. & Bressler, S. B. Retinal angiomatous proliferation or retinal anastomosis to the lesion. *Eye* **24**, 491–496. https://doi.org/10.1038/eye.2009.311 (2010).

6. Daniel, E. et al. Outcomes in eyes with retinal angiomatous proliferation in the comparison of age-related macular degeneration treatments trials (CATT). *Ophthalmology* **123**, 609–616. https://doi.org/10.1016/j.ophtha.2015.10.034 (2016).

7. Yannuzzi, L. A. et al. Polypoidal choroidal vasculopathy and neovascularized age-related macular degeneration. *Arch. Ophthalmol.* **117**, 1503–1510. https://doi.org/10.1001/archophthalmol.117.11.1503 (1999).

8. Sho, K. et al. Polypoidal choroidal vasculopathy: Incidence, demographic features, and clinical characteristics. *Arch. Ophthalmol.* **121**, 1392–1396. https://doi.org/10.1001/archophthalmol.121.10.1392 (2003).

9. Cheung, C. M. G. et al. Polypoidal choroidal vasculopathy: Consensus nomenclature and non-indocyanine green angiography diagnostic criteria from the Asia-Pacific ocular imaging society PCV working group. *Ophthalmology* https://doi.org/10.1016/j.ophtha.2020.08.006 (2020).

10. Gomi, F. et al. One-year outcomes of photodynamic therapy in age-related macular degeneration and polypoidal choroidal vasculopathy in Japanese patients. *Ophthalmology* **115**, 141–146. https://doi.org/10.1016/j.ophtha.2007.02.031 (2008).

11. Lee, W. K. et al. Efficacy and safety of intravitreal aflibercept for polypoidal choroidal vasculopathy in the PLANET study: A randomized clinical trial. *JAMA Ophthalmol.* **136**, 786–793. https://doi.org/10.1001/jamaophthalmol.2018.1804 (2018).

12. Uyama, M. et al. Polypoidal choroidal vasculopathy: Natural history. *Am. J. Ophthalmol.* **133**, 639–648. https://doi.org/10.1016/j.ajmo.2002.09.014 (2002).

13. Kim, J. H., Chang, Y. S., Kim, J. W., Lee, T. G. & Kim, H. S. Diagnosis of type 3 neovascularization based on optical coherence tomography images. *Retina* **36**, 1506–1515. https://doi.org/10.1097/IAE.0000000000000932 (2016).

14. Lee, J. et al. Drusen subtype and choroidal characteristics in asian eyes with typical neovascular age-related macular degeneration. *Retina* **40**, 490–498. https://doi.org/10.1097/IAE.000000000002419 (2020).

15. Yannuzzi, L. A., Sorenson, J., Spaide, R. F. & Lipson, B. Idiopathic polypoidal choroidal vasculopathy (IPCV). *Retina* **10**, 1–8 (1990).

16. Schlegl, T., Waldstein, S. M., Vogl, W. D., Schmidt-Erfurth, U. & Langs, G. Predicting semantic descriptions from medical images with convolutional neural networks. *Inf. Process. Med. Imaging* **24**, 437–448. https://doi.org/10.1007/978-3-319-19992-4_34 (2015).

17. Treder, M., Lauermann, J. L. & Eter, N. Automated detection of exudative age-related macular degeneration in spectral domain optical coherence tomography using deep learning. *Graefes Arch. Clin. Exp. Ophthalmol.* **256**, 259–265. https://doi.org/10.1007/s00417-017-3850-3 (2018).

18. Motozawa, N. et al. Optical coherence tomography-based deep-learning models for classifying normal and age-related macular degeneration and exudative and non-exudative age-related macular degeneration changes. *Ophthalmol. Ther.* **8**, 527–539. https://doi.org/10.1016/j.sortex.2019.01.0207-y (2019).

19. Lee, C. S., Baughman, D. M. & Lee, A. Y. Deep learning is effective for the classification of OCT images of normal versus age-related macular degeneration. *Retina* **1**, 322–327. https://doi.org/10.1016/j.joret.2016.12.009 (2017).

20. Kermen, D. S. et al. Identifying medical diagnoses and treatable diseases by image-based deep learning. *Cell* **172**, 1122–1131. e1129. https://doi.org/10.1016/j.cell.2018.02.010 (2018).

21. De Fauw, J. et al. Clinically applicable deep learning for diagnosis and referral in retinal disease. *Nat. Med.* **24**, 1342–1350. https://doi.org/10.1038/s41591-018-0107-6 (2018).

22. Yoon, J. et al. Optical coherence tomography-based deep-learning model for detecting central serous chorioretinopathy. *Sci. Rep.* **10**, 18852. https://doi.org/10.1038/s41598-020-75816-w (2020).

23. Selvaraju, R. R. et al. In Proceedings of the IEEE international conference on computer vision. 618–626.

24. Yannuzzi, L. A., Freund, K. B. & Takahashi, B. S. Review of retinal angiomatous proliferation or type 3 neovascularization. *Retina* **28**, 375–384. https://doi.org/10.1097/IAE.0b013e3181619255 (2008).

25. Uyama, M. et al. Idiopathic polypoidal choroidal vasculopathy in Japanese patients. *Arch. Ophthalmol.* **117**, 1035–1042. https://doi.org/10.1001/archophthalmol.117.8.1035 (1999).

26. Lafaut, B. A., Leys, A. M., Smerys, B., Rasquin, F. & De Laey, J. J. Polypoidal choroidal vasculopathy in Caucasians. *Graefes Arch. Clin. Exp. Ophthalmol.* **238**, 752–759. https://doi.org/10.1007/s004170001800 (2000).

27. Ahuja, R. M., Stanga, P. E., Vingerling, J. R., Reck, A. C. & Bird, A. C. Polypoidal choroidal vasculopathy in exudative and haemorrhagic pigment epithelial detachments. *Br. J. Ophthalmol.* **84**, 479–484. https://doi.org/10.1136/bjo.84.5.479 (2000).

28. Jung, I. J. et al. The incidence of neovascular subtypes in newly diagnosed neovascular age-related macular degeneration. *Am. J. Ophthalmol.* **158**, 769–777.e762. https://doi.org/10.1016/j.ajo.2014.07.006 (2014).

29. Rouvas, A. A. et al. Angiographic and OCT features of retinal angiomatous proliferation. *Eye* **24**, 1633–1642. https://doi.org/10.1038/eye.2010.134 (2010) [quiz 1643].

30. Matsunoto, H., Sato, T. & Kishi, S. Tomographic features of intraretinal neovascularization in retinal angiomatous proliferation. *Retina* **30**, 425–430. https://doi.org/10.1097/IAE.0b013e3181bd3d05 (2010).
31. Krebs, I., Glittenberg, C., Hagen, S., Haas, P. & Binder, S. Retinal angiomatous proliferation: Morphological changes assessed by Stratus and Cirrus OCT. *Ophthalmic Surg Lasers Imaging* **40**, 285–289. https://doi.org/10.3928/15428877-20090430-10 (2009).
32. Kim, J. H., Kim, J. R., Kang, S. W., Kim, S. J. & Ha, H. S. Thinner choroid and greater drusen extent in retinal angiomatous proliferation than in typical exudative age-related macular degeneration. *Am. J. Ophthalmol.* **155**, 743–749, 749.e741–742, https://doi.org/10.1016/j.ajo.2012.11.001 (2013).
33. Yamazaki, T., Koizumi, H., Yamagishi, T. & Kinoshita, S. Subfoveal choroidal thickness in retinal angiomatous proliferation. *Retina* **34**, 1316–1322. https://doi.org/10.1097/IAE.0000000000000866 (2014).
34. De Salvo, G., Vaz-Pereira, S., Keane, P. A., Tufail, A. & Liew, G. Sensitivity and specificity of spectral-domain optical coherence tomography in detecting idiopathic polypoidal choroidal vasculopathy. *Am. J. Ophthalmol.* **158**, 1228–1238.e1221. https://doi.org/10.1016/j.ajo.2014.08.025 (2014).
35. Chaikitmongkol, V. et al. Sensitivity and specificity of potential diagnostic features detected using fundus photography, optical coherence tomography, and fluorescein angiography for polypoidal choroidal vasculopathy. *JAMA Ophthalmol.* **137**, 661–667. https://doi.org/10.1001/jamaophthalmol.2019.0565 (2019).
36. Shin, H.-C. et al. Deep convolutional neural networks for computer-aided detection: CNN architectures, dataset characteristics and transfer learning. *IEEE Trans. Med. Imaging* **35**, 1285–1298 (2016).
37. Milletari, F., Navab, N. & Ahmadi, S.-A. In 2016 fourth international conference on 3D vision (3DV). 565–571 (IEEE).
38. Krizhevsky, A., Sutskever, I. & Hinton, G. E. Imagenet classification with deep convolutional neural networks. *Commun. ACM* **60**, 84–90 (2017).
39. Shorten, C. & Khoshgoftaar, T. M. A survey on image data augmentation for deep learning. *J. Big Data* **6**, 60 (2019).
40. Simonyan, K. & Zisserman, A. Very deep convolutional networks for large-scale image recognition (2014).
43. Bradley, A. P. J. Pr. The Use of the Area Under the ROC Curve in the Evaluation of Machine Learning Algorithms, Vol. 30, 1145–1159 (1997).

**Acknowledgements**

The authors thank Zee Yoon Byun, MD, Sung Yeon Jun, MD, Jung Hwa Lee, MD, Jayoung Ahn, MD, and Kyu Hwan Jang, MD for the thoughtful advice and data analysis. This research was supported in part by Basic Science Research Program through the National Research Foundation of Korea (NRF) funded by the Ministry of Education (NRF-2018R1D1A1A02085647). The funding organizations had no role in the design or conduct of this research.

**Author contributions**

D.D.H., J.H. and J.I.P. conceived and designed the study described here. D.D.H., S.C. and J.H. wrote the main manuscript text and D.D.H., J.H., J.M.H., S.C. designed the algorithm and experiments. D.D.H. and H.J.L. collected the data. J.H., S.C., J.M.H. and J.S.H. verify the data. S.C., J.K. and J.Y. performed statistical analysis. All authors reviewed and revised the manuscript prior to submission. DDH and JH contributed equally as corresponding authors.

**Competing interests**

The authors declare no competing interests.

**Additional information**

Correspondence and requests for materials should be addressed to D.D.-J.H. or J.H.

**Reprints and permissions information** is available at www.nature.com/reprints.

**Publisher’s note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021