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Abstract

Conditional randomization tests (CRTs) assess whether a variable \( x \) is predictive of another variable \( y \), having observed covariates \( z \). CRTs require fitting a large number of predictive models, which is often computationally intractable. Existing solutions to reduce the cost of CRTs typically split the dataset into a train and test portion, or rely on heuristics for interactions, both of which lead to a loss in power. We propose the decoupled independence test (DIET), an algorithm that avoids both of these issues by leveraging marginal independence statistics to test conditional independence relationships. DIET tests the marginal independence of two random variables: \( F_{x,z}(x \mid z) \) and \( F_{y,z}(y \mid z) \) where \( F_{y,z}(\cdot \mid z) \) is a conditional cumulative distribution function (CDF) for the distribution \( p(\cdot \mid z) \). These variables are termed “information residuals.” We give sufficient conditions for DIET to achieve finite sample type-1 error control and power greater than the type-1 error rate. We then prove that when using the mutual information between the information residuals as a test statistic, DIET yields the most powerful conditionally valid test. Finally, we show DIET achieves higher power than other tractable CRTs on several synthetic and real benchmarks.

1 INTRODUCTION

A key question in many scientific disciplines is whether a variable \( x \) causes some outcome \( y \) (Lauritzen, 1996; Pearl, 2009). In genetics for example, scientists test whether a particular gene causes cancer to design targeted therapies (Zhu et al., 2018). When there are confounders \( z \) that may affect both \( x \) and \( y \), assessing the causal link between \( x \) and \( y \) corresponds to testing the conditional independence (CI) between \( x \) and \( y \) given \( z \):

\[
\begin{align*}
\text{null hypothesis } \mathcal{H}_0 &: x \perp y \mid z \\
\text{alternate hypothesis } \mathcal{H}_1 &: x \not\perp y \mid z.
\end{align*}
\]

The advantage of using a hypothesis test for understanding such relationships is the ability to explicitly control the type-1 error rate: the probability of erroneously rejecting the null hypothesis where \( x \) is independent of \( y \) conditioned on \( z \). Consequently, constructing conditional independence hypothesis tests has become increasingly popular in the machine learning literature (Zhang et al., 2012; Doran et al., 2014; Sen et al., 2017; Runge, 2018; Bellot and van der Schaar, 2019).

Many existing tests however, have been shown to lose power when the dimensionality of \( z \) is high due to reliance on kernels (Bellot and van der Schaar, 2019) or fail to control the type-1 error rate when strong parametric assumptions about \( p(y \mid x, z) \) are violated (Candès et al., 2018).

To test for conditional independence when \( z \) is high-dimensional and without making assumptions on the form of \( p(y \mid x, z) \), Candès et al. (2018) proposed the conditional randomization test (CRT). The CRT calculates a \( p \)-value for eq. (1) by repeatedly comparing a scalar-valued test statistic \( T(\mathcal{D}_{x,y,z}) \) with draws from the null distribution \( T(\mathcal{D}_{x,y,z}^{(m)}) \):

\[
\frac{1}{M+1} \left( 1 + \sum_{m=1}^{M} \mathbb{I}(T(\mathcal{D}_{x,y,z}) \leq T(\mathcal{D}_{x,y,z}^{(m)})) \right),
\]

where \( \mathcal{D}_{x,y,z} \) is a set of \( N \) iid samples drawn from \( p(x, y, z) \). Null samples \( \mathcal{D}_{x,y,z}^{(m)} \) are drawn from the distribution \( p(z, y)p(x \mid z) \), where \( x \sim p(x \mid z) \) is by construction conditionally independent of \( y \) given \( z \). If the null hypothesis is true, then \( T(\mathcal{D}_{x,y,z}) \) will have the same distribution as each \( T(\mathcal{D}_{x,y,z}^{(m)}) \).

In contrast with other conditional independence testing methods, the CRT assumes the ability to sample \( p(x \mid z) \)
but makes no assumptions on the form of \( p(y \mid x, z) \) or the test statistic \( T \) to control the type-I error. This flexibility enables the use of powerful predictive models and empirical risk test statistics (Tansey et al., 2022; Liu et al., 2020; Sudarshan et al., 2021) that lead to higher power and better type-I error rates than classical methods.

However, CRTs are computationally expensive. For each null sample, the test statistic must be recomputed. When using predictive models in empirical risk test statistics, these models must correspondingly be refit for every null sample \( \mathcal{D}^{(m)}_{x,y,z} \). When the predictive models are computationally expensive to train, such as deep neural networks, the burden of running a CRT can become prohibitive.

**Related work.** There are two classes of conditional independence testing methods. These can be characterized by the assumptions they make to guarantee type-I error control. We term the first class “Model-Y” methods, which make assumptions about the \( y \mid x, z \) distribution to ensure type-I error control. This includes procedures that test for edges in Bayesian networks (Koller and Friedman, 2009; Spirtes et al., 2000; Cheng et al., 1998; De Campos and Huete, 2000), kernel-based methods (Fukumizu et al., 2007; Zhang et al., 2012), permutation-based methods (Gretton et al., 2012; Doran et al., 2014; Lee and Honavar, 2017), and many others.

The other class of conditional independence tests are “Model-X” methods, introduced by Candès et al. (2018). These require no assumptions about \( y \mid x, z \), but assume access to samples from \( x \mid z \). This approach is more effective in controlling type-I error than Model-Y methods when the number of labeled samples \((y, x, z)\) is small, but a large unlabeled dataset of \((x, z)\) is available: like in the case of genetics. Much of the existing work on Model-X methods focuses on how to model \( p(x \mid z) \) from data (Romano et al., 2020; Sudarshan et al., 2020; Jordan et al., 2018), but leaves to the practitioner the form of the CRT test statistic \( T(\mathcal{D}_{x,y,z}) \).

As a result, recent work in the Model-X space focuses on creating powerful but tractable CRT test statistics. Liu et al. (2020) propose a pair of methods called distilled conditional randomization tests (DCRTs). The first method, the \( d_0 \)-CRT constructs a CRT where the test statistic is the marginal dependence between \((y - \mathbb{E}[y \mid z])\) and \((x - \mathbb{E}[x \mid z])\). However, Liu et al. (2020) demonstrate empirically that the \( d_0 \)-CRT achieves low power when \( y \) is a function of some non-linear interaction between \( x \) and \( z \). To account for this issue, the authors also introduce the \( d_1 \)-CRT. The \( d_1 \)-CRT first uses a heuristic to select a small subset of \( z \) to explicitly construct a set of interaction terms with \( x \). It then fits a model \( \hat{q}_{d_1} \) to estimate the conditional expectation of \( y \) given \((x - \mathbb{E}[x \mid z]), \mathbb{E}[y \mid z]\), and each of the interaction terms. The \( d_1 \)-CRT test statistic is some measure of feature importance of \((x - \mathbb{E}[x \mid z]) \) in \( \hat{q}_{d_1} \). If the heuristic pre-selection step fails to select the interactions that occur in the data, the \( d_1 \)-CRT can fail to achieve power due to its reliance on conditional expectations.

The holdout randomization test (HRT) (Tansey et al., 2022) is another tractable yet flexible CRT. It splits samples of data into train and test sets, fits a predictive model on the train set, then uses this model to run a CRT only on the test set. While the HRT does not require heuristics for interactions between \( x \) and \( z \), it often loses power compared to DCRTs in practice due to sample splitting between the training and test set (Liu et al., 2020).

Patra et al. (2016) develop the notion of a nonparametric residual and study its use in testing for conditional independence, but do not provide a method with guarantees of power or type-I error control. Residuals, like the ones computed in \( d_0 \)-CRT and DIET, play a part in causal effect estimation under unobserved confounding. Objects called control functions are estimated as residuals from data and used to adjust for confounding: Guo and Small (2016) use additive residuals, Imbens and Newey (2009) use conditional CDFs like in DIET, and Puli and Ranganath (2020) give a general recipe to construct control functions with identification guarantees.

**Our contributions.** We propose a novel CRT to test \( x \perp y \mid z \) that achieves high power without sample splitting. DIET first estimates two conditional CDFs: \( F_{x|z}(\cdot \mid \cdot) \) and \( F_{y|z}(\cdot \mid \cdot) \) using a dataset of samples from \( p(x, y, z) \). It then tests \( x \perp y \mid z \) by testing the marginal independence of the univariate random variables produced by applying the conditional CDFs to \((x, z)\) and \((y, z)\) respectively: \( F_{x|z}(x \mid z) \) and \( F_{y|z}(y \mid z) \). DIET is computationally simple and, as we show, provides the ability to control type-I error regardless of the data generating distribution \( p(x, y, z) \). Further, we characterize distributions for which DIET can provably achieve power to correctly reject the null hypothesis.

Then, we discuss the limits of distillation procedures like DIET and the DCRTs. We highlight challenges a general procedure that distills a CI-test into a marginal one faces while maintaining type-I error control. After proving that further assumptions are necessary to overcome the challenges, we characterize conditions that allow one to reason about when a general distillation procedure provably achieves power. Finally, we validate DIET empirically on synthetic and real benchmarks and observe that it achieves higher power than several baselines while still controlling the type-I error rate.

### 2 BACKGROUND

**Conditional randomization tests (CRTs).** CRTs outline a general procedure to test for the conditional independence of two variables \( x, y \in \mathbb{R} \) given covariates \( z \in \mathbb{R}^p \). Us-
ing a dataset of \(N\) samples \(D_{x,y,z} \in (\mathbb{R} \times \mathbb{R} \times \mathbb{R}^p)^N\) and a function \(T : (\mathbb{R} \times \mathbb{R} \times ...\). 1.
While the DIET algorithm is relatively straightforward, it
is not obvious why DIET should control the type-1 error

\[
\hat{Q}_{CDF}(y | z) = \sum_{k=1}^{K} \pi_k(z)[k] \Phi \left( \frac{y \cdot \mu_k(z)[k]}{\sigma_k(z)[k]} \right).
\]

The parameters \(\eta\) of \(\hat{Q}_{CDF}(y | z; \eta)\) are learned via maximum likelihood estimation by optimizing over \((y, z)\) pairs in dataset \(D_{x,y,z}^\eta\):

\[
\arg \max_{\eta} \frac{1}{N} \sum_{i=1}^{N} \log \hat{q}_{PDF}(y = y^{(i)} | z = z^{(i)}; \eta),
\]

where \(\hat{q}_{PDF}\) is the conditional density implied by \(\hat{Q}_{CDF}\).

MDNs are useful as both the conditional CDF and density can be computed easily.

A model for \(F_{x|z}(\cdot, \cdot)\), \(Q_{CDF}(x|z)(\cdot, \cdot, \theta)\), is fit similarly but instead of using pairs of \((x, z)\) from \(D_{x,y,z}\), DIET uses only \(z\) from \(D_{x,y,z}\) and draw samples of \(\bar{x} \sim p(x | z)\) for each \(z\) data point. Note that the distribution of \((\bar{x}, z)\) is equal to that of \((x, z)\), so evaluating \(Q_{CDF}(x|z)(\cdot, \cdot, \theta)\) on samples of \((x, z)\) from \(D_{x,y,z}\) will still be in-distribution.

### Computing the test statistic \(T(D_{x,y,z})\).

The DIET test statistic measures the marginal dependence between two quantities \(\epsilon\) and \(\delta\) using a dataset of paired samples \(D_{\epsilon,\delta}\). The variables \(\epsilon\) and \(\delta\), termed “information residuals” represent the residual information contained in \(x\) and \(y\) and \(z\). They are computed as follows. A sample of \(\epsilon\) is generated by evaluating the conditional CDF \(Q_{CDF}(x|z)(\cdot, \cdot, \theta)\) at a sample \((x, z)\), i.e. \(\epsilon \leftarrow Q_{CDF}(x|z)(x, z ; \theta)\). Similarly, \(\delta \leftarrow Q_{CDF}(y|z)(y | z; \eta)\). To generate the dataset \(D_{\epsilon,\delta}\), a pair of \((\epsilon, \delta)\) samples are computed for each \((x, y, z)\) sample in \(D_{x,y,z}\) using the respective conditional CDFs.

Using the dataset of information residuals \(D_{\epsilon,\delta}\), DIET measures the marginal dependence between \(\epsilon\) and \(\delta\) using the estimator of mutual information from Vinh et al. (2009). In practice, any measure of dependence \(\rho : (\mathbb{R} \times \mathbb{R})^N \rightarrow \mathbb{R}\) can be used.

### Computing null statistics \(T(D_{x,y,z}^\eta)\).

Computing each null statistic is very similar to computing the test statistic. First, a null dataset \(D_{x,y,z}^\eta\) is sampled by copying \(D_{x,y,z}\), then replacing the \(x\) values with \(\bar{x} \sim p(x | z)\). The same \(Q_{CDF}\) models are used to generate information residuals using the null data, after which their mutual information is estimated. This process is repeated \(M\) times to generate \(M\) null statistics.

### Computing a \(p\)-value.

Using the test statistic \(T(D_{x,y,z})\) and each null statistic \(T(D_{x,y,z}^\eta)\), DIET computes a \(p\)-value using eq. (2). The full algorithm is summarized in algorithm 1.

While the DIET algorithm is relatively straightforward, it is not obvious why DIET should control the type-1 error.
Algorithm 1: Decoupled independence test (DIET)

Input: Labeled dataset $D_{x,y,z}$, marginal dependence statistic $\rho$

Output: $p$-value $\hat{p}$

Generate null dataset $D_{\tilde{x},y,z}$ by replacing each $x$ in $D_{x,y,z}$ with a sample from $p(x \mid z)$.

Fit $Q_{CDF(x|z)}(x \mid z; \theta)$ and $Q_{CDF(y|z)}(y \mid z; \eta)$ using $(x, z)$ pairs and $(y, z)$ pairs from $D_{\tilde{x},y,z}$.

Generate null datasets $\{D_{x,y,z}^{(m)}\}_{m=1}^{M}$.

Create information residual dataset $D_{\epsilon,\delta}$ by evaluating both $Q_{CDF}$ models on $D_{x,y,z}$.

for $m \in \{1, \ldots, M\}$ do

\[ \text{Create null information residual dataset } D_{\tilde{x},y,z}^{(m)} \text{ by evaluating both } Q_{CDF} \text{ models on } D_{x,y,z}^{(m)} \]

end

$\hat{p} \leftarrow \frac{1}{M+1} \left(1 + \sum_{m=1}^{M} \left| \rho(D_{\epsilon,\delta}) \geq \rho(D_{\tilde{x},y,z}^{(m)}) \right| \right)$

We detail the full proof in appendix A.2, but provide a sketch here. Under $\mathcal{H}_0$, the test statistic $T(D_{x,y,z})$ is exchangeable with each of the null statistics $T(D_{x,y,z}^{(m)})$. As a result, the $p$-value $\hat{p}$ computed using eq. (2) will be uniformly distributed over the set $\{\frac{1}{M+1}, \frac{2}{M+1}, \ldots, 1\}$. Such a $p$-value stochastically dominates a Uniform(0, 1) random variable. Prop. 1 ensures that if the practitioner rejects the null hypothesis when $\hat{p} \leq \alpha$, the probability of an erroneous rejection is no greater than the significance level $\alpha$.

4.2 When can DIET provably achieve power?

A CRT achieves power when the distribution of $T(D_{x,y,z})$ is distinguishable from the distribution of each of the null statistics $T(D_{x,y,z}^{(m)})$. Here we provide assumptions on the data distribution that will ensure that DIET is able to distinguish between the distribution of the test statistic versus the null statistics.

\textbf{Theorem 1.} Let $F_{\mid \cdot \mid z}$ denote the conditional CDF for the distribution $p(\cdot \mid z)$. Let $\epsilon = F_{\mid x\mid z}(x \mid z)$ and $\delta = F_{y\mid x\mid z}(y \mid z)$ be random variables defined over $(x, z)$ and $(y, z)$, respectively. Assume $F$ is invertible in the first argument and $(\epsilon, \delta) \perp z$. If there exists a marginal independence test $\psi : (\mathbb{R} \times \mathbb{R})^N \times [0, 1] \rightarrow \{0, 1\}$ that uses a measure of dependence $\rho$ and achieves power greater than $\alpha \in [0, 1]$, then DIET equipped with $\rho$ and the conditional CDFs $F_{\mid \cdot \mid z}$ is a conditional independence test with power greater than $\alpha$ for data drawn from $p(x, y, z)$.

The conditional CDFs being invertible is a common assumption: e.g., when $x \sim \mathcal{N}(z_1, \sigma_2)$ or other continuous distributions. The core assumption here is that $\epsilon$ and $\delta$ are jointly independent of the conditioning set of covariates $z$. This independence $(\epsilon, \delta) \perp z$ holds in data generating processes where $x, y$ are strictly monotonic transformations of continuous noise variables for any fixed value of $z$; e.g., additive transformations like $x = z + \text{noise}$ and multiplicative transformations like $x = z \times \text{noise}$. Appendix A.3.1 shows this formally.

We prove theorem 1 in Appendix A.3: we show that given these conditions, DIET will provably be able to distinguish between the test and null statistics and achieve power to reject the null hypothesis. The proof establishes that when $x \perp y \mid z$, random variables $\epsilon$ and $\delta$ will be dependent. It also shows that under the null hypothesis $\mathcal{H}_0$, $\epsilon \perp \delta$. Therefore, the test statistic, which measures the dependence of $\epsilon$ and $\delta$ will have a different distribution than the null statistics.

When is DIET the most powerful conditionally valid CRT? Here we show that under the same conditions as theorem 1, DIET equipped with a measure of mutual information $\rho$ is the most powerful conditionally valid CRT (Katsevich and Ramdas, 2020).
The set of valid CRTs $C_\alpha$ includes any CRT where the type-
1 error is less than $\alpha$ using a dataset $D_{x,y,z}$. Given samples
of $(y,z)$, the set of conditionally valid CRTs at level $\alpha$ is
a subset of $C_\alpha$, where the samples of $(y,z)$ in $D_{x,y,z}$ are
fixed. A conditionally valid CRT is also a marginally valid
CRT. The following proposition states that given access to the
conditional CDFs $F_{x|z}(x \mid z)$ and $F_{y|z}(y \mid z)$, DIET
is the most powerful conditionally valid CRT. Thus, the
power of DIET is tied directly to the quality of the estimation
of these conditional CDFs.

**Proposition 2.** Let $\epsilon = F_{x|z}(x \mid z)$ and $\delta = F_{y|z}(y \mid z)$.
For data generating processes where both $F_{y|z}(y \mid z)$
functions are invertible in the first argument and $(\epsilon, \delta) \perp z$,
DIET with the following mutual information-based marginal
dependency measure $\rho$ is the most powerful conditionally
valid test:

$$
\rho(D_{\delta,x}) = \frac{1}{N} \sum_{i=1}^{N} \log \frac{p(\delta_i, \epsilon_i)}{p(\delta_i)p(\epsilon_i)}.
$$

We prove prop. 2 in appendix A.5 by showing that the like-
lihood ratio in prop. 2 is equivalent to the likelihood ratio of
$p(y \mid x, z)$ and $p(y \mid z)$: the most powerful conditionally
valid CRT test statistic.

**4.3 Multiple testing and variable selection**

A common application of CRTs is controlled variable selection
(Candès et al., 2018). Let $x = \{x_1, \ldots, x_d\}$ be a set of covariates, and $y$ be a response. Controlled variable selection
methods identify a subset of important covariates by testing the conditional independence of each covariate $x_j$ and $y$ given all other covariates $x_{-j}$. If the hypothesis test for $x_j$ results in a rejection, that variable is “selected.” The
goal of controlled variable selection is to select as many variables as possible, while controlling for the FDR: an ana-
log for type-I error in multiple testing.

We apply the following procedure to use DIET for con-
trolled variable selection (CVS). To test $x_j \perp y \mid x_{-j}$ for each $x_j$, we run algorithm 1 where $z \leftarrow x_{-j}$, $y \leftarrow y$, and $x \leftarrow x_j$. The resulting set of $p$-values is used with standard FDR-controlling procedures (Benjamini and Hochberg, 1995; Benjamini and Yekutieli, 2001) to select important covariates.

**4.4 Can we further generalize the assumptions made
by DIET?**

Is it possible to generalize the set of distributions for which
power is achievable beyond DIET? We first outline what a
general distillation procedure looks like using functions
$u(x, z)$ and $v(y, z)$ to test for conditional independence
$x \perp y \mid z$. If these functions $u, v$ are to be learned us-
ing samples from $p(x \mid z)p(y, z)$ in order to provide type-I
error control, we show the challenge faced by a general
distillation procedure in always achieving power.

**Limits of general distillation procedures.** Let $L_{x,z}^2$ denote
the space of real-valued functions $u$ of $(x, z)$, where
$\mathbb{E}[u(x, z)^2] < \infty$. Let $L_{x,z}^2$ be defined analogously. Rather
than testing the marginal independence of conditional CDFs
$F_{x|z}(x \mid z)$ and $F_{y|z}(y \mid z)$ like DIET, a general distil-
lation procedure tests the marginal independence of some
functions $u \in L_{x,z}^2$ and $v \in L_{y,z}^2$ instead. Daudin (1980)
shows that, for all functions $u \in L_{x,z}^2$ and $v \in L_{y,z}^2$ such
that $\mathbb{E}[u(x, z) \mid z] = 0$ and $\mathbb{E}[v(y, z) \mid z] = 0$,

$$
x \perp y \mid z \iff \mathbb{E}[u(x, z)v(y, z)] = 0.
$$

This means that if $y$ is conditionally dependent on $x$ given
$z$, then there must exist functions $u$ and $v$ such that their
correlation is non-zero. If these $u$ and $v$ are known be-
forehand, testing their marginal independence will yield a
conditional independence test with power.

However, in reality $u$ and $v$ must be learned using data
from the data distribution $p(y, x, z)$. As we show in
corollary 2.1, using data from the null-data-distribution
$\tilde{p}_{null} = p(x \mid z)p(z, y)$, to learn $u$ and $v$, guarantees type-I
error control without the need to sample split or assume the
functional form of $y \mid x, z$, both of which lead to loss in
power.

Learning from the null-data-distribution makes it hard to
always achieve power. Consider the following data generat-
ing processes:

$$
p_1(y, x, z) : y = x + z \mod 1 \quad x, z \sim \text{Uniform}(0,1)
$$

$$
p_2(y, x, z) : y = x \quad x, z \sim \text{Uniform}(0,1),
$$

where $a + b \mod 1$ is defined as $a + b$ if $a + b < 1$ and
$a + b - 1$ if $a + b \geq 1$. Note that the marginals of $(x, z)$ and
$(y, z)$ are the same across both $p_1$ and $p_2$. In turn, the null-
data-distributions are equal, $p_1(x \mid z)p_1(z, y) = p_2(x \mid z)p_2(z, y)$, meaning that any distillation procedure will learn the same functions $u, v$ in either distribution. How-
never, the same $u, v$ can have dramatically different power in
$p_1$ and $p_2$ making it difficult to build a generic distilla-
tion procedure. For example, let $u(x, z) = x - 0.5$ and $v(y, z) = y - 0.5$. Any general distillation procedure that
tests the correlation between these $u, v$ would yield power in
$p_2$ but would have no power under $p_1$ because $u, v$ are
independent under $p_1$.

**When do distillation procedures achieve power?** Let
$\epsilon = u(x, z), \delta = v(y, z)$ be the variables computed by

---

1. We use this name to denote that the null dataset $D_{x,y,z}$, like
in algorithm 1, is sampled from $p_{null}$.
a distillation procedure, like DIET or $d_0$-CRT. The previous subsection explains the challenge any distillation procedure faces in both achieving power and having type-I error control. Here, we give conditions on the data generating process and the variables $e, \delta$ computed by the distillation procedure that guarantee power.

**Theorem 2.** Consider any data generating process of the following form:

$$z \sim p(z), \quad e, d \sim p(e, d), \quad x = f(e, z) \quad y = g(d, z).$$

Let $e, \delta$ be distributed according to:

$$(e, \delta, x, y, z) \sim \hat{q}(e, \delta | x, y, z)p(x, y, z).$$

Further let,

$$\hat{q}(e, \delta | x, y, z) = p(e | x, z)p(\delta | y, z), \quad \text{(factorization)}$$

$$\exists \hat{f}, \hat{g} \quad x \equiv \hat{f}(e, z), \quad y \equiv \hat{g}(\delta, z), \quad \text{(reconstruction)}$$

$$(d, \delta) \perp \mathbf{z} \quad (e, e) \perp \mathbf{z}. \quad \text{(joint independence)}$$

Let $\psi(\mathcal{D}_{e,\delta}, \alpha) : (\mathbb{R} \times \mathbb{R})^N \times [0, 1] \rightarrow [0, 1]$ be a marginal independence test that uses statistic $\rho : (\mathbb{R} \times \mathbb{R})^N \rightarrow \mathbb{R}$ and has power greater than $\alpha$. Let $\mathcal{D}_{e,\delta}$ be a dataset of $N$ samples of $(e, \delta)$ generated using $\hat{q}(e, \delta | x, y, z)$ and $\mathcal{D}_{x,y,z}$. Then, $\psi$ using $\mathcal{D}_{e,\delta}$ and $\rho$ is also a conditional test of independence for $x \perp \mathbf{y} | \mathbf{z}$ with power greater than $\alpha$.

We prove theorem 2 in appendix A.4. Theorem 2 allows one to use knowledge about the form of the data generating process to understand whether a distillation procedure achieves power. As an example, see appendix A.6 where we show how the $d_0$-CRT satisfies the conditions in theorem 2 for additive data generating processes and therefore achieves power for such processes.

## 5 EXPERIMENTS

We analyze the performance of DIET on several synthetic and real datasets and compare it to well-studied methods designed to make CRTs tractable.

**DIET setup.** The MDNs in DIET take $\mathbf{z}$ as input and use a six-layer fully-connected network with batch normalization and ReLU activations to output the parameters of a Gaussian mixture with 10 components. As a marginal dependence statistic $\rho$, we use the mutual information estimator from Vinh et al. (2009). Further training and hyperparameter details are given in appendix B.1.

**Baselines.** We use the $d_0$-CRT and $d_I$-CRT models described by Liu et al. (2020). The top-$k$ $\mathbf{z}$ dimensions are chosen using the Lasso heuristic proposed by Liu et al. (2020). This model regresses $\mathbf{y}$ onto $\mathbf{z} \in \mathbb{R}^p$ and picks the top $k = 2 \log p$ dimensions of $\mathbf{z}$ with the largest absolute regression coefficients.

The HRTs we include in our experiments use a model $\hat{q}_{\text{model}}(y | x, \mathbf{z})$ that consists of a six-layer fully-connected network with batch normalization and ReLU activations. We implement the cross-validated version of the HRT suggested by Tansey et al. (2022) that achieves higher power in finite samples.

Further details like the test statistics used for each baseline method can be found in appendix B.2.

**Experiment details.** Each synthetic experiment follows the same basic structure for a single run, unless specified otherwise. First, a dataset $\mathcal{D}_{x,y,z}$ is sampled. Then, each method is used to test the hypothesis $x \perp \mathbf{y} | \mathbf{z}$ and a $p$-value is computed using $M = 100$ null datasets. We perform 100 runs of each synthetic experiment and report aggregate results.

The power of each method at a specific rejection threshold $\alpha$ is estimated by computing the percentage of times a hypothesis is rejected, over the 100 runs. A hypothesis is rejected if the $p$-value $\hat{p} \leq \alpha$.

For controlled variable selection experiments, we test the hypothesis $x_j \perp \mathbf{y} | x_{-j}$ for each dimension $j$ of the covariate vector $\mathbf{x}$. We then apply the Benjamini-Hochberg procedure (Benjamini and Hochberg, 1995) to account for multiple testing while controlling the FDR.

To test each method in a realistic setting, the controlled variable selection experiments use only a fixed set of $\mathbf{x}$ samples. To generate the null datasets $\{\mathcal{D}_{x,y,z}^{(m)}\}_{m=1}^M$, we employ a deep generative model to jointly model each $p(x_j | x_{-j})$ distribution (Romano et al., 2020). Appendix B.3 provides an overview of this process. Since a deep generative model must be fit to generate null datasets, this experiment uses half the available data to fit the model, while the other half is used to run each CRT. Each synthetic variable selection experiment is run 100 times. We set $M = 2000$.

### 5.1 Synthetic experiments

**Univariate Gaussian data.** This experiment is designed mainly to confirm that each method performs as intended. The data is drawn as follows: $z \sim \mathcal{N}(0, 0.1), \ x \ | \ z \sim \mathcal{N}(z, 0.1)$, and $y \ | \ x, z \sim \mathcal{N}(x + z, 0.1)$. The training dataset consists of 500 samples.

**Results:** As expected, the estimated power of each method is 1 for $\alpha \in [0, 0.3]$. We do not explore larger $\alpha$ as a practitioner would realistically set their nominal error rate within this range. As a graph is unnecessary to visualize this result, we omit it.

**Non-Gaussian and multiplicative data.** These experiments are designed primarily to understand the effect of violating an additivity assumption in the data generating
Figure 1: DIET achieves high power across numerous synthetic benchmarks. In this figure, we show the power of each method as a function of nominal type-I error rate $\alpha$.

Figure 2: Synthetic CVS dataset

process. Using noise $\varepsilon \sim \mathcal{N}(0, 0.01)$ and coefficients $\beta \in \mathbb{R}^{100}$ where each $\beta_j \sim \mathcal{N}(0, 1)$ and sorted so that $|\beta_1| \geq |\beta_2| \geq \cdots \geq |\beta_d|$, and $z \sim \mathcal{N}(0, 0.01 \cdot I_{100})$

$$x \mid z \sim \mathcal{N}\left(\sum_{j=1}^{10} \beta_j z_j, 0.25\right)$$

$$y \mid x, z, \varepsilon = (x + \varepsilon + \sum_{j=1}^{100} z_j \beta_j)^3 \quad \text{(Non-Gaussian)}$$

$$x \mid z, x, \varepsilon = 4\beta_1 z_1 x + 4\beta_2 z_2 + \varepsilon \quad \text{(Multiplicative)}$$

Both datasets consist of 1000 samples.

Results: We observe that each CRT manages to control the type-I error rate at or below nominal levels. In terms of power, most methods perform well on the non-Gaussian dataset, as shown in the first column of fig. 1. All but the $d_1$-CRT are able to achieve full power for almost every $\alpha \in (0, 0.3]$.

In the case of multiplicative data, there is a clear deterioration in the performance of the $d_0$-CRT and $d_1$-CRT, as shown in the second column of fig. 1. The $d_1$-CRT achieves marginally higher power for $\alpha < 0.2$, but is still quite far from DIET or HRT. Upon investigation, we observed that the heuristic used to choose dimensions in $z$ in $d_1$-CRT only selects $z_1$ at random. Since DCRTs forbid using samples of the triple $(x, y, z)$ during training, it is difficult to choose a robust heuristic. We explore why DIET achieves higher power from a theoretical perspective in appendix A.1.

Then, to understand the cost of sample splitting, we reduced the sample size of the multiplicative data to 500 and re-ran our experiments. The third column of fig. 1 shows that the HRT suffers the greatest loss in power. This is likely due to the HRT splitting the sample and using only 200 samples during training.

Controlled variable selection. This experiment evaluates each CRT on its ability to perform controlled variable selection while using an estimated $p(x \mid z)$ distribution. The $x$ is a 100-dimensional mixture of autoregressive Gaussians. Figure 2 visualizes the first two dimensions of this data. The response $y \mid x$ is a conditional Gaussian whose mean is a linear function of $x$ with only 20 non-zero coefficients. We refer the reader to appendix B.4 for the exact sampling process. The dataset consists of 1000 samples.

Results: We evaluate the average power and the false discovery proportion (FDP) across runs for each method in the fourth column of fig. 3 and fig. 4 respectively. The average FDP is an empirical estimate of the FDR. We notice that most methods are able to keep the average FDP below the nominal FDR rate $\alpha$ for $\alpha > 0.2$. However, when $\alpha \leq 0.1$, the $d_1$-CRT and the HRT inflate the FDP, suggesting they are sensitive to poor estimations of the $p(x_j \mid x_{-j})$ distributions, as shown by Sudarshan et al. (2021). We also observe that loss of power in the HRT is mainly due to sample splitting. Using 3000 samples instead helped increase the power of the HRT closer to that of DIET.

5.2 Semi-synthetic genetics experiment

A common application area of Model-X methods is biology (Candes et al., 2018; Bates et al., 2020; Sudarshan et al., 2020; Sesia et al., 2019). We evaluate each CRT using a setup similar to that of Sudarshan et al. (2020), which uses RNA expression data of 963 cancer cell lines and 20K genes per cell line from Yang et al. (2012). The datasets $\mathcal{D}_{x,y,z} \in \mathbb{R}^{963 \times 100}$ are generated as follows.

100 genes are sampled sequentially from the set of 20K such that the resulting set contains genes with strong pairwise correlations. We use a synthetic $y \mid x$ response function from Tansey et al. (2022). Appendix B.5 contains specific details about the dataset creation. We perform 30 replicates of this experiment; $x_{1:20}$ are the important features in each one.

Results: We show the average power for each CRT in the last column of fig. 3. All methods are able to control the average FDP below the nominal level. DIET consistently achieves power higher than the baselines. We also observe that the HRT achieves higher power than the $d_1$-CRT at nominal FDR above 0.1. At lower nominal FDR, the HRT does not select many features as its non-null $p$-values are generally higher than those of the $d_1$-CRT.
DIET: Conditional independence testing with marginal dependence measures of residual information

Figure 3: DIET achieves high power in CVS experiments. In this figure, we show the average power over 100 repetitions of each method as a function of nominal FDR in the case of variable selection.

Figure 4: FDP of each method on synthetic CVS data.

5.3 Electronic health records

CRTs have found use in clinical model deployment pipelines as methods to prune a set of input features (Razavian et al., 2020). This pruning reduces the amount of auditing and engineering needed for model deployment. We perform controlled variable selection using an electronic health record (EHR) dataset from a large metropolitan hospital to understand which variables are most predictive of an adverse event within 96 hours for patients that tested positive for COVID-19.

The data contains 28K samples with 29 features on the results of a blood test, basic vital signs, and demographics. A full list of variables is provided in appendix B.6. We run each CRT method on the EHR dataset and apply the Benjamini and Hochberg (1995) procedure, selecting covariates at a nominal FDR of 10%.

Results: To evaluate the effectiveness of the selections made by each CRT, we compare selected covariates to those reported by several papers related to adverse events in COVID-19 patients from well-known medical journals (Petrilli et al., 2020; Sattar et al., 2020; Mei et al., 2020; Castro et al., 2020; Zhang et al., 2020; Zhong and Peng, 2021; Ruan et al., 2020; Zhou et al., 2020).

To score each CRT, we consider covariates found to be important by at least one of the above papers. We compute the fraction of these covariates selected by each CRT and report them in table 1. We show the full list of selections in appendix B.6.

DIET selects a larger percent of the important covariates, which indicates higher power. While the $d_1$-CRT selects all most as many, upon closer inspection, it also selects redundant features. For example, the $d_1$-CRT selects both count and percentage of Eosinophils, and both High O2 support and O2 device while DIET only selects one of each.

6 DISCUSSION

Existing methods to speed up model-based CRTs either make restrictive assumptions about the data generating process, use heuristics to model interactions between $x$ and $y$, or lose power due to sample splitting. DIET provides a flexible way to avoid each of these issues and is applicable to a wide range of data generating distributions. It uses conditional CDF estimators to reduce high-dimensional model-based CRTs to tests of marginal independence.

We show theoretically that DIET will achieve type-1 error control regardless of data distribution $p(x, y, z)$, then we characterize a class of data distributions for which DIET can provably achieve power. Future work in this area can study weaker assumptions on the data generating process to provably achieve power in a distillation-based CRT. This can lead to further insight into when a conditional independence test can be reduced to a marginal one without sacrificing power.
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A APPENDIX

A.1 Shortcomings of DCRTs example

Consider the following example from earlier:

\[ x \sim \mathcal{N}(x; 0, \sigma_x^2) \]
\[ z_j \sim \mathcal{N}(z_j; 0, 1) \quad \forall j \in \{1, \ldots, d\} \]
\[ y \mid x, z \sim \mathcal{N}(y; \beta_1 x z_1 + \sum_{j=2}^d \beta_j z_j, 1) \]

Since this example extends the motivating example for $d_I$-CRTs from Liu et al. (2020), we focus only on the behavior of the $d_I$-CRT here. Recall the $d_I$-CRT test statistic computation:

1. The $d_I$-CRT first identifies a subset of $k$ variables in $z$ with which to explicitly compute interaction terms. This is done by fitting a regression from $z$ to $y$, then using some measure of feature importance to select the top $k$ most important features, $z_{\text{top}}(k)$

2. The distillation function $d_y = E[y \mid z]$ is computed

3. Then, the distillation function $d_x = E[x \mid z]$ is computed

4. Next, a model from $(x - d_x, d_y, z_{\text{top}}(k))$ to $y$ is fit

5. Finally, a measure of feature importance for $x - d_x$ in this model is used to compute the test statistic $T$

To compute each null statistic, steps 3-5 are repeated using the null datasets. Given the set of $M$ null statistics and the test statistic $T$, a $p$-value is computed as shown in the CRT $p$-value computation eq. (2). Now, observe the behavior of the $d_I$-CRT in this example.

First, a model is fit from $z$ to $y$. This is equivalent to estimating the function $E[y \mid z]$. To see the functional form of this quantity let’s first evaluate the density $F_{y|x}(y \mid z)$:

\[
F_{y|x}(y \mid z) = \int_{-\infty}^{\infty} f(y \mid x, z) F_{x|x}(x \mid z) dx
\]
\[
= \int_{-\infty}^{\infty} f(y \mid x, z) f(x) dx
\]
\[
= \int_{-\infty}^{\infty} e^{-\frac{1}{2} \left( \frac{y - \beta_1 x z_1 - \sum_{j=2}^d \beta_j z_j}{\sigma_x^2} \right)^2} \frac{1}{\sqrt{2\pi} \sigma_x^2} dx
\]
\[
= \int_{-\infty}^{\infty} e^{-\frac{1}{2} \left( \frac{-M_1^2 x^2 - 2M_y M_1 x + M_y^2}{\sigma_x^2} \right)} \frac{1}{\sqrt{2\pi} \sigma_x^2} dx \quad \{\text{letting} \ M_1 = \beta_1 z_1, M_y = y - \sum_{j=2}^d \beta_j z_j\}
\]
\[
= \int_{-\infty}^{\infty} e^{-\frac{M_y^2}{2}} \int_{-\infty}^{\infty} e^{-\frac{1}{2} \left( \frac{x^2 (M_y^2 + \frac{1}{\sigma_x^2}) - 2M_y M_1 x + \frac{M_y^2 M_1^2}{\sigma_x^2}}{(M_y^2 + \frac{1}{\sigma_x^2})} \right) - \frac{2 M_y M_1}{(M_y^2 + \frac{1}{\sigma_x^2})} dx
\]
\[
= \int_{-\infty}^{\infty} e^{-\frac{M_y^2}{2}} \int_{-\infty}^{\infty} e^{-\frac{1}{2} \left( \frac{x^2 (M_y^2 + \frac{1}{\sigma_x^2}) - 2M_y M_1 x + \frac{M_y^2 M_1^2}{\sigma_x^2}}{(M_y^2 + \frac{1}{\sigma_x^2})} \right) dx
\]
\[
= \frac{e^{-M_y^2/2}}{\sqrt{4\pi^2 \sigma_x^2}} \int_{-\infty}^{\infty} e^{-\frac{M_y^2}{2}} \left( \frac{2 M_y M_1}{(M_y^2 + \frac{1}{\sigma_x^2})} \right) dx
\]
\[
= \frac{e^{-M_y^2/2}}{\sqrt{4\pi^2 \sigma_x^2}} \left( \frac{2 M_y M_1}{(M_y^2 + \frac{1}{\sigma_x^2})} \right)
\]
\[
= \frac{e^{-M_y^2/2}}{\sqrt{4\pi^2 \sigma_x^2}} \left( \frac{2 M_y M_1}{(M_y^2 + \frac{1}{\sigma_x^2})} \right)
\]
This is a Gaussian distribution with mean $\mathbb{E}[y \mid z] = \sum_{j=2}^{d} \beta_j z_j$, which is not a function of $z_1$. Therefore, $z_{\text{top}(k)}$ will not include $z_1$ for any $k < d$. To compute $d_x = \mathbb{E}[x \mid z]$, note that $x$ and $z$ are independent, and $\mathbb{E}[x] = 0$.

Next, let's consider a model from $(x - d_x, d_y, z_{\text{top}(k)})$ to $y$. Again, this is equivalent to estimating $\mathbb{E}[y \mid x - d_x, d_y, z_{\text{top}(k)}] = \mathbb{E}[y \mid x, \sum_{j=2}^{d} \beta_j z_j, z_{\text{top}(k)}]$. Since $z_1$ is not in the conditioning set of this expectation, it reduces to $\mathbb{E}[y \mid \sum_{j=2}^{d} \beta_j z_j, z_{\text{top}(k)}]$; this follows from expanding the conditional expectation and noting $\mathbb{E}[z_1] = 0$. Thus any model from $(x - d_x, d_y, z_{\text{top}(k)})$ to $y$ will assign no feature importance to $x - d_x$. Assuming that a feature importance score of 0 indicates an unimportant feature, the score assigned to $x - d_x$ will be 0.

The same holds true when repeating the $d_1$-CRT steps 3-5 with the null datasets. Regardless of what values of $x$ are used in the model that estimates $\mathbb{E}[y \mid \sum_{j=2}^{d} \beta_j z_j, z_{\text{top}(k)}]$, the importance score of $x - d_x$ will always be zero. Since the distribution of the test statistic is indistinguishable from the distribution of the null statistics, the $d_1$-CRT will achieve power no greater than the size of the test.

Next, consider the case of DIET. Recall that its test statistic uses the dataset $D_{x,y,z} = \{(x^{(i)}, y^{(i)}, z^{(i)})\}_{i=1}^{n}$ to compute samples of $\delta = F_{y \mid z}(y, z)$ and $\epsilon = F_{x \mid z}(x, z) = F_{x}(x)$, then uses these samples to estimate the marginal dependence between $\delta$ and $\epsilon$. We will now show that in the example above, $\delta$ and $\epsilon$ will be dependent using the true data $D_{x,y,z}$, but will be independent when using the null data $D_{x,y,z}$, yielding power > 0.

First note the following equivalences:

$$F_{y \mid z}(y \mid z) = \Phi \left( \frac{y - \sum_{j=2}^{d} \beta_j z_j}{\sqrt{1 + \beta_1^2 \sigma_x^2 z_1^2}} \right)$$

$$F_{x}(x) = \Phi \left( \frac{x}{\sigma_x} \right)$$
\[ y = \beta_1 x_1 + \sum_{j=2}^{d} \beta_j z_j + \eta_y \]

where \( \Phi \) is the CDF of a standard gaussian and \( \eta_y \sim \mathcal{N}(0, 1) \). To show that \( \delta \) and \( \epsilon \) are dependent, we must show that

\[ \mathbb{P}(\delta \leq a \mid \epsilon = b) \neq \mathbb{P}(\delta \leq a). \]

When using the true data \( D_{x,y,z} \), the following must hold:

\[
\mathbb{P}(\delta \leq a \mid \epsilon = b) = \mathbb{P}\left( \Phi\left( \frac{y - \sum_{j=2}^{d} \beta_j z_j}{\sqrt{1 + \beta_1^2 \sigma_x^2}} \right) \leq \epsilon \mid \Phi\left( \frac{x}{\sigma_x} \right) = b \right)
\]
\[
= \mathbb{P}\left( \frac{y - \sum_{j=2}^{d} \beta_j z_j}{\sqrt{1 + \beta_1^2 \sigma_x^2}} \leq \Phi^{-1}(\epsilon) \mid x = \sigma_x \Phi^{-1}(b) \right)
\]
\[
= \mathbb{P}\left( \frac{\beta_1 x_1 + \eta_y}{\sqrt{1 + \beta_1^2 \sigma_x^2}} \leq \Phi^{-1}(\epsilon) \mid x = \sigma_x \Phi^{-1}(b) \right)
\]
\[
= \mathbb{P}\left( \frac{\beta_1 x_1 \sigma_x \Phi^{-1}(b) + \eta_y}{\sqrt{1 + \beta_1^2 \sigma_x^2}} \leq \Phi^{-1}(\epsilon) \right).
\]

The first equation uses the definitions of \( \delta \) and \( \epsilon \). The second equation uses the invertibility of the Gaussian CDF. The third equation holds because \( y \) can be rewritten as a function of \( x, z \), and noise \( \eta_y \). Finally, the last equation uses the value of \( x \) as a function of \( b \) and that \( x \) is jointly independent of \( z_1 \) and \( \eta_y \). Clearly, the conditional probability \( \mathbb{P}(\delta \leq a \mid \epsilon = b) \) cannot be written as \( \mathbb{P}(\delta \leq a) \) using the true data \( D_{x,y,z} \). This means that \( \delta \) and \( \epsilon \) will be dependent.

When computing the dependence of \( \delta \) and \( \epsilon \) using null datasets:

\[
\mathbb{P}(\delta \leq a \mid \epsilon = b) = \mathbb{P}\left( \Phi\left( \frac{y - \sum_{j=2}^{d} \beta_j z_j}{\sqrt{1 + \beta_1^2 \sigma_x^2}} \right) \leq \epsilon \mid \Phi\left( \frac{\bar{x}}{\sigma_x} \right) = b \right)
\]
\[
= \mathbb{P}\left( \frac{y - \sum_{j=2}^{d} \beta_j z_j}{\sqrt{1 + \beta_1^2 \sigma_x^2}} \leq \Phi^{-1}(\epsilon) \mid \bar{x} = \sigma_x \Phi^{-1}(b) \right)
\]
\[
= \mathbb{P}\left( \frac{\beta_1 x_1 + \eta_y}{\sqrt{1 + \beta_1^2 \sigma_x^2}} \leq \Phi^{-1}(\epsilon) \mid \bar{x} = \sigma_x \Phi^{-1}(b) \right)
\]
\[
= \mathbb{P}\left( \frac{\beta_1 x_1 \sigma_x \Phi^{-1}(b) + \eta_y}{\sqrt{1 + \beta_1^2 \sigma_x^2}} \leq \Phi^{-1}(\epsilon) \right).
\]

The first 3 equations follow from earlier. The 4th and 5th steps hold because \( y \) is not a function of \( \bar{x} \) and \( \bar{x} \) is jointly independent of all other random variables. Therefore, when computing each null statistic using null data \( D_{\bar{x},y,z} \), \( \delta \) and \( \epsilon \) will be independent.

Since DIET-CDF will identify dependence between \( \delta \) and \( \epsilon \) when using the true data, and no dependence when using the null data, the distribution of the test statistic will not be equal to that of each null statistic. Thus, it follows that DIET-CDF can achieve power > 0.

### A.2 Proof of prop. 1

**Proposition 1.** Let \((x, y, z)\) be drawn from any distribution \( p(x, y, z) \) and \( D_{x,y,z} \) consist of \( N \) iid samples from this distribution. If \( x \perp y \mid z \), then for any measure of marginal dependence \( \rho : (\mathbb{R} \times \mathbb{R})^N \to \mathbb{R} \) the DIET \( p \)-value computed using algorithm 1 will stochastically dominate a Uniform(0,1) random variable.
Proof. Recall the DIET p-value introduced in algorithm 1:

$$\hat{p} = \frac{1}{M+1} \left( 1 + \sum_{m=1}^{M} \mathbb{I} \left[ \rho(D_{\hat{e}, \hat{\delta}}) \geq \rho(D_{\hat{e}, \hat{\delta}}^{(m)}) \right] \right).$$

We will prove that if a $\hat{q}$ estimator is trained on data $D_{x,y,z}$, the above p-value will be super-uniform. Using the technique from Candès et al. (2018), it suffices to show that the following sequence is exchangeable under the null, conditional on samples of $(z, y)$:

$$\rho(D_{\hat{e}, \hat{\delta}}), \rho(D_{\hat{e}, \hat{\delta}}^{(1)}), \ldots, \rho(D_{\hat{e}, \hat{\delta}}^{(M)}).$$

Note that $D_{\hat{e}, \hat{\delta}}$ and $\{D_{\hat{e}, \hat{\delta}}^{(m)}\}_{m=1}^{M}$ are datasets of information residuals. As such, the above sequence can be rewritten as:

$$\rho\left( \left\{ \hat{\delta}^{(i)}, \hat{\epsilon}^{(i)} \right\}_{i=1}^{N}, \rho\left( \left\{ \hat{\delta}^{(i,1)}, \hat{\epsilon}^{(i,1)} \right\}_{i=1}^{N}, \ldots, \rho\left( \left\{ \hat{\delta}^{(i,M)}, \hat{\epsilon}^{(i,M)} \right\}_{i=1}^{N} \right) \right)$$

where $(\hat{\delta}^{(i)}, \hat{\epsilon}^{(i)})$ is the $i$th sample of $D_{\hat{e}, \hat{\delta}}$ and $(\hat{\delta}^{(i,m)}, \hat{\epsilon}^{(i,m)})$ is the $i$th sample of dataset $D_{\hat{e}, \hat{\delta}}^{(m)}$. As $\rho$ is deterministic, it suffices to show that the following sequence is exchangeable conditional on $\{(y^{(i)}, z^{(i)})\}_{i=1}^{N}$:

$$\left\{ \hat{\delta}^{(i)}, \hat{\epsilon}^{(i)} \right\}_{i=1}^{N}, \left\{ \hat{\delta}^{(i,1)}, \hat{\epsilon}^{(i,1)} \right\}_{i=1}^{N}, \ldots, \left\{ \hat{\delta}^{(i,M)}, \hat{\epsilon}^{(i,M)} \right\}_{i=1}^{N}.$$ 

Note that $\hat{\delta}^{(i)}, \hat{\epsilon}^{(i)} \sim \hat{q}(\hat{e}, \hat{\delta} \mid x^{(i)}, y^{(i)}, z^{(i)})$. This means that the estimated information residuals can be written as $\hat{\delta}^{(i)}, \hat{\epsilon}^{(i)} = h(\alpha^{(i)}, x^{(i)}, y^{(i)}, z^{(i)}; \theta_{D_{x,y,z}})$, where $h$ is a deterministic function (see appendix A of Trivedi and Zimmer (2007)), and $\theta_{D_{x,y,z}}$ denotes the fact that $\hat{q}$ is trained on the dataset $D_{x,y,z}$. Rewriting the sampling process as a function of independent noise is similar in spirit to the reparameterization trick used in variational inference (Kingma et al., 2015).

In this alternative representation, $\alpha^{(i)}$ is a sample of exogenous variable $\alpha$ that represents the noise in $\hat{q}$. Using the same notation, $\hat{\delta}^{(i,m)}, \hat{\epsilon}^{(i,m)} = h(\alpha^{(i,m)}, x^{(i,m)}, y^{(i)}, z^{(i)}; \theta_{D_{x,y,z}})$, where $x^{(i,m)}$ is the $i$th sample of the $m$th null dataset $X^{(m)}$ and $\alpha^{(i,m)}$ is another independent sample of $\alpha$. This means the above sequence can be written as:

$$\left\{ h(\alpha^{(i)}, x^{(i)}, y^{(i)}, z^{(i)}; \theta_{D_{x,y,z}}) \right\}_{i=1}^{N}, \left\{ h(\alpha^{(i,1)}, x^{(i,1)}, y^{(i)}, z^{(i)}; \theta_{D_{x,y,z}}) \right\}_{i=1}^{N}, \ldots, \left\{ h(\alpha^{(i,M)}, x^{(i,M)}, y^{(i)}, z^{(i)}; \theta_{D_{x,y,z}}) \right\}_{i=1}^{N}.$$ 

Since $h$ is deterministic and learned from $D_{x,y,z}$, exchangeability of the set of random variables above reduces to exchangeability of the following:

$$\left\{ \left\{ \alpha^{(i)}, x^{(i)}, y^{(i)}, z^{(i)} \right\}_{i=1}^{N}, D_{x,y,z} \right\} = \left\{ \left\{ y^{(i)}, z^{(i)} \right\}_{i=1}^{N}, D_{x,y,z} \right\}.$$ 

Now, recall that $D_{\bar{x},y,z} = \{\bar{x}^{(i)}, y^{(i)}, z^{(i)}\}_{i=1}^{N}$, where each $\bar{x}^{(i)}$ is a random sample from $p(x \mid z = z^{(i)})$ and note that the only dependence between $D_{\bar{x},y,z}$ and $x^{(i)}, x^{(i,m)}$ is through $y^{(i)}, z^{(i)}$. Then, collecting the identically distributed samples within in each element in the sequence in eq. (4)

$$x^{(i)} \perp \bar{x}^{(i)} \mid y^{(i)}, z^{(i)} \implies \{x^{(i)}\}_{i=1}^{N} \perp D_{\bar{x},y,z} \mid \{y^{(i)}, z^{(i)}\}_{i=1}^{N},$$

$$\forall m \quad \bar{x}^{(i,m)} \perp \bar{x}^{(i)} \mid y^{(i)}, z^{(i)} \implies \{ar{x}^{(i,m)}\}_{i=1}^{N} \perp D_{\bar{x},y,z} \mid \{y^{(i)}, z^{(i)}\}_{i=1}^{N}.$$ 

This fact imply these two equalities in distribution (between the conditioning set containing $D_{\bar{x},y,z}$ and otherwise):

$$\forall m \quad \{x^{(i)}\}_{i=1}^{N} \mid \{y^{(i)}, z^{(i)}\}_{i=1}^{N}, D_{\bar{x},y,z} \quad \overset{d}{=} \quad \{x^{(i)}\}_{i=1}^{N} \mid \{y^{(i)}, z^{(i)}\}_{i=1}^{N},$$

$$\forall m \quad \{x^{(i,m)}\}_{i=1}^{N} \mid \{y^{(i)}, z^{(i)}\}_{i=1}^{N}, D_{\bar{x},y,z} \quad \overset{d}{=} \quad \{x^{(i,m)}\}_{i=1}^{N} \mid \{y^{(i)}, z^{(i)}\}_{i=1}^{N}.$$
Now, the two RHS’s above are equal in distribution under the null hypothesis: under $H_0$, $p(x \mid z) = p(x \mid z, y)$, which means that the distribution of $x^{(i)}$ is equal to the distribution of $\bar{x}^{(i,m)}$ given $\{(y^{(i)}, z^{(i)})\}_{i=1}^N$. This fact means the LHS’s in eq. (5) are equal which implies the following equality in distribution

$$\{x^{(i)}\}_{i=1}^N \mid \{(y^{(i)}, z^{(i)})\}_{i=1}^N, D_{x,y,z} \overset{d}{=} \{x^{(i,m)}\}_{i=1}^N \mid \{(y^{(i)}, z^{(i)})\}_{i=1}^N, D_{x,y,z}$$

(6)

Then, recalling that $\alpha^{(i)}$ and $\alpha^{(i,m)}$ for all $m$ are exogenous random variables, eq. (6) implies that given $\{(y^{(i)}, z^{(i)})\}_{i=1}^N, D_{x,y,z}$, the random variable $\{(\alpha^{(i)}, x^{(i)})\}_{i=1}^N$ is distributed identically to $\{\alpha^{(i,m)}, \bar{x}^{(i,m)}\}_{i=1}^N$ for any $m$. Finally, as $\{(y^{(i)}, z^{(i)})\}_{i=1}^N, D_{x,y,z}$ is constant across each element of the sequence in eq. (4), the sequence is exchangeable.

Corollary 2.1. Let $(x, y, z)$ be drawn from any distribution $p(x, y, z)$ and $D_{x,y,z}$ consist of $N$ iid samples from this distribution. If $x \perp y \mid z$, then for any measure of marginal dependence $\rho : (\mathbb{R} \times \mathbb{R})^N \rightarrow \mathbb{R}$, let $\tilde{p}$ be the p-value computed using any residuals $\tilde{\epsilon} = u(x, z)$ and $\tilde{\delta} = v(y, z)$ where $u, v$ are learned from the null-dataset $D_{x,y,z} \sim p(x \mid z)p(z, y)$. Then, $\tilde{p}$ will stochastically dominate a Uniform$(0, 1)$ random variable.

Proof. The one property of DIET used in proving prop. 1 is that $\hat{q}$ is learned using the dataset $D_{x,y,z}$. This gives us the property that under the null hypothesis

$$\{x^{(i)}\}_{i=1}^N \perp D_{x,y,z} \mid \{y^{(i)}, z^{(i)}\}_{i=1}^N, D_{x,y,z} \overset{d}{=} \{x^{(i,m)}\}_{i=1}^N \perp D_{x,y,z} \mid \{y^{(i)}, z^{(i)}\}_{i=1}^N,$$

because (1) the dependence between variables $x^{(i)}$ or $\bar{x}^{(i,m)}$ and $D_{x,y,z} = \{(x^{(i)}, y^{(i)}, z^{(i)})\}_{i=1}^N$ is only due to $\{(y^{(i)}, z^{(i)})\}_{i=1}^N$, which we condition on, (2) the $\bar{x}^{(i)}$ samples in $D_{x,y,z}$ are independent samples drawn from $p(x \mid z = z^{(i)})$. These two properties imply the following independencies:

$$x^{(i)} \perp x^{(i)} \mid y^{(i)}, z_i \implies \{x^{(i)}\}_{i=1}^N \perp D_{x,y,z} \mid \{(y^{(i)}, z^{(i)})\}_{i=1}^N.$$ 

$$\forall m \ x^{(i,m)} \perp \bar{x}^{(i)} \mid y^{(i)}, z_i \implies \{x^{(i,m)}\}_{i=1}^N \perp D_{x,y,z} \mid \{(y^{(i)}, z^{(i)})\}_{i=1}^N.$$ 

For any $u, v$ learned from $D_{x,y,z} \sim p(x \mid z)p(z, y)$, the same properties hold because samples from $\hat{q}(\hat{\epsilon}, \hat{\delta} \mid y, x, z)$ are produced as $\hat{\epsilon}^{(i)} = u(x^{(i)}, z^{(i)})$ and $\hat{\delta}^{(i)} = v(y^{(i)}, z^{(i)})$ and $u, v$ are learned from $D_{x,y,z}$. Thus, theorem 1 will hold for any functions $u, v$ learned from $D_{x,y,z}$ or using data from $p(x, z)$ and $p(y, z)$ respectively; then, using $\tilde{\epsilon} = u(x, z)$ and $\tilde{\delta} = v(y, z)$ to compute a p-value using

$$\tilde{p} = \frac{1}{M + 1} \left(1 + \sum_{m=1}^{M} \mathbb{I} \left[p(D_{\tilde{\epsilon}, \tilde{\delta}}) \geq p(D_{\hat{\epsilon}, \hat{\delta}})\right]\right)$$

will result in a super-uniform $\tilde{p}$. □

A.3 Proof of theorem 1

Theorem 1. Let $F_{\cdot \mid z}(\cdot \mid z)$ denote the conditional CDF for the distribution $p(\cdot \mid z)$. Let $\epsilon = F_{x \mid z}(x \mid z)$ and $\delta = F_{y \mid z}(y \mid z)$ be random variables defined over $(x, z)$ and $(y, z)$ respectively. Assume $F$ is invertible in the first argument and $\epsilon, \delta \perp z$. If there exists a marginal independence test $\psi : (\mathbb{R} \times \mathbb{R})^N \times [0, 1] \rightarrow \{0, 1\}$ that uses a measure of dependence $\rho$ and achieves power greater than $\alpha \in [0, 1]$, then DIET equipped with $\rho$ and the conditional CDFs $F(\cdot \mid z)$ is a conditional independence test with power greater than $\alpha$ for data drawn from $p(x, y, z)$.

Proof. To test the conditional independence relationship $x \perp y \mid z$, DIET tests the marginal independence between $\epsilon$ and $\delta$. The aim of this proof is to show that $\epsilon \perp \delta$ if and only if $x \perp y \mid z$. If this reduction holds, then under the alternate hypothesis $H_1$ where $x \not\perp y \mid z$, the distribution of the test statistic $T(D_{x,y,z})$ will be different from the distribution of each of the null statistics $T(D_{x,y,z}(m))$. Then, given any marginal independence test that achieves power $>\alpha$ with statistic $\rho$, DIET with the same statistic is a conditional independence test with power $>\alpha$.

The proof is structured in the following manner. First, we will show that using the null data $D_{x,y,z}(m)$, the sampled values of $\epsilon$ and $\delta$ will be independent. Then, we will show that using the true data $D_{x,y,z}$, the sampled values of $\epsilon$ and $\delta$ will be dependent. Finally, we discuss how the existence of a marginal independence test with power $>\alpha$ implies that DIET will also achieve power $>\alpha$ using data $D_{x,y,z}$.
Prerequisites. We first outline some properties will be used in both the null statistics and the test statistic section.

\[
p(\epsilon, z) = \int p(\epsilon, \delta, z) d\delta
\]

by marginalization

\[
= \int p(\epsilon, \delta) p(z) d\delta
\]

by data distribution

\[
= p(\epsilon)p(z)
\]

Thus,

\[
\epsilon \perp z \quad (7)
\]

\[
\delta \perp z. \quad (8)
\]

Null statistics \(T(D_{x,y,z}(m))\). Recall that in each of the null datasets, the following factorization of the data distribution \(p(x, y, z)\) holds by construction:

\[
p(x, y, z) = p(x \mid z)p(y \mid z)p(z).
\]

We can use this property to make the following sequence of deductions. Letting \(p(\epsilon, \delta, z)\) be the distribution implied by \((\epsilon, \delta, z)\),

\[
p(\epsilon, \delta, z) = \int p(\epsilon, \delta \mid x, y, z)p(x, y, z) dx dy
\]

\[
= \int p(\epsilon \mid x, z)p(\delta \mid y, z)p(x, y, z) dx dy \quad \text{\(\epsilon\) and \(\delta\) are each functions of \(z\) and either \(x\) or \(y\)}
\]

\[
= \int p(\epsilon \mid x, z)p(\delta \mid y, z)p(x \mid z)p(y \mid z)p(z) dx dy \quad \text{by eq. (9)}
\]

\[
= \int p(\epsilon \mid x, z)p(\delta \mid y, z)p(z) dx dy
\]

\[
p(\epsilon \mid z) = p(\epsilon \mid z)p(\delta \mid z).
\]

The distribution of \((y, z)\) under the null is the same as distribution of \((y, z)\) in the data. Then since \(\delta \perp z\) (eq. 8) holds in the data distribution, the independence of \(\delta\) and \(z\) also holds under the null distribution eq. (9):

\[
\delta \perp z \quad \text{where} \quad (x, y, z) \sim p(x \mid z)p(y \mid z)p(z); \quad \delta = F_{y\mid z}(y \mid z).
\]

Using the same logic, eq. (7) implies

\[
\epsilon \perp z \quad \text{where} \quad (x, y, z) \sim p(x \mid z)p(y \mid z)p(z); \quad \epsilon = F_{x\mid z}(x \mid z).
\]

Using the above facts,

\[
p(\epsilon, \delta) = \int p(\epsilon, \delta \mid z)p(z) dz
\]

by marginalization

\[
= \int p(\epsilon \mid z)p(\delta \mid z)p(z) dz
\]

\[
= \int p(\epsilon)p(\delta)p(z) dz
\]

\[
= p(\epsilon)p(\delta).
\]

Therefore, when using a null dataset \(D_{x,y,z}(m)\), \(\epsilon \perp \delta\).
Test statistic \( T(D_{x,y,z}) \). Under \( \mathcal{H}_1 \), \( x \not\perp\!\!\!\perp y \mid z \). In such cases, the sampled values of \( \epsilon \) and \( \delta \) using \( D_{x,y,z} \) must be dependent. Specifically, the following sequence of implications must hold:

\[
x \not\perp y \mid z \Rightarrow \epsilon \not\perp \delta \mid z \Rightarrow \epsilon \not\perp \delta.
\]

The first implication follows because both \( F_{\epsilon|x}(x \mid z) \) and \( F_{\gamma|y}(y \mid z) \) are invertible for any fixed value of \( z \). Next we prove the second implication. This is equivalent to:

\[
\delta \perp \epsilon \Rightarrow \delta \perp \epsilon \mid z.
\]

We know that \( p(\epsilon, \delta \mid z) = p(\epsilon, \delta) \). It follows that \( \delta \perp \epsilon \Rightarrow \delta \perp \epsilon \mid z \):

\[
p(\epsilon, \delta \mid z) = p(\epsilon, \delta) = p(\epsilon | z)p(\delta | z) \quad \text{since } \delta \perp \epsilon
\]

We have thus far established that under \( \mathcal{H}_1 \), \( \delta \not\perp \epsilon \), but under \( \mathcal{H}_0 \), \( \delta \perp \epsilon \). Now, consider \( \psi(D_{\epsilon,\delta}, \alpha) : (\mathbb{R} \times \mathbb{R})^N \times [0, 1] \to \{0, 1\} \), a marginal independence test that uses statistic \( \rho : (\mathbb{R} \times \mathbb{R})^N \to \mathbb{R} \) and has power greater than level \( \alpha \). This means that there exists a rejection region \( R_{\alpha} = \{D \in (\mathbb{R} \times \mathbb{R})^N : \psi(D, \alpha) = 1\} \) where \( P_{\mathcal{H}_1}(R_{\alpha}) \geq P_{\mathcal{H}_0}(R_{\alpha}) \). In other words, for a sample size of \( N \) and statistic \( \rho \) there is sufficient evidence to reject the null hypothesis.

Then, DIET equipped with \( \rho \), \( F_{x|z}(x \mid z) \), and \( F_{y|z}(y \mid z) \) is a conditional independence test \( \zeta(D_{x,y,z}, \alpha) : (\mathbb{R} \times \mathbb{R} \times \mathbb{R}^4)^N \times [0, 1] \to \{0, 1\} \) with rejection region \( S_{\alpha} = \{D_{x,y,z} \in (\mathbb{R} \times \mathbb{R} \times \mathbb{R}^p)^N : \zeta(D_{x,y,z}, \alpha) = 1\} \) such that \( P_{\mathcal{H}_1}(S_{\alpha}) \geq P_{\mathcal{H}_0}(S_{\alpha}) \). This follows directly from the previous fact because DIET uses the marginal dependence \( \epsilon \) and \( \delta \) to test the conditional independence between \( x \) and \( y \) given \( z \).

Thus, if there is a marginal test that achieves power greater than \( \alpha \), then DIET under the conditions of theorem 1 will also achieve power greater than \( \alpha \).

\[\square\]

A.3.1 Example family of data generating processes that satisfy the core assumption in theorem 1

Here, we specify a family of data generating processes that satisfies \( (\epsilon, \delta) \not\perp z \). Let \( e, d \) be any continuously distributed random variables with contiguous support and let the joint distribution over \( e, d, z \) be

\[
p(e, d, z) = p(e, d)p(z).
\]

For any pair of functions \( f(\cdot, \cdot), g(\cdot, \cdot) \) that are continuous and strictly monotonic in the first argument, let samples from \( p(x, y, z) \) be generated as:

\[
z \sim p(z), \quad e, d \sim p(e, d), \quad x = f(e, z), \quad y = g(d, z).
\]

The core assumption holds on all \( p(x, y, z) \) with the above form. First, we express \( \epsilon \) as a deterministic function of \( e \): almost surely under \( p(y, x, z) \): with \( f_z^{-1}(x, z) \) as the inverse of the function \( f \) in the first argument with \( z \) fixed

\[
\epsilon = F_{x|z}(x \mid z) = F_{f_z^{-1}(x,z)|z}(f_z^{-1}(x,z) \mid z) = F_{\epsilon|z}(e \mid z) = F_x(e).
\]

The second equality holds as CDFs are invariant to strictly monotonic transformations of the underlying random variables and the fourth due to the independence \( e \perp z \). Similarly \( \delta = F_d(d) \). In turn, \( \delta, \epsilon \) are deterministic functions of \( d, e \) respectively, and the core assumption holds:

\[
(d, e) \perp z \implies (F_{e}(e), F_{d}(d)) \perp z \implies (\epsilon, \delta) \perp z.
\]

A.4 Generalizing assumptions for distillation

In this section we consider data generating processes of the following form:

\[
z \sim p(z) \quad (e, d) \sim p(e, d) \quad x = f(e, z) \quad y = g(d, z).
\]
The goal of a distillation procedure like DIET or the $d_0$-CRT is to first estimate $\mathbf{e}$ and $\mathbf{d}$ from samples of $(\mathbf{x}, \mathbf{y}, \mathbf{z})$, then test the marginal independence of these estimates: $\mathbf{e} \perp \mathbf{d}$. Since $\mathbf{e}$ and $\mathbf{d}$ are unobserved, samples in $D_{\mathbf{x}, \mathbf{y}, \mathbf{z}}$ map to a distribution $p(\mathbf{d}, \mathbf{e} | \mathbf{x}, \mathbf{y}, \mathbf{z})$ over the possible values of $(\mathbf{e}, \mathbf{d})$. The distribution $p(\mathbf{e}, \mathbf{d} | \mathbf{x}, \mathbf{y}, \mathbf{z})$ is also unknown; it must be estimated using an estimator $\hat{q}(\mathbf{e}, \mathbf{d} | \mathbf{x}, \mathbf{y}, \mathbf{z})$.

However, not all $\mathbf{e}, \delta \sim \hat{q}(\mathbf{e}, \delta | \mathbf{x}, \mathbf{y}, \mathbf{z})$ will yield power to reject the null hypothesis $\mathcal{H}_0 : \mathbf{x} \perp \mathbf{y} | \mathbf{z}$. In some cases $\mathbf{e} \perp \delta$ but $\mathbf{x} \not\perp \mathbf{y} | \mathbf{z}$. Consider this example from Puli and Ranganath (2020). Let $\mathbf{x} = \mathbf{e}$ and $\mathbf{y} = \delta$, let $\mathbf{e} \sim \text{Uniform}(0, 1)$, $\delta \sim \text{Uniform}(0, 1)$, and

$$z = \begin{cases} 
\mathbf{e} + \delta & \text{if } \mathbf{e} + \delta \leq 1 \\
\mathbf{e} + \delta - 1 & \text{otherwise}.
\end{cases}$$

In this example, $\mathbf{e}$ and $\delta$ are independent of each other, but $\mathbf{x}$ and $\mathbf{y}$ are clearly dependent given $\mathbf{z}$. The following theorem, theorem 2, gives sufficient conditions on $\hat{q}(\mathbf{e}, \delta | \mathbf{x}, \mathbf{y}, \mathbf{z})$ to ensure that $\mathbf{e} \perp \delta$ if and only if $\mathbf{x} \perp \mathbf{y} | \mathbf{z}$. We later show that the only way to satisfy the conditions in theorem 2 are through assumptions on the data generating process.

**Theorem 2.** Consider a data generating process of the following form:

$$z \sim p(z), \quad \mathbf{e}, \mathbf{d} \sim p(\mathbf{e}, \mathbf{d}), \quad \mathbf{x} = f(\mathbf{e}, \mathbf{z}) \quad \mathbf{y} = g(\mathbf{d}, \mathbf{z}).$$

Let $\mathbf{e}, \delta$ be distributed according to:

$$(\mathbf{e}, \delta, \mathbf{x}, \mathbf{y}, \mathbf{z}) \sim \hat{q}(\mathbf{e}, \delta | \mathbf{x}, \mathbf{y}, \mathbf{z})p(\mathbf{x}, \mathbf{y}, \mathbf{z}).$$

Further let,

$$\hat{q}(\mathbf{e}, \delta | \mathbf{x}, \mathbf{y}, \mathbf{z}) = p(\mathbf{e} | \mathbf{x}, \mathbf{z})p(\delta | \mathbf{y}, \mathbf{z}), \quad \text{(factorization)}$$

$$\exists \hat{f}, \hat{g} \quad \mathbf{x} \overset{a.s.}{=} \hat{f}(\mathbf{e}, \mathbf{z}), \quad \mathbf{y} \overset{a.s.}{=} \hat{g}(\delta, \mathbf{z}), \quad \text{(reconstruction)}$$

$$(\mathbf{d}, \delta) \perp \mathbf{z} \quad (\mathbf{e}, \mathbf{e}) \perp \mathbf{z} \quad \text{(joint independence)}$$

Let $\psi(D_{\mathbf{e}, \delta} : (\mathbb{R} \times \mathbb{R})^N \times [0, 1] \to \{0, 1\}$ be a marginal independence test that uses statistic $\rho : (\mathbb{R} \times \mathbb{R})^N \to \mathbb{R}$ and has power greater than $\alpha$. Let $D_{\mathbf{e}, \delta}$ be a dataset of $N$ samples of $(\mathbf{e}, \delta)$ generated using $\hat{q}(\mathbf{e}, \delta | \mathbf{x}, \mathbf{y}, \mathbf{z})$ and $D_{\mathbf{x}, \mathbf{y}, \mathbf{z}}$. Then, $\psi$ using $D_{\mathbf{e}, \delta}$ and $\rho$ is also a conditional test of independence for $\mathbf{x} \perp \mathbf{y} | \mathbf{z}$ with power greater than $\alpha$.

**Proof.** The core of this proof is to show that if factorization, reconstruction, and joint independence are satisfied, then

$$\mathbf{x} \perp \mathbf{y} | \mathbf{z} \iff \mathbf{e} \perp \delta.$$ 

If this reduction is possible, then under $\mathcal{H}_1$, $\mathbf{x} \not\perp \delta$, but under $\mathcal{H}_0$, $\mathbf{e} \perp \delta$. This implies that the distribution of the marginal dependence test statistic $\rho(D_{\mathbf{e}, \delta}^{(m)})$ is different from that of each null statistic $\rho(D_{\mathbf{e}, \delta}^{(m)})$. Thus, the $p$-value computed by $\psi$ will be close to 0:

$$\hat{p} = \frac{1}{M+1} \left( 1 + \sum_{m=1}^{M} \mathbb{1}(\rho(D_{\mathbf{e}, \delta}^{(m)}) \leq \rho(D_{\mathbf{e}, \delta})) \right).$$

Let $p(\mathbf{d}, \mathbf{e}, \mathbf{e}, \delta, \mathbf{z})$ be a distribution over variables $\mathbf{d}, \mathbf{e}, \mathbf{e}, \delta, \mathbf{z}$. The variables $\delta$ and $\mathbf{e}$ are samples from $\hat{q}(\mathbf{e}, \delta | \mathbf{x}, \mathbf{y}, \mathbf{z})$. For simplicity, we show the proof of theorem 2 when all random variables are continuous, but the same reasoning holds for discrete random variables.

**Null statistics.** For null statistics $\rho(D_{\mathbf{e}, \delta}^{(m)})$ computed using null data $D_{\bar{\mathbf{x}}, \mathbf{y}, \mathbf{z}}^{(m)}$, $\mathbf{e} \sim \hat{q}(\mathbf{e}, \delta | \bar{\mathbf{x}}, \mathbf{y}, \mathbf{z})$ must be independent. In the null data, $\bar{\mathbf{x}} \perp \mathbf{y} | \mathbf{z}$ by construction, so the following must hold:

$$\bar{\mathbf{x}} \perp \mathbf{y} | \mathbf{z} \Rightarrow \mathbf{e} \perp \delta. \quad (10)$$

We show this fact by manipulating the distribution $\hat{q}(\mathbf{e}, \delta | \bar{\mathbf{x}}, \mathbf{y}, \mathbf{z})p(\bar{\mathbf{x}}, \mathbf{y}, \mathbf{z})$. In this proof, we write $\hat{q}(\mathbf{e}, \delta | \bar{\mathbf{x}}, \mathbf{y}, \mathbf{z})$ as $p(\mathbf{e}, \delta | \bar{\mathbf{x}}, \mathbf{y}, \mathbf{z})$ to simplify the notation:

$$p(\mathbf{e}, \delta, \mathbf{z}) = \int p(\mathbf{e}, \delta | \bar{\mathbf{x}}, \mathbf{y}, \mathbf{z})p(\bar{\mathbf{x}}, \mathbf{y}, \mathbf{z})d\bar{\mathbf{x}}d\mathbf{y}$$
\[ = \int p(\varepsilon \mid \tilde{x}, z)p(\delta \mid y, z)p(\tilde{x}, y, z)d\tilde{x}dy \quad \text{By factorization} \]

\[ = \int p(\varepsilon \mid x, z)p(\delta \mid y, z)p(\tilde{x} \mid y, z)p(y \mid z)d\tilde{x}dy \quad \text{In } \mathcal{D}_{x,y,z} \quad \tilde{x} \perp y \mid z \]

\[ = \int p(\varepsilon, \tilde{x} \mid z)p(\delta, y \mid z)p(\tilde{x} \mid d)dv \]

\[ = p(\varepsilon \mid z)p(\delta \mid z)p(\tilde{x} \mid d)dv \]

Consequently, \( p(\varepsilon, \delta \mid z) = p(\delta \mid z)p(\delta \mid z) \leftrightarrow \varepsilon \perp \delta \mid z \). Here, if \( \delta \perp z \) and \( \varepsilon \perp z \), then

\[ \varepsilon \perp \delta \mid z \Rightarrow \varepsilon \perp (\delta, z) \Rightarrow \varepsilon \perp \delta \]

Thus, if \( \mathcal{X} \perp y \mid z \), as is the case in the computation of each of the null statistics \( p(\mathcal{D}_x^{(n)} \mid \emptyset) \), then for \( \delta, \varepsilon \sim \hat{g}(\delta, \varepsilon \mid \mathcal{X}, y, z) \), \( \delta \perp \varepsilon \).

**Test statistic under \( \mathcal{H}_1 \).** For the test statistic \( p(\mathcal{D}_x, \hat{\delta}) \) computed using the data \( \mathcal{D}_{x,y,z} \), \( \delta \) and \( \varepsilon \) must be dependent. Under \( \mathcal{H}_1 \), \( \mathcal{X} \not\perp y \mid z \), so the following sequence of implications must hold:

\[ \mathcal{X} \not\perp y \mid z \Rightarrow \hat{f}(\varepsilon, z) \not\perp \hat{g}(\delta, z) \mid z \Rightarrow \varepsilon \not\perp \delta \mid z \Rightarrow \varepsilon \not\perp \delta. \quad (11) \]

The first implication follows directly from **reconstruction**, the second holds because \( \varepsilon \) and \( \delta \) are the only sources of variance when \( z \) is fixed. This last implication is equivalent to the following statement, which we will subsequently prove:

\[ \delta \perp \varepsilon \Rightarrow \delta \perp \varepsilon \mid z. \]

First, note the following properties. Using **joint independence**, we show that the distribution \( p(\delta, z) \) factorizes, implying that \( \delta \) and \( z \) are marginally independent:

\[ p(\delta, z) = \int p(d, \delta, z)vd = \int p(d) p(z) = p(\delta) p(z), \quad (12) \]

\[ p(\varepsilon, z) = \int p(e, \varepsilon, z)vd = \int p(e) p(z) = p(\varepsilon) p(z). \quad (13) \]

Further, **joint independence** implies the following:

\[ \frac{p(\delta, d, z)}{p(d)} = \frac{p(\delta, d) p(z)}{p(d)} = p(\delta \mid d) p(z) = p(\delta \mid d) \quad \text{Since } z \perp d \text{ by definition} \quad (14) \]

\[ \frac{p(e, e, z)}{p(e)} = \frac{p(e, e) p(z)}{p(e)} = p(e \mid e) p(z) = p(e \mid e) p(z) \quad \text{Since } z \perp e \text{ by definition} \quad (15) \]

Next, note that **factorization** implies:

\[ p(e, \delta \mid z, e, d) = p(e, \delta \mid x, y, z, e, d) \quad \text{x and y are fully determined by } (z, d, e) \]

\[ = p(e, \delta \mid x, y, z) \quad \text{\( (e, \delta \) are functions of only } (x, y, z) \text{ and exogenous noise} \]

\[ = p(e \mid x, z) p(\delta \mid y, z) \quad \text{factorization assumption} \]

\[ = p(e \mid x, z, e) p(\delta \mid y, z, d) \quad \text{\( e, \delta \) are functions of } (x, z) \text{ and } (y, z) \text{ respectively and exogenous noise} \]

\[ = p(e \mid e, z) p(\delta \mid d, z) \quad x = f(e, z), y = g(d, z). \quad (16) \]

Using the above facts, we then show that \( p(e, \delta \mid z) = p(e, \delta) \):

\[ p(e, \delta \mid z) = \int p(e, \delta, e, d \mid z)vedd \quad \text{By marginalization} \]

\[ = \int p(e, \delta \mid z, e, d) p(e, d \mid z)vedd \]

\[ = \int p(e, \delta \mid z, e, d) p(e, d) vedd \quad \text{By definition of the data generating process} \]
\[
\begin{align*}
p(\epsilon, \delta) &= \int p(\epsilon, \delta \mid z, e) p(z, e, d) \, dz \, de \, dd \\
&= \int p(\epsilon \mid e) p(\delta \mid d) p(z, e, d) \, dz \, de \, dd \\
&= \int p(\epsilon \mid e) p(\delta \mid d) p(z, e, d) \, dz \, de \, dd \\
&= \int p(\epsilon \mid e) p(\delta \mid d) p(e, d \mid z) p(z) \, dz \, de \, dd \\
&= \int p(\epsilon \mid e) p(\delta \mid d) p(z, e, d) \, dz \, de \, dd
\end{align*}
\]

By marginalization

By eq. (16)

By eqs. (14) and (15)

Using all of the above facts, it follows that \( \delta \perp \epsilon \Rightarrow \delta \perp \epsilon \mid z \):

\[
p(\epsilon, \delta \mid z) = p(\epsilon, \delta) = p(\epsilon \mid \delta) p(\delta) \quad \text{Since } \delta \perp \epsilon
\]

\[
= p(\epsilon \mid z) p(\delta \mid z) \quad \text{By eqs. (12) and (13),}
\]

thus satisfying the sequence of implications in eq. (11).

We have thus far established that under \( \mathcal{H}_1 \), \( \delta \perp \epsilon \), but under \( \mathcal{H}_0 \), \( \delta \perp \epsilon \). Therefore, given a marginal independence test \( \psi(D_{\epsilon, \delta}, \alpha) : (\mathbb{R} \times \mathbb{R})^N \times [0, 1] \rightarrow \{0, 1\} \) that is known to achieve power greater than level \( \alpha \), using \( \psi \) with a dataset of samples from \( q(\epsilon, \delta \mid x, y, z) \) will result in a conditional test with power greater than \( \alpha \).

\( \square \)

### A.5 Proof of prop. 2

**Proposition 2.** Let \( \epsilon = F_{\epsilon | z}(x \mid z) \) and \( \delta = F_{\gamma | z}(y \mid z) \). For data generating processes where both \( F_{\epsilon | z}(\cdot \mid z) \) functions are invertible in the first argument and \( (\epsilon, \delta) \perp z \), DIET with the following mutual information-based marginal dependence measure \( \rho \) is the most powerful conditionally valid test:

\[
\rho(D_{\delta, \epsilon}) = \frac{1}{N} \sum_{i=1}^{N} \log \frac{p(\delta_i, \epsilon_i)}{p(\delta_i)p(\epsilon_i)}.
\]

**Proof.** Using the conditional cdfs \( F_{\epsilon | z}(x \mid z) \) and \( F_{\gamma | z}(y \mid z) \), define the following terms for convenience:

\[
\begin{align*}
\tilde{f}_z(x) &:= F_{\epsilon | z}(x \mid z) \\
\tilde{g}_z(y) &:= F_{\gamma | z}(y \mid z) \\
J &= \begin{bmatrix}
\frac{d}{dx} \tilde{f}_z(x) & \frac{d}{dz} \tilde{f}_z(x) \\
\frac{d}{dy} \tilde{g}_z(y) & \frac{d}{dz} \tilde{g}_z(y)
\end{bmatrix} \\
&= \begin{bmatrix}
\tilde{f}_z'(x) & 0 \\
0 & \tilde{g}_z'(y)
\end{bmatrix}.
\end{align*}
\]

The off-diagonals of \( J \) are 0 because \( \tilde{f}_z(x) \) is not a function of \( y \) and \( \tilde{g}_z(y) \) is not a function of \( x \). Then using change of variables, we can write:

\[
p(x, y \mid z) = p(\epsilon = \tilde{f}_z(x), \delta = \tilde{g}_z(y) \mid z) \cdot \det(J)
\]
\[
\begin{align*}
&q(\epsilon = f_z(x), \delta = g_z(y) \mid z) \cdot | f'_{z}(x) \cdot g'_{z}(y)| \\
&= q(\epsilon = f_z(x), \delta = g_z(y) \mid z) \cdot f'_z(x) \cdot g'_z(y) \\
&= q(\epsilon = f_z(x), \delta = g_z(y) \mid z) \cdot f'_z(x) \cdot g'_z(y).
\end{align*}
\]

The second last step follows because \( f_z \) and \( g_z \) are monotonically non-decreasing, meaning their derivatives with respect to \( x \) or \( y \) for a fixed \( z \) are non-negative. The absolute value of the product of two non-negative quantities is just the product of the two quantities. The last step uses the assumption that \( (\epsilon, \delta) \perp z \). Using similar reasoning,

\[
\begin{align*}
p(x \mid z) &= q(\epsilon = f_z(x) \mid z) \cdot f'_z(x) = q(\epsilon = f_z(x)) \cdot f'_z(x) \\
p(y \mid z) &= q(\delta = g_z(y) \mid z) \cdot g'_z(y) = q(\delta = g_z(y)) \cdot g'_z(y).
\end{align*}
\]

Using the above change of variable results, we can manipulate the likelihood ratio statistic that Katsevich and Ramdas (2020) prove is the conditionally most powerful test against point alternatives.

\[
\frac{1}{N} \sum_{i=1}^{N} \log \frac{p(y^{(i)} \mid x^{(i)}, z^{(i)})}{p(y^{(i)} \mid z^{(i)})} = \frac{1}{N} \sum_{i=1}^{N} \log \frac{p(x^{(i)}, y^{(i)} \mid z^{(i)})}{p(x^{(i)} \mid z^{(i)}) p(y^{(i)} \mid z^{(i)})} = \frac{1}{N} \sum_{i=1}^{N} \log \frac{q(\epsilon^{(i)}, \delta^{(i)} \mid x^{(i)}, y^{(i)}, z^{(i)})}{q(\epsilon^{(i)} \mid z^{(i)}) q(\delta^{(i)} \mid z^{(i)})}.
\]

Note that this final term on is exactly the mutual-information based marginal dependence measure in the statement of prop. 2. Therefore, the optimal DIET solution is the most powerful conditionally valid test against point alternatives.

\[\square\]

### A.6 DCRTs satisfies conditions in theorem 2 for additive data generating processes

Recall the conditions on \( \hat{q}(\epsilon, \delta \mid x, y, z) \) in theorem 2 required for a conditional independence test to have power greater than its size:

\[
\begin{align*}
\hat{q}(\epsilon, \delta \mid x, y, z) &= p(\epsilon \mid x, z)p(\delta \mid y, z), & \text{(factorization)} \\
\exists \hat{f}, \hat{g} \quad \text{s.t.} \quad x &\overset{\text{a.s.}}{\equiv} \hat{f}(\epsilon, z), \quad \text{and} \quad y &\overset{\text{a.s.}}{\equiv} \hat{g}(\delta, z), & \text{(reconstruction)} \\
(\epsilon, \delta) &\perp z & (\epsilon, \epsilon) &\perp z. & \text{(joint independence)}
\end{align*}
\]

We will show that the \( d_0 \)-CRT, which reduces a conditional test of independence to a marginal one, satisfies the conditions in theorem 2 under additive noise assumptions on the data generating process. The \( d_1 \)-CRT is not discussed here, as it does not reduce \( x \perp y \mid z \) to marginal test of independence between two univariate quantities \( \epsilon \perp \delta \).

Recall that the \( d_0 \)-CRT computes the marginal independence between:

\[
\epsilon = x - E[x \mid z] \quad \text{and} \quad \delta = y - E[y \mid z].
\]

Since \( \epsilon \) only depends on \( (x, z) \) and \( \delta \) only depends on \( (y, z) \), factorization is satisfied. Next, consider an additive generating process

\[
\begin{align*}
x &= \hat{f}(z) + \epsilon \\
y &= \hat{g}(z) + d,
\end{align*}
\]

where \( \epsilon, d \perp z \). Without loss of generality, \( \epsilon \) and \( d \) can have zero expectation. Under the assumption of additivity, \( x - E[x \mid z] = x - \hat{f}(z) = \epsilon \) and \( y - E[y \mid z] = y - \hat{g}(z) = d \). Therefore, computing \( \epsilon \) and \( \delta \) recovers \( \epsilon \) and \( d \) exactly.

Recovering \( \epsilon \) and \( d \) exactly also implies that reconstruction and joint independence are satisfied. This is because with knowledge of \( z \) and \( \epsilon \), \( x \) can be reconstructed exactly. The same holds for \( y \) with \( z \) and \( d \). The joint independence property holds trivially because \( \epsilon = \epsilon \) and \( \delta = d \), and \( \epsilon \) and \( d \) are independent of \( z \) by definition.

Thus, all three conditions in theorem 2 are satisfied by the \( d_0 \)-CRT under additivity.
B EXPERIMENTAL DETAILS

All experiments are run using a single Intel Xeon Platinum 8268 2.9GHz CPU and an NVIDIA RTX8000 GPU.

B.1 Training and hyperparameter details for DIET with MDNs

To fit the MDNs, we use the following network architecture to model each of $\hat{Q}_{\text{CDF}}(y | z; \theta)$ and $\hat{Q}_{\text{CDF}}(x | z; \eta)$. We give details about modelling $\hat{Q}_{\text{CDF}}(y | z; \theta)$, but the model for $\hat{Q}_{\text{CDF}}(x | z; \eta)$ is identical. The network consists of six consecutive fully-connected layers each followed by batch normalization and ReLU activation. For each input $z^{(i)}$, the neural network outputs mixture parameters $\pi_\theta$, mean parameters $\mu_\theta$, and variance parameters $\sigma_\theta$, each consisting of $K$ dimensions. Then, the log-likelihood of $y^{(i)} | z^{(i)}$ is computed as:

$$
\log \sum_{k=1}^K \pi_\theta^{(k)} N(y^{(i)}; \mu_\theta^{(k)}, \sigma_\theta^{(k)}).
$$

The training objective involves maximizing average of this quantity over all samples $(z^{(i)}, y^{(i)})$ in the dataset with respect to the parameters $\theta := \{ \pi_\theta, \mu_\theta, \sigma_\theta \}$. This is shown in eq. (3). Letting $\Phi$ be the CDF of a standard normal random variable, the empirical CDF implied by parameters $\theta$ evaluated at a point $(z^{(i)}, y^{(i)})$ is:

$$
\hat{Q}_{\text{CDF}}(y | z; \theta) = \sum_{k=1}^K \pi_\theta^{(k)} \Phi \left( \frac{y^{(i)} - \mu_\theta^{(k)}}{\sigma_\theta^{(k)}} \right).
$$

We employ the Adam (Kingma and Ba, 2014) optimizer with an initial learning rate of $1 \times 10^{-3}$. In our experiments, we fix $K = 10$. Our choice of marginal dependence statistic $\rho$ discretizes $\bar{c}$ and $\bar{d}$, then applies the adjusted mutual information estimator from Vinh et al. (2009).

B.2 Training and hyperparameter details for baseline CRTs

Test statistic for $d_0$-CRT. In this section, we review the full p-value computation for $d_0$-CRTs. We implement the Lasso-based models prescribed by Liu et al. (2020). This involves first fitting two regressions with $\ell_1$ regularization:

$$
\arg \min_{\theta} \sum_{i=1}^N (y^{(i)} - z^{(i)} \theta)^2 + \lambda_\theta ||\theta||_1, \quad \arg \min_{\eta} \sum_{i=1}^N (\tilde{x}^{(i)} - z^{(i)} \eta)^2 + \lambda_\eta ||\eta||_1.
$$

The regularization coefficients $\lambda_\theta$ and $\lambda_\eta$ are found using 5-fold cross-validation. The test statistics $T(D_{x,y,x})$ and $T(D_{x,y,z}^{(m)})$ are computed as follows:

$$
T(D_{x,y,x}) = \left( \sum_{i=1}^N (y^{(i)} - z^{(i)} \theta)(x^{(i)} - z^{(i)} \eta)^2 \right)^2 \sum_{i=1}^N (x^{(i)} - z^{(i)} \eta)^2
$$

$$
T(D_{x,y,z}^{(m)}) = \left( \sum_{i=1}^N (y^{(i)} - z^{(i)} \theta)(\tilde{x}^{(i,m)} - z^{(i)} \eta)^2 \right)^2 \sum_{i=1}^N (\tilde{x}^{(i,m)} - z^{(i)} \eta)^2.
$$

where $\tilde{x}^{(i,m)}$ is the $i$th sample of $\tilde{x}$ in $D_{x,y,z}$. Finally, the $p$-value for the $d_0$-CRT is computed as:

$$
\frac{1}{M + 1} \left( 1 + \sum_{m=1}^M \mathbb{I}(T(D_{x,y,x}) \leq T(D_{x,y,z}^{(m)})) \right).
$$

Test statistic for $d_1$-CRT. In this section, we review the full p-value computation for $d_1$-CRTs. We implement the method used in Liu et al. (2020). First, the following regressions are fit:

$$
\arg \min_{\theta} \sum_{i=1}^N (y^{(i)} - z^{(i)} \theta)^2 + \lambda_\theta ||\theta||_1, \quad \arg \min_{\eta} \sum_{i=1}^N (\tilde{x}^{(i)} - z^{(i)} \eta)^2 + \lambda_\eta ||\eta||_1.
$$
The regularization coefficients $\lambda_\theta$ and $\lambda_\eta$ are found using 5-fold cross-validation. The test statistic $T(D_{x,y,z})$ is computed in the following manner. First, the “top $k$” dimensions in $z$ are selected using a Lasso heuristic. Let the set of the top $k$ dimensions be called $S_k$. The dimensions of $z$ in $S_k$ are those with the highest corresponding $|\theta_j|$, where $\theta_j$ is the $j$th coordinate of $\theta$. The $d_1$-CRT then fits a model from $(x - d_x, d_y, z_{top(k)})$ to $y$. To explicitly involve first-order interactions, the $d_1$-CRT we implement includes interaction terms between $(x - d_x)$ and each $z_j \in z_{top(k)}$. Using these interaction terms, the following regression is fit:

$$\arg\min_{\beta, \{\beta_j\}_{j \in S_k}} \sum_{i=1}^N \left( (\hat{y}^{(i)} - z^{(i)} \theta) - \beta(x^{(i)} - z^{(i)} \eta) - \sum_{j \in S_k} \beta_j z_j^{(i)} (x^{(i)} - z^{(i)} \eta) \right)^2 + \lambda (|\beta| + \sum_{j} |\beta_j|).$$

The $l_1$ penalty coefficient $\lambda$ is chosen through cross validation from amongst $\{10^{-3}, 10^{-2}, 10^{-1}, 1, 10^1, 10^{-3}, 10^2, 10^3\}$. Finally, $T(D_{x,y,z}) := \beta^2 + \frac{1}{k} \sum_{j \in S_k} \beta_j^2$. This second regression is fit during each evaluation of the test statistic on dataset $D_{x,y,z}$.

The test statistic $T(D_{x,y,z}^{(m)})$ is computed identically, but with samples from $D_{x,y,z}^{(m)}$ instead. The $p$-value is computed in the same way as the $d_0$-CRT. Since the Lasso heuristic requires a choice of hyperparameter $k$, we use $k = 2 \log d_x$, where $d_x$ is the number of coordinates in $z$, as recommended by Liu et al. (2020).

**Test statistic for HRT.** In this section, we review the full $p$-value computation for the HRTs used in our experiments. We use the cross-validated HRT from Tansey et al. (2022), who show it achieves higher power than the standard HRT. First, the dataset $D_{x,y,z}$ is split in half into a train and test set: $D_{x,y,z}^{(train)}$ and $D_{x,y,z}^{(test)}$. The null datasets $\{D_{x,y,z}^{(m,\text{train})}\}_{m=1}^M$ are correspondingly split into sets $\{D_{x,y,z}^{(m,\text{train})}\}_{m=1}^M$ and $\{D_{x,y,z}^{(m,\text{test})}\}_{m=1}^M$. Then, the model $\hat{q}_{\text{model}}(y \mid x, z)$, a neural network in this case, is fit using $D_{x,y,z}^{(\text{train})}$. We use the same training setup as with the MDNs in DIET. $P$-values are then computed using only the test sets.

To compute $T(D_{x,y,z}^{(\text{test})})$, we let:

$$T(D_{x,y,z}^{(\text{test})}) = \frac{1}{N^2} \sum_{i=1}^N \sum_{j=1}^N \mathcal{L}(\hat{q}_{\text{model}}, y^{(i)}_{\text{test}}, x^{(i)}_{\text{test}}, z^{(i)}_{\text{test}}),$$

where $\mathcal{L}$ is a loss function evaluated using $\hat{q}_{\text{model}}$ and a sample from $D_{x,y,z}^{(\text{test})}$. When response $y$ is a continuous random variable:

$$\mathcal{L}(\hat{q}_{\text{model}}, y^{(i)}_{\text{test}}, x^{(i)}_{\text{test}}, z^{(i)}_{\text{test}}) = (y^{(i)} - \hat{y}^{(i)})^2,$$

where $\hat{y}^{(i)}$ is the predicted value of $\hat{q}_{\text{model}}(y \mid x = x^{(i)}_{\text{test}}, z = z^{(i)}_{\text{test}})$. If $y$ is discrete, the loss function is the log-probability of observing $y$ given $x$ and $z$:

$$\mathcal{L}(\hat{q}_{\text{model}}, y^{(i)}_{\text{test}}, x^{(i)}_{\text{test}}, z^{(i)}_{\text{test}}) = \log \hat{q}_{\text{model}}(y = y^{(i)}_{\text{test}} \mid x = x^{(i)}_{\text{test}}, z = z^{(i)}_{\text{test}}).$$

The null statistic $T(D_{x,y,z}^{(\text{test})})$ is computed in a similar way with the same $\hat{q}_{\text{model}}$.

Next, a $p$-value, $\hat{p}_1$, of the HRT is computed by

$$\frac{1}{M + 1} \left(1 + \sum_{m=1}^M 1_{\left(T(D_{x,y,z}^{(\text{test})}) \geq T(D_{x,y,z}^{(m,\text{test})})\right)}\right).$$

Finally, to compute a cross-validated $p$-value using the HRT, we repeat all the steps above to obtain another $p$-value $\hat{p}_2$, but exchanging the roles of the train and test sets. These two $p$-values $\hat{p}_1$ and $\hat{p}_2$ are combined by taking $\min(1, 2 \cdot \min(\hat{p}_1, \hat{p}_2))$.

**B.3 Variable selection experimental details**

In this section, we provide specific implementation details for our variable selection experiments. First recall the setup for these experiments. Given a set of $d$ covariates $x = \{x_1, \ldots, x_d\}$ and a response $y$, we test the conditional independence of each coordinate $x_j$ with $y$ having observed all other coordinates of $x_{-j}$. For simplicity, we focus on the CI test for only
a single coordinate $x_j$ in this section. The procedure for the other coordinates is identical. We refer to $x_j$ as $x$ and $x_{-j}$ as $z$.

Every CRT method assumes the ability to sample from $p(x \mid z)$ but in some of our experiments we do not allow access to this distribution. DIET with MDNs can directly model $p(x \mid z)$, so its approximation can be used to sample null datasets $\mathcal{D}_{x,y,z}$. However, neither the DCRTs nor the HRT have this facility. For these models, we use deep generative models to sample from $p(x \mid z)$ (Romano et al., 2020; Sudarshan et al., 2020; Jordon et al., 2018).

Romano et al. (2020) train a generative model $\hat{q}_{\text{Knockoff}}(\tilde{x}, \tilde{z} \mid x, z)$ from samples of $(x, z)$, which models $(\tilde{x}, \tilde{z}) \mid (x, z)$, where $\tilde{x}$ and $\tilde{z}$ are random variables that satisfy the following property:

$$[\tilde{x}, \tilde{z}, x, z] \overset{d}{=} [x, \tilde{z}, \tilde{x}, z] \overset{d}{=} [\tilde{x}, z, x, \tilde{z}] \overset{d}{=} [x, z, \tilde{x}, \tilde{z}].$$

The model $\hat{q}_{\text{Knockoff}}$ can then be used to generate a null dataset $\mathcal{D}_{x,y,z}$. The $i$th sample of $\tilde{x}$ in $\mathcal{D}_{x,y,z}$ is sampled by drawing $\tilde{x}^{(i)}$, $\tilde{z}^{(i)}$ from $\hat{q}_{\text{Knockoff}}(\tilde{x}, \tilde{z} \mid x = x^{(i)}, z = z^{(i)})$, then discarding $\tilde{z}^{(i)}$. Due to the swap property, the sample $\tilde{x}^{(i)} \mid z^{(i)} \overset{d}{=} x^{(i)} \mid z^{(i)}$, but is conditionally independent of $\nu^{(i)} \mid z^{(i)}$. This makes $\tilde{x}^{(i)}$ drawn from $\hat{q}_{\text{Knockoff}}$ a valid null sample when used in each Model-X method’s $p$-value computation. The null datasets $\{\mathcal{D}_{x,y,z}(m)\}_{m=1}^{M}$ can be drawn the same way.

It is critical to note that if type-I error is to be controlled using the conditions laid out by prop. 1, sample splitting is required. Since the proof of prop. 1 requires that the same function $W$ be applied to the sequence

$$W(\mathcal{D}_{x,y,z}), W(\mathcal{D}_{x,y,z}^{(1)}), \ldots, W(\mathcal{D}_{x,y,z}^{(M)}),$$

any estimator for $p(x \mid z)$ must fit using a separate dataset. As such, we split the dataset $\mathcal{D}_{x,y,z}$ into a train set $\mathcal{D}_{x,y,z}^{(\text{train})}$ and a test set $\mathcal{D}_{x,y,z}^{(\text{test})}$. We fit models for $p(x \mid z)$ and the HRT model $\hat{q}_{\text{model}}$ using the training set, then compute $p$-values using the test set.

### B.4 Synthetic CVS experiments setup

In this section, we provide exact simulation details for our synthetic CVS experiments.

The $x$ data is sampled as follows: $x \sim \sum_{k=1}^{4} \pi_k N(\mu_k \cdot 1, \Sigma_k)$ is a mixture of autoregressive Gaussians. Each $\Sigma_k$ is a 100-dimensional covariance matrix whose $(i, j)$th entry is $\rho_k^{(i,j)}$. We set $(\rho_1, \rho_2, \rho_3, \rho_4) = (0.7, 0.6, 0.5, 0.4)$, $(\pi_1, \pi_2, \pi_3, \pi_4) = (0.4, 0.3, 0.2, 0.1)$, and $(\mu_1, \mu_2, \mu_3, \mu_4) = (0, 20, 40, 60)$.

The response $y \mid x \sim N((x, \beta), 1)$, where $\beta$ is a coefficient vector. Each non-zero element of $\beta$ is drawn from $3 \cdot \text{Rademacher}(0.5)$; there are 20 non-zero elements chosen randomly in each run. These non-zero elements represent the important variables each method aims to recover.

### B.5 Semi-synthetic genetics experiments setup

In this section, we provide exact simulation details for our semi-synthetic genetics experiments.

To generate each dataset $\mathcal{D}_{x,y,z} \in \mathbb{R}^{963 \times 100}$, we first sample a set of genes 100 \{x_j\}_{j=1}^{100}$ from a set of 20K. Let $O$ be the running set of genes, and $S$ be the full set of 20K genes. The first gene $x_1$ is sampled uniformly from $S$ and added to $O$, and removed from $S$. For each $j > 1$, we apply the following procedure. A gene $x_k$ is drawn uniformly from $O$. The correlation between $x_j$ and each gene in $S$ is computed and the top 50 strongest correlated genes $F$ are selected. The gene $x_j \sim \text{Uniform}(F)$, and is added to $O$ and removed from $S$. This process is repeated until $S$ contains 100 genes.

To sample $y \mid x$, we apply the following procedure defined by Liang et al. (2018). The response has four main parts: two first order terms, a second order term, and a final nonlinearity term.

$$k \in [m/4]$$

$$\nu_k^{(1)}, \nu_k^{(2)} \sim N(1, 1)$$

$$\nu_k^{(3)}, \nu_k^{(4)}, \nu_k^{(5)}, \nu_k^{(6)} \sim N(2, 1)$$

$$y \mid x = \epsilon + \sum_{k=1}^{m/4} \nu_k^{(1)} x_{4k-3} + \nu_k^{(3)} x_{4k-2} + \nu_k^{(4)} x_{4k-3} x_{4k-2} + \nu_k^{(5)} \tanh(\nu_k^{(2)} x_{4k-1} + \nu_k^{(6)} x_{4k}).$$
Table 2: DIET with MDNs selects many medically relevant variables in the health records task, while omitting variables that provide similar but redundant information. This table shows which variables each method selects. We evaluate each CRT by comparing to variables found in well-cited medical articles: (a) (Petrilli et al., 2020), (b) (Sattar et al., 2020), (c) (Mei et al., 2020), (d) (Castro et al., 2020), (e) (Zhang et al., 2020), (f) (Zhong and Peng, 2021), (g) (Ruan et al., 2020), (h) (Zhou et al., 2020).

The variable \( m \) determines the number of important features. We set \( m \) to 20 in our experiments.

### B.6 Electronic health records experiment

See table 2 for a list of features.