Efficient modal analysis using compressive optical interferometry
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Abstract: Interferometry is routinely used for spectral or modal analysis of optical signals. By posing interferometric modal analysis as a sparse recovery problem, we show that compressive sampling helps exploit the sparsity of typical optical signals in modal space and reduces the number of required measurements. Instead of collecting evenly spaced interferometric samples at the Nyquist rate followed by a Fourier transform as is common practice, we show that random sampling at sub-Nyquist rates followed by a sparse reconstruction algorithm suffices. We demonstrate our approach, which we call compressive interferometry, numerically in the context of modal analysis of spatial beams using a generalized interferometric configuration. Compressive interferometry applies to widely used optical modal sets and is robust with respect to noise, thus holding promise to enhance real-time processing in optical imaging and communications.
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1. Introduction

Optical beams offer the potential for carrying a high-information content by exploiting the large-dimensional space spanned by its physical degrees of freedom (DoFs). The spatial DoF has attracted particular interest with recent advances in the synthesis and analysis of beams having complex spatial profiles [1]. Indeed, spatial multiplexing for high-speed communications in free space [2] and in multimode fibers [3] has brought to the fore the importance of accurate and rapid modal analysis in a desired basis [4], such as the that of orbital angular momentum (OAM) modes [5].

We recently proposed an interferometric procedure that allows – in principle – for an optical beam to be analyzed in terms of a complete and orthogonal – but otherwise arbitrary – modal basis [1, 6]. We call this approach henceforth ‘generalized interferometry’. Such a strategy exploits a two-path interferometer (such as a Mach-Zhender interferometer, MZI), but replaces the usual optical delay with a ‘generalized phase operator’ (GPO) – a unitary spatial transformation parameterized by a continuous real number that plays the role of a ‘generalized delay’ in modal space. The GPO is in fact an optical transformation whose eigenfunctions are the functional elements of the modal basis of interest. Indeed, the GPO generalizes to an arbitrary basis the notion of temporal delay. The GPO delay parameter in the generalized interferometer is swept, an interferogram is recorded, and its Fourier transform reveals the beam’s modal content. In the case of discrete modal bases, the GPO is a fractional optical transform; e.g., the fractional Fourier transform (fFT) [7, 8] or fractional Hankel transform (fHT) [9, 10] for Hermite-Gaussian (HG) or radial Laguerre-Gaussian (LG) modes, respectively. In practice, measurements are acquired by sampling the GPO delay – the order of the associated fractional transform – at the Nyquist rate to avoid aliasing in modal analysis. This requires collecting a large number of samples and implies more latency, which may be intolerable for delay-sensitive applications.

In this paper, we introduce a novel strategy we call compressive interferometry that exploits
the modal sparsity of typical optical beams – the small number of modes carrying significant energy out of the potentially accessible modes – to reduce the number of measurements required to determine the modal weights. Recent work has made use of compressive sensing (CS) approaches [11–17] for optical field estimation and imaging – and not modal analysis – by introducing a sequence of random masks in the field path [18–20]. Therein, compressive sensing is achieved by applying $M$ random masks (each with $N$ random pixel patterns) to emulate the random ensembles that are typically used in standard CS. In contrast, we exploit CS here in the context of ‘native’ optics hardware, namely two-path interferometry, with no need for extra hardware – for the purpose of modal analysis.

Instead of recording an interferogram sampled uniformly at the Nyquist rate, the number of required samples is significantly reduced by sub-Nyquist sampling of the interferogram at randomly chosen values of the GPO delay parameter and exploiting the linear CS model to harness the sparse representation of the beam in modal space. These randomly collected measurements are viewed as the result of operating with a random transformation – or restricted sensing matrix – on the sparse vector of modal weights. Unlike the sensing matrices typically studied in CS that are drawn from random ensembles [11], the sensing matrix here has only a few degrees of freedom constrained by the interferometer itself. Nevertheless, we show that the modal weights are recovered via a reconstruction algorithm such as Basis Pursuit (BP) [21].

The paper is organized as follows. Generalized interferometry for modal analysis in arbitrary basis is presented in Section 2. Modal analysis is then posed as a sparse recovery problem and our compressive interferometry approach is presented in Section 3. Section 4 provides representative numerical examples for the reconstruction of 1D and 2D optical beams in HG, LG, and OAM modal bases using the proposed approach.

2. Generalized interferometry

To set the stage for developing the concept of compressive interferometry, we first describe the reconstruction of a beam’s modal content using the modified MZI shown in Fig. 1(a) [1, 6]. In traditional two-path interferometry, an optical delay is swept to produce an interferogram whose Fourier transform yields the spectrum. In other words, a traditional interferometer is capable of analyzing an optical beam in terms of the temporal harmonics $e^{-i\omega t}$. We pose the following question: does the same general strategy apply to other modal bases, such as spatial modes? In that case, what optical device should replace the usual optical delay in order to implement a ‘delay’ in the space spanned by the modal basis of interest?

Consider a paraxial optical beam $E(x, y)$ in a given plane written as a linear superposition of the elements of orthonormal modal bases $\{\psi_n(x)\}_n$ and $\{\phi_m(y)\}_m$ with coefficients $c_{nm}$,

$$E(x, y) = \sum_{n=1}^{N_1} \sum_{m=1}^{N_2} c_{nm} \psi_n(x) \phi_m(y). \quad (1)$$

Here, the upper limits $N_1$ and $N_2$ are set by the optical system; e.g., the numerical aperture. Our goal is to analyze the input beam into the two modal bases $\{\psi_n(x)\}_n$ and $\{\phi_m(y)\}_m$ and identify the modal weights $c_{nm}$. To achieve this goal, we search for optical transformations that generalize the traditional role of the optical delay in a typical two-path interferometer.

It has been shown [1, 6] that this goal can be achieved in a generalized interferometer by replacing the optical delay with GPOs corresponding to the basis sets $\{\psi_n(x)\}_n$ and $\{\phi_m(y)\}_m$ having delay parameters $\alpha$ and $\beta$, respectively. The GPO associated with $\{\psi_n(x)\}_n$, for example, is the optical system implementing the unitary spatial transformation having $\{\psi_n(x)\}_n$ as its eigenfunctions,

$$\Lambda(x, x'; \alpha) = \sum_{n=1}^{N} e^{i\alpha n} \psi_n(x) \psi_n^*(x'), \quad (2)$$
which adds a phase $n\alpha$ to the $n^{th}$ mode; a second transformation is similarly constructed for \( \{ \phi_m(y) \}_m \). The impact of such a GPO on the associated modal basis is analogous to that of a traditional temporal delay on a time harmonic. A harmonic \( e^{-i\omega t} \) emerges from the delay without change – except for picking up a phase of the form \( e^{i\omega \tau} \), where $\tau$ is the delay value. Likewise, a mode $\psi_m(x)$ emerges from the GPO described by Eq. (2) with no change other than picking up a phase of the form $e^{in\alpha}$ with $\alpha$ now playing the role of the ‘delay’.

Fig. 1. (a) Generalized interferometer for a 2D beam with two GPOs ($\Lambda_1$ and $\Lambda_2$; delay parameters $\alpha$ and $\beta$, respectively) corresponding to two modal sets. (b) Graphical depiction of the matrix form of a generalized interferogram, Eq. (4): the interferogram is sampled at evenly spaced points and the number of measurements $M$ exceeds the ambient dimension $N$. (c) The linear CS model: $x$ is sparse, the interferogram is sampled at random points, and $M < N$.

The specific optical arrangement to implement a GPO is determined by the modal basis of interest. Several examples will help clarify this point. For example, if $\{ \psi_n(x) \}_n$ corresponds to HG modes along a Cartesian coordinate, then the associated GPO is the fractional Fourier transform (fFT). This can be seen immediately by realizing that HG modes of order $m$ are eigenfunctions of the fFT of order $\alpha$ (with $\alpha$ ranging from 0 to 4) with eigenvalue $e^{i\pi \frac{\alpha}{2} m}$ [1]. Alternatively, for radial LG modes in polar coordinates, the GPO in Eq. (2) is identified as the order-$\alpha$ fHT [6]. Furthermore, when considering OAM states of order $\ell$, the associated GPO corresponds to an angular rotation $\alpha$, which leaves an OAM mode unchanged except for a phase of the form $e^{i\ell \theta}$. In all these cases, the real, continuous parameter $\alpha$ – the order of the fractional transform – now plays the role of the temporal delay in a traditional interferometer.

The interferogram is given by

$$P(\alpha, \beta) = 1 + \sum_{n=1}^{N_1} \sum_{m=1}^{N_2} |c_{nm}|^2 \cos(n\alpha + m\beta),$$

and we recover the modal coefficients by taking a 2D Fourier transform (FT) of $P(\alpha, \beta)$. Note that this equation applies to all the different modal bases described above, and hence this strat-
egy of generalized interferometry can be considered ‘basis neutral’.

To cast this generalized interferometry scheme into the form of a linear sensing model [12], we write the interferogram in matrix form. Assume, for simplicity, a 1D modal basis with maximum dimension $N$ (known as the ambient dimension) and that $M$ measurement points are sampled along the interferogram, then the discretized components of Eq. (3) may be written in matrix form,

\[
\begin{bmatrix}
P(\alpha_1) - 1 \\
P(\alpha_2) - 1 \\
\vdots \\
P(\alpha_M) - 1
\end{bmatrix}
\begin{bmatrix}
\text{cos } \alpha_1 \\
\text{cos } \alpha_2 \\
\vdots \\
\text{cos } \alpha_M
\end{bmatrix}
= 
\begin{bmatrix}
|c_1|^2 \\
|c_2|^2 \\
\vdots \\
|c_N|^2
\end{bmatrix},
\]

(4)

where $\Phi_i$ is a row vector whose $n$-th element is $\text{cos } \alpha_n$, $n = 1, \ldots, N$. The mathematical model in Eq. (4) is depicted graphically in Fig. 1(b). The interferogram samples for two modal bases (2D beam profile) are

\[
P(\alpha_i, \beta_j) - 1 = \langle \Phi_{i,j}, x \rangle; \ i = 1, \ldots, M; \ j = 1, \ldots, M_2,
\]

(5)

where $\alpha_i$ and $\beta_j$ are the GPO parameters corresponding to the two spatial DoFs, the measurements are assembled in an $M \times 1$ vector $y$ ($M = M_1 \times M_2$), $x$ is an $N$-dimensional sparse modal-coefficient vector ($N = N_1 \times N_2$), and $\Phi_{i,j}$ is a $1 \times N$ row vector with elements $\text{cos}(n\alpha_i + m\beta_j)$, $n = 1, \ldots, N_1; m = 1, \ldots, N_2$, in the $M \times N$ sensing matrix $\Phi$. It is natural to ask whether one may recover the modal weights with fewer measurements when the beam is sparse in modal space [Fig. 1(c)].

3. Compressive sensing model for generalized interferometry

Sparse signals are often vectors in a high-dimensional space with only few non-zero elements – known as the support of the signal. A vector with at most $s$ non-zero elements is called ‘$s$-sparse’. The linear CS model shows that we can recover this sparse signal in a space of ambient dimension $N$ from only $M \ll N$ linear measurements – that is, at sub-Nyquist sampling rate [12, 14] – provided that the sensing matrix satisfies some sufficient conditions.

Generalized interferometry [Eq. (3)] is posed here as a linear measurement problem, $y = \hat{\Phi}x$ [Eq. (4)]. When the number of interferometric measurements $M$ is smaller than the ambient dimension $N$, i.e., $M \ll N$, modal analysis is equivalent to solving an under-determined system of linear equations, which is generally an ill-posed problem since it has less equations than unknowns. However, searching for a solution is feasible if the beam is sparse in modal space. In particular, we can search for the most sparse solution that minimizes the $\ell_0$-norm, $\|x\|_0$, of the modal-coefficient vector $x$, subject to the data constraint, i.e.,

\[
\min \|x\|_0 \text{ subject to } y = \hat{\Phi}x,
\]

(7)
where \(|x|_0\) is equal to the number of non-zero entries of \(x\) \([11]\). Nonetheless, the problem in Eq. (7) is generally NP-hard as it involves a combinatorial search over all \(s\)-sparse vectors. The complexity can be significantly reduced using a convex relaxation of Eq. (7)

\[
\min \|x\|_1 \quad \text{subject to} \quad y = \hat{\Phi}x,
\]

where \(|x|_1 = \sum_{n=1}^{N} |x_n|\) is the \(l_1\)-norm of \(x\), and \(x_n = |c_n|^2\), \(n = 1, \ldots, N\) are the energies of the different modes. This \(l_1\)-minimization, known as the Basis Pursuit (BP), can be reduced to a simpler Linear Programming (LP) problem, then solved using an appropriate technique such as the Primal-Dual Interior-Point Method for Convex Objectives (PDCO) \([22]\) adopted in this paper. Furthermore, the solution to the minimization in Eq. (8) recovers \(x\) exactly provided that \(x\) is sufficiently sparse, and that the sensing matrix \(\hat{\Phi}\) satisfies some sufficient conditions such as the Restricted Isometry Property (RIP) \([23]\). \(\hat{\Phi}\) is said to satisfy the RIP with isometry constant \(\delta_s > 0\) if

\[
(1 - \delta_s)\|x\|^2 \leq \|\hat{\Phi}x\|^2 \leq (1 + \delta_s)\|x\|^2, \quad s = 1, 2, \ldots,
\]

for all \(s\)-sparse vectors \(x\). This definition requires a low-rank matrix \(\hat{\Phi}\) to behave as a unitary matrix with respect to all \(s\)-sparse vectors. Although it is generally hard to verify if a given matrix satisfies the RIP, random matrices drawn from Gaussian ensembles satisfy the RIP with overwhelming probability when \(M \approx O(\sqrt{\log N})\) \([16]\). Following standard notation, we write \(f(x) = O(g(x))\) as \(x \to \infty\), if and only if there is a positive constant \(C\) and a number \(x_0\) such that \(|f(x)| \leq Cg(x)|\) for all \(x \geq x_0\).

Despite the fact that we cannot guarantee that the restricted sensing matrix \(\hat{\Phi}\) in Eq. (4) inherits the RIP, we conjecture that if \(x\) admits an \(s\)-sparse representation in an \(N\)-dimensional modal space, it may still be possible to reconstruct \(x\) from \(M \ll N\) interferogram samples. This conjecture is reasonable because \(\hat{\Phi}\) is generated through random GPO settings, and therefore is rich enough to capture the corresponding behavior of random ensembles. That is, by viewing modal analysis as a sparse recovery problem, sub-Nyquist sampling may provide enough information to successfully solve an under-determined system of linear equations and recover the modal content. We have validated our conjecture with the simulations provided below. We also note that, while BP is our algorithm of choice in this paper, other reconstruction algorithms such as Matching Pursuit (MP) \([24]\) and Subspace Pursuit \([25]\) could also be applied to recover the active modes using the proposed compressive interferometry approach.

To assess the robustness of the modal reconstruction and the impact of noise, we rewrite the compressive interferometry measurements as \(y = \hat{\Phi}x + n\), where \(n\) is an additive noise vector modeled as white Gaussian noise \(N(0, \sigma_n^2 I)\), \(\sigma_n^2 = (\|y\|^2/M) / 10^{\text{SNR}}\), and SNR denotes the signal-to-noise ratio in dB. In our case, it is unclear \textit{a priori} whether \(\hat{\Phi}\) will be favorable for reconstruction, e.g., satisfy the RIP, since some of the rows may not be linearly independent. In the presence of noise, this could degrade the performance of existing reconstruction algorithms that typically involve inversion of submatrices. To recover the independent rows of \(\hat{\Phi}\), we use a singular value decomposition (SVD) \(\hat{\Phi} = \hat{U}\hat{\Sigma}\hat{V}^T\), where \(\hat{U}\) and \(\hat{V}\) are unitary bases for the column and row spaces of \(\hat{\Phi}\), respectively, and \(\hat{\Sigma}\) is the diagonal matrix of singular values. Zero or small singular values indicate that \(\hat{\Phi}\) has dependent or nearly-dependent rows. Hence, we discard those measurements that correspond to the small singular values by thresholding the ratios of the singular values to the largest one. The threshold is chosen based on the noise level and the spread of the eigenvalues of the sensing matrix. Therefore, the compressive interferometry problem can be remodeled using a truncated SVD as, \(y' = \hat{U}_o^T y = \hat{\Sigma}_o\hat{V}^T x + n',\) where \(\hat{\Sigma}_o\), and \(\hat{U}_o\) denote the truncated versions of \(\hat{\Sigma}\), \(\hat{U}\), respectively, the superscript ‘\(T\)’ denotes transposition, and \(n'\) is additive Gaussian noise with the same distribution as \(n\). Our numerical results confirm that the errors in modal reconstruction are significantly reduced using this truncated SVD.
4. Sparse modal reconstruction

We now illustrate the performance of compressive interferometry in different examples. The modal-recovery error is defined as a scaled distance between the true modal-coefficient vector \( x \) and the recovered vector \( \tilde{x} \), \( \frac{||x - \tilde{x}||^2}{||x||^2} \). We reconstruct sparse beams from a reduced number of measurements using the BP algorithm [21] with the GPO delay samples (\( \alpha \) and \( \beta \)) randomly chosen from a uniform probability distribution \( U[-\pi, \pi] \). BP uses an \( \ell_1 \)-relaxation of the \( \ell_0 \)-norm to promote sparse solutions.

The numerical results show that when the GPO delays are chosen randomly, \( \tilde{\Phi} \) preserves most of the information required to recover \( x \) when \( M \ll N \) and a sparse reconstruction algorithm replaces the FT.

First consider the 1D beams \( E_1(x) \) and \( E_2(x) \) formed of superpositions of \( s = 4 \) HG modes selected out of \( N = 100 \) modes [Figs. 2(a)–2(d)]. Since the modal basis of interest is that of HG modes, the associated GPO is the fFT, and the order of the fFT plays the role of the GPO delay parameter. Using compressive interferometry in presence of noise (SNR = 10 dB), the recovery error is seen to drop sharply when \( M > 35 \) samples are randomly selected [Fig. 2(e)] whether the beam comprises low- or high-order modes. This reconstruction compares favorably with that obtained from the FT of an interferogram produced by the GPO-based setup in Fig. 1(a) sampled at the Nyquist rate (200 evenly spaced samples) as shown in Fig. 2(f) over a wide range of SNR.

Fig. 2. Reconstruction of 1D beams with \( N = 100 \). (a), (b) Superpositions of four HG modes with indices (1, 5, 7, 10) and (30, 40, 50, 60) produce 1D beams with intensity profiles (c) \( |E_1(x)|^2 \) and (d) \( |E_2(x)|^2 \), respectively. (e) The recovery error of compressive interferometry for the beams in (a) when SNR = 10 dB. (f) Comparing the performance of compressive interferometry, \( M = 35 \) for \( E_1(x) \), to that of the FT of an interferogram sampled at the Nyquist rate while varying SNR.
Reconstruction of 1D beams with \( N = 100 \). (a) Superpositions of four HG modes with indices \((1, 5, 7, 10)\) and unequal modal weights. (b) The beam intensity \( |E_1(x)|^2 \). (c) The recovery error of compressive interferometry for the beam in (a) when \( \text{SNR} = 10\,\text{dB} \) and \( 20\,\text{dB} \). The figure also shows the performance with and without SVD.

of SNR values. Compressive interferometry therefore substantially reduces \( M \) while remaining robust to additive noise. Figure 3 shows the performance of the proposed compressive approach for a setting with unequal modal weights. Using about \( M = 35 \) measurements is sufficient for modal reconstruction at \( \text{SNR}=10\,\text{dB} \) and \( 20\,\text{dB} \) as shown in Fig. 3 (c). Also, SVD is shown to improve the performance of modal reconstruction.

We next evaluate the performance of the proposed compressive interferometry approach with 2D beams. We use two different 2D modal bases: in Figs. 4(a) and 4(b) we examine beams \( E_3(x, y) \) and \( E_4(x, y) \) formed of superpositions of HG modes along Cartesian coordinates \( x \) and \( y \), while in Figs. 4(c) and 4(d) we consider beams \( E_5(r, \theta) \) and \( E_6(r, \theta) \) formed of superpositions of LG-OAM modes along the radial \( r \) and azimuthal \( \theta \) DoFs in a polar coordinate system. In the case of 2D beams, two separate GPOs are required, one for each dimension. For 2D HG modes, the two GPOs are two fFT systems, one for the \( x \) coordinate (with delay parameter \( \alpha_x \)) and the other for the \( y \) coordinate (with delay parameter \( \alpha_y \)). The interferogram \( P(\alpha_x, \alpha_y) \) is recorded by sweeping the values of \( \alpha_x \) and \( \alpha_y \) – at the Nyquist rate – and a 2D Fourier transform reveals the modal weights \( |c_{nm}|^2 \). For the case of radial LG and OAM modes in polar coordinates, the GPOs consist of a fHT for the radial coordinate and a angular rotation for the azimuthal coordinate, respectively. We proceed to examine the impact of the compressive sensing model on reducing the number of measurements required. In each example, we consider ambient dimensions \( N_1 = 10 \) and \( N_2 = 10 \) for each DoF. In each coordinate system, we consider a beam formed of low-order modes and one formed of high-order modes. In all cases (with \( \text{SNR} = 10\,\text{dB} \)), we find that \( M \approx 35 \) measurements are sufficient to reduce the reconstruction error.
We consider the tradeoff between the number of measurements $M$, the SNR, and the error performance in Figs. 4(e) and 4(f). Several general features emerge from our numerical results. First, in Fig. 4(e) we see that when a sufficient number of measurements are selected, the reconstruction error drops with increasing SNR ($M = 35, 40$). If the number of measurements is too small, however, then the reconstruction error is large and independent of SNR ($M = 10, 15$). Second, we observe a phase transition in the dependence of $M$ on SNR for a fixed reconstruction error [Fig. 4(f)]. That is, below a threshold value of $M$, the reconstruction is not satisfactory...
for any value of SNR. This is a feature of all CS approaches when an insufficient number of measurements are collected [13]. Finally, note that fractional transforms, such as the iFT, may be implemented using spatial light modulators [26] such that random sampling of the GPO delay is performed electronically and requires no moving parts.

5. Conclusion

In conclusion, we have presented a general procedure, compressive interferometry, based on the CS model applied to a specific interferometric arrangement, but formulated in such a way that it may be readily adapted to a variety of settings. We leverage the sparse representation of optical beams in modal space by posing spatial-mode analysis as a sparse recovery problem. This strategy requires sub-Nyquist-rate randomized measurements, is resistant to noise, and is applicable to a variety of modal sets – and thus holds potential to enhance real-time processing in optical imaging and communications.
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