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Abstract—Sparsity of user-to-item rating data becomes one of challenging issues in the recommender systems, which severely deteriorates the recommendation performance. Fortunately, context-aware recommender systems can alleviate the sparsity problem by making use of some auxiliary information, such as the information of both the users and items. In particular, the visual information of items, such as the movie poster, can be considered as the supplement for item description documents, which helps to obtain more item features. In this paper, we focus on movie recommender system and propose a probabilistic matrix factorization based recommendation scheme called visual recurrent convolutional matrix factorization (VRConvMF), which utilizes the textual and multi-level visual features extracted from the descriptive texts and posters respectively. We implement the proposed VRConvMF and conduct extensive experiments on three commonly used real world datasets to validate its effectiveness. The experimental results illustrate that the proposed VRConvMF outperforms the existing schemes.

Index Terms—Recommender system, matrix factorization, visual feature, recurrent convolutional neural network.

I. INTRODUCTION

The rapid development of the Internet of Things (IoTs) leads to the explosive growth of the number of items and users. Therefore, the sparseness of the user-to-item rating matrix in e-commerce becomes more and more serious, resulting in deteriorating the rating prediction precision of conventional collaborative filtering algorithms. For instance, in the commonly used MovieLens-10m dataset, the average number of movies rated per user is about 142, which is much smaller than 10681, the total number of movies. The rating matrix in this situation is extremely sparse. Thus, the mere known ratings are far from enough in predicting the unobserved ratings.

To improve the rating prediction accuracy, the researchers considered both the explicit feedback (such as ratings) and implicit feedbacks (such as some observable behaviors of users, i.e., duration and repetition) in the recommender system. Some auxiliary information such as users’ reviews and the category of items have also been considered as implicit feedback to improve the recommendation performance. Moreover, Wang et al. proposed to combine the probabilistic topic modeling and conventional collaborative filtering to provide an interpretable latent structure between the users and items. The deep learning algorithm has become another direction for the recommender system, since it can be used to obtain the deep representation of auxiliary information and improve the rating prediction accuracy. Wang et al. proposed a deep learning recommendation model, which adopted the stacked denoising auto-encoder (SDAE) based on probabilistic matrix factorization (PMF) to obtain the accurate deep representations. Furthermore, in order to obtain comprehensive features, some research works have utilized the deep learning algorithm in the fields of Natural Language Processing (NLP) and Computer Vision (CV) in the recommender systems. Especially, as for learning word embedding in the NLP field, Lai et al. proposed the recurrent convolutional neural network (RCNN), which can capture the entire context information.

Recently, Kim et al. proposed a convolutional matrix factorization model (ConvMF), in which the convolutional neural network (CNN) and PMF are integrated to extract the contextual information features of documents and solve the problem that CNN cannot be directly applied to recommendation. Moreover, Chen et al. proposed the deformable convolutional matrix factorization (DCNMF), which can capture more contextual information by adding offset layers in convolution layers to further improve the rating prediction accuracy. However, the aforementioned context-aware recommender systems can achieve limited performance improvement, since they just considered the textual information. Actually, the visual information is essential and primary in recognizing the world for the human beings. And the rich visual information of an item can well assist a user to determine whether he is interested in this item or not. For example, a vivid movie poster can help a user to judge whether he likes it or not, since it is difficult to obtain an intuitive and deep impression by just reading the description of the movie.

In this paper, we propose a PMF based movie recommendation scheme called visual recurrent convolutional matrix factorization (VRConvMF), which utilizes both the textual and multi-level visual features extracted from the descriptive texts and posters using RCNN and CNN respectively. Moreover, the confidence mechanism considering the user’s preference is adopted to optimize the loss function and improve the rating prediction accuracy. To validate the effectiveness of our proposed model, we investigate the impacts of different single-level visual features on the recommendation performance. We
validate the performance of the proposed VRConvMF on three different real-world datasets. The experiment results illustrate that the proposed VRConvMF significantly outperforms the existing models.

The main contributions of this paper are as follows:

- We propose the visual recurrent convolutional matrix factorization based recommender scheme called VRConvMF, which can extract the textual features and multi-level visual features to alleviate the sparsity problem of user-to-item rating data in the movie recommender system.
- We adopt the confidence mechanism in the loss function to improve the rating prediction accuracy.
- We implement the proposed VRConvMF model and conduct extensive experiments on three real-world datasets to validate its effectiveness.

The rest of this paper is organized as follows. Section II discusses related works of recommendation. Section III introduces matrix factorization method and briefly describes word embedding representation, convolutional neural network for text and confidence mechanism. Section IV introduces the proposed movie recommender system VRConvMF in details. Section V conducts the performance evaluation. Section VI summarizes this paper and outlines the future work.

II. RELATED WORK

In this section, we briefly discuss the collaborative filtering algorithm and the context-aware recommendations based on neural networks.

A. Collaborative Filtering

The collaborative filtering (CF) algorithm is to obtain the required recommendations by collaborative processing of the ratings given by a large number of users. Specifically, matrix factorization is one of the most commonly used methods in CF, which will be discussed in details in III-A. Since the observed ratings in user-to-item rating matrix are closely related to users’ preference for items, the basic idea of CF is to estimate missing ratings from observed ratings. Furthermore, CF can be roughly divided into two types, one is the user-based CF (UserCF), and the other is the item-based CF (ItemCF). Specifically, UserCF makes use of user ratings, which are similar to target user i’s preference, to predict user i’s recommendations. The similarity function is used to find similar users by calculating each line of the rating matrix. While ItemCF is used to calculate the item set S, which is similar to item j. Then the ItemCF can predict whether user i appreciates item j or not based on user i’s ratings to other items in S. It is easy to implement the traditional CF and the recommendations generated by CF are highly interpretable. However, CF is not suitable for the sparse rating matrix since it is difficult to find similar users or items. Therefore, alleviating the sparsity of the rating matrix is significant to improve the performance of collaborative filtering based recommendation.

B. Context-aware Recommendations

Recently, deep learning methods based on neural networks (such as recurrent neural networks (RNN), CNN and their derivative networks) have been widely applied to recommender systems [21] [22] [23]. Specifically, RNN are often used to process textual information, while CNN are more commonly used to process image information. Recommender systems can obtain the deep-level representation of various data types by using deep learning methods [24]. These deep-level representations are able to obtain the essential characteristics of items and users [25].

Context-aware recommendations utilize the contextual information to improve the rating prediction accuracy of recommender systems. Generally speaking, contextual information is extracted from attributes of items and user comments. A lot of additional information (such as time stamps [26], locations [27] and social networks [28]) can be used as contextual information for recommender systems. These contextual information is interdependent or independent. Many works considered contextual information such as social networks [29], user comment texts [30] and description of items [15] to improve the recommendation performance so far. Accordingly, as for recommender systems with specific tasks, the contextual information is different. For instance, music recommendation utilized some specific information, such as acoustic features to improve the performance of recommendation with sequence of songs [31] [32]. Furthermore, contextual information such as singer information, date of publish and the style of the song are applied in music recommendation to solve the cold-start problem [33]. As for movie recommendation, contextual information contains a wealth of attributes such as actor, director, genre, poster, trailer and descriptive text. Zhao et al. [19] presented movie recommendation model using visual features extracted from picture data. Moreover, Fan et al. [34] extracted visual features from trailers [35] directly using Youtube-8M dataset [36]. Compared to all of the above forms of contexts, there are relatively few of works considering the fusion of multiple features (such as textual features and visual features) to recommender systems.

III. PRELIMINARY

A. Matrix Factorization

Matrix factorization (MF) is one of the collaborative filtering algorithms in the application of recommendation [3] [37]. The purpose of MF is to predict missing ratings by using observed ratings. In the traditional MF, it is supposed that there are m users, n items and a user-to-item rating matrix \( \mathbf{R} \in \mathbb{R}^{m \times n} \). Each row represents a user and each column represents an item. Each element \( r_{ij} \) in \( \mathbf{R} \) represents the rating of user \( i \) (1≤i≤m) on item \( j \) (1≤j≤n). Typically, ratings are divided into several levels (i.e., from 1 to 5), where higher values mean stronger preference. If user \( i \) did not rate movie \( j \), let \( r_{ij} = 0 \). The k-dimensional latent models of users and latent models of items are represented as the user-factor matrix \( \mathbf{U} \in \mathbb{R}^{k \times m} \) and the item-factor matrix \( \mathbf{V} \in \mathbb{R}^{k \times n} \) respectively. Accordingly, the \( i^{th} \) user and \( j^{th} \) item are denoted as \( u_i \) and \( v_j \) respectively. Each rating \( r_{ij} \) of user \( i \) on item \( j \) can be approximated by inner
product of corresponding latent models of user $i$ and item $j$: $r_{ij} \approx \hat{r}_{ij} = u^T_i v_j$. Generally, training latent models tends to minimize the sum of squared errors between the actual rating $r_{ij}$ and the predictive rating $\hat{r}_{ij}$, and $L_2$ regularization term is applied to avoid the over-fitting problem. The loss function $\mathcal{L}$ can be expressed as:

$$\mathcal{L} = \sum_{i,j} I_{ij}(r_{ij} - u^T_i v_j)^2 + \lambda_u \sum_{i} \|u_i\|^2 + \lambda_v \sum_{j} \|v_j\|^2,$$

where $I_{ij}$ is the index function which is shown as follows.

$$I_{ij} = \begin{cases} 1, & \text{if user } i \text{ rated item } j, \\ 0, & \text{elsewhere.} \end{cases}$$

B. Word Embedding Representation

Word embedding is the first step in deep learning methods for natural language processing. Global-Vector (GloVe) [18] is one of the models that can convert natural language into machine language. GloVe model can learn textual information according to the full text, and can obtain word embedding vectors, which are represented by dense numeric matrices. The obtained word embedding vectors are able to capture the semantic properties between different words (such as similarity and analogy). The semantic similarity between two words can be measured via calculation based on the word embedding vectors (such as Euclidean distance or cosine similarity). GloVe model can be approximately divided into three parts. The first part is to build a co-occurrence matrix $\mathbf{C}_o$ according to the corpus, each element $co_{ij}$ in $\mathbf{C}_o$ represents the number of times that word $i$ and its context word $j$ coexist in a context window with a specific size. Instead of using natural numbers, the decreasing weighting function $\text{decay} = 1/d$ is applied to count the number of word co-occurrences in GloVe model. Specifically, $d$ denotes the distance between the context windows of two words. Obviously, in the total count, the further the distance between two words is, the smaller the corresponding value of $\text{decay}$ will be. The second part is to build the approximate relationship of word embedding vectors and co-occurrence matrix as Eq. (2):

$$w_i^T \bar{w}_j + b_i + \bar{b}_j \approx \log(co_{ij}),$$

where $w_i^T$ and $\bar{w}_j$ represent the word embedding vectors, $b_i$ and $\bar{b}_j$ denote the bias terms of the word embedding vectors $w_i$ and $\bar{w}_j$ respectively. While the third part is to build the loss function as Eq. (3):

$$J = \sum_{i,j} f(co_{ij})(w_i^T \bar{w}_j + b_i + \bar{b}_j - \log(co_{ij}))^2,$$

where,

$$f(x) = \begin{cases} x/x_{\text{max}}, & \text{if } x < x_{\text{max}}, \\ 1, & \text{elsewhere.} \end{cases}$$

In the GloVe model, the adagrad method is utilized to optimize the parameters in loss function $J$ to obtain the word vector $w$ that is closest to the non-zero elements in the co-occurrence matrix $\mathbf{C}_o$. The application of the co-occurrence matrix can easily obtain the full-text contextual information by changing different context window sizes.

C. Convolutional Neural Network for Text

1) Embedding Layer: The embedding layer is the first step to input natural language into mathematical models. We refer to each text as a sequence of words and transform all the sequences of words into a dense numeric matrix. In detail, all of the words are converted to vectors by pre-trained word embedding model (such as Word2Vec [38] and GloVe), then cascade all of the word vectors to represent textual documents mathematically. The descriptive texts or users’ reviews of movie $j$ are expressed as:

$$X_j = [\ldots w_{j-1} \oplus w_j \oplus w_{j+1} \ldots]^T_{pq},$$

where $p$ is the dimension of each word embedding vector, $q$ is the length of descriptive texts of movies, and $\oplus$ represents cascade operation. Specifically, we use attributes of movies for MovieLens dataset and utilize users’ reviews as descriptive texts for AIV dataset.

2) Convolutional Layer: A conventional convolution operation in sentence classification involves filters with the $j^{th}$ shared weight $W_j = \mathbb{R}^{h \times p}$, where $h$ is the convolutional window size. Specifically, a CNN with a small convolutional window size results in losing some far distance contextual information, while a large convolutional window size can capture more contextual information, however, this situation will lead to data sparsity. A textual feature $c_j = g(W_j \circ w_{i+h-1} + b_j)$ is obtained by using convolution operation, where $\circ$ represents convolution operator, $i$ represents the $i^{th}$ word embedding, $b_j$ is the bias term for $W_j$, and $g(\cdot)$ is a non-linear activation function such as sigmoid, hyperbolic tangent and rectified linear unit ReLU. Then, all of the filters with different window sizes are applied to traverse each word vector of the entire text $[w_{1:h}, w_{2:h+1}, \ldots, w_{q-h+1}]$. A contextual feature vector of a textual document is given by:

$$C_t = [c_1, c_2, \ldots, c_{q-h+1}],$$

where $C_t$ refers to the textual feature of the $i^{th}$ document extracted by convolution operator. Moreover, the multiple shared weights are used to capture the multiple textual features.

3) Pooling Layer: The pooling layer is applied to further extract the textual features of the convolutional layer in Eq. (5).
Max pooling operation is applied over the feature map to reduce the dimension of the textual feature vector to a fixed length $n_r$ as follows:

$$D = [\text{max}(C_1), \text{max}(C_2), \ldots, \text{max}(C_n)].$$

(6)

4) Projection Layer: $D$ is projected in Eq. (6) on a $k$ - dimensional space of item latent models for V ConvMF model. The final textual feature is obtained by using conventional nonlinear projection as follows:

$$\Phi = \tanh \{W_{fc1}[\tanh(W_{fc2}D + b_{fc1})] + b_{fc2}\},$$

(7)

where $W_{fc1} \in \mathbb{R}^{k \times d}$ and $W_{fc2} \in \mathbb{R}^{k \times k}$ are the weights of fully connected layers, and $x$ is the number of hidden layer nodes for fully connected layer. The framework of convolutional neural network for text is shown in Fig. 1.

D. Confidence Mechanism

In this section, the confidence levels of expressing preferences between different users’ ratings are considered. Specifically, extreme ratings (such as 1 and 5) are more reliable than moderate ratings (such as 2, 3 and 4). Therefore, the confidence value $c_{ij}$ of each rating is adopted to revise the loss function. The confidence mechanism is used to assign higher values for more effective ratings. The specific confidence factor expression is as follows:

$$c_{ij} = 1 + \alpha \cdot f(r_{ij} - \frac{r_{\text{max}}}{2}),$$

(8)

where $\alpha$ is a hyper-parameter to control the value of the confidence factor $c_{ij}$, $f(\cdot)$ is a distance function (such as the absolute function or square function), and $r_{\text{max}}$ is the maximum of ratings. Obviously, $r_{\text{max}} = 5$.

IV. THE MOVIE RECOMMENDATIONS

A. Textual Feature Extraction in Movies

The RCNN model, which is designed for text classification [20], is adopted for the textual feature extraction in the proposed V ConvMF. The extracted features are used as a part of the mean of gaussian distribution in the item latent models. In order to obtain more complete contextual information of the text, the recurrent structures are integrated into convolutional layers to further improve the quality of word representations. In this paper we propose the recurrent convolutional matrix factorization called R ConvMF, which can take advantages of both the RCNN and PMF. In RCNN models, the word representations combine the word and its context together to understand the word more comprehensively. It is supposed that $ct_l(w_i)$ represents the left context of word $w_i$ and $ct_r(w_i)$ represents the right context of word $w_i$. The left and right contexts of word $w_i$ are defined as:

$$ct_l(w_i) = f\left(W^{(l)}ct_l(w_{i-1}) + W^{(d)}e(w_{i-1})\right),$$

(9)

$$ct_r(w_i) = f\left(W^{(r)}ct_r(w_{i+1}) + W^{(r)}e(w_{i+1})\right),$$

(10)

where $e(w_i)$ denotes the word embedding of word $w_i$, $W^{(l)}$ and $W^{(r)}$ denote the matrices, which combine all the left and the right context hidden layers respectively, $W^{(d)}$ and $W^{(r)}$ denote the matrices, which are used to combine the semantic of current word with the left and right contexts of next word respectively. $f(\cdot)$ is a nonlinear activation function, i.e., ReLU. Under this model, the word representation $x_i$ of the word $w_i$ is denoted as follows:

$$x_i = \left[ct_l(w_i), e(w_i), ct_r(w_i)\right].$$

(11)

Obviously, $ct_l(w_i)$ and $ct_r(w_i)$ represent all the left and right contextual information of word $w_i$ respectively, and different context window sizes are used to capture different contextual information in order to investigate the performance of RCNN model. For instance, the word representation of $w_i$ is represented by $[x(w_{i-2}); x(w_{i-1}); x(w_i); x(w_{i+1}); x(w_{i+2})]$ when the context window size is 5. Furthermore, an activation function, i.e., $\tanh$, is applied to transform $x_i$ into $x_i^{(2)}$ as follows:

$$x_i^{(2)} = \tanh(W^{(2)}x_i + b^{(2)}).$$

(12)

Max-pooling layer is applied after all word representations are obtained, and max-pooling operation is able to capture the most significant factors of the whole text. The further textual features can be obtained as follows:

$$x^{(3)} = \max_{\mu \in \{1,2,3\}} x_i^{(2)}.\tag{13}$$

Then, the conventional linear function is applied in neural networks to project the output from pooling layer on $k$ - dimensional space of item latent models. The final textual feature of descriptive text of movie $j$ is obtained as follows:

$$v_j = W^{(d)}x^{(3)} + b^{(d)}.\tag{14}$$

For textual feature extraction, the RCNN architecture can be expressed as $\varphi_j = \text{rcnn}(W, X_j)$, where $W$ denotes all of the weights and biases, and $\varphi_j$ denotes the textual latent vector of movie $j$.

B. VGG of Visual Feature Extraction

VGG is a kind of CNN with a deep structure designed by Visual Geometry Group. VGG can fully extract the features of each picture [39]. Generally speaking, high-level visual features focus more on semantic information while less on details. Low-level visual features contain more detailed information while they are related to background confusion and semantic ambiguity [40]. Specifically, the VGG19 model is utilized to extract visual features, which contains 19 weight layers, i.e., 16 convolutional layers and 3 fully connected layers. Moreover, the size of all of the convolution kernels is $3 \times 3$, which can get the pixel values of adjacent positions with the minimum size. In addition, all of the max-pooling operators are performed with $2 \times 2$ pixel windows. All of the hidden layers in VGG19 are equipped with ReLU, a non-linearity activation function. The specific architecture of VGG19 is shown in Fig. 2. We can extract visual features at different depth levels from several specific layers. Different single-level visual features are obtained from different depth pooling layers respectively. The feature cross technology is applied to cascading the multi-level information. Specifically,
different depth visual features of each image are cascaded as the multi-level visual feature. For visual feature extraction, the VGG19 model is summarized as follows: \( \phi_j = \text{vgg}(W, Y_j) \), where \( Y_j \) denotes the image of item \( j \) (including posters and still frames), and \( \phi_j \) denotes visual features of movie \( j \).

C. Probabilistic Model of RConMF

The probabilistic model of RConMF can take full advantage of both item description documents and ratings by bridging RCNN and PMF. The conditional distribution over observed ratings is as follows:

\[
p(R|U, V, \sigma^2) = \prod_{i=1}^{m} \prod_{j=1}^{n} \left[ N(r_{ij}|u_i^\top v_j, \sigma^2) \right]^{l_{ij}},
\]

where \( N(x|\mu, \sigma^2) \) is the probability density function of the gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \), and \( l_{ij} \) is the index function, which has been mentioned in Section III-A. Then, zero-mean spherical gaussian prior with variance \( \sigma^2_u \) is placed on user feature vectors:

\[
p(U|\sigma^2_u) = \prod_{i=1}^{m} \left[ N(u_i|0, \sigma^2_u I) \right].
\]

Accordingly, in conventional PMF, item feature vectors with zero-mean spherical gaussian priors are represented by \( p(V|\sigma^2_V) = \prod_{i=1}^{n} N(v_j|0, \sigma^2_V I) \). Moreover, in probabilistic model of RConMF, the key idea of connecting the PMF and RCNN is to use a document latent vector obtained from the RCNN model as the mean of gaussian distribution, and gaussian noise of the item as the variance of gaussian distribution. Accordingly, \( v_j \) is changed into \( v_j = r\text{cnn}(W, X_j) + \epsilon_j \), where \( \epsilon_j \sim N(0, \sigma^2_V I) \). The conditional distribution over item latent models is given by:

\[
p(V|W, X, \sigma^2_V) = \prod_{j=1}^{n} \left[ N(v_j|r\text{cnn}(W, X_j), \sigma^2_V I) \right],
\]

where \( X \) is the set of descriptive texts of items (such as description of movies and user reviews), and \( X_j \) represents the description of movie \( j \). For the weight \( w \) in \( W \), which exists in RCNN, we place zero-mean spherical gaussian prior:

\[
p(W|\sigma^2_W) = \prod_{k} N(w_k|0, \sigma^2_W).
\]

D. VRConMF Model

In this Section, the proposed model will be further explained. In Sections IV-A and IV-B the extractions of the textual features and visual features are introduced respectively. Then the above two features are merged by using the following method and integrate recurrent neural network and convolutional network as textual feature extraction. Then we separately cascade the textual features and the corresponding visual features of movies as the comprehensive features and project the comprehensive features through projection layer to specific dimensions.

Accordingly, as for conditional distribution over item feature vectors, we intensify them on the basis of traditional PMF by:

\[
p(V|W', X, Y, \sigma^2_V) = \prod_{j=1}^{n} \left[ N(v_j|\mu_j, \sigma^2_V I) \right],
\]

where \( \mu_j = \text{dense}(\text{cascade}(\phi_j, \phi_j)) \). \( W' \) represents the weights and biases of VGG, RCNN and dense layer, and \( Y \) is the set of images of movies. Then, the item latent factor \( v_j \) can be expressed as follows:

\[
v_j = \text{dense}(\text{cascade}(\phi_j, \phi_j)) + \epsilon_j,
\]

where \( \epsilon_j \sim N(0, \sigma^2_V I) \), and the \textit{cascade} refers to concatenating the textual features obtained from the RCNN model and the visual features obtained from the VGG network. Then, the features from two different vector spaces can be fused as the comprehensive features. Finally, the obtained \( v_j \) is adopted in PMF. The framework of the proposed VRConMF is shown in Fig.3. We adopt the Maximum A Posteriori (MAP) estimation to optimize the variables, weights and biases as follows:
\[
\max_{U,V,W} \log p(U,V,W | R,X,Y,\sigma^2,\sigma^2_U,\sigma^2_V,\sigma^2_W) \\
= \max_{U,V,W} \left[ \log p(R|U,V,\sigma^2) \log p(U|\sigma^2_U) \log p(V|X,Y,\sigma^2_V) \log p(W|\sigma^2_W) \right].
\]

(20)

The confidence mechanism is adopted in loss function, and the negative logarithm of the posterior distribution over the user features and movie features in Eq. (20) is given by:

\[
L(U,V,W) = \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} \left[ I_{ij} (u_i^T v_j)^2 + \lambda_U \sum_{j=1}^{n} ||u_i||_2 \right] + \lambda_V \sum_{j=1}^{n} ||v_j - \mu_j||_2 + \lambda_W \sum_{k=1}^{n} ||w_{ik}||_2,
\]

(21)

where \( \lambda_U = \sigma^2/\sigma^2_U, \lambda_V = \sigma^2/\sigma^2_V, \lambda_W = \sigma^2/\sigma^2_W. \)

For the optimization process, the coordinate descent method is adopted to iteratively optimize the latent variable while fixing remaining variables. Specifically, coordinate descent method performs a one-dimensional search along the coordinate direction at the current point to find the minimum of loss function. In addition, the optimal solution of \( U \) and \( V \) can be calculated by the loss function \( L \) with respect to \( u_i \) and \( v_j \) respectively as follows:

\[
u_i \leftarrow \left( V^T V + \lambda_U I_n \right)^{-1} V R_i, \]

(22)

\[
v_j \leftarrow \left( U^T U + \lambda_V I_n \right)^{-1} (U R_j + \lambda_V \mu_j), \]

(23)

where \( I_n \) is a diagonal matrix with \( I_{ij}, j = 1,...,n \) as its diagonal elements. And \( R_i \) is a vector for user \( i \) with \( (r_{ij})^T \). For movie \( j, I_j \), and \( R_j \) are similarly defined as \( I_i \) and \( R_i \) respectively. The back-propagation algorithm is applied to optimize \( W \). In the whole optimization process, the unobserved rating of user \( i \) on movie \( j \) can be predicted as:

\[
\hat{r}_{ij} = E[r_{ij} | u_i^T v_j, \sigma^2] = u_i^T v_j = u_i^T (\mu_j + \epsilon_j).
\]

V. EXPERIMENTS

A. Experimental Settings

1) Datasets: We validate the proposed VConvMF on three different real-world datasets including MovieLens-1m, MovieLens-10m and Amazon Instant Video. In the following parts of this paper, the three datasets are abbreviated as ML-1m, ML-10m and AIV respectively.

- **ML-1m**: It is a movie rating dataset which includes the user ratings (each of which is in terms of a value from 1 to 5), metadata of movies (Movie ID, title and genres) and user attribute information (User ID, gender, age and occupations), etc. Specifically, it contains 6040 users, 3883 movies and 1000209 ratings. It is called 1m because the dataset contains 1M rating data.

- **ML-10m**: Similar to ML-1m, it is also a dataset which is provided by MovieLens website. The dataset contains 71567 users, 10681 movies and 10000054 ratings specifically. And the movies can be classified into 19 categories according to our statistics.

- **AIV**: The Amazon rating dataset contains the user ratings and the metadata of movies from Amazon website. It contains 29757 users, 15149 items and 135188 ratings. According to statistics, there are 21 categories for all the movies.

Specifically, ML-1m and ML-10m were obtained from MovieLens\(^\dagger\) and the AIV was obtained from Amazon website of video\(^\dagger\). Due to the lack of corresponding auxiliary information, specifically, we utilize web crawler technique to crawl movie description documents for MovieLens datasets, users’ reviews for AIV dataset, and movie posters or still frames on IMDb\(^\dagger\), Netflix\(^\dagger\) and Douban\(^\dagger\) websites for all of the datasets. Before feeding the proposed VConvMF, auxiliary information is preprocessed for all of the datasets as follows: 1) for the movies without posters, choose the still frames which are extracted from trailers; 2) remove the movies without any text or image information. The sparsity of the three datasets is shown in TABLE I, which illustrates that the sparsity problem of each dataset is extremely serious.

For the textual feature extraction, similar to [17], we preprocess descriptive texts of movies for all of the datasets as follows: 1) set maximum length of raw text to 400; 2) remove stop words; 3) select top 6000 distinct words as a vocabulary and remove the other words from raw documents. For the visual feature extraction: 1) resize all of the RGB images with the size of \( (182 \times 268 \times 3) \); 2) utilize min – max scaling normalization to get feature maps; 3) perform Histogram Equalization to enhance the quality of posters since a few of movies were released in the early time, the posters of which are not sharp enough.

2) Model Settings: The dimension of user latent vectors and item latent vectors (\( U \) and \( V \)) are both set to 50 (as reported in [15]) and we initialize \( U \) and \( V \) randomly in the range of \((0,1)\). We implement the proposed VConvMF and VConvMF by using Python and Keras library with Theano backend. The hardware is Nvidia1080Ti GPU on Linux Ubuntu platform. The dropout method is used to avoid over-fitting and the dropout rate is set to 0.3 during the training of the RCNN and CNN models.

* http://files.grouplens.org/datasets/movielens/
* http://jmcauley.ucsd.edu/data/amazon/
* http://www.imdb.com/
* http://www.netflix.com/
* https://movie.douban.com/

| Datasets | Users | Movies | Ratings | Sparsity |
|----------|-------|--------|---------|----------|
| ML-1m    | 6040  | 3883   | 1000209 | 95.73%   |
| ML-10m   | 71567 | 10681  | 10000054| 98.69%   |
| AIV      | 29757 | 15149  | 135188  | 99.97%   |
The specific settings and implementations of models are as follows:

- **VConvMF**: 1) for the pre-trained word embedding model, we use **GloVe**, and initialize word vectors randomly through the optimization process; 2) various convolutional window sizes (3, 4, 5) with 100 feature maps are used to obtain different contextual information; 3) mini-batch size is set to 128.

- **VRConvMF**: 1) the pre-trained **GloVe** model is also used as our word embedding model to speed up the training process; 2) the size of word embedding and context window, i.e., $|e|$ and $|c|$, and $\beta$ are set to 200, 50 and 0.75 respectively, 3) the hidden layer size $h$ is set to 100.

As for visual feature extraction, firstly, imagenet dataset is applied to pre-training VGG19 network. Then, we utilize the weights of the pre-trained VGG19 network as initial weights so that the network can be converged in a short time and improve the performance of visual feature extraction. Similar to [39], batch size, momentum and dropout rate are set to 256, 0.9 and 0.5 respectively. Different from traditional VGG19 network, none of fully connected layers is used when extracting visual features. VGG19 network contains 5 max-pooling layers from shallow to deep. The last 4 max-pooling layer feature maps are taken after pooling operation. Global average pooling method is applied to reduce the multi-dimensional feature maps to one-dimensional vectors. The specific dimensions are $(1 \times 1 \times 128), (1 \times 1 \times 256), (1 \times 1 \times 512), (1 \times 1 \times 512)$ for the second, third, forth, and fifth max-pooling layers respectively. We cascade each part of these four layers with the obtained textual feature vector. Obviously, the comprehensive feature for each movie $j$ consists of textual feature and visual feature.

Finally, the comprehensive feature vectors are put into the projection layer, fix their dimension to 50, and choose the user latent vectors with the same dimension. For the confidence factor, $\alpha$ is set to 0.3 in Eq. (8). The **Grid Search** method is utilized to find the best performing values of hyper-parameter $(\lambda_U, \lambda_V)$ of each model and the results are summarized in TABLE [II]. Specifically, the detailed parameter optimization experiment processes of the proposed VRConvMF model are shown in Fig. 4. Since the UserCF is the basic collaborative filtering method without PMF, the parameters are not listed. Besides, the parameters of ConvMF+ are the same with that of ConvMF. Since $\lambda_U$ and $\lambda_V$ are completely independent, the corresponding optimal solutions can be found respectively.

3) **Evaluation Metric**: Before training, we randomly split each dataset into a training set (80%), a test set (10%) and a validation set (10%). Then, in order to validate the performance of the proposed VConvMF model, we select the root mean squared error (RMSE) as the evaluation metric. RMSE can be directly related to an objective function of

---

**TABLE II: Parameter setting of $\lambda_U$ and $\lambda_V$.**

| Model          | ML-1m $\lambda_U$ | ML-1m $\lambda_V$ | ML-10m $\lambda_U$ | ML-10m $\lambda_V$ | AIV $\lambda_U$ | AIV $\lambda_V$ |
|----------------|--------------------|--------------------|--------------------|--------------------|-----------------|-----------------|
| PMF            | 0.01               | 10000              | 10                 | 100                | 0.1             | 0.1             |
| ConvMF         | 100                | 10                 | 10                 | 100                | 1               | 100             |
| RConvMF        | 100                | 10                 | 10                 | 100                | 1               | 100             |
| VConvMF        | 100                | 10                 | 10                 | 100                | 1               | 100             |
| VRConvMF       | 100                | 10                 | 10                 | 100                | 1               | 100             |

Fig. 3. The architecture of VRConvMF model.
Fig. 4. Parameter analysis of $\lambda_U$ and $\lambda_V$ on three datasets of the proposed VRConvMF model.

The conventional rating prediction model as follows:

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{m} \sum_{j=1}^{n} (r_{ij} - \hat{r}_{ij})^2},$$

where $N$ is the number of test ratings. We set the number of iterations to 30. An average value of 5 repeated experiments are performed as the final result to reduce the random error.

B. Compared Schemes

- **UserCF** [41]: UserCF is a classical recommendation algorithm in collaborative filtering, and predicts missing ratings of target users in terms of ratings of similar users.
- **PMF** [16]: Probabilistic matrix factorization is a basic rating prediction that only uses ratings for collaborative filtering.
- **ConvMF** [21]: Convolutional matrix factorization is another context-aware recommendation model, which combines CNN and PMF to enhance the accuracy of rating prediction.
- **ConvMF+**: The ConvMF+ method considers the confidence mechanism on the basis of ConvMF.
- **RConvMF**: Recurrent convolutional matrix factorization is a context-aware recommendation model, which combines RCNN and PMF to improve the accuracy of rating prediction.
- **VConvMF**: Visual convolutional matrix factorization is the preliminary model, which we have proposed above. VConvMF combines both textual features and multi-level visual features by convolutional neural networks.

1) **Overall Performance**: TABLE III shows the overall rating prediction error of the proposed VRConvMF and other six schemes on three real-world datasets. It shows that compared with the traditional schemes (UserCF and PMF), the context-aware recommendation (ConvMF, RConvMF and VConvMF) can achieve a large improvement and the proposed VRConvMF outperforms other schemes. The comparison of the PMF and ConvMF schemes intuitively illustrates the improvement of the accuracy of the recommender systems by deep context understanding. The comparison of the ConvMF and ConvMF+ methods in TABLE III shows that the confidence mechanism can slightly improve the accuracy of rating prediction. In addition, by comparing the RConvMF model with the ConvMF model, the RCNN model is more effective than the CNN model in textual feature extraction. Finally, as for the proposed VRConvMF model, the visual features are considered to further improve the performance of the RConvMF model. Moreover, from the comparison of the results of the RConvMF model and the VConvMF model, the effect of textual feature is lower than that of visual feature in improving the context-aware recommendation performance. Specifically, compared with the ConvMF, the improvements of VRConvMF are 4.194%, 5.285% and 8.414% for ML-1m, ML-10m and AIV datasets respectively. Moreover, the improvement for the AIV is much more than that for the ML-1m and ML-10m datasets. The results illustrate that the proposed VRConvMF achieves a greater improvement when the dataset has higher sparsity. TABLE III shows that VRConvMF model has smaller RMSE than VConvMF. Therefore, RCNN is more competent in textual feature extraction than CNN in context-aware recommendations.

2) **Impact of Contextual Information**: We further conduct experiments to analyze the performance of RCNN and CNN with different context window sizes among two of three datasets (ML-10m and AIV) since ML-1m is a subset of ML-10m. Specifically, odd context window sizes are chosen from 1 to 19 to capture the different contextual information. Small context window sizes may lose a lot of textual semantic information at a long distance, while large context window sizes will lead to data sparsity. Fig. 5 and Fig. 6 show the results of the VRConvMF model when considering contextual information, which is captured by RCNN and CNN with different context window sizes respectively. Obviously, RCNN models outperform CNN models under all different context window sizes. Specifically, the CNN models can achieve the best performance in capturing the contextual information when the window size is set to 5. However, the effect of the context window size on the RCNN models is extremely limited, since the recurrent structure in RCNN can already retain sufficient contextual information.

3) **Impact of Different Visual Features**: We conduct extensive experiments to analyze the impact of single-level visual features at different convolutional layers on the performance of VRConvMF. Fig. 7 shows the improvement of
TABLE III: RMSE of overall test sets.

| Datasets | Methods | UserCF | PMF | ConvMF | ConvMF+ | RConvMF | VConvMF | VRConvMF | Improved |
|----------|---------|--------|-----|--------|---------|---------|---------|----------|----------|
| ML-1m    |         | 1.5763 | 1.0129 | 0.8560 | 0.8494 | 0.8453 | 0.8361 | **0.8201** | 4.194%   |
| ML-10m   |         | 1.6266 | 0.9572 | 0.7966 | 0.7896 | 0.7840 | 0.7756 | **0.7545** | 5.285%   |
| AIV      |         | 1.3780 | 1.4322 | 1.1326 | 1.1297 | 1.1125 | 1.0892 | **1.0373** | 8.414%   |

Fig. 5. Comparison of different context window sizes of recurrent structure (AIV).

Fig. 6. Comparison of different context window sizes of recurrent structure (ML-10m).

Fig. 7. Comparison of the effects of visual features extracted from different convolutional layers on three real-world datasets.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a probabilistic matrix factorization based recommendation scheme called visual recurrent convolutional matrix factorization (VRConvMF). The proposed VRConvMF scheme utilizes the textual and multi-level visual features extracted from the descriptive texts and posters respectively to alleviate the sparsity problem. We implement the proposed VRConvMF scheme and conduct extensive experiments on three commonly used real-world datasets. The experimental results illustrate that the proposed VRConvMF scheme outperforms the existing schemes.

In the future work, we will crawl corresponding trailers information of movies directly and transfer them into textual information. Since for visual features, more useful information will appear in the trails. Besides, we also intend to consider the user attributes (such as gender, age and occupations) to improve the rating prediction accuracy.
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