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Abstract

We propose an extension of the Maffettone-Minale (MM) model to predict droplet dynamics in shear flow. The parameters of the MM model are traditionally retrieved in the framework of the perturbation theory for small deformations, i.e., small capillary numbers (Ca ≪ 1) applied to Stokes equations. In this work, we take a novel route, in that we determine the model parameters at finite capillary numbers (Ca ∼ O(1)) without relying on perturbation theory results, while retaining a realistic representation in loading time and steady deformation attained by the droplet for different realizations of the viscosity ratio λ between the inner and the outer fluids. This extended MM (EMM) model hinges on an independent characterization of the process of droplet deformation via fully three-dimensional numerical simulations of Stokes equations employing the Immersed Boundary - Lattice Boltzmann (IB-LB) numerical techniques. Issues on droplet breakup are also addressed and discussed within the EMM model.

I. INTRODUCTION

Understanding the deformation of droplets induced by hydrodynamic flows has been a central topic in rheology for almost a century. In 1934, G. I. Taylor faced this problem by investigating the deformation of a pure droplet using the approximation of small deformations [1, 2]: in his study, Einstein’s work for suspensions of solid spheres [3] was extended to the case of droplets with radius R and viscosity λµ deformed by the action of an external flow with shear intensity ˙γ and viscosity µ (see Fig.1). Droplet deforms due to the competition between viscous forces and surface tension forces resulting from a surface tension σ: the dimensionless Capillary number is then introduced as Ca = µR ˙γ/σ and the droplet deformation is quantified by the Taylor index (see Fig.1). Taylor’s work, whose results are valid in the perturbative limit of Ca ≪ 1, proved to be a fundamental approach to the problem, paving the way for several other studies which refine and extend the investigation in many directions, e.g. by considering higher orders in the perturbation theory [4, 5], analyzing the time-dependent deformation properties [6, 7], introducing the effects of different types of flows [8, 9], plugging additional complexities in the suspension system [10, 11]. Various reviews have been written on the topic, covering experimental, theoretical and numerical
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Droplet dynamics is a very complex non-linear problem and, in many instances, it is desirable to possess a simpler phenomenological description via reduced models. Maffettone & Minale (MM) [16] proposed an equation for the evolution of a droplet which is assumed to be ellipsoidal at all times. The droplet shape is described via a second order tensor $S$ evolving with the equation

$$\frac{dS}{dt'} - Ca (\Omega \cdot S - S \cdot \Omega) = -f_1^{(MM)}(\lambda) [S - g(S) I] + Ca f_2^{(MM)}(\lambda) (E \cdot S + S \cdot E),$$

(1)

where $E$ and $\Omega$ represent the symmetric and asymmetric velocity gradient tensors respectively, $I$ the unity tensor and $g(S)$ a non-linear function of the $S$ tensor [16]. Time $t' = t/\tau$ is made dimensionless via the droplet characteristic time $\tau = \mu R/\sigma$. The model parameter $f_1^{(MM)}(\lambda)$ can be linked to the loading time of the droplet $\tau_{\text{load}}$, i.e., the time the droplet takes to reach a stationary state, while $f_2^{(MM)}(\lambda)$ is linked to the deformation of the droplet induced by the flow [16]. The dependence of these two model parameters on the viscosity ratio $\lambda$ is fixed by requiring that in the limit of small $Ca$ the model recovers the known results of perturbation theory [17], in agreement with Taylor’s theory of small deformation [1, 2]. The MM model gained great success thanks to its ability to reproduce experimental data [16, 18–20] and it has been extended in many directions, e.g. to account for non-Newtonian effects based on experimental and theoretical inputs [10, 21, 23], to investigate the deformation of a drop in confined flows [24, 25] or to account for the tank-treading motion of the membrane in a soft suspension [26]. Based on experimental observations of droplet deformation up to subcritical regimes [20, 27, 28], some models were also proposed to predict the non-linear response at high values of capillary number [28–30]. An extensive review on the variety of reduced models for droplet dynamics can be found in [31].

When designing a reduced model for droplet dynamics, it is a standard practice to determine the model coefficients by requiring a theoretical matching with the asymptotic perturbative expansion in the capillary number $Ca$ coming from Stokes equations. In this paper we take a different route, developing an alternative strategy to construct the model parameters via direct matching with numerical simulations of Stokes equations at $Ca \sim O(1)$. Specifically, we will study the process of droplet deformation subject to a simple shear flow and construct an extended MM (EMM) model with parameters $f_1^{(EMM)}(\lambda, Ca)$ and $f_2^{(EMM)}(\lambda, Ca)$ capable of reproducing loading times and non-linear rheology at $Ca \sim O(1)$. Thus, we retain the
FIG. 1. Shear plane section of a droplet with viscosity $\lambda \mu$ deforming under the effect of a simple shear flow with intensity $\dot{\gamma}$ applied in an outer fluid with viscosity $\mu$. The droplet has an initial spherical shape with radius $R$ and deforms into a non-spherical shape due to the action of the shear flow. The shape of the droplet is described via a second-order tensor $S(t)$. The major ($L(t)$) and minor ($B(t)$) axes in the shear plane are used to compute the time dependent Taylor index $D(t)$, while $\theta(t)$ measures the inclination angle with respect to the streamflow direction ($x$–axis).

attractiveness and ease of a single second-order tensorial model, plugging a functional dependency on Ca in the model coefficients. The EMM model is then studied at changing $\lambda$ up to the subcritical regime [20, 27, 32]. The numerical solutions of Stokes equations are obtained via numerical simulations employing the Immersed Boundary - Lattice Boltzmann (IB-LB) method [33–36], a hybrid numerical method widely employed for simulating the dynamics of deformable soft interfaces [37–43]. Our study is also instrumental to further strengthen the computational applicability of this numerical technique in situations aimed at capturing the features of droplet deformations in subcritical regimes.

The paper is organized as follows: in Sec. II we review the basic ingredients of the MM model and summarize relevant model predictions that will be relevant for our analysis; in Sec. III we describe the IB-LB method used in this work to simulate the dynamics of a single droplet in simple shear flow; results and discussions are presented in Sec. IV; conclusions and a summary of our results will be presented in Sec. V.
II. MAFFETTONE-MINALE (MM) MODEL AND PROPOSED EXTENSION (EMM)

The Maffettone-Minale (MM) model \[16\] is structured by assuming that the droplet retains an ellipsoidal shape at all times and the second-order tensor \( S \) used to describe its shape is assumed to evolve due to two main competing effects: the drag exerted by the inner and outer fluid and the surface tension tendency to restore the spherical geometry; while being deformed, the droplet is assumed to further conserve the volume. The dimensionless equation describing the time evolution of \( S \) proposed by MM follows as:

\[
\frac{dS}{dt'} - Ca (\Omega \cdot S - S \cdot \Omega) = -f_1 [S - g(S) I] + Ca f_2 (E \cdot S + S \cdot E),
\]

(2)

where \( E = \frac{1}{2} (\nabla u + \nabla u^T) \) and \( \Omega = \frac{1}{2} (\nabla u - \nabla u^T) \) are the symmetric and asymmetric parts of the velocity gradient \( \nabla u \). The LHS of Eq. (2) contains the Jaumann derivative and \( g(S) = \frac{3H_S}{II_S} \) is an additional non-linear function plugged in to satisfy the constraint of volume conservation, with:

\[
II_S = \frac{1}{2} [\text{tr}(S)^2 - \text{tr}(S^2)], \quad III_S = \text{det}(S),
\]

(3)

and \( Ca \) is the capillary number:

\[
Ca = \frac{\mu R^2}{\sigma},
\]

(4)

where \( \mu \) is the viscosity of the fluid, \( R \) is the radius of the droplet at rest and \( \sigma \) is the surface tension.

In order to evaluate the coefficients \( f_1 \) and \( f_2 \), MM expand the shape of the drop \( S \) in the capillary number \( Ca \) as follows:

\[
S = I + Ca F,
\]

(5)

with \( F \) capturing the deformations “beyond sphericity” whose magnitude is expressed by the capillary number \( Ca \), and they substitute it in Eq. (2), obtaining:

\[
\frac{dF}{dt} = -f_1 F + 2 f_2 E.
\]

(6)

They finally compare the latter with the expansion to the first order in \( Ca \) (see refs. [16, 17] and references therein for further details on the perturbative approaches at the problem),
finding:

\[ f_1 = f_1^{(\text{MM})}(\lambda) = \frac{40 (\lambda + 1)}{(2\lambda + 3) (19\lambda + 16)}, \]
\[ f_2 = f_2^{(\text{MM})}(\lambda) = \frac{5}{2\lambda + 3}. \] (7)

The information on the deformation can be retrieved from the eigenvectors of \( S \), whose eigenvalues correspond to the square of the ellipsoid semiaxis \( L^2, B^2, W^2 \). The major \((L)\) and minor \((B)\) semiaxis in the shear plane are used to compute the Taylor index \( D = \frac{L-B}{L+B} \) as well as the inclination angle \( \theta \) (see Fig. 1). We are interested in the deformation \( D \) and the inclination angle \( \theta \) in simple shear flow, whose matrices \( E \) and \( \Omega \) are given by:

\[
E = \frac{1}{2} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \Omega = \frac{1}{2} \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \] (8)

By substituting them in Eq. (2) and imposing \( \frac{dS}{dt} = 0 \), the model provides the following analytical formulae for both \( D \) and \( \theta \) at the steady-state [16]:

\[ D = \sqrt{f_1^2 + Ca^2} - \sqrt{f_1^2 + Ca^2} - \frac{f_2^2Ca}{f_2Ca}, \] (9)
\[ \theta = \frac{1}{2} \arctan \left( \frac{f_1}{Ca} \right). \] (10)

The model parameter \( f_1 \) physically represents the inverse loading time \( \tau_{\text{load}} \), i.e., the time the droplet takes to reach the stationary state. As remarked above, however, this coefficient is fixed by requiring a theoretical matching with the perturbative results coming from Stokes equation, hence the validity of Eqs. (9) (10) remains restricted to the small \( Ca \) regime. An explicit mathematical formula for \( f_{1,2} \) valid for all \( Ca \) would require a non perturbative analytical solution of Stokes equations at finite \( Ca \), which is an unfeasible task. Nonetheless, \( f_1^{-1} \) is a measurable time, e.g. it can be measured from a direct analysis of the time evolution of the Taylor index \( D \). One could therefore think of modifying \( f_1 \) by directly measuring the loading time via dedicated numerical simulations; one can then use the steady state results from droplet deformation to modify \( f_2 \) in such a way that the steady deformation predicted by the MM model in Eq. (9) matches the one that is measured in numerical simulations. In this way, one can define an “Extended Maffettone-Minale” model (hereafter denoted with EMM) with model coefficients \( f_1^{(\text{EMM})} \) and \( f_2^{(\text{EMM})} \) that naturally acquire a dependency on \( Ca \)

\[ f_1 = f_1^{(\text{EMM})}(\lambda, Ca), \quad f_2 = f_2^{(\text{EMM})}(\lambda, Ca), \] (11)
and will reduce to the original MM coefficients when \( \text{Ca} \to 0 \)

\[
\lim_{\text{Ca} \to 0} f_{1,2}^{(EMM)}(\lambda, \text{Ca}) = f_{1,2}^{(MM)}(\lambda).
\]  

(12)

The resulting EMM model will then possess (by construction) more realistic loading times and a more realistic steady deformation at finite \( \text{Ca} \). This is the strategy that we will pursue to extend the MM model.

III. NUMERICAL SIMULATIONS: IMMERSED BOUNDARY - LATTICE BOLTZMANN (IB-LB) METHOD

Numerical simulations are needed for the characterization of the droplet deformation process under shear flow. In general, various numerical methods have been developed to simulate bulk viscous flows in presence of deformable soft suspensions, like boundary element methods \[32\ 44\ 46\], volume-of-fluid methods \[47\] and lattice Boltzmann methods \[36\]. In this work we use the Immersed Boundary-Lattice Boltzmann (IB-LB) method. We remark that simulations of droplets in viscous flows can also be tackled via LB in conjunction with some non-ideal interface force model, like the Shan-Chen model \[48\ 49\], the Free-Energy model \[50\ 51\], the color gradient model \[52\] or the entropic model \[53\]. These models, however, are diffuse interface models and their use would require a precise convergence to the sharp-interface limit of hydrodynamics, whereas IB-LB naturally preserves this limit. Additionally, on a future perspective, we plan to use the IB-LB tool to characterise droplet dynamics in a generic time-dependent turbulent strain matrix. To do this, improved boundary conditions need to be implemented at the boundaries of the computational domain \[54\], and the use of a “basic” LB (like the one we use in our IB-LB) is more suited than a non-ideal diffuse interface LB method.

The IB-LB method has already been used in previous works for investigating the dynamics of droplets and viscoelastic capsules \[37\ 43\], hence we only recall the relevant features of the method (the interested reader can found more details in the aforementioned works and references therein). The IB-LB method hinges on the Immersed Boundary (IB) model that couples the interface of the droplet to the fluid, and on the Lattice Boltzmann method (LB) that simulates the bulk viscous flows. The LB method is a kinetic approach to simulate hydrodynamics \[36\ 54\]: we will briefly illustrate its working principles taking into consid-
eration the bulk fluid in the outer droplet region, with macroscopic density $\rho$, velocity $u$ and viscosity $\mu$ (the same reasoning applies to the bulk fluid inside the droplet). The target equations for the LB method are the continuity equation and the Navier-Stokes equations

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0 ,$$

$$\rho \left( \frac{\partial u}{\partial t} + (u \cdot \nabla)u \right) = -\nabla p + \mu \nabla^2 u + F_{\text{ext}} ,$$

where $F_{\text{ext}}$ accounts for external forces. Instead of solving the hydrodynamic equations directly, the LB method evolves in time the probability distribution functions that can stream along a finite set of directions, according to the finite set of kinetic velocities $c_i$ ($i = 0\ldots Q - 1$). We implement the so-called D3Q19 velocity scheme, featuring $Q = 19$ directions \[36, 55\], with kinetic velocities

$$c_i = \begin{cases}
(0, 0, 0) & i = 0 \\
(\pm \Delta x/\Delta t, 0, 0), (0, \pm \Delta x/\Delta t, 0), (0, 0, \pm \Delta x/\Delta t) & i = 1 - 6 \\
(\pm \Delta x/\Delta t, \pm \Delta x/\Delta t, 0), (0, \pm \Delta x/\Delta t, \pm \Delta x/\Delta t), (\pm \Delta x/\Delta t, 0, \pm \Delta x/\Delta t) & i = 7 - 18 ,
\end{cases}$$

where $\Delta x$ is the lattice spacing and $\Delta t$ is the discretised time step. The probability distribution function on the fluid (Eulerian) node with coordinates $\mathbf{x}$ moving with discrete velocity $c_i$ at time $t$ is represented by $n_i(\mathbf{x}, t)$, and the LB equation reads:

$$n_i(\mathbf{x} + c_i \Delta t, t + \Delta t) - n_i(\mathbf{x}, t) = \Delta t \left[ \Omega_i(\mathbf{x}, t) + S_i(\mathbf{x}, t) \right] ,$$

where the left-hand side represents the streaming along the direction $i$, while in the right-hand side we find the collision term. In this work, we implemented the standard Bhatnagar-Gross-Krook (BGK) collision operator \[36, 56\]:

$$\Omega_i(\mathbf{x}, t) = -\frac{1}{\tau_{\text{LB}} } [ n_i(\mathbf{x}, t) - n^{(eq)}_i(\mathbf{x}, t) ] ,$$

expressing the relaxation towards a local equilibrium $n^{(eq)}_i(\mathbf{x}, t)$ with characteristic relaxation time $\tau_{\text{LB}}$. The local equilibrium depends on $\mathbf{x}$ and $t$ via the density $\rho(\mathbf{x}, t)$ and velocity field $u(\mathbf{x}, t)$ \[56\]:

$$n^{(eq)}_i(\mathbf{x}, t) = w_i \rho \left( 1 + \frac{\mathbf{u} \cdot \mathbf{c}_i}{c_s^2} + \left( \frac{\mathbf{u} \cdot \mathbf{c}_i}{2c_s^4} \right)^2 - \frac{\mathbf{u} \cdot \mathbf{u}}{c_s^2} \right) ,$$
where \( w_i = w(|c_i|^2) \) are suitable weights, such that \( w_0 = 1/3, w_{1-6} = 1/18, w_{7-18} = 1/36 \) and \( c_s = \Delta x/\Delta t\sqrt{3} \) is the speed of sound. It is worth noting that more sophisticated collision operators might be implemented (see ref. [36]): however, since we only need to retrieve the incompressible hydrodynamics with one free parameter (i.e., the viscosity of the fluid), the BGK collision operator is enough to fulfill these requirements.

The relaxation process is supplemented by the presence of external forces implemented in the LB via the source term \( S_i(x, t) \) according to the so-called Guo scheme [57]:

\[
S_i(x, t) = \left(1 - \frac{\Delta t}{2\tau_{LB}}\right)c_s^2 \left[\left(\frac{c_i \cdot u}{c_s^2} + 1\right)c_i - u\right] \cdot F_{\text{ext}} .
\] (19)

The populations \( n_i \) are used to compute the hydrodynamic density and momentum fields:

\[
\rho(x, t) = \sum_i n_i(x, t) ,
\] (20a)

\[
\rho u(x, t) = \sum_i c_i n_i(x, t) + \frac{F_{\text{ext}} \Delta t}{2} ,
\] (20b)

where the velocity contains the so-called half-force correction, coming from the choice of the Guo forcing [36, 57]. Details on the computation of the force \( F_{\text{ext}} \) are given below.

The LB equation recovers the continuity and Navier-Stokes equations (see Eq. (13) and Eq. (14), respectively) when fluctuations around the local equilibrium are small. In such a case, hydrodynamic description is granted with viscosity \( \mu = \rho c_s^2 \left(\tau_{LB} - \frac{\Delta t}{2}\right) \) and pressure \( p = c_s^2 \rho. \)

The interface of the droplet is represented by a finite set of Lagrangian points linked together to build a 3D triangular mesh: on each triangular element, the stress is given by the surface tension \( \tau_{\sigma} = \sigma I \). Details on the computation of the force \( \varphi_i \) on the \( i \)-th Lagrangian point from the stress tensor are given in [39]. The force \( \varphi_i \) is thus communicated from the Lagrangian point with coordinates \( r_i \) to the surrounding Eulerian (fluid) nodes, while the velocity of the Lagrangian point \( \dot{r}_i(t) \) is retrieved from the fluid velocity computed on the neighbouring Eulerian nodes (see Eq. (20b)). Such a two-way coupling is handled via an interpolation according to the IB method [36, 58]:

\[
F_{\text{ext}}(x, t) = \sum_i \varphi_i(t) \Delta(r_i - x) ,
\] (21a)

\[
\dot{r}_i(t) = \sum_x u(x, t) \Delta(r_i - x) \Delta x^3 ,
\] (21b)
where the $\Delta$ function is the discretised Dirac delta, which can be factorised in the three interpolation stencils $\Delta(x) = \phi(x)\phi(y)\phi(z)/\Delta x^3$ [36]. In this work, we implemented the 4-points interpolation stencil [36]:

$$\phi(x) = \begin{cases} 
\frac{1}{8} \left( 3 - 2|x| + \sqrt{1 + 4|x| - 4x^2} \right) & 0 \leq |x| ; \\
\frac{1}{8} \left( 5 - 2|x| - \sqrt{-7 + 12|x| - 4x^2} \right) & \Delta x \leq |x| \leq 2\Delta x ; \\
0 & 2\Delta x \leq |x| .
\end{cases} \quad (22)$$

IB-LB numerical simulations are performed in a 3D box with size $L_x \times L_y \times L_z = 120 \times 200 \times 120$ lattice units. The linear shear flow is generated via the bounce-back method for moving walls [36] that are located in $y = \pm L_y/2$ with velocity $U_w = (\pm \dot{\gamma} L_y/2, 0, 0)$, respectively, while periodic boundary conditions are set along the $x$ and $z$ directions. The channel width $L_y$ is chosen to be large enough to avoid effects of confinement on the droplet deformation [59]. We are interested in studying the deformation of the droplet in a fully developed flow rather than considering the transitional and startup effects of an ambient shear flow accelerated from zero to the final velocity; considering this, the droplet is placed in the centre of the 3D box only once the linear shear flow is fully developed. This is a standard initialization setup for both experimental and numerical shear flow studies on droplets [60]. The interface of the droplet is discretised with a 3D triangular mesh made of 81920 faces and with radius $R = 19$ lattice units. Such refined mesh with a large number of surface elements was chosen as to not introduce numerical effects for large droplet deformation via convergence studies on both Taylor index and inclination angle. We further recover Stokes equation and the incompressibility equations by choosing a very small Reynolds number $Re = \rho Ru/\mu$ and allowing for small density fluctuations. Simulations are performed in the limit of small Reynolds number (i.e., $Re < 10^{-3}$). The information on the major and minor axes is retrieved from the eigenvalues $I_i$ of the inertia tensor $\mathbf{I}$, that is, $L = 2\sqrt{5(I_2 + I_3 - I_1)/(2M)}$ and $B = 2\sqrt{5(I_2 + I_3 - I_1)/(2M)}$, where $M$ is the mass of the drop [37]. To compute the inclination angle $\theta$, we use again the coordinates of the major eigenvector.

We ran numerical simulations on Graphic Processing Units (GPUs). In particular, we used Nvidia Ampere “A100” cards, which allowed us to perform fast simulations: a typical run of $10^7$ time steps (in lattice units) takes about 6 hours.
FIG. 2. Time evolution of the Taylor index $D$ at increasing $Ca$ (lighter to darker colors). Time is made dimensionless via droplet time $\tau = \mu R/\sigma$. Numerical simulations data (points) are fitted with a stretched exponential (solid lines, Eq. (23)). Different viscosity ratios $\lambda$ are considered. Panel (a): $\lambda = 0.2$ and $Ca = 0.1$ (▲), $Ca = 0.2$ (▲), $Ca = 0.3$ (▲), $Ca = 0.4$ (▲); Panel (b): $\lambda = 1$ and $Ca = 0.1$ (●), $Ca = 0.2$ (●), $Ca = 0.3$ (●), $Ca = 0.4$ (●); Panel (c): $\lambda = 2$ and $Ca = 0.15$ (■), $Ca = 0.3$ (■), $Ca = 0.45$ (■), $Ca = 0.55$ (■).

FIG. 3. Comparison between numerical simulations data (points), a stretched exponential fit (solid lines, Eq. (23) with $\delta \neq 1$) and pure exponential fit (dashed lines, Eq. (23) with $\delta = 1$) for the time evolution of the Taylor index $D$ for different $\lambda$ and selected values of $Ca$. Time is made dimensionless via droplet time $\tau = \mu R/\sigma$. Panel (a): $\lambda = 0.2$, $Ca = 0.4$ (▲), $\delta = 0.742$; Panel (b): $\lambda = 1$, $Ca = 0.4$ (●), $\delta = 0.723$; Panel (c): $\lambda = 2$, $Ca = 0.55$ (■), $\delta = 0.796$.

IV. RESULTS AND DISCUSSIONS

We start our investigation by analyzing the process of droplet deformation for different viscosity ratios $\lambda$. We choose $\lambda$ to span one decade, $\lambda \in [0.2, 2]$, which is a realistic range.
FIG. 4. Panel (a): characteristic dimensionless loading frequency $f_1^{(EMM)}$ as a function of the capillary number Ca (see Eq. (23)) for $\lambda = 0.2$ (▲), $\lambda = 1$ (●), $\lambda = 2$ (■). The horizontal dashed lines indicate the values of $f_1^{(MM)}(\lambda)$ (see Eq. (7)), while solid lines refer to a polynomial fit for $f_1^{(EMM)}$ (see Eq. (24) and Table I). Panel (b): stretching factor $\delta$ (see Eq. (23)) as a function of Ca for different values of $\lambda$. The horizontal dashed line is drawn in correspondence of $\delta = 1$.

where we can characterize the droplet deformation process from the small deformations up to the breakup occurring at moderate values of capillary number Ca [5, 27, 32].

In Fig. 2, we report the evolution of the Taylor index (see Fig. 1) for different values of the capillary number Ca. Time is made dimensionless with respect to the droplet time $\tau = \mu R/\sigma$. The linearization of the MM model would imply the deformation to exponentially increase with a single characteristic time equal to $f_1^{-1}$ up to the steady deformation value $D_\infty$, i.e., $D(t) = D_\infty(1 - e^{-f_1 t/\tau})$: this behaviour is in fact in good agreement with the numerical data only for small deformations, while for larger deformations we find that the following stretched exponential function

$$D(t) = D_\infty \left[ 1 - e^{-\left(f_1 t/\tau\right)^\delta} \right], \quad (23)$$

better adapts to the data, where $\delta$ is the stretching factor used as a fitting parameter.

The improved agreement brought by the stretched exponential function is highlighted in Fig. 3. The stretched exponential function is mostly used to describe non-linear relaxation processes [63, 64] and its basis can be understood in the context of the relaxation of ho-
mogeneous glasses and glass-forming liquids [65, 66], i.e., physical systems that are known to exhibit multiple relaxation times [67, 68]. Introducing $\delta$ makes it possible to discern a global characteristic time in a system whose evolution process is subjected to multiple time scales [69]: for $\delta = 1$, we reduce to a linear relaxation process with a single characteristic time, while $\delta < 1$ signals the emergence of a spectrum of characteristic times wherein the value $\tau_{\text{load}} = \left[f_{1}^{(\text{EMM})}\right]^{-1}$ is a representative one. The values of $\delta$ and $f_{1}^{(\text{EMM})}$ that we extracted from this fitting procedure are displayed in Fig. 4, showing that an increase in Ca results in a decrease of both $\delta$ and $f_{1}^{(\text{EMM})}$. As the droplet approaches large deformations, it gets closer to the critical point of breakup and the characteristic time for the deformation process $\tau_{\text{load}}$ is expected to get larger, i.e., the characteristic loading frequency $f_{1}^{(\text{EMM})}$ gets smaller [32, 70]. To characterize the approach towards criticality in a more quantitative way, we analyse the subcritical scaling of the loading time $\tau_{\text{load}}$, expected to follow a power law $\tau_{\text{load}} \sim (\text{Ca}_{\text{cr}} - \text{Ca})^{-1/2}$ as showed in [70]. In Fig. 5 we show that the loading time $\tau_{\text{load}}$ follows the above mentioned scaling in the subcritical regime, which has been used to evaluate the critical capillary number for breakup $\text{Ca}_{\text{cr}}$. In this way, probing subcritical droplet configurations allows one to guess and indirectly measure $\text{Ca}_{\text{cr}}$, bypassing the limitations of a front-tracking method for the visualization of the break-up process. We evaluate $\text{Ca}_{\text{cr}} \sim 0.49$ for $\lambda = 0.2$, $\text{Ca}_{\text{cr}} \sim 0.435$ for $\lambda = 1$ and $\text{Ca}_{\text{cr}} \sim 0.62$ for $\lambda = 2$: these values are in good agreement with other evaluations of $\text{Ca}_{\text{cr}}$ reported in the literature for a droplet in simple shear flow [27, 32].

We now consider the prediction of the MM model for the steady inclination angle $\theta_{\infty}$ in Eq. (10). In Fig. 6, we report a comparison between the steady values of the inclination angle $\theta_{\infty}$ extracted from numerical simulations (filled points) and those predicted via Eq. (10) with the coefficient $f_{1}^{(\text{EMM})}$ being estimated from the loading times (solid lines); the prediction based on Eq. (10) with $f_{1}^{(\text{MM})}$ is also reported (dashed lines). The latter well adapts to the results from numerical simulations for small values of Ca, while a mismatch appears for larger values of Ca. The prediction based on the EMM model coefficient $f_{1}^{(\text{EMM})}$, instead, shows a good match with the numerical data, with only a slight mismatch that is observed for the largest value of viscosity ratio $\lambda$ considered. This is due to the development of an overshooting behaviour in the transient dynamics at high Ca that is not caught via a monotonic function such as Eq. (23). As shown in Fig. 9, the overshoot grows in $\lambda$, driving the slight mismatch observed in Fig. 6. We have verified that by promoting the
FIG. 5. Subcritical scaling for the dimensionless characteristic loading time $\tau_{\text{load}} = [f_1^{(\text{EMM})}]^{-1}$ for $\lambda = 0.2$ (▲), $\lambda = 1$ (●) and $\lambda = 2$ (■). Dashed lines indicate the scaling prediction with exponent $-1/2$.

FIG. 6. Stationary inclination angles for different $\lambda$. We report results of numerical simulations (points) for $\lambda = 0.2$ (▲, Panel (a)), $\lambda = 1$ (●, Panel (b)), $\lambda = 2$ (■, Panel (c)), as well as the prediction of Eq. (10) with $f_1 = f_1^{(\text{MM})}$ (MM, dashed lines) and with $f_1 = f_1^{(\text{EMM})}$ (EMM, solid lines). The colored regions refer to the evaluated breakup regime.

fitting function given in Eq. (23) to a non monotonous function would improve the accuracy.
FIG. 7. Stationary droplet deformations for different $\lambda$. We report results of numerical simulations (points) for $\lambda = 0.2$ (▲, Panel (a)), $\lambda = 1$ (○, Panel (b)), $\lambda = 2$ (■, Panel (c)), as well as the prediction of Eq. (9) with $f_{1,2} = f_{1,2}^{(\text{MM})}$ (MM, dashed lines) and the one with the values $f_1 = f_1^{(\text{EMM})}$ and the optimal $f_2 = f_2^{(\text{EMM})}$ that allow to match the numerical results (EMM, solid lines). In Panel (b) data from Ref. [46] (Gounley et al., ◊, Boundary Element Method) and Ref. [47] (Li et al., ○, Volume of Fluid) are considered. The colored regions refer to the evaluated breakup regime.

of the loading time evaluation. Overall, the agreement that we observe between the results of numerical simulations and steady state predictions from the EMM model is remarkable. We believe this result is highly non trivial, in that we are able to predict the steady state inclination angle via an independent measurement of the loading time.

We now want to consider the prediction for the steady deformation in Eq. (9) and show the strategy adopted to compute $f_2$. Once we know the value of $f_1^{(\text{EMM})}$, we can look for an optimal value of $f_2 = f_2^{(\text{EMM})}$ such that the prediction of the deformation in Eq. (9) matches the data coming from numerical simulations for finite $\text{Ca}$. This matching procedure is illustrated in Fig. 7 where we report the results for the steady deformation extracted from the numerical simulations and the prediction based on Eq. (9) using the MM model parameters $f_{1,2}^{(\text{MM})}$ (dashed lines). To strengthen our numerical analysis, comparisons with results based on different numerical methods [46, 47] are also reported for the equiviscous case as shown in Panel (b). As already observed for the steady inclination angle (see Fig. 6), the MM prediction in Eq. (9) with $f_{1,2} = f_{1,2}^{(\text{MM})}$ well adapts to the data for small $\text{Ca}$, while a mismatch emerges at $\text{Ca} \sim \mathcal{O}(1)$. Our working strategy is then to identify, for each value of $\text{Ca}$, the value of $f_2^{(\text{EMM})}$ that allows Eq. (9) to perfectly match with the simulation data. We find that this matching is possible for the values of $\lambda$ that we considered (solid lines).
The values of $f_2^{(EMM)}$ that we extracted with this procedure are reported in Fig. 8 and also compared with an heuristic Ca—dependent formula proposed by MM (Eq.(34) in [16]). The latter compares very well with our proposed extensions only for the case $\lambda > 1$, where we report a very similar increase in $f_2$ at increasing Ca. Qualitatively, the model parameter $f_2$ is expected to acquire a dependence on Ca, in that higher values of Ca would imply a droplet deformation process mainly driven by the viscous forces, while surface tension effects become negligible in such situation. More quantitatively, the model parameter $f_2$ can be viewed as an “affinity” parameter [71] accounting for an additional surface slip which effectively removes part of the droplet elongation, whereas the full rigid body rotation is retained coherently with the rotating flow [72]. When $\lambda \neq 1$, a common behaviour is shown in the approaching of the affine limit $f_2 = 1$ at higher Ca: the affine motion of the interface changes with respect to the magnitude of the capillary number and the value $f_2 = 1$ is approached near or at the corresponding critical configuration for the droplet, signaling that an affine motion is ultimately required for the breakup [73, 74]. We also notice that for the case $\lambda = 1$ we have $f_2^{(MM)} = 1$, so that in the case of equiviscous fluids the effective slip at the interface is lacking and the droplet is already in the affine configuration at small Ca. We have fitted the coefficients $f_2^{(EMM)}$ with a polynomial expansion in the capillary number Ca:

$$f_2^{(EMM)}(\lambda, Ca) = \sum_i a_i^{(1,2)}(\lambda)Ca^i,$$

in Tab. I we report details for a forth-order fit for $\lambda = 0.2, 1, 2$.

Lastly, in Fig. 9 we report the transient values of the Taylor index for different viscosity

| $i$ | $\lambda = 0.2$ | $\lambda = 1$ | $\lambda = 2$ |
|-----|-----------------|----------------|----------------|
|     | $a_i^{(1)}$    | $a_i^{(2)}$    | $a_i^{(1)}$    | $a_i^{(2)}$    |
| 0   | 0.713          | 1.470          | 0.457          | 0.317          |
| 1   | 0.416          | 0.347          | 0.235          | 0.270          |
| 2   | -5.333         | -6.040         | -4.546         | -2.283         |
| 3   | 16.776         | 20.021         | 20.536         | 8.338          |
| 4   | -24.339        | -27.703        | -34.798        | -9.91          |

TABLE I. Values of the interpolated coefficients $a_i^{(1,2)}(\lambda)$ for $f_2^{(EMM)}$ (Eq. (24), with forth order interpolation).
FIG. 8. We report the coefficient $f_2^{(EMM)}$ as a function of the capillary number Ca that allows to match the prediction of the steady deformation in Eq. (9) with numerical simulations data (points) (see Fig. 7) for $\lambda = 0.2$ (▲), $\lambda = 1$ (●), $\lambda = 2$ (■). The colored regions refer to a range of Ca where breakup occurs. The heuristic correction suggested and reported in Eq. (34) of Ref. [16] is also displayed (Heuristic Correction, colored dashed lines). The limit where the affine deformation takes place ($f_2^{(EMM)} = 1$) is indicated with a black dashed line; solid lines refer to a polynomial fit for $f_2^{(EMM)}$ as in Table I.

ratios $\lambda$, comparing the EMM (Eq. (2) with $f_{1,2} = f_{1,2}^{(EMM)}$) and the original MM model (Eq. (2) with $f_{1,2} = f_{1,2}^{(MM)}$). When comparing model predictions and data from numerical simulations in the transient region, the EMM model matches better than the MM one. When either the viscosity ratio $\lambda$ or the capillary number Ca increase, the Taylor index $D$ predicted by both MM and EMM models shows an overshoot. In particular, this overshoot causes the EMM model to overestimate the data of the numerical simulations during the transient dynamics; however, the steady value of the deformation predicted by the EMM model, on the contrary of the MM model, matches (by construction) the one observed in numerical simulations. In order to delve deeper into the origin of the mismatch observed

1 Numerical simulations also show overshoots, but they are tiny and cannot be well appreciated in Fig. 9.
in Fig. 9 between model predictions and simulation data, we analyze in Fig. 10 the shape of the droplet in correspondence of some selected times for the highest Ca analyzed in Fig. 9 (see arrows therein). We compare the shapes predicted by the EMM model (colored ellipses) with those coming from the numerical simulations (filled points). Dashed lines represent ellipses with both the major and minor axes ($L$ and $B$) and inclination angle $\theta$ coming from the inertia tensor computed in the numerical simulations (see Sec. III). Filled points and dashed lines in Fig. 10 show a good agreement, suggesting that the shape of the droplet remains ellipsoidal during the whole numerical simulation. As $\lambda$ grows, Panels (c,f,i) highlight that the rotation of the droplet induced by $\Omega$ leads to a slight mismatch between model predictions and numerical simulations. More quantitatively, the discrepancy for $L$ and $B$ that we observe for the highest $\lambda$ in Fig. 10 is of the order of 10% and 15% in Panels (c) and (f), respectively; the error reduces to about 5% in Panel (i). Concerning the inclination angle, the mismatch is of the order of 15% in Panel (c), 5% in Panel (f) and up to 30% in Panel (i). In the transient equiviscous case (Panel (e)), a mismatch for $L$, $B$ and $\theta$ of the same order of Panels (c and f), is observed. We hasten to remark that discrepancies between numerical simulations and EMM model predictions show up only when we move close to the critical point, while being very mitigated for smaller - but still finite Ca.

V. SUMMARY AND CONCLUSIONS

We have studied the deformation process of a droplet under simple shear flow at finite capillary numbers ($Ca \sim \mathcal{O}(1)$) and extracted relevant physical information to extend the popular Maffettone-Minale (MM) model [16]. In the latter, the shape of the droplet is described by the second-order tensor $S$, while the flow properties are expressed by the symmetric ($E$) and asymmetric ($\Omega$) parts of the velocity gradient $\nabla u$ (see Sec. II). The MM model hinges on two parameters ($f_1(\lambda)$ and $f_2(\lambda)$) that are linked to the loading time of the droplet and the deformation induced by the flow, respectively (see Eq. (7)). In the MM model, such parameters are found by requiring a theoretical matching with results from perturbation theory at small Ca [1, 7, 17]: for this reason, the MM model is not appropriate for a quantitative prediction of the deformation $D$ and the inclination angle $\theta$ for finite values of the capillary number $Ca \sim \mathcal{O}(1)$ (see Figs. 6-7). In this paper, we provide an extension of the MM model (referred as EMM model) via a direct evaluation of both the loading
FIG. 9. Time evolution of the Taylor index for different $\lambda$ and Ca. Numerical simulations data (points) are compared with the original MM model as in Eq. (2) with $f_{1,2}^{(MM)}$ (MM, dashed lines). We also report the predictions of Eq. (2) with $f_{1,2}^{(EMM)}$ (EMM, solid lines) that we evaluated from the loading times and the steady deformations (see Figs. 4 and 5). Panel (a): $\lambda = 0.2$ and Ca = 0.1 ($\Delta$), Ca = 0.2 ($\Delta$), Ca = 0.3 ($\blacktriangle$), Ca = 0.4 ($\blacktriangle$); Panel (b): $\lambda = 1$ and Ca = 0.1 ($\circ$), Ca = 0.2 ($\circ$), Ca = 0.3 ($\circ$), Ca = 0.4 ($\circ$); Panel (c): $\lambda = 2$ and Ca = 0.15 ($\Box$), Ca = 0.3 ($\Box$), Ca = 0.45 ($\Box$), Ca = 0.55 ($\Box$).

Time and the steady deformation at Ca $\sim O(1)$ with independent numerical simulations. The latter have been performed with the Immersed Boundary - Lattice Boltzmann (IB-LB) method [36, 38, 39], that allowed precise characterization of the droplet dynamics from small deformations up to subcritical regimes. The proposed EMM model is given by:

$$\frac{dS}{dt'} - Ca \left( \Omega \cdot S - S \cdot \Omega \right) = -f_{1}^{(EMM)}(\lambda, Ca) \left[ S - g(S) I \right] + Ca f_{2}^{(EMM)}(\lambda, Ca) \left( E \cdot S + S \cdot E \right),$$

where the model coefficients $f_{1,2}^{(EMM)}(\lambda, Ca)$ have been characterized as a function of both $\lambda$ and Ca (see Figs. 4, 5, 8 and Eq. (24)). The EMM model embeds a realistic loading time as well as a realistic deformation at Ca $\sim O(1)$, and its predictions on the steady deformation angle are found to be in good agreement with the results of numerical simulations (see Fig. 6). This result is not trivial, since we are able to predict the steady deformation angle via an independent measure of the loading time; moreover, it can suggest purposeful experimental setups aimed at the evaluation of stationary state properties. Improved agreement is also observed during the whole transient process of droplet deformation (see Fig. 9), although some enhanced overshoots are observed with respect to the numerical simulations, suggesting that a further model extension is needed to better capture the full dynamics of
FIG. 10. Droplet shapes in the shear plane for selected times indicated by arrows in Fig. 9. Numerical results for $\lambda = 0.2$ (▲), $\lambda = 1$ (●) $\lambda = 2$ (■) are compared with the ellipsoidal shape (dashed lines) obtained via the major/minor axes $L, B$ and inclination angle extracted from the inertia tensor in numerical simulations (see Sec. II for details). Colored areas indicate the ellipsoidal shapes obtained via the use of Eq. 2 with $f_{1,2} = f_{1,2}^{(EMM)}$. 

droplet deformation. Investigating whether these extensions would be possible by retaining a second order tensorial description or by including an higher order expansion is surely an interesting topic. Besides, studying how the loading time is affected by additional interfacial complexities, such as interfacial viscosities and surfactants, could also lead to model refinements and adaptations for capsules or vesicles. Also, the results in Fig. 5 pave the way for the determination of $Ca_{cr}$ via the EMM model, including a detailed analysis for the characterization of the droplet shapes very close to criticality. Another prospective for future research would be to investigate the degree of universality of our results with respect to a change in the topology of the driving flows. This could help, for example, to extend earlier
studies on the statistics of droplet deformation and breakup in a generic time-dependent flow \[75\]–\[77\], in that one can study how such statistics is affected by the interplay between the characteristic times of the driving flow and the characteristic droplet time that depends on the local flow intensity.
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