Development of predictive models for cervical cancer based on gene expression profiling data
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Abstract. Cervical cancer and the prediction of clinical outcome are among the most important emerging applications of gene expression microarray technology with feature sequencing of microRNA. By using reliable and dependable classification of machine learning algorithms available for microarray gene expression profiling data is the key in order to develop the most suitable and possible predictive model to be used by patient. In this paper, two-machine learning algorithms have been used which are Support Vector Machine (SVM) and Random Forests (RF) for the predictive models of cervical cancer. We identify and evaluate the performance of these two algorithms in order to know which algorithm has better performance. In this study, 714 features and 58 samples are used to develop predictive model for cervical cancer and our computational results show that RF algorithm outperform SVM algorithm with the accuracy of 94.21%. Our data also underline the importance of variables, which give the significant role in predicting the occurrence of cervical cancer.

1. Introduction

Cervical cancer is the second most common cancer among women. It may cause mortality and morbidity [1], [2]. The high mortality rate of the cervical cancer is because of the lack of awareness of women for early detection of cervical cancer [3]. Even though cervical cancer is dangerous which may lead to life threatening but it is potentially curable. Cervical cancer occurs in a woman’s cervix [4]. The cervix is the lower part of the uterus. It connects the uterus to the vagina [4]. There are two main types of cervical cancer, which are squamous cell carcinoma and adenocarcinoma. The squamous cell carcinoma cancer type usually occurred in the epithelium lining of the cervix [5]. As for adenocarcinoma cancer type, it is developed from gland cells. The adenocarcinoma of cervical cancer is a premalignant glandular condition [6]. Squamous cell carcinoma has the highest percentage of cervical cancer cases which are 90% and 10% of cervical cancer cases are adenocarcinoma [1]. Hence, adenocarcinoma neoplasia of the cervical cancer is less common than squamous cell carcinoma neoplasia of cervical cancer when it is being diagnosed [6].

Cervical cancer is caused by a virus named human papillomavirus (HPV). When the infection of the human papillomavirus (HPV) at the cervix left untreated, cervical cancer is developed [7]. In cervical cancer, human papillomavirus (HPV) is the most important infectious agent because it contributes to neoplastic progression. Neoplastic progression is the progression of the abnormal growth of the cervical cancerous cells and proliferation of the abnormal cells due to a malignant process [8]. However, most scientific studies have found that human papillomavirus (HPV) infection alone is inadequate to induce the malignant of cervical cancer. Other host genetic variations also play...
important role in the development of cervical cancer in women [1]. Commonly, microarray gene expression profiling is used to identify and differentiate the expressed gene expression in a pre-cancerous and cancerous cell in the cervix [1]. A microarray or also known as DNA chip is an arrangement of DNA molecules that have been chemically bonded to a fine grid of surfaces. The purpose of the microarray gene expression is to interpret and analyze the genes expression state in complementary DNA prepared from mRNA in which the hybridization is taking place on the array [9]–[11]. Genome-wide expression profiling has the potential to get more accurately predict outcome at the end of the research since it allows selection of the genes that associate most strongly with the outcome by screening a large number of these genes simultaneously. Expression profiling studies show that genes are statistically significant differences under changed experimental conditions [12].

In this study, the predictive model for determining whether the cells are cancerous or pre-cancerous for cervical cancer can be developed by just looking at their gene expression profiles. In order to develop the predictive model, machine learning algorithms approaches have been implemented. Artificial intelligence and machine learning techniques have been applied in various medical diagnostic systems [13]–[16] and there are many researchers utilized the techniques in the image processing of Pap smear images [17]–[23]. However, there are fewer studies on implementing machine learning methods on the cervical cancer based on gene expression profiling data. Hence, in order to overcome this problem, we implemented unsupervised and supervised machine learning techniques, which are Principal Components Analysis (PCA), Support Vector Machine (SVM) and Random Forest (RF), respectively. The Principal Components Analysis (PCA) is used to do the data screening and data preprocessing for the model. The data that have been preliminaries in the Principal Components Analysis (PCA) will be used in Support Vector Machine (SVM). As for support machine vector (SVM) and Random Forest (RF), they are used to predict the accuracy of the predictive model for cervical cancer whether the cell is pre-cancerous or cancerous cells.

2. Proposed Methods
In this study, we used dataset, which is obtained from the Gynecologic Oncology Group Tissue Bank (PA, USA) for classification of cervical cancer based on the gene expression profiling data [24]. First, the dataset will be undergoing data extraction process in order to get and retrieving the relevant data or information in the dataset. The data pre-processing then applied on the dataset for eliminating the irrelevant and redundant data containing in the dataset. In order to perform classification of the gene expression profiling data of microarray dataset into their cluster, a tree-like structure is constructed by using hierarchical clustering. By implemented machine learning algorithms of Support Vector Machine (SVM) and Random Forests (RF) on the dataset, predictive model for cervical cancer can be developed. In Support Vector Machine (SVM) model, Principal Components Analysis (PCA) algorithm is used as for the feature selection technique. It is very useful in order to reduce the high dimensionality of dataset as to facilitate the algorithm to produce a good performance. The new dataset constructed will be executed by using Support Vector Machine (SVM) model in order to get the prediction accuracy. As a comparison, Random Forests (RF) is also applied to get the accuracy of predictive model for cervical cancer.

2.1. Data extraction
Data extraction is a process of retrieving relevant data or information out of data sources, which is dataset containing microarray data analysis. In this stage, the data will be extracted and loaded into the staging area of the relational database of the cervical cancer. When data extraction is implemented, the extraction logic is applied in order to extract the data from the dataset. The data column of the dataset is the data regarding the normal and tumor of samples data. And as for the data in the row is about the features of the sequencing of microRNAs. The data matrix produce from the data extraction is changed into a data frame because it may ease us to interpret the data for further processing.

2.2. Data pre-processing
Data pre-processing is an important step in the data mining process. It is implemented on the dataset because the dataset obtained from microarray analysis contains irrelevant, unreliable and redundant data or noise present in the dataset. Data pre-processing is performed by undergoing the process of data cleaning, data scaling and normalization of data. In data cleaning process, the corrupt or irrelevant data from the datasets are detected. Then, the data that have been identified as incomplete and irrelevant will be filtered out of the dataset. After cleaning the corrupted data, a final dataset should be consistent with other similar dataset in the system and can be used for further processing. Other than data cleaning process, data scaling is also implemented on the dataset to pre-processing the dataset. In data scaling, the data will be centering and scaling whenever there are data with different units and ranges. By scaling the data, the final dataset will be easy to be interpreted. The mean value of sample data from the datasets is reduced by using the centering transformation method. As for scaling transformation, it will divide the value of each sample data by the standard deviation of the dataset. Thus, the numerical data of the dataset stability is improved. The normalization of the data is important to organize the columns and tables of the database to reduce the redundancy of the data. It is used to improve the integrity of the dataset in this study.

2.3. Hierarchical clustering

The subgroups are defined based on the genes expression profiling data of the dataset. In order to classify the gene expression profiles of data into their own clusters, hierarchical clustering is implemented to create the hierarchical, which is the tree-like structure of the data. It is also referred as a dendrogram. The hierarchical clustering is implemented by measuring the feature similarities of the gene expression profiles. Hierarchical clustering is implemented by measuring the maximum distance matrix between the samples data. In every stage of hierarchical clustering, the two nearest clusters are merged together into a new cluster or subtypes. The clustering process is repeated until all of the samples data is agglomerated into a single cluster.

2.4. Principle component analysis (PCA)

In order to develop the predictive model by using the support vector machines (SVM), principal components analysis (PCA) is used as dimensional reduction technique because it is useful to collapse the features into a smaller set of principal components. The principal components analysis (PCA) is used in this study because the dataset contains hundreds of features from the sequencing of microRNA. The principal components analysis (PCA) is needed in order to reduce the dimensionality of the hundreds of features in the dataset. By implemented the machine learning algorithm on the dataset, it helps to collapse the hundreds of features into a smaller set of principal components.

2.5. Support vector machine (SVM)

Support vector machine (SVM) algorithm is implemented by performing a classification on the final dataset. The classification of the algorithm is implemented by constructing a multidimensional hyperplane to the selective samples data. It will maximize the margin between the two-data clusters, which are normal (N) and tumor (T). The type of the SVM parameter used in this study is set to the C-classification. As for the kernel, linear of kernel type is selected.

In order to evaluate the predictive model performance, classification of accuracy, sensitivity and specificity need to be calculated, as shown in (1), (2) and (3).

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+FN+TN} \quad (1) \\
\text{Sensitivity} = \frac{TN}{TP+FN} \quad (2) \\
\text{Specificity} = \frac{TP}{FP+TP} \quad (3)
\]

TN is the number of true negative, FP is defined as the number of false positive, TP is defined as number of true positive and FN is the number of false negative. These coefficients are defined and illustrated as a confusion matrix in the Table 1.
Table 1. Confusion matrix.

| Prediction | Reference |   |   |
|------------|-----------|---|---|
| Negative (0) | TN | FP |
| Positive (1) | FN | TP |

2.6. Random forest (RF)

In order to make sure the result obtained is valid and can be generated for generating the prediction model, the dataset is randomly partitioned into training and testing sets. In this project, 70% of the samples data are used for training and the rest of the 30% for testing. The type of the RF parameter is set to the classification. As for the number of trees in the RF (ntree), it is set to 300. ntree is the number of trees to grow in the Random Forest (RF). The ntree should not be set to a small number because we need to ensure that every input row gets predicted at least a few times. The last RF parameter that needs to be considered is number of variables tried at each split (mtry). mtry is a number of variables that randomly sampled as candidates at each split. The number of variables tried at each split can be calculated by using (4), where p is number of variables in dataset. After the calculation is done, it is set to 27.

\[ \sqrt{p} = \sqrt{714} = 26.72 \approx 27 \]  

(4)

In order to evaluate the accuracy of random forest algorithm, OOB estimate of error rate from RF module and predictive model performance by calculating accuracy, sensitivity and specificity are considered. For both model performances, confusion matrix as illustrated in Table 1 is constructed.

3. Results and Discussion

3.1. Hierarchical clustering

The result of the clustering is presented using a heat map, as shown in Figure 1. Hierarchical clustering is mapped in the heatmap is using one-channel microarray data, which contain the gene expression profiles data. As we can see from Fig. 1, it contains several colors with two dendrogram. The tree-like structures presented above and the left of the heatmap are known as dendrogram. It works by calculating the pairwise distance between all of the data in the dataset. The data with least distant apart will be merged together until rest of the data have been agglomerated to represent as the dendrogram as illustrated in Figure 1. The samples data, which contain normal and tumor, are shown as rows by one row per data sample. The columns represent the features of the sequencing microRNAs below the heatmap figure. The features of sequencing microRNA levels are represented by the color scale which ranging from orange to white according to heat color. Orange indicates a low level of features of sequencing microRNA level while white indicates high level of features of sequencing microRNA level. The tree-like structure (dendrograms also provide some qualitative means of assessing the similarity between the features of microRNA and data samples.
3.2. Support vector machine (SVM)
According to the test data, there are 16 sample data that have been used for testing in order to develop the predictive model are shown in Table 2. In order to perform the prediction on the sample data, confusion matrix needs to be evaluated. The confusion matrix is demonstrated in the Table 3. Based on the confusion matrix in Table 3, we can see the performance of the support vector machine (SVM) algorithm for prediction. For the normal sample data, the model has predicted that 7 out of 8 sample data are normal while the rest of the sample data, which is only 1 sample data, has been predicted as tumor. As for the tumor sample data, 7 out of 8 samples have been predicted as tumor by the model and only 1 sample data has been predicted as normal. From the confusion matrix, the performance of support vector machine (SVM) algorithm model can be evaluated and demonstrated in Figure 2.
Table 2. Selective samples data for SVM.

| Selective Samples Data | Normal | Tumor |
|------------------------|--------|-------|
| N12                    | T2     |
| N17                    | T4     |
| N18                    | T9     |
| N20                    | T10    |
| N24                    | T12    |
| N25                    | T13    |
| N27                    | T14    |
| N29                    | T22    |

Table 3. Confusion matrix for SVM (1 indicates as tumor while 0 indicates as normal).

| Reference | Prediction | Negative (0) | Positive (1) |
|-----------|------------|--------------|--------------|
| Negative (0) | 7          | 1            |
| Positive (1)  | 1          | 7            |

Based on Figure 2, the accuracy of the predictive model is 0.8750. The Kappa statistic is calculated for the overall accuracy of the predictive model. Kappa statistic value of the predictive model is 0.75, which indicates a good arrangement. The value for both sensitivity and specificity of the predictive model are 0.8750. Hence, we can conclude that the developed predictive model of cervical cancer based on the gene expression profiles data is a good prediction. Since, the accuracy of the predictive model is up to the 80%. So, it is proved that SVM algorithm can be used to develop the predictive model of cervical cancer based on the gene expression profiling data.

3.3. Random forest (RF)

The reliability and accuracy of the RF prediction model performance for cervical cancer of gene expression profiling data is shown in the Figure 3. According to the training data used in this study, there are 41 sample data that have been selected in order to train the data. Thus, the accuracy of predictive model produced at the end of this study is high which is greater than 80% as desired outcome. The testing data used throughout the process is shown in Table 4. For RF algorithm, cross-
validation is not required in order to get the unbiased estimate of the test set error. In training data stage of Random Forests (RF) model, out-of-bag (OOB) estimate of error rate is determined. OOB is the error of mean prediction on each training sample. In order to estimate the prediction error, the data used in the estimation is not in the bootstrap sample for each bootstrap iteration and related tree. Generally, OOB error rate is estimated internally during the program run. The OOB estimate of error rate and the confusion matrix for the RF model is demonstrated in Figure 3.

Table 4. Selective samples data for RF.

| Selective Samples Data | Normal (N) | Tumor (T) |
|------------------------|-----------|-----------|
| N2                     | T2        |
| N4                     | T3        |
| N5                     | T5        |
| N8                     | T8        |
| N11                    | T21       |
| N16                    | T24       |
| N20                    | T29       |
| N21                    |           |
| N24                    |           |
| N26                    |           |

As shown in the Figure 3, out-of-bag (OOB) estimate of error rate in RF model is 14.63%. This means that the accuracy of the RF model is quite good because it is up to 85%. In order to assess the performance of predictive model by using Random Forest (RF) algorithm for cervical cancer, confusion matrix needs to be evaluated by using testing data. The confusion matrix for RF is demonstrated in Table 5.

Table 5. Confusion matrix for RF (1 indicates as tumor while 0 indicates as normal).

| Reference | Negative (0) | Positive (1) |
|-----------|--------------|--------------|
| Negative (0) | 10           | 1            |
| Positive (1)  | 0            | 6            |

According to the confusion matrix in Table 5, the visualization of prediction performance by using RF algorithms can be analyzed. The model has predicted that 10 out of 10 are the normal sample data. None of normal samples is predicted as tumor. As for the tumor samples data, 6 out of 7 samples data are predicted as tumor and only 1 sample data is predicted as normal. From the confusion matrix in Table 5, the performance of prediction by Random Forests (RF) algorithms can be demonstrated in Figure 4.
As illustrated in the Figure 4, the accuracy of the predictive model is 0.9412, which in percentage is approximately 94.12%. This prediction accuracy by using RF algorithm is higher than SVM model. Besides that, kappa statistic value of the predictive model is 0.8759, which indicates a substantial arrangement. The sensitivity of this predictive model is perfect which 1.0. This can be seen in the confusion matrix in Table 5 where there is no error in predicting the normal sample data. On the other hand, the specificity of predictive model is 0.8571, which show that it is a good predictive model. In RF model, variables that play importance role in interpretation and prediction can be evaluated. The variables importance with Mean Decrease Accuracy (MDA) and Mean Decrease Gini (MDG) is shown in Figure 5.

As illustrated in the Figure 5, each variable plotted in the graph indicates how important the variables are in the classification of RF model. On the x-axis, the importance of the variables is plotted and the variables importance involved in the classification on y-axis. The variables are plotted by plotting the most important variables at the top to the least important variables by making a dot-plot on x-axis. Based on Figure 5, miR. 205 candidates is the most important variable for both MDA and MDG with the value of 3.96919433 and 0.462774856 respectively. According to the Zhang Yue et al, they stated that miR. 205 is a tumor-suppressing onco-miRNA [25]. In addition, Hong Xie et al. have concluded that miR. 205 plays an important role in pathogenesis of cervical cancer by promoting cell proliferation and migration [26]. miR. 10b is also one of the variables importance in predicting cervical cancer with the value of 3.57406978 for MDA and 0.434711805 for MDG. Besides that, in
Zhang Yue et al. studies, they concluded that miR. 10b is able to promote the cervical cancer tumor invasion [25]. Ren Hou et al. reported that miR. 10b is one of the tumor suppressor microRNA which downregulated in cancer tissues. But it will inhibit cervical cancer growth and metastasis when it is in overexpression state [27]. Dongling Zou et al. stated that the anomalistic expression of miR. 10b in cervical cancer shows its play role in determining cervical carcinogenesis [28]. Thus, depending on the data recorded as shown in Figure 5, we are able to predict that the sample data of gene expression profile with a high value of this top 10 of the important variables are tumor. The investigation of miRNA levels in cervical cancer cells certainly can open new possibilities for studying molecular markers in the context of early diagnosis and prognosis programs [29].

4. Conclusion
In this study, we used dataset, which is obtained from the Gynecologic Oncology Group Tissue Bank (PA, USA) [24] for classification of cervical cancer based on the gene expression profiling data. We conducted the comprehensive benchmarking of Support Vector Machine (SVM) and Random Forests (RF) to evaluate the performance of the predictive models based on the accuracy, Kappa value, sensitivity and specificity. Based on our computational result, we can conclude and prove that Random Forests (RF) machine learning algorithm can be successfully used for predicting cervical cancer based on the gene expression profiling data with the microarray dataset. The accuracy obtained in cervical cancer prediction is better than previous researches results. The average Random Forests (RF) model’s accuracy obtained is 94.21%, which may be acceptable in many applications. Besides that, the investigation for a high overall performance classifier with microarray gene expression and other "omics" data is still in progress. Random Forests (RF) algorithms exhibit one of the best classification performances in predicting cervical cancer.
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