Video Classification Method of Multi-Way Convolutional Network Based on Deep Metric Learning
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Abstract. Aiming at the significant impact of video semantic changes on video classification results, in the video classification process, which includes the large intra-class dispersion and inter-class similarity during video, this paper proposes a multi-way convolutional network video classification method based on deep metric learning. The method includes a 3D network-based multi-way convolutional network and a metric learning method based on the allocation of negative sample intervals. The network is mainly divided into three parts: segmented video feature extraction, similarity measurement based on deep metric learning, and classification. Firstly, the multi-channel convolutional network can extract the features of different periods of the video, and obtain the depth features of the video through feature fusion. Secondly, by calculating the error based on the interval function of the average semantic distance of negative samples and backpropagating, the network can learn the difference in semantic distance between samples. Finally, the network combines classification tasks with metric learning during the training process to make the network classification results better. Experiments on the data set UCF101, compared with existing methods, the multi-way convolutional network video classification method based on deep metric learning can effectively improve the accuracy of video classification.
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1. Introduction

Traditional video classification methods are classified on the basis of manually designed features. Deep learning-based video classification methods [1-4] can automatically learn the most suitable features from video data quickly through backpropagation. The method is divided into two steps: joint optimization feature extraction and classification, to maximize the use of both Cooperate to optimize the performance of the entire system [5].

Convolutional Neural Network (CNN) [6] appeared earlier, and its convolutional characteristics have a unique role in image processing. Convolutional neural networks preserve the sift features and translation invariance of the image, which are better than Relying on artificial domain knowledge for feature extraction is more convenient and effective. Drawing on the idea of image classification, a video segment is considered as a collection sequence of many image frames, using existing network
models, such as AlexNet [7], VGGNet [8], GoogleNet [9], ResNet [10]. A pre-trained model trained on the image data set ImageNet to extract the depth features of each frame of image.

In recent years, deep convolutional networks have achieved great success in the field of computer vision. Therefore, in order to solve the above-mentioned problems about the nonlinearity and scalability of traditional metric learning methods, deep convolutional networks have been gradually introduced into metric learning. Use the depth feature to fit the non-linear mapping of the data. Deep metric learning optimizes semantic feature representations by using contrast loss functions [11-12] or triples loss functions [13], because the sub-video features at different time periods of the video have different effects on video classification results, this paper proposes a multi-way convolutional video classification network based on 3D networks, and in order to enable the network to learn intra-class dispersion and class Similarity, this paper introduces deep metric learning structure in the network. At the same time, the multi-task learning method is used in the training phase to perform metric learning and classification tasks in the network at the same time, avoiding that the network only focuses on metric learning and biases the classification network, thereby improving the result of video classification.

2. Algorithm description

2.1. Video classification method based on multi-channel convolutional network

Due to the different impacts of video content on video classification results, a multi-channel convolutional network is proposed for video classification. First, the video is segmented, and the segmented video is sent to a multi-channel convolutional network for feature extraction. Then the features of multiple video segments are fused to form the features of the video, thereby improving the classification effect. Finally, the structure of deep metric learning is added to the network. Multi-task learning is used to train the network during network training. Perform metric learning and classification tasks at the same time to avoid bias in the learning of the network and only focus on metric learning tasks. The network structure is shown in Figure 1.

![Figure 1. Multi-channel convolutional network model.](image)

Since a continuous video sequence is to be input into the network, the video sequence is normalized. Here, the nearest-neighbor interpolation method is used to process the image sequence, the purpose is to delete or repeat some video frames, and finally change the size of the graphics sequence to 16 frames. The video sequence is input to a 3DConvNet network for feature extraction. The network model is shown in Figure 2 below.
2.2. Metric learning based on negative sample-pair interval

The interval in the loss function proposed by [15] is constant, that is, the same interval is assigned to all negative samples. This makes negative samples with smaller semantic distances more likely to cause misjudgment. If you ignore the differences in semantic distance and assign a uniform constant interval to all negative samples, you obviously cannot make full use of this information. For this reason, this paper proposes an interval allocation method based on the average interval to make the network pay more attention to these negative samples, thereby improving the classification effect of the network model. Interval function:

\[
\beta = \frac{\sum_{(i,j) \in P, (i,j) \in N} D_{i,k} + D_{j,l}}{m}
\]

\[
\begin{cases}
\alpha_{i,k} = \exp \left( \frac{D_{i,k}}{\beta} \right) & D_{i,k} \leq \beta \\
\alpha_{j,l} = \exp \left( \frac{D_{j,l}}{\beta} \right) & D_{j,l} \leq \beta \\
\alpha_{i,k} = \max(D) & D_{i,k} > \beta \\
\alpha_{j,l} = \max(D) & D_{j,l} > \beta
\end{cases}
\]

When the distance between negative sample pairs is less than or equal to the average semantic distance between negative sample pairs, the interval function is the power of the ratio of the semantic distance to the average distance. The average semantic distance between sample pairs, then the interval function is \(\max(D)\).

Using the above interval allocation function, the final loss metric function is
According to formula (2), the network will allocate a larger interval for the negative samples that are closer. In this way, when calculating the loss, the calculated residual is large. During the back propagation process, the network parameters learned The greater the contribution, the more the network pays attention to these difficult samples.

Therefore, the gradient of the final measurement loss function $J_m$ is:

$$
\frac{\partial J_m}{\partial D_{i,j}} = \frac{1}{|P|} \sum_{i,j} \frac{\partial}{\partial D_{i,j}} \left[ J_{i,j} \right] 
$$

(3)

$$
\frac{\partial J_m}{\partial D_{i,k}} = \frac{1}{|P|} \sum_{i,j} \frac{\partial}{\partial D_{i,k}} \left[ J_{i,j} \right] 
$$

(4)

$$
\frac{\partial J_m}{\partial D_{j,l}} = \frac{1}{|P|} \sum_{i,j} \frac{\partial}{\partial D_{j,l}} \left[ J_{i,j} \right] 
$$

(5)

In the process of multi-way convolutional network training, the network adds the gradient of the metric loss and the classification loss, and then back-propagates to other parts of the network for training again.

### 3. Experimental results and analysis

(1) Effectiveness of multi-way convolutional networks

In order to improve the accuracy of classification, the multi-channel convolutional network uses the influence of the characteristics of different video periods on the classification. In this paper, experiments are performed on the data set UCF101 for the 3DConvNet network and the multi-channel convolutional network proposed in this paper. It can be seen from Table 1 that the 3DConvNet-based multi-channel convolutional network can effectively extract segmented video features and classify them. Compared with the original 3DConvNet network, the classification accuracy is improved by 0.204%.

The segmented features extracted by the multi-way convolutional network can effectively improve the classification accuracy.

| internet data set | Accuracy |
|-------------------|----------|
| 3DConvNet         | 0.693    |
| Multiway convolutional network | 0.897 |

Table 1. Accuracy of the network in the UCF101 dataset (%).

(2) The impact of the size of $\lambda_1$ and $\lambda_2$ on the classification results

The loss function of a multi-way convolutional network consists of two parts: classification loss and measurement loss. In order to explore the relative weight of classification loss and measurement loss on the results of network learning, experiments are performed by adjusting the magnitude of $\lambda_1$ and $\lambda_2$. Because the main task of multi-way convolutional networks is for classification, and the
classification loss between data samples is smaller than the measurement loss between samples during the classification task. Therefore, in order to make the network pay more attention to the classification task, $\lambda_1$ is set to 1 and $\lambda_2$ the value of is 0 to 1 in the parameter adjustment process. The experimental results are shown in the table. Between 0 and 0.3, the network does not converge when $\lambda_2$ is greater than 0.3. But in the experiment, even if the parameter of the measurement loss is one order of magnitude less than the parameter of the classification loss, the change of the parameters has a significant impact on the results of network classification.

Table 2. Impact of metric learning on deep learning networks (%).

| $\lambda_2$ | 0 | 0.1 | 0.2 | 0.3 | 0.5 |
|------------|---|-----|-----|-----|-----|
| mAP        | 91.3 | 91.5 | 91.7 | 不收敛 | 不收敛 |

(3) The effect of different interval allocation functions on classification results

In this paper, three interval allocation functions a, b, and c are used, and experiments are performed on the UCF101 data set. The results are shown in Table 3.

a. $\log\left(D_{i,j} / D_{i,k}\right)$  b. $D_{i,j} / D_{i,k}$  c. $\exp\left(D_{i,j} / D_{i,k}\right)$

Table 3. Impact of metric learning on deep learning networks (%).

| math | a | b | c |
|------|---|---|---|
| Map  | 89.4 | 90.9 | 91.7 |

From Table 3, it can be concluded that when the interval function is a, the classification accuracy of multi-way convolutional networks with metric learning is lower than that of multi-way convolutional networks without metric learning. It can be seen that improper setting of the interval function will reduce network classification the result of. The classification accuracy of functions b and c is higher than that of multi-way convolutional networks, and the classification accuracy increases continuously as the interval function increases.

This shows that the distribution method of the interval function has an important impact on video classification. A good interval function can improve the intra-class dispersion and the similarity between the classes, thereby making the classification result better.

(4) Comparison with existing classification methods

This paper verifies the improvement of video classification accuracy by multi-channel convolutional network experiments, and experiments on various parameters to make the network classification results better. The network was tested on the data set UCF101 and compared with mainstream methods. The results are shown in the table.

Table 4. Comparison with existing mainstream methods (%).

| Sign | Network | Accuracy |
|------|---------|----------|
| Hand-crafted | DT+MVSV$^{[16]}$ | 82.5 |
| | iDT$^{[17]}$ | 85.9 |
| | iDT+HSV$^{[18]}$ | 87.9 |
| LSTM | LRCN$^{[19]}$ | 82.9 |
| CNN | C3D(1 net)$^{[20]}$ | 82.3 |
| | C3D(3 net)$^{[20]}$ | 85.2 |
| | Two-Stream$^{[21]}$ | 88.0 |
| | Deep metric learning | 91.7 |

From Table 4, we can see that the multi-way convolutional network based on deep metric learning proposed in this paper can effectively classify videos. The mainstream video classification methods are tested under the same data set and experimental conditions. Improved classification accuracy.
4. Conclusion

A multi-way convolutional network video classification method based on deep metric learning can extract sub-video features at different periods of the video, and then fuse the sub-video features to obtain the features of the entire video. The characteristics of each video segment can affect the classification result, thereby improving the accuracy of classification. This paper proposes a deep metric learning method based on the interval distribution function interval of the average interval of negative sample pairs. Based on the semantic distance between the negative sample pairs, the interval calculation function is used to calculate the interval, so that the classification network can pay more attention to difficult samples during the training phase. To improve classification accuracy. A large number of experiments have been performed on the data set UCF101 to verify the effectiveness of the multi-channel convolutional network, especially the effectiveness of joining a deep metric learning network. This method effectively aggregates similar samples and classifies different samples. The experimental results are compared with the existing mainstream methods. Multi-way convolutional networks with deep metric learning have better classification accuracy. However, it is found in the experiments that the deep metric learning method proposed in this paper is more sensitive to network hyperparameters, causing unstable network convergence. The next step is to enhance the robustness and versatility of the method.
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