A GP-Based Hierarchical Objectives Decision-Making Method for Building Energy Efficiency Optimization
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Abstract: Building energy efficiency, which is critical in reducing environmental impact, has become one of the most important objectives of building designs. In order to precisely express the goals of building designs, and help decision makers estimate the ultimate performance of design schemes in advance when searching for the optimal building design, the Goal Programming Model (GPM) is introduced in this study to provide a solution for explicit design objective delivery and multi-stakeholder involved decision-making support. In this proposed method, EnergyPlus™ works as a simulation engine to search for the relationship between design parameter combinations and building energy consumption. Simultaneously, Genetic Algorithm (GA) is used to improve the efficiency of overall building energy performance optimization by processing multiple iterations. A case study with five possible design scenarios was dedicated in this study to implement the proposed optimization method, and the optimization results verified the capacity of the established GP-based optimization method to satisfy various design requirements for decision makers and/or stakeholders, especially in facing the hierarchical objectives with different priorities. In this case, the envelope-related variables, including the exterior wall and window, serve as optimization objectives. The optimization is carried out under the ideal air conditioning system, considering different energy usage patterns. Meanwhile, comparing with the vague and restricted expression of objectives in multi-objective optimization, the proposed GP-based optimization method provides explicit trade-off relationships among various objectives for designers, which improves the practical value of the optimized designs, so as to ensure the project success and facilitate the development of green buildings.
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1. Introduction

The oil embargo crisis in the 1970s was a serious challenge in global energy consumption, and new energy challenges emerged afterward [1]. The construction industry is one of the largest consumers of energy and natural resources, and one of the largest sources of the corresponding greenhouse gas emissions. Around 30–40% of the worldwide primary energy is consumed and around 30% of the global greenhouse gas emissions are generated in the construction industry [2,3]. Although the building design process does not have a significant environmental impact, it determines nearly 70% of the environmental performance during the building service life [4]. This was also evident in the International Energy Agency’s Energy in the Buildings and Communities Programme (IEA-EBC) Annex 53, where six categories were defined as the influential factors of building energy consumption, including climate, building envelope, building energy and services systems, indoor design criteria, building operation and maintenance, and occupant behavior [5].
The first four categories have strong correlation with the decision-making at the design phase; thus, energy efficiency optimization during the design process is very important to the environmental performance of a building during its life cycle.

The building energy efficiency optimization is not merely a simple and direct process to achieve the target levels of energy savings. Generally, the additionally invested costs and energy performance considerations in a building design scheme are two common concerns for desirable building performance [6–8]. Commonly, the building design process is carried out based on the communications between customers and architects. In this process, and when a design is completed, the invested cost is regarded only as an outcome of the design process, not a driver for design optimization [9]. Decision makers (DMs) usually ignore the building energy performance of building designs, due to economic benefits and/or financial concerns. This highlights the fact that the design process needs a more rational and realistic assessment of economic, ecological, legislative, climatic, social and political conditions, traditions, and owner requirements [10]. Therefore, multiple stakeholders such as the building owner(s), architects, engineers, and contractors need to be involved in the building design decision-making activity to express their own preferences [11]. Furthermore, additional stakeholders, such as the tenants and the maintenance and operation team, are also encouraged to participate in the design process. This was proposed by Boecker et al. [12] to engage all the stakeholders at the early stage of the design phase, which can yield more sustainable solutions. Although such a proposal can guarantee the long-term success of the project, the fragmented expertise and varying conflicting requirements of the multiple stakeholders create plenty of challenges for the DMs [13]. It is necessary to decide which objectives should be achieved preferentially, and solve the conflicts among stakeholders. Hence, the building energy efficiency optimization is not merely a technical problem, but also a decision-making process in which improving building energy performance is one of the sub-objectives. This raises two challenges for the DMs before implementing the technical measures: (1) how to identify the relative importance among different design objectives from different stakeholders; and (2) how to precisely express the stakeholders’ preferences in mathematical expressions. The aim of this study is to solve these two problems by applying a Goal Programming Model (GPM) coupled with Genetic Algorithm (GA) iteration, which can accurately achieve complex predetermined design goals. The GPM can turn verbal expressions into mathematical expressions according to various design objectives with different importance levels, so as to find satisfactory solutions, which strictly follow the stakeholders’ preferences. The GPM enables the relationships between the objectives to be reasonably distributed. Additionally, the proposed GP-based optimization method will address the inherent shortcomings of the multi-objective optimization (MOO) model, and will focus heavily on the decision-making process, rather than only on technical evolution in a solid research framework. This study provides the DMs with a flexible optimization approach, considering various objective relationships and the DMs’ preferences for sustainable building designs. Meanwhile, the GPM optimization framework is equally suitable for dealing with various decision-making issues using quantitative variables during lifecycle, considering contradictory stakeholder benefits (e.g., global trade-offs for owners, space utility for architects, construction schedule for engineers, low cost for contractors, and energy conservation for the maintenance and operating team).

2. Literature Review
2.1. Methods for Multi-Objective Building Design

As a critical process for improving the life cycle energy performance of buildings, building energy efficiency optimization reaches the desired achievement through constantly revising the design schemes [9]. In view of the basic building design requirements, building energy efficiency design not only serves to improve energy performance, but also serves to improve other aspects including economic benefits, environmental impacts, and indoor comfort. The economic benefits mainly include the energy cost and the life
cycle invested cost [14–16]. The environmental impacts can be improved by minimizing annual energy consumption, carbon dioxide (CO₂) emissions, and heating and cooling loads as discussed in previous studies [15–19]. In terms of the indoor comfort improvement, researchers focus on how to reduce the uncomfortable time, including optimizing luminous environment, controlling CO₂ levels, maintaining preferred ventilation rates, avoiding glare, and adjusting indoor temperature [14,17,18]. These goals are usually required to be accomplished in a holistic and integrated manner [20]. Thus, the MOO is generally employed in the optimization for acquiring the set of non-dominated solutions shown in the Pareto frontier, the optimal weighted single objective, the satisfied sequencing solution set, etc. [21]. In addition, the MOO enables designers to consider a large set of design parameter combinations for buildings that are predefined by the constraints, which helps in reaching a satisfactory trade-off among design objectives [22]. To establish the MOO model, the building energy index needs to be evaluated in an appropriate way. Different from the other evaluation criteria, energy index is determined by many correlated variables, such as building orientation, envelope (opaque and glazed surfaces), interior loads (people, lighting, equipment), weather and climate conditions, etc., which have a non-linear effect on energy response of buildings [23].

Since the 1950s, computer applications have been used by building designers, and their usage is exponentially growing in recent decades [24]. Computer applications for building design largely improve the accuracy and efficiency of the MOO, especially by virtue of the simulation engines and evolutionary algorithms. The simulation-based optimization was popular in previous studies reported in the literature due to the complexity of parameter interactions. Simulation tools, which are generally employed to evaluate the optimization results, provide efficient resolutions to define the thermodynamic interaction process with dynamic indoor and outdoor environment [25]. The most commonly used software, such as DOE-2, EnergyPlus™, DeST, and TRNSYS, has been well-developed for both commercial and academic use [26]. As one of the earliest and widely used simulation engines, a number of tools were derived from the DOE-2, such as eQuest, VisualDOE, and EnergyPro, etc. EnergyPlus™ is considered as a representative of the dynamic energy simulation engine, which has been used in over 40% of published core periodicals. Although it does not have any visual modeling interface till now, related work can be realized relying on thermal modeling tools. EnergyPlus™ can simulate natural indoor temperature, indoor loads, sunlight and shadow, indoor ventilation analysis, and air conditioner energy consumption simulation, etc. DeST, developed by Tsinghua University, is based on an interactive AutoCAD interface to improve energy modelling efficiency. TRNSYS (Transient System Simulation) is developed on the basis of various HVAC system modules. Tuhus-Dubrow [27] applied a GA optimization tool coupled with DOE-2 to optimize the building shape and envelope features. Yu et al. [28] used a multiple-objective genetic algorithm (MOGA) with EnergyPlus™ to maximize the thermal comfort and minimize the energy consumption of a building design. Similarly, Hamdy et al. [29] proposed a modified MOO research scheme coupled with the IDA Indoor Climate and Energy (IDA ICE) building performance simulation program to minimize both the CO₂ equivalent emissions and the investment cost for a two-story house, considering its heating, ventilation, and air conditioning (HVAC) system. Despite the computational burden of running a large number of design alternatives, the simulation engines have demonstrated strong abilities in accurately describing the building energy performance and in revealing the key energy consumption influential factors, compared with other simplified and data-based prediction models such as artificial neural networks [6,17,22]. In addition, the emerging optimization algorithms, such as GA, particle swarm optimization (PSO) algorithm, and ant colony optimization algorithm, play a vital role in driving the optimization process and overcoming the difficulties in convergence speed of optimizing. These techniques can greatly improve the efficiency of the “one by one” design trail in the optimization process, which makes it possible to satisfy the requirements of a larger sample set. Since high computational efficiency is desirable for both architects and researchers, the evolutionary algorithm-based
Building energy efficiency design becomes a widely used research framework in recent studies. The GA is typically a stochastic search mechanism that does not need to test all the candidates. GA iterates selectively based on the law of natural selection so that it can greatly improve the optimization efficiency. Murray et al. [30] coupled a degree days simulation technique with a GA model to optimize the thermal energy efficiency in building retrofitting. Yu et al. [28] introduced a novel multi-objective non-dominated sorting GA model (NSGA-II) to optimize the building energy efficiency and thermal comfort. Liu et al. [6] and Kusiak et al. [31] discussed the trade-off between life cycle cost and life cycle carbon emission and the HVAC system optimization, respectively, using PSO. Given the long execution time of EnergyPlus™, a parallel Python routine was developed to call several EnergyPlus™ simulations simultaneously [23]. In addition, the computer device helps designers to easily implement the optimization procedure through integrated and user-friendly platforms such as ModelCenter®, ModeFRONTIER and GenOpt® [24].

Although the previously mentioned achievements in solving building energy optimization challenges are satisfactory, they mainly focused on the technical innovations, including improving the calculation capacity, meeting multiple goals, and selecting proper design variables. However, the building energy optimization needs improvements in not only the calculation process, but also the decision-making methods. Usually, the MOO supports the decision-making by generating optimal solutions on the Pareto frontier. Facing the different interests and conflicting priorities between diverse stakeholders requires seeking a consensus among the stakeholders, and such issues are usually considered as the MOO model limitations as mentioned previously. In fact, the MOO model is not precise enough, and Salas-Molina et al. [32] pointed out that while most previous studies focused on the improvement of mathematical optimization, the real problem of disintegrated design was not sufficiently mitigated. Two typical problems that need to be addressed are: (1) the relationships among objectives, especially the relative importance of the objectives, are not clearly defined; and (2) the values of optimal solution are difficult to predict. To solve these problems, this study developed a predefined goal-based hierarchical optimization framework by means of GPM.

2.2. Comparison of GPM and MOO Models

The MOO model is widely used in energy efficient buildings design and retrofitting [15,16,22,33]. There are two common settlement methods to search for the optimal solutions:

1. Converting the objectives into the weighted single objective which usually adopts the methods of weighted sum and weighted Tchebycheff [34]. In order to ensure that specific objectives have similar magnitudes, the normalization techniques must be implemented in advance. Wu et al. [35] introduced the weightings and net present value index to measure two specific objectives of energy saving after retrofitting.

2. Establishing the Pareto frontier as another approach to acquire the optimal solutions, which encompass a series of non-dominated solutions (Pareto optimality) according to the Pareto dominance concept [36]. Solutions on the Pareto frontier have no other feasible solution that can improve one specific solution without degrading at least one another [35]. The Pareto frontier has been employed by many studies to illustrate the trade-off variables and provide optional design schemes [6,22,35,37].

However, since the construction project reflects the benefits of many stakeholders in a complex organization, the conflicts of interest make it impossible to maximize a well-defined utility function [38]. Thus, invalid solutions on the Pareto frontier always exist. Particularly, all of the non-dominated solutions on the Pareto frontier are unpredictable in advance, which indicates that the design results will not satisfy every stakeholder. Consequently, the obtained optimal result is possible to be infeasible. On the other hand, it is difficult to express the stakeholders’ preferences only by means of the weighted objectives. This issue raises another two challenges: (1) how to determine the weighting values of the DMs’ preferences, and (2) what the percentage weighting of an objective represents.
On the contrary, the GPM approach emphasizes the acquiring of the satisfactory solution according to specific requirements, and it is an effective approach to convert the DMs’ preferences into mathematical expressions. The three main advantages of the GPM approach are:

1. In the construction project, there are some quantitative objectives, such as limited investment, relatively high energy efficiency, and limited construction period. These objectives are usually not equally important. A common verbal expression of the objectives is “the DMs desire to receive the Leadership in Energy and Environmental Design (LEED) gold certification on the basis of the limited investment”, which indicates that the cost is obviously of higher priority level than the sustainable indexes.

2. The soft constraints introduced in the GPM approach ensure more flexibility in terms of delivering design requirements, and there are three total possible conditions to describe a soft constraint based on different usages: (a) when the negative deviational variable \( d^- \) exists in a specific objective, it indicates that “the actual value is supposed to exceed the objective as far as possible”; (b) on the contrary, the existence of the positive deviational variable \( d^+ \) means to make full use of the existing resources or reduce the use of excessive resource usage; and (c) the last condition that both \( d^- \) and \( d^+ \) exist underlines the shorter distance from the deviational variable to the objective rather than the specific approaching directions. The objective requires an exact match of both the actual value and the objective value.

3. The hard constraints and the weighted constraints in the same priority level can be involved in the GPMs, expanding the application scenarios.

In the GPM approach, the core tasks of the DMs rationally distribute the limited resources in order to fulfill the preset objectives. The GPM search embodies the underlying satisfying philosophy when a series of objectives are proposed in advance. Although some objectives are impossible to strictly achieve, the GPM approach still has its advantage in approaching preset objectives as far as possible by its highly flexible expression and implication. It provides the DMs with a new perspective to deal with the conflicting goals in the decision-making process.

3. Research Methodology

3.1. Goal Programming Modeling

3.1.1. Brief Introduction

The GPM is a multi-objective programming technique derived from the concept of objective satisfying, in which Simon [39] supposed that the maximized utility function is not the ultimate goal in the complex organizations due to the conflicts of interests and the incompleteness of available information [38]. In view of Simon, to build a reliable mathematical expression of the DMs’ preferences is almost impossible in this context. As a result, DMs try to achieve a series of objectives as closely as possible. The GPM is the appropriate technique to search for satisfactory solutions.

Charnes and Cooper [40] first introduced the explicit definition of the GPM in 1961. Afterwards, Lee [41] and Ignizio [42] made great contribution for an impressive advancement of the GPM application and related technical improvements in the 1970s, and until the end of the 20th century, the GPM was still the most widely used multi-criteria decision-making technique [43]. Recent studies still emphasized the advantages of the GPM in avoiding unfeasible solutions [32,44]. The algebraic representation of the GPM is shown as:

\[
\min z = \sum_{j=1}^n P \sum_{i=1}^m (w_{ij}^- d_i^- + w_{ij}^+ d_i^+) \\
\text{s.t.} \begin{cases} 
  g_h(x) \leq 0, h = 1, 2, \ldots, H \\
  f_i(x) - d_i^+ + d_i^- = S_i \\
  d_i^- \geq 0, d_i^+ \geq 0 \\
  j = 1, 2, \ldots, n; i = 1, 2, \ldots, m
\end{cases}
\]
In a mathematical expression, total \( n \) priority levels and \( m \) objectives are listed in the utility function, where \( d^+ \) and \( d^- \) represent the positive and negative deviational variables, respectively. \( P_j \) represents the priority level of the \( j \)th objectives. The deviational variables reveal the deviational distance to the objectives. Generally, since the decision value is impossible to exceed, and cannot exceed the target at one time, the formula \( d^+ \times d^- = 0 \) is always true [45]. Shorter distances from the deviational variables to the targets denote better optimization effects. In order to examine the relative importance of the objectives in the same priority levels, \( w \), as the preferential weight, is used and can be determined by the multi-criteria decision making (MCDM). The hard constraints are placed in the first priority level to define the solution space boundary. The soft constraints are arranged in the other lower levels to satisfy the DM’s will, and the priority of the upper level objective is considerably more important than those in the inferior levels. Finally, the optimized solution is obtained by comparing the deviational values in the corresponding ranks. Although incommensurability does not occur in different priority levels, normalization techniques, such as Euclidean normalization [46], the zero–one normalization [47], and the percentage normalization [43], are still required to judge the optimization effects of different objectives in the same priority level.

3.1.2. Development of Generalized Goal Programming Optimization Model

A generalized GPM-based optimization model is proposed in this study to fit the decision-making process, and the generalized expression is shown as below:

\[
\text{min } z = P_1(d_1^+ + d_1^-) + P_2(d_2^+ + d_2^-) + P_3(d_3^+ + d_3^-) \tag{2}
\]

\[
\left\{ \begin{array}{l}
\sum_{j=1}^{n} \sum_{i=1}^{m} c_i^j - d_1^+ + d_1^- = C \\
\sum_{k=1}^{q} c_k - d_2^+ + d_2^- = E \\
\sum_{j=1}^{n} \sum_{i=1}^{m} c_{ce}^j - d_3^+ + d_3^- = CE \\
q_k \geq 0, c_i^j \geq 0, c_{ce}^j \geq 0 \\
j = 1, 2, \ldots, n; i = 1, 2, \ldots, m; k = 1, 2, \ldots, q
\end{array} \right.
\]

In this mathematical expression, three objectives are employed to describe the DMs’ preferences in three priority levels. The objectives are represented by the summation of the itemized data. As a result, the \( j \) and \( i \) are used to signify the architectural components involved in the design alternatives and the different layers in these components, respectively. \( C \) represents the objective of the investment budget, \( c \) represents the comprehensive unit price (CUP) of each material, and \( E \) represents the energy consumption limit. In the energy consumption objective, the itemized energy consumption index \( c_k \) (in which \( k \) means the sub-item energy consumption index such as heating, cooling, and lighting) can be added into the mathematical expression based on the DMs’ preferences. The \( CE \) represents the limitation of the carbon dioxide emissions, and it is measured by the Carbon Emission Factor (CEF) denoted by \( ce \). Meanwhile, due to the subjectivity in the objective determination process, the preset objectives may not be located in the solution space. A solution is proposed to provide the DMs with a reasonable advice to determine the optimization objective value. The relationship between the theoretical solution space and the actual solution space is presented in Figure 1. In this figure, the boundary of the theoretical solution space is determined by the minimized and maximized values of each single objective. Actually, solutions in the theoretical solution space do not exist in some cases, because the objectives are contradictory. For example, achieving minimized \( C \) (the objective of the investment budget) and minimized \( E \) (energy consumption limit) in a design scheme is nearly impossible, because material usage has opposite effects on the \( C \) and \( E \). Therefore, the theoretical solution space is a critical reference to the DMs’ initial objective setting. As for the satisfactory solution, although it does not rigorously satisfy
each constraint, it can still ensure an equivalent level to the preset single objective. Comparing with the non-dominated solutions on the Pareto frontier, the satisfactory solution is preferred to express the DMs’ preferences based on the re-definition of the actual solution space. Moreover, it is evident that no non-dominated solution is effective in most cases, particularly when the number of the soft constraints is more than one. Therefore, the GPM possesses large potential in building energy efficiency optimization.

![Diagram](image)

**Figure 1.** Relationship between the theoretical solution space and the actual solution space.

3.2. Optimization Procedure

Since a large number of design parameter combinations are considered in the optimization model, long execution time is expected in the solving procedure due to the approximately 3 to 5 min of EnergyPlus™ execution time for each design scenario. In a worst-case scenario, the total optimization time can reach over hundreds of years [15,22]. Therefore, an overall research scheme driven by Python code is proposed in this study to speed up the entire solving procedure, as presented in Figure 2, which contains three main modules: optimization modeling, the GPM solution, and the GA generation loop. As shown in Figure 2, there are three processes connecting these three modules by delivering necessary information. The functions of the arrows 1, 2, and 3 are explained in this figure. Optimization modeling is responsible for providing the GPM for the GA iteration. The GPM solution is the process to calculate the design scheme performance. When the stop condition (preset deviation thresholds) is met, the iteration ends and outputs the satisfactory solution.
3.2.1. Optimization Modeling

Optimization modeling is the preliminary work in this study, and it is performed according to the DM’s design requirements. The owner or stakeholder’s requirements are classified according to different levels of influences by the specific indicators such as restricted investment, environmental benefits, and limited construction period. By means of collecting information from interviews and contractual provisions, the design requirements for a certain construction project are easily grasped by the designer, who is responsible for understanding and satisfying the stakeholder’s targets. Moreover, the utilities of these requirements are not equal. For example, housing developers tend to strive for maximized economic benefit, while government projects are designated to be green building models; as a result, the influential factors, which the stakeholders prefer to give priority to, determine the overall project benefits including the energy performance during the entire life cycle of the building. On the other hand, in some cases, the importance of these criteria is not expressed by weightings but by hierarchical objectives, which are described by natural language. A common expression is “improving energy consumption performance as much as possible under a restricted investment premise”. In this context, investment is the first level objective, and energy consumption performance is the lower level objective. Thus, the hierarchical objective can be determined according to the stakeholders’ preferences. Subsequently, a corresponding GPM is established to present the objectives above, and both hard and soft constraints can exist. Several objectives existing in the same level is also permitted for fitting a wide range of applications. Finally, a building energy model is developed in the Google Sketchup and the plug-in OpenStudio® [48] to generate the EnergyPlus™ input file (.idf). Moreover, the thermal property assignment for the developed energy model is carried out in EnergyPlus™ classes. The primary information in the energy model includes basic simulation settings, construction, material, electric equipment, occupant behavior and schedule. These factors are all preset to conform to the operation conditions for each thermal zone.
3.2.2. GPM Solution

The next module, GPM solution, is included to acquire the solution for each combination of design parameters, such as the material, thickness, and size of the components, in the GPM. This process is divided into two parts to handle the two different types of constraint forms.

The first form is represented by several evaluation indexes, which can build strong relationships with the input design parameter combinations. However, such relationships are difficult to express in mathematical expressions due to their complexity. In this study, the energy-related objective is measured by the sum of the values of the sub-item energy consumption indexes. Although a remarkable connection has been proven in the literature between the design parameter selection and variation of these indexes [49,50], the thermodynamic interaction process is difficult to integrate into a certain mathematical expression without any help of approximate treatment. As a result, EnergyPlus™ is employed as a black box function to reveal the energy consumption performance within a group of specific design parameters for the energy-related objective. Consequently, EnergyPlus™ is required to participate in the process of searching for solution for each design scheme.

The second form is expressed by linear equations, where these equations are usually used to measure the investment in the construction phase, the carbon emissions of materials, and the duration caused by various construction technologies and usage. At the end, it is important to highlight that these two forms are interchangeable. For example, previous studies have demonstrated that surrogate models, such as the linear regression and polynomial models are also considered as effective methods to reveal building energy consumption performance laws [49,50]. Meanwhile, the investment budget can be calculated by calling quantity take-off and estimating software as the substitution of simple summation [51]. In spite of the relatively high accuracy, the complex operation and exponentially increased time consumption constitute the main obstacles in realizing the objectives. Considering the limited application ranges of the current surrogate models, the simulation engine is used to describe the energy-related objective.

3.2.3. GA Generation Loop

As mentioned previously, the “Trial-and-Error” approach is unacceptable for stakeholders because of the time limitation. It is crucial to automate this task to create an intelligent form to find good design solutions instead of exploring all of these alternatives [23]. Therefore, the last module proposes a GA-based optimizing workflow to significantly improve the optimization efficiency. In this module, the GPM solution acts as the input for the GA generation loop, which is mainly responsible for acquiring the final satisfactory solution. The GA is a widely used evolutionary algorithm based on the principle of natural selection and genetic mechanism [52], and it considers the population as a solution space, with each solution in the space regarded as an individual. Essentially, the objective of the GA optimization process is to search for the individuals with strong environmental adaptability (high fitness), which is determined by the individual chromosome sequence. Meanwhile, the environmental adaptability is represented by the fitness function, which is the optimization objective. Through multiple iterations in the optimization process, individuals with low fitness are diminished, and individuals with relatively high fitness are filtrated as the potential optimal solutions. In this study, each solution and corresponding design parameters are considered to be the individual and the chromosomes in the GA hierarchical encoding, respectively. For example, “thermal properties of various materials and material thickness take effects on the building energy consumption performance”, in which the former two parameters work as the chromosomes and the latter parameter denotes the individual. Moreover, the genes represent the building components, such as wall, roof, and window. The general mathematical expressions of the individuals and genes are two vectors just as \((d_1, d_2, \ldots, d_k)\) and \((x_1, x_2, \ldots, x_n)\). An initial random population is selected as the parents. The fitness of the parents is calculated subsequently based on the GPM requirements, which regulates the progressive decrease of the importance levels in
the individual vector. Thus, a lower value with high priority represents a higher individual fitness. If individuals that satisfy the requirement of deviational fluctuation in the current generation are present, the GA will stop and will output the satisfactory solution. On the contrary, if current generation does not meet the stakeholder’s requirements, then the operation, covering selection, crossover, and mutation, will be implemented to have new generations search for individuals with better fitness. The calculation iteration stops when the satisfactory solution appears in this circumstance. Specifically, the steps connected by dotted arrows shown in Figure 2 continuously work until the iteration stops. Ultimately, the output of this optimizing process is a satisfactory solution for the DMs.

4. Case Study
4.1. Case Introduction

A five-story office building located inside the campus of Dalian University of Technology, Liaoning Province, China, was selected for the case study. The building is located in an area with the typical temperate monsoon climate. The energy model of this complex office building established in Google Sketchup is shown in Figure 3. The building total area is 10,445 m², and the internal space is divided into different types of office spaces such as professors’ offices, students’ offices, meeting rooms, laboratories, corridors, and file rooms. Each type of office space (or room) has its own energy consumption pattern, and Table 1 lists the detailed classification standards, acquired by site survey. In this case, the energy consumption patterns in Table 1, including occupant behavior, internal loads, equipment, are input in the EnergyPlus model as model parameters in standard parametrized form. In view of the pre-determined purpose and construction plant of a newly designed building, only envelope-related parameters are considered as the tuning variables in the optimization process. The thermal bridge is neglected in this case, and the case selects the ideal air conditioner system by default. In addition, although many scenarios are not considered in this case, the architectural appearance is flexible based on the Sketch Up modeling and EnergyPlus simulation scheme, especially because the EnergyPlus strictly follows a parametrized three-dimensional coordinate input module. The space size, window size, space shape, etc., can be easily replaced in the optimization model to meet various design requirements, such as greater light comfort and architectural aesthetic, by only numerical input.

![Figure 3. Building energy model of the case study.](image-url)
Table 1. Energy consumption patterns in different office spaces (rooms).

| Room Type      | People Density | Equipment Density | Usage Duration | Heating Room | Cooling Room |
|----------------|----------------|-------------------|----------------|--------------|--------------|
| Professor Office | Medium         | Medium            | Medium         | Yes          | Yes          |
| Student Office  | Large          | Large             | Long           | Yes          | Yes          |
| Laboratory      | Low            | Low               | Medium         | Yes          | Yes          |
| Meeting Room    | Large          | Low               | Short          | Yes          | Yes          |
| Corridor        | -              | -                 | -              | No           | No           |
| File Room       | Low            | Low               | Short          | Yes          | Yes          |

This case study is dedicated to implement the optimization model proposed in this study by adjusting the building envelope design considering various energy consumption patterns. Five building components are taken into consideration: the exterior wall, roof, exterior slab carpet, ceiling/floor, and window, which are, respectively, denoted by \( v_1 \) to \( v_5 \) in sequence. The components are divided into a maximum of three layers according to their construction requirements. Layer 1 represents the main components that make up the structure for stability, such as concrete, bricks, or building blocks; Layer 2 is applied in the surfaces exposed to sunlight for necessary thermal performance design; and Layer 3 is responsible for leveling and aesthetics. For example, \( v_1^1 \) represents the material for Layer 1 in the exterior wall. The thermal property parameters, the CUP and the CEF, of the replaceable materials are shown in Tables 2 and 3. The design parameters derived from the Thermal Design Code of Civil Buildings (GB 50176-2016) [53]. The CUP is calculated according to the code of bills of quantities and valuation for construction works (GB 50500-2013) [54], and the CEF is taken from the online statistics [55]. In view of the restrictions such as land use, lighting, and ventilation requirement, the adjustable design parameters, including orientation, architectural appearance, and size of the windows, are not completely involved in this case.

Table 2. Calculating parameters of the building envelope (\( v_1 \sim v_4 \)).

| No. | Density (kg/m³) | Conductivity (W/m K) | Specific Heat (J/kg K) | Thickness (m) | CUP (CNY/m³) | CEF (kg/m³) |
|-----|-----------------|----------------------|------------------------|---------------|--------------|-------------|
| 1   | 25              | 0.03                 | 5350                   |               | 767.28       | 43.75       |
| 2   | 18              | 0.041                | 2410                   |               | 411.17       | 27.5        |
| 3   | 120             | 0.045                | 750                    | [0.02, 0.1]   | 860.8        | 19.75       |
| 4   | 30              | 0.042                | 1380                   |               | 889.9        | 154         |
| 5   | 30              | 0.033                | 1380                   |               | 910.58       | 174         |

**Table 1.** Energy consumption patterns in different office spaces (rooms).

| Room Type      | People Density | Equipment Density | Usage Duration | Heating Room | Cooling Room |
|----------------|----------------|-------------------|----------------|--------------|--------------|
| Professor Office | Medium         | Medium            | Medium         | Yes          | Yes          |
| Student Office  | Large          | Large             | Long           | Yes          | Yes          |
| Laboratory      | Low            | Low               | Medium         | Yes          | Yes          |
| Meeting Room    | Large          | Low               | Short          | Yes          | Yes          |
| Corridor        | -              | -                 | -              | No           | No           |
| File Room       | Low            | Low               | Short          | Yes          | Yes          |

This case study is dedicated to implement the optimization model proposed in this study by adjusting the building envelope design considering various energy consumption patterns. Five building components are taken into consideration: the exterior wall, roof, exterior slab carpet, ceiling/floor, and window, which are, respectively, denoted by \( v_1 \) to \( v_5 \) in sequence. The components are divided into a maximum of three layers according to their construction requirements. Layer 1 represents the main components that make up the structure for stability, such as concrete, bricks, or building blocks; Layer 2 is applied in the surfaces exposed to sunlight for necessary thermal performance design; and Layer 3 is responsible for leveling and aesthetics. For example, \( v_1^1 \) represents the material for Layer 1 in the exterior wall. The thermal property parameters, the CUP and the CEF, of the replaceable materials are shown in Tables 2 and 3. The design parameters derived from the Thermal Design Code of Civil Buildings (GB 50176-2016) [53]. The CUP is calculated according to the code of bills of quantities and valuation for construction works (GB 50500-2013) [54], and the CEF is taken from the online statistics [55]. In view of the restrictions such as land use, lighting, and ventilation requirement, the adjustable design parameters, including orientation, architectural appearance, and size of the windows, are not completely involved in this case.

**Table 2.** Calculating parameters of the building envelope (\( v_1 \sim v_4 \)).

| No. | Density (kg/m³) | Conductivity (W/m K) | Specific Heat (J/kg K) | Thickness (m) | CUP (CNY/m³) | CEF (kg/m³) |
|-----|-----------------|----------------------|------------------------|---------------|--------------|-------------|
| 1   | 1800            | 0.93                 | 1050                   | [0.01, 0.05]  | 937.37       | 377         |

| No. | Density (kg/m³) | Conductivity (W/m K) | Specific Heat (J/kg K) | Thickness (m) | CUP (CNY/m³) | CEF (kg/m³) |
|-----|-----------------|----------------------|------------------------|---------------|--------------|-------------|
| 1   | 1800            | 0.93                 | 1050                   | [0.01, 0.05]  | 937.37       | 377         |

| No. | Density (kg/m³) | Conductivity (W/m K) | Specific Heat (J/kg K) | Thickness (m) | CUP (CNY/m³) | CEF (kg/m³) |
|-----|-----------------|----------------------|------------------------|---------------|--------------|-------------|
| 1   | 1800            | 0.93                 | 1050                   | [0.01, 0.05]  | 937.37       | 377         |
Table 2. Cont.

| No. | Density (kg/m$^3$) | Conductivity (W/m·K) | Specific Heat (J/kg·K) | Thickness (m) | CUP (CNY/m$^3$) | CEF (kg/m$^3$) |
|-----|--------------------|----------------------|------------------------|---------------|-----------------|----------------|
| v$^3_1$ | 1 | 2300 | 1.453 | 1050 | 0.08, 0.25 | 379.95 | 301.97 |
| | 2 | 2350 | 1.579 | 874 | 391.13 | 399.9 |
| v$^3_2$ | 1 | 25 | 0.03 | 5350 | [0.02, 0.1] | 767.28 | 43.75 |
| | 2 | 18 | 0.041 | 2410 | 511.17 | 27.5 |
| v$^3_3$ | 3 | 120 | 0.045 | 750 | 860.8 | 102.4 |
| | 4 | 30 | 0.042 | 1380 | 516.19 | 154 |
| | 5 | 30 | 0.033 | 1380 | 910.58 | 174 |
| v$^3_4$ | 1 | 1800 | 0.93 | 1050 | [0.01, 0.05] | 937.37 | 377 |
| | 2 | 2100 | 1.28 | 1050 | 728.4 | 239.19 |
| v$^3_5$ | 1 | 2300 | 1.453 | 1050 | [0.08, 0.15] | 379.95 | 301.97 |
| | 2 | 2350 | 1.579 | 874 | 591.13 | 399.9 |

Table 3. Calculating parameters of the building envelope ($v_5$).

| No. | U-Factor (W/m$^2$·K) | SHGC * | Thickness (m) | CUP (CNY/m$^2$) | CEF (kg/m$^2$) |
|-----|----------------------|--------|---------------|-----------------|----------------|
| v$^5_1$ | 1 | 5.818 | 0.8 | 0.0058 | 79.81 | 18.87 |
| | 2 | 5.604 | 0.76 | 0.012 | 126.56 | 34.98 |
| | 3 | 5.58 | 0.75 | 0.010 | 221.06 | 29.58 |
| | 4 | 3.109 | 0.72 | 0.018 | 126.56 | 34.98 |
| | 5 | 2.835 | 0.72 | 0.021 | 143.06 | 34.98 |
| | 6 | 2.7 | 0.72 | 0.024 | 148.06 | 34.98 |
| | 7 | 2.084 | 0.68 | 0.021 | 252.06 | 37.41 |

* Solar heat gain coefficient.

4.2. Optimization with Five Scenarios

The GP-based optimization model is established in five different scenarios, prepared based on various preference descriptions. Through the settings of these five scenarios, the case will demonstrate how the GP-based optimization model works and will validate the effectiveness and flexibility of the GPM in the building energy efficiency optimization. The model expression for these five scenarios are listed in Table 4. Scenario 1 gives the basic expression, and the other four scenarios can be considered as the variants of Scenario 1. Detailed information of the five scenarios will be introduced subsequently.

Similar to the generalized GP optimization model established in Section 3.1.2, a total of three objectives ($C, E, CE$) are referred in the Scenario 1 model. The construction investment $C$ is in the first priority level, and the environmental index $CE$ is the least important priority level. All these objectives are regulated to be approached from the positive direction. In a linguistic expression, the DMs prefer that the actual values of investment cost, energy consumption performance, and carbon dioxide emissions will not exceed the pre-defined objective values as far as it is possible. $x$ and $y$ represent the CUP and CEF of the selected materials, respectively. $\gamma$ is the material’s rate of waste, which is defined as 3%. $\beta$ and $\alpha$ are used to indicate the material consumptions, where $\beta$ is the material utility area and $\alpha$ is the material thickness in a specific layer. The thickness of the window is not included because the related calculation is only based on the unit area. $E_{\text{cooling}}$ (annual cooling load in the entire building) and $E_{\text{heating}}$ (annual heating load in the entire building) are two itemized indicators for measuring the building energy consumption performance.

In Scenario 1, $C, E$ and $CE$ are defined as three objectives in three priority levels. The objective $C$ is the most important, and the $CE$ is the least important. Due to the meanings of the $C, E$, and $CE$, the DMs tend to prefer these values smaller than the certain objective...
values. Therefore, the positive deviations in each optimization objectives are permitted for applying the satisfactory solution. This model is also the standard expression of this case study. These three constraints are all soft constraints coupled with corresponding positive deviational variables, and they are regarded as a type of basic demands of the DMs.

Scenario 2 is discussed as a slightly modified model compared with Scenario 1. In the first priority level constraint, both positive and negative deviational variables are allowed, which indicates that the first objective \( C \) can be approximated from two directions. In this scenario, a less constrained case compared with Scenario 1 is discussed to explore whether it can obtain more precise optimal results.

Scenario 3 emphasizes environmental and public benefits. Therefore, the objectives are realigned according to these new concerns. The Objectives \( E \) and \( CE \) are arranged at the first two priority levels in all these objectives, and the Objective \( C \) is the least important. Like Scenario 1, only positive deviations are allowed in the satisfactory solution.

Given the objectives with similar degrees of concerns for the DMs, different objectives existing in the same priority level is common. To present how the GPM works in such a scenario, Scenario 4 sets two objectives \((E_{\text{heating}} \text{ and } E_{\text{cooling}})\) in the same priority level, which indicates they can be quantified by the same order of magnitude. Different weights are also assigned based on the relative importance. In this case, the relative importance between the \( E_{\text{heating}} \) and \( E_{\text{cooling}} \) are defined as 1:1.

Scenario 5 takes hard constraints or the compelling objectives into account. Some conditions that must be met are expressed without deviational variables. In this scenario, the first level constraint \( C \) is set as the rigorous prerequisites in the GPM. Therefore, the satisfactory solution only exists in the Objectives \( E \) and \( CE \).

Generally, the only difference between Scenario 1 and 2 is that both positive and negative deviations can appear in the first priority level in Scenario 2. It indicates that the DMs are intended to reach the objective without restricted approach directions. Scenario 3 focuses on the environmental benefits and, therefore, the Objectives \( E \) and \( CE \) are arranged in the higher priorities. Scenario 4 sets more than one objective \((E_{\text{cooling}} \text{ and } E_{\text{heating}})\) in the same priority level, and \( E_{\text{cooling}} \) and \( E_{\text{heating}} \) are weighted depending on the relative importance. Scenario 5 adds the hard constraints into the format. The hard constraint should be rigorously followed during the optimization process; thus, the hard constraint is situated in the first priority level of the GPM.
Table 4. Model expression for the five scenarios in the case study.

| Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 | Scenario 5 |
|------------|------------|------------|------------|------------|
| **Model** | Expression | | | | |
| **Expression** | \( P_{d1} + P_{d2} \) | \( P_{d1} + P_{d2} + \) | \( P_{d1} + P_{d2} + \) | \( P_{d1} + P_{d2} + \) | \( P_{d1} + P_{d2} \) |
| \( \sum_{j=1}^{n} (1+\gamma) \beta_{j} a_{j} x_{j} - d_{j} = C \) | \( \sum_{j=1}^{n} (1+\gamma) \beta_{j} a_{j} x_{j} + d_{j} = C \) | \( \sum_{j=1}^{n} (1+\gamma) \beta_{j} a_{j} x_{j} + d_{j} = C \) | \( \sum_{j=1}^{n} (1+\gamma) \beta_{j} a_{j} x_{j} + d_{j} = C \) | \( \sum_{j=1}^{n} (1+\gamma) \beta_{j} a_{j} x_{j} + d_{j} = C \) |
| \( \sum_{j=1}^{n} \text{Cooling} - \sum_{j=1}^{n} \text{Heating} = E \) | \( \sum_{j=1}^{n} \text{Cooling} - \sum_{j=1}^{n} \text{Heating} = E \) | \( \sum_{j=1}^{n} \text{Cooling} - \sum_{j=1}^{n} \text{Heating} = E \) | \( \sum_{j=1}^{n} \text{Cooling} - \sum_{j=1}^{n} \text{Heating} = E \) | \( \sum_{j=1}^{n} \text{Cooling} - \sum_{j=1}^{n} \text{Heating} = E \) |
| \( d_{j} \geq 0, x_{j} \geq 0, y_{j} \geq 0 \) | \( d_{j} \geq 0, x_{j} \geq 0, y_{j} \geq 0 \) | \( d_{j} \geq 0, x_{j} \geq 0, y_{j} \geq 0 \) | \( d_{j} \geq 0, x_{j} \geq 0, y_{j} \geq 0 \) | \( d_{j} \geq 0, x_{j} \geq 0, y_{j} \geq 0 \) |
| \( d_{j} \geq 0, d_{j} - d_{j} = 0 \) | \( d_{j} \geq 0, d_{j} - d_{j} = 0 \) | \( d_{j} \geq 0, d_{j} - d_{j} = 0 \) | \( d_{j} \geq 0, d_{j} - d_{j} = 0 \) | \( d_{j} \geq 0, d_{j} - d_{j} = 0 \) |
| \( j = 1, 2, \ldots, n; i = 1, 2, \ldots, m \) | \( j = 1, 2, \ldots, n; i = 1, 2, \ldots, m \) | \( j = 1, 2, \ldots, n; i = 1, 2, \ldots, m \) | \( j = 1, 2, \ldots, n; i = 1, 2, \ldots, m \) | \( j = 1, 2, \ldots, n; i = 1, 2, \ldots, m \) |
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4.3. Programming
4.3.1. Python Programming Design

PyCharm platform is developed by Python-based computer code to integrate the entire optimization process of this case study. The code realizes the interaction between EnergyPlus™ simulation and the GA iterations. It contains two main parts: (1) automatic parameter assignment for the energy model and simulation in EnergyPlus™; and (2) the GA-based optimization model establishment. The former part is used to generate the GA individuals in an effective and sequential manner. First, design parameters in the EnergyPlus™ input file are alternated based on the GA individual generation rules. Then, the EnergyPlus™ is called and driven automatically by the Python code, and the energy consumption evaluation index is output as a part of the individual fitness calculation basis. The latter part is responsible for the GA solution. The new individuals generated in the process are then returned to the EnergyPlus™ simulation to evaluate their energy performance. Due to the GPM evaluation approach, a specific fitness evaluation standard is pre-defined, which helps the optimization model to meet the expected optimization goals. For example, based on the Scenario 1 basic form, different weights are given to three deviations, respectively, to compare their fitness values. Deviation with high priority is given a higher order of magnitude, and the deviations are separated by the separatrix “00”. The initial expression of the individual fitness is presented in Figure 4a. Considering that the overlong single deviation can influence the low priority objectives, the function “round( )” is applied to restrict the length of the deviations. Simultaneously, in order to ensure the quality of the optimization result, deviations are delivered through a relative deviation form. In addition, for the scenarios considering the convergence direction, the penalty function “punish = −10” is introduced in the unsatisfied items. The revised individual fitness is shown in Figure 4b.
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**Figure 4.** Individual fitness expression of the GA model (a) initial expression (b) revised expression.

4.3.2. Python Code Basic Settings

In order to provide a reasonable decision-making support for DMs, the theoretical solution space boundaries are determined in advance by means of numeral calculation and simulation based on the data shown in Tables 2 and 3. The detailed information is introduced in Table 5, where the optimization design objective in Scenarios 1 to 5 is set. Specifically, in Scenario 4, the \( E_{heating} \) is considered twice as important as the same priority objective \( E_{cooling} \) because the annual heating load accounts for a larger share comparing with the annual cooling load in this case study.
Table 5. Optimization objective settings.

| Objective (Unit) | Solution Boundary | Selected Objective Value |
|------------------|-------------------|-------------------------|
|                  | Lower             | Upper                   |                         |
| C (CNY)          | 815,673.9         | 4,014,919               | 2,000,000               |
| E (GJ)           | 1243.47           | 2473.68                 | 1600 (1200 and 400 in Scenario 4) |
| EC (kg)          | 473,451.9         | 2,095,093               | 1,200,000               |

4.4. Results and Discussion
4.4.1. Optimization Results for the Five Scenarios

The Python code runs with GA parameter pre-settings, including a crossover rate of 0.9, a mutation rate of 0.15, and an initial population size of 10. The final convergence condition is five generation iterations of the code running. The GA iteration process and ultimate results in Scenarios 1 to 5 are presented in Table 6. The left part in Table 6 shows the GA iterative convergence process. Fitness values of the best individuals after each GA iteration generation are listed first, and the fitness values are expressed by means of the pre-defined hierarchical objective calculation rules referred to in Figure 4b. In this case, objectives in the first, second, and third priority levels are given the weightings of 100,000,000, 10,000, and 1 in sequence. For example, in the line chart of Table 6, “3,001,700.02” reveals the optimization solution performance of each objective. Based on the GA fitness expression, deviations between the preset objectives and the first, second, and third priority level objectives are around [2.5%, 3.5%), [16.5%, 17.5%), and [1.5%, 2.5%), respectively. As for the expected values after optimization, for example, only positive deviations are allowed in the Scenario 1. The fitness value “1,001,500.7” can be interpreted as corresponding expected objective values, [2,010,000, 2,030,000) for the objective C, [1832, 1848) for the objective E, [2,034,000, 2,046,000) for the objective EC. As an intuitive interpretation, three diagrams (a), (b) and (c) are applied to present the hierarchical objective convergence in the first, second, and third priority levels, as shown in Table 6. According to the GPM evaluation rules, it is obvious that higher priority objectives are optimized preferentially, particularly in diagram (a), in which all the deviations descend with the GA iteration process. Meanwhile, deviations of all the first priority level objectives reach a satisfying rank (<1.5%). Because hard constraint appears in Scenario 5, all the optimized results are considered as completely satisfying conditions; thus, the deviations are nonexistent. The same convergence calculation rules are also applied in diagrams (b) and (c). Scenarios 2, 4, and 5 show good optimization iteration trend in which all the deviations of the objectives gradually decrease. However, the lower priority objective deviations in scenarios 1 and 3 fluctuate due to the contradiction between objectives. The result accuracy issues are mainly caused by the GPM optimizing rules, and the solution will be discussed in Section 4.4.2.
Table 6. Optimization results in Scenarios 1 to 5.

| Fitness Values of Best Individuals after Each GA Iteration Generation | Best in Scenario | 1 | 2 | 3 | 4 | 5 |
|---|---|---|---|---|---|---|
| Scenario 1 | 3,001,700.02 | 3,001,700.02 | 2,000,900.09 | 2,000,900.09 | 1,001,500.7 |
| Scenario 2 | 300.1 | 0.23 | 0.23 | 0.23 | 0.04 |
| Scenario 3 | 1,000,900.26 | 1,000,400.29 | 1,000,400.29 | 1,000,400.29 | 1200.31 |
| Scenario 4 | 1,000,900.26 | 1,000,400.29 | 1,000,400.29 | 1,000,400.29 | 1200.31 |
| Scenario 5 | 100.32 | 100.32 | 100.32 | 100.32 | 100.32 |

GA iteration convergence process

Design Parameter Combination

| Design Parameter Combination | 1 | 2 | 3 | 4 | 5 |
|---|---|---|---|---|---|
| $v_1$ | 4 | 2 | 6 | 4 | 2 |
| $T_1$ | 0.34 | 0.158 | 0.297 | 0.167 | 0.297 |
| $v_2$ | 1 | 5 | 2 | 2 | 4 |
| $T_2$ | 0.029 | 0.026 | 0.095 | 0.027 | 0.084 |
| $v_3$ | 1 | 1 | 2 | 1 | 2 |
| $T_3$ | 0.01 | 0.042 | 0.01 | 0.047 | 0.011 |
| $v_4$ | 1 | 2 | 2 | 2 | 1 |
| $T_4$ | 0.107 | 0.207 | 0.217 | 0.213 | 0.138 |
| $v_5$ | 2 | 2 | 2 | 2 | 2 |
| $T_5$ | 0.06 | 0.085 | 0.091 | 0.066 | 0.023 |
| $v_6$ | 2 | 1 | 2 | 1 | 1 |
| $T_6$ | 0.038 | 0.016 | 0.041 | 0.037 | 0.043 |
| $v_7$ | 2 | 1 | 1 | 2 | 1 |
| $T_7$ | 0.127 | 0.231 | 0.119 | 0.158 | 0.196 |
| $v_8$ | 2 | 1 | 4 | 4 | 2 |
| $T_8$ | 0.069 | 0.07 | 0.06 | 0.053 | 0.03 |
| $v_9$ | 1 | 1 | 2 | 2 | 1 |
| $T_9$ | 0.022 | 0.044 | 0.043 | 0.047 | 0.04 |
| $v_{10}$ | 1 | 3 | 2 | 2 | 2 |
| $T_{10}$ | 0.094 | 0.146 | 0.145 | 0.135 | 0.085 |
| $v_{11}$ | 2 | 1 | 2 | 1 | 1 |
| $T_{11}$ | 0.038 | 0.017 | 0.041 | 0.033 | 0.036 |
| $v_{12}$ | 7 | 5 | 5 | 7 | 3 |
The right part of Table 6 shows the corresponding design parameter values of the best GA individuals. The material selection is represented by the numbers in Tables 2 and 3 (the second column). T represents the thickness of the selected material.

4.4.2. Discussion

From the optimization results presented in Table 6, it is clear that the established GP-based optimization method is fully capable of achieving the building energy efficiency optimization. With the help of the GA model, the calculations converge within four days based on the case study settings. Generally, more than 300 design schemes are involved in the GA iterations. Considering the high operational efficiency of the GA, the proposed optimization method can satisfy the project duration requirements of the design phase. In addition, a flexible GPM form is presented in the case study to demonstrate that this model can greatly meet various DMs’ initial design requirements. Although the GPM is established to address the hierarchical objective optimization, new issues related to the objective trade-off can arise. Numerically speaking, Scenario 1 cannot be regarded as a successful optimization process because of the approximate deviation of 15% and 70% in the second and third priority level objectives. It is still possible to obtain unsatisfying solutions even if much more GA iterations are performed. Essentially, sacrificing lower priority level objectives to support higher priority level objective achievement is emphasized in the GPM approach, which also accords with the rule of building design. If the individual fitness expression of the GA model is not regulated by the method in Figure 4b, the GP-based optimization performance must be extremely unstable. There are two ways to solve this problem:

1. Setting strict convergence conditions for each optimization objective in the GA iteration process;
2. Setting a more flexible high priority level objective convergence threshold.

The first solution can be designed according to the maximum acceptable objective deviations from the DMs. The second solution tends to find out the trade-off between objectives. Obviously, in Scenario 1, the GA generations 4 and 5, 1% deviation reduction for the first priority level objective contributes to 6% corresponding deviation increment for the second level priority and more than 60% corresponding deviation increment for the third priority level objectives simultaneously. The similar condition also appears in the Scenario 3, in which the lower priorities make significant sacrifices to meet high priority objectives. That means various types of optimal results can be provided for the DMs to realize the maximum benefit based on the trade-off among objectives. Generally, secondary screening relying on design requirements can be carried out in the practical projects for avoiding the results in Scenario 1 and 3. Through these improvements, the GP-based optimization method is able to acquire satisfying solution facing different design requirements.

Compared with Scenario 1, the optimization result in the Scenario 2 performs much better, in which the result, respectively, shows [0, 0.5%), [0, 0.5%), and [3.5%, 4.5%) deviations with the selected objective values. In fact, given the DMs want the Objective C below the expected value and overall optimization performance improves in the Scenario 2, the change for constraint setting is acceptable and even encouraged after looking around.

5. Conclusions

In an effort to address the inherent shortcomings of the MOO model, this study proposes a GP-based optimization method. It focused heavily on the decision-making process for DMs support, rather than only on technical evolution in a solid research framework. The GPM introduces a satisfying solution concept into the optimization work, which indicates that the design scheme is not required to rigorously reach the desired objectives. Meanwhile, the GPM answers the main questions regarding how to deal with the objectives with different concerns, and how to approach predefined objective values from specific direction. The optimization is driven by the GA iteration process to improve the computational effectiveness. A case study with five possible design requirements
is carried out. The optimization results show that the proposed GP-based optimization method can successfully complete the predefined optimization tasks based on different aim expressions. As for the trade-off between objectives, two solutions are proposed to improve the optimization accuracy. The proposed GP-based building energy efficiency optimization method builds a reasonable mathematical expression for those contradictory and preferentially different design objectives. The introduced satisfying solution concept makes the established GP-based optimization method a highly flexible approach in dealing with some specific design requirements, such as clear invested budget and certain design preferences. Generally, the established GPM provides an effective method for building sustainable design. Comparing with the MOO model, the GPM has numerous advantages in flexible model establishment, especially considering various optimization requirements. It is able to better satisfy many specific requirements and efficiently generate feasible energy efficient building designs. This study provides a more flexible and convenient building energy efficiency optimization method for designers and clients to obtain more satisfying design schemes that can fulfill the requirements of the project to the greatest extent possible. It will not only increase the success rate of the projects, but also introduce environmental and economic benefits to the society. Although the method proposed in this paper can be applied to various problems related to the optimal design of building energy efficiency, the case study in this paper only optimizes the building envelope for a specific condition, taking the material cost and carbon emission value into account. Given the parameterized variable input model of the EnergyPlus™, future research and engineering can use this method for global optimization in terms of the building appearance, geometry, occupant behavior, building equipment, etc.
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