The Lorenz system: hidden boundary of practical stability and the Lyapunov dimension
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Abstract On the example of the famous Lorenz system, the difficulties and opportunities of reliable numerical analysis of chaotic dynamical systems are discussed in this article. For the Lorenz system, the boundaries of global stability are estimated and the difficulties of numerically studying the birth of self-excited and hidden attractors, caused by the loss of global stability, are discussed. The problem of reliable numerical computation of the finite-time Lyapunov dimension along the trajectories over large time intervals is discussed. Estimating the Lyapunov dimension of attractors via the Pyragas time-delayed feedback control technique and the Leonov method is demonstrated. Taking into account the problems of reliable numerical experiments in the context of the shadowing and hyperbolicity theories, experiments are carried out on small time intervals and for trajectories on a grid of initial points in the attractor’s basin of attraction.
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1 Introduction

In 1963, meteorologist Edward Lorenz suggested an approximate mathematical model (the Lorenz system) for the Rayleigh–Bénard convection and discovered numerically a chaotic attractor in this model [76]. This discovery stimulated rapid development of the chaos theory, numerical methods for attractor investigation, and still attracts much attention of scientists from different fields1 (see, e.g., [26, 89, 96, 102, 104]). The aim of this work is to discuss the estimates of the global stability and the difficulties of numerically studying the birth of self-excited and hidden attractors, caused by the loss of global stability.

Consider the classical Lorenz system

\[
\begin{align*}
\dot{x} &= -\sigma (x - y), \\
\dot{y} &= rx - y - xz, \\
\dot{z} &= -bz + xy,
\end{align*}
\]

with physically sound parameters \(\sigma, r > 0, b \in (0, 4]\) [76].

1 The original celebrated work by Lorenz [76] has gained more than 21,500 citations according to Google Scholar.
An important task in both qualitative and quantitative investigation of dynamical systems is the study of limiting behavior of a system after a transient process, i.e., the problem of revealing and analysis of all possible limiting oscillations. In a theoretical perspective, this problem relates to a generalization [44,63] of the second part of the celebrated Hilbert’s 16th problem [34] on the number and mutual disposition of attractors and repellors in the chaotic multidimensional dynamical systems, and, in particular, their dependence on the degree of polynomials in the model (see also [67]). Remark that 16th Hilbert problem is far from complete solution even for two-dimensional polynomial quadratic systems admitting only periodic attractors (see, e.g., [42,62]).

A limiting oscillation (or a set of oscillations) is called an attractor, if the initial data from its open neighborhood in the phase space (with the exception of a minor set of points) lead to a long-term behavior that approaches it, and its attracting set is called the basin of attraction (i.e., a set of initial data for which the trajectories tend to the attractor).

The examination of all limiting oscillations could be facilitated if for a system it is possible to prove the dissipativeness in the sense of Levinson (or D-property) ([74], see also [67])—the existence of a bounded convex globally absorbing set containing all such oscillations. The Lorenz system (1) is dissipative in the sense of Levinson, and one can consider, e.g., the following absorbing set [60,61]:

\[
B = \{ (x, y, z) \in \mathbb{R}^3 \mid (x^2 + y^2 + (z - r - \sigma)^2) \leq \frac{b(x+y)^2}{2c}, \quad c = \min(\sigma, 1, \frac{b}{2}) \}. \tag{2}
\]

This implies that all solutions of (1) exist for \( t \in [0, +\infty) \) and, thus, system (1) generates a dynamical system. For considered assumptions on parameters, if \( r < 1 \), then system (1) has a unique equilibrium \( S_0 = (0, 0, 0) \), and if \( r > 1 \), then system (1) has three equilibria: \( S_0 = (0, 0, 0) \) and two symmetric equilibria:

\[
S_{\pm} = (\pm \sqrt{(r - 1)b}, \pm \sqrt{(r - 1)b}, r - 1).
\]

For a system that is dissipative in the sense of Levinson, further study of existence of oscillations is usually connected with the stability of a stationary set. If any trajectory of a system tends to the stationary set, then the system is called globally stable.\(^2\) In this definition, the stationary set can contain both stable (trivial oscillations) and unstable equilibrium states, i.e., the local stability of all equilibria is not required. Various analytical methods, based on the Lyapunov ideas, have been developed (see survey, e.g., [47]) for the study of global stability and estimates of its boundaries in the space of parameters.

Farther, the birth of nontrivial oscillations in a system can be observed when crossing the global stability boundary in the space of parameters. In the simplest case, this is due to the loss of stability of the stationary set. Within this framework, it is naturally to classify oscillations in systems as self-excited or hidden [39,62,67,68]. Basin of attraction of a hidden oscillation in the phase space does not intersect with small neighborhoods of any equilibria, whereas a self-excited oscillation is excited from an unstable equilibrium. A self-excited oscillation is a nontrivial one if it does not approach the stationary states (i.e., \( \omega \)-limit set of corresponding trajectory does not consist of equilibria).

In the general case, when the boundaries of global stability are violated, the birth of oscillations can occur due to local bifurcations in the vicinity of the stationary set (trivial boundary of the global stability)\(^3\) or nonlocal bifurcations (hidden boundary of the global stability). If an attractor is born via such a nonlocal bifurcation of the loss of global stability, then the attractor is a hidden one since the basin of its attraction is separated from the locally attractive stationary set.

In practice, only problem of the birth of new nontrivial attractors is of interest because there are round-off and truncation errors in numerical experiments and there is noise in physical experiments. That is, if the

\(^2\) We use the term “global stability” for simplicity of further discussion, while in the literature there are used different terms like “globally asymptotically stable” [108, p. 137], [31, p. 144], “gradient-like” [72, p. 2], [111, p. 56], “quasi-gradient-like” [72, p. 2], [111, p. 56] and others, reflecting the features of the stationary set and the convergence of trajectories to it.

\(^3\) This can be demonstrated on the example suggested by Vinograd [109] (see also [32, p. 191]): \( \dot{x} = \frac{x^3(y^2 - 2x)}{(x^2 + y^2)(x^2 + y^2 + 1)}, \)

\( \dot{y} = \frac{y^3(y^2 - 2x)}{(x^2 + y^2)(x^2 + y^2 + 1)}. \) Here, a planar system with a unique globally attractive equilibrium of the saddle type has a family of homoclinic orbits. Also, global stability in the presence of locally unstable equilibria is a typical case for systems describing pendulums, PLLs [11,21,46,69], and electric machines [64].

\(^4\) See, e.g., Andronov–Hopf bifurcation [2,5] and Bautin’s “safe” and “dangerous” boundaries of stability [9], and corresponding birth of hidden Chua attractors [43,101].
model has a global bounded convex absorbing set, then over time, the state of the system, observed experimentally, will be attracted to the local attractor contained in the absorbing set. This problem can be considered as a practical interpretation of the problem of determining the boundary of global stability.

2 Inner estimation: the global stability and trivial attractors

For the Lorenz system (1), using several approaches based on the construction of Lyapunov functions it is possible to obtain the following result.

**Theorem 1** (criterion for the absence of self-excited and hidden oscillations) If for parameters of system (1) one of the following cases holds:

\[ 2\sigma \leq b, \quad \text{or} \quad \frac{2\sigma}{r} > b, \quad r < r_{gs} = \frac{(\sigma+b)(b+1)}{\sigma}, \]  

then there are no nontrivial self-excited and hidden oscillations in the phase space of system (1), and any of its solution \((x(t), y(t), z(t))\) tends to the stationary set as \(t \to +\infty\).

**Proof** Let us present the sketch of the proof (see [58, 63, 65, 73]) and consider the following three cases.

(1) For \(r \leq 1\), system (1) has the unique equilibrium \(S_0\). Thus, the absence of self-excited oscillations follows from the Routh–Hurwitz criterion on local stability for the equilibrium \(S_0\). The absence of hidden oscillations can be obtained by Barbashin–Krasovskii theorem (see, e.g., [7, 47]) and the Lyapunov function \(V(x, y, z) = \frac{1}{2}(x^2 + y^2 + z^2)\). For \(r \leq 1\), this function satisfies the following relation on the derivative with respect to system (1):

\[
\dot{V}(x(t), y(t), z(t)) = -(x(t) - \frac{r+1}{r} y(t))^2 \left(1 - \frac{(r+1)^2}{4}\right) y(t)^2 - b z(t)^2 < 0, \quad \forall x, y, z \neq 0.
\]

Also, \(V(x, y, z) \geq 0\), \(V(0, 0, 0) = 0\) and \(V(x, y, z) \to \infty\) as \(|(x, y, z)| \to \infty\); thus, all conditions of Barbashin–Krasovskii theorem are satisfied implying global stability of the unique equilibrium \(S_0\).

For \(r > 1\), system (1) has three equilibria: the saddle equilibrium \(S_0\) and the equilibria \(S_{\pm}\), whose stability depends on the parameters \(r, \sigma, b\). Thus, here the Barbashin–Krasovskii theorem is not applicable. In this case, system (1) may possess nontrivial self-excited oscillations with respect to unstable equilibria and also hidden oscillations.

(2) For \(r > 1\) and \(2\sigma < b\), the absence of nontrivial oscillations (and, thus, the global stability of the stationary set \(\{S_0, S_{\pm}\}\)) can be demonstrated (see, e.g., [59]) by the LaSalle principal [54]. For that by the time and coordinate transformations

\[
t \to \tau, \quad \psi : (x, y, z) \to (\chi, \vartheta, \upsilon),
\]

\[
\tau = t \sqrt{\sigma (r-1)}, \quad \chi = \frac{x}{\sqrt{b(r-1)}},
\]

\[
\vartheta = \frac{\sqrt{\sigma (y-x)}}{\sqrt{b(r-1)}}, \quad \upsilon = \frac{b z - x^2}{b(r-1)}
\]

we transform system (1) to the system

\[
\begin{align*}
\dot{\chi} &= \frac{d\chi}{d\tau} = \vartheta, \\
\dot{\vartheta} &= \frac{d\vartheta}{d\tau} = -\lambda \vartheta - \chi \upsilon + \chi - \chi^3,
\end{align*}
\]

\[
\dot{\upsilon} = \frac{d\upsilon}{d\tau} = -\alpha \upsilon - \beta \vartheta \chi,
\]

with \(\lambda = \frac{\alpha+b}{\sqrt{\sigma (r-1)}}, \quad \alpha = \frac{b}{\sqrt{\sigma (r-1)}} > 0, \quad \beta = \frac{2\sigma-b}{\sigma} < 0\), and consider the following Lyapunov function:

\[
V(\chi, \vartheta, \upsilon) = \vartheta^2 - \frac{\upsilon^2}{\beta} - \chi^2 + \frac{\chi^4}{2}.
\]

Note that the LaSalle principle requires the compactness of the set, where the Lyapunov function \(V\) is defined to show its boundedness from below. In our case, one can show that the inequality \(V(\chi, \vartheta, \upsilon) > -\frac{1}{2}\) is valid for any \((\chi, \vartheta, \upsilon) \in \mathbb{R}^3\). Since \(\beta < 0\), function (5) satisfies the following relation on the derivative with respect to system (4):

\[
\dot{V}(\chi, \vartheta, \upsilon) = 2 \left(-\lambda \vartheta^2 + \frac{\alpha}{\beta} \upsilon^2\right) \leq 0,
\]

\(\forall \chi, \vartheta, \upsilon \in \mathbb{R}^3\).

From the relation \(\dot{V}(\chi, \vartheta, \upsilon) = 0\), it follows that the largest invariant set \(M \subset \{(\chi, \vartheta, \upsilon) \in \mathbb{R}^3 \mid \dot{V}(\chi, \vartheta, \upsilon) = 0\}\) consists of the equilibrium points of system (4).

Then, according to LaSalle principle any solution of system (4) (and thus system (1)) tends to an equilibrium state as \(\tau \to +\infty\). The level lines of Lyapunov function (5) surrounding the stationary set are presented in Fig. 1.

For \(2\sigma = b\) and \(\beta = 0\), the third equation in (4) yields \(\upsilon(t) = \upsilon_0 \exp(-\alpha t)\) and thus any trajectory approaches an equilibrium as \(\tau \to +\infty\).

(3) For \(r > 1\), \(2\sigma > b\), the previous approach with Lyapunov function (5) does not work, and we use a
special analytical method based on [40,41,56,95]. The main idea behind this method is choosing a specific nonsingular \((3 \times 3)\) matrix \(S\) and differentiable scalar function \(V : U \subseteq \mathbb{R}^3 \to \mathbb{R}^1\), to satisfy the following condition:

\[
\lambda_1(u_0, S) + \lambda_2(u_0, S) + \dot{V}(u_0) < 0, \quad u_0 \in B, \tag{6}
\]

where \(\lambda_1(u_0, S) > \lambda_2(u_0, S) > \lambda_3(u_0, S)\) are the eigenvalues of the following symmetrized matrix:

\[
Q = \frac{1}{2} \left( SJ(u_0)S^{-1} + (SJ(u_0)S^{-1})^T \right)
\]

and

\[
J(u_0) = J(x_0, y_0, z_0) = \begin{pmatrix} -\sigma & \sigma & 0 \\ r - z_0 & -1 & -x_0 \\ y_0 & x_0 & -b \end{pmatrix}
\]

is the \(3 \times 3\) Jacobian matrix of system (1).

Condition (6) yields the inequality \(1 < r < \frac{(\sigma + b)(b + 1)}{\sigma}\) in (3).

(3.1) For \(b \in [0, 2]\) or \(b \in [2, 4]\) and \(1 < r < r_0 = \frac{2(\sigma + b)(b + 1)}{\sigma(1 + l^2)}\), we consider \(S = \begin{pmatrix} \sqrt{\frac{r}{\sigma}} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}\) and \(V \equiv 0\). Then, condition (6) is equivalent to the following relation:

\[
Q + \mu I > 0,
\]

where \(\mu = -\text{Tr} \, J(u_0) = \sigma + b + 1 > 0\). Condition (7) means that all leading principal minors \(\Delta_{1,2,3}\) of the corresponding matrix are positive. For the chosen matrix \(S\), we have \(\Delta_1 = -\sigma + \mu > 0\), \(\Delta_2 = \frac{\Delta_1}{\sigma - b + \mu}\) and \(\Delta_3 = -1 + \mu\) and relation (7) can be expressed in the following way:

\[
\Delta_3 = \begin{vmatrix} -\sigma + \mu & \Delta_3' & \Delta_3'' \\ \Delta_3' & -1 + \mu & 0 \\ \Delta_3'' & 0 & -b + \mu \end{vmatrix} > 0, \tag{8}
\]

where \(\Delta_3' = \sqrt{r}\sigma - \frac{z}{\sigma}\), \(\Delta_3'' = \frac{z}{\sqrt{r}}\). Condition (8) can be rewritten as follows:

\[
\frac{r}{\sigma}((\mu - \sigma)(\mu - 1) - r\sigma) - \frac{z^2}{4}
\]

\[
-\frac{y^2}{4}((\mu - 1) + rz > 0. \tag{9}
\]

For the solutions of system (1), the following relation is known [60,61]:

\[
\lim_{t \to +\infty} \sup [y^2(t) + (z(t) - r)^2] \leq l^2 r^2,
\]

\[
l = \begin{cases} 1, & \text{if } b < 2, \\ \frac{b}{\sqrt{b - 1}}, & \text{if } b \geq 2. \tag{10} \end{cases}
\]

Using relations (9) and (10), we conclude that inequality (6) is true, when

\[
\sigma + 2 - b \geq 0, \quad r < \frac{2(\mu - \sigma)(\mu - 1)}{\sigma(1 + l^2)},
\]

which matches the initial conditions on parameter \(b\) and \(r\).

(3.2) For \(b \in [2, 4]\) and \(r_0 \leq r \leq \frac{(\sigma + b)(b + 1)}{\sigma}\), we consider \(S = \begin{pmatrix} -A^{-1} & 0 & 0 \\ -(b - 1) & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}\) and \(V(x, y, z) = \frac{V_1(x, y, z)}{[(\sigma - 1)^2 + 4\sigma r]^{1/2}}, \text{ where } A = \frac{\sigma}{\sqrt{\sigma + (\sigma - b)(b - 1)}}\) and

\[
V_1(x, y, z) = \gamma_1(y^2 + z^2) + \gamma_2 x^2 + \gamma_3 \left( \frac{y^4}{4\sigma^2} - \frac{y^2}{\sigma} - y^2 - 2xy \right) - \sigma \frac{z}{\sqrt{r}}.
\]
If $2\sigma \geq b$, then it is known \cite{60, 61} the following relation for the solutions of system (1):
\[
\liminf_{t \to +\infty} \left[ z(t) - \frac{x^2(t)}{2\sigma} \right] \geq 0. \tag{11}
\]
Using this relation, one can obtain the following estimation for all $z \geq \frac{x^2}{2\sigma}$:
\[
\dot{V}_1 \leq [2\sigma x y - 2dy^2 - 2b^2y^2]y_1 + [2\sigma x y - 2\sigma x^2]y_2 + [(\sigma - 2b)x^2 + 2(\sigma - r + d)xy - 2(\sigma - d)y^2 - 2x^2]y_3 + \sigma z - \frac{\sigma}{b} xy. \tag{12}
\]

The matrix $Q$ has the following eigenvalues:
\[
\lambda_2(u, S) = -b, \\
\lambda_{1,3}(u, S) = -\frac{\sigma + 1}{2} \pm \frac{1}{2} \sqrt{(\sigma + 1 - 2b)^2 + (A\sigma - 2\sigma x)^2 + A^2 (y + \frac{b-1}{\sigma} x)^2}. \tag{13}
\]
for which relation $\lambda_1(u, S) > \lambda_2(u, S) > \lambda_3(u, S)$ holds.

Then, condition (6) takes the following form:
\[
2(\lambda_1(u, S) + \lambda_2(u, S) + \dot{V}) \\
\leq - (\sigma + 1 + 2b) + [(\sigma - 1)^2 + 4\sigma r]^{1/2} + \\
+ [(\sigma - 1)^2 + 4\sigma r]^{1/2} \left(-\sigma z + \frac{A^2 z^2}{4b} + \frac{A^2}{4} (y + \frac{b-1}{\sigma} x)^2 + \dot{V}_1 \right). 
\]
If $\gamma_1 \geq \frac{A^2}{8b} + \gamma_3 \frac{2\sigma}{b} + 1$, then using (12), one gets the following estimation:
\[
-\sigma z + \frac{A^2 z^2}{4} + \frac{A^2}{4} (y + \frac{b-1}{\sigma} x)^2 + \dot{V}_1 \leq B_1 x^2 + B_2 xy + B_3 y^2, \quad \forall x, y, z \geq \frac{x^2}{2\sigma},
\]
where
\[
B_1 = -2\gamma_2 \sigma + \frac{A^2(b-1)}{4\sigma^2} - 2\gamma_3 r, \\
B_2 = -2\gamma_1 + \frac{A^2}{4} - (\sigma - 1)\gamma_3, \\
B_3 = 2(\gamma_1 + \frac{A^2(b-1)}{4\sigma} - \frac{\sigma}{2b} + \sigma \gamma_2 + (\sigma - 1 + r)\gamma_3).
\]
The later inequality $B_1 x^2 + B_2 xy + B_3 y^2 \leq 0$ holds for any $x, y, z$ if
\[
B_1 \leq 0, \quad B_3 \leq 0, \quad 4B_1 B_3 - B_2^2 \geq 0. \tag{14}
\]
If one considers the following coefficients (see, e.g., \cite{58}):
\[
\gamma_1 = A^2 \frac{3\sigma - b - 1}{8\sigma(b+2)}, \\
\gamma_2 = A^2 \frac{b - 1}{8\sigma + 2}, \\
\gamma_3 = A^2 \frac{2\sigma - 1}{8\sigma + 2} - \frac{\gamma_3 - \gamma_1}{A^2 \frac{b + \sigma - 1}{4\sigma^2} + \frac{1}{12b}},
\]
then conditions (14) are equivalent to the following conditions:
\[
(b \geq 1, \quad \gamma_1 \leq -1, \quad (\sigma - 1)^2 + 4\sigma r) \geq 0, \\
+[(\sigma - 1)^2 + 4\sigma r]^{1/2} < 0,
\]
which are satisfied for $b \in [2, 4]$ and $r \geq r_0$.

Thus, for these values condition (6) takes the following form:
\[
2(\lambda_1(u, S) + \lambda_2(u, S) + \dot{V}) \\
\leq - (\sigma + 1 + 2b) + [(\sigma - 1)^2 + 4\sigma r]^{1/2} + \\
+ [(\sigma - 1)^2 + 4\sigma r]^{1/2} \left(-\sigma z + \frac{A^2 z^2}{4b} + \frac{A^2}{4} (y + \frac{b-1}{\sigma} x)^2 + \dot{V}_1 \right),
\]
which yields estimation $r < \frac{(\sigma + b)(b+1)}{\sigma}$ in (3).

This completes the proof. \hfill $\square$

The case corresponding to conditions (3) of Theorem 1, when all trajectories tend to the stationary set, however, not all equilibria of the stationary set are locally stable, is illustrated in Fig. 2.

Beyond the estimate (3) in Theorem 1, the analysis of global stability and the birth of nontrivial attractors can be performed numerically. It is further known that the separatrix of saddle $S_0$ can form a homoclinic loop from which unstable cycles can arise and violate the global stability (however, a set of measure zero does not affect the global attraction on a stationary set from a practical point of view). Using the Fishing principle \cite{57, 67, 71} for the Lorenz system (1), it is possible to prove the following:
Two symmetric homoclinic orbits (homoclinic butterfly) in the Lorenz system (1) with parameters $\sigma = 10$, $b = 8/3$, and $r = r_h \approx 13.926$
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**Theorem 2** For $\sigma$ and $b$ fixed, there exists $r = r_h \in (1, +\infty)$ corresponding to the homoclinic orbit of the saddle equilibrium $S_0$ if and only if $3\sigma > 2b + 1$.

For instance, for the classical values of parameters $\sigma = 10$, $b = 8/3$ of system (1), it is possible to find numerically the approximate value of such homoclinic bifurcation $r_h \approx 13.926$, when two symmetric homoclinic orbits appear forming a homoclinic butterfly (Fig. 3). A further increase in the parameter $r$ leads to the birth of two saddle periodic orbits from each homoclinic orbit [93].

### 3 Outer estimation: the absence of trivial attractors

For systems with a global absorbing set and an unstable stationary set, the existence of self-excited attractors is obvious. From a computational point of view, this allows one to use a standard computational procedure, in which after a transient process, a trajectory, starting from a point of unstable manifold in a neighborhood of equilibrium, reaches a state of oscillation; therefore, one can easily identify it.

System (1) possesses the absorbing set $B$ (defined by Eq. (2)) and for $\sigma > b + 1$, $r > r_{cr} = \sigma \left( \frac{\sigma + b + 3}{\sigma - b - 1} \right)$ all equilibria are unstable. Thus, in this case, system (1) has a nontrivial self-excited attractor. If we consider classical values of parameters $\sigma = 10$, $b = 8/3$, then for $r > r_{cr}$, e.g., for $r = 28$, it is possible to observe the self-excited chaotic attractor with respect to all three equilibria $S_0$, $S_\pm$ (Fig. 4). This gives an outer estimation of the practical global stability.

In this manner, Lorenz had discovered numerically in the phase space of system (1) the existence of the celebrated chaotic Lorenz attractor from a vicinity of unstable zero equilibrium.

### 4 The boundary of practical stability and absence of nontrivial attractors

The presence of an absorbing set (Fig. 5) implies the existence of a globally attractive $A_{glob}$, which contains all local self-excited and hidden attractors, and a stationary set.

Thus, inside the set $B$ it is possible to study numerically the presence of nontrivial self-excited and hidden attractors for parameters $r$, $\sigma$, $b$ not satisfying conditions (3) of global stability, i.e., by fixing $\sigma$ and $b$ and by decreasing $r$ from $r_{cr}$. For $\sigma = 10$, $b = 8/3$, this gives us the following region $r \in (r_{gs}, r_{cr})$, where $r_{gs} \approx 4.64$, $r_{cr} \approx 24.74$.

A nontrivial self-excited attractor can be observed numerically for $24.06 \lesssim r < r_{cr} \approx 24.74$ (see, e.g., [96]). In this case of nontrivial multistability, system (1) possesses a local chaotic attractor $A$ which is self-excited with respect to equilibrium $S_0$ and coexists with the trivial attractors $S_\pm$ (Fig. 6).

#### 4.1 Hidden attractor or hidden transient chaotic sets?

For the Lorenz system (1), it is still an open question [39, p. 14], whether for some parameters there exists a hidden chaotic attractor, i.e., whether it is possible by changing parameters to disconnect the basin of attraction from equilibria $S_0$, $S_\pm$ (e.g., for the parameters $\sigma = 10$, $b = \frac{8}{3}$; if $r = 28$, then attractor is connected with $S_0$, $S_\pm$; if $r = 24.5$, then attractor is connected with only $S_0$). The current results on the existence of the hidden attractors in the Lorenz system are the following. Recently reported hidden attractors in the Lorenz system with $r < r_{cr}$ and locally stable equilibria $S_\pm$ turn out to be a transient chaotic set (a set in the phase space, which can persist for a long time, but after all collapses), but not a sustained hidden chaotic attractor [79, 112].

Since in a numerical computation of a trajectory over a finite-time interval it is difficult to distinguish...
a sustained chaos from a transient chaos \cite{30,52}, it is reasonable to give a similar classification for transient chaotic sets \cite{14,18}. A transient chaotic set is called a hidden transient chaotic set if it does not involve and attract trajectories from a small neighborhood of equilibria; otherwise, it is called self-excited.

For an arbitrary system possessing a transient chaotic set, the time of transient process depends strongly on the choice of initial data in the phase space and also on the parameters of numerical solvers to integrate a trajectory (e.g., order of the method, step of integration, relative and absolute tolerances). This complicates the task of distinguishing a transient chaotic set from a sustained chaotic set (attractor) in numerical experiments.

For the Lorenz system (1), suppose that $\sigma = 10$, $b = \frac{8}{3}$ are fixed and $r$ varies. Near the point $r \approx 24.06$, it is possible to observe a long living transient chaotic set, which is hidden since its basin of attraction does not intersect with the small vicinities of equilibrium $S_0$. For example, for $r = 24$ a hidden transient chaotic set can be visualized \cite{112} from the initial point $(2, 2, 2)$ (Fig. 7). In \cite{79}, hidden transient chaotic set was obtained in system (1) with $r = 29$, $\sigma = 4, b = 2$.

In our experiments, consider system (1) with $r = 24$. For a trajectory with a certain initial point, which is computed by a certain solver with specific parameters, we estimate the moment of the end of transient behavior as the moment of time when the trajectory falls into a small vicinity of one of the stable equilibria $S_{\pm}$. Using MATLAB’s standard procedure ode45 with default parameters (relative tolerance $10^{-3}$, absolute tolerance $10^{-6}$) for system (1) with parameters $r = 24, \sigma = 10, b = 8/3$ and for initial point $u_0 = (20, 20, 20)$, a transient chaotic behavior is observed on the time interval $[0, 1.8 \times 10^{4}]$, for initial point $u_0 = (-7, 8, 22)$—on the time interval $[0, 7.2 \times 10^{4}]$, for initial point $u_0 = (2, 2, 2)$—on the time interval $[0, 2.26 \times 10^{5}]$, and for initial point $u_0 = (0, -0.5, 0.5)$ a transient chaotic behavior continues over a time interval of more than $[0, 10^{7}]$. Remark that, if we consider the same initial points, but use MATLAB’s procedure ode45 with relative tolerance $10^{-6}$, for all these initial points the chaotic transient behavior will last over a time interval of more than $[0, 10^6]$, and corresponding transient chaotic sets will not collapse. As a conclusion from this numerical study of transient chaotic behavior, we may suggest to specify precisely numerical solver, its
(a) Initial data near the equilibrium $S_0$

(b) Initial data near the equilibrium $S_+$

(c) Initial data near the equilibrium $S_-$

Fig. 6 Numerical visualization of the self-excited local chaotic attractor in the Lorenz system (1) $r = 24.5$, $\sigma = 10$, $b = \frac{8}{3}$ by a trajectory that starts in the vicinity of the unstable equilibrium $S_0$. This attractor coexists with stable equilibria $S_{\pm}$ (trivial attractors).

(a) $u_0 = (2, 2, 2)$, $t \in [0, 1000]$

(b) $u_0 = (2, 2, 2)$, $t \in [0, 2.3 \cdot 10^5]$

(c) $u_0$ in vicinity of $S_0$

Fig. 7 Visualization of the hidden transient chaotic set in the Lorenz system (1) with $r = 24$, $\sigma = 10$, $b = \frac{8}{3}$ parameters, initial data and time interval, along which the transient behavior continues.

4.2 The study of existence of the hidden transient chaotic sets and hidden attractors via the continuation method

In [79,112], the study of existence of the hidden transient chaotic sets and hidden attractors in the Lorenz system was done by the numerical study of basins of attraction on some 2d cross sections. Next, we demonstrate an approach based on the extension of the parameter space and the numerical continuation method (see “Appendix A”).

Consider the following generalization of the classical Lorenz system [76]:

$$
\begin{align*}
\dot{x} &= -\sigma (x - y) - ayz, \\
\dot{y} &= rx - y - xz, \\
\dot{z} &= -bz + xy,
\end{align*}
$$

where

- $\sigma > 0$
- $r > 0$
- $b > 0$
- $a = 0$

Consider

$$
\begin{align*}
\begin{array}{c}
b = 1, \\
a > 0, \\
\sigma > ar.
\end{array}
\end{align*}
$$

(16)

For the following linear transformation (see, e.g., [60]):

$$(x, y, z) \rightarrow \left( x, \frac{\zeta}{\sigma - ar}, r - \frac{\zeta}{\sigma - ar} y \right),$$

(17)

system (1) is transformed to the Glukhovsky–Dolzhansky system [27]:

$$
\begin{align*}
\dot{x} &= -\sigma x + \zeta z + axz, \\
\dot{y} &= \rho - y - xz, \\
\dot{z} &= -z + xy,
\end{align*}
$$

where

$$
\begin{align*}
\zeta > 0, \\
\rho &= \frac{r(\sigma - ar)}{\zeta} > 0, \\
\alpha &= \frac{\zeta^2 a}{(\sigma - ar)^2} > 0.
\end{align*}
$$

(18)

(19)

The Glukhovsky–Dolzhansky system describes the convective fluid motion inside a rotating ellipsoidal cavity.
If we set
\[ a < 0, \quad \sigma = -ar, \]  
then after the linear transformation (see, e.g., [60]):
\[ (x, y, z) \rightarrow \left( v_1^{-1} y, v_1^{-1} v_2^{-1} h x, v_1^{-1} v_2^{-1} h z \right), \ t \rightarrow v_1 t \]
with positive \( v_1, v_2, h \), we obtain the Rabinovich system [83,87], describing the interaction of three resonantly coupled waves, two of which being parametrically excited:
\[
\begin{align*}
\dot{x} &= hy - v_1 x - y z, \\
\dot{y} &= hx - v_2 y + x z, \\
\dot{z} &= -z + xy,
\end{align*}
\]
(21)
where
\[ \sigma = v_1^{-1} v_2, \quad b = v_1^{-1}, \quad a = -v_2^2 h^{-2}, \quad r = v_1^{-1} v_2^{-1} h^2. \]
(22)

Following [14], let us briefly describe the experiment, which allows to organize the transition from the hidden attractors in Glukhovsky–Dolzhansky and Rabinovich systems to the hidden transient chaotic set in the Lorenz system.

In this experiment for system (15), we consider three sets of parameters: \( P_{GD} (r = 346, a = 0.01, \sigma = 4, b = 1) \) (for the Glukhovsky–Dolzhansky system — GD), \( P_L (r = 24, a = 0, \sigma = 10, b = 8/3) \) (for the Lorenz system — L), and \( P_R (r = 24, a = -1/r - 0.01, \sigma = -ar, b = b_{cr} + 0.14) \) (for the Rabinovich system — R). Here, in contrast to the case of classical Lorenz system considered in previous section, we change the parameters in such a way that hidden Glukhovsky–Dolzhansky and Rabinovich attractors are located not too close to the unstable zero equilibrium so as to avoid a situation that numerically integrated trajectory persists for a long time and then falls on an unstable manifold of the unstable zero equilibrium, then leaves the transient chaotic set, and finally tends to one of the stable equilibria.

Hidden chaotic attractors in the Glukhovsky–Dolzhansky system with \( P_{GD} (r = 346, a = 0.01, \sigma = 4, b = 1) \) [66,67] and in the Rabinovich system with \( P_R (r = 24, a = -1/r - 0.01, \sigma = -ar, b = b_{cr} + 0.14) \) [44] could be obtained from the corresponding self-excited attractors by the numerical continuation method (see “Appendix A”).

These sets of parameters define three points, \( P_{GD}, P_L, \) and \( P_R \), in the 4D parameter space \((r, a, \sigma, b)\).

### Table 1

| Path | Initial point \((x_0, y_0, z_0)\) and time interval \([0, T]\) of numerical integration for each part of the path | \(T\) |
|------|-------------------------------------------------|-----|
| GD \rightarrow L | \((10.64, 60.78, 390)\) | \(10^4\) |
| L \rightarrow R | \((0.2, 0.2, 0.35)\) | \(1.1 \times 10^4\) |

Consider two line segments, \( P_{GD} \rightarrow P_L \) and \( P_L \rightarrow P_R \), defining two parts of the path in the continuation procedure. Choose the partition of the line segments into \( N_{st} = 10 \) parts and define intermediate values of parameters as follows: \( P_{GD}^i \rightarrow P_L = P_{GD} + \frac{i}{N_{st}} (P_L - P_{GD}) \) and \( P_L \rightarrow P_R = P_L + \frac{i}{N_{st}} (P_R - P_L) \), where \( i = 1, \ldots, N_{st} \). Initial points for trajectories of system (15) that define hidden chaotic sets are presented in Table 1. At each iteration of the procedure, a chaotic set defined by the trajectory in the phase space of system (15) is computed using MATLAB’s procedure ode45 with relative and absolute tolerances equal to \(10^{-8}\). The last computed point of the trajectory at the previous step is used as the initial point for computation at the next step.

Thus, using numerical continuation procedure and starting from the hidden attractor in the Glukhovsky–Dolzhansky system (18), it is possible to organize a transition and localize numerically the hidden transient chaotic sets in both Lorenz (1) and Rabinovich (21) systems. One can ensure that in all three cases the trajectories (including separatrices), starting in small neighborhoods of the unstable equilibrium \( S_0 = (0, 0, 0) \), are not attracted by the computed chaotic set, but tend to the symmetric stable equilibria \( S_{\pm} \).

### 5 Exact and finite-time Lyapunov dimension & Lyapunov exponents: global attractor, local attractors, and transient chaotic sets

In this section, we will demonstrate the difficulties in the reliable numerical computation of the finite-time Lyapunov exponents (FTLE) and finite-time Lyapunov dimension (FTLD)\(^5\), as well as distinguishing with their help an attractor from a transition set.

Before proceeding to the description and discussion of these numerical experiments, let us remark that investigations of the numerical reliability of computer-generated chaotic trajectories have been extensively

---

\(^5\) See corresponding definitions in “Appendix B.”
like those with unstable dimension variability \cite{38}, can shadowing time may be very small. In particular, the trajectories can be shown to be practically nonshadowable since the time \cite{91}. Finally, strongly non-hyperbolic systems, it has been proved that computer-generated chaotic trajectories shadow “true” trajectories for a finite period of time \cite{3}. However, if non-hyperbolic behavior is caused by manifold tangencies, only finite shadowability is possible for it (see, e.g., \cite{4,16}). Taking into account these problems, the experiments are carried out on small time intervals and for trajectories with initial data \( u_0 \).

Fig. 8 Localization of hidden chaotic sets in Glukhovsky–Dolzhansky, Lorenz and Rabinovich systems defined by equation (1) using numerical continuation method. Here, trajectories \( x'(t) = (x'(t), y'(t), z'(t)) \) (blue) are defined on the time interval \([0, T]\), (GD \( \rightarrow \) L : \( T = 10^4 \); L \( \rightarrow \) R : \( T = 1.1 \times 10^4 \)) and initial point on the \((i + 1)\)th iteration (yellow) is defined as \( x_i^{i+1} = x_f^i \) (light green arrows), where \( x_f^i = x'(T) \) is the final point (yellow). Outgoing separatrices of unstable zero equilibrium tend to two symmetric stable equilibria. (Color figure online)

point on the \((i + 1)\)th iteration (yellow) is defined as \( x_i^{i+1} = x_f^i \) (light green arrows), where \( x_f^i = x'(T) \) is the final point (yellow). Outgoing separatrices of unstable zero equilibrium tend to two symmetric stable equilibria. (Color figure online)

performed in the context of the shadowing theory and hyperbolicity breakdown (see, e.g., \cite{29,33,81,84,92}). A computer-generated chaotic trajectory shadows a “true” chaotic trajectory if the former stays uniformly close to the latter and vice versa. Under this assumption, the shadowing of numerical trajectories for a reasonable time span would be a minimum requirement for a meaningful computer simulation of a dynamical system. The obstructions to shadowability vary from mild to severe. For example, hyperbolic chaotic systems have been proved by Anosov to be shadowable for an infinite period of time \cite{3}. However, if non-hyperbolic behavior is caused by manifold tangencies, it has been proved that computer-generated chaotic trajectories shadow “true” trajectories for a finite period of time \cite{91}. Finally, strongly non-hyperbolic systems, like those with unstable dimension variability \cite{38}, can be shown to be practically nonshadowable since the shadowing time may be very small. In particular, the existence of fluctuations of the FTLE is a numerical fingerprint of shadowability breakdown via unstable dimension variability (see, e.g., \cite{90,105–107}).

Since the classical Lorenz system (1) has a property of singular hyperbolicity (or quasi-hyperbolicity), only finite shadowability is possible for it (see, e.g., \cite{4,16}). Taking into account these problems, the experiments are carried out on small time intervals and for trajectories on a grid of initial points in the attractor’s basin of attraction.

5.1 The problem of choosing a time interval: attractor vs transient set

Consider system (1) with parameters \( r = 24, \sigma = 10, b = 8/3 \) and integrate numerically the trajectory with initial data \( u_0 = (20, 20, 20) \) using MATLAB’s standard procedure \texttt{ode45} with default param-
The Lorenz system: hidden boundary of practical stability and the Lyapunov dimension

The trajectory forms a chaotic set, which looks like an “attractor” (navy blue) and then tends to $S_+$ (cyan). (Color figure online)

Fig. 9 The trajectory forms a chaotic set, which looks like an “attractor” (navy blue) and then tends to $S_+$ (cyan). (Color figure online)

Parameters (relative tolerance $10^{-3}$, absolute tolerance $10^{-6}$). We numerically approximate the finite-time Lyapunov exponents and finite-time Lyapunov dimension, using the algorithm from [44]. Integration with $t > T_1 \approx 18082$ leads to the collapse of the “attractor,” i.e., the “attractor” turns out to be a transient chaotic set. However, on the time interval $t \in [0, T_3 \approx 6.9 \times 10^5]$ we have $\text{LE}_1(t, u_0) > 0$ and, thus, may conclude that the behavior is chaotic, and for the time interval $t \in [0, \approx 3.443 \times 10^5]$ we have $\text{dim}_{\text{L}}(t, u_0) > 2$. Thus, the estimation of duration of the transient behavior by analyzing the sign of the largest Lyapunov exponent could lead to the wrong conclusion.

This numerical phenomenon can be explained due to the fact that the finite-time Lyapunov exponents and Lyapunov dimension are averaged during computation over the considered time interval. Since the “lifetime” of a transient chaotic process can be extremely long and in view of the limitations of reliable integration of chaotic ODEs (which we will discuss in the next subsection), even longtime computation of the finite-time Lyapunov exponents and the finite-time Lyapunov dimension does not guarantee a relevant approximation of the Lyapunov exponents and the Lyapunov dimension.

Remark that, if we choose the same initial point $u_0 = (20, 20, 20)$, as in the previous experiment, but use MATLAB’s procedure ode45 with relative tolerance $10^{-6}$, the chaotic transient process will last over a time interval of more than $[0, 10^6]$, and the transient chaotic set will not collapse. If now we choose a new initial point $u_0 = (10, 10, 10)$, it would be possible to observe a chaotic transient process over the time interval $[0, T_1 \approx 6.85 \times 10^5]$, while $\text{LE}_1(t, u_0) > 0$ and $\text{dim}_{\text{L}}(t, u_0) > 2$ would be satisfied on the time intervals $t \in [0, T_{2,3}]$, where $T_{2,3} \gg 10^6$.

5.2 The problem of choosing the time interval and initial data: attractor and embedded unstable periodic orbits

Consider the challenges of the finite-time Lyapunov dimension computation along the trajectories over large time intervals (see, e.g., [48–51]), which is connected with the existence of unstable periodic orbits (UPOs) embedded in chaotic attractor. The “skeleton” of a chaotic attractor comprises embedded unstable periodic orbits (UPOs) (see, e.g., [1,6,17]), and one of the effective methods among others for the computation of UPOs is the delayed feedback control (DFC) approach, suggested by K. Pyragas [85] (see also discussions in [15,45,55]). This approach allows Pyragas and his progeny to stabilize and study UPOs in various chaotic dynamical systems. Nevertheless, some general analytical results have been obtained [35], showing that DFC has a certain limitation, called the odd number limitation (ONL), which is connected with an odd number of real Floquet multipliers larger than unity.

\[ \text{(a) Trajectory } u(t, u_{\text{init}}) \text{ for } t \in [0, T_1], \quad T_1 \approx 18082. \]

\[ \text{(b) Trajectory } u(t, u_{\text{init}}) \text{ for } t \in [0, 10^6]. \]
Rewrite system (1) in a general form

\[ \dot{u} = f(u). \]  

(23)

Let \( u_{\text{upo}}(t, u_{\text{upo}}) \) be its UPO with period \( \tau > 0 \),
\( u_{\text{upo}}(t - \tau, u_{\text{upo}}) = u_{\text{upo}}(t, u_{\text{upo}}) \), and initial condition \( u_{\text{upo}} = u_{\text{upo}}(0, u_{\text{upo}}) \). To compute the UPO and
overcome ONL, we add the UDFC in the following form:

\[ \dot{u}(t) = f(u(t)) + K B \left[ F_N(t) + w(t) \right], \]
\[ \dot{w}(t) = \lambda_c^0 w(t) + (\lambda_c^0 - \lambda_c^\infty) F_N(t), \]
\[ F_N(t) = C^* u(t) - (1 - R) \sum_{k=1}^N \int_{t-kT}^{t} C^* u(t-kT) \]  

(24)

where \( 0 \leq R < 1 \) is an extended DFC parameter,
\( N = 1, 2, \ldots, \infty \) defines the number of previous states
involved in delayed feedback function \( F_N(t) \), \( \lambda_c^0 > 0 \),
and \( \lambda_c^\infty < 0 \) are additional unstable degree of freedom
parameters, \( B, C \) are vectors and \( K > 0 \) is a feedback
gain. For initial condition \( u_{\text{upo}} \) and \( T = \tau \), we have
\( F_N(t) \equiv 0, w(t) \equiv 0 \).
and, thus, the solution of system (24) coincides with the periodic solution of initial system (23).

For the Lorenz system (1) with parameters $r = 28$, $\sigma = 10$, $b = 8/3$ using (24) with $B^* = (0, 1, 0)$, $C^* = (0, 1, 0)$, $R = 0.7$, $N = 100$, $K = 3.5$, $\lambda_c^0 = 0.1, \lambda_c^{\infty} = -2$, one can stabilize a period-1 UPO $u_{\text{upo}1}^0 (t, u_0)$ with period $\tau_1 \approx 1.5586$ from the initial point $u_0 = (1, 1, 1)$, $w_0 = 0$ (Fig. 12). Results of this experiment could be repeated using various other numerical approaches (see, e.g., [13,82,110]) and are in agreement with similar results on the existence of UPOs embedded in the Lorenz attractor [8,25]. However, the Pyragas procedure, in general, is more convenient for UPOs numerical visualization and finds widespread application in a rich variety of chaos control problems (see, e.g., [12,23,94]).

For the initial point $u_0^\text{upo1} \approx (-6.2262, -11.0027, 13.0515)$ on the UPO $u_{\text{upo}1}^0 (t) = u(t, u_0^\text{upo1})$, we numerically compute the trajectory of system (24) without the stabilization (i.e., with $K = 0$) on the time interval $[0, T = 100]$ (Fig. 12b). We denote it by $\tilde{u}(t, u_0^\text{upo1})$ to distinguish this pseudo-trajectory from the periodic orbit $u(t, u_0^\text{upo1})$. One can see that on the initial small time interval $[0, T_1 \approx 11]$, even without the control, the obtained trajectory $\tilde{u}(t, u_0^\text{upo1})$ traces approximately the “true” periodic orbit $u(t, u_0^\text{upo1})$. But for $t > T_1$, without a control, the trajectory $\tilde{u}(t, u_0^\text{upo1})$ diverges from $u_{\text{upo}1}^0 (t, u_0^\text{upo1})$ and visualizes a local chaotic attractor $\mathcal{A}$.

We use the adaptive algorithm for the computation of the finite-time Lyapunov dimension and exponents for trajectories on the local attractor $\mathcal{A}$ [44]. In order to distinguish the corresponding values for the stabilized UPO $u(t, u_0^\text{upo1})$ and for the pseudo-trajectory $\tilde{u}(t, u_0^\text{upo1})$ computed without Pyragas stabilization in our experiment, we use the following notations for finite-time Lyapunov dimensions: $\dim_L (u(t, \cdot), u_0^\text{upo1})$ and $\dim_L (\tilde{u}(t, \cdot), u_0^\text{upo1})$, respectively.

The comparison of the obtained values of finite-time Lyapunov dimensions computed along the stabilized UPO and the trajectory without stabilization gives us the following results. On the initial small part of the time interval, one can observe the coincidence of these values with a sufficiently high accuracy. For the UPO and for the unstabilized trajectory, the finite-time local Lyapunov dimensions $\dim_L (u(t, \cdot), u_0^\text{upo1})$ and $\dim_L (\tilde{u}(t, \cdot), u_0^\text{upo1})$ coincide up to the fourth decimal place inclusive on the interval $[0, t_m^1 \approx 7 \tau_1]$. After $t > t_m^1$, the difference in values becomes significant and the corresponding graphics diverge in such a way that the part of the graph corresponding to the unstabilized trajectory is lower than the part of the graph corresponding to the UPO (see Figs. 13b, 14).

The Jacobi matrix at the saddle-foci equilibria $S_{\pm}$ has simple eigenvalues, which give the following: $\dim_L S_{\pm} = 2.0136$. The UPO $u_{\text{upo}1}$ with period $\tau_1 = 1.5586$ has the following Floquet multipliers: $\rho_1 = 4.7127, \rho_2 = 1, \rho_3 = -1.19 \times 10^{-10}$ and corresponding Lyapunov exponents: $\left\{ \frac{1}{\tau_1} \log |\rho_i| \right\}_{i=1}^{3}$. 

\text{Fig. 12} Period-1 UPO $u_{\text{upo}1}^0 (t)$ (red, period $\tau_1 = 1.5586$) stabilized using UDFC method, and pseudo-trajectory $\tilde{u}(t, u_0^\text{upo1})$ (blue, $t \in [0, 100]$) in system (1) with parameters $r = 28$, $\sigma = 10$, $b = 8/3$. (Color figure online)
Thus, for the local Lyapunov dimension of this UPO, we obtain: \( \text{dim}_L u_{\text{upo}} = 2.0678 \lesssim 2.0679 = \text{dim}_L u(100, \cdot, u_{\text{upo}}) \).

Also remark that system (1) has the analytical solution \( u(t) = (0, 0, z_0 \exp(-bt)) \) which tends to the equilibrium \( S_0 = (0, 0, 0) \) from any initial point \((0, 0, z_0) \in \mathbb{R}^3\). In general, the existence of such solutions in the phase space complicates the procedure of visualization of a chaotic attractor (pseudo-attractor) by one pseudo-trajectory with arbitrary initial data computed for a sufficiently large time interval (see, e.g., [79,97]). In particular, the numerical computation of finite-time local Lyapunov exponents along this trajectory during for any time interval does not lead to averaging of these values across the attractor, but to tending of these values to the finite-time local Lyapunov exponents of \( S_0 \).

5.3 Rigorous analytical computation for the global attractor

Using an effective analytical technique, proposed by Leonov [40,56], it is possible to obtain [65,70] the exact formula of the Lyapunov dimension for the global attractor \( A_{\text{glob}} \) of the Lorenz system (1):

\[
\text{dim}_L A_{\text{glob}} = 3 - \frac{2(\sigma + b + 1)}{\sigma + 1 + \sqrt{(\sigma - 1)^2 + 4\sigma r}}
\]  

(25)
for the case, when conditions (3) of the Theorem 1 are not satisfied.

For the Lorenz system (1) with classical values of parameters $r = 28$, $\sigma = 10$, $b = 8/3$, we have the following relations:

$$\dim_L A_{\text{glob}} = \dim_L S_0 = 3 - \frac{2(\sigma + b + 1)}{\sigma + 1 + \sqrt{(\sigma - 1)^2 + 4br}} = 2.4013 >$$

$$\dim_L A \geq \dim_L u_{\text{upo1}} = 0.0678 > \dim_L (\tilde{u}(100,-), u_{0_{\text{upo1}}})$$

$$= 2.0621 > \dim_L S_\pm = 2.0136.$$

Here, since the global Lorenz attractor contains a period-1 UPO: $A_{\text{glob}} \supset u_{\text{upo1}}$, we have the following lower-bound estimate for the Lyapunov dimension:

$$\dim_L A_{\text{glob}} \geq 2.0678 = \dim_L u_{\text{upo1}}.$$

Similar experiment and results for the Rössler system [88] are presented in [48,50].

Concerning the time of integration, remark that while the time series obtained from a physical experiment are assumed to be reliable on the whole considered time interval, the time series produced by the integration of mathematical dynamical model can be reliable on a limited time interval only due to computational errors (caused by finite precision arithmetic and numerical integration of ODE). Thus, in general, the closeness of the real trajectory $u(t, u_0)$ and the corresponding pseudo-trajectory $\tilde{u}(t, u_0)$ calculated numerically can be guaranteed on a limited short time interval only.

In our experiment, if we continue computation over a long time interval $[0, 10000]$ of FTLD along the stabilized UPO and the pseudo-trajectory obtained without Pyragas stabilization, as a result, completely different values will be obtained (Fig. 14). Evolution of $\dim_L (u(t, \cdot), u_{\text{upo1}})$ along the stabilized UPO will tend to the analytical value $\dim_L u_{\text{upo1}} = 2.0678$, computed via Floquet multipliers, while evolution of $\dim_L (\tilde{u}(t, \cdot), u_{0_{\text{upo1}}})$ along the pseudo-trajectory will converge to the value $2.0626^6$. These results are in good agreement with the rigorous analysis of the time interval choices for reliable numerical computation of trajectories for the Lorenz system. The time interval for reliable computation with 16 significant digits and error $10^{-4}$ is estimated as $[0, 36]$, with error $10^{-8}$ is estimated as $[0, 26]$ (see [36,37]), and reliable computation for a longer time interval, e.g., $[0, 10000]$ in [75], is a challenging task that requires a significant increase in the precision of the floating-point representation and the use of supercomputers.

### 6 Conclusion

In this work, for the classical Lorenz system, the boundaries of practical global stability are estimated and the difficulties of numerically studying the birth of self-excited and hidden attractors, caused by the loss of global stability, are discussed. Difficulties in localization and numerical analysis of hidden transient chaotic sets in the Lorenz system are emphasized in the experiments on computation of the largest finite-time Lyapunov exponent and finite-time Lyapunov dimension along trajectories with different initial data and large time intervals. The classical self-excited Lorenz attractor is considered, and the applications of the Pyragas time-delayed feedback control technique and Leonov analytical method are demonstrated for the Lyapunov dimension estimation, as well as for the verification of the famous Eden’s conjecture on the maximum value of this characteristic that could be achieved on the attractor. The problem of reliable numerical computation of the finite-time Lyapunov dimension along the trajectories over large time intervals is discussed.
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Appendix A: Hidden attractors localization via numerical continuation method

One of the effective methods for numerical localization of hidden attractors in multidimensional dynamical systems is based on the homotopy and numerical continuation method (NCM). The idea is to construct a sequence of similar systems such that for the first (starting) system the initial point for numerical computation of oscillating solution (starting oscillation) can be obtained analytically. Thus, it is often possible to consider the starting system with self-excited starting oscillation; then, the transformation of this starting oscillation in the phase space is tracked numerically while passing from one system to another; the last system corresponds to the system in which a hidden attractor is searched.

For studying the scenario of transition to chaos, we consider system (23) with \( f(u) = f(u, \lambda) \), where \( \lambda \in \Lambda \subset \mathbb{R}^d \) is a vector of parameters, whose variation in the parameter space \( \Lambda \) determines the scenario. Let \( \lambda_{\text{end}} \in \Lambda \) define a point corresponding to the system, where a hidden attractor is searched. Choose a point \( \lambda_{\text{begin}} \in \Lambda \) such that we can analytically or numerically localize a certain nontrivial (oscillating) attractor \( \mathcal{A} \) in system (23) with \( \lambda = \lambda_{\text{begin}} \) (e.g., one can consider an initial self-excited attractor defined by a trajectory \( u^1(t) \) numerically integrated on a sufficiently large time interval \( t \in [0, T] \) with initial point \( u^1(0) \) in the vicinity of an unstable equilibrium). Consider a path\(^7\) in the parameter space \( \Lambda \), i.e., a continuous function \( \gamma : [0, 1] \to \Lambda \), for which \( \gamma(0) = \lambda_{\text{begin}} \) and \( \gamma(1) = \lambda_{\text{end}} \), and a sequence of points \( \{\lambda^j\}_{j=1}^k \) on the path, where \( \lambda^1 = \lambda_{\text{begin}}, \lambda^k = \lambda_{\text{end}} \), such that the distance between \( \lambda^j \) and \( \lambda^{j+1} \) is sufficiently small. On each next step of the procedure, the initial point for a trajectory to be integrated is chosen as the last point of the trajectory integrated on the previous step: \( u^{j+1}(0) = u^j(T) \). Following this procedure and sequentially increasing \( j \), two alternatives are possible: the point of \( \mathcal{A} \) are in the basin of attraction of attractor \( \mathcal{A}^{j+1} \), or while passing from system (23) with \( \lambda = \lambda^j \) to system (23) with \( \lambda = \lambda^{j+1} \), a loss of stability bifurcation is observed and attractor \( \mathcal{A} \) vanishes. If, while changing \( \lambda \) from \( \lambda_{\text{begin}} \) to \( \lambda_{\text{end}} \), there is no loss of stability bifurcation of the considered attractors, then a hidden attractor for \( \lambda^k = \lambda_{\text{end}} \) (at the end of the procedure) is localized.

Appendix B: Finite-time and limit values of Lyapunov exponents and Lyapunov dimension

Following [40, 44], let us outline the concept of the finite-time Lyapunov dimension, which is convenient for carrying out numerical experiments with finite time.

For a fixed \( t \geq 0 \), let us consider the map \( u(t, \cdot) : \mathbb{R}^3 \to \mathbb{R}^3 \) defined by the shift operator along the solutions of system (1): \( u(t, u_0), u_0 \in \mathbb{R}^3 \). Since system (1) possesses an absorbing set, the existence and uniqueness of solutions of system (1) for \( t \in [0, +\infty) \) take place and, therefore, the system generates a dynamical system \( \{(u(t, \cdot), t)_{t \in \mathbb{R}_+}, (\mathbb{R}^3, \cdot, t)\} \).

Consider linearization of system (1) along the solution \( u(t, u_0) \) and its \( 3 \times 3 \) fundamental matrix of solutions \( \Phi(t, u_0) : \Phi(t, u_0) = Df(u(t, u_0))\Phi(t, u_0) \), where \( \Phi(0, u_0) = I \) is a unit \( 3 \times 3 \) matrix. Denote by \( \sigma_i(t, u_0) = \sigma_i(\Phi(t, u_0)) \), \( i = 1, 2, 3 \), the singular values of \( \Phi(t, u_0) \) (i.e., the square roots of the eigenvalues of the symmetric matrix \( \Phi(t, u_0)^* \Phi(t, u_0) \) with respect to their algebraic multiplicity\(^8\)), ordered so that \( \sigma_1(t, u_0) \geq \sigma_2(t, u_0) \geq \sigma_3(t, u_0) > 0 \) for any \( u_0 \in \mathbb{R}^3 \) and \( t > 0 \).

Consider a set of finite-time Lyapunov exponents at the point \( u_0 \):

\[
\text{LE}_i(t, u_0) = \frac{1}{t} \ln \sigma_i(t, u_0), \quad t > 0, \quad i = 1, 2, 3. \tag{26}
\]

Here, the set \( \{\text{LE}_i(t, u_0)\}_{i=1}^3 \) is ordered by decreasing (i.e., \( \text{LE}_1(t, u_0) \geq \text{LE}_2(t, u_0) \geq \text{LE}_3(t, u_0) \) for all \( t > 0 \). The finite-time local Lyapunov dimension [40, 44] can be defined via an analog of the Kaplan–Yorke formula with respect to the set of ordered finite-time Lyapunov exponents \( \{\text{LE}_i(t, u_0)\}_{i=1}^3 \): \( \text{dim}_L(t, u_0) = \frac{\text{LE}_1(t, u_0) + \cdots + \text{LE}_j(t, u_0)}{\text{LE}_{j+1}(t, u_0)} \).

\[
\text{dim}_L(t, u_0) = j(t, u_0) + \frac{\text{LE}_1(t, u_0) + \cdots + \text{LE}_j(t, u_0)}{\text{LE}_{j+1}(t, u_0)}. \tag{27}
\]

where \( j(t, u_0) = \max \{m : \sum_{i=1}^m \text{LE}_i(t, u_0) \geq 0\} \). Then, the finite-time Lyapunov dimension of dynamical

\(^7\) In the simplest case, when \( d = 1 \), the path is a line segment.

\(^8\) Symbol * denotes the transposition of matrix.
The system with respect to a set $\mathcal{A}$ is defined as:

$$\text{dim}_L(t, \mathcal{A}) = \sup_{u_0 \in \mathcal{A}} \text{dim}_L(t, u_0).$$  \hspace{1cm} (28)

The Douady–Oesterlé theorem [20] implies that for any fixed $t > 0$ the finite-time Lyapunov dimension on a compact invariant set $\mathcal{A}$, defined by (28), is an upper estimate of the Hausdorff dimension: $\text{dim}_H \mathcal{A} \leq \text{dim}_L(t, \mathcal{A})$. The best estimation is called the Lyapunov dimension [40]

$$\text{dim}_L \mathcal{A} = \inf_{t \to 0} \sup_{u_0 \in \mathcal{A}} \text{dim}_L(t, u_0) = \liminf_{t \to +\infty} \sup_{u_0 \in \mathcal{A}} \text{dim}_L(t, u_0).$$
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