Inferring spin tilts at formation from gravitational wave observations of binary black holes: Interfacing precession-averaged and orbit-averaged spin evolution
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Two important parameters inferred from the gravitational wave signals of binaries of precessing black holes are the spin tilt angles, i.e., the angles at which the black holes’ spin axes are inclined with respect to the binary’s orbital angular momentum. The LIGO-Virgo parameter estimation analyses provide spin tilts at a fiducial reference frequency, often the lowest frequency used in the data analysis. However, the most astrophysically interesting quantities are the spin tilts when the binary was formed, which can be significantly different from those at the reference frequency for strongly precessing binaries. The spin tilts at formal infinity are a good approximation to the tilts at formation in many formation channels and can be computed efficiently for binary black holes using precession-averaged evolution. Here, we present a new code for computing the tilts at infinity that combines the precession-averaged evolution with orbit-averaged evolution at high frequencies and illustrate its application to GW190521 and other binary black hole detections from O3. We have empirically determined the transition frequency between the orbit-averaged and precession-averaged evolution to produce tilts at infinity with a given accuracy and find that using only the precession-averaged evolution can lead to errors in the cosines of the tilts at infinity of > 0.8 for certain binary configurations. However, the precession-averaged evolution alone is sufficient for good accuracy when obtaining the posterior distributions of the tilts at infinity for current detections. We also have regularized the precession-averaged equations in order to obtain good accuracy for the very close-to-equal-mass binary parameters encountered in practice. This additionally allows us to investigate the singular equal-mass limit of the precession-averaged expressions, where we find that to a good approximation the results only depend on the orbital angular momentum \( L \) through the combination \((1 − q)L\), where \( q \) is the mass ratio.

I. INTRODUCTION

Gravitational wave observations of binary black holes have now revealed evidence for precessing spins, both mild evidence for GW190412 [1] and GW190521 [2, 3] as well as stronger evidence for GW200129_065458 [4] and the entire population [5]. Parameter inference of gravitational wave detections returns the spin angles, notably the misalignments with respect to the binary’s Newtonian orbital angular momentum, or tilts, at some fixed frequency (20 Hz for almost all the events in GWTC-2 [6, 7]). However, in order to make contact with astrophysical formation scenarios, e.g., spin misalignments with the orbital angular momentum due to supernova kicks in the isolated binary channel (see, e.g., [8–10]), one wants to know the spin tilts at formation, which are fairly well approximated by the tilts at formally infinite separation for most binaries. The differences between the values at infinity and a finite semimajor axis \( a \) go roughly as \( M^2/L \propto \sqrt{M/M_\odot (1−e^2)} \), where \( M \) is the binary’s total mass, \( L \) is the magnitude of its orbital angular momentum, and \( e \) is its eccentricity (using the Newtonian expression for the orbital angular momentum, since we are interested in cases where the binary’s separation is large, so this is a good approximation). Alternatively, one can evolve population synthesis predictions forward to the reference frequency, as in [10], but this evolution has to be performed statistically, since the

precession-averaged evolution used in [10] does not track the precessional phase, as discussed below.

In many standard formation scenarios, the orbital angular momentum at formation is large enough that the tilts at infinity approximate those at formation with an absolute accuracy of better than \( \sim 10^{-2} \) rad. As we show in Sec. [VI] the uncertainties are (ceteris paribus) larger for close to equal-mass binaries, with mass ratios differing from equal mass by \( \lesssim 1\% \). Such binaries are present in population synthesis models, but are a relatively small fraction of even the detectable population of binary black holes (e.g., in the isolated binary calculations in [11]). Thus, for most of the binary black holes we expect to detect with ground-based gravitational wave detectors, the tilts at infinity are a good approximation to those at formation. Nevertheless, this is a theoretical statement: Observationally, when analyzing a close-to-equal-mass binary, one will find samples that are very close to equal mass, for which the approximation of the tilts at formation by those at infinity will be much less accurate. However, this will only be relevant for constraining formation scenarios that predict negligible numbers of binaries with such close-to-equal mass ratios.

Additionally, quoting the tilts at infinity allows one to make direct comparisons for different binaries, while the fixed reference frequency used in LIGO-Virgo analyses corresponds to different points in the evolution of the binary, depending on the binary’s parameters, particularly its total mass. Studies of the distribution of tilts for the entire population will thus also benefit from considering the tilts at infinity, as in [12]. The distribution of tilts is particularly important

\[1\] For the new events in GWTC-3 [7], the tilts are quoted at infinite separation using the code introduced in this paper.
since it allows one to distinguish between different formation channels, most notably between the isotropic distribution expected for dynamical formation and the distribution favoring aligned spins expected for isolated formation (see, e.g., [13–16]). While current measurements of the tilts are still not very well constrained. Ref. [17] shows that we can expect to measure them (at the reference frequency) with a 90% credible interval width of $\lesssim 0.2$ rad in some cases in the plus-detector era [18] (see Fig. 3 in [17] in particular). While we are not aware of similar predictions for third-generation gravitational wave detectors (Cosmic Explorer [19, 20] and Einstein Telescope [21]), a naive scaling based on their noise curves, which are a factor of $\sim 10$ more sensitive than those of the plus-era detectors, suggests that a similar network of detectors would be able to measure the tilts with 90% credible interval widths of $\lesssim 0.02$ rad. Thus, it is important to understand and control the errors in the computation of tilts at infinity so that they remain below the statistical errors even with third-generation detectors. Moreover, as we will see, the errors in some computations of the tilts at infinity can be large enough to potentially even be important at current detector sensitivities.

The precession-averaged post-Newtonian (PN) evolution introduced in [22–23] (building on work in [24]) and further developed in [25] provides an efficient way to compute the spin tilts at infinity. However, it is only accurate when the binary is sufficiently well separated, particularly since it is currently restricted to relatively low-order PN expressions for the precessional dynamics (2PN, which is next-to-leading order, in the conservative dynamics and only 1PN in the dissipative dynamics, as discussed below Eq. (38) in [23]. Additionally, it relies on the precession timescale $t_{\text{prec}}$ being much smaller than the radiation reaction timescale $t_{\text{RR}}$, and one has $t_{\text{prec}}/t_{\text{RR}} \sim (M/r)^{3/2}$ (see, e.g., [22]), where $r$ is the binary’s orbital separation. Thus, to obtain a good accuracy, one first needs to evolve the binary backwards in time to some transition point using orbit-averaged evolution (see, e.g., [25, 27]; the derivation of the precession-averaged evolution starts from the orbit-averaged equations), and then apply the precession-averaged evolution, which will now be sufficiently accurate, since the binary is sufficiently well separated. This was first appreciated in [28] in the context of evolving forward in time. However, the accuracy of the precession-averaged evolution in obtaining the tilts at infinity has not been quantified, and thus it is not clear what transition point from orbit-averaged to precession-averaged evolution should be chosen to ensure a given accuracy in this calculation. Here we determine this transition point, as discussed below.

We use the SpinTaylorT5 orbit-averaged evolution [29] as implemented in LALSuite [30], including the 3PN spin-spin terms in the phasing and precession equations from [31] and the spin-orbit contributions to the orbital angular momentum in the precession equations (only needed through 1.5PN to give 3PN accurate contributions) from [32]. In addition to the terms given in [29], which are 3.5PN accurate in the nonspinning phase [3]. Specifically, the 3PN expressions include the first post-Newtonian corrections to the leading spin-orbit and spin-spin terms as well as the tail terms from the leading spin-orbit effects, while the 2PN expressions used in the PRECESION code [28] are only the leading spin-orbit and spin-spin effects. All these expressions assume quasicircular orbits, but we will see that the precession-averaged evolution does not need to be modified in eccentric cases for this application. The orbit-averaged evolution in eccentric cases can be carried out as in [34] – we will consider this in the future, since most current analyses of LIGO-Virgo data do not include eccentricity (see [35–37] for analyses that measure eccentricity for binary black hole signals by reweighting analyses with a quasicircular waveform model, but only consider aligned spins, and [38] for analyses with a nonspinning, inspiral-only waveform model).

In this study we empirically determine the largest frequency at which one can switch from orbit-averaged to precession-averaged evolution to obtain a given accuracy (here $10^{-3}$ rad) in the spin tilts at infinity. (The analogous problem for evolving forward in time to obtain the remnant quantities has already been studied in [39], albeit only with 2PN precission equations for the orbit-averaged evolution.) Additionally, we regularize the expressions for the precession-averaged evolution from [25] to make the determination of the spin tilts at infinity numerically well-conditioned for mass ratios close to unity, where the equations become singular, due to a qualitatively different behavior for exactly equal masses, discussed in [40]. We also derive rigorous error bounds for simplifications that can be applied during various portions of the evolution to improve the robustness and speed of the method. We have implemented our method as part of the publicly available LALSuite package [30]; see [42].

The aforementioned regularization is important for applications to LIGO-Virgo detections, where the parameter estimation produces samples with mass ratios quite close to 1. For instance, one has mass ratios $q$ with $1 - q \simeq 1.5 \times 10^{-6}$ in the GW190521 and GW190929_012149 samples from the LIGO-Virgo collaboration analysis [43]. Mass ratios quite

---

2 As usual, nPN refers to a term of relative order $(v/c)^{2n}$, where $v$ is the binary’s orbital velocity and $c$ is the speed of light. The order counting usually starts at the leading order, though for the precessional equations it is instead counted so that the leading spin-orbit term is at 1.5PN, the same order as the leading spin-orbit contribution to the binary’s orbital dynamics.

---

3 While the 3.5PN spin-orbit terms were computed in [32], they cannot be used in the orbit-averaged case, since there are uncomputed corrections at that order arising from the orbit averaging of the leading spin-spin terms at 2PN, as discussed in [33].

4 This regularization is different from that carried out in [41], which instead changes variables. Additionally, our motivation for the regularization is slightly different, since we are particularly interested in regularizing a numerator in the expression for the tilts at infinity that vanishes in the equal-mass limit.

5 These very small values of $1 - q$ only occur in the samples without the reweighting to a prior uniform in comoving volume, since that reweighting significantly decreases the number of samples. In particular, the reweighting reduces the number of samples by factors of $\sim 6$ and $\sim 4$ for the two cases that give the smallest $1 - q$ values without the reweighting, viz., the GW190521 1MRPhenomPv3HM and GW190929_012149 1MR-PhenomPv2 samples, respectively.
close to 1 also are predicted in population synthesis calculations. For instance, of the $\sim 6 \times 10^6$ precessing, unequal-mass binary black holes in the 2019 standard input physics (M30) isolated binary population synthesis results from [11] that are detectable by LIGO and Virgo with their mid-high sensitivity with that paper’s criterion of a single detector signal-to-noise ratio of at least 8, $\sim 2\%$ have $1 - q < 10^{-2}$ and $\sim 0.2\%$ have $1 - q < 10^{-3}$ (we plot the distribution in Sec. VI). While these close to equal mass ratio cases lead to the largest intrinsic uncertainties in the tilts at formation, as discussed above, it is still important to be able to calculate the tilts at infinity accurately for such cases, in order to use the tilts at infinity for comparisons between different binaries, also as discussed above.

As an example, we apply our hybrid orbit-averaged and precession-averaged evolution code to compute the distribution of tilts at infinity for some of the binaries with nonnegligible spins detected during O3, including GW190521. We also use the regularized evolution to investigate the singular equal-mass limit of the precession-averaged evolution.

In Sec. [II] we introduce the standard precession-averaged evolution and computation of the spin tilts at infinity. We also discuss why these expressions are also applicable to most eccentric binaries when approximating the tilts at formation. We derive the regularized expressions in Sec. [III] and discuss their numerical implementation in Sec. [IV]. We then discuss the interface with the orbit-averaged evolution in Sec. [V] while in Sec. [VI] we discuss the uncertainties involved in approximating the tilts at formation by those at infinity. We apply the method to some of the binary black holes detected by LIGO and Virgo in Sec. [VII]. We summarize and conclude in Sec. [VIII]. In Appendices [A] and [B] we derive the error bounds for the simplifications to the precession-averaged evolution. In Appendix [C] we provide details about the internal checks in the precession-averaged evolution. Finally, in Appendix [D] we give example uses of the code. We use $G = c = 1$ units throughout.

II. PRECESSION-AVERAGED EVOLUTION AND THE SPIN TILTS AT INFINITY

The precession-averaged evolution introduced in [22, 23] allows one to evolve the spins of compact binaries over long timescales efficiently, even back to a formally infinite separation, at the cost of not tracking the precessonal phase. This evolution is restricted to binary black holes, because it relies on the conservation of the effective spin (defined below), which is not conserved for binaries which contain an object that is not a black hole, due to the difference in spin-induced quadrupole moment [24]. While the expressions in [22, 23] are only applicable to quasicircular binaries, it turns out that they can be applied to eccentric binaries almost verbatim, as discussed below.

As pointed out by Gerosa et al. [23], the tilt angles at infinity are well defined, except for the case of an exactly equal-mass binary, where there is a qualitatively different behavior, as discussed in [40] and Sec. [IIIA]. We now outline the computation of the tilts at infinity, which we refer to as $\theta_{1,\infty}$ and $\theta_{2,\infty}$, following the formulation of precession-averaged evolution from Chatziioannou et al. [25]. As in Chatziioannou et al., we work in $M = 1$ units for the derivation, and denote the binary’s mass ratio by $q := m_2/m_1 < 1$. We denote the binary’s individual dimensionful spins by $S_1$ and $S_2$, while $S := S_1 + S_2$ denotes the binary’s total spin. Similarly, $J = L + S$ denotes the binary’s total angular momentum, where $L$ is its orbital angular momentum. The non-boldface versions of all of these quantities denote their magnitudes, as usual.

Specifically, we want to compute [Eqs. (45) in Gerosa et al. [23]]

$$\cos \theta_{1,\infty} = -\xi + \kappa_\infty (1 + q^{-1}) \frac{S_1 (q^{-1} - q)}{S_2 (q^{-1} - q)},$$

$$\cos \theta_{2,\infty} = \frac{\xi - \kappa_\infty (1 + q)}{S_2 (q^{-1} - q)}.$$  

Here [Eq. (12) in Gerosa et al.]

$$\xi := [(1 + q) S_1 + (1 + q^{-1}) S_2] \cdot \hat{L}$$  

is the effective spin (circumflexes denote unit vectors), which is a conserved quantity for the 2PN orbit-averaged evolution, and $\kappa_\infty$ is the value of [Eq. (40) in Gerosa et al.]

$$\kappa := \frac{J^2 - L^2}{2L} = S \cdot \hat{L} + \frac{S^2}{2L}$$  

at $L \to \infty$. The evolution of $\kappa$ as a function of $u := 1/(2L)$ is given by

$$\frac{d\kappa}{du} = \langle S^2 \rangle_{pr}.$$  

This is an inline equation below Eq. (44) in Gerosa et al., which comes from that paper’s Eq. (41). Here $\langle S^2 \rangle_{pr}$ is the precession average of $S^2$. Thus, $\kappa_\infty$ is given by the value of $\kappa$ at $u = 0$. Now, from Eq. (42) in Chatziioannou et al. [24] (rewritten slightly using the definition of $m$, defined below, to simplify it),

$$\langle S^2 \rangle_{pr} = S^2_+ + (S^2_2 - S^2_3) \left[ \frac{E(m)}{K(m)} - 1 \right],$$

where $S^2_+ > S^2_2 > S^2_3$ are the roots of the cubic equation in $S^2$

$$S^6 + BS^4 + CS^2 + D = 0,$$

whose coefficients are given in Eqs. (B2–B4) in Chatziioannou et al., $E$ and $K$ are complete elliptic integrals [whose definitions are given in Eqs. (A2)], and [Eq. (25) in Chatziioannou et al.]

$$m := \frac{S^2_+ - S^2_2}{S^2_+ - S^2_3}.$$  

When performing this computation, we need to avoid catastrophic cancellations, which can occur in several places. One
place involves the computation of the tilt angles themselves, where the denominators diverge as \( q \not\to 1 \) (recall that we need to treat \( 1 - q \) as small as \( \sim 1.5 \times 10^{-6} \) in the application to LIGO-Virgo detections). The other place involves the computation of \( \langle S^2 \rangle_{\text{pr}} \), where one obtains an \( \infty \cdot 0 \) indeterminate form as \( S^2_0 \to \infty \), so \( m \to 0 \), since

\[
E(m) = \frac{\pi}{2} \left[ 1 - \frac{m}{4} + O(m^2) \right], \quad (8a)
\]

\[
K(m) = \frac{\pi}{2} \left[ 1 + \frac{m}{4} + O(m^2) \right]. \quad (8b)
\]

In the next section, we describe how to rescale \( \kappa \) to avoid the catastrophic cancellations for \( q \) close to 1. In Appendix A we derive a bound on the error made in linearizing to obtain \( \langle S^2 \rangle_{\text{pr}} = (S^2_0 + S^2)/2 + O(m^2) \) to avoid the \( \infty \cdot 0 \) indeterminate form—see Eq. (A15) for the restriction on \( m \) for linearization to lead to a given error in \( \langle S^2 \rangle_{\text{pr}} \) (in terms of the barred quantities introduced in the next section).

A. The eccentric case

As noted in Gerosa et al. [23], the generalization of the precession-averaged evolution to eccentric binaries is quite straightforward—this generalization was carried out by Yu et al. [44]. They found that the eccentricity only affects \( dS/dt \) by an overall eccentricity-dependent factor—see their Eq. (57). Thus, \( dJ/dL \) [their Eq. (59), with our notation for the precession average] does not depend on eccentricity, since the contribution from the explicit appearance of \( dS/dt \) is cancelled by one from \( \tau_{\text{pr}} \) [their Eq. (58)]. Therefore, the expression for \( dS/dL \) does not change in the eccentric case. The remainder of the calculation is purely geometric relations (see, e.g., the discussion in Sec. III A of Yu et al.). Therefore, when approximating the initial orientation of the eccentric binaries, the quasicircular expressions are equally applicable to eccentric binaries.

Of course, the orbital angular momentum does not diverge at infinite separation for eccentric binaries like it does for quasicircular binaries—see Eq. (5.11) in Peters [45], noting that \( L \propto \sqrt{a(1 - e^2)} \) remains finite as \( e \not\to 1 \). Thus, the tilts at infinite separation themselves are not well defined for eccentric binaries—they do not approach a single value. However, the tilts at infinite orbital angular momentum are still a good approximation to the tilts at formation in most eccentric cases, since this approximation only relies on the orbital angular momentum at formation being sufficiently large, as it is in standard formation scenarios (as discussed in Sec. VI).

III. REGULARIZING THE PRECESSION-AVERAGED EQUATIONS FOR CLOSE-TO-EQUAL MASSES

For exactly equal masses, the total spin is also conserved by the 2PN orbit-averaged evolution, as discussed in [40]. Thus, from Eq. (2.6) in that paper, which says that

\[
\xi = \frac{J^2 - L^2 - S^2}{L} \quad (q = 1) \quad (9)
\]

(in our \( M = 1 \) units), we have

\[
\kappa = \frac{S^2_0}{2L} + \frac{\xi}{2} \quad (q = 1), \quad (10)
\]

where \( S_0 \) is the initial magnitude of the total spin. If we introduce \( \epsilon := 1 - q > 0 \) (where we are particularly interested in the method’s accuracy for small \( \epsilon \), but will obtain expressions valid for a general \( \epsilon \)) and take the ansatz\(^6\) that

\[
\kappa = \frac{S^2_0}{2L} + \frac{\epsilon \kappa^{(\epsilon)}}{2} + O(\epsilon^2), \quad (11)
\]

we thus have

\[
S_1 \cos \theta_{1\infty} = \frac{-(1 - \epsilon)\xi + (2 - \epsilon)\kappa_{\infty}}{2\epsilon} + O(\epsilon) = \frac{\kappa^{(\epsilon)}_{\infty} - \xi/4 + O(\epsilon)}{2\epsilon}, \quad (12a)
\]

\[
S_2 \cos \theta_{2\infty} = \frac{(1 - \epsilon)\xi - (2 - \epsilon)\kappa_{\infty}}{2\epsilon} + O(\epsilon) = -\frac{\kappa^{(\epsilon)}_{\infty} + \xi/4 + O(\epsilon)}{2\epsilon}, \quad (12b)
\]

so that these are no longer singular in the limit \( q \not\to 1 \) (i.e., \( \epsilon \not\to 0 \)).

This motivates us to try to replace \( \kappa \) with something like \( \kappa^{(\epsilon)} \) as the variable being solved for. We thus note that if we know \( \xi \) and \( S_1 \cos \theta_{1\infty} \), we can obtain \( S_2 \cos \theta_{2\infty} \) in a numerically stable way even for \( q \) close to 1 by using the definition of \( \xi \) [Eq. (2)] to obtain

\[
S_2 \cos \theta_{2\infty} = \frac{\xi - (1 + q)/S_1 \cos \theta_{1\infty}}{1 + q^{-1}}. \quad (13)
\]

We therefore take our \( \kappa^{(\epsilon)} \)-like variable to reduce to \( S_1 \cos \theta_{1\infty} \) as \( L \to \infty \). We also want to include the \( S_0 \) contribution from Eq. (11), which vanishes as \( L \to \infty \), hence we define

\[
\kappa_{\xi \epsilon} := \frac{1}{1 - q} \left( \kappa - \frac{S^2_0}{2L} - \frac{q\xi}{1 + q} \right) \quad (14)
\]

where the second equality comes from the second equality in Eq. (3). Here we write \( \theta_1 \) to distinguish this tilt angle with respect to the direction of the full orbital angular momentum, including contributions from the black holes’ spins [see, e.g., Eq. (4.7) in [52]], with the tilt angles with respect to the direction of the binary’s Newtonian orbital angular momentum (i.e., the normal to the orbital plane) used in gravitational wave data analysis [46]. This distinction is only necessary when initializing the evolution, since the spin contributions to \( L \) only enter the precession equations at higher PN order than is used.
in the precession-averaged evolution. The term in the second equality involving \(1/(1-q)\) is well behaved as \(q \nearrow 1\), since \(dS/dt \propto 1-q^2 = O(\varepsilon)\) [see, e.g., Eq. (8) in (22)], hence \(S^2 - S_0^2\) is also \(O(\varepsilon)\). Thus, we have

\[
S_1 \cos \theta_{1\infty} = \kappa_{\xi q, \infty}, \tag{15a}
\]

\[
S_2 \cos \theta_{2\infty} = q \left( \frac{\xi}{1+q} - \kappa_{\xi q, \infty} \right). \tag{15b}
\]

[The difference of \(\xi/4\) compared to Eqs. (12) is because we have \((1-\epsilon)\xi/(2-\epsilon)\) in the definition of \(\kappa_{\xi q}\) as opposed to just \(\xi/2\) in the definition of \(\kappa_{\ell_c}^1\).]

The initial value for \(\kappa_{\xi q}\) (e.g., the value at the reference frequency, in the application to gravitational wave observations) can be obtained from the second equality in Eq. (14), which gives

\[
\kappa_{\xi q}^{(0)} = S_1 \cos \theta_{1}\left(0\right). \tag{16}
\]

Here we denote initial values by a superscript \((0)\).

We now consider the differential equation satisfied by \(\kappa_{\xi q}\). Since \(\xi\) is a conserved quantity, we have

\[
\frac{d\kappa_{\xi q}}{du} = \frac{1}{1-q} \left( \frac{d\kappa}{du} - S_0^2 \right)
= \bar{S}_2 + (\bar{S}_2^2 - \bar{S}_2^2) \left[ \frac{E(m)}{K(m)} - 1 \right]
= \langle \bar{S}_2^2 \rangle_{(m)}, \tag{17}
\]

where

\[
\bar{S}_2^2 := \frac{S_2^2 - S_0^2}{1-q} \tag{18}
\]

(denoting any of \(+, -\), or \(3\) by \(*\)), so we have

\[
m = \frac{\bar{S}_2^2 - \bar{S}_2^2}{\bar{S}_2^2 - \bar{S}_2^2} \tag{19}
\]

and can obtain the equation to solve for the \(\bar{S}_2^2\) by substituting \(S^2 = (1-q)S_2^2 + S_2^2\) in Eq. (9). We then write the coefficients in terms of \(\kappa_{\xi q}\), eliminating \(J^2\), obtaining [after multiplying through by \(q(1-q)u^2\) to regularize and simplify the coefficients]

\[
q(1-q^2)u^2\bar{S}_6^6 + B\bar{S}_4^4 + C\bar{S}_2^2 + D = 0, \tag{20}
\]

where

\[
B = \frac{(1-q)^2(1+q)}{4} + q(1-q)\left[\xi - 2(1+q)\kappa_{\xi q}\right]u
+ \Upsilon u^2, \tag{21a}
\]

\[
C = (1-q)\left[\left(1+q\right)(\Sigma + q\kappa_{\xi q}^1) - q\xi\kappa_{\xi q}\right]
+ 2(\xi - \Upsilon\kappa_{\xi q})u, \tag{21b}
\]

\[
D = (1+q)\left(\Sigma^2 - S_1^2S_2^2\right) + \frac{q^2S_1^2S_2^2}{1+q} - 2\xi\kappa_{\xi q} + \Upsilon\kappa_{\xi q}^2, \tag{21c}
\]

and

\[
\Sigma := (S_0^2 - S_1^2 - S_2^2)/2, \tag{22a}
\]

\[
\Upsilon := (1+q)(2q\Sigma + q^2S_1^2 + S_2^2), \tag{22b}
\]

\[
\zeta := q(\Sigma + q\kappa_{\xi q}^1)\xi. \tag{22c}
\]

We see that the singular nature of the \(q \nearrow 1\) limit persists in this formulation through the \(1-q^2\) factor multiplying the \(\bar{S}_6^6\) term in the cubic.

This version of the calculation of the tilts at infinity works well even for \(1-q \simeq 10^{-6}\), except for some very fine-tuned corner cases at or close to the endpoint of the up-down instability spin angles obtained in (17) (see (18) for more information about this instability), where the maximum mass ratio that can be evolved successfully is considerably smaller, as shown in Sec. IV.\(^8\) The nonregularized version of the evolution implemented in PRECESSION [28] runs into difficulties in some of these corner cases for smaller mass ratios than the regularized evolution does, even in its updated development version [49] that implements the method from Chatziioannou et al. [25]. We only compare with the more accurate development version in this paper. However, PRECESSION is able to evolve the up-down instability case for some mass ratios where the regularized evolution fails, though it loses accuracy for mass ratios close to 1, as we illustrate in Sec. IV.\(^8\) It would be interesting to explore whether one can obtain more robust evolutions in this case using the alternative regularization in (11), which replaces \(S\) as the quantity to be evolved with a mass-weighted difference of spins.

Note that the error bound on linearizing in \(m\) obtained in Appendix A, still applies here with the substitution \(S_2^2 \to \bar{S}_2^2\). Additionally, for \(q\) close to 1 or 0 and/or \(u\) close to 0, the coefficient of \(\bar{S}_6^6\) in Eq. (20) becomes quite small, and \(\bar{S}_3^2\) becomes large, so we only need \(\bar{S}_2^2 + \bar{S}_2^2\) in order to compute \(d\kappa_{\xi q}/du\) to a good approximation. Additionally, we have \(\bar{S}_2^2 + \bar{S}_2^2 \approx -C/\bar{B}\) to a good approximation (obtained by setting the coefficient of \(\bar{S}_6^6\) to 0). We quantify the errors in this approximation in Appendix B, specializing to the case where the coefficients of the cubic are all positive, which simplifies the analysis and is also the case encountered in practice.

One can also use the regularized expressions to obtain the range of tilt angles at some separation other than infinity. These are not a single value like they are at infinity, since the second term in Eq. (14) does not vanish for finite \(L\). However, one can obtain the upper and lower bounds on the tilt angles by evaluating that term using \(S_2^2 \to \bar{S}_2^2\). It is also possible to obtain an average value by evaluating it using \(S_2^2 \to \langle S_2^2 \rangle_{(m)}\). Here \(S_2^2\) and \(\langle S_2^2 \rangle_{(m)}\), are calculated for the angular momentum corresponding to the desired semimajor axis and eccentricity. One can also write the additional \(L\)-dependent term directly.

---

\(^8\) The endpoint of the up-down instability computed in (17) corresponds to the (unphysical) limit of zero orbital angular momentum. Since we start our evolutions from a finite separation, the tilts at infinity corresponding to the up-down instability endpoint spin angles are not exactly 0 and \(\pi\), and can even differ considerably from these values for unequal mass ratios.
in terms of the barred quantities in Eq. (18), so one has

\[ S_1 \cos \theta_{1L}^\pm = \kappa_{\xi L} - \frac{S_2^2}{2L}, \]  

(23a)

\[ S_1 \cos \theta_{1L}^{\text{avg}} = \kappa_{\xi L} - \frac{\langle S^2 \rangle_{pr L}}{2L}, \]  

(23b)

and

\[ S_2 \cos \theta_{2L}^{\pm \text{avg}} = q \left( \frac{\xi}{1+q} - S_1 \cos \theta_{1L}^{\pm \text{avg}} \right). \]  

(23c)

Here the subscript \( L \) denotes the (time dependent) tilt angles when the binary’s orbital angular momentum has the magnitude \( L \). We also have \( \theta_{1L}^1 \leq \theta_{1L}(t) \leq \theta_{1L}^2 \) and \( \theta_{2L}^1 \leq \theta_{2L}(t) \leq \theta_{2L}^2 \), where \( \theta_{1L}(t) \) and \( \theta_{2L}(t) \) denote the (time dependent) tilt angles when the binary’s orbital angular momentum has the magnitude \( L \) (letting the binary evolve conservatively with fixed magnitude of \( L \)). We use these expressions to assess the uncertainties in approximating the tilts at formation by those at infinity in Sec. VI.

A. The \( q = 1 \) case

We now discuss the \( q = 1 \) case of determining the tilts at infinity. As mentioned previously, the tilts at infinity are not well defined for \( q = 1 \). In that case, one can describe the precessional motion by the angle \( \phi' \) between the projection of \( S_1 \) orthogonal to the total spin and a reference direction, and obtains [Eqs. (2.15) and (2.16) in (40)]

\[ \cos \theta_1 = \frac{1}{S_1 S_0^2} \left[ \xi (S_0^2 + S_1^2 - S_2^2) + S^3 \cos \phi' \right], \]  

(24a)

\[ \cos \theta_2 = \frac{1}{S_2 S_0^2} \left[ \xi (S_0^2 + S_2^2 - S_1^2) - S^3 \cos \phi' \right], \]  

(24b)

where

\[ S^6 := (S_1^2 - 4S_0^2)(S_1 - S_2)^2 - S_0^2[(S_1 + S_2)^2 - S_0^2] \]  

(25)

(defined so that \( S \) has units of angular momentum), and we have converted to the \( M = 1 \) units we use, as well as replaced \( S^2 \to S_0^2 \), since it is constant for \( q = 1 \). The tilt angles depend on \( L \) through \( \cos \phi' \) and \( d\phi'/dL \propto S_0 L \) (at leading PN order), from Eq. (2.9) in (40) and Eq. (36) in (23), recalling that \( L \propto r^{1/2} \). Thus, except in the special case \( S_0 = 0 \), where \( \phi' \) is constant, the tilt angles continue to oscillate between the bounds given by substituting \( \cos \phi' \to \pm 1 \) in Eqs. (24) [given explicitly in Eqs. (2.19) and (2.20) of (40)] as \( L \to \infty \) without approaching a limit.

Nevertheless, the regularized expressions in Sec. III are well behaved for \( q \not\to 1 \), so it is interesting to see what they give in this case. Noting that the cubic equation (20) degenerates into a quadratic in this case and \( m \to 0 \), we have

\[ \frac{d\xi}{du} = \langle S^2 \rangle_{pr} \]  

\[ = \frac{S_0^2 + S_2^2}{2C} \]  

\[ = -\frac{2}{2B} \]  

\[ = \left[ \kappa_{\xi q} - \frac{S_0^2 + S_1^2 - S_2^2}{4S_0^2} \xi \right] \frac{1}{u}. \]  

(26)

This has a solution of

\[ \kappa_{\xi q, \infty} = \frac{S_0^2 + S_1^2 - S_2^2}{4S_0^2} \xi, \]  

(27)

where \( \alpha \) is a constant that is fixed by the initial conditions [cf. Eq. (16)] and we thus have

\[ \cos \theta_1 = \frac{S_0^2 + S_1^2 - S_2^2}{4S_0^2} \xi, \]  

(29a)

\[ \cos \theta_2 = \frac{S_0^2 + S_2^2 - S_1^2}{4S_0^2} \xi, \]  

(29b)

which are the average values of \( \cos \theta_1 \) and \( \cos \theta_2 \) over a precession cycle (i.e., their values for \( \cos \phi' = 0 \)) from Eqs. (24).

Numerical experiments indicate that these are not the \( q \not\to 1 \) limit of the \( q < 1 \) tilts at infinity. This is expected, since that limit is singular. As illustrated in Fig. 1 for \( q \) close to 1 but not exactly equal to it, these tilts agree well with the average tilts obtained from Eqs. (23) for small \( L \) values, where the maximum and minimum tilts [also obtained from Eqs. (23)] are also very close to those one obtains for \( q = 1 \) from Eqs. (24) when substituting \( \cos \phi' \to \pm 1 \). However, for large \( L \), the average, maximum, and minimum tilts all approach their values at infinity, as expected. The magnitude of \( L \) necessary to transition from the equal-mass-like tilts to the tilts at infinity grows as \( 1/(1-q) \), thus illustrating why the \( q \not\to 1 \) limit is singular. Indeed, all the behavior of the maximum, minimum, and average tilts as a function of \( L \) scales very well with \( 1/(1-q) \) for \( q \) close to 1, as illustrated in Fig. 1.

The binary considered in Fig. 1 was chosen to be significantly precessing, to provide a good illustration, but otherwise had its parameters selected quasi-randomly; all the other binaries we tried had qualitatively similar behavior for the scaling with \( 1/(1-q) \) and the relation to the equal-mass and \( L \to \infty \) limits. These parameters are a total mass of \( 60 M_\odot \) and dimensionless spins of \( \chi_1 = 0.82, \chi_2 = 0.93 \), with spin angles of \( \theta_1 = 1.2 \) rad, \( \theta_2 = 1.8 \) rad, \( \phi_{12} = 2.3 \) rad at a dominant gravitational-wave frequency of \( f_0 = 20 \) Hz. Here \( \theta_{1,2} \) denotes the spins’ tilt angles (with respect to the direction of the binary’s Newtonian orbital angular momentum, i.e., the normal to the orbital plane), and \( \phi_{12} \) denotes the angle between the components of spin 1 and spin 2 in the binary’s orbital
calc_tilts_prec_avg_regularized, using the
numpy [50] and scipy [51] packages for the default evolution,
as well as the mpmath [52] arbitrary precision package in
order to evolve difficult cases, e.g., as a fallback. Given the
binary’s masses, spin magnitudes, and spin angles \(\theta_1, \theta_2, \phi_{12}\)
(defined above) at a dominant mode gravitational wave reference
frequency \(f_0\) [47] the function prec_avg_tilt_comp
outputs either the tilts at infinity or the bounds and average
tilts at a finite separation, the latter also requiring the input of
a final orbital angular momentum magnitude \(L_f\).

Following the initial implementation of the precession-
averaged evolution in the PRECESSION code [28], we solve
Eq. (17) using the LSODA integrator [53]. However, we use the implementation in scipy.integrate.ode
rather than the one in scipy.integrate.odeint used in
the original version of PRECESSION. This gives us ac-
cess to a number of other integrators, though we found that
LSODA indeed appears to be the best choice for this prob-
lem of the integrators available through that function. We
also included the option to use the LSODA implementation in
scipy.integrate.solve_ivp, which is the interface
development version of the PRECESSION code [49] uses,
though with a Runge-Kutta integrator instead of LSODA.
While we found that this version of LSODA is faster (not
needing to be applied in the sequence of steps described
below) and allows for tighter tolerance settings than the
scipy.integrate.odeint one, we also found that it appar-
ently hangs for some more difficult cases, which is why we do
not use it as the default. Future work will investigate whether
it is possible to avoid these hangs with appropriate settings.

We apply the integrator in a sequence of small steps
with a fixed step size to improve accuracy, where the
default step size is \(\Delta u = 10^{-3}\). We set the inte-
grator’s absolute tolerance to a default value of \(\delta_{abs} = \max(\delta_{base} \min(\chi_1 \sin \theta_1, \chi_2 \sin \theta_2), \delta_{floor})\), with \(\delta_{base} = 10^{-8}\)
and \(\delta_{floor} = 10^{-13}\), and the relative tolerance to a default value of \(\delta_{rel} = 0.1 \delta_{abs}\).
The dependence of the tolerance on the in-
plane spins was set after noticing that a fixed tolerance led to
larger errors for cases with small in-plane spins. The floor on
the tolerance is because LSODA produces errors for some bi-
naries for smaller values of the tolerance, e.g., \(10^{-14}\). By de-
fault, we set the linearization tolerance (see Appendix A) to be
the same as the integrator’s absolute tolerance, i.e., \(\delta_{lin} = \delta_{abs}\).
For comparison, the development version of PRECESSION
uses \(10^{-8}\) for both \(\delta_{abs}\) and \(\delta_{rel}\).

We also provide a fallback evolution (enabled by default)
for cases where the primary evolution fails, e.g., if it encoun-
ters complex roots of the cubic equation [6], since for corner
cases where this occurs, the evolution can often succeed with
more stringent (and thus more time-consuming) settings. The
default fallback settings are \(\Delta u = 10^{-5}\) and \(\delta_{abs} = 10^{-13}\)
(with all other settings being the same). The fallback settings

---

9 We use \(f_0\) for the reference frequency for the precession-averaged evolu-
tion to distinguish it from \(f_{pre}\), the reference frequency used in the param-
eter estimation, which is also the reference frequency for the orbit-averaged
evolution when applying our hybrid evolution to posterior samples.
are necessary for evolving the cases with the endpoint of up-
down instability spin angles from [47] and slight perturbations
thereof for binaries with mass ratios close to 1. Specifically,
those angles are
\[
\cos \theta_1 = \cos \theta_2 = \frac{x_1 - q x_2}{x_1 + q x_2},
\]
\[
\phi_{12} = 0.
\]

Binaries with these angles are the most difficult cases to
evolve that we have encountered. For instance, for the up-
down instability endpoint case considered in Fig. 2 one is not
able to evolve some mass ratios greater than 0.997 with any
evolution method we have tried [48].

We also have a second fallback evolution for even more
difficult-to-evolve cases using the mpmath package’s Taylor
series-based differential equation integrator, its polynomial
root finder (as opposed to the numpy polynomial root finder),
and implementation of the elliptic integrals, as opposed to
scipy’s (as well as the final arccosines used to obtain the tilts
instead of numpy’s). This is necessary to evolve particularly
difficult cases (mostly close to equal mass cases near the up-
down instability endpoint) without errors, but is much slower
than the LSODA integration. See the bottom two panels in
Fig. 2 for some cases where this fallback evolution is trig-
gerated. The default fallback settings are 30 digits, an integrator
tolerance of $10^{-15}$, and 50 digits of extra precision in the root
finder; we otherwise use the default settings for the integrator
and root finder. However, this second fallback evolution is op-
tional and the code will work without mpmath being installed,
though the second fallback evolution is enabled by default if
mpmath is present. The code also has several internal checks
that the evolution is proceeding well and the roots of the cu-
bic equation are being obtained accurately, as discussed in
Appendix C.

To initialize the evolution, the code needs to convert the reference frequency $f_0$ into the binary’s initial orbital angular momentum. It does this using the same PN expression used in the orbit-averaged evolution, viz., Eq. (4.7) in [32] [see also Eq. (4) in [33]], with the orbit averaging discussed in, e.g., Sec. II of [33]. This expression contains orbit-averaged con-
tributions from the black holes’ spins by default. To allow
evolutions to a given final separation, the code also provides
the ability to convert an orbital separation and eccentricity to
a magnitude of the orbital angular momentum. Since there
are several different PN eccentricity parameters, the code only
implements the Newtonian expression, for simplicity—see, e.g., [55] [56] for PN corrections.

---

Perturbing the tilts slightly makes this case much easier to evolve. For instance, if one uses the default 2PN computation for the initial orbital an-
gular momentum instead of the 0PN computation used in Fig. 2 for comparison with the PRECESSION code, so that the orbital angular momen-
tum receives contributions from the spins and is thus no longer parallel to
the Newtonian orbital angular momentum used to define the tilts, then one
can evolve this case with $1 - q$ as small as $10^{-5}$ with the first fallback
evolution.

A. Illustrations of accuracy

We illustrate the accuracy of the method as a function of mass ratio for four binary configurations in Fig. 2 all with $f_0 = 20$ Hz: The first configuration is the same one used in Fig. 1 and the magnitude of the initial orbital angular momentum, $L_0$, ranges from 0.17$M^2$ to 0.94$M^2$ for the range of mass ratios we consider. Here and in following com-
parisons, we use the Newtonian orbital angular momentum expression to compute the initial orbital angular momentum from the binary’s parameters and $f_0$ for the regularized evolu-
ton, in order to facilitate the comparison with PRECESSION.

The second is completely random parameters: $\theta_1 = 0.485$, $\chi_2 = 0.171$, $\theta_2 = 2.699$ rad, $\chi_2 = 0.893$ rad, and $\phi_{12} = 4.746$ rad, with $M = 63.957 M_\odot$, so $L_0$ ranges from 0.17$M^2$ to 0.92$M^2$ for the range of mass ratios we consider. The third is the up-down instability endpoint angles for equal masses and equal dimensionless spins, here $\chi_1 = \chi_2 = 0.95$, i.e., $\theta_1 = \theta_2 = \pi/2$ rad, and $\phi_{12} = 0$, with $M = 30 M_\odot$, so $L_0$ ranges from 0.22$M^2$ to 1.19$M^2$ for the range of mass ratios we consider. The fourth is the up-down instability endpoint angles for each mass ratio with $\chi_1 = 0.7$, $\chi_2 = 0.5$, and $M = 30 M_\odot$ and thus the same range of $L_0$ as the previous

configuration.

We calculate the accuracy by comparing with the results computed with the mpmath evolution with 70 digits, an in-
tegrator tolerance of $10^{-21}$, and 110 extra digits of precision in the root finder as a sufficiently accurate approximation for the exact result. We verify that this is indeed very accurate by comparing with the mpmath evolution with its default sec-
dond fallback settings (some intermediate settings) of 30 (50) digits, an integrator tolerance of $10^{-15}$ ($10^{-18}$), and 50 (80) extra digits. There we find errors that are orders of magnitude smaller than the ones with the scipy evolution (using the de-
fault ode function implementation of the LSODA integrator).

We show the average of the absolute values of the errors of the two tilt angles, since their errors are generally very similar (only differing by more than a factor of 10 for a few points in all cases except for the lower left-hand plot, and even there only a few points differ by more than a factor of 100).

For the scipy evolution, we consider the default settings of $\Delta u = 10^{-3}$ and the default in-plane-spin-dependent $\delta_{\text{abs}}$ with the default values of $\delta^\text{base} = 10^{-8}$ and $\delta^\text{floor} = 10^{-13}$ (here the fallback evolution is disabled). We also consider the first fallback settings of $\Delta u = 10^{-5}$ and $\delta_{\text{abs}} = 10^{-13}$ (with the second fallback disabled). Additionally, we compare with the accuracy of the development version of PRECESSION [49], which uses a Runge-Kutta integrator, both with the default set-
ings and with a slight modification to tighten the integrator
tolerance to the same values used in the regularized integra-
tion.

For the $q = 1$ up-down instability endpoint case, only the mpmath evolution is able to evolve with no failures for all the mass ratios we consider. Moreover, both the PRECESSION evolution with the default settings and the one with the same tolerance settings as the default regularized evolution have ~ 50% errors for the mass ratios closest to 1 that we consider. For the up-down instability endpoint for each $q$ case, none of
FIG. 2. The cosines of the tilts at infinity and their average errors as a function of mass ratio (expressed as $1 - q$ to highlight the mass ratios close to 1) for four binary configurations, detailed in the text. As discussed in the text, all errors are computed with respect to an mpmath evolution with strict tolerance settings, which also gives the results for the tilts at infinity that we plot. The text also gives the specifics of the different accuracy results and discusses the issue with the mpmath evolution that causes us to plot most results in the lower right-hand panel as symbols (defined in the text). In the lower right-hand panel we also plot the mpmath results for the tilts with circles and show the results from PRECESSION with the tighter tolerance settings as lines. The dashed line marks an error of $0.1$. Above the lower bound of $1 - q = 10^{-6}$, the portions of the plot for which there is no trace for a given error are the ones for which the evolution(s) required to compute that trace did not succeed. This is also true for the large gaps between symbols in the lower right-hand panel. While the mass ratios are unevenly sampled, the places in the lower right-hand panel where there are very large gaps are those where the mpmath evolution does not succeed. All plots extend to a minimum value of $q$ of $0.05$ (i.e., $1 - q = 0.95$).

The following accuracy results are plotted in Fig. 2, all comparing with the mpmath evolution with the largest number of digits we consider, except the final two, and always using the development version of PRECESSION. All but the final two of these are plotted with symbols with the same color as the lines in the lower right-hand panel, due to the issues with the mpmath evolution in that case, discussed above. We thus note the symbols used for these, as well:

- PRECESSION, default settings (also plotted as crosses): The PRECESSION evolution with its default settings
- PRECESSION, intermediate tolerance (also plotted as
The PRECESSION evolution with the same tolerance settings as the regularized evolution defaults

- PRECESSION, tighter tolerance (also plotted as circles): The PRECESSION evolution with \( \delta_{\text{abs}} = 10^{-13} \) and \( \delta_{\text{rel}} = 10^{-14} \)
- regularized, ode, default settings (also plotted as circles): The regularized evolution with its default settings, including using the ode LSODA integrator
- regularized, ode, tighter tolerance (also plotted as circles): The regularized evolution with \( \delta_{\text{abs}} = 10^{-13} \) and \( \delta_{\text{rel}} = 10^{-14} \), still using the ode LSODA integrator
- regularized, mpmath, default settings (also plotted as squares): The regularized evolution using mpmath and its default second fallback settings
- regularized, mpmath, tighter tolerance (also plotted as squares): The regularized evolution using mpmath and the intermediate settings
- PRECESSION, self-convergence: Comparison of the PRECESSION evolution with \( \delta_{\text{abs}} = 10^{-13} \) and \( \delta_{\text{rel}} = 10^{-14} \) with the evolution with \( \delta_{\text{base}} = 10^{-12} \) and \( \delta_{\text{rel}} = 0.1 \delta_{\text{base}} \) (and \( \delta_{\text{abs}} = 10^{-13} \))
- regularized, ode, self-convergence: Comparison of the regularized evolution using the ode LSODA integrator with the default settings and with tolerances of \( 10^{-2} \) times the default settings

We find that for mass ratios close to 1, the regularized evolution with LSODA is more accurate than PRECESSION for a given value of \( \delta_{\text{base}} \) (with the other accuracy settings fixed to their default values), as expected, while the PRECESSION evolution’s errors increase roughly like a positive power of \( 1/(1-q) \) for \( q \) close to 1. The regularized evolution’s errors with LSODA only increase as \( q \nearrow 1 \) in the up-down instability endpoint cases, where they also increase roughly like a positive power of \( 1/(1-q) \). The errors for the regularized evolution with the mpmath integration also increase roughly like a positive power of \( 1/(1-q) \) in all cases.\(^{11} \)

In Fig. 3 we compare the accuracy of the development version of PRECESSION and the regularized evolution with the default settings for the 500 random binaries (starting from the spin tilts and transition frequencies from the orbit-averaged evolution determined there) used in Sec. V B to validate the expression for the transition frequencies. We augment this set by 150 additional binaries sampled from those 500 but with the spins scaled randomly to extend to smaller values, to check the accuracy of the evolution in such cases. There are spin magnitudes as small as \( \sim 3 \times 10^{-8} \) for the GW190630_185205 samples from the LIGO-Virgo collaboration analysis \(^{43} \).

\(^{11} \)The feature in the mpmath errors seen for mass ratios close to 1 in the equal-mass up-down instability endpoint case is caused by \( \theta_{2 \infty} \) equaling \( \pi \) to all 18 decimal places to which we output the data.

V. INTERFACE WITH ORBIT-AVERAGED EVOLUTION

We now present hybrid_spin_evolution, a code that performs a hybrid orbit-averaged and precession-averaged evolution of the spin angles of a binary from a given reference frequency \( f_{\text{ref}} \) to infinite separation. The evolution is carried out by the function calc_tilts_at_infty_hybrid_evolve and proceeds in two stages. In the first stage, we use orbit-averaged evolution as implemented in the SpinTaylor code in LALSimulation \(^{30} \), which is more accurate at higher frequencies (i.e., at smaller separations), until an empirically determined transition frequency \( f_{\text{trans}} \). At this point, the code switches to the second stage, which involves precession-averaged evolution to infinite separation using the prec_avg_tilt_com function discussed in the previous section. The transition frequency is set to a value that ensures that the tilts at infinity are accurate, with estimated absolute errors in their cosines less than \( 10^{-3} \), while the evolution from \( f_{\text{ref}} \) to \( f_{\text{trans}} \) is still computationally efficient. In what follows, we describe how we determined \( f_{\text{trans}} \) and the tests we performed to validate it.
We plot the average of the absolute values of the errors of the cosines of the two tilts versus the minimum of the magnitudes of the in-plane dimensionless spins of the two black holes ($\chi_1, \chi_2$) as well as versus $1 - q$ to show the scalings with both of these quantities. For PRECESSION, we show both the evolution with the default settings (the unfilled triangles and light histogram) and the one with the same evolution settings as the defaults for the regularized evolution (the filled triangles and heavy histogram). For the regularized evolution with the ode interface, the unfilled triangles and light histogram give the results with the default settings, while the filled triangles and heavy histogram give the results with $\delta_{\text{base}} = 10^{-12}$. The small number of points plotted for the mpmath evolution are the only ones for which the error is larger than numpy’s minimum resolvable difference of $\sim 10^{-16}$.

The gravitational wave frequency (or orbital speed) at which the precession-averaged equations become accurate enough for binary evolution depends upon the binary’s parameters. We found that the dominant dependence is on the mass ratio. To find $v_{\text{trans}}$ as a function of $q$ we did a convergence test using a population of 1000 binaries having their mass-ratios divided into 10 bins, which are equally spaced, except for the one closest to $q = 1$. The first 9 bins have mass ratios $q$ between 0.1 and 0.9 in steps of 0.1, and are populated by 100 binaries with mass ratios distributed uniformly within the bounds $q \pm 0.02$. The tenth bin has its 100 binaries distributed uniformly in mass ratios between 0.98 and 1. The result 1000 binaries have their total mass and spin parameters at $f_{\text{ref}} = 10 \, \text{Hz}$ distributed uniformly as following: $M \in [10, 200]M_\odot$; $\chi_1, \chi_2 \in [0, 1]$; $\theta_1, \theta_2 \in [0, \pi]$ rad; $\phi_{12} \in [0, 2\pi]$ rad. Thus, the magnitude of the initial Newtonian orbital angular momentum ranges from $0.14M^2$ to $1.72M^2$ (giving this for comparison with previous examples). We evolve the binaries using the orbit-averaged equations back to frequencies corresponding to orbital speeds $v$ between 0.12 and 0.01 in steps of 0.01 and then compute tilts at infinity using prec_avg_tilt_comp. We then compute the absolute difference between the tilts at infinity $\Delta\theta_{\infty} (i \in \{1, 2\})$ for $v$ and $v + 0.01$ and identify the largest $v$ value below which $\max(\Delta\theta_{\infty}) \leq 10^{-3}$ rad for all binaries in a given mass-ratio bin—this is our $v_{\text{trans}}$ for a given mass-ratio bin. While we consider the cosines of the tilts at infinity (as the more physically relevant quantity) in the rest of the paper, here we are more conservative and set the accuracy in terms of the tilts themselves, noting that $|\cos(\theta + \Delta\theta) - \cos \theta| = |(1 - \cos \Delta\theta) \cos \theta + \sin \Delta\theta \sin \theta| \leq (2 - 2 \cos \Delta\theta)^{1/2} \leq |\Delta\theta|$, us-
ing the Cauchy-Schwarz inequality and the standard trigonometric inequality \(1 - \cos \alpha \leq \alpha^2/2\).

Figure 4 shows the \(v_{\text{trans}}\) values for which the tilts at infinity have an absolute error less than \(10^{-3}\) rad for each mass ratio bin. We see that for close to equal mass binaries, the transition frequency needs to be very small, with \(v_{\text{trans}} = 0.01\). We find that the dependence of \(v_{\text{trans}}\) on \(q\) is approximately quadratic, with a best fit of \(v_{\text{trans}} = -0.11q^2 + 0.03q + 0.08\). However, there is significant scatter. Thus we choose a conservative quadratic relation between \(v_{\text{trans}}\) and \(q\) that ensures that this \(v_{\text{trans}}\) is not above any of the data points. This quadratic expression for \(v_{\text{trans}}\) is given by

\[
v_{\text{trans}} = -0.05q^2 + 0.06. \tag{31}
\]

For mass-ratios much smaller than 1, this expression gives a \(v_{\text{trans}}\) that is considerably lower than the one given by curve fitting. However, these cases are not computationally expensive to evolve, so that is not a significant concern (see Sec. V C).

For the simulations performed for Fig. 4, we used the orbit-averaged evolution with the 3.5PN accurate binding energy and flux, the 2.5PN orbit-averaged precession equations including the leading order spin contributions to the orbital angular momentum, and the SpinTaylorT5 approximant (see [33] for details). At the time when we performed the calculations to obtain the purple crosses in Fig. 4, the 3PN spin-spin terms in the orbit-averaged precession equations were not available in the LAL-Simulation SpinTaylor code. We also only had the less accurate v1 evolution, which performed the orbit-averaged evolution stepwise in order to use the existing SpinTaylor code. (We updated the SpinTaylor code in v2.) Since the calculations to obtain the purple crosses in Fig. 4 are rather computationally expensive, we thus chose to verify that the final expression in Eq. (31) is also appropriate for the 3PN equations and with v2 of the evolution, as well, rather than redoing these calculations with the 3PN equations and v2 of the evolution. In fact, we have verified that the \(v_{\text{trans}}\) expression given in Eq. (31) is robust for other orders of the precession equations and different SpinTaylor approximants, as discussed in Sec. V B. We also find that the v2 evolution gives results that easily satisfy the accuracy requirements we placed. Thus, all the hybrid evolution results we present henceforth were obtained using the 3PN order SpinTaylorT5 orbit-averaged precession equations, unless specified otherwise, and all use v2 of the evolution.

Figure 5 shows the cosines of the tilt angles computed at infinity as well as intermediate transition orbital speeds (\(v_{\text{trans}}\)), as a function of \(v_{\text{trans}}\), for the same binary parameters as in Fig. 1 with \(q = 0.75\). The upper panel shows the oscillation of the cosines of the tilt angles with orbital speed over the course of the orbit-averaged evolution. These are the usual oscillations over a precessional cycle of the binary. The bottom two panels show that \(\cos \theta_{1_{\infty}}\) and \(\cos \theta_{2_{\infty}}\) also oscillate with \(v_{\text{trans}}\) but they converge to the \(v_{\text{trans}} \rightarrow 0\) limit much faster than the tilts at the transition frequency do. The oscillations in \(\cos \theta_{1_{\infty}}\) presumably arise because the precession-averaged evolution does not track the evolution of the spins over a precessional cycle. The tilts at infinity one obtains in the limit \(v_{\text{trans}} \rightarrow 0\) are apparently the same as the ones one would obtain starting from a finite \(v_{\text{trans}}\) and using the average values of \(S^2\) over a precessional cycle (when using the same PN order for the orbit-averaged and precession-averaged evolution). Thus, the oscillations in \(\cos \theta_{1_{\infty}}\) are due to starting the precession-averaged evolution from \(S^2\) values at different points in the precessional cycle. The \(v_{\text{trans}}\) for this binary is 0.03 [from Eq. (31)], and it is evident that the tilts at infinity computed using the hybrid evolution with this value of \(v_{\text{trans}}\) are very close to those that would be computed in the limit \(v_{\text{trans}} \rightarrow 0\).

\[\text{FIG. 5. The evolution of the cosines of the tilt angles as a function of the orbital speed, in the regime where we select our transition orbital speed values. The upper panel shows the tilts at the given } v_{\text{trans}} \text{ value and the lower panel shows the tilts at infinity obtained using that } v_{\text{trans}} \text{ value in the hybrid evolution. This is illustrated for the same binary parameters as in Fig. 1 with } q = 0.75. \text{ The solid vertical lines represent } v_{\text{trans}} \text{ for this binary given by Eq. (31), while the dashed vertical lines display the value of } v_{\text{trans}} \text{ given by the purple curve fitting our data in Fig. 4.}\]

B. Validation of \(v_{\text{trans}}\)

To check whether the quadratic expression for \(v_{\text{trans}}\) given in Eq. (31) gives satisfactory results for binaries outside the training dataset, we employ a population of 500 random binaries with the following parameters: \(m_1, m_2 \in [5, 100] M_\odot\); \(q \in [0, 1]; \chi_1, \chi_2 \in [0, 1]; \theta_1, \theta_2 \in [0, \pi] \text{ rad}; \varphi_1, \varphi_2 \in [0, 2\pi] \text{ rad}; f_{\text{ref}} = 20 \text{ Hz. This gives the same range of orbital angular momentum magnitudes as for the training set. For each of these 500 binaries, we estimate the error in the tilts at infinity by computing the absolute difference between } \cos \theta_{1_{\infty}} \text{ and } 0.5v_{\text{trans}} \text{, and } 0.5v_{\text{trans}} \text{, and } 0.5v_{\text{trans}} \text{. We do not use the obvious choice of } 0.5v_{\text{trans}} \text{ since it is significantly more computationally expensive for the close-to-equal-mass binaries.}\]

Figure 6 shows the estimated errors in \(\cos \theta_{1_{\infty}}\) for all 500 binaries. As expected, all errors are less than \(10^{-3}\), which validates the expression for \(v_{\text{trans}}\) in Eq. (31). The results shown
Moreover, as expected, we found the estimated errors for averaged precession equations and SpinTaylor approximants. The given by Eq. (31), is valid for all PN orders of the orbit-averaged precession equations and SpinTaylor approximants. Moreover, as expected, we found the estimated errors for 2PN orbit-averaged precession equations to be in general smaller compared to those for the 3PN order equations, particularly for smaller mass ratios and $\theta_1\infty$. This is because the 2PN order matches the PN order used in the precession-averaged evolution. We also compared $\cos \theta_1\infty$ for 500 random binaries while using various PN approximants: SpinTaylorT1, SpinTaylorT4, and SpinTaylorT5 and found that the tilts at infinity are not significantly different for different approximants. The differences in the cosines of tilts at infinity are mostly below $10^{-3}$ with a maximum difference of 0.003 between SpinTaylorT1 and SpinTaylorT4.

We also compare the results using different PN orders directly. In Fig. 7, we compare $\cos \theta_1\infty$, for the same 500 binaries as in Fig. 6 using different PN orders for the orbit-averaged precession equations in the hybrid evolution code. Specifically, we compare the results between 2PN, 2.5PN, and 3PN accurate orbit-averaged precession equations. We find that the absolute differences in $\cos \theta_1\infty$ between 2PN and 2.5PN are quite noticeable (most of them are above $10^{-3}$). However, the differences between the 2.5PN and 3PN results are smaller than those between the 2PN and 2.5PN results. This gives us confidence that the 3PN results we are using give good accuracy, particularly since comparisons of PN precessional dynamics with numerical relativity in (57) (particularly Sec. III C) find the 3PN results to be more accurate than lower orders.

In Fig. 8, we compare the tilts at infinity computed with the hybrid evolution with those computed using only precession-averaged evolution. Here we consider the same 500 binaries as before. In the only precession-averaged case, we initialize the precession-averaged evolution using the 2PN expression for the orbital angular momentum without the spin contributions, so it is parallel to the Newtonian orbital angular momentum which is used to define the tilt angles in the LIGO-Virgo analysis [46]. This is the recommended setup for obtaining quick results for the tilts at infinity. We find that there are relatively significant differences in the cosine tilts at infinity in many cases, though there are still a significant fraction of binaries for which the difference is less than $10^{-3}$.

We also find that there are certain parts of parameter space that lead to even larger differences between the two evolutions, in particular if we initialize the purely precession-averaged evolution with the Newtonian expression for the orbital angular momentum, as is done in PRECESSION. While we reserve a complete exploration of the portions of parameter space that lead to the largest to differences to future work, we found that certain parameters lead to much larger differences in the tilts at infinity than found in our set of 500 random binaries. We obtained these parameters by considering the sample from the analysis of GW190521 with the SEOBNRv4PHM waveform model (as discussed in Sec. VII A) that gives the largest difference in $\cos \theta_1\infty$ when using the Newtonian orbital angular momentum in this comparison and varying $\theta_1$. We also scaled the masses to a reference frequency of 20 Hz, to illustrate that this case is included in the range of parameters used to construct the 500 random binaries.

Specifically, we found that for $m_1 = 88.47M_\odot$, $m_2 = 66.62M_\odot$, $\chi_1 = 0.721$, $\chi_2 = 0.180$, $\cos \theta_1 \in [0.9, 1]$, $\cos \theta_2 = -0.90$, $\phi_{12} = 5.22$ rad, at $f_{\text{ref}} = 20$ Hz (so the magnitude of the initial Newtonian orbital angular momentum is $0.67M_\odot^2$), there are differences in magnitude of $>0.50$ ($> 0.28$) and a maximum of 0.83 (0.56) in $\cos \theta_2\infty$ when comparing the hybrid evolution with the purely precession-averaged evolution initialized with the Newtonian (2PN) orbital angular momentum. The magnitudes of the differences for $\cos \theta_1\infty$ are $\sim 0.15$ ($\sim 0.10$) for the two comparisons. We illustrate the difference in the tilts at infinity calculated with the hybrid evolution and purely precession-averaged evolution for this binary in Fig. 9, showing qualitatively different behavior in how the results depend on tilt 1 at the reference frequency.

C. Code runtimes

Figure 10 shows the run times of the hybrid evolution code for the same dataset of 500 random binaries. The run times are higher for close-to-equal-mass binaries, taking about 40 seconds to complete. These timing results were obtained using a 2.6 GHz Intel Xeon E5-2680-v3 (12C) with 256 GB RAM.

For comparison, with just the precession-averaged evolution, the average speed for these 500 random binaries from the transition frequencies is $\sim 7$ ms/binary for the develop-
FIG. 7. Comparison of cosines of tilt angles at infinity while using 2PN and 2.5PN accurate (left) and 2.5PN and 3PN accurate (right) orbit-averaged precession equations in the hybrid evolution code.

FIG. 8. Comparison of the cosines of the tilts at infinity computed using the hybrid evolution and purely precession-averaged evolution for the random dataset of 500 binaries.

Here we assess the uncertainties in approximating the tilts at formation by those at infinity. We first note that the orbital angular momentum at formation is relatively large in most cases. For instance, in the isolated binary and dynamical formation scenarios for GW150914 given in Fig. 1 of both [58] and [59], respectively, and the isolated binary formation scenario for GW170104 given in Fig. 8 of [11], the orbital angular momentum at the time of the formation of a black hole binary is \( \sim 130M^2 \), so one expects that the cosines of the tilts at infinity approximate those at formation with an accuracy of better than a percent. However, the angular momentum at binary black hole formation can be a factor of a few less in some cases, e.g., it is \( \sim 50M^2 \) in the isolated binary formation scenarios for GW170729, GW190412, and GW190521 given in Fig. 9 of [11], Fig. 1 of [60], and Fig. 2 of [61], respectively. Additionally, it is \( 36M^2 \) for the dynamical formation scenario for GW190814 shown in Fig. 2 of [62], due to its high eccentricity (0.97) and unequal mass ratio. Nevertheless, even in those cases the accuracy of the approximation is still expected to be a few percent. In fact, for the analyses of GW190521 considered in Sec. VII, the uncertainties in the distributions of the cosines of the tilts at an orbital angular momentum of 50M^2 are only \( \pm 0.06 \).

In fact, \( 35M^2 \) seems to be a reasonable lower bound on the expected orbital angular momentum at formation for isolated binary formation: Considering the precessing, unequal-mass
binary black holes in the detectable systems of the synthesized population with 2019 standard input physics (M30) from [11] (also considered in the mass ratio discussion in Sec. I), only 9 systems out of \( \sim 6 \times 10^6 \) have an orbital angular momentum of \( 35M^2 \) or less, though the smallest value is \( 8M^2 \).

The orbital angular momentum at formation is relatively large for other formation scenarios, e.g., the smallest orbital angular momentum for the hierarchical second-generation merger scenario for GW190814 with parameters given in Fig. 3 of [63] is \( \sim 90M^2 \). The situation for formation in the disks of active galactic nuclei (e.g., [64–66]) is more complicated, since the binary interacts with the disk during much of its evolution (see, e.g., [67]). Thus, our results are not applicable to this case.

The only exception to the accuracy estimates given above is for very close to equal mass cases, with \( 1 - q \lesssim 10^{-3} \), since the intrinsic uncertainties (due to the amplitude of precession) at a fixed \( L \) increase roughly as a positive power of \( 1/(1 - q) \) until they reach 2—see the illustration in Fig. [11]. However, while such close-to-equal-mass systems are predicted by population synthesis calculations, they are relatively uncommon. For instance, considering the same selection from the synthesized population from [11] plotted in the histograms in Fig. 11 the uncertainty in either of the cosines of the tilts at formation due to the amplitude of precession at that point in the binary’s evolution. This plots the difference between the cosines of the maximum and minimum tilts given in Eqs. (23) for a selection of the binary black hole mergers from the M30 population synthesis model from [11] that are detectable by LIGO and Virgo by that paper’s criterion, neglecting aligned-spin cases or binaries that are equal mass to the accuracy of the data provided. The value of \( \phi_{12} \) is chosen randomly for each binary. The histograms show the results for the first \( 2 \times 10^6 \) binaries in the data set (giving \( \sim 6.8 \times 10^5 \) unequal mass precessing binary black holes)—the computation is expensive enough that we do not consider more binaries—while the scatter plot shows a random selection of \( 2 \times 10^5 \) binaries (from the full set we consider), for clarity. We also do not show five outliers (for each tilt) with uncertainties in both \( \cos \theta_1 \) and \( \cos \theta_2 \) that are smaller than \( 5 \times 10^{-11} \) in the histograms.

The only exception to the accuracy estimates given above is for very close to equal mass cases, with \( 1 - q \lesssim 10^{-3} \), since the intrinsic uncertainties (due to the amplitude of precession) at a fixed \( L \) increase roughly as a positive power of \( 1/(1 - q) \) until they reach 2—see the illustration in Fig. [11]. However, while such close-to-equal-mass systems are predicted by population synthesis calculations, they are relatively uncommon. For instance, considering the same selection from the synthesized population from [11] plotted in the histograms in Fig. 11 the uncertainty in either of the cosines of the tilts at formation due to the amplitude of precession at that point in the binary’s evolution. This plots the difference between the cosines of the maximum and minimum tilts given in Eqs. (23) for a selection of the binary black hole mergers from the M30 population synthesis model from [11] that are detectable by LIGO and Virgo by that paper’s criterion, neglecting aligned-spin cases or binaries that are equal mass to the accuracy of the data provided. The value of \( \phi_{12} \) is chosen randomly for each binary. The histograms show the results for the first \( 2 \times 10^6 \) binaries in the data set (giving \( \sim 6.8 \times 10^5 \) unequal mass precessing binary black holes)—the computation is expensive enough that we do not consider more binaries—while the scatter plot shows a random selection of \( 2 \times 10^5 \) binaries (from the full set we consider), for clarity. We also do not show five outliers (for each tilt) with uncertainties in both \( \cos \theta_1 \) and \( \cos \theta_2 \) that are smaller than \( 5 \times 10^{-11} \) in the histograms.
equal mass to the three decimal places used for the data, since the tilts at infinity are not well defined in exactly equal-mass cases, but these are only 0.1% of the total.)

This estimate only accounts for the intrinsic uncertainty in the tilts due to the amplitude of spin precession at a finite separation, not the added uncertainty in approximating the tilts at finite separation by those at infinity if the tilts at infinity are not contained between the bounds on the tilts at finite separation. Such a scenario can occur, particularly near the up-down instability parameters (see, e.g., [47]), though it is not generic—see Fig. 11 in [23]—and just occurs for much smaller separations than one expects for most formation scenarios, except for quite close to equal mass binaries, \(1 - q \lesssim 10^{-2}\). In particular, of the selection of the population of binary black holes from [11] plotted in the histograms in Fig. 11 only \(\sim 0.1\%\) of them have either of the tilts at infinity outside the bounds on the tilts at formation, though in about 25% (5\%) of these cases, at least one of the cosines of the tilts at infinity is \(> 10^{-2}\) (10\(^{-1}\)) different from the range for the tilts at formation, at most \(\sim 0.24\); all of those binaries have \(1 - q < 3 \times 10^{-4}\). As one would expect, the cases with a larger difference between the range of tilts at formation and those at infinity have more misaligned tilts at formation, with cosines of the tilts as small as \(\sim -0.97\) (the smallest cosines of tilts in the selection of binary black holes plotted in the histograms in Fig. 11 are \(\sim -0.9999\)).

### VII. APPLICATION TO GW EVENTS

We applied the hybrid evolution code to compute the tilts at infinity for selected binary black hole detections from the LIGO-Virgo catalog GWTC-3 [7] using the publicly available posterior samples [43, 68]. Specifically, we considered the events that had evidence for misaligned spins and found the three events that show the largest differences between the tilts at the reference frequency and at infinity: GW190521, GW191109_010717, and GW200129_065458.

Figure 12 shows the posterior distributions of the cosines of the tilts at \(f_{\text{ref}} = 20\) Hz and at infinity for GW191109_010717 and GW200129_065458. We consider the results with both the SEOBNRv4PHM [69, 71] and IMRPhenomXPHM [72] waveform models (both of which include higher modes in addition to precession), to illustrate the qualitatively different behavior. In order to compare the 1d marginal distributions of the tilts, we use the quantity \(\Delta Q\), which represents the maximum of the absolute value of the difference between the 5%, 50%, and 95% quantiles of the two distributions (i.e., the differences in the median and the 90% credible interval around it).

| Approximant       | \(\cos \theta_1\) | \(\cos \theta_2\) |
|-------------------|-------------------|-------------------|
| SEOBNRv4PHM       | 0.12              | 0.16              |
| IMRPhenomTPHM     | 0.14              | 0.12              |
| IMRPhenomPv3HM    | 0.06              | 0.05              |
| NRSur7dq4         | 0.05              | 0.04              |

The most interesting case is likely GW191109_010717 in the SEOBNRv4PHM analysis, where there is significantly more support for tilt 2 being close to antialigned at infinity, with a 15% probability of \(\cos \theta_2 < -0.9\), compared to only 6% at the reference frequency. However, in the SEOBNRv4PHM analysis of GW191109_010717, it is tilt 1 that is close to being antialigned and there is slightly less support for this at infinity. In the GW200129_065458 IMRPhenomXPHM analysis, tilt 2 has more support for being misaligned at infinity. We can also consider the \(\max \Delta Q\) values of the distributions, the largest two values of which are \(0.39 (0.38)\) for \(\cos \theta_1 (\cos \theta_2)\) in the GW191109_010717 (GW200129_065458) SEOBNRv4PHM analysis.

**A. GW190521**

We now focus on GW190521, since we have results with a variety of waveform models and it is an intrinsically interesting event, due to its very high mass. Figure 13 shows the posterior distributions for tilts at \(f_{\text{ref}}\) and at infinity for different waveform models that incorporate precession and higher harmonics and are used in [6]: SEOBNRv4PHM [69–71], IMRPhenomPv3HM [75], and NRSur7dq4 [73] (see Sec. V A of [6] for details about these waveform models). We also consider the results obtained with IMRPhenomTPHM in [76] (we use the LALInference samples). IMRPhenomTPHM is a new phenomenological time-domain waveform model that also includes a description of precession and higher harmonics [77–79]. The analysis with IMRPhenomTPHM in [76] obtains multimodal mass posteriors, which had also been found using an older version of the phenomenological frequency-domain IMRPhenomXPHM waveform model [72] in [80]. However, the posteriors differ, particularly in the weights of the modes. While [76] also presents results using the updated version of IMRPhenomXPHM, we only give results for IMRPhenomTPHM, due to its more accurate treatment of precession. SEOBNRv4PHM gives the largest difference between the tilts at \(f_{\text{ref}}\) and at infinity, followed by IMRPhenomTPHM. IMRPhenomPv3HM and NRSur7dq4 have the least difference in tilts at \(f_{\text{ref}}\) and at infinity. Here \(f_{\text{ref}} = 4.4\) Hz for IMRPhenomTPHM and 11 Hz for the other models. Table I gives the \(\max \Delta Q\) values comparing the distributions at infinity and the reference frequency for these four models.

---

12 For GW200129_065458, Ref. [4] points out that neither of these waveform models is sufficiently accurate to analyze the signal. They instead carry out an analysis with the numerical relativity surrogate model NRSur7dq4 [73]. Unfortunately neither they nor Ref. [74], which also carries out an analysis of this signal with NRSur7dq4, have released their samples. However, Ref. [4] finds that IMRPhenomXPHM agrees better with NRSur7dq4 for signals like GW200129_065458 than SEOBNRv4PHM does.
FIG. 12. Posterior distributions for the cosines of spin tilt angles at $f_{\text{ref}}$ and at infinity computed using the hybrid evolution code for the two O3b events with the largest differences between spin tilts at $f_{\text{ref}}$ and at infinity, with two different waveform models. The light colored curves give the distributions at $f_{\text{ref}}$ and the dark ones the distributions at infinity.
In all cases except for NRSur7dq4, the tilts at infinity give a primary spin that it closer to being aligned and a secondary spin that is closer to being antialigned. This reduces the support for an isolated formation channel, since it is more difficult to obtain the significant spin misalignments in such cases.

One important check of the accuracy of our results is that they are not very sensitive to the reference point employed in the analysis.\textsuperscript{13} It is simple to check this for the NRSur7dq4 waveform model, which allows one to evolve its spins to an arbitrary point within the length of time covered by the model. For this check, we evolved the spins backwards to a time of $-4200M$ before the peak of the waveform (close to the start of the surrogate model \cite{73}) using the NRSur7dq4 surrogate’s spin evolution before applying the hybrid evolution. Here we compute the reference frequency for each sample at that time using the NRSur7dq4 orbital frequency. We found that the distributions of tilts at infinity we obtain starting from the reference frequencies obtained this way and from a reference frequency of 11 Hz are quite similar, with $\max \Delta Q \approx 0.02$, while the distributions of tilts at the two reference points differ more substantially, with $\max \Delta Q \approx 0.06$. However, we found that the individual tilts at infinity samples can be quite different when evolved from these different reference points. For instance, the maximum absolute values of the differences for $\cos \theta_{1,\infty}$ and $\cos \theta_{2,\infty}$ when evolved from the reference frequency of 11 Hz and a time of $-4200M$ are 0.64 and 1.04, respectively. Similarly, these maximum differences are larger at the two reference points, with values of 1.40 and 1.33 for $\cos \theta_1$ and $\cos \theta_2$, respectively.

Additionally, it is useful to see how much difference the hybrid evolution makes in computing these distributions. Figure \ref{fig:compare_f0} shows a comparison of tilts at $f_{\text{ref}}$ and infinity computed using only precession-averaged evolution and the hybrid orbit-averaged and precession-averaged evolution, for GW190521 using SEOBN+4PHM samples. We initialize the precession-averaged evolution the same way as in Fig.\ref{fig:compare_f0}. Comparing the tilts at infinity computed using the hybrid evolution and purely precession-averaged evolution, we see no significant differences, with a $\max \Delta Q$ of $2 \times 10^{-3}$ for the $\cos \theta_{2,\infty}$ distributions. Thus, for this event the precession-averaged evolution alone would be sufficient to compute the distribution of tilts at infinity with good accuracy. The maximum difference between individual samples is 0.37 for $\cos \theta_{1,\infty}$, though the 90% upper bound on this difference is only 0.03.

Finally, we consider the effects of the evolution to infinity on the effective spin $\xi$ [defined in Eq. (2) and often denoted $\chi_\text{eff}$ in gravitational wave astronomy] and the effective precession spin parameter $\chi_p$ \cite{81,82}. In particular, we verify that the effective spin is approximately conserved by our spin evolution to infinity. It is exactly conserved for the precession-averaged evolution and is conserved by the orbit-averaged evolution through 2PN order. For GW190521, we find that the posterior distributions for $\xi$ at $f_{\text{ref}}$ and at infinity are nearly identical: The largest $\max \Delta Q$ between the posterior distributions at $f_{\text{ref}}$ and at infinity among the four approximants is $8 \times 10^{-4}$ for the NRSur7dq4. Moreover, the largest differences between individual $\xi$ samples at $f_{\text{ref}}$ and infinity are all $< 10^{-2}$.

The effective precession spin parameter $\chi_p$ depends on the projection of the component spin vectors into the orbital plane \cite[see Eq. (3.4) in \cite{62} for the definition]. It is used to assess the evidence for precession both for individual events (e.g., \cite{6}) and the population as a whole (e.g., \cite{83}). There is a recently introduced improved version of $\chi_p$ that removes an inconsistency in the definition \cite{84}. However, we consider the original version here, to show how it is affected by the spin evolution. We compare the posterior distributions of $\chi_p$ at $f_{\text{ref}}$ and infinity. Figure \ref{fig:compare_chip} shows the posterior distribution for GW190521 using all four waveform models. As expected, the largest difference is for SEOBN+4PHM and IMRPhenomTPHM while IMRPhenomPV3HM and NRSur7dq4 show smaller differences in $\chi_p$ distribution at $f_{\text{ref}}$ and at infinity. The $\max \Delta Q$ values between the $\chi_p$ distributions at $f_{\text{ref}}$ and infinity are 0.03, 0.03, 0.02, and 0.01 for SEOBN+4PHM, IMRPhenomTPHM, IMRPhenomPV3HM, and NRSur7dq4, respectively.

In Fig.\ref{fig:compare_chip} we also show the prior distribution of $\chi_p$ at $f_{\text{ref}}$ and infinity conditioned on the $\xi$ posterior. Conditioning the $\chi_p$ prior on the $\xi$ posterior accounts for the correlated prior between $\chi_p$ and $\xi$ with the standard spin prior choices and helps us identify events for which the data are informative about precession, as in \cite{6,7} (see in particular Figs. 11 and 10, respectively). Since this prior comes from isotropic priors on the individual spins, we find that it is the same at the reference frequency and at infinity, in agreement with the finding that an isotropic distribution evolves to an isotropic distribution for both the precession-averaged \cite{23} and orbit-averaged \cite{85} evolution (though \cite{85} only uses the 2PN precession equations without the contribution of the black holes’ spin-induced quadrupoles).

The posteriors on $\chi_p$ at infinity all prefer slightly smaller values than the ones at the reference frequency. Thus, the evidence for precession given by the Kullback-Leibler (KL) divergence \cite{86} from the prior to the posterior will be slightly smaller at infinity. Indeed, these KL divergences at \{\$f_{\text{ref}}, \infty\}$ \{0.51, 0.45\}, \{0.54, 0.49\}, \{0.16, 0.15\}, and \{0.44, 0.42\}, for SEOBN+4PHM, IMRPhenomTPHM, IMRPhenomPV3HM, and NRSur7dq4, respectively.

\section{Conclusions}

We have developed a new code that combines together orbit-averaged and precession-averaged evolution to compute the tilts at infinity, which is available as part of LALSuite \cite{30} in the tilts_at_infinity module \cite{42} in LALSimulation. It is also implemented as an option (calling the LALSuite implementation) in the PESummary postprocessing code \cite{87}, either to evolve the spins with the fast but less accurate precession-averaged evolution or the slower but more accurate hybrid
FIG. 13. The distributions of the cosines of the spin tilts at $f_{\text{ref}}$ (4.4 Hz for IMRPhenomTPHM and 11 Hz for other cases) and at infinite separation for GW190521 computed using the hybrid evolution code starting from the results obtained using different waveform models.
evolution. This implementation has been used in the analysis of the new events in GWTC-3 \cite{7}. The precession-averaged evolution implements the regularized equations we have derived. These are much more accurate than the standard equations for close-to-equal-mass cases, which one encounters when applying the method to gravitational wave detections. In particular, our implementation of the precession-averaged evolution does not lose accuracy for close-to-equal-mass cases as the implementation in PRECESSION \cite{28,49} does.

There are various extensions to the code that we may consider in future work. The most direct extension would be to use PN evolution without orbit averaging for high frequencies, determining the empirical transition frequency between this evolution and the orbit-averaged evolution using the same method we used here to determine the transition frequency between the orbit-averaged and precession-averaged evolution. One can also use the spin evolution from the waveform model itself—this is particularly straightforward to do with the surrogate models and we have already checked that it does not make a significant difference for GW190521 with NR-Sur7dq4.

It may also be possible to make the orbit-averaged evolution more efficient through code optimization and/or through using, e.g., the techniques introduced in \cite{88}, though creating a surrogate model for this mapping, similar to the surrogate models for the final state of precessing binaries in \cite{23,89}, is likely to provide the largest speed-up. The results in Fig. 5 also suggest that it might be possible to obtain the hybrid evolution results to good accuracy by averaging the tilts at infinity over a cycle of the oscillations in terms of $v_{\text{trans}}$ and/or some extrapolation without needing to evolve backwards to such low frequencies using the orbit-averaged evolution. We will investigate if this can provide substantial reductions in computational cost. A simpler way to obtain a faster code at the cost of less accuracy (since the current accuracy is overly stringent for many applications) will be to allow the user to specify the desired tolerance and set the transition frequency accordingly, since a looser tolerance will necessitate less of the more computationally expensive orbit-averaged evolution.

If one can obtain a very significant reduction in computational cost, likely requiring a surrogate model, one could consider sampling directly on the tilts at infinity in the inference on gravitational wave signals. Here one would parameterize the four spin angular degrees of freedom by the two tilts at infinity and two phases at transition points (one precessional phase and one orbital phase), or their equivalent, giving the information about the binary’s evolution that is not captured by the precession-averaged and orbit-averaged evolutions, respectively. Specifically, one would first evolve forward to a transition frequency with precession-averaged evolution, which does not need the two phases, and then evolve with the orbit-averaged evolution, initializing this evolution by augmenting the output of the precession-averaged evolution with the precessional phase. Finally, one would augment the output of the orbit-averaged evolution with the orbital phase to perform the final evolution with no averaging, which will give the output necessary for waveform generation, or to evaluate the waveform model directly.

Additional extensions include using eccentric orbit-averaged evolution, which can be performed following \cite{34}, though this will not be relevant for interpreting gravitational wave detections until eccentric precessing waveform models become available. However, eccentric orbit-averaged evolution will be relevant for the problem of evolving forward in time to obtain the remnant properties (final mass, spin, and recoil velocity) using a combination of precession-averaged, orbit-averaged, and instantaneous evolutions. This problem has been studied for quasicircular binaries using 2PN orbit-averaged evolution in \cite{39}—it will be useful to extend this to higher PN orders and to include instantaneous evolution and eccentricity. While there are also not fits for remnant properties for eccentric, precessing binary black holes, in cases where the eccentricity close to merger is small, one can apply the quasicircular fits, even if the eccentricity is not small earlier in the evolution.

There are also improvements that can be made to the precession-averaged evolution. These include small improvements such as determining how to use the faster solve_ivp evolution without it leading to apparent hangs in difficult cases and determining the optimal mass ratio at which to switch from the standard to the regularized version of the equations to increase the accuracy of the results or how best to modify the definition of $\kappa_{\xi q}$ to avoid needing to do this. However, there are also much more significant improvements that may be possible, notably extending the precession-averaging to higher PN order and allowing for non-black hole spin-induced quadrupoles (so it can be applied to systems involving neutron stars). Neither of these is straightforward, since the current precession-averaged evolution relies on the effective spin being conserved, and this conservation is lost at higher PN order or with non-black hole spin-induced quadrupoles, though there is a proposal for a method to include these effects perturbatively in \cite{41}. Further development is also needed to be able.
FIG. 15. The distribution of the effective precession spin parameter $\chi_p$ for GW190521 at $f_{\text{ref}}$ and at infinity computed using the hybrid evolution code, as well as the prior distribution of $\chi_p$ conditioned on the $\xi$ posterior, which is the same at both $f_{\text{ref}}$ and infinity.
to evolve the up-down instability endpoint cases accurately for all mass ratios close to 1. There the alternative regularization given in [41] may also be relevant.

Nevertheless, while there are plenty of improvements that are possible, the current implementation is already well suited to compute the tilts at infinity for current and future binary black hole detections.
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Appendix A: Linearization error bound

When m is small (notably when L is large, so $S_2^2$ is also large and negative), we can linearize $\langle S_2^2 \rangle_{pr}$ [Eq. (5)] in m, obtaining

$$\langle S_2^2 \rangle_{pr} = \frac{1}{2}(S_+^2 + S_-^2) + O(m^2).$$  \hspace{1cm} (A1)

This is especially convenient numerically, since when $S_2^2$ is large and negative, the residual one obtains when inserting the numerically determined value into the cubic is also large, making it untrustworthy, but it turns out that one does not need to compute it at all.

However, in order for us to be able to use this linearization only when it is really warranted, for a desired accuracy, we need a strict bound on the error incurred. Fortunately, such a bound is relatively straightforward to obtain. We start by considering the bounds on the linearization of the complete elliptic integrals $E$ and $K$. These functions are defined by the following integrals (see, e.g., Sec. 17.3 in [91])

$$E(m) := \int_0^{\pi/2} \sqrt{1 - m \sin^2 \theta} \, d\theta, \hspace{1cm} (A2a)$$

$$K(m) := \int_0^{\pi/2} \frac{d\theta}{\sqrt{1 - m \sin^2 \theta}} \hspace{1cm} (A2b)$$

(with $m \in [0,1]$). Thus, as mentioned previously, we have linearized versions of these functions of

$$E_{lin}(m) = \frac{\pi}{2} \left(1 - \frac{m}{4}\right), \hspace{1cm} (A3a)$$

$$K_{lin}(m) = \frac{\pi}{2} \left(1 + \frac{m}{4}\right). \hspace{1cm} (A3b)$$

Now, using Taylor’s theorem with Lagrange remainder, we have the following expressions for the error incurred by linearization:

$$E(m) - E_{lin}(m) = -\frac{m^2}{8} \int_0^{\pi/2} \frac{\sin^4 \theta}{(1 - m \sin^2 \theta)^{3/2}} \, d\theta, \hspace{1cm} (A4a)$$

$$K(m) - K_{lin}(m) = \frac{3m^2}{8} \int_0^{\pi/2} \frac{\sin^4 \theta}{(1 - m \sin^2 \theta)^{5/2}} \, d\theta, \hspace{1cm} (A4b)$$

for some $\tilde{m}, \bar{m} \in (0, m)$. Since the integrands are nonnegative, increasing functions of $\tilde{m}, \bar{m}$, we thus have

$$-\frac{m^2}{8} \int_0^{\pi/2} \frac{\sin^4 \theta}{(1 - m \sin^2 \theta)^{3/2}} \, d\theta \leq E(m) - E_{lin}(m) \leq 0, \hspace{1cm} (A5a)$$

$$0 \leq K(m) - K_{lin}(m) \leq \frac{3m^2}{8} \int_0^{\pi/2} \frac{\sin^4 \theta}{(1 - m \sin^2 \theta)^{5/2}} \, d\theta. \hspace{1cm} (A5b)$$
We can then use \((1 - m \sin^2 \theta)^{-\alpha} \leq (1 - m)^{-\alpha}\) for \(\alpha > 0\) (since \(m > 0\)) and note that \(\int_0^{\pi/2} \sin^4 \theta d\theta = 3\pi/16\) to obtain

\[
-\frac{3\pi m^2}{128(1-m)^{3/2}} \leq E(m) - E_{\text{lin}}(m) \leq 0,
\]

(A6a)

\[
0 \leq K(m) - K_{\text{lin}}(m) \leq \frac{9\pi m^2}{128(1-m)^{5/2}}.
\]

(A6b)

We now want to bound the difference between \(E(m)/K(m)\) and its linearization, viz.,

\[
\left| \frac{E(m)}{K(m)} - 1 + \frac{m}{2} \right|.
\]

(A7)

We will do this by bounding \(|E/K - E_{\text{lin}}/K_{\text{lin}}|\) and noting that

\[
\frac{E_{\text{lin}}(m)}{K_{\text{lin}}(m)} - 1 + \frac{m}{2} = \frac{m^2}{8 + 2m},
\]

(A8)

so we can combine this with the bound on \(|E/K - E_{\text{lin}}/K_{\text{lin}}|\) to obtain the desired bound.

To obtain the bound on \(|E/K - E_{\text{lin}}/K_{\text{lin}}|\), we first rewrite \(E/K\) using a convenient zero as

\[
\frac{\mathcal{N} + \epsilon_N}{\mathcal{D} + \epsilon_D} = \frac{\mathcal{N}}{\mathcal{D}} + \frac{\mathcal{D} \epsilon_N - \mathcal{N} \epsilon_D}{\mathcal{D} (\mathcal{D} + \epsilon_D)},
\]

(A9)

where (using \(\mathcal{N}\) for the numerator and \(\mathcal{D}\) for the denominator)

\[
\mathcal{N} = E_{\text{lin}}(m), \quad \epsilon_N = E(m) - E_{\text{lin}}(m),
\]

\[
\mathcal{D} = K_{\text{lin}}(m), \quad \epsilon_D = K(m) - K_{\text{lin}}(m).
\]

(A10a)

(A10b)

Thus \(\mathcal{N}, \mathcal{D}, \epsilon_D \geq 0\) and \(\epsilon_N \leq 0\) and we have

\[
\left| \frac{E(m)}{K(m)} - \frac{E_{\text{lin}}(m)}{K_{\text{lin}}(m)} \right| = \left| \frac{\mathcal{N} + \epsilon_N}{\mathcal{D} + \epsilon_D} - \frac{\mathcal{N}}{\mathcal{D}} \right| = \frac{\mathcal{D} \epsilon_N - \mathcal{N} \epsilon_D}{\mathcal{D} (\mathcal{D} + \epsilon_D)} \leq \frac{\epsilon_N}{\mathcal{D}} + \frac{\mathcal{N}}{\mathcal{D}^2} \epsilon_D.
\]

(A11)

Now, from the above and Eqs. (A6), we have

\[
\left| \frac{E(m)}{K(m)} - \frac{E_{\text{lin}}(m)}{K_{\text{lin}}(m)} \right| \leq \frac{m^2}{64 + 16m(1-m)^{3/2}} \left( 1 + \frac{3}{1-m} \frac{4-m}{4+m} \right).
\]

(A12)

Thus, noting that \(E/K - E_{\text{lin}}/K_{\text{lin}} \leq 0\), \(E_{\text{lin}}/K_{\text{lin}} - 1 + m/2 \geq 0\), and \(|E/K - E_{\text{lin}}/K_{\text{lin}}| \geq E_{\text{lin}}/K_{\text{lin}} - 1 + m/2\) (which can be checked numerically), we have

\[
\left| \frac{E(m)}{K(m)} - 1 + \frac{m}{2} \right| = \left| \frac{E(m)}{K(m)} - \frac{E_{\text{lin}}(m)}{K_{\text{lin}}(m)} + \frac{E_{\text{lin}}(m)}{K_{\text{lin}}(m)} - 1 + \frac{m}{2} \right| \leq \frac{3}{16(1-m)^{3/2}} \left( 1 + \frac{3}{1-m} \frac{4-m}{4+m} \right) m^2 \epsilon_{\text{ratio}}(m),
\]

(A13)

where we have introduced \(\epsilon_{\text{ratio}}(m)\) (which is an increasing function of \(m\)) to represent the overall scaling and the sub-dominant corrections to the dominant \(m^2\) dependence of the error. This is a strong bound for the small values of \(m\) we are interested in when applying it, but becomes quite weak as \(m \gg 1\).

Thus, the difference between \((S^2)_{pr}\) and its linearization is

\[
\left| \frac{S^2}{m} - \frac{S^2_{\text{lin}}}{m} \right| \left| \frac{E(m)}{K(m)} - 1 + \frac{m}{2} \right| \leq (S^2_{\text{lin}} - S^2_{pr}) m \epsilon_{\text{ratio}}(m).
\]

(A14)

This translates immediately into a bound in terms of the barred quantities introduced in Sec. [1] which is what is implemented in the code. Specifically, we linearize in \(m\) when

\[
m \epsilon_{\text{ratio}}(m) \leq \delta_{\text{lin}} \max \left( 1, \frac{1}{S^2_{\text{lin}} - S^2_{pr}} \right),
\]

(A15)

where \(\delta_{\text{lin}}\) sets the tolerance. In particular, \(\delta_{\text{lin}}\) is roughly the relative tolerance in Eq. (17) when \(S^2_{\text{lin}} - S^2_{pr} > 1\) and is the absolute tolerance when \(S^2_{\text{lin}} - S^2_{pr} \leq 1\). We compute \(S^2_{\text{lin}}\) by solving Eq. (20). The default value of \(\delta_{\text{lin}}\) is the same as the absolute tolerance of the differential equation integrator.
Appendix B: Error bound for reducing the cubic to a quadratic

When \( q \) is either small or close to 1 and/or \( u \) is small, the coefficient of the highest power in the cubic [Eq. (20)] is small, and one can obtain some solutions to the cubic to a good approximation by setting that coefficient to zero and solving a quadratic. In this case we derive a strict error bound for this approximation. Here we need only to consider the error bound for the approximation \( S_3^2 + S_2^2 \approx -C/B \), since in this case \( |S_3^2| \) will be large, so \( m \) will be small and thus satisfy the requirement for linearization being a good approximation given in Appendix A.

We only consider the case \( B, C, D > 0 \), since this is the case where this simplification is necessary in practice and also simplifies the analysis. We first want to obtain a lower bound on \( |S_3^2| \), for which we rewrite Eq. (20) [in terms of \( z := 1/S^2 \)], so it becomes

\[
P_c(z) := \varepsilon + B z + C z^2 + D z^3 = 0,
\]

where we have defined \( \varepsilon := q(1-q^2)u^2 > 0 \) and are interested in the case where this is small. We now want to consider the solution to \( P_c(z) = 0 \) that goes to zero as \( \varepsilon \searrow 0 \), i.e., \( z_3 := 1/S_3^2 \), and obtain a bound on how close to zero it is. We do this by finding an interval near zero on which \( P_c \) changes sign and thus has a root. Since \( \varepsilon > 0 \), we have \( P_c(0) = \varepsilon > 0 \), and since we assume \( B, C, D > 0 \), we have \( P_c(z) = D z^3 < 0 \), where

\[
z_3 := -\frac{B + \sqrt{B^2 - 4C\varepsilon}}{2C} < 0
\]

is obtained by solving \( \varepsilon + B z + C z^2 = 0 \) and choosing the root that goes to zero as \( \varepsilon \searrow 0 \). We thus know that \( z_3 \in (z_3, 0) \), so \( |S_3^2| \geq 1/|z_3| \).

Now, we want to use this to obtain a bound on \( |S_3^2 + S_2^2 + C/B| \). To do this, we note that Vieta’s formulas applied to \( P_c(z) \) give

\[
\frac{1}{S_3^2 + S_2^2} + \frac{1}{S_2^2} + \frac{1}{S_3^2} = -\frac{C}{D}, \quad (B3a)
\]

\[
\frac{1}{S_3^2} \left( \frac{1}{S_2^2} + \frac{1}{S_3^2} \right) + \frac{1}{S_3^2} \frac{S_2^2}{S_3^2} = \frac{B}{D}, \quad (B3b)
\]

which yield [noting that \( 1/S_3^2 + 1/S_2^2 = (S_3^2 + S_2^2)/S_3^2 S_2^2 \), so we solve the above equations for \( 1/S_3^2 + 1/S_2^2 \) and \( 1/S_3^2 S_2^2 \)]

\[
S_3^2 + S_2^2 = -\frac{C + D z_3}{B + C z_3 + D z_3^2}.
\]

Thus, we have an error bound of

\[
|S_3^2 + S_2^2 + C/B| = \left| \frac{C}{B} - \frac{C + D z_3}{B + C z_3 + D z_3^2} \right| = |z_3| \left| \frac{C^2 - BD + CD z_3}{B(B + C z_3 + D z_3^2)} \right| < |z_3| \left| \frac{C^2 - BD + CD |z_3|}{B(B - C |z_3|)} \right| = \varepsilon_{x_{\text{sum}}}.
\]

To obtain the inequality, we have recalled that \( z_3 < z_3 < 0 \) and \( B, C, D > 0 \), so we have \( B + C z_3 + D z_3^2 > B + C z_3 > B + C z_3 = B - C |z_3| \). Since \( B + C z_3 = -\varepsilon/\varepsilon > 0 \) from the defining equation for \( z_3 \), the right-hand side of the previous inequality is positive, so it also holds with absolute values added. We also applied the triangle inequality to the numerator.

We also need to bound \( m \), for which we note that \( S_3^2 < 0 \) in this case, since the coefficients of \( P_c \) are all positive, so all its roots are negative (assuming that they are real)\(^{14}\). We assume that \( S_3^2 \) is large enough so that \( |S_3^2| > |S_2^2 + S_3^2| \), and in fact assume that \( |z_3| (C/B + \varepsilon_{x_{\text{sum}}}) < 1 \), which implies the previous inequality. Thus, we have

\[
m = \frac{S_3^2 - S_2^2}{S_3^2 - S_3^2} < \frac{|S_3^2 + S_2^2|}{S_3^2 + S_3^2} \leq \frac{C/B + \varepsilon_{x_{\text{sum}}}}{1 - |z_3| (C/B + \varepsilon_{x_{\text{sum}}})},
\]

recalling that \( S_3^2 \leq 1/z_3 < 0 \), so \( S_3^2 + S_2^2 - S_3^2 \geq 1/|z_3| - |S_3^2 + S_3^2| \). This bound on \( m \) is not sharp, but suffices for our purposes.

In this case, we incur errors both due to linearizing in \( m \) and approximating \( S_3^2 + S_2^2 \) by \( -C/B \). So we apply this simplification if the bound on \( m \) satisfies Eq. (A15) with \( \delta_{\text{lin}} \rightarrow \delta_{\text{lin}}/2 \) [recalling that \( \varepsilon_{x_{\text{lin}}}(m) \) is an increasing function of \( m \) and \( \varepsilon_{x_{\text{sum}}} \leq \delta_{\text{lin}} \) since we get a factor of 1/2 in Eq. (A1)], choosing to divide the total allowed error equally between the two cases. We also replace \((S_3^2 - S_2^2) \rightarrow 1/(C/B + \varepsilon_{x_{\text{sum}}}) \leq 1/(S_3^2 - S_2^2) \) in Eq. (A15).

Appendix C: Details about the internal checks in the precession-averaged evolution

The precession-averaged code implements a number of internal checks to make sure that the evolution is going well. Specifically, it checks that the imaginary parts of the solutions to the cubic are smaller than a certain absolute tolerance, by default \( 10^{-6} \). It also checks that the unbarred \( S_3^2 \) are nonnegative, as they must be physically [as the maximum and minimum values of \( S_3^2 \); see the discussion below Eq. (21) in \( \text{(21)} \)]. Additionally, it checks that the evolution reached the desired final value of \( u \) (with a tolerance of 0.75\( \Delta u \)). If any of these checks is triggered, the code prints a message. For the checks that are indicative of a serious problem with the evolution, the code then terminates the evolution and initiates the fallback evolution if it is selected (as it is by default). If the fallback evolution (and second fallback evolution, if enabled) also fails, the code prints a message and returns None for the

\[^{14}\text{Of course, while the } S_3^2 \text{ are negative in this case, the associated unbarred versions [obtained from Eq. (15)] are positive, as expected.}\]
tilts by default, but it can also be set to return \texttt{numpy.nan} for the tilts or to raise an error.

The code also prints a message if there are two roots with a nonzero imaginary part whose real parts are the same, since this is likely an indication of complex conjugate roots. (Real roots that are equal to numerical precision occurs for close-to-aligned-spin cases.) Similarly, it prints a message if the residual of the cubic equation does not change sign over an interval of a specified size around the root, as detailed below. By default this check does not stop the evolution, but it can be set to do so as an option. The code returns the initial tilts if both of a pair of roots are zero, so that the binary is nonprecessing to numerical precision.

For the check on the accuracy of the roots of the cubic, the interval over which the cubic should change sign is chosen to have endpoints \( S_A^2 \pm \max(|S_A^2|, |S_B^2|), 1 \delta \), where \( \delta \) is the associated tolerance parameter, whose default value is \( 10^{-6} \). To account for cases where \( S_A^2 - S_B^2 \) or \( S_A^2 - S_B^2 \) is very small, the code sets \( \delta \rightarrow \min(\delta^{+}, \delta^{-}), \) when \( S_A^2 - S_B^2 < 0.55 \max(|S_A^2 + S_B^2|, 2) \delta \) is true for either of \((A, B) \in \{(+, -), (-, -)\}\). Here \( \delta_{A,B} := (S_A^2 - S_B^2)/\max(|S_A^2 + S_B^2|, 2) \) when the previous inequality is satisfied and \( \delta \) otherwise. For cases when there is a double root (i.e., when \( m = 0 \) or \( 1 \)), we check that the derivative of the cubic changes sign for the double root, with the same logic as above, though just considering the distance between the double root and the other root.

### Appendix D: Example code usage

In Table II we give examples of the use of the code to compute the tilts at infinity and bounds on the tilts at a finite separation using both purely precession-averaged and hybrid evolution. We do this for a binary with masses \( m_1 = 50M_\odot \), \( m_2 = 45M_\odot \), dimensionless spin magnitudes \( \chi_1 = 0.8 \), \( \chi_2 = 0.6 \), and spin angles \( \theta_1 = 1.3 \text{ rad}, \theta_2 = 0.4 \text{ rad}, \phi_{12} = 2.1 \text{ rad} \) at a reference frequency of \( f_0 = 20 \text{ Hz} \). The finite separation corresponds to an orbital angular momentum with magnitude \( L_f = 100M_\odot^2 \). One will obtain slightly different values for the higher decimal places with different \texttt{numpy} and \texttt{scipy} versions. These results were obtained with \texttt{numpy} 1.21.2 and \texttt{scipy} 1.7.1.
TABLE II. Examples of using the code introduced here to compute tilts at infinity or bounds on tilts at a finite separation in an interactive Python session.

```python
# Setup
>>> from lalsimulation.tilts_at_infinity import prec_avg_tilt_comp,
    calc_tilts_at_infty_hybrid_evolve
>>> from lal import MSUN_SI
>>> m1, m2 = 50., 45.  # solar masses
>>> chi1, chi2 = 0.8, 0.6
>>> tilt1, tilt2, phi12 = 1.3, 0.4, 2.1  # rad
>>> f0 = 20.  # Hz

# Calculate tilts at infinity

# For only precession-average evolution
>>> prec_avg_tilt_comp(m1*MSUN_SI, m2*MSUN_SI, chi1, chi2, tilt1, tilt2, phi12, f0)
{'tilt1_inf': 1.1390970822856608, 'tilt2_inf': 0.8136099686362966}

# The same through the hybrid evolution interface (so with LPNspins=False)
>>> calc_tilts_at_infty_hybrid_evolve(m1*MSUN_SI, m2*MSUN_SI, chi1, chi2, tilt1, tilt2, phi12,
    f0, prec_only=True)
{'tilt1_inf': 1.14183652039253, 'tilt2_inf': 0.7936508631426201,
    'tilt1_transition': None, 'tilt2_transition': None,
    'phi12_transition': None, 'f_transition': None}

# For hybrid evolution

>>> calc_tilts_at_infty_hybrid_evolve(m1*MSUN_SI, m2*MSUN_SI, chi1, chi2, tilt1, tilt2,
    phi12, f0, version='v2')
{'tilt1_inf': 1.158417737227964, 'tilt2_inf': 0.7637854727141383,
    'tilt1_transition': 1.222766036595675, 'tilt2_transition': 0.6253846448618053,
    'phi12_transition': 6.102198158202932, 'f_transition': 0.005044066737021535}

# Calculate bounds on tilts at finite separation with both methods

>>> Lf = 100.  # dimensionless

>>> prec_avg_tilt_comp(m1*MSUN_SI, m2*MSUN_SI, chi1, chi2, tilt1, tilt2, phi12, f0,
    Lf=Lf)
{'tilt1_sep_min': 1.1292402468578164, 'tilt1_sep_max': 1.1487850778054958
    'tilt1_sep_avg': 1.1390338016598198, 'tilt2_sep_min': 0.7954772415249947,
    'tilt2_sep_max': 0.8316644029539157, 'tilt2_sep_avg': 0.8136099686362966}

>>> calc_tilts_at_infty_hybrid_evolve(m1*MSUN_SI, m2*MSUN_SI, chi1, chi2, tilt1, tilt2,
    phi12, f0, Lf=Lf, version='v2')
{'tilt1_sep_min': 1.1490357804932505, 'tilt1_sep_max': 1.1676210227670598,
    'tilt1_sep_avg': 1.1583465084488291, 'tilt2_sep_min': 0.7455138665464005,
    'tilt2_sep_max': 0.7819862871558729, 'tilt2_sep_avg': 0.7639252370956654,
    'tilt1_transition': 1.222766036595675, 'tilt2_transition': 0.6253846448618053,
    'phi12_transition': 6.102198158202932, 'f_transition': 0.005044066737021535}
```
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