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Abstract—The heating, ventilation and air condition (HVAC) system consumes the most energy in commercial buildings, consisting over 60% of total energy usage in the U.S. Flexible HVAC system setpoint scheduling could potentially save building energy costs. This paper first studies deterministic optimization, robust optimization, and stochastic optimization to minimize the daily operation cost with constraints of indoor air temperature comfort and mechanic operating requirement. Considering the uncertainties from ambient temperature, a Wasserstein metric-based distributionally robust optimization (DRO) method is proposed to enhance the robustness of the optimal schedule against the uncertainty of probabilistic prediction errors. The schedule is optimized under the worst-case distribution within an ambiguity set defined by the Wasserstein metric. The proposed DRO method is initially formulated as a two-stage problem and then reformulated into a tractable mixed-integer linear programming (MILP) form. The paper evaluates the feasibility and optimality of the optimized schedules for a real commercial building. The numerical results indicate that the costs of the proposed DRO method are up to 6.6% lower compared with conventional techniques of optimization under uncertainties. They also provide granular risk-benefit options for decision making in demand response programs.
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I. INTRODUCTION

THE heating, ventilation and air conditioning (HVAC) system, on average, consumes 44% of the total energy of commercial buildings [1]. HVAC is the largest contributor of commercial building energy consumption, and its control is incentivized by demand response programs. Through time-varying electricity rates, the economic performance of commercial buildings can be improved while providing benefits to the grid [2], [3].

This paper studies a flexible HVAC scheduling scheme that plans daily setpoint in the day before the actual operation, aiming to minimize the energy cost for the day ahead. The setpoint scheduling has been applied to the control of residential air conditioning system by smart thermostats and has been proved to be economical [4]–[6].

However, any HVAC schedule made in the day before should not compromise occupant comfort in real-time operations. Extra caution is required given that uncertainties exist in HVAC scheduling optimization, including data uncertainty, model uncertainty, and building state uncertainty [7].

This paper delves deep into the impact of data uncertainty, in particular, the impact of ambient temperature on HVAC scheduling, energy cost, and occupant comfort when responding to Time-of-Use (TOU) rate. Many works have been focused on continuously controlling individual components of an HVAC system. The classic method is the proportional-integral-derivative (PID) control that minimizes the error signal through feedback loop using PID controllers [8]–[10]. Nevertheless, they fail to minimize the total energy consumption of the entire HVAC system in a coordinated manner. Optimal control methods are proposed to fill this gap [11]–[13]. Though the energy efficiency of such optimal controls are higher than the PID methods, in practice, they face robustness issues that are caused by measurement uncertainties. Stochastic optimization methods are then proposed to solve this problem by explicitly taking the uncertainties into account [14]. Furthermore, the moment-based distributionally robust optimization methods are incorporated to provide robust solutions [15].

In this paper, the HVAC scheduling problem is first formulated in a deterministic manner. The goal is to minimize the daily energy cost while satisfying the constraints of indoor air temperature comfort and mechanical operating requirement. Then considering the forecasting uncertainty in the ambient temperature, the problem is formulated into a Stochastic Programming (SP) problem and a Robust Optimization (RO) problem. To overcome limitations in SP and RO formulations, and to further enhance the robustness of the optimized schedule against prediction error uncertainty, a Wasserstein metric-based Distributionally Robust Optimization (DRO) approach is then proposed. The ambiguity set is a Wasserstein ball with the predicted probability distribution being the center with a pre-defined radius. The proposed DRO method is initially formulated as a two-stage problem and then reformulated into a tractable mixed-integer linear programming (MILP) form. The DRO-based approach is then applied to a real commercial building and the results show improvement of cost savings and operational robustness.

The contributions of this paper are three folds:

1) Incorporating the probability distribution uncertainty in the HVAC scheduling problem through DRO formulation with the Wasserstein metric. The proposed method enhances the robustness of the optimal solution by finding the worst probability distribution within an ambiguity set. The worst distribution considered in the Wasserstein metric-based ambiguity set is not based on any assumptions of underlying probability
distributions, such as the mean value, symmetricity, and skewness, and hence, the result is expected to be more robust.

2) Reformulating the proposed DRO formulation into a tractable MILP problem. The initial formulation of the proposed DRO is an intractable two-stage optimization problem, where the first-stage minimizes the total energy cost and the second-stage finds the worst probability distribution. The tractable form is achieved by applying duality theorem and equivalent substitution of minimization problems with inequality constraints.

3) Validating the feasibility, optimality and robustness of DRO derivation using data from a real commercial building. The one-day schedule performance of the proposed DRO method is compared to DO, SP, and RO methods under 1000 scenarios. Numerical results show that the costs of the proposed DRO method are up to 6.6% lower compared with conventional techniques yet the scenario-based approach is straightforward and useful [18].

This paper is organized as follows. Section II introduces the deterministic formulation of the commercial building HVAC scheduling problem as the baseline model. The deterministic formulation is then extended to stochastic optimization including SP and RO formulations by considering the uncertainty of outdoor air temperature in section III. The proposed DRO method and its tractable reformulation are introduced in section IV. Section V presents the numerical results of the two case studies. Section VI provides conclusions and discusses future research directions.

II. DETERMINISTIC FORMULATION OF HVAC SCHEDULING

The HVAC scheduling problem is initially formulated into a Deterministic Optimization (DO) problem using mixed-integer linear programming (MILP) as the decision variables are binary schedules. The overall HVAC scheduling problem is formulated as follows:

\[ \min_x \sum_{t=1}^{T} c_t \Delta t P_{t,h} \]  

s.t.  
\[ x_{t+1} \geq x_t - x_{t-1}, \forall t \geq 2 \]  
\[ x_{t+2} \geq x_t - x_{t-1}, \forall t \geq 2 \]  
\[ x_{t+3} \geq x_t - x_{t-1}, \forall t \geq 2 \]  
\[ 1 - x_{t+1} \geq x_{t-1} - x_t, \forall t \leq T - 1 \]  
\[ 1 - x_{t+2} \geq x_{t-1} - x_t, \forall t \leq T - 2 \]  
\[ 1 - x_{t+3} \geq x_{t-1} - x_t, \forall t \leq T - 3 \]  

Cooling: \[ T_{t}^{\text{in}} \leq T_{t}^{\text{ub}}, \forall t \]  
Heating: \[ T_{t}^{\text{in}} \geq T_{t}^{\text{lb}}, \forall t \]  
\[ T_{t}^{\text{in}} = b_1 x_t + b_2 T_{t-1}^{\text{in}} + b_3 T_{t-1}^{\text{un}}, \forall t \]  
\[ P_t = a_1 x_t + a_2 T_{t}^{\text{in}} + a_0, \forall t \]  

The objective function (1a) is to minimize the total operation cost of an HVAC system by optimally scheduling the on/off modes \( x \) of the building, where \( c_t \) and \( P_t \) indicate the electricity rate and power consumption of the building at the \( t \)th time interval. \( c_t \) is the TOU rate provided by utility companies. \( P_t \) is modeled in (1k) using linear regression, where \( b_1, b_2 \) and \( b_3 \) and \( b_4 \) are the coefficients obtained by training building operational data. \( \Delta t \) denotes the duration of a time interval and \( T \) is the total number of time intervals. The two status of commercial building HVAC systems are the occupied (on) mode and unoccupied (off) mode, which are represented by the decision variable \( x \).

Frequent changes of setpoint would cause mechanical issues and reduce the life span of HVAC components. Hence, the optimized HVAC schedules should meet the minimum up/down time requirement. (1b)-(1g) formulates this constraint assuming the sampling interval is 15 minutes and the minimum up/down time is 1 hour [16].

The functionality of HVAC systems is to maintain the indoor air temperature within the comfort zone, which is a fixed or time-variant range of temperature. The constraints on the indoor air temperature \( T_{t}^{\text{in}} \) is formulated by (1h) and (1i), where \( T_{t}^{\text{ub}} \) and \( T_{t}^{\text{lb}} \) denote the upper and lower bound of the comfort zone at the \( t \)th time interval. (1h) is applied in summer when HVAC systems operate under cooling conditions and (1i) is applied in winter when HVAC systems are under heating conditions. Without loss of generality, in this paper, we focus on cooling conditions. The formulations and solutions can be easily extended to heating conditions. The model of indoor air temperature \( T_{t}^{\text{in}} \) is the autoregressive model with exogenous inputs (ARX) formulated in (1j), where \( a_1 \) and \( a_2 \) are the coefficients and \( a_0 \) is the constant term of intercept [17].

III. CONSIDERING THE UNCERTAINTY OF AMBIENT TEMPERATURE

The deterministic formulation lacks robustness because the schedules are computed based on the deterministic prediction of day-ahead outdoor air temperature. Once the actual temperature is different from the prediction, the feasibility and optimality of the schedule are compromised. To improve the robustness of optimal schedules, the outdoor air temperature is treated as a stochastic variable in stochastic optimization formulations. Below we study the most common formulations using Stochastic Programming (SP) and Robust Optimization (RO).

A. Stochastic Programming

In SP, the probability distributions of stochastic variables are used to generate scenarios, and an optimal solution is found across all scenarios. There are variations in SP formulations, yet the scenario-based approach is straightforward and useful [18].

In our application, each scenario is a one-day temperature profile. The objective function of SP is to minimize the weighted average energy cost of all scenarios as formulated in (2) where subscription \( h \) denotes the scenario index and \( H \) is the total number of scenarios.

\[ \min_x \frac{1}{H} \sum_{h=1}^{H} \sum_{t=1}^{T} c_t \Delta t P_{t,h} \]
Two types of temperature constraint formulations could be incorporated. A conservative one is formulated in [5], where the indoor air temperature of all scenarios and all steps are strictly limited within the comfort zone, referred to as SP-strict in this paper. The less conservative way is formulated in [4], where temperature violation under individual scenario is allowed, but the expected indoor air temperature overall scenarios have to satisfy the comfort zone limit. It is referred to as SP-average in this paper.

SP-strict: \[ T_{t,h}^{in} \leq T_{t,h}^{ub}, \forall t, h \] (3)

SP-average: \[ \frac{1}{H} \sum_{h=1}^{H} T_{t,h}^{in} \leq T_{t,h}^{ub}, \forall t \] (4)

The minimum up and down time constraints of SP are similar to DO’s in [1], except for their dimension being expanded to all scenarios.

B. Robust Optimization

SP method aims to solve the robustness issue but suffers from the complexity issue. To achieve a high confidence level of feasibility and optimality, the number of scenarios required is usually large and the computational complexity of SP increases with the scenario set size. To improve the computational efficiency, the RO formulation can be used to optimize the HVAC schedule under the worst scenario of day-ahead ambient temperature within an uncertainty set. Now the objective function is modified to [5], indicating a two-stage formulation. The first stage is still to minimize the total energy cost, and the second stage is to find the worst case scenario, where the power consumption reaches maximum under the worst ambient temperature \( T_{t,oa}^{max} \). Note that \( P_t \) is a linear function of \( T_{t,oa}^{max} \) and the first-stage decision variable \( x \) is considered as a constant in the second stage, the decision variable of the second-stage problem is the ambient temperature \( T_{t,oa}^{max} \).

\[
\min_{x} \sum_{t=1}^{T} c_t \Delta t P_t \quad (5)
\]

Note that in our paper, \( \phi \) is the interval uncertainty set that varies with the predicted outdoor air temperature, i.e., \( \phi_t = [\phi_t^{min}, \phi_t^{max}] \).

Without loss of generality, the robust counterpart (RC) of (5) can be reformulated to a tractable linear programming (LP) in Appendix A.

IV. DISTRIBUTIONALLY ROBUST OPTIMIZATION FORMULATION

A. DRO Formulation with a Wasserstein Ambiguity Set

The SP formulation explicitly considers the uncertainty, but scalability becomes a challenge due to the number of scenarios required. In contrast, the RO formulation provides a fast and robust solution but it tends to be too conservative in practice. To overcome the shortcomings, we look at the uncertainty of entire probability distribution rather than a single prediction point using Distributionally Robust Optimization (DRO).

The proposed DRO formulation is presented below.

\[
\min_{x} \sum_{t=1}^{T} c_t \Delta t P_t \quad (6a)
\]

\[
s.t. \quad \left(1b\right) - \left(1g\right), \left(1j\right) - \left(1k\right)
\]

\[
\max_{P_t \in P_t} \mathbb{E}_{Q_t} \left[ T_{t,h}^{in} \right] \leq T_{t,h}^{ub}, \forall t \quad (6b)
\]

\[
P_t = \{ P_t | W(P_t, Q_t) \leq \varepsilon \} \quad (6c)
\]

The initial formulation of DRO given in (6) is a two-stage problem, where the first-stage minimizes the total energy cost. The deterministic constraints \( \left(1b\right) - \left(1g\right) \) and \( \left(1j\right) - \left(1k\right) \) are implemented in the first-stage problem. The challenge lies in the second stage given by (6b), where the expected indoor air temperature under the worst probability distribution needs to be bounded within the comfort range. \( P_t \) is a Wasserstein ball (WB) ambiguity set defined in (6c), where \( P_t \) denotes an element distribution that has a Wasserstein distance to the center probability distribution \( Q_t \) within a radius \( \varepsilon \). \( W(\cdot) \) is the function of Wasserstein distance formulated in (7) [19].

\[
W(\mathcal{P}, \mathcal{Q}) = \min_{\pi} \sum_{i=1}^{J} \sum_{j=1}^{J} |\tilde{\xi}_i - \tilde{\xi}_j| \pi_{ij} \quad (7a)
\]

\[
s.t. \quad \sum_{j=1}^{J} \pi_{ij} = q_i, \forall i \quad (7b)
\]

\[
\sum_{i=1}^{I} \pi_{ij} = p_j, \forall j \quad (7c)
\]

Let \( \tilde{\xi}_i \) and \( \tilde{\xi}_j \) denote the \( i^{th} \) and \( j^{th} \) discretized value of \( \mathcal{Q} \) and \( \mathcal{P} \) and \( q_i \) and \( p_j \) are their probabilities respectively. Let \( \pi \in \mathcal{R}^{I \times J} \) be the joint distribution matrix of the two distributions. The Wasserstein metric is the minimum effort needed to transform one distribution into the other. Note that the two probability distributions have an equal area of 1, and the difference lies in their shapes. Fig. 1 further illustrates the relationship, where the column-wise summation of \( \pi \) is the probability distribution of \( \mathcal{P} \), and the row-wise summation is the probability distribution of \( \mathcal{Q} \). The sum of the entire probability matrix equals 1. Since \( \pi \) is not unique, Wasserstein metric is to find an optimal \( \pi \) that minimizes the cost of transformation.

In our case, the center distribution \( \mathcal{Q} \) is the predicted empirical distribution and the radius \( \varepsilon \) determines the conservativeness of the ambiguity set. Every probability distribution within the WB is a candidate and there are infinitely many of them as long as \( \varepsilon > 0 \). When \( \varepsilon = 0 \), the DRO problem becomes an SP problem, otherwise the DRO problem under its initial formulation is intractable.

To further illustrate the WB ambiguity set, let’s consider an example where the empirical distribution \( \mathcal{Q}_1 \) is given in [8]. \( \mathcal{Q}_1 \) is essentially a value prediction in the form of a probabilistic prediction. The probability of the predicted value 75 is 100%.

\[
\mathcal{Q}_1 = \begin{cases} 
1, & T^{oa} = 75^\circ F \\
0, & otherwise
\end{cases} \quad (8)
\]
solved intuitively. Clearly, a higher ambient air temperature probability distributions. \( p \) is, the worse the distribution is. The global worst distribution values in the candidate distribution \( P \) is infeasible because it is outside of the ambiguity set. It can be concluded that the feasible worst distribution \( P^* \) must be sitting on the WB surface, where (9) holds.

\[
(78 - 75) \times p^*_T(78^oF) + (75 - 74) \times p^*_T(74^oF) = 2 \tag{9}
\]

Considering \( p^*_T(74^oF) = 1 - p^*_T(78^oF) \), we can solve for the worst probability distribution as \( p^*_T(78^oF) = 50\% \) and \( p^*_T(74^oF) = 50\% \). A generalized solution considering two discretized values in \( P \) is derived in Appendix B.

**B. Second-Stage Problem Reformulation**

Incorporating (6b) into (6a), the definition of WB becomes a constraint of second-stage problem, which is given by the left-hand-side (LHS) of (10).

\[
\begin{align*}
\max_{P_t} & \mathbb{E}_{P_t}[T_{t}^{in}] \\
\text{s.t.} & \quad W(P_t,Q_t) \leq \varepsilon \\
\end{align*} \tag{10}
\]

Substituting the room temperature \( T_{t}^{in} \) in (10) with the ARX model (11), the expression of \( \mathbb{E}_{P_t}[T_{t}^{in}] \) becomes (11a), where \( \hat{T}_{j,t} \) denotes the \( j \)-th discretized value with probability \( p_{j,t} \), \( T_{t}^{on} \) and \( T_{t}^{oa} \) are discretized values of indoor temperature and ambient air temperature probability distributions.

\[
\begin{align*}
\mathbb{E}_{P_t}[T_{t}^{in}] &= \sum_{j=1}^{J} \hat{T}_{j,t} p_{j,t} \\
&= \sum_{j=1}^{J} b_2 \hat{T}_{j,t} p_{j,t} + (b_3 T_{t-1}^{in} + b_1 x_t + b_0) \tag{11a}
\end{align*}
\]

By now, the proposed second-stage DRO constraint (6b) is transformed into the linear constraint in (13), where the goal is to find the worst probability distribution \( P_t \) that is bounded within the WB of the empirical probability distribution \( Q_t \). \( T_{t-1}^{in} \) and \( x_t \) are not second-stage decision variables, therefore can be regarded as constants.

**C. Tractable Reformulation using Dualization**

The LHS of (13) can be further reformulated into (14a) by substituting \( p_{j,t} \) in the objective function with \( \sum_{j=1}^{J} \pi_{j,t} \) to cancel out \( p_{j,t} \). Then \( \pi_{j,t} \) becomes the only decision variable of the second-stage problem.

\[
\begin{align*}
\max_{\pi_t} & \quad \sum_{j=1}^{J} \sum_{i=1}^{I} b_2 \hat{T}_{j,t}^{oa} \pi_{ij,t} + (b_3 T_{t-1}^{in} + b_1 x_t + b_0) \tag{14a} \\
\text{s.t.} & \quad \sum_{i=1}^{I} \sum_{j=1}^{J} |\hat{T}_{j,t}^{oa} - \hat{T}_{i,t}^{oa}| \pi_{ij,t} \leq \varepsilon \quad (\lambda_t) \\
& \quad \sum_{j=1}^{J} \pi_{ij,t} = q_{i,t}, \forall i \quad (s_{i,t}) \\
\end{align*}
\]
Let \( \lambda_t \) and \( s_{i,t} \) be the Lagrangian multipliers, the Lagrangian function of (14) is the \( L_t(\pi_t, \lambda_t, s_t) \) formulated in (15), which can be further reformulated into (16) by aggregating the \( \pi_{ij,t} \) terms.

\[
\begin{align*}
L_t(\pi_t, \lambda_t, s_t) &= \frac{1}{2} \sum_{j=1}^{J} \sum_{i=1}^{I} b_{2} T_{\text{out},j,t}^{\text{oa}} \pi_{ij,t} + b_{3} T_{\text{in},j-1,t}^{\text{oa}} + b_{1} x_{t} + b_{0} \\
&\quad + (\varepsilon - \sum_{i=1}^{I} \sum_{j=1}^{J} |\hat{T}_{\text{out},i,t}^{\text{oa}} - \hat{T}_{\text{out},j,t}^{\text{oa}}| \pi_{ij,t}) \lambda_t \\
&\quad + \sum_{i=1}^{I} \left( q_{i,t} - \pi_{i,t} \right) s_{i,t} \\
&= \min_{\pi_t} \left( \pi_t \right) + \sum_{i=1}^{I} \sum_{j=1}^{J} \left( b_{2} \hat{T}_{\text{out},j,t}^{\text{oa}} - \lambda_t \left| \hat{T}_{\text{out},i,t}^{\text{oa}} - \hat{T}_{\text{out},j,t}^{\text{oa}} \right| - s_{i,t} \right) \pi_{ij,t}.
\end{align*}
\]

(15)

Considering \( \pi_{ij,t} \geq 0 \), there exists a bounded supremum only if the coefficient of \( \pi_{ij,t} \) is non-positive, i.e., \( \hat{T}_{\text{out},i,t}^{\text{oa}} - \hat{T}_{\text{out},j,t}^{\text{oa}} \lambda_t + s_{i,t} \geq b_{2} \hat{T}_{\text{out},j,t}^{\text{oa}} \). The supremum \( p^* = \varepsilon \lambda_t + \sum_{i=1}^{I} q_{i,t} s_{i,t} + \left( b_{3} T_{\text{in},j-1,t}^{\text{oa}} + b_{1} x_{t} + b_{0} \right) \) is achieved at \( \pi_{ij,t} = 0 \). According to the strong duality theorem [20], the Lagrangian function becomes a function of \( \lambda_t \) and \( s_{i,t} \), and its infimum is equal to the supremum of the original problem. Hence, the maximization problem in (14) is dualized into a minimization problem (17).

Together with the upper bound of the temperature setpoint, constraint (13) becomes the inequality (17).

\[
\begin{align*}
\left( \min_{\lambda_t, s_t} \varepsilon \lambda_t + \sum_{i=1}^{I} q_{i,t} s_{i,t} + \left( b_{3} T_{\text{in},j-1,t}^{\text{oa}} + b_{1} x_{t} + b_{0} \right) \right) \\
\text{s.t.} \\
\left| \hat{T}_{\text{out},i,t}^{\text{oa}} - \hat{T}_{\text{out},j,t}^{\text{oa}} \right| \lambda_t + s_{i,t} \geq b_{2} \hat{T}_{\text{out},j,t}^{\text{oa}}, \forall i, j
\end{align*}
\]

(17)

Similar to the sub-problem in (12), the “min” can be removed due to “In f ≤” format. Hence, the final tractable formulation of the proposed DRO under cooling conditions is given by (18).

\[
\begin{align*}
\min_{\lambda_t, s_t} \sum_{t=1}^{T} c_{t} \Delta t P_{t} \\
\text{s.t.} \\
\varepsilon \lambda_t + \sum_{i=1}^{I} q_{i,t} s_{i,t} + \left( b_{3} T_{\text{in},j-1,t}^{\text{oa}} + b_{1} x_{t} + b_{0} \right) \leq T_{\text{ub}, t}, \forall t \\
\hat{T}_{\text{out},i,t}^{\text{oa}} - \hat{T}_{\text{out},j,t}^{\text{oa}} \lambda_t + s_{i,t} \geq b_{2} \hat{T}_{\text{out},j,t}^{\text{oa}}, \forall i, j, t
\end{align*}
\]

(18)

\[\frac{1}{\lambda_t} - (1g) = (1j) - (1k)\]

V. Case Study

Two test cases are carried out in this section. The first case is a simple test case that provides an intuitive explanation of the proposed DRO formulations. Then the DRO approach is applied to optimize a one-day schedule of a commercial building, with the prediction of the ambient temperature following Gaussian distribution. The optimization solver used in this section is Gurobi, and the environment is Python.

A. An Intuitive Example

This subsection aims to provide a straightforward test case following the example in Section [V-A] with \( Q_1 \) being the ambient temperature forecast of 75\(^\circ\)F. The example given is a single-step decision-making considering two possible ambient temperature values. The power consumption model and room temperature model incorporated in this case are formulated in (19). The room temperature at the previous step is \( T_{0}^{\text{in}} = 76 \), and the upper bound of comfort zone is set to 76\(^\circ\)F. Then the initial formulation of this case can be formulated as (20), where the \( WB(Q_1, 2) \) denotes the Wasserstein ball with the center of \( Q_1 \) and a radius of \( \varepsilon = 2 \).

\[
P = 100x + 0.3T_{\text{oa}}
\]

(19a)

\[
T^{\text{in}} = -3x + 0.3T_{\text{oa}} + 0.7T_{0}^{\text{in}}
\]

(19b)

\[
\min_{x} 0.1 \left( 100x + 0.3T_{\text{oa}} \right)
\]

(20a)

\[
\text{s.t.} \\
\max_{p \in WB(Q_1, 2)} \mathbb{E}_{p} \left[ -3x + 0.3T_{\text{oa}} + 0.7T_{0}^{\text{in}} \right] \leq 76
\]

(20b)

The results of 7 scenarios with prediction of \( Q_1 \) are summarized in Table I where \( \mathbb{E} \left[ T^{\text{in}} \ | x = 1 \right] \) and \( \mathbb{E} \left[ T^{\text{in}} \ | x = 0 \right] \) are the expected value of room temperature with and without HVAC under the worst case distribution which is shown in columns 2 and 3. \( x^* \) is the optimal HVAC on/off status solved by the tractable formulation of the proposed DRO method. Take the first case for example. When two discretized value 75\(^\circ\)F and 77\(^\circ\)F are considered, the worst probability distribution is when \( p_{77\text{oF}} = 1 \). Inserting this probability into (20b), we find that the expected indoor temperature is 76.3\(^\circ\)F when HVAC is off and 73.3\(^\circ\)F when HVAC is on. To avoid temperature violation, HVAC needs to be on \((x = 1)\), which is exactly the solution from tractable reformulation (18). The solutions from all seven cases can be manually computed to confirm the correctness of tractable reformulation (18) from the very original two-stage DRO formulation (1). It is also noted that different discretization values impact the optimal solutions.

| Index | \( \xi_{1}(p_{51}) \) | \( \xi_{2}(p_{52}) \) | \( \mathbb{E} \left[ T^{\text{in}} \ | x = 0 \right] \) | \( \mathbb{E} \left[ T^{\text{in}} \ | x = 1 \right] \) | \( x^* \) |
|-------|----------------|----------------|----------------|----------------|-------|
| 1     | 75(50%)       | 77(50%)       | 76.3           | 73.3           | 1     |
| 2     | 74(50%)       | 78(50%)       | 76             | 73             | 0     |
| 3     | 75(33.3%)     | 78(66.7%)     | 76.3           | 73.3           | 1     |
| 4     | 76(50%)       | 78(50%)       | 76.3           | 73.3           | 1     |
| 5     | 74(66.7%)     | 79(33.3%)     | 75.9           | 72.9           | 0     |
| 6     | 78(50%)       | 79(50%)       | 76.3           | 73.3           | 1     |
| 7     | 76(66.7%)     | 79(33.3%)     | 76.3           | 73.3           | 1     |
B. Practical Test Case

The practical test case utilizes real measurement data collected from a commercial building to learn the zone temperature and power consumption model. Table II summarizes the coefficients of the models used in this case. The DO, SP, RO, and the proposed DRO methods are implemented to solve the one-day schedule of the building. The obtained optimal schedules are tested under two testing sets, the regular scenario testing set and the extreme scenario testing set, to validate their optimality and robustness. Each testing set contains 1000 randomly generated scenarios. The scenarios in the regular testing set are sampled from the predicted Gaussian distribution, while the scenarios in the extreme testing set are sampled from a set of distributions randomly, including Gaussian distribution with inaccurate mean and standard deviation, uniform distribution with random ranges, and beta distribution with random parameters of α and β, to mimic the unknown nature of underlying probability distributions of ambient temperature.

The optimality evaluation metric is the total cost. The robustness evaluation metrics are the number of steps with temperature violations (\(V^{num}\)), and the temperature violation mileage (\(V^{mil}\)), defined in (21), where \(\mathbb{1}(\cdot)\) is the indicator function.

\[
V^{num} = \sum_{t=1}^{T} \mathbb{1}(T_{oa}^{(t)} - T_{ub}^{(t)}) \tag{21a}
\]

\[
V^{mil} = \sum_{t=1}^{T} \mathbb{1}(T_{oa}^{(t)} - T_{ub}^{(t)}) \times (T_{oa}^{(t)} - T_{ub}^{(t)}) \tag{21b}
\]

The predicted outdoor air temperature is assumed to follow Gaussian distributed in the day-ahead prediction, and the predicted mean value \(\mu_t\) over the day is indicated by the solid line in Fig. 2. The predicted standard deviation of \(T^{oa}\) is set to 0.5°F for all steps. The probabilistic prediction of outdoor air temperature at step \(t\) is \(Q_t = N(\mu_t, 0.5^2)\). The dashed line in Fig. 2 denotes the zone temperature upper bound of the day, which is 76°F for the working hours (8 am to 8 pm) and 80°F for the off-work hours (12 am to 8 am and 8 pm to 12 am). The dotted line denotes the aggregated TOU price, including the on-peak (12 pm to 9 pm) and off-peak (12 am to 12 pm and 9 pm to 12 am) prices of fuel cost, electricity cost, and other miscellaneous costs charged by utility companies.

![Fig. 2. Trajectories of predicted outdoor air temperature, zone temperature upper bound, and TOU price](image)

Fig. 3 shows the optimised schedules, where DO is solved according to the predicted mean, RO-2σ is solved with 95% confidence interval, of which the robust feasible region at each step is \(\phi_t = [\mu_t - 2\sigma, \mu_t + 2\sigma]\). Similarly, RO-3σ is solved with 99.7% confidence interval, of which the robust feasible region at each step is \(\phi_t = [\mu_t - 3\sigma, \mu_t + 3\sigma]\). SP-strict and SP-average are the solutions of SP formulations with temperature constraints defined upon individual scenarios and the average of all scenarios. DRO-0, DRO-1, DRO-2, and DRO-2.5 are the solutions of the proposed DRO methods with Wasserstein radius \(\varepsilon\) equal to 0, 1, 2 and 2.5 respectively. It can be observed that the discrepancies among these schedules occur in the early morning around 6-8 am and afternoon around 12-4 pm. The former time span involves the ambient temperature ramping up and room temperature upper bound switching to 76°F, and the later time span involves the TOU step-up and ambient temperature ramping down.

![Fig. 3. Probabilistic prediction of outdoor air temperature](image)

Table III summarizes the performance of the 9 optimal schedules, where the subscripts reg and ext denotes the regular testing set and extreme testing set respectively. It can

### Table II

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \(b_1\)  | -2.07 | \(a_1\)  | 70.7  |
| \(b_2\)  | 0.15  | \(a_2\)  | 0.24  |
| \(b_3\)  | 0.45  | \(a_0\)  | -17.8 |
| \(b_0\)  | 37.9  | \(\Delta t\) | 0.1 |
| \(T_{oa}^{num}\) | 80°F | |

The feasible region of \(T^{oa}\) is set to \([65, 85]\), which has at least 6σ-wide margins on both sides to the range of the predicted mean, therefore can be considered sufficient for discretization. The feasible region is equally discretized into 100 segments to obtain the discretized values \(T_{oa}^{(t)}\).
be observed that DO has the lowest operating cost, but comes with high violations in both testing sets. Its poor robustness is because DO only takes the predicted mean into consideration, but in reality, predictions are never perfect. The two RO solutions with different confidence intervals show strong robustness, especially RO-3σ has no violations observed in both testing sets, but it also has the highest cost due to its conservativeness. The robustness of SP-strict is close to RO-2σ in that their violation number and mileage are at the same level in both testing sets. Their costs are approximately the same, and the cost of SP-strict is 0.6% lower than RO-3σ.

The solution of SP-average is less conservative than SP-strict because its temperature constraint is based on the average of all scenarios. The schedule of DRO-0 and SP-average are the same, and they have the same cost and robustness. The DRO method with an ambiguity set radius 0, is essentially an SP problem because the ambiguity set only includes the predicted empirical distribution. The only difference is SP-average is solved in a scenario-based way and DRO-0 is solved in the discretized LP manner. From DRO-0 to DRO-2.5, the conservativeness and cost increase with the increase of ε, as a result, the violation number and mileage decrease. From the feasibility perspective, DRO-2 is already very close to SP-strict and RO-2σ in the regular test set, and DRO-2.5 yields similar robustness to SP-strict and RO-2σ in the extreme test set. The violation number and mileage of DRO-2.5 even become slightly lower than SP-strict. In terms of optimality, the cost of DRO-2 is 6.6% lower than SP-strict and RO-2σ. DRO-2.5 is more expensive than DRO-2 by 2.3% but is cheaper than SP-strict and RO-2σ by 4.5%. The cost of DRO solutions with ε ∈ (0, 2.5] is bounded by the cost of DRO-0 and DRO-2.5. It can be concluded that, with the proper selection of ε, the proposed DRO method can provide competitively robust schedules compared to SP and RO methods with lower costs. The proposed DRO method provides building managers with granular options according to their trade-off between economic and reliability preferences.

VI. CONCLUSIONS

This paper studies the formulations of HVAC setpoint optimization methods, including DO, SP, and RO. A DRO approach based on the Wasserstein ambiguity set is then proposed to enhance the robustness of the optimized schedules by considering the uncertainty of ambient temperature predictions. The DRO method minimizes the total operation cost, while the room temperature under the worst probability distribution still satisfies occupant comfort range. The DRO problem is reformulated into a tractable MILP form and implemented in two test cases. The numerical results indicate that DRO can yield comparable robustness with SP and RO, but with much lower cost. The proposed DRO approach provides granular options regarding the risk-benefit preference. The future work is to explore the uncertainties caused by both input data and building models.

APPENDIX A

ROBUST COUNTERPART (RC)

The RO formulation (5) is equivalent to (22) by introducing an auxiliary variable zt that denotes the upper bound of energy cost.

\[
\min_{x,z} \sum_{t=1}^{T} z_t \quad (22a)
\]
\[
s.t. \quad \max_{T'} \sum_{t=1}^{T'} c_t \Delta t P_t \leq z_t, \forall t \quad (22b)
\]

Substituting \( P_t \) with the HVAC power consumption model \( [\text{HVAC}] \), the Robust Counterpart (RC) becomes (23), where the second-stage problem is a linear function of \( T_t^{\text{la}} \) and its feasible region is the interval uncertainty set \( \phi_t \).

\[
\min_{x,z} \sum_{t=1}^{T} z_t \quad (23a)
\]
\[
s.t. \quad \max_{T_t^{\text{la}}} \sum_{t=1}^{T_t^{\text{la}}} c_t \Delta t \left(a_1 x_t + a_2 T_t^{\text{la}} + a_0\right) \leq z_t, \forall t \quad (23b)
\]

Consider that \( x \) is a binary variable, the second-stage problem is a bi-linear problem and its supremum must be achieved at the boundary conditions. The tractable formulation for RC is given in (24), where (24b) and (24c) denotes the
boundary conditions when \( x = 1 \) and (24d) and (24e) denotes that of \( x = 0 \).

\[
\begin{align*}
\min_{z_t} & \sum_{t=1}^{T} z_t \\
\text{s.t.} & \quad z_t \geq c_1 \Delta t \left( a_2 \tilde{\phi}_1 + a_0 \right) + c_1 \Delta t \alpha_1, \forall t \tag{24a} \\
& \quad z_t \geq c_1 \Delta t \left( a_2 \tilde{\phi}_1 + a_0 \right) + c_1 \Delta t \alpha_1, \forall t \tag{24b} \\
& \quad z_t \geq c_1 \Delta t \left( a_2 \phi_1 + a_0 \right), \forall t \tag{24c} \\
& \quad z_t \geq c_1 \Delta t \left( a_2 \phi_1 + a_0 \right), \forall t \tag{24d} \\
& \quad z_t \geq c_1 \Delta t \left( a_2 \phi_1 + a_0 \right), \forall t \tag{24e}
\end{align*}
\]

**Appendix B**

**Worst Case Distribution**

According to the definition of Wasserstein metric-based ambiguity set in (6c) and (7), the worst case distribution of two possible value satisfies (25), where \(\tilde{\xi}_1 \leq \tilde{\xi}_2 \), \(p_{\tilde{\xi}_1} \) and \(p_{\tilde{\xi}_2} \) are their associated probabilities.

\[
\left| \tilde{\xi}_1 - 75 \right| \leq 75 \quad \left| \tilde{\xi}_2 - 75 \right| \leq 75 \quad \left| p_{\tilde{\xi}_1} + p_{\tilde{\xi}_2} - 2 \right| \leq 0.25 \tag{25}
\]

Considering \(p_{\tilde{\xi}_1} + p_{\tilde{\xi}_2} = 1\), we can get (26) by substituting \(p_{\tilde{\xi}_1} = 1 - p_{\tilde{\xi}_2} \) into (25).

\[
\left( \left| \tilde{\xi}_2 - 75 \right| - \left| \tilde{\xi}_1 - 75 \right| \right) p_{\tilde{\xi}_2} \leq 2 - \tilde{\xi}_1 - 75 \tag{26}
\]

The feasible region of \(p_{\tilde{\xi}_1} \) is different under the following three scenarios:

1. When \(\tilde{\xi}_2 \geq \tilde{\xi}_1 \geq 75\), we have \(\tilde{\xi}_1 - 75 \geq 0\), \(\tilde{\xi}_2 - 75 \geq 0\), and \(\tilde{\xi}_2 - 75 \geq \tilde{\xi}_1 - 75 \geq 0\). The solution of (26) is \(p_{\tilde{\xi}_2} \leq \frac{2 - \tilde{\xi}_1 - 75}{\tilde{\xi}_2 - 75} \) and \(p_{\tilde{\xi}_2} \leq 1\).

2. When \(\tilde{\xi}_2 \geq 75 \geq \tilde{\xi}_1 \), and \(\tilde{\xi}_1 + \tilde{\xi}_2 \geq 150\), we have \(\tilde{\xi}_1 - 75 \geq 0\), \(\tilde{\xi}_2 - 75 \leq 0\), and \(\tilde{\xi}_2 - 75 \geq \tilde{\xi}_1 - 75 \geq 0\). The solution of (26) is \(p_{\tilde{\xi}_2} \leq \frac{\tilde{\xi}_1 - 75}{\tilde{\xi}_2 - 75}\) and \(p_{\tilde{\xi}_2} \leq 1\).

3. When \(\tilde{\xi}_2 \geq 75 \geq \tilde{\xi}_1 \), and \(\tilde{\xi}_1 + \tilde{\xi}_2 \leq 150\), we have \(\tilde{\xi}_1 - 75 \geq 0\), \(\tilde{\xi}_2 - 75 \leq 0\), and \(\tilde{\xi}_2 - 75 \geq \tilde{\xi}_1 - 75 \geq 0\). The solution of (26) is \(p_{\tilde{\xi}_2} = \frac{\tilde{\xi}_1 - 75}{\tilde{\xi}_2 - 75}\) and \(p_{\tilde{\xi}_2} \leq 1\).

It can be seen from (11a) that, when the discretized value is fixed, the expected room temperature \(E[T_{in}]\) is linear to \(p\). The worst case distribution that maximize \(E[T_{in}]\) must be achieved at the upper bound of \(p_{\tilde{\xi}_1}\) and the lower bound of \(p_{\tilde{\xi}_2}\), because the former one has a larger positive coefficient. Hence, the solution of the the worst distribution \(P^*\) under two possible values can be summarized as (27).

Note that all feasible values are covered by the three scenarios in (27), because \(\tilde{\xi}_1 \) and \(\tilde{\xi}_2 \) must satisfy \(\tilde{\xi}_2 \geq 75\) and \(\min\left(\tilde{\xi}_1 - 75, \tilde{\xi}_2 - 75\right) \leq 2\) to ensure meaningful temperature constraint and non-empty ambiguity set.
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