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Gated first-passage processes, where completion depends on both hitting a target and satisfying additional constraints, are prevalent across various fields. Despite their significance, analytical solutions to basic problems remain unknown, e.g., the detection time of a diffusing particle by a gated interval, disk, or sphere. In this paper, we elucidate the challenges posed by continuous gated first-passage processes and present a renewal framework to overcome them. This framework offers a unified approach for a wide range of problems, including those with single-point, half-line, and interval targets. The latter have so far evaded exact solutions. Our analysis reveals that solutions to gated problems can be obtained directly from the ungated dynamics. This, in turn, reveals universal properties and asymptotic behaviors, shedding light on crys
tic intermediate-time regimes and refining the notion of high-crypticity for continuous-space gated processes. Moreover, we extend our formalism to higher dimensions, showcasing its versatility and applicability. Overall, this work provides valuable insights into the dynamics of continuous gated first-passage processes and offers analytical tools for studying them across diverse domains.

1. INTRODUCTION

When does an observable that follows a random trajectory reach a certain target value for the first time? The answer to this question has proved to be valuable across many fields and disciplines, and an enormous amount of work has been dedicated to the study of this so-called first-passage time [1–4]. Yet, there are cases where it is not enough to simply arrive at a point or threshold, e.g., the detection time of a diffusing particle by a gated interval, disk, or sphere. In this paper, we elucidate the challenges posed by continuous gated first-passage processes and present a renewal framework to overcome them. This framework offers a unified approach for a wide range of problems, including those with single-point, half-line, and interval targets. The latter have so far evaded exact solutions. Our analysis reveals that solutions to gated problems can be obtained directly from the ungated dynamics. This, in turn, reveals universal properties and asymptotic behaviors, shedding light on cryptic intermediate-time regimes and refining the notion of high-crypticity for continuous-space gated processes. Moreover, we extend our formalism to higher dimensions, showcasing its versatility and applicability. Overall, this work provides valuable insights into the dynamics of continuous gated first-passage processes and offers analytical tools for studying them across diverse domains.

Another particularly important instance where gating arises naturally is in the context of partially observable dynamical systems [37]. Suppose we are monitoring an observable of interest \(X(t)\), which can denote diverse time-series ranging from the price of a commodity to the number of infected individuals in an epidemic. One is then often interested in the time it takes \(X(t)\) to cross a threshold for the first time. Indeed, this first-passage time plays a significant role in various contexts, e.g., cell biology [38–40], finance [41–45], climate studies [46–48], transport phenomena [49–53], transition path times on a reaction coordinate [54, 55], and bio-chemical reactions [56–61]. It also lies at the heart of extreme-value [62–65] and record statistics [66–70], which aim to describe the properties of rare events occurring in dynamical systems [71].

It is oftentimes the case that \(X(t)\) cannot be observed continuously at all times, and its value is thus known only at intermittent time intervals or points. The reason for this observed intermittency can range from sensor deficiencies and energy costs of continuous observations [72–74], to simple lack of data in certain time windows [75, 76]. Cause aside, the resulting outcome is the situation depicted in the middle panel of Fig. 1 (bottom), where the blue and red backgrounds denote the times when the notional sensor used to monitor the observable is on or off respectively. Akin to gated reaction, in situations pertaining to partial observations, the first-passage time \(T_f\) can be missed and the relevant observable is the detection time \(T_d\). The latter denotes the first time \(X(t)\) is “observed” above the pre-defined threshold [37].

Driven by applications to the kinetics of chemical reactions, the work published on gating to date has mainly focused on understanding reaction time statistics for single-point gated targets. In comparison, the discussion of threshold-crossing phenomena under intermittent sensing is much more recent. Nevertheless, the chemical reaction perspective and the par-
tially observable dynamical systems perspective, both fall under the class of gated-first passage processes. Thus, the terms “reaction time” and “detection time” are interchangeable and their use is context dependent. Moreover, both the single-point and threshold crossing problems can be seen as limits of a problem where an interval \([a, b]\) serves as the gated target (Fig. 1, bottom). Indeed, the single-point target is obtained by taking the limit of \(b \to a\), and the threshold crossing problem by taking \(b \to \infty\).

Surprisingly, despite the plethora of applications, the detection time of a particle inside a one-dimensional gated interval remains unknown. In fact, only very recently the analogous problem for simple diffusion with a partially absorbing region (radiative boundary conditions) was solved for spherically symmetric target intervals \([77–79]\). This model was motivated by applications to biology, where the interval could represent a single reactive molecule, an intracellular compartment, or even a whole cell. Note that when the target is a single-point or embodied in the domain boundary, partial reactivity can be viewed as a limit of gating. Indeed, in the limit where the gating dynamics equilibrates much more rapidly than the spatial process, one can assume constant reactivity due to the separation of time scales. However, when the target is extended, e.g., an entire interval, within which the particle can diffuse (as is the case when the target has a permeable or semi-permeable boundary), partial reactivity is not a limit of gating.

A notable general approach to gated reactions in continuous time and space is that of Szabo, Spouge, Lamm and Weiss (SSLW) \([25, 80]\). Their approach results in a general relation between the propagator of a Markovian gated process and its conserved spatial propagator (namely, in the absence of reaction/detection). From this relation, an expression for the detection time can be derived. Unfortunately, it seems that this valuable method was not used in subsequent literature on gated reactions, perhaps because it is given in the most general form possible. We demonstrate how the general equation of SSLW can be simplified to elegantly solve, e.g., the single-point target problem in Fig. 1 (top). Yet, we find that application of the same method to problems with finite-sized gated targets fails to yield a closed-form solution, and instead results in a complicated integral equation. Thus, to date, this fundamental problem remained unsolved.

To overcome the gated interval problem we hereby develop a renewal framework that allows us to solve for the first detection time of gated first-passage processes that undergo Markovian evolution in continuous space and time, e.g., diffusion. Our approach and solution to the problem provide valuable insight into universal properties of gated first-passage processes. It also readily yields results obtained for the limiting cases of gated reactions with point-like targets \([31]\), and threshold crossing under intermittent sensing \([37]\), thus unifying treatment overall.

There has been a surge of interest in developing renewal frameworks to study universal features of stochastic processes with elements such as gating, \([34–37]\), stickiness \([81–84]\), relocations \([85]\) and resetting \([86–101]\). In particular, recently this approach has seen great success in the study of gated reactions on networks \([34, 35]\), which has opened the possibility of studying generalizations beyond Markovian gated reactions. These recent developments rely on the identification of the first-return time of a particle back to its target as an instance of renewal, which in turn allows one to obtain closed form solutions and also gain insight that was previously overlooked in the literature. However, the story is very different when one thinks about continuous space, where the notion of first-return may be ill-defined and the treatment must hence be different from the one given for gating in discrete-space. In this paper, we will carefully explain the source of this difficulty and its implications. Next, we will provide a remedy that allows one to circumvent the problem altogether and make analytical progress.

Apart from allowing solution to the aforementioned prototypical problem of the gated interval, we will explain how our formalism can be used as a tool for the analysis of other
Markovian gated processes, and how it reveals universal features of this wide set of processes. Similar to discrete-space [34, 35], here too we provide formulas for the Laplace transform of the gated reaction time distribution and its mean. In cases where the mean reaction time diverges, we prove that the long-time asymptotics of the gated problem is inherited from its ungated counterpart, where only the pre-factor of the power-law tail changes. Interestingly, there is more to the story as gating can lead to a cryptic intermediate-time behaviour that precedes the long-time behaviour. As this intermediate-time behaviour may span over many decades, it can become dominant as longer times may be too long to be observed.

Observation of cryptic intermediate-time behaviour starts with Mercado-Vásquez and Boyer who presented a comprehensive analysis of the gated reaction time of a freely diffusing particle with a single-point target (Fig. 1, top) [31]. They identified conditions under which a transient regime of slower \( t^{-1/2} \) power-law decay emerges prior to the terminal \( t^{-3/2} \) asymptotics that governs the reaction time distribution in this problem. This behaviour was deemed cryptic, and gated diffusion was defined to be highly-cryptic if it spends most of its time in the non-reactive state. Shortly after, it was shown that under this high-crypticity condition a slower power-law decay at intermediate times is a universal feature displayed by a wide set of gated processes in discrete space and time [35]. Here, we extend this analysis to continuous-time. We find that conclusions do not generalize straightforwardly, and that an additional condition is required to produce the slower transient regime.

Simply put, the time spent in the non-reactive state before transitioning to the reactive state must be considerably larger than the time spent on the target upon arrival. Since Mercado-Vásquez and Boyer have explored the limiting case of a single-point target, this requirement was vacuously fulfilled. Indeed, when the target is of measure zero, the particle spends no time on the target and can react with it only via crossing it while being in the reactive state. Thus, in such cases, high-crypticity only cares about the equilibrium occupancies of the reactive and non-reactive states — the rates themselves can be arbitrarily large, as long as the rate to become reactive is much slower than its converse. Clearly, this is not true for targets of finite size, where high transition rates ensure reaction (detection) upon arriving to the target. This realization calls for a refined definition of high-crypticity for gated processes in continuous space and time. We also show that this refinement is relevant, and should be accounted for, when considering continuous time gated processes on networks.

Our paper is structured as follows. In Sec. 2 we review the main results of the SSLW approach, while providing insight of our own. Markedly, we demonstrate how this approach can be used to elegantly solve the problem illustrated in Fig. 1 (top), which corresponds to a gated point target. Yet, in Sec. 3, we show that the application of the SSLW formalism to the detection of threshold crossing events under intermittent sensing (Fig. 1, middle), leads to an integral equation which does not lend itself to solution by methods familiar to us.

In Sec. 4, we develop a renewal-based approach to continuous gated processes. This approach allows us to elegantly bypass the limitations of the SSLW formalism. Instead of solving an integral equation, our formalism reduces the problem to that of solving a system of linear equations. The solution allows us to represent the detection time density, for a gated interval of arbitrary size, in terms of purely ungated observables. Furthermore, we then extract universal relations and demonstrate that these apply to a large set of gated processes.

In Sec. 5, we use our formalism to solve a set of gated diffusion problems. We start, in Sec. 5A, with the fundamental problem of free diffusion to a gated interval-target (single-point target and threshold crossing included). We go on to study the effect of confinement, in Sec. 5B, where we solve for the case in which diffusion is restricted to an interval or slab. Confinement renders all moments of the detection time finite, but gating strongly affects the shape of the detection time distribution which need not be exponential. Yet, for the special case of high-crypticity, we observe that the distribution is well-described by a single exponent that sets the mean detection time. In Sec. 5C, we solve the problem of diffusion to a gated interval-target on a semi-infinite line with drift towards a reflecting boundary at zero. Similar to confined diffusion, this serves as an example of a process with finite moments of the ungated first-passage time distribution. Yet, we show that its gated counterpart can exhibit novel and remarkably different features. In particular, we demonstrate and discuss the presence of a non-monotonic dependence of the detection time on the drift velocity.

In Sec. 6, we further exemplify the power of our formalism to problems in higher dimensions. We generalize from a gated interval to a gated spherical target centered at the origin. To do so, we take advantage of the mapping between the d-dimensional Fokker-Planck equation for the distance of a freely diffusing particle from the origin (Bessel process) and one-dimensional diffusion on the semi-infinite line in a logarithmic potential. Under this mapping, free diffusion to a gated spherical target of radius \( b \) can be mapped onto diffusion in a logarithmic potential to a gated target interval \([0, b]\).

We conclude this paper in Sec. 7 with a summary and outlook.

2. THE SZABO, SPOUGE, LAMM AND WEISS (SSLW) APPROACH TO GATED REACTIONS

In this section, we revisit the SSLW approach [25, 80] to the kinetics of gated reactions with the intention of reviewing its salient features, illustrating the power of this approach in the case of a gated point target. In the next section we will discuss the subsequent roadblocks in the generalization of this approach towards a continuum interval target.

We start by considering a system which can be characterized by keeping track of two variables: \( r \in V \), denoting the spatial coordinates of a particle in search of a gated target, and \( \sigma \in \Omega_Q \), denoting the internal state of the system. Thus, at any given time, the state of the system can be represented as \( x = (r, \sigma) \), and we assume that \( x \) undergoes Markovian evo-
lution in the state space $\Omega = V \times \Omega_Q$, where $V$ is the spatial domain and $\Omega_Q$ is the set of possible gating states.

The Markovian assumption allows us to write a mass-balance equation that expresses the propagator, $p(x,t | x_0)$, of the gated problem in terms of the conserved propagator, $G(x,t | x_0)$, for the corresponding problem with gating dynamics, but in the absence of an absorbing target. This reads
\[
p(x,t | x_0) = G(x,t | x_0) - \int_0^t dt' \int_\Omega dX G(x,t-t' | X) c(X) p(X,t' | x_0),
\]
where the function $c(X)$ accounts for the reactivity at point $X$, where for all points but the target points we set $c(X) = 0$. For a target point we set $c(X) = \kappa_i \delta(X - a_i)$, where $a_i \in \Omega$ denotes a target at location $a_i$, which is reactive for a certain state in $\Omega_Q$ with reactivity $\kappa_i$. If the target is completely absorbing we take the limit $\kappa_i \to \infty$. Otherwise, we have a partially-reactive target with a reaction coefficient $\kappa_i$ on top of the gating rate.

For the case of $M$ point targets $c(X) = \sum_{i=1}^M \kappa_i \delta(X - a_i)$, and Eq. (1) boils down to
\[
p(x,t | x_0) = G(x,t | x_0) - \int_0^t dt' \sum_{i=1}^M G(x,t-t' | a_i) \kappa_i p(a_i,t' | x_0).
\]

By Laplace transforming $\tilde{f}(s) = \int_0^\infty dt' f(t')e^{-st'}$, and setting $x = a_i$, one obtains a set of $M$ linear equations for $\tilde{p}(a_i,s | x_0)$. Solving, and substituting back into Eq. (2), we find
\[
\tilde{p}(x,s | x_0) = G(x,s | x_0) - \left[ \kappa_j G(x,s | a_j) \right] \cdot \left[ \delta_{ij} + \kappa_j G(a_i,s | a_j) \right]^{-1} \left[ G(a_i,s | x_0) \right],
\]
where the final three factors are, respectively, $M \times M, M \times M$, and $M \times 1$ matrices, and $\delta_{ij} = 1$ for $i = j$ and zero otherwise [80]. Note that the matrix multiplication of the last three terms gives a $1 \times 1$ term. We will refer to this equation and its analogues as the SSLW equation.

When considering a single point target, $M = 1$, Eq. (3) simplifies considerably
\[
\tilde{p}(x,s | x_0) = G(x,s | x_0) - \frac{\kappa \tilde{G}(x,s | a_+) \tilde{G}(a_+,s | x_0)}{1 + \kappa \tilde{G}(a_+,s | a_+)},
\]
where $a_+ = (+,a)$ denotes a single trap at $r = a$, which can trap only when the system is in a single active state $\sigma = (+)$. The survival probability for a gated particle with initial state $x_0$ is given by
\[
S(t | x_0) = \int_\Omega p(X,t | x_0) dX.
\]

Laplace transforming and integrating Eq. (5) one gets
\[
\tilde{S}(s | x_0) = s^{-1} \left[ 1 - \frac{\kappa \tilde{G}(a_+,s | x_0)}{1 + \kappa \tilde{G}(a_+,s | a_+)} \right].
\]

So far the main results from the work of Spouge, Szabo and Weiss on gated reactions that will be relevant for our discussion here [25]. In their paper, the focus then shifts to cases in which an equilibrium probability distribution for the conserved propagator exists or can be assumed by imposing a uniform initial condition, which is especially valuable for macroscopic kinetic analysis.

Note, however, that in deriving Eq. (4) the only assumption was Markovian evolution in the joint state space $\Omega = V \times \Omega_Q$. In practice, when modeling gated reactions, a two-state Markovian internal dynamics which is decoupled from the spatial process is usually assumed. Thus, in the next subsection we explicitly make this assumption and show how Eq. (4) consequently simplifies. Similarly, we will also assume that $\kappa \to \infty$, thus putting complications coming from partial absorption aside. Clearly, other simplifications of Eq. (4) can be made and analyzed.

A. The SSLW equation for Markovian (Poissonian) gating of an absorbing single-point target

Assuming that the reactive state is completely absorbing, we take the limit $\kappa \to \infty$ in Eq. (4) and obtain
\[
\tilde{p}(x,s | x_0) = \tilde{G}(x,s | x_0) - \frac{\tilde{G}(x,s | a_+) \tilde{G}(a_+,s | x_0)}{\tilde{G}(a_+,s | a_+)}. 
\]

In the same manner, taking the limit $\kappa \to \infty$ in Eq. (6) we obtain
\[
\tilde{S}(s | x_0) = s^{-1} \left[ 1 - \tilde{G}(a_+,s | x_0) \right] \cdot \frac{\tilde{G}(a_+,s | a_+)}{\tilde{G}(a_+,s | a_+)}. 
\]

We use $T_d(x_0)$ to denote the random detection time of a particle with initial state $x_0$, and denote the probability density of this random variable by $f_d(t | x_0)$. In cases where we explicitly define a random variable $T$, we denote the Laplace transform of its distribution $f(t)$ by $T(s) = \int_0^\infty dt' f(t')e^{-st'}$. Recalling that $S(t | x_0) = 1 - \int_0^t dt' f_d(t' | x_0)$, Laplace transforming and using Eq. (8), we obtain
\[
\tilde{T}_d(s | x_0) = \frac{\tilde{G}(a_+,s | x_0)}{\tilde{G}(a_+,s | a_+)}, 
\]
which generalizes a well-known relation for first-passage times (see, for example, Eq. (2.9) in Ref. [3]) to detection times.

A closer look at Eq. (9) allows us to write an integral equation satisfied by the gated reaction time distribution to reach a point target as follows
\[
G(a_+,t | x_0) = \int_0^t f_d(t' | x_0) G(a_+,t-t' | a_+) dt'.
\]
a., the particle continues evolving for an additional $t-t'$ time units, such that at time $t$ it is back at $a$ again. Integrating over all intermediate values of $0 < t' < t$, we recover Eq. (10).

To proceed, let us also assume that the internal and spatial dynamics are decoupled, such that

$$G(x,t \mid x_0) = C(r,t \mid r_0) Q(\sigma,t \mid \sigma_0).$$

(11)

Thus, by definition,

$$\tilde{G}(x,s \mid x_0) = \int_0^\infty C(r,t \mid r_0) Q(\sigma,t \mid \sigma_0) e^{-st} dt.$$  (12)

To further proceed, we consider two-state Markovian gating with $\sigma_0 \in \{R, NR\}$, i.e., a reactive state and a non-reactive state. The transition rate from $R$ to $NR$ is denoted by $\alpha$ and the transition rate from $NR$ to $R$ is denoted by $\beta$. The internal dynamics propagator is then

$$Q(R,t \mid NR) = \pi_R(1 - e^{-\lambda t}),$$

$$Q(NR,t \mid NR) = \pi_{NR} + \pi_R e^{-\lambda t},$$

$$Q(R,t \mid R) = \pi_R + \pi_{NR} e^{-\lambda t},$$

$$Q(NR,t \mid R) = \pi_{NR}(1 - e^{-\lambda t}),$$

where $\lambda = \alpha + \beta$ is the relaxation rate to equilibrium, and $\pi_R = \beta/\lambda$, $\pi_{NR} = \alpha/\lambda$ are the equilibrium occupancies of the reactive and non-reactive states.

Substituting Eq. (13) into Eq. (12) and utilizing Eq. (9), we obtain the Laplace transform of the detection time

$$T_d(s \mid x_0) = \frac{\pi_R \tilde{C}(a,s \mid r_0) \pm (1 - \pi_{\sigma_0}) \tilde{C}(a,s+\lambda \mid r_0)}{\pi_R \tilde{C}(a,s \mid a) + \pi_{NR} \tilde{C}(a,s+\lambda \mid a)},$$

(14)

where we have a plus sign if $\sigma_0 = R$ and a minus sign if $\sigma_0 = NR$. Of course, this relation can be plugged back into Eq. (8) to give the corresponding survival probability.

We believe it is plausible that the SSLW approach to gated reactions has not been widely applied in subsequent literature because it takes a very general form that appears to be more difficult to apply than it actually is. However, it can be appreciated that the more specialized relation in Eq. (14) only requires plugging in the underlying spatial propagator of the specific problem at hand, and perhaps some algebraic simplifications. To demonstrate the strength of this “plug and play” result, we briefly consider the two examples below.

### B. Free diffusion with a gated target at the origin

Plugging the Laplace transform of the propagator for one-dimensional free-diffusion, $\tilde{C}(x,s \mid x_0) = \frac{1}{2sD} e^{-\sqrt{sD|x-x_0|}}$, into Eq. (14) we obtain the reaction time of a particle on the infinite line, with a gated target at $x = 0$. This result checks with the result of Mercado-Vásquez and Boyer [31]. Note the minimal effort invested in obtaining the solution to this fundamental problem which has just recently been solved by direct methods.

### C. Diffusion on the semi-infinite line with a gated target at the origin

Plugging in the Laplace transform of the propagator for one-dimensional free-diffusion with reflecting boundary at the origin (Appendix A)

$$\tilde{C}(x,s \mid x_0) = \frac{1}{\sqrt{sD}} \begin{cases} e^{-\sqrt{sDx}} \cos\left(\sqrt{\frac{sD}{2}}x\right), & x < x_0, \\ \cos(\sqrt{sDx_0}) e^{-\sqrt{sDx}}, & x > x_0, \end{cases}$$

(15)

into Eq. (14), we get the reaction time distribution for a particle on the semi-infinite line with a gated target at $x = 0$. Note that in this scenario, if the target is non-reactive, the particle is reflected from the origin. Clearly one obtains the exact same reaction time distribution as in the infinite line example, as can be easily verified. The two cases differ, however, in their propagators which can be obtained by carefully plugging the appropriate spatial and internal propagators into Eq. (7).

### D. Gated reactions on networks

We mention in passing that in deriving Eq. (2) it was not assumed at any point that the space is continuous, and in fact this equation can be used to analyze discrete-space processes as well, such as random walks on networks. In Ref. [34] we developed a universal formalism for gated reactions on networks. In Appendix B, we show how Eq. (7) of Ref. [34] can be reproduced via a different route that starts with Eq. (2). However, while the SSLW approach assumes Markovianity of both the spatial and internal processes, the renewal approach of Ref. [34] allows for non-Markovian spatial processes, and thus extends the range of validity from Markovian random walks on networks to continuous-time random walks (CTRWs) on networks.

### 3. BEYOND LOCALIZED TARGETS

As demonstrated in the previous section, the SSLW formalism provides an elegant way for studying the first detection time density in the special case of a gated point target. Another important application of gated first-passage processes emerges in the study of threshold crossing events, where one is interested in computing the statistics of the time when a stochastic time-series is observed to be above a certain pre-defined threshold for the first time. In the previous section we have simplified the mass balance Eq. (1) by utilizing the mathematical properties of the delta-functions representing a set of point targets. Unfortunately, we do not have in our arsenal such a trick for continuous targets. We must, therefore, resort back to Eq. (1) and reassess. Laplace transforming gives

$$\tilde{p}(x,s \mid x_0) = \tilde{G}(x,s \mid x_0) - \int_\Omega dX \tilde{G}(x,s \mid X)c(X)\tilde{p}(X,s \mid x_0).$$

(16)

Thus, the SSLW formalism yields an integral equation for
\( \tilde{p}(x,s \mid x_0) \), but this does not seem to be immediately solvable. Moreover, even for the emblematic case of free diffusion under independent Markovian gating, where translation invariance implies that \( G(x,t \mid X) = C(x-X,t)Q(\sigma, t \mid \sigma_0) \), the simplifications that arise do not lend themselves towards a closed-form solution for \( \tilde{p}(x,s \mid x_0) \).

To progress further, a seemingly promising direction is to integrate both sides of the above equation over all values of \( x \), like in Eq. (5), to obtain an equation containing the survival probability. Doing so, we get

\[
\tilde{S}(s \mid x_0) = \frac{1}{s} \left( 1 - \int dX \tilde{p}(X,s \mid x_0) c(X) \right),
\]

which, despite making the equation more compact, does not bring us any closer to an exact solution for the survival probability, or the detection time density.

We note that the challenge in obtaining the exact detection time density is a generic feature of extended continuous targets, and is not specific to the threshold crossing problem, where the gated target extends to infinity. In fact, this mathematical difficulty that one faces when going beyond a collection of point targets, and instead considering a continuous target interval was specifically noted in Ref. [80], and the possibility of developing a perturbation scheme for small values of reactivity was discussed [102]. However, the limited applicability and accuracy of the approximate schemes subsequently developed warrants a new approach to the problem.

In the next section, we introduce a renewal framework that allows us to obtain an exact solution to this challenging problem.

## 4. RENEWAL APPROACH TO CONTINUOUS GATED FIRST-PASSAGE PROCESSES

### A. The renewal equations

Consider a continuous one-dimensional stochastic process \( X_{\sigma_0}(t) \) that undergoes Markovian evolution, with \( X_{\sigma_0}(0) = x_0 \), and a gated interval \([a, b] \), that stochastically switches between reactive (R) and non-reactive (NR) states. We define the random variable \( T_d(x_0, \sigma_0) \), with \( \sigma_0 \in \{ \text{R, NR} \} \), to be the detection time starting from the composite state \((x_0, \sigma_0)\). Namely, \( T_d(x_0, \sigma_0) \) is the first time the process \( X_{\sigma_0}(t) \) is in the interval \([a, b] \), while the gate is in its reactive state \( R \). Let us define the shorthand notation

\[
\rho = \begin{cases} 
  a, & \text{if } x_0 \leq a, \\
  b, & \text{if } x_0 \geq b.
\end{cases}
\]

We can express \( T_d(x_0, \sigma_0) \) recursively in the following manner

\[
T_d(x_0, \sigma_0) = T_f(\rho \mid x_0) + \begin{cases} 
  0, & \text{if } \sigma_{T_f}(\rho \mid x_0) = R \\
  T_d(\rho, \text{NR}), & \text{otherwise},
\end{cases}
\]

where \( T_f(\rho \mid x_0) \) is a random variable that denotes the ungated first-passage time to \( \rho \), starting from \( x_0 \), and \( \sigma_{T_f}(\rho \mid x_0) \) denotes the state of the gate at this time.

In turn, the recursive relation satisfied by \( T_d(\rho, \text{NR}) \) follows a different logic: Instead of analysing the renewal of the process when the \textit{first return} to the gated interval happens, we consider the event where the gating state switches from the state \( \text{NR} \) to \( R \), for the first time. This allows us to write

\[
T_d(\rho, \text{NR}) = W_\beta + \begin{cases} 
  0, & \text{if } X_\rho(W_\beta) \in [a, b], \\
  T_d(y, R), & \text{if } X_\rho(W_\beta) = y \in (-\infty, a), \\
  T_d(y, R), & \text{if } X_\rho(W_\beta) = y \in (b, \infty),
\end{cases}
\]

where \( W_\beta \) is the random variable that denotes the time taken to switch from state \( \text{NR} \) to \( R \).

The structure of Eq. (20) embodies the crucial difference between continuous and discrete space gated processes. In continuous space, the first-return time is ill-defined. In fact, a diffusing particle returns infinitely many times to the target within an infinitely short time period [60]. This presents a significant challenge, since in analyzing discrete space gated processes we have identified returns to the target as renewal moments. This, in turn, allowed us to write the first detection time solely in terms of the ungated first return time and transitions rates between the reactive and non-reactive states [34, 35].

To circumvent the ill-defined first-return time, we break the subsequent trajectory in Eq. (20) into two: (i) First we let the process spatially evolve as if there is no target for the time \( W_\beta \) it takes the particle to become reactive. During this time the system is non-reactive, and so it is safe to ignore the target. The probability to find the particle at some point \( y \) after \( W_\beta \) is given by the conserved spatial propagator \( C(y, W_\beta \mid \rho) \), i.e., the propagator for the corresponding problem in the absence of reaction/detection. (ii) The particle then continues from position \( y \) and state \( R \). If \( y \) happens to fall inside the target interval, we are done. Otherwise, the particle is either above or below the target. The detection time from that state is respectively given by plugging \( x_0 = y \) in Eq. (19) and the corresponding value of \( \rho \) according to Eq. (18).

Two things are immediately apparent. First, for this trick to work, we require Markovianity of the spatial process – the exact trajectory that the particle has taken to reach the point \( y \) in stage (i) is irrelevant when stage (ii) begins. Second, to know the statistics of the point \( y \), knowledge of the corresponding conserved spatial propagator is required. In turn, there is no way to express the first detection time solely in terms of the ungated first-passage time and transitions rates, and the conserved spatial propagator is carried into this relation. Note that this unavoidable addition is also apparent in the SSLW formalism. For example, there is no way to completely get rid of the conserved spatial propagator in Eq. (14). These two realizations are in stark contrast to the analogue theory of discrete space gated processes which neither requires the spatial processes to be Markovian nor a knowledge of the propagator [34, 35]. Nonetheless, the additional requirement in continuous space is a necessary price to pay for the solution of a much more complex gated problem.
B. Mean detection time

Let us assume that the mean detection time is finite, later on we will deal with cases of diverging mean. Taking expectations of both sides of Eq. (19) we obtain

\[ \langle T_d(x_0, \sigma_0) \rangle = \langle f_I(\rho \mid x_0) \rangle + \langle I_f \rangle \langle T_d(\rho, NR) \rangle, \tag{21} \]

where \( I_f \) is an indicator random variable that receives the value 1 if the particle first arrived at \( \rho \) in the nonreactive state and 0 otherwise. In Eq. (21) we have used the independence of \( I_f \) and \( T_d(\rho, NR) \): \( \langle I_f T_d(\rho, NR) \rangle = \langle I_f \rangle \langle T_d(\rho, NR) \rangle \). For this, we have noted that \( T_d(\rho, NR) \) is the additional time it takes the reaction to complete in a scenario where the particle arrived at \( \rho \) in the non-reactive state, i.e., conditioned on \( I_f = 1 \). Thus, while \( I_f \) determines if an additional time \( T_d(\rho, NR) \) should be added or not, it is uncorrelated with the duration of this time. The duration of \( T_d(\rho, NR) \) does not depend on whatever happened prior to arriving at the interval boundary. The expectation of the indicator function is

\[ \langle I_f \rangle = \langle Q(NR, T_f(\rho \mid x_0) \mid \sigma_0) \rangle. \tag{22} \]

Recalling Eq. (13), when \( \sigma_0 = NR \) we have

\[ \langle I_f(\sigma_0 = NR) \rangle = \pi_{NR} + \pi_{R} T_f(\rho, \lambda \mid x_0), \tag{23} \]

where \( T_f(\rho, \lambda \mid x_0) \) is the Laplace transform of \( T_f(\rho \mid x_0) \) evaluated at \( \lambda \). Similarly, when \( \sigma_0 = R \), we have

\[ \langle I_f(\sigma_0 = R) \rangle = \pi_{NR} \left[ 1 - T_f(\rho, \lambda \mid x_0) \right]. \tag{24} \]

Equations (23) or (25) can in turn be plugged into Eq. (21) in accordance with the initial condition \( \sigma_0 \). Note that if the initial state of the gating dynamics is the equilibrium occupancy probabilities, denoted here by \( \sigma_0 = \text{eq} \), we simply have

\[ \langle I_f(\sigma_0 = \text{eq}) \rangle = \pi_{NR}. \tag{25} \]

Taking expectations of both sides of Eq. (20) we obtain

\[ \langle T_d(\rho, NR) \rangle = \beta^{-1} + \tau_{\rho} + \int_{-\infty}^{\infty} \Phi_{\rho}(\beta) \langle T_d(y, R) \rangle \left[ \Theta_{-}(y) + \Theta_{+}(y) \right] dy, \tag{26} \]

where \( \Phi_{\rho}(z) := \beta \tilde{C}(y,z \mid \rho) \), such that \( \tilde{C}(y, \beta \mid \rho) \) is the Laplace transform of \( C(y,t \mid \rho) \) evaluated at \( \beta \), and where \( \Theta_{-}(y) \) is a step function that equals 1 for all \( y < a \) and 0 otherwise, and \( \Theta_{+}(y) \) equals 1 for all \( y > b \) and 0 otherwise. In deriving Eq. (26) we have used the independence of stages (i) and (ii) that were described below Eq. (20), which requires Markovianity of the spatial propagator. Note that we have also used \( \langle C(y,W_{\beta} \mid \rho) \rangle = \beta \tilde{C}(y,\beta \mid \rho) = \Phi_{\rho}(\beta) \).

We can now plug Eq. (21) into Eq. (26) while noting that \( \langle T_d(\rho, NR) \rangle \) of Eq. (21) is independent of \( y \) in the integral of Eq. (26), and so can be taken out of the integral. This gives

\[ \langle T_d(\rho, NR) \rangle = \beta^{-1} + \tau_{\rho} + p_{\rho}^{+} \langle T_d(a, NR) \rangle + p_{\rho}^{0} \langle T_d(b, NR) \rangle, \tag{27} \]

where we have defined

\[ \tau_{\rho} = \int_{-\infty}^{\infty} \Phi_{\rho}(\beta) \langle T_f(t_{\pm} \mid y) \rangle \left[ \Theta_{-}(y) + \Theta_{+}(y) \right] dy, \tag{28} \]

such that \( t_{-} = a \) for \( y < a \) and \( t_{+} = b \) for \( y > b \), and

\[ p_{\rho}^{0} = \int_{-\infty}^{\infty} \Phi_{\rho}(\beta) \langle Q(NR, T_f(t_{\pm} \mid y) \mid R) \rangle \Theta_{-}(y)dy, \tag{29} \]

where \( \langle Q(NR, T_f(t_{\pm} \mid y) \mid R) \rangle = \pi_{NR} \left[ 1 - \tau_{NR}(t_{\pm}, \lambda \mid y) \right] \). Note that Eq. (27) is actually a shorthand notation for a system of two equations, for the two unknowns \( \langle T_d(a, NR) \rangle \) and \( \langle T_d(b, NR) \rangle \), which one gets by substituting the two possible values of \( \rho = \{a, b\} \).

Each term on the right-hand side of Eq. (27) gives us insight into the different mechanisms through which a detection event can take place. For instance, the first term \( \beta^{-1} \) denotes the mean time taken for the particle to turn reactive (R), starting from the non-reactive state (NR). It is easy to see that the mean detection time \( \langle T(\rho, NR) \rangle \) satisfies \( \langle T(\rho, NR) \rangle \geq \beta^{-1} \) where the equality holds only in the extreme cases where the particle is always detected as soon as it turns reactive. However, in almost all practically relevant scenarios this will not be the case. Namely, there will be a non-zero probability for a particle that starts at the boundary of the gated interval to be found outside the interval when it turns reactive. In this case, the additional time taken for detection is captured by the other three terms in Eq. (27).

If detection did not happen when the particle turned reactive, it can happen later in two different ways. Suppose that when the particle turns reactive, it is at \( y \notin [a,b] \). For a detection event to take place, the particle now has to reach the boundary nearest to it, starting from position \( y \). If at the moment when the particle reaches the nearest boundary, it is found reactive, then it is detected right away. In Eq. (27), \( \tau_{\rho} \) captures the weighted contribution of such events, starting from different values of \( y \), to the mean detection time. However, if upon reaching the boundary closest to it, the particle is non-reactive, the dynamics is renewed and the mean additional time taken for detection is either \( \langle T_d(a, NR) \rangle \) or \( \langle T_d(b, NR) \rangle \), depending on whether \( y \) was closer to boundary point \( a \) or \( b \).

The identification of a renewal moment provides us with the needed closure that allows us to obtain the exact formula for the mean detection time. In particular, by solving the system of equations in (27) for the two unknowns \( \langle T_d(a, NR) \rangle \) and \( \langle T_d(b, NR) \rangle \), we obtain

\[ \langle T_d(a, NR) \rangle = \frac{(\beta^{-1} + \tau_{a})(1 - p_{a}^{-} + p_{b}^{+})}{1 - p_{a}^{-} - p_{b}^{+} + p_{a}^{-} p_{b}^{+} - p_{a}^{-} p_{b}^{+}}, \tag{30} \]
and

\[ \langle T_d(b, \text{NR}) \rangle = \frac{(B^{-1} + \tau_b)(1-p_a) + p_b(B^{-1} + \tau_a)}{1-p_a - p_b + p_a p_b^{-} - p_b p_a^+}. \]  

(31)

For the symmetric case in which the spatial dynamics and the boundary conditions to the left and the right of the target center are the same (e.g., diffusion on the infinite line), Eqs. (30) and (31) are equal and simplify considerably. Setting ι = ι0 := τ and p_{s0} := p_b^{-} := p_a^+, we obtain

\[ \langle T_d(\rho, \text{NR}) \rangle = \frac{B^{-1} + \tau}{1-p_a - p_b}. \]  

(32)

The above exact equation for the mean detection time admits a simple interpretation in the form of Bernoulli trials. We define each trial as an independent attempt at detection when the particle is initially non-reactive at one of the target’s boundaries. Each attempt takes on average \( \beta^{-1} + \tau \), where \( \beta^{-1} \) is the mean time for the particle to turn reactive, and \( \tau \) denotes the additional contribution coming from events where the particle is found outside the interval when it turns reactive, and thus has to return to its nearest boundary. The number of trials until detection follows a geometric distribution, and the mean number of trials is given by \( (1-p_a - p_b)^{-1} \). This acts as a multiplicative factor to the mean time taken for one trial, and altogether yields the mean detection time.

C. Distribution of the detection time

We now turn to compute the full distribution of the detection time. This is required to complement the limited information provided by the mean.

The calculation of the Laplace transforms of the distributions of the random variables in Eqs. (19) and (20) is done along the lines followed for their respective means (Sec. 4 B). We have thus relegated the details of this calculation to Appendix C, and will hereby only quote the results. The Laplace transform of Eq. (19) is

\[ \tilde{T}_d(x_0, \sigma_0, s) = \tilde{T}_f(\rho, s | x_0) \left[ \pi_R + \pi_{\text{NR}} \tilde{T}_d(\rho, \text{NR}, s) \right] \pm (1-\pi_{\sigma_0}) \tilde{T}_f(\rho, s + \lambda | x_0) \left[ \tilde{T}_d(\rho, \text{NR}, s) - 1 \right], \]  

(33)

where we have a plus sign if \( \sigma_0 = \text{NR} \), and a minus sign if \( \sigma_0 = R \). For \( \sigma_0 = \text{eq} \), the second term vanishes and we retain only the first term.

The Laplace transform of Eq. (20) for the case \( \rho = a \) is

\[ \tilde{T}_d(a, \text{NR}, s) = \frac{(\tilde{\phi}_a + \tilde{\chi}_a)(1-\psi_a^+)}{1-\psi_a^+ - \psi_a^-} \left[ \psi_a^- + (\tilde{\phi}_a + \tilde{\chi}_a) \right], \]  

(34)

and for the case \( \rho = b \) is

\[ \tilde{T}_d(b, \text{NR}, s) = \frac{(\tilde{\phi}_b + \tilde{\chi}_b)(1-\psi_a^+)}{1-\psi_a^+ - \psi_a^-} \left[ \psi_a^+ + (\tilde{\phi}_b + \tilde{\chi}_b) \right]. \]  

(35)

where we have defined

\[ \tilde{\phi}_b(s) \equiv \beta \int_a^b \tilde{C}(y, s + \beta | \rho) dy \equiv \int_a^b \tilde{\Phi}_b(s + \beta) dy, \]  

(36)

\[ \tilde{\chi}_b(p) \equiv \int_0^\infty \tilde{\Phi}_b(s + \beta) \times \left[ \pi_R T_f(t_\pm, s | y) + \pi_{\text{NR}} T_f(t_\pm, s + \lambda | y) \right] \left[ \Theta_-(y) + \Theta_+(y) \right] dy, \]  

(37)

\[ \tilde{\psi}_a^+ = \int_0^\infty \tilde{\Phi}_a(\rho + \beta) \times \pi_{\text{NR}} \left[ T_f(t_\pm, s | y) - T_f(t_\pm, s + \lambda | y) \right] \left[ \Theta_-(y) + \Theta_+(y) \right] dy, \]  

(38)

where again \( t_- = a \) and \( t_+ = b \). As happened for the mean formulas, for the symmetric case in which the spatial dynamics and the boundary conditions to the left and the right of the target center are the same Eqs. (34) and (35) are equal and simplify considerably. Setting \( \phi_a = \phi_b := \phi \), \( \chi_a = \chi_b := \chi \) and \( \psi_a^- = \psi_b^+ := \psi^2 \), we obtain

\[ \tilde{T}_d(\rho, \text{NR}, s) = \frac{\tilde{\phi} + \tilde{\chi}}{1-\psi^+ - \psi^-}. \]  

(39)

D. Long time asymptotics – Inheritance of power-laws

For simplicity, let us assume the symmetric case in which both the spatial dynamics and the boundary conditions to the left and the right of the target are the same. We focus on processes for which the first passage time distribution of the underlying un gated process has an asymptotic power-law behavior of the form

\[ f(t) \approx \frac{\theta}{\Gamma(1-\theta)} \frac{t^\theta}{t_1^+}, \quad 0 < \theta < 1, \]  

(40)

where \( \tau_i > 0 \). Note that in this case, the mean first passage time diverges. By clever use of the Tauberian theorem, it can be shown that the small \( s \) asymptotics of the Laplace transform of the first passage time is given by \( \tilde{T}_f(\rho, s | y) \approx 1 - (\tau_f s)\theta \) (see pp. 43-45 in Ref. [3]). Note that \( \tau_f \) is a function of the distance to the closest boundary of the interval target.

In Appendix D, we show that corresponding gated processes inherit the above asymptotics. That is to say, the power law \( \theta \) remains the same and the asymptotics differ only in the corresponding prefactor, which is determined exactly

\[ f_d(t, \rho, \text{NR}) \approx \frac{\theta}{\Gamma(1-\theta)} \left( \frac{\pi_{\text{NR}}}{\pi_R} \right) \frac{t^\theta}{t_1^+}, \]  

(41)

where \( A \) and \( B \) are given in Appendix D.

We thus see that, for the cases studied here, the gated detection time has a power law behaviour with the same \( \theta \) of the corresponding un gated process, but with a different prefactor which can be determined exactly based on descriptors of
the corresponding ungated process. In particular, for a single-point target \((b \to a)\), we find

\[
 f_d(t, a, \text{NR}) \simeq \frac{1}{t^{1+\theta}} \frac{\theta}{\Gamma(1-\theta)} \times \frac{\int_0^\infty \Phi_p(\beta) \tau_f^\theta(y) dy}{\pi_R + \pi_{\text{NR}} \int_0^\infty \Phi_p(\beta) \tilde{T}_f(a, \lambda | y) dy},
\]

where we recall that \(\pi_R = \beta / \lambda\) and \(\pi_{\text{NR}} = \alpha / \lambda\). In the converse limit of threshold crossing \((b \to \infty)\) we obtain

\[
 f_d(t, a, \text{NR}) \simeq \frac{1}{t^{1+\theta}} \frac{\theta}{\Gamma(1-\theta)} \times \frac{\int_0^\infty \Phi_p(\beta) \tau_f^\theta(y) dy}{\pi_R + \pi_{\text{NR}} \left[ \int_0^\infty \Phi_p(\beta) dy + \int_0^\infty \Phi_p(\beta) \tilde{T}_f(a, \lambda | y) dy \right]}.
\]

Note that the proof can easily be generalized to asymptotics of the form

\[
 f(t) \simeq \frac{\theta}{\Gamma(p-\theta)} \tau_f^\theta \tilde{L}(t), \quad 0 < \theta < 1,
\]

where \(\tau_f > 0\), and \(\tilde{L}(t)\) is a slowly varying function, i.e., such that it fulfills \(\lim_{t \to \infty} \tilde{L}(Ct) / \tilde{L}(t) = 1\) for all \(C > 0\) (for example, a constant function or a logarithmic function). The small \(s\) asymptotics of the Laplace transform is then given by \(\tilde{T}_f(\rho, s | y) \simeq 1 - (\tau_f s)^\theta \tilde{L}(1/s)\).

### E. Transient behaviour under high crypticity

In the work of Mercado-Vásquez and Boyer [31] a freely diffusing particle in search of a gated single-point target was considered. The authors showed that when \(K_{eq} = \frac{\beta}{\gamma} \gg 1\) an interim regime of slower power-law decay emerges before the asymptotic regime. A detection process for which \(K_{eq} \gg 1\) was termed highly cryptic, since it spends most of its time in the non-reactive (hidden) state.

More recently, we have proved that under high-crypticity a slower transient regime is a universal feature of a wide range of gated processes in discrete space and time [35]. Yet, there remains a question: Is the condition \(K_{eq} \gg 1\) sufficient to guarantee a slower transient regime for any gated process in continuous time, provided that the underlying ungated process has the asymptotic power-law behavior of Eq. (40)? In appendix E, we show that the answer to this question is no. Specifically, we show that whenever there is a possibility to spend some time on the target while being in the non-reactive state, an additional condition is required to guarantee a slower pre-asymptotic power-law decay.

Simply put, the time spent in the non-reactive state before transitioning to the reactive state must be considerably larger than the time spent on the target upon arrival. For the problem of a gated interval considered in this work, there is certainly a probability to spend time within the interval \([a, b]\) while being in the non-reactive state. In appendix E, we show that in this case the additional requirement translates to

\[
 \frac{b - a}{\tau_f^\theta} \ll \beta^{\theta-1},
\]

with \(\tau_f\) set by the small \(s\) asymptotics of the spatial propagator \(\tilde{C}(y, s | a) \simeq (\tau_f s)^{-\theta}\), and where we have assumed that \(\tilde{C}(y, s | a) \simeq s^{-\theta} H(|y - a| s^\theta)\), where \(H\) is some function. Simple diffusion is just one example of a process that belongs to this group. In Appendix E, we also show that for such processes \(\tau_f\) and \(\tau_r\) are related by

\[
 \tau_r = \left( \frac{|y - a| \beta^{-\theta} H(y - a) s^\theta}{\tau_f^\theta} \right)^{-1/\theta}.
\]

Examining Eq. (45), it is thus clear that in the limit of single-point target, \(b \to a\), the left-hand side of Eq. (45) is zero. The additional requirement is then fulfilled for every finite transition rate \(\beta\). From the qualitative understanding above this is anticipated. Indeed, when the target is of measure zero, the particle spends no time on the target and can react with it only via crossing it while being the reactive state. Thus, in such cases we only care about the equilibrium occupancies of the reactive and non-reactive states. Namely, the rates can be arbitrarily large, as long as the rate to become reactive is much slower than its converse. On the other hand, Eq. (45) will never be satisfied in the case of threshold crossing, where \(b \to \infty\). This means that the cryptic transient regime will never be observed in gated threshold crossing problems of the type analysed herein.

In appendix E, we show that when \(K_{eq} \gg 1\) and the condition in Eq. (45) is satisfied the transient regime of the detection time density scales like

\[
 f_d(t, \rho, \text{NR}) \simeq \frac{1}{\Gamma(\theta) B} \frac{A}{\beta} t^{-\theta-1},
\]

where \(A\) and \(B\) are the same as in the previous subsection (definitions can be found in Appendix D). Thus, under these conditions, we indeed see a transient regime with a different power law than the asymptotic. Furthermore, we can exactly determine this power-law, and its prefactor.

In appendix E, we also discuss the case of continuous time but discrete space, and specifically the model of gated CTRW on networks [34]. We show that for such processes the additional requirement translates to \(\gamma^{-1} \ll \beta^{-1}\), where \(\gamma^{-1}\) is the average time spent on the target before leaving it, and \(\beta^{-1}\) is the average time taken to transition from the non-reactive to the reactive state.

The findings presented in this subsection call for a refined definition of high-crypticity, which takes into account the time spent on the target: A process is highly-cryptic if it spends most of its time in the non-reactive state and the time spent in the non-reactive state before transitioning to the reactive state is considerably larger than the time spent on the target upon arrival to it.
5. Diffusion to a Gated Interval

In this section, we show how to apply the framework developed above to obtain explicit solutions for the detection time of a diffusing particle by a gated interval. We first solve for free diffusion and then consider the effects of confinement and drift.

A. Freely diffusing particle

Consider the gated interval problem illustrated in (Fig. 1, bottom); and further assume that the particle, initially at $x_0$ at state $0 \in \{R, NR\}$, is not restricted and free to diffuse on the entire one-dimensional line. The gated target is the interval $[a, b]$.

The free-diffusion conserved propagator is a Gaussian and its Laplace transform is given by $\tilde{C}(y, s|x_0) = \frac{1}{\sqrt{4Ds}} e^{-\sqrt{Ds} |y-x_0|}$. Also, the Laplace transform of the first-passage time distribution from an arbitrary point $y$ to an arbitrary point $\rho$ is $\tilde{T}_f(y, s|y) = e^{-\sqrt{D} |\rho-y|} [1]$. In fact, these two classical results are all we need in order to solve the gated problem, using the renewal formalism established in Sec. 4.

For any $x_0 \notin [a, b]$ we can break the trajectory of the gated problem into two parts. A first-passage trajectory to $\rho \in \{a, b\}$ that is followed, if the particle was not detected upon arrival, by a first detection process starting from the state $(\rho, NR)$. Because the first part of the trajectory is a first-passage process which is well understood, from now on we will focus on the second part, i.e., a detection process with initial state $(\rho, NR)$. It is important to note that accounting for the entire trajectory, by adding its first-passage part, is then a simple task that can generically be done via Eqs. (21) and (33).

It can be easily appreciated that in this example the spatial dynamics and the boundary conditions to the left and right of the target are the same, and we can use Eq. (39) to calculate the Laplace transform of the detection time distribution. Plugging $\tilde{C}(y, s|x_0)$ and $\tilde{T}_f(y, s|y)$ into Eq. (39) we obtain

$$\tilde{T}_d(\rho, NR, s) = \frac{1}{\alpha_1} - e^{-(b-a)\sqrt{D} \lambda} - \frac{1}{\alpha_2} \left(1 - e^{-(b-a)\sqrt{D} \lambda} \right),$$

where we have defined $\omega_1 = \sqrt{s+\beta}(\sqrt{s+\beta}+\lambda)$ and $\omega_2 = (s+\beta)\lambda$. Similarly we can get the long-time asymptotics by plugging $\tilde{C}(y, s|x_0)$ and $\tilde{T}_f(y, s|y)$ into Eq. (41). Noting that $\tau_f = \frac{(b-x_0)^2}{D}$, we obtain

$$f_d(t, \rho, NR) \approx \frac{1}{2\sqrt{\pi}} t^{-3/2} \times \left(\frac{1 + e^{-(b-a)\sqrt{D} \lambda}}{1 - e^{-(b-a)\sqrt{D} \lambda}}\right) \left(\sqrt{\beta + \lambda}\lambda \frac{\sqrt{\beta + \lambda}}{(\beta + 1)\lambda} + 2\left(\beta^2 + \sqrt{\beta^3} \lambda\right)\right).$$

Finally, in the previous section we have seen that for a finite-sized target, high-crypticity requires the condition in Eq. (45) as well as $K_{eq} = \frac{\alpha}{\beta} \gg 1$. For our example here $\tau_c = 4D$ and so the condition in Eq. (45), after squaring both sides of the equation, translates to

$$\frac{(b-a)^2}{4D} \ll \beta^{-1},$$

namely, the time spent in the non-reactive state before transitioning to the reactive state must be considerably larger than the time it takes the particle to diffuse a distance comparable to the size of the target. If both $K_{eq} \gg 1$ and Eq. (50) hold, a transient regime emerges before the asymptotic regime of Eq. (49). In this regime, according to Eq. (47), we have

$$f_d(t, \rho, NR) \approx \frac{1}{\sqrt{\pi}} t^{-1/2} \times \sqrt{\beta} \left(\frac{2}{1 + e^{-(b-a)\sqrt{D} \lambda}} - \frac{1}{1 + \sqrt{K_{eq}^{-1}}} \right).$$

In Fig. 2 there are three panels corresponding to: (a) the gated interval problem, and its two extreme limits (b) the gated single-point target problem, and (c) the gated threshold crossing problem, which were illustrated in Fig. 1. In each panel we plot three color coded curves, where each color represent a different choice of values for the transition rates $\alpha$ and $\beta$. Purple curves represent $\alpha = \beta = 1$ such that $K_{eq} = \alpha/\beta = 1$. Green curves represent $\alpha = 10^4$ and $\beta = 1$ such that $K_{eq} = 10^4$. Orange curves represent $\alpha = 10^2$ and $\beta = 10^{-2}$ such that again $K_{eq} = 10^4$. The green and orange curves have the same ratio of transition rates ($K_{eq} = 10^4$), but for the latter transitions are much slower, and specifically $\beta$ is much smaller.

In panel (a), the case of an interval target, we see that the purple and green curves are similar in shape — an asymptotic $\sim t^{-3/2}$ power-law kicks in rather early. In contrast, the orange curve possesses a prolonged transient regime of $\sim t^{-1/2}$ before the asymptotic regime enters. This is because the orange curve fulfills both conditions for high-crypticity, i.e., $K_{eq} \gg 1$ and Eq. (50).

In panel (b), the case of a single-point target, the green curve is actually similar in shape to the orange curve. In this limit the condition in Eq. (50) is always met and it is sufficient to require that $K_{eq} \gg 1$. Note however, that while the ratio of the transition rates alone determines whether a prolonged transient regime exists, the duration of this regime is affected...
Finally, in panel (c) we present the case of threshold crossing. There, we see that none of the curves possess a prolonged transient regime, as the condition in Eq. (50) is never met. Furthermore, for short times (up to $\beta^{-1}$) the detection probability density is constant with a value of $\beta/2$. This can be easily understood by the following argument: With probability $\beta \exp(-\beta t) \approx \beta$ the particle becomes reactive after a short time $t$. Since the motion is symmetric, upon becoming reactive the particle has a probability half to be found above its starting position. Recalling the particle started on the threshold, it has a probability half of being detected upon becoming reactive. In total, the first detection probability density at short times is $\beta/2$.

### B. Diffusion in confinement

Let us now restrict the particle to diffuse inside a box $[0, L]$ with reflecting boundaries, such that the gated target is inside the box ($0 < a < b < L$). The confinement renders the first-passage asymptotics exponential, so the results derived in Sec. 4 for heavy-tailed distributions are no longer valid. However, it also renders the mean first-passage time finite, and so one can use Eq. (21) together with Eqs. (30) and (31) to obtain the mean detection time.

Furthermore, as we did for the freely diffusing particle, we can of course calculate the entire Laplace transform of the reaction time. Let us again focus on a reaction with initial state $(\rho, NR)$, i.e., assume the particle starts on the boundary in the non-reactive state. For simplicity, let us further assume that the center of the gated interval is situated exactly at the center of the confining box: $a = (L - l)/2$ and $b = (L + l)/2$, such that $l = b - a$. We can thus use Eq. (39). All we require for this calculation is the conserved spatial propagator for diffusion restricted to a box $[0, L]$, and the first passage time to $a$, starting from some $x \in [0, a]$ (which in our case is equal to the first passage time to $b$ starting from $L - x$). These quantities are calculated in Appendix F.

In Fig. 3, we set $\alpha = 1$, $L = 10$, $l = 1$ and $D = 1$, and plot the detection time probability density for $\beta = 1$ (blue line, $K_{eq} = 1$) and for $\beta = 10^{-2}$ (orange line, $K_{eq} = 10^2$). For each case, we also plot an exponential distribution with the mean taken to be the mean detection time calculated according to Eq. (32) (dashed lines of corresponding colors). For $\beta = 1$ the distribution is clearly non-exponential, there are two distinct phases. Therefore, despite having an exponential tail, the gated distribution cannot be captured by a single exponent, which is to be expected since multiple time scales are involved in the problem. However, for $\beta = 10^{-2}$ high-crypticity conditions are met, and we observe Poisson-like asymptotics [103]. This is to say that the distribution is well approximated by an exponential distribution whose mean is simply the mean detection time. This can be understood by noting that the time it takes for the diffusing particle’s position to equilibrate over the box is much shorter than the time it takes the particle to turn reactive. The latter then becomes the rate-limiting step which dominates the distribution of detection times. This example warrants caution — Poisson kinetics is not guaran-
As we discussed above, the mean first-passage time of a freely diffusing particle diverges, and this property is inherited by the corresponding gated problem. Confinement can regularize the mean and make it finite. This can also be done by introducing a constant drift velocity $v$ in the target’s direction. The mean first-passage time of the ungated problem is then simply given by $\ell/v$, where $\ell$ denotes the distance between the initial position of the particle and the point target. However, considering the gated counterpart of this problem, we observe that the mean detection time diverges despite the constant drift. This fact can be intuitively understood through the following argument: when the drift drives the particle downhill towards the target, there is a non-zero probability that the particle will arrive at the target in the non-reactive state. Subsequently, by the time it turns reactive again the particle is likely to be on the other side of the target, and it now has to travel “uphill” for the detection to occur. This renders the mean detection time infinite. It is thus clear that the mean detection time under stochastic gating can be remarkably different from its ungated counterpart.

A slight variation of the drift-diffusion model discussed above can nevertheless render the gated mean finite. In particular, consider a particle diffusing under a constant drift velocity $v$ towards the origin, with the origin also being a reflective boundary. For $0 < a < b$, we consider a gated interval $[a, b]$, where the particle can get detected and absorbed in its reactive state. Despite the constant drift, the reflecting boundary at the origin ensures that the mean first-passage time to the boundaries of the interval remains finite, irrespective of whether the particle has to travel uphill or downhill. Consequently, the mean detection time is also finite. A schematic of this setup is provided in Fig. 4a.

The formalism developed in Sec. 4 asserts that knowing certain ungated observables is enough in order to obtain the first detection time statistics. In particular, a key quantity is the conserved propagator for the diffusion equation with drift. This obeys

$$\frac{\partial C(x,t|x_0)}{\partial t} = D \frac{\partial^2 C(x,t|x_0)}{\partial^2 x} + v \frac{\partial C(x,t|x_0)}{\partial x},$$

with the initial condition $C(x,t=0|x_0) = \delta(x-x_0)$ and boundary conditions $\frac{\partial C(x,t|x_0)}{\partial x} \bigg|_{x=0} = 0$ and $C(x \to \infty, t|x_0) = 0$. The drift is $v > 0$ and its direction is towards the reflecting boundary at zero. In appendix G, we obtain $\tilde{C}(x,s|x_0)$ in Eq. (G2). The Laplace transform of the first-passage probability $T_f(x,s|x_0)$ and its mean $\langle T_f(x)|x_0\rangle$ can also be obtained and we give them in Eqs. (G11) and (G12). Assuming for simplicity that the particle starts at the boundary $b$, one can utilize Eq. (31) to obtain the mean detection time $\langle T_f(b, NR)\rangle$ by plugging in the ungated quantities obtained above.

For intermediate values of $v > 0$, it is clear that drift can speed up detection as it helps avoid situations where the particle drifts away from the interval. However, if $v$ is sufficiently large, a significant contribution to the detection time comes from trajectories where the diffusing particle crosses over to the other side of the interval (with its position somewhere between 0 and $a$), and then travels uphill, against the drift, for the eventual detection (see Fig. 4a). Thus, one would expect the mean detection time $\langle T_f(b, NR)\rangle$ to vary non-monotonically as a function of $v$. This expectation is indeed verified in Fig. 4(b), where we fix $\alpha = D = 1$, $a = 1$ and $b = 3$ and plot $\langle T_f(b, NR)\rangle$ vs. $v$ for $\beta = 0.25, 0.5, 1, 2, 4$. For small values of $v$, the mean detection time decreases linearly as the drift is increased. However, for large $v$, it increases rapidly indicating that detection is much more difficult.

This naturally leads to the question of finding the optimal drift velocity which minimizes the mean detection time. From Fig. 4(b), it is evident that the value of $v^*$, which is the value of $v$ for which $\langle T_f(b, NR)\rangle$ achieves its minimum value, increases as $\beta$ increases. This is expected as increasing $\beta$ increases the amount of time the particle spends in the reactive state. This, in turn, reduces the chance that the particle will cross the interval undetected, which allows for higher drift velocities. Naively, one could formulate the following argument to find $v^*$: the mean time taken for the particle to turn reactive is $β^{-1}$, while the particle travels an average distance of $v/\beta$ during this time. So, one could give a preliminary estimate of $v^* \approx (b-a)\beta$. However, as we show in the inset of Fig. 4(b), $v^*$ also depends on the diffusion coefficient, with smaller values of $D$ corresponding to...
to higher values of $v^\ast$. This highlights the importance of the exact result obtained in Eq. (31) which captures the explicit dependence of the mean detection time on $D$, along with other relevant parameters, and allows us to analytically study this optimization problem.

6. DIFFUSION TO A GATED SPHERE

In Sec. 4, we developed a general framework to treat one-dimensional gated processes. We have not been able to generalize this theory to cases of arbitrarily shaped targets in higher dimensions. However, if the target and spatial dynamics are rotationally symmetric, such a generalization is possible: Instead of a gated interval $[a,b]$ one can consider a gated annulus, or spherical shell, with some inner radius $r_a$ and outer radius $r_b$. Furthermore, one can study a gated disk, or sphere, by taking the limit $r_a \to 0$ (The corresponding sphere is one-dimensional would be the interval $[0,b]$, where there is a reflecting wall at the origin). In this case, the equations for the mean and distribution of the detection time simplify considerably, since exiting the target through $r_a$ is impossible, and so all contributions associated with such trajectories vanish.

Moreover, the case of d-dimensional free diffusion and a spherically symmetric target, can be further simplified by utilizing the well-established mapping between the distance from the origin of d-dimensional free diffusion (Bessel process) and one-dimensional diffusion in a logarithmic potential [104–107]. The gated first detection time for the latter can then be easily attained with the formalism of Sec. 4, and the solution can be mapped back onto the d-dimensional case.

Next, we take time to explain the mapping by writing the corresponding Fokker-Planck equations and comparing them. Starting with the equation for a freely diffusing particle in d-dimensions, we note that the propagator does not depend on the angular part of the Laplacian. Hence, we are left only with the radial part $\frac{1}{r^{d-1}} \frac{\partial}{\partial r} \left( r^{d-1} \frac{\partial}{\partial r} \right)$, where the distance from the origin is denoted by $r \equiv |\mathbf{r}|$. The d-dimensional diffusion equation can thus be written as

$$\frac{\partial C(r,t \mid r_0)}{\partial t} = D \left( \sum_{i=0}^{d-1} \frac{\partial}{\partial r_i} \right) C(r,t \mid r_0),$$

Equation (33) is written for the propagator. Here we are interested in $C(r,t \mid r_0) = \Omega_d r^{d-1} C(r,t \mid r_0)$, where $\Omega_d$ is the surface area of a d-dimensional unit sphere [1]. By plugging this relation into Eq. (33) we obtain the Fokker-Planck equation for $C(r,t \mid r_0)$:

$$\frac{\partial C(r,t \mid r_0)}{\partial t} = \frac{\partial}{\partial r} \left( D \frac{1-d}{r} C(r,t \mid r_0) \right)$$

We will now show that Eq. (54) is similar in form to the Fokker-Planck equation for a particle diffusing on the semi-infinite line in a logarithmic potential $U(x) = U_0 \log|x|$, where $U_0$ has units of energy and $x$ is dimensionless. At $x = 0$ the wall is completely reflective. Given that the particle has started at $x_0$, the conserved spatial propagator follows the Smoluchowski diffusion equation

$$\frac{\partial C(x,t \mid x_0)}{\partial t} = \frac{\partial}{\partial x} \left( \frac{U_0}{\xi_x} \right) C(x,t \mid x_0)$$

with initial condition $C(x,0 \mid x_0) = \delta(x-x_0)$ and a boundary conditions $D \frac{\partial C(x,t \mid x_0)}{\partial x} + \frac{U_0}{\xi_x} C(x,t \mid x_0) = 0$ and $C(x \rightarrow \infty, t) = 0$. An exact solution in this case is not possible, but an approximate solution can be used. 
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We consider diffusion in a sphere of radius $r_0$ with transition time distribution for diffusion in $d$-dimensions by a gated $d$-dimensional unit sphere, for which we have set $\sigma_0 = \text{eq}$.

Assuming an interval target $[0, b)$, the detection time of a single particle on the semi-infinite line in logarithmic potential, where $x_0 = b$ and $\sigma_0 = \text{NR}$, is given by Eq. (35). In fact, since exiting the target through $a = 0$ is impossible (there is a reflecting wall at $x = 0$), Eq. (35) simplifies substantially

$$T_d(b, \text{NR}, s) = \frac{\phi_b + \varphi_b}{1 - \psi_b},$$

(56)

where $\phi_b$, $\varphi_b$ and $\psi_b$ were defined in Eqs. (36), (37) and (38) respectively. These functions require in turn the conserved spatial propagator and the first-passage time to a point $b$, which we calculate in Appendix H. Plugging these results into Eq. (56) gives the gated detection time given the initial condition $\{b, \text{NR}\}$. To obtain the detection time for a general initial condition, we plug this result into Eq. (33). Finally, by identifying $x$ with $r$ and $d$ with $1 - \frac{\sigma_0}{\delta r}$ we obtain the detection time distribution for diffusion in $d$-dimensions by a gated sphere of radius $r_0$ centered at the origin. In Fig. 5, we plot the detection time of a freely diffusing particle by a $d$-dimensional unit sphere, for $d = 1, 2, 3$, with $\sigma_0 = \text{eq}$ and $r_0 = 3$.

The one and two-dimensional ungated first-passage processes are recurrent, the probability to eventually arrive at the sphere is one. This can be seen by looking at the small $s$ expansion of the Laplace transform of the first-passage distribution, and noting that the first term in this expansion is 1. By definition, this term corresponds to $\int_0^\infty f(t | x) dt$, where $f$ is the first-passage distribution.

Recall that the asymptotic form of the one-dimensional first-passage distribution fits exactly the form assumed in Sec. 4D for the inheritance of the power-law. The proof can be easily generalized to the three-dimensional case, and with more care to account for the logarithmic corrections of the two-dimensional case as well. The detection probability by the $d$-dimensional sphere can also be obtained for the Laplace transform of the detection time. As expected, in one and two dimensions we find that the particle will eventually be detected with probability one (regardless of the gating rates). However, intriguingly, while in the ungated three-dimensional case the detection probability is only dependent on the ratio $r_b/r_0$ in the corresponding gated case the detection probability is also a function of the transition rates and the diffusion coefficient. In particular, taking $\beta \to 0$, or $\alpha \to \infty$, we find that the detection probability vanishes. This finding is illustrated in Fig. (6).

7. CONCLUSIONS

A. Summary

Gated first-passage processes, which arise in various situations ranging from chemical reactions to the analysis of time-series data, were the focal point of this paper. In Sec. 2, we surveyed the state of the art: the SSLW approach to continuous gated first-passage processes and showed how it can be used to compute detection time statistics for gated point targets. We then outlined, in Sec. 3, why this approach fails to
generalize to more realistic scenarios, and in particular why it leads to an apparent impasse when considering gated targets of non-zero length, area, or volume. In Sec. 4, we presented a novel renewal framework that circumvents obstacles that arise in the SSLW approach, and subsequently yields closed-form solutions for the statistics of the detection time density in terms of the ungated propagator and first-passage time. In particular, this renewal approach allowed us to obtain the Laplace transform of the detection time density and all its moments.

Crucially, we showed that the exact results derived herein shed light on universal features of gated first-passage processes. Namely, in situations where the ungated first-passage time density is characterized by power-law asymptotics, the corresponding detection time density inherits the same power-law decay, albeit with a different prefactor. The long-time power-law tail may be preceded by a slower transient power-law decay with a different exponent. Our formalism reveals that, in the case of point targets, such a transient power-law decay is a generic feature of Markovian gated first-passage processes. Yet, an additional condition is required to guarantee its existence for targets of non-zero volume.

In Sec. 5, the power of our framework was demonstrated in several examples. Specifically, we provided the first analytical solutions to the detection time problem of a diffusing particle by a gated interval. These solutions cover the cases of free and confined diffusion, as well as diffusion with drift. Importantly, going beyond point targets revealed an interplay between the time it takes the particle to become reactive and the time it takes to diffuse across the target, which leads to a refined definition of the cryptic pre-asymptotics regime. Confinement and drift also play a role, but while the former always leads to exponential detection time tails, the latter may or may not. Crucially, and in contrast to the ungated case, a particle that is drifting towards a gated interval may cross it undetected. Boundary conditions downstream will then determine whether the particle is eventually detected, or has a chance to escape forever. We show that a reflecting boundary downstream is enough to guarantee detection, and that in this case there is an optimal drift velocity that minimizes the mean detection time.

Finally, in Sec. 6 we demonstrated the broader scope of our framework by obtaining the first analytical solutions for the detection time statistics of a gated disk or sphere. This was done by leveraging the mapping between d-dimensional simple diffusion and one-dimensional diffusion in the presence of a logarithmic potential, the latter falling directly within the realm of applicability of our framework. We stress that in this case and others, using our approach to obtain the desired solution to a gated problem, only requires plugging in the propagator and first-passage time of the ungated problem. Thus, when a solution to the ungated problem is known analytically, or can be estimated numerically, a solution to the corresponding gated problem is now also readily available.

B. Outlook

The renewal framework introduced in this paper, and the consequent results derived from it open a wide range of theoretical and experimental directions for further inquiry.

This paper is focused on continuous processes. Yet, in fact, our formalism can also treat processes with discontinuous trajectories (albeit still in continuous space). An interesting example is stochastic jump processes [109], which can be treated by our formalism as long as jumps cannot be made into the gated target itself. Consider for example continuous stochastic processes that undergo stochastic resetting. We note that for the gated point target search and threshold crossing problems, the formulas derived in this paper hold without change, even in the presence of resetting [86–101, 110–115]. Generalization to the case of a gated interval is also straightforward, but requires careful consideration since restart can teleport the particle from one side of the interval to another without need to cross the interval itself.

The fascinating interplay between the effects of resetting and gating, forms a fertile ground for stimulating research in the domain of gated chemical reactions, as well as the extremal and record statistics of partially observable time-series which undergo restart. From a theoretical standpoint, several exciting curiosities emerge. The literature on resetting and gating benefited immensely from unified renewal approaches that were introduced to facilitate the analysis of such processes. However, when combined, the order in which these renewal frameworks are applied changes the problem description and its dynamics. For example, and as we have verified (results not shown), by first computing the statistics of diffusion on the semi-infinite line under resetting, and then plugging the results into the gating renewal formalism developed herein, one gets the setting described and analyzed in Refs. [33] and [119], where the internal dynamics of the system are decoupled from the spatial processes under restart. However, applying the renewal formalisms in the opposite order, i.e., obtaining the gated dynamics first and then plugging it into the restart renewal framework leads to the setting considered in Ref. [120], where upon restart, the composite process, consisting of the underlying process as well as the gating dynamics, are reset to a predefined state.

Before concluding, we stress that the theory developed herein is a single-particle one, namely we consider a single particle in search of a single target (also known as the isolated pair problem). We caution that one should not naively take our results and apply them to the multi-particle (single target still) case. This is especially tempting, since Smoluchowski’s original approach to diffusion-limited reactions was to describe the many-body problem as an effective pair problem. This approach essentially relies on the assumption that the kinetics of the single particle is not influenced by other surrounding particles, i.e., that there are no correlations whatsoever between the different particles. However, in 1996, Zhou and Szabo shared their realization that this is only true to the case of gated particles, whereas gating of the target renders the particles correlated (unless the gating is very fast or the gate dynamics is “frozen”, i.e., in the limit $\alpha, \beta \to 0$, when only one state
is initially occupied) [16, 17]. Berezhkovskii, Yang, Sheu and Lin extended the result to the case of many gate states and demonstrated (by elegantly invoking Jensen’s inequality) that the reaction is faster when the gating is of the particles [17, 116]. Recent works by Bressloff and Lawley showed similar phenomenon for particles reacting with a gated boundary [21, 117]. They also considered the complementary problem of many gated targets (patches on a surface) and a single particle [118].

Finally, an important generalization of the framework considered herein is to the case of non-Markovian gating. Indeed, it is often the case that the dynamics of molecular gates are governed by binding and unbinding events of ligands. In turn, these events themselves are governed by first-passage processes whose first-passage times distributions need not be exponential. This highlights the importance of understanding the role non-Markovianity plays in determining the statistics of gated detection times. Non-Markovian gating also plays a central role when considering periodically sampled time-series, which have been recently shown to have interesting and distinct behaviors compared to their ungated counterparts. Developing an analytical framework to address these questions is an important direction for future research.
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Appendix A: Propagator for simple diffusion on the positive half line with a reflecting boundary condition at the origin

For completeness, we compute the propagator for the diffusion equation with the initial condition \( C(x,t) = 0 \) with \( x > 0 \), and boundary conditions \( \frac{dC(x,t)}{dx} \bigg|_{x=0} = 0 \) and \( C(x \to \infty,t) = 0 \).

Laplace transforming the diffusion equation we have

\[
\tilde{C}(s,x|x_0) = \frac{D}{s} \frac{d^2 \tilde{C}(s,x|x_0)}{dx^2}. \tag{A1}
\]

In each subdomain, \( x < x_0 \) and \( x > x_0 \), the solution is a linear combination of the exponential functions \( e^{s \sqrt{D} x} \) and \( e^{-s \sqrt{D} x} \). Due to the boundary condition at \( x = 0 \), the linear combination coefficients are equal for \( x < x_0 \), and so we can write \( \tilde{C}(s,x|x_0) = A \cosh(s \sqrt{D} x) \). For \( x > x_0 \) the boundary condition at \( x \to \infty \) asserts that only the decaying exponential is possible. Altogether we have

\[
\tilde{C}(x,s|x_0) = \begin{cases} \tilde{C}_c = A(s) \cosh(s \sqrt{D} x), & x < x_0, \\ \tilde{C}_> = B(s)e^{-s \sqrt{D} x}, & x > x_0. \end{cases} \tag{A2}
\]

Imposing continuity of the concentration at \( x = x_0 \) and also the joining condition \(-1 = D \left( \frac{\partial \tilde{C}_c}{\partial x} \bigg|_{x=x_0} - \frac{\partial \tilde{C}_>}{\partial x} \bigg|_{x=x_0} \right)\), we obtain

\[
A(s) = \frac{1}{\sqrt{D s}} e^{-s \sqrt{D} x_0}, \tag{A3}
\]

and

\[
B(s) = \frac{1}{\sqrt{D s}} \cosh \left( s \sqrt{D} x_0 \right). \tag{A4}
\]

Plugging Eqs. (A3) and (A4) back into Eq. (A2) we obtain the propagator in Laplace space

\[
\tilde{C}(s,x|x_0) = \frac{1}{\sqrt{s D}} \begin{cases} e^{-s \sqrt{D} x_0} \cosh(\sqrt{D} x), & x < x_0, \\ \cosh(\sqrt{D} x_0) e^{-s \sqrt{D} x}, & x > x_0. \end{cases} \tag{A5}
\]

Inverse Laplace transformation then gives

\[
C(x,t|x_0) = \frac{1}{\sqrt{4 \pi D t}} \left( e^{-\frac{(x-x_0)^2}{4 D t}} + e^{-\frac{(x+x_0)^2}{4 D t}} \right). \tag{A6}
\]

One can also get Eq. (A6) by using the method of images.

Appendix B: SSLW approach applied to CTRW on networks

Consider a gated process with internal dynamics that are described by Eq. (13) and a spatial process that is a CTRW on a general network. Let us denote explicitly the waiting time described by Eq. (13) and a spatial process that is a CTRW on a general network. Let us denote explicitly the waiting time \( W \) and \( X \) stand for the location of the particle following the jump made after the waiting time \( W \), namely, from the target to a different site (based on the connectivity of the network).

Equation 7 of Ref. [34] gives the Laplace transform of the detection time, given that the walk started on the target in the non-reactive state \( x_0 = \{0, NR\} := \theta_{NR} \) (we set the origin on the target, \( a = 0 \)). Reproducing it here with the required slight change in notation:

\[
\tilde{T}_d(\theta_{NR}, s) = \frac{\pi^{-1} K_{D} + \tilde{T}_f(X_1,s) - \tilde{T}_f(X_1,s + \lambda)}{\pi^{-1} \mathbb{E}[s / \gamma + K_{D} + 1 - K_{eq} \tilde{T}_f(X_1,s) - \tilde{T}_f(X_1,s + \lambda)}, \tag{B1}
\]

where \( K_{D} = \frac{\theta}{\gamma} \) and \( K_{eq} = \frac{\alpha}{\gamma} \) and \( \tilde{T}_f(X_1,s) \) is the Laplace transform of the first-passage time to the origin starting from \( X_1 \).

We will now show how Eq. (B1) can be derived using the SSLW formalism (albeit by narrowing the range of validity to Markovian processes). Equation (14) for this specific initial condition reads

\[
\tilde{T}_d(\theta_{NR}, s) = \frac{\pi R \tilde{C}(0,s | 0) - \pi_{eq} \tilde{C}(0,s + \lambda | 0) - \pi_{eq} \tilde{C}(0,s + \lambda | 0) \tilde{T}_f(X_1,s) - \tilde{T}_f(X_1,s + \lambda)}{\pi R \tilde{C}(0,s | 0) + \pi_{NR} \tilde{C}(0,s + \lambda | 0) \tilde{T}_f(X_1,s) - \tilde{T}_f(X_1,s + \lambda)}, \tag{B2}
\]
To proceed, we write the propagator $C(0, t | 0)$ explicitly in terms of the waiting time at the origin. The probability to not leave the origin at all during time $t$ is simply $e^{-\gamma t}$. Otherwise, the particle leaves at some point in the time interval $t' \in [0, t]$, with probability $\gamma e^{-\gamma t'}$. It leaves to $X_1$, the random location of the particle following this jump. Then we are looking for the remainder of the trajectory, from $X_1$ back to the target at the origin, in the remaining time $t - t'$. Concluding, we can re-write $C(0, t | 0)$ as:

$$C(0, t | 0) = e^{-\gamma t} + \int_0^t \gamma e^{-\gamma t'} C(0, t - t' | X_1) \, dt'. \quad (B3)$$

Laplace transforming we obtain

$$\tilde{C}(0, s | 0) = \frac{1}{s + \gamma} + \frac{\gamma}{s + \gamma} \tilde{C}(0, s | X_1). \quad (B4)$$

Let $C(r, t | r_0)$ be the spatial propagator of a CTRW on the considered network. For such a walk, the following relation holds ([31]):

$$\tilde{C}(a, s | r_0) = \delta_{a, r_0} + \tilde{T}_f(s | r_0) \tilde{C}(a, s | a) \quad (B5)$$

For the specific case above we have

$$\tilde{C}(0, s | X_1) = \tilde{T}_f(s | X_1) \tilde{C}(0, s | 0). \quad (B6)$$

By plugging Eq. (B6) into Eq. (B4) we get:

$$\tilde{C}(0, s | 0) = \frac{1}{s + \gamma} + \frac{\gamma}{s + \gamma} \tilde{T}_f(s | X_1) \tilde{C}(0, s | 0), \quad (B7)$$

which can be re-written as

$$\tilde{C}(0, s | 0) = \frac{1}{s + \gamma} \tilde{T}_f(s | X_1). \quad (B8)$$

Plugging Eq. (B8) into Eq. (B2), after some algebra, we get Eq. (B1). A comprehensive analysis of this result can be found in Ref. [34].

### Appendix C: Laplace transform of the detection time distribution

We start from Eq. (19). Laplace transforming it we get

$$T_d(x_0, \sigma_0, s) = \left\langle e^{-\sigma_0 T_f(x_0, \sigma_0)} \right\rangle \quad (C1)$$

which in turn gives

$$T_d(x_0, \sigma_0, s) = \left\langle Q(R, T_f(\rho, x_0) | \sigma_0) e^{-s T_f(\rho, x_0)} \right\rangle \quad (C2)$$

$$+ \left\langle Q(NR, T_f(\rho, x_0) | \sigma_0) e^{-s T_f(\rho, x_0)} \right\rangle \quad (C3)$$

$$= \left\langle Q(R, T_f(\rho, x_0) | \sigma_0) e^{-s T_f(\rho, x_0)} \right\rangle$$

$$+ \left\langle Q(NR, T_f(\rho, x_0) | \sigma_0) e^{-s T_f(\rho, x_0)} \right\rangle e^{-s T_d(\rho, NR)}.$$
and
\[ \psi^\pm_0(s) = \int_0^\infty \tilde{\Phi}_0(s + \beta) \times \]
where \( t_- = a \) and \( t_+ = b \). Overall we have
\[ T_d(\rho, NR,s) = \tilde{\Phi}_\rho(s + \beta) + \tilde{\chi}_\rho(s) + \tilde{\eta}_\rho \tilde{T}_d(a, NR,s) + \tilde{\eta}_\rho \tilde{T}_d(b, NR,s). \]
Note that Eq. (C9) represents a linear system of two equations with the two unknowns \( T_d(a, NR,s) \) and \( T_d(b, NR,s) \). Solving we get:
\[ T_d(a, NR,s) = \frac{(\tilde{\phi}_a + \tilde{\chi}_a)(1 - \tilde{\psi}_a^+) + \tilde{\psi}_a^- (\tilde{\phi}_b + \tilde{\chi}_b)}{1 - \tilde{\psi}_a^- - \tilde{\psi}_a^+ + \tilde{\psi}_b^- \tilde{\psi}_a^{-1}}, \] (C10)
and
\[ T_d(b, NR,s) = \frac{\tilde{\phi}_b + \tilde{\chi}_b(1 - \tilde{\psi}_b^+) + \tilde{\psi}_b^+ (\tilde{\phi}_a + \tilde{\chi}_a)}{1 - \tilde{\psi}_b^+ - \tilde{\psi}_b^- \tilde{\psi}_b^{-1}}. \] (C11)
For the symmetric case in which the spatial dynamics and the boundary conditions to the left and the right of the target center are the same (e.g., diffusion on the infinite line) Eqs. (C10) and (C11) are equal and simplify considerably (\( \phi_a = \phi_b := \phi, \chi_a = \chi_b := \chi \) and \( \psi_a^\pm = \psi_b^\pm := \psi^\pm \))
\[ \tilde{T}_d(a, NR,s) = \tilde{T}_d(b, NR,s) = \frac{\tilde{\phi} + \tilde{\chi}}{1 - \tilde{\psi} - \tilde{\psi}^+}. \]
(C12)
\[ A' = \pi_{NR}^{-1} - \int_a^b \tilde{\Phi}_a(\beta)dy - \int_b^\infty \tilde{\Phi}_a(\beta)dy \]
(D4)
where the numerator of the second row in Eq. (D2) can be rewritten as
\[ \pi_{NR}^{-1} \int_a^b \tilde{\Phi}_a(\beta)dy + \int_b^\infty \tilde{\Phi}_a(\beta)dy = \int_0^\infty \tilde{\Phi}_a(\beta)dy = \int_0^\infty \tilde{\Phi}_a(\beta)dy + \pi_{NR}^{-1} \int_a^b \tilde{\Phi}_a(\beta)dy \]
and
\[ \pi_{NR}^{-1} \int_a^b \tilde{\Phi}_a(\beta)dy + \int_b^\infty \tilde{\Phi}_a(\beta)dy = \int_0^\infty \tilde{\Phi}_a(\beta)dy + K_{eq} \int_a^b \tilde{\Phi}_a(\beta)dy \]
(D5)
By noting that \( \pi_{NR}^{-1} - 1 = K_{eq}^{-1} \) it is easy to see that
\[ A = A'. \]
(D7)
By algebraic manipulations, and given Eq. (D7), Eq. (D1) can be rewritten as
\[ \tilde{T}_d(\rho, NR,s) \approx \frac{K_{eq}A - B s^\theta}{K_{eq}A' + K_{eq}B s^\theta}, \]
(D8)
which is equivalent to
\[ \tilde{T}_d(\rho, NR,s) \approx \left( 1 - \frac{B s^\theta}{K_{eq}A} \right) \frac{1}{1 + \frac{B s^\theta}{A}}. \] (D9)
Expanding the fraction on the right, we obtain
\[ \tilde{T}_d(\rho, NR,s) \approx 1 - \frac{B s^\theta}{K_{eq}A} \left( 1 - \frac{B s^\theta}{A} \right). \] (D10)
Now by carefully multiplying these terms and neglecting higher order products we get
\[ \tilde{T}_d(\rho, NR,s) \approx 1 - \frac{B(1 + K_{eq})}{K_{eq}A} s^\theta = 1 - \pi_{NR}^{-1} \frac{B}{A} s^\theta. \] (D11)
Lastly, by an indirect application of the Tauberian theorem (see pp. 43-45 in [3]) we obtain
\[
f_d(t, \rho, \text{NR}) \simeq \frac{\theta}{\Gamma(1 - \theta)} \left( \frac{\pi_{\text{NR}}}{A} \right)^{1 + \theta} t^{-\theta}. \quad (D12)
\]

Appendix E: Transient behaviour under high crypticity

1. Ungated first-passage distributions with power-law tails

Recall Eq. (D1) (we keep working under the same assumptions of Appendix D)
\[
T_d(\rho, \text{NR}, s) \simeq \frac{K_{eq}A - Bs^\theta}{K_{eq}A + K_{eq}Bs^\theta}; \quad (E1)
\]
where A and B are defined as in the previous section and we recall that \(A = A'\) (Eq. (D7)). By taking the limit \(K_{eq} \gg 1\), we obtain
\[
T_d(\rho, \text{NR}, s) \simeq \frac{K_{eq}A}{K_{eq}A + K_{eq}Bs^\theta} \simeq \frac{1}{b} s^\theta. \quad (E2)
\]
To obtain a transient pre-asymptotic behaviour, we require the existence of \(s\) values such that \(\beta > s \gg \left(\frac{A}{B}\right)^{1/\theta}\). In this case, \(\frac{A}{B} s^\theta \gg 1\), and we have
\[
T_d(\rho, \text{NR}, s) \simeq \frac{1}{b} s^\theta. \quad (E3)
\]
Applying the Tauberian theorem gives
\[
f_d(t, \rho, \text{NR}) \simeq \frac{1}{\Gamma(1 - \theta)} A \beta^{1 - \theta}, \quad (E4)
\]
which is a transient regime with a different power law than the asymptotic power law. Furthermore, we can exactly determine this power, and the pre-exponential factor. Thus, to guarantee the existence of the pre-asymptotic behaviour in Eq. (E4), we require \(\frac{A}{B} \beta^\theta \gg 1\). We note that if this requirement is not fulfilled, the transition from Eq. (E2) to Eq. (E3) is invalid. Expanding Eq. (E2) (in the limit \(s \to 0\)) we then obtain
\[
T_d(\rho, \text{NR}, s) \simeq 1 - \frac{B}{A} s^\theta, \quad (E5)
\]
which, as expected, is the \(K_{eq} \gg 1\) limit of Eq. (D11). This means that there is no transient regime before the asymptotic regime kicks in.

To understand the meaning of the additional requirement \(\frac{A}{B} \beta^\theta \gg 1\), we focus on propagators whose Laplace transform has a scaling form
\[
\tilde{C}(y, s \mid a) \simeq s^{-\theta} H(|y - a| s^\theta), \quad (E6)
\]
where \(H\) is the scaling function. Note that this form generalizes the one displayed by one-dimensional free-diffusion,
\[
\tilde{C}(x, s \mid x_0) = \frac{1}{\sqrt{4 D s}} e^{-\frac{x^2}{4 D s}}. \quad (E7)
\]
It is then easy to show that under this assumption \(B \beta^\theta \sim O(1)\), i.e., this product does not scale with \(\beta\). Indeed, the assumed scaling sets a relation between length and time scales in our problem: length \(\sim \text{time}^\frac{1}{\theta}\). This means that
\[
B = \int_a^b \Phi_d(\beta) \tau_f^\theta(y) dy + \int_b^\infty \Phi_d(\beta) \tau_f^\theta(y) dy \quad (E7)
\]
which we have noted that \(\beta^\theta\) sets the time scale, and hence the typical length scale that is set by \(\Phi_d(\beta) = \beta \tilde{C}(y, \beta \mid \rho)\) (recall that this function is normalized to unity over space) scales like \(\beta^\theta\). Hence, \(B \beta^\theta\) is order one, which means that to satisfy \(B \beta^\theta \gg 1\), one only needs \(\beta \gg 1\).

Equation (D6) gives \(A\) as a sum of four terms. The first term is small since we assumed \(K_{eq} \gg 1\). To make the second term small, we require \(\int_a^b \Phi_d(\beta) \beta \tilde{C}(y, \beta \mid \rho) dy \ll 1\), which can also be written as \(\int_a^b \tilde{C}(y, \beta \mid \rho) dy \ll \beta^\theta\). We anticipate that this condition can be fulfilled by taking \(\beta\) to be small. In this limit, we can approximate
\[
\beta \int_a^b \tilde{C}(y, \beta \mid \rho) dy \simeq (b - a) \beta \tilde{C}(a, \beta \mid \rho), \quad (E8)
\]
where the probability of being at different points inside the interval is practically the same at long times, which corresponds here to the small \(\beta\) limit of the Laplace transform \(\tilde{C}(y, \beta \mid \rho)\). To find how the expression in Eq. (E8) scales with \(\beta\), we utilize a well established relation between \(\tilde{C}(y, s \mid a), \tilde{C}(a, s \mid a)\) and \(T_f(y, s \mid a)\):
\[
T_f(y, s \mid a) = \frac{\tilde{C}(a, s \mid a)}{\tilde{C}(y, s \mid a)} \simeq \frac{\tilde{C}(a, s \mid a) + |y - a| |d\tilde{C}(y, s \mid a)|_{y=a}}{\tilde{C}(a, s \mid a)} \simeq (\tau_f s)^{-\theta}. \quad (E9)
\]
We thus see that for \(\tau_f(y, s \mid a) \simeq 1 - (\tau_f s)^\theta\), where \(0 < \theta < 1\) and \(\tau_f > 0\), we have
\[
\tilde{C}(a, s \mid a) \simeq \left(\frac{|y - a| |d\tilde{C}(y, s \mid a)|_{y=a}}{\tau_f^\theta} \right)^{s^{-\theta}} \equiv (\tau_f s)^{-\theta} \quad (E10)
\]
Recalling the scaling form in Eq. (E6), we see that the derivative with respect to \(y\), evaluated at \(y = a\), is independent of \(s\). Thus, \(\tilde{C}(a, s \mid a)\) in Eq. (E10) scales like \(s^{\theta^\theta}\), with a prefactor \(\tau_f \equiv \left(\frac{|y - a| |d\tilde{C}(y, s \mid a)|_{y=a}}{\tau_f^\theta} \right)^{-1/\theta} |y=a\), where we have explicitly recalled that \(\tau_f\) is a function of \(|y - a|\). Plugging Eq. (E10) back into Eq. (E8) we obtain
\[
\beta \int_a^b \tilde{C}(y, \beta \mid \rho) dy \simeq \frac{b - a}{\tau_f^\theta} \beta^{1 - \theta}, \quad (E11)
\]
which is indeed small for small enough \(\beta\) since \(0 < \theta < 1\). More precisely, the additional requirement \(\beta \int_a^b \tilde{C}(y, \beta \mid\)
}
Taking the limit $K$ with $\bar{y}$ set such that $|\bar{y} - a| \sim \beta^{-\theta}$. We now note that $\tilde{T}_f(a, \lambda | \bar{y})$ is a Laplace transform, which in the limit $\lambda \tau_f (|\bar{y} - a|) \ll 1$ can be approximated by $\tilde{T}_f(a, \lambda | \bar{y}) \simeq 1 - (\tau_f \lambda)$. In the other limit, i.e., when $\lambda \tau_f (|\bar{y} - a|) \gg 1$, \hspace{2cm}
(144)
\tilde{T}_f(a, \lambda | \bar{y})$ rapidly tends to zero. To see that we are in the limit specified by Eq. (144), we simply observe that \hspace{2cm}
(145)
since we started by assuming $K_{eq} \gg 1$. As the analysis of the fourth term yields the same result, we conclude that the additional condition in Eq. (142) is sufficient to guarantee the pre-asymptotic behaviour in Eq. (E4).

2. Implications to gated CTRW on networks

We return to Eq. (B1) adapted from Ref. [34], where we recall that $\gamma$ is the rate of escape from the target site, $K_D = \beta / \gamma$. Equation (B1) can be rewritten as \hspace{2cm}
(16)
$$\tilde{T}_d(0_{NR}, s) = \frac{K_D + \pi_R [\tilde{T}_f(X, 1, s) - \tilde{T}_f(X, 1, s + \lambda)]}{\frac{s}{\gamma} + K_D + 1 - \pi_R \tilde{T}_f(X, 1, s + \lambda)}$$
Taking the limit $K_{eq} \gg 1$ (such that $\pi_R \ll 1$ and $K_{eq} \pi_R \approx 1$), we obtain \hspace{2cm}
(17)
$$\tilde{T}_d(0_{NR}, s) \approx \frac{K_D}{\frac{s}{\gamma} + K_D + 1 - \tilde{T}_f(X, 1, s)}$$
Next we take the limit $s \to 0$, while assuming that in this limit $\tilde{T}_f(X, 1, s) \simeq 1 - (\tau_f s)^\theta$. If $K_D \ll 1$, which is equivalent to $\gamma^{-1} \ll \beta^{-1}$, we obtain \hspace{2cm}
(18)
$$\tilde{T}(0_{NR}, s) \approx \frac{K_D}{(\tau_f s)^\theta}$$
By using the Tauberian theorem the inverse Laplace transform gives \hspace{2cm}
(19)
$$f_d(t, \rho, NR) \approx \frac{1}{\Gamma(\theta)} \frac{K_D}{\tau_f} \theta^{-1},$$
which is a transient regime with a different power law than the asymptotic power law. Furthermore, we can exactly determine this power, and the pre-exponential factor. If $K_D \ll 1$, Eq. (18) is not valid, and we instead have \hspace{2cm}
(20)
$$\tilde{T}_d(0_{NR}, s) \approx 1 - \frac{(\tau_f s)^\theta}{K_D},$$
which, in the limit $s \to 0$, can be expanded as \hspace{2cm}
(21)
$$\tilde{T}_d(0_{NR}, s) \approx 1 - \frac{(\tau_f s)^\theta}{K_D},$$
which is exactly the asymptotic behaviour reported in Eq. 8 of Ref. [34] under the condition $K_{eq} \gg 1$. Thus, when $K_D \ll 1$, we do not have a transient regime before the asymptotic behaviour kicks in.

Appendix F: Diffusion in an interval with two reflecting boundaries

1. The conserved propagator

The propagator obeys the diffusion equation. The initial condition is $C(x, t = 0|x_0) = \delta(x - x_0)$, and we require two Neumann boundary conditions $\frac{\partial C(x, t | x_0)}{\partial x} (x = 0) = 0$ and $\frac{\partial C(x, t | x_0)}{\partial x} (x = L) = 0$.

Laplace transforming the diffusion equation we get \hspace{2cm}
(22)
$$s \tilde{C}(x, s | x_0) = D \frac{d^2 \tilde{C}(x, s | x_0)}{dx^2},$$
which is a second-order, linear, homogeneous differential equation. It has a general solution \hspace{2cm}
(23)
$$\tilde{C}(x, s | x_0) = \begin{cases} \tilde{C}_c = A_1(s)e^{\alpha_+ x} + B_1(s)e^{\alpha_- x}, x < x_0, \\ \tilde{C}_d = A_2(s)e^{\alpha_+ x} + B_2(s)e^{\alpha_- x}, x > x_0, \end{cases}$$
where $\alpha_\pm = \pm \sqrt{s}$. Similarly, Laplace transforming the boundary conditions we obtain \hspace{2cm}
(24)
$$\frac{d \tilde{C}(x, s | x_0)}{dx} (x = 0) = 0,$$
and \hspace{2cm}
(25)
$$\frac{d \tilde{C}(x, s | x_0)}{dx} (x = L) = 0.$$
Finally, the initial condition is translated to two matching
conditions at the initial position of the particle, one for the continuity of the Laplace transform of the probability density

\[ \mathcal{C}_+(x,s|x_0) = \mathcal{C}_-(x,s|x_0), \]  

(F5)

and one for the Laplace transform of the fluxes

\[ -1 = D \left[ \frac{d\mathcal{C}_+(x,s|x_0)}{dx} \right]_{x=0} - \frac{d\mathcal{C}_-(x,s|x_0)}{dx} \right]_{x=0}, \]  

(F6)

which is obtained by integrating both sides of the Laplace transformed diffusion equation (Eq. (F1)) over an infinitesimally small interval surrounding the initial position. Note that the 1 on the left-hand side comes from the Laplace transform of the delta function initial condition.

Imposing these conditions produces a system of four equations with four unknowns, from which we obtain

\[
\begin{align*}
A_1(s) &= \text{csch}(L\sqrt{s}) \cosh(\sqrt{s}(t-x_0)) \frac{\tanh(\sqrt{s})}{2\sqrt{s}}, \\
B_1(s) &= A_1(s), \\
A_2(s) &= \text{coth}(L\sqrt{s}) - 1 \cosh(u\sqrt{s}) \frac{\tanh(\sqrt{s})}{2\sqrt{s}}, \\
B_2(s) &= \text{coth}(L\sqrt{s}) + 1 \cosh(u\sqrt{s}) \frac{\tanh(\sqrt{s})}{2\sqrt{s}}.
\end{align*}
\]

(F7)

2. First passage time to an absorbing boundary at \( a \)

We now assume that \( x_0 \in [0,a] \), where \( 0 < a < b < L \), and repeat the exact same procedure but with different boundary conditions, \( \frac{\partial \mathcal{C}(x,t|x_0)}{\partial x} \big|_{x=0} = 0 \) and \( C(a|x_0) = 0 \). The Laplace transformed boundary conditions are

\[ \mathcal{C}_+(a,s) = 0, \]  

(F8)

and

\[ \frac{d\mathcal{C}_+(x,s)}{dx} \big|_{x=0} = 0. \]  

(F9)

Solving, we get

\[
\begin{align*}
A_1(s) &= \frac{\text{sech}(L\sqrt{s}) \sinh((a-x_0)\sqrt{s})}{2\sqrt{s}}, \\
B_1(s) &= A_1(s), \\
A_2(s) &= \frac{\text{tanh}(L\sqrt{s}) - 1 \cosh(x_0\sqrt{s})}{2\sqrt{s}}, \\
B_2(s) &= \frac{\text{tanh}(L\sqrt{s}) + 1 \cosh(x_0\sqrt{s})}{2\sqrt{s}}.
\end{align*}
\]

(F10)

The Laplace transform first-passage probability is given by

\[ \langle T_f(a|x_0) \rangle = \left. \frac{d\mathcal{C}_+(x,s) \big|_{x=a}}{ds} \right|_{s=0} \]  

(F11)

\[ = \text{sech} \left( a \sqrt{\frac{s}{D}} \right) \cosh \left( x_0 \frac{\sqrt{s}}{D} \right) \]

The Laplace transform is a moment generating function, the mean first-passage time is given by

\[ \langle T_f(a|x_0) \rangle = \left. \frac{d\mathcal{C}_+(a,s)}{ds} \right|_{s=0} = \frac{a^2 - x_0^2}{2D}. \]  

(F12)

Appendix G: Diffusion with drift on the positive half line with a reflecting boundary condition at the origin

1. The conserved propagator

We compute the propagator for the diffusion equation with drift, Eq. (52), with the initial condition \( C(x,t=0|x_0) = \delta(x-x_0) \) and boundary conditions \( \frac{\partial C(x,t|x_0)}{\partial x} \big|_{x=0} = 0 \) and \( C(x \to \infty,t|x_0) = 0 \). The drift velocity is \( v > 0 \) and its direction is towards the reflecting boundary at zero.

Laplace transforming the diffusion equation we have

\[ s\mathcal{C}(x,s|x_0) - \delta(x-x_0) = D \frac{d^2 \mathcal{C}(x,s|x_0)}{dx^2} + v \frac{d\mathcal{C}(x,s|x_0)}{dx}. \]  

(G1)

This is a second-order, linear, non-homogeneous differential equation. It has general spatial coordinate-dependent solution

\[ \mathcal{C}(x,s|x_0) = \begin{cases} 
\mathcal{C}_{<} = A_1(s) e^{\alpha_+ x} + B_1(s) e^{\alpha_- x}, & x < x_0, \\
\mathcal{C}_{>} = A_2(s) e^{\alpha_+ x} + B_2(s) e^{\alpha_- x}, & x > x_0,
\end{cases} \]  

(G2)

where \( \alpha_+ = \frac{1}{2D} \left[ -v \pm \sqrt{v^2 + 4Ds} \right] \).

At \( x_0 \) we impose two matching conditions, one for the propagator

\[ \mathcal{C}_{<}(x_0,s) = \mathcal{C}_{>}(x_0,s), \]  

(G3)

and one for the fluxes (by integrating both sides of the transformed diffusion equation around an infinitesimally small interval)

\[ -1 = D \left[ \left. \frac{d\mathcal{C}_+}{dx} \right|_{x=x_0} - \left. \frac{d\mathcal{C}_-}{dx} \right|_{x=x_0} \right] \]  

(G4)

where the 1 in the left-hand side comes from the Laplace transform of the delta function initial condition.

Finally, the transformed boundary conditions are

\[ \mathcal{C}_{>}(x \to \infty,s) = 0, \]  

(G5)

and

\[ v\mathcal{C}_{<}(0,s) + D \frac{d\mathcal{C}_{<}(x,s)}{dx} \big|_{x=0} = 0. \]  

(G6)
Solving, we get
\[
\begin{align*}
A_1(s) &= \left. e^{-s \alpha_0} \frac{\partial C(x, s \mid x_0)}{\partial x} \right|_{x = 0} = 0 \\
B_1(s) &= \frac{\partial C(x, s \mid x_0)}{\partial x} \left|_{x = 0} \right. \left( \alpha - \alpha_a \right) \\
A_2(s) &= 0 \\
B_2(s) &= A_1(s) - \frac{\partial C(x, s \mid x_0)}{\partial x} \left( \alpha - \alpha_a \right).
\end{align*}
\]  
\tag{G7}

2. First-Passage Time to an absorbing boundary at \( a \)

We now repeat the exact same process but with different boundary conditions, \( \frac{\partial C(x, s \mid x_0)}{\partial x} \mid_{x = 0} = 0 \) and \( C(a \mid x_0) = 0 \). The Laplace transformed boundary conditions are
\[
\tilde{C}_a(a, s) = 0,
\tag{G8}
\]  
and
\[
\left. \frac{d\tilde{C}_a(x, s)}{dx} \right|_{x = 0} = 0.
\tag{G9}
\]

Solving, we get
\[
\begin{align*}
A_1(s) &= \frac{\alpha - \nu_0 \left( \alpha - \alpha_a \right)}{\nu_0 \nu_a \left( \alpha - \alpha_a \right)} \\
B_1(s) &= \frac{\partial \tilde{C}_a(x, s \mid x_0)}{\partial x} \left|_{x = 0} \right. \\
A_2(s) &= 0 \\
B_2(s) &= \frac{\partial \tilde{C}_a(x, s \mid x_0)}{\partial x} \left|_{x = 0} \right.
\end{align*}
\]  
\tag{G10}

The Laplace transform first-passage probability is given by
\[
\tilde{T}_f(x = a, s) = -D \left. \frac{d\tilde{C}_a(x, s \mid x_0)}{dx} \right|_{x = a} = e^{(a-x_0)(\alpha - \alpha_a)} \left( \alpha - \alpha_a \right).
\tag{G11}
\]

The Laplace transform is a moment generating function, the mean first-passage time is given by
\[
\langle T_f(a \mid x_0) \rangle = - \left. \frac{d\tilde{T}_f(a, s)}{ds} \right|_{s = 0} = D \left( e^{-\frac{v_0}{v}} + e^{-\frac{v_0}{v}} \right) / v^2.
\tag{G12}
\]

Appendix H: Diffusion in a logarithmic potential on the positive half line with a reflecting boundary condition at the origin

1. The conserved propagator

We compute the propagator for the Smoluchowski equation with a logarithmic potential (Eq. (55)), the initial condition \( C(x, t = 0 \mid x_0) = \delta(x - x_0) \) and the boundary conditions
\[
\left. \frac{D^2 \tilde{C}(x, s \mid x_0)}{dx^2} + \frac{U_0}{\zeta x} \tilde{C}(x, s \mid x_0) \right|_{x = 0} = 0 \text{ and } C(x \rightarrow \infty, t \mid x_0) = 0.
\]
Laplace transforming Eq. (55) we obtain
\[
\frac{d^2 \tilde{C}(x, s \mid x_0)}{dx^2} + \frac{d}{dx} \left( \frac{U_0}{D\zeta x} \tilde{C}(x, s \mid x_0) \right) - \frac{s}{D} \tilde{C}(x, s \mid x_0) + \frac{\delta(x - x_0)}{D} = 0,
\tag{H1}
\]
which is a second order, inhomogeneous ordinary differential equation.

Following Ray and Reuveni [107], we start by employing the change of variables \( \tilde{C}(x, s \mid x_0) = \chi(e^\gamma \tilde{C}(x, s \mid x_0)) \), where \( n = 1/2 - U_0/2D\zeta = 1 - \gamma \) and we note that \( (n-1)(n+U_0/D\zeta) = -\gamma^2 \). For every \( x \neq x_0 \), Eq. (H1) then reads
\[
\frac{d^2 \tilde{C}(x, s \mid x_0)}{dx^2} + \frac{1}{x} \frac{d \tilde{C}(x, s \mid x_0)}{dx} - \left( \frac{\gamma^2}{x^2} + \frac{s}{D} \right) \tilde{C}(x, s \mid x_0) = 0,
\tag{H2}
\]
which is a modified Bessel’s equation. The general solution for \( \tilde{C}(x, s \mid x_0) \) is
\[
\tilde{C}(x, s \mid x_0) = \frac{A_1(s)I_\nu(\sqrt{\nu^2 x}) + B_1(s)K_\nu(\sqrt{\nu^2 x})}{x} \left( x > x_0 \right)
\quad \frac{A_2(s)I_\nu(\sqrt{\nu^2 x}) + B_2(s)K_\nu(\sqrt{\nu^2 x})}{x} \left( x < x_0 \right),
\tag{H3}
\]
where \( I_\nu(\cdot) \) and \( K_\nu(\cdot) \) are modified Bessel functions of the first and second kind of order \( \nu \), respectively. Recalling that \( \tilde{C}(x, s \mid x_0) = e^\gamma \tilde{C}(x, s \mid x_0) \), the general solution for \( C(x, s \mid x_0) \) is
\[
C(x, s \mid x_0) = \chi(x - x_0) \nu^\nu \left( A_1(s)I_\nu(\sqrt{\nu^2 x}) + B_1(s)K_\nu(\sqrt{\nu^2 x}) \right) \left( x > x_0 \right)
\quad \left( A_2(s)I_\nu(\sqrt{\nu^2 x}) + B_2(s)K_\nu(\sqrt{\nu^2 x}) \right) \left( x < x_0 \right).
\tag{H4}
\]

To determine the linear combination coefficients \( A_i(s) \) and \( B_i(s) \) we consider the initial and boundary conditions. First, the boundary condition \( \tilde{C}(x \rightarrow \infty, s \mid x_0) = 0 \) requires that \( A_1 = 0 \), since in the limit \( x \rightarrow \infty \) we have \( I_\nu(x) \rightarrow \infty \) and \( K_\nu(x) \rightarrow 0 \). The other boundary condition is
\[
\left. \frac{D \partial \tilde{C}(x, s \mid x_0)}{dx} + \frac{U_0}{\zeta x} \tilde{C}(x, s \mid x_0) \right|_{x = 0} = 0.
\]
Imposing this condition is not straightforward, first we note that since \( U_0 + \nu D(1 - 2\nu) = 0 \) we have
\[
\frac{\sqrt{\nu}}{e^\nu} \left( A_2I_{\nu-1}(\sqrt{\nu^2 }) - B_2K_{\nu-1}(\sqrt{\nu^2 }) \right) = 0.
\tag{H5}
\]
As \( \nu \rightarrow 0 \), we take the limiting forms of \( I_\nu \) and \( K_\nu \) and impose that this quantity must be equal to zero. We then get that for all \( \nu < 1 \)
\[
B_2(s) = \frac{2 \sin(\pi \nu)}{\pi} A_2(s).
\tag{H6}
Next, Eq. (H4) must be continuous at \( x_0 \), which translates to

\[
B_1(s) = A_2(s) \frac{I_v(\sqrt{D}x_0)}{K_v(\sqrt{D}x_0)} + B_2(s). \tag{H7}
\]

The last condition comes from integrating Eq. (H1) over a very small interval \([x_0 - \Delta, x_0 + \Delta]\), which gives

\[
\left[ \frac{d\tilde{C}(x, s \mid x_0)}{dx} \right]_{x_0 - \Delta}^{x_0 + \Delta} + \left( \frac{U_0}{D^2} \right) \tilde{C}(x, t \mid x_0)_{x_0 - \Delta}^{x_0 + \Delta} - \frac{s}{D} \int_{x_0 - \Delta}^{x_0 + \Delta} \tilde{C}(x, s \mid x_0)dx + \frac{1}{D} \int_{x_0 - \Delta}^{x_0 + \Delta} \delta(x - x_0)dx = 0. \tag{H8}
\]

The imposed continuity of \( \tilde{C}(x, s \mid x_0) \) at \( x_0 \) means that as we take \( \Delta \to 0 \) the two middle terms go to zero. The last term goes to \( 1/D \) (by definition of the delta function), and we are left with the condition

\[
\lim_{\Delta \to 0} \left[ \frac{d\tilde{C}(x, s \mid x_0)}{dx} \right]_{x_0 - \Delta}^{x_0 + \Delta} = -\frac{1}{D}. \tag{H9}
\]

Plugging Eq. (H4) into Eq. (H9) we obtain

\[
(B_2(s) - B_1(s)) \left[ K_v(\sqrt{D}x_0) - \frac{s}{D} \int_{x_0 - \Delta}^{x_0 + \Delta} \frac{\delta(x - x_0)}{dx} \right] - A_2(s) \left[ I_v(\sqrt{D}x_0) + \frac{s}{D} \int_{x_0 - \Delta}^{x_0 + \Delta} \frac{\delta(x - x_0)}{dx} \right]
\]

\[
= -\frac{x_0^\nu}{D}. \tag{H10}
\]

Equations (H6), (H7) and Eq. (H10) constitute a system of linear equations. Solving, we obtain

\[
B_1(s) = \frac{x_0^\nu}{D} I_v(\sqrt{D}x_0),
\]

\[
A_2(s) = \frac{x_0^\nu}{D} K_v(\sqrt{D}x_0), \tag{H11}
\]

\[
B_2(s) = A_2(s) \frac{2\sin(\pi \nu)}{\pi}.
\]

The conserved propagator is thus (note that \( \nu < 1 \))

\[
\tilde{C}(x, s \mid x_0) = \frac{x}{D} \left( \frac{x_0}{x} \right)^\nu \times
\]

\[
\begin{cases}
I_v(\sqrt{D}x_0) K_v(\sqrt{D}x), & x > x_0, \\
K_v(\sqrt{D}x_0) I_v(\sqrt{D}x) + \frac{2\sin(\pi \nu)}{\pi} K_v(\sqrt{D}x), & x < x_0.
\end{cases} \tag{H12}
\]

2. First-passage time to a point \( b \), different than the origin

While the distribution of the first-passage time to the origin for a particle diffusing in a logarithmic potential is known [104], it is crucial to realize that under the logarithmic potential, the first-passage time depends explicitly on the target location \( b \), and not just on \( |b - x_0| \), i.e., the distance to it. For our calculation, we require the distribution of the first-passage time to the target upper boundary \( b > 0 \), which is rederived in this appendix for completeness.

To compute the first-passage distribution we first write the differential equation for the Green’s function of diffusion in logarithmic potential (Eq. (55)), where we require the initial condition \( C(x, t = 0 \mid x_0) = \delta(x - x_0) \) and boundary conditions \( C(b, t \mid x_0) = 0 \) and \( C(x \to \infty, t \mid x_0) = 0 \).

Following Ray and Reuveni [107] we note that Eq. (55) is a Forward Fokker-Planck equation for which the corresponding backward Fokker-Planck equation is [108]

\[
\frac{\partial C(x, t \mid x_0)}{\partial t} = -\frac{U_0}{\xi_0} \frac{\partial C(x, t \mid x_0)}{\partial x_0} + D \frac{\partial^2 C(x, t \mid x_0)}{\partial x_0^2}. \tag{H13}
\]

By integrating out \( x \) in Eq. (H13) over the entire domain we get the corresponding partial differential equation for the survival probability

\[
\frac{\partial S(t \mid x_0)}{\partial t} = -\frac{U_0}{\xi_0} \frac{\partial S(t \mid x_0)}{\partial x_0} + D \frac{\partial^2 S(t \mid x_0)}{\partial x_0^2}. \tag{H14}
\]

The initial condition \( C(x, t = 0 \mid x_0 > b) = \delta(x - x_0) \) corresponds to \( S(t = 0 \mid x_0 > b) = 1 \). Thus, when Laplace-transforming Eq. (H14) we obtain

\[
\frac{d^2 \tilde{S}(s \mid x_0)}{dx_0^2} - \frac{U_0}{\xi_0} \frac{d \tilde{S}(s \mid x_0)}{dx_0} - \frac{s}{D} \tilde{S}(s \mid x_0) = -\frac{1}{D}. \tag{H15}
\]

which is a second order, inhomogeneous ordinary differential equation. To convert it to a homogeneous equation we consider the transformation \( \tilde{S}(s \mid x_0) = \tilde{z}(s \mid x_0) + \frac{1}{2} \), which yields

\[
\frac{d^2 \tilde{z}(s \mid x_0)}{dx_0^2} - \frac{U_0}{\xi_0} \frac{d \tilde{z}(s \mid x_0)}{dx_0} - \frac{s}{D} \tilde{z}(s \mid x_0) = 0. \tag{H16}
\]

To solve, we employ the change of variables \( \tilde{z}(s \mid x_0) = x_0^\nu \tilde{y}(s \mid x_0) \), where \( \nu = 1/2 + U_0/2D\xi_0 \) and note that \( \nu = 1/2 + U_0/2D\xi_0 \). Equation (H16) then reads

\[
\frac{x_0^\nu}{D} \frac{d^2 \tilde{y}(s \mid x_0)}{dx_0^2} + x_0 \frac{d \tilde{y}(s \mid x_0)}{dx_0} - \left( \frac{s}{D} x_0^\nu + \nu^2 \right) \tilde{y}(s \mid x_0) = 0, \tag{H17}
\]

which is a modified Bessel’s equation. The general solution is

\[
\tilde{y}(s \mid x_0) = A(s) I_\nu \left( \frac{s}{D} x_0 \right) + B(s) K_\nu \left( \frac{s}{D} x_0 \right), \tag{H18}
\]

where \( I_\nu(\cdot) \) and \( K_\nu(\cdot) \) are modified Bessel functions of the first and second kinds of order \( \nu \), respectively. Recalling that \( \tilde{z}(s \mid x_0) = x_0^\nu \tilde{y}(s \mid x_0) \) and that \( \tilde{S}(s \mid x_0) = \tilde{z}(s \mid x_0) + \frac{1}{2} \), the
general solution is
\[
\tilde{S}(s | x_0) = A(s)x_0^2 K_v \left( \frac{s}{D} \right) + B(s)x_0 K_v \left( \frac{s}{D} \right) + \frac{1}{s},
\]
(H19)

To determine the combination coefficients \(A(s)\) and \(B(s)\) we consider the initial and boundary conditions. In the limit \(s \to \infty\) we have \(\tilde{S}(t | x_0) \to 1\), hence \(\tilde{S}(s | x_0) \to \frac{1}{s}\). Taking this limit in Eq. (H19) we obtain the condition
\[
A(\infty) x_0^2 K_v (\frac{s}{D}) + B(\infty) x_0 K_v (\frac{s}{D}) = 0.
\]
As \(x_0 \to \infty\), \(I_v(\frac{s}{D}) \to \infty\) and \(K_v(\frac{s}{D}) \to 0\), and so for the condition to hold we must set \(A(s) = 0\). This gives
\[
\tilde{S}(s | x_0) = B(s)x_0 K_v \left( \frac{s}{D} \right) + \frac{1}{s}.
\]
(H20)

The other boundary condition is an absorbing boundary condition at \(b\). In terms of the survival probability it states \(\tilde{S}(s | b) = 0\). By imposing this condition on Eq. (H20) we obtain
\[
B(s) = -\frac{1}{s b^v K_v \left( \frac{\sqrt{D} b}{\sqrt{s}} \right)}.
\]
(H21)

Thus, the Laplace transform of the survival probability is
\[
\tilde{S}(s | x_0) = \frac{1}{s} \left[ 1 - \left( \frac{x_0}{b} \right)^v \frac{K_v \left( \frac{\sqrt{D} x_0}{\sqrt{s}} \right)}{K_v \left( \frac{\sqrt{D} b}{\sqrt{s}} \right)} \right].
\]
(H22)

Recall that \(S(t | x_0) = 1 - \int_0^t f(t' | x_0) dt'\), where \(f(t | x_0)\) is the first-detection distribution of a particle with initial state \(x_0\). It is thus apparent that its Laplace transform is (note \(b > 0\))
\[
\hat{T}(b, s | x_0) = \left( \frac{x_0}{b} \right)^v \frac{K_v \left( \frac{\sqrt{D} x_0}{\sqrt{s}} \right)}{K_v \left( \frac{\sqrt{D} b}{\sqrt{s}} \right)}.
\]
(H23)
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