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Abstract
We show that any total preorder on a set with \( \binom{n}{2} \) elements coincides with the order on pairwise distances of some point collection of size \( n \) in \( \mathbb{R}^{n-1} \). For linear orders, a collection of \( n \) points in \( \mathbb{R}^{n-2} \) suffices. These bounds turn out to be optimal. We also find an optimal bound in a bipartite version for total preorders and a near-optimal bound for a bipartite version for linear orders. Our arguments include tools from convexity and positive semidefinite quadratic forms.

1 Introduction

The study of distances among points in Euclidean space is a topic in discrete geometry that has stimulated a lot of research and has interconnected several areas of mathematics. Two striking examples are Erdős problems on unit distances and distinct distances [2].

In this note, we study the following combinatorial problem on Euclidean distances. For a positive integer \( n \), we define \( \{n\} = \{1, 2, \ldots, n\} \). Let \( P \) be a collection of points \( p_i \) for \( i \in \{n\} \) in \( d \)-dimensional Euclidean space in general position. Under these assumptions, the point collection \( P \) induces a total preorder on the family of pairs

\[
D_n = \binom{\{n\}}{2} = \{(i, j) : 1 \leq i < j \leq n\},
\]

given by \((i_1, i_2) \leq (j_1, j_2)\) if and only if \( \|p_{i_1} - p_{i_2}\| \leq \|p_{j_1} - p_{j_2}\| \). When \( P \) induces pairwise distinct distances, this preorder is also antisymmetric and thus it is a linear order on \( D_n \).

Is every total preorder on \( D_n \) obtainable in this way? What about linear orders?
We will show that every given total preorder or linear order is achievable if and only if \( d \) is large enough with respect to \( n \). Our main result is an optimal bound on the minimal dimension required for this to happen.

**Theorem 1.** Let \( n \geq 3 \) be an integer.
- The minimal dimension into which any linear order on $D_n$ can be induced by the pairwise distances of a point collection in $\mathbb{R}^d$ is $d = n - 2$.

- The minimal dimension into which any total preorder on $D_n$ can be induced by the pairwise distances of a point collection in $\mathbb{R}^d$ is $d = n - 1$.
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\caption{Example of induced preorder on $D_4$}
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We also study a bipartite version of this problem. Consider collections $P$ and $Q$ of $n$ and $m$ points on $d$-dimensional Euclidean space, respectively. We allow each of $P$ and $Q$ to have repeated points, however we require each point of $P$ to be distinct from each point of $Q$.

If the points of $P$ are $p_i$ for $i \in [n]$ and the points of $Q$ are $q_i$ for $i \in [m]$, now the pair $(P, Q)$ induces a total preorder in the family of pairs

$$B_{n,m} = \{ (i,j) : i \in [n], j \in [m] \},$$

given by $(i_1, i_2) \leq (j_1, j_2)$ if and only if $\|p_{i_1} - q_{i_2}\| \leq \|p_{j_1} - q_{j_2}\|$.

We show also an optimal bound for the minimal dimension where every total preorder on $B_{n,m}$ is obtainable in this way. For the linear order case, we give a near-optimal result.

**Theorem 2.** Let $n \geq 2$ be an integer.

- The minimal dimension $d$ into which any linear order on $B_{n,m}$ can be induced by the pairwise distances between two point collections in $\mathbb{R}^d$ satisfies
  \[\min(n, m) - 1 \leq d \leq \min(n, m)\].

- The minimal dimension $d$ into which any total preorder on $B_{n,m}$ can be induced by the pairwise distances between two point collections in $\mathbb{R}^d$ is $d = \min(n, m)$.

As a reminder, a total preorder on a set $X$ is a reflexive and transitive relation $\leq$ in which every two elements of $X$ can be compared. We say that $x < y$ if
$x \leq y$ is in the relation but $y \leq x$ is not. We say that $x \equiv y$ if and only if $x \leq y$ and $y \leq x$. It is immediate that $\equiv$ is an equivalence relation on $X$ and that $\leq$ induces a linear order on the equivalence classes. If $\leq$ is antisymmetric, then each equivalence class has exactly one element, so $\leq$ is itself a linear order on $X$.

Note that when $d = 2$, the unit distance problem and the distinct distances problem impose restrictions on the size and number of equivalence classes induced by $\leq$, respectively.

We divide the proof of Theorem 1 in two sections. In Section 2 we provide our lower bounds. We exhibit for each $n \geq 3$ a linear order on $D_n$ that cannot be induced from a family of $n$ points in $\mathbb{R}^{n-3}$. We also exhibit a preorder that cannot be induced from a family of $n$ points in $\mathbb{R}^{n-2}$.

In Section 3 we use a powerful lemma on Euclidean distances and positive semidefinite matrices to induce any given linear order on $D_n$ from a point family in $\mathbb{R}^{n-2}$. To introduce our technique, first we prove that any preorder on $D_n$ can be attainable in $\mathbb{R}^{n-1}$. We then show how to adapt the technique to reduce the required dimension in the case of linear orders.

In a similar way, we divide the proof of Theorem 2 in two sections. In Section 4 we show our lower bounds. We provide a linear order and a linear preorder on $B_{n,n}$ that cannot be induced from two collections of points with cardinality $n$ in $\mathbb{R}^{n-1}, \mathbb{R}^n$, respectively. This will suffice to obtain the lower bounds since $B_{n,n}$ is a subset of $B_{r,s}$, when $n = \min(r, s)$.

In Section 5 we adapt the technique showed in Section 3.

2 Complete case, lower bounds

If $n = 3$, it is clear that we need $d \geq 1$ to attain every possible linear order on $D_3$. Thus, the first non-trivial case is $n = 4$. We claim that there is no point collection in $\mathbb{R}$ that induces a linear order on $D_4$ with the following relations:
1. $(1, 4)$ is the (unique) maximal element of the linear order
2. $(1, 2) < (1, 3)$
3. $(2, 4) < (3, 4)$

The proof is quite simple in this case: since $(1, 4)$ is the maximal element, this forces $p_1$ and $p_4$ to be the extremal points in the geometric configuration. We may assume without loss of generality that $p_1$ is the leftmost point and $p_4$ is the rightmost point. The second relation forces $p_2$ to be closer to $p_1$ than $p_3$, but this contradicts the last relation.

![Figure 3: Case n = 4](image)

The constructions for larger values of $n$ require a careful selection of prescribed relations and convexity arguments. We begin by proving a geometric auxiliary result and a corollary.

**Proposition 3.** Let $P = \{p_1, \ldots, p_{d+1}\}$ be a set of $d + 1$ affinely independent points in $\mathbb{R}^d$. For $i \in [d + 1]$ let $\Pi_i$ be the hyperplane spanned by $P \setminus \{p_i\}$ and $H_i$ the closed halfspace defined by $\Pi_i$ in which $p_i$ lies.

Let $\Pi$ be a hyperplane such that $p_1$ lies in one of its open halfspaces, which we call $H^+$, and such that $P \setminus \{p_1\}$ is contained in the (closed) complement $H^-$. Then the closure $\Delta'$ of
$$H^+ \cap H_2 \cap \ldots \cap H_{d+1}$$

is a simplex contained in the simplex
$$\Delta = H_1 \cap H_2 \cap \ldots \cap H_{d+1}.$$

**Proof.** Let $x$ be a point in
$$H^+ \cap H_2 \cap \ldots \cap H_{d+1}.$$

This point lies in the convex cone $H_2 \cap \ldots \cap H_{d+1}$ that can be partitioned by $\Pi_1$ into $\Delta$ and a region $R$. If $x$ does not lie in $H_1$, then $x$ is in the region $R$ and therefore the segment $p_1 x$ intersects the convex hull of $P \setminus \{p_1\}$ in a point $y$.

On the one hand, $y$ would be on the segment $p_1 x$, whose endpoints are in $H^+$. This implies that $y$ is in $H^+$. On the other hand, $y$ would be a convex combination of the points in $P \setminus \{p_1\}$, all of which lie in $H^-$. By convexity, $y$ itself would be in $H^-$. This is a contradiction.

We conclude that $x$ lies in $H_1$, and since it originally lies in $H_2 \cap \ldots \cap H_{d+1}$, then it is in $\Delta$. Since $\Delta$ is closed, we conclude $\Delta' \subseteq \Delta$.

\[\square\]
By repeatedly applying the lemma above, we have the following consequence.

**Corollary 4.** Let \( P = \{p_1, \ldots, p_{d+1}\} \) be a set of \( d + 1 \) affinely independent points in \( \mathbb{R}^d \). For \( i \in [d + 1] \) let \( H_i \) be a hyperplane such that \( p_i \) lies on one of its open halfspaces \( H_i \), and \( P \setminus \{p_i\} \) is contained in the complement of \( H_i \). Then the closure \( \Delta' \) of \( H_1 \cap H_2 \cap \cdots \cap H_{d+1} \) is a (possibly empty) simplex contained in the simplex spanned by \( P \).

**Proposition 5.** Let \( n \geq 4 \) be an integer. Then there is no collection of \( n \) points \( P \) in general position in \( \mathbb{R}^{n-3} \) that induces a linear order on \( D_n \) including the following in the relation:

1. For any pair \( (i, j) \) in \( D_{n-3} \) and a pair \( (k, l) \) in \( D_n \setminus D_{n-3} \), we have \( (i, j) > (k, l) \).
2. For any pair \( (i, j) \in [n-3] \times \{n-2, n-1, n\} \) and a pair \( (k, l) \) in \( D_n \setminus ([n-3] \times \{n-2, n-1, n\}) \) we have \( (i, j) < (k, l) \).

**Figure 4:** Relations for order in \( D_n \)

**Proof.** We proceed by contradiction. Suppose that there is a point collection \( P = (p_1, p_2, \ldots, p_n) \) that induces a linear order \( \leq \) on \( D_n \) with the given relations. Since \( \leq \) is a linear order, all points from \( P \) are distinct and all pairwise distances of \( P \) are also different.

Let \( \Pi \) be the affine hyperplane spanned by \( p_1, \ldots, p_{n-3} \). Among the points \( p_{n-2}, p_{n-1}, p_n \), two of them lie on the same open halfspace defined by \( \Pi \). Without loss of generality, we may assume they are \( p_{n-2} \) and \( p_{n-1} \). We now show that \( p_{n-1} \) lies in the simplex \( \Delta \) spanned by \( \{p_1, \ldots, p_{n-2}\} \).

To do so, for \( i \in [n-3] \) let \( \Pi_i \) be the perpendicular bisector hyperplane to the segment \( p_{n-2}p_{n-1} \) and \( \Pi_{n-2} = \Pi \), the hyperplane spanned by \( \{p_1, \ldots, p_{n-3}\} \). For \( i \) in \( [n-2] \) let \( H_i \) be the open halfspace of \( \Pi_i \) on which \( p_i \) lies.

By the relations in (1), the distances among points \( p_i, p_j \) with \( i, j \in [n-3] \) are the largest. This implies that for distinct \( i, j \in [n-3] \) we have \( \|p_i - p_j\| > \)
\[ \|p_j - p_{n-2}\|, \text{ so } p_j \text{ is on the opposite open halfspace defined by } \Pi_i \text{ as } p_i. \] 
This means that \( H_1, \ldots, H_{n-2} \) satisfy the hypothesis of Corollary 4 and therefore the closure \( \Delta' \) of \( H_1 \cap \ldots \cap H_{n-2} \) is contained in \( \Delta \). To finish the proof of our claim, note that the relations in (2) imply that the next largest distances are among points \( p_i, p_j \) with \( i, j \in \{n-2, n-1, n\} \), so the remaining distances are smaller than these. In particular, for every \( i \) in \([n-3]\) we have that

\[ \|p_{n-1} - p_{n-2}\| > \|p_{n-1} - p_i\|, \]

and thus \( p_{n-1} \) lies in \( H_i \). Since \( p_{n-1} \) was originally chosen to be in \( H_{n-2} \), we conclude that \( p_{n-1} \) is in \( \Delta' \subseteq \Delta \), as claimed.

An analogous proof shows that \( p_{n-2} \) lies in the simplex spanned by \( P\setminus\{p_{n-2}, p_n\} \). We conclude that \( p_{n-2} = p_{n-1} \), a contradiction to \( P \) having \( n \) distinct points.

Now we focus on the lower bound for total preorders.

**Proposition 6.** Let \( n \geq 3 \) be an integer. Then there is no collection of \( n \) points \( P \) in \( \mathbb{R}^{n-2} \) that induces a preorder on \( D_n \) in which \( (n-1, n) \) is a unique minimal element and the rest of the pairs belong to a single and maximal class.

**Proof.** Suppose that a point collection \( P = (p_1, \ldots, p_n) \) induces the required relations. In particular, we require all distances among the points \( P \setminus \{p_{n-1}\} \) to be equal, so these \( n-1 \) points must be the vertices of a regular simplex. Similarly, \( P \setminus \{p_n\} \) must be the vertices of a regular simplex. Without loss of generality, these simplices have side length 1.

There are only two ways in which these conditions may happen simultaneously. The first one is that \( p_{n-1} = p_n \), but this contradicts the fact that \( \|p_{n-1} - p_n\| > 0 \). The second one is that \( p_{n-1} \) is the reflection of \( p_n \) with respect to the hyperplane through \( P \setminus \{p_{n-1}, p_n\} \). But in this case, a standard calculation for the height of the simplex implies that

![Figure 5: Proof for \( n = 5 \) in the plane](image-url)
\[\|p_{n-1} - p_n\| = 2\sqrt{\frac{n-1}{2(n-2)}} > 1 = \|p_1 - p_2\|,\]

which contradicts the required relation \((n-1, n) \leq (1, 2)\).

The lower bound in the case of preorders can be obtained in other ways. For example, Yugai [6] proves that the maximal number of times a diameter can appear in a point set on \(n\) points in \(\mathbb{R}^{n-2}\) is \(\binom{n-1}{2} + n - 3 < \binom{n}{2}\). Therefore, any preorder that imposes more than this number of diameters will be impossible to attain. For a deeper study on the maximal number of times a diameter of a point set can appear, see [3] and the references therein.

### 3 Complete case, upper bounds

We offer two proofs for our upper bounds. The first one relies on a powerful lemma by Schoenberg [5] that characterizes families of real numbers that can appear as Euclidean distances induced by a point set. We refer the reader to the text by Matoušek [4] for a nice and short proof of the following result using linear algebra. We also sketch another proof that uses a result by Dekster and Wilker [1].

**Theorem 7.** Let \(m_{ij}\), for \(i, j \in [n+1]\) be nonnegative real numbers with \(m_{ij} = m_{ji}\) for all \(i, j\) and \(m_{ii} = 0\) for all \(i\). Then there exist points \(p_1, \ldots, p_{n+1}\) in \(\mathbb{R}^n\) with \(\|p_i - p_j\| = m_{ij}\) for all \(i, j\) if and only if the \(n \times n\) matrix \(G\) with entries

\[g_{ij} = \frac{1}{2}(m_{(n+1)i}^2 + m_{(n+1)j}^2 - m_{ij}^2)\]

for \(i, j \in [n]\) is positive semidefinite.

Note that Theorem 7 does not guarantee that the points \(p_1, \ldots, p_{n+1}\) are distinct. To illustrate our technique, we begin by proving the upper bound in the case of preorders.

**Proposition 8.** Any total preorder \(\leq\) on \(D_n\) can be induced by a collection of \(n\) points in \(\mathbb{R}^{n-1}\).

**Proof.** Let \(\equiv\) be the equivalence relation induced on \(D_n\) by \(\leq\). Since \(\leq\) induces a linear order on the equivalence classes, we may name them as follows:

\[Q_1 < Q_2 < \ldots < Q_m.\]

Let \(\epsilon > 0\) be a sufficiently small real number to be determined later. We define the following numbers:
\[ m_{ij} = \begin{cases} 
0 & \text{if } i = j \\
1 + ke & \text{if } i < j \text{ and } (i, j) \in Q_k \\
1 + ke & \text{if } i > j \text{ and } (j, i) \in Q_k 
\end{cases} \]

From this definition, it is clear that \( m_{ij} = m_{ji} \). Consider now the \((n-1) \times (n-1)\) matrix \( G \) with entries

\[ g_{ij} = \frac{1}{2}(m_{ni}^2 + m_{nj}^2 - m_{ij}^2) \]

for \( i, j \in [n] \). We claim that if \( \epsilon \) is small enough, then \( G \) is positive definite. Indeed, the values \( g_{ij} \) depend continuously on the values \( m_{ij} \), and these in turn depend continuously on \( \epsilon \). As \( \epsilon \to 0 \), we get that

\[
G \to \begin{pmatrix}
2 & 1 & 1 & \cdots & 1 \\
1 & 2 & 1 & \cdots & 1 \\
1 & 1 & 2 & \cdots & 1 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 2
\end{pmatrix}
\]

The matrix on the right hand side corresponds to the quadratic form

\[ (x_1, \ldots, x_n) \mapsto 2 \left( \sum_{i=1}^{n} x_i^2 + \sum_{1 \leq i < j \leq n} x_i x_j \right) = \left( \sum_{i=1}^{n} x_i \right)^2 + \sum_{i=1}^{n} x_i^2, \]

which is positive definite.

The subset of \( M_n(\mathbb{R}) \) consisting of positive definite matrices is open. So we may set \( \epsilon > 0 \) as a number such that \( G \) is positive definite. By Theorem 7, there are \( p_1, \ldots, p_n \) in \( \mathbb{R}^{n-1} \) such that \( \|p_i - p_j\| = m_{ij} \) for all \( i, j \). Since distances between distinct points are non zero, it remains to prove that \( P = (p_1, p_2, \ldots, p_n) \) induces the given preorder \( \leq \) on \( D_n \).

Indeed, if \((i, j) \leq (k, l)\), then there are indices \( m_1 \leq m_2 \) such that \((i, j) \in Q_{m_1}\) and \((k, l) \in Q_{m_2}\), and then

\[ \|p_i - p_j\| = 1 + m_1 \epsilon \leq 1 + m_2 \epsilon = \|p_k - p_l\|. \]

If it is not the case that \((i, j) \leq (k, l)\), then \((k, l) < (i, j)\), so there are indices \( m_2 < m_1 \) such that \((i, j) \in Q_{m_1}\) and \((k, l) \in Q_{m_2}\). Thus, we have

\[ \|p_i - p_j\| = 1 + m_1 \epsilon > 1 + m_2 \epsilon = \|p_k - p_l\|, \]

which shows that we do not have \((i, j) \leq (k, l)\) in the induced relation. Therefore, we recover exactly the relations given by \( \leq \) with the order of pairwise distances of \( P \).
An alternative proof can be obtained with the following result of Dekster and Wilker [1]. For each \( n \in \mathbb{N} \), there exists \( \lambda(n) \) such that for any collection of \( \binom{n+1}{2} \) lengths satisfying \( \lambda(n) \leq m_{ij} \leq 1; i, j = 1, \ldots, n+1, i \neq j \) there exist points \( p_1, \ldots, p_{n+1} \) of an \( n \)-simplex in \( \mathbb{R}^n \) such that \( m_{ij} = |p_i - p_j| \). Thus, we can set the values of \( m_{ij} \) in the interval \( [\lambda(n), 1] \) satisfying the prescribed preorder conditions.

A careful adaptation of any of the previous arguments yields the desired result for linear orders. We show how to do this following the ideas in the first proof.

**Proposition 9.** Any linear order \( \leq \) on \( D_n \) can be induced by a collection of points in \( \mathbb{R}^{n-2} \).

**Proof.** Let \( \leq \) be a linear order on \( D_n \), and let \( N = \binom{n}{2} \). Then all the elements in \( D_n \) can be listed as follows:

\[
(i_1, j_1) < (i_2, j_2) < \ldots < (i_N, j_N).
\]

Without loss of generality, we may assume that \((i_1, j_1) = (n-1, n)\).

Let \( \epsilon > 0 \) be a sufficiently small real number to be determined later. For \((i, j) \neq (n-1, n)\) we define the numbers

\[
m_{ij} = \begin{cases} 
0 & \text{if } i = j \\
1 + k\epsilon & \text{if } i < j \text{ and } (i, j) = (i_k, j_k) \\
1 + k\epsilon & \text{if } i > j \text{ and } (j, i) = (i_k, j_k)
\end{cases}
\]

Now we consider two matrices simultaneously. One is the \((n-2) \times (n-2)\) matrix \( G \) with entries

\[
g_{ij} = \frac{1}{2}(m_{(n-1)i}^2 + m_{(n-1)j}^2 - m_{ij}^2)
\]

for \( i, j \in [n-2] \). The other one is the \((n-2) \times (n-2)\) matrix \( H \) with entries

\[
h_{ij} = \frac{1}{2}(m_{ni}^2 + m_{nj}^2 - m_{ij}^2)
\]

for \( i, j \in [n-2] \).

As in the proof of Proposition 8, there is an \( \epsilon_1 > 0 \) such that if \( \epsilon < \epsilon_1 \), then \( G \) is positive definite. Similarly, there is an \( \epsilon_2 > 0 \) such that if \( \epsilon < \epsilon_2 \), then \( H \) is positive definite. So if \( \epsilon < \min(\epsilon_1, \epsilon_2) \), by Theorem 7 we can find point sets \( p_1, \ldots, p_{n-1} \) and \( q_1, \ldots, q_{n-2}, q_n \) such that

\[
\|p_i - p_j\| = m_{ij} \quad \text{for } i, j \in [n-1] \\
\|q_i - q_j\| = m_{ij} \quad \text{for } i, j \in [n-2] \cup \{n\}
\]

The point collections \( P' = (p_1, \ldots, p_{n-2}) \) and \( Q' = (q_1, \ldots, q_{n-2}) \) have the same pairwise distances, so there is an isometry that takes one to the other. Thus, we may assume that \( p_i = q_i \) for \( i \in [n-2] \). Let \( \pi \) be the hyperplane of \( \mathbb{R}^{n-2} \) spanned by \( \{p_1, \ldots, p_{n-2}\} \). After possibly a reflection of \( q_n \) with respect to \( \pi \), we may assume that \( p_{n-1} \) and \( q_n \) lie on the same halfspace defined by \( \pi \).
As $\epsilon \to 0$, $P'$ and $Q'$ converge to be the vertices of a unit regular $(d - 2)$-dimensional simplex. Therefore, as $\epsilon \to 0$, we have $\|p_{n-1} - q_n\| \to 0$. Choose $\epsilon_3$ so that $0 < \|p_{n-1} - q_n\| < 1$ if $0 < \epsilon < \epsilon_3$.

Fix a value of $\epsilon$ such that $0 < \|p_{n-1} - q_n\| < \epsilon_3$.

Choose $\epsilon_3$ so that $0 < \|p_{n-1} - q_n\| < 1$ if $0 < \epsilon < \epsilon_3$.

Fix a value of $\epsilon$ such that $\epsilon < \min(\epsilon_1, \epsilon_2, \epsilon_3)$.

We set $p_n := q_n$. Note that $p_n \neq p_{n-1}$ as otherwise we would get the contradiction

$$m_1(n-1) = \|p_1 - p_{n-1}\| = \|p_1 - p_n\| = m_1 n.$$  

We claim that $P = (p_1, p_2, \ldots, p_n)$ induces the linear order $\leq$ on $D_n$.

Indeed, if we have $(i_k, j_k) < (i_l, j_l)$, then $k < l$. If $k = 1$ (i.e, we are not considering $(n-1, n)$) then

$$\|p_{i_k} - p_{j_k}\| = 1 + k\epsilon < 1 + l\epsilon = \|p_{i_l} - p_{j_l}\|,$$

so the relation given by $\leq$ is recovered.

If $k = 1$, we have a relation of the form $(n-1, n) < (i_l, j_l)$, and we note that

$$\|p_{n-1} - p_n\| < 1 + l\epsilon = \|p_{i_l} - p_{j_l}\|,$$

and this means that the relation is recovered as well.

\[\square\]

4 Bipartite case, lower bounds

For each $n \geq 3$ we show a linear order in $B_{n,n}$ such that no pair of point collections $(P, Q)$ in $\mathbb{R}^{n-2}$ induces the respective linear order. This proves that the minimal dimension $d$ in which every linear order in $B_{r,s}$ is obtainable as pairs of distances from two collections $(P, Q)$ both in $\mathbb{R}^d$ satisfies $d > \min(r, s) - 2$, since we can consider $n = \min(r, s)$ and a total order in $B_{r,s}$ such that contains the proposed total order in $B_{n,n}$.

We start with the bound for linear orders.

**Proposition 10.** There are no two collections of $n$ points each, in $\mathbb{R}^{n-2}$ that induce a linear order on $B_{n,n}$, including the following relation:

- For each $i \in [n]$, consider

$$(i, i) < (i + 1, i) < (i + 2, i) < \cdots < (i - 1, i)$$  \hspace{1cm} (1)

where subscripts are taken mod $n$.

**Proof.** We proceed by contradiction. Assume there exist point collections $P = (p_1, \ldots, p_n), Q = (q_1, \ldots, q_n)$ in $\mathbb{R}^{n-2}$ that induce the desired linear order in $B_{n,n}$. Let $H_i$ denote the halfspace that contains $p_i$ and is defined by the perpendicular bisector of the segment $p_i p_{i+1}$.

Note that the set of conditions imply that $q_i$ lies in $\cap_{j \neq i-1} H_j$, so the collection of halfspaces $\{H_1, \ldots, H_n\}$ satisfies that any $n - 1$ of them have non empty intersection. Thus, $\{H_1, \ldots, H_n\}$ is a finite family of convex sets in
$\mathbb{R}^{n-2}$ satisfying Helly’s theorem hypothesis, therefore $\cap_{j \in [n]} H_j$ is non empty. Finally, let $q \in \cap_{j \in [n]} H_j$, by the definition of the halfspaces $H_i$, we have $\|q - p_i\| < \|q - p_{i+1}\|$ for each $i \in [n]$, thus

$$\|q - p_1\| < \|q - p_2\| < \cdots < \|q - p_n\| < \|q - p_1\|,$$

implying $\|q - p_1\| < \|q - p_1\|$ which is a contradiction. □

Now we focus on the bound for total preorders. In order to do this, we first show how order conditions on the distances can impose affine independence requirements for the set of points.

**Lemma 11.** Let $n, d$ be positive integers, and $P = (p_1, \ldots, p_n), Q = (q_1, \ldots, q_n)$ two collections of points in $\mathbb{R}^d$. Suppose the following relations are satisfied:

- For $i = 1, 2$, $\|p_i - q_1\| = \|p_i - q_2\| = \cdots = \|p_i - q_n\|$.
- For each $i \in \{3, \ldots, n-1\}$,
  $$\|p_i - q_1\| = \|p_i - q_2\| = \cdots = \|p_i - q_{n+2-i}\| < \|p_i - q_{n+3-i}\| = \cdots = \|p_i - q_n\|$$
- $\|p_n - q_1\| < \|p_n - q_2\| < \cdots < \|p_n - q_n\|$.
- $\|p_1 - q_1\| < \|p_2 - q_1\|.$

Then the points $p_1, \ldots, p_n$ are affinely independent.

**Proof.** Note that the second condition implies $q_1, \ldots, q_n$ are distinct, while the third condition ensures $p_1$ different from $p_2$. Thus, $p_1, p_2$ are affinely independent and the line spanned by these two points lies in the subspace given by the intersection of the perpendicular bisectors of $q_1, \ldots, q_n$.

![Figure 6: Case n = 3.](image-url)

We claim that for each $k \in [n-1]$, the points $p_1, \ldots, p_k$ are affinely independent and its spanned affine subspace lies in the subspace given by the intersection of
the pairwise perpendicular bisectors of the points \( q_1, \ldots, q_{n+2-k} \). We proceed by induction on \( k \). Our base case is given above, for \( k = 2 \).

Assume we have shown the case \( k = m \). Now we prove both statements for \( k = m + 1 \). The second one follows immediately, since the first condition gives us \( \|p_{m+1} - q_i\| = \|p_{m+1} - q_j\| \) for all \( i, j \in [n + 1 - m] \), so \( p_{m+1} \) lies in the intersection of the perpendicular bisectors of points \( q_1, \ldots, q_{n+1-m} \). Therefore, the affine subspace spanned by \( p_1, \ldots, p_{m+1} \) lies in the intersection of the desired perpendicular bisectors.

Now, assuming \( p_{m+1} \) lies in the affine subspace spanned by \( p_1, \ldots, p_m \) leads to a contradiction since it will lie in the intersection of all pairwise perpendicular bisectors of the points \( q_1, \ldots, q_{n+1-m} \), implying \( \|p_{m+1} - q_{n+1-m}\| = \|p_{m+1} - q_i\| \) for all \( i \in [n + 1 - m] \), contradicting the second condition of our statement. Therefore, \( p_{m+1} \) must be affinely independent from \( p_1, \ldots, p_m \), which concludes our induction.

Thus, \( p_1, \ldots, p_k \) are affinely independent for each \( k \in [n-1] \), and its spanned affine subspace lies in the intersection of the perpendicular bisectors of the points \( q_1, \ldots, q_{n+2-k} \).

Finally, since \( p_1, \ldots, p_{n-1} \) are affinely independent and lie in the perpendicular bisector of \( q_1, q_2 \), the condition \( \|p_n - q_1\| < \|p_n - q_2\| \) implies \( p_1, \ldots, p_n \) are affinely independent, as desired. \( \square \)

We are now ready to provide the construction for our lower bound.

**Proposition 12.** There are no two collections of \( n \) points each, in \( \mathbb{R}^{n-1} \) such that they induce a total preorder on \( B_{n,n} \), including the following relations:

- For \( i = 1, 2 \), \((i, 1) \equiv (i, 2) \equiv \cdots \equiv (i, n)\).
- For each \( i \in \{3, \ldots, n-1\} \),
  \[(i, 1) \equiv (i, 2) \equiv \cdots \equiv (i, n+2-i) < (i, n+3-i) \equiv \cdots \equiv (i, n)\].
- \((n, 1) < (n, 2) < \cdots < (n, n)\).
- \((1, 1) < (2, 1)\).

Where \((i, j) \equiv (r, s)\) means we have \((i, j) \leq (r, s)\) and \((r, s) \leq (i, j)\). And \((i, j) < (r, s)\) means \((i, j) \leq (r, s)\) without \((r, s) \leq (i, j)\).

**Proof.** Suppose there exists \( P = (p_1, \ldots, p_n), Q = (q_1, \ldots, q_n) \) that induce the desired total preorder. These collections of points will satisfy all hypothesis stated in \( \square \). Therefore \( p_1, \ldots, p_{n-1} \) are affinely independent, and the affine subspace spanned by these points lie in the affine subspace given by the intersection of the perpendicular bisectors of points \( q_1, q_2, q_3 \).

Note that the affine subspace spanned by \( p_1, \ldots, p_{n-1} \) has dimension \( n-2 \), thus, by the dimension theorem we conclude that the affine subspace generated by \( q_1, q_2, q_3 \) has dimension at most 1 since these subspaces are orthogonal to each other in \( \mathbb{R}^{n-1} \). Equivalently, \( q_1, q_2, q_3 \) are collinear. Finally, the intersection of the three perpendicular bisectors defined by the points \( q_1, q_2, q_3 \) must be non empty, which happens only if at least two of them are equal, contradicting that \( q_1, \ldots, q_n \) are pairwise distinct. \( \square \)
5 Bipartite case, upper bounds

In this section we will adapt our arguments given in Section 3 for the bipartite case. We start by showing every total preorder in $B_{n,m}$ can be attainable by two collections of points in $\mathbb{R}^{\min(n,m)}$.

**Proposition 13.** Any total preorder $\leq$ on $B_{n,m}$ can be induced by two point collections $P, Q$ of $n, m$ points in $\mathbb{R}^{\min(n,m)}$ respectively.

**Proof.** Assume $\min(n, m) = n$. We proceed in a similar fashion as in Proposition 8. For each $i \in [m]$ there exists $\epsilon_i$ small enough such that there exist points $p^i_1, \ldots, p^i_n, q_i$ in $\mathbb{R}^n$ such that:

$$\|p^i_j - p^i_k\| = 1 + \epsilon_i,$$

$$\|p^i_j - q_i\| = 1 + r\epsilon_i,$$

Where $r$ is the position of the class of $(j, i)$ in the prescribed total preorder.

Note that $P^i = \{p^i_1, \ldots, p^i_n\}$ form a regular simplex for each $i$, with side length $1 + \epsilon_i$. We can assume that the points $p^i_1, \ldots, p^i_n, q_i$ were constructed using the same $\epsilon$ satisfying $0 < \epsilon < \min(\epsilon_1, \ldots, \epsilon_m)$. Thus, the point collections $P^i$ have the same pairwise distances for $i = 1, \ldots, m$, so there are isometries taking each one to the same simplex. Under these mappings, we obtain $P = (p_1, \ldots, p_n)$, $Q = (q_1, \ldots, q_m)$ in $\mathbb{R}^n$ that induce the desired preorder in $B_{n,m}$.

Since any linear order is also a total preorder, we immediately have the following.

**Corollary 14.** Any linear order $<$ on $B_{n,m}$ can be induced by two collections $P, Q$ of $n, m$ points in $\mathbb{R}^{\min(n,m)}$ respectively.

6 Discussion

We have shown that $d - 2$ is the minimal dimension into which every total preorder on $D_n$ can be induced by the order of the pairwise distances of $n$. In the case of linear orders on $D_n$, this minimal dimension can be reduced to $n - 3$.

For the bipartite variant, we completely solve the total preorder case, where we show that the minimal dimension into which every total preorder on $B_{m,n}$ can be induced by the order of the pairwise distances of two collections $P$ and $Q$ of $m$ and $n$ points respectively in $\mathbb{R}^{\min(m,n)}$. In the case of linear orders, we reduce the minimal dimension to only two possibilities: either $\min(m, n)$ or $\min(m, n) - 1$.

The proof of Proposition 9 may give the impression that the hypothesis can be weakened to only require a total preorder with a unique minimal element, to which we will associate the distance $\|p_{n-1} - p_n\|$. The proof will fail, as witnessed by the counterexample in the remark on diameters after the proof of Proposition 6.
The main problem when replicating the argument is that there will be no guarantee that the constructed points are distinct. Also, it is not possible to adapt the argument for Proposition 9 to the bipartite case directly in order to show that dimension \( \min(n, m) - 1 \) suffices. The problem is that the naïve construction does not offer a way to compare the minimal distances obtained for constructions corresponding to different \( q_i \)'s. This leaves the following open problem.

**Problem 1.** For \( n \geq 2 \) an integer determine if the minimal dimension into which any linear order \( B_{n,m} \) can be induced by the pairwise distances between two point collections in \( \mathbb{R}^d \) is \( \min(n, m) - 1 \) or \( \min(n, m) \).

Finding the minimal dimension into which every total preorder or linear order is achievable is only a first step. The following much more general problems can be studied.

**Problem 2.** For each \( n \) and \( d \), characterize the linear orders (resp. total preorders) on \( D_n \) that can be induced from the ordering of pairwise distances of a point collection of size \( n \) in \( \mathbb{R}^d \).

**Problem 3.** For \( m, n, d \), characterize the linear orders (resp. total preorders) on \( B_{m,n} \) that can be induced from the ordering of pairwise distances of point collections \( P \) and \( Q \) in \( \mathbb{R}^d \) of sizes \( m \) and \( n \) respectively.

We expect a full characterization to be out of reach of current tools in the area, as e.g. a full solution to the total preorders problem in the complete case would imply a solution to the maximum number of diameter pairs problem \[3\]. Nevertheless, any partial progress would shed additional light on the complex behaviour of pairwise distances of points in Euclidean space.
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