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Abstract

Single-cell RNA-seq datasets are growing in size and complexity, enabling the study of cellular composition changes in various biological/clinical contexts. Scalable dimensionality reduction techniques are in need to disentangle biological variation in them, while accounting for technical and biological confounders. In this work, we extend a popular approach for probabilistic non-linear dimensionality reduction, the Gaussian process latent variable model (Lawrence, 2004), to scale to massive single-cell datasets while explicitly accounting for technical and biological confounders. The key idea is to use an augmented kernel which preserves the factorisability of the lower bound allowing for fast stochastic variational inference. We demonstrate its ability to reconstruct latent signatures of innate immunity recovered in Kumasaka et al. (2021) with 9x lower training time. We further analyse a COVID dataset and demonstrate that this framework enables data integration while capturing interpretable signatures of infection. Specifically, we explore COVID severity as a latent dimension to refine patient stratification and capture disease-specific gene expression.

1. Introduction

The development of single-cell transcriptomics technologies (scRNA-seq) has led to the discovery of new cell types in tissues and of cellular composition changes associated with disease, aging or experimental perturbations. Dimensionality reduction and unsupervised learning techniques are widely adopted to identify patterns in scRNA-seq data, capturing complex biological phenomena (e.g. cell differentiation). With datasets growing in size and complexity (often including many samples generated across multiple laboratories, conditions and individuals), models that resolve both technical and biological confounders (e.g. batch effect, inter-individual variation, proliferation signatures) are needed to learn interpretable representations of cell states.

The Gaussian Process Latent Variable Model (GPLVM) has been previously used as a non-linear probabilistic method for dimensionality reduction, trajectory inference and noise reduction in single-cell data (Campbell and Yau (2015); Buettner et al. (2015); Ahmed et al. (2019); Verma and Engelhardt (2020)). This model allows for uncertainty in inferences and mathematically-consistent incorporation of additional information on biological processes through priors, for example to model spatio-temporal dependencies between cells (Svensson et al. (2018); Velten et al. (2022)). However, existing implementations either lack the ability to account for confounding covariates or are too inefficient for application to large datasets.

In this work, we extend the GPLVM to attain scalability across large scRNA-seq datasets through an augmented kernel function which jointly accounts for both technical and biological covariates, and successfully demonstrate its ability to capture biologically interpretable signatures from an innate immunity dataset (Kumasaka et al., 2021) and a COVID infection dataset (Stephenson et al., 2021).

2. Methods

2.1. Model

The GPLVM uses a Gaussian process (GP) to define a non-parametric mapping from a set of latent variables to gene expression. The covariance function of the GP controls the inductive biases of the mapping, controlling properties like smoothness and periodicity. (See Rasmussen and Williams (2006) for an extensive review on GPs). Let the gene expression data be represented by \( \{ y_n \}_{n=1}^{N} \equiv Y \in \mathbb{R}^{N \times D} \) where \( N \) denotes the number of cells and \( D \) the number of genes. We wish to capture the most significant factors of variation in \( Y \) by learning a \( Q \) dimensional latent encoding...
per cell, \( \{x_n\}_{n=1}^N \equiv X \in \mathbb{R}^{N \times Q} \) where \( Q < D \) provides dimensionality reduction.

The core component of this model is a sparse GP (Hensman et al., 2013) that models latent effects, also allowing to include additional terms for random effects associated with known technical or biological confounding covariates (via a design matrix \( \Phi \)) as in Kumasaka et al. (2021),

\[
Y = \underbrace{F}_{\text{Sparse GP}} + \underbrace{\Phi}_\text{design matrix} \times \underbrace{B}_\text{random effects} + \underbrace{\epsilon}_\text{noise model}. \tag{1}
\]

The model above renders the likelihood non-factorisable (see section B.1), preventing truly scalable inference through mini-batching. In the sections below, we interpret the additive model above as a GP with an augmented kernel function that jointly models the process \( F + \Phi B \). Then, replacing this joint GP with a sparse GP makes the formulation amenable to stochastic variational inference (SVI),

\[
Y = \underbrace{F}_\text{GP with augmented kernel} \times \underbrace{B}_\text{augmented formulation} + \underbrace{\epsilon}_\text{noise model}. \tag{2}
\]

Below sections will unpack each component of the generative model and present the formulation amenable to SVI.

**2.1.1. SPARSE GP**

The sparse GP component is a stack of \( D \) independent Gaussian processes \( F \equiv \{f_d\}_{d=1}^D \), with each column modelling a particular gene expression profile,

\[
f_d \sim \mathcal{N}(\mu_f \mathbb{1}_N, \sigma_f^2 K_{nn}), \tag{3}
\]

where \( \sigma_f^2 \) controls the scaling of the data in column \( D \). The matrix \( K_{nn} \) is the usual GP covariance matrix computed with a kernel function of choice on latent inputs \( X \).

To avoid the \( O(N^3) \) scaling we introduce inducing variables per gene dimension \( \{u_d\}_{d=1}^D \equiv U, u_d \in \mathbb{R}^M \). The \( u_d \)'s are evaluations of \( f_d \) at inducing inputs \( Z \in \mathbb{R}^{M \times Q} \) which lie in latent space (Hensman et al., 2013). Similar to \( F \),

\[
u_d \sim \mathcal{N}(0, \sigma_u^2 K_{mm}), \tag{4}
\]

\[
f_d | u_d \sim \mathcal{N}(K_{nm}^{-1} K_{mm}^{-1} u_d, \sigma_u^2 (K_{nn} - K_{nm} K_{mm}^{-1} K_{mn})).
\]

Further, \( K_{nn}, K_{mm} \) and \( K_{nm} \) represent covariance matrices computed on latent inputs \( X \), inducing inputs \( Z \) and \( X, Z \) respectively. The data noise model is given by,

\[
\epsilon_n \sim \mathcal{N}(0, \sigma_\epsilon^2).
\]

**2.1.2. AUGMENTING THE KERNEL FUNCTION**

This section describes a formulation where we interpret \( F + \Phi B \) as a joint process (a sum of Gaussian processes). Let, \( \tilde{F} = F + \Phi B \) where the columns \( \tilde{f}_d \sim \mathcal{N}(\mu_f \mathbb{1}_N + \Phi \zeta, K_{nn} + \nu \Phi \Phi^T) \) are distributed identically (\( \zeta \) is identical across columns \( D \)). We use straight-forward identities to derive the mean and covariance for the joint process,

\[
\mathbb{E}(\tilde{f}_d) = \mathbb{E}(f_d) + \mathbb{E}(\Phi B) = \mu_f \mathbb{1}_N + \Phi \zeta, \tag{5}
\]

\[
\text{Cov}(\tilde{f}_d) = \text{Cov}(f_d) + \text{Cov}(\Phi B) = K_{nn} + \nu \Phi \Phi^T, \tag{6}
\]

where we assume a constant mean \( \mu_f \in \mathbb{R} \) for the \( f \) process, the design matrix \( \Phi \) with covariates is specified and \( \zeta \) encapsulates the mean of random effects \( B \). The mean parameters \( \mu_f \) and \( \zeta \) are model hyperparameters learnt during training. The expression matrix \( Y \) is driven by this joint process \( F \) with columns \( \tilde{f}_d \) distributed as individual Gaussian processes,

\[
p(\tilde{F}) = \prod_{d=1}^D p(\tilde{f}_d) = \prod_{d=1}^D \mathcal{N}(\Phi \zeta, K_{nn} + \nu \Phi \Phi^T), \tag{7}
\]

where the term \( \nu \Phi \Phi^T \) contributes a linear kernel term added to the canonical kernel \( K_{nn} \), driven by the kernel function described below. The parameter \( \nu \in \mathbb{R} \) controls the scaling over the linear kernel. We assume that the gene expression is affected by cell cycle and other biological effects. These effects are not known a priori, and have to be inferred from the data. For \( Q \)-dimensional latent vectors \( x_1, x_2 \in \mathbb{R}^Q \), the kernel function designed to capture these effects is given by the product of a periodic and SE-ARD \((k_{rbf})\) kernel (each acting on non-overlapping dimensions of the \( Q \) dimensional latent variable), where the periodic term models the cell cycle effect and the \( k_{rbf} \) captures the other effects,

\[
k_f(x, x') = \sigma_f^2 \exp \left\{ \frac{-2 \sin^2(|x_1 - x'_1|/2)}{l_1^2} \right\} \tag{8}
\]

\[
\times \exp \left\{ -\sum_{q=2}^Q \frac{(x_q - x'_q)^2}{2q^2} \right\} + \nu \Phi \Phi^T
\]

\[
= k_{per} \times k_{rbf} + k_{lin}. \tag{9}
\]

The hyperparameters for the mean and covariance are collected in \( \theta = \{\sigma_f^2, \{q\}_{q=1}^Q \nu, \mu_f, \zeta\} \).

Let \( \tilde{K}_{nn} = K_{nn} + \nu \Phi \Phi^T \); it is important to clarify how the cross-covariance terms \( \tilde{K}_{nm} \) and \( \tilde{K}_{mm} \), are computed in the augmented formulation. The inducing inputs/locations \( Z \) now have to incorporate additional dimensions to account for linear kernel term. Hence, they have dimension \( M \times (Q + \text{col. dim}(\Phi)) \). One can think of this as a partitioning of \( Z = [Z_{\text{per}} | Z_{\text{rbf}}] | Z_{\text{lin}} \) where the first \( Q \) columns feed into \( k_{per} \times k_{rbf} \) and the columns corresponding to the col. dim(\( \Phi \)) are used to compute the linear kernel term,

\[
\tilde{K}_{nm} = K_{nm} + \nu \Phi Z_{\text{lin}}^T \tag{10}
\]

\[
\tilde{K}_{mm} = K_{mm} + \nu Z_{\text{lin}} Z_{\text{lin}}^T \tag{11}
\]

where \( K_{nm} \) and \( K_{mm} \) have been computed on the first \( Q \) columns \( Z_{\text{per}} \times Z_{\text{rbf}} \).
2.1.3. Variational Formulation

The joint probabilistic model is given by,

\[ p(Y, \tilde{F}, \tilde{U}) = p(Y|\tilde{F}, \Sigma) p(\tilde{F}|\tilde{U}) p(\tilde{U}|Z) \]

where \( q(u_d|Z) = \mathcal{N}(m_d, S_d) \) with \( S_d \) is a dense \( M \times M \) covariance matrix. \( \{m_d, S_d\}_{d=1}^{D} \) are global variational parameters.

We use the standard stochastic variational evidence lower bound (ELBO) which preserves factorisation across the data points \( N \), and the final bound used to generate the results takes the form,

\[ \log \mathbb{E} \left[ \log p(Y) \right] \geq \sum_{n=1}^{N} \sum_{d=1}^{D} \left\{ \log \mathcal{N}(y_{n,d}|\tilde{k}_{n}K_{mn}^{-1}m_d, \sigma^2_{y}) - \frac{q_{n,n}^{2}}{2\sigma^2_{y}} \right\} - \frac{\text{Tr}(S_dA_n)}{2\sigma^2_{y}} - \text{KL}(q(\tilde{U}|Z)||p(\tilde{U}|Z)), \]

where \( A_n = \tilde{k}_{m,n}K_{mn}^{-1}\tilde{k}_{m,n} \) is the \( n^{th} \) column of \( K_{mn} \), and \( q_{n,n} \) is the \( n^{th} \) diagonal entry of the matrix \( Q_{nn} \) defined earlier. Note that this is the multi-output lower bound used by Hensman et al. (2013) in a regression context and by Lalchand et al. (2022) in an unsupervised context with variational inference over \( X \), whereas in here we learn a point-estimate for \( X \). We include our algorithm in Appendix C.

2.2. Data

The innate immunity dataset (Kumasaka et al. (2021)) comprises gene expression profiles of 22,188 primary dermal fibroblasts from 68 donors exposed to two stimulants to mimic innate immune response: (1) the synthetic dsRNA Poly(I:C) for primary antiviral and inflammatory responses, and (2) Interferon-beta (IFN-beta) for secondary antiviral response. Cells were processed in 128 plates representing the technical batch. The COVID dataset (Stephenson et al. (2021)) consists of gene expression profiles of peripheral blood mononuclear cells from a cohort of 107 patients with varying severities of COVID-19 and 23 healthy individuals. Samples have been collected and processed at three different sites (Sanger, Cambridge, Newcastle). We sampled 5% (32,368 cells) and 10% (54,941 cells) of the full dataset for dimensionality reduction comparison analysis (Fig. 7-8) and latent severity analysis, respectively. For the encoder dimensionality reduction experiment, we used the full dataset (647,366 cells).

For all datasets, their gene expression counts were normalized to sum up to 10,000 counts per cell and \( \log(x + 1) \) transformed as per the standard practice of preprocessing. For dimensionality reduction analysis, we selected the 5000 most highly variable genes, as in Scany (Wolf et al., 2018).

2.3. Model Inference

Across all datasets, our model inference was done by initializing latent variables by the \( Q \)-largest principal components of the data, and utilizing expression of S, G2 and M state gene markers to initialise the cell cycle latent variable. (See Appendix D for a detailed discussion on initialization). The models were trained using learning rates of \( 5 \times 10^{-3} \) to \( 10^{-2} \) for \( \sim 50 \) epochs with batch sizes of \( \sim 200-700 \) data points for SVI. We observe that, training the model excluding the latent variables (i.e. the sparse GP) for few epochs with high learning rate before jointly optimising all parameters with a lower learning rate leads to good model performance.

3. Results

3.1. Reproducing Innate Immunity Analysis

We first tested our framework on a dataset previously analysed with the additive GPLVM framework (eq. 1) used in Kumasaka et al. (2021), to demonstrate the ability to capture validated latent variables at a fraction of the speed. Our run was about nine times faster (30 min compared to a baseline of 4.5 hours) and is able to reproduce key results described in Kumasaka et al. (2021). We were able to identify batch effects (Fig. 6) and capture the gene expression signature related to the cell cycle (Figure 1A). In addition, latent variables recover both biological variation (batch effect by the day of training and plate border effect) and the two main axes of biological variation in this data: (1) response to Poly(I:C) treatment, and (2) response to IFN-beta treatment from the naive state, mimicking primary and secondary immune response (as known as response pseudotime) (Fig. 1B).

3.2. Modelling COVID Severity with GPLVM

The ability to correct for confounders with random effects makes the GPLVM an amenable model for analysis of cohort-level scRNA-seq datasets. We applied our model on the COVID dataset encoding the site of collection and
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Figure 1. (A) Scatterplots of scaled expression of known cell cycle genes (UBE2C, CDC6, FN1). The dotted curves show the posterior mean expression estimates by GPLVM. Points are colored by predicted cell cycle phase. (B) UMAP embedding of innate immunity dataset latent space learnt by GPLVM. Cells are colored by treatment condition (pIC: Poly(I:C), IFN: interferon-beta) (left), primary immune response pseudotime latent variable (center) and secondary immune response pseudotime latent variable (right), as described by Kumasaka et al. (2021). Latent dimensions for hidden technical effects (batch and plate border effects) were excluded for UMAP embedding.

Figure 2. (A) Violin plots of latent COVID severity inferred by GPLVM for each patient in COVID study. Patients are ordered by the median latent severity (point) and colored by reported disease severity (worst clinical outcome). (B) Average expression of genes identified as variable across severities in perturbation experiment.

sample ID in the design matrix for random effects. We show performance of the model on tasks such as the identification of cell type clusters and accounting for batch effects, and compare to alternative dimensionality reduction approaches in Appendix E. One powerful feature of the GPLVM is its ability to incorporate covariates of interest in the latent dimensions to generate a meaningful dimensionality reduction. In cohort studies, patients are often grouped by disease severity using qualitative assessments, which can be inaccurate and do not fully reflect the true spectrum of observed severities. Incorporating a latent variable in the GPLVM to capture disease severity supports better patient stratification and detection of gene expression signatures predictive of clinical outcome. We demonstrate this feature by training the GPLVM on 54,941 cells from the COVID dataset with an additional continuous latent variable initialized on disease severity (converted to an integer encoding). After training, the GPLVM refines disease severity assignment in a meaningful and cell-specific manner: cells from healthy individuals and asymptomatic infected patients are placed closer together in latent severity than cells from symptomatic infections (Fig. 2A). Symptomatic cases are placed along a more fine grained spectrum of disease severity, which could be helpful to better classify cases. For example, in the moderate cases, we find that the predicted severity is significantly correlated with the days since onset of symptoms ($R^2 = 0.25$, p-val $< 2.2e^{-16}$, Fig. 10). In addition, we can use the generative model to predict genes that are most affected by changes in disease severity despite confounders. This is done by inputting a uniformly varying disease severity (with all other inputs set to be constant) to the sparse GP generative model, which outputs predicted gene expression for different levels of severity. Amongst the top 20 genes most affected by changes in severity, we find genes associated with interferon signalling (IRF7, ISG15), which is a recognized signature of COVID disease (Stephen-son et al. (2021)), markers of viral entry (HSPA5), as well as several cell type markers (e.g. KLRK1, TRBC1, CD7, KLRD1), potentially reflecting shifts in cell abundances in response to infection (Fig. 2B).

4. Summary

This work introduces an augmented kernel function to jointly model known and unknown technical and biological covariates in scRNA-seq datasets, with a formulation amenable for scale-up using stochastic variational inference. With datasets now collecting up to millions of cells, our SVI formulation can be combined with strategies such as amortized inference for application to massive scale datasets. We demonstrate scalability to very large datasets on the full COVID infection dataset (> 600k cells) in Appendix F, using neural network based encoders as variational approximations for GPLVM latent variables. We envision this model will have broad and flexible applications to population-scale scRNA-seq studies, where complex confounders and inter-individual variability need to be consistently accounted for,
as shown in our analysis on COVID severity. Our software is implemented in GPyTorch and can be integrated into existing libraries of probabilistic single-cell data analysis (scVI-tools) for making it accessible to the wider community.
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A. Graphical Model

Figure 3 depicts a graphical model of the sparse Gaussian process used in this paper.

![Graphical Model Diagram]

Figure 3. The probabilistic graphical model presented in this work. The unshaded circles denote latent variables to be inferred. The point estimate variational and model parameters are denoted by just their symbol. The dataset \( Y \) is informed by the sparse GPs, random effects and noise term. The latent variables \( x_n \) are inferred through a neural network encoder with weights \( \phi \), alternatively, just learnt as a point estimate.

B. Random Effects

The matrix \( B \) models random effects across \( P \) categorical and \( J \) continuous variables. Let \( c_p \) denote the number of levels of the \( p^{th} \) categorical variable. The design matrix \( \Phi \) has \( N \) rows and column dimension \( \sum_{p=1}^{P} c_p + J \) (there is a column per level per categorical variable and one for each continuous variable). Each cell (row of \( Y, y_n \)) is associated with a particular level within each of the \( P \) categories \(^1\). The \( n^{th} \) row of the design matrix \( \Phi \) would have a 1 in the columns to reflect membership to a particular category and reals in the columns which reflect co-efficients for the continuous covariates. The row dimension of \( B \) is \( \sum_{p} c_p + J \). The dimension of \( \Phi B \) is thus, \( N \times D \).

B.1. Additive Framework: Non-factorisability

In sparse GP additive model the final likelihood of the data \( Y \) can be expressed as,

\[
p(Y| F, B, \sigma_y^2) = \prod_{n=1}^{N} \prod_{d=1}^{D} \mathcal{N}(y_{n,d}| f_d(x_n) + (\Phi B)_{n,d}, \sigma_y^2) \\
= \prod_{d=1}^{D} \mathcal{N}(y_{d}| f_d(X) + (\Phi B)_{:,d}, \sigma_y^2) \\n\]

A common approach is to integrate out the random effects term \( B \) which we can do in closed form due to the linear dependence. We assume independence between the columns of \( B \), with each \( B_{d} \sim \mathcal{N}(\zeta_d, \Delta_d) \). Let \( \Sigma \) denote a diagonal matrix with entries \( \sigma_y^2 \) on the diagonal.

\(^1\)For example, if the two categories are gender (with 2 levels) and ethnicity (with 8 levels) then each cell \( y_n \) is associated with one of two levels in the gender category and one of eight levels in ethnicity category.
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\[ p(Y|F, \sigma^2_y) = \int \prod_{d=1}^D p(y_d|f_d, B_d)p(B_d)dB_d \]

\[ = \int \prod_{d=1}^D N(y_d|f_d(X) + (\Phi B)_d, \sigma^2_y N)p(B_d)dB_d \]

\[ = \int \prod_{d=1}^D N(y_d|f_d(X) + (\Phi B)_d, \Sigma)N(\zeta_d, \Delta_d)dB_d \]

\[ = \prod_{d=1}^D N(y_d|f_d(X) + \Phi \zeta_d, \Sigma + \Phi \Delta_d \Phi^T) \]

where \( \zeta_d \) is a vector of size \( \sum_{p=1}^P c_p + J \) and \( \Delta_d \) is a matrix of size \( (\sum_{p=1}^P c_p + J) \times (\sum_{p=1}^P c_p + J) \). Integrating out the random effects \( B \) from the likelihood introduces a dense covariance matrix \( \Phi \Delta_d \Phi^T \) in the likelihood. The non-factorisable likelihood (in each of the \( D \) output dimensions) prevents the application of stochastic mini-batching as we need the whole dataset in memory to compute a single gradient step. Instead, we present an alternative formulation in section 2.1.2 which subsumes the random effects within the kernel function and preserves factorisability.

C. Inference Algorithm

**Algorithm 1**: Stochastic Variational Inference for Scalable GPLVM with random effects

**Input**: ELBO objective \( L \), gradient based optimiser \( \text{optim()} \), training data \( Y = \{y_n\}_{n=1}^N \)

Initial model params:

\( \theta \) (covariance hyperparameters for GP mappings \( f_d \)),

\( \sigma^2_y \) (variance of the noise model),

\( X \equiv \{x_n\}_{n=1}^N \) (point estimates for latent covariates)

Initial variational params:

\( Z \in \mathbb{R}^{M \times (Q + \text{col.dim}(\Phi))} \) (inducing locations),

\( \lambda = \{m_d, S_d\}_{d=1}^D \) (global variational params for inducing variables per dimension \( u_d \)),

while not converged do

• Choose a random mini-batch \( Y_B \subset Y \).

• Form a mini-batch estimate of the ELBO:

\[ L(Y_B) = \frac{1}{N_B} \left( \sum_b \sum_d L_b,d \right) - \sum_d \text{KL}(q(u_d)||p(u_d|Z)) \]

• Gradient step: \( Z, \theta, \sigma^2_y, \lambda, X_B \equiv \{x_n\}_{n=1}^B \leftarrow \text{optim}(L(Y_B)) \)

end

return \( \theta, \sigma^2_y, Z, \lambda, X \)

D. Initialization and Training Configurations

In the experiments presented here, we use informative initializations for the GPLVM latent variables.

We use the expression of S, G2 and M state (cell cycle) gene markers to initialize the cell cycle effect latent variable modelled with periodic covariance (Note: S,G2, M denote the synthesis phase, cell growth phase and cell division phase in the cell cycle, respectively). While alternative analysis workflows suggest to regress out this signal before dimensionality reduction, the GPLVM provides a way to inject prior knowledge regarding this (through the periodic kernel and latent dimension initialisation). Overall, we can consider the GPLVM as a unified probabilistic framework that gives flexibility and consistency to analyse multiple covariates in the data. We initialize the other latent variables by top principal components of the data, which turn out to be interpretable in some cases, for example, by corresponding to known batch and technical effects in the data.
Table 1. Training configurations for the experimental results in the manuscript. The Innate Immunity experiment used a learning rate of 0.05 for the first 3 epochs and 0.005 thereafter.

| Experiment                        | Learning rate | Batch size | Epochs | Latent dim (Q)                                    | Col. dim(Φ) | Num inducing (M) |
|-----------------------------------|---------------|------------|--------|--------------------------------------------------|-------------|-----------------|
| Innate Immunity                   | 0.05 / 0.005  | 220        | 50     | $7 = 6 \text{ (rbf)} + 1 \text{ (periodic)}$    | 200         | 201             |
| COVID w/o severity                | 0.01          | 200        | 100    | $11 = 10 \text{ (rbf)} + 1 \text{ (periodic)}$  | 146         | 147             |
| COVID w. severity                 | 0.005         | 300        | 50     | $12 = 10 \text{ (rbf)} + 1 \text{ (periodic)} + 1 \text{ (sev.)}$ | 146         | 147             |

We find that informative initializations help model performance. Our software allows flexibility for incorporating various combinations of known and latent variables to be used with the periodic, linear and smooth components of our covariance function. For example, spatial coordinates corresponding to well location of sequencing plates can be input to the smooth component of the model as a known covariate if it is expected to reduce confounding effect. Additionally, when neural-network based encoders are used (as described in Appendix F), a cell cycle initialization vector can be passed as a known covariate to the periodic component of our kernel, somewhat mirroring to the process used in conditional VAEs.

We use a number of inducing variables strictly greater than the number of covariates (Col. dim (Φ)) used for the linear kernel as this is the minimum number of data points needed to define a hyperplane in Col. dim(Φ) dimensions.

We show an example of how the GPLVM diverges from initialization in a meaningful way on the COVID dataset in Fig. 12. Here we compare one GPLVM latent variable with the principal component provided during initialization. The two are correlated and both capture cell-type specific gene expression signatures (Fig. 12B). However, in PCA the cell type specific signal is confounded with the batch effect (Fig. 12C) while with GPLVM we can intuitively use this variable to distinguish NK cells (NK_{16hi}, NK_{56hi}) from T cell clusters (T CD4, T CD8, T gd).

We further note how the latent variable initialization varies as a function of the number of training iterations/epochs. Considering the first latent dimension of the GPLVM as the cell cycle (CC) effect along with 10 further dimensions initialised by the 10 PCs of the COVID dataset, Fig. 11 shows how they start to deviate significantly from the initial point as the number of iterations across the epochs increases. (The distance between an initial dimension and the optimised dimension is measured by their Root Mean Squared Deviation – RMSD). We observe that the CC effect is the least changed overall, implying that our initialization of the average CC gene expression well defines the latent dimension that captures CC effect. PC deviations are distinctly visible, specifically as the degree of deviation starts to spread out across a range of RMSD values.

An interesting effect observed while training the model on the Innate Immunity experiment is that overtraining can occur, albeit the effect is very subtle. Figure 4 shows the effect of running the model well past our stopping point (50 epochs) on the quality of the first latent variable in classifying batch effects. Quality of classification is measured as the percentage accuracy obtained using a standard classifier (a logistic regression) in being able to separate the two batches given just the first latent variable. The accuracy score drops slightly if training is continued well past 100 epochs in this experiment.

![Figure 4](image-url)  
*Figure 4. Effect of overtraining on the ability of the first latent variable (that captures batch effect) to classify batch one and two. After about a hundred epochs, the quality of the batch effect latent dimensions starts to diminish slightly.*
E. Dimensionality Reduction on Disease Cohort Dataset

We used the COVID dataset to assess the ability to identify cell type clusters while accounting for batch effects. We trained our model by encoding the site of collection and sample ID in the design matrix for random effects. We compared our model to PCA (dimensionality reduction without batch correction) and a conditional VAE for dimensionality reduction (scVI Lopez et al. (2018)) trained by encoding the same technical conditions as categorical covariates and the cell cycle initialization as a continuous covariate. We visualize the results by UMAP embedding of latent spaces and we quantify mixing between cell labels by measuring the fraction of k-nearest neighbors of a cell (k=100) harboring the same label (KNN purity). Our model was able to recover cell type clusters and minimize differences driven by batch effects, although scVI performs better on these tasks (Fig. 7).

In contrast to cVAE methods, the GPLVM latent dimensions, leveraging the initialization from linear PCA, capture interpretable biological information. For example, we find latent variables that capture the cell type-specific gene expression signatures (e.g. Platelets in LV1 and LV2, separation between B cell and NK/T cell lineage in LV3) (Fig. 8, top). Moreover, Stephenson et al. (2021) found increased differentiation of megakaryocyte (MK) cells (megakaryopoiesis) and platelet activation associated to COVID. One of the GPLVM latent variables was strongly associated with the expression of megakaryopoiesis genes in platelets (Fig. 8, middle) and this variable separates platelets from healthy and asymptomatic patients from those of patients with severe disease (Fig. 8, bottom). In contrast, none of the scVI latent variables were significantly associated with this signature.

F. Scaling up to Large Scale Dataset with Amortized Inference

In this version of the GPLVM, we variationally integrate out the latent variables $X$, with a standard normal prior $p(X)$, the mean and variance of the variational Gaussian distribution are parameterised as outputs of individual neural networks $G_{\phi_1}$ and $H_{\phi_2}$ with network weights $\phi_1$ and $\phi_2$. The network weights are shared across all the cells ($N$) enabling amortised learning (Bui and Turner, 2015).

$$q(X) = \prod_{n=1}^{N} \mathcal{N}(x_n; G_{\phi_1}(y_n), \text{diag}(H_{\phi_2}(y_n)))$$  \hspace{1cm} (19)$$

This function is usually referred to as the back-constraint or an encoder and its parameters are global, i.e. shared between all the data points and updated in each iteration. This allows for fast amortised inference as it precludes from learning free-form mean and standard deviations for each individual data point (cell). In other words, the number of variational (or model) parameters does not grow with the number of data points. We choose to model the covariance of each $x_n$ a diagonal covariance as this leads to better behaviour while training (as opposed to when a dense covariance is allowed).

Figure 5 shows results of a run using this variational set-up on the full COVID dataset comprising of over 600K cells, demonstrating that our model can be scaled up to very large datasets.
G. Simplifying the Model to Independence across Linear and Non-linear Terms

It’s possible to simplify sparse GPs with two additive kernel components which can each be made zero by a choice of inputs (and thus, our model) so that the linear and non-linear parts of each of the $f_d$’s are independent. We drop the column index $d$ for clarity. For certain downstream tasks, we may like to interpret $f = f_1 + f_2$ as a sum of GPs, $f_1$ corresponding to the kernel $k_{per} \times k_{rbf}$ and $f_2$ corresponding to $k_{lin}$. We’d like to have the prior conditioned on inducing variables $f \ | \ u$ look like a sum of sparse GPs as in [van der Wilk (2019)], $f \ | \ u = f_{\text{lin}} \ | \ u_{\text{lin}} + f_{\text{lin}} \ | \ u_{\text{lin}}$ given by,

$$f \ | \ u \sim \mathcal{N} \left( \sum_{i \in \text{lin}, \text{lin}} K^{(i)}_{n,m} K^{-1(i)}_{m,m} u_i, \sum_{i \in \text{lin}, \text{lin}} K^{(i)}_{n,m} K^{-1(i)}_{m,m} \right)$$  \hfill (20)

where $K^{(i)}_{n,m}$ is the cross-covariance matrix between latent covariates $(X_{per} \mid X_{rbf} \Phi)$ and $(Z_{per} \mid Z_{rbf} Z_{lin})$ and with $u_{\text{lin}} \perp u_{\text{lin}}$. The covariance matrices are given by,

$$K^{\text{lin}}_{n,m} = k_{per} (X_{per}, Z_{per}) \times k_{rbf} (X_{rbf}, Z_{rbf})$$  \hfill (21)

$$K^{\text{lin}}_{m,m} = k_{lin} (\Phi, Z_{lin})$$  \hfill (22)

$$K^{\text{lin}}_{m,m} = k_{per} (Z_{per}, Z_{per}) \times k_{rbf} (Z_{rbf}, Z_{rbf})$$  \hfill (23)

$$K^{\text{lin}}_{m,m} = k_{lin} (Z_{lin}, Z_{lin})$$  \hfill (24)

This simplification can be achieved by, as an example pertaining to our kernel, partitioning the inducing points $Z$ as follows,

$$Z \equiv (Z_{\text{lin}} | Z_{\text{lin}}) = \begin{bmatrix} Z_1 & 0 \\ \pm \infty & Z_2 \end{bmatrix}.$$  \hfill (25)

The zeros and infinities in this inducing inputs matrix are selected by considering inputs to a kernel that can set it to zero - for example, $k_{rbf}(\pm \infty, 0) = 0$ and $k_{lin}(0, 0) = 0$. Due to this partitioning, the matrices of the prior,

$$f \ | \ u \sim \mathcal{N}(K_{n,m} K^{-1}_{n,m} u, K_{n,m} - K_{n,m} K^{-1}_{m,m} K_{m,m})$$  \hfill (26)

simplifies as follows,

$$K_{m,m} = \begin{bmatrix} k_{\text{lin}} (Z_1, Z_1) + k_{\text{lin}} (0, 0) \\ k_{\text{lin}} (\pm \infty, Z_1) + k_{\text{lin}} (Z_2, 0) \end{bmatrix} \begin{bmatrix} k_{\text{lin}} (Z_1, Z_1) & 0 \\ k_{\text{lin}} (0, Z_2) & k_{\text{lin}} (Z_2, Z_2) \end{bmatrix} \begin{bmatrix} k_{\text{lin}} (Z_1, Z_1) \\ 0 \end{bmatrix} + \begin{bmatrix} k_{\text{lin}} (0, Z_2) \\ k_{\text{lin}} (Z_2, Z_2) \end{bmatrix},$$  \hfill (27)

$$K_{n,m} = \begin{bmatrix} k_{\text{lin}} (X_{\text{lin}}, Z_1) + k_{\text{lin}} (\Phi, 0) \\ k_{\text{lin}} (X_{\text{lin}}, \pm \infty) + k_{\text{lin}} (\Phi, Z_2) \end{bmatrix} \begin{bmatrix} k_{\text{lin}} (X_{\text{lin}}, Z_1) \\ k_{\text{lin}} (\Phi, Z_2) \end{bmatrix}.$$  \hfill (28)

Cleaning up the notation,

$$K_{m,m} = \begin{bmatrix} K^{\text{lin}}_{n,m} & 0 \\ 0 & K^{\text{lin}}_{m,m} \end{bmatrix}, K_{n,m} = \begin{bmatrix} K^{\text{lin}}_{n,m} \\ K^{\text{lin}}_{m,m} \end{bmatrix}.$$  \hfill (29)

By using block matrix multiplication rules, the prior simplifies to Equation (20).

$$\mathbb{E}(f \ | \ u) = K_{n,m} K^{-1}_{m,m} u = \begin{bmatrix} K^{\text{lin}}_{n,m} \\ 0 \end{bmatrix} \begin{bmatrix} K^{\text{lin}}_{m,m} & 0 \\ 0 & K^{\text{lin}}_{m,m} \end{bmatrix}^{-1} \begin{bmatrix} u_{\text{lin}} \\ u_{\text{lin}} \end{bmatrix}$$  \hfill (30)

$$\mathbb{C}(f \ | \ u) = K_{n,n} + K_{n,m} K^{-1}_{m,m} K_{m,m}$$  \hfill (31)

$$= K^{\text{lin}}_{n,n} + K^{\text{lin}}_{n,m} K^{\text{lin}}_{m,m} K^{\text{lin}}_{n,m}$$  \hfill (32)

Note that $k_{per}$, which is part of our kernel, doesn’t matter in this simplification as if $k_{rbf}(\cdots) = 0$, then $k_{\text{lin}}(\cdots) = k_{rbf}(\cdots) * k_{\text{per}}(\cdots) = 0$. Further, the number of inducing variables across $i$, $u_i$’s can be different, and have shapes $|M1 \times 1|$.
and $(M2 \times 1)$ without loss of generality. This formulation allows one to extract the terms in the posterior process corresponding to just the linear (random-effects) term,

$$q \left( \begin{bmatrix} u_{\text{lin}} \\ u_{\text{lin}} \end{bmatrix} \right) = \mathcal{N} \left( \begin{bmatrix} m_{\text{lin}} \\ m_{\text{lin}} \end{bmatrix}, \begin{bmatrix} S_{\text{lin}} & S_{\text{c}} \\ S_{\text{c}} & S_{\text{lin}} \end{bmatrix} \right),$$

(35)

$$q(f_{\text{lin}}) = \int p(f_{\text{lin}}|u_{\text{lin}})q(u_{\text{lin}}) du_{\text{lin}} = \mathcal{N}(\Phi Z_{\text{lin}}^{T}(Z_{\text{lin}} Z_{\text{lin}}^{T})^{-1} m_{\text{lin}}, \Phi (I + A(S_{\text{lin}} - Z_{\text{lin}} Z_{\text{lin}}^{T}) A^{T}) \Phi^{T}),$$

(36)

where $A = Z_{\text{lin}}^{T}(Z_{\text{lin}} Z_{\text{lin}}^{T})^{-1}$. We compute the variational posterior $q(f_{\text{lin}})$ as in Hensman et al. (2014). A small jitter $\delta I$ is added to make $Z_{\text{lin}} Z_{\text{lin}}^{T}$ invertible in practice.

H. Supplementary Figures
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Figure 6. UMAP embedding of innate immunity dataset 6 dimensional latent space learnt by PCA (top) and BGPLVM (bottom). Cells are colored by treatment condition (pIC: Poly(I:C), IFN: interferon-beta) (left), experimental batch (center) and cell cycle signature (right).
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Figure 7. Cell type clustering and batch correction task on COVID dataset (a) UMAP embedding of cells generated from latent dimensions (excluding batch and cell cycle variables) learnt by PCA (left), scVI (middle), and scalable GPLVM with random effects (right). Cells are colored by annotated cell type (top) and batch (bottom) (b) Cumulative Distribution of k-nearest neighbor (KNN) purity of cell type labels (top) and batch labels (bottom) in each latent space.

Figure 8. Scatterplots of four latent dimensions learnt with GPLVM (left) and scVI (right). Points are colored by cell type.
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Figure 9. (middle) Barplot of Pearson correlation between latent variable values and megakaryopoiesis gene expression signature. The expression of 7 marker genes (TUBB1, PPBP, PF4, TREML1, GP9, MYL9, F13A1) was aggregated by taking the average expression of these genes subtracted with the average expression of a background set of genes with matched expression across cells. (bottom) Distribution of values for LVs (y-axis) in platelet cells grouped by disease severity (x-axis). LVs most associated with megakaryopoiesis signature with GPLVM (left) and scVI (right) are shown.

Figure 10. Latent COVID severity in moderate COVID patients, ordered and colored by number of days since onset of symptoms.

Figure 11. Latent variable deviations from initialization as the total number of epochs increases during training. CC corresponds to the cell cycle effect, while the other 10 lines correspond to the top 10 principal components of the COVID dataset.
Figure 12. (top) Scatterplot of GPLVM latent variable 3 (GPLVM3) and the principal component used for initialization (PC3). Cells are colored by cell type. (middle) Distribution of latent variable values for each cell type for PC3 (left) and GPLVM3 (right) (bottom) Distribution of latent variable values for each experimental batch (site of sample collection) for PC3 (left) and GPLVM3 (right)