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Abstract

Recently, there has been an upsurge of the number of articles on spatio-temporal modeling in statistical journals. Many of them focus on building good nonstationary spatio-temporal models. In this article, we introduce a state space based nonparametric nonstationary model for the analysis of spatio-temporal data. We consider that there are some fixed spatial locations (generally called the monitoring sites) and that the data have been observed at those locations over a period of time. To model the data we assume that the data generating process is driven by some latent spatio-temporal process, which itself is evolving with time in some unknown way. We model this evolutionary transformation via compositions of a Gaussian process and also model the unknown functional dependence between the data generating process and the latent spatio-temporal process (observational transformation) by another Gaussian process. We investigate this model in detail, explore the covariance structure and formulate a fully Bayesian method for inference and prediction. Finally, we apply our nonparametric model on two simulated data sets and a real data set and establish its effectiveness.
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1 Introduction

Spatio-temporal modeling has received much attention in recent years. Particularly, the rise in global temperature being a major environmental concern, scientists are now taking keen interest in the study of the dynamics of such climatic spatio-temporal processes\[19, 28, 37, 39, 41, 46\]. Another closely related class of spatio-temporal processes, that are also of much importance to climatologists, are daily rainfall and precipitation (like mist, snowfall etc.) across a region. Apart from climatology, many important spatio-temporal processes are also associated with different subfields of environmental and ecological science. To mention a few, studies on ground level concentration of ozone, SO$_2$, NO$_2$ and PM, species distribution over a region, change in land usage pattern over time, etc. Other than these areas, spatio-temporal models are also useful in geostatistics,
hydrology, astrophysics, social science, archaeology, systems biology, and many more. So, knowledge of spatio-temporal modeling is becoming increasingly necessary for better understanding of a broad range of subjects. Hence, it is of no wonder that practitioners from distant fields are working together to develop new and effective spatio-temporal models. In what follows, we review some such existing models, discuss some issues related to them and then propose a novel nonparametric model. Then we devote the rest of the article to the development and exploration of the proposed model. Finally, some simulated and real data analysis results are presented which shows that the proposed model is particularly useful for analysis of nonstationary spatial time series data. The proofs of all our mathematical results are deferred to the Appendix.

2 Existing approaches for spatio-temporal data

The term spatio-temporal data covers many different types of data. But here we consider only one specific type of spatio-temporal data. We consider that there are some arbitrary spatial locations \( s_1, s_2, s_3, \cdots, s_n \) and that the data have been observed at each of those spatial locations at times \( t = 1, 2, 3, \cdots, T \). Such data sets are very common in the context of environmental science. One important example is ground level ozone data.

An early approach for analysis of this type of data was based on stationary Gaussian process. But this approach to modeling did not turn out to be adequate. Since time differs intrinsically from space in that time moves only forward, while there may not be any preferred direction in space, time cannot be treated simply as an additional co-ordinate attached with the spatial co-ordinates. Another drawback of this approach is stationarity which is seldom satisfied by real, physical processes. So, alternative approaches to modeling spatio-temporal data were clearly necessary.

Briggs (1968)\[5\] proposed a simple method for constructing spatio-temporal models, based on a purely spatial model. Later, Cox and Isham (1988)\[7\] adopted a similar approach for modeling rainfall pattern. Roughly, their idea was to start with a purely spatial stationary covariance kernel \( C_s(h) \), where \( h \in \mathbb{R}^2 \) and construct a spatio-temporal stationary covariance kernel \( C(h, u) = EC_s(h - uv) \), where \( v \in \mathbb{R}^2 \) is a random velocity vector and \( u \) represents the time lag. In case the velocity vector is nonrandom, this model reduces to the classical frozen field model (see page 428 of \[20\]), which are useful for modeling environmental processes that are under the influence of prevailing winds or ocean currents. Again, this model suffers from the oversimplified assumption of stationarity.

Sampson and Guttorp (1992)\[38\] proposed a nonparametric nonstationary model for analyzing spatial data, based on spatial deformation. Later, they extended it to the spatio-temporal setup\[6, 23\]. Schmidt and O’Hagan (2003)\[40\] gave a Bayesian formulation of the model in the spatial setup. One basic problem with this approach is the requirement of replicates of the data, which is rarely available in practice. Only very recently, Anderes and Stein (2008)\[2\] came up with some idea on estimating such deformation model from a single realization. Still, they considered only the spatial setup and implementing the model in real data problems requires solving a large and quite difficult optimization problem. (See \[43\]).

A completely different approach to modeling spatio-temporal data is the convolution approach proposed by Higdon et al. (1999)\[26\]. Initially, they proposed it for purely spatial processes and later extended it to the spatio-temporal setup\[24, 25\]. Several extensions and modifications of the convolution approach are adopted in \[31, 32, 48\]. The basic idea is to start with a white noise process in space (space-time) and create a nonstationary spatial (spatio-temporal) process by convolving it with a spatially varying kernel. A different type of kernel convolution based non stationary spatial process was formed by Fuentes and Smith (2001)\[18\]. They convolved a family of spatially varying locally stationary processes with a spatial kernel to build a nonstationary process.
A more physically motivated approach to modeling the kind of spatio-temporal data considered here, is based on the dynamic linear model (DLM) introduced by West and Harrison (1997)\cite{47}. Such models are called dynamic spatio-temporal (DSTM) models. Stroud et al. (2001)\cite{42} proposed a dynamic spatio-temporal model for the analysis of tropical rainfall and Atlantic ocean temperature. Huerta et al. (2004)\cite{27} proposed a seasonal dynamic spatio-temporal model for the analysis of ozone levels. A more flexible dynamic spatio-temporal model with spatially varying state vector is proposed in Banerjee et al. (2005)\cite{4}. Several other authors studied these models in the context of dimension reductions etc.\cite{30}. Although DSTMs are used to incorporate the covariate information in spatio-temporal modeling, these models can also be used in the absence of covariates. The basic idea behind the dynamic approach is to model the observed spatio-temporal process as a linear state space model, where the coefficients associated with different covariates constitute the state vector.

Direct construction of nonstationary covariance functions is yet another approach. While Paciorek and Schervish (2006)\cite{34} directly construct a nonstationary covariance function in the spatial setup, Fuentes (2001, 2002)\cite{14,17} proposed a spectral method.

All the above mentioned approaches mainly focus on achieving nonstationarity. But nonseparability in space-time is also another important aspect in the context of space time modeling. Roughly, nonseparability in space-time means that space effect and time effect interact in the formation of the process; to rephrase, space effect depends on time effect and vice versa. Although this is a highly realistic assumption, most of the spatio-temporal models existing in the literature assume separability. Some works on nonseparable models can be found in \cite{8,22,15,16}. Among them, Cressie and Huang (1999)\cite{8} and Gneiting (2002)\cite{22} considered nonseparability in the stationary setup while the others have developed spatio-temporal processes, which are both nonseparable and nonstationary.

Apart from the above mentioned approaches there are many more works in the context of spatio-temporal modeling. We attempted to provide only a broad overview and it is by no way exhaustive.

3 Our proposed spatio-temporal process

First recall, that there are some arbitrary spatial locations $s_1, s_2, s_3 \ldots, s_n$ and the data $y(s_i, t)$ have been observed at those spatial locations at times $t = 1, 2, 3, \ldots, T$. We assume that the observed spatio-temporal process $Y(s, t)$ is driven by an unobserved spatio-temporal process $X(s, t)$ which itself is evolving in time in some unknown way. So, we model them via the state space approach but instead of considering any known form of observational and evolutionary equations we allow them to be unknown.

We propose a nonparametric state space based model, which can even capture the nonlinear evolution flexibly. We refer to it as a nonparametric state space based spatio-temporal model. Our model has the following form:

\begin{align}
Y(s, t) &= f(X(s, t)) + \epsilon(s, t), \\
X(s, t) &= g(X(s, t - 1)) + \eta(s, t);
\end{align}

where $s \in \mathbb{R}^2$ and $t \in \{1, 2, 3, \ldots\}; X(\cdot, 0)$ is a spatial Gaussian process with appropriate parameters; $\epsilon(\cdot, t)$ and $\eta(\cdot, t)$ are temporally independent and identically distributed spatial Gaussian processes, and $g(\cdot)$ and $f(\cdot)$ are Gaussian processes on $\mathbb{R}$. They are all independent of each other.

To elaborate, let us consider a hierarchical break up of our model. Suppose, that the observed process depends on the unobserved process through some unknown continuous function $f(\cdot)$. Then, for the purpose
of Bayesian inference we must put some prior on \( f(\cdot) \). Hence, we put a Gaussian process prior on \( f(\cdot) \). Similarly we put a Gaussian process prior on \( g(\cdot) \). This approach is able to capture arbitrary functional dependence between the observed and the latent variables, hence the term nonparametric.

Finally, to complete the model specification, we need to describe the parameters associated with the Gaussian processes. We assume that the Gaussian process \( f(x) \) has mean function of the form \( \beta_0 f + \beta_1 f x \) (where \( \beta_0, \beta_1 \) are suitable parameters) and has covariance kernel of the form \( c_f(x_1, x_2) = \gamma(\|x_1 - x_2\|) \), where \( \gamma \) is a positive definite function. It consists of parameters that determine the smoothness of the sample path of \( f(\cdot) \). Moreover \( \gamma \) is such that the centered Gaussian process associated with it has continuous sample paths. Thus, we consider isotropic covariance functions with suitable smoothness properties. Typical examples of \( \gamma \) are exponential, powered exponential, Gaussian, Matérn etc. (see, for example, Table 2.1 of [3] for other examples of such covariance kernels). Similarly, parameters \( \beta_0 g, \beta_1 g \) and \( c_g(x_1, x_2) \) are associated with the Gaussian process \( g(x) \).

The zero mean Gaussian processes associated with the noise variables have covariance kernels \( c_\epsilon(s, s') \) and \( c_\eta(s, s') \) which are also of the form as discussed above.

Regarding the Gaussian process associated with \( X(\cdot, 0) \), we assume a mean process of the form \( \mu_0(\cdot) \) and isotropic covariance kernel \( c_0(\cdot, \cdot) \). For convenience we introduce separate symbols for the mean vector and the covariance matrix associated with \( (X(s_1, 0), X(s_2, 0), \cdots X(s_n, 0)) \) where \( s_1, s_2, s_3, \cdots, s_n \) are the spatial locations where the data are observed. We denote them by \( \mu_0 \) and \( \Sigma_0 \) respectively.

From (1) and (2) it is not difficult to see that our model boils down to simple DSTM with no covariate if the process means associated with the Gaussian processes \( f(\cdot) \) and \( g(\cdot) \) are given by \( \beta_0 f = \beta_0 g = 0, \beta_1 f = \beta_1 g = 1 \), and the process variance (denoted by \( \sigma_f^2 \) and \( \sigma_g^2 \)) become 0. The model equations (1) and (2) then reduce to the following forms

\[
Y(s, t) = X(s, t) + \epsilon(s, t), \tag{3}
\]

\[
X(s, t) = X(s, t - 1) + \eta(s, t); \tag{4}
\]

where \( s \in \mathbb{R}^2 \) and \( t \in \{1, 2, 3, \ldots\} \). Although we develop our Gaussian process based spatio-temporal model for equi-spaced time points, simple modification of this model can handle non equi-spaced time points as well. However, for the sake of simplicity and brevity in this article we will confine ourselves only within the framework of equi-spaced time points.

### 3.1 Some measurability and existential issues

Before we proceed to explore the properties of our model, we need to ensure that a family of valid spatio-temporal stochastic processes is induced by the proposed model. Only then physical processes can be modeled by it. In general such issues are almost always trivially satisfied and so, never discussed in detail. But in this case we need to show that \( f(X(s_1, t)), f(X(s_2, t)), \cdots, f(X(s_n, t)) \) are jointly measurable for any \( n \) and any set of spatial locations \( s_1, s_2, \cdots, s_n \), and this is not a trivial problem. The difficulty is that when \( f \) and \( X \) both are random, \( f(X) \) need not be a measurable or valid random variable. It is the sample path continuity of \( f(\cdot) \), which compels \( f(X(s, t)) \) to be measurable. The following theorem establishes this mathematically.

**Theorem 3.1.** The model defines a family of valid (measurable) spatio-temporal processes on \( \mathbb{R}^2 \times \mathbb{Z}^+ \).

Once it is established that the proposed model induces a family of valid spatio-temporal processes, we look into some important properties like the joint distributions of state variables and observed variables, covariance structure of the observed process etc. An important point is that although we develop our model considering the space is \( \mathbb{R}^2 \) all the results go through for \( \mathbb{R}^d \) (\( d > 2 \)) as well.
3.2 Joint distribution of the variables

It is of importance to derive the joint distribution of the observed variables. As our model is based on an implicit hierarchical structure, the joint distribution of the observed variables is non-Gaussian. But before going into the details, we need to derive the joint distribution of the state variables, which will also be required for our MCMC based posterior inference.

Theorem 3.2. Suppose that the spatio-temporal process is observed at locations $s_1, s_2, s_3 \cdots, s_n$ for times $t = 1, 2, 3, \cdots, T$. Then the joint distribution of the state variables is non-Gaussian and has the pdf

$$
\frac{1}{(2\pi)^{\frac{nT}{2}} |\Sigma_0|^{\frac{1}{2}}} \exp \left[ -\frac{1}{2} \begin{pmatrix} x(s_1, 0) - \mu_{01} \\ x(s_2, 0) - \mu_{02} \\ \vdots \\ x(s_n, 0) - \mu_{0n} \end{pmatrix}' \Sigma_0^{-1} \begin{pmatrix} x(s_1, 0) - \mu_{01} \\ x(s_2, 0) - \mu_{02} \\ \vdots \\ x(s_n, 0) - \mu_{0n} \end{pmatrix} \right]
$$

where $\mu_0 = (\mu_{01}, \mu_{02}, \cdots, \mu_{0n})'$ and $\Sigma_0$ are already defined to be the mean vector and the covariance matrix of $(X(s_1, 0), X(s_2, 0), \ldots, X(s_n, 0))$, and

$$
\Sigma = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix} \bigotimes \Sigma_{\eta} + \Sigma
$$

where the elements of $\Sigma_{\eta}$ are obtained from the purely spatial covariance function $c_\eta$ and the elements of $\Sigma$ are obtained from the covariance function $c_\eta$ in the following way

the $(i, j)$th entry of $\Sigma_{\eta}$ is $c_\eta(s_i, s_j)$ and the $((t_1 - 1)n + i, (t_2 - 1)n + j)$th entry of $\Sigma$ is $c_\eta(x(s_i, t_1 - 1), x(s_j, t_2 - 1))$ where $1 \leq t_1, t_2 \leq T$ and $1 \leq i, j \leq n$.

Although the above density function has physical resemblance with a Gaussian density, the involvement of $x(s_i, t)$ in $\Sigma$ renders it non-Gaussian. In the extreme case when the process variance $c_\eta(0, 0) (= \sigma_\eta^2)$ of the Gaussian process $g(\cdot)$ is 0, $\Sigma$ becomes a block diagonal matrix with identical blocks and the joint density becomes Gaussian. In the formation of $\Sigma$ the component $I_{T \times T} \bigotimes \Sigma_{\eta}$ corresponds to linear evolution and Gaussianity whereas the component $\Sigma$ corresponds to nonlinear evolution and non-Gaussianity.

Moreover, it is clear from the form of the density function that the temporal aspect is imposed through both the location function and the scale function associated with the latent process, making it more flexible.

The interesting property that the joint density of the observed variables is also non-Gaussian, follows from non-Gaussianity of the joint distribution of the latent states. We have the following theorem in this regard.

Theorem 3.3. Suppose that the spatio-temporal process is being observed at locations $s_1, s_2, s_3 \cdots, s_n$ for times $t = 1, 2, 3, \cdots, T$. Then the following hold true:

(a) The joint distribution of the observed variables is a Gaussian mixture and has the following density
Theorem 3.3. (a) The observed spatio-temporal process \( Y(s, t) \) is light tailed in the sense that all the coordinate variables have finite variance.
(b) The covariance function \( c_g(s, t, (s^*, t^*)) \) of the observed spatio-temporal process is nonstationary and nonseparable for any \( s, s^*, t, t^* \).

Although we are able to show that our method yields nonstationary and nonseparable covariance function, it has an obvious drawback that no closed form expression for the covariance function is available. This problem, however exists in many other approaches including the convolution models, DSTM models etc., where a closed form covariance function is available only in very few special cases. Actually, the direct construction of nonstationary covariance function is the only approach that yields a closed form covariance function.

Moreover, from the prediction point of view, this is not a serious problem since what we need are the posterior predictive distributions at un-monitored locations at arbitrary points of time, which do not require closed form expressions of covariance functions.

However, we still attempted to derive some closed form expression, and are partially successful in the sense that when our model is approximately linear (in some suitable sense to be described later), the covariance function is approximately a geometric function of time lag.
3.3.1 Approximate form of the covariance function

Here, in Theorem 3.5 we show that if the process variances \((\sigma^2_g)\) and \((\sigma^2_f)\) are small then under some additional assumptions, the covariance function is approximately a geometric function of time lag. This result is mainly of theoretical interest and has nothing to do with the application of our model.

**Theorem 3.5.** Assume that \(|\beta_{1g}| < 1\). Then for given \(\epsilon'' > 0\) arbitrarily small, \(\exists \delta > 0\) such that for \(0 < \sigma^2_g, \sigma^2_f < \delta\) the covariance between \(Y(s, t)\) and \(Y(s^*, t^*)\), denoted by \(c_{y}(s, t), (s^*, t^*)\) is of following form

\[
\beta_{1g}^{t-t^*} \left[ c_0(s, s^*) + \left( \frac{1 - \beta_{1g}^{2(t^*+1)}}{1 - \beta_{1g}^2} \right) c_{\eta}(s, s^*) \right] - \epsilon'' \leq c_y((s, t), (s^*, t^*)) \\
\leq \beta_{1g}^{t-t^*} \left[ c_0(s, s^*) + \left( \frac{1 - \beta_{1g}^{2(t^*+1)}}{1 - \beta_{1g}^2} \right) c_{\eta}(s, s^*) \right] + \epsilon''.
\]

3.4 Sample path properties

Until now we have explored the finite dimensional distributions and properties of the spatio-temporal process \(Y(s, t)\). But finite dimensional properties alone are not sufficient to characterize any arbitrary general stochastic process. Two stochastic processes with completely different sample path behaviour may have identical finite dimensional distributions and properties. We demonstrate this through the following simple example (see also [?]):

Let us consider two spatio-temporal processes \(Y(s, t)(\omega)\) and \(Y^*(s, t)(\omega)\) defined on the same probability space \(\Omega = [0, 1]^2\) in the following way: \(Y(s, t)(\omega) = 0\) for all \(s, t, \omega\), and \(Y^*(s, t)(\omega) = 1\) for all \(s = \omega\) and \(= 0\) otherwise. Then one can show that for any fixed \(t\), \(Y(s, t)(\omega)\) has continuous sample path with probability 1 whereas \(Y^*(s, t)(\omega)\) has discontinuous sample path with probability 1.

Now, we study the path properties of the proposed spatio-temporal process. The first part of the following theorem states that the observed spatio-temporal process has continuous sample path almost surely and in the second part it says that under additional smoothness assumptions regarding the covariance functions, the observed spatio-temporal process will have smooth sample paths almost surely.

**Theorem 3.6.** (a) The spatio-temporal process \(Y(s, t)\) has continuous sample paths with probability 1.

(b) Assume that the covariance functions \(c_f(\cdot, \cdot), c_g(\cdot, \cdot), c_e(\cdot, \cdot), c_{\eta}(\cdot, \cdot), c_0(\cdot, \cdot)\) satisfy the additional smoothness assumptions that centered Gaussian processes with these covariance functions will have almost surely \(k\) times differentiable sample paths. Then the spatio-temporal process \(Y(s, t)\) will also have almost surely \(k\) times differentiable sample paths.

The first part of the above theorem states that almost always the spatial surface induced by our model at any time point \(t\) is continuous. So, unless the spatial surface is extremely irregular, any spatio-temporal data can be modeled reasonably adequately by our proposed spatio-temporal process. A stronger statement, however, is made in the second part of the theorem. It says that if the covariance functions \(c_f(\cdot, \cdot), c_g(\cdot, \cdot), c_e(\cdot, \cdot), c_{\eta}(\cdot, \cdot), c_0(\cdot, \cdot)\) are sufficiently regular (smooth) then the sample paths of the process \(Y(s, t)\) are almost always regular (smooth) and their degrees of smoothness depend on the degree of smoothness of the covariance functions. As an illustration consider the situation when all the covariance function belong to the Matérn family whose
smoothenes parameter is $\nu$. Then the sample paths of the centered Gaussian processes with the respective covariance functions will be almost surely $|\nu - 1|$ times differentiable, where, for any $x$, $|x|$ denotes the smallest integer greater than or equal to $x$. So, the spatio-temporal process $Y(s,t)$ will also have almost surely $|\nu - 1|$ times differentiable sample paths. Hence, when we have clear evidence from the data or prior knowledge regarding the degree of smoothness of the spatio-temporal process we should choose all the covariance functions $c_f(\cdot, \cdot), c_g(\cdot, \cdot), c_t(\cdot, \cdot), c_\eta(\cdot, \cdot), c_0(\cdot, \cdot)$ from the Matérn family with specific value of $\nu$.

4 Model fitting and prediction

Now we illustrate how our model can be used to make prediction at new spatio-temporal coordinates. Firstly, let us specify the prior structure. We consider bivariate Gaussian priors for each of $(\beta_{0g}, \beta_{1g})$ and $(\beta_{0f}, \beta_{1f})$. Although any reasonable isotropic covariance kernel that satisfy the mild regularity conditions already mentioned in Section 3 can be used in our model, for the sake of simplicity we consider the squared exponential covariance kernel with the following representation $c(u, v) = \sigma_f^2 e^{-\lambda ||u-v||^2}$. Since, we have five covariance kernels $c_f(\cdot, \cdot), c_g(\cdot, \cdot), c_t(\cdot, \cdot), c_\eta(\cdot, \cdot), c_0(\cdot, \cdot)$ we need to put prior on five scale parameters $\sigma_f^2, \sigma_g^2, \sigma_t^2, \sigma_\eta^2, \sigma_0^2$ and five smoothness parameters $\lambda_f, \lambda_g, \lambda_t, \lambda_\eta, \lambda_0$. We consider lognormal priors for all of them. Also, we have taken $N(0, I)$ prior for the vector parameter $\mu_0$. All the priors considered above are mutually independent.

With the prior specification as above and the conditional densities $|y|_x, \tilde{\theta}$ and $|x|_\tilde{\theta}$ being explicitly available ($\tilde{\theta}$ denotes the vector of all the parameters) we design a Gibbs sampler with Gaussian full conditionals for $\mu_0$, $\beta_{0g}, \beta_{1g}$ and $\beta_{0f}, \beta_{1f}$ and Metropolis steps for scale parameters $\sigma_f^2, \sigma_g^2, \sigma_t^2, \sigma_\eta^2, \sigma_0^2$ and smoothness parameters $\lambda_f, \lambda_g, \lambda_t, \lambda_\eta, \lambda_0$. We update the latent state vector $x_{nT}$ using Transformation based Markov Chain Monte Carlo (TMCMC) introduced by Dutta and Bhattacharya (2014) [12]. In particular, we use the additive transformation which has been shown by Dutta and Bhattacharya (2014)[12] to require less number of “moves types” compared to other valid transformations.

The idea of TMCMC is very simple yet a very powerful one. Here we briefly illustrate the idea of additive TMCMC by contrasting it with the traditional Random Walk Metropolis (RWM) approach, assuming that we wish to update all the variables simultaneously. Suppose that we want to simulate from the conditional distribution $|x_{nT}|_\tilde{\theta}$ using the RWM approach. Then we have to simulate $nT$ independent Gaussian random variables $E_{nT} = (\epsilon_1, \epsilon_2, \ldots, \epsilon_{nT})$; assuming that the current state of the Markov chain is $x^{(i)}_{nT}$, we accept the new state $x^{(i)}_{nT} + E_{nT}$ with probability $\min\left\{1, \frac{|x^{(i)}_{nT} + E_{nT}|_\tilde{\theta}}{|x^{(i)}_{nT}|_\tilde{\theta}}\right\}$. However if $nT$ is large then this acceptance probability will tend to be extremely small. Hence the RWM chain sticks to a particular state for very long time and therefore the convergence to the posterior $|x_{nT}|_\tilde{\theta}$ is very slow. What additive TMCMC does is simulate only one $\epsilon > 0$ from some arbitrary distribution left-truncated at zero, and then form the $nT$ dimensional vector $E_{nT}$ setting the $k$-th element independently to $-\epsilon$ with probability $p_k$ and $+\epsilon$ with probability $1 - p_k$. For our applications we set $p_k = 1/2$ for $k = 1, 2, \ldots, nT$. Then we accept the new state $x^{(i)}_{nT} + E_{nT}$ with acceptance probability $\min\left\{1, \frac{|x^{(i)}_{nT} + E_{nT}|_\tilde{\theta}}{|x^{(i)}_{nT}|_\tilde{\theta}}\right\}$. Dutta and Bhattacharya (2014)[12], Dey and Bhattacharya (2014a)[9], Dey and Bhattacharya (2014b)[10] provide details of many advantages of TMCMC (in particular, additive TMCMC) as compared to traditional MCMC (in particular, RWM). However, in our setup, we have not used TMCMC directly. Instead, we simulated $T$ independent $\epsilon_t$ each to update $n$ latent observations corresponding to time $t$. This may be called a block TMCMC and it improves mixing significantly over ordinary TMCMC. In our model dimension of the state vector is large and updating it using usual RWM
would have been very inefficient. TMCMC saves us from such pitfall.

Using the above sampling-based approach we study the posterior distribution of the unknown quantities and make inferences regarding the parameters. But our main goal is to predict \( y(s^*, t^*) \) at some new spatio-temporal coordinate \((s^*, t^*)\). So, we augment \( x(s^*, t^*) \) with \( \{x(s_i, t)\} \) where \( i = 1, \ldots, n \) and \( t = 1, \ldots, T \). The conditional distribution of \( [y|x, x(s^*, t^*), \theta] \) remains the same as \( [y|x, \theta] \) and posterior simulation is done exactly the same way as in the case of model-fitting. Once the post burn-in posterior samples \( (x^{(B)}(s^*, t^*), \tilde{\theta}(B)), (x^{(B+1)}(s^*, t^*), \tilde{\theta}(B+1)), \ldots \) from \([x(s^*, t^*), \tilde{\theta}|y]\) are available, we simulate \( y^{(B)}(s^*, t^*), y^{(B+1)}(s^*, t^*), \ldots \) from

\[
N \left( \beta_{0f}^{(j)} + \beta_{1f}^{(j)} x^{(j)}(s^*, t^*), \Sigma_{12}^{(j)} \left( \Sigma_{22}^{(j)} \right)^{-1} V^{(j)} \right)
\]

\[
\left[ \sigma_f^{(j)} \right]^2 + \left( \sigma_{\epsilon}^{(j)} \right)^2 - \Sigma_{12}^{(j)} \left( \Sigma_{22}^{(j)} \right)^{-1} \Sigma_{21}^{(j)} \right)
\]

where \( j = B, B + 1, \ldots \) and \( \{\beta_{0f}^{(j)}, \beta_{1f}^{(j)}, \sigma_f^{(j)}, \sigma_{\epsilon}^{(j)}\} \) are post burn-in posterior samples for the respective parameters. Here \( \Sigma_{12}^{(j)} \) is the covariance between \( x^{(j)}(s^*, t^*) \) and the vector \( \{x^{(j)}(s_i, t)\} \) and \( \Sigma_{22}^{(j)} \) is the covariance matrix of the vector \( \{x^{(j)}(s_i, t)\} \). The vector \( V^{(j)} \) consists of \( y(s_i, t) - \beta_{0f}^{(j)} - \beta_{1f}^{(j)} x^{(j)}(s_i, t) \) where \( i = 1, \ldots, n \) and \( t = 1, \ldots, T \). These \( y^{(B)}(s^*, t^*), y^{(B+1)}(s^*, t^*), \ldots \) are samples from the posterior predictive distribution \([y(s^*, t^*)|y]\) which is used for prediction at the new spatio-temporal coordinate \((s^*, t^*)\).

5 Simulation and real data study

5.1 Illustration via a simulation example

We randomly sample 15 points from a square of length 2 and generate spatial time series of length 20 at those points using our model. The true parameter values for simulation are \( \lambda_f = 4.3, \lambda_g = 2.4, \lambda_e = \lambda_\eta = 6.25, \lambda_0 = 4.0 \). We simulate the vector \( \mu_0 \) from \( N(0, I) \).

We consider the prior structure as mentioned in Section 4. We use independent diffused normal priors with mean 0 and variance 1000 for each of \( \beta_{0g}, \beta_{1g}, \beta_{0f}, \beta_{1f} \). For the vector \( \mu_0 \) we consider \( N(0, I) \) prior.

For the scale parameters \( \sigma_g^2, \sigma_\eta^2 \) we used lognormal priors with location parameter 0 and scale parameter 0.7. For the scale parameters \( \sigma_f^2, \sigma_{\epsilon}^2, \sigma_0^2 \) associated respectively with the error processes and the spatial process at time 0 we used lognormal priors with location parameter 3 and scale parameter 0.1. The choice of the hyper parameters associated with \( \sigma_f^2, \sigma_{\epsilon}^2 \) are made based on the variance of the data. We used lognormal priors also for the smoothness parameters. However these lognormal priors are concentrated near 0. This somewhat concentrated prior provides safeguard against ill-conditioning of the relevant covariance matrices during MCMC iterations — indeed, free movement of the smoothness parameters in their respective parameter spaces for MCMC purposes can make the covariance matrices \( \Sigma \) and \( \Sigma_{f,\epsilon} \) drastically ill-conditioned. In making the above selection of hyper parameters we have extensively used MCMC pilot runs based on a smaller subset of the entire dataset. Since, due to smaller sizes of the data sets the pilot runs were much faster, we were able to experiment with many such pilot MCMC runs with different combinations of the hyper parameters. We chose that combination with smallest deviation of the posterior predictive median surface from the true data surface in terms of total absolute deviation. Then we perform our final MCMC computation based on the entire dataset using those selected values of the hyper parameters. In a standard laptop we have run 200,000 iterations at a rate almost 70,000 iterations per day. We have taken first 100,000 iterations as burn-in and the post burn-in 100,000 iterations have been used for posterior inference. Convergence of the MCMC chains are checked using different starting points. Visual monitoring suggests that the convergence is satisfactory.
Apart from the above set of priors we also experimented with some non informative priors but the results turned out to be only negligibly different, indicating some degree of robustness with respect to the prior choices.

We obtain the leave-one-out posterior predictive distribution for the observed data at each of the 300 space-time coordinates. Out of the 300 data points, at 292 space-time coordinates the observed data fell within the 95\% Bayesian prediction intervals of their respective posterior predictive distributions. The average length of the 95\% Bayesian prediction interval being 20.25 indicates that the results are encouraging.

Although we have used different sets of parameter values to conduct this simulation experiment we report only one study for space constraint. The results are shown in Figures 1(a)-1(f).
Figure 1: Leave-one-out posterior predictive performance of our model when the data are generated from our own model.
A brief of Figure 1 follows. Panel (a) displays the leave-one-out 95% Bayesian prediction interval for all of the 15 spatial locations at time point $t = 7$. The upper and lower quantiles (which form the intervals) are interpolated to form two surfaces. The middle surface is obtained by interpolating the leave-one-out point predictions (which is the median in this case) at the monitoring sites $s_1, s_2, \ldots, s_{15}$ for time point $t = 7$. Panel (b) displays once again the leave-one-out 95% Bayesian prediction interval for all of the 15 spatial locations but this time the middle surface is interpolated through the truly observed data (the truly observed data being represented by black dots). Panel (c) and Panel (d) display similar plots as (a) and (b) but for time point $t = 14$. Panels (e) and (f) show the leave-one-out 95% Bayesian prediction intervals for the time series at spatial locations $s_6$ and $s_9$ respectively. The starred curve represents the curve interpolated through the truly observed data (the observed data itself being represented by star) and the plain curves represent respectively the upper, middle and lower quantiles associated with the posterior predictive distributions.

In other words, Figures 1(a)-1(f) demonstrate the leave-one-out posterior predictive performance of our model. While figures 1(b) and 1(d) show that our model performs satisfactorily in terms of interval prediction at purely spatial level, the similarity of the median surface in figure 1(a) with the true data surface in figure 1(b) indicates that our model performs well also in terms of point prediction. The same conclusion can be drawn by observing figures 1(c) and 1(d). Figures 1(e) and 1(f) confirm that our model is also successful in terms of prediction at the temporal level.
Figure 2: Panels (a)-(f) display the 95% Bayesian credible intervals for the correlation function for some fixed combination of \((s_i, t_j), (s'_i, t'_j)\). The coverage region is denoted by the horizontal black line and the true value is denoted by the vertical black line.

While figures 1(a)-1(f) display the performance of our model in terms of prediction, figures 2(a)-2(f) focus on the issue of capturing the true, underlying correlation structure. The figures display the posterior distribution of the correlation function \(\rho((s_i, t_j), (s'_i, t'_j))\) for different choices of \(s_i, t_j, s'_i, t'_j\). The true value and the 95% Bayesian credible interval are also depicted in the figures. As is evident from the diagrams, the true values lie well within the respective 95% Bayesian credible intervals, vindicating reasonable performance of our model in terms of capturing the true correlation structure.

Hence, in summary, this simulation study demonstrates the effectiveness of our model for the purpose of prediction as well as for learning about the true correlation structure.

5.2 Simulation from a nonlinear non-Gaussian spatial state space model

In the previous section we described how our model performs when the data is simulated from our own model. But, now we describe a simulation study where the data is generated from a nonlinear non-Gaussian state space model which is completely different from our model. Let us first describe our data generation method.
We consider a square of length 2 and generate 20 random locations inside it. Then we simulate a spatial time series of length 20 at those points using the following nonlinear state space model:

\[
Y(s, t) = -4.1 + 0.7X(s, t) + \epsilon(s, t),
\]

\[
X(s, t) = -1.1 + 0.5X(s, t-1) + 3\sin\left(\frac{\pi}{4}X(s, t-1)\right) - 5\sin\left(\frac{\pi}{5}X(s, t-1)\right) + \eta(s, t),
\]

\[(X(s_1, 0), X(s_2, 0), \cdots, X(s_{20}, 0)) \sim N(0, \Sigma_0);
\]

where \(s \in \mathbb{R}^2\) and \(t \in \{1, 2, 3, \ldots\}. \epsilon(\cdot, t)\) and \(\eta(\cdot, t)\) are temporally independent and identically distributed spatial Gaussian processes with squared exponential covariance kernel. The corresponding scale parameters are \(\sigma_\epsilon = 3.0, \sigma_\eta = 3.9\) and the smoothness parameters are \(\lambda_\epsilon = 6.25, \lambda_\eta = 6.25\). The covariance matrix \(\Sigma_0\) is also generated by a squared exponential covariance kernel with scale and smoothness parameters 3.8 and 4.0 respectively.

Figure 3: Panel (a) shows the distribution of the spatial coordinates where the data have been generated. Panel (b) displays the plot of the evolutionary transformation \(-1.1 + 0.5x + 3\sin\left(\frac{\pi}{4}x\right) - 5\sin\left(\frac{\pi}{5}x\right)\) over the range of \(X(s_i, t)\).

As is evident from the above figures the evolutionary transformation \(-1.1+0.5x+3\sin\left(\frac{\pi}{4}x\right)-5\sin\left(\frac{\pi}{5}x\right)\) is highly nonlinear over the range of \(X(s_i, t)\), which serves our purpose. Our prior specification is very similar to the previous simulation study, where we have taken diffused normal priors for the location parameters and lognormal priors for the scale and smoothness parameters. We have taken sufficiently large burn-in and convergence of the chain is confirmed via visual monitoring. The computation is a bit time consuming with almost 60,000 iterations per day in a standard laptop. This is however natural for dynamic models, as they are so high-dimensional. In the following set of figures we describe how our model performs in terms of prediction.
Figure 4: Leave-one-out posterior predictive performance of our model when the data are generated from a highly non-linear, parametric model.
A brief description of Section 4 follows. Panel (a) displays the leave-one-out 95% Bayesian prediction interval for all of the 20 spatial locations at time point \( t = 3 \). The upper and lower quantiles (which form the intervals) are interpolated to form two surfaces. The middle surface is obtained by interpolating the leave-one-out point predictions (which is the median in this case) at the monitoring sites \( s_1, s_2, \ldots, s_{20} \) for time point \( t = 3 \). Panel (b) displays once again the leave-one-out 95% Bayesian prediction interval for all of the 20 spatial locations but this time the middle surface is interpolated through the truly observed data (the truly observed data being represented by black dots). Panel (c) and Panel (d) display plots similar as (a) and (b) but for time point \( t = 11 \). Panels (e) and (f) depict the leave-one-out 95% Bayesian prediction interval for the time series at spatial locations \( s_2 \) and \( s_8 \), respectively. The starred curve represents the curve interpolated through the truly observed data (the observed data itself being represented by star) and the plain curves represent respectively the upper, middle and lower quantiles associated with the posterior predictive distributions.

From the above set of figures it is evident that our model performs very well even though the data arose from a completely different model.

5.3 \( SO_2 \) precipitation over Great Britain and France

Air pollution over large geographical regions is a topic of wide range of studies involving statistics and other disciplines. Among them statistical modeling of pollution caused by \( SO_2 \) draws considerable attention. Here we consider a \( SO_2 \) precipitation dataset over Great Britain and France. The dataset consists of monthly measurement of sulphur dioxide precipitation taken at 16 monitoring stations spread over Great Britain and France, starting from April 1999 to January 2001. This dataset is a part of data collected through the European monitoring and evaluation programme (EMEP) which co-ordinates the monitoring of airborne pollution over Europe. Further information is available at \texttt{http://www.emep.int}, the website from which we have obtained the data set.

First we consider some exploratory analysis based on the dataset. It is important to note that instead of direct measurement what we have is the measurement of natural logarithm of \( SO_2 \) precipitation for these stations.
We plot the station-wise time series in a single figure and we see clear seasonal component and a very mild decreasing trend in most of the time series plots shown in Panel (b) of Figure 5. Then we estimate the trend and seasonal component of each of the time series separately using simple descriptive techniques and detrend and deseasonalize them. Finally, we model the residual spatio-temporal data using our method. The prior structure used in the real data analysis is similar to that of the simulation study. We used diffused bivariate normal priors for $(\beta_0, \beta_1, g, \beta_0, \beta_1, f)$ and lognormal priors for all the other parameters.

Since the monitoring stations are spread over a large geographical region and distance stretches horizontally as latitude increases, the use of simple longitude and latitude as spatial coordinates would not be appropriate. The Lambert (or Schmidt) projection addresses this problem by preserving the area. This projection is defined by the transformation of longitude and latitude, expressed in radians as $\psi$ and $\phi$, to the new co-ordinate system $s = (2 \sin(\pi/4 - \phi^2) \sin(\psi), -2 \sin(\pi/4 - \phi^2) \cos(\psi))$. However, with respect to the temporal coordinate we simply take one month as one unit of time.

We implemented an MCMC chain with sufficiently large burn-in; visual inspection suggests satisfactory convergence. Based on the MCMC samples we calculated leave-one-out posterior predictive distributions of $\ln SO_2$ at each of the monitoring stations for all the months ranging from April 1999 to January 2001. We calculated the 95% Bayesian prediction interval associated with the leave-one-out posterior predictive distribution for each of the 352 space time coordinates. More than 95% of the data fell within the respective prediction interval.

In Figures 6(a)-6(c) we provide the 95% Bayesian prediction intervals associated with the leave-one-out posterior predictive distributions for time series of length 22 for different spatial locations. These three plots show that our model performs satisfactorily also in terms of prediction at purely temporal level.

Similarly, in Figure 7(a)-7(i) we display the contour plots of the leave-one-out posterior point prediction surface, along with the contour plot of the true data surfaces for different months. The contour plots clearly...
show that our model performs very well in terms of point prediction. We also display the interval prediction through the combined plot of the interpolating surfaces of the upper quantiles, the true data and the lower quantiles, for the corresponding months. Overall, this shows that our model performs well in terms of both point prediction and interval prediction at purely spatial level.

Figure 6: Panel (a) shows the time series of the true data, the corresponding point predictions, the upper and lower quantiles (form the prediction bands) at a particular spatial location. The starred line represents the true data and the other middle curve denotes the point prediction. Panel (b) and Panel (c) display similar time series plots for two more monitoring sites.
Figure 7: Panels (a), (b), (c) show the contourplots of surfaces interpolated through leave-one-out point predictions for July 1999, April 2000 and January 2001 respectively. Panels (d), (e), (f) show the contourplots of surfaces interpolated through the true data for July 1999, April 2000 and January 2001 respectively. Panels (g), (h), (i) display the true data surfaces and the corresponding upper and lower quantile surfaces for the same three months, to demonstrate the uncertainty in prediction graphically. The red triangles indicate the observed values. The black dots in all the figures indicate the locations of the monitoring stations on the map.
One point to be noted here is that we have fitted our model to the residual space-time dataset (after detrending and deseasonalizing the original dataset), not to the original ln $SO_2$ measurements. So, while doing posterior prediction (or leave-one-out posterior prediction) at a space-time location, we needed to add back the trend and seasonal components to obtain the correct predictions. Only then we can compare the posterior prediction and the true value at any particular space-time location.

6 Possible extensions

A very important aspect of such space-time data is covariate information. Although in this article, we only consider model without any covariate information, it can be easily incorporated in our setup. In that case our model will be of the following form:

$$
Y(s, t) = f(X(s, t), Z(s, t)) + \epsilon(s, t),
$$

(8)

$$
X(s, t) = g(X(s, t - 1)) + \eta(s, t),
$$

(9)

where $Z(s, t)$ is the covariate process and $f(\cdot, \cdot)$ is now a Gaussian processes on $\mathbb{R}^2$. The rest of the theory remains the same as before. In fact, we can have $k$ different covariate processes $Z_1(s, t), Z_2(s, t), \cdots, Z_k(s, t)$, in which case $f(\cdot, \cdot, \cdots, \cdot)$ will be a Gaussian process on $\mathbb{R}^{k+1}$.

Another direction for extension is time varying nonparametric state space model. In that case we let the evolutionary and observational transformations vary with time, so that our model assumes the form:

$$
Y(s, t) = f_t(X(s, t)) + \epsilon(s, t),
$$

(10)

$$
X(s, t) = g_t(X(s, t - 1)) + \eta(s, t);
$$

(11)

Such modification is particularly useful when the time interval on which we are observing the data is very wide so that it is unlikely for the functions $f$ and $g$ to remain invariant with respect to time. In the context of purely temporal nonparametric state space models, [21] consider time-varying functions $f_t(\cdot)$ and $g_t(\cdot)$, which they re-write as $f(\cdot, t)$ and $g(\cdot, t)$, respectively. In other words, they consider the time component as an argument of their random functions $f$ and $g$, which are modeled by Gaussian processes in the usual manner. Such ideas can be easily adopted in our spatio-temporal model. Currently, we are working on these extensions.

7 Discussion and concluding remarks

One common problem in the context of space-time data is missing observations. Malfunction of monitoring device, inexperienced handling etc., may lead to such problem. So, any good spatio-temporal model should take care of missing data. In our case it is very simple. We augment the latent variable (say $x(s^*, t^*)$) corresponding to the missing observation with $\{x(s_i, t)\}$, $i = 1, \cdots, n$ and $t = 1, \cdots, T$. Then we can predict the missing observation $y(s^*, t^*)$ in the same way we make prediction at a new spatio-temporal coordinate (see Section 4). Thus, prediction at a new spatio-temporal co-ordinate and missing data are taken care of simultaneously in our model.

Although we have developed a new nonstationary model, we have not done any comparative study with respect to other existing nonstationary models (mentioned in section 2). Unfortunately, these nonstationary models are built on entirely different philosophies and hence are not comparable. For example, the nonstationary model developed in [25] depends heavily on the choice of kernel and may outperform the nonstationary
model developed in [23] depending on whether some particular kernel is being used. In fact, Dou and Zidek (2010) [11], while comparing two different methods for analyzing hourly ozone data expressed similar view (see page 1209). Similarly, our model, which is built on the idea of state space models is not comparable at all with the nonstationary models that are based on the ideas of kernel convolution or deformation. In fact, our model is not even comparable with DSTM, another model based on the idea of state space. The reason behind it is that although our model reduces to the no-covariate DSTM model if \( \beta_0 = \beta_g = 0, \beta_1 = \beta_1 = 1, \sigma_f^2 = \sigma_g^2 = 0 \), in spirit it is entirely different from DSTM models, which are generally used to utilize covariate information in improving the prediction. Indeed, our objective is to utilize unobserved information to enhance prediction. Both of these models fall in the category of state space models, but the motivation behind them are quite different. DSTM models are much more like spatio-temporal regression modeling where the linear regression structure varies with time (varying coefficient linear regression).
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**Appendix**

Before proving the theorems let us make a notational clarification. The notations \( X|Y, x|y \) and \( X = x|Y = y \) are equivalent and throughout this section they will denote the value of conditional pdf of \( X \) given \( Y = y \) at \( X = x \).

**Proof of Theorem 3.1.** For this proof we assume that there exist continuous modifications of the Gaussian processes that we consider, that is, there exist processes with sample paths that are continuous everywhere, not just almost everywhere, and that our Gaussian processes equals such processes with probability one (see, for example, see [?] for details). Existence of such continuous modifications are guaranteed under the correlation structure that we consider for our Gaussian processes.

Let us first notice that, \( \exists \) a probability space \( (\Omega, \mathcal{F}, P) \) such that

\[
(g(x), X(s_1, 0), \ldots, X(s_n, 0)) : (\Omega, \mathcal{F}) \to (C(\mathbb{R}), \mathcal{A}) \bigotimes_{\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n)}
\]

where \( C(\mathbb{R}) \) is the space of all real valued continuous functions on \( \mathbb{R} \) and \( \mathcal{A} \) is the Borel sigma field obtained from the topology of compact convergence on the space \( C(\mathbb{R}) \). Such a joint measurability result need not hold unless \( g(x) \) and \( (X(s_1, 0), \ldots, X(s_n, 0)) \) are independent. Now, we will show that \( g(X(s_1, 0)) \) is a measurable real valued function or a proper random variable. To show this, first see that \( g(X(s_1, 0)) : \Omega \to \mathbb{R} \) can be written as \( T(g(\cdot), X(s_1, 0)) \) where \( T : C(\mathbb{R}) \bigotimes \mathbb{R} \to \mathbb{R} \) is a transformation such that, \( T(g, x) = g(x) \) where \( g \) is a real valued continuous function on \( \mathbb{R} \) and \( x \) is a real number.

**Lemma 7.1.** \( T : C(\mathbb{R}) \bigotimes \mathbb{R} \to \mathbb{R} \) is a continuous transformation where the topology associated with \( C(\mathbb{R}) \) is the topology of compact convergence and the topology associated with \( \mathbb{R} \) is the usual Euclidean distance based topology on real numbers.
Proof of Lemma 7.4: Let us consider the metric \( d(g, g') = \sum_{i=1}^{\infty} \frac{1}{2^i} 1 + \sup_{x \in [-i, i]} |g(x) - g'(x)| \). This metric induces the topology of compact convergence on the space \( C(\mathbb{R}) \). To prove continuity of \( T \) one needs to show that \( d(g_n, g) \to 0 \) and \( |x_n - x| \to 0 \) \( \Rightarrow \) \( |T(g_n, x_n) - T(g, x)| \to 0 \).

Let us assume that \( d(g_n, g) \to 0 \) and \( |x_n - x| \to 0 \). So, \( \exists N_0 \) and \( j_0 \) such that \( \forall n \geq N_0, x_n \in [-j_0, j_0] \).

Now, \( \frac{1}{2^{j_0}} \sup_{x \in [-j_0, j_0]} |g_n(x) - g(x)| \leq d(g_n, g) \Rightarrow \sup_{x \in [-j_0, j_0]} |g_n(x) - g(x)| \to 0 \)

and \( |g(x_n) - g(x)| \to 0 \) because \( g \) is continuous.

But,

\[
|g_n(x_n) - g(x)| \leq |g_n(x_n) - g(x_n)| + |g(x_n) - g(x)|
\]

So, \( \forall n \geq N_0, |g_n(x_n) - g(x)| \leq \sup_{x \in [-j_0, j_0]} |g_n(x) - g(x)| + |g(x_n) - g(x)| \)

The RHS goes to 0 as \( n \to \infty \). Hence, \( |T(g_n, x_n) - T(g, x)| = |g_n(x_n) - g(x)| \to 0 \).

Once continuity of \( T \) is proved, note that \( T^{-1}(U) \), for any open set \( U \subseteq \mathbb{R} \), is an open set in the product topology on the space \( C(\mathbb{R}) \times \mathbb{R} \). Hence, \( T^{-1}(U) \) belongs to the Borel sigma field generated by this product topology which is in this case equivalent to the product sigma field \( \mathcal{A} \otimes \mathcal{B}(\mathbb{R}) \) associated with \( (C(\mathbb{R}), \mathcal{A}) \otimes (\mathbb{R}, \mathcal{B}(\mathbb{R})) \). This equivalence holds because both of the spaces \( C(\mathbb{R}) \) and \( \mathbb{R} \) are separable. But \( (g(x), X(s_1, 0)) \) is measurable with respect to \( (\Omega, \mathcal{F}) \) and \( (C(\mathbb{R}), \mathcal{A}) \otimes (\mathbb{R}, \mathcal{B}(\mathbb{R})) \). Hence, the inverse image of \( T^{-1}(U) \) with respect to \( (g(x), X(s_1, 0)) \) is in \( \mathcal{F} \). So, the inverse image of any open set \( U \subseteq \mathbb{R} \) with respect to \( g(X(s_1, 0)) \) is in \( \mathcal{F} \). This proves the measurability of \( g(X(s_1, 0)) \).

Following exactly same argument as above we can further prove that \( g(X(s_2, 0)), \ldots, g(X(s_n, 0)) \) are jointly measurable. Now, as \( \eta(s, t) \) is independent of \( g(x) \) and \( (X(s_1, 0), \ldots, X(s_n, 0)) \), we have the joint measurability of \( (X(s_1, 1), \ldots, X(s_n, 1)) \) (Sec 7). Infact, we can prove that \( (g(x), X(s_1, 1), \ldots, X(s_n, 1)) \) are jointly measurable. To do it we consider \( T' : C(\mathbb{R}) \otimes \mathbb{R} \to C(\mathbb{R}) \otimes \mathbb{R} \) such that \( T'(g, x) = (g(x), g(x)) \) where \( g \) is a real valued continuous function on \( \mathbb{R} \) and \( x \) is a real number. Then similarly as in case of \( T \) we can prove that \( T' \) is also a continuous map which immediately implies that \( (g, g(X(s_1, 0))) \) are jointly measurable. Then \( \eta(s, t) \) being independent of \( g(x) \) and \( (X(s_1, 0), \ldots, X(s_n, 0)) \), implies the joint measurability of \( (g(x), X(s_1, 1), \ldots, X(s_n, 1)) \). Hence, starting with the joint measurability of \( (g(x), X(s_1, 0), \ldots, X(s_n, 0)) \) we prove the joint measurability of \( (X(s_1, 1), \ldots, X(s_n, 1)) \) and \( (g(x), X(s_1, 1), \ldots, X(s_n, 1)) \). Similarly, if we start with joint measurability of \( (g(x), X(s_1, 1), \ldots, X(s_n, 1)) \) we can prove the joint measurability of \( (X(s_1, 2), \ldots, X(s_n, 2)) \). Thus, the joint measurability of the whole collection of state variables \( X(s_i, t) \) \( \forall \ i = 1, 2, \ldots, n; t = 0, 1, \ldots, T \) is mathematically established.

Now, to prove joint measurability of the collection of observed variables \( Y(s_i, t) \) \( \forall \ i = 1, 2, \ldots, n; t = 1, \ldots, T \) recall the observational equation (1). Since, \( f(x) \) takes values in \( (C(\mathbb{R}), \mathcal{A}) \) just as \( g(x) \), and also since \( \epsilon(s, t) \) is independent of \( f(s) \) just as \( \eta(s, t) \) is independent of \( g(x) \), all the previous arguments go through in this case and joint measurability of \( Y(s_i, t) \) \( \forall \ i = 1, 2, \ldots, n; t = 0, 1, \ldots, T \) is established.

Finally, it remains to show that a valid spatio-temporal process is induced by this model. But it is immediate from the application of Kolmogorov consistency theorem. The consistency conditions of the theorem are trivially satisfied by our construction and hence the result follows. \( \square \)
Alternative proof of Theorem 3.1. In the previous proof, we needed to assume the continuous modification of the underlying Gaussian process. Here we consider a proof where the underlying Gaussian process need not be continuous. In fact, the alternative proof that we now provide is valid even if the underlying process admits at most countable number of discontinuities.

Note that it is possible to represent any stochastic process \( \{ Z(s); s \in T \} \), for fixed \( s \) as a random variable \( \omega \mapsto Z(s, \omega) \), where \( \omega \in \Omega; \Omega \) being the set of all functions from \( T \) into \( \mathbb{R} \). Also, fixing \( \omega \in \Omega \), the function \( s \mapsto Z(s, \omega); s \in T \), represents a path of \( Z(s); s \in T \). Indeed, we can identify \( \omega \) with the function \( s \mapsto Z(s, \omega) \) from \( T \) to \( \mathbb{R} \); see, for example, [33], for a lucid discussion. This latter identification will be convenient for our purpose, and we adopt this for proving our result on measurability.

Note that the \( \sigma \)-algebra \( \mathcal{F} \) associated with \( Z \) is generated by sets of the form

\[
\{ \omega : \omega(s_i) \in B_1, \omega(s_2) \in B_2, \ldots, \omega(s_k) \in B_k \},
\]

where \( B_i \subset \mathbb{R}; i = 1, \ldots, k \), are Borel sets in \( \mathbb{R} \).

In our case, the Gaussian process \( g(\cdot) \) can be identified with \( g(x)(\omega_1) = \omega_1(x) \), for any fixed \( x \in \mathbb{R} \) and \( \omega_1 \in \Omega_1 \), where \( \Omega_1 \) is the set of all functions from \( \mathbb{R} \) to \( \mathbb{R} \). The initial Gaussian process \( X(\cdot, 0) \) can be identified with \( X(s, 0)(\omega_2) = \omega_2(s) \), where \( s \in \mathbb{R}^d (d \geq 2) \) and \( \omega_2 \in \Omega_2 \). Here \( \Omega_2 \) is the set of all functions from \( \mathbb{R}^d \) to \( \mathbb{R} \). Let \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) be the Borel \( \sigma \)-fields associated with \( \Omega_1 \) and \( \Omega_2 \), respectively.

We first show that the composition of \( g(\cdot) \) with \( X(\cdot, 0) \), given by \( g(X(s, 0)) \) is a measurable random variable for any \( s \) is a measurable function. Since \( g \) and \( X(\cdot, 0) \) are independent, we need to consider the product space \( \Omega_1 \otimes \Omega_2 \), and noting that \( g(X(s, 0)(\omega_2))(\omega_1) = \omega_1(\omega_2(s)) \), where \( (\omega_1, \omega_2) \in \Omega_1 \otimes \Omega_2 \), need to show that sets of the form

\[
A(s_1, \ldots, s_k) = \{ (\omega_1, \omega_2) : \omega_1(\omega_2(s_1)) \in B_1, \omega_1(\omega_2(s_2)) \in B_2, \ldots, \omega_1(\omega_2(s_k)) \in B_k \},
\]

where \( B_i \subset \mathbb{R}; i = 1, \ldots, k \), are Borel sets in \( \mathbb{R} \), are in \( \mathcal{F}_1 \otimes \mathcal{F}_2 \), the product Borel \( \sigma \)-field associated with \( \Omega_1 \otimes \Omega_2 \). For our purpose, we let \( B_i \) be of the form \([a_i, b_i] \) for real values \( a_i < b_i \).

Now, suppose that \( (\omega_1, \omega_2) \in A(s_1, \ldots, s_k) \). Then \( \omega_1(\omega_2(s_i)) \), \( i = 1, \ldots, k \), which implies that \( \omega_2(s_i) \) is at most a countable union of sets of the form \([a_j^{(i)}, b_j^{(i)}]; j \in D_i \), where \( D_i \) is a countable set of indices. Also, it holds that \( \omega_1(x^*) \in [a_i, b_i] \); \( \forall x^* \in \mathbb{Q} \cap \bigcup_{j \in D_i} [a_j^{(i)}, b_j^{(i)}] \). Here \( \mathbb{Q} \) is the countable set of rationals in \( \mathbb{R} \).

If necessary, we can envisage a countable set \( D^* \) consisting of points of discontinuities of \( \omega_1 \). If \( \xi \) is a point of discontinuity, then \( \omega_1(\xi) \) may be only the left limit of particular sequence \( \{ \omega_1(\xi_m^0); m = 1, 2, \ldots \} \) or only the right limit of a particular sequence \( \{ \omega_1(\xi_m); m = 1, 2, \ldots \} \), or \( \omega_1(\xi) \) may be an isolated point, not reachable by sequences of the above forms. It follows that \( (\omega_1, \omega_2) \) must lie in

\[
A^*(s_1, \ldots, s_k) = \bigcap_{i=1}^k \left\{ (\omega_1, \omega_2) : \omega_1(x) \in [a_i, b_i] \; \forall x \in \left( \mathbb{Q} \cap \bigcup_{j \in D_i} [a_j^{(i)}, b_j^{(i)}] \right) \cup D^*, \omega_2(s_i) \in [a_j^{(i)}, b_j^{(i)}] \right\}.
\]

Now, if \( (\omega_1, \omega_2) \in A^*(s_1, \ldots, s_k) \), then, noting that for any point \( x \in \bigcup_{j \in D_i} [a_j^{(i)}, b_j^{(i)}] \) of \( \omega_1 \), \( \omega_1(x) = \lim_{m \to \infty} \omega_1(\xi_m) \), where \( \{ \xi_m; m = 1, 2, \ldots \} \in \mathbb{Q} \cap \bigcup_{j \in D_i} [a_j^{(i)}, b_j^{(i)}] \), it is easily seen that \( (\omega_1, \omega_2) \in A(s_1, \ldots, s_k) \).

Hence, \( A(s_1, \ldots, s_k) = A^*(s_1, \ldots, s_k) \).

Now observe that \( A^*(s_1, \ldots, s_k) \) is a finite intersection of countable union of measurable sets; hence, \( A^*(s_1, \ldots, s_k) \) is itself a measurable set. In other words, we have proved that \( g(X(\cdot, 0)) \) is measurable. Now, as \( \eta(\cdot, t) \) is independent of \( g(\cdot) \) and \( X(\cdot, 0) \), it follows from (2) that \( X(\cdot, 1) \) is measurable.
To prove measurability of $X(\cdot, 2)$, note that
\[
X(s, 2) = g(X(s, 1)) + \eta(s, 2)
= g(g(X(s, 0)) + \eta(s, 1)) + \eta(s, 2).
\tag{12}
\]

The process $\eta(\cdot, 1)$ requires introduction an extra sample space $\Omega_3$, so that we can identify $\eta(s, 1)(\omega_3)$ as $\omega_3(s)$. With this, we can represent $g(g(X(s, 0)) + \eta(s, 1))$ of $\Omega_3$ as $\omega_1(\omega_2(s)) + \omega_3(s)$.

Now, $\omega_1(\omega_2(s)) + \omega_3(s) \in [a_i, b_i]$ implies that $\omega_1(\omega_2(s)) + \omega_3(s) \in \bigcup_{j \in D_i} [a_i^{(j)}, b_i^{(j)}]$. If $\omega_1(\omega_2(s)) + \omega_3(s) \in [a_i^{(k)}, b_i^{(k)}]$ for some $k \in D_i$, the the set of solutions is
\[
\{ \omega_1(\omega_2(s)) \in [a_i^{(k)} - r, b_i^{(k)} - r] : w_3(s) = r \},
\tag{13}
\]
where $\omega_1(\omega_2(s)) \in [a_i^{(k)} - r, b_i^{(k)} - r]$ implies, as before, that $\omega_2(s)$ belongs to a countable union of measurable sets in $\mathbb{R}$. Although the set of (13) is an uncountable union, following the technique used for proving measurability of $g(X(\cdot, 0))$, we will intersect the set by $\mathbb{Q}$, the (countable) set of rationals in $\mathbb{R}$; this will render the intersection a countable set. The proof of measurability then follows similarly as before.

Proceeding likewise, we can prove measurability of $X(\cdot, t)$ is measurable for $t = 2, 3, \ldots$. Proceeding exactly in the same way, we can also prove that $Y(\cdot, t)$; $t = 1, 2, \ldots, T$ are measurable. Moreover, it can be easily seen that the same methods employed for proving the above results on measurability can be extended in a straightforward (albeit notationally cumbersome) manner to prove that the sets of the forms
\[
\{X(s_i, t_i) \in [a_i, b_i] : i = 1, \ldots, k\}
\quad \text{and} \quad
\{Y(s_i, t_i) \in [a_i, b_i] : i = 1, \ldots, k\}
\]
are also measurable. Furthermore, it can be easily verified that $X$ and $Y$ satisfy Kolmogorov’s consistency criteria. In other words, $X$ and $Y$ are well-defined stochastic processes in both space and time.

**Proof of Theorem 3.2.** Let us first observe that conditional on $g(x)$ our latent process satisfies the Markov property. That is,
\[
[(x(s_1, t), \ldots, x(s_n, t)) \mid (g(x(s_1, t-1)), \ldots, g(x(s_n, t-1))), (x(s_1, t-1),
\ldots, x(s_n, t-1)), (x(s_1, t-2), \ldots, x(s_n, t-2)), \ldots, (x(s_1, 0), \ldots, x(s_n, 0))]
\]
\[
= [(x(s_1, t), \ldots, x(s_n, t)) \mid (g(x(s_1, t-1)), \ldots, g(x(s_n, t-1))), (x(s_1, t-1), \ldots, x(s_n, t-1))]
\]
\[
\sim \frac{1}{|\Sigma_\eta|^2} \exp \left[ -\frac{1}{2} \begin{pmatrix}
(x(s_1, t) - g(x(s_1, t-1)) \cr
x(s_2, t) - g(x(s_2, t-1)) \cr
\vdots \cr
x(s_n, t) - g(x(s_n, t-1))
\end{pmatrix}^\top \Sigma_\eta^{-1} \begin{pmatrix}
(x(s_1, t) - g(x(s_1, t-1)) \cr
x(s_2, t) - g(x(s_2, t-1)) \cr
\vdots \cr
x(s_n, t) - g(x(s_n, t-1))
\end{pmatrix} \right],
\]

where $[x \mid y]$ denotes the conditional density of $X$ at $x$ given $Y = y$. Now, let us represent $g(x(s_i, t-1))$ by $u(i, t)$ for all $i = 1, \ldots, n$ and $t = 1, 2, \ldots, T$. Then repeatedly using the Markov property we have following
\[
[x(s_1, T), \ldots, x(s_n, T), \ldots, x(s_1, 0), \ldots, x(s_n, 0) \mid g(x(s_1, T-1)), \ldots, g(x(s_n, T-1)), \ldots, g(x(s_1, 0)), \ldots, g(x(s_n, 0))]\]
\[
\sim [x(s_1, T), \ldots, x(s_n, T) \mid g(x(s_1, T - 1)), \ldots, g(x(s_n, T - 1)), x(s_1, T - 1), \ldots, x(s_n, T - 1)] \times \\
\ldots \times [x(s_1, 1), \ldots, x(s_n, 1) \mid g(x(s_1, 0)), \ldots, g(x(s_n, 0)), x(s_1, 0), \ldots, x(s_n, 0)] \\
\times [x(s_1, 0), \ldots, x(s_n, 0)]
\]

\[
\sim \frac{1}{(2\pi)^{n(T+1)/2} |\Sigma|^T} \prod_{t=1}^{T} \exp \left[ -\frac{1}{2} \begin{pmatrix} (x(s_1, t) - u(1, t))^T \\
(x(s_2, t) - u(2, t)) \\
\vdots \\
(x(s_n, t) - u(n, t)) \end{pmatrix} \Sigma_{\eta}^{-1} \begin{pmatrix} (x(s_1, t) - u(1, t)) \\
(x(s_2, t) - u(2, t)) \\
\vdots \\
(x(s_n, t) - u(n, t)) \end{pmatrix} \right]
\]

\[
\times \frac{1}{(2\pi)^{n/2} |\Sigma_0|^T} \exp \left[ -\frac{1}{2} \begin{pmatrix} (x(s_1, 0) - \mu_0)_1 \\
(x(s_2, 0) - \mu_0)_2 \\
\vdots \\
(x(s_n, 0) - \mu_0)_n \end{pmatrix} \Sigma_0^{-1} \begin{pmatrix} (x(s_1, 0) - \mu_0)_1 \\
(x(s_2, 0) - \mu_0)_2 \\
\vdots \\
(x(s_n, 0) - \mu_0)_n \end{pmatrix} \right]
\]

But, this is the joint density of the state variables conditioned on \( g(x) \). To obtain the joint density of the state variables one needs to marginalize it with respect to the Gaussian process \( g(\cdot) \). After marginalization, the joint density takes the following form:

\[
\frac{1}{(2\pi)^{n(T+1)/2} |\Sigma|^T} \prod_{t=1}^{T} \exp \left[ -\frac{1}{2} \begin{pmatrix} (x(s_1, 0) - \mu_0)_1 \\
(x(s_2, 0) - \mu_0)_2 \\
\vdots \\
(x(s_n, 0) - \mu_0)_n \end{pmatrix} \Sigma_0^{-1} \begin{pmatrix} (x(s_1, 0) - \mu_0)_1 \\
(x(s_2, 0) - \mu_0)_2 \\
\vdots \\
(x(s_n, 0) - \mu_0)_n \end{pmatrix} \right]
\]

\[
\times \int_{\mathbb{R}^{nT}} \prod_{t=1}^{T} \exp \left[ -\frac{1}{2} \begin{pmatrix} (x(s_1, t) - u(1, t)) \\
(x(s_2, t) - u(2, t)) \\
\vdots \\
(x(s_n, t) - u(n, t)) \end{pmatrix} \Sigma_{\eta}^{-1} \begin{pmatrix} (x(s_1, t) - u(1, t)) \\
(x(s_2, t) - u(2, t)) \\
\vdots \\
(x(s_n, t) - u(n, t)) \end{pmatrix} \right] \frac{1}{(2\pi)^{2T/2} |\Sigma|^T} \exp \left[ -\frac{1}{2} \begin{pmatrix} u(1, 1) - \beta_0 - \beta_1 g(x(s_1, 0)) \\
u(2, 1) - \beta_0 - \beta_1 g(x(s_2, 0)) \\
\vdots \\
u(n, T) - \beta_0 - \beta_1 g(x(s_n, T - 1)) \end{pmatrix} \Sigma^{-1} \begin{pmatrix} u(1, 1) - \beta_0 - \beta_1 g(x(s_1, 0)) \\
u(2, 1) - \beta_0 - \beta_1 g(x(s_2, 0)) \\
\vdots \\
u(n, T) - \beta_0 - \beta_1 g(x(s_n, T - 1)) \end{pmatrix} \right] \, du
\]

where \( \Sigma \) is as in (3.2). This is nothing but a convolution of two \( \mathbb{R}^{nT} \) dimensional Gaussian densities, one with mean vector \( 0 \) and covariance matrix \( I_{T \times T} \otimes \Sigma_0 \) and the other one with mean vector \( (\beta_0 + \beta_1 g(x(s_1, 0)), \ldots, \beta_0 + \beta_1 g(x(s_n, T - 1)))' \) and covariance matrix \( \Sigma \).
Hence, the integral boils down to

\[
\frac{1}{(2\pi)^{\frac{n}{2}}} \frac{1}{|\Sigma_0|^{\frac{1}{2}}} \exp\left[ -\frac{1}{2} \begin{pmatrix} (x(s_1, 0) - \mu_{01})' & (x(s_2, 0) - \mu_{02})' & \cdots & (x(s_n, 0) - \mu_{0n})' \end{pmatrix} \Sigma_0^{-1} \begin{pmatrix} (x(s_1, 0) - \mu_{01}) \\ (x(s_2, 0) - \mu_{02}) \\ \vdots \\ (x(s_n, 0) - \mu_{0n}) \end{pmatrix} \right] \frac{1}{(2\pi)^{\frac{nT}{2}}} \frac{1}{|\tilde{\Sigma}|^{\frac{1}{2}}} \times \exp\left[ -\frac{1}{2} \begin{pmatrix} x(s_1, 1) - \beta_{0g} - \beta_{1g}x(s_1, 0) \\ x(s_2, 1) - \beta_{0g} - \beta_{1g}x(s_2, 0) \\ \vdots \\ x(s_n, T) - \beta_{0g} - \beta_{1g}x(s_n, T - 1) \end{pmatrix} \tilde{\Sigma}^{-1} \begin{pmatrix} x(s_1, 1) - \beta_{0g} - \beta_{1g}x(s_1, 0) \\ x(s_2, 1) - \beta_{0g} - \beta_{1g}x(s_2, 0) \\ \vdots \\ x(s_n, T) - \beta_{0g} - \beta_{1g}x(s_n, T - 1) \end{pmatrix} \right],
\]

where \(\tilde{\Sigma}\) is as in (3.2).

\(\square\)

**Proof of Theorem 3.3.** First, see that for fixed \(x(s_i, t_1)\), \(Y(s_i, t_1)\) is distributed as a Gaussian with mean \(\beta_{0f} + \beta_{1f}x(s_i, t_1)\) and variance \(\sigma_f^2 + \sigma_e^2\) where \(\sigma_f^2\) and \(\sigma_e^2\) are respectively the process variance associated with the isotropic Gaussian processes \(\epsilon(\cdot, t)\) and \(f(x)\) (see (3) and (1)). Now, see that for fixed \(x(s_i, t_1)\) and \(x(s_j, t_2)\), \(f(x(s_i, t_1))\) and \(f(x(s_j, t_2))\) have covariance \(c_f(x(s_i, t_1), x(s_j, t_2))\). Also, \(\epsilon(\cdot, t_1)\) and \(\epsilon(\cdot, t_2)\) are mutually independent spatial Gaussian processes for \(t_1 \neq t_2\). Hence, conditional on state variables the covariance between \(Y(s_i, t_1)\) and \(Y(s_j, t_2)\) is \(c_f(x(s_i, t_1), x(s_j, t_2)) + c_e(s_i, s_j)\delta(t_1 - t_2)\). Here \(\delta(\cdot)\) is the delta function i.e. \(\delta(t) = 1\) for \(t = 0\) and \(= 0\) otherwise.

So, the joint density of the observed variables, which is denoted by \([y(s_1, 1), y(s_2, 1), \ldots, y(s_n, T)]\), is given by

\[
[y(s_1, 1), y(s_2, 1), \cdots, y(s_n, T)] = 
\int_{\mathbb{R}^{nT}} [y(s_1, 1), y(s_2, 1), \cdots, y(s_n, T) \mid x(s_1, 1), x(s_2, 1), \cdots, x(s_n, T)] [x(s_1, 1), x(s_2, 1), \cdots, x(s_n, T)] dx
\]

Hence, part \((a)\) follows.

For part \((b)\) note that if \(\sigma_e^2 = 0\), the conditional density

\[
[y(s_1, 1), y(s_2, 1), \cdots, y(s_n, T) \mid x(s_1, 1), x(s_2, 1), \cdots, x(s_n, T)]
\]

is Gaussian with block diagonal covariance matrix \(I_{T \times T} \otimes \Sigma_e\). On the other hand, we have already noted that if \(\sigma_e^2 = 0\), the joint density of the state variables boils down to Gaussian (see the discussion following Theorem 3.2). Let us consider only the state variables from time \(t = 1\) onwards. They jointly follow an \(nT\) dimensional Gaussian distribution. It is not difficult to see that the mean vector and the covariance matrix of the \(nT\) dimensional Gaussian distribution are of following forms:

the \(((t - 1)n + i)\) th entry of the mean vector is \(\beta_{1g}^t \mu_{0i} + \beta_{0g}^t \beta_{1g}^t - 1\)

where \(1 \leq t \leq T\)

and the \(((t_1 - 1)n + i), (t_2 - 1)n + j))\) th entry of the covariance matrix is

\(\beta_{1g}^{t_1 + t_2} \sigma_{i,j}^0 + (\beta_{1g}^{t_1 + t_2 - 2} + \beta_{1g}^{t_1 + t_2 - 4} + \cdots + \beta_{1g}^{t_1 - t_2}) c_e(s_i, s_j)\)

where \(1 \leq t_1, t_2 \leq T\) and \(1 \leq i, j \leq n\)

\(\sigma_{i,j}^0\) is the \((i, j)\) th entry of the covariance matrix \(\Sigma_0\)
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Now, using part (a) we see that the joint distribution of \(Y(s_1, 1), Y(s_2, 1), \ldots, Y(s_n, T)\) is nothing but a convolution of two \(\mathbb{R}^{nT}\)-dimensional Gaussian densities. Hence, it is a Gaussian distribution whose mean vector has \(((t-1)n+i)\) th entry as \(\beta_{0f} + \beta_{1f} \left( \beta_{1g} \mu_0 + \beta_{0g} \frac{\rho_i^{d-1}}{\rho_{d-1}} \right)\) where \(1 \leq t \leq T\) and the \(((t-1)n+i), ((t-1)n+j)\) th entry of the covariance matrix is 

\[
\beta_{1f}^2 \left( \beta_{1g}^{t_1+t_2} \rho_{l_1,l_2} + (\beta_{1g}^{t_1} + \beta_{1g}^{t_2} - 2) + \beta_{1g}^{t_1+t_2} - 4 + \cdots + \beta_{1g}^{t_1-t_2} \right) c_\eta(s_i, s_j) + c_\epsilon(s_i, s_j) \delta(t_1 - t_2)
\]

where \(1 \leq t_1, t_2 \leq T\) and \(1 \leq i, j \leq n\). So, part (b) is proved.

**Proof of Theorem 3.4.** part (a) We first show that \(\text{Var}(X(s, t))\) is finite. Then by using the formula

\[
\text{Var}(Y(s, t)) = \text{Var}(E(Y(s, t)|X(s, t))) + \text{E}(\text{Var}(Y(s, t)|X(s, t)))
\]

\[
= \text{Var}(\beta_{0f} + \beta_{1f} X(s, t)) + \text{E}(\sigma_f^2 + \sigma_t^2)
\]

\[
= \beta_{1f}^2 \text{Var}(X(s, t)) + \sigma_f^2 + \sigma_t^2
\]

we establish that \(\text{Var}(Y(s, t))\) is finite. To show \(\text{Var}(X(s, t))\) is finite we use principle of mathematical induction, i.e. we first show that \(\text{Var}(X(s, 0))\) is finite and then we show that if \(\text{Var}(X(s, 0)), \text{Var}(X(s, 1)), \ldots, \text{Var}(X(s, t-1))\) are finite then \(\text{Var}(X(s, t))\) is finite. These two steps together compel \(\text{Var}(X(s, t))\) to be finite.

The first step is trivially shown as \(X(s, 0)\) is a Gaussian random variable. Now we show the second step of mathematical induction, that is, we show that if \(\text{Var}(X(s, 0)), \text{Var}(X(s, 1)), \ldots, \text{Var}(X(s, t-1))\) are finite then \(\text{Var}(X(s, t))\) is finite.

Now consider the following:

\[
\text{Var}(X(s, t)|X(s, t-1) = x_{t-1}, X(s, t-2) = x_{t-2}, \ldots, X(s, 0) = x_0)
\]

\[
= \text{Var}(g(X(s, t-1)) + \eta(s, t)|X(s, t-1) = x_{t-1}, X(s, t-2) = x_{t-2}, \ldots, X(s, 0) = x_0)
\]

\[
= \text{Var}(g(X(s, t-1))|X(s, t-1) = x_{t-1}, X(s, t-2) = x_{t-2}, \ldots, X(s, 0) = x_0) + \sigma_f^2
\]

\[
= \text{Var}(g(x_{t-1})g(x_{t-2}) + \eta(s, t-1) = x_{t-1}, \ldots, g(x_0) + \eta(s, 1) = x_1, X(s, 0) = x_0) + \sigma_f^2
\]

\[
= \sigma_f^2 - \Sigma_{g12}(\Sigma_{g22} + \sigma_f^2 \mathbf{I})^{-1}\Sigma_{g12} + \sigma_\eta^2
\]

[see page 16 of [30]]

where \(\Sigma_{g12}\) is the row vector \(\left( c_g(x_{t-1}, x_0), c_g(x_{t-1}, x_1), \ldots, c_g(x_{t-1}, x_{t-2}) \right)\) and \(\Sigma_{g22}\) is the variance covariance matrix

\[
\begin{pmatrix}
    c_g(x_0, x_0) & c_g(x_0, x_1) & \cdots & c_g(x_0, x_{t-2}) \\
    c_g(x_1, x_0) & c_g(x_1, x_1) & \cdots & c_g(x_1, x_{t-2}) \\
    \vdots & \vdots & \ddots & \vdots \\
    c_g(x_{t-2}, x_0) & c_g(x_{t-2}, x_1) & \cdots & c_g(x_{t-2}, x_{t-2})
\end{pmatrix}
\]

induced by covariance function \(c_g(\cdot, \cdot)\). Now, we consider \(E(\text{Var}(X(s, t)|X(s, t-1) = x_{t-1}, X(s, t-2) = x_{t-2}, \ldots, X(s, 0) = x_0))\). We want to show that this quantity is finite. But the problem is that we have to deal with the inverse of a random matrix \((\Sigma_{g22} + \sigma_f^2 \mathbf{I})\). Fortunately, the random matrix \((\Sigma_{g22} + \sigma_f^2 \mathbf{I})\) is non-negative definite (nd). Hence, \(\sigma_f^2 - \Sigma_{g12}(\Sigma_{g22} + \sigma_f^2 \mathbf{I})^{-1}\Sigma_{g12} + \sigma_\eta^2 \leq \sigma_f^2 + \sigma_\eta^2\). On the other hand, this quantity being a conditional variance is always nonnegative. So, the following inequality holds

\[
0 \leq \sigma_f^2 - \Sigma_{g12}(\Sigma_{g22} + \sigma_f^2 \mathbf{I})^{-1}\Sigma_{g12} + \sigma_\eta^2 \leq \sigma_f^2 + \sigma_\eta^2.
\]
Unfortunately, the (random) elements of the row vector \( c \) (composed of bounded random variables. So, its elements \\
are fixed numbers it is easy to see that \\
Now we show that \\
where \( Z(s) \) is the row vector \((x_1 - \beta_{g_0} - \beta_{12}x_0, x_2 - \beta_{g_0} - \beta_{12}x_1 \cdots x_{t-1} - \beta_{g_0} - \beta_{12}x_{t-2})\). We want to \\
This term is finite. Equivalently, we want to show that \\
Now we show that \( \text{Var}(E(X(s,t)|X(s,t-1) = x_{t-1}, X(s,t-2) = x_{t-2} \cdots, X(s,0) = x_0)) \) is finite. For that it is enough to show \\
so that they are bounded random variables and then \\
First we show that \( w_i(S) \) are bounded random variables. Consider the spectral decomposition of the real \\
Let us assume that \( \Sigma_{g_{22}} = U D U' \), where \( U \) is an orthogonal matrix and \( D \) is \\
Since \( U \) is a (random) orthogonal matrix its elements are bounded random variables between \(-1\) and \(1\). The (random) elements of the row vector \( \Sigma_{g_{12}}' \) are covariances induced by the isotropic covariance kernel \\
Hence, they are bounded random variables between \(-\sigma_g^2\) and \(\sigma_g^2\). Finally, the (random) elements of \\
are bounded random variables. Thus, the (random) elements of \( (D + \sigma_g^2)^{-1} \) are bounded random variables between \(0\) and \(\frac{1}{\sigma_g^2}\). Hence, the (random) row vector \( \Sigma_{g_{12}}' (\Sigma_{g_{22}} + \sigma_g^2) \), being a product of some random matrices whose elements are bounded random variables, is itself composed of bounded random variables. So, its elements \( w_i(S) \), although random, are bounded. Now, we state a crucial lemma.
Lemma 7.2. Let us assume that $X_1, X_2, \ldots, X_n$ are random variables with finite variance and $W_1, W_2, \ldots, W_n$ are bounded random variables all defined on same probability space. Then the random variables $Y = (W_1 X_1 + W_2 X_2 + \cdots + W_n X_n)$ also has finite variance.

Proof. Let us assume that $W_1, W_2, \cdots, W_n$ lie between $[-M, M]$. $E(X_i^2) \leq K$ for $i = 1, 2, \cdots, n$. Now $\text{Var}(W_i X_i) = E(\text{Var}(W_i X_i | X_i)) + \text{Var}(E(W_i X_i | X_i)) = E(X_i^2 \text{Var}(W_i | X_i)) + \text{Var}(E(W_i | X_i))$. But $\text{Var}(W_i X_i) \leq E(W_i^2 | X_i) \leq M^2$. So, $E(X_i^2 \text{Var}(W_i | X_i)) \leq M^2$. Similarly, $E(W_i | X_i)$ lies between $[-M, M]$. So, $\text{Var}(W_i X_i) \leq E(X_i^2 E(W_i | X_i))^2 \leq M^2 E(X_i^2)$. Hence, $\text{Var}(W_i X_i) \leq 2M^2 E(X_i^2)$. So,

$$|\text{Var}(Y)| = \sum_{i=1}^{n} \text{Var}(W_i X_i) + 2 \sum_{1 \leq i < j \leq n} \text{Cov}(W_i X_i, W_j X_j) \leq \sum_{i=1}^{n} \text{Var}(W_i X_i) + 2 \sum_{1 \leq i < j \leq n} |\text{Cov}(W_i X_i, W_j X_j)| \leq \sum_{i=1}^{n} \text{Var}(W_i X_i) + 2 \sum_{1 \leq i < j \leq n} \text{Var}^{1/2}(W_i X_i) \text{Var}^{1/2}(W_j X_j) \leq 2nM^2 K + n(n-1)2M^2 K$$

So, $Y$ has finite variance. □

Once we apply the lemma to $w_1 z_1(s) + w_2 z_2(s) + \cdots + w_t z_t(s)$ the finiteness of $\text{Var}(E(X(s, t) | X(s, t-1) = x_{t-1}, X(s, t-2) = x_{t-2}, \ldots, X(s, 0) = x_0))$ is immediate. Then by the formula $\text{Var}(X(s, t)) = E(\text{Var}(X(s, t) | X(s, t-1)) = x_{t-1}, X(s, t-2) = x_{t-2}, \ldots, X(s, 0) = x_0)) + \text{Var}(E(X(s, t) | X(s, t-1) = x_{t-1}, X(s, t-2) = x_{t-2}, \ldots, X(s, 0) = x_0))$ we get that $\text{Var}(X(s, t))$ is finite. □

part (b) Since we have already proved in part (a) that the coordinate variables of the observed spatio-temporal process have finite variances, now we can consider the covariance function associated with the process and study its properties. Let us denote the covariance between $Y(s, t)$ and $Y(s^*, t^*)$ by $c_y(s, t, s^*, t^*)$. Then

$$c_y(s, t, s^*, t^*) = E[\text{Cov}(Y(s, t), Y(s^*, t^*) | x(s, t), x(s^*, t^*))] + \text{Cov}[E(Y(s, t) | x(s, t)), E(Y(s^*, t^*) | x(s^*, t^*))] = E[c_f(X(s, t), X(s^*, t^*))] + c_\delta(s, s^*) \delta(t - t^*) + \beta_f^2 \text{Cov}[X(s, t), X(s^*, t^*)]$$

(14)

Now, the term $E[c_f(X(s, t), X(s^*, t^*))]$ will be nonstationary and hence $E[c_f(X(s + h, t + k), X(s^* + h, t^* + k))] \neq E[c_f(X(s, t), X(s^*, t^*))]$. In fact, $|X(s + h, t + k) - X(s^* + h, t^* + k)| \not= |X(s, t) - X(s^*, t^*)|$ with probability 1 because $X(s, t)$ has density with respect to Lebesgue measure and this heuristically justifies our argument. So, the covariance function $c_y(\cdot, \cdot)$ is nonstationary in both space and time.

To prove non separability, first see that $c_f(x(s, t), x(s^*, t^*))$ is non separable in space and time, because both space and time are involved in it through $x(s, t)$. Hence, $E[c_f(X(s, t), X(s^*, t^*))]$ is nonseparable and therefore $c_y(\cdot, \cdot)$ is nonseparable in space and time.
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Proof of Theorem 3.5. First consider $\text{Cov}(X(s, t), X(s^*, t^*))$ where WLOG we assume $t > t^*$. Also, assume that $g^*(\cdot)$ is the centered Gaussian process obtained from $g(\cdot)$. Then

$$\text{Cov}(X(s, t), X(s^*, t^*)) = \text{Cov}(g(X(s, t - 1)) + \eta(s, t), X(s^*, t^*))$$
$$= \text{Cov}(\beta_0 g + \beta_1 g(X(s, t - 1)) + g^*(X(s, t - 1)) + \eta(s, t), X(s^*, t^*))$$
$$= \beta_1 g \text{Cov}(X(s, t - 1), X(s^*, t^*)) + \text{Cov}(g^*(X(s, t - 1)), X(s^*, t^*))$$

Repeatedly expanding the term in the same way we get

$$= \beta_{1g}^{t-t^*} \text{Cov}(X(s, t^*), X(s^*, t^*)) + \beta_{1g}^{t-t^*-1} \text{Cov}(g^*(X(s, t^*)), X(s^*, t^*)) + \cdots + \text{Cov}(g^*(X(s, t - 1)), X(s^*, t^*)) \quad (15)$$

Just as the previous paragraph we can further see that

$$\text{Cov}(X(s, t^*), X(s^*, t^*))$$
$$= \text{Cov}(\beta_0 g + \beta_1 g(X(s, t^* - 1)) + g^*(X(s, t^* - 1)) + \eta(s, t^*), \beta_0 g + \beta_1 g(X(s^*, t^* - 1)) + g^*(X(s^*, t^* - 1)) + \eta(s^*, t^*))$$
$$= \beta_1^2 \text{Cov}(X(s, t^* - 1), X(s^*, t^* - 1)) + \beta_{1g} \text{Cov}(X(s, t^* - 1), g^*(X(s^*, t^* - 1)) + \beta_{1g} \text{Cov}(X(s^*, t^* - 1), g^*(X(s, t^* - 1))) + \text{Cov}(g^*(X(s, t^* - 1)), g^*(X(s^*, t^* - 1))) + c_g(s, s^*) \quad (16)$$

Now we plan to show that terms of the types $\text{Cov}(g^*(X(s^*, t^* - 1)), X(s, t^* - 1))$ and $\text{Cov}(g^*(X(s, t^* - 1)), g^*(X(s^*, t^* - 1)))$ are negligible if $\sigma_g^2$ is small enough. Our next lemma proves it rigorously.

Lemma 7.3. For arbitrarily small $\epsilon > 0$, $\exists \delta > 0$ such that $\text{Cov}(g^*(X(s, t - 1)), X(s^*, t^*)) < \epsilon$ for $0 < \sigma_g^2 < \delta$.

See that it is enough to prove that $V \text{ar}(g^*(X(s, t - 1)))$ is arbitrarily small $\forall s, t$. Then Cauchy-Schwartz inequality implies $\text{Cov}^2(g^*(X(s, t - 1)), g^*(X(s^*, t^*))) \leq V \text{ar}(g^*(X(s, t - 1))V \text{ar}(g^*(X(s^*, t^*)))$ is arbitrarily small. Similarly, Cauchy-Schwartz inequality implies $\text{Cov}^2(g^*(X(s, t - 1)), \eta(s^*, t^*)) \leq V \text{ar}(g^*(X(s, t - 1))V \text{ar}(\eta(s^*, t^*))) = V \text{ar}(g^*(X(s, t - 1))) \sigma_g^2$ is arbitrarily small. Then we are done by the expansion

$$\text{Cov}(g^*(x(s, t)), x(s^*, t^*)) = \text{Cov}(g^*(x(s, t - 1)), g^*(x(s^*, t^* - 1)) + \cdots + \beta_{1g}^t \text{Cov}(g^*(x(s, t - 1)), g^*(x(s^*, 0)))$$
$$+ \text{Cov}(g^*(x(s, t - 1)), \eta(s^*, t^* - 1)) + \cdots + \beta_{1g}^t \text{Cov}(g^*(x(s, t - 1)), \eta(s^*, 0))$$

Before proceeding towards the proof we mention two results from Gaussian process (see [1] for details) that will be used subsequently.

Result 7.4 (Borell-TIS inequality). Let us assume that $g$ is an almost surely bounded centered Gaussian process on index set $T \subseteq \mathbb{R}$. Define $\sigma_T^2 = \sup_{t \in T} E(g_t^2)$.

Then $P(||g|| > s) \leq \exp\left(-\frac{(s - E||g||)^2}{2\sigma_T^2}\right)$ for $s > E(||g||)$ where $\|g\| = \sup_{t} g_t$.

Result 7.5 (Dudley’s metric entropy bound). Under the assumption of the Borel-TIS inequality,
\[
E\|g\| \leq K \int_0^{\text{diam}(T)} \sqrt{H(e)} \, de,
\]

where \( \text{diam}(T) = \sup_{s_1, s_2 \in T} d(s_1, s_2) \) is the diameter of the index set \( T \) with respect to the canonical pseudo-metric \( d \) associated with the Gaussian process \( g \) given by \( d(s_1, s_2) = \sqrt{E[(g(s_1) - g(s_2))^2]} \), and \( H(\epsilon) = \ln N(\epsilon) \) where \( N(\epsilon) \) is the minimum number of \( \epsilon \) balls required to cover the index set \( T \) with respect to the canonical pseudo-metric \( d \); \( K \) is a universal constant.

With the above two results, we are ready to prove Lemma 7.3.

**Proof of Lemma 7.3.** Consider \( \text{Var}((g^*(X(s, t - 1)))) \). Observe that

\[
\text{Var}((g^*(X(s, t - 1)))) \leq E((g^*(X(s, t - 1))))^2
\]

\[
\leq E(\sup_x |g^*(x)|^2)
\]

\[
= \int_0^\infty P(\sup_x |g^*(x)|^2 > u) \, du \quad \text{(by the tail sum formula)}
\]

\[
\leq 2 \int_0^\infty P(\sup_x g^*(x) > \sqrt{u}) \, du
\]

\[
= 2 \int_0^{L^2} P(\sup_x g^*(x) > \sqrt{u}) \, du + 2 \int_{L^2}^\infty P(\sup_x g^*(x) > \sqrt{u}) \, du
\]

(\text{where } L = \max (E(\sup_x g^*(x)), 0))

\[
\leq 2L^2 + 2 \int_{L^2}^\infty e^{-\frac{\sqrt{\pi} \cdot u}{2\sigma_g^2}} \, du \quad \text{(using Result 7.4)}
\]

Now, using the change of variable \( \sqrt{u} = z + L \) the integral \( \int_{L^2}^\infty e^{-\frac{\sqrt{\pi} \cdot u}{2\sigma_g^2}} \) can be reduced to the form

\[
\int_{L^2}^\infty e^{-\frac{\sigma_g^2 z^2}{2\sigma_g^2}} \, dz + 2L \int_{L^2}^\infty e^{-\frac{\sigma_g^2 z^2}{2\sigma_g^2}} \, dz
\]

\[
= 2\sigma_g^2 + L\sigma_g(\sqrt{2\pi})
\]

Hence, \( \text{Var}((g^*(X(s, t - 1)))) \leq 2L^2 + 4\sigma_g^2 + 2L\sigma_g(\sqrt{2\pi}) \).

But, \( 0 \leq L \leq K \int_0^{\text{diam}(T)} \sqrt{H(e)} \, de \) by Result 7.5 and it is not difficult to see that \( H(e) \) is a decreasing function of \( \sigma_g^2 \). The same is true of \( \text{diam}(T) \) when as a function of \( \sigma_g^2 \). These two facts together permit applicability of the monotone convergence theorem to yield

\[
0 \leq \lim_{\sigma_g^2 \to 0^+} L \leq \lim_{\sigma_g^2 \to 0^+} K \int_0^{\text{diam}(T)} \sqrt{H(e)} \, de \leq \lim_{\sigma_g^2 \to 0^+} K \int_0^\infty \sqrt{H(e)} \, H(\epsilon \leq \text{diam}(T)) \, de
\]

\[
\leq K \int_0^\infty \lim_{\sigma_g^2 \to 0^+} \sqrt{H(e)} \, H(\epsilon \leq \text{diam}(T)) \, de = 0.
\]

31
Similarly, using the bound repeatedly in (16), we obtain

\[ |\text{Cov}(X(s, t), X(s^*, t^*)) - \beta_{1g}^{t-t^*} \text{Cov}(X(s, t^*), X(s^*, t^*))| \leq \frac{\epsilon}{1 - |\beta_{1g}|} \]

Arguing similarly one can also show that for arbitrarily small \( \epsilon > 0, \exists \delta > 0 \) such that \( \text{Cov}(g^*(X(s, t^*-1)), g^*(X(s^*, t^*-1))) < \epsilon \) for \( 0 < \sigma_g^2 < \delta \). Moreover, see that the bound is uniform in \( s \) and \( t \). Since \( |\beta_{1g}| < 1 \), using the bound repeatedly in (15), we obtain

\[ |\text{Cov}(X(s, t), X(s^*, t^*)) - \beta_{1g}^{t-t^*} \text{Cov}(X(s, t^*), X(s^*, t^*))| \leq \frac{\epsilon}{1 - |\beta_{1g}|} \]

Similarly, using the bound repeatedly in (16), we obtain

\[ |\text{Cov}(X(s, t^*), X(s^*, t^*)) - \text{Cov}(X(s, 0), X(s^*, 0)) - \frac{1 - \beta_{1g}^{2(t^*+1)}}{1 - \beta_{1g}^2} |c_\eta(s, s^*)| | \leq \frac{\epsilon}{1 - |\beta_{1g}|} + \frac{\epsilon}{1 - |\beta_{1g}|} \]

Combining them we get

\[ |\text{Cov}(X(s, t), X(s^*, t^*)) - \beta_{1g}^{t-t^*} \text{Cov}(X(s, 0), X(s^*, 0)) - \beta_{1g}^{t-t^*} \frac{1 - \beta_{1g}^{2(t^*+1)}}{1 - \beta_{1g}^2} |c_\eta(s, s^*)| \]

\[ \leq \frac{\epsilon}{1 - |\beta_{1g}|} \left[ 1 + 3|\beta_{1g}|^{t-t^*} \right] \leq \frac{4\epsilon}{1 - |\beta_{1g}|} \]

Now plugging in this approximation in the expression for \( c_g((s, t), (s^*, t^*)) \) we get the desired result. So, Theorem 3.5 is finally proved.

**Proof of Theorem 3.6.** Part (a): From the condition of the theorem it is clear that \( \exists \) a probability space \( (\Omega, \mathcal{F}, P) \) and a set \( A \in \mathcal{F} \) such that \( P(A) = 1 \) and for \( \omega \in A \), \( X(s, 0)(\omega), \eta(s, t)(\omega), \epsilon(s, t)(\omega) \) are continuous functions in \( s \) where \( t = 1, 2, 3 \cdots \) and \( g(x)(\omega), f(x)(\omega) \) are continuous functions in \( x \). Then by the property of composition of two functions \( X(s, 1)(\omega) = g(X(s, 0)(\omega))(\omega) + \eta(s, 1)(\omega) \) is a continuous function in \( s \). Proceeding recursively, one can prove that \( X(s, t)(\omega) \) is a continuous function in \( s \) for any \( t \). Once we show \( X(s, t)(\omega) \) is a continuous function, we prove \( Y(s, t)(\omega) = f(X(s, t)(\omega))(\omega) + \epsilon(s, t)(\omega) \) is a continuous function in \( s \). So, part (a) is proved.

Part (b): Proof of part (b) follows the similar lines of the proof of part (a). Firstly, we state a simple lemma.

**Lemma 7.6.** Let us consider two real valued functions \( u(z) \) and \( v(x, y) \) such that both of them are \( k \) times differentiable. Then the composition function \( u(v(x, y)) \) is also \( k \) times differentiable.

**Proof.** Proof of this lemma is basically a generalization of chain rule for multivariate functions and can be found in advanced multivariate calculus textbooks. We give a brief sketch of the proof. First we clarify the term \( k \) times differentiable for the function \( v(x, y) \). It means all mixed partial derivatives of \( v(x, y) \) of order \( k \) exist. We prove the lemma using mathematical induction. Firstly, We show that the lemma is true for \( k = 1 \) and then we show that if the lemma is true for \( k - 1 \) then it must be true for \( k \) as well.
That the lemma is true for \( k = 1 \) easily follows from the chain rule for multivariate functions. Now we prove the second step. By the induction hypothesis the lemma is true for the \( k - 1 \) case and \( u(z) \) and \( v(x, y) \) are \( k \) times differentiable. We want to show that \( u(v(x, y)) \) is also \( k \) times differentiable. Without loss of generality, we consider the mixed partial derivative \( \frac{\partial}{\partial x^k \partial y^{k_2}} (u(v(x, y))) \) where \( k_1 + k_2 = k \) and show that it exists. Observe that the partial derivative is equivalent to \( \frac{\partial}{\partial x^k} \frac{\partial}{\partial y^{k_2 - 1}} (u'(v(x, y))(\frac{\partial}{\partial y} v(x, y))) \) provided it exists. Since, by the induction hypothesis the lemma is true for the \( k - 1 \) case and \( u'(z) \) and \( v(x, y) \) are \( k - 1 \) times differentiable, the composition of them \( u'(v(x, y)) \) is also \( k - 1 \) times differentiable. On the other hand, \( \frac{\partial}{\partial y} v(x, y) \) is also \( k - 1 \) times differentiable. So, the product of them \( u'(v(x, y))(\frac{\partial}{\partial y} v(x, y)) \) is also \( k - 1 \) times differentiable. Hence the partial derivative \( \frac{\partial}{\partial x^k \partial y^{k_2 - 1}} (u'(v(x, y))(\frac{\partial}{\partial y} v(x, y))) \) exists. Equivalently, \( \frac{\partial}{\partial x^k \partial y^{k_2}} (u(v(x, y))) \) exists. Similarly one can prove the existence of other mixed partial derivatives of \( u(v(x, y)) \) of order \( k \). Hence, by induction the proof follows.

Part (b): From the condition of the theorem it is clear that \( \exists \) a probability space \( (\Omega, \mathcal{F}, P) \) and a set \( A \in \mathcal{F} \) such that \( P(A) = 1 \) and for \( \omega \in A \), \( X(s,0)(\omega), \eta(s,t)(\omega), \epsilon(s,t)(\omega) \) are \( k \) times differentiable functions in \( s \) where \( t = 1, 2, 3, \cdots \) and \( g(x)(\omega), f(x)(\omega) \) are \( k \) times differentiable functions in \( x \). Then by the above lemma \( X(s,1)(\omega) = g(X(s,0)(\omega))(\omega) + \eta(s,1)(\omega) \) is a \( k \) times differentiable function in \( s \). The rest of the proof is exactly similar as in part (a).
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