Finite-size scaling and thermodynamics of model supercooled liquids: Long-range concentration fluctuations and the role of attractive interactions
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We compute partial structure factors, Kirkwood-Buff integrals (KBIs) and chemical potentials of model supercooled liquids with and without attractive interactions. We aim at investigating whether relatively small differences in the tail of the radial distribution functions result in contrasting thermodynamic properties. Our results suggest that the attractive potential favours the nucleation of long-range structures. Indeed, upon decreasing temperature, Bathia-Thornton structure factors display anomalous behaviour in the $k \to 0$ limit. KBIs extrapolated to the thermodynamic limit confirm this picture, and excess coordination numbers identify the anomaly with long-range concentration fluctuations. By contrast, the purely repulsive system remains perfectly miscible for the same temperature interval and only reveals qualitatively similar concentration fluctuations in the crystalline state. Furthermore, differences in both isothermal compressibilities and chemical potentials show that thermodynamics is not entirely governed by the short-range repulsive part of the interaction potential, emphasising the nonperturbative role of attractive interactions. Finally, at higher density, where both systems display nearly identical dynamical properties and repulsive interactions become dominant, the anomaly disappears, and both systems also exhibit similar thermodynamic properties.

I. INTRODUCTION

The supercooled state challenges our understanding of the theory of liquids. In particular, the connection between dynamics, which varies considerably upon supercooling, and structure, which appears to remain essentially unchanged, is the subject of intense research.¹² Model systems with reduced complexity, still retaining essential physical features, provide a direct route to investigate this problem. For example, Kob-Andersen mixtures³ with purely repulsive Weeks-Chandler-Andersen interactions (KAWCA) exhibit substantially different dynamics compared to their Lennard-Jones counterpart (KALJ)⁵. By contrast, their structure, investigated from the point of view of radial distribution functions, is somewhat similar.⁷,¹⁰

The connection between pair correlations and dynamical properties has been extensively investigated.¹⁰,¹¹ On the one hand, a variety of studies conclude that two-body contributions are not enough to account for the difference in dynamics between the KAWCA and KALJ systems. Perhaps the most well-known example is mode-coupling theory, based on pair correlation functions, which underestimate these dynamical differences.¹² Additionally, deviations in many-body structural descriptors such as triple¹³ and point-to-set correlations,¹³ as well as bond-order distributions,¹⁴ and the packing capabilities of local particle arrangements,¹⁵ have been observed between the KALJ and KAWCA systems. These results indicate that higher-order features may be necessary to resolve the difference in their dynamical properties.¹⁶

On the other hand, several studies indicate that two-body structure is enough to describe particular aspects of the dynamics of model supercooled liquids. For example, features based on the pair structure have been used to predict diffusion constants from short-time trajectories of the KALJ model.¹⁶,¹⁷ Concerning the comparison between models, Bhattacharyya and coworkers,¹⁸,¹⁹ directly explored structure-dynamics relationships in KALJ and KAWCA systems. In particular, they used the Adam-Gibbs relation,²¹ to connect relaxation time to the configurational entropy. Their results demonstrated that the two-body contribution to the entropy plays a significant role in distinguishing the dynamics of the two systems.

To further contribute to the discussion, recent research efforts have focused on the detailed characterization of the liquid’s two-body structure. In particular, softness parameters, defined via weighted integrals of pair-correlation functions,²² or multi-dimensional integrals of partial structure factors,²³ respond to minor structural changes and can accurately describe dynamical differences. However, either non-trivial reweighting procedures or combinations of local and nonlocal terms prevents an unambiguous identification of the dominant, short- versus long-range, contributions to the resulting structure-dynamics relationship.

The potentially dominant role of short-range pair correlations brings with it yet another dilemma. According to perturbation theory, short-range repulsive interactions mostly dominate the liquid’s structure.⁶ By contrast, based on Kirkwood-Buff theory,²⁴ long-range fluctuations in the tail of the pair correlation function have a significant effect on the system’s solvation thermodynamics.²⁵ The studies mentioned above investigating KALJ and KAWCA dynamics have mainly focused on short-range contributions. Nevertheless, evidence for the nucleation of long-range structures in glassy systems at low temperatures,²⁶,²⁷ highlights the necessity to carefully address this point. Finite-size effects present in computer simulations dramatically affect the tail of the pair correlation function and the $k \to 0$ limit of the structure factor, i.e., the long-range structure properties, which in
and where $U$ following interaction parameters are measured in natural units, such that length, temperature and time continuously at the cutoff distance.

WCA systems (KAWCA).

Scher in low-temperature ortho-terphenyl, 30,31 the nucleation of nanometric clusters reported by Fischer in low-temperature ortho-terphenyl and it has been recently identified as a general feature present in polydisperse colloidal models. By contrast, the purely repulsive KAWCA system remains perfectly miscible in the supercooled state. A finite-size Kirkwood–Buff analysis confirms this picture by enabling the precise identification of the $k \to 0$ limit. Furthermore, we show that the isothermal compressibility and chemical potential of the two models exhibit similar trends with temperature, apart from constant shifts. These differences highlight the nonperturbative role of attractive interactions in the system. To sum up, we demonstrate that seemingly small differences in the tail of the radial distribution function result in significantly different structural and thermodynamic properties for supercooled systems with and without attractive interactions.

The paper is organised as follows: we provide the computational details in Sec. II present the results in Sec. III and conclude in Sec. IV.

II. COMPUTATIONAL DETAILS

We have simulated the Kob–Andersen model, which is a binary mixture (80:20) of Lennard-Jones (KALJ) particles. The inter-atomic pair potential between species $\alpha$ and $\beta$, $U_{\alpha\beta}(r)$, with $\alpha, \beta = a, b$ is described by a shifted and truncated Lennard–Jones potential, as given by:

$$U_{\alpha\beta}(r) = \begin{cases} U^{(LJ)}_{\alpha\beta}(r; \sigma_{\alpha\beta}, \epsilon_{\alpha\beta}) & \text{for } r \leq r^{(c)}_{\alpha\beta} \\ 0, & \text{for } r > r^{(c)}_{\alpha\beta} \end{cases}$$

where $U^{(LJ)}_{\alpha\beta}(r; \sigma_{\alpha\beta}, \epsilon_{\alpha\beta}) = 4\epsilon_{\alpha\beta}[(\sigma_{\alpha\beta}/r)^{12} - (\sigma_{\alpha\beta}/r)^6]$ and $r^{(c)}_{\alpha\beta}$ is equal to $2.5\sigma_{\alpha\beta}$ for LJ system and $r^{(c)}_{\alpha\beta}$ is equal to the position of the minimum of $U^{(LJ)}_{\alpha\beta}$ for the WCA systems (KAWCA). We have added a linear correction so that both the potential and the forces go to zero continuously at the cutoff distance. We have used LJ natural units, such that length, temperature and time are measured in $\sigma_{\alpha\beta}$, $\epsilon_{\alpha\beta}/\sigma_{\alpha\beta}^3$ and $\tau = \sqrt{(m_\alpha\beta\sigma_{\alpha\beta}^3/\epsilon_{\alpha\beta})}$, respectively. For all the simulations, we have used the following interaction parameters $\sigma_{\alpha\alpha} = 1.0 \sigma$, $\sigma_{\alpha\beta} = 0.8\sigma$, $\sigma_{\beta\beta} = 0.88\sigma$, $\epsilon_{\alpha\alpha} = 1.0 \epsilon$, $\epsilon_{\alpha\beta} = 1.5\epsilon$, $\epsilon_{\beta\beta} = 0.5\epsilon$, $m_\alpha = m_\beta = 1.0m$.

We have performed two different sets of simulations: the first for the calculation of dynamical and structural properties, and the second for the calculation of chemical potential, which employed a different box geometry and number of particles. All simulations have been carried out using the LAMMPS molecular dynamics software. We have performed the first set of simulations in a cubic box with periodic boundary conditions in the canonical ensemble (NVT), using the Nosé-Hoover thermostat with an integration timestep of 0.005$\tau$ and a time constant of 100 timesteps. The system is composed of $N = 23328$ particles, with $N_a = 18664$ particles of type a. We have simulated this system at two different densities, $\rho = 1.2/\sigma^3$ and $1.6/\sigma^3$ for different temperatures, as specified in the main text. Starting from the high temperature case, the final configuration of the simulation has been used as an initial configuration for the simulation one (temperature) step below. The same procedure has been followed for the KALJ and KAWCA systems. For all state points, three to five independent simulations with run lengths $> 100\tau$ ($\tau$ is the $\alpha$-relaxation time estimated from Ref. 20) have been performed.

To calculate the excess chemical potential, we have used the LAMMPS implementation of SPARTIAN already described in Ref. 35. The SPARTIAN method, a variant of the adaptive resolution method, simulates the coexistence of an atomistic system to its ideal gas representation at a constant density and temperature. We have computed the excess chemical potential of the system as the external potential required to balance the density across the simulation box. To guarantee enough statistics, we have used a slab geometry (An anisotropic box with $L_x = 36\sigma$, $L_y = 578\sigma$ and $L_z = 10\sigma$), also with periodic boundary conditions and at density $\rho = 1.2/\sigma^3$, resulting in a system with $N = 250000$ and $N_a = 200000$. The same protocol as described above has been used to quench the system before performing the SPARTIAN calculation. For the SPARTIAN method calculation, we have considered an slab geometry with atomistic region of length of $10\sigma$ and hybrid regions of linear size $10\sigma$ aligned along the x direction. After equilibration, we have performed the SPARTIAN calculations in the canonical ensemble (NVT), using a Langevin thermostat with $dt = 0.001\tau$ and damping parameter of $10\tau$. In order to get the correct density profiles and therefore, chemical potential, we have simulated for $3 \times 10^6$ simulation steps.
III. RESULTS AND DISCUSSIONS

A. Kirkwood Buff analysis

We consider temperatures in the range $0.45\epsilon/k_B \leq T \leq 6\epsilon/k_B$ for KALJ system and $0.3\epsilon/k_B \leq T \leq 6\epsilon/k_B$ for KAWCA system (See Section III). Visual inspection of the radial distribution functions (RDFs) for both systems reveals that they are almost indistinguishable (Figure S1), and only the RDF $g_{bb}(r)$ for the minor component shows relatively small differences, visible at $r < 3\sigma$ (Figure 1(a)). However, this direct comparison is misleading: a few thermodynamic quantities are quite sensitive to small fluctuations in the tail of the RDFs. One such quantities are the Kirkwood–Buff integrals (KBIs) which relate the microscopic structure of a liquid mixture to its solvation thermodynamics. For a multi-component system of species $\alpha$ and $\beta$, in equilibrium at temperature $T$, the KBIs in the thermodynamic limit (TL) take the form

\[ G_{\alpha\beta}^\infty = 4\pi \int_0^\infty dr r^2 (g_{\alpha\beta}(r) - 1), \]

where $g_{\alpha\beta}$ is the radial distribution for an infinite, open system. Here, it is obvious from Eq. (2) that small deviations for large $r$ result in important contributions to $G_{\alpha\beta}$. In computer simulations, usually far from the thermodynamic limit, Equation (2) is often approximated as

\[ G_{\alpha\beta}^R = 4\pi \int_0^R dr r^2 (g_{\alpha\beta}^c(r) - 1), \]

where $g_{\alpha\beta}^c(r)$ is the RDF of the closed, finite, system and $R$ is a truncation radius. It is essential to choose $R$ larger than the correlation length of the system. Nevertheless, this expression seldom converges due to different finite-size effects. Here, it is already clear that $G_{bb}^R$ for the KALJ and KAWCA systems displays different behaviour (See Figure 1(b)).

By explicitly including finite-size effects due to the thermodynamic ensemble and the finite integration domains, we compute the KBIs as

\[ \lambda G_{\alpha\beta}\lambda(\lambda) = \lambda G_{\alpha\beta}^{\infty} [1 - \lambda^3] - \lambda^4 \delta_{\alpha\beta} - \frac{\epsilon_{\alpha\beta}}{V_0^4}, \]

where $\lambda \equiv (V/V_0)^{1/3}$ and $G_{\alpha\beta}^{\infty}$ is the value of the KBIs in the thermodynamic limit. We can compute $G_{\alpha\beta}(\lambda)$, the KBIs for a subdomain of volume $V$ inside a simulation box of volume $V_0$, in terms of fluctuations of the number of particles, and

\[ G_{\alpha\beta}(\lambda) = V \left( \frac{\langle N_\alpha N_\beta \rangle' - \langle N_\alpha \rangle' \langle N_\beta \rangle'}{\langle N_\alpha \rangle' \langle N_\beta \rangle'} - \frac{\delta_{\alpha\beta}}{\langle N_\alpha \rangle'} \right), \]

where $G_{\alpha\beta}(\lambda) \equiv G_{\alpha\beta}(V;V_0)$ and the average number of $\alpha$-particles, $\langle N_\alpha \rangle'$, depends on both the subdomain and simulation box volumes. Figure 1(c) shows the results obtained from Eqs (4) and (5) for the KALJ and KAWCA systems at $T = 0.45\epsilon/k_B$. These curves are rather similar in both cases, with a major difference appearing for the $G_{bb}^\infty$ component, which can be obtained as the slope of a linear fit of $G_{bb}(\lambda)$ within the region $\lambda < 0.3$. The resulting values of $G_{bb}^\infty$ are plotted as dashed lines in Figure 1(b) to indicate the value at which the KBIs should converge.
B. Density and concentration structure factors

![Graph](image)

FIG. 2. Density, \(S_{\rho\rho}(k)\) (top), and concentration, \(S_{cc}(k)\) (bottom), structure factors for both KALJ (blue) and KAWCA (red) systems for the temperatures considered here.

As anticipated, fluctuations in the tail of the radial distribution function affect the long-range structure of the fluid. Hence, to investigate these effects, we compute partial structure factors

\[
S_{\alpha\beta}(k) = x_\alpha \delta_{\alpha\beta} + 4\pi x_\alpha x_\beta \rho \int_0^\infty dr \frac{2}{kr} \sin \frac{kr}{k} (g_{\alpha\beta}(r) - 1),
\]

where \(k\) is the norm of a reciprocal-lattice vector, \(\delta_{\alpha\beta}\) is the Kronecker delta, \(\rho = \rho_\alpha + \rho_\beta\) is the total number density and \(x_\alpha = N_\alpha/N\) is the mole fraction of the \(\alpha\)-species. To avoid numerical instabilities at the low \(k\) limit, we compute the structure factor directly from the simulated trajectory using the following expression as,

\[
S_{\alpha\beta}(k) = \frac{1}{N} \left( \sum_{i \in \alpha} \sum_{j \in \beta} \exp(-i\mathbf{k} \cdot (\mathbf{r}_i - \mathbf{r}_j)) \right),
\]

where \(\alpha\) and \(\beta\) denote the species, and the indexes \(i\) and \(j\) run over particles belonging to \(\alpha\) and \(\beta\), respectively. The average runs over the values of \(k\) such that \(|k| = k\) and over the ensemble. Partial structure factors are difficult to interpret for liquid mixtures. Hence, we focus on density, \(S_{\rho\rho}(k)\), and concentration, \(S_{cc}(k)\), structure factors which carry a direct physical meaning. \(S_{\rho\rho}(k)\) and \(S_{cc}(k)\) describe the correlation of density and concentration fluctuations in the liquid mixture. They are defined as

\[
S_{\rho\rho}(k) = S_{aa}(k) + S_{bb}(k) + 2S_{ab}(k),
\]

\[
S_{cc}(k) = x_a^2S_{aa}(k) + x_b^2S_{bb}(k) - 2x_ax_bS_{ab}(k).
\]

For large \(k\)-values, the behaviour of \(S_{\rho\rho}\) and \(S_{cc}\) is rather similar for both systems (See Figure 2). This includes a first peak at \(k_0 \approx 7.13/\sigma\), followed by a second peak at approximately \(1.7k_0\) that develops at low temperatures. This second peak is associated with the nucleation of structural motifs that precede the complete crystallisation of the system. As it has been reported for various metallic glasses, the splitting of this second peak results from the optimal facet-sharing configurations of such structural (icosahedral and tetrahedral) motifs that grow upon decreasing temperature. In our particular case, we do not observe this feature down to \(T = 0.45\epsilon/k_B\), thus confirming that both systems remain liquid-like. Concerning the difference between the KALJ and the KAWCA systems, the first and second peaks in the \(S_{cc}\) show slightly more structure for the KALJ system at \(T = 0.45\epsilon/k_B\), as expected from the RDF (See Figure 1(a)).

Perhaps more interesting, it is apparent from the inset in Figure 2 that the KALJ and KAWCA systems show substantially different behaviour in the region of small \(k\) (large \(r\)). On the one hand, the KAWCA liquid behaves like a normal liquid with monotonically decreasing density fluctuations upon decreasing temperature. On the other hand, the KALJ system exhibits anomalous behaviour, similar to SAXS curves obtained for ortho-terphenyl and supercooled water with clear density fluctuations starting around \(k \sim 2/\sigma\) (\(r \sim 3\sigma\)) appearing at temperatures lower than the onset temperature of glassy dynamics \(T = 1\epsilon/k_B\) (See Figure S2). These results indicate that the two systems display stark structural differences in the supercooled regime, with clear long-range density domains (\(r > 3\sigma\)) induced by the presence of attractive interactions in the KALJ mixture. The extrapolation to the \(k \to 0\) limit by using Eq. (6) or (7) is not trivial because finite-size effects in the simulation affect the precision in computing structure factors as we approach the linear size of the simulation box. In the next subsection, we use the relation between the structure factor in the limit \(k \to 0\) and the KBIs to investigate this limiting case in more detail.
C. KBIs and the $k \to 0$ limit

Similar to the single component case, the extrapolation to the $k \to 0$ limit provides useful physical information.\[^{22}\] Here, we use the relation between the structure factor in the limit $k \to 0$ and the KBIs

$$\lim_{k \to 0} S_{\alpha\beta}(k) = x_{\alpha\beta} \delta_{\alpha\beta} + \rho_{\alpha} x_{\beta} G_{\alpha\beta}^\infty, \quad (9)$$

thus

$$\lim_{k \to 0} S_{\rho\rho}(k) = \rho_{\alpha} x_{\alpha} G_{\alpha\alpha}^\infty + \rho_{\beta} x_{\beta} G_{\beta\beta}^\infty + 2 \rho_{\alpha} x_{\beta} G_{\alpha\beta}^\infty + 1$$

$$= \rho k_B T \kappa_T + \delta^2 \lim_{k \to 0} S_{cc}(k). \quad (10)$$

The last relation in Eq. (10) gives two contributions that allows us to connect long-range density fluctuations to both the isothermal compressibility $\kappa_T$ of the system and to concentration fluctuations modulated by the difference in partial molar volumes $v_a - v_b$, with $\delta = \rho(v_a - v_b)$.\[^{23}\]

The isothermal compressibility and the partial molar volumes can also be written in terms of the KBIs, namely:

$$\kappa_T = \frac{1 + \rho_a G_{\alpha\alpha}^\infty + \rho_b G_{\beta\beta}^\infty + 2 \rho_a \rho_b (G_{\alpha\alpha}^\infty G_{\beta\beta}^\infty - G_{\alpha\beta}^\infty^2)}{k_B T \eta}, \quad (11)$$

and

$$v_a = \frac{1}{\eta} \rho_a (G_{\alpha\alpha}^\infty - G_{\alpha\beta}^\infty),$$

$$v_b = \frac{1}{\eta} \rho_b (G_{\beta\beta}^\infty - G_{\alpha\beta}^\infty), \quad (12)$$

where $\eta = \rho_a + \rho_b + \rho_a \rho_b (G_{\alpha\alpha}^\infty + G_{\beta\beta}^\infty - 2 G_{\alpha\beta}^\infty)$.

We use the definition in Eqs (7) and (8) to compute $S_{\rho\rho}(k)$, and compare with the $\lim_{k \to 0} S_{\rho\rho}(k)$ obtained from the KBIs (Eq. (10)). The results, presented in Figure 3 (Top panel), confirm the information given by the partial structure factors (See Figure S2 for a comparison between the values obtained from the structure factor and the KBIs). Namely, in contrast to the KAWCA system, the KALJ system exhibits increasingly large density fluctuations upon decreasing temperature. To investigate the origin of the anomaly, we investigate the contributions to $S_{\rho\rho}$ separately as given by the r.h.s. of Eq. (10). The middle and lower panels of Figure 3 splits $S_{\rho\rho}$ into isothermal compressibility and concentration fluctuation terms, respectively. There, it is apparent that the anomalous behaviour exhibited by the KALJ system at low $k$ values is due to the formation of long-range concentration domains (red and blue triangles). By contrast, the isothermal compressibility contribution remains nearly the same for both systems (red and blue circles).

The anomaly observed in the limit $k \to 0$ in Figure 2 has also been reported in Ref.\[^{50}\]. The authors suggest a plausible explanation involving the gas-liquid phase separation of the KALJ system. However, we note that the gas-liquid coexistence region for the KALJ system is still far from the point $\rho = 1.2/\sigma^3$, $T = 0.45\epsilon/k_B$.\[^{21,53}\] (See also the discussion in Sec. IV in Ref. 50.\[^{50}\] Moreover, we observe the non-monotonic behaviour starting just below the onset temperature of glassy dynamics $T = 1\epsilon/k_B$, which is even farther away from the coexistence region. Moreover, the virial part of the pressure remains positive even at the lowest temperature considered for the KALJ model (See Fig. 1 in Ref. 53 and Figure S3). For the KAWCA model, as expected, the system’s pressure is systematically higher than the KALJ pressure due to the absence of attractive interactions. In general, the positive pressure of our simulated state points already suggests that the anomalous behaviour is not due to gas-liquid coexistence.
as a function of temperature provide a clear insight (See Figure 4). As expected from the model, the effective inter-
action between a and b particles is favoured in both systems at all temperatures: excess coordination num-
bers are close to zero. Below the onset temperature of glassy dynamics, the excess coordination number shows a collective tendency for the KALJ mixtures to increase b – b effective interactions upon cooling. This propensity is not observed in the KAWCA case. We underline here that these concentration domains for the KALJ system resemble the behaviour discovered by Fischet al. for super-
cooled ortho-terphenyl. Namely, anomalies in the structure factor at low k-values, which are not commensurate with the isothermal compressibility, are connected to the nucleation of nanometric structures. Furthermore, our results agree with recent theoretical efforts demonstrating that the low k portion of the structure factor for polydisperse colloidal systems can be separated into a compressibility contribution and a term related to composition fluctuations.

We now focus on the isothermal compressibility (Eq. 11). In Figure 5, we present a log-log plot of \( \kappa_T \) vs T, where it is apparent that the KALJ system is system-
tically more compressible than the KAWCA system at all temperatures considered here. Hence, it is again clear that small differences in the tail of the RDFs result in sizeable differences in their thermodynamic properties. Furthermore, a power-law behaviour \( \kappa_T = k_B T^{-\gamma} \) is apparent with \( \gamma = 0.46 \pm 0.01 \) for the KALJ system and \( \gamma = 0.45 \pm 0.01 \) for the KAWCA system. Below the onset temperature of glassy dynamics, both systems deviate from this power law and become comparatively less compressible in the deeply supercooled region. One would expect that, for a system undergoing a gas-liquid separation, compressibility substantially increases upon approaching the gas-liquid region. By contrast, the behaviour observed in Figure 5 suggests that this is not the case. Finally, the existence of this power law, including the low-temperature deviations, is somewhat similar (\( \gamma = 0.40 \pm 0.01 \)) to the one observed experimentally in supercooled water.

**D. Chemical potential**

Finally, we compute the excess chemical potential for both systems (Figure 6) using the SPARTAN method. Recent calculations of the chemical potential for the KALJ system in the range of temperature 0.5\( \epsilon/k_B < T < 1.0\epsilon/k_B \) are in excellent agreement with our results. At the onset temperature of glassy dynamics, there is a transition between two regimes, reflecting the tendency for the system to minimise its free energy. The fact that the curves for the KALJ and the KAWCA systems are identi-
cal up to a constant factor is a consequence of writing the LJ potential energy as \( U_{\text{LJ}} \approx U_{\text{WCA}} + U_{\text{Attractive}} \). This expression lies at the foundation of perturbation theory that assumes that \( U_{\text{Attractive}} \) is very small compared to \( U_{\text{WCA}} \). However, the sizeable difference in chemical potential (\( \approx 5\epsilon \)) indicates that this approximation does not hold in this case.

Similarly to other thermodynamic properties like ex-
cess and configurational entropy, isothermal compressibility and chemical potential results confirm that perturbation theory is not valid for the KALJ and KAWCA systems at \( \rho = 1.2/\sigma^3 \) since attractive interac-
tions induce non-perturbative structural effects. In the following section, we investigate these systems at higher
density, namely $\rho = 1.6/\sigma^3$, where we expect that repulsive interactions play an increasingly dominant role.56

E. KALJ and KAWCA mixtures at $\rho = 1.6/\sigma^3$

We perform a similar thermodynamic analysis for KALJ and KAWCA systems at $\rho = 1.6/\sigma^3$. Our results show that density and concentration structure factors (Figure 7) are nearly identical for both systems in the range of temperature considered. Structure factors in the limit $k \to 0$, in particular, show no evidence for the nucleation of long-range structures. Dynamical properties for these mixtures available in the literature28–30 reveal that both systems exhibit similar structural and dynamical properties at this density. Therefore, we conclude that long-range concentration fluctuations might be closely connected to the significant mismatch between dynamical properties of the two systems at $\rho = 1.2/\sigma^3$. Concerning the isothermal compressibility (Figure 8), the two systems are essentially indistinguishable in the whole temperature range. As a reference, the onset temperature of glassy dynamics for KALJ and KAWCA systems at this density is close to $2.80\epsilon/k_B$. The two systems hence behave similarly well below the onset temperature of glassy dynamics. This result highlights the dominant role played by attractive interactions in determining thermodynamic properties of high-density liquids.

F. Crystallisation of the KAWCA system

In the last section, we investigated the crystallisation of the KAWCA system at $\rho = 1.2/\sigma^3$. We further decrease the temperature down to $T = 0.35\epsilon/k_B$. Figure 9 shows snapshots of the system at $T = 0.45\epsilon/k_B$ (Left panel) and $T = 0.35\epsilon/k_B$ (Right panel). It is apparent from the figure that the system at $T = 0.45\epsilon/k_B$ appears like a miscible liquid. Conversely, the system at $T = 0.35\epsilon/k_B$ shows crystalline domains with a clear tendency for phase-segregation. Density and concentration structure factors (Figure 10) enable us to validate this crystallisation-demixing scenario. In particular, we observe the splitting of the second peak of $S_{\rho\rho}(k)$ at $1.7k_0$ with $k_0 \approx 7.13/\sigma$ that indicates the presence of facet-sharing domains between neighbouring crystalline regions. Perhaps more interesting, the structure factors at $k < 2/\sigma$ show a marked formation of long-range domains qualitatively similar to the ones present for the KALJ case below onset temperature.
These results indicate that the crystallisation of the KAWCA system is a process driven by phase segregation. We note that similar behaviour to that observed for the low-temperature density and concentration structure factors for KAWCA has also been observed in polydisperse glass-forming systems. Furthermore, recent GPU simulations report the crystallisation of the KALJ system due to composition fluctuations similar to the ones investigated in this work. Indeed, our results also support previous claims pointing out demixing as a precursor for crystallisation in the modified KA model and in liquid metals.

We conclude here that the presence of long-range concentration fluctuations is a qualitatively common feature for both KALJ and KAWCA systems. Perhaps more important, it is not directly related to gas-liquid coexistence present in the KALJ system. Indeed, in the crystalline state \( T = 0.35 \epsilon/k_B \), the KAWCA system exhibits a significant growth of concentration fluctuations, apparent in the lower panel in Figure 10. The attractive interactions present in the KALJ system favour the nucleation of concentration fluctuations starting at relatively high temperatures \( T = 1.00 \epsilon/k_B \). Although the KAWCA system crystallises in our simulation timescale as its dynamics are considerably faster than for the KALJ system, our results suggest that both systems crystallise upon demixing by following a similar pathway.

IV. CONCLUSIONS

We compute various thermodynamic properties of model supercooled liquids, with (KALJ) and without (KAWCA) attractive interactions at density \( \rho = 1.2/\sigma^3 \). We aim at studying whether fluctuations in the tail of the two-body correlation function induce significant thermodynamic differences between the two systems. Density and concentration structure factors in the limit \( k \to 0 \) indicate that the KALJ system exhibits anomalous structural behaviour that we identify as the nucleation of long-range concentration domains. Conversely, the KAWCA system behaves like a normal liquid, with density and concentration structure factors decreasing monotonically.

A finite-size Kirkwood-Buff analysis used to extrapolate to the \( k \to 0 \) limit confirms this picture. Differences in isothermal compressibilities and chemical potentials highlight the non-perturbative role of attractive interactions. Results of the crystallisation of the KAWCA system suggest that the anomaly, enhanced by the presence of attractive interactions, is a common feature of both models. All our results indicate that these long-range concentration fluctuations are not connected to gas-liquid coexistence, implying that demixing precedes crystallisation in both systems. Finally, upon increasing density \( \rho = 1.6/\sigma^3 \), where KALJ and KAWCA systems show similar dynamical properties, the KALJ anomaly disappears, and both systems exhibit nearly identical thermodynamic properties. Hence, we speculate that there
might be a connection between large-scale concentration fluctuations and the significant dynamical slow down of the KALJ system in the deeply supercooled regime.
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