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The least squares based eigenfilter method has been applied to the design of both finite impulse response (FIR) filters and wideband beamformers successfully. It involves calculating the resultant filter coefficients as the eigenvector of an appropriate Hermitian matrix, and offers lower complexity and less computation time with better numerical stability as compared to the standard least squares method. In this paper, we revisit the method and critically analyze the eigenfilter method by revealing a serious performance issue in the passband of the designed FIR filter and the mainlobe of the wideband beamformer, which occurs due to a formulation problem. A solution is then proposed to mitigate this issue by imposing an additional constraint to control the response at the passband/mainlobe, and design examples for both FIR filters and wideband beamformers are provided to demonstrate the effectiveness of the proposed method.\footnote{This is an expanded work of our conference publication (Raza & Liu, 2016)}
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1. INTRODUCTION

FIR filters and wideband beamformers have numerous applications ranging from Sonar, Radar, audio processing, ultrasound imaging, radio astronomy, earthquake prediction, medical diagnosis, to communications, etc (Van Trees, 2002; Liu & Weiss, 2010). Many optimization methods have been employed in the past to design FIR filters and wideband beamformers with required specifications. General convex optimization is one of the techniques that has been extensively explored from this perspective (El-Keyi, Kirubarajan, & Gershman, 2005; Liao & Raza, 2011; Duan, Ng, See, & Fang, 2008; Zhao, Liu, & Langley, 2011a) with the inherent drawback of long computation time required to reach a feasible solution.

Although it can be considered as a special case of the convex optimization approach, least squares based design has been adopted as a simple but effective solution to both design problems, which minimizes the mean squared error between the desired and designed responses (Liu & Weiss, 2010; Zhao, Liu, & Langley, 2011b; Doclo & Moonen, 2003). The solution of the standard least squares cost function involves matrix inversion to obtain the required weight vector. Since matrix inversion poses numerical instability with long filters (Tkacenko, Vaidyanathan, & Nguyen, 2003), another method was proposed based on the least squares approach by performing eigenvector decomposition of a cost function to extract the required weight vector in the form of an eigenvector. This method is called eigenfilter design and has been explored for designing both filters and beamformers (Vaidyanathan & Nguyen, 1987; Nguyen, 1993; Pei & Tseng, 2001; Zhang & Chen, 2002; Doclo & Moonen, 2002; Zhao, Liu, & Langley, 2011c). Moreover, the design of linear-phase FIR Hilbert transformers and arbitrary order digital differentiators were considered by Pei and Shyu (Pei & Shyu, 1988, 1989), who also investigated the design of nonlinear-phase filters with arbitrary complex-valued coefficients (Pei & Shyu, 1992, 1993a). Two-dimensional (2-D) extension to the eigenfilter method was proposed by Nashashibi and Charalambous (Nashashibi & Charalambous,
An overall critical analysis of the performance of this approach is presented with the suggested modification for tackling this issue. In particular, an additional constraint is imposed at the passband/mainlobe of the system to control the resultant responses.

This paper is organized as follows. The eigenfilter based design formulation for FIR filters and wideband beamformers along with the critical analysis is presented in Section 2. The proposed solution to the highlighted problem is given in Section 3. Design examples for different types of FIR filters and wideband beamformers affected by the problem are provided in Section 4 followed by results using the proposed solution. Conclusions are drawn in Section 5.

2. LEAST SQUARES BASED DESIGN AND CRITICAL ANALYSIS

2.1. FIR filter design

Consider an \( N \)-tap FIR filter. Its frequency response \( W(e^{j\omega}) \) is given by

\[
W(e^{j\omega}) = \sum_{n=0}^{N-1} w_n e^{-jn\omega},
\]

where \( w_n \) is the \( n \)-th tap/coefficient of the filter. In vector form, it can be expressed as

\[
W(e^{j\omega}) = \mathbf{w}^H \mathbf{c}(\omega),
\]

where \( \mathbf{w} \) is the \( N \times 1 \) weight vector holding the coefficients \( w_n, n = 0, 1, \ldots, N - 1 \), and

\[
\mathbf{c}(\omega) = [1, e^{-j\omega}, \ldots, e^{-j(N-1)\omega}]^T.
\]

Now consider designing a lowpass filter as an example. The desired response \( D(\omega) \) is given by

\[
D(\omega) = \begin{cases} 
  e^{-j\omega \frac{N-1}{2}}, & 0 \leq \omega \leq \omega_p, \\
  0, & \omega_p \leq \omega \leq \pi
\end{cases}
\]

where \( e^{-j\omega \frac{N-1}{2}} \) represents the desired linear phase at the passband with a delay of \( \frac{N-1}{2} \) samples along with the desired stopband response equal to zero.

The design process involves formulating the cost function in the standard eigenfilter form, based on the Rayleigh-Ritz principle which states that for any Hermitian matrix \( \mathbf{R} \), its Rayleigh-Ritz ratio is given by

\[
\frac{\mathbf{w}^H \mathbf{R} \mathbf{w}}{\mathbf{w}^H \mathbf{w}}. \quad (5)
\]

This ratio reaches its maximum/minimum when \( \mathbf{w} \) is the eigenvector corresponding to the maximum/minimum eigenvalue of \( \mathbf{R} \). The maximum and minimum values of this ratio are respectively the maximum and minimum eigenvalues. For FIR filter design, a reference frequency point was introduced by Nguyen in the passband region of the cost function to help represent it into the quadratic form as desired by (5) (Nguyen, 1993). The cost function with the reference frequency point incorporated is given as

\[
E = \frac{1}{\pi} \int_{\omega} v(\omega) \left| \frac{D(\omega)}{D(\omega_r)} W(e^{j\omega_r}) - W(e^{j\omega}) \right|^2 d\omega
\]

where \( v(\omega) \) is the weighting function and \( D(\omega_r) \) and \( W(e^{j\omega_r}) \) represent the desired and designed responses at reference frequency, respectively. This expression can also be written as

\[
E = \frac{1}{\pi} \int_{\omega} v(\omega) \left( \frac{D(\omega)}{D(\omega_r)} W(e^{j\omega_r}) - W(e^{j\omega}) \right) \left( \frac{D(\omega)}{D(\omega_r)} W(e^{j\omega_r}) - W(e^{j\omega}) \right)^H d\omega
\]

For stopband, the desired response \( D(\omega) = 0 \). Substituting this value into the expression above, we have

\[
E_s = \frac{1}{\pi} \int_{\omega_s} v(\omega) W(e^{j\omega}) W(e^{j\omega})^H d\omega \quad (8)
\]

Substituting the expression in (2) into (8), the expression further simplifies to

\[
E_s = \frac{1}{\pi} \int_{\omega_s} v(\omega) \mathbf{w}^H \mathbf{c}(\omega) \mathbf{c}(\omega)^H \mathbf{w} d\omega \quad (9)
\]

Then we can express (9) as

\[
E_s = \mathbf{w}^H \mathbf{P}_s \mathbf{w} \quad (10)
\]
where $P_s$ is a symmetric, positive definite matrix of order $N \times N$ given by
\[
P_s = \frac{1}{\pi} \int_{\omega_s}^{\pi} v(\omega)c(\omega)c(\omega)^H d\omega \quad (11)
\]

The passband cost function is derived by incorporating the desired passband response $D(\omega) = e^{-j\frac{\omega}{2}}$ into (7)
\[
E_p = \frac{1}{\pi} \int_{\omega_p}^{\omega_p} v(\omega) \left( e^{-j\frac{N-1}{2}(\omega-\omega_r)}c(\omega_r) - c(\omega) \right) H^T \left( e^{-j\frac{N-1}{2}(\omega-\omega_r)}c(\omega_r) - c(\omega) \right) d\omega \quad (12)
\]

After simplification, we have
\[
E_p = \frac{1}{\pi} \int_{\omega_p}^{\omega_p} v(\omega)w^H \left( e^{-j\frac{N-1}{2}(\omega-\omega_r)}c(\omega_r) - c(\omega) \right) H^T \left( e^{-j\frac{N-1}{2}(\omega-\omega_r)}c(\omega_r) - c(\omega) \right) d\omega
\]

This expression can also be written as
\[
E_p = w^H P_p w, \quad (14)
\]
where $P_p$ is a symmetric, positive definite matrix of order $N \times N$ given by
\[
P_p = \frac{1}{\pi} \int_{\omega_p}^{\omega_p} v(\omega) \left( e^{-j\frac{N-1}{2}(\omega-\omega_r)}c(\omega_r) - c(\omega) \right) H^T \left( e^{-j\frac{N-1}{2}(\omega-\omega_r)}c(\omega_r) - c(\omega) \right) d\omega \quad (15)
\]

The total cost function is a combination of the passband and stopband cost functions with a trade-off factor $\alpha$
\[
E = \alpha E_p + (1-\alpha)E_s, \quad 0 \leq \alpha \leq 1, \quad (16)
\]
which can be transformed into
\[
E = w^H P w, \quad (17)
\]
where
\[
P = \alpha P_p + (1-\alpha)P_s, 0 \leq \alpha \leq 1. \quad (18)
\]

Combining (11) and (15) in (18) and taking the real part, we have
\[
P = \alpha \int_{\omega_p}^{\omega_p} \text{Re} \left[ \left( e^{-j\frac{N-1}{2}(\omega-\omega_r)}c(\omega_r) - c(\omega) \right) H^T \left( e^{-j\frac{N-1}{2}(\omega-\omega_r)}c(\omega_r) - c(\omega) \right) \right] d\omega \quad (19)
\]
\[
\quad + (1-\alpha) \int_{\omega_s}^{\pi} \text{Re}[c(\omega)c(\omega)^H] d\omega
\]

The solution rests in finding the eigenvector $w$ corresponding to the minimum eigenvalue of $P$ which minimizes $E$. The norm constraint $w^H w = 1$ is also incorporated to avoid trivial solution. The final expression of solution for the eigenfilter based FIR filter design problem is given by
\[
\min_w \frac{w^H P w}{w^H w} \quad (20)
\]

After investigating the designed filter's performance, it is found that although the design performs well for most of the cases with varying specifications for short filters, it produces ever increasingly inconsistent results as the number of filter taps increases for the same set of specifications. With those longer filters, the passband performance starts varying and switches from one case with flatness around near unity gain to another case with flatness achieved at almost zero magnitude.

This unstable performance can be attributed to the formulation in (19) where the first part of the cost function measures the difference between the filter’s response at the reference frequency $\omega_r$ and those at the other frequencies $\omega$ in the passband. The term $e^{-j\frac{N-1}{2}(\omega-\omega_r)}$ compensates for different phase shifts of the response at different frequencies. This expression minimizes the relative variation of the filter’s response at different passband frequencies and ensures a flat passband response. However, there is no control over the absolute value of the filter’s response in passband, allowing any type of flat passband response with arbitrary absolute magnitude leading to inconsistent design performance.

### 2.2. Wideband beamformer design

Consider a wideband beamformer with tapped delay lines (TDLs) or FIR filters shown in Figure 1, where $J$ is the number of delay elements associated with each of the $M$ sensors. The wideband beamformer samples the propagating wave field in both space and time. Its response as a function of signal angular frequency $\omega$ and direction of arrival $\theta$ is given by (Liu & Weiss, 2010)
\[
P(\omega, \theta) = \sum_{m=0}^{M-1} \sum_{k=0}^{J-1} w_{m,k} e^{-j\omega(\tau_m + kT_s)}, \quad (21)
\]
where $T_s$ is the delay between adjacent taps of the TDL and $\tau_m$ is the spatial propagation delay...
between the \( m \)-th sensor and the reference sensor. We can also express (21) as

\[
P(\Omega, \theta) = \mathbf{w}^T \mathbf{d}(\Omega, \theta),
\]

(22)

where \( \mathbf{w} \) is the coefficient vector

\[
\mathbf{w} = [w_{0,0}, \ldots, w_{M-1,0}, \ldots, w_{0,J-1}, \ldots, w_{M-1,J-1}]^T
\]

(23)

and \( \mathbf{d}(\Omega, \theta) \) is the \( M \times J \) steering vector

\[
\mathbf{d}(\Omega, \theta) = \mathbf{d}_{T_s}(\Omega) \otimes \mathbf{d}_{r_m}(\Omega, \theta),
\]

(24)

where \( \otimes \) denotes the Kronecker product. The terms \( \mathbf{d}_{T_s}(\Omega) \) and \( \mathbf{d}_{r_m}(\Omega, \theta) \) are defined as

\[
\mathbf{d}_{T_s}(\Omega) = [1, e^{-j\omega T_s}, \ldots, e^{-j(J-1)\omega T_s}]^T
\]

(25)

\[
\mathbf{d}_{r_m}(\Omega, \theta) = [e^{-j\omega \tau_0}, e^{-j\omega \tau_1}, \ldots, e^{-j\omega \tau_{M-1}}]^T
\]

(26)

For a uniform linear array (ULA) with an inter-element spacing \( d \) and angle \( \theta \) measured from the broadside, the spatial propagation delay \( \tau_m \) is given by \( \tau_m = m \tau_1 = \frac{md \sin \theta}{c} \). With normalized angular frequency, \( \Omega = \omega T_s \), and \( \mu = \frac{d}{cT_s} \), the steering vector is given by

\[
\mathbf{d}(\Omega, \theta) = \mathbf{d}_{T_s}(\Omega) \otimes \mathbf{d}_{r_m}(\Omega, \theta)
\]

(27)

\[
\mathbf{d}_{T_s}(\Omega) = [1, e^{-j\Omega}, \ldots, e^{-j(J-1)\Omega}]^T
\]

(28)

\[
\mathbf{d}_{r_m}(\Omega, \theta) = [1, e^{-j\mu \Omega \sin \theta}, \ldots, e^{-j(M-1)\mu \Omega \sin \theta}]^T
\]

(29)

Now we have (22) as a function of \( \Omega \) and \( \theta \), given by

\[
P(\Omega, \theta) = \mathbf{w}^T \mathbf{d}(\Omega, \theta)
\]

(30)

The desired response for the wideband beamformer is represented by \( P_d(\Omega, \theta) \). Then, the eigenfilter based cost function can be expressed as

\[
J_{ef}(\mathbf{w}) = \int_{\Omega_{pb}} \int_{\theta} v(\Omega, \theta)
\]

\[
\left| P(\Omega, \theta) - P(\Omega_r, \theta_r) \right|^2 d\Omega d\theta
\]

(31)

where \( (\Omega_r, \theta_r) \) is the reference point. We can change this expression into

\[
J_{ef}(\mathbf{w}) = \mathbf{w}^H \mathbf{G}_{ef} \mathbf{w}
\]

(32)

where

\[
\mathbf{G}_{ef} = \int_{\Omega_{pb}} \int_{\theta} v(\Omega, \theta)
\]

\[
\left( \frac{\mathbf{d}(\Omega, \theta)}{\mathbf{d}(\Omega_r, \theta_r)} \right)^H \mathbf{P}_d(\Omega, \theta) \]

(33)

\[
\left( \frac{\mathbf{d}(\Omega, \theta)}{\mathbf{d}(\Omega_r, \theta_r)} \right)^H \mathbf{P}_d(\Omega_r, \theta_r)
\]

Consider a typical design case with desired sidelobe response equal to zero and response at look direction \( \theta_0 \) given by \( e^{-j\frac{\Omega}{2}} \) equal to a pure delay; \( \Omega_r \) and \( \Omega_{pb} \) represent the reference frequency and passband frequency range, respectively, and \( \alpha \) is the weighting factor for the mainlobe. The expression in (33) is modified accordingly for real-valued beamformer coefficients and given by

\[
\mathbf{G}_{ef} = \alpha \int_{\Omega_{pb}} \int_{\theta} \text{Re} \left( \left( \frac{\mathbf{d}(\Omega, \theta)}{\mathbf{d}(\Omega_r, \theta_r)} \right)^H \mathbf{P}_d(\Omega, \theta) \right) d\Omega d\theta
\]

(34)

Then, the solution to the wideband beamformer design problem is given by

\[
\min_{\mathbf{w}} \frac{\mathbf{w}^H \mathbf{G}_{ef}(\Omega, \theta) \mathbf{w}}{\mathbf{w}^H \mathbf{w}}
\]

(35)

Similar to the FIR filter design case, testing of the designed wideband beamformer through the eigenfilter method showed an inconsistent design performance. The design performed well for some
look directions, while attained a very poor response for other look directions.

This variable nature of look direction response for the same set of specifications can again be traced back to the design formulation in (34), where the first part of the expression calculates the difference between the beamformer response at reference point \((\Omega_r, \theta_r)\) and those at other frequencies in the look direction \(\theta_0\). The term \(e^{-j\frac{\pi}{2}(\Omega-\Omega_r)}\) compensates for the different phase shifts experienced by the wideband signal at different frequencies. The formulation ensures minimization of the relative error at the look direction for different frequencies. However, just like the FIR filter case, there is a lack of control for exact response in the look direction which can lead to design failure.

3. PROPOSED SOLUTION WITH AN ADDITIONAL CONSTRAINT

As shown in our analysis of the eigenfilter design for both FIR filters and wideband beamformers in Section 2, the key issue is its lack of control of the achieved response at the passband/look direction compared to the desired one in the formulation. To solve this problem, we add an additional constraint to the formulation to specify the required response explicitly at the reference point. Since the original formulation will minimize the variation of the achieved response in the passband/look direction, the explicit control of the response of the designed filter/beamformer at one reference point of the passband/look direction will guarantee the design reaches the desired response for the whole considered passband/look direction region with a minimum overall error.

Now, constraining the reference frequency response to unity by adding a linear constraint to (20) gives us the following modified design formulation

\[
\min_{w} \ w^H P w \quad \text{Subject to} \quad C^H w = f
\]  
(36)

where the constraint matrix \(C\) and the response vector \(f\) provide the required constraint on the weight vector \(w\) so that the resultant design can have the required exact response at the reference frequency. The constraint matrix \(C\) in its most basic form corresponds to the real and imaginary parts of the reference frequency vector where we want to constrain the response for this reference frequency vector in the passband of a filter or the look direction of a wideband beamformer to a fixed desired response with its real and imaginary parts contained in the response vector \(f\).

For example, consider the design of a lowpass filter. In order to provide correction for the original formulation flaw, we incorporate a constraint for the filter passband response at the reference frequency to be equal to the desired response with unity gain magnitude and linear phase. For a reference frequency \(\omega_r = 0\), \(c(\omega)\) in (3) changes to

\[
c(\omega_r) = [1, 1, \cdots, 1]^T .
\]  
(37)

Then, the constraint matrix \(C\) just becomes a constraint vector with \(C = c(\omega_r)\) with the response vector \(f\) containing the desired unity gain as the response of the filter at \(\omega_r = 0\) represented by

\[
c(\omega_r)^H w = f,
\]  
(38)

which is simply

\[
[1, 1, \cdots, 1]^T w = 1 .
\]  
(39)

This constraint will make sure that the designed response of the filter at the reference frequency in the passband is equal to the desired response. As the original formulation will minimize the variation in the response achieved at other frequencies in the passband with respect to the reference frequency, the overall designed response in the passband will be equal to the desired response, thus solving the original formulation problem.

Note that we can also add other constraints to the formulation of \(C\) and \(f\) so that more flexible constraints can be imposed on the design. For example, we can add a constraint to make sure the resultant design has an exact zero response at some stopband frequencies.

The solution to (36) can be obtained by the Lagrange multipliers method and it is given by

\[
w_{opt} = P^{-1} C (C^H P^{-1} C)^{-1} f
\]  
(40)

For the wideband beamformer design, the modified problem is given by

\[
\min_{w} \ w^H G_{ef} w \quad \text{Subject to} \quad C^H w = f ,
\]  
(41)
where \( C \) and \( f \) again correspond to the constraint matrix and response vector, respectively. For the wideband beamformer case, just like the filter design scenario, this constraint matrix will correspond to the reference frequency steering vector, where \( C = d(\Omega_r, \theta_r) \).

By constraining the response of the wideband beamformer at this reference frequency steering vector equal to the desired response \( e^{-j\frac{2}{\pi} \Omega_r} \) as

\[
d(\Omega_r, \theta_r)^H w = e^{-j\frac{2}{\pi} \Omega_r},
\]

the overall response of the wideband beamformer at the look direction for different frequencies will be equal to the desired response, thus mitigating the initial formulation problem. The solution to (41) is then given by

\[
w_{opt} = G^{-1}_{ef} C (C^H G^{-1}_{ef} C)^{-1} f \tag{43}
\]

Note that there are matrix inversion operations in (40) and (43), which can be computationally intensive for larger filters and beamformers. However, there are other approaches available in literature e.g. null space based methods to solve (36) and (41) avoiding the need to compute matrix inversion (Liu & Weiss, 2010).

4. Design Examples

In this section, design examples are provided to show the inconsistent performance produced by the original unconstrained eigenfilter design method. The examples are then re-designed through the proposed constrained eigenfilter method to show the improvement.

4.1. Unconstrained eigenfilter design

First, we consider the lowpass filter design scenario where the whole frequency range from \([0, \pi]\) was discretized into 400 points. The design specifications include the passband from \([0, 0.5\pi]\) and stopband from \([0.8\pi, \pi]\). A 70-tap filter with tradeoff parameter \( \alpha = 0.97 \) and reference frequency at \(0.35\pi\) is then designed using the original formulation. The result is depicted in Fig. 2 with solid curve and blue colour, where a very satisfactory design performance can be observed with a passband to stopband ratio of 150 dB.

For highpass filters, again two cases are presented. For the first case, we consider an 81-tap filter, where the design specifications include a stopband from \([0, 0.4\pi]\) and passband from \([0.7\pi, \pi]\). The tradeoff factor \( \alpha = 0.71 \) and the reference frequency is set to \(0.74\pi\). The result is depicted in Fig. 3 with solid curve and blue colour, where a very satisfactory design performance can be observed with a passband to stopband ratio of 150 dB.

For the second case, we just change the reference frequency to \(0.94\pi\) and the result is shown in Fig. 3 with dashed red colour, which is without any doubt unacceptable, with a passband response at around -130 dB leaving a passband to stopband ratio of only 15 dB. The results for lowpass and highpass filter design examples clearly demonstrate the magnitude of the problem at hand for different arbitrary design scenarios.

Now we extend this observation to the design of bandpass filters to see if the same problem can be observed in those filters as well.
For the bandpass filter design scenario, we again consider two cases for comparison. For the first case, we have 91 taps, where the design specifications include the 1st stopband from \([0, 0.15\pi]\), passband from \([0.35\pi, 0.65\pi]\) and the 2nd stopband from \([0.85\pi, \pi]\). The tradeoff factor \(\alpha = 0.96\) and the reference frequency is set to \(0.55\pi\). The satisfactory design result is shown in Fig. 4 with solid curve and blue colour, where a suitable passband to stopband ratio of 145 dB can be observed.

For the second case, we change the reference frequency to \(0.49\pi\), while keeping the remaining specifications similar to the first case and the result is shown with dashed red colour where it can be seen that the flat passband again has dropped to a very low unacceptable magnitude of -80 dB with a passband to stopband ratio of 36 dB, providing further evidence for the kind of inconsistent results caused by the flawed design formulation.

For the wideband beamformer design, we consider an array with 10 sensors and a TDL length of 10 taps. The look direction is chosen as an off-broadside direction of \(\theta_0 = 10^\circ\) with the desired response equal to \(e^{-j5\Omega}\). The considered wideband signal has a frequency range of \(\Omega_{pb} = [0.4\pi, \pi]\) with the reference frequency \(\Omega_r = 0.7\pi\) and \(\theta_r = 10^\circ\) chosen as the reference point. The weighting function is set to \(\alpha = 0.6\) at the look direction and 0.4 at the sidelobe region, which runs from \(-90^\circ\) to \(-10^\circ\) and \(30^\circ\) to \(90^\circ\). The frequency range is discretized into 20 points, while the angle range is divided into 360 points.

The result is shown in Fig. 5(a), where a satisfactory design performance is achieved with the look direction to sidelobe ratio around 20 dB. The same scenario is again tested by changing the look direction to the broadside of \(\theta_0 = 0^\circ\) with the sidelobe region ranging from \(-90^\circ\) to \(-20^\circ\)
and $20^0$ to $90^0$ with the remaining specifications unchanged. The result is shown in Fig. 5(b), where it can be observed that the look direction response plunges to -40 dB with a flat response attained, which is even lower than the sidelobes.

We provide another example for a scenario where we consider an array with 11 sensors and a TDL structure of 10 taps. For the first case, the look direction is chosen as the broadside direction with $\theta_0 = 0^\circ$ and the desired response equal to $e^{-j\Omega}$. For the design specifications we consider a wideband signal having a frequency range of $\Omega_{pb} = [0.4\pi, \pi]$ with the reference frequency $\Omega_r = 0.7\pi$ and $\theta_r = 10^\circ$ chosen as the reference point. The weighting function is the same as the previous example and the sidelobe region is from $-90^\circ$ to $-30^\circ$ and $30^\circ$ to $90^\circ$. The result is shown in Fig. 6(a), where an excellent design response is achieved with a look direction to sidelobe response ratio of 40 dB. For the second case, we change the look direction to an off-broadside direction of $\theta_0 = 10^\circ$ with the sidelobe ranging from $-90^\circ$ to $-20^\circ$ and $40^\circ$ to $90^\circ$ with the remaining specifications unchanged. The result is shown in Fig. 6(b), where the look direction response again has no absolute control and achieves flatness around -30 dB with the resulting look direction response even lower than the sidelobes, again demonstrating the presence of this problem in a wide range of design scenarios.

4.2. Constrained eigenfilter design

We now apply the constrained eigenfilter formulation in (36) to design the lowpass, highpass and bandpass filters presented using unconstrained design formulation. The new results are presented in Fig. 7(a), (b) and (c). Although there is still a noticeable bump in the transition band for the design results in Fig. 7(a) and (b) for lowpass and highpass, respectively, the overall response has improved significantly compared to the results in Figs. 2 and 3. The bandpass filter designed with the new formulation in Fig. 7(c) achieves a very satisfactory response compared to the result in Fig. 4.

Fig. 7: Designed (a) lowpass (b) highpass and (c) bandpass filters using the constrained design.

Fig. 8: The designed wideband beamformer with $\theta_0 = 0^\circ$.
For the beamformer design presented in Figs. 5(b) and 6(b), we re-design them using the constrained formulation in (41) and the result is provided in Figs. 8 and 9, where the look direction response has improved significantly with a decent look direction to sidelobe ratio achieved as per the desired specifications.

We have tried various designs for different types of filters and wideband beamformers with varying design specifications and the proposed method has been found to perform consistently well in different scenarios.

5. CONCLUSION

The classic eigenfilter approach has been revisited and critically analyzed, where a formulation problem is highlighted in the passband/look direction part of the cost function which leads to an inconsistent design performance. A solution was then proposed by adding a linear constraint, explicitly setting the designed passband response at the reference frequency point to the desired one. Results have been provided for different design scenarios based on FIR filter and wideband beamformer design to demonstrate the crucial issue of the original formulation and the satisfactory performance by the proposed one.

REFERENCES

Doclo, S., & Moonen, M. (2002, March). Comparison of least-squares and eigenfilter techniques for broadband beamforming. In Proc. 3rd IEEE Benelux Signal Processing Symposium, 73-76.

Doclo, S., & Moonen, M. (2003, December). Design of far-field and near-field broadband beamformers using eigenfilters. Signal Processing, 83(12), 2641–2673.

Duan, H., Ng, B. P., See, C. M., & Fang, J. (2008, April). Applications of the SRV constraint in broadband pattern synthesis. Signal Processing, 88, 1035–1045.

El-Keyi, A., Kirubarajan, T., & Gershman, A. (2005, July). Wideband robust beamforming based on worst-case performance optimization. In Proc. IEEE workshop on statistical signal processing (pp. 265–270). Bordeaux, France.

Laakso, T. I., Nguyen, T. Q., & Koilpillai, R. D. (1993, April). Designing allpass filters using the eigenfilter method. Proc. IEEE International Conference on Acoustics, Speech, and Signal Processing, 3, 77–80.

Liao, Y., & Raza, A. (2011, July). Near-field wideband frequency invariant beamformer design for circular antenna arrays based on convex optimization. Proc. Cross Strait Quad-Regional Radio Science and Wireless Technology Conference, 1360-1365.

Liu, W., & Weiss, S. (2010). Wideband beamforming: Concepts and techniques. Chichester, UK: John Wiley & Sons.

Nashashibi, A., & Charalambous, C. (1988, June). 2-D FIR eigenfilters. Proc. IEEE International Symposium on Circuits and Systems, 2, 1037-1040.

Nguyen, T. Q. (1993, March). Design of arbitrary FIR digital filters using the eigenfilter method. IEEE Transactions on Signal Processing, 41(3), 1128-1139.

Pei, S. C., & Shyu, J. J. (1988, November). Design of FIR hilbert transformers and differentiators by eigenfilter. IEEE Transactions on Circuits & Systems, 35(11), 1457-1461.
Pei, S. C., & Shyu, J. J. (1989, April). Eigenfilter design of higher-order digital differentiators. *IEEE Transactions on Acoustics, Speech, and Signal Processing, 37*(4), 505-511.

Pei, S. C., & Shyu, J. J. (1990, January). 2-D FIR eigenfilters: A least-squares approach. *IEEE Transactions on Circuits & Systems, 37*(1), 24-34.

Pei, S. C., & Shyu, J. J. (1992, March). Eigenapproach for designing FIR filters and all-pass phase equalizers with prescribed magnitude and phase response. *IEEE Transactions on Circuits and Systems — II: Analog and Digital Signal Processing, 39*(3), 137-146.

Pei, S. C., & Shyu, J. J. (1993a, January). Complex eigenfilter design of arbitrary complex coefficient FIR digital filters. *IEEE Transactions on Circuits and Systems II: Analog and Digital Signal Processing, 40*(1), 32-40.

Pei, S. C., & Shyu, J. J. (1993b, April). Design of two-dimensional FIR eigenfilters for sampling-structure conversion. *IEEE Transactions on Circuits and Systems for Video Technology, 3*(2), 158-162.

Pei, S. C., & Tseng, C. C. (2001). A new eigenfilter based on total least squares error criterion. *IEEE Transactions on Circuits & Systems I: Regular Papers, 48*, 699–709.

Raza, A., & Liu, W. (2016, July). Critical analysis of the eigenfilter method for the design of FIR filters and wideband beamformers. *Proc. 22nd IEEE International Conference on Automation and Computing (ICAC), 504–509.*

Shyu, J. J., & Pei, S. C. (1992, August). Design of IIR multi-band filters using IIR all-pass eigenfilters. *Proc. IEEE , 35th Midwest Symp. Circuits and Systems, 1*, 601-604.

Tkacenko, A., Vaidyanathan, P. P., & Nguyen, T. Q. (2003, September). On the eigenfilter design method and its applications: a tutorial. *IEEE Transactions on Circuits and Systems — II: Analog and Digital Signal Processing, 50*, 497–517.

Vaidyanathan, P., & Nguyen, T. Q. (1987, January). Eigenfilters: A new approach to least-squares FIR filter design and applications including Nyquist filters. *IEEE Transactions on Circuits & Systems, 34*(1), 11–23.

Van Trees, H. L. (2002). *Optimum array processing, part iv of detection, estimation, and modulation theory.* New York: Wiley.

Zhang, C., & Chen, T. (2002, May). Towards optimal least square filters using the eigenfilter approach. *Proc. IEEE International Conference on Acoustics, Speech, and Signal Processing, 4*, 4171-4174.

Zhao, Y., Liu, W., & Langley, R. J. (2011a, April). Adaptive wideband beamforming with frequency invariance constraints. *IEEE Transactions on Antennas and Propagation, 59*(4), 1175–1184.

Zhao, Y., Liu, W., & Langley, R. J. (2011b, June). An application of the least squares approach to fixed beamformer design with frequency invariant constraints. *IET Signal Processing, 281–291.*

Zhao, Y., Liu, W., & Langley, R. J. (2011c, April). Subband design of fixed wideband beamformers based on the least squares approach. *Signal Processing, 91*, 1060–1065.