Chapter 2
Neural Partial Differential Equations
— A Theory for Neural Architecture Evolution
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Abstract In this work, we generalize the reaction-diffusion equation in statistical physics, Schrödinger equation in quantum mechanics, and Helmholtz equation in paraxial optics into the neural partial differential equations (NPDE), which can be considered as the fundamental equations in the field of artificial intelligence research. We take the finite difference method to discretize NPDEs for finding the numerical solution. Moreover, the basic building blocks of deep neural network architectures, including multi-layer perceptron, convolutional neural networks, and recurrent neural networks, are generated. The learning strategies, such as Adaptive moment estimation, L-BFGS, pseudoinverse learning algorithms, and partial differential equation constrained optimization, are also developed. This work is of significance in that it presents a clear view of interpretable deep neural networks physically, enables high possibility to be applied to analog computing device design, and paves the road to physical artificial intelligence.
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2.1 Introduction

Over the years, artificial intelligence (AI) or more specifically digital artificial intelligence has made rapid progress. Recently, researchers have shifted their attention to physical artificial intelligence (P AI), believing that P AI could be the most potential field in robot field in the next decades. While theories and methodologies from physics have been boosting artificial intelligence methods, we believe they are able to pave the road to P AI. To this end, a solid foundation should be set out from theoretical physics in advance in order to develop P AI effectively.

It is well-known that in physics, theoretical work is said to be from first principles, if it does not make assumptions. Moreover, in physics, the principle of least action (PLA) is a very elegant and important discovery of mechanics. The PLA can be used to derive Newtonian, Lagrangian and Hamiltonian equations of motion, and even general relativity. The physicist Richard Feynman, demonstrated how the PLA can be used in quantum mechanics with path integral calculations. It is also well known that most of the fundamental laws in Physics are described with partial differential equations (PDE). As Stephen Wolfram said, “Indeed, it turns out that almost all the traditional mathematical models that have been used in physics and other areas of science are ultimately based on partial differential equations”.

Now the question is then what is the first principle of AI? Are there any fundamental equations for the AI field? In our viewpoint, if there exists the first principle for AI, we believe it should be the PLA. Also, as the problem asked by Yann LeCun in IJCAI 2018, “What is the equivalent of ‘Thermodynamics’ in intelligence?”, this has inspired us to seek the simple rule to build a world model, or, to establish the fundamental equations for AI with physics laws inspired methods.

In this work, we generalize nonlinear parabolic partial differential equations (PPDE) into neural partial differential equations (NPDE), which can be considered as the fundamental equations in the AI research field. We also show that the reaction-diffusion equation in statistical physics, Schrödinger equation in quantum mechanics, Helmholtz equation in paraxial optics, are all examples of PPDEs. With the finite element method (FEM) and the finite difference method (FDM), we discrete NPDEs to generate neural network architecture. And we believe that NPDEs can be used to describe P AI systems, such as the synergetic learning systems.

2.2 Background

In this section, we briefly review the synergetic learning systems (SLS) followed by a simple introduction to Turing’s equations.
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2.2.1 SLS Theory

Our proposed SLS is an information processing system based on the PLA, and the dynamics of the SLS should be described by differential dynamic equations. It is well-known that when generalizing the equation to multi-component systems, a variation of the “free energy” $\mathcal{F}$ can be obtained:

$$\frac{\partial \Psi}{\partial t} = \nabla \cdot (D(\Psi) \nabla \Psi) + \nabla f(\Psi) + g(\Psi), \quad (2.1)$$

where $\Psi(x, \theta, t) = \{\psi_1, \psi_2, \ldots, \psi_m\}$, $D(\Psi)$ is the diffusion matrix, and $\nabla \Psi = (\nabla \psi_1, \nabla \psi_2, \ldots, \nabla \psi_m)$, $\nabla \psi_i = \left(\frac{\partial \psi_i}{\partial x_1} \epsilon_1 + \frac{\partial \psi_i}{\partial x_2} \epsilon_2 + \cdots + \frac{\partial \psi_i}{\partial x_n} \epsilon_n\right)$. $\nabla f(\Psi)$ is called the convection vector and $g(\Psi)$ is the reaction vector\[82\], and $\epsilon_i$ stands for unit basis vector.

Therefore, the dynamics of the SLS are described by the reaction-diffusion equations (RDE). In statistical physics, the dissipative system theory is a theoretical description of the self-organization of non-equilibrium systems. In addition, RDEs are utilized to model the systems [78]. If the SLS is designed as a differential dynamical system and attention is paid to the attractor subnetwork [14], RDEs can also be used to describe this kind system.

2.2.2 Turing’s Equations

Turing’s equations are two-component RDEs [72], and the mechanisms for pattern formation [60]. Letting $\psi_1 = U$ and $\psi_2 = V$, the mathematical expression of Turing’s equations is

$$\frac{\partial U}{\partial t} = D_u \nabla^2 U + f(U, V)$$
$$\frac{\partial V}{\partial t} = D_v \nabla^2 V + g(U, V). \quad (2.2)$$

In the literature [57], Prigogine proposed the theory of dissipative systems, and founded a new discipline called non-equilibrium statistical mechanics, and RDEs are then utilized to model the dissipative structures.

2.3 Neural Partial Differential Equations

In this section, we will discuss various equations from the perspective of PPDEs. We then present a general form for NPDEs.
As a family of semi-linear PPDEs, RDEs are widely used in statistical physics. We believe that nonlinear PDEs can be utilized to describe an AI system, and they can be considered as fundamental equations for neural systems. In the following, we will present a general form of NPDEs.

Taking matrix-valued function \( A(U(x,t)), B(U(x,t)) \) and \( C(U(x,t)) \), we can define the elliptic operator \( O_L \) [76]:

\[
O_L U = - \nabla \cdot (A(U(x)) \nabla U) + B(U(x)) \nabla U + C(U(x)) U. \tag{2.3}
\]

This is a more general second-order divergence form for the nonlinear elliptic differential operator. When the matrix-valued function is only a function of \( x \), the operator is a linear elliptic differential operator. Especially, if the matrix-valued function \( A(x) \) is symmetric and positive definite for every \( x \), it is said to be a uniformly elliptic operator.

It should be noted that this elliptic operator form is the same as the right side of Eq. (2.1). The matrix \( A(U) \) is the diffusion matrix, the second term in the right side of Eq. (2.3) is the convection vector, and the third term is the reaction vector.

In mathematics, the Laplace operator is expressed as:

\[
\nabla^2 U =: \Delta U = \sum_i \frac{\partial^2 U}{\partial x_i^2} \tag{2.4}
\]

In the theory of PDEs, elliptic operators are differential operators that generalize the Laplace operator, since the Laplace operator is obtained by taking \( A = I \).

In mathematics, a PDE is an equation which imposes relations between the various partial derivatives of a multi-variable function. Furthermore, second-order linear PDEs are classified as either elliptic, hyperbolic, or parabolic. As for nonlinear PDEs, no mathematics can be strictly defined whether the nonlinear PDEs belong to parabolic, hyperbolic, or elliptic. In the following we just take several nonlinear PDEs besides RDEs.

### 2.3.1 Fisher’s Equations

The Fisher’s equation, also known as the Kolmogorov-Petrovsky-Piskunov (KPP) equation, or Fisher–KPP equation [1], takes the following mathematical expression

\[
\frac{\partial U}{\partial t} = D \frac{\partial^2 U}{\partial x^2} + r U(1 - U). \tag{2.5}
\]

The Fisher’s equation belongs to the class of RDEs. In fact, it has the inhomogeneous term and is deemed as one of the simplest semi-linear RDEs.
2.3.2 Heat Equations

The heat equation is a certain PDE in mathematical physics. When setting the diffusion matrix \( D = I \), it has the form \([19]\)

\[
\frac{\partial u}{\partial t} = \sum_{i=1}^{n} \frac{\partial^2 u}{\partial x_i^2},
\]

(2.6)

where \((x_1, \ldots, x_n, t)\) denotes a general point of the domain.

When one studies the thermal-optic effect in the nonlinear optical medium, the heat equation has the form \([5][29][34]\):

\[
\frac{\partial T}{\partial t} = \frac{\partial}{\partial z} \left( \kappa \frac{\partial T}{\partial z} \right) + \frac{\alpha}{\rho c} I(z, t),
\]

(2.7)

where \(T\) is temperature, \(\kappa, \rho, c,\) and \(I(z, t)\), are heat conductive coefficient, medium density, medium specific heat capacity and light intensity, respectively.

2.3.3 Schrödinger Equations

The Schrödinger equation is a linear PDE that governs the wave function of a quantum-mechanical system \([20]\). The most general form is the time-dependent Schrödinger equation:

\[
i\hbar \frac{d}{dt} |\Psi(t)\rangle = \hat{H} |\Psi(t)\rangle,
\]

(2.8)

where \(i\) denotes the imaginary index, \(\hbar\) denotes the reduced Planck constant, \(\Psi\) is the state vector of the quantum system, \(t\) is time, and \(\hat{H}\) is an observable Hamiltonian operator.

The Schrödinger equation does have the same form as the heat equation, when we perform Wick rotation\([77]\). For example, one-dimensional Schrödinger equation for a free particle is

\[
i\hbar \frac{\partial \psi(x, t)}{\partial t} = \frac{\hbar^2}{2m} \frac{\partial^2 \psi(x, t)}{\partial x^2}.
\]

(2.9)

If one takes the Wick rotation \(\tau = it\), the Schrödinger equation (2.9) turns into

\[
\frac{\partial \phi(x, \tau)}{\partial \tau} = \frac{\hbar^2}{2m} \frac{\partial^2 \phi(x, \tau)}{\partial x^2},
\]

(2.10)

where \(\phi(x, \tau) = \psi(x, \tau/i)\). Eq. (2.10) is a homogeneous heat equation with the diffusion coefficient \(\alpha^2 = \frac{\hbar^2}{2m}\). Conversely, if we apply the Wick rotation \(\tau = -it\) to the one-dimensional homogeneous heat equation, i.e.

\[
\frac{\partial u(x, t)}{\partial t} = \alpha^2 \frac{\partial^2 u(x, t)}{\partial x^2},
\]

(2.11)
then the resulting equation is

\[
\frac{\partial w(x, \tau)}{\partial \tau} = -a^2 \frac{\partial^2 w(x, \tau)}{\partial x^2},
\]  

(2.12)

where \( w(x, \tau) = u(x, -\tau / i) \). Eq. (2.12) is the Schrödinger equation for a free particle with \( m = \hbar/(2a^2) \).

This example indeed shows an intriguing relationship between Schrödinger equation and heat equation.

Also, by Wick rotation \( \tau = it \), we have the Schrödinger equation for a particle in a potential \( V \):

\[
\hbar \frac{\partial \psi}{\partial t} = \frac{\hbar^2}{2m} \nabla^2 \psi - V\psi.
\]

This equation has the same form as the heat diffusion equation.

### 2.3.4 Paraxial Helmholtz Equations

In mathematics, the eigenvalue problem for the Laplace operator is known as the Helmholtz equation. It corresponds to the linear PDE:

\[
\nabla^2 U = -k^2 U,
\]

where \( \nabla^2 \) is the Laplace operator, \( k^2 \) is the eigenvalue, and \( U \) is the eigenfunction. When the equation is applied to waves, \( k \) is known as the wave number. The Helmholtz equation has a variety of applications in physics, including the wave equation and the diffusion equation.

A wave is said to be paraxial if its wavefront normals are paraxial rays. In paraxial Optics, parabolic approximation, also called slowly varying envelope approximation (SVEA) \[70]\, is utilized. In the paraxial approximation of the Helmholtz equation \[64]\, the complex amplitude \( U \) is expressed as

\[
U(\mathbf{r}) = u(\mathbf{r})e^{ikz},
\]

(2.13)

where \( u \) represents the complex-valued amplitude modulating the sinusoidal plane wave represented by the exponential factor. Then under a suitable assumption, \( u \) approximately solves

\[
\nabla_\perp^2 u + 2ik \frac{\partial u}{\partial z} = 0,
\]

(2.14)

where \( \nabla_\perp^2 := \partial^2 / \partial x^2 + \partial^2 / \partial y^2 \) is the transverse Laplacian operator.

This is a PPDE, representing waves propagating in directions significantly different from the \( z \)-direction. In addition, it has important applications in optics science, by offering solutions that describe the propagation of electromagnetic waves in the form of either paraboloidal waves \[33]\, or Gaussian beams \[21][27]\.
2.3.5 General NPDEs

In the above, we present several PPDEs, including backward PPDEs. It is noted that PPDEs can also be nonlinear. For example, Fisher’s equation is a nonlinear PDE that includes the same diffusion term as the heat equation but incorporates a linear growth term and a nonlinear decay term.

Now we formulate a general form of NPDEs named as nonlinear PPDEs

\[
\frac{\partial \Psi}{\partial t} = F \left[ x, t, \nabla, \nabla^2, A(\Psi), B(\Psi), C(\Psi), \Psi \right].
\]  

(2.15)

With the quasi-linear approximation, Eq. (2.15) will be substituted with

\[
\frac{\partial \Psi}{\partial t} = O_L \Psi
\]

(2.16)

\[
O_L \Psi = \nabla \cdot \left( A(\Psi) \nabla \Psi \right) + B(\Psi) \nabla \Psi + C(\Psi).
\]

Here the quasi-linear approximation means that matrices \(A(\Psi), B(\Psi)\) are the linear functions of \(\Psi\), while \(C(\Psi)\) can be the nonlinear function of \(\Psi\), for example, \(C(\Psi) = 1/(1 + \exp(-\Psi))\).

2.4 Generating Neural Architectures

In this section, we introduce how to generate different neural architectures from NPDEs. We will discuss convolutional neural network (CNN), Full-connection-DNN, and recurrent neural network (RNN) in turn.

2.4.1 Two-model SLS

We discuss two-model SLS in [22][24]. Fig. (2.1) shows our designed systems.

![Fig. 2.1 An SLS is constructed with two-model case: system generative model (System A) and system reduction model (System B).](image-url)
The generative model is called System A, and RDE is adopted to describe the system evolution procedure. We also introduce an auxiliary model, defined as the reduction model (System B), to solve the inverse procedure problems.

2.4.2 Finite Difference Methods

At present, most studies on PDEs in mathematics exploit FDM [17] to obtain numerical solutions [12], along with FEM [86]. FEM, as one popular numerical method, aims to solve various differential equations arising in many areas such as fluid flow and heat transfer by decomposing a large system into smaller and simpler ones called finite elements. FEM usually results in a system of algebraic equations. Along with FEM, FDM presents one important numerical technique for solving differential equations but by mainly approximating derivatives with finite differences. FDM transforms nonlinear ODE or PDE, into a system of linear equations that can be solved efficiently.

Before introducing our method, we first describe the preliminary of FDMs for the discrete Laplacian. For nonlinear PDEs, the numerical solution method is usually used [44][46].

In the one-dimension case, the discrete Laplace operator is approximated as

$$\Delta u(x) \approx \frac{u(x - h) - 2u(x) + u(x + h)}{h^2} =: \Delta_h u(x). \quad (2.17)$$

This approximation is usually expressed via the following 3-point stencil

$$\frac{1}{h^2} [1 -2 1]. \quad (2.18)$$

As we know that the widely used Laplace operator is Laplace of Gaussian in image processing, the discrete Laplace operator is a 2D filter [37]:

$$\nabla_T^2 = \begin{bmatrix} 0 & 1 & 0 \\ 1 & -4 & 1 \\ 0 & 1 & 0 \end{bmatrix}. \quad (2.19)$$

$\nabla_T^2$ corresponds to the (five-point stencil) finite-difference formula. When the nine-point stencil is used, it includes the diagonals:

$$\nabla_T^2 = \begin{bmatrix} 0.25 & 0.5 & 0.25 \\ 0.5 & -3 & 0.5 \\ 0.25 & 0.5 & 0.25 \end{bmatrix}. \quad (2.20)$$

The stencil represents a symmetric matrix. If an equidistant grid for a finite element unit is utilized, one will get a Toeplitz matrix.
Next, we will present three most popular DNN building blocks. DNN can be built with simple stacked blocks in a combined cascade/parallel manner. In physics, when one studies the field distribution in the layered-wise structure medium, PDEs will be used to find the system solution. The layer-wise structure medium model shares certain relationship with the DNN model. For instance, they enjoy the same layer-wise structure. This implies that the DNN structure is discretized from the layer-wise structure medium physical model.

### 2.4.3 Convolutional Neural Networks

Suppose we use one component RDE to describe the System A in SLS as presented in Fig. (2.1)

$$\frac{\partial u}{\partial t} = D \triangle u + f(u, t).$$  \hspace{1cm} (2.21)

In the following, we will first discuss one dimensional signal processing with the CNN problem.

#### 2.4.3.1 1D CNN

For the one dimensional case, operator $\triangle = \frac{\partial^2}{\partial x^2}$. For extremely deep and wide neural networks, $x$ axis stands for the width direction of a layer in the network. As discussed in [23], the ResNet-like MLP is developed. Now we assume that $D = A(x, t)$ and $f(u, t) = \sigma(u, t)$ is an activation function.

$$\frac{\partial u}{\partial t} = A(x, t) \frac{\partial^2 u}{\partial x^2} + \sigma(u, t).$$ \hspace{1cm} (2.22)

Taking Euler’s method to the above PDE, we have

$$\frac{u(t + k) - u(t)}{k} = A(x, t) \frac{\partial^2 u}{\partial x^2} + \sigma(u, t).$$ \hspace{1cm} (2.23)

When taking step $k = 1$, we get

$$u(t + 1) = u(t) + A(x, t) \frac{\partial^2 u}{\partial x^2} + \sigma(u, t).$$ \hspace{1cm} (2.24)

Almost all the previous works deem $F(u, \triangle u, t, \sigma) = A(x, t) \frac{\partial^2 u}{\partial x^2} + \sigma(u, t)$ as a black box, and only consider the network depth direction $t$ variation [8][53][54]. We now open this black box, to investigate the NPDE in the $x$ (width) direction case, explain why this RDE is an NPDE, and introduce how it can generate neural architectures.
Here we describe the physical view of our model. Imagine that the information is expressed with variable \( u(x, t) \), which propagates through a 2-dimensional virtual medium, e.g., a thin film. This thin film has no thickness, and only has width \((x)\) and length \((z)\). The information along \(z\) direction propagates with a constant speed \(v\), when adopting traveling wave solution, we let \( \tau = z - vt \).

\[
\frac{\partial u}{\partial \tau} = -v \frac{\partial u}{\partial z}.
\]

Therefore, using symbol \(z\) or \(t\) only leads to a constant \(v\) difference in discretizing PDE for time difference. Recall our infinite width and infinite depth neural network model \([23]\), where \(x\) stands for network’s width direction, and \(t\) (or \(z\)) means network’s depth direction.

Let us give our interpretable NPDEs with Fig. (2.2).

**Fig. 2.2** Explanation of the elliptic operator for neural network based physics model described with RDEs.

In Fig. (2.2), \(n\) and \(j\) are explained as network layer index \((z)\), and network neuron position \((x)\) index, respectively. Variables, which are explained as the network’s depth and width variable, respectively, is the function of \(x\). \(A(x, t)\) is related to the properties of the medium model which can be considered as diffusion matrix \(D\) in RDEs. This 2D virtual medium is inhomogeneous medium when we assume \(A(x, t)\) as the function of \(x\) and \(t\). This resembles the weight matrix in DNN where each layer is not the same, since \(A(x, t)\) is dependent on \(t\) (or \(z\)) variables.

If we combine Eq. (2.18), the elliptic operator in Eq. (2.24) (the operator part of the second term) can be written in the form:

\[
\frac{1}{h^2} \left[ A(x_{j-1}, t_n) - 2A(x_j, t_n) A(x_{j+1}, t_n) \right].
\]

\(^1\) Strictly speaking, light speed is not a constant in the nonlinear medium. Here we just neglect the nonlinear effect.
Since the modeled medium is assumed inhomogeneous medium, \( A(x,t) \) is unknown and may take any values. If we intend to take weight share trick as in CNN, \( A(x,t) \) should be assumed as a special function. Hence we let this stencil

\[
\begin{bmatrix}
  W_{j-1,n} & W_{j,n} & W_{j+1,n}
\end{bmatrix}
\] (2.26)

as a weight matrix to be learnt in CNN. The second term in Eq. (2.24) becomes

\[
(W_{j-1} W_{j} W_{j+1})_n \begin{pmatrix} u_{j-1} \\ u_j \\ u_{j+1} \end{pmatrix} = \sum_{i=-1}^{i=1} W_{j+i} u_{j+i} = a_{j,n+1}.
\]

We explain \( a_{j,n+1} \) to be the \( j \)-th neuron input at layer \( n+1 \). Similarly, from Fig. (2.2), we have

\[
a_{j+1,n+1} = \sum_{i=-1}^{i=1} W_{j+1+i} u_{j+1+i},
\]

\( a_{j-1,n+1} = \sum_{i=-1}^{i=1} W_{j-1+i} u_{j-1+i} \), and so on.

Apparently, the elliptic operator plays a convolutional operation role. In this example, the 1D convolutional kernel size is 3. Also, after the convolutional operation is implemented, \( t \) slice is increased by a small amount of quality, say 0.8\( k \).

The third term in Eq. (2.24) will be taken as pooling and/or activation nonlinear operation. For Fisher’s equation, we observe that \( \sigma(u,t) = ru(1 - u) \). When \( u(rx) = 1/(1 + e^{-rx}) \) is a sigmoid function, \( \sigma(u,t) = \partial u/\partial x \). (Suppose that \( x, t \) are separable).

It is noted that information propagates at most with the light speed \( c \) because of physics law restriction. When we calculate pooling and/or activate operation, we use the function \( u(t + 0.8k) \), meaning that the pooling or activate operation is after the completion of convolution operation. A general expression can be \( F(t_1) + C(t_1+\delta) \sim C(F(t_1+\delta)) \), where \( \delta \) stands for a very small quality, \( F(\cdot) \) and \( C(\cdot) \) are some functionals, and \( C(\cdot) \) may play the role of activation function in neural networks. In this way, the nonlinear PDE is approximated with the quasi-linear PDE.

Here we obtain the basic building block of 1D CNN from NPDE by applying FDM. When we assign \( A(x,t) = k_0, \sigma(u,t) = k_1u(1 - u) \), Eq. (2.22) can be reduced into Fisher’s equation,

\[
\frac{\partial u}{\partial t} = k_0 \Delta u + k_1u(1 - u). \tag{2.27}
\]

2.4.3.2 2D CNN

Our idea is that, by incorporating diffusion matrix \( D \) with discrete transverse Laplace operator expression Eq. (2.20), and the combined filter is assigned as a learnable filter, the elements in this filter will be learned like the convolutional kernel in CNN. In fact, the following filter is a special case of the Elliptic operator.
Fig. 2.3 Discretized diffusion equation as CNN. The time slice is equivalent to the layered structure along \( z \) direction.

\[
D\Delta = \begin{bmatrix}
W_{1,1} & W_{1,2} & W_{1,3} \\
W_{2,1} & W_{2,2} & W_{2,3} \\
W_{3,1} & W_{3,2} & W_{3,3}
\end{bmatrix}
\]  \hspace{1cm} (2.28)

Here we can regard this filter as a second order derivative operator.

With the above analysis, it would be very easy to discrete NPDEs to the ResNet structure. While it is widely-known that ResNet can be considered as ODE net, our analysis indicates how ResNet can be obtained by discretizing RDEs.

Eq. (2.28) shows the 9-point stencil, which is equivalent to \( 3 \times 3 \) convolutional kernel. A visualized expression can be seen in Fig. (2.3). Apparently, it will proceed two periods in the right side part of Eq. (2.23) when the left side steps one in ResNet. In other words, \( k_s = 1/2 \) \( k \) in Fig. (2.3) for ResNet.

Fig. 2.4 Multi-channel with full size convolutional kernel is equivalent to an MLP network structure.
2.4.4 Full Connection–DNN (MLP)

MLP is a well-studied structure of DNN. As proved in [23], the full connected MLP is equivalent to the full size kernel convolution in addition with the multi-channel operation. The channel number is the desired neuron number in the \((n+1)\)-th layer. Fig. (2.4) illustrates this relationship between the full link layer and the full size kernel with a multi-channel design architecture.

For example, suppose the \(n\)-th layer and \((n+1)\)-th layer have \(m\) and \(l\) neurons, respectively. Then the information at channel \(i\) propagated to reach the activation function input is

\[
a_{i,n+1} = \sum_{j=1}^{m} W_{j,i}u_{j,n}. \tag{2.29}
\]

We need to design \(l\) channels to get \(l\) neurons at the \((n+1)\)-th layer.

As discussed in [23], random vector functional link network (RVFL) can evolve to a ResNet-like MLP with our design. The output of the ResNet-like MLP’s layer \(L_{t+1}\) is

\[
F(x_{t}, W_{t}) + x_{t}. \tag{2.30}
\]

This is the same as Eq. (3) in [40].

\[
x_{t+1} = x_{t} + F(x_{t}, W_{t}). \tag{2.31}
\]

It is easily verified that this equation is the discrete ODE by Euler’s method. In comparison, in this work, we consider not only the ODE, but also PDE. Eq. (2.29) is just the second term of Eq. (2.24). When it is fed into an activation function \(\sigma(u, t)\) of hidden neuron \(j\), \(F(x_{t}, W_{t})\) will be figured out. Also quasi-linear approximation is utilized to solve nonlinear PDE.

In the above, we present the full connection NN such as MLP. The weight layer can also be regarded as full size convolution kernel combined with multi-channel operator [23], which is naturally transformed to NPDEs accordingly.

In addition, restricted Boltzmann machine (RBM) was proposed by Hinton et al. in 2006 [41], which can be regarded as a generative stochastic neural network. In fact, the topological structure of RBM is essentially the same as a full link single layer feed forward neural network where the connecting weights and neurons are stochastic. And RBM can be generated with stochastic partial differential equations, details are presented (see Appendices).

\[\text{The symbol } x \text{ in Eqs. (2.30) and (2.31) has the same meaning as } u \text{ in this chapter.}\]
2.4.5 Recurrent Neural Network

RNNs are widely used in temporal sequence processing. They can exhibit the temporal dynamic behavior [51]. Hopfield network is a special kind of RNN, while the modern Hopfield network proposed by Ramsauer et al. [62] may have broad applications compared with attention mechanics [73].

RNNs have many variants, such as long short-term memory model [42], which can even be used to predict COVID-19 [85]. Here we just discuss the basic RNNs. Basic RNNs are networks of neuron-like nodes organized into successive layers. Fig. (2.5) shows an unfolded basic RNN.

The mathematical expression of a basic RNN can be found in [51]

\[
\begin{align*}
\mathbf{h}(t) &= \sigma_h(U \mathbf{x}(t) + W \mathbf{h}(t-1) + \mathbf{b}_h) \\
\mathbf{o}(t) &= \sigma_o(V \mathbf{h}(t) + \mathbf{b}_o).
\end{align*}
\]

This form belongs to Elman network [15] actually.

The output \(\mathbf{o}(t) = \sigma_o(V \mathbf{h}(t) + \mathbf{b}_o)\) is a single layer full connection network. Such kind of structures can be generated with Eq. (2.21) which has been presented at Subsection (2.4.4). In the following, we will discuss the hidden layer output \(\mathbf{h}(t)\).

Suppose that \(\mathbf{D}\) in Eq. (2.21) is a diagonal matrix, and \(\Delta u = [\nabla_T^2 + \partial^2/\partial z^2]u\). Now letting \(\tau = z - ut\) (traveling wave case), we have

\[-u \frac{\partial u}{\partial \tau} = D_{xy} \nabla_T^2 u + D_z \frac{\partial^2}{\partial \tau^2} u + f(u, \tau).\]  

(2.33)

Here, the diffusion coefficient \(D_{x,y}\) means that \(D\) only depends on variables \(x, y\), and \(D_z\) indicates that it only depends on variable \(z\).

When combining forward difference and a second order central difference for \(\tau\) variable, we get the recurrence equation
\[- \frac{v}{k} \left[ \frac{u_{\tau+1} - u_{\tau}}{k} \right] = D_{xy} \nabla^2_T u_{\tau} + \]
\[+ D_z \left[ \frac{u_{\tau+1} - 2u_{\tau} + u_{\tau-1}}{h^2} \right] + f(u, \tau). \tag{2.34} \]

Note that, with the variable substitution (in the traveling wave case), \( \tau = z - vt \), the difference \( u(t+1) - u(t) \) will be expressed as \( u_{\tau+1} - u_{\tau} \), and \( u(z+1) - u(z) \) is also expressed as \( u_{\tau+1} - u_{\tau} \). Moreover, the function \( f(u, z, t) \) can be written in the form \( f(u; \tau) \).

Eq. (2.34) can be rewritten in the form [43]:
\[
\begin{bmatrix}
    u_{\tau+1} \\
    u_{\tau}
\end{bmatrix} =
\begin{bmatrix}
    W_1 & W_2 \\
    W_3 & W_4
\end{bmatrix}
\begin{bmatrix}
    u_{\tau} \\
    u_{\tau-1}
\end{bmatrix} + U
\begin{bmatrix}
    f(u, \tau) \\
    0
\end{bmatrix}, \tag{2.35}
\]
where
\[ W_1 = M (kh^2 D_{xy} \nabla^2_T - 2k D_z - h^2 v), \quad W_2 = -k M D_z, \]
\[ W_3 = 1, \quad W_4 = 0, \quad \text{and} \quad U = -k M h^2. \]

And \( M = (v h^2 + k D_z)^{-1} \). Here \( k \) and \( h \) are the time step value, and the spatial grid size value in FDM, respectively.

We define
\[ h(\tau) = \begin{bmatrix} u_{\tau+1} \\ u_{\tau} \end{bmatrix}. \tag{2.36} \]

We then rewrite Eq. (2.35) in the form
\[ h(\tau) = Wh(\tau - 1) + Uf(\tau). \tag{2.37} \]

Especially, when we still consider information diffusion in a finite time, quasi-linear approximation can be applied to NPDEs. Otherwise, the above equation is the case of assuming the activation function \( \sigma_h \) to be a linear function. It is worth noting that NPDEs contain spatial and time variables, which can also be applied to describe spatiotemporal dynamic systems [74].

### 2.5 NPDE Solver

In this section, we present algorithms for NPDEs. These discussions will be first set out from the perspective of supervised learning, and unsupervised learning. We will then suggest a new PDE-constrained optimization method for NPDEs.

Linear or semi-linear PDEs are well studied in the literature, but only a few simple cases can obtain analytical solutions, such as Fisher's equation [11]. An integral transformation may change a PDE to a simpler one, in particular, a separable PDE. This corresponds to diagonalizing an operator [11]. In the book of “Nonlinear Reaction-Diffusion-Convection Equations” [11], an important example of integral transform is shown, which is Fourier analysis. Fourier analysis diagonalizes the heat equation using the eigenbasis of sinusoidal waves. In the case that the domain is...
finite or periodic, an infinite sum of solutions such as a Fourier series is appropriate, but an integral of solutions such as a Fourier integral is generally required for infinite domains. The solution for a point source for the heat equation is an example of the utilization of a Fourier integral. For solving classical RDE problems, extensive studies have been conducted. Investigations of various initial and boundary conditions can be found in the literature, for example, in \[59\] [10].

However, the traditional PPDE solver requires that the system configuration function such as diffusion matrix should be given, while for NPDEs we suppose that the diffusion matrix contains parameters which are learnable. Namely, the optimization algorithm should be adopted to develop the NPDE solver. With physical interpretation of our model, we imagine that the information wave passes through a layered medium, and the state is described with NPDEs. When solving NPDEs with numerical methods, we can use the nine-point stencil (in 2D case) finite-difference formula to find numerical solutions. When input information is given, this can be regarded as the initial condition for NPDEs. Because we do not know the medium parameter matrix $A(u, x, t), B(u, x, t)$, we can simply initialize them with random values. As for $C(u, x, t)$, we can assume it as a nonlinear operator, which plays the role such as activating operation and/or neurons pooling. Then we can compute the value of $U$ at $t = T$, and get $U|_{t=T}$. With these values, we can compute the loss function $L(\cdot)$. Consequently, we can exploit another PDE (refer to Eq. (2.65b) in Appendices) to find the network parameter matrix $\theta$, it is equivalent to determining coefficient matrix $A(u, x, t), B(u, x, t)$.

From these descriptions, it is evident that NPDEs are forward scenarios, while optimization algorithms are backward scenario. In Appendices, Eq. (2.65) describes these forward and backward scenarios mathematically. Once these configuration matrices are learned, NPDEs are transformed into traditional deterministic PDEs. As almost all physical laws are described by PDEs, the physics systems are deterministic because they obey PDEs. A real physical process governed by the PDEs will have a deterministic solution. Therefore, when the initial and boundary conditions are obtained in advance, solving analytically or numerically these PDEs means that we can predict the future of a physical system all the times.

In the following, we present several learning algorithms for finding numerical solutions of NPDEs.

### 2.5.1 Supervised Learning for NPDEs

Those classification/regression problems usually belong to supervised learning cases. We can write the loss function in the $L_2$ norm with the weight decay regularization. Referring to [6], we can formulate the loss function as follows:

$$L(U(t = T), \theta) = \frac{1}{2} \left[ ||U(t = T, \theta) - o||^2 + \nu||w||^2 \right],$$ (2.38)
where $U(t = T)$ is the network output at the $t = T$, $w$ is the weight parameter, $\theta$ stands for a parameter family including hyper-parameters as well as weight parameters, and $o$ is the expected output.

The algorithm can be described as follows **Algorithm 1**.

---

**Algorithm 1** Algorithm to solve NPDEs in supervised learning.

**Data:** initial and boundary condition $U(t = 0, x)$ and $U(t, x|_{0})$, respectively. Here $x|_{0}$ means that the range of $x$ is between 0 and 1.

**Result:** Randomly set parameter $\theta$, discretized elliptic operator value with step size $k$ and $h$.

1. While *Not Converge* do
2. Randomly set parameter $\theta$, discretized elliptic operator value with step size $k$ and $h$.
3. Numerically solve NPDE, obtain the solution $U(t = T)$.
4. Optimizing loss function Eq. (2.38) with either Adaptive moment estimation (ADAM) or L-BFGS algorithm to obtain parameter $\theta$.

---

Under the framework of the **Algorithm 1**, we can consider the spacial case, that is traditional DNN architecture case. We know that the full connected MLP is equivalent to the full size kernel convolution in addition with the multi-channel operation. When applying FDM to NPDE, we just simple stack each element (building block) obtained by FEM (Eq. 2.29), the MLP architecture is generated. This can be considered as a trivial solution our proposed NPDEs. Experiments in our work [84] show the solid support for our proposed theory in this article.

Also, when applying FDM to NPDE with method described in subsection 2.4.3, and taking $k = 1$, we can generate ResNet architecture. And a deep CNN architecture can be generated by properly applying FEM [13]. Experiments in [13] also show the solid support for our proposed theory.

More details about the learning strategies and classical optimization algorithms, such as ADAM, L-BFGS, are presented in Appendices.

### 2.5.2 Unsupervised Learning for NPDEs

In [36], it is discussed that a system can be described with nonlinear RDEs. In two-model SLS shown in Fig. (2.1), NPDEs can be used to model a generative network, and its inverse model is the reductive network [22]. This framework can be utilized as an unsupervised learning framework, since we can build an encoder-decoder framework with the two-model SLS. In this encoder-decoder framework, System A is assumed to be a decoder, while System B is the encoder. In practice, we can apply the approximated synergetic learning algorithm in order to reduce the system’s complexity [30] [84].
2.5.3 PDE-constrained Optimization

The above discussion can be considered as a traditional nonlinear PDE solver. Here we suggest developing a new PDE-constrained optimization method for parameter learning in NPDEs.

The idea is to adopt some metrics to measure the difference between the expected system output and real system output, while the system is constrained by NPDEs.

PDE-constrained optimization is a subset of mathematical optimization where at least one of the constraints may be expressed as a PDE. A standard formulation of PDE-constrained optimization is given by:

\[
\min_{y,u} \frac{1}{2} \|y - \tilde{y}\|_{L^2(\Omega)}^2 + \frac{\beta}{2} \|u\|_{L^2(\Omega)}^2, \quad \text{s.t. } \mathcal{D}y = u, \tag{2.39}
\]

where \(u\) is the control variable, \(\beta\) is the regularization parameter, and \(\| \cdot \|_{L^2(\Omega)}^2\) is the Euclidean norm. Closed-form solutions are generally unavailable for PDE-constrained optimization problems because of the complexity. Therefore, numerical methods are necessary.

When we adopt the PDE-constrained optimization method, we need model the PAI systems with a formal mathematical expression. In this work, we write the optimization equation as

\[
\min_{u, \theta} L(u, \theta) = \frac{1}{2} \|u - \tilde{u}\|^2 + \frac{\beta}{2} \|\theta\|^2, \quad \text{s.t. } u_t(x, \theta, t) - \mathcal{O}_L u(x, \theta, t) = 0, \tag{2.40}
\]

where \(u\) is the system output, \(\tilde{u}\) is the expected system output, and \(\theta\) represents the system configuration parameters (network parameters). In the equation constraint term, \(u_t(x, \theta, t) := \partial u/\partial t\), and \(\mathcal{O}_L u\) is the same as Eq. (2.16). This loss function has the form of the first order Tikhonov regularizer [71][32].

For supervised learning, \(\tilde{u}\) will be data labels. While for the unsupervised learning, we can design an autoencoder system, and \(\tilde{u}\) will be assumed as a given data representation function. In practice, there are two strategies that can be used to deal with this kind of optimization problems. That is, Discretize-then-optimize or Optimize-then-discretize. More details about this topic can be refereed to in [3].

2.6 NPDEs Evolution To nnODE

Let us briefly review the Brownian motion problem in statistical physics firstly.
2.6.1 Diffusion of a Brownian Particle in a Tilted Periodic Potential

In statistical physics, Brownian motion is one of the stochastic process, this process is called diffusion. The Brownian motion is extensively studied in the field of non-equilibrium statistical physics. While in the research field of AI, inspired by non-equilibrium statistical physics, Sohl-Dickstein et al [66] proposed the diffusion generative model in 2015.

Here we mainly review thermal diffusion in a tilted (over-damped) periodic potential problem, which has a prominent role in various systems. Thermal diffusion is regarded as a simple and typical problem in nonlinear-nonequilibrium physics. The time evolution of the position $x$ of the Brownian particle itself is described using Langevin equation, which involves a random force field representing the effect of the thermal fluctuations.

The original Langevin equation is as follows:

$$ m \frac{dv}{dt} = -\gamma v + R(t). \quad (2.41) $$

Where $m$ is the particle mass, $\gamma$ is the damping constant, and $R(t)$ stands for a random force. $v = dx/dt$ can be regarded as particle velocity.

When we consider Brownian motion of particles in a tilted periodic potential, the Langevin equation has the form:

$$ \frac{dv}{dt} + \gamma v + \frac{\partial V}{\partial x} = F_c + R(t). \quad (2.42) $$

Here $V(x) = V(x + L)$ is the periodic potential with period $L$ divided by the mass $m$ of the particle, $F_c$ is the external force divided by $m$, and the random force $R(t)$ describes white noise with zero mean (Wiener process). The total potential is $U(x) = V(x) - F_c x$.

When a Brownian particle movement subjected to the external periodic potential $V(x)$, consisting of attractive well regions separated by potential barriers of height $V_0$ is considered, a potential that with these characteristics is given by

$$ V(x) = -\frac{V_0}{2} \cos(2\pi x/L). \quad (2.43) $$

The Langevin equation can be reformulated as a Fokker–Planck equation (FPE), which describes the time evolution of the probability density function of the velocity of a particle under the influence of drag forces and random forces. In one-dimensional case the FPE has the form:

$$ \frac{\partial p(v,t)}{\partial t} = \left[ -\frac{\partial v}{\partial x} + \frac{\partial}{\partial v} \left( \gamma v + \frac{\partial U(x)}{\partial x} + \gamma \Theta \frac{\partial}{\partial v} \right) p(v,t) \right]. \quad (2.44) $$

Where $p(v,t)$ is used to express the probability density function, the thermal velocity $v_{th} = \sqrt{k_B T/m}$, $k_B$ is the Boltzmann constant, $\Theta = v_{th}^2$, and $T$ is temperature.
The Fokker-Planck Equation is a generalization of the diffusion equation, the diffusion equation is a parabolic PDE.

2.6.2 nmODE

The neural ordinary differential equation (neuralODE) was developed by Chen et al. [8] in 2018, it is used to describe the dynamics of a neural network.

A general neuralODE can be described mathematically as

$$\frac{du}{dt} = F(u, x)$$  \hspace{1cm} (2.45)

for \( t \geq 0 \), where \( u \in \mathbb{R}^n \) denotes the state of the network, \( x \in \mathbb{R}^m \) represents external input variable and we take it for data inputting, the function \( F \) is continuous and satisfies some Lipschitz condition. Given an initial condition \( u(t = 0) \), the equation (2.45) can be solved with numerical simulation if analytical form solution cannot be obtained.

The concept of neural memory ordinary differential equation (nmODE) was introduced by Zhang Yi [83] in 2023, which is a type of ordinary differential equation that represents a continuous dynamic system. The nmODE is expressed mathematically as follows:

$$\frac{du}{dt} = -u + \sin^2 [u + Wx + b]$$  \hspace{1cm} (2.46)

for \( t \geq 0 \), where \( u \in \mathbb{R}^n, x \in \mathbb{R}^m, b \in \mathbb{R}^n, W = (w_{ij})_{n \times m} \in \mathbb{R}^{n \times m} \).

In neural networks viewpoint, \( x \) represents external input to the network, \( u(t) \) denotes the state of the network at time \( t \), and \( u(t = 0) \) is the initial value. The external input variable \( x \) stands for an input neuron, while any neuron used to represent the state \( u \) is called a memory neuron. And the \( \sin^2(\cdot) \) function represents the activation function.

When the system reaches an equilibrium point, \( du/dt = 0 \). Then the equilibrium equation of the nmODE can be obtained,

$$u = \sin^2 [u + Wx + b].$$  \hspace{1cm} (2.47)

This is an implicit mapping equation, which defines a nonlinear mapping \( F \) from input \( x \) to output \( u \) as:

$$F : x \rightarrow u.$$

When taking Euler’s method to Eq. (2.46), we have

$$\frac{u(t + k) - u(t)}{k} = -u(t) + \sin^2 [u(t) + Wx + b],$$  \hspace{1cm} (2.48)
where step parameter $k$ is a hyperparameter in neural network, $0 < k < 1$. The discrete version of the nmODE is obtained when using $u_{l+1}$ denotes $u(t + k)$, $u_l$ denotes $u(t)$, and replaces $k$ with $\epsilon$, we have

$$u_{l+1} = (1 - \epsilon) \cdot u_l + \epsilon \cdot \sin^2 [u_l + Wx + b],$$  

(2.49)

at here $l$ stands for layer number of neural network. Eq. (2.49) is called as $\epsilon$-network.

### 2.6.3 NPDE to nmODE

NPDE can be applied to generate neural architectures, in a special situation it can evolve to nmODE also. Following we will present how NPDE evolve to nmODE.

In mathematics, FPE is called the Kolmogorov forward equation, while in the inverse procedure (time inverse) the Kolmogorov backward equation is useful [63].

Inspired by the diffusion process and condensation process in statistical physics, Guo proposed the Maxwell’s demon technique to optimize two-model SLS [26] in 2023. In that work, one NPDE, (similar with Kolmogorov forward equation), is used to describe generative model. And another NPDE, (similar with Kolmogorov backward equation), is used to describe reductive model.

Here we discuss NPDE to nmODE evolution problem. Suppose information particles diffuse in a tilted periodic potential, the diffusion probability model is described by a FPE-like NPDE. When we consider dynamics of information particles, the neural ODE (similar to Langevin equation) is adopted.

In our neural model, we suppose the periodic potential $V(z) = \frac{1}{4} \sin(2z)$, the potential is tilted by a homogeneous, static force $F_z = 1/2$, and random force $R(t) = 0$. Similar with Eq. (2.42), we can obtain

$$\frac{dv}{dt} = -\gamma v + \frac{1}{2} - \frac{\partial V(z)}{\partial z}$$

$$= -\gamma v + \frac{1}{2} (1 - \cos(2z))$$

$$= -\gamma v + \sin^2(z).$$  

(2.50)

Now turning to neural model, we let $z = v + Wx + b$ is the input of an activation function $\sin^2(\cdot)$, the Eq. (2.50) is exact same with Eq. (2.46) (nmODE) when $\gamma = 1$.

Here we can see that general NPDEs evolve to nmODE in the special scenario of information particles diffusion in a tilted periodic potential. Also, we provide an alternative explanation for nmODE based on the non-equilibrium statistical physics.

Besides NPDE can describe the spatiotemporal dynamic neural systems, it can be applied to neural architecture evolution problem. In subsection 2.4.5, we present the NPDE (Eq. (2.33)), which has the form of PPDE. At quasi-linear approximation with the linear activation function, NPDE generates a RNN type neural architecture as shown in Eq. (2.37).
When we take back to the nonlinear activation function and still consider that information particles diffuse in a limited speed, the Eq. (2.37) can be returned back to RNN network (Eq. (2.32)). If assuming $\sigma_{\beta}(\cdot) = \sin^2(\cdot)$ and $o(t) = h(t)$ in Eq. (2.32), we can easily find that Eq. (2.47) has the similar form. This illustrates that neural architecture nmODE described belongs to RNN type.

2.7 Discussion

In this section, we would like to conduct important discussions and provide some insights into NPDEs.

By utilizing FDM along with FEM, we discrete NPDEs to generate three popular building blocks for DNN architectures. The advantages of neuronizing PDEs have two folds.

1) A theoretical foundation for applying AI to solve mathematical physics PDEs is built up; this offers great potentials to be applied extensively e.g. in the fields of physics and chemistry. Some tricks in deep learning, such as the paddle method including extended, wrap, mirror, and crop, can be used to deal with the boundary condition problem.

2) NPDEs can be exploited to describe the AI systems; this may lead to interpretable AI based on statistical mechanics. NPDEs can be regarded as the theoretical foundation for PAI systems, which further provides theoretical guidance for designing AI analog computing devices.

Interpretations about these two folds are further discussed as follows.

2.7.1 AI for PDEs

Though it has been studied for decades to use AI to solve PDEs, it remains unclear why AI can be applied to the PDEs described problems successfully. Our work demonstrates that when adopting FDM (along with FEM) to solve PDEs numerically, it is basically equivalent to using DNN to do so. In this sense, our work provides a theoretical foundation for applying AI to solve PDEs.

Recently, great success has been attained in applying AI to solve PDEs. For example, Han et al. used deep learning to solve high-dimensional PDEs [38], including solving Hamilton-Jacobi-Bellman equation for control. They also applied DNN to solve many-electron schrödinger equation [39]. More recently, Pfau et al. have developed a new neural network architecture, named FermiNet, to model the quantum state of large collections of electrons [61]. They believe that FermiNet presents the first demonstration of deep learning for computing the energy of atoms and molecules from the first principles. They also showed how deep learning can help solve the fundamental equations of quantum mechanics for real-world systems.
2.7.2 NPDEs for AI

In this work, we propose general NPDEs as shown in Eq. (2.15). It can be considered as a fundamental equation for PAI systems, for example, synergetic learning systems described with nonlinear RDEs [36].

2.7.2.1 Interpretable AI

Using NPDEs to describe AI systems implies explainable AI systems. Taking an SLS (shown in Fig. (2.1)) as one typical example, we describe the PAI systems in the following.

SLS can be regarded as a simple PAI system model, in which the information propagates, and diffusion and reaction occur. An information wave is different from an electromagnetic wave, which is the carrier of information, but the elliptic and parabolic equations in mathematical physics equations can be used to describe the process of information transmission. Methods to solve such equations depend on the complexity of the problem. At present, most studies on nonlinear PDEs in mathematics take the FDM (along with FEM) to obtain numerical solutions. In [33] [21] [27], we applied the heat diffusion equation to study the propagation of light beams in nonlinear media and the dynamics of interference filters. The diffusion equation is a semi-linear PPDE and can also be used to study dispersive optical tomography [58].

2.7.2.2 Analog Computing Device Design

To realize a PAI system, hardware computing components are necessary to assemble it. Currently, photonics computing presents one potential field [80]. More introduction about analog computing device design topic has been discussed in Appendices.

2.7.2.3 Materials Design

NPDEs can be applied to materials design for PAI systems, which is named “inverse design”. New materials design is to find those unknown coefficients $A(x,t)$, $B(x,t)$ and $C(x,t)$ in Elliptic operator (Eq. (2.3)).

When obtaining numerical values of those unknown functions in each time slice, we model them with a functional expression. The obtained functions can be used for materials design. This is an interesting topic worthy of further study. We refer the interested readers to Sanchez-Lengeling & Aspuru-Guzik’s review paper “Inverse molecular design using machine learning: Generative models for matter engineering” [65], which describes generative models for matter engineering.
2.7.3 Insight into NPDEs

We give more discussions about NPDEs in this subsection.

2.7.3.1 Difference with PDE Nets

As discussed in [23], RVFL and MLP with direct link can evolve to an NPDE; it is also shown that ResNet can evolve to an NPDE with Elliptic operator. Previous research works, such as ODE and PDE net [8][53] [54], are transformations from discrete to continuous variables. By taking FDM along with FEM, NPDE is actually a transformation from continuous to discrete variables to make the problem computable. Moreover, discretization is the process of transforming continuous functions, models, variables, and equations into discrete counterparts. This procedure can be regarded as quantized problem as well. In the numerical solution of PDEs, there are two hyper-parameters $k$ and $h$ in FDM, which control the depth and width of the neural network structure, respectively. Also, in the literature [46], we know that $k$ and $h$ control the error of PDEs’ solution.

Discretizing (quantizing) PDEs can construct extremely deep and extremely wide neural architectures. This depends on the parameters $k$ and $h$ selection when FEM is applied. While PDEs with continuous variables can be applied to describe infinite deep and infinite wide neural architectures instead of infinite wide only neural networks [56]. In Eq. (4) of ResNet paper [40], the summation term can be transformed to an integral form when the network’s depth approaches infinite. Conversely, under the sparse approximation, we can write an integral as summation [28]. The sparse approximation means that we should assign relative large $k$ and $h$ parameters under a given finite volume of medium.

2.7.3.2 Realizable PAI Systems

In order to realize PAI systems, solid theoretical foundation should be first set out. It is notable that unlike ODEs, essentially all PDEs that have been widely studied come quite directly from physics. For example, the diffusion equation arises in physics from the evolution of temperature or of gas density; the wave equation represents the propagation of linear waves, for instance, along a compressible spring or along fluids; RDEs come from studies of dissipative structure, representing far from thermal equilibrium state in thermodynamics. In this work, we introduce NPDEs to describe the PAI systems. We highlight several remarks as follows.

• Inspired by Blackbody radiation theory, radiated spectra is continuous from macro view, and is quantification from micro view. Therefore, while the mathematical method is FDM, its physical basis is quantization (discretization).
• When realizable PAI systems are designed based on the SLS architecture, it is mandatory that at least one sub-system should be a real part, instead of two
virtual sub-systems. The real part sub-system consists of some components which can implement optical computation, e.g., with materials of nonlinear optical medium.

- The approximated method for our developed nonlinear to quasi-linear PDEs makes NPDEs solvable. Quasi-linear approximation is reasonable because it is well founded physically. According to the special relativity theory, there is no possibility of superluminal velocity. Consequently, information propagation in a PAI system has a limited speed that is slower than light.
- Strictly speaking, there are no absolute simultaneous computing convolution and activation/pooling operation in a PAI system as limited by the physics law. Hence, in a PAI system, asynchronous computing is real case, and time delay should be taken into account when solving NPDEs. Both asynchronous and time delay should be considered when we design a realizable PAI system.
- In the physical world, causality is related to time, because “causes” cannot happen after the “consequences”. If we believe that the arrow of time is unidirectional, the NPDEs with time variable will allow us to predict the future behavior of a PAI system. It also allows us to gain insight in a PAI system, and develop an interpretable DNN for causal inference.

2.7.3.3 NPDE Solution

First principle in quantum chemistry is \textit{ab initio} method, which solves Schrödinger equation. In AI systems, we believe that first principle is PLA, which solves NPDEs. To solve NPDEs numerically, we should pay attentions to the following questions:

- How can we set up initial conditions and boundary conditions for various real world applications?
- How can we choose step parameters \( k \) and \( h \), i.e. how to trade-off between the computation accuracy and complexity?
- By applying FEM to NPDEs, how can we establish the relationship between Capsulate networks and elements obtained by FEM?
- Compared with neural architecture search methods, how can we generate an optimal neural architecture for the given condition (data set) with Turing’s equations?

Currently, we can use numerical methods to find NPDEs’ solution. However, like Navier-Stokes equations, which are fundamental equations of fluid mechanics, it is very challenging mathematically to find analytical solutions. It remains an open problem on how to solve NPDEs analytically.
2.8 Summary

Based on the first principle, we take the free energy as the action, and derive the RDE to describe SLS. In this work, we propose the general NPDEs to describe PAI systems. By utilizing FDM along with FEM, we also generate three most popular DNN building blocks by discretizing PDEs.

In addition to the discussion of generating neural architectures with NPDEs, we study the AI system optimization algorithm. The learning strategies, such as ADAM, L-BFGS, pseudoinverse learning algorithms, and PDE- constrained optimization methods, are presented in Appendices. Based on the physics law, we also propose the quasi-linear approximation to solve nonlinear PDEs.

Most significantly, we present a clear physical view of interpretable DNNs. Namely, an AI system is interpreted as information diffusion and reaction processing. When information is considered as wave propagation in an AI system, analog optical computing device is suitable to construct a PAI system.

While classical PDEs describe the physics systems, NPDEs can be used to describe the PAI systems. By utilizing FDM along with FEM, we bridge the gap between mathematical physics PDEs and modern DNN architectures. In other words, DNNs can be obtained by properly applying discretization to NPDEs. In this viewpoint, we believe that current DNNs are special cases of NPDEs. Furthermore, we conjecture that NPDEs could be the fundamental equations for PAI systems, which may offer a theoretical basis for analog computing device design.
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2.9 Appendices

2.9.1 Appendix 1: Generating Restricted Boltzmann Machine

Here we present that Restricted Boltzmann Machine (RBM) can be generated with stochastic partial differential equations.

With quasi-linear approximation, we obtain the neural partial differential equation

\[
\frac{\partial \Psi}{\partial t} = O_t \Psi, \quad \text{where} \quad O_t \Psi = \nabla \cdot (A(\Psi) \nabla \Psi) + B(\Psi) + C(\Psi). \quad (2.51)
\]

When using the FDM (along with FEM) to discrete RDEs, we know that if using a forward difference at time \(t_n\) and a second-order central difference for the space derivative at position \(x_j\), we get the recurrence equation:
\begin{align}
\frac{u^t_{j+1} - u^t_j}{k} &= \frac{A_{j+1}u^t_{j+1} - 2A_ju^t_j + A_{j-1}u^t_{j-1}}{h^2}. \tag{2.52}
\end{align}

This is an explicit method for solving the one-dimensional inhomogeneous heat equation with the diffusion matrix \( A(x, t) \).

We can obtain \( u^t_{j+1} \) from the other values in this way:

\begin{align}
u^t_{j+1} &= (1 - 2rA_j)u^n_j + rA_{j-1}u^n_{j-1} + rA_{j+1}u^n_{j+1}, \\
&= \sum_j W^t_j u^n_j. \tag{2.53}
\end{align}

where \( r = k/h^2 \).

If we use the backward difference at time \( t_{n+1} \) and a second-order central difference for the space derivative at position \( x_j \) we get the recurrence equation:

\begin{align}
\frac{u^t_{j+1} - u^t_j}{k} &= \frac{A_{j+1}u^t_{j+1} - 2A_ju^t_j + A_{j-1}u^t_{j-1}}{h^2}. \tag{2.54}
\end{align}

This is an implicit method for solving the one-dimensional heat equation.

We can obtain \( u^t_{j+1} \) by solving a system of linear equations:

\begin{align}
&u^t_j = (1 + 2rA_j)u^n_{j+1} - rA_{j-1}u^n_{j-1} - rA_{j+1}u^n_{j+1} \\
&= \sum_j W^t_{j+1} u^n_j. \tag{2.55}
\end{align}

In the explicit method (forward Euler), we regard \( u^t_{j+1} \) in Eq. (2.53) as a hidden neuron, while in the implicit method (backward Euler), we take \( u^t_j \) in Eq. (2.55) as a visible neuron. It is noted that the traditional heat equation only contains Laplace operator. When we take a general Elliptic operator on considering \( A(x, t) \) and \( c(x, t) \) as learnable coefficients, \( A(x, t) \) with discrete Laplace operator stencil stands for the connecting weight. Moreover, one part \( c(x, t) \) stands for the bias vector, and the other part is used as the activation function, if we split \( c(x, t) \) into two parts. Combining Eq. (2.16), Eq. (2.53) and Eq. (2.54), we can get the energy configuration of the RBM. Additionally, the free energy can be used as a loss function to perform the energy-based learning \[49\].

### 2.9.2 Appendix 2: Analog Computing Device Design

In this section, we simply introduce optical analogy computing devices.

It is well-known that wave-particle duality has been demonstrated for photons (light), electrons and other microscopic objects (de Broglie wave). Here we make an hypothesis that information has wave-particle duality, since photons have long been considered as the carriers of information in optical computing. Compared
with electron computing, we believe that optical analogy computing may display the advantages of analog computer verse to optical digital computer. Our previous works include Gaussian beam propagation in a nonlinear medium \[21\][33], and properties of optical interference filter device \[34\].

The advantage of using optical computing device is that with photons as information carriers, information propagates at the speed of light. Also, when we take the passive transmission of optical waves, it can aid ultra-low power consumption. It is suggested in \[35\][27] that optical interference filters can be considered as the candidates of the analog computing device. For example, ZnSe film filter can be used as optical bistability device \[69\]. But with a proper design, it can be used as a gate device to play the role of sigmoid type activation function \[75\][31].

We justify why we would like to realize a PAI system with an optical device. From Fourier optics principles we know that when an optical system consists of an input plane, an output plane, and a set of components, the output image is related to the input image by convolving the input image with the optical impulse response \[\mathcal{F}\]. If we design an optical device with a layered micro-structure, the input image \(u_0(x, y)\) at the input plane (input layer) is

\[
u_0(x, y) = U(x, y, z)|_{z=0}.\]

The output plane (layer) is at \(z = d\). The output image \(u_d(x, y)\) is

\[
u_d(x, y) = U(x, y, z)|_{z=d}.\]

The 2D convolution of input function against the impulse response function is

\[
u_d(x, y) = R(x, y) * u_0(x, y),\]

i.e.,

\[
u_d(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R(x - x', y - y') u_0(x, y) \, dx'\, dy'.\]

That is, when we assume the optical impulse response \(R\) to be a convolutional kernel, an optical system naturally plays a convolution operation. In an imaging system, the optical impulse response \(R\) plays a role of point spread function (PSF). Usually the PSF is given, but for blind de-convolution problem, PSF is unknown; this will become the convolutional kernel in CNN.

As Wu & Dai said, “a hybrid optical–electronic framework that takes advantage of both photonic and electronic processors could revolutionize AI hardware in the near future” \[80\]. A detailed discussion about this topic is beyond the scope of this chapter. Further research focus may be made on the design of NPDEs based nonlinear integrated photonic computing architectures \[81\][16].
2.9.3 Appendix 3: Learning Strategies

2.9.3.1 Learning Optimization

Suppose the information $U$ along $z$ direction diffuse. At the time $t_1$, the system output is $U(z(t_1))$. We define the loss function $L(\theta) = L(U(z(t_1)))$ and suppose that it is differential. The optimal parameter $\theta$ at given data set is

$$\theta = \arg \min_{\theta} L(U(z(t_1)), \theta).$$

(2.56)

We can use the gradient-based optimization (first order methods) methods, such as plain gradient, steepest descent, conjugate gradient, Rprop, and stochastic gradient. When used to minimize the loss function, a standard (or “batch”) gradient descent method would perform the following iterations:

$$\theta_{t+1} = \theta_t - \eta \nabla \theta L(\theta),$$

(2.57)

where $\eta$ is a step size (learning rate). From [6], we have

$$\frac{d\theta}{dt} = -\eta \nabla \theta L(\theta).$$

(2.58)

This is an ordinary differential equation for network parameter $\theta$.

There are several optimization methods, for example, genetic algorithm [68], but the most used method is the gradient descent based method. In the following, we will review the gradient descent algorithms.

2.9.3.2 Gradient Descent Algorithms

For the first order gradient descent algorithm, one can adopt Adam optimizer [45]. However, we would like to utilize the second order optimization algorithm, for example, Newton’s method [7]:

$$\theta^{(t+1)} = \theta^{(t)} - \eta (H_\theta^{(t)})^{-1} \nabla \theta L^{(t)},$$

(2.59)

where $H_\theta$ is a Hessian,

$$H_{i,j} = \frac{\partial^2 L}{\partial \theta_i \partial \theta_j}, \quad H = \nabla^2 \theta L.$$

In case of reducing the complexity of the given problem, certain approximation for solving neural PDEs can be adopted.

**Pseudoinverse Approximation of Hessian**

In Newton’s method, the Hessian is needed to be computed. But it is very computational intensive. $H_{i,j} = \frac{\partial^2 L}{\partial \theta_i \partial \theta_j}$, for a complex neural network, the parameter
number is very large, hence the Hessian is huge. Therefore we need to take some approximations to reduce the complexity. Here we try to find some other methods, not just quasi-Newton method, to investigate the PDE network solver theoretically.

As we know, if $H$ is invertible, its pseudoinverse is its inverse. That is, $H^+ = H^{-1}$ [67]. Now we use the pseudoinverse instead of inverse in Eq. (2.59).

$$H^{-1} = H^+ = (H^*H)^{-1}H^*.$$  

(2.60)

where $H^*$ denotes Hermitian transpose (conjugate transpose). Since $H$ is a real and symmetric matrix, it has $H^* = H$. Nevertheless, we would like to keep the pseudoinverse form. Now Eq. (2.59) becomes

$$\theta^{(t+1)} = \theta^{(t)} - \eta (H^*_\theta H^*_\theta)^{-1} H^*_\theta \nabla_\theta L^{(t)}.$$  

(2.61)

When we assume the matrix $A(\theta) = (H^*_\theta H^*_\theta)^{-1}$, Eq. (2.61) can be written in the form:

$$\frac{\partial \theta}{\partial t} = -\eta A(\theta) \nabla_\theta^2 L^{(t)} \nabla_\theta L^{(t)}.$$  

(2.62)

This PDE is used for optimization, which we call as the pseudoinverse learning method in finding network’s parameters.

**Symmetry Break**

We rewrite Eq. (2.15)

$$\frac{\partial \Psi}{\partial t} = \mathcal{F} \left[ x, t, \nabla, \nabla^2, A(\Psi), B(\Psi), C(\Psi), \Psi \right]$$  

(2.63)

and Eq. (2.62) as follows:

$$\frac{\partial u}{\partial \tau} = -A(u) \nabla^2 u(\tau) + (\nabla_x A(u)) (\nabla_x u(\tau)) + B(u) \nabla_x u(\tau) + C(u(\tau)),$$

$$\frac{\partial \theta}{\partial t} = -\eta A(\theta) \nabla_\theta^2 L^{(t)} \nabla_\theta L^{(t)}.$$  

(2.64)

We merge $\nabla_x A(u)$ and $B(u)$ into a new parameter $B_n(u) = \nabla_x A(u) + B(u)$, then we have:

$$\frac{\partial u}{\partial \tau} = -A(u) \nabla^2 u(\tau) + B_n(u) \nabla_x u(\tau) + C(u(\tau)),$$

$$\frac{\partial \theta}{\partial t} = -\eta A \nabla_\theta^2 L^{(t)} \nabla_\theta L^{(t)}.$$  

(2.65a, 2.65b)

Unlike Turing’s equations, two PDEs in Eq. (2.65) are not symmetric, and they also have different meanings. Variable $u$ is in the data space, while variable $\theta$ is in the parameter space. $\tau$ in the first equation stands for the depth direction in a virtual medium. In the second equation, $t$ means the iterative step in parameter optimization processing.

**Gauss–Newton Algorithm**
In practical implementations, to avoid computing Hessian directly, Quasi-Newton methods are utilized. Quasi-Newton methods are used to either find zeros or local maxima and minima of functions, as an alternative to Newton’s method. They can be used if the Jacobian or Hessian is unavailable or too expensive to compute at every iteration. The “full” Newton’s method requires the Jacobian in order to search for zeros, or the Hessian for finding extrema.

The Gauss–Newton algorithm is used to solve non-linear least squares problems. It is a modification of Newton’s method for finding a minimum of a function. Unlike Newton’s method, the Gauss–Newton algorithm can only be used to minimize a sum of squared function values. It has the advantages that the second derivatives (challenging to be computed), are not required.

To minimize the sum of squares

\[ L(\theta) = \sum_{i=1}^{m} r_i^2(\theta), \]

we should start with an initial guess \( \theta^{(0)} \) for the minimum. The method then proceeds by the iterations,

\[ \theta^{(s+1)} = \theta^{(s)} - \left( J_r^T J_r \right)^{-1} J_r^T r \left( \theta^{(s)} \right), \]

where \( J_r \) is the Jacobian matrix.

Note that \( \left( J_r^T J_r \right)^{-1} J_r^T \) is the left pseudoinverse of \( J_r \). This form looks the same as Eq. (2.61). In fact, it is one special case of the Newton’s method.

In the family of quasi-Newton methods, the limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm (BFGS) (L-BFGS or LM-BFGS) is also an optimization algorithm [52][9].

Now we have two equations: one is for forward propagation, and the other is for back propagation. In addition to the L-BFGS algorithm, some other algorithms can also be used for optimization.
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