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Abstract—We derive a new fast convergent Density Evolution algorithm for finding optimal rate Low-Density Parity-Check (LDPC) codes used over the binary erasure channel (BEC). The fast convergence property comes from the modified Density Evolution (DE), a numerical method for analyzing the behavior of iterative decoding convergence of a LDPC code. We have used the method of [16] for designing of a LDPC code with optimal rate. This has been done for a given parity check node degree distribution, erasure probability and specified DE constraint. The fast behavior of DE and found optimal rate with this method compare with the previous DE constraint.
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I. INTRODUCTION

It is well known that for a reliable transmitting in a communication link, we need a proper coding and an efficient decoding algorithm. The Low-Density Parity-Check (LDPC) codes were first introduced by Gallager [1] and later were rediscovered by MacKay's [2]. This code is effective because of two important properties: achieving and approaching to the Shannon capacity of the channel in some circumstance [3]. Some works to achieve the channel capacity in infinite node degree distribution have been done in [4-6]. Moreover, infinite and finite length considerations for LDPC codes over Binary Erasure Channel (BEC) have been studied in [7-11].

An important characteristic for evaluating a LDPC code is successively decreasing error rate in decoding process by using a basic decoder such as message passing. Density Evolution (DE) is also used for analyzing the behavior of iterative message passing decoder in an infinite number of iterations. In fact, the behavior of DE for a code shows how the probability of successful decoding increases during decoding process. Due to this fact, every code has to satisfy the DE constraint in order to be applied in LDPC iterative decoders. This constraint is the most difficult part of code design problem.

One of the most popular communication models is BEC introduced by Elias in [12] and has the simplest DE constraint. This characteristic makes the BEC as a test channel for designing a code which it’s rate can achieve and approach the channel capacity [13].

DE constraint in BEC was introduced and derived by Richardson and Urbanke in [3] and later in [14-15]. This constraint is a simple formula that illustrates the behavior of convergence in message passing decoding process. It means that, for any transmitted codeword in BEC, we can form the recursive iterations of the DE formula and follow the behavior of decreasing the erased probability in each iteration.

In this paper, we introduce a group of codes with optimal rate and fast convergence behavior in decreasing the erased probability in compared with those in [16-17]. We first review the convergence behavior of the code in BEC by DE formula. Then, some convergence properties in DE and related formulas are presented. An SDP reformulation of the fast convergence optimal rate problem is provided. Finally, the simulation results and concluding remarks complete the paper.

The rest of the paper is organized as follows: in Section 2, convergence of DE for considered definitions and the related formulas are illustrated. In Section 3, solution method of the optimal rate problem is considered. Section 4 provides a fast convergence approach for solving optimal rate problem. Finally, in Section 5 and Section 6, simulation results and conclusion finish the paper.

II. DENSITY EVOLUTION: DEFINITION, FORMULA AND CONVERGENCE

Let H be a parity check matrix of a LDPC code with maximum variable node degree $D_v$ and check node degree $D_c$. A code can be defined by two polynomials as follows:

\[ \rho(x) = \sum_{j=2}^{D_v} \rho_j x^{j-1}, \quad \lambda(x) = \sum_{i=2}^{D_c} \lambda_i x^{i-1} \]

(1)

In both polynomials, coefficients, $\rho_j$ and $\lambda_i$, denote the probability of having a variable or check node with their related indices degree. Thus, we have

\[ \sum_{j=2}^{D_v} \rho_j = 1, \quad \sum_{i=2}^{D_c} \lambda_i = 1, \quad \lambda_i \geq 0, \quad \rho_j \geq 0 \]

(2)
The related design rate of the code is defined as follows [15]:

\[ R = 1 - \frac{\sum_{i=2}^{N} p_i}{\sum_{i=2}^{N} \lambda_i/i} \] (3)

For an erasure channel with erasure probability \( \varepsilon > 0 \) and given degree distributions, the necessary and sufficient condition for achieving the zero error probability in an infinite number of iterations in message passing decoder, i.e. DE constraint, is [3]:

\[ \lambda(1 - \rho(1 - x)) \leq \frac{x}{\varepsilon} \quad \forall x \in [0, \varepsilon]. \] (4)

According to Massage Passing (MP) decoder of LDPC codes, for a proper code after each iteration, the bit error rate decreases. Using the definition of degree distribution of an LDPC code, this phenomenon is formulated as the so-called DE constraint. DE is a constraint for a good code that guarantees convergence of a code under MP decoding process.

Let us focus on the channel BEC and describe some related concepts. We start with some definitions.

**Definition 1 (DE constraint for BEC [7]):**

Let \( x \) and \( \varepsilon \) denote the probabilities of erasing a bit in \( l \)-th iteration and initial step of MP decoding process, respectively. Using Bayes’ rule, the probability of erasing a bit in \((l + 1)\)-th iteration of MP decoding is defined by [3]:

\[ y = \varepsilon \lambda(1 - \rho(1 - x)) \] (5)

In fact, \( y \) denotes the probability that a message node erased after one iteration of MP decoder from variable node to check node and from check node to variable node. The MP decoder converges if and only if:

\[ y \leq x \quad \forall x \in [0, \varepsilon] \] (6)

**Definition 2 (Weak behavior of MP decoder):**

If degree distributions of a code satisfy the following constraints:

\[ \varepsilon \lambda(1 - \rho(1 - x)) \leq x, \quad \sum \lambda_i = 1, \quad \sum \rho_i = 1, \]

\[ 0 \leq \varepsilon \leq 1, \quad 0 \leq x \leq \varepsilon \] (7)

then, \( y \leq x \) is satisfied. In this case, we say that the MP decoder has weak behavior in this code.

**Definition 3 (Constraints of fast convergence DE):**

For given \( 0 < \alpha < 1 \), if degree distributions of a code satisfy the following constraints:

\[ \varepsilon \lambda(1 - \rho(1 - x)) \leq \alpha x, \quad \sum \lambda_i = 1, \quad \sum \rho_i = 1, \]

\[ 0 \leq \varepsilon \leq 1, \quad 0 \leq x \leq \varepsilon \] (8)

then, \( y \leq \alpha x \) is satisfied, according to (8). It is clear that \( \alpha \) can not be zero. In this case, we say that the MP decoder has a fast convergence behavior in this code.

### III. Optimal Rate Problem and Solving Methods

In this section, we first state the optimal rate problem for approaching to the channel capacity as a semi-infinite optimization problem and then describe two methods for solving the problem, i.e., descretizing method and Semi-Definite reformulation.

**A. The Optimal Rate Problem**

Let us consider the problem of finding the maximum achievable rate under the conditions that the check node degree and erasure probability are fixed. The main problem is to find good variable node degree to achieve the maximum rate.

| NLP1: | Max \( \sum \lambda_i \) |
|--------|-----------------|
| Subject to: \( \lambda_i \geq 0 \) |
| \( \sum \lambda_i = 1 \) |
| \( \lambda(1 - \rho(1 - x)) \leq x \quad \forall x \in [0, \varepsilon] \) |

The latest constraint of the problem NLP1 is equivalent to (4). The problem NLP1 consists of infinite number of constraints and is a semi-infinite optimization problem. In the next section, we will describe the ways for solving NLP1.

**B. Algorithms for Solving Optimal Rate Problem**

In [18] the authors classified the main approaches for finding good degree distributions. According to [18], there are two important ways for solving the problem NLP1. The first method is based on LP methods in which instead of considering the whole interval \([0,1]\), by choosing a set of sample points \( \{x_0, x_1, \ldots, x_N\} \subseteq (0,1) \) for \( x \), one discretizes the DE inequality to linear inequalities [8, Section V]. The LP problem related to the sample points \( \{x_0, x_1, \ldots, x_N\} \) can be presented as follows:

| LP1: | Max \( \sum \lambda_i \) |
|--------|-----------------|
| Subject to: \( \lambda_i \geq 0 \) |
| \( \sum \lambda_i = 1 \) |
| \( \lambda(1 - \rho(1 - x_i)) \leq x_i \quad 1 \leq i \leq N \) |

### IV. A Fast Convergent Approach for Solving Optimal Rate Problem

In this section, in order to design a good code with the fast convergence property, we provide a new approach for speeding up the convergence process of the second approach mentioned in the Section 3. For this purpose, using the Definition 3 of DE constraint, we arrive to the following optimization problem which has fast convergence property:

| NLP2: | Max \( \sum \lambda_i \) |
|--------|-----------------|
| Subject to: \( \lambda_i \geq 0 \) |
\[ \sum \lambda_i = 1 \\
\lambda(1 - \rho(1 - \alpha)) \leq \alpha \quad \forall \epsilon \in [0,1] \]

For the given \( \epsilon \) and \( \alpha \) in the interval \((0,1)\) and given parity check node degree distribution \( \rho(x) \), using the similar approach in [18], the SDP problem related to the problem NLP 2 can be described as follows:

**SDP:**

\[
\text{Max } \sum \frac{\lambda_i}{i} \\
\text{Subject to: } \sum \lambda_i = 1 \\
\Pi_i = \sum_{i+j=n} B_{ij}, \quad 0 \leq 1 \leq n \\
B \geq 0, \quad 0 \leq \lambda_i \leq 1.
\]

In this way, each elements of the vector \( \Pi \) is a linear combination of \( \lambda \)'s and \( \alpha \). We also have to note that using different values for \( \alpha \) leads us to different solutions of SDP2. In the next section, some simulation results are presented to show the efficiency and convergence rate of this approach in comparison with the approaches provided in [18].

V. SIMULATION RESULTS

In this part of paper, we simulate the optimal rate problem for finding an optimal rate code for different values of \( \alpha \). As it appears, to gain the fast convergence property, we lose the maximum optimal rate property. For providing Simulation results, for each value of \( \alpha \), we solve the SDP2 and find variable degree distribution, which gives optimal rate. It is clear if \( \alpha = 1 \), the results of [16-17] found.

![Fig.1: illustration of decreasing the optimal rate found by SDP method, vs. increasing \( \alpha \) for \( \rho(x) = x^3 \), \( \lambda(x) = \lambda_2x + \lambda_3x^2 + \lambda_4x^3 + \lambda_5x^4 + \lambda_6x^5 \) and \( \epsilon = 0.3 \)](image)

VI. CONCLUSION

In this paper, we reformulate DE inequality for deriving fast convergence codes. The reformulated DE inequality solved by SDP method and simulation result presented. Simulation results show that we have a trade-off between fast convergence codes and optimal rate. We can see the behavior of fast convergence in Fig.3. The derived codes with fast convergence property can be effectively used in a network with several relays with full or partial Decode and Forward strategy.
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