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Abstract

To watch 360° videos on normal 2D displays, we need to project the selected part of the 360° image onto the 2D display plane. In this paper, we propose a fully-automated framework for generating content-aware 2D normal-view perspective videos from 360° videos. Especially, we focus on the projection step preserving important image contents and reducing image distortion. Basically, our projection method is based on Pannini projection model. At first, the salient contents such as linear structures and salient regions in the image are preserved by optimizing the single Panini projection model. Then, the multiple Panini projection models at salient regions are interpolated to suppress image distortion globally. Finally, the temporal consistency for image projection is enforced for producing temporally stable normal-view videos. Our proposed projection method does not require any user-interaction and is much faster than previous content-preserving methods. It can be applied to not only images but also videos taking the temporal consistency of projection into account. Experiments on various 360° videos show the superiority of the proposed projection method quantitatively and qualitatively.

1. Introduction

Unlike traditional cameras which have a limited field of view (FOV), 360° cameras take omni-directional images at once. Therefore, it becomes much easier to capture the objects of interest or meaningful events, whereas the traditional cameras require careful viewpoint control. Recently, low-cost 360° cameras have been released thanks to the advance of Micro-Electro-Mechanical System (MEMS) technology, and lots of 360° videos are available on content distribution sites such as Youtube and Facebook.

To watch the 360° videos on normal 2D displays, the spherical images are projected onto the 2D plane with a limited FOV. As the FOV becomes wider, the projected image includes more contents and it becomes more similar to human perception, however, the distortion of the image becomes larger, and vice versa. Therefore, it is required to minimize the subjective distortion of image contents while approaching the possible widest FOV.

In the last decade, wide-angle projection has been studied in computer vision and graphics community. Most of the previous works such as rectilinear, stereographic, Pannini projection [6] are based on a single fixed projection model. Naturally, it has limitation for preserving important contents in the image. Furthermore, while the center of the projection is less distorted, border regions of an image become more distorted. To handle this problem, Carroll et al. [2] proposed to minimize the distortion of contents such as salient lines and regions through optimization techniques. However, it requires manual extraction of lines to be preserved and is time-consuming. Rectangling stereographic [3] is another contents-preserving projection with automatic line extraction. However, it does not consider objects of interest in an image, and hard constraint on linear structures can cause large distortion on salient contents.

In this paper, we propose a fast and fully-automated contents-preserving projection method for 360° videos. We exploit the Pannini projection model [6] as a baseline among many projection models, which has an advantage of preserving not only conformality but also vertical lines. In addition, we can easily control the behavior of the Pannini projection by adjusting two parameters. We take the linear structures (i.e. lines) and salient regions in images and videos into account for contents-preserving projection which are very important to increase the subjective quality of projected images. To preserve image contents locally and globally, we locally apply multiple Pannini projection mod-
Figure 1. Overall framework for generating 2D normal-view videos from 360° videos. In this paper, although we cover the contents analysis step in Sec. 3.1, we mainly focus on the projection step. The contents analysis step such as viewpoint selection and salient region extraction can be replaced with any other methods.

The main contributions of this paper are summarized as follows. First, we propose a contents-preserving projection method optimizing a single Pannini projection model. Second, we utilize multiple Pannini projection models to globally minimize contents distortion. Third, we enforce the temporal consistency for image projection to produce temporally stable normal-view videos.

The rest of this paper is organized as follows. In Sec. 2, we review various wide-angle projection methods. In Sec. 3, we describe the proposed methods to project the spherical image with less distortion, then show experiments on various 360 images and videos in Sec. 4. We finally conclude the paper in Sec. 5.

2. Related Works

Spherical image projection methods for wide FOV can be categorized into single-model based, multi-model based, and non-model based methods according to the number of models used for projection as follows.

Single-model based methods use a geometric model to project spherical panorama images onto an image plane. Rectilinear, Stereographic, and Pannini projection [6] models belong to this category. Rectilinear projection is the perspective projection from the center point of the spherical image onto the image plane. This model preserves all lines, but the contents on the margin of a projected image can be extremely stretched and distorted when the FOV is large. On the other hand, stereographic projection is the perspective projection from the opposite point to the point of tangency as the center of projection. This model preserves a conformality of the contents, but not lines. Pannini projection based on the cylindrical projection keeps the vertical lines straight. Furthermore, the horizontal lines or radial lines are selectively preserved by the vertical compression. The methods mentioned above are very simple and fast, but have a common drawback — they cannot preserve all lines and salient objects simultaneously.

Multi-model based methods project images with partially different multiple models depending on the contents such as lines and objects. They are comparatively simple and produce less distortion compared with the single-model based projection. However, they also yield strong distortion at the border of regions where different models are applied. Zelnik-Manor et al. [9] proposed a multi-model based method that applies locally different projections depending on scene structure in the panoramic images with user interaction. Rectangling stereographic [3] projects the spherical image onto a swung surface that is a combination of two orthogonal cylindrical projections with rounded edges. When the image is divided into four triangular regions with two diagonal lines, it respectively preserves vertical lines in left and right triangular regions and horizontal lines in upper and lower triangular regions of an image. However, it highly distorts the linear structures and objects straddling the diagonal lines.

Non-model based methods try to minimize projection distortion using optimization techniques [2]. Carroll et al. [2] proposed contents-preserving optimization-based projection method. It produces less distorted images than other approaches and well preserves important contents in the image. However, it is computationally much more expensive because of the iterative optimization process for every single point. Moreover, it requires non-trivial user interaction specifying straight lines to be preserved.

3. Proposed Framework

In this section, we present a fully-automated contents-aware projection from the 360° videos illustrated in Fig. 1. Here, note that, although the proposed framework includes the contents analysis step, we mainly focus on the projec-
tion step. The contents analysis steps such as viewpoint selection and salient region extraction can be replaced with any other methods. With given viewpoint, we project some portion of a spherical image onto the 2D image plane with less distortion. We exploit the Pannini projection model [6] as a baseline which has an advantage of preserving not only conformity but also vertical lines well. As in [11], we consider two properties, conformity of salient objects and curvature of linear structures, to measure distortions.

We first extract line segments and salient objects to be preserved automatically. Then, we define distortion measures for the Pannini projection model [6] and optimize the Pannini parameters to minimize defined distortions. If we have multiple salient objects in an image, we compute multiple optimal Pannini projection parameters for multiple salient objects, respectively. Afterwards, we perform the model interpolation to minimize contents distortion globally and locally. Since the optimization is performed for a few number of model parameters (two for Pannini projection), our method is much faster than other optimization-based methods. Furthermore, we also consider the temporal consistency of the projection to generate temporally consistent and comfortable perspective views even under severe viewpoint changes.

Algorithm 1 Proposed Contents-Aware Projection

1: Input: $I^I_{v,N}$, 360 spherical image sequence.
2: Output: $I^P_{v,N}$, normal-view image sequence.
3: for $I^I_{v} \in I^I_{v,N}$ do
4: Extract $L_t$, $P_t$ from $I^I_{v}$ in Sec. 3.1.
5: Compute $(d^t_p, w^t_p)$ using $(L_t, P_t)$ by Eq. (8)
6: Compute $(d^t_p, w^t_p)^+$ from $((d^t_p, w^t_p)^-, (d^t_{p-1}, w^t_{p-1})^+)$ by Eq. (9)
7: for $p_i \in P_t$ do
8: Get $L^i_t, P^i_t$, subsets of $L_t$ and $P_t$ around $p_i$
9: Compute $(d^t_{p_i}, w^t_{p_i})$ using $(L^i_t, P^i_t)$.
10: Compute $(d^t_{p_i}, w^t_{p_i})^+$ from $((d^t_{p_i}, w^t_{p_i})^-, (d^t_{p_i-1}, w^t_{p_i-1})^+)$.
11: Compute $Proj^i_t$ from $(d^t_{p_i}, w^t_{p_i}, d^t_{p_i}, w^t_{p_i})$ by Eq. (6-7).
12: Compute $Proj^i_t$ from $(Proj^i_t, Proj^{i-1}_t)$ by Eq. (10).
13: Get $I^P_{v}$ from $I^I_{v}$ using $Proj^i_t$.

3.1. Image Content Analysis

In this paper, we take the linear structures (i.e. lines) and salient regions in images and videos into account for contents-preserving projection which is very important to increase the subjective quality of projected images. Note that the proposed projection method is not dependent on the choice of the image content analysis methods.

To find linear structures in a spherical image, we exploit an advantage of the rectilinear projection which preserves every line in the image.\(^1\) We project a partial spherical image with rectilinear projection and then extract line segments using Line Segment Detector (LSD) [7] from the projected image. Each line segment is transformed from image coordinates to spherical coordinates. In general, distortions of short line segments are less perceivable, so only the line segments longer than a pre-defined threshold are used.

To extract salient objects, we compute scene saliency as the combination of appearance and motion saliency of the image as

$$S_{scene}^i = w S_{appear}^i + (1 - w) S_{motion}^i,$$

where $S_{scene}^i$, $S_{appear}^i$, and $S_{motion}^i$ denote scene saliency map, appearance saliency map, and motion saliency map of the partial image, $i$, $w$ is a weight parameter.

To find salient objects, we define the appearance saliency as a probability of object existence in the image. Therefore, we exploit objectness-based object proposals [1, 4, 10] that generate multiple bounding boxes with objectness scores. The objectness score presents how likely the bounding box contains an object. We estimate the appearance saliency map by accumulating the objectness score of each object proposal. To estimate motion saliency $S_{motion}$, we exploit the method proposed in [5] with optical flow [8] as an input.

We assume that objects have higher scene saliency than the background. Thus, we extract local peaks as salient objects by applying non-maximum suppression to the scene saliency. Note that any other saliency detection methods can be applied to our projection method.

3.2. Optimal Pannini Parameter Estimation

To preserve the extracted linear structures and salient objects, we use the Pannini projection model as a baseline because it can selectively preserve contents by changing parameters. The Pannini projection model is defined as

$$u_p = \frac{(d + 1) \sin(\phi_p)}{d + \cos(\phi_p)},$$
$$v_p = \tan(\theta_p) \left( \frac{(d + 1)(1 - w)}{d + \cos(\phi_p)} + \frac{w}{\cos(\phi_p)} \right),$$

where $\theta_p$ and $\phi_p$ denote a point on spherical coordinates, and $u_p$ and $v_p$ denote a correspondence of $\theta_p$ and $\phi_p$ on the image coordinates. $d$ and $w$ are control parameters. $d$ is a distance between the projection plane and the center of projection. If $d$ is equal to 0, the projection becomes rectilinear projection which preserves linear structures but stretches the boundary of perspective images. If $d$ is equal to 1, it is cylindrical stereographic projection which preserves shape of objects and vertical linear structures but bends radial linear structures. $w$ is a weighting parameter for vertical compression, which makes horizontal linear structures straight but distorts radial linear structures. Therefore, optimal parameters should be determined depending on contents.

\(^1\)Any methods detecting lines on spherical images can be applied.
To estimate optimal parameters to preserve both linear structure and salient objects, we define two distortion measures as illustrated in Fig. 4. To consider the straightness of linear structure, we define a distortion measure as a distance between the middle point of the line segment and the line which is defined by two endpoints of the line segment on the image plane after projection. It is formulated as

\[
D(l) = \left( \frac{u_s(v_e - v_m) + u_e(v_m - v_s) + u_m(v_s - v_e)}{\sqrt{(u_s - u_e)^2 + (v_s - v_e)^2}} \right)^2,
\]

where subscript \(s\), \(m\), and \(e\) denote the starting, middle, and end point of the line segment, \(l\), respectively. If the line is bent when it is projected, the measure has a high value.

To consider shapes of salient objects, we adopt the distortion measure of [2] which is defined as

\[
C(p) = \left( \cos \theta_p \frac{\Delta u_p}{\Delta \theta_p} + \frac{\Delta u_p}{\Delta \phi_p} \right)^2 + \left( \cos \theta_p \frac{\Delta v_p}{\Delta \theta_p} - \frac{\Delta u_p}{\Delta \phi_p} \right)^2.
\]

This measure presents a conformality of a point \(p\). With the two measures, we define an objective function as

\[
E(L_t, P_t) = \omega_d \sum_{l \in L_t} D(l) + \omega_c \sum_{p \in P_t} C(p),
\]

where \(L_t\) is a set of line segments and \(P_t\) is a set of salient points at frame \(t\). \(\omega_d\) and \(\omega_c\) are weighting parameters that determine which components are more preserved. The objective function is minimized by the steepest decent method.

Because it has only two parameters, it is very fast. This optimization is globally applied to consider every linear structure and salient object in the image simultaneously. However, it cannot preserve all components simultaneously because it uses a single model to the whole image. Figure 2 shows several projection results with various values of the parameters. The parameters, which are obtained by the proposed optimization method, shows the best results.

### 3.3. Model Interpolation

To cover remaining distortions, we adopt a multi-model based approach proposed by Zelnik-Manor et al. [9]. The main observation is that the centers of the projected images are less distorted. Thus, for one salient point, we project an image around the salient point with a model of which viewpoint is centered at the salient point. Then, shapes around salient points are preserved. However, regions between salient points have strong distortions because projection models are different from each other. To reduce these distortions, we spatially align multiple models in an image.

First, we set the Pannini projection model with globally optimized parameters as a global model. The global model determines the whole structure of a perspective image and locations of local models that are projections of salient points. In this process, if equivalent objects are projected on different locations by the global model and the local models, distortions of these objects should increase in the final results. Thus, we applied a transition process to and scaled the local models to match the center of each lo-
3.4. Temporal Consistency for Video Projection

The projection model could fluctuate when line segment, salient points, or viewpoints are changed frequently. To eliminate the fluctuation for video projection, we enforce the temporal consistency in projection. First, we make parameters of the Pannini projection model consistent temporally. Because parameters determine the behavior of the projection model, a little change of parameters can make severe fluctuation.

To handle this, we add the penalty term $E_{\text{penalty}}$ to the objective function for optimization to smooth parameters as

$$
\arg\max_{d_k, w_k} E(L_t, P_t) + E_{\text{penalty}},
$$

where

$$
E_{\text{penalty}} = \omega_{pd}(d_t - d_{t-1})^2 + \omega_{ps}(w_t - w_{t-1})^2.
$$

Here, $E(L_t, P_t)$ is the objective function in Eq. (5). $d_t, w_t$ indicate the Pannini parameters at frame $t$, and $\omega_d$ and $\omega_s$ are weighting parameters. Eq. (8) enforces the estimated parameters in the current frame to be similar with the parameters of the previous frame.

Furthermore, to make the change of the parameters smoother, we apply the exponential moving average on the parameters estimated from Eq. (8) as

$$
d'_t = \omega_{md}d_t + (1 - \omega_{md})d'_{t-1},
\quad w'_t = \omega_{ms}w_t + (1 - \omega_{ms})w'_{t-1},
$$

where $\omega_{md} \in [0, 1]$ and $\omega_{ms} \in [0, 1]$ indicate weighting parameters.

Finally, we use the exponential moving average pixel-wisely to the interpolated model $Proj$ which is defined in Sec. 3.3. It is defined as

$$
Proj^t(u, v) \leftarrow \omega_pProj^t(u, v) + (1 - \omega_p)Proj^{t-1}(u, v),
$$

where $\omega_p \in [0, 1]$ is a weighting parameter. $Proj$ maps a point at $(u, v)$ on the perspective image to the point at $(\phi, \theta)$ on the spherical image. Furthermore, we adaptively adjust the weighting parameter $\omega_p$ according to change of viewpoint. For example, when the viewpoint remains stationary, inconsistently estimated Pannini projection parameters can cause discomforts to viewers. Otherwise, when the viewpoint changes, fluctuations due to inconsistently estimated Pannini projection parameters are less noticeable since contents in the perspective image change rapidly. Therefore, we increase the weighting parameter $\omega_p$ when the viewpoint remains stationary, and we decrease $\omega_p$ when the viewpoint changes.

4. Experimental Results

In this section, we compare our projection method with the Pannini projection model [6] which is the baseline of
Figure 4. Quantitative evaluation measures

our algorithm, and other state-of-the art projection methods: Carroll et al. [2] and Rectangling Stereographic projection [3]. The 360° image and video datasets for our experiments are collected from the web.

In our experiments, we set \( c_g, c_A, \omega_d, \omega_c, \omega_{pd}, \omega_{ps}, \omega_{rd} \) and \( \omega_{ms} \) to 2.0, 1.0, 10^{-3}, 10^{-4}, 0.999, 10^{-6}, 0.9, and 0.9, respectively. \( \omega_j \) is set to 0.99 when the viewpoints move. Otherwise, \( \omega_s \) is set to 0.8. Horizontal FOV and aspect ratio is set to 150° and 16:9 or 170° and 21:9.

4.1. Quantitative Evaluation

For quantitative comparisons of the proposed method with other methods, we introduce two distortion measures: straightness and conformality measures. The straightness measure indicates the degree in which a line segment in the real-world is bent on the projected image. As shown in Fig. 4, given two endpoints of a line segment, we define the straightness measure as

\[
\text{Straightness} = \frac{\alpha_2}{\alpha_1 + \alpha_2},
\]

where \( \alpha_2 \) is the distance between the two endpoints and \( \alpha_1 \) is the perpendicular distance between the middle point of the curved line segment and a line that joins the two projected endpoints. The straightness measure is close to 1 if the distortion of the line segment is low, otherwise 0. As the second measure, we consider the conformality, i.e., measuring the degree to which the appearance of an original spherical image is distorted around salient points. To measure the conformality, we sample four points around a salient point. The points are extracted at the spherical image coordinates moved by 0.1 rad in pitch or roll direction. Then, when the four points are projected on the 2D image plane as in Fig. 4, the conformity measure is defined as

\[
\text{Conformality} = \frac{\min (\beta_1, \beta_2, \beta_3, \beta_4)}{\max (\beta_1, \beta_2, \beta_3, \beta_4)},
\]

where \( \beta_n \) is a distance between the salient point and the projected sampled point. If the four values from \( \beta_1 \) to \( \beta_4 \) are similar to each other, this value is close to 1, which means that the shape around the salient point is less distorted.

We compared the proposed method with the rectilinear and Pannini projection methods. To exclude dependency on the content analysis step in Sec. 3.1, we used manually extracted salient points and line segments as input. For quantitative evaluation, we generated synthetic spherical images and then projected them using projection methods with the aspect ratio of 16:9 with the FOV of 150°, or with the aspect ratio 21:9 with the FOV of 170°. We used parameters \( (d=1.0, w=0) \) for Pannini algorithm, that is commonly used. Additionally, we included Pannini projection images with \( d = 0.5 \) for a variety of comparisons. Fig. 5 show the results of the projected images, and the red points and green lines represent salient points and line segments, respectively. Table 1 represents the results of measuring the straightness and the conformality for each method. The rectilinear projection obtains the highest straightness score but the lowest conformity score, whereas the Pannini method \( (d=0.68) \) yields high conformity score but low straightness score. Our method achieves high scores in both straightness and conformity. It demonstrates that our method maintains both the straightness and conformity highly in every projection environment. Especially, the minimum straightness scores of our method are higher than other methods except that of the rectilinear method. It means that the proposed method guarantees the competent quality for the straightness compared to the other methods.

4.2. Subjective Evaluation with User Study

We perform a user study to verify whether the results of the proposed projection method are comfortable or not with help from the crowd sourcing service Amazon Mechan-
4.3. Qualitative Evaluation

We perform qualitative comparison for still images. Pannini projection result is generated with default parameters, \((d = 1.0, w = 0.0)\), preserving the conformality as much as possible. The result of Carroll et al. [2] is obtained with automatically extracted line segments (the same as ours) as inputs. For the proposed method, automatically extracted line segments and salient points are also used as inputs.

As shown in Fig. 6, the Pannini projection [6] bends horizontal lines, whereas our results with model interpolation preserves both lines and objects. Our result with only parameter optimization shows that linearity and conformality are more preserved than Pannini. The result of the rectangling stereographic projection looks similar with our result with model interpolation, but lines at the boundaries of the image are bent severely because they are on the border of the different models. Carroll et al. [2] do not preserve the linearity at some lines and end of the lines because the extracted lines are fragmented and missed. More qualitative comparison results are included in our supplementary material.

4.4. Results for 360° Videos

We test our method with three 360° videos. Spherical image sequences and viewpoint trajectories are provided as inputs. The results of the proposed method are shown in Fig. 7 where the top and bottom images for each dataset represent the spherical image and the projection image, respectively. Green regions in the upper images denote the projected area. We observe that the proposed projection method reduces the distortion around the contents such as straight indoor structures and faces of people. Furthermore, it provides temporally consistent image sequences, which is verified through the video in the supplementary material.

4.5. Computational time

Table 3 shows computational time for each step of the proposed method with a single core of 4.00GHz. The salient point extraction spends over half of the total computational time in our framework. However, it can be improved by substituting it with faster saliency detection algorithms. Also, the model interpolation takes one-third of the total computational time but it can be reduced by parallelization. The proposed optimization method is much faster than other optimization-based methods. It takes less than 0.001sec (when implemented in C++), whereas Carroll [2] takes about 2sec with GPU (implemented in Photoshop) on the same PC.

5. Conclusion

In this paper, we have presented a fully-automated content-aware projection for 360° videos. To this end, we proposed multi-model based Pannini projection optimization method that preserves both linear structures and salient objects which are automatically extracted. Additionally, we considered temporal consistency to generate temporally stable videos. Experiments including user study show that the proposed projection method is much faster and produces better results than previous content-preserving methods on various environments.
Figure 6. Some results evaluated on Amazon Mechanical Turk

Figure 7. Results of the proposed method for three 360° videos. The proposed method produces temporally consistent and content-preserving projection results from the 360° videos with the given viewpoints.
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