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Abstract. Computation on compressed strings is one of the key approaches to processing massive data sets. We consider local subsequence recognition problems on strings compressed by straight-line programs (SLP), which is closely related to Lempel–Ziv compression. For an SLP-compressed text of length $\tilde{m}$, and an uncompressed pattern of length $n$, Cégielski et al. gave an algorithm for local subsequence recognition running in time $O (\tilde{m}n^2 \log n)$. We improve the running time to $O (\tilde{m}n^{1.5})$. Our algorithm can also be used to compute the longest common subsequence between a compressed text and an uncompressed pattern in time $O (\tilde{m}n^{1.5})$; the same problem with a compressed pattern is known to be NP-hard.

1 Introduction

Computation on compressed strings is one of the key approaches to processing massive data sets. It has long been known that certain algorithmic problems can be solved directly on a compressed string, without first decompressing it; see [4,11] for references.

One of the most general string compression methods is compression by straight-line programs (SLP) [16]. In particular, SLP compression captures the well-known LZ and LZW algorithms [21,22,20]. Various pattern matching problems on SLP-compressed strings have been studied; see e.g. [4] for references. Cégielski et al. [4] considered subsequence recognition problems on SLP-compressed strings. For an SLP-compressed text of length $\tilde{m}$, and an uncompressed pattern of length $n$, they gave several algorithms for global and local subsequence recognition, running in time $O (\tilde{m}n^2 \log n)$.

In this paper, we improve on the results of [4] as follows. First, we describe a simple folklore algorithm for global subsequence recognition on an SLP-compressed text, running in time $O (\tilde{m}n)$. Then, we consider the more general partial semi-local longest common subsequence (LCS) problem, which consists in computing implicitly the LCS between the compressed text and every substring of the uncompressed pattern. The same problem with a compressed pattern is known to be NP-hard. For the partial semi-local LCS problem, we propose a new algorithm, running in time $O (\tilde{m}n^{1.5})$. Our algorithm is based on the partial highest-score matrix multiplication technique presented in [18]. We then extend...
this method to the several versions of local subsequence recognition considered in [4], for each obtaining an algorithm running in the same asymptotic time $O(\bar{m}n^{1.5})$.

This paper is a sequel to papers [17,18]; we recall most of their relevant material here for completeness.

2 Subsequences in compressed text

We consider strings of characters from a fixed finite alphabet, denoting string concatenation by juxtaposition. Given a string, we distinguish between its contiguous substrings, and not necessarily contiguous subsequences. Special cases of a substring are a prefix and a suffix of a string. Given a string $a$ of length $m$, we use the take/drop notation of [19], $a \uparrow k$, $a \downarrow k$, $a \uparrow k$, $a \downarrow k$, to denote respectively its prefix of length $k$, suffix of length $m-k$, suffix of length $k$, and prefix of length $m-k$. For two strings $a = \alpha_1\alpha_2\ldots\alpha_m$ and $b = \beta_1\beta_2\ldots\beta_n$ of lengths $m$, $n$ respectively, the longest common subsequence (LCS) problem consists in computing the length of the longest string that is a subsequence of both $a$ and $b$. We will call this length the LCS score of the strings.

Let $T$ be a string of length $m$ (typically large). String $T$ will be represented implicitly by a straight-line program (SLP) of length $\bar{m}$, which is a sequence of $\bar{m}$ statements. Each statement $r$, $1 \leq r \leq \bar{m}$, has either the form $T_r = \alpha$, where $\alpha$ is an alphabet character, or the form $T_r = T_s T_t$, where $1 \leq s, t < r$. We identify every symbol $T_r$ with the string it represents; in particular, we have $T = T_{\bar{m}}$. Note that $m \geq \bar{m}$, and that in general the uncompressed text length $m$ can be exponential in the SLP-compressed length $\bar{m}$.

Our goal is to design efficient algorithms on SLP-compressed texts. While we do not allow text decompression (since, in the worst case, this could be extremely inefficient), we will assume that standard arithmetic operations on integers up to $m$ can be performed in constant time. This assumption is necessary, since the counting version of our problem produces a numerical output that may be as high as $O(m)$. The same assumption on the computation model is made implicitly in [4].

The LCS problem on uncompressed strings is a classical problem; see e.g. [7,9] for the background and references. Given input strings of lengths $m$, $n$, the LCS problem can be solved in time $O(\frac{mn}{\log(m+n)})$, assuming $m$ and $n$ are reasonably close [12,6]. The LCS problem on two SLP-compressed strings is considered in [11], and proven to be NP-hard. In this paper, we consider the LCS problem on two input strings, one of which is SLP-compressed and the other uncompressed. This problem can be regarded as a special case of computing the edit distance between a context-free language given by a grammar of size $\bar{m}$, and a string of size $n$. For this more general problem, Myers [13] gives an algorithm running in time $O(\bar{m}n^3 + \bar{m} \log \bar{m} \cdot n^2)$.

From now on, we will assume that string $T$ (the text string) of length $m$ is represented by an SLP of length $\bar{m}$, and that string $P$ (the pattern string) of length $n$ is represented explicitly. Following [4,11], we study the problem of
recognising in $T$ subsequences identical to $P$, which is closely related to the LCS problem.

**Definition 1.** The (global) subsequence recognition problem consists in deciding whether string $T$ contains string $P$ as a subsequence.

The subsequence recognition problem on uncompressed strings is a classical problem, considered e.g. in [1] as the “subsequence matching problem”. The subsequence recognition problem on an SLP-compressed text is considered in [4] as Problem 1, with an algorithm running in time $O(\tilde{m}n^2 \log n)$.

In addition to global subsequence recognition, it is useful to consider text subsequences locally, i.e. in substrings of $T$. In this context, we will call the substrings of $T$ windows. We will say that string $a$ contains string $b$ minimally as a subsequence, if $b$ is a subsequence in $a$, but not in any proper substring of $a$. Even with this restriction on subsequence containment, the number of substrings in $T$ containing $P$ minimally as a subsequence may be as high as $O(m)$, so just listing them all may require time exponential in $\tilde{m}$. The same is true if, instead of minimal substrings, we consider all substrings of $T$ of a fixed length. Therefore, it is sensible to define local subsequence recognition as a family of counting problems.

**Definition 2.** The minimal-window subsequence recognition problem consists in counting the number of windows in string $T$, containing string $P$ minimally as a subsequence.

**Definition 3.** The fixed-window subsequence recognition problem consists in counting the number of windows of a given length $w$ in string $T$, containing string $P$ as a subsequence.

The minimal-window and fixed-window subsequence recognition problems on uncompressed strings are considered in [8] as “episode matching problems” (see also [5] and references therein). The same problems on an SLP-compressed text and an uncompressed pattern are considered in [4] as Problems 2, 3 (a special case of 2) and 4. Additionally, the same paper considers the bounded minimal-window subsequence recognition problem (counting the number of windows in $T$ of length at most $w$ containing $P$ minimally as a subsequence) as Problem 5. For all these problems, paper [4] gives algorithms running in time $O(\tilde{m}n^2 \log n)$.

## 3 Semi-local longest common subsequences

In this section and the next, we recall the algorithmic framework developed in [17,18]. This framework is subsequently used to solve the compressed subsequence recognition problems introduced in the previous section.

In [17], we introduced the following problem.

**Definition 4.** The all semi-local LCS problem consists in computing the LCS scores on substrings of strings $a$ and $b$ as follows:
The all string-substring LCS problem: a against every substring of b;

the all prefix-suffix LCS problem: every prefix of a against every suffix of b;

symmetrically, the all substring-string LCS problem and the all suffix-prefix LCS problem, defined as above but with the roles of a and b exchanged.

It turns out that this is a very natural and useful generalisation of the LCS problem.

In addition to standard integer indices \(\ldots, -2, -1, 0, 1, 2, \ldots\), we use odd half-integer indices \(\ldots, -\frac{5}{2}, -3, -\frac{1}{2}, \frac{3}{2}, \frac{5}{2} \ldots\). For two numbers \(i, j\), we write \(i \leq j\) if \(j - i \in \{0, 1\}\), and \(i < j\) if \(j - i = 1\). We denote

\[
[i : j] = \{i, i + 1, \ldots, j - 1, j\} \quad \langle i : j \rangle = \{i + \frac{1}{2}, i + \frac{3}{2}, \ldots, j - \frac{1}{2}, j - \frac{3}{2}\}
\]

To denote infinite intervals of integers and odd half-integers, we will use \(-\infty\) for \(i\) and \(+\infty\) for \(j\) where appropriate. For both interval types \([i : j]\) and \(\langle i : j \rangle\), we call the difference \(j - i\) interval length.

We will make extensive use of finite and infinite matrices, with integer elements and integer or odd half-integer indices. A permutation matrix is a \((0, 1)\)-matrix containing exactly one nonzero in every row and every column. An identity matrix is a permutation matrix \(I\), such that \(I(i, j) = 1\) if \(i = j\), and \(I(i, j) = 0\) otherwise. Each of these definitions applies to both finite and infinite matrices.

From now on, instead of “index pair corresponding to nonzeros”, we will write simply “nonzeros”, where this does not lead to confusion. A finite permutation matrix can be represented by its nonzeros. When we deal with an infinite matrix, it will typically have a finite non-trivial core, and will be trivial (e.g. equal to an infinite identity matrix) outside of this core. An infinite permutation matrix with finite non-trivial core can be represented by its core nonzeros.

Let \(D\) be an arbitrary numerical matrix with indices ranging over \([0 : n]\). Its distribution matrix, with indices ranging over \([0 : n]\), is defined by

\[
d(i_0, j_0) = \sum_{i} D(i, j) \quad i \in [i_0 : n], j \in [0 : j_0]
\]

for all \(i_0, j_0 \in [0 : n]\). We have

\[
D(i, j) = d(i - \frac{1}{2}, j + \frac{1}{2}) - d(i - \frac{1}{2}, j - \frac{1}{2}) - d(i + \frac{1}{2}, j + \frac{1}{2}) + d(i + \frac{1}{2}, j - \frac{1}{2})
\]

When matrix \(d\) is a distribution matrix of \(D\), matrix \(D\) is called the density matrix of \(d\). The definitions of distribution and density matrices extend naturally to infinite matrices. We will only deal with distribution matrices where all elements are defined and finite.

We will use the term permutation-distribution matrix as an abbreviation of “distribution matrix of a permutation matrix”.

4 Algorithmic techniques

The rest of this paper is based on the framework for the all semi-local LCS problem developed in [17,18]. For completeness, we recall most background definitions and results from [17], omitting the proofs.
Fig. 1. An alignment dag and a highest-scoring path

4.1 Dominance counting

It is well-known that an instance of the LCS problem can be represented by a dag (directed acyclic graph) on an $m \times n$ grid of nodes, where character matches correspond to edges scoring 1, and mismatches to edges scoring 0.

**Definition 5.** Let $m, n \in \mathbb{N}$. An alignment dag $G$ is a weighted dag, defined on the set of nodes $v_{l,i}$, $l \in [0 : m]$, $i \in [0 : n]$. The edge and path weights are called scores. For all $l \in [1 : m]$, $i \in [1 : n]$:  
- horizontal edge $v_{l,i-1} \rightarrow v_{l,i}$ and vertical edge $v_{l-1,i} \rightarrow v_{l,i}$ are both always present in $G$ and have score 0;
- diagonal edge $v_{l-1,i-1} \rightarrow v_{l,i}$ may or may not be present in $G$; if present, it has score 1.

Given an instance of the all semi-local LCS problem, its corresponding alignment dag is an $m \times n$ alignment dag, where the diagonal edge $v_{l-1,i-1} \rightarrow v_{l,i}$ is present, iff $\alpha_i = \beta_j$.

Figure 1 shows the alignment dag corresponding to strings $a = \text{"baabcbca"}$, $b = \text{"baabcabcabaca"}$ (an example borrowed from [2]).

Common string-substring, suffix-prefix, prefix-suffix, and substring-string subsequences correspond, respectively, to paths of the following form in the alignment dag:

$$v_{0,0} \leadsto v_{m,i'}, \quad v_{1,0} \leadsto v_{m',i}, \quad v_{0,0} \leadsto v_{l',n}, \quad v_{l,0} \leadsto v_{l',n},$$

(1)

where $l, l' \in [0 : m]$, $i, i' \in [0 : n]$. The length of each subsequence is equal to the score of its corresponding path.

The solution to the all semi-local LCS problem is equivalent to finding the score of a highest-scoring path of each of the four types (1) between every possible pair of endpoints.

To describe our algorithms, we need to modify the definition of the alignment dag by embedding the finite grid of nodes into an infinite grid.
Definition 6. Given an $m \times n$ alignment dag $G$, its extension $G^+$ is an infinite weighted dag, defined on the set of nodes $v_{l,i}$, $l,i \in [-\infty : +\infty]$ and containing $G$ as a subgraph. For all $l,i \in [-\infty : +\infty]$:

- horizontal edge $v_{l,i-1} \rightarrow v_{l,i}$ and vertical edge $v_{l-1,i} \rightarrow v_{l,i}$ are both always present in $G^+$ and have score 0;
- when $l \in [1 : m]$, $i \in [1 : n]$, diagonal edge $v_{l-1,i-1} \rightarrow v_{l,i}$ is present in $G^+$ iff it is present in $G$; if present, it has score 1;
- otherwise, diagonal edge $v_{l-1,i-1} \rightarrow v_{l,i}$ is always present in $G^+$ and has score 1.

An infinite dag that is an extension of some (finite) alignment dag will be called an extended alignment dag. When dag $G^+$ is the extension of dag $G$, we will say that $G$ is the core of $G^+$. Relative to $G^+$, we will call the nodes of $G$ core nodes.

By using the extended alignment dag representation, the four path types (1) can be reduced to a single type, corresponding to the all string-substring (or, symmetrically, substring-string) LCS problem on an extended set of indices.

Definition 7. Given an $m \times n$ alignment dag $G$, its extended highest-score matrix is an infinite matrix defined by

$$A(i,j) = \max \text{score}(v_{0,i} \leadsto v_{m,j})$$

$i,j \in [-\infty : +\infty]$ (2)

where the maximum is taken across all paths between the given endpoints in the extension $G^+$. If $i = j$, we have $A(i,j) = 0$. By convention, if $j < i$, then we let $A(i,j) = j - i < 0$.

In Figure 1, the highlighted path has score 5, and corresponds to the value $A(4,11) = 5$, which is equal to the LCS score of string $a$ and substring $b' = \texttt{cabca}ba$.

In this paper, we will deal almost exclusively with extended (i.e. finitely represented, but conceptually infinite) alignment dags and highest-score matrices. From now on, we omit the term “extended” for brevity, always assuming it by default.

The maximum path scores for each of the four path types (1) can be obtained from the highest-score matrix (2) as follows:

$$\max \text{score}(v_{0,j} \leadsto v_{m,j'}) = A(j,j')$$
$$\max \text{score}(v_{i,0} \leadsto v_{m,j'}) = A(-i,j') - i$$
$$\max \text{score}(v_{0,j} \leadsto v_{i',n}) = A(j, m + n - i') - m + i'$$
$$\max \text{score}(v_{i,0} \leadsto v_{i',n}) = A(-i, m + n - i') - m - i + i'$$

where $i,i' \in [0 : m]$, $j,j' \in [0 : n]$, and the maximum is taken across all paths between the given endpoints.
Definition 8. An odd half-integer point \((i, j) \in \langle -\infty : +\infty \rangle^2\) is called \(A\)-critical, if
\[
A(i + \frac{1}{2}, j - \frac{1}{2}) \preceq A(i - \frac{1}{2}, j - \frac{1}{2}) = A(i + \frac{1}{2}, j + \frac{1}{2}) = A(i - \frac{1}{2}, j + \frac{1}{2})
\]
In particular, point \((i, j)\) is never \(A\)-critical for \(i > j\). When \(i = j\), point \((i, j)\) is \(A\)-critical iff \(A(i - \frac{1}{2}, j + \frac{1}{2}) = 0\).

Corollary 1. Let \(i, j \in \langle -\infty : +\infty \rangle\). For each \(i\) (respectively, \(j\)), there exists exactly one \(j\) (respectively, \(i\)) such that the point \((i, j)\) is \(A\)-critical.

Figure 2 shows the alignment dag of Figure 1 along with the critical points. In particular, every critical point \((i, j)\), where \(i, j \in \langle 0 : n \rangle\), is represented by a seaweed\(^1\) originating between the nodes \(v_{0, i - \frac{1}{2}}\) and \(v_{0, i + \frac{1}{2}}\), and terminating between the nodes \(v_{m, j - \frac{1}{2}}\) and \(v_{m, j + \frac{1}{2}}\). The remaining seaweeds, originating or terminating at the sides of the dag, correspond to critical points \((i, j)\), where either \(i \in \langle -m : 0 \rangle\) or \(j \in \langle n : n + m \rangle\) (or both). In particular, every critical point \((i, j)\), where \(i \in \langle -m : 0 \rangle\) (respectively, \(j \in \langle n : n + m \rangle\)) is represented by a seaweed originating between the nodes \(v_{-i - \frac{1}{2}, 0}\) and \(v_{-i + \frac{1}{2}, 0}\) (respectively, terminating between the nodes \(v_{m + n - j - \frac{1}{2}, n}\) and \(v_{m + n - j + \frac{1}{2}, n}\)).

It is convenient to consider the set of \(A\)-critical points as an infinite permutation matrix. For all \(i, j \in \langle -\infty : +\infty \rangle\), we define
\[
D_A(i, j) = \begin{cases} 
1 & \text{if }(i, j) \text{ is } A\text{-critical} \\
0 & \text{otherwise}
\end{cases}
\]
We denote the infinite distribution matrix of \(D_A\) by \(d_A\), and consider the following simple geometric relation.

Definition 9. Point \((i_0, j_0)\) dominates\(^2\) point \((i, j)\), if \(i_0 < i\) and \(j < j_0\).

---

\(^1\) This imaginative term was suggested by Yu. V. Matiyasevich.

\(^2\) The standard definition of dominance requires \(i < i_0\) instead of \(i_0 < i\). Our definition is more convenient in the context of the LCS problem.
Informally, the dominated point is “below and to the left” of the dominating point in the highest-score matrix. Clearly, for an arbitrary integer point \((i_0, j_0) \in [\infty : +\infty]^2\), the value \(d_A(i_0, j_0)\) is the number of (odd half-integer) \(A\)-critical points it dominates.

The following theorem shows that the set of critical points defines uniquely a highest-score matrix, and gives a simple formula for recovering the matrix elements.

**Theorem 1.** For all \(i_0, j_0 \in [\infty : +\infty]\), we have

\[
A(i_0, j_0) = j_0 - i_0 - d_A(i_0, j_0)
\]

In Figure 2 critical points dominated by point \((4, 11)\) are represented by seaweeds whose both endpoints (and therefore the whole seaweed) fit between the two vertical lines, corresponding to index values \(i = 4\) and \(j = 11\). Note that there are exactly two such seaweeds, and that \(A(4, 11) = 11 - 4 - 2 = 5\).

By Theorem 1 a highest-score matrix \(A\) is represented uniquely by an infinite permutation matrix \(D_A\) with odd half-integer row and column indices. We will call matrix \(D_A\) the implicit representation of \(A\). From now on, we will refer to the critical points of \(A\) as nonzeros (i.e., ones) in its implicit representation.

Recall that outside the core, the structure of an alignment graph is trivial: all possible diagonal edges are present in the off-core subgraph. This property carries over to the corresponding permutation matrix.

**Definition 10.** Given an infinite permutation matrix \(D\), its core is a square (possibly semi-infinite) submatrix defined by the index range \([i_0 : j_0] \times [i_1 : j_1]\), where \(j_0 - i_0 = j_1 - i_1\) (as long as both these values are defined), and such that for all off-core elements \(D(i, j)\), we have \(D(i, j) = 1\) iff \(j - i = j_0 - i_0\) and \(j - i = j_1 - i_1\) (in each case, as long as the right-hand side is defined).

Informally, the off-core part of matrix \(D\) has nonzeros on the off-core extension of the core’s main diagonal.

The following statements are an immediate consequence of the definitions.

**Corollary 2.** A core of an infinite permutation matrix is a (possibly semi-infinite) permutation matrix.

**Corollary 3.** Given an alignment dag \(A\) as described above, the corresponding permutation matrix \(D_A\) has core of size \(m + n\), defined by \(i \in \langle -m, n \rangle, j \in \langle 0, m + n \rangle\).

In Figure 2 the set of critical points represented by the seaweeds corresponds precisely to the set of all core nonzeros in \(D_A\). Note that there are \(m + n = 8 + 13 = 21\) seaweeds in total.

\(^3\) Note that these concepts of “below” and “left” are relative to the highest-score matrix, and have no connection to the “vertical” and “horizontal” directions in the alignment dag.
Since only core nonzeros need to be represented explicitly, the implicit representation of a highest-score matrix can be stored as a permutation of size $m+n$. From now on, we will assume this as the default representation of such matrices.

By Theorem 1, the value $A(i_0, j_0)$ is determined by the number of nonzeros in $D_A$ dominated by $(i_0, j_0)$. Therefore, an individual element of $A$ can be obtained explicitly by scanning the implicit representation of $A$ in time $O(m+n)$, counting the dominated nonzeros. However, existing methods of computational geometry allow us to perform this dominance counting procedure much more efficiently, as long as preprocessing of the implicit representation is allowed.

**Theorem 2.** Given the implicit representation $D_A$ of a highest-score matrix $A$, there exists a data structure which

- has size $O((m+n)\log(m+n))$;
- can be built in time $O((m+n)\log(m+n))$;
- allows to query an individual element of $A$ in time $O(\log^2(m+n))$.

### 4.2 Highest-score matrix multiplication

A common pattern in many problems on strings is partitioning the alignment dag into alignment subdags. Without loss of generality, consider a partitioning of an $(M+m) \times n$ alignment dag $G$ into an $M \times n$ alignment dag $G_1$ and an $m \times n$ alignment dag $G_2$, where $M \geq m$. The dags $G_1$, $G_2$ share a horizontal row of $n$ nodes, which is simultaneously the bottom row of $G_1$ and the top row of $G_2$; the dags also share the corresponding $n-1$ horizontal edges. We will say that dag $G$ is the concatenation of dags $G_1$ and $G_2$. Let $A$, $B$, $C$ denote the highest-score matrices defined respectively by dags $G_1$, $G_2$, $G$. Our goal is, given matrices $A$, $B$, to compute matrix $C$ efficiently. We call this procedure highest-score matrix multiplication.

**Definition 11.** Let $n \in \mathbb{N}$. Let $A$, $B$, $C$ be arbitrary numerical matrices with indices ranging over $[0 : n]$. The (min, +)-product $A \odot B = C$ is defined by

$$C(i, k) = \min_j (A(i, j) + B(j, k))$$

for $i, j, k \in [0 : n]$.

**Lemma 1 ([17]).** Let $D_A$, $D_B$, $D_C$ be permutation matrices with indices ranging over $[0 : n]$, and let $d_A$, $d_B$, $d_C$ be their respective distribution matrices. Let $d_A \odot d_B = d_C$. Given the nonzeros of $D_A$, $D_B$, the nonzeros of $D_C$ can be computed in time $O(n^{1.5})$ and memory $O(n)$.

**Lemma 2 ([17]).** Let $D_A$, $D_B$, $D_C$ be permutation matrices with indices ranging over $(-\infty : +\infty)$. Let $D_A$ (respectively, $D_B$) have semi-infinite core $(0 : +\infty)^2$ (respectively, $(-\infty : n)^2$). Let $d_A$, $d_B$, $d_C$ be the respective distribution matrices, and assume $d_A \odot d_B = d_C$. We have

$$D_A(i, j) = D_C(i, j) \quad \text{for } i \in (-\infty : +\infty), j \in (n : +\infty) \quad (3)$$

$$D_B(j, k) = D_C(j, k) \quad \text{for } j \in (-\infty : 0), k \in (-\infty : +\infty) \quad (4)$$
Equations \((3)-(4)\) cover all but \(n\) nonzeros in each of \(D_A, D_B, D_C\). These remaining nonzeros have \(i \in \langle 0 : +\infty \rangle, j \in \langle 0 : n \rangle, k \in \langle -\infty : n \rangle\). Given the \(n\) remaining nonzeros in each of \(D_A, D_B, D_C\), the \(n\) remaining nonzeros in \(D_C\) can be computed in time \(O(n^{1.5})\) and memory \(O(n)\).

The above lemma is illustrated by Figure 3. Three horizontal lines represent respectively the index ranges of \(i, j, k\). The nonzeros in \(D_A\) (respectively, \(D_B\)) are shown by top-to-middle (respectively, middle-to-bottom) seaweeds; thin seaweeds correspond to the nonzeros covered by \((3)-(4)\), and thick seaweeds to the remaining nonzeros. By Lemma 2, the nonzeros in \(D_C\) covered by \((3)-(4)\) are represented by thin top-to-bottom seaweeds. The remaining nonzeros in \(D_C\) are not represented explicitly, but can be obtained from the thick top-to-middle and middle-to-bottom seaweeds by Lemma 2.

### 4.3 Partial highest-score matrix multiplication

In certain contexts, e.g. when \(m \gg n\), we may not be able to solve the all semi-local LCS problem, or even to store its implicit highest-score matrix. In such cases, we may wish to settle for the following asymmetric version of the problem.

**Definition 12.** The **partial semi-local LCS problem** consists in computing the LCS scores on substrings of \(a\) and \(b\) as follows:

- the all string-substring LCS problem: \(a\) against every substring of \(b\);
- the all prefix-suffix LCS problem: every prefix of \(a\) against every suffix of \(b\);
- the all suffix-prefix LCS problem: every suffix of \(a\) against every prefix of \(b\).

In contrast with the all semi-local LCS problem, the comparison of substrings of \(a\) against \(b\) is not required.

Let \(A\) be the highest-score matrix for the all semi-local LCS problem. Given an implicit representation of \(A\), the corresponding **partial implicit representation** consists of all nonzeros \(A(i, j)\), where either \(i \in \langle 0 : n \rangle\), or \(j \in \langle 0 : n \rangle\) (equivalently, \((i, j) \in \langle 0 : n \rangle \times \langle 0 : +\infty \rangle \cup \langle -\infty : n \rangle \times \langle 0 : n \rangle\)). All such nonzeros are core;
their number is at least \( n \) and at most \( 2n \) (note that the size of a partial implicit representation is therefore independent of \( m \)). The minimum (respectively, maximum) number of nonzeros is attained when all (respectively, none of) these nonzeros are contained in the submatrix defined by \((i, j) \in (0 : n) \times (0 : n)\).

**Theorem 3.** Given the partial implicit representation of a highest-score matrix \( A \), there exists a data structure which

- has size \( O(n \log n) \);
- can be built in time \( O(n \log n) \);
- allows to query an individual element of \( A \), corresponding to an output of the partial semi-local LCS problem, in time \( O(\log^2 n) \).

**Proof.** Similarly to the proof of Theorem 2, the structure in question is a 2D range tree built on the set of nonzeros in the partial implicit representation of \( A \). \(\square\)

The following lemma gives an equivalent of highest-score matrix multiplication for partially represented matrices.

**Lemma 3.** Consider the concatenation of alignment dags as described in Subsection 4.2, with highest-score matrices \( A, B, C \). Given the partial implicit representations of \( A, B \), the partial implicit representation of \( C \) can be computed in time \( O(n^{1.5}) \) and memory \( O(n) \).

**Proof.** Let \( D'_A(i, j) = D_A(i - M, j), D'_B(j, k) = D_B(j, k + m), D'_C(i, k) = D_B(i - M, k + m) \) for all \( i, j, k \), and define \( d'_A, d'_B, d'_C \) accordingly. It is easy to check that \( d'_A \odot d'_B = d'_C \) iff \( d_A \odot d_B = d_C \). Matrices \( D'_A, D'_B, D'_C \) satisfy the conditions of Lemma 2, therefore all but \( n \) of the core nonzeros in the required partial implicit representation can be obtained by (3)–(4) in time and memory \( O(n) \), and the remaining \( n \) core nonzeros in time \( O(n^{1.5}) \) and memory \( O(n) \). \(\square\)

## 5 The algorithms

### 5.1 Global subsequence recognition and LCS

We now return to the problem of subsequence recognition introduced in Section 2. A simple efficient algorithm for global subsequence recognition in an SLP-compressed string is not difficult to obtain, and has been known in folklore. For convenience, we generalise the problem’s output: instead of a Boolean value, the algorithm will return an integer.

**Algorithm 1 (Global subsequence recognition).**

**Input:** string \( T \) of length \( m \), represented by an SLP of length \( \bar{m} \); string \( P \) of length \( n \), represented explicitly.

---

4 The author is grateful to Y. Lifshits for pointing this out.
Output: an integer $k$, giving the length of the longest prefix of $P$ that is a subsequence of $T$. String $T$ contains $P$ as a subsequence, iff $k = n$.

Description. The computation is performed recursively as follows.

Let $T = T' T''$ be the SLP statement defining string $T$. Let $k'$ be the length of the longest prefix of $P$ that is a subsequence of $T'$. Let $k''$ be the length of the longest prefix of $P \mid k'$ that is a subsequence of $T''$. Both $k'$ and $k''$ can be found recursively. We have $k = k' + k''$.

The base of the recursion is $\bar{m} = m = 1$. In this case, the value $k \in \{0, 1\}$ is determined by a single character comparison.

Cost analysis. The running time of the algorithm is $O(\bar{m}k)$. The proof is by induction. The running time of the recursive calls is respectively $O(\bar{m}k')$ and $O(\bar{m}k'')$. The overall running time of the algorithm is $O(\bar{m}k') + O(\bar{m}k'') + O(1) = O(\bar{m}k)$. In the worst case, this is $O(\bar{m}n)$.

We now address the more general partial semi-local LCS problem. Our approach is based on the technique introduced in Subsection 4.3.

Algorithm 2 (Partial semi-local LCS).

Input: string $T$ of length $m$, represented by an SLP of length $\bar{m}$; string $P$ of length $n$, represented explicitly.

Output: the partial implicit highest-score matrix on strings $T$, $P$

Description. The computation is performed recursively as follows.

Let $T = T' T''$ be the SLP statement defining string $T$. Given the partial implicit highest-score matrices for each of $T'$ and $T''$ against $P$, the partial implicit highest-score matrix of $T$ against $P$ can be computed by Lemma 3.

The base of the recursion is $\bar{m} = m = 1$. In this case, the matrix coincides with the full implicit highest-score matrix, and can be computed by a simple scan of string $P$.

Cost analysis. By Lemma 3, each implicit matrix multiplication runs in time $O(n^{1.5})$ and memory $O(n)$. There are $\bar{m}$ recursive steps in total, therefore all the matrix multiplications combined run in time $O(\bar{m}n^{1.5})$ and memory $O(n)$.

Note that the above algorithm, as a special case, provides an efficient solution for the LCS problem: the LCS score for $T$ against $P$ can easily be queried from the algorithm’s output by Theorem 2.

The running time of Algorithm 3 should be contrasted with standard uncompressed LCS algorithms, running in time $O\left(\frac{mn}{\log(m+n)}\right)$ [12,6], and with the NP-hardness of the LCS problem on two compressed strings [11].

5.2 Local subsequence recognition

We now show how the partial semi-local LCS algorithm of the previous section can be used to provide local subsequence recognition.

Algorithm 3 (Minimal-window subsequence recognition).

Input: string $T$ of length $m$, represented by an SLP of length $\bar{m}$; string $P$ of length $n$, represented explicitly.
**Output:** the number of windows in $T$ containing $P$ minimally as a subsequence.

**Description.** The algorithm runs in two phases.

*First phase.* Using Algorithm 2, we compute the partial implicit highest-score matrix for every SLP symbol against $P$. For each of these matrices, we then build the data structure of Theorem 3.

*Second phase.* For brevity, we will call a window containing $P$ minimally as a subsequence a $P$-episode window. The number of $P$-episode windows in $T$ is computed recursively as follows.

Let $T = T'T''$ be the SLP statement defining string $T$. Let $m'$, $m''$ be the (uncompressed) lengths of strings $T'$, $T''$. Let $r'$ (respectively, $r''$) be the number of $P$-episode windows in $T'$ (respectively, $T''$), computed by recursion.

We now need to consider the $n-1$ possible prefix-suffix decompositions $P = (P \upharpoonleft n')(P \upharpoonright n'')$, for all $n', n'' > 0$, such that $n' + n'' = n$. Let $l'$ (respectively, $l''$) be the length of the shortest suffix of $T'$ (respectively, prefix of $T''$) containing $P \upharpoonleft n'$ (respectively, $P \upharpoonright n''$) as a subsequence. The value of $l'$ (respectively, $l''$) can be found, or its non-existence established, by binary search on the first (respectively, second) index component of nonzeros in the partial implicit highest-score matrix of $T'$ (respectively, $T''$) against $P$. In every step of the binary search, we make a suffix-prefix (respectively, prefix-suffix) LCS score query by Theorem 3. We call the interval $[m' - l': m' + l'']$ a candidate window.

It is easy to see that if a window in $T$ is $P$-episode, then it is either contained within one of $T'$, $T''$, or is a candidate window. Conversely, a candidate window $[i, j]$ is $P$-episode, unless there is a smaller candidate window $[i_1, j_1]$, where either $i = i_1 < j_1 < j$, or $i < i_1 < j_1 = j$. Given the set of all candidate windows sorted separately by the lower endpoints and the higher endpoints, this test can be performed in overall time $O(n)$. Let $s$ be the resulting number of distinct $P$-episode candidate windows. The overall number of $P$-episode windows in $T$ is equal to $r' + r'' + s$.

The base of the recursion is $m < n$. In this case, no windows of length $n$ or more exist in $T$, so none can be $P$-episode.

**Cost analysis.**

*First phase.* As in Algorithm 2, the main data structure can be built in time $O(\tilde{m} n^{1.5})$. The additional data structure of Theorem 3 can be built in time $\tilde{m} \cdot O(n \log n) = O(\tilde{m} n \log n)$.

*Second phase.* For each of $n - 1$ decompositions $n' + n'' = n$, the binary search performs at most $\log n$ suffix-prefix and prefix-suffix LCS queries, each taking time $O(\log^2 n)$. Therefore, each recursive step runs in time $2n \cdot \log n \cdot O(\log^2 n) = O(n \log^3 n)$. There are $\tilde{m}$ recursive steps in total, therefore the whole recursion runs in time $O(\tilde{m} n \log^3 n)$. It is possible to speed up this phase by reusing data between different instances of binary search and LCS query; however, this is not necessary for the overall efficiency of the algorithm.

The overall computation cost is dominated by the cost of building the main data structure in the first phase, equal to $O(\tilde{m} n^{1.5})$. □
Algorithm 4 (Fixed-window subsequence recognition).

**Input:** string $T$ of length $m$, represented by an SLP of length $\bar{m}$; string $P$ of length $n$, represented explicitly; window length $w$.

**Output:** the number of windows of length $w$ in $T$ containing $P$ as a subsequence.

**Description.**

**First phase.** As in Algorithm 3.

**Second phase.** For brevity, we will call a window of length $w$ containing $P$ as a subsequence a $(P, w)$-episode window. The number of $(P, w)$-episode windows in $T$ is computed recursively as follows.

Let $T = T'T''$ be the SLP statement defining string $T$. Let $m'$, $m''$ be the (uncompressed) lengths of strings $T'$, $T''$. Let $r'$ (respectively, $r''$) be the number of $(P, w)$-episode windows in $T'$ (respectively, $T''$), computed by recursion.

We now need to consider the $w - 1$ windows that span the boundary between $T'$ and $T''$, corresponding to strings $(T' \mid w')(T'' \mid w'')$, for all $w', w'' > 0$, such that $w' + w'' = w$. We call an interval $[m' - w' : m' + w'']$ a candidate window. In contrast with the minimal-window problem, we can no longer afford to consider every candidate window individually, and will therefore need to count them in groups of “equivalent” windows.

Let $(i, j)$ (respectively, $(j, k)$) be a nonzero in the partial highest-score matrix of $T'$ (respectively, $T''$) against $P$. We will say such a nonzero is covered by a candidate window $[m' - w' : m' + w'']$, if $i \in (-m' : -m' + w')$ (respectively, $k \in (m'' + n - w : m'' + n)$). We will say that two candidate windows are equivalent, if they cover the same set of nonzeros both for $T'$ and $T''$.

Since the number of nonzeros for each of $T'$, $T''$ is at most $n$, the defined equivalence relation has at most $2n$ equivalence classes. Each equivalence class corresponds to a contiguous segment of values $w'$ (and, symmetrically, $w''$), and is completely described by the two endpoints of this segment. Given the set of all the nonzeros, the endpoint description of all the equivalence classes can be computed in time $O(n)$.

For each equivalence class of candidate windows, either none or all of them are $(P, w)$-episode; in the latter case, we will call the whole equivalence class $(P, w)$-episode. We consider each equivalence class in turn, and pick from it an arbitrary representative candidate window $[m' - w' : m' + w'']$. Let $l'$ (respectively, $l''$) be the length of the longest prefix (respectively, suffix) of $P$ contained in $T' \mid w'$ (respectively, $T'' \mid w''$) as a subsequence. The value of $l'$ (respectively, $l''$) can be found by binary search on the second (respectively, first) index component of nonzeros in the partial implicit highest-score matrix of $T'$ (respectively, $T''$) against $P$. In every step of the binary search, we make a suffix-prefix (respectively, prefix-suffix) LCS score query by Theorem 3.

It is easy to see that the current equivalence class is $(P, w)$-episode, iff $l' + l'' \geq n$. Let $s$ be the total size of $(P, w)$-episode equivalence classes. The overall number of $(P, w)$-episode windows in $T$ is equal to $r' + r'' + s$.

The base of the recursion is $m < w$. In this case, no windows of length $w$ or more exist in $T$, so none can be $(P, w)$-episode.
Cost analysis. As in Algorithm 3, the total cost is dominated by the cost of the first phase, equal to $O(\tilde{m}n^{1.5})$. 

The bounded minimal-window subsequence recognition problem can be solved by a simple modification of Algorithm 3 discarding all candidate windows of length greater than $w$. Furthermore, in addition to counting the windows, Algorithms 3 and 4 can both be easily modified to report all the respective windows at the additional cost of $O(output)$.

6 Conclusions

We have considered several subsequence recognition problems for an SLP-compressed text against an uncompressed pattern. First, we mentioned a simple folklore algorithm for the global subsequence recognition problem, running in time $O(\tilde{m}n)$. Relying on the previously developed framework of semi-local string comparison, we then gave an algorithm for the partial semi-local LCS problem, running in time $O(\tilde{m}n^{1.5})$; this includes the LCS problem as a special case. A natural question is whether the running time of partial semi-local LCS (or just LCS) can be improved to match global subsequence recognition.

We have also given algorithms for the local subsequence recognition problem in its minimal-window and fixed-window versions. Both algorithms run in time $O(\tilde{m}n^{1.5})$, and can be easily modified to report all the respective windows at the additional cost of $O(output)$. Again, a natural question is whether this running time can be further improved.

Another classical generalisation of both the LCS problem and local subsequence recognition is approximate matching (see e.g. [14]). Here, we look for substrings in the text that are close to the pattern in terms of the edit distance, with possibly different costs charged for insertions/deletions and substitutions. Once again, we can formulate it as a counting problem (the $k$-approximate matching problem): counting the number of windows in $T$ that have edit distance at most $k$ from $P$. This problem is considered on LZ-compressed strings (essentially, a special case of SLP-compression) in paper [10], which gives an algorithm running in time $O(\tilde{m}nk)$. It would be interesting to see if this algorithm can be improved by using the ideas of the current paper.
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