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Abstract

In nonadaptive group testing, the main research objective is to design an efficient algorithm to identify a set of up to \( t \) positive elements among \( n \) samples with as few tests as possible. Disjunct matrices and separable matrices are two classical combinatorial structures while one provides a more efficient decoding algorithm and the other needs fewer tests, i.e., larger rate. Recently, a notion of strongly separable matrix has been introduced, which has the same identifying ability as a disjunct matrix, but has larger rate. In this paper, we use a modified probabilistic method to improve the lower bounds for the rate of strongly separable matrices. Using this method, we also improve the lower bounds for some well-known combinatorial structures, including locally thin set families and cancellative set families.

Index Terms— Nonadaptive combinatorial group testing, strongly separable matrices, probabilistic method, locally thin set families, cancellative set families

I. INTRODUCTION

Group testing was introduced by Dorfman [4] in 1943 and has been well-known for its various applications in blood testing, chemical leak testing, electric shorting detection, codes, multi-access channel communication and so on. There are \( n \) samples each can be either positive (used to be called defective) or negative (used to be called good). The problem is to identify all positive samples. Instead of testing one by one, group testing was proposed to pool all the samples into groups and perform a test to each group. If the testing outcome of a group is positive, it means that at least one positive sample is contained in this group. If the testing outcome of a group is negative, then this group contains no positive samples. The goal of group testing is to minimize the number of such tests in identifying all the positive samples.

There are two general types of group testing algorithms, adaptive (or sequential) and nonadaptive. An adaptive algorithm conducts the tests one by one and allows a later test to use the outcomes of all previous tests. A nonadaptive algorithm specifies all tests simultaneously, thus forbidding using the outcome information of one test to design another test. Adaptive algorithms require fewer number of tests in general, since extra information allows for more efficient test designs. Nonadaptive algorithms permit to conduct all tests simultaneously, thus saving the time for testing if not the number of tests. On the other hand, group testing can be roughly divided into probabilistic and combinatorial models. In probabilistic group testing, the positive samples are assumed to follow some probability distribution, while in combinatorial group testing, the number of positive samples is usually assumed to be no more than a fixed positive integer. In this paper, we consider only nonadaptive combinatorial group testing.

It was shown in [5] that a \( t \)-disjunct matrix (\( t \)-DM) and a \( t \)-separable matrix (\( t \)-SM) could be utilized in nonadaptive group testing to identify any set of positives with size no more than \( t \), but both have their advantages and disadvantages. Roughly speaking, a \( t \)-DM provides a more efficient identifying algorithm than a \( t \)-SM, but a \( t \)-SM implies a higher rate than a \( t \)-DM. To combine the advantages of these two structures, in [12], Fan et al. introduced a new notion of strongly \( t \)-separable matrix (\( t \)-SSM) for nonadaptive group testing which has weaker requirements than a \( t \)-DM but has the same identifying ability as a \( t \)-DM.

In this paper, we provide some new probabilistic approaches to improve the lower bounds for the rate of \( t \)-SSMs and some related well-known combinatorial structures, including locally thin set families and cancellative set families. We first introduce their definitions and recall some backgrounds on them.

A. Strongly separable matrices

A nonadaptive combinatorial group testing scheme can be represented as a 0-1 (or binary) matrix \( B = (b_{ij}) \) whose columns are labeled by samples and rows by tests. Thus \( b_{ij} \) specifies that test \( i \) contains sample \( j \). It is more convenient to view a 0-1 column \( c_j \) as the incidence vector of subset \( \{i \mid b_{ij} = 1\} \). Then we can talk about the union of a set of columns, which is
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nothing but the boolean sum of the corresponding 0-1 columns. We first give the definitions of disjunct matrices and separable matrices which can be found in [5].

Definition 1.1. Let \( n, M, t \geq 2 \) be integers and \( B \) be a binary matrix of size \( n \times M \).
- \( B \) is called a \( t \)-disjunct matrix, or briefly \( t \)-DM, if the Boolean sum of any \( t \) column vectors of \( B \) does not cover any other one.
- \( B \) is called a \( \bar{t} \)-separable matrix, or briefly \( \bar{t} \)-SM, if the Boolean sums of \( \leq t \) column vectors of \( B \) are all distinct.
- \( B \) is called a \( t \)-separable matrix, or briefly \( t \)-SM, if the Boolean sums of \( t \) column vectors of \( B \) are all distinct.

Let \( M, n, t \) be integers with \( M \geq n \geq 2 \), and \( B \) be a binary matrix of size \( n \times M \). Denote \( [n] = \{1, \ldots, n\} \) and \( [M] = \{1, \ldots, M\} \). Let \( F = \{c_1, \ldots, c_M\} \subseteq \{0, 1\}^n \) be the set of column vectors of \( B \) where \( c_j = (c_j(1), \ldots, c_j(n)) \in \{0, 1\}^n \) for any \( j \in [M] \). We say a vector \( c_j \) covers a vector \( c_k \) if for any \( i \in [n] \), \( c_k(i) = 1 \) implies \( c_j(i) = 1 \).

Definition 1.2. An \( n \times M \) binary matrix \( B \) is called a strongly \( t \)-separable matrix, or briefly \( t \)-SSM, if for any \( F_0 \subseteq F \) with \( |F_0| = t \), we have

\[
\bigcap_{F' \in \mathcal{U}(F_0)} F' = F_0,
\]

where

\[
\mathcal{U}(F_0) = \left\{ F' \subseteq F : \bigvee_{c \in F_0} c = \bigvee_{c \in F'} c \right\}.
\]

The following relations are well known, see [3, 12].

\[
\bar{t} + \bar{1} \text{-separable} \Rightarrow \text{t-disjunct} \Rightarrow \text{strongly t-separable} \Rightarrow \bar{t} \text{-separable}. \tag{1}
\]

In [6], Du and Hwang proved that a binary matrix is \( \bar{t} + \bar{1} \)-separable if and only if it is \( (t + 1) \)-separable and \( t \)-disjunct. Here the connection between \( \bar{t} \)-separable and strongly \( t \)-separable is introduced.

Theorem 1.3. Let \( t \) be a positive integer and \( B \) be a \((t+1)\)-SM. Then \( B \) is \( \bar{t} \)-separable if and only if \( B \) is strongly \( t \)-separable.

Proof. The sufficiency follows from (1). So we only need to prove the necessity. Let \( B \) be a \((t+1)\)-SM and \( F \) be the set of column vectors of \( B \). Let \( F_1 = \{c_1, \ldots, c_t\} \subseteq F \) with size \( t \), assume that there exists \( F_2 \) with size \( t + 1 \) such that \( \bigvee_{c \in F_1} c \neq \bigvee_{c \in F_2} c \). If \( F_1 \not\subseteq F_2 \), by the property of \((t+1)\)-separable, we have that \( \bigvee_{i=1}^t c_i \neq \left( \bigvee_{i=1}^t c_i \right) \lor c', \) for all \( c' \notin F_1 \), so \( \mathcal{U}(F_1) = \{F_1\} \) by the property that \( B \) is also \( \bar{t} \)-separable. Then we obtain \( \bigcap_{F' \in \mathcal{U}(F_1)} F' = \{F_1\} \) implying that \( F_1 \) satisfies the condition in Definition 1.2. If \( F_1 \subseteq F_2 \), let \( F_2 = \{c_1, \ldots, c_t, c_{t+1}\} \), also by the property of \((t+1)\)-separable, we have that \( \bigvee_{i=1}^t c_i \neq \left( \bigvee_{i=1}^t c_i \right) \lor c', \) for all \( c' \neq c_i \) for \( i \in \{1, 2, \ldots, t+1\} \). Thus, we have \( \mathcal{U}(F_1) = \{F_1, F_2\} \). Similarly, we obtain \( \bigcap_{F' \in \mathcal{U}(F_1)} F' = \{F_1\} \) implying that \( F_1 \) satisfies the condition in Definition 1.2. If there is no \( F_2 \) with size \( t + 1 \) such that \( \bigvee_{c \in F_1} c = \bigvee_{c \in F_2} c \), then \( \bigvee_{i=1}^t c_i \neq \left( \bigvee_{i=1}^t c_i \right) \lor c', \) for all \( c' \notin F_1 \), meaning that \( \bigvee_{i=1}^t c_i \) can not cover any other element not in \( F_1 \). Since \( B \) is \( \bar{t} \)-separable, we obtain \( \bigcap_{F' \in \mathcal{U}(F_1)} F' = \{F_1\} \) implying that \( F_1 \) satisfies the condition in Definition 1.2. Since \( F_1 \) can be chosen arbitrarily, \( B \) is a \( \bar{t} \)-SM according to Definition 1.2.

Let \( SSM(t,n), DM(t,n) \) and \( S(\bar{t},n) \) denote the maximum possible number of columns of a \( t \)-SSM, a \( t \)-DM and a \( \bar{t} \)-SM with \( n \) rows, respectively. Denote their largest rates as

\[
R(t) = \lim_{n \to \infty} \frac{\log_2 SSM(t,n)}{n},
\]

\[
R_D(t) = \lim_{n \to \infty} \frac{\log_2 DM(t,n)}{n},
\]

\[
R_S(\bar{t}) = \lim_{n \to \infty} \frac{\log_2 S(\bar{t},n)}{n}.
\]

The following theorem combines the best known upper and lower bounds about \( R_D(t) \) and \( R_S(\bar{t}) \), for more details, please refer to the references [3, 5, 7, 8, 9].

Theorem 1.4 ([3, 5, 7, 8, 9]). Let \( t \geq 2 \) be an integer. If \( t \to \infty \), then we have

\[
\frac{1}{t^2 \log_2 e} (1 + o(1)) \leq R_D(t) \leq R_S(\bar{t}) \leq R_D(t-1) \leq \frac{2 \log_2 (t-1)}{(t-1)^2} (1 + o(1)),
\]

where \( e \) is the base of the natural logarithm. Moreover,

\[
0.1814 \leq R_D(2) \leq 0.3219,
\]

\[
0.3135 \leq R_S(\bar{t}) \leq 0.4998.
\]
By the relationships among SSM, DM and SM, the following corollary is straightforward.

**Corollary I.5 ([12]).** Let $t \geq 2$ be an integer. Then we have

$$\frac{1}{t^2 \log_2 e} (1 + o(1)) \leq R(t) \leq \frac{2 \log_2 (t-1)}{(t-1)^2} (1 + o(1))$$

for $t \to \infty$, and

$$0.1814 \leq R(2) \leq 0.4998.$$

In [12], Fan et al. improved the lower bound for $R(2)$.

**Theorem I.6 ([12]).** $R(2) \geq 0.2213$.

**B. Locally thin set families**

In this subsection, we introduce some combinatorial structures whose lower bounds can be improved by the method we use for t-SSMs. Let $F$ be a family of subsets of a ground set of $n$ elements. We can suppose w.l.o.g. that our ground set is $[n] = \{1, 2, \ldots, n\}$. Following [1, 2, 10], we say that the family is $k$-locally thin if, for any $k$ of its distinct members, at least one point $i \in [n]$ is contained in exactly one of them.

There are two generalizations for $k$-locally thin family.

1. (see [1]) A family is called $k$-locally 2-thin if, for any $k$ distinct members, there exists at least one point contained in 1 or 2 members.
2. (see [14]) A family is called locally $(k, b)$-thin if, for any $k$ distinct members, there exist at least $b$ points such that each of them is contained in exactly 1 member.

Notice that if a family is $k$-locally thin then it is also $(k + 1)$-locally 2-thin.

Since the first generalization is weaker than the original one and the second is stronger, we let $WM(n, k, 2)$ and $SM(n, k, b)$ denote the maximum cardinality of a $k$-locally 2-thin family and a locally $(k, b)$-thin family of subsets of $[n]$, respectively. Denote their largest rates as

$$wt(k, 2) = \lim_{n \to \infty} \frac{\log_2 WM(n, k, 2)}{n},$$

$$st(k, b) = \lim_{n \to \infty} \frac{\log_2 SM(n, k, b)}{n}.$$

This problem was investigated by Alon, Fachini, Körner and Montú [1, 2, 10]. They proved that $\frac{1}{4} (6 - \log_2 37) \leq st(4, 1) < 0.4561 \ldots$ and $st(k, 1) < 2/k$ for all even $k$, and

$$\Omega \left( \frac{1}{k} \right) \leq st(k, 1) \leq O \left( \frac{\log_2 k}{k} \right) < 0.793$$

for all $k$. This is a notoriously hard problem. In particular, we do not even know whether $st(3, 1) < 1$.

Later, in [11], the authors derived new lower and upper bounds for $st(5, 1)$ and $wt(6, 2)$.

**Theorem I.7.** ([11])

$$0.1900 < \frac{\log_2 625}{369} \leq st(5, 1) \leq wt(6, 2) < 0.596.$$

**C. t-cancellative set families**

In this subsection, we introduce another related well-known structure, i.e., cancellative set families. A family of sets $F$ (and the corresponding family of 0-1 vectors) is called $t$-cancellative, if for all distinct $t + 2$ members $A_1, \ldots, A_t$ and $B, C \in F$,

$$A_1 \cup \cdots \cup A_t \cup B \neq A_1 \cup \cdots \cup A_t \cup C.$$

For the case $t = 1$, it is just called cancellative for simplicity.

Actually, as pointed out in [14], we can see that requiring the family $F$ to be $t$-cancellative is equivalent to asking its representation set of 0-1 vectors $(x := x(A) = (x_1, x_2, \ldots, x_n)$, with $x_i = 1$ if $i \in A$ and $x_i = 0$ otherwise for $A \in F$), to satisfy the following: for every $(t + 2)$-tuple $(x^{(1)}, x^{(2)}, \ldots, x^{(t+2)})$ of distinct vectors in the set (considered in an arbitrary but fixed order), there exist at least $(t + 1)$ different values of $k \in [n]$, such that the corresponding ordered $(t + 2)$-tuples $(x_k^{(1)}, x_k^{(2)}, \ldots, x_k^{(t+2)})$ are all different, while for each of them we have the sum $x_k^{(1)} + x_k^{(2)} + \cdots + x_k^{(t+2)} = 1$. That is, we can consider $t$-cancellative to be much stronger than $(t + 2, t + 1)$-locally thin.

Let $c(t, n)$ be the size of the largest cancellative family on $n$ elements. The problem was proposed by Erdős and Katona [15] for the case $t = 1$, and conjectured that $c(1, n) = \Theta(3^{n/4})$. It was disproved by an elegant construction by Shearer [17] showing that $c(1, 3k) \geq k3^{k-2}$, leading to $c(1, n) > 1.46^n$ for $n > n_0$. 

The asymptotic of $c(1, n)$ was given in [13] (construction) and [13] (upper bound), showing that there exists a $\gamma > 0$ such that
\[ \frac{\gamma}{\sqrt{n}} 1.5^n < c(1, n) < 1.5^n. \]
Since a product of two cancellative families is again cancellative, we have $c(1, n + m) \geq c(1, n)c(1, m)$. Thus $\lim_{n \to \infty} c(1, n)^{1/n}$ exists. This is not known for $t \geq 2$, so Körner and Sinaiemer [16] introduced
\[ r(t) := \lim_{n \to \infty} \frac{\log_c c(t, n)}{n} \]
for the case $t = 2$ and proved $0.1139 < r(2) \leq 0.42$. Later, Füredi [14] improved this upper bound to $r(2) \leq \log_2 5 - 2 = 0.3219 \ldots$.

The rest of this paper is organized as follows: in Sections II, we will derive new lower bounds for the rates of $t$-separable matrices and give a general method to derive new lower bounds for $t$-separable matrices for $t \geq 3$. In Section III, we will discuss the lower bounds for some related combinatorial structures, i.e., locally thin set families and cancellative set families. We conclude in Section IV.

II. STRONGLY $t$-SEPARABLE MATRICES

In this section, we will mainly concentrate on the largest rate of a $t$-SSM. We first derive an improved lower bound for a 2-SSM. Next, we give a general method to derive lower bounds for $t$-SSMs for $t \geq 3$ and exactly compute it for the case $t = 3$.

A. An improved lower bound for $R(2)$

Inspired by the construction of Shearer in [17], in this part we provide an improved lower bound for $R(2)$ by a modified probabilistic method.

**Theorem II.1.** $R(2) \geq 0.2237$.

**Proof.** Without loss of generality, we assume that $45 \mid n$. Indeed, if not, we may replace $n$ by $45 \lfloor \frac{n}{45} \rfloor$, which will not affect the rate since $n$ tends to infinity. Partition $[n]$ into $n/45$ blocks each of size 45, and further partition each block into 15 triplets. Within each triplet, assign labels 0, 1, 2 to the elements. For each subset in our family, for each block, select one of the triplets and take all of its elements; select one element from each other triplet in the block, in such a way that a parity condition holds: the sum of the 14 labels is divisible by 3. The number of choices for each block is then $15 \times 3^{13}$, and the total number of subsets is
\[ M = (15 \times 3^{13})^{n/45}. \]

We denote this family by $\mathcal{H}$. We claim that for arbitrary three distinct members $A, B, C \in \mathcal{H}$, we have that $A \cup B \neq A$ or $C$ and $A \cup B \neq A \cup C$. Indeed, the first inequality is obvious. For the second inequality, assume that $A \cup B = A \cup C$, then $(B \triangle C) \subseteq A$. If $B$ and $C$ select different triplets to take all three elements, then these two triplets in $(B \triangle C)$ contain two elements each. If $B$ and $C$ select the same triplets to take all three elements, then by the parity condition, there are at least two triplets in $(B \triangle C)$ containing two elements each. By the structure of $A$, both cases contradict to that $(B \triangle C) \subseteq A$.

We choose each member of $\mathcal{H}$ independently at random with probability $p^{n/45}$ which will be determined later. Now we count the number of bad structures that we may have selected.

There are two bad structures that we should forbid. The first case is $A \cup B = A \cup C_1 \cup C_2 \cup \ldots \cup C_s$ for some $s \geq 2$ while the second is $A \cup B = D_1 \cup D_2 \cup \ldots \cup D_s$ for some $s \geq 2$, where $A, B, C_i, D_j \in \mathcal{H}$. Actually, whenever we have the second case, we may add $A$ or $B$ in the right hand side to obtain the first case. Therefore, we only need to forbid the first case.

Now we count the number of the structures $A \cup B = A \cup C_1 \cup C_2 \cup \ldots \cup C_s$, for some $s \geq 2$. Consider a particular block of 45 elements. If there is only one triplet on which $A \cup B$ has all three elements, then the special triplet chosen by $A$ is the same one chosen by $C_i$. There are 15 choices of location for this triplet. For each of 14 other triplets, either the union has one element (in which case $B, C_i$ agree with the choice made by $A$), or the union has two elements, in which case $B$ disagrees with $A$, $C_i$ agrees with either $A$ or $B$, but there must be at least one $C_i$ that agrees with $B$. The total number of choices on this triplet is at most
\[ 3 + 6(2^{s-1}) = 3 \times 2^{s-1} - 3. \]

Values on the last triplet are forced. The number of choices for one block, in this case, is then at most $15 \times (3 \times 2^{s+1} - 3)^{13}$.

If $A \cup B$ contains two triplets with all elements, which means that $B$ makes a different choice of the triplet chosen by $A$, then the all-elements triplet chosen by $C_i$ must agree with either $A$ or $B$. The number of such choices is at most
\[ 15 \times 14 \times 2^s. \]
The other 13 triplets again allow \(3 \times 2^{s+1} - 3\) choices. So the number of choices for one block, in this case, is at most \(210 \times 2^s \times (3 \times 2^{s+1} - 3)^{13}\).

Since we should also forbid the structures \(A \cup B = B \cup C_1 \cup C_2 \cup \ldots \cup C_s\) for some \(s \geq 2\), if the following inequality holds

\[
2 \sum_{s=2}^{\infty} ((15 \times (3 \times 2^{s+1} - 3)^{13} + 210 \times 2^s \times (3 \times 2^{s+1} - 3)^{13} p^{s+2})^{n/45} \ll (15 \times 3^{13} p)^{n/45},
\]

then we can remove one element from each bad structure and the family is strongly 2-separable with size at least, say \((15 \times 3^{13} p)^{n/45}/2\). Dividing both sides by \((15 \times 3^{13} p)^{n/45}\) and the above inequality becomes

\[
2 \sum_{s=2}^{\infty} \left( \frac{(210 \times 2^s + 15)(6 \times 2^s - 3)^{13}}{15 \times 3^{13}} p^{s+1} \right)^{n/45} \ll 1,
\]

which is

\[
2 \sum_{s=2}^{\infty} ((14 \times 2^s + 1)(2^{s+1} - 1)^{13} p^{s+1})^{n/45} \ll 1.
\]

Now we estimate the left hand side of the above inequality. Let \(f(s) = (14 \times 2^s + 1)(2^{s+1} - 1)^{13} p^{s+1}\). So if we have that \((2^{14} p)^{n/45} < 1\), then

\[
\sum_{s=2}^{\infty} f(s)^{n/45} = \sum_{s=2}^{5} f(s)^{n/45} + \sum_{s=6}^{\infty} f(s)^{n/45}
\]

\[
\leq 5 f(2)^{n/45} + \sum_{s=6}^{\infty} (15 \times 2^s \times 2^{13(s+1)} p^{s+1})^{n/45}
\]

\[
= 5 f(2)^{n/45} + 15 \times 2^{13} p^{n/45} \sum_{s=6}^{\infty} \left( \frac{2^{14} p}{1 - 2^{14} p} \right)^{n/45}.
\]

Taking \(p = 4.487 \times 10^{-5}\), we have that \(f(s) < 1\) for \(s \in \{2, 3, 4, 5\}\), \((15 \times 2^{13} p) \times (2^{14} p)^{6} / (1 - 2^{14} p)^{n/45} < 1\) and \((2^{14} p)^{n/45} < 1\). Thus, when \(n\) is sufficiently large we get \(\sum_{s=2}^{\infty} f(s)^{n/45} \ll 1/2\) as desired.

Therefore, we have shown the existence of a 2-SSM of length \(n\) and size \((4.487 \times 10^{-5} \times 15 \times 3^{13})^{n/45}/2\). Thus,

\[
R(2) \geq \frac{\log_2 \left( \frac{(4.487 \times 10^{-5} \times 15 \times 3^{13})^{n/45}/2}{n} \right)}{\log_2 n} \geq 0.2237.
\]

\[\square\]

B. Improved lower bound for \(R(t)\) for \(t \geq 3\)

Similar to the case \(t = 2\), we now give a general method to derive lower bounds for \(R(t)\) where \(t \geq 3\), before which, the only known results follow from Corollary [5].

First we define \(S(a, b) := \sum_{i=1}^{b} (-1)^{b-i} \binom{b}{i} a^{i}\) to be the number of surjective functions from a set \(A = \{1, \ldots, a\}\) into a set \(B = \{1, \ldots, b\}\).

We assume that \(b \mid n\), where \(b\) is a constant positive integer which only depends on \(t\) and will be determined with flexility. Indeed, if \(b \nmid n\), we may replace \(n\) by \(b \mid n\) and it will not affect the rate. Partition \([n]\) into \(\frac{n}{b}\) blocks of \(b\) elements each. Within each block, select one element. The total number of subsets obtained in this way is

\[
M = b^{n/b}.
\]

We denote this family by \(\mathcal{H}\).

We choose each member of \(\mathcal{H}\) independently at random with probability \(p^\frac{1}{b}\) which will be determined later. We now count the number of bad structures that we may have selected.

For \(0 \leq t' \leq t - 1\), we should forbid the bad structures: \(A_1 \cup \cdots \cup A_{t'} = A_{t'} \cup \cdots \cup A_t \cup C_1 \cup C_2 \cup \cdots \cup C_s\) for some \(s \geq 0\). Since whenever we have \(A_1 \cup \cdots \cup A_{t'} = A_{t'} \cup \cdots \cup A_t \cup C_1 \cup C_2 \cup \cdots \cup C_s\), we will have \(A_1 \cup \cdots \cup A_t = A_{t'} \cup \cdots \cup A_{t'+1} \cup \cdots \cup A_t \cup C_1 \cup C_2 \cup \cdots \cup C_s\) for some \(s \geq 0\).
For the choice of parameters $b$ and $p$, we only need the inequality (2) to be satisfied.

Here we calculate the case $t = 3$, in the literature, the best known lower bound for a 3-SSM follows from that $R(3) \geq R_D(3) \geq 0.079$. Now we give an improved lower bound.

**Theorem II.2.** $R(3) \geq 0.0974$.

**Proof.** We substitute $t = 3$ in the process discussed above, we get that

$$g(s) := b(b - 1)(b - 2)3^s - b(b - 1)(b - 5)2^s + b.$$  

Now we need to determine $b$ and $p$ such that the following is satisfied

$$\sum_{s=0}^{\infty} (g(s)p^{s+3})^{n/b} \ll (bp)^{n/b},$$

which follows from (2) and as we said before, we omit the coefficient 3 in the left hand side. Dividing both sides by the right hand side, we get

$$\sum_{s=0}^{\infty} ((b-1)(b-2)3^s - (b-1)(b-5)2^s + 1)p^{s+2})^{n/b} \ll 1. \quad (4)$$

Assume that $b \geq 6$ and $3p < 1$, we have that

LHS of (4)

$$\leq ((3b-2)p^2)^{n/b} \sum_{s=1}^{\infty} ((b-1)(b-2)3^s p^{s+2})^{n/b}$$

$$\leq ((3b-2)p^2)^{n/b} + ((b-1)(b-2)p^2)^{n/b} \sum_{s=1}^{\infty} (3p)^{n/b}$$

$$\leq ((3b-2)p^2)^{n/b} + ((b-1)(b-2)p^2)^{n/b} \frac{(3p)^{n/b}}{1 - (3p)^{n/b}}$$

$$\leq ((3b-2)p^2)^{n/b} + \frac{(3(b-1)(b-2)p^3)^{n/b}}{1 - (3p)^{n/b}}.$$

Set $b = 6$ and $p = 0.24999$, and let $n$ tend to infinity, it is easy to check that the following is true

$$((3b-2)p^2)^{n/b} + \frac{(3(b-1)(b-2)p^3)^{n/b}}{1 - (3p)^{n/b}} \ll 1.$$
Therefore, by (3), we have that
\[ R(3) \geq 0.0974. \]

\[ \square \]

III. APPLICATIONS FOR COMBINATORIAL STRUCTURES

In this section, we give improved lower bounds for some combinatorial structures, including \( k \)-locally thin set families and \( t \)-cancellative set families.

A. \( k \)-locally thin families

In this subsection, we give improved lower bounds for both \( 5 \)-locally thin and \( 6 \)-locally \( 2 \)-thin set families.

**Theorem III.1.** \( st(5, 1) > 0.1965 \).

**Proof.** Let \( \mathcal{H} \) be the family as defined in Section II.B. Also, we choose each member of \( \mathcal{H} \) independently at random with probability \( p^5 \) which will be determined later.

We now count the number of bad structures that we may have selected. For any \( 5 \) distinct members \( A_1, A_2, \ldots, A_5 \) in \( \mathcal{H} \), we say that it is bad if there is no point that belongs to exactly one member. Consider a particular block of \( b \) elements, we count the number of choices each \( A_i \) can have. It is at most
\[ h(b) = b + b(b - 1) \binom{5}{3}, \]
where the first term in the right hand side means the number of choices that all the \( 5 \) elements agree with one position among \( b \) positions while the second term means that these \( 5 \) elements agree with two positions and \( 3 \) of them agree with one and the other 2 agree with another, for simplicity, we denote this by \( \{3, 2\}\)-type. It is not hard to check that these are the only two bad structures. Indeed, if \( 5 \) elements agree with 2 positions, then the only other case is \( \{4, 1\}\)-type, which is not bad; If \( 5 \) elements agree with more than 2 positions, then by pigeonhole, there exists at least one position that has only one element. Thus, if we have that
\[ (h(b)p^5)^{n/b} \ll (bp)^{n/b}, \]
we can remove one set from each bad structure and the family is \( 5 \)-locally thin.

Set \( b = 5 \) and \( p = 0.39518 \), and let \( n \) tend to infinity, then the above inequality is true, and we get a \( 5 \)-locally thin set family with rate at least
\[ \frac{\log_2(bp)}{b} > 0.1965, \]
which completes the proof. \[ \square \]

**Theorem III.2.** \( wt(6, 2) > 0.2522 \).

**Proof.** The proof is similar to that of Theorem III.1. Let \( \mathcal{H}, b, p \) be the parameters of the same meaning as in Theorem III.1.

For any \( 6 \) distinct members \( A_1, A_2, \ldots, A_6 \) in \( \mathcal{H} \), we say that it is bad if there is no point that belongs to 1 or 2 members. Consider a particular block of \( b \) elements, we count the number of choices each \( A_i \) can have. It is at most
\[ h(b) = b + \binom{b}{2} \binom{6}{3}, \]
where the first term in the right hand side means the number of choices such that all 6 elements agree with one position while the second term means that the number of ways that 6 elements agree with two positions, 3 agree with one and the other 3 agree with another, i.e., it is \( \{3, 3\}\)-type. We claim that these are the only bad structures. Indeed, if 6 elements agree with two positions, then the other conditions are \( \{5, 1\}\)-type and \( \{4, 2\}\)-type, which are both not bad; if 6 elements agree with at least three positions, then by pigeonhole, there exists at least one position that has one or two elements. Thus, if we have that
\[ (h(b)p^6)^{n/b} \ll (bp)^{n/b}, \]
we can remove one set from each bad structure and the family is \( 6 \)-locally \( 2 \)-thin.

Set \( b = 4 \), \( p = 0.50318 \), and let \( n \) tend to infinity, then the above inequality is true, and we get a \( 6 \)-locally \( 2 \)-thin set family with rate at least
\[ \frac{\log_2(bp)}{b} > 0.2522, \]
which completes the proof. \[ \square \]
B. t-cancellative set families

In this subsection, we give a modified probabilistic method to improve the lower bound for \( r(2) \). For \( t \geq 3 \), we could just modify the method we use in Section II.B by setting \( s = 1 \).

**Theorem III.3.** \( r(2) > 0.1170 \).

**Proof.** The proof is similar to that of Theorem II.2. The only difference is that here we should just focus on the case \( s = 1 \). That is, we need to forbid the case \( A_1 \cup A_2 \cup A_3 = A_1 \cup A_2 \cup C_1 \) for any distinct \( A_1, A_2, A_3, C_1 \in \mathcal{H} \), where \( \mathcal{H} \) is defined in Section II.B. Use the same notation, it suffices to show that the following is true

\[
(g(1)p^4)^{n/b} \ll (bp)^{n/b},
\]

where \( g(1) = b + 6b(b-1) + b(b-1)(b-2) \). Setting \( b = 5 \) and \( p = 0.3001 \), we have that

\[
r(2) \geq \frac{\log_2(bp)}{b} > 0.1170.
\]

\[\square\]

IV. Conclusions

In this paper, we consider the lower bounds for the rates of several interesting structures, such as strongly \( t \)-separable matrices, locally thin set families and cancellative set families. As a consequence, by a modified probabilistic construction, we improve the existing lower bounds. However, there is still a gap between the known upper bounds and lower bounds for these structures. It would be of interest to narrow the gap by new methods.
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