A typical task-oriented dialog system uses a modularized pipeline, that has four modules and executes sequentially, as shown in Figure 1(a). A natural language understanding (NLU) module identifies user intents and extracts associated information such as slots and their values from users input. A dialog state tracker (DST) infers the belief state (or user goal) from dialog history. The belief state is often used to query a task-specific database (DB) to obtain the DB state, such as the number of entities that match the user goal. The dialog state and DB state are then passed to a dialog policy (POL) to select the next system action. A natural language generation (NLG) module converts the action to a natural language response.

Most popular commercial tools for dialog development employ the modular systems above, including Google’s Dialog Flow\(^2\), Microsoft’s LUIS\(^3\) and Bot Framework\(^4\), Facebook’s Wit.ai\(^5\), Amazon’s Lex\(^6\), and IBM’s Watson Assistant\(^7\). They are designed mainly to help develop systems manually, i.e., writing code, crafting rules and templates. Unfortunately, even with these tools, building dialog systems remains a label-intensive, time-consuming task, requiring rich domain knowledge, reasonable coding skill, and expert experience. The cost of building dialog systems at scale (i.e., hundreds of bots for different tasks) can be prohibitively expensive.

Due to the recent advances in neural approaches to conversational AI (Gao et al., 2019), researchers are developing data-driven methods and neural models for either individual dialog modules or end-to-end systems. For example, recent attempts such...
In this paper we propose a novel task-oriented bot building paradigm, SOLOIST, which significantly eases the workflow of training and deploying dialog systems for new tasks, compared to existing tools and methods. Our approach is inspired by the recent success of applying transfer learning to natural language processing (NLP) tasks through the use of pre-trained models (e.g., BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019) and UniLM (Dong et al., 2019)): It has been shown that a large-scale language model pre-trained on raw text can be effectively fine-tuned to a wide range of NLP tasks with few in-domain labels.
The proposed SOLOIST is based on a similar pre-training-and-fine-tuning framework. We parameterize a dialog system using a Transformer-based auto-regressive language model (Vaswani et al., 2017), which subsumes different dialog modules (NLU, DST, POL and NLG) into a single neural model. Task-oriented bot building proceeds in two stages: (i) In the pre-training stage, initialized using GPT-2, we train a large-scale Transformer model of generating dialog responses that are grounded in dialog history, user goals and real-world knowledge for task completion using large heterogeneous dialog corpora. (ii) In the fine-tuning stage, we fine-tune the pre-trained model to complete a new task using a handful of task-specific dialogs via machine teaching (Zhu, 2015; Shukla et al., 2020).

We show through a comprehensive empirical study that SOLOIST is an effective solution to building task-oriented bots at scale which successfully transfers, from the pre-trained model to a new task-specific bot, two capabilities: (i) the capability of understanding and generating natural language sentences, learnt by GPT-2 on raw text, and (ii) the capability of grounding text responses in user goals and real-world knowledge for task completion, learned from out-domain dialog corpora.

SOLOIST achieves new state-of-the-art results on two standard benchmarks, lifting the combined score by 10 points. In the few-shot settings, SOLOIST adapts to new domain much more effectively than competing methods, achieving a reasonable success rate using less than 50 dialogs. The promising results demonstrate the potential of the new paradigm for developing task-oriented dialog bots. Instead of collecting, labeling data, and building a bot per task, we can pre-train a universal, grounded language generation model, and adapt it to new tasks via transfer learning and machine teaching.

2 SOLOIST

2.1 An Auto-regressive Model for Dialog

The modular dialog system in Figure 1 constitutes a data processing procedure that naturally produces a sequence, through concatenating input/output of each module along the generation process. Each consecutive pair in this sequence plays the role of annotated data for the corresponding module. Ideally, when the entire sequence is available, the data generation process of dialog system (NLU, DST, POL, NLG) can be formulated as a single auto-regressive model, and the full sequence can be learned in a self-supervised manner.

GPT-2 (Radford et al., 2019) is one of the most known auto-regressive language models. GPT-2 learns the language granularity from large amounts of open Web text data, and after fine-tuned using conversational data (Zhang et al., 2019b) can respond users with realistic and coherent continuations about a topic of their choosing. However, the generated responses are not useful for completing any specific task due to the lack of grounding. SOLOIST inherits GPT-2’s capability of producing human-like responses. But, unlike GPT-2, SOLOIST learns to ground the generation process in user goals and real-world knowledge so that the generated responses are useful for completing tasks. Note that SOLOIST is a general framework for grounded language generation, where prescribed control codes in wildly different but related domains are used to pre-train a generic guided language model, which can quickly adapt to a new domain through fine-tuning with a few task-specific examples. Specifically for task-oriented task systems, we consider to pre-train on conversational data with grounding information, i.e., belief states and DB states. More specifically, each dialog turn in our training data is represented as:

\[ x = (s, b, c, r), \]  

where \( s \) is the entire dialog history up to the current dialog turn, \( b \) is the belief state acquired from human annotation, \( c \) is the DB state automatically retrieved from a database using \( b \), and \( r \) is the delexicalized dialog response, from which the system response in natural language can be easily obtained with some automatic post-processing. Each item in \( x \) is by itself a sequence of tokens, as illustrated by examples in Figure 1(b). Thus, it is natural to treat the concatenation of them as a long sequence for model training as shown in Figure 1(c). We pre-train the SOLOIST model using heterogeneous dialog corpora with labels of belief states and DB states, which are publicly available. The pre-trained model can be fine-tuned to any new task to generate responses grounded in task-specific user goals and database.

2.2 Task-Grounded Pre-training

Given training data of \( N \) samples \( \mathcal{D} = \{x_n\}_{n=1}^N \), our goal is to build a statistical model parameterized by \( \theta \) to characterize \( p_\theta(x) \). We consider a
multi-task objective for learning $\theta$, where each task is a self-supervised learning task.

To leverage the sequential structure of a task-oriented dialog system, the joint probability $p(x)$ can be factorized in the auto-regressive manner as:

$$p(x) = p(r, c, b, s)$$

$$= p(r|c, b, s) p(b|s) p(s).$$
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where the factorization from (2) to (3) is based on the fact that $p(c|b, s) = p(c|b) = 1$, because the DB state $c$ is obtained using a deterministic database-lookup process given a belief state $b$ (e.g., via an API call). Note that (3) decomposes the joint distribution modeling problem into two sub-problems: belief state prediction $p(b|s)$ and grounded response generation $p(r|c, b, s)$. Since $b$ and $r$ are sequences as well, we may further factorize them in the left-to-right auto-regressive manner, respectively.

**Task 1: Belief Prediction.** For the belief state sequence of length $T_b$, we define the objective of predicting the belief token as:

$$L_B = \log p(b|s) = \sum_{t=1}^{T_b} \log p_b(b_t|b_{<t}, s),$$

where $b_{<t}$ indicates all tokens before $t$.

**Task 2: Grounded Response Generation.** To generate a response of length $T_r$, $r = \{r_1, \cdots, r_{T_r}\}$, our model generate every token $x_t$ grounded in the previous word tokens and task-oriented information $[c, b, s]$:

$$L_R = \log p(r|c, b, s)$$

$$= \sum_{t=1}^{T_r} \log p(r_t|r_{<t}, c, b, s).$$

**Task 3: Contrastive Objective.** We consider a contrastive objective to promote the matched items (positive samples $x$), while driving down mismatches (negative samples $x'$). Specifically, we sample a set of negative samples from sequence $x$ by replacing some items in $x$ with probability 50% with different items randomly sampled from the dataset $D$. Since the the special token [EOS] attends all tokens in the sequence, the output feature on [EOS] is the fused representation of all items, we apply a binary classifier on top of the feature to predict whether the items of the sequence are matched ($y = 1$) or mismatched ($y = 0$):

$$L_C = y \log(p_\theta(x)) + (1-y) \log(1-p_\theta(x'))$$

We consider three types of negative samples $x'$, each of which is chosen with probability 1/3: (i) negative belief, where only the belief item is replaced (ii) negative response, where only the response item is replaced (iii) negative belief + response, where both the belief and response items are replaced.

**Full Pre-training Objective.** Learning $\theta$ is performed via maximizing the log-likelihood (MLE) over the entire training dataset $D$, using a joint objective that combines (4), (5) and (6):

$$L_\theta(D) = \sum_{n=1}^{|D|} (L_B(x_n) + L_R(x_n) + L_C(x_n)).$$

In Figure 1(c), we illustrate the model architecture and learning objectives. The model is fully auto-regressive in a left-to-right manner, each objective appearing on a given sub-sequence and a special segment token.

**Implementation Details** We process each dialog turn $(s, b, c, r)$ in training data into a sequence of tokens. For instance, the processed sequence of the examples shown in Figure 1(b) is as follows, where different items are rendered in different colors.

```
User : I would like to find an expensive restaurant that serves Chinese food. System : sure, which area do you prefer ? User : How about in the north part of town . => Belief State : Restaurant price range = expensive, food = Chinese, area = north } < EOS >
DB : Restaurant 1 : match < EOB > The [restaurant name] is a great [value food] restaurant. Would you like to book a table there ? < EOS >
```

This sequence can be directly fed into an auto-regressive model for training, as shown in Figure 1(c). Our implementation is based on Huggingface Pytorch Transformer (Wolf et al., 2019a).

| Name       | #Dialog | #Utterance | Avg. Turn | #Domain |
|------------|---------|------------|-----------|---------|
| MetaWOZ   | 37,884  | 432,036    | 11.4      | 47      |
| Schema    | 22,825  | 463,284    | 20.3      | 17      |
| Taskmaster| 13,215  | 303,066    | 22.9      | 6       |
| MultiWOZ  | 10,420  | 71,410     | 6.9       | 7       |
| MSR-E2E   | 10,087  | 74,686     | 7.4       | 3       |
| SMD       | 3,031   | 15,928     | 5.3       | 3       |
| Frames    | 1,369   | 19,986     | 14.6      | 3       |
| WOZ       | 1,200   | 5,012      | 4.2       | 1       |
| CamRest676| 676     | 2,744      | 4.1       | 1       |

Table 1: Statistics of dialog corpora (Wu et al., 2020a)
We use GPT-2 with 117M parameters as the initial model for pre-training, and byte pair encodings (Sennrich et al., 2015) for the tokenization. We pre-train the grounded response generation model on dialog corpora (Kim et al., 2019; Rastogi et al., 2019; Byrne et al., 2019; Eric and Manning, 2017; Mrkšić et al., 2016; Asri et al., 2017) as shown in Table 1. We use Adam (Kingma and Ba, 2014) with weight decay to pre-train the model for 100k steps.

### 2.3 Few-shot Fine-tuning

When deploying SOLOIST to a new task, we collect task-specific data in the same format as that in the pre-training stage as (1). When annotated log data is available, the conventional fine-tuning procedure is utilized: we use the same multi-task objective of (7) to update $\theta$ to adapt the model to complete the new task using labeled task-specific dialogs.

In real applications, annotated log data is often unavailable, or noisy/incomplete beforehand. One may deploy the model, and acquire high-quality task-specific labels (e.g., belief state and system response) for each dialog turn using machine teaching (Simard et al., 2017; Zhu, 2015; Williams and Liden, 2017; Shukla et al., 2020). Machine teaching is an active learning paradigm that focuses on leveraging the knowledge and expertise of domain experts as “teachers”. This paradigm puts a strong emphasis on tools and techniques that enable teachers - particularly non-data scientists and non-machine-learning experts - to visualize data, find potential problems, and provide corrections or additional training inputs in order to improve the systems performance.

We proceed fine-tuning using Conversation Learner (Shukla et al., 2020), a machine teaching tool, in the following steps: (i) Dialog authors deploy the pre-trained SOLOIST model for a specific task. (ii) Users (or human subjects recruited for system fine-tuning) interact with the system and generate human-bot dialog logs. (iii) Dialog authors revise a dozen of training samples by selecting representative failed dialogs from the logs, correcting their belief and/or responses so that the system can complete these dialogs successfully. We illustrate the dialog editing process using Conversation Learner in Figure 2. Readers may refer to Shukla et al. (2020) for details. The corrected task-specific dialog turns are used to fine-tune the model. It is shown that machine teaching is a more effective approach to improving deployed dialog systems by providing on-the-spot corrections.

### Implementation Details

Instead of using machine teaching from scratch, we assume that a few task-specific data are available for fine-tuning. Details are presented in Sec. 3.3. Training examples are truncated to ensure max length 512. The model is trained with a mini-batch of 6 on 8 Nvidia V100 until observing no significant progress on validation loss or up to 10 epochs. Nucleus sampling (Holtzman et al., 2019) is used for decoding, where the sampling top-p ranges from 0.2 to 0.5 for all our models. The best setup of hyper-parameters is selected through grid-search on the validation set.

---

The results reported in this paper are based on pre-trained models on Schema dataset. We are pre-training a larger model using all the corpora.
Table 2: End-to-End Evaluation on CamRest676.

| Model                              | Annotations | Evaluation Metrics |
|------------------------------------|-------------|--------------------|
|                                   | Belief State | Policy | Inform ↑ | Success ↑ | BLEU ↑ | Combined ↑ |
| Sequicity (Lei et al., 2018)      | ✓           | ✓      | 92.30    | 85.30    | 21.40  | 110.20     |
| Sequicity (w/o RL)                | ✓           | ✓      | 94.00    | 83.40    | 23.40  | 112.10     |
| GPT-2 finetuned                    | -           |        | 86.20    | 19.20    | -      | -          |
| ARDM (Wu et al., 2019)            | -           |        | 87.10    | 25.20    | -      | -          |
| SOLOIST                            | ✓           |        | 94.70    | 87.10    | 25.50  | 116.40     |

Table 3: Context-to-response evaluation on MultiWOZ.

| Model                              | Annotations | Evaluation Metrics |
|------------------------------------|-------------|--------------------|
|                                   | Belief State | Policy | Inform ↑ | Success ↑ | BLEU ↑ | Combined ↑ |
| Baseline (Budzianowski et al., 2018) | ✓           |        | 71.29    | 60.94    | 18.80  | 84.93      |
| TokenMoE (Pei et al., 2019)        | ✓           |        | 75.30    | 59.70    | 16.81  | 84.31      |
| GPT-2 (Budzianowski and Vulić, 2019) | ✓           |        | 70.96    | 61.36    | 19.05  | 85.21      |
| HDSA (Chen et al., 2019)           | ✓           | ✓      | 82.90    | 68.90    | 23.60  | 99.50      |
| Structured Fusion (Mehri et al., 2019) | ✓           | ✓      | 82.70    | 72.10    | 16.34  | 93.74      |
| LaRL (Zhao et al., 2019)           | ✓           |        | 82.80    | 79.20    | 12.80  | 93.80      |
| ARDM (Wu et al., 2019)             | ✓           |        | 87.40    | 72.80    | 20.60  | 100.70     |
| DAMD (Zhang et al., 2019a)         | ✓           | ✓      | 89.20    | 77.90    | 18.60  | 102.15     |
| SOLOIST                            | ✓           |        | 85.50    | 72.90    | 16.54  | 95.74      |

Table 4: End-to-end evaluation on MultiWOZ.

3 Experiments

In this section, we evaluate the proposed SOLOIST to answer three research questions: Q1: How does SOLOIST perform on standard benchmarks compared to SoTA? Q2: Does SOLOIST meet the goal of effectively generalizing to new domains in the few-shot learning setting? Q3: Is machine teaching a more efficient approach to fine-tuning when applied? Note that we employed the conventional fine-tuning scheme without machine teaching for fair comparison when studying Q1 and Q2.

3.1 Experimental Setup

Datasets for Fine-tuning We validate the proposed SOLOIST on two public datasets. (i) CamRest676 is a single-domain task-oriented dialog corpus collected by Wen et al. (2016). It contains 408/136/136 dialogs for training/validation/testing, respectively. Following Lei et al. (2018), we delexicalize each token that occurs in the ontology with its slot names such as restaurant name, phone number, and postcode. (ii) MultiWOZ dataset (Budzianowski et al., 2018) is a large-scale human-human multi-domain task-oriented dialog dataset. It contains 8438/1000/1000 for training/validation/testing, respectively. Each dialog session in the corpus contains 1 to 3 domains, including Attraction, Hotel, Hospital, Police, Restaurant, Train, and Taxi. MultiWOZ is inherently challenging due to its multi-domain setting and diverse language styles.

Automatic Evaluation Metrics. Following Budzianowski et al. (2018), Inform, Success, and BLEU scores are reported. Inform measures if the system provides an correct entity (inform rate). Success measures the exact matching of answering all the requested information (success rate) and if the answered information matches
users’ goal. BLEU evaluates how natural the generated utterance is compared with human readers. A combined score (Combined) is also reported using Combined = (Inform + Success) × 0.5 + BLEU as an overall quality measure, as suggested in Budzianowski et al. (2018).

**Baselines.** We compare with several strong baseline methods, which hold state-of-the-arts on CamRest676 or MultiWOZ datasets. (i) Multi-Action Data Augmentation (DAMD) (Zhang et al., 2019a) is a state-of-the-art modular system, where each dialog module is implemented using a neural network, and the whole system is trained in an end-to-end manner. (ii) Sequicity (Lei et al., 2018) is similar to DAMD except that it does not use multi-action data augmentation. (iii) A GPT-2 model that is fine-tuned on dialog data. The model is not grounded, and needs to work with a separate dialog state tracker for task completion. (iv) ARDM (Wu et al., 2019) utilizes GPT-2 as the pre-trained model to learn to generate role-aware responses given dialog context. The model has to work with a separate dialog state tracker for task completion. (v) HDSA (Chen et al., 2019) is a modular dialog system which generates responses using BERT-based dialog policy and graph structure dialog act representations.

### 3.2 Comparing to SOTA systems

**CamRest676** Table 2 shows the results using generated belief states on CamRest676. The annotations unitized by the models are also listed. SOLOIST achieves the best scores over all the metrics. ARDM performs similarly to SOLOIST in terms of Success and BLEU score. However, ARDM is infeasible to track dialog states and requires a separately trained state tracker to accomplish tasks. GPT-2 fine-tuned with task-specific data works reasonably good but lags behind SOLOIST by a large margin. Sequicity (Lei et al., 2018) is a jointly trained model with belief state and policy annotation, and under-performs SOLOIST. This result suggests that in simple tasks like CamRest676, SOLOIST is able to achieve user goals with only belief state annotations and maintains good fluency due to the benefit from task-grounded pre-training.

**MultiWOZ Context-to-Response** We first consider the context-to-response generation task (Wen et al., 2016), where the ground truth belief states and database search results are given, based on which responses are predicted. The results are shown in Table 3. The proposed SOLOIST achieves the best performance in terms of Inform and Success scores but performs slightly worse in terms of BLEU score. The overall combined score of SOLOIST is comparable with the current SoTA method DAMD (Zhang et al., 2019a). However, DAMD leverages the labels of dialog act on both the user and system sides, which demands significantly higher labeling efforts than SOLOIST. HDSA achieves the best number on BLEU. Compared to HDSA, SOLOIST is much simpler and able to perform better in terms of combined score. SOLOIST performs better than ARDM on combined score. It is worth mentioning that ARDM does not consider dialog state tracking and thus requires an extra dialog state tracker to accomplish a certain task. These results reveal that SOLOIST is able to learn dialog policy accurately and generate natural language responses in the multi-domain scenario.

### MultiWOZ End-to-End

We now consider a more pragmatic evaluation setting of studying a model’s end-to-end learning performance, where the generated belief states are used for database search and response generation. The results are shown in Table 4. SOLOIST achieves the best performance in terms of inform and success rates, and combined score, lifting the previous SOTA by DAMD by a significant margin (e.g., about 10 points improvement on the combined score). Our method also outperforms the method of Ham et al. (2020), where GPT-2 is fine-tuned and applied to end-to-end dialog. Compared with the classical modular dialog systems or the jointly trained model DAMD, it is worth noting that SOLOIST has a much simpler architecture and requires much lower labeling effort. For example, SOLOIST requires only the belief states, while DAMD requires additional annotations for task definition (i.e., defining the intents, slots, and the corresponding value ranges) and dialog acts.

| Domain | Attra. | Train | Hotel | Rest. | CamRest |
|--------|--------|-------|-------|-------|---------|
| #Train | 50     | 50    | 50    | 50    | 20      |
| #Valid | 50     | 50    | 50    | 50    | 136     |
| #Test  | 100    | 200   | 200   | 200   | 136     |

Table 5: Data statistics for domains used in few-shot evaluation. Attra. denotes attraction domain and Rest. means restaurant domain.
Table 6: End-to-end evaluation on CamRest in a few-shot learning setting.

| Model               | CamRest |
|---------------------|---------|
|                     |         |
|                     |         |
|                     |         |
|                     |         |

### 3.3 Few-shot Evaluation

It is desired that dialog systems can effectively generalize with a few training examples. We argue that the few-shot learning setting is a more realistic scenario for dialog modeling. Unfortunately, the existing corpus typically contains hundreds to thousands of dialogs depending on the complexity of dialog tasks. As such, we re-organize CamRest676 and MultiWOZ to simulate the few-shot learning setting for the end-to-end dialog modeling. We sample from MultiWOZ dialogs the dialog tasks that only contain one domain. Attraction, Train, Hotel, and Restaurant domains are used. We ignore Police, Taxi, Hospital, as these tasks do not require an explicit tracking state to accomplish the task. For each task (or domain), we randomly sample 50 dialog sessions for training and validation and 200 dialog sessions for testing, except the Attraction domain that only has 100 sessions for testing. For CamRest, we only randomly sample 20 sessions from the original CamRest676 since this dataset is relatively small. Details are shown in Table 5.

Table 6 and 7 report the end-to-end performance in the few-shot learning settings on CamRest and MultiWoz, respectively. In all the tasks, SOLOIST shows substantially better performance on all the metrics. Removing pre-training on dialog corpora downgrades the performance of SOLOIST, but still consistently outperforms DAMD in all the domains. Removing pre-training, SOLOIST is conceptually similar to (Ham et al., 2020), but is architecturally simpler and needs less annotations. This also verifies the importance of grounded pre-training on annotated dialog corpora, allowing SOLOIST to learn how to track dialog and database states to accomplish a task.

We conduct experiments to fine-tune SOLOIST by varying percentages of training data ranging from 1% (80 examples) to 20% (1600 examples) on the MultiWOZ dataset. As shown in Table 8, SOLOIST consistently outperforms DAMD for a wide range of dataset sizes, and the improvement is more substantial when smaller numbers of in-domain labels are used for fine-tuning.

### 3.4 Machine Teaching Results

We leverage the user interface (UI) of Conversation Learner (Shukla et al., 2020) for dialog authors (human teachers) to correct wrong or inadequate responses, and evaluate the potential of SOLOIST being continually improved after the deployment. Table 9 shows the results. We firstly use 20 dialog sessions to perform the few-shot fine-tuning step of SOLOIST. Its evaluation result is listed in the first row of table 9. We then deploy it to interact with users. The row of SOLOIST + Teach shows the result of machine teaching where a human teacher is involved to manually correct 5 failed dialog sessions, which are then utilized to continuously fine-tune the deployed system. We observe that SOLOIST + Teach improves the combined score by 10% compared to that without human teaching. The results demonstrate the effectiveness of our two-step fine-tuning scheme to deploy SOLOIST for a new task. SOLOIST + Extra is used as an ablation baseline, where 5 randomly selected dialog sessions are added as extra examples to fine-tune the model. It shows lower performance than machine teaching. Assume that one slot-value pair of belief state correction counts one edit and a response correction counts ten edits. The total numbers of edits for SOLOIST + Teach and SOLOIST + Extra are 61 and 396, respectively, suggesting that machine teaching reduces the labeling cost by 6x.

### 3.5 Ablation Analysis

To study the effect of different schemes to construct negative samples in the pre-training objectives, we conduct an ablation analysis on MultiWOZ. The results are reported in Table 10. We see that removing belief state only from negative samples substantially degrades the inform and success score. We further remove the mismatched responses, and only use the mismatched belief state and response pairs to constructive negative samples. This decreases the success rate and BLEU score. The results show the importance of constructing various types of negative samples in designing an effective contrastive objective.

**Interactive Example.** Figure 3 depicts an interactive example using SOLOIST as the agent to communicate with a user, who wants to first get the
I am looking for a museum in the center of town. Do you have any suggestions?

There are 11 museums in the center of town. Would you like to visit the Broughton House Gallery?

Yes, please book a table for me.

I have located the La Raza in the center of town. It is located at 48 King Street.

The phone number is 01234567890. Is there anything else you would like to add?

I would like to eat at Thursday 18:00, uh, a table for two please.

Sure, the phone number is 01234567890 and the address is 98 King Street.

I have booked a table for 2 at La Raza on Thursday at 18:00. Your reference number is 1234567890. Is there anything else I can help you with?

Great! I will see you then.

Figure 3: An interactive example.

Table 7: End-to-end evaluation on MultiWOZ in a few-shot learning setting.

Table 8: End-to-end Evaluation on MultiWOZ with varying sizes of training data.

Table 9: Machine teaching results.

Table 10: Ablation study on different negative samples in the contrastive objective on MultiWOZ in the end-to-end evaluation setup; The 2nd and 3rd row indicate removing individual belief only and individual belief & response, respectively.

4 Related Work

Pre-trained Language Models. Recent advances on self-supervised learning have witnessed the blooming of large-scale pre-trained language models (Devlin et al., 2019; Radford et al., 2019), which achieved state-of-the-art performance on a variety of language understanding and generation tasks. The closest line of research to ours are GPT-2 (Radford et al., 2019), and its variants to ground language generation on the prescribed control codes such as CTRL (Keskar et al., 2019) and Grover (Zellers et al., 2019), or latent variables such as Optimus (Li et al., 2020).

Specifically in dialog domains, several latest works have adapted the pre-trained models to the task-oriented and chit-chat dialog systems. For chit-chat dialog systems, DialoGPT (Zhang et al., 2019b; Wolf et al., 2019b) and CGRG (Wu et al., 2020b) extended GPT-2 (Radford et al., 2019) to ground on dialog response generation settings. Plato (Bao et al., 2019) is a pre-trained discrete latent variable model for response generation. Meena (Adiwardana et al., 2020) and BST (Roller et al., 2020) pre-train extremely large models and have demonstrated expressive results on the social chit-chat conversation. For task-oriented dialogs, BERT-ToD (Wu et al., 2020a) adapts the pre-trained BERT (Devlin et al., 2019) to achieve super performance on four dialog subtasks. SC-GPT (Peng et al., 2020) is a pre-trained model for
the NLG module that converts a dialog act into a response in natural language. The proposed SOLOIST generalize the idea to the entire dialog pipeline.

End-to-end Trainable Dialog Systems. The end-to-end trainable networks for dialog systems have been studied in (Wen et al., 2016; Lei et al., 2018). Though these methods have achieved promising results, they were usually designed for a specific domain, rendering difficulties in generalizing to multi-domains such as the recent MultiWOZ dataset (Budzianowski et al., 2018) and ConvLab (Lee et al., 2019). To tackle this, several models were proposed to handle the multi-domain dialog response generation (Pei et al., 2019; Budzianowski and Vulić, 2019; Mehri et al., 2019; Zhao et al., 2019; Wu et al., 2019; Zhang et al., 2019a). However, these works need a significant number of in-domain training examples to achieve good performance, facing challenges in the few-shot learning settings. In contrast, our SOLOIST can easily generalize to multiple new domains with a few labelled examples.

To the best of our knowledge, the most related work to ours is (Ham et al., 2020), which was the first attempt to leverage GPT-2 to fine-tune on the new task-oriented dialog tasks. However, our work is different from (Ham et al., 2020) in two major aspects: (i) We first pre-train our model on a large number of out-of-domain task-oriented dialog turns to endow the model with task-grounded language generation ability, then fine-tune it on new domains. However, Ham et al. (2020) directly fine-tune GPT-2 on new domains, which shows inferior performance than SOLOIST. (ii) The model in (Ham et al., 2020) requires more expensive annotation, and not truly end-to-end trainable. It needs heuristic rules to handle different database search conditions. Further, it separately formulates POL and NLG, which requires annotations on dialog acts. While our model requires to annotate only the belief state, showing lower annotation cost than existing methods. It is fully trainable thanks to the simplified but effective input representations.

5 Conclusion
In this paper, we have presented SOLOIST. Unlike GPT-2, SOLOIST grounds response generation in user goals and knowledge for task completion. Machine teaching is used to boost the fine-tuning performance. Experimental results on two benchmarks demonstrate that SOLOIST creates new state-of-the art performance. When a few labelled examples are available in new domains, SOLOIST outperforms existing methods by a large margin.

We hope that SOLOIST can inspire the community to comprehensively explore the new paradigm for building task-oriented dialog systems: formulating task-oriented dialog as a single auto-regressive model, pre-training a grounded response generation model on heterogeneous dialog corpora, and adapting the pre-trained model to new tasks through fine-tuning using a handful task-specific examples via machine teaching.
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