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Abstract

Magnetic resonance fingerprinting (MRF) is a technique for quantitative estimation of spin-relaxation parameters from magnetic-resonance data. Most current MRF approaches assume that only one tissue is present in each voxel, which neglects the tissue’s microstructure, and may lead to artifacts in the recovered parameter maps at boundaries between tissues. In this work, we propose a multicompartment MRF model that accounts for the presence of multiple tissues per voxel. The model is fit to the data by iteratively solving a sparse linear inverse problem at each voxel, in order to express the magnetization signal as a linear combination of a few fingerprints in the precomputed dictionary. Thresholding-based methods commonly used for sparse recovery and compressed sensing do not perform well in this setting due to the high local coherence of the dictionary. Instead, we solve this challenging sparse-recovery problem by applying reweighted-ℓ1-norm regularization, implemented using an efficient interior-point method. The proposed approach is validated with simulated data at different noise levels and undersampling factors, as well as with a controlled phantom imaging experiment on a clinical magnetic-resonance system.
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1 Introduction

1.1 Quantitative magnetic resonance imaging

Magnetic resonance imaging (MRI) is a medical-imaging technique that measures the response of the atomic nuclei in biological tissues to high-frequency radio waves when placed in a strong magnetic field [45]. Due to its superior soft-tissue contrast, MRI has become a key technology for non-invasive diagnostics. In contrast to other medical imaging modalities such as computed tomography or positron emission tomography, MR images are usually qualitative in nature. They consist of gray values that capture relative signal intensity changes between certain tissues, which are then interpreted by radiologists to detect pathologies.

Due to their qualitative nature, MR images are subject to variations between different MRI systems and particular data-acquisition settings, hampering reproducibility. This makes it very challenging to use data from current clinical MRI systems for longitudinal studies, early detection and progress-tracking of disease, as well as computer-aided diagnosis. The goal of quantitative MRI is to measure physical parameters quantitatively, in a way that is reproducible across different MRI systems [23, 34, 67, 69]. Some of these quantities, such as spin-relaxation times, have great potential as quantitative biomarkers for various pathologies [53, 56, 63] and allow to synthesize images with standardized image contrasts [26, 59]. Unfortunately, data-acquisition protocols for quantitative MRI often lead to long measurement times that are challenging to integrate in the clinical workflow and as a consequence are not widely deployed.

1.2 Magnetic resonance fingerprinting

Magnetic resonance fingerprinting (MRF) [48] is a recent approach to quantitative MRI designed to measure tissue-relaxation parameters within clinically-feasible scan times. MRF departs from traditional MRI acquisition by deliberately avoiding a steady state of the magnetization. For a fixed value of the parameters of interest, the signal evolution of the magnetization at a given voxel (which results from the train of radiofrequency pulses and gradient waveforms used to acquire the data) can be simulated by solving a system of differential equations, called the Bloch Equations [9]. This makes it possible to precompute a dictionary of possible signals or fingerprints associated with different values of the relaxation parameters. An estimate of the actual values consistent with the data can then be obtained by finding the fingerprint that best matches the observed measurements. This approach has been shown to be robust to technical imperfections of the scanner hardware, such as inhomogeneities of the magnetic fields used to generate the MR signal [21].

Current MRF methods usually assume that only one type of tissue with a well-defined set of relaxation times is present in each voxel, which degrades their accuracy when this single-compartment assumption is violated. Fitting a single-compartment model to data obtained from a voxel with several tissues yields erroneous parameter estimates that may not correspond to any of the contributing compartments, as illustrated in Figure 1. As a result of this partial-volume effect [70], single-compartment MRF methods do not accurately characterize boundaries between tissues, as discussed by the original developers of MRF [26]. This limitation is particularly problematic in applications that require geometric measurements, such as the diagnostic of Alzheimer's disease, where cortical thickness provides a promising biomarker for early detection [39].
Figure 1: The left image shows the simulated signals corresponding to two different tissues: intra/extra (I/E) axonal water (light blue) and myelin water (orange). The signal in a voxel containing both tissues corresponds to the sum of both signals (red). A single-compartment (SC) model (blue) is not able to approximate the data (left) and results in an inaccurate estimate of the relaxation parameters $T_1$ and $T_2$ even in the absence of noise (right). The MRF dictionary is generated using the approach described in [3].

Single-compartment models also fail to account for other intra-voxel structure. Due to the limited spatial resolution of MRI (on the order of a millimeter), the cellular microstructure of biological tissues results in multiple-tissue compartments being present even in voxels that are not necessarily at tissue boundaries. An important example is white matter in the brain, which consists of signal contributions of extra- and intra-axonal water with similar relaxation times, as well as water trapped between the myelin sheets, with substantially shorter relaxation times [43] (Figure 1 is based on this example). If a particular disease causes demyelination, this leads to a corresponding reduction of one of these compartments (the so-called myelin-water fraction) [44]. Multicompartment models make it possible to evaluate the myelin-water fraction within a voxel, which is therefore useful for the diagnosis of neurodegenerative diseases such as multiple sclerosis [43,44].

It is important to note that the cellular structure of biological tissue generally does not result in entirely separated compartments within each voxel. In fact, one can observe chemical exchange of water molecules between compartments [1]. However, in the case of tissue boundaries, these effects play a subordinate role due to the macroscopic nature of the interfaces. Similarly, in the case of myelin-water imaging, neglecting chemical exchange is a reasonable and commonly-used assumption in the literature [44]. In this work, we consider a multicompartment model that incorporates this assumption. As a result, the measured signal at a given voxel corresponds to the sum of the signals corresponding to the individual tissues present in the voxel [54].

### 1.3 Related work

Previous works applying multicompartment estimation in the context of myelin-water imaging, applied bi-exponential fitting to data obtained from a multi-echo experiment [43,44]. Other works used
non-convex optimization to fit a multicompartment model to measurements from a multi-steady-state experiment [24,25]. In the context of MR fingerprinting, the multicompartment problem has been tackled by exhaustive search in [38]. The work that lies closer to our proposed approach is [54], which applies a reweighted-least-squares method based on a Bayesian framework to fit the multicompartment parameters to MRF data. This method produces a dense solution for each compartment in the parameter space, which must then be post-processed to produce the parameter estimates. In contrast, our proposed method yields sparse solutions, from which the parameters can usually be estimated directly.

Sparse linear models are a fundamental tool in statistics [32,40], signal processing [51] and machine learning [49], as well as across many applied domains [47,76]. Most works that apply these models to recover sparse signals focus on incoherent measurements [8,14,17,27,28,36,55,71]. As explained in more detail in Section 2.4, this setting is not relevant to MRF where dictionary columns can be highly correlated. Instead, the present work is more related to recent advances in optimization-based methods for sparse recovery from coherent dictionaries [7,15,29,30,50]. Related applied work includes the application of these techniques to source localization in electroencephalography [65,78], analysis of positron-emission tomography data [37,41] and radar imaging [61]. In addition, our work combines insights from recovery methods based on reweighting convex sparsity-inducing norms [19,74] and techniques for distributed optimization [11].

1.4 Contributions

The main contribution of this work is a method for fitting multicompartment MRF models. These models explain the signal evolution of a voxel using a small number of precomputed basis functions or fingerprints, which requires solving a sparse linear inverse problem. We combine the following insights to solve this challenging inverse problem both accurately and efficiently:

- Fitting the multicompartment model can be decoupled into multiple sparse-recovery problems—one for each voxel—using the alternating-direction of multipliers framework (see Section 2.2).
- The correlations between atoms in the dictionary make it possible to compress the dictionary to decrease the computational cost (see Section 2.3).
- Thresholding-based algorithms, typically used for sparse recovery and compressed sensing, do not perform well on the multicompartment MRF problem, due to the high correlation between dictionary atoms. However, $\ell_1$-norm minimization does succeed in achieving exact recovery in the absence of noise as long as the problem is solved using higher-precision second-order methods (see Section 2.4).
- The sparse-recovery approach can be made robust to noise and model imprecisions by using reweighted-$\ell_1$-norm methods (see Section 2.5).
- These reweighted methods can be efficiently implemented using a second-order interior-point solver described in Section 2.6.

We validate our proposed method via numerical experiments on simulated data (Section 3.1), as well as on experimental data from a custom-built phantom using a clinical MR system (see Section 3.2).
2 Methods

2.1 Multicompartment model

In this work, we consider the problem of estimating the relaxation times $T_1$ and $T_2$ from magnetic-resonance data. $T_1$ is the time constant that governs the relaxation of the components of the nuclear-spin magnetization vector that are parallel to the external magnetic field. $T_2$ relaxation affects the components that are perpendicular to the external field [57].

Magnetic-resonance fingerprinting (MRF) [48] is based on the following insight. For a fixed data-acquisition scheme, the mapping between the time-relaxation parameters $T_1$ and $T_2$ of a particular tissue and the corresponding magnetization signal measured by the MRI system is not known explicitly, but it can be simulated numerically by solving a system of differential equations, called the Bloch Equations [9]. This makes it possible to construct a dictionary of possible signal evolutions or fingerprints, each corresponding to a specific value of the relaxation times.

Let us denote the signal measured at a voxel $j$ by the vector

$$x[j] := \begin{bmatrix} x[j]^{t_1} \\ x[j]^{t_2} \\ \vdots \\ x[j]^{t_n} \end{bmatrix},$$

where $t_1, t_2, \ldots, t_n$ are the times at which the signal is sampled. We assume that the signal is well described as an additive superposition of fingerprints in the precomputed dictionary $D \in \mathbb{R}^{n \times m}$ (there are $m$ possible fingerprints),

$$x[j] = Dc[j], \quad 1 \leq j \leq N,$$

where $N$ is the number of voxels in the volume of interest. The vectors of coefficients $c[1], c[2], \ldots, c[N]$ are assumed to be sparse and nonnegative: each nonzero entry in $c[j]$ corresponds to the proton density of a tissue that is present in voxel $j$.

Raw MRI data sampled at a given time do not directly correspond to the magnetization signal of the different voxels, but rather to samples from the spatial Fourier transform of the magnetization over all voxels in the volume of interest [46], a representation known as $k$-space in the MRI literature [72]. Staying within clinically-feasible scan times in MRF requires subsampling the image $k$-space and therefore violating the Nyquist-Shannon sampling theorem [48]. The $k$-space is typically subsampled along different trajectories, governed by changes in the magnetic-field gradients used in the measurement process. We define a linear operator $F_{t_i} \in \mathbb{C}^{d \times n}$ that represents the linear operator mapping the magnetization at time $t_i$ to the measured data $y[t_i] \in \mathbb{C}^d$, where $d$ is the number of $k$-space samples at $t_i$. This operator encodes the chosen subsampling pattern in the
frequency domain. The model for the data is consequently of the form

\[ y_{ti} = F_{ti} \begin{bmatrix} x_{ti}^{[1]} \\ x_{ti}^{[2]} \\ \vdots \\ x_{ti}^{[N]} \end{bmatrix}, \quad 1 \leq i \leq n, \]  

(2.3)

where we have ignored noise and model inaccuracies. If the data are acquired using multiple receive coils, the measurements can be modeled as samples from the spectrum of the pointwise product between the magnetization and the sensitivity function of the different coils [62, 66]. In that case the operator \( F_{ti} \) also includes the sensitivity functions and \( d \) is the number of k-space samples multiplied by the number of coils.

### 2.2 Parameter Map Reconstruction via Alternating Minimization

For ease of notation, we define the magnetization and coefficient matrices

\[
X := \begin{bmatrix} x_{[1]} \\ x_{[2]} \\ \vdots \\ x_{[N]} \end{bmatrix}, \quad (2.4)
\]

\[
C := \begin{bmatrix} c_{[1]} \\ c_{[2]} \\ \vdots \\ c_{[N]} \end{bmatrix}, \quad (2.5)
\]

so that we can write (2.2) as

\[
X = DC. \quad (2.6)
\]

In addition we define the data matrix \( Y \in \mathbb{C}^{d \times n} \)

\[
Y := \begin{bmatrix} y_{t_1} \\ y_{t_2} \\ \vdots \\ y_{t_n} \end{bmatrix} \quad (2.7)
\]

and a linear operator \( F \) such that

\[
Y = FX. \quad (2.8)
\]

Note that by (2.3) the \( i \)-th column of \( Y \) is the result of applying \( F_{ti} \) to the \( i \)-th row of \( X \).

In principle, we could fit the coefficient matrix by computing a sparse estimate such that \( Y \approx FDC \). Unfortunately, this would require solving a sparse-regression problem of intractable dimensions. Instead we incorporate a variable \( \tilde{X} \) to represent the magnetization and formulate the model-fitting problem as

\[
\begin{aligned}
\text{minimize} & \quad \| Y - F\tilde{X} \|_F^2 \\
\text{subject to} & \quad \tilde{X} = D\tilde{C},
\end{aligned} \quad (2.9)
\]

with the additional constraint that the entries of \( \tilde{C} \) are sparse and nonnegative. In order to alternate between updating the magnetization and coefficient variables, we follow the framework of
the alternative-direction method of multipliers (ADMM) [11]. Consider the augmented Lagrangian with respect to the constraint (2.10),

$$L_\mu (\tilde{X}, \tilde{C}, \Lambda) := \|Y - F\tilde{X}\|_F^2 + \langle \Lambda, \tilde{X} - D\tilde{C} \rangle + \frac{\mu}{2} \|\tilde{X} - D\tilde{C}\|_F^2,$$ (2.11)

where the constant $\mu > 0$ is a parameter and the dual variable $\Lambda$ is an $N \times n$ matrix. ADMM alternates between minimizing the augmented Lagrangian with respect to each primal variable sequentially and updating the dual variable. We now describe each of the updates in more detail. We denote the values of the different variables at iteration $l$ by $C^{(l)}$, $X^{(l)}$ and $\Lambda^{(l)}$. More details on the implementation can be found in Ref. [2].

### Updating $\tilde{X}$

If we fix $\tilde{C}$ and $\Lambda$, minimizing $L_\mu$ over $\tilde{X}$ is equivalent to solving the least-squares problem

$$X^{(l+1)} := \arg\min_{\tilde{X}} \left\| Y - F\tilde{X} \right\|_F^2 + \frac{\mu}{2} \left\| \tilde{X} - DC^{(l)} - \frac{1}{\mu} \Lambda^{(l)} \right\|_F^2.$$ (2.12)

This step amounts to estimating a magnetization matrix that fits the data while being close to the magnetization corresponding to the current estimate of dictionary coefficients. The optimization problem has a closed-form solution, but due to the size of the matrices it is more efficient to solve it using an iterative algorithm such as the conjugate-gradients method [64].

### Updating $\tilde{C}$

If we fix $\tilde{X}$ and $\Lambda$, minimizing $L_\mu$ over $\tilde{C}$ decouples into $N$ subproblems. In more detail, the goal is to compute a sparse nonnegative vector of coefficients $\tilde{c}^{[j]}$ for each voxel $j$, $1 \leq j \leq N$, such that

$$\left( X^{(l)} - \frac{1}{\mu} \Lambda^{(l)} \right)^{[j]} \approx D \tilde{c}^{[j]},$$ (2.13)

where the left hand side corresponds to the $j$th column of $X^{(l)} - \frac{1}{\mu} \Lambda^{(l)}$. This collection of sparse-recovery problems is very challenging to solve due to the correlations between the columns of $D$. In Sections 2.4, 2.5 and 2.6 we present an algorithm to tackle them efficiently.

### Updating $\Lambda$

The dual variable is updated by setting

$$\Lambda^{(l+1)} := \Lambda^{(l)} + \mu \left( X^{(l)} - \tilde{D}C^{(l)} \right).$$ (2.14)

We refer to [11] for a justification based on dual-ascent methods.
2.3 Dictionary compression

As explained in Section 2.4 the columns in the dictionary of fingerprints $D$ are highly correlated. Consequently, $D$ is approximately low rank: if we consider its singular value decomposition

$$D = U \Sigma V^T,$$

where the superscript $T$ denotes the transpose. The singular values in $\Sigma$ present a rapid decay, so its column space is well approximated as the span of the first few left singular vectors (see Figure 2). Following [2,54], we exploit this low-rank structure to compress the dictionary. Let $U_k \Sigma_k V_k^T$ denote the rank-$k$ truncated SVD of $D$, where $U_k$ contains the first $k$ left singular vectors and $\Sigma_k$ and $V_k$ the corresponding singular values and right singular vectors. If the measured data follow the linear model $Y \approx FDC$, then

$$Y \approx \mathcal{F} U_k \Sigma_k V_k^T C$$

$$= \mathcal{F} \mathcal{D} C,$$

where $\mathcal{F} := \mathcal{F} U_k$ is a modified linear operator and

$$\mathcal{D} := \Sigma_k V_k^T$$

$$= U_k^T D.$$

$\mathcal{D}$ can be interpreted as a compressed dictionary with dimensions $k \times m$ obtained by projecting each fingerprint onto the $k$-dimensional subspace spanned by the columns of $U_k$, which are depicted on the right image of Figure 2. In our experiments, $D$ is well approximated by $U_k \Sigma_k V_k^T$ for values of $k$ between 10 and 15. As a result, replacing $\mathcal{F}$ by $\mathcal{F}$ and $D$ by $\mathcal{D}$ within the ADMM framework in Section 2.2 dramatically decreases the computational cost.
2.4 Sparse estimation via $\ell_1$-norm minimization

In this section, we consider the problem of estimating the tissue parameters at a fixed voxel from the time evolution of its magnetization signal. As described in Section 2.2, this is a crucial step in fitting the MRF multicompartment model. To simplify the notation, we denote the discretized magnetization signal at an arbitrary voxel by $x \in \mathbb{R}^n$ (where $n$ is the number of time samples) and the sparse vector of coefficients by $c \in \mathbb{R}^m$. In Eq. (2.13), $x$ represents the column of $X(l) - \frac{1}{\mu} A(l)$ corresponding to the voxel at a particular iteration $l$ of the alternating scheme.

Let us first consider the sparse recovery problem assuming that the magnetization estimate is exact. In that case there exists a sparse vector $c$ such that

$$x = Dc.$$  \hspace{1cm} (2.20)

Even in this simplified scenario, computing $c$ from $x$ is very challenging. The dictionary is overcomplete: there are more columns than time samples because the number of fingerprints $m$ is larger than the number of time samples $n$. As a result the linear system is underdetermined: there are infinite possible solutions. However, we are not interested in arbitrary solutions, but rather in sparse solutions, where $c$ contains a small number of nonzero entries corresponding to the tissues present in the voxel.

There is a vast literature on the recovery of sparse signals from underdetermined linear measurements. Two popular techniques are greedy methods that select columns from the dictionary sequentially [52,60] and optimization-based approaches that minimize a sparsity-promoting cost function such as the $\ell_1$ norm [16, 20, 27]. Theoretical analysis of these methods has established that they achieve exact recovery and are robust to additive noise if the overcomplete dictionary is incoherent, meaning that the correlation between the columns in the dictionary is low [8,14,17,27,28,36,55,71]. Some of these works assume stronger notions of incoherence such as the restricted-isometry condition [17] or the restricted-eigenvalue condition [8].

Unfortunately, MRF dictionaries are highly coherent: the correlation between fingerprints corresponding to similar parameters is very high. This is illustrated by Figure 3, which shows the correlations between columns for a simple MRF dictionary simulated following [3, 4]. For ease of visualization, the only parameter that varies in the dictionary is $T_1$ (the value of $T_2$ is fixed to 62 ms), so that the correlation in the depicted dictionary has a very simple structure: neighboring columns correspond to similar values of $T_1$ and are, therefore, more correlated, whereas well-separated columns are less correlated. For comparison, the figure also shows the correlations between columns for a typical incoherent compressed-sensing dictionary generated by sampling each entry independently from a Gaussian distribution [18,27].

Coherence is not only a problem from a theoretical point of view. Most fast-estimation methods for sparse recovery exploit the fact that for incoherent dictionaries like the Gaussian dictionary in Figure 3 the Gram matrix $D^T D$ is close to the identity. As a result, multiplying the data by the transpose of the dictionary yields a noisy approximation to the sparse coefficients

$$D^T y = D^T Dc \approx c,$$  \hspace{1cm} (2.21)

which can be cleaned up using some form of thresholding. This concept is utilized by greedy approaches such as orthogonal matching pursuit [60] or iterative hard-thresholding methods [10],
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Figure 3: The figure shows a small selection of columns in a magnetic-resonance fingerprinting (MRF) dictionary (top left) and an i.i.d. Gaussian compressed-sensing dictionary (top right). In the MRF dictionary, generated using the approach in [3, 4], each column corresponds to the time evolution of the magnetization for a value of the relaxation parameter $T_1$ (for simplicity $T_2$ is fixed to 62 ms). In the bottom row we show the correlation of the selected columns with every other column in the dictionary. This reveals the high local coherence of the MRF dictionary (left), compared to the incoherence of the compressed-sensing dictionary (right).
as well as fast algorithms for $\ell_1$-norm minimization such as proximal methods \cite{22} and coordinate descent \cite{33}, which use iterative soft-thresholding instead. When the dictionary is coherent, and $D^T y$ is no longer approximately sparse, these techniques are extremely slow and often fail to converge to a sparse estimate. As an example Figure 4 shows the result of applying the fast iterative shrinkage-thresholding algorithm (FISTA) \cite{5} to an MRF dictionary. The estimated coefficients are not sparse, which is consistent with numerical experiments reported in other works \cite{54}.

Recently, theoretical guarantees for sparse-decomposition methods have been established for dictionaries arising in super-resolution \cite{15,30} and deconvolution problems \cite{7}. As in the case of MRF, these dictionaries have very high local correlations between columns. These papers show that although robust recovery of all sparse signals in such dictionaries is not possible due to their high coherence, $\ell_1$-norm minimization achieves exact recovery of a more restricted class of signals: sparse superpositions of dictionary columns that are not highly correlated. To be clear, there may be arbitrarily high local correlations in the dictionary, as long the columns that are actually present in the measured signal are relatively uncorrelated with each other. In the case of MRF, this corresponds to a multicompartment model where the fingerprints of the tissues present in each voxel are sufficiently different. Our numerical results indicate that solving the convex program

$$\min_{\tilde{c} \in \mathbb{R}^m} \quad ||\tilde{c}||_1$$
$$\text{subject to} \quad D\tilde{c} = x$$
$$\tilde{c} \geq 0. \quad (2.24)$$

makes it possible to successfully fit the sparse multicompartment model, as long as the parameters of each compartment are not too close (see Figure 8). Crucially, we observe that it is necessary to use high-precision second-order methods \cite{35} in order to achieve exact recovery. In contrast, fast $\ell_1$-norm minimization algorithms based on soft-thresholding or coordinate descent converge extremely slowly or fail to achieve exact recovery due to the coherence of the dictionary, as illustrated by the example in Figure 4. The nonnegative constraint in (2.24) stems from the fact that the coefficients in the multicompartment model correspond to the proton densities of each tissue and, therefore, cannot be negative. In practice, this constraint implies that all compartments have the same complex phase.

### 2.5 Robust sparse estimation via reweighted-$\ell_1$-norm minimization

In the previous section, we discuss exact recovery of the sparse coefficients in a multicompartment model under the assumptions that (1) there is no noise and (2) the fingerprints corresponding to the true parameters are present in the dictionary. In practice, neither of these assumptions holds: noise is unavoidable, the tissue parameters may have any value in the continuous parameter space and the data $x$ used to fit the model is perturbed by aliasing artifacts (recall that it corresponds to a column in $X^{(l)} - \frac{1}{\mu} A^{(l)}$ at iteration $l$ of the alternating scheme described in Section 2.2). A standard way to account for additive noise and model imprecisions in sparse-recovery problems is to relax the $\ell_1$-norm minimization problem (2.24) to a regularized least-squares problem of the form

$$\min_{\tilde{c} \in \mathbb{R}^m} \quad \frac{1}{2}||D\tilde{c} - x||^2 + \lambda||\tilde{c}||_1$$
$$\text{subject to} \quad \tilde{c} \geq 0. \quad (2.25)$$
Figure 4: The data in the top row are an additive superposition of two columns from the MRF (left) and the compressed-sensing (right) dictionaries depicted in Figure 3. The correlation between the data and each dictionary column (second row) is much more informative for the incoherent dictionary (right) than for the coherent one (left). A fast first-order method [5, 6] designed to solve problem (2.24) (third row) achieves exact recovery of the true support for the compressed-sensing problem (right), but fails for MRF (left). In contrast, solving (2.24) using a high-precision solver [35] achieves exact recovery in both cases (bottom row).
where $\lambda \geq 0$ is a regularization parameter that governs the trade-off between the least-squares data-consistency term and the $\ell_1$-norm regularization term. Solving (2.25) to perform sparse recovery is a popular sparse-regression method known as the lasso in statistics [68] and basis pursuit in signal processing [20].

Figure 5 shows the results of estimating the components of a noisy MRF signal by solving problem (2.25) for different values of the parameter $\lambda$. For large values of $\lambda$, the solution is sparse, but the fit to the data is not very accurate and the true support is not well approximated. For small values of $\lambda$, the solution to the convex program correctly locates the vicinity of the true coefficients, but it is contaminated by small spurious spikes. Reweighted-$\ell_1$-methods [19, 74] are designed to enhance the performance of $\ell_1$-norm-regularized problems by promoting sparser solutions that are close to the initial estimate. In the case of the MRF dictionary, these methods are able to remove the spurious small spikes while retaining an accurate support estimate. This is achieved by solving a sequence of weighted $\ell_1$-norm regularized problems of the form

$$
\begin{align*}
\minimize_{\tilde{c} \in \mathbb{R}^m} & \quad \frac{1}{2} \|D\tilde{c} - x\|^2 + \lambda \sum_{i=1}^m \omega_i^{(k)} \tilde{c}_i \\
\text{subject to} & \quad \tilde{c} \geq 0
\end{align*}
$$

for $k = 1, 2, \ldots$. We denote the solution of this optimization problem by $\tilde{c}^{(k)}$. The entries in the initial vector of weights $\omega^{(1)}$ are initialized to one, so $\tilde{c}^{(1)}$ is the solution to problem (2.25). The weights are then updated depending on the subsequent solutions to problem (2.26).

We consider two different reweighting schemes. The first, proposed in [19], simply sets the weights
Figure 6: Solutions to problem (2.26) (bottom) and corresponding weights (top) computed following the reweighting scheme (2.27), with $\lambda := 10^{-3}$ and $\epsilon := 10^{-8}$. The data are the same as in Figure 5.

Figure 7: Solutions to problem (2.26) (bottom) and corresponding weights (top) computed following the reweighting scheme (2.28), with $\lambda := 10^{-3}$ and $\epsilon := 10^{-8}$. The data are the same as in Figure 5.
to be inversely proportional to the previous estimate $\hat{c}^{(k-1)}$

$$\omega_i^{(k)} := \frac{1}{\epsilon + |\hat{c}^{(k-1)}|}, \quad 1 \leq i \leq m,$$  \hspace{1cm} (2.27)

where $\epsilon$ is a parameter typically fixed to a very small value with respect to the expected magnitude of the nonzero coefficients (e.g. $10^{-8}$) in order to preclude division by zero. Intuitively, the weights penalize the coefficients that do not contribute to the fit in previous iterations, promoting increasingly sparse solutions. Mathematically, the algorithm can be interpreted as a majorization-minimization method for a non-convex sparsity-inducing penalty function [19]. The second updating scheme, proposed in [74] and inspired by sparse Bayesian learning methods [75], is of the form

$$\omega_i^{(k)} := \left( D^T_i (\epsilon I + DC^{-1}WD^T)^{-1}D_i \right)^{\frac{1}{2}},$$  \hspace{1cm} (2.28)

$$C := \text{diag} \left( \hat{c}^{(k-1)} \right),$$  \hspace{1cm} (2.29)

$$W := \text{diag} \left( \omega^{(k-1)} \right),$$  \hspace{1cm} (2.30)

where $\epsilon$ is a parameter which precludes the matrix $\epsilon I + DX^{-1}WD^T$ from being singular. The reweighting scheme sets $\omega_i^{(k)}$ to be small if there is any large entry $\hat{c}_j^{(k-1)}$ such that the corresponding columns of the dictionary $D_i$ and $D_j$ are correlated. This produces smoother weights than (2.27) providing more robustness to initial errors in the support estimate.

Figures 6 and 7 show the results obtained by applying reweighted-$\ell_1$-norm regularization to the same problem as in Figure 5. As expected, the update (2.28) yields smoother weights. Convergence to a sparse solution is achieved in just two iterations. The estimate is an accurate estimate of the parameters despite the presence of noise and the gridding error (the true parameters do not lie on the grid used to construct the dictionary).

In order to evaluate the performance of the sparse recovery algorithm, we carried out an experiment with data simulated from a voxel containing a 50%-50% mix of two compartments. The parameters of the first compartment are fixed ($T_1 = 0.21$ s, $T_2 = 9$ ms), whereas the parameters of the second compartment vary on a fine grid ($T_1$ between 0.1 s and 2.0 s and $T_2$ between 5 ms and 100 ms). The data were generated by adding the fingerprints from the two compartments and perturbing the result with i.i.d. Gaussian noise. Figure 8 shows the result of fitting the multicompartment model using the reweighting scheme defined in Eq. (2.28), as the parameters of the second compartment vary. In the noiseless case, exact recovery occurs (even without reweighting) except for very close values. For the noisy data, the algorithm tends to detect the correct number of components as long as the parameters of the two components are not too similar, i.e. they are sufficiently separated in parameter space (b, c). The accuracy of the parameter estimate then decreases as the noise level increases (e, f, h, i), resulting in some cases in the appearance of a spurious third compartment (b, c). When the parameters of both compartments are very close in parameter space, the algorithm tends to estimate a single compartment. This occurs in the red region around the green square in subfigure b. Increasing the noise increases the size of the region (c). Within it, one can observe that the reconstructed compartment lies between the two original compartments, as indicated by the slope in the error (e, f, h, i). Areas with $T_1 \approx T_2$ seem to be subject to a systematic overestimation of the number of compartments, as well as an overestimation of $T_2$ (c, i), while the error in the relaxation times is less structured in the rest of the parameter space (e, f, h, i).
Figure 8: This figure depicts the results of reconstructing one compartment with $T_1 = 0.21\,\text{s}$ and $T_2 = 9\,\text{ms}$ (marked by the green square), in the presence of a second compartment with $T_1$ values between $0.1\,\text{s}$ and $2.0\,\text{s}$ and $T_2$ values between $5\,\text{ms}$ and $100\,\text{ms}$ (the proton density of each tissue is 0.5). The fingerprints were generated for a single-voxel without k-space undersampling and following Refs. [3,4]. I.i.d. Gaussian noise is added to the simulated data. The reconstruction was performed with the reweighting scheme defined in Eq. (2.28), where the weighted $\ell_1$-norm minimization problems are solved using the method described in Section 2.6. The first row depicts the number of compartments resulting from the reconstruction (the ground truth is two). The second and third row show the $T_1$ and $T_2$ errors, respectively. These errors correspond to the signed distance between the relaxation times of the fixed compartment ($T_1 = 0.21\,\text{s}$ and $T_2 = 9\,\text{ms}$) and the closest relaxation time of the reconstructed atoms. The results are averaged over 5 repetitions with different noise realizations.
2.6 Fast interior-point solver for $\ell_1$-norm regularization in coherent dictionaries

In this section we describe an interior-point solver for the $\ell_1$-norm regularized problem

\[
\begin{aligned}
\minimize_{\tilde{c} \in \mathbb{R}^m} & \quad \frac{1}{2} \| D\tilde{c} - x \|_2^2 + \lambda \sum_{i=1}^m \tilde{c}_i \\
\text{subject to} & \quad \tilde{c} \geq 0,
\end{aligned}
\]

(2.31)

which allows us to apply the reweighting schemes described in Section 2.5 efficiently. Interior-point methods enforce inequality constraints by using a barrier function [12, 58, 77]. In this case we use a logarithmic function that forces the coefficients to be nonnegative. Parametrizing the modified optimization problem with $t > 0$, we obtain a sequence of cost functions of the form

\[
\phi_t(\tilde{c}) := \frac{1}{2} t \| D\tilde{c} - x \|_2^2 + t\lambda \sum_{i=1}^n \tilde{c}_i - \sum_{i=1}^n \log \tilde{c}_i.
\]

(2.32)

The central path of the interior-point scheme consists of the minimizers of $\phi_t$ as $t$ varies from 0 to $\infty$. To find a solution for problem 2.31, we find a sequence of points $c(1), c(2), \ldots$ in the central path by iteratively solving the Newton system

\[
(Z + 2tD^T D)\left(c^{(k)} - c^{(k-1)}\right) = -\nabla \phi_t \left(c^{(k-1)}\right)
\]

(2.33)

where

\[
Z := \text{diag} \left( \frac{1}{\tilde{c}_1^2}, \ldots, \frac{1}{\tilde{c}_m^2} \right).
\]

(2.34)

This is essentially the approach taken in [13, 42] to tackle $\ell_1$-norm regularized least squares. Solving (2.33) is the computational bottleneck of this method. In the case of the MRF dictionary, $D^T D$ is a matrix of rank $k$, where $k$ is the order of the low-rank approximation to the dictionary described in Section 2.3. As a result, solving the Newton system (2.33) directly is extremely slow for large values of $t$. Using a preconditioner of the form

\[
P := 2t \text{diag}(D^T D) + Z
\]

(2.35)

combined with an iterative conjugate-gradient method to invert the system, as suggested in [42], does not alleviate this problem due to the ill-conditioning of the matrix as $t$ grows large.

In order to solve the Newton system (2.33) efficiently, we take a different route: exploiting the low-rank structure of the Hessian by applying the Woodbury inversion lemma, also known as Sherman-Morrison-Woodbury formula.

**Lemma 2.1 (Woodbury inversion lemma).** Assume $A \in \mathbb{R}^{n \times n}$, $B, G \in \mathbb{R}^{n \times r}$ and $L \in \mathbb{R}^{r \times r}$. Then,

\[
(A + BLG^T)^{-1} = A^{-1} - A^{-1}B(L^{-1} + GA^{-1}B)^{-1}GA^{-1}
\]

(2.36)

Setting $A := Z$, $B := D$, $G := D^T$ and $L := I \in \mathbb{R}^k$ in the lemma yields the following expression for the inverse of the system matrix

\[
(Z + 2tD^T D)^{-1} = Z^{-1} - 2tZ^{-1}D^T(I^{-1} + 2tDZ^{-1}D^T)^{-1}DZ^{-1}.
\]

(2.37)
Figure 9: Computation times of the proposed Woodbury-inversion method compared to a general-purpose solver [35] and an approach based on preconditioned conjugate-gradients (CG) [42]. MRF dictionaries containing different numbers of fingerprints in the same range ($T_1$ values from 0.1 s to 2 s, $T_2$ values from 0.005 s to 0.1 s) were generated using the approach described in Refs. [3,4]. Each method was applied to solve 10 instances of problem (2.31) for each dictionary size on a computer cluster (Four AMD Opteron 6136, each with 32 cores, 2.4 GHz, 128 GB of RAM).

Since in practice $k$ is very small (typically between 10 and 15) due to the dictionary-compression scheme described in Section 2.3 and $Z$ is diagonal, using this formula accelerates the inversion of the Newton system dramatically.

Figure 9 compares the computational cost of our method based on Woodbury-inversion with a general-purpose convex-programming solver based on an interior-point method [35] and an interior-point method tailored to large-scale problems, which applies the preconditioner in Eq. (2.35) and uses an iterative method to solve the Newton system [42]. Our method is almost an order of magnitude faster for dictionaries containing up to $10^4$ columns.

To conclude the section, we note that this algorithm can be directly applied to weighted $\ell_1$-norm-regularization least squares problems of the form

$$\min_{\tilde{c} \in \mathbb{R}^m} \frac{1}{2} ||D\tilde{c} - x||^2 + \lambda \sum_{i=1}^{m} W\tilde{c}_i$$

subject to $\tilde{c} \geq 0$, \hspace{1cm} (2.38)

where $W$ is a diagonal matrix containing the weights. We just need to apply the change of variable $\tilde{c}' = W\tilde{c}$ and $D' = DW^{-1}$. Since the weights are all positive, the constraint $\tilde{c} \geq 0$ is equivalent to $\tilde{c}' \geq 0$. 
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3 Results

3.1 Simulations

In this section, we evaluate our methods on a numerical phantom that mimics an MRF experiment with radial k-space sampling. The numerical phantom has 16 different 19x19 voxel regions. The voxels in each region consist of either one or two compartments with relaxation times in the same range as biological tissues such as myelin water (A), gray matter (B), white matter (C), and cerebrospinal fluid (C). Figure 10 depicts the structure of the phantom along with the corresponding relaxation times. For each compartment, a fingerprint was calculated with Bloch simulations utilizing the flip angle pattern described in Fig. 3k in [4]. These fingerprints are then combined additively to yield the multicompartment fingerprints of each voxel. The data correspond to undersampled k-space data of each time frame, calculated with a non-uniform fast Fourier transform [2, 31] with 16 radial k-space spokes per time frame. The fingerprints consist of 850 time frames, and the trajectory of successive time frames are rotated by 16 times the golden angle with respect to each other [73]. Noise with an i.i.d Gaussian distribution was added to the simulated k-space data to achieve different signal-to-noise ratios.

When two different tissues are present in a voxel, two conditions are necessary so that the problem of distinguishing their contributions to the signal is well posed. First, their corresponding fingerprints should be sufficiently distinct, i.e. have a low correlation coefficient (c.f. Section 2.4). Second, the weighted sum of their fingerprints should be different from any other fingerprint in the dictionary. Otherwise, a single-compartment model will fit the data well. Figure 11 shows the correlations between the fingerprints corresponding to each of the tissues present in the numerical phantom and the rest of the fingerprints in the dictionary. For tissues that have similar $T_1$ and $T_2$ values, the correlation is very high. In particular, the fingerprints corresponding to tissue B and C are extremely similar. Furthermore, their additive combination is almost indistinguishable from another fingerprint also present in the dictionary, as illustrated in Figure 12. It will consequently be hardly possible to distinguish a voxel containing a single tissue with that particular fingerprint and a two-compartment voxel containing tissue B and C if there is even a very low level of noise in the data. For the other combinations of the four examined relaxation times, this is not the case.

To estimate the relaxation times $T_1$ and $T_2$ from the simulated data we apply the method described in Section 2.2 while fixing the number of ADMM iterations to 10. We compress the dictionary by truncating its SVD to obtain a rank-10 approximation, as described in Section 2.3. The magnetization vector $\tilde{X}$ is updated by applying 10 conjugate-gradient iterations. The coefficient variable $\tilde{C}$ is updated by applying the reweighted-$\ell_1$ method described in Section 2.5 over 5 iterations with the reweighting scheme in equation (2.27) (the reweighting scheme (2.28) yields similar results).

Figure 13 shows the reconstructed parameter maps for an $SNR = 10^3$ (the SNR is defined by the ratio between the $\ell_2$-norm of the signal and the added noise), and using 16 radial k-space spokes. The multicompartment reconstruction recovers the two compartments accurately, except for the voxels that contain the highly correlated tissues B and C. This behavior is expected due to the high correlations of the fingerprints of those tissues (c.f. Figure 12). The model also yields an accurate estimate of the proton density of the compartments that are present in each voxel (except, again, for voxels containing tissue B and C). In most voxels, the reconstruction does not detect additional compartments, even though this is is not explicitly enforced. Figure 14 shows that the performance...
Figure 10: The numerical phantom consists of four different synthetic tissues with relaxation times in the range commonly found in biological brain tissue. In particular, the relaxation times of tissues A-D are in the range found in myelin water, gray matter, white matter, and cerebrospinal fluid. The phantom is a sum of rows and columns of the corresponding types of tissue in increasing order of the $T_1$ relaxation time. When sorting the compartments of each voxel by the $T_1$ relaxation time, the numerical phantom has the depicted diagonal structure.
Figure 11: Correlation between the fingerprints corresponding to the four tissues with other fingerprints in the dictionary, indexed by their $T_1$ and $T_2$ values. The tissue corresponding to the fixed fingerprint is marked with a star, the position of the other three tissues also present in the phantom are marked with dots.
Figure 12: Simulated fingerprints of tissue B and C, and a 50%-50% combination of those tissues are shown, along with a single-compartment (SC) reconstruction, i.e. the fingerprint in the dictionary that is closest to the 50%-50% combination. In this particular example, the fingerprints of those tissues are highly correlated, and the single-compartment reconstruction represents the data well (the relative error in the $\ell_2$-norm is 1.42%). As a result, the multicompartment reconstruction cannot distinguish the two compartments if the data contain even a small level of noise.

degraded gracefully when the SNR is decreased to 100: the model still achieves similar results, only noisier, and a spurious third compartment with a relatively low proton density appears in some voxels.

To evaluate the performance of the method at different undersampling factors, we fit the multicompartment model to the simulated phantom data using different number of radial k-space spokes. Figure 15 shows the decrease in the normalized root-mean-square-error (NRMSE) of the $T_1$ and $T_2$ estimates averaged over all voxels in the phantom. As expected, the NRMSE decreases when acquiring more k-space spokes. As explained above, the largest contributor to the NRMSE are the voxels that contain both tissue B and C, so the NRMSE excluding these voxels is also depicted. The scatter plots in Figure 16 show the results at each voxel containing a 50%-50% mixture of tissue A and C. The two compartments are separated accurately, even when only two radial k-space spokes are measured. As more samples are gathered, the two clusters corresponding to the two tissues concentrate more tightly around the ground truth. Similarly, when keeping the number of k-space spokes fixed and increasing the SNR, the NRMSE decreases as expected (Figure 17) and the estimated parameters converge to the ground truth (Figure 18). The dependence of the reconstruction quality on the correlation of the fingerprints is visualized in Figure 19, where scatter plots for all tissue combinations are shown. One can observe a dependency of the reconstruction quality on the distance of the two compartments in parameter space. In particular, the combination of tissues B and C, which have highly correlated fingerprints, results in a single compartment fit (see Figure 12).
Figure 13: The depicted parameter maps were reconstructed from data simulated with an SNR = $10^3$ and using 16 radial k-space spokes. The proton density (PD, third row) is here equivalent to the fraction of the recovered compartments. The compartments in each voxel are sorted according to their $\ell_2$-norm distance to the origin in $T_1$-$T_2$ space. Compare to Figure 10, which shows the ground truth.
Figure 14: The depicted parameter maps were reconstructed from data simulated with an SNR = 100 and using 16 radial k-space spokes. The proton density (PD, third row) is here equivalent to the fraction of the recovered compartments. The compartments in each voxel are sorted according to their $\ell_2$-norm distance to the origin in $T_1$-$T_2$ space. Compare to Figure 10, which shows the ground truth.
3.2 Phantom experiment

For validation on real data, we performed an imaging experiment on a clinical MR system with a field strength of 3 Tesla (Prisma, Siemens, Erlangen, Germany). We designed a dedicated phantom and manufactured it using a 3D printer (Figure 20). The structure of the phantom is effectively the same as that of the simulated phantom described in Section 3.1 and Figure 10: the diagonal elements contain only one compartment, whereas the off-diagonal elements contain two compartments. The compartments were filled with different solutions of doped water in order to achieve relaxation times in the range of biological tissues. MRF scans were performed with the sequence described in Fig. 3k of Ref. [4] with 8 radial k-space spokes per time frame and the same parameters otherwise.

Figure 21 shows the parameter maps reconstructed with a single-compartment model and a low-rank ADMM algorithm [2]. For the diagonal elements of the grid phantom, which only contain signal from a single compartment, we consider the identified $T_1$ and $T_2$ values listed in Table 1 as the reference gold standard. In the off-diagonal elements, the single-compartment model fails to account for the presence of two compartments, and the estimates are apparent relaxation times that lie in between the underlying values of the two compartments. Note that the square shape of the phantom causes significant variations in the main magnetic field towards the edges of the phantom. Since we do not account for those variations, substantial artifacts can be observed in those areas (Figure 21).

Figure 22 shows the parameter maps reconstructed with the proposed multicompartment recon-
Figure 16: Scatter plots showing the estimated $T_1$ and $T_2$ values in the multicompartiment model for voxels containing tissue A and C. Different number of radial k-spaces spokes are tested at a fixed SNR of $10^3$. The two clusters corresponding to the two tissues concentrate more tightly around the ground truth (GT, marked with black crosses) as the number of spokes increases.
Figure 17: The normalized root-mean-square errors (NRMSE) in the $T_1$ and $T_2$ estimates are plotted as a function of the SNR when acquiring 8 radial k-space spokes. The NRMSE is defined as the root-mean square of the $\Delta T_{1,2}/T_{1,2}$. The results are averaged over 10 realizations of the noise, and the hardly-visible error bars depict one standard deviation of the variation between different noise realizations. The NRMSE was also computed excluding voxels containing a combination of tissue B and C, because the corresponding fingerprints are highly correlated.

Figure 18: Scatter plots showing the estimated $T_1$ and $T_2$ values in the multicompartment model for voxels containing tissue A and C. The data was reconstructed from 16 radial k-space spokes. The two clusters corresponding to the two tissues concentrate more tightly around the ground truth (GT, marked with black crosses) as the SNR increases.
Figure 19: Scatter plots showing the estimated $T_1$ and $T_2$ values in the multicompartment model for simulated data with an SNR = 100 and using 16 radial k-space spokes. Each subplot shows the estimated values of voxels containing combination of the tissue on the top and the tissue to the right of the subplot. The ground truth is also marked with black crosses as reference.
Figure 20: Computer-aided design (left) and the corresponding 3D-printed phantom (right) used for the phantom evaluation. It contains two layers, one with four horizontal and one with four vertical bars. Imaging a slice that contains both layers results in the same effective structure as the numerical phantom shown in Figure 10.

Figure 21: The depicted parameter maps were reconstructed from data measured in a phantom and using a single-compartment model. The data were acquired using 8 radial k-space spokes. The colorbar is adjusted so that distinct colors correspond to the parameters of the gold-standard reference measurements: red, yellow green and blue represent the solutions A-D.
Table 1: The gold-standard (GS) values measured by single-compartment reconstruction on the diagonal grids of phantom described in Figure 20, where only a single compartment is present.

|       | A            | B            | C            | D            |
|-------|--------------|--------------|--------------|--------------|
| $T_1$ (s) | 0.1262 ± 0.0075 | 0.5075 ± 0.015 | 0.7640 ± 0.055 | 1.831 ± 0.061 |
| $T_2$ (s) | 0.0174 ± 0.0046 | 0.1019 ± 0.0084 | 0.1328 ± 0.018 | 0.66 ± 0.21   |

Table 2: Mean values and standard deviations of the multicompartment estimates for the selected combinations appearing in Figure 23.

|       | A and C | A and D | B and D |
|-------|---------|---------|---------|
| $T_1$ (s) | 0.35 ± 0.25 | 0.58 ± 0.26 | 0.24 ± 0.26 | 1.40 ± 0.57 | 0.66 ± 0.18 | 1.49 ± 0.36 |
| $T_2$ (s) | 0.068 ± 0.071 | 0.20 ± 0.20 | 0.063 ± 0.24 | 1.20 ± 0.58 | 0.080 ± 0.11 | 1.25 ± 0.44 |

At the diagonal elements, results are consistent with the single-compartment reconstruction, except for some voxels where a spurious second compartment appears with low proton density. This indicates that the method correctly identifies voxels containing only a single compartment. In the off-diagonal grid elements, two significant compartments are detected for most voxels, and the relaxation times coincide with the gold-standard within a standard deviation (Table 2). However, the noise level is quite severe at the given experimental conditions. Further, a spurious third compartment with low proton density is detected in some voxels. In contrast, many voxels containing the combination of the doped water solutions B and C are reconstructed as a single compartment with apparent relaxation times between the gold-standard values. This is expected, since the corresponding fingerprints are almost indistinguishable, as in the case of the simulated tissues B and C (c.f. Fig. 8). Errors are larger for $T_2$ than for $T_1$, as expected from the Cramér-Rao bound estimation performed in [4]. The artifacts towards the edge of the phantom are due to variations in the main magnetic field (c.f. to the single compartment reconstruction in Figure 21).

Further insights are provided by the scatter plots depicted in Figure 23, which combines the estimated relaxation times of all voxels containing respective combination of doped water solutions. The multicompartent reconstruction correctly detects the presence of both tissues and the estimated relaxation times cluster around the gold-standard values. In contrast, the single-compartment algorithm results in a single cluster of apparent relaxation times at a position in parameter space that provides little information about the underlying tissue composition.

4 Conclusions and Future Work

In this work we propose a framework to perform quantitative estimation of parameter maps from magnetic resonance fingerprinting data, which accounts for the presence of more than one tissue compartment in each voxel. This multi-compartment model is fitted to the data by solving a sparse linear inverse problem using reweighted $\ell_1$-norm regularization. Numerical simulations show that an efficient interior-point method is able to tackle this sparse-recovery problem, yielding sparse solutions that correspond to the parameters of the tissues present in the voxel. In contrast, alternative
Figure 22: The parameter maps of the scanned phantom was reconstructed using the proposed multicompartment method. The data were acquired using eight radial k-space spokes. The three compartments with the highest detected proton density are shown here, and are sorted in each voxel according to their $\ell_2$-norm distance to the origin in $T_1$-$T_2$ space. The colorbar is adjusted so that distinct colors correspond to the parameters of the gold-standard reference measurements: red, yellow green and blue represent the four solutions.
approaches based on $\ell_2$-norm reweighting \cite{54} yield locally dense solutions, which are interpreted as a probability density of the tissue parameters.

The proposed method is validated through simulations, as well as with a controlled phantom imaging experiment on a clinical MR system. The results indicate that incorporating a sparse-estimation procedure based on reweighed $\ell_1$-norm regularization is a promising avenue towards achieving multicompartiment parameter mapping from MRF data. However, the proposed method still requires a high SNR, which entails long scan times for in vivo applications. A promising research direction is to incorporate additional prior assumptions on the structure of the parameter maps in order to leverage the method in the realm of clinically-feasible scan times. Future work will further include the application of the proposed framework to the quantification of the myelin-water fraction in the human brain, which is an important biomarker for neurodegenerative disease.
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