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ABSTRACT

In the present paper, the solution of the seismic data inversion problem through multi-objective optimization with NSGA II is addressed. The seismic inversion consists of estimating the slowness of rocks in the subsurface from the travel times of the waves through the transmitters and receivers of the seismic waves. The inversion process uses the multi-objective optimization technique, in which it is necessary to estimate the trade-off between the misfit functional and the stabilizing constraint. The constraint used was the classic first-order Tikhonov. A synthetic model of inclined layers was chosen. The results obtained were acceptable. Based on the graph of the cumulative errors related to the solution, it was estimated correctly, that is, the optimization method used was effective to obtain acceptable results, in addition to the constraint solving the instability problem of the inverse problem treated. Another important result was the achievement of a convergence curve on the Pareto frontier, an important result for future research.
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1 Introduction

Inverse geophysical problems can be put in the form of a single-objective optimization problem, which is premised on finding a solution in a search space through an objective function. These are solved through the weights (or weighted sum) in which all objective functions are linearly combined into a single functional. This consists of two parts, the misfit, how much closer the estimated solution is to the true one, and a geological constraint on priori, which in this case is the constraint. In this case, we use a weight for the constraint, called the Lagrange multiplier $\lambda$, which is an indication factor or how much of the constraint will be incorporated into a solution, chosen through the method of curvature L, being normally used in linear problems [1]. However, in this method, the inversion process is complex and requires a priori choice of several parameters. This mode is indicated for vectorized multi-objective optimization, which eliminates the need to choose these weights.

Some papers using multi-objective optimization techniques can be cited [2, 3, 4, 5]. This optimization method has been shown to be effective in several engineering problems, computing and geophysics problems of joint inversion [6, 7, 8, 3]. However, there are not so many published papers with these algorithms with tomographic inversion and constraint, making a more in-depth study of this method necessary.

The vectorized multi-objective optimization is modeled from a function that takes as a parameter two separate objectives subject to a vector function of constraints. These are often in conflict with each other. A mono-objective inverse geophysical problem can be transformed into a multi-objective one, for that we transform the constraint into an objective, in this way we have two objectives, that of finding an acceptable proximate solution, and that of incorporating the constraint to the solution [9].

It is based on the discovery of solutions that satisfy a trade-off between the misfit functional and the application of the constraint. The two-dimensional Pareto front is created, which is the solution of a multi-objective algorithm, in which
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it has the acceptable optimal solutions, that is, the non-dominated solutions \[10\]. The Pareto front remains relatively unexplored in both linear and nonlinear problems.

Bioinspired global optimization methods are stochastic techniques to obtain minimization or maximization solutions through mathematical mechanisms extracted from nature. Like genetic algorithms, which are based on the genetic evolution of individuals \[11\]. Swarm Intelligence Algorithms, which are based on the personal knowledge of individuals and cultural transmission in the pursuit of an objective \[12\]. And hunting-based algorithms, based on a hierarchy and collaboration of a group of animals to capture the best prey \[13\].

The objective of this paper is to solve the tomographic inversion problem using the multi-objective genetic algorithm, with the use of straight ray modeling and the application of first order Tikhonov regularization.

2 Multi-objective Optimization

The process of systematically and simultaneously optimizing a collection of objective functions is called multi-objective optimization (MO). The inversion using a misfit and a constraint can be seen as a multi-objective optimization .

The MO can be defined as the minimization of a vector objective function \(F(s) = [F_1(s), F_2(s), ..., F_k(s)]\) which takes values in objective space \(\mathbb{R}^k\) subject to \(s = (s_1, s_2, ..., s_n) \in S \subset \mathbb{R}^n\), where \(S\) is a set of feasible solutions (parameter search space) of the multi-objective optimization problem.

\[
\min_{s \in S} F(s) = [F_1(s), F_2(s), ..., F_k(s)]
\]

\(k\) is the number of objective functions, \(s \in S\) is a vector of parameters (also called decision variables), where \(n\) is the number of independent variables \(s_i\). \(F(s) \in \mathbb{R}^k\) is a vector of objective functions \(F_i(s) : \mathbb{R}^n \to \mathbb{R}\). \(F_i(s)\) are also called objective functions or cost functions.

In the case of tomographic seismic inversion, the idea is to use simultaneously the optimality of the misfit, that is, the value of the estimated solution, and the incorporation of the constraint, tracing a Pareto frontier on \(\mathbb{R}^2\), thus selecting empirically from a set of iterations an acceptable solution. We can for example incorporate more than one constraint in this vector model, in this case we will obtain a Pareto surface in \(\mathbb{R}^3\). Since no optimal solution, denoted by \(s^*\), can in general simultaneously minimize each \(F_i\), an optimization concept that is useful in the multi-objective context is Pareto optimality.

2.1 Pareto Front

In multi-objective optimization it is generally impossible to satisfy all objectives simultaneously. This means that for the multi-objective problem \[1\] it is highly unlikely to have a single \(s^*\) that minimizes all \(F_i\) simultaneously; therefore, the solution is defined in terms of Pareto optimality in the following sense \[9\]; a feasible solution to a multi-objective optimization problem is Pareto optimal (non-inferior, non-dominated) if no other solution exists feasible that will produce an improvement in one objective without causing a degradation, at least in another objective. More formally we have the following definitions \[10\]:

**Definition 1** (Pareto optimality) A decision vector \(s^* \in S\) is a Pareto optimal (efficient, non-inferior, non-dominated) if there is no other decision vector \(s \in S\) such that \(F_i(s) \leq F_i(s^*)\) for all \(i = 1, ..., k\) and at least one of the inequalities is strict. An objective vector \(F(s^*) = \hat{z}\) is Pareto optimal if the corresponding decision vector \(s^* \in S\) is Pareto optimal.

The Pareto optimality concept can be used to determine decision vectors that can be mathematically considered as potential solutions to the problem described in the equation \[1\].

The Fig. \[1\] illustrates the concept of dominance and Pareto optimal set, that is, a set formed by Pareto optimal solutions (Pareto frontier).
In applications, the decision maker is often presented with several Pareto optimal points, from which the one that offers the best trade-off between the multiple objectives is selected. Theoretically, the more Pareto optimal points available (ideally the entire Pareto set), the better the final choice.

The set of Pareto optimal solutions of a multi-objective optimization problem is called the Pareto frontier. Depending on the problem, we can see such a set graphically, in objective space. The objective space differs from the parameter space, which is defined by the decision variables of the problem, as follows: the axes are represented by the objective functions of the problem, so each point in this space has its coordinates defined by the values of the objective functions evaluated in a point in the parameter space.

We often want to get the entire Pareto front, or at least an approximation of it. Although there are several optimal solutions found in the problem, we know that only one will be chosen in the end. This chosen solution is called the best compromise solution. The ratio of the amount that must be increased for one objective in order to decrease another objective is called the trade-off. Trade-offs and Pareto optimal solutions are two types of important information for the decision maker to choose the best compromise solution.

2.2 Global Optimization Methods

In this paper the crosswell seismic inversion is posed as a vectorized multi-objective problem. To generate Pareto frontier we opted for linear global optimization methods. We can enumerate some advantages of this methodology:

- Ease of implementation;
- They are suitable for features in non-convex problems;
- Do not need to choose weights a priori;
- Flexibility in the mathematical formulation of the problem.

Genetic Algorithm (GA) is a method whose mathematical evolution aims to reproduce or imitate the evolutions of complex evolutionary optimization systems existing in nature; in other words, it is based on analogies with the behavior of complex natural systems, in this case the evolutionary system proposed by Charles Darwin [15]. In the present paper, we used it for the GA in its multi-objective version Non-dominated Sorting Genetic Algorithm II (NSGA II).

2.2.1 Non-dominated Sorting Genetic Algorithm II

Introduced by Holland [16] and Goldberg [17], GA is a global optimization algorithm based on genetic evolution and natural selection. These processes are premised on the following aspects: replication, mutation and competition. A fitter individual (solution) has a greater chance of surviving and passing on its gene, while the reverse is also true. These are
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interpreted from genes combined with chromosomes. The genetic operators basically consist of the crossing between
them and the application of the mutation on a portion of the generated children. The fittest individuals are selected
to participate in the next generation. Some strategies such as elitism bring together a part of the best parents of the
previous generation to participate in the new solution, in order to avoid discarding promising solutions.

![Figure 2: Genetic Algorithm Flowchart](image)

The NSGA-II method is a multi-objective GA, presented by [18], which classifies solutions according to the Pareto
dominance concept. In this way, using elements of GA’s such as the succession of generations and population structure,
at the end of the optimization process a set of non-dominated solutions is obtained to be submitted to decision making
by the interpreter. The main mechanisms introduced in the NSGA-II algorithm are:

- Elitism, which guarantees the preservation of good solutions in the search process;
- The Fast Non Dominated Sorting (FNS) procedure in which the population is classified into different levels
  according to Pareto dominance;
- The Crowding Distance Assignment (CDA) procedure that aims to ensure population diversity.

The general functioning of the NSGA-II method consists of generating an initial random population \( P_i \) of dimension \( p_s \)
and, through the genetic operators, a population of descendants \( Q_i \) also of dimension \( p_s \). These populations \( P_i \) and
\( Q_i \) are then combined, forming a set \( R_i \) with \( 2xp_i \) individuals. The expanded population is classified according to
dominance by the FNS procedure and the next population \( P_{i+1} \) is already composed of the elements of \( R_i \) with the
lowest dominance index, starting with the non-dominated individuals of the first Pareto frontier associated with these
elements and so on. If the last frontier to have its individuals added to the population \( P_{i+1} \) has a number of solutions
that, if added to those already added, exceeds the size \( p_s \) of \( P_{i+1} \) the surplus individuals are discarded according to
the diversity criterion, that is, those with the highest value of the distance index are chosen to compose \( P_{i+1} \). Finally,
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after defining the new population \( P_{t+1} \) of dimension \( p_s \), a population of descendants \( Q_{t+1} \) is created using the genetic operators of selection, recombination and mutation. The process is then repeated until the stopping criterion is satisfied.

**Algorithm 1: Non-dominated Sorting Genetic Algorithm II**

Generate population randomly;
Generate a set of non-dominated solutions;
Evaluate fitness of each particle contained in the population;

\[
\text{while Stop criterion is not satisfied do}
\]

Generate population of children by crossing;
Apply mutation on children;
Unite parents and children into a new population;

\[
\text{foreach individual } s_i \text{ in the new population do}
\]

Assign rank to each solution using Non Dominated Sorting;

\[
\text{end}
\]

Create non-dominated solutions from the population;
Execute Crowding Distance;
Include best solutions in the non-dominated solution set;

\[
\text{end}
\]

return the best set of non-dominated solutions;

The preservation of density in the original NSGA was tied to the use of the share function approach, however, there are two difficulties in this approach which are: the proper choice of the value of the share parameter and the total complexity of this approach. NSGA-II replaces the share function approach with a compression comparison approach that eliminates the above difficulties as it does not require any user-defined parameters to maintain diversity among population members and improves computational complexity.

2.2.1.1 Structure of a Chromosome

An individual is interpreted as a chromosome, which is vectorially defined as a set of combined genes. Defined from \( \mathbb{R}^n \), \( s = [s_1, s_2, \ldots, s_n] \). A set of these individuals composes a population, and at each iteration of the GA a new generation is created. The Fig. 3 denotes two representations that chromosomes can be encoded in a population, solutions that are discretized into binary numbers, and solutions that are encoded using real numbers.

![Figure 3: Genetic Structure of an Individual](adapted from [19])

2.2.1.2 Selection

In the selection process, based on genetic evolution, individuals with better survival aptitude tend to pass their gene on, and even be used in the next generation (elitism). The fitness of an individual is calculated through a function, and it will map how much individuals are moving towards the solution. There are several methodologies for selecting the best individuals, of which roulette and the tournament can be cited [20].
In tournament selection a set of individuals are chosen at random for the dispute, the fittest are selected to be reproduced, some algorithms include elitism, capable of storing a portion of the best individuals for the next generation [21].

![Tournament Selection Diagram](image)

**Figure 4: Selection by Tournament**  
**Source:** [22]

### 2.2.1.3 Crossover

The genetic crossover operation consists of randomly selecting two chromosomes (individuals) from a population, and performing the genetic exchange at random cut-off points of each individual, fragmenting them into two segments, thus joining the combination of genes from these chromosome segments for the generation of two new children, as shown in the Fig. 5.

![Crossover Genetic Operator Diagram](image)

**Figure 5: Crossover Genetic Operator**  
**Source:** Adapted from [20]

### 2.2.1.4 Mutation

Mutation (see Fig. 6) consists of a technique to mutate a segment of genes from a portion of chromosomes in a population. This procedure guarantees the genetic variability of individuals, allowing to aggregate and innovate promising solutions to the optimization process. This process occurs after crossing over, and the factor that will define which individuals will be mutated is the mutation rate.

![Mutation Diagram](image)
2.2.1.5 Ranking and Non Dominated Sort

The Non Dominated Sort procedure consists of comparing and classifying a set of solutions based on the dominance concept. According to the Fig. 7 initially a set of solutions (first generation) $P_0$ is generated, and after the genetic operations we have the descendants $Q_0$, these are filtered and incorporated into the Pareto Frontier through the algorithm, ranking the dominance level of each solution.

This protocol occurs successively in the other generations, in which these Frontier solutions are replaced through aptitude classification. Each generated frontier is enumerated with a rank. Individuals are selected from a comparison called crowded, in which each compares the solutions pair by pair using the rank of these solutions as a criterion. And then the procedure of Crowding Distance is performed. Selecting the most apt, and rejecting the least promising solutions.

2.2.1.6 Crowding Distance

Figure 7: Non Dominated Sort Process for Ranking

Source: [18]
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During the NSGA-II heuristic process, a set of solutions is classified through an ordinate ranking. The Crowding Distance is a technique incorporated to this one that guarantees a metric sparsity between the non-dominated solutions in the Pareto Frontier. In this way it becomes more widespread, diversifying the solutions, this is necessary because the solutions often remain concentrated in certain points of the Border \([23, 24]\]. As shown in the Fig. 8, solutions have a cuboid that delimits their ends.

![Crowding Distance Technique](8)

Figure 8: Crowding Distance Technique

Source: [8]

3 Crosswell Seismic Tomography

Crosswell seismic tomography is one of several techniques for inferring geological data through inversion of existing seismic data within the Earth. Commonly used when it comes to imaging exploration of geological structures, exploration of mineral resources and archaeological sites \([25, 26, 27, 28, 29]\). The first papers on seismic tomography took place through the contributions proposed by \([30]\) in the year 1970. Some were important for the development of the technique and a study of possible limitations \([31, 32, 33, 34]\). It has also been used for the study of radioactive waste disposal areas \([35]\), \(CO_2\) injection projects \([27, 29]\), mineral exploration in \([26]\) mines, among others.

The objective is to obtain models of rock slowness by imaging geological structures of a given region of the subsurface using waveforms (either mechanical or electromagnetic) or travel times \([36, 37, 38]\).

The observed seismic data is measured by drilling adjacent wells, where the time in which the signals travel from each emitter to each receiver is obtained. It is possible to obtain heterogeneous models, with discontinuities in slowness, or homogeneous models. The computational modeling of the path in which the signals (seismic waves) cross the subsurface adopted in this paper was that of straight rays. These follow a discretized path in cells, called pixels (see Fig. 9). In this way we obtain the distances between the signal segments in the mesh \([39]\).

Each seismic wave suffers a certain perturbation in the discretized grid depending on the geological properties of a given region in the subsurface. Then the direct problem is to obtain the vector of transit times from the knowledge of the slowness. The equation \(2\) expresses how these times are obtained.

\[
G(s) = t
\]

Where \(G\) is the straight ray modeling operator determined by the discretization of the problem, \(s\) is the vector of parameters (model) of size \(n\), and \(t\) is the vector of transit times observed.

\[
\min_{s \in S} F(s) = [\Phi(s), R(s)]
\]

\[
\Phi = \frac{\|G(s) - t_{obs}\|^2}{N_{obs}}
\]


The equation \( R = \| D s \|_2^2 \) (5) expresses the minimization of the vector function that contains two objectives, the first objective measures the misfit of the data, which is the \( \Phi \) (expressed in the equation 4), where \( t_{obs} \) the observed data and \( N_{obs} \) the number of these observations. In the second objective (expressed in the equation 5) it measures the smoothness of the model, denoted by the symbol \( R \), in which \( D \) is a finite difference matrix.

The search for the geological properties of a given region is found from this modeling of a minimization problem. In which we intend to estimate the slowness vector that explains the observed seismic data. This is done from a misfit function, in which the obtained model theoretically approaches the true model is compared.

Mathematically, many parameter vectors can adjust this criterion, in addition to considering that the seismic data may have undesirable noise incorporated, and this makes the problem ill-posed, being in these situations necessary the application of a regularization methodology. In this case, we incorporate the optimization mathematics into the constraint factor, which in this paper we use classic first-order Tikhonov’s.

Usually in a scalarized approach to the optimization problem, a balancing factor, called Lagrange multiplier, is applied to it, where the more it is applied, the more the solution will obtain the bias of the chosen constraint, and the smaller, the more unstable the solution. But in a multi-objective approach, it eliminates the need to apply this criterion, transforming the incorporation of a constraint as an objective, solving the problem by generating a Pareto frontier with solutions that minimize the misfit function and the constraint.

4 Results and discussions

In this section we present information about the parameters used in the seismic data inversion process, the tomograms, the Pareto frontier and a statistical analysis of the cumulative relative errors. A synthetic geological model was chosen to carry out the experiment. This one had as a strategy the application of global optimization with the multi-objective algorithm NSGA II and the application of a regularization method. The observed data were generated from the modeling of straight rays, and we applied to these 5% of pseudorandom Gaussian noise.
Crosswell seismic tomographic inversion using NSGA II

The chosen model was discretized in 100 parameters, the imaging consists of a matrix of order 10 where each index \( i,j \) consists of the rock velocities. The search for the estimated parameters of the models during the inversion of the seismic data was carried out by the interval of delays of 50% more and 50% less than the parameters of the true models. The parameters of the NSGA II algorithm are detailed in table I.

\[
\begin{array}{ccc}
P_c & P_m & \sigma \\
1 & 0.1 & 0.1 \\
\end{array}
\]

Table 1: GA control parameters

The factor \( p_s \) is related to the population, and is the most significant, as it will provide a genetic variety (characters). The \( k \) refers to the maximum number of generations. The crossover \( (P_c) \) and mutation rate \( (P_m) \) and the sigma \( (\sigma) \) are important to generate innovation on the part of genes, there are many crossover strategies, such as elitism, that adds part of the parents in the new generation. These inversion coefficients are detailed in table 2.

\[
\begin{array}{ccc}
p_s & k & n \\
1000 & 1000 & 100 \\
\end{array}
\]

Table 2: Inversion Coefficients

### 4.1 Inclined Layers Model

The model is based on [41], characterized by having a geological structure in inclined layers, without failures or abrupt changes, but with a smooth consistency in the parameter velocities. A discussion was made about the solutions obtained in three regions of the Pareto frontier, as well as a statistical analysis of the solutions from the relative cumulative errors.

![Real Model](image)

**Figure 10: Inclined Layers Model**

The Fig. [11] shows the results obtained from the inversions used in the model in the four regions of the Pareto frontier. It is visible that there are regions that converge to a more adequate solution based on the trade-off between the minimization and the incorporation of the constraint. Based on this, we conclude that the Smoothness constraint proved to be effective in this context to regularize in the four situations, in effect making the problem well posed. Thus, satisfactory results were obtained when estimating the true model.
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Figure 11: Inversions result
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The Fig. 12 shows the relative cumulative error, it is noticeable that the inversion of the model for the three feasible points obtained an accuracy of 6% of the cumulative error in more than 94% of the data, this shows that the function objective was minimized and the constraint was incorporated into the solution in this region of the Pareto frontier, being it stable.

![Cumulative Relative Error](image.png)

**Figure 12: Relative cumulative error figures**

5 Conclusion

The smooth model by inclined layers was used as a sample of the synthetic parameters. Matlab software was used to produce the inversion algorithms, straight ray modeling, as well as the NSGA II global multi-objective optimization algorithm. The results obtained were the distribution of velocities through the tomograms, an evaluation of the Pareto frontier and a statistical analysis of the relative cumulative errors to verify whether optimal solutions were obtained, that is, closer to the true parameters.

The results showed better convergence in a region on the Pareto frontier, an important fact for future research. The conclusion came from the statistical analysis of the relative cumulative errors of the inversions performed.

References

[1] Charles L Lawson and Richard J Hanson. *Solving least squares problems*. SIAM, 1995.

[2] Carlos M Fonseca, Peter J Fleming, et al. Genetic algorithms for multiobjective optimization: Formulation discussion and generalization. In *Iega*, pages 416–423. Citeseer, 1993.

[3] J David Schaffer. Multiple objective optimization with vector evaluated genetic algorithms. In *Proceedings of the first international conference on genetic algorithms and their applications, 1985*. Lawrence Erlbaum Associates. Inc., Publishers, 1985.

[4] Peter Dueholm Justesen. Multi-objective optimization using evolutionary algorithms. *University of Aarhus, Department of Computer Science, Denmark*, 33, 2009.

[5] Eckart Zitzler, Kalyanmoy Deb, and Lothar Thiele. Comparison of multiobjective evolutionary algorithms: Empirical results. *Evolutionary computation*, 8(2):173–195, 2000.

[6] Elena Kozlovskaya, L Vecsey, J Plomerová, and T Raita. Joint inversion of multiple data types with the use of multiobjective optimization: problem formulation and application to the seismic anisotropy investigations. *Geophysical Journal International*, 171(2):761–779, 2007.

[7] G Dal Moro and Michele Pipan. Joint inversion of surface wave dispersion curves and reflection travel times via multi-objective evolutionary algorithms. *Journal of Applied Geophysics*, 61(1):56–81, 2007.
Crosswell seismic tomographic inversion using NSGA II

[8] Kalyanmoy Deb, Samir Agrawal, Amrit Pratap, and Tanaka Meyarivan. A fast elitist non-dominated sorting genetic algorithm for multi-objective optimization: Nsga-ii. In *International conference on parallel problem solving from nature*, pages 849–858. Springer, 2000.

[9] Jared L Cohon. *Multiobjective programming and planning*, volume 140. Courier Corporation, 2004.

[10] Kaisa Miettinen. *Nonlinear multiobjective optimization*, volume 12. Springer Science & Business Media, 2012.

[11] António Gaspar-Cunha and José A Covas. Robustness in multi-objective optimization using evolutionary algorithms. *Computational Optimization and Applications*, 39(1):75–96, 2008.

[12] CA Coello Coello and Maximino Salazar Lechuga. Mopso: A proposal for multiple objective particle swarm optimization. In *Proceedings of the 2002 Congress on Evolutionary Computation. CEC’02* (Cat. No. 02TH8600), volume 2, pages 1051–1056. IEEE, 2002.

[13] Seyedali Mirjalili, Shahrzad Saremi, Seyed Mohammad Mirjalili, and Leandro dos S Coelho. Multi-objective grey wolf optimizer: a novel algorithm for multi-criterion optimization. *Expert Systems with Applications*, 47:106–119, 2016.

[14] Reza Asadi, Ehsanolah Assareh, Rahim Moltames, Martin Olazar, Mojtaba Nedaie, and Farzad Parvaz. Optimisation of combined cooling, heating and power (cchp) systems incorporating the solar and geothermal energy: a review study. *International Journal of Ambient Energy*, pages 1–19, 2019.

[15] Charles Darwin. *The origin of species*. PF Collier & son New York, 1909.

[16] John Henry Holland et al. *Adaptation in natural and artificial systems: an introductory analysis with applications to biology, control, and artificial intelligence*. MIT press, 1992.

[17] David E Golberg. Genetic algorithms in search, optimization, and machine learning. *Addion wesley*, 1989(102):36, 1989.

[18] Kalyanmoy Deb, Amrit Pratap, Sameer Agarwal, and TAMT Meyarivan. A fast and elitist multiobjective genetic algorithm: Nsga-ii. *IEEE transactions on evolutionary computation*, 6(2):182–197, 2002.

[19] Marlon Luis Grando. Classificação de bovinos por meio da característica do focinho utilizando visão computacional, 2018. Monografia (Bacharel em Engenharia de Computação), UTFPR (Universidade Tecnológica Federal do Paraná), Pato Branco, Brazil.

[20] Katti Faceli, Ana Carolina Lorena, João Gama, ACPLF Carvalho, et al. Inteligência artificial: Uma abordagem de aprendizado de máquina. *Rio de Janeiro: LTC*, 2:192, 2011.

[21] Ricardo Linden. Algoritmos genéticos: Teoria e implementação. *Editora Ciência Moderna*, 3ª Edição, 2005.

[22] Seyed Saber Banihashemian and Fazlollah Adibnia. A novel robust soft-computed range-free localization algorithm against malicious anchor nodes. *Cognitive Computation*, 13(4):992–1007, 2021.

[23] Giovanny Alfredo Rey Nariño. Otimização de risers em catenária com amortecedores hidrodinâmicos. *Abril de*, 2014.

[24] Davi Marinho. Uma aplicação do algoritmo genético multiobjetivo nsga ii para seleção de imagens de satélite de trechos de mata atlântica. *Recife, PE*, 2009.

[25] Mohamed Metwaly, Alan G Green, Heinrich Horsmeyer, Hansruedi Maurer, Abbas M Abbas, and Abdel-Rady Gh. Hassaneen. Combined seismic tomographic and ultrashallow seismic reflection study of an early dynastic mastaba, saqura, egypt. *Archaeological Prospection*, 12(4):245–256, 2005.

[26] M Gustavsson, S Ivansson, P Moren, and J Pilh. Seismic borehole tomography-measurement system and field studies. *Proceedings of the IEEE*, 74(2):339–346, 1986.

[27] JB Ajo-Franklin. Optimal experiment design for time-lapse traveltime tomography. *Geophysics*, 2009.

[28] Jonathan B Ajo-Franklin, Burke J Minsley, and Thomas M Daley. Applying compactness constraints to differential traveltime tomography. *Geophysics*, 72(4):R67–R75, 2007.

[29] Joongmoo Byun, Jeongmin Yu, and Soon Jee Seol. Crosswell monitoring using virtual sources and horizontal wells. *Geophysics*, 75(3):SA37–SA43, 2010.

[30] George Backus and Freeman Gilbert. Uniqueness in the inversion of inaccurate gross earth data. *Philosophical Transactions of the Royal Society of London. Series A, Mathematical and Physical Sciences*, 266(1173):123–192, 1970.

[31] DJ White. Two-dimensional seismic refraction tomography. *Geophysical Journal International*, 97(2):223–245, 1989.
Crosswell seismic tomographic inversion using NSGA II

[32] Eva Lanz, Hansruedi Maurer, and Alan G Green. Refraction tomography over a buried waste disposal site. *Geophysics*, 63(4):1414–1433, 1998.

[33] William Menke. The resolving power of cross-borehole tomography. *Geophysical Research Letters*, 11(2):105–108, 1984.

[34] Jeroen CM Goudswaard, Fons PE Ten Kroode, Roel K Snieder, and Arie R Verdel. Detection of lateral velocity contrasts by crosswell traveltime tomography. *Geophysics*, 63(2):523–533, 1998.

[35] John E Peterson, Bjorn NP Paulsson, and Thomas V McEvilly. Applications of algebraic reconstruction techniques to crosshole seismic data. *Geophysics*, 50(10):1566–1580, 1985.

[36] Juan Luis Fernandez Martinez, Tapan Mukerji, Esperanza Garcia Gonzalo, and Amit Suman. Reservoir characterization and inversion uncertainty via a family of particle swarm optimizers. *Geophysics*, 77(1):M1–M16, 2012.

[37] Jens Tronicke, Hendrik Paasche, and Urs Böniger. Crosshole traveltime tomography using particle swarm optimization: A near-surface field example. *Geophysics*, 77(1):R19–R32, 2012.

[38] MR Ebrahimi, MA Riahi, and M Saniee Abadeh. Nonlinear crosshole traveltime tomography using hybridizing particle swarm optimization with linearized least squares algorithm. *Bollettino di Geofisica Teorica ed Applicata*, 59(3), 2018.

[39] Gabriela F Briao and Jorge P Zubelli. *Tomografia sismica por tempo de percurso: modelagem, metodos numericos e implementacao*. IMPA, 2005.

[40] Arthur Anthony da Cunha Romão Silva and Francisco Márcio Barboza. Tomografia sísmica poço-a-poço utilizando pso com regularização esparsa. *Revista Junior de Iniciação Cientifica em Ciencias Exatas e Engenharia*, 1(22), 2021.

[41] Renato Ramos da Silva Dantas. Resolução em tomografia de tempo de trânsito poço-a-poço: a dependência da iluminação. Master’s thesis, Universidade Federal do Rio Grande do Norte, 2015.