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Abstract

Spectra of passive fast-ion D-alpha (FIDA) light from beam ions that charge exchange with background neutrals are measured and simulated. The fast ions come from three sources: ions that pass through the diagnostic sightlines on their first full orbit, an axisymmetric confined population, and ions that are expelled into the edge region by instabilities. A passive FIDA simulation (P-FIDASIM) is developed as a forward model for the spectra of the first-orbit fast ions and consists of an experimentally-validated beam deposition model, an ion orbit-following code, a collisional-radiative model, and a synthetic spectrometer. Model validation consists of the simulation of 86 experimental spectra that are obtained using 6 different neutral beam fast-ion sources and 13 different lines of sight. Calibrated spectra are used to estimate the neutral density throughout the cross-section of the tokamak. The resulting 2D neutral density shows the expected increase toward each X-point with average neutral densities of $8 \times 10^9$ cm$^{-3}$ at the plasma boundary and $1 \times 10^{11}$ cm$^{-3}$ near the wall. Fast ions that are on passing orbits are expelled by the sawtooth instability more readily than trapped ions. In a sample discharge, approximately 1% of the fast-ion population is ejected into the high neutral density region per sawtooth crash.
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1. Introduction

Fast ions are produced through neutral beam injection, radio-frequency heating, and fusion reactions. Well-confined fast ions contribute to plasma stability and are required for energy recycling in more reactive devices such as ITER. A large fast-ion population contributes to instabilities and losses in the form of Alfvén eigenmodes and other MHD instabilities and, therefore, the careful study of fast-ion confinement and loss remains a crucial area of research in fusion science.

A sudden loss of fast ions would not only jeopardize plasma performance, but could also—especially in near-reactor conditions—seriously damage the inner wall of the vessel. Accordingly, detection of fast ions near the walls is an important diagnostic challenge.

Two types of fast-ion diagnostics utilize charge exchange (CX) reactions between fast ions and neutrals: neutral particle analysis (NPA) and fast-ion D-alpha (FIDA) spectroscopy. A distinction is made between active beam measurements that use CX with injected neutrals and passive measurements that use background neutrals. For active measurements, signals originate near the intersection of the diagnostic sightline with...
the injected beam. Since the neutral density profile in most tokamaks is usually much higher in the edge region than in the core, passive signals often originate near the plasma edge. For example, passive neutral-particle measurements have been used to detect the expulsion of fast ions from the core for decades [1].

Although more commonly an active diagnostic, passive FIDA signals are also detected. Heidbrink et al noticed that diagnostics designed to measure beam emission sometimes detect passive FIDA light in DIII-D and NSTX [2]. The signals are especially pronounced when instabilities expel fast ions to the edge [2, 3]. Dedicated active FIDA systems on MAST [4] and ASDEX Upgrade [5] also pick up large passive FIDA signals under some conditions. These observations of passive FIDA light are the impetus for the work presented here.

The motivation is threefold. First, passive FIDA signals are often an unwanted complication in active FIDA spectroscopy, so it is important to understand this background emission. Second, detection of fast-ion losses is challenging in ITER and other future devices. This paper explores a method to obtain quantitative information about fast-ion losses from spectroscopic data. Third, measurement of the ambient neutral density poses diagnostic challenges in its own right. This paper shows that, in the presence of a known fast-ion source, information about the neutral density profile can be obtained from passive FIDA measurements.

Conceptually, the measured passive FIDA signals originate from three distinct fast-ion populations that are produced by the neutral beams. One population consists of fast ions on their first orbits. Fast ions are born when an injected neutral ionizes. Since the neutral beams are spatially localized, the first orbits are also localized. In measurements with a loss detector, this class of ions was dubbed a ‘light-ion beam probe’ [6]. These ions are created at a particular toroidal location by a selected neutral beam, then execute a banana orbit that traverses the edge region at a different toroidal location near the detector. For a loss detector, the signal from this toroidally localized source is often much larger than axisymmetric losses [7]. Since the beam deposition and equilibrium fast-ion orbits are well understood, these ions can be used to measure the effect of waves that deflect the orbits [7, 8]. For a passive FIDA diagnostic, this toroidally asymmetric population is detected when fast ions traverse the FIDA sightlines on their first full orbits. This population can be viewed as a known source of fast ions that probe the edge and pedestal regions.

Ions born on confined orbits eventually distribute themselves toroidally. These confined ions are the second population that produce passive FIDA light. This axisymmetric population is described by a Fokker–Planck equation with terms for the source, Coulomb drag and scattering, and charge-exchange losses.

Core fast ions that are expelled into the edge region by instabilities are the third fast-ion population that produces passive FIDA light. These transiently increase the edge confined population; also, ions scattered onto loss orbits can contribute to the signal.

The paper is organized as follows. Section 2 describes the apparatus and experimental conditions. Next, the codes used to model the passive FIDA emission from the three types of fast ions are described (section 3). Analyzed data from the axisymmetric-confined and toroidally-localized populations appear in section 4. Signals produced by ions that are expelled to the edge by the sawtooth instability appear in section 5. Section 6 illustrates inference of the neutral density from passive FIDA measurements. The final section (section 7) presents conclusions and suggestions for future work.

2. Passive FIDA diagnostic and experimental method

The data presented in this article utilize two different groupings of lines of sight (LOS) and two different spectrometers. One group consists of two ‘vertical’ LOS (figure 1) designed
originally to view beam 330° left (figure 1) for use in active FIDA measurements [9]. These vertical LOS have β/4.4 lenses mounted under the midplane and light is carried to the spectrometer via 1500 μm fibers. The second group is comprised of eleven ‘oblique’ LOS using β/1.8 lenses mounted on top of the tokamak and designed as an upgrade to the FIDA system to view beam 210° right [10]. These eleven LOS each utilize a bundle of three 1500 μm fibers for greater light pickup.

The majority of this work utilizes the original FIDA spectrometer [11]. This spectrometer is a Czerny–Turner with β/4 mirrors, an 1800 grooves mm⁻¹ grating, and a 300mm focal length. A small, rectangular neutral density filter is placed at the focal plane to heavily reduce the bright, unshifted Dα signal at 656.1 nm that would otherwise saturate the camera. A charged-coupled device (CCD) camera (VelociCam VC105A from PixelVision) is used to detect the dispersed signal. The CCD chip is a 652 × 488 pixel (8 × 6 mm) array with 1 ms integration time and is set up to image two LOS at once. The spectral range of this system (648–664.5 nm) allows the viewing of both red- and blue-shifted signals.

Toward the end of the campaign, the camera in the Czerny–Turner spectrometer failed, preventing a post-campaign calibration and forcing the use of a second spectrometer. This HoloSpec transmission grating spectrometer uses a Sarnoff CAM1M100 CCD camera to image six simultaneous spectra onto a 1024 × 1024 pixel chip [10]. To avoid the bright region near 656nm, this system only images the blue region of Dα emission (650–654 nm).

The location of each LOS was determined by back-filling the optical system with light. An intensity calibration was carried out for the HoloSpec spectrometer using a calibrated light source.

The oblique and vertical sightlines are sensitive to different classes of particles. The oblique views are most sensitive to passing particles, while the vertical views are most sensitive to trapped orbits. This is a simple consequence of the Doppler shift. Passing particles have a larger v⊥ giving them the Doppler shift needed to be seen by the oblique system. Trapped particles have a larger v∥ and therefore have a more favorable Doppler shift for the vertical system.

The experimental method is designed to produce unambiguous passive FIDA signals with a significant contribution from the toroidally asymmetric population. It is well known that beam prompt losses land within a narrow range of toroidal angles for a given beam and that those angles are a function of magnetic field. A simplified version of P-FIDASIM (section 3.3) is used to scan through LOS and beam options to determine which LOS should be paired with which beam—and at what toroidal field and plasma current—to get the highest signal from first-orbit ions. These calculations consistently predicted higher prompt signals when pairing the oblique views with the 30-left beam. The tokamak is run in the L-mode to avoid edge-localized modes (ELMs) [12], as ELMs eject high-energy particles into the edge region, obscuring the first-orbit signals. ELM bursts can be dealt with in future applications but are avoided altogether in this initial work.

Signals would also be swamped by active emission if the LOS were to view an active beam. Thus, any beam that a chosen LOS crosses is turned off for the duration of the discharge. Figure 2 shows typical traces. Often, only a single modulated beam is the source of fast ions and the plasma current is gradually ramped down (figure 2(a)). Many discharges have sawteeth (figure 2(b)). The electron density is approximately constant (figure 2(c)).

The electron density profile is measured by Thomson scattering [13] and CO₂ interferometers [14]. The electron temperature is measured by Thomson scattering and an electron cyclotron emission (ECE) radiometer [15]. The ion temperature, rotation frequency, and Zeff profiles are inferred from charge exchange recombination spectroscopy measurements of carbon [16]. (Since the plasma-facing components are graphite, carbon is the main impurity.) The safety factor profile is from EFIT equilibrium reconstructions [17] that use magnetics and motional Stark effect [18] data. Plasma profiles are expressed in terms of the normalized toroidal flux, \( \rho = \sqrt{\Phi_\text{tor}/\Phi_\text{tor LCFS}} \) where \( \Phi_\text{tor LCFS} \) is the flux enclosed by the last closed flux surface (LCFS).

The tokamak (especially the edge-region) is filled with light in the Dα region, which comes from impurity lines, scattering, refractions, bremsstrahlung, and Dν from cold neutrals. These backgrounds need to be removed to reveal the fast ion component. Beam modulation provides the background signal as a function of time. Normally, the beam providing the prompt signals is modulated at 50 Hz at 50% duty cycle (figure 2(a)). Spectra are then conditionally averaged by removing the beam-off signals from the beam-on signals, producing the net spectra. This means that spectra are time-averaged based on the condition of the current of the neutral beam of interest. Two time-averaged spectra are created: one, averaged over all time points when the beam is turned on and a second spectrum, averaged over all time points when the beam is turned off. A sample set of conditionally-averaged spectra are shown in figure 3(a) and reveals several features. The neutral-density filter at the focal plane of the spectrometer...
as marked in the figure blocks out most light in the region of 6550–6580 Å. Impurity lines from boron, carbon, and oxygen are easily identified as is the heavily-reduced \(\text{D}_\alpha\) line. The region between the oxygen-V line and the blue-ward side of the neutral-density filter is the region consistent with Doppler shifts expected from co-passing fast ions and the viewing geometry and contains the fast-ion signal. Taking the difference between the two spectra produces the ‘passive FIDA’ spectrum of figure 3(b).

Spectral quality is improved in the post-processing of signals by removing times when instabilities alter the edge region. The well-known sawtooth instability \([19]\) occurs often in DIII-D L-mode discharges and can cause changes in edge plasma spectra. Therefore, times near crashes...
are excluded from the conditional averaging, resulting in larger fast-ion signals, signal baselines closer to zero, and improved line-radiation cancellation. The amounts of time before and after each sawtooth to reject are determined empirically to produce the best final spectra with the smallest magnitude baseline and the greatest reduction of impurity line radiation.

Alternatively, the data may be conditionally averaged to study the effect of the sawtooth instability on the passive FIDA emission. In this case, sawtooth loss spectra are created by conditionally averaging raw spectra against $T_e$. This is done by averaging all spectra immediately after each sawtooth crash and subtracting from it the average of all spectra immediately before each crash. An example appears in figure 4. Sawtooth crashes eject enough hot plasma that both impurity lines and the bremsstrahlung background rise due to the edge heating (i.e. imperfect background subtraction). Analysis therefore is only done after removing a best estimate of the bremsstrahlung level and by avoiding known impurity-line regions. The regions of the spectrum likely resulting from fast-ion losses are marked in figure 4. Because the viewing geometry is largely tangential, the greater level of blue signal over red is consistent with the mostly co-going fast-ion population of this shot.

3. Passive FIDA simulation

This section describes the models used to simulate the signals produced by each of the three fast-ion populations.

3.1. Modulated confined population

Since the modulation period is shorter than the slowing-down time, which is $\sim 100 \text{ ms}$ in the core and $\sim 30 \text{ ms}$ at $\rho = 0.925$, it is convenient to separate the axisymmetric fast-ion distribution function $F$ into a slowly-varying component $\bar{F}$ and a modulated component $\tilde{F}, \bar{F} = \bar{F} + \tilde{F}$. For the analysis in section 4, the background are removed through timeslice subtraction, as if the signal was produced by an active beam. This eliminates unwanted contaminants like impurity lines from the spectra but it also effectively removes passive FIDA light produced by the time-average distribution $\bar{F}$. Only the modulated distribution $\tilde{F}$ contributes to the measured signal. Modeling of this signal follows the procedure described in [20]. The distribution function is computed by the TRANSP NUBEAM code [21] at intervals of 2 ms using $10^6$ Monte Carlo markers for the same time period as averaged experimentally. The distribution functions are input to the FIDASIM [22] synthetic diagnostic code. FIDASIM normally simulates active FIDA signals produced by the injected full, half, and third-energy beam components and the surrounding beam halo. To simulate passive signals from the confined population, the injected neutrals are eliminated and the halo neutrals are replaced with a neutral density population in local thermodynamic equilibrium that is distributed spatially according to the profile of figure 19. (For the chords analyzed here, the passive signals are 24 and 65 times smaller than a typical active signal.) Next, the predicted spectra are conditionally averaged and integrated over wavelength in the same manner as the experimental data.

Figure 5 shows the result of this analysis for one of the discharges in this study. Although theoretically expected signals from each of the three fast-ion populations are computed separately, in experiment, their effects are additive. The discharge of figure 5 does not have sawteeth, so the episodic contributions to the signal from instability bursts are negligible. With a modulated source beam, the signal from the toroidally-asymmetric population is expected to appear as a square wave, with a slight $\sim 0.1 \text{ ms}$ delay relative to the modulated source. (The delay is caused by the orbital transit time between ionization and the FIDA sightline.) The expected square wave response is observed on loss-detector signals [7, 8]). The contribution from the confined axisymmetric population is computed by TRANSP and FIDASIM, as described above. For both of the analyzed chords, the best fit to the measured signal is obtained by assuming that 60% of the signal is produced by the square-wave response to the toroidally-asymmetric population and 40% is produced by the modulated confined population. The agreement between the measured and modeled signals is excellent. This analysis successfully explains the observed time evolution of the passive FIDA signals (figure 5).
In this section, rough TRANSP-FIDASIM calculation is used to confirm that the experimental data shown in figure 4 are in fact FIDA signals from sawtooth-crash-ejected fast ions. First, the TRANSP NUBEAM code [21] is run for the same shot and conditions to determine the fast-ion distribution function. The fast ions just inside the sawtooth inversion radius $\rho_{inv}$ are summed to obtain an estimate of the portion of the fast ion distribution likely to be expelled to the plasma edge, $F(E, p)$, where $E$ is the fast-ion energy and $p = v_\parallel/v$ is the pitch (see figure 6). Next, FIDASIM is used to calculate weight functions [23], $W(E, p, \lambda)$, as a function of wavelength $\lambda$ for the views in question. Usually, FIDASIM employs beam-injected neutrals however, for the calculation presented here, FIDASIM is modified to use a cold edge neutral population. The simulated spectra for the desired chords are the integral of the product of $F$ and $W$, i.e. $S = \int \int F W dE dp$, where the integral is over pitch and energy. One oblique chord, P4, is used and the calculated spectrum is compared with the measured spectrum in figure 4. (A similar calculation is also performed for a vertical chord, V1.) Using the fast-ion distribution function just inside $\rho_{inv}$ gives a first-order estimate of sawtooth spectra which essentially assumes that sawtooth crashes eject a uniform sampling of the fast-ion population into the edge region. This is an over-simplification, in that sawtooth crashes are known to preferentially affect passing particles [24–26]. In addition, particles redistributed outwardly undergo changes in energy and pitch as a result of the process and therefore are not simply samples of the confined ion distribution. In addition, the TRANSP spectrum shown in figure 4 uses an improved edge neutral density spatial profile. However, despite these known differences, the TRANSP/FIDASIM spectrum has a striking similarity to the experimental spectrum. In particular, the bias towards blue-shifted light is apparent.

The TRANSP code includes an optional Kadomtsev model [27] of the sawtooth crash. In section 5.2, this option is used to estimate the fraction of fast ions that are expelled into the high neutral-density region near the plasma edge.
ions gives a final list of ion birth locations and velocities. Any trajectories that intersect beam collimators are removed from the final output. Any neutrals that do not ionize are collected at the opposite wall and are given in the model’s output as ‘shinethrough’. The beam model is experimentally validated by comparison to camera images [28].

The ion capture module calculates full ion orbits and determines if and where each ion enters the volume of the chosen lines-of-site. The main inputs for this code are the equilibrium fields, the ion birth locations and velocities from the beam model, and the LOS geometry. Ion orbits are found by solving the Lorentz force equation using a predictor-corrector Adams–Bashforth–Moulton differential equation solver[^4] and are calculated until either the ions hit the wall or travel 40 m (empirically found by increasing the maximum number of steps per orbit until the spectra from successive simulation runs were within photon-noise levels of each other). The time it takes to calculate the ion orbits makes this the most intensive set of calculations in the simulation. The output of this module is a list of ion locations and velocities detected within the volume of each LOS.

The neutral density model determines the normalized spatial dependence of neutral density resulting from the attenuation of neutrals launched uniformly from the walls. Neutral attenuation is calculated based on the dominant terms of electron-impact ionization and charge exchange with deuterium. While other, better, codes exist that calculate realistic neutral densities in 2D or 3D (e.g. [29]), these codes require neutral gas pressure and $D_e/D_0$ data that were not available during these studies. The employed model is less complete and far simpler by comparison, however, it utilizes data we know with confidence: the 1D plasma profiles. Neutrals do not respond to magnetic and electric fields and there exist localized neutral sources and sinks and therefore neutral density is not generally a flux function. However, the neutral profile does attenuate rapidly in the $\nabla \rho$ direction so, for simplicity, neutral density is assumed to be a flux function at this point in the simulation (prior to inversion with experimental data—section 6). The 1D neutral density model begins by ‘launching’ a neutral atom inwardly from the wall with a nominal energy where it encounters the experimentally-determined electron and main-ion profiles. The motion of the neutral is along $\nabla \rho$—perpendicular to the magnetic field lines—and therefore the profiles are unchanged perpendicular to the neutral’s line of motion, thus justifying the 1D nature of the model. Initial velocities are chosen randomly in 3D at 3 eV (a typical temperature after dissociation from $D_2$) and only the component along the 1D line is considered. Ions are also launched with random thermal velocities and the probability of CX between the ions and the neutral, the probability of ionization from electrons, and the neutral’s motion through the 1D cells along the line of motion are all monitored. Charge exchange is interpreted as a new neutral being ‘born’ which is then given the velocity of the incoming ion. Ionization means the neutral is lost and a new neutral is launched from the wall to start the process over. If neither of these events take place before the time it would take the neutral to pass to the next cell, then the neutral is moved to the next 1D cell where the tracking process begins again. The neutral density is then proportional to the time spent in each cell and is normalized by cell size, number of Monte Carlo particles, and an arbitrary scaling factor (to keep the maximum value close to 1). Neutrals continue to be sourced inwardly from the wall until a dependence on $\rho$ is converged upon. The 1D model is used repeatedly to find the density for the entire $(R, z)$ cross-section of the tokamak.

The interpolation module gathers the various profiles and interpolates their values onto the specific ion locations determined in the ion-capture module. Several profiles are

Figure 7. Schematic of the simulation of passive FIDA light produced by first-orbit ions.

[^4]: http://cow.physics.wisc.edu/~craigm/idl/down/ddeabm.txt
interpolated onto each ion location: ion temperature, impurity density, electron density, electron temperature, and neutral density. The deuteron density at each ion location is found by quasi-neutrality: \( n_D = n_e - 6n_c \), where \( n_c \) is the carbon density. The electron collision rate, \( n_e(\sigma v) \), is also found at each ion location. The fractional population of each atomic level (up to \( n = 4 \)) is determined for all neutrals assuming collisional-radiative equilibrium using local plasma parameters. Lastly, the equilibrium magnetic field is found at each ion location for later use in calculating the Stark effect.

The ‘atomic loop’ module carries out the atomic physics calculations by running a collisional-radiative model. Using the charge-exchange probability between promptly-lost fast ions and cold edge-neutrals, it gives the photon emission rates and determines the Doppler and Stark shifts. The probability that edge neutrals and fast ions charge exchange is a function of the relative population of the quantum states of the neutrals, the relative velocity between the ions and the neutrals, and the quantum states that the new, fast neutrals are born into. Because edge neutrals are \( \sim 10 \) eV while fast ions are \( \sim 80 \) keV, a great simplification can be made by letting the relative velocity be the fast-ion velocity, i.e. \( v_{\text{rel}} = v_{fi} - v_n \approx v_{fi} \). This assumption is not valid in the core region and while the core is not ignored by the simulation, the neutrals there are implicitly assumed to be cold. This assumption is more valid in discharges with higher core electron density as this reduces the core neutrals and forces the edge light to dominate. The background neutrals are limited to the first four quantum states as are the fast neutrals resulting from CX as the occupation levels for \( n > 4 \) are very low in a collisional-radiative equilibrium. The collisional radiative (CR) model considers intermediate atomic levels up to \( n = 7 \) and outputs the photon emission rate for the Balmer-alpha \( n = 3 \rightarrow 2 \) relaxation. The Doppler shift is then calculated by taking the dot product of the fast neutral’s velocity (i.e. that of the fast ion at the time of CX) and the unit vector of the LOS. The ‘local approximation’— that \( \vec{x}_{\text{fast ion}} \approx \vec{x}_{\text{ex neutral}} \)— is justified as the time between CX and emission is on the order of several nanoseconds meaning the distance traveled before emission is \( \leq 2 \) cm while the LOS diameter for the oblique views is \( \sim 10 \) cm (i.e. the neutral radiates before leaving the LOS). Excitation and radiation subsequent to CX is quickly returned to equilibrium levels as can be seen in figure 8. The figure shows the atomic population densities during a CX event. At a density of \( 5 \times 10^{19} \) m\(^{-3} \), the populations return to equilibrium over a distance of 5 cm (at 80 keV). This local approximation reduces the spatial accuracy of the simulation but is a great simplification over tracking each neutral until it radiates. The Stark effect further shifts the wavelength of light based on the electric field experienced by the fast neutral.

The ‘spectra’ section of the code takes the raw, unorganized spectral data from the atomic loop module and bins the photon counts together into wavelength bins while separating them according to which LOS they are in.

The appropriate units of spectral radiance are obtained by multiplying by the length of the LOS, dividing by the volume of the LOS, and dividing by the isotropic solid angle, \( 4\pi \) sr. Finally, spectra are scaled to realistic values by multiplying by the ratio of experimental beam current to simulated beam current. Spectra are further modified to more realistically represent experimental spectra by the application of instrumental broadening and response functions. Instrumental broadening is the well-known tendency of physical optics to broaden spectral features. The instrumental response function is a normalized spectral response to white light that provides a correction for variations in responsivity as a function of wavelength, including the effect of the neutral density filter.

P-FIDASIM is benchmarked against the well-established FIDASIM code [22] to verify that P-FIDASIM is correctly solving the appropriate mathematical problem. Significant differences in purpose and methodologies between the two codes require unphysical but overlapping conditions. The parameters of the benchmark are as follows: all plasma profiles are uniform for \( \rho < 1.0 \) and zero for \( \rho > 1.0 \); electron density is \( 5 \times 10^{13} \) cm\(^{-3} \), impurity density is zero (\( Z_{\text{eff}} = 1 \), and
\( T_e = T_i = 100 \text{ eV} \). The equilibrium fields come from DIII-D’s magnetic equilibrium fitting code, EFIT, for discharge 152817 at 3000 ms. Creation of the fast-ion population requires more care as FIDASIM requires the input of a toroidally-symmetric fast-ion distribution function while P-FIDASIM requires the 3D orbits of individual ions. Equivalent inputs are created for both simulations in the following manner: beam 30-left is used as a starting point for a fast-ion population. Only full-energy, 80 keV ions born in the edge region \((R \geq 2.0 \text{ cm})\) and near the midplane \((Z \geq 3.0 \text{ cm})\) are considered. The orbits are calculated for this small subset of ions and are then ‘smeed out’ toroidally by replicating the orbits with ever-increasing toroidal angles. The result is a small but toroidally-symmetric fast-ion population. The orbits themselves are entered into P-FIDASIM and are binned on a 2D grid for FIDASIM. A uniform density of charge-exchange neutrals of \(1 \times 10^{10} \text{ cm}^{-3} \) is defined in the volume of the 210-right beam as it intersects the ‘oblique’ sightlines. The beam is given a mere 50 eV of kinetic energy and zero temperature.

The results of the benchmark are summarized in figure 9. While the physics of these spectra is not relevant (this is a contrived case for benchmarking only), features can still be understood. The predominant blue-shift of the spectra is consistent with a large population of co-passing ions from beam injection being viewed by largely tangential lines of sight. The far blue-shifted peak is due to passing particles having a mostly toroidal velocity and therefore being well-aligned to spend more time in the LOS. The peak at the red-shifted end of the spectra is due to the physically downward drift of trapped particles when their gyro-orbits are tangential to the LOS and therefore more time is spent in that LOS. The total average difference between the simulations is 13.6% for the six LOS used. Considering the different purposes and methodologies of these two simulations, this error seems low enough to verify that the passive simulation is indeed solving the correct set of equations.

The success of P-FIDASIM depends heavily on knowing the plasma profiles in the edge region as it is ions born in the edge that are poorly confined and therefore enter the higher neutral density of the edge. However, plasma profiles are not always measured at DIII-D beyond the LCFS \((\rho = 1.0)\). For some of this work, edge profiles were determined by extrapolating core profiles into the edge region. Thus, sensitivity studies are performed to determine the effects of systematic changes in edge profiles resulting from extrapolation. Edge data, when available, are fit well to an exponential and thus can be parametrized. The average exponential parameter is then used in cases where edge data are not available.

The black curves in figure 10 show typical plasma profiles used for simulations. The red curves show the variation in the extrapolated regions used for this sensitivity study and table 1 summarizes the net effect of the profile changes. Note that a
10361% increase in the edge value of the electron temperature only changes the spectra by $\sim 2-6\%$ and that a 45% decrease in $T_i$ has no real effect on the spectra. By far, the greatest effect comes from changes in the electron density. Increasing $n_e$ in the edge increases electron-impact ionization of the incoming beam—causing the deposition of more ions in the edge that later enter the LOS—and also affects the stimulated excitation and relaxation of the CX fast neutrals. Increasing the edge carbon density also increases signals by increasing the beam deposition in that region. For cases where edge profile measurements are not available or when time variations are large, the large changes in edge profiles used in this sensitivity study (while arbitrary in number) show that even wildly-varying extrapolations only affect the final spectra by a factor of $\sim 2$.

As an example of how changing edge profiles changes spectral shape, figure 11 shows how the electron density profile change affects the spectra. Notice that changes occur in the spectral shape as well as intensity.

![Figure 10. Edge profile changes used for sensitivity studies. Profiles for $\rho \leq 1.0$ are fits to data for discharge 152817 at 3001 ms. Profiles in the region $1.0 < \rho$ are fits to data of the form $F = F_0\rho^{-\alpha}$ where $F$ is the profile in question and $F_0$ is that profile’s value at $\rho = 1.0$. These represent extrapolations when edge-data is not available. $\alpha_{\text{original}}$ is the normal value used for this discharge while $\alpha_{\text{new}}$ is used in the edge-profile sensitivity study.](image)

### Table 1. Effects of the profile changes shown in figure 10.

| Profile | Profile change | T_e | T_i | n_e | n_c |
|---------|----------------|-----|-----|-----|-----|
| Innermost | Outermost |
| P1 | P3 | P5 | P7 | P9 | P11 |
| $T_e$ | +361 | −5.2 | −5.2 | −6.5 | +5.5 | +2.8 | −2.4 |
| $T_i$ | −45 | $\sim 10^{-6}$ | $\sim 10^{-6}$ | $\sim 10^{-6}$ | $\sim 10^{-6}$ |
| $n_e$ | +245 | +125 | +116 | +178 | +46 | −10 | +18 |
| $n_c$ | +226 | +11 | +14 | +18 | n/a | n/a | n/a |

Note: Numbers are the average percentage change with the sign indicating a rise or decline of the parameter.
4. Comparison of P-FIDASIM simulations with beam modulation data

This section compares a database of signals that are produced by the toroidally-asymmetric and modulated-confined populations with simulations of expected signals from the toroidally-asymmetric population. Ideally, the simulated signals would also include the contribution of the modulated-confined population but that contribution is neglected. As will be shown, the agreement between theory and experiment is still good. The error introduced by neglect of the modulated-confined population is modest for two reasons.

(i) Due to the unavailability of an absolute intensity calibration (section 2), the comparison is of relative signal levels. For the case that was analyzed in detail (figure 5), the toroidally-asymmetric population contributes 60% of the signal, while the modulated-confined population contributes 40% of the signal. The data are analyzed by subtracting the ‘beam-off’ signal from the ‘beam-on’ signal. Because the modulated-confined response is delayed relative to the beam timing (figure 5), this further reduces the modulated-confined contribution to the averaged signal. Moreover, as long as the relative contributions of the toroidally-asymmetric and modulated-confined populations are similar for the different discharges in the database, a relative comparison of experimental and theoretical signal levels is largely unaffected.

(ii) The expected spectra produced by the two populations are similar. The toroidally-asymmetric distribution function has three narrow peaks associated with the full, half, and third energy components of the beams; because the beam divergence is small, the pitch distribution of each peak is also narrow where the orbit intersects a FIDA sightline.

Figure 11. Changes in spectra associated with the changes to the electron density profile shown in figure 10.

Figure 12. Distribution function calculated by TRANSP for the modulated-confined population near the crossing of the oblique P8 sightline with the midplane. The net “beam-on minus beam-off” distribution function is obtained from 11 cycles between 3.2–4.5 s for the discharge shown in figure 5. The triangles indicate velocities that are heavily populated by the toroidally-asymmetric population.
This differs greatly from the slowing-down distribution of the time-average confined population $\bar{F}$; however, the averaging technique eliminates the contribution of $\bar{F}$ and only measures the contribution of the modulated population $\tilde{F}$. As shown in figure 12, the $\tilde{F}$ population has a distribution function that peaks at the same locations as the toroidally-asymmetric first-orbit distribution. Since the FIDA spectral features are determined by the fast-ion velocity vectors, the FIDA spectra produced by the two populations are similar.

Figure 13 shows representative comparisons between the P-FIDASIM simulations and experiments. The lack of calibration for the spectrometer camera forces these plots to be in arbitrary units. However, it can be seen that several features of the experimental signals are reproduced by P-FIDASIM. For example, the four cases recreate the appropriate Doppler shifts: showing a balance of blue and red shift for a vertical LOS—sensitive to trapped ions—and a predominately blue shifted signal for oblique LOS—sensitive to co-passing ions. Figure 13(a) reproduces the doublet of the main peak as well as the matching amplitude across the neutral-density filter region. Figure 13(c) matches the spectral shape very well and contains the experimentally-observed shoulder to the left of the main peak. A poor experimental signal-to-noise-ratio (SNR) can be seen in figure 13(d), however, the spectral shapes are still similar. Low SNR is a common challenge throughout the dataset and particularly for the vertical LOS due to their lower optical throughput.

To investigate the wavelength dependencies systematically, both experimental and simulated spectra are averaged in 10 pixel-wide bins ($\sim 5$ Å) to have a reduced set of data points and to focus the comparison on more general features instead of fine structure. Comparison consists of calculating the Spearman rank correlation coefficient, $R$, where $R = 0$ means a completely random dataset while $R = 1$ indicates a perfect positive correlation between the two variables. Various parameters are considered to group datasets together to test their correlation as a function of the changing parameter.

Several experimental parameters are varied to produce a dataset of 43 experiments. Each of these 43 cases uses two LOS and therefore provides 86 experimental spectra, which are simulated by P-FIDASIM. The parameters changed to produce these different cases are: fast-ion source beam, LOS, plasma current, plasma current slope, and toroidal magnetic field. In post-experimental data analysis, several other parameters can be considered as well like signal integration time, peak signal level, plasma shape, and information that only comes from the simulation like ion location at the time of emission.

Figure 14 shows the correlation between simulation and experiment. For convenience, simulated spectra are scaled by a single factor for each LOS. This factor is chosen as the average factor required to minimize the $\chi^2$ difference between experiment and simulation for each LOS. Many subsets of data (for a given density range or LOS for example) show a correlation greater than that of the entire set. One example subset is given in figure 14(a). Notice the linear relationship, which suggests that, while the simulation may have systematic differences from experiment, it does reproduce the wavelength dependence well. All datasets together have a correlation of 0.57.
5. Passive FIDA bursts from sawteeth

An example of passive FIDA signal produced by sawteeth was already given in figure 4. As shown in that figure, the measured conditionally-averaged spectrum has a spectral shape in qualitative agreement with the spectrum predicted by the simple calculation described in section 3.2. This section shows that the passive FIDA signals have the expected dependence on sightline geometry and that passing ions are more likely to be expelled into the edge region than trapped ions. In addition, a method to quantify the magnitude of the transport is given.

5.1. Dependence on sightline geometry

The spectrum shown in figure 4 is typical of the data for oblique views. Figure 15 compares the amount of blue-shifted light with the amount of red-shifted light for 38 distinct experimental conditions. For the oblique views, the amount of blue-shifted light following the sawtooth crash is usually much larger than the intensity of red-shifted light. This is not the case for vertical views, however. For vertical views, the intensity is similar on both sides of the cold $D_e$ line. The difference occurs because oblique views preferentially detect passing ions, while vertical views preferentially detect trapped ions. Since the passing beam ions are predominately co-going (figure 6), the oblique views detect far more blue-shifted light than red-shifted light in these plasmas.

To confirm that the observed variation is theoretically expected, figure 15 includes the rough estimate using TRANSP and FIDASIM that was shown in figure 4, as well as a similar estimate for a vertical view. The predicted ratio of blue-shifted to red-shifted light is large for the oblique view but near unity for the vertical view, in qualitative agreement with the data.

As expected, the sawtooth-induced signal is larger in discharges with larger sawteeth. In figure 16, the amplitude of the sawtooth is quantified by the reduction in central electron temperature $\Delta T_e/T_e$ and by the sawtooth inversion radius, $\rho_{inv}$. (The inversion radius, $\rho_{inv}$, is the normalized minor radius where the ECE signal is unchanged at the sawtooth crash.) To account for variations in neutral density, the sawtooth-induced signal is normalized by the beam-modulation signal. (This normalization is justified in section 5.2.) The sawtooth signal increases with both $\Delta T_e/T_e$ and $\rho_{inv}$ (figure 16). For the blue-shifted portion of the spectrum (figures 16(a) and (b)), the signal is twice as large for the oblique views that are sensitive to passing ions as for the vertical views that are sensitive to trapped ions (average value of 2.4 versus 1.2). For the red-shifted data (figures 16(c) and (d)), the average signals are much smaller: 0.7 for the oblique views and 0.9 for the vertical views. This is expected, as trapped ions cause the majority of the red-shifted signal.

The enhanced *jump in edge* signal reported here is consistent with previous active FIDA measurements with the same instruments that showed a larger *drop in core* signal for the oblique chords than for the vertical chords at the sawtooth crash [25]. Evidently, larger losses of passing ions in the core appear as larger increases of passing ions in the edge. The stronger effect of sawtooth crashes on passing particles is
Figure 15. A comparison of the blue portion of the spectrum with the red portion for the entire data set of conditionally-averaged sawtooth spectra. Each value is the mean spectral intensity in ranges equidistant from the cold line (6590–6610 Å and 6512–6532 Å). The strong bias towards blue-shifted light for the oblique views is consistent with the use of co-going beams and the greater sensitivity to passing particles. The crude sawtooth spectral model using TRANSP and FIDASIM (section 3.2) also shows a blue bias for the oblique chord. The vertical views are more balanced between red and blue, which is consistent with their greater sensitivity to trapped particles. This spectral balance is further validated by the TRANSP/FIDASIM data point for a vertical chord (which comes from a spectrum analogous to the TRANSP curve in figure 4).

Figure 16. Sawtooth signal relative to beam-modulation signal as functions of sawtooth ((a), (c)) amplitude and ((b), (d)) inversion radius. The data are integrated over ((a), (b)) the blue region of the sawtooth spectrum from 6510–6550 Å or ((c), (d)) the red region from 6590–6610 Å. The ordinate is normalized by the corresponding beam-modulation average from the blue-shifted region.
5.2. Quantification of fast-ion transport

Since FIDA light is produced by fast ions, it should be possible to relate measured signals to the fast-ion distribution function. In practice, four ingredients are needed to make this connection. First, one needs an accurate intensity calibration. Second, one needs to know the neutral density. Third, one needs an accurate forward model that relates the distribution function to FIDA spectra. Fourth, one needs sufficient FIDA chords to infer the distribution function.

Progress towards inference of the distribution function from active FIDA data has been significant [32]. In the case of active FIDA, the ability to calculate accurately the injected neutral density is well established, as is the forward model embedded in FIDASIM. The relationship between FIDA views and the distribution function is also thoroughly understood [33]. In contrast, for passive FIDA measurements, the neutral density in the edge and pedestal regions have relatively large uncertainties.

An empirical estimate of the magnitude of transport to the edge region is available, however. A readily measured experimental quantity is the ratio of passive FIDA signal at a sawtooth crash relative to the signal produced by a modulated beam, \( S_{ST}/S_{mod} \). The distribution function produced by a modulated beam is another known quantity, consisting of toroidally-asymmetric and axisymmetric-confined populations, so the methods of sections 3.1 and 3.3 can be used to calculate the modulated fast-ion density \( n_{mod}^{\text{sim}} \) in the edge region. Assuming a simple proportionality between the signals produced by the modulated population and the population expelled by sawteeth, the density of fast ions transported to the edge region by a sawtooth crash is

\[
n_{ST} = n_{mod}^{\text{sim}} \frac{S_{ST}}{S_{mod}}.
\]

The validity of this estimate hinges on two assumptions that may or may not be satisfied in practice. The most important (and questionable) assumption is that the velocity distribution of the expelled fast ions resembles the velocity distribution of the modulated population. The FIDA weight function depends sensitively on energy and pitch so, if the distribution functions differ, the magnitude of the relative signals is altered. As with inference of the distribution function from active FIDA data, comparison over multiple wavelengths with multiple sightlines provides more detail about the true distribution function.

The second assumption concerns the neutral density profile. A FIDA signal depends upon the product of fast-ion and neutral densities \( n_f n_n \), integrated over the sightline. Hence, the calculated fast-ion density \( n_{mod}^{\text{sim}} \) depends on the assumed neutral profile. It is quite unlikely that the expelled fast ions have the same spatial profile as the modulated fast-ion populations. Nevertheless, since the neutral-density profile is heavily weighted toward the edge, the inferred density \( n_{ST} \) can be viewed as an average edge fast-ion density, weighted by the neutral-density profile.

This method of absolute edge density determination is applied to sawtooth crashes for shot 149941, where the average number of fast ions lost per sawtooth is estimated for times between 3485 and 4982 ms using chord P4. Three main components go into this calculation: the sawtooth edge light, the modulated edge light, and the line-averaged first-orbit density along the chord (from P-FIDASIM). The sawtooth light is taken as the integral of the ‘suspected FIDA signal’ in figure 4 after removing the Bremsstrahlung offset. The modulated light is taken as the integral of the modulated spectrum for this discharge. The ratio of signals is \( S_{ST}/S_{mod} = 6.1 \). The fast-ion density of the toroidally-asymmetric population is estimated by P-FIDASIM. (The contribution of the modulated-confined population is ignored in this rough estimate because, when averaged over ‘beam-on’ and ‘beam-off’ periods, the net axisymmetric signal is small for chord P4.) The estimated line-averaged modulated density is \( n_{mod}^{\text{sim}} = 7.5 \times 10^{15} \text{ m}^{-3} \) so, using equation (1), the sawtooth-induced edge density is \( n_{ST} = 4.5 \times 10^{16} \text{ m}^{-3} \).

This empirical density estimate is reasonable. The TRANSP code includes an optional Kadomtsev model of the sawtooth crash [27]. A representative sawtooth crash in discharge 149941 is simulated using this model. The number of confined fast ions drops 1.7% due to the sawtooth crash. To compare with the empirically-derived density \( n_{ST} \), assume that the measured fast ions are expelled into a volume \( V_{loss} = (2\pi R)(\frac{\kappa}{2\pi}a) \Delta r_n \) assuming a 45° poloidal angle of losses, where \( R \) is the major radius (2.18 m), \( \kappa \) is the average elongation (1.16), \( a \) is the minor radius of the last closed flux surface (LCFS) (0.64 m), and \( \Delta r_n \) is a characteristic neutral density penetration depth (0.21 m). This gives a loss volume of 1.7 m³ and the number of lost ions, \( N_{ST} = n_{ST} V_{loss} \), as 7.6 \times 10^{16}. The total number of confined fast ions calculated by TRANSP is 6.3 \times 10^{18}, meaning that the sawtooth crashes eject on average 1.2% of the fast-ions, in rough agreement with the TRANSP Kadomtsev calculation.

6. Neutral density measurement

This section shows how, in the absence of an independent measurement of the neutral density, passive FIDA data can be used to estimate the neutral density profile. The inferred profile is in reasonable agreement with published L-mode neutral density profiles for DIII-D.

The specific data used to find the neutral density are as follows: discharge number 152817 uses beam 30-left as a modulated fast-ion source at 50% duty cycle. Beams 150-right and 330-right are active at 8% and 50% duty cycle to maintain the equilibrium and, therefore, these times are excluded from the conditional averaging, while the remaining 5 beams are...
turned off. Calibrated spectra (figure 17) are collected by the HoloSpec spectrometer for LOS P1, P3, P5, P7, P9, and P11. Spectra are time-averaged from 1800 ms to 4600 ms. The profiles and equilibrium are taken to be those at 3001 ms. Over the course of the discharge, the electron temperature and density are virtually constant, while the plasma current gradually ramps down. Sawtooth crashes occur throughout.

For simplicity, only the toroidally-asymmetric contribution to the modulated passive FIDA signals is considered. As discussed in section 3.3, P-FIDASIM self-consistently calculates a 2D normalized neutral density based on the plasma profiles. Discharge 152817 has double X-points and therefore a z-dependence is assumed for the neutral density in addition to the ρ dependence, the form and scaling of which will be determined by the following inversion process.

The inversion is an optimization that solves the overdetermined least-squares problem that finds the neutral-density scaling factors, α, as a function of z, that minimize the difference between the theoretical (T) and experimental (E) spectra. The 2D grid of normalized neutral density is then multiplied by this scaling factor to obtain a neutral density that is scaled to realistic values and has a dependence on ρ and z (in practice, R and z).

The inversion has three terms: the unknown neutral density scaling factor α as a function of z, the experimental spectra E as a function of wavelength and LOS number, and the simulated spectra T as a function of wavelength, LOS number, and z. Ignoring the LOS designation, all LOS data are lumped together as one large dataset. The key equation to invert for line-integrated signals then becomes

\[ E = T\alpha \] (2)

and inverting gives the optimal neutral density scaling factors:

\[ \alpha = T^{-1}E. \] (3)

The inversion is performed using a generalization of a non-negative least-squares solver. The code allows for arbitrary restrictions to be placed on α; however, non-negative was the only restriction used in this work. Multiplying the normalized neutral density by α (according to their matching z values) gives the final values of \( n_d(R, z) \).

The inversion method was tested and optimized using manually-created test data to determine the optimal number of vertical z-bins that best reproduces an input ‘known’ neutral density within minimal acceptable error limits. The optimization showed the inversion to be more stable when assuming the neutral density rises symmetrically away from the midplane (i.e. that \( \alpha(z) = \alpha(|z|) \)). Physically, the double X-point of this equilibrium (discharge 152817) suggests increasing neutral density away from the midplane and computationally this makes sense when considering that the lines of sight have similar pathlengths through the upper and lower regions. The inversion, therefore, cannot distinguish between light emitted in the upper regions and light emitted in the lower regions. The inversion method is found to reproduce the manually-created input neutral density with less than 5% error when using four vertical bins. Figure 18 shows the input α for the inversion test along with the output.

Figure 17 shows the experimental spectra used to find the DIII-D neutral density. Figure 19(a) shows the α found by inversion. Note that it rises quickly away from the midplane as hypothesized. The contour plot in figure 19(b) is the final neutral density obtained. The scaled neutral density has realistic values and the z-dependence is made apparent by the low densities closer to the midplane. The figure also shows the average of the contour as a function of ρ, emphasizing the exponential rise of neutral density from the core to the wall. The average neutral density at the LCFS is \( 8.1 \times 10^9 \text{ cm}^{-3} \) and the average value at the edge (ρ = 1.3) is \( 1.1 \times 10^{11} \text{ cm}^{-3} \). To emphasize the role of the neutral density’s spatial distribution in shaping the fast-ion spectra, figure 20 shows the simulated spectra before and after the vertical weighting of the 1D neutral density profiles. The complicated interplay between the neutral density spatial distribution and the spectral shape and amplitude helps explain how only 6 LOS can be used to infer the neutral density profile.

---

5 www.astro.physics.ox.ac.uk/~mxc/software/bvls.pro
Figure 21 is a comparison between these measurements and previous DEGAS simulations of neutral flux into the core along the LCFS [34] and serves as an order-of-magnitude validation of the calculated neutral density profile. Comparisons [35] between P-FIDASIM and neutral density simulations by Carreras et al [36] also show reasonable consistency. Although the plasma conditions for the published profiles differ from the plasma conditions here, the profiles of [34, 36] do come from L-mode discharges and the L-mode case in figure 21 has comparable electron density and temperature: $n_e$ within 9% and $T_e$ within 15%. The P-FIDASIM results have similar spatial dependencies (rising toward the wall and X-points) to these older works and are within an order of magnitude in neutral density and flux into the core.

7. Summary, outlook, and implications

The DIII-D passive FIDA signals originate from three distinct fast-ion populations. A toroidally-asymmetric population is caused by newly-born ions that traverse the FIDA sightlines on their first orbits. A second population consists of axisymmetric confined fast ions in the edge region. A third population is expelled into the edge region by sawteeth.
In the absence of sawteeth, the observed time evolution of the signal agrees well with the predicted evolution produced by a combination of the toroidally-asymmetric and axisymmetric-confined sources (figure 5). Expected changes in the toroidally-asymmetric population account for the measured dependencies of the spectra on parameters such as sightline or modulated source (figure 14).

Passive FIDA signals produced by sawteeth have the expected spectral shape (figure 4). The signals increase with increasing sawtooth amplitude (figure 16). The transport of passing fast ions to the edge region is larger than the transport of trapped ions (figure 15).

FIDA signals are proportional to the product of neutral and fast-ion densities integrated over the sightline, \( \int n_{\text{n}} n_{\text{f}} \, dl \). (There is also a velocity-space dependence.) This implies that, if one of these two densities is known, the other can be inferred.

This paper explores both possibilities. In section 6, the neutral density is inferred from absolutely-calibrated passive FIDA measurements, using the toroidally-asymmetric fast-ion population as a known source. The inferred neutral-density profile is reasonable in magnitude and shape.

Section 5.2 proceeds the opposite way. The passive FIDA signal produced by sawtooth bursts is compared to the signal produced by beam modulation. By assuming that a similar neutral-density profile and fast-ion velocity distribution produce both signals, one infers that \( \sim 1\% \) of the fast ions are expelled into the edge region by the sawtooth crash, in reasonable agreement with a TRANSP estimate.

The goal of this paper is to illustrate the potential of passive FIDA measurements for diagnosis of the neutral density and fast-ion transport to the edge region. Many improvements to the work reported here are possible. The neutral-density profile of figure 19 is based on measurements by 6 channels. An obvious improvement is to diagnose the edge region with more chords with multiple viewing angles. As with any tomographic inversion, the more chords, the better the inversion. More chords with different angles would also benefit the edge fast-ion measurement. With multiple views, the techniques that are being developed to infer the fast-ion distribution function from active FIDA data could be applied to passive FIDA data. Knowledge of the neutral density is also crucial. This could come from passive FIDA measurements with a known source, as described in section 6, but independent determination of the neutral-density profile would be even better.

Since passive FIDA signals contribute to the background, this work has obvious implications for active FIDA diagnostics. Existing FIDA diagnostics treat the background one of three ways: beam modulation, toroidally-displaced reference views, or modeling of the background emission.
work here has implications for all three. In the case of beam modulation, one can calculate the contribution of the modulated confined population to the signal, as in section 3.1. The toroidally-asymmetric contribution to the background can also be estimated with a code such as P-FIDASIM (section 3.3). This contribution varies with toroidal angle, so it is particularly important to consider when using reference views for background subtraction. Finally, if neither beam modulation nor reference views are employed for background subtraction, calculations of the passive backgrounds from both populations should be employed.

This work also has implications for diagnosis of fast-ion transport into the edge region. ITER plans spectroscopic instruments that will measure light from both helium and deuterium. Instabilities that transport a significant fraction of the confined fast-ion population into the edge region are likely to produce measurable signals. If the neutral-density profile is known, these data can provide quantitative information on the edge alpha and deuterium densities.
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