Ionization potentials and electron affinities of Rg, Cn, Nh, and Fl superheavy elements
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The successive ionization potentials (IPs) and electron affinities (EAs) for superheavy elements with 111 ≤ Z ≤ 114, namely, Rg, Cn, Nh, and Fl are reexamined using the relativistic Fock-space coupled-cluster method with nonperturbative single (S), double (D), and triple (T) cluster amplitudes (FS-CCSDT). For the most of considered quantities, the triple-amplitude contributions turn out to be important. The Breit and frequency-dependent Breit corrections are evaluated by means of the configuration-interaction method. The quantum-electrodynamics corrections to the IPs and EAs are taken into account within the model-QED-operator approach. The obtained results are within 0.10 eV uncertainty.

I. INTRODUCTION

Superheavy elements (SHEs) are trans-uranium elements which are artificially synthesized in the cold- and hot-fusion nuclear reactions with neutron-rich isotopes, see, e.g., reviews.[1–3] All the known SHEs, starting from rutherfordium (Z = 104, Ru) and ending with oganesson (Z = 118, Og), belong to the seventh row of the periodic table; here and below Z is the nuclear charge number. The experimental study of SHE electronic-structure properties is exceptionally difficult due to the extremely low production rates and short lifetimes. Nowadays, the heaviest elements for which experimental data on such electronic-structure property as ionization potential exist are nobelium (Z = 102, No) [4–7] and lawrencium (Z = 103, Lr) [7–9]. However, promising experimental techniques[9,11] may expand our knowledge on the electronic structure of the heavier elements beyond lawrencium.

Modeling of the electronic structure of SHEs is a challenging task for the modern theoretical atomic physics. The necessity to explicitly account for correlations between a large number of electrons demands huge computational efforts. Moreover, very strong electric fields induced by heavy nuclei make relativistic and quantum-electrodynamics (QED) effects substantial. As a result, to predict properties of SHEs with reliable accuracy one has to employ an efficient method for evaluation of the electron-correlation effects within the relativistic framework.

Some SHEs have been studied previously employing various methods, such as the relativistic Fock-space coupled clusters with single (S) and double (D) amplitudes (FS-CCSD) [12–18], the configuration-interaction method combined with the many-body perturbation theory (CI+PT) approach [19–26], the multiconfiguration Dirac-Fock method (MCDF) [24–28]. In general, all above-mentioned calculations are in agreement with each other, however, in some cases there is a discrepancy between the FS-CCSD and CI+PT results. For example, the discrepancy is about 0.2 eV for the first IP of copernicium (Z = 112, Cn) [16,25] and 0.5 eV for the same quantity of roentgenium (Z = 111, Rg) [12,25]. These inconsistencies have served as motivation to thoroughly reexamine the electronic-structure properties of the SHEs.

The present paper aims to revise ionization potentials (IPs) and electron affinities (EAs) of SHEs with 111 ≤ Z ≤ 114 by means of the relativistic FS-CC method, with the fully-relativistic Dirac-Coulomb Hamiltonian being employed. The SD and nonperturbative triple (T) cluster amplitudes are considered in the calculations. In most cases, the triple-amplitude corrections, which are evaluated for the first time for these systems, turn out to be comparable or even larger than the uncertainties of the FS-CCSD correlation treatment. A basis set used to solve the FS-CCSD equations is optimized for each particular element in order to minimize the basis-set restriction error. The FS-CC results are supplemented by the Gaunt, retardation, and frequency-dependent Breit corrections as well as the QED contributions. These effects are evaluated separately using the configuration-interaction (CI) method in the basis of the Dirac-Fock-Sturm (DFS) orbitals and the model-QED-operator approach. We demonstrate the consistency of adding the CI-DFS based corrections to the FS-CC results by using the Gaunt interaction as an example.

The paper has the following structure. In Sec. I[1] a brief introduction to the FS-CC and CI-DFS methods is
presented and key features of their implementation are overviewed. In Sec. III the thorough details of the calculations are given. The obtained results are discussed and compared with values available in the literature in Sec. IV with each element being placed in a separate subsection for convenience.

Atomic units are used throughout the paper.

II. METHODS

In the present work, the electronic structure of the SHEs is calculated by means of a combination of the FS-CC and CI methods. Namely, the interelectronic interaction represented by the Dirac-Coulomb Hamiltonian is evaluated within the FS-CC approach. Various corrections to the FS-CC values are calculated using the CI method.

Within the FS-CC method \([29, 31]\), the model space (MS) is defined through a projection operator that is decomposed into the Fock-space sector projectors corresponding to different numbers of particles \((p)\) or holes \((h)\) above the Fermi-vacuum state. The latter one is considered as the Fock-space sector \(0\hbar 0p\). It is most convenient to use the closed-shell Fermi-vacuum state. The FS-CC equations are formulated for an effective many-electron Hamiltonian \(H_{\text{eff}}\) which is associated with some Hamiltonian \(H\), e.g., the Dirac-Couloomb one, and operates in the MS. The valence-universal wave operator \(\Omega\) is constructed successively for each sector of the Fock space starting from the sector \(0\hbar 0p\). For the latter, the FS-CC equations are reduced to the single-reference CC ones. In contrast to the single-reference CC method, the FS-CC method allows one to consider static correlations in terms of the MS-state mixing.

The FS-CC method implemented in the EXP-T program \([32, 33]\) is used in the present work. We adopt the notation FS-CCSD for the calculations involving the single \((S)\) and double \((D)\) cluster amplitudes and FS-CCSDT for the calculations involving SD and nonperturbative triple \((T)\) amplitudes. The Dirac-Fock calculations, otherwise known as the relativistic Hartree-Fock ones, and subsequent integral-transformation steps are carried out using the DIRAC package \([35, 36]\).

The relativistic Dirac-Couloomb many-electron Hamiltonian \(H_{\text{DC}}\) is formulated for the present FS-CC calculations as follows:

\[
H_{\text{DC}} = \Lambda^{+} \left[ H^{D} + V^{C} \right] \Lambda^{+},
\]

where \(H^{D}\) is the sum of the one-electron Dirac Hamiltonians, \(V^{C}\) is the two-electron Coulomb-interaction operator, and \(\Lambda^{+}\) is the projector on the positive-energy states of the Dirac-Fock \((DF)\) Hamiltonian \(H^{DF}\). The Gaussian model for the nuclear-charge density is employed to describe the nuclear potential.

Within the current implementation of the FS-CC method, the Gaunt-interaction operator \(V^{G}\) can be included into the calculations by means of the exact two-component molecular mean-field Hamiltonian \(H_{\text{X2Cmmf}}\) approach \([37]\). This approach allows one to construct the two-component Hamiltonian, which exactly reproduces the relativistic DF positive-energy eigenvalues. In the transformation of the Hamiltonian to its second-quantized form required for the correlated calculations, the Gaunt-interaction operator \(V^{G}\) can be incorporated through a correction to the mean field.

The CI calculations are based on the CI-DFS method \([38, 39]\). In this method, the active space \((AS)\) of one-electron orbitals consists of numerical solutions of the DF and DFS equations considered in the central-field approximation. The CI-correlated many-electron wave function \(\Psi(JM)\) with the total angular momentum \(J\) and its projection \(M\) is represented as a sum of configuration-state functions. The latter are eigenfunctions of the operator \(J^{2}\) and are constructed from the orbitals included into the AS according to the restricted active-space \((\text{RAS})\) scheme \([42]\).

The Dirac-Couloomb-Breit Hamiltonian is used in the CI-DFS method:

\[
H_{\text{DCB}} = \Lambda^{+} \left[ H^{D} + V^{C} + V^{G} + V^{R} \right] \Lambda^{+},
\]

where \(V^{R}\) is the retardation part of the Breit-interaction operator. The energies corresponding to the states \(\Psi(JM)\) are given by the eigenvalues of the Hamiltonian represented in the many-electron basis of the configuration-state functions.

The QED effects related to the vacuum-polarization \((\text{VP})\) and self-energy \((\text{SE})\) corrections can be incorporated into the CI-DFS calculations by means of the model-QED-operator approach presented in Refs. \([43, 44]\). The approach consists in the inclusion of the model-QED operator \(V^{QED}\) into the one-electron part of the Hamiltonian \(H_{\text{DCB}}\) together with the inclusion of the same operator into the DF and DFS equations. The SE part of the operator \(V^{QED}\) is constructed from the corresponding matrix elements precalculated for hydrogen-like ions, whereas the VP part is given by the local one-electron potentials. Therefore, \(V^{QED}\) exactly reproduces the lowest-order QED corrections in a system without the interelectronic interaction. The higher-order QED effects are accounted for only approximately. The frequency-dependent Breit-interaction correction is evaluated by using the full Coulomb-gauge interelectronic-interaction operator (see, e.g., Ref. \([43]\) and references therein) instead of the Coulomb \(V^{C}\) and standard Breit \(V^{G} + V^{R}\) interactions.
III. COMPUTATIONAL DETAILS

The dominant contribution to the IPs and EAs of the elements with $111 \leq Z \leq 114$ is computed with the FS-CC method. The closed-shell configuration $[\text{Rn}]5f^{14}6d^{10}7s^2$, which appears to be the ground-state configuration of neutral Cn, is chosen as the sector $0h0p$. The detailed FS-CC sector-partitioning schemes used in the calculations are the following:

\[
\text{Rg}^+(2h0p) \leftarrow \text{Rg}(1h0p) \leftarrow \text{Rg}^-(0h0p),
\]
\[
\text{Cu}^{2+}(2h0p) \leftarrow \text{Cu}^+(1h0p) \leftarrow \text{Cu}(0h0p),
\]
\[
\text{Nh}^{3+}(2h0p) \leftarrow \text{Nh}^{2+}(1h0p) \leftarrow \text{Nh}^+(0h0p) \rightarrow \text{Nh}(0h1p) \rightarrow \text{Nh}^-(0h2p),
\]
\[
\text{Fl}^{4+}(2h0p) \leftarrow \text{Fl}^{3+}(1h0p) \leftarrow \text{Fl}^{2+}(0h0p) \rightarrow \text{Fl}^+(0h1p) \rightarrow \text{Fl}(0h2p).
\]

Within the FS-CC approach, the sector $0h0p$ provides the total binding energy of the corresponding state, while for the other sectors the energies are determined relative to it. Therefore, the $n$-th ionization potentials, $I_n$, and the electron affinity, $\varepsilon$, can be obtained by the proper combinations of the lowest eigenvalues of the effective Hamiltonian in all the sectors.

The FS-CCSD approximation is used to evaluate the main contribution from the correlations to the IPs and EAs. Explicitly optimized basis sets are employed in the calculations. Their construction is discussed below. The largest number of primitive functions used is $37s36p24d18f6g4h3i2kl$. The occupied shells $4f5s5p5d6s6p5f6d7s$ are explicitly treated at the FS-CCSD level. Generally, more than 60 electrons are included in the correlation treatment for each element. The energy cutoff for virtual states has been set to 170 a.u. The contributions from the deep-lying core electrons and from the virtual states with the energies larger than 170 a.u. are investigated by performing the calculations with the reduced number of the correlated electrons and virtual states. The MS determinants are constructed from the spinors $6d7s$ in the Rg and Cn calculations and the $6d7s7p8s$ ones in the Nh and Fl calculations. As an additional check, the practical independence of the results on the number of the spinors, which span the MS, is verified.

The contribution from the triple cluster amplitudes is defined as the difference between the FS-CCSDT and FS-CCSD results. For all the elements, the triple-amplitude correction is evaluated considering the $6d7s$ electrons as the active ones and excluding the virtual states with the energies larger than 25 a.u. Overall, the FS-CCSDT equations are solved for about 250 spinors, depending on the considered element.

As it is implemented in DIRAC, the DF equations are solved in the finite basis set of the primitive Gaussian functions $\{\gamma^L_i(\zeta_i)\}$, where $i$ enumerates basis functions of a given angular momentum $L$, and $\zeta_i$ stands for the Gaussian-exponent parameter. Common basis sets [45–47], which are widely used in calculations, may not be saturated enough to provide a proper description of the particular correlation problem at the desired accuracy level. These basis sets are usually subjected to some customization. A standard basis-set improvement strategy is to modify the basis set by including in it additional basis functions in the valence region in order to improve the accuracy of the electron-correlation description in this region.

A different optimization procedure is used in the present work. Previously, it was employed to calculate the EA of Og in Ref. [48], where thorough details on the scheme can be found. The procedure is based on the FS-CCSD calculations with the generalized relativistic effective core potential (GRECP) [49, 50], which significantly decreases the computational cost of the calculations by replacing core electrons with an effective pseudopotential. In the present work, the basis set for each element under consideration is optimized with respect to all the IPs and EA which are to be calculated according to the schemes given by Eqs. (3)–(6).

The optimization algorithm is organized as follows [48, 51]. For a particular system, the corresponding most comprehensive Dyall’s all-electron basis set [52, 53], with the basis functions for $L > 4$ being removed, is used as a starting point. Beginning with $L = 0$, a basis function $\gamma^L(\zeta)$ with an adjustable parameter $\zeta$ is added to the initial basis set and the global extremum of the IP and EA values with respect to the parameter $\zeta$ is searched. The value of $\zeta^*$ which simultaneously delivers the largest in magnitude extremum to all the considered IP and EA values is permanently added to the basis set. For the given $L$, the procedure continues iteratively until the studied quantities become stable (up to the desired accuracy) with respect to the addition of a new basis function to the basis set. Then, the procedure for this value of $L$ is stopped and optimization of the functions for $L + 1$ is started according to the same scheme.

The range of the parameter $\zeta$ related to the spatial region where the valence electrons are localized is empirically found to be $\zeta \in [0.01, 10]$. The basis functions $\gamma^L(\zeta)$ with the parameter $\zeta$ beyond this interval yield a negligible contribution to the investigated quantities.

The effective core-potential integral-evaluation code employed in DIRAC allows one to use basis functions
with the angular momenta up to \( L = 6 \) (the \( i \)-type functions). To construct the optimized basis set with the maximum angular momentum \( L > 6 \), we use actually the same approach, but the GRECP Hamiltonian \( H_{\text{GRECP}} \) is replaced with the Hamiltonian \( H_{X2C\text{mmf}} \) for which there is no such a restriction. In addition, we have double checked the quality of the GRECP-optimized basis set by repeating the same optimization scheme but with the Hamiltonian \( H_{X2C\text{mmf}} \) employed instead of the \( H_{\text{GRECP}} \) one. This provides us a possibility to verify the established during the GRECP-optimization procedure uncertainty associated with the basis-set saturation error.

Throughout all the CI-DFS calculations, the \( 6d7s7p \) electrons are considered as the active ones, and the SD excitations are taken into account. The convergence of the results with respect to the number of the virtual orbitals is studied.

The CI-DFS method is used to calculate the Gaunt-interaction correction. This contribution is evaluated as the difference between the values obtained with the Hamiltonians \( H_{\text{DDCG}} \) and \( H_{\text{DC}} \). In the same way, the correction associated with the retardation operator \( V^R \) is calculated. The QED corrections are also evaluated employing the CI-DFS method according to the scheme described in Sec. II, namely, as the difference of the energies obtained with and without the model-QED operator \( V^{QED} \) included into the related calculations. In this regard, we should mention the method presented in Ref. [54], where the model-QED operator \( V^{QED} \) was included into the FS-CC calculations. In addition, the QED effects were incorporated into the atomic version of the FS-CC method in Ref. [55].

### IV. RESULTS AND DISCUSSION

We begin the discussion with the general results on the Gaunt and QED corrections. Within the FS-CCSD method, the Gaunt-interaction correction is evaluated as the difference of the results obtained with and without the operator \( V^G \) included into the Hamiltonian \( H_{X2C\text{mmf}} \). Alternatively, it is calculated using the CI-DFS method. The comparison of the Gaunt-interaction correction evaluated by the two different methods for the considered SHEs is presented in Table I.

| \( Z \) | Quantity | FS-CCSD | CI-DFS |
|-------|---------|---------|--------|
| 111   | \( I_1(R_g) \) | 0.026   | 0.027  |
|       | \( \epsilon(R_g) \) | 0.024   | 0.029  |
| 112   | \( I_2(Cn) \) | 0.026   | 0.029  |
|       | \( I_1(Cn) \) | 0.027   | 0.030  |
| 113   | \( I_3(Nh) \) | −0.054  | −0.060 |
|       | \( I_2(Nh) \) | −0.053  | −0.049 |
|       | \( I_1(Nh) \) | −0.043  | −0.046 |
|       | \( \epsilon(Nh) \) | −0.017  | −0.028 |
| 114   | \( I_4(\text{Fl}) \) | −0.076  | −0.075 |
|       | \( I_3(\text{Fl}) \) | −0.069  | −0.062 |
|       | \( I_2(\text{Fl}) \) | −0.068  | −0.082 |
|       | \( I_1(\text{Fl}) \) | −0.044  | −0.059 |

It can be seen from Table I that our FS-CCSD and CI-DFS results agree well with each other. The maximum deviation between these results does not exceed 0.015 eV that is completely covered by the uncertainty of the FS-CCSDT values for the IPs and EAs. The latter uncertainty is associated with the basis-set incompleteness and estimated to be several tenths of meV; see below the corresponding discussion for details. The found agreement ensures us that the corrections obtained by means of the CI-DFS method can be added to the FS-CC results. For the Gaunt-interaction corrections, the FS-CCSD results are considered by us to be more preferable than the CI-DFS ones, since a larger number of electrons are correlated in the FS-CCSD calculations.

The comparison of the expectation values of \( \epsilon \), of the SHEs with \( 111 \leq Z \leq 114 \) evaluated with the FS-CCSD method using the exact two-component Hamiltonian \( H_{X2C\text{mmf}} \) and the CI-DFS method using the relativistic Dirac-Coulomb-Gaunt Hamiltonian (eV).

The CI-DFS method is used to calculate the Gaunt-interaction correction. This contribution is evaluated as the difference of the results obtained with and without the operator \( V^G \) included into the Hamiltonian \( H_{X2C\text{mmf}} \). Alternatively, it is calculated using the CI-DFS method within the model-QED-operator approach. However, for an illustrative purpose, we discuss also the evaluation of the QED correction at the one-electron level, namely, within the DF method. The QED results obtained using the DF method are referred to as QED-DF. To examine the effect of the model-QED-operator inclusion into the self-consistent DF equations on the studied quantities, we compare the expectation values of \( V^{QED} \), obtained using the one-electron DF wave functions for the orbitals from which the ionization goes, with the QED corrections to the IPs and EAs which are obtained as the proper differences of the total DF energies calculated with and without the operator \( V^{QED} \) included into the related DF equations. The results of the first scheme can be interpreted as the direct QED contribution to the considered quantities. We call it the direct QED effect, since in this case the orbital relaxation which occurs due to the different electronic structure of the initial and final states is not taken into account. On the other hand, the second scheme includes the orbital-relaxation contributions, arising from the changes in the electronic structure of the initial and final states.
ture as well as the orbital-relaxation effects due to including the model-QED potential into the DF equations. The QED correction obtained by using the second scheme is referred to as the total QED-DF correction. The corresponding results are presented in Table II.

TABLE II. Comparison of the direct and total QED contributions to the \( n \)-th ionization potentials, \( I_n \), and electron affinities, \( \epsilon \), of the SHEs with \( 111 \leq Z \leq 114 \) (QED-DF) evaluated within the Dirac-Fock approximation using the model QED operator \( V^{QED} \) (eV). The direct QED-DF contribution is defined as the expectation value of \( V^{QED} \) with the one-electron DF wave function for the orbital from which the ionization equations. See text for the details.

| \( Z \) | Quantity | Direct QED-DF | Total QED-DF |
|-------|----------|--------------|--------------|
| 111   | \( I_1(\text{Rg}) \) | -0.0050 | 0.0230 |
|       | \( \epsilon(\text{Rg}) \) | -0.0045 | 0.0216 |
| 112   | \( I_2(\text{Cn}) \) | -0.0061 | 0.0259 |
|       | \( I_2(\text{Cn}) \) | -0.0056 | 0.0244 |
|       | \( I_3(\text{Nh}) \) | -0.0913 | -0.0926 |
|       | \( I_4(\text{Nh}) \) | -0.0827 | -0.0779 |
| 113   | \( I_3(\text{Nh}) \) | -0.0128 | 0.0017 |
|       | \( \epsilon(\text{Nh}) \) | -0.0092 | -0.0019 |
|       | \( I_4(\text{Fl}) \) | -0.1096 | -0.1097 |
| 114   | \( I_3(\text{Fl}) \) | -0.1006 | 0.0048 |
|       | \( I_2(\text{Fl}) \) | -0.0192 | -0.0057 |
|       | \( I_4(\text{Fl}) \) | -0.0162 | -0.0021 |

From Table II it can be seen that in the cases of Rg and Cn the direct QED-DF contributions are several times in magnitude smaller than the total QED-DF ones, and have the opposite sign. On the contrary, in the case of \( I_1(\text{Nh}) \), \( \epsilon(\text{Nh}) \), \( I_2(\text{Fl}) \), and \( I_1(\text{Fl}) \) the direct QED-DF contributions turn out to be several times larger than the related total QED-DF ones. These results indicate not the smallness or/and insignificance of the total QED-DF corrections but rather the fact that the proper treatment of the indirect QED-DF contributions associated with the relaxation effects (which are mostly due to the differences in the electronic structure of the charged state) may lead to a partial or in some cases to considerable cancellation of the direct QED-DF contributions. Similar studies were performed in Ref. [56] for multivalent heavy ions and in Ref. [57] for fluorine-like ions.

The QED-DF values are improved by using the CI-DFS method combined with the model-QED operator, see Sec. II for details. For each SHE under consideration, the final QED corrections as well as the other contributions are presented in the forthcoming subsections.

A. Roentgenium (\( Z=111 \), Rg)

The results for the first IP and EA of roentgenium are presented in Table III. We obtained that the ground-state configurations for the Rg\(^-\) anion is \( 6d^{10}7s^2 \) (for brevity, here and below the common part \([\text{Rn}]5f^{14}\) of all the configurations is omitted), for neutral Rg is \( 6d^{10}7s^2 \) \( J = 5/2 \), and for Rg\(^+\) ion is \( 6d^{8}7s^2 \) \( J = 4 \), in agreement with the previous FS-CCSD [12] and CI+PT calculations. The inclusion of the triple cluster amplitudes does not change the order of the levels, however, the corresponding correction to \( I_1(\text{Rg}) \) and \( \epsilon(\text{Rg}) \) turns out to be important. It amounts to \(-0.10(3) \) eV for the EA and \(-0.40(11) \) eV for the IP. The uncertainty of the triple-amplitude correction was conservatively estimated by varying the virtual-states energy cutoff. Both QED and Gaunt-interaction corrections for the EA and IP of Rg are about 0.02 eV, they are fully covered by the uncertainty of the FS-CC correlation treatment. The retardation and the frequency-dependent Breit-interaction corrections are one and two orders of magnitude smaller, respectively, than the QED and Gaunt-interaction corrections.

TABLE III. Contributions to the first ionization potential, \( I_1(\text{Rg}) \), and electron affinity, \( \epsilon(\text{Rg}) \), of roentgenium (eV).

| Contribution | \( I_1(\text{Rg}) \) \( 6d^{8}7s^2 \) \( J = 4 \) | \( \epsilon(\text{Rg}) \) \( 6d^{10}7s^2 \) |
|--------------|---------------------------------|---------------------------------|
| FS-CCSD      | 11.03(6)                        | 1.97(5)                         |
| Triples      | -0.40(11)                       | -0.10(3)                        |
| Gaunt        | 0.026                           | 0.024                           |
| Retardation  | -0.002                          | -0.002                          |
| Freq.-dep. Breit | -0.0006                      | 0.0001                          |
| QED          | 0.021                           | 0.019                           |
| Total        | 10.67(13)                       | 1.91(6)                         |
| Eliav et al. [12] | 10.60                         | 1.565                           |
| Dzuba [21]   | 12.2(11)                        |                                 |
| Lackenby et al. [25] | 11.175                      |                                 |

The main difference between the present FS-CC calculations and those reported in Ref. [12] consists in a more advanced basis set used here and in the inclusion of the triple cluster amplitudes in a nonperturbative, fully iterative manner [21]. At the FS-CCSD level, our result for \( \epsilon(\text{Rg}) \) differs from the value presented in Ref. [12] by about 25%. We managed to reproduce the values of Ref. [12] using the basis set employed there. During the basis-construction procedure we found that both IP and EA of Rg increase in magnitude when the quality
of the basis set is improved. Since our values for $I_1$(Rg) and $\epsilon$(Rg) are larger by about 0.4 eV, we conclude that the difference between the results is apparently due to the lack of the indispensable basis functions used in that work. Moreover, we note that our full Breit-interaction (Gaunt plus retardation) correction is in good agreement with the related results of Ref. [12].

For $I_1$(Rg), the value of Ref. [12] is 0.03 eV and the present result is 0.024 eV, while for $\epsilon$(Rg) the value of Ref. [12] is 0.023 eV and our result is 0.022 eV. The results obtained within the CI+PT calculations [25] are in reasonable agreement with our data, providing the triple-cluster-amplitude contribution is excluded from our total value.

### B. Copernicium (Z=112, Cn)

For neutral and singly ionized copernicium the obtained ground-state configurations are $6d^{10}7s^2$ and $6d^97s^2$ $J = 5/2$, respectively, in accordance with the previous FS-CCSD [13] and CI+PT [22] calculations. For Cn$^{2+}$ ion, using the FS-CCSDT approach, we obtained that the $J = 4$ level of the configuration $6d^87s^2$ has the minimal energy among the other levels, as it was previously reported in Refs. [13, 25]. Thus, the ground-state configuration of Cn$^{2+}$ coincides with the ground-state configuration of Rg$^+$. The QED correction to $I_1$(Cn) with $n = 1, 2$, of copernicium ($\alpha$V). The obtained ground-state configuration of the neutral Cn atom is $6d^{10}7s^2$, the ground-state configurations of the ions are given in the header.

| Contribution          | $I_2$(Cn) | $I_1$(Cn) |
|-----------------------|-----------|-----------|
|                       | $6d^97s^2$ $J = 4$ | $6d^{10}7s^2$ $J = 5/2$ |
| FS-CCSD               | 22.54(6)  | 12.00(5)  |
| Trips                 | −0.18(9)  | −0.03(2)  |
| Gaunt                 | 0.026     | 0.027     |
| Retardation           | −0.001    | −0.002    |
| Freq.-dep. Breit      | −0.001    | −0.0006   |
| QED                   | 0.025     | 0.022     |
| Total                 | 22.41(11) | 12.02(5)  |
| Eliav et al. [13]     | 22.49     | 11.97     |
| Nash [58]             |           | 11.675    |
| Yu et al. [27]        | 21.98     | 11.73     |
| Hangele et al. [59]   | 21.989    | 11.353    |
| Dzuba [21]            |           | 13.1(11)  |
| Lackenby et al. [25]  | 22.84     | 12.14     |

In Table IV, the contributions to the first, $I_1$(Cn), and second, $I_2$(Cn), IPs of copernicium are given. For $I_1$(Cn), the triple-cluster-amplitude correction turns out to be about $−0.03(2)$ eV, which is smaller than the FS-CCSD level of uncertainty. On the contrary, the triple-amplitude correction is large for the ionization to the $J = 4$ level of Cn$^{2+}$ and amounts to about $−0.18(9)$ eV. Nevertheless, it does not change the order of the levels. The full Breit interaction and QED corrections contribute about 0.02−0.03 eV to the IPs of copernicium, and they are roughly the same as for the case of Rg.

Omitting the triple cluster amplitudes and QED corrections, our results for both first and second IPs are in good agreement with the previous FS-CCSD calculations [13]. However, for the first IP our full Breit-interaction contribution, which is 0.025 eV, disagrees with the one from Ref. [13], which is $−0.022$ eV, i.e. it has almost the same magnitude but the opposite sign. On the other hand, our value for the Gaunt-interaction correction is in reasonable agreement with the result of Ref. [60], which is 0.031 eV. The obtained QED correction, 0.022 eV, agrees well with the value from Ref. [60], which is 0.023 eV.

Our total results excluding the triple-cluster-amplitude corrections for $I_1$(Cn) and $I_2$(Cn) are 1% and 2% smaller than the ones from Ref. [25], respectively. The addition of the triple-amplitude corrections, which are negative for all cases, only increases the difference. Finally, our results are in agreement with the results of Ref. [27] within the 0.5 eV uncertainty estimated by the authors of Ref. [27]. The corresponding values were obtained using the GRASP92 [61] implementation of the MCDF method.

### C. Nihonium (Z=113, Nh)

The different charge states of nihonium have the following ground-state configurations: $6d^{10}7s^27p^1$ for the neutral Nh, $6d^{10}7s^27p^2$ for the Nh$^-$ anion, and $6d^{10}7s^2$, $6d^{10}7s^1$, and $6d^{10}$ for singly, doubly, and triply ionized Nh, respectively. The occupation of the 6d shell remains unchanged for the first three ionization processes in Nh, whereas in cases of Rg and Cn the electrons are ionized namely from the 6d shell. The obtained ground-state configurations are in agreement with the previous results of Refs. [14, 20]. The inclusion of the nonperturbative triple cluster amplitudes does not change the ground-state configurations as well.

The contribution of the triple amplitudes to the IPs and EA of Nh is about a few tenths of meV, being positive for $\epsilon$(Nh) and $I_1$(Nh) and negative for $I_2$(Nh) and $I_3$(Nh). The QED correction to $\epsilon$(Nh) and $I_1$(Nh) is negligible in comparison with the uncertainty of the FS-CC correlation treatment since this correction is mainly determined by the 7p electrons. However, this is not the case...
for \( I_2(\text{Nh}) \) and \( I_3(\text{Nh}) \), where the 7s electrons are ionized. For the second and third IPs, the QED corrections amount to about \(-0.08\) eV and \(-0.09\) eV, respectively.

### TABLE V. Contributions to the first three ionization potentials, \( I_n(\text{Nh}) \) with \( n = 1 \rightarrow 3 \), and electron affinity, \( \epsilon(\text{Nh}) \), of nihonium (eV). The ground-state configuration of the neutral Nh atom is \( 6d^{10}7s^27p^1 \), the ground-state configurations of the ions/anion are given in the header.

| Contribution       | \( I_2(\text{Nh}) \) | \( I_3(\text{Nh}) \) | \( I_1(\text{Nh}) \) | \( \epsilon(\text{Nh}) \) |
|--------------------|----------------------|----------------------|----------------------|----------------------|
| FS-CCSD            | \( 33.52(6) \)       | \( 24.00(5) \)       | \( 7.49(4) \)        | \( 0.71(3) \)       |
| Triples            | \(-0.01(3)\)         | \(-0.03(3)\)         | \(0.04(2)\)          | \(0.03(2)\)         |
| Gaunt              | \(-0.054\)           | \(-0.053\)           | \(-0.043\)           | \(-0.017\)          |
| Retardation        | \(0.004\)            | \(0.003\)            | \(0.004\)            | \(0.003\)           |
| Freq.-dep. Breit   | \(-0.005\)           | \(-0.005\)           | \(-0.003\)           | \(-0.002\)          |
| QED                | \(-0.088\)           | \(-0.078\)           | \(-0.001\)           | \(0.002\)           |
| **Total**          | \(33.37(7)\)         | \(23.84(6)\)         | \(7.49(5)\)          | \(0.73(4)\)         |

During the basis-set quality-improvement procedure we found that the values \( \epsilon(\text{Nh}) \) and \( I_1(\text{Nh}) \) increase in magnitude. This could be an explanation why our FS-CCSD value for \( I_1(\text{Nh}) \) combined with the full Breit-interaction correction is about 0.15 eV larger than the corresponding value from Ref. 14. The total Breit-interaction correction is in good agreement with the results of Ref. 14 for all the considered quantities. For \( I_1(\text{Nh}) \), our value, \(-0.039\) eV, for the full Breit-interaction correction also agrees with Ref. 60, where \(-0.046\) eV for this correction was obtained by including the operator \( V^G + V^R \) into the self-consistent procedure.

The total values for the EA and IPs of Nh are in agreement with the CI+PT results of Ref. 29, where the 1% uncertainty for the energies was reported. The result for \( I_1(\text{Nh}) \) agrees within the estimated uncertainty with the one obtained by Demidov and Zaitsevskii 63 who employed the scalar relativistic CC-SD(T) method, with the spin-dependent relativistic corrections being evaluated using the two-component relativistic density functional theory. Our results for \( I_1(\text{Nh}) \) and \( I_2(\text{Nh}) \), as a whole, agree with the results of Ref. 58. The present \( I_1(\text{Nh}) \) and \( \epsilon(\text{Nh}) \) values agree also with the very recent results from Ref. 64 which were obtained by the use of the CC method including the QED corrections.

### D. Flerovium (Z=114, Fl)

The obtained ground-state configuration for the Fl atom is \( 6d^{10}7s^27p^2 \). The order of the electron detachment in the Fl element is the following: at first, two \( 7p_1/2 \) electrons are ionized, then two \( 7s \) ones, leaving the ion \( \text{Fl}^{1+} \) with the \( 6d^{10} \) ground-state configuration. The obtained ground-state configurations for the Fl atom and its ions are in agreement with the previous findings made in Refs. 16, 20, 28: the triple-amplitude contribution does not change the ground-state configurations for the Fl ions. The results for the IPs of flerovium are presented in Table VI.

### TABLE VI. Contributions to the first four ionization potentials, \( I_n(\text{Fl}) \) with \( n = 1 \rightarrow 4 \), of flerovium (eV). The ground-state configuration of the neutral Fl atom is \( 6d^{10}7s^27p^2 \), the ground-state configurations of the ions are given in the header.

| Contribution       | \( I_1(\text{Fl}) \) | \( I_2(\text{Fl}) \) | \( I_3(\text{Fl}) \) | \( I_4(\text{Fl}) \) |
|--------------------|----------------------|----------------------|----------------------|----------------------|
| FS-CCSD            | \(46.24(6)\)         | \(35.78(6)\)         | \(16.95(5)\)         | \(8.69(5)\)          |
| Triples            | \(-0.01(3)\)         | \(-0.05(3)\)         | \(0.04(3)\)          | \(0.01(2)\)          |
| Gaunt              | \(-0.076\)           | \(-0.069\)           | \(-0.068\)           | \(-0.044\)           |
| Retardation        | \(0.006\)            | \(0.004\)            | \(0.006\)            | \(0.004\)            |
| Freq.-dep. Breit   | \(-0.006\)           | \(-0.006\)           | \(-0.004\)           | \(-0.003\)           |
| QED                | \(-0.105\)           | \(-0.093\)           | \(-0.004\)           | \(-0.002\)           |
| **Total**          | \(46.05(7)\)         | \(35.56(7)\)         | \(16.92(6)\)         | \(8.65(5)\)          |

The triple-amplitude correction to \( I_2(\text{Fl}) \) and \( I_3(\text{Fl}) \) turns out to be tenths of meV, and these contributions are comparable with the FS-CCSD uncertainties. It is interesting to note that for Fl this correction appears to be roughly the same as for Nh. The QED corrections for \( I_3(\text{Fl}) \) and \( I_4(\text{Fl}) \), where the 7s electrons are ionized, are found to be about \(-0.1\) eV. On the contrary, for \( I_1(\text{Fl}) \) and \( I_2(\text{Fl}) \) the QED corrections are found to be negligible compared to the uncertainty due to the approximate treatment of electronic correlations. The retardation and the frequency-dependent Breit corrections almost cancel each other yielding several-meV contributions to the IPs. They are an order of magnitude smaller than the numerical uncertainty associated with the correlation treatment.
Our FS-CCSD values combined with the Gaunt and retardation corrections agree well with the results of Ref. [14], which were obtained using the FS-CCSD method with the DCB Hamiltonian. The $I_1$(Fl) value obtained in Ref. [58] by means of the CCSD(T) method is also in agreement with our results. Since the triple-cluster-amplitude contribution turns out to be small for $I_1$(Fl), the single-reference CCSD(T) method, where the triple amplitudes are evaluated perturbatively, seems to yield a reliable result in this case. However, as in case of Cn, the basis set used in Ref. [58] was considerably smaller than the one employed in the present work.

Our total results for the first and second potentials agree up to several percent with the values from Ref. [20], which were obtained by means of the CI approach combined with the linearized CCSD method [66] and also include the Breit and QED corrections. Furthermore, our total results turn out to be systematically larger by 3–4\% than those from Ref. [28], where the uncertainty was estimated to be 2000 cm$^{-1}$, which is about 0.25 eV. With this uncertainty, our results agree better for $I_2$(Fl) and $I_3$(Fl) and worse for $I_1$(Fl) and $I_4$(Fl). The discrepancy may be a result of the fact that a configuration space employed in Ref. [28] was not saturated sufficiently. Finally, we note that the results from Ref. [59] for Fl obtained using a pseudopotential approach deviate from the corresponding our results: the deviation is larger than 1 eV for $I_1$(Fl), about 0.8 eV for $I_2$(Fl), and about 0.2 eV for $I_3$(Fl). The reason of this discrepancy is unclear to us.

V. CONCLUSION

The ionization potentials and electron affinities of the SHEs with 111 ≤ Z ≤ 114 are calculated by means of the relativistic FS-CC method within the Dirac-Coulomb Hamiltonian. To this end, the optimized basis sets of the primitive Gaussian exponents were constructed for each SHE considered. For these systems for the first time, the nonperturbative triple-amplitude corrections are evaluated based on the implementation of Refs. [32–34]. Especially in those cases, where the occupation of the d shell is changed during the ionization process, the previously unaccounted corrections due to the triple amplitudes turn out to be significant and even larger than the uncertainty of the FS-CCSD correlation treatment. The Breit-interaction and frequency-dependent Breit-interaction corrections are calculated by means of the CI-DFS method [35–41]. The QED corrections are also evaluated within the CI-DFS approach employing the model-QED operator [4, 42]. The corresponding contributions amount to about −0.1 eV in the cases, where the ionization goes from the s shell.

In most cases, the numerical uncertainty of our calculations does not exceed 0.1 eV. It is mainly determined by the uncertainties associated with the finite size of the basis sets employed and the uncertainty arising from the core electrons uncorrelated within the FS-CCSDT model. With the QED and triple-amplitude contributions being excluded, our results are in agreement with the previous FS-CCSD ones, which were obtained by Eliav and coworkers in a series of works [12–14, 16] where these contributions were not considered. However, for roentgenium using the more advanced basis set we managed to significantly improve the electron-correlation description compared to the previous FS-CCSD calculations [12]. Our predictions are also in reasonable agreement with the results from Refs. [20, 25] obtained using the CI+PT method and taking into account the QED corrections. However, for a reason that is unclear to us, the discrepancy of more than 0.25 eV takes place for the first ionization potential of Rg, the second ionization potential of Cn, and the first ionization potential of Fl.
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