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**Abstract**

Adversarial imitation learning alternates between learning a discriminator – which tells apart expert’s demonstrations from generated ones – and a generator’s policy to produce trajectories that can fool this discriminator. This alternated optimization is known to be delicate in practice since it compounds unstable adversarial training with brittle and sample-inefficient reinforcement learning. We propose to remove the burden of the policy optimization steps by leveraging a novel discriminator formulation. Specifically, our discriminator is explicitly conditioned on two policies: the one from the previous generator’s iteration and a learnable policy. When optimized, this discriminator directly learns the optimal generator’s policy. Consequently, our discriminator’s update solves the generator’s optimization problem for free: learning a policy that imitates the expert does not require an additional optimization loop. This formulation effectively cuts by half the implementation and computational burden of adversarial imitation learning algorithms by removing the reinforcement learning phase altogether. We show on a variety of tasks that our simpler approach is competitive to prevalent imitation learning methods.
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### 1 Introduction

Imitation Learning (IL) treats the task of learning a policy from a set of expert demonstrations. IL is effective on control problems that are challenging for traditional reinforcement learning methods, either due to reward function design challenges or the inherent difficult of the task itself [1] [23].

Most IL work can be divided into two branches: behavioral cloning and inverse reinforcement learning. Behavioral cloning casts IL as a supervised learning objective and seeks to imitate the expert’s actions using the provided demonstrations as a fixed dataset [19]. This usually requires a lot of expert data and results in agents that struggle to generalize. As an agent deviates from the demonstrated behaviors – straying outside the state distribution on which it was trained – the risks of making additional errors increase, a problem known as compounding error [23].

Inverse reinforcement learning aims to reduce compounding error by learning a reward function under which the expert policy is optimal [1]. Once learned, an agent can be trained (with any RL algorithm) to learn how to act at any given state of the environment. Early methods were prohibitively expensive on large environments because they required training the RL agent to convergence at each learning step of the reward function [29] [1]. Recent approaches instead apply an adversarial formulation (Adversarial Imitation Learning, AIL) in which a discriminator learns to distinguish between expert and agent behaviors to learn the reward optimized by the expert. AIL methods require only a few policy improvement steps for each discriminator update [13] [6] [4].
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While these advances have allowed imitation learning to tackle bigger and more complex environments [16][3], it has also significantly complexified the implementation and learning dynamics of imitation learning algorithms. It is worth asking how much of this complexity is actually mandated. For example, in recent work, Reddy et al. [20] have shown that competitive performance can be obtained by handcrafting a very simple reward function to incentivize expert-like behaviors and manage to imitate it through off-policy direct RL. Reddy et al. [20] therefore remove the reward learning component of AIL and focus on the RL loop, yielding a regularized version of Behavioral Cloning. Motivated by these results, we also seek to simplify the AIL framework but following the opposite direction: keeping the reward learning module and removing the policy improvement loop.

We propose a simpler yet competitive AIL framework. Motivated by Finn et al. [4] who use the optimal discriminator form, we propose a structured discriminator that estimates the probability of demonstrated and generated behavior using a single parameterized maximum entropy policy. Discriminator learning and policy learning therefore occur simultaneously, rendering seamless generator updates: once the discriminator has been trained for a few epochs, we simply use its policy model to generate new rollouts. We call this approach Adversarial Soft Advantage Fitting (ASAF).

We make the following contributions:

- **Algorithmic**: we present a novel algorithm (ASAF) designed to imitate expert demonstrations without any reinforcement learning step.
- **Theoretical**: we show that our method retrieves the expert policy when trained to optimality.
- **Empirical**: we show that ASAF outperforms prevalent IL algorithms on a variety of discrete and continuous control tasks. We also show that, in practice, ASAF can be easily modified to account for different trajectory lengths (from full length to transition-wise).

### 2 Background

**Markov Decision Processes (MDPs)** We use Hazan et al. [12]’s notation and consider the classic $T$-horizon $\gamma$-discounted MDP $M = (S, A, P, \mathcal{P}_0, \gamma, r, T)$. For simplicity, we assume that $S$ and $A$ are finite. Successor states are given by the transition distribution $\mathcal{P}(s', s, a) \in [0, 1]$, and the initial state $s_0$ is drawn from $\mathcal{P}_0(s) \in [0, 1]$. Transitions are rewarded with $r(s, a) \in \mathbb{R}$ with $r$ being bounded. The discount factor and the episode horizon are $\gamma \in [0, 1]$ and $T \in \mathbb{N} \cup \{\infty\}$, where $T < \infty$ for $\gamma = 1$. Finally, we consider stationary stochastic policies $\pi \in \Pi : S \times A \to [0, 1]$ that produce trajectories $\tau = (s_0, a_0, s_1, a_1, \ldots, s_{T-1}, a_{T-1}, s_T)$ when executed on $M$.

The probability of trajectory $\tau$ under policy $\pi$ is $P_\pi(\tau) \triangleq \mathcal{P}_0(s_0) \prod_{t=0}^{T-1} \pi(a_t | s_t) \mathcal{P}(s_{t+1} | s_t, a_t)$ and the corresponding marginals are defined as $d_{\pi,s}(s) \triangleq \sum_{\tau : \tau \ni s} P_\pi(\tau)$ and $d_{\pi,a}(s, a) \triangleq \sum_{\tau : s_{t-1}=s, a_{t-1}=a} P_\pi(\tau) = d_{\pi,s}(s) \pi(a | s)$, respectively. With these marginals, we define the normalized discounted state and state-action occupancy measures as $d_\pi(s) \triangleq \frac{1}{Z(\gamma, T)} \sum_{t=0}^{T-1} \gamma^t d_{\pi,s}(s, a)$ and $d_\pi(s, a) \triangleq \frac{1}{Z(\gamma, T)} \sum_{t=0}^{T-1} \gamma^t d_{\pi,a}(s, a) = d_\pi(s) \pi(a | s)$ where the partition function $Z(\gamma, T)$ is equal to $\sum_{t=0}^{T-1} \gamma^t$ if $\gamma < 1$ and to $T$ if $\gamma = 1$ and $T < \infty$. Intuitively, the state (or state-action) occupancy measure can be interpreted as the discounted visitation distribution of the states (or state-action pairs) that the agent encounters when navigating with policy $\pi$. The expected sum of discounted rewards can be expressed in terms of the occupancy measures as follows:

$$J_\pi[r(s, a)] \triangleq \mathbb{E}_{\tau \sim P_\pi} \left[ \sum_{t=0}^{T-1} \gamma^t r(s_t, a_t) \right] = Z(\gamma, T) \mathbb{E}_{(s, a) \sim d_\pi} [r(s, a)].$$

(1)

In the entropy-regularized reinforcement learning (RL) framework [11], the optimal policy maximizes its entropy at each visited state in addition to the standard RL objective:

$$\pi^* \triangleq \arg\max_\pi J_\pi[r(s, a) + \alpha H(\pi(\cdot | s))], \quad H(\pi(\cdot | s)) = \mathbb{E}_{a \sim \pi(\cdot | s)} [-\log(\pi(a | s))].$$

As shown in [28][10] that the corresponding optimal policy is

$$\pi_{\text{soft}}^*(a | s) = \exp\left( \alpha^{-1} A_{\text{soft}}^*(s, a) \right) \quad \text{with} \quad A_{\text{soft}}^*(s, a) \triangleq Q_{\text{soft}}^*(s, a) - V_{\text{soft}}^*(s), \quad (2)$$

$$V_{\text{soft}}^*(s) = \alpha \log \sum_{a \in A} \exp\left( \alpha^{-1} Q_{\text{soft}}^*(s, a) \right), \quad Q_{\text{soft}}^*(s, a) = r(s, a) + \gamma \mathbb{E}_{s' \sim \mathcal{P}(\cdot | s, a)} [V_{\text{soft}}^*(s')]. \quad (3)$$
Maximum Causal Entropy Inverse Reinforcement Learning  
In the problem of inverse reinforcement learning (IRL), it is assumed that the MDP’s reward function is unknown but that demonstrations from expert’s policy \( \pi_e \) are provided. Maximum causal entropy IRL \[29\] proposes to fit a reward function \( r \) from a set \( \mathcal{R} \) of reward functions and retrieve the corresponding optimal policy by solving the optimization problem

\[
\min_{r \in \mathcal{R}} \left( \max_{\pi} J_\pi[r(s, a) + \mathcal{H}(\pi(\cdot|s))] \right) - J_{\pi_e}[r(s, a)].
\]  

(4)

In brief, the problem reduces to finding a reward function \( r \) for which the expert policy is optimal. In order to do so, the optimization procedure searches high entropy policies that are optimal with respect to \( r \) and minimizes the difference between their returns and the return of the expert policy, eventually reaching a policy \( \pi \) that approaches \( \pi_e \). Most of the proposed solutions \[1, 28, 13\] transpose IRL to the problem of distribution matching; Abbeel and Ng \[1\] and Ziebart et al. \[29\] used linear function approximation and proposed to match the feature expectation; Ho and Ermon \[13\] proposed to cast Eq. (4) with a convex reward function regularizer into the problem of minimizing the Jensen-Shannon divergence between the state-action occupancy measures:

\[
\min_{\pi} D_{JS}(d_x, d_{\pi_e}) - J_x[\mathcal{H}(\pi(\cdot|s))]
\]  

(5)

Connections between Generative Adversarial Networks (GANs) and IRL  
For the data distribution \( p_e \) and the generator distribution \( p_g \) defined on the domain \( \mathcal{X} \), the GAN objective \[8\] is

\[
\min_{p_g} \max_{D \in \mathcal{D}} L(D, p_g), \quad L(D, p_g) \triangleq E_{x \sim p_g}[\log D(x)] + E_{x \sim p_e}[\log(1 - D(x))].
\]  

(6)

In Goodfellow et al. \[8\], the maximizer of the inner problem in Eq. (6) is shown to be

\[
D^*_{p_g} \triangleq \arg \max_{D} L(D, p_g) = \frac{p_e}{p_e + p_g},
\]  

(7)

and the optimizer for Eq. (6) is \( \arg \min_{p_g} \max_{D} L(D, p_g) = \arg \min_{p_g} L(D_{p_g}^*, p_g) = p_e \). Later, Finn et al. \[4\] and Ho and Ermon \[13\] concurrently proposed connections between GANs and IRL. The Generative Adversarial Imitation Learning (GAIL) formulation in Ho and Ermon \[13\] is based on matching state-action occupancy measures, while Finn et al. \[4\] considered matching trajectory distributions. Our work is inspired by the discriminator proposed and used by Finn et al. \[4\].

\[
D^\theta(\tau) \triangleq \frac{p_\theta(\tau)}{p_\theta(\tau) + q(\tau)},
\]  

(8)

where \( p_\theta(\tau) \propto \exp r_\theta(\tau) \) with reward approximator \( r_\theta \) motivated by maximum causal entropy IRL. Note that Eq. (8) matches the form of the optimal discriminator in Eq. (7). Although Finn et al. \[4\] do not empirically support the effectiveness of their method, the adversarial IRL approach of Fu et al. \[6\] (AIRL) successfully used a similar discriminator for state-action occupancy measure matching.

3 Imitation Learning without Policy Optimization

In this section, we derive Adversarial Soft Advantage Fitting (ASAF), our novel adversarial imitation learning approach. Specifically, in Section 3.1 we present the theoretical foundations for ASAF to perform imitation learning on full-length trajectories. Intuitively, our method is based on the use of such \textit{structured discriminators} – that match the optimal discriminator form – to fit the trajectory distribution induced by the expert policy. This approach requires being able to evaluate and sample from the learned policy and allows us to learn that policy and train the discriminator simultaneously, thus drastically simplifying the training procedure. We present in Section 3.2 parametrization options that satisfy these requirements. Finally, in Section 3.3 we explain how to implement a practical algorithm that can be used for arbitrary trajectory-lengths, including the transition-wise case.

3.1 Adversarial Soft Advantage Fitting – Theoretical setting

Before introducing our method, we derive GAN training with a structured discriminator.
GAN with structured discriminator Suppose that we have a generator distribution \( p_G \) and some arbitrary distribution \( \tilde{p} \) that can both be evaluated efficiently, e.g., categorical distribution or probability density with normalizing flows [22]. We call a structured discriminator a function \( D_{\tilde{p}, p_G} : \mathcal{X} \to [0, 1] \) of the form \( D_{\tilde{p}, p_G}(x) = \tilde{p}(x)/p_G(x) \) which matches the optimal discriminator form for Eq. (7). Considering our new GAN objective, we get:

\[
\min_{\tilde{p}} \max_{p_G} L(\tilde{p}, p_G), \quad L(\tilde{p}, p_G) \triangleq \mathbb{E}_{x \sim p_G} [\log D_{\tilde{p}, p_G}(x)] + \mathbb{E}_{x \sim \tilde{p}} [\log (1 - D_{\tilde{p}, p_G}(x))].
\] (9)

While the unstructured discriminator \( D \) from Eq. (6) learns a mapping from \( x \) to a Bernoulli distribution, we now learn a mapping from \( x \) to an arbitrary distribution \( \tilde{p} \) from which we can analytically compute \( D_{\tilde{p}, p_G}(x) \). One can therefore say that \( D_{\tilde{p}, p_G} \) is parameterized by \( \tilde{p} \). For the optimization problem of Eq. (9), we have the following optima:

**Lemma 1.** The optimal discriminator parameter for any generator \( p_G \) in Eq. (9) is equal to the expert’s distribution, \( \tilde{p}^* \triangleq \arg\max_{\tilde{p}} L(\tilde{p}, p_G) = p_E \), and the optimal discriminator parameter is also the optimal generator, i.e.,

\[
p^*_G \triangleq \arg\min_{p_G} \max_{\tilde{p}} L(\tilde{p}, p_G) = \arg\min_{p_G} L(p_E, p_G) = p_E = \tilde{p}^*.
\]

**Proof.** See Appendix A.1

Intuitively, Lemma 1 shows that the optimal discriminator parameter is also the target data distribution of our optimization problem (i.e., the optimal generator). In other words, solving the inner optimization yields the solution of the outer optimization. In practice, we update \( \tilde{p} \) to minimize the discriminator objective and use it directly as \( p_G \) to sample new data.

Matching trajectory distributions with structured discriminator Motivated by the GAN with structured discriminator, we consider the trajectory distribution matching problem in IL. Here, we optimise Eq. (9) with \( x = \tau, \mathcal{X} = T, p_E = P_{\pi_E}, p_G = P_{\pi_G} \), which yields the following objective:

\[
\min_{\pi_G} \max_{\tau} L(\bar{\pi}, \pi_G), \quad L(\bar{\pi}, \pi_G) \triangleq \mathbb{E}_{\tau \sim P_{\pi_G}} [\log D_{\bar{\pi}, \pi_G}(\tau)] + \mathbb{E}_{\tau \sim P_{\pi_E}} [\log (1 - D_{\bar{\pi}, \pi_G}(\tau))].
\] (10)

with the structured discriminator:

\[
D_{\bar{\pi}, \pi_G}(\tau) = \frac{P_{\bar{\pi}}(\tau)}{P_{\pi}(\tau) + P_{\pi_G}(\tau)} = \frac{\xi(\tau)}{\xi(\tau) + \pi_G(\tau)}.
\] (11)

Here we used the fact that \( P_{\pi}(\tau) \) decomposes into two distinct products: \( \xi(\tau) = \prod_{t=0}^{T-1} \pi(a_t|s_t) \) which depends on the stationary policy \( \pi \) and \( \xi(\tau) = \prod_{t=0}^{T-1} P(s_{t+1}|s_t, a_t) \) which accounts for the environment dynamics. Crucially, \( \xi(\tau) \) cancels out in the numerator and denominator leaving \( \bar{\pi} \) as the sole parameter of this structured discriminator. In this way, \( D_{\bar{\pi}, \pi_G}(\tau) \) can evaluate the probability of a trajectory being generated by the expert policy simply by evaluating products of stationary policy distributions \( \bar{\pi} \) and \( \pi_G \). With this form, we can get the following result:

**Theorem 1.** The optimal discriminator parameter for any generator policy \( \pi_G \) in Eq. (10) \( \bar{\pi}^* \triangleq \arg\max_{\bar{\pi}} L(\bar{\pi}, \pi_G) \) is such that \( q_{\bar{\pi}^*} = q_{\pi_E} \), and using generator policy \( \bar{\pi}^* \) minimizes \( L(\bar{\pi}^*, \pi_G) \), i.e.,

\[
\bar{\pi}^* \in \arg\min_{\pi_G} \max_{\bar{\pi}} L(\bar{\pi}, \pi_G) = \arg\min_{\pi_G} L(\bar{\pi}^*, \pi_G).
\]

**Proof.** See Appendix A.2

Theorem 1’s benefits are similar to the ones from Lemma 1, we can use a discriminator of the form of Eq. (11) to fit to the expert demonstrations a policy \( \bar{\pi}^* \) that simultaneously yields the optimal generator’s policy and produces the same trajectory distribution as the expert policy.

3.2 A Specific Policy Class

The derivations of Section 3.1 rely on the use of a learnable policy that can both be evaluated and sampled from in order to fit the expert policy. A number of parameterization options that satisfy these conditions are available.
We call this algorithm ASQF. While theoretically sound, we found that in practice, ASQF is
outperformed by ASAF-1 in more complex environments (see Section 5.1).

With continuous action spaces, the soft value function involves an intractable integral over the action
domain. Therefore, we approximate the MaxEnt distribution with a Normal distribution with diagonal
covariance matrix like it is commonly done in the literature [11, 17]. By parameterizing the mean
and variance we get a learnable density function that can be easily evaluated and sampled from.

With continuous action spaces, the soft value function involves an intractable integral over the action
domain. Therefore, we approximate the MaxEnt distribution with a Normal distribution with diagonal
covariance matrix like it is commonly done in the literature [11, 17]. By parameterizing the mean
and variance we get a learnable density function that can be easily evaluated and sampled from.

3.3 Adversarial Soft Advantage Fitting (ASAF) – practical algorithm

Section 3.1 shows that assuming \( \hat{\pi} \) can be evaluated and sampled from, we can use the structured dis-
criminator of Eq. (11) to learn a policy \( \hat{\pi} \) that matches the expert’s trajectory distribution. Section 3.2
proposes parameterizations for discrete and continuous action spaces that satisfy those assumptions.

In practice, as with GANs [8], we do not train the discriminator to convergence as gradient-based
optimisation cannot be expected to find the global optimum of non-convex problems. Instead, Adversarial Soft Advantage Fitting (ASAF) alternates between two simple steps: (1) training \( D_{\hat{\pi}, \pi_e} \)
by minimizing the binary cross-entropy loss,

\[
\mathcal{L}_{BCE}(D_E, D_G, \hat{\pi}) \approx -\frac{1}{n_E} \sum_{i=1}^{n_E} \log D_{\hat{\pi}, \pi_e}(\tau_i^{(E)}) - \frac{1}{n_G} \sum_{i=1}^{n_G} \log \left(1 - D_{\hat{\pi}, \pi_e}(\tau_i^{(G)})\right),
\]

with minibatch sizes \( n_E = n_G \), and (2) updating the generator’s policy as \( \pi_g \leftarrow \hat{\pi} \) to minimize
Eq. (10) (see Algorithm 1).

We derived ASAF considering full trajectories, yet it might be preferable in practice to split full
trajectories into smaller chunks. This is particularly true in environments where trajectory length
varies a lot or tends to infinity. To investigate whether the practical benefits of using partial trajectories
hurt ASAF’s performance, we also consider a variation, ASAF-\( w \), where we treat trajectory-windows
of size \( w \) as if they were full trajectories. Note that considering windows as full trajectories results in
approximating that the initial state of these sub-trajectories have equal probability under the expert’s
and the generator’s policy (this is easily seen when deriving Eq. (11)).

In the limit, ASAF-1 (window-size of 1) becomes a transition-wise algorithm which can be desirable if one wants to collect roll-
outs asynchronously or has only access to unsequential expert data. While ASAF-1 may work well in practice it essentially
assumes that the expert’s and the generator’s policies have the same state occupancy measure, which is incorrect until ac-
tually recovering the true expert policy.

Finally, to offer a complete family of algorithms based on the structured discriminator approach, we show in Appendix B that this assumption is not mandatory and derive a transition-wise algorithm based on Soft Q-function Fitting (rather than soft advantages) that also gets rid of the RL loop. We call this algorithm ASQF. While theoretically sound, we found that in practice, ASQF is outperformed by ASAF-1 in more complex environments (see Section 5.1).
4 Related works

Ziebart et al. [29] first proposed MaxEnt IRL, the foundation of modern IL. Ziebart [28] further elaborated MaxEnt IRL as well as deriving the optimal form of the MaxEnt policy at the core of our methods. Finn et al. [4] proposed a GAN formulation to IRL that leveraged the energy based models of Ziebart [28]. Finn et al. [5]’s implementation of this method, however, relied on processing full trajectories with Linear Quadratic Regulator and on optimizing with guided policy search, to manage the high variance of trajectory costs. To retrieve robust rewards, Fu et al. [6] proposed a straightforward transposition of [4] to state-action transitions. In doing so, they had to however do away with a GAN objective during policy optimization, consequently minimizing the Kullback–Leibler divergence from the expert occupancy measure to the policy occupancy measure (instead of the Jensen-Shannon divergence) [7].

Later works [24, 15] move away from the Generative Adversarial formulation. To do so, Sasaki et al. [24] directly express the expectation of the Jensen-Shannon divergence between the occupancy measures in term of the agent’s Q-function, which can then be used to optimize the agent’s policy with off-policy Actor-Critic [2]. Similarly, Kostrikov et al. [15] use Dual Stationary Distribution Correction Estimation [18] to approximate the Q-function on the expert’s demonstrations before optimizing the agent’s policy under the initial state distribution using the reparametrization trick [11]. While [24, 15] are related to our methods in their interests in learning directly the value function, they differ in their goal and thus in the resulting algorithmic complexity. Indeed, they aim at improving the sample efficiency in terms of environment interaction and therefore move away from the algorithmically simple Generative Adversarial formulation towards more complicated divergence minimization methods. In doing so, they further complicate the Imitation Learning methods while still requiring to explicitly learn a policy. Yet, simply using the Generative Adversarial formulation with an Experience Replay Buffer can significantly improve the sample efficiency [14]. Additionally, by focusing on distribution matching alone, they abandon the MaxEnt IRL framework and fall back into the policy ambiguity problem as several policy can generate the same set of demonstrations [29]. For these reasons, and since our aim is to propose efficient yet simple methods, we focus on the Generative Adversarial formulation and the MaxEnt IRL framework.

While Reddy et al. [20] share our interest for simpler IL methods, they pursue an opposite approach to ours. They propose to eliminate the reward learning steps of IRL by simply hard-coding a reward of 1 for expert’s transitions and of 0 for agent’s transitions. They then use Soft Q-learning [10] to learn a value function by sampling transitions in equal proportion from the expert’s and agent’s buffers. Unfortunately, once the learner accurately mimics the expert, it collects expert-like transitions that are labeled with a reward of 0 since they are generated and not coming from the demonstrations. This effectively causes the reward of expert-like behavior to decay as the agent improves and can severely destabilize learning to a point where early-stopping becomes required [20].

5 Results and discussion

We evaluate our methods on a variety of discrete and continuous control tasks. Our results show that, in addition to drastically simplifying the adversarial IRL framework, our methods perform on par or better than previous approaches on all but one environment. When trajectory length is really long or drastically varies across episodes (see MuJoCo experiments Section 5.3), we find that using sub-trajectories with fixed window-size (ASAF-w) significantly outperforms its full trajectory counterpart ASAF.

5.1 Experimental setup

We compare our algorithms ASAF, ASAF-w and ASAF-1 against GAIL [13], the predominant Adversarial Imitation Learning algorithm in the litterature, and AIRL [6], one of its variations that also leverages the access to the generator’s policy distribution. Additionally, we compare against SQIL [20], a recent Reinforcement Learning-only approach to Imitation Learning that proved successful on high-dimensional tasks. Our implementations of GAIL and AIRL use PPO [26] instead of TRPO [25] as it has been shown to improve performance [14].

For all tasks except MuJoCo, we selected the best performing hyperparameters through a random search of equal budget for each algorithm-environment pair (see Appendix C) and the best con-
configuration is retrained on ten random seeds. For the MuJoCo experiments, hyperparameters were optimised by hand and based on previous publications (See Appendix C). Notably, GAIL required extensive tuning of both its RL and IRL components to achieve satisfactory performances. Our method ASAF-\(w\) on the other hand showed much more stable and robust to hyperparameterization, which is likely due to its simplicity. SQIL used the same SAC implementation \([11]\) that was used to generate the expert demonstrations.

Finally for each task, all algorithms use the same neural network architectures for their policy and/or discriminator (see full description in Appendix C). Expert demonstrations are either generated by hand (mountaincar), using open-source bots (Pommerman) or from our implementations of SAC and PPO (all remaining). More details are given in Appendix D.

5.2 Experiments on classic control and Box2D tasks (discrete and continuous)

Figure 1 shows that ASAF and its approximate variations ASAF-1 and ASAF-\(w\) quickly converge to expert’s performance (here \(w\) was tuned to values between 32 to 200, see Appendix C for selected window-sizes). This indicates that the practical benefits of using shorter trajectories or even just transitions does not hinder performance on these simple tasks. Note that for Box2D and classic control environments, we retrain the best configuration of each algorithm for twice as long than was done in the hyperparameter search, which allows to uncover unstable learning behaviors. Figure 1 shows that our methods display much more stable learning: their performance rises until they match the expert’s and does not decrease once it is reached. This is a highly desirable property for an imitation learning algorithm since in practice one does not have access to a reward function and thus cannot monitor the performance of the learning algorithm to trigger early-stopping. The baselines on the other hand experience occasional performance drops. For GAIL and AIRL, this is likely due to the concurrent RL and IRL loops, whereas for SQIL, it has been noted that an effective reward decay can occur when accurately mimicking the expert \([20]\). This instability is particularly severe in the continuous control case. In practice, all three baselines use early stopping to avoid performance decay \([20]\).
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**Figure 1:** Results on classic control and Box2D tasks for 10 expert demonstrations. First row contains discrete actions environments, second row corresponds to continuous control.

5.3 Experiments on MuJoCo (continuous control)

To scale up our evaluations in continuous control we use the popular MuJoCo simulator. In this domain, the trajectory length is either fixed at a large value (1000 steps on HalfCheetah) or varies a lot across episodes (Hopper and Walker2d). Figure 2 shows that these trajectory characteristics hinder ASAF’s learning as ASAF requires collecting multiple episodes for every update, while ASAF-\(w\) performs well and is more sample-efficient than ASAF in these scenarios. We also evaluate GAIL both with and without gradient penalty (GP) on discriminator updates \([9, 14]\). While GAIL was originally proposed without GP \([13]\), we empirically found that GP prevents the discriminator to overfit and enables RL to exploit dense rewards, which highly improves its sample efficiency. Importantly, GAIL required complicated tuning due to the interaction between RL and IRL to obtain reasonable performance while ASAF-\(w\) achieved better performance on both Hopper and HalfCheetah.
with significantly less hand-tuning. However, ASAF-w performs slightly worse than GAIL w/ GP in Walker2d. We hypothesize that this may be due to the high variance in the trajectory length of Walker2d, rather than task complexity, since Walker2d and HalfCheetah have similar complexity in terms of observation and action spaces.

Figure 2: Results on MuJoCo tasks for 25 expert demonstrations. All algorithms except ASAF are updated for every 2000 environment step, while ASAF uses 20 episodes per update.

5.4 Experiments on Pommerman (discrete control)

Finally, to scale up our evaluations in discrete control environments, we consider the domain of Pommerman [21], a challenging and very dynamic discrete control environment that uses rich and high-dimensional observation spaces (see Appendix D). We perform evaluations of all of our methods and baselines on a 1 vs 1 task where a learning agent plays against a random agent, the opponent. The goal for the learning agent is to navigate to the opponent and eliminate it using expert demonstrations provided by the champion algorithm of the FFA 2018 competition [27]. We removed the ability of the opponent to lay bombs so that it doesn’t accidentally eliminate itself. Since it can still move around, it is however surprisingly tricky to eliminate: the expert has to navigate across the whole map, lay a bomb next to the opponent and retreat to avoid eliminating itself. This entire routine has then to be repeated several times until finally succeeding. We refer to this task as Pommerman Random-Tag. Note that since we measure success of the imitation task with the win-tie-lose outcome (sparse performance metric), a learning agent has to truly reproduce the expert behavior until the very end of trajectories to achieve higher scores. Figure 3 shows that all three variations of ASAF outperform all baselines and approach expert performance.

Figure 3: Results on Pommerman Random-Tag: (Left) Snapshot of the environment. (Center) Learning measured as evaluation return over episodes for 150 expert trajectories (Right) Average return on last 20% of training for decreasing number of expert trajectories [300, 150, 75, 15, 5, 1].

6 Conclusion

We propose an important simplification to the adversarial inverse reinforcement learning framework by removing the reinforcement learning optimisation loop altogether. We show that, by using a particular form for the discriminator, our method recovers a policy that matches the expert’s trajectory distribution. We evaluate our approach against prior works on many different benchmarking tasks and show that our method (ASAF) compares favorably to the predominant imitation learning algorithms. The approximate version, ASAF-w, that uses sub-trajectories yields a flexible algorithm that works well both on short and long time horizons. Finally, our approach still involves a reward learning module through its discriminator, and it would be interesting in future work to explore how ASAF can be used to learn robust rewards along the lines of Fu et al. [6].
Broader Impact

Our contributions are mainly theoretical and aim at simplifying current Imitation Learning methods. We do not propose new applications nor use sensitive data or simulator. Yet our method can ease and promote the use, design and development of Imitation Learning algorithms and may eventually lead to applications outside of simple and controlled simulators. We do not pretend to discuss the ethical implications of the general use of autonomous agents but we rather try to investigate what are some of the differences in using Imitation Learning rather than reward oriented methods in the design of such agents.

Using only a scalar reward function to specify the desired behavior of an autonomous agent is a challenging task as one must weight different desiderata and account for unsuspected behaviors and situations. Indeed, it is well known in practice that Reinforcement Learning agents tend to find bizarre ways of exploiting the reward signal without solving the desired task. The fact that it is difficult to specify and control the behavior or an RL agents is a major flaw that prevent current methods to be applied to risk sensitive situations. On the other hand, Imitation Learning proposes a more natural way of specifying nuanced preferences by demonstrating desirable ways of solving a task. Yet, IL also has its drawbacks. First of all one needs to be able to demonstrate the desired behavior and current methods tend to be only as good as the demonstrator. Second, it is a challenging problem to ensure that the agent will be able to adapt to new situations that do not resemble the demonstrations. For these reasons, it is clear for us that additional safeguards are required in order to apply Imitation Learning (and Reinforcement Learning) methods to any application that could effectively have a real world impact.
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Appendix

A Proofs

A.1 Proof of Lemma 1

Proof. Lemma 1 states that given \( L(\hat{p}, p_c) \) defined in Eq. (9):

(a) \( \hat{p}^* \triangleq \arg \max_{\hat{p}} L(\hat{p}, p_c) = p_c \)

(b) \( \arg \min_{p_c} L(p_c, p_c) = p_c \)

Starting with (a), we have:

\[
\arg \max_{\hat{p}} L(\hat{p}, p_c) = \arg \max_{\hat{p}} \sum_{x_i} p_c(x_i) \log D_{\hat{p}, p_c}(x_i) + p_c(x_i) \log (1 - D_{\hat{p}, p_c}(x_i))
\]

Assuming infinite discriminator’s capacity, \( L_i \) can be made independent for all \( x_i \in \mathcal{X} \) and we can construct our optimal discriminator \( D_i^* \) as a look-up table \( D_i^* : \mathcal{X} \to ]0, 1[ ; x_i \mapsto D_i^* \) with \( D_i^* \) the optimal discriminator for each \( x_i \) defined as:

\[
D_i^* = \arg \max_{D_i} L_i = \arg \max_{D_i} p_{c,i} \log D_i + p_c(x_i) \log (1 - D_i),
\]

with \( p_{c,i} = p_{c}(x_i), p_{c,i} = p_{c}(x_i) \) and \( D_i \triangleq D(x_i) \).

Recall that \( D_i \in ]0, 1[ \) and that \( p_{c,i} \in ]0, 1[ \). Therefore the function \( \hat{p}_i \mapsto D_i = \frac{\hat{p}_i}{\hat{p}_i + p_{c,i}} \) is defined for \( \hat{p}_i \in ]0, +\infty[ \). Since it is strictly monotonic over that domain we have that:

\[
D_i^* = \arg \max_{D_i} L_i \iff \hat{p}_i^* = \arg \max_{\hat{p}_i} L_i
\]

Taking the derivative and setting to zero, we get:

\[
\left. \frac{dL_i}{d\hat{p}_i} \right|_{\hat{p}_i} = 0 \iff \hat{p}_i = p_{c,i}
\]

The second derivative test confirms that we have a maximum, i.e.
\[
\left. \frac{d^2L_i}{d\hat{p}_i^2} \right|_{\hat{p}_i^*} < 0
\]

The values of \( L_i \) at the boundaries of the domain of definition of \( \hat{p}_i \) tend to \(-\infty\), therefore \( L_i(\hat{p}_i^* = p_{c,i}) \) is the global maximum of \( L_i \) w.r.t. \( \hat{p}_i \). Finally, the optimal global discriminator is given by:

\[
D_{\hat{p}, p_c}(x) = \frac{p_c(x)}{p_c(x) + p_c(x)} \quad \forall x \in \mathcal{X}
\]

This concludes the proof for (a).

The proof for (b) can be found in the work of Goodfellow et al. [3]. We reproduce it here for completion. Since from (a) we know that \( \hat{p}^*(x) = p_c(x) \forall x \in \mathcal{X} \), we can write the GAN objective for the optimal discriminator as:

\[
\arg \min_{p_c} L(\hat{p}^*, p_c) = \arg \min_{p_c} L(p_c, p_c)
\]

\[
= \arg \min_{p_c} \mathbb{E}_{x \sim p_c} \left[ \log \frac{p_c(x)}{p_c(x) + p_c(x)} \right] + \mathbb{E}_{x \sim p_c} \left[ \log \frac{p_c(x)}{p_c(x) + p_c(x)} \right]
\]

Note that:

\[
\log 4 = \mathbb{E}_{x \sim p_c} [\log 2] + \mathbb{E}_{x \sim p_c} [\log 2]
\]
Adding Eq. (20) to Eq. (19) and subtracting \( \log 4 \) on both sides:

\[
\arg \min_{\pi_G} L(p_{E_1}, p_{G_1}) = -\log 4 + E_{x \sim p_{E_1}} \left[ \log \frac{2p_E(x)}{p_E(x) + p_G(x)} \right] + E_{x \sim p_{G_1}} \left[ \log \frac{2p_G(x)}{p_E(x) + p_G(x)} \right]
\]

\[
= -\log 4 + D_{KL} \left( p_E \parallel \frac{p_E + p_G}{2} \right) + D_{KL} \left( p_G \parallel \frac{p_E + p_G}{2} \right)
\]

\[
= -\log 4 + 2D_{JS} \left( p_E \parallel p_G \right)
\]

Where \( D_{KL} \) and \( D_{JS} \) are respectively the Kullback-Leibler and the Jensen-Shannon divergences. Since the Jensen-Shannon divergence between two distributions is always non-negative and zero if and only if the two distributions are equal, we have that

\[
\arg \min_{\pi_G} L(p_{E_1}, p_{G_1}) = p_E.
\]

This concludes the proof for (b).

### A.2 Proof of Theorem 1

**Proof:** Theorem 1 states that given \( L(\tilde{\pi}, \pi_G) \) defined in Eq. (10):

(a) \( \tilde{\pi}^* \triangleq \arg \max \pi L(\tilde{\pi}, \pi_G) \) satisfies \( q_{\tilde{\pi}^*} = q_{\pi_E} \)

(b) \( \pi_G^* = \tilde{\pi}^* \in \arg \min_{\pi_G} L(\tilde{\pi}^*, \pi_G) \)

The proof of (a) is very similar to the one from Lemma 1. Starting from Eq. (10) we have:

\[
\arg \max_\pi L(\tilde{\pi}, \pi_G) = \arg \max_\pi \sum_{\tau_i} P_{\pi_E}(\tau_i) \log D_{\tilde{\pi}, \pi_G}(\tau_i) + P_{\pi_G}(\tau_i) \log (1 - D_{\tilde{\pi}, \pi_G}(\tau_i))
\]

\[
= \arg \max_\pi \sum_{\tau_i} (q_{\pi_E}(\tau_i) \log D_{\tilde{\pi}, \pi_G}(\tau_i) + q_{\pi_G}(\tau_i) \log (1 - D_{\tilde{\pi}, \pi_G}(\tau_i)))
\]

\[
= \arg \max_\pi \sum_{\tau_i} L_i
\]

Like for Lemma 1, we can optimise for each \( L_i \) individually. When doing so, \( \xi(\tau_i) \) can be omitted as it is constant w.r.t. \( \tilde{\pi} \). The rest of the proof is identical to the one of but Lemma 1 with \( p_E = q_{\pi_E} \) and \( p_G = q_{\pi_G} \). It follows that the max of \( L(\tilde{\pi}, \pi_G) \) is reached for \( q_{\tilde{\pi}^*} = q_{\pi_E} \). From that we obtain that the policy \( \tilde{\pi}^* \) that makes the discriminator \( D_{\tilde{\pi}^*, \pi_G} \) optimal w.r.t \( L(\tilde{\pi}, \pi_G) \) is such that \( q_{\tilde{\pi}^*} = q_{\pi_E} \) i.e. \( \prod_{t=0}^{T-1} \tilde{\pi}^*(a_t|s_t) = \prod_{t=0}^{T-1} \pi_E(a_t|s_t) \forall \tau \).

The proof for (b) stems from the observation that choosing \( \pi_G = \tilde{\pi}^* \) (the policy recovered by the optimal discriminator \( D_{\tilde{\pi}^*, \pi_G} \)) minimizes \( L(\tilde{\pi}^*, \pi_G) \):

\[
\pi_G(a|s) = \tilde{\pi}^*(a|s) \forall (s, a) \in S \times A \Rightarrow \prod_{t=0}^{T-1} \pi_G(a_t|s_t) = \prod_{t=0}^{T-1} \tilde{\pi}^*(a_t|s_t) \forall \tau \in T
\]

\[
q_{\pi_G}(\tau) = q_{\pi_E}(\tau) \forall \tau \in T
\]

\[
D_{\tilde{\pi}^*, \tilde{\pi}^*} = \frac{1}{2} \forall \tau \in T
\]

\[
L(\tilde{\pi}^*, \tilde{\pi}^*) = -\log 4
\]

By multiplying the numerator and denominator of \( D_{\tilde{\pi}^*, \tilde{\pi}^*} \) by \( \xi(\tau) \) it can be shown in exactly the same way as in Appendix A.1 that \( -\log 4 \) is the global minimum of \( L(\tilde{\pi}^*, \pi_G) \).
B Adversarial Soft Q-Fitting: transition-wise Imitation Learning without Policy Optimization

In this section we present Adversarial Soft Q-Fitting (ASQF), a principled approach to Imitation Learning without Reinforcement Learning that relies exclusively on transitions. Using transitions rather than trajectories presents several practical benefits such as the possibility to deal with asynchronously collected data or non-sequential experts demonstrations. We first present the theoretical setting for ASQF and then test it on a variety of discrete control tasks. We show that while it is theoretically sound, ASQF is often outperformed by ASAF-1, an approximation to ASAF that also allows to rely on transitions instead of trajectories.

Theoretical Setting

We consider the GAN objective of Eq. (6) with \( x = (s, a) \), \( \mathcal{X} = \mathcal{S} \times \mathcal{A} \), 
\( p_e = d_{\pi_e} \), \( p_G = d_{\pi_G} \) and a discriminator \( D_{\tilde{f},\pi_G} \) of the form of Fu et al. [6]:

\[
\min_{\pi_G} \max_{\tilde{f}} L(\tilde{f}, \pi_G) = \mathbb{E}_{d_{\pi e}} [\log D_{\tilde{f},\pi_G}(s, a)] + \mathbb{E}_{d_{\pi G}} [\log(1 - D_{\tilde{f},\pi_G}(s, a))],
\]

with \( D_{\tilde{f},\pi_G} = \frac{\exp \tilde{f}(s, a)}{\exp \tilde{f}(s, a) + \pi_G(a|s)} \),

for which we present the following theorem.

**Theorem 2.** For any generator policy \( \pi_G \), the optimal discriminator parameter for Eq. (31) is

\[ \tilde{f}^* = \arg \max_{\tilde{f}} L(\tilde{f}, \pi_G) = \log \left( \frac{\pi_e(a|s) d_{\pi_G}(s)}{\pi_G(a|s)} \right) \forall (s, a) \in \mathcal{S} \times \mathcal{A} \]

Using \( \tilde{f}^* \), the optimal generator policy \( \pi_G^* \) is

\[ \arg \min_{\pi_G} \max_{\tilde{f}} L(\tilde{f}, \pi_G) = \arg \min_{\pi_G} L(\tilde{f}^*, \pi_G) = \pi_e(a|s) = \sum_{a'} \exp \tilde{f}^*(s, a') \forall (s, a) \in \mathcal{S} \times \mathcal{A}. \]

**Proof.** The beginning of the proof closely follows the proof of Appendix A.1

\[
\arg \max_{\tilde{f}} L(\tilde{f}, \pi_G) = \arg \max_{\tilde{f}} \sum_{s, a} d_{\pi e}(s_i, a_i) \log D_{\tilde{f},\pi_G}(s_i, a_i) + d_{\pi G}(s_i, a_i) \log(1 - D_{\tilde{f},\pi_G}(s_i, a_i))
\]

We solve for each individual \((s_i, a_i)\) pair and note that \( \tilde{f}_i \mapsto D_i = \frac{\exp \tilde{f}_i}{\exp \tilde{f}_i + \pi_{G,i}} \) is strictly monotonic on \( \tilde{f}_i \in \mathbb{R} \forall \pi_{G,i} \in ]0, 1[ \) so,

\[
D_i^* = \arg \max_{D_i} L_i \Leftrightarrow \tilde{f}_i^* = \arg \max_{\tilde{f}_i} L_i
\]

Taking the derivative and setting it to 0, we find that

\[
\frac{dL_i}{d\tilde{f}_i} = 0 \Leftrightarrow \tilde{f}_i = \log \left( \frac{\pi_{G,i} d_{\pi_G,i}}{d_{\pi_G,i}} \right)
\]

We confirm that we have a global maximum with the second derivative test and the values at the border of the domain i.e. \( \frac{d^2 L_i}{d\tilde{f}_i^2} \) < 0 and \( L_i \) goes to \( -\infty \) for \( \tilde{f}_i \to +\infty \) and for \( \tilde{f}_i \to -\infty \).
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It follows that
\[
\hat{f}^*(s, a) = \log \left( \frac{\pi_\gamma(a|s) d_{\pi_\gamma}(s)}{d_{\pi_G}(s)} \right) \quad \forall(s, a) \in \mathcal{S} \times \mathcal{A}
\]
\[
\Rightarrow \hat{f}^*(s, a) = \log \left( \frac{\pi_e(a|s) \pi_e(a|s)}{d_{\pi_G}(s)} \right) \quad \forall(s, a) \in \mathcal{S} \times \mathcal{A}
\]
\[
\Rightarrow \hat{f}^*(s, a) = \log \left( \frac{\pi_e(a|s) d_{\pi_e}(s)}{d_{\pi_G}(s)} \right) \quad \forall(s, a) \in \mathcal{S} \times \mathcal{A}
\]

This proves the first part of Theorem 2.

To prove the second part notice that
\[
D_{\hat{f}^*, \pi_G} (s, a) = \frac{\pi_e(a|s) d_{\pi_e}(s)}{\pi_e(a|s) d_{\pi_e}(s) + \pi_\gamma(a|s)} \frac{\pi_e(a|s) d_{\pi_e}(s)}{d_{\pi_G}(s)}
\]
\[
= \frac{\pi_e(a|s) d_{\pi_e}(s) + \pi_\gamma(a|s) d_{\pi_\gamma}(s)}{\pi_e(a|s) d_{\pi_e}(s) + \pi_G(a|s) d_{\pi_G}(s)}
\]
\[
= \frac{d_{\pi_e}(s, a) + d_{\pi_\gamma}(s, a)}{d_{\pi_e}(s, a) + d_{\pi_G}(s, a)}
\]

This is equal to the optimal discriminator of the GAN objective Eq. (17) when \(x = (s, a)\). For this discriminator we showed in Section A.1 that the optimal generator \(\pi_G^*\) is such that \(d_{\pi_G}(s, a) = d_{\pi_e}(s, a) \forall(s, a) \in \mathcal{S} \times \mathcal{A}\), which is satisfied for \(\pi_e^*(a|s) = \pi_e(a|s) \forall(s, a) \in \mathcal{S} \times \mathcal{A}\). Using the fact that
\[
\sum_{a'} \exp \hat{f}^*(s, a') = \sum_{a'} \pi_e(a'|s) \frac{d_{\pi_e}(s)}{d_{\pi_\gamma}(s)} = \frac{d_{\pi_e}(s)}{d_{\pi_\gamma}(s)} \sum_{a'} \pi_e(a'|s) = d_{\pi_G}(s),
\]
we can combine Eq. (37) and Eq. (39) to write the expert’s policy \(\pi_e\) as a function of the optimal discriminator parameter \(f^*\):
\[
\pi_e(a|s) = \frac{\exp \hat{f}^*(s, a)}{\sum_{a'} \exp \hat{f}^*(s, a')} \quad \forall(s, a) \in \mathcal{S} \times \mathcal{A}.
\]

This concludes the second part of the proof. □

Adversarial Soft-Q Fitting (ASQF) - practical algorithm  In a nutshell, Theorem 2 tells us that training the discriminator in Eq. (31) to distinguish between transitions from the expert and transitions from a generator policy can be seen as retrieving \(f^*\) which plays the role of the expert’s soft Q-function (i.e. which matches Eq. (2) for \(\hat{f}^* = \frac{1}{\alpha} Q^{\text{soft}, \gamma}_{\hat{f}^*}\)):
\[
\pi_e(a|s) = \frac{\exp \hat{f}^*(s, a)}{\sum_{a'} \exp \hat{f}^*(s, a')} = \exp \left( \hat{f}^*(s, a) - \log \sum_{a'} \exp \hat{f}^*(s, a') \right),
\]
Therefore, by training the discriminator, one simultaneously retrieves the optimal generator policy.

There is one caveat though: the summation over actions that is required in Eq. (41) to go from \(\hat{f}^*\) to the policy is intractable in continuous action spaces and would require an additional step such as a projection to a proper distribution (Haarnoja et al. use a Gaussian) in order to draw samples and evaluate likelihoods. Updating in this way the generator policy to match a softmax over our learned state-action preferences (\(f^*\)) becomes very similar in requirements and computational load to a policy optimization step, thus defeating the purpose of this work which is to get rid of the policy optimization step. For this reason we only consider ASQF for discrete action spaces.
As explained in Section 3.3, in practice we optimize $D_{\tilde{f},\pi_G}$ only for a few steps before updating $\pi_G$ by normalizing $\exp \tilde{f}(s,a)$ over the action dimension. See Algorithm 2 for the pseudo-code.

**Algorithm 2: Adversarial Soft-Q Fitting (ASQF)**

**Require:** expert transitions $D_E = \{(s_i,a_i)\}_{i=1}^{N_E}$

Randomly initialize $\tilde{f}$ and get $\pi_G$ from Eq. (41)

**for** steps $m = 0$ to $M$ **do**

Collect transitions $D_G = \{(s_i,a_i)\}_{i=1}^{N_G}$ by executing $\pi_G$

Train $D_{\tilde{f},\pi_G}$ using binary cross-entropy on minibatches of transitions from $D_E$ and $D_G$

Get $\pi_G$ from Eq. (41)

**end for**

**Experimental results** Figure 4 shows that ASQF performs well on small scale environments but struggles and eventually fails on more complicated environments. Specifically, it seems that ASQF does not scale well with the observation space size. Indeed mountinarc, cartpole, lunarlander and pommerman have respectively an observation space dimensionality of 2, 4, 8 and 960. This may be due to the fact that the partition function Eq. (39) becomes more difficult to learn. Indeed, for each state, several transitions with different actions are required in order to learn it. Poorly approximating this partition function could lead to assigning too low a probability to expert-like actions and eventually failing to behave appropriately. ASAF on the other hand explicitly learns the probability of an action given the state – in other word it explicitly learns the partition function – and is therefore immune to that problem.

Figure 4: Comparison between ASAF-1 and ASQF, our two transition-wise methods, on environments with increasing observation space dimensionality
C Hyperparameter tuning and best configurations

C.1 Classic Control

For this first set of experiments, we use the fixed hyperparameters presented in Table 1.

| RL COMPONENT | HYPER-PARAMETER | DISCRETE CONTROL | CONTINUOUS CONTROL |
|--------------|----------------|-----------------|--------------------|
| SAC          | BATCH SIZE (IN TRANSITIONS) | 256             | 256                |
|              | REPLAY BUFFER LENGTH | $10^6$           | $10^6$             |
|              | WARMUP (AS A MULTIPLE OF BATCH-SIZE) | 5               | 40                 |
|              | INITIAL ENTROPY WEIGHT | 0.4             | 0.4                |
|              | GRADIENT NORM CLIPPING THRESHOLD | 0.2          | 1                  |
|              | TRANSITIONS BETWEEN UPDATE | 40             | 1                  |
|              | TARGET NETWORK WEIGHT | 0.01            | 0.01               |
| PPO          | BATCH SIZE (IN TRANSITIONS) | 256             | 256                |
|              | GAE PARAMETER | 0.95             | 0.95               |
|              | TRANSITIONS BETWEEN UPDATE | -              | 2000               |
|              | EPISODES BETWEEN UPDATES | 10              | -                  |
|              | EPISODES PER UPDATE | 10              | 10                 |
|              | UPDATE CLIPPING PARAMETER | 0.2          | 0.2                |
| REWARD LEARNING COMPONENT | HYPER-PARAMETER | DISCRETE CONTROL | CONTINUOUS CONTROL |
| AIRL, GAIL, ASAF-1 | BATCH SIZE (IN TRANSITIONS) | 256             | 256                |
|              | TRANSITIONS BETWEEN UPDATE | -              | 2000               |
|              | EPISODES BETWEEN UPDATES | 10              | -                  |
|              | EPISODES PER UPDATE | 50              | 50                 |
|              | GRADIENT VALUE CLIPPING THRESHOLD | -              | 1                  |
|              | (ASAF-1)          |                 |                    |
| ASAF, ASAF-w | BATCH SIZE (IN TRAJECTORIES) | 10              | 10                 |
|              | EPISODES BETWEEN UPDATES | 10              | 20                 |
|              | EPISODES PER UPDATE | 50              | 50                 |
|              | WINDOW SIZE w | (searched)       | 200                |
|              | GRADIENT VALUE CLIPPING THRESHOLD | -              | 1                  |

For the most sensitive hyperparameters, the learning rates for the reinforcement learning and discriminator updates ($\epsilon_{RL}$ and $\epsilon_D$), we perform a random search over 50 configurations and 3 seeds each (for each algorithm on each task) for 500 episodes. We consider logarithmic ranges, i.e. $\epsilon = 10^u$ with $u \sim Uniform(-6, -1)$ for $\epsilon_D$ and $u \sim Uniform(-4, -1)$ for $\epsilon_{RL}$. We also include in this search the critic learning rate coefficient $\kappa$ for PPO also sampled according to a logarithmic scale with $u \sim Uniform(-2, 2)$ so that the effective learning rate for PPO’s critic network is $\kappa \cdot \epsilon_{RL}$. For discrete action tasks, the window-size $w$ for ASAF-w is sampled uniformly within $\{32, 64, 128\}$. The best configuration for each algorithm is presented in Tables 2 to 7. Figure 1 uses these configurations retrained on 10 seeds and twice as long.

Finally for all neural networks (policies and discriminators) for these experiments we use a fully-connected MLP with two hidden layers and ReLU activation (except for the last layer). We used hidden sizes of 64 for the discrete tasks and of 256 for the continuous tasks.
Table 2: Best found hyper-parameters for Cartpole

| HYPER-PARAMETER       | ASAF | ASAF-\(w\) | ASAF-1 | SQIL | AIRL + PPO | GAIL + PPO |
|-----------------------|------|------------|--------|------|------------|------------|
| DISCRIMINATOR UPDATE LR \(\epsilon_D\) | 0.028 | 0.039      | 0.00046 | -    | 2.5*10^{-6} | 0.00036    |
| RL UPDATE LR \(\epsilon_{RL}\)          | -    | -          | 0.0067 | 0.0052 | 0.012      |
| CRITIC LR COEFFICIENT \(\kappa\)        | -    | -          | 0.25   | 0.29  |
| WINDOW SIZE \(w\)                  | -    | 64         | -      | -    |

Table 3: Best found hyper-parameters for Mountaincar

| HYPER-PARAMETER       | ASAF | ASAF-\(w\) | ASAF-1 | SQIL | AIRL + PPO | GAIL + PPO |
|-----------------------|------|------------|--------|------|------------|------------|
| DISCRIMINATOR UPDATE LR \(\epsilon_D\) | 0.059 | 0.059      | 0.0088 | -    | 0.0042     | 0.00016    |
| RL UPDATE LR \(\epsilon_{RL}\)          | -    | -          | 0.062  | 0.016 | 0.0022     |
| CRITIC LR COEFFICIENT \(\kappa\)        | -    | -          | 4.6    | 0.018 |
| WINDOW SIZE \(w\)                  | -    | 32         | -      | -    |

Table 4: Best found hyper-parameters for Lunarlander

| HYPER-PARAMETER       | ASAF | ASAF-\(w\) | ASAF-1 | SQIL | AIRL + PPO | GAIL + PPO |
|-----------------------|------|------------|--------|------|------------|------------|
| DISCRIMINATOR UPDATE LR \(\epsilon_D\) | 0.0055 | 0.0015     | 0.00045 | -    | 0.0002     | 0.00019    |
| RL UPDATE LR \(\epsilon_{RL}\)          | -    | -          | 0.0036 | 0.0012 | 0.0016     |
| CRITIC LR COEFFICIENT \(\kappa\)        | -    | -          | 0.48   | 8.5   |
| WINDOW SIZE \(w\)                  | -    | 32         | -      | -    |

Table 5: Best found hyper-parameters for Pendulum

| HYPER-PARAMETER       | ASAF | ASAF-\(w\) | ASAF-1 | SQIL | AIRL + PPO | GAIL + PPO |
|-----------------------|------|------------|--------|------|------------|------------|
| DISCRIMINATOR UPDATE LR \(\epsilon_D\) | 0.00069 | 0.00082   | 0.00046 | -    | 4.3*10^{-6} | 1.6*10^{-5} |
| RL UPDATE LR \(\epsilon_{RL}\)          | -    | -          | 0.0001 | 0.00038 | 0.00028    |
| CRITIC LR COEFFICIENT \(\kappa\)        | -    | -          | 0.028  | 84    |

Table 6: Best found hyper-parameters for Mountaincar-c

| HYPER-PARAMETER       | ASAF | ASAF-\(w\) | ASAF-1 | SQIL | AIRL + PPO | GAIL + PPO |
|-----------------------|------|------------|--------|------|------------|------------|
| DISCRIMINATOR UPDATE LR \(\epsilon_D\) | 0.00021 | 3.8*10^{-6} | 6.2*10^{-6} | -    | 1.7*10^{-6} | 1.5*10^{-6} |
| RL UPDATE LR \(\epsilon_{RL}\)          | -    | -          | 0.0079 | 0.0012 | 0.0052     |
| CRITIC LR COEFFICIENT \(\kappa\)        | -    | -          | 10     | 12    |

Table 7: Best found hyper-parameters for Lunarlander-c

| HYPER-PARAMETER       | ASAF | ASAF-\(w\) | ASAF-1 | SQIL | AIRL + PPO | GAIL + PPO |
|-----------------------|------|------------|--------|------|------------|------------|
| DISCRIMINATOR UPDATE LR \(\epsilon_D\) | 0.00051 | 0.0022    | 0.0003 | -    | 0.0045     | 0.00014    |
| RL UPDATE LR \(\epsilon_{RL}\)          | -    | -          | 0.0027 | 0.00031 | 0.00049    |
| CRITIC LR COEFFICIENT \(\kappa\)        | -    | -          | 14     | 0.01  |
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C.2 MuJoCo

For MuJoCo continuous control (Hopper-v2, Walker2d-v2, HalfCheetah-v2), hyperparameters were manually chosen for GAIL, ASAF and ASAF-w as shown in Table 1. For PPO (GAIL’s RL component), we tried plenty of hyperparameters and found that large batch size (1000 which is much greater than PPO’s default hyperparameter [26]) stabilizes the training. For reward learning of GAIL, we empirically found that gradient penalty highly stabilizes the learning process by enabling PPO to exploit dense and well-bounded reward signals. For ASAF, we used hyperparameters that worked well in classic control tasks. For both GAIL and ASAF, we used the same hyperparameters across the tasks. For ASAF-w, we first tried hyperparameters used in HalfCheetah-v2 and found that they work well with Hopper-v2, whereas it doesn’t with Walker2d-v2. Then, we reduced the window size for both Hopper-v2 and Walker2d-v2, which was shown to be effective. Note that we additionally introduced a new hyperparameter, the window stride, to increase the number of subtrajectories used for training and enhance the sample efficiency.

For all experiments, fully-connected MLPs with two hidden layers and ReLU activation (except for the last layer) were used, where the number of hidden units is equal to 256.

Table 8: Hyperparameters for MuJoCo environments.

| RL COMPONENT | Hyper-Parameter | Hopper | Walker2d | HalfCheetah |
|--------------|-----------------|--------|----------|-------------|
| **PPO**      | Batch size (in transitions) | 1000   | 1000     | 1000        |
|              | GAE parameter \( \lambda \)   | 0.98   | 0.98     | 0.98        |
|              | Transitions between updates   | 2000   | 2000     | 2000        |
|              | Epochs per update            | 5      | 5        | 5           |
|              | Update clipping parameter    | 0.2    | 0.2      | 0.2         |
|              | Critic LR coefficient \( \kappa \) | 0.25   | 0.25     | 0.25        |

| **REWARD LEARNING COMPONENT** | Hyper-Parameter | Hopper | Walker2d | HalfCheetah |
|-------------------------------|-----------------|--------|----------|-------------|
| **GAIL**                      | Batch size (in transitions) | 1000   | 1000     | 1000        |
|                               | Transitions between updates | 2000   | 2000     | 2000        |
|                               | Epochs per update | 5      | 5        | 5           |
|                               | Gradient penalty (if applied) | 10     | 10       | 10          |
| **ASAF**                      | Batch size (in trajectories) | 30     | 30       | 30          |
|                               | Episodes between updates | 30     | 30       | 30          |
|                               | Epochs per update | 50     | 50       | 50          |
|                               | Gradient norm clipping | 10     | 10       | 10          |
| **ASAF-w**                    | Batch size (in trajectories) | 20     | 10       | 30          |
|                               | Transitions between updates | 2000   | 2000     | 2000        |
|                               | Epochs per update | 30     | 50       | 5           |
|                               | Gradient norm clipping | 1      | 1        | 10          |
|                               | Window size       | 1000   | 200      | 1000        |
|                               | Window stride     | 1      | 200      | 1           |

C.3 Pommerman

For this set of experiments, we use a number of fixed hyperparameters for all algorithms either inspired from their original papers for the baselines or selected through preliminary searches. These fixed hyperparameters are presented in Table 2.
Table 9: Fixed Hyperparameters for Pommerman Random-Tag environment.

| RL COMPONENT | HYPER-PARAMETER | POMMERMAN RANDOM-TAG |
|--------------|-----------------|----------------------|
| SAC          | Batch size (in transitions) | 256 |
|              | Replay Buffer length | $10^5$ |
|              | Warmup (as a multiple of batch-size) | 5 |
|              | Initial entropy weight $\alpha$ | 0.4 |
|              | Gradient norm clipping threshold | 0.2 |
|              | Transitions between update | 10 |
|              | Target network weight $\tau$ | 0.05 |
| PPO          | Batch size (in transitions) | 256 |
|              | GAE parameter $\lambda$ | 0.95 |
|              | Episodes between updates | 10 |
|              | Epochs per update | 10 |
|              | Update clipping parameter | 0.2 |
|              | Critic LR coefficient $\kappa$ | 0.5 |

**REWARD LEARNING COMPONENT**

| HYPER-PARAMETER | POMMERMAN RANDOM-TAG |
|-----------------|----------------------|
| AIRL, GAIL, ASAF-1 |                        |
| Batch size (in transitions) | 256 |
| Episodes between updates | 10 |
| Epochs per update | 10 |
| ASAF, ASAF-w |                        |
| Batch size (in trajectories) | 5 |
| Episodes between updates | 10 |
| Epochs per update | 10 |

For the most sensitive hyperparameters, the learning rates for the reinforcement learning and discriminator updates ($\epsilon_{\text{RL}}$ and $\epsilon_D$), we perform a random search over 25 configurations and 2 seeds each for all algorithms. We consider logarithmic ranges, i.e. $\epsilon = 10^u$ with $u \sim \text{Uniform}(-7, -3)$ for $\epsilon_D$ and $u \sim \text{Uniform}(-4, -1)$ for $\epsilon_{\text{RL}}$. We also include in this search the window-size $w$ for ASAF-w, sampled uniformly within \{32, 64, 128\}. The best configuration for each algorithm is presented in Table 10. Figure 3 uses these configurations retrained on 10 seeds.

Table 10: Best found hyper-parameters for the Pommerman Random-Tag environment

| HYPER-PARAMETER | ASAF | ASAF-w | ASAF-1 | SQIL | AIRL + PPO | GAIL + PPO | BC |
|-----------------|------|--------|--------|------|------------|------------|----|
| Discriminator update LR $\epsilon_D$ | 0.0007 | 0.0002 | 0.0001 | - | 3.1x10^{-7} | 9.3x10^{-7} | 0.00022 |
| RL update LR $\epsilon_{\text{RL}}$ | - | - | - | 0.00019 | 0.00017 | 0.00015 | - |
| Window size $w$ | - | 32 | - | - | 10 | - | - |

Finally for all neural networks (policies and discriminators) we use the same architecture. Specifically, we first process the feature maps (see Section 3) using a 3-layers convolutional network with number of hidden feature maps of 16, 32 and 64 respectively. Each one of these layers use a kernel size of 3x3 with stride of 1, no padding and a ReLU activation. This module ends with a fully connected layer of hidden size 64 followed by a ReLU activation. The output vector is then concatenated to the unprocessed additional information vector (see Section 3) and passed through a final MLP with two hidden layers of size 64 and ReLU activations (except for the last layer).
D Environments and expert data

D.1 Classic Control

The environments used here are the reference Gym implementations for classic control and for Box2D. We generated the expert trajectories for mountaincar (both discrete and continuous version) by hand using keyboard inputs. For the other tasks, we trained our SAC implementation to get experts on the discrete action tasks and our PPO implementation to get experts on the continuous action tasks.

D.2 MuJoCo

The experts were trained using our implementation of SAC the state-of-the-art RL algorithm in MuJoCo continuous control tasks. Our implementation basically refactors the SAC implementation from Rlpyt. We trained SAC agent for 1,000,000 steps for Hopper-v2 and 3,000,000 steps for Walker2d-v2 and HalfCheetah-v2, respectively. We used the default hyper-parameters from Rlpyt.

D.3 Pommerman

The observation space that we use for Pommerman domain is composed of a set of 15 feature maps as well as an additional information vector. The feature maps whose dimensions are given by the size of the board (8x8 in the case of 1vs1 tasks) are one-hot across the third dimension and represent which element is present at which location. Specifically, these feature maps identify whether a given location is the current player, an ally, an enemy, a passage, a wall, a wood, a bomb, a flame, fog, a power-up. Other feature maps contain integers indicating bomb blast strength, bomb life, bomb moving direction and flame life for each location. Finally, the additional information vector contains the time-step, number of ammunition, whether the player can kick and blast strength for the current player. The agent has an action space composed of six actions: do-nothing, up, down, left, right and lay bomb.

For these experiments, we generate the expert demonstrations using Agent47Agent, the open-source champion algorithm of the FFA 2018 competition which uses hardcoded heuristics and Monte-Carlo Tree-Search. While this agent occasionally eliminates itself during a match, we only select trajectories leading to a win as being expert demonstrations.

D.4 Demonstrations summary

Table provides a summary of the expert data used.

| TASK-NAME         | EXPERT MEAN RETURN | NUMBER OF EXPERT TRAJECTORIES |
|-------------------|--------------------|-------------------------------|
| Cartpole          | 200.0              | 10                            |
| Mountaincar       | -108.0             | 10                            |
| Lunarlander       | 277.5              | 10                            |
| Pendulum          | -158.6             | 10                            |
| Mountaincar-C     | 93.92              | 10                            |
| Lunarlander-C     | 266.1              | 10                            |
| Hopper            | 3537               | 25                            |
| Walker2D          | 5434               | 25                            |
| HalfCheetah       | 7841               | 25                            |
| Pommerman Random-tag | 1            | 300, 150, 75, 15, 5, 1       |

3See: http://gym.openai.com/envs/#classic_control
4See: http://gym.openai.com/envs/#box2d
4See: https://github.com/astooke/rlpyt
5See: https://github.com/YichenGong/Agent47Agent/tree/master/pommerman