ABSTRACT

Deep Reinforcement Learning (DRL) is being used in many domains. One of the biggest advantages of DRL is that it enables the continuous improvement of a learning agent. Secondly, the DRL framework is robust and flexible enough to be applicable to problems of varying nature and domain. Presented work is evidence of using the DRL technique to solve an Optimal Power Flow (OPF) problem. Two classical algorithms have been presented to solve the OPF problem. The drawbacks of the vanilla DRL application are discussed, and an algorithm is suggested to improve the performance. Secondly, a reward function for the OPF problem is presented that enables the solution of inherent issues in DRL. Reasons for divergence and degeneration in DRL are discussed, and the correct strategy to deal with them with respect to OPF is presented.

Keywords: Modelica, OpenModelica, Optimal Power Flow, IEEE 14 bus system, simulation, Reinforcement Learning, Evolutionary Strategies.

1 Introduction

Besides its environmental impact, fossil fuels are not infinite. The world has to move towards a more stable energy source as some geographical areas are already witnessing the depletion of fossil fuels. According to Martins et al. [2019] by 2050, the European reserves of fossil fuels may deplete to 14% of the original. Solar and wind energy are two of the most promising energy sources, but their instability is one of their severe drawbacks. There are different sources of their instability including, variation in weather, internal equipment fault, or an external device failure. Renewable energy sources mentioned above are deployed in a distributed manner according to their geographical suitability. Their physical distance adds to the complexity of system stability. A modern controller in a power grid needs to take action in case of a fault while considering the complete power grid and its distributed generators as one entity, as compared to the traditional local remedies. Due to their distributed nature, the renewable sources must be accompanied by equipment that enables the controller to take unified action on the grid in case of load or generation variation or in case of a fault.

Despite their unstable nature, there are measures devised to make solar and wind energy sources more predictable, controllable, and resilient to change. In order to make the system controllable, modern power systems are multi-sourced renewable energy systems. They are a collection of solar farms, wind turbines, storage batteries, and fossil fuel generators. The last three components play a key role in the stability of electrical supply Guérin et al. [2011]. An operator has to do a tricky job to assign parameters to these components such that the complete grid keeps working in an optimal fashion. Formally, the problem of finding the control parameters to operate the power grid at nominal values is called the Optimal Power Flow (OPF) problem. In the presented work, a methodology is proposed to find control variables using Reinforcement Learning (RL) such that a near-optimal power flow can be achieved in a power grid in case of generator failures.
2 Related Work

Due to the importance of stability of electrical supply, there has been significant research on devising measures of automatic control of grid appliances. Many have used RL for this purpose. In Ernst et al. [2004] authors have laid out the foundations of using RL with power grids. Although at that time, the DRL domain was not mature enough, so they had to rely on the discretization of states to use the traditional RL methods for their solutions. In Dimeas and Hatzigiouli [2010] and Li et al. [2012] authors have used state-based reward functions and discrete actions to train multiple agents. Again a traditional RL method is used, a discretization method is used in the absence of a pure continuous scheme. Recently, in Diao et al. [2019] authors have employed DRL for optimal control of IEEE 14 bus system. They have proposed an agent which they call as Grid Mind. The agent applies the proposed actions on a simulation and checks for any boundary violations that may occur as a result of that action. If there are no violations, the agent observes the final state based on which the reward is calculated. Here again, a discrete approach was used for training the agent. In Huang et al. [2019] authors have proposed a dynamic simulation environment to train DRL agents. InterPSS power system simulator has been used. The environment is used to find values of discrete and continuous variables, for example, when to apply generator brakes and use transformers to develop a coordinated under-voltage load shedding scheme. DQN algorithm was used to train a control policy for applying the load shedding. In Yang et al. [2019] authors have proposed a mixed approach using physics-based optimization and DRL for short-term and long-term optimization. As the problem is formulated in terms of switching the shunt capacitors on or off so the actions are discrete, and there is no need to use a continuous DRL method. In Hua et al. [2019] authors have proposed a control system trained using the DRL for Energy Internet (EI). In Wang et al. [2019] authors have proposed a new algorithm called Constrained Soft Actor-Critic algorithm for volt-var control. In Wu et al. [2020] authors have applied the Deterministic Policy Gradient Algorithm to optimize the power allocation of a hybrid electric bus. L2RPN challenge Marot et al. [2020] is an example of promoting DRL in the domain of the smart grid. The aim of L2RPN is to use DRL for control strategies, specifically after eliminating the underlying complexities of the complete model of power grid for speed and performance.

In the presented article, the DRL is used to search for the optimal reference voltages of a power grid in case of generator failures. Here, a complete mathematical model is used to simulate the Power Grid and calculate load flow values. The model is derived from the OpenIPSL library that was prepared after years of research Baudette et al. [2018]. As the model is closer to the physical appliances, so the results are more reliable and applicable to real-world situations.

In the next sections, first the OPF problem is formulated as an RL problem in section 3. In section 4, case studies are discussed. In section 5, limitations of the proposed simple solution are discussed. Then in section 6 and 7, two improvements over the basic algorithm are discussed. In section 8, a brief discussion and future research directions are presented. At the end, in section 9, the conclusive remarks end the article.

3 Formulating OPF as RL Problem

3.1 Optimal Power Flow Problem

The Optimal Power Flow (OPF) problem has been studied in-depth, yet it still has many aspects to be discovered Mohagheghi et al. [2018]. It is a highly non-convex problem whose solutions have been proposed using many different techniques including, quadratic programming, linear programming, Lagrange relaxation, interior-point methods, evolutionary computing, fuzzy logic, and neural networks Lavac and Low [2011]. The OPF problem has a mixture of continuous and discrete variables and has an element of uncertainty involved. It can be categorized as a stochastic mixed-integer nonlinear programming problem Mohagheghi et al. [2018]. However, in the presented work, the OPF is studied from a dynamical system point of view using a Modelica-based simulation component, so there are no stochastic elements considered. Such simplifications are commonly adopted in the literature Mohagheghi et al. [2018].

The formal specification of the OPF problem is described in different ways depending on the solution to be proposed. Here the formulation is chosen to identify its dynamical system view as well as keeping intact the essence of how optimization problems are specified in the literature. Equation 1 describes the power grid in terms of a dynamical system. \( x \) is the vector space of all continuous state variables. \( I \) is the vector space of input variables. Here, \( P \) represents parameters whose specific values take the system to the optimal state.

\[
\begin{align*}
\arg \min_{P} & \quad y(x(t), u(t), P) \quad t \in [0, \infty) \\
\text{where} & \\
\dot{x}(t) &= f(x(t), u(t), P) \\
x &\in X, \quad u \in I, \quad P \in P
\end{align*}
\]
In equation 2 are enumerated the constraints of the optimization problem. Here at every place, $P$ represents the active power, while $Q$ represents the reactive power. $S$ represents the apparent power. $V$ either represents the voltage of a bus ($V_k$) or the voltage between the two points of a line ($V_{l,m}$). $\theta$ represents the voltage angle of a bus. All of these values are represented as continuous state variables inside the model.

$$\begin{align*}
N &= 1, 2, 3, \ldots, n \quad (\text{Buses in the system}) \\
G &\subseteq N \quad (\text{Generators in the system}) \\
L &\subseteq N \times N \quad (\text{Lines in the system}) \\
P_{k_{\text{min}}} \leq P_k \leq P_{k_{\text{max}}}, \quad \forall k \in G \\
Q_{k_{\text{min}}} \leq Q_k \leq Q_{k_{\text{max}}}, \quad \forall k \in G \\
V_{k_{\text{min}}} \leq |V_k| \leq V_{k_{\text{max}}}, \quad \forall k \in N \\
\theta_{k_{\text{min}}} \leq |\theta_k| \leq \theta_{k_{\text{max}}}, \quad \forall k \in N \\
|S_{l,m}| \leq S_{\text{max}}, \quad \forall (l, m) \in L \\
|P_{l,m}| \leq P_{l,m}, \quad \forall (l, m) \in L \\
|V_i - V_m| \leq \Delta V_{l,m}, \quad \forall (l, m) \in L
\end{align*}$$

Equation 3 shows the relationship among these three types.

$$S_{G_i} = S_{L_i} + S_{T_i}$$

Similarly, because active power $P$ and reactive power $Q$ are components of apparent power $S$ so the same holds for them too [Wood et al. 2013], i.e.

$$\begin{align*}
P_{G_i} &= P_{L_i} + P_{T_i} \\
Q_{G_i} &= Q_{L_i} + Q_{T_i}
\end{align*}$$

Equation 5 shows the active and reactive power flow equations. If $Y_{ij}$ is the admittance magnitude between the bus $i$ and $j$, then $G_{ij}$ represents the real part of the admittance while $B_{ij}$ represents the imaginary part, and $Y_{ij} = G_{ij} + B_{ij}$ [Wood et al. 2013].

$$\begin{align*}
P_i &= \sum_{j \in N} (V_i V_j G_{ij} \cos \theta_{ij} + V_i V_j B_{ij} \sin \theta_{ij}) \\
Q_i &= -\sum_{j \in N} (V_i V_j B_{ij} \cos \theta_{ij} + V_i V_j G_{ij} \sin \theta_{ij})
\end{align*}$$

The topological constraints in power grids originate from Kirchoff’s voltage law and Kirchoff’s current law. As the Modelica models are written directly using a mathematical language, Modelica provides the natural representation of all types of equality constraints. In the presented work, they are part of the Modelica model provided by the OpenPSL Lin et al. 2018. Any parametric value of the system conflicting with the equality constraints will lead to a degenerate solution.

### 3.2 Reinforcement Learning

As mentioned earlier, the OPF problem is solved using Reinforcement Learning (RL), so it is appropriate to have a basic introduction of the RL framework.

Traditionally the reinforcement learning framework is described by an agent working on the environment $\mathcal{E}$ through its actions $a_t$, at a certain time step $t$. The set of all actions is named $\mathcal{A}$. The $\mathcal{E}$ is observable through the observation vector $x_t$. At each time step, the agent wins a reward $r_t$ as a result of performing an action $a_t$. As the problem domain
suggests, all the actions are real-valued, so $a_t \in \mathbb{R}^n$ holds. Considering the environment $E$ to be a dynamical system, the state of the system at time $t$ is $s_t \in \mathbb{R}^m$, and the set of all states is named $S$. Assuming that the agent’s behavior is represented by a policy $\pi$. The probability of selecting an action $a$ at a state $s$ is induced by a policy $\pi$, that is $\pi : S \rightarrow P(A)$.

At each time $t$ an action $a_t$ performed on the system takes the system to a new state $s_{t+1}$ from $s_t$. In the present discussion, it is assumed that the system is fully observable so $s_t = x_t$. If the Markovian assumption is not applied, the probability distribution of a state is conditioned over all previous states and actions $p(s_t | s_{t-1}, a_{t-1}, \ldots, s_1, a_1)$. Instead, it is assumed that the initial distribution $p(s_1)$ is given and the system at each state $s_t$ holds Markov’s property, making it independent of the complete trajectory of previous states.

At each step, the agent is being rewarded by a reward function $R : S \times A \times S \rightarrow \mathbb{R}$. Its value is defined to be the discounted sum of future rewards $R_t = \sum_{i=t}^{T} \gamma^{i-t} r(s_i, a_i)$, where discounting factor $\gamma \in [0, 1]$. A distribution representing the total sum of future rewards at a state is the state’s state-value.

**Action value** The value of policy $\pi$ is defined to be the total discounted reward $V^\pi(s_1) = \mathbb{E}[R | s_1, \pi]$. As the system is supposed to entail the Markov property so another similar function $Q^\pi(s_t, a_t) = \mathbb{E}[R | s_t, a_t, \pi]$ is defined that is called the action-value function. At a specific state, it assigns the value to an action. Practically, it means to take the action $a_t$ at the state $s_t$ and then following the policy $\pi$ thereafter. The action-value can be viewed as a distribution of rewards obtained by taking a certain action in the pool of experiences.

**Performance Objective** For a learning problem, there must be a performance objective that is improved over time. To define that, the probability density of $s_t$ after $t$ transitions from state $s_1$ to $s_t$ is represented by $p(s_1 \rightarrow s_t, t, \pi)$. The discounted probability distribution of such a state is represented by

$$\rho^\pi(s_t) := \int_S \sum_{t=1}^{\infty} \gamma^{t-1} p(s_1) p(s_1 \rightarrow s_t, t, \pi) ds$$

Using these terms the performance objective can be represented as follows

$$J(\pi_\theta) = \int_S \rho^\pi(s) \int_A \pi_\theta(s, a) r(s, a) da ds$$

Maximizing the above performance objective will give the value of actions $a$ for which the system has optimal values [Silver et al., 2014].

**Policy Gradient** One major improvement in reinforcement learning algorithms is devised by the policy gradient theorem. Improving the parameter $\theta$ in the direction of policy gradient $\nabla_\theta J(\pi_\theta)$ enables the search algorithm to converge faster. Computing the value of $\nabla_\theta J(\pi_\theta)$ is reduced to a simple expectation [Sutton et al., 2000].

$$\nabla_\theta J(\pi_\theta) = \int_S \rho^\pi(s) \int_A \nabla_\theta \pi_\theta(a | s) Q^\pi(s, a) da ds$$

(7)

The above conditions only apply when the actions and states are continuous variables, which is true for the case under consideration.

**Deep Reinforcement Learning** As mentioned in section 3.2, state-value and action-value are important parts of reinforcement learning. When tabular methods of storing actions, state, state-values, and action-values are not feasible. Due to a large number of states or actions. It is preferred to use approximate methods to represent action-value and state-value functions. When deep neural networks are used for such approximations, then it is called Deep Reinforcement Learning (DRL). Typically in equations 6 and 7, $\theta$ is considered as the weights of the neural network, which needs to be improved so that the policy $\pi$ behaves similar to the hidden real policy of the model.

**3.3 Formulation**

The OPF problem can be compared to a multi-dimensional multi-arm bandit problem. There are a few differences and a few similarities. In the multi-arm bandit problem, the initial state of the system is always the same. After applying an action $a$, the system goes through an observable change that defines the reward earned by $a$. There are some important differences from the bandit setting. One, the OPF problem is continuous in both actions and states. Second, the action space is multi-dimensional and infinite, and there are some constraints over its values as mentioned in equation 2.
3.3.1 Elements of RL

Constraints In the presented work, the constraints are simplified to keep the complexity manageable. The primary focus of the study is voltage regulation of the system, i.e. \( V_{k}^{\min} \leq |V_k| \leq V_{k}^{\max}, \quad \forall k \in \mathcal{N}. \) It is observed that abiding by this constraint does not enforce any other constraints to be violated. A popular way of introducing constraints into the RL problem is by introducing penalties in the reward function [Sutton and Barto 2011]. If the constraints are violated, then the agent receives a negative reward. The value of the reward is large enough in a negative direction that cannot be achieved otherwise. There are multiple control elements available at the disposal of transmission control for keeping the grid under the constraints specified in [2] but the Active Voltage Regulator (AVR) attached to each generator is used most frequently to regulate the voltage thresholds in the grid [Kundur et al. 1994].

Actions The presented work focuses primarily on IEEE14, but it can be extended to any network which has an AVR attached to each generator. For the RL agent, the voltage reference point of each generator is an element of the action vector \( a = <V_{ref i}, |i \in \mathcal{G}>. \)

By modifying the voltage reference points, the nominal voltage over all the buses is sought. Traditionally, PID controllers are used for such tasks, and they only monitor a single pilot bus. The PID controller tries to keep the voltage of the pilot bus within the prescribed thresholds, but in that effort, it is possible that the voltage on any one of the other 13 buses goes out of the threshold range. The presented work presents a technique by which a model can be trained that monitors the voltages of all the buses and sets the AVR reference points such that the least number of buses go out of the voltage threshold boundary.

States As mentioned earlier, the state of the environment is fully observable in the presented case. The learning agent is provided with the voltages of all the buses, i.e. \( s = <V_k, k \in \mathcal{N}> \), after performing an action. It should be noted that because the agent works in a bandit setting, the resulting state, or the final state, of the environment does not make any difference on the learning process. The agent only derives the gradient \( \nabla_{\theta} J(\pi_\theta) \) with the help of obtained reward, as it is clear from the simplified equation [8]. The equation is a direct consequence of the proof of policy gradient theorem given in [Sutton and Barto 2011].

\[
\nabla_{\theta} J(\pi_\theta) = p(s_t) \int_A \nabla_{\theta} \pi_\theta(a|s)Q^\pi(s,a)da = E_{p(s_t), a \sim \pi_\theta}[\nabla_{\theta} \log \pi_\theta(a|s)Q^\pi(s,a)]
\]

Reward It is clear from the equation [8] that the value of \( \nabla_{\theta} J(\pi_\theta) \) is largely affected by \( Q^\pi(s,a) \). The value is learned by the “experience”. The agent performs actions, then based upon the earned reward, the \( Q^\pi \) is learned using the following equation.

\[
Q^\pi(s_t,a_t) = E_{r_t, s_{t+1} \sim E}[r(s_t,a_t) + \gamma E_{a_{t+1} \sim \pi}[Q^\pi(s_{t+1},a_{t+1})]]
\]

In the presence of a deterministic policy, which is the case in OPF problem, the above equation can be transformed into equation [9] where \( \mu : \mathcal{A} \rightarrow \mathcal{S} \) [Lillicrap et al. 2016]

\[
Q^\mu(s_t,a_t) = E_{r_t, s_{t+1} \sim E}[r(s_t,a_t) + Q^\mu(s_{t+1},\mu(s_{t+1}))]
\]

It is clear from equations [9] and [8] that the reward function plays a critical role in calculating the gradient, which determines the search direction in case of optimization.

Different reward functions can be devised for the OPF problem, each with the intention of minimizing the distance of the state of the grid from the desired one. Among simpler functions, the squared sum of absolute difference of the resultant state vector \( s_j \) from the nominal state vector, works quite good. As the nominal state vector is \( 1.0 \in \mathbb{R}^{14} \), so the reward is given by

\[
r = -1 \times \left( \sum_{j=1}^{14} |1.0 - s_j| \right)^2
\]

The reward function is chosen to slow down the momentum when the distance from the desired state is minimum. It also ensures that the gradient near the optimal state does not fluctuate rapidly to take the approximating function quickly far from the local minimum.
3.3.2 Proposed solution

It is proposed that many different RL algorithms can be used in the given situation \cite{Arulkumar2017}. The algorithm must be able to work on continuous states. In the recent past, a few algorithms have been proposed for such tasks, for example, Deep Deterministic Policy Gradient (DDPG) algorithm \cite{Lillicrap2016} and Twin Delayed Deep Deterministic policy gradient (TD3) \cite{Fujimoto2018}. In the next section, results are presented using the aforementioned algorithms. The problem with these algorithms is that they are not parallel algorithms, so the hefty price of environment evaluation makes the optimization procedure slower. In section 6, a modified version of the DDPG algorithm is discussed that can evaluate the environment in parallel initially, speeding up the process of optimization.

The DDPG algorithm uses the actor-critic method that is based on the Deterministic Policy Gradient (DPG) \cite{Silver2014} algorithm. The DPG algorithm notes that in equation 9 the $Q^\mu$ is only dependent on the environment, so it can be learned by a sub-optimal policy $\beta$. The value function $Q(s, a)$ is coined as “critic” and is parameterized over $\theta^Q, Q(s, a|\theta^Q)$. The function mapping the policy at a certain time is coined as “actor” that is also a parameterized function $\mu(s|\theta^\mu)$. The DDPG algorithm uses Deep Neural Networks (DNN) for the approximation of $\theta^Q$ and $\theta^\mu$ by using equation (11) over the initial distribution. \cite{Lillicrap2016}.

\[
\nabla_{\theta^\mu} D \approx \mathbb{E}_{s_t \sim \beta} \left[ \nabla_{\theta^\mu} Q(s_t, a_t|\theta^Q) \middle| s = s_t, a = \mu(s_t|\theta^\mu) \right] \\
= \mathbb{E}_{s_t \sim \beta} \left[ \nabla_{\theta^\mu} Q(s_t, a_t|\theta^Q) \middle| s = s_t, a = \mu(s_t|\theta^\mu) \right] \nabla_{\theta^\mu} \mu(s_t|\theta^\mu) \middle| s = s_t \right]
\]

(11)

The DDPG algorithm uses the “off-policy” mechanism by slowing down the update of the $\theta^Q$ and $\theta^\mu$. It is achieved by creating shadow DNNs. One set of networks gets their weights updated on individual iteration, but the weights of the “target” network are only updated after multiplying with a delay factor $\tau$. The second algorithm used in the presented work is the Twin Delayed Deep Deterministic policy gradient algorithm (TD3). The TD3 algorithm further enhances the idea of delay and creates slightly different networks for the “critic”. The details can be seen in \cite{Fujimoto2018}.

Here the environment that receives actions is a simulation component: The Functional Mock-up Unit (FMU). An FMU provides an interface to interact with a simulation component in a transparent way \cite{Blochwitz2011}. The action values $a_t$ at any instance $t$ are received as inputs to the FMU, the state variables $s_t$ represent the state of the power grid. According to RL terminology, the FMU here can be considered as the environment $\mathcal{E}$. The neural network approximating $\theta^\mu$ takes initial state $s_1$ as input and suggests an action $a_1$. When the action values are given to the FMU, the FMU simulates from time $t_0$ to $t_f$ and returns the updated state variables $s_2$ and the real reward $r$. The neural network approximating $\theta^Q$ takes $a_1$ and $s_2$ as input and assigns a reward of its own $r'$. The difference between $r$ and $r'$ forms the basis of the loss function for both networks. The initial state $s_1$ is fixed as the power grid is in the nominal state in the beginning. The state $s_2$ is evaluated over and over again as the result of applying the action $a_1$. The gradient $\nabla_{\theta^\mu}$ is calculated and applied repeatedly until the terminating condition. It is assumed that the FMU produces perfect results of the simulation of the power grid. There is no stochastic error involved. This is equivalent to saying that the environment $\mathcal{E}$ is deterministic.

4 Case Studies

In order to make the experiment reproducible, all the libraries used in the presented work are available open-source. To simulate the power grid scenarios, a Modelica-based library OpenIPSL \cite{Baudette2013} is used. The library is widely acclaimed in the power grids community for its modularity, stability, and robustness. An open-source implementation of Modelica, OpenModelica \cite{Fritzson2015}, is used. For solving the system, solvers provided by SUNDIALS \cite{Hindmarsh2005} library are used that are wrapped in a Python code, named Assimulo \cite{Andersson2015} and PyFMI \cite{Andersson2016}.

Two case studies have been chosen to demonstrate the effectiveness of the RL optimization technique. In the first case study, a scenario is modeled in which generator 2 goes out of order and stops providing any power to the system. In the second case study, both generators 2 and 8 go out of order, and voltage reference points of other generators are sought in order to bring each bus in the system within the prescribed voltage threshold.

In both the scenarios presented here, a simulation of the IEEE 14 bus system is used. The system has been used in many studies. The presented work mainly focuses on its 14 buses $B_1, B_2, \ldots, B_{14}$ and its five generators $G_1, G_2, G_3, G_6, G_8$. The numbers given to the generators are indicative of the buses they are attached to $B_1, B_2, B_3, B_6, B_8$. In order to keep the perspective, the action values are also named in the same fashion, i.e. $a = \langle a_1, a_2, a_3, a_6, a_8 \rangle$. Each $a_i$ is the reference voltage for the generator $G_i$. 

Certainly, the values of $s$ are governed by the changes in $a$. The noteworthy point in the following discussion is that how each algorithm is able to rapidly take the $s$ towards the optimal candidate solution. This is because in comparison to Evolutionary Strategies (ES), here the function $Q$ guides the solution in the right direction [Sutton and Barto, 2011].

4.1 Result interpretation

![Graph showing a typical run of one of the proposed algorithms. It shows all the solutions proposed during the run, even the ones that are degenerate solutions. In the future, such degenerate solutions will be removed.](image)

Figure 1: Figure shows a typical run of one of the proposed algorithms. It shows all the solutions proposed during the run, even the ones that are degenerate solutions. In the future, such degenerate solutions will be removed.

Before looking into the case studies and their result, it is important to mention that it is a simulation-based study, and there are values of $a$ which lead to degenerate solutions, so the presented results are not plotted with the complete trajectories. The degenerate solutions and insignificant trajectories are omitted from the plots to avoid clutter. For example, as shown in Figure 1, the plot is a complete plot including the degenerate solutions and trajectories for all the bus voltages. In order to understand the degenerate solutions, it is important to understand how Modelica works. Input to Modelica is a system of differential equations, which are normally complex enough that they cannot be simulated directly. In order to simplify the system, Modelica applies different simplification algorithms to convert the system to an Ordinary Differential Equation (ODE). Such simplifications impose some constraints which were absent in the original solution. It must be kept in mind that the system already had some constraints even before the simplifications.
were applied. However the constraints are imposed, the solution may be undefined at some parameter values. In such cases, the values of simulation variables appear to be a constant value. There are other sources of such instabilities, like limitations of the solver. Mostly, a simulation engineer has to accept all these limitations as the area of the system that is undefined. For details on the sources of instabilities and how to tackle them, see [Cellier and Kofman, 2006].

In the figure 2, all the degenerate solutions have been removed, along with the insignificant bus voltage values, yielding a clear graph showing the trend lines. The middle line is the average voltage. A complete description of how the values are acquired for each $b_i$ is coming shortly. Here the intention is to inform that the aforementioned simplification has been applied on the plots to reduce the clutter.

In order to understand the plotted graphs, it is important to understand the simulation process. The simulation component $F$ is first provided with the initial values and a simulation time $t_1$. At this moment, no fault is introduced in the system. Then the system is simulated again till time $t_2$. Certain nominal conditions of the power grid are violated during this simulation. The algorithm proposes a solution in the form of $a$. The $a$ is applied to $F$ and $F$ is simulated till $t_f$, again. The voltages of all the buses at $t_f$ are the state values $s$ which are used as observations. In the figure 2, the left plot shows the values of $s$ at $t_f$ for each iteration and the plot on the right shows the values of $a$ applied at $t_2$. In the middle, there are the trend lines for $s$ showing the behavior of the curves.

4.2 Scenario - 1

Taking the IEEE 14 bus system as the reference, a scenario is assumed where generator $G_2$ goes out of order and has to be disconnected from the system using a breaker. The system breaks the nominal conditions for the voltage on buses. The algorithm starts its work at that point and finds the optimal values of $a$ that takes the system back into the nominal condition, or as close as possible. When the generator $G_2$ is disconnected, there is no purpose in applying $a_2$. The action vector is reduced to $a = <a_1, a_3, a_6, a_8>$.

As can be seen in the figure 5, the DDPG algorithm is able to achieve very good results. Only $B_8$ is above the desired threshold of 1.05. However, the TD3 algorithm is not able to produce a very good result, as shown on the right side of the figure 5. Here two buses $B_1$ and $B_2$ are above the nominal threshold 1.05. Secondly, it can be seen that the TD3 algorithm does not offer any advantage in this case. Rather, the results are worse than the DDPG algorithm. The reason being, TD3 algorithm is designed to tackle the residue that accumulates at each evaluation of the value function, when the trajectory of actions is considerably long. In the presented case, there is virtually no trajectory of actions at all. Because it is a bandit situation as described in the section 3. Moreover, the TD3 algorithm provides a policy smoothing
Figure 3: DDPG Algorithm (scenario-1): on the left are the trend lines for bus voltages, on the right is the evolution of action values. The red dots show where the optimal results are found.

Figure 4: TD3 algorithm (scenario-1): on the left are trend lines for bus voltages, on the right is the evolution of action values. There is no red dot here because all proposed solutions required more than one transformer action.

Figure 5: These are the best solutions found by TD3 and DDPG algorithms for scenario-1. Left one is the solution found by the DDPG algorithm, on the right is the solution found by the TD3 algorithm.
mechanism, which in this case is counterproductive. It dampens the response of the neural networks, so they do not adapt swiftly, giving smoother action trajectories as compared to the DDPG algorithm.

4.3 Scenario - 2

Similar to scenario-1 mentioned earlier, here it is assumed that the $G_2$ and $G_8$ have both gone out of order. In such a situation, the voltage drop is experienced on almost all the buses. In this scenario, the action vector is $a = <a_1, a_3, a_6>$. As can be seen in figure 6 that both DDPG and TD3 algorithms were able to find a considerably good solution. The figure on the left side of figure 6 shows that only $B_1$ is greater than the nominal threshold of 1.05, but that can be controlled using a transformer. The right side of the figure 6 shows that again $B_1$ is greater than the nominal threshold 1.05, while $B_2$ is also a little over the line.
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Figure 6: These are the best solutions found by both DDPG and TD3 algorithms for scenario-2. On the left side is the result found by the DDPG algorithm and on the right side is the results found by the TD3 algorithm. Here both generators 2 and 8 were put offline.
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Figure 7: DDPG Algorithm (scenario-2): on the left are the trend lines for bus voltages, and on the right is the evolution of action values.

Adding Transformer Actions  In the solutions proposed above, mostly only one bus is observed to break the 1.05 threshold. This problem can be mitigated using the transformer operation. It is much cheaper and efficient to perform an
operation over one bus in comparison to performing different operations on many buses. Secondly, if the optimal values and required transformer operations for such scenarios are cached, then mitigating such faults may become automatic.

Figure 8: TD3 algorithm (scenario-2): on the left are trend lines for bus voltages, and on the right is the evolution of action values.

5 Limitations

As described in Mnih et al. [2015], RL is unstable and sometimes divergent when a nonlinear component, such as a neural network, is used for approximation of $Q$ value. Although using delayed update of the network Lillicrap et al. [2016] and replay buffer technique mentioned in Mnih et al. [2015] can control the instabilities by reducing the correlation in the experiences, but they are not proven to make the system convergent. The same divergence can be seen here. With the number of iterations, the solution should have converged to the correct solution. Instead, it converges to the minimum action values, increasing the distance from the global optimum. Following are two reasons for this issue

1. Exploration noise: The exploration noise allows the algorithm to explore all possible action values $a$, based upon the feedback of the $E$ the neural network learns how to modify the $a$ values. Equation (6) determines the change in value. If the variance in the normal exploration noise is too low, then there is a risk of missing the values leading to the global optimum. If the variance is taken too high, then the experience correlation can take the future $Q$ values in the wrong direction.

2. Experience Correlation: looking at the equation (8) the policy gradient is completely dependent upon the previous experience. The correlation among the past experiences is beneficial as it drives the solution in the right direction, but it is also problematic when the algorithm reaches closer to the optimal value. The bias in the experience data set imposes an implicit momentum that leads the average gradient value away from the current gradient. This is especially problematic when an abrupt change in the gradient is required for convergence.

Taking into consideration the above limitations, in the following sections, two solutions are proposed. One solution finds the near-optimal solution quite swiftly, while the other solution deals with the problem of divergence. Nevertheless, these solutions are domain-specific and specifically designed for the problem at hand.

6 Improvement 1: Parallelism

As mentioned in section 3.3.2 the DDPG algorithm uses the difference between the reward given by the actual environment and the reward predicted by the critic to predict the response from the environment accurately. In the problem under discussion, the reward function is a simple aggregate over the state variables. So in order to improve the convergence rate, the algorithm can be modified to run in two stages. In the first stage, the critic is approximated
independently by running many parallel calls to the environment and reducing the mean squared distance between
the predicted states and the actual states. In the next stage, the normal policy iteration is executed to find the optimal
solution parameters.

In other words, the critic \( Q(s, a | \theta^Q) \) is learned by a network, say \( \Phi_q \). The network \( \Phi_q \) has weights associated with each
layer numbered through \( 1, 2, 3, \ldots, n \). The respective weights for each layer can be named as \( w_1, w_2, w_3, \ldots, w_n \). The
idea is to utilize the fact that the environment in the presented case is a dynamic system, and because the reward function
is a simple squared sum of absolute differences, so a neural network representing the environment will not be much
different from \( \Phi_q \). Let us call the network representing the environment as \( \Phi_q \), where \( \Phi_q \) has \( n - 1 \) layers as compared
\( \Phi_q \) which has \( n \) layers. The environment here is a simulation instantiated using an FMU that can be symbolized as \( F \).

This means that we can assume that \( \Phi_q \approx w_n \ast \Phi_q \), where \( \ast \) is an arbitrary tensor operation defined by the structure
of the neural network. Training \( \Phi_q \) such that \( \Phi_q \approx F \) will lead to a better approximation \( \Phi_q \approx Q(s, a | \theta^Q) \), because
\( Q(s, a | \theta^Q) \) is predicated upon \( F \).

Algorithm 1 Faster Training

1: Randomly initialize the weights \( \theta^Q \) of \( \Phi_q \)
2: Initialize \( a_1 \) by already prescribed nominal values
3: Initialize \( t \) by an appropriate simulation time
4: for \( i \leftarrow 1 \rightarrow M \) do
5: Initialize \( s_1 \leftarrow \text{INITIALIZE}_\text{FMU}(a_1, t) \)
6: select \( a_i \) randomly from a uniform distribution
7: \( s_i \leftarrow F(a_i, t + \delta) \)
8: \( s_i \leftarrow \Phi_q(a_i) \)
9: Update \( \Phi_q \) by minimizing the loss: \( L = \| s_i - \Phi_q(s_i) \|_2 \)
10: end for
11: Initialize first \( n - 1 \) layers of critic network \( \Phi_q \) using \( \theta^Q \)
12: Proceed DDPG algorithm\footnote{Lillicrap et al.\textsuperscript{[2016]}}, with initializing only \( n^{th} \) layer of \( \theta^Q \)
13: procedure \text{INITIALIZE}_\text{FMU}(a, t)
14: Initialize \( F \) according to the FMI standard
15: Provide \( a \) to \( F \) as arguments and simulate till \( t \), \( s \leftarrow F(a, t) \)
16: return the observation variables \( s \)
17: end procedure

Figure 9: Parallel DDPG Algorithm (scenario 1 and 2): on the left is the best solution for scenario-1. On the right is the
best solution for scenario-2.

In figures \footnote{10} and \footnote{11} it can be seen that the algorithm is able to find a good solution only after 89 and 67 iterations,
respectively, neglecting the initial 150 evaluations. This is approximately 10% faster in the case of scenario-1 and 25%
faceter for scenario-2. The solution is not only found sooner, the quality of the solution is also much better than all
previously proposed solutions. All bus voltages are close to each other and within the desired range, with the exception
Figure 10: Parallel DDPG Algorithm (scenario-1): on the left are trend lines for bus voltages, and on the right is the evolution of action values. The red dots show the positions of the solutions.

Figure 11: Parallel DDPG Algorithm (scenario-2): on the left are trend lines for bus voltages, and on the right is the evolution of action values.

of only one bus. The important thing to note is that the first 150 evaluations were executed in parallel, so the time spent on these evaluations could be equal to a single evaluation of other solutions if there are 150 processing cores available. In the experiment presented here, 30 cores were used in parallel.

7 Improvement 2: Reward Function

Close examination of the problem reveals certain patterns. Utilizing these can lead to design a reward function that is more stable. Following are some results that can be concluded after close inspection of the solution trajectories in the figures above.

- The reward function in equation 10 works well at the beginning when the average bus voltage is greater than the nominal threshold.
• When the average bus voltage is within the nominal threshold, the search should remain there and keep finding better solutions.
• When the average bus voltage is below the nominal threshold, then the direction of the gradient should change so the search can continue within the nominal boundaries.

According to the above considerations a piece-wise function is necessary. In the reward function given below $v = \frac{\max(s) + \min(s)}{2}$ and $C$ is the maximum deviation a stable solution can have. In other words, it can be the maximum value $\hat{r} = \sum_{i=1}^{14} |1.0 - s_i|$ can ever achieve. The last term in the equation ensures that the search direction changes to lead the search towards the optimal threshold value.

$$r = \begin{cases} 
-1 \times \hat{r} & v > 1.05 \\
-1 \times (\max(s) - \min(s))^2 & 0.95 \leq v \leq 1.05 \\
C - \max(|1.0 - s|) & v < 0.95 
\end{cases}$$  \hspace{1cm} (12)

Figure 12: Voltage and action trajectories of scenario-1, where $G_2$ goes offline. Here the piece-wise reward function was used.

Figure 13: Voltage and action trajectories of scenario-2, where $G_2$ and $G_8$ go offline. Here the piece-wise reward function was used.

The second important aspect is the correlation of previous experiences. In order to break the correlation, the replay buffer has to be reinitialized at appropriate times. Again based upon the domain-specific knowledge, the replay buffer is
reinitialized when $v$ shifts from one bracket to the other. Figures 12 and 13 show two example runs of search algorithm for the both scenarios. It can be seen that the reward function enables the search algorithm to look for the best solutions in the ripest area for optimal solutions.

8 Discussion

Although the goal of the research was to find a way to propose optimal values of generators in case of a failure, some interesting aspects have emerged from the study that are discussed as follows.

8.1 River run analogy

The idea of the reward function given in 12 can be understood using an analogy. Suppose there is new land found by some farmers. They want to cultivate it in the most productive way possible, where the fruit is brought with the least effort. However, the terrain is such that the river does not pass through the most propitious of areas. They do have limited resources to diverge the direction of the river and to direct it towards the favorable lands, but the resources are not enough to change the direction of the river completely at will. Also, their knowledge about where the most favorable areas lie is not accurate. In such a situation, the best they can do is to put hurdles in the way of the river to redirect it towards favorable areas. Although the river always follows the terrain so it always diverges towards its natural stream, restricting its movement will enable the farmers to cultivate more favorable lands.

The same is the situation here. An optimization problem is a search problem. In heuristic optimization techniques, different heuristics are used to direct the search towards more ripe areas for optimal solutions. For example, evolutionary strategies try to use natural selection to get to the optimal solution after certain generations. In a way, it is also a method of stopping the river from following the terrain and changing its direction towards a heuristically optimal path. In the presented technique, the $Q$ value is the force of the river, which can be directed towards favorable lands using the reward function by creating suitable hurdles in the reward function. This is left to be proven that such an effort will surely be able to find the optimal solution or not. Although for Q-learning, it is proven that enough iterations will lead to the optimal solution, for that, there is no divergence problem as mentioned in [Mnih et al. 2015] and in section 5.

8.2 The optimal solution

It is clear from the above discussion that the proposed algorithm could not find an ideal solution; A reference voltage of all the working generators that can take the bus voltages within the nominal threshold. It is deduced based upon the experiments given above that either there is no such value in scenarios 1 and 2 which can take the system to optimal condition, or the path toward it is littered with unstable solutions. If we assume that the real reason is the second case, the likelihood of getting to the optimal solution depends upon the position of the optimal solution within the unstable solutions. If the optimal solution is completely surrounded by unstable solutions, then it is highly unlikely for the proposed algorithm that the search will ever reach there. For example, in the figure 14 a near-optimal solution for scenario-1 is shown. It can be seen the voltages on each bus are not stable.

Figure 14: On the left is the bus voltages, on the right is the phase angle. The difference in phase angle shows that the generators are not synchronized, so the solution is not a stable and valid solution.
One can assume that if these types of solutions are surrounding the optimal solution, then reaching the optimal solution will be difficult as such unstable solutions take far more time to solve. Such solutions appear more often in scenario-1, costing a huge computation time for a single evaluation increasing the complete execution time tremendously. That is why figure 12 have far less evaluations than figure 13.

9 Conclusion

In the presented article, a novel technique is discussed to find stable optimal values of reference voltages in case of generator failure. The technique is based upon reinforcement learning. Two scenarios from IEEE 14 bus system have been chosen. In the first scenario, generator 2 fails, while in the second scenario, generators 2 and 8 fail. Although the algorithm was not able to find the ideal solution—the reference voltages that take the system back to nominal condition—the algorithm was able to find numerous solutions with only one bus voltage out of the nominal range. The study has opened up new questions for research. For example, to find a reward function that can take the search to the optimal solution swiftly. One main issue that has been identified in the presented technique is that it cannot be completely made parallel. An algorithm is proposed that improves the performance by introducing an initialization phase that is parallel and enables the algorithm to reach the solution swiftly. Still, it is not completely parallel. In the future, these questions will be addressed.
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