We study a higher derivative extension to General Relativity and present a fully nonlinear/non-perturbative treatment to construct initial data and study its dynamical behavior in spherical symmetry when coupled to a massless scalar field. For initial data, we compare the obtained solutions with those from alternative treatments that rely on a perturbative (or iterative) approach. For the future evolution of such data, we implement a recently introduced approach which addresses mathematical pathologies brought in by the higher derivatives. Our solutions demonstrate the presence of unexpected phenomena—when seen from the lens of General Relativity, as well as departures from General Relativity in the quasi-normal mode behavior of the scalar field scattering off the black hole.

I. INTRODUCTION

Understanding potential departures from General Relativity (GR) has long been a driving goal in theoretical physics. With the availability of data—of increasing quality and quantity—spanning from cosmological to solar scales, intense efforts are being invested to understand potential observations— or bounds—on “beyond GR” questions (e.g. [1–6]).

A large body of theoretical efforts have furnished many interesting putative extensions to General Relativity. Several of which have been scrutinized to different degrees, especially in the context of cosmology (e.g. [2]), solar system (e.g. [8]), binary pulsar timing (e.g. [2]), near horizon-scale measurements around SgrA (e.g. [9, 10]) and gravitational waves (e.g. [11, 12]). Naturally, the depth to which observations can probe different theories relies on the availability of specific predictions. In the context of extensions to GR, many such predictions have been obtained within linearized regimes with respect to specific solutions (e.g. FRW in cosmology, and flat spacetime [1]).

Incipient efforts are targeting nonlinear regimes, e.g. in binary pulsars, compact object coalescence, and black holes (e.g. [12, 17]). However, in such regimes, extracting predictions from most putative extensions to GR faces multiple formal and practical challenges. On the formal side, there is uncertainty on whether different theories can define a well defined initial value problem in the regimes of interest (nonlinear, strongly gravitating and possibly highly dynamical). At the practical level, the desire to discern possible signatures with complex theories requires involved (and typically costly) numerical simulations, a problem that is exacerbated—and in many cases rendered formally impossible—due to the mathematical challenge alluded above.

To elaborate further, we note such difficulties are typically quite serious when considering all but a few proposed extensions. Many present higher order derivatives, the possibility of characteristics crossings and even a change in character of the underlying equations of motion (see e.g. [13–17]). The first can be responsible for a short-time blow up of solutions, the second signals loss of uniqueness in the solution where crossing takes place and the latter the demise of the initial value problem. Faced with these rather generic concerns, but determined to explore the theory, one must find a way to explore the theory of interest for relevant conditions. After all, it is in principle possible that within some neighborhood of relevant initial (and boundary) conditions, the formation of black hole formation hides problems in their interiors, or dispersive behavior remedies high frequency problems while obstructions arise in non-relevant scenarios. Nevertheless since numerical implementations of a given theory would most likely seed (by truncation/roundoff errors) components of the initial data outside possible safe neighborhoods, bad properties of the theory lurking in the shadows would render the simulation intractable.

To address the aforementioned difficulty, a few practical approaches have been proposed (i) “Reduction of order” (e.g. [10, 17]), (ii) “Fixing the equations” (see [21]). The former adopts a perturbative approach with respect to higher derivative corrections—which secularly modify the solution away from that of GR—and the latter controls the higher frequency modes of the correction via an effective damping while incorporating the low modes.

1 The implicit assumption in these efforts is that the particular theory under study, in the regime considered, satisfies the property of linearization stability—the solution of the linearized problem is representative of the solution to the non-linear problem in the linear regime—.

2 For a simple example illustrating strengths and potential pitfalls see [20].

3 Note this terminology is used in related but slightly different ways. Sometimes it denotes order-reducing relevant equations (and in doing so replacing some problematic terms) and solving them iteratively/ perturbatively. In others, it simply refers to the latter, assuming corrections are small in the regime of study and evaluating problematic terms in a passive way.
from the get go. As a prototypical example, consider viscous hydrodynamics. Approach (i) would incorporate viscous effects secularly with respect to the solution obtained without it—since the zeroth order has viscosity off, the Reynolds’ number is infinite. Notably this would mean all wavelengths describing the flow are subject to turbulence and the secular terms would have to “fight this phenomena off” for short wavelengths Reynold’s number to recover the laminar behavior. Approach (ii) on the other hand, would naturally accommodate both high and low Reynold’s number regimes and dynamically damp short wavelength modes. However, approach (ii) introduces an external adjustable parameter to execute such damping, and lack of sensitivity to such parameter attest for the correctness of the solution. On the other hand, approach (i) would require working out at least a further order to assess to what degree the solution can be trusted.

We have demonstrated the benefits of this approach in a few simplified model problems [21, 21] and we now explore its application within the context of a challenging extension to GR inspired from Effective Field Theory (EFT) considerations [22] which also explicitly unearths a number of delicate issues. In the current work, adopting spherical symmetry for simplicity, we illustrate the application of the method and address a number of required steps. In particular, we discuss the construction of initial data consistent with the theory (and in passing also contrast with the reduction of order approach), the evolution of the system and impact of modifications to GR as well as relevant derivative operators required to discretize the higher derivatives.

This work is organized as follows. In Section II, following [22] we briefly discuss the theory adopted considering in our case also a minimally coupled self gravitating scalar field in the theory. We also present the steps involved for considering equation of motions governed by second order in time derivatives (but general spatial derivatives). Section III describes the construction of initial data, deferring to section IV the results obtained and potential implications in section VII. We included in the appendices further information on numerical operators employed, and convergence results. Lastly, we employ geometrized units ($G = c = 1$), and use Greek or early Latin letters in the alphabet to denote spacetime indices and the latter part of the Latin alphabet for spatial indices.

II. MODEL

A. EFT and field equations

To fix ideas, and adopt a sufficiently challenging model, we take an extension to GR constructed from an EFT point of view. In such approach, one introduces no new degrees of freedom in the theory—as they are integrated out—and parameterizes new physics through a suitable low-energy/long-distance expansion. New physics enters through local interactions organized in terms of powers that depend on some given scale [23]. Here, we consider the extension presented in [22] with the inclusion of a minimally coupled scalar field to endow the target system (as we consider spherical symmetry) with non-trivial dynamics. We note that [22] builds the action for the EFT with the requirements that the theory respects unitarity, causality, locality, and includes no new light degrees of freedom. These requirements are consistent with writing the most general Lagrangian by adding to the Einstein Hilbert action’s terms that are constructed out of the Riemann tensor and suppressing them by a curvature scale comparable to the scale probed by gravitational wave observations. The action for this EFT reads,

$$S_{\text{eff}} = \int d^4 x \sqrt{-g} 2 M^2_{\text{pl}} \left( R - \frac{C^2}{\Lambda^6} - \tilde{C}^2 - \frac{C \tilde{C}}{\Lambda^6} + \ldots \right),$$

where $C \equiv R_{\alpha \beta \gamma \delta} R^{\alpha \beta \gamma \delta}$ and $\tilde{C} \equiv R_{\alpha \beta \gamma \delta} \tilde{R}^{\alpha \beta \gamma \delta}$ with $\tilde{R}^{\alpha \beta \gamma \delta} = e^{\alpha \beta \gamma \delta} R_{\mu \nu}^{\gamma \delta}$, and the $+ \ldots$ correspond to subleading contributions.

Notice however, that the EFT built this way, starts with correction at $\Lambda^{-6}$ as it is restricted to the vacuum. As argued in [24] in the non-vacuum case, interactions would give rise to corrections at $\Lambda^{-4}$. More generally, depending on assumptions made, in principle other orders could be present and a rigorous classification should be made to bring needed clarity in this discussion. For concreteness however, we here stick to the model in [22] so as to work in a highly demanding (i.e. with respect to the order of derivatives to deal with) setting to stress our approach. To simplify somewhat the computational cost, we will also restrict to the case $\Lambda^{-6} = \Lambda^{-6} = 0$.

We thus consider the action above and include a minimally coupled scalar field to obtain non-trivial dynamics. The equations of motion are,

$$G_{\mu \nu} = 8 \pi T_{\mu \nu} + \frac{1}{\Lambda^6} \left( - 8 C R^{\alpha} R_{\nu \alpha} + 8 C R^{\mu \beta} R_{\mu \nu \alpha \beta} \\ + 4 C R^{\alpha \beta \gamma} R_{\nu \alpha \beta \gamma} - \frac{1}{2} g_{\mu \nu} C^2 - 4 C \nabla_{\mu} \nabla_{\nu} R \\ - 32 R^{\gamma \delta} \nabla_{(\mu} R^{\alpha \nu)} \nabla_{\alpha} R_{\beta \gamma \delta} + 8 C \nabla_{\alpha} \nabla^{\alpha} R_{\mu \nu} \\ + 32 R^{\gamma \delta} \nabla_{\alpha} R_{\beta \gamma \delta} \nabla_{\nu} R_{\mu \alpha} + 8 R_{\mu \nu}^{\alpha \beta} \nabla_{\beta} \nabla_{\nu} C \right),$$

$$\nabla^{\mu} T_{\mu \nu} = 0,$$

with $G_{\mu \nu}$ the Einstein tensor and $T_{\mu \nu}$ the standard scalar field stress energy tensor with no potential. Besides the presence of $T_{\mu \nu}$, the main difference between the field equations [22] with those in [22] is the appearance of terms with involving $R_{\mu \nu}$ and $R$, which vanish in their case. Clearly, modifications to GR in this theory are governed by involved higher-derivative/non-linear terms on
the right-hand-side of Einstein’s field equations. Demonstrating that our proposed method is capable of handling these equations is a central goal of this work.

B. 3+1 splitting

We now discuss how we express our equations in a way amenable to numerical integration. To this end, we must face three particular issues: (i) define a 3+1 initial value problem by a suitable spacetime decomposition, (ii) address the problem of higher than second time derivatives in the resulting equations, (iii) address the related problem of higher order spatial derivatives and the issue of well-posedness.

To start, we adopt the standard spacetime decomposition of spacetime in 3+1 form by introducing a space-like foliation, with intrinsic metric $\gamma_{ij}$, extrinsic curvature $K_{ij}$, and auxiliary lapse/shift variables $\{\alpha, \beta^i\}$. Further, we adopt the (symmetric hyperbolic formulation, in the absence of corrections) “Generalized Harmonic” (GH) formulation of GR \[25\] \[27\]. The full set of equations can be expressed as:

$$G_{\mu\nu} = 8\pi T_{\mu\nu} + \epsilon M_{\mu\nu}, \quad (4)$$

where we have also replaced $\Lambda^{-6}$ for $\epsilon$.

Then the full system can be written as,

\begin{align*}
\partial_\perp \gamma_{ij} &= -2\alpha K_{ij}, \quad (5a) \\
\partial_\perp K_{ij} &= \alpha \left[ R_{ij} - 2K_{ik}K^k_j - \bar{\Pi} K_{ij} \right] - D_iD_j\alpha \\
&\quad - \alpha D_i(C_j) - \kappa\alpha\gamma_{ij}C_\perp/2 \\
&\quad - 8\pi G\alpha \left[ S_{ij} - \gamma_{ij}(S - \rho)/2 \right] \\
&\quad - \alpha \left[ S^M_{ij} - \gamma_{ij}(S^M - \rho^M)/2 \right], \quad (5b) \\
\partial_\perp \alpha &= \alpha^2\pi - \alpha^2 H_T, \quad (5c) \\
\partial_\perp\beta^i &= \beta^i \bar{D}_j\beta^i + \alpha^2 \rho^i - \alpha D^i\alpha + \alpha^2 H^i, \quad (5d) \\
\partial_\perp \bar{\Pi} &= -\alpha K_{ij} \bar{K}^{ij} + D_iD_j\alpha + C_iD_j\alpha - \kappa\alpha C_\perp/2 \\
&\quad - 4\pi G\alpha (S + \epsilon - 2\alpha(M + S^M)), \quad (5e) \\
\partial_\perp \rho^i &= \gamma^{kl} \bar{D}_k\beta^i + \alpha D^i\pi - \bar{\Pi}\pi - 2K^{ji}D_j\alpha \\
&\quad + 2\alpha K^{jk}\Delta_i^{jk} + \kappa\alpha C_i \\
&\quad - 16\pi G\alpha \bar{\rho}^i + 2\epsilon\alpha f_M^i, \quad (5f) \\
\nabla^\mu T_{\mu\nu} &= 0, \quad (5g)
\end{align*}

with the constraints,

$$C_T \equiv \bar{\Pi} + K, \quad (6a)$$

$$C^i \equiv -\rho^i + \Delta_i^{jk} \gamma^{jk}, \quad (6b)$$

$$H \equiv K^2 - K_{ij}K^{ij} + R - 16\pi G\rho - 2\epsilon\rho^M, \quad (6c)$$

$$M_i \equiv D_jK^j_i - D_iK - 8\pi G\bar{\rho} - \epsilon\rho^M, \quad (6d)$$

where $K \equiv \gamma^{ij}K_{ij}$, $D_i$ and $\bar{D}_i$ are the covariant derivatives for the three-metric $\gamma_{ij}$ and the background 3-metric $\bar{\gamma}_{ij}$ respectively. The derivative operator $\partial_\perp$ is defined as $\partial_\perp = \partial_t - L_\beta$, where $L_\beta$ is the Lie derivative along the shift vector $\beta^i$.

Let us now analyze the nature of the additional terms $M_{\mu\nu}$ we have incorporated into Einstein’s equations. All these terms contain nonlinear combinations of derivatives of metric components with a combined scaling of $\lambda^{-8}$ (with $\lambda$ the local wavelength). In particular, terms contain derivatives of order as high as fourth. Thus, such terms are present for the effective sources $S^M_{ij}$, $S^M$, $\rho^M$ and $j^M_i$ \[26\]. Well-posedness has now clearly gone out the window. Both the presence of high order time derivatives—which bring forth so called Ostrogradsky’s instability \[28\]— as well as higher order spatial derivatives (of both even and odd orders) doom prospects of defining well-posed problems for general cases. However, restriction of the initial data considered and control of potential pathologies introduced might enable obtaining well-posedness. In what follows we describe how these issues are addressed.

C. Time derivative order reduction of the modified equations

We now turn our attention now to dealing with higher than second order time derivatives. To do so, we follow a field redefinition approach (e.g. \[29\]) whereby higher time derivatives are expressed in terms of spatial derivatives by repeated use of the field equations.

For presentation clarity, we illustrate this approach schematically and ignoring contributions from the matter terms. First we rewrite system \[25\] in terms of variables $\gamma^{ij} = \{\gamma_{ij}, \alpha, \beta^i\}$ by means of equations \[51\], \[5c\], and \[5d\]. Then equations \[5b\], \[5e\] and \[5f\] can be cast...
as,
\[ \frac{\partial^2 g^a}{\partial t^2} = \Delta^a(g, \partial_\mu g, \partial^2_\mu g) \]
\[ + \epsilon M^a(g, \partial_\mu g, \partial_\mu^2 g, \partial_\mu^3 g) + O(\epsilon^2), \]
where \( \Delta^a \) represents the contributions of GR that, as \((g, \partial_\mu g, \partial^2_\mu g)\) indicates, depend only on the variables \( g^a \), their first spacetime derivatives, and their second spatial derivatives. The symbol \( M^a \) encodes the contributions of extensions to GR’s equations which depend on the variables \( g^a \), their first, second, third and fourth spacetime derivatives. Now, take equations (7) to yield the “time reduced” evolution equations which are first order in time form for the whole set of variables \( \{u^a\} \), and define higher time derivatives of the \( g^a \) variables by suitable derivatives of \( \{u^a\} \). For instance, the third time derivative, would be given to this order by,
\[ \frac{\partial^3 g^a}{\partial t^3} = \frac{\partial}{\partial t} \Delta^a(g, \partial_\mu g, \partial^2_\mu g, \partial^3_\mu g) + O(\epsilon), \]
and define higher time derivatives of the \( g^a \) variables by suitable derivatives of \( \{u^a\} \). For instance, the third time derivative, would be given to this order by,
\[ \frac{\partial^3 g^a}{\partial t^3} = \frac{\partial}{\partial t} \Delta^a(g, \partial_\mu g, \partial^2_\mu g, \partial^3_\mu g) + O(\epsilon). \]
Notice the right-hand-side of (10) depends on second time derivatives of the \( g^a \) variables, which can be re-expressed through [5]. This procedure can be repeated to express all higher than second order time derivatives appearing on the right-hand-side in terms of spatial derivatives (of high order) while keeping time derivatives to at most first order.

Armed with these definitions, and replacing in \( M_{\mu\nu} \to \tilde{M}_{\mu\nu} \), one has
\[ \tilde{M}_{\mu\nu} = M_{\mu\nu} + O(\epsilon), \]
and can re-express the \( M^a \) terms in equations (4b) to yield the “time reduced” evolution equations which are unchanged to \( O(\epsilon) \),
\[ \frac{\partial^2 g^a}{\partial t^2} = \Delta^a(g, \partial_\mu v, \partial^2_\mu v) \]
\[ + \epsilon \tilde{M}^a(g, \partial_\mu v, \partial_\mu^2 v, \partial_\mu^3 v) + O(\epsilon^2), \]
Finally, we reintroduce variables \( u^a = \{K_{ij}, \pi, \rho^i\} \) (through (5a), (5c), and (5d)) to present the system in a first order in time form for the whole set of variables \( v^a = \{g^a, u^a\} \),
\[ \frac{\partial u^a}{\partial t} = \Delta^a(v, \partial_\mu v, \partial^2_\mu v) \]
\[ + \epsilon \tilde{M}^a(v, \partial_\mu v, \partial_\mu^2 v, \partial_\mu^3 v) + O(\epsilon^2). \]
Equations (5) and (6) are modified solely by replacing \( S^M_{ij}, S^M, \rho^M \) and \( j^M \) by \( \tilde{S}_{ij}, \tilde{M}, \tilde{\rho}^M \) and \( \tilde{j}^M \), constructed using the tensor \( \tilde{M}_{\mu\nu} \) instead of the tensor \( M_{\mu\nu} \). The only time derivatives are on the left-hand side of the equations, while the right-hand side has up to third order spatial derivatives for the \( \{u^a\} \) variables, and up to fourth order spatial derivatives for the \( \{g^a\} \) variables. Later on, we will use a similar strategy to deal with the constraint equations when constructing consistent initial data.

Before moving on, we note that in the case of spherical symmetry, there is yet another step we can take. One can make use of the constraint equations (and their spatial derivatives) (6c) and (6d) to replace high-order spatial derivatives of metric variables in \( M_{\mu\nu} \) in terms of (higher) derivatives of the scalar field. For convenience, we do so here and, as a result, our equations of motion will not display derivatives of higher than second order in the metric. Instead, there will be non-linear combinations of derivatives up to order two in the metric and higher derivatives of the scalar field.

D. Dealing with higher spatial derivatives. “Fixing the equation”

Having removed all higher order time derivatives we are not done as even without potential Ostrogradsky instabilities there is a long road ahead to ensure the well-posedness of an initial value problem. The existence of higher order derivatives (in this case of the scalar field), and non-linear terms describing products of up to second order spatial derivatives (of the metric variables) are responsible for a variety of problems preventing the definition of a well-posed problem (at the analytical, and therefore numerical levels). For instance, in [21] several examples of simple toy models illustrate the problematic behavior that higher derivatives can bring. Clearly, a suitable approach must be devised to even aspire to explore the theory of interest. As mentioned, at present two options are being explored to address this issue: (i) “Reduction of order” procedure and (ii) “Fixing the Equations”. In this work we choose the latter approach. We will devote this section to giving details on the implementation of this technique. Further details and motivations for this approach can be found in [21]. At its core, such approach introduces an evolution prescription to the higher terms to ensure high frequency modes are controlled.

To this end, we introduce a dynamical tensor \( \Pi_{\mu\nu} \) with an evolution prescription to dynamically constrain it to \( \tilde{M}_{\mu\nu} \) (and with initial data \( \Pi_{\mu\nu} = \tilde{M}_{\mu\nu} \)). We write system (12) (omitting the \( O(\epsilon^2) \) symbol) as,
\[ \frac{\partial \Pi_{\mu\nu}}{\partial t} = \tilde{M}_{\mu\nu}(v, \partial_\mu v, \partial^2_\mu v) + \epsilon \Pi_{\mu\nu}, \]
\[ \tau \frac{\partial \Pi_{\mu\nu}}{\partial t} = -(\tilde{M}_{\mu\nu}(v, \partial_\mu v, \partial^2_\mu v, \partial^3_\mu v) + O(\epsilon^2)), \]

4 While related, this is not to be mistaken with the time reduction of order used in the previous section.
where now $\Pi^{\alpha}$ is computed using the tensor $\Pi_{\mu\nu}$ instead of the tensor $\tilde{\Pi}_{\mu\nu}$. Equations (14) are ad-hoc equations introduced to control $\Pi_{\mu\nu}$ to approach $\tilde{\Pi}_{\mu\nu}$ in a timescale given by the free parameter $\tau$. (Note, $\tau$ has dimensions of time; throughout this work specific values will be given to it with respect to the total mass $M$ of scenarios considered.) The particular form of equation (14) is not unique though it should not be crucial as long as the solution remains well-behaved and within the domain of applicability of the EFT. In such scenario, the physics obtained would be independent of the choice of equation, as well as the value of the damping timescale $\tau$. This approach controls the behavior of short wavelength modes in the original equations while preserving the physics at the long wavelength regime.

We thus arrive to the final form of the equations that are now ready for numerical implementation. Notice that in equations (14) and (15) one replaces $S_i^M S^M_i, \rho^M$ and $j^M_i$ by $\tilde{S}_i^M \tilde{S}^M_i, \tilde{\rho}^M$ and $\tilde{j}^M_i$, which are constructed with $\Pi_{\mu\nu}$ instead $\tilde{\Pi}_{\mu\nu}$. Additionally, one incorporates equations (14) for the evolution of the new dynamical variables $\Pi_{\mu\nu}$.

### III. TARGET PROBLEM

We study a simple case that is dynamic and in which non-linearities become relevant. To this end we consider the dynamics of a spherically symmetric spacetime minimally coupled to a scalar field that induces non-trivial dynamics in the problem. The line element for our problem is,

\[
\begin{align*}
\text{ds}^2 &= (-\alpha^2 + g_{rr}\beta^2)dt^2 + 2\beta g_{rr}drdt + g_{rr}dr^2 \\
&+ r^2g_T(d\theta^2 + \sin^2\theta d\varphi^2).
\end{align*}
\]

In these coordinates the general form of the tensor $\tilde{\Pi}_{\mu\nu}$ encoding the extension to GR takes the form,

\[
\tilde{\Pi}_{\mu\nu} = \begin{pmatrix}
\tilde{M}_{tt} & \tilde{M}_{tr} & 0 & 0 \\
\tilde{M}_{tr} & \tilde{M}_{rr} & 0 & 0 \\
0 & 0 & \tilde{M}_T & 0 \\
0 & 0 & 0 & \tilde{M}_T \sin^2\theta
\end{pmatrix},
\]

with four independent components. The structure $\Pi_{\mu\nu}$ is also of the form of (14).

The equation of motion for the massless scalar field $\psi$ is,

\[
\nabla^{\mu} \nabla_{\mu} \phi = 0,
\]

and we introduce the new variable $\Sigma$ defined by,

\[
\Sigma := \frac{1}{\alpha} (\beta \partial_r \phi - \partial_t \phi),
\]

IV. INITIAL DATA & IMPLEMENTATION

We next discuss how to construct initial data that is consistent with the modified theory we are working with. The procedure is similar to the one usually followed in GR, but there are certain unique aspects to be treated carefully.

We start with the usual conformal decomposition of the spatial metric,

\[
\gamma_{ij} = \psi^4 \Psi_{ij},
\]

where $\psi$ is the conformal factor and $\Psi_{ij}$ is a given background metric which we take to be the flat metric in spherical coordinates. With this choice the extension to the Hamiltonian Constraint takes the form,

\[
8\nabla_{j}^{2} \psi \dot{\psi} + \psi^5 (A_{ij} A^{ij} - \frac{2}{3} K^2) + 16\pi \psi^5 \rho + 2\epsilon \psi^5 \rho M = 0,
\]

where $A_{ij}$ is the traceless part of the extrinsic curvature tensor $K_{ij}$, and now the additional term $2\psi^5 \rho M$ contains the modifications to GR. Notice that the effective energy density defined by extension to GR is now directly constructed using the time reduced tensor $\tilde{\Pi}_{\mu\nu}$.

The extension to the Momentum Constraint takes the form,

\[
\nabla_{j} A^{ij} - \frac{2}{3} \nabla^{i} K - 8\pi j^{i} M = 0,
\]

which includes the additional current-like term $-\epsilon j^{i}_M$. We aim to define initial data with traceless extrinsic curvature $K_{ij}$ (i.e. $K = 0$), so we adopt the following ansatz for $A_{ij}$,

\[
A_{ij} = \begin{pmatrix}
K_{rr} & 0 & 0 \\
0 & -r^2 K_{rr} & 0 \\
0 & 0 & -r^2 M_{rr} \sin^2\theta
\end{pmatrix}.
\]

The resulting (extended) Hamiltonian and Momentum constraints are,

\[
\begin{align*}
\frac{\partial^2 \psi}{\partial r^2} &= -2 \frac{\partial \psi}{\partial r} - \frac{3}{16} \frac{K_{rr}^2}{\psi^4} - \pi \psi \left( \frac{\partial \phi}{\partial r} \right)^2 - \pi \psi^5 \Sigma^2 \\
&+ \frac{\psi^5}{\alpha^2} \left( -\frac{\beta^2}{4} M_{rr} + \frac{\beta}{2} M_{tr} - \frac{1}{4} \tilde{M}_{tt} \right),
\end{align*}
\]

\[
\begin{align*}
\frac{\partial K_{rr}}{\partial r} &= -2 \psi^{-1} K_{rr} \frac{\partial \psi}{\partial r} - \frac{3}{4} K_{rr} + 8\pi \psi^4 \Sigma \frac{\partial \phi}{\partial r} \\
&+ \frac{\psi^4}{\alpha} \left( \beta \tilde{M}_{rr} - \tilde{M}_{tr} \right),
\end{align*}
\]

respectively. For $\epsilon = 0$ these are familiar forms in GR, and given appropriate boundary values, and initial data for the scalar field, a unique solution can be found. Notice, these equations do not depend on the gauge variables $\{\alpha, \beta\}$. However, when $\epsilon \neq 0$ the modifications
to gravity add terms with high order spatial derivatives, highly nonlinear terms, and even a dependency on the gauge variables. To date, a thorough mathematical analysis for these types of equation in general cases is still lacking. Notice, in particular, the presence of higher derivatives require additional boundary conditions—either explicitly or implicitly given. We have explored two ways of constructing initial data consistent with this system. The first one involves a procedure similar to the one we used for the time order reduction in section II—we so as to express higher derivatives in terms of lower ones—and a second one which is essentially the iterative approach (i) mentioned in the introduction. For clarity we will refer to them as order reduced and iterative methods.

A. Order-reduced direct integration (ORDI)

In this approach one replaces high-order spatial derivatives on the tensor $\tilde{M}_{\mu\nu}$ by means of equations (23) and (24) to the order desired. Schematically, to first order in $\epsilon$, we can write equations (23) and (24) as,

$$\frac{\partial^2 \psi}{\partial r^2} = \Psi(\chi, \partial_r \psi) + \epsilon \tilde{M}_\psi(\chi, \partial_r^2 \chi, \partial^2_r \psi, \partial_4 \psi), \quad (25)$$

$$\frac{\partial K_{rr}}{\partial r} = K(\chi, \partial_r \psi) + \epsilon \tilde{M}_K(\chi, \partial_r^2 \chi, \partial^3_r \psi) + O(\epsilon), \quad (26)$$

were $\chi = \{\psi, K_{rr}\}$ and we omit (in the presentation) the matter variables since their initial values are chosen freely. By neglecting $O(\epsilon)$ terms in equations (25) and (26) then the expressions,

$$\frac{\partial^2 \psi}{\partial r^2} = \Psi(\chi, \partial_r \psi, K_{rr}) + O(\epsilon),$$

$$\frac{\partial K_{rr}}{\partial r} = K(\chi, \partial_r \psi, K_{rr}) + O(\epsilon), \quad (27)$$

$$\frac{\partial^3 \psi}{\partial r^3} = \frac{\partial \psi}{\partial r}(\chi, \partial_r \chi, \partial_r^2 \psi) + O(\epsilon),$$

$$\frac{\partial^2 K_{rr}}{\partial r^2} = \frac{\partial K}{\partial r}(\chi, \partial_r \chi, \partial_r^2 \psi) + O(\epsilon), \quad (28)$$

$$\frac{\partial^4 \psi}{\partial r^4} = \frac{\partial^2 \Psi}{\partial r^2}(\chi, \partial_r \chi, \partial_r^2 \chi, \partial_r^2 \psi) + O(\epsilon),$$

$$\frac{\partial^3 K_{rr}}{\partial r^3} = \frac{\partial^3 K}{\partial r^3}(\chi, \partial_r \chi, \partial_r^2 \chi, \partial_r^3 \psi) + O(\epsilon), \quad (29)$$

can be used to redefine $\tilde{M}_\psi$ and $\tilde{M}_\psi$ in terms of only $\{\psi, \partial_r \psi, K_{rr}\}$, so that,

$$\tilde{M}_\psi(\psi, \partial_r \psi, K_{rr}) = \tilde{M}_\psi(\chi, \partial_r \chi, \partial_r^2 \chi, \partial_r^2 \psi) + O(\epsilon),$$

$$\tilde{M}_K(\psi, \partial_r \psi, K_{rr}) = \tilde{M}_K(\chi, \partial_r \chi, \partial_r^2 \chi, \partial_r^3 \psi) + O(\epsilon). \quad (30)$$

Finally the system of equations (25) and (26) can be redefined as,

$$\frac{\partial^2 \psi}{\partial r^2} = \Psi(\psi, \partial_r \psi, K_{rr}) + \epsilon \tilde{M}_\psi(\psi, \partial_r \psi, K_{rr}), \quad (31)$$

$$\frac{\partial K_{rr}}{\partial r} = K(\psi, \partial_r \psi, K_{rr}) + \epsilon \tilde{M}_K(\psi, \partial_r \psi, K_{rr}), \quad (32)$$

which now contains no higher order derivatives on the right-hand side. Higher order derivatives are replaced by an expansion in $\epsilon$ of lower order derivatives and the equations are now in principle solvable. Here, for concreteness we have restricted to first order in $\epsilon$. For the numerical implementation we employ finite difference approximations and we numerically integrate through a Runge-Kutta 4th order. To obtain solutions we perform a shooting procedure in which the value of the fields on the inner boundary is found by the implementation of a Newton-Rapson method to ensure that the solutions satisfy the outer boundary conditions (39) and (40).

B. Iterative method, full system (FSII) or order-reduced (ORII)

The procedure for constructing an iterative solution relies on constructing a solution in terms of an expansion in $\epsilon$ where, corrections are evaluated with respect to previous iterations. One can choose to solve for the system of equations (23) and (24)—which involve higher derivatives, one can adopt the order-reduced form of the equations (31), (32) and solve it iteratively (ORII). We refer to this as the full system and study its iterative (or perturbative) integration (FSII). Alternatively, one can adopt the order-reduced form of the equations (31), (32) and solve it iteratively (ORII). We describe the order reduced case (and an analogous method is employed for the FSII case).

First find solutions $\psi(0)$ and $K_{rr}(0)$ for the GR equivalent (27). Then with this zeroth order solution all the components of $\tilde{M}_{\mu\nu}$ can be evaluated to an approximation $\tilde{M}_{\mu\nu}(0)$. Next one can find solutions $\psi(t)$ and $K_{rr}(t)$ for,

$$\frac{\partial^2 \psi(t)}{\partial r^2} = -\frac{2}{r} \frac{\partial \psi(t)}{\partial r} - \frac{3}{16} \frac{K^2_{rr}(t)}{\psi^3(t)} - \pi \psi(t) \left( \frac{\partial \phi(t)}{\partial r} \right)^2 - \pi \psi(1) \frac{\partial \phi(t)}{\partial r} \right)^2 - \pi \psi^5(1) \Sigma^2$$

$$+ \epsilon \frac{\psi(0)}{\alpha^2} - \frac{\beta^2}{4} \tilde{M}_{rr}(0) - \frac{2}{4} \tilde{M}_{tt}(0) \right), \quad (33)$$

$$\frac{\partial K_{rr}(1)}{\partial r} = -2 \psi(t)^{-1} K_{rr}(1) \frac{\partial \psi(t)}{\partial r} - \frac{3}{r} \frac{K_{rr}(1)}{\psi(t)} + 8 \psi(t)^4 \Sigma \frac{\partial \phi(t)}{\partial r}$$

$$+ \epsilon \frac{\psi(0)}{\alpha(t)} \left( \beta \tilde{M}_{rr}(0) - \tilde{M}_{tt}(0) \right). \quad (34)$$

This way the terms proportional to $\epsilon$ on (33) and (34) act simply as source terms in the equations. This procedure can of course be iterated to obtain $\psi(j)$ and $K_{rr}(j)$. 

We adopt a largely in-falling scalar field pulse towards a black hole,
\[
\phi(t, r) = \frac{\Phi(u \equiv r + t)}{r},
\]
with,
\[
\Phi(u) = A u^2 \exp \left( -\frac{(u - r_c)^2}{\sigma^2} \right),
\]
where \(A, r_c\) and \(\sigma\) are the amplitude, center and width of the pulse respectively. Thus, the matter source variables take the following initial values,
\[
\phi_0 = Ar \exp \left( -\frac{(r - r_c)^2}{\sigma^2} \right),
\]
\[
\Sigma_0 = \frac{\phi_0}{\alpha} \left( \frac{1}{r} - \frac{2(r - r_c)}{\sigma^2} \right) - \left( \frac{2}{r} - \frac{2(r - r_c)}{\sigma^2} \right).
\]
and as many spatial derivatives of \(\phi_0\) as required.

D. Boundary conditions

To solve the initial data equations boundary conditions must be specified. In principle, given the high (fourth) order in derivatives of the original equations \[29\] and \[21\], then up to second derivatives or third derivatives should also be prescribed at the boundaries. However, we have modified these equations via either the iterative or the order-reduced approaches to get rid of these high order derivatives. As a result, one is implicitly specifying these derivatives. In particular, in the order-reduced options high order derivatives are expressed in terms of lower order ones as in equations \[27\], \[28\] and \[29\]. In the full system iterative integration approach these boundary conditions are redefined at each iteration by means of the previous iteration solution’s derivatives.

We explicitly prescribe,
\[
\psi|_{r_{\text{out}}} = 1 + \frac{M}{2r_{\text{out}}}, \quad \left. \frac{\partial \psi}{\partial r} \right|_{r_{\text{out}}} = -\frac{M}{2r_{\text{out}}^2}, \quad K_{\tau \tau}|_{r_{\text{in}}} = 0.
\]

Also, for simplicity we choose the initial values of the gauge variables to be \(\alpha(t = 0) = 1\) and \(\beta(t = 0) = 0\). This choice simplifies \[22\], since \(\beta = 0\) removes, except from the term proportional to \(\bar{M}_t\), all other modifications to GR. Furthermore, the only non-zero modification term in equation \[24\] is the one proportional to \(\bar{M}_t\), which vanishes for \(K_{\tau \tau} = 0\). Consequently, since \(K_{\tau \tau} = 0\) as inner boundary condition, \(K_{\tau \tau}(r < R) \simeq 0\) with \(r = R\) the radius at which the scalar field source is not trivially small.

V. EVOLUTION EQUATIONS & IMPLEMENTATION

Having presented the evolution equations \[18\] and \[17\] (reduced to first order form via \[13\], for convenience) we implement them numerically in the following way. We adopt a method of lines to integrate in time through a Runge-Kutta 4th order which CFL coefficient set as \(dt = 0.2\, dx\), where \(dt\) denotes the time step and \(dx\) the spatial (uniform) grid spacing. Our uniform grid extends from \(r_i = 0.2M\) to \(r_f = 240M\) and our typical resolution for production runs is \(dx = 0.019M\). Spatial derivatives are discretized via Finite Differences operators satisfying summation by parts (SBP) (see e.g. \[30\], \[33\]), of 6th order for inner points and 3rd order at the boundaries and we excise the black hole. For reference, the expression for second and third spatial derivatives satisfying SBP are presented in appendix \[A\]. We implement Kreiss-Oliger dissipation with operators that are 5th order at the boundary and 6th order at the interior points \[34\].

VI. RESULTS

A. Initial data

We now obtain solutions with the three methods described for different values and discuss their salient features.

1. Order-reduced & full system solutions

To quantify the performance of the different methods ORDI, ORII, FSII we monitor the residual of the original equations \[23\] and \[21\] (which requires evaluating up to fourth order derivatives of the metric) or their order reduced version (containing up to second order derivatives of the metric). We focus first on results obtained with ORDI and ORII. For this set of simulations we take the initial scalar field to have amplitude \(A = 1 \times 10^{-3}\), to be centered at \(r_c = 20M\) and of width \(\sigma = 1\).

Figure \[4\] displays, for the case \(\epsilon = 0.01\), the order reduced residual of the extended Hamiltonian constraint (eqn. \[23\]) for solutions obtained with the ORDI and ORII approaches as a function of the number of iterations performed. The figure shows the results with spatial resolutions \(dx = 0.018M\), \(dx/2\) and \(dx/10\). For the iterated option (ORII), a number of iterations is required to converge to the solution which, in turns, depends on the spatial resolution. For better resolutions, a larger number of iterations is required to achieve such solution. The ORDI method provides a solution which from the get go gives a residual consistent with that obtained via the iterative method in the “asymptotic” (large number of iterations) regime. Figure \[2\] shows the same residual but now for different values of \(\epsilon\) and a
with the expected $\epsilon^3$ shows the residual norm for $dx$ the FSII method converges with a higher power of $\epsilon$ smaller than the matter terms. As a consequence, the
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From these studies one can draw that in broad terms the different approaches can be exploited to obtain solutions reaching comparable accuracy. In the ORII iterative method, a sufficient number of iterations must be however performed. This number is dependent on truncation error (i.e governed by $dx$) and physical (i.e $\epsilon$) parameters. The ORDI method, on the other hand, produces a residual only dependent on truncation error (with respect to the order reduced form of the constraint). Finally, the FSII approach yields an increasingly accurate solution in terms of $\epsilon$ for sufficiently small couplings, but convergence is lost for stronger ones. We note in passing that these results also provide some sense of the error magnitude that can accumulate using a perturbative method during the evolution. Depending on the number of iterations (or the perturbative order kept), an error of the order seen in figure 2 would arguably be introduced and its accumulation over the time-length of the simulation can be significant unless the coupling considered is sufficiently small.

Henceforth, we will adopt the solutions obtained with the ORDI method to study the behavior of perturbed black holes in this theory.

2. Solutions’ dependence on the coupling parameter

It is informative to examine the dependence of the apparent horizon on the coupling parameter $\epsilon$. Figure 4 displays the apparent horizon areal radius and its change as the coupling $\epsilon$ is increased for our initial data. The figure shows the value of the areal radius of the apparent
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Figure 1. Residuals of equation (23) for the iterative solutions as a function of the iteration step. The residuals from the ORDI solutions are represented by the constant horizontal lines for comparison purposes. The different resolutions used are $dx = 0.018M$, $dx/2$ and $dx/10$. The residuals of the iterative solutions approach those of the ORDI solutions after sufficient number of iteration steps. (We note in passing the convergence order measured for solutions obtained with the ORDI and the ORII methods—for sufficient number of iterations in the latter case—is consistent with the 4th order accuracy of our solver.)

![Figure 2](image2.png)

Figure 2. Residuals of equation (23) for the iterative solutions with respect to the number of iterations and for a range of coupling values for $dx = 0.009M$. The residuals from the ORDI solutions are represented by the horizontal dashed lines.
horizons found numerically with our solutions as well as with the analytical (perturbative) solutions found in [35] as a function of $\epsilon M^{-6}$. A fit to our numerical data of the form $r_H^M = 2 M + s \epsilon M^{-6} + q (\epsilon M^{-6})^2$ gives $s = 1.234$ and $q = -3.179$. This is in agreement with the expression obtained from the analytical (linear) solution where $s_{\text{analytical}} = 1.25$. Recall that while the equations giving rise to the solution of [35] and ours are linear in $\epsilon$, the solutions will differ at higher orders due to boundary conditions and our solution with the ORDI method which, in essence provides a resummed solution. Thus, differences at order $\epsilon^2$ are expected. Figure 3 illustrates both curves; as $\epsilon$ increases, the quadratic contribution leads the numerical solutions peeling off the analytical ones, respect to the apparent horizon radius, though the difference is smaller than 3% for $\epsilon = 0.05M^6$.

To get a sense of the differences (magnitude and radial dependence) introduced by the correcting terms, figure 4 shows the relative difference between the conformal factor $\psi$ obtained for different values of $\epsilon$ and the GR solution ($\epsilon = 0$). Departures from the GR solution, while very small asymptotically, become larger as the radius decreases reaching values above 1%.

### B. Dynamical behavior

We now turn our attention to the dynamical evolution of a (mainly) incoming self-gravitating scalar field configuration with different choices for its amplitude $A$ together with several values for the coupling parameter $\epsilon$. The values of $dx = 0.019M$, $\sigma = 0.018M$ and $r_c = 20M$ are fixed for all the results presented in this section.

As the evolution proceeds, a common qualitative behavior is seen in all cases; namely, much of the scalar field falls towards the black hole interacting with it while a small portion of the initial scalar field leaves the computational domain in a short time (afterwards, the resulting spacetime has an asymptotic mass $M_{as} = 0.9998$ in the domain explored by the numerical implementation). To provide a quantitative understanding of the ensuing dynamics, we focus on the behavior of the: apparent horizon, quasi-normal behavior of the scalar radiation and suitable geometric invariants.
The case with $\epsilon$. At late times, the solution is described by an essentially for different values of the coupling parameter $\epsilon$. All curves are normalized by the corresponding initial area in GR (i.e. $\epsilon = 0$). The initial irreducible mass for all cases is $M_i = 0.8933$, the final $M_f = 0.9998$ and the total mass of the spacetime $M = 1.0$.

1. Apparent horizon

As the scalar field falls into the black hole, the area of the event horizon (an thus its mass) grows but a closer inspection reveals a subtle and a-priori unexpected dependence on $\epsilon$.

Figure 6 shows the apparent horizon area (normalized by the initial area in the $\epsilon = 0$ case) as a function of time for different values of the coupling parameter $\epsilon$. All of the simulations used to make Figure 6 present a black hole with initial irreducible mass $M_i = 0.8933$ a final mass of $M_f = 0.9998$, while the initial mass of the full spacetime is $M = 1.0$ and the amplitude of the scalar pulse is $A = 1 \times 10^{-3}$.

The overall behavior for all of these curves is similar; namely, the horizon grows as scalar field energy is accreted until it reaches an approximately stationary state describing a black hole with a mass up to $\approx 12\%$ larger. The case with $\epsilon = 0$, as expected, gives rise to a non-decreasing behavior of the apparent horizon area. However, subtle details can be seen with $\epsilon \neq 0$ which are more marked for larger values of the coupling parameter.

First, one observes an initial transient growth in the apparent horizon area even though no scalar field energy has been accreted. This behavior is not surprising however, as it related to the initial data adopted which is non-stationary. The future development of the initial data, after the transient stage reveals a transition to a new intermediate (i) stage when the apparent horizon area does not change until the (main) accretion stage ensues. At late times, the solution is described by an essentially stationary final (f) configuration. The asymptotic state described by the apparent horizon (and thus an excellent approximation to the event horizon), can be understood by computing the fraction $A_i(M_f)/A_0(M_f)$ of the black hole and compared it to the fraction $A_i(M_f)/A_0(M_f)$ at the initial time, or with the area during the intermediate stage. In figure 7 we show these quantities as well as the one corresponding to the analytical solution from [35] as a function of $\epsilon$. As this figure shows, the curves for intermediate and late time solution match the curve for the analytical solution at small couplings and for the corresponding masses. Indeed, a quadratic fit of the form $A_i/A_0 = 1 + s\, \epsilon\, M_{-6}^6 + q\, (\epsilon\, M_{-6}^6)^2$ to our data to the area gives, $s_i = 1.251$ and $s_f = 1.252$ (here $M_{-6}$ is the irreducible mass estimated during the intermediate and final stages respectively: $M_e = 0.8933$ or $M_e = 0.9998$). Both these values agree with that of the analytical (linear) solution $s_n = 1.25$. Furthermore the obtained values of $q_i$ and $q_f$ are also consistent with each other.

Second, and at first-sight surprising, one sees a monomial small decrease in the area of the apparent horizon as the scalar field interacts with it; this behavior is more marked for larger values of $\epsilon$. This effect, when seen through the lense of GR can be traced to the failure of the null convergence condition (NCC). In such cases, the area of the event horizon—and hence that of the apparent horizon—can decrease in size by $30\%$.

To examine the NCC we monitor $R_\pm = R_{\alpha\beta\kappa\ell}k_\alpha^\kappa k_\ell^\ell$, where $k_\pm$ are the only (up to multiplicative factors) future directed null vectors present in spherical symmetry. Their expressions are given by:

$$k_\pm^\alpha = \begin{pmatrix} 1, -\beta \pm \alpha \sqrt{g_{rr}}, 0, 0 \end{pmatrix}$$

Figure 7 shows the value of $R_\pm$ evaluated at the apparent horizon as a function of time for several values of $\epsilon$. Clearly, the NCC is being violated at all times for the $\epsilon \neq 0$ solutions, and this violation becomes more marked as the coupling $\epsilon$ increases.
Ringing and QNM

In GR, the (linearized) study of perturbed black holes reveals a quasi-normal behavior where the radiation fields (scalar, vector or tensor modes) are largely described by a set of exponentially decaying oscillations with decay rate and oscillation frequency tightly tied to the black hole parameters (mass and angular momentum). While the existence of analog modes for black holes in generic EFT-motivated theories has not been rigorously analyzed, at an intuitive level a similar behavior is expected if black holes in such theories (and within the EFT regime) are stable. We here study this behavior for the scalar field in spherical symmetry ($l = m = 0$) which we fit to a behavior given by,

$$
\phi(t, r) = \sum_{n=0}^{\infty} c_n \exp(i\omega_n(t - r)),
$$

where $\omega_n$ are complex frequencies and $n$ is the overtone index. As expected, a behavior akin to the familiar quasi-normal ringing is observed as can be appreciated in figure 10 which shows the scalar field behavior at a large distance vs time. The field is dominated by presence of damped oscillations with a subtle dependence on $\epsilon$. This figure also shows a transition between a QNM behavior and a power-law tail dominated one. The power law exponent that we observe on this curves is $t^{-3}$ and thus consistent with analytical and numerical predictions for this mode in the GR case.

For a quantitative analysis, we focus on the least damped $l = m = n = 0$ mode. We extract the value of the field at an areal radius $r_A = 60M$ for three cases defined by initial amplitudes of the scalar field, a weak

5 After all, perturbations are described still by propagating waves in a leaky cavity—loosing energy into the black hole or radiated to infinity—and the spacetime is described by a small set of parameters $\{M, J, \epsilon\}$ which would determine the decaying/oscillatory behavior.
one of $A = 10^{-9}$, and two strong ones with $A = 10^{-3}$ or $A = 1.5 \times 10^{-3}$) centered initially at coordinate radius $r = 20M$ and width $\sigma = 1.0M$. In the strong field cases the final mass of the black hole increases by $\approx 12\%$ and $\approx 32\%$ respectively after accretion. We extract both the real, $\omega^R$, and imaginary $\omega^I$ frequencies and focus on their dependence on the coupling parameter $\epsilon$. Figure 11 illustrates our results taking the ratio of the obtained values with respect to the ones for the GR case. The QNM frequencies values obtained for the GR simulation ($\epsilon = 0$) are $\omega^R = 0.109$ and $\omega^I = 0.104$ and are within $1\%$ from the known values predicted by linear perturbation theory [39, 40]. As can be appreciated in the figure, there is a somewhat larger deviation for $\omega^R$ than for $\omega^I$. A general, simple, quadratic fit for both cases is,

$$\omega^R = \omega^R_{GR}(1 - 0.54\epsilon + 0.77\epsilon^2),$$

(44)

$$\omega^I = \omega^I_{GR}(1 + 0.45\epsilon - 1.33\epsilon^2).$$

(45)

Furthermore we have observed that this scaling is independent of the initial amplitudes $A$ of the scalar field and of the timescale $t$ introduced in equation (14). We have found that this scaling is in good agreement with the analytical study of QNM frequencies for black holes in higher derivative theories [41] (including the one studied here). In our notation their predictions translate to:

$$\omega^R_{\text{analytical}} = \omega^R_{GR}(1 - 0.503\epsilon),$$

(46)

$$\omega^I_{\text{analytical}} = \omega^I_{GR}(1 + 0.484\epsilon).$$

(47)

The discrepancy in the correcting factor is $\approx 7\%$ between our numerical prediction and their perturbative, analytical treatment.

3. Curvature invariant

As a final step, we monitor the scalar curvature invariant $\mathcal{C} = R^{\alpha\beta\gamma\delta}R_{\alpha\beta\gamma\delta}$ to obtain further insights on the spacetime.

Figure 12 shows the value of $C_N \equiv 4/3CM_H^4$ evaluated at the apparent horizon as a function of $t$ for different values of $\epsilon$. The case $\epsilon = 0.05$ is also presented with a longer time scale $\tau = 0.005$.

In Figure 12, we observe that $C_N \equiv 4/3CM_H^4$ (normalized this way as $C_N = 1$ for a Schwarzschild black hole) evaluated at the apparent horizon as a function of time for different values of the coupling parameter $\epsilon$ (where $M_H$ is the irreducible mass of the apparent horizon, an $\epsilon$-dependent quantity in this theory). Note that the $\epsilon = 0.0$ curve departs from 1 only around the time when the black hole is accreting the scalar pulse and the local solution is not described by the Schwarzschild geometry. For nonzero coupling values, $C_N$ departs further away from 1 as $\epsilon$ increases. Since the black hole grows via accretion, the difference with respect to the value for Schwarzschild decreases after it grows as corrections in the theory are governed by curvature. Turning our attention to the transient (accreting) stage, fluctuations induced by accretion vary strongly with $\epsilon$, both in amplitude and functional dependence. This indicates interactions of the black hole and the scalar field are strongly modified in this theory. The figure also includes two curves ($\tau = 0.002$ and $\tau = 0.005$) for the strongest coupling case ($\epsilon = 0.05$) to illustrate our results are independent of the timescale $\tau$.

Figure 13 shows the values of $C_N$ (evaluated at the apparent horizon) as a function of $\epsilon$ at two particular times, $t = 10M$ and $t = 150M$, that describe black holes that are approximately stationary during the intermediate and final stages. Additionally, we include the analytical value computed with the black hole solution found on [35] and fits to our numerical values. The most evident feature of this figure is the clear departure of our numerical solutions from the linear result (which gives by $C_N = 1 - 33/4(\epsilon M_H^6)^2$ where $M_H^6$ is the irreducible mass of the black hole in the $\epsilon = 0$ case.) for large enough values of $\epsilon$. Performing a cubic fit of the form $C_N = 1 + s (\epsilon M_e)^{-6} + q (\epsilon M_e)^{-6})^2 + c (\epsilon M_e)^{-6})^3$ to our data points, the fitted values of the linear term coefficient for the $t = 10M$ and $t = 150M$ solutions are
Figure 13. Green squares and black dots represent the value of $C_{N}$ at the horizon for two coordinate times $t = 10M$ and $t = 150M$ as a function of $\epsilon$. The green dashed line and the black solid lines are cubic fits to our numerical data. The dashed and dotted blue and dotted red lines display the prediction for $C_{N}(r_{H})$ from the solutions obtained in [35] for masses of $M = 0.9998$ and $M = 0.8933$ respectively.

$s = -8.22$ and $s = -8.23$ respectively. The results for the linear coefficients are in good agreement with the value $s = 8.25$ obtained with the analytical solution. We note that if $C_{N}$ is plotted as a function of $\epsilon(M_{s})^{-b}$ then the curves drawn for $t = 10M$ and $t = 150M$ match to an excellent degree.

In figure 14 we show the behavior of of $C_{S} \equiv C_{S}^{0}/(48M_{s}^{2})$ as function of the areal radius $r_{A}$ for $t = 150M$ for a wide range of $\epsilon$ values along with the linear analytical predictions for this quantity. At far distances from the black hole, all curves approach the value 1 expected for a Schwarzschild black hole as expected—since corrections decay at a high rate with distance. Close to the black hole however, the quantity peels off from the Schwarzschild value and while such behavior is more marked—inside the black hole—it is non-trivial in its outer vicinity.

Figure 14. $C_{S}$ as a function of areal radius $r_{A}$ for different values of $\epsilon$. The solid lines represent our numerical solutions for $t = 150M$ (describing a black hole of mass $M_{GR} = 0.9998$), while the dashed lines correspond to the analytical predictions of $C_{S}$ from the solution in [35]. The gray vertical line is included to guide the eye giving an indication of the apparent horizon locations.

We illustrated the benefits of proceeding this way by studying the dynamics of a self-gravitating scalar field in a spherically symmetric black hole spacetime within a theory displaying derivatives up to 4th order and corrections to GR (with combined gradient contributions of order $\lambda^{-4} \Lambda^{-6}$). We described how initial data can be constructed directly integrating the resulting constraint equations and contrasted the solution with those obtained with iterated/perturbative approaches. Our results demonstrate that, for sufficiently weak couplings the solutions agree, but for larger ones there is increasing disagreement and a larger number of iterations might be required to achieve a sufficiently small residual. In particular, this observation gives a sense of the potential size of error that would be incurred, and accumulated, in dynamical studies utilizing an iterated approach restricted to just the first correction (or treated perturbatively to first order).

In this work we illustrated the implementation of a method to control the presence of higher derivative terms in extensions to GR. Using reduction of order techniques, we traded higher-time derivatives to eliminate Ostrogradsky’s type ghosts and through the use of the “fixing equations” method [21] we controlled higher-spatial derivatives. This combined approach allows us to treat highly complex non-linear theories with higher derivative contributions in a non-iterative fashion (which can also be referred to as non-perturbative from the point of view of how correcting terms are handled. See e.g. [17] for such a perturbative approach).

We illustrated the benefits of proceeding this way by pratical level; namely, evaluating of high derivatives in

VII. FINAL COMMENTS

In this work we illustrated the implementation of a method to control the presence of higher derivative terms in extensions to GR. Using reduction of order techniques, we traded higher-time derivatives to eliminate Ostrogradsky’s type ghosts and through the use of the “fixing equations” method [21] we controlled higher-spatial derivatives. This combined approach allows us to treat highly complex non-linear theories with higher derivative contributions in a non-iterative fashion (which can also be referred to as non-perturbative from the point of view of how correcting terms are handled. See e.g. [17] for such a perturbative approach).

We illustrated the benefits of proceeding this way by pratical level; namely, evaluating of high derivatives in
an accurate fashion requires sufficient precision. Otherwise, a significant loss of accuracy might ensue. This point can be relevant in deciding the most convenient discretization technique at the numerical level. Alternatively, it is tempting to employ field redefinitions to (attempt to) reduce higher derivatives as non-linear combinations of lower order ones (see e.g. \cite{18,19,44,45}). The extent to which this program would be successful would depend on the particular theory being explored. Regardless, even if one could reduce all higher derivatives to at most second order ones, one would still face mathematical obstructions (see e.g. \cite{18,19,44,45}). At a practical level this would require and approach like the one explored in this work to control them. Also, we find it important to stress a related point. Note the order reduced or the iterated form of the geometry equations would naturally define slightly different foliations and care must be exercised to correctly draw contrasting lessons.

Finally, while our studies restricted to a particular theory and within the simpler setting of spherical symmetry, the robustness and generalities of the techniques adopted gives strong backing for their use in general scenarios. Future work will concentrate in this direction.
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Appendix A: Discrete expressions

The discrete expression for second spatial derivatives satisfying SBP \cite{32} reads,

$$ D_2 = \frac{1}{d^2 x^2} \begin{pmatrix} 114170 & -438107 & 336409 & -276997 & 3747 & 21835 & 0 & 0 & 0 & 0 \ 40947 & -54596 & 40947 & -81894 & 13649 & 163788 & 0 & 0 & 0 & 0 \ 6173 & -2066 & 3283 & -401 & 2111 & -601 & 0 & 0 & 0 & 0 \ -52391 & 134603 & -21982 & 112915 & -46699 & 30499 & 0 & 0 & 0 & 0 \ 81539 & 32532 & -2711 & 16266 & -46699 & 30499 & 0 & 0 & 0 & 0 \ -68603 & 12423 & 112915 & -75934 & 54369 & -54899 & 48 & 0 & 0 & 0 \ 321540 & -10718 & 32154 & -16077 & 21436 & -160970 & 5359 & 0 & 0 & 0 \ -7053 & 86551 & -46969 & 53369 & -87904 & 820271 & -1296 & 96 & 0 & 0 \ 49838 & 94224 & -23631 & 53754 & -23631 & 472629 & -787 & 787 & 0 & 0 \ 21035 & -24641 & 30409 & -54899 & 820271 & -117600 & 64800 & -6480 & 489 & 0 & 0 \ 0 & 0 & 0 & 1 & 3 & 3 & 3 & 3 & 3 & 1 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ \end{pmatrix} $$

which is of 3rd order accuracy in the boundaries and 6th order in the interior.

The discrete expression for third spatial derivatives satisfying SBP \cite{33} reads,

$$ D_3 = \frac{1}{d^3 x^3} \begin{pmatrix} \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \ \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \ \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \ \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \ \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \ \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \ \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \ \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \ \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \ \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \ \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ \end{pmatrix} $$

which is of 3rd order accuracy in the boundaries and 6th order in the interior.
Figure 15. Convergence factor $Q$ as a function of time. In most cases the convergence settles between 4th and 6th order. For $K_T \ Q \approx 3$.

Appendix B: Convergence

To check convergence, we adopt the base uniform grid spacing to be $dx = 0.037M$ and compute the convergence factor as,

$$Q \equiv \ln \left( \frac{||u_{dx} - u_{dx/2}||_2}{||u_{dx/2} - u_{dx/4}||_2} \right) / \ln(2), \quad (B1)$$

were $u_{dx}$, $u_{dx/2}$ and $u_{dx/4}$ stands for any of the dynamical fields evolved with resolutions $dx$, $dx/2$ and $dx/4$ respectively. In Figures 15 and 16 we present the convergence factor $Q$ for simulations with a fixed coupling of $\epsilon = 1 \times 10^{-2}$, $\tau = 5 \times 10^{-3}$, an initial amplitude of the scalar field given by $A = 1 \times 10^{-3}$, centered at $r_c = 20M$ and of width $\sigma = 1$, and the initial total mass of the spacetime is $M = 1$. Figure 15 shows the measured rate for the “standard” fields (i.e. those that would only be present in GR). The majority of fields display a rate of around 4th to 6th order, which is consistent with the 4th order accuracy of our time integrator or the 6th order accuracy—at interior points—of our finite difference derivative operators. The field $K_T$ rate is $\approx 3$, indicating its behavior is dominated by the 3rd order accuracy at boundary points of our scheme. Figure 16 displays the rate for the new variables $\Pi_{\mu\nu}$ introduced to evolve the modified theory, which converge at order $Q \approx 3$.

Appendix C: Constraints

We also monitor the behavior of constraints (6a), (6b), (6c) and (6d) during evolution. In particular Figure 17 displays the norms of each one as a function of time for our base resolution of $dx = 0.019M$, coupling $\epsilon = 1 \times 10^{-2}$, $\tau = 5 \times 10^{-3}$ and initial scalar profile with center and width are $A = 1 \times 10^{-3}$, $r_c = 20M$ and $\sigma = 1$ respectively. To assess the magnitude of constraint violations we normalized the norms of every constraint by the sum of the norms of each term that define it. Such violations remain below $\approx 1\%$ during evolution.

It is also important to check how effective equations (14) are to enforce variables $\Pi_{\mu\nu}$ approximate $\tilde{M}_{\mu\nu}$. To this end we monitor the quantities given by,

$$P_{\mu\nu} \equiv \frac{||\Pi_{\mu\nu} - \tilde{M}_{\mu\nu}||_2}{||\tilde{M}_{\mu\nu}||_2}. \quad (C1)$$

Figure 18 displays the behavior of $P_{tt}$ for $\epsilon = \{0.01, 0.05\}$ (two strong coupling values) and choosing $\tau = \{0.002, 0.005\}$ (two different values of driving timescales). The difference between $\Pi_{tt}$ and $\tilde{M}_{tt}$ stays small throughout, but it is most pronounced at two moments during the evolution. One at the beginning of the
Figure 18. $P_{tt}$ as a function of time for different values of the coupling $\epsilon$ and the coupling $\tau$.

Figure 19. $P_{tt}$ as a function of time for different values of the coupling $\epsilon$ and the coupling $\tau$. The norms are calculated over points at or exterior to the apparent horizon.

Simulation until the initial solution rapidly transitions (mostly due to gauge evolution) and a second rise, during the accreting stage. Both are the regimes with the most marked time dependence. For the values chosen, the differences are bounded by 2% (0.5%) during the initial (accretion) stage, but are diminished by decreasing the value of the timescale $\tau$.

It is instructive also to monitor these quantities restricted to the exterior of the apparent horizon as $M_{tt}$ can be quite large inside and skew the interpretation of difference. Figure 19 shows that with this restriction, the initial transient transient is significantly reduced but it is larger during the accretion stage, raising to $\approx 7\%$. Nevertheless this can be reduced by adopting a different value of $\tau$. For instance, it is reduced by about half going from $\tau = 0.05$ to $\tau = 0.02$. Finally, we note that differences in the other components of $P_{\mu\nu}$ behave similarly to the one displayed by $P_{tt}$. 
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