The Usefulness of Assessing Glaucoma Progression With Postprocessed Visual Field Data
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Purpose: Data postprocessing with statistical techniques that are less sensitive to noise can be used to reduce variability in visual field (VF) series. We evaluated the detection of glaucoma progression with postprocessed VF data generated with the dynamic structure–function (DSF) model and MM-estimation robust regression (MRR).

Method: The study included 118 glaucoma eyes with at least 15 visits selected from the Rotterdam dataset. The DSF and MRR models were each applied to observed mean deviation (MD) values from the first three visits (V1–3) to predict the MD at V4. MD at V5 was predicted with data from V1–4 and so on until the MD at V9 was predicted, creating two additional datasets: DSF-predicted and MRR-predicted. Simple linear regression was performed to assess progression at the ninth visit. Sensitivity was evaluated by adjusting for false-positive rates estimated from patients with stable glaucoma and by using longer follow-up series (12th and 15th visits) as a surrogate for progression.

Results: For specificities of 80% to 100%, the DSF-predicted dataset had greater sensitivity than the observed and MRR-predicted dataset when positive rates were normalized with corresponding false-positive estimates. The DSF-predicted and observed datasets had similar sensitivity when the surrogate reference standard was applied.

Conclusions: Without compromising specificity, the use of DSF-predicted measurements to identify progression resulted in a better or similar sensitivity compared to using existing VF data.

Translational Relevance: The DSF model could be applied to postprocess existing visual field data, which could then be evaluated to identify patients at risk of progression.

Introduction

Glaucoma remains a leading cause of blindness. Although the disease progresses slowly in most patients, it progresses rapidly in others and results in clinically significant visual disability over a short period of time.1,2 Therefore, monitoring patients for early detection of glaucoma progression is the next crucial step following diagnosis and the initiation of treatment. Visual field (VF) assessment with static automated perimetry has been the clinical standard for monitoring functional changes in glaucoma.3,4 However, the results of VF tests, even when performed over short time intervals, can vary significantly. This presents a major challenge in monitoring glaucoma progression, because variability in VF data can either obscure or mimic deteriorating visual function.4,5 As a result, more frequent testing and longer follow-ups are needed to reliably assess progression.3,6

Different strategies for reducing VF variability have been explored. These include modifying conventional white-on-white automated perimetry by testing with a larger stimulus,7,8 using previous test results as thresholding priors,9 and the use of structure-guided testing.10–13 Postprocessing existing VF data has also been proposed as an alternative for minimizing the impact of VF variability on progression assessment. On the premise that VF sensitivities below 15 to 20 decibels (dB) are unreliable and not clinically useful for monitoring change,14 Gardiner et al.15 and Wall et al.16 investigated whether censoring unreliable sensitivities
would be detrimental to the detection of progression. Both studies found that censoring unreliable sensitivities did not hamper the ability to detect progression. Additionally, the application of statistical techniques such as filtering and spatial correlations to existing VF data has been shown to predict future VF status more accurately compared to using unprocessed VF measurements.\textsuperscript{17–23} One advantage of postprocessing available VF data is that no additional testing is required.

Ordinary least squares linear regression (OLSLR) has been the conventional method for evaluating longitudinal VF data.\textsuperscript{24,25} However, the prediction accuracy of OLSLR and its ability to identify progression can be severely compromised by outliers,\textsuperscript{4,26} which may result from learning effect, rim artifact, technician error, patient inattentiveness during testing, and/or increased test–retest variability associated with advanced disease. Robust regression, on the other hand, is less vulnerable to outliers\textsuperscript{18,26,27} and could provide a more reliable evaluation of longitudinal VF data. In Taketani et al.,\textsuperscript{18} future VF sensitivities were predicted more accurately by robust regression compared to OLSLR. The dynamic structure–function (DSF) model is another approach that has demonstrated better prediction accuracy than OLSLR for short data series.\textsuperscript{28,29} Both robust regression and the DSF model can be applied to existing VF data to generate series of predicted VF measurements. By design, the series of measurements generated with these predictive models would have lower variability compared to the original VF series. Therefore, their use could provide a more reliable assessment of progression and present the opportunity for early detection. In the current study, we evaluated the performance of assessing glaucoma progression with postprocessed measurements obtained with the DSF model and robust regression.

**Methods**

**Datasets**

Two datasets were analyzed in the current study. The first dataset was drawn from the Rotterdam Ophthalmic Data Repository which is publicly accessible at [http://www.rodrep.com/data-sets.html](http://www.rodrep.com/data-sets.html). This repository contains de-identified longitudinal VF data for 139 glaucoma patients recruited from the Rotterdam Eye Hospital in the Netherlands.\textsuperscript{19} Each patient had glaucomatous visual loss defined as the presence of any two of the following: (1) abnormal pattern standard deviation value, abnormal glaucoma hemifield test result, and a cluster of at least three points depressed at the $P = 0.05$ level, or (2) at least one point depressed at the $P = 0.01$ level. A detailed description of the eligibility criteria for the Rotterdam Eye Study can be found elsewhere.\textsuperscript{19} We also analyzed a de-identified test–retest VF dataset for patients with stable glaucoma and well-controlled levels of intraocular pressure. These patients were recruited from the glaucoma clinics at the Queen Elizabeth Health Sciences Centre in Halifax, Nova Scotia.\textsuperscript{30} This dataset is publicly accessible as part of the R visual Fields package.\textsuperscript{31} Both studies were conducted in accordance with the tenets of the Declaration of Helsinki. Research protocols were approved by the respective institutional review boards, and all patients provided written informed consent.

**Visual Field Testing**

For the Rotterdam Eye Study, patients were tested every 6 months using the 24-2 full threshold program of the Humphrey Visual Field Analyzer (Carl Zeiss Meditec, Dublin, CA). The study eye of each patient in the test–retest dataset was tested weekly over a period of 3 months (totaling 12 VF sessions) using the 24-2 SITA Standard program of the Humphrey Field Analyzer.

**Inclusion Criteria for the Current Study**

From the Rotterdam dataset, we selected an eye from each patient with at least 15 visits. Patients with baseline VF mean deviation (MD) worse than –15 dB were excluded. When both eyes of a patient were eligible, one eye was randomly chosen. For the test–retest dataset, we included only patients who completed all 12 VF tests within a 3-month period. Baseline information for each dataset is summarized in the Table.

**Generation of Postprocessed Datasets With the DSF Model and Robust Regression**

Two separate predicted datasets were generated by applying the DSF model and robust regression to the observed MD values from the Rotterdam dataset. Figure 1 illustrates the range of visits from which the predicted MD series were generated for each model. Although the DSF model was originally developed to use structural and functional information jointly,\textsuperscript{28,29} prediction of only VF measurements is feasible by keeping the structural input constant. The model combines two vectors—a centroid and velocity vector—to estimate future measurements. The centroid
describes the state of the disease and is computed as the average of observations available at a given time point. The velocity vector estimates the direction and average rate of change in measurements over time. In the current study, the DSF model was applied to observed MD values from the first three visits (V1–3), measured at times $t_1$, $t_2$, and $t_3$, to predict the MD value for V4 at time $t_4$. The model first determined the centroid ($C$) as $\frac{MD_1 + MD_2 + MD_3}{3}$, and then calculated the velocity vector ($V$) as $\frac{MD_1 - MD_2}{t_1 - t_2} + \frac{MD_2 - MD_3}{t_2 - t_3}$. The MD value at V4 was estimated as the sum of the centroid and the expected change in measurements between $t_3$ and $t_4$, given as $C + V(t_4 - t_3)$. This procedure was repeated to predict MD values for V5 through V9 using the available observed MD values from the respective preceding visits: V1–4, V1–5, V1–6, V1–7, and V1–8. This set of six predicted MD values is subsequently referred to as the DSF-predicted data.

Next, we generated another set of six predicted MD values using the MM-estimation robust regression (MRR). Deriving its name from two underlying maximum likelihood methods (the M- and S-estimations), the MRR technique combines a high breakdown point and high statistical efficiency. This technique involves the weighting of each data point based on the magnitude of its residual, where larger residuals are assigned smaller weights. This is an iterative procedure that seeks to identify outliers and minimize their impact on the coefficient estimates. First, MRR was performed on observed MD values from V1–3, and the expected MD value at V4 was extrapolated from the line of best fit. We repeated this procedure on observed MD values from V1–4, V1–5, V1–6, V1–7, and V1–8 to estimate MD values at V5, V6, V7, V8, and V9, respectively. This set of predicted MD values generated with robust regression is subsequently referred to as the MRR-predicted data.

Table. Baseline Description of the Two Datasets Included in This Study

| Dataset                        | Rotterdam Dataset | Test–Retest Dataset |
|--------------------------------|-------------------|--------------------|
| Eligible patients, $n$         | 118               | 29                 |
| Age (y), mean (SD)             | 58.4 (10.2)       | 66.3 (8.2)         |
| Follow-up (mo), mean (SD)      | 92.4 (7.2)        | 2.9 (0.4)          |
| Baseline MD (dB), mean (SD)    | -3.9 (4.2)        | -3.1 (3.2)         |

Figure 1. Illustration of data prediction with the DSF model and robust regression. For each model, we used MD values from the first three visits (V1–3) to predict MD at V4, and then MD values from V1–4, V1–5, V1–6, V1–7, and V1–8 to predict MD values at V5, V6, V7, V8, and V9, respectively.

Statistical Analysis

Using simple linear regression, we assessed progression at the ninth visit with the DSF-predicted dataset, the MRR-predicted dataset, and the available observed measurements (MD values from V1–V9). Figure 2 shows five case examples of progression assessment with each dataset to exemplify how each predicted dataset compared with the observed dataset. Due to the non-existence of a gold standard for glaucoma progression, assessing sensitivity is challenging and can only be done through indirect measures. One approach is to determine the false-positive estimates associated with a given method from a cohort of stable glaucoma eyes and then use these estimates to adjust the positive or hit rates (the proportion of eyes flagged as progressing). Alternatively, a surrogate reference standard can be established from the evaluation of longer VF series, against which performance of a new method can be assessed. In the current study, both approaches were
Figure 2. Case examples of progression evaluation using each dataset. (A) A case where progression was not flagged using any of the datasets. (B) A case where progression was identified with only the observed data. (C) Progression was identified with all datasets. (D) A case where progression at the ninth visit was flagged with only predicted data and confirmed at subsequent visits using the observed data. (E) Similar to panel D, except that progression was not confirmed at the 12th and 15th visits.
applied to determine the sensitivity of using predicted measurements to assess progression.

In the first approach, we used a test–retest dataset (stable glaucoma eyes) to obtain false-positive rates associated with the DSF-predicted and MRR-predicted datasets. For each eye, the series of observed MD values from the first nine tests was selected and shuffled 35 times to increase the sample size from 29 to 1015. Each shuffled set of observed data was then used to generate the DSF-predicted and MRR-predicted MD values in a similar fashion as previously described. The shuffling of the datasets disrupted the temporal sequence of the MD series, thereby eliminating any potential statistically significant negative slope in the measurements. Moreover, the test–retest dataset was obtained over a short time frame within which no clinically significant change was expected. Therefore, after evaluating the DSF-predicted, MRR-predicted, and observed MD values with simple linear regression, the proportion of stable eyes flagged as showing a statistically significant rate of change counted as their respective false-positive rates. Supplementary Figure S1 shows the false-positive rates obtained at 0 to 0.20 significance levels for the DSF and MRR models. Finally, the sensitivities of identifying progression with the DSF-predicted, MRR-predicted, and observed datasets were determined by normalizing the positive rates obtained for the evaluation of eyes in the Rotterdam dataset. The normalization was achieved by adjusting the positive rates by the corresponding false-positive rates derived from the test–retest dataset. For example, at a specificity of 95%, if the DSF-predicted dataset yielded a 15% positive rate in the Rotterdam dataset and a 5% false-positive rate in the test–retest dataset, then its sensitivity would be 10% at that given specificity (i.e., 15% positive rate minus 5% false positive rate).

As mentioned previously, we also examined the performance of each dataset in reference to a surrogate gold standard for progression. This reference standard was defined based on the statistical significance of the observed MD slopes at the 12th and 15th visits (i.e., longer follow-up series). Compared to nine visits, assessing progression over 12 or 15 visits offered a more reliable estimate of the status and rate of progression. Receiver operating characteristic (ROC) curves and the associated partial area under the curve (pAUC) were generated to compare the performance of predicted measurements to that of observed measurements. We acknowledge that this surrogate gold standard is imperfect and incapable of flagging some eyes that might show progression if longer follow-up length was available; for example, some eyes were flagged by both predicted measurements models but not by the observed measurements, as illustrated in Figure 2E. Such eyes would be counted as false positives and consequently lead to underestimation of the area under the curve for the predicted dataset. Therefore, we also estimated positive rates for each dataset at significance levels of 0 to 1 as an alternative measure of their ability to detect progression. The positive rate was computed as the proportion of eyes correctly identified as progressing based on the progression outcome at the 12th and 15th visits.

To determine the accuracy of the rate of progression estimated with the predicted datasets, we evaluated the difference between the observed MD slopes at the 15th visit and the predicted MD slopes for increasing length of follow-up (seventh to 15th visit). Furthermore, the prediction error on future VF measurements was obtained for the DSF model and MRR model. The prediction error for each model was computed by subtracting the predicted measurement from a more stable “observed value” estimated from linear regression of all observed MD values available at the 12th visit and 15th visit. The mean absolute error (MAE) for each prediction was compared between the models. Data prediction and all analyses were performed using R, with robust regression implemented by the lmrob function of the robustbase R package and the ROC curves generated by the pROC package.

Results

Figure 3 presents a comparison of the ability of the DSF-predicted dataset, MRR-predicted dataset, and the observed dataset to identify progression at the ninth visit. Of the three datasets, the DSF-predicted dataset had the greatest sensitivity at specificity of 80% to 100%. Out of the 118 eyes in the Rotterdam dataset, 27 eyes (22.9%) and 36 eyes (30.5%) showed a statistically significant change in observed MD values at the 12th visit and 15th visit, respectively. Figure 4 presents ROC curves depicting the sensitivities of the three datasets computed in reference to progression outcomes at the 12th and 15th visits (surrogate gold standard). The sensitivity of the DSF-predicted dataset was similar to that of the observed dataset, with pAUCs of 0.84 (95% confidence interval [CI], 0.75–0.93) for the observed dataset and 0.69 (95% CI, 0.59–0.81) for the DSF-predicted dataset when the 12th visit was used as a surrogate for progression. Similarly, when the 15th visit was used as a surrogate, the pAUCs were 0.68 (95% CI, 0.59–0.78) for the observed dataset and 0.60 (95% CI, 0.53–0.70) for the DSF-predicted dataset. The
Figure 3. Comparison of the performance of the DSF-predicted dataset, MRR-predicted dataset, and the observed dataset in detecting progression at the ninth visit. Sensitivity estimates for each dataset were normalized using the corresponding false-positive rates derived from the test–retest dataset (a cohort of stable glaucoma patients).

The MRR-predicted dataset was the least sensitive, with the lowest pAUCs and 95% CIs (0.50–0.66).

Figure 5 presents the accuracy of the rates of progression obtained using the DSF- and MRR-predicted datasets. The rates of progression obtained with these datasets at increasingly longer follow-up periods are compared with those obtained using the longest follow-up period (15 visits) available in the observed data, which provides the most accurate estimates. Even though the range of the difference in rate of progression computed for each predicted dataset became narrower with increasing series length (appearing to converge at the 15th visit), the average interquartile range (IQR) for the DSF-predicted dataset was smaller than for the MRR-predicted dataset (0.24 dB/y vs. 0.63 dB/y). The MAEs for the prediction of MD value at the 12th visit were 0.61 dB for the DSF model and 0.73 dB for the MRR model. These values were 0.77 dB for the DSF model and 1.20 dB for the MRR model for the prediction of MD value at the 15th visit.

Discussion

Monitoring functional change in glaucoma is challenging given the inherent variability in VF measurements. This variability can reach levels that violate the assumptions about measurement error underlying classical least squares regression, thereby yielding inaccurate evaluation of longitudinal VF data. By way of weighting each data point and by using centroids (average of available measurements), estimates from robust regression and the DSF model are respectively less influenced by measurement variability. This property was leveraged in the current study by utilizing each model to postprocess existing VF data. When the false-positive rates derived from patients with stable glaucoma were used to correct for the positive rate obtained in the Rotterdam dataset, the sensitivity of the DSF-predicted dataset was higher than that of both the observed and MRR-predicted dataset (Fig. 3). The sensitivity of the DSF-predicted dataset was, however, similar to that obtained with the observed dataset when longer follow-up series were used as a surrogate reference standard for progression (Fig. 4). These results suggest that the analysis of DSF postprocessed data could be useful in screening glaucoma patients to identify those likely to progress and estimate future progression status in individual patients. This could enhance our ability to detect glaucoma progression early and to better plan for clinical interventions ahead of time.

Although less than one-fifth of glaucoma patients under care would progress rapidly, undetected slow progression can be detrimental to a younger patient over time. A screening tool that would help identify patients at risk of rapid progression without missing slow progression would be useful in glaucoma management. Despite having similar classification accuracy (based on pAUC) as the observed dataset (Fig. 4), the ability of the DSF-predicted dataset to flag relatively more eyes as progressing (Fig. 3) at a fixed specificity can be harnessed to develop a screening tool for glaucoma progression. Although the higher sensitivity of this approach suggests the possibility overcalling of progression, a false alert that a patient may be at greater risk of progression would only result in closer monitoring, which would not be as detrimental as misdiagnosing a non-glaucomatous eye for treatment. The greater sensitivity associated with using the DSF-predicted dataset could be an inflation of the false-positive rate inherent in the data prediction process. However, this was ruled out with the evaluation of the test–retest dataset in which the false-positive estimates for each predicted dataset equaled the proportion of eyes expected to be flagged as progressing due to chance (Supplementary Fig. S1). With a median coefficient of determination ($R^2$) of 0.70 (IQR, 0.58) for the DSF-predicted dataset, 0.12 (IQR, 0.30) for the observed dataset, and 0.43 (IQR, 0.69) for MRR-predicted dataset, factors such as reduced variability within the DSF-predicted dataset potentially account for its greater sensitivity.
Figure 4. ROC curves showing the sensitivities and the associated pAUC (95% CI) for each dataset in reference to a surrogate gold standard for progression. Sensitivities were derived in reference to progression outcomes at the 12th visit (left panel) and 15th visit (right panel).

In the absence of a standardized reference for glaucoma progression, in one approach we used progression outcomes based on observed data available at the 12th and 15th visits as a surrogate gold standard. Among the limitations of this surrogate reference is the possibility that the series of 12 or 15 VFs may be insufficient follow-up data to confirm or rule out the possible progression flagged by predicted datasets in some eyes. For example, in Figure 2E progression was flagged by both the DSF-predicted (slope = −0.09 dB/y; \( P < 0.01 \)) and the MRR-predicted measurements (slope = −0.41 dB/y; \( P = 0.01 \)) but was not identified in the observed data available at the 15th visit (slope = −0.02 dB/y; \( P = 0.33 \)). These misclassifications between predicted and observed datasets may or may not hold when data from a longer period are available. Given the follow-up length in the study, we observed that both predicted datasets tended to flag more stable eyes as progressing compared to the observed dataset, as presented in Supplementary Figure S2A. This ultimately can affect the sensitivity and pAUC estimated for the predicted datasets. For example, the MRR-predicted dataset was the least sensitive approach (Fig. 4) despite having about 30% less within-series variability compared to the observed dataset. Given that data prediction did not compromise specificity (Supplementary Fig. S1), patients flagged as progressing with the evaluation of predicted measurements may be at greater risk of progression and could benefit from close monitoring, especially when longer follow-up data are not available.

Clinicians currently rely on repeated testing and longer follow-up to obtain reliable data for accurate assessment of progression. However, this increases the burden on patients and clinic resources and may further delay the detection of progression. In contrast, postprocessing existing VF data by means of predicting future measurements with statistical models offers a practical and inexpensive solution for reducing measurement variability without requiring additional testing. We observed that the DSF model predicted MD values more accurately than the MRR model, with MAE differences of 0.12 dB and 0.43 dB for predictions at the 12th and 15th visits, respectively. We further observed that the evaluation of DSF-predicted measurements yielded comparable rates of progression as obtained with longer observed VF series (Fig. 5). These findings suggest that evaluation of postprocessed VF data derived with the DSF model could provide a comparatively reliable estimate of the rate of progression early in some patients.

In contrast to approaches that are based on either population estimates such as glaucoma progression analysis or censoring unreliable sensitivities with predetermined cut-offs, analysis of postprocessed data may permit individualized progression assessment, as these predicted measurements are generated from each patient's own existing data. A commonly used model for individualized progression assessment—permutation of pointwise linear regression (PoPLR)—involves estimation of the overall significance of deterioration across all VF locations in reference to 5000 permutations of a patient's own data. The PoPLR model has been shown to be more sensitive to functional progression than trend analysis of a single global index such as MD. We performed PoPLR analysis on series of raw VF sensitivities from
Figure 5. Accuracy of the rates of progression estimated with predicted measurements. The box plots show the difference in rate of progression between the predicted datasets as generated using increasingly longer follow-up periods (x-axis) and the observed dataset at visit 15 (the longest follow-up period). Panels A and B show the differences in rate of progression obtained for the DSF-predicted dataset and the MRR-predicted dataset, respectively.

V₁ to V₉ extracted from the Rotterdam dataset and compared the proportion of eyes it flagged as progressing to that obtained with the analysis of predicted and observed MD values (Fig. 6). Consistent with the findings of O’Leary et al., the PoPLR model flagged a greater proportion of eyes as progressing compared to conventional trend analysis of observed MD values. Analyses of DSF-predicted and MRR-predicted global MD measurements had greater positive rates compared to the PoPLR model. The generation and analysis of pointwise postprocessed VF measurements represent an avenue of future work necessary to determine whether it could further improve sensitivity to functional progression.

As test–retest variability increases with disease severity, the magnitude of prediction error is expected to become larger. The centroid of the DSF model is an average estimation of the level of damage, and its relationship with prediction error could be useful for modeling the expected variability in measurements as the disease progresses. For each DSF prediction, we determined the associated prediction error as the absolute difference between the observed value and the predicted value. A simple linear regression of the absolute differences on the corresponding centroids revealed that 2% to 15% of the variability in predictor error was accounted for by the centroid. This suggests that the centroid may not be useful for modeling expected variability. Nonetheless, because the centroid is less sensitive to variability in observed measurements, it allows for the derivation of less variable predicted measurements, which could be clinically useful even in advanced disease.

In this study, the DSF model consistently included the first three data points (MD values from V₁–V₃) in making all predictions. This could potentially result in conservative predictions and shallower rates of progression in cases where extreme values occur earlier in the series. To examine the impact of this on our findings, we explored a “moving window” alternative,
where predicted measurements were obtained by applying the DSF model to only the set of three preceding data points. Thus, we used MD values from V₁ to V₃ to predict V₄, V₂ to V₄ to predict V₅, V₃ to V₅ to predict V₆, and so on. At a specificity of 95%, MD values predicted using either all available data or based on a “moving window” flagged 37 eyes, 34 of which were flagged by both methods, yielding a kappa agreement of 0.88 (substantial agreement). This finding suggests that including the first data points in all DSF predictions did not significantly alter the ability to identify change in this study. Predictions based on a “moving window” may be appropriate when extreme values occur early in the observed series, or in the clinical setting where the most recent values are most relevant.

The current study has limitations. First, the length of MD series used to assess progression at the ninth visit differed between the observed and predicted datasets. Our rationale for analyzing all nine observed MD values from V₁ to V₉ versus six predicted MD values for V₄ to V₉ was based on the fact that observed data for V₁–₃ were used in generating all predicted measurements. Although longer series provide a more accurate estimate of progression, the DSF-predicted dataset was more sensitive compared to the observed dataset at the ninth visit. Even fewer eyes were flagged as progressing when shorter series of observed data (V₁–₆ or V₄–₉) were analyzed. Another limitation is that the patients enrolled in the Rotterdam Eye Study were under standard clinical care, and those who showed signs of deterioration likely received modifications to their treatment to slow the rate of progression. Given that the observed and predicted datasets obtained within the same period were analyzed and compared, we do not believe that variability in the rate of progression over time introduced systematic bias in favor of either of the methods used in this study.

In conclusion, we have demonstrated in this study that assessing progression with postprocessed VF measurements generated with the DSF model resulted in similar or better sensitivity compared to observed data and that it yielded comparable rates of progression as longer observed VF series, without compromising specificity. These findings may be due to the reduced variability within the DSF-predicted series of measurements. In the absence of a widely accepted method to identify glaucoma progression, the evaluation of postprocessed measurements may be useful for identifying patients at greater risk of progression. These patients could be monitored more closely to determine whether changing or intensifying therapy is warranted to prevent or slow glaucomatous vision loss.
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