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Abstract—We consider scenarios where a ground vehicle plans its path using data gathered by an aerial vehicle. In the aerial images, navigable areas of the scene may be occluded due to obstacles. Naively planning paths using aerial images may result in longer paths as a conservative planner may try to avoid regions that are occluded. We propose a modular, deep learning-based framework that allows the robot to predict the existence of navigable areas in the occluded regions. Specifically, we use image inpainting methods over semantically segmented images to fill in parts of the areas that are potentially occluded, using a supervised neural network. However, the predictions from the neural network may not be accurate, introducing risk in navigating through the inpainted areas. Therefore, we extract uncertainty in these predictions and use a risk-aware approach that takes these uncertainties into account for path planning. We compare modules in our approach with traditional approaches to show the efficacy of the proposed framework through photo-realistic simulations. The modular pipeline allows further improvement in path planning and deployment in different settings.

I. INTRODUCTION

Navigation in unknown areas in scenarios such as disaster response and post-accident scene analysis can be difficult and risky for in-field human supervision. To reduce the threat to human life, a team of an Unmanned Ground Vehicle (UGV) and an Unmanned Aerial Vehicle (UAV) can be deployed to help with such tasks. In this setting, the UAV flies above the area, capturing overhead images, and prescribes a path for navigation to the UGV, similar to finding a route on vehicle mapping services. As the UAV is closer to the ground than the satellite, it can capture more details about the area. However, unlike satellite images, which generate images with near-orthographic projection, a UAV flies at a much lower altitude and captures images with perspective projection. The objects closer to the UAV, such as a building, may occlude the navigable areas like roads (Figure 1) in the resulting images, making it difficult to identify a good path for UGV navigation. Similar issues may be encountered when a bridge occludes the aerial view of roadways or riverways, or in a forest where the tree canopy occludes the trails and roads.

We focus on the scenarios where the UAV acts as a scout and captures the images of the environment, which are used later for UGV navigation or localization. The images captured by the UAV may not contain the views that could provide information about occluded regions, limiting the use of such images for path planning. Similar problems arise when the UGV can’t control the UAV to gather more information.

The occluded regions in such scenarios are undesired and efficient path planning requires the information about the underlying region. We propose a learning-based framework to infer these regions and use the predicted navigable regions for path planning. This approach would also eliminate the need of capturing images from multiple viewpoints. As learning-based methods may not perform well over previously unseen data, we include the prediction uncertainty in the planning framework. Specifically, we use an automated approach to identify occluded areas of interest, inpaint these areas with a deep learning network, identify navigable regions using a semantic segmentation network over the updated image, and perform a risk-aware path prediction between two points on the image.

Following are our main contributions to this work:

1) We propose a planning framework for aerial images with occlusion, consisting of an automated masking procedure, an image inpainting network to replace the masked region with the underlying scene, and a risk-aware path planner.
2) We compare the proposed masking and inpainting approaches with other traditional approaches to provide the rationale for these choices and summarize their pros and cons.
3) We show the effect of user-defined risk-aversion levels on the planned paths with and without the occlusion removal and demonstrate the benefit of our framework.

Our experiments show that this framework can help with planning through occluded, but potentially navigable areas.
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II. RELATED WORK

A team consisting of a UAV and UGV can coordinate together by harnessing their respective advantages to perform complex tasks like search operations in hazardous areas [1][2], exploration [3][4], and persistent monitoring [5][6]. In such settings, the UAV can capture a bird’s eye view of a large area, moving faster than a UGV due to fewer obstacles at high altitudes. The UGV, on the other hand, can capture the scene details, interact with the environment, and carry heavy payloads. The images from UAV serve as a global map and help the UGV identify safe regions and efficient routes. This setup effectively extends the typical scenarios where an overhead view of the environment is assumed to be provided and allows the UGV to work in a new environment. As this team moves through the environment the UGV uses the images from the UAV to localize itself by cross-view matching [7] and to navigate using the semantically segmented aerial map [8].

Search methods can be used to find a path over the map generated by the UAV, but the quality of the path depends on the information captured. To capture such information, a UAV can sweep the area with a change in altitude when high-resolution images are required [6]. Such approaches may not be useful when the task duration is limited and an existing image database may be used. In such images, the occluded regions are treated as obstacles and cannot be used for navigation. Satellite images also suffer from occlusion due to the presence of clouds and shadows for which image inpainting has been proposed as a viable solution [9][10]. Hsu et al. [11] propose an inpainting network for front-facing aerial images, which does not cover as much information as overhead images can. To the best of our knowledge, there is no work on inpainting for aerial overhead images with perspective projection, captured with a downward-facing camera. In this work, we solve this problem with a generative adversarial network (GAN) [12], variations of which have been shown to perform very well for a variety of image inpainting tasks [13]. Specifically, we use a partial convolutions-based GAN [14] as it can inpaint irregularly-shaped holes from occlusion masking in our setup.

After inpainting the occlusion in the image, path planning can be done by applying semantic segmentation over the modified image to identify the navigable regions. Since the outcomes are just predictions, a safe operation requires taking the prediction uncertainty into account while planning. Gal et al. [15], Tian et al. [16] and Loquercio et al. [17] present methods to extract uncertainty from deep learning model predictions. Sharma et al. [18] present a risk-aware approach for aerial images using the dropout-based approach [15]. We use this framework in our planning module with both the semantic segmentation and inpainted images acting as the source of uncertainty.

III. METHOD

Our approach comprises three key steps, as shown in Figure 2. Mask generation, inpainting, and path planning. We use the CityEnviron environment in AirSim [19] simulator for our experiments. The following subsections detail each step of our approach.

A. Mask Generation

Inpainting networks require a mask as an input to identify the areas to modify/inpaint over. In this work, we treat the buildings near the road as the obstacle to be removed and generate masks using them. Figure 3 shows the steps involved in this process. We first find the road markers ((Figure 3a) and buildings (Figure 3b) using Bayesian SegNet [20], a semantic segmentation network, trained over aerial image segmentation data [18]. The road marker help in identifying the center of the road and the areas within the width of the road are marked by performing dilation over the binarized road marker image (Figure 3c). We assume the objects in aerial images to have a rectilinear structure and thus use a square mask. The size of the dilation kernel depends on the UAV altitude. Lastly, we perform a bitwise AND operation between the resulting image and the binary image from buildings to obtain a minimal mask for inpainting the areas near the road occluded by the buildings (Figure 3d).

B. Inpainting

The mask generated in the previous step may have irregularly shaped regions even with a square dilation kernel, thus we use a partial convolutions-based GAN [14]. Our training dataset is smaller compared to similar inpainting approaches and is virtually increased to some extent with randomly generated masks during training. We use the aerial image dataset from Dixit et al. [7], which contains images unobstructed from CityEnviron to make the network learn how to inpaint roads.

C. Path Planning

To find the path between two locations on an aerial map, we perform semantic scene parsing with Bayesian SegNet and assign costs to different object classes. Additionally, we quantify the prediction uncertainty as the average variance in the predictions, i.e., $\text{Uncert}(l_x) = \frac{1}{K} \sum_k \text{Var}_n(P(l_x|X))$, where $l_x$ is label assigned to the pixel $x$, $X$ is the image, $K$ is the number of classes, and $\text{Var}_n(\cdot)$ denotes the variance calculated over $n$ samples. We use the risk-aware planning proposed by Sharma et al. [18] to find the path between two locations while considering the prediction uncertainty, using the cost matrix obtained as follows:

$$ C(x) = C(l_x) + \lambda \cdot \text{Uncert}(l_x), \quad (1) $$

where $C(l_x)$ is the cost map denoting the user-defined cost assigned to the pixel $l_x$, $\lambda$ is a user-defined parameter to control the level of risk-aversion in planner. A higher values of $\lambda$ results in a more conservative path.

IV. EXPERIMENTS AND RESULTS

We conduct experiments to justify the chosen methods for parts of our pipelines and then show the effect of using them together for path planning. We start by comparing our masking approach with a manual approach, then we compare the inpainting approach with different non-learning-based approaches, and finally show the effect of changing $\lambda$ on
Fig. 2: Overview of the proposed framework. Given an aerial image, a mask is generated indicating the parts that need to be modified. The image is inpainted using this mask, and then semantic segmentation and uncertainty map are generated. A path planner uses a combination of them to generate a risk-aware path.

the prescribed path; some examples of these are visualized at our project website\textsuperscript{1}. As AirSim does not allow removing objects like building from the scene in CityEnviron, we can not directly compare the results for the first two and present the qualitative comparison only. Figure 4 shows the reference images, the orthographic projection obtained by moving the UAV to multiple locations and manually cropping and stacking the images and their semantic segmentations.

Our masking method relies on semantic segmentation for identifying the occlusions and selecting only the region in the vicinity of the road for inpainting. We compare this approach with a manual selection of masking regions. Since the choice of dilation kernel affects the size of the regions marked for inpainting, we also show the effect of using a small kernel of size $121 \times 121$, and a large kernel of size $151 \times 151$. The resulting segmentation on the inpainted image is also presented, as shown in Figure 5. We observed that manual masking results in more regular and controlled inpainting. Automated making with a small kernel produces masks similar in form and segmentation to the manual mask, but the resulting regions may not be connected well when road markers are occluded. The larger kernel masks all the edges of the building and also masks other occlusions in the scene (top and right parts of the image) better than the small kernel, making it more suitable when there are multiple occluded regions in the scene. Thus, we use the larger kernel in our experiments.

The training data for the inpainting network contains images captured at different heights that increase the amount and variety of training examples. We compare it against three other approaches: (a) filling the masked areas with average values of pixels belonging to the road in the image (mean-replacement), (b) replacing the masked areas with a road-like patch generated manually (patch-replacement), and (c) using Navier-Stokes inpainting method [21] which uses ideas from fluid dynamics for inpainting (Navier-Stokes).

Figure 6 shows a comparison of the results for inpainting methods. Mean-replacement results in segmentation with the masked areas identified as the obstacles. It is almost similar to the input reference (Figure 4b) and thus does not improve planning. Patch-replacement makes most of the building navigable, as we are replacing the mask with pixels from a navigable class. This results in over-inpainting and can result in a collision with obstacles. Navier-Stokes results in very smooth inpainting, but the semantic maps have limited growth in the potential navigable region. GAN is more controlled and accurate compared to these methods. We also expect a good method to have higher uncertainty compared to the inpainted regions compared to the non-inpainted ones, as these are just predictions, not observations. Mean-replacement has a very low uncertainty in these areas, which further makes it unsuitable. GAN has a slightly higher uncertainty in the masked regions, which makes it more appropriate for the risk-aware path planning problem.

For path planning, we perform semantic segmentation over the inpainted image using Bayesian SegNet trained over 480 images, split into training and test sets in a ratio of 13:3. We use Eq. (1) with a cost of 1 for navigable regions like roads and a cost of 10 for the rest. Variance is computed with $n = 20$ runs. To compare the effect of varying $\lambda$, we

\textsuperscript{1}http://raaslab.org/projects/occlusion-inpainting.html
define a quantity called surprise as follows:

\[
\text{surprise} = \frac{\sum_{l_x \in \text{path}} C_{\text{true}}(l_x) - C_{\text{pred}}(l_x)}{\text{length(path)}},
\]

where \( \text{path} \) is the path over pixels as prescribed by the planner, and \( C_{\text{true}} \) and \( C_{\text{pred}} \) are the cost maps generated over semantic segmentation outputs from the ground truth (shown in Figure 4d) and inpainted images, respectively. A higher surprise indicates that a larger part of the path passes through risky regions. We pick 5 locations on the scene image, as shown in Figure 4a, and compute surprise over different source-goal combinations. The results over the paths generated with and without our inpainting-aided approach for different values of \( \lambda \) are summarized in Figure 7. We observed that the inpainted image results in slightly lesser surprise, on average, than the original image, as inpainting allows planning paths through the occluded, but potentially navigable areas. Both approaches have a higher variance for smaller \( \lambda \)s as it encourages them to pass through uncertain regions for a shorter path. As we increase \( \lambda \), the planner gets risk-averse and the path passes through the regions with a high chance of being navigable. In these cases, the surprise for both gets close to zero and has a much smaller variance.

V. CONCLUSIONS

In this work, we propose a modular, risk-aware path planning framework for aerial images containing occlusions. We use image inpainting and semantic segmentation networks to identify occluded areas, predict the region beneath, and plan a risk-aware path considering the uncertainty in predictions. Our comparisons highlight the justification and advantages of the underlying modules. The modular design opens multiple avenues for future work, including improvements in individual modules, and combined networks for inpainted segmentation. With appropriate substitutions, the framework can also be used for street-view images for which many high-performance pre-trained detection and inpainting models are available.
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