Bulk Inversion Asymmetry effects on the band structure of zincblende heterostructures in an 8-band Effective Mass Approximation model
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We have developed an 8-band Effective Mass Approximation model that describes the zero field spin splitting in the band structure of zincblende heterostructures due to bulk inversion asymmetry (BIA). We have verified that our finite difference Hamiltonian transforms in almost all situations according to the true \(D_{2d}\) or \(C_{2v}\) symmetry of [001] heterostructures. This makes it a computationally efficient tool for the accurate description of the band structure of heterostructures for spintronics. We first compute the band structure for an AlSb/GaSb/AlSb quantum well (QW), which presents only BIA, and delineate its effects. We then use our model to find the band structure of an AlSb/InAs/GaSb/AlSb QW and the relative contribution of structural and bulk inversion asymmetry to the spin splitting. We clarify statements about the importance of these contributions and conclude that, even for our small gap QW, BIA needs to be taken into account for the proper description of the band structure.

PACS numbers: 73.21.Cd, 73.21.Fg

I. INTRODUCTION

In recent years, interest in developing spin-sensitive devices (spintronics) has fueled renewed investigations into spin phenomena in semiconductors. The aim is to control not only the spatial degrees of freedom of the electron, but also the spin degree of freedom. Useful spintronic devices can be devised if such control is achieved. A number of such devices have already been proposed. If a full understanding of the operation of spintronic devices is desired, a thorough knowledge of the band structure including all spin details will be needed. In particular, detailed knowledge of heterostructure bands is required when studying, and perhaps tailoring, time evolution and transport phenomena of spin ensembles.

Most of the standard implementations of the Effective Mass Approximation (EMA) for III-V heterostructures do not take into account the bulk inversion asymmetry (BIA) present in zincblended materials. The BIA lifts Kramers degeneracy and, therefore, a potentially important source of spin splitting in the bands is not included. There have been several proposed modifications to EMA to account for BIA and its associated spin splittings, ranging from 2-band, to 4-band, and 16-band models. Also, Zhu and Chang\(^{15}\) started from an 8-band model to generate perturbatively a 2-band Hamiltonian for electrons and a 4-band Hamiltonian for holes, and they performed their calculations of inversion asymmetry effects in that reduced basis set. Rössler, Winkler\(^{16,17}\) et al. have used an 8-band model solved with a quadrature method that included BIA to study \(\text{Al}_{x}\text{Ga}_{1-x}\text{As}/\text{GaAs}\) quantum wells, where the spin splitting is much smaller than the one shown here. In this work, we study the symmetry properties of the heterostructure Hamiltonian and verify that the 8-band model can account for both the BIA and Rashba effects on the spin splitting.

We present a Finite Difference Method (FDM) implementation of a compact 8-band EMA method capable of reproducing the \(D_{2d}\) and \(C_{2v}\) symmetry of [001] grown quantum wells and superlattices. We have used this method to study the relative contribution of structural inversion asymmetry (SIA) vs. BIA on the spin splitting in the conduction subbands. Our study has allowed us to put into perspective the apparently contradictory statements of Lommer\(^{19}\) et al. stating that BIA (SIA) dominates the splitting in large (narrow) gap materials, and Cardona\(^{14}\) et al.\(^{13}\) listing a proportionality constant for the \(k^3\) splitting that becomes roughly larger with smaller bandgap (see Table 1). The FDM allows for arbitrary external fields and the description of tunneling phenomena with only a few changes, while maintaining numerical efficiency.
II. EMA HAMILTONIAN WITH BIA

For the calculation of the heterostructure bands, the Effective Mass Approximation (EMA)\cite{22} based on an 8-band $\mathbf{k} \cdot \mathbf{p}$ formalism is used. There are several published 8-band $\mathbf{k} \cdot \mathbf{p}$ Hamiltonians\cite{22,23,24,25,26}, each including a more or less detailed set of effects. Here we take the Hamiltonian constructed by Trebin et al.\cite{26} as a starting point. This Hamiltonian is constructed by means of an invariant expansion\cite{22} and, when applied correctly, guarantees the inclusion of all matrix elements compatible with the $T_d$ symmetry group of the zincblende up to the desired order in the electron wavevector $\mathbf{k}$.

For completeness, Appendix A reproduces the full 8-band $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian from Ref. 26. Note that, due to the way that it has been constructed, this Hamiltonian takes into account all the effects of the spin-orbit interaction in the matrix elements up to $k^2$, and in particular the second order $s-p$ coupling via remote $\Gamma_5$ states\cite{22} responsible for most of the contribution to the spin splitting in the conduction band. Strain and coupled strain/spin-orbit effects are also properly described by this method. Note that Appendix A corrects two typographical errors present in Ref. 26.

The 8-band Luttinger parameters $\gamma_i$ appearing in Table II are the true Luttinger parameters $\gamma_{iL}$ with the conduction band contribution subtracted because its effects are treated exactly. They are related by\cite{22}

\begin{align}
\gamma_1 &= \gamma_{1L} - \frac{1}{3} \frac{E_P}{E_g} \\
\gamma_2 &= \gamma_{2L} - \frac{1}{6} \frac{E_P}{E_g} \\
\gamma_3 &= \gamma_{3L} - \frac{1}{6} \frac{E_P}{E_g},
\end{align}

where $E_g$ is the energy gap of the compound, and $E_P$ has been defined as

$$E_P \equiv \frac{2m_e P^2}{h^2},$$

with $m_e$ being the free electron mass and $P$ the irreducible momentum matrix element.

Table II shows the numerical values used in the calculations for the parameters of a number of materials. $B$ and $C$ are parameters describing the BIA effects. As shown below, $B$ is mainly related to the conduction band $k^3$ splitting while $C$ is the coefficient for the linear $k$ splitting in the valence band. No magnetic field effects will be included. For structures grown along the [001] direction, $C_2$, $C_4$ and $C_6'$ will not be needed because there is no shear stress. Finally, the effect of remote bands on the conduction effective mass will be neglected. This amounts to setting the $A'$ parameter to zero.

A. Analytical expressions for the bands close to the zone center

Starting from the full Hamiltonian shown in Appendix A analytical expressions for the bands near the zone center can be found. These are useful for finding measurable quantities such as effective masses and intraband splittings as a function of the model parameters. These expressions can also be useful when relating the parameters of the model to the parameters used in other families of $\mathbf{k} \cdot \mathbf{p}$ Hamiltonians. The effective masses as a function of the parameters can be found, for example, in Ref. 23.

Along [100], the dispersion relation to lowest order in $k$ for the heavy hole (HH) band is

$$E_{HH}(\mathbf{k}) = E_v + Ck_x,$$

while for the light hole (LH) band

$$E_{LH}(\mathbf{k}) = E_v - Ck_x,$$

where $E_v$ is the energy at the zone center. Note that each band along [100] is still doubly degenerate as required by the $T_d$ symmetry. In this case $C$ describes a linear splitting between the heavy and light holes. As a consequence of BIA the top of the valence band lies slightly away from $k = 0$. This has been experimentally observed\cite{24,25}.

Figure 1 shows the effect of the inclusion of the parameter $C$ in the HH and LH bands along [100] calculated from the numerical diagonalization of Eq. (A1). Clearly, the effect is not appreciable at normal scales of $k$ and energy. As shown in the inset, we need to look very close to the zone center to observe the effect of $C$. Note the very small value of the energies involved. Away from the zone center the bands with BIA effects recover the usual behavior except for some additional splitting present.

Along the [110] direction, the energy of the electrons in the CB as a function of the wavevector $\mathbf{k}$ is, up to third

| Material   | Band Gap (eV) | $\gamma_c$ (eVÅ$^2$) |
|------------|---------------|-----------------------|
| GaAs       | 1.52          | 25.5                  |
| InP        | 1.42          | 8.5                   |
| GaSb       | 0.81          | 186.3                 |
| InAs       | 0.418         | 130                   |
| InSb       | 0.235         | 226.8                 |

*Adapted from Ref. 4
*Ref. 21

TABLE I: Band Gap and $\gamma_c$ for selected III-Vs.
order,

\[ E_{CB}(\mathbf{k}) = E_g + \frac{\hbar^2 k^2}{2m^*_C} + \frac{\gamma_c k^3}{3}, \tag{5} \]

with \( m^*_C \) being the conduction band effective mass, and the \( k^3 \) splitting coefficient \( \gamma_c \) given, in terms of the model parameters, by

\[ \gamma_c = \frac{P}{3} \frac{2BE_g \Delta_{SO} - \sqrt{3}CP (E_g + \Delta_{SO})}{E_g^2 (E_g + \Delta_{SO})} \tag{6} \]

It is easy to show that the contribution to \( \gamma_c \) of the part containing \( C \) is only about 4\% for InSb and InAs. That contribution goes down to about 0.3\% for GaAs and AlAs, and it drops to a mere 0.03\% for GaSb. Therefore, it is a good approximation to consider that all the splitting in the conduction band is due to the nonvanishing bulk inversion parameter \( B \). Then, if \( C \) is neglected, the result of Eppenga et al.\footnote{Ref. 14} for the expression of \( \gamma_c \) is recovered. Note that, in order to turn off BIA effects, both parameters \( B \) and \( C \) need to be set to zero.

As in the [100] case, the inclusion of \( C \) changes the characteristics of the bands very close to the \( \Gamma \) point. Again, it provides them with a small linear component. But, in contrast to the [100] case, here the HH and LH bands are not doubly degenerate. The linear splittings \( \Delta_{LH}[\{110\}] \) and \( \Delta_{HH}[\{110\}] \) turn out to be the same for both HH and LH bands, and are given by

\[ \Delta_{HH}[\{110\}] = \Delta_{LH}[\{110\}] = \sqrt{3}Ck. \tag{7} \]

This result is slightly different from the one indicated in Eq. (7.5) of Ref.\footnote{Ref. 14} A numerical diagonalization of the Hamiltonian has been performed to check the validity of Eq. (6). The discrepancy arises because the splittings in Ref.\footnote{Ref. 14} are valid in the region where the quadratic (effective mass) splitting predominates, while the result obtained here is valid in the region where the linear splitting dominates.
The SO band also presents $k^3$ splitting $\Delta_{SO} [110]$, proportional to the B parameter only:

$$\Delta_{SO} [110] = \frac{2BP}{3(Eg + \Delta_{SO})} k^3.$$  (8)

Along [111], in the region where the linear splitting dominates, the heavy hole (HH) band has the dispersion relation

$$E_{HH} (k) = E_c \pm \sqrt{2Ck} - \frac{\hbar^2 k^2}{2m_e} (\gamma_1 L - 2\gamma_3 L) + O(k^4),$$  (9)

while for the light holes

$$E_{LH} (k) = E_c - \frac{\hbar^2 k^2}{2m_e} (\gamma_1 L + 2\gamma_3 L) + O(k^4).$$  (10)

The light hole, conduction and split-off bands are degenerate along the [111] direction, as can also be deduced by group theory arguments. The linear splitting obtained for the heavy holes agrees with the result of Cardona et al.\textsuperscript{4}.

B. Bulk bands and spin behavior

An example of bulk bands computed using the Hamiltonian with the full symmetry can be seen in Fig. 2(a), which shows the band structure of GaSb along the [110] direction. For this direction, all bands are spin split except at the $\Gamma$ point. Plot b) shows the energy splitting of the CB states as a function of $k$. Close to the zone center, the splitting follows the behavior described in Eq. (5), with $\gamma_c$ taken to be the experimental value. In this case, it is seen that the usual 2-band Hamiltonian model [see Eq. (11)] below] can describe the $k^3$ splitting with good accuracy up to 2.5% of the zone boundary.

This $k^3$ splitting can also be predicted by the methods described in Refs. 27,28. Going up to order 3 in the

combinations of components of $k$ and constructing an invariant 2-band Hamiltonian for the conduction band, it is found that the Hamiltonian will include the following term breaking the spin degeneracy:\textsuperscript{31}

$$H_{k^3} = \gamma_c [\sigma_x k_x (k_y^2 - k_z^2) + \text{cyclic permutations}].$$  (11)

The two band Hamiltonian in Eq. (11) also predicts the direction where the split spins will be pointing. For example, it is easily seen from the previous equation that if $k = (1, \delta, 0)$, with $\delta$ a positive infinitesimal, the spin will point along the $+y$ direction. Similarly, symmetry requires the spin to point along $(-1, 1, 0)$ or $(1, -1, 0)$ for $k$ along the [110] direction. This is indeed obtained in the numerical diagonalization of the Hamiltonian including the BIA effects, as seen in Fig. 3. That figure shows a circular sweep in $k$ space with $k_z = 0$. The arrows represent the direction towards which the spin of the lowest conduction subband states is pointing. The horizontal axis represents $k_x$, while the vertical axis indicates the $k_y$ component of the state. The states belonging to the $\langle 100 \rangle$ directions are spin degenerate; therefore, no spin direction is given for them in Fig. 2.

C. Interface conditions and Hermiticity in the FDM

In Appendix B we describe the Finite Difference Method (FDM) we use to find the heterostructure bands and eigenstates. This method transforms the EMA set of coupled ordinary differential equations into the eigenvalue problem shown in Eq. (C9).

The hermiticity of the discretized Hamiltonian operator in Eq. (C9) is ensured if $H_{i,i+1} = H_{i+1,i}$. Since the $H^{(j)}$’s are themselves Hermitian, an inspection of Eqs. (C10)-(C12) shows that this is indeed the case. It
is also clearly seen that the introduction of quantum well or superlattice boundary conditions (BCs) doesn’t affect the Hermiticity of the Hamiltonian.

There exist in the literature several proposals on what are the correct quantities to match at the interface between two materials. Most of them require the continuity of the envelope function and a quantity that has the general form:

\[ [A \partial_z + B] F \]  

(12)

where the matrices \( A \) and \( B \) take different values depending on the author. Using the finite difference formulae Eqs. (C6)-(C7), the continuity of Eq. (12) can be written in a form similar to Eq. (C8):

\[
H_{2,1} F_1 + H_{2,2} F_2 + H_{2,3} F_3 = 0
\]

(13)

where the subindexes \( i, j \) are referred to the mesh points in Fig. 4 and the \( H_{i,j} \) are given by

\[
H_{2,1} = \frac{A^L - A^R}{4 \Delta_z}, \quad H_{2,2} = B^L - B^R, \quad H_{2,3} = -\frac{A^L - A^R}{4 \Delta_z},
\]

(14)

with \( L \) (\( R \)) meaning the material at the left (right) of the interface. Isolating \( F_2 \) from Eq. (13) and plugging it into the corresponding equations for the \( F_i \)'s, one obtains

\[
H_{1,0} F_0 + (H_{1,1} - H_{1,2} H_{2,1}^{-1} H_{2,1}) F_1 - H_{1,2} H_{2,2}^{-1} H_{2,3} F_3 = E F_1
\]

(15)

\[
-H_{3,2} H_{2,2}^{-1} H_{2,1} F_1 + (H_{3,3} - H_{3,2} H_{2,2}^{-1} H_{2,3}) F_3 + H_{3,4} F_4 = E F_4
\]

(16)

Now, in order to preserve the Hermiticity of the discretized Hamiltonian, one should have

\[
H_{2,3}^\dagger = H_{3,2}, \quad H_{2,1}^\dagger = H_{1,2}.
\]

(17)

However, looking at Eqs. (16) and Eqs. (C10)-(C12), one sees that the requirements in Eq. (17) are not satisfied by the discretized version of the interface conditions.

From this it must be concluded that the enforcement of interface conditions of the form (12) is not possible if the Hermiticity of the Hamiltonian is to be preserved, and that Eqs. (C10)-(C12) must be used instead for all mesh points.

D. Symmetry group of the discretized Hamiltonian

For the rest of this article, we will refer to “symmetric” and “asymmetric” heterostructures, mainly quantum wells (QWs). Here, “symmetric” will be taken to mean that the sequence of materials and their respective thicknesses are left unchanged under the inversion operation (i.e., they are macroscopically symmetric). Thus, an AlSb/InAs/AlSb QW is called symmetric, while an AlSb/InAs/GaSb/AlSb QW is called asymmetric. This definition is made in order to avoid confusion with the microscopic symmetry—that is, the symmetry group of the QW. All asymmetric [001] heterostructures made from zincblende are described by the \( C_{2v} \) point group. On the other hand, symmetric [001] QWs can belong to either the \( C_{2v} \) or the \( D_{2d} \) symmetry groups depending on an interplay of characteristics such as the parity of the number of monolayers, the existence of a common atom in the constituent or the presence of a supplementary half-layer.

The symmetry group of the discretized Hamiltonian in Eq. (C9) can be found by verifying that all operations \( g \) of the \( I_d \) point group satisfy the relationship

\[
D^{-1}(g) H(k_\parallel) D(g) = H(g^{-1}k_\parallel),
\]

(18)

where \( D(g) \) is the representation of the \( g \) operator in the basis of the discretized Hamiltonian \( H(k_\parallel) \), and \( k_\parallel = (k_x, k_y) \). This tedious procedure can be done with the help of computer software, such as Mathematica, which automates algebraic manipulations. It is seen that the EMA Hamiltonian corresponding to symmetric structures transforms according to \( D_{2d} \), while for asymmetric structures it transforms according to \( C_{2v} \). This is in contrast to the majority of EMA implementations, which lack the inclusion of bulk inversion asymmetry effects and reproduce an approximate \( D_{4h} \) symmetry for symmetric structures.

Tables III and IV show the requirements that the underlying symmetry of the atom arrangement imposes on

| Point/Line | Point Group Symmetry | Spin Splitting | Spin directions |
|------------|----------------------|---------------|----------------|
| \( \Gamma \) | \( D_{2d} \) | No | \( [100],[100] \) |
| \( \Delta \) | \( [100] \) | \( C_2 \) | Yes | \( [100],[100] \) |
| \( \Sigma \) | \( [110] \) | \( C_4 \) | Yes | \( [110],[110] \) |
| Other points | \( C_1 \) | Yes | Undetermined |

TABLE III: Symmetry requirements on spin splitting and directions for points in the \( k_z - k_y \) plane in a \( D_{2d} \) structure.
an arrangement as in a) in the EMA would yield

FIG. 5: Layer arrangements for a no-common-atom quantum case, even though the species participating at the bond having an odd number of monolayers. In that

the spin degeneracy of the energy levels and the direction where the spins are pointing in case the levels are not degenerate. Note that, for a structure with $D_{2d}$ symmetry (i.e., BIA effects only) the bands along [100] must be split even though there is no splitting along [100] for bulk zincblende.

Although the $\mathbf{k} \cdot \mathbf{p}$ method is not designed taking into account the interface characteristics of no-common-atom (NCA) heterostructures, it is possible in some situations to modify the simulated structure to obtain at least the right symmetry effects. Figure 5.a) shows a NCA quantum well. The way that the boundaries of the layers are set up, the well would be symmetric and, therefore, the Hamiltonian would have $D_{2d}$ symmetry instead of the $C_{2v}$ corresponding to the asymmetric interface bonds. However, the material boundaries in the $\mathbf{k} \cdot \mathbf{p}$ method are arbitrary to half a monolayer. As seen in Fig. 5.b), a simple rearrangement of the material boundaries reproduces the asymmetry in the bonds and allows us to take into account, at least qualitatively, the effects of the lower symmetry.

The only case that cannot be modeled through these rearrangements is when a common atom structure, such as an AlAs/GaAs/AlAs QW, has $C_{2v}$ symmetry due to the well having an odd number of monolayers. In that case, even though the species participating at the bond

at the interface are the same, there is an asymmetry in the bond orientation, which the present EMA method cannot take into account.

With the control that the proposed model allows over the symmetry of the Hamiltonian, it is possible to use the EMA in studies of the spin splitting appearing in heterostructures. Thus one can delineate the role of bulk inversion asymmetry vs. structure inversion asymmetry, layer asymmetry vs. interface asymmetry, etc. This model also provides a straightforward and easy to implement tool for studying reduced symmetry effects, such as the presence of optical anisotropy and the mixing of heavy hole and light hole states at the zone center in QWs and superlattices. Some of these works have followed the alternative approach of introducing interface parameters to describe the lowering of symmetry respect to the standard EMA formalism. In these cases interface asymmetry effects are well described, but BIA is not accounted for.

### III. BULK INVERSION ASYMMETRY EFFECTS ON SYMMETRIC QUANTUM WELLS

In this section, the methods described in Sec. II will be used to calculate the electronic properties of a symmetric quantum well. In particular, focus will fall on AlSb/GaSb/AlSb quantum wells. However, some of the results derived are a consequence of the underlying symmetry of the structure rather than the constituents themselves. Therefore, these particular results will illustrate general considerations.

#### A. SQWs without BIA terms

Figure 6 shows the band structures along the [100] and the [110] directions of a common atom AlSb/GaSb/AlSb symmetric quantum well (SQW) grown along the [001] direction and with a well thickness of 8 monolayers (24.4 Å). Since no inversion asymmetry effects are included, the bands show Kramers degeneracy throughout the Brillouin zone and the quantization axes of the spins are not unambiguously defined.

The labels E1, HH1, LH1 and HH2 shown in the plots correspond to the first electron, first heavy hole, first light hole and second heavy hole states in the QW respectively. They refer to the main bulk state contribution at $k = 0$. For a well without BIA terms and in the zone center, the heavy holes decouple from the rest of the bands, and the HHn states have only bulk heavy hole components. This is in contrast to the En (LHn) bands, which have small bulk light hole (electron) and split off contributions even at the zone center due to the loss of translational symmetry along [001] caused by the well potential.

| Point/Line | Point Group | Symmetry | Spin Splitting | Spin directions |
|------------|-------------|----------|----------------|-----------------|
| Γ [001]    | $C_{2v}$    | No       |                | Undetermined    |
| Δ [100]    | $C_1$       | Yes      |                | Undetermined    |
| Σ [110]    | $C_s$       | Yes      | $[110],[110]$  |                 |
| Other points | $C_1$     | Yes      |                | Undetermined    |

TABLE IV: As in Table III for a $C_{2v}$ structure.
However, looking at the wavefunction for the HH1 state (even) mix with the LH odd states lose their pure bulk heavy hole character and, in particular, the HHeven (HHodd) mix with the LHodd (HHeven). However, looking at the wavefunction for the HH1 state of the structure in Fig. 7, it can be seen that the contribution from bulk components other than the HH to the probability density is about 8 orders of magnitude less than the heavy hole contribution.

Figure 8 shows the linear behavior and the isotropy of the conduction subband spin splitting close to the zone center. Plot a) shows the dependence of the spin splitting in the CB along the [100] line. It is seen that the splitting is linear close to the Γ point, with a proportionality coefficient of $\alpha_{BIA} = 22 \times 10^{-10}$ eV·cm, where the splitting is

$$\Delta_{BIA} = 2\alpha_{BIA} k.$$  \hspace{1cm} (19)

Although there is an isotropic linear spin splitting, this must not be confused with the Rashba splitting. Bychkov and Rashba introduced a splitting coefficient $\alpha_R$ in the context of asymmetric quantum wells. The splitting studied there is derived from a model Hamiltonian that describes only structural inversion asymmetry (SIA) effects, but not bulk inversion asymmetry. As a consequence, the spin directions that they predict don’t apply to the SQW situation (cf. Sec. V).

The computed $\alpha_{BIA}$ for this structure is about half of some of the highest predicted Rashba coefficients for asymmetric structures where only SIA contributions are taken into account. This shows that BIA effects need to be carefully studied before neglecting them in a calculation.

A model Hamiltonian for spins in the conduction subbands of SQWs in the same spirit as the Rashba Hamiltonian was obtained by de Andrada e Silva:

$$H = \alpha_{BIA} \left( \sigma_x k_x - \sigma_y k_y \right),$$  \hspace{1cm} (20)

where $\sigma$ are the Pauli matrices, $\alpha_{BIA} = -\langle F_s; k_x, k_y | \gamma_1 \partial_x^2 | F_s; k_x, k_y \rangle$ and $|F_s; k_x, k_y \rangle$ is the envelope function corresponding to the electron traveling in the plane with wavevector $k_x, k_y$.

The behavior of the spins when BIA terms are included is very interesting. Figure 8 shows the spin directions of...
the eigenstates of the lowest conduction subband from our calculations. The spin directions are shown for a circular sweep in the \( k_x - k_y \) plane keeping \( k = 0.01 \text{ Å} \). The directions of the spins agree with what would be predicted from Eq. (20). The spins at a given point in the \( k_x - k_y \) plane point in opposite directions for the two subbands. Note that in a given subband, although the \( x \) and \( y \) axes are equivalent, in one of the axes the spin points outward while in the other it points inward. The explanation lies in the way that the \( x \) and \( y \) axes are connected and in the fact that spinors don’t change sign under inversion. For a QW with \( D_2d \) symmetry, the \( x \) and \( y \) axes are equivalent through a reflection by the plane containing the \[001\] and \[110\] directions. The reflection by this plane can be thought of as a rotation of 180° along the \[\bar{1}10\] direction followed by an inversion. Starting with a state with \( k_y \) component only \(|k_y, \uparrow\rangle\) (spin pointing outward), the rotation will send it to \(|-k_x, \uparrow\rangle\) (still outward). Then, the inversion will flip \( k \), but not the spin, sending the state to \(|k_x, \uparrow\rangle\) (spin pointing inward).

IV. BULK INVERSION ASYMMETRY EFFECTS ON ASYMMETRIC QUANTUM WELLS

In this section the structure under study will be an AlSb/InAs/GaSb/AlSb asymmetric quantum well (AQW) grown along the \[001\] direction compliant with a GaSb substrate. The thickness of the InAs and GaSb layers is 8 monolayers (ML) each, with a monolayer thickness of 3.048 Å.

A. AQWs without BIA terms

Figure 10 shows the band structure along the \[100\] and the \[110\] directions of the AQW without the inclusion of BIA terms. The structural inversion asymmetry (SIA) reduces the symmetry group from \( D_4h \) to \( C_2v \), and a spin splitting appears between the conduction subbands. The splitting due to SIA effects is usually modeled using a Hamiltonian first introduced by Bychkov and Rashba:

\[
H_R = \alpha_R (\sigma \times k) \cdot \nu,
\]

where \( \alpha_R \) is the Rashba coefficient, \( \sigma \) is a vector composed of the Pauli matrices and \( \nu \) is the axis of symmetry of the structure. This Hamiltonian is valid for describing the SIA contributions close to the zone center. It predicts a linear and isotropic splitting

\[
\Delta_R = 2\alpha_R k,
\]

where \( k \) is the magnitude of the electron wavevector. It also predicts that the spins will point tangentially to the circles of constant \( k \) in the \( k_x - k_y \) plane, which is verified by numerical calculations (see Fig. 11).

B. AQWs with BIA terms

The band structure for the asymmetric quantum well (AQW) under study with BIA effects is shown in Fig. 12. The effects of inversion asymmetry are highly anisotropic in bulk, and this reflects on the directional dependence of the bands. Comparing with Fig. 10, it is seen that...
the inequivalency of the \[\{110\}\] and \[\bar{110}\] splitting, with BIA, along \[\bar{110}\] splitting along \[\{110\}\] is much smaller when BIA effects are included. In particular, note that the LH1 splitting due to the BIA effects are necessary to obtain accurate bands in the \[\{110\}\] direction. In particular, note that the LH1 splitting along \[\{110\}\] is much smaller when BIA effects are included. However, we should point out that the LH1 splitting, with BIA, along \[\bar{110}\] becomes much larger due to the inequivalency of the \[\{110\}\] and \[\bar{110}\] under the \[C_{2v}\] point group.

The inclusion of the Hamiltonian (21) keeps the analysis of the combined BIA and SIA effects quite simple. For a \[001\] structure, the SIA and BIA contributions to the splitting can be described by a Hamiltonian \(H_{1A}\) made from the addition of Eq. (21) and Eq. (22):

\[
H_{1A} = \alpha_{SIA} (\sigma_x k_x - \sigma_y k_y) + \alpha_{R} (\sigma_x k_y + \sigma_y k_x),
\]

(23)

where \(\alpha_{SIA}\) is the coefficient describing the SIA effects. From here, making an analogy with the Zeeman splitting, it is easy to find that the splitting in the conduction band (CB) close to the zone center will be

\[
\Delta_{1A} = 2k \sqrt{\alpha_{SIA}^2 + 2 \alpha_{R} \alpha_{BIA} \sin 2\theta + \alpha_{BIA}^2},
\]

(24)

where \(\theta\) is the in-plane polar angle.

A full 8-band numerical calculation of the splitting along a circle in the \(k_x - k_y\) plane and the 2-band prediction from expression (24) are shown in Fig. 13. The values from the analytic expression show very good agreement with the numerical results from our 8-band implementation. The numerical results are fitted with \(\alpha_{SIA} = 40.3 \times 10^{-10} \text{ eV cm}\) and \(\alpha_{BIA} = 15.0 \times 10^{-10} \text{ eV cm}\). This way the BIA effects are quantified, and it must be concluded that they need to be taken into account for an accurate description of the bands. This is clearly so in the \[\{110\}\] direction, where the contributions are added linearly, but it is also true in a lesser degree in the \[\{100\}\] direction, where the contributions are added quadratically. This also has a clear effect on the theory of extraction of the Rashba coefficient from Shubnikov-de Haas measurements in two-dimensional electron gases (2DEGs), where BIA effects have been usually neglected.

For a quantum well where the 2-band model is valid, the BIA splitting coefficient for the CB can be estimated with

\[
\alpha_{BIA} \approx \frac{\gamma_{eW}}{L_{W}^3},
\]

(25)

where \(\gamma_{eW}\) and \(L_{W}^3\) are the \(k^3\) splitting coefficient of the CB and the thickness of the layer where the electrons are
confined respectively. This estimate will become more accurate as the well becomes thicker. From this expression and Eq. (1) it is readily seen that BIA effects will be considerable when the material in the well layer has a low bandgap and high spin-orbit interaction, such as InAs, GaSb and InSb (cf. Table I) and in a narrow well. So, it has been seen that, a priori, it is not possible to consider only SIA effects for an asymmetric structure even if the constituents are low bandgap materials. The statement has been seen that, a priori, it is not possible to consider only SIA effects for an asymmetric structure even if the constituents are low bandgap materials. The statement only SIA effects for an asymmetric structure even if the constituents are low bandgap materials. Therefore, an accurate description of the bands will require the inclusion of both effects.

FIG. 14: Spin directions for the lower conduction subband of an AlSb/InAs/GaSb/AlSb AQW with BIA effects. The spins are plot at 15° of Lommer constituents are low bandgap materials. The statement only SIA effects for an asymmetric structure even if the constituents are low bandgap materials. Therefore, an accurate description of the bands will require the inclusion of both effects.
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APPENDIX A: EXPLICIT FORM OF THE 8-BAND \textbf{k} \cdot \textbf{p} HAMILTONIAN

The 8-band \textbf{k} \cdot \textbf{p} Hamiltonian derived by Trebin \textit{et al.} has been constructed using the theory of invariants and thus it correctly describes the \textit{T}\textsubscript{d} symmetry of bulk zincblendes. In particular, it includes terms breaking the spin degeneracy of the bands at a general point in the Brillouin zone, making it ideal for the study of inversion asymmetry effects. It also accounts for the effects of strain and an external magnetic field.

Although the Hamiltonian is explicitly shown in Ref. \textit{[24]}, it is rewritten here for completeness and to correct two typographical errors. In order to minimize the probability of introducing hard-to-detect errors in the definition of the matrix elements, the Hamiltonian was first entered in Mathematica,\textsuperscript{[4]} From there, the appropriate C code for each matrix element was generated automatically with the instruction \texttt{CForm}. This method also has the advantage that it allows the algebraic operation of the Hamiltonian to find analytical forms for the dispersion relation very near the zone center (cf. Sec. II A).

The 8-band \textbf{k} \cdot \textbf{p} Hamiltonian will be expressed in the basis \{\textit{Γ}_6, +\frac{1}{2}, \textit{Γ}_6, −\frac{1}{2}, \textit{Γ}_8, +\frac{1}{2}, \textit{Γ}_8, −\frac{1}{2}, \textit{Γ}_8, −\frac{1}{2}, \textit{Γ}_7, +\frac{1}{2}, \textit{Γ}_7, −\frac{1}{2}\}. It can be written in a
Ref. 26 must also be corrected: The last equation in the group (A3) of 
et al.
corrected here. The matrices $U$, $H^c$, $H^v$, $H^{cs}$, $H^{ss}$ are simply given by $U_i = T_i^d$. 

The constituent blocks of the Hamiltonian are shown in Table V. The phases of the wavefunctions and the prefactors in Table V are chosen in a way that all the parameters are real. The $\sigma$ and the $\rho$ matrices are the Pauli matrices; the $T$ matrices are given by

$$T_x = \frac{1}{3\sqrt{2}} \begin{pmatrix} -\sqrt{3} & 0 & 1 \\ 0 & -1 & 0 \\ 1 & -1 & 0 \end{pmatrix}$$
$$T_y = \frac{1}{3\sqrt{2}} \begin{pmatrix} \sqrt{3} & 0 & 1 \\ 0 & 1 & 0 \\ -1 & -1 & 0 \end{pmatrix}$$
$$T_z = \frac{\sqrt{3}}{3} \begin{pmatrix} 0 & 1 & 0 \\ 0 & -1 & 0 \\ -1 & 1 & 0 \end{pmatrix}$$

where, of course, $(H^{\alpha\beta})^\dagger = H^{\beta\alpha}$, $c$ refers to the two conduction band (CB) states, $v$ to the four heavy hole (HH) and light hole (LH) states and $s$ to the two spin-orbit split off (SO) states.

Table VI: Correspondence in basis functions for $O$ and $T_d$ in Table 83 of Ref. 56.

| $O$ | $T_d$ |
|-----|------|
| $\Gamma_8, -3/2$ | $\Gamma_8, +1/2$ |
| $\Gamma_8, -1/2$ | $\Gamma_8, +3/2$ |
| $\Gamma_8, +1/2$ | $\Gamma_8, -3/2$ |
| $\Gamma_8, +3/2$ | $\Gamma_8, -1/2$ |

The matrices $U$ are simply given by $U_i = T_i^d$.

Note that a typographical error in the matrix $T_{xx}$ in Table I of the original article by Trebin et al. has been corrected here. The last equation in the group (A3) of Ref. 26 must also be corrected:

$$X_{12} = -i \left( X_2^{(2)} - X_2^{(-2)} \right) / 2$$

APPENDIX B: BASIS STATE LABELS IN THE KDWS TABLES

There is another remark about a point that can lead to confusion. Koster et al. have developed a set of tables (KDWS tables) for the Clebsch-Gordan coefficients for point groups that are very helpful when constructing explicit subspace-invariant matrices or when checking the symmetry properties of the Hamiltonian. However, in
APPENDIX C: FINITE DIFFERENCE METHOD
SOLUTION OF THE EFFECTIVE MASS APPROXIMATION EQUATIONS

In this appendix we describe the computational method used to find the heterostructure bands and eigenstates. Following the Effective Mass Approximation (EMA) theory, the 8 band $k \cdot p$ Hamiltonian of Eq. (A1) is transformed into a set of eight linear, second order, ordinary differential equations. The appropriate boundary conditions are enforced and the equations are solved by means of a finite difference scheme.

1. EMA Hamiltonian

Starting from the usual $k \cdot p$ expansion of the wavefunction $\Psi_{k||} (r)$ as a linear combination of zone center Bloch states $u_{n0}$ modulated by a position dependent envelope $F_n(z)$ ($n$ is the band index):

$$\Psi_{k||} (r) = \sum_n e^{i k||r} F_n(z) u_{n0} (r),$$

the EMA prescription states that if $\Psi_{k||} (r)$ is the solution of

$$[H (k||, k_z; z) + U (z)] \Psi_{k||} (r) = E \Psi_{k||} (r),$$

then $F_n(z)$ will be the solution to

$$[H (k||, -i\partial_z; z) + U (z)] F(z) = E F(z),$$

where $k|| = k_x \hat{x} + k_y \hat{y}$ is the electron wavevector in the $k_x - k_y$ plane, $U (z)$ is an external potential that varies only in $z$ (the change of material as a function of $z$ is included in $H (k||, -i\partial_z; z)$) and $F (z)$ is a multicomponent vector constructed from the different $F_n(z)$’s. In an 8-band theory, $F$ would have 8 components, each one multiplying the conduction band (CB), heavy hole (HH), light hole (LH) and split off (SO) basis states.

On the other hand, the bulk $k \cdot p$ Hamiltonian can be expanded into its polynomial form for $k_z$ in the following manner:

$$H (k) = H^{(2)} (k_z) + H^{(1)} (k||) k_z + H^{(0)} (k||)$$

Putting together Eqs. (C3) and Eq. (C4), we must solve the following system of coupled differential equations to obtain the energies and eigenstates of the system:

$$-H^{(2)} \partial_z^2 - iH^{(1)} (k||) \partial_z + H^{(0)} (k||) + U(z) F(z) = E F(z).$$

2. The Finite Difference Method

There are several methods to solve numerically the system of coupled ordinary differential equations given by Eq. (C5), such as the transfer-matrix method [60], the finite element method [61], the basis expansion method [62], etc. In this study, the finite difference method (FDM) has been employed because of its conceptual simplicity, the ease of introduction of arbitrary fields, its ability to describe tunneling phenomena with only a few changes and its numerical stability with respect to the transfer-matrix method, which requires the truncation of growing exponential states.

In the finite difference method, the differential operators are first written in a Hermitian form and then substituted by their finite difference approximations over a discrete mesh (see Fig. 15) with $N$ points. Following Chuang and Chang [63], the following discretization scheme is used:

$$H^{(2)} (z) \partial_z^2 f \bigg|_{z_i} \rightarrow \partial_z \left( H^{(2)} (z) \partial_z f \right) \bigg|_{z_i} \approx \frac{H^{(2)} (z_i+1) + H^{(2)} (z_i)}{2(\Delta z)^2} f(z_i+1) - \frac{H^{(2)} (z_i+1) + 2H^{(2)} (z_i) + H^{(2)} (z_i-1)}{2(\Delta z)^2} f(z_i) + \frac{H^{(2)} (z_i-1) + H^{(2)} (z_i)}{2(\Delta z)^2} f(z_i-1)$$

$$-iH^{(1)} (z) \partial_z f \bigg|_{z_i} \rightarrow -\frac{i}{2} \left[ H^{(1)} (z) \partial_z f + \partial_z H^{(1)} (z) f \right] \bigg|_{z_i} \approx \frac{-iH^{(1)} (z_i+1) + H^{(1)} (z_i)}{4\Delta z} f(z_i+1) + \frac{iH^{(1)} (z_i-1) + H^{(1)} (z_i)}{4\Delta z} f(z_i-1)$$

where $\Delta z$ is the separation between the mesh points, and $z_i$ is the position of the $i$-th mesh point. 

...their Table 83 the values they show can be used as displayed for the \textit{O} point group, but for $T_d$ the values should be taken according to the lookup table for the basis state labels shown in Table VI.
Now, the application of the above equations to Eq. (C5) yields the following system of $N$ algebraic equations:

$$H_{i,i-1} F_{i-1} + H_{i,i} F_i + H_{i,i+1} F_{i+1} = E F_i \quad (C8)$$

where $F_i$ is the eight-vector containing the envelope function components corresponding to the $i$-th mesh point. This eigenproblem can be written in matrix form to better appreciate its sparse structure:

$$
\begin{pmatrix}
H_{0,0} & H_{0,1} & 0 & \ldots & \ldots & \ldots & \ldots & H_{0,-1} \\
H_{1,0} & H_{1,1} & H_{1,2} & 0 & \ldots & \ldots & \ldots & 0 \\
0 & H_{2,1} & H_{2,2} & H_{2,3} & 0 & \ldots & \ldots & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
0 & \ldots & \ldots & 0 & H_{N-2,N-3} & H_{N-2,N-2} & H_{N-2,N-1} & \ldots \\
H_{N-1,N} & 0 & \ldots & \ldots & 0 & H_{N-1,N-2} & H_{N-1,N-1} & \ldots \\
\end{pmatrix}
F = E F \quad (C9)
$$

where $F$ is a column vector composed of the different $F_i$’s.

The resulting discretized $8 \times 8$ Hamiltonian matrices will be valid for both inner and interface mesh points without further modification:

$$H_{i,i} = \frac{H_{i+1}^{(2)} + 2H_{i}^{(2)} + H_{i-1}^{(2)}}{2(\Delta z)^2} + H_{i}^{(0)} + U_i \quad (C10)$$

$$H_{i,i+1} = -\frac{H_{i+1}^{(2)} + H_{i}^{(2)}}{2(\Delta z)^2} - \frac{H_{i+1}^{(1)} + H_{i}^{(1)}}{4\Delta z} \quad (C11)$$

$$H_{i,i-1} = -\frac{H_{i-1}^{(2)} + H_{i}^{(2)}}{2(\Delta z)^2} + \frac{H_{i-1}^{(1)} + H_{i}^{(1)}}{4\Delta z} \quad (C12)$$

$H_{0,-1}$ and $H_{N-1,N}$ in Eq. (C9) express the boundary conditions (BCs) of the problem. When studying a quantum well, the BCs are that the wavefunction must vanish far from the well region. This is accomplished by setting the barrier region wide enough, and requesting

$$F_{-1} = F_N = 0 \quad (C13)$$

which translates into

$$H_{0,-1} = H_{N-1,N} = 0 \quad (C14)$$

When finding the energies and states of a superlattice, the Bloch BCs apply, and the envelope function is requested to have the supercell periodicity $d$, modulated by a phase:

$$F_N = e^{iqd} F_0 \quad \Rightarrow \quad H_{N-1,N} = e^{iqd} H_{N-2,N-1} \quad (C15)$$

$$F_{-1} = e^{-iqd} F_{N-1} \quad \Rightarrow \quad H_{0,-1} = e^{-iqd} H_{1,0} \quad (C16)$$

where $q$ is the electron wavevector along the $z$ direction, and it has been assumed that the same material is at mesh points 0 and $N - 1$. 

FIG. 15: Schematic of the structure under study, with points separating the monolayers, and mesh used when solving the Effective Mass Approximation equations. The mesh points need not coincide with the monolayer boundaries.
