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Abstract—Federated learning (FL) enables distributed resource-constrained devices to jointly train shared models while keeping the training data local for privacy purposes. Vertical FL (VFL), which allows each client to collect partial features, has attracted intensive research efforts recently. We identified the main challenges that existing VFL frameworks are facing: the server needs to communicate gradients with the clients for each training step, incurring high communication cost that leads to rapid consumption of privacy budgets. To address these challenges, in this paper, we introduce a VFL framework with multiple heads (VIM), which takes the separate contribution of each client into account, and enables an efficient decomposition of the VFL optimization objective to sub-objectives that can be iteratively tackled by the server and the clients on their own. In particular, we propose an Alternating Direction Method of Multipliers (ADMM)-based method to solve our optimization problem, which allows clients to conduct multiple local updates before communication, and thus reduces the communication cost and leads to better performance under differential privacy (DP). We provide the client-level DP mechanism for our framework to protect user privacy. Moreover, we show that a byproduct of VIM is that the weights of learned heads reflect the importance of local clients. We conduct extensive evaluations and show that on four vertical FL datasets, VIM achieves significantly higher performance and faster convergence compared with the state-of-the-art. We also explicitly evaluate the importance of local clients and show that VIM enables functionalities such as client-level explanation and client denoising. We hope this work will shed light on a new way of effective VFL training and understanding.

1I. INTRODUCTION

Federated learning (FL) has enabled large-scale training with data privacy guarantees on distributed data for different applications [80, 8, 31, 79, 77]. In general, FL can be categorized into Horizontal FL (HFL) [52] where data samples are distributed across clients, and Vertical FL (VFL) [77] where features of the samples are partitioned across clients and the labels are usually owned by the server (or the active party in two-party setting [32]). In particular, VFL allows clients with partial information of the same dataset to jointly train the model, which leads to many real-world applications [36, 77, 31]. For instance, a patient may go to different types of healthcare providers, such as dental clinics and pharmacies for different purposes, and therefore it is important for different healthcare providers (i.e., VFL clients/data owners/organizations) to “share” their information about the same patient (i.e., partial features of the same sample) to better model the health condition of the patient. In addition, nowadays multimodal data has been ubiquitous, while usually, each client is only able to collect one or a few data modalities due to resource limitations. Therefore, VFL provides an effective way to allow such clients to train a model leveraging information from different data modalities jointly.

Despite the importance and practicality of VFL, the state-of-the-art (SOTA) VFL frameworks suffer from notable weaknesses: since the clients own the local features and the server holds the whole labels, the server needs to calculate training loss based on the labels and then send gradients to clients for each training step to update their local models [70, 12, 40], which incurs high communication cost and leads to potential rapid consumption of the privacy budget.

To solve the above challenges, in this work, we propose an efficient VFL optimization framework with multiple heads (VIM), where each head corresponds to one local client. VIM takes the individual contribution of clients into consideration and facilitates a thorough decomposition of the VFL optimization problem into multiple subproblems that can be iteratively solved by the server and the clients. In particular, we propose an Alternating Direction Method of Multipliers (ADMM) [7]-based method that splits the overall VIM optimization objective into smaller sub-objectives, and the clients can conduct multiple local updates w.r.t their local objectives at each communication round with the coordination of ADMM-related variables. This leads to faster model convergence and significantly reduces the communication cost, which is crucial to preserve privacy because the privacy cost of clients increases when the number of communication rounds increases [1, 53], due to the continuous transmission of sensitive local information. We consider two typical VFL settings: with model splitting (i.e., clients host partial models) and without model splitting (i.e., clients hold the entire model). Under with model splitting setting, we propose an ADMM-based algorithm VIMADMM under VIM framework. Compared to gradient-based methods, VIMADMM not only reduces communication frequency but also reduces the
TABLE I: Comparison between our work and existing VFL studies.

| VFL Setup         | Method       | Support DNN | Support N > 2 parties | Labels only held by one party | Support multiple local updates | Privacy guarantee |
|-------------------|--------------|-------------|------------------------|-------------------------------|-------------------------------|-------------------|
| w/ model splitting| VFL [12], VFL-PBE [68] | ✓           | ✓                      | ✓                             | ×                             | ✓                 |
|                   | Split Learning [30] | ✓           | ✓                      | ✓                             | ×                             | ✓                 |
|                   | FedBCD [48]   | ✓           | ✓                      | ✓                             | ×                             | ✓                 |
|                   | CELU-VFL      | ✓           | ✓                      | ×                             | ×                             | ✓                 |
|                   | Flex-VFL [10] | ✓           | ✓                      | ×                             | ×                             | ✓                 |
|                   | VIMADMM (Ours) | ✓           | ✓                      | ×                             | ×                             | ✓                 |
| w/o model splitting| Fu et al. [25], FDML [36] | ✓           | ✓                      | ×                             | ×                             | ✓                 |
|                   | AdvVFL [83], CAPE [39] | ✓           | ✓                      | ×                             | ×                             | ✓                 |
|                   | Linear-ADMM [35] | ×           | ✓                      | ×                             | ×                             | ✓                 |
|                   | VIMADMM-J (Ours) | ✓           | ✓                      | ×                             | ×                             | ✓                 |

dimensionality by only exchanging ADMM-related variables. We provide convergence analysis for VIMADMM and prove that it can converge to stationary points with mild assumptions. With modifications of communication strategies and updating rules for servers and clients, we extend VIMADMM to the without model splitting setting and introduce VIMADMM-J. Under both settings, to further protect the privacy of the local features held by clients, we introduce privacy mechanisms that clip and perturb local outputs to satisfy client-level differential privacy (DP) [20, 19, 21, 52] and prove the DP guarantees. Moreover, we offer a basic solution to separately protect the privacy of labels owned by server, leveraging the established label-DP mechanism ALIBI [51] that perturbs the labels. Finally, we show that a byproduct of VIM is that the weights of learned heads reflect the importance of local clients, which enables functionalities such as client-level explanation, client denoising, and client summarization. Our main contributions are:

- We propose an efficient and effective VFL optimization framework with multiple heads (VIM). To solve our optimization problem, we propose an ADMM-based method, VIMADMM, which reduces communication costs by allowing multiple local updates at each step.

- We theoretically analyze the convergence of VIMADMM and prove that it can converge to stationary points.

- We introduce the client-level DP mechanism for our VIM framework and prove its privacy guarantees.

- We conduct extensive experiments on four diverse datasets (i.e., MNIST, CIFAR, NUS-WIDE, and ModelNet40), and show that ADMM-based algorithms under VIM converge faster, achieve higher accuracy, and remain higher utility under client-level DP and label DP than four existing VFL frameworks.

- We evaluate our client-level explanation under VIM based on the weights norm of the heads, and demonstrate the functionalities it enables such as clients denoising and summarization.

II. RELATED WORK

a) Vertical Federated Learning: VFL has been well studied for simple models including trees [13, 74], kernel models [30], and linear and logistic regression [32, 78, 84, 24, 35, 46]. For instance, Hardy et al. [32] propose secure logistic regression for two-party VFL with homomorphic encryption [64, 28] and multiparty computation [4, 6]. However, a limitation of these methods is the performance constraint associated with the logistic regression. Subsequent research has expanded the scope of VFL to encompass Deep Neural Networks (DNNs), facilitating VFL training with a larger number of clients and on large-scale models and datasets. For DNNs, there are two popular VFL settings: with model splitting [70, 40, 12] and without model splitting [36, 39].

In the with model splitting setting, Split Learning [70] is the first related paradigm, where each client trains a partial network up to a cut layer, the server concatenates local activations and trains the rest of the network. VFL [12] is proposed for asynchronous VFL where the server averages the local embeddings and sends gradients back to clients to update local models. However, such embedding averaging might lose the unique properties of each client. FedMVT [40] focuses on the semi-supervised VFL with multi-view learning. C-VFL [11] proposes embedding compression techniques to improve communication efficiency. However, we note that these methods [70, 12, 40, 11] still require the communication of gradients (w.r.t embeddings) from server to the client at each training step, leading to high communication frequency and communication cost before convergence. Recent research efforts have sought to reduce VFL communication frequency by allowing clients to make multiple local updates at each round. Particularly, in FedBCD [48], after obtaining gradients from the server, clients update local models using the same stale gradients for multiple steps. Building upon this, CELU-VFL [26] enhances the performance of FedBCD by caching stale gradients from earlier rounds and reusing them to estimate better model gradients at current round. Nonetheless, it is limited to supporting only two clients (party A and B, with B holding the labels) and cannot be directly extended to scenarios with more than two parties, as our study considers (specifically, it lacks a design to aggregate information from more parties). On another note, Flex-VFL [10] allows each party to undergo a different number of local updates constrained by a set timeout for every round. Yet, it assumes that clients possess copies of labels and receive local embeddings from other clients, enabling them to compute local gradients independently for multi-step local updates. In contrast, we propose an ADMM-based framework that enables multiple local updates and assumes that only the server possesses labels, which cannot be shared with other clients due to privacy restriction [25].

For VFL without model splitting setting, each client submits local logits to the server, who then averages over the logits and send gradients w.r.t logits back to clients, as detailed in Fu et al. [25]. Several other approaches assume that the server shares both labels and aggregated logits with the clients, enabling them to locally compute the gradient [36, 83]. FDML [36] performs one step of local update at each round for asynchronous and
distributed SGD. Considering that certain clients might have slower local computation speeds, AdaVFL [83] optimizes the number of local updates for each client at each round to minimize overall time. Meanwhile, CAFE [39] directly applies FedAvg [52] from Horizonta FL to VFL where all clients possess the labels and can exchange the model parameters with others for model aggregation. This deviates from the standard VFL setup where only the server retains the label and local models cannot be shared owing to privacy implications [25].

b) Differentially Private VFL: In existing VFL frameworks, VAFL [12] provides Gaussian DP guarantee [17] and VFL-PBM [68] quantizes local embeddings into DP integer vectors. However, they do not calculate the exact privacy budget in the evaluation. FDML [36] evaluate their framework under different levels of empirical noises, yet without offering detailed DP mechanisms or DP guarantee. The ADMM-based linear VFL framework (abbreviated to Linear-ADMM) [35] provides \((\epsilon, \delta)\)-DP guarantee for linear models by calculating the closed-form sensitivity of each sample and perturbing the linear model parameters, which is not directly applicable to DNNs whose sensitivity is hard to estimate due to the nonconvexity. Instead, we propose to perturb local outputs and provide formal client-level \((\epsilon, \delta)\)-DP theoretical guarantee in Section V.

We provide an overall comparison between our work and existing studies in Table I.

III. VFL WITH MULTIPLE HEADS (VIM)

In this section, we start with the VFL background in Section III-A, and then discuss VFL with model splitting setting and introduce our framework VIM and ADMM-based method VIMADMM in Section III-B. Finally, we show that our ADMM-based method can be easily extended to VFL without model splitting setting with slight modifications on communication strategies and update rules, yielding VIMADMM-J in Section III-C.

A. VFL Background

Typically in VFL, there are \(M\) clients who hold different feature sets of the same training samples and jointly train the machine learning models. We consider the classification task and denote \(d_c\) as the number of classes. Suppose there is a training dataset \(D = \{x_j, y_j\}_{j=1}^N\) containing \(N\) samples, the server owns the labels \(\{y_j\}_{j=1}^N\), and each client \(k\) has a local feature set \(X_k = \{x_j^k\}_{j=1}^N\), where the vector \(x_j^k \in \mathbb{R}^{d_k}\) denotes the local (partial) features of sample \(j\). The overall feature \(x_j \in \mathbb{R}^d\) of sample \(j\) is the concatenation of all local features \(\{x_1^j, x_2^j, \ldots, x_M^j\}\), with \(d = \sum_{k=1}^M d_k\).

Due to the privacy protection requirement of VFL, each client \(k\) does not share raw local feature set \(X_k\) with other clients or the server. Instead, VFL consists of two steps: (1) local processing step: each client learns a local model that maps the local features to local outputs and sends them to the server. (2) server aggregation step: the server aggregates the local outputs from all clients to compute the final prediction for each sample as well as the corresponding losses. Depending on whether or not the server holds a model, there are two popular VFL settings [25]: VFL with model splitting [12, 70] and VFL without model splitting [36]: (i) In the model splitting setting, each client trains a feature extractor as the local model that outputs local embeddings, and the server owns a model which predicts the final results based on the aggregated embeddings. (ii) In the VFL without model splitting setting, the clients host the entire model that outputs the local logits, and the server simply performs the logits aggregation operation without hosting any model.

In both settings, the local model is updated based on SGD with federated backward propagation [25]: a) server first computes the gradients w.r.t the local output (either embeddings or logits) from each client separately and sends the gradients back to clients; b) each client calculates the gradients of local output w.r.t the local model parameters and updates the local model using the chain rule.

B. VFL with Model Splitting

a) Setup: Let \(f\) parameterized by \(\theta_k\) be the local model (i.e., feature extractor) of client \(k\), which outputs a local embedding vector \(h^k_j = f(x^k_j; \theta_k) \in \mathbb{R}^{d_f}\) for each local feature \(x^k_j\). We denote the parameters of the model on the server-side as \(\theta_0\). Overall, the clients and the server aim to collaboratively solve the Empirical Risk Minimization (ERM) objective:

\[
\min_{(\{y_k\}_{k=0}^M)} \frac{1}{N} \sum_{j=1}^N \ell(h_j^1, \ldots, h_j^M, y_j; \theta_0) + \sum_{k=1}^M \beta_k R(\theta_k) + \beta R(\theta_0) \quad (1)
\]

where \(\ell\) is a loss function (e.g., cross-entropy loss with softmax), \(R\) is a regularizer on model parameters, and \(\beta_k \in \mathbb{R}\) is the regularization weight for client \(k\) and \(\beta\) is the weight for the server. The local embeddings for each sample \(j\) can be either concatenated together \(h_j = [h_j^1, \ldots, h_j^M]\) as in Split Learning [70] or averaged \(h_j = \sum_{k=1}^M \alpha_k h_j^k\) with aggregation weights \(\alpha_k \in \mathbb{R}\) as in VAFL [12]. Then \(h_j\) is used as the input for server model \(\theta_0\) to calculate the loss. For more detailed description of the training algorithm Split Learning under VFL with model splitting, please refer to Algorithm 2 in Appendix A1.

However, as outlined in Section III-A, these VFL methods are based on SGD and depend on the server model \(\theta_0\) to complete the loss and gradient calculation using server labels for updating local models \(\{\theta_k\}\). Consequently, the server needs to send the gradient w.r.t embeddings back to clients at every training step of the local models. Such (1) frequent communication and (2) high dimensionality of gradients (i.e., \(bd_f\) for \(b\) samples) lead to high communication costs.

b) VIM Formulation: To address these challenges, we propose the VIM framework where the server learns a model with multiple heads corresponding to multiple local clients. It takes the separate contribution of each client into account and facilitates the breakdown of the VFL optimization into several sub-problems to be solved by clients and the server independently via ADMM without communicating gradients, as we will elaborate on later. Specifically, the server’s model \(\theta_0\) consists of \(M\) heads \(W_1, W_2, \ldots, W_M\) where \(W_k \in \mathbb{R}^{d_f \times d_k}, k \in [M]\). For the sake of simplicity, we consider each \(W_k\) to be a linear head here, and our formulation can be easily extended to the non-linear heads by viewing each
$W_k$ as a non-linear model (see the end of Section III-B for more details). This is motivated by the recent studies in representation learning, which have shown that learning a linear classifier is sufficient to accurately predicting the labels on top of embedding representations [60, 41], given the expressive power of the local feature extractor that captures essential information from raw feature sets. For sample $j$, the server’s model outputs $\hat{y}_j = \sum_{k=1}^{M} h^k_j W_k$ as the prediction, yielding our VIM objective:

$$\min_{\{W_k\}, \{\theta_k\}} \mathcal{L}_{\text{VIM}}(\{W_k\}, \{\theta_k\}) := \frac{1}{N} \sum_{j=1}^{N} \ell \left( \sum_{k=1}^{M} f(x^k_j; \theta_k) W_k, y_j \right) + \sum_{k=1}^{M} \beta_k R_k(\theta_k) + \sum_{k=1}^{M} \beta_k R_k(W_k) \quad (2)$$

c) VIMADMM: Based on the VIM formulation, we propose an ADMM-based method, reducing the communication frequency by allowing the clients to perform multiple local updates w.r.t their ADMM objectives at each round, and reducing the dimensionality by only exchanging ADMM-related variables (i.e., $(2b + d f) d_c$ for $b$ samples where $d_c \ll d_f$ for most VFL settings today [12, 36]). Specifically, we note that Eq. 2 can be viewed as the sharing problem [7] involving each client adjusting its variable to minimize the shared cost term $\ell(\sum_{k=1}^{M} h^k_j W_k, y_j)$ as well as its individual cost $R(\theta_k) + R(W_k)$. Moreover, the multiple heads in VIM enable the application of ADMM via a special decomposition into simpler sub-problems that can be solved in a distributed manner. We begin by rewriting Eq. 2 to an equivalent constrained optimization problem by introducing auxiliary variables $z_1, z_2, \ldots, z_N \in \mathbb{R}^{d_c}$:

$$\min_{\{W_k\}, \{\theta_k\}, \{z\}} \frac{1}{N} \sum_{j=1}^{N} \ell(z_j, y_j) + \sum_{k=1}^{M} \beta_k R_k(\theta_k) + \sum_{k=1}^{M} \beta_k R_k(W_k) \quad \text{s.t.} \sum_{k=1}^{M} f(x^k_j; \theta_k) W_k - z_j = 0, \forall j \in [N]. \quad (3)$$

Notably, each constraint implies a consensus between the server’s output $\sum_{k=1}^{M} h^k_j W_k$ and the auxiliary variable $z_j$ for each sample $j$. The augmented Lagrangian, which adds a quadratic term to the Lagrangian of Eq. 3, is given by:

$$\min_{\{W_k\}, \{\theta_k\}, \{z\}, \{\lambda\}} \mathcal{L}_{\text{ADMM}}(\{W_k\}, \{\theta_k\}, \{z\}, \{\lambda\}) := \frac{1}{N} \sum_{j=1}^{N} \ell(z_j, y_j) + \sum_{k=1}^{M} \beta_k R_k(\theta_k) + \sum_{k=1}^{M} \beta_k R_k(W_k)$$

$$+ \frac{1}{N} \sum_{j=1}^{N} \lambda_j^T \left( \sum_{k=1}^{M} f(x^k_j; \theta_k) W_k - z_j \right)$$

$$+ \frac{\rho}{2N} \sum_{j=1}^{N} \sum_{k=1}^{M} \left\| f(x^k_j; \theta_k) W_k - z_j \right\|_F^2,$$  

during training. Specifically, as shown in the ADMM loss (Eq. 4), $l(z_j, y_j)$ is the loss between $z_j$ and $y_j$, while $y_j - z_j = \sum_{k=1}^{M} f(x^k_j; \theta_k) W_k - z_j$ appears in the linear constraint and quadratic constraint terms. The auxiliary variables $\{z_j\}$ and dual variables $\{\lambda_j\}$ are used to facilitate the training of server heads $\{W_k\}$ and local models $\{\theta_k\}$.

To solve Eq. 4, we follow standard ADMM [7] and update the primal variables $\{W_k\}$, $\{\theta_k\}$, $\{z_j\}$ and the dual variables $\{\lambda_j\}$ alternatively, which decomposes the problem in Eq. 3 into four sets of sub-problems over $\{W_k\}$, $\{\theta_k\}$, $\{z_j\}$, $\{\lambda_j\}$, and the parameters in each sub-problem can be solved in parallel. In practice, we propose the following strategy for the alternative updating in the server and clients: (i) updating $\{z_j\}$, $\{\lambda_j\}$ and $\{W_k\}$ at server-side, (ii) updating $\{\theta_k\}$ at the client-side in parallel. Moreover, we consider the realistic setting of stochastic ADMM with mini-batches. Concretely, at communication round $t$, the server samples a set of data indices, $B(t)$, with batch size $|B(t)| = b$. Then we describe the key steps of VIMADMM as follows:

(1) Communication from client to server. Each client $k$ sends a batch of embeddings $\{h^k_j\}_{j \in B(t)}$ to the server, where $h^k_j = f(x^k_j; \theta_k^k)$, $\forall j \in B(t)$.

(2) Server updates auxiliary variables $\{z_j\}$. After receiving the local embeddings from all clients, the server updates the auxiliary variable for each sample $j \in B(t)$ as:

$$z_j(t) = \arg\min_{z_j} \ell(z_j, y_j) - \lambda_j^{(t-1)}^T z_j + \frac{\rho}{2} \sum_{k=1}^{M} \left\| h^k_j W_k - z_j \right\|_F^2.$$  

Since the optimization problem in Eq. 5 is convex and differentiable with respect to $z_j$, we use the L-BFGS-B algorithm [85] to solve the minimization problem.

(3) Server updates dual variables $\{\lambda_j\}$. The server updates dual variable for each sample $j \in B(t)$:

$$\lambda_j^{(t)} = \lambda_j^{(t-1)} + \rho \left( \sum_{k=1}^{M} h^k_j W_k - z_j \right).$$  

(4) Server updates the heads $\{W_k\}$. Each head $W_k, \forall k \in [M]$ of the server is then updated:

$$W_k^{(t+1)} = \arg\min_{W_k} \beta_k R_k(W_k) + \frac{1}{b} \sum_{j \in B(t)} \lambda_j^{(t)T} h^k_j W_k$$

$$+ \frac{\rho}{2b} \sum_{j \in B(t)} \sum_{i \in [M], i \neq k} \left\| h^i_j W_i - z_j \right\|_F^2.$$  

For squared $\ell_2$ regularizer $R$, we can solve $W_k^{(t+1)}$ in an inexact way to save the computation by one step of SGD with the objective of Eq. 7.

(5) Communication from server to client. After the updates in Eq. 7, we define a residual variable $s_j^{(k+1)}$ for each sample $j \in B(t)$ of $k$-th client, which provides supervision for updating local model:

$$s_j^{(k+1)} = z_j(t) - \sum_{i \in [M], i \neq k} h^i_j W_i^{(t+1)}$$  
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Algorithm 1 VIMADMM (with user-level differential privacy)

1: Input: number of communication rounds $T$, number of clients $M$, number of training samples $N$, batch size $b$, input features $\{x_j^{(i)}\}_{j=1}^N$, local model $\{\theta_j\}_{j=1}^M$; linear heads $\{W_k\}_{k=1}^M$; auxiliary variables $\{z_j\}_{j=1}^N$; dual variables $\{\lambda_j\}_{j=1}^N$; noise parameter $\sigma$, clipping constant $C$

2: for communication round $t \in [T]$ do
3: Server samples a set of data indices $B(t)$ with $|B(t)| = b$
4: for client $k \in [M]$ do
5: generates a local training batch $\{x_j^{(i)}\}_{j \in B(t)}$
6: computes local embeddings $\{h_j^{(t)} = f(x_j^{(i)}; \theta_j)\}_{j \in B(t)}$
7: clips and perturbs local embedding matrix
8: $\{h_j^{(t)}\}_{j \in B(t)} \leftarrow \text{clip} \left( \{h_j^{(t)}\}_{j \in B(t)}, C \right) + \mathcal{N}(0, \sigma^2 C^2)$
9: sends local embeddings $\{h_j^{(t)}\}_{j \in B(t)}$ to the server
10: Server updates auxiliary variables $\{z_j^{(t)}\}_{j \in B(t)}$ by Eq. 5
11: Server updates dual variables $\{\lambda_j^{(t)}\}_{j \in B(t)}$ by Eq. 6
12: Server updates linear heads $\{W_k^{(t+1)}\}_{k \in [M]}$ by Eq. 7
13: Server computes residual variables $\{s_j^{(t)}\}_{j \in B(t), k \in [M]}$ by Eq. 8
14: Server sends $\{\lambda_j^{(t)}\}_{j \in B(t)}, \{s_j^{(t)}\}_{j \in B(t)}$ and corresponding $W_k^{(t+1)}$ to each client $k$, $\forall k \in [M]$
15: for client $k \in [M]$ do
16: updates local model $\theta_k^{(t+1)}$ for $\tau$ steps by Eq. 9 via SGD

The server sends the dual variables $\{\lambda_j^{(t)}\}_{j \in B(t)}$ and the residual variables $\{s_j^{(t)}\}_{j \in B(t)}$ of all samples, as well as the corresponding head $W_k^{(t+1)}$ to each client $k$.

(6) Client updates local model parameters $\theta_k$. Finally, every client $k$ locally updates the model parameters $\theta_k$ as follows:

$$\theta_k^{(t+1)} = \arg\min_{\theta_k} \beta_k R_k(\theta_k) + \frac{1}{b} \sum_{j \in B(t)} \lambda_j^{(t)\top} f(x_j^{(i)}; \theta_k) W_k^{(t+1)}$$
$$+ \frac{\rho}{2b} \sum_{j \in B(t)} \left\| s_j^{(t)} - f(x_j^{(i)}; \theta_k) W_k^{(t+1)} \right\|^2_F.$$  (9)

Due to the nonconvexity of the loss function of DNNs, we use $\tau$ local steps of SGD to update the local model at each round with the objective of Eq. 9. We note that multiple local updates of Eq. 9 enabled by ADMM lead to better local models at each communication round compared to gradient-based methods, thus VIMADMM requires fewer communication rounds to converge as we will show in Section VI-A. These six steps of VIMADMM are summarized in Algorithm 1.

Note that ADMM auxiliary variables $\{z_j\}$ and dual variables $\{\lambda_j\}$ are only used during the training phase to help update server heads and local models. Therefore, in the test phase, for any sample $x$, the server directly uses the trained multiple heads to make prediction $\hat{y} = \sum_{k=1}^M h_k W_k$.

d) Extending VIMADMM to multiple non-linear heads: The server can learn non-linear transformation from the collected embeddings to auxiliary variables $\{z_j\}$ by employing multiple non-linear heads. To achieve this, we rewrite all $f(x_j^{(i)}, \theta_k) W_k$ as a more generalized form $g(f(x_j^{(i)}, \theta_k), W_k)$ from Eq. 2 to Eq. 9. Here, $g$ can be a non-linear function parameterized by $W_k$. Consequently, the prediction for each sample $j$ becomes $\hat{y}_j = \sum_{k=1}^M g(f(x_j^{(i)}, \theta_k), W_k)$. In this context, VIMADMM still aims to minimize the loss between $z_j$ and ground-truth label $y_j$, as well as the difference between $z_j$ and $\hat{y}_j$ during training in Eq. 4.

C. VFL without Model Splitting

a) Setup: Recall the VFL without model splitting setting described in § III-A. Let $g$ parameterized by $\psi_k$ be the local model (i.e., whole model) of client $k$, which outputs local logits $o_k^j = g(x_k^j; \psi_k) \in \mathbb{R}^{|c|}$ for each local feature $x_k^j$. The clients and the server aim to jointly solve the problem

$$\min_{\{o_k^j\}_{k=1}^M} \frac{1}{N} \sum_{j=1}^N \ell(o_1^j, \ldots, o_M^j, y_j) + \beta_k \sum_{k=1}^M R_k(\psi_k), \forall k \in [M]$$  (10)

b) VIMADMM-J: In existing VFL frameworks, the server averages the local logits as final prediction $\sum_{k=1}^M o_k^j$, but these methods also suffer from the high communication cost by sending the gradients w.r.t. local logits to each client at each training step of the local model [25]. To solve this problem with our VIM framework, we adapt VIMADMM to the without model splitting setting and propose VIMADMM-J, where each feature extractor $\theta_k$ and each head $W_k$ are held by the corresponding client $k$, and are always updated locally. The corresponding Algorithm 3 and detailed description are in Appendix A.

IV. CONVERGENCE ANALYSIS FOR VIMADMM

In this section, we provide the convergence guarantee for VIMADMM, which is non-trivial due to the complexity of the alternative optimization between four sets of parameters $\{W_k\}, \{\theta_k\}, \{z_j\}, \{\lambda_j\}$. To convey the salient ideas of convergence analysis, we consider full batch, i.e., $B(t) = [N]$ and use the exact minimization solutions during training (Eq. 5, 6, 7) following [34].

We present our main results below and defer formal proofs to Appendix B due to space constraints.

Theorem 1. Assume that $\mathcal{L}_{\text{VIM}}$ is bounded from below, that is $\varrho \equiv \min_{\{\theta_k\}, \{W_k\}} \mathcal{L}_{\text{VIM}}(\{\theta_k\}, \{W_k\}) > -\infty$. Assume that $\ell(\cdot; z)$ is $\ell$-Lipschitz smooth w.r.t $z$ and $\mathcal{L}_{\text{ADMM}}$ loss is strongly convex w.r.t $\{z_j\}, \{W_k\}, \{\theta_k\}$ with constant $\mu_z, \mu_W, \mu_\theta$ respectively. Assume that the norm of $W_k$ is bounded $\|W_k\| \leq \sigma_W$, the local model $f(\cdot; \theta)$ has bounded gradient $\|\nabla f(\cdot; \theta)\| \leq L_\theta$ and bounded output norm $\|f(\cdot; \theta)\| \leq \sigma_\theta$. If Algorithm 1 is run, and there exists a $\rho$ satisfying $\max\{L, \frac{2L_\theta^2}{\mu_z}, \mu_W, \mu_\theta\} < \rho < \min\{\frac{\mu_z}{L_\theta}, \frac{\mu_W}{\mu_z}, \frac{\mu_\theta}{\sigma_\theta}\}$, then we have the following:

(A) $\mathcal{L}_{\text{ADMM}}$ loss is monotonically decreasing and lower-bounded:

$$\mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}\}, \{\theta_k^{(t+1)}\}, \{z_j^{(t+1)}\}, \{\lambda_j^{(t+1)}\}) < \mathcal{L}_{\text{ADMM}}(\{W_k^{(t)}\}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}).$$  (11)

(B) Let $\{W_k\}, \{\theta_k\}, \{z_j\}, \{\lambda_j\}$ denote any limit points of the sequence $\{W_k^{(t+1)}\}, \{\theta_k^{(t+1)}\}, \{z_j^{(t+1)}\}, \{\lambda_j^{(t+1)}\}$ generated

by Algorithm 1, then it is stationary:
\[ z_j^* = \arg \min_{z_j} \ell(z_j; y_j) + \lambda_j^T \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^*) W_k^* - z_j \right) \]
\[ \sum_{k=1}^{M} f(x_j^k; \theta_k^*) W_k^* = z_j^*, \forall j \in [N], \]
\[ \beta_k \nabla R_k(W_k^*) + \frac{1}{N} \sum_{j=1}^{N} \lambda_j^T f(x_j^k; \theta_k^*) = 0 \]
\[ \beta_k \nabla R_k(\theta_k^*) + \frac{1}{N} \sum_{j=1}^{N} \lambda_j^T \nabla f(x_j^k; \theta_k^*) W_k^* = 0, k \in [M]. \]

(13)

Proof Sketch. We obtain Eq. (11) by breaking down the changes of the loss \( \mathcal{L}_{ADMM} \) at each round \( t \) into the alternatively updates of four components: \( \{\lambda_j^{(t+1)}\}, \{z_j^{(t+1)}\}, \{W_k^{(t+1)}\}, \) and \( \{\theta_k^{(t+1)}\} \), respectively. Through our assumptions and the optimality of the minimizers, we demonstrate that the combined loss decreases at each round. Next, to derive Eq. (12), we leverage the Lipschitz continuity of \( \ell \), the condition \( p \geq L \), the lower bound of \( \mathcal{L}_{ADMM} \), and the fact that the quadratic loss term in \( \mathcal{L}_{ADMM} \) is non-negative. Finally, by letting \( t \to \infty \) and examining the optimality conditions of the minimizers, we drive Eq. (13).

Remark. Theorem 1 (A) shows that \( \text{VIMADMM} \) converges, measured by the monotonically decreasing and convergent loss, and (B) establishes that any limit point is a stationary solution to the problem 4. Note that we make several assumptions in Theorem 1 to derive the above guarantees, as often made in ADMM analysis [34] for alternative optimization of multiple sets of variables. Specifically, we follow Hong et al. [34] to assume convexity, Lipschitz smoothness, and the bounded loss for convergence analysis of \( \text{VIMADMM} \). Furthermore, we acknowledge that analyzing the local model can be challenging, given the complexity of DNNs, so we introduce an additional assumption that bounds the norm of the gradient and the output of local models, which could be practical when the model training exhibits stability. Similarly, we assume a bounded norm for the server model. By incorporating these assumptions, we aim to offer a more comprehensive understanding of the convergence behavior of \( \text{VIMADMM} \).

V. CLIENT-LEVEL DIFFERENTIALLY PRIVATE VIM

While the raw features and local models are kept locally without sharing in VFL, sharing the model outputs such as local embeddings or predictions during the training process might also leak sensitive client information [50, 57]. Therefore, we aim to further protect the privacy of the local feature set \( X_k \) of each client \( k \) against potential adversaries such as honest-but-curious server and clients, and external attackers.

a) Threat Model: We consider different types of potential adversaries based on their capabilities: (1) Honest-but-curious server and clients: they follow the VFL protocol correctly but might try to infer private client information from information exchanged between the clients and server [68]. (2) External attackers: they are not directly involved in the VFL process but may observe the predicted results from the server and the communicated information during training, trying to extract private client information. Regarding attack scenarios, these attackers may conduct membership inference attacks [65] to determine whether the data of a specific VFL client was included during training. Our goal is to protect the local data of each client against potential attackers so that the attacker cannot make significant inferences about any single client’s data. Next, we provide privacy-preserving mechanisms to satisfy client-level differential privacy (DP) guarantees.

b) Client-level DP: We begin with the \((\epsilon, \delta)\)-DP definition, which guarantees that the change in a randomized algorithm’s output distribution caused by an input difference is bounded.

Definition 1 \((\epsilon, \delta)\)-DP [21]). A randomized algorithm \( \mathcal{M} : \mathcal{X}^n \mapsto \Theta \) is \((\epsilon, \delta)\)-DP if for every pair of neighboring datasets \( X, X' \in \mathcal{X}^n \) (i.e., differing only by one sample), and every possible (measurable) output set \( E \subseteq \Theta \) the following inequality holds:

\[ \Pr[\mathcal{M}(X) \in E] \leq e^\epsilon \Pr[\mathcal{M}(X') \in E] + \delta. \]

Next, we introduce client-level \((\epsilon, \delta)\)-DP [54], which guarantees that the algorithm’s output would not be changed much by differing one client.

Definition 2 (Client-level \((\epsilon, \delta)\)-DP [54]). Let \( X \) and \( X' \) be adjacent datasets if they differ by all samples associated with a single client. The mechanism \( \mathcal{M} \) satisfies client-level \((\epsilon, \delta)\)-DP if it meets Definition 1 with \( X \) and \( X' \) as adjacent datasets.

Remark. (1) Client-level DP protects the privacy of all local samples of each client [54]. The neighboring datasets in client-level DP are defined between client-adjacent datasets, denoted by \( X = \{X_1, \ldots, X_k, \ldots, X_M\} \) and \( X' = \{X'_1, \ldots, X'_k, \ldots, X'_M\} \) for some client \( k \). The algorithm’s output should not change significantly if a single client’s entire dataset is changed. (2) User-level DP is another prevalent privacy notion in FL literature, and its definition depends on how “user” is interpreted. If a “user” denotes a client/data owner in FL, then user-level DP aligns with client-level DP [27, 54, 2]. Additionally, a “user” in VFL might refer to an entity contributing different samples with partial features, where \( M \) VFL clients hold disjoint partial features \( \{x^1_j, x^2_j, \ldots, x^M_j\} \) about the same user \( j \) [15, 62]. For example, different healthcare providers (VFL clients such as dental clinics and pharmacies) can hold different features about the same patient (user). In such cases, neighboring datasets are defined as those differing by all local samples associated with one user across all VFL client datasets. In this work, we focus on client-level DP due to its widespread adoption in FL [54].

Since the only shared information from clients is their local outputs, denoted as \( \mathcal{A}_k \) for \( k \)-th client, we leverage the following DP mechanisms to perturb the local outputs.

We consider the “zero-out” notion for the neighboring dataset, following [59]: datasets are adjacent if any one client’s local data is replaced with the special “zero” data (exactly zero for numeric data).
of each client $k$ at every round $t$: (1) clip the whole local output matrix (either embeddings $A_k^{(t)} = \{h_j^{k(t)}\}_{j \in B(t)}$ or logits $A_k^{(t)} = \{q_j^{k(t)}\}_{j \in B(t)}$) with threshold $C$ such that the $\ell_2$-sensitivity for each client is upper bounded by $C$. That is, $\text{Clip}(A_k, C) = A_k \cdot \min\left(1, \frac{C}{\|A_k\|_F}\right)$ where $\|\cdot\|_F$ is the Frobenius norm$^3$. (2) Then we add scalar Gaussian noise independently to each cell of the matrix. The noise is sampled from $N(0, \sigma^2 C^2)$, which is proportional to $C$ and can randomize the local output matrix of each client: $A_k \leftarrow \text{Clip}(A_k, C) + N(0, \sigma^2 C^2)$. Based on the above modification to Algorithm 1 and 3, we now provide their privacy guarantee in Theorem 2.

**Theorem 2.** Given a total of $M$ clients, $T$ communication rounds, clipping threshold $C$ and noise level $\sigma$, DP versions of Algorithm 1, 3 satisfy client-level $\left(\frac{T C}{\sigma^2}, \log \frac{\alpha}{\alpha}, \delta\right)$-DP for any $\alpha > 1$ and $0 < \delta < 1$.

**Proof Sketch.** We derive the privacy guarantee using Rényi Differential Privacy (RDP) [56] as a bridge. We first leverage the RDP guarantee for the Gaussian mechanism [56] to analyze the privacy cost for one communication round under local output perturbation. Then we use RDP Composition property [56] to accumulate the privacy costs over $T$ communication rounds. Finally, we convert client-level RDP guarantee into client-level DP guarantee [3]. Detailed proofs are deferred to Appendix C.

**Remark.** Since DP mechanisms (i.e., clipping and noise addition), are applied to each client’s outputs (i.e., embedding or logits matrix) locally, these local outputs satisfy client-level local DP, protecting against privacy attacks from other clients, server or external attackers. That is, by observing the local outputs matrix of one client, other parties cannot determine the presence of that client’s actual training data. The concatenated output matrix from all clients satisfies the same client-level DP guarantee based on DP parallel composition [55], due to non-overlapping nature of local data among clients.

Note that the aforementioned DP mechanisms do not protect the privacy of labels held by server. Therefore, we separately use state-of-the-art label DP mechanism [51] to protect server’s label privacy via label perturbing, and conduct empirical evaluations of our method under label DP in Section VI-B2.

VI. EXPERIMENTS

We conduct extensive experiments on four VFL datasets. We show that our proposed framework VIM achieves significantly faster convergence and higher accuracy than SOTA (Section VI-A), maintains higher utility under client-level DP and label DP (Section VI-B), and enables client-level explainability (Section VI-C).

1) Data and Models: We consider classification tasks on four datasets: MNIST [43], CIFAR [42], multi-modality dataset NUS-WIDE with image and textual features [14], and multi-view dataset ModelNet40 [66].

- **MNIST** [43] contains images with handwritten digits. We create the VFL scenario by splitting the input features evenly by rows for 14 clients. We use a fully connected model of two linear layers with ReLU activations as the local model.
- **CIFAR** [42] contains color images. We split each image into patches for 9 clients. We use a standard CNN architecture from the PyTorch library$^4$ as the local model.
- **NUS-WIDE** [14] is a multi-modality dataset with 634 low-level image features and 1000 textual tag features. We distribute image features to 2 clients (300 dim and 334 dim), and text features to 2 clients (500 dim and 500 dim). We use a fully connected model of two linear layers with ReLU activations as the local model.
- **ModelNet40** [66] is a multi-view image dataset, containing the shaded images from 12 views for the same objects. We use 4 views and distribute them to 4 clients respectively. We use ResNet-18 [33] as the local model.

We split each dataset into the train, validation, and test sets. See Table II for more details about the number of samples and the number of classes for each dataset.

| Dataset     | $\#$ features | $\#$ classes | $\#$ clients | $\#$ samples |
|-------------|---------------|--------------|--------------|--------------|
| MNIST       | 784 x 28      | 10           | 10           | 6000         |
| CIFAR       | 32 x 32 x 3   | 10           | 10           | 4000         |
| NUS-WIDE    | 1034          | 45000        | 45000        | 6000         |
| ModelNet40  | 224 x 224 x 5 | 10           | 10           | 49877        |

To prevent over-fitting (due to the potential over-parameterization with the large number of model parameters from all clients and server as a global model), we adopt standard stopping criteria, i.e., stop training when the model converges or the validation accuracy starts to drop more than 2%. More details about setups and hyperparameters are in Appendix D.

2) Baselines: We (1) compare VIMADMM with VAFL [12] Split Learning [70], and FedBCD [48] under w/ model splitting setting; (2) compare VIMADMM-J with FDML [36] under w/o model splitting setting. Particularly, in VAFL, the server aggregates local embeddings using their linear combination with learnable aggregation weights, and subsequently use these aggregated embeddings as input for the server model. Both Split Learning and FedBCD utilize concatenated local embeddings as server model input. Notably, in VAFL and Split Learning, the clients only perform one step of local update based the partial gradients from the server. Conversely, FedBCD employs the same (stale) partial gradients for $\tau$ local updates. In FDML, the server averages local logits, and sends aggregated logits back to clients at each communication round. The clients, who owns the copies of labels, can calculate the local gradient and execute one step of local update. Our empirical findings suggest that our ADMM-based methods outperform the aforementioned methods, due to the multiple local updates that utilize ADMM-related variables.

For fair comparisons, we use the same local models for all methods. Under w/ model splitting setting, owing to the strong

---

$^3$The Frobenius norm for a $m \times n$ matrix $A$ is $\|A\|_F = \sqrt{\sum_{i=1}^m \sum_{j=1}^n |a_{ij}|^2}$.

$^4$https://github.com/pytorch/opus
feature extraction power of local DNN models, we utilize the linear model as server model by default. Additionally, we evaluate all methods with the non-linear server model, as detailed in Section VI-A2.

We further compare the utility of various VFL methods under differential privacy. Existing VFL frameworks (see Table I) focus on sample-level DP [12, 36, 35, 68, 15, 62], where neighboring datasets are defined as those differing by a single sample in a client’s local dataset. In particular, VAFL [12] adds random noise to the output of each local embedding convolutional layer; VFL-PBM [68] quantizes local embeddings into differentially private integer vectors; FDML [36] and Linear-ADMM [35] add noise to local outputs. However, these methods lack exact privacy budget evaluations, providing only empirical utility under different levels of noise. Additionally, [62] perturbs local model weights to satisfy DP. However, it requires bounding the sensitivity of each layer’s weights in the local model. To enable a fair comparison of VFL methods under DP guarantees, we evaluate all methods through our proposed DP mechanisms with perturbed local outputs to satisfy client-level ($\epsilon, \delta$)-DP guarantee. Notably, a mechanism satisfying ($\epsilon, \delta$) client-level DP also satisfies ($\epsilon, \delta$) sample-level DP based on their definitions. Since client-level DP offers stronger privacy protection, it has gained widespread adoption in FL [27, 54, 2, 5, 75]. Furthermore, we evaluate all VFL methods using label DP mechanism ALIBI [51] to separately satisfy the $\epsilon$-label DP guarantee. We report the averaged results of three times of experiments with different random seeds.

A. Evaluation on Vanilla VFL

In this section, we evaluate the ADMM-based methods and baselines in terms of convergence rate, model performance and communication costs. Also, we show the generality of VIMADMM under non-linear server heads, and study VIMADMM performance under different ADMM penalty factor $\rho$.

1) Convergence rates and model performance: Figure 1 shows the convergence rates of all methods, where two VIM algorithms consistently outperform baselines. Concretely, (1) our ADMM-based methods converge faster and achieve higher accuracy than gradient-based baselines, especially on CIFAR. This is because the multiple local updates enabled by ADMM lead to higher-quality local models at each round, thereby speeding up the convergence. (2) VIMADMM outperforms FedBCD under various local steps. This superiority can be attributed to the use of ADMM-related variables for local updates $\tau$ in VIMADMM, which is more effective than stale partial gradients in FedBCD. (3) When $\#$ of local steps $\tau$ is larger, ADMM-based methods converge faster as the local models can be trained better with more local updates at each round.

Moreover, we empirically compare VIMADMM with Linear-ADMM [35]. While both VFL methods are rooted in ADMM, we propose new VFL optimization objective and algorithm with multiple heads that enable the ADMM decomposition for practical DNN training under model splitting. Results in Table III show that VIMADMM consistently outperforms Linear-ADMM on MNIST and NUS-WIDE. Compared to DNNs enabled by VIMADMM, the limitations of logistic regression in Linear-ADMM would be more evident when applied to more complex datasets like CIFAR and ModelNet40.

**TABLE III: Performance comparison between VIMADMM and Linear-ADMM [35].** VIMADMM achieves higher accuracy.

| Dataset       | VIMADMM | Linear-ADMM |
|---------------|---------|-------------|
| MNIST         | 97.13   | 89.51       |
| NUS-WIDE      | 91.65   | 84.63       |

2) Non-linear server heads: To demonstrate the generality and applicability of VIMADMM, we evaluate VIMADMM when the server model is non-linear. Specifically, the head consists of multiple fully-connected layers accompanied by Dropout layers with 0.25 dropout rate and ReLu activation functions. For a fair comparison, we also use MLP server model architecture for other baseline methods. We use 3 layered MLP for NUS-WIDE...
and 2 layered MLP for other datasets. The evaluation results in Figure 2 show that our method still outperforms other baselines under general architectures with the non-linear server model.

3) Communication costs: Here we report the memory of parameters communicated between clients and the server to evaluate communication cost in Table IV. We use batch size 1024 and local embedding size 60 for all datasets. The overall embedding size scales with the number of clients. From Table IV, we observe that (1) for each round, all methods under w/ model splitting setting have the same number of parameters sent from each client to the server (i.e., 0.23 MB for a batch of embeddings), and VIMADMM has a smaller number of parameters sent from server to each client (i.e., 0.08 MB in total for a batch of dual variables, residual variables as well as one corresponding linear head) than VAFIL, Split Learning and FedBCD (i.e., 0.23 MB for a batch of gradients w.r.t. embeddings). (2) With smaller # of communicated parameters at each round and faster convergence (i.e., smaller # of communicated rounds to achieve a target accuracy), VIMADMM requires significantly lower communication costs than baselines. For example, to achieve 65.0% accuracy on CIFAR, VAFIL needs 5381.4 MB while VIMADMM only requires 124.54 MB, which is about 43x lower costs. Here we use $\tau = 20, 30, 20, 5$ for the four datasets respectively. (3) The results under w/o model splitting setting demonstrates that VIMADMM-J incurs lower communication costs than FDML to achieve the same accuracy, due to faster convergence with multiple local updates. (4) We note that the communication cost under w/o model splitting setting is generally lower than w/ model splitting setting, which is because the local logits have a lower dimension than local embeddings, i.e., $d_c < d_f$.

4) Effect of penalty factor $\rho$: In ADMM-based methods, we introduce one hyper-parameter – penalty factor $\rho$. Here we study the test accuracy of VIMADMM with different penalty factor $\rho$. The results in Figure 5 of Appendix D show that VIMADMM is not sensitive to $\rho$ on four datasets, and we suggest that the practitioners choose the optimal $\rho$ from 0.5 to 2, which does not influence the test accuracy significantly.

5) Evaluation on long-tail datasets: Long-tail datasets are characterized by a significant imbalance, where minority classes have far fewer samples than majority ones. This horizontal imbalance is distinct from the challenges addressed by VFL, where the same sample (whether it belongs to a majority or minority class) is vertically split across multiple clients. We compared the VIMADMM model, which consists of $M$ local models followed by a server model, with a reference model in a centralized setting. This reference model has the same model size as one local model coupled with a server model. The results in Table V demonstrate that VIMADMM is still effective on challenging long-tail training datasets, yielding results comparable to those of the reference model in a centralized setting. We defer more discussion and detailed experimental setups to Appendix D.

### Table V: Accuracy and fairness (measured by Standard Deviation of class-wise accuracy) on balanced and long-tail datasets.

| VFL setup | Method       | Comm. costs per round | Comm. costs to reach target accuracy performance |
|-----------|--------------|-----------------------|-------------------------------------------------|
|           | Each client to server | Server to each client | Total (≥ 96.0%) | MNIST (≥ 65.0%) | CIFAR (≥ 85.0%) | NUS-WIDE (≥ 89.0%) |
| w/ model splitting | VAFIL | 0.23 | 0.23 | 0.46 | 4520.12 | 5381.40 | 397.37 | 134.96 |
|           | Split Learning | 0.23 | 0.23 | 0.46 | 1738.51 | 4082.44 | 198.69 | 84.35 |
|           | FedBCD | 0.23 | 0.23 | 0.46 | 4867.82 | 2597.92 | 397.37 | 118.09 |
|           | VIMADMM | 0.23 | 0.08 | 0.31 | 233.36 | 124.54 | 66.67 | 11.32 |
| w/o model splitting | FDML | 0.039 | 0.039 | 0.078 | 405.13 | 617.76 | 33.07 | 89.13 |
|           | VIMADMM-J | 0.039 | 0.078 | 0.117 | **86.81** | **46.33** | **24.8** | **8.42** |

6) Fairness implication: A common fairness definition is to enforce accuracy parity between protected groups [82]. Here we study the fairness implications of VIMADMM on achieving accuracy parity, at both the class and client levels: (1) when considering class-level accuracy parity, a fair model should exhibit equalized accuracy for each class [67, 76], indicating that the model’s accuracy is statistically independent of the ground truth label. We use the Standard Deviation of class-wise accuracy [76] to evaluate fairness, where a lower value indicates higher fairness. The results in Table V show that VIMADMM performs comparably or even better in fairness than the reference model in a centralized setting, across MNIST and CIFAR10 datasets with both balanced and long-tail distributions. (2) Furthermore, client-level accuracy parity is a prevalent criterion for fairness in FL [44, 45], measuring the degree of
uniformity in performance across clients. Notably, in VFL, all clients share the same prediction for each sample, where each of them contributes partial features. Consequently, all clients inherently achieve the same accuracy, fulfilling client-level accuracy parity by the nature of VFL.  

B. Evaluation on Differentially Private VFL

We evaluate the utility of ADMM-based methods and baselines under client-level DP and label DP, which protect the privacy of local features and server labels, respectively.

1) Utility under client-level DP (privacy of client data): We report the utility under $\epsilon = 8$ and $\epsilon = 1$ client-level DP. To ensure fair comparison, we perform a grid search for the combination of hyperparameters, including noise scale $\sigma$, clipping threshold $C$, and learning rate $\eta$, for all methods (details are deferred to Appendix D). Table VI shows that (1) the accuracy of ADMM-based methods under DP is on par with the non-private accuracy ($\epsilon = \infty$) on MNIST, NUS-WIDE and ModelNet40. Nevertheless, there is a discernible decrease of 13.6% for VIMADMM on CIFAR when $\epsilon = 1$, which underscores the inherent privacy-utility trade-off for algorithms with formal DP privacy guarantees [1]. (2) Our ADMM-based methods reach significantly higher utility than gradient-based methods, especially under small $\epsilon$. We attribute this to the fact that ADMM-based methods converge in fewer rounds than gradient-based methods at each round, which is also evident in the non-DP setting as shown in Figure 1. This rapid convergence is critical for DP, since the privacy budget $\epsilon$ is consumed quickly as communication rounds increase. The fast convergence and high utility of VIMADMM under DP compared to other baselines can be interpreted through two lenses. First, multiple local updates lead to a more effectively trained local model at each round. As a consequence, both FedBCD and VIMADMM demonstrate a markedly better DP-utility tradeoff compared to VFL and Split Learning, as illustrated in Table VI. Furthermore, we explicitly investigate the influence of $\tau$ on the utility of VIMADMM under $\epsilon = 1$ in Table VIII. The results show that opting for a $\tau > 1$ yields substantially enhanced accuracy than when $\tau = 1$ (e.g., 14.68% improvement on CIFAR). Second, update mechanism of ADMM empowers clients to independently update their local models w.r.t the ADMM sub-objective (Eq. 9). It is worth noting that during this local forward/backward computation based on Eq. 9, clients do not add noise locally, since local models always remain in their possession without sharing. Clients only need to perturb local embeddings that are sent to the server (i.e., output perturbation). Consequently, even though the server leverages these perturbed embeddings to derive ADMM-related variables, the clients will re-calculate clean embeddings during forward pass of Eq. 9 based on the received ADMM-related variables for local model updates. This updating mechanism potentially facilitate convergence under DP. In contrast, gradients-based methods solely rely on the partial gradients, which are derived from perturbed embeddings, for local update, leading to compromised utility.  

### Table VI: Utility of VFL methods under user-level DP. ADMM-based methods maintain higher utility.

| VFL setup | Method | MNIST | CIFAR | NUS-WIDE | ModelNet40 |
|-----------|--------|-------|-------|----------|------------|
|           | $\epsilon = \infty$ | $\epsilon = 8$ | $\epsilon = 1$ | $\epsilon = \infty$ | $\epsilon = 8$ | $\epsilon = 1$ | $\epsilon = \infty$ | $\epsilon = 8$ | $\epsilon = 1$ |
| w/ model splitting | VAFL | 96.86 | 22.29 | 11.31 | 66.39 | 16.82 | 14.91 | 87.81 | 38.27 | 38.19 |
|                   | Split Learning | 96.92 | 56.53 | 16.77 | 63.32 | 21.09 | 15.8 | 88.25 | 38.29 | 33.05 |
|                   | FedBCD | 97.13 | 92.35 | 92.09 | 75.25 | 73.83 | 61.65 | 88.51 | 83.77 | 83.51 |
|                   | VIMADMM | 93.77 | 92.71 | 92.33 | 74.48 | 72.36 | 58.64 | 88.46 | 84.94 | 84.88 |
| w/o model splitting | FDML | 97.06 | 92.02 | 85.01 | 66.8 | 41.07 | 35.25 | 87.67 | 79.58 | 67.38 |
|                   | VIMADMM-J | 97.37 | 92.71 | 92.33 | 74.48 | 72.36 | 58.64 | 88.46 | 84.94 | 84.88 |

### Table VII: Utility of VFL methods under label-level DP. ADMM-based methods maintain higher utility.

| VFL setup | Method | MNIST | CIFAR | NUS-WIDE | ModelNet40 |
|-----------|--------|-------|-------|----------|------------|
|           | $\epsilon = \infty$ | $\epsilon = 8$ | $\epsilon = 1$ | $\epsilon = \infty$ | $\epsilon = 8$ | $\epsilon = 1$ | $\epsilon = \infty$ | $\epsilon = 8$ | $\epsilon = 1$ |
| w/ model splitting | VAFL | 96.86 | 94.27 | 51.68 | 66.39 | 54.6 | 38.44 | 87.81 | 57.77 | 60.41 |
|                   | Split Learning | 96.92 | 94.93 | 91.75 | 68.32 | 57.12 | 49.71 | 88.25 | 85.86 | 82.3 |
|                   | FedBCD | 96.59 | 94.47 | 87.95 | 71.2 | 61.05 | 46.14 | 87.59 | 85.62 | 64.04 |
|                   | VIMADMM | 97.13 | 95.48 | 92.8 | 75.25 | 65.07 | 52.97 | 88.51 | 86.82 | 82.43 |
| w/o model splitting | FDML | 97.06 | 94.97 | 91.87 | 66.8 | 58.78 | 49.83 | 87.67 | 85.79 | 82.77 |
|                   | VIMADMM-J | 97.37 | 95.80 | 93.25 | 74.48 | 64.04 | 53.49 | 88.46 | 86.74 | 82.71 |

### Table VIII: A larger number of local steps $\tau$ leads to better utility of VIMADMM under client-level DP $\epsilon = 1$.  

| MNIST | CIFAR | NUS-WIDE |
|-------|-------|----------|
| $\tau = 1$ | $\tau = 1$ | $\tau = 1$ |
| 1 | 90.63 | 98.19 | 79.38 |
| 5 | 90.84 | 10.61 | 82.58 |
| 20 | 92.09 | 30.87 | 85.51 |

Methods w/o model splitting (FDML, VIMADMM-J) generally performs better than methods w/ model splitting. This is mainly because the logits have a smaller dimension than the embeddings, and the total amount of noise added to the logits output is smaller than the embedding output; thus VFL w/o model splitting methods retain higher utility under DP. Additionally, the utility under client-level DP VFL is not directly comparable to sample-level DP in centralized ML [1] or client-level DP in standard (horizontal) FL [54] due to the unique properties of VFL. For instances, (1) the dimension of DP-perturbed information in VFL can be smaller (e.g., a batch of local embeddings or local logits) than the existing centralized learning or FL (e.g., gradients or model updates of a large model), which could lead to the higher utility under DP noise. (2) The private local training set of VFL for each user has a smaller raw feature dimension (i.e., $1/M$ if features are divided evenly among $M$ clients) than the entire dataset (or local dataset) in the central setting (or horizontal FL) and it does not contain the labels, which leads to a different dataset.
C. Client-level Explainability of VIM

In this section, we first visualize the local embeddings of clients, which are diverse, stemming from the distinct input features of clients. This also justifies the multi-head design of VIM that can reweight the embeddings based on their importance. Then, we show that the weights norm of learned linear heads can indeed reflect the importance of local clients, which enables functionalities such as test-time noise validation, client denoising, and summarization.

1) T-SNE of Local Embeddings: In row 1 of Figure 3, we show the raw features of different clients on four datasets. The quality of features can vary among clients. For instance, in MNIST, since the digit always occupies the center, clients hold black background pixels might not provide useful information for the classification task, and thus are less important. The T-SNE [69] visualizations in Figure 4 reveal that important clients learn better local embeddings than unimportant clients on MNIST, CIFAR and NUS-WIDE. Specifically, in NUS-WIDE, client #3 produces linear separable local embeddings (left), which are better than client #4’s embeddings (right) that overlap different classes. For ModelNet40, since clients with multi-view data are of similar importance, their local embeddings exhibit similarities and demonstrate linear separability. A scrutiny of these local embeddings confirms that the unique characteristic of input features in each client lead to varied local embeddings.
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Consequently, we employ multiple heads as the server model, allowing us to account for the diverse feature quality across clients and aptly reweight the local embeddings.

2) Client Importance: Given a trained VIMADMM model, we plot the weights norm of each client’s corresponding linear heads in Figure 3 row 2. Combining it with row 1, we find that the client with important local features indeed results in high weights\(^5\). For example, clients #6, #7, #8 in MNIST holding middle rows of images that contain the center of digits, have high weights, while clients #1, #14 holding the black background pixels have low weights. A similar phenomenon is observed on CIFAR for client #5 (center) and client #1 (corner). On CIFAR, clients #8, #9 also have high weights, which is because the objects on CIFAR also appear on the right bottom corner. On ModelNet40, clients have complementary views of the same objects, so their features have similar importance, leading to similar weights norms. Based on our observation, we conclude that the weights of linear heads can reflect the importance of local clients. We use this principle to infer that, for NUS-WIDE, the first 500 dim. of textual features have higher importance than other multimodality features, resulting in the high weights norm of client 3.

3) Client Importance Validation via Noisy Test Client: Given a trained VIMADMM model, we add Gaussian noise to the test local features to verify the client-level importance indicated by the linear heads. For each time, we only perturb the features of one client and keep other clients’ features unchanged. The results in Figure 3 row 3 show that perturbing the client with high weights affects more for the test accuracy, which verifies that clients with higher weights are more important.

4) Client Denoising: We study the denoising ability of VIM under training-time noisy clients. We construct one noisy client (i.e., client #7, #5, #2, #3 for MNIST, CIFAR, NUS-WIDE, ModelNet40 respectively) by adding Gaussian noise to its local features and re-train the VIMADMM model. The obtained weights norm in Figure 3 row 4 shows that VIMADMM can automatically detect the noisy client and lower its weights (compared to the clean one in row 2). Table XIII in Appendix D shows that VIMADMM outperforms baselines with faster convergence and higher accuracy under noisy clients.

5) Client Summarization: Regarding client summarization, (1) we first rank the importance of clients according to their weights norm (Figure 3 row 2), then we select \(u\)% proportion of the most “important” clients to re-train the VIMADMM model. We find that its performance is close to the one trained by all clients. Table X shows that the test accuracy-drop of training with 50% of the most important clients is less than 1% on MNIST and NUS-WIDE, and less than 4% on CIFAR; the accuracy-drop of training with 20% of the most important clients is less than 10% on all datasets. (2) We select \(u\)% proportion of the least important clients to re-train the model, and we find that its performance is significantly lower than the one trained with important clients, which indicates the effectiveness of VIM for client selection. (3) For the multiview dataset ModelNet40, we find that the test accuracy of models trained with 12, 8, and 4 clients are similar, i.e., 91.04%, 90.69%, and 90.64%, suggesting that a few views can already provide sufficient training information and the agents with multiview data are of similar importance which is also reflected by our linear head weights.

**TABLE X: Functionality of client summarization enabled by VIMADMM.**

| Client ratio | Type          | MNIST | CIFAR | NUS-WIDE |
|--------------|---------------|-------|-------|----------|
| 100%         | all           | 97.13 | 75.25 | 88.51    |
| 50%          | important     | 96.58 | 70.28 | 87.29    |
|              | unimportant   | 78.11 | 62.67 | 75.80    |
| 20%          | important     | 88.72 | 66.06 | 80.28    |
|              | unimportant   | 29.11 | 54.99 | 59.34    |

**VII. CONCLUSIONS**

We propose a VFL framework with multiple linear heads (VIM) and an ADMM-based method (VIMADMM) for efficient communication. We provide the convergence guarantee for VIMADMM. We also introduce user-level differential privacy mechanism for VIM and prove the privacy guarantee. Extensive experiments verify the superior performance of our algorithms under vanilla VFL and DP VFL and show that VIM enables client-level explainability.
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The Appendix is organized as follows:

- Appendix A provides algorithm details for Split Learning [70](Algorithm 2) and VIMADMM-J (Algorithm 3);
- Appendix B provides the proofs for convergence guarantees in Theorem 1;
- Appendix C provides the proofs for privacy guarantee in Theorem 2;
- Appendix D provides more details on experimental setups and the additional experimental results;
- Appendix E provides additional discussion on ADMM and VFL.

A. Algorithm Details

1) Split Learning [70]: At each communication round \( t \), the server samples a set of data indices, \( B(t) \), with batch size \( |B(t)| = b \). Then we describe the key steps Split Learning (Algorithm 2) as follows:

1. **Communication from client to server.** Each client \( k \) sends a batch of embeddings \( \{h_j^{k(t)}\}_{j \in B(t)} \) to the server, where \( h_j^{k(t)} = f(x_j^k; \theta_k^{(t)})\), \( \forall j \in B(t) \).
2. **Server updates server model** \( \theta_0 \). According to VFL objective in Eq. 1, the server model is updated as:
   \[
   \theta_0^{(t+1)} \leftarrow \theta_0^{(t)} - \eta \nabla_{\theta_0^{(t)}} \mathcal{L}_{VFL}(\theta_0^{(t)}), \forall k \in [M]
   \]
   where \( \eta \) is the server learning rate, and
   \[
   \nabla_{\theta_0^{(t)}} \mathcal{L}_{VFL}(\theta_0^{(t)}) = \nabla_{\theta_0^{(t)}} \left( \frac{1}{N} \sum_{j=1}^{N} \ell(h_j^{1(t)}, \ldots, h_j^{M(t)}, y_j; \theta_0^{(t)}) + \beta \mathcal{R}(\theta_0^{(t)}) \right).
   \]
   Here \( \{h_j^{1(t)}, \ldots, h_j^{M(t)}\} \) denotes the concatenated local embeddings.
3. **Communication from server to client.** Server computes gradients w.r.t each local embedding \( \nabla_{h_j^{k(t)}} \mathcal{L}_{VFL}(\theta_0^{(t+1)}) \) by the VFL objective in Eq. 1, where
   \[
   \nabla_{h_j^{k(t)}} \mathcal{L}_{VFL}(\theta_0^{(t+1)}) = \nabla_{h_j^{k(t)}} \ell(h_j^{1(t)}, \ldots, h_j^{M(t)}, y_j; \theta_0^{(t+1)}), \forall j \in B(t), k \in [M]
   \]
   Server sends gradients \( \{\nabla_{h_j^{k(t)}} \mathcal{L}_{VFL}(\theta_0^{(t+1)})\}_{j \in B(t)} \) to each client \( k \), \( \forall k \in [M] \).
4. **Client updates local model parameters** \( \theta_k \). Finally, every client \( k \) locally updates the model parameters \( \theta_k \) according to the VFL objective in Eq. 1 as follows:
   \[
   \theta_k^{(t+1)} \leftarrow \theta_k^{(t)} - \eta^k \nabla_{\theta_k^{(t)}} \mathcal{L}_{VFL}(\theta_0^{(t+1)}), \forall k \in [M]
   \]
   where \( \eta^k \) is the local learning rate for client \( k \), and
   \[
   \nabla_{\theta_k^{(t)}} \mathcal{L}_{VFL}(\theta_0^{(t+1)}) = \frac{1}{N} \sum_{j=1}^{N} \nabla_{\theta_k^{(t)}} h_j^{k(t)} \nabla_{h_j^{k(t)}} \mathcal{L}_{VFL}(\theta_0^{(t+1)}) + \beta \nabla_{\theta_k^{(t)}} \mathcal{R}(\theta_k^{(t)})
   \]

These four steps of Split Learning are summarized in Algorithm 2.

---

**Algorithm 2 Split Learning [70]**

1: **Input:** number of communication rounds \( T \), number of clients \( M \), number of training samples \( N \), batch size \( b \), input features \( \{x_j\}_{j=1}^M \}, \{y_j\}_{j=1}^M \), the labels \( \{y_j\}_{j=1}^M \), local model \( \{\theta_k\}_{k=1}^M \), linear heads \( \{W_k\}_{k=1}^M \), server learning rate \( \eta \), client learning rate \( \eta^k \), \( k = 1, \ldots, M \). On communication round \( t \in [T] \) do
2:   **for** communication round \( t \in [T] \) **do**
3:     **for** client \( k \in [M] \) **do**
4:       generates a local training batch \( \{x_j^k\}_{j \in B(t)} \)
5:       computes local embeddings \( h_j^{k(t)} = f(x_j^k; \theta_k) \), \( \forall j \in B(t) \)
6:       sends local embeddings \( \{h_j^{k(t)}\}_{j \in B(t)} \) to the server
7:     **Server updates** server model \( \theta_0^{(t+1)} \) by Eq. 14
8:     **Server computes** gradients w.r.t embeddings \( \nabla_{h_j^{k(t)}} \mathcal{L}_{VFL}(\theta_0^{(t+1)}) \) by Eq. 16, \( \forall j \in B(t) \)
9:     **Server sends** gradients \( \{\nabla_{h_j^{k(t)}} \mathcal{L}_{VFL}(\theta_0^{(t+1)})\}_{j \in B(t)} \) to each client \( k \), \( \forall k \in [M] \)
10: **for** client \( k \in [M] \) **do**
11:     updates local model \( \theta_k^{(t+1)} \) by Eq. 17
12: **end**

2) VIMADMM-J: At each communication round \( t \), the server samples a set of data indices, \( B(t) \), with batch size \( |B(t)| = b \). Then we describe the key steps VIMADMM-J (Algorithm 3) as follows:

1. **Communication from client to server.** Each client \( k \) sends a batch of local logits \( \{o_j^{k(t)}\}_{j \in B(t)} \) to the server, where \( o_j^{k(t)} = f(x_j^k; \theta_k^{(t)})W_k^{(t)}, \forall j \in B(t) \)

---

459
Algorithm 3 VIMADMM−J (with differentially privacy)

1. **Input:** number of communication rounds $T$, number of clients $M$, number of training samples $N$, batch size $b$, input features $(x^j)_{j=1}^N$, $(x^2)_{j=1}^N$, $(x^M)_{j=1}^N$, the labels $(y^j)_{j=1}^N$, local model $(W^j)_{k=1}^M$, linear heads $(W^j)_{k=1}^M$; auxiliary variables $(z^j)_{j=1}^N$, dual variables $(\lambda^j)_{j=1}^N$; noise parameter $\sigma$, clipping constant $C$.

2. **for** communication round $t \in [T]$ **do**
3.   Server samples a set of data indices $B(t)$ with $|B(t)| = b$
4.   **for** client $k \in [M]$ **do**
5.      generates a local training batch $\{x^k_j\}_{j \in B(t)}$
6.      computes local logits $o^k_j(t) = f(x^k_j; \theta^k(t))W^k_j, \forall j \in B(t)$
7.      clips and perturbs local logit matrix $(o^k_j(t))_{j \in B(t)} \leftarrow \text{clip} \left( (o^k_j(t))_{j \in B(t)} , C \right) + N(0, \sigma^2 C^2)$
8.      sends local logits $(o^k_j(t))_{j \in B(t)}$ to the server
9.      Server updates auxiliary variables $z^j(t)$ by Eq. 19, $\forall j \in B(t)$
10. Server updates dual variables $\lambda^j(t)$ by Eq. 20, $\forall j \in B(t)$
11. Server computes residual variables $s^k_j(t)$ by Eq. 21, $\forall j \in B(t), k \in [M]$
12. Server sends $\{s^k_j(t)\}_{j \in B(t)}, \{\lambda^j(t)\}_{j \in B(t)}$ to each client $k, \forall k \in [M]$
13. **for** client $k \in [M]$ **do**
14.      **for** local step $e \in [\tau]$ **do**
15.         updates local linear head $W^k_{(t+1)}$ by Eq. 22 with SGD
16.      updates local model $\theta^k_{(t+1)}$ by Eq. 23 with SGD

(2) **Server updates auxiliary variables** $\{z^j\}$. After receiving the local logits from all clients, the server updates the auxiliary variable for each sample $j$ as:

$$z^j(t) = \argmin_{z^j} \ell(z^j, y^j) - \lambda^{(t-1)}^\top \frac{1}{\bar{b}} \frac{1}{\bar{b}} \sum_{k=1}^M o^k_j(t) - z^j, \forall j \in B(t) \tag{19}$$

Since the optimization problem in Eq. 19 is convex and differentiable with respect to $z^j$, we use the L-BFGS-B algorithm [85] to solve the minimization problem.

(3) **Server updates dual variables** $\{\lambda^j\}$. After the updates in Eq. 19, the server updates the dual variable for each sample $j$ as:

$$\lambda^{(t)}_j = \lambda^{(t-1)}_j + \rho \left( \frac{1}{\bar{b}} \frac{1}{\bar{b}} \sum_{k=1}^M o^k_j(t) - z^j \right), \forall j \in B(t) \tag{20}$$

(4) **Communication from server to client.** After the updates in Eq. 20, we define a residual variable $s^k_j^{(t+1)}$ for each sample $j$ of $k$-th client, which provides supervision for updating local model:

$$s^k_j^{(t+1)} = z^j(t) - \sum_{i \neq k} o^i_j(t) \tag{21}$$

The server sends the dual variables $\{\lambda^j(t)\}_{j \in B(t)}$ and the residual variables $\{s^k_j(t)\}_{j \in B(t)}$ of all samples to each client $k$.

(5) **Client updates linear head $W^k$ and local model $\theta^k$ alternatively.** The linear head of each client is locally updated as:

$$W^k_{(t+1)} = \argmin_{W^k} \beta \mathcal{R}(W^k) + \frac{1}{b} \sum_{j \in B(t)} \lambda^{(t)}_j \theta^j(\mathcal{F}(x^j_k; \theta^j_k))W^k + \frac{\rho}{2b} \left\| s^k_j(t) - f(x^j_k; \theta^k(t))W^k \right\|^2_F, \forall k \in [M] \tag{22}$$

Each client updates the local model parameters $\theta^k$ as follows:

$$\theta^k_{(t+1)} = \argmin_{\theta^k} \beta \mathcal{R}(\theta^k) + \frac{1}{b} \sum_{j \in B(t)} \lambda^{(t)}_j \theta^j(\mathcal{F}(x^j_k; \theta^k_W))W^k_{(t+1)} + \frac{\rho}{2b} \left\| s^k_j(t) - f(x^j_k; \theta^k_W)W^k_{(t+1)} \right\|^2_F. \tag{23}$$

Due to the nonconvexity of the loss function of DNN, we use $\tau$ local steps of SGD to update $W^k$ and $\theta^k$ alternatively at each round with the objective of Eq. 22 and Eq. 23. Specifically, at each local step, we first update $W^k$ and then update $\theta^k$.

These five steps of VIMADMM−J are summarized in Algorithm 3.

B. Convergence Guarantees

1) **Additional Notations and Supporting Lemmas:** To help theoretical analysis, we denote the objective functions in Eq. (5), Eq. (7), Eq. (9) as
\[ h(z_j) = \ell(z_j) - \lambda_j^{(t)} z_j + \frac{\rho}{2} \left\| \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - z_j \right\|_F^2 \]

\[ g_k(W_k) = \beta_k \mathcal{R}_k(W_k) + \frac{1}{N} \sum_{j \in [N]} \lambda_j^{(t)} f(x_j^k; \theta_k^{(t)}) W_k \]

\[ + \frac{\rho}{2N} \sum_{j \in [N]} \left\| \sum_{i \in [M], i \neq k} f(x_j^i; \theta_i^{(t)}) W_i^{(t)} + f(x_j^k; \theta_k^{(t)}) W_k - z_j \right\|_F^2 \]

\[ q_k(\theta_k) = \beta_k \mathcal{R}_k(\theta_k) + \frac{1}{N} \sum_{j \in [N]} \lambda_j^{(t)} f(x_j^k; \theta_k) W_k^{(t+1)} \]

\[ + \frac{\rho}{2N} \sum_{j \in [N]} \left\| \sum_{i \in [M], i \neq k} f(x_j^i; \theta_i^{(t)}) W_i^{(t+1)} + f(x_j^k; \theta_k) W_k^{(t+1)} - z_j \right\|_F^2 \]

Before delving into the main proofs, we introduce the below supporting lemmas.

**Lemma 1.**
\[ \nabla \ell(z_j^{(t)}) = \lambda_j^{(t)} \]  

**Proof.** According to the optimality of \( z_j^{(t)} \) Eq. (5)
\[ \nabla \ell(z_j^{(t)}) - \lambda_j^{(t-1)} - \rho \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} - z_j \right) = 0, \forall j \in B(t) \]

then invoke Eq. (6) \( \lambda_j^{(t)} = \lambda_j^{(t-1)} + \rho \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} - z_j \right) \), so we have \( \nabla \ell(z_j^{(t)}) = \lambda_j^{(t)} \).

**Lemma 2.**
\[ \| \lambda_j^{(t)} - \lambda_j^{(t-1)} \| \leq L \| z_j^{(t)} - z_j^{(t-1)} \| \]

**Proof.** According to Assumption 1 and Lemma 1, we have
\[ \| \lambda_j^{(t)} - \lambda_j^{(t-1)} \| = \| \nabla \ell(z_j^{(t)}) - \nabla \ell(z_j^{(t-1)}) \| \leq L \| z_j^{(t)} - z_j^{(t-1)} \| \]

**Lemma 3.** [35, Lemma 3]
\[ \left( \left\| \sum_{m=1}^{M} x_m^{t+1} - z \right\|^2 - \left\| \sum_{m=1}^{M} x_m^t - z \right\|^2 \right) \]
\[ \leq \sum_{m=1}^{M} \left( \left\| \sum_{k=1}^{M} x_k^t + x_m^{t+1} - z \right\|^2 - \left\| \sum_{m=1}^{M} x_m^t - z \right\|^2 \right) + \sum_{m=1}^{M} \left\| x_m^{t+1} - x_m^t \right\|^2 \]

2) **Proofs for Theorem 1** We restate our assumptions here in Theorem 1:

**Assumption 1.** \( \ell(z; \cdot) \) is \( L \)-Lipschitz smooth w.r.t \( z \).

**Assumption 2.** \( \mathcal{L}_{\text{ADMM}} \) is strongly convex w.r.t \( z, W, \theta \) with constant \( \mu_z, \mu_W, \mu_\theta \) respectively.

**Assumption 3.** The norm of \( W_k \) is bounded \( \| W_k \| \leq \sigma_W \). The local model \( f(\cdot; \theta) \) has bounded gradient \( \| \nabla f(\cdot; \theta) \| \leq L_\theta \) and bounded output norm \( \| f(\cdot; \theta) \| \leq \sigma_\theta \).

**Assumption 4.** The original objective function \( \mathcal{L}_{\text{VIM}} \) is bounded from below over \( \Theta \) and \( W \), that is \( \epsilon := \min_{(\theta_k)\in\Theta, (W_k)\in W} \mathcal{L}_{\text{VIM}}(\{W_k\}_{k=1}^{M}, \{\theta_k\}_{k=1}^{M}) > -\infty \).

3) **Proofs for Theorem 1 Part (A):** We decompose Theorem 1 part (A) into the below two lemmas and prove them one-by-one.

**Lemma 4.** Let Assumption 1 to Assumption 3 hold, and there exists a penalty parameter \( \rho \) satisfying
\[ \max \left\{ \frac{2L^2}{\mu_z}, \frac{\rho L^2}{\mu_\theta \sigma_\theta} \right\} < \rho < \min \left\{ \frac{\mu_\theta}{L_\theta \sigma_\theta}, \frac{\mu_W}{\sigma_\theta} \right\} \]

then \( \mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}\}, \{\theta_k^{(t+1)}\}, \{z_j^{(t+1)}\}, \{\lambda_j^{(t+1)}\}) - \mathcal{L}_{\text{ADMM}}(\{W_k^{(t)}\}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}) < 0 \).
Lemma 5. Let Assumption 1 to Assumption 4 hold, then the following limit exists and \( \mathcal{L}_{\text{ADMM}} \) is lower bounded by \( \varepsilon \) defined in Assumption 4:

\[
\lim_{t \to \infty} \mathcal{L}_{\text{ADMM}}(\{W_k^{(t)}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}) \geq \varepsilon. \tag{33}
\]

We first present the proof for the monotonically decreasing property of \( \mathcal{L}_{\text{ADMM}} \) in Lemma 4.

Proof for Lemma 4.

\[
\begin{align*}
\mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}, \{\theta_k^{(t+1)}\}, \{z_j^{(t+1)}\}, \{\lambda_j^{(t+1)}\}) &\geq \mathcal{L}_{\text{ADMM}}(\{W_k^{(t)}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}) \\
&+ \frac{1}{2N} \sum_{j=1}^N \sum_{k=1}^M (f(x_j^k; \theta_k^t) - v_j^2)
\end{align*}
\]

Recall ADMM objective function:

\[
\mathcal{L}_{\text{ADMM}} = \frac{1}{N} \sum_{j=1}^N \ell(z_j, y_j) + \sum_{k=1}^M \beta_k R_k(\theta_k) + \sum_{k=1}^M \beta_k R_k(W_k)
\]

Then we have

\[
T_1 = \mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}, \{\theta_k^{(t+1)}\}, \{z_j^{(t+1)}\}, \{\lambda_j^{(t+1)}\}) - \mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}, \{\theta_k^{(t+1)}\}, \{z_j^{(t+1)}\}, \{\lambda_j^{(t)}\})
\]

\[
= \frac{1}{N} \sum_{j=1}^N \lambda_j^{(t+1)} - \lambda_j^{(t)} \right)^T \left( \sum_{k=1}^M f(x_j^k; \theta_k^t)W_k^{(t+1)} - z_j^{(t+1)} \right)
\]

\[
\leq \frac{1}{N} \sum_{j=1}^N \frac{1}{\rho} \| \lambda_j^{(t+1)} - \lambda_j^{(t)} \|_2^2
\]

where (a) we use the Eq. (6) that \( \frac{1}{\rho} (\lambda_j^{(t+1)} - \lambda_j^{(t+1)}) = \left( \sum_{k=1}^M f(x_j^k; \theta_k^t)W_k^{(t+1)} - z_j^{(t)} \right) \); (b) we use Lemma 2.

\[
T_2 = \mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}, \{\theta_k^{(t+1)}\}, \{z_j^{(t+1)}\}, \{\lambda_j^{(t+1)}\}) - \mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}, \{\theta_k^{(t+1)}\}, \{z_j^{(t+1)}\}, \{\lambda_j^{(t)}\})
\]

\[
= \frac{1}{N} \sum_{j=1}^N \ell(z_j^{(t+1)}, f(z_j^{(t)}) - z_j^{(t)}) - \frac{1}{N} \sum_{j=1}^N \lambda_j^{(t)} \left( z_j^{(t+1)} - z_j^{(t)} \right)
\]

\[
+ \frac{\rho}{2N} \sum_{j=1}^N \left( \sum_{k=1}^M f(x_j^k; \theta_k^t)W_k^{(t+1)} - z_j^{(t+1)} \right)^2 - \left( \sum_{k=1}^M f(x_j^k; \theta_k^t)W_k^{(t+1)} - z_j^{(t)} \right)^2
\]

\[
= \frac{1}{N} \sum_{j=1}^N \left( \sum_{k=1}^M f(x_j^k; \theta_k^t)W_k^{(t+1)} - z_j^{(t+1)} \right)^2 - \left( \sum_{k=1}^M f(x_j^k; \theta_k^t)W_k^{(t+1)} - z_j^{(t)} \right)^2
\]

where (a) strong convex of \( h \) Assumption 2 , (b) optimality of \( z \) update at Eq. (5).
\[ T_k = \mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}\}, \{\theta_k^{(t+1)}\}, \{z_k^{(t)}\}, \{\lambda_k^{(t)}\}) - \mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}\}, \{\theta_k^{(t)}\}, \{z_k^{(t)}\}, \{\lambda_k^{(t)}\}) \]

\[ = \sum_{k=1}^{M} \beta_k \left( R_k(\theta_k^{(t+1)}) - R_k(\theta_k^{(t)}) \right) + \frac{\rho}{2N} \sum_{j=1}^{N} \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - z_j^{(t)} \right) \frac{\| \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - z_j^{(t)} \|_F^2}{\| \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - z_j^{(t)} \|_F^2} \]

\[ \leq \sum_{k=1}^{M} \beta_k \left( R_k(\theta_k^{(t+1)}) - R_k(\theta_k^{(t)}) \right) + \frac{\rho}{2N} \sum_{j=1}^{N} \sum_{k=1}^{M} \left[ f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} \right] \frac{\| f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} \|_F^2}{\| f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} \|_F^2} \]

\[ \leq \sum_{k=1}^{M} \left( \nabla q_k(\theta_k^{(t+1)}) - \nabla q_k(\theta_k^{(t)}) \right) - \frac{\mu_a}{2} \| \theta_k^{(t+1)} - \theta_k^{(t)} \|_2 \]

\[ + \frac{\rho}{2N} \sum_{j=1}^{N} \sum_{k=1}^{M} \left[ f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} \right] \frac{\| f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} \|_F^2}{\| f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} \|_F^2} \]

\[ \leq \sum_{k=1}^{M} -\frac{\mu_a}{2} \| \theta_k^{(t+1)} - \theta_k^{(t)} \|_2^2 + \frac{\rho}{2N} \sum_{j=1}^{N} \sum_{k=1}^{M} \left[ f(x_j^k; \theta_k^{(t+1)}) - f(x_j^k; \theta_k^{(t)}) \right] \frac{\| f(x_j^k; \theta_k^{(t+1)}) - f(x_j^k; \theta_k^{(t)}) \|_2 \| W_k^{(t+1)} \|_2^2}{\| f(x_j^k; \theta_k^{(t+1)}) - f(x_j^k; \theta_k^{(t)}) \|_2 \| W_k^{(t+1)} \|_2} \]

\[ \leq \sum_{k=1}^{M} -\frac{\mu_a}{2} \| \theta_k^{(t+1)} - \theta_k^{(t)} \|_2^2 + \frac{\rho L_a^2}{2} \sum_{k=1}^{M} \| \theta_k^{(t+1)} - \theta_k^{(t)} \|_2^2 \| W_k^{(t+1)} \|_2^2 \]

\[ \leq \sum_{k=1}^{M} -\frac{\mu_a + \rho L_a^2 \sigma_W^2}{2} \| \theta_k^{(t+1)} - \theta_k^{(t)} \|_2^2 \]

where (a) is due to Lemma 3, (b) is due to the strong convex of \( q_k \) Assumption 2, (c) is due to the optimality of \( \theta_k \) in Eq. (9), (d) is due to the Lipschitz continuity of local model \( f(\theta) \) Assumption 3 (bounded gradient implies Lipschitz continuity), and (e) is due to the upper bound of the linear weights in Assumption 3.
\[ T_4 = \mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}\}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}) - \mathcal{L}_{\text{ADMM}}(\{W_k^{(t)}\}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}) \]

\[ = \sum_{k=1}^{M} \beta_k \left( R_k(W_k^{(t+1)}) - R_k(W_k^{(t)}) \right) + \frac{\rho}{2N} \sum_{j=1}^{N} \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} - f(x_j^k; \theta_k^{(t)}) W_k^{(t)} \right) \]

\[ + \frac{\rho}{2N} \sum_{j=1}^{N} \sum_{i \in [M], i \neq k} \left\| f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} - f(x_j^k; \theta_k^{(t)}) W_k^{(t)} \right\|_F^2 \]

\[ \leq \sum_{k=1}^{M} \beta_k \left( R_k(W_k^{(t+1)}) - R_k(W_k^{(t)}) \right) + \frac{\rho}{2N} \sum_{j=1}^{N} \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} - f(x_j^k; \theta_k^{(t)}) W_k^{(t)} \right) \]

\[ + \frac{\rho}{2N} \sum_{j=1}^{N} \sum_{i \in [M], i \neq k} \left\| f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} - f(x_j^k; \theta_k^{(t)}) W_k^{(t)} \right\|_F^2 \]

where (a) is due to Lemma 3, (b) is due to strong convex of \( g_k \) Assumption 2, (c) is because of the optimality of \( W_k \) in Eq. (7) and (d) is due to upper bound of the model outputs in Assumption 3.

Combining the above bounds for \( T_1, T_2, T_3, T_4 \) together and recall the condition for \( \rho \) in Eq. (31), we have

\[ \mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}\}, \{\theta_k^{(t)}\}, \{z_j^{(t+1)}\}, \{\lambda_j^{(t+1)}\}) - \mathcal{L}_{\text{ADMM}}(\{W_k^{(t)}\}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}) \]

\[ = T_1 + T_2 + T_3 + T_4 \]

\[ \leq \sum_{j=1}^{N} \left( \frac{\mu_x}{2} + \frac{L_j^2}{\rho} \right) \left\| z_j^{(t+1)} - z_j^{(t)} \right\|^2 + \sum_{k=1}^{M} \frac{-\mu \rho \mathcal{L} \sigma^2}{2} \left\| \theta_k^{(t+1)} - \theta_k^{(t)} \right\|^2 + \sum_{k=1}^{M} \frac{-\mu W + \rho \sigma^2}{2} \left\| W_k^{(t+1)} - W_k^{(t)} \right\|^2 \]

\[ < 0 \]

Thus, proved. \[ \square \]

Then we provide the proof for the lower-bounded property of \( \mathcal{L}_{\text{ADMM}} \) for Lemma 5.
Proof for Lemma 5.
\[ \mathcal{L}_{\text{ADMM}}(\{W_k^{(t)}\}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}) \]
\[ = \frac{1}{N} \sum_{j=1}^{N} \ell(z_j^{(t)}, y_j) + \sum_{k=1}^{M} \beta_k \mathcal{R}_k(\theta_k^{(t)}) + \sum_{k=1}^{M} \beta_k \mathcal{R}_k(W_k^{(t)}) \]
\[ + \frac{1}{N} \sum_{j=1}^{N} \nabla \ell(z_j^{(t)})^\top \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} - z_j^{(t)} \right) + \frac{\rho}{2N} \sum_{j=1}^{N} \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} - z_j^{(t)} \right)^2_F \]
\[ \geq (a) \frac{1}{N} \sum_{j=1}^{N} \ell(z_j^{(t)}, y_j) + \sum_{k=1}^{M} \beta_k \mathcal{R}_k(\theta_k^{(t)}) + \sum_{k=1}^{M} \beta_k \mathcal{R}_k(W_k^{(t)}) \]
\[ + \frac{1}{N} \sum_{j=1}^{N} \nabla \ell(z_j^{(t)})^\top \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} - z_j^{(t)} \right) + \frac{\rho}{2N} \sum_{j=1}^{N} \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} - z_j^{(t)} \right)^2_F \]
\[ \geq \frac{1}{N} \sum_{j=1}^{N} \ell \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} \right) - \frac{L}{2} \sum_{j=1}^{N} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} - z_j^{(t)} \right) \leq \left\langle \nabla \ell(z_j^{(t)}), \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} - z_j^{(t)} \right) \right\rangle \]
and (c) is due to \( \rho \geq L \) from the condition Eq. (31).

The result show that \( \mathcal{L}_{\text{ADMM}}(\{W_k^{(t)}\}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}) \) is lower bounded. Thus, proved.

Proof for Theorem 1 (A). Combining Lemma 4 and Lemma 5, we show that \( \mathcal{L}_{\text{ADMM}}(\{W_k^{(t)}\}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}) \) is monotonically decreasing and is convergent. This completes the proof.

4) Proofs for Theorem 1 Part (B):

Proofs for Theorem 1 (B). Lemma 4 implies that
\[ \mathcal{L}_{\text{ADMM}}(\{W_k^{(t+1)}\}, \{\theta_k^{(t+1)}\}, \{z_j^{(t+1)}\}, \{\lambda_j^{(t+1)}\}) - \mathcal{L}_{\text{ADMM}}(\{W_k^{(t)}\}, \{\theta_k^{(t)}\}, \{z_j^{(t)}\}, \{\lambda_j^{(t)}\}) \]
\[ \leq \frac{1}{N} \sum_{j=1}^{N} \left( -\frac{\mu_z}{2} + \frac{L^2}{\rho} \right) \left\| z_j^{(t+1)} - z_j^{(t)} \right\|^2 + \frac{M}{2} \sum_{k=1}^{M} \frac{-\mu_a + \rho \frac{L^2}{\rho} \sigma_k^2}{2} \left\| \theta_k^{(t+1)} - \theta_k^{(t)} \right\|^2 \]
\[ + \frac{M}{2} \sum_{k=1}^{M} -\mu W + \rho \rho \sigma_k^2 \left\| W_k^{(t+1)} - W_k^{(t)} \right\|^2 \]

Using the fact that \( \mathcal{L}_{\text{ADMM}} \) is monotonically decreasing and lower-bounded (in Lemma 5) as well as the bounds for \( \rho \) in Eq. (31), we have \( \forall j \in [N], k \in [M] \),
\[ \lim_{t \to \infty} \left\| z_j^{(t+1)} - z_j^{(t)} \right\|^2 \to 0, \lim_{t \to \infty} \left\| \theta_k^{(t+1)} - \theta_k^{(t)} \right\|^2 \to 0, \lim_{t \to \infty} \left\| W_k^{(t+1)} - W_k^{(t)} \right\|^2 \to 0. \quad (35) \]

By Lemma 2 that \( \| \lambda_j^{(t+1)} - \lambda_j^{(t)} \| \leq L \| z_j^{(t+1)} - z_j^{(t)} \| \), we further obtain
\[ \lim_{t \to \infty} \left\| \lambda_j^{(t+1)} - \lambda_j^{(t)} \right\|^2 \to 0, \forall j \in [N] \quad (36) \]

In light of the dual update step of Algorithm 1, Eq. (36) implies that
\[ \lim_{t \to \infty} \left\| \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t+1)}) W_k^{(t+1)} - z_j^{(t+1)} \right\|^2 \to 0, \forall j \in [N] \quad (37) \]

Using the limit points, we have \( W_k^{(t+1)} \to W_k^*, \theta_k^{(t+1)} \to \theta_k^*, z_j^{(t+1)} \to z_j^*, \lambda_j^{(t+1)} \to \lambda_j^* \).
Based on Eq. (37), we have
\[
\sum_{k=1}^{M} f(x_j^k; \theta_k^*) W_k^* = z_j^*
\] (38)

Then, we examine the optimality condition for the \{W_k^{(t+1)}\} subproblems at iteration \(t + 1\):
\[
0 = \beta_k \nabla R_k(W_k^{(t+1)}) + \frac{1}{N} \sum_{j=1}^{N} \lambda_j^{(t)} W_k^{(t+1)}
+ \frac{\rho}{N} \left( \sum_{i \in [M], i \neq k} f(x_j^i; \theta_k^{(t)}) W_k^{(t+1)} + f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} - z_j^{(t)} \right) f(x_j^k; \theta_k^{(t)})
\] (39)

According to Eq. (35) and Eq. (37), we have
\[
0 = \beta_k \nabla R_k(W_k^*) + \frac{1}{N} \sum_{j=1}^{N} \lambda_j^{(t)} f(x_j^k; \theta_k^*)
\] (40)

Similarly, the optimality condition for the \{\theta_k^{(t+1)}\} subproblems at iteration \(t + 1\) indicates that:
\[
0 = \beta_k \nabla R_k(\theta_k^{(t+1)}) + \frac{1}{N} \sum_{j=1}^{N} \lambda_j^{(t)} \nabla f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)}
+ \frac{\rho}{N} \left( \sum_{i \in [M], i \neq k} f(x_j^i; \theta_k^{(t)}) W_k^{(t+1)} + f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)} - z_j^{(t)} \right) \nabla f(x_j^k; \theta_k^{(t)}) W_k^{(t+1)}
\] (41)

According to Eq. (35) and Eq. (37), we have
\[
0 = \beta_k \nabla R_k(\theta_k^*) + \frac{1}{N} \sum_{j=1}^{N} \lambda_j^{(t)} \nabla f(x_j^k; \theta_k^*) W_k^*
\] (42)

Based on the optimality condition for the \{z_j^{(t+1)}\} subproblems at iteration \(t + 1\), we have
\[
0 = \nabla \ell(z_j^{(t)}; \eta^{(t)}) - \lambda_j^{(t-1)} - \rho \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} - z_j^{(t)} \right), \forall j \in B(t)
\] (43)

Based on the strongly convexity w.r.t \(z_j\) in Assumption 2, there exists a subgradient \(\eta^{(t)} \in \partial \ell \left( z_j^{(t)} \right) \) such that
\[
\left\langle z - z_j^{(t)} , \eta^{(t)} \right\rangle - \left( \lambda_j^{(t-1)} + \rho \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{(t)}) W_k^{(t)} - z_j^{(t)} \right) \right) \geq 0, \forall z
\] (44)

It implies that
\[
\ell(z; y_j) - \ell(z_j^*; y_j) + \left\langle z - z_j^* , -\lambda_j^{(t-1)} + \rho \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{*}) W_k^* - z_j^* \right) \right\rangle \geq 0, \forall z
\] (45)

Taking the limits for Eq. (45) and using the results in Eq. (35) Eq. (36) Eq. (37), we have
\[
\ell(z; y_j) - \ell(z_j^*; y_j) + \left\langle z - z_j^* , -\lambda_j^{*} \right\rangle \geq 0, \forall z
\] (46)

That is:
\[
\ell(z; y_j) + \lambda_j^{* T} \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{*}) W_k^* - z \right) \geq \ell(z_j^*; y_j) + \lambda_j^{* T} \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{*}) W_k^* - z_j^* \right)
\]

It implies that
\[
z_j^* = \arg \min_{z_j} \ell(z_j; y_j) + \lambda_j^{* T} \left( \sum_{k=1}^{M} f(x_j^k; \theta_k^{*}) W_k^* - z_j \right)
\]

This completes the proof.

\(\blacksquare\)

C. Privacy Guarantees

1) Preliminaries: We utilize Rényi Differential Privacy (RDP) to perform the privacy analysis since it supports a tighter composition of privacy budget [56] than the moments accounting technique [1] for Differential Privacy (DP).

We start by introducing the definition of RDP as a generalization of DP, which leverages the \(\alpha\)-Rényi divergence between the output distributions of two neighboring datasets. The definition of the neighboring dataset in this work follows the client-level differentially private FL framework [54]. The neighboring datasets would differ in all samples associated with a single client, that is, one user is present or absent in the VFL global dataset. (Definition 2)
Definition 3. (Rényi Differential Privacy [56]) We say that a mechanism $M$ is $(\alpha, \epsilon)$-RDP with order $\alpha \in (1, \infty)$ if for all neighboring datasets $D, D'$

$$D_\alpha (M(D) \| M(D')) := \frac{1}{\alpha - 1} \log \mathbb{E}_{\theta \sim M(D')} \left( \left( \frac{M(D)(\theta)}{M(D')(\theta)} \right)^\alpha \right) \leq \epsilon$$  \hspace{1cm} (47)

The RDP guarantee can be converted to DP guarantee as follows:

Theorem 3. (RDP to $(\epsilon, \delta)$-DP Conversion [3]) If $M$ is an $(\alpha, \epsilon)$-RDP mechanism, it also satisfies $(\epsilon + \log \frac{\alpha - 1}{\alpha}, \frac{\alpha - 1}{\alpha})^\alpha - \log \delta \log \alpha, \delta)$-differential privacy for any $0 < \delta < 1$.

Here, we highlight three key properties that are relevant to our analyses.

Theorem 4. (RDP Composition [56]) Let $f : \mathcal{D} \mapsto \mathcal{R}_1$ be $(\alpha, \epsilon_1)$-RDP and $g : \mathcal{R}_1 \times \mathcal{D} \mapsto \mathcal{R}_2$ be $(\alpha, \epsilon_2)$-RDP, then the mechanism defined as $(X, Y)$, where $X \sim f(D)$ and $Y \sim g(X, D)$, satisfies $(\alpha, \epsilon_1 + \epsilon_2)$-RDP.

Theorem 5. (RDP Guarantee for Gaussian Mechanism [56]) If $f$ is a real-valued function, the Gaussian Mechanism for approximating $f$ is defined as $G_\sigma f(D) = f(D) + \mathcal{N}(0, \sigma^2)$. If $f$ has $\ell_2$ sensitivity $1$, then the Gaussian Mechanism $G_\sigma f$ satisfies $(\alpha, \alpha/(2\sigma^2))$-RDP.

2) Proof of Theorem 2: We aim to protect the local training data of each client under client-level $(\epsilon, \delta)$-DP guarantee (Definition 2) during VFL training. Let $X$ be the VFL global dataset, i.e., the union of local feature sets $X_1, \ldots, X_M$ from all $M$ clients. We denote the output of client $k$ as a matrix $\mathcal{A}_k$, where each row is the embedding or logit of one local training sample. With a loss of generality, we consider the embedding matrix $\mathcal{A}_k = [h^k_1, \ldots, h^k_N]^\top$ as local output, and our analysis directly applies to the logit matrix $\mathcal{A}_k = [a^k_1, \ldots, a^k_N]^\top$. The local outputs from all clients can be concatenated as a global embedding matrix $\mathcal{A}$:

$$\mathcal{A} = [\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_M]$$ \hspace{1cm} (48)

For our algorithms (Algorithm 1, Algorithm 3) that sample a mini-batch of data with data indices $B(t)$ at each round $t$ for clients to compute their embeddings, we view the corresponding $\mathcal{A}_k$ for each client $k$ as:

$$A_k^{(t)}[j] = h_j^{(t)} \quad \text{if} \quad j \in B(t),$$

$$A_k^{(t)}[j] = 0 \quad \text{if} \quad j \notin B(t).$$ \hspace{1cm} (49) (50)

Here we can fill in the rows of the output matrix for non-sampled indices (i.e., $j \notin B(t)$) as all zeros for privacy analysis.

We will first analyze the privacy cost for one communication round (omitting the superscript $t$ here) and then accumulate the privacy costs over $T$ rounds via the DP composition theorem.

We define a function $\mathcal{H}$ that outputs a global embedding matrix consisting of clipped local embedding matrices for FL global dataset $X$ as:

$$\mathcal{H}(X) = [\hat{\mathcal{A}}_1, \ldots, \hat{\mathcal{A}}_M], \quad \forall k \in [M].$$ \hspace{1cm} (51)

Lemma 6. For any neighboring datasets $X, X'$ differing by all samples associated by one single client, the $\ell_2$ sensitivity for $\mathcal{H}$ is $C$.

**Proof.** WLOG, the neighboring dataset $X'$ differs from the first client from $X$, i.e., $X' = [X'_1, X_2, \ldots, X_M]$. Therefore the global embedding matrix $\mathcal{H}(X)$ and $\mathcal{H}(X')$ only differ by the clipped local embedding matrix from the first client ($\hat{\mathcal{A}}_1$ and $\hat{\mathcal{A}}'_1$). Then, the $\ell_2$ sensitivity for $\mathcal{H}$ is bounded as follows:

$$\max_{X, X'} \| \mathcal{H}(X) - \mathcal{H}(X') \|_2 = \sqrt{\| \hat{\mathcal{A}}_1 - \hat{\mathcal{A}}'_1 \|_F^2} \leq C.$$ \hspace{1cm} (52)

Then, we define our Gaussian mechanism $G_{C, \mathcal{H}}$, which outputs a global matrix consisting of noise-perturbed local embedding matrices for VFL global dataset $X$:

$$G_{C, \mathcal{H}}(X) = [\hat{\mathcal{A}}_1, \ldots, \hat{\mathcal{A}}_M], \quad \forall k \in [M].$$ \hspace{1cm} (53)

Lemma 7. Given the function $\mathcal{H}$ with $\ell_2$ sensitivity $C$, Gaussian standard deviation $\sigma^2 C^2$, the Gaussian mechanism with $G_{C, \mathcal{H}}$ satisfies client-level $(\alpha, \alpha/(2\sigma^2))$-RDP.

**Proof.** The $\ell_2$ sensitivity for the function $\mathcal{H}$ is $C$ by Lemma 6. The Gaussian standard deviation for the noise-perturbed embedding is $C$, which is proportional to the clipping constant $C$. Combining it with Theorem 5 yields the conclusion that $G_{C, \mathcal{H}}$ guarantees client-level $(\alpha, \alpha/(2\sigma^2))$-RDP.

We note that the training process in the server does not access the raw data $X_k$, thus it does not increase the privacy budget and the whole algorithm in one round satisfies RDP by the post-processing property of RDP. For algorithms with $T$ rounds via the DP composition theorem.

---

This theorem is tighter than the original RDP paper [56], and it is adopted in the official implementation of the PyTorch Opacus library.
Algorithm 1, 3 satisfy client-level \((\bar{\alpha}, \frac{\alpha}{2\bar{\alpha}}})\)-RDP. Given a total of \(M\) clients, \(T\) communication rounds, clipping threshold \(C\) and noise level \(\sigma\), \(\bar{\alpha}\) versions of Algorithm 1, 3 satisfy client-level \((\frac{T\alpha}{2\bar{\alpha}} + \log \frac{\alpha\bar{\alpha} - \frac{\alpha\bar{\alpha}}{\alpha - 1}}{\alpha\bar{\alpha} - \frac{\alpha\bar{\alpha}}{\alpha - 1}}, \delta)\)-DP for any \(\alpha > 1\) and \(0 < \delta < 1\).

### D. Experimental Details and Additional Results

1) **Platform:** We simulate the vertical federated learning setup (1 server and N clients) on a Linux machine with AMD Ryzen Threadripper 3990X 64-Core CPUs and 4 NVIDIA GeForce RTX 3090 GPUs. The algorithms are implemented by PyTorch [58]. Please see the submitted code for full details. We run each experiment 3 times with different random seeds.

2) **Hyperparameters:** We detail our hyperparameter tuning protocol and the hyperparameter values here. For all VFL training experiments, we use the SGD optimizer with learning rate \(\eta\) for the server’s model, and the SGD optimizer with momentum 0.9 and learning rate \(\eta\) for client \(k\)'s local model. The regularization weight \(\beta\) is set to 0.005. The embedding dimension \(d_f\) is set to 60, and batch size \(b\) is set to 1024 for all datasets.

a) **Vanilla VFL training:** For Vanilla VFL training experiments, we tune learning rates by performing a grid search separately for all methods over \{0.05, 0.1, 0.3, 0.5, 0.8\} on MNIST, \{0.003, 0.005, 0.008, 0.01, 0.05, 0.1\} on CIFAR, \{0.05, 0.1, 0.5\} on NUS-WIDE, \{0.0005, 0.005, 0.01, 0.05, 0.1\} on ModelNet40. For ADMM-based methods, we tune penalty factor \(\rho\) with a grid \{0.5, 1, 2\} on all datasets.

b) **Differentially private VFL training:** We leverage the PyTorch Differential Privacy library Opacus 7 to calculate the privacy budgets \(\epsilon\). In all experiments, \(\epsilon = 1e - 5\). For each privacy budget \(\epsilon\), we perform a grid search for the combination of hyperparameters (including noise scale \(\sigma\), clipping threshold \(C\), and learning rate \(\eta\)) for all methods for a fair comparison. The noise scale is tuned from \{2, 3, 5, 8, 10, 30, 50, 70\} on all datasets. \(\alpha\) is tuned from \{0.0005, 0.01, 0.005, 0.01, 0.1, 1\} and \(\eta\) is tuned from \{0.05, 0.3, 0.5, 1\} for MNIST; \(\alpha\) is tuned from \{0.01, 0.05, 0.1, 0.5\} and \(\eta\) is tuned from \{0.005, 0.01, 0.05, 0.1, 0.5, 1\} for CIFAR; \(\alpha\) is tuned from \{0.001, 0.005, 0.01, 0.05, 0.1\} and \(\eta\) is tuned from \{0.05, 0.1, 0.3, 0.5\} for NUS-WIDE; \(\alpha\) is tuned from \{0.01, 0.05, 0.1, 0.5\} and \(\eta\) is tuned from \{0.05, 0.1, 0.5\} for ModelNet40.

We use the best hyper-parameters to start 3 runs with different random seeds and report the average results for each method.

c) **Client-level explainability:** In the experiments of client importance validation via noisy test client, for each time, we perturb the features of all test samples at one client by adding Gaussian noise sampled from \(N(0, \sigma^2)\) to its features. In order to observe the difference in test accuracy between important clients and unimportant clients, we set \(\bar{\sigma}\) to 10 for MNIST, 1 for CIFAR and NUS-WIDE, and 3 for ModelNet40.

In the experiments of client denoising, we construct one noisy client (i.e., client 7, 5, 2, 3 for MNIST, CIFAR, NUS-WIDE, ModelNet40 respectively) by adding Gaussian noise sampled from \(N(0, \sigma^2)\) to all its training samples and test samples. We set \(\bar{\sigma}\) to 1 for MNIST, NUS-WIDE and ModelNet40, and 3 for CIFAR.

3) **Additional Evaluation Results:**

a) **Effect of \(\rho\):** Here we report the test accuracy of \(\text{VIMADMM}\) with different penalty factor \(\rho\) in Figure 5, which show that \(\text{VIMADMM}\) is not sensitive to \(\rho\) on four datasets.

---

7https://github.com/pytorch/opacus
b) Results for a large number of clients: We evaluate baselines and our methods under 100 clients on MNIST by allowing the agents to obtain overlapped features, and the results show that our methods still outperform baselines. Specifically, we divide the features into 100 overlapped subsets for 100 clients so that each client has 14 pixels. The results in Table XI show that VIM methods (i.e., VIMADMM, VIMADMM-J) have higher accuracy than baselines in both w/ and w/o model splitting settings.

| METHOD | W/ model splitting | W/o model splitting |
|--------|-------------------|---------------------|
| VAFL   | 95.38             | 95.85               |
| Split Learning | 95.45              | 95.96              |
| VIMADMM | 95.77             | 96.07               |
| FDML   |                  |                     |
| VIMADMM-J |                  |                     |

Table XII: The utility of VIMADMM with different client subsampling ratio under client-level DP.

| METHOD | MNIST  | CIFAR  |
|--------|--------|--------|
| VAFL   | 25%    | 25%    |
|       | 50%    | 50%    |
|       | 100%   | 100%   |
| Split Learning |               |
| VIMADMM |               |
| FDML   |               |
| VIMADMM-J |              |

Note: 
- The utility is calculated as 1 - |\frac{\sum_{i} e_i}{T}\sum_{i} \epsilon_i|
- \epsilon denotes the number of communication rounds.
- T denotes the total number of communication rounds.
- \epsilon_i denotes the privacy budget for client following our Theorem 2, where i = 1, ..., N/b.
- \epsilon = \infty means no privacy budget.
- \epsilon = 8, 1 means limited privacy budget.

d) Additional results on client denoising: Table XIII presents the test accuracy of VAFL, Split Learning, and VIMADMM at different epochs (communication rounds) on different datasets under one noisy client. Note that each epoch consists of N/b communication rounds. Table XIII shows that under the noisy training scenario, VIMADMM consistently outperform Split Learning and VAFL with faster convergence and higher test accuracy, which indicates the effectiveness of VIM’s multiple linear heads in client denoising.

Table XIII: Test accuracy under one noisy client whose training local features and test local features are perturbed by Gaussian noise.

| Method          | MNIST 2 (106) | 5 (265) | 10 (530) | CIFAR 2 (88) | 5 (220) | 10 (440) | NUS-WIDE 2 (106) | 5 (265) | 10 (530) | ModelNet40 2 (18) | 5 (45) | 10 (90) |
|-----------------|---------------|---------|----------|--------------|---------|----------|-----------------|---------|----------|-------------------|---------|----------|
| VAFL            | 91.97 ± 0.17  | 94.36 ± 0.08 | 95.59 ± 0.11 | 28.83 ± 0.08 | 28.77 ± 0.08 | 46.96 ± 0.12 | 51.88 ± 0.12 | 77.68 ± 0.12 | 85.31 ± 0.12 | 43.23 ± 0.12 | 80.13 ± 0.12 | 89.56 ± 0.12 |
| Split Learning  | 95.04 ± 0.04  | 96.01 ± 0.04 | 96.43 ± 0.04 | 42.75 ± 0.04 | 50.06 ± 0.04 | 55.51 ± 0.04 | 85.23 ± 0.04 | 86.42 ± 0.04 | 87.14 ± 0.04 | 77.94 ± 0.04 | 88.74 ± 0.04 | 89.69 ± 0.04 |
| VIMADMM         | 96.22 ± 0.02  | 96.60 ± 0.02 | 96.82 ± 0.02 | 67.00 ± 0.02 | 70.70 ± 0.02 | 71.76 ± 0.02 | 86.39 ± 0.02 | 87.00 ± 0.02 | 87.28 ± 0.02 | 90.95 ± 0.02 | 98.71 ± 0.02 | 98.59 ± 0.02 |

e) Reference accuracy for SOTA model and reference model in the centralized setting: we included the comparisons in Table XIV, which shows the reference accuracy for SoTA and a simple reference model in a centralized setting on four datasets. Specifically,

- **SoTA models**: These models may employ different model architectures and training methods compared to our approach. They serve as a virtual upper bound as the highest achievable accuracy on each dataset.
- **Reference model in the centralized setting**: This reference model has the same model size as one local model coupled with a server model.

For instance, on the MNIST dataset, the latest SoTA method in a centralized setting achieves an accuracy of 99.87%, while a basic reference model (comprising one local model followed by a server model) reaches 98.19%. In comparison, our VFL model (consisting of M local models followed by a server model) demonstrates a comparable accuracy of 97.13%.
Furthermore, on datasets such as NUS-WIDE and ModelNet, our VFL model even surpasses the accuracy of the reference model in a centralized setting. This is attributable to the significantly higher number of model parameters in VFL. For example, in ModelNet, we utilized four ResNet-18 feature extractors as local models for four different clients, allowing for a more nuanced understanding and representation of the data.

### TABLE XIV: Accuracy for SOTA model and reference model in the centralized setting.

|                      | MNIST | CIFAR | NUS-WIDE (5 classes) | ModelNet40 (2D multi-views) |
|----------------------|-------|-------|----------------------|-----------------------------|
| SOTA method in centralized setting (virtual upper bound) | 99.87 [9] | 99.50 [18] | 88.7 [47] | 96.6 [73] |
| Reference model in centralized setting (e.g., one local model followed by server model) | 98.19 | 77.61 | 87.71 | 88.96 |
| VIMADMM Model (e.g., $M$ local models followed by server model) | 97.13 | 75.25 | 88.51 | 91.32 |

f) **VIMADMM on larger models:** VIMADMM can scale well to large model such as ResNet-18 as shown in the experiments on ModelNet40. Leveraging the larger models as feature extractors for clients, VIMADMM can produce higher-quality local embeddings, which are also crucial for learning accurate linear heads on the server side. Here we also report the results of VIMADMM on CIFAR with CNN, ResNet-18, and ResNet-34, which are 75.25%, 81.35%, and 82.58%, respectively. It shows that a larger model can lead to higher accuracy for VIMADMM, validating its scalability and efficiency.

g) **VIMADMM on non-image tasks:** VIMADMM can be adapted to non-image tasks, such as datasets with both text and image modalities. For example, in the NUS-WIDE dataset, which encompasses both text and image features as local datasets, VIMADMM achieves state-of-the-art results as shown in Figure 1. This adaptability is due to VIMADMM’s flexible design, which can handle heterogeneous input data types via different feature extractors (e.g., local models) in the clients, and then aggregate heterogeneous local embeddings via multiple linear heads in the server. We believe these results underscore VIMADMM’s potential in a broader range of applications beyond image tasks.

h) **VIMADMM under long-tail datasets:** Long-tail datasets are characterized by a significant imbalance, where minority classes have far fewer samples than majority ones. This horizontal imbalance is distinct from the challenges addressed by vertical federated learning, where the same sample (whether it belongs to a majority or minority class) is vertically split across multiple clients. This means that in vertical federated learning, minority class samples are still be evenly distributed among clients. We conduct additional experiments on long-tail data.

We create long-tail training datasets following [71] with an imbalance factor of 10 (i.e., the ratio of samples in the head to tail class). Specifically, for MNIST, this resulted in class sample sizes of [6000, 4645, 3596, 2784, 2156, 1669, 1292, 1000, 774, 600] for 10 classes. For CIFAR, the class sample sizes are [5000, 3871, 2997, 2320, 1796, 1391, 1077, 834, 645, 500] across the 10 classes.

We compared the VIMADMM model, which consists $M$ local models followed by a server model, with a reference model in a centralized setting. This reference model has the same model size as one local model coupled with a server model.

We show the results in Table V, demonstrating that our VIMADMM is still effective on challenging long-tail training datasets, yielding results comparable to those of the reference model in a centralized setting. Moreover, the long-tail version of MNIST dataset does not significantly impact the accuracy of VIMADMM compared to the original MNIST dataset.

### E. Discussion

a) **DP generative model in VFL:** An alternative way to achieve DP in VFL is to locally train a DP generative model for each client, and then send the DP generative models to the server, which takes only one communication round. However, we identified several key challenges that make it less suitable for our VFL context:

- **Mismatch of Synthetic Partial Features Across Clients.** In VFL, there are $M$ clients holding different subsets of features for the same training samples (denoted as $x_j^1, x_j^2, \ldots, x_j^M$ for sample $j$). A generative model, due to its stochastic nature, would generate synthetic partial features without correspondence to a specific training sample (e.g., the parietal features generated from a local generative model would adhere to the local data distribution, but do not correspond to a particular original sample $j$). This lack of correspondence means that the server cannot effectively concatenate the synthetic partial features into a cohesive “global” dataset for training. This is a limitation of the generative model in VFL.

- **Quality Concerns Due to Partial Features.** Given that each client only has partial features (see Figure 3 row 1 for the visualization of raw local features), a generative model trained locally (without FL) might yield lower-quality data. This is particularly problematic in cases where partial features are not informative (e.g., clients having only background pixels in image datasets like MNIST/CIFAR). The state-of-the-art accuracy for synthetic data in centralized learning with sample-level DP on MNIST is around 97.6% under $\epsilon = 1$ and 98.2% under $\epsilon = 10$ [37]. Since the partial features in VFL are less informative than the full features in centralized learning, the DP generative model in VFL would lead to lower accuracy. On the other hand, our VIMADMM DP learning algorithm already achieves a promising accuracy that is close to the state-of-the-art: 91.35% under $\epsilon = 1$ and 92.35% under $\epsilon = 8$ in VFL under client-level DP, which is a stricter privacy notion than sample-level DP.
Scalability Issues of DP Generative Model with High-Dimensional Data. DP generative models often struggle with high-dimensional datasets [37, 72]. For instance, their performance on datasets like CIFAR10 is limited [72], posing a challenge for more complex datasets like ModelNet40. Additionally, the generation of multi-modal data (e.g., text and image features in NUS-WIDE) remains an unresolved challenge. In our method, as we are not training generative models, the high dimensionality of data will not pose a significant challenge to VIMADMM.

Communication Overhead with Generative Model. The model size of a standard DCGAN [61] implemented in PyTorch is 13.65 MB. As it only takes one round for communication, the communication costs for each client would be 13.65 MB. In comparison, VIMADMM demonstrates similar communication costs on certain datasets. For example, on the ModelNet40 dataset, VIMADMM achieves an accuracy of 89% with a total communication cost of 11.32 MB (See Figure 1 and Table IV for details). This efficiency stems from the transmission of local embeddings and ADMM-related variables, which collectively have a smaller size than the number of parameters within a deep neural network like a DCGAN generator. This trend becomes even more evident if we use a larger generative model than DCGAN, which is a common direction in current generative AI advancements. Moreover, the high-quality local embeddings (e.g., from a pretrained ResNet-18 as local model) and multiple local updates at each communication round (enabled by ADMM) significantly aid convergence. Consequently, a relatively small number of communication rounds (approximately 10) is required to reach an accuracy of 89% on ModelNet40.

We remain open to future research exploring the feasibility and optimization of the local training of DP generative models in VFL settings.

b) Linear head and client importance: In Section VI-C, we utilize the norm of weights in the linear head, learned by the server from local embeddings, to determine the importance of the corresponding client (and its local features). Our approach is in line with existing methods such as LIME [63], SHAP [49], and others [29] that utilize model weights to determine feature importance. In our model, we follow existing work by assuming feature independence [63, 49, 29] to simplify the interpretation of weights in terms of feature importance.

c) Challenges of ADMM algorithm design in VFL: There are several key challenges of designing ADMM algorithm in VFL for distributed optimization:

- how to ensure the consensus among clients and form it as a constrained optimization problem (e.g., from Eq. 2 to Eq. 3).
- how to decompose the optimization problem into small sub-problems that can be solved in parallel by ADMM.

For the first challenge, although ADMM is flexible to introduce auxiliary variables and thus formulate a constrained optimization problem in HFL, it raises new challenges in VFL. For example, the ADMM-based methods in HFL [23, 22, 38, 81] usually use the global model as the auxiliary variable and enforce the consistency between the global model and each local model. However, VFL communicates embeddings, and it is not feasible to enforce local embeddings from different clients to be the same as they provide unique information from different aspects. Therefore, in this paper, we introduce the auxiliary variable $z_j$ for each sample $j$ and construct the constraint between $z_j$ and server’s output $\sum_{k=1}^{M} h_j^k W_k$ (i.e., the logits), which enables the optimization for each $W_k$ by ADMM.

For the second challenge, we propose the bi-level optimization for server’s model and clients’ models to train DNNs for VFL with model splitting, while the existing ADMM-based method in VFL [35] only considers logistic regression with linear models in client-side, which does not apply to DNNs. The initial attempt we made is to decompose the optimization for server’s linear heads by ADMM while still using chain rule of SGD to update local models, which does not exhibit much superiority over pure SGD-based methods. Later, we decompose the optimization for both server’s linear heads and local models by ADMM, leading to our current algorithm VIMADMM that enables multiple local updates for clients at each communication round and achieves significantly better performance, as we show in Sec. VI-A.

d) Limitations: Directly deploying VFL algorithms without stopping criteria or regularization techniques may lead to the over-fitting phenomenon, as in many other algorithms. Based on our experiments, we find that over-fitting is a common problem of VFL algorithms due to a large number of model parameters from all clients in the whole VFL system. Compared to centralized learning or horizontal FL, the prediction for one data sample in VFL involves $M$ times model parameters, which corresponds to $M$ partitions of input features. To prevent over-fitting, we use regularizers to constrain the complexity of models and adopt standard stopping criteria, i.e., stop training when the model converges or the validation accuracy starts to drop more than 2%.

---

8https://pytorch.org/tutorials/beginner/dcgan_faces_tutorial.html