Coverage Probability Analysis of IRS-Aided Communication Systems
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Abstract—The intelligent reflective surface (IRS) technology has received much attention in both academia and industry since they are regarded as potentials to smartly design propagation environment by adjusting the phase and magnitude of reflective wave operated by a central controller, and thereby improve the signal quality. In the IRS-aided communication system, IRS is expected to passively reflect transmitted signal, and then the resultant signal can be received in any desired direction. Thus, the IRS technology can remedy the defect of limited coverage in millimeter-wave communications. Moreover, in the scenario where the line-of-sight (LOS) path is obstructed, the IRS can significantly enhance the received power strength through the constructive superposition of impinging waves from each element in the IRS. It is worth mentioning that the IRS does not need radio frequency (RF) links, which essentially differs from the traditional relay technology. In brief, the advantages of low-cost, multi-use and easy-to-deployment have impelled many researches to save energy for the IRS technology.
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In this paper, we aim at analyzing the coverage probability for IRS-assisted communications. To our best knowledge, very few studies comprehensively focus on this issue. Technical motivations are inspired by many challenges led by the new features of IRS, summarized as follows. First, the performance analysis of large-size IRS needs considering a new channel model that takes the physical size of surfaces into account. Then, the amplitude of the composite channel is represented as the sum of the product of two random variables (RVs) following specific distribution, which is difficult to determine the distribution of signal-to-noise ratio (SNR). Lastly, but not least, due to many factors, such as the physical size of IRS and channel conditions, affecting the coverage probability, a comprehensive analysis is urgently needed.

Since most of studies focus on the optimal phase shift or beamforming design of IRS, related works that put efforts on the coverage probability analysis of IRS-aided communication systems are relatively few. To obtain the analytical expression, the authors in [7], [8] used the central limit theorem (CLT) to simplify the resultant amplitude of channels from N elements to a Gaussian distributed RV by assuming N \( \gg 1 \). In [9], the IRS-based composite channel was presented to be equivalent to a direct channel with Nakagami-m fading, which yields that the instantaneous SNR follows Gamma distribution for a large N. In [10], since non-reciprocal channels were assumed to be independent and identically distributed (i.i.d.) complex Gaussian, the obtained tractable form of SNR can be further used in analyzing the symbol error probability. In the above works, the large-scale channel model is merely assumed as square attenuation of distance, which overlooks the impact of the physical size of the IRS on the performance. Moreover, most of the works assume that the number of elements in the IRS is enough large so as to employ the CLT, nevertheless, which may not be in line with the actual situation.

Consider the above deficiencies, we incorporate a more realistic channel model and an arbitrary number of elements into the coverage probability analysis. The main contributions are summarized as follows: (i) We employ a realistic path loss model that takes the physical size of IRS and angle of incidence into account, which ensures that we can quantify their impacts on coverage probability. (ii) For a single element, we determine the distribution of resultant channel gain under Rayleigh fading, and then the exact closed-form of coverage probability is derived. (iii) For multiple elements, we adopt Gamma distribution to approximate the obtained distribution of resultant channel gain by the method of moment matching and then a tractable expression of coverage probability is obtained. (iv) We comprehensively analyze many factors that can influence the coverage probability by numerous simulations. The results are useful in the design of practical IRS.
II. SYSTEM MODEL

We consider a general IRS-aided communication system, where the direct link is nonexistent due to blockage, as shown in Fig. 1. As a result, the IRS with the size of $u \times w$ and the number of $N$ metallic elements reflects the wave from the source (S) to the destination (D). Besides, distances between the source and IRS (SR), the IRS and the destination (RD) are denoted as $d_s$ and $d_r$, respectively. It is worth noting that we consider the far-field transmission for the transceivers, which means that $d_s, d_r \geq \frac{2(\text{max}(u,w))^{2}}{\lambda}$ where $\lambda$ is the wavelength. Moreover, the angle of incidence is denoted as $\theta_i$, that is the angle with the normal direction of the plane of the IRS.

A. Channel Model

Prior works focus on modeling the path loss for the IRS-assisted communications [11], [12]. For instance, in [11], the authors proposed the free space path loss models for both in the near-field and far-field conditions. Moreover, experimental measurements were conducted to verify these models. In this paper, we intend to introduce the size and number of elements in the IRS into the path loss in the far field, thus, a realistic model is used as [12]

$$P_l(d_s, d_r, \theta_s) = \frac{G_s G_r}{(4\pi)^2} \left( \frac{uw}{d_s d_r} \right)^2 \cos(\theta_s),$$

(1)

where $G_s$ and $G_r$ are the antenna gains of transmitter and receiver, respectively.

Then, we denote the amplitudes of small-scale fading of SR link and RD link as $\alpha_i$ and $\beta_i$, where $i$ is the index of the element in the IRS. They both follow Rayleigh distribution as [7], with probability density function (PDF) given by

$$f_{\alpha}(\alpha) = \frac{\alpha}{\sigma^2} \exp \left( -\frac{\alpha^2}{2\sigma^2} \right),$$

(2)

where $\sigma$ represents the fading coefficient of the channel.

B. Signal-to-Noise Ratio

Assuming that channels of SR and RD links experience quasi-static Rayleigh fading without interference, the received signal at D can be expressed as

$$y = \sqrt{P_s P_l} \left[ \sum_{i=1}^{N} h_i \chi_i g_i \right] x + n_0,$$

(3)

where $x$ is the transmit signal with power of $P_s$ and $\chi_i = g_i(t) e^{j\phi_i}$ is the reflected coefficient produced by the $i$th element of the IRS, with $g_i(t) = 1$ for the ideal condition ($\forall i = 1, 2, ..., N$). Note that $h_i = \alpha_i e^{-j\phi_i}$ and $g_i = \beta_i e^{-j\phi_i}$ are channel gains where we assume that the channel state information (CSI) knowledge is available [8]. Moreover, $n_0$ is the additive white Gaussian noise following $\mathcal{N}(0, \sigma_n^2)$.

Then, the received SNR can be expressed as

$$\gamma = \frac{\left[ \sum_{i=1}^{N} \alpha_i \beta_i e^{j(\phi_i - \phi_s - \phi_r)} \right]^2 \cdot P_s G_s G_r (uw \cos(\theta_s))^2}{(4\pi \sigma_n^2 d_s d_r)^2}.$$

(4)

In order to obtain the maximum value of $\gamma$, we need to optimally design the phase shift of each element. Following the method in [7], by setting the phases $\phi_i = \phi_i + \varphi_i$, the maximum $\gamma$ can be obtained as

$$\gamma = \frac{A^2}{d_s^2 d_r^2},$$

(5)

where $A = \sum_{i=1}^{N} \alpha_i \beta_i$. Moreover, the average SNR can be written as $\bar{\gamma} = \frac{P_s G_s G_r (uw \cos(\theta_s))^2}{16\pi^2 \sigma_n^2 d_s d_r}$. It intuitively shows that the large size of the IRS can bring large average SNR where the term of $uw \cos(\theta_s)$ represents the total effective area of the beam on the IRS as seen from the source.

III. COVERAGE PROBABILITY ANALYSIS

In the section, we give the detailed process of deriving the coverage probability. Technically, we first determine the distribution of $A^2$ for $N = 1$ and $N \geq 1$. Then, the coverage probability can be obtained with the aid of cumulative probability distribution functions (CDFs) of $A^2$.

A. Deriving the Exact Coverage Probability for $N = 1$

We first provide the PDF of $\alpha\beta$, and then derive its CDF. Let $\gamma_i = \frac{\alpha_i \beta_i}{\sigma^2}$ denote the fading coefficient of the channel $i$.

Lemma 1. For two i.i.d. Rayleigh RVs $\alpha$ and $\beta$ with parameters $\sigma_1$ and $\sigma_2$, respectively, the PDF of $\eta = \alpha\beta$ can be expressed as

$$f_\eta(\eta) = \frac{\eta}{a^2} K_0 \left( \frac{\eta}{a} \right),$$

(6)

where $a = \sigma_1 \sigma_2$ and $K_0(\cdot)$ is the zeroth order of modified Bessel function of the second kind.

Proof: The readers can refer to [13] for the detailed derivation of the distribution of the product of two i.i.d. Rayleigh RVs based on Meijer’s G-function.

Lemma 2. For $N=1$, the CDF of $\eta$ can be obtained as

$$F_\eta(\eta) = 1 - \frac{\eta}{a} K_1 \left( \frac{\eta}{a} \right),$$

(7)

where $K_1(\cdot)$ is the first order of modified Bessel function of the second kind.

Proof: See Appendix A.

We can further obtain the CDF of $\eta^2$ by $F_{\eta^2}(\eta) = F_\eta(\sqrt{\eta})$. Then, we can derive the exact coverage probability for $N = 1$.

Theorem 1. For $N = 1$ and specific SNR threshold $\gamma_{th}$, the exact coverage probability can be represented as

$$P_{\text{cov}}(\gamma_{th}) = \frac{d_s d_r}{\sigma_1 \sigma_2} \sqrt{\frac{\gamma_{th}}{\gamma}} K_1 \left( \frac{d_s d_r}{\sigma_1 \sigma_2} \sqrt{\frac{\gamma_{th}}{\gamma}} \right).$$

(8)
The coverage probability is defined as the probability that the SNR is larger than a specific threshold, which can be expressed as
\[ P_{\text{cov}}(\gamma_{\text{th}}) = \Pr(\gamma \geq \gamma_{\text{th}}) = 1 - \Pr(\gamma \leq \gamma_{\text{th}}), \]
(9)
where \( A \) is the sum of \( K \)-distributed \( \eta \). Leveraging by the additive characteristic of Gamma distribution, the final distribution of \( A \) can be easily obtained for the case of multiple elements \([17]\).

**Lemma 3.** With the method of moment matching, the distribution of \( \eta \) can be approximated as Gamma distribution,
\[ \eta \sim Ga\left(\frac{\pi^2}{16 - \pi^2}, \frac{16 - \pi^2}{\pi} \sigma_1 \sigma_2\right), \]
(10)
where \( Ga(k, \theta) \) represents Gamma distribution, in which \( \theta = \frac{16 - \pi^2}{\pi} \sigma_1 \sigma_2 \) is the scale parameter, \( k = \frac{\pi^2}{16 - \pi^2} \) is the shape parameter, and \( \Gamma(\cdot) \) is the Gamma function.

**Proof:** See Appendix B.

The Kolmogorov-Smirnov (KS) test is widely used to examine the goodness of fit of two distributions, which enable us to assess the accuracy of approximation using the statistic \( D_{\text{KS}} \) that is defined as the maximum difference of two CDFs,
\[ D_{\text{KS}} = \max |F_{\text{Approx}}(t) - F_{\text{Actual}}(t)|. \]
(11)
As shown in Fig. 2, we plot the CDF of the product of two Rayleigh RVs with different \( \sigma \). The Gamma distribution in (10) is used to fit the actual CDF. The results present perfect agreements with very small \( D_{\text{KS}} \), thus confirming the accuracy of the approximation with Gamma distribution.

According to the additive characteristic of Gamma distribution, we can obtain that \( A \sim Ga(Nk, \theta) \) for \( N \) elements in the IRS. Correspondingly, we can obtain that \( A^2 \) follows a generalized Gamma distribution with parameters of \( \rho = \frac{1}{2}, d = \frac{Nk}{2}, \) and \( q = \theta^2 \) \([18]\), whose CDF is expressed as
\[ F_{A^2}\left(\frac{1}{2}, \frac{Nk}{2}, \theta^2\right) = \zeta(Nk, \frac{\sqrt{\pi}}{2}) \]
(12)
where \( \zeta(\cdot, \cdot) \) denotes the lower incomplete Gamma function.

**Theorem 2.** For arbitrary \( N \), given the threshold \( \gamma_{\text{th}} \), the general form of coverage probability can be represented as
\[ P_{\text{cov}}(\gamma_{\text{th}}) = \frac{\Gamma(Nk, s)}{\Gamma(Nk)}, \]
(13)
where \( s = d \cdot d / (\gamma_{\text{th}} \bar{\sigma})^{\frac{1}{2}} \) and \( \Gamma(\cdot, \cdot) \) is the upper incomplete Gamma function.

**Proof:** Same as the proof of Theorem 1, the coverage probability is expressed as
\[ P_{\text{cov}}(\gamma_{\text{th}}) = 1 - F_{A^2}\left(\frac{\gamma_{\text{th}}}{\gamma}, \frac{2\pi d^2 \cdot d}{\gamma}, \frac{2\pi d^2 \cdot d}{\gamma}, \frac{\gamma_{\text{th}}}{\gamma}\right) \]
(14)
where the \( \zeta(\cdot, \cdot) \) can be calculated by
\[ \zeta(Nk, s) = \Gamma(Nk) - \Gamma(Nk, s). \]
(15)
Substituting (15) into (14), Theorem 2 can be proved.

The general expression shows that the size \( (\text{num}) \), the number \( (N) \), the channel condition \( (\sigma) \), and the incident angle \( (\theta) \), all can impact the coverage probability. For intuitively validating and interpreting the derived result, we show the following remarks of asymptotic analysis.

**Remark 1.** From the perspective of SNR threshold, it can be obtained that \( P_{\text{cov}}(\gamma_{\text{th}} = 0) = 1 \) when \( \gamma_{\text{th}} = 0 \) since \( \Gamma(Nk, 0) = \Gamma(Nk) \) always holds. Moreover, we have \( P_{\text{cov}}(\gamma_{\text{th}} \rightarrow \infty) = 0 \) when \( \gamma_{\text{th}} \rightarrow \infty \) since \( \Gamma(Nk) = \zeta(Nk, \infty) \) always holds, which verifies the physical rationality of derived result.

**Remark 2.** From the perspective of the number of elements, since \( Q(Nk, s) = \frac{\Gamma(Nk, s)}{\Gamma(Nk)} \) represents the CDF of Poisson distribution with parameter \( s \), it directly has \( Pr(X < 0) = 0 \) and \( Pr(X \leq \infty) = 1 \) for positive Poisson distributed RV \( X \), which are equivalent to the cases of \( N = 0 \) and \( N \rightarrow \infty \), respectively. Thus, we can obtain that \( P_{\text{cov}}(N = 0) = 0 \) and \( P_{\text{cov}}(N \rightarrow \infty) = 1 \), corresponding to two limits of no element and infinite elements, respectively.

**C. Finding the Optimal Number of Elements for IRS**

It has shown that the complete coverage probability \( (P_{\text{cov}} = 1) \) achieves when \( N \) is infinite. Practically, for a specific communication scenario with a fixed SNR requirement, the complete coverage can be guaranteed when \( N \) reaches a certain number or above. Thus, it is critical to determine the optimal \( (\text{minimum}) \) number, which can significantly reduce the cost of deployment. Fortunately, we can find the optimal \( N^* \) by solving the equation of \( \Gamma(Nk, s) = \Gamma(Nk) \) based on (13) with the numerical method, given by
\[ N^* = \min\{N|\Gamma(Nk, s) = \Gamma(Nk)\}, \quad N \in \mathbb{N}. \]
(16)
Fig. 3. Results of exact analysis, Gamma approximation, and simulation.

Fig. 4. Gamma approximations (lines) versus simulations (marks).

Fig. 5. Coverage probability versus $N$ for different SNR thresholds.

Fig. 6. Coverage probability versus different sizes of elements.

IV. Simulation Results

In this section, we present the simulation results to verify the derived expressions and investigate the impacts of many factors on coverage probability. The parameters are set as $P_s = 1$ mW, $G_s = G_r = 0$ dBi, $d_c = d_t = 100$ m, $\sigma_n^2 = -90$ dBm, and $uw = N l_e^2$ where $l_e$ is the side length of square element. Note that the remaining parameters may change for different purposes and all the simulated results are obtained by averaging over $10^5$ independent channel realizations.

We first carry out the comparison among the exact form, the Gamma approximation, and the simulated result for $N = 1$, as shown in Fig. 3. It shows that both the exact result and Gamma approximation are perfectly consistent with the simulation result, which reveals the correctness of our derivations. The tiny difference between the exact and approximated result is also exhibited in Fig. 3, where the difference is smaller than $10^{-3}$ for the SNR threshold of -9 dB, further suggesting the high accuracy of Gamma approximation.

For $N > 1$, we compare the simulated result with the Gamma approximation, as shown in Fig. 4. The results turn out perfect matching for diverse $N$. It is also found that the coverage probability can be greatly improved by increasing $N$. As an example, with $\gamma_{th} = 10$ dB, the probability raises 0.45 by increasing $N$ from 3 to 4.

As mentioned in Section III-C, for reducing the cost of deployment, we have defined the optimal number of IRS, of which the complete coverage can be achieved. Thus, we illustrate the coverage probability with respect to $N$, shown in Fig. 5. The results show that the complete coverage is realized for different SNR thresholds when $N$ reaches a certain value or above (where $l_e$ is fixed as $\frac{\lambda}{2}$). More specifically, the optimal number ($N^*$) is 8, 12, and 19 with the SNR thresholds of 10 dB, 20 dB, and 30 dB, respectively. It is worth mentioning that the optimal numbers of simulation results are in accordance with those of numerical results in (16). The investigation can be used to evaluate the number of elements practically required in the deployment of the IRS.

We also explore the impact of the size ($l_e$) of the element. We consider two conditions of fixed $N$ and $uw$, respectively. For fixed $N (= 4)$, the dash lines in Fig. 6 shows that larger size elements give rise to higher coverage probability for specific $\gamma_{th}$ since the total area of IRS becomes larger. For fixed $uw$ (curves with marks), smaller size elements result in higher probability because $N (= 1, 4, 16)$ increases.

Influences of channel fading coefficients and incident angles are also investigated. Interestingly, as shown in Fig. 7, the larger coefficient led by severe fading can contribute to the higher coverage probability, which is accountable for the constructive superposition of reflective waves. For incident angles, Fig. 8 shows that the smaller angle causes the larger coverage probability since the term of $\cos(\theta_s)$ measures the effective impinging area of the incident wave, where the upper and lower bounds of $\theta_s = 0$ and $\theta_s = \frac{\pi}{2}$, correspond to the perpendicular and parallel incidences, respectively.

V. Conclusion

In this work, we studied the coverage probability of IRS-aided communication systems. We derived the closed-form
coverage probability for \( N = 1 \). Further, with Gamma approximation, we provided a more general expression of coverage probability for an arbitrary number of \( N \). We investigated the impacts of numerous parameters on the coverage probability. To be concluded, the larger number or area of the IRS can significantly improve the performance with the aid of controllable variables, including \( N \), \( f_c \), and \( \theta_s \). Moreover, thanks to the constructive superposition of waves from each element, we found that uncontrollable channel fading coefficients also positively contribute to the coverage probability. The work not only derives a general expression of coverage probability but also provides many insights into the actual deployment of IRS.

**Appendix A**

**Proof of Lemma 2**

The CDF of \( \eta \) can be obtained based on (6),

\[
F_\eta(\eta) = \int_{-\infty}^{\eta} f_\eta(x) \, dx = \int_{0}^{\eta} \frac{x}{a^2} K_0\left(\frac{x}{a}\right) \, dx,
\]

\[
= \lim_{x \to 0} \frac{x}{a} K_1\left(\frac{x}{a}\right) - \frac{\eta}{a} K_1\left(\frac{\eta}{a}\right). \tag{A.1}
\]

By using the law of Robida, we can seek the limit, given by

\[
\lim_{x \to 0} \frac{x}{a} K_1\left(\frac{x}{a}\right) = \lim_{x \to 0} -\frac{\eta}{a} - \frac{2a}{\pi} - \frac{x}{\sqrt{x^2 + \eta^2}}. \tag{A.2}
\]

With [14, Eq. 8.446], when \( x \to 0 \), the series expansion is

\[
-\frac{K_0\left(\frac{x}{a}\right)}{2a} + K_2\left(\frac{x}{a}\right) \to -\frac{a}{x^2} + \frac{2 \log(\frac{x}{2a}) + 2 \log(x) + 2e + 1}{4a}. \tag{A.3}
\]

By combining (A.1)-(A.3), we have Lemma 2.

**Appendix B**

**Proof of Lemma 3**

The \( n \)-th moment of Gamma distribution is expressed as

\[
\mu_n^G = \sum_{i=1}^{n} (k+i-1). \tag{B.1}
\]

while the moment of distribution of \( \eta \) can be obtained with the aid of \( K_0(x/a) = \int_{0}^{\infty} \cos(\frac{xz}{a}) \frac{dz}{\sqrt{z^2 + 1}} \), given by

\[
\mu_n^\eta = \int_{0}^{\infty} \int_{0}^{\infty} x^{n+1} \frac{\cos(\frac{xz}{a})}{\sqrt{z^2 + 1}} \, dz \, dx. \tag{B.2}
\]

By matching the first and second moment, i.e., \( \mu_1^\eta = \frac{a\pi}{2} = k\theta = \mu_1^G \) and \( \mu_2^\eta = 4a^2 = k(k+1)\theta^2 = \mu_2^G \), the results of \( k \) and \( \theta \) can be obtained and one can have Lemma 3.
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