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Abstract—In the past years, artificial neural networks (ANNs) have become the de-facto standard to solve tasks in communications engineering that are difficult to solve with traditional methods. In parallel, the artificial intelligence community drives its research to biology-inspired, brain-like spiking neural networks (SNNs), which promise extremely energy-efficient computing. In this paper, we investigate the use of SNNs in the context of channel equalization for ultra-low complexity receivers. We propose an SNN-based equalizer with a feedback structure akin to the decision feedback equalizer (DFE). To convert real-world data into spike signals, we introduce a novel ternary encoding and compare it with traditional log-scale encoding. We show that our approach clearly outperforms conventional linear equalizers for three different exemplary channels. We highlight that mainly the conversion of the channel output to spikes introduces a minor performance penalty. The proposed SNN with a decision feedback structure enables the path to competitive energy-efficient transceivers.

I. INTRODUCTION

The innovations in communications engineering in the past decades have led to transmitters and receivers that are extremely powerful and can provide near-capacity transmission in various transmission scenarios. One reason is the recent use of machine learning techniques, more specifically artificial neural networks (ANNs), that can mitigate device and transmission impairments and solve specific tasks that are difficult to solve with traditional methods. In this paper, we focus on the problem of channel equalization, which can profit largely from the use of machine learning and ANNs, see, e.g., [1]–[3].

In many scenarios, the ANN-based equalizer’s performance depends on its computational complexity; hence their use in ultra-low-complexity systems may be prohibitive [4, Fig. 6]. However, with increasing computational complexity, the overall energy consumption of the system grows, leading to power-hungry receivers when implemented on digital electronics. Instead of digital electronics, the use of so-called neuromorphic electronics promises to massively downscale the required energy per multiply-accumulate operation to a fraction of the digital electronic’s energy [5, Fig. 1]. Neuromorphic electronics emulate spiking neural networks (SNNs) that mimic the brain’s behavior and promise energy efficiency and low-latency processing [6]. With the rise of the first prototypes of neuromorphic hardware, e.g., Intel’s Loihi [6] or Heidelberg’s BrainScaleS-2 system [7], SNNs reach state-of-the-art performance in many inference tasks, like spoken number recognition [8] or hand gesture recognition [9], while consuming little energy [8].

In [10], SNNs compress the output of a neuromorphic camera, where the compressed data is fed to an ANN for image classification. In [11], the ANN is replaced by an SNN, implementing an entire SNN-based joint source-channel coding scheme and showing the system’s robustness against noisy transmission of the encoded data. In [12], an SNN-based equalizer is used to mitigate the distortion of an optical channel with simple direct detection, showing that SNN-based approaches are competitive with ANN-based approaches. This SNN-based equalizer is implemented on the neuromorphic BrainScaleS-2 system in [13]. However, the optical link used in [12], [13] mainly introduces non-linear distortions without suffering from severe intersymbol interference (ISI).

In this paper, we introduce a novel SNN-based equalizer akin to the traditional decision feedback equalizer (DFE) [14, p. 707] for linear channels impacted by severe ISI. By adding a feedback path of already equalized symbols, which improves the equalizer’s performance, we extend the work of [12] to enable the combat of severe ISI and propose an SNN-based equalizer and demapper with a decision feedback structure. To convert real-world data into spike signals, we introduce a novel ternary encoding. Based on three different frequency-selective channels that furthermore experience additive white Gaussian noise (AWGN), we compare the SNN-based approach with linear equalizers (linear minimum mean square error (LMMSE) and zero-forcing (ZF)), the DFE, and ANN-based decision feedback structures. We show that the proposed SNN-based equalizer with decision feedback can deal with severe ISI.

II. SPIKING NEURAL NETWORKS

A. Spiking Neural Networks

Like ANNs, SNNs are neural networks that interconnect neurons. The neurons are connected via synapses, which amplify or attenuate messages exchanged between neurons. However, the neurons’ internal dynamics as well as the kind of exchanged messages greatly differs. Neurons of ANNs compute a real-valued message by applying a non-linear function to the weighted sum of their inputs, which is then propagated to all downstream neurons. Neurons of SNNs, in
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contrast, are integrators that leak over time. They have an internal state, called membrane potential $v(t)$. The weighted input signals are summed up and added to the membrane potential. In parallel, the membrane potential leaks over time towards a resting potential $v_{\text{rest}}$. If the membrane potential is high enough, the neuron gets excited and generates a short output pulse, which is propagated to all downstream neurons. The membrane potential at which the neuron gets excited and an output pulse is fired is called firing threshold $v_{\text{th}}$. After emitting the pulse, the neuron resets its membrane potential $v(t)$ to its resting potential $v_{\text{rest}}$ [15]. The output pulse, called spike, is a pulse of uniform duration and amplitude, which encodes information in an “all-or-nothing” manner [16]. In biology, the output spike now stimulates the synapses between the actual and the downstream neuron, leading to a synaptic current $i(t)$ of neurotransmitters that are exchanged and charge the downstream neuron’s membrane potential [17]. This way, information propagates as discrete events in an asynchronously manner through an SNN [12].

B. Leaky-integrate-and-fire Model

A biologically plausible, yet easily computable neuron model is the leaky-integrate-and-fire (LIF) model. Its membrane potential $v(t)$ is a leaky integrator of the synaptic current $i(t)$, where both can be described by [18]

$$\frac{dv(t)}{dt} = -\frac{1}{\tau_m}((v(t) - v_{\text{rest}}) + i(t))$$

$$\frac{di(t)}{dt} = -\frac{i(t)}{\tau_e} + \sum_j w_j s_j(t).$$

The time constant $\tau_m$ describes the intensity of the leak, $v_{\text{rest}}$ is the resting potential. The strength of the synapse, connecting upstream neuron $j$ to the observed neuron, is denoted by the (trainable) weight $w_j$, while $s_j(t)$ is the output spike signal generated by upstream neuron $j$. Furthermore, $\tau_e$ is the time constant of the synapse, leading to an exponentially decaying current after each input spike [18]. Using the forward Euler method, the solution of the ordinary differential equations (ODEs) and therefore the LIF neuron’s dynamics can be approximated [8]. Assume some arbitrary initial values $v(t_0)$ and $i(t_0)$, with $t_0 = 0$. The ODEs can be solved by numerical integration with fixed integration step size $\Delta t$, leading to a discrete system defined at time instants $t = \kappa \Delta t$, $\kappa \in \mathbb{N}$. The neuron’s discrete dynamics can be expressed as [19]

$$v[\kappa + 1] = v[\kappa] \cdot e^{-\frac{\Delta t}{\tau_m}} + i[\kappa] \cdot e^{-\frac{\Delta t}{\tau_e}},$$

$$i[\kappa + 1] = i[\kappa] \cdot e^{-\frac{\Delta t}{\tau_e}} + \sum_j w_j s_j[\kappa],$$

where $\Delta t$ can be interpreted as the system’s sampling time and $v[k]$ the membrane potential at time $t := \kappa \Delta t$. If $v[k]$ exceeds the neuron’s threshold $v_{\text{th}}$, the neuron generates an output spike

$$s_{\text{out}}[\kappa] = \Theta(v[\kappa] - v_{\text{th}}) = \begin{cases} 1 & \text{if } v[\kappa] > v_{\text{th}} \\ 0 & \text{else} \end{cases},$$

where $\Theta(\cdot)$ denotes the Heaviside step function, and the membrane voltage is reset by $v[\kappa] \leftarrow v_{\text{rest}}$. A computational graph of an LIF neuron is given below in Fig. 1. Figure 1 shows the behavior of an LIF neuron for a given example input spike pattern.

Another common neuron model is the leaky-integrate (LI) model, which is often used in the last layer of an SNN trained to solve a classification task, e.g., in [12]. It exhibits the same dynamics as the LIF neuron, however, since $v_{\text{th}} = \infty$ no output spike is generated and the reset of the neuron’s membrane potential is avoided, integrating the input signals with endless memory.

C. Recurrent Architecture

Like ANNs, SNNs can be defined by layers. Connecting the layers in a feedforward manner results in a feedforward SNN. Due to the internal dynamics of LIF neurons an SNN has implicit recurrent connections, shown in the example SNN in Fig. 3(a). Furthermore, explicit recurrent connections can be added [20], like lateral connections, see Fig. 2. Lateral connections excite or inhibit neighboring neurons from firing [15], feedback connections allow the neuron to excite or inhibit itself. For classification tasks based on different datasets (Randman, MNIST, SHD, RawHD, RawSC), [20] (Fig. 3) has shown that adding explicit recurrent connections achieves a higher classification accuracy.

D. Update Algorithm

Since SNNs are time-dependent, the update rule for SNNs during training needs to take into account time [18]. Inspired by recurrent neural networks (RNNs), the computational graph of an SNN can be unrolled in time, see Fig. 3(b). Assume that $s_\alpha[\kappa]$ denotes the output spikes generated at all output
neurons at time $\kappa$ and $s_i[\kappa]$ the target spikes desired at the output. Defining an objective function $J(\cdot)$, which compares the output spike pattern $s_o$ with a target spike pattern $s_t$ over time, an error at each discrete time step $\kappa$ can be calculated and backpropagated [21]. Recall that the output $s_o[\kappa]$ at time $\kappa$ depends on all input spike vectors $s_i[\kappa], i \in 0, 1 \ldots, \kappa - 2$, leading to temporal interdependencies. Therefore, the gradient needs to be tracked over time, too. The backpropagation through time (BPTT) algorithm solves this issue by propagating errors through the unrolled network [18] akin to training of RNNs.

However, the non-linearity $\Theta(v - v_{th})$ of the LIF neuron is problematic for the application of BPTT, since its derivative is zero almost everywhere (except at $v = v_{th}$). To overcome this non-differentiability of the non-linearity, [18] and [21] propose to use a surrogate of the gradient during training. The feasibility of surrogate gradients is shown in [8], where the forward pass is executed on neuromorphic hardware, while backpropagation is done in software with the use of surrogate gradients. The pytorch-based SNN deep learning library norse [19], which we use within this paper, is based on BPTT and surrogate gradients. For a more detailed description of surrogate gradients and BPTT for SNNs, the interested reader is referred to [18]. While BPTT is a gradient based and therefore not biologically plausible, there exist several approaches of biological plausible update rules. For further reading on the advantages and disadvantages of different update rules we refer the interested reader to [22].

E. Encoding

Since SNNs operate with discrete events, real world data needs to be encoded into a spike signal before processing [16]. There exist three main encoding techniques: rate, temporal or population rank coding [23]. For rate coding, the number of spikes in a time interval (spike frequency) is proportional to the strength of the input signal that is encoded. For temporal coding, a single spike is fired and the exact firing time of the spike with respect to a global reference, is proportional to the input [16]. To convert the input signal to a spike train, a single neuron is sufficient for rate and temporal coding. Population rank coding uses multiple neurons, where each neuron fires a single spike and the relative time differences encode the input signal [23].

Inspired by the success of image classification of the MNIST dataset [15], we propose a novel encoding based on a quantizer that uses $M$ input neurons. Each MNIST image represents a handwritten digit, ranging from 0 to 9. In [15], each pixel of the MNIST image represents an input neuron. Each possible digit excites a different subgroup of input neurons, which the SNN uses for classification. Based on the idea that an input can be described by the triggered subgroup of input neurons, we propose a bipolar encoding described by Fig. 4 (a). First, the value that is encoded is assumed to be within the interval $y \in [-y_{max}, y_{max}]$, otherwise it is clipped. Afterwards, the absolute value of $y$ is fed to a uniform $M$-bit quantizer $Q(\cdot) : \mathbb{R} \rightarrow \mathbb{F}_M$, centered around $\frac{y_{max}}{2}$. With the quantization resolution $\Delta = \frac{y_{max}}{2^M}$ the quantized value $\tilde{y} = \left\lfloor \frac{y}{\Delta} \right\rfloor + \frac{1}{2}, \tilde{y} \in \mathbb{N}$, is converted into a binary representation using a decimal to binary conversion. The obtained bit sequence $\tilde{y}_{enc} \in \{0,1\}^M$ is interpreted as a spike pattern. Depending on the sign of $y$, the spike pattern is flipped to negative values by $y_{enc} = \text{sign}(y) \cdot \tilde{y}_{enc}$, leading to a bipolar encoding, since $y_{enc} \in \{-1,0,1\}^M$. The $m$-th value $y_{enc}^{(m)}$ of $y_{enc}$ is then fed to the $m$-th input neuron. The encoding can be summarized by $y_{enc} = \text{sign}(y) \cdot Q(|y|)$. Figure 4(b) shows exemplarily how the ternary encoding is fed to the SNN.
have 31 taps. For better comparison, the DFE and SNN have the ZF equalizer. Like in [14, Fig. 9.4-4], the linear equalizers with a DFE as well as two linear equalizers, the MMSE and Proakis B and Proakis C channels described in [14, p. 654].

III. SPIKING NEURAL NETWORK BASED DECISION FEEDBACK EQUALIZER AND DEMAPPER

A. Simulated Communication Link

Figure 5 shows the communication link used in this paper. A stream of random bits is Gray-mapped to a modulation alphabet $\mathcal{M}$ with $|\mathcal{M}|$ symbols. The transmission symbols $x$ are transmitted over a frequency selective channel with impulse response $h[\ell]$ and AWGN is added. Based on the received symbols $y$, an equalizer and demapper output an estimate $\hat{b}$ of the transmitted bit sequence.

B. Equalizer and Demapper

We replace the equalizer and demapper of Fig. 5 by an SNN, that solves both the equalization as well as the demapping task. The structure of the SNN can be seen in Fig. 6. Inspired by the structure of a DFE, an $n$-tap feedforward path as well as an $m$-tap feedback path of already decided symbols are implemented. The received samples $y[k]$ are encoded using the ternary encoding proposed in Sec. II-E. Since $y[k] \in \mathbb{C}$, the real and imaginary parts need to be encoded in parallel. Therefore, we encode each complex sample using $2M$ input neurons, with $M$ neurons for real and imaginary part each.

The SNN’s output layer consists of $N_{out} = |\mathcal{M}|$ LI neurons, each one representing one possible transmit symbol and allocated to an index $i \in \{1, \ldots, |\mathcal{M}|\}$. We simulate the SNN for $\kappa_{\text{max}}$ discrete time steps, resulting in a simulated time of $t_{\text{max}} = \kappa_{\text{max}} \Delta t$. After $t_{\text{max}}$, the membrane potentials of the output neurons are read out, where the index of the neuron with the highest membrane potential indicates the index $\hat{a}[k] \in \{1, \ldots, |\mathcal{M}|\}$ of the estimated transmit symbol. Therefore, the $k$-th transmit symbol is estimated by $\hat{a}[k] = \arg \max_i v_i(t_{\text{max}})$, where $v_i(t)$ is the $i$-th output neuron’s voltage, see Fig. 7. The estimated symbol index $\hat{a}[k]$ is demapped into the estimated bitstream $\hat{b}$, as well as one-hot encoded and fed back to the SNN. For one-hot encoding, each sample $\hat{a}[k]$ needs $|\mathcal{M}|$ input neurons. Therefore, the number of the SNN’s input neurons is $N_{in} = 2Mn + |\mathcal{M}|m$.

IV. RESULTS AND DISCUSSION

A. Training Setup

The frequency-selective channels we use are the Proakis A, Proakis B and Proakis C channels described in [14, p. 654]. For all three channels we compare the SNN-based equalizer with a DFE as well as two linear equalizers, the MMSE and the ZF equalizer. Like in [14, Fig. 9.4-4], the linear equalizers have 31 taps. For better comparison, the DFE and SNN have 31 taps, too, however, the taps are split into the forward and backward path, where $m$ equals the length of the channel’s impulse response and $n = 31 - m$. We use $M_{\text{sen}} = 8$ input neurons for real and imaginary parts each. For each received symbol $y$, the SNN is simulated for $\kappa_{\text{max}} = 10$ discrete time steps $\Delta t$, which has proven to be beneficial for simulation. The transmitted symbol is estimated as described in Sec. III-B. Afterwards, the SNN is reset (i.e., all membrane potentials and synaptic currents of the SNN are reset to zero), the system’s discrete time is increased by one $k \leftarrow k + 1$ and the next received sample $y$ is fed to the SNN.

We use a 16-QAM constellation for the Proakis A channel and QPSK for the Proakis B and Proakis C channels. The system parameters for each channel are summarized in Tab. 1. The hidden layer uses LIF neurons and the output layer LI neurons, whose parameters are given in Tab. 1. The hidden layer neurons are recurrently connected to all other hidden neurons. All SNNs are simulated using norse [19], with $v_{\text{rest}} = 0$ and $\Delta t = 10^{-3}$ ms. Each SNN is trained for 10,000 epochs. A learning rate of $10^{-3}$ is used, which is decreased by 0.08% each epoch. For each epoch, new training data is generated. A burst of 200 symbols is transmitted over the channel, resulting in a batch-size of 200. During training, we feed the index of the correct symbol $a[k]$ back to the SNN instead of the current estimate $\hat{a}[k]$. During validation, the estimate $\hat{a}[k]$ is fed back.

For comparison, we train ANN-based equalizers with alike
training parameters for both Proakis B and Proakis C channels. To investigate the impact of encoding, we provide an ANN that uses ternary encoding in the forward path and one-hot encoding in the feedback path, resulting in an alternative architecture as the SNN. Furthermore, we implement an ANN whose feedforward and feedback path is without encoding, i.e., the ANN is fed with the values of $y$ and $\hat{y}$. Thus, the input layer contains $N_{in} = 62$ neurons and an unlike number of hidden and output neurons as the SNNs. Both ANNs do not have recurrent connections and the ReLU function is used.

All networks are trained by replacing the “arg max” of Fig. 6 by a softmax and using the cross-entropy loss. Furthermore, each network is trained for a fixed $E_b/N_0$ value and only the synapse weights are optimized. To evaluate the ternary encoding, we implement an SNN that uses the log-scale encoding of [12] with $M_{\log} = 10$ input neurons per encoded value for the Proakis C channel. We simulate this SNN for $\kappa_{\text{max}} = 30$ discrete time steps, like in [12].

### B. Results

The comparison of the benchmark equalizers as well as the ANNs with the proposed SNN-based equalizer is shown in Fig. 8. If feasible, the MAP detector is also used as a reference. In general, all SNNs outperform the linear equalizers. Compared to the DFE, all SNNs have similar performance with only minor penalties. Even when trained at a fixed $E_b/N_0$, all SNNs can generalize for an arbitrary $E_b/N_0$. In Fig. 8 (b), the SNN trained at $E_b/N_0 = 11$ dB and in Fig. 8 (c), the SNN trained at $E_b/N_0 = 15$ dB outperform the SNNs trained at different $E_b/N_0$. We conclude that the SNNs can generalize for different $E_b/N_0$ and that a proper choice of $E_b/N_0$ for training can be better than training multiple SNNs at different $E_b/N_0$. The ANN that uses ternary encoding has worse performance than the ANN without encoding, which suggests that the encoding introduces a performance loss. Furthermore, the SNNs outperform the ANNs that use the ternary encoding. The log-scale encoding, as proposed by [12], is compared to ternary encoding in Fig. 8 (c). With increasing $E_b/N_0$, the performance gap to the SNN with ternary encoding increases.

### C. Discussion

The proposed SNN-based equalizer with ternary encoding can equalize a signal distorted by a frequency-selective chan-
nel with a similar performance as a classical DFE or an ANN with a decision feedback structure. The minor performance penalty of SNNs is mostly due to the following reasons: First, the comparison of the ANN and the ANN with ternary encoding indicates that the encoding introduces a performance penalty. Since the ternary encoding uses a quantizer, the encoding introduces quantization noise. Using more encoding neurons \( M \) and, therefore, more quantization steps \( 2^M \) could increase the resolution of the encoding, however, at the cost of a larger network architecture. Compared to the training of the ANN, the training of the SNN is already time-consuming due to the unrolling of the SNN and the BPTT. Therefore, more encoding neurons may minimize the encoding loss but increase the complexity. A more thorough investigation of the trade-off will be part of future work. Second, due to the time constraints, we still need to fully optimize the architecture and hyperparameters. Varying the number of hidden neurons or prolonged training may improve the SNN’s performance, and hyperparameters. Varying the number of hidden neurons and constraints, we still need to fully optimize the architecture trade-off will be part of future work. Second, due to the time increase the complexity. A more thorough investigation of the increase the resolution of the encoding, however, at the cost of this work.

In this work we introduced an equalizer based on an SNN and inspired by the structure of the DFE. Furthermore, we proposed ternary encoding, which is a bipolar encoding based on a quantizer. We compared our proposed approach against linear equalizers, the DFE and ANN-based equalizers. Our proposed approach is able to execute equalization for various frequency-selective channels, clearly outperforming linear equalizers and with similar performance than the DFE and ANN-based methods. We furthermore showed that ternary encoding is a robust and fast encoding technique, that can outperform log-scale encoding. This work lays the fundamentals for future energy efficient communication receivers that use neuromorphic hardware based on spikes that promise significantly lower energy consumption than traditional receiver circuits.

V. Conclusion

In this work we introduced an equalizer based on an SNN and inspired by the structure of the DFE. Furthermore, we proposed ternary encoding, which is a bipolar encoding based on a quantizer. We compared our proposed approach against linear equalizers, the DFE and ANN-based equalizers. Our proposed approach is able to execute equalization for various frequency-selective channels, clearly outperforming linear equalizers and with similar performance than the DFE and ANN-based methods. We furthermore showed that ternary encoding is a robust and fast encoding technique, that can outperform log-scale encoding. This work lays the fundamentals for future energy efficient communication receivers that use neuromorphic hardware based on spikes that promise significantly lower energy consumption than traditional receiver circuits.