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Abstract—We consider the problem of data-driven predictive control for an unknown discrete-time linear time-periodic (LTP) system of known period. Our proposed strategy generalizes both Data-enabled Predictive Control (DecPC) and Subspace Predictive Control (SPC), which are established data-driven control techniques for linear time-invariant (LTI) systems. The approach is supported by an extensive theoretical development of behavioral systems theory for LTP systems, culminating in a generalization of Willems’ fundamental lemma. Our algorithm produces results identical to standard Model Predictive Control (MPC) for deterministic LTP systems. Robustness of the algorithm to noisy data is illustrated via simulation of a regularized version of the algorithm applied to a stochastic multi-input multi-output LTP system.

I. INTRODUCTION

Control design methods can broadly be classified into model-based methods and data-driven methods. Model-based design methods rely on an accurate parametric representation of the system, which may come from first-principles modeling or from system-identification. Data-driven control, on the other hand, produces a control strategy directly from recorded historical data. As modern systems of interest become increasingly complex and difficult to identify, data-driven control techniques become increasingly preferable, and have attracted significant research interest in recent years. A comprehensive survey of early data-driven methods can be found in [1].

Model Predictive Control (MPC) is a particular model-based design method which has been widely used in industrial applications, such as autonomous driving [2] and mobile robots [3]. MPC is applicable to time-varying systems, and can incorporate input and output constraints, which typically model actuator saturation and safety constraints, respectively. Despite these benefits, MPC requires a parametric system model, and the modeling process (e.g., system identification) can be expensive [4].

Originating from the work by J. C. Willems, behavioral systems theory provides an alternative to the now-standard state-space framework [5]. In the behavioral approach, a system is characterized as a set of possible input-output trajectories (the behavior). Of particular note, the behavior of a finite-dimensional discrete-time linear time-invariant (LTI) system over a finite time interval can be expressed using collected historical data, a result now known as the Fundamental Lemma [6]. See [7] for an introduction of the behavioral approach with relevant algorithms, and [8] for perspectives of developing the theory. Currently, many results in the behavioral framework are restricted to LTI systems.

By leveraging the fundamental lemma, system outputs can be predicted without a parametric system model. From this observation, data-driven MPC (DDMPC) methods have been developed wherein the need for a parametric system model is eliminated [9]–[16]. A particular DDMPC algorithm named Data-enabled Predictive Control (DecPC) [12]–[16] has been successfully applied to control problems in power systems [17], [18], motor drives [19] and quad-copters [20]. While the methods [9]–[16] focus on LTI systems, some extensions have been developed for linear parameter-varying systems [21] and for specific types of nonlinear systems [22]. In the spirit of these extensions, the extension to linear time-varying (LTV) systems is also of interest, and our focus here will be on developing analogous theory and control techniques for linear time-periodic (LTP) systems — a particular class of LTV systems. LTP systems can arise from linearization of nonlinear systems around periodic trajectories, such as in models of helicopters [23] and wind turbines [24].

Contributions: This paper develops behavioral systems theory and associated DDMPC results for LTP systems of known periods. Our key insight is that an established lifting technique (see [25], [26] and Section II) which transforms an LTP system into an LTI system can be leveraged to extend the behavioral theory of LTI systems to LTP systems. Based on this, in Section III we develop the behavioral theory for LTP systems — generalizing notions such as order and lag — and culminating in a natural extension of the fundamental lemma [6]. A benefit of this development is that all theory is stated directly in terms of the data and trajectories of the original LTP system, as opposed to the associated collection of lifted LTI systems. Leveraging this theory, in Section IV we put forward a DDMPC algorithm for LTP systems, generalizing the established DeePC and Subspace Predictive Control (SPC) [17]–[19] methods for LTI systems. We provide a performance guarantee that for deterministic LTP systems, our algorithm gives the same control policy as obtained from MPC. Finally, we illustrate the effectiveness of our approach via a simulation study in Section V. Due to space limitations, the majority of the proofs are omitted, but can be found in the extended version [27].

Notation: Let \([M_1; \ldots; M_k] := [M_1^\top, \ldots, M_k^\top]^\top\) denote the column concatenation of matrices \(M_1, \ldots, M_k\). Given a \(\mathbb{R}^q\)-valued discrete-time signal \(z\) with an integer index, for integers \(t_1, t_2\) with \(t_1 \leq t_2\), let \(z_{[t_1:t_2]}\) (resp. \(z_{[t_1,\infty)}\)) denote either the sequence \(\{z_{t_1}\}_{t=t_1}^{t_2}\) (resp. \(\{z_{t_1}\}_{t=t_1}^{\infty}\)) or the
concatenated vector \([z_{t_1}; \ldots; z_{t_2}] \in \mathbb{R}^{q(t_2-t_1+1)}\) (resp. the semi-infinite vector \([z_{t_1}; z_{t_1+1}; \ldots]\)). Similarly, for integers \(t_1 < t_2\), let \(z_{[t_1,t_2]} := z_{[t_1,t_2]-1}\). Let \(M^\dagger\) denote the pseudo inverse of a matrix \(M\).

II. Linear Time-Periodic Systems and the Lifting Technique

In this section we review some classical notions for linear time-periodic systems. Consider a discrete-time linear time-varying (LTV) system

\[
\begin{align*}
S : \left\{ 
    x_{t+1} &= A_t x_t + B_t u_t, \\
    y_t &= C_t x_t + D_t u_t
\right. 
\end{align*}
\]

with initial time \(t_0 \in \mathbb{Z}\) and initial state \(x_{t_0}\), where \(t \in \mathbb{Z}\) is the time and \(x_t \in \mathbb{R}^n, u_t \in \mathbb{R}^m, y_t \in \mathbb{R}^p\) are the state, input, and output of the system. The system (1) is said to be linear time-periodic (LTP) if there exists \(T \in \mathbb{N}\) (a period) such that \(A_{t+T} = A_t\) (and similarly for \(B_t, C_t, D_t\)) for all \(t \in \mathbb{Z}\). The smallest \(T\) satisfying this condition is the fundamental period; without loss of generality, we assume going forward that \(T\) is the fundamental period. Note that when \(T = 1\), the system (1) is linear time-invariant (LTI). A discrete-time LTP model may arise naturally in discrete time, or may have been obtained via appropriate sampling of a continuous-time LTP system.

For the LTV system (1) and integers \(t_1, t_2\) with \(t_1 \leq t_2\), the state-transition matrix \(\Phi_{t_1}^{t_2} \in \mathbb{R}^{n \times n}\) and impulse response matrix \(G_{t_1}^{t_2} \in \mathbb{R}^{p \times m}\) from step \(t_1\) to \(t_2\) are defined as

\[
\Phi_{t_1}^{t_2} := \begin{cases} 
I, & \text{if } t_2 = t_1, \\
A_{t_2-1}A_{t_2-2} \cdots A_{t_1}, & \text{if } t_2 > t_1,
\end{cases} \quad \text{(2a)}
\]

\[
G_{t_1}^{t_2} := \begin{cases} 
D_{t_1}, & \text{if } t_2 = t_1, \\
C_{t_2} \Phi_{t_1}^{t_2-1} B_{t_1}, & \text{if } t_2 > t_1.
\end{cases} \quad \text{(2b)}
\]

Similarly, the associated (reversed) extended controllability matrix \(\mathcal{G}_{t_1}^{t_2} \in \mathbb{R}^{n \times (t_2-t_1+1)m}\) and the block matrix \(\mathcal{J}_{t_1}^{t_2}\) of impulse-response coefficients are defined as

\[
\mathcal{G}_{t_1}^{t_2} := \begin{bmatrix} 
G_{t_1}^{t_1+1} & G_{t_1}^{t_1+1} \\
G_{t_1+1}^{t_2} & \cdots & \cdots & \cdots \\
G_{t_1+1}^{t_1+1} & \cdots & \cdots & \cdots
\end{bmatrix},
\]

\[
\mathcal{J}_{t_1}^{t_2} := \begin{bmatrix} 
G_{t_1}^{t_1+1} & 0 & \cdots & 0 \\
G_{t_1+1}^{t_2} & G_{t_1+1}^{t_1+1} & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
G_{t_1+1}^{t_2} & \cdots & \cdots & G_{t_1+1}^{t_1+1}
\end{bmatrix}.
\]

With this notation, the unique solution of (1) with initial condition \(x_{t_1}\) at time \(t = t_1\) can be expressed as

\[
x_{t_1} = \Phi_{t_1}^{t_1} x_{t_1} + \mathcal{G}_{t_1}^{t_1} u_{[t_1,t_2]},
\]

\[
y_{[t_1,t_2]} = \mathcal{J}_{t_1}^{t_2} u_{[t_1,t_2]},
\]

for any \(t_2 > t_1\) in (2f) and any \(t_2 \geq t_1\) in (2g).

Throughout the paper, we let \(u_{[t_1,t_2]} := [u_{[t_1,t_2]}; y_{[t_1,t_2]}]\) denote a trajectory of the system (1).

A. Lifting an LTP System to an LTI System

We now recall a classical technique for “lifting” an LTP system into an LTI system [25].

Definition 1 (Lift of an LTP System). For an LTP system \(S\) as in (1) of period \(T\) and an initial time \(t_0 \in \mathbb{Z}\), the associated lifted system \(S_{L}(t_0)\) of \(S\) with initial time \(t_0\) is the LTI system

\[
\begin{align*}
S_{L}(t_0) : \left\{ 
    x_{t+1} &= \mathcal{A} x_t + \mathcal{B} u_t, \\
    y_t &= \mathcal{C} x_t + \mathcal{D} u_t
\right. 
\end{align*}
\]

with state \(x_t \in \mathbb{R}^n\), input \(u_t \in \mathbb{R}^m\), output \(y_t \in \mathbb{R}^p\), and time \(\tau \in \mathbb{Z}\), where

\[
\mathcal{A} := \Phi_{t_0}^{t_0+T}, \quad \mathcal{B} := \mathcal{G}_{t_0}^{t_0+T-1}, \quad \mathcal{C} := \mathcal{J}_{t_0}^{t_0+T-1}, \quad \mathcal{D} := \mathcal{J}_{t_0}^{t_0+T-1}.
\]

The idea behind lifting is that each time step \(\tau\) of the lifted system \(S_{L}(t_0)\) corresponds to \(T\) successive time steps of the original LTP system \(S\). The state/input/output of \(S_{L}(t_0)\) are related to the state/input/output of \(S\) via

\[
x_{\tau} = x_{t_0+\tau T}, \quad u_{\tau} = u_{[t_0+\tau T, t_0+(\tau+1)T]}, \quad y_{\tau} = y_{[t_0+\tau T, t_0+(\tau+1)T]}.
\]

Each input vector \(u_{\tau}\) (or output vector \(y_{\tau}\)) of \(S_{L}(t_0)\) stacks the inputs (or outputs) of \(S\) over one period, and the state vector \(x_{\tau}\) is the state of \(S\) at the “beginning” of this period, as specified by the initial time \(t_0\); see Fig. 1. Note from (3b) that the matrices \(\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}\) depend on the initial time \(t_0\). Nonetheless, some properties of the lifted system — such as the eigenvalues of \(\mathcal{A}\) — are invariant under the choice of the initial time \(t_0\). See [26] for more information on lifting and properties of the lifted system.

III. Behavioral Systems Theory for Linear Time-Periodic Systems

In this section we develop a set of results on behavioral systems theory for linear time-periodic systems.

A. Behavioral Representation of LTV Systems

In the framework of behavioral systems theory, the input/output trajectories of the system (1) are described independent of the state representation through the behavior.

Definition 2 (Behavior). For the LTV system \(S\) in (1) and an integer \(t_1\), the behavior \(\mathcal{B}^{S}_{[t_1, \infty)}\) of \(S\) on the time interval \([t_1, \infty) \cap \mathbb{Z}\) is the set

\[
\mathcal{B}^{S}_{[t_1, \infty)} := \left\{ \begin{bmatrix} u_{[t_1, \infty)} \\ y_{[t_1, \infty)} \end{bmatrix} \mid \exists x_{t_1} \text{ s.t. (1) holds for all } t \geq t_1 \right\}.
\]

Given \(\mathcal{B}^{S}_{[t_1, \infty)}\) and an integer \(t_2 \geq t_1\), we let \(\mathcal{B}^{S}_{[t_1, t_2]}\) denote the restriction of \(\mathcal{B}^{S}_{[t_1, \infty)}\) to the interval \([t_1, t_2]\), and in the case \(t_2 > t_1\), we let \(\mathcal{B}^{S}_{[t_1, t_2]} := \mathcal{B}^{S}_{[t_1, t_2-1]}\). The behavior defines a subspace of the vector space of semi-infinite sequences, and contains all possible input-output trajectories of the system. Going forward, we focus primarily on the restricted behavior.

Lemma 3. The restricted behavior \(\mathcal{B}^{S}_{[t_1, t_2]}\) of the LTV system \(S\) in (1) is a finite-dimensional vector space and

\[
\mathcal{B}^{S}_{[t_1, t_2]} = \text{ColSpan} \begin{bmatrix} 0 & \mathcal{G}_{t_1}^{t_2} \\ \mathcal{J}_{t_1}^{t_2} \end{bmatrix}.
\]

Corollary 3.1. \(\dim \mathcal{B}^{S}_{[t_1, t_2]} = \text{rk}(\mathcal{G}_{t_1}^{t_2} + m(t_2 - t_1 + 1)).\)

When \(S\) is an LTI system, the behavior is invariant under
First, we review the LTI definitions of order and lag from the literature (e.g., [7], [29]). For an LTI state-space model $\mathcal{S} : (A, B, C, D)$, a minimal representation $\bar{\mathcal{S}}$ of its behavior $\mathcal{S}_{[0,\infty)}$ is a state-space model $\bar{\mathcal{S}} : (A, B, C, D)$, having the minimal possible state dimension and sharing the same behavior as of $\mathcal{S}$, i.e., $\mathcal{S}_{[0,\infty)} = \bar{\mathcal{S}}_{[0,\infty)}$. The order $\mathcal{n}(\mathcal{S})$ of $\mathcal{S}$ is equal to the state dimension of $\bar{\mathcal{S}}$. Define matrix $\bar{E}_{t+1}$ (resp. $\bar{E}_{t}^{s}$) from (2d) for system $\mathcal{S}$ (resp. $\bar{\mathcal{S}}$). The extended observability matrix $\bar{E}_{t+s-1}^{s-1}$ of $\mathcal{S}$ reaches full column rank equal to $\mathcal{n}(\mathcal{S})$ when $s$ is sufficiently large, and the lag $l(\mathcal{S})$ of $\mathcal{S}$ is the smallest integer $s$ that $\bar{E}_{t+s-1}^{s-1}$ has full column rank. We can express both $\mathcal{n}(\mathcal{S})$ and $l(\mathcal{S})$ in terms of the model $\mathcal{S}$, which is not necessarily a minimal representation, as

$$\mathcal{n}(\mathcal{S}) = \lim_{s \to \infty} \text{rank}(\bar{E}_{t+s-1}^{s-1}),$$

$$l(\mathcal{S}) = \min\{s \in \mathbb{N} : \text{rank}(\bar{E}_{t+s-1}^{s-1}) = \mathcal{n}(\mathcal{S})\} \quad (5a)$$

where we used the equality $\text{rank}(\bar{E}_{t+s-1}^{s-1}) = \text{rank}(\bar{E}_{t+s-1}^{s-1})$ which follows from $\mathcal{R}_{[0,s)} = \mathcal{R}_{[0,s)}$ and Corollary 3.1.

Motivated by the above considerations, we introduce the following definition.

**Definition 6 (Order and Lag).** For the LTV system $\mathcal{S}$ in (1), the order $\mathcal{n}(\mathcal{S}, t)$ at time $t$ and lag $l(\mathcal{S}, t)$ at time $t$ are

$$\mathcal{n}(\mathcal{S}, t) := \lim_{s \to \infty} \text{rank}(\bar{E}_{t+s-1}^{s-1}),$$

$$l(\mathcal{S}, t) := \min\{s \in \mathbb{N} : \text{rank}(\bar{E}_{t+s-1}^{s-1}) = \mathcal{n}(\mathcal{S}, t)\} \quad (5b)$$

When $\mathcal{S}$ is an LTI system, we write its order and lag in the sense of (5b) as $\mathcal{n}(\mathcal{S})$ and $l(\mathcal{S})$ respectively, since they are time-independent. The definitions in (5b) are consistent with (5a) in the LTI case. Moreover, via Corollary 3.1,

$$\dim \mathcal{R}_{[t,s]}^{t+s} = \mathcal{n}(\mathcal{S}, t) + mL \quad \forall t \in \mathbb{Z} \quad (5c)$$

for all integers $L \geq l(\mathcal{S}, t)$, which coincides with an established result [29, Cor. 5] or [7, Eq. (1)] in the LTI case.

The lag specifies a sufficient length of a trajectory such that, with any subsequent input, the resulting output after the trajectory is uniquely determined, as captured in Lemma 7(ii). This result generalizes [30, Lemma 1] or [7, Lemma 1] which is for the LTI case. Lemma 7(iii) gives an expression for the unique output, generalizing [31, Lemma 2] as the LTI case.

**Lemma 7 (Uniqueness of Future Output).** Consider the LTV system $\mathcal{S}$ in (1), a time step $t \in \mathbb{Z}$, and positive integers $L, N$. The following statements hold:

(i) For any trajectory $u_{\infty} \in \mathcal{R}_{[t,L,t+N]}^{[t,L,t+N]}$ and any input $u_{t,t+N}$ there exists an output $y_{t,t+N}$ satisfying

$$y_{t,t+N} = u_{t,t+N} \bar{E}_{t}^{s} y_{t,t+N} \in \mathcal{R}_{[t,L,t+N]}^{[t,L,t+N]}.$$ 

(ii) If $L \geq l(\mathcal{S}, t-L)$, the output $y_{t,t+N}$ from (i) is unique.

(iii) Moreover, if the behavior $\mathcal{B}_{[t,L,t+N]}^{[t,L,t+N]}$ can be expressed as

$$\mathcal{B}_{[t,L,t+N]}^{[t,L,t+N]} = \text{ColSpan} \{ U_{t}; Y_{t,t+N}, Y_{t,t+N} \}$$

for some matrices $U_{t} \in \mathbb{R}^{pL \times h}, U_{t} \in \mathbb{R}^{mN \times h}, Y_{t,t+N} \in \mathbb{R}^{pL \times h}$, $Y_{t,t+N} \in \mathbb{R}^{pL \times h}$ with some $h \in \mathbb{N}$, then the unique

$\mathcal{n}(\mathcal{S}, t)$ is well-defined in (5b), since $\text{rank}(\bar{E}_{t+s-1}^{s-1})$ is bounded by the state dimension $n$ and is non-decreasing as we increase $s$ because $\bar{E}_{t+s-1}^{s-1}$ is augmented with extra rows. Thus, $l(\mathcal{S}, t)$ is also well-defined in (5b).
output $y^*_i(t, t+N)$ from (ii) is given as
\[ y^*_i(t, t+N) = Yf \begin{bmatrix} U_f^T \\ Y_p^T \end{bmatrix} y_{t-L, t-N}. \]

C. Behavioral Systems Theory for LTP Systems

Now we limit our discussion to LTP systems. We first establish the relationship between the behavior of an LTI system and the behavior of any corresponding lifted system.

Lemma 8. For an LTI system $S$ of period $T$ and its lift system $S_I(t_0)$ with initial step $t_0 \in \mathbb{Z}$, it holds that
\[ \mathcal{B}_{[t_0, t_0+sT]}^S = \mathcal{B}_{[t_0, t_0+sT]}^{S_I(t_0)} \quad \forall s \in \mathbb{N}. \]

Remark 9 (Dependence on Initial Step $t_0$). The lifted system and its behavior depend on the initial step $t_0$. For instance, consider the following single-state SISO LTI system $S$ of period $T = 2$.
\[
\begin{align*}
S & \colon \left\{ x_{t+1} = x_t + (-1)^t u_t, \quad y_t = x_t \right\} \\
S_I(t_0) & \colon \left\{ x_{t+1} = x_t + (-1)^{t_0} [1 \ 1] u_t, \quad y_{t_0} = x_{t_0} \right\}
\end{align*}
\]
It follows (via Lemma 3) that for $t_0 \in \mathbb{Z}$ the restricted behavior of $S_I(t_0)$ on interval $[0, 0]$ is
\[ \mathcal{B}_{[0,0]}^{S_I(t_0)} = \text{ColSpan} \left[ \begin{bmatrix} 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{bmatrix} \right]. \]

One can now observe that $\mathcal{B}_{[0,0]}^{S_I(t_0)}$ and $\mathcal{B}_{[0,0]}^{S_I(t_{0+1})}$ are different subspaces. Hence, it is necessary to specify the initial time $t_0$ when introducing the lifting system.

1) Order and Lag: Notions of order and lag for LTV systems have been introduced in Definition 6. The next result relates the order and lag of an LTP system to the order and lag of its lifted system.

Lemma 10. For an LTP system $S$ of period $T$, we have (i) $n(S(t)) = n(S, t)$, and (ii) $l(S(t)) = [l(S, t)/T]$. For unknown LTP systems with known periods and state dimensions, we can establish bounds of their orders and lags.

Corollary 10.1. For an LTP system $S$ as in (1) of period $T$, we have (i) $n(S, t) \leq n$, and (ii) $l(S, t) \leq nT$.

2) Controllability: The controllability of an LTP system is equivalent to the controllability of its lifted systems.

Lemma 11. An LTP system $S$ is controllable if, and only if, its lifted systems $S_I(t_0)$ are controllable for all $t_0 \in \mathbb{Z}$.

D. A Fundamental Lemma for LTP Systems

According to the so-called Fundamental Lemma [6, Thm. 1], under technical conditions, the restricted behavior of an LTI system can be completely described via recorded historical data. This result is reviewed as Lemma 13 below. We first review the notion of persistent excitation.

Definition 12 (Persistent Excitation). A sequence $z_{[t_1, t_2]}$ is persistently exciting (p.e.) of order $K$, for positive integer $K \leq t_2 - t_1 + 1$, if the associated block-Hankel matrix of depth $K$
\[
\mathcal{H}_K(z_{[t_1, t_2]}) := \begin{bmatrix}
z_{t_1} & z_{t_1+1} & \cdots & z_{t_2-K+1} \\
z_{t_1+1} & z_{t_1+2} & \cdots & z_{t_2-K+2} \\
\vdots & \vdots & \ddots & \vdots \\
z_{t_1+K-1} & z_{t_1+K} & \cdots & z_{t_2}
\end{bmatrix}
\]
has full row rank.

Lemma 13 (Fundamental Lemma [6]). Let $S$ be an LTI system, and let $w_{[t_1, t_2]}^d$ be a trajectory of $S$. For $K \in \mathbb{N}$, if (i) $S$ is controllable, and (ii) $w_{[t_1, t_2]}^d$ is p.e. of order $K + n(S)$, then
\[ \text{ColSpan}(\mathcal{H}_K(w_{[t_1, t_2]}^d)) = \mathcal{B}_{[0,K]}^S, \]
where $\mathcal{H}_K(w_{[t_1, t_2]}^d) := \mathcal{H}_K(y_{[t_1, t_2]}^d)$. Based on the lifting operation, we now define a natural extension of persistent excitation for LTP systems, and present a corresponding version of the fundamental lemma.

Definition 14 (Periodic Persistent Excitation). A sequence $z_{[t_1, t_2]}$ is $T$-periodically persistently exciting (T-p.e.e.) of order $K$, for $K, T \in \mathbb{N}$ satisfying $K \leq t_2 - t_1 + 1$, if
\[
\mathcal{H}_K^T(z_{[t_1, t_2]}) := \begin{bmatrix}
z_{t_1} & z_{t_1+T} & \cdots & z_{t_1+PT} \\
z_{t_1+1} & z_{t_1+T+1} & \cdots & z_{t_1+PT+1} \\
\vdots & \vdots & \ddots & \vdots \\
z_{t_1+K-1} & z_{t_1+T+K-1} & \cdots & z_{t_1+PT+K-1}
\end{bmatrix}
\]
has full row rank, where $P := \lfloor (t_2 - t_1 - K + 1)/T \rfloor$.

Lemma 15 (Fundamental Lemma for LTP Systems). Let $S$ be an LTP system of period $T$, and let $w_{[t_1, t_2]}^d$ be a trajectory of $S$ on interval $[t_1, t_2]$. For $K \in \mathbb{N}$, if (i) $S$ is controllable, and (ii) $w_{[t_1, t_2]}^d$ is T-p.e.e. of order $\lfloor K/T \rfloor + n(S, t_1)$, then
\[ \text{ColSpan}(\mathcal{H}_K^T(w_{[t_1, t_2]}^d)) = \mathcal{B}_{[0,K]}^{S(t_1, t_1+K)}, \]
where $\mathcal{H}_K^T(w_{[t_1, t_2]}^d) := \mathcal{H}_K^T(y_{[t_1, t_2]}^d)$. Proof. We first prove the case when $K$ is a multiple of $T$, i.e., where $K = K_1T$ for some $K_1 \in \mathbb{N}$. Let $w_{[t_1, t_2]} := [w_{[t_1, t_2]}(t_1) \cdots w_{[t_1, t_2]}(t_2)]$ denote a trajectory of the lifted system $S_I(t_1)$. From Lemma 8, we know that $\mathcal{B}_{[0,0]}^{S(t_1)} = \mathcal{B}_{[0,0]}^{S_I(t_1)}$ for all $s \in \mathbb{N}$, so we can establish such a trajectory $w_{[0,0]}^d \in \mathcal{B}_{[0,0]}^{S(t_1)}$ that
\[ w_{[0,0]}^d := w_{[t_1, t_1+PT]}^d \]
with $P := \lfloor (t_2 - t_1 + 1)/T \rfloor$, i.e., $P$ is the number of whole periods in the interval $[t_1, t_2]$. With abuse of notation, we let $n := n(S, t_1)$ and $n_L := n(S_I(t_1))$ in this proof, then we have $n = n_L$ via Lemma 10. By direct substitution, one can verify that
\[ \begin{align}
\mathcal{H}_{K_1+n_L}(w_{[0,0]}^d) &= \mathcal{H}_K^T(w_{[t_1, t_2]}^d), \\
\mathcal{H}_{K_1}(w_{[0,0]}^d) &= \mathcal{H}_K^T(w_{[t_1, t_2]}^d).
\end{align} \]

Note that in (7a), the block rows on the left-hand side are of size $mT$, where $m$ is the input dimension of $S$, while on the right-hand side, the block rows are of size $m$. Similarly for (7b).

\[ 3664 \]
Since \( u^d_{[t_1,t_2]} \) is \( T \)-p.p.e. of order \( (K_1 + n)T \) (i.e., the right-hand side of \((7a)\) has full row rank), we know that \( u^d_{[0,p]} \) is p.e. of order \( K_1 + n \) (as the left-hand side of \((7a)\) has full row rank). We also know via Lemma 11 that \( S_1(t_1) \) is controllable because \( S \) is controllable. Thus by Lemma 13 we have
\[
\text{ColSpan}(\mathcal{H}_K(u^d_{[t_1,t_2]})) = \mathcal{S}^S_{[t_1,t_1+K]}. \tag{7c}
\]
Substitute \((7b)\) into the left-hand side of \((7c)\), and replace the right-hand side of \((7c)\) using \( \mathcal{S}^S_{[t_1,t_1+K]} = \mathcal{S}^S_{[t_1,t_2]} \) (via Lemma 8), and then we obtain the result \((6)\).

Next, we show the result for all \( K \in \mathbb{N} \). Let \( K := \lceil K/T \rceil \) and \( \hat{K} := K_T, \hat{K} \) is the smallest multiple of \( T \) greater than or equal to \( K \). Since \( \lceil K/T \rceil = \lceil K/T \rceil, u^d_{[t_1,t_2]} \) is \( T \)-p.p.e. of order \( \lceil \hat{K}/T \rceil + n(S, t_1) \Delta T \), so we have the condition (ii) of this lemma for the case \( K \leftarrow \hat{K} \) (as a multiple of \( T \)), which case we have already proved. We therefore have
\[
\text{ColSpan}(\mathcal{H}_K(u^d_{[t_1,t_2]})) \subseteq \mathcal{S}^S_{[t_1,t_1+K]}, \tag{7d}
\]
Define \( H_K := H_K(u^d_{[t_1,t_2]}) \). One can verify that \( H_K \) is a sub-matrix of \( \mathcal{H}_K(u^d_{[t_1,t_2]}) \) with the same column size, and the second inclusion above is because each column of \( \mathcal{H}_K(u^d_{[t_1,t_2]}) \) is a vector in the behavior set \( \mathcal{S}^S_{[t_1,t_1+K]} \). The equality \((6)\) now follows by combining \((7e)\) and \((7f)\).

When \( n(S, t_1) \) is unknown but bounded by some \( n \in \mathbb{Z} \), we may obtain \((ii)\) in Lemma 15 by requiring the input \( u^d_{[t_1,t_2]} \) to be \( T \)-p.p.e. of a sufficient order \( \lceil (K/T) + n \rceil T \). This is because by definition a signal being \( T \)-p.p.e. of order \( K' \) is also \( T \)-p.p.e. of any smaller order \( K'' \leq K' \).

IV. DATA-DRIVEN MODEL PREDICTIVE CONTROL FOR LINEAR TIME-PERIODIC SYSTEMS

Based on our previous results extending behavioral systems theory to LTP systems, in this section, we develop a DDMPC algorithm for LTP systems \( S \) as in \((1)\) of known period \( T \).

A. Prediction, Control, and Initial Horizons

We consider a receding-horizon control strategy, in which at time \( t \) the control signal \( u \) on interval \( [t, t + N_c) \cap \mathbb{Z} \) (the control horizon) is computed by minimizing an appropriate cost function of the predicted trajectory over a finite horizon \( [t, t + N) \cap \mathbb{Z} \) (the prediction horizon), where \( N_c, N \in \mathbb{N} \) are design parameters with \( N_c \leq N \).

In the present data-driven scenario, the initial condition of the system at time \( t \) is specified by the recent trajectory in a past interval \( [t - L, t) \cap \mathbb{Z} \) called the initial horizon, with parameter \( L \in \mathbb{N} \). According to Lemma 7, if \( L \geq 1(S, t - L) \), we can uniquely predict the future output, given any future input. Notice via Corollary 10.1 that the lag \( 1(S, t - L) \) is bounded by \( nT \), so the output prediction is always unique when we select \( L \geq nT \). We call the union \( [t - L, t + N) \cap \mathbb{Z} \) of the initial and prediction horizons as the total horizon; see Fig. 2.

B. Offline Data Collection

The restricted behavior \( \mathcal{B}^S_{[t - L, t + N)} \) on the total horizon must be known for us to predict future trajectories and compute control actions in the DDMPC framework. In previous work on DDMPC for LTI systems \([9]-[16]\), the behavior \( \mathcal{B}^S_{[t - L, t + N)} \) can be represented using recorded offline data. We may extend this strategy to the case where \( S \) is an LTP system. However, since the system is periodic, its behavior \( \mathcal{B}^S_{[t - L, t + N)} \) can equal one of \( T \) different possible subspaces, depending on the time \( t \). Fortunately, all \( T \) possibilities for the behavior \( \mathcal{B}^S_{[t - L, t + N)} \) can be covered using collected data.

1) Offline Data: Let \( u^d_{[t_1,t_2]} \) be offline data collected from the system \( S \) on the interval \([t_1,t_2],\) where we require that the input signal \( u^d_{[t_1,t_2]} \) is \( T \)-p.p.e. of order \((K/T) + n)T, \) with \( K := L + N + T - 1 \). Arrange the data into the “uncropped” data matrices \( U^d \in \mathbb{R}^{mK \times h} \) and \( Y^d \in \mathbb{R}^{hK \times h} \),
\[
U^d := \mathcal{H}_K(u^d_{[t_1,t_2]}), \quad Y^d := \mathcal{H}_K(y^d_{[t_1,t_2]}),
\]
where \( h \) denotes the common width of \( U^d \) and \( Y^d \), given by \( h := \lceil (t_{d_2} - t_{d_1} - K + 1) \rceil / 1 + 1 \). We extract from \( U^d \) and \( Y^d \) the \( T \) sets of data matrices \( U^d_{[\theta]} \in \mathbb{R}^{m \times h} \), \( U^d_{[\theta]} \in \mathbb{R}^{m \times h} \), \( Y^d_{[\theta]} \in \mathbb{R}^{P \times h} \), and \( Y^d_{[\theta]} \in \mathbb{R}^{P \times h} \), defined as
\[
U^d_{[\theta]} := U^d_{[t_{d_1} + \theta + L - 1]}, \quad U^d_{[\theta]} := U^d_{[t_{d_1} + \theta + L + N - 1]}, \quad Y^d_{[\theta]} := Y^d_{[t_{d_1} + \theta + L + N - 1]}, \quad Y^d_{[\theta]} := Y^d_{[t_{d_1} + \theta + L + N - 1]},
\]
where each set has an exclusive index \( \theta \in \{1, \ldots, T\} \). In \((8a)\), we let \( U^d_{[r_1,r_2]} \in \mathbb{R}^{m(r_2 - r_1 + 1) \times h} \) denote the sub-matrix consisting of the \( r_1 \)-th, ..., \( r_2 \)-th block rows of \( U^d \), and similarly for \( Y^d_{[r_1,r_2]} \), with abuse of notation.

2) Representation of Behavior: The matrices \( U^d_p, U^d_i, Y^d_p, Y^d_i \) built from offline data can represent the behavior on the total horizon at time \( \theta^p := t_{d_1} + \theta + L - 1 \), that is,
\[
\text{ColSpan}(U^d_p, U^d_i, Y^d_p, Y^d_i) = \mathcal{B}^S_{[\theta^p,L+\theta+N]}, \tag{8b}
\]
under assumption that \( S \) is controllable and the input \( u^d_{[t_1,t_2]} \) is \( T \)-p.p.e. of order \((K/T) + n(S, t_{d_1}))T \); see Fig. 3. A proof of \((8b)\) can be found in the extended version [27].

Since \( \{\theta^p\}_{\theta^p=1} \) are consecutive time steps in one period, by periodicity of \( S \), the subspaces \( \mathcal{B}^S_{[\theta^p,L+\theta+N]} \) with different selections of the index \( \theta \in \{1, \ldots, T\} \) cover all \( T \) possibilities of the behavior \( \mathcal{B}^S_{[\theta^p,L+\theta+N]} \) for different time steps \( t \). Define the proper index \( \Theta(t) \) at time \( t \).
\[
\Theta(t) := 1 + (t - t_{d_1} - L) \mod T \tag{8c}
\]
Thus, \( \theta = \Theta(t) \) is the “correct” index \( \theta \) such that the data matrices \( U^d_p, U^d_i, Y^d_p, Y^d_i \) represent the behavior on the total horizon at time \( t \), i.e.,
\[
\text{ColSpan}(U^d_p, U^d_i, Y^d_p, Y^d_i) = \mathcal{B}^S_{[t,L+\theta+N]} \tag{8d}
\]
C. Online Process

Now we introduce the online process of the algorithm. Suppose we have collected the offline data in Section IV-B.

1) Warm-Up Process: Before controlling the system, we require to know the proper index $\Theta(t)$ at current time $t$. However, this value will be unknown unless $t_{d1}$ is known during the data collection process, and will generally be unknown in a practical implementation. To address this, we developed a heuristic algorithm to identify the value of $\Theta(t)$, which can be found in the extended version [27]. Let $\hat{\Theta}(t)$ denote the estimate of $\Theta(t)$ at time $t$.

Once we obtain the estimate $\hat{\Theta}(t)$ at time $t$, the value of $\hat{\Theta}(t')$ for any future time $t' \geq t$ is derived according to

$$\hat{\Theta}(t') := \begin{cases} \hat{\Theta}(t) + 1, & \text{if } \hat{\Theta}(t) \in \{1, \ldots, T-1\}, \\ 1, & \text{if } \hat{\Theta}(t) = T, \end{cases}$$

which is the same way that $\Theta(t)$ evolves with time $t$.

2) Control Process: With the proper index identified or known, we can start the control process. We provide for the LTP system $S$ two alternative controllers, which generalize Data-enabled Predictive Control (DeePC) and Subspace Predictive Control (SPC) methods in the literature.

Let $u^*$ and $y^*$ denote the future input and predicted output respectively. At step $t$, we consider the quadratic cost

$$\sum_{i=t}^{t+N-1} \|y^*_i - r_i\|_Q^2 + \|u^*_i\|_R^2 \quad (9a)$$

with cost matrices $Q \succ 0$ and $R > 0$ as parameters, and constrain the future input-output signal

$$u^*_i \in U_i, \quad y^*_i \in Y_i, \quad \forall i \in [t, t+N) \cap \mathbb{Z} \quad (9b)$$

with user-defined constraint sets $U \subseteq \mathbb{R}^m$ and $Y \subseteq \mathbb{R}^p$. The periodic DeePC (P-DeePC) problem at time $t$ is

$$\text{minimize } (9a) \quad \text{s.t. } (9c) \text{ and } (9b) \quad \text{(P-DeePC)}$$

with an auxiliary variable $g \in \mathbb{R}^h$, where (9c) is given as

$$\begin{bmatrix} U_p^0, U_f^0, Y_p^0, Y_f^0 \end{bmatrix} g = \begin{bmatrix} u_{[t-L,t]}^* \\
\end{bmatrix}. \quad (9c)$$

The periodic SPC (P-SPC) problem at time $t$

$$\text{minimize } (9a) \quad \text{s.t. } (9d) \text{ and } (9b) \quad \text{(P-SPC)}$$

with (9d) given as

$$y_{[t,t+N]}^* = Y_f \begin{bmatrix} U_p^0, U_f^0, Y_p^0, Y_f^0 \end{bmatrix} g + \begin{bmatrix} u_{[t-L,t]}^* \\
\end{bmatrix} \quad (9d)$$

After solving the optimal future trajectory $u_{[t,t+N]}^*$ from either (P-DeePC) or (P-SPC), we apply the first $N_c$ inputs $u_{[t,t+N_c]}^*$ to the system $S$. The whole control process is illustrated in Algorithm 1.

**Algorithm 1 Control Process**

**Input:** the time step $t$, the estimated proper index $\Theta(t)$, the reference signal $r$ and the data matrices $U_p^0, U_f^0, Y_p^0, Y_f^0$ for $\theta \in \{1, \ldots, T\}$.

1. while $t \leq T$ do
2. Solve $u_{[t,t+N]}^*$ from (P-DeePC) or (P-SPC).
3. Input $u_{[t,t+N_c]}^*$ to the system $S$.
4. Set $t \leftarrow t + N_c$ and update $\hat{\Theta}(t)$ correspondingly.

3) Performance Guarantee: In the deterministic case, both P-DeePC and P-SPC produce the same control actions that one would obtain from traditional MPC applied to the LTP system. The MPC problem for (1) at time $t$,

$$\min x^*, u^*, y^* \quad \text{s.t. } (9e) \text{ and } (9b) \quad \text{(MPC)}$$

where (9e) is given as follows.

$$x_{t+1} = A_i x_t + B_i u^*_t, \quad \forall i \in [t, t+N) \cap \mathbb{Z} \quad (9e)$$

$y^*_t = C_i x^*_t + D_i u^*_t, \quad \forall i \in [t, t+N) \cap \mathbb{Z} \quad (9e)$

Proposition 16. Consider an LTP system $S$ as in (1) of period $T$. Let $w^d_{[t_{d1}, t_{d2}]}$ be offline data from $S$ on interval $[t_{d1}, t_{d2}]$. For time step $t \in \mathbb{Z}$ and $L, N \in \mathbb{N}$, assume that

(i) $L \geq \min(S, t - L)$,
(ii) $S$ is controllable in the sense of Definition 5,
(iii) $w^d_{[t_{d1}, t_{d2}]}$ is $T$-p.p.e. of order $\lfloor (K/T) + n(S, t_{d1}) \rfloor T$ with $K := L + N + T - 1$, and
(iv) $\hat{\Theta}(t) = \Theta(t)$.

Suppose we know the state $x_t$ and recent trajectory $w_{[t-L,t]}^d$ of $S$. Then,

- the unique optimal trajectory $w_{[t,t+N]}^*$ by (P-DeePC),
- the unique optimal trajectory $w_{[t,t+N]}^*$ by (P-SPC), and
- the unique optimal trajectory $w_{[t,t+N]}^*$ by (MPC)

are all same.

This result generalizes [12, Cor. 5.1] and [31, Thm. 1], which results claim the equivalence of DeePC, SPC and MPC for LTI systems.
Remark 17. Our extension of DeePC and SPC to LTP systems is based on the insight that the data collected from an LTP system is equivalent to data collected from an appropriate LTI lifted system. In particular, after stacking LTP-system data into lifted-system data, we can apply the established LTI DDMPC methods and compute control signals for the lifted system, and thereby obtain control signals for the original LTP system. A benefit of our treatment here is that discussion of lifted systems can be entirely omitted once proper behavioral systems concepts are defined directly on the LTP system, as we have done in Section III.

4) Regularization: To adapt our methods for stochastic LTP systems with noisy measurements, we may regularize both P-DeePC and P-SPC. Regularizing P-DeePC is similar as regularizing DeePC [13]–[16]. Here we exhibit quadratic regularization, where (P-DeePC) is modified as follows,

\[
\min_{g,u,a',y',\sigma_y} \quad \lambda_y \|y_t\|^2 + \lambda_g \|g\|^2 \quad \text{s.t.} \quad (9f) \quad \text{and } (9b)
\]

with a slack variable \(\sigma_y \in \mathbb{R}^{n_L}\), positive parameters \(\lambda_y, \lambda_g\), and a modified constraint \( (9c) \) from \( (9c) \).

\[
\begin{bmatrix}
U_p^{\hat{d}(t)} \\
U_f^{\hat{d}(t)} \\
Y_p^{\hat{d}(t)} \\
Y_f^{\hat{d}(t)}
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
\sigma_y \\
0
\end{bmatrix}
\]

(9f)

To regularize P-SPC, in the computation of the pseudo-inverse in \( (9d) \), we treat as zero the singular values smaller than a selected threshold \(\sigma_{SPC}\); the remainder of the settings in regularized P-SPC are same as in P-SPC.

V. SIMULATIONS

We illustrate the algorithm proposed in Section IV and its robustness to noisy data via numerical example. Consider the mass-spring-damper system in Fig. 4.

The control objective is reference tracking for the positions \((x_1, x_2, x_3)\) of the three masses. There are three control inputs: the force \(F\) applied to the mass \(m_1\), and the end positions \(x_4\) and \(x_5\) of the free ends of the springs \(k_4\) and \(k_5\). The stiffness and damping parameters \(k_i\) and \(c_i\) are periodic functions of time, given in Table I, and each has a period of 1 second. We discretize the system with a sampling time of 0.2s, and thus the period of the discretized system is \(T = 5\). A process noise \(w_t \sim i.i.d. \mathcal{N}(0_{6 \times 1}, \sigma^2 I_6)\) and a measurement noise \(v_t \sim i.i.d. \mathcal{N}(0_{3 \times 1}, \sigma^2 I_5)\) are added to the discrete-time model, with noise amplitude \(\sigma^2 = 10^{-3}\). The control parameters are selected in Table II.

For collection of offline data, we apply a random input signal \(u^d_t \sim i.i.d. \mathcal{N}(0_{4 \times 1}, I_5)\) and measure the resulting positions \((x_1, x_2, x_3)\). The online process starts at time \(t = 0\), with the warm-up process terminating at time \(t = 40\). In our simulation, the proper index \(\Theta(t)\) was correctly identified.

We start control at time \(t = 40\), and apply sequential changes in the reference signals given by \(r_t = [0; 0; 0]\) for \(40 \leq t < 60\), \(r_t = [5; 0; 0]\) for \(60 \leq t < 80\), \(r_t = [5; 15; 0]\) for \(80 \leq t < 100\), and \(r_t = [5; 15; -10]\) for \(t \geq 100\). We evaluate the control performance via the one-step cost \(\|y_{t} - r_t\|^2 + \|u_{t}\|^2\), and the results are shown in Fig. 5.

For comparison purposes, we also plot the closed-loop responses under (i) MPC using a perfect system model with full-state measurements, and (ii) the regularized DeePC and regularized SPC methods for LTI systems. For the latter, the settings are the same as for P-DeePC (resp. P-SPC), except that we replace the matrices \(U_p^{\hat{d}(t)}, U_f^{\hat{d}(t)}, Y_p^{\hat{d}(t)}, Y_f^{\hat{d}(t)}\) in \( (9f) \) (resp. \( (9d) \)) by \(U_p^\theta, U_f^\theta, Y_p^\theta, Y_f^\theta\), respectively, i.e., we use a single set of data matrices at all time \(t\). Around the step changes of the reference signal, all controllers have comparable performances with similar cost values. For the steady-state performance when the reference signal stays constant, the proposed regularized P-DeePC (resp. P-SPC) method outperforms the direct use of regularized DeePC (resp. SPC) of LTI systems. This significant difference indicates the necessity of using different sets of data matrices \(U_p^\theta, U_f^\theta, Y_p^\theta, Y_f^\theta\) with different indices \(\theta\) as in \( (9f) \) and \( (9d) \) for P-DeePC and P-SPC respectively at different time steps.

VI. CONCLUSION AND FUTURE WORK

We proposed a DDMPC algorithm for unknown LTP systems with known periods. For deterministic LTP systems,

![Fig. 4. A spring-mass-damper model for simulation.](image)

![Fig. 5. The cost of the simulated LTP system, using MPC, regularized P-DeePC, regularized P-SPC, regularized DeePC of LTI systems and regularized SPC of LTI systems, respectively.](image)
the method is equivalent to classical MPC, but without the requirement of a parametric model. The approach is supported by extensions of results from behavioral systems theory to LTV and LTP systems. Simulation results provide evidence that the approach is robust to measurement noise and stochasticity, and that it significantly outperforms a naive application of data-driven LTI control methods.

There are several open directions for future work. First, as our design requires a priori knowledge of the period $T$, relaxing this assumption is of interest, as is investigating the robustness of the approach to errors in the selected period. Second, we note that there remain open questions in the behavioral theory of LTP systems, such as what relationships can be established between the behaviors of the $T$ different lifted systems arising from a given LTP system.

**References**

[1] Z.-S. Hou and Z. Wang, “From model-based control to data-driven control: Survey, classification and perspective,” *Inf. Sci.*, vol. 235, pp. 3–35, 2013.

[2] M. Brown, J. Funke, S. Erlien, and J. C. Gerdes, “Safe driving envelopes for path tracking in autonomous vehicles,” *Control Eng. Pract.*, vol. 61, pp. 307–316, 2017.

[3] F. Bullo, E. Frazzoli, M. Pavone, K. Savla, and S. L. Smith, “Dynamic vehicle routing for robotic systems,” *Proc. IEEE*, vol. 99, no. 9, pp. 1482–1504, 2011.

[4] B. A. Ogunnaike, “A contemporary industrial perspective on process control theory and practice,” *Ann Rev Control*, vol. 20, pp. 1–8, 1996.

[5] J. C. Willems, “In control, almost from the beginning until the day after tomorrow,” *Eur. J. Control*, vol. 13, no. 1, p. 71, 2007.

[6] J. C. Willems, P. Rapisarda, I. Markovsky, and B. L. De Moor, “A note on persistency of excitation,” *IEEE Control Syst. Let.*, vol. 54, no. 4, pp. 325–329, 2005.

[7] I. Markovsky and F. Dörfler, “Behavioral systems theory in data-driven analysis, signal processing, and control,” *Ann Rev Control*, vol. 52, pp. 42–64, 2021.

[8] J. C. Willems, “The behavioral approach to open and interconnected systems,” *IEEE Control Syst. Mag.*, vol. 27, no. 6, pp. 46–99, 2007.

[9] J. Berberich, J. Köhler, M. A. Müller, and F. Altgöwer, “Data-driven model predictive control with stability and robustness guarantees,” *IEEE Trans. Autom. Control*, vol. 66, no. 4, pp. 1702–1717, 2020.

[10] ——, “Data-driven tracking MPC for changing setpoints,” *IFAC-PapersOnLine*, vol. 53, no. 2, pp. 6923–6930, 2020.

[11] ——, “Data-driven model predictive control: closed-loop guarantees and experimental results,” *AUT-OMOT*, vol. 69, no. 7, pp. 608–618, 2021.

[12] J. Coulson, J. Lygeros, and F. Dörfler, “Data-enabled predictive control: In the shallows of the deeps,” in *Proc. EEC*. IEEE, 2019, pp. 307–312.

[13] ——, “Regularized and distributionally robust data-enabled predictive control,” in *Proc. IEEE CDC*. IEEE, 2019, pp. 2696–2701.

[14] ——, “Distributionally robust chance constrained data-enabled predictive control,” *IEEE Trans. Autom. Control*, 2021.

[15] L. Huang, J. Zhen, J. Lygeros, and F. Dörfler, “Quadratic regularization of data-enabled predictive control: Theory and application to power converter experiments,” *IFAC-PapersOnLine*, vol. 54, no. 7, pp. 192–197, 2021.

[16] ——, “Robust data-enabled predictive control: Tractable formulations and performance guarantees,” *arXiv preprint arXiv:2105.07199*, 2021.

[17] L. Huang, J. Coulson, J. Lygeros, and F. Dörfler, “Data-enabled predictive control for grid-connected power converters,” in *Proc. IEEE CDC*. IEEE, 2019, pp. 8130–8135.

[18] ——, “Decentralized data-enabled predictive control for power system oscillation damping,” *IEEE Trans. Control Syst. Tech.*, 2021.

[19] P. G. Carlet, A. Favato, S. Bolognani, and F. Dörfler, “Data-driven predictive current control for synchronous motor drives,” in *ECC*. IEEE, 2020, pp. 5148–5154.

[20] E. Elokda, J. Coulson, P. N. Beuchat, J. Lygeros, and F. Dörfler, “Data-enabled predictive control for quadcopters,” *Int. J. Robust & Nonlinear Control*, vol. 31, no. 18, pp. 8916–8936, 2021.

---

**Table I**

**Physical Quantities of the Simulated System**

| Quantity (Unit) | Symbol | Value* |
|-----------------|--------|--------|
| Mass (kg)       | $m_{1, m_{2, m_{3}}}$ | 6, 4, 3 respectively |
| Spring Stiffness (N/m) | $k_1$ | $10 - 4 \sin(2\pi t) + 2 \sin(4\pi t)$ |
|                 | $k_2, k_3$ | $7 - 3 \cos(4\pi t)$ |
|                 | $k_4, k_5$ | $4 - 2 \sin(4\pi t)$ |
| Viscosity (N s/m) | $c_1$ | $9 + 3 \sin(2\pi t)$ |
|                 | $c_2, c_3$ | $5 + 2 \cos(2\pi t)$ |
|                 | $c_4, c_5$ | 15 |

*Variable $t$ is the time in seconds.

**Table II**

**Control Parameters**

| Parameter | Value |
|-----------|-------|
| initial horizon length $L$ | 30 |
| prediction horizon length $N$ | 30 |
| control horizon length $N_c$ | 1 |
| tracking cost matrix $Q$ in (9a) | $\text{diag}(1, 1, 1)$ |
| input cost matrix $R$ in (9a) | $\text{diag}(10^{-6}, 10^{-4}, 10^{-4})$ |
| input constraint set $U$ in (9b) | $[-8, 8] \times [-3, 3] \times [-3, 3]$ |
| output constraint set $Y'$ in (9b) | $[-20, 0]$ |
| regularization parameter $\lambda$ for P-DeePC | $10^6$ |
| regularization parameter $\lambda$ for P-DecPC | $10^{-3}$ |
| SV threshold $\sigma_{\text{SPC}}$ in regularized P-SPC | 0.5 |