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Abstract. The mortality rate is one of the important aspects in determining insurance premiums. The mortality rates have influenced by several factors, i.e., air quality. Therefore, we consider Deep Neural Network (DNN) model for prediction of the air quality-based mortality rate. In this paper, we examine two DNN architectures. The first architecture consists of five layers including an input layer, a hidden layer, two hidden dropout layers, and an output layer. The second architecture consists of four layers including an input layer, a hidden layer, a hidden dropout layer, and an output layer. We optimize dropout rates and activation functions to obtain the optimal accuracies. Our simulations show that the first DNN architecture produces a slightly better performance. The DNN architecture uses ReLu as activation function and applies a 40% dropout rate for both dropout hidden layers. This DNN architecture also gives slightly better accuracy than the standard one hidden layer Neural Networks.

1. Introduction
In insurance, one of an important task is determining the suitable premium rates. The determination of the premium is influenced by several factors, one of which is the mortality rate of a population. The mortality rate is a measure of the number of deaths in a population. In general, mortality rates represent the number of deaths per 100,000 individuals per year. The mortality rate is influenced by Coronary Heart Disease (CHD) that higher in an area with a lower average temperature and hour of sunshine [1]. Besides that, based on decomposition analysis revealed that the mortality rate was higher among males than females and concentrated in age groups 20-49 [2]. It can be concluded that the mortality rate is influenced by several factors, i.e., age, sex, disease, temperature, and an hour of sunshine. Another factor that is also considered by many insurance industries nowadays is climate changes such as air quality. The World Health Organization (WHO) predicts that poor air quality can cause more than one million premature deaths in the world [3].

From the machine learning point of view, the mortality rate prediction is a regression problem [4]. One of the machine learning models that can solve the regression problem is neural networks (NN). The NN model adopts the human nervous system which is a network of many processing units called neurons. NN is an adaptive system that solves problems based on external and internal information that flows through the network. In general, the common structure of the NN model consists of one input layer, one hidden layer, and one output layer. By using supervised learning, we build the NN model that can produce the output that best suits the desired target.

In general, data is characterized by several variables known as features. The suitable features greatly affect the accuracy of a method in data processing. Therefore, feature selection is an important step in data processing including NN. Selecting the right features can reduce the number of features, avoid the use of irrelevant data, and increase the speed of data processing [5]. At present, NN is extended into a
new model that incorporates the process of selecting features as part of the model. The model is known as Deep Neural Network (DNN), and the learning process is also called deep learning. DNN is an NN model that has more than one hidden layer. With many hidden layers and many neurons in each layer, the DNN model becomes more flexible than other models to handle a large number of parameters [6]. The DNN model widely used in the problem of pattern recognition for unstructured data such as sound, image, computer vision and robotics [7].

In this paper, we use the DNN model for the problem of predicting mortality rates based on air quality which has structured data. We examine two DNN architectures. The first architecture consists of five layers including an input layer, a hidden layer, two hidden dropout layer, and an output layer. The second architecture consists of four layers including an input layer, a hidden layer, a hidden dropout layer, and an output layer. We optimize dropout rates and activation functions to obtain optimal accuracies. Our simulations show that the first DNN architecture produces a slightly better performance. Both DNN architectures use ReLu as activation function and apply a 40% dropout rate in each first and second dropout hidden layer. This DNN architecture also gives slightly better accuracy than the standard one hidden layer Neural Networks.

The rest of the paper is organized as follows: In Section 2, the reviews of related works are presented. Section 3 describes the methodology. Section 4 describes the simulation. In section 5, we discuss the results of the simulations. Finally, we give the conclusion in Section 6.

2. Related work

There have been several previous studies that use machine learning models to predict mortality rates, including Sakr, et al. compares several machine learning models such as Decision Tree (DT), Support Vector Machine (SVM), Neural network (NN), Naive Bayes Classifier, Bayesian Network, K-Nearest Neighbor (KNN), and Random Forest to predict all-cause mortality using fitness data: the Hendry Ford Exercise Testing (FIT) project [8]. The results show that various ML techniques can significantly vary regarding its performance for the different evaluation metrics. It is also not necessary that the more complex the ML model, the more prediction accuracy can be achieved. Also, Lee et al. also researching the development and validation of a DNN model for prediction of postoperative in-hospital mortality [9]. The results showed that DNN could predict in-hospital mortality based on automatically extractable intraoperative data.

Some studies that also analyze the performance of NN and DNN include Bianchini et al. compared the complexity of NN with DNN in classification problems [10]. The results showed that based on the number of hidden layers and activation functions, the DNN model was more effective than the NN model. Another study was also carried out by Dalto, et al. applied the DNN model to ultra short-term wind forecasting [11]. The results showed that the DNN with the selection of variables and the determination of the right parameters is better than the NN model for ultra short-term wind forecasting.

The previous above works did not consider both examine DNN model for the problem of predicting mortality rates based on air quality which has structured data and comparing DNN with NN in their works. Therefore, we focus on examine DNN and comparing the performance of the NN and DNN model for the problem of predicting mortality rates based on air quality.

3. Research method

In this study, two models were used to predict mortality rates that were affected by air quality. Both models are NN and DNN.

3.1 Neural Network (NN)

Neural Network (NN) is one of the machine learning models inspired by developments in computational neuroscience, especially information processing in biological NN. The NN model consists of one input layer, one hidden layer, and one output layer.

Mathematically the data processed by the NN model is executed with the following algorithm [4]:

\[ y = f(Wx + b) \]
The data enter (input layer) to neurons $z_j$:

\[ a_j = \sum_{i=1}^{D} w_{ji}^{(1)} x_i + w_{jo}^{(1)} \quad j = 1 \ldots M \]  

(1)

The data output (output layer) from neurons $z_j$:

\[ z_j = h(a_j) \]  

(2)

The data enter (input layer) to neurons $y_k$:

\[ a_k = \sum_{j=1}^{D} w_{kj}^{(1)} z_j + w_{ko}^{(2)} \quad j = 1 \ldots M \]  

(3)

The data output (output layer) from neurons $y_k$:

\[ y_k = l(a_k) \]  

(4)

General form:

\[ y_k(x) = l \left( \sum_{j=1}^{M} w_{kj}^{(2)} h \left( \sum_{i=1}^{D} w_{ji}^{(1)} x_i + w_{jo}^{(1)} \right) + w_{ko}^{(2)} \right) \]  

(5)

\[ y_k(x) = l \left( \sum_{j=1}^{M} w_{kj}^{(2)} h \left( \sum_{i=1}^{D} w_{ji}^{(1)} x_i + w_{jo}^{(1)} \right) \right) \]  

(6)

$w_{ji}^{(1)}$ and $w_{kj}^{(2)}$: weight parameters,

$w_{jo}^{(1)}$ and $w_{ko}^{(2)}$: bias parameters,

$h(\cdot), l(\cdot)$: activation functions.

### 3.2 Deep Neural Network (DNN)

Deep Neural Network (DNN) model is the development of the NN where the number of layers in the hidden layer is more than one. DNN model has been widely used to solve problems related to speech recognition [12], pattern recognition, image recognition, and several other DNN applications that continue to be developed. Besides that, DNN is capable of learning high-level features with more complexity and abstract than shallow neural network [7].

In general, the architecture of the DNN in this study, adopts the general architecture used by convolutional NN, where there is a feature extraction layer that uses interchangeably between the convolution layer and max-pooling in the hidden layer, followed by a classification or regression layer such as Multi-Layer Perceptron is based on backpropagation [4].

DNN model that examined in this research consists of two architecture. The first architecture consists of five layers, including of the input layer, three hidden layers that consist of the dense layer with 120 neurons and two layers for dropout, and the last output layer. The second architecture of DNN consists of four layers, including the input layer, two hidden layers that consist of the dense layer with 120 neurons and one layer for dropout, and the last output layer.

The input layer both DNN architecture is suitable with five dimensions. This is because there are five features that affect mortality rates including $O_3$, PM10, PM25, NO2, and temperature. In the first hidden layers, it is consist of 120 neuron setting from the combination of five features. Also, the second and the third hidden layer are the dropout. This dropout layer aims to avoid overfitting or underfitting during model training. While the output layer only consists of one neuron. This is because the problem to be solved is a regression.

In this research, the DNN model used Stochastic Gradient Descent (SGD) as optimizers. SGD is an optimization model that updates parameters for each training data on a model [13]. The SGD method is an easy to use and fast method for problems with very much training data, but it needs manual tuning of optimization parameters such as learning rate that gives the best performance [14]. Srivastava et al. stated that using a high learning rate significantly speeds up the learning process [15]. Based on that, SGD with learning rate $= 0.01$ used in this research. Moreover, DNN model also used default batch-size $= 32$ to examine other parameters such as the rate of dropout and activation function in each hidden layers of DNN model.
The architecture of the DNN model in this study is illustrated in figure 1 and figure 2.

3.3 Network optimization

In the building the DNN models, it is very important to optimize some parameters that used. This is done to reduce prediction errors from the model. These parameters will be described as follows.

3.3.1 Activation functions. The activation function is used in DNN and NN models including linear functions, sigmoid functions, softmax functions, tanh functions, and ReLu functions [4]. The activation function is a function that making the layer active and mapping neurons from the input layer to neurons in the output layer. There are some of the activation function that can use in DNN and NN models.

- The linear activation function is defined by:
  \[ l(x) = x \]  
  (7)
  This activation function in the DNN and NN models used in the output layer. This is because of the problems that will be solved in the research are related to regression problems.

- The Rectified Linear Unit (ReLu) activation function is defined by:
  \[ f(x) = \max(0, x) \]  
  (8)
  where \( x \) is input to neurons.

- The sigmoid activation function is defined by:
  \[ f(x) = \frac{1}{1 + e^{-x}} \]  
  (9)

- The softmax activation function is defined by:
  \[ \sigma(z)_j = \frac{e^{z_j}}{\sum_{k=1}^{K} e^{z_k}}, \text{for } j = 1, ..., K. \]  
  (10)

- The tanh activation function is defined by:
  \[ \tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \]  
  (11)
The eLu activation function defined by:

\[ f(x) = \begin{cases} 
  x \alpha(\exp(x) - 1), & x > 0 \\
  x \leq 0 
\end{cases} \quad (12) \]

The hyperparameter \( \alpha \) controls the value to which an eLu saturates for negative network input [16].

### 3.3.2. Dropout

On the DNN model, the number of hidden layers is more than one and it certainly allows DNN to use a large number of parameters and tends to exhibit a highly complex cost function. Besides that, it certainly causes overfitting. Therefore, the dropout technique is used in the DNN model. Dropout is a technique that randomly excludes neurons during the training process. The goal is to reduce the possibility of noisy neurons. Srivastava et al. found that dropout improves the performance of NN in the fields of vision, speech recognition, computational biology, and document classification [15].

### 4. Simulation

In this study, the simulation was carried out four times. These simulations include simulations for pre-processing data, processing, learning process, and final simulations for evaluation of the models. In each simulation also carried out several processes that explained below.

#### 4.1 Pre-processing data

The data used in this study is data mortality rates in several regions in 2007-2012 which are affected by air quality. The air quality that caused the death was reviewed based on the data of ozone (O\(_3\)), PM10, PM25 particles, nitrogen dioxide (NO\(_2\)) levels in the air, and the temperature of several regions. In this study, three steps of data processing were carried out.

##### 4.1.1 Handle missing value.

Based on the data distribution, it is known that there are many data "NaN" on the data features that affect mortality rates. There are several handle missing methods can use to overcome the problem, including FillNaN 0, FillNaN mean, median, most-frequent, and DropNaN methods, and others. In this research, DropNaN method used to handle missing values. The DropNaN is the handle missing value method that has been done by deleting NaN data (scikit-learn.com).

##### 4.1.2 Normalization.

In this study, the second step of pre-processing data is normalizing data. Normalization is the process of scaling data to have a norm unit. Each sample (i.e., each row of the data matrix) with at least one nonzero component is transformed independently from the other sample and causes the norm (l1 or l2) is equal to one (the norm parameter l1 / l2 is used to normalize each nonzero sample).

##### 4.1.3 Splitting data.

The third step of pre-processing data is splitting data. It has done with the aim of dividing the data into training and testing data with the proportion of 80%: 20%.

#### 4.2 Processing data

Processing data in this study used the NN and DNN models. The DNN model is the NN method where the number of hidden layers is more than one layer. The NN model is one of the machine learning models inspired by developments in computational neuroscience, especially information processing in biological NN.

#### 4.3 Learning processes.

The learning process in this study is carried out in the three processes. There are model selection, compile, and training models.

##### 4.3.1 Models selection.

This research used the sequential model in the Keras package to build the NN and DNN models. In this study, the differences between the NN and DNN are the number of hidden
layers and the dropout parameters. The NN model consists of only one hidden layer, and the DNN model consists of more than one hidden layers. Moreover, there is no dropout technique used in NN models.

4.3.2. Compile. In the learning process, the model created will be compiled by applying Stochastic Gradient Descent (SGD) as an optimizer. Other parameters used are loss parameters. A loss in the compile process used to identify errors that occur or error functions of the model. The loss function used in this research is mean squared error (MSE).

4.3.3 Training models. The last learning process is the training model. In this training process will be determined the number of samples that will be updated for every updating the gradient (batch size), the number of iterations on the entire data train (epoch), the distribution of training data to be used as validation of data, verbose determination, initial epoch, and validation step.

4.4 Model evaluation.
In the model evaluation process, the function used is the Mean Square Error (MSE), with calculations:

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (c_i - \hat{c}_i)^2 \]  

where \( c_i = \) true values; \( \hat{c}_i = \) predict values

In this study, the MSE function used because the problem to be solved is a regression problem. The MSE function can calculate the mean square error, a risk metric that matches the expected value of an error or quadratic loss. The smaller the value of MSE, the better the model used [17].

5. Results and Discussion
In this study, several processes of DNN was carried out. The first step is the process of optimizing the DNN architecture model respectively. After the model of the DNN is optimized, the second step is comparing the DNN and NN model based on the loss value of models to predict the mortality rate caused by air quality.

5.1 Optimization DNN model
There are two parameters optimized on the DNN model. Both parameters are the right dropout rate selection in the hidden layer and the activation function. Other parameters in the DNN model have been determined as described in the previous section. Some optimization processes for the DNN model are explained as follows.

5.1.1 Optimize dropout parameters. Dropout optimization is very necessary for building the DNN model. Dropouts can dramatically improve the convergence and also reduce the testing error [18]. Optimization dropout applied in two architecture DNN models. Mohaimenuzzaman et al. recommended that the number of dropouts is around 20%-50% [19]. Also, Zhang et al. also used a 50% dropout as a baseline configuration of CCN's parameters [20]. In this study, several dropouts rates in the range 20%-50% were performed.

Firstly, the optimization of dropout is applied in the first architecture DNN model whose dropout layers are existed in the second and third hidden layer. The MSE results of several dropouts rates in the range 20%-50% are presented in table 1. Next, the optimization of dropout rates is applied for the second DNN architecture whose a dropout layer is only existed at the second hidden layer. The MSE results of several dropouts rates in the range 20%-50% are presented in table 2. Based on the simulation results in table 1 and table 2, it can be seen that the 40% dropout rate in all dropout hidden layers produces the smallest MSE.
The last step in this research is tested in the first hidden layer for the best activation function to be selected. The results of the simulation presented in Table 3.

### Table 3. The Non-Linear Activation Function in Hidden Layer.

| No | Activation Function | MSE the first DNN architecture | MSE the second DNN architecture |
|----|---------------------|--------------------------------|---------------------------------|
| 1  | ReLu                | 0.08560 ± 0.298 x 10^8         | 0.08598 ± 4.775 x 10^8          |
| 2  | Softmax             | 0.08703 ± 0.016 x 10^8         | 0.08703 ± 0.0348 x 10^8         |
| 3  | Sigmoid             | 0.08738 ± 31.96 x 10^8         | 0.08722 ± 0.0213 x 10^8         |
| 4  | Tanh                | 0.08598 ± 20.75 x 10^8         | 0.08600 ± 0.4015 x 10^8         |
| 5  | Elu                 | 0.08604 ± 1.758x10^8          | 0.08602 ± 14.472x10^8          |

From Table 3, it can be seen that the activation function with ReLu gives the smallest loss value on the DNN model. Therefore, it can be concluded that the ReLu activation function is better than other activation functions. The ReLu activation function is shown to be remarkably adapted to sentiment analysis, a text-based task with a very large degree of data sparsity [20]. Besides that, ReLu activation function is easier to quickly train DNN than sigmoid [21]. Also, the linear activation function was used in the output layer because the problem to be solved is about regression.

### 5.2 The Performance of DNN and NN Model

The last step in this research compared both of architecture DNN model and also NN model. The architecture of the DNN model that used in this part is the first architecture of the DNN model with a

### Table 1. The dropout rate simulations at the first architecture DNN model.

| No | Dropout (2nd layer) | Dropout (3rd layer) | MSE         |
|----|---------------------|---------------------|-------------|
| 1  | 20%                 | 20%                 | 0.08610 ± 2.746 x 10^-8 |
| 2  | 20%                 | 30%                 | 0.08591 ± 1.377 x 10^-8 |
| 3  | 20%                 | 40%                 | 0.08593 ± 1.523 x 10^-8 |
| 4  | 20%                 | 50%                 | 0.08618 ± 5.192 x 10^-8 |
| 5  | 30%                 | 20%                 | 0.08596 ± 1.823 x 10^-8 |
| 6  | 30%                 | 30%                 | 0.08606 ± 2.159 x 10^-8 |
| 7  | 30%                 | 40%                 | 0.08598 ± 2.509 x 10^-8 |
| 8  | 30%                 | 50%                 | 0.08590 ± 8.281 x 10^-8 |
| 9  | 40%                 | 20%                 | 0.08605 ± 3.631 x 10^-8 |
| 10 | 40%                 | 30%                 | 0.08595 ± 3.448 x 10^-8 |
| 11 | 40%                 | 40%                 | 0.08560 ± 0.298 x 10^-8 |
| 12 | 40%                 | 50%                 | 0.08594 ± 0.487 x 10^-8 |
| 13 | 50%                 | 20%                 | 0.08602 ± 2.054 x 10^-8 |
| 14 | 50%                 | 30%                 | 0.08612 ± 4.906x10^-8 |
| 15 | 50%                 | 40%                 | 0.08609 ± 8.033 x 10^-8 |
| 16 | 50%                 | 50%                 | 0.08608 ± 2.600x10^-8 |

### Table 2. The dropout rate simulations at the second architecture DNN model.

| No | Dropout (2nd layer) | MSE         |
|----|---------------------|-------------|
| 1  | 20%                 | 0.08646 ± 37.86 x 10^-8 |
| 2  | 30%                 | 0.08619 ± 17.03 x 10^-8 |
| 3  | 40%                 | 0.08598 ± 4.775 x 10^-8 |
| 4  | 50%                 | 0.08599 ± 4.600 x 10^-8 |

**5.1.2 Optimize activation functions.** This research is tested in the first hidden layer for the best activation function to be selected. The results of the simulation presented in Table 3.
40% dropout rate in each of second and third hidden layers and the second architecture of DNN model with a 40% dropout rate only in the second hidden layer. Besides that, the NN model used consists of three layers, including an input layer, one hidden layer, and an output layer. In the NN model, we use SGD (0.01) as optimizer, batch-size 32, and ReLu activation function. Also, the dropNaN method applied in each model. The simulation results are presented in table 4.

Table 4. The performance of DNN and NN model.

| No | Model                  | MSE         |
|----|------------------------|-------------|
| 1  | The first DNN architecture | 0.08560 ± 0.298 x 10⁻⁸ |
| 2  | The second DNN architecture | 0.08598 ± 4.775 x 10⁻⁸ |
| 3  | NN                     | 0.08621 ± 4.855 x 10⁻⁸ |

Based on the analysis of the lost value in table 4, it can also be seen that the first DNN architecture gives smaller loss value compared with the second DNN architecture and the NN model. It is mean that the more dropout layers on the DNN architecture, the better the performance of DNN model. We guess that it caused by the ability of parameter dropout to reduce the possibility of noisy neurons, help prevent overfitting and increase the performance of DNN model. In addition, the optimization hyperparameter in the DNN model is very important. Moreover, the optimized both of DNN architecture produces a smaller loss value compared with NN. These results are consistent with the previous studies conducted by Bianchini, M et al. [10] and Dalto M, et al. [11], that the DNN model is more effective than NN model for classification problems as well as for regression problems. Although the DNN produces smaller loss value than NN model, the differences of each loss value are small enough. We guess that it caused by the number of features of this problem is small.

6. Conclusion
We use the DNN model for the problem of predicting mortality rates based on air quality. Two DNN architectures are examined for the air quality-based mortality rate prediction. Our simulation shows that the optimization of their architectures and their dropout parameters have affected their accuracies. According to the accuracies of both DNN architecture, we concluded that the first DNN architecture gives better accuracy than the second DNN architecture. Both architectures use 40% dropout rate in all hidden dropout layer. Moreover, the optimized DNN architecture gives slightly better accuracies than the standard one hidden layer NN.
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