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Abstract

In this paper, a ship detection method is proposed; this method uses edge-based segmentation and histogram of oriented gradient (HOG) with the ship size ratio. The proposed method can prevent a marine collision accident by detecting ships at close range. Furthermore, unlike radar, the method can detect ships that have small size and absorb radio waves because it involves the use of a vision-based system. This system performs three operations. First, the foreground is separated from the background and candidates are detected using Sobel edge detection and morphological operations in the edge-based segmentation part. Second, features are extracted by employing HOG descriptors with the ship size ratio from the detected candidate. Finally, a support vector machine (SVM) verifies whether the candidates are ships. The performance of these methods is demonstrated by comparing their results with the results of other segmentation methods using eight-fold cross validation for the experimental results.
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1. Introduction

Collisions between ships have not decreased over time, and the death toll from these accidents has exhibited a general tendency to increase. A shipmate or the harbor controller of a port observes the sea for a long time and performs the duty of preventing marine collisions when dangerous materials are found on the sea. However, it is difficult for a person to detect all of the obstacles on the sea and take action, and there are two hurdles to detection. First, people cannot concentrate for long periods of time. According to research, the maximum amount of time that a person can concentrate on an object for observation is 20 min, and the maximum amount of time that he/she can focus on complex actions such as sports is 60 min. Therefore, a person on a ship sometimes does not recognize upcoming obstacles.

Second, the viewing distance and field of view of humans are limited. In clear weather, a person can observe a distance of about 10 km at sea and his/her field of view is 90° at any point of time. However, the viewing distance and field of view required to detect a specific target are 5 km and 300°, respectively [1]. In addition, obstacle detection by only the sight of a person on a ship is more limited in areas where there are many buildings such as harbors and narrow channels. Therefore, collisions of small ships occurring in harbors and narrow channels can be attributed to the physical limitations of the person who observes the obstacles.
and the sea. Radar is used for overcoming the physical limitations of a person, but it does not detect small ships, wooden ships, or ships at close range [2, 3]. In the international regulations for preventing collisions at sea for a voyage, the sight of a shipmate has a higher priority than radar or the sailing equipment [4]. Because of the two abovementioned reasons, a ship detection method that can solve the problems related to the sight of a person and radar is needed. Currently, sound navigation and ranging, magnetic anomaly detectors, and satellite photographs are being used as aids for ship detection.

However, the above-mentioned devices have low accuracy and detection range, and object detection depends on the knowledge and experience of an expert who has undergone special training. A synthesis aperture radar system that combines the characteristics of radar and a camera has been developed to solve these problems, but it is expensive to install and operate, and is restrictively used only for military purposes since the operation time and locations are limited by the operating characteristics because of aircraft installation [5].

Therefore, we propose a method of vision-based ship detection to overcome the disadvantages of the existing auxiliary equipment for a voyage. The proposed method can be widely used in harbor operations, rescue operations, and marine military activities. The method is comprised of edge-based segmentation, HOG with ship size ratio and ship detection, and offers the advantage of being able to quickly detect ship in real time. Furthermore, detection performance is improved by using HOG with the ship size ratio. The ratio is considered on the basis of the appearance characteristics of a ship.

In this paper, a ship detection system is proposed; this method uses edge-based segmentation and histogram of oriented gradient (HOG) with the ship size ratio to prevent marine collisions. The remainder of this paper is organized as follows: The proposed ship detection system is described in Section 2. In Section 3, the details of proposed method are explained. Experimental results of our system are presented in Section 4. Finally, conclusions and future plans are discussed in Section 5.

2. Description of Entire System

The flow of the entire system is illustrated in Figure 1; this system performs ship detection on the basis of input images obtained using a fixed camera. When an input image is acquired, candidates are detected at the edge-based segmentation stage. In the edge-based segmentation part, the foreground is separated from the background by using a Sobel mask. If a candidate does not exist in the input image, another image is captured by the camera. Otherwise, the features of the candidate region are extracted by using the HOG descriptor and the ship size in the feature extraction part, and the candidate is then verified by using a weighted support vector machine (SVM) in the ship detection part. As a result, ships can be detected in the images through the above process.

3. Proposed Method

3.1 Edge-Based Segmentation

It is important that the target be separated from the rest of the image to detect a specific object in an image because of the detection speed in real time. In other words, the background is subtracted to find the object area in the image and the desired object is then verified in this area. Among the various existing segmentation methods (differential image, watershed technique, saliency map, etc.), we use edge-based segmentation because edge information adequately separates ships from the background unlike other information (color, texture, etc.) [6-9]. This can be attributed to the fact that ship information is sometimes similar to the background, and hulls (body of the ship) can be composed of different textures. Therefore, the candidates are detected by using the information of an edge, which is a boundary between the background and the ship.
The process of edge-based segmentation is shown in Figure 2. The edge information may be defined as a localized discontinuity of pixel values that exceed a threshold. In other words, the edge is the difference between pixel values that can be observed in the image, and includes useful information. Since calculations are easy and this information can be obtained quickly, it can be used in real time for segmentation.

Among a variety of mask types (Prewitt, Robert, Laplacian of Gaussian [LoG], etc.) to detect an edge, we use a Sobel mask because this mask does not lose information and subtracts the background unlike other masks, as shown in the experimental results [8, 10, 11]. The edge image is obtained by applying horizontal and vertical Sobel masks (1) based on a grayscale image, as shown in Figure 2(c).

\[
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\]

The candidate is determined by the amount of the detected edge information after morphology operations (dilation, closing, and opening) that can reduce noise are applied to the edge image, as shown in Figure 2(d)–(f) [12].

### 3.2 Histogram of Oriented Gradient with Ship Size Ratio

After candidate detection, the features of the candidate are extracted using an HOG descriptor with the ship size ratio. This descriptor is suitable for ship detection because the method is described by the distribution of the oriented gradients and is known for frequently using object detection [13, 14]. Moreover, we propose the use of HOG features with the ship size ratio to improve the performance of the ship detection.

The HOG features are created by calculating the number of oriented gradients in the local area of an image and are generated by the process shown in Figure 3. The detected candidate is divided into areas called cells that are connected to each other, and the respective histograms are created by using the magnitude and the orientation of the gradient in each of these cells. The feature vector is obtained by collecting the histograms, and the method enables the system to maintain consistent performance throughout the entire cell normalization process.

The process of HOG feature extraction can be divided into the following three steps: the first step calculates the gradient to apply a one-dimensional discrete differential mask for the horizontal and the vertical orientations as follows:

\[
D_X = \begin{bmatrix}
-1 & 0 & 1 \\
\end{bmatrix} \quad D_Y = \begin{bmatrix}
-1 & 0 & 1
\end{bmatrix}^T
\]

\[
I_X = I * D_X \quad I_Y = I * D_Y
\]

The magnitude and the orientation are calculated using (4).
The second step calculates the histogram for the divided cells. The orientation of the gradient obtained in the previous step belongs to the corresponding band on the basis of the number of pre-defined bins. The band distribution is \(0^\circ–180^\circ\) or \(0^\circ–360^\circ\) depending on the sign of the gradient. The third step locally normalizes the magnitude of the gradient, and the normalization method is divided into three types, as expressed in (5).

\[
\begin{align*}
L_1 - \text{norm} : f &= \frac{v}{\|v\|_1 + e} \\
L_1 - \text{sqrt} : f &= \frac{v}{\sqrt{\|v\|_1 + e}} \\
L_2 - \text{norm} : f &= \frac{v}{\|v\|_2 + e^2}
\end{align*}
\]  

where \(v\) denotes the normalized vector, \(\|v\|_k\) represents the k-norm, and \(e\) indicates a constant to evaluate descriptors densely, but it does not affect the results over a large range. In this study, we use \(L_1 - \text{norm}\).

Moreover, we consider the ship size ratio to improve the performance of the ship detection on the basis of the appearance characteristics of a ship, as shown in Figure 4. The ratio of the full length and the maximum width for the ship does not exceed \(1:3\) [15]. The proportion of the full length and the overall height is \(1:1\), and the ratio of the full length and the upper works is \(1:10\) [16].

Therefore, if the aspect ratio of a candidate is more than \(1:10\), the candidate is most likely not a ship. The aspect ratio is added to the feature vector with the HOG features. For example, if the number of cells and bins in the HOG descriptor is \(4 \times 2\) and \(9\), respectively, a 36-dimensional vector is created, and the ship size ratio is added to the 37th dimension. When the feature of the ship size ratio is added, the deviation of the ratio information is larger than that of the HOG feature values. Therefore, we reduce this ratio to an appropriate value by using (6).

\[
SSR_{\text{new}} = \frac{SSR_{\text{origin}}}{C_X + C_Y + B}
\]

where \(SSR_{\text{new}}\) denotes the new ratio and \(SSR_{\text{origin}}\) represents the original ratio. \(C_X\), \(C_Y\), and \(B\) indicate the cell sizes of the x and y axes, and the number of bins, respectively. Thus, we extract features by using an HOG descriptor and the ship size ratio for ship detection.

### 3.3 Ship Detection

A ship is detected by using the feature vector obtained through the above procedure, and the ship detection method uses an SVM as the supervised learning method because of its fast rate of object detection [17-19]. The SVM calculates the hyperplane that can maximize the margin between classes and is divided into hard and soft margin techniques. We use a weighted nu-SVM which is the soft margin technique and considers the penalty and the characteristics of the distribution for feature vector. (7) presents the optimization problem of the nu-SVM.

\[
\min \left\{ \frac{1}{2} \|\omega\|^2 - \nu \rho + \frac{1}{m} \sum_i \xi_i \right\} \\
(\text{s.t.}) \ y_i (\langle \omega, x \rangle) + b \geq \rho - \xi_i, \ \xi_i \geq 0, \ \rho \geq 0
\]

The nu-SVM is advantageous for the selection of an effective error penalty [20]. Furthermore, it is means that weight in weighted nu-SVM is assigned to feature vector. In training step, the weighted nu-SVM is learned by the feature vector for training data set. After detecting candidates through the edge-based segmentation in an input image, the weighted nu-SVM verifies whether the detected candidates are ships in testing step.

### 4. Experimental Results

#### 4.1 Experimental Environment

In this study, we use a video recorded directly; its resolution is \(320 \times 240\). The specifications of the computer used in the experiment are Intel Core 2 Quad 2.4-GHz processor and 4-GB RAM. Approximately 11,000 image frames are used for evaluating the proposed system and include eight types of ships with different sizes and shapes for a variety of experiments as shown in Figure 5.
4.2 Segmentation Results

The performance of the proposed system is verified by comparing the obtained segmentation results with the results of other segmentation methods, namely differential image method, saliency, watershed technique, thresholding technique, Prewitt mask, Robert mask, and LoG mask, as shown in Figure 6 [6-8].

The results show that the differential image method cannot detect an anchored ship because of its use of the difference between the previous and the current images. The saliency map often detects only a portion of the ship and occasionally does not find the ship part as a candidate. The watershed technique frequently divides a ship into a number of candidates or detects a candidate together with the ship and ground areas. If the background is similar to a hull, the thresholding technique cannot detect a candidate for the ship part. The edge masks exhibit no significant performance difference, but the Sobel mask sometimes shows a small edge inside the ship and exhibits less wake noise or illumination noise than the other masks. The confusion matrix is defined to calculate the evaluation metrics as shown in Table 1.
Table 1. Confusion matrix for performance evaluation

| Division | Predict |
|----------|---------|
|          | Positive | Negative |
| Actual   | Positive | False negative (FN) |
|          | True positive (TP) | |
| Negative | False positive (FP) | True negative (TN) |

Table 2. Candidate detection performance

| Segmentation method            | Precision | Error rate |
|--------------------------------|-----------|------------|
| Differential image             | 0.14908   | 0.75093    |
| Saliency map                   | 0.39233   | 0.46613    |
| Watershed technique            | 0.09180   | 0.90792    |
| Thresholding technique         | 0.29161   | 0.55719    |
| Prewitt mask                   | 0.36807   | 0.57577    |
| Robert mask                    | 0.36372   | 0.57981    |
| Laplacian of Gaussian mask     | 0.38947   | 0.55073    |
| Sobel mask                     | 0.40460   | 0.53835    |

The various evaluation metrics can be calculated by Table 1.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Error rate} = \frac{FP}{TP + FP + TN + FN}
\]

\[
\text{False negative rate} = \frac{FN}{TP + FN}
\]

\[
\text{False positive rate} = \frac{FP}{FP + FN}
\]

\[
\text{True negative rate} = \frac{TN}{TP + FP}
\]

The results for all the considered segmentation methods are shown in Table 2.

The candidates using edge masks are generally consistent with the ship area, and the precision is higher than that obtained in the case of the other methods; however, the LoG mask is sensitive to wake and illumination. On the other hand, the other methods have a problem in that they frequently detect only a portion of the ship. Therefore, we use a Sobel mask, which exhibits the best performance.

4.3 Feature Extraction and Ship Detection Results

The detection performance of the proposed system is verified by using eight-fold cross validation. First, we have to select the parameter values (the number of cells and bins) for feature extraction that yield the best performance, and change the number of cells to $2 \times 2$, $3 \times 3$, and $4 \times 4$ and the number of bins to 7, 9, and 11. The best accuracy is confirmed in the case of $4 \times 4$ cells and 11 bins. Then, we evaluate the proposed method using C-SVM with a linear kernel as shown in Table 3.

The proposed system demonstrates a slightly better performance through these results, but we want to evaluate the C-SVM here. Therefore, we compare the performances of various types of SVMs and SVMs with different kernels, as shown in Figure 7 [17, 20-22].

As shown in Figure 7, the weighted nu-SVM using the RBF kernel demonstrates the best performance; its accuracy is 0.936 [23]. Furthermore, evaluation metrics such as recall and precision are higher than those of the other types.

5. Conclusion

In this paper, we propose methods for detecting ships using edge-based segmentation and HOG descriptors with the ship size ratio. By using a Sobel mask, the foreground is separated from the background in the input images and candidates are detected in the segmentation part. The features are extracted by
employing an HOG descriptor with the ship size ratio, and the candidates are then verified by applying a weighted SVM.

Figure 7. Accuracy results for various types of SVMs and SVMs with different kernels. SVM, support vector machine; RBF, radial basis function.

Among various types of edge masks, the segmentation method using a Sobel mask shows that the edge of a ship adequately appears and the edge of light reflecting from the water appears the least. Further, it is not appropriate to use segmentation methods based on saliency maps and multi-difference images in candidate detection for detecting ships because the performance differences according to the image characteristics are noticeable. In the feature extraction part, an HOG descriptor with the ship size ratio exhibits a slightly better performance than a common HOG descriptor, and the weighted nu-SVM shows the best performance in the ship detection part.

The proposed system exhibits good performance and results in the experiment. However, the problems of an irregular decrease in the detection rate and a long operating time in the case of high-resolution images may occasionally occur. Therefore, it is necessary to solve these problems and thus improve the method. Furthermore, ship detection requires the use of images taken under a variety of weather conditions by a camera installed on an actual ship to automatically avoid collisions.
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