Edge Detection of an Image Based on Extended Difference of Gaussian
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Abstract: Edge detection includes a variety of mathematical methods that aim at identifying points in a digital image at which the image brightness changes sharply or, more formally, has discontinuities. The points at which image brightness changes sharply are typically organized into a set of curved line segments termed edges. The same problem of finding discontinuities in one-dimensional signals is known as step detection and the problem of finding signal discontinuities over time is known as change detection. Edge detection is a fundamental tool in image processing, machine vision and computer vision, particularly in the areas of feature detection and feature extraction. It's also the most important parts of image processing, especially in determining the image quality. There are many different techniques to evaluate the quality of the image. The most commonly used technique is pixel based difference measures which include peak signal to noise ratio (PSNR), signal to noise ratio (SNR), mean square error (MSE), similarity structure index mean (SSIM) and normalized absolute error (NAE).... etc. This paper study and detect the edges using extended difference of Gaussian filter applied on many of different images with different sizes, then measure the quality images using the PSNR, MSE, NAE and the time in seconds.
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1. Introduction

Machine vision has developed into a critical field embracing a wide range of applications, comprehensive robot assembly [1], traffic monitoring and control [2], biometric measurement [3], surveillance [4], analysis of remotely sensed images [5], automated inspection [6], vehicle guidance [7] and signature verification [8]. The work in this field is still documented by researchers and specialists. The early stages of vision, handling distinguish highlights in images that are important to estimate the Properties and structure of elements in the scene [9]. Edges are one such component. It is great nearby changes in the image [10], the active components for investigating images. It usually happens in the limit between two unique areas in the image.

Edge detection is every now and again the first stage in recouping data from images. Because of its importance, edge detection keeps on being a dynamic research region [11]. Produces a set of continuous curves that indicate the boundaries of objects when an edge detector is applied to a set of images and this situation is called ideal [12], Surface boundaries as well as curves that correspond to surface orientations interruptions. The amount of data may significantly reduce when we apply an edge detection algorithm to an image because it purifies important information and ignores information that is less important, but it preserves the structural characteristics of the image. Clarification the information contents in the original image may therefore be basically simplified if the edge detection step is successful [13]. While real life images of average complexity are not always giving us perfect edges. The edges
are often non-friable when they are extracted from non-trivial images [14], as a result, we get disconnected edges and lose slices from the edge as well as false edges not compatible with interesting phenomena in the image. The edges extracted in a three-dimensional scene of a two-dimensional image are divided into two types and a dependent view or an independent view. The independent view of the discovery of the edges usually fluctuates the established characteristics of the three-dimensional objects, such as surface shape and surface marks [15]. The edge of the view may change according to the change of view, and typically inverting the geometry of the scene, such as objects occluding one another [16]. Edges are coming across in the areas of feature extraction and feature selection in Computer Vision. In edge detection algorithm we enter the digital image, as input and exit the edge map as output. Many detectors have been introduced in the previous works such as canny, log, zero-cross, Sobel, approxcanny, Roberts and Prewitt [17-23].

The purpose of this research is to detect and improve the edge information existing in the image, since it is important to understand the image and see what information it contains. This paper organized as follow: section 2 introduces a look at some of the classical methods of edge detection. Section 3 will get to know Gaussian filter and its theory, and in addition to its function. Difference of Gaussian and its extended presented in 4, 5. In section 6 provide the effectiveness of our methods when applied many of images that have different sizes. Finally, we introduce the conclusion of this paper in section 7.

2. Some of Classical Methods for Detecting Edges

2.1. Canny Edge Detector

Canny edge detection is a technique used to significantly reduce the amount of information processed and thus obtain only important information. It has been widely applied in different computer vision systems. Canny found that there was a relative similarity in the requirements for applying edge detectors to different vision systems.

Process of Canny Edge Detection Algorithm

The canny edge detection algorithm can be divided into five steps [24]:

Step 1. In order to remove noise from the image and soften it, we apply the Gaussian filter.

Step 2. We extract the gradients of the intensity of the image.

Step 3. Apply non-maxima suppression to get edge response from one side.

Step 4. To discover the edge and be connected, we use the double threshold method.

Step 5. The final step in detecting edges is to dispense with all weak edges that are not connected to strong edges.

2.2. Log Filter

The edge detection based on log filter consists of three steps. The first step is Gaussian filtering, the second is edge enhancement and the third step is the edge detection. The Laplacian operator is used for enhancement and detect the edges [25] but it's sensitive to the noise. In order to reduce noise effects, the image firstly is smoothed, then is detected for edge by Laplacian operator. The optimal smoothing filter should have good characteristics in the spatial domain and frequency domain at the same time.

2.2.1. Linear Filters

Let \( f_{ij} \) for \( i, j = 1, ..., n \), are the values for of the pixels in the image and if we assume the linear filter has a size \((2m + 1) \times (2m + 1)\) and the weights are \( w_{kl} \) where \( k, l = -m, ..., m \) is shown by the following equation

\[
g_{ij} = \sum_{k=-m}^{m} \sum_{l=-m}^{m} w_{kl} f_{i+k,j+l}, \quad i, j = (m + 1), ..., (n - m) \tag{1}
\]

An image can be represented in a different way like a synthesis of different sine waves in frequency rather than as a matrix [26]. This refers to the Fourier representation. The Fourier coefficients are determined from the coefficients that determine sine waves. For engineers and some researchers this is obvious to them, but for others it maybe takes some times to get used to it.

2.2.2. Non Linear Edge Detection Filters

There are some of simple, non linear filters for detecting edges in all directions [27] such as:

1) The difference between large and small values results in a filter that represents an output for the range of pixel values.

\[
g_{ij} = \max\{f_{i+k,j+l}; k, l = -m, ..., m\} - \min\{f_{i+k,j+l}; k, l = -m, ..., m\} \tag{2}
\]

The filter is simple and fast at work and we can get it by adjusting the moving average algorithm. Alternatively, this filter can be processed by using the property that splits both the maximum and minimum values.

2) Roberts detector is known as the sum of the differences in the absolute values of diagonally opposite pixel values

\[
g_{ij} = |f_{ij} - f_{i+1,j+1}| + |f_{i+1,j} - f_{i,j+1}| \tag{3}
\]

3) the kirch filter is one of the form conformity filters, in which the filter output is the maximum response from a group of linear filters that are sensitive to edges in different directions

\[
g_{ij} = \max_{x=1,2} \sum_{k=-1}^{1} \sum_{l=-1}^{1} w_{kl}^{(x)} f_{i+k,j+l} \tag{4}
\]

Where
\[ w^{(1)} = \begin{pmatrix} 5 & 5 & 5 \\ -3 & 0 & -3 \\ -3 & -3 & -3 \end{pmatrix}, \quad w^{(2)} = \begin{pmatrix} 5 & 5 & -3 \\ 5 & 0 & -3 \\ -3 & -3 & -3 \end{pmatrix} \]
\[ w^{(3)} = \begin{pmatrix} 5 & -3 & -3 \\ 5 & 0 & -3 \\ 5 & -3 & -3 \end{pmatrix} \]

And each subsequent weight matrix, \( w^{(4)}, \ldots, w^{(8)} \) has elements which are successively rotated through multiples of 45. This is a much slower algorithm compared to the two previous methods. To minimize the impact of noise, using gradient filters which is one of the best ways to do this.

The gradient filters such as: a) Prewitt filter

\[ \sqrt{ \left( \frac{\partial f_{ij}}{\partial x} \right)^2 + \left( \frac{\partial f_{ij}}{\partial y} \right)^2 } \]

We can design the filter to count the gradient by substituting partial derivatives by equation (10)

\[ \frac{\partial f_{ij}}{\partial x} = \frac{1}{6} (f_{i-1,j+1} + f_{i+1,j+1} - f_{i-1,j-1} - f_{i+1,j-1}) \]
\[ \frac{\partial f_{ij}}{\partial y} = \frac{1}{6} (f_{i+1,j-1} + f_{i+1,j+1} - f_{i-1,j+1} - f_{i-1,j-1}) \]

b) Sobel is comparable to Prewitt filter, except when evaluating the largest gradation. It presents greater weight to

\[ \frac{\partial f_{ij}}{\partial x} = \frac{1}{8} (f_{i-1,j+1} + 2f_{i,j+1} + f_{i+1,j+1} - f_{i-1,j-1} - 2f_{i,j-1} - f_{i+1,j-1}) \]
\[ \frac{\partial f_{ij}}{\partial y} = \frac{1}{8} (f_{i+1,j-1} + 2f_{i+1,j+1} + f_{i-1,j+1} - f_{i-1,j-1} - 2f_{i,j-1} - f_{i-1,j+1}) \]

2.3. Zero - Crossing Edge Detector

The value of the Laplacian passes through zero, so the zero crossing looking for places in the Laplacian of an image. There are points in the image where there is a rapid change in the intensity and this is possible occurs at the edges of the image and possible occurs in places not easy to connect to the edges. We can say that the zero crossing detector is used to store some features and not only the edge detector. Zero crossing is always located on closed oceans, so the output is a single-pixel binary image with thick lines showing the point positions of the zero crossing. The zero crossing edge detector starts with the image filtered by Laplacian of Gaussian [28]. The results from zero sections are highly influenced by the size of Gaussian that used in the smoothing phase. When heterogeneity increases, we get less zero crossing contours, which correspond to the largest range in the image. In the LoG output, edges in images lead to zero crossings.

![Figure 1. Utilization step edge in a 1-D log filter. (a) Define a 1-D image, includes Step edge. (b) Indicate 1-D LoG filter with Gaussian deviation 3 pixels](image)

Laplacian of Gaussian

The Laplacian is a Two - dimensional proportional scale of the 2nd spatial derivative of an image. The Laplacian of an image indicates areas of rapid change in density and is therefore often used for edge detection. The image should be smoothed first by using something like a Gaussian filter to reduce its sensitivity to noise and then apply the Laplacian. The operator normally takes a single gray level image as input and produces another gray level image as output.

The Laplacian \( l(x,y) \) of an image with pixel intensity values \( I(x,y) \) is given by

\[ l(x,y) = \frac{\partial^2 I}{\partial x^2} + \frac{\partial^2 I}{\partial y^2} \]
they are. To register this, the image is often used Gaussian smoothed before using the Laplacian filter. Before the differentiation step we must do the pre-processing step because it reduces the high frequency noise components.

We can convolve the Laplacian filter with the Gaussian smoothing filter because the convolution operation is connected, and then convolve the resulting filter with the image to get the desired result. Working this way has two advantages:

i. Gaussian kernel and the Laplacian kernel are usually smaller than the image. So this method requires small calculations.

ii. At run time we need one convolution to be performed because the kernel of Log can be calculated at the beginning.

iii. The 2-D LoG function centered on zero and with Gaussian standard deviation $\sigma$ has the form

$$\text{LOG}(x, y) = -\frac{1}{\pi \sigma^2} \left(1 - \frac{x^2 + y^2}{2\sigma^2}\right) e^{-\frac{x^2 + y^2}{2\sigma^2}} \tag{9}$$

![Figure 3. The 2D-Laplacian of Gaussian function. x and y axes are marked in standard deviation.](image)

A separate kernel that explained in the equation (9) (for Gaussian = 1.4 ) is shown in figure 4.

![Figure 4. Log function with Gaussian $\sigma = 1.4$.](image)

### 3. Gaussian Filter

Gaussian filter is a framework filter of linear layer [29], it means weighted mean. Because weights in the filter calculated according to a Gaussian distribution, it's named after famous scientist Carl Gauss. This filter has another name is Gaussian blur.

#### 3.1. Gaussian Blur Theory

We can clarify the blur as taking a pixel as the average value of its surrounding pixels. If we assume the center point is 2, the surrounding points are 1 and the center point will take the average value of its surrounding points, it will be 1. If every point will get the average value of surrounding points, then how should we allocate weight?. If we just use simple average, it's unreasonable, because images are continuous, the closer the points in the distance, the closer the relationship between points. Hence the weighted average is more logical than the simple average, the closer the points in the distance, the larger the weight.

#### 3.2. Gaussian Function

The density function calls the Gaussian function. The 1-D shape is shown in the following equation

$$G(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-a)^2}{2\sigma^2}} \tag{10}$$

Here $a$ is the average of $x$, Because center point is both point origin when calculating an average value, so $a$ equals to 0.

$$G(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{x^2}{2\sigma^2}} \tag{11}$$

![Figure 5. Gaussian or normal distribution.](image)

Thus the function is negative exponential one of squared argument. Argument divider $\sigma$ plays the role of scale factor. $\sigma$ Parameter has a special name: standard deviation, and its square $\sigma^2$. Pre multiplier in front of the exponent is selected the area below plot to be 1. The function is marked everywhere on real axis $x \in (-\infty, \infty)$ Which means it spreads endlessly to the left and to the right.

Now, the first point is we are working in a separate world, so the Gaussian distribution move to set of values at separate points. Second, we cannot work with something that has no end to the left and to the right. It means Gaussian distribution is not connected. In the usual used the rule of 3$\sigma$ that is the part of Gaussian distribution utilized is $x \in [-3\sigma, 3\sigma]$ As we see in figure 6.
Gaussian distribution has precious property. See equation (12) could be rewritten as follows:

\[ G(x, y) = \frac{1}{2\pi\sigma^2} e^{-(x^2+y^2)/2\sigma^2} \quad (12) \]

Which means 2D distribution is divided into a pair of 1D ones, and so, 2D filter window is separated into a pair of 1D ones. In this case the filter is called separable one. Practically it means that to apply a filter to an image it is enough to filter it in the horizontal direction with 1D filter and then the result is filtered in vertical direction with the same filter. Which direction first really makes no difference.

2D Gaussian separable algorithm
i. Calculate 1D window weights
ii. Every image line is filtered as 1D signal
iii. Every filtered image column is filtered as 1D signal

4. Difference of Gaussian (DoG)

In imaging science, difference of Gaussians (DoG) is an enhanced algorithm feature that includes the subtraction of one blurred version of an original image from another, less blurred version of the original [30]. When convolving the original grayscale images with Gaussian kernels having differing standard deviations, we obtain to the blurred images in the simple case of grayscale images. High-frequency spatial information suppresses only when an image blurred using a Gaussian kernel. The spatial information that lies between the ranges of frequencies are saved when subtracting one image from the other. Thus, the difference of Gaussians is a band-pass filter where there are some of spatial frequencies are existing in the original grayscale image but the rest is ignored.

The mathematical formula of difference of Gaussians explained as follows:

Given an image its dimension is \( m \times n \)

\[ I: \{X \subseteq \mathbb{R}^n\} \rightarrow \{Y \subseteq \mathbb{R}^m\} \]

If we have an image \( I \), the difference of Gaussians (DoG) function of this image is

\[ r_{\sigma_1, \sigma_2}(X \subseteq \mathbb{R}^n) \rightarrow \{z \subseteq \mathbb{R}\} \]

Obtained by subtracting the image \( I \) convolved with the Gaussian of variance \( \sigma_2^2 \) from the image \( I \) convolved with a Gaussian of narrower variance \( \sigma_1^2 \), with \( \sigma_2 > \sigma_1 \). In one Dimension, \( \sigma \) is defined as:

\[ r_{\sigma_1, \sigma_2}(x) = I * \frac{1}{\sigma_1 \sqrt{2\pi}} e^{-(x^2)/(2\sigma_1^2)} - I * \frac{1}{\sigma_2 \sqrt{2\pi}} e^{-(x^2)/(2\sigma_2^2)} \quad (14) \]

And for the centered of two dimensional case

\[ r_{\sigma_1, \sigma_2}(x, y) = I * \left( \frac{1}{2\pi\sigma^2} e^{-(x^2+y^2)/(2\sigma^2)} + \frac{1}{2\pi\sigma^2} e^{-(x^2+y^2)/(2\sigma^2)} \right) \quad (15) \]

Which is equivalent to

\[ r_{\sigma_1, \sigma_2}(x, y) = I * \left( \frac{1}{2\pi\sigma^2} e^{-(x^2+y^2)/(2\sigma^2)} - \frac{1}{2\pi\sigma^2} e^{-(x^2+y^2)/(2\sigma^2)} \right) \quad (16) \]

Which represents an image convoluted to the difference of two Gaussians.

5. Extended Difference of Gaussian (XDOG)

The difference of Gaussian filter is as follows [31]:

\[ D_{\sigma,k}(x) = G_{\sigma}(x) - G_{k\sigma}(x) \approx -(k - 1)\sigma^2 \nabla^2 G \quad (17) \]

We need to generate an edge image, if we assume an image may be realized as a thresholding of the DoG response \( T_e(D_{\sigma,k} * I) \) where

\[ T_e(\xi) = \begin{cases} 1 & \text{if} \quad \xi \leq \xi_0 \varepsilon \\ 0 & \text{otherwise} \end{cases} \quad (18) \]

Where \( \varepsilon \) is used to Controls noise sensitivity

The biological models introduced by win nemoller et al
and models presented by Young and others created edge images using a DoG diverse in which the strength of the inhibitory effect of the larger Gaussian is allowed to vary, which leads to the following equation

$$D_{σ, δ}(x) = G_σ(x) - τ.G_δ(x)$$  \(19\)

After exchanging the binary thresholding function \(T_e\) with a continuous slope:

$$T_{e, ϕ}(u) = \begin{cases} \frac{u}{1 + \tanh(ϕ(u - e))} & \text{otherwise} \\ \end{cases}$$  \(20\)

\(T_{e, ϕ}(D_{σ, δ} * I)\) is referring to the XDOG filter for image \(I\)

We must know the XDOG is hard to control. Increasing the sensitivity of the filter to edges requires adjusting \(τ, φ, ε\) well

In order to simplify the difficulties in controlling XDOG using the following equation

$$S_{σ, δ, p}(x) = (1 + p).G_σ(x) - p.G_δ(x)$$  \(21\)

\(φ\) control the sharpness in the black and white transformations in the image.

6. Results and Discussion

In order to test our method in this paper and compare it with the other classical methods, many of different test images with different sizes and resolutions are detected by canny, log, zero-cross, sobel, prewitt and Roberts and XDOG method.

All experiments are executed on a Windows-based machine with Intel (R) Core (TM) i7-7500U CPU@2.70GHz processor, 16GB RAM, and MATLAB R2017a installed on it. The method tested on 160 image with different sizes and compared with most of known edge detection and we run it 10 times for each image. As shown in figures 8-18 and in tables 1-4 XDOG method works effectively for different images, especially when applied image quality measurements such as Peak Signal to Noise Ratio (PSNR), Mean Square Error (MSE), Normalized Absolute Error (NAE) and finally compared with Time in seconds. From Table 1, 2 and Table 4 can observe that, PSNR, MSE, NAE obtained with the proposed method is better compared with the classical methods especially canny, log, zero-cross. But from table 3 can observe that the time for XDOG method is relatively large. In the end, we can say our method is better than all tested methods.

Table 1. Some results of PSNR for XDOG and tested methods.

| Roberts          | prewitt | sobel | XDOG  | Zero-cross | log   | canny | Image size |
|------------------|---------|-------|-------|------------|-------|-------|------------|
| 60.20647         | 60.07247| 60.07089| 60.40078 | 58.17133   | 58.17133 | 57.35939 | 617x1869   |
| 60.94648         | 60.73896| 60.74285| 61.31672 | 58.73508   | 58.73508 | 57.6498  | 616x1863   |
| 61.30772         | 61.06971| 61.09113| 61.90222 | 60.39496   | 60.39496 | 59.58267 | 80x360     |
| 59.48034         | 58.99183| 59.00229| 59.92989 | 58.40692   | 58.40692 | 57.31552 | 248x612    |
| 59.84316         | 59.33106| 59.32258| 60.4554  | 58.05707   | 58.05707 | 56.69626 | 228x663    |
| 60.26309         | 60.27646| 60.32476| 61.24226 | 59.45356   | 59.45356 | 58.69912 | 80x360     |
| 60.27647         | 58.99106| 59.02255| 60.10867 | 59.67421   | 59.67421 | 57.86440 | 163x735    |
| 61.57395         | 61.31498| 61.31558| 62.01627 | 59.2343    | 59.2343  | 58.22431 | 522x1836   |
| 58.95728         | 58.35015| 58.39991| 59.17633 | 57.189     | 57.189   | 56.60489 | 246x615    |
| 58.62216         | 58.54679| 58.54675| 58.97238 | 57.98849   | 57.98849 | 56.94512 | 100x3300   |
| 56.281           | 56.21834| 56.22275| 56.33759 | 56.15051   | 56.15051 | 55.84174 | 500x1500   |
| 59.6643          | 59.65506| 59.6355 | 60.08752 | 58.64821   | 58.64821 | 57.60435 | 156x771    |

![Figure 8. PSNR of XDOG method and tested methods.](image_url)

As we see in table 1 and figure 8 XDOG method produces robust results for PSNR when compared with the other classical
methods because it contains the largest possible values and for greater accuracy we applied the method on different images with different sizes and we got the best quality.

Table 2. Some results of MSE for XDOG and tested methods.

| Method  | Roberts | prewitt | Sobel | XDOG  | Zero-cross | log  | canny | Image size |
|---------|---------|---------|-------|-------|------------|------|-------|------------|
| 0.062493 | 0.064451 | 0.064475 | 0.059759 | 0.09985 | 0.09985 | 0.120376 | 617x1869   |
| 0.052703 | 0.055282 | 0.055232 | 0.048396 | 0.087694 | 0.087694 | 0.11259 | 616x1863   |
| 0.048496 | 0.051228 | 0.050976 | 0.042292 | 0.059839 | 0.059839 | 0.072146 | 80x360     |
| 0.073866 | 0.08266 | 0.082461 | 0.066603 | 0.094578 | 0.094578 | 0.121599 | 248x612    |
| 0.067946 | 0.076449 | 0.076599 | 0.059012 | 0.102512 | 0.102512 | 0.140234 | 80x360     |
| 0.061684 | 0.061494 | 0.060814 | 0.049233 | 0.074323 | 0.074323 | 0.088424 | 80x360     |
| 0.061494 | 0.082675 | 0.082078 | 0.063917 | 0.070641 | 0.070641 | 0.107664 | 163x735    |
| 0.045613 | 0.048415 | 0.048409 | 0.041196 | 0.078172 | 0.078172 | 0.098639 | 522x1836   |
| 0.083321 | 0.095822 | 0.09473 | 0.079222 | 0.125193 | 0.125193 | 0.164434 | 246x615    |
| 0.090004 | 0.09158 | 0.091581 | 0.083031 | 0.104143 | 0.104143 | 0.132424 | 1002x3300  |
| 0.154305 | 0.156548 | 0.156389 | 0.152307 | 0.159012 | 0.159012 | 0.170728 | 500x1500   |
| 0.070803 | 0.070954 | 0.071274 | 0.064229 | 0.089466 | 0.089466 | 0.113775 | 156x771    |

Figure 9. MSE of XDOG method and tested methods.

We can observe from table 2 and figure 9 XDOG approach is the perfect compared to the other classical methods where it has the lowest values. These results are the best that can be obtained.

Table 3. Some results of time by seconds for XDoG method and tested methods.

| Method  | Roberts | prewitt | sobel | XDOG  | Zero-cross | log  | canny | Image size |
|---------|---------|---------|-------|-------|------------|------|-------|------------|
| 0.03482 | 0.02890 | 0.03137 | 0.14694 | 0.11677 | 0.11410 | 0.11176 | 617x1869   |
| 0.02844 | 0.02941 | 0.02965 | 0.15977 | 0.10995 | 0.11125 | 0.12661 | 616x1863   |
| 0.00485 | 0.00156 | 0.00346 | 0.003816 | 0.00705 | 0.00362 | 0.00675 | 80x360     |
| 0.00335 | 0.00209 | 0.00221 | 0.025025 | 0.01057 | 0.01998 | 0.01906 | 248x612    |
| 0.00315 | 0.00195 | 0.00087 | 0.025307 | 0.06025 | 0.02133 | 0.01747 | 228x663    |
| 0.00018 | 1.87673 | 0.00171 | 0.00567 | 0.00362 | 0.00549 | 0.00523 | 80x360     |
| 3.45591 | 3.32941 | 0.00223 | 0.02202 | 0.00617 | 0.01660 | 0.02240 | 163x735    |
| 0.03982 | 0.04015 | 0.03713 | 0.225196 | 0.17871 | 0.17803 | 0.16881 | 522x1836   |
| 0.00486 | 0.00518 | 0.00331 | 0.01767 | 0.01685 | 0.00979 | 0.01898 | 246x615    |
| 0.09721 | 0.09783 | 0.09708 | 0.49216 | 0.47284 | 0.44596 | 0.41595 | 1002x3300  |
| 0.01778 | 0.01825 | 0.02074 | 0.13806 | 0.09453 | 0.08938 | 0.09874 | 500x1500   |
| 0.01462 | 0.01763 | 0.01335 | 0.08036 | 0.07005 | 0.06811 | 0.05411 | 156x771    |
Table 3 and figure 10 indicating the results of the time used in execution and note the time in our method is relatively large but not large in all images.

| Roberts  | prewitt | sobel | XDOG  | Zero-cross | log     | canny  | Image size |
|----------|---------|-------|-------|------------|---------|--------|------------|
| 1.013074 | 1.022437| 1.02549| 0.97955| 1.191688   | 1.191688| 1.289832| 617x1869   |
| 1.024353 | 1.038939| 1.03659| 1.00000| 1.222219   | 1.222219| 1.362996| 616x1863   |
| 1.046181 | 1.062452| 0.982678| 1.126188| 1.126188   | 1.214695| 80x360  |
| 1.049573 | 1.109591| 1.108234| 1.00000| 1.190924   | 1.190924| 1.375337| 248x612    |
| 1.042353 | 1.082663| 1.083371| 1.00000| 1.206212   | 1.206212| 1.385037| 228x663    |
| 1.078355 | 1.077162| 1.072882| 0.963566| 1.157895   | 1.157895| 1.24636| 80x360     |
| 0.981229 | 1.145347| 1.140719| 1.00000| 1.052106   | 1.052106| 1.338973| 163x735    |
| 1.02973  | 1.048594| 1.04855| 1.00000| 1.248888   | 1.248888| 1.386654| 522x1836   |
| 1.020137 | 1.08156 | 1.076198| 1.00000| 1.225871   | 1.225871| 1.418676| 246x615    |
| 1.027292 | 1.033459| 1.033463| 0.980426| 1.08263    | 1.08263 | 1.193321| 1002x3300  |
| 1.005846 | 1.012409| 1.011943| 1.00000| 1.01962    | 1.01962 | 1.053907| 500x1500   |
| 1.037678 | 1.038543| 1.040378| 1.00000| 1.144642   | 1.144642| 1.283959| 156x771    |

As shown in table 4 and figure 11 the best results were obtained from XDOG method when compared it with canny, log, zero cross, sobel, prewitt and roberts where the lowest values were derived from the used method.
Figure 12. Edge detection for original image and classical methods 241x627.

Figure 13. Edge detection for original image and classical methods 500x1500.
Figure 14. Edge detection for original image and classical methods 240x960

Figure 15. Edge detection for original image and classical methods 1002x3300
Figure 16. Edge detection for original image and classical methods 120x240.

Figure 17. Edge detection for original image and classical methods 337x356.
7. Conclusion

This paper proposes extended difference of Gaussian technique for edge detection and satisfactory results were produced when compared our method with the classical methods canny, log, sobel, prewitt, Roberts and zero-cross. XDOG method works well on different images with different sizes. Then we appreciate the images quality using image quality measurements (PSNR, MSE, NAE and time by seconds) is essential task in digital image processing as it provides a better way for image quality assessment and its improvement. It can be observed that higher the value of PSNR and lower value of MSE are desired results and lower values of NAE and relatively large values of time obtained from XDOG method. From the above we conclude that XDOG method is the best of all methods used.
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