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Abstract—Many applications involve detecting and localizing specific sound events within long, untrimmed documents, including keyword spotting, medical observation, and bioacoustic monitoring for conservation. Deep learning techniques often set the state-of-the-art for these tasks. However, for some types of events, there is insufficient labeled data to train such models. In this paper, we propose a region proposal-based approach to few-shot sound event detection utilizing the Perceiver architecture. Motivated by a lack of suitable benchmark datasets, we generate two new few-shot sound event localization datasets: “Vox-CASE,” using clips of celebrity speech as the sound event, and “ESC-CASE,” using environmental sound events. Our highest performing proposal-based few-shot approaches achieve 0.483 and 0.418 F1-score, respectively, with 5-shot 5-way tasks on these two datasets. These represent relative improvements of 72.5% and 11.2% over strong proposal-free few-shot sound event detection baselines.
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I. INTRODUCTION

SOUND event detection is the task of detecting the start and end of specific acoustic events within a longer audio recording. The events of interest depend on the use case; for example, one might wish to detect coughs for a medical observation [1], gunshots for public safety [2], or animal vocalizations for biomonitoring [3]. For most real applications, manual sound event detection simply does not scale, necessitating automated systems. A significant body of work exists on sound event detection and adjacent tasks (e.g., keyword spotting).

One can organize existing sound event detection methods into two major categories: (1) frame- or window-level models that make predictions over frames or fixed-length windows of frames of the signal, denoted here as window-level, and (2) proposal-based models that propose and classify variable length temporal regions of interest. Both strategies have demonstrated promising results for event detection.

Cakir et al. compare purely-convolutional, purely-recurrent and convolutional recurrent neural network (CRNN) window-level approaches to polyphonic sound event detection [4]. Their work notes a lack of precisely-labeled sound event detection datasets, so they include results on their own synthetic dataset. Lim et al. propose a window-level approach using a CRNN to tackle the DCASE 2017 [5] rare sound event detection task. On a different DCASE 2017 detection task, Lu et al. find that bidirectional gated recurrent units (GRUs) do not outperform CRNNs for polyphonic sound event detection [7].

In contrast to frame- or window-level detection techniques, proposal-based methods break the task into two or more stages: an initial stage that proposes potential event regions and one or more subsequent stages to refine and classify the proposals. Pham et al. introduce the concept of eventness for region-based sound event detection, similar to objectness [8], used in object detection. Wang et al. propose utilizing the R-FCN architecture, improving the region proposal network (RPN) portion to specifically propose regions which contain audio events [9]. Inspired by the proposal-based Faster-RCNN [10], Kao et al. propose a region-based CRNN for the sound event detection [11] problem. For a weakly supervised sound event detection task, Kiyokawa et al. use a ResNet model with a self-mask module to improve detection accuracy of their RPN. Hou et al. [12] adopt an RPN to a keyword spotting task, specifically extending their model to be able to detect multiple keywords.

Unfortunately, in many cases, the machine learning methods these systems rely upon require significant amounts of labeled training data for each event of interest. In contrast, humans can learn a new task after only a few examples. Few-shot learning is a subfield of machine learning that aims to develop machine learning models able to accurately model previously unseen classes given only a limited number of examples. Many of the early few-shot learning papers focused specifically on few-shot classification of images [13–16].

Few-shot audio classification, which does not involve temporally localizing events, has been explored in the literature, with strong results reported for sound classification and speaker identification [17–20]. Wang et al. [21] utilize prototypical networks [14] to improve speaker identification and verification tasks, for both seen and unseen speakers. Chen et al. [22] investigate utilizing few-shot learning to the task of spoken word classification, posing it as an $N + M$-way problem, where $N$ and $M$ are the number of new classes and base classes, respectively, by modifying the model-agnostic meta-learning algorithm [23].

Some window-based few-shot sound event detection methods and studies exist in the literature, mainly in the related area of keyword spotting. Wang et al. compares four few-shot, metric-based learning strategies using a convolutional
neural network (CNN) embedding module, and validates their approach on a keyword spotting task using Spoken Wikipedia Corpora [24]. Their work concludes that the prototypical network performs best in this domain. Parnami and Lee [25] use the prototypical network with embeddings from their proposed ResNet-based architecture for the few-shot keyword spotting task, and demonstrate the ability to spot new keywords with few examples. Outside of few-shot keyword spotting, Shimada et al. [26] propose a few-shot sound event detection framework that includes an explicit class for background noise, and they evaluate their approach on the well-annotated DCASE2017 Task 2. Whereas this existing few-shot sound event detection literature uses window-level approaches, to the best of our knowledge, we are the first to use a proposal-based model for few-shot audio localization, whose performance we further extend by incorporating the Perceiver architecture.

While most of the models mentioned above utilize CNNs and recurrent neural networks (RNNs), Transformer-based models [27] are also quite popular for audio tasks [28], [29]. Self-attention architectures have shown success, not only with text, but with vision, audio, and video [30]–[33]. In the few-shot setting, Ye et al. found success by simply using a self-attention submodule before a few-shot classifier [34]. Chou et al. [18] and Zhang et al. [19] utilize attention in few-shot audio classification (not localization) tasks. In the sound event detection realm, most methods that incorporate attention are focused on a semi-supervised task, e.g., [35], [36]. Yan et al. [37] propose a region-based attention method to further boost the success of CRNNs on weakly supervised sound event detection. Jaegle et al. [29] introduce the modality-agnostic Perceiver architecture, which scales to very large inputs and achieves impressive results in a variety of modality specific tasks, including audio tasks. We use the Perceiver as a submodule in some of our models.

Lastly, there is a recent body of work developing few-shot event detection techniques for video data, including both (video) frame-level [38], [39] and proposal-based [40]–[42] approaches. We draw particular inspiration for our proposal-based few-shot methods from [43], which presents a few-shot temporal activity detection framework, based on proposal regression.

The specific contributions of this paper are:

• We introduce a proposal-based few-shot audio event detection model following the video event detection model of [43]. To the best of our knowledge, this is the first proposal-based model reported in the literature for few-shot sound event detection.

• We study the benefits of incorporating attention into our proposal-based localization methods, utilizing the scalable and high-performing Perceiver [29] architecture.

• We provide a thorough evaluation of a window-level baseline model and proposal-based models with and without the Perceiver component on the two novel benchmarks suitable for few-shot sound event detection.

II. FEW-SHOT LEARNING

Few-shot learning refers to the scenario in which one must make predictions with very limited training data. Whereas traditional machine learning models may require hundreds or thousands of examples of each class, few-shot learning models are given only a few (e.g., 1-10) labeled training examples per class.

A. Episodic Training

Few-shot methods commonly employ episodic training [13], in which the few-shot learner is trained by solving a series of episodes (tasks). An episode $E = (S, Q)$ consists of a support set $S$ and a query set $Q$. The support set contains all of the training data for the task. For example, for a $k$-shot $n$-way task, the support set consists of $n$ classes, each with $k$ examples. After “training” on the support set, the few-shot method must make predictions on the query set samples. The overall “meta-training” process consists of repeatedly sampling tasks from a set of training classes, and minimizing a suitable loss on each query set. Note that episodes in few-shot-learning play the role of minibatches often found in non-few-shot deep learning training. For our sound event detection task, the query set, $Q$, contains untrimmed audio files containing one or more of the events from the episode’s $n$ classes, and our support set contains $k$ (disjoint) trimmed examples for each of the $n$ classes. Regions of the query files where no event is taking place are labeled as “background,” also referred to as “no event.”

B. Prototypical Networks

Prior work has found prototypical networks work well for keyword spotting [24], so we adopt them here for few-shot sound event detection. Prototypical networks are a metric-based approach that involves training a neural network $f_\theta$ that embeds datapoints into an embedding space. The model produced by the few-shot learner is itself non-parametric: the $k$ support set embeddings per class are averaged to produce $n$ class prototypes, $c_1, c_2, \ldots, c_n$:

$$c_m = \frac{1}{|S_m|} \sum_{s_i \in S_m} f_\theta(s_i).$$

(1)

Here $S_m$ denotes the subset of the support set belonging to class $m$. For each data point $q$ in $Q$ (e.g., each proposal), the probability distribution $\hat{y}$ over class labels is given by

$$\hat{y} = \text{softmax}(z)$$

(2)

$$z_n = -d(f_\theta(q), c_n),$$

(3)

where $d$ is a distance function (Euclidean distance in our experiments).

III. DATASET GENERATION

Based upon code for DCASE 2017 Task 2 [5], we generate two new few-shot sound event detection datasets on which we evaluate our models:

1) ESC-CASE: ESC-CASE events come from the ESC-50 dataset [44]. The 50 environmental sound classes are randomly split 30/10/10 for train/validation/test. We generate 25000 training episodes, 5000 validation episodes, and 5000 test episodes.
2) **Vox-CASE:** For Vox-CASE our events are speaker clips from VoxCeleb2 [45]. Our classes are individual speakers, and we split them into 4417, 1473, and 1473 training, validation, and test classes, respectively. The speaker clips have a wider range of duration than ESC-50, so in order to fit 1-3 speakers in a 30 second clip, we (uniformly) randomly center crop each speaker clip over five seconds long into the range $[2, 5]$ seconds. Like ESC-CASE, we generate 25000 training episodes, 5000 validation episodes and 5000 test episodes.

Each training episode contains events from only $n$ classes randomly sampled from the set of training classes; validation and test episodes are created analogously. Each episode’s support set contains $k$ trimmed examples of each of $n$ classes. The query set contains eight longer (untrimmed) query clips, each with random background noise overlaid with 1-3 sound events. The background noises are from TUT Acoustic Scenes [46]. Disjoint sets of background audio are used for training (822 background clips), validation (150 clips), and test (150 clips). The event-to-background ratio (EBR) [5] of each overlaid event is uniformly sampled among $\{-12, -6, 0, 6, 12\}$dB. Varying EBR adds a level of difficulty to the task; in particular, events with low EBR are quieter and much harder to distinguish from the background noise.

## IV. Methods

### A. Feature Extraction

All raw audio is resampled to 16kHz and then converted to 64-bin log-mel spectrograms using a frame length of 25ms and an offset of 10ms. All of the (untrimmed) query set clips are 2998 frames (30 seconds). Support set clips are uniformly randomly cropped to be between 1 and 5 seconds for ESC-CASE and 2 and 5 seconds for Vox-CASE.

### B. Proposal-Based CRNN Model

Our proposal-based model, denoted the Proto-RCRNN, is illustrated in Fig. 1. It contains four major subcomponents.

1) **Convolutional Recurrent Neural Network:** The backbone is a CRNN, based upon [4]. It takes as input the log-mel spectrograms, for both the support and query sets. The model consists of seven convolutional layers, each followed by Leaky Rectified Linear Units and max pooling layers, followed by a bidirectional Long Short-Term Memory network (LSTM) [47]. The result is a sequence of per-timestep feature vectors, with time resolution downsampled by a factor of 8.

2) **Region Proposal Network:** Our RPN is based on R-CRNN, another region-based convolutional recurrent neural network by Kao et al. [11], which itself is an adaptation adding a recurrent network to Faster RCNN [10]. At each step of the sliding window over the feature map, the current window is mapped down to a 512-dimensional feature vector. Multiple “anchor” regions of varying sizes are proposed at the center each of these windows. The base size of the anchors is 4, with anchor scales in $\{1, 2, 4, 8, 16\}$ meaning the actual size of anchors ranges from $4 = 4 \cdot 1$ frames to $64 = 4 \cdot 16$ frames. These anchors are repeated at a stride of 2 frames.

The RPN returns $p$ proposals. Specifically, the 512-dimensional embedding vector from each location of the feature map is fed to two layers: (1) one dense (binary classification) layer to predict the probability of having an event; this outputs $p$ scores, (2) another dense (regression) layer to generate anchor location refinements. For each anchor, the regression layer outputs a length offset, $lo$, and a center offset, $co$. Given that an unrefined RoI has a length $L$ and a center $C$, the length of the refined RoI will be $L' = L + lo$, and the center of the refined RoI will be $C' = C + co$, thus the $[\text{start}, \text{end}]$ coordinates will be $[C' - (L'/2), C' + (L'/2)]$.

The targets for the classification and the regression layers are decided by the overlap between each unrefined anchor and the ground truth events. During training, we require an intersection-over-union (IoU) threshold of $\geq .7$ in order for an anchor to be given a positive (event) class label; proposals with an IoU between .3 and .7 are given no label; finally, those with an IoU $\leq .3$ are considered non-events (i.e., background).

For both training and test time, any region proposals that are less than one frame long are removed. If the boundaries of the proposal are outside of the audio’s start and stop time, the proposal is clamped to the boundaries. The proposals are then filtered using non-maximum suppression, with a threshold of .1, and the top $s$ scored proposals are passed onto the next layer, encouraging the model to be most confident about regions containing events. Hyper-parameter $s$ is chosen via tuning on the validation set.

3) **RoI Pooling, Proposal Filtering and Region Refinements:** Each event proposal from the RPN is fed into the RoI pooling layer, which maps a variable length segment to a fixed-length feature vector (twice the number of hidden units). The output of this pooling layer is fed through a series of dense layers. The same proposal refinement used after the RPN is also applied after the dense layers.

4) **Prototypical Classification:** The top $s$ scored, refined proposals from the proposal refinement and filtering layer are passed in to this classification layer. The output of the prototypical network for each proposal represents the confidence score for each class. Prior to applying the output softmax, we append a learned scalar logit that corresponds to “no event,” allowing us to predict nothing when no class is sufficiently confident.

### C. Proto-RCRNN + Perceiver

For our Proto-RCRNN + Perceiver model, we replace the RoI pooling layer, as described in Section [IV-B3] with a Perceiver [29]. For each of the top $s$ scored proposals, we extract the respective regions out of the feature map, output by the backbone. Each of these variable length regions is fed through the Perceiver to obtain a fixed-length vector, used analogously to how the RoI pooling layer output is used in the previous subsection.

### D. Window-level CRNN Baseline

As a window-level baseline, we implement and evaluate a 1d CRNN inspired by [6]. The input to this model is consecutive overlapping windows of spectrogram frames. The windows are
128 frames long overlapped using a 64-frame offset between windows. Every window of the spectrogram is encoded with an embedding network consisting of a CRNN; namely, a 2d 5-layer CNN followed by a 2-layer bidirectional LSTM. Each resulting window-level vector is classified by a prototypical network given the prototypes generated by the support set $S$. We use an extra learned logit in the prototypical network to act as a “distractor” to classify “no event” frames if no other logit is sufficiently confident.

### E. Training

We train our proposal-based models to optimize the weighted combination of three loss terms:

1) The RPN loss, which is a weighted combination of binary focal loss [48] on the classification layer output and smooth L1 loss on the regression layer output.
2) The proposal refinement loss, which contains the same two loss terms as the RPN loss, but applied during the proposal refinement stage.
3) Focal loss for the per-proposal prototypical network classification output.

The classification and regression targets for the first term are determined by overlap (specifically, IoU) between the anchors and ground truth events. The targets for the second loss term is determined analogously, except using (unrefined) RPN proposals instead of anchors.

The use of focal loss is motivated by the large class imbalance between sound event and background: it further down-weights the loss contributions for datapoints on which the model is confident, encouraging the model to focus on challenging datapoints instead of further driving down loss for obvious “no event” proposals. We refer readers to Lin et al. [48] for additional details. The window-level models are trained to directly optimize per-window focal loss.

We use the Adam optimizer [49] to train all models. After tuning on the validation set, we selected a learning rate of $10^{-7}$ for the proposal-based and $10^{-4}$ for the window-level models. We train each model until validation loss stops improving, evaluating every 3000 training episodes on a random sample of 500 validation set episodes.

### V. Experiments and Results

Here we report experimental conditions and results on the ESC-CASE and Vox-CASE benchmarks.

#### A. Metrics

For all models, we report three metrics:

1) **Average precision (AP):** For the event / no event binary classification task (using the second stage for the proposal-based models). AP measures how well we localize events (vs background), agnostic to any particular class. This is computed per test set episode, and both the mean and standard deviation over test set episodes are reported.

2) **Accuracy:** Window- and proposal-level accuracy are computed per episode, and both the mean and standard deviation over test set episodes are reported. Accuracy tells us how good the model is at assigning the correct class label (or background) to each window (window-level) or proposal (proposal-based).

3) **F1 score:** F1 is computed over proposals or proposal-like (see below) units. Accordingly, it assesses both localization and classification. F1 is computed per class over all episodes, not per episode, and is then averaged over classes. Given the relatively fewer classes to average, only mean is reported.

For the sake of consistency in evaluating the window-level and proposal-based models, the window-level’s predictions are mapped into proposal-like regions and then evaluated at this “proposal” level. Specifically, for each window, we choose the most probable class, and then group consecutive windows with the same class prediction. This yields the proposal-like
regions with their class labels, which we translate into proposal timestamps in seconds. Finally, we associate confidence scores with each proposal by averaging the window-level posterior probabilities over each proposal.

B. Results and Analysis

Our main set of results for ESC-CASE are reported in Table I. First, we note that the proposal models outperform the window-level model. Comparing 5-shot and 10-shot results, there is similar performance according to AP, accuracy, and F1, suggesting that additional training examples per class may not offer much benefit. Overall, the use of Perceivers improves performance, with the Proto-RCRNN + Perceiver performing the best.

Table II presents the same set of comparisons on the Vox-CASE dataset, where the proposal-based models continue to perform well via AP and accuracy, but the window-level model offers surprisingly strong F1. The Perceiver module does not increase performance for Vox-CASE to the same degree that it does for ESC-CASE.

To dig into the effect of the second refinements for the proposal-based models, we report AP after the RPN (left of slash), and after the second set of refinements (right of slash) in Table III. We note that AP after the refinement layer is always significantly higher than AP directly from the RPN, suggesting that the refinement layer is necessary to achieve accurate localization of sound events.

As described in Section III, our events vary in their energy relative to the background noise. Figure II shows event recall as a function of EBR for both the window-level and proposal models on ESC-CASE (left) and Vox-CASE (right). We report recall to emphasize the relative ability to detect events. As expected, performance increases as the events become louder relative to the background. For ESC-CASE, the proposal-based model with the Perceiver module seems to perform the best based on the recall metric, while the proposal-based model without the Perceiver performs similarly to our window-level baseline. For Vox-CASE, the window-level baseline is highest at all EBRs, while the proposal-based models seem to perform identically. We hypothesize that the Perceiver may assist the proposal-based model in differentiating between background and events for the ESC-CASE dataset, where there is greater acoustic similarity between events and backgrounds. For the Vox-CASE dataset, the Perceiver may provide less of a benefit because events and backgrounds are more acoustically dissimilar. When events and backgrounds are already acoustically dissimilar, it is easier for the proposal-based model to distinguish between them based on their acoustic features. Therefore, adding an additional deep learning module, such as the Perceiver, may not significantly improve the model’s performance.

VI. Conclusion and Future Work

In this work, we presented a proposal-based approach to few-shot sound event detection, and introduced a Perceiver variant of the proposal-based method. We evaluated the models on two new datasets designed for episodic few-shot training and evaluation: ESC-CASE with environmental sounds as events and Vox-CASE with celebrity voices as events.

For both ESC-CASE and Vox-CASE, we find consistently better performance with the proposal-based model compared to a strong window-level baseline. However, improvement is substantially larger for ESC-CASE than for Vox-CASE. This suggests the proposal model may be superior in cases where the events and background are more similar. We conclude that proposal-based methods, already shown to be successful in the non-few-shot case and for few-shot video action recognition, have an important role to play for few-shot sound event detection, and that the Perceiver model can further improve performance when used in place of RoI pooling.
Prototypical networks are popular and effective, but alternative few-shot learners may yield even better performance. Lastly, pushing the limits of the task with lower $k$ (shot) or higher $n$ (way) may reveal different trade-offs between the proposal- and window-based approaches.

REFERENCES

[1] J.-M. Liu, M. You, Z. Wang, G.-Z. Li, X. Xu, and Z. Qui, “Cough detection using deep neural networks,” IEEE BIBM, 2014.

[2] A. Morehead, L. Ogden, G. Magee, R. Hosler, B. White, and G. Mohler, “Low cost gunshot detection using deep learning on the raspberry pi,” IEEE International Conference on Big Data, 2019.

[3] M. Zeppelzauer, S. Hensman, and A. S. Stoeger, “Towards an automated acoustic detection system for free-ranging elephants,” Bioacoustics, vol. 24, no. 1, pp. 13–29, 2015.

[4] E. Caikr, G. Parascandolo, T. Heittola, H. Huttunen, and T. Virtanen, “Convolutional recurrent neural networks for polyphonic sound event detection,” IEEE/ACM Transactions on Audio, Speech, and Language Processing, vol. 25, no. 6, pp. 1291–1303, 2017.

[5] A. Mesaros, T. Heittola, A. Diment, B. Elizalde, A. Shah, E. Vincent, B. Raj, and T. Virtanen, “Dcase 2017 challenge setup: Tasks, datasets and baseline system,” 2017.

[6] H. Lim, J. Park, K. Lee, and Y. Han, “Rare sound event detection using 1d convolutional recurrent neural networks,” DCASE 2017 Workshop, 2017.

[7] R. Lu and Z. Duan, “Bidirectional GRU for sound event detection,” Detection and Classification of Acoustic Scenes and Events, 2017.

[8] P. Pham, J. Li, J. Szurley, and S. Das, “Eventness: Object detection on spectrograms for temporal localization of audio events,” in 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2018, pp. 2491–2495.

[9] K. Wang, L. Yang, and B. Yang, “Audio event detection and classification using extended r-fcn approach,” DCASE 2017 Workshop, 2017.

[10] S. Ren, K. He, R. Girshick, and J. Sun, “Faster r-cnn: Towards real-time object detection with region proposal networks,” Neurips 2015, 2015.

[11] C.-C. Kao, W. Wang, M. Sun, and C. Wang, “R-cnn: Region-based convolutional recurrent neural network for audio event detection,” Inter-speech 2018, 2018.

[12] J. Hou, Y. Shi, M. Ostendorf, M.-Y. Hwang, and L. Xie, “Region proposal network based small-footprint keyword spotting,” 2019.

[13] O. Vinyals, C. Blundell, T. Lillicrap, K. Kavukcuoglu, and D. Wierstra, “Matching networks for one shot learning,” Neurips 2016, 2016.

[14] J. Snell, K. Swersky, and R. S. Zemel, “Prototypical networks for few-shot learning,” Neurips 2017, 2017.

[15] G. Koch, R. Zemel, and R. Salakhutdinov, “Siamese neural networks for one-shot image recognition,” in ICML deep learning workshop, vol. 2. Lille, 2015.

[16] F. Sung, Y. Yang, L. Zhang, T. Xiang, P. H. Torr, and T. M. Hospedales, “Learning to compare: Relation network for few-shot learning,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2018.

[17] P. Wolters, C. Caragea, B. Hutchinson, and L. Phillips, “A study of few-shot audio classification,” Grace Hopper Celebration, 2020.

[18] S.-Y. Chou, K.-H. Cheng, J.-S. R. Jang, and Y.-H. Yang, “Learning to match transient sound events using attentional similarity for few-shot sound recognition,” ICASSP 2019, 2019.

[19] S. Zhang, Y. Qin, K. Sun, and Y. Lin, “Few-shot audio classification with attentional graph neural networks,” Interspeech 2019, 2019.

[20] B. Shi, M. Sun, K. C. Puwada, C.-C. Kao, S. Matsoukas, and C. Wang, “Few-shot acoustic event detection via meta learning,” ICASSP, 2020.

[21] J. Wang, K.-C. Wang, M. Law, F. Rudzicz, and M. Brudno, “Centroid-based deep metric learning for speaker recognition,” ICASSP 2019, 2019.

[22] Y. Chen, T. Ko, L. Shang, X. Chen, X. Jiang, and Q. Li, “An investigation of few-shot learning in spoken term classification,” Interspeech 2020, 2020.

[23] C. Finn, P. Abbeel, and S. Levine, “Model-agnostic meta-learning for fast adaptation of deep networks,” 2017.

[24] Y. Wang, J. Salamon, N. J. Bryan, and J. P. Bello, “Few-shot sound event classification,” ICASSP 2020, 2020.

[25] A. Parnami and M. Lee, “Few-shot keyword spotting with prototypical networks,” 2020.

[26] S. Kazuki, K. Yuichiro, and I. Akira, “Metric learning with background noise class for few-shot detection of rare sound events,” ICASSP, 2020.

[27] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin, “Attention is all you need,” Neurips, 2017.

[28] A. Gulati, J. Qin, C.-C. Chiu, N. Parmar, Y. Zhang, J. Yu, W. Han, S. Wang, Z. Zhang, Y. Wu, and R. Pang, “Conformer: Convolutional-attenuated transformer for speech recognition,” Interspeech, 2020.

[29] A. Jaffe, F. Gimeno, A. Brock, A. Zisserman, O. Vinyals, and J. Carreira, “Perceiver: General perception with iterative attention,” 2021.

[30] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin, “Attention is all you need,” in Advances in neural information processing systems, 2017, pp. 5998–6008.

[31] A. Dosovitskiy, L. Beyer, A. Kolesnikov, D. Weissenborn, X. Zhai, T. Unterthiner, M. Dehghani, M. Minderer, G. Heigold, S. Gelly et al., “An image is worth 16x16 words: Transformers for image recognition at scale,” arXiv preprint arXiv:2010.11929, 2020.

[32] A. Baevski, S. Schneider, and M. Auli, “vq-wav2vec: Self-supervised learning of discrete speech representations,” arXiv preprint arXiv:1910.05453, 2019.

[33] R. Girshar, J. Carreira, C. Doersch, and A. Zisserman, “Video action transformer network,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp. 244–253.

[34] H.-J. Ye, H. Hu, D.-C. Zhan, and F. Sha, “Few-shot learning via embedding adaptation with set-to-set functions,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020, pp. 8808–8817.

[35] K. Miyazaki, T. Komatsu, T. Hayashi, S. Watanabe, T. Toda, and
K. Takeda, “Weakly-supervised sound event detection with self-attention,” *ICASSP*, 2020.

[36] K. Miyazaki1, T. Komatsu, T. Hayashi, S. Watanabe, T. Toda, and K. Takeda, “Conformer-based sound event detection with semi-supervised learning and data augmentation,” *DCASE 2020 Workshop*, 2020.

[37] J. Yan, Y. Song, W. Guo, L.-R. Dai, I. McLoughlin, and L. Chen, “A region based attention method for weakly supervised sound event detection and classification,” *ICASSP*, 2019.

[38] H. Yang, X. He, and F. Porikli, “One-Shot Action Localization by Learning Sequence Matching Network,” in *2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition*. Salt Lake City, UT: IEEE, Jun. 2018, pp. 1450–1459.

[39] D. Zhang, X. Dai, and Y.-F. Wang, “Metal: Minimum effort temporal activity localization in untrimmed videos,” in *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, 2020, pp. 3882–3892.

[40] H. Xu, B. Kang, X. Sun, J. Feng, K. Saenko, and T. Darrell, “Similarity R-C3D for Few-shot Temporal Activity Detection,” *arXiv:1812.10000 [cs]*, Dec. 2018, arXiv: 1812.10000. [Online]. Available: http://arxiv.org/abs/1812.10000

[41] Y.-W. Chao, S. Vijayanarasimhan, B. Seybold, D. A. Ross, J. Deng, and R. Sukthankar, “Rethinking the faster r-cnn architecture for temporal action localization,” in *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, 2018, pp. 1130–1139.

[42] Y. Xu, X. Sun, E. Tzeng, A. Das, K. Saenko, and T. Darrell, “Revisiting few-shot activity detection with class similarity control,” *arXiv:2004.00137*, 2020.

[43] K. J. Piczak, “Esc: Dataset for environmental sound classification,” Harvard Dataverse, 2015.

[44] J. S. Chung, A. Nagrani, and A. Zisserman, “Voxceleb2: Deep speaker recognition,” *Interspeech 2018*, 2018.

[45] A. Meszaros, T. Heittola, and T. Virtanen, “TUT database for acoustic scene classification and sound event detection,” in *24th European Signal Processing Conference 2016 (EUSIPCO 2016)*, Budapest, Hungary, 2016.

[46] S. Hochreiter and J. Schmidhuber, “Long short-term memory,” *Neural Computation*, vol. 9, no. 8, pp. 1735–1780, 1997.

[47] T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dollar, “Focal loss for dense object detection,” *ICCV 2017*, 2017.

[48] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” 2017.