Enhanced sampling molecular dynamics simulations correctly predict the diverse activities of a series of stiff-stilbene G-quadruplex DNA ligands†
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Ligands with the capability to bind G-quadruplexes (G4s) specifically, and to control G4 structure and behaviour, offer great potential in the development of novel therapies, technologies and functional materials. Most known ligands bind to a pre-formed topology, but G4s are highly dynamic and a small number of ligands have been discovered that influence these folding equilibria. Such ligands may be useful as probes to understand the dynamic nature of G4 in vivo, or to exploit the polymorphism of G4 in the development of molecular devices. To date, these fascinating molecules have been discovered serendipitously. There is a need for tools to predict such effects to drive ligand design and development, and for molecular-level understanding of ligand binding mechanisms and associated topological perturbation of G4 structures. Here we study the G4 binding mechanisms of a family of stiff-stilbene G4 ligands to human telomeric DNA using molecular dynamics (MD) and enhanced sampling (metadynamics) MD simulations. The simulations predict a variety of binding mechanisms and effects on G4 structure for the different ligands in the series. In parallel, we characterize the binding of the ligands to the G4 target experimentally using NMR and CD spectroscopy. The results show good agreement between the simulated and experimentally observed binding modes, binding affinities and ligand-induced perturbation of the G4 structure. The simulations correctly predict ligands that perturb G4 topology. Metadynamics simulations are shown to be a powerful tool to aid development of molecules to influence G4 structure, both in interpreting experiments and to help in the design of these chemotypes.

Introduction

G-quadruplexes (G4) are secondary nucleic acid structures formed by sequences rich in guanine. They are composed of stacked arrangements of G-tetrads, square-planar arrangements of four guanine bases that are stabilized by Hoogsteen hydrogen bonding and coordination to a monovalent metal cation such as potassium or sodium. Of particular interest are G4s found at chromosome telomeres and in oncogene promoters, as these have been proposed as therapeutic targets in the treatment of human cancers. Ligands that target these structures with high specificity are much in demand as tools to validate biological and therapeutic hypotheses and as targets for the development of novel therapies. The precise structural definition and dynamic nature of G4 folding suggest a wide range of potential applications in the design of functional systems. Small molecule ligands have the potential to regulate G4 structures as well as bind to preformed structures. However, prediction of a molecule’s ability to influence G4 folding remains elusive, precluding the rational design of these chemotypes.

Given the huge range of chemical space available for G4 ligand design, the significant investment of time and resources needed to synthesize new ligands, combined with the difficulty of predicting the binding mode and influence on DNA folding of a putative G4-binding chemotype from the chemical structure alone, there is a need for tools that allow the activity of potential ligand candidates to be predicted efficiently and reliably in silico. Automated docking and molecular dynamics (MD) simulations have been applied to examine G4 ligand binding affinity...
and binding modes.10–13 However, ligand binding and associated conformational perturbation of the macromolecule occur on timescales usually beyond the capability of standard MD simulations, because these are typically long-timescale events, (i.e., rare events) in which several free energy basins may be separated by high energy barriers. Enhanced sampling simulation methods, such as metadynamics (MetaD), can overcome these barriers and sample multiple free energy minima on a rugged free energy surface.14 MetaD simulations are widely employed to investigate complex long timescale biomolecular events, and can allow the determination of the relevant free energy surface (FES) of the process of interest.15 MetaD simulations have been applied to study e.g. protein folding and unfolding,16,17 protein conformational behaviour and protein-ligand binding18–22 including in combination with docking to predict structures of protein ligand complexes,23 RNA folding,24 and the adsorption of DNA bases and small molecules onto surfaces.27–29

Moraca and co-workers have employed funnel-metadynamics30–33 to investigate the binding of berberine to G4 DNA,32 whilst Casini and colleagues studied the association of gold N-heterocyclic carbene complexes with G4 DNA.31 Both studies determined solution-phase association constants experimentally using fluorescence-based methods and found good agreement with the binding affinities predicted by the calculations. These simulations were undertaken from experimental (e.g. crystallographic) structures. Experimental structures of ligand/G4 complexes are only available in a small number of cases, useful for rationalizing experimental data but of limited use in the prediction of the behaviour of novel compounds. Therefore, the ability to predict structures of complexes of novel ligands, and to predict the ability of ligands to induce conformational perturbations would be of great benefit in the design of G4 ligands. Towards this end, Limongelli and co-workers previously applied MetaD to investigate the solution-phase binding mode of a G4 ligand (a benzothiazole derivative) for which less sophisticated computational methods did not fully describe the experimental data obtained by NMR spectroscopy.34 The enhanced sampling techniques revealed binding modes indicated by NMR that were not observed in standard MD simulations, though experimental data was not available to validate the binding affinity calculated from the free energy surface. The G4 model employed in that study was a symmetrical tetramolecular species. Unimolecular G4s are considered more physiologically relevant for targeting with ligands. Nonetheless, these promising results show the potential of MetaD to study G4 ligand binding. In the present study, we apply this approach to study ligand binding to a physiologically relevant unimolecular G4, which exhibits greater diversity in structural features and ligand binding sites (owing the presence of loop regions) as well as greater susceptibility to ligand-induced polymorphism. Furthermore, we test MetaD for predicting the diverse G4 binding behaviours of a series of related ligands, to assist ligand design.

Here, we present a synergistic application of MetaD simulations, circular dichroism and NMR spectroscopy to study the binding of a family of small molecules to G4 DNA. MetaD and MD predictions of structures, and ligand binding sites, are compared with solution-phase NMR and circular dichroism (CD) experiments. Our results reveal a striking correlation between the computational and experimental approaches and validate MetaD as a useful tool for predicting G4/ligand interactions, when the structure of the complex in question has not been experimentally determined previously. Moreover, the simulations correctly identify ligands that induce perturbations in G4 folded topology. Given the range of promising practical applications of G4 ligands, this combined simulation/experimental approach has significant potential as a tool to aid design of G4 ligands for biological and functional applications.

Results

Experimental approach and selection of G4/ligand models

We recently reported the design and synthesis of a novel family of stiff-stilbene G4 ligands (1–5, Fig. 1).35,36 The lead compound 1 displays high G4 thermal stabilization (ΔTm = 21 °C) and discrimination against duplex DNA (ΔTm = <1 °C), as well as interesting promise as the basis of anticancer and antiparasitic therapies, being toxic in the nanomolar range against HeLa cells whilst remaining 30-fold less toxic to non-tumoral mammalian cells. Through a variety of experimental approaches, we observed that the effect of ligand on G4 was sensitive to the nature of the ligand geometry, functionality and the nature of the G4 topology and metal cation. For example, whilst ligand 1 stabilized the native hybrid G4 fold in potassium-containing buffer, it triggered the disruption of the same sequence in sodium-rich conditions.

Fig. 1 Stiff-stilbene G4 ligands studied in this work.
Given the diverse activities obtained in this ligand series, the stiff-stilbene ligand family appears ideal to study as a test of the ability of MetaD simulations to predict G4 ligand activity more broadly. Indeed, we recently applied MetaD to rationalize the effect of ligand 1 on G4 DNA, which promotes G4 unfolding under sodium-rich conditions.36 The unfolding observed in experiment was corroborated by MetaD, but it was difficult to confirm ligand binding sites spectroscopically since the ligand-induced conformation perturbations resulted in severe line broadening and attenuation of the characteristic DNA proton resonances in the 1H-NMR spectra. Therefore, applying MetaD to related ligands, for which the folded G4 structure is preserved upon binding, allowed us to compare the binding site structures and binding affinity data with experiments.

We thus decided to investigate the binding of additional ligands (2–5) to G4 DNA in atomistic detail using MetaD and, in parallel, through solution-phase experiments to probe the structures of the G4/ligand complexes. Docking calculations, MD and well-tempered MetaD simulations were run using established protocols (see ESI† for full details).36 To provide experimental evidence for the association mode of ligands with G4, including effect on G4 folding topology and ligand binding sites, we employed a combination of CD spectroscopy and NMR spectroscopy. CD is a powerful technique to report on G4 secondary structure, with characteristic bands that indicate different types of folded structure.23 Such studies are important to determine whether the native G4 structure is preserved on ligand binding, or whether the ligand induces a conformational change in the oligonucleotide secondary structure.26 Meanwhile, NMR methods yield more detailed structural information on binding sites, e.g., through examination of ligand-induced chemical shift perturbations of the G4 resonances.24 Information from the experiment was used to test the simulation predictions. We note that the simulations were in no way fitted to or parameterized based on the experimental results.

Regarding the choice of G4 model: we required a system where ligand binding was evident using our chosen spectroscopic methods, and generated sufficiently simple spectra that could be readily interpreted for comparison to the simulations. In a previous study, we found that the ligands 1–5 interact more strongly with the hybrid (potassium) form of telomeric G4 than the antiparallel topology (formed in sodium-rich conditions).35 However, the presence of multiple conformations of the potassium sequence (telo23) in solution, coupled with overlapping signals and severe line-broadening during the NMR titration experiments (probably a result of intermediate exchange between species on the NMR timescale) made it difficult to extract reliable chemical shift perturbations that indicate binding hotspots. In the present study, we found that the NMR spectra of the telo22 antiparallel G4 model were much more straightforward to interpret (vide infra), with the weaker ligand binding moving the system towards the fast-exchange regime and allowing chemical shift perturbations to be followed with more confidence. Furthermore, the spectral assignment of key regions of the spectrum was straightforward by comparison of the 2D NOESY spectra with published data.3

The telo22 CD spectrum, 1D and 2D NMR spectra and keys to assignment of resonances discussed below are provided in the ESI (Fig. S1†).

Antiparallel telo22 is intercalated and disrupted by pyridinium stiff-stilbene ligands 1 and 2

In the absence of ligand, the CD spectrum of the antiparallel fold of telo22 is characterized by positive bands at 290 nm and 240 nm and a negative band at 260 nm (Fig. S1b†).27 We previously reported that ligand 1 unfolds this G4 system, as shown by both CD and NMR spectroscopy, and previous simulations indicated that this results from ligand intercalation and disruption of the hydrogen bonding network of the G-tetrads. This effect appeared to be much more pronounced for the related telo23 sequence: weaker structural perturbations were observed in NMR for telo22 than telo23. In the current study, we began by examining the binding of ligand 2 to telo22 G4, which differs from 1 only in the placement of the pyridinium substituents. Nonetheless, this modification confers a significantly different geometry and electronic structure, both factors that could affect the G4-ligand interaction.

Docking of 2 to telo22 G4 DNA produced two high affinity poses. To test the stability of these poses, we performed unbiased MD simulations. The resulting dihedral distribution (Fig. 2a and ESI, Fig. S2†) obtained from the highest affinity docked pose shows three stable conformations (A, B and C) including the initial docked pose (Pose A, Fig. 2b). In this pose, the ligand binds to the major groove of G4 where it partially interacts with bases from the G-tetrads (G4, G8 and G9) and one of indane residues stacks with the T5 base. Pose B (Fig. 2b) has ligand 2 in the quadruplex groove with a slight change in ligand orientation. The ligand stacks with the T5 base and interacts with the G9 base in this pose, although an interaction with G10 is seen which results in loss of interaction with G8 compared to Pose A. As the simulation progresses, ligand 2 intercalates in the major groove, disrupting the hydrogen bonds in the G-tetrad (Pose C, Fig. 2b). In this pose, ligand 2 is intercalated between G2, G3 and G15 from the middle and lower G-tetrad. Following a further 500 ns simulation, the DNA backbone RMSD (Fig. 2e) begins to fluctuate between 3.0 to 5.0 Å, which suggests a loss of stability of the DNA fold due to rupturing of the G-tetrad hydrogen bonds. Ligand 2 was therefore expected to induce instability in G4 in a similar way to ligand 1. Analysis of the second docked pose is provided in the ESI (Fig. S3†); in this simulation, the ligand was found mainly to stack onto the residues of the lateral loops T18 and A7.

In agreement with the simulation results, the CD spectrum of telo22 in the presence of increasing concentrations of 2 shows a marked attenuation of the positive feature at 240 nm and negative feature at 260 nm corresponding to the G4 fold, along with a strong induced positive Cotton effect in the ligand region 350–550 nm (Fig. 2d). Such effects indicate disruption of the G4 structure (reduction in intensity of characteristic CD bands) that may arise upon intercalation. A small hypochromic (blue) shift in the 295 nm positive dichroic band is also observed. Likewise, NMR titration (Fig. 2e) shows a marked decrease in intensity in the imino proton signals of telo22 and...
emergence of a new signal in the downfield (12.5 ppm) region of the spectrum, more characteristic of classical DNA base pairing rather than the Hoogsteen bonding found in G-tetrads, indicative of a degree of structural perturbation, as predicted by our MD simulations.

Antiparallel telo22 is stabilized by low concentrations of methylpiperazine ligand 3 via binding to the top face of the G4, but the ligand induces misfolding at higher concentrations

Ligands of type 3, where the stiff-stilbene core is appended to flexible alkyl spacer terminated in a basic moiety (protonated at physiological pH) also bind appreciably to G4 DNA ($\Delta T_m = 12$ °C at 10 $\mu$M ligand concentration). However, the interaction is weaker than for pyridinium ligands 1 and 2, perhaps a result of the more flexible nature of the side chains which provide additional degrees of freedom in the unbound ligand.

Fig. 3 depicts the binding conformations sampled in MD simulation of ligand 3 on the lowest-energy binding pose found in preliminary docking calculations. Two dominant conformations are sampled (Fig. 3a and ESI, Fig. S4†). The initial pose predicts the ligand to bind in the G4 major groove, interacting with G16 and G4 from the top G-quartet while one of the alkyl side-chains stacks with the A7, A19 and T6 bases (Pose A, Fig. 3b). However, MD simulation suggests that the ligand eventually slides towards the top face of the DNA, producing another binding conformation (Pose B, Fig. 3b). Here, ligand 3 binds mainly with the top face, external to the capping residues of the lateral loops, where both indane rings stack on the A19, A7 and T6 bases. Furthermore, a hydrogen bond is formed between the ligand tail and oxygen atom of the sugar phosphate backbone. The DNA secondary structure appeared stable during the simulation (Fig. 3c). MD simulation of a second binding pose also shows the ligand to be located in the major groove (ESI, Fig. S5†).
Fig. 3  Binding of ligand 3 to antiparallel telo22 investigated by MD simulations, circular dichroism and NMR spectroscopy. (a) Dihedral angle distributions sampled in the MD simulations, (b) representations of the principal binding poses sampled in the MD simulations, key binding residues are indicated, (c) RMSD of the DNA backbone co-ordinates over the time course of the MD simulations, (d) circular dichroism spectra of telo22 (black trace) and increasing equivalents (light grey traces) of ligand 3 up to 7 eq. (dark grey trace), (e) NMR titration of telo22 with ligand 3 showing shifts of key imino resonances, (f) changes in chemical shifts of imino and aromatic resonances of telo22 upon adding 2 eq. ligand 3 (g and h) partial NOESY spectra showing shifts of key aromatic/anomeric (h) sugar aliphatic resonances, (i) estimation of $K_d$ by fitting chemical shift perturbations to a 1 : 1 binding model.
Ligand 3 showed stable binding poses in MD simulation (unlike ligand 2), so we proceeded to run WTMetaD simulations on the end-stacked pose (see pose B in Fig. 3) in which 3 stacked on the A19 and A7 bases. The WTMetaD simulation was initiated from the equilibrium geometry after 20 ns from the unbiased MD simulation. Surprisingly, after approximately 250 ns of MetaD simulation, the G4 DNA appears unfolded (Fig. 4a). Initially, the G4 topology appears stable to ligand binding, and several binding and unbinding events are observed (0–50 ns). However, at approximately 50 ns, ligand 3 appears to intercalate between the G22 base and the remaining bases of the lower G-tetrad. From this position, both indane rings of ligand 3 appear to push towards the guanine bases of the middle G-tetrad and eventually break down the Hoogsteen hydrogen bonds between guanine bases of all G-tetrads (200 ns onwards) leading to disruption of the native structure.

With the simulation results in hand, we turned to examining the behaviour of ligand 3 by CD and NMR (Fig. 3 and ESI, Fig. S6 and S7†). No significant conformational change is observed at low ligand concentration by CD (Fig. 3d). In the NMR titration, the most significant chemical shift perturbations observed are for G4 and G8 (Fig. 3e and f). Such shifts probably arise from ring current effects and suggest the ligand is stacked onto the terminal G-tetrad, rather than external to the capping residues.
as observed by MD (vide supra). However, both simulation and experiment indicate that the ligand preferentially targets the top region of the G4. Notably, the H8 protons of A7 and A19 and the T6 H2/H2′ sugar protons are also perturbed (Fig. 3f–h), corresponding to residues found to be involved in binding by MD. In contrast, signals corresponding to the lower face of the G4 (e.g. T12, Fig. 3f and h) are comparatively unperturbed, indicating the ligand is unlikely to interact with this loop or the lower G-tetrad. Unfortunately, though the 2D NOESY spectra were helpful in assigning convoluted regions of the 1D titration spectra, no intermolecular DNA/ligand correlations could be observed.

On increasing the ligand stoichiometry to 3 equivalents, the aromatic region (7–8 ppm) of the spectrum appears more complex and an additional signals are observed in the imino (10–12 ppm) region (Fig. 4b). This suggests that ligand 3 is capable of perturbing the topology of the G4 at high concentrations and leading to the eventual emergence of misfolded states, perhaps through the mechanism suggested by MetaD (Fig. 4a), where initial intercalation leads to disruption of the hydrogen bond network. This result is particularly significant because, unlike for pyridinium ligand 2, topological perturbation is not detected in the standard MD simulations, demonstrating the importance of using MetaD as an enhanced sampling technique in order to obtain the full picture of the interaction mechanism of a ligand with G4 DNA by allowing the system to explore alternative regions of the free energy surface.

**Antiparallel telo22 is stable to stiff-stilbene ligands 4 and 5 and ligands associate primarily with the top face of the G4**

Previously, we observed that cis-ligands 4 and 5 interact with G4 DNA more weakly than their trans counterparts (1 and 3, respectively). This effect probably arises from the bent nature of the stilbene geometry in the cis isomers, hindering an optimal interaction with the G-tetrads. Here, we combine simulation and experiment to consider the G4 binding properties of stiff-stilbene isomers in greater detail. For pyridinium ligand 4 (the cis analogue of ligand 1), initial docking produced conformations in which the ligand is mainly bound on the top face of the DNA; the two lowest-energy poses were selected for further analysis. We subjected both poses to 1 μs MD simulations. For the lowest energy pose, a single stable but broad energy trough is found within the dihedral range of ~0.5 to 1.5 rad, indicating that the ligand samples a range of binding conformations (Fig. 5a and ESI, Fig. S8†). Fig. 5b shows representative binding conformations sampled during the simulation of this pose. The RMSD of the DNA backbone is constant at ~0.3 nm (3.0 Å), indicating that telo22 is stable during the unbiased MD simulation (Fig. 5c).

From these equilibrated structures, we performed WT-MetaD simulations of the binding of ligand 4 to telo22 G4. Unlike for ligands 1–3, which induce instability in the G4 fold under the experimental conditions, telo22 is stable in the presence of ligand 4 during MetaD simulations, which converge after ~800 ns. Convergence was monitored by calculating the difference in the free energy between the bound and unbound state with time (ESI, Fig. S9†). The convergence of a binding/unbinding simulation can only be achieved when multiple recrossing events from bound to unbound states, and vice versa, are seen. In our case, the exploration of the distance CV against time demonstrates multiple of these recrossing events (Fig. S10†). The two-dimensional FES was initially computed as a function of distance (D) and torsion (T) CVs (Fig. 6a). Four principal minima are observed: Basin A is the global minimum and it is more stable (by 1.5, 2.7, and 2.0 kcal mol⁻¹, respectively) than basins B, C and D. In Basin A, the ligand interacts with the top face of the G4, sandwiched between T6, A7, A19 and T18. One of the central indane rings stacks with A7 in this pose as also observed in the MD simulation (Fig. 5b). The second indane ring stacks with the T18 base. Basin D is formed on the unbinding of ligand 4 from Basin A. In this binding mode, one of the pyridine rings is stacked with the A7 base, but both indane rings partially interact with the G8 and G20 bases which belong to the top G-tetrad.

In order to sample Basin D, ligand 4 needs to slide and partially interact with the A7 base. We found a similar conformation on the MD simulation of Pose 2 (ESI, Fig. S11†) where ligand 4 interacts with A7, G8 and G20 bases. These results signify the binding of ligand 4 to involve the top G-tetrad formed by G4, G8, G16 and G20. In Basin B, ligand 4 is already exposed to the solvent, but partially interacts with the G4 by stacking on top of the T18 base. Taken together, these binding poses suggest significant entropic contributions to the binding free energy because in the bound state (Basin A) the ligand is sandwiched between DNA bases on both faces, leading to substantial desolvation. Meanwhile, intermediate binding poses reveal comparable stacking interactions (enthalpic contributions) but a greater entropic penalty due ordering of solvent molecules at the exposed ligand face. Since the ligand is solvent exposed, free rotation permits the formation of another energy minimum, Basin C, which is 1.2 kcal mol⁻¹ less stable than Basin B since only one indane ring is responsible for binding following a 180° rotation of ligand relative to G4. A careful investigation suggests that going from minimum A to C via basin B and vice versa, ligand 4 is required to slide and rotate in order to find proper interactions with the aforementioned nucleic acid bases. Therefore, the binding/unbinding mechanism involves a state to state transition upon sliding, described as a hopping mechanism. To aid the reader in understanding the binding mode of ligand 4 to telo22, a movie showing the binding mechanism of the ligand to G4 DNA is included as part of the ESI.†

Though the D and T CVs describe the available binding modes to some degree, they are not sufficient to distinguish whether the ligand binds to the top face of the G4 through stacking, or by binding in the G4 groove (the MD simulations suggest binding to both of these regions). In order to capture all available binding modes, the FES was reconstructed using a reweighting algorithm introduced by Tiwary and Parinello.49 In this procedure, alternative representations of the FESs are created, based on different CVs which are not biased in the actual WT-MetaD simulation. Following the approach of Limongelli et al.,49 we chose another two CVs : POA (Position on the Axis) and DFA (Distance from Axis) (Fig. 6b). In this representation, the backbone of the DNA is aligned in the γ-axis, and
Fig. 5 Binding of ligand 4 to antiparallel telo22 investigated by MD simulations, circular dichroism and NMR spectroscopy. (a) Dihedral angle distributions sampled in the MD simulations, (b) representations of the principal binding poses sampled in the MD simulations, key binding residues are indicated, (c) RMSD of the DNA backbone coordinates over the time course of the MD simulations, (d) circular dichroism spectra of telo22 (black trace) and increasing equivalents (light grey traces) of ligand 4 up to 7 eq. (dark grey trace), (e) NMR titration of telo22 with ligand 4 showing shifts of key imino resonances, (f) changes in chemical shifts of imino and aromatic resonances of telo22 upon adding 2 eq. ligand 4, (g) partial NOESY spectra showing shifts of key aromatic/anomeric resonances, (h) estimation of $K_d$ by fitting chemical shift perturbations to a 1 : 1 binding model.
therefore, the POA CV is represented by the component of the distance along this axis $(d_y)$; $d_y$ and DFA axis are depicted in Fig. 6b. The DFA is taken as the distance from the centre of the $d_y$ axis to the centre of mass of the heavy atoms of ligand 4.

This representation of the FES shows three stable minima, Basins A, B and D, as shown in Fig. 6b. This clearly shows all the binding modes are found within the CV regions of $-1.0$ to $-1.7$ nm $(d_y)$ and 0 to $\sim1.0$ nm (DFA), corresponding to

Fig. 6  FES from MetaD simulations for binding of ligand 4 to telo22 G4. (a) FES expressed using $d$ versus $T$ collective variables; the inset shows the one dimensional potential of mean force calculated along the distance ($D$) collective variable showing the free energy difference between bound and unbound state; (b) FES expressed using DFA/POA($d_y$) collective variables. The DFA/PA CVs show that ligand 4 binds only on the top.
binding mostly on top of the G4 structure, as opposed to in the groove region. The region far from the $d_{xy}$ axis (DFA > 1.5 nm) representing the major groove does not appear to contain any free energy minima. These binding modes are depicted in different colours: Basin A (the global minimum) is represented in green and Basins B and D in orange and red, respectively. Basin C is not observed, because the POA/DFA representation of the FES lacks information concerning the orientation of the ligand 4 relative to the G4. Therefore, both combinations of CVs (D versus T and POA versus DFA) are needed in order to capture both the orientational effects and binding modes.

The stable binding of ligand 4 to telo22 predicted by MetaD (as opposed to the disruption of the G4 fold induced by trans counterpart 1) was also validated by the experiments (Fig. 5d–h and ESI, Fig. S12 and S13†). The CD spectrum of telo22 is virtually unperturbed on titration with ligand 4 (Fig. 5d) and the imino signals in the 1H NMR spectrum are also preserved (Fig. 5e). Binding residues can be inferred from the chemical shift perturbations (CSP) induced by ligand 4, most notably G20 and G4 imino resonances (corresponding to the top G-tetrad), the $\text{A7H1'}$ (anomeric) proton and the $\text{A19H8}$ (aromatic) proton (corresponding to residues in the lateral loop) (Fig. 5e–g). Furthermore, an intermolecular NOE correlation is observed between the ligand methyl group ($\delta = 4$ ppm) and $\text{A19H8}$ and $\text{A7H1'}$ protons in the DNA ligand complex (asterisks, Fig. 5g). Resonances corresponding to other regions of the telo22 G4, especially the lower G-tetrad and diagonal loop, are comparatively unperturbed, indicating the ligand does not associate with these regions of the G4. These experimental observations support the binding modes identified by MetaD simulations, which also show binding to the top face of the G4, and the importance of the A7 and A19 bases in ligand binding.

Fitting of the chemical shift perturbations of G20 and G4 to a 1:1 binding model indicated a modest dissociation constant $K_d = 156$ $\mu$M (Fig. 5h), corresponding to a binding free energy of $\Delta G_{\text{exp}} = -5.3$ kcal mol$^{-1}$. The binding energy from the WT-MetaD free energy surface is $\Delta G_{\text{calc}} = -5.6$ kcal mol$^{-1}$ (Fig. 6a) in excellent agreement with experiment.

Finally, we examined the binding of ligand 5, the weakest affinity ligand identified in our previous study. Again, we ran WT-MetaD simulations on a stable ligand binding pose found from initial docking and MD simulations. In these simulations, the G4 was stable to the addition of ligand (unlike for its trans counterpart 3) and the simulation converged after ~700 ns. As before, the FES was constructed as a function of $D/T$ (Fig. 7) and POA/DFA CVs (ESI, Fig. S14†). Five consecutive minima are observed. Basins A, B and C are equally stable, whereas Basins D and E are less stable. In Basin A, ligand 5 stacks with A7 and A19, facing the major groove, while making a nonpolar interaction with the T17 base. The tail of ligand 5 is hydrogen bonded with a phosphate oxygen atom in the DNA backbone. In Basin B, ligand 5 is shifted slightly and sits on the top face of the DNA, stacked with A7 and T6 and again the ligand tail forms a hydrogen bond with the backbone. Basin C shows the ligand interacting primarily through the tail groups, with the indane residues exposed to solvent. Again, a hydrogen bond between the DNA backbone and one of the ligand tails is observed, with the other tail involved in stacking interactions with A7, A19 and T6 bases. Basin D is important because ligand 5 interacts with G20 base from the top G-quartet and also stacks with A7, while one of the indane rings stacks with the fraying base T17. Basin D is 1.3 kcal mol$^{-1}$ less stable than Basin A. In Basin E, ligand 5 is oriented approximately 180° on the plane interacting with A7 base. The FES indicates that the association process of ligand 5 to telo22 G4 proceeds through initial formation of basin E followed by a 180° rotation on the plane to give Basin A.

The association of ligand 5 with telo22 was also investigated experimentally (ESI, Fig. S15 and S16†). We observed binding to be significantly weaker than for the trans counterpart (ligand 3), with the chemical shift perturbations being too weak to reliably extract a dissociation constant from the apparent binding isotherms. However, qualitatively, the binding site can be inferred to be similar to ligand 3, with the largest CSPs corresponding to A7, A19, G4 and G16 bases, corresponding to the top face of the G4 as observed in the MetaD simulations.

Conclusions

Design of selective G4 ligands remains a significant challenge, not least because of the polymorphism of these sequences, which can be perturbed upon binding of a small molecule. In this study, we assessed enhanced sampling simulations for predicting the effects of small molecules on G4 structures by detailed comparisons with experimental data. WT-MetaD simulations identify the main interaction sites of ligands with
the target G4, and characterizes their interactions with specific DNA bases. In cases where ligands bind to the native G4 structure, this approach provides binding mechanisms and estimates of binding affinities at an affordable computational cost. Even more usefully, MetaD simulations also correctly predict the ability of certain ligands to induce structural perturbation in telo22 G4. The enhanced sampling simulations correctly predict the diverse behaviours of a set of structurally related ligands that either perturb G4 folding (1-3) or bind to the existing topology without inducing such conformational perturbations (4-5). These results show that modelled structures (from docking and MD) provide useful starting points for MetaD simulations of G4/ligand interactions, showing that it is not necessary to use crystallographic structures of cognate ligand complexes in order to perform usefully predictive simulations. This is demonstrated by our tests against experiments on the DNA folding topology (CD spectroscopy) and ligand binding sites (NMR spectroscopy) in solution: the experimental results support the predicted binding models. The current work showcases the potential of MetaD as a predictive tool to explore ligand binding modes of novel chemotypes to G4 structures, and a gateway to understanding in more detail their possible effects on G4 folding dynamics. MetaD or other enhanced sampling biomolecular simulation methods can usefully contribute to integrated ligand design programmes, aiding and accelerating resource-intensive synthetic projects and experimental characterization of ligand activity at the molecular level.
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