License plate identification and recognition in a non-standard environment using neural pattern matching
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Abstract
Non-standard license plates are a part of current traffic trends in Pakistan. Private number plates should be recognized and, monitored for several purposes including security as well as a well-developed traffic system. There is a challenging task for the authorities to recognize and trace the locations for the certain number plate vehicle. In a developing country like Pakistan, it is tough to have higher constraints on the efficiency of any license plate identification and recognition algorithm. Character recognition efficiency should be a route map for the achievement of the desired results within the specified constraints. The main goal of this study is to devise a robust detection and recognition mechanism for non-standard, transitional vehicle license plates generally found in developing countries. Improvement in the character recognition efficiency of drawn and printed plates in different styles and fonts using single using multiple state-of-the-art technologies including machine-learning (ML) models. For the mentioned study, 53-layer deep convolutional neural network (CNN) architecture based on the latest variant of object detection algorithm-You Only Look Once (YOLOv3) is employed. The proposed approach can learn the rich feature representations from the data of diversified license plates. The input image is first pre-processed for quality improvement, followed by dividing it into suitable-sized grid cells to find the correct location of the license plate. For training the CNN, license plate characters are segmented. Lastly, the results are post-processed and the accuracy of the proposed model is determined through standard benchmarks. The proposed method is successfully tested on a large image dataset consisting of eight different types of license plates from different provinces in Pakistan. The proposed system is expected to play an important role in implementing vehicle tracking, payment for parking fees, detection of vehicle over-speed limits, reducing road accidents, and identification of unauthorized vehicles. The outcome shows that the proposed approach achieves a plate detection accuracy of 97.82% and the character recognition accuracy of 96%.
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Introduction

With the increase in the number of vehicles and the deployment of traffic monitoring cameras, license plate identification has become a topic of great interest. License plate recognition helps to identify vehicles and assists in vehicle tracking and activities analysis for surveillance and security purposes. As the demand for traffic management and safe vehicle monitoring systems continues to grow, vehicle handling has become a potential research challenge. Predominantly, it is done manually by a human agent which is laborious, time-consuming, and erroneous. On the other hand, an automated system can identify vehicle license plates efficiently, in real-time [1]. It is very difficult to check all vehicles on the road through a manual approach. Traffic control and owner identification are big problems globally and are actively researched for developing intelligent transport systems (ITS). These systems will provide the required innovative services in the modes of transport and traffic management. ITS will enable its users to have smart coordination and safe transport networking along with intelligent system implementation.

The vehicle license plate recognition (VLPR) system detects the name plate details of the vehicles through the installed cameras at different points on roads. It also plays an important role in the ITS which has several practical applications like vehicle tracking, payment for parking fees, detection of over-speed vehicles, controlling road accidents, and identification/tracking of illegal/counterfeit vehicles. However, several challenges hinder the performance of automatic license plate recognition (ALPR) systems. For example, several approaches are limited by the changes in the illumination. Although some approaches focus on the developing systems that can work both during the day and night time [2,3], yet the performance is not the same during the day and night. Many approaches tend to be computationally complex and inappropriate to deploy in real-world scenarios [4,5]. Real-world scenarios involve occlusions, rotations, and complex scenarios involving traffic jams, as shown in Fig. 1, which degrade the performance of most of the existing approaches.

Similarly, many existing approaches show up to the mark accuracy and efficiency for indoor stationary. Along with that there is involvement of motion at a lesser pace involving different scenarios but these situations do not perform well when used outdoor moving vehicles with varying speed [6,7]. Recent work has been done in this field of number plate recognition along with number detection methods with the advanced tools and analysis. Automatic Number Plate Recognition Using Convolution Neural Network has been researched for the detection of moving car speed as well as the judgment of the red-light violation on the traffic routes [8]. Along with this stream of research, another major developed has been done in the Character Segmentation Method to Increase Character Recognition Accuracy for Turkish Number Plates that will be used for accuracy of the recognition of number plate sensing and detection [9]. Additional challenges are hampering the success of such systems in developing countries like the use of multiple types of license plates, hanging the plates at different heights, different colors and sizes of the plates, and the use of non-standard fonts and templates. An illustration of such problems is shown in Fig. 2.

Single-stage deep-learning-based ALPR systems provide much more stability to the system analysis that will carry out the whole mechanism towards the recognition studies. Along with that good accuracy should be considered for the corresponding plate number however, often involve a high computational cost that is not affordable for real-time operations without edge computing [10]. On the other hand, multi-stage approaches can be deployed easily for real-time operations due to their less computational complexity, with moderate accuracy. Therefore, this study presents a multi-stage license plate recognition approach for non-conventional plates found in developing countries like Pakistan. This study makes the following contributions in brief

- This study presents a deep-learning-based license plate detection and recognition approach. In the initial stage, the location of the plate is found to detect the plate and then the detected plate area is further processed to identify the contents of the plate.
For plate recognition, a 53-layer deep CNN architecture is adopted which is based on the latest object detection algorithm YOLOv3 which is abbreviated as “You Only Look Once, Version 3”, this is based on the algorithm of real-time object detection. It is used to identify specific objects in videos, live streams, or images. CNN structure is used based on deep learning to detect number plates with high accuracy and robust output.

Extensive experiments are carried out with different approaches including YOLOv3, ResNet-50, YOLOv2, Darknet-19, SSD-300, and SSD-7 to investigate the performance of the proposed approach.

The rest of the paper has been organized in the following manner. The next section describes research works from the literature which are closely linked to the current study. The proposed methodology and its working mechanism are discussed in the third section. The fourth section discusses the experimental results while in the end, the concluding remarks are given in the fifth section.

**Literature review**

The wide use of personal vehicles introduced several challenges during the last two decades including efficient traffic control, tracking traffic rules violating vehicles, finding theft cars, and security surveillance. These tasks require the detection and recognition of the license plate of the vehicles. Consequently, a large body of works can be found in the literature that focuses on license plate identification.

The authors divide the task of license plate recognition into red, green, and blue channels for segmentation in [11]. The image in each channel is used as inputs for CNN to learn the hierarchical features, then the results are passed to SVM for generating the target probability label values. Similarly, CNN-based strategies are used by [12] for a multi-directional license plate detection system using the multi-directional you only look once (MD-YOLO) framework based on CNN. The proposed framework can process multi-directional problems with the best detection accuracy. MD-YOLO predicts the center coordinate of every object with width and height. The informative system is trained by the authors in [13] which is based on a deep-learning approach divided into three parts: detection, cutting, and role recognition. The detection of the license plates has been done in many pre-treatment steps and after that the application of CNN model has been implemented. After this, finally, all the shapes (A–Z) and digits (0–9) are identified. A special kind of feed-forward multi-layer perception is discussed by [14]. The proposed supervised model can perform automatic feature extraction to perform license recognition. The main purpose of the implemented method is to increase the performance of character recognition using the customized CNN.

License plate recognition tasks vary with the change in the characters used in different languages, so various approaches are presented accordingly. For example, the authors present an effective recognition system for Malaysian license plates in [15]. The license plate recognition can be performed in both one line and double lines using a smearing algorithm. Plate localization accuracy of 97.4%, character segmentation accuracy of 96%, and the character recognition accuracy 76% are achieved. The authors addressed the problem of license plate detection using the inception method in [16]. The proposed approach aims at identifying license plates from dull and low-intensity images. Problems related to plate identification are focused such as blob extraction, segmentation, and character recognition. The approach can provide a recognition accuracy of 98.40%.

Similarly, the authors present an approach for license plate recognition for Australian conditions in [17]. It deals with variation in the appearance of the number of plates caused using different designs and colors from different states. Besides, the plates put in the covers and the use of non-standard materials pose an extra challenge. The proposed approach identifies different plates with a 0.95 accuracy, using image processing and an artificial neural network-based approach. A license plate recognition is presented in [18] which is based on scale-invariant feature transform (SIFT) features. This study has been implemented to detect the number plate. The approach is used to identify the number plates with Chinese characters. Factors considered are illumination variation, partial occlusion, and defective character. The approach provides a 96% candidate filtration accuracy and 100% character segmentation accuracy.

An automatic number plate recognition for real-world application for the United Kingdom number plate recognition in [19]. Several real-world aspects are incorporated in the system including the screw fixing, font variability, spacing, color, and different symbols present on the number plates. A two-stage license plate recognition approach is presented in [20] where the plate localization is carried out by fuzzy disciplines while the recognition is done using neural networks. Images taken from various scenes are used to evaluate the performance of the proposed approach. The system achieves 97.9% accuracy for the license plate location while the plate identification rate is 95.6%.

The authors propose a sensors platform control a barrier that contains an image-based license plate recognition of the vehicle in [21]. The proposed approach performs plate recognition in challenging environments such as variations in license plate background, use of different fonts, and deformations. For this purpose, characters are recognized using a standard optical character recognition pipeline. The approach achieves 98%, 96%, and 93% accuracy for
license plate extraction, character segmentation, and character recognition, respectively. An approach is presented in [22] for multiple plate recognition using a single frame. The focus is to enhance the recognition accuracy for characters varying in plates or the size of the plates in the captured images. For plate detection, Spanish and Indian license plates are used, while for the recognition, only the Spanish plates are used.

A novel algorithm for vehicle license plate identification is proposed in [23] which uses adaptive image segmentation technique and connected component analysis. In addition, a character recognition neural network is adopted for character recognition. Results indicate that 96.5% of the plates can be segmented correctly with the proposed approach. Similarly, plate recognition accuracy is 89.1%. Research shows that plate recognition results are affected due to limitations in the distance, angle of view, illumination conditions, and background complexity. Better recognition accuracy can be achieved if these factors can be controlled.

Despite the accuracy of the above-cited research works, these approaches are limited by several factors. For example, several approaches focus on license plate recognition in static or less motion environments including the underground parking areas where the driving speed is limited. Similarly, other focus on single-stage deep-learning approaches where the plate recognition accuracy is high, however, the deployment in real-world environments is challenging due to computational complexity. Similarly, many important factors are not investigated extensively such as the use of non-conventional number plates with different fonts and sizes, and color schemes. This study aims at developing an approach which could recognize license plates in the challenging environment in developing countries like Pakistan with higher accuracy.

Proposed methodology

Figure 3 shows the research methodology diagram proposed in the current study and all the steps are described in detail in subsequent sections. Methodology suggests about the usages of big data and big science surveys for the achievement of the required designs including the data science. These are done with the help of comparative reviews of the already designed mechanisms that are being implemented in this field of data mining and its classification as per localization and segmentations [24,25].

Data gathering

At the first stage of the methodology, images of Pakistani local vehicles are collected from several different resources. Like many other developing countries, in Pakistan, license plate vendors do not follow a specific pattern regarding the size, font, and color, etc. In addition, people design license plates to their liking and several other traditions including putting the names, pictures, and quotations are placed on or around the license plate number [26]. After gathering data, the label_ing software is used to make annotations of license plates and labels. This research uses two types of datasets: first is the vehicles and license plate dataset while the second is the numbers and character dataset.

Vehicle license plate dataset

The vehicle license plate dataset consist of 2131 images and have two folders of images and annotations. The image folder contains 2131 images of Pakistani vehicles that do not follow a specific pattern. The annotation folder contains coordinates (x-min, y-min, x-max, and y-max) and these coordinates indicate the location of the license plate from the vehicle image.

Character dataset

The character dataset consists of 571 plate character images with two folders of images and annotations. The image folder contains license plates and the annotation folder contains coordinates (x-min, y-min, x-max, and y-max), which represent the label obtained during segmentation. In this research, 37 labels are used (A–Z), (0–9), and (N/A) where N/A refers to not attempted [27]. In Pakistan, approximately eight types of license plates are used and the background color, font color, and font size are different for each style.

Pre-processing

The purpose of pre-processing is to improve the quality of image data by suppressing unnecessary distortion or enhancing image functions that are important for further processing. As a result, distorted pixels can usually return to the average of adjacent pixels. The image pixel values are converted to 416 × 416 sized gray images and fed into the neural networks. This procedure is done to avoid the unnecessary density of neural networks. For image pre-processing, following steps are carried out:

Read images

In this step, first of all, we read the image. Images are in several different formats such as jpg, png, and MPEG.

Resize image

In this step, the images are converted into a lower size using the Open CV library. Reducing the sizes helps to decrease the feature vector and computational complexity for neural networks.
Convert BGR2RGB

Datasets contain color images in blue, green, and red (BGR) which are converted to red green blue (RGB). Open cv read images are in BGR format, but our model works better with RGB, so the images are converted accordingly [28].

Image normalization

Image normalization aims at preparing the data by putting all images into a common statistical distribution regarding the pixel values. For this purpose, the image array is divided by 255 to normalize the image. Image normalization for its pixel values is also called intensity normalization [29].

Noise removal

Images often contain noise or blur called Gaussian noise. Gaussian noise (also called Gaussian blurring) is the result of using a Gaussian function that renders the image light. This is a widely used effect in graphic software to reduce image noise. The visual effect of this technique looks like a translation screen, with a slightly different buoyancy effect produced by a focus lens or an item under normal render. Gaussian optimism is the pre-processing step used in computer vision algorithms to improve image textures in different compartments [30].

License plate localization

License plate localization (LPL) and character segmentation (CS) are important in the license plate (LP) recognition system. In LPL, for the analysis of this mechanism, histogram equalization is adapted. Hybrid binarization technique is also being suggested to divide the characters. Proposal of algorithms are done to gain the localization and segmentation [31].

The input image is divided into $M \times M$ grid cells. The cell in the grid is responsible for predicting the object on which the object is centered [32]. The output of the model will be the vector for $M \times M (B \times 5 + C)$, where $B$ shows the defined bounding box and the confidence score for every grid cell and $C$ represents the class probability of the predicted bounding box. Every Bounding box consists of five components $(b_{bx}, b_{by}, b_{bw}, b_{bw})$ and the confident score box $C$ [33]. The center of the object represented by this $(b_{bx}, b_{by})$ coordinates relative to the grid cell position, and this $(b_{bw}, b_{bw})$ coordinate shows the bounding box width and height relative image dimension [16]. YOLOv3 predicts that there are multiple bounding boxes per grid cell, but selects a bounding box with the greatest union over (IOU) intersection with the true ground, which is called non-maximum suppression.

Character segmentation

The segment license plate is skewed in several images which are segmented using space detection in the horizontal projection. We frequently use adaptation thresholding filters to increase the plate area before segmentation is performed. The threshold adaptation is used to separate the absence of light foreground from the illuminated background [21]. After thresholding, the horizontal projection $P_x(x)$ of license plate $(f(x, y))$ is calculated. We apply this projection to find the horizontal boundary between the segmented characters. Boundaries correspond to the peaks in a horizontal projection graphic [34]. Figure 4 shows the results of applying the thresholding.
Feature extraction

The license plate’s segments contain extra space and other unwanted elements in addition to alphanumeric characters. Since the segment is processed by an adaptive threshold filter, it carries only black and white pixels. Adjacent pixels are grouped into larger sections, one of which is characters. Our objective is to break the segment into sections and hold just a segment that represents the occurring at fixed intervals character. Figure 5 illustrates this concept.

Give this class a discrete function in a coordinate system by \( f(x, y) \) like that \([0, 0]\) that shows the top-left intersection of segmentation and bottom of the right corner represent of \([1, 1]\) width, height, \( w \) and \( h \) show segmentation dimensions. A 1 in \( f(x, y) \) represents black pixel and 0 represents white pixel space. \( P \) is all adjacent pixel \([x, y]\) in which express extending components and \([x, y]\) pixel is classified in a class to the \( P \) if it is found \((x', y')\) one pixel from the piece in that case \((x', y')\) and \((x, y)\) these are neighbors of each other [24]. Figure 6 shows the results of applying horizontal segmentation.

Character classification

The current study uses the Darknet-53 CNN architecture for feature extraction and classification. The figure describes all the steps from input to output in methodology. Each layer of CNN consists of the following. The first convolutional layer ‘Conv’ is followed by the activation function. Additionally, it contains a pooling layer and a fully connected layer ‘FC’. FC layer fundamentally works the same as a feed-forward neural network. We use many filters to apply the convolutional product on input and then use the activation function \( \Psi \) [13].

Convolutional layer

As a convolutional product, the two-dimension matrix is the addition of an element-wise product. In general, images can mathematically be expressed as a tensor in the following dimension:

\[
\text{dim(image)} = n_H, n_W, n_C
\]

where \( n_H \) and \( n_W \) represent the height and width of the image while \( n_C \) denotes the number of channels.

In RGB images, for example, \( n_C = 3 \), there are three types of color red, green, and blue. In practice, filter \( K \) is square and has an odd dimension representing \( f \), which allows every pixel to the place of the center in the filter, all components around it. When running the product conventional filter or kernel \( (K) \) it is necessary to have the same number of the channel as the image so that we can use the ordinary filter.
on every channel [35]. Therefore, filter dimensions are as follows:

$$\text{dim}(\text{filter}) = f, f, n_C$$  \hfill (3)

The product of the convolution between image and filter is a two-dimension matrix, in which every component is an addition of the product of the elements of the cube (filter) and the given image sub-cube, as shown in Fig. 8.

**Pooling layer**

This step involves the down-sampling of image characteristics by summarizing the information it contains. The operation is performed on a per-channel basis, so only the dimensions $$(n_H, n_W)$$ are affected while $$n_C$$ remains intact.

Given an image, we move smoothly a filter behind a certain step without learning any parameters and then utilize a function to the selected components:

$$\text{dim}((I, K)) = \begin{cases} 
\left(\left\lfloor \frac{n_H+2p-f}{s} + 1 \right\rfloor, \left\lfloor \frac{n_W+2p-f}{s} + 1 \right\rfloor \right) & s > 0 \\
(n_H + 2p - f, n_W + 2p - f, n_C) & s = 0.
\end{cases}$$  \hfill (4)

In practice, we use a square filter with a size of $$f$$, usually set to $$f = 2$$, and $$s = 2$$.

**Fully connected layer**

A fully connected layer contains a limited number of neurons that accept an input vector and return another vector. In general, considering the $$j$$th node of the $$i$$th layer we hold the following equation:

$$A_j^{[i]} = \sum_{i=1}^{n_{i-1}} W_{j,i}^{[i]} a_j^{[i-1]} + b_j^{[i]},$$  \hfill (5)

$$a_j^{[i]} = \psi^{[i]}(z_j^{[i]}).$$  \hfill (6)

The input $$a_j^{[i-1]}$$ might be the result of the convolution or a pooling layer with the dimension

$$\left(n_H^{[i-1]}, n_W^{[i-1]}, n_C^{[i-1]}\right),$$  \hfill (7)

while the vector having the dimension

$$\left(n_H^{[i-1]} \ast n_W^{[i-1]} \ast n_C^{[i-1]}\right),$$  \hfill (8)

which leads to

$$n_{i-1} = \left(n_H^{[i-1]} \ast n_W^{[i-1]} \ast n_C^{[i-1]}\right).$$  \hfill (9)

The learned parameters at the layers include weights $$w_{j,i}$$ with $$n_{i-1} \ast n_l$$ parameters and $$n_l$$ bias parameters.

The operations of a fully connected layer are illustrated in Fig. 9.

**Training and testing**

As per the default method, the dataset is divided into three categories training, validation, and testing. The modeled convolutional neural network is trained on training dataset that contains learning examples with the desired target. For validation, 2131 images are used with the trained model. Training data go through the pre-processing method involving BGR to RGB conversion, resizing images, the feature extracting, and then training. The trained model is later used for testing on the validation dataset. The training loss of the YOLOv3 algorithm is as follows:

Fig. 8 Convolutional product on the two-dimension matrix  
Fig. 9 Fully connected CNN
\[
\lambda_{\text{Coord}} \sum_{i=0}^{\sum B \sum j=0} l_{ij}^{\text{obj}} \left[ (x_i - \hat{x}_i)^2 + (y_i - \hat{y}_i)^2 \right] \\
+ \lambda_{\text{Coord}} \sum_{i=0}^{\sum B \sum j=0} \frac{R}{B} l_{ij}^{\text{obj}} \left[ (\sqrt{w_i} - \sqrt{\hat{w}_i})^2 + (\sqrt{h_i} - \sqrt{\hat{h}_i})^2 \right] \\
+ \sum_{i=0}^{\sum B \sum j=0} l_{ij}^{\text{obj}} (C_i - \hat{C}_i)^2 + \lambda_{\text{Coord}} \sum_{i=0}^{\sum B \sum j=0} l_{ij}^{\text{obj}} (C_i - \hat{C}_i)^2 \\
+ \sum_{i=0}^{\sum B \sum j=0} \sum_{c \in \text{classes}} (p_i(c) - \hat{P}_i(c))^2 \\
\tag{10}
\]

Results and discussion

The experiments are performed using different network architectures including YOLOv3, Mask R-CNN, YOLOv2, SSD-300, and SSD-7. In the end, the results are compared using the mean average precision (mAP) metric. The section also describes the details of implementing the methodology, generating and analyzing graphs, and comparison of the existing approaches with the results achieved through the proposed approach.

Experiment using YOLOv3

YOLOv3 is a fully convolutional network whose final output is generated by applying a 1 × 1 kernel to the feature map [36]. In YOLOv3, detection is accomplished by applying a 1 × 1 detection kernel on three different-sized features in three different locations in the network. 1st detection is performed through the 82nd layer. First, 81 layers image is down-sampled from the network, and 81 layer has 32 strides. If our image is 416 × 416, the resulting feature map is 13 × 13. A test is performed here using the 1 × 1 detection kernel, which gives us the detection capabilities of 13 × 13 × 255. The second detection is performed at layer 94, resulting in a 26 × 26 × 255 detection feature map, and the third and last detection is performed at the 106th layers, detection feature map is 52 × 52 × 255. The training and validation loss result of YOLOv3 is shown in Fig. 10.

In this process, we use intersection over union (IOU) values after non-max suppression (NMS) as very necessary values for the assessment (confidence scores for specific class). A threshold of 0.3 is used in this and subsequent experiments. It means that if the intersection over union values is greater than 30% then identification is considered successful. Values below 50% will be logged as a detection fault.

The license plate dataset contains 2131 samples for training, 425 samples for validation. The proposed architecture is trained using 70 epochs. Results are provided in Table 1.

Table 1 YOLOv3 plate detection accuracy

| Using IoU | Using object threshold | Non-maximum suppression |
|----------|------------------------|-------------------------|
| 0.5      | 0.3                    | 0.5                     |
| Plate    | mAP                    |
| 0.9782   | 0.9782                 |

The character dataset contains 571 character samples for training and 114 samples for validation. A total of 37 labels are used in this training model and each label represents its results in Table 2. Character dataset training results are obtained using an IoV of 0.5, the threshold of 30, and NMS of 0.50.

Experiment using mask R-CNN

The Mask regional convolution neural network (R-CNN) is a two-phase framework [37]. The 1st phase scans the image and produces a proposal (areas that may contain objects). The 2nd phase classifies the proposal and creates bounding boxes and masks. Both phases are associated with the backbone (standard CNN). The Mask R-CNN architecture consists of convolutional and average pooling layers, followed by a flattened convolutional layer, then two fully connected layers.

Table 2 License plate label results

| Label | Score |
|-------|-------|
| 0:    | 0.9972|
| 1:    | 0.9683|
| 2:    | 1.0000|
| 3:    | 0.9730|
| 4:    | 0.9344|
| 5:    | 0.9987|
| 6:    | 0.9298|
| 7:    | 1.0000|
| 8:    | 0.9962|
| 9:    | 0.9259|
| A:    | 1.0000|
| B:    | 0.9945|
| C:    | 1.0000|
| D:    | 1.0000|
| E:    | 0.9225|
| F:    | 1.0000|
| G:    | 0.9091|
| H:    | 1.0000|
| I:    | 1.0000|
| J:    | 1.0000|
| K:    | 0.8333|
| L:    | 1.0000|
| M:    | 1.0000|
| N:    | 0.8889|
| NA:   | 0.9821|
| O:    | 0.8421|
| P:    | 1.0000|
| Q:    | 0.9701|
| R:    | 1.0000|
| S:    | 1.0000|
| T:    | 0.8889|
| U:    | 1.0000|
| V:    | 1.0000|
| W:    | 0.9091|
| X:    | 1.0000|
| Y:    | 1.0000|
| Z:    | 1.0000|
| MAP   | 0.9701|
and at the end a soft-max classifier. The Mask R-CNN architecture is trained using 40 epochs to achieve the best accuracy results. The architecture accuracy depends on epochs and batch size. During training, each epoch represents a model loss. Iterations are the number of batches or steps required to complete the partitioned training packets required for an epoch. Figure 11 shows the training and validation loss of Mask R-CNN.

The accuracy of the plate dataset using Mask R-CCN is given in Table 3. The values used for IoU, threshold, and NMS are 0.5, 30, and 0.50, respectively.

The character dataset accuracy for each label is shown in Table 4. The labels contain A–Z, 0–9, as well as, 37 not attempted labels in the character dataset.

**Experiment using YOLOv2**

YOLO version two removes all fully connected layers and predicts the bounding box using an anchor box. Remove a pooling layer to improve the output resolution. Currently, the size of images 416 × 416 is used for training for network detection. And get 13 × 13 the output of feature map, is obtained 32 × down-sampled [38]. This model uses Darknet-19 architecture and has 19 convolutional layers. First, YOLOv2 uses the Dark net’s variant, which originally had 19-layer networks trained on Image-net. It also stacks 19 layers for detection tasks, providing a 19-layer fully convolutional underlying architecture for YOLOv2. That is why YOLOv2 is faster than YOLOv3. YOLOv2 is a CNN model made by 24 convolutional layers followed by 2 fully connected layers. Each epoch represents a model loss. Iterations are the number of batches or steps required to complete the partitioned training packets required for epochs. Figure 12 shows the training and validation loss of YOLOv2.

Two datasets (plate dataset and character dataset) are trained by Darknet-19 architecture with 50 epochs. The accuracy of the plate dataset using YOLOv2 is given in Table 5.

The character dataset accuracy for each label is shown in Table 6. The labels contain A–Z, 0–9, as well as, 37 not attempted labels in the character dataset. The values for IoU, threshold, and NMS are 0.5, 30, and 0.50, respectively.

**Experiments using SSD-300**

The SSD-300 object detection compile of two parts where the first part is the feature extraction map while in the second part convolution filters are applied to detect objects. SDD-300 uses VGG-16 to feature extraction maps. The VGG-16 CNN architecture consists of convolution layers, max-pooling layers, activation layers, and fully connected layers. In which 13 convolution layers, 5 max-pooling layers, and 3 dense layers sum up to 21 layers but only 16 of them are weight layers. Convolution 1 has as many filters as 64 while Convolution 2 has 128 filters, Convolution 3 has 256 filters while Convolution 4 and Convolution 5 each have 512 filters. The VGG-16 is trained by 38 epochs to achieve the best accuracy results. But the result of SDD-300 is very low because it needs more datasets to achieve good accuracy [39].

The training and validation loss plot given in Fig. 13 shows that the loss starts from 75.01 and reaches 70 in 30 epochs while validation loss starts from 85 and moves down to 80. Table 7 provides the accuracy of SSD-300 for plate detection and character recognition.

**Experiments using SSD-7**

A small seven-layer version that provides relatively quick training from scratch, even on mid-tier GPUs, but sufficient for less complex object detection tasks and tests. This architecture works as SSD-300 but this is smaller compared to SSD-300. There are 2 reasons for superior efficiency with a single-shot approach. The regional proposal network and classification and location calculations are fully integrated. This minimizes redundant computing. A single shot is powerful for any number of objects in the image, and its calculated load is based on the number of anchor points. The SSD-7 architecture is trained by 60 epochs to achieve the best accuracy results. SSD-7 architecture accuracy depends on a huge amount of dataset and 1000 epochs. During the training of SSD-7 architecture, each epoch represents a model loss. Iterations are the number of batches or steps required to complete the partitioned training packets required for epochs. Two datasets (plate dataset and characters dataset) are trained by SSD-7 architecture with 60 epochs. But the accuracy of

![Fig. 11](image-url) Training and validation loss of Mask R-CNN

| Table 3: Plate detection accuracy using Mask R-CNN |
|-----------------|---------|
| Plate           | 0.8625  |
| Overall map     | 0.8624  |
Table 4 License plate label results using Mask R-CNN

| Letter | Score  |
|--------|--------|
| 0      | 0.4905 |
| 1      | 0.9213 |
| 2      | 0.8873 |
| 3      | 0.8758 |
| 4      | 0.8496 |
| 5      | 0.6481 |
| 6      | 0.7769 |
| 7      | 0.9025 |
| 8      | 0.8741 |
| 9      | 0.8867 |
| A      | 0.6411 |
| B      | 0.8846 |
| C      | 0.9130 |
| D      | 0.8750 |
| E      | 0.9487 |
| F      | 0.8709 |
| G      | 0.9000 |
| H      | 1.0000 |
| I      | 1.0000 |
| J      | 0.9387 |
| K      | 0.8636 |
| L      | 0.8521 |
| M      | 1.0000 |
| N      | 0.9705 |
| NA     | 0.4545 |
| O      | 0.8823 |
| P      | 1.0000 |
| Q      | 0.8775 |
| R      | 1.0000 |
| S      | 0.8095 |
| T      | 0.7619 |
| U      | 0.8775 |
| V      | 1.0000 |
| W      | 0.920000 |
| X      | 1.0000 |
| Y      | 1.0000 |
| Z      | 0.5200 |

Table 5 Plate detection accuracy using YOLOv2

| Plate | 0.8624 |
|-------|--------|
| Overall map | 0.8624 |

Table 6 License plate label results using YOLOv2

| Letter | Score  |
|--------|--------|
| 0      | 0.8018 |
| 1      | 0.7977 |
| 2      | 0.8139 |
| 3      | 3.08409 |
| 4      | 0.7876 |
| 5      | 0.7555 |
| 6      | 0.8006 |
| 7      | 7.0.8020 |
| 8      | 0.8736 |
| 9      | 0.8771 |
| A      | 0.7615 |
| B      | 0.9883 |
| C      | 0.8423 |
| D      | 0.9166 |
| E      | 0.8552 |
| F      | 0.8581 |
| G      | 0.9058 |
| H      | 0.8539 |
| I      | 0.9278 |
| J      | 0.8202 |
| K      | 0.9210 |
| L      | 0.7867 |
| M      | 0.9295 |
| N      | 0.9662 |
| NA     | 0.3092 |
| O      | 0.8661 |
| P      | 0.7398 |
| Q      | 1.0 |
| R      | 0.8463 |
| S      | 0.8434 |
| T      | 0.8425 |
| U      | 0.7407 |
| V      | 0.8469 |
| W      | 0.7972 |
| X      | 0.9439 |
| Y      | 0.8448 |
| Z      | 0.7931 |
| MAP    | 0.8051 |

Fig. 12 Training and validation loss of YOLOv2. The x and y axis represents the number of epochs and loss, respectively.

Table 7 Plate detection accuracy using SSD-300

| Plate detection | 0.3834 |
| Character recognition | 0.4067 |

Fig. 13 Training and validation loss of SSD-300.

Performance analysis of various models

The performance of the implemented models to detect and recognize license plates is compared. For this purpose, both the plate detection accuracy and character recognition accuracy is evaluated. Results indicate that YOLOv3 achieves the highest accuracy with the methodology adopted in the current study. The achieved accuracy for YOLOv3 is 0.9782 each for plate detection and character recognition. Mask R-CNN achieves the second-best accuracy of 0.9624 for plate detection, however, its character recognition accuracy is only 0.8401 which is very low as compared to YOLOv3.
Complex & Intelligent Systems

**Fig. 14** Training and validation loss of SSD-7. The x and y axis represent the number of epochs and loss, respectively.

| Plate detection and character recognition accuracy of SSD-7 |
|-----------------------------------------------------------|
| Plate detection: 0.0047                                      |
| Character recognition: 0.0040                               |

**Table 8**

| Classification model | Epochs | Loss  | mAP  |
|----------------------|--------|-------|------|
| SS-D-7               | 60     | 6.0303| 0.8624|
| Mask R-CNN           | 40     | 0.1167| 0.9624|
| YOLOv1               | 50     | 4.67  | 0.8624|
| YOLOv3               | 70     | 2.18  | 0.9782|

**Table 9** Comparison of results for different models for plate detection

| Classification model | Epochs | Loss  | mAP  |
|----------------------|--------|-------|------|
| Character recognition accuracy |
| YOLOv3               | 70     | 0.1768| 0.9782|
| Mask R-CNN           | 40     | 0.1482| 0.8401|
| YOLOv1               | 50     | 0     | 0.8051|
| SSD-7                | 60     | 5.9190| 0.0017|
| SSD-300              | 38     | 2.14  | 0.4067|

**Real-time testing**

Apart from the experimental results discussed in the preceding sections, the proposed methodology is tested in a real-time setting. Experiments are performed on the images of Pakistani vehicles taken in real-time. As shown in Fig. 15, the versatility in the car plate size, its hung position, and varying colors pose a huge challenge. Due to this heterogeneity, where different types of license plates are used, character recognition becomes a very difficult task.

The input image contains license plate characters in two rows. It is very difficult for most of the existing methods discussed in the literature while there are two rows on the license plate. The vehicle license plate has a white background and black characters on the plate. When we input this image in our license plate recognition system, first our system detects the license plate, then characters recognition is processed. The results are shown in Fig. 16.

Figure 17 shows that our proposed technique is capable of detecting two license plates from one input image. The picture has the one vehicle in the image but with an additional license plate on key chain. The output shows extra license plates detected with the original one.

**Conclusion**

With the increase in the number of vehicles, vehicle tracking has become an important research area for efficient traffic control, surveillance, and finding stolen cars. For this purpose, efficient real-time license plate detection and recognition are of great importance. Due to the variation in the background and font color, font style, size of the license plate, and non-standard characters, license plate recognition is a great challenge in developing countries like Pakistan. To overcome such issues, this study applies a deep-learning...
strategy to improve license plate recognition efficiency. The proposed methodology is tested on a huge image data set consisting of nine different types of license plates found in Pakistan. The collected images have been captured under various lighting/contrast conditions, distance from the camera, varying angle of rotation, and validated to produce a high recognition rate. The approach can be effectively used by law enforcement agencies and private organizations to improve homeland security. Future work may include training and validation of the existing algorithm using the hybrid classifier method and improvement of the robustness of the license plate recognition system in varying weather conditions.
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