A method for reducing Feynman integrals, depending on several kinematic variables and masses, to a combination of integrals with fewer variables is proposed. The method is based on iterative application of functional equations proposed by the author. The reduction of the one-loop scalar triangle and box integrals with massless internal propagators to simpler integrals is described in detail. The triangle integral depending on three variables is represented as a sum over three integrals depending on two variables. By solving the dimensional recurrence relations for these integrals, an analytic expression in terms of the $2F_1$ Gauss hypergeometric function and the logarithmic function was derived.

By using the functional equations, the one-loop box integral with massless internal propagators, which depends on six kinematic variables, was expressed as a sum of 12 terms. These terms are proportional to the same integral depending only on three variables different for each term. For this integral with three variables, an analytic result in terms of the $F_1$ Appell and $2F_1$ Gauss hypergeometric functions was derived by solving the recurrence relation with respect to the spacetime dimension $d$. The reduction equations for the box integral with some kinematic variables equal to zero are considered.
1 Introduction

Theoretical predictions for experiments at the LHC [1, 2] as well as at future colliders such as the FCC [3] demand knowledge of precise radiative corrections. Precise experimental measurements are to be interpreted with sufficient precision of theoretical predictions. The problem of calculating such radiative corrections is associated, in particular, with the need to compute Feynman integrals depending on several kinematic variables and/or masses. Over the past few decades enormous progress has been made in solving the problem of evaluating Feynman integrals.
However, for further progress in the analytic evaluation of Feynman integrals, especially integrals depending on several kinematic variables and masses, new mathematical methods need to be elaborated. In this respect, more and more attention is paid to methods based on solving different kinds of recurrence relations. The first result obtained in this approach was analytic evaluation of the two-loop propagator integral with massless propagators [4]. In this paper, an analytic result for the integral was derived by solving the recurrence relation with respect to the power of a propagator. A systematic approach for evaluating Feynman integrals by solving the recurrence relation with respect to the power of a propagator was described in Ref.[5].

In Ref. [6], a method for evaluating Feynman integrals based on the recurrence relations with respect to the space-time dimension $d$ was suggested. It turns out that hypergeometric functions appearing in the solution of the recurrence relations with respect to $d$ [7],[8] have fewer arguments than in the results for these integrals obtained by other methods. For example, the results obtained in Refs. [9], [10] using the Mellin-Barnes integration technique, and in Ref. [11] using the negative dimension method are expressed in terms of hypergeometric functions with more arguments than those obtained for these integrals by solving dimensional recurrence relations.

In Ref.[12], new relationships between the Feynman integrals with different kinematic variables were discovered. A method of deriving functional equations from algebraic relations for products of propagators was recently proposed in Ref.[13]. At the one-loop level some functional relationships were also considered in Refs. [14], [15].

It was shown that these relationships, or in other words functional equations, can be used to express Feynman integrals in terms of integrals with fewer variables. In Ref. [16], the functional equations were used to obtain relations between integrals appearing in radiative corrections for different physical processes.

An important step in evaluating radiative corrections for physical processes is the Laurent expansion in the $\varepsilon = (4 - d)/2$ of the analytic results for Feynman integrals. Quite essential progress in this field was made in many papers. See, for example,[17–22]. Up to now the Laurent expansion of Feynman integrals in $\varepsilon$ is not a completely solved problem. Even at the one-loop level only the first several terms in the $\varepsilon$ expansion of the four- and higher point functions are known. The existing results [23], [24] are not so easy to generalize for integrals depending on several masses and/or several external off-shell momenta.

It is evident that for the $\varepsilon$ expansion the simplicity of the analytical results for dimensionally regularized integrals is rather important. For this reason the method based on the solution of recurrence relations and the method of functional reduction suggested in this article can be very useful.
In the present paper, we propose a framework for systematically reducing Feynman integrals depending on several kinematic variables and masses to a combination of integrals with fewer variables. This framework is based on solving the functional equations for Feynman integrals proposed in Refs. [12, 13, 25]. The main steps of our approach will be illustrated on the one-loop integrals with massless propagators.

In a sense, the application of functional equations for evaluating integrals is analogous to the use of recurrence relations with respect to some discretely changing parameters, like space-time dimension $d$ or power of a propagator. Applying such recurrence relations, one can reduce an integral to a set of basis integrals which are in fact boundary values of the integrals of interest. Using functional equations one can reduce an integral to a combination of integrals with fewer variables, i.e. integrals defined on some hypersurfaces. In other words, these integrals can be interpreted as a kind of boundary integrals.

This paper is organized as follows.

In section 2, we briefly discuss the method of discovering functional equations for Feynman integrals and describe the methods of obtaining their solutions. As an illustrative example, we consider the solution of the functional equation for the one-loop propagator integral with arbitrary masses.

In section 3, the one-loop integral associated with the triangle Feynman diagram with massless internal propagators is considered. We present the functional equation for this integral and describe its solution. The analytic result for the integral appearing in the solution of the functional equation is obtained as a solution of the dimensional recurrence relation. A particular case of the functional equation for the triangle integral is considered.

In section 4, we present the functional equations for the one-loop scalar integral associated with the Feynman diagram with four external legs. A two step procedure, based on functional equations, for reducing the integral depending on six variables to a combination of integrals depending on three variables is described. For these integrals, depending on three variables, an analytic result as a solution of the dimensional recurrence relation is presented. Functional reduction of the box integral for several particular cases of kinematic variables is considered. The first few terms in the Laurent expansion around $d = 4$ and $d = 6$ for these integrals are given.

In section 5, we report our conclusions and discuss future applications of functional equations for evaluating Feynman integrals corresponding to diagrams with massive internal lines and with more external legs and loops.

In Appendix A, we present definitions and explicit formulae for the Gram de-
terminants and polynomials occurring in the paper. In appendix B, a derivation of the analytic result for the one-loop integral with massless internal propagators with particular emphasis on its dependence on the small imaginary part needed for the correct analytic continuation of the integral is presented. In Appendix C, the series and integral representations for the hypergeometric functions used in the paper are given.

2 Functional equations and their solution

At the present time, there are three methods for deriving functional equations for Feynman integrals. The method proposed in Ref. [12] is based on exploiting recurrence relations obtained by the method of generalized recurrence relations [6]. By choosing some kinematic variables, one can eliminate most complicated integrals from the recurrence relation so that the sum of remaining terms represents the functional equation. The second method is based on algebraic relations for a sum of products of propagators [13]. Integrating such sums with respect to a common to all propagators momentum gives a functional equation. The third method is based on the use of algebraic relations for modified propagators [13]. Integrating an algebraic relation depending on modified propagators with respect to a common to all propagators momentum, transforming the resulting integrals to integrals over Schwinger parameters and then mapping these integrals to the required Feynman integrals by choosing auxiliary parameters from deformed propagators lead to a functional equation.

The following questions arise naturally: how to solve the functional equations and how to use them for simplifying evaluation of Feynman integrals? We shall try to answer these questions in the next sections of this paper.

2.1 Definitions and methods of solution

A functional equation can be considered as an equation involving independent variables, known functions, unknown functions and some constants [26]. In a functional equation the unknown is a function. Rather often, the functional equation connects a function with its value for some other arguments. There is a vast literature on functional equations [26–32]. Solution of a functional equation is a rather difficult problem. However, there is a number of the most frequently used methods for its solution. A systematic description of such methods is given in Ref. [26]. Many methods described in this book and also in Refs. [27], [32] can be used for solving the functional equations for Feynman integrals. To our opinion, the most suitable methods are

1. Replacement of variables by given values

2. Transforming one or several variables
3. Using a more general equation
4. Treating some variables as constants
5. Iterative methods
6. Reduction by means of analytical techniques (differentiation, integration etc.)
6. Mixed methods

All these methods to some extent can be used for solving functional equations for Feynman integrals. In the present paper, the methods 1, 3 and 5 will be exploited.

2.2 Solution of the functional equation for the propagator integral

As an illustration of the first method from the above list, we shall consider the solution of the functional equation for the one-loop scalar propagator integral:

\[ I_2^{(d)}(m_i^2, m_j^2; s_{ij}) = \int \frac{d^d k_1}{i \pi^{d/2}} \frac{1}{[(k_1 - p_i)^2 - m_i^2 + i\eta][(k_1 - p_j)^2 - m_j^2 + i\eta]}, \]  

(2.1)

where \( i\eta \) is the small imaginary part which fixes the analytic continuation of the integral. In Refs. [12], [13], the following relationship for this integral was derived:

\[ I_2^{(d)}(m_i^2, m_j^2, s_{ij}) = x_1 I_2^{(d)}(m_j^2, m_0^2, s_{j0}) + x_2 I_2^{(d)}(m_i^2, m_0^2, s_{i0}), \]  

(2.2)

where

\[ x_1 = \frac{m_j^2 - m_i^2 + s_{ij}}{2s_{ij}} \pm \frac{\sqrt{4s_{ij}m_0^2 - \lambda_{ij}}}{2s_{ij}}, \]

\[ x_2 = \frac{m_i^2 - m_j^2 + s_{ij}}{2s_{ij}} \mp \frac{\sqrt{4s_{ij}m_0^2 - \lambda_{ij}}}{2s_{ij}}, \]  

(2.3)

\[ s_{i0} = \frac{2s_{ij}(m_i^2 + m_0^2) - \lambda_{ij}}{2s_{ij}} \pm \frac{m_j^2 - m_i^2 - s_{ij}}{2s_{ij}} \sqrt{4s_{ij}m_0^2 - \lambda_{ij}}, \]  

(2.4)

\[ s_{j0} = \frac{2s_{ij}(m_j^2 + m_0^2) - \lambda_{ij}}{2s_{ij}} \pm \frac{m_i^2 - m_j^2 + s_{ij}}{2s_{ij}} \sqrt{4s_{ij}m_0^2 - \lambda_{ij}}, \]  

(2.5)

\[ \lambda_{ij} = -s_{ij}^2 - m_i^4 - m_j^4 + 2s_{ij}m_i^2 + 2s_{ij}m_j^2 + 2m_i^2m_j^2. \]  

Equation (2.2) can be interpreted as a functional equation for the integral \( I_2^{(d)}(m_i^2, m_j^2; s_{ij}) \), which is considered as a function of three continuous variables \( s_{ij}, m_i^2, m_j^2 \). To solve equation (2.2), we will exploit a method, which was used for the solution of Sincov’s equation [33], [34] :

\[ f(x, y) = f(x, z) - f(y, z). \]  

(2.6)
Setting in this equation \( z = 0 \) and assuming that the function \( f(x, z) \) is not singular at this point, we obtain the general solution

\[
f(x, y) = g(y) - g(x),
\]

where

\[
g(x) = f(x, 0).
\]

Thus, using the fact that the left-hand side of equation (2.6) does not depend on \( z \), we express the function \( f(x, y) \) as a combination of its "boundary values".

It is easy to see that the functional equation (2.2) is rather similar to Sincov’s equation (2.6). Since at \( m_0^2 = 0 \) the invariants \( s_{i0}, s_{j0} \) and the integral \( I_2^{(d)} \) are not singular, one may set in equation (2.2) \( m_0^2 = 0 \). At \( m_0^2 = 0 \) equation (2.2) becomes

\[
I_2^{(d)}(m_i^2, m_j^2, s_{ij}) = \overline{\tau}_1 I_2^{(d)}(m_j^2, 0, \overline{s}_{j0}) + \overline{\tau}_2 I_2^{(d)}(m_i^2, 0, \overline{s}_{i0}), \tag{2.9}
\]

where

\[
\overline{\tau}_1 = \frac{m_j^2 - m_i^2 + s_{ij}}{2s_{ij}} \pm \frac{\sqrt{-\lambda_{ij}}}{2s_{ij}}, \quad \overline{\tau}_2 = \frac{m_i^2 - m_j^2 + s_{ij}}{2s_{ij}} \mp \frac{\sqrt{-\lambda_{ij}}}{2s_{ij}}, \tag{2.10}
\]

\[
\overline{s}_{i0} = \frac{2s_{ij}m_i^2 - \lambda_{ij}}{2s_{ij}} \pm \frac{m_j^2 - m_i^2 - s_{ij}}{2s_{ij}} \sqrt{-\lambda_{ij}}, \quad \overline{s}_{j0} = \frac{2s_{ij}m_j^2 - \lambda_{ij}}{2s_{ij}} \pm \frac{m_i^2 - m_j^2 + s_{ij}}{2s_{ij}} \sqrt{-\lambda_{ij}}. \tag{2.11}
\]

Therefore, relation (2.9) represents the integral depending on three variables in terms of integrals depending on two variables.

Expression (2.9) is a solution of equation (2.2) for arbitrary value of the mass \( m_0^2 \). Indeed, substituting (2.9) in both sides of equation (2.2), simplifying arguments (2.11) of integrals, after simple algebraic transformations, we find that on the right-hand side the integrals \( I_2^{(d)} \) depending on \( m_0^2 \) are canceled. The remaining two terms on the right-hand side are canceled by the two terms from the left-hand side.

Notice that to reduce Feynman integrals to simpler ones, the question whether expression (2.9) is a general solution of the functional equation (2.2) or not is not relevant. For our purposes it is enough to have a particular solution reducing complicated integral to a combination of integrals with fewer variables. Other sets of particular solutions will lead to another representation of the complicated integral in terms of simpler ones. These sets of integrals may be related, for example, by analytic continuation or some transformation analogous to the known transformations.
for hypergeometric functions.

It should be noted that $x_j, s_{j0}$ in equations (2.3), (2.4) and $\overline{x}_j, \overline{s}_{j0}$ in equations (2.10), (2.11) do not depend on $i\eta$ that can lead to ambiguity in choosing the sign of the square root. Nevertheless, the functional equation will be valid for any choice of sign. The signs in $x_j, \overline{x}_j$ are to be properly correlated with the signs in $s_{j0}, \overline{s}_{j0}$. The possibility to choose different signs of the square root means that there are two different representations of the integral in terms of simpler integrals. The integrals on the right-hand side of these two different representations depend on different sets of arguments. Excluding the initial integral from these equations will give a functional equation for integrals with fewer arguments. As it was already shown in Ref. [12], this kind of functional relations may be used for the analytic continuation of integrals with fewer variables.

We conclude this section with various remarks. First, it is interesting to note that the position of the threshold $s_{ij} = (m_i + m_j)^2$ for the integral on the left-hand side of equation (2.9) corresponds to the positions of thresholds $s_{i0} = m_i^2$ and $s_{j0} = m_j^2$ for integrals on the right-hand side.

Second, we notice that the functional equations can be used not only for reducing complicated integrals to their ”boundary integrals” but also for analytic continuation of these ”boundary integrals”.

Third, to find an analytic expression for the simple integrals, which cannot be simplified anymore by using functional equations, one should use other computational methods. In the next sections, we will use dimensional recurrence relations for the triangle and box integrals at the final stage of calculation.

3 Functional reduction of the integral $I_3^{(d)}$

In the present paper, the functional equation and its solution for the one-loop triangle integral with all internal masses equal to zero will be considered. To solve the functional equation for this integral, we will use the functional equation for the integral with massive lines:

$$I_3^{(d)}(m_1^2, m_2^2, m_3^2; s_{23}, s_{13}, s_{12}) = \frac{1}{i\pi^{d/2}} \int \frac{d^d k_1}{P_1 P_2 P_3},$$

(3.1)

where

$$P_i = (k_1 - p_i)^2 - m_i^2 + i\eta.$$

(3.2)
3.1 Derivation of functional equation for the integral $I^{(d)}_3$ and its solution

To derive the functional equation for the integral (3.1), one can exploit the algebraic relation for the products of three propagators [13]:

$$\frac{1}{P_1 P_2 P_3} = \frac{x_1}{P_0 P_2 P_3} + \frac{x_2}{P_1 P_0 P_3} + \frac{x_3}{P_1 P_2 P_0}. \quad (3.3)$$

As it was shown in Ref. [13], relation (3.3) is valid if

$$p_0 = x_1 p_1 + x_2 p_2 + x_3 p_3, \quad (3.4)$$

and the parameters $m_0^2, x_j$ obey the following system of equations:

$$x_1 + x_2 + x_3 = 1, \quad (3.5)$$

$$x_1 x_2 s_{12} + x_1 x_3 s_{13} + x_2 x_3 s_{23} - x_1 m_1^2 - x_2 m_2^2 - x_3 m_3^2 + m_0^2 = 0. \quad (3.6)$$

Solving this system of equations for $x_1, x_2$, we have

$$x_1 = 1 - \Lambda_3 - x_3, \quad x_2 = \Lambda_3, \quad (3.7)$$

where $\Lambda_3$ is the root of the equation

$$A_3 \Lambda_3^2 + B_3 \Lambda_3 + C_3 = 0, \quad (3.8)$$

with

$$A_3 = s_{12},$$

$$B_3 = x_3 (s_{13} + s_{12} - s_{23}) - m_1^2 + m_2^2 - s_{12},$$

$$C_3 = x_3^2 s_{13} + (m_3^2 - m_1^2 - s_{13}) x_3 + m_1^2 - m_0^2. \quad (3.9)$$

Integration of relationship (3.3) with respect to the momentum $k_1$ gives a functional equation for the one-loop integral $I^{(d)}_3$ with arbitrary masses:

$$I^{(d)}_3(m_1^2, m_2^2, m_3^2; s_{23}, s_{13}, s_{12}) = (1 - \Lambda_3 - x_3) I^{(d)}_3(m_0^2, m_2^2, m_3^2; s_{23}, s_{30}, s_{20})$$

$$+ \Lambda_3 I^{(d)}_3(m_1^2, m_0^2, m_3^2; s_{30}, s_{13}, s_{10}) + x_3 I^{(d)}_3(m_1^2, m_2^2, m_0^2; s_{20}, s_{10}, s_{12}), \quad (3.10)$$

where $s_{12}, s_{13}, s_{23}$ are independent scalar invariants and $s_{j0}$ are given by

$$s_{10} = (p_1 - p_0)^2 = (m_1^2 - m_2^2 + s_{12}) \Lambda_3 + (m_1^2 - m_3^2 + s_{13}) x_3 + m_0^2 - m_1^2,$$

$$s_{20} = (p_2 - p_0)^2 = (m_1^2 - s_{12} - m_2^2) \Lambda_3 + (m_1^2 - m_3^2 - s_{12} + s_{23}) x_3 + m_0^2 - m_1^2 + s_{12},$$

$$s_{30} = (p_3 - p_0)^2 = (m_1^2 - s_{13} + s_{23} - m_3^2) \Lambda_3 + (m_1^2 - m_3^2 - s_{13}) x_3 + m_0^2 - m_1^2 + s_{13}. \quad (3.11)$$
Setting \( m_1 = m_2 = m_3 = m_0 = 0 \) in equations (3.10), (3.11) and replacing \( s_{ij} \rightarrow q_{ij} \) in order to avoid confusion in the notation, give the functional equation for the massless case

\[
I_3^{(d)}(0, 0, 0; q_{23}, q_{13}, q_{12}) = (1 - \lambda_3 - z_3)I_3^{(d)}(0, 0, 0; q_{23}, q_{30}, q_{20}) + \lambda_3 I_3^{(d)}(0, 0, 0; q_{30}, q_{13}, q_{10}) + z_3 I_3^{(d)}(0, 0, 0; q_{20}, q_{10}, q_{12}),
\]

where

\[
q_{10} = q_{12} \lambda_3 + q_{13} z_3,
q_{20} = -q_{12} \lambda_3 + (q_{23} - q_{12}) z_3 + q_{12},
q_{30} = (q_{23} - q_{13}) \lambda_3 - q_{13} z_3 + q_{13},
\]

the parameter \( z_3 \) is arbitrary and \( \lambda_3 \) is a solution of the quadratic equation:

\[
q_{12} \lambda_3^2 + [z_3(q_{13} + q_{12} - q_{23}) - q_{12}] \lambda_3 + z_3(z_3 - 1)q_{13} = 0.
\]

The right-hand side of equation (3.12) depends on an arbitrary parameter \( z_3 \). However, to exploit this arbitrariness for obtaining a solution of the equation in terms of simpler integrals by the method used for finding a solution of Sincov’s equation is not possible. One cannot reduce the number of variables simultaneously in all functions \( I_3^{(d)} \) by choosing \( z_3 \). To find a solution of equation (3.12), one can use an approach described in [26]. Namely, we will find a solution for the integral with massless propagators from a more general functional equation which can be obtained from formula (3.10). As was noted in Ref. [32], it can happen that solving a more general equation can be easier than solving a particular case of this equation. Setting \( m_1^2 = m_2^2 = m_3^2 = 0 \) in equation (3.10) but keeping \( m_0 \) different from zero, we find:

\[
I_3^{(d)}(0, 0, 0; s_{23}, s_{13}, s_{12}) = (1 - \overline{\lambda}_3 - x_3)I_3^{(d)}(m_0^2, 0, 0; s_{23}, s_{30}, s_{20}) + \overline{\lambda}_3 I_3^{(d)}(0, m_0^2, 0; s_{30}, s_{13}, s_{10}) + x_3 I_3^{(d)}(0, 0, m_0^2; s_{20}, s_{10}, s_{12}),
\]

where

\[
s_{10} = s_{12} \overline{\lambda}_3 + s_{13} x_3 + m_0^2,
\]

\[
s_{20} = -s_{12} \overline{\lambda}_3 + (s_{23} - s_{12}) x_3 + m_0^2 + s_{12},
\]

\[
s_{30} = (s_{23} - s_{13}) \overline{\lambda}_3 - s_{13} x_3 + m_0^2 + s_{13},
\]

and \( \overline{\lambda}_3 \) is the solution of the equation:

\[
s_{12} \overline{\lambda}_3^2 + [x_3(s_{13} + s_{12} - s_{23}) - s_{12}] \overline{\lambda}_3 + x_3(x_3 - 1)s_{13} - m_0^2 = 0.
\]
We note that in the obtained equation there are more arbitrary parameters than in equation (3.12) and also new kinds of integrals, namely, integrals with one massive internal line. It is expected that the solution sought may be found by choosing arbitrary parameters $x_3, m_0$. Compared with Sincov’s equation, it is not so easy to find values of the arbitrary parameters leading to the reduction in the number of independent variables for all the integrals simultaneously. The reduction in the number of variables can take place if by choosing parameters $x_3, m_0$, some of the variables will become zero or equal to each other. One can enumerate all possible relations of this kind:

\[
\begin{align*}
 s_{j0} &= 0, \\ s_{10} &\pm s_{20} = 0, \\ s_{10} &\pm s_{30} = 0, \\ s_{20} &\pm s_{30} = 0, \\ s_{j0} &\pm m_0^2 = 0, \\ s_{j0} &\pm s_{12} = 0, \\ s_{j0} &\pm s_{13} = 0, \\ s_{j0} &\pm s_{23} = 0.
\end{align*}
\]

(3.18)

Probably there are some other conditions leading to the reduction in the number of variables, but we will restrict ourselves only to the conditions given in equation (3.18). Strictly speaking, at the expense of two parameters one can fulfill two conditions from (3.18). Fulfilling two conditions from the list (3.18) does not ensure simultaneous reduction in the number of variables for all three functions in equation (3.15). However, we will try to find whether it is still possible to choose two arbitrary parameters and fulfill three conditions from the list (3.18). Out of 33 equations from the list (3.18) we created 5456 different systems of equations with 3 equations in each system. Solutions of these systems of equations and analysis of these solutions were performed using MAPLE. It turns out that for some values of $m_0^2$, $x_3$ three conditions from the list (3.18) were fulfilled. In particular, one of such solution reads

\[
x_3 = \tau_{123}^{(3)}, \quad m_0^2 = \mu_{123},
\]

(3.19)

where

\[
\begin{align*}
 \mu_{ijk} &= \frac{s_{ij}s_{ik}s_{jk}}{s_{ij} + s_{ik} + s_{jk} - 2s_{ij}s_{ik} - 2s_{ij}s_{jk} - 2s_{ik}s_{jk}} = \tau_{ijk} \bigg|_{m_i^2=m_j^2=m_k^2=0} = \tau_{ijk}, \\
 \tau_{jkl}^{(i)} &= \frac{\partial \tau_{jkl}}{\partial m_i^2} \bigg|_{m_i^2=m_j^2=m_k^2=0}.
\end{align*}
\]

(3.20)

The definition of $r_{ijk}$ is given in Appendix A. For $x_3, m_0^2$ given in (3.19) the following conditions were fulfilled:

\[
s_{10} = s_{20} = s_{30} = -m_0^2.
\]

(3.21)

Substituting these values of $s_{j0}$ and $m_0$ into equation (3.15), we find

\[
I_3^{(d)}(0, 0, 0; s_{23}, s_{13}, s_{12}) = \tau_{123}^{(1)} \xi_{3}^{(d)}(\tau_{123}; s_{23}) + \tau_{123}^{(2)} \xi_{3}^{(d)}(\tau_{123}; s_{13}) + \tau_{123}^{(3)} \xi_{3}^{(d)}(\tau_{123}; s_{12}),
\]

(3.22)

where

\[
\xi_{3}^{(d)}(\tau_{ijk}; s_{ij}) = I_3^{(d)}(0, 0, \tau_{ijk}; -\tau_{ijk}, -\tau_{ijk}, s_{ij}).
\]

(3.23)
Explicit expressions for $T_{jkl}^{(i)}$ are given in Appendix A. Thus, the solution of the functional equation (3.15) at $m_1^2 = m_2^2 = m_3^2 = 0$ is a sum of three terms, each of which is proportional to the same integral $\xi^{(d)}_3$ depending on two variables different for each term. We notice that $\mu_{ijk}$ is a kind of effective mass depending on kinematic invariants.

### 3.2 Verification of the solution of the functional equation

The obtained expression for the integral $I^{(d)}_3$ given in equation (3.22) is in fact the solution of the equation (3.12). In order to prove this, we substitute the expression for $I^{(d)}_3$ from the equation (3.22) into left- and right-hand sides of equation (3.12). The integrals $I^{(d)}_3$ on the right-hand side of (3.12) depend on different sets of variables, but it turns out that all these integrals are combinations of integrals $\xi^{(d)}_3$ depending on the same effective mass, i.e. the following relations hold:

$$\mu_{123} = \mu_{023} = \mu_{103} = \mu_{120}. \quad (3.24)$$

Relations (3.24) are easy to prove by replacing $s_{ij}$ in (3.20) by $q_{ij}$, taking into account (3.13) and using the relation in equation (3.14). Due to relations (3.24) the number of $\xi^{(d)}_3$ functions in equation (3.12) reduces from 12 to 6. On the right-hand side of this equation the contributions proportional to $\xi^{(d)}_3(\mu_{123}; q_{10})$, $\xi^{(d)}_3(\mu_{123}; q_{20})$, $\xi^{(d)}_3(\mu_{123}; q_{30})$ drop out after the algebraic simplifications. The remaining contributions proportional to $\xi^{(d)}_3(\mu_{123}; q_{12})$, $\xi^{(d)}_3(\mu_{123}; q_{13})$, $\xi^{(d)}_3(\mu_{123}; q_{10})$ cancel against the terms on the left-hand side of the equation. Thus, having solved the functional equation, we expressed the function $I^{(d)}_3$ with three variables in terms of functions depending on two variables. As we will see in the next subsection, the integral $\xi^{(d)}_3$ is easier to evaluate than the initial integral. It should be noted that both the Feynman parameter representation for the integral $\xi^{(d)}_3$ and the dimensional recurrence relation are simpler for this integral than for the initial integral $I^{(d)}_3$.

To conclude this section, we consider a particular case of equation (3.22), namely, the case when one of the kinematic invariants, say $s_{12}$, is equal to zero. In this case, $I^{(d)}_3$ is a linear combination of three massless functions $\xi^{(d)}_3(0; s_{ij})$

$$I^{(d)}_3(0, 0, 0; 0, s_{13}, s_{12}) = \frac{s_{13}}{s_{13} - s_{12}} \xi^{(d)}_3(0; s_{13}) + \frac{s_{12}}{s_{12} - s_{13}} \xi^{(d)}_3(0; s_{12}). \quad (3.25)$$

The expression for $\xi^{(d)}_3(0; s_{ij})$ can be obtained from the recurrence relation with respect to the spacetime dimension $d$, which one can find, for example, in Ref. [6]:

$$(d - 2)\xi^{(d+2)}_3(m^2; q^2) = -2m^2\xi^{(d)}_3(m^2; q^2) - \xi^{(d)}_2(q^2), \quad (3.26)$$

where

$$\xi^{(d)}_2(q^2) = \frac{1}{i\pi^{d/2}} \int \frac{d^dk_1}{[k_1^2 + i\eta][(k_1 - q)^2 + i\eta]} = -\frac{\pi^{\frac{d}{2}}(-q^2)^{\frac{d}{2} - 2}}{2^{d-3}\Gamma\left(\frac{d-1}{2}\right)\sin \frac{\pi d}{2}}, \quad (3.27)$$
\[ q^2 = q^2 + 4i\eta, \quad (3.28) \]
\[ \widetilde{m}^2 = m^2 - i\eta. \quad (3.29) \]

We draw attention to the coefficient in front of the small imaginary part \( i\eta \) in equation (3.28). The value of this coefficient is important for the analytic continuation of the results in those cases when \( I_2^{(d)} \) was used in their derivation. Expression (3.27) can be considered as a limiting case of the propagator integral \( I_2^{(d)} \) with equal internal masses. Detailed derivation of equation (3.27) is given in Appendix B. The importance of the coefficient in front of \( i\eta \) for the analytic continuation of the one-loop box integral was noticed in Refs. [35], [36].

Setting \( m^2 = 0 \) in equation (3.26) and taking into account (3.27), yield
\[ \xi_3^{(d)}(0; q^2) = \frac{-1}{(d-2)} \xi_2^{(d-2)}(q^2) = -\frac{2(d-3)}{q^2(d-4)} \xi_2^{(d)}(q^2). \quad (3.30) \]

Substituting (3.30) in (3.25), we find:
\[ I_3^{(d)}(0, 0; 0, s_{13}, s_{12}) = \frac{-2(d-3)}{(d-4)(s_{13} - s_{12})} \left[ \xi_3^{(d)}(s_{13}) - \xi_3^{(d)}(s_{12}) \right]. \quad (3.31) \]

Evaluating the Feynman parameter integral for the \( I_3^{(d)} \) gives the same result. Expression (3.31) will be used in the next section for calculating the box type integral.

### 3.3 Analytic evaluation of the integral \( \xi_3^{(d)} \)

The analytic expression for the integral \( \xi_3^{(d)}(m^2; q^2) \) can be derived by many different methods. For example, by direct evaluation of the Feynman parameter integral
\[ \xi_3^{(d)}(m^2; q^2) = -\Gamma \left( 3 - \frac{d}{2} \right) \int_0^1 \int_0^1 \int_0^1 \frac{z_1 z_2}{[(q^2 z_2^2 - q^2 z_2 - m^2) z_1^2 + m^2 - i\eta]^3/2}, \quad (3.32) \]
or by solving dimensional recurrence relation (3.26) with respect to \( d \). We prefer to use the latter method because it is easier to keep the trace of the term \( i\eta \) at all steps of derivation. To solve the dimensional recurrence relation, we employ the method described in Ref. [7]. For \( |q^2| \leq |4m^2| \) the solution of the recurrence relation (3.26) reads
\[ \xi_3^{(d)}(m^2; q^2) = -\frac{1}{2m^2} C_2^{(d)}(q^2) \mathcal{F}_1 \left[ \frac{1}{2}, \frac{d-2}{2}; -\frac{q^2}{4m^2} \right] + \left( -\frac{m^2}{d-2} \right)^{d/2} C_3(q^2, d), \quad (3.33) \]

where \( C_3(q^2, d) \) is a periodic function \( C_3(q^2, d) = C_3(q^2, d + 2) \). For this function one can obtain a differential equation with respect to \( q^2 \). It can be derived from the differential equation for \( \xi_3^{(d)}(m^2, q^2) \). In Ref. [37], it was shown that the derivatives with respect to kinematic variables for the Feynman integrals can be written in terms
of integrals with shifted space-time dimension $d$ and additional powers of propagators. In our case, the derivative reads:

$$\frac{\partial}{\partial q^2}\xi_3^{(d)}(m^2; q^2) = \frac{1}{i\pi^{d/2}} \int \frac{d^{d}k_1}{((k_1 - p_1)^2 + i\eta)(k_1 - p_2)^2 + i\eta)((k_1 - p_3)^2 - m^2 + i\eta)},$$

(3.34)

where the values of the kinematic invariants $s_{ij} = (p_i - p_j)^2$ must correspond to those of the integral $I_3^{(d)}$ in (3.23). With the help of the recurrence relations presented in Ref. [6] the integral on the right-hand side of (3.34) can be reduced to the set of basis integrals. This reduction results in the first-order inhomogeneous differential equation:

$$\frac{\partial}{\partial q^2}\xi_3^{(d)}(m^2; q^2) = \frac{-(q^2 + 2m^2)}{q^2(q^2 + 4m^2)}\xi_3^{(d)}(m^2; q^2)$$

$$- \frac{(d - 3)}{q^2(q^2 + 4m^2)}\xi_2^{(d)}(q^2) + \frac{d - 2}{2\tilde{m}^2q^2(q^2 + 4m^2)}\xi_1^{(d)}(m^2),$$

(3.35)

where

$$\xi_1^{(d)}(m^2) = \frac{1}{i\pi^{d/2}} \int \frac{d^{d}k_1}{k_1^2 - m^2 + i\eta} = -\frac{\pi(\tilde{m}^2)^{d/2 - 1}}{\Gamma \left(\frac{d}{2}\right) \sin \frac{\pi d}{2}}.$$

(3.36)

Substitution of $\xi_3^{(d)}(m^2; q^2)$ from (3.33) into (3.35) yields

$$q^2 \frac{\partial C_3(q^2, d)}{\partial q^2} + \frac{(q^2 + 2m^2)}{q^2 + 4m^2} C_3(q^2, d) + \frac{\Gamma \left(\frac{d}{2}\right)}{(-\tilde{m}^2)^{d/2+1}(q^2 + 4m^2)}\xi_1^{(d)}(m^2) = 0.$$

(3.37)

Note that the term with $\xi_1^{(d)}(m^2)$ in (3.37) is invariant with respect to the shift $d \rightarrow d + 2$, as it must be. Equation (3.37) can be solved by MAPLE. The solution

$$C_3(q^2, d) = \frac{-\Gamma \left(\frac{d}{2}\right) \xi_1^{(d)}(m^2)}{\sqrt{q^2(q^2 + 4m^2)}(-\tilde{m}^2)^{d/2+1}} \ln \left(2m^2 + q^2 + \sqrt{(q^2 + 4m^2)q^2}\right)$$

$$+ \frac{K}{\sqrt{q^2(q^2 + 4m^2)}},$$

(3.38)

depends on a constant of integration $K$, which may be fixed from the comparison of equation (3.33) with the value of $\xi_3^{(d)}(m^2, q^2)$ taken at $q^2 = 0$. Substitution of $q^2 = 0$ into the Feynman parameter integral (3.32) yields

$$\xi_3^{(d)}(m^2; 0) = -\Gamma \left(3 - \frac{d}{2}\right) \int_0^1 \frac{z_1dz_1}{[1 - z_1^2]m^2 - i\eta]^{3-\frac{d}{2}}} = \frac{(d - 2)}{4m^4}\xi_1^{(d)}(m^2).$$

(3.39)

Since $\xi_3^{(d)}(m^2; 0)$ and the term with $2F_1$ at $q^2 = 0$ are finite, the contribution proportional to the periodic function $C_3(q^2, d)$ must also be finite. Taking the limit $q^2 \rightarrow 0$
we find that the contribution coming from the term with $C_3(q^2, d)$ will be finite if

$$K = \frac{\Gamma \left( \frac{d}{2} \right) \xi_1^{(d)}(m^2)}{(-m^2)^{d/2+1}} \ln(2m^2).$$

(3.40)

Substitution of (3.40), (3.38) in (3.33) yields

$$\xi_3^{(d)}(m^2; q^2) = -\frac{1}{2m^2} \xi_2^{(d)}(q^2) {}_2F_1 \left[ \begin{array}{c} 1, \frac{d-2}{2} \\ \frac{d-1}{2} \end{array} ; \frac{-q^2}{4m^2} \right] + \frac{(d-2)\xi_1^{(d)}(m^2)}{2m^2 \sqrt{q^2(q^2 + 4m^2)}} \ln \left( 1 + \frac{q^2 + \sqrt{q^2(q^2 + 4m^2)}}{2m^2} \right).$$

(3.41)

This expression is valid for $|q^2/4/m^2| < 1$. The results for $\xi_3^{(d)}(m^2; q^2)$ in other kinematic regions can be related to (3.41) by analytic continuations of the hypergeometric function $_2F_1$.

Relations (3.22) and (3.41) have been checked for several values of kinematic variables by numerical program [38] for evaluating loop integrals. We found complete agreement for both space-like and time-like values of the kinematic variables $s_{ij}$.

3.4 The $\varepsilon$ expansion of the integral $I_3^{(d)}$

Analytic evaluation of the integral $I_3^{(d)}$ for various kinematic regions as well as its $\varepsilon = (4 - d)/2$ expansion was considered in numerous papers [17, 39–45]. To obtain $\varepsilon$ expansion of the integral $I_3^{(d)}$ depending on three variables, in our approach we need to know $\varepsilon$ expansion of the integral $\xi_3^{(d)}$ depending only on two variables. In order to get the first term in the $\varepsilon$ expansion of the integral $\xi_3^{(d)}$, the hypergeometric function $_2F_1$ in (3.41) must be expanded up to the order $O(\varepsilon^2)$. Using the HypExp package [20], we find

$$2F_1 \left[ \begin{array}{c} 1, 1 - \varepsilon \\ \frac{3}{2} - \varepsilon \end{array} ; z \right] = -Y \left( (1 - Y)(1 + Y) \right) \times \left\{ 2 \ln(Y) - \varepsilon \left[ \ln^2 Y + 4 \ln Y + 4 \text{Li}_2(1 - Y) \right] \right\} + O(\varepsilon^2),$$

(3.42)

where

$$Y = \frac{1 - y}{1 + y}, \quad y = \sqrt{\frac{z}{z - 1}}.$$

(3.43)

Substituting (3.42) into (3.41), we find

$$\xi_3^{(d-2\varepsilon)}(m^2; q^2) = \frac{1}{2R} \left[ \ln^2 Y + 2 \ln Y \ln \left( \frac{-q^2}{m^2} \right) + 4 \text{Li}_2(1 - Y) \right] + O(\varepsilon),$$

(3.44)

where

$$Y = 1 + \frac{q^2 + R}{2m^2}, \quad R = \sqrt{q^2(q^2 + 4m^2)}.$$
The leading term in $\varepsilon$ for the integral $I_3^{(d)}(0, 0, 0; s_{23}, s_{13}, s_{12})$ can now be obtained by substituting (3.44) into equation (3.22). The resulting expression has been checked for several values of kinematic variables by numerical program [38] for evaluating loop integrals. We found complete agreement for both space-like and time-like values of the kinematic variables $s_{ij}$.

4 Functional reduction of the integral $I_4^{(d)}$

In this section we will consider analytic evaluation of the one-loop integral with massless internal lines associated with the Feynman diagram with four external legs. At $d = 4$ the analytic result was presented in Refs. [46–48]. For particular values of kinematic variables, analytic evaluation of this integral for arbitrary $d$ was considered, for example, in Refs. [35, 36, 49, 50]. Until now, in $d$-dimensions the analytic result for this integral for all external legs fully off-shell has been known in terms of multiple hypergeometric series [9], [10] evaluated by using the Mellin-Barnes technique. In the present paper, such a result is derived using a combination of functional equations and dimensional recurrence relations.

4.1 Derivation of functional equation for the integral $I_4^{(d)}$ and its solution

In the present paper, we will be concerned with the solution of the functional equation for the box integral with massless internal propagators. However, to find a solution for the integral with all massless internal propagators, we will use the functional equation for the integral with massive internal lines. For this reason, we start our consideration with the functional equation for the box integral with all massive internal lines

$$I_4^{(d)}(m_1^2, m_2^2, m_3^2, m_4^2; s_{12}, s_{23}, s_{34}, s_{14}, s_{13}) = \frac{1}{i\pi^{d/2}} \int \frac{d^dk_1}{P_1P_2P_3P_4},$$

(4.1)

where

$$P_i = (k_i - p_i)^2 - m_i^2 + i\eta.$$  
(4.2)

The functional equation for this integral may be obtained from the algebraic relation [13]:

$$\frac{1}{P_1P_2P_3P_4} = \frac{x_1}{P_0P_2P_3P_4} + \frac{x_2}{P_1P_0P_3P_4} + \frac{x_3}{P_1P_2P_0P_4} + \frac{x_4}{P_1P_2P_3P_0}.$$  
(4.3)

Here the momentum $p_0$ is a combination of $p_1, ..., p_4$

$$p_0 = x_1p_1 + x_2p_2 + x_3p_3 + x_4p_4,$$  
(4.4)

and $m_0^2, x_j$ must satisfy the following conditions:

$$x_1 + x_2 + x_3 + x_4 = 1,$$  
(4.5)

$$x_1x_2s_{12} + x_1x_3s_{13} + x_1x_4s_{14} + x_2x_3s_{23} + x_2x_4s_{24} + x_3x_4s_{34}$$

$$-x_1m_1^2 - x_2m_2^2 - x_3m_3^2 - x_4m_4^2 + m_0^2 = 0.$$  
(4.6)
The solution of this system for $x_1, x_4$ is

$$x_1 = \Lambda_4, \quad x_4 = 1 - x_2 - x_3 - \Lambda_4,$$

(4.7)

where $\Lambda_4$ is a root of the quadratic equation,

$$A_4\Lambda_4^2 + B_4\Lambda_4 + C_4 = 0,$$

(4.8)

with

$$A_4 = s_{14},$$

$$B_4 = (s_{24} - s_{12} + s_{14})x_2 + (s_{34} - s_{13} + s_{14})x_3 + m_2^2 - m_4^2 - s_{14},$$

$$C_4 = s_{24}x_2^2 + (s_{34} - s_{23} + s_{24})x_2x_3 + (m_2^2 - m_4^2 - s_{24})x_2 + s_{34}x_3^2$$

$$+ (m_3^2 - m_4^2 - s_{34})x_3 + m_4^2 - m_0^2.$$  

(4.9)

Integrating relation (4.3) with respect to the momentum $k_1$, we obtain the functional equation for the one-loop box integral $I_4^{(d)}$ with massive internal propagators

$$I_4^{(d)}(m_1^2, m_2^2, m_3^2, m_4^2; s_{12}, s_{23}, s_{34}, s_{14}, s_{24}, s_{13})$$

$$= I_4^{(d)}(m_0^2, m_2^2, m_3^2, m_4^2; s_{20}, s_{23}, s_{34}, s_{40}, s_{24}, s_{30})$$

$$+ I_4^{(d)}(m_1^2, m_0^2, m_3^2, m_4^2; s_{12}, s_{30}, s_{34}, s_{14}, s_{40}, s_{13})$$

$$+ I_4^{(d)}(m_1^2, m_2^2, m_0^2, m_4^2; s_{12}, s_{20}, s_{40}, s_{14}, s_{24}, s_{10})$$

$$+ I_4^{(d)}(m_1^2, m_2^2, m_3^2, m_0^2; s_{12}, s_{23}, s_{30}, s_{10}, s_{20}, s_{13}),$$

(4.10)

where $s_{12}, s_{23}, s_{34}, s_{14}, s_{24}, s_{13}$ are arbitrary scalar invariants, and $s_{40}$ are defined by

$$s_{10} = \Lambda_4(m_4^2 - s_{14} - m_1^2) + x_3(m_1^2 - m_3^2 - s_{14} + s_{13}) + x_2(m_4^2 - m_2^2 - s_{14} + s_{12}),$$

$$s_{20} = \Lambda_4(m_4^2 - m_1^2 - s_{24} + s_{12}) + x_3(m_1^2 - m_3^2 - s_{24} + s_{23}) + x_2(m_4^2 - m_2^2 - s_{24})$$

$$+ s_{24} + m_0^2 - m_4^2,$$

$$s_{30} = \Lambda_4(m_4^2 - m_1^2 - s_{34} + s_{13}) + x_3(m_1^2 - m_3^2 - s_{34}) + x_2(m_4^2 - m_2^2 - s_{34} + s_{23})$$

$$+ s_{34} + m_0^2 - m_4^2,$$

$$s_{40} = \Lambda_4(s_{14} + m_1^2 - m_4^2) + x_3(s_{34} + m_1^2 - m_3^2) + x_2(s_{24} + m_1^2 - m_2^2)$$

$$+ m_0^2 - m_4^2.$$  

(4.11)

Here $m_0, x_2, x_3$ are arbitrary parameters. Setting in (4.10) and (4.11) all masses to zero and replacing $s_{ij} \to q_{ij}, \ x_i \to z_i$ give

$$I_4^{(d)}(0, 0, 0, 0; q_{12}, q_{23}, q_{34}, q_{14}, q_{24}, q_{13})$$

$$= z_1 I_4^{(d)}(0, 0, 0, 0; q_{20}, q_{23}, q_{34}, q_{40}, q_{24}, q_{30})$$

$$+ z_2 I_4^{(d)}(0, 0, 0, 0; q_{10}, q_{30}, q_{34}, q_{14}, q_{40}, q_{13})$$

$$+ z_3 I_4^{(d)}(0, 0, 0, 0; q_{12}, q_{20}, q_{40}, q_{14}, q_{24}, q_{10})$$

$$+ z_4 I_4^{(d)}(0, 0, 0, 0; q_{12}, q_{23}, q_{30}, q_{10}, q_{20}, q_{13}),$$

(4.12)
where \( z_2, z_3 \) are arbitrary parameters, \( q_{i0} \) are defined as:

\[
q_{i0} = -\lambda_4 q_{14} + z_3(q_{13} - q_{14}) + z_2(q_{12} - q_{14}) + q_{14},
\]

\[
q_{20} = (q_{12} - q_{24}) \lambda_4 + z_3(q_{23} - q_{24}) - z_2 q_{24} + q_{24},
\]

\[
q_{30} = (q_{13} - q_{34}) \lambda_4 - z_3 q_{34} + z_2(q_{23} - q_{34}) + q_{34},
\]

\[
q_{40} = \lambda_4 q_{14} + z_3 q_{34} + z_2 q_{24},
\]

(4.13)

and \( \lambda_4 \) is the solution of the quadratic equation:

\[
a_4 \lambda_4^2 + b_4 \lambda_4 + c_4 = 0,
\]

(4.14)

with

\[
a_4 = q_{14}, \\
b_4 = (q_{24} - q_{12} + q_{14}) z_2 + (q_{34} - q_{13} + q_{14}) z_3 - q_{14}, \\
c_4 = q_{24} z_2^2 + (q_{34} - q_{23} + q_{24}) z_2 z_3 - q_{24} z_2 + q_{34} z_3^2 - q_{34} z_3.
\]

(4.15)

In order to find a solution of equation (4.12), we will exploit another functional equation, a more general one. Such an equation will be obtained from equation (4.10), setting in it \( m_1 = m_2 = m_3 = m_4 = 0 \) but retaining \( m_0 \) different from zero. In this case,

\[
I_4^{(d)}(0, 0, 0, 0; s_{12}, s_{23}, s_{34}, s_{14}, s_{24}, s_{13}) \\
= x_1 I_4^{(d)}(m_{0}^2, 0, 0; s_{20}, s_{23}, s_{34}, s_{40}, s_{24}, s_{30}) \\
+ x_2 I_4^{(d)}(0, m_{0}^2, 0; s_{10}, s_{30}, s_{14}, s_{40}, s_{13}) \\
+ x_3 I_4^{(d)}(0, 0, m_{0}^2; s_{12}, s_{20}, s_{40}, s_{14}, s_{24}, s_{10}) \\
+ x_4 I_4^{(d)}(0, 0, 0, m_{0}^2, s_{12}, s_{23}, s_{30}, s_{10}, s_{20}, s_{13}),
\]

(4.16)

where

\[
s_{10} = s_{14} + m_{0}^2 - s_{14} \overline{\Lambda}_4 + (s_{12} - s_{14}) x_2 + (s_{13} - s_{14}) x_3,
\]

\[
s_{20} = s_{24} + m_{0}^2 + (s_{12} - s_{24}) \overline{\Lambda}_4 - x_2 s_{24} + (s_{23} - s_{24}) x_3,
\]

\[
s_{30} = (s_{34} - s_{34}) \overline{\Lambda}_4 + s_{34} + m_{0}^2 + (s_{23} - s_{34}) x_2 - s_{34} x_3,
\]

\[
s_{40} = m_{0}^2 + s_{14} \overline{\Lambda}_4 + s_{24} x_2 + s_{34} x_3,
\]

(4.17)

and \( \overline{\Lambda}_4 \) is the solution of the quadratic equation

\[
s_{14} \overline{\Lambda}_4^2 + [(s_{24} - s_{12} + s_{14}) x_2 + (s_{34} - s_{13} + s_{14}) x_3 - s_{14}] \overline{\Lambda}_4 \\
+ s_{24} x_2^2 + (s_{34} - s_{23} + s_{24}) x_2 x_3 - s_{24} x_2 + s_{34} x_3^2 - s_{34} x_3 - m_{0}^2 = 0.
\]

(4.18)

In a manner similar to that for the integral \( I_3^{(d)} \), we make a list of possible equations for invariants \( s_{0j} \). It turns out that by choosing \( x_2, x_3 \) and \( m_{0}^2 \), one may fulfill the following relations:

\[
s_{10} = s_{20} = s_{30} = s_{40} = -m_{0}^2 = -r_{1234}|_{m_1=m_2=m_3=m_4=0}.
\]

(4.19)
Substituting (4.19) into equation (4.16), we find

\[
I_4^{(d)}(0, 0, 0; s_{12}, s_{23}, s_{34}, s_{14}, s_{24}, s_{13}) = r^{(1)}_{1234} B_{234}^{(d)}(\mu_4) + r^{(2)}_{1234} B_{134}^{(d)}(\mu_4) + r^{(3)}_{1234} B_{124}^{(d)}(\mu_4) + r^{(4)}_{1234} B_{123}^{(d)}(\mu_4),
\]

where

\[
B_{ijk}^{(d)}(\mu_4) = I_4^{(d)}(0, 0, 0, \mu_4; s_{ij}, s_{jk}, -\mu_4, -\mu_4, -\mu_4, s_{ik}).
\]

\[
\mu_4 = r_{1234}\bigg|_{m_1 = m_2 = m_3 = m_4 = 0} = r_{1234}.
\]

\[
\tau_{jkl}^{(i)} = \frac{\partial r_{jkl}}{\partial m_i}\bigg|_{m_i^2 = m_j^2 = m_k^2 = m_l^2 = 0}.
\]

The explicit expressions for \(\tau_{jkl}^{(i)}\) are given in Appendix A. Notice that the function \(B_{ijk}^{(d)}(\mu_4)\) is totally symmetric in \(i, j, k\) and depends only on four variables, namely \(\mu_4, s_{ij}, s_{jk}\) and \(s_{ik}\).

At the next step we will try to reduce integrals \(B_{ijk}^{(d)}\) with four variables to a combination of integrals with fewer variables. To achieve this goal, we will again use equation (4.10). Setting in this equation

\[
m_1^2 = m_2^2 = m_3^2 = 0, \quad m_4^2 = \mu_4, \quad s_{34} = s_{14} = s_{24} = -\mu_4,
\]

leads to the relation

\[
I_4^{(d)}(0, 0, 0, \mu_4; s_{ij}, s_{jk}, -\mu_4, -\mu_4, -\mu_4, s_{ik}) = x_1 I_4^{(d)}(m_0^2, 0, 0, \mu_4; s_{20}, s_{20}, -\mu_4, -\mu_4, s_{30}) + x_2 I_4^{(d)}(0, m_0^2, 0, \mu_4; s_{10}, s_{20}, -\mu_4, -\mu_4, s_{40}) + x_3 I_4^{(d)}(0, 0, m_0^2, \mu_4; s_{10}, s_{20}, -\mu_4, -\mu_4, s_{10}) + x_4 I_4^{(d)}(0, 0, 0, m_0^2; s_{ij}, s_{jk}, s_{30}, s_{10}, s_{20}, s_{10}).
\]

Here the parameters \(x_r, m_0^2\) are required to obey the following conditions:

\[
x_1 + x_2 + x_3 + x_4 = 1,
\]

\[
x_1 x_2 s_{ij} + x_1 x_3 s_{ik} + x_2 x_3 s_{jk} - \mu_4 x_4 (2 - x_4) + m_0^2 = 0.
\]

In order to find conditions on arbitrary parameters for which the number of variables in all integrals on the right-hand side of (4.24) is simultaneously diminishing, we will follow the same strategy which was employed for the functional reduction of the integral \(I_3^{(d)}\). We have compiled a list of equations similar to the list (3.18). Out of equations from this list we made all possible systems of equations consisting of 3 and 4 equations in each system. Taking into account relations (4.25), all these systems were solved for \(x_j, m_0^2\) by computer algebra system MAPLE. In particular, it was
discovered that a reduction in the number of variables occurs at \( x_4 = 0 \) and \( s_{j0}, m_0^2 \) given by
\[
s_{10} = s_{20} = s_{30} = -m_0^2 = -\mu_{ijk}, \quad s_{40} = \mu_{ijk} - \mu_4.
\] (4.26)
Substituting these values into equation (4.24), we get
\[
B^{(d)}_{ijk}(\mu_4) = \tilde{T}_{ijk}^{(i)}(\mu_{ijk}, \mu_4; s_{ijk}) + \tilde{T}_{ijk}^{(j)}(\mu_{ijk}, \mu_4; s_{ij}) + \tilde{T}_{ijk}^{(k)}(\mu_{ijk}, \mu_4; s_{ij}),
\] (4.27)
where
\[
\xi^{(d)}_{ijk}(\mu_{ijk}, \mu_4; s_{ij}) = I^{(d)}_4(0, 0, \mu_{ijk}, \mu_4; s_{ij}, -\mu_{ijk}, \mu_{ijk} - \mu_4, -\mu_4, -\mu_4, -\mu_{ijk}),
\] (4.28)
and \( \mu_{ijk} \) is defined in equation (3.20). The explicit expressions for \( \tilde{T}_{jk}^{(i)} \) are given in Appendix A. Thus, in equation (4.27) we achieved a reduction of the integral \( B^{(d)}_{ijk}(\mu_4) \) with one massive internal line to a combination of integrals depending on three kinematic variables. Substituting \( B^{(d)}_{ijk}(\mu_4) \) from equation (4.27) into equation (4.20) yields
\[
I_4(0, 0, 0, 0; s_{12}, s_{23}, s_{34}, s_{14}, s_{24}, s_{13})
= \tilde{T}^{(1)}_{1234} \left[ \tilde{T}^{(2)}_{2345} \xi^{(d)}_{45}(\mu_{234}, \mu_4; s_{23}) + \tilde{T}^{(3)}_{2345} \xi^{(d)}_{45}(\mu_{234}, \mu_4; s_{24}) + \tilde{T}^{(4)}_{2345} \xi^{(d)}_{45}(\mu_{234}, \mu_4; s_{23}) \right]
+ \tilde{T}^{(2)}_{1234} \left[ \tilde{T}^{(1)}_{1234} \xi^{(d)}_{45}(\mu_{123}, \mu_4; s_{13}) + \tilde{T}^{(3)}_{1234} \xi^{(d)}_{45}(\mu_{123}, \mu_4; s_{12}) + \tilde{T}^{(4)}_{1234} \xi^{(d)}_{45}(\mu_{123}, \mu_4; s_{13}) \right]
+ \tilde{T}^{(3)}_{1234} \left[ \tilde{T}^{(1)}_{1234} \xi^{(d)}_{45}(\mu_{124}, \mu_4; s_{12}) + \tilde{T}^{(2)}_{1234} \xi^{(d)}_{45}(\mu_{124}, \mu_4; s_{13}) + \tilde{T}^{(3)}_{1234} \xi^{(d)}_{45}(\mu_{123}, \mu_4; s_{12}) \right]
+ \tilde{T}^{(4)}_{1234} \left[ \tilde{T}^{(1)}_{1234} \xi^{(d)}_{45}(\mu_{123}, \mu_4; s_{23}) + \tilde{T}^{(2)}_{1234} \xi^{(d)}_{45}(\mu_{123}, \mu_4; s_{13}) + \tilde{T}^{(3)}_{1234} \xi^{(d)}_{45}(\mu_{123}, \mu_4; s_{12}) \right].
\] (4.29)
We have not found relationships reducing \( \xi^{(d)}_{45} \) to simpler integrals with fewer arguments. Thus, using the two step functional reduction, we expressed the integral depending on six variables in terms of integrals \( \xi^{(d)}_{45} \) depending only on three variables. The analytic expression for the integral \( \xi^{(d)}_{45} \) will be presented in subsection 4.4.

### 4.2 Verification of the solution of the functional equation

Now we will show that the obtained expression (4.29) is the solution of the functional equation (4.12). Substituting \( I^{(d)}_4 \) from (4.29) into the right- and left-hand sides of relation (4.12) we obtain 60 terms. The arguments of these functions are the ratios of rather big polynomials containing various powers of square roots of some other polynomials. However, after complicated simplifications of these arguments they became rather compact and it turns out that the situation regarding the integral \( I^{(d)}_4 \)
is similar to the case of the integral $I_{3}^{(d)}$. The effective masses $\mu_{ijkr}$ for all the $\xi_{4}^{(d)}$ integrals in equation (4.12) are the same, i.e.

$$\mu_{1234} = \mu_{0234} = \mu_{1034} = \mu_{1204} = \mu_{1230}. \quad (4.30)$$

On the right-hand side of the equation, after complicated algebraic simplifications of the coefficients in front of the $\xi_{4}^{(d)}$ integrals, 40 terms with a rather nontrivial dependence on the parameters $z_{2}, z_{3}$, cancel each other. The remaining 10 terms were exactly canceled by 10 terms from the left-hand side.

### 4.3 Reduction equations for $I_{4}^{(d)}$ with particular values of variables

In practical applications the integral $I_{4}^{(d)}$ is needed for some kinematic variables $s_{ij}$ equal to zero [48, 35, 36, 51–53]. For this reason it would be interesting to study possible simplifications of relation (4.29) for these particular values of the kinematic variables. In this section, we will use the shorthand

$$I_{4}^{(d)}(s_{12}, s_{23}, s_{34}, s_{14}, s_{24}, s_{13}) \equiv I_{4}^{(d)}(0, 0, 0, 0, s_{12}, s_{23}, s_{34}, s_{14}, s_{24}, s_{13}). \quad (4.31)$$

**a) The case $s_{12} = s_{23} = 0$.** Substituting these values into equation (4.29), yields

$$2(s_{13}s_{24} - s_{14}s_{24} + s_{14}s_{24} + s_{24}^2 - s_{24}s_{34})I_{4}^{(d)}(0, 0, s_{34}, s_{14}, s_{24}, s_{13})$$

$$= (s_{13}s_{24} - s_{14}s_{24} + 2s_{14}s_{34} - s_{24}s_{34})$$

$$\times \left[ r_{1345}^{(1)}(\mu_{134}, \mu_{2h}; s_{34}) + r_{1345}^{(3)}(\mu_{134}, \mu_{2h}; s_{14}) + r_{1345}^{(4)}(\mu_{134}, \mu_{2h}; s_{13}) \right]$$

$$+ s_{13}s_{24} \xi_{4}^{(d)}(0, \mu_{2h}; s_{13}) - s_{14}s_{24} \xi_{4}^{(d)}(0, \mu_{2h}; s_{14})$$

$$- s_{34}s_{24} \xi_{4}^{(d)}(0, \mu_{2h}; s_{34}) + 2s_{24}^2 \xi_{4}^{(d)}(0, \mu_{2h}; s_{24}), \quad (4.32)$$

where

$$\mu_{2h} = \frac{-s_{13}s_{24}^2}{4(s_{13}s_{24} - s_{14}s_{24} + s_{14}s_{34} + s_{24}^2 - s_{24}s_{34})}. \quad (4.33)$$

The considered case is the most complicated one. The number of terms in (4.32) is less than in the general case but the remaining integrals are of the same complexity.

**b) The case $s_{12} = s_{34} = 0$.** This case is simpler than the previous one.

$$(s_{13} - s_{14} - s_{23} + s_{24})I_{4}^{(d)}(0, s_{23}, 0, s_{14}, s_{24}, s_{13})$$

$$= s_{13} \xi_{4}^{(d)}(0, \mu_{2e}; s_{13}) - s_{14} \xi_{4}^{(d)}(0, \mu_{2e}; s_{14})$$

$$+ s_{24} \xi_{4}^{(d)}(0, \mu_{2e}; s_{24}) - s_{23} \xi_{4}^{(d)}(0, \mu_{2e}; s_{23}), \quad (4.34)$$

where

$$\mu_{2e} = \frac{s_{14}s_{23} - s_{13}s_{24}}{4(s_{13} - s_{14} - s_{23} + s_{24})}. \quad (4.35)$$
As we will see in the next subsection each integral on the right-hand side of (4.34) is a combination of Gauss hypergeometric functions.

c) The case \( s_{12} = s_{23} = s_{34} = 0 \). Substituting these invariants \( s_{ij} \) into equation (4.29), we find

\[
(s_{13} - s_{14} + s_{24}) I_4^{(d)}(0, 0, 0, s_{14}, s_{24}, s_{13}) = s_{13} \xi_4^{(d)}(0, \mu_{1m}; s_{13}) - s_{14} \xi_4^{(d)}(0, \mu_{1m}; s_{14}) + s_{24} \xi_4^{(d)}(0, \mu_{1m}; s_{24}),
\]

where

\[
\mu_{1m} = -\frac{s_{13}s_{24}}{4(s_{13} - s_{14} + s_{24})},
\]

(4.37)

d) The case \( s_{12} = s_{23} = s_{34} = s_{14} = 0 \). Substitution of these values into (4.29) yields

\[
I_4^{(d)}(0, 0, 0, 0, s_{24}, s_{13}) = \frac{s_{13}}{(s_{13} + s_{24})} \xi_4^{(d)}(0, \mu_{0m}; s_{13}) + \frac{s_{24}}{(s_{13} + s_{24})} \xi_4^{(d)}(0, \mu_{0m}; s_{24}),
\]

where

\[
\mu_{0m} = -\frac{s_{13}s_{24}}{4(s_{13} + s_{24})}.
\]

(4.39)

We see that in all the cases but a) the integrals \( I_4^{(d)} \) are combinations of integrals \( \xi_4^{(d)}(0, \mu_{4}, s_{ij}) \) with different arguments. The analytic expression for this integral will be given in the next subsection.

4.4 Analytic evaluation of the integral \( \xi_4^{(d)} \)

An analytic result for the integral \( \xi_4^{(d)}(\mu_{3}, \mu_{4}; s_{ij}) \) can be derived by many different methods. For example, it can be evaluated by direct integration of the Feynman parameter integral

\[
\xi_4^{(d)}(\mu_{3}, \mu_{4}; s_{ij}) = \Gamma \left( 4 - \frac{d}{2} \right) \int_0^1 \int_0^1 \int_0^1 dx_1 dx_2 dx_3 x_1^2 x_2^2 h_4^d, \]

(4.40)

where

\[
h_4 = x_1^2 x_2^2 x_3 (x_3 - 1) s_{ij} - \mu_3 x_1^2 x_2^2 + (\mu_3 - \mu_4) x_1^2 + \mu_4 - i\eta.
\]

(4.41)

However, we prefer to exploit the recurrence relation with respect to the space-time dimension \( d \). There are several reasons for using this method. First, it is easier to keep the trace of the small imaginary term \( i\eta \); and second, the resulting expressions usually have a rather compact form in terms of rapidly converging hypergeometric series.
The dimensional recurrence relation for the integral \( \xi^{(d)}_{3} \) can be obtained from the results for the integral with the general kinematics given in Refs. \[6, 54\]

\[
(d - 3)\xi^{(d+2)}_{4}(\mu_{ijk}, \mu_{4}; s_{ij}) = -2\mu_{4}\xi^{(d)}_{4}(\mu_{ijk}, \mu_{4}; s_{ij}) - \xi^{(d)}_{3}(\mu_{ijk}; s_{ij}). \tag{4.42}
\]

The solution of this equation can be obtained by using the method described in Ref. \[7\] and it reads

\[
\xi^{(d)}_{4}(\mu_{3}, \mu_{4}; s_{ij}) = \frac{1}{2}\sum_{r=0}^{\infty} \frac{(-\mu_{4})^{r}}{(d - 3)_{2r}} \xi^{(d+2r)}_{3}(\mu_{3}; s_{ij}) + \frac{(-\bar{\mu}_{4})^{d/2}}{\Gamma\left(\frac{d - 3}{2}\right)} C_{4}(s_{ij}, d). \tag{4.43}
\]

Differentiating relation (4.43) with respect to \( s_{ij} \) and taking into account equation (3.35), we obtain

\[
s_{ij}\frac{\partial \xi^{(d)}_{4}(\mu_{3}, \mu_{4}; s_{ij})}{\partial s_{ij}} = \frac{(d - 2)}{4\mu_{4}^{2}} \xi^{(d)}_{4}(\mu_{3}; s_{ij}) + \frac{2(d - 3)}{(s_{ij} + 4\mu_{3})^{2}} \xi^{(d)}_{3}(s_{ij})
\]

\[+
\frac{(-\bar{\mu}_{4})^{d/2}}{\Gamma\left(\frac{d - 3}{2}\right)} \left[ s_{ij} \frac{\partial C_{4}(s_{ij}, d)}{\partial s_{ij}} + \frac{(s_{ij} + 2\mu_{3})}{(s_{ij} + 4\mu_{3})} C_{4}(s_{ij}, d) \right]. \tag{4.44}
\]

On the other hand, we can write this derivative of \( \xi^{(d)}_{4} \) with respect to \( s_{ij} \) in terms of the \( d + 2 \) dimensional integral with additional powers of propagators \[37\]

\[
\frac{\partial}{\partial s_{ij}} \xi^{(d)}_{4}(\mu_{3}, \mu_{4}; s_{ij}) = \frac{1}{i\pi^{d/2}} \int \frac{d^{d+2}k_{1}}{P_{1}P_{2}P_{3}P_{4}}. \tag{4.45}
\]

where

\[
P_{1} = (k_{1} - p_{1})^{2} + i\eta, \quad P_{2} = (k_{1} - p_{2})^{2} + i\eta, \quad P_{3} = (k_{1} - p_{3})^{2} - \mu_{3} + i\eta, \quad P_{4} = (k_{1} - p_{4})^{2} - \mu_{4} + i\eta. \tag{4.46}
\]

The kinematic invariants \( s_{ij} = (p_{i} - p_{j})^{2} \) in (4.46) are to be the same as those for the integral (4.28). After applying the recurrence relations \[6, 54\] to reduce this integral to a set of basis integrals, we obtain for \( \xi^{(d)}_{4} \) the first-order differential equation

\[
s_{ij}(s_{ij} + 4\mu_{3}) \frac{\partial}{\partial s_{ij}} \xi^{(d)}_{4}(\mu_{3}, \mu_{4}; s_{ij}) = -(s_{ij} + 2\mu_{3}) \xi^{(d)}_{4}(\mu_{3}, \mu_{4}; s_{ij})
\]

\[
+ \frac{2s_{ij}(d - 3)}{(s_{ij} + 4\mu_{3})^{2}} \xi^{(d)}_{2}(s_{ij}) - \frac{2\mu_{4}(d - 3)}{\mu_{4}^{2}(s_{ij} + 4\mu_{3})} \xi^{(d)}_{2}(0, \mu_{4}; -\mu_{4})
\]

\[
+ \frac{(d - 3)}{2\mu_{4}} \xi^{(d)}_{2}(\mu_{3}, \mu_{4}; \mu_{3} - \mu_{4}) - \frac{(d - 2)}{4\mu_{3}\mu_{4}} \xi^{(d)}_{1}(\mu_{3}). \tag{4.47}
\]
The integrals $I_2^{(d)}$ in this formula can be simplified by employing the functional equation derived in Ref. [25]

$$I_2^{(d)}(m_1^2, m_2^2; s_{12}) = \frac{s_{12} - m_1^2 + m_2^2}{2s_{12}} I_2^{(d)} \left( m_1^2, m_2^2; \frac{(s_{12} - m_1^2 + m_2^2)^2}{s_{12}} \right) + \frac{s_{12} - m_1^2 + m_2^2}{2s_{12}} I_2^{(d)} \left( m_2^2, m_1^2; \frac{(s_{12} - m_1^2 + m_2^2)^2}{s_{12}} \right). \quad (4.48)$$

Using this relation, we find

$$I_2^{(d)}(\mu_3, \mu_4; \mu_3 - \mu_4) = I_2^{(d)}(\mu_3, \mu_3; 4(\mu_3 - \mu_4)), \quad (4.49)$$

$$I_2^{(d)}(0, \mu_4; -\mu_4) = I_2^{(d)}(0, 0; -4\mu_4). \quad (4.50)$$

The analytic result for the integral $I_2^{(d)}$ with equal masses is well known [55], [56]

$$I_2^{(d)}(m^2, m^2; q^2) = \frac{(d - 2)}{2m^2} \xi_1^{(d)}(m^2) \ _2F_1 \left[ 1, \frac{d - 4}{2}; \frac{q^2}{4m^2} \right]. \quad (4.51)$$

A combination of equations (4.44), (4.47) yields the first order differential equation for $C_4(s_{ij}, d)$:

$$s_{ij}(s_{ij} + 4\mu_3) \frac{\partial}{\partial s_{ij}} C_4^{(d)}(s_{ij}, d) - (s_{ij} + 2\mu_3) C_4^{(d)}(s_{ij}, d) - K_{4a} - \frac{K_{4b}}{s_{ij} + 4\mu_4}, \quad (4.52)$$

where

$$K_{4a} = -\frac{\Gamma \left( \frac{d-1}{2} \right)}{2\mu_3^2(-\mu_4)^{d/2}} \xi_1^{(d)}(\mu_3) \ _2F_1 \left[ 1, \frac{d-4}{2}; \frac{\mu_3}{\mu_4} \right] + \frac{\Gamma \left( \frac{d-1}{2} \right)}{(-\mu_4)^{d/2+1}} I_2^{(d)}(\mu_3, \mu_4; \mu_3 - \mu_4)$$

$$= -\pi^{1/2}\Gamma \left( \frac{d}{2} \right) \frac{2}{(-\mu_4)^{d/2+2} K} \xi_1^{(d)}(\mu_4),$$

$$K_{4b} = \frac{4\Gamma \left( \frac{d-1}{2} \right)}{(-\mu_4)^{d/2}} I_2^{(d)}(0, 0; -4\mu_4), \quad K = \sqrt{1 - \frac{\mu_3}{\mu_4}} \quad (4.53)$$

The solution of equation (4.52) is

$$C_4(s_{ij}, d) = K_{4a} \xi_a + K_{4b} \xi_b + \frac{\xi_c}{R}, \quad (4.54)$$

where $\xi_c$ is a constant of integration,

$$\xi_a = -\frac{1}{R} \ln \left( 2\mu_3 + s_{ij} + R \right) \quad (4.55)$$
\[ \zeta_0 = \frac{1}{R} \int_0^{s_{ij}} \frac{dx \sqrt{x(x+4\mu_3)}}{x(x+4\mu_4)(x+4\mu_4)} = \frac{-1}{4\mu_4\sqrt{\mu_3(s_{ij}+4\mu_3)}} F_1 \left( \frac{1}{2}, 1, \frac{3}{2}; -\frac{s_{ij}}{4\mu_4}, -\frac{s_{ij}}{4\mu_3} \right) = \frac{1}{4\mu_4(s_{ij}+4\mu_3)} \ln \left( \frac{1-Z}{1+Z} \right), \quad (4.56) \]

and

\[ R = \sqrt{s_{ij}(s_{ij}+4\mu_3)}, \quad Z = \left( \frac{s_{ij}(\mu_4-\mu_3)}{\mu_4(s_{ij}+4\mu_3)} \right)^{1/2}. \quad (4.57) \]

The constant of integration \( \zeta_c \) is easy to fix from the finiteness condition for \( C_4(s_{ij}, d) \) as \( s_{ij} \to 0 \):

\[ \zeta_c = K_{4a} \ln 2\mu_3. \quad (4.58) \]

Finally, combining all the contributions, we find

\[ C_4(s_{ij}, d) = \frac{\pi^{1/2} \Gamma \left( \frac{d}{2} \right)}{2(-\mu_4)^{d/2+2}} \xi_1(\mu_4) \left[ \ln \left( \frac{1-Z}{1+Z} \right) \right] \left( \frac{1+\frac{s_{ij}+R}{2\mu_3}}{s_{ij}+4\mu_3} \right) F_1 \left[ 1, \frac{d-3}{2}, \frac{d-1}{2}, -\frac{s_{ij}}{2}; \frac{\mu_3}{4\mu_4} \right]. \quad (4.59) \]

The analytic result for the first sum in equation (4.43) can be obtained with the help of equation (3.41), and it is

\[ \frac{1}{2} \sum_{r=0}^{\infty} \frac{(d-2)^r}{(-\mu_4)^r} \xi_3^{(d+2r)}(\mu_3; s_{ij}) = -\frac{(d-2)}{4\mu_3\mu_4 R} \ln \left( 1 + \frac{s_{ij}+R}{2\mu_3} \right) \xi_1^{(d)}(\mu_3) \left[ \frac{d-3}{2}, \frac{d-1}{2} - \frac{s_{ij}}{2}; -\frac{\mu_3}{4\mu_4} \right] + \frac{1}{2\mu_3\mu_4} \left( \frac{\mu_3}{s_{ij}+4\mu_3} \right)^{1/2} \xi_2^{(d)}(s_{ij}) F_1 \left[ \frac{d-3}{2}, \frac{d-1}{2}, 1, -\frac{s_{ij}}{2}; \frac{\mu_3}{4\mu_4} \right]. \quad (4.60) \]

Substituting (4.60), (4.59) into equation (4.43) yields

\[ \xi_4^{(d)}(\mu_3, \mu_4; s_{ij}) = \frac{\pi^{1/2} \Gamma \left( \frac{d}{2} \right)}{2\mu_4^2 \Gamma \left( \frac{d-2}{2} \right)} \xi_1^{(d)}(\mu_4) \left[ \frac{\ln \left( \frac{1-Z}{1+Z} \right)}{(s_{ij}+4\mu_3)Z} + \frac{\ln \left( 1 + \frac{s_{ij}+R}{2\mu_3} \right)}{KR} \right] - \frac{(d-2)}{4\mu_3\mu_4 R} \xi_1^{(d)}(\mu_3) \left[ \frac{d-3}{2}, \frac{d-1}{2} - \frac{s_{ij}}{2}; -\frac{\mu_3}{4\mu_4} \right] \ln \left( 1 + \frac{s_{ij}+R}{2\mu_3} \right) + \frac{1}{2\mu_3\mu_4} \left( \frac{\mu_3}{s_{ij}+4\mu_3} \right)^{1/2} \xi_2^{(d)}(s_{ij}) F_1 \left[ \frac{d-3}{2}, \frac{d-1}{2}, 1, -\frac{s_{ij}}{2}; \frac{\mu_3}{4\mu_4} \right]. \quad (4.61) \]
Performing an analytic continuation of the hypergeometric function $\text{}_2F_1$ in (4.61), we get

$$
\xi^{(d)}_4(\mu_3, \mu_4; s_{ij}) = \frac{\pi^{3/2} \Gamma\left(\frac{d}{2}\right)}{2 \mu_3^2 \Gamma\left(\frac{d-3}{2}\right)} \xi^{(d)}_1(\mu_4) \ln \left(\frac{1 - Z}{1 + Z}\right)
$$

$$
+ \frac{(d-2)(d-4)}{4 \mu_3 \mu_4 R} \xi^{(d)}_1(\mu_3) \text{}_2F_1\left[1, \frac{d-3}{2}; 1 - \frac{\mu_3}{\mu_4}\right] \ln \left(1 + \frac{s_{ij} + R}{2 \mu_3}\right)
$$

$$
+ \frac{1}{2 \mu_3 \mu_4} \left(\frac{\tilde{\mu}_3}{s_{ij} + 4 \mu_3}\right)^{\frac{1}{2}} \xi^{(d)}_2(s_{ij}) \text{}_1F_1\left(\frac{d-3}{2}, \frac{1}{2}, -\frac{s_{ij} + 4 \mu_3}{4 \mu_3}, -\frac{s_{ij}}{4 \mu_4}\right). \tag{4.62}
$$

This result is valid in the region

$$
\left|1 - \frac{\mu_3}{\mu_4}\right| < 1, \quad \left|\frac{s_{ij}}{4 \mu_3}\right| < 1, \quad \left|\frac{s_{ij}}{4 \mu_4}\right| < 1. \tag{4.63}
$$

From this expression we can obtain the value in any kinematic region by an analytic continuation of the $\text{}_2F_1$ Gauss hypergeometric function [57] and the $\text{}_1F_1$ Appell hypergeometric function [58], [59].

The terms with logarithms in (4.62) depend on the square roots $R$ and $Z$, which are independent of the small imaginary addition $i\eta$. But this causes no problems because the logarithms are multiplied by the factors $1/R$, $1/Z$, and due to this fact it does not matter which sign to choose for $R$ and $Z$. The sign should be taken the same for the argument of the logarithm and for the factor in front of the logarithm.

Now let us consider the integral $\xi^{(d)}_4$ at $s_{12} = 0$. The value of this integral can be derived from the Feynman parameter integral

$$
\xi^{(d)}_4(\mu_3, \mu_4; 0) = -\left(\frac{d-2}{8 \mu_3^2 \mu_4}\right) \xi^{(d)}_1(\tilde{\mu}_3) \text{}_2F_1\left[1, \frac{d-3}{2}; \tilde{\mu}_3, \tilde{\mu}_4\right]
$$

$$
+ \frac{\pi^{3/2} \tilde{\mu}_3^{d/2-3}}{4 \mu_3 \Gamma\left(\frac{d-3}{2}\right)} \sin \frac{\pi d}{2} K - 1. \tag{4.64}
$$

This result coincides with that obtained from (4.62) in the limit $s_{ij} \to 0$.

At the end of this section, we present the analytic expression for the integral $\xi^{(d)}_4(0, \mu_4, s_{ij})$, which emerged in our consideration of particular cases of functional relations for the integral $I^{(d)}_4$. The result for this integral can be obtained either as a solution of the dimensional recurrence relation

$$
\xi^{(d+2)}_4(0, \mu_4; s_{ij}) = -\frac{2 \mu_4}{d-3} \xi^{(d)}_4(0, \mu_4; s_{ij}) + \frac{2}{s_{ij}(d-4)} \xi^{(d)}_2(s_{ij}), \tag{4.65}
$$

which follows from equation (4.42) taken at $\mu_{ijk} = 0$ and $\xi^{(d)}_3$ replaced by $\xi^{(d)}_2$, according to equation (3.30), or by performing an analytic continuation of the relation...
In both cases the same result was obtained

\[
\xi_4^{(d)}(0, \mu_4; s_{ij}) = \frac{(d-3)}{2s_{ij}\mu_4} \xi_2^{(d)}(-4\mu_4) \ln \left( 1 + \frac{\tilde{s}_{ij}}{4\mu_4} \right) + \frac{(d-3)}{(d-4)s_{ij}\mu_4} \xi_2^{(d)}(s_{ij}) \, _2F_1\left[ 1, \frac{d-2}{2}; \frac{-\tilde{s}_{ij}}{4\mu_4} \right].
\]

(4.66)

It is important to note that for evaluating analytic results for all the three particular cases the only function, namely \( \xi_4^{(d)}(0, \mu_4; s_{ij}) \), is required. This is one of the advantages of our functional reduction method.

### 4.5 The \( \varepsilon \) expansion of \( I_4^{(d)} \) for particular values of variables

In this subsection, we will present the leading term in the expansion of the integral \( I_4^{(d)} \) for particular cases b), c) and d) considered in subsection (4.3). We reserve derivation of the \( \varepsilon \) expansion of the integral \( I_4^{(d)} \) for general kinematics for a future publication.

To obtain \( \varepsilon = (4 - d)/2 \) expansion of \( I_4^{(d)} \) for the cases b), c) and d), we need to know the first terms in the expansion only for the integral \( \xi_4^{(d)}(0, \mu_4; s_{ij}) \). Plugging expansions for the \( _2F_1 \) function, obtained by using the HypExp package [20], and for the integral \( \xi_4^{(d)}(0, \mu_4; s_{ij}) \) into equation (4.66), we find

\[
\xi_4^{(d-2\varepsilon)}(0, \mu_4; s_{ij}) = -\frac{\Gamma(1+\varepsilon)}{2\varepsilon^2\mu_4 s_{ij}} \left\{ 1 - \varepsilon L_{ij} - \varepsilon^2 \left[ \frac{\pi^2}{3} - \frac{1}{2} L_{ij}^2 - \text{Li}_2 \left( 1 + \frac{\tilde{s}_{ij}}{4\mu_4} \right) \right] \right\} + O(\varepsilon).
\]

(4.67)

where

\[
L_{ij} = \ln(-\tilde{s}_{ij}).
\]

(4.68)

We compared numerical values derived from this formula with the results obtained by the numerical program SecDec [38] and found complete agreement for both the space- and time-like values of the scalar invariants \( s_{ij} \).

Using equation (4.67), it is easy to derive from equation (4.38) the leading term in the \( \varepsilon \) expansion for the integral \( I_4^{(d)} \) for three particular cases b), c) and d).

For the case b) we find:

\[
I_4^{(d-2\varepsilon)}(0, s_{23}, 0, s_{14}, s_{24}, s_{13}) = \frac{2}{(s_{14}s_{23} - s_{13}s_{24})} \varepsilon \left\{ L_{13} - L_{14} - L_{23} + L_{24} + \varepsilon \left[ \text{Li}_2 \left( 1 + \frac{s_{14}}{4\mu_2} \right) - \text{Li}_2 \left( 1 + \frac{s_{13}}{4\mu_2} \right) - \text{Li}_2 \left( 1 + \frac{s_{24}}{4\mu_2} \right) + \text{Li}_2 \left( 1 + \frac{s_{23}}{4\mu_2} \right) \right] + \frac{1}{2} \left( L_{14}^2 - L_{13}^2 - L_{24}^2 + L_{23}^2 \right) \right\}.
\]

(4.69)

Here and in formulae below we used \( L_{ij} \) defined in equation (4.68).
For the case c) the leading term in $\varepsilon$ is:

$$I_{4}^{(4-2\varepsilon)}(0, 0, 0, s_{14}, s_{24}, s_{13}) = \frac{2\Gamma(1 + \varepsilon)}{s_{13}s_{24}\varepsilon^2} \{ 1 + \varepsilon(L_{14} - L_{13} - L_{24}) + \varepsilon^2 \left[ \text{Li}_2 \left( 1 + \frac{s_{13}}{4\mu_{1m}} \right) + \text{Li}_2 \left( 1 + \frac{s_{24}}{4\mu_{1m}} \right) - \text{Li}_2 \left( 1 + \frac{s_{14}}{4\mu_{1m}} \right) + \frac{1}{2}L_{13}^2 - \frac{1}{2}L_{14}^2 + \frac{1}{2}L_{24}^2 - 2\zeta_2 \right] \}.$$  \hspace{1cm} (4.70)

For the case c), when all external legs are on-shell, we get

$$I_{4}^{(4-2\varepsilon)}(0, 0, 0, s_{24}, s_{13}) = \frac{4\Gamma(1 + \varepsilon)}{s_{13}s_{24}\varepsilon^2} \left\{ 1 - \frac{\varepsilon}{2} [L_{13} + L_{24}] + \frac{\varepsilon^2}{2} [L_{13}L_{24} - 5\zeta_2] \right\} + O(\varepsilon), \hspace{1cm} (4.71)$$

We compared the numerical results obtained from (4.69), (4.70), (4.71) and the results obtained by the numerical program SecDec and found perfect agreement within the errors declared in this program for both the time- and space-like invariants $s_{ij}$.

Next we turn to the derivation of the small $\varepsilon$ expansion for the integral $I_{4}^{(d)}$ taken at $d = 6 - 2\varepsilon$.

From equations (4.65), (4.72) we obtain the first term in the expansion of the integral $\xi_{4}^{(6-2\varepsilon)}(0, \mu_{4}; s_{ij})$ for small $\varepsilon = (6 - d)/2$

$$\xi_{4}^{(6-2\varepsilon)}(0, \mu_{4}; s_{ij}) = \frac{1}{s_{ij}} \left[ \text{Li}_2 \left( 1 + \frac{s_{ij}}{4\mu_{4}} \right) - \zeta_2 \right] + O(\varepsilon). \hspace{1cm} (4.72)$$

The integral $I_{4}^{(6-2\varepsilon)}$ for the case b) reads:

$$I_{4}^{(6-2\varepsilon)}(0, s_{23}, 0, s_{14}, s_{24}, s_{13}) = \frac{1}{s_{13} - s_{14} - s_{23} + s_{24}} \left[ \text{Li}_2 \left( 1 + \frac{s_{13}}{4\mu_{2e}} \right) - \text{Li}_2 \left( 1 + \frac{s_{14}}{4\mu_{2e}} \right) + \text{Li}_2 \left( 1 + \frac{s_{24}}{4\mu_{2e}} \right) - \text{Li}_2 \left( 1 + \frac{s_{23}}{4\mu_{2e}} \right) \right] + O(\varepsilon). \hspace{1cm} (4.73)$$

The integrals $I_{4}^{(6-2\varepsilon)}$ for the cases c) and d) read

$$I_{4}^{(6-2\varepsilon)}(0, 0, s_{14}, s_{24}, s_{13}) = \frac{-4\mu_{1m}}{s_{13}s_{24}} \left[ \text{Li}_2 \left( 1 + \frac{s_{13}}{4\mu_{1m}} \right) - \text{Li}_2 \left( 1 + \frac{s_{14}}{4\mu_{1m}} \right) + \text{Li}_2 \left( 1 + \frac{s_{24}}{4\mu_{1m}} \right) - \zeta_2 \right] + O(\varepsilon),$$

$$I_{4}^{(6-2\varepsilon)}(0, 0, 0, s_{24}, s_{13}) = \frac{-1}{2(s_{13} + s_{24})} \left[ \ln^2 \left( \frac{s_{24}}{s_{13}} \right) + 6\zeta_2 \right] + O(\varepsilon). \hspace{1cm} (4.74)$$
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We notice that in all three cases the integrals have neither infrared nor ultraviolet divergences, as it must be. The result (4.74) agrees with the one presented in Ref. [61]. We have check that the results for the $\varepsilon$ expansion of the $I_4^{(d)}$ integrals at $d = 4 - 2\varepsilon$ and $d = 6 - 2\varepsilon$ obey the following relations:

$$I_4^{(d+2)}(0, 0, 0, 0, s_{24}, s_{13}) = -\frac{2\bar{\mu}_0 m}{(d - 3)} I_4^{(d)}(0, 0, 0, 0, s_{24}, s_{13}) - \frac{8\bar{\mu}_0 m}{(d - 4)s_{13}s_{24}} \left[ \xi^{(d)}_2(s_{13}) + \xi^{(d)}_2(s_{24}) \right],$$

(4.75)

$$I_4^{(d+2)}(0, 0, 0, s_{14}, s_{24}, s_{13}) = -\frac{2\bar{\mu}_1 m}{(d - 3)} I_4^{(d)}(0, 0, 0, s_{14}, s_{24}, s_{13})$$

$$- \frac{8\bar{\mu}_1 m}{(d - 4)s_{13}s_{24}} \left[ \xi^{(d)}_2(s_{13}) - \xi^{(d)}_2(s_{14}) + \xi^{(d)}_2(s_{24}) \right],$$

(4.76)

$$I_4^{(d+2)}(0, s_{23}, 0, s_{14}, s_{24}, s_{13}) = -\frac{2\bar{\mu}_2 e}{(d - 3)} I_4^{(d)}(0, s_{23}, 0, s_{14}, s_{24}, s_{13})$$

$$- \frac{8\bar{\mu}_2 e}{(d - 4)(s_{13}s_{24} - s_{14}s_{23})} \left[ \xi^{(d)}_2(s_{13}) - \xi^{(d)}_2(s_{14}) - \xi^{(d)}_2(s_{23}) + \xi^{(d)}_2(s_{24}) \right],$$

(4.77)

where

$$\bar{\mu}_0 m = \mu_0 m - i\eta,$$

$$\bar{\mu}_1 m = \mu_1 m - i\eta,$$

$$\bar{\mu}_2 e = \mu_2 e - i\eta.$$  

(4.78)

5 Conclusions and outlook

In this paper, we have developed a systematic approach for calculating Feynman integrals with several kinematic variables and masses. It is based on the iterative use of functional equations. The functional equations are used for reducing Feynman integrals to a combination of integrals with fewer variables. Integrals appearing after the last step of functional reduction were evaluated by using the method of dimensional recurrence relations developed in [6, 7].

The approach was applied for calculating one-loop triangle and box integrals with massless internal propagators. Our final reduction formulae for these integrals are given in equations (3.22), (4.29). A striking feature of both relations is the fact that the integrals with massless internal propagators were expressed in terms of integrals with massive internal propagators. Notice that at the second step of the functional reduction for the box integral we performed functional reduction already for the integral with a massive internal propagator.
Integrals appearing after the last iteration of the functional reduction were evaluated by using the dimensional recurrence relations. A distinctive feature of these recurrence relations is that they are the first order inhomogeneous equations and the inhomogeneous part has only one term. This significantly simplified their solution.

There are many directions for future applications of the proposed method. First of all, we are going to apply our approach to the reduction of massless one-loop scalar integrals associated with diagrams with five and six external legs. Also, the method can be extended without problems to the one-loop integrals with massive internal propagators.

Another important direction for future research will be the extension of the method of functional reduction to the evaluation of multiloop integrals. One can easily write down functional equations for multiloop integrals, but to elaborate a systematic algorithm one should solve a number of problems. At the present time, we are working on the solution of these problems.
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7 Appendix A

In this appendix, we give the definition of the Gram determinants and explicit formulae for polynomials occurring in equations (3.22), (4.20), (4.29).

\[
\Delta_n \equiv \Delta_n(\{p_1, m_1\}, \ldots \{p_n, m_n\}) = \begin{vmatrix}
Y_{11} & Y_{12} & \ldots & Y_{1n} \\
Y_{12} & Y_{22} & \ldots & Y_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
Y_{1n} & Y_{2n} & \ldots & Y_{nn}
\end{vmatrix},
\]

(7.1)

\[
Y_{ij} = m_i^2 + m_j^2 - s_{ij},
\]

(7.2)

\[
G_{n-1} \equiv G_{n-1}(p_1, \ldots, p_n) = -2 \begin{vmatrix}
S_{11} & S_{12} & \ldots & S_{1, n-1} \\
S_{21} & S_{22} & \ldots & S_{2, n-1} \\
\vdots & \vdots & \ddots & \vdots \\
S_{n-1, 1} & S_{n-1, 2} & \ldots & S_{n-1, n-1}
\end{vmatrix},
\]

(7.3)
$$S_{ij} = s_{in} + s_{jn} - s_{ij}, \quad (7.4)$$

where $s_{ij}^2 = (p_i - p_j)^2$, $p_i$ are combinations of external momenta flowing through $i$-th lines, respectively, and $m_i$ is the mass of the $i$-th line. Where no confusion can arise, we simply refer to the above functions as $\Delta_n$, $G_{n-1}$. We will also use an indexed notation for $\Delta_n$ and $G_{n-1}$

$$\lambda_{i_1i_2...i_n} = \Delta_n(\{p_{i_1}, m_{i_1}\}, \{p_{i_2}, m_{i_2}\}, \ldots, \{p_{i_n}, m_{i_n}\}),$$

$$g_{i_1i_2...i_n} = G_{n-1}(p_{i_1}, p_{i_2}, \ldots, p_{i_n}). \quad (7.5)$$

Our results depend on the ratios of $\lambda_{i_1i_2...i_n}$ and $g_{i_1i_2...i_n}$ and, therefore, it is convenient to introduce the notation

$$r_{ij...k} = -\frac{\lambda_{ij...k}}{g_{ij...k}}. \quad (7.6)$$

The imaginary part of $r$ is rather simple. Using

$$\sum_{j=1}^{n} \partial_j \lambda_{i_1...i_n} = -g_{i_1...i_n} = -G_{n-1}, \quad (7.7)$$

one shows that to all orders in $\eta$

$$\lambda_{i_1i_2...i_n}(\{m_r^2 - i\eta\}) = \lambda_{i_1i_2...i_n}(\{m_r^2\}) + ig_{i_1i_2...i_n} \eta, \quad (7.8)$$

and, therefore, the causal $\eta$ prescription for $r$ is (with the same $\eta$ for all masses)

$$r_{ij...k}|_{m_r^2 - i\eta} = r_{ij...k}|_{m_r^2} - i\eta. \quad (7.9)$$

For the reader’s convenience we present below explicit expressions for the ratios of Gram determinants and their derivatives occurring in the reduction formulae for the integrals $I_3^{(d)}$ and $I_4^{(d)}$:

$$T_{ijk}^{(i)} = \frac{2s_{jk}(s_{ij} - s_{ij} - s_{ik})}{g_{ijk}},$$

$$T_{ijk}^{(j)} = \frac{2s_{ik}(s_{ik} - s_{ij} - s_{jk})}{g_{ijk}},$$

$$T_{ijk}^{(k)} = \frac{2s_{ij}(s_{ij} - s_{ik} - s_{jk})}{g_{ijk}},$$

$$\tilde{T}_{njk} = -\frac{\lambda_{njk}}{g_{njk}} = \tilde{T}_{njk} - i\eta. \quad (7.10)$$
In this appendix, we describe derivation of the analytic dependence of the one-loop massless propagator integral (3.27) on the small imaginary part $\eta$ added to the propagators. Expression (3.27) can be obtained as a leading term of the analytic result for the integral

$$I^{(d)}_2(m^2, m^2; q^2) = \int \frac{d^dk_1}{i\pi^{d/2}} \frac{1}{((k_1 - q)^2 - m^2 + i\eta)(k_1^2 - m^2 + i\eta)},$$

(8.1)

taken at $m^2 = 0$ and $\eta \to 0$. The integral (8.1) can be obtained as a solution of the dimensional recurrence relation

$$2(d-1)I^{(d+2)}_2(m^2, m^2; q^2) - (q^2 - 4m^2)I^{(d)}_2(m^2, m^2; q^2) + 2\xi^{(d)}_1(m^2) = 0.$$  

(8.2)
At $|q^2| > 4|\tilde{m}^2|$ the solution of this equation reads [6]

\[
I_2^{(d)}(m^2, m^2; q^2) = \frac{-\pi^{3/2}}{2^{d-3} \Gamma\left(\frac{d-1}{2}\right) q^4 \sin \frac{\pi d}{2}} \left(\frac{q^2}{q^2 - 4\tilde{m}^2}\right)^{\frac{d}{2}} (-q^2 + 4\tilde{m}^2)^{\frac{d}{2}}
- \frac{2\pi}{q^2 \Gamma\left(\frac{d}{2}\right) \sin \frac{\pi d}{2}} \frac{\tilde{m}^{d-2}}{2} \left[1, \frac{d}{2}, 4\tilde{m}^2\right].
\]  

(8.3)

This expression agrees with the one presented in Ref. [56]. For the massless case in expression (8.3) we must set $m^2 = 0$ or $\tilde{m}^2 = -i\eta$.

(8.4)

As $\eta \to 0$, the second term in equation (8.3) is exponentially small compared to the first term and, therefore, it can be neglected. Thus, the leading contribution to the integral $I_2^{(d)}(0, 0; q^2)$ reads

\[
I_2^{(d)}(0, 0; q^2) = \frac{1}{i\pi^{d/2}} \int \frac{d^dk_1}{[(k_1 - q)^2 + i\eta][k_1^2 + i\eta]}
= \frac{-\pi^2}{2^{d-3} \Gamma\left(\frac{d-1}{2}\right) \sin \frac{\pi d}{2}} \left(-q^2 - 4i\eta\right)^{\frac{d}{2}} + O(\max(|\eta|, |\eta|^{(d-2)/2})).
\]

(8.5)

We simplified the first term in (8.3) by dropping terms proportional to $\eta$, keeping the structure of the branch point in the vicinity of $q^2 = 0$. The leading term in (8.5) is in agreement with (3.27).

9 Appendix C

For the sake of completeness, we present in this appendix useful formulae for the Appell $F_1$ and Gauss $2F_1$ hypergeometric functions.

9.1 The $2F_1$ Gauss hypergeometric function

a) Series representation:

\[
2F_1(\alpha, \beta, \gamma, x) = \sum_{m=0}^{\infty} \frac{(\alpha)_m (\beta)_m}{(\gamma)_m} \frac{x^m}{m!}
\]

(9.1)

b) Integral representation:

\[
2F_1\left[\frac{\alpha, \beta}{\gamma}; x\right] = \frac{\Gamma(\gamma)}{\Gamma(\beta) \Gamma(\gamma - \beta)} \int_0^1 du \frac{u^{\beta-1}(1-u)^{\gamma-\beta-1}(1-ux)^{-\alpha}}{\Gamma(\gamma - \beta)},
\]

\[
\text{Re}(\beta) > 0, \quad \text{Re}(\gamma - \beta) > 0.
\]

(9.2)
9.2 The $F_1$ Appell function

a) Series representation

\[ F_1(\alpha, \beta, \beta'; \gamma; x, y) = \sum_{n=0}^{\infty} \frac{\alpha_n (\beta)_n x^n}{(\gamma)_n n!} 2F_1 \left[ \begin{array}{c} \alpha + n, \beta' \gamma + n \end{array} ; y \right]. \]  

(9.3)

\[ F_1(\alpha, \beta, \beta'; \gamma; x, y) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{\alpha_n (\beta)_n (\beta')_m n!}{(\gamma)_{n+m} m!} x^n y^m, \]  

(9.4)

b) Integral representation

\[ F_1(\alpha, \beta, \beta'; \gamma; x, y) = \frac{\Gamma(\gamma)\Gamma(\beta - \alpha)}{\Gamma(\beta)\Gamma(\gamma - \alpha)} \int_0^1 \frac{u^{\alpha-1}(1-u)^{\gamma-\alpha-1}}{(1-ux)^{\beta}(1-uy)^{\beta'}} du \]  

(9.5)

c) Analytic continuation for the Appell function $F_1$ at large argument $x$ [58], [59]:

\[ F_1(\alpha, \beta, \beta', \gamma; x, y) = \frac{\Gamma(\gamma)\Gamma(\beta - \alpha)}{\Gamma(\beta)\Gamma(\gamma - \alpha)} (-x)^{-\alpha} F_1 \left( \begin{array}{c} \alpha, 1 + \alpha - \gamma, \beta', 1 + \alpha - \beta, \frac{1}{x}, \frac{1}{x} \end{array} ; x \right) \]

\[ + \frac{\Gamma(\gamma)\Gamma(\alpha - \beta)}{\Gamma(\alpha)\Gamma(\gamma - \beta)} (-x)^{-\beta} G_2 \left( \begin{array}{c} \beta, \beta', \alpha - \beta, 1 + \beta - \gamma, \frac{1}{x}, -y \end{array} ; x \right) \]  

(9.6)

where

\[ G_2(a_1, a_2, b_1, b_2; x, y) = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(a_1)_n (a_2)_n (b_1)_{n-m} (b_2)_{m-n} x^n y^m}{m! n!}, \quad |x| < 1, \quad |y| < 1. \]  

(9.7)

References

[1] Georges Aad et al. Observation of a new particle in the search for the Standard Model Higgs boson with the ATLAS detector at the LHC. Phys. Lett., B716:1–29, 2012.

[2] Serguei Chatrchyan et al. Observation of a new boson at a mass of 125 GeV with the CMS experiment at the LHC. Phys. Lett., B716:30–61, 2012.

[3] Michelangelo Mangano et al. Future Circular Collider. Technical Report CERN-ACC-2018-0056, CERN, Geneva, Dec 2018. Submitted for publication to Eur. Phys. J. C.

[4] D. I. Kazakov. Multiloop Calculations: Method of Uniqueness and Functional Equations. Theor. Math. Phys., 62:84–89, 1985. [Teor. Mat. Fiz.62,127(1984)].

[5] S. Laporta. High precision calculation of multiloop Feynman integrals by difference equations. Int. J. Mod. Phys., A15:5087–5159, 2000.
[6] O. V. Tarasov. *Connection between Feynman integrals having different values of the space-time dimension*. Phys.Rev., D54:6479–6490, 1996.

[7] O. V. Tarasov. *Application and explicit solution of recurrence relations with respect to space-time dimension*. Nucl.Phys.Proc.Suppl., 89:237–245, 2000.

[8] J. Fleischer, F. Jegerlehner, and O.V. Tarasov. *A new hypergeometric representation of one loop scalar integrals in d dimensions*. Nucl.Phys., B672:303–328, 2003.

[9] A. I. Davydychev. *Some exact results for N point massive Feynman integrals*. J. Math. Phys., 32:1052–1060, 1991.

[10] A. I. Davydychev. *General results for massive N point Feynman diagrams with different masses*. J. Math. Phys., 33:358–369, 1992.

[11] C. Anastasiou, E. W. Nigel Glover, and C. Oleari. *Scalar one loop integrals using the negative dimension approach*. Nucl. Phys., B572:307–360, 2000.

[12] O. V. Tarasov. *New relationships between Feynman integrals*. Phys.Lett., B670:67–72, 2008.

[13] O. V. Tarasov. *Derivation of functional equations for Feynman integrals from algebraic relations*. Journal of High Energy Physics, 2017(11):38, Nov 2017.

[14] A. I. Davydychev. *Geometrical splitting and reduction of Feynman diagrams*. J. Phys. Conf. Ser., 762(1):012068, 2016.

[15] A. I. Davydychev. *Four-point function in general kinematics through geometrical splitting and reduction*. J. Phys. Conf. Ser., 1085(5):052016, 2018.

[16] B. A. Kniehl and O. V. Tarasov. *Functional equations for one-loop master integrals for heavy-quark production and Bhabha scattering*. Nucl.Phys., B820:178–192, 2009.

[17] A. I. Davydychev. *Explicit results for all orders of the epsilon expansion of certain massive and massless diagrams*. Phys. Rev., D61:087701, 2000.

[18] A. I. Davydychev and M. Yu. Kalmykov. *Some remarks on the epsilon expansion of dimensionally regulated Feynman diagrams*. Nucl.Phys.Proc.Suppl., 89:283–288, 2000.

[19] A. I. Davydychev and M. Yu. Kalmykov. *New results for the epsilon expansion of certain one, two and three loop Feynman diagrams*. Nucl.Phys., B605:266–318, 2001.

[20] T. Huber and D. Maitre. *HypExp: A Mathematica package for expanding hypergeometric functions around integer-valued parameters*. Comput. Phys. Commun., 175:122–144, 2006.

[21] M. Yu. Kalmykov, B. F. L. Ward, and S. Yost. *All order epsilon-expansion of Gauss hypergeometric functions with integer and half/integer values of parameters*. JHEP, 02:040, 2007.

[22] M. Yu. Kalmykov. *Gauss hypergeometric function: Reduction, epsilon-expansion for integer/half-integer parameters and Feynman diagrams*. JHEP, 04:056, 2006.
[23] U. Nierste, D. Muller, and M. Bohm. Two loop relevant parts of D-dimensional massive scalar one loop integrals. Z. Phys., C57:605–614, 1993.

[24] Korner, J. G. and Merebashvili, Z. and Rogal, M. Laurent series expansion of massive scalar one-loop integrals to O(ε^2). Phys. Rev., D71:054028, 2005.

[25] O. V. Tarasov. Functional equations for Feynman integrals. Phys.Part.Nucl.Lett., 8:419–427, 2011.

[26] E. Castillo, A. Iglesias, and R. Ruiz-Cobo. Functional Equations in Applied Sciences. Mathematics in Science and Engineering. Elsevier Science, 2004.

[27] J.D. Aczél and J. Dhombres. Functional Equations in Several Variables. Encyclopedia of Mathematics. Cambridge University Press, 1989.

[28] Kuczma M. A survey of the theory of functional equations. Publikacije Elektrotehnichkog fakulteta. Serija Matematika i fizika, 130:1–64, 1964.

[29] C.G. Small. Functional Equations and How to Solve Them. Problem Books in Mathematics. Springer New York, 2006.

[30] T.M. Rassias. Functional Equations and Inequalities. Mathematics and Its Applications. Springer Netherlands, 2000.

[31] C. Efthimiou. Introduction to Functional Equations: Theory and Problem-solving Strategies for Mathematical Competitions and Beyond. MSRI mathematical circles library. MSRI Mathematical Sciences Research Inst., 2011.

[32] J. Aczél. Lectures on Functional Equations and Their Applications. Mathematics in Science and Engineering. Elsevier Science, 1966.

[33] Sincov D.M. Notes sur la calcul functionnel (in Russian). Bull. Soc. Phys.-Math. Kazan, 13:48–72, 1903.

[34] Sincov D.M. Über eine funktionalgleichung. Arch. Math. Phys., 6:216–217, 1903.

[35] G. Duplancic and B. Nizic. Dimensionally regulated one loop box scalar integrals with massless internal lines. Eur. Phys. J., C20:357–370, 2001.

[36] G. Duplancic and B. Nizic. IR finite one loop box scalar integral with massless internal lines. Eur. Phys. J., C24:385–391, 2002.

[37] O. V. Tarasov. A New approach to the momentum expansion of multiloop Feynman diagrams. Nucl.Phys., B480:397–412, 1996.

[38] S. Borowka, G. Heinrich, S. Jahn, S. P. Jones, M. Kerner, J. Schlenk, and T. Zirke. pySecDec: a toolbox for the numerical evaluation of multi-scale integrals. Comput. Phys. Commun., 222:313–326, 2018.

[39] B. G. Nickel. Evaluation of Simple Feynman Graphs. J. Math. Phys., 19:542–548, 1978.

[40] N. I. Usyukina and A. I. Davydychev. An Approach to the evaluation of three and four point ladder diagrams. Phys. Lett., B298:363–370, 1993.
[41] H. J. Lu and C. A. Perez. Massless one loop scalar three point integral and associated Clausen, Glaisher and L functions. 1992.

[42] A. I. Davydychev and J.B. Tausk. A Magic connection between massive and massless diagrams. Phys.Rev., D53:7381–7384, 1996.

[43] A. I. Davydychev and R. Delbourgo. A Geometrical angle on Feynman integrals. J. Math. Phys., 39:4299–4334, 1998.

[44] Z. Bern, L. J. Dixon, and D. A. Kosower. One loop amplitudes for e+ e- to four partons. Nucl. Phys., B513:3–86, 1998.

[45] Luis G. Cabral-Rosetti and Miguel A. Sanchis-Lozano. Appell functions and the scalar one loop three point integrals in Feynman diagrams. J. Phys. Conf. Ser., 37:82–89, 2006.

[46] A. Denner, U. Nierste, and R. Scharf. A Compact expression for the scalar one loop four point function. Nucl. Phys., B367:637–656, 1991.

[47] N. I. Usyukina and A. I. Davydychev. Exact results for three and four point ladder diagrams with an arbitrary number of rungs. Phys. Lett., B305:136–143, 1993.

[48] Z. Bern, L. J. Dixon, and D. A. Kosower. Dimensionally regulated pentagon integrals. Nucl. Phys., B412:751–816, 1994.

[49] Z. Bern, L. J. Dixon, and D. A. Kosower. One loop corrections to five gluon amplitudes. Phys. Rev. Lett., 70:2677–2680, 1993.

[50] C. Anastasiou, E. W. Nigel Glover, and C. Oleari. Application of the negative dimension approach to massless scalar box integrals. Nucl. Phys., B565:445–467, 2000.

[51] E. W. Nigel Glover and M. E. Tejeda-Yeomans. One loop QCD corrections to gluon-gluon scattering at NNLO. JHEP, 05:010, 2001.

[52] M. G. Kozlov. One-loop pentagon integral with one off-shell leg in 6-2ε dimensions. Phys. Rev., D95(3):036008, 2017.

[53] D. Chicherin and E. Sokatchev. Conformal anomaly of generalized form factors and finite loop integrals. JHEP, 04:082, 2018.

[54] J. Fleischer, F. Jegerlehner, and O.V. Tarasov. Algebraic reduction of one loop Feynman graph amplitudes. Nucl.Phys., B566:423–440, 2000.

[55] C. G. Bollini and J. J. Giambiagi. Lowest order divergent graphs in nu-dimensional space. Phys. Lett., B40:566–568, 1972.

[56] E.E. Boos and A. I. Davydychev. A Method of evaluating massive Feynman integrals. Theor.Math.Phys., 89:1052–1063, 1991.

[57] Harry Bateman and Arthur Erdlyi. Higher transcendental functions. Calif. Inst. Technol. Bateman Manuscr. Project. McGraw-Hill, New York, NY, 1955.

[58] Per O. M. Olsson. Integration of the Partial Differential Equations for the
Hypergeometric Functions $F_1$ and $F_D$ of Two and More Variables. *Journal of Mathematical Physics*, 5(3):420–430, 1964.

[59] S. I. Bezrodnykh. Analytic continuation of the Appell function $F_1$ and integration of the associated system of equations in the logarithmic case. *Computational Mathematics and Mathematical Physics*, 57(4):559–589, Apr 2017.

[60] S. Borowka, G. Heinrich, S. Jahn, S. P. Jones, M. Kerner, J. Schlenk, T. Zirke. A toolbox for the numerical evaluation of multiscale integrals. *Comp.Phys.Commun.*, 222:178–192, 2009.

[61] L. V. Bork, D. I. Kazakov, and D. E. Vlasenko. On the amplitudes in $N=(1,1) \ D=6$ SYM. *JHEP*, 11:065, 2013.