Estimation of Online State of Charge and State of Health Based on Neural Network Model Banks Using Lithium Batteries
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Abstract: Lithium batteries are secondary batteries used as power sources in various applications, such as electric vehicles, portable devices, and energy storage devices. However, because explosions frequently occur during their operation, improving battery safety by developing battery management systems with excellent reliability and efficiency has become a recent research focus. The performance of the battery management system varies depending on the estimated accuracy of the state of charge (SOC) and state of health (SOH). Therefore, we propose a SOH and SOC estimation method for lithium–ion batteries in this study. The proposed method includes four neural network models—one is used to estimate the SOH, and the other three are configured as normal, caution, and fault neural network model banks for estimating the SOC. The experimental results demonstrate that the proposed method using the long short-term memory model outperforms its counterparts.
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1. Introduction

Lithium batteries are secondary batteries used as power sources in various technologies, such as electric vehicles, portable devices, and energy storage devices, owing to their high-power density, low self-discharge rate, and light weight [1–4]. However, explosions caused by lithium batteries commonly result in accidents, necessitating research on highly reliable and effective battery management systems [5–8]. To improve safety, the battery management system monitors the voltage, current, and temperature of the battery. In addition, the state of charge (SOC) and state of health (SOH) are estimated through the internal parameters of the battery, which prevents a voltage imbalance between cells inside the battery pack as well as overcharge/discharge to maximize the battery performance. Therefore, accurately determining the SOC and SOH of a battery is directly related to the performance improvement of the battery management system. However, SOC and SOH cannot be measured directly and must be estimated through algorithms using the internal or external parameters of the batteries, such as voltage, current, and temperature. These parameters can be affected by the status of the operating environment and battery. Hence, modeling algorithms that reflect the particular characteristics of the battery are required.

Several studies have been conducted on SOC and SOH estimation methods using various methods. For example, a recently proposed SOC estimation method uses a feedforward-long short-term memory model to reflect battery characteristics based on a sliding balance window [9] and an adaptive square root extended Kalman filter method that minimizes the effect of noise, regardless of the temperature [10]. Typical methods for estimating SOC and SOH include model-based, data-driven, and Coulomb counting methods [11]. Model-based methods have the advantage of being powerful and highly accurate because they are based on a deep understanding of the system. However, to develop a model that accurately describes the target system, there are practical and theoretical problems to solve. Data-driven methods are advantageous because users do not require in-depth or
specific knowledge of the target system, and they can rely on the data analysis performed by the system. However, a large amount of data is required in this case. The Coulomb counting method measures the discharge current of a battery and integrates it over time to determine its current capacity. Table 1 summarizes the attributes and shortcomings of these three methods.

| Method                  | Advantages                                | Disadvantages                             | Example Model                  |
|-------------------------|-------------------------------------------|--------------------------------------------|--------------------------------|
| Model-based [12,13]     | ■ Reliable and accurate                   | ■ Requires extensive domain knowledge      | ■ Equivalent circuit model     |
|                         | ■ Universal validity                      | ■ Long development time                    | ■ Electrochemical model       |
|                         |                                          |                                            | ■ Kalman filter               |
| Data-driven [14–21]     | ■ Short development time                  | ■ Requires a large amount of data          | ■ Neural network              |
|                         | ■ Does not require much specialized       |                                            | ■ Deep learning               |
|                         |   knowledge                              |                                            | ■ Look-up table               |
| Coulomb counting [22,23]| ■ Simple to implement                     | ■ Errors accumulate over time              | ■ Coulomb counting           |

Recently, studies on battery estimation methods using Kalman filters have been actively conducted owing to the significant reduction in estimation error [24,25]. Some of the recently reported studies are as follows.

Rzepka et al. [26] proposed a SOC estimation method using an extended Kalman filter (EKF). In their study, to verify the performance of the proposed EKF model, they compared the EKF model tuned with the noise metric Q and the untuned EKF model. The experimental results revealed that the error of the untuned EKF model was 4%, and that of the tuned EKF was approximately 1%, indicating good performance. However, this error suggests that the EKF is sensitive to noise, and the state of the battery may change owing to degradation, thus decreasing the estimation of battery performance.

Li et al. [27] proposed a SOC and SOH estimation method using a dual-adaptive EKF. The proposed method improved the estimation performance by incorporating the estimation error of the terminal voltage and battery capacity information obtained from the equivalent circuit model into a filter with an estimation accuracy of less than 1%. However, the authors noted that the degradation was not considered, and the computational complexity should be considered when considering the degradation of the battery.

In this study, a neural network model was used to determine the degradation characteristics of the batteries. In the case of the neural network model, the relationship between the battery capacity and the parameters can be determined based on the parameters measured in the battery. The main challenge of this model is to accurately model battery aging by extracting useful characteristics from the measured signals [28].

In this study, SOH monitoring and SOC online estimation algorithms based on the SOH results are proposed. The main contributions of this study are as follows. First, the proposed method estimates the SOH of a battery using a neural network model. Second, the SOC was estimated using the estimated SOH value. Thus, the SOC and SOH parameters can be estimated simultaneously, and the proposed method can yield accurate SOC estimation results using the current state information of the battery. Finally, a neural network model bank is developed to study the degradation and nonlinear characteristics of lithium batteries.

This study offers the following improvements over the previous study [29]. First, the SOH estimation method is considerably different. In the previous study, a single discharge cycle was used to estimate the SOH, and the SOH was estimated after one discharge cycle was complete. However, this study proposes an algorithm that estimates the SOH using several battery parameters and the previous SOC. Thus, it is possible to simultaneously estimate SOC and SOH online.

Next, different parameters are used for the estimation of SOC and SOH. In the previous study, time and discharge voltage over a single cycle were used. However, the proposed
method uses time, voltage, current, temperature, and the previous SOC. Moreover, this method learns the relationship between battery parameters, SOC, and SOH and yields accurate results.

Among the feasible neural network models for SOH estimation, the proposed algorithm uses a multilayer neural network (MNN) and long short-term memory (LSTM) models. The neural network model bank, which combines three models for each of the MNN and LSTM models, is used for SOC estimation. The neural network model bank consists of normal, cautious, and fault models based on learned data. The proposed algorithm selects one of the three models from the neural network model bank according to the SOH estimated by the SOH model, estimates the SOC, and simultaneously outputs the SOC and SOH results. For example, when the output of the SOH diagnostic model is normal, the SOC estimation result of the normal model of the model bank is outputted. To verify the performance of the proposed algorithm, the MNN and LSTM models were compared with NASA and Oxford battery datasets. This procedure is described in detail in Section 3.1.3.

2. Battery Data Analysis

This study used the battery data provided by NASA and Oxford to verify the proposed algorithm. The NASA and Oxford datasets include data from the B0005 battery and Cell 1, respectively. Using the NASA dataset, a lithium battery with a capacity of 2 Ah was discharged with a constant current of 2 A at room temperature until the battery voltage dropped to 2.7 V. Using the Oxford dataset, the 740 mAh SLPB533459H4 battery was discharged at 1 C until the battery voltage dropped to 2.7 V.

Figure 1 shows the cycle curve of NASA’s B0005 battery. The left shift of the discharge curve indicates that the total capacity of the battery decreases and is also an indicator of the SOH. The battery voltage, which decreases with discharge time, is an indicator of the SOC.

![Figure 1. Variations of the voltage and capacity of B0005 battery.](image)

The SOC represents the available capacity of a battery as a percentage. It is primarily used to estimate the battery availability in the battery management system. The fully charged state is indicated as 100%, and the completely discharged state is indicated as 0%. The battery capacity decreases as the degradation progresses. Thus, even if the SOC is the same, the available capacities of the new and degraded batteries differ. Therefore, an
accurate estimation of the SOC is required to manage the battery efficiently [30]. The SOC is expressed as follows:

\[
\text{SOC} = \frac{C_{\text{Remaining}}}{C_{\text{Initial}}} \times 100 \, (\%),
\]

where \( C_{\text{Remaining}} \) is the capacity of the currently available battery, and \( C_{\text{Initial}} \) is the initial capacity at the time the battery is released from the factory.

The simplest method for calculating SOC is using the Coulomb counting method. However, this method cannot calculate the exact SOC value if the initial SOC setting is incorrect or if the error in the measured sensor value continues to accumulate. This study addressed these shortcomings by estimating the SOC using neural networks.

The SOH is a performance index that represents the comparison between the initial battery and current battery capacity. It is expressed as a percentage and is 100% if the capacity of the battery is the same as the initial battery state. The SOH decreases when the battery is repeatedly used, and therefore, it can be used to estimate the remaining useful life of the battery in the battery management system [31]. The SOH is expressed as follows:

\[
\text{SOH} = \frac{C_{\text{Current}}}{C_{\text{Fresh}}} \times 100 \, (\%),
\]

where \( C_{\text{Current}} \) and \( C_{\text{Fresh}} \) are the current and initial capacity of the battery, respectively.

A lithium battery is considered faulty when the capacity decreases to 80% of its initial capacity [32].

In this study, the SOH is defined as a percentage reflecting the battery capacity, where the normal, caution, and fault states of the battery exhibit SOH of 90–100%, 80–90%, and <80%, respectively.

3. Proposed SOC and SOH Estimation Method

3.1. SOC Estimation Algorithm Based on the SOH Result

3.1.1. Proposed SOC Estimation Based on SOH Result

Existing SOC estimation methods use parameters such as the voltage, current, temperature, and internal resistance to model the deterioration characteristics of a battery [33,34]. In this study, a battery SOC estimation model was developed using neural networks to determine battery characteristics. The most common neural network models are MNN and LSTM, and LSTM is a type of recurrent neural network. The characteristics of the battery change because of the degradation over time, resulting in inaccurate SOC estimation. To learn the degradation characteristics of the battery, the proposed method classifies the battery data as normal, caution, or fault according to the SOH and learns them as neural network models. Figure 2 shows the structure of the proposed SOC estimation method.

The proposed SOC estimation method involves four steps. In Step 1, the acquired battery parameters—operation time, voltage, current, and temperature—are input into the neural network model bank, and the average SOC value is calculated using the outputs. This average SOC value is used as the initial SOC value, and this step is performed only once during the algorithm execution. Step 2 involves combining the SOC values obtained in the previous step with the battery parameters and inputting them into the SOH estimation model. The SOH estimation model outputs one of three states—normal, caution, and fault—according to the estimated SOH value. In Step 3, based on the estimated SOH, the model of the current battery state is selected from the neural network model bank, and the SOC is outputted. In Step 4, the estimated SOC is used as the input parameter for the SOH estimation model.

3.1.2. Structure of SOH Estimation Model

The SOH estimation model was developed using two types of neural networks, namely MNN and LSTM. Figure 3 shows the SOH estimation model, which uses internal battery
parameters such as operation time, voltage, current, temperature, and estimated SOC to estimate the SOH.

**Figure 2.** Structure of SOH estimation method.

The proposed SOC estimation method involves four steps. In Step 1, the acquired battery parameters—operation time, voltage, current, and temperature—are input into the neural network model bank, and the average SOC value is calculated using the outputs. This average SOC value is used as the initial SOC value, and this step is performed only once during the algorithm execution.

Step 2 involves combining the SOC values obtained in the previous step with the battery parameters and inputting them into the SOH estimation model. The SOH estimation model outputs one of three states—normal, caution, and fault—according to the estimated SOH value.

In Step 3, based on the estimated SOH, the model reflecting the current battery state is selected from the neural network model bank, and the SOC is outputted.

In Step 4, the estimated SOC is used as the input parameter for the SOH estimation model.

**Figure 3.** Structure of SOH estimation method.

The SOH estimation method involved the following steps. First, the battery parameters were input into the proposed SOC estimation model, and the estimated SOC was obtained. The estimated SOC, along with the current, voltage, operating time, and temperature, were combined and used as the inputs of the SOH estimation model. Thereafter, the estimated SOH was outputted from the SOH estimation model using the input parameters. If the estimated SOH was in the range of 90–100%, it was outputted as normal. By contrast, if the SOH range was 80–90%, it was outputted as caution, and when the range was <80%, it was outputted as a fault.
3.1.3. SOC and SOH Online-Estimation Method

In this study, two methods were proposed—Method 1 employs the SOH estimation model without using the neural network model bank, whereas Method 2 uses the neural network model bank. Comparing the results of the two methods can help ascertain whether the neural network model bank contributes to performance improvement of the SOC and SOH.

Proposed Method 1: SOC Estimation without a Neural Network Model Bank

The process of method 1 is as follows. The battery parameter is input into the SOC estimation model without the model bank, and the SOC is estimated. The estimated SOC is then input into the SOH estimation model to estimate the SOH. Subsequently, the estimated SOC and SOH are simultaneously outputted. This process is illustrated in Figure 4.

![Figure 4. Process of proposed SOC and SOH estimation without a neural network model bank.](image)

Proposed Method 2: SOC Estimation with a Neural Network Model Bank

Figure 5 shows a schematic illustrating the process of estimating the SOC and SOH using Method 2. This process involves four steps. In Step 1, the battery parameters are input into the neural network model bank for SOC estimation, and the average SOC is calculated using the output. This average SOC is used as the initial SOC, and this step is performed only once during algorithm execution. In Step 2, the SOC obtained in Step 1 is input into the SOH estimation model along with the battery parameters. The SOH estimation model outputs one of three states—normal, caution, or fault—according to the estimated SOH. In Step 3, based on the estimated SOH, the model reflecting the current battery state is selected from the neural network model bank, and the SOC is outputted. Finally, in Step 4, the estimated SOC value is used as the input parameter of the SOH estimation model.

![Figure 5. Process of proposed SOC and SOH estimation with a neural network model bank.](image)

3.2. Multilayer Neural Network (MNN)

This study used MNN and LSTM as neural network models to learn the nonlinear characteristics of lithium batteries and implement the proposed method. MNNs are widely used and contain one or more hidden layers between the input and output layers [35]. The structure of the multilayer neural network is illustrated in Figure 6.

![Figure 6. Structure of SOH estimation method.](image)
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3.2. Multilayer Neural Network (MNN)

This study used MNN and LSTM as neural network models to learn the nonlinear
characteristics of lithium batteries and implement the proposed method. MNNs are
widely used and contain one or more hidden layers between the input and output layers
[35]. The structure of the multilayer neural network is illustrated in Figure 6.

An MNN learns via backpropagation algorithms; however, various algorithms can be
used for learning. The learning algorithm propagates the error generated in the output layer
to the input layer to correct the weight and minimize the error. In this study, the weights
were updated using the Adam algorithm, which is a first-order gradient-based
optimization algorithm for stochastic objective functions based on the adaptive estimation of low-order
moments. The Adam algorithm offers the advantages of simple implementation, high
computational efficiency, and suitability for problems with complex data or parameters [36].

The Adam algorithm is expressed as follows.

$$m_t = \beta_1 m_{t-1} + (1 - \beta_1) \nabla_{\theta} f(\theta)$$  \hspace{1cm} (3)

$$v_t = \beta_2 v_{t-1} + (1 - \beta_2) (\nabla_{\theta} f(\theta))^2$$  \hspace{1cm} (4)

Because $m$ and $v$ have initial values of 0, a bias close to 0 is expected at the start of
learning, making them unbiased.

$$\hat{m}_t = m_t \frac{1 - \beta_1}{1 - \beta_1^t}$$  \hspace{1cm} (5)

$$\hat{v}_t = v_t \frac{1 - \beta_2}{1 - \beta_2^t}$$  \hspace{1cm} (6)

$$\theta = \theta - \eta \frac{\hat{v}_t + \epsilon \hat{m}_t}{\sqrt{\hat{v}_t}}$$  \hspace{1cm} (7)

where $m_t$ is the initial 1st moment vector, $v_t$ is the initial 2nd moment vector, $\beta_1$ and $\beta_2$ are
exponential decay rates for the moment estimates, $\beta_1$ is 0.9, $\beta_2$ is 0.999, $t$ is the time-step
initialization, $\theta$ is the initial parameter vector, $\nabla_{\theta} f(\theta)$ is the stochastic objective function
with parameters $\theta$, and $\epsilon$ is $10^{-8}$.

3.3. Long Short-Term Memory (LSTM)

LSTM is a model that solves the long-term dependencies of the existing recurrent
neural network. It enables storing both long- and short-term information by adding a cell
state and a gate to the existing neural network model. The LSTM model consists of a cell
state, forget, input, and output gate. LSTM is expressed as follows [37].

Step 1. Forget gate

$$f_t = \sigma \left( W_f \cdot [h_{t-1}, x_t] + b_f \right)$$  \hspace{1cm} (8)

Step 2. Input gate

$$i_t = \sigma \left( W_i \cdot [h_{t-1}, x_t] + b_i \right)$$  \hspace{1cm} (9)
\[
\tilde{C}_t = \tanh(W_C \cdot [h_{t-1}, x_t] + b_C) 
\]  
\[(10)\]

Step 3. Cell-state update
\[
C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t 
\]  
\[(11)\]

Step 4. Output gate
\[
o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) 
\]  
\[(12)\]
\[
h_t = o_t \cdot \tanh(C_t) 
\]  
\[(13)\]

where, \(h_{t-1}\) is the past parameter, \(x_t\) is the current input parameter, \(W\) is the weight, \(b\) is the bias, \(f_t\) is the value of the forget gate, and \(i_t\) and \(\tilde{C}_t\) are the values calculated using the sigmoid function and activation function, respectively. \(C_t\) is the value updated in the cell state, \(o_t\) is the value of the output gate, and \(h_t\) is the output. The structure of LSTM is shown in Figure 7.

Figure 7. Structure of an LSTM.

4. Experiment and Results

In this study, the model was trained using the NASA and Oxford battery datasets, and the performance of the proposed method was verified. The computational setup used for training was Ryzen 5600X, RTX 3070, and 16 GB of RAM, and training was conducted using Python 3.6, TensorFlow (version 2.2), and the Keras library.

To verify the proposed method, the SOC and SOH models used MNN and LSTM. The structure of the SOC estimation model using the MNN was 4-256-128-64-1. The Adam algorithm was used for learning, the rectified linear unit function was used as an activation function for each hidden layer, and the number of epochs was set to 20,000. The structure of the SOC estimation model using LSTM was 4-128-64-32-1. The Adam algorithm was used as a learning algorithm, the sigmoid function was used as an activation function for each LSTM layer, and the number of epochs was set to 5000.

In the case of the SOH estimation model, each of the MNN and LSTM models had the same structure as that in the SOC estimation model. The learning algorithm and activation function of the hidden layer were identical to those used in the SOC estimation model, and the epochs were set to 10,000 and 3000 for the MNN and LSTM models, respectively.

The learning data consisted of the NASA and Oxford battery datasets. In the former case, the B6005 battery dataset was used, along with 6 cycles for testing and 144 cycles for learning. The test data were used when the SOH was 95, 90, 85, 80, 77, and 75, which corresponded to cycles 41, 63, 78, 100, 125, and 150, respectively. In the case of learning, to configure the neural network model bank, the battery cycle data were learned in the
normal, caution, and fault model according to the SOH. The normal model learned in 1–62 cycles, the caution model in 64–99 cycles, and the fault model in 101–149 cycles. The SOH estimation model was trained over 144 cycles.

In the case of the Oxford dataset, only Cell 2 battery data were used, and a total of 6 cycles were used for testing and 71 for learning. The test data were used when the SOH values were 97, 93, 87, 83, 77, and 75, which corresponded to cycles 6, 15, 28, 42, 70, and 78 in the dataset. For learning, the normal model was trained in 1–20 cycles, the caution model in 21–53 cycles, and the fault model in 54–77 cycles. The SOH estimation model was trained over 71 cycles.

The performance of the proposed SOC and SOH estimation methods using the NASA battery dataset are presented in Tables 2 and 3, which show the SOC and SOH estimation results, respectively. The error was calculated using the mean absolute error (MAE), expressed as follows:

\[ \text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|, \]  

where \( n \) is the total number of parameters, \( y_i \) is the target value, and \( \hat{y}_i \) is the estimated value.

### Table 2. SOC estimation error for each model using the NASA battery dataset.

|        | Cycle 41 | Cycle 63 | Cycle 78 | Cycle 100 | Cycle 125 | Cycle 150 | Average |
|--------|----------|----------|----------|-----------|-----------|-----------|---------|
| Method 1 (LSTM) | 0.108    | 0.079    | 0.088    | 0.055     | 0.058     | 0.181     | 0.094   |
| Method 1 (MNN) | 0.173    | 0.068    | 0.196    | 0.121     | 0.06      | 0.129     | 0.124   |
| Method 2 (LSTM) | 0.083    | 0.216    | 0.025    | 0.049     | 0.031     | 0.142     | 0.091   |
| Method 2 (MNN) | 0.199    | 0.115    | 0.158    | 0.123     | 0.226     | 0.944     | 0.294   |

### Table 3. SOH estimation error for each model using the NASA battery dataset.

|        | Cycle 41 | Cycle 63 | Cycle 78 | Cycle 100 | Cycle 125 | Cycle 150 | Average |
|--------|----------|----------|----------|-----------|-----------|-----------|---------|
| Method 2 (LSTM) | 0.558    | 0.565    | 0.328    | 0.957     | 1.082     | 0.914     | 0.734   |
| Method 2 (MNN) | 0.719    | 0.808    | 1.995    | 2.428     | 0.795     | 1.252     | 1.332   |

By employing Method 1, the SOC estimation results using LSTM and MNN had average errors of 0.094 and 0.124, respectively; using Method 2, the average errors were 0.091 and 0.294, respectively. When Method 2 using LSTM estimated 63 cycles, the estimation result showed a higher error than the other models, but other cycles showed a lower error than the other models. Therefore, the average error was lower than that of the other models. Thus, this model offered the best performance.

Figure 8 shows the graph of the SOC estimation result obtained by implementing Method 2 using LSTM, which represents the results of 41, 78, and 125 cycles of the NASA datasets. Figure 8a,c,e show the SOC estimation results for each cycle, and Figure 8b,d,f show the SOC estimation error. Evidently, the performance of the bank model using the LSTM was accurately estimated with an average error of approximately 0.
\[ \text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - y_{\text{est}}| \]

where \( n \) is the total number of parameters, \( y_i \) is the target value, and \( y_{\text{est}} \) is the estimated value.

| Cycle Method 1 (LSTM) | Method 1 (MNN) | Method 2 (LSTM) | Method 2 (MNN) |
|-----------------------|---------------|-----------------|---------------|
| 41                    | 0.108         | 0.083           | 0.199         |
| 63                    | 0.079         | 0.216           | 0.115         |
| 78                    | 0.088         | 0.025           | 0.158         |
| 100                   | 0.055         | 0.049           | 0.123         |
| 125                   | 0.058         | 0.031           | 0.226         |
| Average               | 0.094         | 0.091           | 0.294         |

By employing Method 1, the SOC estimation results using LSTM and MNN had average errors of 0.094 and 0.124, respectively; using Method 2, the average errors were 0.091 and 0.294, respectively. When Method 2 using LSTM estimated 63 cycles, the estimation result showed a higher error than the other models, but other cycles showed a lower error than the other models. Therefore, the average error was lower than that of the other models. Thus, this model offered the best performance.

Figure 8 shows the graph of the SOC estimation result obtained by implementing Method 2 using the LSTM, which represents the results of 41, 78, and 125 cycles of the NASA datasets. Figure 8a,c,e show the SOC estimation results for each cycle, and Figure 8b,d,f show the SOC estimation error. Evidently, the performance of the bank model using the LSTM was accurately estimated with an average error of approximately 0.

Figure 9 shows a graph of the SOC estimation results obtained by implementing Method 2 using the MNN. Even in the bank model using the MNN, the error range is less than +1 and −1. However, as the estimation proceeds, the error becomes larger than that of the LSTM model.

Table 3 lists the errors of the SOH estimation models derived from Method 2 using LSTM and MNN with the NASA dataset. The average errors for the SOH estimation were 0.734 and 1.332 using LSTM and MNN, respectively. It was confirmed that using LSTM is better than MNN for Method 2 because the estimation results of cycle numbers beyond 125 were accurate.
Figure 8. SOC estimation results for Method 2 using the LSTM (NASA dataset): (a) SOC estimation result; (b) error at cycle 41; (c) SOC estimation result; (d) error at cycle 78; (e) SOC estimation result; (f) error at cycle 125.

Figure 9 shows a graph of the SOC estimation results obtained by implementing Method 2 using the MNN. Even in the bank model using the MNN, the error range is less than ±1. However, as the estimation proceeds, the error becomes larger than that of the LSTM model.

Figure 9. SOC estimation results for Method 2 using the MNN (NASA dataset): (a) SOC estimation result; (b) error at cycle 41; (c) SOC estimation result; (d) error at cycle 78; (e) SOC estimation result; (f) error at cycle 125.

Figures 10 and 11 show the output of the SOH estimation model using the LSTM and MNN, respectively. The test datasets were identical to those used in the SOC estimation experiment. Figure 10a,c,e show the SOH estimation results for each cycle, and Figure 10b,d,f show the corresponding SOH estimation errors.

The SOH estimation results were reasonably accurate, except for the first part, which exhibited a large error. At the onset of battery operation, the values were similar for the normal, caution, and fault states, and the average of the learned SOH value range was the output. However, this error did not significantly affect the SOC estimation result because the SOC model estimated the first part of the normal, caution, and fault models as essentially the same value.
Table 3. SOH estimation error for each model using the NASA battery dataset.

| Method 2 | Cycle 41 | Cycle 63 | Cycle 78 | Cycle 100 | Cycle 125 | Cycle 150 | Average |
|----------|----------|----------|----------|-----------|-----------|-----------|---------|
| LSTM     | 0.558    | 0.565    | 0.328    | 0.957     | 1.082     | 0.914     | 0.734   |
| MNN      | 0.719    | 0.808    | 1.995    | 2.428     | 0.795     | 1.252     | 1.332   |

Table 3 lists the errors of the SOH estimation models derived from Method 2 using LSTM and MNN with the NASA dataset. The average errors for the SOH estimation were 0.734 and 1.332 using LSTM and MNN, respectively. It was confirmed that using LSTM is better than MNN for Method 2 because the estimation results of cycle numbers beyond 125 were accurate.

Figures 10 and 11 show the output of the SOH estimation model using the LSTM and MNN, respectively. The test datasets were identical to those used in the SOC estimation experiment. Figure 10a,c,e show the SOH estimation results for each cycle, and Figure 10b,d,f show the corresponding SOH estimation errors.

Figure 10. SOH estimation results for Method 2 using the LSTM (NASA dataset): (a) SOH estimation result; (b) error at cycle 41; (c) SOH estimation result; (d) error at cycle 78; (e) SOH estimation result; (f) error at cycle 125.

Figure 11 shows the results of the SOH estimation model using the MNN. The SOH estimation model using the MNN performed similarly to the LSTM model at cycles 41 and 125. However, at cycle 78, the estimation error was greater than that of the LSTM model.

The performance of the proposed SOC and SOH estimation methods using the Oxford battery dataset are listed in Tables 4 and 5, respectively.
The SOH estimation results were reasonably accurate, except for the first part, which exhibited a large error. At the onset of battery operation, the values were similar for the normal, caution, and fault states, and the average of the learned SOH value range was the output. However, this error did not significantly affect the SOC estimation result because the SOC model estimated the first part of the normal, caution, and fault models as essentially the same value.

Figure 11 shows the results of the SOH estimation model using the MNN. The SOH estimation model using the MNN performed similarly to the LSTM model at cycles 41 and 125. However, at cycle 78, the estimation error was greater than that of the LSTM model.

Figure 11. SOH estimation results for Method 2 using the MNN (NASA dataset): (a) SOH estimation result; (b) error at cycle 41; (c) SOH estimation result; (d) error at cycle 78; (e) SOH estimation result; (f) error at cycle 125.

Table 4. SOC estimation error for each model using the Oxford battery dataset.

|        | Cycle 6 | Cycle 15 | Cycle 28 | Cycle 42 | Cycle 70 | Cycle 78 | Average |
|--------|---------|----------|----------|----------|----------|----------|---------|
| Method 1 (LSTM) | 0.138   | 0.179    | 0.296    | 0.153    | 0.287    | 0.417    | 0.245   |
| Method 1 (MNN)   | 0.621   | 0.418    | 0.433    | 0.516    | 0.61     | 0.902    | 0.583   |
| Method 2 (LSTM)  | 0.132   | 0.117    | 0.196    | 0.205    | 0.27     | 0.392    | 0.218   |
| Method 2 (MNN)   | 0.244   | 0.276    | 0.297    | 0.271    | 0.32     | 0.431    | 0.306   |
As is evident from Table 4, the results of Method 1 using LSTM and MNN exhibited average errors of 0.245 and 0.583, respectively, whereas the corresponding average errors for Method 2 using the LSTM and MNN were 0.218 and 0.306, respectively. Although the difference in the estimation error between Method 2 and Method 1 using the LSTM model was not very large, the average error was lower than that of the non-model bank employing LSTM. Moreover, Method 2, using LSTM, yielded better results than the non-model-bank model using LSTM.

Figure 12 shows a graph of the SOC estimation result obtained by implementing Method 2 using the LSTM and Oxford datasets for cycles 6, 28, and 70. The error of the bank model using LSTM was estimated to be less than +1 and −1.

![Graphs showing SOC estimation results for Method 2 using the LSTM (Oxford dataset).](image1)

**Figure 12.** SOC estimation results for Method 2 using the LSTM (Oxford dataset): (a) SOC estimation result; (b) error at cycle 6; (c) SOC estimation result; (d) error at cycle 28; (e) SOC estimation result; (f) error at cycle 70.
Figure 13 shows a graph of the SOC estimation results obtained by implementing the bank model using MNN. It was confirmed that Method 2 using MNN increased the error significantly after the 2000 sample than Method 2 using LSTM, and the average error exceeded +1 and −1. Thus, the model using LSTM performed better than the model using MNN.

![SOC estimation results for Method 2 using the MNN (Oxford dataset): (a) SOC estimation result; (b) error at cycle 6; (c) SOC estimation; (d) error at cycle 28; (e) SOC estimation; (f) error at cycle 70.](image)

Table 5 shows the estimation errors of the SOH estimation models implemented using the LSTM and MNN with the Oxford datasets, which had average errors of 1.071 and 1.86, respectively. It was confirmed that the SOH estimation model using LSTM was superior to the MNN because the estimation result for the remaining cycles, excluding the first 28 cycles, was very good.

Figure 14 shows the estimation results of the SOH estimation model using LSTM. It can be observed that the results for cycles 28 and 70 have a greater error than those for cycle 6. Because Oxford’s battery parameters have very similar values in a normal and caution state, the error increases in the corresponding cycle for both the LSTM and the MNN models.
caution state, the error increases in the corresponding cycle for both the LSTM and the MNN models. 

Figure 14. SOH estimation results for Method 2 using the LSTM (Oxford dataset): (a) SOH estimation result; (b) error at cycle 6; (c) SOH estimation result; (d) error at cycle 28; (e) SOH estimation result; (f) error at cycle 70.

Figure 15 shows the graph of the SOC estimation result obtained by implementing proposed method 2 using the MNN model. The overall trend is similar to that of the LSTM model, but the error was larger than that of the LSTM model. Thus, it was confirmed that the Oxford data also estimated the proposed method using LSTM better than the MNN.

Tables 2 and 4 list the errors in the SOC estimation results. Method 1 does not use a neural network model bank, whereas Method 2 uses a neural network model bank. The estimation results of Methods 1 and 2 using LSTM listed in Tables 2 and 4, respectively, show similar trends in each cycle. However, the size of the error is different. The estimation results of Methods 1 and 2 using MNN exhibited an increase in error as the number of cycles increased. The characteristics changed suddenly owing to the degradation of the battery; therefore, learning these characteristics accurately in MNN was not possible. In the case of LSTM, the nonlinear characteristics of the battery were learned more accurately than in MNN, with an algorithm that receives the data from the previous cycle as the input for the succeeding cycle.
Figure 15. SOH estimation results using the proposed Method 2 with MNN and the Oxford dataset: (a) SOH estimation result at 6 cycles; (b) SOH estimation error at 6 cycles; (c) SOH estimation result at 28 cycles; (d) SOH estimation error at 28 cycles; (e) SOH estimation result at 70 cycles; (f) SOH estimation error at 70 cycles.

Tables 3 and 5 list the errors in SOH estimation. The SOH estimation yields a larger error than that of the SOC estimation result. This is because the change in the battery parameters according to the change in the SOH is not large, resulting in an incorrect estimation of the SOH. In particular, this problem is apparent between the caution and fault data groups, as observed in Table 3. The error increases at 100 cycles and then decreases at 150 cycles when the battery is severely degraded. To reduce this error, this study used an LSTM model, specifically designed for time-series data learning, and the results show that the SOH estimation is reasonably accurate compared to that obtained using the model with MNN.

5. Conclusions

In this study, we proposed an online state of charge (SOC) and state of health (SOH) estimation method based on a neural network model bank comprising four neural networks.
(NNs)—one was used for SOH estimation using either a multilayer neural network (MNN) or long short-term memory (LSTM), whereas the remaining three were configured as neural network model banks, and the SOC was estimated using MNN and LSTM. The three neural network model banks were labeled Model 1, Model 2, and Model 3 according to the learned data from the normal, caution, and fault data groups of the battery datasets, respectively. Subsequently, one of the three neural network models was selected according to the results of the SOH estimation model, and the SOC estimation result was outputted.

The experiment used MNN and LSTM to verify the performance of the proposed model. In addition, we confirmed the effectiveness of the four methods using the model-bank models with MNN and LSTM and compared them with the corresponding non-model-bank models with MNN and LSTM.

For the NASA dataset, we confirmed that the average errors of the SOC estimation of the model-bank models with LSTM and MNN were 0.091 and 0.294, respectively, and the non-model-bank models with LSTM and MNN were 0.094 and 0.124, respectively, indicating that LSTM resulted in a better performance in both cases. The LSTM and MNN models had average errors of 0.734 and 1.332, respectively.

For the Oxford dataset, we confirmed that the average errors of the SOC estimation of the model-bank models with LSTM and MNN were 0.218 and 0.306, respectively, and those for the LSTM and MNN non-model-bank models were 0.245 and 0.583, respectively, indicating that the LSTM performed better. The LSTM and MNN models had average errors of 1.071 and 1.86, respectively.

Therefore, in terms of SOC estimation, the model using LSTM offered good estimation performance in all tests, and the model using MNN yielded higher errors for the caution and fault state data groups. The results indicated that LSTM learned the change in characteristics due to battery degradation better than MNN. In addition, the SOH estimation results revealed that the model using LSTM was more accurate than that using MNN.

In future research, we plan to apply the proposed method in a real environment to evaluate its practical utility.
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