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Abstract
Novel switched HIV/AIDS (human immunodeficiency virus/acquired immune deficiency syndrome) epidemic models with distributed time delay and bounded noise and Gaussian white noise are developed and investigated using stochastic Itô’s lemma and the Lyapunov–Razumikhin method. New criteria depending on these factors are established to confirm that the disease-free equilibrium of the model is stochastically asymptotically stable as the threshold parameter is less than unity, which implies that the disease eventually disappears theoretically. Otherwise, the disease persists weakly. Further, the main results show that the threshold values are related to two types of noise and time delay. Pulse control strategies are then applied to two types of the infected population, the susceptible population, and the infected population, respectively. More precisely, the effects of each control strategy on the stochastic solution of the model are evaluated to justify the relation between control parameters and threshold parameters of the model. In comparison with the basic reproduction number of the model with pulse control, it is easily found that the main results in these references are improved and extended. Finally, four examples are presented to support the main results, and one future research direction is suggested.
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1 Introduction
It is well known that the HIV/AIDS epidemic is still one of the major global public health issues. It is reported by the World Health Organization that millions of people die of the AIDS disease every year. Most people are at higher risk of acquiring HIV infection when they keep sexual contacts with the AIDS patients [1]. Thus, it is an extremely complex issue to prevent or control AIDS effectively.

In epidemic dynamics modeling, mathematical models play a significant role in research into spreading and controlling the disease [2–6]. In particular, since the initial HIV/AIDS models were proposed by May and Anderson [7], many various refinements have been added to modify these models [8–10]. For instance, Saha et al. [11] modeled a compartment HIV/AIDS model including treatment and pre-exposure prophylaxis, and analyzed...
local and global stability of equilibrium points. Hsieh et al. [12] developed new HIV/AIDS models with commercial sex workers and sexually active male customers, and discussed the global asymptotic stability of the disease-free equilibrium. Naresh et al. [13] incorporated both horizontal and vertical transmission into an AIDS epidemic model and studied the dynamics of the model. By establishing the optimal control equations, condoms and treatment regime have an important influence on the dynamics of HIV/AIDS models [14].

Traditionally, infectious disease model coefficients are assumed to be constant in time. However, a more realistic approach is to suppose that these parameters are time-varying. This is because the alteration of environment often leads to great changes in the host population behavior, which causes the model parameters no longer to be constant. For instance, researchers [15, 16] assumed that the epidemic model parameters could be abruptly varying in time and developed epidemic models with the term-time forcing. Besides, Liu and Wang [17] incorporated switching into epidemic models and investigated their global stability. These models may be called switched systems. One main feature of a switched system with unstable subsystems is that the system may be stable due to the included switching rule impact [18, 19]. We will utilize this technique to investigate the dynamics of epidemic models.

Moreover, in some practical models, their development trend is relevant to not only current but past state. This phenomenon is usually called delay. Population dynamics is inevitably influenced by time delay. The emergence of time delay could affect the stability of equilibria, and delay systems exhibit more complicated dynamics behavior such as oscillation, bifurcation, and other phenomena [20–23]. For instance, Cai et al. [24] introduced a discrete time delay to an HIV/AIDS model and discussed the effect of the time delay on the stability of the endemically infected equilibrium. Bera et al. [25] studied the dynamics of a delay HIV infection model and described the influence of the delay on the stability of the model. Muhammad et al. [26] considered a delay model for immune system–tumor interaction and analyzed the stability of the tumor-free steady state and the tumor-persistent steady state. To the best of our knowledge, there have been few works done to study the global asymptotic stability of switched HIV/AIDS epidemic models with delay. Therefore, it is urgent to incorporate delay parameters and switching parameters into HIV/AIDS epidemic models and investigate their dynamics.

On the other hand, the environmental factors and the immunological state of the host have great influence on population dynamics, which causes that the disease-free equilibrium or endemic equilibrium is not a fixed status. Recently, stochastic epidemic models have received increasing attention [27–29]. In stochastic AIDS models, noise is assumed to be Gaussian noise [30]. However, in epidemic models, different populations vary enormously in terms of growth and decay processes. Thus, it is very necessary to introduce the combined Gaussian white noise and bounded noise into the HIV/AIDS models by assuming that models’ parameters are replaced by different random excitation in this paper. Furthermore, some diseases (for instance, smallpox and measles) can be prevented or contained by pulse vaccination. Thus, pulse vaccination is becoming a significant issue in the study of epidemic models [31]. Samanta et al. [32] considered a stochastic chlamydia epidemic model with pulse vaccination strategy. They found that the disease could be eradicated when impulse vaccination rate is larger than some critical value. The research results show that pulse vaccination strategy with high values of vaccination has gained
more prominence than conventional continuous vaccination [33]. There has been a focus in the literature on studying pulse vaccination epidemic models [34].

Motivated by the above discussion, we aim in this paper to formulate and investigate new HIV/AIDS models including switching parameters, distributed time delay, and two types of noise. More specifically, stability results ensuring the disease eradication or persistence under new threshold conditions are developed by using stochastic Itô’s lemma and the Lyapunov–Razumikhin method. Pulse vaccination strategies are applied to two types of the infected population, the susceptible population, and the infected population, respectively. Compared with the existing models without pulse vaccination strategy, our proposed models take into account the efficiency of vaccine and are more useful in eradicating the disease. Therefore, this paper will improve the existing HIV/AIDS models and will further extend current knowledge on HIV/AIDS model methods.

This paper is organized as follows. In Sect. 2, a new switched HIV/AIDS epidemic model with two types of noise and distributed time delay is formulated. Stability theorems for the disease extinction or persistence are given in Sect. 3. In Sect. 4, pulse vaccination schemes are added into the above model. Threshold criteria involving pulse parameters are derived by redefining similar basic reproduction numbers. Some examples are presented to demonstrate the obtained results in Sect. 5.

2 Formulation of the model

In this section, we develop a switched HIV/AIDS epidemic model with distributed time delay and bounded noise and Gaussian white noise. The total number of high-risk individuals $N(t)$ at time $t$ are partitioned into the following compartments: the susceptible individuals $S(t)$ who are uninfected, the asymptomatic infected individuals $I_1(t)$ who have been infected but have no symptoms of the disease, the symptomatic infected individuals $I_2(t)$ who have been infected and have symptoms of the disease, and the full AIDS individuals $A(t)$, i.e., $N(t) = S(t) + I_1(t) + I_2(t) + A(t)$.

Moreover, the vital dynamic and epidemiological assumptions are made as follows [35–37]. Since different individuals experience different growth and decay processes, assume that bounded noise and Gaussian white noise are incorporated into an HIV/AIDS model based on the parameter perturbation method. Suppose that the incubation time is a distributed parameter over the interval $[0, \tau]$, in which $\tau > 0$ is called an upper bound of the incubation time in the infective individuals. Assume that the nonnegative and continuous function $f$ is a distribution function of incubation times and satisfies the following:

1. $f : [0, \tau] \rightarrow [0, \infty)$ is nondecreasing;
2. $\int_0^\tau f(h) \, dh = 1$, $\int_0^\tau h f(h) \, dh < \infty$. Noting that the spread of AIDS changes over time, the model parameters are assumed to be switching parameters which could switch their functional forms. Suppose that a switching signal $\sigma(t)$ controls these switching parameters and satisfies the following conditions: (1) It is a piecewise continuous (from the left) function; (2) $\sigma(t) : (t_{k-1}, t_k] \rightarrow \{1, 2, \ldots, m\}, k = 1, 2, \ldots$, in which $m$ is the number of subsystems, $t_k > t_{k-1}$, and $t_k \rightarrow \infty$ as $k \rightarrow \infty$. The set of all switching rules is represented by $\mathcal{I}$.

In this paper, $\lambda$ denotes a recruitment rate of the susceptible individuals from the larger embedding population. The switched parameter $p_\sigma$ is a transmission rate between the susceptible individuals and the asymptomatic infected individuals, and the force of infection is $p_\sigma S(t) \int_0^\tau I_1(t - h) \, dh$; The switched parameter $q_\sigma$ is a transmission rate between the susceptible individuals and the symptomatic infected individuals, and the force of infection is $q_\sigma S(t) \int_0^\tau I_2(t - h) \, dh$. Denote the natural death ratio of all human classes by $a$. 
The asymptomatic infected individuals become the symptomatic infected individuals at a rate of \( e_\sigma r_\sigma \) by a screening method. The asymptomatic infected individuals become the full blown AIDS individuals at a rate of \((1 - e_\sigma) r_\sigma\); \( \rho_\sigma^1 \) denotes a disease-caused death ratio of the asymptomatic infected individuals; \( b_\sigma \) is a disease-caused death rate of the symptomatic infected individuals; and \( c_\sigma \) is a disease-caused death ratio of the full blown AIDS individuals. The symptomatic infected individuals become the full blown AIDS individuals at a rate of \( \rho_\sigma^2 \).

Under the above assumptions, a switched HIV/AIDS epidemic model with distributed time delay and bounded noise and Gaussian white noise is presented as follows:

\[
\begin{align*}
\frac{dS(t)}{dt} & = (\lambda - p_\sigma S(t)) \int_0^t I_1(t - h) dh - q_\sigma S(t) \int_0^t I_2(t - h) dh - aS(t) \ dt \\
- S(t) & \ dM(t), \\
\frac{dI_1(t)}{dt} & = (p_\sigma S(t)) \int_0^t I_1(t - h) dh + q_\sigma S(t) \int_0^t I_2(t - h) dh - (r_\sigma + a + \rho_\sigma^1) I_1(t) \ dt \\
- \varphi_1 I_1(t) & \ dW_1(t), \\
\frac{dI_2(t)}{dt} & = (e_\sigma r_\sigma I_1(t) - (a + b_\sigma + \rho_\sigma^2) I_2(t)) \ dt - \varphi_2 I_2(t) \ dW_2(t), \\
\frac{dA(t)}{dt} & = ((1 - e_\sigma) r_\sigma I_1(t) + \rho_\sigma^2 I_2(t) - c_\sigma A(t) - aA(t)) \ dt - \varphi_3 A(t) \ dW_3(t),
\end{align*}
\]

in which the initial conditions satisfy

\[
S(t_0) > 0, \quad I_1(t_0) \geq 0, \quad I_2(t_0) \geq 0, \quad A(t_0) \geq 0. \tag{2}
\]

From physical considerations, all quantities \( \lambda, p_\sigma, q_\sigma, a, r_\sigma, \rho_\sigma^1, e_\sigma, b_\sigma, \rho_\sigma^2, \) and \( c_\sigma \) are positive and continuous functions of time for \( \sigma \in \{1, 2, \ldots, m\} \).

In system (1), bounded noise \( \frac{dM(t)}{dt} \) is of the form \( \frac{dM(t)}{dt} = \Lambda \sin(\Omega t + \varphi) W_0(t) + U(t) \), in which \( \Lambda, \Omega, \) and \( \varphi \) are positive constants; \( \Lambda \) is an amplitude of bounded noise and \( \Omega \) is its center frequency; \( U \) is distributed in \([0, 2\pi]\) as a random phase uniformly. The standard Brownian motions \( W_0(t), W_1(t), W_2(t), \) and \( W_3(t) \) are defined on the probability space \((\Omega, \mathcal{F}, \mathcal{P})\), in which \( |\mathcal{F}_t|_{t \geq 0} \) satisfies the following conditions: (1) It is increasing; (2) It is right-continuous as \( \mathcal{F}_0 \) contains all \( \mathcal{P} \)-null sets. Moreover, \( \eta_i = \frac{dW_i(t)}{dt} \) \((i = 0, 1, 2, 3)\) is independent Gaussian white noise with the intensity of noise \( \varphi \) \((i = 0, 1, 2, 3)\) characterized by

\[
\langle \eta_i(t) \rangle = 0, \quad \langle \eta_i(t_1) \eta_i(t_2) \rangle = \delta(t_1 - t_2), \quad \text{and} \quad \langle \eta_i(t_1) \eta_j(t_2) \rangle = 0 \quad (i \neq j),
\]

in which \( \langle \cdot \rangle \) denotes the average over the ensemble of the stochastic process, and \( \delta(t) \) is the dirac delta function. Note that \( Q_0 = (\lambda/a, 0, 0, 0, 0) \) is a disease-free equilibrium of system (1) without noise compartments. Since system (1) is affected by a fluctuating environment, it is necessary to investigate that \( Q_0 \) is stochastically asymptotically stable to exhibit whether the disease dies out or not.

As the expected number of secondary cases produced by a typical infective individual in entirely susceptible population, the basic reproduction number can be computed by defining the spectral radius of the matrix \( FV^{-1} \) \([38, 39]\). In the following section, we derive the basic reproduction number of system (1) and then investigate stochastic asymptotic stability of the system.
3 Global dynamics of system (1)

In this section, we first extend some notations and propositions of system (1) and then investigate its global asymptotic stability.

Definition 1 ([40]) The population $Z(t)$ will go to extinction with probability 1 if $\limsup_{t \to \infty} Z(t) = 0$.

Definition 2 ([40]) The population $Z(t)$ is weakly persistent with probability 1 if $\limsup_{t \to \infty} Z(t) > 0$.

Proposition 1 If $(T(t_0), I_1(t_0), I_2(t_0), A(t_0)) \in R^4_1$ is any initial value of system (1), then there exists a unique solution $(T(t), I_1(t), I_2(t), A(t))$ on $t \geq t_0$ and the solution will remain in $R^4_1$ with probability 1, where $R^4_1 = \{x \in R^4_1 | x_i > 0, i = 1, 2, 3, 4\}$.

Proof The proof is similar to Dalal et al. [27] and hence is omitted. \qed

Proposition 2 Assume that $a > \Lambda$. The solution $(T(t), I_1(t), I_2(t), A(t))$ of system (1) with initial conditions (2) satisfies

$$\limsup_{t \to \infty} N(t) \leq \frac{\lambda}{\Delta} \text{ with probability 1,}$$

in which $N(t) = S(t) + I_1(t) + I_2(t) + A(t)$ and $\Delta = \min_{\alpha \in \{1,2,\ldots,m\}} \{a - \Lambda, a + p^1_\alpha, a + b_\alpha, a + c_\alpha\}$.

Proof By Proposition 1, we can compute the derivative of $N(t)$ along system (1) as follows:

$$dN(t) = dS(t) + dI_1(t) + dI_2(t) + dA(t)$$

$$\leq \left[ \lambda - (a + \Lambda)S(t) - (a + p^1_\alpha)I_1(t) - (a + b_\alpha)I_2(t) - (c_\alpha + a)A(t) \right] dt$$

$$+ \left[ \psi_1 I_1(t) dW_1(t) + \psi_2 I_2(t) dW_2(t) + \psi_3 A(t) dW_3(t) \right].$$

We take the expectation of $N(t)$ for Eq. (4), then

$$\limsup_{t \to \infty} N(t) \leq \frac{\lambda}{\Delta} \text{ with probability 1,}$$

in which $\Delta = \min_{\alpha \in \{1,2,\ldots,m\}} \{a - \Lambda, a + p^1_\alpha, a + b_\alpha, a + c_\alpha\}$. This completes the proof of Proposition 2. \qed

Denote $p^1 = \min_{\alpha \in \{1,2,\ldots,m\}} \{p_\alpha\}$, and $q^1 = \min_{\alpha \in \{1,2,\ldots,m\}} \{q_\alpha\}$. Then we have the following proposition.

Proposition 3 Assume that $a > \Lambda$. For any $\epsilon > 0$, the solution $(T(t), I_1(t), I_2(t), A(t))$ of system (1) with initial conditions (2) with probability 1 satisfies

$$G = \frac{\lambda}{(p^1 + q^1)\frac{\Delta}{\lambda} + a + \Lambda} \leq \liminf_{t \to \infty} S(t) \leq \limsup_{t \to \infty} S(t) \leq \frac{\lambda}{a - \Lambda},$$

where $\Delta$ is given in Proposition 2.
Proof From the first equation of system (1), we have

\[
\begin{align*}
\frac{dS(t)}{dt} &= \left\{ \lambda - p_\sigma S(t) \int_0^\tau I_1(t-h) \, dh - q_\sigma S(t) \int_0^\tau I_2(t-h) \, dh - aS(t) \right\} dt \\
&\quad - S(t) dM(t) \\
&\leq \lambda - (a - \Lambda) S(t) dt.
\end{align*}
\]

(7)

It follows that \( \limsup_{t \to \infty} S(t) \leq \frac{\lambda}{a - \Lambda} \).

On the other hand, from Proposition 2, for any \( \epsilon > 0 \), there exist large sufficient \( t_1 > 0 \) and \( t \geq t_1 \) such that \( I_1(t) \leq \frac{\lambda}{\Lambda} + \epsilon \) and \( I_2(t) \leq \frac{\lambda}{\Lambda} + \epsilon \). Hence, based on the first equation of system (1), we obtain that

\[
\frac{dS(t)}{dt} \geq \left\{ \lambda - \left[ (p_1 + q_1)\left( \frac{\lambda}{\Lambda} + \epsilon \right) \tau + a + \frac{1}{\Lambda} \right] S(t) \right\} dt.
\]

(8)

It follows that \( \liminf_{t \to \infty} S(t) \geq \frac{\lambda}{(p_1 + q_1)(\frac{\lambda}{\Lambda} + \epsilon)\tau + a + \frac{1}{\Lambda}}. \) Since \( \epsilon \) can be sufficiently small, the result is valid. This completes the proof. \( \square \)

In the following, an approximate basic reproduction number of system (1) is presented, and then it is shown that the disease will be cleared out with probability 1 when the approximate basic reproduction number is less than one; the disease will persist weakly with probability 1 when the approximate basic reproduction number is greater than one.

\textbf{Theorem 1} Assume that \((T(t), I_1(t), I_2(t), A(t))\) is any solution of system (1) with the initial value \((T(t_0), I_1(t_0), I_2(t_0), A(t_0)) \in \mathbb{R}^4_+\), and \( a > \Lambda \). Assume that

\[
\bar{R}_0 = \sup_{l \geq t_0} \int_{t_0}^{l} \frac{\lambda \tau q_\sigma B_\sigma + e_\sigma r_\sigma (a - \Lambda)D_\sigma}{a - \Lambda} \, ds
\]

(9)

where \( B_\sigma \) and \( D_\sigma \) are defined in the theorem. If \( \bar{R}_0 < 1 \), then \( Q_0 = (\lambda, a, 0, 0, 0) \) is stochastically asymptotically stable, which implies that the disease in system (1) will go to extinction with probability 1.

Proof Define the set of Lyapunov functions:

\[
\begin{align*}
V_\sigma &= B_\sigma I_1(t) + D_\sigma I_2(t) + B_\sigma p_\sigma \int_0^\tau \int_{t-h}^{t} S(u+h)I_1(u) \, du \, dh \\
&\quad + B_\sigma q_\sigma \int_0^\tau \int_{t-h}^{t} S(u+h)I_2(u) \, du \, dh,
\end{align*}
\]

(10)

where \( B_\sigma \) and \( D_\sigma \) are defined in the theorem.
According to Proposition 3 and taking the derivative of along system (1), we obtain the following expression:

\[
dV = B_\sigma dI_1(t) + D_\sigma dI_2(t) + B_\sigma p_\sigma \int_0^t \left[ S(t + h)I_1(t) - S(t)I_1(t - h) \right] dh \ dt \\
+ B_\sigma q_\sigma \int_0^t \left[ S(t + h)I_2(t) - S(t)I_2(t - h) \right] dh \ dt \\
= B_\sigma \left\{ -(r_\sigma + a + \rho_1^2)I_1(t) + p_\sigma \int_0^t S(t + h)I_1(t) dh \right. \\
+ q_\sigma \int_0^t S(t + h)I_2(t) dh \ dt \\
+ D_\sigma \left\{ e_\sigma r_\sigma I_1(t) - (a + b_\sigma + \rho_3^2)I_2(t) \right\} dt \\
- B_\sigma \phi_1 I_1(t) dW_1(t) - D_\sigma \phi_2 I_2(t) dW_2(t) \\
\leq \left\{ B_\sigma \left( \frac{\lambda \tau}{a - \Lambda} - r_\sigma - a - \rho_1^2 \right) I_1(t) + D_\sigma e_\sigma r_\sigma \right\} I_1(t) dt \\
+ \left\{ B_\sigma q_\sigma \left( \frac{\lambda \tau}{a - \Lambda} - D_\sigma (a + b_\sigma + \rho_3^2)I_2(t) \right) dt \\
- B_\sigma \phi_1 I_1(t) dW_1(t) - D_\sigma \phi_2 I_2(t) dW_2(t) \\
\right\} (R_\sigma - 1)(I_1(t) + I_2(t)) dt - B_\sigma \phi_1 I_1(t) dW_1(t) - D_\sigma \phi_2 I_2(t) dW_2(t)
\]

in which \( R_\sigma = \frac{\lambda \tau q_\sigma B_\sigma + e_\sigma r_\sigma (a - \Lambda) D_\sigma}{a - \Lambda}. \)

Then integrating the above inequality over \([t_{k-1}, t_k]\), we have

\[
V(\sigma)(t) \leq V(\sigma)(t_{k-1}) + \int_{t_{k-1}}^{t_k} \left\{ (R_\sigma(s) - 1)I_1(s) ds - B_\sigma(s)\phi_1 I_1(s) dW_1(s) \right\} \\
+ \int_{t_{k-1}}^{t_k} \left\{ (R_\sigma(s) - 1)I_2(s) ds - D_\sigma \phi_2 I_2(s) dW_2(t) \right\}.
\]

Taking the expectation for Eq. (12), we have that

\[
E[V(\sigma)(t)] \leq E[V(\sigma)(t_{k-1})] + E \left[ \int_{t_{k-1}}^{t_k} \left\{ (R_\sigma(s) - 1)I_1(s) ds - B_\sigma(s)\phi_1 I_1(s) dW_1(s) \right\} \right] \\
+ E \left[ \int_{t_{k-1}}^{t_k} \left\{ (R_\sigma(s) - 1)I_2(s) ds - D_\sigma \phi_2 I_2(s) dW_2(t) \right\} \right] \leq E[V(\sigma)(t_{k-1})] + \int_{t_{k-1}}^{t_k} (R_\sigma(s) - 1)E[I_1(s) + I_2(s)] ds.
\]

Thus, it can be calculated

\[
E \left[ \frac{dV}{dt} \right] \leq (R_\sigma - 1)E[I_1(t) + I_2(t)].
\]

(14)

Letting \( \theta = \min_{\sigma \in \{1, 2, \ldots, p\}} \{ B_\sigma, D_\sigma \} \), it follows that

\[
\theta \frac{d}{dt} E[I_1(t) + I_2(t)] \leq E \left[ \frac{dV}{dt} \right] \leq (R_\sigma - 1)E[I_1(t) + I_2(t)],
\]

(15)
Obviously, the basic reproduction number is asymptotically stable, which implies that the disease in system (1) will go to extinction even if some subsystems are unstable.

\[ \theta \frac{d}{dt}E[I_1(t) + I_2(t)] \leq (R_\sigma - 1)E[I_1(t) + I_2(t)]. \] (16)

For \( t \in (t_{k-1}, t_k) \), we obtain that \( E[I_1(t) + I_2(t)] \leq \exp\left(\int_{t_{k-1}}^t (R_\sigma(s) - 1) ds\right) \exp\left(\int_{t_{k-1}}^t (R_\sigma(s) - 1) ds\right) \). Then it follows that, for \( t \in (0, t_1) \), \( E[I_1(t) + I_2(t)] \leq \frac{1}{\theta}E[I_1(t_0) + I_2(t_0)] \exp\left(\int_{t_0}^t (R_\sigma(s) - 1) ds\right) \). Similarly, it can be shown that \( t \in (t_1, t_2) \), \( E[I_1(t) + I_2(t)] \leq \frac{1}{\theta}E[I_1(t_0) + I_2(t_0)] \times \exp\left(\int_{t_0}^t (R_\sigma(s) - 1) ds + \int_{t_0}^t (R_\sigma(s) - 1) ds\right) \). Generally, for \( t \in (t_{k-1}, t_k) \), it can be shown that

\[ E[I_1(t) + I_2(t)] \leq \frac{1}{\theta}E[I_1(t_0) + I_2(t_0)] \exp\left(\left[\int_{t_0}^{t_1} (R_\sigma(s) - 1) ds + \cdots + \int_{t_{k-1}}^t (R_\sigma(s) - 1) ds\right]\right). \] (17)

Since \( \tilde{R}_0 < 1 \), it can be obtained that \( \zeta = \exp\left(\left[\int_{t_0}^{t_1} (R_\sigma(s) - 1) ds + \cdots + \int_{t_{k-1}}^t (R_\sigma(s) - 1) ds\right]\right) < 1 \).

Note that \( I_1, I_2 \geq 0 \), and hence \( I_1 \) and \( I_2 \) converge to zero exponentially. Furthermore, we can get that \( A \) converges to zero. As a consequence, \( Q_0 = (\lambda/a, 0, 0, 0) \) is stochastically asymptotically stable, which implies that the disease in system (1) will go to extinction with probability 1. \( \square \)

**Remark 1** From Theorem 1, it can be shown that if \( I_1 \) and \( I_2 \) approach zero exponentially with probability 1, then \( A \) converges to zero with probability 1, and \( S \) converges to \( \frac{e^{\omega t}}{\omega} \) with probability 1, which implies that \( Q_0 = (\lambda/a, 0, 0, 0) \) is stochastically asymptotically stable even if some subsystems are unstable.

**Remark 2** In the special case that two types of noise and distributed time delay are absent and all coefficients are constants, system (1) degenerates into the following:

\[
\begin{align*}
    dS(t) &= (\lambda - pS(t)I_1(t) - qS(t)I_2(t) - aS(t)) dt, \\
    dl_1(t) &= (pS(t)I_1(t) + qS(t)I_2(t) - (r + a + \rho^1)I_1(t)) dt, \\
    dl_2(t) &= (el_1(t) - (a + b + \rho^2)l_2(t)) dt, \\
    dA(t) &= ((1 - e)rl_1(t) + \rho^2l_2(t) - cA(t) - aA(t)) dt.
\end{align*}
\] (18)

Obviously, the basic reproduction number \( \tilde{R}_0 \) of system (1) is reduced to \( R_0 \) given in some references (see \([14, 24, 35]\)). From Theorem 1, it is easily found that the main results in these references are improved and extended in this paper.

Next, we study the eradication of the disease with probability 1 when a switching signal for system (1) is periodic. Assume that the periodic switching signal is constructed the same as that of ref. \([41]\): (1) \( t_k - t_{k-1} = \omega_k \) with \( \omega_{k+1} = \omega_k \), in which \( \omega = \omega_1 + \cdots + \omega_m \) is one period of the switching signal; (2) \( z_{\sigma} (z = p, q, r, \rho^1, \rho^2, e, b, c) \) is a switching parameter which satisfies \( z_i = z_k \) for \( t \in (t_{k-1}, t_k) \), \( z_{k+m} = z_k \); and \( z_k(t) = z_k(t + \omega) \). \( T_{\text{periodic}} \) is the set of periodic switching rules and \( T_{\text{periodic}} \subset T \). Hence, we obtain the following theorem.

**Theorem 2** Suppose that the switching signal \( \sigma \) is periodic, and \( a > \Lambda \). Suppose that

\[
    \tilde{R}_0 = \frac{\int_{t_0}^{t_1} \max_{\{\tau, q\} B_{\tau} + \int_{t_{k-1}}^{t_k} e_{\sigma} r_{\sigma}(a - \Lambda) D_{\sigma} dt} ds}{(a - \Lambda)\omega},
\] (19)
With $B_0 = \frac{\sigma - \Lambda}{\Delta(q_0 - p_0) + (\sigma - \Lambda)(r_0 + \sigma + \rho)^2} > 0$, and $D_0 = \frac{1}{\gamma(q_0 - p_0) + (\sigma - \Lambda)(r_0 + \sigma + \rho)^2} > 0$. If $\hat{R}_0 < 1$, then $Q_0 = (\lambda/a, 0, 0, 0)$ is stochastically asymptotically stable, which implies that the disease will go to extinction with probability 1.

**Proof** By the proof preceding Theorem 1, it suffices to show that, for $t = t_0 + \omega$,

$$E[I_1(t_0 + \omega) + I_2(t_0 + \omega)]$$

$$\leq \frac{1}{\theta} E[I_1(t_0) + I_2(t_0)] \exp \left( \left[ \int_{t_0}^{t} (R_1 - 1) \, ds + \cdots + \int_{t_{m-1}}^{t} (R_m - 1) \, ds \right] \right)$$

(20)

in which $\zeta = \exp(\left[ \int_{t_0}^{t} (R_1 - 1) \, ds + \cdots + \int_{t_{m-1}}^{t} (R_m - 1) \, ds \right])$. Taking integer $h = 1, 2, \ldots$, it follows that $E[I_1(t_0 + h\omega) + I_2(t_0 + h\omega)] \leq \frac{1}{h} \zeta E[I_1(t_0 + (h - 1)\omega) + I_2(t_0 + (h - 1)\omega)] \leq \cdots \leq \frac{1}{h} \zeta E[I_1(t_0) + I_2(t_0)]$. Thus, when $h$ approaches infinity, the sequence $\{E[I_1(t_0 + h\omega) + I_2(t_0 + h\omega)]\}$ converges to zero. In general, for $t \in (t_{k-1}, t_k]$ and $t_0 + h\omega < t_k \leq t_0 + (h + 1)\omega$, we can obtain that $E[I_1(t_0) + I_2(t_0)] \leq \frac{1}{\theta} E[I_1(t_0 + h\omega) + I_2(t_0 + h\omega)] \exp(\int_{t_0}^{t} (R_0 - 1) \, ds) \leq \frac{1}{h} \zeta E[I_1(t_0 + h\omega) + I_2(t_0 + h\omega)]$, where $M = \max_{t_0 + h\omega < t \leq (t + 1)\omega} \exp(\int_{t_0}^{t} (R_0 - 1) \, ds)$. Note that $I_1, I_2 \geq 0$, and hence $I_1$ and $I_2$ approach zero exponentially, which implies that $A$ converges to zero, $S$ converges to $\lambda/a$. Therefore, $Q_0 = (\lambda/a, 0, 0, 0)$ is stochastically asymptotically stable. In other words, the disease will die out with probability 1. \(\square\)

**Remark 3** Given an amplitude of bounded noise $\Lambda$, the condition $\hat{R}_0 < 1$ in Eq. (19) defines a time delay $\tau_*$ such that $\tau > \tau_*$ guarantees the disappearance of the disease. Similarly, given a time delay $\tau$, the condition $\hat{R}_0 < 1$ in Eq. (19) defines an amplitude of bounded noise $\Lambda_\tau$.

Next, we present some threshold conditions to show that the disease is weakly persistent in system (1).

**Theorem 3** Assume that

$$\tilde{R}_0 = \sup_{t \geq 0} \int_{t_0}^{t} \left( X_0 q_\sigma G \tau + e_\sigma r_\sigma Y_\sigma \right) \, ds$$

(21)

for some $l \geq t_0$, in which $G$ is given in Proposition 3, $X_\sigma = \frac{1}{G(t_0 - p_0) + (\sigma - \Lambda)(r_0 + \sigma + \rho)^2} > 0$, and $Y_\sigma = \frac{1}{e_\sigma r_\sigma + a - b_\sigma + \rho_\sigma} > 0$. If $\tilde{R}_0 > 1$, then the disease is weakly persistent with probability 1.

**Proof** Let us consider the following set of Lyapunov functions:

$$V_\sigma = X_\sigma I_1(t) + Y_\sigma I_2(t) + X_\sigma p_\sigma \int_{t_0}^{t} \left( S(u + h) I_1(u) \, du \right) dh$$

$$+ X_\sigma q_\sigma \int_{t_0}^{t} \left( S(u + h) I_2(u) \, du \right) dh,$$

(22)

where $X_\sigma$ and $Y_\sigma$ are defined in the theorem.
Then we can compute the time derivative of $V_\sigma(t)$ along system (1) as follows:

$$
\frac{dV_\sigma}{dt} = X_\sigma \frac{dI_1(t)}{dt} + Y_\sigma \frac{dI_2(t)}{dt} + X_\sigma p_\sigma \int_0^T \left\{ S(t + h)I_1(t) - S(t)I_1(t - h) \right\} dh \, dt
$$

$$
+ X_\sigma q_\sigma \int_0^T \left\{ S(t + h)I_2(t) - S(t)I_2(t - h) \right\} dh \, dt
$$

$$
= X_\sigma \left\{ - (r_\sigma + a + \rho_1^2) I_1(t) + p_\sigma \int_0^T S(t + h)I_1(t) \, dh \right\}
$$

$$
+ q_\sigma \int_0^T S(t + h)I_2(t) \, dh \right\} dt + Y_\sigma \{ e_\sigma r_\sigma I_1(t)
$$

$$
- (a + b_\sigma + \rho_2^2) I_2(t) \right\} dt - X_\sigma \varphi_1 I_1(t) dW_1(t) - Y_\sigma \varphi_2 I_2(t) dW_2(t)
$$

$$
\geq \left\{ X_\sigma \left( \rho_\sigma G_t - r_\sigma - a - \rho_2^2 \right) I_1(t) + Y_\sigma e_\sigma r_\sigma I_1(t) \right\} dt + \left\{ X_\sigma q_\sigma G_t \right\}
$$

$$
- Y_\sigma \left( a + b_\sigma + \rho_2^2 \right) I_2(t) \right\} dt - X_\sigma \varphi_1 I_1(t) dW_1(t) - Y_\sigma \varphi_2 I_2(t) dW_2(t)
$$

$$
\geq (\tilde{R}_\sigma - 1) (I_1(t) + I_2(t)) dt - X_\sigma \varphi_1 I_1(t) dW_1(t) - Y_\sigma \varphi_2 I_2(t) dW_2(t),
$$

where $\tilde{R}_\sigma = X_\sigma q_\sigma G_t + e_\sigma r_\sigma Y_\sigma$. Then, integrating Eq. (23) over $[t_{k-1}, t_k]$, it can be calculated that

$$
V(t) \geq V(t_{k-1}) + \int_{t_{k-1}}^t \left\{ (\tilde{R}_\sigma(s) - 1) I_1(s) \, ds - X_\sigma(s) \varphi_1 I_1(s) \, dW_1(s) \right\}
$$

$$
+ \int_{t_{k-1}}^t \left\{ (\tilde{R}_\sigma(s) - 1) I_2(s) \, ds - Y_\sigma(s) \varphi_2 I_2(s) \, dW_2(t) \right\}.
$$

Taking the expectation for Eq. (24), it follows that

$$
E[V(t)] \geq E[V(t_{k-1})] + E\left[ \int_{t_{k-1}}^t \left\{ (\tilde{R}_\sigma(s) - 1) I_1(s) \, ds - X_\sigma(s) \varphi_1 I_1(s) \, dW_1(s) \right\} \right]
$$

$$
+ E\left[ \int_{t_{k-1}}^t \left\{ (\tilde{R}_\sigma(s) - 1) I_2(s) \, ds - Y_\sigma(s) \varphi_2 I_2(s) \, dW_2(t) \right\} \right]
$$

$$
\geq E[V(t_{k-1})] + \int_{t_{k-1}}^t (\tilde{R}_\sigma(s) - 1) E[I_1(s) + I_2(s)] \, ds.
$$

Hence, we obtain the following results:

$$
E\left[ \frac{dV(t)}{dt} \right] \geq (\tilde{R}_\sigma - 1) E[I_1(t) + I_2(t)].
$$

Letting $\delta = \max_{\sigma \in \{1, 2, \ldots, m\}} \{ X_\sigma \left( \frac{2\sigma}{\alpha + \sigma} r_\sigma - r_\sigma - a - \rho_2^2 \right) + Y_\sigma e_\sigma r_\sigma, X_\sigma q_\sigma \frac{\lambda \tau}{\alpha + \sigma} - Y_\sigma (a + b_\sigma + \rho_2^2) \}$, it follows that

$$
(\tilde{R}_\sigma - 1) E[I_1(t) + I_2(t)] \leq E\left[ \frac{dV(t)}{dt} \right] \leq \delta \frac{d}{dt} E[I_1(t) + I_2(t)],
$$

i.e.,

$$
\delta \frac{d}{dt} E[I_1(t) + I_2(t)] \geq (R_\sigma - 1) E[I_1(t) + I_2(t)].
$$
Moreover, we have that $E[I_1(t) + I_2(t)] \geq E[I_1(t_{k-1}) + I_2(t_{k-1})] \exp\left[\int_{t_{k-1}}^{t} \frac{1}{\delta} (\bar{R}_\sigma(s) - 1) \, ds\right]$. Then we obtain that, for $t \in (0, t_1)$, $E[I_1(t) + I_2(t)] \geq (I_1(t_0) + I_2(t_0)) \exp\left[\int_{t_0}^{t} \frac{1}{\delta} (\bar{R}_\sigma(s) - 1) \, ds\right]$. For $t \in (t_1, t_2]$, it can be derived that $E[I_1(t) + I_2(t)] \geq (I_1(t_0) + I_2(t_0)) \exp\left[\int_{t_0}^{t} \frac{1}{\delta} (\bar{R}_\sigma(s) - 1) \, ds + \int_{t_1}^{t} \frac{1}{\delta} (\bar{R}_\sigma(s) - 1) \, ds\right]$. In general, for $t \in (t_{k-1}, t_k]$, it can be shown that

$$E[I_1(t) + I_2(t)] \geq (I_1(t_0) + I_2(t_0)) \exp\left[\frac{1}{\delta} \left(\int_{t_0}^{t_1} (\bar{R}_\sigma(s) - 1) \, ds + \cdots + \int_{t_{k-1}}^{t_k} (\bar{R}_\sigma(s) - 1) \, ds\right)\right].$$  \quad (29)

On the other hand, $\tilde{R}_0 > 1$ implies that $\zeta = \exp\left(\frac{1}{\delta} \left[\int_{t_0}^{t_1} (\bar{R}_\sigma(s) - 1) \, ds + \cdots + \int_{t_{k-1}}^{t_k} (\bar{R}_\sigma(s) - 1) \, ds\right]\right) > 1$ such that $\lim_{t \to \infty} E[I_1(t) + I_2(t)] \to \infty$ as $t \to \infty$. Therefore, the disease weakly persists with probability 1. \hfill \Box

Remark 4 It is worthy to point out from Theorem 3 that the disease is weakly persistent with $\tilde{R}_0 > 1$.

Theorem 4 Suppose that the switching signal $\sigma$ is periodic. Suppose that

$$\tilde{R}_0 = \int_{t_0}^{t_0 + \omega} (X_\sigma q_\sigma G \tau + e_\sigma r_\sigma Y_\sigma) \, ds,$$

with $G$ given in Proposition 3, $X_\sigma = \frac{1}{G(q_\sigma - p_\sigma + (\sigma + r_\sigma + p_\beta))} > 0$, and $Y_\sigma = \frac{1}{e_\sigma r_\sigma + a - b_\sigma + p_\beta} > 0$. If $R^*_0 > 1$, then the disease is weakly persistent with probability 1.

Proof From the proof preceding to Theorem 3, we have that, for $t = t_0 + \omega$,

$$E[I_1(t_0 + \omega) + I_2(t_0 + \omega)]$$
$$\geq E[I_1(t_0) + I_2(t_0)] \exp\left[\frac{1}{\delta} \left(\int_{t_0}^{t_1} (\bar{R}_\sigma(s) - 1) \, ds + \cdots + \int_{t_{m-1}}^{t_m} (\bar{R}_\sigma(s) - 1) \, ds\right)\right].$$  \quad (31)

For some integer $h = 1, 2, \ldots, E[I_1(t_0 + ho) + I_2(t_0 + ho)] \geq \zeta E[I_1(t_0 + (h-1)\omega) + I_2(t_0 + (h-1)\omega)] \geq \cdots \geq \zeta^h E[I_1(t_0) + I_2(t_0)]$, which implies that when $h$ approaches $\infty$, the sequence $\{E[I_1(t_0 + ho) + I_2(t_0 + ho)]\}$ converges to $\infty$. Thus, for $t \in (t_{k-1}, t_k]$ and $t_0 + ho < t_k \leq t_0 + (h + 1)\omega$, we derive that $E[I_1(t) + I_2(t)] \geq E[I_1(t_0 + ho) + I_2(t_0 + ho)] \exp\left[\int_{t_0 + ho}^{t} \frac{1}{\delta} (\bar{R}_\sigma(s) - 1) \, ds\right] \geq ME[I_1(t_0 + ho) + I_2(t_0 + ho)]$, in which $M = \min_{t_0 + ho \leq s < t_0 + (h + 1)\omega} \exp\left[\int_{t_0 + ho}^{s} \frac{1}{\delta} (\bar{R}_\sigma(s) - 1) \, ds\right]$. It can be derived that $\lim_{t \to \infty} E[I_1(t) + I_2(t)] \to \infty$. Therefore, the disease is weakly persistent with probability 1. \hfill \Box

Remark 5 It has been shown in Theorem 4 that the basic reproduction number $\tilde{R}_0$ is related to the transmission mechanism of disease, and the disease is weakly persistent even if the basic reproduction number of some subsystem is less than one.

Remark 6 We observe from the results of Theorem 2 and Theorem 4 that two types of noise and time delay have an important effect on the dynamics of the proposed model.
4 Pulse control schemes

In this section, we develop pulse control strategies to eliminate the disease. New threshold conditions are established to guarantee that pulse control strategies are successful in clearing up the disease.

4.1 Pulse treatment of two types of the infected individuals

In this subsection, we discuss the case that the pulse treatment strategy is applied to the asymptomatic infected individuals and the symptomatic infected individuals in a relatively short time period compared with the dynamics of the disease. Immediately after each pulse treatment, the disease evolves from its new initial state without being further affected by the treatment scheme until the next pulse is applied [17, 31]. At each treatment time, assume that the asymptomatic infected individuals and the symptomatic infected individuals are provided with pulse treatment at the same time, and assume that two types of the treated populations of the asymptomatic infected individuals and the symptomatic infected individuals who are in pulse therapy, respectively. And assume that two types of the treated population can become died out. Suppose that we ignore the effect caused by drug to other individuals. When pulse treatment strategies are incorporated into system (1), the system may be rewritten as follows:

\[
\begin{align*}
\frac{dS(t)}{dt} &= (\lambda - p_\sigma S(t) \int_0^T I_1(t-h)dh - q_\sigma S(t) \int_0^T I_2(t-h)dh - aS(t))dt - S(t)dM(t), \\
\frac{dI_1(t)}{dt} &= (p_\sigma S(t) \int_0^T I_1(t-h)dh + q_\sigma S(t) \int_0^T I_2(t-h)dh - (r_\sigma + a + \rho_\sigma^1)I_1(t))dt - \psi_1I_1(t)dW_1(t), \\
\frac{dI_2(t)}{dt} &= (e_\sigma r_\sigma I_1(t) - (a + b_\sigma + \rho_\sigma^2)I_2(t))dt - \psi_2 I_2(t)dW_2(t), \\
\frac{dA(t)}{dt} &= \{(1 - e_\sigma) r_\sigma I_1(t) + \rho_\sigma^2 I_2(t) - c_\sigma A(t) - aA(t)\}dt - \psi_3 A(t)dW_3(t), \\
S(t^*) &= S(t), \quad t = t_0 + n\omega, \\
I_1(t^*) &= (1 - \nu) I_1(t), \\
I_2(t^*) &= (1 - \nu) I_2(t), \quad A(t^*) = A(t), 
\end{align*}
\]

in which all parameters \(\lambda, p_\sigma, q_\sigma, a, r_\sigma, \rho_\sigma^1, e_\sigma, b_\sigma, \rho_\sigma^2\), and \(c_\sigma\) are defined the same as those of system (1). The switching rule \(\sigma \in \mathcal{I}_{\text{periodic-pulse}}\), where \(\mathcal{I}_{\text{periodic-pulse}}\) is the set of periodic switching signals of the above model, and one period is denoted by \(\omega = \omega_1 + \cdots + \omega_m\) and \(\omega_k = t_k - t_{k-1}\). Suppose that \(S(t_0^0) = S(t_0), I_1(t_0^0) = I_1(t_0), I_2(t_0^0) = I_2(t_0),\) and \(A(t_0^0) = A(t_0)\) are the initial condition of system (32). When there are no noise terms and pulse treatment terms, system (32) has a disease-free equilibrium \(Q_0 = (\lambda/\alpha, 0, 0, 0, 0, 0)\). In the following, we investigate that the disease in system (32) will die out with probability 1. That is, if \(I_1 = 0\) and \(I_2 = 0\), then it is obtained that \(A\) approaches zero, which means that the disease could be eradicated theoretically.

**Theorem 5** Suppose that the switching rule \(\sigma \in \mathcal{I}_{\text{periodic-pulse}}\), and \(a > \Lambda\). Suppose that

\[
\tilde{K}_0 = \frac{\ln(1 - \nu)}{\omega} + \int_{t_0}^{t_0^0} \left[\lambda q_\sigma B_\sigma + e_\sigma r_\sigma (a - \Lambda)D_\sigma\right] ds / (a - \Lambda) \omega,
\]

(33)

\[
\frac{\partial I_1}{\partial t} = \int_0^{t_1} \left[\lambda q_\sigma B_\sigma + e_\sigma r_\sigma (a - \Lambda)D_\sigma\right] ds / (a - \Lambda) \omega.
\]
with $B_\sigma = \frac{\sigma - \Lambda}{\lambda (q_0 + p_0) + (\sigma - \Lambda) (r_0 + p_0)}$, and $D_\sigma = \frac{1}{\epsilon_0} \frac{\sigma - \Lambda}{\lambda (q_0 + p_0) + (\sigma - \Lambda) (r_0 + p_0)}$. If $\hat{R}_0 < 1$, then $Q_0 = (\lambda / \alpha, 0, 0, 0, 0)$ is stochastically asymptotically stable. In other words, the disease will go to extinction with probability 1.

**Proof** From the proof of Theorem 1, we have that, for $t \in (t_{k-1}, t_k]$,

$$E[I_1(t) + I_2(t)] \leq \frac{1}{\theta} E[I_1(t_{k-1}) + I_2(t_{k-1})] \exp \left[ \int_{t_{k-1}}^{t} (R_\sigma(s) - 1) \, ds \right],$$

where $\theta = \min_{\sigma \in \{1, 2, \ldots, m\}} \{B_\sigma, D_\sigma\}$ and $R_\sigma = \frac{\lambda \tau q_0 B_\sigma + \epsilon_0 r_0 (\sigma - \Lambda) D_\sigma}{\epsilon_0}$. Then it can be shown that, for $t \in (0, t_1]$, $E[I_1(t) + I_2(t)] \leq \frac{1}{\theta} E[I_1(t_0) + I_2(t_0)] \exp \left[ \int_{0}^{t_1} (R_\sigma(s) - 1) \, ds \right]$. Moreover, we can observe that, for $t \in (t_{k-1}, t_k]$, $E[I_1(t) + I_2(t)] \leq \frac{1}{\theta} E[I_1(t_0) + I_2(t_0)] \exp \left[ \int_{0}^{t_k} (R_\sigma(s) - 1) \, ds + \int_{t_{k-1}}^{t_k} (R_\sigma(s) - 1) \, ds \right].$

Immediately after the pulse switch time $t = t_0 + \omega$, it follows that

$$E[I_1(t_0 + \omega)^* + I_2(t_0 + \omega)^*] = (1 - v) E[I_1(t_0 + \omega) + I_2(t_0 + \omega)] \leq \frac{1}{\theta} (1 - v) E[I_1(t_0) + I_2(t_0)] \exp \left[ \int_{0}^{t_1} (R_\sigma(s) - 1) \, ds + \int_{t_{k-1}}^{t_k} (R_\sigma(s) - 1) \, ds \right].$$

$\hat{R}_0 < 1$ implies that $\hat{\zeta} = \exp \left[ \ln(1 - v) + \int_{0}^{t_0 + \omega} (R_\sigma(s) - 1) \, ds \right] < 1$. Since the switching signal $\sigma$ is periodic, we can derive that $E[I_1(t_0 + \omega)^* + I_2(t_0 + \omega)^*] \leq \cdots \leq \frac{1}{2} (I_1(t_0) + I_2(t_0))^\hat{\zeta}_h$ for some integer $h = 1, 2, \ldots$. Thus, it can obtained that when $h$ approaches $\infty$, the sequence $[E[I_1(t_0 + h\omega)^* + I_2(t_0 + h\omega)^*]]$ approaches $0$. In general, for $t \in (t_{k-1}, t_k]$ and $t_0 + h\omega < t_k \leq t_0 + (h + 1)\omega$, it follows that $E[I_1(t) + I_2(t)] \leq \frac{1}{\theta} E[I_1(t_0 + h\omega)^* + I_2(t_0 + h\omega)^*] \exp \left[ \int_{0}^{t_1} (R_\sigma(s) - 1) \, ds \right] \leq \frac{1}{2} ME[I_1(t_0 + h\omega)^* + I_2(t_0 + h\omega)^*]$, where $M = \max_{t_0 + h\omega \leq t \leq t_0 + (h + 1)\omega} \exp \left[ \int_{0}^{t_1} (R_\sigma(s) - 1) \, ds \right]$. It can be shown that $I_1$ and $I_2$ approach zero with probability 1. Furthermore, we can obtain that $I_1$ approaches zero with probability 1. Therefore, $Q_0 = (\lambda / \alpha, 0, 0, 0, 0)$ is stochastically asymptotically stable, i.e., the disease will go to extinction with probability 1.

**Remark 7** Theorem 5 shows that the disease can be eradicated when the basic reproduction number related to two types of noise, time delay, and pulse treatment is less than one. Given an amplitude of bounded noise $\Lambda$, the condition $\hat{R}_0 < 1$ in Theorem 5 defines a vaccination $\tau_c$ such that $v > v_c$ guarantees eradication of the disease, where

$$v_c = 1 - \exp \left[ \omega - \int_{0}^{t_0 + \omega} \frac{\lambda \tau q_0 B_\sigma + \epsilon_0 r_0 (\alpha - \Lambda) D_\sigma}{\alpha - \Lambda} \, ds \right].$$

### 4.2 Pulse vaccination of the susceptible individuals and the infected individuals

The subsection deals with pulse vaccination applied to the susceptible individuals and the infected individuals at the same time. Suppose that the susceptible individuals are provided with pulse vaccination at each vaccination time, and a fraction $\hat{\theta}$ ($0 < \hat{\theta} < 1$) of the susceptible individuals are offered a pulse scheme. And suppose that the vaccinated sus-
ceptible individuals have permanent immunity. Applied to system (32), the pulse vaccination system is modeled as follows:

\[
\begin{align*}
\dot{S}(t) &= (\lambda - p_S S(t)) \int_{t-\tau}^{t} I_1(h) dh - q_S S(t) \int_{t-\tau}^{t} I_2(h) dh - aS(t) dt \\
&= S(t) dM(t), \quad t \neq t_0 + n\omega, \\
\dot{I}_1(t) &= (p_S S(t) - I_1(t)) \int_{t-\tau}^{t} I_1(h) dh + q_S S(t) \int_{t-\tau}^{t} I_2(h) dh - (r_\sigma + \rho_\sigma^1) I_1(t) dt \\
&= -\psi_1 I_1(t) dW_1(t), \\
\dot{I}_2(t) &= (e_\sigma r_\sigma I_1(t) - (a + b_\sigma + \rho_\sigma^2) I_2(t)) dt - \psi_2 I_2(t) dW_2(t), \\
\dot{A}(t) &= \{(1-e_\sigma) r_\sigma I_1(t) + \rho_\sigma^2 I_2(t) - c_\sigma A(t) - aA(t)\} dt - \psi_3 A(t) dW_3(t), \\
S(t^*) &= (1 - \hat{\theta}) S(t), \quad t = t_0 + n\omega, \\
I_1(t^*) &= (1 - v) I_1(t), \\
I_2(t^*) &= (1 - v) I_2(t), \\
A(t^*) &= A(t),
\end{align*}
\]

where all parameters are defined the same as those of system (32) and are nonnegative. The switching signal \( \sigma \in \mathcal{I}_{\text{periodic-pulse}} \), where \( \mathcal{I}_{\text{periodic-pulse}} \) is the set of period switching signals of (32), and the period is denoted by \( \omega = \omega_1 + \cdots + \omega_m \) and \( \omega_k = t_k - t_{k-1} \). Assume that \( S(t_0^*) = S(t_0) > 0 \), \( I_1(t_0^*) = I_1(t_0) \geq 0 \), \( I_2(t_0^*) = I_2(t_0) \geq 0 \), and \( A(t_0^*) = A(t_0) \geq 0 \) are initial conditions of (32). When the average of oscillation for both the asymptomatic infected individuals and the symptomatic infected individuals is zero, it is deduced that \( A \) approaches zero.

Then system (37) can be simplified to the following limit form:

\[
\begin{align*}
\dot{S}(t) &= (\lambda - aS(t)) dt - S(t) dM(t), \quad t \neq t_0 + n\omega, \\
S(t^*) &= (1 - \hat{\theta}) S(t), \quad t = t_0 + n\omega.
\end{align*}
\]

According to Lemma 2.2 of [42], Eq. (38) has a stochastic solution \( \tilde{S} \). So that system (37) has a stochastic solution \( \tilde{Q} = (\tilde{S}, 0, 0, 0) \). Next, threshold conditions are derived to show that system (37) is stochastically asymptotically stable, which means that the disease could be cleared out theoretically.

**Theorem 6** Suppose that the switching rule \( \sigma \in \mathcal{I}_{\text{periodic-pulse}} \), and \( a > \Lambda \). Suppose that

\[
\hat{R}_0 = \frac{\ln(1-v)}{\omega} + (A - \Lambda) D_\sigma \left[ \frac{1}{(a-\Lambda)\omega} \right]
\]

with \( B_\sigma = \frac{\sigma^{d_\omega}}{\sigma^{d_\omega} + \Lambda^{d_\omega} + \sigma^{d_\omega} + \Lambda^{d_\omega}} \), and \( D_\sigma = \frac{1}{\sigma^{d_\omega} + \Lambda^{d_\omega} + \sigma^{d_\omega} + \Lambda^{d_\omega}} \). If \( \hat{R}_0 < 1 \), then the solution \( \tilde{Q} = (\tilde{S}, 0, 0, 0) \) is stochastically asymptotically stable, which means that the disease will go to extinction with probability 1.

**Proof** Suppose that the switching rule \( \sigma \in \mathcal{I}_{\text{periodic-pulse}} \). From the proof of Theorem 5, it follows that \( I_1(t) \) and \( I_1(t) \) converge to zero with probability 1 in infinite time, respectively. Moreover, \( A(t) \) converges to zero with probability 1 in infinite time. Thus, the limit system with \( I_1(t) = 0, I_2(t) = 0 \) and \( A(t) = 0 \) is given by system (38). Therefore, the solution \( \tilde{Q} = (\tilde{S}, 0, 0, 0) \) is stochastically asymptotically stable. In other words, the disease will go to extinction with probability 1. \( \square \)
5 Computer simulations

This section gives four examples to illustrate the effectiveness of the theoretical results. Suppose that one period is $\omega = 1$, the number of subsystems is $m = 2$, and $t_0 = 0$, and most of the values are taken from those in [7, 12, 14, 23, 24].

Example 1 Consider the dynamics of system (1) with the initial conditions $S(0) = 10,000$, $I_1(0) = 1000$, $I_2(0) = 10,000$, and $A(0) = 1000$. Assume that the activity time in the 1st subsystem is $\omega_1 = 0.8$ and the activity time in the 2nd subsystem is $\omega_2 = 0.2$. Choose constant parameter values $\lambda = 10^3$ and $a = 0.3$. Take the switching parameters $p_1 = 0.01$, $q_1 = 0.07$, $r_1 = 0.7$, $\rho^1_1 = 0.7$, $e_1 = 0.02$, $b_1 = 10^{-4}$, $\rho^2_1 = 0.7$, $c_1 = 0.02$, $p_2 = 0.04$, $q_2 = 0.05$, $r_2 = 0.025$, $\rho^2_2 = 0.015$, $e_2 = 0.4$, $b_2 = 10^{-3}$, $\rho^2_2 = 0.5$, and $c_2 = 0.05$. We will investigate the dynamics of the model, and show the effect of distributed time delay and two types of noise on system (1).

(I) Taking the time delay parameter $\tau = 0.01$, the amplitude of bounded noise $\Lambda = 0.1$, the center frequency of bounded noise $\Omega = 0.2$, and the intensity of noises $\varphi = \varphi_1 = \varphi_2 = \varphi_3 = 0.5$. It can be calculated that the basic reproduction number of the first subsystem is 0.7915; the basic reproduction number of the second subsystem is 1.5870. From Theorem 2, we have $\hat{R}_0 = 0.9506 < 1$, then the disease in system (1) will go to extinction with probability 1. It is worth noticing that the entire system (1) may be stochastically asymptotically stable although some subsystem is stochastically asymptotically unstable. Figure 1 shows that the disease eventually disappears under the influence of distributed time delay, switching, and two types of noise. Therefore, the simulation results of system (1) guarantee the theoretical results.

(II) In the absence of two types of noise, and taking the time delay parameter $\tau = 0.01$, it can be derived that the basic reproduction number is 0.7769 ($< 1$), and solutions of system (1) without two types of noise are plotted in Fig. 2. It can be shown from Fig. 1 and Fig. 2 that solutions of system (1) fluctuate randomly around the deterministic solutions of the model without two types of noise.

![Figure 1](image-url)
(III) In the absence of time delay, the amplitude of bounded noise $\Lambda = 0.1$, the center frequency of bounded noise $\Omega = 0.2$, and the intensity of noises $\phi = \phi_1 = \phi_2 = \phi_3 = 0.5$. It can be derived that the basic reproduction number is $0.0270 (< 1)$, and numerical simulation results are given in Fig. 3. From both Fig. 1 and Fig. 3, it can be shown that time delay could affect the dynamic behavior of the disease.

Example 2 Consider the persistence of the disease in system (1) with the initial conditions $S(0) = 10,000, I_1(0) = 1000, I_2(0) = 1000$, and $A(0) = 1000$. Assume that the activity time in the 1st subsystem is $\omega_1 = 0.2$ and the activity time in the 2nd subsystem is $\omega_2 = 0.8$, and fix constant values $\lambda = 10^3$ and $a = 0.3$. Take the switching parameters $p_1 = 0.01, q_1 = 0.003, r_1 = 0.015, \rho_1^1 = 0.0025, e_1 = 0.3, b_1 = 10^{-3}, \rho_2^1 = 0.0015, c_1 = 0.002, p_2 = 0.04, q_2 = 0.05, r_2 = 0.025, \rho_2^2 = 0.0015, e_2 = 0.4, b_2 = 10^{-4}, \rho_2^2 = 0.0025$, and $c_2 = 0.005$. Take the time delay
parameter $\tau = 0.01$, $\Lambda = 0.01$, $\Omega = 0.2$, and $\psi = \psi_1 = \psi_2 = \psi_3 = 0.1$. It can be computed that the basic reproduction number of the first subsystem is $0.1904$; the basic reproduction number of the second subsystem is $1.4706$. From Theorem 3, it can be derived that $\hat{R}_0 = 1.2146 > 1$, which implies that the disease persists weakly with probability 1. It can be seen from Fig. 4 that the disease in system (1) does not appear.

**Example 3** Consider the dynamics of system (32) with the initial conditions $S(0) = 10,000$, $I_1(0) = 1000$, $I_2(0) = 10,000$, and $A(0) = 1000$. Suppose that the other parameters are the same as those of Fig. 4, and the pulse treatment $\nu = 0.8$. It can be calculated $\hat{R}_0 = 0.7460 < 1$ by Theorem 5. In comparison with Fig. 4 without pulse treatment, it can be clearly shown from Fig. 5 that the disease can be eradicated with probability 1 due to the effect of the pulse treatment.

**Example 4** Consider the dynamics of system (37) with the initial conditions $S(0) = 10,000$, $I_1(0) = 1000$, $I_2(0) = 10,000$, and $A(0) = 1000$. Assume that the activity time in the 1st subsystem is $\omega_1 = 0.8$ and the activity time in the 2nd subsystem is $\omega_2 = 0.2$, and fix constant values to be $\lambda = 10^3$ and $a = 0.3$. Take the switching parameters $p_1 = 0.01$, $q_1 = 0.07$, $r_1 = 0.7$, $\rho_1^2 = 0.7$, $e_1 = 0.02$, $b_1 = 10^{-4}$, $\rho_2^2 = 0.7$, $c_1 = 0.02$, $p_2 = 0.04$, $q_2 = 0.05$, $r_2 = 0.025$, $\rho_2^1 = 0.015$, $e_2 = 0.4$, $b_2 = 10^{-3}$, $\rho_2^2 = 0.5$, and $c_2 = 0.005$. Take the time delay parameters $\tau = 0.01$, $\Lambda = 0.1$, $\Omega = 0.2$, and $\psi = \psi_1 = \psi_2 = \psi_3 = 0.5$. Assuming that the pulse vaccination parameters $\theta = 0.1$ and $\nu = 0.1$, we can obtain that $\hat{R}_0 = 0.8453 < 1$ by Theorem 6. Figure 6 shows that the disease eventually disappears under the conditions of $\hat{R}_0 < 1$. 

![Figure 4](image-url) Simulations of system (1) with $\tau = 0.01$, $\Lambda = 0.01$, and $\psi = \psi_1 = \psi_2 = \psi_3 = 0.1$.
6 Conclusions
Pulse vaccination schemes for switched HIV/AIDS epidemic models with distributed time delay and combined bounded noise and Gaussian white noise are developed and investigated in this paper. The model parameters are assumed to be switching parameters, and two types of noise are incorporated into the model on the basis of the method of stochastic perturbation, a switched HIV/AIDS epidemic model with distributed time delay and two types of noise is presented. Novel threshold criteria are developed to check the stochastic asymptotic stability of the disease-free equilibrium of the models via stochastic Itô’s lemma and the Lyapunov–Razumikhin method. The results show that the disease is eliminated theoretically under the condition of $\bar{R}_0 < 1$ (given by Theorem 1) or $\hat{R}_0 < 1$ (given by Theorem 2), which implies that the system is stochastically asymptotically stable regardless of the subsystems being stable or unstable. And the disease could be permanent.
weakly when $R_0 > 1$ (given by Theorem 3) or $R_{0*}^* > 1$ (given by Theorem 4). Our mathematical analysis suggests that switching parameters, two types of noise, and distributed time delay have significant effect on the spread of the disease. Furthermore, pulse control strategies are applied to two types of the infected population, the susceptible population, and the infected population, respectively. New threshold conditions are derived to examine whether two types of control strategies succeed in the disease elimination or not, i.e., whether $Q_0$ or $\tilde{Q}$ is stochastically asymptotically stable or not. More precisely, a vaccination $τ_c$ is defined to guarantee eradication of the disease if $ν > ν_c$. These results extend the existing work for the corresponding HIV/AIDS model. Simulation examples are provided to verify these results. One future research direction is to study an optimal vaccination strategy for the disease eradication.
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