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Abstract
Blind inpainting algorithms based on deep learning architectures have shown a remarkable performance in recent years, typically outperforming model-based methods both in terms of image quality and run time. However, neural network strategies typically lack a theoretical explanation, which contrasts with the well-understood theory underlying model-based methods. In this work, we leverage the advantages of both approaches by integrating theoretically founded concepts from transform domain methods and sparse approximations into a CNN-based approach for blind image inpainting. To this end, we present a novel strategy to learn convolutional kernels that applies a specifically designed filter dictionary whose elements are linearly combined with trainable weights. Numerical experiments demonstrate the competitiveness of this approach. Our results show not only an improved inpainting quality compared to conventional CNNs but also significantly faster network convergence within a lightweight network design. Our code is available at https://github.com/cv-stuttgart/SDPF_Blind-Inpainting.
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1 Introduction

Image inpainting is a longstanding problem in image processing, which aims to digitally remove visual corruptions from images that may be associated with scratches or other missing blocks of image information. The inpainting problem can be divided into two formulations, blind and non-blind image inpainting, depending on the amount of a priori knowledge about the image corruption. For non-blind image inpainting, the location of the damage within the image is known and can be used within the algorithmic solution. However, in this work, we focus on the more challenging blind inpainting problem, which aims at recovering a missing region whose location is unknown. Such location information can be missing when random pixels of an image are damaged, or when identifying the damage would otherwise require human interaction. Due to the reduced amount of available information, the blind inpainting problem is generally more difficult to solve than non-blind inpainting.

Before the overwhelming success of neural networks for many image processing problems, the best performing strategies for blind image inpainting were model-based. They heavily relied on a mathematical framework that was instrumental to solve the problem. Due to this modeling aspect, classical image inpainting strategies (e.g., those based on variational or transform domain methods) are inherently predictable and explainable, which is often not true for learning-based approaches. In this work, we develop a strategy to combine the high accuracy and fast evaluation times of convolutional neural networks (CNNs) with the interpretability of model-based ideas. Namely, we propose a novel notion of a receptive field layer that relies on the properties of...
a Parseval Frame dictionary (Fig. 1) specifically designed for image inpainting, which is combined with an appropriate sparsity constraint during network training. As we argue below, this new strategy brings highly desirable properties from the theory of sparse image representations into the CNN model, making it not only more lightweight but also more explainable.

1.1 Related Work

In the literature, the most successful inpainting strategies can be roughly grouped into three categories:

(i) **Representation (or transform domain) methods** that formulate the inpainting problem as an optimization task in a transform domain [2,4,11,13,20,33];

(ii) **PDE-based and Variational techniques** that recover missing data from the neighborhood points through a regularity criterion that might be associated with a PDE [3,8,9,14,32];

(iii) **Learning-based strategies** such as convolutional neural networks (CNNs) that learn an end to end mapping from input images to inpainted images based on training data [5,10,26,35,36].

In the following, we discuss the state of the art for inpainting with (i) representation methods, (iii) learning-based strategies as well as combinations of these seemingly alternative approaches, which is also the goal of this work.

Representation methods (i) model image inpainting as a signal restoration problem, where the image is represented as a superposition of a clean component and a “noisy” one. It is then reasonable to assume that the clean component of the image has a sparse representation in some domain, e.g., in a wavelet space. That is, it can be represented using relatively few representation coefficients. Since the noise does not satisfy the same sparsity property, its energy is spread over the whole transform domain. The clean image can then be recovered by identifying its sparse representation through \( \ell_1 \)-norm minimization (in the transform domain). This intuitive argument explains the critical role of *sparsity* in image representation methods.

The study of efficient image representations has been the focus of an intense research starting with the introduction of wavelets in the late 1980’s [30] and continuing with the development of more advanced multiscale representations during the following two decades (cf. the excellent review by Donoho et al. [12] about the role of such representations in image processing). Some of the most important developments in this area occurred with the introduction of curvelets [6] and shearlets [23], two multiscale methods that were shown to be provably sparser than traditional wavelets [7,15] for a large class of images called *cartoon-like images*. The hallmark of both methods is to combine the multiresolution structure of classical wavelets with superior directional sensitivity. This directional sensitivity is achieved through the power of anisotropic scaling and the action of rotation or shear operators.

In parallel with the development of sparse representation methods, several sparsity-based algorithms for image inpainting were proposed in the literature; they include several methods based on wavelets [4,11,33] and shearlets [20] as well as methods such as K-SVD [2,28,29] that, rather than using a fixed dictionary as in the wavelet or shearlet case, build a dictionary adaptively from images. While most of these results are focused on the algorithmic side, some research also investigated performance guarantees. For instance, some results established a precise relationship between image inpainting of cartoon-like images and properties of the representation. Due to their ‘geometric’ properties, namely, their anisotropic support and directional sensitivity, shearlets were shown to offer a very convenient framework for inpainting as they can provably fill larger gaps than wavelets in the class of cartoon-like images [16,20].

During the last five years or so, with the emergence of deep learning (iii) in many areas of engineering and applied mathematics, deep learning methods have gained increasing recognition also in image inpainting due to their very competitive performance. Such methods have been especially effective to address non-blind inpainting, with earlier works using simple architectures like multilayer perceptrons [19] or encoder–decoder structures [31]. Later research focused
on developing alternatives for convolutions that specifically use the corruption's location, such as partial convolutions [25] or gated convolutions [39]. Most recent approaches for non-blind image inpainting use generative adversarial networks (GANs) in order to inpainting missing regions in ways that are visually hard to discriminate from similar images [37–39]. The main limitation of such methods is that their performance if highly dependent on the type of images used for training. In addition, they usually fail if the image location to be inpainted is unknown. By contrast, a much smaller number of methods were proposed to address the more challenging blind inpainting problem. Existing methods often use encoder–decoder structures based on CNN architectures [5,10] that may contain residual blocks to improve performance [26]. The most advanced and best performing schemes in the literature for blind inpainting adopt a two-stage approach where the first stage of the algorithm estimates the location of image corruptions and the second stage applies a non-blind inpainting pass on the detected regions [35]. The improved performance comes at the cost of a significantly higher network complexity.

While deep neural networks have demonstrated impressive results and often outperform conventional methods, one major concern is the lack of interpretability due to their black-box nature [40]. Therefore, there is an increasing effort to include principles from model-based methods into deep learning for an improved interpretability. For instance, Xie et al. [36] proposed a network-based image restoration approach consisting of stacked denoising autoencoder (SDA) that takes inspirations from the K-SVD algorithm [2]. Inspired by the structure of a sparse representation method, each denoising autoencoder block is a two-layer neural network trained to reconstruct a clean image from a corrupted one with the inner layer representation constrained to be sparse. Similarly, Chaudhury and Roy [10] proposed a CNN for image restoration (IRCNN) where the hidden layers are designed to learn a data-driven sparse representation. Another method to bring principles of classical image representation into neural network designs is the structured receptive field networks (SRFN), where convolutional filters are built as linear combinations from a pre-defined dictionary, and only the coefficients of the representation are learned during training [17]. While this idea was originally proposed to learn expressive feature representations in scenarios with limited training data, we adapt and refine this idea to build our approach for image inpainting.

### 1.2 Contribution

In this work, we introduce a novel blind inpainting strategy that leverages the computational efficiency of a CNN along with the interpretability of mathematical representation methods. For that, we adopt the SRFN idea where each convolutional filter is a linear combination of elements from a fixed dictionary, where the coefficients of the linear combination are learned during training. Within this framework, we take advantage of the successful theory of multiscale directional representations to build a new discrete dictionary that is especially effective for image inpainting. Below are the main contributions of our approach.

1. We design a new dictionary of filters to provide efficient representations for salient features such as edges and corners in natural images. Our filter design is based on a recently proposed mathematical framework for the construction of Parseval frames with compact support [18].
2. We include a sparsity constraint during the training that is inspired by the sparsity norms used in model-based representation methods.
3. We implement our inpainting strategy using a simple transform CNN architecture [10]. After examining the most effective placement of receptive field layers, we select two lightweight architectures.
4. We run numerical experiments to demonstrate the capabilities of our method as compared to state-of-the-art methods for blind inpainting. Specifically,
   - (a) We demonstrate the learning capabilities of our receptive field layers and provide an interpretation of their capabilities in terms of image representation;
   - (b) We show that our filter learning strategy provides more than merely a good layer initialization and demonstrate the efficacy of our approach throughout the complete training process;
   - (c) We experimentally confirm that our network strategy significantly reduces the amount of training data required for high-quality inpainting results.

We remark that another application of the SRFN idea in the context of hyperspectral classification was presented by some of the authors in [24], but with a very different rationale, network design and algorithm.

### 2 Method

We formulate image inpainting as an inverse problem that aims to recover an image \( x \) from its corrupted version \( y = x + w \). A solution of this problem is found by solving

\[
\hat{x} = \arg\min_{x} \| y - x \|_2^2 + \lambda \Phi(x),
\]

where \( \lambda \) is a trade-off parameter and \( \Phi \) is a regularization operator enforcing some condition on the solution, e.g., sparsity.
Rather than solving Eq. (1) directly through image representation methods and optimization techniques, here we opt for a learning-based approach. This choice is motivated by the efficiency of learning-based methods to address a specific corruption process, e.g., noise removal, and their fast evaluation speed compared to model-based approaches. Additionally, we include concepts from representation methods to endow our CNN approach with interpretability. In contrast to existing methods that try to combine the advantages of learning- and model-based methods by mimicking the structure representation methods at the architectural level [10,36], our approach acts at the layer level.

2.1 Method Overview

The architectural foundation for our network design is a slim, fully convolutional network architecture similar to the image restoration CNN (IRCNN) by Chaudhury and Roy [10]. It consists of a sequence of convolutional layers with ReLU activations and can therefore process images of any input dimensions [27]. As shown in Fig. 2, the network architecture forms three sections that resemble the process of a classical representation method: feature extraction, nonlinear dimensionality reduction and clean image reconstruction. We select this network architecture due to this structural resemblance to representation methods as well as its simplicity. However, we remark that our following strategy of expressing a convolutional filter as linear combination from a pre-designed sparse dictionary can be applied to any existing CNN architecture.

Following the SRFN idea, we assume that any $5 \times 5$ convolutional filter $\{S_k\}$ of our network is expressed as linear combination of $5 \times 5$ basis filters $B_i$, $i = 1, \ldots L$ that are taken from an appropriate dictionary. Hence, any convolutional filter $S_k$ is of the form

$$S_k = \sum_{i=1}^{L} \alpha_{k,i} B_i,$$

where the filter coefficients $\alpha_{k,i}$ are learned during training. With respect to the original SRFN method [17], we introduce two innovative features that, combined with our selection of network architecture, are designed to reflect some fundamental idea from the sparsity-based approach to inpainting.

One major novelty of our approach is to build our filter dictionary as a tight frame consisting of directional filters based on the theory of shearlets. Guided by the theoretical insight that shearlet-based inpainting algorithms achieved state-of-the-art performance [20], our strategy is to select the convolutional filters of our CNN from a shearlet-like dictionary consisting of filters with high directional sensitivity. We remark that we cannot use the original shearlet filters that are defined in the Fourier domain [15,20] nor its space-domain variants [22] due to their large support. To implement them in a CNN, we need a filter with small support. Therefore, we designed a shearlet-like filter dictionary consisting of $5 \times 5$ matrices with the following properties:

(i) It forms a Parseval frame (completeness),
(ii) It produces discrete directional differentiation in all directions (edge detection),
(iii) The filters have few nonzero entries (fast computation).

In this paper, we solve the filter design problem using the theory of compactly supported directional framelets [18], recently proposed by one of the authors. As shown in Fig. 1, our dictionary contains $5 \times 5$ filters with a pronounced directional response that are highly efficient to capture edges and sharp transitions in images. In the next section, we illustrate the dictionary construction in detail.

Another novelty of our approach is to impose a sparsity constraint during training that limits the number of dictionary elements allowed in any linear combination of filters. That is, in Eq. (2), we only allow the sum to contain a small number of terms, e.g., three. This condition can be interpreted as a geometric constraint. The elements of our filter dictionary include low-pass filters and edge detectors along various discrete orientations. Therefore, a linear combination of a few filters of this type generates a kernel acting as a low-pass filter or an edge detector along selected orientations. As a consequence, while the weights of the network layer are still determined by data, our filter construction strategy results in convolutional kernels that are interpretable: They may act as direction-selective edge detectors or averaging operators. We also remark that, due to the sparsity constraint, this approach requires significantly fewer trainable weights than a standard convolution, where a weight for every filter pixel has to be learned.

In the following, we call the dictionary built for our network a Sparse Directional Parseval Frame (SDPF) dictionary and a convolutional layer build from this SDPF dictionary using Eq. (2) (possibly with the sparsity constraint) a SDPF constrained receptive field layer.

2.2 Filter Design

Here, we adapt a method recently proposed by one of the authors in [18], to build compactly supported multidimensional wavelet-like systems with high directional sensitivity. In the two-dimensional case, this approach starts with a compactly supported function $\phi \in L^2(\mathbb{R}^2)$ whose Fourier transform $\hat{\phi}$ satisfies the properties $\hat{\phi}(0) = 1$ and $\hat{\phi}(2\xi) = H_0(\xi)\hat{\phi}(\xi)$ for a $\mathbb{Z}^2$ periodic function $H_0(\xi) \in L^2(\mathbb{T}^2)$ called a low-pass filter. Then, a multiwavelet system $\{\psi_i : i = 1, \ldots, v\}$ is obtained by choosing high-pass filters $H_{1,i}(\xi) \in \mathbb{C}^2$.
Fig. 2 Baseline network architecture, adapted from [10].
Similar to classical transform domain methods, this architecture includes 3 blocks: feature extraction, transform and reconstruction. Our geometric biased, sparse filters from Fig. 1 have the largest impact if used in the first two layers.

$L^2(\mathbb{T}^2)$ such that \( \hat{\psi}_i(2\xi) = H_{1,i}(\xi)\phi(\xi), i = 1, \ldots, v, \) and \( |H_0(\xi)|^2 + \sum_{j=1}^v |H_{1,j}(\xi)|^2 = 1. \) In practice, as the filters are expressed in the Fourier domain as trigonometric polynomials, e.g., \( H_0(\xi) = \sum_{k,n=0}^{M-1} h_0(n,k)e^{2\pi i(m,k)\xi} \) for the low-pass filter, the filter construction consists in determining the matrix of filter coefficients, e.g., \( (h_0(m,k)) \) for the low-pass filter coefficients. In brief, the method in [18] consists of choosing low-pass filter coefficients and an initial set of high-pass filter coefficients. Additional high-pass filter coefficients are next added until the combined set forms a frame or a Parseval frame. As we show below, this construction affords some flexibility that can be used to endow the frame with desirable properties.

We recall that a collection \( \{f_i\} \) in a Hilbert space \( \mathcal{H} \) is a frame if there are lower and upper frame bounds \( \alpha, \beta \), with \( 0 < \alpha \leq \beta < \infty \), such that

\[
\alpha \|f\|^2 \leq \sum_i |\langle f, f_i \rangle|^2 \leq \beta \|f\|^2
\]

for all elements \( f \in \mathcal{H} \). A frame is a Parseval frame if \( \alpha = \beta = 1 \). The Parseval frame condition generalizes the notion of orthonormal basis and ensures that any \( f \in \mathcal{H} \) can be expressed as a linear combination \( f = \sum_{i} a_i(f) f_i \) of frame elements. In other words, the system \( \{f_i\} \) is complete in \( \mathcal{H} \).

The first step in the construction of our Parseval frame is the selection of the low-pass filter coefficients. While there are several possible choices to build a compactly supported function, we choose \( H_0(\xi) = \mu_0(\xi_1)\mu_0(\xi_2) \) for \( \xi = (\xi_1, \xi_2) \in \mathbb{T}^2 \) where

\[
\mu_0(\gamma) = \left( \frac{1 + e^{2\pi i\gamma}}{2} \right)^n, \quad \gamma \in \mathbb{T},
\]

is the uni-variate low-pass filter associated with the n-th order cardinal B-spline. Note that \( \mu_0 \) is a trigonometric polynomial with \( n + 1 \) terms so that the matrix of filter coefficients \( h_0 \) is a \((n+1)\times(n+1)\) matrix. By denoting as \( a = (a_0, \ldots, a_{N-1}) \), the vectorization of the filter coefficients \( h_0 \) of \( H_0 \), we can write \( H_0(\xi) = cW(\xi) \), where \( N = (n+1)^2 \), \( c = (\sqrt{a_0}, \sqrt{a_1}, \ldots, \sqrt{a_{N-1}}) \), and \( W(\xi) = (\sqrt{a_0}, \sqrt{a_1}e^{2\pi i\xi}, \ldots, \sqrt{a_{N-1}}e^{2\pi i(N-1)\xi})^T \). We next apply the following theorem from [18]:

**Theorem 1** With the notation introduced above for \( N, c \) and \( W \), let \( H_0(\xi) = cW(\xi) \) be the low-pass filter obtained as the tensor product of two uni-variate low-pass filters associated with the n-th order cardinal B-spline (4). Suppose that \( Y \) is a \( v \times N \) real-valued matrix with \( v \geq \max\{N, 2^n-1\} \) such that the rows of \( \{\hat{y}_i\} \) form a Parseval frame in \( \mathbb{R}^N \) and all rows of \( Y \) are perpendicular to \( c \). Then, the rows of the \( v \times N \) matrix \( B = Y\text{diag}(c) \) hold the high-pass filter coefficients inducing a Parseval frame of \( L^2(\mathbb{R}^N) \).

We will apply Theorem 1 with \( n = 4 \) to build a set of filter coefficients forming a Parseval frame in \( \mathbb{R}^{25} \) \( (N = 25) \). Note that, in this case, (4) is

\[
\mu_0(\gamma) = \left( \frac{1 + e^{2\pi i\gamma}}{2} \right)^{4} 
\]

so that the matrix of low-pass filter coefficients is

\[
h_0 = \frac{1}{64} \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
4 & 4 & 4 & 4 & 4 & 4 & 4 \\
6 & 6 & 6 & 6 & 6 & 6 & 6 \\
4 & 4 & 4 & 4 & 4 & 4 & 4 \\
6 & 6 & 6 & 6 & 6 & 6 & 6 \\
4 & 4 & 4 & 4 & 4 & 4 & 4 \\
1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix} \begin{pmatrix}
1 & 4 & 6 & 4 & 1 \\
16 & 24 & 16 & 4 & 1 \\
6 & 24 & 16 & 4 & 1 \\
16 & 24 & 16 & 4 & 1 \\
4 & 16 & 24 & 16 & 4 \\
1 & 4 & 6 & 4 & 1
\end{pmatrix}
\]

and the vector \( c \in \mathbb{R}^{25} \) is obtained by vectorizing \( h_0 \) and taking the square root of the entries.

According to Theorem 1, each set of (vectorized) high-pass filter coefficients occupies a single row in a \( v \times 25 \) matrix \( Y \) and we can hand pick any filters that we wish, provided that each row of \( Y \) is perpendicular to \( c \). We can exploit the flexibility afforded by this construction to enforce useful properties such as directional sensitivity at specific orientations, similar to the properties of the shearlet representation [16]. Hence, in our construction, we choose a set of first-order central difference filter coefficients \( h_i, i = 1, \ldots, 12 \), oriented at all possible discrete orientations on the \( 5 \times 5 \) grid

\[
h_1 = \begin{pmatrix}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad h_2 = \begin{pmatrix}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad \ldots
\]
that we can find a completion matrix $Q$ which gives $Q = U \Sigma_1 V^\top$ with $U \in \mathbb{R}^{25 \times 25}$, $V \in \mathbb{R}^{25 \times 25}$ and

$$\Sigma_1 = \text{diag}(\sigma_1, \ldots, \sigma_{25}) \in \mathbb{R}^{25 \times 25}. \quad (12)$$

Given the singular values $\sigma_1, \ldots, \sigma_{25}$ and the matrix $V$, the completion matrix $D_2$ is constructed as $D_2 = \Sigma_2 V^\top \in \mathbb{R}^{25 \times 25}$ with

$$\Sigma_2 = \text{diag}\left(\sqrt{1 - \sigma_1^2}, \ldots, \sqrt{1 - \sigma_{25}^2}\right) \in \mathbb{R}^{25 \times 25} \quad (13)$$

From the result of the SVD, we have $\sigma_1 = 1$, then $\sqrt{1 - \sigma_1^2} = 0$ and the matrix $\Sigma_2$ reduces to

$$\Sigma_2 = \text{diag}(0, \sqrt{1 - \sigma_2^2}, \ldots, \sqrt{1 - \sigma_{25}^2}) \in \mathbb{R}^{25 \times 25} \quad (14)$$

so that the first row of $D_2$ will be a zero vector. Therefore, we get 24 new filters to complete the Parseval frame for $\mathbb{R}^{25}$, and we obtain a high-pass filter matrix as

$$B = \begin{pmatrix} D_1(c) \\ D_2 \end{pmatrix} \text{diag}(c).$$

Figure 1 shows that our $5 \times 5$ filter dictionary includes a low-pass filter, 24 first- and second-order finite difference filters, followed by 24 additional filters required to obtain a Parseval frame.

The same procedure described above can be used to build filters of any support size, e.g., $3 \times 3$ or $7 \times 7$. In this work, we selected the size $5 \times 5$ since it offers a good compromise between efficiency and complexity. Filters with shorter support (e.g., $3 \times 3$) have reduced geometric sensitivity (e.g., we can only handle 4 orientations in the $3 \times 3$ grid). Filters with larger support are less local and more complex (more orientations and more elements). The filter construction in the general case is summarized in Algorithm 1.

### 3 Results

The experimental evaluation of our image inpainting algorithm is divided into four parts. In the first part, we discuss how to select the best configuration of SPDF constrained receptive field layers in our network for image inpainting. The second part provides a deeper analysis of the learned filters, and the impact of SPDF constrained receptive field layers on the training process. In the third part, we analyze the amount of training data that is required to effectively train a network with SPDF constrained receptive field layers as compared to a conventional CNN. Lastly, we measure the inpainting quality and run time of our top performing network configurations in comparison with state-of-the-art inpainting methods.
3.1 Experimental Data Set

The dataset used for our experiments consists of 225, 100 images with $256 \times 256$ pixels from the Places data set [41], which we overlaid the images with handwriting masks (line width about 10 pixels) extracted from scanned pages, cf. Fig. 8 for examples. The full dataset is available at https://doi.org/10.18419/darus-2886. The masks are either colored white, in a random color or with Gaussian noise ($\mu = 0.4363, \sigma = 0.2737$, according to color distribution of the selected images from Places). Note that we obtained our mask library by rotating a set of 56, 275 handwriting masks by $0^\circ, 90^\circ, 180^\circ$ and $270^\circ$, resulting in a total of 225, 100 masks.

3.2 Network Configuration and Training

To identify the best network configuration for inpainting, we systematically tested different architectures where any convolutional layer is either a SDPF constrained receptive field layer or a conventional convolutional layer. In the first case, any convolutional kernel is a linear combination of only 3 filters that are randomly selected out of the 25 filters of the SDPF dictionary. The number 3 indicates that we imposed a sparsity constraint with sparsity 3. In our implementation, the sparsity value $s$ is treated as a hyperparameter of the neural network, indicating that $s$ filters are randomly chosen from the SPDF dictionary to generate each convolutional filter when the network is initialized. We tested several values of the sparsity level $s$ and heuristically found that sparsity $s = 3$ is the best choice for our dataset. A higher sparsity level would increase the number of trainable parameters without improving or even downgrading performance.

We trained the networks on a reduced training set with white masks, consisting of 5000 images (1000 per occlusion area range) to limit the computational budget. The CNNs were implemented using Tensorflow [1] with the Adam optimizer [21] (using default setting) and trained for 100 epochs with batch size 10. Our code is available at https://github.com/cv-stuttgart/SDPF_Blind-Inpainting.

To describe the network architectures, in the following we denote a conventional $5 \times 5$ convolutional layer by $C$, while we denote by $c$ a conventional $1 \times 1$ convolutional layer. By contrast, we denote by $B$ a SDPF constrained receptive field layer with sparsity 3. As our dictionary is constructed from $5 \times 5$ filters, the third layer $c$ is never replaced by a receptive field layer. Note that the configuration with only convolutional layers ($C-C-C-C-C-C-C-C$) is the IRCNN from [10].
Table 2 reports the image inpainting performance for multiple network configurations that are derived from the CNN architecture in Fig. 2 by using either conventional convolutional layers or SDPF constrained receptive field layers. We note that all configurations with a receptive field layer (B) outperform the original IRCNN architecture for all measured metrics, indicating the improvement due to our modified design and despite the reduced number of trainable parameters.

Among the various configurations, the best inpainting quality is achieved with the first layer being a SDPF constrained receptive field layer and the remaining layers being conventional convolutional layers (B–C–c–C–C–C). For brevity, we call this configuration Geometric-Biased CNN (GBCNN), due to the geometric bias (high directional sensitivity) that is imposed by the combination of SDPF filters and sparsity constrained in the first layer. We explain the excellent performance of this configuration with the improved ability of the SDPF constrained receptive field layer to respond to geometric cues in images, such as edges or corners—an ability which is particularly effective in the first layer(s). This is supported by the performance measures in Table 2, which show a decreasing inpainting performance with the depth of the SDPF filters in the network. Out of all network configurations that use SDPF filters, C–C–c–C–C–C–B yields the worst performance, even though it still outperforms the fully convolutional IRCNN architecture. Also, the weakening effect of the SDPF filters with increasing network depth appears to be independent of the network’s parameter count (and hence its expressiveness), indicating that the improved performance indeed comes from the introduction of model assumptions into the network.

Table 3 lists an extended architectural evaluation based on the top performing GBCNN configuration (B–C–c–C–C–C–C).

| Configuration | Param. | MSE \( \times 10^{-2} \) | \( L_1 \) \( \times 10^{-2} \) | PSNR | SSIM |
|---------------|--------|-------------------------|--------------------------|------|------|
| C–C–c–C–C–C (IRCNN) | 172,113 | 0.1437 | 1.3949 | 30.5622 | 0.9437 |
| B–C–c–C–C–C (GBCNN) | 170,705 | 0.1074 | 0.9458 | 32.2214 | 0.9552 |
| C–B–c–C–C–C | 82,001 | 0.1180 | 1.0838 | 31.7225 | 0.9520 |
| C–C–c–B–C–C | 138,321 | 0.1128 | 1.2192 | 31.1119 | 0.9469 |
| C–C–c–B–C–B | 149,585 | 0.1359 | 1.2727 | 30.8522 | 0.9430 |
| C–C–c–C–C–B | 171,409 | 0.1366 | 1.3159 | 30.7806 | 0.9442 |

Best results displayed in bold

Performance values are computed on the test set, after the network was trained on 5000 training images for 100 epochs; results are averaged over 10 training runs.

| Configuration | Param. | MSE \( \times 10^{-2} \) | \( L_1 \) \( \times 10^{-2} \) | PSNR | SSIM |
|---------------|--------|-------------------------|--------------------------|------|------|
| B–C–c–C–C–C–C–C (GBCNN) | 170,705 | 0.1074 | 0.9459 | 32.2213 | 0.9552 |
| B–C–c–C–C–B | 170,001 | 0.1113 | 0.9867 | 32.0204 | 0.9532 |
| B–C–c–C–B–C | 148,177 | 0.1138 | 1.0383 | 31.8524 | 0.9519 |
| B–C–c–C–B–B | 147,473 | 0.1230 | 1.0890 | 31.5003 | 0.9487 |
| B–C–c–B–C–C | 136,913 | 0.1160 | 1.0469 | 31.7855 | 0.9519 |
| B–C–c–B–C–B | 136,209 | 0.1138 | 1.0465 | 31.6908 | 0.9505 |
| B–C–c–C–B–C | 114,385 | 0.1255 | 1.1303 | 31.3345 | 0.9479 |
| B–C–c–C–B–B | 113,681 | 0.1441 | 1.2946 | 30.5393 | 0.9405 |
| B–B–c–C–C–C–C (GBCNN-L) | 80,593 | 0.1109 | 1.0113 | 31.9925 | 0.9538 |
| B–B–c–C–C–B | 79,889 | 0.1166 | 1.0451 | 31.7482 | 0.9513 |
| B–B–c–C–B–C | 58,065 | 0.1391 | 1.3125 | 30.7628 | 0.9430 |
| B–B–c–C–B–B | 57,361 | 0.1294 | 1.1457 | 31.1907 | 0.9462 |
| B–B–c–B–C–C | 46,801 | 0.1184 | 1.0562 | 31.6847 | 0.9508 |
| B–B–c–C–B–B | 46,097 | 0.1244 | 1.1401 | 31.4052 | 0.9484 |
| B–B–c–B–B–C | 24,273 | 0.1292 | 1.1401 | 31.1820 | 0.9462 |
| B–B–c–B–B–B | 23,569 | 0.1484 | 1.3634 | 30.3444 | 0.9378 |

Best results displayed in bold
It reports the performance of the network configurations resulting from all possible combinations of receptive field and convolutional layers following the first layer.

We observe that the modification of the second layer has the largest impact on the amount of trainable parameters. When using a second layer with SDPF filters and sparsity constraint (B-\(B\)-c-C-C-C), the amount of parameters is more than halved compared to using a fully convolutional one. In accordance with the results from Table 2, receptive field layers impair the inpainting performance when placed in the image reconstruction section of the network (cf. Fig. 2, layers four to six). Out of those three positions, using SDPF filters in the last layer leads to the least degradation of results.

This yields two candidates with fewer parameters and only a slight degradation in performance compared to GBCNN: the configurations B-C-c-C-C-B with 170,001 parameters and B-B-c-C-C-C with 80,593 parameters. We remark that PSNR and MSE do not behave necessarily the same for each architecture due to averaging the numbers per image, and subsequently per dataset. We then select B-B-c-C-C-C as the lightweight version of GBCNN and denote it as GBCNN-L. Below, we will compare both network configurations against state-of-the-art methods.

3.3 Filter Analysis

Here, we analyze the properties of SDPF filters in the first network layer. We compare the filter structure to fully convolutional filters after a completed training and investigate their influence on the training process.

3.3.1 SDPF Filter Response

To analyze the differences between convolutional and SDPF constrained receptive field layers, we investigate the structure of learned features when they are applied to natural images. Figure 3 visualizes the 64 filters in the first layer of IRCNN (Fig. 3a) and GBCNN (Fig. 3b) after being trained for 100 epochs on the full test set of 221,000 images with white masks.

Filters learned in the first layer of the GBCNN are visually more structured and include several first- and second-order difference filters. These clearly result from the linear combinations of a few elements from the SDPF dictionary. We also notice a few low-pass filters (e.g., row 2, column 7 and row 8, column 8). By contrast, the IRCNN filters appear less symmetrical and include almost no elements identifiable as difference filters.

In Fig. 4, we illustrate the responses of a representative selection of filters applied to natural images, to highlight the different filter characteristics. To this end, we visualize the effect of randomly selected filters from the first layers of IRCNN and GBCNN on images from the test data set. The filters learned in the SDPF constrained receptive field layers in Fig. 4b act typically as edge detectors along selected orientations (columns 1,3,5,6) but also include a low-pass (column 2) and high-pass (column 4) filter. By contrast, the IRCNN filters appear less symmetrical and include almost no elements identifiable as difference filters.

In Fig. 4, we illustrate the responses of a representative selection of filters applied to natural images, to highlight the different filter characteristics. To this end, we visualize the effect of randomly selected filters from the first layers of IRCNN and GBCNN on images from the test data set. The filters learned in the SDPF constrained receptive field layers in Fig. 4b act typically as edge detectors along selected orientations (columns 1,3,5,6) but also include a low-pass (column 2) and high-pass (column 4) filter. By contrast, the filter responses for the IRCNN architecture in Fig. 4a are less structured and do not include strong directional responses. This highlights the geometric character and interpretability of the filters associated with our SDPF constrained receptive
Fig. 4 Filter responses on five natural images with overlaid handwriting for six randomly sampled filters from the first layer of the IRCNN and GBCNN networks (cf. Fig. 3 for entire filter sets). The filters are displayed in the top row, and the original images are shown in the first column on the right.

Fig. 5 Inpainting performance as a function of the number of training epochs. The GBCNN performance is always above the IRCNN performance. The purple curve (labeled Switch 60) shows the effect of relaxing the SDPF constrained receptive field layer into a conventional convolutional layer after 60 epochs; the network performance decreases to a level comparable to the IRCNN. Results are averaged over 10 runs.

3.3.2 SDPF Filters During Training

Here, we investigate whether applying our strategy based on pre-designed filters is advantageous throughout the whole training process. One could suppose that these filters simply act as a good “layer initialization” during the first epochs; one could then lift the SDPF dictionary constraint after a certain number of epochs after which the network would converge to an even better model. To investigate this possibility, we implemented a version of a receptive field layer that we trained for a fixed number of epochs under the constraint that convolutional kernels are taken as linear combinations of our SDPF dictionary elements; after a prescribed number of epochs, we used the learned filters as initial weights for a conventional convolutional layer that we trained further.

Figure 5 shows the result of this numerical experiment, where we trained a GBCNN for 60 epochs, after which we lifted the SDPF constraint. This effectively replaces the SDPF constrained receptive layer with a conventional convolutional layer that we initialized with the filters learned after 60 epochs. The figure compares the inpainting performance of the model resulting from this experiment against a GBCNN and an IRCNN. Remarkably, despite the good initialization after 60 epochs, the performance of the network trained with conventional convolutional layers decreases with respect to the GBCNN and falls to the level of a network that used convolutions during the whole training.

To further illustrate this phenomenon, Fig. 6 visualizes a randomly selected set of filters over the duration between lifting the SDPF constraint until the training ends. We see...
3.4 Inpainting Performance with Increasing Training Set Size

In practical applications of neural networks, it is often important to decide the amount of training data that is required for the network to converge to a satisfactory model.

We systematically investigated the inpainting performance of our GBCNN as compared to a IRCNN for different amounts of training data with white masks and reported the results in Fig. 7. The figure shows the image inpainting performance in PSNR for images corrupted by occlusions affecting a different fraction of the image area as a function of the number of training samples (between 10 and 10,000 samples). The networks are trained for 100 epochs and the results averaged over 10 runs. Compared to IRCNN, our GBCNN approach exhibits higher PSNR values on the test set after being trained on relatively few data samples. This difference in performance reduces with more data, but remains very significant on images with smaller areas to inpaint.

Since our GBCNN uses a lower number of trainable parameters than an IRCNN (with the same architecture), it was expected that the former would converge with a lower number of training samples. This intuition was confirmed by our numerical experiments. We explain this behavior with the improved ability of the SPDF dictionary to capture the essential image characteristics which is also the reason for the competitive performance found in the shearlet-based inpainting algorithm that motivated this study. By contrast, the IRCNN requires more training samples to reach the same performance as the GBCNN.

3.5 Benchmark Comparison of Inpainting Performance

We compared the performance of our GBCNN and GBCNN-L against state-of-the-art algorithms for blind image inpainting, including IRCNN [10] and VCNet [35]. Our comparison does not include the wide body of work on non-blind deep inpainting methods, e.g., partial convolutions [25], contextual attention [38], convolutions [39] or generative approaches, due to their use of information about the corruptions’s location and the resulting problem simplification. However, we included the non-blind method ShearLab [20] in the comparison, as our approach is partially motivated by sparsity-based ideas underlying this approach.

The networks are compared on all three versions of the dataset (masked with white, random color or Gaussian noise) and trained on the full data sets (221,000 images) for 100 epochs. VCNet, however, is trained from scratch using 160,000 iterations with a batch size of 12 images following...
the original paper training schedule. Each network is trained five times, and the training run with the best performance is displayed.

Table 4 reports the image inpainting performance in PSNR on the full test set or on subsets associated with different fractions of the image area lost to occlusion. Since the qualitative performance, as measured using the SSIM metric, is very similar to the PSNR, we did not report it. The results for Shearlet inpainting are only stated for the first (white masked) dataset, as Shearlab uses explicit information about the mask's location and is therefore invariant to the masking color.

The table shows the dataset type has a significant influence on the overall inpainting quality as well as the performance of the different methods. While all blind inpainting methods (VCNet, IRCNN, GBCNN and GBCNN-L) perform well on the white-masked dataset, the more complex VCNet performs low on the more difficult randomly colored and Gaussian noise datasets. We remark that VCNet requires 1600 times more training epochs than GBCNN and uses a complex multistep algorithm. Except for VCNet, all learning-based approaches consistently outperform the (non-blind) shearlet-based inpainting method from [20]. This is remarkable, considering that the latter method is non-blind, and confirms the superior performance of learning-based methods in inpainting.

Among the more lightweight CNN-based approaches (GBCNN-L, GBCNN and IRCNN), the differences per dataset are much smaller. Our sparse architectures GBCNN and GBCNN-L both outperform IRCNN’s PSNR on the white and randomly colored datasets, with the best results for white masks achieved by GBCNN-L and for randomly colored by GBCNN. IRCNN leads on the Gaussian noise set, closely followed by GBCNN.

1 Retraining the network became necessary since the pre-trained VCNet model provided by the authors in [35] did not achieve comparable results even after tuning it on our data set for 100,000 additional iterations.
Fig. 8  Inpainting comparison on images with varying occlusion percentages on random-color dataset (top) and dataset comparison on 20–25% occlusion (bottom); PSNR per method reported in the image
When we examine the performance on the subsets by percentage of masked image area, the table shows an interesting shift in the top-performing methods for the white dataset. For relatively small occlusions (0–5%), GBCNN-L outperforms the other methods, with GBCNN performing closely and VCNet showing a significantly worse performance (37.8666 vs. 39.9796 dBs). For larger occlusions (5–10%), GBCNN has the best performance with GBCNN-L performing closely. For the largest tested occlusions (15–20% and 20–25%), VCNet achieves the best performance, even though the improvement with respect to GBCNN is less that 0.5 dBs. We attribute this observation to the fact that for large inpainting areas, the information about the location of the missing region becomes more important and VCNet, taking advantage of its greater complexity, is able to recover large blocks of missing image information more effectively. Yet, the performance of GBCNN is not far off (about $-0.4$ dBs) and it seems that VCNet’s larger complexity does not help to detect non-white masks.

The comparison of the different network approaches shows that, due to their ability to capture salient image features in images, our GBCNN and GBCNN-L perform very competitively overall, even outperforming the more sophisticated VCNet approach for all mask types. Even though our approach is designed for the detection of edges and not for noise removal, also in the presence of masked filled with Gaussian-noise, the inpainting performance is still comparable to the IRCNN architecture and even delivers top results when a relatively small fraction of the area is affected by occlusion.

Representative reconstruction results for all inpainting methods and datasets are shown in Fig. 8. In terms of visual quality, close inspection shows that our approach is more effective to remove the mask contents than VCNet. We observed this property particularly in the random-colored and Gaussian-noise datasets and interpret it as a consequence of our special filter selection process that is designed to capturing edge-like structures with high efficiency.

### 3.5.1 Evaluation Time and Parameters

We also compared the inference times for all of the inpainting algorithms considered in this study in Table 5, and additionally considered the number of trainable parameters. All run times are computed using a single NVIDIA Tesla V100 PCIe graphics card with 32 GB memory. All network approaches were implemented in Python and Tensorflow, while the shearlet-based method has a Matlab implementation.

Top times are delivered by IRCNN, GBCNN and GBCNN-L with about 2.5 msec, since inference requires a computationally cheap feed forward pass on a simple network architecture. The time differences between these three methods are negligible and might be due to small fluctuations in the time measurements. Due to the lightweight architecture resulting from the placement of receptive field layers, GBCNN-L has the lowest parameter count, followed by GBCNN and IRCNN with twice as many parameters. Compared to the three networks above, VCNet has about 20 times more parameters and takes roughly 5 times longer for inference. This comparison shows the advantages of SDPF constrained receptive field layers for the development of lightweight and fast network architectures.

The iterative nature of the shearlet-based inpainting algorithm significantly increases its run time (about $10^4$ times larger) as compared to all network implementations.

### 4 Conclusions

We have introduced a novel strategy for blind image inpainting that brings model-based principles from the theory of sparse representation into the design of a new deep learning model. Our approach employs a specifically designed filter dictionary, called SPDF, in combination with a sparsity constraint, that is motivated by the success of shearlet representations in image processing applications. With these novel concepts, we develop two lightweight network models called GBCNN and GBCNN-L.

One main advantage of our approach to blind inpainting is the increased interpretability. As compared to the conventional CNN approach where there is essentially no control on the kernel structure, the kernels learned by our GBCNN and GBCNN-L reflect the geometric properties of the SPDF dictionary that are critical to capture salient image features such as edges and corners. This behavior is consistent with the model-based principles that guided our design strategy.

By integrating model-based principles into a simple and light weight network architecture, our approach outperforms
not only conventional CNN schemes with similar architectures in terms of inpainting quality. It also excels the significantly more complex VCNet algorithm, which applies a multistep strategy for blind image inpainting.

However, our approaches exhibit a reduced inpainting quality in the case where the region to be inpainted is relatively large. We believe the reduction in competitiveness of our method in this case to be explained by the support size of our filter dictionary, whose element was selected to have fixed size of $5 \times 5$, $7 \times 7$ and $9 \times 9$, and the idea of using filters of different support size in CNNs has already employed successfully in the deep learning literature [34]. This extension would be fully consistent with the theoretical framework of shearlet-based inpainting [16] that inspired the present work, since the desirable properties of the shearlet representation system include not only directional sensitivity but also multiresolution.

We also remark that our approach could possibly be adapted to the task of image denoising, similar to what was done with IRCNN [10]. This application would require to train the neural network on appropriate datasets consistent with the class of images of interest. As in the inpainting case, the application of our direction-sensitive filters is expected to be particularly beneficial for the accurate recovery of edges.
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