A Short-Term Residential Load Forecasting Model Based on LSTM Recurrent Neural Network Considering Weather Features
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Abstract: With economic growth, the demand for power systems is increasingly large. Short-term load forecasting (STLF) becomes an indispensable factor to enhance the application of a smart grid (SG). Other than forecasting aggregated residential loads in a large scale, it is still an urgent problem to improve the accuracy of power load forecasting for individual energy users due to high volatility and uncertainty. However, as an important variable that affects the power consumption pattern, the influence of weather factors on residential load prediction is rarely studied. In this paper, we review the related research of power load forecasting and introduce a short-term residential load forecasting model based on a long short-term memory (LSTM) recurrent neural network with weather features as an input.
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1. Introduction

With the progress of technology and the development of society, the energy supply, especially the electricity supply, plays an increasingly important role in economic activities and daily life. Due to the synchronization of the power generation, transmission and utilization processes combined with the inability to store large quantities of electric energy, a reasonable power dispatching scheme needs to be formulated in order to guarantee the stability and economy of the power system operation. Therefore, power load prediction plays a very important role in the process of the transition toward a more intelligent and more refined power system.

From the perspective of forecasting step size, power load forecasting can be divided into long-term, mid-term and short-term. Long-term forecasting with the target to forecast annual and monthly loads is usually used in power infrastructure construction planning while medium-short-term forecasting, which forecasts weekly, daily and hourly power loads, plays an important role in the system operation.

With the increasing diversification of the production method and lifestyle, an accurate short-term load prediction on a residential level can greatly promote the operation of the power system. To integrate the increasing volume of intermittent renewable generation into modern power grids, integrators are exploring ways to manipulate residential and commercial loads in real-time [1]. Therefore, various demand response (DR) frameworks that can shape power demand by broadcasting time-varying signals to customers are becoming more and more popular. Accurate real-time prediction of energy demand of users is helpful for power suppliers to understand user demand and formulate more reasonable and efficient DR projects. Forecasting load demand is of great significance to power system capacity planning and future investment.
However, as the residential power load is inevitably affected by the weather, holidays, electricity prices, lifestyle and other factors, short-term power load forecasting on a residential level is still a difficult and challenging problem.

This paper studies the relation between weather features and residential loads and introduces a short-term residential load forecasting model based on an LSTM recurrent neural network to verify the assumption. Section 2 introduces the existing power load forecasting methods, the problems and challenges and the necessity to study the influence of weather characteristics on the short-term power load. Section 3 analyzes the weather characteristics of the dataset and presents the relation between different weather features and the residential load. Section 4 introduces the workflow of the proposed model based on LSTM. Section 5 shows the performance of the model on the power load dataset.

2. Previous Work

One-day-ahead forecasting of aggregated power loads has been widely studied in previous works. Different approaches have been proposed to solve the issue. Statistical methods include a time series analysis [1–4] and a regression analysis [5–7] but the forecasting results lack accuracy. With the development of machine learning research, technologies such as the neural network [8,9] and the support vector machine [10,11] are gradually introduced into the daily load forecasting model of power systems. Ghofrani et al. [12] proposed a dedicated input selection scheme to work with the hybrid forecasting framework using wavelet transformation and a Bayesian neural network. Duong-Ngoc et al. [13] studied the correlation between a feedforward deep neural network (FF-DNN) and a recursive deep neural network (R-DNN) and combined the two deep neural network architectures for a power load forecasting task in Ho Chi Minh City. Among all of the literature studied, this approach achieved the most accurate forecasting performance on system level load forecasting with a mean absolute percentage error (MAPE) as small as 0.350% on average. In addition, the work of Zhang et al. [14] also shows the potential of a deep residual network (ResNet) to improve power load forecasting by mitigating gradient vanishing and explosion problems.

The studies above take historical data as the input feature and a few add workday/holiday features into the input matrix. However, in addition to historical patterns and workday/holiday features, weather is also an important factor that affects power load. In past studies, many researchers have taken weather data into account. In [15], an artificial neural network (ANN) and bagged regression trees were developed to generate a load forecast in Sydney/New South Wales using temperature data. In [16], mutual information (MI) was used as the index to select input features. The correlation between temperature, irradiance and load was analyzed. By selecting the input features through MI, the accuracy of the ANN model was improved. In [17], the Humidex Index, a comprehensive index of atmospheric temperature and humidity as an input to forecast the regional power load of a small town in Italy with the special feature that there were only household users in the region without commercial and industrial users, was used. Compared with previous studies using single weather data, this study uses comprehensive weather indicators and the results show that the addition of weather indicators can greatly improve the prediction performance of an ANN.

All of the above methods focus on learning and forecasting the load at the system or substation level. With the appearance of smart meters and the development of automatic meter reading (AMR) technology, the short-term load prediction on residential level has gradually become the focus of researchers. In the existing literature, the work of Ghofrani et al. [18] was the first to focus on the prediction of individual user load. They studied the potential impact of AMR on short-term load forecasting for residential users. The results show that the availability of more real-time measurement data greatly improves the accuracy of load forecasting but computational complexity will increase dramatically at the same time. In recent years, deep learning has gained increasing attention in the field of short-term power load forecasting for individual users. In [19], a hybrid model with an
extreme learning machine and an extended Kalman filter for online short-term load prediction was proposed. However, although focusing on micro-grid research, the data obtained by smart meters in 2014 are still not detailed to every household. The dataset used in this study is relatively small, only including the hourly load data of two residential buildings and two commercial buildings. In [20], a framework based on an LSTM recurrent neural network to forecast the residential load of 69 customers was proposed and MAPE was used to compare this with various benchmarks including state-of-the-art load forecasting and achieved satisfactory results but the researchers selected the data by pre-screening the users, which may have affected the results. Afrasiabi et al. [21] proposed a direct prediction model of the conditional probability density of a residential load based on a deep hybrid network. It achieved high accuracy in both the prediction of a single household’s power load and the prediction of an aggregated load of 3500 residential households. All studies mentioned above only used historical data as model input characteristics without considering the influence of weather factors on a single-family load.

Currently there is little research focused on micro-grid power load forecasting considering weather factors; [22] aimed to provide a day-ahead residential load prediction and directly used the outdoor air temperature as the weather characteristic but did not explore the specific influence of different weather characteristics. Our paper aims to study the influence of meteorological data on a single household power load and provide an hour-ahead load forecast. Firstly, the correlation between the load data and the weather characteristics is measured by calculating the standardized cross-correlation value then we choose the most relevant one or two meteorological features as the input. The hour-ahead prediction is carried out through an LSTM network.

3. Feature Selection

Unlike a regional integrated power load, which has more regular hourly, daily and weekly seasonality, a residential power load is more affected by the exogenous variables such as the lifestyle of the residents, behavior rules and the response to the weather changes so there is a stronger irregularity.

The dataset used in this study is the UMass Smart* Dataset released in 2017 [23]. The apartment dataset contains data obtained from 114 single-family apartments including the apartment’s per-minute electrical load and hourly meteorological data (temperature, humidity, pressure, apparent temperature, wind speed, etc.).

In this section, the correlation between various weather features and the load is evaluated through the cross-correlation value. The factor with the strongest correlation is then selected as the input to the prediction model. Finally, the distribution of the selected indexes in all of the years is analyzed to provide a basis for dividing the training set and the test set.

3.1. Normalized Cross-Correlation

The cross-correlation function represents the correlation between two time series; that is, it describes the correlation between the values of signals x(t) and y(t) at any two different moments, T1 and T2. For discrete time series, the cross-correlation function can be defined as follows:

$$\text{cross}_\text{corr}(x, y) = \frac{1}{n-1} \sum_{i=0}^{n-1} x_i \times y_i.$$ (1)

There are three problems when using a cross-correlation value to evaluate the correlation:
1. The score value of the cross-correlation is difficult to understand.
2. Both sequences must be of the same magnitude. If a sequence value is reduced by half, its relevance is reduced.
3. Inability to solve the problem of a sequence value of 0.
To solve these problems, a standardized cross-correlation function is used:

$$\text{norm\_cross\_corr}(x, y) = \frac{\sum_{i=0}^{n-1} x_i \times y_i}{\sqrt{\sum_{i=0}^{n-1} x_i^2 \times \sum_{i=0}^{n-1} y_i^2}}$$ (2)

The cross-correlation values after standardization have the following characteristics:
1. The higher the absolute value, the higher the correlation. When two signals are exactly the same, the maximum value is 1; when the two signals are completely opposite, the minimum value is −1.
2. The correlation of time series with different amplitudes can be detected.

3.2. Results

In this study, the weather dataset contained features such as ‘temperature’, ‘humidity’, ‘visibility’, ‘apparent temperature’, ‘pressure’, ‘wind speed’, ‘wind bearing’, ‘dew point’ and ‘probability of precipitation’. We conducted a correlation analysis on these indicators and the load data at the same time and the results are shown in Figure 1.

As shown vividly in Figure 1, the temperature, apparent temperature and dew point were the most relevant factors corresponding with residential power load and all three variables were correlated with temperature. The temperature generally refers to air temperature; dew point refers to the temperature at which gaseous water contained in air reaches a saturation point and condenses into liquid water at a fixed pressure; apparent temperature refers to the degree of warmth and coldness felt by human body, which is influenced by air temperature, wind speed and relative humidity [24]. It is calculated by Equation (3):

$$AT = 1.07T + 0.2e - 0.65V - 2.7,$$ (3)

where $AT$ is body temperature (°C), $T$ is air temperature (°C), $e$ is water vapor pressure (hPa), $V$ is wind speed (m/SEC).

As the three variables with the highest correlation were all related to temperature and as apparent temperature was the most comprehensive factor among the three variables, we only chose apparent temperature as the meteorological input feature for the short-term load prediction.

By analyzing the specific data, it was found that the correlation coefficient between apparent temperature and load ranged from −0.22 to −0.9. The specific data distribution is shown in Table 1 and Figure 2. A total of 83.34% of the tested apartments had a correlation that was greater than 0.5 and only 19 apartments had a relatively low correlation, which
was consistent with common sense in reality. The electricity consumption patterns of most people are affected by temperature and the magnitude of the influence is determined by the different sensitivity of people towards temperature change. A few people are not sensitive to climate change so the electricity consumption patterns are less affected by temperature.

### Table 1. Distribution of the correlation coefficient.

| Correlation Coefficient | <−0.9 | −0.9~−0.7 | −0.7~−0.5 | −0.5~−0.3 | >−0.3 |
|-------------------------|-------|-----------|-----------|-----------|------|
| Number of Apartments    | 1     | 22        | 72        | 17        | 2    |
| Percentage (%)          | 0.88  | 19.30     | 63.16     | 14.91     | 1.75 |

Figure 2. Distribution of the correlation coefficient: (a) histogram; (b) sector graph.

#### 3.3. The Distribution of Apparent Temperature

Due to privacy protection and other issues, the organization that published the dataset did not give detailed information of the tested users (location, consumption pattern, etc.) so in order to understand the weather characteristics of the test site, we visualized the annual distribution of the apparent temperature in Figure 3.

Figure 3. Annual distribution of the apparent temperature: (a) 2014; (b) 2015; (c) 2016.

Through the analysis of the weather data from 2014 to 2016, we found that the meteorological data of November and December were similar to that of March, April and May and the obvious cold season occurred in January and February. This was a great help for us to divide the training set from the test set; by using data from the first nine months as the training set, the model could learn about changes in the patterns of electricity consumption in all weather conditions.
4. STLF Model

4.1. LSTM

A long short-term memory network (LSTM) is a type of temporal cyclic neural network [25], which is specially designed to solve the long-term dependency problem existing in a general RNN (recurrent neural network). In an LSTM network, the hidden layer neurons of a traditional RNN network are replaced with memory units. The structure of the memory unit, which includes input gate, forgetting gate and output gate, can make the network delete invalid information or retain important information at each time step.

In many fields such as language translation and speech recognition, an LSTM recurrent network has become one of the ideal candidate networks due to its ability to learn temporal correlations. Such temporal correlations are widely spread in the electricity consumption of individual households because they are based on the behavior of the residents, which is difficult to learn and predict. In the case of residential load prediction, the LSTM network is expected to extract the states of the residents from the pattern of the input power consumption profile, then keep the memory of these states and finally make the prediction according to the learnt information [20].

The structure of an LSTM cell block is shown in Figure 4.

The calculation process is shown in Equations (4)–(9).

\[
\begin{align*}
    f_t &= \sigma(W_f[s_{t-1}, x_t] + b_f), \\
    i_t &= \sigma(W_i[s_{t-1}, x_t] + b_i), \\
    \tilde{C}_t &= \tanh(W_c[s_{t-1}, x_t] + b_c), \\
    C_t &= f_t C_{t-1} + i_t \tilde{C}_t, \\
    o_t &= \sigma(W_o[s_{t-1}, x_t] + b_o), \\
    s_t &= o_t \tanh(C_t).
\end{align*}
\]

The forget gate \( f_t \) is first calculated, which determines how much information the current memory cell has forgotten from the previous cell state \( C_{t-1} \). The current input \( x_t \) combined with the previous hidden state \( s_{t-1} \) is used as the input to the memory cell. \( W_f \) is the weight matrix of the forget gate. The input gate \( i_t \) determines how much information from the input signal can be sent into the global cell state. \( W_i \) is the weight matrix of the input gate. The current cell state \( \tilde{C}_t \) is then calculated and the global cell state \( C_t \) is updated according to the input gate and the forget gate. Finally, the output state \( s_t \) at the current moment is determined by the output gate \( o_t \). \( b \) is the bias for every gate.
4.2. STLF Model Based on LSTM

The short-term forecasting framework based on LSTM is shown in Figure 5.

**Figure 5.** Workflow of the LSTM-based model.

The framework starts with the preprocessing of the input data. In this study, the following input features were used:

1. The sequence of the power load in the past $K$ time steps: $\mathcal{L} = \{l_{t-K}, \ldots, l_{t-2}, l_{t-1}\} \in \mathbb{R}^K$.
2. The sequence of the last-week power load for the past $K$ time steps: $\mathcal{L}_w = \{l_{w-K}, \ldots, l_{w-2}, l_{w-1}\} \in \mathbb{R}^K$.
3. The weather feature sequence for the $K$ time steps: $T \in \mathbb{R}^K$.
4. The corresponding binary holiday marks $H$ where $H = 0$ when it was a working day and 1 when it was not.

As LSTM is sensitive to the data scale, the four input vectors were scaled to the range of $(0, 1)$ according to the nature of the feature. The minimum-maximum normalization was applied on $\mathcal{L}$, $\mathcal{L}_w$ and $T$ while $H$ was encoded by one hot encoder.

After the four vectors were scaled to $\tilde{\mathcal{L}}, \tilde{\mathcal{L}}_w, \tilde{T}, H$, the input matrix for the LSTM model was given as:

$$X = [\tilde{\mathcal{L}}^T, \tilde{\mathcal{L}}_w^T, \tilde{T}^T, H^T].$$  \(10\)
Each row referred to the input eigenvector of the corresponding time step.

As LSTM is sensitive to the data scale, the four input vectors were scaled to the range (0,1) according to the nature of the feature. The minimum-maximum normalization was applied on the weather data. As the sampling interval of the smart meter in this project varied from 1 min to an hour, we integrated the data into the power load data of 1 h in order to maintain consistency with the sampling interval. This also coincided with the 1 h sampling interval for the weather data.

The root mean square error (RMSE) and mean absolute percentage error (MAPE) were commonly used optimization methods in the training effect. The experimental results showed that the Adam algorithm outperformed the root mean square prop (RMSProp), adaptive gradient (AdaGrad), AdaDelta and other commonly used optimization methods in the training effect.

5. Results and Discussion

5.1. Test Settings

As is shown in Figure 6, the data of electricity consumption remained 0 for a long time in 2014 and suddenly showed an abnormally large and sharp increase at the end of 2015, which had a great adverse impact on the accuracy of prediction. Data from 2016 showed a better consistency and regularity; therefore, we only used the one-year data from 1 January 2016 to 31 December 2016 for training and prediction.

![Figure 6. Load data of randomly chosen apartments in 2014 and 2015](image-url)

(a) Apt12 in 2014  (b) Apt30 in 2014  (c) Apt97 in 2014
(d) Apt11 in 2015  (e) Apt58 in 2015  (f) Apt78 in 2015
(g) Apt27 in 2016  (h) Apt98 in 2016  (i) Apt102 in 2016

Figure 6. Load data of randomly chosen apartments in 2014 and 2015: (a) Apartment 12 in 2014; (b) Apartment 30 in 2014; (c) Apartment 97 in 2014; (d) Apartment 11 in 2015; (e) Apartment 58 in 2015; (f) Apartment 78 in 2015; (g) Apartment 27 in 2016; (h) Apartment 98 in 2016; (i) Apartment 102 in 2016.
As the sampling interval of the smart meter in this project varied from 1 min to an hour, we integrated the data into the power load data of 1 h in order to maintain consistency with the sampling interval. This also coincided with the 1 h sampling interval for the weather data.

The period lasted for 365 days. According to different purposes, the data were divided into two subsets; namely, the training set (from 1 January 2016 to 19 October 2016) and the test set (20 October 2016 to 31 December 2016). The training set contained 292 days of data and the test set contained 73 days of data. The ratio of the training set to the test set was 0.8:0.2. The training set was used to train the prediction model and the test set was used to evaluate the results.

In general, hyperparameter tuning is a vast topic, which is essential for obtaining the best predictive performance. However, tuning the parameters of each individual model would have been time-consuming for this proof-of-concept paper as we were making separate predictions for 114 households. In this work, we only focused on verifying the influence of different weather features on the forecast results. Therefore, we chose commonly used two hidden layers and 20 memory units in each layer to build the model and set the timestep = 1, epochs = 15 and batch size = 144; therefore, the input matrix was a $1 \times 4$ matrix.

The root mean square error (RMSE) and mean absolute percentage error (MAPE) were used to estimate the accuracy of the forecast results. The formulae for RMSE and MAPE are as follows:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i - x_i)^2},$$

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{x}_i - x_i}{x_i} \right| \times 100\%,$$

where $\hat{x} = \{\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n\}$ is the output of the forecasting model, $x = \{x_1, x_2, \ldots, x_n\}$ is the actual value corresponding to the forecasting result and $n$ is the number of the output.

5.2. Experimental Results and Discussion

Forecasting speed is very important for short-time power load forecasting. The proposed LSTM framework had the advantages of easy implementation, a strong portability and a short prediction time. All frameworks for all customers were built on a desktop PC with a 1.8 GHz AMD A8 processor and 4 GB of memory. For a single household, the time from the input of historical data to the generation of the prediction result was only 87.73 s on average. If predictions were carried out after model training, the average time for one prediction was only 6.65 s.

In order to verify the influence of weather factors on the prediction accuracy of a single household power load, we used different input features to forecast the single household power load. The prediction results are shown in Table 2.

| Table 2. Prediction results. |
|-----------------------------|
|                            | MAPE (%) | RMSE (W) |
| LSTM without a weather feature | 53.77    | 44.84    |
| LSTM with a weather feature  | 48.46    | 41.51    |
| Accuracy improvement (%)     | 9.87     | 7.43     |

It can be seen that adding weather features as part of the input matrix could effectively improve the accuracy of the load prediction.

Figures 7 and 8 show the results of the power load forecast for the two apartments with the weakest and strongest correlations. Their numerical results are shown in Tables 3 and 4.
In order to verify the influence of weather factors on the prediction accuracy of a single household power load, we used different input features to forecast the single household power load. The prediction results are shown in Table 2.

Table 2. Numerical results of the aggregated building.

|                      | MAPE (%) | RMSE (W) |
|----------------------|----------|----------|
| LSTM without a weather feature | 53.77    | 44.84    |
| LSTM with a weather feature      | 55.95    | 50.10    |
| Accuracy improvement (%)          | -7.20    | 2.45     |

It can be seen that adding weather features as part of the input matrix could effectively improve the accuracy of the load prediction. On the contrary, in Apartment 27, the two indexes of prediction accuracy were greatly improved after the addition of weather features. When the hourly load of 114 apartments were summed up and combined into the electric load of an apartment building, which also belonged to a micro-grid, the forecast results and accuracy measurement are shown in Table 5.

Table 5. Numerical results of the aggregated building.

|                      | MAPE (%) | RMSE (W) |
|----------------------|----------|----------|
| LSTM without a weather feature | 10.95    | 1375.87  |
| LSTM with a weather feature      | 9.42     | 1148.94  |
| Accuracy improvement (%)          | 13.97    | 16.49    |
The above prediction results are summarized in Figures 9 and 10.

![Prediction Results](image1)

**Table 5.** Numerical results of the aggregated building.

| MAPE(%) | RMSE(W) |
|---------|---------|
| LSTM without weather features | 10.95 | 1375.87 |
| LSTM with weather features | 9.42 | 1148.94 |
| AVERAGE | 10.74 | 1237.41 |
| APT110 | 24.92 | 30.88 |
| APT27 | 22.32 | 15.97 |
| AGREGATED | 11.42 | 12.23 |

**Figure 9.** Comparison of the predicted results. RMSE in the aggregated form is reduced 100 times to fit the image scale.

![Accuracy Improvement of Different Predictions](image2)

**Figure 10.** Prediction accuracy improvement for different prediction targets.

It can be seen that after aggregating the 114 apartments’ load as a residential building, the forecast had a larger accuracy improvement (13.97% in MAPE and 16.49 W in RMSE) than the average of the individual forecast (9.87% in MAPE and 7.43 W in RMSE) and a smaller accuracy improvement than the forecast result of Apartment 27 (22.32% in MAPE and 15.97 W in RMSE). This made sense because the correlation between the weather characteristics and the electricity consumption patterns of all users was averaged after the integration. This strongly indicated that the addition of weather features could significantly improve the load prediction of either a single household or a whole building.

6. Conclusions

This paper attempted to explore the influence of weather characteristics on a single household electricity load prediction. Firstly, the correlation between the single household
load and various weather characteristics was studied by calculating the cross-correlation value and the weather factors with the strongest correlation were obtained. According to practice theory, no matter how different residents’ lifestyles were, there were always repeated electricity consumption patterns [19]. Therefore, we chose LSTM as a prediction model for the single-family apartment load because LSTM has demonstrated the potential to learn repetitive patterns over a long period of time.

By analyzing 114 apartment users and the integrated building, the results showed that the addition of weather data had a positive effect on improving the prediction accuracy of most users but it might have a negative effect on users insensitive to weather changes. Overall, the impact of adding weather data was positive. The prediction of the whole building data also showed that the weather data had a positive effect on the improvement of the prediction accuracy of the aggregated data. This is of great significance to both regional load forecasting and residential load forecasting because most short-term power load forecasting studies on a residential level use only historical data and do not take weather into account.

As for future work, methods for parameter optimization can be developed to further improve the forecasting accuracy for different types of customers. It is also possible to explore the choice of input frames to reduce the negative impact of weather characteristics while forecasting the power load of weather-insensitive customers.
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