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Abstract—The self-supervised loss formulation for jointly training depth and egomotion neural networks with monocular images is well studied and has demonstrated state-of-the-art accuracy. One of the main limitations of this approach, however, is that the depth and egomotion estimates are only determined up to an unknown scale. In this paper, we present a novel scale recovery loss that enforces consistency between a known camera height and the estimated camera height, generating metric (scaled) depth and egomotion predictions. We show that our proposed method is competitive with other scale recovery techniques that require more information. Further, we demonstrate that our method facilitates network retraining within new environments, whereas other scale-resolving approaches are incapable of doing so. Notably, our egomotion network is able to produce more accurate estimates than a similar method which recovers scale at test time only.

I. INTRODUCTION

Visual odometry (VO), or visual egomotion estimation, is a well-studied topic with a rich history [1]. One of the known difficulties with monocular VO specifically, however, is that the true scale of the scene (relative to a known reference) cannot be resolved. Consequently, both the estimated scene depths and the estimated distance travelled between adjacent image frames are only determined up to an unknown scale factor. Also, this scale factor is prone to drift over time, and so a constant scale factor correction is not usually appropriate. Although simultaneous localization and mapping (SLAM) algorithms can mitigate scale drift through loop closure detection, extreme scale drift may cause loop closure to fail and may lead to irreversible errors during the map-building process [2].

While several existing techniques aim to resolve the scale factor ambiguity by incorporating scene information that is a priori known (e.g., known object sizes, or known camera height above the ground plane) into classical VO algorithms, this type of hand-engineering is challenging to tune for performance [3]. An alternative solution is to resolve the metric scale factor through data-driven learning. Neural networks are able to map directly from raw image pairs to inter-frame egomotion predictions and, when ground truth labels (e.g., depths or poses) are available, can produce metrically-scaled outputs [4]–[6]. However, since acquiring ground truth labels is often onerous and expensive, the amount of training data is usually limited. Furthermore, because ground truth training labels are not available at test time, newly-collected data cannot be used to update the network weights through online retraining. Learning-based systems are known to be unreliable outside of their training distribution [7] and hence the ability to update the network through retraining is important to enable long-term autonomy. For these reasons, self-supervised methods [8] have been proposed that jointly train depth and egomotion networks without requiring ground truth.

In the self-supervised loss formulation, a photometric reconstruction loss is employed during training. Although the self-supervised paradigm has evolved significantly recently, the network outputs remain unscaled. This is because there is no metric information (e.g., from depth or pose labels) available during the training process. Herein, we propose to use a scale recovery loss that resolves metric scale by ensuring that the estimated camera height (over the ground plane) is the same as the known camera height. To the best of the authors’ knowledge, our self-supervised learning-based system is the first to be able to produce scaled (metric) depth and egomotion estimates while only requiring monocular (as opposed to stereo) images during training. To enable the use of our novel scale recovery loss, we extract the ground plane from each training image and determine its normal and offset (i.e., camera height) through a least squares technique. The scale recovery loss then forces the estimated camera height to be consistent with the known camera height. By doing so, we inject metric information during the training process, which in turn causes the depth and egomotion networks to produce metrically scaled predictions that remain properly scaled at test time. Importantly, no ground plane segmentation is required at test time, unlike existing scale recovery methods [9]. In summary, our main contributions are:

1) a framework for training a self-supervised ground plane segmentation network,
2) a novel loss function that enforces metrically-scaled depth and egomotion estimates without requiring ground truth labels or stereo images during training,
3) comprehensive experiments showing that our loss functions can be used to train depth and egomotion networks to regress metrically-scaled predictions and furthermore can facilitate network retraining with a small amount of data collected online, and
4) an open source implementation of our algorithm.†
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II. RELATED WORK

For monocular VO, accurate scale recovery, that is, the process of making relative depth and egomotion predictions consistent with metric, ground truth measurements, remains an active area of research. In this section, we describe existing methods in the literature for both classical and learning-based egomotion estimation.

A. Scale Recovery in Classical Systems

Lack of metric scale and scale drift are known problems for classical monocular VO estimators. Indeed, popular systems such as ORB-SLAM2 [10] are prone to scale drift. The VO subsystem of ORB-SLAM2 relies on bundle adjustment and loop closure to enforce an approximately constant scale factor over the complete trajectory, but is not able to resolve metric scale.

Several methods [11]–[15] attempt to determine the metric scale at test time by detecting the ground plane and comparing the estimated camera height with the known camera height. We draw inspiration from these methods but note that they have some key limitations. Many of the algorithms [11], [13], [15] assume that the ground plane appears within a predefined image region, which is problematic when the ground plane is not visible (e.g., when the ground plane is occluded by a vehicle on the road). An alternative [16] is to classify ground plane pixels using color information, but because the hue and intensity of the ground plane pixels may change significantly depending on scene illumination and camera settings, this form of road plane detection is unreliable. Wang et al. [14] address this shortcoming by detecting the ground plane by fitting a model to 3D feature points. Although this technique is more robust to ground plane pixel hue and intensity changes, the main drawback is that the ground plane (being smooth and textureless) often lacks readily-identifiable features. To mitigate these difficulties, our ground plane segmentation network is trained using a geometry-based loss, which is independent of pixel intensity and illumination. Since we use a dense set of pixels to determine the ground plane, we expect to outperform feature-based plane detection in regions that lack identifiable features. Additionally, while existing methods [11]–[16] require the presence of a visible ground plane in every image at test time, our method only requires the presence of the ground plane in the training images.

B. Scale Recovery in Learning-Based Systems

The most straightforward means of enforcing metrically-scaled depth and egomotion predictions is through supervised learning (see [6], [17], [18]). However, collecting ground truth data can be time consuming, expensive, and it may not always be reliable (e.g., due to GNSS errors within urban canyons). Additionally, relying on ground truth limits the ability of learning-based systems (in our case, deep networks) to be retrained online in areas where ground truth is not available. Online retraining is important when deploying robots that must operate in environments which differ from the original training environment, motivating the use of self-supervised training methods.

Self-supervised learning of depth and egomotion, initially proposed in [8], has become a prevalent approach, and recent work has demonstrated [19]–[21] near state-of-the-art accuracy for dense depth prediction from monocular images (while, in general, learning-based egomotion networks have not surpassed the accuracy of classical techniques). These systems are trained with a self-supervised photometric reconstruction loss along with a variety of secondary losses. To compute the photometric reconstruction loss, a source image is warped into a target image frame using the predicted scene depths and the inter-frame pose change. The per-pixel reconstruction error is computed by comparing the target image to the reconstructed image; networks are trained to minimize the loss through gradient descent.

A limitation of the photometric reconstruction loss is that it can only be used to train depth and egomotion networks that produce unscaled predictions. Furthermore, the predictions are scale inconsistent: different inputs produce depth and egomotion predictions with a varying scale factor, since there is nothing in the loss formulation that encourages independent predictions to have the same scale. To address scale inconsistency, recent works [22], [23] have proposed to enforce a global scale factor using a depth consistency loss. Despite producing scale-consistent estimates, these losses cannot resolve metric scale.

To resolve scale in a self-supervised system, Godard et al. [24] introduce a left-right consistency loss that uses stereo
image pairs with a fixed (and known) baseline distance. However, despite being "self-supervised" in nature, stereo consistency losses cannot be used for retraining when only a single camera is available. To the best of the authors’ knowledge, there is presently no self-supervised loss function that enforces metric scale for monocular systems. We formulate a loss function that is able to do so, by making use of the known camera height relative to the ground plane. Although the camera height may be considered as ground truth information, this quantity often remains available at test time, which facilitates online retraining.

The work most similar to our own is DNNet [9], which uses an online technique to estimate the scale factor of its learning-based depth and egomotion networks by detecting the ground plane. DNNet requires the presence of a visible ground plane at test time to resolve the scale of the depth and egomotion estimates, while we embed information about metric scale during the training procedure and thus do not require a ground plane at test time. This simplifies scale recovery and makes our predictions less prone to failure at test time when the ground plane is not visible or is incorrectly detected.

### C. Application of Learning-Based VO

Although we use a basic loss formulation and network structure to showcase our proposed scale recovery loss, we note that other learning-based methods [21], [25]–[27] produce state-of-the-art accuracy for monocular VO by incorporating learned predictions within classical (probabilistic and optimization-based) frameworks. Since these methods currently require stereo images or ground truth during training, they are not fully self-supervised in a monocular setting and cannot take advantage of online retraining; our proposed scale recovery method could easily be incorporated into these systems to maintain their ability to produce scaled depth and egomotion predictions while obviating the need for stereo images or ground truth poses.

### III. APPROACH

In order to resolve metric scale in a self-supervised manner, we rely on three separate networks for depth estimation, egomotion estimation, and ground plane segmentation. Below, we introduce the depth and egomotion networks, along with the self-supervised loss formulation used to jointly train them. Then, the formulation of the plane segmentation loss (and network) and the scale recovery loss are discussed.

#### A. Self-Supervised Depth and Egomotion Networks

Our depth network is based on a U-Net [28] encoder-decoder network, which takes as input a target image \( I_t \) and outputs a dense (per-pixel) depth prediction \( \hat{D}_t \). The egomotion network takes as input a target image \( I_t \) and a nearby source image \( I_s \), and outputs \( T_{t,s} \), the estimated SE(3) pose change between image frames. The primary loss term used for jointly training the depth and egomotion networks is a photometric reconstruction loss. The source image \( I_s \) can be differentiably warped to a target image \( I_t \) to produce the reconstructed image \( \hat{I}_t \) using a spatial transformer network [29],

\[
\hat{I}_t = ST(I_s, \hat{D}_t, T_{t,s}, f_u, f_v, c_u, c_v),
\]

where the last four inputs are the known camera intrinsic parameters. The photometric reconstruction loss is the \( L_1 \) error of the reconstructed image (i.e., the 'ground truth' is the target image):

\[
L_{L_1} = \left| \hat{I}_t(u, v) - I_t(u, v) \right|.
\]

A structural similarity loss [30] is used in conjunction with the \( L_1 \) loss (balanced by \( \alpha \in [0, 1] \)) to produce the overall photometric reconstruction loss:

\[
L_P = (1 - \alpha) L_{L_1} + \alpha L_{SSIM}.
\]

An inverse depth smoothness term [24] ensures that the gradients (in the \( x \) and \( y \) directions) of the inverse depth prediction agree with the image gradients:

\[
L_S = \sum_{i \in \{x,y\}} \left| \partial_i \left( \frac{1}{\hat{D}_t(u,v)} \right) \right| e^{-||\partial_i I_t(u,v)||}.
\]

To improve scale consistency, we employ the loss from [22], which ensures that the source depths, when transformed to the target frame using the predicted pose change (becoming \( \hat{D}'_s \)), are consistent with the target depths:

\[
L_{DC} = \left| \frac{\hat{D}'_s(u,v) - \hat{D}_t(u,v)}{\hat{D}'_s(u,v) + \hat{D}_t(u,v)} \right|
\]

Finally, we implement a pose consistency loss to ensure that the ‘forward’ and ‘inverse’ inter-frame translation predictions are consistent with each other:

\[
L_{PC} = |\hat{t}_{t,s} - \hat{t}_{s,t}|.
\]

The complete image-wise loss function consists of all of the loss terms above:

\[
L_{\text{base}} = \sum_{u,v} \left( \lambda_P L_P + \lambda_S L_S + \lambda_{DC} L_{DC} + \lambda_{PC} L_{PC} \right).
\]

Our baseline system is trained with this loss to produce unscaled depth and egomotion estimates. Next, we discuss how we augment this system by incorporating scale recovery into the training procedure.

#### B. Self-Supervised Ground Plane Segmentation

In our scale recovery approach, we compute the per-image scale factor of the depth predictions by observing the difference between the measured camera height and the known camera height. A scale factor of unity (corresponding to the heights being equal) is enforced during training by incorporating a novel scale recovery loss.

To estimate the scale factor, we first compute the camera height over the local ground plane, and compare it to the known camera height. This requires the ground plane itself to be extracted from the image. To extract the ground plane, we use our own plane segmentation network. Alternatively,
the drivable road region could be detected using an existing supervised framework [31], but we choose to implement our own self-supervised technique in order to facilitate retraining alongside the depth and egomotion networks. Our plane segmentation network takes as input a target RGB image and outputs a corresponding plane segmentation mask \( W_t \), whose per-pixel values \( \hat{w}_t(u,v) \in [0,1] \) indicate the likelihood that each pixel is a ground plane ‘inlier’. We train the ground plane segmentation network with a plane consistency loss. We assume that, for a given image, the lower, centre region contains the ground plane only.\(^2\) By computing the normal vector \( \hat{n}_t \) and offset (i.e., the per-image camera height \( h_t \)) of the ground plane, we train our plane segmentation network to minimize a pixel-wise plane consistency loss \( \mathcal{L}_{\text{plane}} \) over all pixels and images in the training dataset:

\[
\mathcal{L}_{\text{plane}} = \lambda_{\text{plane}} \hat{w}_t(u,v) \left| h_t - \mathbf{p}_t(u,v)^T \hat{n}_t \right| - \lambda_{\text{reg}} \log \hat{w}_t(u,v). \tag{8}
\]

In order to minimize the first term, the per-pixel plane predictions \( \hat{w}_t(u,v) \) must be small for pixels whose 3D coordinates \( \mathbf{p}_t(u,v) \) do not lie on the ground plane. Since a trivial solution exists (outputting zero for all pixels in the image), the second term, a cross entropy regularization loss, enforces our segmentation mask outputs to be close to unity. The overall loss is minimized by training the network to accurately predict ‘inlier’ plane pixels with high confidence while downweighting all other pixels. The two loss terms are balanced by the scalar weights \( \lambda_{\text{plane}} \) and \( \lambda_{\text{reg}} \).

In Eq. (8), the per-image camera height \( h_t \) is computed from the predefined ground plane region using a plane fitting procedure. For every ground plane pixel in the target image, the 3D coordinates \( \mathbf{p}_t(u,v) \) are computed as

\[
\mathbf{p}_t(u,v) = \hat{D}_t(u,v) \begin{bmatrix} u-w_{\text{cam}} \overline{u} \overline{v} \end{bmatrix}, \tag{9}
\]

where a pre-trained depth network is used to estimate the scene depths \( \hat{D}_t \).\(^3\) The 3D coordinates are stacked in \( \mathbf{P}_t \), and the ground plane normal vector \( \hat{n}_t \) is found by solving \( \mathbf{P}_t^T \hat{n}_t = 1 \) for \( \hat{n}_t \). The unit normal to the plane is

\[
\hat{n}_t = \frac{\mathbf{n}_t}{\|\mathbf{n}_t\|}. \tag{10}
\]

\(^2\)Although this is a limiting assumption in general, it only applies to the training data, where we can be reasonably confident that the region consistently represents the road plane.

\(^3\)The pre-trained depth network that we use is unscaled—we use Eq. (7) to train this network using the same network structure and training procedure outlined in Section III-D.

The estimated camera offset (i.e., the camera height relative to the plane) is then \( h_t = \mathbf{P}_t^T \hat{n}_t \). We provide further details about the training procedure in Section III-D. Figure 2 provides several examples of the plane segmentation network outputs. We note that our approach does assume local planarity of the ground, as other methods do. This assumption is only required for the training data, however, and images that break the assumption could potentially be omitted.

C. Scale Recovery Loss Formulation

With knowledge of the ground plane (from our plane segmentation network), the most trivial way to enforce metric scale is to extract the estimated camera height \( \hat{h}_t \), and enforce it to be similar to the known camera height, \( h_{\text{gt}} \):

\[
\mathcal{L}_{\text{cam}} = |\hat{h}_t - h_{\text{gt}}|. \tag{11}
\]

The estimated camera height is determined through weighted least squares, where the ground plane normal vector is found by minimizing

\[
L_t = \frac{1}{2}(\mathbf{P}_t^T \hat{n}_t - 1)^T \mathbf{W}_t^{-1}(\mathbf{P}_t^T \hat{n}_t - 1), \tag{12}
\]

where \( \mathbf{P}_t \in \mathbb{R}^{3 \times HW} \) are the stacked 3D coordinates for every pixel in the image, \( \mathbf{W}_t^{-1} \in \mathbb{R}^{HW \times HW} \) is a diagonalized matrix of plane segmentation network outputs (\( \hat{W}_t \)), and \( \mathbf{1} \) is a vector of ones (of size \( HW \times 1 \)). The least squares solution is:

\[
\hat{n}_t = (\mathbf{P}_t \mathbf{W}_t^{-1} \mathbf{P}_t^T)^{-1}(\mathbf{P}_t \mathbf{W}_t^{-1} \mathbf{1}^T). \tag{13}
\]

The estimated camera height is a weighted average of the offset (relative to the plane) of all 3D coordinates:

\[
\hat{h}_t = \frac{1}{\sum_{u,v} \hat{w}_t(u,v)} \sum_{u,v} \hat{w}_t(u,v) \mathbf{p}_t(u,v)^T \hat{n}_t. \tag{14}
\]

Importantly, since a weighted least squares approach is used, Eq. (11) becomes differentiable with respect to the depth predictions of every pixel in the image (the current depth prediction is used to construct the 3D coordinates, \( \mathbf{p}_t \), for each pixel). This link allows for our depth network weights to be updated through gradient descent by minimizing Eq. (11), which metrically scales the depth predictions. We found, however, that there are issues that make Eq. (11) unsuitable in practice. Namely, because the loss is primarily a function of the ground plane pixels (since off-plane plane segmentation weights are generally close to zero), the ability of the depth network to properly resolve scale over the whole scene is limited. Instead of scaling all of the depth predictions, we
found that the ground plane depth would erroneously ‘sink’ as it became scaled, while other components of the scene remained unchanged.

To avoid the problem above, we propose an alternative loss that enforces metric depth (i.e., a scale factor of unity) by affecting all image pixels equally. Rather than directly comparing \( h_t \) to \( h_{gt} \), as in Eq. (11), we can compute an image-specific scale factor \( s_t = \frac{h_t}{h_{gt}} \), and generate per-pixel ‘depth scaling’ targets

\[
D_{t}^{DS}(u,v) = s_t \hat{D}_t(u,v),
\]

which can be directly applied in a depth scaling loss:

\[
L_{DS} = \left| \frac{\hat{D}_t(u,v) - D_t^{DS}(u,v)}{\hat{D}_t(u,v)} \right|.
\]

To enforce proper depth rescaling, all gradients associated with the target depth \( D^{DS} \) are removed (e.g., through \( \text{D}^{DS}.\text{detach()} \) in PyTorch); this forces the network to update all pixel depths, instead of only updating the ground plane pixels, because the only way to minimize Eq. (16) is to update the network such that the estimated scale factor approaches unity. The denominator in Eq. (16) normalizes the per-pixel depth values to prevent large depths from dominating the loss function. Figure 1a illustrates how our depth scaling loss is applied.

We use the same technique (see Figure 1b) to define a ‘translation scaling’ loss,

\[
L_{TS} = \left| t_{t,s} - t_{t,s}^{TS} \right|,
\]

where \( t_{t,s}^{TS} = s_t t_{t,s}^{TS}.\text{detach()} \). We find that applying both scaling loss terms improves stability during training and causes the estimated scale factor to converge to unity more quickly. By combining our scale recovery loss with the baseline loss, our (per-sample) overall loss becomes

\[
L = L_{base} + \sum_{u,v} \left( \lambda_{DS} L_{DS} \right) + \lambda_{TS} L_{TS}.
\]

By incorporating these scale recovery loss terms (balanced by \( \lambda_{DS} \) and \( \lambda_{TS} \)), the scale factor will converge towards unity while the original loss terms are minimized.

D. Implementation Details

We implemented our three networks in PyTorch [32]. The input to the depth and plane segmentation networks is a single RGB image, and the outputs are the depth and plane predictions, respectively. The depth and plane segmentation network encoder blocks were initialized with a pre-trained ResNet18 [33] model, while the convolutional layers of the decoder blocks were set to the default initialization in PyTorch. The input to the egomotion network is two concatenated RGB images (a source and target image), as well as the optical flow between frames.\(^4\)

We initially pretrained our models on the Oxford RobotCar [34] dataset. We subsequently trained the models for 25 epochs on the KITTI odometry dataset using the Adam optimizer [35] with a minibatch size of six and a learning rate of \( 1 \times 10^{-4} \) that was reduced by half after every four epochs. The model that resulted in the lowest validation loss was selected for evaluation on a held-out test set. Figure 3 illustrates the convergence of the scale factor during training; the scale factor converges within 500 minibatch iterations. Over time, as illustrated by the final epoch in the training plot, the scale factor becomes more consistent, and is generally very close to unity.

IV. EXPERIMENTS

We conducted several experiments to verify that our scale recovery method is able to produce depth and pose estimates that are metrically scaled with an accuracy comparable to existing scale recovery methods. Unlike these existing methods, however, our method is fully self-supervised and does not require stereo images or ground truth. We show that our scale recovery loss, by promoting scale consistency during training, is able to improve the overall VO accuracy compared with online scale recovery methods such as DNet [9]. Finally, we demonstrate how our loss formulation is well suited for online retraining to improve VO accuracy in new environments. For these experiments we used the KITTI Odometry [36] and Oxford RobotCar [34] datasets.

A. Scale Factor Evaluation

Our experimental results demonstrate that the scale recovery loss is able to accurately resolve the metric scale factor. We compared our method with two existing loss functions that are used to resolve scale: a pose supervision loss and a (stereo image) left-right consistency loss [24]. To implement these two techniques, we directly replaced our scale recovery loss with the alternate loss function and trained the depth and egomotion networks from scratch. No changes were made to the training procedure\(^5\) or the network structures, other than balancing the additional loss term with the existing loss terms by appropriately tuning its weighting factor.

To compare these three scale-resolving approaches, we estimated the scale factor of their depth predictions by extracting the ground plane using our plane segmentation network, and then computed the camera height with Eq. (14). We compared the estimated camera height \( \hat{h}_t \) to the known

---

\(^4\)See the supplementary material (available in our open source repository) for additional network, training, and experimental details.

\(^5\)For the pose supervision method, we omit the odometry sequences (11–21) because no pose labels are available.
TABLE I: Scale factor evaluation results. The average scale factors for three separate methods are reported for our KITTI test and validation sequences. A more accurate scale factor approaches unity.

| Loss Type                  | Scale Factor Mean (Std. Dev.) | Seq. 05 (val.) | Seq. 09 (test) | Seq. 10 (test) |
|----------------------------|-------------------------------|----------------|----------------|----------------|
| Pose Sup.                  |                               | 0.976 (0.036)  | 0.995 (0.042)  | 1.012 (0.048)  |
| Stereo Consist.            |                               | 1.011 (0.032)  | 1.012 (0.045)  | 1.010 (0.045)  |
| Scale Recov. (Ours)        |                               | 1.004 (0.042)  | 0.997 (0.028)  | 1.009 (0.038)  |

TABLE II: Ablation study demonstrating the effect of our scale recovery loss terms.

| Loss Type | Mean Scale Factor (Std. Dev.) |
|-----------|-------------------------------|
|           | Seq. 05 (val.) | Seq. 09 (test) | Seq. 10 (test) |
| Unscaled  | 1.99 (0.196)   | 2.05 (0.090)   | 2.015 (0.122) |
| \( L_{DS} \) | 1.020 (0.065) | 1.046 (0.042) | 1.036 (0.054) |
| \( L_{TS} \) | 1.023 (0.061) | 1.046 (0.043) | 1.041 (0.057) |
| \( L_{TS} + L_{DS} \) | 1.004 (0.042) | 0.997 (0.028) | 1.009 (0.038) |

C. Visual Odometry Evaluation

The aim of this experiment was to show that our proposed scale recovery method is able to produce metrically scaled egomotion estimates on the KITTI dataset. To generate the trajectory estimates for each sequence, the available SE(3) inter-frame egomotion predictions were compounded together. Our evaluation criteria are the standard translation and rotation segment errors, averaged across all subsequences of length \{100, 200, \ldots, 800\} metres. Results are reported in Table IV, and we include visualization of the trajectories in Figure 5 and in our supplementary material.

We benchmarked the VO accuracy of our method by comparing it with several (monocular) alternatives. First, to illustrate the problem of scale drift, we benchmarked against ORB-SLAM2 (without loop closure). Second, we evaluated performance against two existing learning-based VO methods [22], [23] that promote scale consistency ([22] uses the same depth consistency loss as us and [23] uses a variant of this loss). Third, we compared our system against DNet [9]. Since the authors of [9] did not report any VO results, we adopted their open-source scale recovery technique and used it to rescale our baseline, unscaled network. We followed the same procedure as DNet to estimate the scale factor online: we computed the median camera height and determined the scale factor as \( s_t = \frac{h_{gt}}{h_t} \). The per-image scale factor was then used to rescale the egomotion estimates from our baseline network.

Table IV lists all mean translation and rotation segment errors for the aforementioned approaches. We see that ORB-SLAM2 suffers from scale-inconsistency in seq. 09 compared to the other techniques. Our methods have similar accuracy to the other scale-consistent approaches [22], [23], yet do not require any form of ground truth at test time to produce metrically-scaled predictions.
TABLE III: Monocular depth prediction results on the Eigen test split [37]. “GT” scaling is a per-image scale factor correction using the ground truth depth, while “camera height” scaling only uses knowledge of the camera height over the ground plane.

| Method          | Img. Resolution | Scaling Method | Error ↓ | Accuracy ↑ |
|-----------------|-----------------|----------------|---------|------------|
|                 |                 |                | Abs Rel | Sq Rel | RMSE | RMSE log | δ < 1.25 | δ < 1.25^2 | δ < 1.25^3 |
| Bian et al. [22]| 256 × 832       | GT^1           | 0.137   | 1.089  | 5.439 | 0.217    | 0.830    | 0.942     | 0.975      |
| Zhao et al. [23]| 128 × 416       | GT             | 0.148   | 1.091  | 5.536 | 0.209    | 0.802    | 0.934     | 0.976      |
| DNet [9]        | 192 × 640       | GT             | 0.113   | **0.864** | **4.812** | **0.191** | **0.877** | **0.960** | **0.981**  |
| Ours — no $L_{TS} + L_{DS}$ | 192 × 640 | GT          | 0.130   | 1.313  | 5.254 | 0.206    | 0.857    | 0.955     | 0.979      |
| DNet [9]        | 192 × 640       | Cam. Height    | 0.118   | 0.925  | 4.918 | 0.199    | 0.862    | 0.953     | 0.979      |
| Ours — no $L_{TS} + L_{DS}$ | 192 × 640 | Cam. Height | 0.155   | 1.657  | 5.615 | 0.236    | 0.809    | 0.924     | 0.959      |
| Ours            | 192 × 640       | None           | 0.123   | 0.996  | 5.253 | 0.213    | 0.840    | 0.947     | 0.978      |

* A constant scale factor correction is applied to all frames in the sequence.

Interestingly, although DNet and our method use the same information to resolve metric scale, the incorporation of metric information during training (through our scale recovery loss) produces more accurate translation predictions compared with online rescaling. To confirm this, we removed the effect of orientation error by pairing the learned translation predictions with ground truth orientation, and additionally report these results in Table IV. Similarly, our scaled translation predictions are more accurate than the unscaled predictions that are rescaled online. We hypothesize that this improvement comes from using our scale recovery loss during training, which improves the accuracy of our depth network by promoting scale-consistency (see Section IV-B).

D. Online Retraining Evaluation

This experiment demonstrated how our self-supervised loss formulation is able to account for out-of-distribution data through online network retraining. Data collected within new environments can be used to update the model parameters, allowing the networks to adapt to changing surroundings. We examined domain adaptation by first training our system on the Oxford RobotCar dataset and then evaluating VO accuracy on the KITTI dataset. Note that we used the plane segmentation network trained on KITTI for retraining with our scale recovery loss. Table V lists the domain adaptation results. We first trained our depth and egomotion networks on a subset of the Oxford RobotCar dataset using the same training procedure, network structure, and hyperparameters as for the KITTI experiments (see Section III-D). As expected, due to the difference in the images between datasets (e.g., camera parameters and height, as well as significant changes in scene structure/illumination), our depth and egomotion networks trained on the RobotCar dataset did not perform well on the KITTI dataset. Following this, we retrained the networks for a single epoch with KITTI data (using the KITTI training sequences), without changing any parameters (with the exception of setting the camera height back to 1.70 meters). To gauge the effectiveness of our scale recovery loss, retraining was carried out twice, once with the scale recovery loss and once without. By retraining the models for a single epoch on KITTI using the Eq. (7) baseline (unscaled) loss, the overall accuracy improved, but the scale factor did not converge to unity. In contrast, when retraining with Eq. (18), the network adapted to the KITTI environment and produced metric predictions.

V. Conclusion

In this paper, we described how a novel scale recovery loss can be added to a self-supervised depth and egomotion estimation pipeline to produce metrically-scaled predictions. In contrast to alternative approaches (e.g., pose supervision or stereo consistency losses), our method only requires a stream of monocular images and a known camera height at training time. Notably, our networks can be retrained online, which significantly improves egomotion predictions for out-of-distribution images. Additionally, our loss enforces

![Fig. 5: Top-down view of sequence 09, comparing the accuracy of our method with the DNet rescaling method.](image-url)
depth consistency during training, boosting overall egomotion estimation accuracy compared to a similar method that only recovers scale at test time. As future work, we plan to incorporate uncertainty into the scale recovery loss to account for camera height changes due to vertical motion (e.g., tilt) of the vehicle.
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