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Abstract. The systems of reaction-diffusion equations coupled with moving boundaries defined by Stefan condition have been widely used to describe the dynamics of spreading population. There are several numerical difficulties to efficiently handle such systems. Firstly extremely small time steps are usually demanded due to the stiffness of the system. Secondly it is always difficult to efficiently and accurately handle the moving boundaries. To overcome these difficulties, we first transform the one-dimensional problem with a moving boundary into a system with a fixed computational domain, and then introduce four different temporal schemes: Runge-Kutta, Crank-Nicolson, implicit integration factor (IIF) and Krylov IIF for handling such stiff systems. Numerical examples are examined to illustrate the efficiency, accuracy and consistency for different approaches, and it can be shown that Krylov IIF is superior to other three approaches in terms of stability and efficiency by direct comparison.

1. Introduction. A moving boundary problem is characterized by the fact that the boundary of the domain is not known in advance but it has to be determined as a part of the solution. These problems are often called Stefan problems due to the Stefan condition that links the behavior of the boundary with the unknown solution [10, 39, 40].

According to the seminal paper by Du and Liu [12], where a Stefan condition is introduced and managing a moving boundary problem of parabolic type to describe the spreading of species population, the reaction-diffusion system for the density of population of the invasive species $U(t, x)$ depending on time $t$ and spatial variable $x$ in one dimension can be described as follows:

$$\frac{\partial U}{\partial t} - D \frac{\partial^2 U}{\partial x^2} = f(U), \quad t > 0, \quad 0 < x < H(t),$$

(1)

together with the boundary conditions

$$\frac{\partial U}{\partial x}(t, 0) = 0, \quad U(t, H(t)) = 0, \quad t > 0,$$

(2)
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where the Stefan condition

\[ H'(t) = -\mu \frac{\partial U}{\partial x}(t, H(t)), \quad t > 0, \quad (3) \]

and the initial conditions

\[ H(0) = H_0, \quad U(0, x) = U_0(x), \quad 0 \leq x \leq H_0. \quad (4) \]

The initial function \( U_0(x) \) satisfies the following properties:

\[ U_0(x) \in C^2([0, H_0]), \quad U'_0(0) = U_0(H_0) = 0, \quad U_0(x) > 0, \quad 0 \leq x < H_0. \quad (5) \]

Here \( H(t) \) is the unknown moving boundary such that the population is distributed in the interval \([0, H(t)]\), and \( D > 0 \) is the dispersal rate. The parameter \( \mu > 0 \) involved in the Stefan condition (3) is the proportionally constant between the population gradient at the front and the speed of the moving boundary.

The nonlinear function \( f(U) \) is assumed to be a \( C^1 \) function satisfying \( f(0) = 0 \), and in the literature it is often taken to be the logistic function \( f(U) = U(a - bU) \) with \( a, b \) positive constants. The positive parameters \( a \) and \( b \) are the intrinsic growth rate and the intra-specific competition, respectively. In the rest of this paper, we will take this logistic function as an example to demonstrate the numerical methods which can be easily extended to more general functions \( f(U) \).

The moving boundary is generally called the “free boundary”. If \( f(U) \equiv 0 \), then this problem reduces to the classical Stefan problem, which has been extensively studied theoretically [4] and numerically [7, 15, 17, 5, 6, 37, 35] and the references therein. Other theoretical studies of related free boundary problems can be found in [2] and the references therein.

In contrast, very few numerical methods have been developed to solve such free boundary problems (1)-(5). When solving such system numerically, difficulties arise from the stiffness along with moving boundaries. Firstly it is always difficult to efficiently and accurately handle the moving boundaries. To efficiently handle the moving boundaries, level set methods [15, 36, 42, 43, 49, 50] and front tracking methods [27, 38, 48, 51] are two popular numerical approaches. One distinct feature of front tracking [9, 18, 21, 23, 28, 47] is using a pure Lagrangian approach to explicitly track locations of interfaces, but it is difficult to handle topological bifurcations in high dimensions, while the level set method can efficiently overcome such difficulties. In [29], a front-tracking framework and a front-fixing framework are introduced to solve the system (1)-(5) for 2D model with radial symmetry, and a level set approach is employed for general 2D model.

On the other hand, extremely small time steps are required due to the stiffness of the system. When the explicit schemes are applied to solve such a system, due to stability constraints, an extremely small time step should be used and it might take a long time to finish one single simulation. However, while applying an implicit scheme [3, 19, 31] may be able to remove the stability constraints on the time step \( \Delta t \), it usually requires solving a large global system of nonlinear equations for each time step, and the computational cost could be significant. To efficiently solve stiff reaction-diffusion equations, the authors in [34] have developed a class of implicit integration factor (IIF) methods that are computationally much cheaper than fully implicit schemes and can be unconditionally stable or have generous stability conditions. The flexibility of representation of IIF method allows either direct calculation of the exponentials of matrices, or the use of Krylov subspace [8, 22, 24, 25, 30, 41] for non-constant diffusion coefficients or/with moving boundaries.
to compute their exponential matrix-vector multiplications for further saving in storage and computational cost.

While very little existing work accounts for solving a stiff system with moving boundaries, this paper aims to develop and compare different numerical schemes to solve the system (1)-(5) in one dimension, and it can be observed that Krylov IIF is advantageous to other approaches in terms of stability and efficiency by direct comparison through numerical examples.

The rest of paper is organized as follows. In section 2, we first use the Landau transformation [10, 26] to convert the problem (1)-(5) into a system with fixed computational domain, in which the moving domain is included as a new separate variable coupled in the system. In section 2.1, the Crank-Nicolson scheme is applied to preserve second order accuracy both in time and space for better stability. In section 2.2, the Runge-Kutta method is introduced, which keeps second order accuracy both in time and space. In section 2.3, we extend the implicit integration factor (IIF) method to a system with moving boundaries, which successfully removes the stability constraint associated with the diffusion and the stiff reaction terms thus allowing for large time step size. In section 2.4, to calculate the matrix exponentials more efficiently, Krylov subspace incorporated with IIF is employed to speed up the simulation while maintaining the similar accuracy and stability conditions. In section 3, numerical examples are performed to show the accuracy, stability and efficiency of four different proposed approaches. Finally a brief conclusion is drawn.

2. Numerical schemes for stiff systems with moving boundaries. As discussed in [39], the system (1)-(5) in one dimension can be transforming into a problem with a fixed computational domain [0, 1]. For instance, Let us consider using the Landau transformation [10, 26],

$$z(t, x) = \frac{x}{H(t)}, \quad W(t, z) = U(t, x).$$

Then the 1D diffusive logistic model (1) turns into the form,

$$G(t) \frac{\partial W}{\partial t} - G'(t) \frac{z}{2} \frac{\partial W}{\partial z} - D \frac{\partial^2 W}{\partial z^2} = G(t)W(a - bW), \quad t > 0, \quad 0 < z < 1,$$

where

$$G(t) = H^2(t), \quad t \geq 0.$$ (8)

The boundary conditions (2) together with Stefan condition (3) take the following form

$$\frac{\partial W}{\partial z}(t, 0) = 0, \quad W(t, 1) = 0, \quad t > 0,$$ (9)

and

$$G'(t) = -2\mu \frac{\partial W}{\partial z}(t, 1), \quad t > 0,$$ (10)

respectively, while the initial conditions of (4) become

$$G(0) = H^2_0, \quad W(0, z) = W_0(z) = U_0(zH_0), \quad 0 \leq z \leq 1.$$ (11)

The smoothness of conditions of (5) for the initial function $U_0(x)$ are translated to $W_0(z)$ as follows,

$$W_0(z) \in C^2([0, 1]), \quad W_0'(0) = W_0(1) = 0, \quad W_0(z) > 0, \quad 0 \leq z < 1.$$ (12)

After the transformation, the new problem lies in solving the nonlinear system (7) in the fixed computational domain $[0, 1]$ for the new variable $z$ and unknown functions $W, G$. To numerically solve the system, let us consider the time step size
k = \triangle t, and spatial mesh size \( h = \triangle z = 1/M \), where \( M \) is a positive integer denoting the total number of intervals in \([0,1]\). The mesh points \((t^n, z_j)\) are denoted with \( t^n = kn, n \geq 0, z_j = jh, 0 \leq j \leq M \). Let us denote \( w^n_j \) as the numerical approximation of \( W(t^n, z_j) \) at the mesh point \((t^n, z_j)\), i.e., \( w^n_j \approx W(t^n, z_j) \), and let \( g^n \) be the numerical value of \( G(t^n) \).

2.1. Crank-Nicolson scheme for implicit temporal discretization. In this section, Crank-Nicolson scheme is applied to update \( G \) and \( W \) for each time step with the transformed system (7)-(10), which includes the following three steps:

**Step 1.** Evaluate \( G(t) \) at \( t^{n+1} \).

The new transformed Stefan condition (10) is discretized using first order forward approximation for \( G'(t) \), and second order approximation of \( \frac{\partial W}{\partial z} \) with three points backward,

\[
g^n = -\frac{\mu}{h} (3w^n_M - 4w^n_{M-1} + w^n_{M-2}), \quad n > 0.
\]

So \( G(t^{n+1}) \) can be evaluated by the following,

\[
g^{n+1} = g^n + kg^n, \quad n > 0.
\]

Specially, we use \( g^1 = g^0 + kg^0(0) \) to evaluate the starting value \( g^1 \).

**Step 2.** Update \( W(t, z) \) at \( t^{n+1} \) by using Crank-Nicolson scheme.

Let us consider the forward approximation of the time derivative of \( W \),

\[
\frac{w_{j+1}^{n+1} - w_j^n}{k} \approx \frac{\partial W}{\partial t}(t^n, z_j),
\]

and the second-order central approximation of each spatial derivative of \( W \),

\[
\frac{w_{j+1}^{n+1} - w_{j-1}^{n+1}}{2h} \approx \frac{\partial W}{\partial z}(t^n, z_j), \quad \frac{w_{j+1}^{n+1} - 2w_j^n + w_{j-1}^{n+1}}{h^2} \approx \frac{\partial^2 W}{\partial z^2}(t^n, z_j).
\]

Based on the transformed Stefan condition (10) and from (13)-(14), \( G'(t) \) can be evaluated by the following,

\[
g^{n+1} \approx -\frac{\mu}{h} (3w^{n+1}_M - 4w^{n+1}_{M-1} + w^{n+1}_{M-2}).
\]

Putting (15)-(17) all together into equation (7), we obtain

\[
\frac{w_{j+1}^{n+1} - w_j^n}{k} = \frac{1}{2} \left( \frac{z_j}{2} \right) \left( \frac{w_{j+1}^{n+1} - w_{j-1}^{n+1}}{2h} \right) g^n + D \left( \frac{w_{j-1}^{n+1} - 2w_j^n + w_{j+1}^{n+1}}{g^n h^2} \right) + \frac{1}{2} \left( \frac{z_j}{2} \right) \left( \frac{w_{j+1}^{n+1} - w_{j-1}^{n+1}}{2h} \right) g^n + D \left( \frac{w_{j-1}^{n+1} - 2w_j^n + w_{j+1}^{n+1}}{g^n h^2} \right) + \frac{1}{2} (w^0_j (a - bw^0_j) + w^{n+1}_j (a - bw^{n+1}_j)),
\]

where \( n \geq 0, \quad 0 \leq j \leq M - 1. \)

For \( j = 0 \), Equation (18) involves the fictitious value \( w_{-1}^n \) at the ghost point \((t^n, -h)\). The value \( w_{-1}^n \) can be evaluated from the discretization of the boundary condition (9),

\[
\frac{w^n_0 - w_{-1}^n}{2h} = 0.
\]

Such a nonlinear system can be solved by Newton iteration or other solvers.
Step 3. Reevaluate $G(t)$ at $t^{n+1}$ using BDF2.

\[ g^{n+1} = \frac{4}{3} g^n - \frac{1}{3} g^{n-1} - \frac{2 \mu k}{3h} (3w_{M}^{n+1} - 4w_{M-1}^{n+1} + w_{M-2}^{n+1}), \quad n \geq 1. \quad (19) \]

We use BDF2 scheme to reevaluate $G(t)$ at $t^{n+1}$ for $n = 1, 2, 3...$ in order to preserve the second order accuracy with $O(k^2) + O(h^2)$. When $n = 0$, we use $g^1$ as a starting value. The same process follows to select starting values.

Remark 1. Consistency and error analysis Let us consider the problems (6)-(12), and denote the Equations (7), (9) and (10) in the following form,

\[ \mathcal{L}_1(W, G) = \frac{\partial W}{\partial t} - \frac{G'(t)}{G(t)} \frac{\partial W}{\partial z} - \frac{D}{2} \frac{\partial^2 W}{\partial z^2} - W(a - bW) = 0, \quad t > 0, \quad 0 < z < 1, \]

\[ \mathcal{L}_2(W, G) = \frac{\partial W}{\partial z}(t, 0) = 0, \quad t > 0, \]

\[ \mathcal{L}_3(W, G) = G'(t) + 2\mu \frac{\partial W}{\partial z}(t, 1) = 0, \quad t > 0, \]

and after discretization, the equations are approximated by

\[ L_1(w, g) = \frac{w_j^{n+1} - w_j^n}{h} + \frac{1}{2} \left( \frac{w_j^{n+1} - w_j^n}{h} \right)^2 - \frac{1}{2} \left( \frac{w_j^{n+1} - w_j^n}{h} \right)^2 \]

\[ - \frac{1}{2} \left( \frac{w_j^{n+1} - w_j^n}{h} \right)^2 + \frac{D}{2} \left( \frac{w_j^{n+1} - w_j^n}{h} \right)^2 - \frac{1}{2} \left( \frac{w_j^{n+1} - w_j^n}{h} \right)^2 = 0, \quad n > 0, \quad 0 < j \leq M - 1, \]

\[ L_2(w, g) = \frac{w_0^n - w_{n-1}^n}{h} = 0, \quad n > 0, \]

\[ L_3(w, g) = \frac{g_j^{n+1} - g_j^n}{h} + \frac{\mu}{h} (3w_j^n - 4w_{j-1}^n + w_{j-2}^n) = 0, \quad n > 0. \]

Denoting the local truncation error $T_j^n(W, G)$ as

\[ T_j^n(W, G) = L_1(W_j^n, G^n) - L_1(W_j^n, G^n), \]

\[ T_j^n(W, G) = L_2(W_j^n, G^n) - L_2(W_j^n, G^n), \]

\[ T_j^n(W, G) = L_3(W_j^n, G^n) - L_3(W_j^n, G^n), \]

Suppose we are given exact solutions $W$ and $G$ of problems (6)-(12) at $t^n$, here $W_j^n = W(t^n, z)$ and $G^n = G(t^n)$. According to [44], if the local truncation error $T_j^n(W, G) = (T(1)_j^n, T(2)_j^n, T(3)_j^n)$ tend to zero as $k \to 0$, $h \to 0$, we say that the scheme $L(w, g) = (L_1(w, g), L_2(w, g), L_3(w, g))$ is consistent with problem $L(W, G) = (L_1(W, G), L_2(W, G), L_3(W, G))$. With some calculation, we can get

\[ T(1)_j^n(W, G) = \frac{k}{2} \frac{\partial^2 W}{\partial t^2}(t^n, z_j) + \frac{k^2}{6} \frac{\partial^3 W}{\partial t^3}(t^n, z_j), \]

\[ + \frac{1}{2} \frac{\partial W}{\partial t}(t^n, z_j) + J_1 + \frac{\partial W}{\partial t}(t^{n+1}, z_j) + J_2, \]

\[ = \frac{k}{2} \frac{\partial^2 W}{\partial t^2}(t^n, z_j) + \frac{k^2}{6} \frac{\partial^3 W}{\partial t^3}(t^n, z_j) + \frac{1}{2} \frac{\partial W}{\partial t}(t^n, z_j) + J_1 \]
where the introduced parameters are given by

\[ J_1 = - \frac{z_j}{4} h^2 \frac{\partial^3 W}{\partial z^3}(t^n, z_j) \frac{G'(t^n)}{G^n} - \frac{D}{2G^{n+1}} \frac{h^2}{\partial z^4}(t^n, \delta_2) \]

\[ J_2 = - \frac{z_j}{4} \frac{\partial W}{\partial z}(t^n, z_j) \frac{2\mu h^2}{3G^{n+1}} \frac{\partial^3 W}{\partial z^3}(t^n, \delta_1) + O(h^4). \]

\[ J_1 \text{ and } J_2 \text{ are defined as} \]

\[ J_1 = - \frac{z_j}{4} h^2 \frac{\partial^3 W}{\partial z^3}(t^n, \delta_1) \frac{G'(t^n)}{G^n} - \frac{D}{2G^{n+1}} \frac{h^2}{\partial z^4}(t^n, \delta_2) \]

\[ J_2 = - \frac{z_j}{4} \frac{\partial W}{\partial z}(t^n, z_j) \frac{2\mu h^2}{3G^{n+1}} \frac{\partial^3 W}{\partial z^3}(t^n, \delta_1) + O(h^4). \]

\[ T(2)^n(W, G) = \frac{h^2}{2} \frac{\partial^3 W}{\partial z^3}(t^n, \delta_6). \]

\[ T(3)^n(W, G) = - \frac{k^2}{3} \frac{d^3 G}{dt^3}(\tau_4, 1) - \frac{2\mu h^2}{3} \frac{\partial^4 W}{\partial z^3}(t^n, \delta_7). \]

where the introduced parameters are given by

\[ t^n \leq \tau_1, \tau_2, \tau_3 \leq t^{n+1}, \]

\[ t^{n-1} \leq \tau_4 \leq t^n, \]

\[ z_j-1 \leq \delta_1, \delta_2, \delta_3, \delta_5 \leq z_{j+1}, \]

\[ z_{n-2} \leq \delta_4, \delta_7 \leq 1. \]

By assuming that \( W(t, z) \) is fourth-order partial differentiable with respect to \( z \) and third-order differentiable with respect to \( t \), and that \( G(t) \) is third-order differentiable, we can find that the local truncation error satisfies

\[ T(i)^n(W, G) = O(k^2) + O(h^4), \quad i = 1, 2, 3. \]

2.2. Runge-Kutta method for explicit temporal discretization. In this section, we introduce the Runge-Kutta scheme to solve the transformed system (7)-(12). For this approach, the evaluation of \( W, G \) from \( t^n \) to \( t^{n+1} \) consists of the following five steps:
Step 1. Evaluate $G(t^{n+1/2})$.

The transformed Stefan condition (10) is discretized by using forward approximation in time for $G'(t)$ and three points backward approximation in space of $\frac{\partial W}{\partial z}(t, 1)$, i.e.,

$$g^n = -\frac{\mu}{h} (3w^n_M - 4w^n_{M-1} + w^n_{M-2}), \quad n > 0. \quad (20)$$

Thus $G(t^{n+1/2})$ can be evaluated by the following,

$$g^{n+1/2} = g^n + \frac{k}{2} g^n, \quad n > 0. \quad (21)$$

Step 2. Update $W(t, z)$ at $t^{n+1/2}$.

Let us consider the forward approximation of all time derivatives,

$$\frac{w_j^{n+1/2} - w_j^n}{k/2} \approx \frac{\partial W}{\partial t}(t^n, z_j), \quad \frac{g^{n+1/2} - g^n}{k/2} \approx G'(t^n), \quad (22)$$

and the second-order central approximation in space,

$$\frac{w_j^n - w_j^{n-1}}{2h} \approx \frac{\partial W}{\partial z}(t^n, z_j), \quad \frac{w_{j-1}^n - 2w_j^n + w_{j+1}^n}{h^2} \approx \frac{\partial^2 W}{\partial z^2}(t^n, z_j). \quad (23)$$

Combining (20)-(23) together, the equation (7) can be discretized by

$$\frac{w_j^{n+1/2} - w_j^n}{k/2} - \frac{z_j}{2} \frac{w_{j+1}^{n+1/2} - w_{j-1}^{n+1/2}}{2h} g^n - D w_{j-1}^{n+1/2} - 2w_j^{n+1/2} + w_{j+1}^{n+1/2} = w_j^n (a - bw_j^n).$$

where $n \geq 0, \quad 0 \leq j \leq M - 1.$

Step 3. Repeat Step 1 to evaluate $G(t)$ at $t^{n+1}$ using the updated $W$ and $G$ at $t^{n+1/2}$.

Step 4. Evaluate $W(t, z)$ at $t^{n+1}$ using the Midpoint Method.

$$g^{n+1} = -\frac{\mu}{h} (3w^n_M - 4w^n_{M-1} + w^n_{M-2}), \quad n > 0.$$

$$\frac{w_j^{n+1} - w_j^n}{k} - \frac{z_j}{2} \frac{w_{j+1}^{n+1} - w_{j-1}^{n+1}}{2h} g^{n+1/2} - D w_{j-1}^{n+1/2} - 2w_j^{n+1/2} + w_{j+1}^{n+1/2} = w_j^{n+1/2} (a - bw_j^{n+1/2}), \quad n \geq 0, \quad 0 \leq j \leq M - 1. \quad (24)$$

i.e.,

$$w_j^{n+1} = w_j^n + \frac{k}{g^{n+1/2}} \frac{z_j}{2} \frac{w_{j+1}^{n+1/2} - w_{j-1}^{n+1/2}}{2h} g^{n+1/2} \frac{w_j^{n+1/2} - 2w_{j+1}^{n+1/2} + w_{j+1}^{n+1/2}}{g^{n+1/2} h^2} + kD \frac{w_{j+1}^{n+1/2} - 2w_j^{n+1/2} + w_{j-1}^{n+1/2}}{g^{n+1/2} h^2} + k w_j^{n+1/2} (a - bw_j^{n+1/2}).$$

Step 5. Reevaluate $G(t)$ at $t^{n+1}$ using backward differentiation formula (BDF2).

$$g^{n+1} = \frac{4}{3} g^n - \frac{1}{3} g^{n-1} - \frac{2\mu k}{3h} (3w^n_M - 4w^n_{M-1} + w^n_{M-2}), \quad n \geq 1. \quad (25)$$
Remark 2. Similar to Crank-Nicolson scheme, we have also performed consistency and error analysis to the Runge-Kutta scheme, which exhibits the second order accuracy in both space and time $O(k^2) + O(h^2)$. We omit the details of derivation here to keep the paper more focused and concise.

2.3. Implicit integration factor (IIF) method. In this section, the implicit integration factor (IIF) scheme is extended to solve the transformed Stefan problem (7)-(10). According to the equation (7),

$$\frac{\partial W}{\partial t}(t, z) = \frac{G'(t)}{G(t)} \frac{\partial W}{\partial z}(t, z) + \frac{D}{2} \frac{\partial^2 W}{\partial z^2}(t, z) + W(t, z)(a - bW(t, z)), \quad 0 \leq z < 1,$$

and notice that $W(t, 1) \equiv 0$ from the boundary condition.

First let us consider the central approximation of the spatial derivatives,

$$\frac{W(t, z_j + 1) - W(t, z_j - 1)}{2h} \approx \frac{\partial W}{\partial z}(t, z_j), \quad 0 \leq j \leq M - 1,$$

$$\frac{W(t, z_{j-1}) - 2W(t, z_j) + W(t, z_{j+1})}{h^2} \approx \frac{\partial^2 W}{\partial z^2}(t, z_j), \quad 0 \leq j \leq M - 1.$$

Putting this into the right hand side (RHS) of (26), and we obtain a semi-discretized ODE system

$$\frac{d \overrightarrow{W}}{dt} = C(t) \overrightarrow{W} + R(\overrightarrow{W}).$$

Here $\overrightarrow{W} = (W(t, z_0); W(t, z_1); W(t, z_2); \ldots W(t, z_{M-1}))$, and $C(t)$ is the approximation matrix for the spatial derivatives, $R(\overrightarrow{W})$ is the nonlinear reaction term. For instance, $C(t)$ at $t = t^n$ denoted by $C_n$ with size $M \times M$ is given by

$$\begin{bmatrix}
-\frac{2D}{y^n \sigma^2} & \frac{2D}{y^n \sigma^2} & 0 & \ldots & 0 & 0 \\
\frac{D}{y^n \delta^2} - \frac{2D}{y^n \sigma^2} & \frac{D}{y^n \delta^2} + \frac{z_1 \sigma^2}{4y^n \sigma^2} & \ldots & \ldots & 0 \\
0 & \frac{D}{y^n \delta^2} - \frac{2D}{y^n \sigma^2} & \frac{D}{y^n \delta^2} + \frac{z_2 \sigma^2}{4y^n \sigma^2} & \ldots & \ldots \\
0 & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & \ldots & \ldots & \ldots & \frac{D}{y^n \delta^2} - \frac{2D}{y^n \sigma^2} - \frac{z_{M-1} \sigma^2}{4y^n \sigma^2} + \frac{2D}{y^n \sigma^2}
\end{bmatrix}$$

Again based on the transformed Stefan condition (10), $g^n$ in the matrix $C_n$ can be evaluated by the second order approximation of $\frac{\partial W}{\partial z}(t^n, 1)$ with three points,

$$-\frac{h}{\mu} (3w^n_M - 4w^n_{M-1} + w^n_{M-2}) \approx g^n,$$

Since $C(t)$ is nonlinear, we can rewrite $C(t)$ as

$$C(t) = C(t^n) + \mathcal{E}(t),$$

where $\mathcal{E}(t)$ is the correction term [24]. Thus we obtain

$$\frac{d \overrightarrow{W}}{dt} = C_n \overrightarrow{W} + \mathcal{E}(t) \overrightarrow{W} + R(\overrightarrow{W}).$$

Multiplying by the integration factor $e^{-C_n t}$ on both sides, we get

$$e^{-C_n t} \frac{d \overrightarrow{W}}{dt} = e^{-C_n t}(C_n \overrightarrow{W} + \mathcal{E}(t) \overrightarrow{W} + R(\overrightarrow{W})).$$

(31)
Let $\mathbf{W}_{n+1}$ denote as the numerical approximation for $\mathbf{W}(t^{n+1})$. After integrating it over one time step from $t^n$ to $t^{n+1} = t^n + \Delta t$, we have

$$
\mathbf{W}_{n+1} = e^{C_{\alpha} \Delta t} \mathbf{W}_n + e^{C_{\alpha} \Delta t} \int_0^{\Delta t} e^{-C_{\alpha} \tau} (E(t^n + \tau) \mathbf{W}(t^n + \tau) + R(\mathbf{W}(t^n + \tau))) d\tau. \quad (32)
$$

Following the same ideas as proposed in [34], to evaluate the integral, we approximate the nonlinear term $e^{-C_{\alpha} \tau} (E(t^n + \tau) \mathbf{W}(t^n + \tau) + R(\mathbf{W}(t^n + \tau)))$ by an $(r-1)th$ order Lagrange polynomial $p(\tau)$ with interpolation points at $t^{n+1}, t^n, ..., t^{n+2-r}$ for $r-th$ order scheme. If we denote $\mathbf{F}(\mathbf{W}(t^n + \tau)) = E(t^n + \tau) \mathbf{W}(t^n + \tau) + R(\mathbf{W}(t^n + \tau))$, we obtain

$$
p(\tau) = \sum_{i=1}^{r-2} e^{C_{\alpha} \Delta t} F(\mathbf{W}_{n-i}) \prod_{j=-1, j \neq i}^{r-2} \frac{\tau + j \Delta t}{(j - i) \Delta t}, \quad 0 \leq \tau \leq \Delta t. \quad (33)
$$

Then we can get

$$
\int_0^{\Delta t} e^{-C_{\alpha} \tau} \mathbf{F}(\mathbf{W}(t^n + \tau)) d\tau \approx \sum_{i=1}^{r-2} e^{C_{\alpha} \Delta t} F(\mathbf{W}_{n-i}) \int_0^{\Delta t} \prod_{j=-1, j \neq i}^{r-2} \frac{\tau + j \Delta t}{(j - i) \Delta t} d\tau.
$$

Putting all these together, and finally the $r-th$ order IIF scheme is given by

$$
\mathbf{W}_{n+1} = e^{C_{\alpha} \Delta t} \mathbf{W}_n + \Delta t (\alpha_{n+1} F(\mathbf{W}_{n+1}) + \sum_{i=0}^{r-2} \alpha_{n-i} F(\mathbf{W}_{n-i})) \quad (34)
$$

with the coefficients

$$
\alpha_{n-i} = \frac{e^{(i+1)C_{\alpha} \Delta t}}{\Delta t} \int_0^{\Delta t} \prod_{j=-1, j \neq i}^{r-2} \frac{\tau + j \Delta t}{(j - i) \Delta t} d\tau, \quad -1 \leq i \leq r - 2. \quad (35)
$$

More specially, the second order scheme (IIF2) is of the following form

$$
\mathbf{W}_{n+1} = e^{C_{\alpha} \Delta t} \mathbf{W}_n + \Delta t (\alpha_{n+1} F(\mathbf{W}_{n+1}) + \alpha_n F(\mathbf{W}_n)), \quad (36)
$$

where

$$
\alpha_n = \frac{1}{2} e^{C_{\alpha} \Delta t}, \quad \alpha_{n+1} = \frac{1}{2}.
$$

After evaluating $\mathbf{W}$ at $t^{n+1}$, we reevaluate $G(t)$ at $t^{n+1}$ using BDF2 to preserve the second order accuracy for the front $G$,

$$
g^{n+1} = \frac{4}{3} g^n - \frac{1}{3} g^{n-1} - \frac{2h}{3} (3w^{n+1}_M - 4w^{n+1}_{M-1} + w^{n+1}_{M-2}), \quad n \geq 1. \quad (37)
$$

Remark 3. The major computational cost of IIF arises from the evaluation of exponential matrices and multiplication of matrix with vectors. Since $C_{\alpha}$ is not a constant matrix, its exponential $e^{C_{\alpha} \Delta t}$ needs to be computed at every time step that is extremely expensive thus will significantly slow down the simulation. Hence computation of exponential matrices at each time step should be avoided. Otherwise, it will become a bottleneck of regular IIF method for solving such system.
2.4. Krylov subspace with IIF. As discussed before [8], it is extremely expensive to construct matrix $C_n$ and evaluate $e^{\mathbf{A}t}W_n$ for each time step. Although the matrix $C_n$ is sparse for most cases, the exponential matrix $e^{\mathbf{A}t}$ is dense in general.

To overcome this difficulty, applying Krylov subspace for evaluation of the type of $e^{\mathbf{A}t}$ is an excellent option. For example, in [16, 41], the Krylov subspace methods were used for the approximation of $e^{\mathbf{A}t}v$, where $\mathbf{A}$ is a large sparse matrix and $v$ is a given vector. Furthermore, Krylov subspace has been successfully incorporated with IIF and sparse grid structure for solving systems of PDEs with non-constant coefficient and unstructured grid meshes among many other systems [8, 24, 25, 30].

Following the literature (e.g. [16, 32]), we next illustrate how to apply the Krylov subspace to evaluate $e^{\mathbf{A}t}v$ in general. First the large sparse matrix $\mathbf{A}$ can be projected to the Krylov subspace

$$K_Q = \text{span}\{v, \mathbf{A}v, \mathbf{A}^2v, ..., \mathbf{A}^{Q-1}v\}. \quad (38)$$

The dimension $Q$ of the Krylov subspace is usually much smaller than the dimension of the large sparse matrix $\mathbf{A}$. For instance, we take $Q = 25$ for most of our test simulations in the next section. An orthonormal basis $V_Q = [v_1, v_2, v_3, ..., v_Q]$ of the Krylov subspace $K_Q$ is generated by the well-known Arnoldi algorithm [46] as the following,

1. Compute the initial vector: $v_1 = v/||v||_2$.
2. Perform iterations: Do $j = 1, 2, ..., Q$:
   (a) Compute the vector $w = \mathbf{A}v_j$.
   (b) Do $i = 1, 2, ..., j$:
      (i) Compute the inner product $h_{i,j} = (w, v_i)$.
      (ii) Compute the vector $w = w - h_{i,j}v_i$.
   (c) Compute $h_{j+1,j} = ||w||_2$.
   (d) If $h_{j+1,j} \equiv 0$, then stop the iteration;
      else compute the next basis vector $v_{j+1} = w/h_{j+1,j}$.

In the Arnoldi algorithm, if $h_{j+1,j} \equiv 0$ for some $j < Q$, it means that the convergence has already occurred and the Krylov subspace is equal to $\text{span}\{v_1, v_2, ..., v_Q\}$. Hence the iteration can be stopped at this step $j$, and we assign the value of this $j$ to $Q$. This algorithm will produce an orthonormal basis $V_Q$ of the Krylov subspace $K_Q$. Denote the $Q \times Q$ upper Hessenberg matrix consisting of the coefficients $h_{i,j}$ by $H_Q$. Since the columns of $V_Q$ are orthogonal, we have

$$H_Q = V_Q^T \mathbf{A} V_Q \quad (39)$$

This means that the very small Hessenberg matrix $H_Q$ represents the projection of the large sparse matrix $\mathbf{A}$ to the Krylov subspace $K_Q$, with respect to the basis $V_Q$. Also since $V_Q$ is orthonormal, the vector $V_Q V_Q^T e^{\mathbf{A}t}v$ is the orthogonal projection of $e^{\mathbf{A}t}v$ on the Krylov subspace $K_Q$, namely, it is the closest approximation to $e^{\mathbf{A}t}v$ from $K_Q$. Therefore

$$e^{\mathbf{A}t}v \approx V_Q V_Q^T e^{\mathbf{A}t}v = \beta V_Q V_Q^T e^{\mathbf{A}t}v_1 = \beta V_Q V_Q^T e^{\mathbf{A}t}V_Q e_1 \quad (40)$$

where $\beta = ||v||_2$, and $e_1$ denotes the first column of the $Q \times Q$ identity matrix $I_Q$. Noting from (39), we have the following approximation

$$e^{\mathbf{A}t}v \approx \beta V_Q e^{H_Q} e_1 \quad (41)$$
Thus $e^{A\Delta t}v$ for the matrix exponential with multiplication of a vector problem can be solved by a problem with much smaller size. The small matrix exponential $e^{\tilde{Q} \Delta t}$ will be computed using a scaling and squaring algorithm with a Padé approximation with computational cost in the order of $O(Q^2)$, see [16, 20, 32].

Such ideas of Krylov subspace approximation can be easily applied to IIF scheme. For instance, the second order Krylov IIF scheme gives

$$\tilde{W}_{n+1} = \frac{1}{2} \Delta t \mathcal{F}(\tilde{W}_{n+1}) + \beta_n \tilde{W}_{Q,n}e^{H_{Q,n}\Delta t}e_1$$

(42)

where $\beta_n = ||\tilde{W}_n + \frac{1}{2} \Delta t \mathcal{F}(\tilde{W}_n)||_2$, $\tilde{W}_{Q,n}$ and $H_{Q,n}$ are orthonormal basis and upper Hessenberg matrix generated by the Arnoldi algorithm with the initial vector $\tilde{W}_n$. 

3. Numerical experiments. In this section, we will investigate the accuracy, stability and efficiency of the proposed four approaches: Runge-Kutta, Crank-Nicolson, IIF2 and Krylov IIF2, through a number of test examples with the following from, 

$$[\frac{\partial U}{\partial t} - D \frac{\partial^2 U}{\partial x^2} = U(a - bU), \quad t > 0, \quad 0 < x < H(t),$$

$$\frac{\partial U}{\partial x}(t,0) = 0, \quad U(t,H(t)) = 0, \quad t > 0,$$

$$H'(t) = -\mu \frac{\partial U}{\partial x}(t,H(t)), \quad t > 0,$$

$$H(0) = H_0, \quad U(0,x) = U_0(x), \quad 0 \leq x \leq H_0.$$ 

(43)

First we test the convergence order for all four methods in both space and time, in which the second order is observed for all cases. Next we show that the three schemes: Crank-Nicolson, IIF2 and Krylov IIF2 are much more stable than Runge-Kutta method. Finally Krylov IIF2 is shown to be able to dramatically reduce computational cost with comparison to Crank-Nicolson and IIF2.

3.1. Accuracy test. Here we test the accuracy of the proposed Runge-Kutta scheme, Crank-Nicolson scheme, IIF2 scheme and Krylov IIF2 scheme in space and time by a simple case with $D = a = b = \mu = 1, H_0 = 0.2, U_0(x) = \cos(\frac{x\pi}{H_0})$ in the system (43).

Since the exact solution is not known for this problem (43), for all our simulations, the numerical solution by using a very fine resolution will be considered as reference or “exact” solution. The differences between the numerical solutions and the “exact” solutions at the final time $T$ are measured by both $L_2$ and $L_\infty$ errors. Here we set the final time $T = 0.1$. We also compare all the “exact solution” from four different schemes to make sure that they are consistent with each other.

In Tables (1 - 4), we run the numerical experiments at six different spatial and temporal resolutions. As expected, we can clearly see the second-order convergence rate in both space and time for all four schemes: Runge-Kutta, Crank-Nicolson, IIF2 and Krylov IIF2.

3.2. Stability test. In this section, we test the stability of the proposed four methods: Runge-Kutta scheme, Crank-Nicolson scheme, IIF2 scheme and Krylov IIF2 scheme by the system (43) with parameters $D = 1, \mu = 0.5, a = 2, b = 1, H_0 = 1.2, U_0(x) = \cos(\frac{x\pi}{2H_0})$. For all simulations here, we set the final simulation time to $T_{end} = 0.2$, and the spatial grid $N_x = 801$ while varying time step size. The reference solution is calculated by choosing $N_x = 801$ and $\Delta t = 10^{-8}$, and the maximum error is measured between the numerical solution and reference solution.

In Figures (1) and (2), we can see that Runge-Kutta only converges for very small time step size, it quickly blows up as $\Delta t$ increases, while all other three schemes:
Crank-Nicolson, IIF and Krylov IIF allow for moderate large time step size, which exhibit extremely nice stability conditions.

In Table 5, we also further test the order of accuracy for Crank-Nicolson, IIF2 and Krylov IIF2 with fixed spatial resolution $N_z=801$ and six different time resolution. The spatial resolution $N_z=801$ is chosen fine enough such that the error is dominated by the time step. We list the maximum error between the numerical solution and the reference solution, and the order of accuracy. Clearly, the orders of accuracy in time for Crank-Nicolson, IIF2 and Krylov IIF2 are two.

### 3.3. Efficiency test for stable schemes

Since Crank-Nicolson, IIF2 and Krylov IIF2 exhibit similar stability conditions, we test the efficiency for these three schemes in this section. To do this, here we consider two cases: case 1: large diffusion system

| $N_z \times N_t$ | $L_\infty \text{Error}$ | Order | $L_2 \text{Error}$ | Order |
|------------------|-------------------------|-------|-------------------|-------|
| $26 \times 5e4$  | 1.85e-04                |       | 1.32e-04          |       |
| $51 \times 1e5$  | 4.62e-05                | 2.00  | 3.28e-05          | 2.01  |
| $101 \times 2e5$ | 1.16e-05                | 1.99  | 8.22e-06          | 2.00  |
| $201 \times 4e5$ | 2.89e-06                | 2.01  | 2.04e-06          | 2.01  |
| $401 \times 8e5$ | 6.39e-07                | 2.18  | 4.50e-07          | 2.18  |
| $801 \times 16e5$| Reference               |       |                   |       |

### Table 1. Convergence test of Runge-Kutta method.

| $N_z \times N_t$ | $L_\infty \text{Error}$ | Order | $L_2 \text{Error}$ | Order |
|------------------|-------------------------|-------|-------------------|-------|
| $26 \times 5e4$  | 2.66e-04                |       | 6.09e-06          |       |
| $51 \times 1e5$  | 6.65e-05                | 2.00  | 1.52e-06          | 2.00  |
| $101 \times 2e5$ | 1.68e-05                | 1.99  | 3.85e-07          | 1.98  |
| $201 \times 4e5$ | 4.20e-06                | 2.00  | 9.65e-08          | 2.00  |
| $401 \times 8e5$ | 9.38e-07                | 2.16  | 2.17e-08          | 2.15  |
| $801 \times 16e5$| Reference               |       |                   |       |

### Table 2. Convergence test of Crank-Nicolson method.
Table 3. Convergence test of IIF2 method.

| $N_z \times N_t$ | $L_\infty$ Error | Order | $L_2$ Error | Order |
|------------------|------------------|-------|-------------|-------|
| 26x5e4           | 1.82e-04         |       | 1.31e-04    |       |
| 51x1e5           | 4.51e-05         | 2.02  | 3.20e-05    | 2.03  |
| 101x2e5          | 1.11e-05         | 2.02  | 7.84e-06    | 2.03  |
| 201x4e5          | 2.65e-06         | 2.07  | 1.86e-06    | 2.07  |
| 401x8e5          | 5.34e-07         | 2.31  | 3.73e-07    | 2.32  |
| 801x16e5         | Reference        |       |             |       |

Table 4. Convergence test of Krylov IIF2 method.

| $N_z \times N_t$ | $L_\infty$ Error | Order | $L_2$ Error | Order |
|------------------|------------------|-------|-------------|-------|
| 26x5e4           | 1.82e-04         |       | 1.31e-04    |       |
| 51x1e5           | 4.51e-05         | 2.02  | 3.20e-05    | 2.03  |
| 101x2e5          | 1.11e-05         | 2.02  | 7.84e-06    | 2.03  |
| 201x4e5          | 2.65e-06         | 2.07  | 1.86e-06    | 2.07  |
| 401x8e5          | 5.34e-07         | 2.31  | 3.73e-07    | 2.32  |
| 801x16e5         | Reference        |       |             |       |

with $D = 100, a = b = 1$; case 2: stiff system with $D = 1, a = b = 100$. For both cases, we set $\mu = 1, H_0 = 2$, the final simulation time $T_{end} = 0.1$, and the initial condition $U_0 = \cos(\frac{x}{H_0})$. For all the simulations here, we select three different spatial resolutions $N_z = 1001, N_z = 2001$ and $N_z = 4001$ with fixed time step size $\Delta t = 10^{-4}$.

From Figures 3 and 4, first we show that the solutions agree with each other for three different schemes. We can also see that when compared to the stiff system, the front $H$ for the large diffusion system moves much faster initially and quickly reaches the steady state afterwards.

From Table (6), for the large diffusion system, it is clear that the regular IIF2 is more than 20 times slower for the refined grid than the other two due to the very expensive evaluation of exponential matrices at every time step, while Krylov IIF2 is slightly faster than Crank-Nicolson for all different grid resolution.
From Table (7), we can show that all the simulations for the stiff system are much slower than those of large diffusion system with the same grid size. Once again, the regular IIF2 is extremely slower than the other two, while Krylov IIF2 is more than 2 times faster than Crank-Nicolson and such trend is more obvious when the grid becomes finer. To our understanding, for the Crank-Nicolson scheme, it requires solving nonlinear system for each time step, thus demanding more CPU time for the stiff systems. However, Krylov IIF2 avoids solving the nonlinear system, instead it only handles nonlinear equation for each grid point. Thus Krylov IIF can reduce computational cost for the system with very stiff reaction terms. In brief,
\begin{table}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
$\Delta t$ & Crank-Nicolson & IIF2 & Krylov IIF2 & & & \\
\hline
$8.0 \times 10^{-5}$ & 1.54e-8 & 6.50e-8 & 6.50e-8 & & & \\
$4.0 \times 10^{-5}$ & 4.90e-9 & 2.23e-8 & 2.23e-8 & 1.55 & 1.55 & \\
$2.0 \times 10^{-5}$ & 1.05e-9 & 6.28e-9 & 6.28e-9 & 1.83 & 1.83 & \\
$1.0 \times 10^{-5}$ & 3.22e-10 & 1.30e-9 & 1.30e-9 & 2.27 & 2.27 & \\
$5.0 \times 10^{-6}$ & 8.14e-11 & 2.85e-10 & 2.85e-10 & 2.20 & 2.20 & \\
$2.5 \times 10^{-6}$ & Reference & Reference & Reference & & & \\
\hline
\end{tabular}
\end{table}

\begin{table}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
$\Delta t$ & Crank-Nicolson & IIF2 & Krylov IIF2 & & & \\
\hline
$8.0 \times 10^{-5}$ & 4.16e-7 & 8.49e-7 & 8.49e-7 & & & \\
$4.0 \times 10^{-5}$ & 1.44e-7 & 2.81e-7 & 2.81e-7 & 1.59 & 1.59 & \\
$2.0 \times 10^{-5}$ & 4.86e-8 & 9.22e-8 & 9.22e-8 & 1.61 & 1.61 & \\
$1.0 \times 10^{-5}$ & 1.54e-8 & 2.88e-8 & 2.88e-8 & 1.68 & 1.68 & \\
$5.0 \times 10^{-6}$ & 3.92e-9 & 7.27e-9 & 7.27e-9 & 1.99 & 1.99 & \\
$2.5 \times 10^{-6}$ & Reference & Reference & Reference & & & \\
\hline
\end{tabular}
\end{table}

Table 5. Errors and order of accuracy in time for three stable schemes: Crank-Nicolson, IIF2 and Krylov IIF2

Table 6. Efficiency test for the large diffusion system

\begin{figure}
\centering
\includegraphics[width=\textwidth]{solution_u_h}
\caption{Solution $U$ and $H$ for the large diffusion system}
\end{figure}
\[ \Delta t = 10^{-4} \quad N_z = 1001 \quad N_z = 2001 \quad N_z = 4001 \]

| Scheme          | Crank-Nicolson | Krylov IIF2 | IIF2   |
|-----------------|---------------|-------------|--------|
|                 | 30.149        | 16.706      | 389.514|
|                 | 141.601       | 71.501      | 1877.676|
|                 | 760.832       | 346.278     | 22626.109|

Table 7. Efficiency test for the stiff system

Figure 4. Solution $U$ and $H$ for the stiff system

applying Krylov subspace method incorporated with IIF is able to dramatically further improve the efficiency for solving very stiff systems with moving boundaries.

4. Conclusion. In this paper, we introduce and derive four different numerical schemes: Runge-Kutta, Crank-Nicolson, IIF2 and Krylov IIF2, to systematically study reaction-diffusion systems with moving boundaries. Through numerical experiments, we first show that all four proposed schemes obey the second order accuracy in both space and time. Not surprisingly, we also show that the three schemes: Crank-Nicolson, IIF and Krylov IIF exhibit very nice stability property, while Runge-Kutta only admits for very small time steps with the fine mesh size. Finally through efficiency test, it reveals that the regular IIF is too expensive for solving such systems due to the evaluation of exponential matrices at every time step, while Krylov IIF is the most efficient approach, especially for the system with very stiff reaction terms. For example, Krylov IIF is more than 2 times faster than Crank-Nicolson and over 20 times faster than the regular IIF for a stiff system. Certainly the efficiency of the Krylov IIF method depends on the dimension size of the selected $Q$ for the Krylov subspace approximation. In this paper, the dimension size $Q$ is taken to be 25 for most of our numerical tests, in which the accuracy of the original IIF is still preserved.

Currently we are incorporating level set method with Krylov IIF for solving reaction-diffusion systems with moving boundaries in two dimensions, and some
nice preliminary results have been obtained that further demonstrates the great promise of the proposed approach. Compared to 1D problems, there are quite a few new numerical challenges when Krylov IIF is coupled with level set method for solving 2D problems. Firstly, due to the moving boundaries, the associated exponential matrices for discretized diffusion operator need to be assembled with cautions by an ordered vector for each time step. Secondly, the level set function should be carefully incorporated into IIF solver for reaction-diffusion equations with some special numerical treatment, especially for the points near moving boundaries. Finally, new ideas for extrapolation on the boundary points with different boundary conditions need to be explored to keep the higher order accuracy. Based on these observations, we would like to publish this work in a separate paper.
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