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Abstract—Understanding how trust is built over time is essential, as trust plays an important role in the acceptance and adoption of automated vehicles (AVs). This study aimed to investigate the effects of system performance and participants’ trust preconditions on dynamic situational trust during takeover transitions. We evaluated the dynamic situational trust of 42 participants using both self-reported and behavioral measures while watching 30 videos with takeover scenarios. The study was a 3 by 2 mixed-subjects design, where the within-subjects variable was the system performance (i.e., accuracy levels of 95%, 80%, and 70%) and the between-subjects variable was the preconditions of the participants’ trust (i.e., overtrust and undertrust). Our results showed that participants quickly adjusted their self-reported situational trust (SST) levels which were consistent with different accuracy levels of system performance in both trust preconditions. However, participants’ behavioral situational trust (BST) was affected by their trust preconditions across different accuracy levels. For instance, the overtrust precondition significantly increased the agreement fraction compared to the undertrust precondition. The undertrust precondition significantly decreased the switch fraction compared to the overtrust precondition. These results have important implications for designing an in-vehicle trust calibration system for conditional AVs.
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I. INTRODUCTION

Technological advances in the automotive industry are bringing automated vehicles (AVs) closer to road use. AVs offer numerous benefits and, most importantly, the ability to decrease road crashes by almost 90% [1]. However, undesirable trust levels in AVs (i.e., overtrust and undertrust) can potentially diminish these benefits. For instance, one of the leading causes of recent AV crashes (e.g., Tesla’s fatal crash in Florida [2] and the Uber AV crash in Arizona [3]) was drivers’ overtrust in their AVs’ capabilities. Takeover transitions should be promptly and safely handled when AVs reach their functional limit [4, 5]. Although these crashes probably occurred due to overtrust in the capabilities of conditional AVs (i.e., Society of Automotive Engineers (SAE) Levels 2-3), the crashes might reflect a negative first impression with respect to public opinion about AV safety and capabilities. Even for fully AVs, a survey conducted by AAA showed that three out of four Americans did not trust AVs [6]. Wortham et al. [7] showed that the lack of public trust is a critical factor in the adoption of AVs, especially with the increasing reports of AV failures.

Therefore, an appropriate level of trust between humans and AVs is needed to improve safety and acceptance simultaneously. As a result, it is important to understand the definition and different constructs of trust in AVs. Lee and See [8] defined trust as “the attitude that an agent will help achieve an individual’s goals in a situation characterized by uncertainty and vulnerability”. Thus, in conditional AVs, takeover transitions influence drivers’ trust because of the uncertainty and vulnerability associated with the takeover transition, especially when the driver is performing non-driving-related tasks (NDRTs) during the drive [9], [10], [11], [12]. For example, Hergeth et al. [10] investigated the impact of takeover requests (TORs) on participants’ trust and found that the first TOR had a strong negative effect on their trust.

Furthermore, Hoff and Bashir [13] identified three constructs of trust: dispositional, situational, and learned trust. Dispositional trust reflects the tendency to automation and is mainly affected by age, culture, gender, and personality traits. Situational trust depends on the situation and it can be affected by internal (e.g., emotion, self-confidence, and expertise) and external (e.g., system complexity and performance, task difficulty) variables. Learned trust is influenced by past experience and knowledge about automation. In our previous study [14], we aimed to measure the public’s dispositional and initial learned trust in AVs through an explainable machine learning model. In addition, we identified important factors affecting dispositional and initial learned trust, such as perceived risks and benefits, and knowledge and emotions about AVs. However, in conditional AVs, it is important to understand dynamic situational trust under the influence of different factors.

System performance is one of the important factors affecting drivers’ dynamic situational trust in AVs [15]. In general, a consistently good system performance improves trust and vice versa. However, many studies (e.g., [16], [17]) reported the influence of the system performance on participants’ overall trust without investigating the trust dynamics. For example, Yin et al. [16] found that participants’ situational trust was affected by the model’s stated and observed accuracy, but the researchers did not measure the effect of accuracy on the trust dynamics over time.

One reason to investigate the dynamics of situational trust over time is that people can be potentially ’trapped’ in two undesirable trust conditions (i.e., overtrust and undertrust), and it takes time to calibrate their trust with varied system performance. For instance, Schwarz et al. [9] investigated the effect of varying AV system reliability on participants’ trust preconditions on dynamic situational trust during takeover transitions.
in conditionally automated driving situations. They found that individuals who did not experience TORs in the initial drive (i.e., in an overtrust condition) did not decrease their trust in AVs in the second drive after experiencing TORs. Hence, it is important to examine the dynamics of situational trust over time. Okamura et al. [17] showed that, by adaptively presenting simple cues, participants in an overtrust precondition were able to calibrate their trust level dynamically over time.

To understand how situational trust changes dynamically over time, it is important to investigate how both overtrust and undertrust preconditions influence situational trust when trapped in two undesirable trust conditions, trust calibration takes more time. We investigated how situational trust changed dynamically at different system performance levels when participants were under an overtrust or an undertrust precondition. We measured 42 participants’ situational trust using self-reported and behavioral measures after they viewed 30 videos of conditional AVs, with and without failures, during a 2 by 3 mixed-subjects experiment. The within-subjects variable was the system performance with three accuracy levels (i.e., 95%, 80%, and 70%), while the between-subjects variable was the trust precondition (i.e., overtrust and undertrust). In summary, the contributions of this study are:

- We simultaneously investigated the effects of system performance (i.e., 95%, 80%, and 70%) and trust preconditions (i.e., overtrust and undertrust) on the dynamic situational trust in conditionally automated driving.
- We used both self-reported and behavioral trust measures to understand the dynamic situational trust in conditionally automated driving.
- The insights obtained from dynamic situational trust provided important implications for calibrating trust over time in conditionally automated driving.

II. RELATED WORK

The concept of trust has increasingly gained attention due to its importance in human-AV interactions. Ayoub et al. [18] summarized the factors affecting trust in AVs into three categories: 1) automation-related factors (i.e., uncertainty, reliability, user interface, and workload), 2) environment-related factors (i.e., brand, manufacturer reputation, and weather), and 3) human-related factors (i.e., age, culture, gender, AV knowledge, personality traits, and experience). Lee and See [8] stated that trust was characterized by uncertainty and vulnerability [8], and emphasized its dynamic nature. Hoff and Bashir [13] categorized trust into three categories: dispositional, situational, and learned and identified different factors that formed these trust constructs. They found that although dispositional trust tended to be stable over time, both situational trust and learned trust could change dynamically.

Many researchers have investigated the factors associated with different levels of trust. For instance, Ayoub et al. [14] identified important factors affecting people’s dispositional and learned trust in AVs using an explainable machine learning model. They found that an individual’s perceived benefits and risks of AVs, excitement about driving, knowledge of AVs, and eagerness to adopt a new technology were ranked the highest. Zhang et al. [19] examined the effects of different factors on initial learned trust in AVs using a technology acceptance model and found that perceived safety risk was negatively associated with initial learned trust, while perceived usefulness was positively associated with initial learned trust. They showed that initial learned trust had a high impact on enhancing AV acceptance. In addition, initial learned trust in AVs increased with more interactive automated driving. For example, Gold et al. [20] found that participants’ self-reported (learned) trust was enhanced after experiencing a drive with three TORs. Similarly, Beggiato et al. [21] showed that participants’ learned trust in adaptive cruise control increased when they were provided with a description of the system capabilities and limitations. However, these studies mostly adopted a snap-shot view that measured trust before and after the experiment without examining the dynamics of trust over time [22], which is critical to calibrating overtrust or undertrust.

Hoff and Bashir [13] identified many factors influencing situational trust, including task difficulty, system performance, perceived risks and benefits, driver workload, experience, attentional capacity, and mood. However, few researchers investigated the dynamics of situational trust in conditional AVs. Hergeth et al. [10] showed that participants’ self-reported situational trust (SST) dynamically increased from the first to the eighth TOR. Azevedo-Sa et al. [23] presented a framework for estimating participants’ dynamic situational trust due to malfunctions of the AV system. Luo et al. [24] examined dynamic situational trust using two variables, i.e., level and source of stochasticity. They found that participants’ trust decreased significantly due to AV internal errors (e.g., sensor error) versus external (e.g., roadblocks) errors. Okamura et al. [17] examined the effect of the AV system dynamic reliability on participants’ situational trust and used trust calibration cues to help improve performance. These studies gained insights into how these variables influenced situational trust.

To understand how situational trust evolves over time, it is important to measure it properly. The majority of existing measures are based on questionnaires, such as the trust scale proposed by Jian et al. [25], which measures overall trust. One limitation of this scale is that it cannot support the temporal and context-related nature of situational trust. Recently, Holthausen et al. [26] suggested a short scale for faster implementation based on the trust model suggested by Hoff and Bashir [13]. The suggested scale evaluated situational trust using six items, including trust, performance, NDRT, risk, judgment, and reaction. Trust was also reported to be highly related to individual behaviors [8], [13]. For example, Hergeth et al. [10] showed that monitoring frequency during NDRTs in conditional AVs was negatively correlated with three constructs of trust. Therefore, both self-reported measures and behavioral measures should be considered when determining how situational trust evolves.

III. METHOD

A. Participants

A total number of 42 participants (22 females and 20 males; M = 25.0 years and SD = 5.4 years) located in the
United States participated in this study. All the participants were university students, and each had a valid U.S. driver’s license. Participants were randomly assigned to one of the two preconditions (i.e., overtrust and undertrust) of the experiment. This study was conducted in accordance with the ethical requirements of the Institutional Review Board at the University of Michigan (i.e., application number is HUM00190626). Participants were compensated with a $15 Amazon gift card upon completion of the study and/or partial course credit. The average completion time of one session of the study (i.e., 33 minutes) was similar in the two tested preconditions.

B. Apparatus

A survey was designed to evaluate the effects of trust preconditions and system performance on participants’ situational trust during takeover scenarios. The survey was developed using Qualtrics (Provo, UT) and administered two of the authors using Zoom (San Jose, CA). Driving scenarios with TORs were created in a virtual environment using Unreal Engine (Cary, NC). Longitudinal and lateral control was provided, and the maximum speed was set to 50 miles per hour, which mimicked an SAE Level 3 AV. The system was also designed to overtake in some scenarios to successfully avoid obstacles.

C. Experiment Design

Independent variables. Our experiment was a 3 (system performance with three accuracy levels: 95%, 80%, and 70%) by 2 (trust preconditions: overtrust and undertrust) mixed-subjects design. The within-subjects variable was the system performance. The between-subjects variable was the trust precondition of the participants, who were shown ten takeover scenarios consecutively with successes (to elicit overtrust) or failures (to elicit undertrust).

Dependent variables. We measured participants’ dynamic situational trust during the experiment using two measures: 1) self-reported measures using the Situational Trust Scale for Automated Driving (STS-AD) [26] and 2) behavioral measures to capture how often participants agreed or disagreed with the AV’s decision. The STS-AD included six scale items based on the trust model of Hoff and Bashir [13] (i.e., trust, performance, NDRT, risk, judgment, and reaction). The statements presented in this study to evaluate the SST were as follows: Q1) I trust the automation in this situation, Q2) I would have performed better than the AV in this situation, Q3) In this situation, the AV performs well enough for me to engage in other activities, Q4) The situation was risky, Q5) The AV made an unsafe judgment in this situation, and Q6) The AV reacted appropriately to the environment.

We measured the six STS-AD items with a 7-point Likert scale. This scale was used 21 times during the experiment, where the first measurement was administered after the first 10 videos to manipulate participants into a specific precondition (overtrust or undertrust) and the following 20 measurements were conducted immediately after each of the remaining 20 videos (see Fig. 1). Behavioral measures were proven to be useful in measuring situational trust (e.g., [10]). Two questions were used to evaluate participants’ behavioral trust adapted from [16]. The first question, “Would you like to take over control?”, was presented before the participants perceived how the AV handled the potential takeover transition (see Fig. 2). The aim of the question was to understand the point in time at which the participants would determine that taking over control was necessary. Thus, rather than the system-initiated takeover by issuing a TOR as shown in previous studies [27], [28], [29], [30], [31], [32], the takeover was initiated based on participants’ judgements on the safety of the situation by answering “Yes” to the first asked question [33]. The second question, “Would you like to change your previous decision?”, was asked after the participant saw the vehicle’s decision (see Fig. 2). With this order of questions, we evaluated participants’ trust before and after viewing the vehicle’s behavior. Overall behavioral trust was measured 30 times at the midpoint of each video (see Fig. 1) because multiple measures were needed to calculate the agreement fraction and switch fractions (see Eq. 1 and Eq. 2) in the preconditions. To quantify the behavioral measure of trust, we modified the agreement and switch fractions suggested by Yin et al. [16]. The agreement fraction was based on participants’ willingness to take over control prior to seeing the vehicle’s decision; however, the switch fraction was affected by participants’ willingness to change their previous takeover decision after seeing the vehicle’s decision. Both measures are affected by trust. The agreement fraction is the number of scenarios for which participants’ initial prediction agreed with the vehicle’s decision divided by the total number of scenarios presented to the participants (see Eq. 1). The switch fraction is the number of scenarios for which participants’ initial prediction disagreed with their final decision divided by the total number of scenarios (see Eq. 2).

\[ A_k = \frac{\sum_{j=1}^{N} (P_{ij}^k = D_j^k)}{N}, \]

\[ S_k = \frac{\sum_{j=1}^{N} (P_{ij}^k \neq P_{fj}^k)}{N}, \]

where \( k \) refers to the \( k \)-th participant, \( N \) is the total number of scenarios, \( P_{ij}^k \) refers to the \( k \)-th participant’s initial prediction in \( j \)-th video, \( P_{fj}^k \) refers to the \( k \)-th participant final decision in \( j \)-th video, and \( D_j^k \) refers to the vehicle’s decision in \( j \)-th video for the \( k \)-th participant. In our study, the participants’
initial prediction was based on their willingness to take over control prior to seeing the vehicle’s decision. The vehicle’s decision was whether the AV would fail or not in that particular scenario. The participants’ final decision was based on their willingness to change their previous takeover decision after seeing the vehicle’s decision.

D. Survey Design and Procedure

The experiment consisted of three sessions (corresponding to the three accuracy levels in a counterbalanced order) for one precondition, and each session was conducted with a two-day gap. The survey consisted of five sections, as illustrated in Fig. 1. The first section included a consent form. In the second section, participants answered a set of demographic questions once during the first session. In the third section, participants were given a detailed explanation of the study procedure and went through a practice session. The explanations described the information provided in the video, such as surrounding vehicles and objects and the flow of actions. The explanations helped participants think like a passenger in order to make rational decisions. Participants then watched one training video that was different from the testing videos and answered the corresponding questions. In the fourth section, participants were required to watch 10 videos. If the tested precondition was overtrust, participants were required to watch 10 videos where the AV was able to safely handle the scenarios with no failures. However, if the tested precondition was undertrust, participants were required to watch 10 videos where the AV was able to safely handle the scenarios with no failures. However, if the tested precondition was undertrust, the 10 videos demonstrated AVs failing the driving scenarios. The order of the videos was randomized in the two conditions. In the fifth section, participants watched 20 videos of AV driving scenarios involving potential takeovers (corresponding to the participants’ initiation of a takeover decision) with a different number of failures, depending on the tested AV accuracy (i.e., 1, 4, and 6 failures in 95%, 80%, and 70% accuracy levels, respectively). For instance, if the tested AV accuracy was 95%, one video showed that the AV was not able to handle the driving scenario successfully, while the remaining 19 videos showed successful driving scenarios with potential takeover transitions. The mean duration of each video was 26 s, and the time range value was from 23 s to 33 s. The order of the videos under each tested accuracy was randomized. The AV in the scenarios was not designed to take over control; however, we explained to the participants that the AV used in the videos represented an SAE Level 3 AV. During the study, each video was automatically paused for 9 s before showing the decision of the AV, and participants were asked whether they would like to take over control. The video automatically resumed to show the AV’s decision. The participants were asked whether they would like to change their previous answer. Their decision should be based on the information provided about the surrounding vehicles and the previously watched videos (see Fig. 2). After each video (starting from the 10th video), the participants were required to answer the six questions on a 7-point Likert scale in the STS-AD survey.

E. Scenario Design

We investigated drivers’ trust in AVs’ takeover scenarios by exploring their situational trust in different system performances with different numbers of vehicle failures. We conducted an internet search to find takeover scenarios based on real experiences. From the web videos, we identified 30 different scenarios that we used to create the failure and nonfailure videos. In the failure scenarios, we added bad weather conditions, such as fog and snow, to improve the fidelity. Since adding an adverse weather condition to the scenarios might cue the participants and bias the results, bad weather (e.g., snow weather) was included in three of the nonfailure scenarios. In addition, in the training section, we made clear that AV failure could occur in both bad and good weather conditions depending on the scenarios. A brief description of the scenarios is shown in Table I. The failure scenarios were similar to the nonfailure scenarios except that the AV failed to handle the situation. For instance, one of the scenarios showed the AV traveling on a highway with a broken down truck parked at the side of the road. In the nonfailure scenario, the AV safely detected the truck and changed lanes before hitting the truck (see Fig. 3a). However, in the failure scenario, the AV failed to detect the truck due to foggy conditions and crashed into the truck (see Fig. 3b).
F. Data Analysis

Statistical analysis was conducted using SPSS statistics software (IBM, NY). An analysis of variance (ANOVA) was used to analyze the effects of system performance and trust preconditions on dynamic situational trust. The alpha level was set at 0.05 for all the statistical tests. The ANOVA assumptions, including normality and homogeneity of variance, were not violated for either overtrust or undertrust preconditions. Pairwise comparisons were performed with Bonferroni correction.

IV. RESULTS

A. Manipulation Check

We compared the self-reported situational trust (SST) in the precondition stage (i.e., the manipulation stage with 10 videos of consecutive failures or successes, see Fig. 1) with that before the manipulation and that after the manipulation. Before the manipulation stage, a question (i.e., in general, how much do you trust an AV?) was asked in the demographic section of the survey. In the undertrust precondition, we found that participants’ SST (see the 1st video in Fig. 3(b)) was significantly lower \( F(1, 20) = 128.337, p = .000 \) than the overall trust level before manipulation and was significantly lower than that in the testing stage by aggregating the last 20 videos in the 95% \( (p = .000) \), 80% \( (p = .000) \), and 70% \( (p = .000) \) accuracy levels.

In the overtrust precondition, we found that participants’ SST \( M = 5.327, S.E. = .113, \) the 1st video in Fig. 3(b) was significantly higher \( F(1, 20) = 12.910, p = .002 \) than the overall trust level before manipulation and was significantly higher than in the testing stage by aggregating the last 20 videos in the 95% \( (p = .001) \), 80% \( (p = .000) \), and 70% \( (p = .000) \) accuracy levels. Furthermore, in the undertrust precondition, participants’ self-reported situational trust (SST) did not have significant differences \( F(2, 20) = 1.709, p = .194 \) among the three accuracy conditions. Similarly, for the overtrust precondition (see Fig. 3(b)), participants’ SST had no significant differences \( F(2, 20) = .342, p = .712 \) among the three accuracy levels. This shows that participants’ trust was calibrated to overtrust and undertrust the AV.

For the agreement fraction, in the manipulated precondition (i.e., in the first 10 videos), using a two-way mixed ANOVA, we did not find any significant differences among the three accuracy levels \( F(2, 80) = 1.429, p = .246 \), two preconditions \( F(1, 40) = .041, p = .218 \), or interaction between accuracy and preconditions \( F(2, 80) = 1.554, p = .842 \). We further compared the agreement fraction between the first 10 videos and the last 20 videos, and no significant differences were found. For the switch fraction, using a two-way mixed ANOVA, we did not find any significant differences among the three accuracy levels \( F(2, 80) = 2.669, p = .076 \) or interaction between accuracy and preconditions \( F(2, 80) = 1.836, p = .167 \). However, we found that those in the undertrust precondition had a significantly higher switch fraction than those in the overtrust precondition \( F(1, 40) = 9.484, p = .004 \). We further compared the switch fraction between the first 10 videos and the last 20 videos, and we did not find any significant differences.

B. Self-reported Situational Trust

Due to a relatively small number of participants, we calculated the mean of the SST over all 21 participants from the second video (i.e., the 11th video in the experiment) with a smoothing function by using a window length of 5 videos (see Eq. (3)). Note that the first video in the figure represents the average results of the first 10 videos that the participants watched to manipulate them in an undertrust or overtrust condition, which was not smoothed with the other following videos.

\[
T_s(i) = \frac{1}{2N + 1} (T(i+N) + T(i+N-1) + \ldots + T(i-N)),
\]

where \( T_s(i) \) is the smoothed value of SST, \( N = 2 \) is the number of neighboring data points on both sides of \( T_s(i) \), and \( 2N + 1 = 5 \) is the size of the sliding window. Note that the smoothing function was used only to show the dynamic changes of situational trust in the figures, while this was not applied to the statistical data analysis below.

Fig. 5 illustrates the mean SST for the three tested accuracy levels under the two trust preconditions (i.e., overtrust and undertrust). The first video in Fig. 3 (i.e., average of the 10 preconditioning videos) was removed before conducting the following statistical analysis. A mixed two-way ANOVA showed that the main effect of accuracy was significant \( F(2, 80) = 144.794, p = .000 \) whereas the main effect of trust preconditions was not significant \( F(1, 40) = .915, p = .344 \) (see Fig. 5). There was no significant interaction effect between the trust preconditions and the tested accuracy levels \( F(2, 80) = 0.269, p = .765 \). The pairwise comparison showed a significant difference between 95% and 80% accuracies \( (p = .000) \), 95% and 70% accuracies \( (p = .000) \), and 80% and 70% accuracies \( (p = .000) \) (see Fig. 5). Due to the significant main effect of accuracy levels, we also conducted a pairwise comparison among three accuracy levels at each video as illustrated along the x-axis in Fig. 5 for both undertrust and overtrust preconditions. Significant differences were labeled by the numbers in the figure, where “1” indicates 95%, “2” indicates 80%, and “3” indicates 70%.

TORs in conditional AVs can be interpreted as a system failure since the AV is not able to handle the situations. Furthermore, we analyzed each of the STS-AD trust scales separately, as shown in Fig. 6 and Fig. 7 using a two-way ANOVA to identify sensitive items since the experiment was conducted in low fidelity. For instance, the risk item can be
perceived as lower than in real situations. We found significant main effects of accuracy levels for all the six questions of the STS-AD scale (all $p = .000$). In addition, we conducted a pairwise comparison at each video, as illustrated along the x-axis in Fig. 6 and Fig. 7. Whenever a significant difference existed at each video, they were labeled by the numbers in the figure. There was a significant main effect for trust precondition for Q1 ($F(1,40) = 4.293, p = .045$). Pairwise comparison showed significant differences when comparing 95% vs. 95% ($p = .000$), 80% vs. 80% ($p = .007$), and 70% vs. 70% ($p = .000$) between two preconditions. For Q2, Q3, Q4, and Q6, there was no significant difference between the two trust conditions. For Q5, there was a significant main effect for trust precondition ($F(1,40) = 4.530, p = .040$), and significant differences were found when comparing 80% vs. 80% ($p = .019$) and 70% vs. 70% ($p = .009$) between the two preconditions.

We grouped the results according to the transition condition of the videos. We identified four patterns of failure occurrences, including one failure (i.e., 113 occurrences in the undertrust precondition and 123 occurrences in the overtrust precondition), two consecutive failures (i.e., 31 occurrences in the undertrust precondition and 27 occurrences in the overtrust precondition), three consecutive failures (i.e., 2 occurrences in the undertrust precondition and 8 occurrences in the overtrust precondition), and four consecutive failures (i.e., 2 occurrences in the undertrust precondition and 2 occurrences in the overtrust precondition). The situations where the failure scenario occurred as the first or last video in the 20 video sequence were removed from this analysis. The case with four consecutive failures was not analyzed since it only occurred two times in the undertrust and overtrust preconditions. In the case of one failure video, there was a significant difference in the SST level between the failure video and the previous nonfailure video (i.e., undertrust $F(1,112) = 817.466, p = .000$; overtrust $F(1,122) = 754.016, p = .000$) and between the failure video and the following nonfailure video (i.e., undertrust $F(1,112) = 968.681, p = .000$; overtrust $F(1,122) = 662.665, p = .000$) (see Fig. 8a). In the case of two consecutive failure videos, there was a significant difference in the SST level between the average of the two consecutive failure videos and the previous non-failure video (i.e., undertrust $F(1,30) = 253.144, p = .000$; overtrust $F(1,26) = 339.807, p = .000$) and between the average of the two consecutive failure videos and the following nonfailure video (i.e., undertrust $F(1,30) = 267.374, p = .000$; overtrust $F(1,26) = 405.087, p = .000$) (see Fig. 8b). In the case of three consecutive failure videos, there was a significant difference in the SST level between the average of the three consecutive failure videos and the previous non-failure video (i.e., undertrust $F(1,4) = 19.033, p = .012$; overtrust $F(1,7) = 49.860, p = .000$) and between the average of the three consecutive failure videos and the following nonfailure video in the overtrust precondition (i.e., $F(1,14) = 113.370, p = .000$). There was a marginally significant difference between the average of the three consecutive failure videos and the following nonfailure video in the undertrust precondition (i.e., $F(1,4) = 6.459, p = .064$) (see Fig. 8c).

C. Behavioral Situational Trust

As shown in Fig. 10a, for the agreement fraction, the main effect of accuracy was not significant on BST ($F(2,80) = .497, p = .61$), whereas the main effect of precondition was significant ($F(1,40) = 8.553, p = .006$). There was no
significant interaction effect between the trust precondition and the tested accuracy levels \(F(2, 80) = 4.83, p = .019\).

Pairwise comparison showed that the agreement fraction was significantly higher in the overtrust condition than in the undertrust condition when comparing 95% vs. 95% \((p = .029)\) and 70% vs. 70% \((p = .066)\) and marginally higher in the overtrust condition than that in the undertrust condition when comparing 80% vs. 80% \((p = .087)\).

For the switch fraction as shown in Fig. 10b, the main effect of accuracy levels was not significant on BST \(F(2, 80) = 1.888, p = .158\), whereas the main effect of precondition was significant \(F(1, 40) = 10.053, p = .003\). There was no significant interaction effect between the trust precondition and the tested accuracy levels \(F(2, 80) = 0.657, p = .521\).

Pairwise comparison showed that the switch fraction in the undertrust condition was significantly higher than in the overtrust condition when comparing 95% vs. 95% \((p = .023)\) and 80% vs. 80% \((p = .004)\), and on the borderline of significance when comparing 70% vs. 70% \((p = .050)\) between the two preconditions. Due to the significant main effect of preconditions, we also conducted a pairwise comparison at each video, as illustrated in Fig. 9 for both undertrust and overtrust preconditions for the agreement and switch fractions.

V. DISCUSSIONS

A. Self-reported Situational Trust

In this study, we aimed to understand the effects of trust preconditions and system performance on dynamic situational trust in conditional AVs. First, by letting participants watch 10 videos of takeover scenarios with or without failures, we were able to manipulate them into an overtrust or undertrust condition by examining the SST measure. However, we were not able to measure BST before the experiment, so we were not able to test BST for a manipulation check with respect to a pretest comparison. We were not able to find any significant differences between the preconditions and the test conditions. This indicated that the BST was not good at measuring trust levels manipulated by vehicle performance levels, which was also evidenced by the insignificant main effect of accuracy levels.

The SST measure was quickly calibrated to the different accuracy levels from their corresponding trust preconditions (see Fig. 4). We noticed that participants' average SST level between the 10th and the 11th video increased from 1.563 to 3.300 for 70% \((p = .000)\), from 1.643 to 3.383 for 80% \((p = .000)\), and from 1.841 to 3.947 for 95% \((p = .000)\) accu-
Fig. 7: Mean measures of the STS-AD six scales (see dependent variables in Section III Method) for all participants in the overtrust precondition and at different accuracy levels. Note that the first video in the graph represents the average results of the first 10 videos that the participants watched in order to manipulate them in an overtrust condition. Along the x-axis, the accuracy levels having a significant difference in pairwise comparisons are indicated with number pairs. “1” indicates 95%, “2” indicates 80%, and “3” indicates 70%. For example, in the second video in Q1, there was a significant difference between 95% and 80% and between 95% and 70%. The error bars indicate the standard errors of the means.

Fig. 8: Mean measure of the STS-AD six scales in the overtrust and undertrust precondition at different consecutive failure occurrences with standard deviation, where ‘*’ indicates $p < 0.05$, ‘**’ indicates $p < 0.01$, and ‘***’ indicates $p < 0.001$. (a) 1 failure. (b) 2 failures. (c) 3 failures.

racy levels (see Fig. 4h). Whereas in Fig. 4b, we noticed that participants’ average SST level at the 10th video decreased significantly from 5.294 to 4.450 for 80% ($p = .010$) and from 5.452 to 4.333 for 70% ($p = .001$) accuracy levels. For 95% accuracy, there was no significant difference ($p = .341$) in trust between the 10th and the 11th video. It showed that the participants were able to quickly calibrate their SST based on the performance of the AV. This effect seemed to be more prominent in the undertrust precondition than in the overtrust precondition by comparing Fig. 4h and Fig. 4b for the first several SST scores. In the undertrust precondition, participants took more time (i.e., until the 4th video after the precondition) to calibrate their trust after watching the 10 failure videos. However, in the overtrust precondition, the participant calibrated their trust faster (i.e., until around the 2nd video after the precondition). This seemed to be consistent with previous findings [34] that failures led to a steep decrease in trust and that the recovery was slow. We noticed an increase in trust for the last video in the undertrust and the overtrust preconditions at the three tested accuracies (see Fig. 4). Due
to the random order assigned in Qualtrics, the majority of the scenarios for the last video were nonfailure scenarios.

Second, our findings showed that the participants were able to perceive the system performance at different accuracy levels and to adjust their SST based on the system performance (see Fig. 6 and Fig. 7), even though the accuracy of the system was not presented to the participants. We noticed that regardless of the trust precondition of the participants, they always had a higher SST at 95% compared to 80% and 70%. This is consistent with previous studies (e.g., [10], [21]) finding that participants were capable of learning the performance of the AV dynamically and calibrating their SST level over time by understanding the capabilities and limitations of the AV over time. This also indicated that the SST levels closely reflected the actual performance of the AVs, which could help avoid misuse and abuse of conditional AVs.

B. Behavioral Situational Trust

Agreement and switch fractions were used in this study as BST measures of participants’ dynamic situational trust. First, in Fig. 10, we noticed that the agreement fraction in the overtrust precondition was significantly higher than in the undertrust precondition for all the tested accuracy levels. In Fig. 10b, the switch fraction was significantly higher in the undertrust condition than that in the overtrust precondition. However, there was no significant main effect for different accuracy levels. Hence, the SST and BST were complementary in that the SST measure was sensitive to system performance, while the BST was sensitive to trust preconditions. The agreement fraction indicated participants’ reliance on the AV to a large extent (automation reliance), while the switch fraction indicated participants’ rejection of the AV’s decisions (self-reliance) [35]. When the participants viewed the first 10 videos with all successes, they tended to overtrust the vehicle and believed that it was at least as reliable as, if not more reliable than, manual operations. This made them more likely to rely on the automation and agree with the system’s decisions. In contrast, when participants were in the undertrust condition, they tended to have a low consistency with the system’s decisions, which made them switch their initial prediction about whether the system would handle the driving scenarios. Such results were supported by previous findings that a high level of trust was associated with more reliance on automation and vice versa [36]. The difficulty in reducing such automation bias (e.g., automation reliance and self-reliance) might also explain why different levels of system performance did not play a role in BST when participants were in an overtrust or undertrust precondition.

C. Comparison between SST and BST

The results showed that the SST and BST were complementary to each other. However, Yin et al. [16] showed a similar
trust pattern in the analysis of self-reported and behavioral measures. Their self-reported and behavioral measures were different from those used in our work. Murtin et al. [37] showed that both self-reported and behavioral measures are correlated with expected trustworthiness, but behavioral trust additionally captures the willingness to cooperate during a specific interaction. They concluded that these two measures are related but should be considered as complementary. Our results showed that the SST measure was only sensitive to system performance since the main effect of accuracy was significant. By analyzing the items of the STS-AD scale, we noticed that only Q1 (i.e., I trust the automation in this situation) and Q5 (i.e., The AV made unsafe judgment in this situation) had a significant main effect of trust precondition. This result might be caused by the low fidelity of the system, which made it difficult to estimate the performance, NDRT, risk, and reaction to the environment. Another reason might be that the participants took a short period of time to develop similar SST levels between the overtrust and undertrust preconditions. Furthermore, our results showed that the BST was sensitive only to trust preconditions since the main effect of precondition was significant. In our experiment, the SST and BST were not measured simultaneously, which could explain why the reason for not obtaining the same trust pattern between these two measures was not attained. BST was measured during the scenario, while SST was measured after the scenario was completed.

D. Implications

Trust plays an important role in the adoption and proper use of AVs, and different constructs of trust could have different features. Situational trust evolves depending on multiple factors in the human-AV interaction process. Our study showed that the participants were able to calibrate their SST to the real performance of the AV over time. This indicates that clearly demonstrating the capabilities and limitations of the AV can help drivers quickly calibrate their trust level [8]. However, the calibrated trust level was not influenced by the precondition of the participants’. The effect of trust preconditions was reflected by the BST measures, which could be considered as learned trust in AVs in this study. If such learned trust is inconsistent with the system performance, automation bias can occur. Thus, it is important to consider drivers’ learned trust in AVs when designing calibration systems, as these preconditions could potentially influence their calibrated situational trust over time. We also demonstrated that two types of situational trust measures, i.e., SST and BST, were complementary, and the inconsistency between them calls for further investigation into the reliability of different measures.

VI. Conclusions and Future Research

In this work, we investigated the effects of system performance and participants’ trust preconditions on dynamic situational trust in conditional AVs. Dynamic situational trust was measured using self-reported and behavioral measures, and participants were able to adjust their SST levels dynamically to be consistent with the performance of the AV. However, such results were moderated by participant trust preconditions, as measured by BST levels. Such insights revealed important implications for designing a calibration system for conditional AVs.

Our study also has limitations, which can be left for future research. First, this study was conducted in a low-fidelity experimental setup with a small sample size. To determine whether there are consistent results, future studies should be conducted in a high-fidelity driving simulator or even in a naturalistic driving environment with a larger and diverse sample size. Second, trust was mainly evaluated in takeover scenarios in conditional AVs using SST with the STS-AD scales and BST with the agreement and switch fractions. Thus, further analyses are needed to explore trust in other types of scenarios with other possible measures, such as eye-tracking data [10]. Third, failure scenarios occurred only in poor weather conditions, which might cause participants’ to be biased during the trust evaluation. Additionally, for the first 10 videos, the average SST was calculated only once at the end of the 10th video to save time. In the undertrust precondition, after watching 10 failure videos, participants might doubt that the AV was not capable. The participants’ knowledge level regarding the AV capabilities could play a role in their trust formation, which was not studied in this paper. Fourth, this study mainly investigated the effects of trust preconditions and system performance on dynamic situational trust. Future studies could potentially include other factors, such as cognitive workload, and explore the two other layers of trust (e.g., learned trust and dispositional trust) to gain a complete understanding of the effects of system performance and trust precondition.
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