Microchemistry-dependent simulation of yield stress and flow stress in non-heat treatable Al sheet alloys
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Abstract
A flow stress model which considers the processing conditions for a given alloy composition as well as the microchemistry of the alloy allows for integrated optimization of alloy composition, thermal treatments and forming operations to achieve the desired properties in the most efficient processing route. In the past, a statistical flow stress model for cell forming metals, 3IVM\textsuperscript{+} (3 Internal Variable Model), has been used for through process modeling of sheet production. However, this model was restricted to a given alloy in the state in which it was calibrated. In this work, the existing 3IVM\textsuperscript{+} model is augmented with an analytical solute strengthening model which uses input from \textit{ab initio} simulations. Furthermore, a new particle strengthening model for non-shearable precipitates has been introduced which takes Orowan looping at low temperatures and dislocation climb at high temperatures into account. Hence, the present modeling approach considers the strengthening contributions from solutes, precipitates and forest dislocations. Three case studies on the alloys AA 1110, AA 3003 and AA 8014 are presented to assess the performance of the model in simulating the yield stress and flow stress of Al alloys over a wide range of temperatures and strain rates.
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1. Introduction

Aluminum with its various alloy variations is a first-choice material for a number of lightweight engineering applications. Besides high relative strength and excellent ductility, it offers further advantageous properties such as corrosion resistance, high electrical and thermal conductivity, high reflectivity, impermeability and good recyclability.

Innovation goes hand in hand with growing expectations and requirements from customers on the quality of aluminum semi-finished products, such as sheet, strips or extrusions. In the aluminum industry, reliable and efficient manufacturing processes are the main prerequisites to fulfill growing expectations on semi-finished products in a strong field of worldwide competition.

From this standpoint, the employment of computer-aided decision-making systems in the process routing or even at a shop floor level are desired. Systems of this kind enable an automatic adjustment of the process parameters making the industrial manufacturing processes more flexible, assuring achievement of the desired properties. Gapless process and material data acquisition is necessary for a functioning decision-making system. State-of-the-art semi-finished aluminum production typically utilizes advanced sensor technology, enabling the acquisition of comprehensive production data. However, the material properties of aluminum semi-finished products cannot be easily measured during the production process. To close this data gap, fast statistical material models can be used to compute material properties such as the microstructure and flow stress.

To predict the flow stress by means of a statistical material model, a three internal variable model (3IVM) has been developed by Roters et al [1] and thereafter further refined (3IVM+) [2–5]. In the present work, the 3IVM+ model and its current improvements are discussed. New expressions have been introduced for the contribution of solute strengthening and particle strengthening to the flow stress in order to render the model microchemistry-dependent. Finally, three case studies are presented on industrial aluminum alloys, i.e. AA 1110, AA 3103 and AA 8014, to assess the quality of the simulations of the yield stress and flow stress at different temperatures ranging from 20 °C to 550 °C and for three different strain rates ranging from 0.1 to 10 s⁻¹.

2. Modeling of flow stress

Considering the main strengthening mechanisms of Al alloys and further assuming that the contribution of these mechanisms can simply be added linearly in stress space [6–8], the macroscopic flow stress, \( \sigma \), can be written as:

\[
\sigma = \sigma_{\text{int}} + \sigma_{\text{sol}} + \sigma_{\text{par}} + \sigma_{\text{for}},
\]

where \( \sigma_{\text{int}} \) is the intrinsic stress of Al, \( \sigma_{\text{sol}} \) is the flow stress contribution due to solute strengthening, \( \sigma_{\text{par}} \) is the flow stress contribution due to particle strengthening and \( \sigma_{\text{for}} \) is the flow stress contribution due to forest dislocations.

The 3IVM model was originally developed by Roters et al [1], which was further improved by Mohles et al [4] resulting in the 3IVM+ model. The model presented in this
work builds upon the 3IVM+ model, incorporates a solute strengthening model developed by Leyson et al. [9–12] and introduces a new particle strengthening model which captures Orowan looping at low temperatures and dislocation climb at high temperatures.

In the following sections, the solid solution strengthening model by Leyson et al. [9–12] is first summarized in section 2.1. The new particle strengthening model and the temperature dependence of the intrinsic stress are introduced in section 2.2. Finally, the work hardening model based on the 3IVM+ and the kinetic equation of state are described in section 2.3.

2.1. Solid solution strengthening

Solid solution strengthening is commonly attributed to the interaction of dislocations with their surrounding solute alloy elements due to their misfit volume and elastic mismatch. This gives rise to the pinning of dislocations, which consequently leads to higher external stresses required to move the dislocations through the crystal lattice. There are various approaches to model the strengthening as a function of the concentration of alloying elements in solid solution. The most commonly utilized approaches date back to Fleischer [13] and Labusch [14], where the solid solution strength, $\sigma_{\text{sol}}$, scales with the concentration of solute elements, $c$:

$$\sigma_{\text{sol}} = Kc^n,$$  \hspace{1cm} (2)

where $K$ is a constant and $n$ is an exponent in the range of $1/2$ to $2/3$.

Previous versions of 3IVM+ utilized the approach of equation (2) [3–5], however the influence of several different alloying elements in solid solution, as typically found in commercial Al alloys, cannot be treated independently. This approach also involves a number of parameters which have to be calibrated for each alloy.

An analytical solute strengthening model which predicts the strengthening of Al due to substitutional solute atoms has been developed by Leyson et al. [9–12]. This model uses input from first principles computations, enabling a quantitative prediction of the yield stress in binary and multicomponent alloy systems with considerable solute strengthening. This model has been validated for the following systems: Al–Mg, Al–Cu, Al–Cr, Al–Si, and Al–Mg–Si with Fe [9–11]. In this section, the solid solution strengthening model used in the current work is briefly summarized.

Dislocation segments in a random field of solutes are typically pinned to energetically favorable solute field regions, which correspond to a favorable interaction energy between dislocation and solute. When an external stress is applied and a dislocation starts moving on its slip plane through a field of solutes, an additional stress is required to ‘unpin’ the dislocation from these favorable solute regions. Density functional theory calculations were used by Leyson et al. [9, 10] to compute the zero-temperature yield stress, $\sigma_{yr}$, and the energy barrier, $\Delta E_b$, required for dislocation motion. Table 1 shows these two quantities calculated as a function of the solute concentration, $c$, for the main alloying elements in Al, including Mg, Cr, Si, Cu, Mn, and Fe.

It is noted that Leyson et al. [10] found that the strengths of Al–Fe alloys containing merely parts per million (ppm) of Fe solutes were grossly underestimated. They concluded that strengthening due to dilute Fe solutes cannot be treated by conventional ab initio models, possibly due to directional bonding between the Fe and Al atoms within the dislocation core. However, the experimental yield stresses for Al–Fe still scaled reasonably well with $c^{2/3}$, suggesting that the same scaling applies to the Fe solutes despite the anomalous magnitude. Therefore, Leyson et al. [10] recalculated the parameters for solute Fe from experimental data [15]. However, in the present study it was found that the recalculated values for Fe yield too
large values for the solute strength. Therefore, we applied a scaling factor of 0.85 to Leyson’s recalculated values, which resulted in more reasonable predictions for the yield stress of all three alloys. The resulting values used for Fe throughout the present study are also given in Table 1 (in bold).

In multicomponent alloys with \( n \) different solute types in solid solution, the zero-temperature yield stress and energy barrier are calculated respectively as follows [9, 10]:

\[
\sigma_{0} = \left[ \frac{1}{n} \sum_{i=1}^{n} (\sigma_{0}^{i})^{2} \right]^{1/2},
\]

(3)

\[
\Delta E_{b} = \left[ \frac{1}{n} \sum_{i=1}^{n} (\Delta E_{b}^{i})^{2} \right]^{1/2},
\]

(4)

where the superscript \( i \) denotes the quantity for solute \( i \).

The stress-dependent energy barrier has the form [16, 17]:

\[
\Delta E(\sigma) = \Delta E_{b} \left[ 1 - \left( \frac{\sigma}{\sigma_{0}} \right) \right]^{3/2}.
\]

(5)

Equation (5) is valid only for high stresses and low temperatures with \( \frac{\sigma}{\sigma_{0}} > 0.5 \). The experiments conducted in the present study were performed at intermediate temperatures, corresponding to lower flow stresses in the range \( 0.2 < \frac{\sigma}{\sigma_{0}} < 0.5 \). In this case, the energy barrier as a function of stress can better be approximated by a logarithmic relationship [12]:

\[
\Delta E(\sigma) = 0.55 \Delta E_{b} \ln \left( \frac{\sigma}{\sigma_{0}} \right)
\]

(6)

Using the Arrhenius model for thermal activation, the energy barrier is related to the strain rate \( \dot{\varepsilon} \) through:

\[
\dot{\varepsilon} = \dot{\varepsilon}_{0} \exp \left( \frac{-\Delta E(\sigma)}{k_{B}T} \right),
\]

(7)

where \( \dot{\varepsilon}_{0} \) is a reference strain rate, \( k_{B} \) is the Boltzmann constant and \( T \) is the temperature.

\begin{table}[h]
\centering
\caption{Ab initio calculated zero-temperature yield stress, \( \sigma_{0} \), and energy barrier, \( \Delta E_{b} \), normalized by the solute concentration, \( c \), in atomic fraction for different solutes in Al. Data reproduced from Leyson et al [10]. Parameters in bold for Fe solutes were calibrated to fit the experimental data; see text for details.}
\begin{tabular}{lll}
\hline
Solute & \( \sigma_{0}/c^{2/3} \) (MPa) & \( \Delta E_{b}/c^{1/3} \) (eV) \\
\hline
Mg & 342 & 4.06 \\
Cr & 705 & 6.65 \\
Si & 137 & 2.58 \\
Cu & 348 & 4.10 \\
Mn & 711 & 7.53 \\
Fe & 1072 (11252) & 8.20 (24.5) \\
\hline
\end{tabular}
\end{table}
The Orowan equation is used as the kinetic equation of state:

\[ \dot{\gamma} = \dot{\epsilon} M = \rho_{\text{m}} b v(T), \]  

(8)

where \( \dot{\gamma} \) is the shear rate.

The average dislocation glide velocity, \( v(T) \), is expressed as:

\[ v(T) = L_{\text{eff}} \nu_0 \exp \left( \frac{-\Delta E}{k_B T} \right), \]  

(9)

where \( \nu_0 \) is the attack frequency \((3 \times 10^{10} \text{ Hz})\) and \( L_{\text{eff}} \) is the mean free path for dislocation motion.

Using equations (7)–(9), the reference strain rate \( \dot{\epsilon}_0 \) can be expressed as:

\[ \dot{\epsilon}_0 = \frac{\rho_{\text{m}} b L_{\text{eff}} \nu_0}{M}, \]  

(10)

where \( b \) is the magnitude of the Burgers vector, \( M \) is the Taylor factor, \( L_{\text{eff}} \) is the mean free path of dislocation motion and \( \nu_0 \) is the attack frequency \((3 \times 10^{10} \text{ Hz})\).

Substituting equations (7) and (10) into (6) and inverting the latter provides an expression for the stress, \( \sigma_{\text{sol}} \), required to move a dislocation through a random field of solutes at a finite temperature, \( T \) [12]:

\[ \sigma_{\text{sol}} = \sigma_{\text{sol}} \exp \left( -\frac{1}{0.55} \frac{k_B T \ln \dot{\epsilon}_0}{\Delta E_b} \right), \]  

(11)

This equation—simply referred to as Leyson model hereafter—is used for the simulation of the contribution of solid solution strengthening in the present study.

2.2. Particle strengthening and intrinsic strength

Most commercial aluminum alloys contain particles, such as constituent phases formed during solidification, dispersoids formed during homogenization and fine precipitates formed during age hardening at low temperatures. The contribution of these second-phase particles to the flow stress is assumed to be additive as in equation (1).

The strength contribution due to non-shearable particles, i.e. constituents and dispersoids, is derived from the Orowan mechanism of dislocations bypassing particles. According to Deschamps and Brechet [18], the increase in yield strength, \( \tau_{\text{Or}} \), is related to the obstacle strength, \( F \), as follows:

\[ \tau_{\text{Or}} = \frac{F}{b l}, \]  

(12)

where \( l \) is the mean effective particle spacing in the slip plane along the bending dislocation.

For strong non-shearable particles, the obstacle strength \( F \) is related to the line tension of a dislocation, i.e.:

\[ F = 2\beta \mu b^2, \]  

(13)

where \( \mu \) is the temperature-dependent shear modulus of aluminum and \( \beta \) is a geometric constant close to 0.5. Using the Friedel formalism [19], the effective particle spacing \( l \) can be related to the mean particle size \( r_p \) and the volume fraction \( V_P \) of the particles. Thus, equation (12) becomes:
\[ \sigma_{\text{OR}} = \frac{6}{\pi} M \beta b \sqrt{V_p} \frac{1}{r_p}. \]  

(14)

It is noted that the Orowan stress in equation (14) is applicable at room temperature (RT). As the test temperature increases, the particle strengthening mechanism transitions from Orowan looping at low temperatures to dislocation climb over particles at high temperatures [20]. Thus, the particle strengthening contribution to the flow stress \( \sigma_{\text{par}} \), and its temperature dependence, is modeled using the following phenomenological equation:

\[ \sigma_{\text{par}}(T) = \sigma_{\text{OR}} \left[ 1 - \exp \left( \frac{-T_{\text{crit}}}{T} \right)^A \right], \]  

(15)

where \( T \) is the current temperature, \( T_{\text{crit}} \) is the transition temperature between Orowan looping and dislocation climb and \( A \) is a parameter which controls the steepness of the transition from Orowan looping to dislocation climb.

The intrinsic stress is assumed to have the same form of the temperature dependence as the particle stress, since it is difficult to separate the temperature dependence of these two contributions to the flow stress. Experiments in pure copper [21, 22] have shown a similar temperature dependence of the yield stress which, in the absence of particles or precipitates in the material, can be attributed to the intrinsic stress. Therefore, the temperature dependence of the intrinsic stress is similarly expressed as:

\[ \sigma_{\text{int}}(T) = \sigma_0 \left[ 1 - \exp \left( \frac{-T_{\text{crit}}}{T} \right)^A \right], \]  

(16)

where \( \sigma_0 \) is the intrinsic or lattice friction stress at RT for Al, typically estimated as 10 MPa [23–25]. Due to the difficulty in isolating the temperature dependence of the intrinsic stress solely from the experimental yield stress data, the same values for \( T_{\text{crit}} \) and \( A \) as those used in the Orowan stress equation (equation (15)) are also used in equation (16).

2.3. Work hardening

During deformation, the strength of metals and alloys increases due to work hardening, which is caused by the increase in dislocation density within the material. The evolution of the dislocation density during deformation is simulated using the 3IVM+ model (3 Internal Variable Model) [2–5], which was developed to predict the flow stress evolution in cell forming metals, such as Al and Al alloys. In this section, the model in its current implementation is summarized.

The microstructure of the material in 3IVM+ is represented by three internal state variables: the mobile dislocation density \( (\rho_m) \), the immobile dislocation density in the cell interior \( (\rho_i) \) and the immobile dislocation density in the cell wall \( (\rho_w) \). The governing equations for a statistical internal state variable model consist of the evolution equations for the dislocation densities and the kinetic equation of state, where the latter determines the external stress required to accommodate an imposed strain rate on the material for a given temperature and microstructure during an infinitely small time increment. While the evolution equations of the dislocation densities in this model are largely unchanged from the original 3IVM+ model, the calculation of the stress in the cell wall and cell interior is currently based on the model by Dong et al [26], which enables the incorporation of the solute strengthening model by Leyson et al [9–12] (see section 2.1).
The rate of evolution of the dislocation densities is represented as:

\[
\dot{\rho}_x = \dot{\rho}^+_x - \dot{\rho}^-_x, \tag{17}
\]

where the indices \(x = m, i, w\) correspond to mobile, cell interior and cell wall respectively; \(\dot{\rho}^+_x\) is the production rate for a particular dislocation density type and \(\dot{\rho}^-_x\) is the reduction or recovery rate for a particular dislocation density type.

During deformation, dislocations move through the lattice and a number of interactions take place (i.e. annihilation, dipole formation, lock formation, immobilization, climb, cross slip and clearing). The evolution of the dislocation densities is summarized as follows, where additional details can be found in [5].

\[
\dot{\rho}_m = \dot{\rho}^+_m - \dot{\rho}^-_m (anni) - \dot{\rho}^-_m (dipole) - \dot{\rho}^-_m (lock) - \dot{\rho}^-_m (imm) \tag{18a}
\]

\[
\dot{\rho}_i = \dot{\rho}^+_i (lock) + \dot{\rho}^+_i (imm) - \dot{\rho}^-_i (climb) - \dot{\rho}^-_i (cross) - \dot{\rho}^-_i (clear) \tag{18b}
\]

\[
\dot{\rho}_w = \dot{\rho}^+_w (lock) + \dot{\rho}^+_w (dipole) + \dot{\rho}^+_w (imm) - \dot{\rho}^-_w (climb) - \dot{\rho}^-_w (cross) - \dot{\rho}^-_w (clear). \tag{18c}
\]

Mobile dislocations carry plastic strain. They are assumed to penetrate both the cell walls and the cell interiors. Each mobile dislocation is assumed to travel a certain distance, \(L_{\text{eff}}\), before it is immobilized or annihilated. Following the approach of Roters et al [1], the mean free path \(L_{\text{eff}}\) is determined by the effective grain size \(d\) and three obstacle spacings, i.e. the forest dislocation spacing in the cell walls, the forest dislocation spacing in the cell interior and the average particle spacing. Thus, the effective mean free path of mobile dislocations, \(L_{\text{eff}}\), is calculated as follows:

\[
\frac{1}{L_{\text{eff}}} = \frac{1}{d} + \sqrt{\frac{\rho_i + \rho_m (1 - f_w)}{\rho_i}} \tag{19}
\]

where \(\beta_i\) and \(\beta_w\) are model parameters which quantify the average number of dislocation spacings which a dislocation travels before becoming sessile; and \(V_p\) and \(r_p\) are the volume fraction and mean radius of the non-shearable particles. The volume fractions of the cell interiors and cell walls are given as \(f_i\) and \(f_w = 1 - f_i\), respectively.

The calculation of the stress in the cell walls and cell interiors is based on the approach by Dong et al [26]. At the flow stress, the rates of dislocations escaping from solutes and forest dislocations are assumed to be equal, therefore the respective activation energies \(\Delta G_{\text{sol}}\) and \(\Delta G_{\text{tor}}\) are equal as well:

\[
\Delta G = \Delta G_{\text{sol}} = \Delta G_{\text{tor}}. \tag{20}
\]

The activation energies to escape from randomly distributed weak obstacles (solutes) and from a linear array of obstacles (forest dislocations) are given as follows:

\[
\Delta G_{\text{sol}} = \Delta G_{\text{sol}}^0 \left( 1 - \left( \frac{\tau_{\text{sol}}}{\tau_{\text{sol}}^0} \right)^{\frac{2}{3}} \right), \tag{21a}
\]
\[ \Delta G_{\text{for}} = \Delta G_{\text{for}}^0 \left(1 - \frac{\tau_{\text{for}}}{\hat{\tau}_{\text{for}}} \right)^{\frac{3}{2}}, \tag{21b} \]

where \( \hat{\tau}_{\text{sol}} \) is the threshold stress due to solutes and \( \hat{\tau}_{\text{for}} \) represents the threshold stress contribution due to the current dislocation substructure (\( \hat{\tau}_{\text{for}} \propto \mu b \sqrt{\rho} \)).

For thermally activated flow, again assuming linear additivity, it holds:

\[ \tau_{\text{ther}} = \tau_{\text{sol}} + \tau_{\text{for}}. \tag{22} \]

Substituting equation (22) in (21a) and using equation (20) yields:

\[ \Delta G = \Delta G_{\text{sol}}^0 \left(1 - \left( \frac{\tau_{\text{ther}} - \tau_{\text{for}}}{\hat{\tau}_{\text{sol}}} \right)^{\frac{3}{2}} \right) \]

\[ = \Delta G_{\text{for}}^0 \left(1 - \frac{\tau_{\text{for}}}{\hat{\tau}_{\text{for}}} \right)^{\frac{3}{2}}. \tag{23} \]

Equation (23) can then be solved for \( \tau_{\text{ther}} \):

\[ \tau_{\text{ther}} = \left(1 - \left( \frac{\Delta G}{\Delta G_{\text{sol}}^0} \right)^{\frac{3}{2}} \right)^{\frac{2}{3}} \hat{\tau}_{\text{sol}} + \left(1 - \left( \frac{\Delta G}{\Delta G_{\text{for}}^0} \right)^{\frac{2}{3}} \right) \hat{\tau}_{\text{for}}. \tag{24} \]

The first term on the right side of equation (24) is the solute contribution to the stress, \( \tau_{\text{sol}} \), and the second term is the stress due to the forest dislocation density, \( \tau_{\text{for}} \). Substituting equation (7) in (24) and (24) in (22), gives:

\[ \tau_{\text{ther}} = \hat{\tau}_{\text{sol}} + \left[1 - \left( \frac{k_B T}{\Delta G_{\text{sol}}^0} \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \right)^{\frac{2}{3}} \right] \hat{\tau}_{\text{for}}. \tag{25} \]

The stress due to forest dislocations in the cell interior and cell wall is written as:

\[ \tau_{\text{for}}^{i, w} = \left[1 - \left( \frac{k_B T}{\Delta G_{\text{for}}^0} \ln \left( \frac{\dot{\varepsilon}_0}{\dot{\varepsilon}} \right) \right)^{\frac{2}{3}} \right] \hat{\tau}_{\text{for}}. \tag{26} \]

where \( \Delta G_{\text{for}}^0 \) is a fitting parameter and \( i, w \) denote the cell interior and cell wall, respectively.

The threshold stress due to the dislocation substructure, \( \hat{\tau}_{\text{for}} \), is assumed to be equal to the Taylor stress in the cell interior and cell wall:

\[ \hat{\tau}_{\text{for}} = \tau_{\text{for}}^{i, w} = \alpha \mu b \sqrt{\rho_{i, w}}, \tag{27} \]

where \( \alpha \) is the passing coefficient for shear.

The stress in the cell wall and cell interior can be expressed as:

\[ \tau_{i, w} = \left[1 - \left( \frac{k_B T}{Q_{\text{slip}}} \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \right)^{\frac{2}{3}} \right] \tau_{i, w}^{taylor} + \tau_{\text{sol}} + \tau_{\text{par}} + \tau_{\text{int}}. \tag{28} \]

The total macroscopic flow stress, \( \sigma_{\text{tot}} \) is calculated using the following equation:

\[ \sigma_{\text{tot}} = M (f_i \tau_i + f_w \tau_w). \tag{29} \]
Using equations (28), (29) can also be written as:

\[ \sigma_{\text{tot}} = M(f_f \tau_{\text{for}}^f + f_w \tau_{\text{for}}^w) + \sigma_{\text{sol}} + \sigma_{\text{par}} + \sigma_{\text{int}} \]  

(30)

with \( \sigma_{\text{sol}} \) from equation (11), \( \sigma_{\text{par}} \) from equation (15) and \( \sigma_{\text{int}} \) from equation (16). The resulting equation (30) is equivalent to the simple additive stress equation shown in equation (1).

### 3. Materials and experimental techniques

Three different Al alloys with different solute and particle content were analyzed as case studies. The chemical compositions of the three alloys, i.e. AA 1110, AA 3103 and AA 8014, are given in table 2. Alloy AA 1110 is an Al–Fe–Si alloy which comprises large particles which do not contribute significantly to the overall strength. Furthermore, AA 1110 contains around 0.2% of Mg which provides some solute strengthening. Most notably, however, the strength of AA 1xxx series alloys is derived from strain hardening to various tempers H1x. Alloy AA 3103 is an Al–Mn alloy which contains some Mn in solid solution and contains a fairly large volume of Mn-bearing dispersoids which provide additional particle strengthening. Finally, alloy AA 8014 contains significant amounts of Fe and Mn, leading to a combination of solid solution hardening and dispersoid hardening.

In the present study, transfer gauge material of the three alloys taken from an industrial hot mill was investigated. The alloys were conventionally direct-chill (DC) cast, homogenized and then hot rolled on a reversible hot mill to a thickness of approximately 35 mm. The experimental flow curves were obtained by means of isothermal uniaxial compression tests of cylindrical specimens (30 mm height and 20 mm diameter) on a Servotest hydraulic press at the Institute for Metal Forming, RWTH Aachen University. The specimens for the compression tests were machined from the transfer slab material and rehomogenized at 550 °C for 20 min. To conduct the compression tests the samples were then cooled to the desired temperature in the range of RT to 550 °C and compressed at a constant controlled strain rate of 0.1, 1.0 or 10 s⁻¹. To reduce friction between the sample and the punch, a Teflon foil was used in the temperature range between RT and 350°C. At higher temperatures of 400 to 550 °C, boron nitride lubrication was used.

The solute concentration of the alloys was determined by a combination of specific electrical resistivity and thermoelectric power measurements. The specific electrical resistivity, \( \rho \), was measured in liquid helium at a temperature of 4.2 K. The thermoelectric power, TEP, is the thermoelectric voltage in response to a temperature difference, typically \( \Delta T = 10 \, \text{K} \), across the material (Seebeck effect). Since the specific TEP signals of individual alloy elements vary with temperature in different ways, TEP values obtained at various subambient temperatures can provide a sufficient number of independent measurements for the solute levels in multi-component Al alloys [27, 28]. Table 3 lists the resulting concentration of solute elements for the three alloys of the present study.

| Element | Si   | Fe   | Cu   | Mn   | Mg   | Cr   | Zn   | Ti   |
|---------|------|------|------|------|------|------|------|------|
| AA 1110 | 0.087| 0.38 | 0.0017| 0.003| 0.216| 0.001| 0.013| 0.007|
| AA 3103 | 0.063| 0.53 | 0.0027| 1.030| 0.010| 0.006| 0.0054| 0.006|
| AA 8014 | 0.056| 1.23 | 0.0006| 0.34 | 0.002| 0.0006| 0.012| 0.003|

### Table 2. Chemical composition of the AA 1110, AA 3103 and AA 8014 alloys (in wt%, remainder: Al)
The constituent particles in alloy AA 1110 were analyzed using standard metallographic techniques in an optical microscope and evaluated quantitatively with the image analysis software package Quantimet 600 from Leica. The sizes of the irregularly shaped constituent particles were expressed as the diameter of a circle with the same area as the particle. Table 4 lists the volume fraction, $V_p$, and the particle radius, $r_p$, of the constituent phases.

The size and density of the dispersoids in the two Mn-containing alloys AA 3103 and AA 8014 were analyzed in a scanning electron microscope (SEM) Zeiss Merlin equipped with an Oxford INCA EDS system. Samples for SEM were carefully polished by argon ion beam milling using a Hitachi IM4000 cross-section polisher and analyzed in back-scattered mode. The size and density of the second-phase particles were analyzed with the software package AZtecFeature from Oxford Instruments [29, 30]. Particles were automatically detected through their gray values in the back-scattered image, such that size and shape of the individual particles could be recorded automatically. The results are presented in table 4.

### Table 3. Concentration of solute elements for the three alloys in the present study as obtained from TEP measurements (in wt%).

| Element | AA 1110 | AA 3103 | AA 8014 |
|---------|---------|---------|---------|
| Si      | 0.035   | 0.020   | 0.0016  |
| Fe      | 0.004   | 0.010   | 0.0074  |
| Cu      | 0.0012  | 0.0023  | 0.0001  |
| Mn      | 0.0006  | 0.35    | 0.0001  |
| Mg      | 0.174   | 0.0076  | 0.0765  |
| Cr      | 0.0005  | 0.0006  | 0.0002  |
| Zn      | 0.0103  | 0.0039  | 0.0007  |
| Ti      | 0.0061  | 0.0047  | 0.0003  |

### Table 4. Particle volume fraction and radius for the three alloys analyzed in the present study.

| Alloy     | Particle volume fraction, $V_p$ | Particle radius, $r_p$ (μm) |
|-----------|---------------------------------|-------------------------------|
| AA 1110   | 0.010                           | 0.400                         |
| AA 3103   | 0.003                           | 0.075                         |
| AA 8014   | 0.0042                          | 0.115                         |

4. Model application

4.1. Modeling of yield stress and work hardening

Three case studies on AA 1110, AA 3103 and AA 8014 alloys were used to validate the model described in section 2. The measured solute concentration and particle data shown in tables 3 and 4 were used in these calculations. Table 5 shows the fixed material parameters that were used for all alloys. The model was calibrated to experimental flow curves of these alloys for temperatures ranging from 20 °C to 550 °C and at three different strain rates of 0.1, 1.0 and 10 s⁻¹.

A nonlinear optimization scheme was implemented to determine the fitting parameters of the model. In the present work, a ‘random walk’ optimization procedure is employed. Using the predefined ranges of the calibration parameters, a random value is chosen from the range for each of the parameters and the flow curve is calculated by solving the kinetic equation of state and the evolution equations together iteratively. A target function was formulated from the sum of the squared absolute deviations between the simulated and measured values. The value of this target function is minimized at every strain step over all the flow curves using the
same set of calibration parameters. The simulation finally picks the set of parameters for which the sum of the differences between the experimental and simulated flow curves is at minimum. Since the parameters have strong nonlinear influences, it must be ensured that the global optimum is found within the physically admissible bounds for each parameter.

The calculated values of the RT yield stress are shown in table 6 along with the experimentally measured yield stress. The contribution of the different strengthening mechanisms to the RT yield stress is also shown in table 6. The intrinsic stress at RT is assumed to be 10 MPa [23–25], while the particle stress at RT is equal to the Orowan stress in equation (14). The forest dislocation stress is assumed to be equal to the Taylor stress at yield, $\sigma_{\text{dis}} = \alpha \mu b \sqrt{\rho_0^m + \rho_0^x}$, ($x = i, w$), using the values shown in table 5 and assuming $\alpha = 0.5$.

Among the three alloys analyzed, AA 1110 is by far the softest, with a RT yield stress below 30 MPa (table 6). The Orowan stress for AA 1110 is rather low, 3.75 MPa, which can be attributed to the relatively large particle size present in the alloy (table 4). The solute elements contribute between 11 and 16 MPa to the total yield stress.

AA 3103 has the smallest particle size (table 4) and therefore also has the highest Orowan stress of about 11 MPa (table 6). Compared to AA 1110, the contribution of solid

### Table 5. Fixed material parameters for all alloys in the current study.

| Symbol | Description | Value | Units |
|--------|-------------|-------|-------|
| $b$    | Burgers vector | $2.86 \times 10^{-10}$ | m |
| $\mu$ | Shear modulus (at RT) | 26.5 | GPa |
| $\nu$ | Poisson’s ratio | 0.3 | — |
| $M$   | Taylor factor | 3.06 | — |
| $D_0$ | Self-diffusion coefficient for aluminum | $1.3 \times 10^{-4}$ | m$^2$ s$^{-1}$ |
| $\rho_0^x$, $x = m, i, w$ | Initial dislocation density | $1.0 \times 10^{11}$ | m$^{-2}$ |
| $d$   | Grain size | 470 (AA 1110), 1000 (AA 3103), 1000 (AA 8014) | μm |

### Table 6. Calculated stress values at RT for each strengthening contribution to the yield stress for strain rates of 0.1, 1.0 and 10 s$^{-1}$. The predicted yield stress is computed according to equation (1).

| Alloy   | Strain rate (s$^{-1}$) | Intrinsic stress, $\sigma_{\text{int}}$ (MPa) | Forest dislocation stress, $\sigma_{\text{dis}}$ (MPa) | Solute stress, $\sigma_{\text{sol}}$ (MPa) | Orowan stress, $\sigma_{\text{OR}}$ (MPa) | Predicted yield stress, $\sigma_{\text{alc}}$ (MPa) | Exp stress, $\sigma_{\text{exp}}$ (MPa) |
|---------|------------------------|---------------------------------------------|------------------------------------------------|---------------------------------|---------------------|----------------------------------------|---------------------|
| AA 1110 | 0.1                    | 10                                         | 1.54                                          | 11.61                           | 3.75                | 26.89                                  | 26.05               |
|         | 1.0                    | 10                                         | 1.54                                          | 13.58                           | 3.75                | 28.87                                  | 25.24               |
|         | 10                     | 10                                         | 1.54                                          | 15.90                           | 3.75                | 31.18                                  | 26.11               |
| AA 3103 | 0.1                    | 10                                         | 1.54                                          | 31.91                           | 10.93               | 54.37                                  | 49.90               |
|         | 1.0                    | 10                                         | 1.54                                          | 35.35                           | 10.93               | 57.82                                  | 56.60               |
|         | 10                     | 10                                         | 1.54                                          | 39.17                           | 10.93               | 61.63                                  | 50.50               |
| AA 8014 | 0.1                    | 10                                         | 1.54                                          | 17.51                           | 8.52                | 23.75                                  | 48.90               |
|         | 1.0                    | 10                                         | 1.54                                          | 20.01                           | 8.52                | 40.07                                  | 36.40               |
|         | 10                     | 10                                         | 1.54                                          | 22.88                           | 8.52                | 42.93                                  | 41.60               |
solution strengthening to the yield stress is significantly higher, ranging from 32 to 39 MPa at RT. This is likely caused by the fairly large amount of Mn left in solid solution in AA 3103 (table 3). Thus, the total RT yield stress of AA 3103 is almost twice as high as that of AA 1110 (table 6). AA 8014 has a particle strength similar to that of AA 3103 at RT, but a much lower solute strength (table 6). Therefore, the total strength of AA 8014 lies in between the values of AA 1110 and AA 3103.

4.2. Modeling of yield stress and work hardening of AA 3103

In this section, the simulation of the yield stress and flow curves for the alloy AA 3103 are presented as a case study. The solute concentration and particle data of this alloy are given in tables 3 and 4 respectively; the model described in section 2 was used to fit the experimental flow curves of AA 3103 for temperatures ranging from 20 °C to 500 °C at three different strain rates of 0.1, 1.0 and 10 s⁻¹. The experimental and computed flow curves for AA 3103 are presented in figure 1. Using the optimization procedure described in section 4.1, a single parameter set was determined for the AA 3103 flow curves over all temperatures and strain rates. Overall, good agreement was achieved between the simulated and the experimental
flow curves. At macroscopic strain values above 0.6, the simulated flow curves tended to be underpredicted compared to the measured flow curves. This is possibly due to barreling of the test specimen at high strains during the uniaxial compression tests.

The comparison between the measured and predicted yield stresses as a function of temperature is shown in figure 2. The solid circles denoted as \( \sigma_{\text{exp}} \) correspond to the measured yield stresses from the experimental flow curves in figure 1, which were obtained using the standard 0.2% yield offset method. The crosses in figure 2 which are denoted as \( \sigma_{\text{sol}} \) correspond to the calculated solid solution stress using equation (11). At RT, the solute elements contribute between 30 and 40 MPa to the overall yield stress of AA 3103, a value which decreases with increasing test temperature. Among the elements in solid solution, Mn has by far the largest effect, contributing about 90% of the total solid solution strengthening in AA 3103. For temperatures above RT, the temperature dependence of the intrinsic stress (equation (15)) and particle stress (equation (16)) was determined from the optimization procedure. The resulting curves for the intrinsic stress and particle stress as a function of temperature are also shown in figure 2. The predicted yield stress corresponds to \( \sigma_{\text{calc}} \) and was calculated using equation (1) using the solute, particle, forest and intrinsic stress contributions shown in figure 2. The comparison between the measured yield stress and the predicted yield stress for AA 3103 demonstrates that a reasonable fit was achieved between the simulated and the experimental values.

4.3. Comparison for AA1110, AA 3103 and AA8014

The procedure as described in sections 4.1 and 4.2 was repeated for AA 1110 and AA 8014. For each alloy, a separate calibration was performed using the model described in section 2 to evaluate the accuracy of the model for different chemical compositions and microchemistry states.

The quality of the individual calibrations for each alloy is summarized in table 7. All fits are comparable and within an excellent range, as quantified by the correlation coefficient, \( C \),

![Figure 2. Comparison of measured yield stress (solid circles) and predicted yield stress (dashed lines) for AA 3103. Crosses correspond to the solid solution stress predicted using the solid solution strengthening model. The intrinsic, forest and particle stresses are also shown.](image-url)
which exceeds 0.996. Since the solute content of each alloy is implicitly considered by the Leyson model, it is interesting to observe the effect of particles which is adjusted for each alloy during the calibration procedure. This could be a critical issue for the development of a unified model, which has to describe the influence of particle strengthening using a common set of parameters. In the present model, all types of particles are assumed to have the same effect on the flow stress.

### 4.4. Unified parameter set

The goal of this study is the development of a unified constitutive model, where the microchemistry of an alloy is an independent input. Thus, it should be possible to model different alloys within the composition range of the three sample alloys or consider variations in the chemistry or heat treatment of these alloys. Therefore, the flow curves for all three alloys were calibrated with a single set of parameters following the same procedure described in section 4.1. The predicted flow stresses for the complete set of measured data, consisting of 133 flow curves (17022 individual flow stress signals) are shown in figure 3. The computed flow stress for alloy AA 1110 is slightly overestimated, and for AA 3103 it tends to be slightly underestimated at higher values, but in total a good correlation is achieved. The overall accuracy of the calibration for all alloys is shown in table 8 and the values of the parameters are given in table A1 in the appendix.

As expected, the overall accuracy decreases slightly when the flow curves of all three alloys are calibrated with a single set of parameters instead of a specific set for each alloy. Since average fitting parameters are determined for all three alloys, there could still be alloy-specific influences that are not taken into account in the model. However, the overall quality of this model, with a correlation coefficient, $C$, of 0.978, can still be considered reasonable.

### Table 7. Accuracy of the model using an individual parameter set for each of the three alloys in the current study.

| Alloy     | Min flow stress, $\sigma_{\text{min}}$ (MPa) | Max flow stress, $\sigma_{\text{max}}$ (MPa) | Correlation coefficient, $C$ | Mean squared deviation, $\Delta\sigma_{\text{sq}}$ (MPa) | Mean abs. deviation, $\Delta\sigma_{\text{abs}}$ (MPa) | Mean rel. deviation, $\Delta\sigma_{\text{rel}}$ (%) |
|-----------|---------------------------------------------|---------------------------------------------|-----------------------------|--------------------------------------------------------|-------------------------------------------------|-----------------------------------------------|
| AA 1110   | 7.9                                        | 177.0                                       | 0.997                       | 6.4                                                    | 1.8                                              | 3.5                                           |
| AA 3103   | 11.0                                       | 227.1                                       | 0.997                       | 10.7                                                   | 2.4                                              | 3.9                                           |
| AA 8014   | 10.1                                       | 198.3                                       | 0.997                       | 10.1                                                   | 2.4                                              | 4.3                                           |

### Table 8. Accuracy of the model applied to all the three alloys of the current study using a common set of parameters.

| Alloys     | Min flow stress, $\sigma_{\text{min}}$ (MPa) | Max flow stress, $\sigma_{\text{max}}$ (MPa) | Correlation coefficient, $C$ | Mean squared deviation, $\Delta\sigma_{\text{sq}}$ (MPa) | Mean abs. deviation, $\Delta\sigma_{\text{abs}}$ (MPa) | Mean rel. deviation, $\Delta\sigma_{\text{rel}}$ (%) |
|------------|---------------------------------------------|---------------------------------------------|-----------------------------|--------------------------------------------------------|-------------------------------------------------|-----------------------------------------------|
| Combined   | 7.9                                        | 227.1                                       | 0.978                       | 62.3                                                   | 5.5                                              | 8.6                                           |
5. Model behavior and validation

A critical assessment of the results obtained in the three case studies shows that the current model is able to capture the yield stress and flow curves over a wide range of temperatures and strain rates with reasonable accuracy. The model gives meaningful predictions for the RT yield stress of all three alloys, including the well-known increase in yield stress with increasing strain rate (strain rate sensitivity, e.g. [31]). However, as shown in table 6, this trend is not so obvious in the experimental yield stress values. At increasing strain rates, it becomes more difficult to measure the yield stress during the elastic-plastic transition. Furthermore, minor deviations in the simulated flow curves observed at high strains may be attributed to barreling which is commonly observed in uniaxial compression tests.

With the conclusion that the current model behavior is able to capture the physics of work hardening for the alloys presented in section 4, an additional validation exercise was performed using pre-existing measurements on a set of six alloys. These six alloys was produced on a laboratory scale with controlled variations of the main alloying elements Mn (0.14–0.99 wt%) and Mg (0.34–4.39 wt%). The characterization of the microchemistry of these alloys is given in [32, 33]. In this study, the two variants with highest Mg content were excluded, since the validity of the model is questionable in this range; i.e. Portevin–Le Chatelier effects are not accounted for in the model. The composition of the remaining four laboratory alloys is summarized in table 9. All alloys were tested in uniaxial compression on the same equipment according to the same procedure described in section 3. As an example, figure 4 shows measured flow curves of the four alloys for an arbitrary temperature/strain rate combination.

With the previously determined set of parameters for the unified model on the three alloys of the current study (table A1 in the appendix), the measured flow curve fields of the laboratory alloys were computed, adjusting only the solute concentration and the particle contents of each alloy. Figure 5 shows the measured and computed flow stresses at forming conditions of 400 °C/1.0 s⁻¹ at a constant strain of 0.5, which is well in the steady state region of each flow curve. Firstly, it is observed that the laboratory alloys are generally higher both in alloy and particle content, so that the model is actually extrapolated beyond the range

![Figure 3. Correlation of experimental to computed flow stress for all alloys.](image-url)
Figure 4. Measured flow curves for the laboratory alloys at a temperature of 400 °C and a strain rate of 1.0 s\(^{-1}\).

![Flow curves](image)

Table 9. Composition of the laboratory alloys [32, 33].

| Alloy | Si (wt%) | Fe (wt%) | Cu (wt%) | Mn (wt%) | Mg (wt%) | Mg (at%) | Mn (at%) | \(r_0\) (nm) | \(V_p\) |
|-------|----------|----------|----------|----------|----------|----------|----------|-------------|--------|
| A1    | 0.17     | 0.33     | 0.003    | 0.16     | 0.97     | 1.1      | 0.02     | 80          | 0.008  |
| A2    | 0.17     | 0.33     | 0.004    | 0.45     | 0.98     | 1.1      | 0.08     | 65          | 0.018  |
| A3    | 0.19     | 0.35     | 0.008    | 0.98     | 1.02     | 1.1      | 0.1      | 65          | 0.028  |
| A4    | 0.19     | 0.32     | 0.004    | 0.45     | 0.46     | 0.5      | 0.09     | 50          | 0.013  |

Figure 5. Comparison between experimentally measured flow stress and simulated flow stress for the laboratory alloys and AA alloys (AA 1110, AA 3103 and AA 8014) at 400 °C/1.0 s\(^{-1}\) at a macroscopic strain of 0.5.

![Comparison of flow stress](image)
for which it was calibrated. Despite this fact, the model prediction is generally good. With increasing Mg content in solid solution, the flow stress increases. While for low Mg content the correlation is excellent, deviations are larger for Mg content further away from the valid range. The degree of particle dispersion takes into account the combined effect of particle volume content and particle size on strength and is defined as $\rho_p V_r^{32} P$; see also equation (14). This parameter also exceeds the range of validity of the model, but the correct trend of flow stress with increasing particle dispersion degree is well described.

Using the current model, the evolution of the dislocation densities can also be computed if they cannot be measured experimentally. This is an important feature since the model is fast enough to run within a process model; e.g. of a rolling mill. Such an integrated rolling model then allows for an estimation of the rolling performance with a variation in alloy content or in previous heat treatments. In consecutive passes it also allows for a prediction of final properties as a consequence of a sequence of deformations where microchemistry variations may have highly nonlinear influences.

Using the solute concentrations for the laboratory alloys shown in table 9, the evolution of the dislocation densities for the laboratory alloys, at deformation temperatures of 20 °C and 400 °C are computed and shown in figure 6. The dislocation densities tend to increase with increasing solute content. All three dislocation densities reach a saturation state very early before 0.1 strain at 400 °C, whereas at 20 °C a continuous increase in the dislocation densities is observed. At 20 °C, the dislocation densities of the A114 alloy also starts to saturate at a lower macroscopic strain of around 0.4. It is also noted that the immobile dislocation density in the cell wall, $\rho_m$ is much larger than both $\rho_i$ and $\rho_m$, which is consistent with the observation that hard dislocation walls of high local dislocation density are separated by soft regions of low local dislocation density [34].

The absolute quality in predicting the laboratory alloys will most likely not allow for the usage of this current model within a process model, e.g. rolling, for these alloys. However, the model has the future potential of covering the range of common alloying elements and particle contents of non-heat treatable alloys within the relevant processing range of
temperatures, strains and strain rates. A future calibration over a wider range of alloys will certainly improve the quality of the flow stress predictions considerably.

While the classical Taylor’s relation (equation (27)) was adopted for work hardening in the current model, different forms of this equation can be derived from atomistic and discrete dislocation dynamics approaches to resolve details of the underlying dislocation dynamics and the dislocation interactions between different slip systems [35–37]. The implementation of these equations for the flow stress in our current model will be an interesting direction for future work.

Nevertheless, the present model represents a major step towards a microchemistry-dependent unified model of flow stress which is required for a complete through-process modeling framework. Generation of alloy-dependent microchemistry information using a suitable microchemistry model, such as in [38, 39], will allow for a prediction of flow stress for situations where experimental flow curves are not available. Minor fluctuations in an industrial process, e.g. temperature fluctuations in furnaces or slight variations in alloy content, can be accounted for in this model.

6. Conclusions

A fast statistical microchemistry-dependent model was developed to simulate the yield stress and flow curves of commercial Al alloys over a wide range of temperatures and strain rates. The model was applied to three different non-heat treatable wrought Al alloys: AA 1110, AA 3103 and AA 8014. These three case studies demonstrate how microchemistry information such as the solute concentration, particle volume fraction and particle size can be incorporated into a statistical internal state variable model for an accurate simulation of the flow stress of different non-heat treatable Al alloys.

The present microchemistry-dependent model is able to reproduce the experimental flow curves with reasonable accuracy across a wide range of temperatures and strain rates while using a single set of constants for solute strengthening. The best quantitative descriptions of the experimental flow curves were achieved when the alloys were calibrated individually, but a reasonable accuracy was also achieved with a unified model, where all three alloys were calibrated with a single set of parameters.

In conclusion, the present microchemistry-dependent model represents a major step towards alloy-dependent prediction of materials properties and mechanical response that is advantageous in alloy design as well as process and property optimization, e.g. within a through-process modeling framework for Al rolling [40].
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Appendix
Table A1. Model parameters calibrated individually for AA 3103, AA 1110 and AA8014; and for all the alloys combined. The equations corresponding to these parameters can be found in [5].

| Description                                                                 | Symbol | Values for AA 3103 | Values for AA 1110 | Values for AA 8014 | Values for all alloys | Units |
|----------------------------------------------------------------------------|--------|--------------------|--------------------|--------------------|-----------------------|-------|
| Number of active slip systems                                              | $n$    | 5.573              | 7.984              | 7.985              | 4.797                 | —     |
| Passing coefficient for shear                                              | $\alpha$ | 0.192             | 0.224              | 0.437              | 0.152                 | —     |
| Volume fraction of cell walls                                              | $f_w$  | 0.810              | 0.901              | 0.790              | 0.945                 | —     |
| Average number of dislocation spacings a dislocation travels in cell interior | $\beta_i$ | 12.909            | 40.666             | 22.927             | 9.152                 | —     |
| Average number of dislocation spacings a dislocation travels in cell wall  | $\beta_w$ | 85.575            | 56.080             | 56.488             | 6.634                 | —     |
| Critical distance for annihilation                                         | $d_{anni}$ | 3.104             | 1.970              | 5.602              | 5.632                 | $b$   |
| Critical distance for climb                                                | $d_{climb}$ | 4.659             | 8.388              | 10.007             | 8.896                 | $b$   |
| Critical distance for lock formation                                       | $d_{lock}$ | 4.762             | 4.001              | 10.006             | 10.008                | $b$   |
| Critical distance for immobilization                                       | $d_{imm}$ | 0.054             | 0.189              | 0.0988             | 0.199                 | $b$   |
| Activation energy for slip                                                 | $Q_{slip}$ | 2.554             | 2.528              | 2.078              | 2.763                 | eV    |
| Activation energy for climb                                                | $Q_{climb}$ | 1.341             | 1.259              | 1.1761             | 1.354                 | eV    |
| Activation energy for cross slip                                           | $Q_{cross}$ | 1.429             | 1.420              | 1.499              | 1.499                 | eV    |
| Scaling factor for cross slip                                              | $\alpha_{cross}$ | 21.349           | 14.477             | 31.176             | 15.827                | —     |
| Scaling factor for clearing effect                                          | $\alpha_{clear}$ | 0.897           | 0.4766             | 0.9890             | 0.9993                | —     |
| Critical temperature                                                       | $T_{crit}$ | 572.68            | 614.41             | 610.836            | 593.911               | K     |
| Exponent for transition from looping to climb                              | $A$    | 7.299              | 6.592              | 4.314              | 4.506                 | —     |

$b = \text{Burgers vector (2.86} \times 10^{-10} \text{ m})$.
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