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Abstract—Real-time bidding is the new paradigm of programmatic advertising. An advertiser wants to make the intelligent choice of utilizing a Demand-Side Platform to improve the performance of their ad campaigns. Existing approaches are struggling to provide a satisfactory solution for bidding optimization due to stochastic bidding behavior. In this paper, we proposed a multi-agent reinforcement learning architecture for RTB with functional optimization. We designed four agents bidding environment: three Lagrange-multiplier based functional optimization agents and one baseline agent (without any attribute of functional optimization). First, numerous attributes have been assigned to each agent, including biased or unbiased win probability, Lagrange multiplier, and click-through rate. In order to evaluate the proposed RTB strategy’s performance, we demonstrate the results on ten sequential simulated auction campaigns. The results show that agents with functional actions and rewards had the most significant average winning rate and winning surplus, given biased and unbiased winning information respectively. The experimental evaluations show that our approach significantly improve the campaign’s efficacy and profitability.

Index Terms—Real-Time Bidding Optimization, Multi-Agents Deep Reinforcement Learning, Functional Optimization.

I. INTRODUCTION

Advertising media has transitioned from television to online apps as the Internet has grown in popularity, making real-time advertising more accessible and prevalent. Advertisers have realized that the Internet allows them more flexibility and control over their advertising materials. Therefore, it has become a widely used advertising medium. According to the advertising revenue report [1], programmatic advertising (automated buying and selling of online advertising) takes up about 81% of $57 billion non-search advertising in 2019.

Real-Time Bidding (RTB) based advertisement auction plays an essential role in daily life and becomes the new paradigm for internet advertising [2]. Advertisers and media buying agencies use DSP to place bids, which allows them to bid automatically. For each request from the users, the advertiser in DSP must give the bid price within 100 milliseconds [3]. DSP can have the information of the coming request, including the position of the advertisement, the information of the users, etc. DSP enable users to optimize based on pre-defined key performance indicators (KPIs) such as cost per click (CPC), cost per action (CPA), and their budget.

New challenges have arisen as a result of the introduction of RTB and header bidding technologies. Typically, there are two types of dynamic auctions, first-price auction, and second-price auction. In a first-price auction, multiple advertisers compete for impressions, with the highest bidder winning. Second-price auctions were created to allow marketers to bid up to the maximum amount allowed by their budget. Exploring the optimal bid price in a first-price auction is tricky as the advertiser will know only their bidding price and whether they win or not. However, in a second-price auction, the second-highest price will be charged for the winner, which means the winner could know two information: (1) its bid price and (2) the second-highest bid price from the market. The bidding becomes more competitive in a second-price auction because the DSP has a greater grasp of the situation by access to additional data. The workflow of RTB is described in the Fig 1.

In RTB campaigns, predicting the optimal bid price for each impression is one of the most common challenges. The bid request is won by the advertiser, who submits the highest bid price. Advertisers’ objective is to win as many impressions as possible under the budget constraint by running the customized bidding strategies on DSP.

The pacing model is a prominent sort of bidding strategy for branding campaigns that focuses on budget control [4]–[6]. The game theory approach has been widely used in RTB problems, especially in the second price auction. Any pure strategy [7], [8] will be detected by others so that advertisers can modify their bid strategy and win effectively. Therefore, researchers often come up with mixed strategy [9] like operational research or parameter optimization problem [10].
addition, the efforts in [11]–[14] attempt to use even model-free reinforcement strategy to achieve higher performance. To deal with high dimension features, the advertisers apply the factorization method, such as DeepFM, IFM, FEFM, FWFM etc [15]–[18], which maps the high dimensional sparse data into latent space so that advertisers can learn users’ behavior.

In this paper, we proposed a multi-agent reinforcement learning architecture, combining functional optimization and a model-free algorithm. We give agents different states, rewards, and actions associated with winning probability, click-through rate, etc. The main contributions of this paper are:

1) Designed functional optimization agents (FOAs) using Lagrange multiplier
2) Combination of deep reinforcement learning and functional optimization to learn the agent’s causality.
3) Demonstrate the effectiveness of the functional optimization using the multi-agent bidding scenario.

The rest of this paper is organized as follows: we introduce some related works and assumptions in the next section, followed by functional optimization in Section III. We present the multi-agent reinforcement learning architecture and the detailed design of the FOA in Section IV. We evaluate the FOA in simulated data and analyze the experiments result in Section V. Finally, we conclude our work and future works in Section VI.

II. RELATED WORK

A. Key Performance Indicator

KPI can be click-through rate(CTR) or click conversion rate(CVR) [13], and it influences bidders in making bidding decisions. Advertisers are more likely to bid at higher prices for users with higher KPIs to win these valuable impression opportunities. As KPI estimation is the fundamental step of RTB, its accuracy directly affects the estimation of the bidding price. Traditional KPI prediction models try to use machine learning methods, such as regression, random forest, and gradient boosting [19], [20]. However, these methods can only learn the users’ features on the surface and cannot explain the high order feature interactions. Therefore, Rendle, in 2010, came up with the factorization machine, which can map the original features into high dimension latent vectors and determine their relationships in second or higher levels [21]. After that, the deep learning method increased rapidly and was gradually replaced. In 2017, Guo et al. proposed the DeepFM with integrating the Factorial Machine and deep learning and achieve good performance [15]. Since that, the modified method boosted [16], [17].

B. Winning Probability

The winning probability is one of the keys to finding the optimal price solutions. It works together with KPIs to influence bidding decisions. Computing the auction winning probability seems simple because the cumulative sum of winning densities is the winning probability of the corresponding price. And this cumulative density distribution is always monotonically increasing; However, it is biased because the distribution is only learned from winning data. On the contrary, Zhang et al., in [22] models the auction winning probability with a bid landscape based on nonparametric survival analysis for second-price auction. It learns from the winning bids as well as from the losing bids so that the learned winning probability distribution is unbiased.

C. Operational Approaches

The optimal RTB is typically treated as a dynamic programming problem. Within the constrain of the budget, DSP attempts to win more impressions with less cost, i.e., reach-based campaign. Therefore, [23]–[27] design the objective function to maximize the expected impression value and minimize the expected cost. Many authors often utilize the Lagrange multiplier method to solve this problem by converting it to a dual problem. However, they always assume the fixed distribution for some terms in the equation. For instance, Zhang et al., in [12] assume a convex relationship of winning probability and bid price. Karlsson et al., in [28] propose a concave relationship of impression value and optimal bid price.

D. Model-Free Approaches

To optimize the RTB campaign, Several criteria are examined, including the duration of the campaign, the preferences of each advertising group, the rivals’ bids and tactics, the publishers’ reserve pricing, and the number of networks [29]. Therefore, optimal RTB is a mixed-strategy game. There is no pure strategy to bid. With the fast development of reinforcement learning, [30] has tried the model-free method and shown excellent performance. Alibaba Group also proposes a multi-agent reinforcement learning [31]. In the model-free methods, advertisers are considered agents and the state’s budget consumption rate, etc. Each advertiser can design its reward function to maximize the profit. Therefore, for a given request, the agent will inference the bid price. After the information is exchanged in the campaign, the agent will get the feedback and calculate the reward, then update the action network and repeat. Based on previous studies, reinforcement learning achieves excellent performance and is distributed on most platforms. However, the model-free approach is closed to the statistical analysis. Fu et al., in [32] proved that unconstrained bidding strategies are hard to learn. We would better focus on even monotone bidding strategies. To solve this problem, we propose a functional optimization reinforcement learning method.

E. Assumptions and Notations

To make the equations in the next section solvable, we have made the following assumptions:

- Assume KPI estimation $c(x)$ is determined by features $x$.
- Assume the bidding strategy only depends on KPI estimation $c(x)$, like the previous work in [12].
- Assume the winning probability function with respect to bidding price is monotonically increasing and only
influenced by the bidding price. Previous works [13], [33], [34] also make the similar assumption.

above assumptions makes feature \( x \) influence the win probability with the following process: \( x \to \text{c} \to \text{b} \to w \).

### III. Functional Optimization

In this section, we formulated the RTB problem mathematically [13]. For a given bid request with the high dimensional feature vector \( x \), DSP’s bidding engine decides to participate in the auction and how much to pay for the current request to win. This paper aims to provide a combined optimization framework that considers user reaction, market competitiveness, and bidding strategy to maximize the advertiser’s total profit.

**Optimal Bidding Function** The optimal bidding function \( b_{\text{optimal}}() \) is necessary to maximize the estimated impression value per campaign while staying within the campaign’s budget \( B \). Therefore, the RTB problem can be formulated as an optimization problem, [13] as follows:

\[
b_{\text{optimal}} = \arg \max_{b(c(x))} N \int \left( P_X(x) \right) dx \quad (1)
\]

\[
s.t. \quad N \int b(c(x))w(b(c(x)))P_X(x)dx \leq B
\]

The product of the KPI \( c(x) \) and winning probability \( w(b(c(x))) \), gives the expected KPI per impression auction. \( P_X(x) \) is the prior probability distribution of feature vectors \( x \). Now, the objective is to marginalize winning probability and KPI over feature space and then multiply by the total number of requests to yield the expected impression value per campaign.

According to Zhang, et al [13] and our assumptions, the above optimization problem can be expressed with respect to KPI prediction \( c(x) \) or \( c \):

\[
b_{\text{optimal}} = \arg \max_{b(c)} N \int cw(b(c))P_C(c)dc \quad (2)
\]

\[
s.t. \quad N \int \left( b(c)w(b(c)) \right) P_C(c)dc \leq B
\]

The Lagrangian function of equation (2) is

\[
\mathcal{L}(b(c), \lambda) = \int cw(b(c))P_C(c)dc - \lambda \int b(c)w(b(c))P_C(c)dc + \frac{\lambda B}{N}
\]

where \( \lambda \) is the Lagrange multiplier. After solving the Euler-Lagrange function (3),

\[
cP_C(c)\frac{\partial w(b(c))}{\partial b(c)} - \lambda P_C(c) \left[ w(b(c)) + b(c)\frac{\partial w(b(c))}{\partial b(c)} \right] = 0
\]

\[
\lambda w(b(c)) = [c - \lambda b(c)]\frac{\partial w(b(c))}{\partial b(c)}
\]

As proposed by Zhang et. al [13], the winning probability function, which is monotonically increasing and deemed to have a concave shape is assumed to have the form: \( w(b(c)) = \frac{1}{\sigma + b(c)} \). However, only one parameter \( a \) gives agents limited freedom to learn the \( \lambda \) from the states or take \( \lambda \) as a reward for evaluating its bidding quality. The agents will have low expressiveness and performance. To keep the concave shape of the winning probability function while providing sufficient parameters and making the function is easily differentiable. Instead, we assume the winning probability function has the standard cubic form:

\[
w(b(c)) = m_1b^3 + m_2b^2 + m_3b + m_4
\]

Take the partial derivative of \( w(b(c)) \) with respect to \( b \) and substitute into equation (5)

\[
\lambda(m_1b^3 + m_2b^2 + m_3b + m_4) = (c - \lambda b)(3m_1b^2 + 2m_2b + m_3)
\]

where \( b \) is the bidding price determined by the estimated KPI \( c \). Rearranging the above equation gives us the Lagrange multiplier

\[
\lambda = \frac{c(3m_1b^2 + 2m_2b + m_3)}{4m_1b^3 + 3m_2b^2 + 2m_3b + m_4}
\]

### IV. Multi-agent Reinforcement Learning Architecture

To find the optimal solution of the bidding function, we designed a bidding strategy by combining a model-free reinforcement learning model with resultant \( \lambda \) as a tuning parameter for the bidding function. Specifically, we utilized the Deep-Q learning model to determine the optimum action for each state. Fig 2 shows the proposed multi-agent reinforcement learning (MARL) architecture. The following are the steps of the proposed model in more detail:

**A. Environment Setup**

Due to the stochastic bidding environment of each campaign, it is difficult to evaluate the performance of advertisers and verify the efficacy of the operating method in the real bidding market. As a result, we depict the market with a virtual environment.

We designed four agents in the bidding environment: three
functional optimization agents (FOAs) and one baseline agent. The winning agent will have two information: its bid price and the second-highest bid price from the market. The other agents can only know they are losing this request with their bidding prices.

B. Agents Setup

The functional optimization agents are designed as given in Algorithm 1, namely, the Lagrange multiplier as shown in equation (8). For functional optimization agents, the first agent consider the Lagrange multiplier as a component of state, which is updated over each request. The second agent consider Lagrange multiplier as its action, aiming to learn the potential best Lagrange multiplier during the bidding so that its actions will maximize the objective function (2). The third agent treats the Lagrange multiplier as one component of its reward function, reflecting the previous bidding quality. The winner has to pay the second-highest bid price for current request.

However, when considering the time complexity, it is impractical to numerically fit the cubic winning probability curve (6) after per action for FOA II and IV. Additionally, the pre-experiments also demonstrate the fitted continuous curves sometimes are not monotonically increasing. To address these problems, we discretize the equation (5) by substituting a partial derivative with

\[
\frac{\Delta w(b)}{h}, \text{ where } \Delta w(b) = w(b_i) - w(b_{i-1})
\]

\(b_i\) and \(b_{i-1}\) are the sequential bid price in the current bid set and \(h\) is their difference. So for FOA III which aims to calculate bidding price based on action \(\lambda\), we have

\[
b = \frac{c\Delta w(b) - h\lambda w(b)}{\lambda \Delta w(b)}
\]

and for FOA II and IV which take \(\lambda\) as reward, the equation (5) becomes:

\[
\lambda = \frac{c\Delta w(b)}{hw(b) + b\Delta w(b)}
\]

where \(w(b)\), can be biased or unbiased, is discrete probability distribution learned simultaneously over the campaigns.

C. Deep Q-learning

Deep Q-learning uses neural network which maps input states to (action, Q-value) pairs. The proposed DQN setup is as follows:

- **State**: [Remaining Budget, Budget Consumption Rate, Win Rate, Step].
  - \(R_B\) denotes remaining budget
  - The budget consumption rate, \(\sum_{\text{win bid}}\), is updated after per bids. (Budget consumption rate is calculated in a deque of which the capacity is 200)
  - Win rate represents the overall win rate in one campaign

- **Action**: Each agent will choose an bid price as the output except the FOA III. The action of FOA III is to leverage \(\lambda\). The bid price of this agent will be numerically approximated from equation (9).

- **Reward**: If the agent wins this request, it will be rewarded as 5. Otherwise, it will be rewarded as -1. If the agent wins most at the end of each campaign, it will be rewarded as 200. For the FOA IV, the reward function will contain an additional \(\lambda\) which is directly obtained from equation (8).

- **Action-value** \(f : Q(s, a)\). We utilize the Deep Q-Network as each agent’s action-value function, which has three hidden layers with 128 units for each. After every request, the information will be sent to the experience replay buffer. The capacity of the replay buffer is 1000. After every 20 bids, we will randomly sample 20 bidding information to learn. To train this network, firstly, we will calculate the current expected value for the action.

\[
Q^*(s, a) = \mathbb{E}_{s' \sim \pi} \left[ r + \gamma \max_{a'} Q(s', a') \mid s, a \right]
\]

where \(\gamma\) is the importance of future, \(s'\) and \(a'\) represent the next state and action, \(r\) indicates the reward. So the loss function becomes

\[
y_j = \begin{cases} 
  r_j & \text{for terminal } s_{j+1} \\
  r_j + \gamma \max_{\alpha'} Q(s_{j+1}, a'; w) & \text{for non-terminal } s_{j+1}
\end{cases}
\]

\(w\) represents the weight of the Q-Network. To update the network, we have to find the gradient of this loss function.

\[
\nabla_w L_j(w_j) = \mathbb{E}_{s, \alpha \sim \rho(\cdot) ; s' \sim \pi} \left[ (r + \gamma \max_{a'} Q(s', a'; w_{j-1}) - Q(s, a; w_j)) \nabla_w Q(s, a; w_j) \right]
\]
Algorithm 1 Baseline and Functional Optimization Agents

\[ N_c := \text{number of campaigns} \]

Initialize experience replay D with capacity \( N \)

Initialize action-value Q-network

**Input** Operation research function, Bidding environment

**Output** Q-network \( Q(s, a, w) \)

**for** \( i = 1 \) : \( N_c \) **do**

Agents setup

**for** \( j = 1 \) : \( N \) **do**

Select random action \( a_j \) with probability \( \epsilon \)

Otherwise select action \( a_j = \max_a Q(s_j, a; w) \)

if **Baseline I** then

\( b := a_j \)

store bidding results into variable \( \text{result} \)

calculate the reward function \( r \)

else if **FOA II** then

\( b := a_j \)

store bidding results into variable \( \text{result} \)

update \( w(b) \) using \( \text{result} \)

update \( \lambda \) from equation (10) using \( c, w(b), h \)

calculate the reward function \( r \)

update state using \( \lambda \)

else if **FOA III** then

\( \lambda := a_j \)

solve the equation (9) to get the bid price \( b \)

store bidding results in variable \( \text{result} \)

update \( w(b) \) using \( \text{result} \)

calculate the reward function \( r \)

else if **FOA IV** then

\( b := a_j \)

store bidding results into variable \( \text{result} \)

update \( w(b) \) using \( \text{result} \)

update \( \lambda \) from equation (10) using \( c, w(b), h \)

calculate the reward function \( r \) using \( \lambda \)

end if

Store transition \( (s_j, a_j, r, s_{j+1}) \) in D

Set state \( s_j+1 = s_j \)

Sample random minibatch from D

Set

\[
y_j = \begin{cases} 
    r_j & \text{terminal} \\
    r_j + \gamma \max_{a'} Q(s_{j+1}, a'; w) & \text{non-terminal}
\end{cases}
\]

Perform a gradient descent \( (y_j - Q(s_j, a_j; w))^2 \)

end for

end for

V. EXPERIMENTS AND RESULTS

A. Experiments Setup

To demonstrate the efficiency of the proposed framework, we simulate ten campaigns (second-price auctions) sequentially \((N_c = 10)\) and assume that agents bid together.

As discussed in Section II, both biased and unbiased winning probability approaches are used and two sets of experiments are conducted separately. In addition, we set diverse budgets to imitate the real-world situation of budget shortage and abundance to test the durability of the FOAs in varied settings. For campaigns with biased winning probability, we set the number of bid requests \( N_{\text{biased}} = 50K \) and assign budget \( B_{\text{biased}} = \{250K, 500K, 750K, 100K, 1250K\} \) in dollar for each campaigns. While for campaigns utilizing unbiased winning probability, due to the time complexity in comparing global prices and computing unbiased probability, we set \( N_{\text{unbiased}} = 1K \) and \( B_{\text{unbiased}} = \{5K, 10K, 15K, 20K, 25K\} \) so that

\[
B_{\text{biased}} = B_{\text{unbiased}} \\
N_{\text{biased}} = N_{\text{unbiased}}
\]

The bidding price interval is discretized from $10 to the cap price $100, where the minimum difference is $1. All experiments are performed on an Inter® i9-10850K 10-core CPU with 16 GB RAM.

B. Parameter Setup

We set \( \epsilon \) taking about 10K requests to decay from 1 to 0.01. \( \gamma = 0.95 \), batch size = 20. For equation (9), (10), \( h = 1 \) for biased winning probability where \( h \) is dynamic for unbiased probability. For CTR \( c = 0.001 \) which is a constant after checking the real bidding data.

C. Results

The graphical comparison results are shown in Fig 3 and Fig 4, with the first row displaying the budget consumption and the second row displaying the distribution of bid price and winning. In the second row, we use moving average windows to smooth the high-frequency data. Fig 3 results shows that the decline rate of remaining budget for FOA III is significantly greater than others over different budgets.
Consequently, for biased winning probability when budget is limited (under $750K in our experiment), FOA III is crafty and learns to bid less at the begining until other agents have exhausted their budgets and then get plenty of opportunities to win. The bidding price subfigures in Fig 3 also illustrate the bidding strategy learned by FOA III.

Table II and III indicate the average Win Rate and Win Surplus Over for 10 campaigns for biased and unbiased Winning Probability respectively with different budgets. Win surplus indicates the difference between the first price(winning price) and the second price(market price). The higher win surplus demonstrates the agent can help users save more money while guaranteeing the chance of winning.

According to Table II, for diverse budgets 250K, 500K, 750K, the FOA III gets the average win surplus of 48.198, 46.688, 81.198 respectively. Function agents II and IV perform better than baseline agent I by capturing more data from the whole campaign. Therefore, the knowledge of the prior biased distribution is good guidance for the agent to bid. However, any strategy will become useless when each agent has adequate budget (more than $1000K in our case). Because the constraint of equation (2) is no longer strict and agents have more freedom to bid, so that the impact of Lagrange multiplier $\lambda$ in helping agents make optimal decisions becomes slighther. As a result, the baseline agent wins at 34.72% at the budget 1250K.

Table III shows the superiority of FOA IV with unbiased winning probability. Still, for limited budget ($5K-$15K), FOA IV which considers $\lambda$ as reward has the robust performance with the highest win rate and win surplus among the four. Due to equation (10), the unbiased probability allows the agent to get feedback from the whole market and serve as its reward to make optimal decisions from a global perspective. The second row of Fig 4 also intuitively shows the bidding price of FOA IV is generally higher than baseline agent I’s. However, as the budget increases, the same problems arise as biased campaigns. Table III shows for budget 25K, the baseline agent has slightly greater performance than FOA II and FOA IV and is significantly more powerful than FOA III.
VI. CONCLUSION
In this paper, we design the multi-agent reinforcement learning algorithm combined with functional optimization. We created Lagrange multiplier-based agents to take use of functional optimization’s capabilities. The results on simulated campaigns demonstrate the effectiveness of functional agents in RTB. In case of limited budget, some functional agents perform better than the baseline agent and have robust performance when the budget varies. The functional agent (as action) bids towards winning data in the situation of a biased winning probability model. When the unbiased winning probability model is used, the functional agent (as reward) takes the campaign’s global information and uses the unbiased reward to make the best decisions.

In future work, we can implement the proposed framework to real data to test the efficiency of the use of functional optimization with reinforcement learning. We can also try to develop more strategies which can be stable for the performance of the functional optimization agents on a different pattern of campaigns.
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