A DELAYED DIFFERENTIAL EQUATION MODEL FOR MOSQUITO POPULATION SUPPRESSION WITH STERILE MOSQUITOES
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Abstract. The technique of sterile mosquitoes plays an important role in the control of mosquito-borne diseases such as malaria, dengue, yellow fever, west Nile, and Zika. To explore the interactive dynamics between the wild and sterile mosquitoes, we formulate a delayed mosquito population suppression model with constant releases of sterile mosquitoes. Through the analysis of global dynamics of solutions of the model, we determine a threshold value of the release rate such that if the release threshold is exceeded, then the wild mosquito population will be eventually suppressed, whereas when the release rate is less than the threshold, the wild and sterile mosquitoes coexist and the model exhibits a complicated feature. We also obtain theoretical results including a sufficient and necessary condition for the global asymptotic stability of the zero solution. We provide numerical examples to demonstrate our results and give brief discussions about our findings.

1. Introduction. Sterile insect technique (SIT) is a promising technique that has been first introduced by E. F. Knipling and his collaborators and experimented successfully in the early 50's by nearly eradicating screwworm population in Florida. Thereafter, SIT has been applied to control of different pests and vectors such as fruit flies and mosquitoes [10]. In recent years, the use of sterile mosquitoes has provided a bio-safety control method for eradicating or reducing mosquito populations
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and thus to control the mosquito-borne diseases, such as dengue, malaria, yellow fever, west Nile, and Zika. It is different from the traditional methods of killing mosquitoes by spraying insecticides. Utilizing radical or other chemical or physical techniques, sterile male mosquitoes are produced who are incapable of producing offsprings despite being still sexually active. These sterile male mosquitoes are then released into the field to mate with wild mosquitoes. A wild female mosquito that mates with a sterile male mosquito will either not reproduce, or produce eggs but the eggs will not hatch. Repeated releases of a significantly large number of sterile mosquitoes then can possibly wipe out a wild mosquito population eventually, or more realistically reduce the density of the wild mosquito population [1, 30].

Mathematical models have been formulated to study the interactive dynamics of wild and sterile mosquito populations or the control of mosquitoes [6, 7, 9, 11, 13, 14, 15, 16, 17, 18, 19, 23, 24, 34, 35, 36, 38, 39], among which the models in [6, 23] involve three different strategies in the releases of sterile mosquitoes with constant release rate, the rate proportional to the wild mosquitoes, and the rate proportional to wild mosquitoes with saturation. It is assumed in [6] that the mosquito population follows the logistic growth in the absence of interactions, and considered homogeneous mosquito populations without distinguishing the four distinct stage of development during a lifetime: egg, pupa, larva, and adult. Continuously in this direction and considering the density dependence of the aquatic stages (egg, pupa, larva) but ignoring the density dependence of the adult, new revised simple models were formulated in [23], which are more reasonable for such studies.

While the larvae stages are implicitly included, the models in [23] and those models in [6] are based on ordinary differential equations (ODE) without considering the growth stage of the larvae mosquitoes. Following the line in [23], we explicitly include the time duration of the aquatic stages and formulate a delayed differential equation (DDE) model for the interactive wild and sterile mosquitoes but only consider constant releases of sterile mosquitoes in this paper. Detailed descriptions for the model formulation are given in Section 2. To fully analyze the model dynamics of the models, we begin with the case of absence of sterile mosquitoes in Section 3. We investigate the existence and the local and global stability for all equilibria of the model system. We then include the sterile mosquitoes and formulate a DDE model system to study the interactive dynamics of the wild and sterile mosquitoes in Section 4. With the assumption of constant releases of sterile mosquitoes, the dynamics of the sterile mosquitoes can be determined and then we investigate the coupled DDE model system. We derive thresholds of releases based on which the wild mosquito population will be eliminated or suppressed, or the two types of mosquitoes coexist. To testify our main theoretical results and exhibit the complexity of the model dynamics, we provide numerical examples in Section 5. Finally, we briefly discuss our main findings in this study in Section 6.

2. The model formulation. In this section, we give the motivation to formulate a delayed sterile mosquito model with a constant release rate.

Suppose that the wild mosquito population follows the logistic growth in the absence of interactions, and consider homogeneous mosquito population without distinguishing the metamorphic stages. Let \( S_w(t) \) be the number of wild mosquitoes and \( S_s(t) \) the number of sterile mosquitoes at time \( t \). The following continuous-time mathematical model for the interactive dynamics of the wild and sterile mosquitoes was formulated in [6]:

\[ \begin{align*}
\frac{dS_w}{dt} &= rS_w(1 - \frac{S_w}{K}) - \alpha S_w S_s \\
\frac{dS_s}{dt} &= \beta S_w S_s - \delta S_s
\end{align*} \]
Here \( \xi \) is the constant release rate of sterile mosquitoes; \( a \) is the number of offsprings produced per individual, per unit of time, with all matings; \( S_\nu(t) / (S_\nu(t) + S_g(t)) \) is the fraction of wild mosquitoes over all mosquitoes; \( b \) is the constant release rate of sterile mosquitoes; \( \mu_i \) and \( \xi_i, \ i = 1, 2 \), are the density independent and dependent death rates of the wild and sterile mosquitoes, respectively.

Notice that the intraspecific competition of mosquitoes basically takes place in water, and is relatively weak between adult mosquitoes. Then the death rates for adult wild and sterile mosquitoes are considered as density independent. Assume that the death rates of wild and sterile mosquitoes are the same. The revised models were formulated in [23], where the model dynamics are governed by the following system:

\[
\begin{align*}
\frac{dS_\nu(t)}{dt} &= \left( \frac{aS_\nu(t)}{S_\nu(t) + S_g(t)} - (\mu_1 + \xi_1(S_\nu(t) + S_g(t))) \right) S_\nu(t), \\
\frac{dS_g(t)}{dt} &= b - (\mu_2 + \xi_2(S_\nu(t) + S_g(t))) S_g(t),
\end{align*}
\]  

(1)

where \( a \) is the carrying capacity parameter such that \( 1 - \xi_\nu S_\nu \) describes the effect of density dependent survival probability of the larvae.

Models (1)-(2) are both ODE models, and the progression of the larvae stages of mosquitoes is not explicitly presented. Let the duration of the larvae progression or the average maturation time be \( \tau \). Based on model (2), we formulate the following delayed model for the interactive wild and sterile mosquitoes

\[
\begin{align*}
\frac{dS_\nu(t)}{dt} &= \frac{ae^{-\mu_0 \tau} S_\nu(t - \tau)}{S_\nu(t - \tau) + S_g(t - \tau)} (1 - \xi_\nu S_\nu(t - \tau)) S_\nu(t - \tau) - \mu_1 S_\nu(t), \\
\frac{dS_g(t)}{dt} &= b - \mu_2 S_g(t),
\end{align*}
\]  

(3)

where \( e^{-\mu_0 \tau} \) is the survival rate of the immature mosquitoes who were born at time \( t - \tau \) and are still alive at the time \( t \).

Suppose the initial value condition is given by

\[
\phi(t) = (\phi_\nu(t), \phi_g(t)) \in C \left( [t_0 - \tau, t_0], \left( 0, \frac{1}{\xi_\nu} \right) \times (0, \infty) \right).
\]  

(4)

Then for a given \( t_0 \geq 0 \), \((S_\nu(t), S_g(t)) = (S_\nu(t, t_0, \phi_\nu), S_g(t, t_0, \phi_g))\) is said to be a solution of (3) through \((t_0, \phi)\) if \((S_\nu(t), S_g(t)) \in C^1([t_0, \infty), (0,1/\xi_\nu) \times (0, \infty))\) satisfies (3) on \([t_0, \infty)\) and \((S_\nu(t), S_g(t)) = \phi(t)\) for \( t \in [t_0 - \tau, t_0] \).

For convenience, we write

\[
M = \max_{t \in [t_0 - \tau, t_0]} \phi_\nu(t), \quad m = \min_{t \in [t_0 - \tau, t_0]} \phi_\nu(t), \\
M_0 = \max\{b/\mu_2, M\}, \quad m_0 = \min\{b/\mu_2, m\}.
\]  

(5)

3. Delayed model without sterile mosquitoes. We assume that, before sterile mosquitoes are released, the dynamics of the wild mosquitoes are governed by the following equation

\[
\frac{dS_\nu(t)}{dt} = ae^{-\mu_0 \tau} S_\nu(t - \tau) (1 - \xi_\nu S_\nu(t - \tau)) - \mu_1 S_\nu(t),
\]  

(6)
and that the population size in the beginning is less than the carrying capacity $1/\xi$, so that the initial condition for (6) is given by
\[ \phi_\nu(t) \in C([t_0 - \tau, t_0], (0, 1/\xi)). \]  
(7)

For given $t_0 \geq 0$, $S_\nu(t) = S_\nu(t, t_0, \phi_\nu)$ is said to be a solution of (6) through $(t_0, \phi)$ if $S_\nu(t) \in C^1([t_0, \infty), (0, 1/\xi))$ satisfies (6) on $[t_0, \infty)$ and $S_\nu(t) = \phi_\nu(t)$ for $t \in [t_0 - \tau, t_0]$.

**Remark 1.** Models similar to (6) have been used to describe the dynamics of stage-structured population or the population with adult recruitment in several previous studies [20, 21, 3, 29], and model dynamics have been particularly investigated in [28, 31] with more details. We briefly apply and extend existing results to model (6) as follows.

Define the intrinsic growth rate of the population by $r_0 := ae^{-\mu_0 \tau}/\mu_1$. We have the following basic properties of the solutions of equation (6).

**Lemma 3.1.** Suppose $0 < r_0 < 4$. Then (6) has a unique solution $S_\nu$ satisfying the given initial condition (7), which is positive and bounded by $1/\xi$, for all $t \in [t_0, \infty)$.

**Proof.** The local existence and uniqueness of the solution of (6)-(7) follows from the standard results of the theory of delay differential equations (See, e.g. [33]). The global existence of the solution in $[t_0, \infty)$ follows from the boundedness we prove below.

It is easy to see that $S_\nu(t) < 1/\xi$. Otherwise, there exists $t_1 > t_0$ such that $S_\nu(t_1) = 1/\xi$ and $S_\nu(t) < 1/\xi$ for all $t \in [t_0 - \tau, t_1)$, which leads to $S'_\nu(t_1) \geq 0$. However, it follows from (6) that
\[
S'_\nu(t_1) = ae^{-\mu_0 \tau}S_\nu(t_1 - \tau)(1 - \xi S_\nu(t_1 - \tau)) - \mu_1 S_\nu(t_1) 
\leq - \left( \frac{\mu_1}{\xi} - \frac{ae^{-\mu_0 \tau}}{4\xi} \right) = - \frac{\mu_1}{4\xi} (4 - r_0) < 0,
\]
which is a contradiction.

We then show the positiveness of all solutions of (6). Suppose that there exists $t_2 > t_0$ such that $S_\nu(t_2) = 0$ and $S_\nu(t) > 0$ for all $t \in [t_0 - \tau, t_2)$. Then $S'_\nu(t_2) \leq 0$. However, it follows from (6) that
\[
S'_\nu(t_2) = ae^{-\mu_0 \tau}S_\nu(t_2 - \tau)(1 - \xi S_\nu(t_2 - \tau)) > 0.
\]
Hence $S_\nu(t) > 0$ for all $t \geq t_0$. The proof is complete.

Next we investigate the asymptotic behavior of solutions of equation (6). We first give basic definitions.

**Definition 3.2.** (i) A solution $x_0(t)$ of (6) is said to be stable if for any $t_0 \geq 0$ and $\varepsilon > 0$, there is $\sigma > 0$ such that $\phi_\nu \in C([t_0 - \tau, t_0], (0, 1/\xi))$ and $|\phi_\nu(t) - x_0(t)| < \sigma$ for $t \in [t_0 - \tau, t_0]$ implies
\[
|S_\nu(t) - x_0(t)| = |S_\nu(t, t_0, \phi_\nu) - x_0(t)| < \varepsilon, \quad \forall \ t \geq t_0.
\]

(ii) A solution $x_0(t)$ of (6) is said to be globally asymptotically stable if it is stable, and for any $t_0 \geq 0$, $\phi_\nu \in C([t_0 - \tau, t_0], (0, 1/\xi))$,
\[
\lim_{t \to \infty} (S_\nu(t, t_0, \phi_\nu) - x_0(t)) = 0.
\]
We now study the stability of the equilibria of equation (6) with the initial condition (7). We can easily obtain that (6) has a trivial equilibrium \( S^0_\nu := 0 \) and a unique positive equilibrium \( S^{(1)}_\nu := (r_0 - 1)/(r_0\xi_\nu) \) if \( r_0 > 1 \).

**Theorem 3.3.** (1) The trivial equilibrium \( S^0_\nu \) is globally asymptotically stable, and thus the population goes extinct, if \( 0 < r_0 < 1 \) and is unstable if \( 1 < r_0 < 4 \).

(2) Positive equilibrium \( S^{(1)}_\nu \) is globally asymptotically stable, and thus the population persists, if \( 1 < r_0 < 3 \). Assume, in addition, that

\[
\frac{1}{\mu_0} \ln \left( \frac{a}{4\mu_1} \right) > \frac{2\sqrt{3\pi}}{9\mu_1}.
\]

Then there exists \( r_{0*}^\ast \in (3, 4) \) such that \( S^{(1)}_\nu \) is asymptotically stable for \( r_0 \in [3, r_{0*}^\ast) \), and unstable for \( r_0 \in (r_{0*}^\ast, 4) \), with a Hopf bifurcation occurring at \( r_0 = r_{0*}^\ast \).

**Proof.** (1) The characteristic equation for the linearization of (6) at \( S^0_\nu \) is

\[
h(\lambda) = \lambda + \mu_1 - ae^{-(\lambda+\mu_0)t} = \mu_1 \left( \frac{\lambda}{\mu_1} + 1 - r_0e^{-\lambda t} \right) = 0.
\]

It is easy to see that \( h(\lambda) = 0 \) cannot have any root with zero or positive real part and thus \( S^0_\nu \) is locally asymptotically stable if \( r_0 < 1 \).

We then prove the global attractiveness of \( S^0_\nu \) if \( r_0 < 1 \). Define \( C_0 := 1/(2\xi_\nu) \), and \( g_0(x) := ae^{-\mu_\tau}x(1-\xi_\nu) \) such that \( g_0'(x) > 0 \) when \( 0 < x < C_0 \), and \( g_0(x) < 0 \) when \( C_0 < x < 1/\xi_\nu \). We first show that \((0, C_0)\) is positively invariant. Otherwise, there exists \( t_3 > t_0 \) such that \( S_\nu(t_3) = C_0 \), and \( S_\nu(t) < C_0 \) for all \( t \in [t_0 - \tau, t_3) \). Hence \( S'_\nu(t_3) \geq 0 \). However, from (6) we have

\[
S'_\nu(t_3) = -\mu_1 S_\nu(t_3) + g_0(S_\nu(t_1 - \tau)) \leq -\mu_1 C_0 + g_0(C_0) = \frac{\mu_1}{4\xi_\nu}(r_0 - 2) < 0,
\]

which contradicts \( S'_\nu(t_3) \geq 0 \).

We then claim that every solution of (6) eventually enters the interval \((0, C_0)\). In fact, if it does not occur, there exist sufficiently large \( t_4 > t_0 \) and a solution \( y(t) \) of (6) such that \( y(t) \geq C_0 \) for all \( t > t_4 \), but from (6) we have \( y'(t) < -\mu_1 C_0 + g_0(C_0) < 0 \) for all \( t > t_4 + \tau \), which indicates that \( y(t) \to -\infty \) as \( t \to \infty \). This leads to a contradiction to \( y(t) > C_0 \) for all \( t > t_4 \).

Finally, we prove that \( \lim_{t \to \infty} S_\nu(t, t_0, \phi_\nu) = 0 \) when \( 0 < \phi_\nu < 1/\xi_\nu \). Since every solution \( S_\nu(t) = S_\nu(t, t_0, \phi_\nu) \) of (6) eventually enters the positively invariant interval \((0, C_0)\), there exists \( t_5 > t_0 \) such that \( 0 < S_\nu(t) < C_0 \) for all \( t > t_5 + \tau \). Hence \( 0 \leq S_{\nu} \leq \overline{S}_{\nu} \leq C_0 \), where \( S_{\nu} := \inf_{t \to \infty} S_\nu(t) \), and \( \underline{S}_{\nu} := \sup_{t \to \infty} S_\nu(t) \). By the fluctuation lemma (see Lemma A.1 in [33]), there exists a sequence \( \{t_n\} \) larger than \( t_5 + \tau \) such that \( t_n \to \infty \), \( S_\nu(t_n) \to \overline{S}_{\nu} \), and \( S'_\nu(t_n) \to 0 \) as \( n \to \infty \). Taking the limit of (6) along the sequence \( \{t_n\} \) gives

\[
\mu_1 \overline{S}_{\nu} = \limsup_{t \to \infty} g_0(S_\nu(t_n - \tau)) \leq g_0(\overline{S}_{\nu}),
\]

which indicates \( \overline{S}_{\nu} \leq 0 \). Notice that \( \overline{S}_{\nu} \geq 0 \) and \( 1 - \xi_\nu \overline{S}_{\nu} \leq 1 \). Thus \( 0 \leq \overline{S}_{\nu} \leq \overline{S}_{\nu} \leq 1 \). Since \( \lim h(\lambda) = 0 \) admits at least one positive real root. Then \( S^0_\nu \) is unstable. We assume \( r_0 > 1 \) hereafter.
The linearized equation of (6) around $S$ where $r = 3$ when $\tau = \tau$, and $r = 4$ when $\tau = \hat{\tau}$.

We further investigate the stability of $S^{(1)}_\nu$ through Hopf bifurcations for $r_0 > 3$. Denote

$$\hat{\tau} := \frac{1}{\mu_0} \ln \frac{a}{4\mu_1}, \quad \tau = \frac{1}{\mu_0} \ln \frac{a}{3\mu_1}.$$  

Then $r_0 = 3$ when $\tau = \tau$, and $r_0 = 4$ when $\tau = \hat{\tau}$. The characteristic equation for the linearized equation of (6) around $S^{(1)}_\nu$ is

$$\lambda + \mu_1 + b(\tau)e^{-\lambda \tau} = 0, \quad (9)$$

where

$$b(\tau) = \mu_1(r_0 - 2) = ae^{-\mu_0\tau} - 2\mu_1 > 0. \quad (10)$$

Equation (9) can be also written in the general form

$$P(\lambda, \tau) + Q(\lambda, \tau)e^{-\lambda \tau} = 0,$$

with

$$P(\lambda, \tau) = \lambda + \mu_1, \quad Q(\lambda, \tau) = b(\tau) = ae^{-\mu_0\tau} - 2\mu_1. \quad (12)$$

When $\tau = 0$, since $r_0 = ae^{-\mu_0\tau}/\mu_1 > 3$, we have $\lambda = -\mu_1 - b(0) = \mu_1(1-r_0) < 0$, and thus $S^{(1)}_\nu$ is asymptotically stable when $\tau = 0$.

In the following, we consider the stability of $S^{(1)}_\nu$ when $\tau \in [0, \overline{\tau}]$ by using the method introduced by Beretta and Kuang [4], where a geometrical criterion which gives the existence of purely imaginary roots of a characteristic equation with delay-dependent coefficients was established. More specifically, we investigate the existence of purely imaginary roots $\lambda = i\omega$, ($\omega > 0$), to equation (11), with the coefficient $Q(\lambda, \tau)$ depending on $\tau$.

In order to employ the criterion in [4], we first need to verify the following properties for all $\tau \in [0, \overline{\tau}]$.

(i) $P(0, \tau) + Q(0, \tau) \neq 0$;

(ii) $P(i\omega, \tau) + Q(i\omega, \tau) \neq 0$;

(iii) $\limsup_{|\lambda| \to \infty} \left\{ \frac{Q(\lambda, \tau)}{P(\lambda, \tau)} : \text{Re} \lambda \geq 0 \right\} < 1, \forall \tau \in (0, \infty)$;

(iv) $F(\omega, \tau) = |P(i\omega, \tau)|^2 - |Q(i\omega, \tau)|^2$, as a function of $\tau$, has a finite number of zeros;

(v) Each positive root $\rho(\tau)$ of $F(\omega, \tau) = 0$ is continuous and differentiable in $\tau$ whenever it exists.

It is clear that (i) and (ii) are true from the definitions of $P$ and $Q$ in (12). From (12), we obtain $\lim_{|\lambda| \to \infty} |Q(\lambda, \tau)/P(\lambda, \tau)| = 0$, which verifies (iii). Since $F(\omega, \tau) = |P(i\omega, \tau)|^2 - |Q(i\omega, \tau)|^2 = \omega^2 + \mu_1^2 - b^2(\tau)$, it is obvious that $F(\omega, \tau) = 0$, as a function of $\tau$, has at most two zeros, and hence (iv) holds. Finally, we have $\partial F/\partial \omega = 2\omega \neq 0$, and then (v) holds by the Implicit Function Theorem. Thus, equation (9) has purely imaginary roots.

Now, we let $\lambda = i\omega$ ($\omega > 0$) be a root of equation (9). Substituting it into (9) and separating the real and imaginary parts, we obtain

$$\sin(\omega \tau) = \frac{\omega}{b(\tau)}, \quad \cos(\omega \tau) = -\frac{\mu_1}{b(\tau)}.$$  

Then it follows from property (ii) and the definitions of $P(\lambda, \tau)$ and $Q(\lambda, \tau)$ in (12), we have

$$\sin(\omega \tau) = \text{Im} \left( \frac{P(i\omega, \tau)}{Q(i\omega, \tau)} \right), \quad \cos(\omega \tau) = -\text{Re} \left( \frac{P(i\omega, \tau)}{Q(i\omega, \tau)} \right).$$
which yields $|P(i\omega, \tau)|^2 = |Q(i\omega, \tau)|^2$ and $F(\omega, \tau) = \omega^2 + \mu_1^2 - b^2(\tau) = 0$.

Write $I := \{ \tau | \tau \in [0, \tau], \mu_1 < b(\tau) \} = \{ \tau | r_0 = ae^{-i\mu \tau}/\mu_1 > 3 \}$. We conclude that if $\tau \in [0, \tau] \setminus I$, then $F(\omega, \tau) = 0$ has no positive roots, and if $\tau \in I$, then $F(\omega, \tau) = 0$ has a unique positive root $\omega = \omega(\tau) > 0$ with $F(\omega(\tau), \tau) = 0$ given by
\[
\omega = \sqrt{b^2(\tau) - \mu_1^2} = \sqrt{a^2 e^{-2\mu \tau} - 4a\mu_1 e^{-\mu \tau} + 3\mu_1^2}.
\]

Let $\theta(\tau) \in (0, 2\pi]$ be defined implicitly for $\tau \in I$ by
\[
\sin \theta(\tau) = \frac{\omega}{b(\tau)} = \sqrt{(r_0 - 1)(r_0 - 3) \over r_0 - 2}, \quad \cos \theta(\tau) = -{\mu_1 \over b(\tau)} = {1 \over 2 - r_0}.
\]

Then $\theta(\tau)$ is well and uniquely defined for all $\tau \in I$.

From $\omega(\tau) \tau = \theta(\tau) + 2n\pi$, we can check that $i\omega^* = i\omega(\tau^*)$, with $\omega^* > 0$, is a purely imaginary root of (11) if and only if $\tau^*$ is a zero of function $S_n$ defined by
\[
S_n(\tau) = \tau - {\theta(\tau) + 2n\pi \over \omega(\tau)}, \quad \tau \in I, \quad n \in \mathbb{N}.
\]

By following [4] again, a pair of simple purely imaginary roots $\pm i\omega(\tau^*)$ of (11) exist at $\tau = \tau^*$, and
\[
\delta(\tau^*) = \left[ \frac{d\text{Re}(\lambda)}{d\tau} \right]_{\lambda = i\omega(\tau^*)} = \text{sign} \left\{ \left. \frac{\partial F}{\partial \omega}(\omega(\tau^*), \tau^*) \right|_{\tau = \tau^*} \right\} \times \text{sign} \left\{ \left. \frac{dS_n(\tau)}{d\tau} \right|_{\tau = \tau^*} \right\}.
\]

Since $\left. \frac{\partial F}{\partial \omega}(\omega, \tau) \right|_{\tau = \tau^*} = 2\omega > 0$, we have
\[
\delta(\tau^*) = \left[ \frac{d\text{Re}(\lambda)}{d\tau} \right]_{\lambda = \omega(\tau^*)} = \text{sign} \left\{ \left. \frac{dS_n(\tau)}{d\tau} \right|_{\tau = \tau^*} \right\}.
\]

Consequently, this pair of simple purely imaginary roots cross the imaginary axis from left to right if $\delta(\tau^*) > 0$, and cross the imaginary axis from right to left if $\delta(\tau^*) < 0$.

We can easily obtain that $S_n(0) < 0$. Besides, when $\tau \to \tau$, we have $r_0 \to 3$. By using (13), we conclude that $\cos(\theta(\tau)) \to 0$, and $\sin(\theta(\tau)) \to 0$ when $\tau \to \tau$, which indicates that $S_n(\tau) \to -\infty$ when $\tau \to \tau$.

Suppose that condition (8) holds such that $\hat{\tau} > 2\sqrt{3}/(9\mu_1)$. We then have $S_0(\hat{\tau}) = \hat{\tau} - 2\sqrt{3}/(9\mu_1) > 0$. Therefore, there exist $\tau_0 \in (0, \hat{\tau})$ and $\tau^0 \in (\hat{\tau}, \tau)$ such that $S_0(\tau_0) = 0$, $dS_0/d\tau(\tau_0) < 0$, and $S_0(\tau^0) = 0$, $dS_0/d\tau(\tau^0) > 0$. Take into account of $S_n(\tau) > S_{n+1}(\tau)$ with $n \in \mathbb{N}$. There exist an even number of roots of (14) with $dS_n/d\tau(\tau) \neq 0$.

In addition, by applying Corollary 2.4 in [32] and the Hopf bifurcation theorem of functional differentia equations [12], we can make the following conclusion.

Under condition (8), we denote the roots of (14) by $\{ \tau_1, \tau_2 \cdots \tau_m \}$ with $\tau_j < \tau_j + 1$ and $dS_{n+1}/d\tau(\tau) \neq 0$. Then the positive equilibrium $S_0^{(1)}$ is asymptotically stable for $\tau \in [0, \tau_1) \cup (\tau_m, \tau)$, and unstable when $\tau \in [\tau_1, \tau_m)$, with a Hopf bifurcation occurring when $\tau = \tau_j$, $j = 1, 2, \cdots, m$.

It is clear that $\tau_m \in (\hat{\tau}, \tau)$. Writing $\tau^{**} := \tau_m$ and considering that $r_0 = ae^{-i\mu \tau}/\mu_1$, $r_0 = 4$ when $\tau = \hat{\tau}$, and $r_0 = 3$ when $\tau = \tau$, we then conclude that under condition (8), there exists $r_0^{**} = ae^{-i\mu \tau^{**}}/\mu_1$ in interval $(3, 4)$ such that $S_0^{(1)}$ is asymptotically stable for $r_0 \in (3, r_0^{**})$, and unstable for $r_0 \in (r_0^{**}, 4)$, with a Hopf bifurcation occurring when $r_0 = r_0^{**}$. The proof thus is complete. □
We give an example below to demonstrate the bifurcation results in Theorem 3.3.

**Example 3.1.** Given $t_0 = 0$ and model parameters

$$a = 3, \mu_0 = 0.1, \mu_1 = 0.06, \xi_v = 0.0025,$$

for (6), we have $\hat{\tau} \approx 25.2573, \tau \approx 28.1342$. By numerical simulation, we have that, in interval $(0, \tau)$, $S_0(\tau)$ has two roots $\tau_1 \approx 0.5882, \tau_4 \approx 25.9708$, and two roots $\tau_2 \approx 4.3156, \tau_3 \approx 15.4697$ for $S_1(\tau)$. Here $\tau_1$ and $\tau_4$ are the stability switches such that equilibrium $S_{\nu}^{(1)}$ is asymptotically stable for $\tau \in (0, \tau_1) \cup (\tau_4, \tau)$, and unstable for $\tau \in (\tau_1, \tau_4)$, as depicted in FIGURE 1 (A).

Note that $\hat{\tau} \approx 25.2573 > 2\sqrt{3}\pi/(9\mu_1) \approx 20.1533$, and $S_n(\tau) > S_{n+1}(\tau)$ for all $n \in N$, there exists one root $\tau^{**} = \tau_2 \approx 25.9708 \in (\hat{\tau}, \tau)$ for the function sequences $S_n(\tau)$. Consequently, equilibrium $S_{\nu}^{(1)}$ is asymptotically stable for $\tau \in [\tau^{**}, \tau)$, and unstable for $\tau \in (\hat{\tau}, \tau^{**})$, as shown in FIGURE 1 (B) and FIGURE 2, respectively.
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**FIGURE 1.** Suppose $t_0 = 0$ and model parameters of (6) given in (15). FIGURE 1 (A) is the graph of stability switch in terms of time delays for model (6) for $\tau \in (0, \tau)$, such that equilibrium $S_{\nu}^{(1)}$ is asymptotically stable for $\tau \in (0, \tau_1) \cup (\tau_4, \tau)$, and unstable for $\tau \in (\tau_1, \tau_4)$. Given that $\hat{\tau} \approx 25.2573 > 2\sqrt{3}\pi/(9\mu_1) \approx 20.1533$, we find a bifurcation at $\tau^{**} = \tau_2 \approx 25.9708 \in (\hat{\tau}, \tau)$ such that $S_{\nu}^{(1)}$ is asymptotically stable for $\tau \in (\hat{\tau}, \tau^{**})$, and unstable for $\tau \in (\tau^{**}, \tau)$, as shown in FIGURE 1 (B).
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**FIGURE 2.** Stability of the positive equilibrium $S_{\nu}^{(1)}$ in model (6) when $\hat{\tau} < \tau < \tau$. Suppose $t_0 = 0$ and model parameters are given in (15). Then $\hat{\tau} \approx 25.2573$, and $\tau \approx 28.1341$. We find a bifurcation point $\tau^{**} \approx 25.9708 \in (\hat{\tau}, \tau)$. When $\tau \in (\hat{\tau}, \tau^{**})$, equilibrium $S_{\nu}^{(1)}$ is unstable as shown in FIGURE 2 (A). When $\tau \in (\tau^{**}, \tau)$, equilibrium $S_{\nu}^{(1)}$ is asymptotically stable as shown in FIGURE 2 (B).

4. Delayed interactive model with sterile mosquitoes. Now suppose that sterile mosquitoes are released into the field of wild mosquitoes. Then the interactive dynamics are governed by system (3). For any equilibrium $(S_\nu, S_\eta)$ of (3), we can easily find that it is globally asymptotically stable with respect to the second
variable \( S_g = b/\mu_2 \). Therefore, we only need to study its stability with respect to the first variable.

First, we study the property of the birth function of wild mosquitoes in (3).

**Lemma 4.1.** Consider the birth-progression function

\[
g(x, z) = ae^{-\mu_0 \tau (1 - \xi_\nu x)x^2} \frac{x^2}{z}, \quad 0 < x < 1/\xi_\nu, \quad z > 0,
\]

and let

\[
C^*(z) = \frac{1 - 3\xi_\nu z + \sqrt{(1 - 3\xi_\nu z)^2 + 16\xi_\nu z}}{4\xi_\nu}.
\]

Then

\[
g'_x(x, z) = -ae^{-\mu_0 \tau} x \left( x + \frac{z}{x^2} \right) (2\xi_\nu x^2 + (3\xi_\nu - 1)x - 2z)
\]

\[
\begin{cases}
0 < x < C^*(z), & \text{if } 0 \leq C^*(z) < \frac{1}{\xi_\nu},
= 0, & \text{if } x = C^*(z),
< 0, & \text{if } C^*(z) < x < \frac{1}{\xi_\nu},
\end{cases}
\]

and

\[
C''_x(z) > 0, \quad \forall z > 0.
\]

Write

\[
C^*_1 := \min_{z \geq b/\mu_2} C^*(z), \quad C^*_2 := \min_{0 < m \leq z < M \leq b/\mu_2} C^*(z),
\]

where \( m \) and \( M \) are given in (5). Then \( C^*_1 = C^*(b/\mu_2), C^*_2 = C^*(m) \), and \( g'_x(x, z) > 0 \) when \( 0 < x < C^*_1 \), \( z \geq b/\mu_2 \) or \( 0 < x < C^*_2 \), \( 0 < z < b/\mu_2 \).

From the second equation of (3), we have \( m_0 \leq S_g(t) \leq M_0 \) for all \( t \geq t_0 \). Similarly as in Lemma 3.1, the solutions of (3) with (4) are positive and bounded. We summarize it as follows in Lemma 4.2.

**Lemma 4.2.** Suppose \( \mu_1 > \xi_\nu g(C^*(m_0), m_0) \). Then system (4) has a unique solution \((S_\nu, S_g)\), which is bounded and positive for all \( t \in [t_0, \infty) \). The set

\[
\{ (S_\nu, S_g) | S_\nu \in (0, 1/\xi_\nu), S_g \in [m_0, M_0] \}
\]

is positively invariant for the flows of (3) in the positive quadrant.

**Remark 2.** We assume \( \mu_1 > \xi_\nu g(C^*(m_0), m_0) \) hereafter.

We next consider equilibria of (3). For any equilibrium \( N = (S_\nu, S_g) \) of (3), we have \( S_g = b/\mu_2 \) and nonzero \( S_\nu \) satisfying

\[
f(S_\nu, b) = \xi_\nu r_0 \mu_2 S_\nu^2 + (1 - r_0) \mu_2 S_\nu + b = 0.
\]

Thus,

\[
S_\nu = \frac{(r_0 - 1) \mu_2 \pm \sqrt{\Delta}}{2\xi_\nu r_0 \mu_2}
\]

(17)

where \( \Delta := (r_0 - 1)^2 \mu_2^2 - 4b\xi_\nu r_0 \mu_2 \).

Based on (17), we can determine the threshold for the existence of a positive equilibrium of system (3) as follows.

**Lemma 4.3.** Define

\[
b^* := \frac{\mu_2 (r_0 - 1)^2}{4\xi_\nu r_0}.
\]

(18)

Then
(i): If $0 < b < b^*$, then system (3) has three nonnegative equilibria: $N_0 := (0, b/\mu_2)$ and
\[
N^\tau := (S^\tau_\nu, b/\mu_2),
\]
where
\[
S^\tau_\nu := \frac{(r_0 - 1)\mu_2 \mp \sqrt{(r_0 - 1)^2\mu_2^2 - 4b_\nu r_0\mu_2}}{2\xi_\nu r_0\mu_2}.
\]
(ii): If $b = b^*$, then system (3) has two nonnegative equilibria $N_0$ and
\[
N^* := \left(\frac{r_0 - 1}{2r_0\xi_\nu}, \frac{b}{\mu_2}\right).
\]
(iii): If $b > b^*$, then $N_0$ is the only nonnegative equilibrium of (3).

Following from Lemma 4.3, we explore the dynamics of (3) in the three cases, respectively, as follows.

4.1. Model dynamics in case (i): $b \in (0, b^*)$. When $0 < b < b^*$, system (3) has three nonnegative equilibria: $N_0$, $N^-$, and $N^+$ given in lemma 4.3. Their dynamics are shown in Theorem 4.4 below.

**Theorem 4.4.** Let $b \in (0, b^*)$. Then we have the following conclusions.

1. $N_0$ is locally stable, and $\lim_{t \to \infty} (S_\nu(t), S_g(t)) = N_0$ if $0 < \phi_\nu < S^-_\nu, \phi_g \geq b/\mu_2$, or $0 < \phi_\nu < \min\{S^-_\nu, m/(r_0 - 1)\}$, $0 < \phi_g < b/\mu_2$.

2. Suppose $S^+_\nu < C^*_1$. Then $\lim_{t \to \infty} (S_\nu(t), S_g(t)) = N^+$ if $S^+_\nu < \phi_\nu < 1/\xi_\nu, \phi_g \geq b/\mu_2$, or $S^-_\nu < \phi_\nu < S^+_\nu, 0 < \phi_g < b/\mu_2$.

3. Equilibrium $N^-$ is unstable.

**Proof.** (1) First, we prove the local stability of $N_0$. Suppose $\phi_g \geq b/\mu_2$. We claim $\phi_\nu(t) \in (0, \varepsilon)$ on $[t_0 - \tau, t_0]$, $0 < \varepsilon < S^-_\nu \implies 0 < S_\nu(t) = S_\nu(t, t_0, \phi_\nu) < \varepsilon$, $\forall t \geq t_0$. (19)

In fact, if (19) does not hold, then there exists $t_7 > t_0$ such that $S_\nu(t_7) = \varepsilon$ and $0 < S_\nu(t) < \varepsilon$ for all $t \in [t_0 - \tau, t_7)$. Hence $S'_\nu(t_7) \geq 0$. However, since $\varepsilon < S^-_\nu < C^*_1$, it follows from the first equation of (3) that
\[
g(\varepsilon, b/\mu_2) > g(S_\nu(t_7 - \tau), b/\mu_2) \geq g(S_\nu(t_7 - \tau), S_g(t_7 - \tau)) \geq \mu_1 S_\nu(t_7) = \mu_1 \varepsilon.
\]

Thus $f(\varepsilon, b) < 0$, which is a contradiction to the fact that $f(S_\nu, b) > 0$ for all $S_\nu \in (0, S^-_\nu)$.

Suppose $0 < \phi_g < b/\mu_2$. We claim that (19) still holds. Otherwise, similar to the proof of (19), for any $0 < \varepsilon < \min\{S^-_\nu, m/(r_0 - 1)\}$, we obtain $g(\varepsilon, m) > \mu_1 \varepsilon$. Hence
\[
\frac{r_0\xi_\nu \varepsilon^2}{(r_0 - 1)(\varepsilon - \frac{m}{r_0 - 1})} < 0,
\]
which is a contradiction.

Secondly, we show that $\lim_{t \to \infty} (S_\nu(t), S_g(t)) = N_0$ if $0 < \phi_\nu < S^-_\nu, \phi_g \geq b/\mu_2$.

Take $\varepsilon \in (0, S^-_\nu)$ and $0 < \phi_\nu(t) < S^-_\nu$ on $[t_0 - \tau, t_0]$. It follows from (19) that $\limsup_{t \to \infty} S_\nu(t, t_0, \phi_\nu) := S^-_\nu \leq \varepsilon < S^-_\nu < C^*_1$. By the fluctuation lemma [33], there exists a sequence $\{t_n\}$ larger than $t_7$ such that $t_n \to \infty$, $S_\nu(t_n) \to S^-_\nu$ and $S'_\nu(t_n) \to 0$ as $n \to \infty$. Taking the limit of the first equation of (3) along this sequence gives
\[
\mu_1 S^-_\nu = \limsup_{n \to \infty} g(S_\nu(t_n - \tau), S_g(t_n - \tau)) \leq \limsup_{n \to \infty} g(S_\nu(t_n - \tau), b/\mu_2) \leq g(S^-_\nu, b/\mu_2),
\]
(21)
which implies that either \( \overline{S_\nu} = 0 \) or \( f(\overline{S_\nu}, b) \leq 0 \). Nevertheless, \( f(S_\nu, b) > 0 \) for all \( S_\nu \in (0, \overline{S_\nu}) \). Accordingly, \( 0 = \overline{S_\nu} \geq \lim_{t \to \infty} S_\nu(t) \geq 0 \) and \( \lim_{t \to \infty} S_\nu(t) = 0 \).

To prove \( \lim_{t \to \infty} (S_\nu(t), S_g(t)) = (N_0, 0) \) if \( 0 < \phi_g < \min\{\overline{S_\nu}, m/(r_0-1)\} \), \( 0 < \phi_g < b/\mu_2 \), we take \( \varepsilon \in (0, \min\{\overline{S_\nu}, m/(r_0-1)\}) \). Similarly to (21), we have

\[
\mu_1 \overline{S_\nu} = \limsup_{n \to \infty} g(S_\nu(t_n - \tau), S_g(t_n - \tau)) \leq \limsup_{n \to \infty} g(S_\nu(t_n - \tau), m) \leq g(\overline{S_\nu}, m),
\]

which implies that either \( \overline{S_\nu} = 0 \) or \( r_0 \xi_\nu \overline{S_\nu}^2 + (1 - r_0) \overline{S_\nu} + m < 0 \). However, the second case is impossible for \( \overline{S_\nu} \leq \varepsilon < m/(r_0 - 1) \). Consequently, \( 0 = \overline{S_\nu} \geq \lim_{t \to \infty} S_\nu(t) \geq 0 \) and \( \lim_{t \to \infty} S_\nu(t) = 0 \).

(2) Suppose that \( S_\nu^+ < C_1^* \). We divide the proof into two parts as follows.

(i) We prove that \( \lim_{t \to \infty} (S_\nu(t), S_g(t)) = N^+ \) if \( S_\nu^+ < \phi_g < \xi_\nu \), \( \phi_g \geq b/\mu_2 \).

We first claim, for any positive constant \( 0 < \varepsilon < C_1^* - S_\nu^+ \) that

\[
0 < \phi_g(t) - S_\nu^+ < \varepsilon \quad \text{on} \quad [t_0 - \tau, t_0] \quad \implies \quad 0 < S_\nu(t, t_0, \phi_g) - S_\nu^+ < \varepsilon, \quad \forall \ t \geq t_0. \quad (22)
\]

Otherwise, there exists \( t_8 > t_0 \) such that \( S_\nu(t_8) = S_\nu^+ + \varepsilon \) and \( S_g(t) < S_g^+ + \varepsilon \) for all \( t \in [t_0 - \tau, t_8) \). Hence \( S_g'(t_8) \geq 0 \), and it follows from the first equation of (3) that

\[
g(S_\nu^+ + \varepsilon, b/\mu_2) > g(S_\nu(t_8 - \tau), b/\mu_2) \geq g(S_\nu(t_8 - \tau), S_g(t_8 - \tau)) \geq \mu_1 (S_\nu^+ + \varepsilon). \quad (23)
\]

Thus \( f(S_\nu^+ + \varepsilon, b) < 0 \), which contradicts \( f(S_\nu, b) > 0 \), for all \( S_\nu > S_\nu^+ \).

Secondly, we confirm that \( (0, C_1^*) \times [b/\mu_2, M] \) is positively invariant. In fact, when \( S_\nu^+ < C_1^* \), we have \( \mu_1 C_1^* > g(C_1^*, b/\mu_2) \geq g(S_\nu, b/\mu_2) \) for all \( 0 < S_\nu < 1/\xi_\nu \).

With the initial value condition \( \phi \in C([t_0 - \tau, t_0], (0, C_1^*) \times [b/\mu_2, M]) \), the first variable \( S_\nu(t) \) of (3) must satisfy \( S_\nu(t) < C_1^*, t \geq t_0 \). Otherwise, there exists \( t_9 > t_0 \) such that \( S_\nu(t_9) = C_1^* \) and \( S_\nu(t) < C_1^* \), for all \( t \in [t_0 - \tau, t_9) \). Hence \( S_\nu'(t_9) \geq 0 \). However, from the first equation of (3) we have

\[
S_g'(t_9) = -\mu_1 S_\nu(t_9) + g(S_\nu(t_9 - \tau), S_g(t_9 - \tau)) \leq -\mu_1 C_1^* + g(C_1^*, b/\mu_2) < 0,
\]

which is a contradiction to \( S_g'(t_9) \geq 0 \).

Next, we claim that the first variable \( S_\nu(t) \) of (3) eventually enters the interval \( (0, C_1^*) \). In fact, if it does not occur, there exists \( t_{10} > t_0 \) large enough and a solution \( (g(t), S_g(t)) \) of (3) such that \( g(t) \geq C_1^* \) for all \( t > t_{10} \). However, from (3) we have \( g(t) \leq -\mu_1 C_1^* + g(C_1^*, b/\mu_2) < 0 \) for all \( t > t_{10} + \tau \), which indicates \( g(t) \to -\infty \) as \( t \to \infty \) and leads to a contradiction to \( g(t) \geq C_1^* \) for all \( t > t_{10} \).

Finally, since every solution of (3) eventually enters the positively invariant set \( (0, C_1^*) \times [b/\mu_2, M] \), there exists \( t_{11} > t_{10} \) such that \( 0 < S_\nu < C_1^* \) for all \( t \geq t_{11} + \tau \). We now show that \( \lim_{t \to \infty} S_\nu(t, t_0, \phi_\nu) = S_\nu^+ \), if \( S_\nu^+ < \phi_\nu < C_1^* \). From (22), we have \( S_\nu^+ < S_\nu(t) < S_\nu^+ + \varepsilon < C_1^* \) for all \( t \geq t_{11} + \tau \). Hence the lower limit \( \underline{S_\nu} \geq S_\nu^+ \). Let \( \{s_n\} \) be a divergent sequence along which \( S_\nu(s_n) \to S_\nu \) and \( S_g'(s_n) \to 0 \) as \( n \to \infty \). Taking the limit of the first equation of (3) along this sequence leads to

\[
g(\overline{S_\nu}, b/\mu_2) \geq \limsup_{n \to \infty} g(S_\nu(s_n - \tau), b/\mu_2) \geq \limsup_{n \to \infty} g(S_\nu(s_n - \tau), S_g(s_n - \tau)) = \mu_1 \overline{S_\nu},
\]

which indicates \( f(\overline{S_\nu}, b) = (\overline{S_\nu} - S_\nu^-)(\overline{S_\nu} - S_\nu^+) \leq 0 \). Noticing that \( \overline{S_\nu} - S_\nu^- > 0 \), we obtain \( \underline{S_\nu} \leq S_\nu^+ \). Consequently, \( \lim_{t \to \infty} S_\nu(t, t_0, \phi_\nu) = \underline{S_\nu} = \overline{S_\nu} = S_\nu^+ \).

(ii) We prove that \( \lim_{t \to \infty} (S_\nu(t), S_g(t)) = N^+ \) if \( S_\nu^+ < \phi_g < S_\nu^+, \) \( 0 < \phi_g < b/\mu_2 \).

For any \( 0 < \varepsilon < S_\nu^+ - S_\nu^- \), we confirm that
\[
S_\nu^+ - \varepsilon < \phi_g(t) < S_\nu^+ \quad \text{on} \quad [t_0 - \tau, t_0] \quad \implies \quad S_\nu^+ - \varepsilon < S_\nu(t, t_0, \phi_\nu) < S_\nu^+, \quad \forall \ t \geq t_0. \quad (25)
\]
Otherwise, there exists $t_{12} > t_0$ such that $S_\nu(t_{12}) = S^+_\nu - \varepsilon$ and $S_\nu(t) > S^+_\nu - \varepsilon$ for all $t \in [t_0 - \tau, t_{12})$. Hence $S^\nu_\nu(t_{12}) \leq 0$. However, it follows from the first equation of (3) that

$$g(S^+_\nu - \varepsilon, b/\mu_2) < g(S_\nu(t_{12} - \tau), b/\mu_2) \leq g(S_\nu(t_{12} - \tau), S_\nu(t_{12} - \tau)) \leq \mu_1(S^+_\nu - \varepsilon).$$

Thus $f(S^+_\nu - \varepsilon, b) > 0$, which is a contradiction to $f(S_\nu, b) < 0$ for all $S_\nu \in (S^-_\nu, S^+_\nu)$.

We next claim that $\lim_{t \to \infty} S_\nu(t, t_0, \omega_\nu) = S^+_\nu$, if $S^\nu_\nu < \nu_\nu < S^+_\nu$. For any $0 < \varepsilon < S^+_\nu - S^-_\nu$, from (25), we have $S^+_\nu - \varepsilon < S_\nu(t) < S^+_\nu$. Hence the lower limit satisfies $S^-_\nu \geq S^+_\nu - \varepsilon > S^-_\nu$, and the upper limit satisfies $S^\nu_\nu \leq S^+_\nu$. Let $\{w_n\}$ be a divergent sequence along which $S_\nu(w_n) \to S_\nu^+$ and $S'_\nu(w_n) \to 0$ as $n \to \infty$. Taking the limit of the first equation of (3) along this sequence leads to

$$g(S^-_\nu, b/\mu_2) \leq \liminf_{n \to \infty} g(S_\nu(w_n - \tau), b/\mu_2) \leq \limsup_{n \to \infty} g(S_\nu(w_n - \tau), S'_\nu(w_n - \tau)) = \mu_1 S^-_\nu,$$

which indicates that $f(S^-_\nu, b) = (S^-_\nu - S^-_\nu)(S^-_\nu - S^+_\nu) \geq 0$. Noticing $S^-_\nu < S^+_\nu > 0$, we thus obtain $S^-_\nu \geq S^+_\nu$. Consequently, $\lim_{t \to \infty} S_\nu(t, t_0, \omega_\nu) = S_\nu = \nu_\nu = S^+_\nu$.

(3) From (1) and (2), we immediately conclude that $N^-$ is unstable.

We complete the proof. \□

4.2. Model dynamics in case (ii): $b = b^*$. When $b = b^*$, system (3) has two nonnegative steady-states, $N_0$ and $N^*$. Function $f(S_\nu, b)$ remains positive for all $S_\nu \geq 0$ with the only exception at $S_\nu = S^*_\nu$. The dynamics of (3) can be viewed as a limiting case of Theorem 4.4.

**Theorem 4.5.** Let $b = b^*$. Then we have the following conclusions.

1. $N_0$ is stable, and $\lim_{t \to \infty} (S_\nu(t), S'_\nu(t)) = N_0$ if $0 < \phi_\nu < S^*_\nu$, $\phi_\nu \geq b/\mu_2$, or $0 < \phi_\nu < \min\{S^*_\nu, m/(r_0 - 1)\}$, $0 < \phi_\nu < b/\mu_3$.

2. Suppose $S^*_\nu < C^*_1$. Then $\lim_{t \to \infty} (S_\nu(t), S'_\nu(t)) = N^*$ if $S^*_\nu < \phi_\nu < 1/\xi_\nu$, $\phi_\nu \equiv b/\mu_2$.

*Proof. (1).* We skip the proof since it is virtually identical to that of Theorem 4.4 (1).

(2). When $S^*_\nu < \phi_\nu < 1/\xi_\nu$, $\phi_\nu \equiv b/\mu_2$, using a similar argument as in the proof of (22), we can obtain that

$$0 < \phi_\nu(t) - S^*_\nu < \varepsilon \text{ on } [t_0 - \tau, t_0] \implies 0 < S_\nu(t, t_0, \omega_\nu) - S^*_\nu < \varepsilon, \quad \forall t \geq t_0, \quad (26)$$

where $0 < \varepsilon < C^*_1 - S^*_\nu$.

Similarly as the proof of Theorem 4.4 (2) (i), we conclude that every solution of (3) eventually enters the positively invariant set $(0, C^*_1) \times \{b/\mu_2\}$. Thus, there exists $t_{13} > t_0$ such that $0 < S_\nu(t) < C^*_1$ for all $t \geq t_{13}$.

We claim that $\lim_{t \to \infty} S_\nu(t, t_0, \omega_\nu) = S^*_\nu$. It is clearly true if $S_\nu = S_\nu^*$. Otherwise, if $S^-_\nu > S^*_\nu \geq 0$, then there exists a sequence denoted by $\{t_n\}$ again larger than $t_{13} + \tau$ and $t_n \to \infty$, such that $S'_\nu(t_n) \geq 0$ and $S_\nu(t_n) \to S^-_\nu \leq C^*_1$ as $n \to \infty$. By the first equation of (3), we have

$$\mu_1 S^-_\nu = \limsup_{n \to \infty} g(S_\nu(t_n - \tau), b/\mu_2) \leq g(S^-_\nu, b/\mu_2),$$

which yields $f(S^-_\nu, b^*) \leq 0$. Since $f(S^-_\nu, b^*) > 0$ for all non-negative $S_\nu \neq S^*_\nu$, then $f(S^-_\nu, b^*) = 0$ and $S^-_\nu = S^*_\nu$. Besides, we have $S^*_\nu \geq S^*_\nu$ from (26). Thus, $S^-_\nu = S^*_\nu$ holds, and it is a contradiction to the assumption that $S^-_\nu > S^*_\nu$. Therefore, $\lim_{t \to \infty} S_\nu(t) = S^-_\nu = S^*_\nu$. The proof is complete. \□
4.3. Model dynamics in case (iii): $b > b^*$. In this case, $f(S_\nu, b) > 0$ for all $S_\nu \geq 0$. Then $N_0$ is the only non-negative steady-state. We show that it is globally asymptotically stable in (3) below.

**Theorem 4.6.** Let $b > b^*$. Then $N_0$ is globally asymptotically stable in (3).

*Proof.* The proof of the local stability of $N_0$, in (3), is almost the same as that of Theorem 4.4 (1), so we skip it here.

We then prove the global attractivity of $N_0$, that is, $\lim_{t \to \infty} S_\nu(t) = 0$. Similarly as the proof of Theorem 4.4 (2), every solution of (3) with (4) enters the positively invariant set $(0, C^*(m_0)) \times [m_0, M_0]$ eventually. Hence there exists $t_{14}$ large enough such that $S_\nu \in (0, C^*(m_0))$ for all $t > t_{14} + \tau$. By Lemma 4.2, the upper limit $\overline{S}_\nu$ and lower limit $\underline{S}_\nu$ of $S_\nu(t)$ exist. According to fluctuation lemma, there exists a sequence $\{\eta_n\}$ larger than $t_{14} + \tau$ such that $\eta_n \to \infty$, $S_\nu(\eta_n) \to \overline{S}_\nu \leq C^*(m_0)$ and $S_\nu'(\eta_n) = 0$ as $n \to \infty$. Taking the limit of the first equation of (3) along the sequence $\{\eta_n\}$ gives

$$\mu_1 \overline{S}_\nu = \limsup_{n \to \infty} g(S_\nu(\eta_n - \tau), S_\nu(\eta_n - \tau)).$$

(27)

Let $\{\eta_{n_k} - \tau\}$ be a convergent subsequence of $\{\eta_n - \tau\}$ such that

$$\limsup_{n \to \infty} g(S_\nu(\eta_n - \tau), S_\nu(\eta_n - \tau)) = \limsup_{k \to \infty} g(S_\nu(\eta_{n_k} - \tau), S_\nu(\eta_{n_k} - \tau)),$$

and $s_1 = \lim_{k \to \infty} S_\nu(\eta_{n_k} - \tau)$. Then $s_1 \leq \overline{S}_\nu$ and it follows from (27) that

$$\mu_1 \overline{S}_\nu = \limsup_{k \to \infty} g(S_\nu(\eta_{n_k} - \tau), S_\nu(\eta_{n_k} - \tau)) = g(s_1, b/\mu_2) \leq g(\overline{S}_\nu, b/\mu_2),$$

which implies $\overline{S}_\nu = 0$ or $f(\overline{S}_\nu, b) \leq 0$. Since $f(S_\nu, b) > 0$ for all $S_\nu \geq 0$, we have $0 \leq S_\nu \leq S_\nu(t) \leq \overline{S}_\nu = 0$ for all $t > t_{14} + \tau$, and thus $\lim_{t \to \infty} S_\nu(t) = 0$. So we complete the proof. \qed

**Remark 3.** From Theorem 4.6, we determine a release threshold of sterile mosquitoes, above which the wild mosquito population will eventually be suppressed or eliminated. From Theorem 4.4, Theorem 4.5, and Theorem 4.6 above, we further conclude that $b > b^*$ is a sufficient and necessary condition for the global asymptotic stability of the zero solution of the delayed model (3).

5. Numerical simulations. We give numerical simulations, in this section, to demonstrate the results we obtain for model (3).

5.1. Estimation of parameters. Before a simulation, it is critical to obtain a detailed estimation of the parameters for our model. We first provide important parameter values for *Aedes albopictus* and sterile mosquitoes, taken from earlier measurements in Guangzhou [2, 8, 25, 26, 27, 37], in Table 1. Note that parameters related to environmental changes such as temperature and rainfall are not considered.

We let the survival probability of the average maturation time be 0.05 as in [26], and assume that the sterile mosquitoes die in about 7 days after releasing to the wild so that the death rate of sterile mosquitoes is $1/7$. We then choose the model parameter values for our simulation as

$$a = 6.0, \tau = 30, e^{-\mu_0 \tau} = 0.05, \mu_1 = 0.08, \mu_2 = 1/7, \xi_\nu = 0.0025.$$  

(28)

The values of parameters $a$, $\tau$, $e^{-\mu_0 \tau}$, $\mu_1$, and $\mu_2$ are within the range of our estimations given in Table 1.
Table 1. Parameter values for *Aedes albopictus* and sterile mosquitoes taken from earlier measurements in Guangzhou

| Para. | Definition | Range          | Reference |
|-------|------------|----------------|-----------|
| $a$   | Number of offsprings produced per individual, per unit of time | [0.9043, 6.4594] | [27, 37] |
| $\tau$ | Average maturation period of wild mosquitoes (day) | [22.6, 54.6] | [25, 26] |
| $e^{-\mu_0 \tau}$ | Survival rate of the immature mosquitoes (day$^{-1}$) | 0.05 | [26] |
| $\mu_1$ | Death rate of wild mosquitoes (day$^{-1}$) | [0.0198, 0.1368] | [27] |
| $\mu_2$ | Death rate of sterile mosquitoes (day$^{-1}$) | 1/7 | [2, 8] |
| $\xi_0$ | Carrying capacity parameter of wild mosquitoes | 0.0025 | Given |

5.2. Simulations for dynamics of system (3). We present simulations to illustrate the dynamics of system (3) as follows in Example 5.1. In FIGURE 3, it shows a bi-stable phenomenon when the release rate of sterile mosquitoes is smaller than the threshold of release rate $b^*$, which is consistent with the results of Theorem 4.4. FIGURE 4 shows a clear description of the global dynamics of (3) when the release rate of sterile mosquitoes is larger than the threshold of release rate $b^*$, which results in the global asymptotic stability of the zero solution of system (3).

**Example 5.1.** The parameters of system (3) are given as (28), we obtain the threshold of release rate $b^* \approx 28.81$.

**Case (i).** Set $b = 20$ which is less than the threshold $b^*$. There exist two positive equilibria $S^-_w = 65.5632$ and $S^+_w = 227.77012$ where $S^-_w$ is unstable and $S^+_w$ is locally asymptotically stable, followed from Theorem 4.4. Thus system (3) exhibits a bi-stability phenomenon as shown in FIGURE 3. FIGURE 3 (A) is the phase diagram of system (3), and FIGURE 3 (B) shows the dynamics of the wild mosquito population of system (3) where solutions approach either the locally asymptotically stable zero solution or $S^+_w$ depending on their initial values.

**Case (ii).** We set $b = 35$ which is greater than the threshold $b^*$. Then the zero equilibrium $N_0$ is globally asymptotically stable, which is consistent with the result.
of Theorem 4.6. FIGURE 4 (A) is the phase diagram of system (3), and FIGURE 4 (B) illustrates the dynamics of the wild mosquito population of system (3) where all solutions eventually approach zero.

FIGURE 4: Simulations for the case of \( b > b^* \). Parameters are given in (28) such that the release threshold \( b^* \approx 28.81 \) and we set \( b = 35 \) greater than \( b^* \). Then the zero equilibrium \( N_0 \) is globally asymptotically stable, which indicates that the wild mosquito population is eventually eradicated. FIGURE 4 (A) is the phase diagram of system (3), and FIGURE 4 (B) illustrates the dynamics of the wild mosquito population of system (3) where all solutions eventually approach zero.

5.3. The effects of the releases on suppression efficiency. In this section, we investigate the effects of different release rates of sterile mosquitoes on suppression efficiency when the release rate \( b \) is greater than the threshold \( b^* \). The suppression efficiency is measured by the least time needed to have 95% of the initial wild mosquitoes suppressed, which is usually used in a field trial or a laboratory experiment to suppress a wild mosquito population.

Example 5.2. Let the parameters of system (3) be given in (28), and \( \phi = 100, \phi_g = 200 \). Then the threshold of release rate is again \( b^* \approx 28.81 \).

We take \( b = 50, 70, 90, \) and \( 130 \), respectively. While our simulation shows that the wild mosquito population will be eventually suppressed in 300 days, comparisons of the four cases indicate that the efficiency is improved as \( b \) increased such that if we want to suppress the wild mosquito population to 95% of its initial size, in 200 days, we should take a release rate \( b \) larger than 70 as shown in FIGURE 5.

FIGURE 5: Comparisons of the effects of \( b \) on suppression efficiency when \( b > b^* \). Here parameters are given in (28). We choose four different \( b \): 50, 70, 90, 130, all of which are larger than the threshold release rate \( b^* \approx 28.81 \). It is clear that the efficiency is improved as \( b \) increased.
6. **Concluding remarks.** The use of sterile mosquitoes has provided to be an effective and safe method to biologically control mosquito populations for prevention of mosquito-borne diseases, such as dengue, Zika, yellow fever, and west Nile. There are many works in the literature on mathematical modeling of releases of sterile mosquitoes and their interactive dynamics with wild mosquitoes.

Comparing with the existing models (1)-(2) in [6, 23], we take the maturation delay of wild mosquitoes into consideration and formulated our dynamical models with time delay in this paper. We first gave complete descriptions in Section 3 for the model without sterile mosquitoes, where the model dynamics are characterized by the intrinsic growth rate of the population $r_0$. A numerical example to confirm the results was also provided in Section 3.

We then included the sterile mosquitoes with a constant release rate in the model in Section 4 and fully investigated the interactive dynamics for model system (3). We determined a release threshold of sterile mosquitoes $b^*$ such that the model system has no, unique, or two positive equilibria when the release rate is greater than, equal to, or less than the threshold. For the three possible cases, we further studied the stability of each of the equilibria. In addition, we established a sufficient and necessary condition for the global asymptotic stability of the zero solution.

Time delay is included in the model formulation in this study, which is needed and more realistic from the biological perspective. The mathematical analysis becomes more difficult and the thorough investigations of the model features and detailed techniques developed in this paper help us to gain deeper understanding of those features. In the meantime, nevertheless, we realize that the model dynamics such as the bi-stability revealed in this study are similar to those of the homogeneous models and stage-structured models in [6, 23]. This seems to imply that the dynamical features for constant releases of sterile mosquitoes are possibly model independent and characterize the biological essentials of such a biological control measure. Moreover, this might be also another evidence that simplified models may not necessarily lose key features that more complicated models exhibit, as pointed out in [23].
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