The preferential codon usages in variable and constant regions of immunoglobulin genes are quite distinct from each other
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ABSTRACT

The pattern of codon utilization in the variable and constant regions of immunoglobulin genes are compared. It is shown that, in these regions, codon utilizations are quite distinct from one another: For most degenerate codons, there is a selective bias that prefers C and/or G ending codons to U and/or A ending codons in the constant region compared with the bias in the variable region. This would strongly suggest that, in immunoglobulin genes, the bias in codon usage is determined by other factors than those concerning with the translational mechanism such as tRNA availability and codon-anticodon interaction. A possibility is also suggested that this difference of codon usage between them is due to the existence of secondary structure in the constant region but not in the variable region.

INTRODUCTION

The comprehensive comparison of different kinds of genes has revealed that there exist distinct biases in the use of degenerate codons (see e.g., ref. 1). Several arguments have been noted on the primary factors determining the bias of codon utilization: They are 1) tRNA availability1-3, 2) codon-anticodon interaction4, 5, 3) selective pressure operating on the base content of DNA6, 4) secondary structure of mRNA7, 8 and 5) regulatory mechanism and other factors9, 10. Most genes show complicated patterns of codon utilization, which may be determined by many factors. However, relatively simple patterns of codon usage are observed in certain genes like ATPase genes of yeast mtDNA6, ribosomal protein genes of E.coli3 and MS2 phage RNA8, 16-18, which may well be explained by only one or a few factors. These genes may be of particular interest, because they provide much insights about the typical pattern of codon utilization being determined by a single factor, and they also make feasible the analysis of which factor is a primary determinant among the possible factors in a certain gene. Here we show that, in the variable (V) and constant (C) regions of immunoglobulin genes, codon utilizations are quite different from one another. A possibility is
also suggested that this difference of codeword usage between them is due to the existence of secondary structure in C region but not in V region.

**METHOD**

The frequency of codons and the composition of amino acids vary with genes that code for them. For a quantitative comparison of patterns of codon usage between different genes or regions of a gene, it might therefore be appropriate to use an index of the frequency of codon a normalized among the frequencies of degenerate codons specifying the same amino acid A:

\[ f_a = \frac{n_a}{\Sigma_{a} n_a} \quad (1) \]

where \( n_a \) stands for the frequency of codon a. Observing the frequencies of codons in V and C regions (i.e., \( n_a(V\text{-region}) \) and \( n_a(C\text{-region}) \), \( a=1,2,\ldots,64 \)) separately, and estimating \( f_a(V\text{-region}) \) and \( f_a(C\text{-region}) \) for all the codons, a quantitative analysis is possible for the degree of difference of preferential codon usages between the two regions for every codon. For statistically valid comparison to be made between V and C regions, data for \( n_a(V\text{-region}) \) are accumulated from two \( \lambda^{11} \) and two \( \kappa^{12} \) light chain V regions, and data for \( n_a(C\text{-region}) \) are from \( \kappa \) light chain C region \( ^{13} \), 5'-terminal sequence of \( \lambda \) light chain C region \( ^{11} \) and fragments of \( \gamma_1 \) heavy chain C region \( ^{14} \), for which the nucleotide sequences are now available. Table 1 shows the frequencies of codons in V and C regions, and also the frequency of codons whose third positions are in the base pairing sites of MS2 RNA \(^{8} \) for comparison (see below).

Most degenerate codons differ from each other only in the third position of codons except six-fold degenerate codon groups, for which we tentatively divided into two-fold and four-fold degenerate codon groups as a matter of convenience; i.e., Leu\(_2\) (UUR) and Leu\(_4\) (CUX) for leucine, Arg\(_2\) (AGR) and Arg\(_4\) (CGX) for arginine, and Ser\(_2\) (AGY) and Ser\(_4\) (UCX) for serine, where X stands for any one of four nucleotides, and Y and R for pyrimidine and purine, respectively. According to this classification, selective biases in the use of synonymous codons can be analysed in terms of the composition of nucleotides at the third position of codons.

**RESULTS AND DISCUSSION**

Figure 1 shows a plot of \( f(V\text{-region}) \) (Y axis) versus \( f(C\text{-region}) \) (X axis) for all the codons except non-degenerate codons (i.e., methionine...
Table 1. The frequencies of codons in the variable (V) and the constant (C) regions of immunoglobulin genes, and the frequency of codons whose third positions are in the base-pairing sites (PS) of MS2 phage RNA.

|       | V   | C   | PS  |
|-------|-----|-----|-----|
| Phe   | UUU | 4   | 2   | 8   |
|       | UUC | 9   | 6   | 21  |
| Leu   | UUA | 4   | 1   | 11  |
|       | UUG | 4   | 2   | 8   |
|       | CUU | 0   | 0   | 8   |
|       | CUC | 8   | 3   | 21  |
| Leu   | CUA | 7   | 0   | 9   |
|       | CUG | 3   | 3   | 9   |
|       | AUU | 4   | 4   | 8   |
| Ile   | AUC | 8   | 5   | 18  |
|       | AUA | 4   | 1   | 10  |
| Met   | AUG | 3   | 2   | 15  |
|       | GGU | 11  | 1   | 2   |
|       | GUG | 6   | 8   | 11  |
|       | GUU | 7   | 1   | 10  |
| Val   | GUC | 8   | 8   | 18  |
|       | GUA | 1   | 2   | 12  |
|       | GUG | 6   | 8   | 11  |
|       | GUU | 7   | 1   | 10  |
|       | GUC | 8   | 8   | 18  |
|       | GUA | 1   | 2   | 12  |
|       | GUG | 6   | 8   | 11  |
|       | U   | 11  | 3   | 5   |
|       | C   | 7   | 4   | 22  |
|       | U   | 0   | 1   | 20  |
|       | U   | 0   | 0   | 8   |
|       | C   | 5   | 8   | 7   |
|       | C   | 8   | 10  | 6   |
|       | C   | 2   | 2   | 12  |
|       | A   | 17  | 6   | 10  |
|       | G   | 12  | 4   | 16  |
|       | A   | 16  | 6   | 7   |
|       | A   | 0   | 3   | 12  |
|       | G   | 12  | 4   | 16  |
|       | G   | 15  | 8   | 17  |
|       | A   | 16  | 6   | 7   |
|       | A   | 4   | 14  | 20  |
|       | G   | 12  | 5   | 21  |
|       | G   | 4   | 6   | 16  |
|       | G   | 10  | 3   | 7   |
|       | G   | 5   | 11  | 25  |
|       | G   | 7   | 0   | 13  |

Fig. 1. A plot of \( f(V\text{-}region) \) (Y axis) versus \( f(C\text{-}region) \) (X axis). Points \( \Delta, \bigtriangleup, \circ \) and \( \bullet \) correspond to U, C, A and G ending codons, respectively. Solid line shows \( Y=X \).
and tryptophan). Points in this figure are distinguished from each other according to the nucleotide type in the third position of codons. Most points corresponding to the codons ending C or G are found in a domain \( Y < X \), and conversely, points for U or A are found in the other domain \( Y > X \). That is, there is a selective code word usage that prefers C and/or G to U and/or A in the third position of degenerate codons in C region compared with the bias in V region. This difference in codon utilization is statistically significant: If there is no difference in the biases of codon utilization between V and C regions, it is expected that the probability that a point corresponding to C or G is found in the domain \( Y < X \) is 1/2. As the probability that, out of the \( n \) points corresponding to C or G, \( r \) points are found in \( Y < X \) follows a binomial distribution, then, \( t = (r - n \times (1/2))/\sqrt{n \times (1/2) \times (1/2)} \) follows a normal distribution with mean being equal to zero and variance being equal to unity. Observing \( n=29 \) and \( r=23 \) from this figure (the points on the line \( Y = X \) are excluded from \( r \)), we have \( t=3.16 \). The probability that this value is realized is smaller than \( 10^{-3} \). We therefore conclude that the preferential codon usages in the variable and constant regions of immunoglobulin genes are quite distinct from one another. This finding would suggest that in the immunoglobulin gene, the bias in code word utilization is determined by other factors than those concerned with the translational mechanism such as tRNA availability and codon-anticodon interaction, because, though V and C regions lie separate from each other in DNA and precursor mRNA, they come together to form a single translational unit in mature mRNA. 

It should be explained why the patterns of codon usage differ between the variable and constant regions of immunoglobulin gene. Recently, Hensgens et al.⁶ have shown that, in ATPase gene of yeast mtDNA, the codon usage is biased in favor of A+U rich codons, and have suggested that this is due to a selective pressure towards a low G+C content operating both on the non-coding and coding sequences. That is, there is a selective bias favoring the use of characteristic nucleotide content on the DNA level. If this is really a case for immunoglobulin gene, it is expected that the nucleotide contents at the third position of codons in V and C regions correlate well with the nucleotide contents of non-coding sequences around the respective regions, and the difference of codon utilization can be explained on the basis of the distinct selective biases favoring the use of characteristic nucleotide contents in the non-coding sequences of respective regions. We estimate the nucleotide contents for V and C regions from the sense strand of non-coding
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segments within and surrounding the corresponding regions. From these contents, the expected frequencies of bases are estimated every regions, and goodness of fit test can now be made (Table 2(a)). As the table shows, the hypothesis is rejected at a significant level. This implies that this selective pressure is not a primary factor resulting in the difference of codon usage between V and C regions.

We also attempt to analyse a possibility that this difference depends on whether an extensive secondary structure exists or not in the respective regions. Fiers and his coworkers\textsuperscript{16-18} have shown that MS2 phage involves an extensive secondary structure within its RNA. Previously, we have shown on the basis of the secondary structure proposed by Fiers et al. that, in base-pairing sites of MS2 RNA, there is a selective bias favoring C and/or G over U and/or A at the third position of codons and vice versa in the non-pairing sites, which is interpreted as a result of selective constraint that stabilizes the secondary structure of the RNA\textsuperscript{8}. If a certain gene involves a secondary structure within its mRNA, it is expected that the gene shows a pattern of codon usage similar to that in pairing sites of MS2 RNA. According to our previous analysis\textsuperscript{8}, nucleotide contents at the third position of

| U   | C   | A   | G   | Goodness of fit test |
|-----|-----|-----|-----|----------------------|
| (a) Expected: Non-coding regions of immunoglobulin genes |
| Observed (V-region) | 126 | 102 | 101 | 48 | $\chi^2 = 11.19$ |
| Expected | 124.41 | 82.94 | 99.91 | 69.75 | Pr. < 0.025 |
| Observed (C-region) | 54 | 92 | 44 | 53 | $\chi^2 = 15.02$ |
| Expected | 74.60 | 73.63 | 53.22 | 41.55 | Pr. < 0.005 |

| (b) Expected: Pairing sites of MS2 RNA |
| Observed (V-region) | 126 | 102 | 101 | 48 | $\chi^2 = 98.57$ |
| Expected | 79.92 | 127.43 | 58.44 | 111.22 | Pr. < 0.001 |
| Observed (C-region) | 54 | 92 | 44 | 53 | $\chi^2 = 7.24$ |
| Expected | 51.52 | 82.13 | 37.67 | 71.69 | Pr. > 0.05 |

The nucleotide contents in the non-coding regions of V(C) are estimated from the non-coding sequences within and surrounding the coding sequences of V(C), which are U=33.0%(30.7%), C=22.0%(30.3%), A=26.5%(21.9%) and G=18.5%(17.1%), respectively. The nucleotide contents at the third position of codons in the pairing sites of MS2 are U=21.2%, C=33.8%, A=15.5% and G=29.5%, respectively (ref. 8).
codons in pairing sites of MS2 RNA are U=21.2%, C=33.8%, A=15.5% and G=29.5%, respectively. Assuming that there exist secondary structures both in V and C regions, we have the expected frequencies shown in Table 2(b) for the respective regions. A goodness of fit test shows that, for V region, the hypothesis is rejected at a significant level, but is not rejected for C region. That is, the secondary structure might not be a primary factor by which the overall pattern of codon utilization in V region can be explained. However, a possibility can still not be excluded for C region. We therefore make a more detailed comparison between the pattern of codon usage in C region and that in the pairing sites of MS2 RNA.

We have already estimated the frequency of codons (i.e., \(n_a, a=1,2,\ldots, 64\)) whose third positions are in the pairing sites of MS2 RNA (see Table 1). Applying this data to Eq. 1, the fraction \(f_a\) for the pairing sites of MS2 RNA (\(f_{\text{PS of MS2}}\)) can be obtained. A comparison is thus possible for codon utilization between C region and the pairing sites of MS2 RNA. Figure 2 shows a plot of \(f_{\text{C-region}}\) (Y axis) versus \(f_{\text{PS of MS2}}\) (X axis) for all the degenerate codons (points corresponding to arginine codons CGX are excluded from the comparison due to small sample size (total number = 3) in C region). An appreciable correlation is found between \(f_{\text{C-region}}\) and \(f_{\text{PS of MS2}}\).

\[\text{Fig. 2. A plot of } f_{\text{C-region}} \text{ (Y axis) versus } f_{\text{PS of MS2}} \text{ (X axis). Points } \bullet, \Delta, \circ \text{ and } \star \text{ correspond to U, C, A and G ending codons, respectively. Solid line represents } Y=X. \text{ Dotted line is the regression of } Y \text{ on } X: Y = 0.87X + 0.05, \text{ and } \gamma \text{ (correlation coefficient) is 0.73. The points in a dotted area correspond to codons involving CpG doublet.}\]
MS2): Most points are found to be close to $Y=X$, and points corresponding to C and G ending codons are always larger than points corresponding to U and A except some limited number of points, especially points corresponding to codons involving CpG doublet which is infrequent to be found in eukaryotic mRNA (see e.g., ref. 1). Indeed, the correlation coefficient is 0.733 and the regression of $Y$ on $X$ is $Y = 0.87X + 0.05$, being close to $Y = X$. This would imply that there is an extensive secondary structure in C region. Thus the conclusion must be that the observed difference of codon utilizations between V and C regions mainly results from a secondary structure that would be expected to exist in C but not in V region. It should be noted that we do not exclude other possibilities, but we only suggest a primary factor by which most of the difference found in codon usage of V and C regions are explained.

Recently, Rogers et al. have determined the nucleotide sequence encoding the C-terminal $1\frac{1}{2}$ domains of $\gamma_1$ constant region, and have compared the pattern of codon usage of the gene with those of other animal genes. On the basis of the overall nucleotide content in the third codon positions, they have grouped the patterns of codon usage into three classes. According to their classification, C and V regions belong to different groups from each other. They have proposed a possible secondary structure of $\gamma_1$ mRNA fragment.
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