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Many-body Hamiltonians obtained from first principles generally include all possible non-local interactions. But in dynamical mean field theory the non-local interactions are ignored, and only the effects of the local interactions are taken into account. The truncation of the non-local interactions is a basis dependent approximation. We propose a criterion to construct an appropriate localized basis in which the truncation can be carried out. This involves finding a basis in which a functional given by the sum of the squares of the local interactions with appropriate weight factors is maximized under unitary transformations of basis. We argue that such a localized basis is suitable for the application of dynamical mean field theory for calculating material properties from first principles. We propose an algorithm which can be used for constructing the localized basis. We test our criterion on a toy model and find it satisfactory.

I. INTRODUCTION

In the last decade and a half dynamical mean field theory (DMFT) has emerged as an important tool for studying condensed matter systems with strong correlations. The principal difficulty in understanding these systems is the non-perturbative character of such systems, for which the physical properties cannot be understood by expanding various quantities in powers of the interaction. In this respect DMFT is a powerful tool for studying problems of interacting electrons on a lattice. It is a non-perturbative technique which is able to capture fully the local dynamical correlations in the system. Single site DMFT, as an approximation scheme, is controlled in that the result is exact in the limit of large coordination numbers. Recent extensions of DMFT to clusters seem to be rapidly convergent for local observables. Other cluster schemes such as cluster perturbation theory and dynamical cluster approximation are also being used to study problems of strong electron correlation. Recently it has also been recognized that DMFT can be used as a powerful tool for the realistic computation of properties of materials as in the LDA+DMFT scheme. Indeed results for a large variety of materials ranging from Cerium, Iron and Nickel, Plutonium and many other oxides have been successfully studied with this method starting from first principles.

A common way to utilize DMFT in first principles calculations is to first derive a Hamiltonian with a kinetic energy part and a general short-range interaction part. This Hamiltonian, which will be the starting point of this paper in Eq. 1, is subsequently studied by DMFT. The long-range part of the Coulomb interaction can be taken into account by several means. For example, in extended DMFT this is done by coupling the electron at the impurity site to a bath of bosons whose spectral function is determined self-consistently. This is equivalent to treating the electrons in the presence of a fluctuating electric field (long range interaction). Another possibility is to follow along the lines of Bohm and Pines. In this method, starting with the charged electron gas, one performs canonical transformations to screen the electrons. In the resulting Hamiltonian the excitations are no longer the bare charged electrons, but screened neutral quasi-particles. There are various methods to obtain the starting Hamiltonian for DMFT. (1) In one of the approaches the kinetic energy term is the Kohn Sham Hamiltonian of a density functional theory calculation written in a local basis set. The interaction terms, which can include on-site (Hubbard) as well as the short range part of the Coulomb interaction, is evaluated using constrained LDA. (2) In an alternative procedure, as mentioned above, one could start with the electron gas Hamiltonian and the periodic potential, and perform the Bohm-Pines canonical transformation to reduce the range of the Coulomb interactions, and then write the transformed Hamiltonian in a local basis set. (3) A third approach proposed recently uses the GW approach to obtain the interaction strength.

The next step is the study of the resulting Hamiltonian with a short-range interaction using DMFT. This involves local approximations, and the notion of locality depends explicitly on the basis set considered. To illustrate the point, if we perform an invertible transformation of the original basis, we merely re-express the original Hamiltonian in a new basis, provided we keep all the terms in the Hamiltonian. The full electron Green’s function is obtained by applying the same transformation to the creation and destruction operators. But in practice, one performs two approximations that explicitly depend on the basis set. The first one is to neglect interactions whose range exceeds the cluster size (truncation). The second (local approximation) consist of setting equal to zero the elements of the self energy which exceeds that size. These two approximations explicitly depend on the definition of locality which is encoded in the basis set. In this paper we address only the first issue, and argue that truncating non-local interactions is appropriate when the wave-functions of the basis are well localized. As DMFT techniques are beginning to be ap-
plied to Hamiltonians with realistic interactions involving non-local terms, there is need for well-defined criteria for choosing optimal bases for computations. The purpose of this paper is to propose one criterion which can be used to construct a localized basis for DMFT computations.

The method of choosing a suitable localized basis of wave-functions has been studied earlier in quantum chemistry and in band structure theory. The formulation of the problem consists of two steps. First, one identifies a criterion that picks out one basis out of all possible choices that are connected by the transformations. The criterion is a basis dependent quantity, and therefore is a functional in the space of the transformations. It is a measure of the amount of localization of the wave-functions in a given basis. For example, in quantum chemistry “energy localized molecular orbitals” have been studied. These are obtained by maximizing under unitary transformations a functional given by the sum of the Coulomb self-interaction of the orbitals. Similarly, for band structure calculations the use of “maximally localized” Wannier functions has been proposed. The idea is to exploit the freedom that is present in the choice of the phases of the Bloch orbitals. With a given set of Bloch orbitals one can define a new set by a unitary transformation. The maximally-localized Wannier functions are obtained by minimizing the spread functional, which is the sum of the second moments of the Wannier functions, in the space of unitary transformations. More recently, the construction of localized basis states has been extended to include non-orthogonal molecular orbitals.

The rest of the paper is organized as follows. In section II, we identify a criterion for choosing a basis suitable for DMFT. We construct a functional which is maximum in the preferred basis. We discuss the properties of such a basis by studying linear variations of the functional under unitary transformations. We also propose a method for constructing the preferred basis. In section II, we test the criterion on a Hamiltonian whose interaction is taken to be simple but non-trivial. We find that the criterion and the associated functional is well-behaved. In conclusion, we summarize our main results.

II. LOCALIZED BASIS FOR DMFT

To keep the discussion general, in the following we formulate the problem in a basis which is non-orthogonal. For this purpose we consider a system of interacting electrons on a lattice whose Hamiltonian is expressed in a basis of atomic orbitals. The single particle states are denoted by $\phi_\alpha(\mathbf{r} - \mathbf{R}_n) \equiv (\mathbf{r} | n\alpha)$, where $\alpha$ is a symmetry related index (say, orbital) and $\mathbf{R}_n$ is a lattice position.

We suppose there are $m$ orbitals per site such that the index $\alpha = 1, \ldots, m$, and there are $N$ lattice sites with the index $n = 0, \ldots, N - 1$. We also impose periodic boundary condition $|n, \alpha\rangle = |n + N, \alpha\rangle$. The states defining the basis, unlike those in a Wannier basis, are not orthogonal. We denote the overlap between any two states by $O_{\alpha\beta}(n - m) \equiv \langle n\alpha | m\beta \rangle$. The second quantized many-body Hamiltonian can be written as

$$\mathcal{H} = \sum_{\alpha, \beta} t^{n\alpha}_{\alpha\beta} c_{n,\alpha}^\dagger c_{m,\beta} + \sum_{\alpha, \beta, \gamma, \delta} V^{nmk\ell}_{\alpha\beta\gamma\delta} c_{n,\alpha}^\dagger c_{m,\beta} c_{k,\gamma} c_{\ell,\delta}. \quad (1)$$

We assume that the matrix elements $t^{n\alpha}_{\alpha\beta} \equiv \langle n\alpha | \mathcal{H}_0 | m\beta \rangle$ for the non-interacting part, and $V^{nmk\ell}_{\alpha\beta\gamma\delta} \equiv \langle n\alpha, m\beta | V | k\gamma, l\delta \rangle$ for the interacting part are known from first principles studies such as band structure calculations. It is useful to bear in mind that the anti-commutation relation between the creation and annihilation operators in a non-orthogonal basis is given by $\{c_{n,\alpha}^\dagger, c_{m,\beta}\} = O_{\alpha\beta}^{-1}(n - m)$. We now consider an invertible transformation of the single particle basis that preserves the lattice translation invariance, $|n\alpha\rangle \rightarrow |n\alpha'\rangle = \sum_{m\beta} O_{\alpha\beta}^{-1}(m - n) |m\beta\rangle$. Expressing in the new basis the Hamiltonian, say $\mathcal{H}'$, has the same form as in Eq. (1) except with all the indices primed. We know that $\mathcal{H}' = \mathcal{H}$, since it is the same operator expressed in two different bases. However, when we truncate all the non-local interactions, we deal with a model Hamiltonian of the form

$$\mathcal{H}_{tt} = \sum_{\alpha, \beta} t^{n\alpha}_{\alpha\beta} c_{n,\alpha}^\dagger c_{m,\beta} + \sum_{\alpha, \beta, \gamma, \delta} V^{nmn\ell}_{\alpha\beta\gamma\delta} c_{n,\alpha}^\dagger c_{m,\beta} c_{n,\gamma} c_{\ell,\delta}. \quad (2)$$

But the process of truncation is a basis dependent step. If we perform the truncation in the new basis, i.e., on $\mathcal{H}'$, the resulting new truncated Hamiltonian $\mathcal{H}'_{tt} \neq \mathcal{H}_{tt}$. This observation implies that ignoring non-local interactions is a good approximation only if the single particle basis is sufficiently localized. In the following we develop a systematic criterion for constructing such a basis.

Here we consider only unitary transformations of basis. Later we comment about the possibility of extending the scheme to include non-unitary invertible transformations as well. We start from an initial basis $\{|n\alpha\rangle\}$, and consider unitary transformations

$$|n\alpha\rangle \rightarrow |n'\alpha'\rangle = U |n\alpha\rangle = \sum_{m\beta} U_{\beta\alpha}(m - n) |m\beta\rangle \quad (3)$$

to new basis states $\{|n'\alpha'\rangle\}$. In order to find a criterion to choose the most localized basis among the possible bases $\{|n'\alpha'\rangle\}$, we first identify a quantity which is invariant under unitary transformations. The trace of any operator has this property. Since we are concerned about truncating the interacting part of the Hamiltonian, we consider the trace of the square of the interaction operator. In terms of the overlap matrix and the interactions
expressed in the \{\{na\}\} basis this is given by

\[
I = \text{Tr}(\hat{V}^2) = O^{-1}_{\alpha\beta}(n-m)O^{-1}_{\beta\gamma}(l-k)O^{-1}_{\gamma\delta}(r-s) \\
\times O^{-1}_{\nu\rho}(p-q)\delta^{\rho\sigma}_{\beta\gamma}V^{\mu\nu}_{\rho\sigma\gamma\alpha}.
\]

(4)

Here, and in the rest of the paper we adopt the convention that repeated indices are summed. The invariant defined above has two basis dependent parts, namely, terms that involve only the local interactions and those involving non-local interactions. Keeping only the local interactions in a given basis, we define the "local interaction functional". For example, in the basis \{\{na\}\} the functional has the value

\[
F[\{na\}] = O^{-1}_{\alpha\beta}(0)O^{-1}_{\beta\gamma}(0)O^{-1}_{\gamma\delta}(0)\delta^{\rho\sigma}_{\beta\gamma}V^{\mu\nu}_{\rho\sigma\gamma\alpha}V^{0000}_{\mu\nu\alpha\beta}.
\]

(5)

To elucidate the structure of the functional we first note that the overlap matrix remains unchanged under unitary transformations, i.e.,

\[
\langle n'\alpha'|m\beta' \rangle = O_{\alpha\beta'}(n' - m') = \langle na|m\beta \rangle = O_{\alpha\beta}(n - m).
\]

Next, the transformation of the interaction terms is given by

\[
V_{\alpha\beta\gamma\delta}(n) \rightarrow V_{\alpha\beta\gamma\delta}'(n') = U_{\alpha\beta}(r-n)U_{\rho\beta}(s-m)V_{\sigma\rho\eta\gamma}(r-s)
\times U_{\eta\gamma}(p-k)U_{\sigma\delta}(q-k).
\]

(6)

In terms of the unitary transformations the local interaction functional can be written as

\[
F[\{n'\alpha'\}] = O^{-1}_{\alpha\beta}(0)O^{-1}_{\beta\gamma}(0)O^{-1}_{\gamma\delta}(0)\delta^{\rho\sigma}_{\beta\gamma}V^{\mu\nu}_{\rho\sigma\gamma\alpha}V^{0000}_{\mu\nu\alpha\beta}.
\]

(7)

The inverse of the overlap matrix enters as weight factor, and the interaction terms in the starting basis \{\{na\}\} serve as parameters of the functional. The desired basis is the one in which the functional is maximum in the space of unitary transformations. This criterion also implies that, in the chosen basis, the part of the invariant I that contains non-local interactions is minimized.

In order to study the property of the preferred basis we consider infinitesimal unitary transformation given by

\[
U = e^{itH},
\]

where \(H\) is hermitian and \(\epsilon\) is a small parameter.

The action of \(H\) on the single particle wave-functions is given by

\[
H[na] = \delta_{\alpha\beta}(n-m)\langle m|\beta\rangle.
\]

and iterate this procedure until the condition for the maximum is achieved. We assert (proved in the appendix) that with this ansatz, to \(O(\epsilon)\)

\[
\delta F = -(4\epsilon)A_{\mu\alpha}(N - t)A_{\mu\alpha}(t) \geq 0.
\]

(14)

This ensures that with successive transformations the value of the functional increases (provided \(\epsilon\) is small enough) until it reaches a local maximum.

Our method for constructing a localized basis is similar to Wegner's flow equation and Glazek and Wilson’s similarity renormalization scheme. We start with an initial basis \{\{na\}\}, and we calculate \(A_{\mu\alpha}(t)\) using Eqs. \ref{eq:4} and \ref{eq:10}. We then change the basis using the transformation

\[
H_{\mu\alpha}(t) = iA_{\mu\alpha}(t),
\]

and iterate this procedure until the condition for the maximum is achieved. We assert (proved in the appendix) that with this ansatz, to \(O(\epsilon)\)

\[
\delta F = -(4\epsilon)A_{\mu\alpha}(N - t)A_{\mu\alpha}(t) \geq 0.
\]

(14)

This ensures that with successive transformations the value of the functional increases (provided \(\epsilon\) is small enough) until it reaches a local maximum.

Our method for constructing a localized basis is similar to Wegner’s flow equation and Glazek and Wilson’s similarity renormalization scheme approaches where small unitary transformations are used to reduce non-diagonal elements of a Hamiltonian. In our case, we use unitary transformations to reduce the strength of non-local interactions and increase the value of the functional \(F\).
III. DISCUSSION AND CONCLUSION

We test our criterion on a lattice Hamiltonian with an interaction of the form

$$\mathcal{H}_{\text{int}} = \sum_{ijkl} U_{ijkl} c_i^d c_j^c c_k^e c_l^f,$$  \hspace{1cm} (15)

where

$$U_{ijkl} = \sum_{R} \phi^*(i-R)\phi^*(j-R)\phi(k-R)\phi(l-R).$$  \hspace{1cm} (16)

Here $\phi(i-R) \equiv \phi(R_i-R)$ is an orbital on lattice site $R_i$, which defines a one-particle starting basis $\{\phi(n-R)\}$. The interaction described above is local in configuration space, but in the basis of $\{\phi(n-R)\}$ it has non-local terms as well. For simplicity we consider one orbital per site, and assume that the starting basis is orthonormal. In this basis the local interaction functional is given by

$$F = \frac{1}{N_s} \sum_{n,R,R'} |\phi(n-R)|^4 |\phi(n-R')|^4,$$  \hspace{1cm} (17)

where $N_s$ is the number of lattice sites. We note that the above functional has a form similar to the (square of the) inverse participation ratio that is studied in the context of Anderson localization.\(^{21}\) We perform a unitary transformation of the basis of the form $\phi(n-R) \rightarrow \phi(n-R) + \delta\phi(n-R)$, where

$$\delta\phi(n-R) = (\epsilon i) \sum_m h_{mn}\phi(m-R) + O(\epsilon^2).$$

The coefficients $h_{mn}$ are hermitian such that $h_{mn}^* = h_{nm}$. The variation of the functional $F$ can be written as

$$\delta F = \frac{4\epsilon C}{N_s} \sum_{n,R} |\phi(n-R)|^2 \{\phi^*(n-R)\delta\phi(n-R) + \text{h.c.}\},$$

where $C = \sum_R |\phi(n-R)|^4$ is a site independent constant. Using the above form for $\delta F$ and the unitarity of the transformation, we get to $O(\epsilon)$

$$\delta F = \frac{4\epsilon C}{N_s} \sum_{n,m,R} h_{nm}\phi^*(m-R)\phi(n-R)$$
$$\times \left[ |\phi(m-R)|^2 - |\phi(n-R)|^2 \right].$$  \hspace{1cm} (18)

The extrema of the functional is given by

$$\sum_{R} \phi^*(m-R)\phi(n-R) \left[ |\phi(m-R)|^2 - |\phi(n-R)|^2 \right] = 0,$$  \hspace{1cm} (19)

for all sites $(n,m)$. By inspection, there are two solutions to the above equation. (1) $|\phi(n-R)|^2 = 1/N_s, \forall n$, which is the limit of delocalized states, for which $F = 1/N_s^2$ (minimum). (2) $|\phi(n-R)|^2 = \delta_{n,R}$, which is the limit of localized states. In this case $F = 1$ (maximum), and the interaction is entirely on-site. Starting with the original basis $\{\phi(n-R)\}$, and the ansatz

$$h_{nm} = i \sum_R \phi^*(n-R)\phi(m-R)$$
$$\times \left[ |\phi(n-R)|^2 - |\phi(m-R)|^2 \right],$$  \hspace{1cm} (20)

we get to $O(\epsilon)$

$$\delta F = \frac{4\epsilon C}{N_s} \sum_{n,m,R} |\phi^*(n-R)\phi(n-R)|^2$$
$$\times \left[ |\phi(m-R)|^2 - |\phi(n-R)|^2 \right]^2$$
$$\geq 0.$$  \hspace{1cm} (21)

Provided $\epsilon$ is chosen small enough (to justify the neglect of higher order variations), with the above ansatz it is possible to increase the value of $F$ with successive unitary transformations until the limit of localization is attained. This simple example illustrates how the local interaction functional can be used to construct a basis of localized one-particle states. For interactions which are more complicated and realistic, it is unlikely that unitary transformations can make the interactions entirely on-site. However, the strengths of the non-local terms can be reduced (quantitatively defined by maximization of functional $F$) in a more localized basis.

Two more comments are of relevance. First, our criterion ignores the non-interacting part of the Hamiltonian. If one starts with nearest neighbour hopping in the original basis, in the localized basis the hopping will be more complicated. But the point of view adopted here is that the non-interacting part can still be solved exactly. Second, in this paper we consider only unitary transformations of basis. This implies that one maximizes the local interaction functional within a family of bases with the same overlap matrix (say, orthonormal bases, if the original basis is orthonormal). In principle one could probe for bases with different overlap matrices by general invertible transformations. Such a group is non-compact and one needs to impose constraints such that the functional is bounded from above. One possible constraint can be imposed in terms of the singular value decomposition of the transformation matrix, say, the ratio of the maximum and the minimum singular values be within a specified bound.

In conclusion, we propose a criterion for constructing a localized single particle basis where non-local interactions can be truncated. Such a basis is appropriate for using DMFT for the calculation of material properties. We suggest a simple algorithm by which the construction of the localized basis can be carried out. By testing the criterion on a toy Hamiltonian we conclude that the criterion and the associated functional is well-behaved.
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APPENDIX A

In this appendix we prove the assertion in Eq. (11). First, if the basis is orthonormal to begin with, i.e., 
\[ O_{\alpha\beta}(n - m) = \delta_{\alpha\beta} \delta_{nm}, \]
it is easy to see that 
\[ A_{\mu\sigma}(t) = L_{\mu\sigma}(N - t) - L^*_{\mu\sigma}(t) = -A^*_{\sigma\mu}(t). \]  
(A1)

Then, \[ \delta F = (4\epsilon)|A_{\sigma\mu}(N - t)|^2 \geq 0. \]
If the basis \{\ket{n\alpha}\} is non-orthogonal, we assume there exists an orthonormal basis \{\ket{a\tau}\} (say, a Wannier basis) to which it is related by \[ \ket{a\tau} = S(n, \alpha; a\tau) \ket{n\alpha} \] and \[ \bra{a\tau} = \bra{n\alpha} S(n, \alpha; a, \tau)^*. \] One can show that 
\[ O^{-1}_{\alpha\beta}(n - m) = S(n, \alpha; a, \tau) S(m, \beta; a, \tau)^* . \]  
(A2)

Using the above relation and Eq. (11) one can show that
\[ \delta F = (4\epsilon)O^{-1}_{\alpha\beta}(m - n)A^*_{\alpha\beta}(m)O_{\alpha\mu}(n - t)A_{\mu\sigma}(t) \]
\[ = \frac{4\epsilon}{N} \sum_{ab} \sum_{\tau\kappa} S^{-1}(b, \kappa; t, \mu) A_{\mu\sigma}(t - m) S(m, \sigma; a, \tau) \]
\[ \geq 0. \]  
(A3)
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