In this article, we show that explanations of decisions made by machine learning systems can be improved by not only explaining why a decision was made but also explaining how an individual could obtain their desired outcome. We formally define the concept of directive explanations (those that offer specific actions an individual could take to achieve their desired outcome), introduce two forms of directive explanations (directive-specific and directive-generic), and describe how these can be generated computationally. We investigate people’s preference for and perception toward directive explanations through two online studies, one quantitative and the other qualitative, each covering two domains (the credit scoring domain and the employee satisfaction domain). We find a significant preference for both forms of directive explanations compared to non-directive counterfactual explanations. However, we also find that preferences are affected by many aspects, including individual preferences and social factors. We conclude that deciding what type of explanation to provide requires information about the recipients and other contextual information. This reinforces the need for a human-centered and context-specific approach to explainable AI.
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1 INTRODUCTION

Machine learning models are increasingly playing a critical role in decision-making in various domains, such as medicine, law, and banking [3, 4, 16, 36, 40, 42]. One of the aims of explaining decisions made by or with the aid of a machine learning model is to enable recourse, that is, to help individuals understand what they could change to receive a different outcome in the future [51, 74, 76, 78]. For example, when the use of machine learning models leads to the denial of a loan application, the explanation should not only describe the reasoning that led to the decision but also help the customer understand what they could do in the future to get the loan approved [72].

Counterfactual explanations have the potential to enable recourse [76, 78]. Counterfactuals (or counterfactual states) “describe how the world would have (had) to be different for a desirable outcome to occur” [78]. However, not all counterfactuals are actionable. For example, consider a loan applicant being told that to have their loan approved, they would have had to have no prior loan defaults in the previous 5 years; this explanation does not facilitate recourse since nothing can be done to alter history. For counterfactual explanations to enable recourse, explanations should be based on actionable input features [76]. Utsun et al. [76] propose a method for generating actionable explanations or flip sets, that is, explanations with actionable features that guarantee the desired outcome. A challenge of this approach is that some features, such as education level or income, may be mutable only for some people. This problem is usually resolved by offering multiple diverse counterfactual explanations [65, 76–78] with the hope that at least one explanation is suitable for the recipient.

While multiple counterfactuals may provide some guidance as to what circumstances would result in a different outcome (e.g., a loan being approved), they do not explicitly indicate which actions may lead to this desired result; that is, they do not provide explicit recommendations on how to act [38]. Depending on the context, how to reach the counterfactual state might not be apparent to an individual [61]. In an AI planning sense [30], counterfactual explanations provide the initial state (current instance) and the goal state (the counterfactual state), resulting in the desired outcome (decision). However, the actions that would take a person from the current state to the counterfactual state are not part of the explanation. There is an assumption that each counterfactual maps to a real-world action [6, 66], but this is not always the case [38]. Furthermore, most of the prior works on counterfactual explanations have assumed a one-step decision-making process [54, 65, 76, 78].

To better support recourse, we argue that counterfactual explanations should be directive in that they should include suggestions or recommendations of the action(s) the individual could perform, that is, how to act to get to the counterfactual state. Others have echoed similar sentiments, such as those that advocate for causal models [38–40, 50, 74].

In this article, we contribute toward the goal of making explanations directive. In Section 3, we formally define the concept of directive explanation, and we present a model and implementation for generating directive explanations. This model is based on Markov Decision Processes (MDPs) [7, 60] and gives us a framework to consider a sequence of dependent actions that a person has to take to achieve recourse.
In Sections 4 through 6, we present two studies, the first quantitative and the second qualitative, to investigate participants’ preferences and opinions toward directive explanations in the domains of credit scoring and employee satisfaction.

We conducted two studies to answer two questions: (1) Which of the three types of explanation (non-directive, directive-specific, and directive-generic) is the preferred? (2) What are the reasons someone does or does not prefer directive explanations? We conducted the first study to answer the first research question and a second study to answer the second research question. We conducted these two studies on credit scoring and lending decisions and employee turnover (whether employees were likely to resign).

For each study, we designed eight scenarios, four where the decision was favorable (e.g., the loan was approved) and four not (e.g., the loan was denied). For each scenario, we provided participants with four different types of explanations. The first was non-directive, the second was directive with specific actions, the third was directive with generic action, and the fourth was clearly not sensible and served as an attention check, with us excluding any participant who did not rank this as the least preferred explanation. The non-directive explanation informed the person how the situation must change for the desired goal to be achieved but did not suggest actions to achieve this counterfactual state. For example, the participant might be told that to prevent the employee from resigning, the employee should be required to travel only a medium amount for business, but it would not be explained how this reduction in the amount of business travel could occur. Conversely, the directive-specific explanation recommended specific actions that an individual could take to reach the counterfactual state. For example, the participant might be told that to reduce the amount of business travel from high to medium, client meetings should be conducted online. The directive-generic explanation recommended a generic class of actions. Directive-generic explanations indicate the kinds of actions that could be taken to reach the counterfactual state, but only broadly so individuals still had the freedom to decide which specific actions they would want to take. Participants ranked the four explanations from most to least preferred in the first study and provided the reasons for their choice in the second study.

We ran the studies on Amazon MTurk with 65 participants. We found significant support for the two directive explanations in both domains. In the credit scoring domain, approximately 42%, 31%, and 27% of participants selected directive-specific, directive-generic, and non-directive explanations, respectively, as their most preferred explanation. For the employee satisfaction domain, distributions were 35%, 51%, and 14%, respectively, for directive-specific, directive-generic, and non-directive explanations. The key findings are:

- We find a clear preference for the two directive explanations over non-directive counterfactual explanations in both domains. The non-directive explanation was least preferred.
- Directive-specific explanations are more suited to scenarios where the outcome is unfavorable. For example, when loans were denied or an employee was likely to leave the organization, the participants preferred directive-specific explanations. This suggests that, at least in the two domains we studied, people should have an option to receive directive explanations if they wish.
- The preference for directive-generic explanation may depend on the task. We found that participants in the employee satisfaction domain strongly preferred a directive-generic explanation. This suggests that participants prefer to provide high-level guidance and avoid specific actions when they have their own ideas for solving problems.
- Non-directives may be more suitable when the outcome is favorable, and this was certainly true for the credit scoring domain.
A qualitative analysis of the reasons participants provided for their most preferred explanation revealed that the choice for explanation type depended on multiple factors, such as social factors, and whether the participants judged the directives to be *feasible* for the recipient. These results suggest that even with an efficient computational model (e.g., like our MDP-based model) to generate directive explanations, one cannot a priori decide what type of explanation to provide—one needs further information about recipients’ preferences and contextual information to generate actionable explanations, directive or non-directive. This reinforces the need for a human-centered and context-specific approach to explainable AI.

2 BACKGROUND

Machine-learning-based systems can be complex and opaque, and their use to make critical decisions depends on the degree to which these systems are interpretable, that is, how well people understand the causes of its decision-making [9, 35, 48, 51]. There are several ways of potentially making machine learning models transparent, from using intrinsic or intelligible models [64] to using post hoc methods [1, 31, 48, 53], such as counterfactual explanations [78].

2.1 Counterfactual Explanations

Wachter et al. [78] propose the use of *unconditional counterfactual explanations* for people to understand a decision, contest it, and potentially use the explanation to change the decision or outcome. Rather than discussing the internal logic of a machine learning algorithm, counterfactual explanations describe a dependency on the external facts that led to a decision [26, 78]. The notion of counterfactuals [45] can significantly assist in making machine-learning-based systems interpretable [17, 18]. We scope our discussions to a subset of machine learning models. Specifically, we consider classification problems, which are defined in Definition 2.1. While subsequent discussions are based on classification problems, our discussions and methods can be applied to other forms of machine learning models that solve regression problems.

*Definition 2.1 (Classification Problem).* A classification problem is a tuple \((f, x, y)\), where \(f\) is a machine learning model, \(x \in X\) is a feature vector describing the instance that is being classified, and \(y \in \{0, 1\}\) is the label assigned by \(f\) to \(x\).

In the context of the classification problem, a counterfactual state is a statement of how the world would have to be different for a desirable outcome to occur. Given an input feature \(x\) and the corresponding output by a machine learning model \(f\), a counterfactual explanation is a perturbation of the input, \(x\), such that a different output, \(y\), is produced by the model, \(f\). Wachter et al. [78] propose the following formulation:

\[
c = \arg\min_c \, y_{\text{loss}}(f(c), y) + |x - c|,
\]

where \(y_{\text{loss}}()\) pushes the counterfactual state \(c\) toward a different prediction than the original instance, while the second term keeps the counterfactual close to the original instance using a distance metric.

2.2 Counterfactual Explanations and Recourse

One of the aims of counterfactual explanations is to enable recourse, and recourse is broadly related to several topics in machine learning, such as inverse classification [2], strategic classification [24, 34], adversarial perturbations [28], and anchors [63].

Utsun et al. [76] propose an optimization-based approach using integer programming to evaluate a linear classification model in terms of recourse. Their method shares similarities with existing ones [47, 62, 78] but focuses on suggesting actionable changes and evaluating the feasibility and
difficulty of recourse. Their method enables one to establish whether a person could change the decision of a machine learning model through actionable input variables, and they do this by optimizing a cost function given an input \( x \). They define an action, \( a \), as a change to the value of a feature. They choose actions from a set of actionable features, \( A(\cdot) \), that is, a set of mutable or conditionally mutable features, and each action has a cost. They solve the problem of finding actions that minimize the cost.

Several methods provide multiple counterfactuals to people seeking recourse \([65, 76, 78]\). Offering multiple counterfactuals may ensure that at least one has actionable features for an individual. Recently, others have extended this work \([54, 59]\). Although nearest counterfactual explanations provide an understanding of the most similar set of features that result in the desired prediction, they fall short of giving explicit recommendations on how to act to realize this set of features, and this limits agency for the individual seeking recourse \([38]\). Karimi et al. \([38]\) show that current forms of counterfactuals do not translate to an optimal or feasible set of recommendations. Instead, they propose minimizing the cost of performing actions in a world governed by a set of laws captured in a structural causal model.

### 2.3 Beyond One-step Action for Recourse Using Markov Decision Process

Recently, research has been looking at moving beyond the one-step action assumption prevalent in the space of algorithmic recourse to considering the problem as a multi-step sequential decision-making problem \([14, 55, 57, 74]\).

More recently, Tsirtsis et al. \([74]\) proposed a method to find counterfactual explanations for sequential decision-making processes, modeled as discrete-time Markov Decision Process, where the state and action spaces are discrete and low-dimensional. Their method identifies counterfactual trajectories (sequence of actions) that achieve better outcomes and differ by \( k \) actions from the observed sequence. They model the transition probabilities between a pair of states, given an action, using the Gumbel-Max structural causal model \([57]\) because that delivers a desirable counterfactual stability property and reliable estimation of the counterfactual outcome.

Similar works exist in the space of reinforcement learning \([14, 50, 57]\). For example, Madumal et al. \([50]\) proposed an action influence model to relate actions to states and to explain the learned actions or policies that people readily understand, and Oberst and Sontag \([57]\) use the Gumbel-Max SCM to evaluate counterfactual policies. A few models take advantage of causal assumptions \([25, 38, 40, 43]\) but in the context of one-step action; therefore, they are different from our model and that of Tsirtsis et al. \([74]\). We differ from Tsirtsis et al. \([74]\) in that they generate counterfactual recommendations given an already observed sequence of actions, while we generate the directives (sequence of actions) without reference to any observed trajectories. However, similar to Tsirtsis et al. \([74]\), we model the problem of synthesizing directives as an MDP.

Similar to Karimi et al. \([38]\) and Tsirtsis and Gomez-Rodriguez \([75]\), we believe that actionable counterfactual explanations should provide some guidance to individuals on how to act. In other words, they should be directive. As such, as we take our first steps toward directive explanations, we conducted two online studies to investigate individuals’ perception of and preference for directive explanations relative to merely counterfactual explanations. We discuss the details of the studies and propose a conceptual model capable of generating the directives.

### 3 A MODEL FOR DIRECTIVE EXPLANATIONS

This section formally defines the concept of directive explanations and defines a model for generating directive explanations for classification problems. We focus our discussion and examples on classification, but this can also apply more broadly to regression problems.
Definition 3.1 (Directive Explanation). A directive explanation is a tuple \( de = (f, x, y, C, \Phi, Y') \), in which \( f \) is a machine learning model, \( x \in X \) is the original input vector, \( y = f(x) \) is the current class label, \( C \) is the set of possible counterfactuals such that each \( c_i \in C \) has a different class label (i.e., \( \forall c_i, c_j : i \neq j, f(c_i) \neq f(c_j), f(c_i) \neq y, f(c_j) \neq y \)), \( \Phi \) is the set of possible policies such that each \( \pi_i \in \Phi \) is a policy (a set of directives) that transitions \( x \) to \( c_i \), and \( Y' \) is the set of possible class labels with each \( y'_i = f(c_i), y'_i \in Y' \) being the outcome or class label for each counterfactual \( c_i \in C \).

Our desiderata for such an approach consists of the following. First, the model must generate a set of directives that show how to get from the factual state \( x \) to a counterfactual state, \( c_i \). Actions from \( \pi_i \) must lead from \( x \) to \( c_i \). Second, the model must capture different ways to achieve specific outcomes; that is, getting to each counterfactual state \( c_i \in C \) can be done in multiple different ways. Third, the model must capture inherent uncertainty in the outcomes of these actions in achieving outcomes. Finally, the model should also account for action costs to account for the costs that individuals may incur when trying to reach a counterfactual state using the directives, which allows us to model that some directives are more costly than others, and even to consider different costs for different individuals. To identify potential states that change the outcome, \( C \), we can use any existing counterfactual generator, e.g., \([54, 65]\).

From these desiderata, it is clear that the framework of MDPs \([60]\) is a suitable formalism for modeling this problem. This allows us to use a planning-based approach to generate a policy, \( \pi_i \), that transitions \( x \) to \( c_i \in C \). Policy \( \pi_i \in \Phi \) is the source of the directives in the directive explanations. We define a conceptual model for generating the directives below.

Definition 3.2 (Markov Decision Process \([60]\)). An MDP is a tuple \( \Pi = (S, A, P, R, \lambda) \), in which \( S \) is a set of states; \( A \) is a set of actions; \( P(s, a, s') \) is a transition function from \( S \times A \rightarrow 2^S \), which defines the probability of action \( a \) going to state \( s' \) if executed in state \( s \); \( R(s, a, s') \) is the reward received for transitions from executing action \( a \) in state \( s \) and ending up in state \( s' \); and \( \lambda \) is the discount factor.

MDPs can be conceptualized as graphs that map states with transitions (actions), along with the transition probabilities and rewards. If \( \sum_{s' \in S} P(s, a, s') > 0 \), then this means that action \( a \) is enabled in state \( s \) and will transition to one of the states \( s' \) for which \( P(s, a, s') > 0 \). The discount factor controls how much weight or importance is placed on future rewards.

Definition 3.3 (Planning Problem \([60]\)). A planning problem is a tuple \( (\Pi, I, O) \), in which \( I \in S \) is the initial state and \( O \) is the objective to be achieved. In the simplest case, a goal-directed MDP \([30]\), \( O \) is just a set of goal states, such that \( O \subset S \), but a more common objective is simply to maximize the expected discounted reward \([60]\). The task is to synthesize a policy \( \pi : S \rightarrow A \) from states to actions that starts in state \( I \) and achieves object \( O \).

To show how to apply this to directive explanation, we map Definition 3.3 to Definition 3.1. The initial state \( I = x \) such that \( f(I) = y \), and the objective \( O \) is to “reach” \( c_i \in C \), which is achieved when \( f(c_i) = y'_i \). That is, \( x \) is the initial state and \( c_i \) is one of the “goal states,” which can be modeled as receiving a reward if and only if \( f(c_i) = y'_i \). Conceptually, for each \( c_i \), we want to generate a policy of actions that transition from the initial state \( x \) to the counterfactual state \( c_i \). The solution given for the planning problem \( \pi_i \) is the set of directives. Each action \( a \) is a directive that transitions the state to a new state \( s' \), which represents the perturbed feature vector, \( x' \). For multi-class problems, a simple approach would be to generate a plan, \( \pi_i \in \Phi \), for each \( c_i \in C \) to provide to the user.

There are several ways to solve the planning problem \( \Pi \), such as using dynamic programming or model-free reinforcement learning \([30, 70, 71, 74]\). We have implemented this model using
Monte-Carlo Tree Search [11] to create an approximate policy, \( \pi \). We choose the set of actions, \( A \), such that they modify only mutable features. For each \( a \in A \), we specify exactly how the features are modified by taking directive \( a \). For example, if \( a \) is to cancel a credit card, the feature “number of credit cards” is subtracted by 1. To keep the problem representation simple, for each \( a \in A \), we enumerate multiple versions of the actions, \( a_1, \ldots, a_n \), for every possible assignment of feature values. For example, if an action \( a \) updates a feature, \( f_b \), taking on two values, then we would generate two versions of the action \( a \): \( a_1(b = 0) \) and \( a_2(b = 1) \). We binned the continuous features to use with our method (we tested the model on categorical features only). The tree’s root node is the initial feature vector, \( x \), and each edge represents a possible action. To guide the search toward the counterfactual, \( c_i \in C \), we use a multi-objective reward stated as a linear function of two objectives:

\[
    r_{s'} = (r_{decision} + r_{distance}),
\]

where

\[
    r_{decision} = \begin{cases} 
    \alpha, & f(s') = y' \\
    0, & otherwise \end{cases},
\]

\[
    r_{distance} = \begin{cases} 
    \beta, & dist(s', c) \leq \delta \\
    0, & otherwise \end{cases},
\]

\( y' = f(c) \) is the expected counterfactual outcome, \( s' \in S \) is the state reached after performing the policy \( \pi \), \( dist(s', c) \) is the Euclidean distance (\( \ell_2 \) norm), and \( \delta \) is the radius or distance threshold. The radius \( \delta \) allows us to generate multiple directives within \( \delta \) distance away from \( c \). During the rollout, Upper Confidence Bounds (UCBs) guide the selection of nodes.

For experiments, we set \( \alpha = 0.5 \), \( \beta = 0.5 \), and \( \delta = [1, 10] \) (we arrived at the \( \delta \) values empirically for each scenario to get multiple trajectories for the two types of directive explanation; from our experience, \( \delta \) is scenario- or task-dependent). The rewards were discounted by \( \gamma = 0.8 \); this value was also arrived at empirically. Finally, we chose all categorical features and associated actions, \( A \), to illustrate the directive explanations. We provide an algorithm in Appendix F.

In our implementation, while we have not considered diverse directives, there are numerous methods to measure the plan differences, and these can be used to devise a metric to compute multiple diverse directives [12, 41].

Notice that the set of actions in the policy, \( A_{pi} \subseteq A \), are directive-specific actions. That is, in the policy, \( \pi \), each action \( a \in A \) is directive-specific. In our study in Section 4, we perform post-processing on the \( \pi \) to generate directive-generic explanation. First, we generate a graph that starts with a parent or root node, \( p \). This root node simply performs the role of providing an attachment point for directive-generic explanations. Second, each directive-generic explanation, \( a_{gen} \in A_{gen} \), is connected to \( p \), and then each specific directive, \( a \in A \), is connected with its respective \( a_{gen} \). Finally, during post-processing, we simply replace \( a \) with \( a_{gen} \).

For example, assume that \{“consolidate credit cards,” “pay off credit card”\} \( \in A \), and \{“reduce credit cards”\} \( \in A_{gen} \), and \( p \) is the root node. Then we have an edge from \( p \) to “reduce credit cards.” There will be two edges from “reduce credit cards,” one to “consolidate credit cards” and the other to “pay off credit card.” If the model suggests “pay off credit card,” then this action in the directive-specific explanation is replaced with “reduce credit cards” for the directive-generic version of the explanation.

4 STUDIES

For counterfactual explanations to be directive, we argue that they must provide individuals with recommendations on how to act, as opposed to indicating only what state the individual needs to reach. We wished to know whether individuals preferred directive explanations over mere counterfactual explanations and, if so, whether they preferred specific or generic directive explanations. We conducted two studies to answer two questions: (1) Which of the three types of explanation (non-directive, directive-specific, and directive-generic) is preferred most? (2) What are the reasons someone does or does not prefer directive explanations?
We describe two studies in the following sections. We conducted the first study to answer the first research question: Which of the three types of explanation (non-directive, directive-specific, and directive-generic) is preferred the most? We ran a second study, a qualitative study, to answer the second research question: What are the reasons someone does or does not prefer directive explanations? Our studies involved an automated system explaining to an intermediary why the automated system made a particular decision, such as denying a loan. The intermediary then selected one of the four possible explanations to provide to the client. In many contexts, such as loan applications, we believe that an automated system assists people (loan officers) who assist others (customers). Therefore, this setup allows us to understand what a human considers relevant when explaining decisions to another human and provide insights from this perspective.

We conducted the two studies using scenarios designed around credit risk and employee turnover. We chose the two domains because we anticipated that most participants would be aware of the basics of both domains and, therefore, would not require training to understand the domain concepts. The other reason is that we had experience with the two domains. Finally, both domains are typical case studies in the explainable AI community.

4.1 Explanation Types

We provided participants with three explanation types: (1) non-directive, (2) directive-specific, and (3) directive-generic, as defined below. We presented only one explanation of each type for each scenario to keep the number of explanations of each type consistent across scenarios.

Explanation Type 1 - Non-directive: These were standard counterfactual explanations; that is, they specified which parts of the data would have to change to reverse a decision and to what extent they would need to change. For example, a non-directive explanation to a customer could state the maximum debt-to-income ratio needed to approve the loan. Crucially, the explanation did not include directives on achieving the required change.

Explanation Type 2 - Directive-specific: These included two components: the desired counterfactual state and a set of specific actions to help the participant reach that state. For example, it might suggest that the customer pay off their car loan to reduce the debt-to-income ratio.

Explanation Type 3 - Directive-generic: These explanations suggested a general class of actions that individuals could take to reach the desired counterfactual state without recommending a specific action. The idea was to preserve individuals’ autonomy in deciding which specific actions they want to take while still guiding their direction. For example, we might direct the customer to find strategies to reduce the total debt without giving examples of any specific strategies they could use.

4.2 Identifying Directives

To generate a list of candidate actions that we used in directive explanations, we reviewed a number of websites that provided financial advice1,2,3,4,5,6 and advice regarding improving employee

---

1https://www.experian.com/blogs/ask-experian/credit-education/debt-to-income-ratio/.
2https://www.marketwatch.com/story/try-these-creative-strategies-for-lowering-your-debt-to-income-ratio-2018-09-07.
3https://www.credit.com/blog/6-creative-ways-to-lower-your-debt-to-income-ratio-185695/.
4https://bettermoneyhabits.bankofamerica.com/en/credit/what-is-debt-to-income-ratio.
5https://www.upgrade.com/credit-health/insights/credit-utilization-ratio/.
6https://www.creditkarma.com/advice/i/how-to-lower-your-credit-card-utilization/.
job satisfaction, job involvement, managing overtime, and other Human Resource (HR)-related strategies.\textsuperscript{7,8,9,10,11}

To develop a simple model of how actions affect model features, we first identified a subset of features that were used to train machine learning models and that we believe could be observed and acted upon by decision makers. For each feature in the subset, for example, employee satisfaction or credit rating, we searched one or more of the websites listed above to identify the actions that could potentially modify them. We assume that these are the only interventions that modify the features, but realistically, there are unobserved noise variables that may influence how the features are modified \textsuperscript{38,40,74}. Furthermore, for the study, we limited the number of features each action could modify to one. For more details on the model, please see Section 3. As an alternative to planning for directives, one could learn behavior models and use those to generate candidate actions \textsuperscript{5}.

5 STUDY 1

We conducted our study in two domains, credit scoring and employee satisfaction. We trained a machine learning model to predict the outcome in each case.

For the credit scoring domain, we trained a logistic regression model to predict whether a borrower would default on a loan using the Lending Club dataset.\textsuperscript{12} The model achieved an accuracy of 85%. Similarly, for the employee satisfaction domain, we trained a logistic regression model to predict whether an employee would likely resign using an existing dataset.\textsuperscript{13} The model achieved an accuracy of 76%. To generate the counterfactual explanations, we used Russell’s \textsuperscript{65} algorithm, and we used our model to generate the directive explanations. Russell’s \textsuperscript{65} algorithm can generate many diverse counterfactual explanations. For our study, we used Russell’s \textsuperscript{65} algorithm to generate only one counterfactual, $c$, that is closest to the factual instance, $x$, with a different outcome by solving the following problem:

$$\arg\min_c \max_t \|x - c\| + \tau (f(x) - f(c)).$$  (3)

The distance function used in \textsuperscript{65} is $\ell_1$, weighted by the inverse Median Absolute Deviation ($\|\cdot\|_{1,MAD}$). The function $\tau$ maximizes the difference between the prediction of the counterfactual, $c$, and the factual point, $x$. This means that the counterfactual instance we use in our studies is the closest point to the instance we are explaining with a different outcome.

The machine learning model was used in the credit scoring domain to decide whether to approve or deny a customer’s loan application. In this domain, participants played the role of a Loan Officer. They received machine-generated explanations, and we told them their task would be to communicate the decision (approval or denial) and explain it to a customer. In the second domain, the employee satisfaction domain, the machine learning model was used to predict whether an employee is likely to resign in the near future. The participants played the role of an HR officer, who communicated the prediction to the employee’s supervisor using one of the explanations we provided. In each domain, we provided the participants with our explanations: non-directive, directive-specific, directive-generic, and an attention check question.

We designed eight scenarios in each domain (see Appendices B and C for a complete list of scenarios). Each scenario included details of a person, for example, a loan applicant (customer) or

\textsuperscript{7}https://www.savion.com/blog/effective-strategies-reduce-employee-turnover/. \hfill \textsuperscript{8}https://www.findmyshift.com/au/blog/why-overtime-working-can-harm-businesses-and-how-to-reduce-it. \hfill \textsuperscript{9}https://www.challengeconsulting.com.au/announcements/six-strategies-for-increased-job-satisfaction/. \hfill \textsuperscript{10}https://www.findmyshift.com/au/blog/why-overtime-working-can-harm-businesses-and-how-to-reduce-it. \hfill \textsuperscript{11}https://www.challengeconsulting.com.au/announcements/six-strategies-for-increased-job-satisfaction/. \hfill \textsuperscript{12}https://www.kaggle.com/husainsb/lendingclub-issued-loans#lc_loan.csv. \hfill \textsuperscript{13}https://www.kaggle.com/pavansubhash/ibm-hr-analytics-attrition-dataset.
an employee. We asked our participants to read an introductory section that included the decision (e.g., whether the loan was approved or denied or whether an employee was likely to resign) and then to rank the four explanations of the decision. The purpose of the introductory section was to avoid repeating certain pieces of information in each explanation; for example, rather than repeating the decision in each explanation, we included the decision in the introductory section. The participants were required to rank the explanations from most to least preferred to indicate which explanation they were most likely to use to communicate the decision to the individual concerned.

One out of the four possible explanations was clearly incorrect. For example, it might suggest actions that would have made the employee more likely to leave. We used this as a quality control measure; we removed any participant who did not indicate that this was the least preferred explanation in two or more scenarios. The other three explanations were non-directive, directive-specific, and directive-generic. To generate the counterfactual explanations (type 1), we used Russell’s [65] algorithm, and we used our model to generate the directive explanations (see Section 3 for more details).

5.1 Procedure

We conducted the first study using Amazon MTurk, a crowd-sourcing platform popular for human-subject experiments [15]. We designed and administered the experiments as a Qualtrics[14] survey. Before the experiments, we received ethics approval from our institution. Participants were paid USD $15 per hour for participating in the study.

Seventy-nine people participated in the study, spread over two domains: credit scoring and employee satisfaction. We recruited Masters workers, that is, workers who have consistently demonstrated a high degree of success in performing a wide range of tasks across a large number of requesters. All participants were from the United States.

The participants first received a plain language statement, and if they decided to continue the experiment, they were given a consent form. If the participants agreed to all items in the consent form, they were asked a few logical questions to filter out automated respondents. Then we asked the participants to provide their Amazon MTurk WorkerID and fill in the demographics questionnaire. Following this, they were allocated at random one of the two domains, credit scoring or employee satisfaction. We randomly selected six of the eight scenarios and presented these one at a time. Recall that we had four scenarios with a favorable outcome (e.g., the loan was approved) and four scenarios with an unfavorable outcome. We randomly selected three of the four scenarios with a favorable outcome and three of the four with an unfavorable outcome, giving us six scenarios. We randomized the scenarios and explanations to eliminate ordering effects. The scenarios were presented sequentially without the option of going back and changing previous answers. Participants were required to rank the four explanations from most to least preferred for each scenario.

At the end of the survey, participants were thanked and given a randomly generated code to enter into their Amazon MTurk session so they could be paid for completing the task.

5.2 Study 1 Results

In this section, we present the quantitative analysis showing that directive-specific and directive-generic explanations were preferred more than non-directive explanations. We also show that the preference was domain-dependent. In the credit scoring, participants preferred directive-specific explanations the most, while in the employee satisfaction domain, directive-generic explanations were preferred the most.

14https://www.qualtrics.com/.
15https://www.mturk.com/worker/help.
Domain 1 - Credit Scoring: Before doing the analysis, we used the attention check question to exclude participants who may not have been engaged with the task. Of the 39 participants, we excluded those who did not rank the attention check question as their last preference for two or more scenarios out of six. That is, if a participant made one error with ranking the attention check question, we discarded that ranking, keeping the other five. If, however, a participant made two or more errors, we removed the participant completely from the dataset. After elimination, we had 32 participants. All analysis presented in the following sections is based on the remaining 32 participants. The mean task completion time was 27 minutes (SD = 11 mins).

5.2.1 Participant Demographics. All participants were from the United States. Around 57% self-identified as males, 40% as females, and 3% did not state their gender. In terms of age, 32% were 25 to 34, 36% were 35 to 44, 25% were 45 to 54, and the rest were above 55 (7%). Regarding education, 18% were high school graduates, 14% had some college but no degree, 64% had an Associate’s or Bachelor’s degree, and 4% had a Doctoral degree. Regarding familiarity with the domain, 27% reported that they were slightly familiar with the loan application processes, 48% were moderately familiar, 18% were very familiar, and 7% were extremely familiar.

5.2.2 Explanation Type Preference. We provided participants with a non-directive explanation and two forms of directive explanations. Figure 1(a) shows participants’ explanation type choices for the three preferences. Directive-specific explanation was the most preferred, providing strong evidence that directive explanations are well accepted in this domain. Overall, we collected 192 rankings. Of the 192 first-preference choices, 81 (42%) were for directive-specific explanations, 51 (27%) for directive-generic explanations, and 60 (31%) for non-directive explanations. A chi-square goodness-of-fit test was performed to examine the likelihood of the participants’ choices being uniform. The likelihood of observing the data if the choices for the most preferred explanations were random is low, $\chi^2(2, N = 191) = 7.58, p < 0.02$. Similar results were obtained for the second and third preferences (see Appendix A).

5.2.3 Directive-specific Explanations Preferred for Unfavorable Decisions. We encoded the data such that we had the counts of the three types of explanations by each participant’s preference. Essentially, we represented the number of times a participant chose each explanation type over the eight scenarios. As such, for each participant, we had nine values. The first three were the counts of each explanation type the participant chose as the first preference, the next three were the counts...
of the explanation types for the second preference, and the last three for the third preference. The first-preference counts represent the number of times each participant would have given a particular explanation type to a customer.

We performed a non-parametric Friedman test of the differences between the number of times the participants chose each explanation type. We did this test for the first, second, and third preferences separately. We did not find significant differences between the number of times each participant chose an explanation type, $\chi^2(2) = 3.07, p < 0.23$, Kendall’s $W = 0.05$. This suggests that, overall, participants chose each explanation type almost equally for the eight scenarios.

We separately analyzed the participants’ preferences for scenarios where the loan was approved (favorable outcome, three scenarios) and those where the loan was denied (three scenarios). We performed a non-parametric Friedman test of the differences between the number of times each explanation type was chosen by participants when the loan was approved. We found no significant differences between explanation type choices. $\chi^2(2) = 2.58, p = 0.27$, Kendall’s $W = 0.04$. We found that non-directive explanation was chosen for $(M = 1.21, SD = 0.8)$ scenarios, directive-specific explanations for $(M = 1.0, SD = 0.8)$ scenarios, and directive-generic explanations for $(M = 0.78, SD = 0.1)$ scenarios.

We performed a non-parametric Friedman test of the differences between the number of times each explanation type was chosen by participants for scenarios when the loan was denied. We found significant differences between explanation type choices, $\chi^2(2) = 10.75, p = 0.004$, Kendall’s $W = 0.17$. We performed the Nemenyi post hoc analysis and found that directive-specific explanation was chosen for significantly more scenarios $(M = 1.53, SD = 0.9)$ than non-directive explanations $(M = 0.65, SD = 0.7, p < 0.001)$ and for moderately significantly more scenarios than directive-generic explanations $(M = 0.81, SD = 0.8, p = 0.05)$.

The above suggests that directive-specific explanation was more suitable when the decision was unfavorable.

5.2.4 Scenario and Individual Preferences Influenced Choices. The analysis so far showed that the choices were not random. To investigate which factors influenced these choices, we first examined whether the scenario influenced the preferred explanation type. We encoded the data to get the counts of each explanation type grouped by scenario for first preference.

We then examined whether we could explain the choices by a combination of scenario and individual preferences. Individual preferences were encoded as the proportion of choices for non-directive and directive-specific explanations, noting that directive-generic explanation was linearly dependent (we could compute counts of directive-generic choices given the other two). In other words, we computed the probability of the participants choosing non-directive and directive-specific explanations. We encoded the scenario effects as the average number of choices for non-directive and directive-specific explanations, that is, the probability of participants choosing non-directive and directive-specific explanations for each scenario. Using this data, we then built and compared two multinomial logit models using the \textit{mlogit} library in R.

The first model was built using directive-generic explanation as the base outcome and using only the individual preferences. We found that on average, the participant was a good predictor of which explanation type choice would be made for a given scenario ($\ell = -156.48$, McFadden $R^2 = 0.25, \chi^2 = 101.64, p < 0.001$). Then, we built a model with both the scenario effects and individual differences. We found that both the scenario and individual differences influenced the choice of explanation type ($\ell = -129.33$, McFadden $R^2 = 0.38, \chi^2 = 155.95, p < 0.001$). Also, a likelihood ratio test showed that the second model (with both scenario and individual differences) was significantly better than the first ($\chi^2(1) = 54.31, p < 0.001$).
Domain 2 - Employee Satisfaction: We used the same attention check question and criteria as in domain 1 to eliminate participants who may not have been engaged. Of the 40 participants who completed the experiment, after elimination, 33 remained. All analysis presented in the following sections is based on the remaining 33 participants. The mean task completion time was 28 minutes ($SD = 12$ mins).

5.2.5 Participant Demographics. All participants were from the United States. Around 50% self-identified as males, 48% as females, and 3% did not state their gender. In terms of age, 23% were 25 to 34, 39% were 35 to 44, 23% were 45 to 54, and the rest were above 55 (15%). Regarding education, 13% were high school graduates, 13% had some college but no degree, 65% had an Associate’s or Bachelor’s degree, and 9% had a Master’s degree. Regarding familiarity with the domain, 36% reported that they were slightly familiar with the human resource management processes, 45% were moderately familiar, 15% were very familiar, and 4% were extremely familiar.

5.2.6 Explanation Type Preference. Figure 1(b) shows participants’ explanation type choices for the three preferences. Participants chose directive-generic explanations more than directive-specific, and the non-directive explanation was least preferred, providing strong evidence that the two directive explanations are well accepted in the employee satisfaction domain. Overall, we collected 183 rankings. Of the 183 first-preference choices, 94 (51%) were of directive-generic explanations, 64 (35%) of directive-specific explanations, and 25 (14%) of non-directive explanations. A chi-square goodness-of-fit test was performed to examine the likelihood of the participants’ choices being uniform. The likelihood of observing the data if the choices for the most preferred explanations were random is low, $\chi^2(2, N = 183) = 39.25, p < 0.001$. We obtained similar results for the second and third preferences (see Appendix A).

5.2.7 Directive-generic Explanations Preferred by Most Participants. We started by encoding the data as we did for the credit scoring domain; that is, for each participant, we had nine values. The first three were the counts of each explanation type the participant chose as the first preference, the next three were the counts of the explanation types for the second preference, and the last three for the third preference. The first preference counts essentially represent the number of times each participant would have given an explanation type to an employee’s supervisor.

We performed a non-parametric Friedman test of the differences between the number of times the participants chose each explanation type. We did this test for the first, second, and third preferences separately. For the first preference, we found significant differences between explanation type choices, $\chi^2(2) = 30.07, p < 0.001, Kendall’s W = 0.47$. We performed the Nemenyi post hoc analysis and found that for the first preference, directive-generic explanation ($M = 2.98, SD = 1.2$) was chosen for significantly more scenarios than non-directive explanations ($M = 0.78, SD = 1.0, p < 0.001$), but we did not find any significant difference when it came to directive-specific explanations ($M = 2.0, SD = 1.10, p = 0.13$). The directive-specific explanations were chosen for significantly more scenarios than non-directive explanations ($p = 0.003$). We obtained similar results for the second and third preferences (see Appendix A).

We separately analyzed the scenarios where an employee was more likely to stay than resign (favorable outcome) and those where the employee was predicted to leave. We performed a non-parametric Friedman test of the differences between the number of times each explanation type was chosen by participants for scenarios when the employee was not likely to leave. We found significant differences between explanation type choices, $\chi^2(2) = 2.26, p < 0.001, Kendall’s W = 0.39$. The Nemenyi post hoc analysis found that directive-generic explanation ($M = 1.81, SD = 0.9$) was chosen for significantly more scenarios than non-directive explanations ($M = 0.62, SD = 0.7, p = 0.001$) and directive-specific explanations ($M = 0.43, SD = 0.7, p < 0.001$).
We performed a non-parametric Friedman test of the differences between the number of times each explanation type was chosen by participants for scenarios when the employee was likely to leave or resign. We found significant differences between explanation type choices, $\chi^2(2) = 32.62, p < 0.001$, Kendall’s $W = 0.5$. The Nemenyi post hoc analysis found that directive-specific explanation ($M = 1.56, SD = 0.8$) was chosen for significantly more scenarios than non-directive explanations ($M = 0.16, SD = 0.4, p < 0.001$) but not directive-specific explanations ($M = 1.13, SD = 0.8, p = 0.53$).

The results show a shift in the preferred explanation type from directive-generic to directive-specific when the decision was not favorable, suggesting, like the credit scoring domain, that directive-specific explanation was more suitable when the decision was unfavorable.

6 STUDY 2

We repeated our study using almost the same procedure and a similar number of participants (ending up with 54 participants from 70 after elimination) to learn why participants chose their most preferred explanation. We added seven more scenarios, taking the total number of scenarios to 15. This time, the participants were required to rank the explanations from most to least preferred to indicate which explanation they were most likely to use to communicate the decision to the concerned individual for all 15 scenarios and provide reasons for their selection in an open-ended text box. We asked the participants to answer one open-ended question after ranking the explanations, which was: *Please provide the reason(s) for choosing the most preferred explanation over the other three explanations*. We asked this question to learn why participants chose their explanations. We include the quantitative analysis for this study in Appendix E.

We performed a thematic analysis of the participants’ reasons. However, we did the thematic analysis for the two tasks separately. First, we performed a thematic analysis for the credit scoring task. Then, to test the generalizability of the codes and themes, we ran a validation sub-study to code the reasons for employee satisfaction tasks using the codes and themes from the credit scoring task. This sub-study aimed to validate the model from the credit scoring domain, that is, to learn to what extent the codes and themes from the credit scoring domain translated to employee satisfaction.

6.1 Qualitative Analysis for Credit Scoring Task

To perform the thematic analysis, we followed the steps outlined in the existing literature on thematic analysis [10, 21, 56]. In particular, we followed Nowell et al. [56], who provide a step-by-step guide to ensure that this qualitative data analysis is precise, consistent, and exhaustive. We formed a group of three (all authors on the article), with the lead author analyzing and documenting the process, the codes, and the themes. Two other members verified the codes and themes by critically analyzing these, and through triangulation, the three researchers decided on the final list of codes and themes after multiple iterations. During coding, it became clear that it was helpful to organize the codes according to whether or not they could be used to predict the participants’ choices. We coded reasons as *non-predictive* if the participant was justifying the choice and indicated what factor the participant considered was the most important when making a choice, but we could not determine which specific explanation the participant chose based on this response. Otherwise, the code was predictive, and of the four themes, three contained predictive codes. The four themes were *Action-related*, *Language-related*, *Usefulness/practical*, and *Non-predictive*.

Figure 2 shows the themes and codes that resulted from the thematic analysis. Definitions for the codes can be found in Appendix D.
Fig. 2 Themes and codes.
**Action-related:** This theme encompassed all responses that we considered to be action-related. Most participants preferred directive explanations precisely because they explicitly told the recipient (e.g., the customer) what he or she needed to do. We saw earlier that individual preferences influenced preference for explanation type. Participants were split between the two directive explanations, and some did not want directives. Several participants preferred the directive explanation because it had multiple options. For example, P15 stated:

“This explanation provides alternatives for Amir to get a higher spending limit.”

The directive-generic explanations were meant to promote the autonomy of the individuals trying to achieve recourse. This was indeed recognized by participants choosing directive-generic explanations and summarized well by P9:

“The preferred option [directive-generic] is the most flexible in terms of how Evan can increase their income. It doesn’t limit him to just getting another job, but he can get creative with how to increase his income.”

Other participants chose directive-specific explanations because this explanation type was specific. That is, it provided clear actions for an individual to take. For example, P42 provided the following reason for choosing the directive-specific explanation:

“My first preference [directive-specific] gives her a realistic option on what she has to do. My 2nd option [directive-generic] is not bad but doesn’t seem to be as specific. The 3rd preference [non-directive] is honest but will leave the customer wondering what to do next.”

Not everyone preferred directive explanations. There were several reasons participants were not attracted to directives. Participants chose the non-directive explanation because they did not prefer to tell the recipient what to do. In these circumstances, the non-directive explanation was sufficient to indicate to the recipient when the decision would change instead of providing directives. For example, P53 stated:

“Option one [non-directive] because two [directive-specific] and three [directive-generic] are telling her what to do and will make them mad.”

We also found that participants carefully analyzed the directives when choosing the directive explanations, looking at the practical value of the suggested directives in the short term or the long term. For example, P20 provided the following reason for selecting a directive explanation (the loan was approved):

“It [directive-generic] provides reasons for the approval but also ways in which he can ensure he continues to get approved in the future.”

Knowing what one is doing right may be particularly important for business customers, who may require credit multiple times over the life of the business.

**Usefulness/practical:** This theme included all reasons that alluded to the usefulness or practicality of explanations. We included counterfactual information in all explanations. Participants found the counterfactual information useful not only to know when the decision of the ML model would change but also to understand the limits or the decision boundary. For example, in scenarios with approved loans, participants often selected explanations because the explanation had information about the decision boundary that could help customers behave to ensure approval in the future. For example, P27 mentioned that:

“The explanation I chose [directive-specific] explains why he was denied the best and what amount he could apply for and be approved.”
Several participants tried to imagine how reasonable or feasible the explanation would likely be for the recipient. For example, P43 provided the following justification for their choice:

“I picked [directive-generic] based on how feasible I thought each strategy would be.”

The above example indicates that participants were engaging in perspective-taking and trying to judge the cost of the directives suggested for the recipient.

The explainer may not always be aware of how costly or how actionable the explanation truly is. One way for the explainer to know the hidden costs is through dialogue [49, 68], that is, explicitly requesting this information. This suggests that dialogue is probably necessary when there is uncertainty around the feasibility of an actionable counterfactual explanation.

Finally, many participants did not feel the need to explain, especially when the loan application was approved or the employee was unlikely to resign. If the participant indicated that an explanation was unnecessary, they typically chose the non-directive. For example, P4:

“He got approved. He’s not looking for a long-winded explanation of why, just the simplest (if he read the explanation at all).”

**Language-related:** This theme encompassed all responses that suggested that language-related factors influenced the participant’s choice. Participants were attracted (mostly toward non-directive explanations) to simple, short, or direct explanations. We found that participants were particularly attracted to non-directive explanations in Scenario 3. In this scenario, the customer’s loan was denied because of the income, and the two directive explanations suggested that the customer could increase his income by changing his job, finding a second job, or getting a promotion. Many participants found these two explanations “condescending” or “impolite.” For example, P6 wrote:

“The first two options [directive-specific and directive-generic] feel condescending and don’t take into account Evan’s personal situation. He may not be able to increase his income. The third one [non-directive] is more matter-of-fact and doesn’t try to get into Evan’s personal life.”

We note that our suggestions in the directive explanations are very similar to the tips commonly found on financial advice websites. It appears that people may be comfortable reading this information on their own but not being “told” to do so within an explanation. As such, from an algorithmic standpoint, it appears that there may be specific attributes/features for which a non-directive explanation is a more reasonable option than telling people how to act.

**Non-predictive reasons:** Our final theme was created to cater to responses that did not predict the explanation type chosen by participants, which is why they are described as non-predictive. There were four sub-themes under the non-predictive theme: readability/informative, tone, opinion, and miscellaneous. Many participants justified their choice in terms of the clarity of the explanations or if explanations were informative. For example, P34 stated:

“This explanation [directive-generic] is clear and is easily understandable when compared to others.”

We observed that participants justified their choice based on tone, that is, how polite or friendly the explanations were, how diplomatic or professional they sounded, or how it would have made the recipient feel. For example, P26 wrote that an explanation could come out as impolite:

“Because that explanation [directive-specific] gently explains the customers the whole scenario rather then being just rude. they told if instalment is been missed for 6 months| that’s a clear point they made for customer. and customer will also know the dead ends.”

Some participants justified their choice by expressing an opinion toward an explanation:
Finally, many other codes were thin and fell under the non-predictive category; we decided to collect them under the miscellaneous sub-theme.

6.2 Qualitative Analysis for Employee Satisfaction Task

We ran a validation study to test the generalizability of the codes and themes we had identified when coding the reasons from the credit scoring task. The goal of this study was to validate the model, that is, to see to what extent the codes and themes translated to another domain. To do this, we recruited six coders. We introduced the codebook from the first study to the six coders by having an initial 30-minute briefing where the lead author explained the goal of the task (which was to code the reasons so that we could understand why a participant chose a particular type of explanation), the existing codebook from study 1 with examples, and the procedure that the coders had to follow. Following this, the coders did a 60-minute tutorial prepared by the lead author that explained how the lead author would have coded a few examples. The tutorial also included a practice set of 10 reasons for the participant to get familiar with the codebook. We held a further 45-minute briefing to clarify any questions and go through six further examples. The participants had around 3.5 hours to code around 180 reasons. We used Qualtrics to administer the task, and the coders were compensated at AUD $50 per hour. Because we had around 360 reasons to code, we split the reasons into two groups of 180 reasons and created a separate survey for each group of 180 reasons. We randomly allocated the six coders to one of the surveys.

For each reason, we provided the coders with a simplified version of the employee profile, the participant’s selected explanation, and the two other valid explanations that the participant received. For each explanation, we included the explanation type (non-directive, directive-specific, and directive-generic) so that the coders were aware of the explanation type chosen by the participant and could use this information to code the reason better. Recall that for the credit scoring domain, we coded reasons as non-predictive if the participant was justifying the choice and indicated what factor the participant considered was the most important when making a choice, but we could not determine which specific explanation the participant chose based on this response. Otherwise, the code was predictive, and of the four themes, three contained predictive codes. We included the explanation type to help the coders follow the same process.

Following the employee profile and explanations, we provided the reason the participant provided us for their most preferred explanation. After the reason, we listed the 54 codes from study 1 as multiple-choice options; coders could choose more than one, and if none of the codes appropriately described the reason, they selected the miscellaneous:other option. Coders were also allowed to list any new codes that they felt were appropriate for the reason. The instructions to the coders were to be as granular as possible when coming up with new codes, and the lead author provided examples of how to do this during the initial meetings. The coders assessed each reason one at a time with the option of returning to previously coded reasons. However, no coder did this because of the inconvenience of clicking the back button repeatedly. We configured Qualtrics so that a coder could stop multiple times and complete the coding over multiple days. Most coders completed the task within 2 working days.

We analyzed the data for the two groups of 180 reasons separately and then combined the results of the two surveys. Our first analysis was to see the number of new codes (or themes) that were required. The six coders generated eight new codes that covered 3% of the codes. That is, 97% of reasons could be coded using the model produced in the credit risk study.

Next, we investigated the agreement at the code level. We only counted codes that two of the three coders assigned to each reason. The rationale is that it is possible for coders to choose similar
but not the same codes for a reason. For each reason, the coders had a choice of 54 codes. We took
the majority code—if two coders assign the same code to a reason, we assume it is the correct
code(s). At least two coders assigned the same code for 254/360 (70%) reasons, and we discarded
the other 30% before further analysis.

We also analyzed the agreement at the theme level. Naturally, a theme consists of multiple codes,
and coders could choose different codes within each theme. Therefore, we looked at whether the
coders agreed on the theme. Note that the coders were responsible for assigning the codes, not
the themes. At a theme level, the agreement was 91%. Overall, we observed that the codes and
themes from the credit scoring domain had good coverage (it covered 97% of the reasons from the
employee satisfaction domain).

The top two themes were Action-related (33% of codes) and Usefulness/practical (20%). The
opinion and miscellaneous themes were 17% and 16%, respectively. Finally, the lowest two were
Readability/informative and Language with 9% and 5% of the codes, respectively.

7 DISCUSSION
In this article, we proposed directive explanations, that is, explanations that give individuals di-
rectives for recourse for machine learning decisions. We assert that actionable explanations can
be improved by explicitly providing people with a single or a sequence of actions to change the
decisions. We evaluated the preference for and perception toward directive explanations over non-
directive ones through two user studies, one in the space of credit scoring and the other in em-
ployee satisfaction domains.

Our quantitative analysis indicates a strong preference for the two directive explanations. The
participants’ first and second preferences were mostly for the two directive explanations. In the
credit scoring domain, 69% chose one of the two directive explanations as their most preferred
explanation, and for the employee satisfaction domain, 86% did so. Our results suggest that the
two directive explanations complement (non-directive) counterfactual explanations [54, 59, 76, 78].
While we show that explanations should be directive, we found that participants were spread
between directive-specific and directive-generic explanations between the two domains.

Participants chose directive-specific explanations because they provided a specific solution to
help the recipient achieve recourse, particularly when the decision was not favorable (when the
loan was denied or an employee was likely to resign). For example, in the second study, one of the
participants liked that the directive-specific explanation provided specific advice:

“I chose my most preferred explanation [directive-specific] because it gets at the root of
the problem (travel) and offers up a good suggestion on how to solve that problem.”

Conversely, sometimes participants preferred directive-generic explanations because they were
perceived as providing some autonomy for people to choose their own specific course of action
to achieve recourse. This finding echoes that of Binns et al. [8], who reported that their partici-
pants thought that providing alternatives to people when the decision is not favorable was a good
idea. Generally, directive-generic explanations are most suitable when someone prefers options
or at least has or feels some sense of agency when deciding the specific course of action. For ex-
ample, a participant provided the following reasoning in study 2 for choosing a directive-generic
explanation:

“I like this reason [directive-generic] because it set clear goals for which areas need to
be improved, specially travel and job satisfaction, which is in line with her responsibility
expectation when she accepted the job. Also, it gives suggestion to achieve the goals while
allowing freedom to the supervisor to choose the means and methods.”
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We noted a higher preference for directive-generic explanations in the employee satisfaction domain. We believe that this could be due to a few reasons. First, participants were slightly more familiar with the credit domain than the employee domain (69% stated that they were between moderately and extremely familiar with the credit domain, while 57% stated that they were between moderately and extremely familiar with the employee domain). This could be why people were more comfortable suggesting directive-specific explanations in the credit domain and directive-generic explanations in the employee domain. Second, we believe that most people would have their own ideas on improving job satisfaction, which would have a lot of personal preferences. Therefore, it was potentially easier for the HR officer to leave the specific course of action that the employee’s supervisor would take to improve the job satisfaction of the concerned employee. On the other hand, recourse for credit scoring is about changing behavior to “game” the credit scoring model, with which many people would have limited experience, so more concrete advice would be appreciated.

While we saw significant support for directive explanations, around 31% and 13% of responses in the two domains were for non-directive explanations. One of the main reasons participants sometimes chose non-directive explanations was the decision; many participants suggested that when the decision is favorable, the most important information is when the decision is likely to change (counterfactual information) and not necessarily how that would happen, as one of the participants describes below:

“I like the basic and simple explanation that overtime could cause him to resign [non-directive]. I don’t think you should try to give a reason for it, just whether or not it happens.”

Various other factors potentially influenced the choice of an explanation type. In some scenarios, the choice was impacted by social factors. In one credit scoring, the directive explanation suggested that the customer change jobs, do part-time work, or try to get a promotion to increase their income (these recommendations are common on various websites that provide financial advice). For this scenario, participants were almost evenly distributed between the explanation types. However, many participants highlighted that it was condescending to tell people to change their jobs. In several scenarios in the employee satisfaction domain, we found that the participants were choosing directives based on which one makes an employee happier. For example, one of the participants wrote the following for choosing a directive-generic explanation:

“I choose my most preferred over the others because it gives the suggestion to remove his over time but would allow him to do the projects more effectively and quicker, saving the company both time and money and probably making him a happier employee.”

Socio-technical systems usually have many stakeholders. For example, credit risk assessment involves customers, data modelers, model builders, model users (such as loan officers), and others. The roles influence the relevance of different types of explanations [32, 73]. This could explain why some participants found directive explanations helpful while others did not.

The above discussions imply that it is not straightforward to select between explanation types, reinforcing that we cannot decide a priori whether non-directive or directive explanations are more suitable for all individuals in all circumstances. This finding is not limited to directives explanations. For example, Ehsan et al. [27] found that for rationale generation, participants’ requirements for the type of explanation was context-dependent; they preferred short and simple rationales to understand agents, but detailed rationales for identifying failure or unexpected behavior. Thus, the explanation type choice is influenced by individual, social, and contextual factors, and what is or is not actionable must be identified by the individual concerned [46, 58, 79].
To summarize:

- We find a clear preference for the two directive explanations over non-directive counterfactual explanations in two domains; the non-directive explanation was the least preferred explanation type.
- Directive-specific explanations are more suited to scenarios where the outcome is unfavorable. We found that in scenarios where the loan was denied or the employee was likely to leave, the participants strongly preferred directive-specific explanations. This suggests that in the two domains, explanations should be constructed so that there are options for people to receive directive explanations. We find a strong preference for it, which suggests that people will find it useful.
- The domain may influence the preference for the two directive explanations (see discussion above for a higher preference for directive-generic explanation in the employee satisfaction domain).
- Non-directives are unsuitable when the outcome is favorable for the credit scoring domain. The non-directive explanations provide decision boundaries that will be useful to continue good financial behaviors. In the employee satisfaction domain, the dominant preference for a directive-generic explanation could be because people may want to encourage positive behaviors and keep people employed for longer.

7.1 Limitations

Our studies involved an automated system explaining to an intermediary why the automated system made a particular decision, such as denying a loan. The intermediary then selected one of four possible explanations to provide to the client. In many contexts, such as loan applications, we believe that an automated system assists people (loan officers) who assist others (customers). Therefore, this setup allows us to understand what a human considers relevant when explaining decisions to another human and provide insights from this perspective. However, we do acknowledge that our study is limited to these settings.

We noted limitations in terms of the context that we explored. In the credit scoring domain, participants felt that explanations were of no value when loans were approved. However, we do not believe this holds in all contexts. For example, if we had told the participants that the customer was a business customer who regularly applies for loans, this may have elicited a different response from these participants; for someone who applies for loans regularly, knowing why a loan was approved is useful as it indicates what they should do next time they apply for a loan.

To have confidence that directive explanations were useful in different domains, we conducted studies in credit scoring and human resource spaces. However, we need further studies in other domains to fully understand the implications of directive explanations.

We were also limited by the data collection method, as we could not run this in a lab setting due to social isolation restrictions resulting from the COVID-19 pandemic. Had we run it in a lab setting, there were many instances where we would have asked follow-up questions to the participants. As such, the input provided by the participants through the two open-ended questions could be improved if we had the opportunity to clarify the responses.

Furthermore, all participants in our studies were from the United States, and we could potentially observe a different result if we recruited participants from different countries. Several factors, such as cultural values, may influence preferences [20]. For example, users from different backgrounds responded differently to robot recommendations (Asian participants changed their decisions more than US-based participants when collaborating with robots) [80]. Therefore, it is likely that users outside of the United States may have different explanation type preferences.
7.2 Future Work

The results of our present study indicate support for both non-directive and directive explanations. First, we identified that preferences for directive vs. non-directive explanations depend on multiple factors. Further work is required to clarify why these factors matter and how they influence the selection of the explanation types across domains. Such exploration could include studying preferences from a different perspective, such as from the perspective of the loan applicant or the employee’s supervisor.

Further work is needed to understand the effectiveness of directive explanations. Our results show a clear preference for directive explanations. The next step will be to show how effectively they improve actionability. Our scenario design does not consider the cost of changing an attribute or the feasibility of the actions, and we found that participants reflected on this and it surfaced in the thematic analysis. Future work should explore scenario framing to control cost and feasibility and study the implications on preferences.

The actions we used in our MDP model were sourced from multiple public websites to get good coverage of the types of recommendations that could be included in the directive explanations. Future work could look at other ways to gather appropriate actions, such as from experts or crowdsourcing.

Efficient models are needed to generate directive explanations. Recently, Karimi et al. [38] proposed using structural causal models as one option. Madumal et al. [50] also showed that people may better understand models that employ a causal lens to generate explanations. Future work could also involve generating and evaluating diverse directives [41] and comparing MDP-based models to structural causal models [22, 33, 37, 52, 74].

While we have not considered diverse directives, there are numerous methods to measure the plan differences, and we could use these to devise a metric to compute multiple diverse directives [12, 41]. Moreover, we could use the rewards computed by the model to inform the user of the model’s preferences over these directives to make the selection easier for the user.

Another avenue for increasing diversity is by considering multiple counterfactuals. In recent work, Dandl et al. [23] proposed the Multi-Objective Counterfactuals (MOC) method and used multi-objective optimization to find a diverse set of counterfactuals with different tradeoffs between the proposed objectives. We could also combine the method in [23] with the one proposed by [13], which uses counterfactual constraints to search for a limited but more desirable set of counterfactuals. Once we have the diverse set of counterfactuals, we could use our model to generate directives for each and present these to the user as options with the hope that this further increases the actionability of directive explanations. This approach may also be relevant for multiclass problems, especially when the user may have preferences for multiple different outcomes (classes).

We could consider ways to personalize explanations. Research suggests providing multiple non-directive explanations in the hope that one of them will be actionable for the recipient [65, 77, 78]. Our results show that not all individuals wish to receive multiple explanations. At the same time, knowing the cost of action for an individual is also important—some of our participants were thinking about this, so an automated system should also consider this. One way to establish the cost of a certain action is through an interaction with individuals (see, e.g., [68]). Through dialogue, we can identify the actions individuals are more comfortable with and, therefore, better personalize the explanation to the individual’s preferences and circumstances. We could also explore asking individuals their preferences over feature values and constraining the counterfactuals to satisfy these constraints, as suggested in [67]. This approach does require individuals to divulge personal information [77], but the benefit is that they may be able to receive a more tailored and better explanation.
In recent work, [13] proposes using counterfactual constraints and distance measures to study the robustness of machine learning models across each feature. In the credit scoring domain, they showed that their method generated counterfactual explanations that allow designers to understand the robustness of machine learning models. Future work could explore the different distance measures and their impact on the model we use to generate the directives.

Finally, we could extend our work by explaining why the model believes the directives are likely to help the users achieve their goals. There is growing literature in the space of explainable planning [19, 29, 44, 69] that we could leverage concerning explaining why the suggested directive is more likely to help users achieve their goals over other possibilities.

8 CONCLUSION

We formally defined and investigated directive explanations in this article. These explanations provide individuals directives for recourse of machine learning decisions, that is, inform people on how to act. The pursuit of our goal to investigate people’s perception toward directive explanations leads us to some interesting findings. Although we demonstrated significant support for directive explanations, we conclude that we cannot always please all people. Explanation preference is subjective and depends on multiple factors; thus, we cannot generically determine the most suitable type of explanation. This reinforces the call to take a human-centered and situation-specific approach to explainable AI, especially when looking at ways of making explanations actionable.
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