ON A CLASS OF SPECTRAL PROBLEMS ON THE HALF-LINE AND THEIR APPLICATIONS TO MULTI-DIMENSIONAL PROBLEMS
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Abstract. A survey of estimates on the number $N_{-}(M_{\alpha G})$ of negative eigenvalues (bound states) of the Sturm-Liouville operator $M_{\alpha G}u = -u'' - \alpha G$ on the half-line, as depending on the properties of the function $G$ and the value of the coupling parameter $\alpha > 0$. The central result is Theorem 5.1 giving a sharp sufficient condition for the semi-classical behavior $N_{-}(M_{\alpha G}) = O(\alpha^{1/2})$, and the necessary and sufficient conditions for a "super-classical" growth rate $N_{-}(M_{\alpha G}) = O(\alpha^{q})$ with any given $q > 1/2$. Similar results for the problem on the whole $\mathbb{R}$ are also presented. Applications to the multi-dimensional spectral problems are discussed.

1. Introduction

1.1. Preliminary remarks. The main goal of this paper is to give a comprehensive survey of the results on the estimates of the number of the negative eigenvalues (bound states) of the Sturm-Liouville operator on the half-line $\mathbb{R}_{+}$, of the form

$$(M_{G}u)(t) = -u''(t) - G(t)u(t), \quad t > 0; \quad u(0) = 0.$$  

The function $G \geq 0$ is always supposed to be integrable over any interval $(a, b)$, $0 < a < b < \infty$. Further conditions on $G$ will be imposed later. The operator $M_{G}$ acts in the Hilbert space $L_{2}(\mathbb{R}_{+})$ and is defined via its quadratic form,

\begin{equation}
    m_{G}[u] = \int_{0}^{\infty} (|u'|^{2} - G|u|^{2})dt, \quad u \in H^{1,0}(\mathbb{R}_{+}) = \{u \in H^{1}(\mathbb{R}_{+}) : u(0) = 0\}.
\end{equation}

The conditions guaranteeing that this quadratic form is bounded from below and closed, are well known, and we recall them in the beginning of Section 5.

Such problems are of their own interest. Besides, they frequently arise in the spectral analysis of some multi-dimensional problems, where they may strongly affect the behavior of the spectrum. We illustrate it by some examples in Section 6.

Given a self-adjoint, bounded from below operator $A$ whose negative spectrum is discrete, we denote by $N_{-}(A)$ the number of its negative eigenvalues, counted with multiplicities. So, we study the quantity $N_{-}(M_{G})$ as depending on the properties of $G$.

Historically, the first result in this direction was the famous Bargmann estimate [1]:

\begin{equation}
    N_{-}(M_{G}) \leq \int_{0}^{\infty} tG(t)dt.
\end{equation}
The next result, usually called Calogero estimate, was obtained simultaneously and independently in the papers [13, 16]. It says that if the potential \( G \) is monotone, then

\[
N_-(M_G) \leq \frac{2}{\pi} \int_0^\infty \sqrt{G(t)} dt.
\]

As a rule, one considers this problem not for an "individual" potential \( G \), but rather for the family \( \alpha G \), where \( \alpha > 0 \) is a large parameter (the coupling constant). The corresponding family of operators is given by

\[
(M_{\alpha G}u)(t) = -u''(t) - \alpha G(t)u(t), \quad t > 0; \quad u(0) = 0.
\]

Here one is interested in the behavior of the function \( N_-(M_{\alpha G}) \) as \( \alpha \to \infty \). The "semi-classical" behavior

\[
N_-(M_{\alpha G}) = O(\alpha^{1/2})
\]

is typical, it occurs if the potential \( G \) decays fast enough. For slowly decaying potentials a "super-classical" behavior

\[
N_-(M_{\alpha G}) = O(\alpha^q), \quad q > 1/2
\]

(as well as non-powerlike behavior) is also possible.

The further results discussed in this paper are mostly due to M.Sh. Birman, to the author of the present paper, and to our students and colleagues. The most important facts are collected in Theorem 5.1 that gives a sharp (close to the necessary) condition on \( G \) for the semi-classical behavior (1.5), and also the necessary AND sufficient condition for the behavior as in (1.6), with any given \( q > 1/2 \). Usually, these estimates were being obtained as a "by-product", in the course of the analysis of various multi-dimensional problems of a similar nature. For this reason, the results for the operators (1.4) were often published in an insufficiently complete form, and they did not draw enough attention of the specialists in the field. That is why the author considers it useful to collect the basic facts in one short survey paper. The central results are given with proofs.

We also describe several typical multi-dimensional problems, whose spectral analysis uses these results as an important ingredient. We would like to stress the special role of the super-classical estimates in this analysis.

Substituting in (1.2) \( \alpha G \) for \( G \), we see that the Bargmann estimate gives an excessive rate of growth (1.6), with \( q = 1 \). The estimate (1.3) gives the semi-classical growth (1.5), however, only for the monotone potentials. For non-monotone potentials the problem remained open for a long period of time.

Starting from the seminal papers by Birman [3] and by Schwinger [27], it became standard to consider, along with the family \( M_{\alpha G} \), the corresponding Birman - Schwinger operator \( T_G \). This operator acts in the "homogeneous" Sobolev space

\[
\mathcal{H}^{1,0}(\mathbb{R}_+) = \{ u \in H^1_{\text{loc}}(\mathbb{R}_+) : u(0) = 0; \ u' \in L^2(\mathbb{R}_+) \},
\]

it is generated by the quadratic form

\[
t_G[u] = \int_0^\infty G(t)|u(t)|^2 dt.
\]

For the problems we discuss in this paper, the operator \( T_G \) is compact. Given a compact, self-adjoint operator \( T \geq 0 \) and a number \( s > 0 \), we write \( n_+(s, T) \) for the number of
eigenvalues $\lambda_k(T)$ (counted with multiplicities), such that $\lambda_k(T) > s$. More generally, for any countable family $S$ of non-negative numbers we write

$$n_+(s, S) = \#\{x \in S : x > s\}.$$  

So, $n_+(s, T) = n_+(s, \{\lambda_k(T)\})$. By the classical Birman – Schwinger principle, the equality

$$N_-(M_{\alpha G}) = n_+(s, T_G), \quad s = \alpha^{-1},$$  

is valid for any $\alpha > 0$. This allows one to reduce the study of the function $N_-(M_{\alpha G})$ to spectral estimates for the ”individual” operator $T_G$. Its spectrum can be calculated using the Rayleigh quotient

$$R(u) = \frac{\int_0^\infty G(t)|u(t)|^2dt}{\int_0^\infty |u'|^2dt}, \quad u \in H^{1,0}(\mathbb{R}_+).$$  

This reduction was applied to the estimates of $N_-(M_{\alpha G})$ in the paper [6], where also the multi-dimensional problems of this type were analyzed. The next statement is a particular case (for $l = 1$ and $(a, b) = \mathbb{R}_+$) of Lemma 3.1 in [6], ”translated” into the language of operators $M_{\alpha G}$.

**Proposition 1.1.** Let $G \geq 0$ be such that for some non-increasing function $\varphi > 0$ on $\mathbb{R}_+$ we have

$$R := \int_0^\infty \frac{dt}{\varphi(t)} < \infty, \quad S := \int_0^\infty G(t)\varphi(t)dt < \infty.$$  

Then the estimate is satisfied:

$$N_-(M_{\alpha G}) \leq C\alpha^{1/2}RS,$$  

with some constant $C$ independent of the potential $G$.

This estimate applies to arbitrary (i.e., not necessarily monotone) potentials and gives the semi-classical growth as $\alpha \to \infty$. If $G$ is monotone, then the choice $\varphi = \sqrt{G}$ gives estimate (1.3), up to the value of the estimating constant. Note also that the Weyl type asymptotic formula

$$N_-(M_{\alpha G}) \sim \pi^{-1}\alpha^{1/2} \int_0^\infty \sqrt{G}dt, \quad \alpha \to \infty,$$  

is valid under the assumptions of Proposition 1.1; this also was shown in [6].

It turned out later that it is more convenient to use another type of estimates, expressing the conditions on $G$ in terms of the number sequence

$$\mathfrak{z}(G) = \{\mathfrak{z}_j(G)\}_{j \in \mathbb{Z}} : \quad \mathfrak{z}_j(G) = 2^j \int_{I_j} G(t)dt \quad \text{where} \quad I_j = (2^{j-1}, 2^j).$$  

As we will see in Section 3, this language is adequate for the problems considered: it allows us to give conditions that guarantee the membership of $T_G$ in various operator classes. These conditions are sharp, and in many important cases even necessary and sufficient.

**Acknowledgements.** The author expresses his gratitude to G. Rozenblum for useful suggestions and valuable discussion.
2. Classes of number sequences and classes of operators

The conditions on the sequence $\mathfrak{z}(G)$ will be formulated in terms of the spaces $\ell_q$ and their weak analogs $\ell_{q,\infty}$, and the results on the operator $T_G$ will be formulated in terms of the Neumann-Schatten ideals $\mathfrak{S}_q$ and their weak analogs that we denote by $\Sigma_q$.

Given a number sequence $x = \{x_k\}$, we write $|x| = \{|x_k|\}$. A sequence $x$ lies in $\ell_{q,\infty}$, $q > 0$, if and only if

$$\|x\|_{q,\infty} := \sup_{s > 0} s^q n_+(s, |x|) < \infty.$$  

The functional $\| \cdot \|_{q,w}$ is a quasi-norm in $\ell_{q,\infty}$. This means that instead of the standard triangle inequality, a weaker property

$$\|x + y\|_{q,w} \leq c(q)(\|x\|_{q,w} + \|y\|_{q,w})$$

is satisfied, with some constant $c(q) > 1$ that does not depend on $x, y$. The quasi-norm (2.1) generates a topology on $\ell_{q,\infty}$, in which this space is non-separable. The closure of the set of elements $x$ with only a finite number of non-zero terms is a separable subspace in $\ell_{q,\infty}$. It is denoted by $\ell^0_{q,\infty}$.

If $q > 1$, and only in this case, there exists a norm on $\ell_{q,\infty}$, equivalent to the above quasi-norm. However, even when $q > 1$, we will use the quasi-norm $\| \cdot \|_{q,\infty}$ for the estimates.

Let us also recall that the spaces $\ell_q$ with $q < 1$ are quasi-normed with respect to the standard quasi-norm

$$\|\{x_j\}\|_q = (\sum_j |x_j|^q)^{1/q}.$$  

These spaces are non-normalizable. It is clear that $\ell_q \subset \ell^0_{q,\infty}$ for any $q > 0$.

By definition, the space $\mathfrak{S}_q$, $0 < q < \infty$, is formed by the compact operators $T$, whose sequence of singular numbers $\{s_k(T)\}$ lies in $\ell_q$. The spaces $\Sigma_q$ and $\Sigma^0_q$ are formed by the compact operators, such that this sequence lies in $\ell_{q,\infty}$, or in $\ell^0_{q,\infty}$ respectively. The (quasi-)norms in these spaces are induced by this definition. Recall that $\mathfrak{S}_\infty$ standardly denotes the space of all compact operators.

For any sequence $x \in \ell_{q,\infty}$ of non-negative numbers we define the (non-linear) functionals

$$\Delta_q(x) = \limsup_{s \to 0} s^q n_+(s, x), \quad \delta_q(x) = \liminf_{s \to 0} s^q n_+(s, x).$$

It is clear that $\delta_q(x) \leq \Delta_q(x) \leq \|x\|_{q,\infty}^q$ and $\ell^0_{q,\infty} = \{x \in \ell_{q,\infty} : \Delta_q(x) = 0\}$.

For a non-negative operator $T \in \Sigma_q$ we define

$$\Delta_q(T) = \Delta_q(\{s_k(T)\}), \quad \delta_q(T) = \delta_q(\{s_k(T)\}).$$

See the book [12] for more detail about the spaces $\mathfrak{S}_q, \Sigma_{q,\infty}, \Sigma^0_{q,\infty}$, including the case $q \leq 1$.

3. Main results on the operator $T_G$

Here we formulate our main results. Their proofs, or the necessary references, will be given in the next section. Given a potential $G$, we define the sequence $\mathfrak{z}(G)$ as in (1.11), and the operator $T_G$ in the space $\mathcal{H}^{1,0}(\mathbb{R}_+)$, associated with the quadratic form (1.7) (or, equivalently, with the Rayleigh quotient (1.9)).
Our first result is rather elementary. It shows that the conditions of the boundedness and of the compactness of the operator $T_G$ can be conveniently expressed in terms of the sequence $z(G)$.

**Theorem 3.1.** The operator $T_G$ is bounded if and only if $z(G) \in \ell_\infty(\mathbb{Z})$, and

$$\frac{1}{2} \|z(G)\|_\infty \leq \|T_G\| \leq 8 \|z(G)\|_\infty.$$  

The operator $T_G$ is compact if and only if $z_j(G) \to 0$ as $j \to \pm \infty$.

In Subsection 4.1 we derive it from a well-known criterion due to Hille.

The next theorem gives a simple, but quite useful lower estimate for the function $n_+(s, T_G)$. Its proof is given in Subsection 4.2.

**Theorem 3.2.** Let $G \geq 0$ be a function on $\mathbb{R}_+$, such that the operator $T_G$ is compact. Then for any $s > 0$ the estimate is satisfied,

$$2n_+(s, T_G) \geq n_+(\gamma s, z(G))$$

where $\gamma > 0$ is an absolute constant.

The following result gives a general sufficient condition for the inclusion $T_G \in \Sigma_{1/2}$ and for the Weyl type asymptotic behavior of the function $n_+(s, T_G)$. This corresponds to the semi-classical behavior of the function $N_-(M_{sG})$ in the large coupling constant regime. The result goes back to the lectures [11], see §4.8 there. Taking into account its importance, we present the proof (in Subsection 4.3).

**Theorem 3.3.** Suppose $z(G) \in \ell_{1/2}$. Then $T_G \in \Sigma_{1/2}$, and there exists a constant $C > 0$, such that

$$\|T_G\|_{1/2, \infty} \leq C \|z(G)\|_{1/2},$$

or, equivalently,

$$n_+(s, T_G) \leq Cs^{-1/2} \sum_{j \in \mathbb{Z}} j^{1/2}(G).$$

Under this assumption the Weyl type asymptotic formula holds:

$$n_+(s, T_G) \sim \pi^{-1}s^{-1/2} \int_0^\infty \sqrt{G} dt, \quad s \to 0.$$

Theorem 3.3 is slightly stronger a result compared with Proposition 1.1; this was proven in the paper [8], whose main purpose was to extend the results, already known for the operators of the type $T_G$, to higher order operators, and to similar problems on vector-valued functions.

Theorem 3.3 gives a very convenient, but still only sufficient condition for $T_G \in \Sigma_{1/2}$. The necessary condition, which is

$$T_G \in \Sigma_{1/2} \implies z(G) \in \ell_{1/2, \infty},$$

immediately follows from Theorem 3.2.

The necessary and sufficient condition for $T_G \in \Sigma_{1/2}$ is also known, it was obtained in [26], Theorem C. We present it below, without proof. To formulate it, we need one more notation. For any finite interval $I \subset \mathbb{R}_+$ and a non-negative function $G$ on $I$, we denote by $T_{G,I}$ the self-adjoint operator in $H^{1,0}(I)$, whose corresponding Rayleigh
quotient is similar to (1.9), but with the integration over $I$, on the domain $H^{1,0}(I)$. It is well-known that the function $n_+(s, T_{G,I})$ obeys the Weyl asymptotic law, and hence, $n_+(s, T_{G,I}) = O(s^{-1/2})$ as $s \to 0$. The assumption (3.6) below requires such estimate for the direct sum of Dirichlet problems on all intervals $I_j$.

**Theorem 3.4.** The two conditions:

$$ \mathfrak{z}(G) \in \ell_{1/2,\infty} $$

and

$$ \sup_{s>0} \sum_{j \in \mathbb{Z}} s^{1/2} n_+(s, T_{G,I_j}) < \infty, \quad I_j = (2^{j-1}, 2^j) $$

are necessary and sufficient for $T_G \in \Sigma_{1/2}$.

There are many ways to check the condition (3.6) in concrete situations. However, it cannot be expressed in terms of the sequence $\mathfrak{z}(G)$ alone.

The necessary and sufficient condition guaranteeing the validity of the asymptotic formula (3.5) was also established in [26], Theorem D. Its formulation is more involved, and we do not present it in this paper.

Based upon these two results, several examples of the potential $G$ were constructed in [26], such that $n_+(T_G) \sim cs^{-1/2}$, with some constant $c$ that differs from the one appearing in (3.5).

The last result in this section gives the necessary and sufficient conditions for the operator $T_G$ to lie in the spaces, intermediate between $\Sigma_{1/2}$ and $\mathfrak{S}_{\infty}$. It was obtained in [9], Section 6, and the detailed exposition was presented in [7]. The proof is outlined in Subsection 4.4.

**Theorem 3.5.** The operator $T_G$ belongs to $\Sigma_q, \Sigma_q^\circ$, or to $\mathfrak{S}_q$ with some $q \in (1/2, \infty)$ if and only if the sequence $\mathfrak{z}(G)$ lies in the corresponding class $\ell_{q,\infty}, \ell_{q,\infty}^\circ$, or $\ell_q$ respectively. The two-sided estimates are satisfied:

$$ c_q \mathfrak{z}(G) \|_{q,\infty} \leq \| T_G \|_{q,\infty} \leq C_q \mathfrak{z}(G) \|_{q,\infty}, $$

(3.7)

$$ c_q \Delta_q(\mathfrak{z}(G)) \leq \Delta_q(T_G) \leq C_q \Delta_q(\mathfrak{z}(G)), $$

(3.8)

$$ c_q \| \mathfrak{z}(G) \|_q \leq \| T_G \|_q \leq C_q \| \mathfrak{z}(G) \|_q. $$

(3.9)

**Remark 3.6.** Sometimes, one defines the sequence $\{\mathfrak{z}_j(G)\}$ by the equality $\mathfrak{z}_j(G) = \int_{I_j} sG(s)ds$. It is also possible to divide $\mathbb{R}_+$ into the family of intervals $(c^{j-1}, c^j)$ with an arbitrary $c > 1$. It is clear that all this affects only the values of the estimating constants.

**Remark 3.7.** The presence in (3.4) of the terms with $j \to -\infty$ reflects the fact that due to the Dirichlet boundary condition at $t = 0$ the admissible weight function $G$ may have a non-integrable singularity at this point. If for some additional reasons we restrict ourselves to the functions $G$ that are integrable in a vicinity of $t = 0$, then in (3.4) it is possible to replace the sum of terms with $j \leq 0$ by one term, $(\int_0^1 G(s)ds)^{1/2}$. This coarsens the upper estimate, but makes it look simpler. Clearly, the lower estimates in (3.7) and (3.9) do not survive. The lower estimate in (3.8) remains valid.

This was the way to define the sequence $\mathfrak{z}(G)$ in the lectures [11], and also in the paper [7]. In this connection, see also Subsections 5.1 and 5.2 of the present paper.
Remark 3.8. Estimate (3.9) for $q = 1$ says that the condition $\mathfrak{z}(G) \in \ell_1$ is necessary and sufficient for the operator $T_G$ to be trace class. This condition is equivalent to $\mathcal{I}(G) := \int tG(t)dt < \infty$. So, it yields Bargmann’s estimate (1.2), up to the constant factor. In this connection we note that actually, $\mathcal{I}(G) = \text{Tr} T_G$.

3.1. An unsolved problem. In all the results formulated above, we assumed $G \geq 0$. The results for sign-indefinite potentials then follow from the variational principle, since

$$N_-(M_\alpha G) \leq N_- (M_\alpha G_+), \quad 2G_+ = |G| + G.$$ 

In principle, it is possible that for such potentials the better estimates can be obtained, that take into account the interplay between the positive and the negative parts of $G$. Such estimates are known for the operator norm $\|T_G\|$, they follow from the results of the paper [24]. Much earlier, some qualified estimates for $N_-(M_\alpha G)$ with sign-indefinite $G$ were obtained in [14]. More recently this problem was analyzed in [17]. However, no estimates, giving for such potentials the order (1.5), are known till now, and establishing them is an interesting and important problem.

4. Proofs

4.1. Proof of Theorem 3.1. We will derive the desired result from the following statement that, in an equivalent form, is due to Hille [19].

Proposition 4.1. Let $G \in L_{1,\text{loc}}(0, \infty)$, $G \geq 0$. The operator $T_G$ is bounded if and only if

$$\beta_0(G) := \sup_{t>0} \left( t \int_t^\infty G(s)ds \right) < \infty.$$ 

If this condition is fulfilled, then

$$\beta_0(G) \leq \|T_G\| \leq 4\beta_0(G).$$

The operator $T_G$ is compact if and only if

$$t \int_t^\infty G(s)ds \to 0 \quad \text{as } t + t^{-1} \to \infty.$$ 

A simple proof of the first statement can be found, e.g., in [10], Proposition 4.3. The second statement follows in a standard way.

To derive from here Theorem 3.1, suppose first that $\mathfrak{z}_j(G) \leq K$ for all $j \in \mathbb{Z}$. Take any $t > 0$, and let $j_0 \in \mathbb{Z}$ be the unique number, such that $2^{j_0} < t \leq 2^{j_0+1}$. Then

$$\int_t^\infty G(s)ds \leq \int_{2^{j_0}}^\infty G(s)ds = \sum_{j>j_0} \int_{I_j} G(s)ds = \sum_{j>j_0} 2^{-j} \mathfrak{z}_j(G) \leq 2^{-j_0} K,$$

whence (4.1) is fulfilled with $\beta_0(G) \leq 2\|\mathfrak{z}(G)\|_{\infty}$.

Let now (4.1) be satisfied. Then

$$\mathfrak{z}_j(G) = 2^j \int_{I_j} G(s)ds \leq \beta_0(G),$$

and (3.1) is fulfilled with $\beta_0(G) \geq K/2$. The first statement of Theorem follows from (4.2). As in the case of Proposition 4.1, the second statement follows from here in a standard way, and this completes the proof.
4.2. Proof of Theorem 3.2. The next argument is borrowed from the paper [7], Subsection 4.3.

Let us fix an arbitrary non-negative function $f \in C_\infty^0(2^{-3/2}, 2^{1/2})$, such that $f(t) = 1$ for $1 < t < 2$, and denote $u_j(t) = f(2^{-j}t)$, $j \in \mathbb{Z}$. Note that the supports of $u_j$ and $u_{j+2}$ do not intersect. Besides,

$$ \int_{0}^{\infty} |u_j'(t)|^2 dt = 2^{-j}\gamma; \quad \gamma = \int_{0}^{\infty} |f'(t)|^2 dt,$$

and

$$ \int_{0}^{\infty} G|u_j|^2 dt \geq \int_{I_j} G dt = 2^{-j}\mathcal{J}_j(G).$$

If $u(t) = \sum_j c_j u_{2j}(t)$, then

$$ \int_{0}^{\infty} |u'(t)|^2 dt = \gamma \sum_j 2^{-2j}|c_{2j}|^2; \quad \int_{0}^{\infty} G|u|^2 dt \geq \sum_j 2^{-2j}\mathcal{J}_{2j}(G)|c_{2j}|^2.$$

By the variational principle this yields that

$$ n_+(s, T_G) \geq n_+(\gamma s, \{\mathcal{J}_j(G)\}).$$

The same inequality holds for the sequence $\{\mathcal{J}_{2j}(G)\}$ on the right. These two inequalities immediately imply (3.2). The proof is complete.

4.3. Proof of Theorem 3.3. Consider firstly the case of a finite interval $I = (a, b) \subset \mathbb{R}$. Let $Q_{I, G}$ be the operator that corresponds to the Rayleigh quotient

$$ (4.3) \quad \frac{\int_I G|u|^2 dt}{\int_I (|u'|^2 + |u|^2) dt}, \quad u \in H^1(I).$$

The eigenpairs of $Q_{I, G}$ solve the boundary value problem

$$ \lambda(-u''(t) + u(t)) = G(t)u(t), \quad a < t < b; \quad u'(a) = u'(b) = 0.$$

The behavior of its spectrum is well known. Estimate (4.4) below is the simplest particular case (for $m = l = a = 1, \Omega = I, \ d\rho = G dt$) of Theorem 4.1, Statement 2), in the book [11]. Besides, in Appendix we present its short proof that does not rely on the general techniques used in [11].

**Proposition 4.2.** Let $G \in L_1(I), G \geq 0$. Then there exists a constant $C = C(I) > 0$, such that

$$ (4.4) \quad n_+(s, Q_{I, G}) \leq C s^{-1/2} \left( \int_I G dt \right)^{1/2}. $$

The result survives, up to the value of the estimating constant $C(I)$, if we replace the denominator in (4.3) by $\int_I (|u'|^2 + |u|^2 t^{-2}) dt$.

Consider now the Rayleigh quotient (4.3) with the integration over the interval $I(h) = (ah, bh)$, $h > 0$. The substitution $t = hs$, $u(t) = v(s)$ reduces it to the form (4.3) for the original interval $I$, with the function $G_h(s) = h^2 G(hs)$. Applying the estimate (4.4), we get

$$ n_+(s, Q_{I(h), G}) \leq C s^{-1/2} \left( h \int_{I(h)} G dt \right)^{1/2}, $$

Proof of Theorem 3.2. The next argument is borrowed from the paper [7], Subsection 4.3.

Let us fix an arbitrary non-negative function $f \in C_\infty^0(2^{-3/2}, 2^{1/2})$, such that $f(t) = 1$ for $1 < t < 2$, and denote $u_j(t) = f(2^{-j}t)$, $j \in \mathbb{Z}$. Note that the supports of $u_j$ and $u_{j+2}$ do not intersect. Besides,

$$ \int_{0}^{\infty} |u_j'(t)|^2 dt = 2^{-j}\gamma; \quad \gamma = \int_{0}^{\infty} |f'(t)|^2 dt,$$

and

$$ \int_{0}^{\infty} G|u_j|^2 dt \geq \int_{I_j} G dt = 2^{-j}\mathcal{J}_j(G).$$

If $u(t) = \sum_j c_j u_{2j}(t)$, then

$$ \int_{0}^{\infty} |u'(t)|^2 dt = \gamma \sum_j 2^{-2j}|c_{2j}|^2; \quad \int_{0}^{\infty} G|u|^2 dt \geq \sum_j 2^{-2j}\mathcal{J}_{2j}(G)|c_{2j}|^2.$$

By the variational principle this yields that

$$ n_+(s, T_G) \geq n_+(\gamma s, \{\mathcal{J}_j(G)\}).$$

The same inequality holds for the sequence $\{\mathcal{J}_{2j}(G)\}$ on the right. These two inequalities immediately imply (3.2). The proof is complete.

4.3. Proof of Theorem 3.3. Consider firstly the case of a finite interval $I = (a, b) \subset \mathbb{R}$. Let $Q_{I, G}$ be the operator that corresponds to the Rayleigh quotient

$$ (4.3) \quad \frac{\int_I G|u|^2 dt}{\int_I (|u'|^2 + |u|^2) dt}, \quad u \in H^1(I).$$

The eigenpairs of $Q_{I, G}$ solve the boundary value problem

$$ \lambda(-u''(t) + u(t)) = G(t)u(t), \quad a < t < b; \quad u'(a) = u'(b) = 0.$$

The behavior of its spectrum is well known. Estimate (4.4) below is the simplest particular case (for $m = l = a = 1, \Omega = I, \ d\rho = G dt$) of Theorem 4.1, Statement 2), in the book [11]. Besides, in Appendix we present its short proof that does not rely on the general techniques used in [11].

**Proposition 4.2.** Let $G \in L_1(I), G \geq 0$. Then there exists a constant $C = C(I) > 0$, such that

$$ (4.4) \quad n_+(s, Q_{I, G}) \leq C s^{-1/2} \left( \int_I G dt \right)^{1/2}. $$

The result survives, up to the value of the estimating constant $C(I)$, if we replace the denominator in (4.3) by $\int_I (|u'|^2 + |u|^2 t^{-2}) dt$.

Consider now the Rayleigh quotient (4.3) with the integration over the interval $I(h) = (ah, bh)$, $h > 0$. The substitution $t = hs$, $u(t) = v(s)$ reduces it to the form (4.3) for the original interval $I$, with the function $G_h(s) = h^2 G(hs)$. Applying the estimate (4.4), we get

$$ n_+(s, Q_{I(h), G}) \leq C s^{-1/2} \left( h \int_{I(h)} G dt \right)^{1/2}, $$
with the constant $C = C(I)$ that does not depend on $h$. In particular, take $I = I_0 = (1/2, 1)$ and $h = 2^j$. Then we conclude that the estimate

\begin{equation}
(4.5) \quad n_+(s, Q_{I_j, G}) \leq C s^{-1/2} j^{1/2}(G)
\end{equation}

is satisfied with the constant that does not depend on $j \in \mathbb{Z}$. Now, applying the estimate $(4.5)$ to each interval $I_j$ and using the variational principle, we obtain (3.4).

The asymptotic formula (3.5) is well-known, say, for the potentials $G \in C_0^\infty(\mathbb{R}_+)$. This class is dense in the space defined by the condition $\mathfrak{N}(G) \in \ell_{1/2}$, and the formula (3.5) for all such potentials follows from the general theorem on the continuity of asymptotic coefficients, see Theorem 11.5.6 in the book [12].

The proof is complete.

4.4. **Proof of Theorem 3.5.** The upper estimates in (3.7), (3.8), and (3.9) follow from (3.1) and (3.3) by interpolation (we use the real interpolation method for the quasinormed spaces, see [2]). The lower estimates immediately follow from Theorem 3.2.

5. **Behavior of the function $N_-(M_{\alpha G})$. Related problems**

Using the Birman – Schwinger principle (i.e., the equality (1.8)), it is easy to reformulate the results of Section 3 in terms of the function $N_-(M_{\alpha G})$. Recall that the quadratic form $m_{\alpha G}$ is bounded from below and closed for all $\alpha > 0$ at once if and only if the operator $T_G$ is compact. So, by Theorem 3.1 the condition $\mathfrak{N}(G) \to 0$ as $j \to \pm \infty$ guarantees that each operator $M_{\alpha G}$, $\alpha > 0$, is well-defined.

The results below are immediate consequences of Theorems 3.3 and 3.5. We only note that the property $T_G \in \mathcal{S}_q$ cannot be conveniently re-formulated in terms of the function $N_-(M_{\alpha G})$. For this reason, we use the inclusion $\mathfrak{N}(G) \in \ell_q$ only as a sufficient condition for $T_G \in \Sigma_q^0$.

**Theorem 5.1.** Let $G \geq 0$ be a function on $\mathbb{R}_+$, integrable on each interval $(a, b)$, $0 < a < b < \infty$. Define the sequence $\mathfrak{N}(G)$ as in (1.11).

1. If $\mathfrak{N}(G) \in \ell_{1/2}$, then

$$
N_-(M_{\alpha G}) \leq C \alpha^{1/2} \sum_{j \in \mathbb{Z}} j^{1/2}(G),
$$

with a constant $C > 0$ that does not depend on $G$, and the asymptotic formula (1.10) holds.

2. Let $q > 1/2$. The function $N_-(M_{\alpha G})$ behaves as $O(\alpha^q)$ if and only if $\mathfrak{N}(G) \in \ell_{q, \infty}$, and it behaves as $o(\alpha^q)$ if and only if $\mathfrak{N}(G) \in \ell_{q, \infty}$, in particular if $\mathfrak{N}(G) \in \ell_q$. The two-sided estimate is satisfied:

$$
c_q \Delta_q(\mathfrak{N}(G)) \leq \limsup_{\alpha \to \infty} \alpha^{-q} N_-(M_{\alpha G}) \leq C_q \Delta_q(\mathfrak{N}(G)).
$$

**Example 5.2.** Let $G(t) = t^{-2}(\ln t)^{-1/q}$ for $t > e$ and $G(t) = 0$ otherwise. Then $\mathfrak{N}(G) \sim c_j^{-1/q}$, $c > 0$, as $j \to \infty$ and hence, $\mathfrak{N}(G) \in \ell_{q, \infty}$ and $\Delta_q(\mathfrak{N}(G)) \neq 0$. By Theorem 5.1, for $q > 1/2$ we have $N_-(M_{\alpha G}) = O(\alpha^q)$, and the estimate is sharp. This example is borrowed from the paper [7] where it was also shown that the function $N_-(M_{\alpha G})$ has a regular asymptotic behavior of the order $\alpha^q$. 

5.1. The Neumann boundary condition at \( t = 0 \). Suppose that instead of the Dirichlet boundary condition \( u(0) = 0 \) in (1.4), we impose the Neumann condition \( u'(0) = 0 \). We denote the resulting operator by \( M_{N,\alpha G} \), and its quadratic form by \( m_{N,\alpha G} \):

\[
(5.1) \quad m_{N,\alpha G}[u] = \int_0^\infty (|u'|^2 - \alpha G(t)|u|^2) dt, \quad u \in H^1(\mathbb{R}_+).
\]

The results for the function \( N_-(M_{\alpha G}) \) can be easily derived from the ones for \( N_-(M_{\alpha G}) \). However, an important difference appears due to the fact that now the potential \( G \) must be integrable near the point \( t = 0 \), since otherwise the quadratic form (5.1) cannot be bounded from below. Hence, it is reasonable, instead of (1.11), to consider the "one-sided" sequence

\[
(5.2) \quad \hat{z}(N, G) = \{\hat{z}_j(N, G)\}_{j \geq 0}: \quad \hat{z}_0(N, G) = \int_0^1 G dt; \quad \hat{z}_j(N, G) = 2^j \int_{2^{j-1}<|t|<2^j} G(t) dt \quad (j \in \mathbb{N}).
\]

cf. Remark 3.7.

**Theorem 5.3.** Let \( G \geq 0 \) be a function on \( \mathbb{R}_+ \) integrable on each finite interval \((0, b)\). Define the sequence \( \hat{z}(N, G) \) as in (5.2). Then

1. If \( \hat{z}(N, G) \in \ell_{1/2} \), then

\[
N_-(M_{N,\alpha G}) \leq 1 + C \alpha^{1/2} \sum_{j \geq 0} \hat{z}_j^{1/2}(N, G),
\]

and the asymptotic formula (1.10) holds for the operator \( M_{N,\alpha G} \).

2. The result of Theorem 5.1, 2 is satisfied for \( M_{N,\alpha G} \), with the sequence \( \hat{z}(G) \) replaced by \( \hat{z}(N, G) \).

For the proof, it is sufficient to note that \( H^{1,0}(\mathbb{R}_+) \) is a subspace of co-dimension 1 in \( H^1(\mathbb{R}_+) \).

5.2. Operator on the whole line. In quite a similar way, the results can be applied to the operator on the whole line,

\[
(M_{R,\alpha G} u)(t) = -u''(t) - \alpha G(t) u(t), \quad t \in \mathbb{R}.
\]

Indeed, by imposing the additional condition \( u(0) = 0 \), one reduces the resulting operator to the direct orthogonal sum of two operators of the type (1.4). Here it is convenient to use the sequence

\[
(5.3) \quad \tilde{z}(G) = \{\tilde{z}_j(G)\}_{j \geq 0}: \quad \tilde{z}_0(G) = \int_{-1}^1 G(t) dt; \quad \tilde{z}_j(G) = 2^j \int_{2^{j-1}<|t|<2^j} G(t) dt \quad (j \in \mathbb{N}).
\]

The following result is the direct analog of Theorem 5.3.

**Theorem 5.4.** Let \( G \geq 0 \) be a function on \( \mathbb{R} \) integrable on each finite interval \((a, b)\). Define the sequence \( \tilde{z}(G) \) as in (5.3). Then

1. If \( \tilde{z}(G) \in \ell_{1/2} \), then

\[
(5.4) \quad N_-(M_{R,\alpha G}) \leq 1 + C \alpha^{1/2} \sum_{j \geq 0} \tilde{z}_j^{1/2}(G),
\]
and the asymptotic formula (1.10) (with the integration over $\mathbb{R}$) holds for the operator $M_{\mathbb{R},\alpha G}$.

2. The result of Theorem 5.1, 2, is satisfied for $M_{\mathbb{R},\alpha G}$, with the sequence $\tilde{z}(G)$ replaced by $\hat{z}(G)$.

Among the other results, let us mention the estimate

$$(5.5) \quad N_-(M_{\mathbb{R},\alpha G}) \leq 1 + \sqrt{2\alpha} \left( \int_{\mathbb{R}} t^2 G(t) dt \int_{\mathbb{R}} G(t) dt \right)^{1/4}$$

presented in [15], with the reference to an earlier paper [23]. It applies to the potentials, such that

$$\int_{\mathbb{R}} (1 + t^2) G(t) dt < \infty.$$ 

The latter condition is quite restrictive. Still, the presence of an explicitly given constant in (5.5) gives it a certain interest.

One more attempt to investigate this problem was recently undertaken in the preprint [25]. The authors’ goal was to adapt Lieb’s approach of proving CLR estimate (6.1) to the low-dimensional cases. It is well known that this approach does not work well in dimensions 1 and 2, and the result of [25] for $d = 1$ is much weaker than our Theorem 5.4.

In particular, the authors present an example that actually coincides with our Example 5.2, for $q = 1$. Their result shows that $N_-(M_{\alpha G}) < \infty$ for all $\alpha > 0$, but gives an excessive estimate for its growth rate.

5.3. Comparison with the estimates in other dimensions. It is well known that for the operator $-\Delta - \alpha V$ on $\mathbb{R}^d$ the asymptotic formula

$$(5.6) \quad N_-(\Delta - \alpha V) \sim c_0(d) \alpha^{d/2} \int_{\mathbb{R}^d} V^{d/2} dx, \quad c_0(d) = v_d (2\pi)^{-d},$$

is satisfied, under some appropriate assumptions on the potential $V \geq 0$. In (5.6) $v_d$ stands for the volume of the unit ball in $\mathbb{R}^d$.

The conditions on the potential $V$, guaranteeing the validity of (5.6), depend on the dimension $d$. For $d > 2$ the CLR estimate (6.1) shows that the function $N_-(\Delta - \alpha V)$ is estimated through its own asymptotics.

For $d = 1, 2$ the situation is different. In particular, for $d = 1$ a similar estimate is impossible, since the inclusion $V \in L_{1,\text{loc}}$ is necessary for the quadratic form (1.1) to be well-defined.

The necessary and sufficient conditions for the validity of (5.6) for $d = 1$ can be easily derived from Theorem D in [26], and they are much stronger than those guaranteeing (1.5). As it was already mentioned (in an equivalent form) in Section 3, in the paper [26] several examples were constructed where $N_-(H_{\alpha G}) = O(\alpha^{1/2})$ but the asymptotic formula (5.6) (for $d = 1$) fails.

The CLR estimate for $d = 2$ fails. Instead, the opposite inequality is satisfied,

$$N_-(\Delta - \alpha V) \geq c_\alpha \int_{\mathbb{R}^2} V dx.$$ 

It was established in [18].
6. Applications

The problem discussed in the previous part of this paper can be treated as a special case of the general problem in which one studies the behavior of the negative spectrum of the Schrödinger operator

\[ H_{\alpha V} = -\Delta - \alpha V \]

in a domain \( \Omega \subset \mathbb{R}^d \) under some boundary condition at \( \partial \Omega \), or on a manifold. The general effect studied here is the birth of the eigenvalues from the edge \( \lambda_0 \) of the continuous spectrum of the unperturbed operator \( -\Delta \). Hence, those problems are of interest, where \( \lambda_0 = 0 \). Otherwise, one should consider \( -\Delta - \lambda_0 \) as the unperturbed operator. If \( \Omega \) is a domain, and if \( d > 2 \), then the situation for the Dirichlet Laplacian, \( \Delta_D \), is governed by the same rules as for the whole space, since the Cwikel – Lieb – Rozenblum estimate (CLR estimate)

\[
N_{\lambda}(-\Delta_D - V) \leq C(d) \int_{\Omega} V^{d/2} dx, \quad \Omega \subseteq \mathbb{R}^d, \ d > 2,
\]

is satisfied in any domain \( \Omega \), with the same constant as for the whole of \( \mathbb{R}^d \).

In the case of the Neumann Laplacian, \( \Delta_N \), the picture can be different. Usually it happens due to some special geometric features of the domain. Similar problems arise when the unperturbed operator has a different nature, for example if it is an elliptic operator with periodic coefficients. The reader finds a profound discussion of this class of problems in the papers [4, 5] by M.Sh. Birman. We, in this paper, restrict ourselves by giving a couple of typical examples.

6.1. Perturbed Neumann Laplacian in a cylinder. Let \( \Omega = \Omega_0 \times \mathbb{R}_+ \) be a semi-infinite cylinder in \( \mathbb{R}^d \), \( d \geq 3 \):

\[ \Omega = \{ x = (y, t) : y \in \Omega_0, t > 0 \}, \]

where \( \Omega_0 \) is a bounded domain in \( \mathbb{R}^{d-1} \) with smooth boundary. We are interested in the behavior of the number \( N_{\lambda}(-\Delta_N - \alpha V) \) as \( \alpha \to \infty \). The operator \( \Delta_N - \alpha V \) is rigorously defined via its quadratic form

\[
h_{\lambda, \alpha V}[u] = \int_{\Omega} (|\nabla u|^2 - \alpha V |u|^2) dx, \quad u \in H^1(\Omega).
\]

The form-domain contains the subspace \( \mathcal{X} \) of functions depending only on \( t \), \( u(y, t) = w(t) \). On \( \mathcal{X} \) we have

\[
h_{\lambda, \alpha V}[u] = m_{\alpha G}[w]
\]

where \( m_G \) is as in (1.1) and

\[
G(t) = \frac{1}{\text{meas} \Omega_0} \int_{\Omega_0} V(y, t) dy.
\]

The decomposition \( H^1(\Omega) = \mathcal{X} \oplus \mathcal{X}^\perp \) does not diagonalize the quadratic form (6.2). Still, the operator family \( M_{\alpha G} \) affects the spectrum, and its influence is reflected both in the estimates and in the asymptotic formulas for \( N_{\lambda}(H_{\lambda, \alpha V}) \).

Below we formulate the result. See [29] for its proof, and also for some other examples of a similar nature.
Theorem 6.1. Let $d > 2$, $Ω_0 \subset \mathbb{R}^{d-1}$ be a bounded domain with smooth boundary, $Ω = Ω_0 \times \mathbb{R}_+$, and let $V \in L_{1,\text{loc}}(Ω)$, $V \geq 0$. Define the function $G$ as in (6.3) and the corresponding sequence $\hat{j}(N,G)$ as in (5.2). Then

1. $N_-(H_{N,G'}) = O(α^{d/2})$ if and only if $V \in L_{d/2}(Ω)$ and $\hat{j}(G) \in \ell_{d/2,∞}$. Under these assumptions the following estimate and asymptotic formulas are valid:

$$N_-(H_{N,G'}) \leq 1 + C \left( \int_Ω V^{d/2} dx + \sup_{s>0} (s^{d/2} n_+(s, \hat{j}(G))) \right);$$

$$\limsup_{α→∞} α^{-d/2} N_-(H_{N,G'}) = c_0(d) \int_Ω V^{d/2} dx + \Delta_{d/2}(T_G);$$

$$\liminf_{α→∞} α^{-d/2} N_-(H_{N,G'}) = c_0(d) \int_Ω V^{d/2} dx + \delta_{d/2}(T_G),$$

where $c_0(d)$ is the classical Weyl coefficient. In particular, the Weyl formula holds if and only if $V \in L_{d/2}(Ω)$ and $\hat{j}(G) \in \ell_{d/2,∞}$.

2. If $V \in L_{d/2}(Ω)$ and $\hat{j}(G) \in \ell_{q,∞}$ with some $q > d/2$, then

$$\limsup_{α→∞} α^{-q} N_-(H_{N,G'}) = \delta_q(T_G), \quad \liminf_{α→∞} α^{-q} N_-(H_{N,G'}) = \Delta_q(T_G).$$

Recall that the functionals $\Delta_q(T)$, $\delta_q(T)$ for any $q > 0$ were defined in (2.2), (2.3).

The same effect manifests itself in some problems of asymptotics in the spectral parameter, see [30, 20].

6.2. Schrödinger operator on $\mathbb{R}^2$. This was historically the first example of the problem in which the effect discussed had been revealed. This was done in the papers [28] for estimates, and [7] for asymptotics. The mechanism here is more subtle than in the previous example: an auxiliary operator on the line appears due to the special character of the Hardy inequality in dimension 2.

The result presented below was obtained in the paper [21]. It concerns the operator $-\Delta - αV$ on $\mathbb{R}^2$, with the radial potential, that is, $V(x) = F(|x|)$ where $F \geq 0$ is a given function on $\mathbb{R}_+$. The subspace in $H^1(\mathbb{R}^2)$ that gives rise to the auxiliary operator, is $X = \{u \in H^1(\mathbb{R}^2) : u(x) = ϕ(|x|)\}$. For $u ∈ X$ the quadratic form of the Schrödinger operator with radial potential becomes

$$\int_{\mathbb{R}^2} (|\nabla u|^2 - αF(|x|)|u|^2)dx = 2π \int_0^∞ (|φ'|^2 - αF(r)|φ|^2)rdr.$$

The substitution $r = e^t$, $φ(r) = ω(t)$ reduces it to the form

$$2π \int_{\mathbb{R}} (|φ'|^2 - αG_F(t)|ω|^2) dt, \quad G_F(t) = e^{2|t|} F(e^t).$$

The following result is Theorem 5.1 in [21].

Theorem 6.2. Let $d = 2$ and $V(x) = F(|x|) \geq 0$. Define an auxiliary one-dimensional potential

$$G_F(t) = e^{2|t|} F(e^t), \quad t ∈ \mathbb{R},$$
and let $\hat{z}(G_F)$ be the corresponding sequence (5.3). Then $N_-(H_{\alpha V}) = O(\alpha)$ if and only if $V \in L_1(\mathbb{R}^2)$ and $\hat{z}(G_F) \in \ell_{1,\infty}$. Under these two assumptions the estimate is satisfied:

$$N_-(H_{\alpha V}) \leq 1 + \alpha \left( \int_0^\infty rF(r)dr + C\|\hat{z}(G_F)\|_{1,\infty} \right),$$

with some constant $C$ independent on $F$.

An analogue of Statement 2 in Theorem 6.1 is also valid but we do not present it here.

In the paper [22] an estimate was obtained for the general (i.e., not necessarily radial) potentials. This estimate also involves the term $\|\hat{z}(G)\|_{1,\infty}$ where $G$ is some "effective potential" on the line. The nature of this term is the same as in Theorem 6.2. However, not all the difficulties, appearing in the dimension two, were overcome, and the result gives only some sufficient conditions for $N_-(H_{\alpha V}) = O(\alpha)$ and for the validity of the Weyl type asymptotic formula.

We conclude this section with the following remark. The approach described applies to many other problems, and the auxiliary operator appearing in this way not necessarily acts on the line, or on the half-line. For example, we could consider the operator $-\Delta_N - \alpha V$ in the domain $\Omega_0 \times \mathbb{R}^\nu$, $\Omega_0 \subset \mathbb{R}^{d-\nu}$, with any $\nu < d$. Then the auxiliary operator would act on $\mathbb{R}^\nu$. The common feature of all such problems is that in order to obtain the sharp condition for the behavior $N_-(H_{\alpha V}) = O(\alpha^{d/2})$, we need the estimates of the same order for the auxiliary operator. For a problem on $\mathbb{R}^\nu$, $\nu < d$, this order is super-classical. In this respect, the special peculiarity of the problems discussed in this paper is that only for $\nu = 1$ the nature of such super-classical estimates is completely understood.

7. Appendix. Proof of Proposition 4.2

Let $G \in L_1(I)$, $G \geq 0$, where $I$ is a finite interval of the length $l$. For definiteness, we take $I = (0,l)$. Let $0 = t_0 < t_1 < \ldots < t_n = l$ be a partition of $I$ into $n$ sub-intervals $I_k = (t_{k-1},t_k)$. Below $\Xi$ stands for any such partition, and $|\Xi|$ stands for the number of sub-intervals in $\Xi$, i.e., $|\Xi| = n$. Given a real number $a > 0$, consider the following "function of partitions":

$$\Phi(\Xi) = \max_k (t_k - t_{k-1})^a \int_{I_k} G(t)dt.$$

We need the following

**Lemma 7.1.** For any $n \in \mathbb{N}$ there exists a partition $\Xi$ of the interval $I$, such that $|\Xi| = n$ and

$$\Phi(\Xi) \leq l^n n^{-1-a} \int_I G(t)dt. \quad (7.1)$$

**Proof.** By scaling, we conclude that it is sufficient to prove (7.1) for $l = 1$ and $\int_I G(t)dt = 1$. We use induction. For $n = 1$ it is nothing to prove. Suppose now that (7.1) is satisfied for some $n$, and show that then this is true also for $n + 1$.

To this end, take a point $x$, such that

$$(1 - x)^a \int_x^1 G(t)dt = (n + 1)^{-1-a}.$$
Such $x$ does exist by Cauchy’s theorem. Then we have

$$
\int_0^x G(t)dt = 1 - (n + 1)^{-1-a}(1 - x)^{-a}.
$$

By the induction assumption, there exists a partition $\Xi$ of $(0, x)$ into $n$ intervals, such that

$$
\Phi(\Xi) \leq x^a \left(1 - (n + 1)^{-1-a}(1 - x)^{-a}\right) n^{-1-a}.
$$

To prove Lemma, we need to show that $\Phi(\Xi) \leq (n + 1)^{-1-a}$. This will be achieved if we show that

$$(n + 1)^{-a} x^{-a} + (n + 1)^{-1-a} n^{-1-a}(1 - x)^{-a} \geq 1.$$ 

A standard procedure shows that the function on the left attains its minimal value on $(0, 1)$ at the point $x = n(n + 1)^{-1}$ and this minimal value is equal to 1. \hfill \Box

Now we are in a position to finish the proof of Proposition 4.2.

Take any partition $\Xi$ of the interval $I$ into $n$ subintervals, and consider the subspace $\mathcal{F} \subset H^1(I)$ of co-dimension $n$, formed by the functions $u$ such that $u(t_1) = \ldots = u(t_n) = 0$. For any $x \in I_k$ we have

$$
|u(t)|^2 = |u(t) - u(t_k)|^2 \leq (t_k - t_{k-1}) \int_{I_k} |u'(s)|^2 ds,
$$

whence

$$
\int_{I_k} G(t)|u(t)|^2 dt \leq (t_k - t_{k-1}) \int_{I_k} G(t)dt \int_{I_k} |u'(s)|^2 ds.
$$

This implies

$$
\int_I G(t)|u(t)|^2 dt \leq \sum_{k=1}^n (t_k - t_{k-1}) \int_{I_k} G(t)dt \int_{I_k} |u'(s)|^2 ds
\leq \max_k \left(t_k - t_{k-1}\right) \int_{I_k} G(t)dt \|u'\|_{L^2}^2.
$$

So, we come to the situation described in Lemma 7.1, with $a = 1$. By using Lemma and the variational principle, we conclude that

$$
\lambda_n(Q_{I,G}) \leq \ln^{-2} \int_I G(t)dt
$$

for all $n > 1$. Further, it follows from the embedding $H^1(I) \subset C(\overline{I})$ that

$$
\lambda_1(Q_{I,G}) = \|Q_{I,G}\| \leq C \int_I G(t)dt,
$$

with some constant $C = C(l)$. This is equivalent to (4.4). The proof of Proposition 4.2 is complete.
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