Combining Grey Model and Self-Adapting Intelligent Grey Model with Genetic Algorithm and Annual Share Changes in Natural Gas Demand Forecasting
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Abstract: Along with the high growth rate of economy and fast increasing air pollution, clean energy, such as the natural gas, has played an important role in preventing the environment from discharge of greenhouse gases and harmful substances in China. It is very important to accurately forecast the demand of natural gas in China is for the government to formulate energy policies. This paper firstly proposes a combined forecasting model, name GM-S-SIGM-GA model, to forecast the demand of natural gas in China from 2011 to 2017, by constructing the grey model (GM(1,1)) and the self-adapting intelligent grey model (SIGM), respectively; then, it employs a genetic algorithm to determine the combined weight coefficients between these two models. Finally, using the tendency index (the annual changes of the share of natural gas consumption from the total energy consumption), which completely reveal the annual natural gas consumption share among the market, to successfully adjust the fluctuated changes for each data period. The natural gas demand data from 2002 to 2010 in China are used to model the proposed GM-S-SIGM-GA model, and the data from 2011 to 2017 are used to evaluate the forecasting accuracy. The experimental results demonstrate that the proposed GM-S-SIGM-GA model is superior to other single forecasting models in terms of the mean absolute percentage error (MAPE; 4.48%), the root mean square error (RMSE; 11.59), and the mean absolute error (MAE; 8.41), respectively, and the forecasting performances also receive the statistical significance under 97.5% and 95% confident levels, respectively.
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1. Introduction

1.1. Motivation

Along with the high growth rate of economy and fast increasing air pollution, clean energy such as natural gas has played an important role to prevent the environment from discharge of greenhouse gases and harmful substances. Natural gas is well known as a clean (burns cleaner), cheap (with high heating power than other fossil fuel), and low-carbon fossil fuel, it is the most realistic option for clean energy supply [1]. Particularly, as shown in the 13th Five-Year Plan of China, the development of natural gas industry has been an important national policy, in addition, due to environmental management and rapid increase in natural gas consumption that cause the imbalance...
between supply and demand [2]. On the other hand, the electricity utility companies are also motivated to receive accurate natural gas consumption for their integrated demand response program switching the energy resources (from the electricity to the natural gas) during the peak hours [3,4]. Electricity utility companies should collaborate together to achieve sustainability in terms of providing more realistic forecasting models of interdependent natural gas demand networks [5]. Therefore, it is very important to accurately forecast the demand of natural gas in China for the government and energy companies to formulate energy policies.

1.2. Relevant Literature Reviews

Natural gas demand is not only related to population, energy consumption, and industrial and economic development, but also related to national energy policy, which have increased the complexity of natural gas demand forecasting work. In the past few decades, many natural gas demand forecasting models have been proposed to forecast natural gas consumption. These forecasting models can be classified into three main classes [6]: statistical models, intelligent models, and grey forecasting models. The other one is applications of artificial intelligent technology. The statistical models use historical data to find out the relationships among several time periods or variables, which contains the autoregressive integrated moving average (ARIMA) models [7,8], regression models [9–11], logistic based models [12,13], and Bayesian estimation models [14,15]. However, due to theoretical definitions, these statistical models could only deal well with linear relationships among natural gas demand and relevant factors. In addition, these models require sufficient historical data to determine their parameters. Therefore, these models could only receive unsatisfied forecasting performance [6].

With powerful nonlinear reliance capability, the intelligent models have been employed to receive higher performances in natural gas demand forecasting, such as artificial neural networks (ANNs) [16–19], hybrid intelligent (evolutionary/heuristic algorithm, wavelet transform, and fuzzy theory) models [20–23], and support vector regression models [24–27]. Similarly, these intelligent models require very large amounts of data for training to determine their parameters to obtain satisfied forecasting accuracy [28]. Therefore, to overcome the drawbacks of these models, hybridizing or combining these models with each other to construct new or novel forecasting models has become the research hot point in the recent years, for example, hybridizing or combining with each other [17,18,21,22,27], and with evolutionary algorithms [20,21,25]. However, these intelligent models still have the theoretical shortcomings, such as time consumption, embedded parameters determination, and premature problems. Therefore, it is a feasible improvement to assign different weights according to different forecasting models.

On the other hand, proposed by Deng [29] in 1982, the grey forecasting model is superior to deal with small data set and poor information [6], and has been widely applied in many forecasting research fields. In addition, as known that based on the national policy, the consumption data of natural gas in China is available since 2001 [1], thus, the grey forecasting model is popular employed in the recent studies for Chinese natural gas demand forecasting or other energy demand forecasting with small sample size. Zeng and Li [1] propose a self-adapting intelligent grey prediction model to overcome the inherent drawbacks of fixed structure and poor adaptability of the conventional grey models, to automatically optimize model parameters according to the real data characteristics of modeling sequence. The results show that their proposed model has the best simulative and forecasting accuracy. Ma and Liu [2] propose a novel time-delayed polynomial grey model (TDPGM(1,1)), by combining with the polynomial model and the grey system theory, to forecast the natural gas consumption of China from 2014 to 2020. The numerical results have indicated that the proposed TDPGM(1,1) is more efficient to forecast the natural gas consumption compared to the other existing grey forecasting models, such as the polynomial model, the discrete grey model (DGM(1,1)), and the autoregressive grey model (ARGM(1,1)). Wu et al. [26] propose a least squares support vector machine (GRA-LSSVM) model based on grey related analysis, by considering small data size, nonlinearity, randomness, and fuzzy influence factors simultaneously. In which, the so-called grey related analysis is used to extract feature
variables to reduce complexity of redundant input variables. In addition, the weighted adaptive second-order particle swarm optimization algorithm (WASecPSO) is also designed to optimize the parameters. The experimental results demonstrate that the proposed model optimized by WASecPSO algorithm has better generalization ability and higher forecasting accuracy than PSO algorithm and SecPSO algorithm optimized model. Wang et al. [30] propose a small-sample effective rolling GM(1,1) model to forecast China’s exponential natural gas consumption with different lengths of data sets and to determine the peak production, the peak year and the future production trends based on several different ultimate recoverable reserves (URR) scenarios. The empirical result illustrates that the performance of the proposed small-sample effective rolling GM(1,1) model using more data was not always better than that with less data for forecasting the gas consumption trend with exponential growth. Shaikh et al. [31] propose two optimized nonlinear grey models, the grey Verhulst model (GVM), and the nonlinear grey Bernoulli model (NGBM) to forecast China’s natural gas consumption. The experimental results show that two proposed GVM(1,1) and the NGBM(1,1) both have captured the nonlinear growth pattern of natural gas consumption very well for the period 2002–2013. Both models also have received statistical significance in terms of forecasting accuracy. Liu et al. [32] proposes a combined forecasting model by combining grey model and neural network back propagation model, namely GNF-IO model, to forecast the primary energy consumption volumes of coal, crude oil, natural gas, renewable, and nuclear in Spain’s 36 sub-sectors from 2010 to 2015 according to three different GDP growth scenarios. The experimental results demonstrate that the forecasting accuracy of the proposed model is significantly better than any the single grey model or other forecast combined models. The grey model is also applied to other energy consumption forecasting, Hamzacebi and Es [33] propose an optimization grey model (OGM(1,1)), by using both direct (usage of the past real observations) and iterative (rolling mechanism) manners, to forecast the total electric energy demand of Turkey in 2013 to 2025 years. The results show the superiority of the proposed OGM(1,1) compared with other models. Ma and Liu [34] propose the kernel based nonlinear multivariate grey model (KGM(1,n)), to estimate the input series by the kernel function, to describe the nonlinear relationship between the input and output series. The forecasting results of the oilfield, the condensate gas, and coal gas emission show that the proposed model is much more efficient than other existing linear multivariate grey models. All these mentioned papers demonstrate that the grey models are powerful to forecast the natural gas consumption and other kinds of energy in many countries.

1.3. Contributions

As mentioned in Zeng and Li [1], due to poor adaptability of grey models, they use a linear function as a control mechanism to automatically optimize the parameters of their proposed self-adapting intelligent grey model (SIGM) to adapt to the real data characteristics of the data sequence. However, during the modeling processes of SIGM, it could be suffered from the overcorrection problems. As mentioned by Mehrtash et al. [35] that the constraint coefficients of an optimization problem significantly affect the solution procedure for finding the optimal results, especially when iterative algorithms are implemented. Therefore, in this paper, based on the GM(1,1) and the SIGM, we have applied genetic algorithm (GA) to calculate the weights of these two forecasting models. In addition, due to the grey system mechanisms, it deals well with a small dataset, however, for modeling large datasets, the forecasting accuracy would be decreased rapidly. In general, this situation is often expected while the data system suffers from important regulated changes (often from policy side), and it would be demonstrated the changed characteristics in the early period, such as the annual changes of the share of natural gas consumption from total energy consumption. To overcome this problem, we have tried to extract feature indices as the adjustment factors and to modify the forecasting model, eventually, to propose a new combined forecasting model, namely, the GM-S-SIGM-GA model. The experimental results illustrate that the proposed GM-S-SIGM-GA model receives the significant superiority to other single forecasting models. The major contributions are as follows:
(1) A novel combined natural gas consumption forecasting model is proposed, which is based on the combination of GM(1,1), SIGM, and the changes of the annual share of natural gas consumption.

(2) A GA is successfully used to determine the suitable combined weight coefficients between GM(1,1) and SIGM, and receives accurate forecasting performances; the change tendency of the annual share of natural gas consumption has been combined to excellently capture the regulation of the energy policy changing operational mechanism every four years.

(3) The forecasting results demonstrate that the proposed GM-S-SIGM-GA model has received highest forecasting accuracy in terms of MAPE (4.48%), RMSE (11.59), and MAE (8.41), respectively; in the meanwhile, it also receives the significant test under 97.5% and 95% confident levels, respectively.

1.4. The Organization of This Paper

The remainder of this article is organized as follows. The basic formulation of the GM, SIGM, and the modeling details of the proposed GM-S-SIGM-GA model are demonstrated in Section 2. The numerical natural gas consumption/demand data from China, the forecasting results, and the forecasting accuracy comparisons among the proposed model and other alternative models are demonstrated in Section 3. Finally, Section 4 concludes this paper.

2. The Methods

2.1. The Grey Model (GM(1,1))

The grey model is one kind of dynamic model based on a time series. The original time series is accumulated to transfer to a new series with more obvious regularity. Then, the new series is modeled to decrease gradually \( m \) times to receive the forecasting values. Generally, \( m \) is taken as 1 to conduct the accumulation operation, namely the GM(1,1), which is the most popular and important grey model, the first “1” represents the “first order”, and the second “1” means the “univariate”. The modeling process could be briefed as follows: Let \( X^{(0)} = \{x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n)\} \) be the original time series, where \( x^{(0)}(t) \geq 0, \ t = 1, 2, \ldots, n \); \( X^{(1)} \) is the accumulating generation operator of \( X^{(0)} \) with the first-order as shown in Equation (1):

\[
X^{(1)} = \{x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n)\}
\]

where \( x^{(1)}(t) = \sum_{i=1}^{t} x^{(0)}(i), \ t = 1, 2, \ldots, n \). Then, the so-called mean sequence of \( X^{(1)} \), \( Z^{(1)} \), is generated by consecutive neighbors, \( z^{(1)}(t) \), is derived as Equation (2):

\[
Z^{(1)} = \{z^{(1)}(2), z^{(1)}(3), \ldots, z^{(1)}(n)\}
\]

where \( z^{(1)}(t) \) could be defined as Equation (3) [2]:

\[
z^{(1)}(t) = \alpha \cdot x^{(1)}(t) + (1 - \alpha) \cdot x^{(1)}(t - 1), \ t = 2, 3, \ldots, n.
\]

where \( \alpha \) is taken as 0.5 in this paper. Therefore, the grey differential equation of GM(1,1) is defined as Equation (4) [2]:

\[
x^{(0)}(t) + ax^{(1)}(t) = b
\]

where \( a \) is the coefficient of development, and \( b \) is the amount of grey action.

The first-order univariate differential equation is employed to fit the generated sequence, \( X^{(1)} \); then, the whitenization equation, GM(1,1) for short, is shown as Equation (5):

\[
\frac{dx^{(1)}(t)}{dt} + ax^{(1)}(t) = b
\]
The GM(1,1) could be further transformed as Equation (6):

\[ Y = Bu \]

where \( Y = \begin{bmatrix} x^{(0)}(2) \\ x^{(0)}(3) \\ \vdots \\ x^{(0)}(n) \end{bmatrix} \), \( u = \begin{bmatrix} a \\ b \end{bmatrix} \), \( B = \begin{bmatrix} -0.5(x^{(1)}(1) + x^{(1)}(2)) & 1 \\ -0.5(x^{(1)}(2) + x^{(1)}(3)) & 1 \\ \vdots & \vdots \\ -0.5(x^{(1)}(n - 1) + x^{(1)}(n)) & 1 \end{bmatrix} \).

Thus, these two parameters, \( a \) and \( b \), could be estimated by the ordinary least square (OLS) method to minimize Equation (7):

\[ f(u) = (Y - Bu)^T(Y - Bu) \]

and the estimators of \( a \) and \( b \) are received as Equation (8):

\[ \hat{u} = \begin{bmatrix} \hat{a} \\ \hat{b} \end{bmatrix}^T = \left( B^T B \right)^{-1} B^T Y \]

Then, the solution of the whitenization equation, GM(1,1), is received as Equation (9) as in [2]:

\[ \hat{x}^{(1)}(t + 1) = \left( x^{(1)}(1) - \frac{\hat{b}}{\hat{a}} \right) e^{-\hat{a}t} + \frac{\hat{b}}{\hat{a}} \]

then, the restore values of \( \hat{x}^{(0)}(t + 1) \) could be calculated by Equation (10):

\[ \hat{x}^{(0)}(t + 1) = \hat{x}^{(1)}(t + 1) - \hat{x}^{(1)}(t) = \left( 1 - e^{\hat{a}} \right) \left( x^{(1)}(1) - \frac{\hat{b}}{\hat{a}} \right) e^{-\hat{a}t} \]

Eventually, the forecasting values of GM(1,1) could be obtained as Equation (11):

\[ \hat{X}^{(0)} = \left\{ \hat{x}^{(0)}(1), \hat{x}^{(0)}(2), \ldots, \hat{x}^{(0)}(n), \hat{x}^{(0)}(n + 1), \hat{x}^{(0)}(n + 2), \ldots, \hat{x}^{(0)}(n + m) \right\} \]

in which \( \left\{ \hat{x}^{(0)}(1), \hat{x}^{(0)}(2), \ldots, \hat{x}^{(0)}(n) \right\} \) is the simulation of the original series; \( \left\{ \hat{x}^{(0)}(n + 1), \hat{x}^{(0)}(n + 2), \ldots, \hat{x}^{(0)}(n + m) \right\} \) is the forecasting values of the future tendency.

2.2. The Self-Adapting Intelligent Grey Model (SIGM)

Based on the GM(1,1), considering a constant, \( c \), the expanded form of GM(1,1), namely the SIGM, is defined as Equation (12) [1]:

\[ x^{(0)}(t) + az^{(1)}(t) = tb + c \]

Then, simultaneously considering Equations (3), (10) and (12), the result could be deduced as Equation (13):

\[ (1 + 0.5a)\hat{x}^{(1)}(t) = tb + c + (1 - 0.5a)\hat{x}^{(1)}(t - 1) \]

Equation (13) could be arranged to obtain meaningful equation as Equation (14):

\[ \hat{x}^{(1)}(t) = \frac{1 - 0.5a}{1 + 0.5a} \hat{x}^{(1)}(t - 1) + \frac{b}{1 + 0.5a} t + \frac{c}{1 + 0.5a} \]

Let \( \varphi_1 = \frac{1 - 0.5a}{1 + 0.5a} \), \( \varphi_2 = \frac{b}{1 + 0.5a} \), and \( \varphi_3 = \frac{c}{1 + 0.5a} \), then, Equation (14) could be replaced with Equation (15):
\[ x^{(1)}(t) = \varphi_1 x^{(1)}(t-1) + \varphi_2 t + \varphi_3, \quad t = 2, 3, \ldots, n \] (15)

To estimate these three parameters, \( \varphi_1, \varphi_2, \) and \( \varphi_3 \) in Equation (15), the OLS method is used to minimize the simulation errors, as defined as Equation (16) [1]:

\[
J(\varphi_1, \varphi_2, \varphi_3) = \sum_{t=2}^{n} [x^{(1)}(t) - \hat{x}^{(1)}(t)]^2
= \sum_{t=2}^{n} [x^{(1)}(t) - \varphi_1 \hat{x}^{(1)}(t-1) - \varphi_2 t - \varphi_3]^2
\] (16)

\( J(\varphi_1, \varphi_2, \varphi_3) \) is minimized with respect to parameters, \( \varphi_1, \varphi_2, \) and \( \varphi_3 \) to obtain Equation (17):

\[
\begin{align*}
\frac{\partial J}{\partial \varphi_1} &= -2 \sum_{t=2}^{n} [x^{(1)}(t) - \varphi_1 \hat{x}^{(1)}(t-1) - \varphi_2 t - \varphi_3] \hat{x}^{(1)}(t-1) = 0 \\
\frac{\partial J}{\partial \varphi_2} &= -2 \sum_{t=2}^{n} [x^{(1)}(t) - \varphi_1 \hat{x}^{(1)}(t-1) - \varphi_2 t - \varphi_3] t = 0 \\
\frac{\partial J}{\partial \varphi_3} &= -2 \sum_{t=2}^{n} [x^{(1)}(t) - \varphi_1 \hat{x}^{(1)}(t-1) - \varphi_2 t - \varphi_3] = 0
\end{align*}
\] (17)

According to Cramer’s rule, the estimators of \( \varphi_1, \varphi_2, \) and \( \varphi_3 \) could be obtained as \( \hat{\varphi}_1, \hat{\varphi}_2, \) and \( \hat{\varphi}_3. \) Then, the estimators of parameters, \( a, b, \) and \( c, \) could be determined as Equation (18):

\[
\begin{align*}
\hat{a} &= \frac{4}{1 + \hat{\varphi}_1} - 2 \\
\hat{b} &= \frac{2\hat{\varphi}_2}{1 + \hat{\varphi}_1} \\
\hat{c} &= \frac{2\hat{\varphi}_3}{1 + \hat{\varphi}_1}
\end{align*}
\] (18)

Then, the solution of the SIGM (i.e., Equation (14)) could be determined as Equation (19):

\[
\hat{x}^{(1)}(t) = \frac{1 - 0.5\hat{a}}{1 + 0.5\hat{a}} \hat{x}^{(1)}(t-1) + \frac{\hat{b}}{1 + 0.5\hat{a}} t + \frac{\hat{c}}{1 + 0.5\hat{a}}
\] (19)

Eventually, by using Equation (10), the forecasting values of SIGM could be obtained as Equation (20):

\[
\hat{x}^{(0)}(t + 1) = \hat{x}^{(1)}(t + 1) - \hat{x}^{(1)}(t) = \frac{1 - 0.5\hat{a}}{1 + 0.5\hat{a}} \left[ \hat{x}^{(1)}(t) - \hat{x}^{(1)}(t-1) \right] + \frac{\hat{b}}{1 + 0.5\hat{a}} t + \frac{\hat{c}}{1 + 0.5\hat{a}}
\] (20)

where \( \hat{x}^{(1)}(1) = x^{(1)}(1) = x^{(0)}(1) \), in which \( \left\{ \hat{x}^{(0)}(1), \hat{x}^{(0)}(2), \ldots, \hat{x}^{(0)}(n) \right\} \) is also the simulation of the original series: \( \left\{ \hat{x}^{(0)}(n+1), \hat{x}^{(0)}(n+2), \ldots, \hat{x}^{(0)}(n+m) \right\} \) also represents the forecasting values of the future tendency.

2.3. Calculating the Weight Coefficients of the Combined Model (GM(1,1) with SIGM) by a Genetic Algorithm

The proposed combined model is linearly composed of \( m \) different grey models by the combined weight coefficients, in which the combined weight coefficients are determined by a genetic algorithm. The linearly combined forecasting model, \( \hat{y}^{(0)}(t) \), is defined as Equation (21):

\[
\hat{y}^{(0)}(t) = \sum_{i=1}^{m} w_i \hat{x}^{(0)}_i(t)
\] (21)

The forecasting residual, \( \varepsilon_t \), of the combined forecasting model is shown as Equation (22):

\[
\varepsilon_t = x^{(0)}(t) - \hat{y}^{(0)}(t) = x^{(0)}(t) - \sum_{i=1}^{m} w_i \hat{x}^{(0)}_i(t)
\] (22)
where \( w_1, w_2, \ldots, w_m \) are the combined weight coefficients for \( m \) single forecasting models, respectively; 
\( \hat{x}_i(t) \) are the forecasting values for the \( i \)th single forecasting model. To keep the unbiasedness of the 
combined forecasting model, the combined weight coefficients should meet the constraint as shown in 
Equation (23):

\[
\sum_{i=1}^{m} w_i = 1 \\
0 \leq w_i \leq 1
\]  
(23)

Then, the square sum of the forecasting residual (SSR), \( \epsilon_i^2 \), is shown as Equation (24):

\[
J = \sum_{t=1}^{n} \epsilon_i^2 = \sum_{t=1}^{n} \left( x^{(0)}(t) - \sum_{i=1}^{m} w_i \hat{x}_i^{(0)}(t) \right)^2
\]  
(24)

The modeling processes of applying genetic algorithms to determine the suitable combined 
weights, \( w_i \), are briefed as follows, and the relevant flowchart is shown in Figure 1. Additionally, notice 
that, in this paper, two grey models (GM(1,1) and SIGM) are considered.

**Step 1** **Initialization.** Generate the initial population for each combined weight coefficient, 
\( w_1, w_2, \ldots, w_{m-1} \), with population size \( n = 30 \). Then, these combined weight coefficients, 
\( w_1, w_2, \ldots, w_{m-1} \), are encoded into a binary format, and are represented by a chromosome 
composed of “genes” of binary numbers. Each chromosome has \( (m-1) \) genes, and each 
gene has 8 bits, i.e., the chromosome contains \( 8 \times (m-1) \) bits. \( w_m \) would be calculated by 
\( w_1, w_2, \ldots, w_{m-1} \).

**Step 2** **Criteria Test.** Some of the population generated in Step 1 could not meet the constraint (based 
on Equation (23), right now, only \( (m-1) \) combined weight coefficients are considered, thus, 
the constraint should be as \( \sum_{i=1}^{m-1} w_i < 1 \)). To keep all individuals in the population to meet 
the constraints, all the chromosomes in the population are decoded into a decimal format to 
receive the associated real values. If the new constraint could not be met, the new gene would 
be regenerated for that chromosome until the constraint is met.

**Step 3** **Fitness Calculation.** Due to looking for minimum forecasting residuals (the objective 
function), individuals with small values of the objective function always have greater fitness. 
Therefore, define the sum of accumulated countdown (SAC) of all individuals’ objective 
function values as Equation (25):

\[
SAC = \frac{1}{f_1} + \frac{1}{f_2} + \ldots + \frac{1}{f_{m-1}}
\]  
(25)

where \( f_i \) is the objective function value of the \( i \)th single forecasting model.

Then, calculate the fitness of individual, \( F(f_i) \), by Equation (26):

\[
F(f_i) = \frac{1/f_i}{SAC}
\]  
(26)

At the same time, the individual with the least fitness is replaced by the individual with the 
greatest fitness, and placed the optimal individuals at the end of the population without cross 
and mutation operations.

**Step 4** **Selection.** The roulette wheel selection principle is applied to choose chromosomes for 
reproduction, and individuals are selected for further operations.

**Step 5** **Crossover and Mutation Operations.** For crossover operation, the chromosomes are paired 
randomly, and the proposed scheme adopts the single-point-crossover principle. Segments 
of paired chromosomes between two determined break-points are swapped. For mutation
operation, it is implemented randomly. In this paper, the rates of crossover and mutation operations are set as 0.8 and 0.05 [36,37], respectively.

**Step 6**  **Stop Criteria.** If the number of generations is greater than a given scale, then, the best chromosome is determined, and the combined weight coefficients, $w_1, w_2, \ldots, w_m$, are also finalized; otherwise, go back to Step 1 and continue searching the next iteration.

**Figure 1.** The flowchart of determining combined weight coefficients by a genetic algorithm.
2.4. The Total Procedure of the GM-S-SIGM-GA Model

The total procedure of the proposed GM-S-SIGM-GA model is illustrated in Figure 2. The red circle noted in Figure 2 demonstrates that the constant value effect makes the GM(1,1) robust, and the noted blue circle represents a linear function, which is simple and adaptive. However, there is a problem of adaptive over-fitting. Long-term forecasting will experience large deviations when the overall energy policy is unchanged. It needs to be corrected by using the GM(1,1)’s robustness, therefore, the use of a combined model is appropriate. In view of the intrinsic shortcomings of the GM(1,1), long-term forecasting must be corrected with the lag effect of energy policies to comprehensively reveal the regulation of natural gas consumption changes. Considering that the trigonometric function has the characteristics of frequency spectrum and phase lag, we decide to employ the concept of the trigonometric function to calculate the annual share of the natural gas consumption from the total energy consumption. The detailed procedure of the proposed GM-S-SIGM-GA model is briefed as follows:

Figure 2. The full flowchart of GM-S-SIGM-GA model.
Step 1 GM(1,1) and SIGM are modeled simultaneously. The training data of the collected annual natural gas dataset (from 2002 to 2010) are used to construct these two models and generate the simulation results. Please refer to Sections 2.1 and 2.2 to learn more details about the modeling processes of these two models.

Step 2 GA is then employed to determine the combined weight coefficients, w. For these two modeled grey-based models, GM(1,1) and SIGM, construct the combined model, namely, the GM-SIGM-GA model, and apply the GA’s operations (selection, crossover, and mutation) to determine the most suitable combined weight coefficients. Please refer to Section 2.2 to learn more detail about the modeling process of the GM-SIGM-GA model.

Step 3 The annual share changing ratio is applied to adjust the effects of energy policy change every fixed period. The changes of annual shares of the natural gas consumption from the total energy consumption is taken into account to finish the final part of the proposed model, namely, the GM-S-SIGM-GA model. Please refer Section 3.3.2 to learn more details about the special adjustment mechanism.

3. Numerical Examples of the Proposed Model

3.1. Materials (Dataset of Numerical Examples)

To illustrate the superiority of the GM-SIGM-GA model, this paper employs annual natural gas consumption (billion $m^3$) in China, from 2002 to 2017 [38], as shown in Table 1. The used annual natural gas consumption data contains, in total, 16 annual consumption values, in which the real data from 2002 to 2010, i.e., only nine data samples, are used for modeling; the real data from 2011 to 2017 are kept to verify the forecasting performance (accuracy).

| Years | Natural Gas Consumption | Years | Natural Gas Consumption | Years | Natural Gas Consumption | Years | Natural Gas Consumption |
|-------|-------------------------|-------|-------------------------|-------|-------------------------|-------|-------------------------|
| 2002  | 29.2                    | 2006  | 56.1                    | 2010  | 107.5                   | 2014  | 187.0                   |
| 2003  | 33.9                    | 2007  | 69.5                    | 2011  | 131.3                   | 2015  | 197.3                   |
| 2004  | 39.7                    | 2008  | 80.7                    | 2012  | 147.1                   | 2016  | 205.8                   |
| 2005  | 46.8                    | 2009  | 87.5                    | 2013  | 165.0                   | 2017  | 237.3                   |

3.2. Forecasting Accuracy Indexes and Forecasting Accuracy Significance Tests

For forecasting accuracy measurement, three forecasting accuracy evaluation indices are used to compare the forecasting performances for each model: (1) the mean absolute percentage error (MAPE); (2) the root mean square error (RMSE); and (3) the mean absolute error (MAE). These three indices could be calculated by Equations (27)–(29), respectively:

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{Actual_i - Forecast_i}{Actual_i} \right| \times 100\% \tag{27}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (Actual_i - Forecast_i)^2}{N}} \tag{28}
\]

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |Actual_i - Forecast_i| \tag{29}
\]

where $N$ is the total number of data; $Actual_i$ is the actual electric load value at point $i$; and $Forecast_i$ is the forecasted electric load value at point $i$. 

Table 1. Annual natural gas consumption in China from 2002 to 2017 (billion $m^3$).
In addition, recommended by Lewis [39] and also employed in Ma and Liu [2], the benchmark of accuracy evaluation based on the index values of MAPE, as listed in Table 2, is also used in this paper for forecasting accuracy evaluation.

| MAPE | ≤10% | 10%~20% | 20%~50% | ≥50% |
|------|------|---------|---------|------|
|      | Highly accurate | Good | Reasonable | Inaccurate |

On the other hand, to demonstrate the significant superiority of the proposed GM-SIGM-GA model, as suggested by Diebold and Mariano’s [40], Wilcoxon signed-rank test [41] is employed in this paper.

The Wilcoxon signed-rank test is often applied for small data sample sizes to compare the significant differences between two pairs of datasets (i.e., with the same size). Let \( d_i \) be the \( i \)th pair difference of the \( i \)th pair-forecasting error, the differences would be recognized as “+” or “−” based on their values. If the value is positive, i.e., the value of first model is larger than the second one, then, mark it as “\( r^+ \)”, else, mark it as “\( r^- \)”. Of course, if \( d_j = 0 \), this \( j \)th pair would be removed, then, the sample size would also be reduced. The statistic, \( W \), of the Wilcoxon signed-rank test is illustrated as Equation (30):

\[
W = \min \{ r^+, r^- \}
\]

Then, the decision rules of the Wilcoxon signed-rank test are as follows: If \( W \) is smaller than, or equal, to the criterion of Wilcoxon distribution under its associate degrees of freedom, then, the null hypothesis, i.e., assume that the performances of these two compared models are equal, could not be accepted. It also implies either the proposed model is significantly superior to the other model or not. If the comparing size is larger than the critical size, the Wilcoxon distribution would approximate to the normal distribution, then, the relevant statistic and associate \( p \)-value would be shown accordingly.

3.3. Forecasting Results and Improvement Analysis

3.3.1. Forecasting Results

Three models, the GM(1,1) from Wu et al. [42], the SIGM from Zeng and Li [1], and the proposed GM-SIGM-GA model, have been modeled by MATLAB software (MATLAB R2018a, under the Windows 10 version 1803 operating system, with a 3.2 GHz six-core CPU, 8 GB DRAM, and a single-chip processor as the GPU) to receive their parameters, respectively. The parameters of the GM(1,1) are determined as \( \hat{a} = 0.1556, \hat{b} = 28.7407 \); the parameters of the SIGM are verified as \( \hat{a} = 0.1241, \hat{b} = 2.7871 \), and \( \hat{c} = 21.1795 \). Then, based on these obtained parameters, and the actual natural gas consumption values of China in 2002–2010, the simulation values of the GM(1,1) and the SIGM are put into the GM-SIGM-GA model to calculate the combined weight coefficients, \( w_1 \) and \( w_2 \). Figure 3 demonstrates the searching process of the combined weight coefficients, \( w_1 \) and \( w_2 \) by employing GA. In Figure 3, each colorful point implies each iteration in the GA optimization searching process. The optimal solution is indicated as \( w_1 = 0.9084 \) and \( w_2 = 0.0916 \), respectively. The GA optimization process ensure the minimal forecasting error of the GM-SIGM-GA model.

Based on the optimized combined weight coefficients, \( w_1 \) and \( w_2 \), the simulation results of the GM-SIGM-GA model are obtained. The simulation results of the other two models, GM(1,1) and SIGM, and three accuracy indices of these three models from 2002 to 2010 are demonstrated in Table 3. It clearly indicates that the three models attain almost the same forecasting performances. Meanwhile, based on Lewis’s accuracy evaluation table (i.e., Table 2), the three models could all be recognized as “highly accurate” level. Furthermore, Table 4 illustrates the forecasting results and three accuracy indices of these three models from 2011 to 2017. It is obviously to learn about that, from 2011 to 2014 (i.e., the forecasting period length is within four years), the proposed model has superior forecasting
performances among these three models, i.e., the MAPE value of the GM-SIGM-GA model is the best one from 2011 to 2014. However, as the forecasting period length is longer than four years, i.e., the national energy policy may have been reviewed and renewed, the GM-SIGM-GA model could only outperform the SIGM, but it could not guarantee to be the best one, i.e., the MAPE value of the GM(1,1) is superior to the MAPE value of the GM-SIGM-GA model from 2011 to 2017. By the way, based on Lewis's table, the GM-SIGM-GA in forecasting stage could be still recognized as “highly accurate” level, it can obviously improve the forecasting inaccuracy from the SIGM.

![Figure 3](image-url)  
**Figure 3.** The searching process of the combined weight coefficients, $w_1$ and $w_2$ by employing GA.

| Year | Total Annual Natural Gas Consumption (billion m$^3$) | The GM(1,1) [42] | The SIGM [1] | The GM-SIGM-GA |
|------|----------------------------------------------------|------------------|--------------|----------------|
| 2002 | 29.2                                               | 29.2000          | 29.2000      | 29.2000        |
| 2003 | 33.9                                               | 32.9839          | 34.7180      | 33.1427        |
| 2004 | 39.7                                               | 40.0937          | 40.7752      | 40.1561        |
| 2005 | 46.8                                               | 48.0967          | 47.8891      | 48.0777        |
| 2006 | 56.1                                               | 57.1048          | 56.2442      | 57.0260        |
| 2007 | 69.5                                               | 67.2444          | 66.0570      | 67.1356        |
| 2008 | 80.7                                               | 78.6576          | 77.5818      | 78.5591        |
| 2009 | 87.5                                               | 91.5044          | 91.1173      | 91.4689        |
| 2010 | 107.5                                              | 105.9649         | 107.0143     | 106.0610       |

|                     | MAPE      | RMSE      | MAE      |
|---------------------|-----------|-----------|----------|
| The GM(1,1) [42]    | 2.23%     | 1.87      | 1.49     |
| The SIGM [1]        | 2.35%     | 2.05      | 1.53     |
| The GM-SIGM-GA      | 2.19%     | 1.86      | 1.48     |

The simulation curves and the forecasting curves for these three models, including the GM(1,1), the SIGM, and the GM-SIGM-GA model and actual values are shown as in Figure 4a; the forecasting errors (MAPE values) for each model are shown in Figure 4b. Figure 4 also completely demonstrates the superiority of the proposed GM-SIGM-GA model.
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Table 4. The forecasting results and three accuracy indices of the GM(1,1), the SIGM, and GM-SIGM-GA model.

| Year | Total Annual Natural Gas Consumption (billion m³) | The GM(1,1) [42] | The SIGM [1] | The GM-SIGM-GA |
|------|-----------------------------------------------|-----------------|--------------|----------------|
| 2011 | 131.3                                         | 122.2416        | 125.6849     | 122.5570       |
| 2012 | 147.1                                         | 140.5629        | 147.6128     | 141.2087       |
| 2013 | 165.0                                         | 161.1854        | 173.3664     | 162.3012       |
| 2014 | 187.0                                         | 184.3982        | 203.6133     | 186.1583       |
| 2015 | 197.3                                         | 210.5267        | 239.1372     | 219.0269       |
| 2016 | 205.8                                         | 239.9371        | 280.8589     | 252.095        |
| 2017 | 237.3                                         | 275.4491        | 303.2934     | 283.7216       |

MAPE (2011–2017) 7.77% 14.87% 9.40%
RMSE (2011–2017) 20.50 41.61 26.43
MAE (2011–2017) 15.36 30.57 18.95

MAPE (2011–2014) 3.76% 4.64% 3.19%
RMSE (2011–2014) 6.04 9.72 5.46
MAE (2011–2014) 5.5 7.78 4.54

Figure 4. (a) The simulation and forecasting results of GM(1,1), SIGM, and GM-SIGM-GA models. (b) The forecasting errors (MAPE) of GM(1,1), SIGM, and GM-SIGM-GA models.
3.3.2. Improvement Analysis

As mentioned in Section 3.3.1, it is obvious to learn about that while the forecasting period length is longer than four years, and the superior forecasting performances of the proposed GM-SIGM-GA model is declining. This is a common phenomenon when handling small sample datasets and limited information. It could be caused by the national energy policy being reviewed or renewed, and caused by the changes of the relevant operational mechanism. Therefore, the proposed GM-SIGM-GA model could not capture the regulation of the changed operational mechanism or the renewed energy policy well, even if it is intelligently combined with a genetic algorithm.

However, these changes of the influencing factors could not mutate suddenly, there should be some characteristic changes in the earlier time period. In order to simultaneously consider and extract these characteristics or features, this paper applies the share function of the natural gas consumption from the total energy consumption per year as the correction factor between the GM(1,1) and the SIGM, and proposes a coupling model with the original proposed GM-SIGM-GA model, namely GM-S-SIGM-GA model.

The changes \( \Delta R \) of annual shares of the natural gas consumption from the total energy consumption in China (from 2002 to 2016) are demonstrated in Figure 5. It is obvious that the annual share is increased from 2003 to 2006, and fluctuated heavily during 2011 to 2014, i.e., the change cycle length is 4, as mentioned above. This implies that the annual share of natural gas consumption should be a major part of China’s energy regulation, as it would be affected by other factors, such as energy price and pollution control efforts. Therefore, we propose the coefficient of adjustment, \( S \), and define as Equation (31):

\[
S = 1 + \sin \left( \sum_{i=1}^{4} K_i \right) \tag{31}
\]

where \( K_i = \frac{\Delta^2 R_i}{\sum \Delta^2 R_i} \), it implies the change ratio of two annual shares; \( \Delta^2 R_i = \Delta R_i - \Delta R_{i-1}; \Delta R_i = R_i - R_{i-1}. \)

![The change rate of annual shares](image_url)

**Figure 5.** The change tendency \( \Delta R \) of the annual shares of the natural gas consumption from the total energy consumption in China from 2002 to 2016.

Therefore, the proposed GM-S-SIGM-GA model is modified by \( S \) (Equation (31)) with \( \hat{y}^{(0)}(t) \) (Equation (21)), as shown in Equation (32):

\[
\hat{y}^{(0)}(t) = \hat{y}^{(0)}(t) \times S(t) \tag{32}
\]
The calculation processes of the new proposed GM-S-SIGM-GA model are demonstrated completely in Table 5. It clearly indicates that the GM-S-SIGM-GA model can not only take advantage of these two models, GM(1,1) and SIGM, but can also employ, quite well, the regulation of the change tendency of the annual shares of the natural gas consumption from the total energy consumption in China, and successfully couple these two models to play their roles excellently. Figure 6a illustrates the simulation curves and the forecasting curves for these models, including GM(1,1), SIGM, GM-SIGM-GA, and GM-S-SIGM-GA models and actual values; the forecasting errors (APE values per year) for each model are shown in Figure 6b. Figure 6 also illustrates the superiority of the GM-S-SIGM-GA model among these GM-SIGM-based models.

Table 6. The forecasting results of the GM(1,1), SIGM, GM-SIGM-GA, GM-S-SIGM-GA, DGM(1,1), and EDGM models.

| Years | The Total Annual Consumption of Natural Gas (billion m³) | The GM(1,1) | The SIGM | The GM-SIGM-GA | The GM-S-SIGM-GA | The DGM(1,1) | The EDGM |
|-------|--------------------------------------------------------|------------|----------|----------------|----------------|--------------|----------|
| 2011  | 131.3                                                  | 122.2      | 125.7    | 122.6          | 122.6          | 126.3        | 126.3    |

Figure 6. (a) The simulation and forecasting results of GM(1,1), SIGM, GM-SIGM-GA, and GM-S-SIGM-GA models. (b) The forecasting errors (APE) of GM(1,1), SIGM, GM-SIGM-GA, and GM-S-SIGM-GA models.
Table 5. The calculation processes of the GM-S-SIGM-GA model.

| Years | The Total Annual Consumption of Natural Gas (billion m³) | Simulation/Forecasting Values | The Parameters on the Share of Natural Gas Consumption from Total Energy Consumption | MAPE (per year) |
|-------|---------------------------------------------------------|-------------------------------|---------------------------------------------------------------------------------|----------------|
|       | GM-SIGM-GA    | GM-S-SIGM-GA       | $R_i$ | $\Delta R_i$ | $\Delta^2 R_i$ | $K_i$ |                       |
| 2002  | 29.2          | 29.2              | 2.3   | −0.1        | −          | −    | 0.0000                |
| 2003  | 33.9          | 33.1              | 2.3   | 0.0         | 0.0        | 0.0  | 0.0223                |
| 2004  | 39.7          | 40.2              | 2.3   | 0.0         | 0.0        | 0.0  | 0.0115                |
| 2005  | 46.8          | 48.1              | 2.4   | 0.1         | 0.1        | 0.0  | 0.0273                |
| 2006  | 56.1          | 57.0              | 2.7   | 0.3         | 0.2        | 2.0  | 0.0165                |
| 2007  | 69.5          | 67.1              | 3.0   | 0.3         | 0.0        | 0.0  | 0.0000                |
| 2008  | 80.7          | 78.6              | 3.4   | 0.4         | 0.1        | 0.0  | 0.0074                |
| 2009  | 87.5          | 91.5              | 3.5   | 0.1         | −0.3       | −3.0 | 0.0817                |
| 2010  | 107.5         | 106.1             | 4.0   | 0.5         | 0.4        | −1.3 | 0.0195                |
| 2011  | 131.3         | 122.6             | 4.6   | 0.6         | 0.1        | 0.25 | 0.0666                |
| 2012  | 147.1         | 141.2             | 4.8   | 0.2         | −0.4       | −4.0 | 0.0400                |
| 2013  | 165.0         | 162.3             | 5.3   | 0.7         | 0.5        | −1.25| 0.0164                |
| 2014  | 187.0         | 186.2             | 5.7   | 0.4         | −0.3       | −0.6 | 0.0045                |
| 2015  | 197.3         | 197.6             | 5.9   | 0.2         | −0.2       | 0.67 | 0.0015                |
| 2016  | 205.8         | 227.5             | 6.4   | 0.5         | 0.3        | −1.5 | 0.1054                |
| 2017  | 237.3         | 256.0             | −     | −           | −          | −    | 0.0788                |

To further compare the forecasting results of the proposed GM-S-SIGM-GA model with other grey-based models, two grey-based models, namely, the discrete grey model (briefed as DGM(1,1) [43]) and the event difference grey model (briefed as EDGM [44]), are employed. Table 6 summarizes the forecasting results of the GM-S-SIGM-GA, GM-SIGM-GA, GM(1,1), SIGM, DGM(1,1), and EDGM models. Figure 7a demonstrates the additional comparisons in terms of the simulation curves and the forecasting curves, with two other grey-based models, including the (1,1), EDGM, GM-SIGM-GA, and GM-S-SIGM-GA models and actual values; the forecasting errors (APE values per year) for each model are also shown in Figure 7b. Figure 7 completely illustrates the superiority of the GM-S-SIGM-GA model for all grey-based representative models.

Table 6. The forecasting results of the GM(1,1), SIGM, GM-SIGM-GA, GM-S-SIGM-GA, DGM(1,1), and EDGM models.

| Years | The Total Annual Consumption of Natural Gas (billion m³) | The GM(1,1) [42] | The SIGM [1] | The GM-SIGM-GA | The GM-S-SIGM-GA | The DGM(1,1) [43] | The EDGM [44] |
|-------|---------------------------------------------------------|-----------------|-------------|----------------|----------------|-----------------|----------------|
| 2011  | 131.3                                                   | 122.2           | 125.7       | 122.6          | 122.6          | 126.3           | 126.3         |
| 2012  | 147.1                                                   | 140.6           | 147.6       | 141.2          | 141.2          | 148.4           | 148.4         |
| 2013  | 165.0                                                   | 161.2           | 173.4       | 162.3          | 162.3          | 174.3           | 174.4         |
| 2014  | 187.0                                                   | 184.4           | 203.6       | 186.2          | 186.2          | 204.7           | 204.9         |
| 2015  | 197.3                                                   | 210.5           | 239.1       | 219.0          | 219.0          | 217.0           | 217.1         |
| 2016  | 205.8                                                   | 239.9           | 280.9       | 252.1          | 252.1          | 229.3           | 229.5         |
| 2017  | 237.3                                                   | 275.4           | 303.3       | 283.7          | 283.7          | 266.6           | 266.9         |
|       | MAPE                                                    | 7.77%           | 14.87%      | 9.40%          | 4.48%          | 7.65%           | 7.71%         |
|       | RMSE                                                    | 20.50           | 41.61       | 26.43          | 11.59          | 17.85           | 17.98         |
|       | MAE                                                     | 15.36           | 30.57       | 18.95          | 8.41           | 15.12           | 15.23         |

Finally, to ensure the significant improvements of forecasting accuracy for the proposed GM-S-SIGM-GA model, the Wilcoxon signed-rank test is conducted, where the Wilcoxon signed-rank test is implemented under two significant levels, $\alpha = 0.025$ and $\alpha = 0.05$, by a two-tail test. The test results are illustrated in Table 7, showing that the proposed GM-S-SIGM-GA model has statistical significance compared to other models.
Table 7. Results of Wilcoxon signed-rank test.

| Compared Models                        | Wilcoxon Signed-Rank Test | $\alpha = 0.025$; $W = 2$ | $\alpha = 0.05$; $W = 3$ |
|----------------------------------------|---------------------------|---------------------------|---------------------------|
| GM-S-SIGM-GA vs. GM-SIGM-GA            | 2 $^a$                    | 2 $^a$                    |
| GM-S-SIGM-GA vs. GM (1,1) [42]         | 0 $^a$                    | 0 $^a$                    |
| GM-S-SIGM-GA vs. SIGM [1]              | 2 $^a$                    | 2 $^a$                    |
| GM-S-SIGM-GA vs. DGM [43]              | 0 $^a$                    | 0 $^a$                    |
| GM-S-SIGM-GA vs. EDGM [44]             | 0 $^a$                    | 0 $^a$                    |

$a$ Denotes that the GM-S-SIGM-GA model significantly outperforms the other alternative compared models.

3.4. Discussions

From Table 6, it is clear to see that the proposed GM-S-SIGM-GA model receives the highest forecasting accuracy than other compared models, such as GM(1,1) [42], SIGM [1the DGM (1,1) [43],
and EDGM [44] models. Firstly, the GM-SIGM-GA model is not always superior to GM(1,1) and SIGM, even when it has employed GA to intelligently determine the most suitable combined weight coefficients. However, the changes of the relevant operational mechanism from the reviewed/renewed energy policy are hardly learned or captured by the GA due to too small a data size in China’s current natural gas market. Therefore, the GM-SIGM-GA model could guarantee, with some difficulty, the superior forecasting performances.

Secondly, the proposed annual share changing tendency mechanism of the natural gas consumption from the total energy consumption could overcome the shortcoming from energy policy changes. Comparing with the GM-SIGM-GA model, the forecasting accuracy of the proposed GM-S-SIGM-GA model has been improved 4.92% (=9.40% − 4.48%). Furthermore, from Figure 6a,b, the forecasting curve of the proposed GM-S-SIGM-GA model is the closest to the actual natural gas consumption and the smallest forecasting error since the national energy policy was renewed in 2011. This comparison results reveal the superiority of the proposed annual share changing tendency mechanism, and it fills the existing gap of the grey-based models that are unable to capture the changes of the renewed/reviewed energy policy. The superior forecasting results could also provide meaningful guidelines for national energy policy-makers and electricity utility companies, to learn about the possible growth tendency of natural gas consumption by calculating the annual share changes mentioned in Equation (31), and prepare the relevant respondent actions to ensure the clean energy supply strongly support its beneficiaries, i.e., all economical activities in China.

Finally, some limitations of this paper should also be indicated. Due to the national policy, the consumption data of natural gas in China has been available since 2001 [1], thus, it limits this research to explore more interesting results, such as the differences between the short-term and the long-term, and the cyclic or seasonal tendency changes of natural gas consumption.

4. Conclusions

Along with the high growth rate of the economy in China, clean energy, like natural gas, has played an important role in national environmental management policy, thus, to accurately forecast the demand of natural gas is also an essential issue in China. This paper proposes a novel combined grey-based annual natural gas consumption forecasting model, by combining the GM(1,1) and the SIGM with genetic algorithm and the annual share changing tendency mechanism of the natural gas consumption from the total energy consumption, namely GM-S-SIGM-GA model. The experimental results indicate that the proposed GM-S-SIGM-GA model significantly outperforms to other grey-based forecasting models.

This paper firstly analyzes the embedded drawbacks of the GM(1,1) and the SIGM, and employs GA to propose the combined model, namely GM-SIGM-GA model, to determine well the suitable values of the combined weight coefficients. From Table 3, it slightly receives the highest forecasting accuracy in terms of MAPE (2.19%), RMSE (1.86), and MAE (1.48) in the simulation stage (from 2002 to 2010).

Secondly, this paper proposed annual share changing tendency mechanism with GM-SIGM-GA model, namely GM-S-SIGM-GA model, to overcome the national energy policy changes every four years. From Table 4, the proposed GM-S-SIGM-GA model outperforms other compared grey-based models, and receives the highest forecasting accuracy in terms of MAPE (4.48%), RMSE (11.59), and MAE (8.41). In addition, the forecasting performances of the proposed GM-S-SIGM-GA model also receive the statistical significance under 97.5% and 95% confident levels, respectively.

This paper demonstrates the superiorities of the GA and the annual share changing tendency mechanism. They could also be widely applied in the relevant forecasting problems. Thus, the two future research directions should be noticed. For the combined forecasting model, a great deal of potential evolutionary algorithms could be explored for their feasibility to replace GA to look for more satisfying results. On the other hand, since energy policy is often reviewed or renewed in a short-term period, the mechanism and the regulation will also be changed with time. Therefore, it requires some
useful adjusting factors to modify. Looking for more powerful explanation factors to comprehensively reveal the impact mechanisms of energy policy changes will be the future research direction, such as the annual share changes or seasonal changing tendency mechanism.
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**Nomenclature**

\( X^{(0)} = \{ x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n) \} \) the original time series

\( x^{(0)}(t) \) the element of \( X^{(0)} \)

\( X^{(1)} = \{ x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n) \} \) the first order accumulating generation operator of \( X^{(0)} \)

\( x^{(1)}(t) \) the element of \( X^{(1)} \)

\( Z^{(1)} = \{ z^{(1)}(2), z^{(1)}(3), \ldots, z^{(1)}(n) \} \) the mean sequence of \( X^{(1)} \)

\( z^{(1)}(t) \) the element of \( Z^{(1)} \)

\( a \) the coefficient of development

\( b \) the amount of grey action

\( u \) the vector of \( a \) and \( b \)

\( c \) the constant to expand from GM(1,1) to SIGM

\( \varphi_1 \) the first parameter of the estimator of SIGM

\( \varphi_2 \) the second parameter of the estimator of SIGM

\( \varphi_3 \) the last parameter of the estimator of SIGM

\( w_i \) the combined weight coefficients

\( \varepsilon_t \) the forecasting residual

\( f_i \) the objective function value of the \( i \)th single forecasting model

\( F(f_i) \) the fitness of individual

\( \Delta R \) the changes of annual shares of the natural gas consumption from the total energy consumption

\( S \) the coefficient of adjustment (annual share changes)

\( K_i \) the change ratio of two annual shares of the natural gas consumption from the total energy consumption

\( d_i \) the \( i \)th pair difference of the \( i \)th pair-forecasting error

\( r^+ \) the value of \( d_i \) is positive

\( r^- \) the value of \( d_i \) is negative

\( W \) the statistic of the Wilcoxon signed-rank test
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