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Summary

This thesis compares Newton’s classical gravitational theory (NG) to Einstein’s theory of General Relativity (GR). In particular, we study the so-called Newtonian limit of General Relativity: the question if and in what sense Newtonian Gravity arises as a limit of General Relativity for speeds that are small when compared to the speed of light. This question is relevant for consistency reasons but there are also practical reasons for its significance. These arise as the Newtonian theory of gravitation is still being used for astrophysical, astronomical, and technical computations and observations, today. Furthermore, a deeper understanding of the Newtonian limit can simplify and improve relativistic modeling, numerical simulations, and physical interpretation.

We analyze the Newtonian limit mathematically in the language of frame theory. This theory was introduced in the 1980s by Jürgen Ehlers [Ehl81]. It allows for a uniform description of the Newtonian (coordinate variant) and relativistic (coordinate invariant) theories.

Here, we specifically use Ehlers’ frame theory to investigate the Newtonian limit of physical properties of a relativistic system like its mass and center of mass. Our analysis focuses on static isolated relativistic systems with compactly supported matter. We introduce the name geometrostatics for the study of these systems to emphasize the significance of geometry in our approach and to discriminate it from the more general field of geometrodynamics.

By establishing and reinforcing analogies to the Newtonian setting, our analysis of the Newtonian limit also deepens our understanding of geometrostatics itself. Through a conformal transformation, geometrostatics is closely connected to pseudo-Newtonian gravity, a theory which proves useful for the consideration of the Newtonian limit of geometrostatics. At the same time, it allows us to translate many Newtonian concepts into geometrostatics. For example, we formulate a Second Pseudo-Newtonian Law of Motion, characterize equipotential surfaces, and answer uniqueness questions concerning geometric and physical properties of geometrostatic systems.

Using the framework of geometrostatics and pseudo-Newtonian gravity, we furthermore introduce new quasi-local definitions and explicit formulas for the mass and center of mass of a physical system. We relate these to the asymptotic behavior of the geometrostatic variables (cf. e.g. [Bei80, KM95]) as well as to the established notions of mass and center of mass in General Relativity (cf. e.g. [HY96, Bar86]). The new notions differ from the established ones in their local character: they are not only determined asymptotically but can be computed exactly in the immediate vicinity of the matter or black holes. Thus, they provide a new tool for the analysis of static relativistic systems. Simultaneously, they facilitate the proof of convergence of mass and center of mass in the Newtonian limit. This proof is presented in the last chapter of this thesis.
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Introduction

Gravity is one of the four fundamental physical forces in our universe. It gives rise to the
orbits of the planets around the sun and to many other equally omnipresent phenomena.
Starting with Isaac Newton in the 18th century, natural philosophers and physicists have
theorized on and experimented with gravity and its astronomical consequences throughout
history. Two major gravitational theories have evolved that are still relevant today. One of
them is the so-called Newtonian theory of gravity or “Newtonian gravity (NG)” for short.
It builds upon the Newtonian laws of motion and characterizes gravitation as a force field
acting instantly and at a distance. In modern language, it is often formulated in terms
of a (Newtonian) potential $U$ that satisfies a Poisson equation $\Delta U = 4\pi G \rho$
relating it to the matter density $\rho$ via the gravitational constant $G$ on the Euclidean space $\mathbb{R}^3$. We have
this formulation of Newtonian gravity at the back of our minds throughout this thesis.

The other major theory of gravitation that remained important and is moreover still
vividly researched on today is Albert Einstein’s theory of general relativity or “general
relativity (GR)” for short dating back to the early years of the twentieth century. It takes
a very different approach eliminating the concept of force altogether and unifying space
and time into a curved Lorentzian 4-manifold $(L^4, g)$ called spacetime. The “Einstein
equations" $\text{Ric} - \frac{1}{2} \ R \ g = \ \frac{8\pi G}{c^4} T$ then relate the curvatures $\text{Ric}$ and $R$ of the Lorentzian
metric to an “energy-momentum” or “matter tensor field” $T$, also coupling them via the
gravitational constant $G$. In addition, however, another constant called $c$ enters the game.
$c$ denotes the speed of light; it gave rise to the birth of the theory of (special) relativity in
the first place and holds responsible for the coupling of space and time in GR.

In this thesis, we are interested in shedding light on the relationship of these two theories.
This relationship has been discussed and studied by numerous scientists and philosophers
and from many different perspectives. Before we turn to its physical and mathematical
aspects, let us have a quick look at some of its philosophical facets following Jürgen Ehlers
in [Ehl81, Ehl86, Ehl89]. First of all, the relationship between the theories NG and GR is
one of the most important examples of how a “finalized” theory is replaced (or not so?)
by a more comprehensive one in science. It can thus add to the theory of science debate
which tries to settle the issue of whether such change comes by revolution or rather occurs
in small steps. Secondly, and maybe even deeper, the two gravitational theories provide a
good example for studying the epistemological question whether progress in science can
at all be made or whether what we as scientists consider to be an “instant of progress” is
just a “change of taste or opinion”.

Coming back to the physical aspects of the relationship of NG and GR, it is important
to realize that many if not most empirical observations and measurements which have
been designed to test GR have been pursued in weakly coupled relatively isolated systems
moving slowly with respect to each other. Moreover, predictions and measurement method-
ology are often devised and calculated within a Newtonian framework of thought and
in a perturbative approach starting with Newtonian concepts and equations. This kind of approach in fact implicitly presumes that GR “goes over to NG as $c \to \infty$”. This, however, is not a prerequisite but a claim which is intuitively convincing, suggestive, and desirable for the purpose of perturbative methods but needs to be proven rigorously. In the last thirty years, mathematicians and physicists have put a lot of effort into formalizing and proving that these perturbative approaches (which go by the names of “Newtonian limit” ($c \to \infty$) and “post-Newtonian expansions” (power series in $1/c^2$ or $1/c$)) are actually justified and that there are reasonable examples for their usefulness (cf. e. g. Alan D. Rendall [Ren92a], Todd Oliynyk [Oli07], Martin Lottermoser [Lot88], and Jürgen Ehlers [Lot88] as well as references therein). Their arguments rely on a mathematical frame theory devised and named after Jürgen Ehlers, cf. [Ehl89]. This frame theory allows to not only formally compare Newtonian and relativistic equations or specific components of relevant tensors but empowers researchers to phrase questions on convergence of full solutions to those equations and therewith formalizes the intuitive idea of “$c \to \infty$”.

In this thesis, we use the framework provided by Jürgen Ehlers to study the Newtonian limit of physical properties like mass and center of mass of given solutions to GR. To the best of the author’s knowledge, this question has not yet obtained much attention. We focus on the special case of static isolated relativistic systems with compactly supported matter, a setting which we call “geometrostatic” to underline the geometric approach we take and in accordance with the name “geometrodynamics” that GR is frequently given when its geometric character is to be emphasized. Static isolated systems model individual stellar bodies or groups of stars and black holes that are not changing in time (“static”) and are not influenced from the outside world (“isolated”).

Mathematically speaking, staticity is modeled by a special timelike Killing vector field in the spacetime while isolatedness is modeled by asymptotic flatness of the relevant mathematical objects (a Riemannian 3-metric as well as additional geometric quantities). The assumption that the matter has compact support is made for two reasons: The first one is that many analytical arguments simplify technically in that case and much of literature is dedicated to this situation. The second motivation for choosing to consider systems with compactly supported matter, only, is that it is intuitively appropriate from a physical point of view as one would not expect stars to be infinitely extended.

In order to prove that the mass and center of mass of a geometrostatic system converge to the mass and center of mass of the Newtonian system that constitutes its Newtonian limit, we execute a number of steps. First of all, after summarizing and contextualizing well-known results on static and isolated relativistic systems and introducing the concept of geometrostatic systems in Chapters 1 through 3 we prove in Theorem 3.3.1 that every such system possesses a well-defined asymptotic (total) center of mass. This center of mass is completely equivalent to other notions of center of mass that have been suggested in different contexts e. g. by Gerhard Huisken and Shing-Tung Yau [HY96], by Richard Arnowitt, Stanley Deser, and Charles W. Misner [ADM61], and by Lan-Hsuan Huang [Hua10], cf. Theorem 3.3.3.

Our analysis builds upon earlier results on the asymptotics of static isolated relativistic systems, e. g. by Robert Beig and Walter Simon [Bei80, BSS06] and by Daniel Kennefick and Niall Ó Murchadha [KM93] and on considerations of the total mass by again Richard Arnowitt, Stanley Deser, and Charles W. Misner [ADM61] and by Robert Bartnik [Bar86].
among others. It is formulated by means of weighted Sobolev spaces and relies on the faster fall trick 1.4.10 which we prove in Chapter 1.

Using similar techniques as for the definition of the asymptotic center of mass, we prove uniqueness results for the Riemannian 3-metric and the “lapse function” constituting a geometrostatic system (cf. Section 3.4). These uniqueness assertions clarify the relationship between the 3-metric and the lapse function. They point towards similarities as well as towards differences between geometrostatics and static Newtonian gravity.

In a second step which we pursue in Section 4.1, we recast geometrostatics into a language which is more similar to the Newtonian setting and which we thus call “pseudo-Newtonian gravity (pNG)”. This recasting happens through a rescaling of the lapse function and by the aid of a conformal change of the 3-metric. Although the term “pseudo-Newtonian” might be new, the rescaling and conformal change procedure is well-known in the literature. After translating the afore-made definitions and results into pseudo-Newtonian gravity, we introduce quasi-local notions of mass and center of mass of a pseudo-Newtonian system in Sections 4.2 and 4.3. These notions are closely analogous to the Newtonian concepts of mass and center of mass. We prove that they asymptotically agree with the asymptotically defined ADM-mass and asymptotic center of mass, cf. Theorems 4.2.3 and 4.3.5. Moreover, other than the afore-mentioned asymptotic concepts, the pseudo-Newtonian mass and center of mass can be read off in the vicinity of the matter just as one would intuitively expect from everyday experience (and from NG).

In Chapter 5, we continue to pursue the approach of gaining insight into geometrostatics and pseudo-Newtonian gravity by analogy to Newtonian gravity. In this spirit, we give a simple proof of a static (toy) version of the positive mass theorem originally and much more generally proven by Richard Schoen and Shing-Tung Yau [SY79]. Afterwards, we define a concept of force acting on a test particle in a geometrostatic system and prove a pseudo-Newtonian version of Newton’s second law of motion for it. In Section 5.3, we get closer to the heart of Newtonian gravity and present a variational proof of a relativistic equivalent (“surfaces of equilibrium”) of the well-known Newtonian fact that test particles constrained to an equipotential surface do not accelerate. Combining this result with an important result by Yvonne Choquet-Bruhat [CBJW80] stating that the Einstein equations can be reformulated as a well-posed initial value problem, we reprove one of the analytical uniqueness results asserted in Chapter 3 from a more geometric and at the same time more physical perspective. Finally, in Section 5.4 as a by-product of our improved understanding of geometrostatics and of surfaces of equilibrium in particular, we prove uniqueness of so-called photon spheres – a construct intimately related to black holes – mimicking a proof by Werner Israel [Isr67] where he proves uniqueness of black holes.

Coming back to our main thesis on the Newtonian limit of mass and center of mass in Chapter 6, we first review the foundations of frame theory. Afterwards, we generalize the concept of staticity from general relativity to frame theory and present, refine, and adapt the concept of Newtonian limit to the context of static isolated systems. The quasi-local pseudo-Newtonian notions of mass and center of mass introduced in Chapter 4 then allow us to prove the main result of this final chapter: Convergence of mass and center of mass under the Newtonian limit, cf. Theorems 6.4.1 and 6.4.2 respectively.

1 and I would like to thank Bernd Schmidt for suggesting its use to me.
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1 Mathematical Preliminaries

Before we begin with a short introduction into general relativity and in particular into geometrostatics, we need to introduce some notational conventions and to collect and present some results from differential geometry and from geometric analysis which we will do in this chapter. In Section 1.1 we fix notations. In Section 1.2 we quickly discuss well-known results on submanifold geometry. In Section 1.3 we would like to remind the reader of the concept of Lie derivatives and present a slight generalization of this concept as a preparation for our discussion of the Newtonian limit within the framework of Ehlers’ frame theory in Chapter 6. Finally, in Section 1.4 we quote a number of facts on the analytic tool of weighted Sobolev spaces and prove a faster fall-off trick.

1.1 Notation and Conventions

Geometrically speaking, general relativity is a theory of 4-dimensional Lorentzian manifolds (“spacetimes”). These 4-manifolds are frequently split into a “time direction” and a collection of 3-dimensional spacelike hypersurfaces with induced Riemannian metrics, the “spatial slices”. This makes it necessary to simultaneously deal with 3- and 4-dimensional curvature and connection fields. Moreover, asymptotic flatness conditions that will be introduced in Chapter 2 make it desirable to allude to connection and curvature fields of different metrics like Euclidean and Schwarzschildian ones, simultaneously. Thus, in order to notationally distinguish between the curvature tensors and connection fields induced from different metrics, we will in all these cases use a label like the dimension of the manifold or an individual letter like “E” for “Euclidean” or “S” for “Schwarzschildian” attached to all objects from the left.

To fix notation, assume that $(M^n, A^g)$ is an $n$-dimensional pseudo-Riemannian manifold with label “A” and that $\{X_i\}_{i=1,\ldots,n}$ is a local frame for $M^n$. Then let $(A^g_{ij})$ stand for the matrix $(A^g(X_i, X_j))$ and $(A^g^{ij})$ for its inverse matrix representing the induced metric on the dual bundle $T^*M^n$. We will continuously use $(A^g_{ij})$ and $(A^g^{ij})$ to pull indices up and to push them down – but we would like to draw the reader’s attention to the fact that we will not do so in Section 6.1 where we discuss Jürgen Ehlers’ frame theory in which the position of an index is of physical significance.

Coming back to notational issues, let $\{\omega^j\}_{j=1,\ldots,n}$ denote the dual frame to $\{X_i\}$ and let $T$ be any $(s, t)$-tensor on $M^n$. We will use the expression $T^{j_1\ldots j_t}_{i_1\ldots i_s}$ as a shorthand standing for $T(X_{i_1}, \ldots, X_{i_s}, \omega^{j_1}, \ldots, \omega^{j_t})$. Moreover, if $A^g$ is Riemannian, we will denote the induced norm of a tensor $T$ by $|T|_A := (T^{j_1\ldots j_t}_{k_1\ldots k_s} A^g_{j_1 i_1} \ldots A^g_{j_t i_t} A^g^{i_1 k_1} \ldots A^g^{i_t k_s})^{1/2}$ where we have used Einstein’s summation convention as we will continue to do throughout the text.

Coming back to an arbitrary pseudo-Riemannian manifold $(M^n, A^g)$, we will use the symbol $A^\nabla$ to refer to the induced Levi-Civitá connection. The Christoffel symbols corre-
1 Mathematical Preliminaries

Corresponding to \( ^A\nabla \) will be denoted as \( ^A\Gamma^k_{ij} \) such that \( ^A\Gamma^k_{ij} = \omega^k (^A\nabla X, X_j) \). If \( ^A\gamma \) is Riemannian, then \( d\mu_A \) or \( d\sigma_A \) denote the induced area or surface measure on \( M^n \). In general, \( ^A\text{tr} \) will stand for the trace of a tensor with respect to \( ^A\gamma \), \( ^A\text{div} \) will denote the induced divergence operator acting on vector fields, \( ^A\text{grad} \) the induced gradient (vector), and \( ^A\nabla^2f \) the Hessian of a real-valued function \( f \). If \( ^A\gamma \) is Riemannian, \( ^A\Delta f \) will denote the Laplacian while if it is Lorentzian, we will use the symbol \( ^A\Box f \) to denote the wave operator acting on a real-valued function \( f \). Finally, \( ^A\text{Rm} \) will denote the induced Riemannian curvature endomorphism with sign convention such that

\[
^A\text{Rm}_{ij} l X_l = ^A\nabla_{X_i} ^A\nabla_{X_j} X_k - ^A\nabla_{X_j} ^A\nabla_{X_i} X_k - ^A\nabla_{[X_i,X_j]}X_k \in \Gamma(TM),
\]

where \([\cdot,\cdot]\) denotes the Lie bracket on \( M^n \), \( TM \) will denote the tangent bundle over \( M \) and \( \Gamma(B) \) denotes the set of all smooth sections of a bundle \( B \). If, in particular, \( \{X_i\} \) is a coordinate frame, this has the coordinate version

\[
^A\text{Rm}_{ij} l = ^A\Gamma^l_{jk,i} - ^A\Gamma^l_{ik,j} + ^A\Gamma^s_{jk}^l A\Gamma^l_{is} - ^A\Gamma^s_{ik}^l A\Gamma^l_{js}.
\]

For the Ricci curvature tensor, we will use the sign convention that

\[
^A\text{Ric}_{ij} = ^A g^{kl} A\text{Rm}_{ik}^s = -^A\text{Rm}_{kj}^k
\]

while the scalar curvature is given by \( ^A\text{R} = ^A g^{ij}^3 \text{Ric}_{ij} \) as usual. These curvature tensors have special properties in low dimensions which we will exploit in this thesis. For example, it is well-known that – in 3 dimensions –, the Ricci tensor determines the Riemannian curvature endomorphism through the formula

\[
^3\text{Rm}_{ijkl} = ^3\text{Ric}_{il}^3 g_{jk} - ^3\text{Ric}_{ik}^3 g_{jl} - ^3\text{Ric}_{jl}^3 g_{ik} + ^3\text{Ric}_{jk}^3 g_{il} - \frac{1}{2} ^3\text{R} (^3 g_{il}^3 g_{jk} - ^3 g_{ik}^3 g_{jl}),\]

which will be of great help to us in Sections 5.1 and 5.4. In 2 dimensions, there is a different well-known theorem which we will frequently refer to: If we denote the Gauß-curvature of a 2-dimensional Riemannian manifold by \( K \), then \( 2K = ^2\text{R} \) and the Gauß-Bonnet theorem tells us that

\[
\int_\Sigma K d\sigma = 4\pi
\]

holds on (topological) 2-spheres \( \Sigma \) with intrinsic geometrically induced measure \( d\sigma \).

In this thesis, we will mainly encounter manifolds of dimensions 2 (“surfaces”), 3 (“spatial slices”), and 4 (“spacetimes”). All appearing manifolds are tacitly assumed to be connected. From now on, indices on surfaces will be denoted by upper case Latin letters running from 1 to 2, those on 3-dimensional manifolds by lower case Latin letters running from 1 to 3, and spacetime indices by lower case Greek letters running from 0 to 3.

In most of the physics and part of the mathematics literature, the 4-dimensional Lorentzian metric of general relativity is usually denoted by \( ds^2 \). We will stick to this convention, here, but use the label “4” on all derived quantities in order to indicate their 4-dimensional nature. In particular, we will denote the matrix components of \( ds^2 \) by \((y_{\alpha\beta})\). Lorentzian metrics will have signature \((-\,+,\,+,\,+)\). For the consideration of the center of mass in Chapter 4 and for the asymptotic considerations in Chapters 2 through 4, we will also need the notion of harmonic and wave harmonic coordinates.
Definition 1.1.1 (Harmonic Coordinates). Let $(M^n, g)$ be a smooth Riemannian (Lorentzian) manifold. We call a system of coordinates $\{x^i\}$ on an open subset $U \subset M^n$ harmonic (wave harmonic) if the coordinate functions satisfy the Laplace (wave) equation $g\triangle x^i = 0$ ($g\Box x^i = 0$) in all of $U$.

Sometimes, in particular in Section 6.1, it will be more convenient to use abstract index notation (cf. e. g. [Ren08]) which makes the contra- and covariant type of a given tensor explicit. For example, $g_{ij}$ then does not refer to the matrix element of $g$ at position $(i,j)$ but to the metric tensor $g$ understood that it is a (2,0)-tensor a priori. When we are using abstract index notation on a pseudo-Riemannian manifold $(M^n, g^+$), $A^+$ will be used to denote covariant differentiation, and index (anti-)symmetrization will be indicated through (square brackets) parenthesis. We will frequently exchange classical tensorial notation referring for example to the metric as $g$ for abstract index notation (calling it $g_{ij}$) and use whichever is better suited. We will however draw the reader’s attention to any possible source of confusion arising from this.

1.2 Submanifold Geometry

As already indicated above, we will frequently be dealing with submanifolds of pseudo-Riemannian manifolds in this thesis. They appear both as spacelike slices in (Lorentzian) spacetimes and as (2-dimensional) surfaces in these spacelike slices which will help us to define and study the center of mass of an isolated gravitational system in Chapters 2 and 4. Let us therefore shortly review some concepts and formulae relating curvatures of a submanifold to those of the ambient manifold.

To this end, let $(M^{n+1}, g)$ be a pseudo-Riemannian manifold hosting an embedded submanifold $\Sigma^n \subset M^{n+1}$. Assume that $g$ has signature $(\sigma, +, \ldots, +)$ with $\sigma \in \{+, -\}$ and that $\Sigma$ is spacelike if $\sigma = -$. Let $\nu$ denote a $g$-unit normal vector field for $\Sigma$ tacitly assumed to point outwards if there is a suitable interpretation of this term as, for example, there is in the setting of surfaces embedded into asymptotically flat manifolds as discussed in Chapters 2, 3, and 4. Observe that $g(\nu, \nu) = \sigma \cdot 1$ and fix the sign of the second fundamental form $h$ of $\Sigma$ by

$$h_{IJ} := g^{(n+1)}\nabla X_I \nu, X_J) = -g^{(n+1)}\nabla X_I X_J, \nu)$$

on any local frame $\{X_I\}_{I=1,\ldots,n}$ of $\Sigma$. From this, we can read off the identity

$$n^{+1}\nabla X_I X_J = n\nabla X_J X_I - \sigma h_{IJ}\nu.$$ (1.7)

As usual, the $^n g$-trace of $h$ is called the (scalar) mean curvature and is denoted by $H = ^n g^{IJ} h_{IJ}$. We use the expression $\hat{h}_{IJ}$ to denote the trace-free part $\hat{h}_{IJ} := h_{IJ} - \frac{1}{n} H g_{IJ}$ of $h$. Motivated by the fact that round spheres in Euclidean spaces have vanishing trace-free part of their second fundamental forms, we call $\Sigma$ extrinsically round if it satisfies $\hat{h} = 0$.

The following equations are well-known consequences of the above definitions, cf. e. g. [Lee97]. The first one is the Gauß-equation

$$n^{+1}Rm_{IJKL} = ^nRm_{IJKL} - \sigma h_{IL} h_{JK} + \sigma h_{IK} h_{JL}.$$ (1.8)
Taking the $n$-trace of this equation over $J$ and $K$, we obtain

$$n^{+1} \text{Ric}_{IL} - \sigma^{n^{+1}} \text{Rm}(X_I, \nu, \nu, X_L) = \text{Ric}_{IL} - \sigma \text{h}_{IL} + \sigma (h^2)_{IL},$$

(1.9)

with $(h^2)_{IL} := h_I^K h_{KL}$. Again taking the $n$-trace, this leads to

$$n^{+1} R - 2\sigma^{n^{+1}} \text{Ric}(\nu, \nu) = n R - \sigma H^2 + \sigma |h|^2$$

(1.10)

where we have used the well-known symmetries of the Riemannian curvature tensor. Furthermore, we have the Codazzi equation

$$n^{+1} g((n^{+1} \text{Rm}(X_K, X_I, \nu), X_J)) = (n^{\nabla X_K h})_{IJ} - (n^{\nabla X_I h})_{KJ}.$$  

(1.11)

Moreover, if $f : M^{n+1} \to \mathbb{R}$ is a smooth function and if $\sigma = 1$, Equation (1.7) leads to the helpful equality

$$n^{+1} \triangle f = n\triangle f + n\nabla^2 f(\nu, \nu) + H\nu(f).$$

(1.12)

**Foliations and the Global Frobenius Theorem**

In this thesis, submanifolds will frequently combine to a so-called *foliation* of a manifold $M^n$. Following [Lee03], we understand a ($k$-dimensional) foliation of $M^n$ to be a collection of disjoint, connected, immersed $k$-dimensional submanifolds of $M^n$ (called the *leaves* of the foliation) whose union is $M^n$ and such that in a neighborhood $U$ of each point $p \in M^n$, there is a smooth chart $\phi : U \to \mathbb{R}^n$ with the property that $\phi(U) = U_k \times U_{n-k}$ with $U_k, U_{n-k}$ open subsets of $\mathbb{R}^k, \mathbb{R}^{n-k}$, respectively, and such that each leaf of the foliation intersects $U$ in either the empty set or a countable union of $k$-dimensional slices of the form $\phi^{-1}(\{x_i \in \phi(U) | x_i = c_i \text{ for } i = k + 1, \ldots, n\})$ for constants $c_i \in \mathbb{R}$.

The question of whether a given manifold $M^n$ is foliated by submanifolds possessing a specific property like e. g. constant mean curvature in the case of hypersurfaces in a pseudo-Riemannian manifold plays a central role in the geometric analysis of manifolds. It is closely related to the concepts of “tangent distributions” and “integral submanifolds” by Frobenius’ theorem. Here, a (smooth $k$-dimensional) tangent distribution $D$ is a smooth subbundle of the tangent bundle $TM^n$. A tangent distribution is called *involutive* if it is closed under the Lie bracket operation or in other words if the Lie bracket of any two smooth sections $X, Y \in \Gamma(D)$ satisfies $[X, Y] \in \Gamma(D)$. An immersed submanifold $\Sigma^k \subset M^n$ is called an integral submanifold of a tangent distribution $D$ if $D = T\Sigma^k$. While it is straightforward to see that the tangent space of any immersed submanifold is a smooth involutive tangent distribution, the converse is the content of a theorem by Ferdinand Georg Frobenius.

**Theorem 1.2.1** (Global Frobenius Theorem). Let $D$ be a smooth involutive tangent distribution on a smooth manifold $M^n$. Then the collection of all maximal connected integral submanifolds of $D$ forms a foliation of $M^n$ and $D$ is called *integrable*.

We will apply this theorem in Chapter 3 in order to better understand the geometric structure of static spacetimes. It will also play a role in Section 6.2 where we study related questions in frame theory.
1.3 Lie Derivatives, Connections, and Killing Vectors

As we intend to consider the Newtonian limit of static spacetimes – or in other words of spacetimes that are invariant under translation and reflection of time –, we will have to adapt the concept of Killing vector fields and thus the idea of Lie derivatives to the setting of frame theory, the formal unification of Newtonian gravity and general relativity which allows for this limit, cf. Chapter 6. In particular, we need to generalize the well-known concept of Lie derivatives of tensor fields to include the possibility of Lie derivating connections. Before we present the generalization to connections, let us shortly review the concept of Lie derivatives in the conventional setting. Recall that the Lie derivative of a vector field \( Y \) in direction of another vector field \( X \) is defined as

\[
\mathcal{L}_X Y(p) = \lim_{t \to 0} \frac{\theta_t^* Y|_{\theta_t(p)} - Y|_p}{t}
\]

where \( \theta_t \) denotes the flow of \( X \) and the asterisk stands for the induced pull-back. Now, it is well-known that this notion of Lie derivative of a vector field can be generalized to general tensor fields in this straightforward fashion

\[
\mathcal{L}_X T(p) = \lim_{t \to 0} \frac{\theta_t^* T|_{\theta_t(p)} - T|_p}{t}
\]

such that \( \mathcal{L}_X T \) is a tensor field of the same rank as \( T \). There is a Leibniz rule saying that

\[
X(T(Y_1, \ldots, Y_s, \omega^1, \ldots, \omega^t)) = (\mathcal{L}_X T)(Y_1, \ldots, Y_s, \omega^1, \ldots, \omega^t) + \sum_{i=1}^s T(Y_1, \ldots, \mathcal{L}_X Y_i, \ldots, Y_s, \omega^1, \ldots, \omega^t) + \sum_{j=1}^t T(Y_1, \ldots, Y_s, \omega^1, \ldots, \mathcal{L}_X \omega^j, \ldots, \omega^t)
\]

where \( Y_i \in \Gamma(TM) \) and \( \omega^j \in \Gamma(T^*M) \) are arbitrary fields.

To put us in a position where we can define Lie derivatives of connections, recall that an affine connection \( \nabla : \Gamma(TM) \times \Gamma(TM) \to \Gamma(TM) \) on a smooth manifold \( M^n \) is a map that is linear over \( \mathcal{C}^\infty(M) \) in its first and linear over \( \mathbb{R} \) in its second argument and that satisfies the Leibniz rule

\[
\nabla_X (fY) = f \nabla_X Y + X(f)Y
\]

for any vector fields \( X, Y \in \Gamma(TM) \) and any \( f \in \mathcal{C}^\infty(M) \). Its torsion field \( \Xi \) is defined by

\[
\Xi(X, Y) = \nabla_X Y - \nabla_Y X - [X, Y]
\]

for \( X, Y \in \Gamma(TM) \). \( \nabla \) is called torsion free or symmetric if its torsion tensor vanishes. In the following, we will only consider torsion free connections such as the Levi-Cività connection of a pseudo-Riemannian metric or the Cartan connection introduced in Chapter 6. The Riemannian curvature endomorphism of a symmetric connection \( \nabla \) is consistently defined by

\[
\text{Rm}(X, Y, Z) := \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X,Y]} Z \in \Gamma(TM)
\]
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for all $X, Y, Z \in \Gamma(TM)$. Its components are again denoted by $R_{ijk}^l$. $Rm$ is obviously antisymmetric in its first two indices and satisfies the first Bianchi identity $Rm(X, Y, Z) + Rm(Y, Z, X) + Rm(Z, X, Y) = 0$ as $\nabla$ is torsion free. Let us now introduce the concept of a pull-back of a connection. Let $\theta_*$ denote the push-forward through the flow $\theta$ of a vector field $X$.

**Theorem and Definition 1.3.1** (Pullback of Connection). The pull-back of a symmetric connection $\nabla : \Gamma(TM) \times \Gamma(TM) \to \Gamma(TM)$ along a diffeomorphism $\theta : M \to M$ is the symmetric connection $\theta^*\nabla$ given by

$$ (\theta^*\nabla)_X Y := (\theta^{-1})_* (\nabla_{\theta_* X}(\theta_* Y)) \quad (1.16) $$

for any $X, Y \in \Gamma(TM)$.

**Remark.** The connection $\theta^*\nabla$ is well-defined. If we denote the components of $\nabla$ in a frame $\{X_i\}$ by $\Gamma^k_{ij}$, then $(\theta^*\nabla)^k_{ij} = (\theta_*)^k_i (\theta_*)^j_s \left[ ((\theta^{-1})_*)^k_r \Gamma^r_{is} - ((\theta^{-1})_*)^k_s \right]$.

**Proof.** For fixed $X, Y \in \Gamma(TM)$, the right hand side of (1.16) clearly is a smooth vector field. It depends $R$-linearly on $X$ and $Y$ by linearity of the differentials $\theta_*$ and $(\theta^{-1})_*$. Moreover,

$$ (\theta^*\nabla)_f X Y = (\theta^{-1})_* ((f \circ \theta) \nabla_{\theta_* X}(\theta_* Y)) = f(\theta^*\nabla)_X Y $$

and by the Leibniz rule for $\nabla$,

$$ (\theta^*\nabla)_X (f Y) = (\theta^{-1})_* ((f \circ \theta) \nabla_{\theta_* X}(\theta_* Y) + (\theta_* X)(f \theta_* Y)) \\
= f(\theta^*\nabla)_X Y $$

so that $\theta^*\nabla$ is indeed a connection. From

$$ (\theta^*\nabla)_X Y - (\theta^*\nabla)_Y X = (\theta^{-1})_* (\nabla_{\theta_* X}(\theta_* Y) - \nabla_{\theta_* Y}(\theta_* X)) = (\theta^{-1})_* [\theta_* X, \theta_* Y] = [X, Y] $$

we deduce that $\theta^*\nabla$ has vanishing torsion. Its coordinate expression is a trivial consequence of the above. \hfill \Box

It is thus possible to make the following definition.

**Definition 1.3.2** (Lie Derivative of Connection). The Lie derivative of a connection $\nabla : \Gamma(TM) \times \Gamma(TM) \to \Gamma(TM)$ along a vector field $X$ with flow $(\theta_t)$ is the $(2, 1)$-tensor field $\mathcal{L}_X \nabla$ given by

$$ \mathcal{L}_X \nabla := \lim_{t \to 0} \frac{\theta_t^* \nabla - \nabla}{t}. \quad (1.17) $$

**Proposition 1.3.3.** The tensor field $\mathcal{L}_X \nabla$ is well-defined, symmetric, and satisfies

$$ \mathcal{L}_X (\nabla_Y Z) = (\mathcal{L}_X \nabla)(Y, Z) + \nabla_{\mathcal{L}_X Y} Z + \nabla_Y (\mathcal{L}_X Z) $$

and

$$ (\mathcal{L}_X \nabla)(Y, Z) = \nabla_Y \nabla_Z X + Rm(Y, X, Z) - \nabla_{\nabla_Y Z} X. \quad (1.18) $$

$$ (\mathcal{L}_X \nabla)(Y, Z) = \nabla_Y \nabla_Z X + Rm(X, Y, Z) - \nabla_{\nabla_Y Z} X. \quad (1.19) $$
Proof. We have seen in the above remark that $\theta^*_t \nabla$ is a symmetric connection so that its difference from $\nabla$ and hence $\mathcal{L}_X \nabla$ must be a tensor field as the limit $t \to 0$ exists by smoothness. To prove Equation (1.18), let us argue that

$$\mathcal{L}_X \omega = \lim_{t \to 0} \frac{(\theta^*_t \nabla)_Y Z - \nabla_Y Z}{t}$$

$$= \lim_{t \to 0} \nabla_{\theta^*_t Y} (\theta^*_t Z) - \theta^*_t (\nabla_Y Z)$$

$$\equiv \lim_{t \to 0} \nabla_{\theta^*_t Y} (\mathcal{L}_X Z) + \nabla_{\mathcal{L}_X Y} Z + \mathcal{L}_X (\nabla_Y Z)$$

$$= -\nabla_Y (\mathcal{L}_X Z) - \nabla_{\mathcal{L}_X Y} Z + \mathcal{L}_X \nabla_Y Z$$

where we have used the linearity properties of $\nabla$ and the fact that $\theta^*_t|_{t=0} = \text{id}_{TM}$. Equation (1.19) holds because

$$(\mathcal{L}_X \nabla)(Y, Z) = \mathcal{L}_X (\nabla_Y Z) - \nabla_{\mathcal{L}_X Y} Z - \nabla_Y (\mathcal{L}_X Z)$$

$$= \nabla_X \nabla_Y Z - \nabla_{\nabla_Y Z} X - \nabla_{\mathcal{L}_X Y} Z - \nabla_Y \nabla_X Z + \nabla_Y \nabla_Z X$$

$$= \text{Rm}(X, Y, Z) - \nabla_{\nabla_Y Z} X + \nabla_Y \nabla_Z X$$

by $\mathcal{L}_X Y = [X, Y]$ (recall that $\nabla$ is symmetric). Finally, $\mathcal{L}_X \nabla$ is symmetric as

$$(\mathcal{L}_X \nabla)(Y, Z) = - (\mathcal{L}_X \nabla)(Z, Y)$$

$\text{Bianchi}$

$$\text{Rm}(X, Y, Z) + \text{Rm}(Y, Z, X) + \text{Rm}(Z, X, Y) = 0.$$ 

Now recall that a Killing vector field in a pseudo-Riemannian manifold $(M, g)$ is a vector field $X$ satisfying $\mathcal{L}_X g = 0$. It will be important for the generalization of the concept of Killing vector fields to the setting of frame theory to be aware of the following fact.

**Proposition 1.3.4.** Let $(M^n, g)$ be a pseudo-Riemannian manifold possessing a Killing vector field $X$. Then if $\nabla$ is the induced Levi-Civita connection, $g^{-1}$ is the induced metric on $T^*M$, and $\text{Rm}, \text{Ric}, R$ are the induced curvature tensors, one finds

$$\mathcal{L}_X g^{-1} = \mathcal{L}_X \nabla = \mathcal{L}_X \text{Rm} = \mathcal{L}_X \text{Ric} = \mathcal{L}_X R = 0.$$ 

**Proof.** A direct computation gives $\mathcal{L}_X (\omega^\sharp) = (\mathcal{L}_X \omega)^\sharp - (\mathcal{L}_X g)(\omega^\sharp, \cdot) = (\mathcal{L}_X \omega)^\sharp$ for every $\omega, \tau \in \Gamma(T^*M)$ as $X$ is Killing. Thus, for any $\omega, \tau \in \Gamma(T^*M)$

$$(\mathcal{L}_X g^{-1})(\omega, \tau) = X(g^{-1}(\omega, \tau)) - g^{-1}(\mathcal{L}_X \omega, \tau) - g^{-1}(\omega, \mathcal{L}_X \tau)$$

$$\equiv X(g(\omega^\sharp, \tau^\sharp)) - g^{-1}(\mathcal{L}_X \omega, \tau) - g^{-1}(\omega, \mathcal{L}_X \tau)$$

$$= 0.$$ 

For the proof of $\mathcal{L}_X \nabla = 0$, we make use of the fact that $\nabla$ is the Levi-Civita connection of $g$. As the Riemannian curvature tensor stems from the Levi-Civitá connection of a pseudo-Riemannian metric, it possesses the additional symmetry $g(\text{Rm}(Y, Z, W), A) = g(\text{Rm}(W, A, Y), Z)$ for any $Y, Z, W, A \in \Gamma(TM)$. Thus, by the Killing equation for $X,$
\[ g(\nabla_Y X, Z) + g(\nabla_Z X, Y) = 0, \] we deduce
\[
g((\mathcal{L}_X \nabla)(Y, Y), Z) \overset{\text{L.10}}{=} g(\nabla_Y \nabla_Y X - \nabla_{\nabla_Y Y} X + Rm(X, Y, Y), Z) \\
\nabla \text{Levi-Civit\`a} Y(\nabla_Y X, Z)) - g(\nabla_Y X, \nabla_Y Z) - g(\nabla_{\nabla_Y Y} X, Z) \\
+ g(Rm(Y, Z, X), Y) \\
X \text{Killing} = -Y(\nabla_0 \nabla Y) - g(\nabla_Y X, \nabla_Y Z) + g(\nabla_{\nabla_Y Y} X, Y) + g(\nabla_Y X, \mathcal{L}_Y Z) \\
\nabla \text{Levi-Civit\`a} = -g(\nabla_Y X, \nabla_Z Y) - Z(\nabla_0 \nabla Y) + g(\nabla_Y X, \nabla_Z Y) \\
= 0
\]

for any \( Y, Z \in \Gamma(TM), \) so that symmetry of \( \mathcal{L}_X \nabla \) implies \( \mathcal{L}_X \nabla = 0 \) by polarization. To show \( \mathcal{L}_X \text{Rm} = 0, \) let \( \{X_i\}_{i=1,\ldots,n} \) be a coordinate frame on \( M^n \) (i.e. satisfying \([X_i, X_j] = 0\) for all \( i, j = 1, \ldots, n\)) with \( X = X_1. \) Such a frame exists by ODE theory, cf. e.g. Proposition 1.53 in [War83]. Then
\[
(\mathcal{L}_X \text{Rm})(X_i, X_j, X_k) \overset{\text{Leibniz rule}}{=} \mathcal{L}_X(\text{Rm}(X_i, X_j, X_k)) \\
= \mathcal{L}_X(\nabla_i \nabla_j X_k - \nabla_j \nabla_i X_k) \\
\mathcal{L}_X \nabla = 0 \Rightarrow [X_i, X_l] = \nabla_i \mathcal{L}_X(\nabla_j X_k) - \nabla_j \mathcal{L}_X(\nabla_i X_k) \\
\text{iterate} = 0.
\]

By the Leibniz rule for Lie derivatives (L.13), \( \text{Ric} \) and \( \text{R} \) also have vanishing Lie derivatives in direction \( X. \)

### 1.4 Weighted Sobolev Spaces

In this section, we collect some well-known results on weighted Sobolev spaces defined on \( \mathbb{R}^n \) and subsets thereof. We follow the exposition in [Bar86], but adapt the results slightly so that it fits with our notation and conventions. Although we only apply these results in dimension \( n = 3, \) we state the theorems for arbitrary \( n \geq 3 \) for convenience of the reader. We use the following notation: If \( R > 0, \) \( B_R := \overline{B_R(0)} \subset \mathbb{R}^n \) denotes the closed ball of radius \( R \) around \( 0, \) \( E_R := \mathbb{R}^n \setminus B_R \) denotes the associated (open) exterior region. Abusing notation, we will denote \( \mathbb{R}^n \setminus \{0\} \) by \( E_0 \) and also call it an exterior region. We refer to a fixed Cartesian coordinate system \( (x^i)_{i=1,\ldots,n} \) on \( \mathbb{R}^n \) and denote the Cartesian radius by \( r := |x| := \sqrt{(x^1)^2 + \cdots + (x^n)^2}. \) The Euclidean metric on \( \mathbb{R}^n \) will be denoted by \( \delta \) and \( g \) will denote an arbitrary smooth Riemannian metric on \( \mathbb{R}^n \) or subsets thereof. Using the weight functions \( \sigma : \mathbb{R}^n \setminus \{0\} \rightarrow \mathbb{R} : x \mapsto \sqrt{1 + r^2} \) and \( r|_{E_0}, \) we define the so-called “weighted Lebesgue” and “weighted Sobolev spaces”.

**Definition 1.4.1.** Let \( k \in \mathbb{N}, \) \( 1 \leq q < \infty, \) and \( \varepsilon \in \mathbb{R}. \) Let \( d\mu_\delta \) denote the ordinary Lebesgue measure on \( \mathbb{R}^n. \) The weighted Lebesgue space \( L^q_\varepsilon := L^q_\varepsilon(\mathbb{R}^n) \) is defined as the
space of all measurable functions \( u \in L^q_{\text{loc}}(\mathbb{R}^n) \) such that the norm

\[
||u||_{q, \varepsilon} := \left( \int_{\mathbb{R}^n} |u|^q \sigma^{-q-n} \, d\mu_\delta \right)^{1/q}
\]

is finite. Similarly, the weighted Sobolev space \( W^{k,q}_\varepsilon := W^{k,q}_\varepsilon(\mathbb{R}^n) \) is given as the subspace of \( L^q(\mathbb{R}^n) \) consisting of all those functions \( u : \mathbb{R}^n \to \mathbb{R} \) which have weak (partial) derivatives of order \( j \leq k \) in \( L^q_{\varepsilon-j}(\mathbb{R}^n) \). The weighted Sobolev norm on this space is defined as

\[
||u||_{k,q, \varepsilon} := \sum_{j=0}^k ||D^j u||_{q, \varepsilon-j}.
\]

Similarly, the weighted Lebesgue space on the exterior region \( E_0 = \mathbb{R}^n \setminus \{0\}, \mathcal{L}_\varepsilon := L^q_\varepsilon(E_0) \), is defined as the space of all measurable functions \( u \in L^q_{\text{loc}}(E_0) \) such that the norm

\[
||u||_{q, \varepsilon}^* := \left( \int_{E_0} |u|^q r^{-q-n} \, d\mu_\delta \right)^{1/q}
\]

is finite. The weighted Sobolev space on the exterior region \( E_0, \mathcal{W}^{k,q}_\varepsilon := W^{k,q}_\varepsilon(E_0) \), is defined as the subspace of \( L^q_\varepsilon(E_0) \) consisting of all those functions \( u : \mathbb{R}^n \to \mathbb{R} \) which have weak (partial) derivatives of order \( j \leq k \) in \( L^q_{\varepsilon-j}(E_0) \). The weighted Sobolev norm on this space is then given by

\[
||u||_{k,q, \varepsilon}^* := \sum_{j=0}^k ||D^j u||_{q, \varepsilon-j}.
\]

Observe that the weight function \( r \) used on \( E_0 = \mathbb{R}^n \setminus \{0\} \) differs from the one used on all of \( \mathbb{R}^n \), namely from \( \sigma \), but that they are asymptotically identical at infinity. Note furthermore that \( C^\infty_c(\mathbb{R}^n), C^\infty_c(E_0) \) are dense in \( W^{k,q}_\varepsilon, \mathcal{W}^{k,q}_\varepsilon \), respectively, and that \( L^q_\varepsilon = L^q(\mathbb{R}^n) \) for \( \varepsilon = -n/q \).

The following theorems correspond to Theorem 1.2, Theorem 1.3, Lemma 1.4, Theorem 1.7, and Corollary 1.9 in [Bar86]. They will help us prove the faster fall-off trick Theorem 1.4.10 and will be helpful for our center of mass considerations in Chapter 3.

**Theorem 1.4.2.** Let \( n, k \in \mathbb{N}, n \geq 2 \). The following claims hold true:

1. If \( 1 \leq q_1 \leq q_2 < \infty \) and \( \varepsilon_1 > \varepsilon_2 \), then \( L^{q_2}_\varepsilon \) continuously embeds into \( L^{q_1}_\varepsilon \) via inclusion.

2. If \( 1 \leq q_1, q_2, q < \infty \) satisfy \( 1/q = 1/q_1 + 1/q_2 \) and if in addition \( \varepsilon = \varepsilon_1 + \varepsilon_2 \), then for all \( u \in L^{q_1}_{\varepsilon_1}, v \in L^{q_2}_{\varepsilon_2} \) we have the weighted Hölder inequality

\[
||uv||_{q, \varepsilon} \leq ||u||_{q_1, \varepsilon_1} ||v||_{q_2, \varepsilon_2}.
\]  

3. If \( 1 \leq q_2 \leq q_1 \leq nq_2/(n-kq_2) < \infty \) and \( n-kq_2 > 0 \), then there is a constant \( C > 0 \) such that any \( u \in W^{k,q_2}_\varepsilon \) satisfies the weighted Sobolev inequality

\[
||u||_{nq_2/(n-kq_2), \varepsilon} \leq C ||u||_{k,q_1, \varepsilon}
\]  

and in fact \( |u(x)| r^{-\varepsilon} \to 0 \) as \( r \to \infty \).
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4. Let $C^0_\epsilon$ consist of all continuous functions $u : \mathbb{R}^n \to \mathbb{R}$ such that

$$||u||_{C^0_\epsilon} := \sup_{x \in \mathbb{R}^n} \{\sigma^{-\epsilon}(x)|u(x)|\} < \infty.$$ 

If $1 \leq q < \infty$ and $0 < k - n/q \leq 1$, there is a constant $C > 0$ such that for any $u \in W^{k,q}_\epsilon$, we have

$$||u||_{C^0_\epsilon} \leq C||u||_{k,q,\epsilon}.$$ 

We will also frequently apply the following multiplication theorem which we quote from p. 153 in [KM95].

**Theorem 1.4.3** (Multiplication Theorem). For all $k_1, k_2, k \in \mathbb{N}$, $k_1 + k_2 > k + 3/2$, and all $\epsilon > \epsilon_1 + \epsilon_2$, pointwise multiplication is a continuous bilinear map

$$\cdot : W^{k_1,2}_\epsilon(\mathbb{R}^3) \times W^{k_2,2}_\epsilon(\mathbb{R}^3) \to W^k,2_\epsilon(\mathbb{R}^3).$$

Before we continue to list facts on weighted Sobolev spaces, we quote the following definition from [Bar86].

**Definition 1.4.4.** $\epsilon \in \mathbb{R}$ is said to be an exceptional weight parameter if it is an integer which satisfies $\epsilon \neq -1, -2, \ldots, n - 3$; otherwise it is called non-exceptional. We set $\epsilon := \max\{\mu \text{ exceptional} | \mu < \epsilon\}$ for any weight parameter $\epsilon \in \mathbb{R}$.

Observe that $\epsilon \in \mathbb{Z}$ and that precisely all $\epsilon \in \mathbb{Z}$ are exceptional for the case $n = 3$ which will be of most concern to us in geometrostatics. The exceptional values of the weight parameter correspond to the orders of growth of harmonic functions in $\mathbb{R}^n \setminus B_1$. The following theorem shows the relevance of these exceptional weight parameters. It refers to the Laplacian $\Delta$ which is induced from the flat metric $\delta$ and we quote it from [McO79].

**Theorem 1.4.5** (Robert McOwen). Suppose that $\epsilon$ is non-exceptional, $1 < q < \infty$ and $k \in \mathbb{N}_0$. Then the map

$$\Delta : \tilde{W}^{k+2,q}_\epsilon \to \tilde{W}^{k,2}_{\epsilon - 2}$$

is a bounded isomorphism with bounded inverse.

**$O$-notation**

In order to simplify notation, we will use the $O$-notation as an abbreviation for a precise statement in the language of weighted Sobolev spaces when the precise statement is straightforward. For example, we say that a smooth function $f : M^n \to \mathbb{R}$ on an asymptotically flat manifold $(M^n, g)$ with radial coordinate $r$ lies in the class $O(r^{-k})$ as $r \to \infty$ if there exists a constant $C > 0$ such that

$$|f(p)| \leq Cr^{-k}$$

holds for all $p \in M^n$ or all $p$ in a specified neighborhood of infinity within $M^n$. In addition, we say that $f$ lies in the class $O(r^{-k})$ with $l$ derivatives if

$$\partial^\alpha f \in O(r^{-k-|\alpha|})$$

for all multi-indices $\alpha$ with $|\alpha| \leq l$. Compare this to item number 4 in Theorem 1.4.2.
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1.4.1 The Faster Fall-Off Trick

The above results on differential operators asymptotic to \( \triangle \) can and will be used to show faster fall-off for the solutions of the static metric equations of general relativity which we will do in Chapter \[\Box\]. To this end, we will now prove a more general faster fall-off trick making use of the above results and of the Kelvin transform. We refer the reader to the book [ABR92] for an introductory exposition of the Kelvin transform.

We begin by giving the definition of the Kelvin transform. Let \( n \geq 3 \) in all of this section.

**Definition 1.4.6 (Kelvin Transform).** Set \( \mathbb{R}^n := \mathbb{R}^n \cup \{\infty\} \) where \( \infty \) is considered as the topological one point compactification. For any \( x \in \mathbb{R}^n \), we set

\[
x^* := \begin{cases} \frac{x}{|x|^2} & \text{if } x \neq 0, \infty \\ 0 & \text{if } x = \infty \\ \infty & \text{if } x = 0 \end{cases}
\]

If \( E \subset \mathbb{R}^n \), we set \( E^* := \{x^* | x \in E\} \subset \mathbb{R}^n \) and endow both \( E \) and \( E^* \) with the induced topology. We define the Kelvin transform of a continuous function \( u : E \to \mathbb{R} \) to be the function \( \mathcal{K}[u] : E^* \to \mathbb{R} \) given by

\[
\mathcal{K}[u](x) := |x|^{2-n}u(x^*).
\]

The Kelvin transform is a higher dimensional analog of inversion in a sphere. It is a very useful technique for transporting the “point at infinity” of \( \mathbb{R}^n \) to the interior and thus makes power series expansions at infinity and related harmonicity questions more approachable as we will see in the following lemmata.

**Lemma 1.4.7.** The Kelvin transform is a linear transform from \( C^0(E) \) to \( C^0(E^*) \) that preserves uniform convergence on compact subsets of \( \mathbb{R}^n \setminus \{0\} \). \( \mathcal{K} \) is its own inverse in the sense that \( \mathcal{K}[\mathcal{K}[u]] = u \) for all \( u \in C^0(E) \). It maps positive homogeneous functions on \( \mathbb{R}^n \setminus \{0\} \) of degree \( k \in \mathbb{Z} \) to positive homogeneous functions on \( \mathbb{R}^n \setminus \{0\} \) of degree \( 2-n-k \). Moreover, it maps harmonic functions on \( E \) onto harmonic functions on \( E^* \) if \( E \subset \mathbb{R}^n \setminus \{0\} \) is open.

**Definition 1.4.8.** Let \( E \subset \mathbb{R}^n \) be compact and let \( u \in C^0(\mathbb{R}^n \setminus E) \) be harmonic. We call \( u \) harmonic at \( \infty \) provided that \( \mathcal{K}[u] \) has a removable singularity at 0, i.e. if there exists a harmonic function \( \overline{u} \in C^0((\mathbb{R}^n \setminus E)^* \cup \{0\}) \) with \( \overline{u} \equiv \mathcal{K}[u] \) on \( (\mathbb{R}^n \setminus E)^* \).

**Lemma 1.4.9.** Let \( E \subset \mathbb{R}^n \) be compact. Then a harmonic function \( u : \mathbb{R}^n \setminus E \to \mathbb{R} \) is harmonic at infinity if and only if \( \lim_{x \to \infty} u(x) = 0 \).

Let us now turn our attention to the faster fall-off trick announced above. For easiness of notation, we change the name of weight parameter from \( \varepsilon \) to \( -\tau \) from now on.

**Theorem 1.4.10 (Faster Fall-Off Trick).** Let \( n, k \in \mathbb{N}_0, \ n \geq 3, \ 1 \leq q < \infty, \ \tau > 0 \) such that \( -\tau \) is non-exceptional, and let \( f : \mathbb{R}^n \to \mathbb{R} \) be a smooth function satisfying

\[
f \in W^{k+2,q}_{-\tau+1} \quad \text{and} \quad \triangle f \in W^{k,q}_{-\tau-2}.
\]

Then there is a harmonic polynomial \( p \) of degree \( d \leq |\tau| \) such that for any radius \( R > 0 \) and any smooth cut-off function \( \eta : \mathbb{R}^n \to \mathbb{R} \) with support in \( E_R \), \( \eta(f - \mathcal{K}[p]) \in W^{k+2,q}_{-\tau} \cap W^{k+2,q}_{-\tau} \).
Remark. The behavior of $f$ is of interest to us only in a neighborhood of infinity, where the faster fall-off trick gives us precise fall-off information. We can interpret this informally as saying that if $f = O(r^{-l+1})$ and $\Delta f = O(r^{-l-2})$ as $r \to \infty$, then $f - K[p] = O(r^{-l})$ as $r \to \infty$ for all decay orders $l \in \mathbb{N}$.

Proof. Let $\eta$ be a smooth cut-off function with support in $E_R$ for some $R > 0$ and without loss of generality $\eta \equiv 1$ in $E_{2R}$. Set $g := \eta f$ and $h := \Delta g$ so that $h \in W^{-k,q}_{-2} \cap C^\infty(\mathbb{R}^n)$ by the assumptions that $f, \eta$ be smooth, $\eta \equiv 1$ in $E_{2R}$, and $\Delta f \in W^{-k,q}_{-2}$. Since $g \equiv 0$ in $B_R$, it also holds that $h \in W^{-k,q}_{-2}$. Robert McOwen's result 1.4.5 now tells us that there exists a unique solution $f_h \in W^{k+2,q}_{-r-2}$ satisfying $\Delta f_h = h$ in $\mathbb{R}^n \setminus \{0\}$ as $-\tau$ is non-exceptional. This means that the two functions $f_h$ and $g$ both satisfy the Poisson equation with right hand side $h$ on $\mathbb{R}^n \setminus \{0\}$ and in consequence, $g - f_h$ is a harmonic function on $E_0 = \mathbb{R}^n \setminus \{0\}$ with respect to the flat Laplacian.

By construction, we find that $g \in W^{k,q}_{-\tau+1}, f_h \in W^{k+q}_{-\tau+1}$ follows from the first item in Theorem 1.4.2 and thus we also know that $g - f_h \in W^{k,q}_{-\tau+1}$. Cutting $g - f_h$ off with the cut-off function $\eta$, we obtain a function $\eta(g - f_h) \in W^{k,q}_{-\tau+1}$. This helps us seeing that $\eta(g - f_h)$ and thus also $g - f_h$ falls off to 0 as $r \to \infty$ by the weighted Sobolev inequality (1.21). $(g - f_h)|_{E_0}$ is thus harmonic at $\infty$ by Lemma 1.4.9 and thus its Kelvin transform $K := K[(g - f_h)|_{E_0}] : \mathbb{R}^n \to \mathbb{R}$ is harmonic and hence real analytic at 0. We define a polynomial $p$ on $\mathbb{R}^n$ by

$$p(y) := \sum_{|\alpha| = \tau} \frac{\partial^K y^\alpha}{\alpha!}$$

and deduce that $p$ is in fact a harmonic polynomial of degree $d \leq \tau$. This implies that $K - p$ is a harmonic function on $\mathbb{R}^n$. $K$ then splits into

$$K(y) = p(y) + \sum_{|\alpha| = |\tau|+1} \frac{\partial^K y^\alpha}{\alpha!} \tag{1.22}$$

in a neighborhood $B_0$ of 0 by harmonic function theory, where the series converges absolutely and uniformly. We can therefore calculate an explicit expression for the harmonic function $(g - f_h - K[p])|_{E_{-1}}$ using the different assertions of Lemma 1.4.7 and the definition of the Kelvin transform. For $x \in E_{-1}$, we obtain:

$$(g - f_h - K[p]) (x) = K[(K - p)] (x)$$

1$^\text{cf. pp. 22-24 in ABR92}\$.

2$^\text{cf. again pp. 22-24 in ABR92}\$.
This explicit expression now allows us to estimate

\[ |(g - f) - \mathcal{K}[p])(x)| \leq \sum_{|\alpha| = \lceil \tau \rceil + 1}^{\infty} \frac{|\partial_\alpha K(0)| x^{\alpha}}{|x|^{n+2|\alpha|-2} \alpha!} \]

for all \( x \in E_{\varepsilon-1} \) as the power series converges absolutely in \( E_{\varepsilon-1} \). Similarly, one can show by induction that

\[ |\partial_\beta (g - f) - \mathcal{K}[p])(x)| \leq C|x|^{1-n-\lceil \tau \rceil-|\beta|} \]

for all \( x \in E_{\varepsilon-1} \) and all multi-indices \( \beta \) with \(|\beta| \leq k + 2\). Since by assumption \( f \) and \( \eta \) (and hence \( g = \eta f \)) are smooth on \( \mathbb{R}^n \) and since \( g - f_h \) is harmonic and thus smooth on \( \mathbb{R}^n \setminus \{0\} \), \( f_h \) must be smooth on \( \mathbb{R}^n \setminus \{0\} \). This implies that \( \eta (g - f_h - \mathcal{K}[p]) \) is smooth on \( \mathbb{R}^n \) and vanishes in a neighborhood of the origin so that – together with the above estimates –, we can deduce that

\[ \eta (g - f_h - \mathcal{K}[p]) \in W^{k+2, q}_{-\tau} \cap \dot{W}^{k+2, q}_{-\tau}. \]

As \( f_h \in \dot{W}^{k+2, q}_{-\tau} \) and thus also \( \eta f_h \in W^{k+2, q}_{-\tau} \cap \dot{W}^{k+2, q}_{-\tau} \) by construction, it follows by linearity that \( \eta (g - \mathcal{K}[p]) \in W^{k+2, q}_{-\tau} \cap \dot{W}^{k+2, q}_{-\tau} \). Now \( g = \eta f \) differs from \( \eta g \) only in the compact annulus \( \overline{E_R \setminus E_{2R}} \) where \( \eta, f \), and \( \mathcal{K}[p] \) are smooth so that \( \eta (g - f) \in W^{k+2, q}_{-\tau} \cap \dot{W}^{k+2, q}_{-\tau} \) and hence again by linearity \( \eta (f - \mathcal{K}[p]) \in W^{k+2, q}_{-\tau} \cap \dot{W}^{k+2, q}_{-\tau} \) which proves the theorem. \( \square \)
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In this chapter, we will provide a short introduction into general relativity, focusing on isolated systems. It is structured as follows: In Section 2.1, we introduce the main variables and equations. In Section 2.2, we shortly discuss the initial value formulation of general relativity (the so-called Cauchy problem) while in Section 2.3, we give a short overview over boundary conditions insuring isolatedness of the systems under consideration. In Sections 2.4 and 2.5, we present definitions and a small number of results on the concepts of mass and center of mass of isolated systems, respectively. As one of the main goals of this thesis is to prove that mass and center of mass converge to Newtonian mass and center of mass in the Newtonian limit, these concepts lie at the heart of our considerations.

2.1 Setting and Notation

When modeling a relativistic system in GR as a smooth spacetime \((L^4, ds^2)\), one usually has to specify a matter model, cf. e. g. \[Ren08\]. This matter model is usually defined in terms of a matter Lagrangian depending on both the metric \(ds^2\) and the appropriate matter fields. One can then derive a symmetric \((0,2)\)-tensor field \(T\) on \(L^4\) by variation of the matter Lagrangian. \(T\) is called the energy-momentum tensor or stress-energy tensor of the system. If \(V \in T_pL^4\) is a future-pointing timelike unit vector (or an observer) situated at the spacetime event \(p\), one can introduce the observed mass density \(\rho(p) := T_p(V,V)/c^2\), where \(c\) the speed of light. The observed momentum density is given by \(J_p(X) := -T_p(V,X)\) in the spatial direction \(X \in T_pL^4\) with \(ds^2_p(V,X) = 0\), and the observed stress is defined as \(S_p(X_1, X_2) := T_p(X_1, X_2)\) in spatial directions \(X_i \in T_pL^4\) with \(ds^2_p(V, X_i) = 0\), \(i = 1, 2\). The vector \(P_p := (T_p(V,\cdot))/c^2\) can be interpreted as the 4-momentum vector observed by \(V\). Note that we have defined \(\rho\) to be a mass and not an energy density as this will be more suitable for tackling the Newtonian limit in Chapter 6.

Besides suitable energy conditions like the weak energy condition \(T(V,V) \geq 0\) for any future-directed causal (timelike or lightlike) vector field \(V \in \Gamma(TL^4)\) that one usually expects to hold, the energy-momentum tensor is required to satisfy the equation of motion \(\text{div} \ T = 0\) which is designed to assure (differential) energy conservation, cf. e. g. \[Wal84\], \[SW77\]. Some sorts of matter, for example perfect fluids, will also be required to satisfy an appropriate equation of state. We will, however, not focus on specific matter models in this thesis as we are mainly interested in the behavior in the vacuum region outside a given matter distribution.

A relativistic spacetime or relativistic system then is formally represented by a triple

\[1\text{We will not discuss the regularity of general dynamical relativistic solutions as we will focus on static solutions in this thesis. For these, regularity issues will be discussed in Chapter 3.}\n
\[2\text{We are not assuming any orientability or hyperbolicity conditions on spacetimes, a priori.}\]
(\(L^4, ds^2, T\)) consisting of a spacetime \((L^4, ds^2 = g)\) and an energy-momentum tensor \(T\) that satisfy the equation of motion and *Einstein’s equation*

\[
Ric - \frac{1}{2} R g = \frac{8\pi G}{c^4} T
\]

(2.1)

with \(c\) again the *speed of light* and \(G\) the *(Newtonian) gravitational constant.* Observe that Einstein’s equation relates the metric \(ds^2\) to the \((2, 0)\)-variant of \(T\). This is of no significance in general relativity but will become important when we “unify” general relativity and Newtonian gravity in Chapter 6.

### 2.2 3+1 Decomposition and Cauchy Problem

It is often useful (and gives deep insight) to rewrite Einstein’s equation as an initial value problem (“Cauchy problem”). Yvonne Choquet-Bruhat’s famous theorem 2.2.2 essentially states that this is possible, and we will apply this theorem in order to prove a uniqueness result for the lapse function on page 62. Before we can cite the theorem, we have to introduce a few notions which we will now begin with. We follow the approaches taken in [Wal84](#), [HE08](#), [CBJWJ80](#), [Bar95](#).

First of all, a spacetime is said to be *time orientable* if it possesses a smooth global timelike vector field (which automatically induces a time orientation). In this case, the chronal future of \(q \in L^4\) is defined via

\[
I^+ (q) := \{ p \in L^4 \mid \text{There is a smooth timelike future directed curve from } q \text{ to } p. \}
\]

A set \(S \subset L^4\) is called *achronal* if it satisfies \(S \cap I^+ (S) = \emptyset\), where \(I^+ (S) := \bigcup_{q \in S} I^+ (q)\). Furthermore, the *future/past domain of dependence* of an achronal set \(S \subset L^4\) is given by

\[
D^\pm (S) := \{ p \in L^4 \mid \text{Every past/future inextensible curve through } p \text{ intersects } S. \}
\]

where a smooth timelike curve \(\kappa : (s_0, s_1) \to L^4\) is *past/future inextensible* if and only if it has no limit as \(s \to s_0/s_1\), respectively. The *domain of dependence of \(S\)* then is the union \(D(S) := D^+ (S) \cup D^- (S)\). A closed achronal set \(S \subset L^4\) which fulfills \(D(S) = L^4\) is called a *Cauchy surface* and indeed can be seen to be a 3-dimensional spatial submanifold of \(L^4\). \(L^4\) is said to be *globally hyperbolic* if it possesses a Cauchy surface. It can be shown (cf. Theorem 8.3.14 in [Wal84](#) and references therein) that every globally hyperbolic spacetime possesses a global *time function* \(t\) (i.e. a function having \(\text{grad} t\) past directed timelike), the level sets of which are smooth Cauchy surfaces. Thus every globally hyperbolic \(L^4\) can be foliated by Cauchy surfaces and thus has the differential topology of \(\mathbb{R} \times M^3\), where \(M^3\) denotes any such Cauchy surface.

Now let \((L^4, ds^2)\) be a globally hyperbolic spacetime with time function \(t\). We think of a point \(p \in L^4\) as representing a *spacetime incident* \((t, x)\) with coordinate representation

\[19\]

---

3As the remainder of this thesis is not severely depending on this section, we will not take regularity questions into account.

4This definition is unconventional but equivalent to the traditional one, cf. p. 209 in [Wal84](#). As we are not primarily concerned with the Cauchy problem, this just seems the least cumbersome approach.
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\((t(p), x^i(p))\) with respect to some coordinate system \(\{x^i\}_{i=1,2,3}\) on an open neighborhood of \(x \in M^3\) (which is then transported along the integral curves of \(\text{grad} t\)). Clearly, there is a unique future-pointing timelike unit normal vector field \(\nu \in \Gamma(TL^4)\) \(ds^2\)-orthogonal to the leaves \(\{t\} \times M^3\). We can therefore uniquely decompose the coordinate vector field \(\partial_t \in \Gamma(TL^4)\) into its normal and tangential components, meaning that

\[
\partial_t = cN \nu + X
\]

with \(N : I \times M^3 \to \mathbb{R}\) the \textit{lapse function} and \(X : I \times M^3 \to TM^3\) the \textit{shift vector field} of the foliation. Moreover, \(ds^2\) induces a Riemannian metric \(g(t)\) on each of its (spacelike) submanifolds \(\{t\} \times M^3\) which we sloppily understand to be a time-dependent metric on \(M^3\). One can then see that \(ds^2\) can be rewritten as

\[
ds^2 = -c^2 N^2 dt^2 + 3 g_{ij}(dx^i + X^i dt)(dx^j + X^j dt). \tag{2.2}
\]

In this setting, the second fundamental form \(h(t)\) of the slice \(\{t\} \times M^3 \subset (I \times M^3, ds^2)\) with respect to the chosen normal is often referred to as its \textit{extrinsic curvature} (and is usually denoted by \(K\) in the physics literature). Just as \(3g, h\) is understood to be a time-dependent symmetric \((2,0)\)-tensor field on \(M^3\). It is straightforward from the definition of \(h\) that

\[
\mathcal{L}_h g = 2h. \tag{2.3}
\]

Besides the Gauß- and Codazzi equations \((1.8)\) through \((1.11)\), there is another submanifold equation induced by the decomposition of the normal \(\nu\). It is called the \textit{Mainardi identity} and reads

\[
ds^2(\text{Rm}(X_i, \nu, \nu), X_j) = (1/N) \nabla^2_{ij}N + h^2_{ij} - \mathcal{L}_\nu h_{ij} \tag{2.4}
\]

on any frame \(\{X_i\}_{i=1,2,3}\) of \(M^3\). As a consequence of these submanifold equations, the \textit{Einstein tensor} \(G := 4\text{Ric} - \frac{1}{2} 4\text{R} ds^2\) can be decomposed into its normal and mixed parts

\[
2G(\nu, \nu) = 3R + H^2 - |h_3|^2 \tag{2.5}
\]

\[
G(\nu, \partial_i) = 3 \nabla_j h^j_i - H_i \tag{2.6}
\]

while the remaining information leads to

\[
\mathcal{L}_h h = 4 \text{tr} G - g - 3\text{Ric} + 2h^2 - Hh + \frac{3\nabla^2 N}{N}. \tag{2.7}
\]

If combined with Einstein’s equation \((2.1)\), equations \((2.5)\) and \((2.6)\) lead to constraints on the geometry of the spatial hypersurface \(M^3\), the so-called \textit{energy} or \textit{Hamiltonian} and \textit{momentum constraints}

\[
3R + H^2 - |h_3|^2 = \frac{16\pi G}{c^4} T(\nu, \nu) \tag{2.8}
\]

\[
3\nabla_j h^j_i - H_i = \frac{8\pi G}{c^4} T(\nu, \partial_i). \tag{2.9}
\]

\(^5\text{Recall that the label 4 corresponds to fields derived from } ds^2 = g.\)
2.2 3+1 Decomposition and Cauchy Problem

Equations (2.1) and (2.7) lead to the dynamical equation

$$\mathcal{L}_\nu h = -3 \text{Ric} + 2h^2 - Hh + \frac{\nabla^2 N}{N} + \frac{8\pi G}{c^4} \left( T|_{TM^3 \times TM^3} - \frac{4}{2} \tr T \frac{3}{2} g \right).$$

(2.10)

Before we proceed to the initial value formulation of Einstein’s equation, we wish to put down explicitly its 3+1 version using the timelike unit normal $\nu$ as an observer, i.e. the 3+1 decomposed Einstein equations

$$3R + H^2 - |h|^2_3 = \frac{16\pi G \rho}{c^2}$$

$$3\nabla_j h^j_i - H_i = -\frac{8\pi G J_i}{c^4}$$

$$\mathcal{L}_\nu h + 3 \text{Ric} - 2h^2 - Hh - \frac{3\nabla^2 N}{N} = \frac{8\pi G}{c^4} (S - \frac{3}{2} \tr S \frac{3}{2} g) + \frac{4\pi G \rho}{c^2} \frac{3}{2} g.$$ 

(2.11)

Following Yvonne Choquet-Bruhat (and James W. York, Jr. in [CBJWJ80]), we will now proceed to reformulate Einstein’s equation (2.1) as an initial value problem. To this end, let an initial data set be a triple $(M^3, g, h)$ with $(M^3, g)$ a 3-dimensional Riemannian manifold and $h$ a symmetric $(2,0)$-tensor field on $M^3$, satisfying the constraint equations (2.8) and (2.9) in vacuum. A development of an initial data set $(M^3, g, h)$ then is a triple $(L^4, ds^2, \Lambda)$ consisting of a spacetime $(L^4, ds^2)$ satisfying the vacuum Einstein equation (2.1) and an isometric embedding $\Lambda : (M^3, g) \rightarrow (L^4, ds^2)$ being such that the induced second fundamental form of $\Lambda(M^3)$ agrees with the push-forward of $h$ under $\Lambda$. A development $(L^4, ds^2, \Lambda)$ is called a globally hyperbolic development if $\Lambda(M^3)$ is a Cauchy surface in $(L^4, ds^2)$ (which then automatically implies that $(L^4, ds^2)$ is a globally hyperbolic spacetime).

A development $(\bar{L}^4, \bar{ds}^2, \bar{\Lambda})$ of an initial data set $(M^3, g, h)$ is said to be an extension of a development $(L^4, ds^2, \Lambda)$ if $(L^4, ds^2)$ can be isometrically embedded into $(\bar{L}^4, \bar{ds}^2)$ through a time-orientation preserving diffeomorphism $D$ satisfying $D \circ \Lambda = \bar{\Lambda}$ or in sloppy terms “with $(M^3, g)$ sitting inside $(L^4, ds^2)$ in the same way as inside $(\bar{L}^4, \bar{ds}^2)$ when compared via $D$”. Two developments are considered identical if they are extensions of each other and a globally hyperbolic development is considered maximal if it extends any other globally hyperbolic development. The following theorems answer the question of well-posedness of the Einsteinian Initial Value Problem (the Cauchy problem) in the affirmative.

**Theorem 2.2.1** (Yvonne Choquet-Bruhat). Let $(M^3, g, h)$ be an initial data set for which there are two developments $D_i = (L^4_i, ds^2_i, \Lambda_i)$ ($i = 1, 2$) (not necessarily globally hyperbolic). Then there is a globally hyperbolic development $(L^4, ds^2, \Lambda)$ which is extended by both developments $D_1, D_2$.

**Theorem 2.2.2** (Yvonne Choquet-Bruhat & Robert Geroch). Every initial data set admits a maximal globally hyperbolic development. This maximal globally hyperbolic development is unique up to isometry.

---

6We follow the exposition in [Rin09].


2 Isolated Relativistic Systems

Remarks. There also exist versions of both of these theorems where initial data sets and developments need not be vacuum but satisfy the constraints and Einstein equations with respect to some matter tensor, respectively. In this thesis, we are only going to apply the first of these theorems (in vacuum) to prove a uniqueness property of static systems in Section 5.3 and therefore prefer not to discuss to any detail what conditions the chosen matter model must obey in order for these theorems to be true also in the presence of matter. Details can be found e. g. in [CBJW80, Wal84] and references cited therein.

2.3 Asymptotically Flat Ends and Their Properties

So far, we have not explicitly discussed boundary data or asymptotics of the Lorentzian metric of a spacetime. We will do so now. In this thesis, we focus on isolated systems – spacetimes modeling stars or black holes that do not interact with other systems and cannot be reached by intruding gravitational waves, either. Isolated systems are mathematically modeled by so-called asymptotically flat Lorentzian manifolds, i. e. by specifying the fall-off of the metric on the boundary “at spatial infinity”.

More concretely, we assume that for a decomposed spacetime \((L^4, ds^2)\) with time function \(t\), each of the diffeomorphic time slices \(M^3 = \{t = \text{const}\}\) can be decomposed into a (possibly empty) compact interior \(K \subset M^3\) and a finite number of ends, i. e. unbounded components of \(M^3 \setminus K\) in which both \(\gamma(t)\) and \(h(t)\) satisfy certain fall-off conditions “at spatial infinity” which we will describe below.

As we will see in Chapter 3, static spacetimes can be decomposed canonically such that the second fundamental forms \(h(t)\) vanish for all times \(t\). We will therefore only discuss the asymptotics of \(\gamma(t)\) in more detail. Moreover, although we will only need and apply the asymptotic flatness conditions in dimension \(n = 3\), we will state them for arbitrary \(n \geq 3\) for convenience of the reader.

Let \((M^n, g)\) now be a Riemannian manifold that can be decomposed into a compact \(K \subset M^n\) and a finite number of unbounded ends. In order to ensure isolatedness, we require these ends to be asymptotically flat in the sense that they are each diffeomorphic to \(\mathbb{R}^n \setminus B\) for some closed balls \(B\) and such that the pushed forward metrics in these ends behave as those of the flat (Euclidean) metric on \(\mathbb{R}^n \setminus B\) plus error terms which decay as \(O(r^{-1})\) as \(r \to \infty\), combined with suitable decay conditions on the derivatives; for a more precise definition please see below. As above, \(r\) is the radial coordinate \(r := |x| := \sqrt{(x^1)^2 + \cdots + (x^n)^2}\) associated to the system of asymptotically flat coordinates given by the chosen diffeomorphism in the given end.

We remind the reader of the following notation introduced in Section 1.4: If \(R > 0\), \(B_R := B_R(0) \subset \mathbb{R}^n\) denotes the closed ball of radius \(R\) around \(0\) and \(E_R := \mathbb{R}^n \setminus B_R\) denotes the associated (open) exterior region. Following Robert Bartnik [Bar86] and Daniel Kennefick and Niall Ó Murchadha [KM95], we make the following more precise definition.

7Other than these authors, we allow the manifold to have several ends. We require the metric to be smooth as this will be the case anyway when we consider static systems later on. This allows us to drop the \(g \in W^{k,q}_{\text{loc}}\) condition stated in [Bar86]. Moreover, we include orders \(k > 1\) for later ease of formulation, where for \(k > 2\), we extend Robert Bartnik’s condition to suitable \(q \leq 3\).
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**Definition 2.3.1.** Let \( n, k \in \mathbb{N}, n \geq 3, 1 \leq q < \infty, \) and \( \tau > 0 \) be such that \( W^{k,q}_\infty(E_R) \hookrightarrow W^{k,q}_\infty(E_R) \) for some \( \overline{q} > n \) and all \( R \geq 1. \) A smooth Riemannian manifold \((E^n, g)\) is then called a \((k, q, \tau)\)-asymptotically flat end if it carries a structure of infinity of type \((k, q, \tau)\), i.e. if there is a radius \( R \geq 1 \) and a smooth diffeomorphism \( \Phi : E^n \to E_R \) such that

1. there exists \( \mu \geq 1 \) such that \( \mu^{-1}||\xi||^2 \leq (\Phi_* g)_{\mu}(\xi, \xi) \leq \mu||\xi||^2 \) for all \( x \in E_R, \xi \in \mathbb{R}^n \) (uniform positive definiteness and uniform boundedness of \( \Phi_* g \)), and
2. \( (\Phi_* g)_{ij} - \delta_{ij} \in W^{k,q}_\infty(E_R) \) for \( i, j = 1, \ldots, n \) (asymptotic decay of order \( k \) and decay rate \( \tau \)).

We will call \((E^n, g)\) an asymptotically flat end for short if \( k, q, \tau \) are either clear from context or arbitrary. A smooth connected Riemannian manifold \((M^n, g)\) is then called \((k, q, \tau)\)-asymptotically flat if there is a (possibly empty) compact \( K \subset M^n \) such that \( M^n \setminus K \) is a disjoint union of finitely many \((k, q, \tau)\)-asymptotically flat ends. In particular, asymptotically flat ends are asymptotically flat manifolds in their own right. However, if \( K \) is non-empty, we additionally assume that \((M^n, g)\) is geodesically complete. Observe that the diffeomorphisms \( \Phi \) define the announced coordinates at infinity (in the end \( E^n \)) or asymptotically flat coordinates for \( g \) (also in the end \( E^n \)).

Moreover, we say that a sequence of points \( \{p_l\}_{l \in \mathbb{N}} \subset M^n \) tends to infinity as \( l \to \infty \) if it is ultimately contained in one of the ends of \( M^n \) and if \( r(\Phi(p_l)) \to \infty \) holds there. Conversely, a subset \( S \subset M^n \) will be called bounded away from infinity if there is a constant \( C > 0 \) such that \( |\Phi(S \cap E^n)| \leq C \) for all ends \( E^n \) of \( M^n \) and corresponding diffeomorphisms \( \Phi \). Finally, \( S \) will be called a standardized compact interior if it is relatively compact with respect to \( M^n \), contains \( K \), and if for each standardized exterior \( E^n \setminus S \) of \((M^n, g)\) there is a radius \( R_1 \geq R \) such that \( \Phi^{-1}(E_{R_1}) = E^n \setminus S \). A standardized compact interior is called non-trivial if \( R_1 > R \) for at least one standardized exterior.

We will frequently replace a given compact interior \( K \) by one of its standardized compact interiors when we are not interested in the behavior of the metric in a neighborhood of \( K \). The notion of standardized compact interior then ensures that the standardized exteriors \((E^n \setminus S, \Phi|_{E^n \setminus S})\) again qualify as asymptotically flat ends so that with the notion of a standardized exterior we can formalize the idea of an “end of an end” having certain properties. In Sections 3.2, 3.4, 3.3 we will see that static asymptotically flat solutions of the Einstein equations in fact automatically possess better fall-off properties.

**Remark.** There also exist other notions of asymptotic flatness in the literature, for example the so-called Regge-Teitelboim conditions and asymptotic Schwarzschildian behavior, cf. e.g. [KM95], [Hua10] as well as Section 3.3. Other approaches to define asymptotic flatness include methods of conformal compactification, an approach initiated by Robert Geroch in [Ger72], cf. e.g. Abhay Ashtekar and Rolf Hansen’s paper [AH78].

Before we continue by introducing the notions of mass and center of mass of asymptotically flat manifolds, we need to shortly discuss specific geometric coordinate systems available on and useful for our study of asymptotically flat ends. They are called “harmonic coordinates”. The following existence theorem for asymptotically flat harmonic coordinates has been established by Niall Ó Murchadha [Mur86] and Robert Bartnik [Bar86], independently. We quote it from [Bar86], here, adapting the statement to our notation.
Theorem 2.3.2 (Niall Ó Murchadha, Robert Bartnik). Let \((M^n, g)\) be a \((k, q, \tau)\)-asymptotically flat manifold with one end \(E^n\). Let the structure of infinity of \(E^n\) be denoted by \(\Phi : E^n \to E_R\), let \((x^i = \Phi^i)\) be the associated asymptotically flat coordinates, and fix \(1 < \eta < 2\). Then there are functions \(y^i \in L^q_\eta (M^n)\), \(i = 1, \ldots, n\), such that \(\triangledown y^i = 0\) and \(x^i - y^i \in W^{k+1, q}_{1, \tau}\). If \((M^n, g)\) is geodesically complete, these harmonic coordinates are unique up to a Euclidean motion at infinity in the sense that for any other global harmonic and asymptotically flat system of coordinates \((z^i)\) there exist a vector \(\vec{b} \in \mathbb{R}^3\) and an orthogonal matrix \(O \in O(\mathbb{R}^n)\) such that
\[
z^i = O^i_j y^j + b^i.
\]

2.4 Mass and Energy

Starting from the famous formula \(E = mc^2\) discovered by Albert Einstein in his (special) theory of relativity [Ein05], “mass” \(m\) and “energy” \(E\) are usually treated as interchangeable concepts in the general theory of relativity (where the speed of light \(c\) is usually set to 1 by the choice of units). This is, however, interfering with our attempt of understanding the behavior of physical properties under the Newtonian limit \((c \to \infty)\) as the coupling of energy and mass will certainly not persist in this limit. We therefore do not interchangeably use these terms but restrict our attention to the mass of a system. As we shall see in Chapter 6, the (suitably defined) mass will have a finite Newtonian limit which obviously implies that the Einsteinian energy \(E\) diverges.

In contrast to Newtonian gravity, where local (and thus also global) mass can straightforwardly be defined as
\[
m(\Omega) = \int_\Omega \rho \, dV \tag{2.12}
\]
in a region \(\Omega \subseteq \mathbb{R}^3\) with (Newtonian) mass density \(\rho\), it is not very well understood how to define how much mass/energy exists in a given region \(\Omega \subseteq M^3\) of a spatial slice in general relativity. This difficulty is due to the existence of vacuum spacetimes (which in particular satisfy \(\rho \equiv 0\)) with positive total mass implying invalidity of (2.12) even globally: a relativistic phenomenon usually explained by the existence of extra “gravitational energy” and intimately related to the existence of gravitational waves and/or black holes.

As an attempt to circumvent this problem of local mass in general relativity, several concepts of “quasi-local mass” have been proposed, for example by Robert Bartnik [Bar89], Robert Geroch [Ger73], Gerhard Huisken [Hui09], Arthur Komar [Kom63], Roger Penrose and Wolfgang Rindler [PR84, PR86], and Stephen Hawking [Haw68] – some of them only for spacetimes with certain symmetries –, cf. [Sza09] for a review. The adjective “quasi-local” indicates that a mass/energy is assigned to the 2-surface enclosing a region instead of to the region itself as one would classically expect.

When defining such a quasi-local mass, one has to make sure that it converges to the “total mass” (ADM-mass) of the system along a suitably chosen sequence of 2-surfaces. Demetrios Christodoulou and Shing-Tung Yau [CY88] and Robert Bartnik [Bar02] proposed lists of additional properties a quasi-local notion of mass should possess. We will come back to these in Section 4.2 where we will describe a new notion of quasi-local mass.
2.4 Mass and Energy

This notion is inspired by a Newtonian construction and will be of central importance for our study of the Newtonian limit of mass. Let us now recall the notion of “total mass” of asymptotically flat manifolds, the so-called “ADM-mass”.

**ADM-Mass**

In 1961, Richard Arnowitt, Stanley Deser, and Charles W. Misner [ADM61] have suggested a notion of total mass of asymptotically flat manifolds. This notion is nowadays referred to as the *ADM-mass*. It is closely related to the Hamiltonian formulation of general relativity where it appears as the surface or flux integral “at infinity” corresponding to a divergence term appearing in the variation $\delta$. Robert Bartnik [Bar86], Piotr Chruściel [Chr88], and Niall Ó Murchadha [Mur86] have shown that the ADM-mass is a well-defined and geometrically invariant property of the Riemannian 3-metric on an asymptotically flat slice. Their proofs rely on the use of asymptotically flat harmonic coordinates. We refer the reader to John M. Lee and Thomas H. Parker’s survey article [LP87] for an overview and a list of references on asymptotically flat manifolds and their masses. The ADM-mass is defined as follows.

**Definition 2.4.1 (Formal).** The ADM-mass of an asymptotically flat end $(E^n, g)$ is formally defined as

$$m_{ADM}(E^n, g) := \frac{c^2}{16\pi G} \lim_{r \to \infty} \int_{S^{n-1}} \sum_{i=1}^3 (g_{ij,j} - g_{ij,i}) \nu^j d\sigma,$$

where $S^{n-1}$ are coordinate spheres in a given system of asymptotically flat coordinates for $g$, indices are pulled down with the flat metric in this system of coordinates, and $\nu$ and $\sigma$ are the normal vector to and surface element of $S^{n-1}$ w. r. t. this flat background metric.

We cite the following theorem from p. 682 in [Bar86]. Variants of it can be found in [Chr88] [Mur86].

**Theorem 2.4.2 (Robert Bartnik).** Let $\eta > 0$, $k \geq 2$, and $q > n$. Suppose that a complete Riemannian manifold $(M^n, g)$ has a structure of infinity $\Phi : M^n \setminus K \to E_R$ of type $(k, q, \eta)$ for some $R \geq 1$ and $K \subset M^n$ compact, and suppose that the Ricci tensor of $(M^n, g)$ satisfies

$$\text{Ric} \in L^q_{2-\tau}(M^n)$$

for some non-exceptional $\tau > \eta$.

Then if $\tau \geq (n-2)/2$, the ADM-mass exists and is unique. Moreover, it is zero if $\tau > n-2$.

**Remarks.** In our setting, the metric is always going to be smooth (as a direct consequence of being static and solving the Einstein equations). The condition on the Ricci tensor therefore reduces to a pure fall-off condition. Moreover, although the theorem is only stated for manifolds with one end, it can be straightforwardly generalized to include complete asymptotically flat manifolds with a finite number of ends. The statement of the theorem then holds true in each end, individually.

---
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\*cf. [ADM61] [Bar86].
In simple terms, Theorem \ref{ADMmass} states that the ADM-mass is a geometric quantity.
Observe that this is a necessary requirement for a concept of mass as the mass of an object should not depend on the observer (at infinity). From now on, we will therefore assume that all asymptotically flat manifolds fall off at least as fast as required by Theorem \ref{ADMmass}. Besides being a geometric quantity (or differently put “being generally covariant”), one of the most important other physical requirements of a concept of total mass is that it is non-negative. This has been proven by Richard M. Schoen and Shing-Tung Yau in \cite{SY79} in the “positive mass theorem”\footnote{We cite the positive mass theorem from \cite{Hui98}, where we have added the implicit assumption of geodesic completeness explicitly. As we are not going to apply the theorem, we do not specify exact fall-off conditions.}.

**Theorem 2.4.3** (Richard M. Schoen and Shing-Tung Yau). *If* \((M^3, g)\) *is an asymptotically flat Riemannian 3-manifold with non-negative scalar curvature, then the mass of each end is non-negative. If the manifold is geodesically complete and if the mass is zero in one end, then* \((M^3, g)\) *is isometric to flat space* \((\mathbb{R}^3, \delta)\).

The positive mass theorem has been proved under many different sets of additional assumptions, cf. \cite{SY79} and \cite{Bek75} for an exposition. In particular, Piotr Chruściel and Gregory Galloway \cite{CG04} proved a stationary version with a technique very different from the original one by Richard M. Schoen and Shing-Tung Yau. To the author’s knowledge, however, there is as yet no specific proof for the static realm. We will prove such a static version of the positive mass theorem in Section \ref{staticversion} using again a different method which relies on the quasi-local concept of pseudo-Newtonian mass introduced in Chapter \ref{quasilocal}. This pseudo-Newtonian mass agrees with the ADM-mass at infinity and will also be useful to study the Newtonian limit of mass. It will help us to prove that the Newtonian limit of mass is the mass of the Newtonian limit along any family of static relativistic systems which has a Newtonian limit, cf. Theorem \ref{Newtonianlimit}.

### 2.5 The Center of Mass

Asymptotically flat manifolds model isolated systems like stars or galaxies. Therefore, if they have non-vanishing mass, one would expect that they can also be attributed a “center of gravity” or differently said a “center of mass (CoM)”. Intuitively, one might expect that this center corresponds to a point in the manifold (at least in case the manifold is geodesically complete and thus does not haphazardly miss this point). However, asymptotically flat manifolds can contain black holes and can moreover display a very involved topology in their interiors even if no black holes are present. In addition, they can possess multiple ends with different ADM-masses.

It thus seems more adequate to define individual centers of mass for each of the ends of an asymptotically flat manifold and to formulate these centers in terms of asymptotically flat coordinates instead of defining them as points in the manifold. Differently put, the center of mass of an end \(E\) then does not lie in the manifold itself but in the linear space \(\mathbb{R}^3\) which extends the image \(\Phi(E) = E_R\) of the coordinate diffeomorphism \(\Phi : E \to E_R\) mapping the end to an exterior domain \(E_R \subset \mathbb{R}^3\). It will therefore depend on the specific
system of coordinates chosen. Alternatively, one can interpret the center of mass as a point in the affine space corresponding to the tangent space to $M^3$ at the point at infinity.

Several definitions for such a center of mass have been put forward, namely (possibly among others) by Tullio Regge and Claudio Teitelboim [RT74], by Gerhard Huisken and Shing-Tung Yau [HY96] with a generalization by Jan Metzger [Met07], and by Lan-Hsuan Huang [Hua08]. Some of these centers of mass are defined for general asymptotically flat ends while others are only coined for asymptotically flat solutions of the vacuum Einstein constraint, see below. We will give a very short overview over these definitions and their interrelations and would like to refer the interested reader to the references cited above and to the overview article [CP11] by Justin Corvino and Daniel Pollack for more information.

The different concepts of center of mass are devised as follows.

In analogy to the definition of the ADM-mass, Tullio Regge and Claudio Teitelboim define an ADM center of mass with the help of a surface integral “at infinity”.

**Definition 2.5.1 (Formal).** The ADM center of mass $\vec{z}_{\text{ADM}}(E^3, g) \in \mathbb{R}^3$ of an asymptotically flat end $(E^3, g)$ with non-vanishing ADM-mass $m$ is formally defined in components as

$$z^k_{\text{ADM}}(E^3, g) := \frac{c^2}{16\pi m G} \lim_{r \to \infty} \int_{S_r^2} \left[ \sum_{i=1}^{3} x^k (g_{ij,i} - g_{ii,j}) \nu^j - \sum_{i=1}^{3} (g^k_{i} \nu^i - g_{ii} \nu^k) \right] d\sigma$$

where $S_r^2$ are coordinate spheres in a given system of asymptotically flat coordinates for $g$. Indices are pushed up and pulled down with the flat “background” metric in this system of coordinates, and $\nu$ and $\sigma$ are the normal vector to and surface element of $S_r^2$ with respect to this background metric.

Observe that, just as for the ADM-mass, it is not a priori obvious that the above definition is a geometric quantity, i.e. independent of the chosen system of asymptotically flat coordinates. Neither is it obvious how fast the asymptotic decay has to be in order that the integral expression in the definition converges as $r \to \infty$. This issue is settled for solutions of the vacuum Hamiltonian constraint having a specific kind of fall-off.

**Proposition 2.5.2 (Tullio Regge and Claudio Teitelboim).** Suppose $(E^3, g, h)$ is an asymptotically flat solution of the vacuum Hamiltonian constraint (2.8) with positive ADM-mass $m$ which satisfies the Regge-Teitelboim conditions

$$\begin{align*}
\partial^l g_{ij} &= O(r^{-l-\tau}) \quad \text{with} \quad 0 \leq l \leq 2 \\
\partial^l g_{ij}^{\text{odd}} &= O(r^{-1-l-\tau}) \quad \text{with} \quad 0 \leq l \leq 1 \\
\partial^l h_{ij} &= O(r^{-1-l-\tau}) \quad \text{with} \quad 0 \leq l \leq 2 \\
\partial^l h_{ij}^{\text{even}} &= O(r^{-2-l-\tau}) \quad \text{with} \quad 0 \leq l \leq 1
\end{align*}$$

We cite these definitions from [Hua08, Hua10, CP11, CW08, HY96]. The definitions are given in dimension 3 only, as some of them assume that the metric satisfies the 3-dimensional vacuum Einstein constraints and others rely on the Gauß-Bonnet and 2-dimensional Sobolev embedding theorems. Moreover, we have introduced the constants $c$ (speed of light) and $G$ (gravitational constant) for later convenience; in the quoted references, they are set to 1 by choice of units as usual in the literature.
for some \( \tau \in (1/2, 1] \), where \( f^{\text{odd}} \) and \( f^{\text{even}} \) denote the odd and even parts \( f^{\text{odd}}(x) = f(x) - f(-x) \) and \( f^{\text{even}}(x) = f(x) + f(-x) \) of a given function \( f \), respectively. Then \( \vec{z}_{\text{ADM}}(E^3, g) \in \mathbb{R}^3 \) given by Definition 2.5.1 is well-defined.

In the static setting in focus in this thesis, we have \( h = 0 \) and the vacuum Hamiltonian constraint (2.8) reduces to \( R = 0 \) for the 3-metric \( g \). Moreover, we will recall in Section 3.2 that asymptotically flat static metrics automatically possess better (asymptotically Schwarzschildian\(^\text{11}\)) fall-off behavior, a well-known result in static general relativity first proven by Daniel Kennefick and Niall Ó Murchadha. In other words, they assert that

\[
\partial_l g_{ij} = \left(1 + \frac{mG}{2c^2r}\right)^4 \delta_{ij} + \mathcal{O}(r^{-2-l-\tau}),
\]

so that the Regge-Teitelboim conditions are automatically satisfied and thus the ADM center of mass is well-defined in the static realm.

A very different, geometric approach is taken by Gerhard Huisken and Shing-Tung Yau who define the center of mass of a general asymptotically flat end by an intricate construction using a foliation of the end by constant mean curvature (CMC) surfaces. They prove existence and uniqueness results on these CMC-surfaces as asymptotic roundness and convergence of the Euclidean centers of mass of these CMC-surfaces as \( r \to \infty \) thus intrinsically and geometrically defining a unique center of mass of the end itself. More concretely said, they prove the following quantitative theorem.

**Theorem 2.5.3** (Gerhard Huisken and Shing-Tung Yau). Let \((E^3, g)\) be an asymptotically flat end with positive ADM-mass \( m \). Assume furthermore that \((E^3, g)\) is asymptotically Schwarzschildian in the sense that there is an asymptotically flat system of coordinates such that

\[
g_{ij} = \left(1 + \frac{mG}{2c^2r}\right)^4 \delta_{ij} + P_{ij} \quad \text{with} \quad |\partial_l P_{ij}| \leq C_{l+1}r^{-l-2} \quad \text{for} \quad 0 \leq l \leq 4
\]

for some constants \( C_1, \ldots, C_5 \). Then there is a constant \( \rho_0 > 0 \) depending only on \( m \) and on \( C_0 := \max\{1, m, C_1, \ldots, C_5\} \), and a foliation \( \{\Sigma_\rho\}_{\rho \geq \rho_0} \) of a standardized exterior of \( E^3 \) by strictly stable constant mean curvature spheres. Furthermore, there exist constants \( D_1, D_2 \) depending only on \( C_0, m \) and not on \( \rho \) such that radial coordinate \( r \) satisfies \( |r - \rho| \leq D_1 \) and \( |H_\rho - \frac{2}{\rho} + \frac{\rho \sigma G}{2\rho^3} - \rho^{\frac{1}{2}}| \leq D_2 \rho^{-3} \) on \( \Sigma_\rho \), where \( H_\rho \) denotes the mean curvature on \( \Sigma_\rho \). Finally, there is a vector \( \vec{z}_{\text{CMC}} := \vec{z}_{\text{HY}}(E^3, g) \in \mathbb{R}^3 \) depending only on the end \((E^3, g)\) such that

the Euclidean centers of mass of the surfaces \( \Sigma_\rho \),

\[
\vec{z}(\Sigma_\rho) := \frac{\int_{\Sigma_\rho} \vec{x} \, d\sigma}{\int_{\Sigma_\rho} \, d\sigma}
\]

converge to \( \vec{z}_{\text{HY}}(E^3, g) \) as \( \rho \to \infty \), where \( d\sigma \) is the surface element with respect to the flat (Euclidean) background. We call \( \vec{z}_{\text{HY}} \) the constant mean curvature (CMC) or Huisken-Yau center of mass.

\(^\text{11}\)Metrics of this type are also sometimes referred to as asymptotically spherically round.
2.5 The Center of Mass

The surfaces $\Sigma_\rho$ are unique (in a certain class). They arise as solutions to the curvature flow $F^\rho : S^2 \to E^3$,

$$\frac{d}{dt} F^\rho(p,t) = \left( \int_{F^\rho(S^2,t)} H \, d\sigma - H \right) \nu(p,t), \quad \text{for all } t \geq 0, p \in S^2,$$

$$F^\rho(0,p) = F^\rho_0(p) \quad \text{for all } p \in S^2$$

where $H(p,t)$, $\mu$, and $\nu$ denote the mean curvature, the surface measure, and the outer unit normal of $F^\rho(S^2,t)$ at $p$ with respect to the background 3-metric $g$.

Jan Metzger has generalized this theorem to general asymptotically flat ends $(E^3, g, h)$ also allowing for a symmetric tensor field $h$ thought of as a second fundamental form from a $3 + 1$-perspective. At the same time, he has significantly weakened the assumptions on the fall-off of $g$; namely, it suffices to assume

$$\sup_{\mathbb{R}^3 \setminus B_{c_0}(0)} \left( r \, |g - \hat{g}| + r^2 \, |g^\nabla - \hat{g}^\nabla| + r^3 \, |g^{\text{Ric}} - \hat{g}^{\text{Ric}}| \right) < \eta$$

for some $\eta > 0$ sufficiently small where $|\cdot|$ denotes the norm with respect to either $g$ or $\hat{g}$ and $\hat{g}$ denotes the Schwarzschild metric of the same (positive) ADM-mass as $g$. Other authors like Rugang Ye [Ye96] and Lan-Hsuan Huang [Hua08] have proven similar existence, uniqueness, and asymptotic roundness statements with different methods and under different asymptotic flatness assumptions; in particular, the latter work relaxes the asymptotic Schwarzschildian condition to the Regge-Teitelboim conditions provided the vacuum Einstein constraints (2.8) and (2.9) are both satisfied. Anticipating again the well-known asymptotic Schwarzschildness of asymptotically flat static metrics (cf. Theorem 3.2.5), Jan Metzger and Lan-Hsuan Huang’s results will in fact apply to the geometrostatic setting we will study in the remainder of this thesis.

Having looked at two very different definitions of center of mass, it is natural to ask whether or in what circumstances these centers agree. This question is addressed in Justin Corvino and Haotian Wu’s paper [CW08] where they prove that – in case of sufficiently fast fall-off – both centers coincide:

$$\vec{z}_{ADM}(E^3, g) = \vec{z}_{HY}(E^3, g).$$

Theorem 2.5.4 (Justin Corvino and Haotian Wu). Consider an asymptotically flat end $(E^3, g)$ with positive ADM-mass in which satisfies

$$g_{ij}(x) = (1 + \frac{mG^2}{2r c^2} + \sum_{k=1}^3 B^k r^k) \delta_{ij} + P_{ij} \quad \text{with } \partial_l P_{ij} = O(r^{-3-l}) \quad \text{for } 0 \leq l \leq 5$$

in some asymptotically flat chart for some constants $B^k \in \mathbb{R}$. Then, in this chart,

$$z_{HY}^k(E^3, g) = \frac{2c^2 B^k}{mG} = z_{ADM}^k(E^3, g)$$

holds for all $k = 1, 2, 3$.

\footnote{cf. page 35ff for a short introduction into Schwarzschild metrics..}
Observe that this theorem does not request that the vacuum Hamiltonian constraint is satisfied; instead, convergence of the surface integrals in the formal Definition 2.5.1 is secured by the stronger fall-off assumption. In her paper [Hua08], Lan-Hsuan Huang proves a different version of this result for solutions of the full vacuum Einstein constraints.

**Theorem 2.5.5** (Lan-Hsuan Huang). If \((E^3, g, h)\) is an asymptotically flat end solving the vacuum Einstein constraints with positive ADM-mass \(m\) and satisfying the Regge-Teitelboim conditions, then there exists a foliation by surfaces \(\Sigma_\rho\) with constant mean curvature \(H_\rho = \frac{2}{\rho} + O(\rho^{-1-\tau})\) in some standardized exterior of \(E^3\). Each leaf \(\Sigma_\rho\) is a \(c_0\rho^{1-\tau}\)-graph over \(S^2_\rho(z_{ADM}(E^3, g)) \subset \mathbb{R}^3\) and is strictly stable.

Again, both of these theorems apply in the static setting though this time, this is not obvious from our previous understanding of the fall-off of static metrics. In fact, we will prove in Chapter 3 that asymptotically flat static metrics (with positive ADM-mass) can always be put into the form assumed in Theorems 2.5.4 or 2.5.5, cf. Theorem 3.3.1. We will also illustrate what systems of asymptotically flat coordinates bring the metric into this form. In the proof of Theorem 2.5.5, Lan-Hsuan proves the following formula which will become useful for our purposes in Chapter 4.

**Proposition 2.5.6** (Lan-Hsuan Huang). Under the conditions of Theorem 2.5.5, there is a radius \(r_0 \geq 1\) such that

\[
\int_{S_{\rho}^2(p)} (x^k - p^k) \left( H - \frac{2}{\rho^2} \right) d\sigma = \frac{8\pi m G}{c^2} \left( p^k - z_{ADM}^k(E^3, g) \right) + O(r^{-\tau})
\]

holds as \(r \to \infty\) for any vector \(\vec{p} = (p^1, p^2, p^3)^t \in \mathbb{R}^3\), any radius \(r \geq r_0\), and all \(k = 1, 2, 3\). In this formula, \(H\) denotes the mean curvature of the surface \(S_{\rho}^2(p)\) with respect to the metric \(g\) and \(d\sigma\) is the surface element with respect to the flat metric. The coordinates are chosen such that the assumed Regge-Teitelboim conditions are fulfilled.

In [Hua10], Lan-Hsuan Huang gives another “intrinsic” definition of center of mass. In the same paper, she proves that this intrinsic center of mass \(\vec{z}_I(E^3, g)\) agrees with \(z_{ADM}^k(E^3, g)\) under the conditions of Theorem 2.5.5 and thus also with \(z_{HY}^k(E^3, g)\) in each suitably asymptotically flat end.

**Theorem and Definition 2.5.7** (Lan-Hsuan Huang). Under the conditions of Theorem 2.5.5, the intrinsic center of mass \(\vec{z}_I \in \mathbb{R}^3\) of an asymptotically flat end \((E^3, g, h)\) is defined as

\[
z_I^k(E^3, g) = \frac{c^2}{16\pi m G} \lim_{r \to \infty} \int_{S^2_{\rho}} \left( \text{Ric} - \frac{1}{2} R \ g \right) \left( r^2 g^{ij} \partial_j - 2x^k x^j \partial_j \nu \right) d\sigma,
\]

where the Ricci and scalar curvatures, the normal \(\nu\), and the surface element \(d\sigma\) correspond to \(g\). \(x^i\), \(r\), and \(\partial_j\) are the coordinate functions, the coordinate radius and the partial derivative with respect to the given chart at infinity, respectively. The intrinsic center of mass of the end \((E^3, g, h)\) agrees with its ADM and HY centers.

---

\(^{13}\)She states to have studied this expression on suggestion of Richard Schoen.
Remark. The field \( Y^k := r^2 g^{kj} \partial_j - 2 x^k x^j \partial_j \) is a conformal Killing vector field of the Euclidean background metric in the coordinates described in the theorem.

In Chapter 4, we will present a new quasi-local notion of center of mass in the static setting and prove that it agrees with the centers of mass described above whenever the considered manifolds are static solutions of the Einstein equations. This new notion will allow us to show that the Newtonian limit of the center of mass converges to the Newtonian center of mass of the limit along any family of static relativistic systems which has a Newtonian limit, cf. Theorem 6.4.2.
3 Geometrostatics

In this chapter, we will introduce and discuss geometrostatic systems and the equations governing them. They model static asymptotically flat spacetimes with compactly supported matter as we will explain in Section 3.1. For convenience of the reader, we will then collect some well-known facts about geometrostatic systems (known as “static solutions” in the literature) in Section 3.2. In Sections 3.3 and 3.4 we will analyze the fall-off behavior of these systems repeatedly using the faster fall-off trick introduced on page 15ff. We begin by defining staticity and deriving the static version of the Einstein equations, the “static metric equations”.

3.1 The Static Metric Equations

A spacetime \((L^4, ds^2)\) is called static if there exists a timelike Killing vector field \(X\) that is irrotational or hypersurface-orthogonal, i.e. that satisfies \(X_{[\alpha} \nabla_{\beta} X_{\gamma]} = 0\). Now let \(D\) be the distribution given by

\[
D := \bigcup_{p \in L^4} \{ Y \in T_p L^4 \mid ds^2(Y, X)|_p = 0 \} \subset TL^4
\]

and equipped with the smooth bundle structure inherited from the tangent bundle. Then \(D\) is clearly a smooth tangent distribution. \(D\) is involutive as

\[
ds^2([Y, Z], X) = ds^2(Y, X_{[\alpha} \nabla_{\beta} X_{\gamma]}) = 0
\]

and hence by the global Frobenius theorem 1.2.1, \(L^4\) is foliated by maximal connected integral submanifolds. Let \(M^3\) be any of these maximal connected submanifolds. Then \(M^3\) is spacelike as its tangent bundle is the orthogonal complement of the timelike vector field \(X\) and therefore \(ds^2\) induces a Riemannian 3-metric on \(M^3\) which we denote by \(g^3\). Let \(h\) denote the induced second fundamental form and \(\nu := X/|X|\) the associated unit normal vector field, where \(|X| := \sqrt{-ds^2(X, X)}\). Then symmetry of \(h\) and the Killing equation for \(X\) give us that for all vector fields \(Y, Z \in \Gamma(TM^3)\)

\[
h(Y, Z) = \frac{2}{|X|} \nabla_{(\alpha} X_{\beta)} Y^\alpha Z^\beta = 0
\]

so that \(M^3\) is a totally geodesic submanifold. Observe that although \(L^4\) possess this natural foliation, it needs not in general be a product manifold. And even if so, the metric \(ds^2\) must not necessarily globally split into a product metric. In this thesis, however, we will
assume\(^1\) that any static spacetime is *standard static* which means that it can be globally decomposed as

\[
\begin{align*}
L^4 &= \mathbb{R} \times M^3 \quad (3.1) \\
\text{ds}^2 &= -N^2c^2dt^2 + \hat{g} \quad (3.2)
\end{align*}
\]

with \(N := |X| = \sqrt{-ds^2(X, X)c^{-2}} > 0\), \(t\) a global time function, \(X = \partial_t\), and \(\hat{g}\) the 3-metric induced on the spatial slices arising as the integral manifolds of the above distribution \(D\). For a discussion of when a given static metric is standard static we refer the interested reader to Miguel Sánchez’ articles [Sán05, SS07]. Now observe furthermore that even a standard static metric needs not in general be globally hyperbolic, cf. [Sán05] and references cited therein. A very simple example for a non-globally hyperbolic standard static spacetime would be a restriction of the Minkowski spacetime \((\mathbb{R}^4, \eta)\) with \(\eta = -c^2dt^2 + \delta\), \(\delta\) the flat metric on \(\mathbb{R}^3\), to the submanifold \(L^4 := \mathbb{R}^4 \setminus (\mathbb{R} \times B)\), where \(B\) is a closed ball in \(\mathbb{R}^3\). However, an asymptotically flat standard static spacetime \((M^3, \hat{g}, N)\) is globally hyperbolic if and only if \((M^3, \hat{g})\) is geodesically complete. The reason for this is that the lapse function and 3-metric are uniformly bounded by asymptotic flatness, cf. Spiros Cotsakis [Cot04].

Having discussed the spacetime structure of static metrics let us now study the associated symmetry reduction of Einstein’s equation (2.11). If \((L^4, \text{ds}^2)\) is a static spacetime and \(T\) an energy-momentum tensor, the 3+1 decomposed Einstein equations applied to \(Y, Z \in \Gamma(TM^3)\) reduce to

\[
\begin{align*}
3\text{R} &= \frac{16\pi G \rho}{c^2} \quad (3.3) \\
0 &= -\frac{8\pi G}{c^4} J(Y) \quad (3.4) \\
3\text{Ric}(Y, Z) - \frac{3\nabla^2 N(Y, Z)}{N} &= \frac{8\pi G}{c^4} \left( S(Y, Z) - \frac{3}{2} \frac{\text{tr} \hat{g}}{c^2} \hat{g}(Y, Z) \right) \\
&\quad + \frac{4\pi G \rho}{c^2} \hat{g}(Y, Z). \quad (3.5)
\end{align*}
\]

In these equations, the mass density \(\rho\), the momentum density \(J\), and the stress tensor \(S\) are defined as explained on p. 18. Taking the trace of Equation (3.5), we see that

\[
3\Delta N = \frac{4\pi G}{c^2} N \left( \rho + \frac{3}{2} \frac{\text{tr} \hat{g}}{c^2} \right). \quad (3.6)
\]

\((3.6)\) and \((3.5)\) imply \((3.3)\) and combine to the *static metric equations*\(^2\)

\[
\begin{align*}
3\text{Ric} &= \frac{3\nabla^2 N}{N} + \frac{8\pi G}{c^4} \left( S - \frac{3}{2} \frac{\text{tr} \hat{g}}{c^2} \hat{g} \right) + \frac{4\pi G \rho}{c^2} \hat{g} \quad (3.7) \\
3\Delta N &= \frac{4\pi G}{c^2} N \left( \rho + \frac{3}{2} \frac{\text{tr} \hat{g}}{c^2} \right).
\end{align*}
\]

\(^1\)This assumption is conventional but usually hidden in the terminology that a static spacetime is given by a Riemannian 3-metric and a lapse function both defined on a common 3-manifold.

\(^2\)The equation \(J = 0\) is not usually included in the static metric equations but it must be added in order to obtain the full Einstein equations.
In vacuum \((T = 0)\), the static metric equations read

\[
\begin{align*}
N^3 \text{Ric} &= 3 \nabla^2 N \\
3\triangle N &= 0.
\end{align*}
\]

For standard static spacetimes \((L^4, ds^2)\), the lapse function \(N\) and the 3-metric \(3g\) with respect to the described canonical 3+1 decomposition characterize \(ds^2\) uniquely by (3.2). In what follows, we will therefore sloppily refer to \((M^3, 3g, N)\) as a static spacetime and/or as a solution to the static metric equations. We remark that this terminology implicitly requires that \(N\) be positive.

In dynamical GR, it is well-known that the equation of motion \(4 \text{div} T = 0\) is a direct consequence of Einstein’s equation (cf. p. 18). The following proposition states that this feature persists in the static setting.

**Proposition 3.1.1.** The equation of motion \(4 \text{div} T = 0\) is an automatic consequence of the static metric equations (3.7).

**Proof.** Suppose that \((M^3, 3g, N, \rho, S)\) satisfy the static metric equations (3.7) with \(T\) induced from \(\rho, S\) and \(J = 0\) as usual (cf. p. 18) and compute that \((\text{div} T)_i = 0\) by staticity.

\((4 \text{div} T)_i = (3 \text{div} S + N^{-1} S(\text{grad}N, \cdot) + c^2 \rho N^{-1} dN)_i\) holds for a general static spacetime.

Taking the exterior derivative of both the trace of the first and of the second static metric equation as well as the covariant divergence of the first, we obtain the equations

\[
\begin{align*}
3\text{R} dN + N d(3\text{R}) &= d(3\triangle N) + \frac{4\pi G}{c^4} \left( [\rho c^2 - 3\text{tr}S] dN + N d[\rho c^2 - 3\text{tr}S] \right) \\
d(3\triangle N) &= \frac{4\pi G}{c^4} \left( [\rho c^2 + 3\text{tr}S] dN + N d[\rho c^2 + 3\text{tr}S] \right) \\
N(3\text{div} 3\text{Ric}) &= d(3\triangle N) + \frac{8\pi G}{c^4} \left( S(\text{grad}N, \cdot) + N^3 \text{div} S \right) \\
&\quad + \frac{4\pi G}{c^4} \left( [\rho c^2 - 3\text{tr}S] dN + N d[\rho c^2 - 3\text{tr}S] \right)
\end{align*}
\]

where we have used the definition of Ricci curvature. Applying Schur’s lemma (or in other words the contracted second Bianchi identity) \(3\text{div} 3\text{Ric} = d(3\text{R})/2\), we obtain

\[
3\text{R} dN = -\frac{16\pi G}{c^4} \left( S(\text{grad}N, \cdot) + N^3 \text{div} S \right)
\]

by a substraction of twice the last equation from the first one. Using (3.3) which is a simple consequence of the static metric equations (3.7), we therefore recover \(4 \text{div} T = 0\).

Asymptotically flat solutions of the static metric equations are the main objects to be studied in this thesis. Let us therefore continue by giving the definition of “geometrostatic systems”, a term collecting a set of appropriate assumptions.

**Definition 3.1.2** (Geometrostatic Systems). Let \(S = (M^3, 3g, N, \rho, S)\) be a solution of the static metric equations (3.7) and let \(k \in \mathbb{N}, k \geq 3,\) and \(\tau \geq 1/2\) such that \(-\tau\) is non-exceptional (i.e. \(\tau \notin \mathbb{Z}\)). We call \(S\) a \((k, \tau)\)-geometrostatic system if, in addition, the following conditions hold:
(i) \((M^3, g^3)\) is a \((k, q = 2, \tau)\)-asymptotically flat manifold.

(ii) \(N > 0\) in \(M^3\) and \(N(p) \to 1\) as \(p \to \infty\) in each end of \(M^3\).

(iii) \(\rho \geq 0, S \geq 0\), and the supports of \(\rho\) and \(S\) are bounded away from infinity.

As before, we will call \(S\) a geometrostatic system for short if \(k\) and \(\tau\) are either clear from context or arbitrary. Moreover, if we are concerned with a vacuum solution (i.e. if \(\rho = 0, S = 0\)), we call \((M^3, g^3, N)\) a vacuum geometrostatic system for simplicity.

Remarks. \(\tau \geq 1/2\) and \(k \geq 3\) ensure that the ADM-masses of all ends are well-defined by Theorem 2.4.2 and the embedding theorems\(^{3}\) stated in Section 1.4. The restrictions \(q = 2\) and \(k \geq 3\) relate to better a priori decay results for \(g\) and \(N\) which have been obtained by Daniel Kennefick and Niall Ó Murchadha, cf. Theorem 3.2.5. Clearly, the static spacetime \((L^4, ds^2)\) constructed from a geometrostatic system \((M^3, g^3, N, \rho, S)\) via (3.1) and (3.2) is a standard static spacetime.

The following lemma will be very useful in the sequel. It is implicit in many papers on static metrics and the metric \(\gamma\) appearing in it will be very important in Chapters 4 and 6 where it will be called the “pseudo-Newtonian metric” corresponding to the given geometrostatic system.

**Lemma 3.1.3.** Let \((M^3, g, N, \rho, S)\) be a geometrostatic system and let \((x^i)\) be local coordinates for \(M^3\). Then \((x^i)\) are wave harmonic with respect to the induced Lorentzian metric \(ds^2\) (i.e. satisfying \(ds^2 \Box x^i = 0\)) if and only if they satisfy

\[
3 \triangle x^i = -\frac{N^3}{N} \gamma^{ji}.
\]

Equivalently put, \((x^i)\) are wave harmonic with respect to \(ds^2\) if and only if they are harmonic with respect to the conformally transformed metric \(\gamma := N^2 g^3\).

**Proof.** Straightforward computation.

**Example: Schwarzschild Solutions**

The most important example for an asymptotically flat solution of the vacuum static metric equations is the family of (spatial) **Schwarzschild metrics** named after their discoverer Karl Schwarzschild \cite{Sch}

\[
m^S g := \left(1 + \frac{mG}{2rc^2} \right)^4 \delta
\]

on \(\mathbb{R}^3 \setminus \{0\}\) where \(r\) denotes the radial coordinate on \(\mathbb{R}^3 \setminus \{0\}\), \(m \in \mathbb{R}\) is called the “mass parameter” of the family, and \(\delta\) denotes the Euclidean metric on \(\mathbb{R}^3 \setminus \{0\}\). Schwarzschild metrics model the (spatial) exterior of rotationally symmetric static stars or blackholes in general relativity. They are rotationally symmetric, conformal to the flat metric \(\delta\), and asymptotically flat with decay rate \(0 < \tau < 1\) with respect to Euclidean coordinates on

\(^{3}\)To be concrete, observe that in particular \(W^{3,2}_{-\tau}(E_R) \hookrightarrow W^{2,\eta}_{-\tau}(E_R)\) for \(\eta = 6 > 3\) by the Sobolev inequality (1.21).
\( \mathbb{R}^3 \setminus \{0\} \). We have \( ^0Sg = \delta \) and \( m \) coincides with the ADM-mass of \( m^Sg \). Together with the Schwarzschild lapse functions

\[
m^SN: \mathbb{R}^3 \setminus \{0\} \rightarrow \mathbb{R}: p \mapsto \left( 1 - \frac{mG}{2r(p)c^2} \right) \left( 1 + \frac{mG}{2r(p)c^2} \right)^{-1}, \tag{3.10}
\]

\( m^Sg \) solves the vacuum static metric equations on its domain of definition. As moreover \( N \rightarrow 1 \) at infinity, \( (\mathbb{R}^3 \setminus \{0\}, m^Sg, m^SN, 0, 0) \) is a geometrostatic system as defined above. For later use, let us introduce the abbreviation

\[
M := \frac{mG}{c^2}, \tag{3.11}
\]

so that the Schwarzschild metrics obtain the more familiar form

\[
m^Sg = \left( 1 + \frac{M}{2r} \right)^4 \delta. \tag{3.12}
\]

When the mass \( m \) is implicitly understood, we also write \( Sg \) and \( SN \) instead of the lengthy but more precise terms \( m^Sg \) and \( m^SN \), respectively.

The coordinates used in (3.9) are called isotropic coordinates. They are very useful for computations relying on rotational symmetry but they are not wave harmonic with respect to the corresponding 4-metric \( m^SN ds^2 = -m^SN^2 c^2 dt^2 + m^Sg \). As our considerations of the center of mass of an asymptotically flat manifold will rely on such wave harmonic systems of coordinates, we will now introduce such a system for the Schwarzschild metrics. If \( (x^i) \) are the isotropic coordinates for a Schwarzschild metric \( Sg \), set

\[
y^i := \left( 1 + \frac{M^2}{4r^2} \right)x^i \tag{3.12}
\]

which implies

\[
s(r) = \left( 1 + \frac{M^2}{4r^2} \right)r \quad \text{and} \quad r(s) = \frac{s}{2} \left( 1 + \sqrt{1 - \frac{M^2}{s^2}} \right). \tag{3.13}
\]

A straightforward computation shows that \( (y^i) \) is indeed a smooth system of coordinates on \( \mathbb{R}^3 \setminus \overline{B}_{M/2}(0) \) with values in \( \mathbb{R}^3 \setminus \overline{B}_M(0) \). The transformation reads

\[
\frac{\partial y^i}{\partial x^j} = \left( 1 + \frac{M^2}{4r^2} \right) \delta^i_j - \frac{M^2 x^i x_j}{2r^4}, \tag{3.14}
\]

where \( \delta^i_j \) denotes the Kronecker delta symbol. With the abbreviations \( \varphi(r) := 1 + M/2r \) and \( \psi(s) := (1 + M^2/4r(s)^2)^{-1} = (1 + \sqrt{1 - M^2/s^2})/2 \), one finds that \( r(s) = \psi(s)s \) and

\[
\partial_{y^i} = \psi \partial_{x^i} + \psi \frac{y^k y_l}{s} \partial_{x^k},
\]

\[
Sg(\partial_{y^i}, \partial_{y^j}) = (\varphi \circ r)^4 \left( \psi^2 \delta_{ij} + 2s \psi \psi \frac{y^i y^j}{s^2} + s^2 (\psi')^2 \frac{y^i y^j}{s^2} \right) \tag{3.15}
\]

\[
SN(s) = (1 - \frac{M}{s})^{1/2} (1 + \frac{M}{s})^{-1/2}. \tag{3.16}
\]
Moreover, for later convenience, let us summarize the explicit expressions for the Christoffel symbols, curvature tensors, and derivatives of the lapse for the Schwarzschild family both in isotropic

\[ s \Gamma^k_{ij} = -\frac{M}{r^2s^2} \left( \frac{x_i \delta^k_j + x_j \delta^k_i - x^k \delta_{ij}}{r^3s^2} \right) \]  
(3.17)

\[ s \text{Ric}_{ij} = -\frac{M}{r^3s^2} \left( \delta_{ij} - 3x_i x_j \right) \]  
(3.18)

\[ s N_i = \frac{M x_i}{r^3s^2} \]  
(3.19)

and in wave harmonic coordinates

\[ s \Gamma^k_{ij} = -\frac{M}{s^2\psi^2s^2} \left[ \left( \frac{y_i \delta^k_j + y_j \delta^k_i - y^k \delta_{ij}}{s} - \frac{y^k \delta_{ij} \psi + s \psi' \left( \frac{y_i}{s} \delta^k_j + \frac{y_j}{s} \delta^k_i \right)}{s} + \frac{M^2 \gamma^k_{ij}}{2s^3} \right) \right. \\
\left. \left. + \left( \psi' \right)^2 \frac{y_i y_j \gamma^k}{s^2} - \frac{M^2 y_i y_j \gamma^k}{s^2} \left( 1 + s^2 \left( \psi' \right)^2 + s \psi' \left( \frac{s^2 \left( \psi' \right)^2}{2s^3} \right) \right) \right] \]  
(3.20)

\[ s \text{Ric}_{ij} = -\frac{M}{s^3\psi^2s^2} \left( s^2 \psi^2 \delta_{ij} - \frac{y_i y_j}{s^2} \left[ 3s^2 + 4s \psi + 2s^2 \left( \psi' \right)^2 \right] \right) \]  
(3.21)

\[ s N_i = \frac{M \psi y_i}{s^3\psi^2s^2} \left( s + \psi' \right) . \]  
(3.22)

Having derived these expressions, it is straightforward to see that \( s g \) is asymptotically flat with respect to both \((x^t)\) and \((y^t)\):

**Lemma 3.1.4.** Let \( m \geq 0 \) and let \( M := mG/c^2 \) as before. Let \( s g := m s g \) be given in isotropic coordinates with \( r > M/2 \). Then \( s g \) is \((k, q, \tau)\)-asymptotically flat in \( E_{M/2} \) for all \( k \in \mathbb{N}, 1 \leq q < \infty \), and \( 0 < \tau < 1 \).

**Proof.** As for \( m = 0 \) the claim must trivially hold, we assume that \( m > 0 \) without loss of generality. We can then immediately see that \( s g \in W_{\text{loc}}^{k,q}(\mathbb{R}^3 \setminus \overline{B}_{M/2}) \) by smoothness and that \( s g \) is uniformly positive and bounded as \( 1 \leq \psi \leq 2 \) for \( r > M/2 \). An induction over the order of (weak) differentiability combined with the chain rule and the well-known fact that \( \int_{M/2}^{\infty} r^3 dr < \infty \) if \( k < -1 \) ensures that \( s g_{ij} - \delta_{ij} \in W_{\text{loc}}^{k,q}(\mathbb{R}^3 \setminus \overline{B}_{M/2}(0)) \). Hence by Definition 2.3.1 \( s g \) is \((k, q, \tau)\)-asymptotically flat with respect to its isotropic coordinates. \( \Box \)

**Lemma 3.1.5.** Let \( m \geq 0 \) and let \( M := mG/c^2 \) as before. Let \( s g := m s g \) be given in the wave harmonic coordinates \((y^t)\) described in (3.12) with \( s > M^* > M \). Then \( s g \) is \((k, q, \tau)\)-asymptotically flat in \( E_M \), for all \( k \in \mathbb{N}, 1 \leq q < \infty \), and \( 0 < \tau < 1 \).

**Proof.** For \( m = 0 \), we have that \( x^t = y^t \) so that the claim follows from Lemma 3.1.4. Let us therefore assume that \( m > 0 \) without loss of generality. Again, \( s g \in W_{\text{loc}}^{k,q}(\mathbb{R}^3 \setminus \overline{B}_{M^*}) \) must hold by smoothness and \( s g \) is uniformly positive and bounded as \( 1 \leq \psi \leq 2 \), \( 1/2 < \psi < 1 \), and \( 0 < s \psi' < M^2/2M^* \sqrt{(M^*)^2 - M^2} \) for \( s > M^* \). An argument similar to the one in Lemma 3.1.4 using the decay behavior of \( \psi(s) = (1 + \sqrt{1 - M^2/s^2})/2 \) and its derivatives leads to \( s g_{ij} - \delta_{ij} \in W_{\text{loc}}^{k,q}(\mathbb{R}^3 \setminus \overline{B}_{M^*}(0)) \) in wave harmonic coordinates. Hence by Definition 2.3.1 \( s g \) is \((k, q, \tau)\)-asymptotically flat with respect to these coordinates. \( \Box \)
Using these lemmata, it is immediate that the Schwarzschild metrics and lapse functions constitute vacuum geometrostatic systems outside suitable balls.

**Proposition 3.1.6.** Let $m \geq 0$, $k \in \mathbb{N}$, $k \geq 3$, $1/2 \leq \tau < 1$, $M^* > M$, and set $M := mG/c^2$ as before. Then the Schwarzschild systems $S_{iso} := (E_{M/2}(0), m, S_{N})$ and $S_{har} := (E_{M^*}(0), m, S_{N})$ are $(k, \tau)$-geometrostatic systems (with structures of infinity given by the isotropic coordinates and the wave harmonic coordinates, respectively). If $m \neq 0$, the ADM center of mass vanishes in these wave harmonic coordinates.

**Proof.** Lemmata [3.1.4] and [3.1.5] assert the asymptotics of the metric in the respective systems of coordinates. The lapse function $m, S_{N}$ satisfies $m, S_{N}(p) \to 1$ as $p \to \infty$ because $r(p) \to \infty$ and $r(s(p)) \to \infty$ as $p \to \infty$, cf. (3.13). The embedding statements from Section 1.4 ensure property (ii). The center of mass claim follows from a direct computation.

For later reference, we quickly summarize the asymptotic expansions of $S_{N}$ and $S_{g_{ij}}$ in wave harmonic coordinates using analyticity at infinity of the relevant expressions:

$$S_{N} = 1 - \frac{M}{s} + \frac{M^2}{2s^2} + O(s^{-3})$$

$$S_{g_{ij}} = \left( 1 + \frac{2M}{s} + \frac{M^2}{s^2} \right) \delta_{ij} + \frac{2M^2 y_i y_j}{s^4} + O(s^{-3})$$

Let us close our introduction into the topic of Schwarzschild metrics by mentioning that although the spacetimes corresponding to the Schwarzschild 3-metric and lapse are well-defined and satisfy the static vacuum Einstein equations even inside the (pointed) balls cut out in the above proposition, they cannot be understood as geometrostatic systems, there, as the lapse $N = \sqrt{-ds^2(X, X)}$ passes through zero at the so-called “horizon”, a surface which is located at $r = M/2$ in isotropic coordinates, cf. the remark on page 58. For reasons that will become clear later[^1], the condition $N > 0$ will however be vital and cannot be dropped in the definition of geometrostatic systems.

### 3.2 Well-Known Properties of Geometrostatic Systems

(Standard) static spacetimes that satisfy the static metric equations (3.7) (with a suitable matter model) have been studied in abundance. For convenience of the reader, we will now collect some of their well-known and very useful properties like regularity and fall-off behavior. Most of these properties will be stated in their vacuum versions, which means that $T = 0$ or equivalently in the static setting that $S = 0$ and $\rho = 0$. In these versions, the theorems apply to the vacuum regions outside the compactly supported matter in the case of non-vacuum geometrostatic systems. We will state them in their original formulation for the purpose of recognition by the knowledgeable reader.

Let us begin with a regularity result. Surely, classical solutions $(M^3, ^3g, N > 0)$ of the vacuum static metric equations will have some assumed a priori regularity. The weakest possible assumption will probably be that $N$ and $^3g$ be $C^2$ assuring existence and continuity of the curvature and derivative terms on which the equations rely. Assuming slightly more

[^1]: One of them being the fact that we will use $N^2$ as a factor for a conformal transform in Chapter [4].
regularity, Henning Müller zum Hagen \[zH70\] showed a remarkable automatic analyticity property of static vacuum metrics. Observe that this analyticity property is local and does not assume or imply specific boundary behavior on the spatial slice \(M^3\).

**Theorem 3.2.1** (Henning Müller zum Hagen). Let \(L^4\) be manifold of class \(C^5\), \(ds^2\) a Lorentzian metric on \(L^4\) of class \(C^3\) and assume that there is an irrotational timelike Killing vector field \(X\) of class \(C^4\) making \((L^4, ds^2)\) a static spacetime. Assume that \((L^4, ds^2)\) satisfies the vacuum static metric equations. Then \(M^3\) is analytic and its analytic atlas is generated by wave harmonic coordinates\(^5\) charts. Moreover, the induced 3-metric \(\gamma\) is analytic with respect to any analytic chart.

Having this result in mind, we will not be concerned with interior regularity issues\(^6\) in the remainder of this thesis. In harmony with the positive mass theorem 2.4.3, there can only be trivial geodesically complete vacuum solutions as André Lichnerowicz ([Lic55], chapter VIII) showed using the maximum principle for the Laplace equation and the fact that \(M^3\) is 3-dimensional (in terms of formula (1.4)).

**Theorem 3.2.2** (André Lichnerowicz). If \((M^3, g, N)\) is a (geodesically) complete solution of the vacuum static metric equations with \(N > 0\) everywhere, then either \(M^3\) is compact, \(N\) is constant, and \(g\) is flat or \(M^3\) admits a domain of infinity in the sense of possessing arbitrarily remote points from a given point \(p \in M^3\) (with respect to the Riemannian distance dist). If in that case there exists a constant \(N_0 \in \mathbb{R}^+\) such that \(N(q) \to N_0\) as \(\text{dist}(p, q) \to \infty\), it follows that \(N \equiv N_0\) and that \(g\) is flat on all of \(M^3\).

Michael T. Anderson [And99] has generalized this result using geometric PDE techniques and again the 3-dimensionality in form of formula (1.4) to get rid of the constant asymptotic behavior assumption.

**Theorem 3.2.3** (Michael T. Anderson). If \((M^3, g, N)\) is a (geodesically) complete solution of the vacuum static metric equations with \(N > 0\) everywhere, then \(N\) is constant and \(g\) is flat. Moreover, \(M^3\) is diffeomorphic to \(\mathbb{R}^3\) or a quotient thereof.

Following Michael T. Anderson in [And00], a solution \((M^3, g, N)\) of the vacuum static metric equations is called maximal if there is no solution \((\tilde{M}^3, \tilde{g}, \tilde{N})\) of the vacuum static metric equations properly extending \((M^3, g, N)\) in the sense that \(M^3 \subset \tilde{M}^3\), \(\tilde{N}|_{M^3} = N\), and \(\tilde{g}|_{TM^3 \times TM^3} = g\). Furthermore, if \(M^3\) is not complete we denote its metrical completion by \(\tilde{M}^3\) and its metrical boundary by \(\partial M^3\) and extend the Riemannian distance function to \(\tilde{M}^3\) – without assuming that \(\tilde{M}^3\) be a smooth manifold with boundary or for that matter that \(g\) and \(N\) can be smoothly extended to \(\partial M^3\). \(\partial M^3\) is called pseudo-compact if there is a tubular neighborhood \(U \subset \tilde{M}^3\) of \(\partial M^3\) whose boundary \(\partial U\) has compact intersection with \(M^3\). If \(d : M^3 \to \mathbb{R} : p \mapsto \text{dist}(p, \partial M^3)\) denotes the metric distance to the boundary,

\(^5\)In [zH70], these coordinates are referred to as harmonic coordinates with respect to the conformally transformed metric \(\gamma := N^2 \gamma\), cf. Lemma 3.1.3.

\(^6\)It is well-known that singularities do arise even in static spacetimes – e.g. in the Schwarzschild spacetime of page 35ff – but these are not interior points of the manifold and therefore do not destroy interior regularity.
then pseudo-compactness of $\partial M^3$ is equivalent to the level sets of $d$ being compact. An end of $M^3$ then in this context is an unbounded component of $\overline{M^3 \setminus U}$. It is called small if

$$\int_0^\infty (\sigma(d^{-1}(s) \cap E))^{-1} ds = \infty$$

where $\sigma$ denotes the induced surface measure. As above, an end is called asymptotically flat if it possesses a structure of infinity with respect to the induced metric. The following theorem gives insight into the behavior of static vacuum solutions in an end $E$ using

$$m_*(E) := \lim_{s \to \infty} \frac{c^2}{4\pi G} \int_{d^{-1}(s) \cap E} g(\nabla \log N, \nabla d) d\sigma.$$ 

**Theorem 3.2.4** (Michael T. Anderson). Let $(M^3, g, N)$ be a maximal solution of the vacuum static metric equations with $N > 0$ everywhere and suppose that $\partial M^3$ is pseudo-compact with corresponding tubular neighborhood $U$. Then $\overline{M^3 \setminus U}$ is a union of finitely many ends. If $E$ is one of the ends and if there is a sequence $\{p_i\} \subset M^3$ with $d(p_i) \to \infty$ as $i \to \infty$ and a constant $N_0 > 0$ such that $N(p_i) \geq N_0$ for all $i \in \mathbb{N}$, $E$ is either asymptotically flat or small. If the mass $m_*(E)$ is positive and if $N$ is bounded above on $E$, $E$ must be asymptotically flat.

Thus, for the physically very reasonable class of vacuum solutions $(M^3, g, N)$ having pseudo-compact boundary $\partial M^3$, possessing a bounded lapse function $N > 0$ which is not tending to 0 in any end, and which satisfy that all ends of $M^3$ have positive $*$-mass $m_*$, all ends are automatically asymptotically flat. We therefore do not restrict our attention severely when focussing on asymptotically flat solutions of the static metric equations.

There might be even more to say. Asymptotic flatness could be a generic behavior among the class of ends for which both $g$ and the conformally transformed metric $\gamma := N^2 g$ are complete up to the boundary in the metric sense, cf. Martín Reiris [Rei10]. Observe that this conformally transformed metric $\gamma$ reappears in Section 4.1 where we reformulate static relativity in a pseudo-Newtonian form.

Adding to the above facts, static asymptotically flat solutions of the vacuum Einstein equation (2.1) have very specific fall-off at infinity. Well-known results on this fall-off go back to Robert Geroch [Ger70a, Ger70b], Rolf Hansen [Han74], Robert Beig [Bei80], Robert Beig and Walter Simon [BS80a, BS80b, BS81, SB83], Prasun Kundu [Kun81] as well as Daniel Kennefick and Niall Ó Murchadha [KM95] among others. In particular, it was asserted by Robert Beig and Walter Simon that asymptotically flat static vacuum solutions are analytic at infinity approximately Schwarzschildian at spatial infinity assuming specific fall-off rates at infinity.

---

7For more details, especially on why this limit is well-defined, cf. [And00]. The author has introduced the constants $c$ and $G$ in order to make $m_*$ a physical mass and thus comparable with other notions of mass discussed in this thesis.

8As announced earlier, we will focus our attention on situations where the matter has compact support and thus the static spacetimes under consideration in fact satisfy the vacuum static metric equations outside some compact set. This means that we can apply Michael T. Anderson’s theorem 3.2.4 to our situation statically extending the spacetime to be maximal.

9This analyticity at infinity is defined by conformal compactification. It thus in principle differs from the analyticity at infinity we will assume in Theorems 5.3.6 and 3.4.2.
3.2 Well-Known Properties of Geometrostatic Systems

Daniel Kennefick and Niall Ó Murchadha generalized these results to solutions satisfying weaker fall-off assumptions. We will apply their result when studying higher order terms of the expansion in Sections 3.4, 3.3. Their result constitutes the reason for our assumptions that \( q = 2 \) and \( k \geq 3 \) in the definition of geometrostatic systems. In fact, it would allow us to drop the assumption \( \tau \geq 1/2 \) which we have denoted in the definition to make it obvious that the ADM-mass is well-defined for geometrostatic systems.

Theorem 3.2.5 (Daniel Kennefick & Niall Ó Murchadha). Let \( g \) be a Riemannian 3-metric on some exterior set \( E_R \subset \mathbb{R}^3, R > 1 \), such that \( g_{ij} - \delta_{ij} \in W^{k,2}_{-(r+1)}(E_R) \) with differentiability order \( k \geq 3 \) and decay rate \( \tau > 0 \) and assume that \((g,N)\) solves the vacuum static metric equations for some \( N : E_R \rightarrow \mathbb{R}^+ \). Then if \( N \) goes to 1 at infinity, \((M^3, g, N)\) must be Schwarzschildian at infinity, i.e. such that \( N \) and \( g \) satisfy

\[
N - 1 + \frac{M}{r} \in W^{k+1,2}_{-(r+1)}(E_R) \quad \text{and} \quad g_{ij} - \left(1 + \frac{2M}{r}\right) \delta_{ij} \in W^{k,2}_{-(r+1)}(E_R) \tag{3.25}
\]

for some constant \( M \in \mathbb{R} \) with respect to wave harmonic coordinates.\(^{10}\)

Proposition 3.2.6. Under the assumptions of Theorem 3.2.5, the constant \( M \) in the above theorem equals

\[
M = \frac{m_{ADM}(E_R, g)}{c^2} G
\]

Proof. By definition of ADM-mass and by the asymptotics proven in Theorem 3.2.5 we find

\[
m_{ADM}(E_R, g) = \frac{c^2}{16\pi G} \lim_{r \to \infty} \int_{S^2_r} (g_{ii,j} - g_{ij,i}) v_j^i d\sigma_\delta
\]

\[
= \frac{c^2}{16\pi G} \lim_{r \to \infty} \int_{S^2_r} \left( \frac{2Mx_j}{r^3} \delta_{ii} - \frac{2Mx_i}{r^3} \delta_{ij} + O(r^{-3}) \right) \frac{x^j}{r} d\sigma_\delta
\]

\[
= \frac{c^2}{16\pi G} \lim_{r \to \infty} \left(16\pi M + O(r^{-1})\right) = \frac{Mc^2}{G}.
\]

Robert Geroch, Rolf Hansen, Prasun Kundu, Robert Beig and Walter Simon have also defined and studied multipole moments of asymptotically flat solutions to the vacuum static metric equations\(^{11}\) using a conformal compactification of the asymptotically flat ends. Moreover, they asserted that these multipoles give rise to an analytic expansion of the lapse function and the 3-metric at spatial infinity and discussed to what extent the moments determine the metric. Thomas Bäckdahl\(^{12}\) has considered the inverse problem of when specified moments lead to a solution of the equations. As the statement of these so-called Geroch-Hansen multipole moments is quite involved and as we will not recur to them, we refer the interested reader directly to the articles mentioned above.

\(^{10}\)In \([KM95]\), the condition on the coordinates is formulated through harmonicity with respect to the conformally transformed metric \( \gamma := N^2 g \) which is equivalent to wave harmonicity, cf. Lemma 3.1.3 above.

\(^{11}\)Some of these results also continue to hold for stationary solutions to the vacuum Einstein equations.
Foliation by Levels of $N$

Before we go on and study the center of mass, let us quickly state and prove a small lemma we will frequently make use of for both technical (uniqueness of photon spheres, cf. Section 5.4) and physical (surfaces of equilibrium, cf. Section 5.3) reasons. A more elaborate analysis of these surfaces will be presented at the end of the next section.

Lemma 3.2.7. Let $(E^3, g, N, \rho, S)$ be a geometrostatic end with non-vanishing ADM-mass $m$. Then there exists a standardized compact interior $K \subset E^3$ such that $N$ foliates $E^3 \setminus K$ with spherical level sets enclosing the support of the matter.

Proof. Daniel Kennefick and Niall Ó Murchadha’s theorem 3.2.5 tells us that

$$\frac{\partial N}{\partial x^i} - \frac{M x_i}{r^3} \in W^{k,2}_{-\tau-2}(E^3)$$

holds in wave harmonic asymptotically flat coordinates. Therefore, by Corollary 3.2.6 (i.e., by $M = mG/c^2$), $dN \neq 0$ holds in a neighbourhood of infinity. By the implicit function theorem, $N$ thus locally foliates $E^3 \setminus K$ for a suitable standardized compact interior $K$. The leaves of the foliation must be spherical as $N = 1 - M/r + O(r^{-2})$ is radial up to second order again by Theorem 3.2.5. \hfill \Box

3.3 The Asymptotic Center of Mass

As we have just seen, Daniel Kennefick and Niall Ó Murchadha have used the static metric equations (and their pseudo-Newtonian equivalents which we are going to discuss in Chapter 4) to establish that both the Riemannian 3-metric $g$ and the lapse function $N$ constituting a geometrostatic system can be split into a term proportional to $M/r$ and lower order terms in wave harmonic coordinates – a fact they formulate in the language of weighted Sobolev spaces. We will now head in the same direction and expand both $N$ and $g$ one order further thereby relying on the faster fall-off trick Theorem 1.4.10. Our result is summarized in Theorem 3.3.1.

The specific form the next order term displays, namely $M \vec{z}_A \cdot \vec{e}/r^3$ with $\vec{z}_A = (z_A^1, z_A^2, z_A^3)^t$ a vector in $\mathbb{R}^3$, suggests we can read off the center of mass of the system at this order of the expansion\footnote{cf. Theorem 3.2.5}, though this will surely only be possible if $M \neq 0$. We will see that the behavior of the moment $\vec{z}_A$ under Euclidean rigid body changes of coordinates endorses this interpretation and we will call $\vec{z}_A$ the “asymptotic center of mass” of the system. In fact, using the results presented, we will prove that $\vec{z}_A$ coincides with the ADM and the CMC centers of masses $\vec{z}_{ADM}$ and $\vec{z}_{CMC}$ of the system described in Chapter 2.

Recall that a $(k, \tau)$-geometrostatic end consists of a 3-dimensional manifold $E^3$ diffeomorphic to an exterior domain $E_R \subset \mathbb{R}^3$, a $(k, 2, \tau)$-asymptotically flat Riemannian metric $g$ on $E^3$, a lapse function $N : E^3 \to \mathbb{R}^+$ normalized by 1 at infinity, a mass density $\rho$, and a symmetric stress tensor $S$. Together, these fields satisfy the static metric equations (3.7). We begin by proving the following theorem. For convenience, we use the suggestive notation $f_1 = f_2 + W^{k,2}_{-\tau}(E^3)$ for $f_1 - f_2 \in W^{k,2}_{-\tau}(E^3)$. \footnote{cf. Theorem 2.5.4 which, however, assumes $k \geq 5.$}
Theorem and Definition 3.3.1 (Asymptotic Center of Mass). Let $S := (E^3, g, N, \rho, S)$ be a $(k, \tau)$-geometrostatic end with $\tau > 1/2$, and and let $(x^i)$ be a system of wave harmonic asymptotically flat coordinates in $E^3$. If the ADM-mass $m$ of $(E^3, g)$ is non-zero, there exists a unique vector $\vec{z}_A \in \mathbb{R}^3$ such that

$$N - mS_N + \frac{M\vec{z}_A \cdot \vec{x}}{r^3} \in W^{k+1,2}_{-(\tau-\epsilon+1)}(E^3) \quad (3.26)$$

$$g_{ij} - mSg_{ij} - \frac{2M\vec{z}_A \cdot \vec{x}}{r^3} \delta_{ij} \in W^{k+2}_{-(\tau-\epsilon+2)}(E^3) \quad (3.27)$$

for all $i, j = 1, 2, 3$ and all $0 < \epsilon \leq \tau - 1/2$. Here, $mS_N$ and $mSg$ denotes the Schwarzschild lapse and metric of ADM-mass $m$ corresponding to the given system of coordinates and we have $M = mg/c^2$, as usual. We call $\vec{z}_A$ the asymptotic center of mass of the system.

**Proof.** First of all, let us drop the label $m$ on the Schwarzschild notions for simplicity and let $\rho, S = 0$ without loss of generality (shrinking the end to a standardized exterior domain if necessary). From Theorem 3.2.5 we know that

$$N - S N = N - 1 + \frac{M}{r} \in W^{k+1,2}_{-(\tau+1)}(E^3) \quad (3.28)$$

$$g_{ij} - Sg_{ij} = g_{ij} - (1 + \frac{2M}{r})\delta_{ij} \in W^{k+2}_{-(\tau+2)}(E^3). \quad (3.29)$$

Writing $\delta N := N - S N$ and using the vacuum static metric equation for the Schwarzschild case, $S\delta N = 0$, the vacuum static metric equations $\delta N = 0$ can be rewritten as

$$0 = \delta S N = g^{ij}(N_{,ij} - g^{jk}g_{kj}N) = g^{ij}(\delta N_{,ij} - g^{jk}\Gamma_{ij}^k\delta N_k) + g^{ij}(S N_{,ij} - g^{jk}S N_k)$$

$$= \delta \delta N + g^{ij}(S N_{,ij} - g^{jk}S N_k) + g^{ij}(g^{jk} - g^{kl})(\delta N_{,ij} - g^{jk}S N_k)$$

$$= \delta \delta N + S\delta S N + (g^{ij} - Sg^{ij})(S N_{,ij} - g^{jk}S N_k) + g^{ij}(g^{jk} - g^{kl})(\delta N_{,ij} - g^{jk}S N_k)$$

$$= \delta \delta N + S\delta S N + (g^{ij} - Sg^{ij})(S N_{,ij} - g^{jk}S N_k) + (g^{ij} - Sg^{ij})(\delta N_{,ij} - g^{jk}S N_k)$$

$$= \delta \delta N + S\delta S N + (g^{ij} - Sg^{ij})(\delta N_{,ij} - g^{jk}S N_k) + (g^{ij} - Sg^{ij})(\delta N_{,ij} - g^{jk}S N_k)$$

$$= \delta \delta N + S\delta S N + (g^{ij} - Sg^{ij})(\delta N_{,ij} - g^{jk}S N_k)$$

In the above calculation, we have used the specific fall-off of the Schwarzschild lapse and metric (3.23) and (3.24), the a priori fall-off (3.28) and (3.29) as well as Theorems 1.4.2 and 43.
Equation (3.26) implies that \( r \) where as usual \( 2(\tau - \varepsilon) \geq 1 \). The \( \varepsilon \) arises from the condition \( \varepsilon_1(= -(\tau + 2)) + \varepsilon_2(= -2) < \varepsilon(= - (\tau - \varepsilon + 4)) \) in the multiplication theorem 1.4.3.

In other words, we have shown that

\[
S \triangle \delta N \in W^{k-1,2}_{-(\tau - \varepsilon + 4)}(E^3).
\]

By definition of the Schwarzschild metric \( Sg \), this is equivalent to

\[
\delta \triangle \delta N \in W^{k-1,2}_{-(\tau - \varepsilon + 4)}(E^3).
\]

The faster fall-off trick Theorem 1.4.10 now tells us that there is a harmonic polynomial \( p \) of degree \( d \leq [\tau - \varepsilon] \) such that \( \delta N - K[p] \in W^{k+1,2}_{-(\tau - \varepsilon + 2)}(E^3) \). By Theorem 2.4.2, we know that \( \tau - \varepsilon > 1 \) implies \( m = 0 \). Therefore, as \( \tau - \varepsilon \geq 1/2 \) by definition of geometrostatic systems, we know that \( d \leq 1 \). Moreover, our a priori knowledge ensures that \( p \) has no constant term. \( p \) must thus be a (possibly vanishing) homogeneous linear polynomial or in other words there must exist a vector \( \vec{z}_A \in \mathbb{R}^3 \) such that

\[
p(\vec{x}) = -M \vec{z}_A \cdot \vec{x}
\]

for all coordinate vectors \( \vec{x} \in \mathbb{R}^3 \). The choice of normalization will become clear in the course of this proof. The Kelvin transform of \( p \) then reads

\[
K[p](\vec{x}) = -\frac{M \vec{z}_A \cdot \vec{x}}{r^3}
\]

where as usual \( r = |\vec{x}| \) so that we have proven Equation (3.26).

Uniqueness of \( \vec{z}_A \) directly follows from the fact that the difference between two terms of the form \( M \vec{z}_A \cdot \vec{x}/r^3 \) does not lie in \( W^{k+1,2}_{-(\tau - \varepsilon + 2)}(E^3) \) unless it vanishes. In particular, Equation (3.26) implies that

\[
N_{,i} = S_{,i}N - \frac{M(r^2z_i - 3 \vec{z} \cdot \vec{x}x_i)}{r^5} + W^{k,2}_{-(\tau - \varepsilon + 3)}(E^3)
\]

\[
N_{,ij} = S_{,ij}N + \frac{3M(r^2z_jx_i + r^2z_ix_j + \vec{z} \cdot \vec{x} \delta_{ij} - 5 \vec{z} \cdot \vec{x}x_i x_j)}{r^7} + W^{k-1,2}_{-(\tau - \varepsilon + 4)}(E^3),
\]

where we have suppressed the label \( A \) on \( \vec{z}_A \) for abbreviation. Now write

\[
\delta g_{ij} := g_{ij} - S_{ij}g - \frac{2M \vec{z} \cdot \vec{x}}{r^3} \delta_{ij} =: g_{ij} - \rho_{ij}.
\]

Observe that \( \rho_{ij} \) is an asymptotically flat metric, and that a priori \( \delta g_{ij} \in W^{k,2}_{-(\tau + 1)}(E^3) \) by Equation (3.29). Using the multiplication theorem 1.4.3, we compute from this that

\[
g^{ij} = \rho^{ij} - \rho^{ik} \rho^{kl} \delta g_{kl} + W^{k,2}_{-(\tau - \varepsilon + 2)}(E^3)
\]

\[
g_{ij,k} = \rho_{ij,k} + \delta g_{ij,k}
\]

\[
\delta \Gamma_{ij}^k = \rho \delta \Gamma_{ij}^k - \frac{1}{2} \left( \delta g_{ij,k} + \delta g_{j,i,k} - \delta g_{k,i,j} \right) + W^{k-1,2}_{-(\tau - \varepsilon + 3)}(E^3)
\]

\[
\delta \text{Ric}_{ij} = \delta \text{Ric}_{ij} - \frac{1}{2} (\triangle (\delta g_{ij}) + (tr \delta g)_{ij} - \delta g_{ik,j} + \delta g_{jk,i}) + W^{k-2,2}_{-(\tau - \varepsilon + 4)}(E^3).
\]
where we have raised indices, calculated traces and taken Laplacians with respect to the flat metric $\delta_{ij}$. Recalling the specific form of $S^N$ and $\bar{S}g$ discussed on pages 35ff, we obtain

\[ S^N = 1 - \frac{M}{r} + \frac{M^2}{2r^2} + W^k_{-(\tau-\varepsilon+2)}(E^3) \]  
\[ S^N_{,i} = \frac{Mx_i}{r^3} - \frac{M^2x_i}{r^4} + W^k_{-(\tau-\varepsilon+3)}(E^3) \]  
\[ S^N_{,ij} = \frac{M(r^2\delta_{ij} - 3x_ix_j)}{r^5} - \frac{M^2(r^2\delta_{ij} - 4x_ix_j)}{r^6} + W^k_{-(\tau-\varepsilon+4)}(E^3) \]  
\[ S_{g_{ij}} = \left(1 + \frac{2M}{r} + \frac{M^2}{r^2}\right)\delta_{ij} + \frac{M^2x_ix_j}{r^4} + W^k_{-(\tau-\varepsilon+3)}(E^3) \]  
\[ \rho_{ij} = \left(1 + \frac{2M}{r} + \frac{M^2}{r^2} + \frac{2Mz\cdot \vec{x}}{r^3}\right)\delta_{ij} + \frac{M^2x_ix_j}{r^4} + W^k_{-(\tau-\varepsilon+3)}(E^3) \]  
\[ \rho^{\Gamma^k_{ij}} = -\frac{M^2x^k}{r^6}(r^2\delta_{ij} - 2x_ix_j) + \frac{M^2x^k}{r^3} \left(z^k\delta_{ij} + z_j\delta_i^k - z^k\delta_{ij}\right) + \frac{M^2x^k}{r^3} \left(z^k\delta_{ij} + z_j\delta_i^k - z^k\delta_{ij}\right) + W^k_{-(\tau-\varepsilon+3)}(E^3) \]  
\[ \rho^{\text{Ric}_{ij}} = \left(\frac{M(r^2\delta_{ij} - 3x_ix_j)}{r^5} + \frac{M^2(3x_ix_j - r^2\delta_{ij})}{r^6} + \frac{3M(x_iz_j + x_jz_i)}{r^5} + \frac{3Mz\cdot \vec{x}(r^2\delta_{ij} - 5x_ix_j)}{r^7} + W^k_{-(\tau-\varepsilon+4)}(E^3) \right) \]

The remaining vacuum static metric equations $N^s\text{Ric}_{ij} = g_{ij}N$ then amount to

\[ \triangle(\delta g_{ij}) + (\text{tr }\delta g)_{,ij} - \delta g_{ik,j}^k - \delta g_{jk,i}^k \in W^k_{-(\tau-\varepsilon+4)}(E^3) \]  
while the wave harmonic coordinate condition (cf. Lemma 3.1.3) and its first derivatives give us

\[ 2\delta g_{jl}^i - \text{tr }\delta g_{,ij} \in W^k_{-(\tau-\varepsilon+3)}(E^3) \]  
\[ 2\delta g_{jl}^i - \text{tr }\delta g_{,ij} \in W^k_{-(\tau-\varepsilon+4)}(E^3) \]

which implies

\[ (\text{tr }\delta g)_{,ij} - \delta g_{ik,j}^k - \delta g_{jk,i}^k \in W^k_{-(\tau-\varepsilon+4)}(E^3) \]

for all $i, j = 1, 2, 3$. Equations (3.45) and (3.46) combine to $\triangle(\delta g_{ij}) \in W^k_{-(\tau-\varepsilon+4)}(E^3)$ so that the faster fall-off trick Theorem 1.4.10 gives us the desired $\delta g_{ij} \in W^k_{-(\tau-\varepsilon+2)}(E^3)$. □

Next, we prove that the asymptotic center of mass defined within the above theorem transforms adequately under changes of wave harmonic asymptotically flat coordinates.
Proposition 3.3.2. Let $S := (E^3, g, N, \rho, S)$ be a $(k, \tau)$-geometrostatic end with non-vanishing ADM-mass $m$ and $\tau > 1/2$, and let $(x^i)$, $(y^i)$ be two systems of wave harmonic asymptotically flat coordinates in $E^3$ such that $y^i = O_j^i x^j + b^i$ for some orthogonal matrix $O \in O(\mathbb{R}^3)$, some vector $\vec{b} \in \mathbb{R}^3$, and all $i = 1, 2, 3$. Then the centers of mass $\vec{z}_A$ and $\vec{y}_A$ with respect to the coordinates $(x^i)$ and $(y^i)$ satisfy

$$y^i_{z_A} = O_j^i x^j_A + b^i.$$  

Proof. Let $\varepsilon$ be as in Theorem 3.3.1. Theorem 3.3.1 holds true for $\tau - \varepsilon := \bar{\tau}$. Dropping the bar for ease of notation, we have

$$N - \left(1 - \frac{M}{r} + \frac{M^2}{2r^2} - \frac{M \vec{z} \cdot \vec{x}}{r^3}\right) \in W_{-(\tau+2)}^{k+1,2}(E^3) \text{ with respect to } (x^k) \quad (3.47)$$

$$N - \left(1 - \frac{M}{s} + \frac{M^2}{2s^2} - \frac{M \vec{y} \cdot \vec{y}}{s^3}\right) \in W_{-(\tau+2)}^{k+1,2}(E^3) \text{ with respect to } (y^k), \quad (3.48)$$

where $r := |\vec{x}|$ and $s := |\vec{y}|$, $M = mG/c^2$, and where we have again dropped the label $A$ in order to simplify notation. But by assumption $y^i = O_j^i x^j + b^i$ so that in particular

$$s - r \left(1 + \frac{O \vec{x} \cdot \vec{b}}{r^2} + r^2 |\vec{b}|^2 - \frac{(O \vec{x} \cdot \vec{b})^2}{r^2}\right) \in W_{-(\tau+1)}^{k+1,2}(E^3) \quad (3.49)$$

with respect to $(x^k)$. This shows that the weighted Sobolev space with respect to the coordinates $(x^k)$ agree with the corresponding weighted Sobolev spaces with respect to the coordinates $(y^k)$. We can thus work in either of them.

By Equation (3.49) and binomial expansion, we derive

$$\frac{1}{s^p} - \frac{1}{r^p} \left(1 - \frac{p O \vec{x} \cdot \vec{b}}{r^2} + \frac{2p^2 (O \vec{x} \cdot \vec{b})^2 - p r^2 |\vec{b}|^2}{r^4}\right) \in W_{-(\tau+p+2)}^{k+1,2}(E^3)$$

for all $p \in \mathbb{N}$. Inserted into (3.48), this leads to

$$N - \left(1 - \frac{M}{r} \left(1 - \frac{O \vec{x} \cdot \vec{b}}{r^2}\right) + \left(\frac{M^2}{2r^2} - \frac{M \vec{y} \cdot (O \vec{x} + \vec{b})}{r^3}\right)\right) \in W_{-(\tau+2)}^{k+1,2}(E^3)$$

which is equivalent to

$$- \frac{M \vec{z} \cdot \vec{x}}{r^3} - \left(\frac{M O \vec{x} \cdot \vec{b}}{r^3} - \frac{M \vec{y} \cdot O \vec{x}}{r^3}\right) = - \frac{M (\vec{z} + O \vec{b}) - O' \vec{y} \cdot \vec{z} \cdot \vec{x}}{r^3} \in W_{-(\tau+2)}^{k+1,2}(E^3)$$

by (3.47). We therefore get that $\vec{z} + O' \vec{b} - O' \vec{y} = 0$ or in other words that $\vec{y} = O \vec{z} + \vec{b}$. \hfill \Box

We are now going to prove the promised coincidence of the centers of mass defined in Section 2.5.

---

13Observe that Niall O’Murchadha and Robert Bartnik’s result 2.3.2 ensures that two wave harmonic asymptotically flat systems of coordinates behave can only asymptotically differ by such a rigid motion.
3.3 The Asymptotic Center of Mass

**Theorem 3.3.3.** Let \( S := (E^3, g, N, \rho, S) \) be a \((k, \tau)\)-geometrostatic end with ADM-mass \( m \neq 0 \) and \( \tau > 1/2 \), let \((x^i)\) be a wave harmonic asymptotically flat system of coordinates in \( E^3 \), and let \( \vec{z}_A, \vec{z}_{ADM}, \vec{z}_{CMC}, \vec{z}_I \in \mathbb{R}^3 \) be the asymptotic, ADM, CMC, and intrinsic centers of mass of \( g \) in these coordinates, respectively. Then \( \vec{z}_A = \vec{z}_{ADM} = \vec{z}_{CMC} = \vec{z}_I \).

**Proof.** From Theorem 2.5.7, we know that both \( \vec{z}_{ADM} \) and \( \vec{z}_{CMC} \) agree with the intrinsic center of mass defined by Lan-Hsuan Huang as geometrostatic metrics automatically satisfy the Regge-Teitelboim conditions (2.13) as we can deduce from Theorem 3.2.5. To conclude the theorem, it thus suffices to show that \( \text{vec}_{\vec{z}}A = \vec{z}_{ADM} \) which we will now do. To this end, we will use the well-known and easy to calculate fact that

\[
\int_{S^2} \frac{x^i x^j}{r^4} \, d\sigma_\delta = \frac{4\pi}{3} \delta^{ij}.
\]  

(3.50)

Inserting the expansion (3.29) into the definition of the ADM center of mass and using \( M = mG/c^2 \), the claimed result follows as follows from the definition of the asymptotic center of mass and the fall-off proven in Theorem 3.3.1. Let \( \epsilon \) be as in Theorem 3.3.1 and set \( \rho_{ij} := g_{ij} - \vec{g}_{ij} - 2M \vec{z}_A \cdot \vec{x}/r^3 \in W_{-(\tau - \epsilon + 2)}^{k,2}(E^3) \). We find

\[
z_{ADM}(g) = \frac{\epsilon^2}{16\pi mG} \lim_{r \to \infty} \int_{S^2} \sum_{i=1}^{3} \left[ (g_{ij,i} - g_{ii,j}) x^k \nu^j_{\delta'} - (g_{ij} \delta^k \nu^j_{\delta'} - g_{ii} \nu^j_{\delta'}) \right] d\sigma_\delta
\]

\[
= \frac{1}{16\pi M} \lim_{r \to \infty} \int_{S^2} \sum_{i=1}^{3} \left[ \left( g_{ij,i} - g_{ii,j} \right) x^k \nu^j_{\delta'} - (g_{ij} \delta^k \nu^j_{\delta'} - g_{ii} \nu^j_{\delta'}) \right] d\sigma_\delta
\]

\[
= \frac{1}{16\pi M} \lim_{r \to \infty} \int_{S^2} \sum_{i=1}^{3} \left[ \left( g_{ij,i} - g_{ii,j} \right) x^k \nu^j_{\delta'} - (g_{ij} \delta^k \nu^j_{\delta'} - g_{ii} \nu^j_{\delta'}) \right] d\sigma_\delta
\]

\[
= \frac{1}{16\pi M} \lim_{r \to \infty} \int_{S^2} \sum_{i=1}^{3} \left[ \left( g_{ij,i} - g_{ii,j} \right) x^k \nu^j_{\delta'} - (g_{ij} \delta^k \nu^j_{\delta'} - g_{ii} \nu^j_{\delta'}) \right] d\sigma_\delta
\]

(3.50)

\[
z_{ADM}(g).
\]

Note that we have put \( z_{ADM}(\rho) \) in quotation marks as \( \rho \) is not really an asymptotically flat metric with non-vanishing mass; however, the notation obviously suggests that we mean to apply the formula for \( \vec{z}_{ADM} \) to \( \rho \) (with respect to the mass of \( g \)).

Alternatively, one could use Lan-Hsuan Huang’s formulas 2.5.6 or 2.5.7 in order to obtain the above theorem from the asymptotics proven in Theorem 3.3.1. The assumption \( \tau > 1/2 \) which was stipulated throughout this section can actually be relaxed with the aid of Theorem 3.2.5.
Levels of $N$ as Graphs over Round Spheres around $\vec{z}$

Recall that $N$ foliates a neighbourhood of infinity in each end of a geometrostatic system with non-vanishing ADM-mass (cf. Lemma 3.2.7). Having gained a better understanding of the asymptotics of $N$ and $g$, this information can now be made quantitative by saying that its levels are in fact graphs over round (coordinate) spheres close to infinity. For the remainder of this subsection, let us relax our notation to the more suggestive $O$-notation for simplicity.

**Corollary 3.3.4** (Levels of $N$ as Graphs over Round Spheres). Let $(E^3, g, N, \rho, S)$ be a geometrostatic end with positive ADM-mass $m$ and let $(x^i)$ be an asymptotically flat wave harmonic system of coordinates for $E^3$ as provided by Theorem 2.3.2. Then each level set $\Sigma$ of $N$ outside some compact interior $K$ can be written as a graph $F : S^2_{R}(\vec{z}) \subset \mathbb{R}^3 \to \mathbb{R}^3 : \vec{x} \mapsto \vec{x} + f(\vec{x}) \frac{\vec{x} - \vec{z}}{|\vec{x} - \vec{z}|}$, $x^i(\Sigma) = F^i(S^2_{R}(\vec{z}))$

over suitable coordinate spheres $S^2_{R}(\vec{z})$ with $\vec{z} \in \mathbb{R}^3$ the center of mass of the system and $f : S^2_{R}(\vec{z}) \to \mathbb{R}$ a smooth function. It furthermore holds that

$$f = O(r^{-1}),$$
$$|df|_\delta = O(1),$$
$$R = r + O(r^{-1}),$$
$$H = \frac{2}{r} - \frac{4M}{r^2} + \frac{2\vec{z} \cdot \vec{x}}{r^3} + O(r^{-3}),$$
$$\frac{\partial N}{\partial \nu} = \frac{M}{r^2} - \frac{2M^2}{r^3} + \frac{2M\vec{z} \cdot \vec{x}}{r^4} + O(r^{-4}),$$
$$\frac{1}{|\Sigma|_\delta} \int_\Sigma x^i d\sigma_\delta = z^i + O(r^{-1})$$

as $r \to \infty$ where again $M = mG/c^2$.

**Proof.** By Proposition 3.3.2, we can assume that $\vec{z} = 0$ without loss of generality by translating the coordinates (observing that $|\vec{x} - \vec{z}| = r + O(1)$ and $|\Sigma|_\delta^{-1} \int_\Sigma z^i d\sigma_\delta = z^i$). From Theorem 3.3.1 we then know that $N = S N + O(r^{-3})$ and $g_{ij} = S g_{ij} + O(r^{-3})$, where the Schwarzschild notions refer to the mass $m$ of the end $E^3$. Using spherical symmetry of the Schwarzschild solutions and the fact that the radial derivative of $S N$ is strictly positive in a neighborhood of infinity, this fall-off ensures that for any given level set $\Sigma$ with $N = \bar{N}$ which lies suitably close to infinity there is a radius $\bar{R}$ such that $S N(\bar{R}) = \bar{N}$ with a slight abuse of notation. This, the above fall-off behavior, the mean value theorem of calculus, techniques related to tubular neighborhoods and the exponential map of Riemannian geometry, well-known explicit formulae for the mean curvature of a level set as well as the transformation formula for integrals are the main ingredients for the proof of the corollary which is very technical but straightforward and which we will thus spare the reader.

We will apply this corollary when treating photon spheres in Section 5.4 but only in a lower order version ($H = 2/r + O(r^{-2})$ and $\partial N/\partial \nu = M/r^2 + O(r^{-3})$).
3.4 Asymptotic Uniqueness in Geometrostatics

The classic result of Theorem 3.2.5 states that static solutions to the vacuum Einstein equations possess very specific fall-off properties – a result which we have improved in the last section by extracting a higher order term in the “expansion at infinity”. Our proof relied on methods including the theory of harmonic polynomials, the Kelvin transform, and the faster fall-off trick Theorem 1.4.10. In this section, we will extend these techniques and use them to prove two uniqueness results for geometrostatic systems.

The first theorem we will prove states that the lapse function $N$ of a geometrostatic system $S := (M^3, g, N, \rho, S)$ is unique given all other data. We will give an analytic proof of this theorem, here, and a geometric and/or physical proof in Chapter 5. The second theorem is in some sense complementary; it states that the metric is unique when all other data is given and a system of wave-harmonic coordinates is specified. Fixing these coordinates trivializes the isometry relating two equivalent geometrostatic systems and therefore simplifies concepts and notations.

We will make use of the theory of harmonic homogeneous polynomials $H_{lm} = r^l Y_{lm}$, $l = 0, 1, 2, \ldots, m = -l, \ldots, l$ (where the $Y_{lm}$ denote spherical harmonics) and of the Kelvin transform which we have already met in Section 1.4. We refer the interested reader to [ABR92] for an introduction into this field. Within this section, we say that a function $f : M^3 \to \mathbb{R}$ on a manifold $M^3$ is analytic at infinity with respect to the coordinates $(x^i)$ if the Kelvin transform $K[f \circ \Phi^{-1}]$ is analytic at the origin. Here, $\Phi$ denotes the diffeomorphism corresponding to the coordinates $(x^i)$.

**Theorem 3.4.1 (Uniqueness of $N$).** Let $S := (M^3, g, N, \rho, S)$ and $\tilde{S} := (M^3, g, \tilde{N}, \rho, S)$ be geometrostatic systems. Assume that both $N$ and $\tilde{N}$ are analytic at infinity with respect to a system of wave harmonic and asymptotically flat coordinates $(x^i)$ outside some compact $K \subset M^3$ containing the support of the matter. Then $N = \tilde{N}$ in $M^3 \setminus K$. If, in addition, $(M^3, g)$ is geodesically complete and $\text{int} K$ is diffeomorphic to a bounded domain in $\mathbb{R}^3$ having smooth boundary, then $N = \tilde{N}$ holds in all of $M^3$.

**Remark.** Analyticity at infinity of both $N$ and $g_{ij}$ is a property geometrostatic systems are generally expected to possess in wave harmonic coordinates when the support of the matter is bounded away from infinity. Note that wave harmonic coordinates are natural candidates for analyticity statements by Theorem 3.2.1. We remark that this proof works whether or not the ADM-masses of the systems vanish – other than the geometric proof of the same fact which we will present in Chapter 5.

**Proof.** By Theorem 3.2.5 we know that $N, \tilde{N} = 1 - M/r + O(r^{-2})$ as $r \to \infty$ in each end $E_R$ of $M^3$, where $M = m_{\text{ADM}}(E_R)G/c^2$ by Proposition 3.2.6. This implies $N - \tilde{N} = O(r^{-2})$. We will show by induction that in fact

$$N - \tilde{N} = O(r^{-2n})$$

for all $n \in \mathbb{N}_0$.

---

14 We need these conditions on $K$ in order to deduce that elliptic Dirichlet boundary value problems are uniquely solvable in $\text{int} K$.

15cf. [KM95] and several remarks in the series of papers by Robert Beig and Walter Simon [Bei80, BS80a, BS81].
3 Geometrostatics

Now multiply Equation (3.65) by \( x \) and simplify to polynomials of degree polynomials. It is easy to see that the induction hypothesis in fact ensures that only basis \( N \) gives us infinity and on ellipticity of the curvilinear Poisson equation to show that this indeed gives us \( N = \bar{N} \).

So assume from now on that \( N - \bar{N} = \mathcal{O}(r^{-2-n^*}) \) for some \( 0 \leq n^* \), set \( l^* := n^* + 1 \), and work in a fixed but arbitrary end of \( M^3 \setminus K \). The vacuum static metric equations (3.8) in the given end for both \( N \) and \( \bar{N} \) imply

\[
\begin{align*}
g\Delta \delta N & = 0 \quad (3.51) \\
\delta N \, g\text{Ric} & = g\nabla^2 \delta N \quad (3.52)
\end{align*}
\]

where \( \delta N := N - \bar{N} \). Inserting the given asymptotics \( \delta N = \mathcal{O}(r^{-(l^*+1)}) \) into the first one of these equations, we obtain

\[
\delta \Delta (\delta N) = \mathcal{O}(r^{-(l^*+4)}) \quad (3.53)
\]

as \( r \to \infty \) in the given end. By the faster fall-off trick Theorem 1.4.10, there must exist a harmonic polynomial \( p \) of degree \( d \leq l^* \) such that \( \delta N = \mathcal{K} [p] + \mathcal{O}(r^{-(l^*+2)}) \), where \( \mathcal{K} [p] \) denotes the Kelvin transform of \( p \), cf. page 15. It therefore suffices to show that \( \mathcal{K} [p] = 0 \) or, equivalently, that \( p = 0 \). By harmonicity, we can expand \( p \) into the canonical harmonic homogeneous polynomials \( \{ H_{lm} \}_{m=-l, \ldots, l} \) which form a basis for the space of harmonic polynomials. This means we can write

\[
p = \sum_{l=0}^{d} \sum_{m=-l}^{l} \alpha^{lm} H_{lm} \quad \text{and} \quad \mathcal{K} [p] = \sum_{l=0}^{d} \sum_{m=-l}^{l} \frac{\alpha^{lm} H_{lm}}{r^{2l+1}}
\]

for some constants \( \alpha^{lm} \in \mathbb{R} \) by definition of the Kelvin transform and homogeneity of the polynomials. It is easy to see that the induction hypothesis in fact ensures that only basis polynomials of degree \( l^* \) appear in the linear combination. Thus, the above expressions simplify to

\[
p = \alpha^m H_{lm} \quad \text{and} \quad \mathcal{K} [p] = \frac{\alpha^m H_{lm}}{r^{2l+1}},
\]

where we have dropped the asterisk and the index \( l \) on the constants for convenience. Moreover, we have abused Einstein’s summation convention by implicitly summing over pairs of one lower and one upper index \( m \). Equation (3.52) can then be rephrased into

\[
\alpha^m \left( r^4 H_{lm,ij} + (2l + 1) \left[ ((2l + 3)x_i x_j - r^2 \delta_{ij}) H_{lm} - r^2 (H_{lm,i x_j + H_{lm,j} x_i}) \right] \right) = 0 \quad (3.54)
\]

for all \( i, j = 1, 2, 3 \), where we have dropped the lower order terms as analytic expansions of identical functions must coincide at each order, individually. Before we go on, let us recall that homogeneity of the basis polynomials implies \( H_{lm,k \dot{x}^k} = l H_{lm} \) and thus by induction

\[
H_{lm,i_1 \ldots i_p \dot{x}^k} = (l - p) H_{lm,i_1 \ldots i_p} \quad \text{for all } p \in \mathbb{N}. \quad (3.55)
\]

Now multiply Equation (3.55) by \( x^i \dot{x}^j \) and obtain

\[
0 = (l(l - 1) + (2l + 1) [2(l + 1) - 2l]) \alpha^m H_{lm} = (l^2 + l + 2) \alpha^m H_{lm}.
\]

In consequence, we find \( \alpha^m H_{lm} = 0 \). By linear independence of the \( H_{lm} \), we see that \( \alpha^m = 0 \) must hold for all \( m = -l, \ldots, l \). By construction, this implies \( p = \mathcal{K} [p] = 0 \) and thus the desired fall-off \( \delta N = \mathcal{O}(r^{-(l^*+2)}) \).
3.4 Asymptotic Uniqueness in Geometrostatics

This fall-off translates into the fall-off $K[\delta N] = O(r^{r+1})$. Analyticity of $\delta N$ now allows us to deduce that $K[\delta N] = 0$ and thus $N = \tilde{N}$ in $M^3 \setminus K$. In case $(M^3, g)$ is geodesically complete and $K$ satisfies the regularity conditions stated in the theorem, (linear) ellipticity of the static metric Equation (3.6) in wave harmonic asymptotically flat coordinates and $N = \tilde{N}$ on $\partial K$ ensure uniqueness on the entire manifold $M^3$ by classical PDE theory.\(^{16}\)

Before we go on to formulate and prove uniqueness of the metric, let us remark that although we make use of ellipticity of the static metric equations for both theorems to extend uniqueness into the interior, uniqueness in a neighborhood of infinity is actually proven without recurrence to a Dirichlet boundary problem; in fact, we do not prescribe any data at the inner boundaries of the asymptotically flat ends but obtain uniqueness directly from the structure of the equations combined with asymptotic behavior. This will become even more clear in the geometric proof of the uniqueness of $N$ which we will present in Chapter 5. Back to the analytic approach, let us continue by stating the second uniqueness theorem.

**Theorem 3.4.2 (Uniqueness of $g$).** Let $S := (M^3, g, N, \rho, S)$, $\tilde{S} := (M^3, \tilde{g}, N, \rho, S)$ be geometrostatic systems with a common wave harmonic and asymptotically flat system of coordinates $(x^i)$ outside some compact $K \subset M^3$ containing the support of the matter. Assume furthermore that both $g$ and $\tilde{g}$ are analytic at infinity with respect to these coordinates outside $K$. Then $g_{ij} = \tilde{g}_{ij}$ in all of $M^3 \setminus K$ (possibly) unless the ADM-masses of both metrics vanish. If, in addition, $g$ and $\tilde{g}$ are geodesically complete and the coordinates $(x^i)$ can be extended into $K$ as a global wave harmonic system of coordinates and if $\partial K$ is diffeomorphic to a bounded domain in $\mathbb{R}^3$ having smooth boundary \(^{17}\), then $g_{ij} = \tilde{g}_{ij}$ holds in all of $M^3$ whether or not the ADM-mass vanishes.

**Remark.** The formulation that $S$ and $\tilde{S}$ should have a common wave harmonic and asymptotically flat system of coordinates $(x^i)$ outside $K$, we mean that these coordinates make both systems asymptotically flat and that they satisfy $ds^2 \Box x^i = 0 = d\tilde{s}^2 \Box x^i$.

**Proof.** We first show that the claim holds in the case where $m := m_{\text{ADM}}(g) = 0$. By Theorems 3.2.5 and 3.2.6 we obtain $N = 1 + O(r^{-2})$ and thus also $m_{\text{ADM}}(\tilde{g}) = 0$. By rigidity of the positive mass theorem 2.4.3 and geodesic completeness, both $(M^3, g)$ and $(M^3, \tilde{g})$ must be isometric to $(\mathbb{R}^3, i)$, where $i$ denotes the Euclidean metric on $\mathbb{R}^3$. Here, $\Psi : (M^3, g) \to (\mathbb{R}^3, \delta)$ and $\tilde{\Psi} : (M^3, \tilde{g}) \to (\mathbb{R}^3, \delta)$ denote the respective isometries. Moreover, as we will see in Theorem 5.1.1, the lapse function must satisfy $N = 1$ and therefore $\Box f = \Delta f$ and $\Box \tilde{f} = \Delta \tilde{f}$ for all $f : M^3 \to \mathbb{R}$ in all of $M^3$, where the $\Box$ and $\Delta$ operators correspond to the associated static Lorentzian metrics $ds^2$ and $d\tilde{s}^2$, respectively. The wave harmonic coordinates $(x^i)$ are thus in fact harmonic coordinates with respect to both $g$ and $\tilde{g}$ by Lemma 3.1.3. The coordinate functions $y^i := x^i \circ \Psi^{-1} : \mathbb{R}^3 \to \mathbb{R}$, $\tilde{y}^i := x^i \circ \tilde{\Psi}^{-1} : \mathbb{R}^3 \to \mathbb{R}$ must thus be harmonic and asymptotic to each other in the Euclidean space $(\mathbb{R}^3, \delta)$. This implies that there must exist a translation $\vec{b} \in \mathbb{R}^3$ and a

\(^{16}\)cf. e. g. theorem 6.14 on p. 107 in [GT70].

\(^{17}\)Again, we only need these conditions on $K$ in order to deduce that elliptic Dirichlet boundary value problems in $K$ are uniquely solvable.

\(^{18}\)Note that Theorem 5.1.1 does not logically rely on the theorem under consideration and can thus be applied, here.
rotation \( O \in O(\mathbb{R}^3) \) such that \( \widetilde{g}^i = O^i_j y^j + b^i \) — in complete analogy to the uniqueness statement in Theorem 2.3.2. This gives us

\[
\widetilde{g}_{ij} = \widetilde{g}(\partial_{x^i}, \partial_{x^j}) = \delta(\partial_{x^i}, \partial_{x^j}) = \delta(O^{-1} \partial_{y^i}, O^{-1} \partial_{y^j}) = \delta(\partial_{y^i}, \partial_{y^j}) = g(\partial_{x^i}, \partial_{x^j}) = g_{ij}
\]

in the case of vanishing ADM-mass.

Now assume \( m > 0 \) for the rest of this proof. Observe that by 3.2.5 and 3.2.6 \( g \) and \( \widetilde{g} \) have the same ADM-mass \( m \) just as in the case where \( m = 0 \), and thus \( g_{ij} - \widetilde{g}_{ij} = O(r^{-2}) \) in every end of \( M^3 \). We now intend to argue by induction that in fact

\[
g_{ij} - \widetilde{g}_{ij} = O(r^{-2-n}) \text{ for all } n \in \mathbb{N}_0
\]
as \( r \to \infty \). Combined with analyticity at infinity of both \( g_{ij} \) and \( \widetilde{g}_{ij} \) and ellipticity of the static metric equations, this will give the desired result as we will see at the end of this proof.

So assume for what follows that the induction hypothesis is true for some \( 0 \leq n^* \in \mathbb{N} \) and work in an arbitrary but fixed component of \( M^3 \setminus K \). By induction hypothesis, we know that the difference \( g_{ij} - \widetilde{g}_{ij} \) must a priori fall of as \( g_{ij} - \widetilde{g}_{ij} = O(r^{-2-n^*}) \). We set \( l^* := n^* + 1 \) and \( \delta g_{ij} := g_{ij} - \widetilde{g}_{ij} \). Then \( \delta g_{ij} \in O(r^{-l^*+1}) \). We can thus compute the quantities listed below in the common wave harmonic coordinates given by assumption and using Lemma 3.1.3. We obtain

\[
\widetilde{g}^{ij} = g^{ij} + \delta^{ik} \delta^{jp} \delta g_{kp} + O(r^{-(l^*+2)})
\]

(3.56)

\[
\widetilde{\Gamma}^k_{ij} = \Gamma^k_{ij} - \frac{1}{2} \delta^{kp} \left( \delta g_{ip,j} + \delta g_{jp,i} - \delta g_{ij,p} \right) + O(r^{-(l^*+3)})
\]

(3.57)

\[
\widetilde{\text{Ric}}_{ij} = \text{Ric}_{ij} + \frac{1}{2} \delta^{kp} \left( \delta g_{kp,ij} + \delta g_{ij,kp} - \delta g_{ip,jk} - \delta g_{jk,ip} \right) + O(r^{-(l^*+4)})
\]

(3.58)

\[
\widetilde{x}^k = x^k + \frac{1}{2} \delta^{ij} \delta^{kp} \left( 2 \delta g_{ip,j} - \delta g_{ij,p} \right) + O(r^{-(l^*+3)})
\]

(3.59)

where the tilde is used suggestively to distinguish the geometric quantities referring to \( \widetilde{g} \) and \( g \), respectively. Working in a vacuum exterior region now gives us the static metric and wave harmonic coordinates equations (cf. Lemma 3.1.3 and Equations (3.8))

\[
\widetilde{\triangle} N = \triangle N
\]

(3.60)

\[
N \widetilde{\text{Ric}}_{ij} = \widetilde{\nabla}^2_{ij} N \quad \text{and} \quad N \text{Ric}_{ij} = \nabla^2_{ij} N
\]

(3.61)

\[
\square x^k = \square x^k.
\]

(3.62)

Using our asymptotic considerations (3.56) through (3.59), these transform into

\[
2 \delta g_{ij} x^i - (\text{tr } \delta g) x^i x^j + 2 \text{tr } \delta g - 6 \delta g_{ij} x^i x^j r^{-2} = O(r^{-(l^*+2)})
\]

(3.63)

\[
(\text{tr } \delta g) x^i + 2 \delta (\delta g)_{ij} x^j - 6 \delta g_{ij} x^i x^j r^{-2} = O(r^{-l^*+4})
\]

(3.64)

\[
2 \delta g_{ij} x^i - (\text{tr } \delta g) x^i = O(r^{-l^*+3})
\]

(3.65)

where we have used the Kennefick-Ó Murchadha result \( N = 1 - \frac{M}{r} + O(r^{-2}) \) from 3.2.5 and our above assumption \( M \neq 0 \) (and where indices have been raised and lowered and
Using (3.68) and (3.69). In these equations, indices were again raised and lowered by $\delta$. We now take the Laplacian of Equation (3.71) and calculate with the aid of (3.55) that

$$\delta \Delta (\delta g_{ij}) = \mathcal{O}(r^{-(l^*+4)})$$

respectively. By the faster fall-off trick [1.4.10] the latter of these implies that $\delta g_{ij}$ can be rewritten as $\delta g_{ij} = \mathcal{K}[p_{ij}] + \mathcal{O}(r^{-(l^*+2)})$ (with at least one derivative) for some harmonic polynomials $p_{ij}$ of degrees $d_{ij} \leq l^*$ and satisfying $p_{ij} = p_{ji}$. Thus, we find that

$$g_{ij} - \tilde{g}_{ij} - \mathcal{K}[p_{ij}] = \mathcal{O}(r^{-(l^*+2)})$$

(with at least one derivative). To finish the induction step, we need to show that $\mathcal{K}[p_{ij}] = 0$ for all $i, j = 1, 2, 3$. We do this now.

As in the proof of Theorem [3.4.1] we can write $p_{ij}$ as a linear combination of the canonical basis $\{H_{lm}\}$ of harmonic homogeneous polynomials of degree $l$ so that

$$p_{ij} = \sum_{l=0}^{d_{ij}} \sum_{m=-l}^{l} \alpha_{ij}^{lm} H_{lm} \quad \text{and thus} \quad \mathcal{K}[p_{ij}] = \sum_{l=0}^{d_{ij}} \sum_{m=-l}^{l} \alpha_{ij}^{lm} \frac{H_{lm}}{r^{2l+1}},$$

for constants $\alpha_{ij}^{lm} \in \mathbb{R}$ with $\alpha_{ij}^{lm} = \alpha_{ji}^{lm}$ by definition of the Kelvin transform [1.4.6]. By our induction hypothesis, however, $\alpha_{ij}^{lm} = 0$ for all $l < \lfloor \tau - 1 + n^* \rfloor = n^* - 2 = l^*$, all associated $m$, and all indices $i, j = 1, 2, 3$, and thus the linear combination reduces to

$$\mathcal{K}[p_{ij}] = \sum_{m=-l^*}^{l^*} \alpha_{ij}^{lm} \frac{H_{lm}}{r^{2l^*+1}}$$

(3.69)

where we have dropped the index $l^*$ on the constants $\alpha$ in order to simplify notation. Similarly, we will also drop the asterisk in what follows. Moreover, we will abuse Einstein’s summation convention as in the proof of Theorem [3.4.1]. In the same spirit as there, Equations (3.65) and (3.66) can be converted into the equations

$$2r^2 \alpha_{ij}^{ml} H_{lm,i} - r^2 \alpha_{ij}^{m} H_{lm,j} = (2l + 1) [2\alpha_{ij}^{m} H_{lm} - \alpha_{ij}^{m} H_{lm}]$$

(3.70)

using (3.68) and (3.69). In these equations, indices were again raised and lowered by $\delta_{ij}$ and $\delta_{ij}$, respectively, and $\alpha_{ij}^{m} := \alpha_{ij}^{m} \delta_{ij}$ abbreviates the trace of the symmetric tensor $(\alpha_{ij}^{m})_{i,j=1,2,3}$. Multiplying Equation (3.70) by $x^j$ then gives

$$2r^2 \alpha_{ij}^{m} H_{lm,i} x^j = 2(2l + 1) \alpha_{ij}^{m} H_{lm} x^j - (l + 1) r^2 \alpha_{ij}^{m} H_{lm}$$

(3.71)

which combines with (3.71) to the useful equation

$$6\alpha_{ij}^{m} H_{lm,i} x^j = (l - 1) \alpha_{ij}^{m} H_{lm}.$$  

(3.72)

We now take the Laplacian of Equation (3.71) and calculate with the aid of (3.55) that

$$3\alpha_{ij}^{m} H_{lm,i} x^j = \ell \alpha_{ij}^{m} H_{lm}$$
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so that, using Equation (3.72) as well as linear independence of \( \{H_{lm}\}_{m=-l,...,l} \), we obtain \( \alpha^m = 0 \) for all \( m = -l, \ldots, l \). We can thus simplify equations (3.70) and (3.71) to
\[
 \begin{align*}
 r^2 \alpha^m_{ij} H_{lm} & = (2l + 1) \alpha^m_{ij} H_{lm} x^i \\
 \alpha^m_{ij} H_{lm} x^i & = 0.
\end{align*}
\] (3.73)
(3.74)

Let us now abbreviate \( a_{ij} := \alpha^m_{ij} H_{lm} \) so that \( a_{ij} \) is a symmetric and trace-free tensor field on \( \mathbb{R}^3 \) with entries that are harmonic homogeneous polynomials of degree \( l \). In the new notation, (3.73) and (3.74) read
\[
 \begin{align*}
 r^2 a_{ij} x^i & = (2l + 1) a_{ij} x^i \\
 a_{ij} x^i & = 0.
\end{align*}
\] (3.75)
(3.76)

for all \( j = 1, 2, 3 \) and all \( x \in \mathbb{R}^3 \). These equations imply \( a_{ij} = 0 \) by a symmetrization technique which we will now describe. First of all, the above two equations have the simple consequences that
\[
 \begin{align*}
 a_{ij} x^i & = 0 \\
 a_{ij,k} x^i + a_{ki} & = 0 \\
 a_{ij,k} x^i + a_{ik,p} x^i & = 0
\end{align*}
\] (3.77)
(3.78)
(3.79)

for all \( j, k, p = 1, 2, 3 \) and all \( x \in \mathbb{R}^3 \) which arise through multiplying (3.75) by \( x^j \) and using (3.76) as well as taking derivatives of the result in directions \( \partial_k \) and \( \partial_p \), subsequently. Taking the \( k \)-th derivative of both (3.75) and (3.76), we obtain
\[
 \begin{align*}
 2a_{ij} x^i + r^2 a_{ij,k} x^i & = (2l + 1) (a_{ij,k} x^i + a_{jk}) \\
 a_{ij,k} x^i x^j + 2a_{ik} x^i & = 0
\end{align*}
\] (3.80)
(3.81)

for all \( j, k = 1, 2, 3 \) and all \( x \in \mathbb{R}^3 \). Antisymmetrization of (3.80) w. r. t. \( j \) and \( k \) implies
\[
\begin{align*}
 2 (a_{ij} x^i + a_{ik} x^j) + r^2 (a_{ij,k} x^i + a_{jk}) & = (2l + 1) (a_{ij,k} x^i + a_{jk}) \\
 x^i & = 0
\end{align*}
\] (3.82)
which we derivate in direction \( \partial_p \) and afterwards multiply by \( x^j \) to obtain
\[
\begin{align*}
 a_{ij,k} x^i x^j & = -2 (a_{pi,k} x^i + a_{ki,p} x^i - (l - 1) a_{kp}) \\
 x^j & = 0 (3.83)
\end{align*}
\]
where we have used (3.75) through (3.80). Multiplying (3.83) by \( x^p \) and using again (3.75) as well as (3.81), this leads to \( (2l + 3) a_{ik} x^i = 0 \) so that
\[
\begin{align*}
 a_{ij} x^i & = 0 \\
 a_{ij} & = 0
\end{align*}
\] (3.84)
(3.85)

hold for all \( j = 1, 2, 3 \) and all \( x \in \mathbb{R}^3 \), where we have again made use of (3.75). In other words, we have “taken the gradient” of equations (3.75) and (3.76). To finish proving \( a_{ij} = 0 \), observe that the \( k \)-th derivative of Equation (3.84), the \( p \)-th derivative of the result multiplied by \( x^j \), and a subsequent use of (3.83) imply that
\[
\begin{align*}
 a_{ij,k} x^i + a_{jk} & = 0 \\
 a_{ij,k} x^i x^j & = -(a_{pj,k} + a_{jk,p}) x^j x^i + 2 a_{pk}
\end{align*}
\] (3.86)
(3.87)
Together with (3.83), this gives $a_{ij} = 0$ for all $i, j = 1, 2, 3$ and all $x \in \mathbb{R}^3$ which in turn – by definition of $a_{ij}$ and again linear independence of $\{H_l^m\}_{m=-l,\ldots,l}$ – ensures also $\alpha_{ij}^m = 0$ for all $i, j = 1, 2, 3$, $m = -l, \ldots, l$. In consequence, we find $K \[p_{ij}] = 0$ and hence $g_{ij} - \tilde{g}_{ij} = O(r^{-2-(n^*+1)})$ in every end of $M^3$.

By induction and by the assumed analyticity of $g_{ij} - \tilde{g}_{ij}$ at infinity, we deduce that $g_{ij} = \tilde{g}_{ij}$ in $M^3 \setminus K$. Now assume that $\text{int} K$ is diffeomorphic to a domain in $\mathbb{R}^3$ with smooth boundary $\partial K$. Then the above results can be reinterpreted to say that the Dirichlet boundary data for the functions $g_{ij}$ and $\tilde{g}_{ij}$ on $\partial K$ must agree and it thus suffices to show that the Dirichlet problem for the static metric equations on $K$ is uniquely solvable for the variables $(g_{ij})_{i,j=1,2,3}$. Again making use of the fact that the chosen coordinates are wave harmonic, Lemma 3.1.3 tells us that $-g^{ij}\Gamma^k_{ij} = g^{ij}\Delta x^k = N_{ij}g^{kl}/N$ and thus $g^{ij}\Gamma^k_{ij,l}$ can be seen to only depend on $g_{ij}$ and $g_{ij,k}$ and not on second derivatives of the ends of the metric. It is then straightforward to see that

$$g^{\text{Ric}}_{ij} = \frac{1}{2}g^{ij}\Delta (g_{ij}) + \text{zeroth and first order terms}$$

and that the static metric equations (3.5) become a quasi-linear elliptic system for the $g_{ij}$. The associated Dirichlet problem then has a unique $C^{2,\alpha}(\text{int} K)$ (and thus unique smooth) solution $(g_{ij})_{i,j=1,2,3}$ inside $\text{int} K$ by classical PDE theory\textsuperscript{19} which completes our proof. \qed

\textsuperscript{19}cf. e. g. theorem 6.14 on p. 107 in [GT70].
4 Pseudo-Newtonian Gravity

In the last chapter, we have introduced and studied the theory of geometrostatics modeling static isolated gravitational systems. In this chapter, we will now introduce the so-called “pseudo-Newtonian gravity”, a conformal variant of geometrostatics very useful for physical considerations and for the Newtonian limit as we will see in this chapter and the following ones. In Section 4.1, we will define pseudo-Newtonian systems, study their elementary properties, and translate the well-known facts on geometrostatics as well as the asymptotic considerations concerning uniqueness and the center of mass from geometrostatics to the pseudo-Newtonian setting.

In Sections 4.2 and 4.3, we will prove explicit quasi-local formulae for the asymptotic quantities of ADM-mass and ADM/CMC/intrinsic/asymptotic center of mass, respectively. As they resemble the quasi-local Newtonian expressions for mass and its center, we will call them pseudo-Newtonian mass and center of mass, respectively. These notions will allow for simple addition formulae which are analog to the well-known Newtonian ones (Theorems 4.2.5, 4.3.6) and many more physicogeometric insights which we will present in Chapter 5. Moreover, these formulae tremendously facilitate the Newtonian limit considerations we are aiming at and will therefore be reencountered in Chapter 6.

4.1 Pseudo-Newtonian Gravity

The lapse function \( N \) appearing in geometrostatics is in many respects similar to the (Newtonian) potential \( U \) in the Newtonian theory of gravity: It satisfies a Poisson equation relating it to the matter content of the system (cf. Equation (3.6)), its level sets foliate the end(s) of 3-space (cf. Lemma 3.2.7) and are asymptotically approaching round spheres centered at the center of mass (cf. Corollary 3.3.4), and its asymptotics allow to read off the total mass and the center of mass of the system (cf. Theorems 3.2.5 and 3.3.1). In this and the following chapters, we will encounter even more similarities in spirit between \( N \) and \( U \) like e. g. the fact that their level sets are surfaces of equilibrium (cf. Section 5.3). These analogies could now lead one to the hypothesis that \( N \) might be a good relativistic replacement of the Newtonian potential \( U \) and “converge” to it in the Newtonian limit\(^1\) – a hypothesis that is not fully valid but will lead us to the study of so-called “pseudo-Newtonian systems”.

As an intuitive example of why \( N \) cannot converge to the Newtonian potential in the Newtonian limit consider the Schwarzschild metric with positive mass \( m \) in isotropic coordinates such that

\[
N(p) = \left(1 - \frac{m G}{2r(p)c^2}\right) \left(1 + \frac{m G}{2r(p)c^2}\right)^{-1}
\]

\(^1\)For a more precise formulation of the Newtonian limit, cf. Chapter 6.
4.1 Pseudo-Newtonian Gravity

as calculated on page 35ff. Now the Newtonian limit \( c \to \infty \) would imply \( N \to 1 \) globally in the domain of the coordinates which does not contain any information and should thus not be considered as the Newtonian potential of any Newtonian system “corresponding” to the Schwarzschild system under consideration. In fact, a simple unit comparison already shows that the lapse function must have unit 1 while the Newtonian potential must have unit velocity squared.

However, we will see in Chapter 6 that the related function \( U := c^2 \ln N \) does converge to the Newtonian potential of a “corresponding” system under the Newtonian limit and we remark that \( U \) does indeed have the appropriate unit of velocity squared. Obviously, \( U \) has the same level sets as \( N \) and in fact inherits all analogies to the Newtonian potential described above from \( N \). In particular, the fall-off behavior of \( U \) is even more similar to the one of the Newtonian potential, as we will see below.

The function \( U = c^2 \ln N \) is well-known in the study of static relativistic systems and is usually referred to as the “potential” of the system. We will follow this convention but will add the qualifier pseudo-Newtonian to prevent misunderstandings. Together with this potential, both mathematicians and physicists commonly study the conformally transformed 3-metric \( \gamma \) defined by \( \gamma := N^2 g \), which we have already encountered when dealing with wave harmonic coordinates, cf. e. g. [KM95, Rei10] and Lemma 3.1.3. We will call \( \gamma \) the pseudo-Newtonian metric of the geometrostatic system in what follows. As \( N \to 1 \) in the Newtonian limit\(^2\), we can reasonably expect that \( \gamma \) and \( g \) have the same Newtonian limits and thus information is neither lost nor gained by this transform.

Returning to the geometrostatic setting, let us now study how the relevant facts and equations transform under a change from the geometrostatic perspective to the pseudo-Newtonian one. A straightforward computation tells us that if \( S = (M^3, g, N, \rho, S) \) is a geometrostatic system, the corresponding pseudo-Newtonian quantities \( U \) and \( \gamma \) satisfy a conformally transformed version of the static metric equations \(^3\) which reads

\[
\gamma \triangle U = 4\pi G \left( \frac{\rho}{e^{2\gamma U}} + \frac{\gamma \text{tr} S}{c^2} \right) \tag{4.1}
\]

\[
\gamma \text{Ric} = \frac{2}{c^4} dU \otimes dU + \frac{8\pi G}{c^4} (S - \gamma \text{tr} S \gamma).
\]

In vacuum, these equations reduce to

\[
\gamma \triangle U = 0 \tag{4.2}
\]

\[
\gamma \text{Ric} = \frac{2}{c^4} dU \otimes dU.
\]

We call these equations the pseudo-Newtonian static metric equations or the equations of pseudo-Newtonian gravity (pNG) for \( U \) and \( \gamma \). We choose the name “pseudo-Newtonian” (and consider just this transform) mainly by reason of the similarity of the first of the pseudo-Newtonian equations to the Newtonian equation \( \triangle U = 4\pi G \rho \) and because the metric \( \gamma \) singles out the wave harmonic coordinates of the Lorentzian 4-metric as its own

\(^2\)A fact which we have explained above for the Schwarzschild example and which will follow in general from our considerations in Chapter 6.
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harmonic coordinates (cf. Lemma 3.1.3) which – together with some facts we will prove in Chapter 5 like the second pseudo-Newtonian law of motion 5.2.4 – also suggests that γ has physical relevance. Moreover, the behavior of (4.1) under the Newtonian limit which we will discuss in Chapter 6 indicates that it is worthwhile and physically significant to study this conformal transform. Heuristically speaking, the system (4.1) indeed reduces to the Newtonian equation \( \nabla^2 U = 4\pi G \rho \) when we take its Newtonian limit anticipating that γ and U will converge to the flat metric and the Newtonian potential, respectively.

From an analytic point of view, observe that while the original static metric equations (3.7) are linear in \( N \) both in vacuum and in the presence of matter, the pseudo-Newtonian ones contain the quadratic expression \( dU \otimes dU \) even in vacuum. In addition, the Ricci tensor, which is coupled to the Hessian of \( N \) in the original equations, is only coupled to first order derivatives of \( U \) after the conformal transformation. This is another important reason for considering the pseudo-Newtonian version of the static metric equations.

Having discussed the transformation behavior of the equations, let us now for convenience define a notion of “pseudo-Newtonian systems”.

**Definition 4.1.1.** Let \( S_{PN} := (M^3, \gamma, U, \rho, S) \) be a solution of the equations of pseudo-Newtonian gravity (4.1) and let \( k \in \mathbb{N}, k \geq 3, \) and \( \tau \geq 1/2 \) such that \( -\tau \) is non-exceptional (i.e. \( \tau \notin \mathbb{Z} \)). We call \( S_{PN} \) a \((k, \tau)\)-pseudo-Newtonian system if, in addition, the following conditions hold:

(i) \((M^3, \gamma)\) is a \((k, q = 2, \tau)\)-asymptotically flat manifold

(ii) \( U(p) \to 0 \) as \( p \to \infty \) in each end of \( M^3 \).

(iii) \( \rho \geq 0, S \geq 0, \) and the supports of \( \rho \) and \( S \) are bounded away from infinity.

As always, we will call \( S_{PN} \) a pseudo-Newtonian system for short if \( k \) and \( \tau \) are either clear from context or arbitrary. Moreover, if we are concerned with a vacuum solution (i.e. if \( \rho = 0, S = 0 \), we call \((M^3, \gamma, U)\) a vacuum pseudo-Newtonian system for simplicity. Pseudo-Newtonian ends are defined accordingly.

The following proposition describes the relation between geometrostatic and pseudo-Newtonian systems and therewith justifies the above definition. It will implicitly accompany us throughout the remainder of this thesis.

**Proposition 4.1.2.** Let \( k \in \mathbb{N}, k \geq 3 \) and let \( \tau \geq 1/2 \) such that \( -\tau \) is non-exceptional. Let \((M^3, g)\) be a smooth Riemannian 3-dimensional manifold, \( N : M^3 \to \mathbb{R} \) a smooth positive function, \( \rho : M^3 \to \mathbb{R} \) a smooth non-negative function, and \( S \) a smooth and positive semi-definite \((0, 2)\)-tensor field on \( M^3 \). Assume furthermore that \( 0 < K^{-1} \leq N \leq K < \infty \) on \( M^3 \) for some \( K \in \mathbb{R} \). Set \( \gamma := N^2 g \) and \( U := c^2 \ln N \). Then \( S = (M^3, g, N, \rho, S) \) is a \((k, \tau)\)-geometrostatic system if and only if the corresponding system \( S_{PN} := (M^3, \gamma, U, \rho, S) \) is a \((k, \tau)\)-pseudo-Newtonian system. In particular, the asymptotic flatness is exhibited in the same systems of coordinates (if it is exhibited).

**Remark.** By definition, the Riemannian manifold \((M^3, g)\) coming from a geometrostatic system must either be geodesically complete or an individual end and thus diffeomorphic to a cylinder \( \mathbb{R}^3 \setminus B \) where one end of the cylinder corresponds to “infinity” while the
other one corresponds to the “inner boundary” $\partial B$. From the boundary values $N \to 1$ as $r \to \infty$ and the requirement that $N > 0$ in $M^3$, we know that $N$ is automatically bounded below if the metric is complete. Moreover, by the maximum principle\(^3\) for the elliptic partial differential inequality

$$\triangle N = \frac{4\pi G}{c^2} N \left( \rho + \frac{\text{tr} S}{c^2} \right) \geq 0,$$

arising from the static metric equations (3.7) and in view of the boundary values $N \to 1$ as $r \to \infty$, $N$ is also bounded from above in that case. If, however, the system is an individual end, the assumption $0 < K^{-1} \leq N \leq K < \infty$ does impose a restriction. Namely, as $N > 0$ in $M^3$ and $N \to 1$ as $r \to \infty$ also in that case, the assumption excludes ends where $N(p) \to 0$ or $N(p) \to \infty$ as $p$ approaches the inner boundary.

This is not only technical but also has physical meaning: Recall that $N$ was defined as the length of the timelike Killing vector field $X$ providing staticity. A surface on which $N = 0$ holds thus constitutes a so-called “Killing horizon” in the sense that the static Killing vector field becomes lightlike there. Killing Horizons are closely related to black holes. An example for a static spacetime with a Killing horizon is provided by the Schwarzschild metrics, cf. page 35ff. We are thus assuming here that possible horizons have been cut out when we are performing the conformal transform. In other words, the pseudo-Newtonian approach breaks down in a neighborhood of a horizon.

**Proof.** First of all, it follows from a straightforward computation relying on the well-known formulae for conformal transformations\(^4\) that $S$ satisfies the static metric equations on $M^3$ if and only if $S_{PN}$ satisfies the pseudo-Newtonian ones there. Also, as $N \geq K^{-1} > 0$, $(M^3, \gamma)$ is geodesically complete if and only if $(M^3, g)$ is. Furthermore, $-\infty < -\ln K \leq U \leq \ln K < \infty$ holds on $M^3$. Assume now that $(x^i)$ is a system of coordinates for an end $E^3$ of $M^3$. Then $(g_{ij})$ is uniformly positive definite and bounded for some constant $\mu > 0$ or in other words

$$\mu^{-1}|\xi|^2 \leq (\Phi_* g)|_\gamma (\xi, \xi) \leq \mu|\xi|^2$$

for all $\xi \in \mathbb{R}^3$ holds on $E^3$ if and only if the same is true for $(\gamma_{ij})$ and the constant $\bar{\mu} := K \mu$.

Moreover, we have $g_{ij} - \delta_{ij} \in W^{k,2}_{-\tau}(E^3)$ for all $i, j = 1, 2, 3$ if and only if $\gamma_{ij} - \delta_{ij} \in W^{k,2}_{-\tau}(E^3)$ for all $i, j = 1, 2, 3$ as $N - 1 \in W^{k+1,2}_{-\tau}(E^3)$ by 3.2.5 and by the Hölder inequality\(^1\),\(^2\),\(^20\) and because $U \in W^{k+1,2}_{-\tau}(E^3)$ follows from the pseudo-Newtonian equations (4.1) and the boundary condition $U \to 0$ as $r \to \infty$ just as $N - 1 \in W^{k+1,2}_{-\tau}(E^3)$ follows from the static metric equations (3.7) and the boundary condition $N \to 1$ as $r \to \infty$, a fact which is proven and explained in Daniel Kennefick and Niall Ó Murchadha’s article [KM95]. We therefore see from Definition 2.3.1 that $(E^3, g)$ is a $(k, q = 2, \tau)$-asymptotically flat end with respect to the coordinates $(x^i)$ if and only if $(E^3, \gamma)$ is (where we have suppressed the associated diffeomorphisms $\Phi$ for ease of notation). Secondly, from $\ln 1 = 0$ we see that $N \to 1$ is equivalent to $U \to 0$ in any end of $M^3$ and this finishes our proof of the desired equivalence. \(\square\)

---

3 cf. Theorem 17.1 in [GT70].
4 cf. e.g. pp. 105 in [WH99].
Example: Pseudo-Newtonian Schwarzschild Solutions

Before we go on by carrying over the well-known facts on and the asymptotic properties of geometrostatic systems collected in Chapter 3, it is useful to calculate the pseudo-Newtonian equivalent of the Schwarzschild example introduced on page 35ff which we will now do. So let us summarize the explicit expressions for the pseudo-Newtonian potential

$$U = \frac{c^2}{2} \ln \left( \frac{m_S N}{m_S \gamma} \right)$$

and the associated metric

$$\gamma_{ij} := \frac{m_S N^2}{m_S \gamma} g_{ij}$$

for the Schwarzschild family in wave harmonic coordinates \((y^i)\) with

$$s := \sqrt{(y^1)^2 + (y^2)^2 + (y^3)^2}.$$ 

Dropping the explicit reference to the mass parameter \(m\), we find that

$$U = \frac{c^2}{2} \left( \ln \left( 1 - \frac{M}{s} \right) - \ln \left( 1 + \frac{M}{s} \right) \right)$$

(4.3)

and

$$\gamma_{ij} = \left( 1 - \frac{M}{r^2} \right) \delta_{ij} + \frac{2s^2}{s^2} \left( \varphi'(s)^2 y_i y_j \right) + \mathcal{O}(r^{-3})$$

(4.4)

from (3.12) through (3.22), where again \(M = mG/c^2\), \(\varphi(r) = 1 + M/2r\), \(r(s) = s\varphi(s)\), and \(\psi(s) = (1 + \sqrt{1 - M^2/s^2})/2\). It is now immediate that the pseudo-Newtonian versions of the members of the Schwarzschild family constitute vacuum pseudo-Newtonian systems.

**Proposition 4.1.3.** Let \(m \geq 0\), \(k \in \mathbb{N}\), \(k \geq 3\), \(\tau \geq 1/2\) such that \(-\tau\) is non-exceptional. Let \(M^* > M\) where \(M := mG/c^2\) as before. Then the pseudo-Newtonian Schwarzschild system \(S_{PN} := (E_{M^*}(0), m_S \gamma, m_S U)\) is a \((k, \tau)\)-pseudo-Newtonian system with structure of infinity given by the \(m_S \gamma\)-harmonic coordinates \((y^i)\).

**Proof.** This follows from Propositions 3.1.6 and 4.1.2 using Lemma 3.1.3. \(\square\)

As before, we will drop the label \(m\) on the Schwarzschild metrics whenever no confusion can arise. In what follows, we will be happy to be able to make use of the asymptotics

$$U = -\frac{mG}{r} + \mathcal{O}(r^{-3})$$

(4.5)

and

$$\gamma_{ij} = \left( 1 - \frac{M^2}{r^2} \right) \delta_{ij} + \frac{2M^2 x_i x_j}{r^4} + \mathcal{O}(r^{-3})$$

(4.6)

which can be straightforwardly computed from (4.3) and (4.4) using harmonic coordinates and analyticity at infinity of the relevant expressions. They directly correspond to the geometrostatic expansions (3.23) and (3.24). Moreover, they suggest that \(S_{PN}\) has vanishing ADM-mass. The expansions are very similar to the Newtonian situation where \(U = -mG/r + \mathcal{O}(r^{-3})\) (“no gravitational dipoles”) and \(\gamma_{ij} = \delta_{ij}\) in Cartesian (and thus \(\gamma\)-harmonic) coordinates.

**Properties of Pseudo-Newtonian Systems**

Let us now return our attention to general pseudo-Newtonian systems and first of all define their mass and center of mass in consistence with the ADM-mass and the ADM/CMC/intrinsic/asymptotic center of mass discussed in Sections 2.5 and 3.3.
Definition 4.1.4 (Mass and Center of Mass). Let $S_{PN} = (E^3, \gamma, U, \rho, S)$ be a $(k, \tau)$-pseudo-Newtonian end. Then the physical mass $m(S_{PN})$ of $S_{PN}$ is defined as the ADM-mass of the corresponding geometrostatic system $S = (E^3, g, N, \rho, S)$,

$$m(S_{PN}) := m_{ADM}(E^3, g).$$

If $m(S_{PN}) \neq 0$, $\tau > 1/2$, and $(x^i)$ is a system of asymptotically flat harmonic coordinates for $\gamma$, then the physical center of mass with respect to these coordinates, $\vec{z}(S_{PN}) \in \mathbb{R}^3$, is defined as

$$\vec{z}(S_{PN}) := \vec{z}_A(E^3, g),$$

where the latter is the asymptotic center of mass defined in 3.3.1.

We can now characterize the fall-off behavior of pseudo-Newtonian systems by carrying over that of geometrostatic systems to the present situation. This gives the following theorem.

Theorem 4.1.5. Let $S_{PN} = (E^3, \gamma, U, \rho, S)$ be a $(k, \tau)$-pseudo-Newtonian end, and let $(x^i)$ be a system of $\gamma$-harmonic asymptotically flat coordinates in $E^3$. Let $m$ denote its physical mass. Then we have

$$U + \frac{mG}{r} \in W^{k+1,2}_{-(\tau+1)}(E^3)$$

$$\gamma_{ij} - \delta_{ij} \in W^{k,2}_{-(\tau+1)}(E^3)$$

for all $i, j = 1, 2, 3$. Moreover, if $m \neq 0$, $\tau > 1/2$, and $\vec{z}$ denotes the physical center of mass of $S_{PN}$, it holds that

$$U - S_U + \frac{mG\vec{z} \cdot \vec{x}}{r^3} \in W^{k+1,2}_{-(\tau-\varepsilon+2)}(E^3)$$

$$\gamma_{ij} - S_{\gamma_{ij}} \in W^{k,2}_{-(\tau-\varepsilon+2)}(E^3)$$

for all $i, j = 1, 2, 3$ and all $0 < \varepsilon \leq \tau - 1/2$, where $S_\gamma$ and $S_U$ are the pseudo-Newtonian Schwarzschild metric of physical mass $m$ and the associated potential, respectively.

Remarks. There are two points which we would like to remark. Firstly, the fall-off in (4.7) could equally well be written as $U - S_U \in W^{k,2}_{-(\tau+1)}(E^3)$ and $\gamma_{ij} - S_{\gamma_{ij}} \in W^{k,2}_{-(\tau+1)}(E^3)$ by the above expansions (4.5) of $S_U$ and (4.6) of $S_\gamma$ although the version printed above is more explicit. Secondly, it is worth noting that $\gamma_{ij}$ actually does not contain a center of mass term. Differently put, the physical center of mass only shows in the potential in the pseudo-Newtonian setting.

Proof. The first claim follows from Theorem 3.2.5, Proposition 4.1.2, the Schwarzschild fall-off (4.6), and from analyticity of the logarithm in a neighborhood of the number 1 with power series

$$\ln(1 + \alpha r + \beta r^2 + O(r^{-3})) = \frac{\alpha}{r} + \frac{2\beta - \alpha^2}{2r^2} + O(r^{-3})$$

as $r \to \infty$ when we apply the Hölder inequality (1.20) and the embedding theorems listed in Section 1.4. The second statement follows in a similar manner from Theorem 3.3.1. 

In analogy to the expansion (4.6) for the Schwarzschild example, the above theorem suggests that the ADM-mass of any pseudo-Newtonian metric \( \gamma \) should vanish. Intuitively, we can restate this as saying that the ADM-mass of the given end is “transported away from infinity” by the conformal transform. This idea is accurate as the next lemma states. Observe that the lemma does not contradict the fact that the geometrostatic (physical) metric \( g \) can have non-vanishing (physical) mass which indeed shows in the \(-\frac{mg}{r}\) term of the expansion of the pseudo-Newtonian potential \( U \) as it would do in the Newtonian setting. In contrast, the lemma just claims that the physical mass does not show in the first order term of the expansion of \( \gamma \) as it does in the first order term of the expansion of \( g \).

**Lemma 4.1.6.** Let \( S_{PN} = (E^3, \gamma, U, \rho, S) \) be a pseudo-Newtonian end. Then its ADM-mass \( m_{ADM}(E^3, \gamma) \) vanishes.

**Proof.** The ADM-mass of \( (E^3, \gamma) \) is well-defined by Lemma 4.1.5 and by Theorem 2.4.2. Now use asymptotically flat \( \gamma \)-harmonic coordinates \((x^i)\), set \( \rho_{ij} := \gamma_{ij} - \delta_{ij} \), and note that \( \rho_{ij} \in W^{k,2}_{-(\tau+1)}(E^3) \) by Theorem 4.1.5 for all \( i,j \neq 1,2,3 \). Then by definition of the ADM-mass, we have

\[
m_{ADM}(E^3, \gamma) = \frac{c^2}{16\pi G} \lim_{r \to \infty} \int_{S^2_r} (\gamma_{ii,j} - \gamma_{ij,i}) \nu^i d\sigma^j = \frac{c^2}{16\pi G} \lim_{r \to \infty} \int_{S^2_r} (\rho_{ii,j} - \rho_{ij,i}) \frac{x^j}{r} d\sigma^i = \int_{E^3} \rho_{ij} x^j d\sigma^i = 0.
\]

\( \square \)

**Pseudo-Newtonian Uniqueness Properties**

In Newtonian gravity, the potential \( U \) of a compactly supported matter distribution is uniquely determined by the matter density and the normalization \( U \to 0 \) as \( r \to \infty \), a well-known fact which follows from elliptic PDE theory. Just as for geometrostatic systems (cf. Theorems 3.4.1 and 3.4.2), the “same” actually holds true in pseudo-Newtonian gravity in the following sense.

**Theorem 4.1.7 (Uniqueness of \( U \)).** Let \( S_{PN} := (M^3, \gamma, U, \rho, S) \), \( \tilde{S}_{PN} := (M^3, \gamma, \tilde{U}, \rho, S) \) be geodesically complete pseudo-Newtonian systems. Then \( U = \tilde{U} \) in all of \( M^3 \).

**Remark.** If the systems in Theorem 4.1.7 consisted of individual ends, only, a similar argument shows that \( U = \tilde{U} \) if we assume that both \( U(p), \tilde{U}(p) \to -\infty \) as \( p \) approaches any inner boundary – an assumption which is reasonable as it corresponds to \( N(p), \tilde{N}(p) \to 0 \), making the boundary a Killing horizon\(^5\).

\(^5\)Recall that \( \tilde{N} \) is the length of the static Killing vector field and cf. the remark on page 58.
Proof. The equations of pNG (4.1) imply that \( dU \otimes dU = \tilde{dU} \otimes \tilde{dU} \) in all of \( M^3 \) so that \( U = \pm \tilde{U} + \text{const} \). The constant must vanish as both \( U \) and \( \tilde{U} \) are normalized to 0 at infinity and thus \( U = \pm \tilde{U} \). Assume \( U \neq \tilde{U} \) (so that \( U = -\tilde{U} \)) and let \( m, \tilde{m} \) denote the respective physical masses. Observe that the asymptotics of \( U, \tilde{U} \) given by Lemma 4.1.5 imply \( m = -\tilde{m} \). The positive mass theorem 2.4.3 applied to the corresponding geometrostatic systems now gives us \( m = \tilde{m} = 0 \) so that by rigidity \( g \) and \( \tilde{g} \) must be flat and \( M^3 \) must be diffeomorphic to \( \mathbb{R}^3 \). In particular, we must have \( \rho = 0 \) by the trace of the static metric equation \( 0 = \gamma G \rho / c^2 \). By the pseudo-Newtonian equations, it follows that \( \gamma \triangle U = \gamma \triangle \tilde{U} = \pm 4\pi G \gamma \text{tr} S \) and therefore we know that \( \gamma \text{tr} S = 0 \) and thus \( U \) (and hence also \( \tilde{U} \)) must be \( \gamma \)-harmonic on all of \( M^3 \). As \( M^3 \) is diffeomorphic to \( \mathbb{R}^3 \), \( \gamma \) is asymptotically flat, and \( U \to 0 \) as \( r \to \infty \), it follows from Section 1.4 that \( U = 0 \) and thus also \( U = \tilde{U} = 0 \), a contradiction. \( \square \)

Just as in the geometrostatic setting, the “complementary” statement also holds true.

**Theorem 4.1.8 (Uniqueness of \( \gamma \)).** Let \( \mathcal{S}_{PN} := (M^3, \gamma, U, \rho, S), \mathcal{S}_{PN}^\sim := (M^3, \gamma, U, \rho, S) \) be pseudo-Newtonian systems with a common global harmonic and asymptotically flat system of coordinates \( (x^i) \) outside some compact \( K \subset M^3 \) containing the support of the matter. Assume furthermore that \( \gamma, \tilde{\gamma} \), and \( \tilde{U} \) are analytic at infinity with respect to these coordinates outside \( K \). Then \( \gamma_{ij} = \tilde{\gamma}_{ij} \) in all of \( M^3 \setminus K \) (possibly) unless the physical masses of both metrics vanish. If, in addition, \( \gamma \) and \( \tilde{\gamma} \) are geodesically complete and the coordinates \( (x^i) \) can be extended into \( K \) as a global harmonic system of coordinates and if \( \text{int} K \) is diffeomorphic to a bounded domain in \( \mathbb{R}^3 \) having smooth boundary\(^7\) then \( \gamma_{ij} = \tilde{\gamma}_{ij} \) holds in all of \( M^3 \) whether or not the ADM-mass vanishes.

**Proof.** We will work in the corresponding geometrostatic systems. Recall that harmonic coordinates with respect to a pseudo-Newtonian metric \( \gamma \) are wave harmonic with respect to the corresponding geometrostatic metric by Lemma 3.1.3. The fact that both systems \( \mathcal{S}_{PN} \) and \( \mathcal{S}_{PN}^\sim \) have the same potential now gives us \( N = \tilde{N} \) and we are therefore back in the case of Theorem 3.4.2 as analyticity carries over and because \( g \) and \( \tilde{g} \) must be complete metrics whenever \( \gamma \) and \( \tilde{\gamma} \) are complete, respectively. We therefore obtain that \( g_{ij} = \tilde{g}_{ij} \) and thus again \( \gamma_{ij} = \tilde{\gamma}_{ij} \) in all of \( M^3 \setminus K \) or \( M^3 \), respectively, due to \( N = \tilde{N} \). \( \square \)

### 4.2 The Pseudo-Newtonian Mass

Isolated systems or in other words asymptotically flat Riemannian 3-manifolds have a well-defined global or “total” mass, namely the ADM-mass. As we have seen, this mass arises as a “surface integral at infinity” or in other words as a limit of surface integrals where the surfaces are coordinate spheres with radii tending to infinity. Although the surface integrals can already give the correct value for finite radii outside the support of the matter in special cases, e. g. for Schwarzschild metrics (static vacuum and spherically symmetric metrics, cf. pp. 351), it will in general not do so. Intuitively said, this is due to the curvature present even outside the support of the matter, cf. Section 5 in [Bar86].

\(^6\)It is applicable as the scalar curvatures satisfy \( 9 R = 9 \bar{R} = 16 \pi G \rho / c^2 \geq 0 \) by Equation (3.3).

\(^7\)Again, we only need these conditions on \( K \) in order to deduce that elliptic Dirichlet boundary value problems in \( K \) are uniquely solvable.
This, however, is not particularly satisfying from a physical point of view as one would not expect the vacuum region outside a isolated star or galaxy to contribute to its mass which should be a property of the star or galaxy itself and should not depend on its exterior. On the other hand, Albert Einstein’s formula $E = mc^2$ hints to a reason why mass (or rather energy) cannot in general be a property of the star or galaxy (or, as a matter of fact, of any other relativistic system) alone, since (classically put) the kinetic energies of material bodies and possibly also of black holes and gravitational waves enter the game.

In the case of static systems, though, this kinetic energy is not present. One can therefore hope to find a notion of mass in the static realm that is purely local in the sense that it does not depend on the exterior of the isolated body $B$ the mass of which we would like to describe but allows to read off the total (ADM-)mass already in the finite regime. In analogy to Newtonian gravity, one could even hope for a volume integral expression like $\int_B \rho \, dV$ integrated over (the support of the matter of) the body $B$ to give its total mass. This is too optimistic in general as the body might be a black hole so that singularities and other non-classical effects can occur. But the idea of such a volume integral expression leads us to a surface integral expression that can be evaluated at any surface enclosing the body (giving the same value) and thus being fairly close to the intuitive expectations described above.

In addition to clarifying the physical meaning of the ADM-mass, this surface integral or “quasi-local” definition of mass will be helpful for dealing with the Newtonian limit, cf. Chapter 6. Let us begin by recapitulating the Newtonian situation in a heuristic manner. If $U : \mathbb{R}^3 \to \mathbb{R}$ is the Newtonian potential of a given matter distribution $\rho : \mathbb{R}^3 \to \mathbb{R}_{\geq 0}$ with compact support – which means that $U$ satisfies the Poisson equation

$$\nabla^2 U = 4\pi G \rho \text{ in } \mathbb{R}^3, \quad U \to 0 \text{ as } r \to \infty,$$

(4.9)

– then the total (Newtonian) mass is usually defined as

$$m_N := \int_{\mathbb{R}^3} \rho \, d\mu = \int_{\Omega} \rho \, d\mu,$$

where $d\mu$ is the ordinary Lebesgue measure on $\mathbb{R}^3$ and $\Omega \subset \mathbb{R}^3$ is any domain in $\mathbb{R}^3$ containing the support of the matter density $\rho$. With the aid of the Poisson equation (4.9) and the divergence theorem, this can be converted into

$$m_N = \frac{1}{4\pi G} \int_{\Omega} \nabla U \, d\mu = \frac{1}{4\pi G} \int_{\partial \Omega} \frac{\partial U}{\partial \nu} \, d\sigma$$

if the boundary of $\Omega$ is sufficiently regular and $\nu$ and $d\sigma$ denote its outer unit normal and surface measure, respectively. We can turn this argument upside down and define a quasi-local Newtonian mass $m_N(\Sigma)$ by

$$m_N(\Sigma) := \frac{1}{4\pi G} \int_{\Sigma} \frac{\partial U}{\partial \nu} \, d\sigma$$
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on any smooth orientable surface $\Sigma \subset \mathbb{R}^3$ with again $\nu$ the outer normal and $d\sigma$ the surface measure of $\Sigma$. The above argument shows that $m_N(\Sigma) = m_N$ whenever $\Sigma$ encloses the support of the matter (meaning that $\Sigma$ is a topological sphere the outside of which is a vacuum asymptotically flat end). Note that this expression is purely geometric and we can thus directly translate it into pseudo-Newtonian gravity as follows.

**Definition 4.2.1 (Quasi-Local Pseudo-Newtonian Mass).** Let $(E^3, \gamma, U, \rho, S)$ be a pseudo-Newtonian end. For any smooth orientable surface $\Sigma \subset E^3$ with outer unit normal $\nu$ and surface measure $d\sigma$ both induced from $\gamma$, define the pseudo-Newtonian quasi-local mass by

$$m_{PN}(\Sigma) := \frac{1}{4\pi G} \int_{\Sigma} \frac{\partial U}{\partial \nu} d\sigma.$$ 

Remark. The integral $\frac{1}{4\pi G} \int_{S^\infty} \frac{\partial U}{\partial \nu} d\sigma := \frac{1}{4\pi G} \lim_{r \to \infty} \int_{S^2_r} \frac{\partial U}{\partial \nu} d\sigma$ is well-known as the Komar mass of the system, cf. Arthur Komar’s original work [Kom59].

And indeed we can see that this pseudo-Newtonian mass is independent of the surface if the surface encloses the support of the matter just as in the Newtonian case.

**Proposition 4.2.2.** Let $S_{PN} = (E^3, \gamma, U, \rho, S)$ be a pseudo-Newtonian end and let $\Sigma_i \subset E^3$, $i = 1, 2$, be smooth surfaces with outer unit normals $\nu_i$ and surface measures $d\sigma_i$ both enclosing the support of the matter. Then $m_{PN}(\Sigma_1) = m_{PN}(\Sigma_2)$.

**Proof.** Let $(x^i)$ be a system of asymptotically flat coordinates for $E^3$ and let $R > 0$ be so large that $S^2_R$ does intersect neither $\Sigma_1$ nor $\Sigma_2$ and does enclose the support of the matter. Let $\nu$ and $d\sigma$ denote the outer unit normal and surface measure of $S^2_R$, respectively, and let $\Omega_i$ denote the cylindrical domain enclosed by $\Sigma_i$ and $S^2_R$. We calculate

$$0 = \int_{\Omega_i} \Delta U \, d\mu \overset{\text{div. thm.}}{=} \int_{S^2_R} \frac{\partial U}{\partial \nu} d\sigma - \int_{\Sigma_i} \frac{\partial U}{\partial \nu_i} d\sigma_i \quad \text{for } i = 1, 2$$

$$\Leftrightarrow \int_{\Sigma_1} \frac{\partial U}{\partial \nu_1} d\sigma_1 = \int_{\Sigma_2} \frac{\partial U}{\partial \nu_2} d\sigma_2$$

which proves the claim. \qed

As announced above, the pseudo-Newtonian mass of a surface enclosing the support of the matter agrees with the physical mass of the system or in other words with the ADM-mass of the corresponding geostatic metric. This is a direct consequence of the above proposition in combination with a result by Robert Beig [Be81] who proves that the Komar mass agrees with the ADM-mass for stationary and so in particular for static metrics. In the static case, though, an easy direct argument works, so we prefer to give our own proof of this fact.

**Theorem 4.2.3.** Let $S_{PN} = (E^3, \gamma, U, \rho, S)$ be a pseudo-Newtonian end with physical mass $m = m_{ADM}(E^3, g = e^{-2U/c^2} \gamma)$ and let $\Sigma \subset E^3$ be any smooth surface enclosing the support of the matter. Then $m = m_{ADM}(E^3, g) = m_{PN}(\Sigma)$ holds irrespective of the specific position and form of $\Sigma$. 
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Proof. We know from our asymptotic considerations in Theorem \[4.1.5\] that \(U\) and \(\gamma_{ij}\) can be expanded as

\[U + \frac{mG}{r} \in W^{k+1,2}_{-(\tau+1)}(E^3)\]

and \(\gamma_{ij} - \delta_{ij} \in W^{k,2}_{-(\tau+1)}(E^3)\) in asymptotically flat \(\gamma\)-harmonic coordinates. On any large coordinate sphere \(S_R^2\), this implies \(\nu^k - \delta^k \in W^{k,2}_{-(\tau+\varepsilon+1)}(E^3)\) and \(d\sigma - d\sigma_\delta \in W^{k,2}_{-(\tau-\varepsilon+1)}(E^3)\) for all \(0 < \varepsilon < \tau/2\) by the multiplication theorem \[1.4.3\] and thus in the suggestive notation introduced in Section \[3.3\]

\[
\int_{S_R^2} \frac{\partial U}{\partial \nu} d\sigma = \int_{S_R^2} \left( \frac{mGx_i}{R^3} + W^{k,2}_{-(\tau+2)}(E^3) \right) \left( \frac{x^i}{R} + W^{k,2}_{-(\tau-\varepsilon+2)}(E^3) \right) d\sigma
\]

\[= mG \int_{S_R^2} \frac{1}{R^2} d\sigma + \int_{S_R^2} \left( W^{k,2}_{-(\tau-\varepsilon+2)}(E^3) \right) d\sigma
\]

\[= 4\pi mG + W^{k,2}_{-(\tau-2\varepsilon)}(E^3).
\]

In consequence, we find that

\[m_{PN}(\Sigma) = m_{PN}(S_R^2) \text{ by def.}
\]

\[= \frac{1}{4\pi G} \int_{S_R^2} \frac{\partial U}{\partial \nu} d\sigma \text{ \[4.2.2\]
\]

lim \[R \to \infty\] \[\frac{1}{4\pi G} \int_{S_R^2} \frac{\partial U}{\partial \nu} d\sigma
\]

see above \[\lim \[R \to \infty\] \left( m + W^{k,2}_{-(\tau-2\varepsilon)}(E^3) \right) = m
\]

which proves the claim.

According to the rules of conformal transformation, we can translate the definition of pseudo-Newtonian mass so that is can be stated in the language of geometrostatics, directly. The result is formulated in the following corollary. It will become useful in the proof of the static positive mass theorem and in the proof of photon sphere uniqueness, cf. Chapter \[6\] for both of them.

**Corollary 4.2.4.** Let \((E^3, g, N, \rho, S)\) be a geometrostatic system and let \(\gamma\) and \(U\) denote the corresponding pseudo-Newtonian metric and potential, respectively. Then we have

\[
\int_{\Sigma} \frac{\partial U}{\partial \gamma_{ij}} d\sigma_\gamma = c^2 \int_{\Sigma} \frac{\partial N}{\partial g_{ij}} d\sigma_g
\]

and therefore

\[m_{ADM}(E^3, g) = \frac{c^2}{4\pi G} \int_{\Sigma} \frac{\partial N}{\partial g_{ij}} d\sigma_g
\]

for any smooth surface \(\Sigma\) enclosing the support of the matter.

Proof. Immediate from \[4.2.3\] by a direct computation.

We have hence found a notion of quasi-local mass in geometrostatics – or rather in pseudo-Newtonian gravity – that accommodates the intuitive expectations described above. The pseudo-Newtonian mass will remain well-defined even if the matter does not have compact support but falls off suitably fast as \(r\) approaches infinity, but will then clearly not deliver the full ADM-mass on any finite surface. Nevertheless, it will continue to constitute
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a physically relevant and analytically useful quasi-local concept of mass. In particular, it is non-negative and monotone with respect to inclusion by the divergence theorem and by $\Delta N = 4\pi G c^{-2} N (\rho + g\text{tr}Sc^{-2}) \geq 0$ or $\gamma \Delta U = 4\pi G \left( \rho e^{-2c^{-2}U} + \gamma \text{tr}Sc^{-2} \right) \geq 0$. It is zero for the flat spacetime and agrees with the ADM-mass in the limit of the coordinate spheres, and it is exactly the mass parameter in the spherically symmetric (Schwarzschild) setting and thus satisfies many of the criteria both Demetrios Christodoulou and Shing-Tung Yau [CYS8] and Robert Bartnik [Bar95] have suggested for a quasi-local notion of mass albeit only in the static asymptotically flat setting.

The pseudo-Newtonian mass has another practical property analogous to the Newtonian mass: The masses of separate bodies can be added. This is again due to the divergence theorem.

**Theorem 4.2.5.** (Addition of Mass) Let $S_{PN} = (E^3, \gamma, U, \rho, S)$ be a pseudo-Newtonian end with physical mass $m$ and let $\Sigma_i \subset E^3$, $i = 1, 2, \ldots, I$ be a finite number of non-intersecting smooth orientable surfaces not contained inside each other and together enclosing the support of the matter (i.e., each component of the support of the matter is enclosed by one of the surfaces and none of the surfaces is enclosed ("shielded from infinity") by any other one). Then

$$\sum_{i=1}^{I} m_i := \sum_{i=1}^{I} m_{PN}(\Sigma_i) = m.$$  

**Proof.** By assumption, there is a domain $\Omega \subset E^3$ in which $\rho, S = 0$ and the boundary of which consists of all the $\Sigma_i$ and of "infinity" (or any large coordinate sphere $S^2_R$) – imagine $\Omega$ to look like a pair of trousers with $I$ legs. We have

$$4\pi G \sum_{i=1}^{I} m_i = \sum_{i=1}^{I} \int_{\Sigma_i} \frac{\partial U}{\partial \nu} d\sigma \overset{\text{div. thm}}{=} - \int_{\Omega} \Delta U d\mu + \int_{S^2_R} \frac{\partial U}{\partial \nu} d\sigma \overset{4.1, 1.2.3}{=} 0 + 4\pi G m$$

which we prove the claim. \(\square\)

We close this section by remarking that the pseudo-Newtonian mass seems to be a good tool for attacking problems in geometrostatics. Some examples of its usefulness will be provided in Chapter 5.

4.3 The Pseudo-Newtonian Center of Mass

Arguing similarly as we did above for the mass, it would be desirable to have a quasi-local (surface integral) expression for the center of mass which gives the exact answer already in a vicinity of a material body or black hole. This would not only be useful for technical
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considerations but also give intuitive and physical insight into and justification of the definitions of center of mass described above, cf. Section 2.5. To define such a notion will be our goal in this section. We will again imitate the Newtonian situation and begin by describing it. As above, let $U$ be the Newtonian potential for a mass distribution $\rho$, assume that the Newtonian mass $m_N$ of the system does not vanish, and let $(x^i)$ denote Cartesian (and thus in particular harmonic) coordinates on $\mathbb{R}^3$. Then the Newtonian center of mass $\mathbf{z}_N = (z_N^1, z_N^2, z_N^3) \in \mathbb{R}^3$ is defined by

$$z_N^k := \frac{1}{m_N} \int_{\mathbb{R}^3} \rho x^k \, d\mu = \frac{1}{m_N} \int_{\Omega} \rho x^k \, d\mu,$$

where again $d\mu$ denotes the Lebesgue measure on $\mathbb{R}^3$ and $\Omega \subset \mathbb{R}^3$ is any domain enveloping the support of the matter. By the Poisson equation for the Newtonian potential and Green’s formula, this can be rephrased into the geometric expression

$$z_N^k = \frac{1}{4\pi G m_N} \int_{\Omega} \Delta U x^k \, d\mu = \frac{1}{4\pi G m_N} \int_{\partial \Omega} \left( \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) \, d\sigma,$$

as $\Delta x^k = 0$, whenever $\Omega$ has smooth boundary and $\nu, d\sigma$ are as above. Observe that if $\partial \Omega$ were a regular level set of $U$, the second term on the right hand side of the above equation vanishes by as

$$\int_{\partial \Omega} U \frac{\partial x^k}{\partial \nu} \, d\sigma = U \int_{\partial \Omega} \frac{\partial x^k}{\partial \nu} \, d\sigma = U \int_{\Omega} \Delta x^k \, d\sigma = 0$$

holds by the divergence theorem. We put the cart before the horse and define the pseudo-Newtonian center of mass in analogy to the above quasi-local surface integral expression.

**Definition 4.3.1** (Quasi-Local Pseudo-Newtonian Center of Mass). Let $(E^3, \gamma, U, \rho, S)$ be a pseudo-Newtonian end with non-vanishing physical mass $m$ and let $(x^i)$ be a system of asymptotically flat $\gamma$-harmonic coordinates in $E^3$. For any smooth orientable surface $\Sigma \subset E^3$ with outer unit normal $\nu$ and surface measure $d\sigma$ both induced from $\gamma$, the pseudo-Newtonian quasi-local center of mass $\mathbf{z}_{PN}(\Sigma) = (z_{PN}^1(\Sigma), z_{PN}^2(\Sigma), z_{PN}^3(\Sigma)) \in \mathbb{R}^3$ is defined by

$$z_{PN}^k(\Sigma) := \frac{1}{4\pi G m} \left( \int_{\Sigma} \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) \, d\sigma.$$

Just as the pseudo-Newtonian mass expression has been known before at infinity as the Komar mass, considerations similar to the pseudo-Newtonian concept of center of mass have been pursued asymptotically in the special cases of asymptotically harmonic and asymptotically conformally flat metrics, cf. the overview article [CP11] by Justin Corvino and Daniel Pollack and the paper [CW08] by Justin Corvino and Haotian Wu. In the same sense as the pseudo-Newtonian mass, the pseudo-Newtonian center of mass is independent of a particular surface if this surface encloses the support of the matter.
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Proposition 4.3.2. Let $S_{PN} = (E^3, \gamma, U, \rho, S)$ be a pseudo-Newtonian end with non-vanishing physical mass $m$, let $(x^i)$ be a system of asymptotically flat $\gamma$-harmonic coordinates on $E^3$, and let $\Sigma_1 \subset E^3$, $i = 1, 2$ be smooth surfaces with outer unit normals $\nu_i$ and surface measures $d\sigma_i$ both enclosing the support of the matter. Then $z_{PN}(\Sigma_1) = z_{PN}(\Sigma_2)$.

Proof. Let again $R > 0$ be so large that $S^2_R$ does intersect neither $\Sigma_1$ nor $\Sigma_2$ and encloses the support of the matter. Let $\nu$ and $d\sigma$ denote the outer unit normal and surface measure of $S^2_R$, respectively, and let $\Omega$ denote the cylindrical domain bounded by $\Sigma$ and $S^2_R$. Using again Green’s formula and the fact that the coordinates are harmonic, we find

$$0 = \int_{\Omega} (\Delta U x^k - U \Delta x^k) d\mu = \int_{S^2_R} \left( \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) d\sigma - \int_{\Sigma_i} \left( \frac{\partial U}{\partial \nu_i} x^k - U \frac{\partial x^k}{\partial \nu_i} \right) d\sigma_i$$

$$\Leftrightarrow \int_{\Sigma_1} \left( \frac{\partial U}{\partial \nu_1} x^k - U \frac{\partial x^k}{\partial \nu_1} \right) d\sigma_1 = \int_{\Sigma_2} \left( \frac{\partial U}{\partial \nu_2} x^k - U \frac{\partial x^k}{\partial \nu_2} \right) d\sigma_2.$$

This proves the claim.

The expression for the pseudo-Newtonian center of mass can be simplified on regular spherical level set surfaces just as in the Newtonian case. Such surfaces exist in a neighborhood of infinity by Lemma 3.2.7 if the physical mass vanishes.

Proposition 4.3.3. Let $S_{PN} = (E^3, \gamma, U, \rho, S)$ be a pseudo-Newtonian end with non-vanishing physical mass $m$, let $(x^i)$ be a system of asymptotically flat $\gamma$-harmonic coordinates on $E^3$, and let $\Sigma \subset E^3$ be a regular spherical level set of $U$ enclosing the support of the matter. Then

$$z_{PN}^k(\Sigma) = \frac{1}{4\pi m G} \int_{\Sigma} \frac{\partial U}{\partial \nu} x^k d\sigma.$$

Proof. All we have to show is that $\int_{\Sigma} \frac{\partial x^k}{\partial \nu} d\sigma = 0$. By the divergence theorem and the assumption that the coordinates are harmonic, the left hand side of this equation is independent of the surface $\Sigma$ in the sense that $\int_{\Sigma} \frac{\partial x^k}{\partial \nu} d\sigma = \int_{\Sigma} \frac{\partial x^k}{\partial \nu} d\sigma$ for any smooth surface $\tilde{\Sigma} \subset E^3$ also enclosing the support of the matter. Choosing $\tilde{\Sigma} = S^2_R$ for $R > 0$ suitably large and using the asymptotics of $\gamma_{ij}$ proven in Theorem 4.1.5 we have

$$\int_{\Sigma} \frac{\partial x^k}{\partial \nu} d\sigma = \lim_{R \to \infty} \int_{S^2_R} \frac{\partial x^k}{\partial \nu} d\sigma = \lim_{R \to \infty} \int_{S^2_R} \frac{\partial x^k}{\partial \delta \nu} d\sigma_\delta,$$

where the far right hand side vanishes by the above Newtonian considerations which finishes the proof.

Our next step will be to show that the pseudo-Newtonian center of mass on any suitably “large” surface (i.e. on any surface enclosing the support of the matter) coincides with the centers of mass described and defined above. The following theorem states that all of these centers in fact agree. Before we prove it, let us consider the following lemma stating the same fact for the Schwarzschild metrics (cf. Proposition 3.1.6).
Lemma 4.3.4. Let \( m \neq 0 \), \( M := mG/c^2 \), and \( M^* > M \). Then the pseudo-Newtonian Schwarzschild system \( S_{PN} := (E_M, (0), \Sigma, S^U) \) of mass \( m \) has \( \bar{z}_{PN}(\Sigma) = 0 \) on any smooth surface \( \Sigma \subset E_{M^*} \) enclosing the support of the matter in the canonical asymptotically flat harmonic coordinates \((y^i)\).

Proof. Straightforward computation from (4.5) and (4.6). \( \square \)

Theorem 4.3.5 (Centers of Mass Coincide). Let \( S_{PN} = (E^3, \gamma, U, \rho, S) \) be a \((k, \tau)\)-pseudo-Newtonian end with non-vanishing physical mass \( m \) and \( \tau > 1/2 \), let \((x^i)\) be a system of asymptotically flat \( \gamma\)-harmonic coordinates on \( E^3 \) and let \( \Sigma \subset R^3 \) be any smooth surface enclosing the support of the matter. Then

\[
\bar{z}_{PN}(\Sigma) = \bar{z}_{ADM}(E^3, g) = \bar{z}_A(E^3, g) = \bar{z}_{CMC}(E^3, g) = \bar{z}_I(E^3, g),
\]

where \( g \) is the geometrostatic metric associated with \( S_{PN} \).

Differently put, if \( S = (E^3, g, N, \rho, S) \) is a \((k, \tau)\)-geometrostatic system with \( \tau > 1/2 \) and non-vanishing ADM-mass \( m \) and \( \Sigma \) as is above, then \( \bar{z}_{PN}(\Sigma) = \bar{z}_{ADM} = \bar{z}_A = \bar{z}_{CMC} = \bar{z}_I \) holds with respect to wave harmonic asymptotically flat coordinates on \( E^3 \), where \( \bar{z}_{PN}(\Sigma) \) refers to the corresponding pseudo-Newtonian metric \( \gamma \) and potential \( U \).

Proof. The two formulations in the theorem are equivalent by Lemma 4.3.4 and we already know from Theorem 3.3.3 that all centers but the pseudo-Newtonian one coincide. Moreover, the asymptotic expansion in Theorem 4.1.5 tells us that

\[
U - S^U + \frac{mGz_A \cdot \bar{x}}{r^3} \in W^{k+1,2}_{-(\tau-\epsilon+2)}(E^3)
\]

\[
\gamma_{ij} - S_{ij} \in W^{k+2}_{-(\tau-\epsilon+2)}(E^3)
\]

for all \( 0 < \epsilon < \tau - 1/2 \), where \( ^S\gamma \) and \( ^S U \) are the pseudo-Newtonian Schwarzschild metric and potential of mass \( m \). Using again Proposition 4.3.2 it suffices to show that

\[
\lim_{R \to \infty} \int_{S_R^2} \left( \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) d\sigma = 4\pi mGz_A(E^3, g).
\]

We will proceed as in the proof of Theorem 4.2.3 dropping the label \( A \) on \( z_A \) for simplicity:

\[
\int_{S_R^2} \left( \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) d\sigma = \int_{S_R^2} \left( S_{U,i} - \frac{mGz_i}{R^3} + \frac{3mGz \cdot \bar{x}x_i}{R^5} + W^{k+2}_{-(\tau-\epsilon+3)}(E^3) \right) \nu^i x^k d\sigma
\]

\[
- \int_{S_R^2} \left( S_U - \frac{mGz \cdot \bar{x}}{R^3} + W^{k+1,2}_{-(\tau-\epsilon+2)}(E^3) \right) \frac{\partial x^k}{\partial \nu} d\sigma
\]

\[
= \int_{S_R^2} \left( -\frac{mGz_i}{R^3} + \frac{3mGz \cdot \bar{x}x_i}{R^5} + W^{k+2}_{-(\tau-\epsilon+3)}(E^3) \right) \nu^i x^k d\sigma
\]

\[
- \int_{S_R^2} \left( -\frac{mGz \cdot \bar{x}}{R^3} + W^{k+1,2}_{-(\tau-\epsilon+2)}(E^3) \right) \frac{\partial x^k}{\partial \nu} d\sigma
\]

\[
+ \int_{S_R^2} \left( \frac{\partial S U}{\partial \nu} x^k - S U \frac{\partial x^k}{\partial \nu} \right) d\sigma.
\]
The last term of the right hand side vanishes in the limit $R \to \infty$ by Lemma 4.3.4 and because of $\gamma_{ij} - S_{ij} \in W^{k,2}_{-(\tau - \varepsilon + 2)}(E^3)$ and so do the lower order terms indicated suggestively by printing the weighted Sobolev spaces. For the same reason, and using the multiplication theorem 1.4.3, the remaining terms induce

$$\lim_{R \to \infty} \int_{S^2_R} \left( \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) d\sigma = 4\pi m G z^k$$

which proves our claim. \[\square\]

We can now prove a pseudo-Newtonian center of mass addition theorem in analogy to the well-known one in Newtonian theory. For abbreviational purposes, we write $m_{PN} := m_{PN}(\Sigma)$ and $\vec{z}_{PN} := \vec{z}_{PN}(\Sigma)$ where $\Sigma$ is any smooth surface enclosing the support of the matter. Similarly, we drop the qualifiers ADM-, physical, pseudo-Newtonian etc. referring to either mass or center of mass as the above theorem ensures that no confusion can thereby arise.

**Theorem 4.3.6. (Addition of Centers of Mass)** Let $S_{PN} = (E^3, \gamma, U, \rho, S)$ be a pseudo-Newtonian end with mass $m \neq 0$ and center of mass $\vec{z}$ with respect to some system of asymptotically flat harmonic coordinates. Let $\Sigma_i \subset E^3, i = 1, 2, \ldots, I$ be a finite number of non-intersecting smooth surfaces not contained inside each other and together enclosing the support of the matter (i.e. each component of the support of the matter is enclosed by one of the surfaces and none of the surfaces is “shielded from infinity” by any other one). Then

$$\sum_{i=1}^{I} m_i \vec{z}_i := \sum_{i=1}^{I} m_{PN}(\Sigma_i) \vec{z}_{PN}(\Sigma_i) = m \vec{z}.$$

**Proof.** We proceed as in the proof of Theorem 4.2.5. By assumption, there is a pair of trousers with $I$ legs shaped domain domain $\Omega$ in which $\rho, S = 0$ and the boundary of which consists of all the $\Sigma_i$ and of a suitably large coordinate sphere $S^2_R$. We find that

$$4\pi G \sum_{i=1}^{I} m_i \vec{z}_i = \sum_{i=1}^{I} \int_{\Sigma_i} \left( \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) d\sigma$$

Green’s formula

$$= - \int_{\Omega} \left( \Delta U x^k - U \Delta x^k \right) d\mu + \int_{S^2_R} \left( \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) d\sigma$$

as the coordinates were chosen to be $\gamma$-harmonic. We have thus proven the formula. \[\square\]
5 Linking Physics to Geometry

In the last chapters, we have studied asymptotic properties of geometrostatic and pseudo-Newtonian systems as well as their masses and centers of masses. In this chapter, we will now discuss further physical properties and facts that hold in geometrostatics and/or pseudo-Newtonian gravity. In Section 5.1, we will prove a static version of the famous positive mass theorem. In Section 5.2, we reduce the notion of test particles which is well-known in geometrodynamics to the geometrostatic setting and prove a pseudo-Newtonian version of Newton’s second law of motion. In Section 5.3, we will discuss constrained test particles and surfaces of equilibrium and their consequences for uniqueness of the lapse function while in Section 5.4, we will prove a rigidity theorem on static photon spheres.

5.1 The Static Positive Mass Theorem

One of the major breakthroughs in the mathematical study of general relativity is the positive mass theorem by Richard M. Schoen and Shing-Tung Yau. Different proofs have been put forward by a number of people under more restrictive conditions, see the discussion on p. 26. In geometrostatics, a much simpler proof works. The proof illustrates the usefulness of Theorem 4.2.3. Moreover, the static rigidity statement also includes \( N = 1 \) and vanishing of the matter fields and therefore reproduces parts of the results of André Lichnerowicz and Michael T. Anderson stated in Theorems 3.2.2 and 3.2.3.

**Theorem 5.1.1** (Static Positive Mass Theorem). Let \( S := (M^3, g, N, \rho, S) \) be a geometrostatics system. Assume that either \( g \) is a geodesically complete metric or that \( N(p) \to 0 \) as \( p \) approaches the inner boundary\(^1\). Then the ADM-mass of \( S \) is non-negative in each end. In case \( g \) is geodesically complete, the ADM-mass is zero in one end if and only if \( g \) is flat in all of \( M^3 \), \( N = 1 \) in \( M^3 \), and all matter fields vanish identically (and whence there were no inner boundaries in the first place).

**Proof.** Let us prove the rigidity statement, first. If a geometrostatic system has vanishing ADM-mass, it also has vanishing pseudo-Newtonian mass by Theorem 4.2.3. By (4.2.4) and using the abbreviational notation \( \nu(f) := \partial f/\partial \nu \) for a smooth function \( f \), this means that

\[
c^2 \int_{\Sigma} g \nu(N) \, d\sigma_g = \int_{\Sigma} \gamma \nu(U) \, d\sigma_\gamma = 0
\]

on any smooth surface \( \Sigma \) enclosing the support of the matter where \( \gamma \) and \( U \) are the associated pseudo-Newtonian metric and potential, respectively. As \( g \) is geodesically complete

\(^1\)i.e., that all inner boundaries are Killing horizons in the sense that the static Killing vector field becomes lightlike there, cf. the remark on page 58.
by assumption, this leads to
\[
0 \leq \frac{4\pi G}{c^2} \int_{\Omega} N \left( \rho + \frac{\text{tr}S}{c^2} \right) \, d\mu_g \overset{\text{[3.7]}}{=} \int_{\Omega} \delta \Delta N \, d\mu_g \overset{\text{div. thm}}{=} \int_{\Sigma} \nu(N) \, d\sigma_g \overset{\text{[4.2.4]}}{=} 0,
\]
where \(\Omega \subset M^3\) denotes the volume enclosed by \(\Sigma\) and we have used that \(N > 0\) in \(M^3\) and \(\rho + \frac{\text{tr}S}{c^2} \geq 0\) by definition of geometrostatics systems. This implies that \(\rho = \text{tr}S = 0\) and by positive semi-definiteness of \(S\), also \(\rho = 0\). In other words, \(N\) is a solution of the curvilinear Laplace equation on a the geodesically connected asymptotically flat Riemannian manifold with \(N \to 1\) as \(r \to \infty\) and thus \(N = 1\) by classical elliptic PDE theory, cf. e. g. [GT70].

Finally, the vacuum static metric equations with \(N = 1, \rho = 0,\) and \(S = 0\) tell us that \(g\) must be Ricci-flat and thus flat by (1.4) which proves rigidity.

Let us now discuss non-negativity of mass. Suppose \(m := m_{\text{ADM}}(g) < 0\) and observe as above that
\[
m = \frac{c^2}{4\pi G} \int_{\Sigma} \nu(N) \, d\sigma_g
\]
for any surface \(\Sigma\) enclosing the support of the matter. By Lemma 3.2.7, we know that \(N\) foliates \(M^3 \setminus K\) with spherical level sets enclosing the support of the matter for some compact subset \(K\). We can therefore deduce that \(\nu(N) \neq 0\) and in particular \(\nu(N) < 0\) on any of these level sets. We rephrase this into saying that \(N\) must be strictly monotonically decreasing along the flowlines of the vector field \(\nu\text{grad}N\) as \(r \to \infty\). But then there must exist a point \(p \in M^3\) with \(N(p) > 1\) which contradicts the maximum principle for the elliptic partial differential inequality
\[
\Delta N = \frac{4\pi G}{c^2} N \left( \rho + \frac{\text{tr}S}{c^2} \right) \geq 0,
\]
cf. Theorem 17.1 in [GT70] as \(N = 0\) on all inner boundaries and \(N \to 1\) as \(r \to \infty\).

5.2 The Pseudo-Newtonian Second Law of Motion

In Newtonian gravity, the gravitational force \(\vec{F}\) acting on a test body is defined as
\[
\vec{F} := -m \nabla U
\]
with \(m\) the mass of the test particle and \(U\) the Newtonian (gravitational) potential. Newton’s second law of motion
\[
\vec{F} = m\vec{a}
\]
then relates this force to the acceleration \(\vec{a}\) of the test body. The same actually holds true in pseudo-Newtonian gravity. On order to see this, let us first review the definition of test particles in general relativity and then study what restrictions are imposed on test particles by staticity of the ambient spacetime.

A test body or test particle is modeled in general relativity by a smooth timelike geodesic with respect to the Lorentzian 4-metric \(ds^2\) of the system. Recall furthermore that the
timelike geodesics are exactly the critical points of the time functional

\[ T(\kappa) := \frac{1}{c} \int_I \sqrt{-ds^2(\kappa, \kappa)}(\tau) \, d\tau, \]

where the variation is calculated among all smooth timelike curves \( \kappa : I \to L^4 \) with fixed endpoints, \( I \subseteq \mathbb{R} \) being an interval and the dot referring to the 4-dimensional covariant derivative calculated along the curve itself. Equivalently, the timelike geodesics can be shown to agree (up to reparametrization) with the critical points of the energy functional

\[ E(\kappa) := -\frac{G}{2c^3} \int_I ds^2(\kappa, \kappa)(\tau) \, d\tau \]

where the variation is again restricted to smooth timelike curves \( \kappa : I \to L^4 \) with fixed endpoints. Recall that the critical points of \( E \) are automatically parametrized proportionally to eigentime and that the Euler-Lagrange equation of \( E \) is the geodesic equation

\[ 4\nabla_{\kappa} \kappa = 0. \]

The expression \( 4\nabla_{\kappa} \kappa = 0 \) is usually interpreted as the acceleration of the curve \( \kappa \). Now if \( \kappa : I \to L^4 \) is a test body in a static spacetime \( (L^4, ds^2) \), we can use the canonical 3+1 decomposition \( L^4 = \mathbb{R} \times M^3 \) presented in Section 2.2 in order to simplify and better understand the geodesic equation \( 4\nabla_{\kappa} \kappa = 0 \). In this decomposition, we can write \( \kappa = (t, \mu) \) with \( t : I \to \mathbb{R} \) the time component and \( \mu : I \to M^3 \) the spatial component of \( \kappa \). In this spirit, we now make the following definition.

**Definition 5.2.1.** Let \( (M^3, ^3g, N, \rho, S) \) be a geometrostatic system and \( \kappa = (t, \mu) \) a test particle in the corresponding Lorentzian manifold. Then the vector field \( \vec{a} := ^3\nabla_{\mu} \hat{\mu} \) along \( \mu \) is called the acceleration of the test particle.

Calculating the components of the geodesic equation for \( \kappa \), we find that

\[ 0 = N \circ \mu \ddot{t} + dN(\hat{\mu}) \dot{t} \]

\[ ^3\nabla_{\mu} \hat{\mu} = -N \circ \mu c^2 \dot{t}^2 (\text{grad} N) \circ \mu, \]

where the dot denotes differentiation with respect to the eigentime parameter. Differentiating the condition that \( \kappa \) is parametrized proportionally to eigentime leads to

\[ g(\hat{\mu}, ^3\nabla_{\mu} \hat{\mu}) = \dot{t} \ddot{t} (N \circ \mu)^2 c^2 + \dot{t}^2 N \circ \mu dN(\hat{\mu}) c^2 \]

which combines with Equation (5.1) to give \( g(\hat{\mu}, ^3\nabla_{\mu} \hat{\mu}) = 0 \) as \( N > 0 \) and \( \dot{t} \neq 0 \) (which is due to \( \kappa \) being timelike). Together with Equation (5.2), this implies \( dN(\hat{\mu}) = 0 \) so that again by Equation (5.1), \( \ddot{t} = 0 \). We have thus proven the following proposition.

**Proposition 5.2.2.** Let \( (M^3, ^3g, N, \rho, S) \) be a geometrostatic system and \( \kappa = (t, \mu) \) a test particle in the corresponding Lorentzian manifold. Then its acceleration \( \vec{a} \) satisfies

\[ \vec{a} = -\left[ N \circ \mu c^2 \right] ^3(\text{grad} N) \circ \mu, \]

where the term in square brackets is constant.
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We continue by making a definition of force analogous to the Newtonian setting.

**Definition 5.2.3.** Let \((M^3, g, N, \rho, S)\) be a geometrostatic system and \(\kappa = (t, \mu)\) a test particle of mass \(m\) in the corresponding Lorentzian manifold. Then the **pseudo-Newtonian force** \(\vec{F}\) exerted on \(\kappa\) by “gravitation” is defined as

\[
\vec{F} := -m \gamma \text{grad} U,
\]

where \(\gamma, U\) are the associated pseudo-Newtonian metric and potential, respectively.

**Remark.** It is natural that the acceleration of the test body is induced from the Lorentzian metric \(ds^2\) and thus refers to the geometrostatic metric \(g\) and not to the conformally transformed metric \(\gamma\) because the definition of test bodies relies on the dynamics of space-time. On the other hand, the definition of force uses the analogy of pseudo-Newtonian and Newtonian effects and thus should be formulated in pseudo-Newtonian terms.

After these considerations, the following theorem now is immediate.

**Theorem 5.2.4 (Second Pseudo-Newtonian Law of Motion).** Let \((M^3, g, N, \rho, S)\) be a geometrostatic system and \(\kappa = (t, \mu)\) a test particle of mass \(m\) in the corresponding Lorentzian manifold. Fix the parametrization of \(\kappa\) such that \(t = 1\) along \(\kappa\). Then the force \(\vec{F}\) acting on \(\kappa\) and its acceleration \(\ddot{a}\) satisfy the pseudo-Newtonian second law of motion

\[
\vec{F} = m \ddot{a}.
\]

**Remark.** The statement of the theorem is not true if \(\dot{t} \neq \pm 1\). However, it is natural that we have to fix \(\dot{t}\) because we have actually fixed the “speed” of background time, i.e. time measured by the lapse function \(N\) by setting \(N \to 1\) as \(r \to \infty\). \(\dot{t} = 1\) then just says that \(\kappa\) is future-oriented (which is implicit in the Newtonian setting) and that \(\kappa\) actually uses the “same clock” as the observer at infinity.

### 5.3 Surfaces of Equilibrium

It is well-known in Classical Mechanics that the level sets of the Newtonian potential – or the **equipotential** surfaces – can be characterized by the behavior of constrained test bodies.\(^2\) Any test body which is forced to move inside an equipotential surface and which is otherwise subject only to gravitational forces will not accelerate. On the other hand, this behavior cannot be displayed by test bodies constrained to any non-equipotential surface. Phrased differently, equipotential surfaces are exactly those surfaces for which the virtual force exerted by the constraint that a test body must move along the surface does indeed exactly compensate for the gravitational force so that the (real and virtual) forces are in equilibrium. Because of this characterizing property, we will also call them **(Newtonian) surfaces of equilibrium** in what follows.

\(^2\)We tacitly assume here that the Newtonian potential foliates \(\mathbb{R}^3\) in a neighborhood of the surface under consideration. This is not a severe restriction (unless \(\rho = 0\) on all of \(\mathbb{R}^3\)) as it is well-known that the potential foliates \(\mathbb{R}^3 \setminus K\) for some compact set \(K \subset \mathbb{R}^3\) enclosing the support of the matter, \(\text{supp} \rho \subset K\). This can be derived from its asymptotics just as in Lemma 3.2.7.
The fact that a surface in a Newtonian gravitational system is a surface of equilibrium if and only if it is a level set of the associated Newtonian potential can be derived using d’Alembert’s principle of virtual forces or a Lagrangian approach. A similar variational approach will now help us to define and identify surfaces of equilibrium in geometrostatics. We will not only see that surfaces of equilibrium do exist in geometrostatic systems but also identify them as the level sets of the corresponding lapse functions. This already hints at physical relevance of the lapse function which we will discuss further at the end of this section. Moreover, we will use this characterization of the surfaces of equilibrium to prove a uniqueness result at the end of this section.

Let us begin our study of surfaces of equilibrium in geometrostatics by giving the following definition.

**Definition 5.3.1.** Let \((M^3, g, N, \rho, S)\) be a geometrostatic system, \(\Sigma \subset M^3\) a smooth surface. A test body constrained to \(\Sigma\) is a smooth timelike curve \(\kappa: I \rightarrow \mathbb{R} \times M^3\) defined on a compact interval \(I \subset \mathbb{R}\) which is a critical point of the energy functional

\[
E(\kappa) := -\frac{G}{2c^3} \int_I ds^2(\kappa, \kappa)(\tau) \, d\tau \tag{5.4}
\]

with respect to the induced Lorentzian 4-metric \(ds^2\) given by \((3.2)\) where the variation is confined to all smooth timelike curves \(\kappa = (t, \mu) : I \rightarrow \mathbb{R} \times M^3\) with fixed endpoints that satisfy \(\mu(I) \subset \Sigma. \Sigma\) is called a (geometrostatic) surface of equilibrium if the spatial parts \(\mu: I \rightarrow \Sigma\) of all test bodies \(\kappa = (t, \mu)\) constrained to \(\Sigma\) are geodesics with respect to the induced metric on \(\Sigma\).

**Remark.** The non-acceleration of constrained test bodies from the Newtonian setting is translated into the condition that the constrained test bodies are geodesics with respect to the induced metric on the surface. This seems reasonable as the geodesic equation \(2\nabla^\mu \mu = 0\) along the curve \(\mu\) can be understood to state that the curve is not intrinsically accelerating.

Let us now turn to showing that surfaces of equilibrium exist and do indeed agree with the level sets of the lapse function. To this end, we need the following lemma.

**Lemma 5.3.2.** Let \((M^3, g, N, \rho, S)\) be a geometrostatic system, \(\Sigma \subset M^3\) a smooth surface and \(\kappa = (t, \mu) : I \rightarrow \mathbb{R} \times \Sigma\) a test body constrained to \(\Sigma\). Then \(\kappa\) is automatically parametrized proportionally to eigentime.

**Proof.** Let \(n: U \rightarrow \mathbb{R}\) be a smooth function on a neighborhood \(U \subset M^3\) of \(\Sigma\) with \(dn \neq 0\) on \(U\) and \(n|_\Sigma \equiv n_0.\) By definition, \(\kappa\) is a critical point of the energy functional \((5.4)\) under the constraint that \(n \equiv n_0.\) By the theory of Lagrangian multipliers\(^3\) there is a smooth function \(\alpha: I \rightarrow \mathbb{R}\) such that \((\kappa, \alpha)\) is a critical point of the modified functional

\[
\tilde{F}(\kappa, \alpha) := \int_I \left( -\frac{1}{2} ds^2(\kappa, \kappa)(\tau) + \alpha [n \circ \mu_\kappa - n_0] \right) d\tau
\]

\(^3\)cf. e. g. pp. 270ff in [Zei91].
varied among all smooth \((\kappa = (t_\kappa, \mu_\kappa), \beta) : I \to (\mathbb{R} \times M^3) \times \mathbb{R} \times \mathbb{R}\) where \(\kappa\) has fixed endpoints. Spelling out \(ds^2\) in terms of \(g^3\) and \(N\), we obtain the induced functional

\[
F(t, \mu, \alpha) := \tilde{F}((t, \mu), \alpha) = \int_I \left( \frac{c^2(N \circ \mu)^2}{2} \dot{\kappa}^2 - \frac{1}{2} |\dot{\mu}|_3^2 + \alpha [n_0 \circ \mu_\kappa - n_0] \right) (\tau) \, d\tau. \tag{5.5}
\]

The Euler-Lagrange equations of \(F\) with respect to \(t\) and \(\mu\) read

\[
0 = -c^2 \frac{d}{d\tau} \left[ (N \circ \mu)^2 \dot{\tau} \right] \tag{5.6}
\]

\[
0 = c^2 N \circ \mu \dot{\tau}^2 dN + \frac{d}{d\tau} \left[ g^3(\mu, \cdot) \right] + \alpha \, dn, \tag{5.7}
\]

and, using the chain rule and the Levi-Civit\'a properties of the connection, we obtain

\[
0 = 2(N \circ \mu) dN(\tilde{\mu}) \dot{\mu}^2 + (N \circ \mu)^2 \ddot{\mu} \tag{5.8}
\]

\[
0 = c^2 N \circ \mu \dot{\mu}^2 dN + 3 g^3(\mu, \cdot) + \alpha \, dn. \tag{5.9}
\]

Combining Equation \((5.6)\) with Equation \((5.7)\) applied to \(\tilde{\mu}\) we observe that \(ds^2(\kappa, \kappa) \equiv \text{const} \) as \(dn(\tilde{\mu}) = 0\) by construction and as \(t \neq 0\) because \(\kappa\) is timelike. Thus \(\kappa\) is parameterized proportionally to eigentime. \(\square\)

**Theorem 5.3.3 (Surfaces of Equilibrium).** Let \((M^3, \tilde{g}, N, \rho, S)\) be a geometrostatic system and let \(K \subset M^3\) be a closed subset bounded away from infinity with \(\text{supp} \rho \subset K\) such that \(N\) foliates each end of \(M^3 \setminus K\) with connected leaves. Let \(\Sigma \subset M^3 \setminus K\) be a smooth connected surface (hence contained in one end). Then \(\Sigma\) is a surface of equilibrium if and only if it is a level set of \(N\).

**Remark.** As we have seen in Lemma \(3.2.7\), \(N\) automatically foliates appropriate standardized exteriors of all ends with non-vanishing ADM-mass. Moreover, the level sets of \(N\) (in each end) outside \(K\) are topological spheres (and hence connected). The assumptions of the theorem are thus automatically satisfied for appropriate \(K\) if all ends have non-vanishing mass. By the rigidity statement of the positive mass theorem \(5.1.1\), the case of vanishing ADM-mass is not particularly interesting, anyway.

**Proof.** Let \(n : U \to \mathbb{R}\) be a smooth function on a neighborhood \(U \subset M^3\) of \(\Sigma\) contained in the same end as \(\Sigma\) and satisfying \(dn \neq 0\) on \(U\) and \(n|_\Sigma \equiv n_0\). Let \(\kappa = (t, \mu) : I \to \mathbb{R} \times M^3\) be a test body constrained to \(\Sigma\). Then as in the proof of the above lemma, there is a smooth Lagrangian multiplier \(\alpha : I \to \mathbb{R}\) such that \((t, \mu, \alpha)\) is a critical point of the functional \(F\) defined in \((5.5)\) among all \((t, \mu) : I \to \mathbb{R} \times \Sigma\) with fixed endpoints. Again, the Euler-Lagrange equations for \(F\) read

\[
0 = 2(N \circ \mu) dN(\tilde{\mu}) \dot{\mu}^2 + (N \circ \mu)^2 \ddot{\mu} \tag{5.8}
\]

\[
0 = c^2 N \circ \mu \dot{\mu}^2 dN + 3 g^3(\mu, \cdot) + \alpha \, dn, \tag{5.9}
\]

\[
n_0 = n \circ \mu. \tag{5.10}
\]
As $\Sigma$ inherits the metric from $M^3$, we have $\vec{\mu} = 3\nabla_3^2\vec{\mu} = 2\nabla_3^2\vec{\mu} - h(\vec{\mu}, \vec{\mu})\nu$ with $\nu = 3\text{grad}\text{ }n/|3\text{grad}\text{ }n|$, where $h$ denotes the second fundamental form with respect to $\nu$. Now, in order to prove the claimed identity of surfaces of equilibrium with level sets of $N$, assume first that $\Sigma$ is a level set of $N$ (and then without loss of generality choose $n = N$). In order to see that $\Sigma$ is a surface of equilibrium, we have to show that $\mu$ is a geodesic in $\Sigma$.

Projecting Equation (5.9) onto the tangent plane of $\Sigma$, we find that $2\nabla_\mu\vec{\mu} = 0$ so that a comparison with (5.12) leads to $dN(T\Sigma) = 0$ so that $\vec{\mu}$ is indeed a geodesic in $\Sigma$. Thus all level sets of $N$ are surfaces of equilibrium.

For the other direction of the desired implication, assume that $\Sigma$ is a surface of equilibrium. Observe that by Lemma $\[5.3.2\]$, $\kappa$ is parametrized proportionally to eigentime, in formulae $ds^2(\kappa, \bar{k}) \equiv$ const. Taking the $\tau$-derivative of this, we find that

$$0 = -c^2(N \circ \mu) dN(\vec{\mu}) \hat{t}^2 - c^2(N \circ \mu)^2 \hat{t} \hat{l} + 3g(\vec{\mu}, \hat{\vec{\mu}})$$

(5.11)

where the last term equals $3g(2\nabla_\mu\vec{\mu}, \hat{\vec{\mu}})$ by the above. Let $\sigma : I \to I$ be a smooth orientation preserving reparametrization such that $\lambda := \mu \circ \sigma^{-1}$ is parametrized by arclength so that $|\lambda|_{\bar{2}} = 1$, where the prime denotes differentiation with respect to $\sigma$. The chain rule and the geodesic equation $2\nabla_\lambda \lambda^\prime = 0$ induce $\hat{\vec{\mu}} = \lambda^\prime \circ \sigma \hat{\vec{\sigma}}$ as well as $2\nabla_\lambda \hat{\vec{\mu}} = \hat{\vec{\sigma}} \sigma^\prime \lambda^\prime \circ \sigma$. Inserting this into (5.9) applied to $\hat{\vec{\mu}}$ and using the facts that $\lambda$ is parametrized by arclength and that $\sigma \neq 0$, $d\nu(\hat{\vec{\mu}}) = 0$, we obtain

$$0 = c^2 N \circ \lambda \circ \sigma \hat{t}^2 dN(\lambda') \circ \sigma + \dot{\vec{\sigma}} \ddot{\vec{\sigma}}.$$  

(5.12)

On the other hand, inserting (5.8) into (5.11) gives

$$0 = c^2 N \circ \lambda \circ \sigma \hat{t}^2 dN(\lambda') \circ \sigma \dot{\vec{\sigma}} + \ddot{\vec{\sigma}} \dot{\vec{\sigma}}$$

(5.13)

so that a comparison with (5.12) leads to $\dot{\vec{\sigma}} \equiv 1$ and hence $\mu$ must have already been parametrized by arclength. We can hence deduce $2\nabla_\mu\vec{\mu} = 0$ which implies $g(\vec{\mu}, \cdot) = -h(\vec{\mu}, \vec{\mu})dn/|dn|_2$. This shows by (5.9) that $dN$ is proportional to $dn$ at any point of $\Sigma$ reached by $\mu$. As $\kappa = (t, \mu)$ was an arbitrary constrained test body and because the Picard-Lindelöf theorem of ODEs applies to constrained test bodies just as to ordinary ones and hence for each point in $\Sigma$ there is a constrained test body going through it $- dN$ is in fact proportional to $dn$ on all of $\Sigma$ so that $N$ must in fact be constant along $\Sigma$. As $N$ has connected level sets, $\Sigma$ must be one of them which proves the theorem.

**Uniqueness of the Lapse Function**

Just as in the Newtonian setting, the vacuum region (far) outside the support of the matter thus possesses surfaces of equilibrium also in geometrostatics. These surfaces will now allow us to prove uniqueness of the lapse function $N$ of a given geometrostatic system $(M^3, g, N, \rho, S)$. Recall that we have already discussed uniqueness of $N$ (and $\rho$) in Section $3.3$ using analyticity at infinity and asymptotic considerations. Theorem $\[5.3.3\]$ now allows us to give a more physical proof. It relies on the following technical lemma which shows that surfaces of equilibrium are in fact determined by “local” constrained test particles.

\[\text{cf. e. g. pp. 139f in Heu91.}\]
Lemma 5.3.4. Let \((M^3, g, N, \rho, S)\) be a geometrostatic system, \(\Sigma \subset M^3\) a smooth surface. Assume that \(U^4 \subset \mathbb{R} \times M^3\) is an open neighborhood of \(S := \{0\} \times M^3\) which is globally hyperbolic with Cauchy surface \(S\) with respect to the induced 4-metric \((3.2)\). For the statement of this lemma, a smooth timelike curve \(\pi = (t, \mu) : [\tau_0, \tau_1] \to U^4 \cap (\mathbb{R} \times \Sigma)\) satisfying \(\overline{t}(\tau_0) < 0 < \overline{t}(\tau_1)\) is called a “test body within \(U^4\) constrained to \(\Sigma\)” if it is a critical point of the energy functional (5.4) among all smooth timelike curves \(\kappa = (t, \mu) : I \to U^4 \cap (\mathbb{R} \times \Sigma)\) with fixed endpoints that satisfy \(\mu(f) \subset \Sigma\). Then \(\Sigma\) is a surface of equilibrium if and only if the spatial parts \(\mu\) of all test bodies \(\kappa = (t, \mu)\) within \(U^4\) constrained to \(\Sigma\) are geodesics with respect to the induced metric on \(\Sigma\).

Proof. Let \(\pi = (t, \mu)\) be a test body within \(U^4\) constrained to \(\Sigma\). Let \(\kappa = (t, \mu) : [\tau_0, \tau_1] \to \mathbb{R} \times \Sigma\) be a smooth timelike curve parametrized by eigentime and having \(\kappa(\tau_i) = \pi(\tau_i)\) for \(i = 0, 1\). By continuity, there must be \(\tau_s \in (\tau_0, \tau_1)\) with \(t(\tau_s) = 0\) and thus \(\kappa(\tau_s) \in \Sigma\). This \(\tau_s\) is unique as \(S\) is achronal. Now assume \(\kappa(I) \not\subset U^4\), then by continuity and by \(\kappa(\tau_s) \in U^4\), \(U^4\) open, there must be minimal and maximal parameters \(\tau_{\text{min}}, \tau_{\text{max}} \in (\tau_0, \tau_1)\) with \(\kappa(\tau_{\text{min}}) \in \partial U\). Suppose first that \(\tau_s < \tau_{\text{max}}\). Then \(\kappa|_{(\tau_{\text{max}}, \tau_s]}\) is a smooth past inextendable curve through \(\kappa(\tau_1)\) contained in \(U^4\) which does not intersect \(S\) so that \(\kappa(\tau_1) \not\subset D^+(S)\). On the other hand, \(t(\tau_1) > 0\) by assumption so that \(\kappa(\tau_1) \not\subset D^{-}(S)\) either. As \(S\) is a Cauchy surface for \(U^4\), this is a contradiction. Suppose then secondly that \(\tau_s > \tau_{\text{max}}\). In this case, one can reverse the above argument and work on \([\tau_0, \tau_s]\) and in this way again obtain a contradiction. We can therefore conclude that \(\kappa\) remains within \(U^4\) automatically and thus \(\pi\) must be a critical point of the energy (5.4) among all smooth curves \(\kappa : I \to U^4 \cap (\mathbb{R} \times \Sigma)\) with fixed endpoints if it is a critical point among all smooth curves \(\kappa : I \to \mathbb{R} \times \Sigma\) with fixed endpoints. This implies the claim of the lemma by definition of surfaces of equilibrium.

Theorem 5.3.5 (Uniqueness of Lapse Function). Let \(S := (M^3, g, N, \rho, S)\) and \(\tilde{S} := (M^3, \tilde{g}, \tilde{N}, \rho, S)\) be geometrostatic systems as in Theorem 5.3.3 (with common closed subset \(K\) bounded away from the boundary) and assume that \(\text{tr} \not\equiv 0\) outside \(K\). Then \(N = \tilde{N}\) in all of \(M^3\setminus K\). If, in addition, \((M^3, g)\) is complete and \(\text{int} K\) is diffeomorphic to a bounded domain in \(\mathbb{R}^3\) having smooth boundary \(\partial K\) which arises as the union of the boundaries of all ends of \(M^3\), then \(N = \tilde{N}\) holds in all of \(M^3\).

Remarks. We have seen in Section 3.4 that the non-vanishing condition on the Ricci tensor in Theorem 5.3.3 holds for any geometrostatic system with non-vanishing mass \(m\) due to the asymptotic expansion \(\text{tr} = mGc^{-2}r^{-3}(\delta_{ij} - 3r^{-2}x_i x_j) + O(r^{-4})\) for \(r \to \infty\). So just as explained in the remark following Theorem 5.3.3, any complete geometrostatic system with non-vanishing masses in all ends will have a unique lapse function. If the mass vanishes in one end and the metric is complete, then positive mass rigidity gives \(N = 1\) and thus also uniqueness of the lapse function.

In his paper [Tod00], Paul Tod has investigated (a slight generalization of) the question whether the lapse function \(N\) solving the vacuum static metric equations with respect to a given 3-metric is unique in an arbitrary 3-manifold (i. e. in a not necessarily asymptotically flat one). However, he has to make certain assumptions on the eigenvalues of the Ricci tensor and distinguishes the cases where these eigenvalues are locally pairwise distinct or where two or three of them locally coincide. As we take a geometric approach, we do not have to distinguish these cases.
Using a similar approach as [Tod00], Robert Bartnik and Paul Tod [BT06] have derived a characterization of 3-metrics admitting a lapse function as in the vacuum static metric equations (3.8), again relying on an assumption on the eigenvalues-values of the corresponding Ricci tensor. We will not address this existence question in this thesis.

**Proof.** Let $ds^2$ and $\tilde{d}s^2$ be the corresponding Lorentzian 4-metrics on $\mathbb{R} \times M^3$ with common time coordinate $t$. Then the (vacuum) energy and momentum constraints (2.8) and (2.9) on $\{t\} \times M^3$ that hold outside $\{t\} \times K$ reduce to $3R = 0$ which is satisfied no matter what lapse function is chosen. By Theorem 2.2.1, $ds^2$ and $\tilde{d}s^2$ must thus be extensions of a common globally hyperbolic development $(L^4, ds^2)$ of $(M^3 \setminus K, \tilde{g}, h = 0)$. By Lemma 5.3.4, $\Sigma \subset M^3 \setminus K$ is a surface of equilibrium in the restrictions of either $ds^2$ or $\tilde{d}s^2$ to $L^4$ if it is a surface of equilibrium in $(L^4, \tilde{d}s^2)$ and hence their surfaces of equilibrium must coincide. Theorem 5.3.3 then tells us that $N$ and $\tilde{N}$ have the same level sets in every end of $M^3 \setminus K$ so that in each end there is a real function $f : N(M^3 \setminus K) \subset \mathbb{R} \to \mathbb{R}$ such that $\tilde{N} = f \circ N$. By the chain rule, we find that $\tilde{\nabla}^2 \tilde{N} = f'' \circ N dN \times dN + f' \circ N \tilde{\nabla}^2 N$. The vacuum static metric equations (3.8) for $(\tilde{g}, N)$ and $(\tilde{g}, \tilde{N})$ then appear as

$$0 = 3\tilde{\Delta} \tilde{N} = f'' \circ N |dN|^2_3 + f' \circ N 3\Delta N = f'' \circ N |dN|^2_3 \quad \Leftrightarrow \quad 0 = dN^{\rho = 0} f'' \circ N \quad (5.14)$$

$$f \circ N 3\text{Ric} = 3\tilde{\nabla}^2 \tilde{N} = f'' \circ N dN \times dN + f' \circ N 3\tilde{\nabla}^2 N = f'' \circ N dN \times dN + f' \circ N N 3\text{Ric} \quad (5.14)$$

$$\Leftrightarrow f \circ N 3\text{Ric}^\rho = f' \circ N N. \quad (5.15)$$

Now this means that $f$ is affine linear by (5.14). The boundary condition $N, \tilde{N} \to 1$ as $r \to \infty$, where $r$ is the radial coordinate of the asymptotically flat coordinate system belonging to the common metric $\tilde{g}$, gives $f(n) \to 1$ as $n \to 1$ so that (5.15) induces $f'(n) \to 1$ as $n \to 1$ where we have to use the non-vanishing assumption on the Ricci tensor. Using that $f$ is affine linear, these boundary data imply $f = \text{id}_{S(M^3 \setminus K)}$ in every end and thus $N = \tilde{N}$ outside $K$. But then if int $K$ is diffeomorphic to a domain in $\mathbb{R}^3$ having smooth boundary $\partial K$ which arises as the union of the boundaries of all ends of $M^3$, both $N$ and $\tilde{N}$ induce the same Dirichlet boundary data on $\partial K$. Thus, the Dirichlet problem for the elliptic equation

$$3\Delta N = 4\pi G \frac{\rho + 3 \text{tr} S}{c^2} \quad (5.16)$$

coming from the static metric equations (3.7) has a unique $C^{2,\alpha}(\text{int} K)$-solution inside int $K$ by classical PDE theory[5] and thus by smoothness of the lapse functions $N = \tilde{N}$ must hold in all of $M^3$.

Having proved the uniqueness of the lapse function we can now interpret the lapse function as a function telling us how we have to measure the passing of time in the

[5]cf. e. g. theorem 6.14 on p. 107 in [GT70].
corresponding 4-dimensional Lorentzian geometry in order to “see” staticity of the 3-slice just as one can only “see” the non-acceleration of a geodesic when the time parameter is chosen as (proportional to) its arclength parameter. This view is further supported by the following corollary.

**Corollary 5.3.6.** Let \((M^3, 3g, N, \rho, S)\) be a geometrostatic system as in Theorem 5.3.3. Let \(\partial_t\) denote the future directed timelike hypersurface-orthogonal Killing vector field in the corresponding Lorentzian manifold \((\mathbb{R} \times M^3, ds^2 = 4g)\) representing staticity and let \(X\) be any other future directed timelike hypersurface-orthogonal Killing vector field in \((\mathbb{R} \times M^3, ds^2)\) with \(ds^2(X, X) = -c^2 N^2\). Then \(X = \partial_t\). Similarly, if \(X\) is any future directed timelike hypersurface-orthogonal Killing vector field in \((\mathbb{R} \times M^3, ds^2)\) having the same maximal connected integral submanifolds as \(\partial_t\) and \(ds^2(X, X) \to -c^2\) as \(r \to \infty\), then also \(X = \partial_t\).

**Remarks.** The assumption that \(ds^2(X, X) = -c^2 N^2\) ensures that \(X\) is a Killing vector field measuring the passing of time in the sense described above. In other words, this condition makes sure that \(X\) is indeed a Killing vector field defining staticity of the corresponding Lorentzian metric with \(N\) defined as on page 33. Although we could in general reparametrize time by multiplying \(\partial_t\) by a constant number – which corresponds to a reparametrization of the parameter of a geodesic proportional to arclength in the above picture –, we prefer not to do so here as we require \(N \to 1\) asymptotically.

Related questions on multiple timelike Killing vector fields have been addressed e. g. by Robert Beig and Piotr Chruściel in [BC97] and by Ed Ihrig and Dipak Kumar Sen in [IS75]. The latter paper includes a result similar to this corollary but under the condition that \(X\) and \(\partial_t\) must commute (and without our assumption of asymptotic flatness).

**Proof.** First of all, we know that \(ds^2(\partial_t, \partial_t) = -c^2 N^2\) by definition of the lapse function \(N\). Now write \(X = a\partial_t + Y\) with \(a : \mathbb{R} \times M^3 \to \mathbb{R}\) and \(ds^2(Y, \partial_t) \equiv 0\). Then

\[
0 = -c^2 N^2 (a^2 - 1) + |Y|^2
\]

\[
0 = -c^2 N^2 a a_t + ds^2(4\nabla_t Y, Y)
\]

\[
0 = -c^2 N N_i (a^2 - 1) - c^2 N^2 a a_i + 3g(3\nabla_i Y, Y)
\]

follows from the assumption on the length of \(X\), where the two bottom equations are derivatives of the top one with respect to the time and space coordinates \(t\) and \(i\), respectively. Taking the \(t\)-derivative of \(ds^2(Y, \partial_t) = 0\), we obtain

\[
N a_t = -Y(N).
\]

On the other hand, the covariant derivative of \(X\) can be calculated in terms of (covariant derivatives of) \(a\) and \(Y\) and the Killing equation for \(X\) then splits into

\[
0 = -c^2 N^2 a a_t + ds^2(4\nabla_t Y, \partial_t)
\]

\[
0 = -c^2 N^2 a a_t + ds^2(4\nabla_t Y, \partial_t)
\]

\[
0 = 3\nabla_i Y_j
\]
where we have used that the second fundamental form of \( M^3 \) in \( (\mathbb{R} \times M^3, ds^2) \) vanishes by staticity. Similarly, the equation for hypersurface orthogonality \( X_{[\alpha} Y_{\beta]} = 0 \) splits into

\[
3 \nabla_j Y_j = 2 Y_i (\ln(N a))_j
\]

(5.24)

\[
0 = Y_i [3 \nabla_j Y_k]
\]

(5.25)

where we have again used that the second fundamental form of \( M^3 \) in \( (\mathbb{R} \times M^3, ds^2) \) vanishes and the fact that \( a > 0 \) as \( X \) is future directed. Now equations (5.18) and (5.22) combine to \( Y(a) = a a_t \) while equations (5.19) and (5.23) together imply \( Y(N) (a^2 - 1) + N a Y(a) = 0 \). Inserting (5.20) gives \( a_t = Y(a) = Y(N) = 0 \). In consequence, if we insert (5.24) into (5.19) we obtain \( (\ln(N a))_i = (\ln(N))_i \) so that \( a_j = 0 \) and thus \( a \equiv \text{const} \) and \( 4_a \nabla Y = 0 \) by (5.22). As \( a = 1 \) implies \( X = \partial_t \) by (5.17) let us suppose that \( a \neq 1 \) for the following aiming to deduce a contradiction.

Surely \( a \) not being equal to 1 ensures that \( Y \) vanishes nowhere. Let \( \omega := Y_b \) be the associated 1-form. Equation (5.24) can be rewritten to say that \( 3 \nabla_j Y^k = (\ln(N))_j Y^k + (\ln(N))^k_j Y_j \) from which we deduce that \( \omega = df \) or in other words \( Y = 3 \text{grad} f \). Let \( \Sigma \subset M^3 \setminus K \) be a level set of \( N \) and hence compact. As \( f \) is continuous, it must attain its maximum on \( \Sigma \) at some point \( p_0 \in \Sigma \) and thus satisfy \( df|_{\Gamma \Sigma(p_0)} = 0 \). But as \( 3 \text{grad} N \) is normal to \( \Sigma \) and \( df(3 \text{grad} N) = 3^g(Y = 3 \text{grad} f, 3 \text{grad} N) = Y(N) = 0 \) on \( \Sigma \), we have \( df|_{p_0} = 0 \) and hence \( Y|_{p_0} = 0 \) which provides the desired contradiction.

Secondly, if \( X \) is a Killing vector field as described above having the same maximal connected integral manifolds as \( \partial_t \), then automatically \( X = a \partial_t \) for some function \( a : \mathbb{R} \times M^3 \to \mathbb{R} \) by hypersurface-orthogonality. The Killing equations for \( X \) and \( \partial_t \) imply \( 0 = 4 \nabla_{(\alpha} (a \partial_t)_{\beta)} = a_{(\alpha} \delta^i_{\beta)} \) so that \( a \equiv \text{const} \). The behavior of \( X \) at \( \infty \) then gives \( a \equiv 1 \).

The fact that \( N \) is unique in the sense described above also gives insight into the so called \textit{Killing initial data (KID)} of a static spacetime. The KID are defined as the elements of the kernel of the adjoint of the linearization of the vacuum Einstein constraints (2.8) and (2.9) at a given solution, cf. e.g. Justin Corvino and David Pollack’s article [CP11].

Vincent Moncrief [Mon72] showed that spacetime Killing vector fields correspond precisely to the KID at a given solution. The question of uniqueness of spacetime Killing vector fields in a vacuum geostatic system can thus be answered by characterizing the KID of this system. In order to calculate all KID at a given vacuum geostatic system \( S = (M^3, g, N) \), we split an arbitrary spacetime Killing vector field (or in other words an arbitrary KID) \( Y \in \Gamma(TL^4) \) into its lapse \( n : M^3 \to \mathbb{R} \) and shift \( X \in \Gamma(TL^4), X \perp 4 \nu, \) via \( Y = n 4 \nu + X \) (recalling that \( 4^g = ds^2 = -N^2 c^2 dt^2 + 3^g \)). In order for our methods to be applicable, we ask that \( n \to 1 \) and \( ds^2(X, X) \leq C \) as \( r \to \infty \) in all ends of \( M^3 \).

Calculating the linearization and its adjoint of the vacuum constraints around \( S \) (and using that the second fundamental form vanishes due to staticity), we find that \( n \) and \( X \) are characterized by the conditions that \( n \) has to satisfy the vacuum static metric equations (3.8) with respect to the metric \( 3^g \) and that \( X \) must be a Killing vector field of

---

\( ^6 \)cf. e.g. p. 401 in [Lee13], where the statement is phrased in the language of deRham cohomology.

\( ^7 \)We quote this from [CP11], p. 13.

\( ^8 \)or rather all KID satisfying appropriate boundary conditions at infinity.
Corollary 5.3.7 (Characterization of Spacetime Killing Vector Fields (KID)). Let $S = (M^3, g, N)$ be a complete vacuum geometrostatic system. Then any Killing vector field $Y = n^4\nu + X$, $n : L^4 \to \mathbb{R}$, $X \in \Gamma(TL^4)$, $X \perp ^4\nu$, in the associated spacetime $(L^4, ds^2)$ with asymptotic behavior $-c^2n^2 = ds^2(Y - X, Y - X) \to -c^2$ and $ds^2(X, X) \leq C$ as $r \to \infty$ can be decomposed as

$$Y = N^4\nu + X$$

where $X(t) \in \Gamma(TM^3)$ is a Killing vector field in $(M^3, g)$ (possibly time dependent).

5.4 Photon Spheres

The above discussion shows that the level sets of the lapse function $N$ studied are surfaces of special interest in geometrostatics. Apart from being physically relevant, they are also (technically) very useful, especially for uniqueness arguments. One famous example of the use of a foliation by level sets of the function $N$ is Werner Israel’s proof [Isr67] of the uniqueness of static black holes. We will now proceed to prove uniqueness of metrics possessing a classical codimension 1 photon sphere thereby also relying on a foliation of $N$-levels.

Definition 5.4.1 (Photon Sphere). Let $(M^3, g, N, \rho, S)$ be a geometrostatic system with only one end. A smooth closed surface $\Sigma \subset M^3$ is called a photon sphere if any null geodesic in the corresponding Lorentzian manifold $(L^4, ds^2)$ which is initially tangent to the cylinder $\mathbb{R} \times \Sigma$ remains tangent to it.

Photon spheres have first been identified in the Schwarzschild family of solutions. They model photons spiralling around a black hole at a fixed distance. Apart from their phenomenological significance as a specifically relativistic feature, photon spheres are crucially relevant for questions of (linear) stability of special solutions, as for example in [Daf09]. In the literature, one also finds the convention that the term ‘photon sphere’ refers to the cylinder $\mathbb{R} \times \Sigma$. It is well-known that dynamical spacetimes do not usually possess classical codimension 1 photon spheres and the notion of ’photon sphere’ must therefore be generalized (cf. e. g. [CVE01]).

Nevertheless, the author is not aware of a general (non-)existence result for classical photon spheres in static relativity theory. In vacuum, this issue can now be settled through an argument similar to Werner Israel’s one (as exposed in Markus Heusler’s book [Heu96]). We will prove that the Schwarzschild metrics are the only static asymptotically flat vacuum solutions possessing a classical photon sphere.

Theorem 5.4.2 (Uniqueness of Photon Spheres). Let $S := (M^3, g, N)$ be a vacuum geometrostatic end possessing a photon sphere $\Sigma$. Assume furthermore that $N$ regularly foliates $M^3$ and that all level sets are topological spheres. Then (the spacetime corresponding to) $S$ is isometric to (the spacetime corresponding to) a member of the Schwarzschild family (3.9), (3.10).
Remark. We have seen in Lemma 3.2.7 that $N$ regularly foliates any asymptotically flat end outside a closed set bounded away from infinity (if the total mass is positive), and that these level sets are spherical. The end in the above theorem can thus be chosen appropriately without further assumptions by cutting out such a set.

We will now prove three small lemmata:

Lemma 5.4.3. Under the assumptions of Theorem 5.4.2, $N$ must be constant on $\Sigma$. Hence, $\Sigma$ is a topological sphere and a level set of $N$.

Proof. Let $p \in \Sigma$ and pick $v_p \in T_p \Sigma$ with $|v_p| = 1$. Set

$$w_p := \frac{1}{cN(p)} \partial t|_{(t,p)} + v_p \in T_p(\mathbb{R} \times M^3)$$

and observe that $w_p$ is null. Then there exists a unique geodesic $\gamma : [0, \varepsilon] \to \mathbb{R} \times M^3$, $\varepsilon > 0$, $\gamma(s) = (t(s), \mu(s))$ of $ds^2$ given by (3.2) satisfying $\dot{\gamma}(0) = w_p$ and normalized via $|\dot{\gamma}(s)|_g \equiv 1$, where the dot denotes differentiation with respect to $s$. $\gamma$ is null with $w_p$ and thus $\mu(s) \in \Sigma$ by the assumption that $\Sigma$ be a photon sphere. The time component of the geodesic equation $4\nabla^\gamma \dot{\gamma} = 0$, 

$$\ddot{\gamma} + 4\Gamma^\alpha_{\beta \gamma} \circ \gamma \gamma^\alpha \gamma^\beta = 0,$$

can easily be seen to be equivalent to $\frac{d}{d t}(N \circ \mu) = 0$ as $\dot{t} = \frac{1}{c N \circ \mu}$ by choice of normalization. Whence $N$ is constant along $\gamma$ and $3g_p(v_p, 3\text{grad}_p N) = 0$. As $p, v_p$ are arbitrary, this implies the desired conclusion. $\square$

Lemma 5.4.4. Under the assumptions of Theorem 5.4.2, the second fundamental form $h$ of $\Sigma \subset (M^3, 3g)$ satisfies

$$h = \frac{\nu(N)}{N} 2g,$$  

(5.26)

where $\nu$ is the outer unit normal to $\Sigma$ in $(M^3, 3g)$ and $2g$ the induced metric on $\Sigma$. Conversely, any level set of $N$ satisfying (5.26) is a photon sphere. In particular, photon spheres are extrinsically round.

Proof. By Lemma 5.4.3 $\Sigma$ is a level set of $N$ and hence $\nu = \frac{3\text{grad} N}{|3\text{grad} N|}$ and $\nu(N) = |3\text{grad} N|$. In this case, the spatial components of the geodesic equation $4\nabla^\gamma \dot{\gamma} = 0$ for a curve $\gamma : [0, \varepsilon] \to \mathbb{R} \times M^3$, $\varepsilon > 0$, $\gamma(s) = (t(s), \mu(s))$, $|\dot{\gamma}|^2 = 1$, turn out to be equivalent to

$$3\nabla^\mu \hat{\mu} = -\frac{3\text{grad} N}{N} \circ \mu \perp T_\mu \Sigma$$  

(5.27)

irrespective of whether $\gamma$ is or is not tangential to the cylinder $\mathbb{R} \times \Sigma$. Now if $\Sigma$ is a photon sphere, then $\hat{\mu} \in T_\mu \Sigma$ and thus

$$3\nabla^\mu \hat{\mu} = 2\nabla^\nu \hat{\mu} - h(\hat{\mu}, \hat{\mu}) \nu \circ \mu$$

which implies (5.26). Conversely, splitting $\hat{\mu}$ into its normal and tangential components with respect to $\Sigma$, $\hat{\mu} = \hat{\mu}^N + \hat{\mu}^T$, and recalling $|\hat{\mu}^T|^2 + |\hat{\mu}^N|^2 = 1$, we find from (5.27) and our assumption (5.26) that

$$2\nabla^\mu \hat{\mu}^T + 3\nabla^\nu \hat{\mu}^T + 3\nabla^\mu \hat{\mu}^N + 3\nabla^\nu \hat{\mu}^N = -|\hat{\mu}^N|^2 \frac{3\text{grad} N}{N} \circ \mu.$$
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Projecting this equation along both $\dot{\mu}^N$ and $\dot{\mu}^T$ and adding the results making use of $|\dot{\mu}| \equiv 1$ and the fact that all used connections are Levi-Cività connections leads to the desired result of $\dot{\mu}^N = 0$. As $\gamma$ was an arbitrary null geodesic, this implies that $\Sigma$ indeed is a photon sphere. Finally, (5.26) implies that $h$ is proportional to $\dot{\gamma}$ and thus tracefree which shows that photon spheres are extrinsically round.

**Lemma 5.4.5.** Under the assumptions of Theorem 5.4.2, the mean curvature $H$ of $\Sigma$ and the normal derivative of $N, \nu(N)$, are constant along $\Sigma$.

**Proof.** As $H = \frac{2\nu(N)}{N}$ and $N$ is constant, the statements of the lemma are equivalent. Let $(y^I), I = 1, 2$ be coordinates on $\Sigma$. From the special form of $h$ derived in Lemma 5.4.4 we deduce that $(2\nabla_K h)_{IJ} = \frac{1}{2} H_K g_{IJ}$. Now the Codazzi equations (1.11) for $\Sigma$ read

$$3g(3\text{Rm}(\partial_K, \partial_I, \nu), \partial_J) = (2\nabla_K h)_{IJ} - (2\nabla_I h)_{KJ},$$

and thus the formula for the Riemannian curvature endomorphism in three dimensions (1.4) together with the staticity requirement of $3\text{R} = 0$ give

$$3\text{Ric}(\partial_I, \nu) = -\frac{1}{2} H_I.$$

(5.28)

On the other hand, staticity implies

$$N^3\text{Ric}(\partial_I, \nu) = N^2 N(\partial_I, \nu) = (\nu(N))_I - (3\nabla_I \nu)(N) = \frac{NH_{IJ}}{2} - h_{IJ} 3g^{JK} N_{JK} = \frac{NH_I}{2}$$

as $N \equiv \text{const}$ on $\Sigma$. Comparing this with Equation (5.28) shows that $H$ and thus also $\nu(N)$ are constant.

Having proved these lemmata, we will now follow Werner Israel’s argument (cf. [Heu96]) to induce uniqueness. To this end, we prove the following proposition which implies Theorem 5.4.2.

**Proposition 5.4.6.** Let $S := (M^3, 3g, N)$ be a vacuum geometrostatic system, $\Sigma \subset M^3$ a surface. Assume that $N$ regularly foliates $M^3$ and that all level sets are topological spheres. Then if $\Sigma$ is an extrinsically round level set of $N$ which has constant mean curvature, $(\mathbb{R} \times M^3, ds^2)$ must be isometric to a member of the Schwarzschild family.

**Proof.** First of all, as in the proof of Lemma 5.4.5 the facts that $\Sigma$ has constant mean curvature and that its second fundamental form is pure trace imply that $3\text{Ric}(\partial_I, \nu) = 0$. From staticity, we deduce that

$$(\nu(N))_I = N^3\text{Ric}(\partial_I, \nu) + (3\nabla_I \nu)(N) = h_{IJ} 3g^{JK} N_{JK} = 0$$

so that $\nu(N)$ is constant along $\Sigma$. Now let $N_0 := N(\Sigma)$. Let $\Omega \subset M^3$ be the exterior of $\Sigma$. By the maximum principle for elliptic PDEs (cf. [GT70]) and by the asymptotics
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\[ N = 1 - M/r + O(r^{-2}) \] as \( r \to \infty \) with respect to any asymptotically flat coordinate system stated in 3.2.5. \( N \) will have values in the interval \((N_0, 1)\) in \( \Omega \). Now by the assumption that \( N \) regularly foliates \( M^3 \), we can extend any coordinate system \((y^I)\), \( I = 1, 2 \) on \( U \subset \Sigma \) to the cylinder \([N_0, 1] \times U\) by letting it flow along the (nowhere vanishing) gradient of \( N \). Define \( \rho : M^3 \to \mathbb{R} \) through

\[ \rho(p) := (\nu(N)|_p)^{-1} = (|\text{grad}_p N|)^{-1} \]

and observe that

\[ g = \rho^2 \, dN^2 + 2g, \]

where \( 2g \) is the 2-metric induced on \( \Sigma \). In the coordinates \((N, y^1, y^2)\), the vacuum static metric equations on any level set of \( N \) can be rephrased into

\[
0 = \frac{1}{\rho} \left( \frac{H}{N} - H_N - \frac{\rho}{2} H^2 \right) - \frac{2}{\sqrt{\rho}} 2 \Delta \sqrt{\rho} - \frac{1}{2} \left[ \frac{|\text{grad} \rho|^2}{\rho^2} + 2 |H|^2 \right] \quad (5.29)
\]

\[
0 = \frac{1}{\rho} \left( \frac{3}{\rho} H - H_N \right) = -2R - 2 \Delta \rho - \left[ \frac{|\text{grad} \rho|^2}{\rho^2} + 2 |H|^2 \right] \quad (5.30)
\]

\[ 0 = \rho, N - \rho^2 H. \quad (5.31) \]

Let \( g := \det(2g_{ij}) \). By definition of the second fundamental form, we have \( (\sqrt{\rho})_N = \sqrt{\rho} H \rho \). Using (5.31) and non-negativeness of the terms in square brackets, we can thus reformulate equations (5.29) and (5.30) into the inequalities

\[
\partial_N \left( \frac{\sqrt{\rho} H}{\sqrt{\rho} N} \right) \leq -2 \frac{\sqrt{\rho}}{N} 2 \Delta \sqrt{\rho} \quad (5.32)
\]

\[
\partial_N \left( \frac{\sqrt{\rho}}{\rho} \left[ HN + \frac{4}{\rho} \right] \right) \leq -N \sqrt{\rho} \left( 2 \Delta \rho + 2R \right) \quad , \quad (5.33)
\]

that hold on any \( N \)-level. In these inequalities, equality holds if and only if the square brackets in (5.29) and (5.30) vanish i.e. if \( \nu(N) \equiv \text{const} \) and \( \hat{h} = 0 \) on this level set. Integrating the first of these inequalities over the interval \([N_0, 1]\), we get

\[
\left[ \frac{H(N)}{N} \int_{\Sigma_N} \frac{1}{\sqrt{\rho}} \, d\sigma_N \right]_{N_0}^{1} \leq -2 \int_{N_0}^{1} \frac{1}{N} \int_{\Sigma_N} 2 \Delta \sqrt{\rho} \, d\sigma_N \, dN = 0,
\]

where the right-hand side vanishes because of the divergence theorem. As \( \rho \equiv \text{const} \) on \( \Sigma \) by assumption and using the asymptotics \( H = \frac{2}{r} + O(r^{-2}) \), \( \frac{1}{\rho(N)} = \nu(N) = \frac{M}{r^2} + O(r^{-3}) \) as \( r \to \infty \) in any asymptotically flat wave harmonic system of coordinates (cf. Corollary 3.3.4), this implies

\[
\frac{H}{N_0} \sqrt{\nu(N)} \left| \Sigma \right| \geq \lim_{r \to \infty} \frac{H}{N} \int_{\Sigma_N} \sqrt{\nu(N)} \, d\sigma_N = 8\pi \sqrt{M},
\]
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Integrating inequality (5.33), we get
\[
\left[ \int_{\Sigma_N} \frac{1}{\rho} \left( HN + 4 \right) d\sigma_N \right]_{N_0}^1 \leq - \int_{N_0}^1 \int_{\Sigma_N} \left( 2\Delta \ln \rho + 2\mathcal{R} \right) d\sigma_N dN
\]
\[
= -8\pi \int_{N_0}^1 N dN = -4\pi(1 - N_0^2)
\]
again by the divergence theorem and using the theorem of Gauß-Bonnet (1.5). Making use of the discussed asymptotics again, we obtain
\[
\nu(N) [HN_0 + 4\nu(N)] |\Sigma| \geq 4\pi(1 - N_0^2).
\]
Finally, on our given surface \( \Sigma \), the divergence theorem implies
\[
\nu(N) |\Sigma| = \int_{\Sigma_N} \nu(N) d\sigma = - \int_{\Omega} \frac{3\Delta N}{|\Sigma|} d\mu + \lim_{r \to \infty} \int_{\Sigma_N} \nu(N) d\sigma_N = 4\pi M
\]
where we have used the vacuum static metric equation \( 3\Delta N = 0 \) and the discussed asymptotics. This leads to
\[
\frac{2N_0}{\sqrt{|\Sigma|/4\pi}} \leq H \quad (5.34)
\]
\[
M \left[ HN_0 + \frac{4M}{|\Sigma|/4\pi} \right] \geq 1 - N_0^2. \quad (5.35)
\]
Taking the difference of (5.30) and (5.29) on \( \Sigma \) implies \( K = H\nu(N)/N_0 + H^2/2 \) so that \( K = 4\pi M H/N_0 |\Sigma| + H^2/2 \) and thus in particular, \( K \) is constant. Gauß-Bonnet (1.5) now says that \( K = 4\pi/|\Sigma| \) so that \( H \leq N_0(1 - N_0^2)/M \) follows from (5.34). Then together with (5.35), we obtain \( N_0 \geq \sqrt{1 - 2M\sqrt{K}} \) so that
\[
N_0 \leq \frac{H}{2\sqrt{K}} \leq \frac{N_0(1 - N_0^2)}{2M\sqrt{K}} \leq N_0
\]
which gives us \( \hat{h} \equiv 0 \) and \( \nu(N) \equiv \text{const} \) on any leaf \( \Sigma_N \) (recall the considerations on the equality cases of (5.32) and (5.33)). (5.30) and (5.29) then imply that the Gauß curvature must be constant on any level \( \Sigma_N \), \( N(r) = \sqrt{1 - 2M/r} \) for \( r := 1/\sqrt{K} \), and \( \nu(N) = M/r^2 \) so that
\[
g = \frac{r^4}{M^2} N'(r)^2 dr^2 + r^2 d\Omega^2 = \frac{1}{N^2} dr^2 + r^2 d\Omega^2,
\]
with \( d\Omega^2 \) the canonical metric on \( S^2 \). This proves that \( g \) is isometric to the Schwarzschild metric with mass \( M \).

**Corollary 5.4.7.** Under the assumptions of Theorem 5.4.2 and using the notation of Proposition 5.4.6, \( H_N = 0 \) and \( K \equiv \text{const} \) on any photon sphere.

**Proof.** \( K \equiv \text{const} \) follows for any leaf of the foliation by level sets of \( N \) as discussed in the proof of Proposition 5.4.6. (5.30) shows that on the photon sphere, we have \( H_N = \frac{3H}{N} - \frac{2}{M} \). (5.26) tells us that \( H = 2MK/N \) whereas the identity \( K = \frac{3H^2}{4} \) follows from the Gauß equation (1.10) on the photon sphere. Together, these imply \( H, N = 0 \).
6 The Newtonian Limit

This chapter is dedicated to the two last central theorems of this thesis, Theorems 6.4.1 and 6.4.2. In rough terms, these theorems states that the Newtonian limits of the relativistic mass and center of mass of a geometrostatic system exist and coincide with the Newtonian mass and center of mass of the Newtonian limit of the system, respectively. As announced before, we will use the framework provided by Jürgen Ehlers’ “frame theory” in order to rigorously formulate and prove these claims. To this end, we will have to redefine staticity as well as the notions of pseudo-Newtonian metric and potential within frame theory in a manner that is compatible with the general relativistic definitions given in Chapters 3 and 4, respectively.

We will introduce frame theory in Section 6.1. In Section 6.2, we specialize it to the realm of static isolated systems in Section 6.2 thereby relying on our preparatory generalization of Killing vector fields discussed in Section 1.3. We will formalize the immanent concept of Newtonian limit in Section 6.3. Finally, Section 6.4 will be dedicated to prove convergence of mass and its center.

As customary and convenient in frame theory, we will use abstract index notation throughout this chapter.

6.1 Jürgen Ehlers’ Frame Theory

The relation between Isaac Newton’s and Albert Einstein’s theories of gravitation NG and GR has, of course, been studied ever since the latter was formulated. The basic work for elucidating this relation was done by Élie Cartan and Kurt Friedrichs. It was extended by Andrzej Trautman, Peter Havas, Georg Dautcourt, Hans-Peter Künzle, James Michael Nester, David Malament, Martin Lottermoser and others. In the 1980s, Jürgen Ehlers has merged and consolidated the approaches taken before and devised his frame theory providing a mathematically consistent framework for the analysis of the Newtonian limit. Frame theory has been widely used ever since for many different purposes some of which we will encounter in this chapter.

As we have already discussed in the introduction, there are both physical and philosophical reasons for why it is desirable to understand the relationship of NG and GR. A mathematical reason also exists: The better we understand the Newtonian limit, the easier it becomes to transfer well-known Newtonian facts like existence or non-existence of certain configurations into GR by e. g. implicit function theorem type arguments or by proving that such configurations would persist under the Newtonian limit, respectively.

---

1as Jürgen Ehlers puts it in [Ehl89].
2The historical account in this paragraph is quoted from p. 96 of Jürgen Ehlers article [Ehl89] and we refer the interested reader to this article and the references cited therein.
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An example for this is the existence of rotating stars asserted by Uwe Heilig [Hei95] using Ehlers’ frame theory and an implicit function theorem type argument.

Returning to the physical point of view, consistency and interpretational as well as modeling guidance are among the main arguments for studying the Newtonian limit. Consistency here means that – mainly because Newtonian gravity is still used for calculations, measurements, and constructions and since it prevails in most people’s intuitive views of the world – it should be ensured that general relativity “includes” Newtonian gravity as a special or limit case or in other words that GR goes over to NG as \( c \to \infty \), a limit relation which is generally called the “Newtonian limit”. This applies in particular not only to the mathematical variables characterizing gravitational systems like the associated Lorentzian metrics and matter tensors but also and even more so to the physical properties of these systems like mass, momentum, etc.

The reason for this particular relevance of understanding the Newtonian limit of physical properties is twofold: First of all, the mathematical variables are in some sense only the mathematical description of a physical system while its physical properties represent the characteristic features that really matter. Secondly, relativistic notions of physical properties like mass, momentum etc. are not automatically or canonically defined but must be specifically devised. One part of the justification of these definitions should then be to show that they converge to their Newtonian counterparts in the Newtonian limit.

This takes us back to the story line of this thesis, and we would like to continue by shortly recapitulating Ehlers’ frame theory loosely following Martin Lottermoser in [Lot88]. For a more extended introduction, we refer the interested reader to any of Jürgen Ehlers’ expositions [Ehl81, Ehl86, Ehl89], to [Lot88] itself, or to the recent overview article by Todd Oliynyk and Bernd Schmidt [OS09].

The main problem one encounters when trying to define the Newtonian limit rigorously is the fact that Newtonian gravity is a coordinate-variant\(^3\) (vectorial or potential) while general relativity is a coordinate-invariant (tensorial) theory which makes their comparison troublesome. One of the basic ideas underlying frame theory dates back to Élie Cartan [Car23] and consists in generalizing Newtonian gravity to a coordinate-invariant “geometric” theory which is named “Newton-Cartan theory” after its inventor. It is closely related to the notion of Coriolis force as discussed in [Dan89]. Jürgen Ehlers’ frame theory (FT) brings together Newton-Cartan theory and general relativity in a common framework.

Let us now become more specific. We begin by introducing the basic notions and quantities characterizing instances of frame theory. These instances are called “mathematical models (of frame theory)”. They consist of a smooth 4-manifold \( L^4 \) together with two smooth symmetric tensor fields \( s^{\alpha \beta}, t_{\alpha \beta} \), and a smooth torsion-free connection \( \Gamma_{\mu}^{\alpha \beta} \) defining the geometry on \( L^4 \). \( L^4 \) is called a spacetime and \( s^{\alpha \beta} \) and \( t_{\alpha \beta} \) are called spatial metric and temporal metric, respectively. \( \Gamma_{\alpha \beta}^{\mu} \) is called the gravitational field.

The spatial and temporal metrics and the connection are together replacing the Lorentzian metric \( ds^2 \) of GR in frame theory. This is meant as follows: The Lorentzian metric of GR can be used for many purposes: to perform the musical operations of pulling indices up and pushing them down, to define space-, and timelikeness, to define the Levi-Cività

---

\(^3\)in particular allowing for inertial systems of coordinates.

\(^4\)It is a slight abuse of notation to denote the connection in abstract index notation since it is not a tensor; however, we follow this tradition as we believe that no confusion can arise from it.
connection, to define the different curvature tensors etc. In frame theory, these tasks are distributed amongst the spatial and temporal metrics and the connection, respectively.

For example, the spatial metric of frame theory is used to pull indices up: If $T^{\alpha_1 \ldots \alpha_k \beta_1 \ldots \beta_l}$ is a tensor at a point $p \in L^4$, then pulling up the index $\beta_i$ produces the (new) tensor

$$T^{\alpha_1 \ldots \alpha_k \beta_1 \ldots \beta_{i-1} \ldots \beta_{i+1} \ldots \beta_l} := T^{\alpha_1 \ldots \alpha_k \beta_1 \ldots \beta_l} s^{\alpha_{i+1} \beta_i}$$

at $p$, where the $\bullet$ at the former position of the index $\beta_i$ indicates which index we have pulled up. This indication is necessary as – other than in GR – pulling up indices is a potentially irreversible act in FT (because the spatial and temporal metrics are not inverses of each other). Similarly, the temporal metric can be used to define how to push an index $\alpha_j$ of the tensor $T^{\alpha_1 \ldots \alpha_k \beta_1 \ldots \beta_l}$ down. This gives rise to the (equally new) tensor

$$T^{\alpha_1 \ldots \alpha_{j-1} \beta_{j+1} \ldots \alpha_k \beta_1 \ldots \beta_l} := T^{\alpha_1 \ldots \alpha_k \beta_1 \ldots \beta_l} t_{\alpha_j \beta_{j+1}}$$

at $p$. Again, the symbol $\bullet$ indicates which index we have pushed down. This procedure also is potentially irreversible (and not, as customary in GR, in any sense the ‘reversion’ of pulling an index up). But although the spatial and temporal metrics are not inverses of each other, they do have a very special relation, namely

$$t_{\alpha \beta} s^{\beta \mu} = -\lambda \delta^\mu_\alpha$$

(6.1)

with $\lambda \in \mathbb{R}_0^+$ the so-called causality constant of the mathematical model.

The spatial metric $s^{\alpha \beta}$ can furthermore be used to define spacelikeness of 1-forms (not tangent vectors!) at a point $p \in L^4$: $\omega_\alpha \in T^*_p L^4$ is called spacelike if it satisfies $s^{\alpha \beta} \omega_\alpha \omega_\beta > 0$. Timelikeness is defined for tangent vectors at a point $p$ by aid of the temporal metric $t_{\alpha \beta}$: $X^\alpha \in T_p L^4$ is called timelike if $t_{\alpha \beta} X^\alpha X^\beta > 0$. As in GR, unit length ($t_{\alpha \beta} V^\alpha V^\beta = 1$) timelike vectors represent “observers”. The spatial directions of an observer $X^\alpha \in T_p L^4$ are those vectors $Y^\alpha \in T_p L^4$ that are orthogonal to $X^\alpha$ via $t_{\alpha \beta}$ or in other words those $Y^\alpha$ that satisfy $t_{\alpha \beta} X^\alpha Y^\beta = 0$. We are now in a position to formulate the next two axioms the metrics $s^{\alpha \beta}$ and $t_{\alpha \beta}$ of a mathematical model of FT have to comply with:

(i) At each $p \in L^4$, there must exist a timelike vector $X^\alpha \in T_p L^4$.

(ii) At each $p \in L^4$ and for all timelike $X^\alpha \in T_p L^4$, $s^{\alpha \beta}$ is positive definite on the space $
\{ \omega_\alpha \in T^*_p L^4 | \omega_\alpha X^\alpha = 0 \}$.

We continue our description of how the different usages of the Lorentzian metric $ds^2$ of GR are distributed amongst the frame theoretical geometric quantities by discussing covariant derivatives and curvature. Non-surprisingly, covariant derivation is defined with respect to the connection $\Gamma^\mu_{\alpha \beta}$. As usual in the pseudo-Riemannian framework, covariant differentiation is notated by a semicolon in abstract index notation. Observe that $\Gamma^\mu_{\alpha \beta}$ was required to be torsion-free (like the Levi-Civita connection of $ds^2$ in GR). As a replacement for the Riemannianness of the Levi-Civita connection in GR, $\Gamma^\mu_{\alpha \beta}$, $s^{\alpha \beta}$, and $t_{\alpha \beta}$ must satisfy

$$s^{\alpha \beta}_{\cdot \mu} = 0 \quad \text{and} \quad t_{\alpha \beta \mu} = 0.$$  

(6.2) Being a torsion-free connection, $\Gamma^\mu_{\alpha \beta}$ automatically induces a Riemannian curvature endomorphism $R_{\alpha \beta \gamma \mu}$ through Formula (1.15). Note that because the musical operations are
in generally irreversible in FT, the positions of the indices (i.e. whether they are upstairs or downstairs) in the curvature expressions is relevant. This is accounted for in the formulae and facts listed in Sections 1.2 and 1.3. In particular, the Ricci tensor can be defined by

\[ \text{Ric}_\alpha \beta := -\text{Rm}_\mu \gamma \alpha \beta \mu \gamma \nu \text{ without using any musical operations.} \]

We can now formulate the last geometric compatibility requirement relating the spatial and temporal metrics of a mathematical model of frame theory with its connection. It reads

\[ \text{Rm}_\alpha \nu \mu \gamma \gamma := \text{Rm}_\mu \nu \alpha \gamma \gamma \nu \]

Observe that the Riemannian curvature endomorphism of GR possesses this symmetry automatically.

Besides the geometric quantities \( L^4, s^{\alpha \beta}, t_{\alpha \beta}, \Gamma_{\mu \alpha \beta} \), and the causality constant \( \lambda \), a mathematical model of frame theory also consists of a smooth symmetric energy-momentum or matter tensor \( T^{\alpha \beta} \) (just as GR does). As in GR, this matter tensor gives rise to notions of matter density \( \rho \), momentum density \( J \), and stress \( S \). Concretely, for a given observer \( X^\alpha \in TL^4 \), the observed density is given by \( \rho(X^\alpha) = T^{\alpha \beta}X^\alpha X^\beta \). The momentum observed by \( X^\alpha \) in its spatial direction \( Y^\alpha \) with unit length \( s^{\alpha \beta}Y^\alpha Y^\beta = 1 \) is defined as \( J(X^\alpha, Y^\beta) := T^{\alpha \beta}X^\alpha Y^\beta \) and the stress observed by \( X^\alpha \) in unit length spatial directions \( Y_1^\alpha, Y_2^\alpha \) is given by \( S(Y_1^\alpha, Y_2^\beta) := T^{\alpha \beta}Y_1^\alpha Y_2^\beta \), cf. Satz 4 in [Lot88].

The matter tensor and connection of a mathematical model of FT have to combine such that the matter tensor is divergence free ("conservation equation"):

\[ T^{\alpha \beta} \partial_\beta = 0 \] (6.4)

Moreover, together with \( t_{\alpha \beta} \), they have to satisfy the generalized Einstein equations

\[ \text{Ric}_{\alpha \beta} = 8\pi G \left( T^{\star \star}_{\alpha \beta} - \frac{1}{2} T_{\mu \nu} t^{\mu \nu}_{\alpha \beta} \right) \] (6.5)

with \( G \) the same gravitational constant as above. Note that, in contrast to the standard Einstein equations (2.1), \( \text{Ric}_{\alpha \beta} - \frac{1}{2} R g_{\alpha \beta} = \frac{8\pi G}{c^4} T_{\alpha \beta} \), the generalized Einstein equations do not explicitly contain the speed of light \( c \) (nor the causality constant, which is tightly related to the speed of light as we will see in a minute). This is voluntary as it allows for taking a well-defined Newtonian limit without making the equations singular in the process.

In addition, the generalized and standard Einstein equations differ in that the first of them relates the Ricci tensor to the matter tensor and the trace of the matter tensor while the latter one relates the Ricci tensor and its trace to the matter tensor. However, taking the trace of the standard Einstein equations and inserting the result of this computation, \( R = -\frac{8\pi G}{c^4} \text{tr} T \), into them shows that the standard Einstein equations are in fact equivalent to

\[ \text{Ric}_{\alpha \beta} = \frac{8\pi G}{c^4} (T_{\alpha \beta} - \frac{1}{2} \text{tr} T g_{\alpha \beta}) \]

which already looks much more similar to (6.5).

Let us collect the above exposition into the following definition.

**Definition 6.1.1 (Mathematical Models of Frame Theory).** A mathematical model of frame theory is a tuple \( S = (L^4, s^{\alpha \beta}, t_{\alpha \beta}, \Gamma_{\mu \alpha \beta}, \lambda) \) consisting of a spacetime \( L^4 \), spatial and temporal metrics \( s^{\alpha \beta} \) and \( t_{\alpha \beta} \), a gravitational field (connection) \( \Gamma_{\mu \alpha \beta} \), a matter tensor \( T^{\alpha \beta} \), and a causality constant \( \lambda \) such that Equations (6.1) through (6.5) as well as items (i) and (ii) above are satisfied.
By design, any relativistic system/solution to GR should give rise to a mathematical model of FT. Luckily enough, this holds true. The following proposition tells us how we can recover GR from FT. It is implicit in [Lot88, Ehl89].

**Proposition 6.1.2.** Let \((L^4, ds^2 = g_{\alpha\beta})\) be a smooth Lorentzian spacetime, \(T^{\alpha\beta}\) a smooth symmetric matter tensor field on \(L^4\). Suppose that \(g_{\alpha\beta}\) and \(T^{\alpha\beta}\) satisfy the Einstein equations \((2.1)\) with respect to the Levi-Civita connection \(\Gamma^{\mu}_{\alpha\beta}\) of \(g_{\alpha\beta}\). Set

\[
\lambda := \frac{1}{c^2} \quad \text{and} \quad t_{\alpha\beta} := -\lambda g_{\alpha\beta} \quad \text{and} \quad s^{\alpha\beta} := g^{\alpha\beta}.
\]

(6.6)

Then \((L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^{\mu}_{\alpha\beta}, T^{\alpha\beta}, \lambda)\) is a mathematical model of frame theory. The relativistic and frame theoretical notions of space- and timelikeness, matter density, momentum density, and stress tensor also coincide.

**Proof.** Equations \((6.1)\) through \((6.3)\) as well as (i) and (ii) directly follow from the fact that \(\Gamma^{\mu}_{\alpha\beta}\) is the Levi-Civita connection of the pseudo-Riemannian metric \(g_{\alpha\beta}\). The generalized Einstein equations \((6.5)\) follow from the standard Einstein equations \((2.1)\) as described above. Finally, the conservation of matter equation \((6.4)\) follows from applying the contracted second Bianchi identity (or Schur’s lemma) to the standard Einstein equations.

As before, the constant \(c\) in this proposition denotes the speed of light. At first, it might seem strange to assign the value \(c^{-2}\) to the causality constant as \(c^{-2}\) appears to be a fixed number and thus the same one for all relativistic systems. This, however, is not the case as we have not fixed units so far. Different choices of length and time units obviously lead to different numerical values of the speed of light and thus to different values of \(\lambda\), cf. pp. 7ff and p. 14 in [Lot88]. In dynamical GR, one can replace this unit argument by comparing the speed of light \(c\) to “typical” velocities in the dynamical relativistic system. As we are interested in static systems, this does not work as there is no typical non-zero velocity in the static case.

Since FT is supposed to unite GR and NG, we also expect Newtonian gravitational systems to be mathematical models of frame theory. Sure enough, this is correct as the following proposition asserts.

**Proposition 6.1.3.** Let \(\rho, U : \mathbb{R}^3 \to \mathbb{R}\) be smooth functions satisfying \(\Delta U = 4\pi G \rho\) and \(L^4 := \mathbb{R} \times \mathbb{R}^3\). Let \((x^\alpha) := (t, x^i)\) denote Cartesian coordinates on \(L^4\) and set

\[
\lambda := 0 \\
t_{\mu\nu} := \delta_{\mu}^i \delta_{\nu}^l \\
s^{\mu\nu} := \delta_{\mu}^i \delta_{\nu}^j \delta^{ij} \\
\Gamma^{\mu}_{\alpha\beta} := \delta_{\beta}^j \delta_{\alpha}^i \delta^{ij} U_{,i} \\
T^{\alpha\beta} := \rho \delta_{\alpha}^i \delta_{\beta}^l.
\]

(6.7)

Then \((L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^{\mu}_{\alpha\beta}, T^{\alpha\beta}, \lambda)\) is a mathematical model of frame theory. In particular, the Newtonian and frame theoretical notions of matter density coincide.

---

\(^5\)The Newtonian gravitational systems considered here are not the most general ones one could consider since \(U\) does not even depend on time. Since we are only interested in static situations in the end, this does not concern us. More information on general Newtonian systems can be found in [Lot88, OS09].
Now that we have learned that both GR and (static) NG arise as special cases of FT it is natural to ask the opposite question of whether and if so how many and what type of other mathematical models of FT there are. The answer is simple for positive causality constant $\lambda$: Any mathematical model of FT with $\lambda > 0$ corresponds to a solution of GR (with different numerical values of the speed of light $c$ depending on the value of $\lambda$). This is well-known and can be proven directly just as Proposition 6.1.2.

For $\lambda = 0$, the answer is more involved as all solutions to the Newton-Cartan theory mentioned above can occur. In the case of static isolated mathematical models of FT\footnote{We will give a precise definition of this notion in Section 6.2} though, the Coriolis forces related to the additional freedom offered by Newton-Cartan theory vanish and static isolated solutions of NG remain the only mathematical models of FT with $\lambda = 0$ (when choosing adapted coordinates), cf. p. 5 in [OS09], p. 42 in [Lot88], and Section 6.2 below.

6.2 Static Isolated Systems in Frame Theory

In this section, we will introduce staticity and asymptotic flatness concepts in FT. On our way, we will continuously compare the new frame theoretical notions with their relativistic counterparts. An analysis of what these frame theoretical notions signify in the Newtonian or Newton-Cartan sector of FT will be carried out at the end of the respective explanations, cf. pp. 97f and Theorem 6.2.13.

As a first step, let us quickly discuss $3 + 1$ decomposition of spacetimes in FT. We cite the following definitions and lemma from pp. 14f in [Lot88] adapting it to our notation and nomenclature.

**Definition 6.2.1.** Let $(L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^{\alpha\beta}, \lambda)$ be a mathematical model of frame theory, $X^\alpha \in \Gamma(TL^4)$ a smooth timelike vector field. We call

$$\Pi^\alpha_{\beta} := \delta^\alpha_{\beta} - \frac{X^\alpha X^\ast_{\beta}}{t_{\mu\nu}X^\mu X^\nu}$$

the projection onto the orthogonal complement $X^\perp := \{Y^\beta \in \Gamma(TL^4) \mid t_{\alpha\beta}X^\alpha Y^\beta = 0\}$ of $X^\alpha$. Moreover, we set

$$3g^{\alpha\beta} := s^{\alpha\beta} + \lambda \frac{X^\alpha X^\beta}{t_{\mu\nu}X^\mu X^\nu}$$

and call $3g^{\alpha\beta}$ the (generalized) inverse 3-metric corresponding to $X^\alpha$.

**Lemma and Definition 6.2.2.** Let $(L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^{\alpha\beta}, \lambda)$ be a mathematical model of frame theory, $X^\alpha \in \Gamma(TL^4)$ a smooth timelike vector field. There exists a unique smooth symmetric tensor field $3g_{\alpha\beta}$ on $L^4$ satisfying

$$3g_{\alpha\beta}X^\alpha = 0$$

$$3g_{\alpha\beta}s^{\beta\gamma}\omega_\gamma = \omega_\alpha$$
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for all $\omega_\gamma \in \Gamma(T^*L^4)$ with $X^\gamma \omega_\gamma = 0$. We call $\gamma_{\alpha \beta}$ the (generalized) 3-metric corresponding to $X^\alpha$. $\gamma_{\alpha \beta}$ is positive semi-definite when restricted to the orthogonal complement $X^\perp$. Moreover, $\gamma_{\alpha \beta}$, $\gamma^{\alpha \beta}$, and $\Pi^\alpha_{\beta \gamma}$ satisfy

$$
\Pi^\alpha_{\beta \gamma} \Pi^{\mu \nu} \gamma_{\alpha \mu} = \Pi^\alpha_{\beta \gamma} \gamma_{\alpha \nu} = \gamma_{\beta \nu} = \Pi^\alpha_{\beta \gamma} \Pi^\mu_{\gamma \nu} = \Pi^\alpha_{\mu \nu} \gamma_{\nu \gamma} = \Pi^\alpha_{\mu \nu} \gamma_{\nu \gamma} = \Pi^\alpha_{\mu \nu} \Pi^{\mu \nu} \gamma_{\gamma \gamma} = \Pi^\gamma_{\alpha \beta}.
$$

If $X^\alpha$ gives rise to an integrable tangent distribution\(^7\), we can interpret (the restrictions of) $\gamma_{\alpha \beta}$ and $\gamma^{\alpha \beta}$ as a 3-metric induced on the integral submanifolds and its inverse, respectively. For $\lambda > 0$, i.e., in the case of GR, $\gamma_{\alpha \beta}$ indeed corresponds to the Riemannian 3-metric induced onto the time-slice defined by $X^\alpha$ by the Lorentzian 4-metric. Similarly, in the Newtonian case described in Proposition 6.1.3, we find $\Pi^\alpha_{\beta \gamma} = \delta^\alpha_{\beta} - \delta^\gamma_{\beta}$, $\gamma^{\alpha \beta} = \delta^{ij} \delta^{\gamma}_{\alpha} \delta^{\beta}_{\beta}$ when choosing $X^\alpha = \delta^{\alpha}_{t}$.

**Killing Vector Fields and Staticity in Frame Theory**

Recall that a static spacetime in GR is a spacetime possessing a timelike Killing vector field $X^\alpha$ which is hypersurface-orthogonal, i.e., satisfies $X^{[\alpha} \nabla_{\beta} X_{\gamma]} = 0$. In GR, hypersurface-orthogonality of the static Killing vector field allowed us to 3 + 1-decompose spacetime canonically with time slices (“hypersurfaces”) orthogonal to the Killing vector field, cf. Section 2.2.

In order to define static mathematical models of FT, we need to generalize both of these notions, Killing vector fields and hypersurface-orthogonality, to FT. As both formulae implicitly refer to pulled down indices versions of the timelike vector field $X^\alpha$, this cannot be done by reinterpreting the formulae without any further thinking. To the contrary, especially the definition of hypersurface-orthogonality is fairly involved and relies on the concept of a “defect” tensor developed\(^8\) in [Lot88]. Moreover, we will need a generalization of the concept of extrinsic curvature/second fundamental form to the realm of FT.

Let us begin by defining Killing vector fields in FT. Recall that we have extended the notion of Lie derivative $L_{X^\nu}$ to include Lie derivatives of connections in Section 1.3 for just this purpose. We make the following definition.

**Definition 6.2.3** (Killing Vector Fields in FT). Let $\mathcal{F} := (L^4, s^{\alpha \beta}, t_\alpha, \Gamma^\mu_{\alpha \beta}, T^{\alpha \beta}, \lambda)$ be a mathematical model of frame theory, $X^\alpha \in \Gamma(TL^4)$. $X^\alpha$ is called a (generalized) Killing vector field for $\mathcal{F}$ if

$$
L_{X^\nu} s^{\alpha \beta} = L_{X^\nu} t_\alpha = L_{X^\nu} \Gamma^\mu_{\alpha \beta} = L_{X^\nu} R_{\alpha \beta} = 0,
$$

where $R_{\alpha \beta}^{\mu}$ is the induced Riemannian curvature endomorphism of the system.

---

\(^7\)cf. pp. 52.

\(^8\)It is attributed to Robert Geroch, there.
Remark. Propositions 1.3.4 and 6.1.2 ensure that this definition is equivalent to the classical definition of Killing vector fields in GR.

As announced above, we will need the concept of “defect tensor” and a generalization of extrinsic curvature/second fundamental form in FT in order to formulate hypersurface-orthogonality in FT. These notions are given by the following definitions and lemmata which correspond to Lemma 3 and Lemma 5 in [Lot88], but which we have tailored to the situation studied here in order to avoid making even more definitions.

Lemma and Definition 6.2.4. Let \((L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^\alpha_{\beta}, \lambda)\) be a mathematical model of frame theory, \(X^\alpha \in \Gamma(TL^4)\) a smooth timelike vector field and \(\Pi^\alpha_{\beta}\) the projection onto the orthogonal complement of \(X^\alpha\). The expression
\[
D^\gamma_{\alpha\beta} := 2\Pi^\mu_{\alpha} \Pi^\nu_{\beta} \Pi^\gamma_{\mu \nu}
\]
defines a tensor which we call the defect tensor of \(X^\alpha\). With this definition, \(D^\gamma_{\alpha\beta} = 0\) holds if and only if the tangent distribution \(D := \{\Pi^\beta_{\alpha} Y^\beta | Y^\beta \in \Gamma(TL^4)\}\) is integrable.

In simple terms, the defect tensor thus measures how far a timelike vector field is from canonically decomposing spacetime in a 3 + 1 fashion. The proof of the lemma relies on Frobenius’ theorem 1.2.1. The next lemma extends the concept of extrinsic curvature from pseudo-Riemannian geometry to FT.

Lemma and Definition 6.2.5. Let \((L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^\alpha_{\beta}, \lambda)\) be a mathematical model of frame theory, \(X^\alpha \in \Gamma(TL^4)\) a smooth timelike vector field and \(\Pi^\alpha_{\beta}\) the projection onto the orthogonal complement of \(X^\alpha\). We define the associated 1-form \(\omega_\alpha\), the associated \(\mathcal{H}\)-tensor field \(\mathcal{H}_{\alpha\beta}\), and the generalized extrinsic curvature tensor or generalized second fundamental form \(h_{\alpha\beta}\) by
\[
\omega_\alpha := \frac{X^\alpha}{t_{\mu\nu}X^\mu X^\nu}, \quad \mathcal{H}_{\alpha\beta} := -\Pi^\nu_{\beta} \Pi^\mu_{\alpha} \omega_{\mu \nu}, \quad \text{and} \quad h_{\alpha\beta} := \mathcal{H}_{(\alpha\beta)},
\]
respectively. \(\omega_\alpha, \mathcal{H}_{\alpha\beta}, \text{and} h_{\alpha\beta}\) are smooth tensor fields. The defect tensor of \(X^\alpha\) is related to \(\mathcal{H}_{\alpha\beta}\) by
\[
D^\gamma_{\alpha\beta} = 2X^\gamma \mathcal{H}_{[\alpha\beta]}.
\]

Remark. In the subcase of GR and a vector field \(X^\alpha\) with vanishing defect tensor, this definition of (generalized) extrinsic curvature/second fundamental form coincides with the traditional one (if restricted to the leaves of the foliation from Lemma 6.2.4), a fact that follows from a direct computation using Proposition 6.1.2.

Using these definitions and facts from [Lot88], let us now generalize the notion of hypersurface-orthogonal timelike Killing vector fields from GR to FT. Our definition is modeled on the insight that hypersurface-orthogonal timelike Killing vector fields in GR canonically 3 + 1-decompose spacetime so that the time slices are orthogonal to the Killing vector field. Again, our definitions are consistent with the definitions of hypersurface-orthogonality, time slices, and staticity in GR.
Definition 6.2.6 (Hypersurface-Orthogonality in FT). Let \((L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^{\alpha\beta}, \lambda)\) be a mathematical model of frame theory, \(X^\alpha \in \Gamma(TL^4)\) a smooth timelike Killing vector field. We call \(X^\alpha\) hypersurface-orthogonal if the induced defect tensor \(D^\gamma_{\alpha\beta}\) vanishes. In that case, we call the integral submanifolds of the tangent distribution \(D\) given by Lemma 6.2.4 time slices for the vector field \(X^\alpha\).

Definition 6.2.7 (Staticity in FT). Let \(\mathcal{F} := (L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^{\alpha\beta}, \lambda)\) be a mathematical model of frame theory. \(\mathcal{F}\) is called static if there exists a timelike Killing vector field \(X^\alpha \in \Gamma(TL^4)\) which is hypersurface-orthogonal.

The following theorem is now immediate.

Theorem 6.2.8 (Static Metric Theorem). Let \((L^4, ds^2 = g_{\alpha\beta})\) be a smooth Lorentzian spacetime, \(T^{\alpha\beta}\) a smooth symmetric matter tensor field on \(L^4\). Suppose that \(g_{\alpha\beta}\) and \(T^{\alpha\beta}\) satisfy the Einstein equations (2.1) with respect to the Levi-Civita connection \(\Gamma^\mu_{\alpha\beta}\) of \(g_{\alpha\beta}\). Define the associated mathematical model \(\mathcal{F}\) of FT as in Proposition 6.1.2. Then \(\mathcal{F}\) is static in the sense of Definition 6.2.7 if and only if it is static in the sense of GR (with respect to the same field \(X^\alpha\)).

Moreover, if the spacetime is static, the fields \(Y_{ij}\) and \(\mathring{Y}^{ij}\) arising as the restrictions of the generalized 3-metric and inverse 3-metric \(g_{ij}\) and \(g^{ij}\) to the time slices coincide with the 3-metric \(Y_{ij}\) and its inverse \(\mathring{Y}^{ij}\) induced by \(ds^2\).

Proof. Follows from straightforward calculations and from Propositions 1.3.4 and 6.1.2. 

Just as in GR, the time slices of static mathematical models in FT have vanishing second fundamental form. This is asserted in the following proposition.

Proposition 6.2.9. Let \(\mathcal{F} := (L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^{\alpha\beta}, \lambda)\) be a mathematical model of frame theory which is static with respect to \(X^\alpha \in \Gamma(TL^4)\). Then the associated \(\mathcal{H}\)-tensor field and generalized mean curvature tensor satisfy

\[ \mathcal{H}_{\alpha\beta} = 0 \quad \text{and} \quad h_{\alpha\beta} = 0. \]

Moreover, the 1-form \(\omega_\alpha\) is closed.

Proof. Clearly, as \(D^\gamma_{\alpha\beta} = 0\) by staticity, \(\mathcal{H}_{\alpha\beta}\) must be symmetric and thus \(\mathcal{H}_{\alpha\beta} = h_{\alpha\beta}\). Let \(\Pi^\beta_\alpha\) denote the projection onto the orthogonal complement of \(X^\alpha\). By definition of \(h_{\alpha\beta}\), we find

\[
\begin{align*}
  h_{\alpha\beta} &= -\Pi^\mu_\beta \Pi^\nu_\alpha \omega_{\mu\nu} \\
  &\overset{\text{def. } \omega_{\mu\nu}}{=} -\Pi^\mu_\beta \Pi^\nu_\alpha \left( \frac{t_{\mu\nu} X^\rho X^\tau_t}{t_{\kappa\tau} X^\kappa X^\tau} - 2 \frac{\omega_{\mu\rho} X^\nu X^\phi}{t_{\kappa\tau} X^\kappa X^\tau} \right) \\
  &\overset{\Pi^\mu_\rho \omega_{\mu\rho} = 0}{=} -\Pi^\mu_\beta \Pi^\nu_\alpha \frac{t_{\mu\nu} X^\rho}{t_{\kappa\tau} X^\kappa X^\tau}. 
\end{align*}
\]

Now the left hand side of this equation is symmetric by construction while the far right hand side is antisymmetric by the Killing equation \(\mathcal{L}_{X^\alpha} t_{\alpha\beta} = 0\). Thus \(h_{\alpha\beta} = \mathcal{H}_{\alpha\beta} = 0\).
\( \mathcal{H}_{\alpha\beta} = 0 \) implies that \( \omega_{[\alpha;\beta]} \) vanishes on the product of the orthogonal complement \( X^\perp \) with itself. To show that \( \omega_{\alpha} \) is closed, it thus suffices to show that \( \omega_{[\alpha;\beta]} X^\alpha Y^\beta = 0 \) for all \( Y^\beta \in X^\perp \). This goes as follows: By the Leibniz rule, we find

\[
2\omega_{[\alpha;\beta]} X^\alpha Y^\beta \overset{\text{def. } \omega_{\alpha}}{=} X^\mu_{\beta;\gamma} Y^\beta \omega_{\mu} - 2 \omega_{\alpha} X^\alpha \omega_{\mu} X^\mu_{\beta;\gamma} Y^\beta \]

\[
- \frac{X^\mu_{\beta;\gamma} Y^\beta}{t_{\sigma\tau} X^\sigma X^\tau} + 2 \omega_{\alpha} Y^\alpha \omega_{\mu} X^\mu_{\beta;\gamma} = 0.
\]

This implies \( \mathcal{H}_{\alpha\beta} = h_{\alpha\beta} = -\Pi^\mu_\alpha \Pi^\nu_\beta \omega_{\mu\nu} = 0 \) and thus finishes the proof.

The matter quantities \( \rho, J^\alpha, S^\alpha\beta \) also behave accordingly as the following proposition asserts.

**Lemma 6.2.10.** Let \((L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^\alpha\beta, \lambda)\) be a static mathematical model of frame theory with respect to some field \( X^\alpha \in \Gamma(TL^4) \). Then the momentum density \( J^\alpha \) observed by \( X^\alpha \) vanishes and the matter density \( \rho \) and stress tensor \( S^\alpha\beta \) observed by \( X^\alpha \) are constant with respect to \( X^\alpha \) (in the Lie sense).

In order to close this section on staticity in FT, let us quickly review some of the above notation and suggest some suggestive abuse of it for the remainder of this thesis. Let \( \mathcal{F} := (L^4, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^\alpha\beta, \lambda) \) be a static mathematical model of FT with respect to \( X^\alpha \in \Gamma(TL^4) \). Mimicking our topological assumptions described in Section 3.1, we call \( \mathcal{F} \) standard static if \( L^4 \) can be decomposed into \( \mathbb{R} \times M^3 \), where \( M^3 \) is any of the time slices of \( L^4 \) with respect to \( X^\alpha \). Henceforth, we restrict our attention to standard static mathematical models of FT.

For any of these standard static mathematical models \( \mathcal{F} \) of FT, let \( \gamma_{ij} \) and \( \gamma^{ij} \) denote the restriction of the generalized 3-metric and inverse 3-metric to the tangent bundle of \( M^3 \), respectively. Let the lapse function \( N \) of \( \mathcal{F} \) be given by \( N := \sqrt{t_{\alpha\beta} X^\alpha X^\beta} \) and observe that this coincides with the definition given in the relativistic case as \( t_{\alpha\beta} = -c^{-2} ds^2 \) in that case by Proposition 6.1.2. We will see below that \( N = \text{const.} \) in the Newtonian case (i. e. for \( \lambda = 0 \)).

**Staticity in the Case \( \lambda = 0 \)**

For the remainder of this subsection, let us consider static mathematical models of FT with \( \lambda = 0 \). In that case, any hypersurface-orthogonal timelike Killing vector field \( X^\alpha \) has constant length because of the following consideration: By definition of staticity, the defect tensor vanishes. Translating this into components, we obtain \( X^\alpha_{[\mu} \omega_{\nu]} = 0 \). Multiplying this with \( X^\nu \) gives \( X^\alpha_{[\mu} X^\nu_{\mu} \omega_{\nu]} = X^\nu_{\mu} X^\alpha_{\mu} - X^\nu_{\mu} X^\alpha_{\mu} \omega_{\mu} \). The trace of this equation amounts to \( X^\alpha_{[\gamma} X^\gamma_{\mu} \omega_{\mu]} = 0 \) for all \( X^\alpha \) being a Killing vector field. This, however, gives us \( X^\alpha_{[\alpha} = 0 \) and thus, again using the Killing property and the fact that \( \omega_{\alpha} \) is closed, we obtain \( \omega_{\alpha} X^\alpha_{[\mu} X^\gamma_{\mu]} = 0 \). This shows that \( X^\alpha \) has constant length. We henceforth assume that this constant equals 1 without loss of generality. Then, in particular, \( \omega_{\alpha} = X^\alpha_{\alpha} \) for \( \lambda = 0 \).
This puts us in the position to cite some results on the $\lambda = 0$ case from [Lot88]. There, it is shown on pp. 40ff that for $\lambda = 0$ and any choice of unit length timelike vector field $\tilde{X}^{\alpha}$, the associated $\hat{H}$-tensor (which is called $\chi_{\alpha\beta}$, there) must automatically vanish. This implies that the induced defect tensor $\tilde{D}_{\alpha\beta}^\gamma$ must vanish identically for any such observer. Moreover, it is asserted there that the 3-dimensional Ricci tensor on the time-slices with respect to this observer $\tilde{X}^{\alpha}$ must vanish and thus by Formula (1.4) the time slices must be intrinsically flat.

Now, as our particular observer $X^{\alpha}$ is a Killing vector field for $s^{\alpha\beta}$ and $t_{\alpha\beta}$, neither $\vec{g}$ nor $\vec{\Omega}$ depend on time in our case. This implies that rot $\vec{g} = 0$ and thus, locally, there is a (time independent) Newtonian potential $U$ for $\vec{g}$, i.e. $\vec{g} = -\text{grad } U$. Observe that this Newtonian potential refers to a given system of Galilei coordinates $(t, x^i)$ and thus in particular to a given system of Cartesian coordinates $(x^i)$.

As it is shown in [Lot88], suitable fall-off for $\vec{\Omega}$ – namely any fall-off that ensures a uniquely solvable Dirichlet problem for the (flat) Laplace equations $\triangle \Omega^i = 0$ – then gives $\Omega = 0$ (if the time slices are diffeomorphic to $\mathbb{R}^3$). This holds in particular if the system is “isolated”, cf. p. 5 in [OS09]. Combined with the above representation of $\vec{g}$ using the Newtonian potential $U$, we can read off the well-known (local) equation

$$\triangle U = 4\pi G \rho.$$ 

If the time slices are simply connected, the Galilei/Cartesian coordinates and the potential $U$ exist globally; we normalize $U$ by $U \to 0$ as $r \to \infty$ in the case of isolated systems.

**Asymptotic Flatness in Static Frame Theory**

In the above section, we have unified the concepts of staticity coming from GR and NT into Definition 6.2.7, cf. Theorem 6.2.8 and the Newtonian considerations in the subsection on pp. 97ff. This section is now dedicated to generalizing the concept of asymptotic flatness to FT (for static mathematical models). Again, we will model our definitions on the relativistic notions and discuss their relation to the Newtonian ones at the end of this subsection, cf. Theorem 6.2.13.

In analogy to our definition of geometrostatic systems, cf. Definition 3.1.2, we define “static isolated systems in FT” as follows.

**Definition 6.2.11.** Let $F = (\mathbb{R} \times M^3, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^{\alpha\beta}, \lambda)$ be a static mathematical model of frame theory and let $k \in \mathbb{N}, k \geq 3,$ and $\tau \geq 1/2$ such that $-\tau$ is non-exceptional (i.e. $\tau \notin \mathbb{Z}$). We call $F$ a $(k, \tau)$-static isolated system in FT if, in addition, the following conditions hold for the induced generalized 3-metric $\tilde{g}_{ij}$ and lapse function $N$:

1. $(M^3, \tilde{g}_{ij})$ is a $(k, q = 2, \tau)$-asymptotically flat manifold.
2. If $\lambda = 0$, there exist global Cartesian coordinates on $M^3$, i.e. coordinates $(x^k)$ such that $(\tilde{g}_{ij}) = (\delta_{ij})$ holds in components with respect to these coordinates.
(ii) $N > 0$ in $M^3$ and $N(p) \to 1$ as $p \to \infty$ in each end of $M^3$.

(iii) $\rho \geq 0$, $S_{ij} \geq 0$, and the supports of $\rho$ and $S_{ij}$ are bounded away from infinity.

As before, we will call $\mathcal{F}$ a static isolated system in FT system for short if $k$ and $\tau$ are either clear from context or arbitrary. For abbreviational purposes, we call the hypersurface-orthogonal timelike Killing vector field $X^\alpha$ making $\mathcal{F}$ a static isolated model of FT the staticity field for $\mathcal{F}$.

**Remarks.** This definition implicitly includes the topological assumptions that $(M^3, 3g_{ij})$ is either geodesically complete or an individual end diffeomorphic to an exterior domain of $\mathbb{R}^3$ (through (ia)). Through (ib), condition (ia) in fact reduces to a topological condition if $\lambda = 0$. Observe that condition (ii) is void for $\lambda = 0$.

For later convenience, we also redefine the concept of wave-harmonic coordinates in the frame theoretical setting.

**Definition 6.2.12.** If $(x^k)$ is a system of local coordinates for the time slice $M^3$ of a given static isolated system $\mathcal{F}$ in FT, then we call $(x^k)$ *wave-harmonic coordinates for $\mathcal{F}$* if they satisfy

$$3g_{ij}\Delta x^k = -\frac{N_j}{N} 3g_{jk}.$$ 

**Remark.** By Lemma 3.1.3, this definition coincides with the relativistic one if $\lambda > 0$. In the $\lambda = 0$ case, $N = 1$ and $3g_{ij}$ is flat and thus wave harmonic coordinates are ordinary harmonic coordinates with respect to the Euclidean metric. In particular, Cartesian coordinates are wave harmonic if $\lambda = 0$.

Together, the above considerations imply the following theorem.

**Theorem 6.2.13 (Static Isolated Systems Theorem).** Let $k \in \mathbb{N}$, $k \geq 3$, and $\tau \geq 1/2$ such that $-\tau$ is non-exceptional. Let $\mathcal{F} = (\mathbb{R} \times M^3, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^{\alpha\beta}, \lambda)$ be a $(k, \tau)$-static isolated system in FT. If $\lambda > 0$, $\mathcal{F}$ naturally corresponds to the $(k, \tau)$-geometrostatic system $(M^3, 3g_{ij}, N, \rho, S_{ij})$. Here, $M^3$ denotes the time slice of $\mathcal{F}$, $3g_{ij}$ and $N$ denote the (restriction of the) generalized 3-metric and the lapse function, respectively. $\rho$ and $S_{ij}$ denote the mass density and stress tensor induced from $T^{\alpha\beta}$, respectively.

If, on the other hand, $\lambda = 0$ and $M^3$ is simply connected, then $\mathcal{F}$ naturally corresponds to a static isolated Newtonian system with a global system of asymptotically flat Cartesian coordinates on $M^3$ and a corresponding smooth Newtonian potential $U : M^3 \to \mathbb{R}$.

Moreover, a system $(x^k)$ of local coordinates for $M^3$ is wave harmonic for $\mathcal{F}$ if and only if it is wave harmonic in the geometrostatic sense (for $\lambda > 0$) or harmonic with respect to the Euclidean metric (if $\lambda = 0$).

**Remark.** The role of the Newtonian potential $U$ appearing in the $\lambda = 0$ case is exactly the one described in Proposition 6.1.3; similarly, the $\lambda > 0$ case relies on Proposition 6.1.2.

**Proof.** For positive causality constant, this just summarizes the results from Proposition 6.1.2, Theorem 6.2.8, and the discussion before and after them. For vanishing causality constant, this is a summary of the results of [Lot88] and our interpretation of them as discussed on pp. 97f using the afore-mentioned isolated systems idea formulated on p. 5 in [OS09] and the above considerations of wave harmonic coordinates.
Pseudo-Newtonian Reformulation of Static Isolated Systems in FT

As a final step towards our analysis of the Newtonian limit of mass and center of mass, we need to translate the notion of pseudo-Newtonian systems into FT. This is indicated because we intend to take the Newtonian limit of the quasi-local formulae of mass and center of mass which are defined in the language of pseudo-Newtonian gravity, cf. Sections 4.2 and 4.3. We make the following definition of pseudo-Newtonian metric and potential.

**Definition 6.2.14.** Let $\mathcal{F} = (\mathbb{R} \times M^3, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T^{\alpha\beta}, \lambda)$ be a static isolated system in FT, $N$ its lapse function and $\gamma_{ij}$ its generalized 3-metric. We define the (generalized) pseudo-Newtonian metric $\gamma_{ij}$ of $\mathcal{F}$ to be the conformally transformed metric $\gamma_{ij} := N^2 g_{ij}$ on $M^3$. Now, if $\lambda = 0$, assume that $M^3$ is simply connected and pick a system of Cartesian coordinates for $M^3$. We define the (generalized) pseudo-Newtonian potential $U$ of $\mathcal{F}$ by

$$U : M^3 \to \mathbb{R} : p \mapsto \begin{cases} \lambda^{-1} \ln N(p) & \lambda \neq 0 \\ U(p) & \lambda = 0, \end{cases}$$

where in case $\lambda = 0$ the function $U : M^3 \to \mathbb{R}$ is the Newtonian potential given with respect to the chosen Cartesian coordinates and normalized by $U \to 0$ as $r \to \infty$.

This definition of pseudo-Newtonian potential $U$ might not seem very natural as the cases $\lambda > 0$ and $\lambda = 0$ are treated separately. However, it is specifically tailored to ensure coincidence with the afore-defined pseudo-Newtonian and the classical Newtonian concept of a “potential”, cf. Theorems 6.2.15 and 6.3.3. We can thus interpret the difference in the definitions of $U$ as being due to the systematic difference between relativistic and Newtonian systems.

The above-mentioned coincidence is summarized in the following theorem.

**Theorem 6.2.15 (Pseudo-Newtonian Systems Theorem).** Let $\mathcal{F}$ be a static isolated system in FT with causality constant $\lambda$ and time slice $M^3$. Assume that $M^3$ is simply connected if $\lambda = 0$. The following statements hold true:

- If $\lambda > 0$, then the generalized pseudo-Newtonian notions of metric and potential coincide with the pseudo-Newtonian notions defined in geometrostatics.

- If $\lambda = 0$, then the generalized pseudo-Newtonian metric is flat and the generalized pseudo-Newtonian potential coincides with the classical Newtonian one (both referring to the same system of Cartesian coordinates).

Moreover, a system $(x^k)$ of local coordinates for $M^3$ is wave harmonic for $\mathcal{F}$ if and only if it is harmonic for the associated generalized pseudo-Newtonian metric $\gamma_{ij}$.

**Proof.** Let $\lambda > 0$, first. The lapse function $N$ and the generalized 3-metric $\gamma_{ij}$ agree with the corresponding geometrostatic variables by Theorem 6.2.13. As $U$ and $\gamma_{ij}$ are constructed from them in exactly the same manner in FT and in geometrostatics (cf. p. 57), they must also coincide. Coincidence of wave harmonic and $\gamma_{ij}$-harmonic coordinates then follows from Lemma 3.1.3.
For $\lambda = 0$, the conformal change is trivial as $N = 1$. Moreover, the generalized pseudo-Newtonian potential agrees with the Newtonian one by construction. By Theorem 6.2.13, wave harmonic coordinates are harmonic coordinates with respect to the flat metric $\gamma_{ij} = \gamma_{ij}$, automatically.

Before we move on to define the Newtonian limit, we give another indication of why the pseudo-Newtonian potentials play similar roles in the relativistic and Newtonian settings: Recall that the Newtonian potential has arisen as a “potential” for the 4-dimensional connection $\Gamma_{\alpha\beta}^{\mu}$ as in Proposition 6.1.3, namely $\Gamma_{\alpha\beta}^{\mu} = \delta_{\mu}^{\iota} \delta_{\alpha}^{\kappa} \delta_{\beta}^{\lambda} \gamma_{i\iota} \Gamma_{k\lambda}^{s}$ in Cartesian coordinates. This expression is similar to the first term in the related expression for $\lambda > 0$:

$$
\Gamma_{\alpha\beta}^{\mu} = \delta_{\mu}^{\iota} \delta_{\alpha}^{\kappa} \delta_{\beta}^{\lambda} e^{A\mu} \gamma_{ij} U_{i\iota} + \delta_{\mu}^{\iota} \delta_{\alpha}^{\kappa} \delta_{\beta}^{\lambda} \gamma_{ij} \Gamma_{k\lambda}^{s} + \lambda (2 \delta_{i}^{\mu} \delta_{\iota}^{\kappa} U_{i\iota} - 2 \delta_{i}^{\mu} \delta_{\iota}^{\kappa} U_{i\iota}^{\iota} + \delta_{i}^{\mu} \delta_{\iota}^{\kappa} U_{i\iota}^{\iota} \gamma_{ij} \Gamma_{k\lambda}^{s}).
$$

(6.9)

This formula is a direct consequence of Theorem 6.2.15. Anticipating that $\gamma_{ij}$ converges to $\delta_{ij}$, $\gamma_{ij} \Gamma_{kl}^{s}$ converges to 0, and $\Gamma_{\alpha\beta}^{\mu}$ converges to $\Gamma_{\alpha\beta}^{\mu}$ in the Newtonian limit, a comparison of the two above expression suggests that the separate definitions of the pseudo-Newtonian potential interlock reasonably in the Newtonian limit.

This argument closes our analysis of static isolated systems in frame theory. We continue our visit to frame theory by discussing the Newtonian limit in general and in the context of static isolated systems in particular.

### 6.3 The Newtonian Limit of Geometrostatics

In order to enable us to properly define the Newtonian limit, let us quickly introduce notions of convergence for families of coordinates and tensor fields: Let $M^n$ be a smooth manifold and $\Omega \subset M^n$ an open subset. Let $(x^k(\lambda))$ be a family of systems of coordinates on $\Omega$ which is parametrized by $\lambda \in (0, \varepsilon)$ for some $\varepsilon > 0$. Let also $(x^k(0))$ be a system of coordinates on $\Omega$. We say that $(x^k(\lambda))$ converges pointwise to $(x^k(0))$ as $\lambda \to 0$ on $\Omega$ if $x^k(\lambda)|_p \to x^k(0)|_p$ for all $p \in \Omega$ and all $k = 1, \ldots, n$. We say that this convergence is uniform on $\Omega$ if $\|x^k(\lambda) - x^k(0)\|_{C^0(\Omega)} \to 0$ as $\lambda \to 0$.

Similarly, we define pointwise and uniform convergence of families of tensor fields on $M^n$. Let $T_{i_1 \cdots i_s}^{j_1 \cdots j_t}(\lambda)$ be a family of tensor fields on an open subset $\Omega \subset M^n$ parametrized by $\lambda \in (0, \varepsilon)$. Let $(x^k(\lambda))$ be local coordinates on $\Omega$ converging pointwise to local coordinates $(x^k(0))$ on $\Omega$. We say that $T_{i_1 \cdots i_s}^{j_1 \cdots j_t}(\lambda)$ converges pointwise to some tensor field $T_{i_1 \cdots i_s}^{j_1 \cdots j_t}(0)$ with respect to $(x^k(\lambda))$ as $\lambda \to 0$ if for each $p \in \Omega$, the family of component matrices $(T_{i_1 \cdots i_s}^{j_1 \cdots j_t}(\lambda))[p]$ with respect to $(x^k(\lambda))$ converges to the component matrix $(T_{i_1 \cdots i_s}^{j_1 \cdots j_t}(0))[p]$ with respect to $(x^k(0))$ as $\lambda \to 0$. This convergence is measured with respect to the norm induced on the corresponding space $L_p(s, t)$ of multilinear maps from $(T^*_p M^n)^s \times (T^*_p M^n)^t$ into $\mathbb{R}$ by the flat metric $\delta_{ij}|p$ in the given coordinates $(x^k(0))$.

Note that this convergence depends on the chosen local coordinates $(x^k(\lambda))$ because the coordinate transformations between two families of coordinates parametrized by $\lambda$ need not behave properly as $\lambda \to 0$. The convergence does not, however, depend on the norm chosen on $L_p(s, t)$ as this space is finite dimensional and thus all norms on it are equivalent.
This definition can straightforwardly be extended to include pointwise convergence of families of connections parametrized by \( \lambda \in (0, \varepsilon) \) as the difference of two connections is a tensor.

Moreover, we say that \( T^i_{i_1 \ldots i_t}(\lambda) \) converges uniformly to \( T^i_{i_1 \ldots i_t}(0) \) with respect to \( (x^k(\lambda)) \) as \( \lambda \to 0 \) if \( (x^k(\lambda)) \) converges uniformly to \( (x^k(0)) \) and if the family of component matrices \( (T^i_{i_1 \ldots i_t}(\lambda)) \) converges uniformly to the component matrix \( (T^i_{i_1 \ldots i_t}(0)) \) with respect to the norm induced on the corresponding tensor bundle on \( \Omega \) by the flat metric \( \delta_{ij} \) in the given coordinates \( (x^k(0)) \). Again, this convergence does depend on the coordinates chosen.

We now make the following definition of the Newtonian limit following [Lot88] but specifying the sense of convergence more precisely.

**Definition 6.3.1.** Let \( F(\lambda) := (L^4, s^{\alpha \beta}(\lambda), t^\alpha_\beta(\lambda), \Gamma^\mu_{\alpha \beta}(\lambda), T^{\alpha \beta}(\lambda), \lambda) \) be a family of mathematical models of frame theory parametrized by \( \lambda \in (0, \varepsilon) \) for some \( \varepsilon > 0 \). We say that the family \( F(\lambda) \) has a pointwise Newtonian limit \( F(0) := (L^4, s^{\alpha \beta}(0), t^\alpha_\beta(0), \Gamma^\mu_{\alpha \beta}(0), T^{\alpha \beta}(0), 0) \) if

- \( F(0) \) is a mathematical model of FT.
- The fields \( s^{\alpha \beta}(\lambda), t^\alpha_\beta(\lambda), \Gamma^\mu_{\alpha \beta}(\lambda), T^{\alpha \beta}(\lambda) \) converge to the corresponding fields of \( F(0) \) as \( \lambda \to 0 \) pointwise on \( L^4 \), respectively.
- The induced curvature endomorphisms \( R^\alpha_{\beta \gamma \mu}(\lambda) \) converge pointwise on \( L^4 \) to the induced curvature endomorphism \( R^\alpha_{\beta \gamma \mu}(0) \) as \( \lambda \to 0 \).

If \( \Omega \subset L^4 \) is an open subset with uniformly convergent coordinates \( (x^\alpha(\lambda)) \to (x^\alpha(0)) \) as \( \lambda \to 0 \), then we say that \( F(\lambda) \) has the uniform Newtonian limit \( F(0) \) on \( \Omega \) if (the restrictions to \( \Omega \) of) all these fields including the Riemannian curvature endomorphisms converge uniformly to the respective fields on \( \Omega \) as \( \lambda \to 0 \).

**Remark.** Pointwise and uniform Newtonian limits are clearly not the only possibilities. In fact, the preferred notion of convergence might actually depend on the context. If, for example, one wants to consider limits of asymptotically flat mathematical models, weighted Sobolev spaces with respect to particular asymptotically flat systems of coordinates \( (x^\alpha(\lambda)) \) can be more suitable. This approach is taken in many papers proving existence of families of mathematical models of FT having a Newtonian limit.

For the purpose of this thesis, however, we will be content with the uniform Newtonian limit as uniform convergence helps to see the souls of our arguments. This is particularly true for the theorems on convergence of mass (Theorem 6.4.1) and center of mass (Theorem 6.4.2) proved below. Note that although these are formulated by with uniform convergence, they can also be applied in a weighted Sobolev space setting whenever those spaces can be embedded into \( C^0 \). Alternatively, it should be possible to reprove the theorems in different norms if required for applications but this would lead us to far, here.

It might be surprising at first that the Newtonian limit is not defined for an individual relativistic system but for a whole family of relativistic spacetimes. This surprise might be due to the usage of the term “Newtonian limit” frequently encountered in the literature. It is however implicit in the popularizing notation \( c \to \infty \) that whole families parametrized by \( c \) in some sense are or at least should be considered. As a matter of fact, constructing a
family that converges under the Newtonian limit and models a specific physical situation (or includes an individual given relativistic system) is by no means trivial. For example, the time intervals on which solutions to the $3+1$-decomposed Einstein equations exist can shrink to zero length when the “scaling” with $c$ is not carefully adjusted. It is therefore important to study existence of families of (physically relevant) relativistic systems having a Newtonian limit. We refer the interested reader to the overview article [OS09] and references cited therein for an introduction and an overview of results on existence of such families.

But assigning a family which converges in the Newtonian limit not only is non-trivial. Neither is it unique. Besides the choice of family including a given relativistic system, this is due to the fact that the convergence is considered with respect to a given system of coordinates, e. g. asymptotically flat ones in the case of isolated systems. Waving our hands, we could say that this choice of coordinates actually specifies a way of “zooming in” to a particular region of the spacetimes considered. For example, even for the very simple case of the spherically symmetric static Schwarzschild metrics introduced on pp. [15] it is possible to choose coordinates “zooming in” to a vacuum region outside the spherically symmetric star or black hole and thus obtain a completely empty Newtonian limit which contains no physical information whatsoever. This can e. g. be done by choosing coordinates $(t, x^i(\lambda))$ in the Schwarzschild spacetime with $x^i(\lambda) = x^i(0) + z^i(\lambda)$, where $z^i(\lambda)$ is a family of “centers of mass” moving away suitably fast from the original center of mass and rotation.

Another example for this non-uniqueness and its consequences for physical interpretation of the Newtonian limit is discussed by Jiří Bičák and David Kofroň [BK09]. They study accelerated particles and their Newtonian limits comparing an approach that “loses track of the particles” to one “riding on them”.

We interpret this as saying that there is not something like a “physically most reasonable” Newtonian limit of a given relativistic system in general. To the contrary, the Newtonian limit “of a system” very much depends on choices made by those who study it, namely the choice of family including the given system and the choice of coordinates. Differently put, what one actually studies when examining the Newtonian limit “of a system” is the Newtonian limit of a specific way of looking at this system as a special case of a given family parametrized by $\lambda = c^{-2}$ and looked at in a given family of coordinates $(x^\alpha(\lambda))$. Which family is adequate for studying the Newtonian limit of a given relativistic system thus depends on what aspects of the system one is actually interested in.

Having this at the back of our minds, it seems natural to consider families $\mathcal{F}(\lambda)$ only consisting of static isolated systems in FT in order to understand the Newtonian limit of geometrostatics. This means that we are restricting our attention to families of (frame theoretical versions of) geometrostatic systems and not taking into account families that include one such a system but become dynamical or non-isolated along the way. Sure enough, we would expect that such a family of geometrostatic systems converges to a static isolated Newtonian system in the Newtonian limit. We will prove this in Theorem 6.3.2.

More concretely, we assume that the staticity fields $X^\alpha(\lambda)$ inducing staticity of $\mathcal{F}(\lambda)$ have a uniform limit $X^\alpha(0)$ as $\lambda \to 0$ which is a timelike vector field in $\mathcal{F}(0)$. In addition, we assume that first covariant derivatives $X^\alpha_{\beta}(\lambda)$ converge uniformly to $X^\alpha_{\beta}(0)$. Note that although this looks like a requirement on the interchange of limits, this is not exactly the
case as the covariant derivative indicated by the semicolon itself depends on the causality constant.

It is then automatic that $X^\alpha(0)$ is a hypersurface-orthogonal timelike Killing vector field because both the Killing equations in Definition 6.2.3 and the vanishing of the defect tensor (cf. Definition 6.2.6) are closed under pointwise and thus also under uniform convergence. In particular, these conditions only involve $X^\alpha(\lambda)$ and its first covariant derivatives and the tensors and connections given by $\mathcal{F}(\lambda)$.

When we want to compare the asymptotic behavior of $X^\alpha(\lambda)$ and $X^\alpha(0)$, it is necessary to fix asymptotically flat coordinates for all systems $\mathcal{F}(\lambda)$ and for $\mathcal{F}(0)$. So let us assume that there exists an open neighborhood of infinity $\Omega \subset M^3$ and asymptotically flat coordinates $(x^k(\lambda))$ for $\mathcal{F}(\lambda)$ and $(x^k(0))$ for $\mathcal{F}(0)$ defined on all of $\Omega$ such that the family of coordinates $(x^k(\lambda))$ converges uniformly to $(x^k(0))$ on $\Omega$ as $\lambda \to 0$. Moreover, we assume that the coordinates $(x^k(0))$ are Cartesian. Observe that this in particular implies the radii $r(\lambda)$ converge to the radius $r(0)$ uniformly on $\Omega$ as $\lambda \to 0$.

Now assume in addition that the fields $X^\alpha(\lambda)$ and $X^\alpha(0)$ converge to their counterparts $X^\alpha(0)$ and $X^\alpha(\lambda)$ uniformly on $\Omega$ with respect to the asymptotically flat coordinates $(x^k(\lambda))$ and $(x^k(0))$. Recall from pp. 97ff that because $X^\alpha(0)$ is a hypersurface-orthogonal timelike Killing vector field for a system with $\lambda = 0$, $N^2(\lambda) = (t_{\alpha\beta}X^\alpha X^\beta)(0)$ is constant on $M^3$. From this and uniform convergence on $\Omega$, we obtain that $(t_{\alpha\beta}X^\alpha X^\beta)(\lambda) \equiv 1$ on $M^3$ since $N^2(\lambda) = (t_{\alpha\beta}X^\alpha X^\beta)(\lambda) \to 1$ as $r(\lambda) \to \infty$ by Definition 6.2.11. This shows that $\mathcal{F}(0)$ is indeed a static isolated system in FT with respect to $X^\alpha(0)$. Moreover, the lapse functions $N(\lambda)$ must uniformly converge to $N(0) = 1$.

In the same spirit, closedness of the defining conditions $\Pi^\mu_{\alpha} = \delta^\mu_{\alpha} - X^\nu T_{\nu\alpha} N^{-2}$ and $3y^{\alpha\beta} = s^{\alpha\beta} + \lambda N^{-2} X^\alpha X^\beta$ gives us that $\delta ij(\lambda) \to \delta ij = 3g_{ij}(0)$ and $\delta ij,k(\lambda) \to 0 = 3g_{ij,k}(0)$ uniformly on $\Omega$ as $\lambda \to 0$. The desired counterpart $\delta ij(\lambda) \to \delta ij = 3g_{ij}(0)$ as $\lambda \to 0$ is not a direct consequence of the definition of $3g_{ij}$, though. This is due to the fact that the definition of $3g_{ij}$ is indirect and explicitly depends on $\lambda$. However, if we assume that $\delta ij(\lambda) \to \delta ij$ and $\delta ij,k(\lambda) \to \delta ij,k$ uniformly on $\Omega$ as $\lambda \to 0$ for some smooth symmetric tensor field $\delta ij$ on $\Omega$, then a direct computation shows $\delta ij = \delta ij = 0$ and thus $\delta ij,k = 0$.

This justifies the following definition.

**Theorem and Definition 6.3.2 (Static Newtonian Limit).** Let $\mathcal{F}(\lambda) := (\mathbb{R} \times M^3, s^{\alpha\beta}(\lambda), t_{\alpha\beta}(\lambda), \Gamma^\mu_{\alpha\beta}(\lambda), T^{\alpha\beta}(\lambda), \lambda)$ be a family of static isolated systems in frame theory parametrized by $\lambda \in (0, \epsilon]$ for some $\epsilon > 0$ and let $\mathcal{F}(0) := (\mathbb{R} \times M^3, s^{\alpha\beta}(0), t_{\alpha\beta}(0), \Gamma^\mu_{\alpha\beta}(0), T^{\alpha\beta}(0), 0)$ be a static isolated system of FT with global Cartesian coordinates $(x^k(0))$. Assume that there exist global asymptotically flat systems of coordinates $(x^k(\lambda))$ for $\mathcal{F}(\lambda)$ converging to $(x^k(0))$ uniformly on $M^3$ as $\lambda \to 0$. Let $X^\alpha(\lambda), X^\alpha(0)$ denote the staticity fields for $\mathcal{F}(\lambda), \mathcal{F}(0)$, respectively. We say that $\mathcal{F}(\lambda)$ converges to $\mathcal{F}(0)$ in the static Newtonian limit if there exist a smooth vector field $\xi^\alpha$ timelike in $\mathcal{F}(0)$ and a smooth tensor field $\chi_{ij}$ on $M^3$ such that

\[
X^\alpha(\lambda) \to \xi^\alpha \quad \text{and} \quad 3g_{ij} \to \chi_{ij} \quad \text{and} \quad 3g_{ij,k} \to \chi_{ij,k}
\]

\(^8\)By “closed conditions” we mean conditions parametrized by $\lambda$ which are in some sense continuous under the limit $\lambda \to 0$, i.e., if they are satisfied for all $0 < \lambda < \epsilon$, they must also be satisfied for $\lambda = 0$.

\(^9\)To be precise, we have to assume existence of such subsets in each of the ends of $M^3$. 
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Remark. From now on, as in GR, we suppress the abstract index notation when referencing connections, covariant derivatives, and curvature tensors. For example, $\Gamma^k_{ij}$ then denotes the 3-dimensional connection corresponding to the generalized 3-metric $3g_{ij}$.

Proof. It is clear that $\xi^\alpha$ is a staticity field for $\mathcal{F}(0)$ by our arguments printed above this definition. Similarly, we have seen above from asymptotic arguments that $N(\lambda)$ uniformly converges to $N(0) = 1$. By construction of the Cartesian coordinates and the $3+1$ decomposition in the Newtonian case (cf. pp. 97ff), $\mathcal{F}(0)$ can only possess one staticity field (up to reversing the direction of time which we deliberately ignore in this chapter). This proves $\xi^\alpha = X^\alpha(0)$. $\chi_{ij} = \delta_{ij} = 3g_{ij}(0)$ follows directly from the characterization of $g_{ij}$ explained in Lemma 6.2.2. $\chi_{ij,k}$ follows from the same formula. $N_k(\lambda) \rightarrow N_k(0) = 0$ follows from differentiating the definition $N^2 = t_{\alpha\beta}X^\alpha X^\beta$ covariantly in direction $k$ and using $N(\lambda) \rightarrow 1$, $X^\alpha(\lambda) \rightarrow X^\alpha(0)$ as well as $X^\alpha_{jk}(\lambda) \rightarrow X^\alpha_{jk}(0)$ uniformly on $M^3$ as $\lambda \rightarrow 0$. 

Remarks. We have seen in Chapter 5 that staticity fields are unique in GR under suitable conditions on the time slice $M^3$ and its ADM-mass, cf. Corollary 5.3.6. The condition that $X^\alpha(\lambda) \rightarrow \xi^\alpha$ uniformly as $\lambda \rightarrow 0$ thus does not seem particularly restrictive.

The reason for our assumption that the coordinates $(x^k(\lambda))$ should be global lies in the coordinate dependence of the definition of uniform and pointwise convergence. We will see later that we actually only need uniform convergence in a neighborhood of infinity (in each end of $M^3$) to prove convergence of mass and center of mass (in that end). Note that the above definition applies to the situation of an individual end, in particular.

We are now in the position to prove $U(\lambda) \rightarrow U(0)$ and $U_k(\lambda) \rightarrow U_k(0)$ as $\lambda \rightarrow 0$ for any family as in Definition 6.3.2. This will allow us to deduce $m(\mathcal{F}(\lambda)) \rightarrow m_N(\mathcal{F}(0))$ and $\vec{z}(\mathcal{F}(\lambda)) \rightarrow \vec{z}(\mathcal{F}(0))$ as $\lambda \rightarrow 0$ (in suggestive notation), cf. Section 6.4.

Theorem 6.3.3 (Convergence of $U$ and $\gamma_{ij}$). Let $\mathcal{F}(\lambda)$ be a family of static isolated systems in $\text{FT}$ as in Definition 6.3.2 possessing a static Newtonian limit $\mathcal{F}(0)$. Let $X^\alpha(\lambda)$, $X^\alpha(0)$ be the staticity fields and let $(x^k(\lambda))$, $(x^k(0))$ be the global asymptotically flat coordinates referred to in that definition. Let moreover $\gamma_{ij}(\lambda)$, $\gamma_{ij}(0)$ and $U(\lambda)$, $U(0)$ denote the respective associated generalized pseudo-Newtonian metrics and potentials. Then $U(\lambda)$, $U_k(\lambda)$, $\gamma_{ij}(\lambda)$, $\gamma_{ij}(0)$, and $\Gamma^k_{ij}(\lambda)$ converge uniformly to $U(0)$, $U_k(0)$, $\gamma_{ij}(0) = \delta_{ij}$, $\gamma_{ij}(0) = \delta^i_j$, and $\Gamma^k_{ij}(0) = 0$ respectively.

Remark. This theorem finally justifies the somewhat ad hoc definition of pseudo-Newtonian potential in Chapter 4 and in Definition 6.2.14 above.

Proof. Let us begin with the convergence of $\gamma_{ij}(\lambda)$ and $\gamma_{ij}(\lambda)$. We have already proven in and above Theorem 6.3.2 that $3g_{ij}(\lambda)$ and its inverse $3g_{ij}(\lambda)$ converge to $3g_{ij}(0)$ and $3g_{ij}(0)$ uniformly on $M^3$ as $\lambda \rightarrow 0$, respectively. Moreover, we have seen that $N(\lambda)$ uniformly converges to $N(0) = 1$. Thus, by definition of $\gamma_{ij}$, $\gamma_{ij}(\lambda)$ must converge uniformly to $\gamma_{ij}(0)$ and the same is true for their inverses $\gamma_{ij}(\lambda)$ and $\gamma_{ij}(0)$. Using Formula 6.9 and the fact that the frame theoretical connections $\Gamma^\alpha_{\alpha\beta}(\lambda) \rightarrow \Gamma^\alpha_{\alpha\beta}(0)$ converge uniformly on $M^3$, we
obtain
\[
\left[ \delta^\mu_\alpha \delta^i_\beta \epsilon^{\Lambda \mu} \gamma_{ij} U_{;j} + \lambda \left( 2 \delta^\mu_i \delta^j_\alpha \delta^k_\beta U_{;i} - 2 \delta^\mu_i \delta^k_\alpha \delta^j_\beta U_{;k} \delta^i_\gamma + \delta^\mu_i \delta^k_\alpha \delta^\Lambda_\beta U_{;\mu} \gamma^{\Lambda \kappa} \gamma_{\kappa \Lambda} \right) \right] (\lambda)
\rightarrow \delta^\mu_i \delta^j_\alpha \delta^k_\beta U_{;j} (0)
\]
uniformly on \( M^3 \) as \( \lambda \rightarrow 0 \). Comparing components and substituting \( \epsilon^{\Lambda \mu} U_{;\mu}(\lambda) = N(\lambda) \), this gives in particular \( U_{;j}(\lambda) \rightarrow U_{;j}(0) \) uniformly on \( M^3 \) as \( \lambda \rightarrow 0 \). Normalization by \( U(\lambda) \rightarrow 0 \) as \( r(\lambda) \rightarrow \infty \) and \( U(0) \rightarrow 0 \) as \( r(0) \rightarrow \infty \) together with uniform convergence of the coordinates gives \( U(\lambda) \rightarrow U(0) \) uniformly on \( M^3 \) as \( \lambda \rightarrow 0 \). Normalization by \( U(\lambda) \rightarrow 0 \) as \( r(\lambda) \rightarrow \infty \) and \( U(0) \rightarrow 0 \) as \( r(0) \rightarrow \infty \) to together with uniform convergence of the coordinates gives \( U(\lambda) \rightarrow U(0) \) uniformly on \( M^3 \). This works as follows: Set \( u(\lambda, p) := U(\lambda)|_p - U(0)|_p \) for all \( \lambda \in (0, \varepsilon) \) and all \( p \in M^3 \). Then by the mean value theorem of calculus, we find
\[
|u(\lambda, p_1) - u(\lambda, p_2)| \leq \sup_{q \in M^3} |\partial_q u(\lambda, q)|
\]
for all \( p_1, p_2 \in M^3 \). With the help of the triangle inequality, this implies that
\[
\sup_{p \in M^3} |u(\lambda, p)| \leq \sup_{q \in M^3} |\partial_q u(\lambda, q)| + \lim_{r(\lambda)|_q \rightarrow \infty} |u(\lambda, q)| \rightarrow 0 \text{ as } \lambda \rightarrow 0.
\]
In other words, \( U(\lambda) \) converges uniformly to \( U(0) \) on \( M^3 \) as \( \lambda \rightarrow 0 \) again by Theorem 6.3.2. The explicit formulae for \( \gamma_{ij}(0) \) etc. follow from Theorem 6.2.15.

Before we go on to prove convergence of mass and its center under the Newtonian limit, we would like to mention that some of the above calculations have been performed in a similar manner but less rigorous on pp. 52ff in [Lot88] in the context of “time-orthogonal coordinates”. Asymptotic considerations, uniform convergence, and staticity have not been taken into account there.

### 6.4 The Newtonian Limit of Mass and its Center

This section is dedicated to proving two of the main theorems of this thesis, namely convergence of mass and center of mass under the static Newtonian limit. We begin by discussing the Newtonian limit of mass.

**The Newtonian Limit of Mass**

Let us quickly recall our considerations of the mass of a geometrostatic/pseudo-Newtonian system, adapting everything to the notation used in this chapter. If \( S = (E^3, 3g_{ij}, N, \rho, S_{ij}) \)
is a geometrostatic end, then its ADM-mass is denoted by $m_{\text{ADM}} = m_{\text{ADM}}(g_{ij})$. From Theorem 4.2.3 we know that this mass can be recovered by the quasi-local expression

$$m_{\text{ADM}} = m_{\text{PN}}(\Sigma) = \frac{1}{4\pi G} \int_{\Sigma} \frac{\partial U}{\partial \nu} \, d\sigma,$$

where $U$ is the associated pseudo-Newtonian potential, $\nu$ the outer unit normal and $d\sigma$ the surface measure, both with respect to the pseudo-Newtonian metric $\gamma_{ij}$. $\Sigma \subset \mathbb{R}^3$ is any smooth surface enclosing the support of the matter.

When we derived this expression in Section 4.2, we also gave an argument why the Newtonian mass $m_N = m_N(U)$ of a static isolated Newtonian system $(\mathbb{R} \times \mathbb{R}^3, s_{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T_{\alpha\beta}, \lambda)$ can be read off from the equivalent quasi-local expression

$$m_N = \frac{1}{4\pi G} \int_{\Sigma} \frac{\partial U}{\partial \nu} \, d\sigma.$$

This time, $U$ is the Newtonian potential of the system while $\nu$ and $d\sigma$ are the outer unit normal and surface element induced by the Euclidean metric. As above, $\Sigma \subset \mathbb{R}^3$ is any smooth surface enclosing the support of the matter.

Combining this in the frame of FT, we define the generalized pseudo-Newtonian mass of a static isolated end $(\mathbb{R} \times \mathbb{R}^3, s_{\alpha\beta}, t_{\alpha\beta}, \Gamma^\mu_{\alpha\beta}, T_{\alpha\beta}, \lambda)$ in FT by

$$m_{\text{PNFT}}(\gamma, U) := \frac{1}{4\pi G} \int_{\Sigma} \frac{\partial U}{\partial \gamma_{ij}} \, d\sigma_{\gamma},$$

with $\gamma_{ij}$ and $U$ the induced generalized pseudo-Newtonian metric and potential, respectively. As above, $\gamma_{ij}$ and $d\sigma_{\gamma}$ are the outer unit normal and surface element induced by the pseudo-Newtonian metric $\gamma_{ij}$. $\Sigma \subset \mathbb{R}^3$ is any smooth surface enclosing the support of the matter. Now, we trivially have $m_{\text{PNFT}}(\gamma, U) = m_N(U)$ for $\lambda = 0$. $m_{\text{PNFT}}(\gamma, U) = m_{\text{ADM}}(e^{-2U} \gamma)$ for $\lambda > 0$ follows from Theorem 4.2.3. In particular, the frame theoretical (generalized) pseudo-Newtonian mass is well-defined and independent of the chosen surface enclosing the support of the matter.

We now combine our results from Chapters 2, 3, 4, and 6 to prove the following theorem.

**Theorem 6.4.1** (Newtonian Limit of Mass Theorem). Let $\mathcal{F}(\lambda) := (\mathbb{R} \times \mathbb{R}^3, s_{\alpha\beta}(\lambda), t_{\alpha\beta}(\lambda), \Gamma^\mu_{\alpha\beta}(\lambda), T^{\alpha\beta}(\lambda), \lambda)$ be a family of static isolated ends in frame theory parametrized by $\lambda \in (0, \varepsilon)$ for some $\varepsilon > 0$ and let $\mathcal{F}(0) := (\mathbb{R} \times \mathbb{R}^3, s_{\alpha\beta}(0), t_{\alpha\beta}(0), \Gamma^\mu_{\alpha\beta}(0), T^{\alpha\beta}(0), 0)$ be a static isolated system of FT with global Cartesian coordinates $(x^k(0))$. Assume that there exist global asymptotically flat systems of coordinates $(x^k(\lambda))$ for $\mathcal{F}(\lambda)$ converging to $(x^k(0))$ uniformly on $M^3$ as $\lambda \to 0$. Let $\gamma_{ij}(\lambda), \gamma_{ij}(\lambda), \gamma_{ij}(0), U(\lambda),$ and $U(0)$ denote the physical and pseudo-Newtonian metrics and potentials of $\mathcal{F}(\lambda)$ and $\mathcal{F}(0)$, respectively. Then

$$m_{\text{ADM}}(\gamma_{ij}(\lambda)) = m_{\text{PNFT}}(\gamma(\lambda), U(\lambda)) \to m_{\text{PNFT}}(\gamma(0), U(0)) = m_N(U(0))$$

as $\lambda \to 0$. 
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Proof. The equation on the left hand side follows from Theorem 4.2.3 combined with the consistency statements in Proposition 6.1.2 and Theorems 6.2.13 and 6.2.15. The equation on the right hand side follows from the divergence theorem argument explained above Theorem 4.2.3 as well as from the same consistency assertions.

So let us now discuss the remaining Newtonian limit argument. Choose any smooth surface \( \Sigma \subset E^3 \) enclosing the support of the matter. By definition, we have

\[
m_{\text{PNFT}}(\gamma, U) = \frac{1}{4\pi G} \int_{\Sigma} \frac{\partial U}{\partial \nu} \, d\sigma_{\gamma}.
\]

By Theorem 6.3.3 we know that \( U(\lambda) \) and \( \gamma_{ij}(\lambda) \) converge uniformly to \( U(0) \) and \( \gamma_{ij}(0) \) as \( \lambda \to 0 \) in the given coordinates and on all of \( M^3 \). By definition of outer unit normal and surface element, uniform convergence of \( \gamma_{ij}(\lambda) \) to \( \gamma_{ij}(0) \) implies uniform convergence of \( \gamma\nu(\lambda) \) and \( d\sigma_{\gamma}(\lambda) \) to \( \delta\nu \) and \( d\sigma_{\delta} \), respectively. As \( \Sigma \) is compact and the convergence is uniform, we are done with the proof of this theorem (implicitly using a partition of unity argument to cater for \( d\sigma \)).

The Newtonian Limit of the Center of Mass

For our proof of convergence of the center of mass under the Newtonian limit, we would like to proceed just as in the proof of convergence of mass. However, there is a new difficulty, here, namely the fact that the center of mass is a vector and thus depends on the chosen system of asymptotically flat coordinates. We remind the reader that we have established the quasi-local formula for the center of mass in wave harmonic coordinates, only (or, equivalently, \( \gamma \)-harmonic coordinates by Lemma 3.1.3). This was due to the Green’s formula trick we have used where we needed to force \( \gamma \triangle x^k = 0 \). We thus have to assume more specific coordinate conditions in the theorem corresponding to the Newtonian limit of mass theorem 6.4.1.

Moreover, recall that we made the additional assumption that the fall-off rate \( \tau \) should be strictly larger than one half when dealing with the center of mass. We needed this assumption in order to ensure equivalence of the different concepts of center of mass introduced in Chapter 2.

With the same notation as in the above subsection, we recall that the pseudo-Newtonian center of mass of a geometrostatic end \( S = (E^3, \gamma_{ij}, N, \rho, S_{ij}) \) with non-vanishing ADM-mass \( m := m_{\text{ADM}}(\gamma_{ij}) \) was defined as

\[
z_{PN}^k(\Sigma) := \frac{1}{4\pi Gm} \left( \int_{\Sigma} \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) \, d\sigma
\]

in wave harmonic asymptotically flat coordinates \( (x^k) \). As above, \( U \) and \( \gamma_{ij} \) are the associated pseudo-Newtonian potential and metric while \( \nu \) and \( d\sigma \) are the induced outer unit normal and surface element, respectively. \( \Sigma \subset E^3 \) is again a smooth surface enclosing the support of the matter. We have seen in Proposition 4.3.3 that the pseudo-Newtonian center of mass is independent of the specific surface.
We recall furthermore that Theorem 4.3.5 states that (under the assumptions described there or above) the well-known centers of mass introduced in Chapter 2 agree for geometrostatic systems. Moreover, they all coincide with the pseudo-Newtonian center of mass:

\[ \tilde{z}_{\text{PN}}(\Sigma) = \tilde{z}_{\text{ADM}}(e^{-2M_U} \gamma) = \tilde{z}_A(e^{-2M_U} \gamma, e^{M_U}) = \tilde{z}_{\text{CMC}}(e^{-2M_U} \gamma) = \tilde{z}_I(e^{-2M_U} \gamma). \]

In Section 4.3, we have seen that a similar statement is true for static isolated Newtonian systems \((E^3, U, \rho)\). If the Newtonian mass \(m := m_N(U)\) does not vanish, the Newtonian center of mass can be calculated from the quasi-local formula

\[ z_k^N(U) = \frac{1}{4\pi Gm} \left( \int_\Sigma \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) d\sigma, \]

where now \(\nu\) and \(d\sigma\) correspond to the Euclidean metric and \((z^k)\) are Cartesian coordinates. We have seen in Section 4.3 that this formula is independent of the specific surface enclosing the support of the matter.

Unifying these definitions in frame theory, we define the \textit{generalized pseudo-Newtonian center of mass of a static isolated end} \((\mathbb{R} \times E^3, s^{\alpha\beta}, t_{\alpha\beta}, \Gamma_{\alpha\beta}^\mu, T^{\alpha\beta}, \lambda)\) in FT with non-zero mass \(m := m_{\text{PNFT}}(\gamma, U)\) by

\[ z_{\text{PNFT}}^k(\gamma, U) := \frac{1}{4\pi Gm} \left( \int_\Sigma \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) d\sigma, \]

with \(\gamma_{ij}\) and \(U\) the induced generalized pseudo-Newtonian metric and potential, respectively. As above, \(\nu\) and \(d\sigma\) are the induced outer unit normal and surface element and \(\Sigma\) is any smooth surface enclosing the support of the matter.

We have \(z_{\text{PNFT}}^k(\gamma, U) = z_N^k(U)\) for \(\lambda = 0\) by Green’s formula. \(z_{\text{PNFT}}^k(\gamma, U) = z_{\text{CMC}}^k(e^{-2M_U} \gamma) = z_{\text{ADM}}^k(e^{-2M_U} \gamma) = z_A^k(e^{-2M_U} \gamma, e^{M_U})\) for \(\lambda > 0\) follows from Theorem 4.3.5. In particular, the frame theoretical \(\text{(generalized)}\) pseudo-Newtonian center of mass is well-defined and independent of the chosen surface enclosing the support of the matter.

We can now formulate and prove the final theorem of this thesis.

**Theorem 6.4.2** (Newtonian Limit of Center of Mass Theorem). Let \(k \in \mathbb{N}, k \geq 3, \tau > 1/2\) such that \(-\tau\) is non-exceptional. Let \(\mathcal{F}(\lambda) := (\mathbb{R} \times E^3, s^{\alpha\beta}(\lambda), t_{\alpha\beta}(\lambda), \Gamma_{\alpha\beta}^\mu(\lambda), T^{\alpha\beta}(\lambda), \lambda)\) be a family of \((k, \tau)\)-static isolated ends in frame theory parametrized by \(\lambda \in (0, \varepsilon)\) for some \(\varepsilon > 0\) and let \(\mathcal{F}(0) := (\mathbb{R} \times E^3, s^{\alpha\beta}(0), t_{\alpha\beta}(0), \Gamma_{\alpha\beta}^\mu(0), T^{\alpha\beta}(0), 0)\) be a \((k, \tau)\)-static isolated system of FT with global Cartesian coordinates \((x^k(0))\). Assume that there exist global wave harmonic \((k, \tau)\)-asymptotically flat systems of coordinates \((x^k(\lambda))\) for \(\mathcal{F}(\lambda)\) converging to \((x^k(0))\) uniformly on \(M^3\) as \(\lambda \to 0\). Let \(\gamma_{ij}(\lambda), N(\lambda), \gamma_{ij}(0), U(\lambda), U(0)\) denote the physical and pseudo-Newtonian metrics and potentials of \(\mathcal{F}(\lambda)\) and \(\mathcal{F}(0)\), respectively. Finally, assume that \(m_{\text{PNFT}}(\gamma(\lambda), U(\lambda))\) and \(m_{\text{PNFT}}(\gamma(0), U(0))\) are non-vanishing. Then

\[ \tilde{z}_{\text{ADM}}(\gamma(\lambda)) = \tilde{z}_A(\gamma(\lambda), N(\lambda)) = \tilde{z}_{\text{CMC}}(\gamma(\lambda)) = \tilde{z}_I(\gamma(\lambda)) = \tilde{z}_{\text{PNFT}}(\gamma(\lambda), U(\lambda)) \]

\[ \to \tilde{z}_{\text{PNFT}}(\gamma(0), U(0)) = \tilde{z}_N(U(0)) \in \mathbb{R}^3 \]

as \(\lambda \to 0\).
6 The Newtonian Limit

Proof. The equations on the left hand side follow from Theorem 4.3.5 combined with the consistency statements in 6.1.2, 6.2.13, and 6.2.15. The equation on the right hand side follows from the Green’s formula argument explained before Theorem 4.3.5 as well as from the same consistency statements.

The interesting part is Newtonian limit claim. To prove this claim, choose any smooth surface $\Sigma \subset \mathbb{E}^3$ enclosing the support of the matter. By definition, we have

$$
\zeta_{PNFT}^{k}(\gamma, U) = \frac{1}{4\pi G m_{PNFT}(\gamma, U)} \left( \int_{\Sigma} \frac{\partial U}{\partial \nu} x^k - U \frac{\partial x^k}{\partial \nu} \right) d\sigma_{\gamma}
$$

as all involved coordinates are wave harmonic and asymptotically flat. We proceed as in the proof of the Newtonian limit of mass theorem 6.4.1. There are four “new” steps here: The first one is to observe that the coordinate functions $x^k(\lambda)$ uniformly converge to $x^k(0)$ by assumption. Secondly, the expression $\frac{\partial x^k}{\partial \nu}$ can be reformulated to give

$$
\frac{\partial x^k}{\partial \nu}(\lambda) = \gamma^k(\lambda) \rightarrow \gamma^k(0) = \frac{\partial x^k}{\partial \nu}(0)
$$

uniformly on $M^3$ as $\lambda \rightarrow 0$ by uniform convergence of $\gamma_{ij}$. From Theorem 6.3.3, we know directly that $U(\lambda)$ converges uniformly to $U(0)$ on $M^3$ and the only remaining step is to quote Theorem 6.4.1 to ensure convergence of $m_{PNFT}(\gamma(\lambda), U(\lambda)) \rightarrow m_{PNFT}(\gamma(0), U(0))$ as $\lambda \rightarrow 0$. Now conclude as in Theorem 6.4.1 that compactness of $\Sigma$ and uniformity of the convergence ensure the desired convergence. \qed
“Si enim fallor, sum. Nam qui non est, utique nec falli potest.”

Selbst wenn ich mich täusche, bin ich. Denn wer nicht ist, kann sich auch nicht täuschen.

Aurelius Augustinus (354-430), Vom Gottesstaat 11,26
Bibliography

[ABR92] Sheldon Axler, Paul Bourdon, and Wade Ramey, *Harmonic Function Theory*, Graduate Texts in Mathematics, Springer, New York, 1992.

[ADM61] Richard Arnowitt, Stanley Deser, and Charles W. Misner, *Coordinate Invariance and Energy Expressions in General Relativity*, Phys. Rev. 122 (1961), no. 3, 997–1006.

[AF05] Robert A. Adams and John J. F. Fournier, *Sobolev Spaces*, 2 ed., Elsevier, 2005.

[AH78] Abhay Ashtekar and Rolf Hansen, *A unified treatment of null and spatial infinity in general relativity. I. Universal structure, asymptotic symmetries, and conserved quantities at spatial infinity*, J. Math. Phys. 19 (1978), 1542–1567.

[And99] Michael T. Anderson, *Scalar Curvature, Metric Degenerations and the Static Vacuum Einstein Equations on 3-manifolds, I*, Geom. and Funct. Analysis 9 (1999), no. 5, 855–967.

[And00] ——, *On the Structure of Solutions to the Static Vacuum Einstein Equations*, Ann. Henri Poincaré 1 (2000), no. 6, 995–1042.

[Bäc08] Thomas Bäckdahl, *Multipole Moments of Stationary Spacetimes*, Ph.D. thesis, Linköping, 2008.

[Bar86] Robert Bartnik, *The Mass of an Asymptotically Flat Manifold*, Communications on Pure and Applied Mathematics 39 (1986), 661–693.

[Bar89] ——, *New definition of quasilocal mass*, Phys. Rev. Lett. 62 (1989), 2346–2348.

[Bar95] ——, *Energy in General Relativity*, International Press (1995), 5–27.

[Bar02] ——, *Mass and 3-metrics of non-negative scalar curvature*, Proceedings of the ICM 2002 (Li Tatsien, ed.), vol. II, 2002, pp. 231–240.

[BC97] Robert Beig and Piotr Chruściel, *Killing initial data*, Class. Quantum Grav. 14 (1997), A83–A92.

[Bei78] Robert Beig, *Arnowitt-Deser-Misner Energy and g00*, Phys. Letters 69A (1978), no. 3, 153–155.
[Bei80] ———, *The Static Gravitational Field near Spatial Infinity I*, Gen. Rel. Grav. 12 (1980), no. 6, 439–451.

[Bei00] ———, *Multipole Moments of Static Spacetimes*, arXiv:gr-qc/0005048, 2000.

[Bek75] Jacob D. Bekenstein, *Positiveness of mass and the strong energy condition*, Intern. Theor. Phys. 13 (1975), no. 5, 317–321.

[BI04] Robert Bartnik and Jim Isenberg, *The Constraint Equations*, The Einstein Equations and the Large Scale Behavior of Gravitational Fields (Piotr Chruściel and Helmut Friedrich, eds.), 2004.

[BK09] Jiří Bičák and David Kofroň, *The Newtonian limit of spacetimes for accelerated particles and black holes*, Gen. Relativ. Gravit. (2009), no. 41, 153172.

[BL07] Hubert L. Bray and Dan A. Lee, *On the Riemannian Penrose inequality in dimension less than 8*, arXive, 2007.

[Bra01] Hubert L. Bray, *Proof of the Riemannian Penrose Inequality using the Positive Mass Theorem*, Journal of Differential Geometry 59 (2001), 177–267.

[Bra02] ———, *Black Holes, Geometric Flows, and the Penrose Inequality in General Relativity*, Notices of the AMS 49 (2002), no. 11, 1372–1381.

[BS80a] Robert Beig and Walter Simon, *Proof of a Multipole Conjecture due to Geroch*, Commun. Math. Phys. 78 (1980), 75–82.

[BS80b] ———, *The Stationary Gravitational Field near Spatial Infinity*, Gen. Rel. Grav. 12 (1980), no. 12, 1003–1013.

[BS81] ———, *On the multipole expansion for stationary space-times*, Proc. R. Soc. Lond. A 376 (1981), 333–341.

[BT06] Robert Bartnik and Paul Tod, *A Note on Static Metrics*, Class. Quantum Grav. 23 (2006), no. 2, 569.

[Car23] Élie Cartan, *Sur les variétés à connexion affine et la théorie de la relativité généralisée*, Ann. Sci. Ecole Norm. Sup. 40 (1923), 325–412.

[CBJWJ80] Yvonne Choquet-Bruhat and Jr. James W. Jork, *The Cauchy Problem*, General Relativity and Gravitation. One Hundred Years after the Birth of Albert Einstein. (Alan Held, ed.), Plenum Press, 1980, pp. 99–172.

[CG04] Piotr Chruściel and Gregory Galloway, *A poor man’s positive energy theorem*, Class. Quantum Grav. 21 (2004), no. 9, L59–L63.

[Chr88] Piotr T. Chruściel, *On the invariant mass conjecture in general relativity*, Communications in Mathematical Physics 120 (1988), 233–248.

[Chr06] Piotr T. Chruściel, *Lectures on Mathematical Relativity*, Beijing, July 2006.
Bibliography

[CK93] Demetrios Christodoulou and Sergiu Klainerman, *The Global Nonlinear Stability of Minkowski Space*, Princeton Math. Series, vol. 41, Princeton Univ. Press, 1993.

[Cot04] Spiros Cotsakis, *Global Hyperbolicity of Sliced Spaces*, Gen. Rel. Grav. 36 (2004), no. 5, 1183–1188.

[CP11] Justin Corvino and Daniel Pollack, *Scalar Curvature and the Einstein Constraint Equations*, arxiv:1102.5050v1, 2011.

[CS06] Justin Corvino and Richard M. Schoen, *On the Asymptotics for the vacuum Einstein Constraint Equations*, J. Diff. Geom. 73 (2006), 185–217.

[CVE01] Clarissa-Marie Claudel, Kumar Shwetketu Virbhadra, and George F. R. Ellis, *The Geometry of Photon Surfaces*, J. Math. Phys. 42 (2001), no. 2, 818–839.

[CW08] Justin Corvino and Haotian Wu, *On the center of mass of isolated systems*, Class. Quantum Grav. 25 (2008), 1–18.

[CY88] Demetrios Christodoulou and Shing-Tung Yau, *Some Remarks on the Quasi-Local Mass*, Contemporary Mathematics 71 (1988), 9–14.

[Daf09] Mihalis Dafermos, *The wave equation on axisymmetric stationary black hole backgrounds*, arXiv:0901.4125v1, 2009.

[Dau89] Georg Dautcourt, *Cosmological Coriolis Fields in the Newton-Cartan Theory*, Gen. Rel. Grav. 22 (1989), no. 7, 765–769.

[EH91] Klaus Ecker and Gerhard Huisken, *Parabolic methods for the construction of spacelike slices of prescribed mean curvature in cosmological spacetimes*, Comm. Math. Phys. 135 (1991), 595–613.

[Ehl81] Jürgen Ehlers, *Über den Grenzwert der Einsteinschen Relativitätstheorie*, Grundlagenprobleme der modernen Physik (E.-W. Stachow, J. Nitsch, and J. Pfarr, eds.), B. I. Wissenschaftsverlag, 1981, pp. 65–84.

[Ehl86] ______, *On limit relations between, and approximate explanations of, physical theories*, Logic, Methodology and Philosophy of Science (R. Barcan Marcus, ed.), vol. VII, North Holland, 1986, pp. 387–403.

[Ehl89] ______, *The Newtonian Limit of General Relativity*, Classical Mechanics and Relativity: Relationship and Consistency, Bibliopolis, 1989, pp. 95–106.

[Ehl97] ______, *Examples of Newtonian limits of relativistic spacetimes*, Comm. Quantum Grav. 14 (1997), A119–A126.

[Ehl07] ______, *General Relativity*, 2007, lecture notes.

[Ein05] Albert Einstein, *Zur Elektrodynamik bewegter Körper*, Annalen der Physik 17 (1905), 891921.
[Eva98] Lawrence C. Evans, *Partial differential equations*, Graduate Studies in Mathematics, vol. 19, AMS, 1998.

[Ger70a] Robert Geroch, *Multipole Moments. I. Flat Space*, J. Math. Phys. **11** (1970), no. 8, 1955–1961.

[Ger70b] ———, *Multipole Moments. II. Curved Space*, J. Math. Phys. **11** (1970), no. 8, 2580–2588.

[Ger72] ———, *Structure of the Gravitational Field at Spatial Infinity*, J. Math. Phys. **13** (1972), 956.

[Ger73] ———, *Energy Extraction*, Ann. N.Y. Acad. Sci. **224** (1973), 108–117.

[GT70] David Gilbarg and Neil S. Trudinger, *Elliptic partial differential equations of second order*, 2 ed., Springer, 1970.

[Han74] Rolf Hansen, *Multipole moments of stationary spacetimes*, J. Math. Phys. **15** (1974), no. 1, 46.

[Haw68] Stephen W. Hawking, *Gravitational radiation in an expanding universe*, J. Math. Phys. **9** (1968), 598–604.

[HE08] Stephen W. Hawking and George F. R. Ellis, *The large scale structure of space-time*, Cambridge Monographs on Mathematical Physics, Camb. Univ. Press, 2008.

[Heb91] Emmanuel Hebey, *Sobolev Spaces on Riemannian Manifolds*, Springer, Berlin, 1991.

[Hei95] Uwe Heilig, *On the existence of rotating stars in general relativity*, Comm. Math. Phys. **166** (1995), no. 3, 457–493.

[Heu91] Harro Heusler, *Gewöhnliche Differentialgleichungen*, 2 ed., Teubner, 1991.

[Heu96] Markus Heusler, *Black Hole Uniqueness Theorems*, Cambridge Lecture Notes in Physics, Camb. Univ. Press, 1996.

[HI02] Gerhard Huisken and Tom Ilmanen, *Energy Inequalities for Isolated Systems and Hypersurfaces Moving by their Curvature*, Proceedings of the 16th International Conference on General Relativity and Gravitation (Nigel T. Bishop and Sunil D. Maharaj, eds.), World Scientific, 2002, pp. 162–173.

[Hua08] Lan-Hsuan Huang, *Foliations by Stable Spheres with Constant Mean Curvature for Isolated Systems with general Asymptotics*, Comm. Math. Phys. **300** (2008), no. 2, 331–373.

[Hua10] ———, *On the center of mass of isolated systems with general asymptotics*, Class. Quant. Grav. **26** (2010), no. 1, 015012.
Bibliography

[Hui98] Gerhard Huisken, *Geometric concepts for the mass in General Relativity*, 1998, lecture notes.

[Hui09] ______, *The Isoperimetric Mass in General Relativity*, personal communication, 2009.

[HY96] Gerhard Huisken and Shing-Tung Yau, *Definition of Center of Mass for Isolated Physical Systems and Unique Foliations by Stable Spheres with Constant Mean Curvature*, Invent. Math. 124 (1996), 281–311.

[IS75] Ed Ihrig and Dipak Kumar Sen, *Uniqueness of timelike killing vector fields*, Ann. Inst. H. Poincar Sect. A 23 (1975), no. 3, 297–301.

[Isr67] Werner Israel, *Event Horizons in Static Vacuum Space-Times*, Phys. Rev. 164 (1967), no. 5, 1776–1779.

[JG10] José Luis Jaramillo and Eric Gourgoulhon, *Mass and Motion in General Relativity*, Mass and Angular Momentum in General Relativity (Luc Blanchet, Alessandro Spallicci, and David B. Whiting, eds.), Fundamental Theories of Physics, vol. 162, Springer, 2010.

[KM95] Daniel Kennefick and Niall Ó Murchadha, *Weakly decaying asymptotically flat static and stationary solutions to the Einstein equations*, Class. Quantum Grav. 12 (1995), no. 1, 149.

[Kom59] Arthur Komar, *Covariant Conservation Laws in General Relativity*, Physical Review 113 (1959), no. 3, 934–936.

[Kom63] ______, *Positive-Definite Energy Density and Global Consequences for General Relativity*, Physical Review 129 (1963), no. 4, 1873–1876.

[Kun81] Prasun Kundu, *On the analyticity of stationary gravitational fields at spatial infinity*, J. Math. Phys. 22 (1981), no. 9, 2006–2011.

[Lee97] John M. Lee, *Riemannian Manifolds, An Introduction to Curvature*, Graduate Texts in Mathematics, Springer, 1997.

[Lee03] ______, *Introduction to Smooth Manifolds*, Graduate Texts in Mathematics, Springer, 2003.

[Lee09] Dan A. Lee, *On the Near-Equality Case of the Positive Mass Theorem*, Duke Mathematical Journal 148 (2009), 63–80.

[Lic55] André Lichnerowicz, *Théories Relativistes de la Gravitation et de L’électromagnétisme*, Masson, Paris, 1955.

[Lis05] Bernhard List, *Evolution of an extended Ricci ow system*, Ph.D. thesis, FU Berlin, 2005.
Bibliography

[Lot88] Martin Lottermoser, "Über den Newtonschen Grenzwert der Allgemeinen Relativitätstheorie und die relativistische Erweiterung Newtonscher Anfangsdaten," Ph.D. thesis, Albert-Einstein Institut, 1988.

[Lot92] Martin Lottermoser, "A convergent post-Newtonian approximation for the constraint equations in general relativity," Ann. Inst. Henri Poincaré 57(3) (1992), 279–317.

[LP87] John M. Lee and Thomas H. Parker, The Yamabe problem, Bull. Amer. Math. Soc. 17 (1987), 37–91.

[McO79] Robert McOwen, The Behavior of the Laplacian on Weighted Sobolev Spaces, Comm. Pur. Appl. XXXII (1979), 783–795.

[Met04] Jan Metzger, Blätterungen asymptotisch flacher Mannigfaltigkeiten durch Flächen vorgeschriebener mittlerer Krümmung, Ph.D. thesis, Universität Tübingen, 2004.

[Met07] Jan Metzger, "Foliations of asymptotically flat 3-manifolds by 2-surfaces of prescribed mean curvature," J. Differential Geom. 77 (2007), no. 2, 201–236.

[Mon75] Vincent Moncrief, Spacetime symmetries and linearization of the Einstein equations, J. Math. Phys. 16 (1975), 493–498.

[Mur86] Niall Ó Murchadha, Total energy momentum in general relativity, Journal of Mathematical Physics 27 (1986), no. 8, 2111–2128.

[Oli07] Todd Oliynyk, The Newtonian Limit for Perfect Fluids, Comm. Math. Phys. 276 (2007), 131–188.

[OS09] Todd Oliynyk and Bernd Schmidt, Existence of families of spacetimes with a Newtonian Limit, Gen. Rel. and Grav. 42 (2009), 2093–2111.

[PR84] Roger Penrose and Wolfgang Rindler, Spinors and space-time, Vol. 1: Two-spinor calculus and relativistic fields, Cambridge Monographs on Mathematical Physics, Cambridge University Press, Cambridge; New York, 1984.

[PR86] Roger Penrose and Wolfgang Rindler, Spinors and space-time, Vol. 2: Spinor and twistor methods in space-time geometry, Cambridge Monographs on Mathematical Physics, Cambridge University Press, Cambridge; New York, 1986.

[Rei10] Martín Reiris, Stationary solutions and asymptotic flatness, arXiv:1002.1172, 2010.

[Ren92a] Alan D. Rendall, On the definition of post-newtonian approximations, Proc. R. Soc. Lomd. 438 (1992), 341–360.

[Ren92b] Alan D. Rendall, The initial value problem for a class of general relativistic fluid bodies, J. Math. Phys. 33 (1992), no. 3, 1047–1053.
Bibliography

[Ren94] The Newtonian limit for asymptotically flat solutions of the Vlasov-Einstein system, Comm. Math. Phys. 163 (1994), 83–112.

[Ren08] Partial Differential Equations in General Relativity, Oxford Graduate Texts in Mathematics, no. 16, Oxford University Press, 2008.

[Rin09] Hans Ringström, The Cauchy Problem in general Relativity, Lectures in Mathematics and Physics, European Mathematical Society, Zürich, 2009.

[RR92] Gerhard Rein and Alan D. Rendall, The Newtonian Limit of the spherically symmetric Vlasov-Einstein system, Comm. Math. Phys. 150 (1992), 585–591.

[RT74] Tullio Regge and Claudio Teitelboim, Role of surface integrals in the hamiltonian formulation of general relativity, Annals of Physics 88 (1974), no. 1, 286 – 318.

[Sán05] Miguel Sánchez, On the Geometry of Static Space-Times, Nonlinear Analysis 63 (2005), e455–e463.

[SB83] Walter Simon and Robert Beig, The multipole structure of stationary space-times, J. Math. Phys. 24 (1983), no. 5, 1163–1171.

[Sch16] Karl Schwarzschild, Über das Gravitationsfeld eines Massepunktes nach der Einsteinschen Theorie, Sitzungsberichte der Königlich-Preussischen Akademie der Wissenschaften, Reimer, 1916, p. 189ff.

[Sci60] Dennis W. Sciama, The Physical Foundations of General Relativity, Science Study Series, Doubleday & Company, 1960.

[SS07] Miguel Sánchez and José M. M. Senovilla, A note on the uniqueness of global static decompositions, Class. Quantum Grav. 24 (2007), 6121–6126.

[SW77] Rainer K. Sachs and Hung-Hsi Wu, General Relativity for Mathematicians, Graduate Series in Mathematics, Springer, 1977.

[SY79] Richard M. Schoen and Shing-Tung Yau, On the Proof of the Positive Mass Conjecture in General Relativity, Comm. Math. Phys. 65 (1979), no. 1, 45–76.

[SY94] Lectures on Differential Geometry, Conference Proceedings and Lecture Notes in Geometry and Topology, Intern. Press., Mass., 1994.

[Sza09] László B. Szabados, Quasi-Local Energy-Momentum and Angular Momentum in General Relativity, Living Reviews in Relativity 12 (2009), no. 4, 9–151.

[Tod00] Paul Tod, Spatial Metrics Which are Static in Many Ways, Gen. Rel. Grav. 32 (2000), no. 10, 2079–2090.

[Wal84] Robert M. Wald, General Relativity, The University of Chicago Press, 1984.

[War83] Frank W. Warner, Foundations of Differentiable Manifolds and Lie Groups, Springer, 1983.
[Wil93] Thomas James Willmore, *Riemannian Geometry*, Oxford Science Publications, 1993.

[Ye96] Rugang Ye, *Foliation by Constant Mean Curvature Spheres on Asymptotically Flat Manifolds*, Geometric Analysis and the Calculus of Variations, Int. Press, Cambridge, 1996.

[Zei91] Eberhard Zeidler, *Applied Functional Analysis*, Springer, 1991, MA 46/63.

[zH70] Henning Müller zum Hagen, *On the analyticity of static vacuum solutions of Einstein’s equations*, Proc. Camb. Phil. Soc. 67 (1970), 415–421.
Index

\( \rho \), 64

abstract index notation, 7, 88
acceleration, 73, 74
achronal, 19
ADM-mass, 25
affine connection, 9
analytic at infinity, 49
associated 1-from, 95
associated \( \mathcal{H} \)-tensor field, 95
asymptotically flat, 22, 23, 40
asymptotically flat
manifold, 23
asymptotically Schwarzschildian, 28
asymptotically spherically round, 28

Bianchi identity
first, 10
second, 34, 92
bounded away from infinity, 23

Cartan connection, 9
Cartesian coordinates, 98
Cauchy problem, 19, 21
Cauchy surface, 19
causality constant, 90
center of gravity, 26
center of mass, 26, 27, 61, 68, 71
center of mass
ADM, 27
asymptotic, 43
CMC, 28
Huisken-Yau, 28
intrinsic, 30
Newtonian, 68
physical, 61
pseudo-Newtonian, 68, 109
Christoffel symbols, 5
chronal future, 19
CMC-surface, 28

Codazzi equation, 8
CoM, 26
conformally transformed metric, 35
connection
affine, 9
Levi-Cività, 5
symmetric, 9
torsion free, 9
conservation of matter equation, 91
constraint
energy, 20
Hamiltonian, 20
momentum, 20
convergence
pointwise, 101
uniform, 101, 102
coordinates
asymptotically flat, 23
at infinity, 23
harmonic, 7
isotropic, 36
wave harmonic, 7, 99
cotangent bundle, 5
curvature
endomorphism, 6, 9
extrinsic, 20
Ricci, 6
scalar, 6
decay rate, 23
defect tensor, 95
development, 21
development
globally hyperbolic, 21
maximal, 21
distribution, 8, 32
distribution
involutive, 8
tangent, 8
divergence, 6

divergence free, 91

domain of dependence, 19

domain of dependence
  future, 19
  past, 19

domain of infinity, 39

Einstein equations
  decomposed, 21
Einstein tensor, 20
Einstein’s equation, 19
Einstein’s summation convention, 5
enclose the support of the matter, 65
end, 22, 40
end
  asymptotically flat, 22, 23, 40
  pseudo-Newtonian, 58
  small, 40
energy, 24
energy conditions, 18
energy constraint, 20
energy functional, 74
energy-momentum tensor, 18, 91
equation of motion, 18
equations of pNG, 57
Euclidean metric, 35
Euclidean motion, 24
extension, 21
exterior region, 12, 22
extrinsic curvature, 20
extrinsic curvature
  generalized, 95
extrinsically round, 7

foliation, 8
force
  gravitational, 73
  pseudo-Newtonian, 75
frame theory, 89
frame theory
  mathematical model, 91
Frobenius’ theorem, 8, 32
FT, 89
Galilei coordinates, 98
Gauß-Bonnet theorem, 6
Gauß-curvature, 6
Gauß-equation, 7
geodesic equation, 74
gastrostatic system, 34
globally hyperbolic, 19
gradient, 6
gravitational constant, 19, 91
gravitational field, 89
Hamiltonian constraint, 20
harmonic
  at infinity, 15
  coordinates, 7
Hessian, 6
horizon, 38, 59, 72
hypersurface-orthogonal, 32, 94, 96
inextensible, 19
initial data set, 21
interior, 22
inverse metric
  generalized, 93
irrotational, 32
isolated systems, 22
Kelvin transform, 15, 49, 50
KID, 82
Killing horizon, 59, 72
Killing initial data, 82
Killing vector field, 11, 94
Killing vector field
  generalized, 94
  hypersurface-orthogonal, 32, 94
  in FT, 94
  irrotational, 32
Laplacian, 6
lapse function, 20, 97
leaf, 8
Leibniz rule
  for covariant derivatives, 9
  for Lie derivatives, 9
Levi-Cività connection, 5
Lie bracket, 6
Lie derivative, 9, 10
Index

Lie derivative
  of a connection, 10, 94
  of a tensor field, 9
  of a vector field, 9
lie in the class \( \mathcal{O}(\cdot) \), 14
lie in the class \( \mathcal{O}(\cdot) \)
  with \( l \) derivatives, 14

Mainardi identity, 20
mass, 24, 61, 63, 64, 71
mass
  ADM, 25
  Newtonian, 64
  physical, 61
  pseudo-Newtonian, 65, 107
  quasi-local, 24, 64
mass density, 18
mathematical model, 91
matter density, 91
matter tensor, 91
maximal solution, 39
mean curvature, 7
metric
  Euclidean, 35
  generalized, 93, 94
  pseudo-Newtonian, 57, 100
  Schwarzschild, 35
momentum, 18
momentum constraints, 20
momentum density, 18, 91
musical operations, 5, 89

Newton-Cartan theory, 89
Newtonian
  center of mass, 68
  mass, 64
  potential, 64
Newtonian gravity, 1
Newtonian limit, 102
Newtonian limit
  pointwise, 102
  static, 104
  uniform, 102
NG, 1
observer, 18
order of decay, 23
orthogonal complement, 93
outwards, 7
pNG, 57
positive mass theorem, 26
potential, 1
potential
  Newtonian, 1, 56, 64, 98
  pseudo-Newtonian, 57
  pseudo-Newtonian (generalized), 100
projection onto the orthogonal complement, 93
pseudo-compact, 39
pseudo-Newtonian
  center of mass, 68, 109
  end, 58
  gravity, 57
  mass, 65, 107
  metric, 57
  metric (generalized), 100
  potential, 57
  potential (generalized), 100
  system, 58
pull-back, 9
pull-back
  of a connection, 10
push-forward, 10
quasi-local, 64
quasi-local mass, 24
Regge-Teitelboim conditions, 27
relativistic, 18
Ricci curvature tensor, 6
Ricci tensor, 91
Riemannian curvature endomorphism, 90
Riemannian curvature endomorphism
  of a connection, 9
  of a pseudo-Riemannian metric, 6
  symmetry, 11
scalar curvature, 6
Schur’s lemma, 34, 92
Schwarzschild, 59

122
Schwarzschild
  lapse function, 36
  metric, 35
  pseudo-Newtonian metric, 60
  pseudo-Newtonian potential, 60
  solution, 60
second fundamental form, 7
second fundamental form
  generalized, 95
shift vector field, 20
slice, 6
solution
  maximal, 39
spacelike, 90
spacetime, 5, 6, 18, 89
spacetime
  asymptotically flat, 22
  relativistic, 18
  static, 32
spacetime incident, 19
spatial directions of an observer, 90
spatial metric, 89
spatial slice, 6
speed of light, 18, 19
standard static, 33, 97
standardized compact interior, 23
standardized compact interior
  non-trivial, 23
standardized exterior, 23
static, 32, 96
static
  mathematical model of FT, 96
static isolated system in FT, 98
static metric equations, 33
static metric equations
  pseudo-Newtonian, 57
stacity field, 99
stress, 18, 91
stress-energy tensor, 18
structure of infinity, 23
submanifold
  integral, 8
surface, 6
surface
  equipotential, 75
of equilibrium, 75, 76
surface of equilibrium
  Newtonian, 75
  relativistic, 76
system
  corresponding, 58
  geometrostatic, 34
  isolated, 22
  pseudo-Newtonian, 58
  relativistic, 18
  static isolated, 98
tangent distribution
  integrable, 8, 94
temporal metric, 89
tend to infinity, 23
test body, 73
test body
  constrained, 76
test particle, 73
time function, 19
time functional, 74
time orientable, 19
time slice, 96
timelike, 90
torsion field, 9
trace, 6
unit normal
  outward, 7
vacuum, 35, 38, 58
vacuum
  solution, 38
wave harmonic, 35, 99
wave operator, 6
weight function, 12
weight parameter
  exceptional, 14
  non-exceptional, 14
weighted Hölder inequality, 13
weighted Lebesgue space, 12, 13
weighted Sobolev inequality, 13
weighted Sobolev space, 13
List of Symbols

$(L^4, ds^2)$, 18
$+W^k_{-\tau}, 42$
$B_R$, 12, 22
$D(S)$, 19
$D^+(S)$, 19
$D^-(S)$, 19
$E$, 24
$E_R$, 12, 22
$G$, 19, 91
$H$, 7
$H_{lm}$, 49, 50, 53
$I, J, K$, 6
$I^+(q)$, 19
$J$, 18, 91
$K$, 6, 20
$L^4$, 89
$L^q_\varepsilon$, 12
$L^q_\varepsilon(E_R)$, 13
$L^q_\varepsilon(\mathbb{R}^n)$, 12
$M$, 36
$N$, 20, 97
$O(\mathbb{R}^n)$, 24
$S$, 18, 91
$T$, 18
$TM$, 6
$T^*M^n$, 5
$T^\alpha$, 91
$U$, 1, 56, 57, 98, 100
$W^k_{\varepsilon\alpha}$, 13
$W^k_{\varepsilon\alpha}(E_0)$, 13
$W^k_{\varepsilon\alpha}(\mathbb{R}^n)$, 13
$X^\perp$, 93
$Y_{lm}$, 49
$[\cdot, \cdot]$, 6
$\Gamma(B)$, 6
$\Pi_\alpha$, 93
$\text{Ric}_{\alpha\beta}$, 91
$\alpha, \beta, \gamma$, 6
$\delta$, 33, 35
$\gamma$, 7
$\tilde{L}_{\varepsilon\alpha}$, 13
$W^k_{\varepsilon\alpha}$, 13
$h$, 7
$\gamma_{ij}$, 35, 57
$\gamma_{ij\beta}$, 100
$3g^\alpha\beta$, 93
$3g^\beta$, 97
$\lambda$, 90
$|\cdot|_{A}$, 5
$D_{\alpha\beta}$, 95
$F$, 97, 102
$G$, 20
$H_{\alpha\beta}$, 95
$K[\cdot]$, 15
$O(\cdot)$, 14
$O(r^\alpha)$, 14
$S_{P,N}$, 58
$\mathcal{L}_X$, 9
$\mathcal{L}_X\nabla$, 10, 94
$\mathcal{L}_X$, 10
$\Sigma$, 9
$\Sigma_{\gamma}$, 60
$\mathcal{M}_{\gamma}$, 60
$3g$, 20, 97
$3g_{\alpha\beta}$, 94
$S_{g}$, 35
$m_Sg$, 35
$A\triangle$, 6
$A\Box$, 6
$A\Gamma$, 6
$A\text{Ric}$, 6
$A\text{Rm}$, 6, 9
$A\text{R}$, 6
$A\text{div}$, 6
$A\text{grad}$, 6
$A\nabla$, 5

124
| Symbol | Description | Page(s) |
|--------|-------------|---------|
| $^A\nabla^2$ | 6 |
| $^A\text{tr}$ | 6 |
| $S_N$ | 36 |
| $S_U$ | 60 |
| $m_S N$ | 36 |
| $m_S U$ | 60 |
| $\nabla$ | 9 |
| $\nu$ | 7 |
| $\nu(N)$ | 72 |
| $\omega_\alpha$ | 95 |
| $\rho$ | 18, 91 |
| $\tau$ | 15, 23 |
| $\theta^*$ | 9 |
| $\theta_\times$ | 10 |
| $\tilde{F}$ | 73, 75 |
| $\tilde{a}$ | 73, 74 |
| $\tilde{z}(S_{PN})$ | 61 |
| $\tilde{z}_{\text{ADM}}$ | 27 |
| $\tilde{z}_{A}$ | 43 |
| $\tilde{z}_{\text{CMC}}$ | 28 |
| $\tilde{z}_{HY}$ | 28 |
| $\tilde{z}_I$ | 30 |
| $\tilde{z}_N$ | 68 |
| $\tilde{z}_{PN}$ | 71 |
| $\tilde{z}_{PN}(\Sigma)$ | 68 |
| $c$ | 18, 19 |
| $d\mu_A$ | 6 |
| $d\mu_\delta$ | 12 |
| $d\sigma_A$ | 6 |
| $ds^2$ | 6 |
| $h$ | 7 |
| $h^2$ | 8 |
| $h_{\alpha\beta}$ | 95 |
| $i, j, k$ | 6 |
| $m$ | 24 |
| $m(S_{PN})$ | 61 |
| $m_N$ | 64 |
| $m_N(\Sigma)$ | 64 |
| $m_{PN}$ | 71 |
| $m_{PN}(\Sigma)$ | 65 |
| $s\alpha\beta$ | 89 |
| $t_{\alpha\beta}$ | 89 |
| $Rm_{\alpha\beta\gamma}^\mu$ | 90 |