Evolution of relative magnetic helicity

New boundary conditions for the vector potential
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\section*{ABSTRACT}

\textbf{Context.} For a better understanding of the dynamics of the solar corona, it is important to analyse the evolution of the helicity of the magnetic field. Since the helicity cannot be directly determined by observations, we have recently proposed a method to calculate the relative magnetic helicity in a finite volume for a given magnetic field, which however required the flux to be balanced separately on all the sides of the considered volume.

\textbf{Aims.} We developed a scheme to obtain the vector potential in a volume without the above restriction at the boundary. We studied the dissipation and escape of relative magnetic helicity from an active region.

\textbf{Methods.} In order to allow finite magnetic fluxes through the boundaries, a Coulomb gauge was constructed that allows for global magnetic flux balance. The property of sinusoidal function was used to obtain the vector potentials at the 12 edges of the considered rectangular volume extending above an active region. We tested and verified our method in a theoretical fore-free magnetic field model.

\textbf{Results.} We applied the new method to the former calculation data and found a difference of less than 1.2\%. We also applied our method to the magnetic field above active region NOAA 11429 obtained by a new photospheric-data-driven magnetohydrodynamics (MHD) model code GOEMHD3. We analysed the magnetic helicity evolution in the solar corona using our new method. We find that the normalized magnetic helicity ($H/\Phi$) is equal to $-0.038$ when fast magnetic reconnection is triggered. This value is comparable to the previous value ($-0.029$) in the MHD simulations when magnetic reconnection happened and the observed normalized magnetic helicity ($-0.036$) from the eruption of newly emerging active regions. We find that only 8\% of the accumulated magnetic helicity is dissipated after it is injected through the bottom boundary. This is in accordance with the Woltjer conjecture. Only 2\% of the magnetic helicity injected from the bottom boundary escapes through the corona. This is consistent with the observation of magnetic clouds, which could take magnetic helicity into the interplanetary space. In the case considered here, several halo coronal mass ejections (CMEs) and two X-class solar flares originate from this active region.
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\section{1. Introduction}

Magnetic helicity is a key geometrical parameter used to describe the structure of solar coronal magnetic fields (e.g. Berger 1999). Magnetic helicity in a volume $V$ can be determined as

\begin{equation}
H_M = \int_V \mathbf{A} \cdot \mathbf{B} dV,
\end{equation}

where $\mathbf{A}$ is a vector potential and $\mathbf{B}$ is magnetic field in this volume. Magnetic helicity $H_M$ is conserved in an ideal magnetoplasma (Woltjer 1958). As long as the overall magnetic Reynolds number is large, it is still approximately conserved, even in the case of relatively slow magnetic reconnection taking place (Taylor 1974; Berger & Field 1984). Since the vector potential $\mathbf{A}$ is not uniquely defined, $H_M$ is not gauge-invariant. The magnetic helicity in a volume has a well-determined value only when the magnetic field at the boundary is exclusively tangential, i.e. if $\mathbf{B} \cdot \mathbf{n}_S = 0$. On the other hand, Berger & Field (1984) have shown that in the case of boundaries open to magnetic flux penetration, relative magnetic helicity ($H_R$), given by the Finn-Antonsen (1985) formula

\begin{equation}
H_R = \int (\mathbf{A} + \mathbf{A}_p) \cdot (\mathbf{B} - \mathbf{P}) dV, \tag{2}
\end{equation}

is gauge-invariant if the magnetic field is chosen as a reference field such that $\mathbf{P} \cdot \mathbf{n}_S = \mathbf{B} \cdot \mathbf{n}_S$. It is customary to choose the potential field $(\nabla \times \mathbf{P} = 0)$ as the reference field. The concept of magnetic helicity has been successfully applied to characterize the solar coronal process and the solar dynamo to interpret solar observations and corona simulations. Chae (2001) calculate the relative helicity by applying the Fourier transform (FFT) approach to obtain vector potential and the local correlation tracking (LCT) to obtain the flow velocity to the Michelson Doppler Imager (MDI) data. Since then the helicity calculation method has been developed further (Démoulin & Berger 2003; Pariat et al. 2005; Schuck 2008) by improving the helicity density map and velocity tracking techniques. The analysis of...
magnetic helicity based on observations and simulations has also been developed in, for example the analysis of magnetic helicity injection in the course of flux emergence (Yang et al. 2009a; Liu et al. 2014), the correlation between helicity change and solar eruption (Zhang et al. 2008; Park et al. 2008; Yang et al. 2015), magnetic energy-helicity relation analysis in solar eruptions (Tziotziou et al. 2012), magnetic helicity distribution in different scales in the solar dynamo (Seehafer et al. 2003; Pipin & Pevtsov 2014), magnetic helicity estimation in the interplanetary magnetic cloud (Janvier et al., 2015), and testing the Taylor conjecture in quasi-ideal magnetohydrodynamics (MHD) simulations (Pariat et al. 2015). For a recent review of modelling and observations of magnetic helicity, see e.g. Démoûlin & Pariat (2009).

Although the magnetic helicity is conserved in the fast reconnection process in the close volume, the redistribution of magnetic helicity, i.e. helicity transport could still happen as it is strongly coupled with the magnetic energy release process. For example, the magnetic helicity exchange process has been found between neighbouring emerging active regions (Yang et al. 2009a). Thus, the correlation study between magnetic helicity distribution and evolution and solar eruption (Yang et al. 2009a) has been found between neighbouring emerging active regions (Yang et al. 2009a). The survey of LaBonte et al. (2015) found that magnetic helicity was 0.036 just before solar eruption happened (Yang et al. 2015), which is close to the simulation of NOAA 8210 and the theoretical prediction value of Zhang & Flyer (2008) only in a multipolar force-free magnetic field structure. However, whether this restriction on the flux balance. The method has already been applied in Valori et al. (2016), and it is the most accurate of the finite volume methods employing the Coulomb gauge.

We applied our new method to the magnetic field above active region NOAA 11429 as it was obtained by a photospheric-data-driven MHD model GOEMHD3 (Skála et al. 2015). In Sect. 2, we describe the restriction of vector potential in the previous paper. In Sect. 3, we present the new scheme to calculate the vector potentials on the six boundaries. In Sect. 4, we use a non-linear force-free magnetic field model (Low & Lou 1990) and a MHD simulation model to check our scheme. The summary and discussions are given in Sect. 5.

2. Restricted method to obtain $A_p$ and A at the boundaries

The computation of $H_B$ in Eq. (2) requires the knowledge of $A$, $A_p$, and P from the known B in the volume V. We adopt the Coulomb gauge for the vector potentials (see Sect. 2.2 in Yang et al. 2013 for details). Let us define a finite three-dimensional (3D) rectangular volume in Cartesian coordinates. The magnetic field $B(x, y, z)$ is given in this volume. The volume is restricted to $x = [0,l_x]$, $y = [0,l_y]$, and $z = [0,l_z]$.

In order to solve for the vector potentials, the boundary conditions must be specified. First, we obtain the values of $A_p$ and A on all six boundaries ($x = 0,l_x; y = 0,l_y; z = 0,l_z$). Taking the bottom boundary ($z = 0$) as an example, we define a new scalar function $\phi(x, y)$ that determines the vector potential $A_p$ of potential magnetic field $P$ corresponding to $B$ on this boundary as follows:

$$A_{px} = \frac{\partial \phi}{\partial y}, \quad A_{py} = \frac{\partial \phi}{\partial x}, \quad A_p|_{z=0} = 0.$$  (3)

According to the definition of the vector potential, the scalar function $\phi(x, y)$ satisfies the Poisson equation:

$$\Delta \phi(x, y) = B_y(x, y, z = 0).$$  (4)

In our previous work (Yang et al. 2013) we set the values of $\partial \phi / \partial n$ at the four edges of the plane $z = 0$ to zero in Eq. (4). As a consequence, the corresponding magnetic flux at the boundary also vanish according to Ampère’s law. The values of $A_p$ on the other five boundaries can be obtained in the same way. For the vector potential A at all boundaries, the same values are taken as for $A_p$. When the magnetic fluxes through the six boundaries are finite, we should calculate the values of vector potentials at the 12 edges of the 3D volume to obtain a Neumann boundary condition for the Poisson Eq. (4) at each side boundary. In the next section, we introduce a scheme to calculate the vector potentials at the 12 edges.

3. General method to obtain $A_p$ and A at the boundaries

In order to determine $A_p$, we define the magnetic flux $\Phi_i$ ($i = 1, ..., 6$) respectively at each side boundary ($z = 0$; $z = l_z$; $x = 0$; $x = l_x$; $y = 0$; $y = l_y$). The integrals of $\int A_p \cdot dl$ at the
12 edges are defined as $a_i$ ($i = 1, \ldots, 12$). The 12 integrals and the corresponding directions are depicted in Fig. 1. Applying Ampère’s law to the six boundaries independently, we obtain a linear system of equations for obtaining the integral value $a_i$

$$\mathbf{T} \mathbf{X} = \mathbf{F},$$  

where $\mathbf{F} = (\Phi_1, \Phi_2, \Phi_3, \Phi_4, \Phi_5, \Phi_6)^T$, $\mathbf{X} = (a_1, a_2, a_3, \ldots, a_{12})^T$, and $\mathbf{T}$ is a $6 \times 12$ matrix given by

$$
\begin{align*}
\mathbf{T} = & 
\begin{bmatrix}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\end{align*}
\tag{6}
$$

The six rows in this matrix are not linearly independent because the magnetic field is divergence-free and the sum of $\mathbf{F}$ through all six boundaries vanishes. Therefore, there are no unique solutions for the 12 integrals $a_i$. We use the freedom in the gauge to construct 12 independent equations to obtain unique solutions for $a_i$. We remove the last row of Eq. (6) and add another seven rows to define a new matrix $\mathbf{T'}$ to make sure the determinant of $\mathbf{T'}$ is not zero without limiting the validity of the solution for $a_i$. We choose the following seven rows to construct the new matrix $\mathbf{T'}$:

$$
\mathbf{T'} = 
\begin{bmatrix}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\tag{7}
$$

This choice for the lower seven rows of $\mathbf{T'}$ is not unique, but any influence on the gauge will be removed later. We can calculate that the determinant of $\mathbf{T'}$ does not vanish. According to Cramer’s rule, a unique solution of the new linear equation

$$\mathbf{T'} \mathbf{X} = \mathbf{F},$$  

can exist if $\mathbf{X} = (a_1, a_2, a_3, \ldots, a_{12})^T$ and $\mathbf{F'} = (\Phi_1, \Phi_2, \Phi_3, \Phi_4, \Phi_5, \Phi_6, 0, 0, 0, 0, 0, 0, 0)$T. Then we can obtain the integrals of $a_i$ at the 12 edges such that Gauss’s theorem applied to the Coulomb vector potentials in the volume $\mathbf{V}$ is satisfied. Since only the integral values $a_i$ are relevant in Eq. (3), the vector potentials at the 12 edges can be obtained representing the components of $\mathbf{A}_p$ in the following way:

$$
\begin{align*}
A_{px}(a_i) &= \frac{\pi a_i}{2L_x} \sin(\pi x/L_x), & i = 1, 3, 5, 7 \\
A_{py}(a_i) &= \frac{\pi a_i}{2L_y} \sin(\pi y/L_y), & i = 2, 4, 6, 8 \\
A_{pz}(a_i) &= \frac{\pi a_i}{2L_z} \sin(\pi z/L_z), & i = 9, 10, 11, 12
\end{align*}
\tag{9}
$$

It should be noted that such $\mathbf{A}_p$ by construction vanishes at the ends of every edge, i.e. at every corner of the box as required by Eq. (3). Now we solve the Poisson Eq. (4) to obtain $\mathbf{A}_p$ at the six boundaries. The vector potential $\mathbf{A}$ at the six boundaries is equal to $\mathbf{A}_p$. The following procedure corresponds to the Sects. 2.2 and 2.3 of Yang et al. (2013). Using the boundary conditions above, $\mathbf{A}_p$ and $\mathbf{A}$ in the volume are obtained by solving the Poisson and Laplace equations

$$\Delta \mathbf{A}_p = 0,$$  

everywhere in the volume if $\mathbf{A}_p$ satisfies the Coulomb gauge. The vector potential $\mathbf{A}$ of the original magnetic field $\mathbf{B}$ satisfies the Poisson equation

$$\Delta \mathbf{A} = -\mathbf{J},$$  

where $\mathbf{J} = \mu_0 \mathbf{J}$ denotes the current density. In order to remove numerical errors and imperfections in the gauge, we implement a projection method that removes violations of the solenoidal constraint in the volume. In particular, we introduce a solenoidal modification vector $\nabla \times \mathbf{M}$ satisfying the following condition:

$$\nabla \times (\nabla \times \mathbf{M}) = \mathbf{P} = \nabla \times \mathbf{A}_p,$$  

(12)

The components of $\mathbf{M}$ satisfy the three Poisson equations:

$$
\begin{align*}
\Delta \mathbf{M}_z &= (\nabla \times \mathbf{A}_p)_z - P_z, \\
\frac{\partial \mathbf{M}_z}{\partial z} &= 0, \\
\frac{\partial \mathbf{M}_y}{\partial y} &= 0, \\
\frac{\partial \mathbf{M}_x}{\partial x} &= 0
\end{align*}
\tag{13}
$$

Finally, in order to remove the residual errors in the solenoidal property of $\mathbf{A}_p$, we introduce a scalar field $\phi(x, y, z)$ which satisfies the following Poisson equation:

$$
\begin{align*}
\Delta \phi &= -\nabla \cdot \mathbf{A}_p, \\
\frac{\partial \phi}{\partial n} &= -\left(\nabla \times \mathbf{M}\right) \cdot \mathbf{n}
\end{align*}
\tag{14}
$$

After solving Eq. (14), we obtain a new modified vector potential $\mathbf{A}'_p$, which is represented as

$$\mathbf{A}'_p = \mathbf{A}_p + \nabla \times \mathbf{M} + \nabla \phi$$  

and in the same way, we can obtain the corrected vector potential $\mathbf{A}'$ just by replacing the right-hand side term of Eq. (13) as $\nabla \times \mathbf{A}' - \mathbf{B}$. Now we can calculate the relative helicity in the volume according to Eq. (1). As already mentioned when introducing $\mathbf{T}$, the choice of the lower seven rows of $\mathbf{T'}$ and the final seven elements of $\mathbf{F'}$ is not unique.
Table 1. Results of the new scheme applied to the analytical model of Low & Lou (1990).

| Side boundary | $\Phi_0^c$ | $\oint A_p \cdot dl^b$ | $\Phi^c$ |
|---------------|------------|----------------------|--------|
| $z = 0$       | $-3615.81$ | $-3615.92$          | $-3508.19$ |
| $z = l_z$     | $1461.13$  | $1460.92$           | $1490.70$ |
| $x = 0$       | $-1471.95$ | $-1472.53$          | $-1575.36$ |
| $x = l_x$     | $-1471.95$ | $-1472.77$          | $-1576.94$ |
| $y = 0$       | $4006.42$  | $4007.20$           | $4091.27$ |
| $y = l_y$     | $1068.27$  | $1093.10$           | $1070.95$ |
| **Total flux**| $-23.9037$ | $0.000610352$       | $-7.57971$ |

Notes. $^{(a)}$ Magnetic flux through the side boundaries of the analytical model. $^{(b)}$ The integral of $A_p \cdot dl$ taken along the edges of each side boundary. $^{(c)}$ Magnetic flux obtained by the solution described in Sect. 2 for each side boundary.

4. Testing the scheme

To test the new scheme for obtaining the vector potentials at the boundaries, we used the analytical non-linear force-free fields of Low & Lou (1990). We utilized the model labelled $P_{1,1}$ with $l = 0.3$ and $\Phi = \pi/2$ in the notation of their paper. We calculated the magnetic field on a uniform grid of $64 \times 64 \times 64$. We first calculated the magnetic fluxes $\Phi_0$ through the six boundaries and substituted it into Eq. (8) to obtain the integrals $a_i$ along the 12 edges of the 3D volume. Then we calculated $\Phi_0$ into Eq. (9) to obtain the boundary value to solve the Poisson Eq. (4) at the six boundaries. After we obtained $\Phi_0$, on the six boundaries, we calculated the magnetic fluxes $\Phi$ from the computed vector potential using the relation between the vector potential and the magnetic field: $\mathbf{B} \cdot \hat{n} = \nabla \times \mathbf{A}_p \cdot \hat{n}$. Table 1 represents the quantitative result after applying the above scheme. As can be seen in the table, the magnetic fluxes through the six boundaries calculated via our new scheme is actually better flux-balanced than the theoretical model. Such small errors are partly due to the fact that the total magnetic flux of the analytical model does not completely vanish. The total magnetic flux must be zero in the domain-decomposition approach. This allows us to investigate the long time evolution of the relative magnetic helicity in the solar corona both in ideal and non-ideal magnetohydrodynamics by the non-ideal magnetohydrodynamical phase triggered by the switching on of resistivity.

Figure 3 shows the evolution of the relative magnetic helicity, using our method to simulate the data from the application of GOEMHD3, to the evolution of AR 11429 on March 07, 2012 (Skála et al. 2015). The vertical dash-dotted line in Fig. 3 indicates the time ($t=1035s$) when fast reconnection started. Figure 3a depicts the evolution of relative magnetic helicity in the simulation box (solid line) and the accumulated relative helicity (dashed line) calculated using the helicity change rate Eq. (6) in the Yang et al. (2013). The surface integral in Eq. (6) of Yang et al. (2013) is extended to all six boundaries and the dissipative volume integral in Eq. (6) of Yang et al. (2013) is also included in the computation.

Figure 3b depicts the normalized magnetic helicity evolution ($H/\Phi^c$). We used two types of fluxes $\Phi$ as the normalized parameter. One is unsigned magnetic flux only through the bottom boundary (solid line in Fig. 3b), which is usually used in observations. The other is unsigned magnetic flux through the six side boundaries (dashed line in Fig. 3b). A value of $-0.038$ ($-0.025$) was reached after fast reconnection started while choosing unsigned magnetic flux through the bottom boundary (side boundaries) as the normalized parameter. The
Fig. 3. Relative magnetic helicity evolution calculation using the result of the GOEMHD3 simulation. The dash-dotted line represents the time when the fast reconnection started ($t = 1035s$). (a) Relative magnetic helicity in the simulation box (dashed line) and the accumulated relative helicity (solid line) sum of the helicity injection through the boundary and the dissipated in the volume helicity according to Eq. (6) in Yang et al. (2013). (b) Evolution of the normalized relative helicity, where the magnetic helicity is normalized by unsigned flux at the bottom boundary (solid line) and the six side boundaries (dashed line). (c) Injected magnetic helicity flux through the bottom boundary. (d) Injected magnetic helicity from the bottom boundary. (e) Magnetic helicity dissipation rate in the simulation box. (f) Magnetic helicity dissipation in the simulation box. (g) Magnetic helicity change rate escaped from the other five boundaries except the bottom boundary. (h) Magnetic helicity escaped from the upper five boundaries.
calculated normalized value $-0.039$ ($-0.026$) is consistent with the above simulation results if we substitute the two types of fluxes into the formula between the magnetic helicity and the magnetic flux from the observations of newly emerging active regions (Yang et al. 2009b)

$$\log \frac{\Delta H}{H_0} = a \log \frac{\Phi_m}{\Phi_0} + b,$$

where $a = 1.85$, $b = -0.41$, $H_0 = 10^{14}\text{Mx}^2$, and $\Phi_0 = 10^{23}\text{Mx}$, which describes the relation between the accumulated helicity $\Delta H$ and magnetic flux $\Phi_m$ for active regions. Figure 3c depicts the magnetic helicity flux through the bottom boundary into the solar corona. The total magnetic helicity flux is shown in Fig. 3d. We find that the negative magnetic helicity is injected into the Corona due to the subphotospheric plasma motion. The total injected helicity is $-8.5 \times 10^{12}\text{Mx}^2$. Figure 3e depicts the dissipation of magnetic helicity flux calculated as $-2 \int \mathbf{E} \cdot \mathbf{B} \, dV$. The helicity dissipation is enhanced due to fast magnetic reconnection, i.e. non-ideal magnetohydrodynamics. The integrated dissipated magnetic helicity flux is shown in Fig. 3f. We find that the sign of dissipation is positive, i.e. opposite to the helicity injected through the bottom boundary. The total magnetic helicity dissipation in the reconnection is $0.71 \times 10^{14}\text{Mx}^2$. We note that only 8% of the injected magnetic is dissipated. This reflects the fact that the magnetic helicity is approximately conserved during fast magnetic reconnection as pointed out by (Taylor 1974). Figure 3g depicts the magnetic helicity flux which escapes through the upper five boundaries. The total escaped magnetic helicity evolution is shown in Fig. 3h. We find that only $-0.16 \times 10^{12}\text{Mx}^2$ of the magnetic helicity flux escapes through the upper boundaries. This is 23% of the dissipated helicity flux ($0.71 \times 10^{12}\text{Mx}^2$, see Fig. 3f) and only 2% of the total injected magnetic helicity ($-8.5 \times 10^{12}\text{Mx}^2$, see Fig. 3d). We note that only the helicity flux through all six boundaries is gauge invariant, and that fluxes though individual boundaries have values that may change by changing gauge (Pariat et al. 2015). In the calculation of Fig. 3c-g at the separate boundary, we use the Coulomb gauge.

5. Summary and discussion

We propose a new generalized scheme to calculate the vector potential at the boundaries of a closed volume without the restrictions of the method applied in the previous paper (Yang et al. 2013). We verified the new method using an analytical theoretical force-free model magnetic field (Low & Lou 1990) and the simulated data in Yang et al. (2013). We also applied the new method to simulated coronal magnetic fields using the newly developed GOEMHD3 to investigate the magnetic helicity evolution of solar corona in the course of the evolution of AR11429.

We find that only 8% of the accumulated injected magnetic helicity is dissipated. This is consistent with the Taylor conjecture and also with the recent simulation results of Pariat et al. (2015). Only 2% of the magnetic helicity injected through the bottom boundary escapes to the solar wind. This shows that the magnetic helicity cannot efficiently escape. This may help us to understand the lack of magnetic clouds with considerable magnetic helicity in the interplanetary space (Janvier et al. 2015).

This is true even though several halo CMEs originated from the simulated active region AR11429.

Our simulation results further confirm that the absolute normalized magnetic helicity ($H/\Phi^2$) reaches 0.038 after the reconnection starts. It is interesting to note that recently an isolated and quickly decaying active region (NOAA 9729) was studied in detail as it passed across the solar disk. There was only one CME associated with that active region. This provided a good opportunity to investigate the consequences of a single CME after the injection of magnetic helicity to the solar corona. The absolute value of normalized magnetic helicity was 0.036 just after solar eruption happened (Yang et al. 2015). This is also similar to the obtained simulation results. A normalized helicity is one order of magnitude smaller than the value $-0.16$ ($-0.18$) obtained by the MHD simulation results of kink or torus instability of ideal MHD (Fan & Gibson 2007) when eruption happened. This might be due to the anomalous resistivity caused by the strong micro-turbulence and microscopic structures (Büchner & Elkina 2006) used in the GOEMHD3 model. The anomalous current dissipations allows the dissipation rate of magnetic energy to essentially increase following a global MHD instability (Büchner et al., in preparation).

Zhang et al. (2006) and Zhang & Flyer (2008) proposed that there is an upper bound of the total magnetic helicity that a force-free field can contain in a multipolar force-free magnetic field structure before eruption, which is very close to the value obtained above. However, the allowable level of helicity in a force-free field is only a sufficient condition for an eruption. A CME explosion may still occur even before this helicity limit is reached (Zhang et al. 2006). The upper-bound normalized magnetic helicity value clearly deviates for different magnetic structures in the theoretical force-free field model. For multipolar fields, the helicity upper bound can be 10 times smaller than that of a dipolar field (Zhang & Flyer 2008), but in our observations and simulation result, the normalized helicity reaches the same order when eruption happens. It is essential to investigate the evolution of magnetic helicity and energy using more observations and simulations in future studies.

Above all, after introducing a new scheme removing the former restriction on the magnetic flux through the boundaries, we can calculate the relative magnetic helicity of any magnetic field structure in Cartesian coordinates. In the observations, we could use a force-free extrapolation to obtain the 3D magnetic structure to analyse the evolution of relative magnetic helicity.
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