FACTORIZATION PROBLEM WITH INTERSECTION
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Abstract. We propose a generalization of the factorization method to the case when \( G \) is a finite dimensional Lie algebra such that \( G = G_0 \oplus M \oplus N \) (direct sum of vector spaces), where \( G_0 \) is a subalgebra in \( G \), \( M, N \) are \( G_0 \)-modules, and \( G_0 + M, G_0 + N \) are subalgebras in \( G \). In particular, we consider the case when \( G \) is a \( \mathbb{Z} \)-graded Lie algebra. Using this generalization, we construct some top-like systems related to the algebra \( so(3,1) \). According to the general scheme, these systems can be reduced to linear systems with variable coefficients. For the top-like systems polynomial first integrals and infinitesimal symmetries are found.
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1. Introduction

The classical factorization method \([1, 2, 3, 4]\) (another name is the Adler-Konstant-Symes scheme) allows to integrate the ODE system of the following special form:

\[
U_t = [U_+, U], \quad U(0) = U_0.
\]

(1)

Here \( U(t) \) is a \( G \)-valued function, where \( G \) is a Lie algebra, which is a direct sum of vector spaces \( G_+ \) and \( G_- \) being subalgebras in \( G \). By \( U_+ \) we denote the projection of \( U \) onto \( G_+ \). For simplicity we assume that \( G \) is embedded into the matrix algebra.

The solution of problem \((1)\) is defined by the formula

\[
U(t) = A(t)U_0A^{-1}(t).
\]

(2)

The matrix \( A(t) \) in \((2)\) is defined as a solution of the factorization problem

\[
A^{-1}B = \exp(-U_0t), \quad A \in G_+, \quad B \in G_-,
\]

(3)

where \( G_+ \) and \( G_- \) are the Lie groups of the algebras \( G_+ \) and \( G_- \), correspondingly. If \( G_- \) is an ideal, then the factorization problem can be solved explicitly: \( A = \exp((U_0)_+) \), \( B = A\exp(-U_0t) \). In the case when \( G_+ \) and \( G_- \) are algebraic groups, the conditions \( A \in G_+ \) and \( A\exp(-U_0t) \in G_- \) yield a system of algebraic equations. From this system the matrix \( A \) for small \( t \) is uniquely defined.

It was shown in \([1]\) by Golubchik and Sokolov that the classical factorization problem can be reduced to a system of linear ordinary differential equations with variable coefficients.

Moreover, in \([4]\) the factorization method was generalized to the case

\[
G = V_1 \oplus V_2,
\]

(4)

where \( V_1, V_2 \) are vector subspaces in \( G_+ \) and \( G_- \), correspondingly. It was shown that if

\[
[G_+ \cap G_-, V_i] \subset V_i, \quad i = 1, 2,
\]

(5)

then the integration of equation \((1)\), where \( \triangleright \) means the projection onto \( V_1 \) parallel to \( V_2 \), can be also reduced to solving of a system of linear ODEs with variable coefficients.

Recall the Golubchik-Sokolov construction. In \([4]\) the authors have considered a factorization problem with right logarithmic derivatives of \( A \) and \( B \):

\[
A^{-1}B = Z(t), \quad A_tA^{-1} \in V_1, \quad B_tB^{-1} \in V_2, \quad Z(0) = A(0) = B(0) = E,
\]

(6)

where \( V_i \) are vector spaces satifying \((4)\). Let \( U(t) = A(t)q(t)A^{-1}(t) \), where \( q(t) = -Z_tZ^{-1} \). It is easy to see that this function satisfies the following equation:

\[
U_t = [U_+, U] + Aq_tA^{-1}.
\]

(7)

Notice that if \( Z(t) = \exp(-U_0t) \) then \( q(t) = U_0, \quad q_0 = 0 \) and equation \((7)\) coincides with \((1)\). Thus, any solution of this factorization problem yields a solution of non-linear ODE \((1)\).
Consider now the following factorization problem:
\[ \alpha^{-1}\beta = Z(t), \quad \alpha^{-1}\alpha_t \in V_1, \quad \beta^{-1}\beta_t \in V_2, \quad Z(0) = \alpha(0) = \beta(0) = E. \] (8)

Here the both logarithmic derivatives are left. In general, this problem does not related to equations of the type. But it can be reduced to a linear equation with variable coefficients. Namely, in [4] have been introduced the linear mapping \( L(t) : V_1 \rightarrow V_1 \), defined by
\[ L(t)(v) = (Z^{-1}(t)vZ(t))_. \]

Since \( L(0) \) is the identity mapping, \( L(t) \) is invertible for small \( t \). It can be proved that the solution \( \alpha \) of the linear equation
\[ \alpha_t = -\alpha L^{-1}(t)((Z^{-1}Z)_t)_+, \quad \alpha(0) = E \] (9)

and the function
\[ \beta = \alpha Z(t), \] (10)
define the unique solution of the factorization problem (8).

The last step of the construction allows us to establish a link between the two factorization problems under additional condition (5). Namely, let \( V_1 \subset G_+ \), \( V_2 \subset G_- \), where \( G_+ \) and \( G_- \) are Lie subalgebras of the algebra \( G \) such that \( G_+ \cap G_- = G_0 \neq \{0\} \). Then the solutions of the factorization problems (6) and (8) satisfy the same factorization problem:
\[ A^{-1}B = Z(t), \quad A \in G_+, \quad B \in G_-, \quad A(0) = B(0) = E, \] (11)

where \( G_+ \) and \( G_- \) are the Lie groups of the algebras \( G_+ \) and \( G_- \). Since \( G_0 \neq \{0\} \), the solution of problem (11) is not unique. Let \( \alpha, \beta \) be the solution of the factorization problem (8). Because it also satisfies (11), all solutions of (11) are given by
\[ A = H\alpha, \quad B = H\beta, \quad H(0) = E, \] (12)

where \( H \) is an arbitrary element of the Lie group \( G_0 \) of the Lie algebra \( G_0 \).

In [4] it was shown that \( A, B \) satisfy the factorization problem (6) if \( H \) is the solution of the following linear equation:
\[ H_t = -H((\alpha_t\alpha^{-1})_+ + (\beta_t\beta^{-1})_+), \quad H(0) = E. \] (13)

Thus we solve equation (9) for \( \alpha \), find function \( \beta \) from (11) and solving equation (13), we determine the solution \( A, B \) of (6) from (12). Now we can find the solution of equation (9) by formula (2).

This paper is organized as follows. In Section 2 we generalize the factorization method to the case when \( G \) is a finite dimensional Lie algebra such that \( G = G_0 \oplus M \oplus N \) (direct sum of vector spaces), where \( G_0 \) is a subalgebra in \( G \), \( M, N \) are \( G_0 \)-modules, and \( G_0 + M, G_0 + N \) are subalgebras in \( G \).

The graded Lie algebras provide an important special class for which our generalization is applicable. In Section 3 we construct some top-like systems related to the Lie algebras \( sl(2) \) and \( so(3, 1) \). According to the general scheme, these systems can be reduced to linear systems of ODEs with variable coefficients. For all these systems we find polynomial first integrals and infinitesimal symmetries and show that the systems can be integrated in quadratures by the Lie algorithm. But they do not satisfy the Painlevé test because of movable branching points.

2. General construction

Suppose we have a decomposition
\[ G = G_0 \oplus M \oplus N \]
of a finite dimensional Lie algebra \( G \) over \( \mathbb{R} \) into a vector space direct sum of a Lie subalgebra \( G_0 \) and two vector spaces \( M, N \) such that

- \( M, N \) are \( G_0 \)-modules;
- \( G_0 + M, G_0 + N \) are subalgebras in \( G \).
Theorem. Let a linear operator $R$ be defined by the formula
\[ R(q) = \alpha_{-1}q^{-1} + \alpha_0q^0 + \alpha_1q^1, \] (14)
where $q = q^{-1} + q^0 + q^1$, $q^{-1} \in N$, $q^0 \in \mathcal{G}_0$, $q^1 \in M$, $\alpha_{-1}, \alpha_0, \alpha_1 \in \mathbb{R}$. Then the equation
\[ q_t = [R(q), q], \quad q_{t=0} = q_0, \] (15)
can be reduced to a system of linear ODEs with variable coefficients by the Golubchik-Sokolov construction (see Introduction).

Proof. To apply the construction from \[4\], we take for $\tilde{\mathcal{G}}$ the direct sum of three copies of the algebra $\mathcal{G}$, i.e.
\[ \tilde{\mathcal{G}} = \mathcal{G} \oplus \mathcal{G} \oplus \mathcal{G}. \]

For $\tilde{\mathcal{G}}_+$ we take the diagonal subalgebra in $\tilde{\mathcal{G}}$:
\[ \tilde{\mathcal{G}}_+ = \{(a,a,a) | a \in \mathcal{G}\}, \]
and for $\tilde{\mathcal{G}}_-$ the following subalgebra:
\[ \tilde{\mathcal{G}}_- = \{(a,b,c) | a \in \mathcal{G}_0 + N, b \in \mathcal{G}_0 + M, c \in \mathcal{G}\}. \]

Consider the vector subspace
\[ M = \{(a,b,c) | a \in \mathcal{G}_0 + N, b \in \mathcal{G}_0 + M, c \in N + M\}. \]

Then condition (11) holds for $\tilde{\mathcal{G}}$ and $\tilde{\mathcal{G}}_+ + M$, i.e. $\tilde{\mathcal{G}} = \tilde{\mathcal{G}}_+ \oplus M$. Obviously, for the subalgebra $\tilde{\mathcal{G}}_+$ condition (5) is fulfilled. It is easy to verify that for $M$ we have
\[ [(\tilde{\mathcal{G}}_+ \cap \tilde{\mathcal{G}}_-), M] \subset M. \]

Thus it follows from (3) that the equation
\[ \tilde{q}_t = [\tilde{q}_+, \tilde{q}], \quad \tilde{q}_{t=0} = \tilde{q}_0, \] (16)
where $\tilde{q} \in \tilde{\mathcal{G}}$, $\tilde{q}_+$ is the projection $\tilde{q}$ onto $\tilde{\mathcal{G}}_+$ parallel to $M$, can be reduced to a system of linear ODEs with variable coefficients.

To complete the proof it is sufficient to choose $\tilde{q} = (\alpha_1 q, \alpha_{-1} q, \alpha_0 q)$ where $q \in \mathcal{G}$. Notice, that in this case $\tilde{q}_+ = (R(q), R(q), R(q))$ where the operator $R$ is defined by (14). Now one can see that for each component, equation (16) has the same form $q_t = [R(q), q]$. This coincides with (15). \[\square\]

Corollary 1. Let $\mathcal{G} = \bigoplus_{i=-k}^{k} \mathcal{G}_i$ be a $\mathbb{Z}$-graded Lie algebra and $N = \bigoplus_{i=-k}^{-1} \mathcal{G}_i$, $M = \bigoplus_{i=1}^{k} \mathcal{G}_i$. Then all conditions of Theorem are fulfilled and the equation
\[ q_t = \left[ \alpha_{-1} \sum_{i=-k}^{-1} q_i + \alpha_0 q_0 + \alpha_1 \sum_{i=1}^{k} q_i, \ q \right] \] (17)
can be reduced to a system of linear differential equations with variable coefficients.

Remark 1. It follows from (15) that the traces of $q^i$, $i = 1, 2, \ldots$ are polynomial first integrals for dynamical system (13). Since $q$ does not depend on any spectral parameter, the number of these integrals is not enough for the complete integrability of (15).

Remark 2. For an element $g \in \mathcal{G}$ such that $[g, \mathcal{G}_0] \subseteq \mathcal{G}_0$, $[g, M] \subseteq M$, $[g, N] \subseteq N$ we have $[g, R(q)] = R([g, q])$. Thus, $q_t = [g, q]$ is a linear symmetry for Equation (13).
3. Examples

Example 1. Consider the following graduation on $G = \text{sl}_2$: 

$G_{-1} = \left\{ \begin{pmatrix} 0 & 0 \\ v & 0 \end{pmatrix} \right\}, \quad G_0 = \left\{ \begin{pmatrix} w & 0 \\ 0 & -w \end{pmatrix} \right\}, \quad G_1 = \left\{ \begin{pmatrix} 0 & u \\ 0 & 0 \end{pmatrix} \right\}.$

The equation (17) can be rewritten as the system of ODEs 

$$
\begin{cases}
    w_t = (\alpha_1 - \alpha_{-1}) uv, \\
    u_t = 2(\alpha_0 - \alpha_1) uw, \\
    v_t = 2(\alpha_{-1} - \alpha_0) vw.
\end{cases}
$$

(18)

The system has the following linear infinitesimal symmetry 

$$
\begin{cases}
    w_\tau = 0, \\
    u_\tau = u, \\
    v_\tau = -v,
\end{cases}
$$

and possesses expected first integral (see Remark 1):

$$
H_1 = \frac{1}{2} Tr(q^2) = uv + w^2.
$$

Note that the infinitesimal symmetry is generated by the the scaling symmetry group $u \to ku$, $v \to k^{-1}v$, $w \to w$.

System (18) can be easily integrated in different ways. We shall demonstrate the Lie algorithm by this simple example. To apply it for an ODE system in $n$ variables, we need in total $n$ symmetries (including the initial system) and first integrals such that: 1) all symmetries commute each other; 2) all first integrals are first integrals for all symmetries as well. In our case we have two symmetries and one integral $H_1$. It is easy to see that $\frac{dH_1}{d\tau} = 0$. Using the identity $H_1 = C$, we eliminate $w$ and get 

$$
\begin{cases}
    u_t = 2(\alpha_0 - \alpha_1) u\sqrt{C - uv}, \\
    v_t = 2(\alpha_{-1} - \alpha_0) v\sqrt{C - uv},
\end{cases}
\begin{cases}
    u_\tau = u, \\
    v_\tau = -v.
\end{cases}
$$

(19)

Now we have to find a transformation $\bar{u} = \varphi(u, v)$, $\bar{v} = \psi(u, v)$ such that 

$$
\begin{cases}
    \varphi_t = 1, \\
    \psi_t = 0.
\end{cases}
\begin{cases}
    \varphi_\tau = 0, \\
    \psi_\tau = 1.
\end{cases}
$$

It is easy to see that the functions $\varphi, \psi$ satisfy the following overdetermined systems of PDEs 

$$
\begin{cases}
    2((\alpha_0 - \alpha_1) \varphi_u u + (\alpha_{-1} - \alpha_0) \varphi_v v)\sqrt{C - uv} = 1, \\
    \varphi_u u - \varphi_v v = 0,
\end{cases}
\begin{cases}
    2((\alpha_0 - \alpha_1) \psi_u u + (\alpha_{-1} - \alpha_0) \psi_v v)\sqrt{C - uv} = 0, \\
    \psi_u u - \psi_v v = 1.
\end{cases}
$$

From here we find all partial derivatives of $\varphi$ and $\psi$. The existence of the functions $\varphi$ and $\psi$ follows from the compatibility of (19). Integrating, we obtain that 

$$
\varphi(u, v) = \frac{\text{artanh} \sqrt{1 - \frac{uv}{C}}}{(\alpha_1 - \alpha_{-1})\sqrt{C}} + k_1,
$$

$$
\psi(u, v) = \frac{\alpha_0 - \alpha_{-1}}{\alpha_1 - \alpha_{-1}} \ln (\alpha_1 - \alpha_{-1})u + \frac{\alpha_0 - \alpha_1}{\alpha_1 - \alpha_{-1}} \ln (\alpha_1 - \alpha_{-1})v + k_2.
$$
The functions $u(t)$ and $v(t)$ have to be found from $\psi(u, v) = t$, $\varphi(u, v) = 0$. Finally, we find
\[
\begin{align*}
u &= zk_3 (\cosh z(\alpha_1 - \alpha_{-1})(t - k_1))^{\frac{2(\alpha_0 - \alpha_1)}{\alpha_1 - \alpha_{-1}}}, \\
v &= \frac{z}{k_3} (\cosh z(\alpha_1 - \alpha_{-1})(t - k_1))^{\frac{2(\alpha_0 - \alpha_1)}{\alpha_1 - \alpha_{-1}}}, \\
w &= z \tanh z(\alpha_1 - \alpha_{-1})(t - k_1),
\end{align*}
\]
where $z, k_1, k_3$ are arbitrary constants. Here $z^2 = C$ and the expression of $k_3$ in terms of $k_1, k_2, C$
 is too large to be presented here. From these formulas it follows that for general values of $\alpha$, the functions $u(t)$ and $v(t)$ have movable branching points in the complex plane.

Below we present not so trivial examples related to the Lie algebra $so(3, 1)$. Integrable Hamiltonian dynamical systems with quadratic right hand sides associated with semi-simple Lie algebras have been considered in [5, 6, 7]. The complex isomorphic algebras $so(4)$ and $so(3, 1)$ are interesting from a viewpoint of applications. Integrable Hamiltonian systems associated with these algebras were studied in [8, 9, 10]. We present two new examples related to $so(3, 1)$. Systems from these examples apparently are non-Hamiltonian. We find sufficiently many first integrals and infinitesimal symmetries to claim that these systems are locally integrable by the algorithm of S. Lie (see Example 1).

**Example 2.** Let $G = \{ A \in \mathbb{R}_{4\times 4} | A^* = -A \}$, where the involution is defined by the formula $A^* = TA'T^{-1}$, $T = e_{11} + e_{22} + e_{34} + e_{43}$, the superscript $t$ means the matrix transposition, and $e_{ij}$ denote the matrix unities. If we take $T = e_{11} + e_{22} + e_{33} - e_{44}$ then the condition of skew-symmetry with respect to the involution defines the algebra $so(3, 1)$. The isomorphism between $G$ and $so(3, 1)$ is given by $\bar{q} = B^{-1} q B$, where $q \in G$, $\bar{q} \in so(3, 1)$, and the matrix $B$ equals
\[
e_{11} + e_{22} + \frac{\sqrt{2}}{2}(e_{33} + e_{34} + e_{43} - e_{44}).
\]

Define a 3-gradation on the algebra $G$. Generic element of the algebra has the form
\[
q = \begin{pmatrix} 0 & w_1 & u_1 & v_1 \\ -w_1 & 0 & u_2 & v_2 \\ -v_1 & -v_2 & w_2 & 0 \\ -u_1 & -u_2 & 0 & -w_2 \end{pmatrix}.
\]

It is easily verified that the decomposition of $G$ into the sum of the following components
\[
\begin{align*}
G_0 &= \{ w_1(e_{12} - e_{21}) + w_2(e_{33} - e_{44}) \}, \\
G_1 &= \{ u_1(e_{13} - e_{41}) + u_2(e_{23} - e_{42}) \}, \\
G_{-1} &= \{ v_1(e_{14} - e_{31}) + v_2(e_{24} - e_{32}) \}
\end{align*}
\]
equips $G$ with a structure of a 3-graded Lie algebra.

It can be easily verified that equation (17) can be written as the system of ODEs
\[
\begin{align*}
w_{1t} &= (\alpha_1 - \alpha_{-1})(u_2 v_1 - u_1 v_2), \\
u_{1t} &= (\alpha_0 - \alpha_1)(u_2 w_1 - u_1 w_2), \\
v_{1t} &= (\alpha_0 - \alpha_{-1})(v_2 w_1 + v_1 w_2), \\
w_{2t} &= (\alpha_1 - \alpha_{-1})(u_1 v_1 + u_2 v_2), \\
u_{2t} &= (\alpha_1 - \alpha_0)(u_1 w_1 + u_2 w_2), \\
v_{2t} &= (\alpha_{-1} - \alpha_0)(v_1 w_1 - v_2 w_2).\end{align*}
\]
The system possesses the following linear and quadratic infinitesimal symmetries:

\[
\begin{align*}
w_{1r_1} &= 0, \\
u_{1r_1} &= -u_1, \\
v_{1r_1} &= v_1, \\
w_{2r_1} &= 0, \\
u_{2r_1} &= -u_2, \\
v_{2r_1} &= v_2.
\end{align*}
\]

This system has also two polynomial first integrals of degree two:

\[I_1 = w_1 v_2 + u_1 v_2 - v_1 u_2\]

and

\[I_2 = w_1^2 + 2u_1 v_1 - w_2^2 + 2u_2 v_2.\]

The traces of powers of \( q \) are polynomials in these two integrals. It is easy to verify that all symmetries commute each other and that \( I_1, I_2 \) are the first integrals for all symmetries. So, the Lie algorithm is applicable. □

In the next example the algebra \( \mathcal{G} \) is not \( \mathbb{Z} \)-graded.

**Example 3.** Let \( \mathcal{G} \) be the same algebra as in Example 2. Now we consider

\[
\mathcal{G}_0 = \left\{ \begin{pmatrix} 0 & w_1 & 0 & 0 \\ -w_1 & 0 & 0 & 0 \\ 0 & 0 & kw_1 & 0 \\ 0 & 0 & 0 & -kw_1 \end{pmatrix} \right\},
\]

\[
M = \left\{ \begin{pmatrix} 0 & lw_2 & 0 & v_1 \\ -lw_2 & 0 & 0 & v_2 \\ -v_1 & -v_2 & w_2 & 0 \\ 0 & 0 & 0 & -w_2 \end{pmatrix} \right\},
\]

\[
N = \left\{ \begin{pmatrix} 0 & 0 & u_1 & 0 \\ 0 & 0 & u_2 & 0 \\ 0 & 0 & 0 & 0 \\ -u_1 & -u_2 & 0 & 0 \end{pmatrix} \right\},
\]

where \( k \) and \( l \) are parameters such that \( kl \neq 1 \). It is easy to check that all conditions of the Theorem hold. Equation (15) can be rewritten in the form:

\[
\begin{align*}
w_{1t} &= \frac{\alpha_1 - \alpha_{-1}}{1 - kl} (-lu_1 v_1 + u_2 v_1 - u_1 v_2 - lu_2 v_2), \\
u_{1t} &= (\alpha_1 - \alpha_0) (ku_1 - u_2) w_1 + (\alpha_1 - \alpha_{-1}) (u_1 - lu_2) w_2, \\
v_{1t} &= (\alpha_0 - \alpha_{-1}) (kv_1 + v_2) w_1, \\
w_{2t} &= \frac{\alpha_1 - \alpha_{-1}}{1 - kl} (u_1 v_1 - kw_2 v_1 + ku_1 v_2 + u_2 v_2), \\
u_{2t} &= (\alpha_1 - \alpha_0) (u_1 + ku_2) w_1 + (\alpha_1 - \alpha_{-1}) (lu_1 + u_2) w_2, \\
v_{2t} &= (\alpha_{-1} - \alpha_0) (v_1 - kv_2) w_1.
\end{align*}
\]
This system possesses the same linear infinitesimal symmetries as the system in Example 2. It also has the following quadratic symmetry:

\[
\begin{align*}
\frac{w_1}{u_1} &= -\frac{(l^2 + 1)(u_1v_1 - ku_2v_1 + ku_4v_2 + u_2v_2)}{kl - 1}, \\
\frac{u_1}{u_1} &= \frac{k(α_0 + α_1 - 2α_{-1}) + 2l(α_1 - α_{-1}) + kl^2(α_0 - α_1) + α_{1-} - α_{-1} + 2kl(α_1 - α_{-1}) + l^2(α_0 + α_1 - 2α_{-1})}{α_1 - α_{-1}}u_1w_2 + \\
\frac{v_1}{v_1} &= -\frac{(α_{-1} - α_0)(l^2 + 1)(v_1 + v_2)w_2}{α_{1-} - α_{-1}}.
\end{align*}
\]

Moreover, the system has the following quadratic first integrals:

\[
\begin{align*}
I_1 &= -2u_1v_1 - 2u_2v_2 + (kw_1 + v_2)^2 - (w_1 + kw_2)^2, \\
I_2 &= u_2v_1 - u_1v_2 - (kw_1 + v_2)(w_1 + kw_2).
\end{align*}
\]

Notice that \(I_1\) is the trace of \(q^2\). It is easy to verify that the Lie algorithm is applicable. □

**Remark 3.** Note that some first integrals for the systems from Examples 1-3 are not single valued in the complex plane. For instance,

\[H_2 = u^{α_0 - α_{-1}, v^{α_0 - α_1}}\]

is a first integral for \([18]\). The system from Example 2 possesses first integrals of the form \(I = f(u_1, u_2, v_1, v_2)\). It is easy to check that such integrals should satisfy two equations of the form \(X(f) = 0\) and \(Y(f) = 0\), where \(X, Y\) are given by:

\[
\begin{align*}
X &= (α_1 - α_0)u_1\frac{∂}{∂u_2} + (α_{-1} - α_0)v_1\frac{∂}{∂v_2} + (α_0 - α_1)u_2\frac{∂}{∂u_1} + (α_0 - α_{-1})v_2\frac{∂}{∂v_1}, \\
Y &= (α_1 - α_0)u_1\frac{∂}{∂u_1} + (α_0 - α_{-1})v_1\frac{∂}{∂v_1} + (α_1 - α_0)u_2\frac{∂}{∂u_2} + (α_0 - α_{-1})v_2\frac{∂}{∂v_2}.
\end{align*}
\]

Solving this system of two PDEs, we find it’s simplest solutions

\[
\begin{align*}
I_3 &= \tan\left(\frac{α_{-1} - α_0}{α_{1-} - α_0}\right)\tan\left(\frac{u_1}{u_2} - \arctan\left(\frac{v_1}{v_2}\right)\right), \\
I_4 &= (u_1^2 + u_2^2\frac{α_{-1} - α_0}{α_{1-} - α_0})\sin^2\left(\frac{α_{-1} - α_0}{α_{1-} - α_0}\arctan\left(\frac{u_2}{u_1}\right) - \arctan\left(\frac{v_2}{v_1}\right)\right).
\end{align*}
\]

It is remarkable that the number of polynomial symmetries and first integrals in Examples 1-3 is equal to the number of independent variables and we may apply the Lie algorithm to
integrate the systems in quadratures. We don’t know whether it is true for all systems described in Theorem of Section 2.
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