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SUMMARY Cloud computing has attracted a growing number of enterprises to move their business to the cloud because of the associated operational and cost benefits. Improving availability is one of the major concerns of cloud application owners because modern applications generally comprise a large number of components and failures are common at scale. Fault tolerance enables an application to continue operating properly when failure occurs, but fault tolerance strategy is typically employed for the most important components because of financial concerns. Therefore, identifying important components has become a critical research issue. To address this problem, we propose a failure-sensitive structure-based component ranking approach (FSCRank), which integrates component failure impact and application structure information into component importance evaluation. An iterative ranking algorithm is developed according to the structural characteristics of cloud applications. The experimental results show that FSCRank outperforms the other two structure-based ranking algorithms for cloud applications. In addition, factors that affect application availability optimization are analyzed and summarized. The experimental results suggest that the availability of cloud applications can be greatly improved by implementing fault tolerance strategy for the important components identified by FSCRank.
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1. Introduction

Cloud computing has become a highly demanded service model for enabling ubiquitous, on-demand access to a shared pool of configurable computing resources that can be rapidly provisioned and released with minimal management effort [1]. Cloud-based services integrate globally distributed resources into seamless computing platforms [2].

Cloud applications are software systems that operate in cloud environments, which can be regarded as combinations of standard web applications and conventional desktop applications. Cloud applications are easy to use because they are generally web-based and do not require installing, updating and managing business applications across every access device. For cloud application providers, however, various challenges exist in designing, building, operating, and maintaining applications. High availability is one of the major concerns.

Cloud applications are typically composed of a large number of service components, which are distributed in multiple cloud data centers, sometimes even span private and public clouds [3]. Unfortunately, component failure can be expected to occur more frequently as the complexity of applications increases, thus reducing the availability of applications. Consequently, fault tolerance becomes necessary because it enables an application to continue operating properly when component failure occurs. However, improving availability and employing fault tolerance involves a trade-off between the cost of failure and the cost of redundancy [4].

Due to cost, we generally cannot employ fault tolerance for all components at one time to improve application availability; priority should thus be given to components that are more important [5]. Assigning redundant resources to a set of selected critical components helps achieve an ideal trade-off between higher availability and lower costs. Therefore, identifying important components is the prerequisite for achieving the cost-effective availability optimization of cloud applications.

Component ranking has been widely studied in many research fields, such as social networks, information retrieval, software engineering, web services, cloud applications, and so on. Various approaches and algorithms for component ranking have been proposed. One of the most famous is PageRank, used by Google Search to rank web sites [6]. PageRank and improved methods based on this algorithm are applied to rank components in many cases, including cloud applications.

PageRank scores and ranks web pages (nodes in a graph) based on a random walk model. A surfer begins his random walk at a web page and proceeds from the current node to next one. Typically, he visits some nodes more often than others, and these are nodes with many links coming in from other frequently visited nodes. The idea behind PageRank is that pages are more important if they are visited more often. This kind of stochastic behavior is an example of the theory of Markov processes, and the existence and uniqueness of solutions are guaranteed when two conditions are met; that is, 1) the graph is strongly connected, and 2) there are no dead ends (leaf nodes in a graph) that have no links out. The existence of dead ends will cause the random walk has nowhere to go to, and the scores will be leaked out from the dead ends, which is known as the dead end problem in PageRank [7]. There are two typical approaches to dealing with dead ends, dead ends cutting and “taxation”. With the method of dead end cutting, we can drop the dead ends and theirs incoming links from the graph. Since doing...
so may create new dead ends, the cutting processes should be done recursively until there are no longer dead ends. By contrast, “taxation” allows the presence of dead ends, but their scores are allocated to all other nodes evenly.

However, the typical solutions for the dead end problem are not accurate and effective enough because of the structural differences between cloud applications and web page linkage. Compared with web page linkage structures, application structures have some unique features. First, if no redundant component exists in application, the structure graphs are typically relatively more weakly connected than others, i.e., the average connectivity degree of application structures is relatively lower. Second, applications generally contain multiple leaf nodes, whose proportion is relatively higher. In such a situation, more dead ends need to be dropped if using dead ends cutting method. Consequently, it may generate a very small size graph, or even cannot obtain a graph without leaf nodes. On the other hand, evenly allocating scores of the dead ends to all nodes becomes unfair because the availability properties of nodes are different in an application. Therefore, to develop a more suitable and accurate component ranking approach for cloud applications, component availability properties and application structure properties should be considered comprehensively in component importance calculation.

In this paper, we propose a novel component ranking approach for cloud applications, named the failure-sensitive structure-based component ranking approach (FSCRank). FSCRank takes the availability properties as component core factors and the invocation relations as environment factors in component importance evaluation. We develop an iterative ranking algorithm according to the structural characteristics of cloud applications. With the ranking list of FSCRank, cloud application providers can recognize the important components and design availability optimization strategies for cloud applications.

In summary, the contributions of this paper include the following:

- We characterize the structural differences between cloud applications and other information systems, and we investigate the influence of the unique features on component importance evaluation.
- FSCRank is proposed to rank components by integrating component availability properties and application structural properties together into calculating component importance.
- A buffer node is introduced into structure graphs, which prevents the dead end problem and enables FSCRank to be more effective and suitable for cloud applications.
- We conduct extensive experiments on component importance evaluation, and we discuss various key factors of component ranking.

The remaining parts of this paper is organized as follows. Section 2 provides a review of the related research literature. Section 3 describes the details of our proposed approach and algorithm. Section 4 provides the experimental setup and results and discusses various factors of component importance measurement. Finally, we conclude this paper in Sect. 5.

2. Related Work

Cloud computing, the long-held dream of computing as a utility, has been transforming the IT service paradigm, making software even more attractive as a service and reshaping the way IT hardware is designed and purchased[8]. Cloud computing allows companies to get their applications up and running quickly, by providing improved manageability, simplified requirements, and less maintenance. Although cloud providers typically offer guaranteed quality of service (QoS)[9] and remuneration for service-level agreement (SLA) violations[10], ensuring high quality of service is still one of the major concerns. Today’s applications often comprise a large number of service components; each of which has a certain probability of failure. Moreover, if a complex application is performed trillions of times per day, even a small probability of failure is critical[11]. Application developers should realize the inevitability of failures[12], thereby identify important components and design fault tolerance strategies for applications.

One of the most important problems in reliability theory is to evaluate the relative importance of various components within a system. Current component importance measurements can be broadly divided into two categories: reliability importance and structural importance[5].

Reliability importance measures offer an evaluation of the relative importance of individual components or groups of components constituting a system based on the reliability properties of components[13]. For instance, Bayesian reliability importance defines the importance of a component as the probability that the component failure causes system failure[14]. By contrast, the criticality reliability importance considers both sides of functioning and failure. It ranks components by evaluating component functions (fails) and is critical for system functioning (failure) given that the system functions (fails)[15].

Structural information measurement is another challenging issue in information science and computer science[16]. In fact, structure importance measures refer to the importance of the positions of the components in the system.

The earliest structure-based solutions to rank nodes were based on centrality-based metrics[17], such as degree centrality[18], closeness centrality[17] and betweenness centrality[19] derived in the research field of social networks[20]. PageRank[6] and HITS[21] were subsequently proposed. PageRank assumes that more important websites are likely to receive more links from other websites. PageRank determines the importance of the website by counting the number and quality of links to a page. HITS works by considering the notion of authority and “hub pages” in conjunction with the link structure. Both of these algorithms
treat all links equally when distributing rank scores.

Various improved ranking methods based on PageRank and HITS have been proposed. For instance, weighted PageRank [22] is an extension to the original PageRank. This approach introduces a weighted transition probability matrix in which each entry is determined by both inlinks and outlinks of the pages. The popularity of the pages is also considered in the rank score distributions. N-step PageRank [23] is another improved algorithm of PageRank, which constructs the transition probability matrix using the approach of “looking N-step ahead”. Moreover, each entry in the matrix is proportional to the page’s N-step neighbor count. All the ranking methods mentioned above are automatic unsupervised algorithms based solely on structural information.

It is reasonable and effective to rank webpages by simply considering structure information rather than the content. In this way, malicious cheating on contents can be prevented because PageRank is independent of any particular search query. In recent years, PageRank-like approaches have been applied to address the problem of component ranking for cloud applications [24]–[27]. Beyond directly applying a PageRank-like method or simply combining component availability properties and PageRank-like methods, there is a need to analyze the structural characteristics of cloud applications and quantify their influence on availability improvement.

To this end, we propose FSCRank to evaluate failure-sensitive component importance. This approach, a further extension of PageRank, is more effective and suitable for cloud applications.

3. Failure-Sensitive Structure-Based Component Ranking Approach

The overview of the proposed approach is illustrated in this section. We then analyze and quantify the factors of component importance, including the availability factors of components and structural factors of applications. Finally, we describe the FSCRank approach and algorithm.

3.1 Approach Overview

For availability-oriented component ranking, a component is regarded as “important” if it has a high failure probability and a significant impact on the availability of the application. Furthermore, a component is more “important” if it is invoked by more important nodes since it is more likely to propagate failures to other components. This description indicates that component importance depends on both component availability properties and application structure properties.

To comprehensively evaluate the component importance, we propose FSCRank. FSCRank consists of three processes: structure information extraction, component availability properties quantification, and component ranking. The framework of FSCRank is illustrated in Fig. 1.

First, the application structure is extracted from source code and documentation and then presented as a weighted directed graph. Nodes and edges in the graph represent application components and invocation relations among them, respectively. The weight of an edge is the invocation frequency of a pair of nodes. The data of invocation frequency is collected from log files.

The availability properties of components are then quantified, including the failure probability (FP) and the failure impact (FI). Since the failure influence of a component on application availability is the comprehensive performance of FP and FI, the overall failure influence is computed and normalized for each component.

The final process is component ranking, which includes two subprocesses: buffer node addition and component ranking. According to the structural characteristics of cloud applications, a new type of node, termed the buffer node, is introduced into FSCRank. The buffer node is added into the structure graph, which is connected with each node by a bidirectional link. The presence of the buffer node serves two purposes: 1) addressing the dead end problem, and 2) playing a part in the redistribution of the importance value. Then, the equation of component importance is created based on the revised structure information and quantified component availability properties. The results are obtained by an iterative algorithm and sorted into a ranking list.

3.2 Structure Information Extraction

Application structure refers to the high-level structure of a cloud application system, which comprises components, relations among them, and properties of both components and relations [28]. An individual component can be a software package, a web service, a web resource, or a module that encapsulates a set of related functions. The application structure shows the relationships among components, which is vital for component failure impact assessment and application availability evaluation.

A cloud application can be abstracted into a weighted directed graph $G$. A node $c_i$ in graph $G$ represents a component. A directed edge $e_{ij}$ from node $c_i$ to node $c_j$ denotes that component $c_i$ invokes $c_j$. Each node has an importance value $IV(c_i)$, failure probability $FP(c_i)$ and failure impact $FI(c_i)$. Each edge $e_{ij}$ has a weight value $w_{ij}$, which represents the frequency of node $c_j$ is invoked by node $c_i$. 
\[ \omega_{ij} = \frac{inv_{ij}}{\sum_{j=1}^{n} inv_{ij}} \]  
\[ \sum_{j=1}^{n} \omega_{ij} = 1 \]

where \( inv_{ij} \) is the total number of times that node \( c_i \) invokes \( c_j \). If node \( c_i \) does not invoke \( c_j \), \( \omega_{ij} = 0 \).

Mathematically, an application structure graph with \( n \) components can be converted to an \( n \times n \) transition probability matrix \( M \). Each entry is the value of \( \omega_{ij} \). For each nonleaf node, the transition probability matrix \( M \) satisfies the following relationship:

\[ \sum_{j=1}^{n} \omega_{ij} = 1 \]

The application structures have some unique features compared to communication networks, social networks, or webpage linkages. Components in an application without redundancy are typically connected more weakly, and the average degree of connectivity is lower. Additionally, there are a number of leaf nodes in the application structure, whose proportion is relatively high.

### 3.3 Component Availability Properties Quantification

The availability properties of components play a major role in availability-oriented component ranking. The quantification of availability properties is the premise of component importance evaluation.

Component failure probability \( FP(c_i) \), defined as the ratio of the total times that component \( c_i \) failed to the total times that \( c_i \) is invoked, can be calculated as

\[ FP(c_i) = \frac{f(c_i)}{\sum_{k=1}^{n} inv_{ki}} \]  

where \( f(c_i) \) is the total times that component \( c_i \) failed and the sum represents the total times that \( c_i \) is invoked. The data of \( f(c_i) \) and \( inv_{ki} \) can be collected from application trace logs.

Component failure impact analysis is used to systematically analyze component failures and identify the resultant effects on application availability. A straightforward way is to divide components into critical components and noncritical components, depending on whether a component failure will cause the application failure [24]. However, this dichotomy of component failure impact has two shortcomings: 1) it depends on manual identification, and 2) it is not accurate enough because it lacks a precise measure of component failure impact. Therefore, we adopt a statistical method to evaluate the component failure impact \( FI(c_i) \).

The calculation of \( FI(c_i) \) is as follows:

\[ FI(c_i) = \frac{f(appc_i)}{f(c_i)} \]

where \( f(appc_i) \) denotes the application failure times caused by the failure of component \( c_i \). Thus, \( FI(c_i) \) is the ratio of the application failure times caused by the failure of component \( c_i \) to the total times that component \( c_i \) failed.

For each individual component \( c_i \), how greatly it influences the application depends on both the failure probability \( FP(c_i) \) and failure impact \( FI(c_i) \). Meantime, the availability properties of each component may be different. Some components have high failure probability, while others do not. Failures of different components result in different consequences for the application. Therefore, we normalize the overall failure influence of all components, designated \( P(c_i) \), as follows:

\[ P(c_i) = \frac{FP(c_i)FI(c_i)}{\sum_{i=1}^{n} FP(c_i)FI(c_i)} \]

### 3.4 Component Ranking

The availability properties can be regarded as component factors in the component ranking, while invocation relations can be interpreted as environment factors. This framework composes the importance value flow system, which takes the FP and FI as the core factors affecting the component importance and propagates the component importance value along the linkage of applications. On the one hand, the component importance depends on its overall failure influence on application availability. On the other hand, the component importance interacts through invocation relations. Therefore, the component importance constitutes a comprehensive measure of the component failures and the application structure.

In the importance value transfer process, the importance value of a component consists of two parts; one part is reserved for itself, and the other part is derived from the components that invokes it. A parameter \( d \) is used to determine the ratio of these two parts. In this way, we can compute the importance value \( IV(c_i) \) for a component as follows:

\[ IV(c_i) = dIV(c_i) + (1 - d) \sum_{k=1}^{n} IV(c_k) \omega_{ki} \]

In structure-based component ranking, leaf nodes without outlinks cannot ensure that the node score calculating equation converges; thus, stable node scores cannot be obtained, which is called the dead end problem in PageRank. Several solutions have been developed to address this problem, such as iterative dead end cutting and teleporting. So far, we can evaluate component importance through Eq. (6), but this approach is not suitable or accurate enough for cloud applications because the proportion of leaf nodes in application structures may be generally higher than that in information retrieval or social networks.

To resolve this issue more effectively, a buffer node is added into the structure graph, which is connected with each node by a bidirectional link. First, the existence of buffer node makes the structure graph strongly connected; thus, there is no longer a leaf node. Therefore, the dead end problem is avoided. Moreover, the buffer node can cache and redistribute part of the importance value for all nodes as well. In this way, the failure influence and the structure information are combined into the calculation of importance value of components. The details of buffer node addition and component ranking are as follows.
**Buffer Node Addition**: Given a cloud application consisting of \( n \) components and \( m \) directed invocation links, the nodes are first numbered starting from the application entry node in some way, for example, by the order of breadth-first traversal. Then, a buffer node connected with every single node by a bidirectional link is added. Thus, the application structure becomes strongly connected, consisting of \( n + 1 \) nodes and \( m + 2n \) edges.

An example of the structure graph with a buffer node is illustrated in Fig. 2. For simplicity, we only depict the bidirectional links between the buffer node and a pair of nodes (node 2 and 4) rather than all bidirectional links between the buffer node and each node, on the condition that the function of the buffer node can be clarified. In Fig. 2, the enlarged view of the partial application structure with a buffer node shows how the importance value flows among the buffer node \( c_{buffer} \) and the pair of parent-child nodes \( c_i \) and \( c_j \).

Since the converged importance values are independent of the initial values of the nodes, a random initial importance value between 0 and 1 is assigned to each node. The initial state of the buffer node is empty. Each node propagates (and retrieves) importance values to (and from) the buffer node and its child (parent) nodes. The importance value of node \( c_i \) is assigned to its child nodes and the buffer node, and a distribution coefficient \( d \) as an index of sensitivity to component failure is used to decide the ratio of importance value to its child nodes and the buffer node. In this partial relationship, node \( c_i \) apportions \( dIV(c_i)w_{ij} \) importance value to its child node \( c_j \) and an importance value of \((1 - d)IV(c_i)\) to the buffer node \( c_{buffer} \). Node \( c_j \) obtains \( dIV(c_i)w_{ij} \) from its parent node \( c_i \) and an importance value of \( P(c_j)IV(c_{buffer}) \) from the buffer node.

Therefore, from the global perspective, the importance value of the buffer node—and thus the importance value cached in the buffer node—is computed as follows:

\[
IV(c_{buffer}) = (1 - d) \sum_{i=1}^{n} IV(c_i)
\]

where the value of \( d \) determines the sensitivity distribution between structure information and failure impact. \( d > (1 - d) \) implies that the importance of nodes is more dependent on structure information. In contrast, \((1 - d) > d \) implies that the failure impact plays a major role in the importance value calculation.

Note that a difference exists in setting the value of \( d \) between leaf nodes and normal nodes. Because the edge from a leaf node to the buffer node is the only outlink of this leaf node, the buffer node needs to receive the entire corresponding importance value to avoid losing the importance value. Therefore, the value of \( d \) is set as 0 for leaf nodes.

**Component Ranking**: In a structure graph with the buffer node, the failure-sensitive importance value \( IV(c_i) \) for a component \( c_i \) is defined as follows:

\[
IV(c_i) = d \sum_{k=1}^{n} IV(c_k)w_{ki} + P(c_i)IV(c_{buffer})
\]

The left term of summation represents the importance value obtained from its parent nodes, reflecting the influence of the application structure on the component importance value. The sensitivity of the evaluation to component failure is reflected by the value retrieved from the buffer node, i.e., the right term of summation.

The importance values can be calculated iteratively or algebraically. We adopt the iterative method in this paper. The equation can be computed by starting with any set of ranks and iterating the computation until it converges. In each iteration, the value of each node propagates to its child nodes and buffer node through directed edges in proportion to the weights of edges. The calculation is repeated until the importance value of all nodes become stable. Then, each node retrieves its counterpart of importance value \( P(c_i)IV(c_{buffer}) \) from the buffer node, and the state of the buffer node returns to empty. Finally, a ranking list is formed according to the component importance values. An iterative algorithm is designed according to FSCRank and the process is described as Algorithm 1.

In summary, FSCRank includes the following steps:

1. Extract structure information from an application, and build the structure graph.
2. Normalize the overall failure impact of each component based on FP and FI (lines 1–3).
3. Add the buffer node into the structure graph, which is connected to every node by a bidirectional link.
4. Assign 0 to the buffer node, and random numerical values between 0 and 1 to normal nodes as their initial value (lines 4–7).
5. Compute the importance value for every node iteratively. The calculation is repeated until all importance values become stable (lines 8–11).
6. Return a ranking list according to the final component importance values (line 12).

With the presence of the buffer node, the modified structure graph becomes a strongly connected graph without leaf nodes, which meets the conditions of the existence.
and uniqueness of solutions of Markov processes. In fact, the buffer node is an extension of the “taxation” method of PageRank, which can be regarded as a cache in distributing the importance values of leaf nodes. Instead of directly allocating the importance values of leaf nodes to all other nodes evenly, FSCRank allows the buffer node to take the entire importance value of each leaf node, and then aggregate them with the part of the importance values of the non-leaf nodes. After that, each node retrieves its corresponding share of importance value from the buffer node, which is in proportion to its overall failure influence.

Therefore, from the perspective of the impact on graph structure, the addition of the buffer node enables the graph to satisfice the requirements of component ranking. In addition, from the perspective of the impact on importance value flow, the introduction of the buffer node makes “taxation” process sensitive to component failure influence. FSCRank is thus more suitable and accurate for component ranking for cloud applications.

3.5 The Applicability of FSCRank

As a new component ranking approach for cloud applications, FSCRank takes the source codes and documents of an application as its input, and provides a component ranking list as its output. The purpose of component ranking is to assist cloud application providers in optimizing the availability of applications. Component ranking provides decision support for cloud applications providers in the form of a ranking list. Cloud application providers typically wish to maximize the utility of investment on availability optimization; thus, a set of critical components with higher ranks can be selected from the ranking list. Allocating the selected important components with fault tolerant strategies can reduce their failure rates, which is an effective way to achieve a desired level of availability, especially when a cost constraint exists.

FSCRank can be applied to both of applications with or without redundancy. For applications without redundancy, each component is modeled as a node of structure graph, and the availability properties of a component are computed as the parameters of its corresponding node. For applications already have redundant components, a set of one primary component and its redundant components (one or more) can be modeled as a node of structure graph, and the availability parameters are calculated from the comprehensive performance of this set of components.

4. Experiments

We conducted extensive experiments to evaluate the performance of the proposed approach. The overall goal is to prove the effectiveness of FSCRank and to investigate the influence of major factors on application availability optimization, including the fault tolerant ratio (FTR), the component availability properties, and the leaf node ratio (LNR).

First, the experimental setup is outlined in this section. Then, we compare the performance of FSCRank and two representative structure-based component ranking approaches. Finally, we report findings and analysis about the influence factors of application availability optimization.

4.1 Experimental Setup

Cloud applications, as a representative networked software, have been proven to share the same global characteristics of complex networks, such as the “small world” and “scale free” characteristics [29], [30]. Thus, we use NetworkX, a Python library for studying graphs and networks [31], to generate scale-free directed component network graphs.

Experimental Data: The dataset of FP and FI comprises the data collected from real-world services, log files of simulation, and synthetic data. We use public QoS datasets WS-DREAM [32] in the experiments. WS-DREAM contains 339 * 5825 real-world QoS measurements, including both response time and throughput values, obtained from 339 users on 5,825 Web services. We used this dataset to calculate the failure probability of Web services from the perspective of individual users, which is used as the data resource of FP.

Since the failure impact of one service cannot be obtained directly from online services, we employ a simulation environment to conduct the experiments on FI. Application systems are built in our virtual cloud platform in the simulation. According to statistical FP distributions, we use fault injection tools to generate component failures intensively and record the failure events of components and applications. Fault injection tools can simulate failures according to predetermined distributions. We then use component invocation tracing to identify whether an application completes successfully [33], [34]. The invocation chain indicates the flow of business processing, including a sequential list of all components that are involved with processing the event. The invocation chain provides information about what components are used, times of use, and what component calls are made. Therefore, experiments using fault injection tests and component invocation tracing can make up for the lack of component failure data.
In addition, due to the sparsity of failures of real-world services, additional FP and FI data are synthesized as supplementary. The main focus of this part of experiment using synthetic data is not to evaluate the performance of proposed approach but rather to investigate the impact of various factors involved, so it is reasonable to use a synthetic dataset.

**Evaluation Method and Metric:** To improve availability of cloud applications with fault tolerance, there are two main tasks need to be done: 1) identifying the object of fault tolerance, and 2) selecting or designing the suitable fault tolerance strategy for them. This work focuses on the former part to develop a new component ranking approach, while the latter part is taken as the verification method to evaluate the proposed approach.

Among various fault tolerance strategies, we adopt redundancy in our experiments, the reasons are summarized as follows.

- Failures have different characteristics and causes. Meanwhile, failures can be classified into different groups according to their characteristics, such as duration (how long did a failure last), size (how many nodes failed together), type (hardware/software/network failure), cause (design flaw/defect/human misoperation). Some fault tolerant techniques have been developed for handling faults, however, a given technique generally addresses only one or a few types of system failure.

- Among multiple fault tolerant techniques, redundancy is a common and effective one. Various redundant fault tolerant methods can be developed based on different fault tolerant objects and technologies. For instance, failed task reexecution is an example of temporal redundancy, parallel execution with a replicated component is a type of special redundancy at the hardware level, N-version programming is a kind of special redundancy at the software level, and an additional check bit attached to a string of digital data is a form of special redundancy at the information level. The same objective of all these approaches is to achieve a higher reliability with redundant resources.

Therefore, we choose a typical fault tolerant strategy as the evaluation method, instead of to compare and select various fault tolerant strategies. Application designers also can choose other suitable fault tolerant strategies. After implementing parallel fault tolerant strategy, the component FP reduces to $FP(c_i) = FP(c_i) \prod_{k=1}^{n} FP(c_{i_k})$, where $n$ is the number of redundant components equipped for an important component. Here, we adopt $n = 1$, i.e., the failure probability of the optimized important component is $FP(c_i)^2$.

In this paper, we define the percentage improvement in application availability (PIAA) as the evaluation metric, which can be calculated by

$$PIAA = \frac{Av(opt) - Av(org)}{Av(org)} \times 100\%$$  \hspace{1cm} (9)

where $Av(org)$ and $Av(opt)$ represents the availability before and after optimization. A larger PIAA value indicates better performance.

$Av$ is the availability of an application (i.e. the probability that an application operates) under the common effect of all components. The original availability can be calculated by Eq. (10), while the optimized one can be calculated by Eq. (11).

$$Av(org) = 1 - \sum_{i=1}^{n} FP(c_i)FI(c_i)$$  \hspace{1cm} (10)

$$Av(opt) = 1 - \left( \sum_{r \in FT} FP^2(c_r)FI(c_r) \right) + \sum_{s \in FT^c} FP(c_s)FI(c_s)$$  \hspace{1cm} (11)

where $c_r (r \in FT)$ is the component with redundancy, while $c_s (s \in FT^c)$ is the component without redundancy.

**Compared Algorithms:** Two structure-based ranking algorithms are implemented and compared with FSCRank to study the performance of availability improvement:

- **FTCloud:** FTCloud is a component ranking framework for cloud applications presented in [24], which ranks the components by employing the structure information of the application. Fault tolerance strategies are employed to mask the faults of the topK percent components of the ranked list. The importance value in FTCloud is calculated as follows:

$$IV(c_i) = \frac{1 - d}{n} + d \sum_{k=1}^{n} IV(c_k)\omega_{ki}$$  \hspace{1cm} (12)

- **ROCloud:** ROClaud is an improved version based on FTCloud, which also takes the prior knowledge of component reliability properties into component ranking [25]. The importance value in ROClaud is calculated as follows:

$$IV(c_i) = \frac{1 - d}{n} f(c_i)p(c_i) + d \sum_{k=1}^{n} IV(c_k)\omega_{ki}$$  \hspace{1cm} (13)

For consistency of the form of equations, the variables with the same meaning but different names are replaced with the variable names defined in this paper, on the premise of remaining the original meanings of the importance value calculating equations of FTCloud and ROClaud.

The compared algorithms and our algorithm are all based on the PageRank algorithm. In PageRank-like algorithms, the parameter $d$ is used to balance the derived significance and the basic significance of the component itself. In related works [6], [24], [25], 0.85 has been widely used. Thus, we set this parameter as 0.85.

### 4.2 Performance Comparison

To evaluate and compare the performance of FTCloud, ROClaud, and FSCRank for cloud applications of different
scales with different failure tolerance ration (FTR), we conducted three groups of experiments with average FP equal to 0.01, 0.05 and 0.10 respectively. In each group of experiments, FTCloud, ROCloud, and FSCRank are applied on the structural graphs of applications with 100, 1000 and 10,000 component nodes, and FTR increasing from 10% to 50%.

FTR is the percentage of components with redundant resources of the total. For instance, FTR = k% means that the top k% most important components are equipped with redundant resources as the fault tolerance strategy. Each group is conducted for 100 times. The results of the average PIAA are plotted in the figures of Fig. 3. We use three different color to represent FTCloud (green), ROCloud (red) and FSCRank (blue). In addition, three different shades of the same color to illustrate one approach applied for applications with different scales. The result analyses are as follows:

- As the number of components increases, the PIAA decreases for FTCloud, ROCloud, and FSCRank with the same FTR values because a larger application system with a complex structure is affected more strongly by component failures than smaller ones. First, complex application systems are intrinsically hazardous and contain changing mixtures of failures. Second, joint faults are more likely to occur in a complex system because it involves more components and operations, where joint faults are more sufficient to create an accidental failure. Third, longer invocation chains increase the possibility of failure propagation and cascading failures.
- The performance of all three methods decreases as the average FP increases from 0.01 to 0.10, which indicates that the PIAA is sensitive to component failure probability.
- Since FTCloud simply takes the structure information as the basis of ranking, the corresponding results are the worst among all three methods. ROCloud improves the level of PIAA because this method considers the prior knowledge of the component reliability and structural information in the ranking process.
- FSCRank consistently outperforms FTCloud and ROCloud in all experimental settings because the structural differences between cloud applications and social networks are analyzed; in contrast, FTCloud and ROCloud fail to consider this information. The modification of the structure graph makes FSCRank more suitable and effective for cloud applications.

4.3 Impact of the Fault Tolerance Ratio

To provide a comprehensive analysis of the impact of the parameter FTR on the PIAA, we performed three groups of experiments with fixed component failure probability \( FP = 0.05 \), and different average component failure impact \( FI = 0.1, FI = 0.5, \text{ and } FI = 0.9 \). The FTR increases from 0 to 100% in each group. The node number of application is 1000. The results of PIAA with increasing FTR are plotted in Fig. 4. We use three different color to represent FTCloud (green), ROCloud (red) and FSCRank (blue). In addition, three different shades of the same color to illustrate one approach with different FI values. Figure 4 shows that:

- With increasing FTR, the performance of FTCloud, ROCloud, and FSCRank increase monotonically, which suggests that employing fault tolerance for more components with high-ranking scores results in greater improvement in application availability with all three approaches.
- Among the three approaches, FSCRank rises much faster than that of FTCloud and ROCloud. This indicates that relative to the other two methods, the availability of the cloud application can be improved much more by tolerating failures of the significant components selected by our component ranking approach.
- A further analysis of the increasing tendency of these three approaches shows that FSCRank has the highest growth rate when the fault tolerance percentage increases from 0 to 50%. A 20% improvement in application availability is obtained for each additional 10% fault tolerance. Thus, the improvement in application availability is almost that of full fault tolerance with only a 50% fault tolerance by FSCRank. In contrast, the same level of PIAA takes a higher percentage of the fault tolerance in FTCloud and ROCloud.
- This group of experiments suggests that FSCRank consistently outperforms FTCloud and ROCloud un-
Fig. 4 Average PIAA with increasing FTR.

under different values of fault tolerance, especially when there is a cost limit of fault tolerance. FSCRank achieves greater improvement in application availability with the same redundancy level.

4.4 Impact of the Component Availability Properties

In this section, we investigate the impact of the component availability properties on the performance of FTCloud, ROCloud and FSCRank. The component availability properties include component FP, FI and FI distribution. The synthetic data are used to evaluate the PIAA of these component ranking approaches thoroughly.

**Impact of the Component FP**: To study the impact of the component FP on the PIAA, we compared FTCloud, ROCloud and FSCRank under different FP settings. We first conducted tests with the average FP from 0 to 0.5, with a step value of 0.01. The value of FTR is set to 20%. Figure 5 shows the experimental results in terms of the PIAA.

- As the average FP increases, the PIAA gradually declines with all three approaches.
- The performance of FSCRank is much better than that of FTCloud and ROCloud when the average FP stays low. However, as the FP approaches 0.5, the performance of all three methods becomes basically the same because when the average component failure probability increases, the components with and without fault tolerance strategies are more likely to fail. In this situation, the average component failure probability increases greatly, which then leads to performance degradation.

**Impact of the Component FI**: We first reviewed the experimental results in Sect. 4.3 (Fig. 4) to study the impact of the component FI on the PIAA. We conducted three groups of tests with different average FI values.

- For the same FTR, the PIAA of each ranking method changes only slightly (less than 2%) under different FI value settings. This observation suggests that the change in average FI does not cause any substantial variation in performance. This conclusion can also be proved by the calculation equations of the importance value of all three methods.
- However, when we further explore the detailed experimental results, large differences in performance of each group are found, even though all groups of experiments are under the same average FI and FTR settings. We speculate that the reason the different distributions of component FI, although the average FI is the same.

**Impact of the FI Distribution**: To confirm the above speculation about the distribution of the component FI, we conducted another set of experiments on the FI with different standard deviations and the same mean values. The component FP is fixed to 0.05. Then, we take mean $FI = 0.5$ as an example; the range of the standard deviation $std$ of FI is in $[0.05, 0.40]$ with a step value is 0.05. The results are plotted as (a) to (h) in Fig. 6, which shows the following:

- The PIAA results of FTCloud, ROCloud and FSCRank all increase gradually as the std of FI increases, which
Fig. 6 Impact of the standard deviation of component FI on the PIAA.

indicates that the performance of ranking approaches improves when the range of FI is wider because they can identify the significant components more accurately. When the importance difference of component is significant, the FP decreases markedly by employing the fault tolerance strategy.

- The PIAA values of FTCloud, ROCloud and FSCRank are 8% (20% to 28%), 17% (22% to 39%), and 37% (31% to 68%), respectively, when the FTR is 20%.
- The increment of FTCloud is the smallest because it does not consider the component failure and failure impact in the process of component ranking. The important components are identified from the perspective of structural importance. The component FP works only in the phase when fault tolerance strategy is employed.
- Since ROCloud considers component failure and failure impact in both component ranking and fault tolerance employment, its performance is better than that of FTCloud.
- Similarly, FSCRank also considers component failure and failure impact on both of the phases of component ranking and fault tolerance employment. Furthermore, the improved structure makes FSCRank more sensitive to the component failure and failure impact because the weight of the component failure and failure impact works in both the release and retrieval of importance value for each component. Therefore, FSCRank achieves the best performance relative to FTCloud and ROCloud with the same settings.

4.5 Impact of the Leaf Node Ratio

The ratio of leaf nodes is a major difference between the structure graphs of cloud applications and social networks. Thus, to study the impact of the leaf node ratio, we generate a set of structure graphs with 1000 nodes and 2000 edges. We then increase the ratio of leaf nodes from 1% to 25% with a step value of 1%. The FTR is set as 20%. Figure 7 shows the experimental results:

- As the ratio of leaf nodes increases, the performance of FTCloud and ROCloud fluctuate in the ranges of [25%, 35%] and [30%, 45%], respectively; there are no prominent upward trends, which suggests that FTCloud and ROCloud are not sensitive to the ratio of leaf nodes.
- In contrast, the PIAA of FSCRank is the highest. In addition, the optimization level is proportional to the ratio of leaf nodes, which also turns out an upward trend, indicating that FSCRank is sensitive to the ratio of leaf nodes. That is because leaf nodes pass their entire important values to the buffer node, while non-leaf nodes release only part of their important values in each iteration. Thus, as LNR increases, the percentage of importance values passed to the buffer node rises, and then all nodes carve up this part importance value
of the buffer node in proportion to their failure influence. It means that the nodes with larger failure influence will obtain greater final importance values. This indicates FSCRank is more sensitive to component failure. Consequently, FSCRank achieves the best performance with the same FTR.

- For a fixed number of nodes and edges, different ratios of the leaf node imply different distributions of node degrees. As the leaf node ratio increases, the number of the nodes with zero out-degree increase, and thus the degree of nonleaf nodes increases. Consequently, the structural importance of the components changes. The increased PIAA of FSCRank indicates that it can capture the change in the leaf node ratio. Since the ratio of leaf nodes is one of the major differences between the structures of cloud applications and social networks, FSCRank is more suitable for component ranking and availability optimization of cloud applications than the contrast approaches.

5. Conclusion

In this paper, we propose the FSCRank component ranking approach for cloud applications. FSCRank integrates the component failure impact and the application structure information to evaluate component importance. By investigating structural characteristics of cloud applications, an iterative component ranking algorithm is presented. The introduction of the buffer node makes our algorithm more suitable and effective to rank components for cloud applications. We conduct extensive experiments on performance comparison and factor analysis. The experimental results show that FSCRank outperforms the contrast algorithms and achieves a more significant availability improvement. The quantitative analysis of the factors of availability improvement confirms the performance advantage and uniqueness of FSCRank.

Our ongoing and further research issues on component ranking for cloud applications include further analyzing the characteristics of real-world cloud applications and considering additional factors for component importance evaluation, and studying whether failure propagation exists in cloud application systems and affects component importance.
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