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Abstract—Few-shot semantic segmentation aims to segment novel-class objects in a given query image with only a few labeled support images. Most advanced solutions exploit a metric learning framework that performs segmentation through matching each query feature to a learned class-specific prototype. However, this framework suffers from biased classification due to incomplete feature comparisons. To address this issue, we present an adaptive prototype representation by introducing class-specific and class-agnostic prototypes and thus construct complete sample pairs for learning semantic alignment with query features. The complementary features learning manner effectively enriches feature comparison and helps yield an unbiased segmentation model in the few-shot setting. It is implemented with a two-branch end-to-end network (i.e., a class-specific branch and a class-agnostic branch), which generates prototypes and then combines query features to perform comparisons. In addition, the proposed class-agnostic branch is simple yet effective. In practice, it can adaptively generate multiple class-agnostic prototypes for query images and learn feature alignment in a self-contrastive manner. Extensive experiments on PASCAL-5i and COCO-20i demonstrate the superiority of our method. At no expense of inference efficiency, our model achieves state-of-the-art results in both 1-shot and 5-shot settings for semantic segmentation.
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I. INTRODUCTION

FEW-SHOT Semantic Segmentation (FSS) [1]–[3] has attracted much attention because it makes pixel-level semantic predictions possible for novel classes in the test images (query) with only a few (e.g., 1 or 5) labeled images (support). Its learning paradigm aims to quickly adapt the model to the novel classes that have never been seen during training and use only a few labeled images during testing. This greatly reduces the requirement for collecting and annotating a large-scale dataset.

Most FSS methods [2]–[6] are built on metric learning for its simplicity and effectiveness, by learning to compare the query with a few support images. First, a shared convolution network is used to concurrently extract deep representations of support and query images. Then, these support features and their masks are encoded to a single vector, which forms a foreground-class-specific prototype. Finally, a pixel-level comparison is densely conducted between the class-specific prototype and each location of query features, to determine whether or not they are from the same category. The pixel-level feature comparison may be explicit, e.g., by using the cosine similarity [2], [6], as well as implicit, e.g., via a relation network [7]. This learning process can be illustrated as in Fig. 1(a). Following this framework, some works try to generate a finer class-specific prototype with support features [8]–[10]. However, these methods suffer from limited generalization ability due to incomplete feature comparison only between the foreground prototype (generating from support features) and query features.

Why is the generalization limited in most existing works? As shown in Fig. 1(a), the feature comparison is conducted between the foreground prototype and query features, and the whole background features in the query image are treated as negative samples during training. This will lead to an issue with FSS, because it is possible that some novel-class objects in the test set are presented in the training images but treated as background during training. As illustrated in Fig. 2, we can see that some novel-class objects, such as ship, person, zebra and bus, appear in the training images and they are usually viewed as background by many existing few-shot segmentation methods. Specifically, we compute the proportion of novel classes in the training images for each fold on the PASCAL-5i and COCO-20i datasets according to the original multi-labels of each image. It can be observed that there is a high percentage of novel-class objects in each base fold, as shown in Fig. 3. For example, 23.5% of novel-class objects remain hidden in the training images of Fold-2 on PASCAL-5i. Similar phenomena can be also observed on COCO-20i. Therefore, it is unsurprising that, during testing, existing methods tend to incorrectly recognize novel-class objects as background, even when the (foreground) novel-class prototype is provided. This will bring very serious system biases that these novel-class objects are difficult to be correctly predicted as foreground at the testing stage, because the system...
We present a novel learning paradigm for few-shot semantic segmentation. It learns feature comparison not only between the class-specific prototype and the query features but also between the class-agnostic prototypes and the query features. In contrast, for each class-agnostic prototype, the corresponding background features in the query are treated as positive samples while the foreground features are viewed as negative samples. Note that the background is defined as any area outside those annotated objects (foreground). In this way, we can mitigate the prior bias that remembers novel-class objects as background in the training set. Specifically, the class-specific prototype is generated by using the support feature maps and mask annotations; and the class-agnostic prototypes are adaptively generated on the background features of query images. Unlike previous methods [2], [8], [12] that generate class-agnostic prototypes from the support images, we extract them from the query features alone to ensure the semantic similarity between these prototypes and the background features of query images. Finally, feature comparisons are conducted not only between the class-specific prototype and query features, but also between the class-agnostic prototypes and query features.

The pipeline of our proposed APANet is shown in Fig. 4. It consists of two parallel branches: a class-specific branch and a class-agnostic branch. Each branch has two sub-modules for prototype generation and feature alignment, respectively. For the class-specific branch, the class-specific prototype is obtained from the support images and aligned with the query features. Its goal is to segment the foreground area in the query image. In contrast, for the class-agnostic branch, we firstly use a simple clustering algorithm, $k$-means, to generate multiple class-agnostic prototypes with high-level query features. Then, it encourages each class-agnostic prototype to pull corresponding query features closer and push the foreground features away. This class-agnostic branch is not involved in inference, hence it brings no extra computational cost to testing. In this way, the proposed APANet effectively and efficiently improves the FSS performance without additional parameters and computational cost.

We summarize the contributions of our work as follows.

- We present a novel learning paradigm for few-shot semantic segmentation. It learns feature comparison not only between the class-specific prototype and the query features (in the class-specific branch), but also between the class-agnostic prototypes and the query features (in the class-agnostic branch). To our best knowledge, we are the first to propose such a complementary features approach for few-shot semantic segmentation.
learning manner to help yield an unbiased segmentation model in the few-shot setting.

- We propose a simple yet effective class-agnostic branch that includes class-agnostic prototypes generation and feature alignment. In practice, this branch can adaptively generate multiple class-agnostic prototypes from the background of a query image and learn feature alignment in a self-contrastive manner.

- We achieve new state-of-the-art results on both the PASCAL-5i and COCO-20i datasets without additional parameters and computational cost at the inference stage. We also extensively demonstrate the effectiveness of the proposed method.

II. RELATED WORK

Semantic Segmentation: Semantic segmentation aims to assign class labels to each image pixel, where labels are from a predefined set of semantic categories. Recent significant advances of this field have been made by using fully convolutional network (FCN) [13], which replaces the fully-connected layer in the network with convolutional layers. SegNet [14] introduces the encoder-decoder structure to be efficient in terms of both memory and computational time during inference. DeepLab [15] adopts atrous spatial pyramid pooling (ASPP) to enlarge the receptive field of convolution layers, which is also widely used in few-shot segmentation [3, 4], [10]. EMANet [16] proposes an Expectation-Maximization Attention module to reduce the computational complexity of self-attention and we also use such an online iterative method (k-means) at each step like them. However, these methods work for only a small number of fixed object classes and require a large number of image-mask pairs for training.

Metric learning: Deep metric learning (DML) methods aim to learn an embedding space where instances from the same class are encouraged to be closer than those from different classes. Contrastive loss [17], one of the classic metric learning methods, learns a discriminative metric via Siamese networks. It explicitly compares pairs of image representations to push away representations (negative pair) from instances of different categories while pulling together those (positive pair) from instances of the same categories. Triplet loss [18] requires the similarity of a positive pair to be higher than that of a negative pair by a given margin. DML has been applied to various tasks including the few-shot segmentation. Most existing works, e.g., [3], [4], [6], [8], [9], commonly extract the foreground prototype only, and then learn to pull the foreground features in the query closer to the prototype and push the background features away from it. This means that only the foreground features in the query are viewed as positive samples while the background features are treated as negative samples. In our work, we construct class-specific and class-agnostic prototypes so that the foreground (background) features in the query can serve as positive or negative samples.

Few-Shot Segmentation: The approach of few-shot learning is to train a network on the training set and fine-tune it with the few data of the novel classes. Such scenarios can be applied to many tasks, such as video classification [19], image recognition [20], [21], image generation [22] or image semantic segmentation [1], [4], [23].

Few-shot semantic segmentation aims to perform pixel-level classification for novel classes in a query image conditioned on only a few annotated support images. OSLSM [1] first introduces this setting and uses parametric classification to solve this problem. PL [6] and PANet [3] use prototypes to represent typical information for the foreground objects present in the support images and make predictions by pixel-level feature comparison between the prototypes and query features via cosine similarity. This comparison can also be performed implicitly. For example, CANet [3] uses convolution to replace the cosine similarity for complex objects variation in query images. Following this architecture, PFENet [4] further exploits multi-scale query features to strengthen its representation ability. Recently, many studies...
try to fully mine foreground features from the support images. PGNet [9] proposes a graph attention unit that treats each location of the foreground features in the support images as an individual and establishes the pixel-to-pixel correspondence between the query and support features. PMMs [8] uses the prototype mixture model to correlate diverse image regions with multiple prototypes. However, these works use only the foreground (from the support images) to guide segmentation on the query images, as shown in Fig. 1(a). In addition, some works [2], [12] try to take into account the background information, but they only generate background prototypes with the support images, which is different from ours. In our work, we explicitly generate multiple background prototypes from query images and learn feature alignment in a self-contrastive manner.

Self-Supervised Learning: In recent years, self-supervised learning has made remarkable success in unsupervised representation learning. It aims at designing pretext tasks to generate pseudo labels without additional manual annotations. Typical pretext tasks include predicting the angle of object rotation [24], [25], coloring a grayscale [26], inpainting missing regions [27] and solving jigsaw puzzles [28]. An alternative line of works use clustering for unsupervised learning [29]–[33], which use cluster assignments as pseudo-labels to learn deep representations. Deep clustering [31] show that k-means assignments can be used as pseudo-labels to learn visual representations. This method scales to a large uncurated dataset and can be used for pre-training of supervised networks [32]. SeLa [29] takes a pseudo-label assignment as an optimal transport problem and conducts simultaneous clustering and representation learning. Recently, contrastive learning has been widely used in self-supervised learning and currently achieved state-of-the-art performance on image classification [34]–[36]. The goal of contrastive representation learning is to learn an embedding space in which similar sample pairs stay close to each other while dissimilar ones are far apart.

Our work is related to clustering and contrastive learning. Similarly to deep clustering [31], we also use k-means clustering to generate class-agnostic prototypes (clustering centroids) with the high-level semantic features of query images. Then, dense feature comparisons are conducted between these class-agnostic prototypes and the query features by the class-agnostic branch, and the learning goal is to pull each class-agnostic prototype closer to the corresponding background features and push it away from the foreground features in the query.

III. OUR METHOD

In this section, we first define the few-shot semantic segmentation task. Then, we describe the class-specific branch in Section III-B. The details of the proposed class-agnostic branch are presented in Section III-C. Finally, Section III-D describes the optimization and inference of our model.

A. Preliminary

Few-shot semantic segmentation (FSS) aims to segment the area of unseen class \( C_{\text{novel}} \) from each query image given few labeled support images. Models are trained on base classes \( C_{\text{base}} \) (training set) and tested on novel classes \( C_{\text{novel}} \) (test set). Notice that \( C_{\text{base}} \) and \( C_{\text{novel}} \) are non-overlapping (i.e., \( C_{\text{base}} \cap C_{\text{novel}} = \emptyset \)), which ensures that the generalization ability of segmentation model to new class can be evaluated.

We adopt the episode training mechanism, which has been demonstrated as an effective approach to few-shot learning. Each episode is composed of a support set \( S \) and a query set \( Q \) of the same classes. The support set \( S \) has \( k \) image-mask pairs, i.e., \( S = \{(I_s^i, M^i_s)\}_{i=1}^k \), which is termed “k-shot,” with the \( i \)-th support image \( I_s^i \) and its corresponding mask \( M_s^i \). For query set \( Q = \{(I_q^i, M_q^i)\}_{i=1}^q \), where \( I_q^i \) is a query image and \( M_q^i \) is its ground truth mask. The support-query triples \( \{(I_s^i, M_s^i, I_q^i)\}_{i=1}^k \) form the input data of FSS model, and the goal is to maximize the similarity between \( M_q^i \) and the generated prediction \( \hat{M}^i_q \) on \( I_q^i \). Therefore, how to exploit \( S \) for the segmentation of \( I_q^i \) is a key task of few-shot segmentation.

To simplify the notation, let us take the “1-shot” segmentation for example, i.e., \( S = (I^s, M^s) \). That is, given a triple \( (I^s, M^s, I^q) \) as input, the goal of our proposed APANet is to directly learn a conditional probability mass function \( M_q = p(M_q | (I^s, M^s, I^q); \theta_f, \theta_t) \) on base set \( C_{\text{base}} \), where \( \theta_f \) represents the backbone parameters and \( \theta_t \) learns the learnable parameters of the whole network. We use \( (F^s, F^q) \) to denote the feature map of \( (I^s, I^q) \) from a CNN backbone, e.g., VGG-Net or ResNet, where \( F^s \) and \( F^q \in \mathbb{R}^{H \times W \times C} \).

B. Class-Specific Branch: Compare Support and Query

The class-specific branch takes the foreground prototype of support images to compare it with the query features, whose objective is to correctly segment all query pixels, which belong to the foreground class as the foreground prototype or the background class as opposite the foreground prototype. It consists of two sub-modules, prototype generation and feature alignment. In the prototype generation module, the class-specific prototype \( p^s \) is generated by mask average pooling (MAP) over the support features at locations \((i, j)\):

\[
p^s = \frac{\sum_{i,j} F^s_{i,j} \odot M^s_{i,j}}{\sum_{i,j} M^s_{i,j}},
\]

where \( \odot \) is the broadcast element-wised product. The prototype represents a specific semantic class present in the support image. Then, in the feature alignment module, the prototype \( p^s \) is assigned to each spatial location on query features \( F^q \) and learns feature comparison to identify foreground objects presented in the query image. Technically, we first expand \( p^s \) to the same shape as the query features \( F^q \) and concatenate them along the channel dimension as

\[
X_{sq} = C(E^s(p^s), F^q),
\]

where \( E \) is the expansion operation, and \( C \) is the concatenation operation between two tensors along the channel dimension. In order to obtain a better segmentation mask \( \hat{M}^q \) on query image \( I^q \), we follow previous methods [3], [37], which use a convolution module \( g_{\phi} \) to encode the fusion feature \( X_{sq} \), as

\[
\hat{M}^q_{sq} = g_{\phi}(X_{sq}; \theta_t).
\]
Here, $\theta_i$ denotes the learnable parameters in this module, and $g_{q,0}$ performs the pixel-level feature comparison in the way of binary classification, which verifies whether the pixels in the feature map $F^q$ match the prototypes in $E^q(p^f)$ at the corresponding location.

C. Class-Agnostic Branch: Compare Query and Query

In parallel to the class-specific branch, the class-agnostic branch takes multiple background prototypes of the query image instead of a single foreground prototype of the support image to conduct feature comparisons. It also consists of two sub-modules like the class-specific branch, but they are more elaborate. In the prototype generation module, the class-agnostic branch adaptively divides the background of the query image into several regions and extracts corresponding prototypes from them. In the feature alignment module, it learns feature alignment between these class-agnostic prototypes and query features.

1) Class-Agnostic Prototypes Generation: Note that the class-specific branch extracts a single prototype with the MAP on the support features and compares it with the query features, because there are the same-class foreground objects in both the support and query images. However, it does not follow this assumption that there is similar semantics in the background of support-query pairs. Thus we think that it is more appropriate to estimate background prototypes directly from the query features. Here, we use an implicit assumption that a sample must be the positive sample of itself.

To derive the background prototype, a naive method is to directly apply the MAP operation (1) on the background region of the query features. But as the background is usually much more diverse than the particular foreground, simple MAP is actually ineffective. To alleviate this issue, we propose to adaptively partition the query features spatially according to their semantic distribution in the high-level feature space.

As we know, high-level semantic features are usually extracted by the deeper layers of a network. Therefore, instead of using the $F^o$ from the middle layers, we employ higher-level feature $F^q$ to group the background of $F^q$. To partition $F^q$ into $n$ regions, we use classical $k$-means clustering, the optimization problem of which can be expressed as

$$\min_{r_{ik},u_k} \sum_{i=1}^{h,w} \sum_{k=1}^{n} r_{ik} \text{dist}\left(F^q_{i,j}, u_k\right),$$

s.t. \( \sum_{k=1}^{n} r_{ik} = 1, \forall i \). (4)

where dist(·) is the standard cosine distance, the binary indicator variables $r_{ik} \in \{0, 1\}$, $F^q_{i,j} \in F^q$, and $u_k$ represents the centre of the $k$-th cluster. The optimal solution $r^{*}_{ik}$ and $u^{*}_k$ can be readily obtained iteratively.

With $r^{*}_{ik}$, we can obtain the background prototype of $k$-th cluster region of $F^q$. First, we reshape the $k$-th binary indicator vector $r^{*}_{ik}$ into $R^{h,w}$ to $M^q_k \in R^{h,w}$. Hence, $M^q_k$ depicts which spatial locations belong to the $k$-th cluster, and these locations are equal to one while others are zero. Notice that $M^q_k$ may contain true foreground, so we check the intersection of $M^q_k$ and the foreground mask $M^q$ and update $M^q_k$ as

$$M^q_k \leftarrow M^q_k - M^q_k \cap M^q.$$ (5)

The $M^q_k$ represents the $k$-th mask that implies a potential semantic class presented in the background of query image, as shown in Fig. 7. Then, we define a set of background prototypes to represent them. Considering that the specific categories of these background prototypes are not known, so we call them class-agnostic prototypes. Here, the $k$-th class-agnostic prototype is computed by using the MAP operation over the query features at locations $(i, j)$:

$$p^q_k = \frac{\sum_{i,j} F^q_{i,j} \odot M^q_{i,j,k}}{\sum_{i,j} M^q_{i,j,k}},$$ (6)

where $k = 1, 2, \ldots, n$.

2) Feature Alignment for Complete Comparison: As discussed above, the class-specific branch pushes the background features in the query image away from the foreground prototype and encourages the foreground features in the query image to be close to the foreground prototype. Therefore, this learning mechanism tends to force the model to remember the objects outside the base class set $C_{base}$ as background during training, which limits the generalization ability of the model. In our work, using both class-specific and class-agnostic branches, we construct complete feature comparisons to mitigate this issue.

Now we have obtained $n$ class-agnostic prototypes from a query image. How to align these prototypes to query features $F^q$ in the class-agnostic branch? Note that it is reasonable that the foreground and background regions are assumed to be known since we can utilize the annotation information of the query image at the training stage (although not for a query image at the testing stage). Therefore, here the prototype assignment problem of query features can be decomposed into two aspects, for the foreground and background features in the query image, respectively.

For the foreground features in the query image, considering that these class-agnostic prototypes are derived from the background region through clustering, each class-agnostic prototype (e.g., the $k$-th prototype $p^q_k$) corresponds to a specific sub-region ($M^q_k$). Therefore, it is natural that a prototype should be as close as possible to its corresponding background features and meanwhile as far as possible from the foreground features. Technically, we first expand each prototype $p^q_k$ according to $M^q_k$. Then, all the expanded prototypes $p^{q,\ast}_k$ ($k = 1, 2, \ldots, n$) and their corresponding query features are concatenated along the channel dimension as in (7), as shown in Fig. 5(b). In this way, we construct positive pairs between these class-agnostic prototypes and all background features in the query image.

Next, how to assign one prototype to the foreground features of the query image to construct negative pairs for the class-agnostic branch? If, similar to the class-specific branch, we directly assign the class-specific prototype to all foreground features in the query image, positive pairs are constructed between the class-specific prototype and foreground features in the query image since they belong to the same class. However, combined with the assignment strategy of background features of the
query image, it will lead to a trivial solution because only positive pairs are constructed between all query features and these assigned prototypes. Therefore, we need to construct negative pairs through assigning suitable prototypes for the foreground features of the query image. To this end, we randomly select one class-agnostic prototype and densely pair it with each location of foreground features of the query image such that negative pairs are constructed.

We denote the above expansion and assignment operation for all class-agnostic prototypes as \( E_q(\cdot) \), and similarly to (2) we have

\[
X_{qq} = C(\mathcal{E}(p^q_q | k = 1, 2, \cdots, n), F^q). \tag{7}
\]

Finally, a convolution module \( g_{\phi} \) is used to encode \( X_{qq} \) for learning the comparison metric as

\[
\hat{M}^{q}_{qq} = g_{\phi}(X_{qq} ; \theta_1). \tag{8}
\]

Note that all parameters (i.e., \( \theta_1 \) in (3) and (8)) are shared to learn an unbiased segmentation model. We develop class-specific and class-agnostic prototypes and thus construct complete feature pairs (i.e., \( X_{sq} \) and \( X_{qq} \)) to mitigate the biased classification issue for few-shot semantic segmentation. Only under the condition of parameter sharing, it is possible to learn an unbiased segmentation model, because the model can be trained with complete sample pairs including positive and negative ones.

D. Optimization and Inference

1) Loss Function: It requires two different supervision signals to guide the learning of the class-specific and class-agnostic branches during training. Essentially, the learning of these two branches shares the same spirit to check each query pixel whether or not there is the same semantic class between the query feature and its aligned prototype, regardless of the class-specific or class-agnostic prototype. Hence, if the comparison is based on the same semantic (i.e., the class-specific prototype and the foreground features, or the class-agnostic prototype and the corresponding background features), the model should output consistent prediction (i.e., 1) at these positions and 0 otherwise.

Note that the class-specific branch learns feature comparisons between the class-specific prototype and each query feature and finally outputs \( \hat{M}^{q}_{sq} \). This branch should encourage activating the foreground region while suppressing the background area in the query image. Different from the class-specific branch, the class-agnostic branch learns feature comparisons between the class-agnostic prototypes and each query feature and finally outputs \( \hat{M}^{q}_{qq} \). Therefore, the learning goal of the class-agnostic branch is to activate the background region while suppressing the foreground area of the query image. That is, for the class-specific branch, its target label is the mask \( M^q \) of query image, while for the class-agnostic branch, its target label is \( 1 - M^q \). We use

**Algorithm 1: The Training Pipeline of APANet**

**Input:** Support feature \( F^s \), support mask \( M^s \), query feature \( F^q \), high-level query feature \( \hat{F}^q \), cluster number \( K \)

**Output:** Learnable parameters \( \theta_t \)

1. generate class-specific prototype \( p^s \) with Eq. 1;
2. expand and concatenate prototype with query:
   \[ X_{sq} = C(\mathcal{E}(p^s_p), F^q) \] (Eq. 2);
3. compare with query:
   \[ \hat{M}^{q}_{sq} = g_{\phi}(X_{sq} ; \theta_1) \] (Eq. 3);
4. cluster \( \hat{F}^q \) with Eq. 4 and get \( \{M^{q}_k\}^{K}_{k=1} \);
5. for \( k = 1, \cdots, K \) do
   6. \( \hat{M}^{q}_{sq} \leftarrow \hat{M}^{q}_{sq} - \hat{M}^{q}_{k} \cap M^q \) (Eq. 5);
   7. generate class-agnostic prototype \( p^q_k \) with Eq. 6;
   8. for each position \( (i, j) \), where \( \hat{M}^{q}_{i,j,k} = 1 \) do
      9. expand \( p^q_k \) to the position \( (i, j) \) of \( \hat{F}^q \);
      10. concatenate with query:
      11. \[ X_{qq} = C(\mathcal{E}(p^q_k), F^q) \] (Eq. 7);
   12. end
13. end
14. compare with query:
   \[ \hat{M}^{q}_{qq} = g_{\phi}(X_{qq} ; \theta_1) \] (Eq. 8);
15. compute loss \( \mathcal{L} \) with Eq. 9;
16. update parameters \( \theta_t \).
Algorithm 2 The Inference Pipeline of APANet

Input: Support feature $F^{s}$, support mask $M^{s}$, query feature $F^{q}$ and learned model $g_{\theta}(\cdot; \theta)$

Output: Prediction mask $\hat{M}^{sq}_{q}$ of query image $I^{q}$

1: generate class-specific prototype $p^{s}$ with (1);
2: expand and concatenate prototype with query: $X_{sq} = C(\mathcal{E}^{s}(p^{s}); F^{q})$ (2);
3: predict mask: $\hat{M}^{sq}_{q} = g_{\theta}(X_{sq}; \theta_{1})$ (3).

the cross-entropy loss and formulate the overall loss function as

$$\mathcal{L} = (1 - \lambda)\mathcal{L}_1 \left( \hat{M}^{sq}, M^{s} \right) + \lambda \mathcal{L}_2 \left( \hat{M}^{sq}, 1 - M^{q} \right),$$

(9)

where $\lambda$ is a parameter to balance the two cross-entropy losses. When $\lambda = 0$, only the $\mathcal{L}_1$ is left in the overall loss function, then our APANet degenerates to the baseline. The whole training process of our APANet is delineated in Algorithm 1.

2) Inference: Note that each one of our two branches can yield a segmentation result in the training phase. Unlike the training stage, the model just needs output $\hat{M}^{sq}_{q}$ by using the class-specific branch during the inference stage because the mask of a query image is now unknown. Hence, the class-agnostic branch can be freely removed, which brings no extra inference costs. Given a query image and $k$ support images, we take the average of all foreground prototypes from $k$ support images as the new foreground prototype. The prototype is then used to output $\hat{M}^{sq}_{q}$ as prediction. The whole inference process of our APANet is described in Algorithm 2.

Compared with the model without the class-agnostic branch (inference stage), our model with both the class-specific and class-agnostic branches takes about 1.3× more time for training. The increased training time is mainly brought by our online clustering in the class-agnostic branch.

IV. EXPERIMENTS

A. Experiment Setting

Datasets: We evaluate the proposed approach on two public few-shot segmentation benchmarks: PASCAL-51 [1] and COCO-20 i [2], [5]. PASCAL-51 is built from PASCAL VOC 2012 [45] and with extended annotations from SDS [46]. This dataset contains 20 object classes divided into four folds and each fold has 5 categories. Following PFENet [4], 5,000 support-query pairs were randomly sampled in each test fold for evaluation. We also evaluate our approach on a more challenging dataset COCO-20 i, which is built on MS-COCO. It contains more samples, more classes and more instances per image. Following [5], COCO-20 i is also split into four folds from 80 classes and each fold contains 20 classes. We use the same class division and randomly sample 20,000 support-query pairs for evaluation, as done with PFENet [4].

For both datasets, we adopt 4-fold cross-validation that trains model on three folds (base class) and tests on the remaining fold (novel class). The experimental results are reported on each test fold. We also report the average performance of all four test folds.

Evaluation Metric: Following [3]–[5], we use the widely adopted mean intersection over union (mIoU) and the foreground-background IoU (FB-IoU) for quantitative evaluation. For each class, the IoU is calculated by $\frac{TP}{TP+FP+FN}$, where TP is the number of true positives, FP is the number of false positives and FN is the number of false positives over the prediction and ground-truth masks on the query set. The mIoU is an average of IoU’s over all classes, i.e., $mIoU = \frac{1}{n_c} \sum IoU_i$, where $n_c$ is the number of novel classes. FB-IoU treats all object classes as one foreground class and averages the IoU’s of foreground and background ($C = 2$). We take average of results on all folds as the final mIoU/FB-IoU. It is worth noting that FB-IoU is biased towards and benefits from the background class because most foreground classes only occupy a small spatial region of the whole image. Hence, the mIoU is the key evaluation criterion for FSS. In order to compare with the previous methods, we also report the FB-IoU results.

B. Implementation Details

We use a modified version of VGG-16 [47], ResNet-50 or ResNet-101 [48] as the backbone for fair comparison with other methods. These backbone networks are initialized with ImageNet pre-trained weights and we keep their weights ($\theta_f$) fixed during training. Other layers ($\theta_i$) are initialized by the default setting of PyTorch. The ResNet we use is the dilated version used in previous work [4] and the VGG we use is the original version [47]. In ResNet and VGG, there are 5 blocks which correspond to 5 different levels of feature representations. We extract pre-trained features from the third and fourth blocks and concatenate them to generate feature images $F^{s}$ and $F^{q}$. The high-level prior feature $F^{q}$ is obtained from the last block. Similarly to PFENet, we also use a multi-scale Feature Enrichment Module to incorporate the prior masks to enrich the query features in (2) and (7). The comparison function $g_{\theta}$ shares the same parameter in different branches, consisting of a $3 \times 3$ convolution and a $1 \times 1$ convolution with 2 output channels (background and foreground).

The network is trained on PASCAL-51 with the initial learning of 0.0025 and the momentum of 0.9 for 200 epochs with 4 pairs of support-query images per batch. For COCO-20 i, models are trained for 50 epochs with a learning rate of 0.005 and batch size 8. We randomly crop $473 \times 473$ patches from the processed images as the training samples. The $k$-means algorithm iterates for 10 rounds to calculate the pseudo mask for the query image. Data augmentation strategies including normalization, mirror operation and random rotation from -10 to 10 degrees are used. Our experiments do not use any post-processing techniques, such as CRF [49], to refine the results. All experiments are conducted on NVIDIA Tesla V100 GPUs and Intel Xeon CPU Platinum 8255 C.

C. Comparison With State-of-The-Arts

As reported in Tables I, II and III, we compare the proposed method with the state-of-the-arts on PASCAL-51 and COCO-20 i by using mIoU and FB-IoU. Our method significantly
TABLE I

| Methods          | Backbone | 1-Shot               | 5-Shot               |
|------------------|----------|----------------------|----------------------|
|                  |          | Fold-0 | Fold-1 | Fold-2 | Fold-3 | Mean  | Fold-0 | Fold-1 | Fold-2 | Fold-3 | Mean  |
| SG-One [38] (TCYB’20) | VGG-16   | 40.2   | 58.4   | 48.4   | 38.4   | 46.3   | 41.9   | 58.6   | 48.6   | 39.4   | 47.1  |
| AMP [39] (ICCV’19)    |          | 41.9   | 50.2   | 46.7   | 34.7   | 43.4   | 41.8   | 55.5   | 50.3   | 39.9   | 46.9  |
| PANet [2] (ICCV’19)   |          | 42.3   | 58.0   | 51.1   | 41.2   | 48.1   | 51.8   | 64.6   | 59.8   | 46.5   | 55.7  |
| RPMM [8] (ECCV’20)   |          | 47.1   | 65.8   | 50.6   | 48.5   | 53.0   | 55.0   | 66.5   | 51.9   | 47.6   | 54.0  |
| FWB [5] (ICCV’19)    |          | 47.0   | 59.6   | 52.6   | 48.3   | 51.9   | 50.9   | 62.9   | 56.5   | 50.1   | 55.1  |
| PFNet [4] (TPAMI’20) |          | 56.9   | 68.2   | 54.4   | 52.4   | 58.0   | 59.0   | 69.1   | 54.8   | 52.9   | 59.0  |
| APANet (ours)       |          | 58.0   | 68.9   | 57.0   | 52.2   | 59.0   | 59.8   | 70.0   | 62.7   | 57.7   | 62.6  |
| CA-Net [3] (CVPR’19) |          | 52.5   | 65.9   | 51.3   | 51.9   | 55.4   | 55.5   | 67.8   | 51.9   | 53.2   | 57.1  |
| PGNet [9] (ICCV’19)  |          | 56.0   | 66.9   | 50.6   | 56.0   | 57.7   | 57.7   | 68.7   | 52.9   | 54.6   | 58.5  |
| CRNet [40] (CVPR’20) |          | 55.2   | 66.9   | 52.6   | 50.7   | 56.3   | 56.3   | 67.3   | 54.5   | 51    | 57.3  |
| SimPropNet [12] (IJCAI’20) |          | 61.7   | 69.5   | 55.4   | 56.3   | 60.8   | 63.1   | 70.7   | 53.8   | 57.9   | 61.9  |
| RPMM [8] (ECCV’20)  |          | 64.7   | 69.6   | 57.0   | 57.2   | 62.1   | 64.9   | 70.0   | 57.9   | 59.3   | 62.8  |
| PFNet [4] (TPAMI’20) |          | 63.0   | 70.0   | 56.5   | 57.7   | 61.8   | 64.5   | 70.9   | 57.3   | 58.7   | 62.9  |
| APANet (ours)       |          | 62.2   | 70.5   | 61.1   | 58.1   | 63.0   | 63.3   | 72.0   | 68.4   | 60.2   | 66.0  |

Best Results are in Bold.

Fig. 6. Qualitative results of the proposed APANet and the baseline. The left samples are from COCO-20 and the right ones are from PASCAL-5i. The first and second rows are for the support and query images with their ground-truth annotations. The third and fourth rows are for the segmentation results of the baseline and our APANet.

outperforms the state-of-the-arts in both the 1-shot and 5-shot settings. Additional qualitative results are shown in Fig. 6.

PASCAL-5i Results: We report the mIoU of each fold and the mean of all four folds on PASCAL-5i in Table I. We can see that our APANet significantly outperforms the state-of-the-arts with all backbones. Specifically, in the 1-shot setting, our method surpasses the state-of-the-arts by 0.9% and 3.9% with the ResNet-50 and ResNet-101 backbones, respectively. This indicates that exploiting complete feature comparison is clearly beneficial for few-shot semantic segmentation. In the 5-shot setting, our method significantly improves the state-of-the-arts by 3.1% (62.9% vs. 66.0%) and 6.6% (61.4 vs. 68.0%). This further demonstrates its effectiveness for multi-shot cases. In Table III, we further make comparisons in terms of FB-IoU. Equipped with the ResNet-101 backbone, our APANet obtains competitive top-performing 1-shot and 5-shot results. Our result is slightly
TABLE II

| Methods | Backbone | 1-Shot | 5-Shot |
|---------|----------|--------|--------|
|         |          | Fold-0 | Fold-1 | Fold-2 | Fold-3 | Mean  | Fold-0 | Fold-1 | Fold-2 | Fold-3 | Mean  |
| FFBNet [5][ICCV’19] | VGG-16   | 18.4   | 16.7   | 19.6   | 23.4   | 20.0  | 20.9  | 19.2  | 21.9  | 28.4  | 22.6  |
| PANet [2][ICCV’19]   | ResNet-50| -      | -      | -      | -      | -     | -     | -     | -     | -     | -     |
| FFBNet [4][TPAMI’20] | SAGNN [41][CVPR’21] | 33.4   | 30.0   | 37.6   | 36.0   | 37.3  | 37.2  | 45.2  | 40.4  | 40.0  | 40.7  |
| APANet(ours)         |          | 35.6   | 40.0   | 36.0   | 37.1   | 37.2  | 40.1  | 48.7  | 43.3  | 40.7  | 43.2  |
| PPNet [10][ECCV’20] | ResNet-50| 34.5   | 25.4   | 24.3   | 18.6   | 25.7  | 48.3  | 30.9  | 35.7  | 30.2  | 36.2  |
| RPMN [8][ECCV’20]   |          | 29.5   | 36.8   | 29.0   | 27.0   | 30.6  | 33.8  | 42.0  | 33.0  | 33.3  | 35.5  |
| APANet(ours)         |          | 37.5   | 43.9   | 39.7   | 40.7   | 40.5  | 39.8  | 46.9  | 43.1  | 42.2  | 43.0  |
| FFBNet [5][ICCV’19] | ResNet-101| 19.9   | 18.0   | 21.0   | 28.9   | 21.2  | 19.1  | 21.5  | 23.9  | 30.1  | 23.7  |
| PPNet [4][TPAMI’20] | SAGNN [41][CVPR’21] | 34.3   | 33.0   | 32.3   | 30.1   | 32.4  | 33.5  | 38.6  | 38.2  | 34.3  | 37.4  |
| APANet(ours)         |          | 36.1   | 41.0   | 38.2   | 33.5   | 37.2  | 40.9  | 48.3  | 42.6  | 38.9  | 42.7  |
| FFBNet [5][ICCV’19] | ResNet-50| 36.4   | 38.6   | 37.5   | 35.4   | 37.0  | 38.9  | 40.5  | 41.5  | 38.7  | 39.9  |
| PPNet [4][TPAMI’20] | SAGNN [41][CVPR’21] | 40.7   | 44.6   | 42.5   | 39.6   | 41.9  | 45.7  | 49.7  | 47.4  | 42.8  | 46.4  |
| APANet(ours)         |          | 50.5   | 64.6   | 64.7   | 66.4   | 61.6  | 54.1  | 70.5  | 69.2  | 70.0  | 66.0  |
| PANet [2][ICCV’19]   | ResNet-50| 50.1   | 67.9   | 67.8   | 68.6   | 63.6  | 56.7  | 69.7  | 70.2  | 70.1  | 66.7  |
| PPNet [4][TPAMI’20] | SAGNN [41][CVPR’21] | 52.2   | 59.5   | 61.5   | 61.4   | 58.6  | 51.5  | 65.6  | 65.7  | 64.7  | 61.9  |
| APANet(ours)         |          | 54.0   | 67.9   | 68.9   | 68.3   | 64.8  | 63.6  | 71.4  | 72.2  | 72.0  | 69.8  |

Best Results are in Bold.

TABLE III

| Methods | 1-Shot | 5-Shot |
|---------|--------|--------|
|         |        |        |
| E-MCG [43][AAAI’19] | ResNet-50 | 50.1 | 67.9   | 67.8   | 68.6   | 63.6  | 56.7  | 69.7  | 70.2  | 70.1  | 66.7  |
| APANet(ours) |          | 51.3   | 67.9   | 67.8   | 68.6   | 63.6  | 56.7  | 69.7  | 70.2  | 70.1  | 66.7  |
| PPNet [4][TPAMI’20] | SAGNN [41][CVPR’21] | 52.2   | 59.5   | 61.5   | 61.4   | 58.6  | 51.5  | 65.6  | 65.7  | 64.7  | 61.9  |
| APANet(ours) |          | 54.0   | 67.9   | 68.9   | 68.3   | 64.8  | 63.6  | 71.4  | 72.2  | 72.0  | 69.8  |

Best Results are in Bold.

**COCO-20i Results:** The results on COCO-20i are reported in Table II. Our method performs competitively with state-of-the-art approaches in the 1-shot setting and significantly outperforms recent methods in the 5-shot scenario. We still achieve the state-of-the-art results, with significant improvement (4.9% and 6.3% with 1- and 5-shot) even compared with the latest SCLNet [42] with the ResNet-101 backbone. Using the FB-IoU metric, the proposed APANet also achieves significant improvement over the state-of-the-arts in both the 1-shot and 5-shot settings. These results suggest that our additional class-agnostic branch promotes the model to learn better feature representation and yields an unbiased classifier, while other methods may tend to mis-predict some novel-class objects as the background even if more support information is supplied.

**Qualitative Results:** We show some qualitative results on the PASCAL-5i and COCO-20i test sets in Fig. 6. We can make the following observations. First, our method is capable of making correct predictions even if the background of the query image contains some other targets, e.g., the person and TV in the third and eighth columns. Second, the baseline method may segment only parts of the novel-class object because of the prior bias, which hinders the segmentation of the novel-class object. In contrast, the proposed method has a better generalization performance when there is diverse semantics among objects in the support-query images. Third, we note that our method may fail when the support objects are mostly occluded (e.g., the bus in weak in the 1-shot setting using the VGG-16 and ResNet-50 backbones. Nevertheless, we note that the FB-IoU criterion is biased towards and benefits from the background class.
As background regions may contain diverse semantic information; and when \( n \) is too large, the learning task will become too simple, and it will easily fall into over-fitting due to limited semantics on the query images.

**Effects of Loss Weight:** We explore the influence of hyper-parameter \( \lambda \), where \( \lambda \) is a weight that balances the importance between two losses. From Table VII, we can observe the followings. First, when \( \lambda = 0.5 \), i.e. the two losses are equally important, our method yields a 2.2 mIoU improvement over the baseline. This implies the effectiveness of the second loss \( L_2 \). Second, the performance begins to decrease when \( L_2 \) gets more attention. Extremely, when we set \( \lambda \) to 1, the performance drops rapidly (from 63.0 to 25.1). The reason is that now the whole network learns feature comparison only from the query image without any information from the support images. Third, the performance drops as \( \lambda \) decreases. When \( \lambda = 0 \), the overall network will degenerate to the baseline that learns feature comparison only on the support-query image pair.

**Class-agnostic Prototypes Alignment Methods:** Instead of extracting the class-agnostic prototypes from the support features [2], [5], [6], [12], we generate the class-agnostic prototypes from the query features to completely learn the feature comparison. Which strategy is better? To answer this question, we conduct experiments based on the support/query class-agnostic prototypes. The number of clusters is set to 1 in our APANet to eliminate the influence of clustering. Table V reports the results of these two strategies. It shows that using the class-agnostic prototype from the query features outperforms its counterpart. This is because it is not appropriate to derive the background prototype for the query image from the support image as we discussed.

On the other hand, negative pairs are constructed by assigning suitable prototypes for the foreground features of the query image. To this end, we randomly select one class-agnostic prototype and densely pair it with each location of foreground features of the query image. To verify the effectiveness of random assignment strategy, we re-design a deterministic assignment scheme. We first mask average pool (MAP) the whole support or query background features and derive a deterministic background prototype; then, we assign the deterministic background prototype to each foreground query feature. Here, we fix the positive pairs construction method and set the number of clusters to 3. The experimental results are reported in Table VI. We can see that the manner of random assignment achieves the best performance. Compared with deterministic assignment, random class-agnostic prototype can represent the background with multiple semantic clusters and thus can construct more diverse sample pairs to train an unbiased classifier. In addition, there are

\[
\begin{array}{|c|ccc|c|}
\hline
\text{Assignment Scheme} & \text{Fold-0} & \text{Fold-1} & \text{Fold-2} & \text{Fold-3} & \text{Mean} \\
\hline
\text{Fig.1 (a)} & 61.7 & 69.5 & 55.4 & 56.3 & 60.8 \\
\text{Fig.1 (b)} & 59.8 & 69.7 & 58.2 & 56.7 & 61.1 \\
\text{Fig.1 (c)} & 61.7 & 70.1 & 60.4 & 55.0 & 61.8 \\
\text{Fig.1 (d)} & 62.2 & 70.5 & 61.1 & 58.1 & 63.0 \\
\hline
\end{array}
\]

Best Results are in Bold.

In order to comprehend how APANet works, we perform extensive ablation studies to analyze the components in APANet. All experiment results are evaluated over all folds of the PASCAL-51 by using the ResNet-50 backbone.

**Number of Class-agnostic Prototype:** We fix the loss weight \( \lambda \) to 0.5 and choose the value \( n \) (the number of clusters) from a given set \{1, 2, 3, 4, 5\}. As shown in Table IV, first, our method performs better than the baseline under all cases even in the simplest case (i.e., \( n = 1 \)). Second, the best performance is achieved when \( n \) is set to 3, which validates the introduction of clustering to obtain finer prototypes. Third, the performance slightly decreases when \( n \) is either too small or too large. We argue that: when \( n \) is too small, the feature comparison becomes difficult,
similar results when we use the deterministic prototypes from query and support background features (62.4 vs. 62.1). Note that the same category object always appears in the support and query images, and it is reasonable to construct a negative sample for each foreground feature no matter which prototype (support or query background prototype) is assigned.

**Importance of Prototype Generation Method:** In our method, the class-agnostic prototypes are generated by using the $k$-means clustering algorithm on the query feature map. We conduct another generation approach to see whether the performance is sensitive to the generation strategy. Different from the clustering algorithm that adapts the assignments according to spatial semantic distribution, we simply apply spatial pyramid pooling (SPP) [50] on a query feature map to obtain class-agnostic prototypes. The visualization of two types of class-agnostic mask generation methods is shown in Fig. 7. With a pyramid level of $a \times a$ bins, we implement the average pooling at each bin and obtain a total of $a^2$ prototypes. In our experiment, we use 4-level pyramids: $2 \times 2, 3 \times 3, 4 \times 4, 5 \times 5$.

In Table VIII, we can see that using the spatial class-agnostic prototypes generation is comparable to the baseline (61.9% vs. 60.8%). This further demonstrates the effectiveness of learning a complete feature comparison. In addition, our method is still better than spatial assignment under all spatial sizes (63.0% vs. 61.9%), which implies that it is better to use a semantic clustering strategy for class-agnostic prototype generation.

### TABLE VII

**The Influences of Hyper-Parameter ($\lambda$) for Our APANet**

| $\lambda$ | Fold-0 | Fold-1 | Fold-2 | Fold-3 | Mean |
|---|---|---|---|---|---|
| 0 | 61.7 | 69.5 | 55.4 | 56.3 | 60.8 |
| 0.1 | 61.1 | 69.9 | 58.2 | 57.3 | 61.6 |
| 0.3 | 60.8 | 70.1 | 60.5 | 57.0 | 62.1 |
| 0.5 | 62.2 | 70.5 | 61.1 | 58.1 | 63.0 |
| 0.7 | 61.2 | 70.3 | 61.4 | 57.2 | 62.5 |
| 0.9 | 59.8 | 69.2 | 60.0 | 53.3 | 57.7 |
| 1.0 | 17.2 | 28.8 | 33.2 | 21.0 | 25.1 |

Best Results are in Bold.

### TABLE VIII

**Results Using Spatial Pyramid Pooling Prototypes**

| Spatial Size | Fold-0 | Fold-1 | Fold-2 | Fold-3 | Mean |
|---|---|---|---|---|---|
| $2 \times 2$ | 60.1 | 69.1 | 57.4 | 54.0 | 60.1 |
| $3 \times 3$ | 60.6 | 69.2 | 60.2 | 55.6 | 61.4 |
| $4 \times 4$ | 60.9 | 70.0 | 60.7 | 56.1 | 61.9 |
| $5 \times 5$ | 59.8 | 69.7 | 58.2 | 56.7 | 61.1 |

Best Results are in Bold.

### V. Conclusion

In this paper, we embed complementary feature comparison into the metric-based few-shot semantic segmentation (FSS) framework to improve the FSS performance. Specifically, unlike previous works unilaterally predicting the foreground mask with the prototypes extracted for foreground objects only, we propose to compute class-agnostic prototypes and construct complementary sample pairs, which enables us to perform a complementary feature comparison with a two-branch network architecture, i.e., the class-specific and class-agnostic branches. To ensure the similarity between the prototype and the background features during prediction, we propose to extract class-agnostic prototypes from the query features alone and then conduct feature comparison in a self-contrastive manner. The proposed network APANet achieves the state-of-the-art performance on both the PASCAL-5i and COCO-20 datasets, which validates the effectiveness of our method.

### REFERENCES

[1] A. Shaban, S. Bansal, Z. Liu, I. Essa, and B. Boots, “One-shot learning for semantic segmentation,” in *Proc. Brit. Mach. Vis. Conf.*, 2017, pp. 1–9.
[2] K. Wang, J. H. Liew, Y. Zou, D. Zhou, and J. Feng, “PANet: Few-shot image semantic segmentation with prototype alignment,” in *Proc. IEEE/CVF Int. Conf. Comput. Vis.*, 2019, pp. 9197–9206.
[3] C. Zhang, G. Lin, F. Liu, R. Yao, and C. Shen, “CANet: Class-agnostic segmentation networks with iterative refinement and attentive few-shot learning,” in *Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.*, 2019, pp. 5217–5226.
[4] Z. Tian et al., “Prior guided feature enrichment network for few-shot segmentation,” in *IEEE Trans. Pattern Anal. Mach. Intell.*, vol. 44, no. 2, pp. 1050–1065, Feb. 2022, doi: 10.1109/TPAMI.2020.3013717.
[5] K. Nguyen and S. Todorovic, “Feature weighting and boosting for few-shot segmentation,” in *Proc. IEEE/CVF Int. Conf. Comput. Vis.*, 2019, pp. 622–631.
[6] N. Dong and E. P. Xing, “Few-shot semantic segmentation with prototype learning,” in *Proc. Brit. Mach. Vis. Conf.*, 2018, pp. 79–91.
[7] F. Sung et al., “Learning to compare: Relation network for few-shot learning,” in *Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.*, 2018, pp. 1199–1208.
[8] B. Yang, C. Liu, B. Li, J. Jiao, and Q. Ye, “Prototype mixture models for few-shot semantic segmentation,” in *Proc. Eur. Conf. Comput. Vis.*, 2020, pp. 763–778.
[9] C. Zhang et al., “Pyramid graph networks with connection attentions for region-based one-shot semantic segmentation,” in *Proc. IEEE/CVF Int. Conf. Comput. Vis.*, 2019, pp. 9587–9595.
[10] Y. Liu, X. Zhang, S. Zhang, and X. He, “Part-aware prototype network for few-shot semantic segmentation,” in *Proc. Eur. Conf. Comput. Vis.*, 2020, pp. 142–158.
[11] A. Bansal, K. Sikka, G. Sharma, R. Chellappa, and A. Divakaran, “Zero-shot object detection,” in *Proc. Eur. Conf. Comput. Vis.*, 2018, pp. 384–400.
[12] S. Gairola, M. Heman, A. Chopra, and B. Krishnamurthy, “SimPropNet: Improved similarity propagation for few-shot image segmentation,” in *Proc. Int. Joint Conf. Artif. Intell.*, 2020, pp. 573–579.
[13] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic segmentation,” in *Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.*, 2015, pp. 3431–3440.
[14] V. Badrinarayanan, A. Kendall, and R. Cipolla, “SegNet: A deep convolutional encoder-decoder architecture for image segmentation,” *IEEE Trans. Pattern Anal. Mach. Intell.*, vol. 39, no. 12, pp. 2481–2495, Dec. 2017.
[15] L.-C. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L. Yuille, “DeepLab: Semantic image segmentation with deep convolutional nets, atrous convolution, and fully connected CRFs,” *IEEE Trans. Pattern Anal. Mach. Intell.*, vol. 40, no. 4, pp. 834–848, Apr. 2018.
[16] X. Li et al., “Expectation-maximization attention networks for semantic segmentation,” in *Proc. IEEE/CVF Int. Conf. Comput. Vis.*, 2019, pp. 9167–9176.
[17] R. Hadsell, S. Chopra, and Y. LeCun, “Dimensionality reduction by learning an invariant mapping,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2006, pp. 1735–1742.

[18] F. Schroff, D. Kalenichenko, and J. Philbin, “FaceNet: A unified embedding for face recognition and clustering,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2015, pp. 815–823.

[19] Y. Hu, J. Gao, and C. Xu, “Learning dual-pooling graph neural networks for few-shot video classification,” IEEE Trans. Multimedia, vol. 23, pp. 4285–4296, 2020, doi: 10.1109/TMM.2020.3039329.

[20] Y. Zhu, W. Min, and S. Jiang, “Attribute-guided feature learning for few-shot image recognition,” IEEE Trans. Multimedia, vol. 23, pp. 1200–1209, 2021.

[21] H. Huang, J. Zhang, J. Zhang, J. Xu, and Q. Wu, “Low-rank pairwise alignment bilinear network for few-shot fine-grained image classification,” IEEE Trans. Multimedia, vol. 23, pp. 1666–1680, 2021.

[22] A. Phaphuangwittayakul, Y. Guo, and F. Ying, “Fast adaptive meta-learning for few-shot image generation,” IEEE Trans. Multimedia, vol. 24, pp. 2205–2217, 2021, doi: 10.1109/TMM.2021.3077729.

[23] B. Liu, J. Jiao, and Q. Ye, “Harmonic feature activation for few-shot semantic segmentation,” IEEE Trans. Image Process., vol. 30, no. 1, pp. 3142–3153, Feb. 2021.

[24] S. Gidaris, P. Singh, and N. Komodakis, “Unsupervised representation learning by predicting image rotations,” in Proc. Int. Conf. Learn. Representations, 2018.

[25] Z. Feng, C. Xu, and D. Tao, “Self-supervised representation learning by rotation feature decoupling,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2019, pp. 10364–10374.

[26] R. Zhang, P. Isola, and A. A. Efros, “Colorful image colorization,” in Proc. Eur. Conf. Comput. Vis., 2016, pp. 649–666.

[27] D. Pathak, P. Krahmerbubl, J. Donahue, T. Darrell, and A. A. Efros, “Context encoders: Feature learning by inpainting,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016, pp. 2536–2544.

[28] M. Noroozi and P. Favaro, “Unsupervised learning of visual representations by solving jigsaw puzzles,” in Proc. Eur. Conf. Comput. Vis., 2016, pp. 69–84.

[29] Y. M. Asano, C. Ruppenho, and A. Vedaldi, “Self-labelling via simultaneous clustering and representation learning,” in Proc. Int. Conf. Learn. Representations, 2020.

[30] M. A. Bautista, A. Sanakoyeu, E. Tikhoncheva, and B. Ommer, “CliqueCNN: Deep unsupervised exemplar learning,” in Proc. Adv. Neural Inf. Process. Syst., 2016, pp. 3846–3854.

[31] M. Caron, P. Bojanowski, A. Joulin, and M. Douze, “Deep clustering for unsupervised learning of visual features,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 132–149.

[32] M. Caron, P. Bojanowski, J. Mairal, and A. Joulin, “Unsupervised pre-training of image features on non-curated data,” in Proc. IEEE/CVF Int. Conf. Comput. Vis., 2019, pp. 2959–2968.

[33] J. Xie, R. Girshick, and A. Farhadi, “Unsupervised deep embedding for clustering analysis,” in Proc. Int. Conf. Mach. Learn., 2016, pp. 478–487.

[34] J.-B. Grill et al., “Bootstrap your own latent - A new approach to self-supervised learning,” in Proc. the Adv. Neural Inf. Process. Syst., 2020, pp. 21271–21284.

[35] K. He, H. Fan, Y. Wu, S. Xie, and R. Girshick, “Momentum contrast for unsupervised visual representation learning,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2020, pp. 9729–9738.

[36] T. Chen, S. Kornblith, M. Norouzi, and G. Hinton, “A simple framework for contrastive learning of visual representations,” in Proc. Int. Conf. Mach. Learn., 2020, pp. 1597–1607.

[37] H. Wang et al., “Few-shot semantic segmentation with democratic attention networks,” in Proc. Eur. Conf. Comput. Vis., 2020, pp. 730–746.

[38] X. Zhang, Y. Wei, Y. Yang, and T. S. Huang, “SG-One: Similarity guidance network for one-shot semantic segmentation,” IEEE Trans. Cybern., vol. 50, no. 9, pp. 3855–3865, Sep. 2020.

[39] M. Siam, B. N. Oreshkin, and M. Jagersand, “AMP: Adaptive masked proxies for few-shot segmentation,” in Proc. IEEE/CVF Int. Conf. Comput. Vis., 2019, pp. 5249–5258.

[40] W. Liu, C. Zhang, G. Lin, and F. Liu, “CRNets: Cross-reference networks for few-shot segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2020, pp. 4165–4173.

[41] G.-S. Xie, J. Liu, H. Xiong, and L. Shao, “Scale-aware graph neural network for few-shot semantic segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2021, pp. 5475–5484.
Jing-Hao Xue (Senior Member, IEEE) received the Dr.Eng. degree in signal and information processing from Tsinghua University, Shenzhen, China, in 1998, and the Ph.D. degree in statistics from the University of Glasgow, Glasgow, U.K., in 2008. He is currently a Professor with the Department of Statistical Science, University College London, London, U.K. His research interests include statistical pattern recognition, machine learning, and computer vision. He is an Associate Editor for IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, IEEE TRANSACTIONS ON CYBERNETICS, and IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS.

Chengjie Wang received the B.S. degree in computer science from Shanghai Jiao Tong University, Shanghai, China, in 2011, and double M.S. degrees in computer science from Shanghai Jiao Tong University, and Waseda University, Tokyo, Japan, in 2014. He is currently the Research Director of Tencent YouTu Lab. He has authored or coauthored more than 50 refereed papers on major Computer Vision and Artificial Intelligence Conferences, such as CVPR, ICCV, ECCV, AAAI, IJCAI, and NeurIPS, and holds more than 100 patents in his research areas. His research interests include computer vision and machine learning.

Qingmin Liao (Senior Member, IEEE) received the Ph.D. degree in signal processing and telecommunications from the University of Rennes 1, Rennes, France, in 1994. He is currently a Professor with Shenzhen International Graduate School, Tsinghua University, Shenzhen, China. His research interests include image/video processing, transmission, analysis, biometrics, and their applications.