Prophet Inequalities via the Expected Competitive Ratio

Tomer Ezra∗    Stefano Leonardi†    Rebecca Reiffenhäuser‡    Matteo Russo§    Alexandros Tsigonias-Dimitriadis¶

Abstract

We consider prophet inequalities under general downward-closed constraints. In a prophet inequality problem, a decision-maker sees a series of online elements with values, and needs to decide immediately and irrevocably whether or not to select each element upon its arrival, subject to an underlying feasibility constraint. Traditionally, the decision-maker’s expected performance has been compared to the expected performance of the prophet, i.e., the expected offline optimum. We refer to this measure as the Ratio of Expectations (or, in short, RoE). However, a major limitation of the RoE measure is that it only gives a guarantee against what the optimum would be on average, while, in theory, algorithms still might perform poorly compared to the realized ex-post optimal value. Hence, we study alternative performance measures. In particular, we suggest the Expected Ratio (or, in short, EoR), which is the expectation of the ratio between the value of the algorithm and the value of the prophet. This measure yields desirable guarantees, e.g., a constant EoR implies achieving a constant fraction of the ex-post offline optimum with constant probability. Moreover, in the single-choice setting, we show that the EoR is equivalent (in the worst case) to the probability of selecting the maximum, a well-studied measure in the literature. This is no longer the case for combinatorial constraints (beyond single-choice), which is the main focus of this paper. Our main goal is to understand the relation between RoE and EoR in combinatorial settings. Specifically, we establish two reductions: for every feasibility constraint, the RoE and the EoR are at most a constant factor apart. Additionally, we show that the EoR is a stronger benchmark than the RoE in that for every instance (feasibility constraint and product distribution) the RoE is at least a constant fraction of the EoR, but not vice versa. Both these reductions imply a wealth of EoR results in multiple settings where RoE results are known.

1 Introduction

Prophet Inequalities are one of optimal stopping theory’s most prominent problem classes. In the classic prophet inequality, a decision-maker must select an element $e$ from an online sequence of elements $E$ immediately and irrevocably. The sequence is revealed one by one in an online fashion, and the decision-maker wants to maximize the weight of the chosen element, where each element’s weight is drawn from some distribution $D_e$. The decision-maker is compared to a prophet, who knows all the realizations of the weights in advance. A classic result of Krengel and Sucheston [1978, 1977], and Samuel-Cahn [1984] asserts that the decision-maker can extract at least half of the prophet’s expected reward and that this result is tight.
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A vast body of research has studied the classic prophet inequality and its variants, where the objective function is to maximize the ratio between what the algorithm gets in expectation and the expected weight of the ex-post optimum. We use the shorthand \( \text{RoE} \) to signify this \textit{ratio of expectations}. However, this benchmark has shortcomings for many applications of prophet inequalities. Oftentimes, the decision-maker is not only concerned about the expected value, but she also wants to have some guarantees with respect to the ex-post outcome. The concept of risk aversion has been defined in various ways in the literature: a common underlying principle is that the involved parties often want to avoid the possibility of \textit{extremely bad} outcomes.

As our first example shows, such risk-averse decision-makers might prefer to select a box with a deterministic weight of 1, even though the second box’s expected weight is slightly larger. This is because the weight of the second box has a high probability of having a value of 0, and it is much riskier to choose this option for just a marginal improvement in the expected utility.

\textbf{Example 1.} Consider a setting with two boxes. The first box’s weight \( w_1 \) is deterministically 1, and the second box’s weight \( w_2 \) is 0 with probability \( 1 - \epsilon \) and \( \frac{1+2\epsilon}{\varepsilon} \) with probability \( \epsilon \), for \( \epsilon \in (0,1] \).

![Figure 1: Two boxes: \( w_1 = 1, w_2 \sim D_2 = \begin{cases} 0, & \text{w.p. } 1 - \varepsilon \\ \frac{1+2\varepsilon}{\varepsilon}, & \text{w.p. } \varepsilon \end{cases} \).](image)

The decision-maker’s expected utility would be 1 if she selects the first box, and is \( 1 + 2\epsilon \) if she selects the second box. While picking the second box maximizes the \text{RoE}, this is a much riskier choice that brings only a negligible improvement.

Since maximizing the \text{RoE} does not capture the phenomenon of risk aversion, we would like to define a benchmark that does. A first suggestion is the \textit{probability of selecting the maximum} (\text{PbM}), introduced by Gilbert and Mosteller [1966] for the case of i.i.d. valued elements, for which the \text{PbM} = 0.5801. In the non-i.i.d. case, in worst-case order, Esfandiari et al. [2020] show a tight bound on \text{PbM} of \( \frac{1}{e} \).

A decision-maker that maximizes the \text{PbM} selects the first box in Example 1, and thus picks the maximum with probability close to 1. Another different approach from the \text{PbM} is the \textit{expected ratio}, \text{EoR}, between the algorithm’s weight and the weight of the ex-post optimum (originally suggested in Scharbrodt et al. [2006] for other domains). In Appendix B, we establish that \text{PbM} and \text{EoR} are essentially identical measures of performance in single-choice settings. This no longer holds for richer variants of prophet inequalities beyond single-choice, which is the main focus of our paper.

We study the natural extension of classic prophet inequalities, termed prophet inequalities with combinatorial constraints [Rubinstein, 2016], where the decision-maker is allowed to select more than a single element according to a predefined (downward-closed) feasibility constraint. These types of constraints capture the idea that if a given set is feasible, so are all its subsets: examples include knapsack, matchings, and general matroids, as well as their intersection. In the next example, one can observe that, for any online algorithm, the probability of selecting the maximum is exponentially small in the number of elements; put another way, the probability of selecting the exact optimum offline is negligible and, thus, the guarantees of the \text{PbM} measure do not extend to combinatorial prophet inequalities.
**Example 2.** Consider a setting with $n$ pairs of boxes, such that, for each pair $i$, one box has weight $w_{1,i} = 1$ deterministically, and the second has weight $w_{2,i}$, equal to 0 with probability $1/2$ and to 2 with probability $1/2$. The (downward-closed) feasibility constraint is that at most one box from each pair can be selected (a partition matroid), and the decision-maker gets the sum over the selected set.

\[
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Figure 2: $n$ pairs of boxes: for each pair, $w_{1,i} = 1$, $w_{2,i} \sim D_2 = \begin{cases} 0, \text{ w.p. } 1/2 \\ 2, \text{ w.p. } 1/2 \end{cases}$.

The probability of selecting the maximum is the probability that the algorithm chooses the larger realized value for each pair of boxes. An online algorithm cannot select the maximum of each pair with probability greater than $1/2$. Since all realizations are independent, we have an upper bound of $\text{PbM} = 1/2^n$ for every online algorithm (see Claim 7). This motivates choosing a different measure of performance in combinatorial settings. In particular, for this example, the algorithm that always selects the first box for each pair guarantees good expected ratio. Indeed, by Jensen’s Inequality (see Appendix E), we have

\[
\mathbb{E} \left[ \frac{\text{ALG}}{\text{OPT}} \right] \geq \frac{n}{\mathbb{E} \left[ \sum_{i \in [n]} \max \{ w_{1,i}, w_{2,i} \} \right]} = \frac{n}{\frac{3}{2}n} = \frac{2}{3}.
\]

Note that this algorithm also guarantees $\text{ALG} \geq \left( \frac{2}{3} - \varepsilon \right) \cdot \text{OPT}$ with high probability, which is a type of guarantee a risk-averse decision-maker would desire.

Combining that EoR and PbM are equivalent for single-choice settings and that PbM is unachievable beyond single-choice, we believe that the EoR is the right alternative to the PbM in combinatorial settings. In Appendix G, we discuss other possible extensions of PbM and show their shortcomings in combinatorial settings.

It is important to note that there are some instances where optimizing EoR leads to bad guarantees for risk-averse decision-makers. This is the case for both the EoR and the RoE (see Example 5 in Appendix H). However, there are cases where having to average over many runs to obtain a good ratio does not meet the problem requirements. Consider a platform or marketplace that faces a frequently repeated (e.g., daily) resource allocation problem. The task is to allocate limited resources to a stream of customers, subject to any underlying downward-closed constraint about what can be allocated and to whom. The platform wants to maximize an objective, such as social welfare or revenue. From the perspective of both the platform and the customers, it is often desirable to know that some ex-post guarantees will be satisfied. Specifically, the customers on a given day might want to know that if they have a high value for some subset of the resources, they will have a fair chance at getting it, and the platform also wants to ensure that on every instance, it will allocate a good fraction of the resources to the customers who value them highly. In such scenarios, designing a strategy that maximizes the EoR, rather than the RoE or some other performance measure, will guarantee that.

In Appendix C, we provide a series of claims (Claim 4, Claim 5, and Claim 6), which establish that our definition of EoR (in contrast to the RoE) guarantees the best-we-can-hope-for when minimizing the risk compared to the ex-post value. More specifically, Claim 4 shows that a “good” (i.e., relatively high constant) EoR directly implies that we attain a constant fraction of the optimum.
with constant probability. Moreover, as shown in Claim 5 and Claim 6, no (qualitatively) better bi-criteria approximation can be achieved; there exist simple feasibility constraint-distribution pairs for which either no constant approximation to the maximum is possible with high probability, or no near-optimal approximation to the maximum can be attained with constant probability. Therefore, settling for the ex-post guarantee of the EoR is best possible in combinatorial prophet inequalities. Moreover, instead of aiming directly for such bi-criteria results, our main goal in this paper is to suggest a natural alternative performance measure and present its properties and insights it provides. Thus, we believe that, apart from its simplicity, the two main reasons that make the EoR an interesting objective function are (1) that is the “right” generalization of PbM beyond the single-choice setting, and, (2) that it captures well one of the natural ways to think of risk-aversion in online decision-making.

We further investigate how the notions of the ratio of expectations and the expected ratio are connected to each other. As a first step, the following examples show why a constant RoE algorithm does not guarantee a constant EoR, and vice versa.

First, consider **Example 1**. The canonical $1/2$-competitive (and tight) RoE algorithm for the single-choice problem is that of setting a single threshold $\tau := \frac{E[OPT]}{2} = \frac{\max\{w_1, w_2\}}{2} = \frac{(1 - \varepsilon + 1 + 2\varepsilon)}{2} = 1 + \varepsilon/2$, and accepting the first box whose weight exceeds $\tau$. We now analyze the performance of such algorithm, measured according to EoR:

$$EoR := \frac{E[ALG]}{E[OPT]} = (1 - \varepsilon) \cdot \frac{0}{1} + \varepsilon \cdot \frac{(1 + 2\varepsilon)/\varepsilon}{(1 + 2\varepsilon)/\varepsilon} = \varepsilon,$$

since the algorithm would only accept if the value is at least $1 + \varepsilon/2$, which only happens if the second box realization is $(1 + 2\varepsilon)/\varepsilon$. This algorithm has no EoR guarantee since $\varepsilon$ can be arbitrarily small.

Second, the next example shows that a constant EoR algorithm is not necessarily constant competitive in the RoE sense.

**Example 3.** Consider a setting with two boxes, one with a weight $w_1 = 1$ deterministically, and the second with a weight $w_2$, which is $\varepsilon^2$ with probability $1 - \varepsilon$ and $1/\varepsilon^2$ with probability $\varepsilon$, for $\varepsilon \in (0, 1]$.

![Figure 3: Two boxes: $w_1 = 1$, $w_2 \sim D_2 = \begin{cases} \varepsilon^2, \text{w.p. } 1 - \varepsilon \\ 1/\varepsilon^2, \text{w.p. } \varepsilon \end{cases}$.](image)

The algorithm that always selects the first box achieves $E[ALG] = 1 - \varepsilon$ and $E[OPT] = 1 - \varepsilon + \frac{1}{\varepsilon} > 1 - \varepsilon$. On the contrary, $E[ALG] = 1$ and $E[OPT] = 1 - \varepsilon + \frac{1}{\varepsilon} > 1 - \varepsilon$. Thus,

$$RoE := \frac{E[ALG]}{E[OPT]} < \frac{1}{1/\varepsilon} = \varepsilon.$$

As $\varepsilon$ can be arbitrarily small, this algorithm does not guarantee a constant RoE.

The aforementioned examples demonstrate that algorithms exhibiting a constant guarantee for one performance measure (such as the optimal RoE algorithm, which gives a guarantee of $1/2$ for any instance) might fail miserably in some instances for the other performance measure. This motivates us to deeper understand whether, and for which settings, a good algorithm for RoE can
be transformed to a good algorithm for EoR, and vice versa. The **guiding question** of this paper is, therefore,

*What is the relation between RoE and EoR?*

### 1.1 Our contributions

As a motivation for our study, in Appendix B, we show the equivalence between PbM and EoR in the single-choice setting. We present two proofs for this equivalence; one is an adaptation of the worst-case example for the PbM measure by Esfandiari et al. [2020]. The second proof is based on the observation that for each product distribution, we can construct a new product distribution for which the EoR is arbitrarily close to the PbM of the original distribution.

Our main results establish two reductions between EoR and RoE. In particular, we show that for every downward-closed feasibility constraint, RoE and EoR are at most a multiplicative constant factor apart (see Section 3 and Section 4). For the following informal statements of the three main results, we first introduce some basic notation. We use $\text{RoE}(F)$ (similarly $\text{EoR}(F)$) to denote the ratio between the performance of the best algorithm against the offline optimum on the worst-case distribution, given a family of feasibility constraints $F$. Note that, in principle, we expect the worst-case distributions to be different for the two measures. In the second and third statement, we use the stronger notions of $\text{RoE}(F, D)$ and $\text{EoR}(F, D)$. Here, the ratio expresses the guarantee of the best algorithm against the offline optimum on the worst constraint-distribution pair $(F, D)$. This means that the input now consists not only of a family $F$, but also of a product (i.e., the distributions of the elements’ weights are independent) distribution $D$.

**Theorem** (Equivalence between RoE and EoR, Corollary 2). For every downward-closed family of feasibility constraints $F$ it holds that

$$\frac{\text{RoE}(F)}{\text{EoR}(F)} \in \Theta(1).$$

In the next result, we show that the EoR is a stronger benchmark than the RoE in the sense that for every instance composed of a feasibility constraint and a product distribution the RoE is at least a constant of the EoR.

**Theorem** (EoR to RoE reduction, Theorem 3). For every downward-closed family of feasibility constraints $F$, and a product distribution $D$ it holds that

$$\text{RoE}(F, D) \geq \frac{\text{EoR}(F, D)}{68}.$$

We complement this by showing that the parallel result cannot be achieved in the other direction (i.e., from RoE to EoR).

**Theorem** (RoE to EoR impossibility, Corollary 3). For every $\varepsilon > 0$, there exist a feasibility constraint $F$ and a product distribution $D$ in which $\text{EoR}(F, D) \leq \varepsilon$ and $\text{RoE}(F, D) \in \Omega(1)$.

### 1.2 Our techniques

A key ingredient of our proof is a distinction between cases where the contribution to the value of the prophet comes from a large number of boxes and cases where the contribution mainly comes from a small set of boxes. If we are in the latter case, one can just run a simple threshold strategy and have a good guarantee. Otherwise, we use our second key ingredient which is analyzing the
structure of the offline optimum function (value of the prophet) in the event that the threshold algorithm does not have a good enough guarantee. In particular, we show that, under such event, the normalized offline optimum function is self-bounding (see Definition 3), and therefore well-concentrated [Boucheron et al., 2009]. Our Proposition 1 and Proposition 5 generalize claims about the self-bounding property of normalized offline optima shown in Vondrák [2010], Blum et al. [2017] (see Appendix F.2 for further discussion).

**Feasibility-based reduction:** \( \text{RoE}(F) \) vs. \( \text{EoR}(F) \). To prove that the \( \text{EoR}(F) \) is at least a constant times \( \text{RoE}(F) \), we first calculate the threshold for which the maximal value exceeds it with probability of half. We use this to perform a tail-core split: Intuitively, if the expected offline optimum is not too large (i.e., close to the threshold), then our algorithm tries to catch a “superstar” (i.e., the first element with a weight above the threshold). To simplify our analysis, we count only the gain in the cases where exactly one such element is realized (the tail event). This happens with constant probability, and since the expected offline optimum is relatively small, we always get a good fraction of it by picking this unique element.

When instead, the expected offline optimum is large (i.e., far from the threshold), we run a constant competitive \( \text{RoE} \) algorithm in a black-box fashion. As already pointed out, an algorithm with constant \( \text{RoE} \) does not necessarily achieve any guarantee for \( \text{EoR} \). We overcome this obstacle through our case distinction and the self-bounding properties we show for the optimum. In particular, we upper bound the value of the offline optimum with high enough probability and lower bound the \( \text{RoE} \) algorithm expected value conditioned on the optimum not being too large.

An immediate corollary of our result and Rubinstein [2016] is that, for downward-closed feasibility constraints, the \( \text{EoR} \) is in \( \Omega \left( \frac{1}{\log n} \right) \). However, we prove a much stronger result: For every specific feasibility constraint, the \( \text{EoR} \) is a constant away from the \( \text{RoE} \) (which implies trivially the former assertion). In particular, if for some feasibility constraint the \( \text{RoE} \) is \( \Omega \left( \frac{1}{\log \log n} \right) \), then our result shows that the \( \text{EoR} \) is approximately the same (and not that it is just bounded by \( \Omega \left( \frac{1}{\log^2 n} \right) \)).

**Instance-based reduction:** \( \text{RoE}(F, D) \) vs. \( \text{EoR}(F, D) \). For the other direction, we show a stronger result, in that for every instance (a feasibility constraint, and a product distribution) the \( \text{RoE} \) is at least a constant fraction of the \( \text{EoR} \).

To achieve this result, we show that either the original \( \text{EoR} \) algorithm achieves up to a constant the same \( \text{RoE} \) guarantee, or that the simple threshold algorithm that achieves half of the expectation of the maximal element, guarantees a good \( \text{RoE} \).

We remark that both our reductions are constructive: We could interpret them as using a \( \text{RoE} \) algorithm black-box to design an \( \text{EoR} \) one, and vice versa. Further extensions and implications (XOS objectives, unknown prior, different assumptions on the arrival order, etc.) are discussed in Section 6.

### 1.3 Related Work

For early work on prophet inequalities, starting from the classic model and some of its most important variants, we refer the reader to the comprehensive survey of Hill and Kertz [1992]. The topic of prophet inequalities has recently regained strong interest, primarily among researchers in theoretical computer science, due to its connections to (algorithmic) mechanism design and, in particular, posted price mechanisms [Hajiaghayi et al., 2007, Chawla et al., 2010, Kleinberg and Weinberg, 2019, Correa et al., 2019b]. The surveys of Correa et al. [2019a] and Lucier [2017] provide detailed overviews of recent results in prophet inequalities and their connections to mechanism design, respectively.
This recent surge of interest has given rise to a stream of work, extending the classic prophet inequality to more general objective functions beyond single-choice (including submodular [Chekuri and Livanos, 2021], XOS [Feldman et al., 2015], and monotone subadditive functions [Rubinstein and Singla, 2017]), different assumptions on the arrival order, and rich combinatorial feasibility constraints. Among the latter, some notable results include $k$-uniform matroid [Hajiaghayi et al., 2007, Alaei, 2011, Jiang et al., 2022], matching [Feldman et al., 2015, Ezra et al., 2020, Alaei et al., 2012, Gravin and Wang, 2019], general matroid or knapsack [Chawla et al., 2010, Kleinberg and Weinberg, 2019, Feldman et al., 2021, Ehsani et al., 2018, Dütting et al., 2020], and polymatroid constraints [Dütting and Kleinberg, 2015]. Among the most general environments considered (in which non-trivial positive results can be achieved) are arbitrary downward-closed feasibility constraints [Rubinstein, 2016, Rubinstein and Singla, 2017]. Combined with our framework, these results immediately give corresponding (lower and upper) bounds on the EoR. Note that [Rubinstein, 2016] also considers non-downward-closed feasibility constraints, but shows that it is impossible to achieve an RoE larger than $O(1/n)$.

One of our goals in this paper is to go beyond the traditional measure of performance in prophet inequalities, i.e., the ratio of expectations, and understand how natural alternatives perform in a wide range of scenarios. While the EoR measure has not been studied before in the context of prophet inequalities, Garg et al. [2008] considered it for Bayesian cost minimization problems, such as the Online Stochastic Steiner tree problem, where they show an upper bound of $O(\log \log n)$ on the gap between RoE and EoR: whether this gap is constant is an open question up to this day. Furthermore, Hartline and Johnsen [2021, Appendix A.1] study a similar notion to the EoR and compare it to the RoE in the context of prior independent mechanism design. Their goal is to measure the performance of an algorithm without knowledge of the input distribution against the best algorithm with full distributional knowledge. We defer the reader to Appendix A for more details on past literature.

2 Preliminaries

2.1 Model and Notation

We consider a setting where there is a ground set of elements $E$, and each element $e \in E$ is associated with a non-negative weight $w_e \sim D_e$. We assume that the distributions have no point masses\(^1\), and we denote by $D = \times_{e \in E} D_e$ the product distribution. The elements are presented with their weights in an online fashion to a decision-maker who needs to decide immediately and irrevocably whether to accept the current element or not. The decision-maker must ensure that the set of selected elements belongs to a predefined family of downward-closed feasibility constraints $\mathcal{F}$ at all times. The goal of the decision-maker is to maximize the weight of the selected set. We make use of the following definitions and notations.

**Definition 1.** Let $\mathbf{w} \in \mathbb{R}_{\geq 0}^{|E|}$ be a non-negative weight vector. We define $\text{OPT} : \mathbb{R}_{\geq 0}^{|E|} \rightarrow \mathcal{F}$ to be the function mapping a vector of weights to a maximum-weight set in family $\mathcal{F}$. Namely,

$$\text{OPT}(\mathbf{w}) = \arg \max_{S \in \mathcal{F}} \sum_{e \in S} w_e.$$ 

Moreover, we abuse notation of vector $\mathbf{w}$ and use $\mathbf{w}(S)$ to denote the sum of weights in set $S$, i.e.,

$$\mathbf{w}(S) := \sum_{e \in S} w_e.$$ 

\(^1\)We assume that there are no point masses for simplicity of presentation. All of our theorems can be adjusted to the case where there are point masses.
Definition 2. Given a downward-closed family of feasible sets $\mathcal{F}$, we define $f_\mathcal{F} : \mathbb{R}_{\geq 0}^{|E|} \rightarrow \mathbb{R}$ to be the function that, given a weight vector $w$, returns the maximal weight of a feasible set in $\mathcal{F}$, i.e., $f_\mathcal{F}(w) := w(\text{OPT}(w))$. When clear from context, we omit $\mathcal{F}$ and use $f$ instead of $f_\mathcal{F}$.

Given an online algorithm ALG, we denote the (possibly random) set chosen by it given an input $w$ by $\text{ALG}(w)$. We will denote by $a_{\text{ALG}}(w) := w(\text{ALG}(w))$ the weight of the feasible set chosen by the algorithm for a specific realization $w$, and when clear from context, we omit ALG from the notation and use $a(w)$ instead of $a_{\text{ALG}}(w)$. Our objective is to design algorithms that maximize the expected ratio between what the online algorithm gets, and the weight of the offline optimum.

To measure our performance, given a downward-closed family $\mathcal{F}$, a product distribution $D$, and an algorithm ALG, we define

$$E_{\text{OR}}(\mathcal{F}, D, \text{ALG}) := \mathbb{E}\left[\frac{w(\text{ALG}(w))}{f(w)}\right],$$

where the expectation runs over the stochastic generation of the input, as well as the (possible) randomness of the algorithm. Similarly, we define

$$E_{\text{OR}}(\mathcal{F}, D) := \sup_{\text{ALG}} E_{\text{OR}}(\mathcal{F}, D, \text{ALG}),$$

and

$$E_{\text{OR}}(\mathcal{F}) := \inf_{D} E_{\text{OR}}(\mathcal{F}, D).$$

We will compare our results to the standard objective of maximizing the ratio of expectations between the algorithm and the offline optimum. Accordingly, we denote

$$E_{\text{ROE}}(\mathcal{F}, D, \text{ALG}) := \frac{\mathbb{E}[w(\text{ALG}(w))]}{\mathbb{E}[f(w)]},$$

The final benchmark we will compare our results to is the probability of selecting an optimal (offline) set, defined by

$$E_{\text{PBM}}(\mathcal{F}, D, \text{ALG}) := \Pr \left[w(\text{ALG}(w)) = f(w)\right].$$

Analogously to Equations (1), and (2), we define $E_{\text{ROE}}(\mathcal{F}, D)$, $E_{\text{ROE}}(\mathcal{F})$, $E_{\text{PBM}}(\mathcal{F}, D)$, and $E_{\text{PBM}}(\mathcal{F})$.

2.2 Structural Properties

As a first step before stating and proving the main results, we derive several properties of $f$ that may be of interest beyond this paper. The main technical tool that we use throughout to guarantee only a constant-factor loss in the reduction is the self-bounding property of the (normalized) offline optimum. Since this property resembles a “smoothness” condition when removing one of the coordinates of the input vector, we can only prove it if we restrict the support of the weights.

Definition 3 (Self-bounding functions). Let $x := (x_1, \ldots, x_n)$ be a vector of independent random variables, and $\mathcal{X}$ the corresponding product space. Similarly, let $x^{(i)} := (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)$ be the same vector deprived of the $i^{th}$ coordinate, and $\mathcal{X}^{(i)}$ the corresponding product space. A function $g : \mathcal{X} \rightarrow \mathbb{R}$ is said to be self-bounding if there exists a series of functions $\{g_i\}_{1 \leq i \leq n}$, such that each $g_i : \mathcal{X}^{(i)} \rightarrow \mathbb{R}$ satisfies

$$0 \leq g(x) - g_i(x^{(i)}) \leq 1,$$

$$\sum_{i \in [n]} \left(g(x) - g_i(x^{(i)})\right) \leq g(x).$$
Proposition 1 (Properties of \(f_F\)). For every downward-closed family of sets \(\mathcal{F}\), the function \(f = f_F\) satisfies the following properties:

1. \(f\) is 1-Lipschitz.
2. \(f\) is monotone, i.e., if \(u \geq v\) point-wise, then \(f(u) \geq f(v)\).
3. For every \(\tau > 0\), the function \(f/\tau\) restricted to the domain \([0, \tau]|E|\) is self-bounding.

In Appendix F.2, we generalize the above proposition to arbitrary (extended) XOS functions. The main attribute of self-bounding functions that we will use is the following inequality.

Theorem 1 (BLM Inequality [Boucheron et al., 2000]). For a self-bounding function \(g : \mathcal{X} \to \mathbb{R}\), it holds that:

\[
\text{For every } z > 0, \quad \Pr [g(x) \geq \mathbb{E}[g(x)] + z] \leq e^{-\frac{2z^2}{\mathbb{E}[g(x)] + 2z}}.
\]

\[
\text{For every } z < \mathbb{E}[g(x)], \quad \Pr [g(x) \leq \mathbb{E}[g(x)] - z] \leq e^{-\frac{2z^2}{\mathbb{E}[g(x)]}}.
\]

3 From RoE to EoR: Feasibility-Based Reduction

Before presenting our reduction from RoE to EoR, we start with a few definitions and observations. We defer their proofs, as well as other auxiliary claims, to Appendix E. Fixing a parameter \(\gamma \in (0, 1)\), we define the threshold \(\tau\) given a set of elements \(E\) with corresponding distributions \(\{D_e\}_{e \in E}\), to be such that

\[
\Pr [\tau \geq \max_{e \in E} w_e] = \gamma.
\]

Such a \(\tau\) exists and is unique for every \(\gamma\) since we assume that there are no point masses. For every \(e \in E\), we denote by \(\overline{D}_e\) the distribution \(D_e|w_e \leq \tau\), as per the \(\tau\) defined in Equation (3). This is well defined since \(\gamma > 0\), and, therefore, the probability that \(w_e \leq \tau\) is at least \(\gamma > 0\). Given a realization of \(\mathbf{w}\), let \(\overline{\mathbf{w}} \in \mathbb{R}_{\geq 0}^{|E|}\) be the weight vector determined by the following process: For each \(e\), if \(w_e \leq \tau\) then \(\overline{w}_e = w_e\); otherwise, let \(\overline{w}_e\) be a fresh (independent) draw from \(\overline{D}_e\). Note that the distribution of \(\overline{\mathbf{w}}\) is a product distribution, where for each \(e \in E\), \(\overline{w}_e\) is distributed according to \(\overline{D}_e\).

We next define the two events that we will use in our analysis.

Definition 4. Let us define the following events.

1. Core. \(\mathcal{E}_0 := \{\forall e \in E : w_e \leq \tau\}\).
2. Tail. \(\mathcal{E}_1 := \{\exists e \in E : w_e > \tau\}\),

where the symbol “\(\exists!\)” signifies the existence of a unique such element.

The next observation enables us to flexibly change whenever needed from conditioning on \(\mathcal{E}_0\) to working directly with the truncated distribution, and vice versa.

Observation 1. The distribution of \(\overline{D}\) is identical to the distribution of \(D\) conditioned on event \(\mathcal{E}_0\).

We are now ready to present our reduction from RoE to EoR.
Theorem 2. For every downward-closed family of feasibility constraints \( \mathcal{F} \), it holds that

\[
EoR(\mathcal{F}) \geq \frac{RoE(\mathcal{F})}{12}. \tag{4}
\]

Note that in the reduction of Algorithm 1, part of the input is a subroutine \( \text{ALG}_{RoE} \) that has an RoE at least as large as \( \alpha \). The condition on the event \( E_0 \) just means that all we need to know is that this \( \alpha \)-guarantee holds when all weights are below the chosen threshold \( \tau \). Starting from \( \text{ALG}_{RoE} \), we design an algorithm that uses \( \text{ALG}_{RoE} \) as a black box in one of the two cases and achieves an EoR which is at most a multiplicative constant factor away from the RoE.

**ALGORITHM 1: RoE-to-EoR**

Data: Ground set \( E \), distributions \( D_e \), feasibility family \( \mathcal{F} \), a subroutine \( \text{ALG}_{RoE} \)

Parameters: \( \gamma \in (0, 1), c > 0 \)

Assumption: \( \text{ALG}_{RoE} \) satisfies \( \mathbb{E}[a_{\text{ALG}_{RoE}}(w) | E_0] \geq \alpha \cdot \mathbb{E}[f(w) | E_0] \)

Result: Subset \( \text{ALG}(w) \subseteq E \) such that \( \text{ALG}(w) \in \mathcal{F} \)

Calculate \( \tau \) according to Equation (3);

Calculate \( W := \mathbb{E}[f(w)] \);

if \( W \leq c \cdot \tau \) then

- Return the first element \( e^* \in E \) such that \( w_{e^*} \geq \tau \);
- If no such element exists, return \( \emptyset \);

else

- As long as \( w_e \leq \tau \) run \( \text{ALG}_{RoE}(w) \);
- If \( w_e > \tau \), reject all remaining elements;

end

In order to prove Theorem 2, by the definition of RoE(\( \mathcal{F} \)), we will assume the existence of an algorithm \( \text{ALG}_{RoE} \) that satisfies:

\[
\mathbb{E}_{w \sim D}[a_{\text{ALG}_{RoE}}(w) | E_0] = \mathbb{E}_{w \sim \mathcal{F}}[a_{\text{ALG}_{RoE}}(w)] \\
\geq \alpha \cdot \mathbb{E}_{w \sim D}[f(w)] = \alpha \cdot \mathbb{E}_{w \sim D}[f(w) | E_0], \tag{5}
\]

where the equalities hold by Observation 1. Our analysis distinguishes between two cases according to whether \( W := \mathbb{E}[f(w)] \leq c \cdot \tau \). Lemma 1 analyzes the case where \( W \leq c \cdot \tau \), and Lemma 2 the case where \( W > c \cdot \tau \). In the remainder, for ease of notation, we use \( a(w) \) instead of \( a_{\text{ALG}_{RoE}}(w) \).

**Lemma 1 (“Catch the superstar”).** For all constants \( \delta > 1, k \geq 1 \) and \( c \geq \frac{4+2\delta}{3(\delta-1)} \log \frac{k}{\alpha} \), if \( W \leq c \cdot \tau \), then Algorithm 1 satisfies

\[
\mathbb{E}[a(w)] \geq \frac{\gamma \log (1/\gamma)}{c+1}. \tag{6}
\]

**Proof.** In this scenario, we know that Algorithm 1 will select the first element \( e \in E \) such that \( w_e \geq \tau \), which we denote by \( e^* \). It may happen that no such element exists, in which case the algorithm gets a contribution of 0. On the other hand, by Claim 12 (deferred to Appendix E), \( \Pr[E_1] \geq \gamma \log (1/\gamma) \). Then, conditioned on this event, Algorithm 1 surely (with probability 1) selects \( e^* \) and we have

\[
\frac{a(w)}{f(w)} \geq \frac{w_{e^*}}{\tau + f(w)} \\
\geq \frac{\tau}{\tau + f(w)}, \tag{7}
\]
where the first inequality follows from Claim 11 (deferred to Appendix E), and the second by observing that since \( w_e > \tau \), the ratio is minimized when \( w_e = \tau \). Hence, we get that

\[
E \left[ \frac{a(w)}{f(w)} \right] \geq E \left[ \frac{a(w)}{f(w)} \bigg| \mathcal{E}_1 \right] \cdot Pr \left[ \mathcal{E}_1 \right]
\]
\[
\geq E \left[ \frac{\tau}{\tau + f(w)} \right] \cdot \gamma \log \left( \frac{1}{\gamma} \right)
\]
\[
\geq \frac{\tau}{\tau + W} \cdot \gamma \log \left( \frac{1}{\gamma} \right) \geq \frac{\gamma \log \left( \frac{1}{\gamma} \right)}{c + 1},
\]

where the first inequality is by the law of total expectation, the second follows from Equation (7) and Claim 12, the third is by Jensen’s inequality (see Claim 9), and the last inequality is due to our assumption that \( W \leq c \cdot \tau \).

In the following, Lemma 2, Claim 1, and Claim 2 are mainly dedicated to expressing the expected ratio through various manipulations in a convenient form, such that the concentration property of the offline optimum (see Theorem 1) can be repeatedly applied.

**Lemma 2** (“Run the Combinatorial Algorithm”). For all constants \( \delta > 1, k \geq 1 \) and \( c \geq \frac{4 + 2\delta}{3(\delta - 1)^2} \log \frac{k}{\alpha} \), if \( W > c \cdot \tau \), then Algorithm 1 satisfies

\[
E \left[ \frac{a(w)}{f(w)} \right] \geq \frac{\gamma}{\delta} k \cdot \alpha.
\]

To prove Lemma 2, we will make use of the two following claims.

**Claim 1.** For all constants \( \delta > 1, k \geq 1 \) and \( c \geq \frac{4 + 2\delta}{3(\delta - 1)^2} \log \frac{k}{\alpha} \), if \( W > c \cdot \tau \), then we have

\[
Pr \left[ f(w) > \delta W \bigg| \mathcal{E}_0 \right] \leq \frac{\alpha}{k}.
\]

*Proof.* By Theorem 1, choosing \( z = \frac{1}{\tau} (\delta - 1) W \), we have

\[
Pr \left[ f(w) > \delta W \bigg| \mathcal{E}_0 \right] = Pr \left[ \frac{f(w)}{\tau} > \frac{\delta W}{\tau} \bigg| \mathcal{E}_0 \right] \leq e^{-\frac{3(\delta - 1)^2}{4 + 2\delta} \frac{w}{\tau}} \leq e^{-\frac{3(\delta - 1)^2}{4 + 2\delta} \tau} \leq \frac{\alpha}{k},
\]

since \( W > c \cdot \tau \) by assumption, and since \( c \geq \frac{4 + 2\delta}{3(\delta - 1)^2} \log \frac{k}{\alpha} \). \( \square \)

**Claim 2.** For all constants \( \delta > 1, k \geq 1 \) and \( c \geq \frac{4 + 2\delta}{3(\delta - 1)^2} \log \frac{k}{\alpha} \), if \( W > c \cdot \tau \), then we have

\[
E \left[ a(w) \bigg| f(w) \leq \delta W, \mathcal{E}_0 \right] \geq \left( 1 - \frac{\delta - 1}{k} \right) \alpha W.
\]

*Proof.* We know that

\[
\alpha \cdot W \leq E \left[ a(w) \bigg| \mathcal{E}_0 \right] = E \left[ a(w) \bigg| f(w) \leq \delta W, \mathcal{E}_0 \right] \cdot Pr \left[ f(w) \leq \delta W \bigg| \mathcal{E}_0 \right] + E \left[ a(w) \bigg| f(w) > \delta W, \mathcal{E}_0 \right] \cdot Pr \left[ f(w) > \delta W \bigg| \mathcal{E}_0 \right] \leq E \left[ a(w) \bigg| f(w) \leq \delta W, \mathcal{E}_0 \right]
\]

\[
\leq E \left[ a(w) \bigg| f(w) \leq \delta W, \mathcal{E}_0 \right] \geq \left( 1 - \frac{\delta - 1}{k} \right) \alpha W.
\]
where the first inequality is by Equation (5), the equality is by the Law of Total Expectation, and the second inequality is since a probability is bounded by 1, and \(a(w) \leq f(w)\).

Next, we show that

\[
Pr[f(w) > \delta W | \mathcal{E}_0] \cdot E[f(w) | f(w) > \delta W, \mathcal{E}_0] \\
= Pr[f(w) > \delta W | \mathcal{E}_0] \cdot \frac{1}{Pr[f(w) > \delta W | \mathcal{E}_0]} \cdot \int_{\delta W}^{\infty} Pr[f(w) > z | \mathcal{E}_0] dz \\
= \int_{\delta W}^{\infty} Pr[f(w) > z | \mathcal{E}_0] dz = \int_{(\delta - 1)W}^{\infty} Pr[f(w) > W + z | \mathcal{E}_0] dz \\
= \int_{(\delta - 1)W}^{\infty} \frac{f(w)}{\tau} > 1 \frac{1}{\tau}(W + z) | \mathcal{E}_0] dz \leq \int_{(\delta - 1)W}^{\infty} e^{-\frac{3(d-1)^2}{4+2\delta} W e} dz \\
\leq (\delta - 1) \frac{\alpha}{k} W. \tag{10}
\]

Here, (1) follows from applying Theorem 1, (2) from noticing that \(W \leq z/(\delta - 1)\) within the integral limits, (3) from the fact that \(W > c \cdot \tau\), (4) since \(c \geq \frac{4+2\delta}{3(d-1)^2}\) log \(k\).

Combining Equations (9) and (10), we get

\[
E \left[ a(w) \right | f(w) \leq \delta W, \mathcal{E}_0] \geq \left( 1 - \frac{\delta - 1}{k} \right) \frac{\alpha}{k} W.
\]

Proof of Lemma 2. We conservatively assume that if there is at least one element with a weight exceeding \(\tau\), then the contribution of the algorithm is 0. By Claim 12, \(Pr[\mathcal{E}_0] = \gamma\). We then have that:

\[
E \left[ a(w) \right | f(w) \right] \geq E \left[ a(w) \right | f(w) \leq \delta W, \mathcal{E}_0] \cdot Pr[\mathcal{E}_0] \\
\geq E \frac{a(w)}{f(w)} \left | f(w) \leq \delta W, \mathcal{E}_0] \cdot Pr[f(w) \leq \delta W | \mathcal{E}_0] \cdot Pr[\mathcal{E}_0] \\
\geq E \frac{a(w)}{f(w)} \left | f(w) \leq \delta W, \mathcal{E}_0] \cdot \left( 1 - Pr[f(w) > \delta W | \mathcal{E}_0] \right) \cdot \gamma \\
= \frac{\gamma}{\delta W} \cdot \left( 1 - Pr[f(w) > \delta W | \mathcal{E}_0] \right) \cdot E \left[ a(w) | f(w) \leq \delta W, \mathcal{E}_0] \right], \tag{11}
\]

We bound \(Pr[f(w) > \delta W | \mathcal{E}_0]\) from above in Claim 1, and \(E \left[ a(w) | f(w) \leq \delta W, \mathcal{E}_0] \right]\) from below in Claim 2.

Combining Equation (11) with Claim 1 and Claim 2, we get that

\[
E \left[ \frac{a(w)}{f(w)} \right] \geq \frac{\gamma}{\delta} \left( 1 - \frac{\alpha}{k} \right) \left( 1 - \frac{\delta - 1}{k} \right) \alpha \geq \frac{\gamma}{\delta} \frac{k - \delta}{k} \alpha,
\]

which concludes the proof.
To complete the proof of Theorem 2, we need to carefully choose the parameters of the previous claims and lemmas (including the threshold of Equation (3), used for the case distinction and beyond) so that the multiplicative loss from the two cases balances to a (relatively good) constant.

Proof of Theorem 2. If \( \alpha = \text{RoE}(\mathcal{F}) \), then there exists an algorithm \( \text{ALG}_{\text{RoE}} \) that satisfies Equation (5). Algorithm 1 guarantees the minimum between the expected competitive ratios of Lemma 1 and Lemma 2. Thus, we need to find parameters \( \gamma, \delta, k, c \) that maximize the following constrained optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \min \left\{ \gamma \log \left( \frac{1}{\gamma} \right), \frac{\gamma (k - \delta)}{k} \alpha \right\} \\
\text{subject to} & \quad \gamma \in (0, 1), \delta > 1, k > 2, c \geq \frac{4 + 2\delta}{3(\delta - 1)^2} \log \frac{k}{\alpha}.
\end{align*}
\]

The only parameter we do not control is \( \alpha \), as it depends on the feasibility structure \( \mathcal{F} \). If we choose \( \gamma = 1/2, \delta = 2, k = 3, c = \frac{8}{3} \log \frac{3}{\alpha} \) all the constraints are satisfied, and we get

\[
\text{EoR} \geq \min \left\{ \frac{\log 2}{\frac{8}{3} \log \frac{3}{\alpha} + 1}, \frac{\alpha}{12} \right\} = \frac{\alpha}{12}.
\]

This concludes the proof. \( \square \)

4 From EoR to RoE: Instance-Based Reduction

In this section, we show an instance-based reduction from EoR to RoE. Unlike Theorem 2, our next result shows that the RoE is always at least a constant fraction of the EoR, for every pair of (downward-closed) feasibility constraint \( \mathcal{F} \) and product distribution \( D \). We will assume the existence of an algorithm \( \text{ALG}_{\text{EoR}}(w) \) that satisfies \( \mathbb{E}_{w \sim D}[a_{\text{ALG}_{\text{EoR}}}(w)/f(w)] \geq \alpha \). For ease of notation, we denote the value of Algorithm 2 on \( w \) by \( a(w) \).

### Algorithm 2: EoR-to-RoE

**Data:** Ground set \( E \), distributions \( D_e \), feasibility family \( \mathcal{F} \), a subroutine \( \text{ALG}_{\text{EoR}} \)

**Assumption:** \( \text{ALG}_{\text{EoR}}(w) \) satisfies that \( \mathbb{E}_{w \sim D}[a_{\text{ALG}_{\text{EoR}}}(w)/f(w)] = \alpha \)

**Result:** Subset \( \text{ALG}(w) \subseteq E \) such that \( \text{ALG}(w) \in \mathcal{F} \)

Let \( A := \mathbb{E}_{w \sim D}[\max_{e \in \text{ALG}(w)} w_e] \):

if \( A \geq \alpha \cdot \mathbb{E}_{w \sim D}[f(w)]/34 \) then

- Return the first element \( e^* \in E \) such that \( w_{e^*} \geq \frac{4}{\alpha} \);
- If no such element exists, return \( \emptyset \);
else
- Run \( \text{ALG}_{\text{EoR}}(w) \);
end

**Theorem 3.** For every downward-closed family of feasibility constraints \( \mathcal{F} \), and every product distribution \( D \) it holds that

\[
\text{RoE}(\mathcal{F}, D) \geq \frac{\text{EoR}(\mathcal{F}, D)}{68}.
\]

**Proof.** Let \( \alpha = \text{EoR}(\mathcal{F}, D) \), and let \( A = \mathbb{E}_{w \sim D}[\max_{e \in \text{ALG}(w)} w_e] \) (as per Algorithm 2’s pseudocode). Our algorithm has two cases, depending on the value of \( A \).
In the first case, $A \geq \alpha \cdot E[f(w)]/34$: Algorithm 2 sets a threshold of $A/2$ and selects the first element that exceeds it. The algorithm achieves

$$E[a(w)] \geq \frac{A}{2} \geq \alpha \cdot \frac{E[f(w)]}{68},$$

where the first inequality follows by the Prophet Inequality [Samuel-Cahn, 1984], and the last from the assumption on $A$ in this case.

Otherwise, we have that $A < \alpha \cdot E[f(w)]/34$, in which case Algorithm 2 simply runs the ALG$_{EqR}$ subroutine as a blackbox. Before proceeding, we show the following claim, which will prove useful in the remainder of this proof. To this end, let $w'_e = w_e \cdot 1_{w_e \leq 2A}$, for every $e \in E$, let $D'_e$ be the distribution of $w'_e$, and let $D'$ be their product distribution.

**Claim 3.** It holds that $E_{w \sim D}[\sum_{e \in E} w_e - w'_e] \leq 2\alpha \cdot \frac{E_{w \sim D}[f(w)]}{34}$.

**Proof.** Let event $B_e = \{w_e' \leq 2A, \forall e' \neq e\}$. We have that

$$E \left[ \sum_{e \in E} w_e - w'_e \right] = E \left[ \sum_{e \in E} w_e \cdot 1_{w_e > 2A} \right] \leq 2 \cdot E \left[ \sum_{e \in E} w_e \cdot 1_{w_e > 2A} \cdot 1_{B_e} \right] \leq 2A,$$

where the first inequality follows from noting that (1) $B_e$ is independent of the realization of $w_e$, and (2) $\Pr[B_e] \geq \frac{1}{2}$ since $\Pr[B_e] \geq \Pr[\max_{e \in E} w_e \leq 2A]$ and by applying Markov’s Inequality on random variable $\max_{e \in E} w_e$. The second inequality follows from the fact that we are accounting for the maximum only when there is a unique element whose weight exceeds 2A (which is at most the expected maximum). The claim then holds by combining the last inequality and the assumption on $A$ from being in this case.

With this claim at hand, we can continue with the proof of the theorem. By Proposition 1, the function $f(w)/2A$ is self-bounding in the domain $[0, 2A]^E$. Let $Q = \frac{E_{w \sim D'}[f(w)']}{2A}$. It holds that

$$Q = \frac{E_{w \sim D'}[f(w)']}{2A} > \frac{34 \cdot E_{w \sim D'}[f(w)']}{2 \alpha \cdot E_{w \sim D}[f(w)]} \geq \frac{17 \cdot (E_{w \sim D}[f(w)] - 2A)}{\alpha \cdot E_{w \sim D}[f(w)]} > \frac{17}{\alpha} \left( 1 - \frac{2 \alpha}{34} \right) \geq \frac{16}{\alpha},$$

where the first and third inequalities follow simply by using $A < \alpha \cdot E[f(w)]/34$. The second inequality follows by Claim 3, by Lipschitzness of $f$, Inequality (13) and the value of $A$. The last inequality is since $\alpha \leq 1$. We, therefore, have that

$$\Pr_{w' \sim D'} \left[ \frac{f(w')}{2A} \leq \frac{Q}{2} \right] \leq e^{-Q/8} \leq e^{-2/\alpha} \leq \alpha/2,$$

where the first inequality follows from Theorem 1, and the last inequality is by the identity $e^{-x} \leq 1/x$ for all $x > 0$. Let $V = E_{w \sim D}[f(w)]$, then it holds that

$$\frac{V}{4} \leq E_{w \sim D}[f(w)] - 2A \leq E_{w' \sim D'}[f(w')] = Q \cdot A,$$

where the first inequality is by using $A < \alpha \cdot E[f(w)]/34$, and the second inequality is again by Claim 3, by Lipschitzness of $f$, Inequality (13) and the value of $A$. Thus, 

$$\Pr_{w \sim D} \left[ f(w) \leq \frac{V}{4} \right] \leq \Pr_{w' \sim D'} \left[ f(w') \leq Q \cdot A \right] \leq \frac{\alpha}{2},$$

(17)
where the first inequality holds since $f$ is monotone, since $w' \leq w$ component-wise, and since by Equation (16), $\frac{V}{4} \leq Q \cdot A$. We next bound $E_{w \sim D} \left[ \frac{a(w)}{f(w)} \mid f(w) \geq \frac{V}{4} \right]$. By definition of $\alpha$, it holds that

$$\alpha \leq E_{w \sim D} \left[ \frac{a(w)}{f(w)} \mid f(w) < \frac{V}{4} \right] \cdot \Pr \left[ f(w) < \frac{V}{4} \right]$$

$$+ E_{w \sim D} \left[ \frac{a(w)}{f(w)} \mid f(w) \geq \frac{V}{4} \right] \cdot \Pr \left[ f(w) \geq \frac{V}{4} \right]$$

$$\leq \frac{\alpha}{2} + E_{w \sim D} \left[ \frac{a(w)}{f(w)} \mid f(w) \geq \frac{V}{4} \right],$$

which by rearranging, we get that

$$E_{w \sim D} \left[ \frac{a(w)}{f(w)} \mid f(w) \geq \frac{V}{4} \right] \geq \frac{\alpha}{2}, \tag{18}$$

This implies that

$$\text{RoE}(\mathcal{F}, D) \geq E_{w \sim D}[a(w)] / V \geq E_{w \sim D} \left[ a(w) \mid f(w) \geq \frac{V}{4} \right] \cdot \Pr \left[ f(w) \geq \frac{V}{4} \right] / V \geq \frac{\alpha \cdot V}{8} \cdot \left( 1 - \frac{\alpha}{2} \right) / V \geq \frac{\alpha}{16},$$

where the third inequality holds by Equations (17) and (18), and the last inequality is since $\alpha \leq 1$. This concludes the proof.

An immediate corollary of Theorem 3 is:

**Corollary 1.** For every downward-closed family of feasibility constraints $\mathcal{F}$ it holds that

$$\text{RoE}(\mathcal{F}) \geq \frac{\text{EoR}(\mathcal{F})}{68}.$$

The above corollary and Theorem 2 imply

**Corollary 2.** For every downward-closed family of feasibility constraints $\mathcal{F}$ it holds that

$$\frac{\text{RoE}(\mathcal{F})}{\text{EoR}(\mathcal{F})} \in \Theta(1).$$

5 From RoE to EoR: an Impossibility of Instance-Based Reduction

In this section, we show that an instance-based reduction from RoE to EoR is unachievable. This is in contrast to the reduction of Theorem 3 from EoR to RoE. In particular, we show that there are a feasibility constraint $\mathcal{F}$ and a product distribution $D$ for which $\text{RoE}(\mathcal{F}, D)$ is constant but $\text{EoR}(\mathcal{F}, D)$ is sub-constant. We show this using the following stronger claim:

**Proposition 2.** For every feasibility constraint $\mathcal{F}$ there exists a product distribution $D$ such that $\text{EoR}(\mathcal{F}, D) \in O(\text{RoE}(\mathcal{F}))$ while $\text{RoE}(\mathcal{F}, D) \in \Omega(1)$. 
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Proof. Let $\text{RoE}(\mathcal{F}) = x$. By definition of $\text{RoE}(\mathcal{F})$ as an infimum over all product distributions $D$, there exists a product distribution $D$ such that $\text{RoE}(\mathcal{F}, D) \leq \frac{69x}{68}$. We now consider the product distribution $D'$ constructed from leaving all elements’ distributions unaltered but modifying the distribution $D_{e^*}$ of an arbitrary element $e^*$ into $D'_{e^*}$ as follows. Consider the random variable $w_{e^*}$ representing the weight of element $e^*$ and let

$$w'_{e^*} := w_{e^*} + \frac{E[\sum_{e \in E} w_e]}{x} \cdot X,$$

where $X \sim \text{Bernoulli}(x)$. It is easy to see that $\text{RoE}(\mathcal{F}, D') \geq \frac{1}{2}$, since the algorithm that always selects element $e^*$ obtains $E[w'_{e^*}] \geq E[\sum_{e \in E} w_e]$, while the prophet can achieve at most $2 \cdot E[\sum_{e \in E} w_e]$. To conclude, we have that

$$\text{EoR}(\mathcal{F}, D') \leq \Pr[X = 1] \cdot 1 + \Pr[X = 0] \cdot \text{EoR}(\mathcal{F}, D)$$

$$\leq x + \text{EoR}(\mathcal{F}, D) \leq x + 68 \cdot \text{RoE}(\mathcal{F}, D) \leq 70x,$$

where the first inequality above derives from the fact that, if the Bernoulli random variable $X$ is 1, we upper bound the algorithm’s performance by that of the optimum; otherwise, we upper bound the performance by $\text{EoR}(\mathcal{F}, D)$, the third inequality follows from Theorem 3, and the last by recalling that $\text{RoE}(\mathcal{F}, D) \leq \frac{69x}{68}$. \qed

We know by the example presented in Appendix B of [Rubinstein, 2016] that is based on an example from [Babaioff et al., 2007] for a different setting, that there exists a feasibility constraint with $n$ elements such that $\text{RoE}(\mathcal{F}) \in O\left(\frac{\log \log(n)}{\log(n)}\right)$. Combining Proposition 2 with this example for large enough $n$ implies that:

**Corollary 3.** For every $\epsilon > 0$, there exist a feasibility constraint $\mathcal{F}$ and a product distribution $D$ in which $\text{EoR}(\mathcal{F}, D) \leq \epsilon$ and $\text{RoE}(\mathcal{F}, D) \in \Omega(1)$.

### 6 Discussion

In this paper, we studied the performance of combinatorial prophet inequalities via the expected ratio (EoR). We focus on its connections to the standard measure of performance in the literature, i.e., the ratio of expectations (RoE). We establish that, for every downward-closed feasibility constraint, the gap between $\text{RoE}(\mathcal{F})$ and $\text{EoR}(\mathcal{F})$ is at most a constant. Moreover, we show that the EoR is an even stronger benchmark in the sense that $\text{RoE}(\mathcal{F}, D)$ is at least a constant of $\text{EoR}(\mathcal{F}, D)$, but not vice versa.

We want to remark that Algorithm 1 and Algorithm 2 are constructive ways to prove Theorem 2 Theorem 3. For example, the purpose of Algorithm 1 is to show that for every family of feasibility constraints $\mathcal{F}$, $\text{EoR}(\mathcal{F}) \geq \text{RoE}(\mathcal{F})/12$. For $\alpha = \text{RoE}(\mathcal{F})$, by definition of $\text{RoE}(\mathcal{F})$, there exists an algorithm that satisfies the assumption made in the algorithm, and for the proof of the theorem, this can be used to show an existence of an algorithm with $\text{EoR}(\mathcal{F}) \geq \alpha/12$. Therefore, the assumption simply restates the starting point of the reduction of Theorem 2.

In the remainder of this section, we state some remarks and discuss extensions that follow from our proofs and techniques.

**Arrival order.** We first note that our results hold for any arrival order of the elements, such as random [Esfandiari et al., 2017], free [Yan, 2011], or batch arrival order [Ezra et al., 2020].
Single-sample. We can also consider scenarios in which the decision-maker does not have full knowledge of the distributions of the elements’ weights. In fact, our reductions can be adjusted (with slightly worse constants) to scenarios in which the decision-maker has only a single sample from each distribution (see Appendix F.1 for a formal discussion).

Extension to XOS functions. Our results extend beyond additive functions over downward-closed feasibility constraints, namely to extended-XOS functions (see Appendix F.2 for a formal discussion). We generalize the optimum function (Definition 1) to be $\text{OPT}(w) := \arg \max_{S \in \mathcal{F}} \langle b_i, w_S \rangle$, where $w_S \in \mathbb{R}^{|E|}$ is the vector of elements weights in $S$ (and 0 for elements not in $S$), while each $b_i \in \mathbb{R}^{|E|}$ is a vector of nonnegative coefficients. Similarly to the additive case, we have that $f(w) = \max_{i \in [\ell]} \langle b_i, w_S \rangle$. We can show that, by setting $a_{ij}^S := b_{ij} \cdot 1_{j \in S}$, $f(w)$ can be expressed as $f(w) = \max_{i \in [\ell]} \langle a_i^S, w_S \rangle$. Moreover, the functions resulting from projecting all such $f$’s onto $\{0,1\}^{|E|}$ not only are XOS but describe all XOS functions. We can now run Algorithm 1, and perform the case distinction with the modified threshold $\tau$ being such that $\Pr \left[ \exists j \in [\ell] : w_j > \frac{\tau}{\max_{i \in [\ell]} a_{ij}} \right] = \gamma$. With this at hand, the “catch the superstar” subroutine becomes selecting the first element $j$ with $w_j > \frac{\tau}{\max_{i \in [\ell]} a_{ij}}$, while the “run the combinatorial algorithm” remains unaltered (up to slight modifications, described in Appendix F.2). For Algorithm 2, we redefine $A := \mathbb{E}[\max_{i \in [\ell]} a_{ij} \cdot w_j]$ and repeat a similar analysis to the one above. All in all, we lose an additional $\max_{i,j} a_{ij}$ factor in the expected ratio of Theorem 2 and Theorem 3, and we get that:

$$\text{EoR}(\mathcal{F}) \geq \frac{\text{RoE}(\mathcal{F})}{12 \cdot \max_{i,j} a_{ij}}, \quad \text{and} \quad \text{RoE}(\mathcal{F}, D) \geq \frac{\text{EoR}(\mathcal{F}, D)}{68 \cdot \max_{i,j} a_{ij}}.$$  

Other measures of performance. In this work, we study the expected ratio as our measure of performance. Another natural performance measure is the expected inverse ratio, i.e., $\text{EolR}(\mathcal{F}) := \mathbb{E} \left[ f(w) / a(w) \right]$. We now show that such a measure may be unbounded even for the single-choice case. Let us consider again Example 3. Fix a (randomized) algorithm that selects the first element with probability $p$, and let $a_p(w)$ be its performance on input $w$. Then we have

$$\text{EolR}(\mathcal{F}) \geq \min_p \mathbb{E} \left[ \frac{f(w)}{a_p(w)} \right] \geq \min_p (1 - \varepsilon) \cdot \left( p \cdot \frac{1}{1 - \varepsilon} + (1 - p) \cdot \frac{1}{\varepsilon^2} \right) + \varepsilon \cdot \left( p \cdot \frac{1}{1 - \varepsilon} + (1 - p) \cdot \frac{1}{\varepsilon^2} \right) = \min_p \frac{1 - \varepsilon}{\varepsilon^2} + \varepsilon - \left( \frac{1 - \varepsilon}{\varepsilon^2} - \frac{1}{\varepsilon} - 1 + 2\varepsilon \right) p \geq \frac{1}{\varepsilon} + 1 - \varepsilon > \frac{1}{\varepsilon}.$$  

Hereby, the second inequality holds since the algorithm selects the second box (given it is realized) with probability at most $1 - p$, while the third inequality follows from setting $p = 1$ to minimize the expression. As $\varepsilon$ can be made arbitrarily small, we have an unbounded $\text{EolR}$.

In spite of the above simple impossibility result in maximization problems, the same measure of performance could be of use when the decision-maker seeks to minimize a function subject to, e.g., covering constraints with stochastic inputs. As mentioned in Section 1.3, Garg et al. [2008] study the relation between RoE and EoR for minimization problems, such as Online Steiner Tree and Traveling Salesman Problem with stochastic inputs. On the other hand, the EolR measure in this setting remains unexplored. It would be interesting to understand whether the reductions
provided in Sections 3 and 4 are generalizable to the minimization setting (both for the EoR and the EoIR).

**Gap between EoR and RoE** Despite the similarity between the benchmarks, it is not at all obvious whether the maximal gap between RoE and EoR for prophet settings and every downward-closed feasibility constraint would be constant (it is an open question whether this gap is constant in other Bayesian settings Garg et al. [2008]). In our feasibility-based reduction from RoE to EoR, we lose a constant of $\frac{1}{12}$. Losing a constant is unavoidable already from the single-choice setting, where there is a (tight) gap of $\frac{2}{e}$. It would be interesting to study whether this is the worst gap possible. In the other direction (i.e., from EoR to RoE), the gap in the reduction is also not tight; it is even possible that the RoE($\mathcal{F}$) is at least the EoR($\mathcal{F}$) for every feasibility constraint $\mathcal{F}$. However, we know that RoE($\mathcal{F}, D$) can be smaller than EoR($\mathcal{F}, D$) by a factor of 2 by Example 1 and can be unboundedly larger than EoR($\mathcal{F}, D$). Additionally, finding the exact value of EoR($\mathcal{F}$) for specific downward-closed constraints (e.g., matching, matroid, knapsack, etc.) is an interesting open question.
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### A Further Related Work

In the prophet inequalities literature, a common underlying assumption is that the decision-maker has full knowledge of the distributions from where the values of the arriving elements are drawn. This is arguably a strong assumption in many practical applications; therefore, a parallel line of work has focused on settings where the distributions are unknown, but a limited number of samples from these distributions is available to the decision-maker. Azar et al. [2019] pioneered this idea and showed positive results in several combinatorial settings. In fact, in the classic prophet inequality, just a single sample from each distribution suffices to recover the tight result with full distributional knowledge [Rubinstein et al., 2020]. Similar insights are obtained when the distributions are identical; this problem was initially studied by Correa et al. [2019c] and subsequently improved several times [Rubinstein et al., 2020, Correa et al., 2020b, Kaplan et al., 2020, Correa et al., 2020a, 2021b]. Azar et al. [2019], Caramanis et al. [2022], Kaplan et al. [2020] extended the single-sample framework (which can be viewed as the minimum amount of available information) to several combinatorial problems.

Directly related to prophet inequalities, a limited number of recent papers consider different performance metrics; we can loosely divide them into two main categories. In the first one [Anari et al., 2019, Niazadeh et al., 2018, Papadimitriou et al., 2021, Ezra et al., 2023, Braverman et al., 2022, Dütting et al., 2023], the goal is to compare against the computationally unbounded optimal online policy. Similar in spirit is the work of [Agrawal et al., 2020], where the decision-maker can choose the ordering of the elements, and the main question is whether finding the optimal ordering can be done in polynomial time. In general, given an online Bayesian selection problem, the natural questions are whether it is hard to compute an optimal solution and, if that is the case, how well we can approximate this benchmark with polynomial-time algorithms. The second group of papers...
[Esfandiari et al., 2020, Correa et al., 2020b, Nuti, 2022, Ezra et al., 2023] studies single-choice problems with the goal of maximizing the probability of picking the element with the highest value. Note that this is the objective of the secretary problem, but in problems with stochastic input (as is the case in prophet inequalities). Alternative measures of performance have also been proposed to capture the behavior of biased (as opposed to rational) agents [Kleinberg et al., 2021], or to address fairness considerations [Correa et al., 2021a].

B The Single-Choice Case: PbM and EoR are equivalent

In this appendix, we will show that for the single-choice prophet inequality, the EoR is equivalent to the PbM. The (tight) bound on the PbM of $1/e$ was already shown in Esfandiari et al. [2020], and Proposition 3 shows that by similar arguments the EoR is also $1/e$. On the one hand, it is immediate to show that the EoR is at least the PbM. On the other hand, we show how to adapt the tight example of the PbM to work also with respect to the EoR. Before proceeding, let us note that in single-choice \( \text{EoR} = \mathbb{E}[\frac{w_{\text{ALG}}}{\max_{e \in E} w_e}] \), where \( w_{\text{ALG}} \) is the value selected by the algorithm.

**Proposition 3 (EoR-PbM equivalence).** In the single-choice prophet inequality \( (\mathcal{F} = \{S \subseteq E \mid |S| \leq 1\}) \), it holds that

\[
\text{EoR}(\mathcal{F}) = \text{PbM}(\mathcal{F}).
\]

**Proof.** The direction of \( \text{EoR}(\mathcal{F}) \geq \text{PbM}(\mathcal{F}) \) is trivial since, if we count only the cases when an algorithm selects the maximum, then \( w_{\text{ALG}}/ \max_{e \in E} w_e = 1 \), which happens with probability of at least \( \text{PbM}(\mathcal{F}) \). The other direction follows by considering the following instance: for \( i \in [|E|] \), let

\[
w_1 \sim D_1 = 1, \ w_i \sim D_i = \begin{cases} 0, \text{ w.p. } 1 - \frac{1}{|E|} \\ M^{i-1}, \text{ w.p. } \frac{1}{|E|} \end{cases}, \forall i > 1.
\]

By Yao’s Minimax Principle [Yao, 1977], we assume without loss of generality that the best algorithm (with respect to EoR) is a deterministic algorithm. Moreover, observe that any optimal algorithm can be assumed to never select zeroes and be history-independent. The latter is true because either the algorithm sees 0 (which should never be selected) or a value that is the maximum so far, and thus, all the preceding values are irrelevant for both the algorithm and the optimum. Moreover, for this instance, any deterministic, history-independent algorithm that does not select zeroes, can be described as selecting a value if and only if it belongs to a fixed subset of values \( S \subseteq \{1, M, \ldots, M^{(|E|-1)}\} \). We now distinguish between two cases: If \( 1 \in S \), then \( \text{EoR}(\text{ALG}, D, \mathcal{F}) \leq 1 \cdot (1 - \frac{1}{|E|})^{i-1} + \frac{1}{|E|} \approx \frac{1}{e} i \), where the approximation is since we can take arbitrarily large \( M \) and \( |E| \). If \( 1 \notin S \), then for every \( 0 < i < j \), such that \( M^i \in S \), and \( M^j \notin S \), the performance of the algorithm improves by replacing \( S \) by \( S \setminus \{M^i\} \cup \{M^j\} \). Repeating this argument, we get that \( S \) can be described as \( \{M^i \mid i \geq k\} \), for some constant \( k > 0 \), which means it can be described by a single-threshold deterministic algorithm.

Note that if the algorithm picks a non-maximal element, the \( \text{EoR} \leq 1/M \), which tends to 0 for \( M \) tending to infinity. This implies that any constant competitive algorithm (in terms of expected ratio) has to select the maximum exactly. Let us now denote by \( \rho_i \) the probability that the maximum is selected, had the algorithm chosen threshold \( \sigma = M^{i-1} \). We have for all \( i > 1 \),

\[
\rho_i := \Pr \left[ \frac{w_{\text{ALG}}}{\max_{e \in E} w_e} = 1 \mid \sigma = M^{i-1} \right] = \sum_{j \geq i} \left( \frac{1}{|E|} \cdot \prod_{k > i \atop k \neq j} \left(1 - \frac{1}{|E|}\right) \right).
\]
Proposition 3 follows immediately from . This provides an 

Proposition 4 states that, for the single-choice feasibility constraint \((\sigma, \ldots, \omega_{|E|})\) is not 0. We now simplify the above expression and obtain 

\[
\rho_1 := \left(1 - \frac{1}{|E|}\right)^{|E|-1} \quad \text{and} \quad \rho_i = \frac{|E| - i + 1}{|E|} \cdot \left(1 - \frac{1}{|E|}\right)^{|E|-i}.
\]

We note that \(\rho_i\) is a decreasing sequence, and is maximized for \(i = 1\). It holds that for every \(M, |E|, \text{EoR}(\mathcal{F}) \leq \frac{1}{M} + \rho_1\), thus, when \(M, |E|\) are approaching infinity, we get that 

\[
\text{EoR}(\mathcal{F}) \leq \lim_{M, |E| \to \infty} \left(\frac{1}{M} + \rho_1\right) = \frac{1}{e}
\]

as desired. \(\square\)

Below, we show an even stronger result for single-choice prophet. For a constant \(M > 0\), and a product distribution \(D\) of dimension \(n\), we denote by \(M^D\) the following product distribution: a vector \(w\) is drawn from \(D\), and the realized vector is then \(M^w := (M^{w_1}, \ldots, M^{w_n})\). The next result states that, for the single-choice feasibility constraint \((\mathcal{F} = \{S \subseteq E \mid |S| \leq 1\})\), and every product distribution \(D\), PbM(\(\mathcal{F}, D\)) equals to the limit of \(\text{EoR}(\mathcal{F}, M^D)\), for \(M\) that goes to infinity.

**Proposition 4.** In the single-choice prophet inequality \((\mathcal{F} = \{S \subseteq E \mid |S| \leq 1\})\), it holds that 

\[
\lim_{M \to \infty} \text{EoR}(\mathcal{F}, M^D) = \text{PbM}(\mathcal{F}, D).
\]

**Proof.** Without loss of generality, let us assume that each distribution \(D_e\) is defined over the support \(\mathbb{R}_{\geq e}\). Furthermore, we discretize the support into \(\varepsilon\)-sized bins and consider the distribution \(D'_e\), resulting from the original distribution when each element in a given bin is associated to the bin’s left endpoint. For each \(D'_e\), let us define distribution \(M^D_e\), whose support is \(\{M^w : w \in \text{support}(D'_e)\}\), to be the distribution obtained from drawing \(w_e \sim D_e\), and raising \(M\) to the power of \(w_e\). We observe that \(M^D = \times_{e \in E} M^D_e\), and has support \(\bigcup_{e \in E} \{M^w : w \in \text{support}(D'_e)\}\).

Suppose that ALG selects \(\max_{e \in E} w_e = M^t\) with probability \(\text{PbM}(\mathcal{F}, D)\). Note that for any \(s < t\), the ratio \(M^s/M^t \leq M^{-\varepsilon}\). We take \(M \gg 1/\varepsilon\) and obtain 

\[
\lim_{M \to \infty} \text{EoR}(\mathcal{F}, M^D) \leq \lim_{M \to \infty} \text{PbM}(\mathcal{F}, M^D) + (1 - \text{PbM}(\mathcal{F}, M^D)) \cdot M^{-\varepsilon} = \text{PbM}(\mathcal{F}, D).
\]

This concludes the proof. \(\square\)

An alternative proof of Proposition 3 follows immediately from Proposition 4. This provides an alternative proof to the fact that \(\text{EoR}\) and \(\text{PbM}\) are equivalent in the single-choice setting. Indeed, we have 

\[
\text{EoR}(\mathcal{F}) = \inf_{D} \lim_{M \to \infty} \text{EoR}(\mathcal{F}, M^D) = \inf_{D} \text{PbM}(\mathcal{F}, D) = \text{PbM}(\mathcal{F}).
\]
C Implications of “Good” EoR

In this appendix, we formalize the discussion presented in the introduction, regarding the implications of a good EoR.

Claim 4. For a (downward-closed) feasibility constraint $F$ and a product distribution $D$, if algorithm $ALG$ satisfies $\text{EoR}(F, D, ALG) \geq \alpha$, then

$$\Pr\left[ a(w) \geq \frac{\alpha}{2} \cdot f(w) \right] \geq \frac{\alpha}{2}.$$ 

Proof. $\Pr[a(w) \geq \frac{\alpha}{2} \cdot f(w)] \geq \text{EoR}(F) - \Pr[a(w) < \frac{\alpha}{2} f(w)] \cdot \frac{\alpha}{2} \geq \frac{\alpha}{2}$. \qed

Remark 1. We remark that our RoE to EoR black-box reductions have stronger guarantees than what Claim 4 states. Indeed, Section 3 shows that with constant probability (as opposed to a probability depending on $\alpha$, and thus the feasibility constraint), an $O(\alpha)$ approximation of the ex-post optimum can be achieved.

Claim 5. Even in single-choice settings, no algorithm can select the maximum (or even any constant approximation to the maximum) with probability larger than $\frac{1}{e}$ (see Appendix B for details).

Claim 6. For every constants $c, \varepsilon > 0$, there exist a (downward-closed) feasibility constraint $F$ and a product distribution $D$ for which $\text{EoR}(F)$ is constant, and such that the probability that any algorithm achieves better than $\left( \frac{2}{3} + \varepsilon \right)$-approximation of the offline optimum is arbitrarily small. 

That is,

$$\Pr\left[ a(w) \geq \left( \frac{2}{3} + \varepsilon \right) \cdot f(w) \right] \leq 5e^{-\frac{c^2}{12}}.$$

Proof. The proof of this claim derives directly from Example 2. Let us first show that the expected ratio is constant (no matter what $D$ is). This is indeed the case because an algorithm that selects either all the first elements or all the second elements of the pairs with probability $\frac{1}{2}$ each, will achieve an $\text{EoR}(F) \geq \frac{1}{2}$.

We now show the second part of the claim: by Chernoff bound, we have that

$$\Pr\left[ f(w) < \frac{3 - \varepsilon}{2} \cdot n \right] \leq e^{-\frac{c^2 n}{12}},$$

since all boxes realizations are independent Bernoulli random variables and $E[f(w)] = \frac{3}{2} n$. Let us now consider any algorithm, and define the following random variables: $A$ is the number of times the second box in each pair realized in a $2$, while $B_i$ indicates whether or not the algorithm has selected the larger of the two boxes in the $i$-th pair, and we denote $B := \sum_{i \in [n]} B_i$. It is easy to verify that $A$ is binomial, and also $B$ is since $B_i$’s are independent Bernoulli random variables, even though $A$ and $B$ are dependent. We also observe that, by law of total probability,

$$\Pr\left[ a(w) \geq \frac{2 + \varepsilon}{2} \cdot n \right] = \Pr\left[ a(w) > \frac{2 + \varepsilon}{2} \cdot n \mid f(w) < \frac{3 - \varepsilon}{2} \cdot n \right] \cdot \Pr\left[ f(w) < \frac{3 - \varepsilon}{2} \cdot n \right] \leq 1$$

$$+ \Pr\left[ a(w) > \frac{2 + \varepsilon}{2} \cdot n \mid f(w) \geq \frac{3 - \varepsilon}{2} \cdot n \right] \cdot \Pr\left[ f(w) \geq \frac{3 - \varepsilon}{2} \cdot n \right] \leq 1.$$
\[ \leq e^{-\frac{\varepsilon^2}{12}} + \Pr \left[ A + B > \frac{2 + \varepsilon}{2} \cdot n \ \bigg| \ A \geq \frac{1 - \varepsilon}{2} \cdot n \right]. \]

Hereby, the last inequality derives from the fact that \( f(w) = n + A \), while \( a(w) = n + A - (n - B) = A + B \). To bound the last term, we can write

\[
\Pr \left[ A + B > \frac{2 + \varepsilon}{2} \cdot n \ \bigg| \ A \geq \frac{1 - \varepsilon}{2} \cdot n \right] \leq \Pr \left[ A + B > \frac{2 + \varepsilon}{2} \cdot n \right] + \Pr \left[ A < \frac{1 - \varepsilon}{2} \cdot n \right]
\]

\[
\leq \Pr \left[ B > \frac{2 + \varepsilon}{4} \cdot n \right] + \Pr \left[ A > \frac{2 + \varepsilon}{2} \cdot n \right] + \Pr \left[ A < \frac{1 - \varepsilon}{2} \cdot n \right]
\]

\[
\leq 2e^{-\frac{\varepsilon^2}{10+4\varepsilon}} + e^{-\frac{\varepsilon^2}{12}}
\]

\[
\leq 3e^{-\frac{\varepsilon^2}{12}},
\]

where the second step follows from the union bound. All in all, we can bound the probability that any algorithm obtains a large overall value by \( \Pr \left[ a(w) > \frac{2 + \varepsilon}{2} \cdot n \right] \leq 4e^{-\frac{\varepsilon^2}{12}}. \) Thus,

\[
\Pr \left[ a(w) < \left( \frac{2}{3} + \varepsilon \right) \cdot f(w) \right] \geq 1 - \Pr \left[ f(w) < \frac{3 - \varepsilon}{2} \cdot n \ \vee \ a(w) > \frac{2 + \varepsilon}{2} \cdot n \right]
\]

\[
\geq 1 - e^{-\frac{\varepsilon^2}{12}} - 4e^{-\frac{\varepsilon^2}{12}}
\]

\[
\geq 1 - 5e^{-\frac{\varepsilon^2}{12}},
\]

where the second step follows again from the union bound.

\[\square\]

**Claim 7.** There exists a family of feasibility constraints \( F \) such that both \( \text{RoE}(F) \) and \( \text{EoR}(F) \) are constants, but \( \text{PbM}(F) \leq 2^{-\frac{|F|}{4}} \), i.e., the probability of selecting the maximum is exponentially small in the cardinality of the ground set.

**Proof.** Let us take Example 2. For the first part, as seen in Claim 6, the algorithm that selects either all the first elements or all the second elements of the pairs guarantees an \( \text{RoE} \) and an \( \text{EoR} \) of at least 1/2. Moreover, by Jensen’s Inequality, we have

\[
\frac{\mathbb{E} \left[ a(w) \right]}{\mathbb{E} \left[ f(w) \right]} \leq \frac{\mathbb{E} \left[ a(w) \right] \leq \text{RoE}(F,D)}{\mathbb{E} \left[ f(w) \right] \leq \text{EoR}(F,D)} = \frac{n}{\mathbb{E} \left[ \sum_{i \in [n]} \max \{ w_{1,i}, w_{2,i} \} \right]} = \frac{n}{\frac{3}{2}n} = \frac{2}{3}.
\]

For the second part of the claim, let us observe that the probability of selecting the maximum is the probability that, for each pair of boxes \( i \), any algorithm \( \text{ALG} \) chooses the larger realized value of the two boxes, \( w_{1,i}, w_{2,i} \). Denoting by \( w_{\text{ALG},i} \) the weight of the box chosen by the algorithm for pair \( i \), we have

\[
\text{PbM}(F) = \Pr \left[ \forall i \in [n], w_{\text{ALG},i} = \max \{ w_{1,i}, w_{2,i} \} \right] \leq 2^{-n},
\]

where the last equality follows from the following two facts: first, no online algorithm can choose the maximum of each pair with probability greater than \( \frac{1}{2} \) by construction. Moreover, all realizations are independent, and thus we get the claimed upper bound since \( n = \frac{|F|}{2} \).

\[\square\]
Omitted Proofs from Section 2

Proof of Proposition 1. Let $u, v \in \mathbb{R}^{|E|}_{\geq 0}$ be nonnegative weight vectors and $\text{OPT}(u), \text{OPT}(v)$ be, respectively, their optimal feasible subset.

1. Lipschitz. We assume, without loss of generality, that $f(u) \geq f(v)$. Then

$$|f(u) - f(v)| = f(u) - f(v) = \sum_{e \in \text{OPT}(u)} u_e - \sum_{e \in \text{OPT}(v)} v_e \leq \sum_{e \in \text{OPT}(u)} |u_e - v_e| \leq \sum_{e \in E} |u_e - v_e| = \|u - v\|_1,$$

where the first inequality is by Definition 1. We conclude that $f$ is 1-Lipschitz.

2. Monotonicity. Let $u, v$ be two vectors such that $v \leq u$ component-wise. It holds that

$$f(v) = v(\text{OPT}(v)) \leq u(\text{OPT}(v)) \leq u(\text{OPT}(u)) = f(u),$$

where the first inequality is by our assumption that $u \geq v$, and the second inequality is by the definition of OPT.

3. Self-boundness. For every element $e \in E$, we define $w^{(e)} := (w_1, \ldots, w_{e-1}, w_{e+1}, \ldots, w_{|E|})$ to be the weight vector $w$ deprived of $e$th coordinate and $f_e : \mathbb{R}^{|E|-1}_{\geq 0} \to \mathbb{R}$ to be the function $f$ that takes as input a weight vector $w^{(e)}$ and apply $f$ to the vector $(w^{(e)}, w_e = 0)$. Thus $f/\tau$ in the range of $[0, \tau]^E$ is self-bounding since:

- The first condition of Definition 3 that $0 \leq \frac{1}{\tau} f(w) - \frac{1}{\tau} f_e(w^{(e)}) \leq 1$ is satisfied by monotonicity, the 1-Lipschitzness, and the fact that $w_e$ is restricted to the range of $[0, \tau]$.
- The second condition of Definition 3 holds, since

$$\sum_{e \in E} \left( \frac{1}{\tau} f(w) - \frac{1}{\tau} f_e(w^{(e)}) \right) = \sum_{e \in \text{OPT}(w)} \left( \frac{1}{\tau} f(w) - \frac{1}{\tau} f_e(w^{(e)}) \right) \leq \frac{1}{\tau} \sum_{e \in \text{OPT}(w)} w_e = \frac{1}{\tau} \cdot f(w),$$

where the first equality derives from the fact that if $e \notin \text{OPT}(w)$, then $f(w) - f_e(w^{(e)}) = 0$, the inequality is by the 1-Lipschitzness, and the last equality is by the definition of $f$.

This concludes the proof. \hfill \Box

Auxiliary Notions from Section 3

In Section 3, we have used the following definitions and claims, as well as the properties of self-bounding functions (see Definition 3).
Claim 8 (Jensen’s Inequality). Let $u$ be a random variable and $g$ be any function, then
\[
g(E[u]) \leq E[g(u)], \text{ if } g \text{ is convex.}
\]
\[
g(E[u]) \geq E[g(u)], \text{ if } g \text{ is concave.}
\]

Claim 9. Let $a > 0$ be a constant, and $u, v > 0$ two independent random variables, then we have
\[
\frac{a}{a + E[u]} \leq E\left[\frac{a}{a + u}\right], \quad \frac{E[u]}{a + E[v]} \leq E\left[\frac{u}{a + v}\right].
\]

Proof. The first inequality is a direct consequence of Jensen’s Inequality (Claim 8) with function $g(X) = a/(a + X)$ which is convex. The second inequality above holds because by independence of $x, y$, we have
\[
E\left[\frac{X}{a + Y}\right] = E[X] \cdot E\left[\frac{1}{a + Y}\right] \geq \frac{E[X]}{a + E[Y]},
\]
where the last step follows again from Jensen’s Inequality. 

Claim 10. For any collection of $p_1, \ldots, p_n \in (0, 1)$, let $p := \left(\prod_{i \in [n]} p_i\right)^{1/n}$. We have that
\[
n \cdot \frac{1 - p}{p} \leq \sum_{i \in [n]} \frac{1 - p_i}{p_i}.
\]

Proof. Let us consider the base case for $p_1, p_2 \in (0, 1)$:
\[
\frac{2(1 - \sqrt{p_1 p_2})}{\sqrt{p_1 p_2}} \leq \frac{1 - p_1}{p_1} + \frac{1 - p_2}{p_2}
\]
We now obtain the following,
\[
n(1 - p) = n \cdot \frac{1 - e^{\log\left(\prod_{i \in [n]} p_i\right)^{1/n}}}{e^{\log\left(\prod_{i \in [n]} p_i\right)^{1/n}}} = n \cdot \frac{1 - e^{\frac{1}{n} \sum_{i \in [n]} \log p_i}}{e^{\frac{1}{n} \sum_{i \in [n]} \log p_i}}
\]
\[
\leq n \cdot \frac{1 - 1/n \sum_{i \in [n]} p_i}{1/n \sum_{i \in [n]} p_i}
\]
\[
\leq \sum_{i \in [n]} \frac{1 - p_i}{p_i}
\]
Hereby, the first inequality is a consequence of the AM-GM inequality. 

Claim 11. For every realization of $w$, it holds that $f(w) \leq f(\bar{w}) + \sum_{e \in E} w_e \cdot 1 [w_e > \tau]$.

Proof. Let $S = \{e \mid w_e \leq \tau\}$. We have that
\[
f(w) = \sum_{e \in \text{OPT}(w) \cap S} w_e + \sum_{e \in \text{OPT}(w) \setminus S} w_e
\]
= \sum_{e \in \text{OPT}(w) \cap S} w_e + \sum_{e \in \text{OPT}(w) \setminus S} w_e \leq f(w) + \sum_{e \in E \setminus S} w_e = f(w) + \sum_{e \in E} w_e \cdot \mathbf{1}[w_e > \tau],

where the second equality is since \( w_e = w_e \) for every element \( e \in S \), and the inequality is since \( \text{OPT}(w) \setminus S \) is a feasible set, and \( \text{OPT}(w) \setminus S \subseteq E \setminus S \).

**Claim 12** (Adapted from Theorem 1 in [Esfandiari et al., 2020]). For any set of distributions \( \{D_e\}_{e \in E} \),

\[
\Pr[\mathcal{E}_0] = \gamma, \\
\Pr[\mathcal{E}_1] \geq \gamma \log \left( \frac{1}{\gamma} \right). 
\]

**Proof.** By the way we have defined \( \tau \), we have \( \Pr[\tau > \max_{e \in E} w_e] = \gamma \). This is equivalent to saying

\[
\Pr[\forall e \in E: w_e \leq \tau] = \gamma
\]

We immediately notice that the probability of the complement of above is the same as the probability of at least one \( w_e \) with value at least \( \tau \),

\[
\Pr[\tau < \max_{e \in E} w_e] = \Pr[\exists e \in E: w_e > \tau]
\]

We also know that the RHS can be written as follows by union bound of disjoint events: letting \( p_e := \Pr[w_e < \tau] \),

\[
\Pr[\exists e \in E: w_e > \tau] \geq \Pr[\exists! e \in E: w_e > \tau] = \sum_{e \in E} \left( (1 - p_e) \cdot \prod_{e' \neq e} p_{e'} \right) = \prod_{e \in E} p_e \cdot \sum_{e \in E} \frac{1 - p_e}{p_e}
\]

Hereby, the first equality follows from the fact that events of the form \( \exists! e \in E: w_e > T \) are disjoint, and the union bound holds with equality. Let us note that the threshold is larger than the maximum over all realizations if and only if all \( w_e \)'s realize in a value less than the threshold \( \tau \), which happens by definition with probability \( \gamma \), which means that \( \prod_{e \in E} p_e = \gamma \). By Claim 10 (below), we let \( p := (\prod_{e \in E} p_e)^{1/|E|} \) and get

\[
\sum_{e \in E} \frac{1 - p_e}{p_e} \geq |E| \cdot \frac{(1 - p)}{p} \geq |E| \cdot \frac{1 - \gamma^{1/|E|}}{\gamma^{1/|E|}} \geq \log \left( \frac{1}{\gamma} \right)
\]

The second inequality follows from noticing again that \( p = \gamma^{1/|E|} \), while the third by observing that the LHS of the same inequality is non-increasing in \( |E| \) and the smallest value is attained for \( |E| \to \infty \). All in all, we get that

\[
\Pr[\exists! e \in E: w_e > \tau] \geq \gamma \cdot \log \left( \frac{1}{\gamma} \right)
\]

and the statement follows. \qed
Extensions of Our Results

F.1 Extension to Single-Sample

In this appendix, we discuss an extension of our results to the case of single sample settings. In our results and definitions, we assumed that the algorithm has full knowledge of the distributions from where the elements’ weights are drawn. This is used to distinguish between running two different subroutines: the first selects a single element, while the second run the combinatorial algorithm (see also Algorithms 1 and 2). On the other hand, as mentioned in Section 1.3, there has been a significant effort towards designing prophet inequalities with provable guarantees when the decision-maker has only access to some samples from each distribution. We explain now how our result can be extended to single sample settings. To do so, we first define equivalent definitions to those of Section 2.

To measure our performance, given a downward-closed family $F$, an algorithm $\text{ALG}$, and a product distribution $D$, we define

$$S\text{-EoR}(F, \text{ALG}, D) := \mathbb{E}\left[\frac{w(\text{ALG}(w))}{f(w)}\right],$$

where the expectation runs over the stochastic generation of the input, as well as the (possible) randomness of the algorithm. Similarly, we define

$$S\text{-EoR}(F, \text{ALG}) := \inf_D S\text{-EoR}(F, \text{ALG}, D),$$

and

$$S\text{-EoR}(F) := \sup_{\text{ALG}} S\text{-EoR}(F, \text{ALG}).$$

We note that since we consider sample-based algorithms, the algorithm is oblivious to the distributions, but may depend on the sampled values, and the online values observed so far.

We will compare our results to the standard objective of maximizing the ratio of expectations between the algorithm and the offline optimum. Accordingly, we denote

$$S\text{-RoE}(F, \text{ALG}, D) := \frac{\mathbb{E}[w(\text{ALG}(w))]}{\mathbb{E}[f(w)]}.$$ 

Analogously to Equations (19) and (20), we define $S\text{-RoE}(F, \text{ALG})$ and $S\text{-RoE}(F)$.

**Corollary 4** (Single-sample simulation). For every downward-closed family of feasibility constraints $F$, it holds that

$$S\text{-EoR}(F) \geq \frac{S\text{-RoE}(F)}{144}. \quad (21)$$

**Proof.** Let us first observe that we cannot compute the expected optimum of an instance and perform the case distinction, but we can still flip a fair coin and run either of the two following subroutines. With probability $1/2$ (the coin lands heads) we select the first element that exceeds $\hat{\tau} := \max_{e \in E} s_e$, and with probability $1/2$ (the coin lands tails), we run the $S\text{-ALG}_{\text{RoE}}$ subroutine, an algorithm that achieves $S\text{-RoE} = \alpha$ only using samples, and which exists by the assumption of the claim. Hereby, we denote by $S = \{s_e \mid e \in E\}$ the sample set, and by $O = \{a_e \mid e \in E\}$ the online set. Moreover, let $R = S \cup O$ and $r_1 > r_2 > \cdots > r_{|E|}$ denote the weights in $R$ sorted in decreasing order. Although the values $W, \tau$ (see analysis of Theorem 2), are not known to the algorithm, the analysis can still be partitioned as in the analysis of Theorem 2.
If \( W \leq c \cdot \tau \) and the coin lands heads, then our algorithm selects the first online value \( o_e \geq \hat{\tau} \).
Let us only count cases where the following conditions occur jointly: (1) exactly one element in \( S \) and exactly one element in \( O \) exceed \( \tau \), (2) the element with the largest weight is in the online set. It is not difficult to see that this happens with probability at least \( \frac{1}{2} \cdot \gamma^2 \log^2(1/\gamma) \). In this case, the approximation, following the analysis of Lemma 1, is \( 1/(c+1) \). From this first case, we obtain

\[
\text{S-EoR}(\mathcal{F}) \geq \frac{\gamma^2 \log^2(1/\gamma)}{4(c+1)}.
\]

If \( W > c \cdot \tau \) and the coin lands tails, we run algorithm \( \text{S-ALG}_{\text{RoE}} \) that, given a single sample from each distribution in the input, satisfies \( \mathbb{E} [\text{S-ALG}_{\text{RoE}}(\mathbf{w}) \mid \mathcal{E}_0] \geq \alpha \cdot \mathbb{E} [f(\mathbf{w}) \mid \mathcal{E}_0] \). As before, we only count cases where no sample and no online element exceeds threshold \( \tau \), which happens with probability \( \gamma^2 \). Following the analysis of Lemma 2, from this case we have that

\[
\text{S-EoR}(\mathcal{F}) \geq \frac{\gamma^2}{2\delta} k - \delta \alpha,
\]

which means that we lose a multiplicative factor of \( \gamma/2 \) compared to the full information case. All in all, the described algorithm guarantees

\[
\text{S-EoR}(\mathcal{F}) \geq \min \left\{ \frac{\log^2 2}{16 \cdot (\frac{8}{9} \log \frac{3}{\alpha} + 1)} \cdot \frac{\alpha}{72} \right\} \geq \frac{\alpha}{144},
\]

where we have chosen the parameters as in Theorem 2. This concludes the proof.

Note that, for the other direction, running each of the subroutines used in Algorithm 2 with probability \( 1/2 \), we get \( \text{S-RoE}(\mathcal{F}, D) \geq \text{S-EoR}(\mathcal{F}, D)/136 \).

### F.2 Extension to XOS Functions

In this appendix, we describe in detail the extension of results contained in Sections 3 and 4 to a setting where the decision maker’s objective function is XOS, rather than just additive.

**Definition 5.** A function \( g : 2^{[E]} \rightarrow \mathbb{R}_{\geq 0} \) is XOS if there exist \( \ell \) vectors \( b_1, \ldots, b_\ell \in \mathbb{R}_{\geq 0}^{[E]} \), such that 

\[
g(S) = \max_{i \in [\ell]} \sum_{j \in S} (b_i)_j.
\]

We extend Definition 5 to vectors of weights in the following way:

**Definition 6.** A function \( g : \mathbb{R}_{\geq 0}^{[E]} \rightarrow \mathbb{R}_{\geq 0} \) is extended-XOS if there exist \( \ell \) vectors \( b_1, \ldots, b_\ell \in \mathbb{R}_{\geq 0}^{[E]} \), such that \( g(\mathbf{w}) = \max_{i \in [\ell]} \langle b_i, \mathbf{w} \rangle \).

In Claim 13, we show that the projection of an extended-XOS function to \( \{0,1\}^{[E]} \) is an XOS function, and that the projections of all extended-XOS functions to \( \{0,1\}^{[E]} \), are all XOS functions.

We next extend Definition 1 to extended-XOS functions:

**Definition 7.** Let \( \mathbf{w} \in \mathbb{R}_{\geq 0}^{[E]} \) be a nonnegative weight vector. We define \( \text{OPT} : \mathbb{R}_{\geq 0}^{[E]} \rightarrow \mathcal{F} \) to be the function mapping a vector of weights to a maximum-weight set in family \( \mathcal{F} \). Namely,

\[
\text{OPT}(\mathbf{w}) = \arg \max_{S \in \mathcal{F}} \max_{i \in [\ell]} \langle b_i, \mathbf{w}_S \rangle,
\]

where \( \mathbf{w}_S \in \mathbb{R}^{[E]} \) is the vector of elements weights in \( S \) (and 0 for elements not in \( S \)), while \( b_i \in \mathbb{R}^{[E]} \) is a vector of nonnegative coefficients. Moreover, we let \( f_\mathcal{F}(\mathbf{w}) = \max_{S \in \mathcal{F}} \max_{i \in [\ell]} \langle b_i, \mathbf{w}_S \rangle \).
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For simplicity, when clear from context, we denote \( f_F \) by \( f \).

**Claim 13.** \( f(w) \) can be expressed as \( f(w) = \max_{S \in \mathcal{F}} \langle a^S_i, w_S \rangle \) and is extended-XOS. Moreover, the function resulting from projecting \( f \) onto \( \{0, 1\}^E \) (i.e. \( f : \{0, 1\}^E \to \mathbb{R} \) is now a set function) is XOS and describes all XOS functions.

**Proof.** For the first part of the claim, consider a set \( T \). Then,

\[
    f(T) = \max_{S \in \mathcal{F}} \max_{i \in [\ell]} \sum_{j \in S \cap T} b_{ij} = \max_{S \in \mathcal{F}} \max_{i \in [\ell]} \sum_{j \in T} a^S_{ij},
\]

where the second equality follows by setting \( a^S_{ij} := b_{ij} \cdot 1_{j \in S} \). Hence, \( f(w) = \max_{i \in [\ell]} \langle a^S_i, w_S \rangle \) and it is extended-XOS with coefficient vectors \( a^S_i \), as per Definition 7.

The second part of the claim follows immediately by Equation (22) since this is maximum over additive functions.

The third part of the claim follows since for every XOS function \( f \), which is defined with additive functions \( a_1, \ldots, a_\ell \), the projection of the extended-XOS function defined by the same additive functions, is \( f \).

We have the following properties for \( f \).

**Proposition 5** (Properties of XOS \( f_F \)). For every downward-closed family of sets \( \mathcal{F} \), the function \( f (= f_F) \) satisfies the following properties:

1. \( f \) is \( (\max_{i,j} a_{ij}) \)-Lipschitz.
2. \( f \) is monotone, i.e., if \( u \geq v \) point-wise, then \( f(u) \geq f(v) \).
3. For every \( \tau > 0 \), the function \( \frac{f}{\tau \cdot \max_{i,j} a_{ij}} \) restricted to the domain \([0, \tau]^E\), is self-bounding.

**Proof.** Let \( u, v \in \mathbb{R}_{\geq 0}^{|E|} \) be nonnegative weight vectors and \( \text{OPT}(u), \text{OPT}(v) \) be, respectively, their optimal feasible subset.

1. **Lipschitz.** We assume, without loss of generality, that \( f(u) \geq f(v) \). Then, letting \( i(u), i(v) \) be respectively the indices of the coefficients maximizing \( f(v), f(u) \), we get

\[
    | f(u) - f(v) | = | f(u) - f(v) | = \max_{i \in [\ell]} \sum_{j \in \text{OPT}(u)} a_{ij}u_j - \max_{i \in [\ell]} \sum_{j \in \text{OPT}(v)} a_{ij}v_j \\
    = \sum_{j \in \text{OPT}(u)} a_{i(u)j}u_j - \sum_{j \in \text{OPT}(v)} a_{i(v)j}v_j \\
    \leq \sum_{j \in \text{OPT}(u)} a_{i(u)j}u_j - a_{i(v)j}v_j \\
    \leq \max_{i,j} a_{ij} \cdot \sum_{j \in \text{OPT}(u)} | u_j - v_j | \\
    \leq \max_{i,j} a_{ij} \cdot \sum_{j \in E} | u_j - v_j | = \max_{i,j} a_{ij} \cdot \|u - v\|_1,
\]
2. **Monotonicity.** Let \( \mathbf{u}, \mathbf{v} \) be two vectors such that \( \mathbf{v} \leq \mathbf{u} \) component-wise. Then, we know that \( \langle a_i, \mathbf{v} \rangle \leq \langle a_i, \mathbf{u} \rangle \) for all \( i \in [\ell] \), and thus letting \( i(\mathbf{u}), i(\mathbf{v}) \) be respectively the indices of the coefficients maximizing \( f(\mathbf{v}), f(\mathbf{u}) \), we get

\[
f(\mathbf{v}) = \langle a_{i(\mathbf{v})}, \mathbf{v} \rangle \leq \langle a_{i(\mathbf{u})}, \mathbf{u} \rangle \leq \langle a_i(\mathbf{u}), \mathbf{u} \rangle = f(\mathbf{u}).
\]

3. **Self-boundness.** For every element \( e \in E \), we define \( f_e \) to be the function \( f \) where the weight of element \( e \) is 0. I.e., \( f_e(\mathbf{w}^{(e)}) := f(w_1, \ldots, w_{e-1}, 0, w_{e+1}, \ldots, w_{|E|}) \). Thus \( \frac{f}{\tau \cdot \max_{i,j} a_{ij}} \) in the range of \([0, \tau]^{|E|}\) is self-bounding since:

- The first condition of Definition 3 that \( 0 \leq \frac{1}{\tau \cdot \max_{i,j} a_{ij}} f(\mathbf{w}) - \frac{1}{\tau \cdot \max_{i,j} a_{ij}} f_e(\mathbf{w}^{(e)}) \leq 1 \) is satisfied by monotonicity, the \( \max_{i,j} a_{ij} \)-Lipschitzness, and that fact that \( w_e \) is restricted to the range of \([0, \tau]\).
- We multiply the second condition of Definition 3 by factor \( \tau \cdot \max_{i,j} a_{ij} \) and get

\[
\sum_{e \in E} \left( f(\mathbf{w}) - f_e(\mathbf{w}^{(e)}) \right) = \sum_{e \in \text{OPT}(\mathbf{w})} f(\mathbf{w})_{=\langle a_i, \mathbf{w} \rangle} - f_e(\mathbf{w}^{(e)})_{\geq \langle a_i, \mathbf{w}^{(e)} \rangle} \\
\leq \sum_{e \in \text{OPT}(\mathbf{w})} \langle a_i, \mathbf{w} \rangle - \mathbf{w}^{(e)} \\
= \sum_{e \in \text{OPT}(\mathbf{w})} a_{i^*} \cdot w_e = f(\mathbf{w}),
\]

where the first equality derives from the fact that if \( e \notin \text{OPT}(\mathbf{w}) \), then \( f(\mathbf{w}) - f_e(\mathbf{w}^{(e)}) = 0 \), and the first inequality derives by setting \( a_{i^*} \) to be the maximizing coefficient for \( f \).

This concludes the proof. \( \square \)

**Remark 2.** Before proceeding, we note that Proposition 5 generalizes similar claims in previous literature. Namely, Vondrák [2010] proves self-boundness for set functions which are XOS or submodular. The key difference between our claim and those in Vondrák [2010] is that our function \( f \) is not a combinatorial function, in that \( f \) receives a vector of arbitrary weights instead of a set. Therefore, Lemma 2.2 in Vondrák [2010] follows by projecting Proposition 5 onto the hypercube. Similarly, Proposition 5 also generalizes Lemma 2.4 in Blum et al. [2017] where they prove the self-bounding property for the maximum matching cardinality function. Proposition 5 is again a generalization in the following senses: first, the constraint is not necessarily a matching, but can be a general packing one. Second, \( f \) can be an arbitrary extended-XOS function, and not just the cardinality function.

Below, we illustrate generalizations of feasibility-based and instance-based reductions under extended XOS functions.

**Feasibility-based reduction with extended XOS functions.** We redefine threshold \( \tau \) as follows for reasons that will be explained later,

\[
\tau : \Pr \left[ \exists j \in E : w_j > \frac{\tau}{\max_{i \in [\ell]} a_{ij}} \right] = \gamma.
\]

Given the above, let us run Algorithm 1, performing the case distinction with the redefined threshold \( \tau \). In the “catch the superstar” case (Lemma 1), the algorithm selects the first element
for which \( w_j > \frac{\tau}{\max_{i \in [\ell]} a_{ij}} \). Hence, with probability \( \gamma \cdot \log(1/\gamma) \) we catch a unique element with value \( w_j \cdot \max_{i,j} a_{ij} > \tau \). Since, in this case \( W \leq c \cdot \tau \), we get a \( \frac{\gamma \cdot \log(1/\gamma)}{c+1} \) expected ratio.

For the “run the combinatorial algorithm” case (Lemma 2), we have that, since \( \frac{f}{\tau \cdot \max_{i,j} a_{ij}} \) is self-bounding in \([0, \tau]\) (Proposition 5), we observe that in order to maintain the same concentration, we need \( c \geq \frac{4+2\delta}{3(\delta-1)} \log \frac{\beta}{\alpha} \cdot \max_{i,j} a_{ij} \). Thus, for the extended-XOS function \( f \), we will achieve a similar performance to Theorem 2 but losing an additional factor of \( \max_{i,j} a_{ij} \): namely,

\[
\text{EoR}(\mathcal{F}) \geq \frac{\text{RoE}(\mathcal{F})}{12 \cdot \max_{i,j} a_{ij}}.
\]

**Instance-based reduction with extended XOS functions.** An almost identical analysis to the above follows in the case of Algorithm 2. Namely, let us redefine \( A \) to be

\[
A := \mathbb{E} \left[ \max_{i,j} a_{ij} \cdot w_j \right].
\]

With this at hand, Theorem 3 now corresponds to the following statement, again with \( f_{\mathcal{F}} \) being an extended-XOS function:

\[
\text{RoE}(\mathcal{F}, D) \geq \frac{\text{EoR}(\mathcal{F}, D)}{68 \cdot \max_{i,j} a_{ij}}.
\]

**G Alternatives to the EoR**

In this appendix, we delve into the discussion regarding alternative measures to the EoR, expanding upon what introduced in Section 1. In particular, the following extension of PbM, named for simplicity \( \text{PbM}_p \), is studied in Hoefer and Kodric [2017], Soto et al. [2021], Bahrani et al. [2021]. The algorithm’s goal is to select each element in the ex-post optimal set with probability at least \( p \), for largest possible value of \( p \). Formally, we have that

\[
\text{PbM}_p(\mathcal{F}, D, \text{ALG}) := \min_{e \in E} \Pr[e \in \text{ALG}(w) \mid e \in \text{OPT}(w)],
\]

and

\[
\text{PbM}_p(\mathcal{F}) := \inf_{D} \sup_{\text{ALG}} \text{PbM}_p(\mathcal{F}, D, \text{ALG}).
\]

Note that for single-choice settings, the above measure reduces to PbM. In Bahrani et al. [2021, Definition 3], this notion is referred to as *probability-competitive* algorithms. It is a major open question whether for general matroids in secretary settings, there exists a constant probability-competitive algorithm.

We now show the shortcoming of this measure for downward-closed prophet settings, via the following example. In particular, we present a feasibility constraint and an instance in which it is possible to achieve a good approximation, but no algorithm can guarantee a performance of better than \( O(1/n) \) according to \( \text{PbM}_p \).

**Example 4.** Consider a setting with \( n \) pairs of boxes, such that, for each pair \( i \), one box has weight \( w_{1,i} = 1 \) deterministically, and the second has weight \( w_{2,i} \sim U[1,2] \). All the deterministic boxes arrive first and the rest arrive later. The (downward-closed) feasibility constraint is that only elements from at most one pair can be selected.
According to the measure of PbM, the optimal set will always be a pair of two boxes, and any algorithm will have to guess what the pair exactly is in order to select each element of the optimal set, which happens with probability at most 1/n. After the arrival of the first n deterministic boxes, let us consider an element the algorithm has selected with probability at most 1/n: this element will belong to the optimal set with probability 1/n. Hence, given that e ∈ OPT(w) with probability 1/n, the algorithm will have selected e with probability at most 1/n, i.e. PbM_p(F) ≤ 1/n. Since the trivial algorithm that selects a random pair always achieves a PbM_p(F) = 1/n and, as shown, no other algorithm can have better performance, this measure becomes uninformative of the algorithm’s quality in combinatorial settings.

It is easy to see that both the RoE and EoR are both at least a constant for this specific F: let us consider the single-choice algorithm that tries to catch box of maximum weight out of the 2n boxes, and then selects the pair corresponding to this box. This algorithm is essentially treating the instance in Figure 4 as if 2n boxes arrived singularly. As discussed in Appendix B, an algorithm aiming to catch the box with maximum weight achieves an EoR of 1/e. The algorithm then selects the pair where this box belongs. This means that, with probability 1/e, any other box can have a weight at most that of the maximum, i.e., the total weight in any other pair can be at most twice as large as the weight the selected pair. Thus, EoR(F) ≥ 1/2e. Furthermore, by what argued before, we have that, for all w, the optimal pair weight f(w) ≤ 2f̂(w), where f̂(w) is the maximum weight out of the 2n boxes. Finally, this same algorithm satisfies

\[ E[a(w)] ≥ E[a(w) \mid a(w) = ̂f(w)] \cdot Pr[a(w) = ̂f(w)] ≥ 1/e \cdot E[ ̂f(w)] ≥ 1/2e \cdot E[f(w)]. \]

Hence, RoE(F) ≥ 1/2e.

### Incomparability of the RoE-EoR framework against Classic Risk Aversion

In this section, we compare risk-neutral algorithms maximizing RoE or EoR against risk-averse algorithms maximizing expected utility. The classic definition of risk aversion posits that the expected utility of a risk-averse algorithm is concave in the reward it gets. Namely, if a(w) is the reward of the algorithm, then E[util(a(w))] is concave.

We show via an example that a risk-neutral algorithm maximizing RoE or EoR may yield very poor risk-averse expected utility (in the classic sense of risk aversion). Conversely, a risk-averse algorithm may achieve extremely low RoE and EoR. Thus, the two risk-aversion frameworks (bi-criteria vs. classic) are incomparable in general.

**Example 5.** Consider a setting with three boxes. The first box’s weight w₁ is deterministically 1, the second is w₂ which is 0 with probability 1 − \( \sqrt{\varepsilon} \) and \( \frac{1}{\varepsilon} \) with probability \( \sqrt{\varepsilon} \), and the third w₃ is 0 with probability 1 − ε and \( \frac{2}{\varepsilon} \) with probability ε, for ε ∈ (0, 1]. The feasibility constraint is to select at most one box.
Figure 5: Three boxes: \( w_1 = 1, w_2 \sim D_2 = \begin{cases} 0, & \text{w.p. } 1 - \sqrt{\varepsilon} \\ \frac{1}{\varepsilon}, & \text{w.p. } \sqrt{\varepsilon} \end{cases} \), \( w_3 \sim D_3 = \begin{cases} 0, & \text{w.p. } 1 - \varepsilon \\ \frac{1}{\varepsilon}, & \text{w.p. } \varepsilon \end{cases} \).

Moreover, suppose that the decision-maker is risk-averse with non-linear utility function \( \text{util}(v) = \min(v, \frac{2}{\sqrt{\varepsilon}}) \), where we denote by \( v \) the value the algorithm gets, depending on whether it tries to maximize RoE, EoR or \( \mathbb{E}[\text{util}] \).

In this case, the value the algorithm gets by maximizing the RoE is 2, since it would select the last box. Similarly, the value the algorithm obtains by maximizing the EoR is 1, since it would select the first box. On the other hand, the algorithm that always selects the second box, achieves \( \mathbb{E}[\text{util}] \) of \( \frac{2}{\sqrt{\varepsilon}} \), and therefore both good EoR and RoE algorithms do not necessarily guarantee a good expected risk-averse utility.

On the contrary, the algorithm that selects the second box (which achieves a good \( \mathbb{E}[\text{util}] \)) does not guarantee a good EoR or RoE since for this algorithm

\[
\text{RoE} = \frac{\frac{1}{\sqrt{\varepsilon}}}{(1 - \varepsilon)(1 - \sqrt{\varepsilon}) + \frac{1}{\varepsilon}} \leq \frac{\sqrt{\varepsilon}}{2}, \quad \text{and} \quad \text{EoR} = (1 - \varepsilon)\sqrt{\varepsilon} + \frac{2}{\sqrt{\varepsilon}} \leq \sqrt{\varepsilon}.
\]

These obtained values are far smaller compared to the simple guarantees of \( \text{RoE} \geq \frac{1}{2} \) and \( \text{EoR} \geq \frac{1}{\varepsilon} \) for single choice settings.