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Abstract
This paper aims at reviewing and analysing the method of reflections, which is an iterative procedure designed for solving linear boundary value problems set in multiply connected domains. Being based on a decomposition of the domain boundary, this method is particularly well-suited to numerical solvers relying on boundary integral representation. For both the sequential and parallel forms of the method appearing in the literature, we interpret the procedure in terms of projection operators. Using a Hilbert space setting and orthogonality, we prove the unconditional convergence of the sequential form and propose a modification of the parallel one that makes it unconditionally converging. Several examples of boundary value problems that enter such a framework are given, an alternative proof of convergence is provided in a case which does not. A few numerical tests conclude the study.
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1 Introduction

In 1911, inspired by the method of image charges in electromagnetism, Smoluchowski [57] introduced an iterative process to compute the hydrodynamic forces exerted on an assemblage of an arbitrary number of spheres falling in an unbounded viscous fluid. Later dubbed the *method of reflections*, this technique has subsequently been featured prominently in reference textbooks on hydrodynamics at low Reynolds number, like those by Happel and Brenner [32], Kim and Karrila [41] or Dhont [23], and employed in several articles dealing with the motion of particles immersed in a viscous fluid (see for instance [13,36,38,42,62]). It may be described as a systematic scheme by which a (generally exterior) linear boundary value problem associated with several “objects” (e.g., particles in the case of a suspension) may be solved by computing and summing solutions of boundary value problems involving only a single object, which are called *reflections*. Physically speaking, one may visualise its very principle by “*supposing an initial disturbance to be reflected from the boundaries involved and to produce successively smaller effect with each successive reflection*” [32, chapter 8], hence its given name.

In a more formal manner, the method exploits the superposition principle, inherent to any linear system, to follow a divide-and-conquer strategy, assuming that each of the single-object problems is somewhat easier to solve than the many-object one. In this sense, it bears some similarities to Schwarz-type domain decomposition methods (see [27] for instance), which attempt to solve a (generally interior) boundary value problem by splitting it into several boundary value problems set on different, at most partially overlapping, subdomains and iterating to coordinate the solution between adjacent subdomains. There is, however, an important conceptual difference between these two approaches. Indeed, any single object problem to be solved in the method of reflections is defined on a (possibly unbounded) domain that is the interior of the complement of the considered object and thus contains the whole domain in which the main problem is set. This technique must therefore rather be seen as a *boundary* decomposition method.

The method of reflections was historically devised with human computers in mind, as well as tractable and explicit formulas for the reflections, which implied that the objects were few and identical, with a shape such that available analytical forms of the Stokes and Faxén laws allowed the practical approximation of the velocity field by a truncated series. With time, these restrictions, coupled with the fact that a large number of terms may be required in the truncated expansion to obtain an accurate approximation (most notably when the objects are close to each other), made its use less attractive. Nevertheless, since the method in itself does not rely on the manner in which the boundary value problems are solved, it became clear, with the advent of electronic computers, that methods using a numerical discretization (more advantageously those based on boundary integral representation) could be employed, and even combined\(^1\) with the aforementioned analytical methods, to efficiently address problems involving numerous objects of arbitrary shape, size or type of imposed boundary condition.

\(^1\) One can for instance check the Ref. [10], in which different solution methods are used depending on the nature of the considered one-object problem.
Despite a number of papers concerned with applications (see [10,36,48,62] for instance), it appears that the method of reflections has seldom been studied from a mathematical perspective. One must cite the pioneering work of Luke [47], in which the convergence of the original form of the method applied to the solution of the so-called mobility problem in a bounded domain is investigated theoretically. By formulating the problem in an appropriate Hilbert space setting and interpreting the method in terms of orthogonal projection operators, Luke proved that the method always converges to the solution of the problem and that its convergence rate is linear if a geometric property between the subspaces associated with the projection operators holds. More recently, Traytak [58] studied a variant of the method applied to the solution of a Dirichlet problem in a three-dimensional unbounded domain complementary to a set of spheres. Resorting to analytical techniques, he established necessary and sufficient conditions of convergence with respect to the radii of the spheres and the distances between their respective centres. These two important contributions notwithstanding, it appears that a fully developed mathematical theory of the method of reflections is still lacking.

Furthermore, we may add that a few missed facts have led to some misunderstandings on the part of the scientific communities in which the method is used. For instance, when Ichiki and Brady [36] state, citing the work of Luke, that “while the convergence of the method of reflections has been proven for the mobility problem, the convergence for the resistance problem is an open question.” and subsequently give a “counter-example” to the convergence of the method for configurations involving more than two objects, they somehow undermine their discovery by failing to notice that the method of reflections considered in their work differs from the one studied by Luke. It was also empirically observed by Wilson [62] that the convergence behaviour of the method may depend significantly on the type of boundary value problem considered, and Luke stated that his convergence proof does not extend to other types of boundary conditions or in the case of an unbounded domain, leaving open a number of questions. In the present work, we show that convergence can indeed be established for several kinds of boundary value problems using the same mathematical tools. By doing so, we aim at broadening the original analysis of Luke and propose a unified theoretical framework for the analysis of the existing forms of the method of reflections.

The outline of the paper is the following. Using a well-known analogy between Stokesian hydrodynamics and electrostatics, we first review in Sect. 2 the different instances of the method of reflections found in the literature on a couple of toy problems involving the Laplace operator. This exposition leads to a more formal presentation of two versions of the method, applied to the solution of an abstract boundary value problem. The first form, called sequential in the present work, appears to be the original one from an historical perspective. The second one, which we call parallel, is, to the best of our knowledge, a variant independently introduced by Golusin in 1934 [29] and seems to be the form of the method featured the most prominently in the literature. In Sect. 3, the method is recast in a loose functional framework, which allows to derive some algebraic properties of the iterative process and to interpret it in terms of projection operators. Section 4 is devoted to the convergence analysis of the method in a Hilbert space setting. Unconditional convergence results are obtained, for both the sequential form and a modification of the parallel form of the method, whenever
the considered boundary value problem can be solved by the method of orthogonal projection [59,61], and several examples of applications entering such a context are given. Finally, some numerical experiments are presented in Sect. 5.

2 Two examples of applications from the literature

In this section, we describe two forms of the method of reflections commonly found in the literature. The method is indeed typically considered in the context of hydrodynamics at low Reynolds number to solve two distinct types of problems for flows involving hydrodynamic interactions among particles, respectively called the mobility problem and the resistance problem (see [41] for instance). Both are boundary value problems based on the Stokes equations for an incompressible flow of a Newtonian fluid. In the former, the forces and torques are to be determined for specified particle velocities in the ambient fluid, while in the latter the particles’ forces and torques are prescribed in the ambient fluid and the velocities are unknown. However, to simplify the presentation, we exploit an existing analogy between Stokesian hydrodynamics and electrostatics, recalled by Luke [47], in which the Stokes equations are replaced by the Laplace equation, and the fluid velocity by the electrostatic potential.

2.1 An electrostatic analogue of the mobility problem: the sequential form

The method of reflections, as introduced by Smoluchowski [57], was studied by Luke [47] when used to solve the mobility problem in hydrodynamics. The electrostatic analogue of this problem consists in determining the electric potential in a container \( \Omega \) in \( \mathbb{R}^d \) (\( d \) being an integer strictly greater than 2), such that its value is constant, but unknown, on the surfaces of \( N \) conducting objects \( O_j \subset \Omega, j \in \{1, \ldots, N\} \), and the corresponding amount of electric charge on each of these surfaces is known, that is: given \( N \) real numbers \( Q_j, j \in \{1, \ldots, N\} \), find the scalar function \( u \) and the \( N \) real numbers \( c_j, j \in \{1, \ldots, N\} \), which verify

\[
-\Delta u = 0 \text{ in } \Omega \setminus \bigcup_{j=1}^{N} \overline{O_j},
\]

\[
u = c_j \text{ on } \partial O_j, \ j = 1, \ldots, N,
\]

\[
\int_{\partial O_j} \frac{\partial u}{\partial n}(x) \, dS(x) = Q_j, \ j = 1, \ldots, N,
\]

where \( \Delta \) denote the Laplace operator, \( \frac{\partial u}{\partial n} \) is the trace of the normal derivative of \( u \) on the considered boundary, \( n \) being the outward-pointing unit normal vector to the boundary, and \( dS \) stands for the volume form on each of the considered hypersurfaces.

Such a non-local boundary condition is sometimes said to be of the fourth type\(^2\) [54, Chapter III] or called an equivalued surface boundary condition or a total flux.

\(^2\) One may consider the first kind of boundary condition for the Laplace equation to be Dirichlet’s, the second, Neumann’s, and the third, Robin’s.
boundary condition [45]. It arises in various applications (see the examples given in [45]).

Note that the domain $\Omega$ may or may not be bounded. In the latter case, one should prescribe an additional condition at infinity for the problem to be well-posed. In what follows, we assume that the container is bounded and that a homogeneous Dirichlet condition is imposed on its boundary:

$$u = 0 \text{ on } \partial\Omega.$$  \hspace{1cm} (4)

In order to solve the resulting boundary value problem, the method of reflections generates a sequence $(u^{(k)})_{k \in \mathbb{N}}$ of approximations to the solution, starting from an initial field $u^{(0)}$ satisfying Eqs. (1), (3) and (4) [but not necessarily Eq. (2)], and next cyclically correcting the boundary value of the approximation on each of the boundaries of the set of objects. Such a chore is achieved through the introduction of auxiliary fields\(^3\) (the so-called \textit{reflections}), defined recursively as the solutions of single-object problems. For the problem at hand, these take the form of the sequences of functions $(u^{(k)}_i)_{k \in \mathbb{N}^*}$ and scalars $(c^{(k)}_i)_{k \in \mathbb{N}^*}$, with $i$ in $\{1, \ldots, N\}$, such that

$$\forall i \in \{1, \ldots, N\}, \begin{cases} -\Delta u^{(1)}_i = 0 \text{ in } \Omega \setminus \overline{O_i}, \\ u^{(1)}_i = c^{(1)}_i - u^{(0)} - \sum_{j=1}^{i-1} u^{(1)}_j \text{ on } \partial O_i, \\ \int_{\partial O_i} \frac{\partial u^{(1)}_i}{\partial n}(x) \, dS(x) = 0, \\ u^{(1)}_i = 0 \text{ on } \partial \Omega, \end{cases}$$

and

$$\forall k \in \mathbb{N}^*, \forall i \in \{1, \ldots, N\}, \begin{cases} -\Delta u^{(k+1)}_i = 0 \text{ in } \Omega \setminus \overline{O_i}, \\ u^{(k+1)}_i = c^{(k+1)}_i - \sum_{j=1}^{i-1} u^{(k+1)}_j - \sum_{j=i+1}^{N} u^{(k)}_j \text{ on } \partial O_i, \\ \int_{\partial O_i} \frac{\partial u^{(k+1)}_i}{\partial n}(x) \, dS(x) = 0, \\ u^{(k+1)}_i = 0 \text{ on } \partial \Omega. \end{cases}$$

The approximation of the solution after the $\ell$th cycle of the method is then defined by summing the restrictions of the reflections to $\Omega \setminus \bigcup_{j=1}^{N} \overline{O_j}$ as follows,

$$u^{(\ell)} = u^{(0)} + \sum_{k=1}^{\ell} \sum_{i=1}^{N} u^{(k)}_i \text{ in } \Omega \setminus \bigcup_{j=1}^{N} \overline{O_j}. \hspace{1cm} (5)$$

\(^3\) The algorithm presented here is a reformulation of the method analysed in [47], as the auxiliary fields do not appear explicitly in the reference.
We observe that the imposed surface charges are taken into account in the initial approximation \( u^{(0)} \) and never subsequently modified by the reflections, which only aim at correcting the boundary values one at a time. The practical construction of such a first approximation does not violate the single-object paradigm of the method, since this field may be obtained as the sum of \( N \) solutions to problems of that type by considering each conducting object separately. We also note that the boundary datum for each of the single-object problems defined above depends at a given cycle on quantities computed during both the current cycle and the previous one (or on the initial approximation during the first cycle), which necessarily implies successive computations of their respective solutions, in the spirit of the Gauss–Seidel method to solve linear systems of equations. Hence, we call hereafter this procedure the sequential form of the method of reflections.

Luke [47] showed the unconditional convergence of this version of the method of reflections applied to solve the mobility problem for the Stokes equations (see Sect. 4.2.2). Similar boundary decomposition methods were proposed by Balabane and Tirel [6] to solve the Helmholtz equation outside a union of obstacles without trapping rays, and by Coatléven and Joly [17] to effectively solve operator factorized forms of time-harmonic multiple-scattering problems in periodic media.

### 2.2 An electrostatic analogue of the resistance problem: the parallel form

From a mathematical standpoint, the so-called resistance problem of hydrodynamics is a boundary value problem for the Stokes equations with non-homogeneous Dirichlet boundary conditions. Its electrostatic analogue thus amounts to determining the electric potential in a container \( \Omega \), its values on the surfaces of \( N \) conducting objects \( O_j \subset \Omega \), \( j \in \{1, \ldots, N\} \), being known, that is: given \( N \) scalar functions \( U_j \), \( j \in \{1, \ldots, N\} \), respectively defined on \( \partial O_j \), \( j \in \{1, \ldots, N\} \), find the scalar function \( u \) satisfying

\[
-\Delta u = 0 \quad \text{in} \quad \Omega \setminus \bigcup_{j=1}^{N} O_j, \\
u = U_j \quad \text{on} \quad \partial O_j, \quad j = 1, \ldots, N. 
\]

As with the previous example, we assume that the domain \( \Omega \) is bounded and impose a homogeneous Dirichlet condition on its boundary to complete the problem,

\[
u = 0 \quad \text{on} \quad \partial \Omega.
\]

The second form of the method of reflections hinges on a different construction of the sequence of approximations \( (u^{(k)})_{k \in \mathbb{N}} \). While the initial approximation \( u^{(0)} \) has to satisfy Eqs. (6) and (8) [but not necessarily Eq. (7)] and the subsequent approximations are still given by the sum (5), the auxiliary fields \( (u^{(k)}_i)_{k \in \mathbb{N}^*}, \) with \( i \in \{1, \ldots, N\} \), are
now defined as the respective solutions to the following single-object problems

\[
\forall i \in \{1, \ldots, N\}, \quad \begin{cases} 
-\Delta u_i^{(1)} = 0 & \text{in } \Omega \setminus \Omega_i, \\
u_i^{(1)} = U_i - u^{(0)} & \text{on } \partial \Omega_i, \\
u_i^{(1)} = 0 & \text{on } \partial \Omega,
\end{cases}
\]

and

\[
\forall k \in \mathbb{N}^*, \forall i \in \{1, \ldots, N\}, \quad \begin{cases} 
-\Delta u_i^{(k+1)} = 0 & \text{in } \Omega \setminus \Omega_i, \\
u_i^{(k+1)} = -\sum_{j=1}^{i-1} u_j^{(k)} - \sum_{j=i+1}^{N} u_j^{(k)} & \text{on } \partial \Omega_i, \\
u_i^{(k+1)} = 0 & \text{on } \partial \Omega.
\end{cases}
\]

We observe here that the datum for each of the above problems depends at a given cycle on quantities computed during the previous cycle (and on the boundary data for the first cycle). The solutions of these problems may thus be carried out \textit{simultaneously}, like in the Jacobi method for the iterative solution of linear systems of equations, leading us to refer to this procedure as the \textit{parallel form} of the method of reflections.

This version of the method of reflections was devised by Golusin \cite{29} to constructively solve the Dirichlet problem for the Laplace equation in multiply connected circular domains. It appears to be the most commonly found in the literature (see for instance the presentation in subsection 214 of the textbook \cite{55}). Concerning its convergence, Happel and Brenner \cite{32} wrote\footnote{The version of the method presented in Chapter 6 of \cite{32} differs slightly from the above procedure by focusing on one specific object. The reflections with respect to this object are then computed as in the sequential form of the method, whereas the reflections with respect to the other \(N - 1\) objects are computed as in the parallel form.} that: \textit{“it must be pointed out that no rigorous proof exists that the iteration scheme converges to the desired solution.”}

As a matter of fact, a numerical example of divergence for a particular configuration is presented by Ichiki and Brady in \cite{36}, the method being there used to solve the Stokes resistance problem in the presence of rigid spherical particles in an unbounded domain. The solutions of the single particle problems are numerically approximated by truncated multipole expansions, but the authors conjecture that the observed divergence is unrelated to the order of truncation of the expansions.

In \cite{58}, Traytak analysed the method applied to the solution of a Dirichlet problem for the Laplace equation in the unbounded complement of a set of spheres. He obtained necessary and sufficient conditions for its convergence and exhibited simple cases of divergence when the number of spheres is greater than or equal to eight.

More recently, conditional convergence results for the method were derived by Höfer and Velázquez \cite{34} for an \textit{infinite} number of spherical particles, allowing for new proofs of classical homogenization results for the Dirichlet problem for both the Poisson and Stokes equations in perforated domains (see also \cite{33,50} which both deal with the mobility problem in a similar context).

This version of the method was also used by Jabin and Otto \cite{37} to identify the dilute regime of a cloud of sedimenting particles, in which the particles do not signif-
icantly interact and sink as if they were isolated. Additionally, it may be seen that the boundary decomposition technique introduced\(^5\) by Balabane \[5\] (see also \[28,60\] for practical and numerical applications) for solving a boundary value problem involving the Helmholtz equation in the unbounded complement of a scatterer made of a union of disjoint sub-scatterers is identical to this parallel form of the method. Connections between the principle of this instance of the method and the approach known as the Foldy–Lax model\(^6\) \[25,43,44\] or the generalised Born series technique \[53\] for the multiple scattering of waves may also be pointed out.

3 General formulations

In this section, we summarize and interpret the application of both forms of the method of reflections to the solution of an abstract linear boundary value problem. We want to emphasize that the principle of the method is very general and, because of this generality, the present treatment is necessarily formal. As a consequence, we deliberately refrain from specifying a particular functional framework in order to focus on the algebraic aspects of the method. A rigorous setting is provided in Sect. 4, with explicit examples given in Sect. 4.2.

We consider a simply connected regular open subset \(\Omega\) of \(\mathbb{R}^d\), and, given a positive integer \(N\), a family of arbitrarily numbered “objects” or “holes”, which are disjoint subsets \(O_j \subset \Omega\), with \(j \in \{1, \ldots, N\}\), in the sense that they are bounded, simply connected, open sets with smooth boundaries such that their closures are non-overlapping. The open set \(\Omega \setminus \bigcup_{j=1}^{N} O_j\) is then called a perforated domain. We are interested in solving the following non-homogeneous boundary value problem: find a field \(u\) satisfying

\[
\mathcal{L}u = f \text{ in } \Omega \setminus \bigcup_{j=1}^{N} O_j \tag{9}
\]

\[
B_j u = b_j, \tag{10}
\]

where \(\mathcal{L}\) is a linear differential operator, acting on functions defined in \(\Omega\), each operator \(B_j\), with \(j \in \{1, \ldots, N\}\), is a linear operator acting, possibly in a non-local manner, on functions defined on the boundary \(\partial O_j\) of the \(j\)th object, and the functions \(f\) and \(b_j\), with \(j \in \{1, \ldots, N\}\), respectively defined on \(\Omega\) and \(\partial O_j\), with \(j \in \{1, \ldots, N\}\), are the data of the boundary value problem.

In the applications of the method previously recalled, the operator \(\mathcal{L}\) is typically of elliptic type, but this is not necessarily the case (see \[5\] for instance).

**Remark 1** Note that the function \(f\) is defined over the whole of \(\Omega\), while the problem itself is defined over the perforated domain \(\Omega \setminus \bigcup_{j=1}^{N} O_j\), as customary in problems dealing with homogenisation. In the same way, the functions \(b_j\), with \(j \in \{1, \ldots, N\}\),

---

\(^5\) In the same work, a sufficient condition for convergence, depending on the frequency, the diameters and the areas of the sub-scatterers, as well as the respective distances between the sub-scatterers, is established.

\(^6\) To see this, one can compare the hierarchy of different levels of approximation given in \[11\], ranging from the Born approximation to the Foldy–Lax model, with the sequence of approximations produced by the method of reflections.
forming the rest of the data are usually related to a single function, globally defined over $\Omega$. We will make such an assumption in Sect. 3.2.

If the domain $\Omega$ is bounded, a homogeneous condition on the boundary $\partial \Omega$ is added to the above system of equations. In the case where it is unbounded, this condition is replaced, or complemented, by one set at infinity. Either way, this boundary condition is denoted

$$B_0 u = 0,$$

and it is assumed that the system (9)–(11) defines a well-posed (in the sense of Hadamard) boundary value problem in an appropriate function space, i.e., there exists a unique solution $u^*$ to the problem, which belongs to this space and depends continuously on the data. This implies in particular that the operators $B_j$, with $j$ in $\{1, \ldots, N\}$, verify certain admissibility conditions with respect to the operator $L$ (see [46]).

To solve this boundary value problem using the sequential form of the method of reflections, one begins by computing an initial approximation $u^{(0)}$ satisfying

$$\begin{cases}
\mathcal{L} u^{(0)} = f \text{ in } \Omega, \\
B_0 u^{(0)} = 0.
\end{cases}$$

An iterative (or cyclic) phase then follows, in which one solves recursively the single-object problems associated with the reflections given by

$$\forall i \in \{1, \ldots, N\}, \begin{cases}
\mathcal{L} u^{(1)}_i = 0 \text{ in } \Omega \setminus O_i, \\
B_i u^{(1)}_i = b_i - B_i \left( u^{(0)} + \sum_{j=1}^{i-1} u^{(1)}_j \right), \\
B_0 u^{(1)}_i = 0,
\end{cases}$$

and

$$\forall k \in \mathbb{N}^*, \forall i \in \{1, \ldots, N\}, \begin{cases}
\mathcal{L} u^{(k+1)}_i = 0 \text{ in } \Omega \setminus O_i, \\
B_i u^{(k+1)}_i = -B_i \left( \sum_{j=1}^{i-1} u^{(k+1)}_j + \sum_{j=i+1}^{N} u^{(k)}_j \right), \\
B_0 u^{(k+1)}_i = 0,
\end{cases}$$

in order to update the approximation of the solution using the formula

$$u^{(k+1)} = u^{(k)} + \sum_{i=1}^{N} u^{(k+1)}_i \text{ in } \Omega \setminus \bigcup_{j=1}^{N} O_j.$$
The approximate solution after \( k \) cycles is thus defined by a finite double sum

\[
\forall k \in \mathbb{N}^*, \quad u^{(k)} = u^{(0)} + \sum_{\ell=1}^k \sum_{i=1}^N u^{(\ell)}_i \text{ in } \Omega \setminus \bigcup_{j=1}^N \overline{O}_j.
\] (16)

We next turn to the parallel version of the method of reflections. In this case, while the initialisation is required to satisfy (12) and the update of the approximate solution is given by (15), the collections of problems to be solved during the cycling phase are

\[
\forall i \in \{1, \ldots, N\}, \quad \begin{cases}
L u_i^{(1)} = 0 \text{ in } \Omega \setminus \overline{O}_i, \\
B_i u_i^{(1)} = b_i - B_i u^{(0)}, \\
B_0 u_i^{(1)} = 0,
\end{cases}
\] (17)

and

\[
\forall k \in \mathbb{N}^*, \forall i \in \{1, \ldots, N\}, \quad \begin{cases}
L u_i^{(k+1)} = 0 \text{ in } \Omega \setminus \overline{O}_i, \\
B_i u_i^{(k+1)} = -B_i \left( \sum_{j=1}^{i-1} u_j^{(k)} + \sum_{j=i+1}^N u_j^{(k)} \right), \\
B_0 u_i^{(k+1)} = 0,
\end{cases}
\] (18)

We observe that both versions of the method of reflections are well-defined as soon as the no-object problem (12) and the respective single-object problems (13) and (14), or (17) and (18), are well-posed. Moreover, the method is said to converge if the sequence of functions defined by (16) has a limit as the number of achieved cycles \( k \) tends to infinity.

**Remark 2** In some cases, the well-posedness of the single-object problems to be solved during the cyclic phase is a direct consequence of the well-posedness of the many-object boundary value problem one wants to solve with the method. However, considering for instance a non-homogeneous pure Neumann problem for the Laplace operator, one easily sees that the compatibility conditions satisfied by the data of the problem could generally prevent similar conditions to be satisfied by the data of the sub-problems stemming from the boundary decomposition, leading to ill-posed boundary value problems when applying the method. As a consequence, the method of reflections is not applicable to any linear boundary value problem, since the decomposition paradigm on which it is based may not be valid.

### 3.1 Algebraic properties of the reflections

The sequences of reflections \((u_i^{(k+1)})_{k \in \mathbb{N}}\), with \( i \) in \( \{1, \ldots, N\} \), constructed by both forms of the method may be viewed as sequences of partial correctors to the sequence of approximate solutions \((u^{(k)})_{k \in \mathbb{N}}\) in the following sense.
Lemma 1 Suppose the N sequences \((u_j^{(k+1)})_{k \in \mathbb{N}}\), with \(j \in \{1, \ldots, N\}\), produced either by the sequential or by the parallel form of the method of reflections are well defined. Then, one has

\[
\forall k \in \mathbb{N}, \forall i \in \{1, \ldots, N\}, \quad B_i \left( u^{(k)} + \sum_{j=1}^{i} u_j^{(k+1)} \right) = b_i, \tag{19}
\]

for the sequential form, and

\[
\forall k \in \mathbb{N}, \forall i \in \{1, \ldots, N\}, \quad B_i \left( u^{(k)} + u_i^{(k+1)} \right) = b_i, \tag{20}
\]

for the parallel form, where the sequence \((u^{(k)})_{k \in \mathbb{N}}\) is given by (16).

**Proof** Both equalities are easily established by induction. First, for the sequential form, it stems from the linearity of the operators, problem (13), and the definition of \(g\) that, for the base case \(k = 0\) and any integer \(i\) in \(\{1, \ldots, N\}\),

\[
B_i \left( u^{(0)} + \sum_{j=1}^{i} u_j^{(1)} \right) = B_i \left( u^{(0)} + \sum_{j=1}^{i-1} u_j^{(1)} + u_i^{(1)} \right) = B_i \left( u^{(0)} + \sum_{j=1}^{i-1} u_j^{(1)} - \sum_{j=1}^{i-1} u_j^{(0)} + \sum_{j=1}^{i} u_j^{(1)} \right) + b_i = b_i.
\]

Assuming that the equality

\[
B_i \left( u^{(k-1)} + \sum_{j=1}^{i} u_j^{(k)} \right) = b_i,
\]

holds for some positive integer \(k\) and any integer \(i\) in \(\{1, \ldots, N\}\), one has, according to identity (15) and problem (14),

\[
B_i \left( u^{(k)} + \sum_{j=1}^{i} u_j^{(k+1)} \right) = B_i \left( u^{(k-1)} + \sum_{j=1}^{N} u_j^{(k)} + \sum_{j=1}^{i} u_j^{(k+1)} \right) = B_i \left( u^{(k-1)} + \sum_{j=1}^{i} u_j^{(k)} + \sum_{j=1}^{i} u_j^{(k+1)} + \sum_{j=i+1}^{N} u_j^{(k)} \right) = B_i \left( u^{(k-1)} + \sum_{j=1}^{i} u_j^{(k)} \right).
\]
Likewise, for the parallel form, one has, for any integer $i$ in $\{1, \ldots, N\}$,

$$B_i \left( u^{(0)} + u_i^{(1)} \right) = B_i u^{(0)} + b_i - B_i u^{(0)} = b_i,$$

using the linearity of the operators, problem (17), and assuming that

$$B_i \left( u^{(k-1)} + u_i^{(k)} \right) = b_i$$

is satisfied for some integer positive $k$ and any integer $i$ in $\{1, \ldots, N\}$, one finds that

$$B_i \left( u^{(k)} + u_i^{(k+1)} \right) = B_i \left( u^{(k-1)} + \sum_{j=1}^{N} u_j^{(k)} + u_i^{(k+1)} \right)$$

$$= B_i \left( u^{(k-1)} + \sum_{j=1}^{N} u_j^{(k)} - \sum_{j=i+1}^{N} u_j^{(k)} - \sum_{j=i+1}^{N} u_j^{(k)} \right)$$

$$= B_i \left( u^{(k-1)} + u_i^{(k)} \right),$$

using identity (15) and problem (18), which ends the proof. 

\[ \square \]

**Remark 3** An analogue of formula (20) was derived by Höfer and Velázquez (see equation (28) in [34]) in the case of the screened Poisson equation with homogeneous Dirichlet boundary conditions and an infinite number of objects.

To get a result on the possible limit of sequence (16), a minimal functional framework needs to be specified. Namely, we assume from now on that problem (9)–(11) is set in a Banach space.

**Proposition 1** If the sequence of functions, defined by (16) and produced by either form of the method of reflections, converges (in the sense of an absolutely convergent series), then it is to the solution $u^*$ to boundary value problem (9)–(11).

**Proof** From problems (12), (13) and (14) [resp. (17) and (18)], and formula (16), it is easily seen that any element of the sequence $(u^{(k)})_{k\in\mathbb{N}}$, produced by the sequential (resp. parallel) form of the method of reflections, satisfies

$$\begin{cases}
L u^{(k)} = f \text{ in } \Omega \setminus \bigcup_{j=1}^{N} \overline{O_j}, \\
B_0 u^{(k)} = 0,
\end{cases}$$

and thus, by continuity, so does the limit of this sequence. Next, using that the convergence implies that

$$\forall i \in \{1, \ldots, N\}, \quad \lim_{k \to +\infty} u_i^{(k)} = 0,$$

\( \square \) Springer
it follows from passing to the limit in $k$ in (19) [resp. (20)] that

$$\forall i \in \{1, \ldots, N\}, \lim_{k \to +\infty} B_i u^{(k)} = b_i,$$

so that the limit of the sequence indeed solves problem (9)–(11). $\square$

**Remark 4** For any integer $i$ in $\{1, \ldots, N\}$, the partial sum $\sum_{\ell=0}^{k} u^{(\ell)}_i$ represents the contribution of the $i$th object to the approximate solution after $k$ cycles. As the convergence of the method entails the convergence of the sequences of partial sums, the method of reflections leads to a constructive and natural (i.e., with respect to the object boundaries) decomposition result for the solution to the boundary value problem, similar to the one obtained in Theorem 1 in [5]. The existence of such a decomposition, which can be viewed as a specific application of the superposition principle, suggests that the method is best combined with numerical methods based on an integral representation formula. The basic ingredient in this formalism is the so-called Green function of the governing linear differential operator, which also allows to compute the initial approximation as a volume potential (also called a Newton potential in the case of the Laplace equation) and the subsequent reflections as surface (single-layer and/or double-layer) potentials.

### 3.2 Projection setting

Following Luke [47] and Höfer and Velázquez [33,34], we propose an interpretation of the method of reflections in terms of projection operators. In order to properly define such operators, the problem to be solved and the various subproblems considered by the method, all defined on different subsets of $\Omega$, first need to be extended to the whole of $\Omega$, by the adjunction of problems defined in the interior of the objects and the use of transmission conditions across the boundaries of the objects. In what follows, we will abuse the notation by denoting in the same way the functions defined on $\Omega \cup \bigcup_{j=1}^{N} O_j$ (the reflection $u^{(k)}_i$, the approximation $u^{(k)}$ and the solution $u^*$) and their respective extensions.

Let $H$ be a function space defined over the set $\Omega$ in which the resulting exterior–interior transmission problems and the initialisation problem (12) are well-posed. For any function $u$ in $H$, consider the functions $v$ and $w$ in $H$, such that $u = v + w$, with $w$ satisfying the following problem in the exterior of the objects,

$$\begin{aligned}
\mathcal{L}w &= \mathcal{L}u \quad \text{in} \quad \Omega \setminus \bigcup_{j=1}^{N} \overline{O_j}, \\
\mathcal{B}_j w &= 0, \quad j = 1, \ldots, N, \\
\mathcal{B}_0 w &= 0,
\end{aligned} \tag{21}$$

the following equation in the interior of the objects,

$$\mathcal{L}w = 0 \quad \text{in} \quad \bigcup_{j=1}^{N} O_j, \tag{22}$$
and some chosen transmission conditions across the boundaries of the objects, which depend on the differential operator \( L \) and are such that a solution to the resulting exterior–interior transmission problem (21) and (22) exists and is uniquely defined in \( H \). The functions \( v \) and \( w \) defined in this way are unique and depend continuously on \( u \). It then follows that the mappings \( u \mapsto v \) and \( u \mapsto w \) from \( H \) to \( H \) are bounded. Since they also are idempotent by construction, they are continuous linear projection operators, with respective closed ranges \( V \) and \( M \) such that

\[
H = V \oplus M. \tag{23}
\]

In what follows, we shall assume that boundary value problem (9)–(11) admits a lifting of its boundary data, i.e., there exists a function \( g \) defined on \( \Omega \) such that \( B_i g = b_i \) on \( \partial O_i \), for any integer \( i \) in \( \{0, \ldots, N\} \).

**Proposition 2** Suppose that problem (9)–(11) admits a lifting \( g \) in \( H \) of its boundary data, that there exists an initial approximation \( u^{(0)} \) in \( H \) satisfying (12), and that the multiple-object exterior–interior transmission problem (21) and (22) is well-posed in \( H \) for any choice of \( u \) in \( H \), so that, in particular, decomposition (23) holds. Then, the solution to problem (9)–(11) is given by the restriction to \( \Omega \setminus \bigcup_{j=1}^{N} \overline{O_j} \) of

\[
u^* = P_V g + P_M u^{(0)},
\]

where \( P_V \) denotes the projection from \( H \) onto \( V \) along \( M \), and \( P_M \) denotes the projection from \( H \) onto \( M \) along \( V \).

**Proof** Owing to the definitions of \( g \) and \( u^{(0)} \), one can rewrite problem (9)–(11) as

\[
\begin{aligned}
&L u = L u^{(0)} \text{ in } \Omega \setminus \bigcup_{j=1}^{N} \overline{O_j}, \\
&B_j u = B_j g, \quad j = 1, \ldots, N, \\
&B_0 u = B_0 g.
\end{aligned}
\]

Observing that \( P_V g \) and \( P_M u^{(0)} \) satisfy the following systems in the exterior of the objects

\[
\begin{aligned}
&L(P_V g) = 0 \text{ in } \Omega \setminus \bigcup_{j=1}^{N} \overline{O_j}, \\
&B_j(P_V g) = B_j g, \quad j = 1, \ldots, N, \\
&B_0(P_V g) = B_0 g,
\end{aligned}
\]

and

\[
\begin{aligned}
&L(P_M u^{(0)}) = L u^{(0)} \text{ in } \Omega \setminus \bigcup_{j=1}^{N} \overline{O_j}, \\
&B_j(P_M u^{(0)}) = 0, \quad j = 1, \ldots, N, \\
&B_0(P_M u^{(0)}) = 0,
\end{aligned}
\]

we conclude using the linearity of the problems. \( \square \)
Remark 5 The function $u^*$ introduced in Proposition 2 is an extension to $\Omega$ of the solution of the problem set in the perforated domain $\Omega \setminus \bigcup_{j=1}^{N} O_j$, satisfying

$$Lu^* = Lg \text{ in } \bigcup_{j=1}^{N} O_j.$$ 

For any integer $i$ in $\{1, \ldots, N\}$, considering well-posed single-object exterior–interior transmission problems in place of (21) and (22), made up of systems of the form

$$\forall i \in \{1, \ldots, N\}, \begin{cases} Lw = Lu \text{ in } \Omega \setminus O_i, \\ B_1w = 0, \\ B_0w = 0. \end{cases} \quad (24)$$

completed by a transmission condition across the boundary $\partial O_i$ similar to those previously chosen for the multiple-object problem, one can similarly introduce the projection operators $P_{V_i}$ and $P_{M_i}$, with respective complementary closed ranges $V_i$ and $M_i$ in $H$. It is then clear that

$$M = \cap_{j=1}^{N} M_j.$$ 

As was done in Proposition 2 for the solution to problem (9)–(11), the reflections can be shown to be the restrictions of some quantities involving these projection operators. More precisely, we have the following result, whose proof is left to the reader.

Proposition 3 Suppose that problem (9)–(11) admits a lifting $g$ in $H$ of its boundary data, that there exists an initial approximation $u^{(0)}$ in $H$ satisfying (12), and that the single-object exterior–interior transmission problems (24) are well-posed in $H$ for any choice of $u$ in $H$. Then, for any integer $i$ in $\{1, \ldots, N\}$, the reflection $u_i^{(k)}$ is given by the restriction to $\Omega \setminus O_i$ of

$$- P_{V_i} \left( \sum_{j=1}^{i-1} u_j^{(k)} + \sum_{j=i+1}^{N} u_j^{(k-1)} \right) \quad (\text{resp. } - P_{V_i} \left( u^{(0)} - g \right)), \quad \text{if } k = 1,$$

$$- P_{V_i} \left( \sum_{j=1}^{i-1} u_j^{(k-1)} + \sum_{j=i+1}^{N} u_j^{(k-1)} \right) \quad (\text{resp. } - P_{V_i} \left( \sum_{j=1}^{i-1} u_j^{(k)} + \sum_{j=i+1}^{N} u_j^{(k-1)} \right)), \quad \text{if } k > 1,$$

for the sequential (resp. parallel) version of the method of reflections, where $P_{V_i}$ denotes the projection from $H$ onto $V_i$ along $M_i$.

We finally derive some relations needed for the forthcoming analysis of the method of reflections, starting with the sequential version.
Proposition 4. Under the assumptions and notations of Proposition 3, the following recurrence formula holds for the sequence of approximations produced by the sequential form of the method of reflections,

$$\forall k \in \mathbb{N}, \ u^{(k+1)} - g = E_N \left( u^{(k)} - g \right)$$  \hspace{1cm} (25)

where $E_N = (Id_H - P_{V_N}) \ldots (Id_H - P_{V_1})$, with $Id_H$ the identity operator on $H$.

Proof. Let us denote $E_0 = Id_H$, $E_i = (Id_H - P_{V_i})E_{i-1}$, with $i$ in $\{1, \ldots, N\}$. We shall first prove by induction that

$$\forall k \in \mathbb{N}, \forall i \in \{1, \ldots, N\}, \ u^{(k+1)}_i = -P_{V_i} E_{i-1} \left( u^{(k)} - g \right).$$

First, it follows from (19) that

$$\forall k \in \mathbb{N}, \forall i \in \{1, \ldots, N\}, \ B_i \left( u^{(k+1)}_i \right) = -B_i \left( u^{(k)} - g + \sum_{j=1}^{i-1} u^{(k+1)}_j \right),$$

which, due to the definition of the projection operator $P_{V_i}$ and to the extension of problem (14), translates into

$$\forall k \in \mathbb{N}, \forall i \in \{1, \ldots, N\}, \ u^{(k+1)}_i = -P_{V_i} \left( u^{(k)} - g + \sum_{j=1}^{i-1} u^{(k+1)}_j \right).$$

For $i = 1$, this identity is simply

$$\forall k \in \mathbb{N}, \ u^{(k+1)}_1 = -P_{V_1} \left( u^{(k)} - g \right).$$

Next, assume that

$$\forall k \in \mathbb{N}, \forall i \in \{1, \ldots, N-1\}, \ u^{(k+1)}_i = -P_{V_i} E_{i-1} \left( u^{(k)} - g \right).$$

Then, one has

$$u^{(k+1)}_{i+1} = -P_{V_{i+1}} \left( u^{(k)} - g + \sum_{j=1}^{i} u^{(k+1)}_j \right)$$

$$= -P_{V_{i+1}} \left( Id_H - \sum_{j=1}^{i} P_{V_j} E_{j-1} \right) \left( u^{(k)} - g \right)$$

$$= -P_{V_{i+1}} E_i \left( u^{(k)} - g \right).$$
which ends the induction. Using definition (15), one finally reaches

$$u^{(k+1)} - g = u^{(k)} - g + \sum_{i=1}^{N} u_i^{(k+1)}$$

$$= \left( Id_H - \sum_{i=1}^{N} P_{E_{i-1}} \right) \left( u^{(k)} - g \right)$$

$$= E_N \left( u^{(k)} - g \right).$$

An analogous result holds for the parallel version of the method.

**Proposition 5** Under the assumptions and notations of Proposition 3, the following recurrence formula holds for the sequence of approximations produced by the parallel form of the method of reflections,

$$\forall k \in \mathbb{N}, \ u^{(k+1)} - g = \left( Id_H - \sum_{i=1}^{N} P_{V_i} \right) \left( u^{(k)} - g \right). \tag{26}$$

**Proof** Owing to (20), one has

$$\forall k \in \mathbb{N}, \ \forall i \in \{1, \ldots, N\}, \ B_i u_i^{(k+1)} = -B_i \left( u^{(k)} - g \right).$$

which gives, due to the definition of the projection operator $P_{V_i}$ and the extension of (18),

$$\forall k \in \mathbb{N}, \ \forall i \in \{1, \ldots, N\}, \ u_i^{(k+1)} = -P_{V_i} \left( u^{(k)} - g \right).$$

Substituting into (15), one reaches

$$\forall k \in \mathbb{N}, \ u^{(k+1)} - g = u^{(k)} - g + \sum_{i=1}^{N} u_i^{(k+1)} = u^{(k)} - g - \sum_{i=1}^{N} P_{V_i} \left( u^{(k)} - g \right).$$

yielding (26).

4 Convergence analysis in a Hilbert space setting

We now flesh out the structure of the previous mathematical setting by making a number of additional assumptions. We suppose that the function space $H$ is a real Hilbert space and that the problem to solve can be written under an equivalent weak formulation, involving a continuous bilinear form $a(\cdot, \cdot)$ from $H \times H$ to $\mathbb{R}$ satisfying
inf-sup conditions which ensure the well-posedness of the problem. In this context, the projection operators $P_{M_i}$, with $i$ in $\{1, \ldots, N\}$, previously introduced can be defined by

$$\forall u \in H, \forall v \in M_i, \ a(P_{M_i}u, v) = a(u, v), \quad (27)$$

(see [63] for instance), and the method of reflections is said to be convergent in $H$ if the sequence $(u^{(k)})_{k \in \mathbb{N}}$ tends to $u^*$ with respect to the norm on $H$. In view of the respective formulas derived in Propositions 4 and 5, it is then clear that the convergence of the method is tied to the behaviour of the fixed-point iteration of a bounded linear mapping $T$ from $H$ to itself, where $T = E_N = (I_{d_H} - P_{V_N}) \ldots (I_{d_H} - P_{V_1})$ for the sequential form of the method of reflections, or $T = I_{d_H} - \sum_{i=1}^N P_{V_i}$ for the parallel one.

4.1 The orthogonal case: theoretical results

For some boundary value problems of the form (9)–(11), notably when the operator $L$ is of elliptic type and the boundary conditions are essential, convenient choices of the Hilbert space $H$ make the bilinear form $a(\cdot, \cdot)$ introduced above an equivalent inner product on $H$. This results in the linear mappings $P_{M_i}$, with $i$ in $\{1, \ldots, N\}$, satisfying (27), being orthogonal projection operators. This observation is at the origin of the method of orthogonal projections, developed by Vishik [59] in connection with previous works by Zaremba [64] and Weyl [61], and adapted by Hruslov for a problem for an elliptic operator set in a perforated domain [35].

In such a setting, for any integer $i$ in $\{1, \ldots, N\}$, the subspace $V_i = M_i^\perp$ is the orthogonal complement of $M_i$ in $H$ and $P_{V_i} = I_{d_H} - P_{M_i}$ is also an orthogonal projection operator. Likewise, we have that $V = M^\perp$, so that

$$V = \left( \cap_{j=1}^N M_j \right)^\perp = \sum_{j=1}^N M_j^\perp = \sum_{j=1}^N V_j.$$

We will now address the convergence of both forms of the method within this framework.

4.1.1 Sequential form

In the case of orthogonal projection operators, the sequential form of the method of reflections is closely related to the method of alternating (or cyclic) projections (MAP for short), which is a simple iterative procedure for determining the orthogonal projection of an element onto an intersection of closed (linear) subspaces $M_1, \ldots, M_N$ of a Hilbert space $H$ using a sequence of orthogonal projections onto those subspaces. It has numerous applications (the interested reader may check the review by Deutsch [20] for details) and its design relies on the pointwise convergence result, first proved by von Neumann in 1933 (but not published until 1949) in the $N = 2$ case while
working on the theory of operators [49] and later generalised by Halperin [31] to any integer \( N \geq 2 \), stating that one has

\[
\forall v \in H, \lim_{k \to +\infty} \| (P_{M_N}P_{M_{N-1}} \ldots P_{M_1})^k v - P_{\bigcap_{j=1}^N M_j}^N v \|_H = 0.
\]

Consequently, the computation of the orthogonal projection of a point \( v \) in \( H \) onto \( \bigcap_{j=1}^N M_j \) by the MAP consists in building the sequence \((w^{(k)})_{k \in \mathbb{N}}\) defined by

\[
w^{(0)} = v \text{ and } \forall k \in \mathbb{N}, \quad w^{(k+1)} = P_{M_N} \ldots P_{M_1} w^{(k)},
\]

that is, by recursively applying the orthogonal projections to the current iterate. It follows that recurrence relation (25) for the sequential version of the method of reflections is simply a particular application of the MAP. Thus, using that \( P_V + P_M = I_H \) and that, for any integer \( i \) in \( \{1, \ldots, N\} \), \( P_{V_i} P_M = 0 \), one can write that

\[
\forall k \in \mathbb{N}^*, \quad u^{(k)} = (E_N)^k (u^{(0)} - P_{V g}) + P_{V g},
\]

with \( E_N = (I_H - P_{V_N}) \ldots (I_H - P_{V_1}) = P_{M_N} P_{M_{N-1}} \ldots P_{M_1} \), so that passing to the limit yields

\[
\lim_{k \to +\infty} u^{(k)} = P_M u^{(0)} - P_{V g} + P_{V g} = P_M u^{(0)} + P_{V g} = u^* \text{ in } H.
\]

The unconditional convergence of the method ensues and we have proved the following result.

**Theorem 1** Under the assumptions and notations of Proposition 3, suppose that the projection operators \( P_{V_i} \), with \( i \) in \( \{1, \ldots, N\} \), are orthogonal. Then, the sequence of approximations \((u^{(k)})_{k \in \mathbb{N}^*}\) generated by the sequential form of the method of reflections converges to the solution \( u^* \) in \( H \).

### 4.1.2 Parallel form

The fact that the projection operators are orthogonal does not allow one to conclude that the parallel version of the method of reflections is convergent as it is the case for its sequential form. Nevertheless, if one is able to show that the operator \( T = I_H - \sum_{j=1}^N P_{V_j} \) is nonexpansive\(^7\) and asymptotically regular,\(^8\) it is known (see

---

\(^7\) The mapping \( T \) is said to be **nonexpansive** on the normed space \( H \) if it is a function from \( H \) to itself such that

\[
\forall (u, v) \in H^2, \quad \| Tu - Tv \|_H \leq \| u - v \|_H.
\]

\(^8\) The mapping \( T \) is said to be **asymptotically regular** on the normed space \( H \) if it is a function from \( H \) to itself such that

\[
\forall u \in H, \quad \lim_{k \to +\infty} \| T^{k+1} u - T^k u \|_H = 0.
\]


Corollary 2.3 in [9]) that, for any $u$ in $H$, the sequence $(T^k u)_{k \in \mathbb{N}}$ converges to $P_{\text{Fix } T} u$ in $H$, where $P_{\text{Fix } T}$ is the orthogonal projector on the fixed point set for $T$, and that $\text{Fix } T = M$. Two major drawbacks of such a result is that the imposed conditions on the operator $T$ are often not readily checkable and that it does not hold in a nonorthogonal context. As a consequence, geometric conditions on the objects and their respective positions ensuring the summability of the series defined by (16) are generally preferred (see for instance [5] or [58]).

Nevertheless, one may obtain an unconditionally convergent and properly parallel method by modifying the algorithm in such a way that the resulting recurrence formula reads

$$\forall k \in \mathbb{N}, \ u^{(k+1)} - g = \left( Id_H - \frac{1}{N} \sum_{j=1}^{N} P_{V_j} \right) \left( u^{(k)} - g \right)$$

with factor $\nu = \frac{1}{N}$, yielding

$$\forall k \in \mathbb{N}, \ u^{(k)} - g = \left( \frac{1}{N} \sum_{j=1}^{N} (Id_H - P_{V_j}) \right)^k \left( u^{(0)} - g \right).$$

This alteration can be interpreted as a relaxation of the recurrence relation (26) of the form

$$\forall k \in \mathbb{N}, \ u^{(k+1)} - g = \nu \left( Id_H - \sum_{j=1}^{N} P_{V_j} \right) \left( u^{(k)} - g \right) + (1 - \nu) \left( u^{(k)} - g \right),$$

with factor $\nu = \frac{1}{N}$, yielding

$$\forall k \in \mathbb{N}, \ u^{(k)} - g = \left( \frac{1}{N} \sum_{j=1}^{N} (Id_H - P_{V_j}) \right)^k \left( u^{(0)} - g \right).$$

It is then a well-known fact, since the work of Cimmino [16] on the method of averaged (or simultaneous) projections (an iterative method to solve linear systems of equation based on a geometrical approach), and its extension by Auslender [3], that, for any closed (linear) subspaces $M_1, \ldots, M_N$ of a Hilbert space $H$, one has the pointwise convergence result\footnote{Indeed, one has trivially that $M \subset \text{Fix } T$, while the converse follows from the idempotence and the self-adjointness of the orthogonal projectors.}

$$\forall v \in H, \ \lim_{k \to +\infty} \left\| \left( \frac{1}{N} \sum_{j=1}^{N} P_{M_j} \right)^k v - P_{\bigcap_{j=1}^{N} M_j} v \right\|_H = 0.$$
The convergence of the method then follows from the same arguments as in the previous subsection.

**Theorem 2** Under the assumptions and notations of Proposition 3, suppose that the projection operators $P_{V_i}$, with $i$ in $\{1, \ldots, N\}$, are orthogonal. Then, the sequence of approximations $(u^{(k)})_{k \in \mathbb{N}}$ generated by the averaged parallel version of the parallel form of the method of reflections converges to the solution $u^*$ in $H$.

In terms of induced practical changes, the update formula for the approximation of the solution [see Eq. (15)] becomes

$$u^{(k+1)} = u^{(k)} + \frac{1}{N} \sum_{j=1}^{N} u^{(k+1)}_j \text{ in } \Omega \setminus \bigcup_{j=1}^{N} \overline{O}_j,$$

the reflection $u^{(k+1)}_i$ being obtained by solving sub-problem (18) in which the second equation is replaced by

$$\mathcal{B}_i(u^{(k+1)}_i) = -\mathcal{B}_i \left( \frac{1}{N} \left( \sum_{j=1}^{i-1} u^{(k)}_j + \sum_{j=i+1}^{N} u^{(k)}_j \right) - \left( 1 - \frac{1}{N} \right) u^{(k)}_i \right),$$

confirming that the modification may be viewed as a simple relaxation method applied to the parallel form of the method of reflections. One may also remark that the interpretation of the auxiliary fields as “reflections” remains, since it can be shown that equality (20) still holds. We thus refer to this variant as the **averaged** parallel form of the method of reflections.

### 4.1.3 Rate of convergence

Let us now deal with the rate of convergence of the method by recalling the following dichotomy property for the MAP (see Theorem 6.4 in [22] and also Theorem 1.4 in [8] for the case $N = 2$):

- If $\sum_{j=1}^{N} M_j \perp$ is closed, the sequence $((P_{MN} P_{MN-1} \ldots P_{M})^k)_{k \in \mathbb{N}}$ converges to $P_{\bigcap_{j=1}^{N} M_j}$ linearly,\(^{11}\) that is, there exist constants $C > 0$ and $\alpha \in [0, 1)$ such that

$$\forall k \in \mathbb{N}, \quad \| (P_{MN} P_{MN-1} \ldots P_{M})^k - P_{\bigcap_{j=1}^{N} M_j} \|_{\mathcal{L}(H)} \leq C \alpha^k.$$

- If $\sum_{j=1}^{N} M_j \perp$ is not closed, the sequence $((P_{MN} P_{MN-1} \ldots P_{M})^k)_{k \in \mathbb{N}}$ converges to $P_{\bigcap_{j=1}^{N} M_j}$ arbitrarily slowly, that is,

(i) the sequence $((P_{MN} P_{MN-1} \ldots P_{M})^k)_{k \in \mathbb{N}}$ converges pointwise to $P_{\bigcap_{j=1}^{N} M_j},$

\(^{11}\) Some authors say the sequence converges *uniformly* (see [4]).
(ii) for each real-valued function $\phi$ on the positive integers that converges to 0, there exists a point $v$ in $H$ such that

$$\forall k \in \mathbb{N}, \| (P_{M_N} P_{M_{N-1}} \cdots P_{M_1}) v - P_{\bigcap_{j=1}^N M_j} v \|_H \geq \phi(k).$$

The implication of this result for the sequential form of the method of reflections is that it converges linearly as soon as the sum $\sum_{j=1}^N V_j$ is closed, that is if $V = \sum_{j=1}^N V_j$.

Equivalent conditions, based on the notion of angle\(^{12}\) between subspaces, can be found in the literature,\(^{13}\) and it is worth noting that the linear convergence of the (sequential version of the) method of reflections was established in [47] using conditions on any two sub-collections of the set of involved subspaces and the notion of gap between these.

Note that, in the case of a linear convergence of the MAP, error bounds can be derived, leading to estimates for the sequential form of the method of reflections. Let us gather here some of the existing results on this topic. When $N = 2$, one has $\| (P_{M_2} P_{M_1})^k - P_{M_1 \cap M_2} \|_{\mathcal{L}(H)} \leq c(M_1, M_2)^{2k-1}$, where $c(M_1, M_2)$ denotes the cosine of the angle between the subspaces $M_1$ and $M_2$. This result is due to Aronszajn (see [2, Section 12]) and has been rediscovered several times. It is also sharp (see [40, Theorem 2]). For $N \geq 3$, upper bounds were given by Smith, Solomon and Wagner [56, Theorem 2.2], Kayalar and Weinert [40, Theorem 3], and also Deutsch and Hundal [21, Theorem 2.7]. In this case however, note that any error bound depending only on the angles between the various subspaces involved can never be sharp [21, Example 3.7]. More recently, using the link between the MAP and the SSC methods, Xu and Zikatanov [63] obtained, under the assumption that the sum $\sum_{j=1}^N M_j^\perp$ is closed, the following equality

$$\| P_{M_N} P_{M_{N-1}} \cdots P_{M_1} - P_{\bigcap_{j=1}^N M_j} \|_{\mathcal{L}(H)}^2 = \frac{c_0}{1 + c_0},$$

\(^{12}\) According to the definition of Friedrichs [26], if $M_i$ and $M_j$ are closed subspaces in a Hilbert space $H$, the angle between $M_i$ and $M_j$ is the angle in $[0, \frac{\pi}{2}]$ whose cosine is defined by

$$c(M_i, M_j) = \sup \{ \| (x, y) \| \mid x \in M_i \cap (M_i \cap M_j)^\perp, \| x \| \leq 1, y \in M_j \cap (M_i \cap M_j)^\perp, \| y \| \leq 1 \}.$$

Another notion is that of the minimal angle between $M_i$ and $M_j$, given by Dixmier in [24], which is the angle in $[0, \frac{\pi}{2}]$ whose cosine is defined by

$$c_0(M_i, M_j) = \sup \{ \| (x, y) \| \mid x \in M_j, \| x \| \leq 1, y \in M_j, \| y \| \leq 1 \}.$$

These two definitions are different if $M_i \cap M_j \neq \{0\}$, and they both coincide with (different) principal angles (as introduced by Jordan [39]) if $H = \mathbb{C}^n$.

\(^{13}\) For $N = 2$, it is known (see [19] for instance) that $c(M_1, M_2) < 1$, where $c(M_1, M_2)$ denotes the cosine of the angle between the subspaces $M_1$ and $M_2$, if and only if $M_1 + M_2$ is closed, if and only if $M_1^\perp + M_2^\perp$ is closed, if and only if $(M_1 \cap (M_1 \cap M_2)^\perp) + (M_2 \cap (M_1 \cap M_2)^\perp)$ is closed. For $N \geq 3$, a generalization of the Friedrichs angle to several subspaces is introduced in [4] and it is shown in the same paper that the method converges linearly if and only if $c(M_1, \ldots, M_N) < 1$, which is a weaker condition (see Example 4.5 in [4]) than the sufficient one, based on Theorems 2.1 in [21] and 4.1 in [4], that one of the cosines $c_{ij} = c_0(M_i \cap (\cap_{\ell=1}^N M_\ell)^\perp, M_j \cap (\cap_{\ell=1}^N M_\ell)^\perp)$ of the Dixmier angles involving two subspaces $M_i$ and $M_j$ is strictly less than one.
where

$$c_0 = \sup_{v \in V} \inf_{\|v\|_H = 1} \sum_{j=1}^N \| (I + H - P_{M_{j+1}}) \sum_{k=1}^N v_k \|_H^2.$$ 

We may add that various ways of accelerating the MAP, using relaxation or symmetrization for instance, have been proposed and studied (see [9] and the references therein), and could be directly used on the sequential version of the method of reflections.

Finally, because simultaneous projections correspond to alternating projections in the adequate product space (see [51]), variants of the above results exist for the method of simultaneous projections, as a consequence of results in [7,8], and thus apply to the averaged parallel version of the method of reflections.

### 4.2 The orthogonal case: practical examples

It follows from the previous results that the orthogonality of the projection operators associated with the boundary value problem to solve is a sufficient condition for the convergence of the method, either in its sequential form or in an averaged version of its parallel form. As an application, we prove this property for problems in which the main differential operator is of elliptic type. More precisely, our attention is focused on examples that involve the Laplace and the Stokes operators. For each of them, we describe the extended boundary value problems and characterise the functional setting involved in the definition of the projection operators. In addition to proving the orthogonality of the projectors, we also show that the rate of convergence is linear, by establishing that the sum $\sum_{j=1}^N V_j$ is closed.

#### 4.2.1 The Laplace and Poisson equations

In what follows, it is assumed that the domain $\Omega$ is a bounded, simply connected, open set of $\mathbb{R}^d$, with boundary $\partial \Omega$, containing $N$ simply connected open subdomains $O_j$, with respective boundaries $\partial O_j$, with $j$ in $\{1, \ldots, N\}$. All the boundaries are supposed to be sufficiently smooth, twice continuously differentiable for instance.

We deal with boundary value problems of the form considered in Sect. 3, for which the operator $\mathcal{L}$ is the negative Laplace operator and $\mathcal{B}_0$ is the trace operator on $\partial \Omega$. These choices respectively correspond to the Poisson equation if the datum $f$ is non-zero, else to the Laplace equation, with a homogeneous Dirichlet boundary condition on $\partial \Omega$. They have to be complemented with some conditions on the boundaries $\partial O_j$, with $j$ in $\{1, \ldots, N\}$, of the objects, for which different choices are possible.

**Poisson problem with Dirichlet boundary conditions** As in the boundary value problem appearing in Sect. 2.2, we consider Dirichlet-type boundary conditions, meaning that, for any integer $i$ in $\{1, \ldots, N\}$, the boundary operator $\mathcal{B}_i$ is the trace operator on $\partial O_i$. If the datum $f$ belongs to $H^{-1}(\Omega)$ and the boundary data $b_j$, with $j$ in
\{1, \ldots, N\}, are respectively in \(H^{1/2}(\partial O_j)\), one may show, using the Lax–Milgram lemma, that the problem is well-posed in the space \(\{u \in H^1(\Omega \setminus \bigcup_{j=1}^{N} \overline{O_j}) \mid u|_{\partial \Omega} = 0\}\).

To extend the problem to the interior of the objects, we impose the following transmission conditions across the object boundaries

\[ [u^*] = 0 \text{ across } \partial O_j, \quad j = 1, \ldots, N, \]  

(28)

where the brackets \([\cdot]\) denote the jump across the considered hypersurface. We may then set the exterior–interior transmission problem in the space \(\{u \in H^1(\Omega) \mid u|_{\partial \Omega} = 0\}\). Setting

\[-\Delta u^* = -\Delta g \text{ in } \bigcup_{j=1}^{N} O_j,\]

according to Remark 5, we see that the solution of the resulting problem satisfies interior Poisson–Dirichlet problems in the objects coupled with an exterior Poisson–Dirichlet problem by the transmission conditions (28). As a consequence, it exists and is uniquely defined in the space \(H\). Finally, the system of equations satisfied by the initial approximation \(u^{(0)}\),

\[
\begin{cases}
-\Delta u^{(0)} = f \text{ in } \Omega, \\
u^{(0)} = 0 \text{ on } \partial \Omega,
\end{cases}
\]
defines a problem admitting a unique weak solution in \(H\).

In addition, one may note that solutions to problem (21) and (22) satisfying (28) vanish in \(\bigcup_{j=1}^{N} \overline{O_j}\). This observation allows to characterise the Hilbert space framework associated with the method of reflections applied to the Poisson–Dirichlet problem.

**Proposition 6** Let \(H = H^1_0(\Omega)\), equipped with the inner product

\[a(u, v) = \int_{\Omega} \nabla u(x) \cdot \nabla v(x) \, dx.\]

For the Laplace operator completed with Dirichlet boundary conditions, the projectors \(P_M\) and \(P_V\) (resp. \(P_{M_i}\) and \(P_{V_i}\), with \(i \in \{1, \ldots, N\}\) introduced in Sect. 3.2) are well-defined and orthogonal with respect to \(a\), and their respective ranges are characterised as

\[
M = \left\{ w \in H \mid w = 0 \text{ in } \bigcup_{j=1}^{N} \overline{O_j} \right\} \quad \text{and} \quad V = \left\{ v \in H \mid \Delta v = 0 \text{ in } \Omega \setminus \bigcup_{j=1}^{N} \overline{O_j} \right\}
\]

(resp. \(M_i = \left\{ w \in H \mid w = 0 \text{ in } \overline{O_i} \right\} \) and \(V_i = \left\{ v \in H \mid \Delta v = 0 \text{ in } \Omega \setminus \overline{O_i} \right\}\),

\(i = 1, \ldots, N\).

In addition, one has \(V = \sum_{j=1}^{N} V_j\).
Proof Let us first deal with the projector $P_M$. For any $u$ in $H$, $w = P_M(u)$ is by definition the weak solution in $H$ to the following exterior–interior transmission problem

$$\begin{cases}
-\Delta w = -\Delta u \text{ in } \Omega \cup \bigcup_{j=1}^{N} \overline{O_j}, \\
w = 0 \text{ on } \partial \Omega, \\
w = 0 \text{ on } \partial O_j, \ j = 1, \ldots, N, \\
[w] = 0 \text{ across } \partial O_j, \ j = 1, \ldots, N, \\
-\Delta w = 0 \text{ in } \bigcup_{j=1}^{N} O_j.
\end{cases} \tag{29}$$

We observe that the restriction of $w$, solution to (29), to the exterior of the objects satisfies a problem for a Poisson equation with homogeneous Dirichlet boundary conditions, and that its restriction to the interior of a given object solves a problem for the Laplace equation with a homogeneous Dirichlet boundary condition. The above problem thus makes sense for $u$ and $w$ in $H$, and is well-posed by virtue of the Lax–Milgram lemma. The well-posedness of the problem then implies that functions in the range of the projector vanish in the interiors of the objects, from which the characterisation of the subspace $M$ follows.

Using these facts and the weak formulation associated with the problem, one has

$$\forall u \in H, \forall w \in M, \quad a(P_M u, w) = \int_{\Omega \cup \bigcup_{j=1}^{N} \overline{O_j}} \nabla P_M u(x) \cdot \nabla w(x) \, dx$$

$$= \langle \Delta P_M u, w \rangle_{H^{-1}(\Omega \cup \bigcup_{j=1}^{N} \overline{O_j}), H^1_0(\Omega \cup \bigcup_{j=1}^{N} \overline{O_j})}$$

$$= \langle \Delta u, w \rangle_{H^{-1}(\Omega \cup \bigcup_{j=1}^{N} \overline{O_j}), H^1_0(\Omega \cup \bigcup_{j=1}^{N} \overline{O_j})}$$

$$= \int_{\Omega \cup \bigcup_{j=1}^{N} \overline{O_j}} \nabla u(x) \cdot \nabla w(x) \, dx$$

$$= a(u, w),$$

so that $P_M$ and $P_V = I - P_M$ are orthogonal projectors.

Consider next the subset $V$ of $H$, orthogonal complement to $M$. One has that $P_V = I - P_M$, so that, for any $u$ in $H$, the function $v = P_V u$ is a weak solution to the following system

$$\begin{cases}
-\Delta v = 0 \text{ in } \Omega \cup \bigcup_{j=1}^{N} \overline{O_j}, \\
v = 0 \text{ on } \partial \Omega, \\
v = u \text{ on } \partial O_j, \ j = 1, \ldots, N, \\
[v] = 0 \text{ across } \partial O_j, \ j = 1, \ldots, N, \\
-\Delta v = -\Delta u \text{ in } \bigcup_{j=1}^{N} O_j,
\end{cases}$$

yielding the characterisation of $V$.\[\square\]
The orthogonality of the projectors \( P_{M_i} \) and \( P_{V_i} \), and the characterizations of the respective associated subspaces \( M_i \) and \( V_i \), with \( i \) in \( \{1, \ldots, N\} \), are obtained in the same way.

Let us finally show that \( V = \sum_{j=1}^{N} V_j \). Any element \( v \) of \( V \) may be represented by the sum of double layer potentials and Newton potentials, that is

\[
a.\ e. \ x \in \Omega \setminus \bigcup_{j=1}^{N} \partial O_j, \quad v(x) = \sum_{j=1}^{N} \int_{\partial O_j} G(x, y) \left[ \frac{\partial v}{\partial n} \right](y) \ dS(y) - \sum_{j=1}^{N} \int_{O_j} G(x, y) \Delta v(y) \ dy,
\]

where the kernel \( G \) is the Green function\(^ {14} \) of the Laplace equation for the region \( \Omega \), and the various integrals are understood in the sense of duality products. This provides the decomposition \( v = \sum_{j=1}^{N} v_j \) by setting

\[
\forall i \in \{1, \ldots, N\}, \quad v_i(x) = \int_{\partial O_i} G(x, y) \left[ \frac{\partial v}{\partial n} \right](y) \ dS(y) - \int_{O_j} G(x, y) \Delta v(y) \ dy.
\]

For each integer \( i \) in \( \{1, \ldots, N\} \), it is then easily seen that \( v_i \) belongs to \( V_i \), concluding the proof.

The assumptions of Theorems 1 and 2 being satisfied in view of the above result, both the sequential and averaged parallel form of the method converge to the solution.

**Remark 6** In the present case, the orthogonality between the subspaces \( V \) and \( M \) (resp. \( V_i \) and \( M_i \)) may be related to the orthogonality that exists between gradients of functions that are harmonic in a regular bounded open set \( \Omega \) in \( \mathbb{R}^d \) and gradients of functions in \( H^1_0(\Omega) \), with respect to the \( L^2(\Omega, \mathbb{R}^d) \)-inner product.

**Laplace problem with boundary conditions of the fourth type** By this name, we refer to the nonlocal boundary conditions used in boundary value problem (1)–(2)–(3)–(4) considered in Sect. 2.1, which correspond to homogeneous conditions for the boundary operators

\[
B_j(u) = u|_{\partial O_j} - \int_{\partial O_j} u(x) \ dS(x), \quad j = 1, \ldots, N,
\]

where \( \int_{\partial O_j} u(x) \ dS(x) \) denotes the mean of the function \( u \) on the hypersurface \( \partial O_j \).

\(^{14} \) We recall that the Green function \( G \) is such that

\[
\forall (x, y) \in \Omega \times \Omega, \ x \neq y, \quad G(x, y) = \Phi(y - x) - \varphi_x(y),
\]

the function \( \Phi \) being the fundamental solution of the Laplace equation and \( \varphi_x \) being a corrector function which, for a fixed \( x \) in \( \Omega \), satisfies \( \Delta \varphi_x = 0 \) in \( \Omega \) and \( \varphi_x = \Phi(\cdot - x) \) on \( \partial \Omega \).
As for the preceding Poisson–Dirichlet problem, we extend the boundary value problem to the interior of the objects by continuity, imposing that

\[ [u^*] = 0 \text{ across } \partial O_j, \ j = 1, \ldots, N. \]

We may then look for a solution \( u^* \) in \( H = H^1_0(\Omega) \). The boundary conditions on the objects being homogeneous, a suitable lifting is any function in \( H \) having constant value on the boundaries of the objects, for instance \( g \equiv 0 \). Finally, as the given conditions on the boundaries of the objects correspond to a source term with support on these boundaries (see [34,47]), we consequently require the initialisation \( u^{(0)} \) to be a function in \( H \) satisfying

\[- \Delta u^{(0)} = \sum_{j=1}^{N} \frac{H^{d-1}_{\mid aO_j}}{H^{d-1}(\partial O_j)} \text{ in } \Omega.\]

Note that such a function exists, as one can be constructed by summing solutions to one-object problems.

We have the following result.

**Proposition 7** Let \( H = H^1_0(\Omega) \), equipped with the inner product

\[ a(u, v) = \int_{\Omega} \nabla u(x) \cdot \nabla v(x) \, dx. \]

For the Laplace operator completed with fourth-type boundary conditions, the projectors \( P_M \) and \( P_V \) (resp. \( P_{Mi} \) and \( P_{Vi} \), with \( i \) in \( \{1, \ldots, N\} \)) introduced in Sect. 3.2 are well-defined and orthogonal with respect to \( a \), and their respective ranges are characterised as

\[ M = \{ w \in H \mid \forall j \in \{1, \ldots, N\}, \exists c_j \in \mathbb{R}, w = c_j \text{ in } O_j \} \]

and

\[ V = \left\{ v \in H \mid \Delta v = 0 \text{ in } \Omega \setminus \bigcup_{j=1}^{N} O_j, \forall j \in \{1, \ldots, N\}, \int_{\partial O_j} \frac{\partial v}{\partial n}(x) \, dS(x) = 0 \right\}. \]

(resp. \( M_i = \{ w \in H \mid \exists c_i \in \mathbb{R}, w = c_i \text{ in } O_i \} \)

\[ V_i = \left\{ v \in H \mid \Delta v = 0 \text{ in } \Omega \setminus \overline{O_i}, \int_{\partial O_i} \frac{\partial v}{\partial n}(x) \, dS(x) = 0 \right\}, \ i = 1, \ldots, N \].

(30)

In addition, one has \( V = \sum_{j=1}^{N} V_j \).
Proof. We proceed as in the proof of the preceding proposition. For any $u \in H$, the function $w = PM u$ is the weak solution to the following system

$$
\begin{align*}
-\Delta w &= -\Delta u \text{ in } \Omega \setminus \bigcup_{j=1}^N \overline{O_j}, \\
0 &= \text{ on } \partial \Omega, \\
\int_{\partial O_j} \frac{\partial w}{\partial n}(x) \, dS(x) &= \int_{\partial O_j} \frac{\partial u}{\partial n}(x) \, dS(x), \quad j = 1, \ldots, N, \\
w|_{\partial O_j} - \int_{\partial O_j} w(x) \, dS(x) &= 0, \text{ on } \partial O_j, \quad j = 1, \ldots, N, \\
[w] &= 0 \text{ across } \partial O_j, \quad j = 1, \ldots, N, \\
-\Delta w &= 0 \text{ in } \bigcup_{j=1}^N O_j.
\end{align*}
$$

Existence and uniqueness of a solution to the exterior problem are a well-known fact (see [45] for instance). The well-posedness of the interior Laplace–Dirichlet problem satisfied by the solution then implies that it is constant in each of the objects, a fact from which the characterisation of the space $M$ follows.

Let us now prove that that $PM$ is an orthogonal projector. One has, integrating by parts and using the problem defining the projector,

$$
\forall u \in H, \forall w \in M, a(P Mu, w) = \int_{\Omega \setminus \bigcup_{j=1}^N \overline{O_j}} \nabla P Mu(x) \cdot \nabla w(x) \, dx
$$

$$
= \langle -\Delta P Mu, w \rangle_{H^{-1}(\Omega \setminus \bigcup_{j=1}^N \overline{O_j}), H_0^1(\Omega \setminus \bigcup_{j=1}^N \overline{O_j})} + \sum_{j=1}^N \left[ \frac{\partial P Mu}{\partial n}, w \right]_{H^{-1/2}(\partial O_j), H^{1/2}(\partial O_j)}
$$

$$
= \langle -\Delta u, w \rangle_{H^{-1}(\Omega \setminus \bigcup_{j=1}^N \overline{O_j}), H_0^1(\Omega \setminus \bigcup_{j=1}^N \overline{O_j})} + \sum_{j=1}^N w|_{\partial O_j} \int_{\partial O_j} \frac{\partial u}{\partial n}(x) \, dS(x)
$$

$$
= \int_{\Omega \setminus \bigcup_{j=1}^N \overline{O_j}} \nabla u(x) \cdot \nabla w(x) \, dx = a(u, w),
$$

since the $w$ is constant on the boundaries of the objects.

To characterise the subspace $V$, let $v$ be an element of the set on the right hand side of the identity (30). For any function $w \in M$, one has

$$
a(v, w) = \langle -\Delta v, w \rangle_{H^{-1}(\Omega \setminus \bigcup_{j=1}^N \overline{O_j}), H_0^1(\Omega \setminus \bigcup_{j=1}^N \overline{O_j})} + \sum_{j=1}^N w|_{\partial O_j} \int_{\partial O_j} \frac{\partial v}{\partial n}(x) \, dS(x) = 0.
$$
Conversely, let \( v \) be an element of the orthogonal complement of \( M \). Then, for any function \( w \) in \( M \), one has

\[
0 = a(v, w) = \langle -\Delta v, w \rangle_{H^{-1}(\Omega \setminus \bigcup_{j=1}^{N} \overline{O_j}), H^{1}_0(\Omega \setminus \bigcup_{j=1}^{N} \overline{O_j})} + \sum_{j=1}^{N} w_{ij} \int_{\partial O_j} \frac{\partial v}{\partial n}(x) \, d(x).S.
\]

Choosing a function \( w \) in \( M \) which vanishes in the objects, one obtains that \(-\Delta v = 0\) in \( \Omega \setminus \bigcup_{j=1}^{N} \overline{O_j} \) in a weak sense. One then concludes by using a function \( w \) which vanishes in all the objects except the \( j \)th one and by varying the integer \( j \) to obtain the remaining conditions.

Here again, the orthogonality of the projectors \( P_{M_i} \), and the characterizations of the subspaces \( M_i \) and their orthogonal complements \( V_i \), with \( i \) in \( \{1, \ldots, N\} \), are obtained similarly.

It remains to prove \( V = \sum_{j=1}^{N} V_j \). One has

\[
\forall v \in V, \text{ a.e. } x \in \Omega \setminus \bigcup_{j=1}^{N} \partial O_j, \quad v(x) = \sum_{j=1}^{N} \int_{\partial O_j} G(x, y) \left[ \frac{\partial v}{\partial n} \right](y) \, dS(y) - \sum_{j=1}^{N} \int_{O_j} G(x, y) \Delta v(y) \, dy,
\]

with

\[
\forall j \in \{1, \ldots, N\}, \quad \int_{\partial O_j} \frac{\partial v}{\partial n}(x) \, dS(x) = 0.
\]

Setting

\[
\forall i \in \{1, \ldots, N\}, \quad v_i(x) = \int_{\partial O_i} G(x, y) \left[ \frac{\partial v}{\partial n} \right](y) \, dS(y) - \int_{O_i} G(x, y) \Delta v(y) \, dy
\]
then provides the adequate decomposition.

It follows from this result that Theorems 1 and 2 apply, so that the sequential and averaged parallel versions converge.

**Remark 7** Continuing with the electrostatics analogy started in Sect. 2.1, a function \( v \) in the subspace \( V_i \) is usually said to be the potential an *electric dipole*, since the quantity

\[
\int_{\partial O_i} \frac{\partial v}{\partial n}(x) \, dS(x),
\]

which corresponds to the total charge of the \( i \)th object, vanishes.
4.2.2 The mobility problem for the Stokes equations

In [47], Luke analysed the sequential form of the method of reflections and proved its convergence when applied to the solution of a system of equations modelling the motion of a sedimenting suspension in a container, the so-called mobility problem for the Stokes equations. It is similar to, but more complex than, the Laplace problem with boundary condition of the fourth type we previously dealt with. We show how this problem fits into the orthogonal projection framework previously introduced. Proofs of the statement are omitted as they can be found in [47] or adapted from [33,50]. Note that a similar analysis for the Stokes equations with Dirichlet boundary conditions and a particle configuration set in the whole space can be found in [34].

Denoting by \( \Omega \) the container, that is, a bounded, connected, open set of \( \mathbb{R}^3 \) with a smooth boundary, and by \( O_i \subset \Omega \), with \( i \in \{1, \ldots, N\} \), the rigid particles of arbitrary shape, which are connected open sets with smooth boundaries, such that their closures are non overlapping, the set \( \bigcup_{j=1}^{N} O_j \) is called the solid phase of the suspension, while the set \( \Omega \setminus \bigcup_{j=1}^{N} O_j \) is called the fluid phase.

The problem is extended inside the particles by requiring the flow field to be continuous across the particle boundaries and the Stokes equations to also hold inside the particles, the inertialess motion of the rigid particles due to externally imposed forces and torques is then described by the fluid velocity field \( u \) and the pressure field \( p \) satisfying the interior–exterior transmission problem

\[
\begin{aligned}
- \mu \Delta u + \nabla p &= 0 \text{ in } \Omega \setminus \bigcup_{j=1}^{N} O_j, \\
\text{div} \ u &= 0 \text{ in } \Omega \setminus \bigcup_{j=1}^{N} O_j, \\
u &= 0 \text{ on } \partial \Omega, \\
\forall x \in \partial O_j, \ u(x) &= U_{O_j} + \omega_{O_j} \times (x - x_{O_j}), \ j = 1, \ldots, N, \\
\int_{\partial O_j} [\sigma(u)] \cdot \mathbf{n}(y) \, dS(y) &= F_{O_j}, \ j = 1, \ldots, N, \\
\int_{\partial O_j} (y - x_{O_j}) \times [\sigma(u)] \cdot \mathbf{n}(y) \, dS(y) &= \tau_{O_j}, \ j = 1, \ldots, N, \\
[u] &= 0 \text{ across } \partial O_j, \ j = 1, \ldots, N, \\
- \mu \Delta u + \nabla p &= 0 \text{ in } \bigcup_{j=1}^{N} O_j, \\
\text{div} \ u &= 0 \text{ in } \bigcup_{j=1}^{N} O_j,
\end{aligned}
\]

where \( \mu \) is the kinematic viscosity coefficient (which will be set to 1 in what follows for simplicity), \( \sigma(u) \) is the stress tensor, \( \sigma(u) = \mu \left( \nabla u + (\nabla u)^T \right) - p \mathbf{1} \), \( \mathbf{n} \) is the outward pointing unit normal vector to the particle boundaries, and the instantaneous linear and angular velocities \( U_{O_i} \) and \( \omega_{O_i} \) of the \( i \)th particle are unknowns in \( \mathbb{R}^3 \) to be determined (along with the fluid velocity and pressure), whereas the centres of mass \( x_{O_i} \) of the particles, the total forces \( F_{O_i} \) and the total torques \( \tau_{O_i} \), with \( i \in \{1, \ldots, N\} \),

\( \text{Springer} \)
applied to the particles are given. In the above system, the trivial flow is used as an admissible lifting of the homogeneous boundary data.

The variational formulation of the above problem allows to reduce it to that of finding solely the velocity field \( u \) in the space

\[
H = H_{0,0}^1(\Omega) := \{ v \in H_0^1(\Omega, \mathbb{R}^3) \mid \text{div} \, v = 0 \text{ in } \Omega' \}.
\]

as the pressure \( p \) can recovered (up to a constant) from it, which is equipped with the bilinear, symmetric, continuous and coercive form

\[
\forall (u, v) \in H \times H, \quad a(u, v) = \int_{\Omega} \nabla u(x) : \nabla v(x) \, dx.
\]

As an initialisation, one chooses a field \( u^{(0)} \) satisfying the equations of the above system except for the boundary conditions on the surface of the particles, meaning that associated the fluid flow will satisfy the constraints of the forces acting on the particles but will fail to have a rigid motion in the particles.

In such a setting, the elements of the subspace \( M \) are the elements of \( H \) which achieve a rigid motion in the particles, i.e.,

\[
M = \left\{ w \in H \mid \exists U \in (\mathbb{R}^3)^N, \, \exists \omega_{O_j} \in (\mathbb{R}^3)^N, \right. \\
\forall j \in \{1, \ldots, N\}, \forall x \in \overline{O_j}, \ w(x) = U_j + \omega_{O_j} \times (x - x_{O_j}) \left\}.
\]

the orthogonal complement of \( M \) being

\[
V = \left\{ v \in H \mid \exists p \in L^2(\Omega), \Delta v + \nabla p = 0 \text{ in } \Omega \setminus \bigcup_{j=1}^N \overline{O_j}, \quad \right. \\
\forall j \in \{1, \ldots, N\}, \int_{\partial O_j} [\sigma(v)] \cdot n(y) \, dS(y) = 0 \quad \text{and} \int_{\partial O_j} (y - x_{O_j}) \times [\sigma(v)] \cdot n(y) \, dS(y) = 0 \left\}.
\]

It then follows that, for any integer \( i \) in \( \{1, \ldots, N\} \),

\[
M_i = \left\{ w \in H \mid \exists U \in \mathbb{R}^3, \exists \omega_{O_i} \in \mathbb{R}^3, \forall x \in \overline{O_i}, \, w(x) = U_i + \omega_{O_i} \times (x - x_{O_i}) \right\},
\]

and

\[
V_i = \left\{ v \in H \mid \exists p \in L^2(\Omega), \Delta v + \nabla p = 0 \text{ in } \Omega \setminus \overline{O_i}, \quad \int_{\partial O_i} [\sigma(v)] \cdot n(y) \, dS(y) = 0 \text{ and } \int_{\partial O_i} (y - x_{O_i}) \times [\sigma(v)] \cdot n(y) \, dS(y) = 0 \right\},
\]

\[15\] For instance, for suspensions sedimenting in a uniform gravitational field, one has \( F_{O_i} = m_{O_i} G \), where \( m_{O_i} \) is the mass of the particle adjusted for buoyancy and \( G \) is the gravitational acceleration, and \( \tau_{O_i} = 0 \).
the elements of the subspaces $V_i$ being the hydrodynamic analogues of the electric dipoles. The fact that the sum $\sum_{j=1}^{N} V_j$ is closed is established by Luke.

**Remark 8** When $\Omega = \mathbb{R}^3$ and the particles are identical spheres of radius $R$, one can characterise in a more precise way both the projections onto $M_i$ and the functions in $V_i$, with $i$ in $\{1, \ldots, N\}$, using closed-form expressions, like Stokes’ law, to explicitly compute the drag force exerted on a particle (see [33,50]). In such a case, $H$ is the subspace $H^1_\sigma$ of all divergence free functions in the homogeneous Sobolev space $\dot{H}^1(\mathbb{R}^3, \mathbb{R}^3)$ (defined as the closure of $C_\infty^0(\mathbb{R}^3, \mathbb{R}^3)$ with respect to the $L^2$-norm of the gradient) and, for a given function $u$ in $H$, the projection of $u$ onto $M_i$ satisfies $P_{M_i}u(x) = U + \omega_{O_i} \times (x - x_{O_i})$ for any $x$ in $O_i$, with

$$U = \frac{1}{4\pi R^2} \int_{\partial O_i} u(x) \, dS(x) \quad \text{and} \quad \omega_{O_i} = \frac{3}{8\pi R^4} \int_{\partial O_i} (x - x_{O_i}) \times u(x) \, dS(x).$$

Moreover, for any function $v$ in $V_i$, one has

$$\int_{\partial O_i} v(x) \, dS(x) = 0 \quad \text{and} \quad \int_{\partial O_i} (x - x_{O_i}) \times v(x) \, dS(x) = 0.$$

### 4.3 An example of non-orthogonal case

We now consider a problem for the Laplace equation set in an unbounded domain, each object having either a Dirichlet or a Neumann condition imposed on its boundary. For such a configuration, we were unable to prove the orthogonality of the projection operators, and cases of divergence for the sequential form of the method are actually observed in numerical tests in dimension two (see Sect. 5.2). This leads us to conjecture that the convergence theory proposed in the present work does not apply in this case, which is thus called “non-orthogonal”.

Nevertheless, assuming as in Proposition 1 that $H$ is a Banach space, one can find sufficient conditions for the convergence of the sequential version of the method. To do this, we follow the approach used by Balabane in [5] for the parallel form of the method of reflections, and prove that, under a certain geometrical condition, the series defining the approximation converges to the solution to the boundary value problem under consideration.

In the present subsection, the domain $\Omega$ is equal to $\mathbb{R}^3$ and the $N$ objects are disjoints compact sets in $\Omega$, with boundaries of class $\mathscr{C}^2$. Given two positive integers $N_D$ and $N_N$ such that $N = N_D + N_N$, the objects associated with a Dirichlet boundary condition are numbered from 1 to $N_D$ and that the ones associated with a Neumann boundary condition are numbered form $N_D + 1$ to $N$. Then, given $N_D$ functions $b_i^D$, $i = 1, \ldots, N_D$, and $N_N$ functions $b_i^N$, $i = 1, \ldots, N_N$, we look for a function $u$
satisfying

\[
\begin{aligned}
-\Delta u &= 0 \text{ in } \Omega \setminus \bigcup_{j=1}^{N} \overline{O}_j, \\
u &= b_j^D \text{ on } \partial O_j, \quad j = 1, \ldots, N_D, \\
\frac{\partial u}{\partial n} &= b_j^N \text{ on } \partial O_{N_D+j}, \quad j = 1, \ldots, N_N.
\end{aligned}
\] (31)

Observe that this boundary value problem is an exterior one (it is set in the complement of a union of bounded sets), and necessitates the introduction of a weighted Sobolev space to properly define its solution (see [1] or [18, XI, B]). For any subset \( \omega \) of \( \Omega \), we set

\[
W(\omega) = \left\{ v : \omega \to \mathbb{R} \mid \int_{\Omega} \frac{v^2(x)}{1 + \|x\|^2} \, dx < +\infty, \ \nabla v \in L^2(\omega, \mathbb{R}^3) \right\}.
\]

A first step in proving the convergence of the method is to establish some boundary estimates for the reflections.

**Lemma 2** Consider the sequence of reflections \((u_i^{(k)})_{k \in \mathbb{N}, i \in \{1, \ldots, N\}}\) generated by the sequential form of the method of reflections applied to the solution of problem (31) and define the associated sequence of scalars

\[
\forall k \in \mathbb{N}^*, \ \forall (i, j) \in \{1, \ldots, N\}^2, \ a_i^{(k)} = \left\| u_i^{(k)} \right\|^2_{H^1(\partial O_j)} + \left\| \frac{\partial u_i^{(k)}}{\partial n} \right\|^2_{L^2(\partial O_j)}.
\]

Then, for any pair of distinct integers \( i \) and \( j \) in \( \{1, \ldots, N\} \), there exists a positive constant \( \kappa_{i,j} \) depending on the geometry of the problem such that

\[
\forall k \in \mathbb{N}^*, \ \forall (i, j) \in \{1, \ldots, N\}^2, \ a_i^{(k+1)} \leq N \kappa_{i,j} \left( \sum_{m=1}^{i-1} a_{m,i}^{(k+1)} + \sum_{m=i+1}^{N} a_{m,i}^{(k)} \right).
\] (32)

**Proof** First, we remark that, for any integer \( k \) in \( \mathbb{N}^* \), the datum of the boundary value problem defining a reflection is the trace (for a reflection associated to an object with a Dirichlet boundary condition) or the trace of the normal derivative (for a reflection associated to an object with a Neumann condition) on an interior curve of a sum of harmonic functions. It follows from Weyl’s lemma on the interior regularity of harmonic functions and from results in Chapter 2 of [30] that these reflections enjoy smoothness properties which, using a trace continuity theorem (see Chapter 1 of [30] for instance), allow to show there exist positive constants \( C_i \) depending only on the geometry such that

\[
\forall k \in \mathbb{N}^*, \ \forall i \in \{1, \ldots, N_D\}, \ \left\| \frac{\partial u_i^{(k)}}{\partial n} \right\|_{L^2(\partial O_i)} \leq C_i \left\| u_i^{(k)} \right\|_{H^1(\partial O_i)},
\] (33)
and

\[ \forall k \in \mathbb{N}^*, \forall i \in \{ N_D + 1, \ldots, N \}, \; \|u_i^{(k)}\|_{H^1(\partial O_i)} \leq C_i \left\| \frac{\partial u_i^{(k)}}{\partial n} \right\|_{L^2(\partial O_i)}. \]

From now on, we shall assume, without loss of generality, that \( C_i \geq 1 \), with \( i \) in \( \{1, \ldots, N\} \).

Next, for any integers \( k \) in \( \mathbb{N}^* \) and \( i \) in \( \{1, \ldots, N\} \), the reflection \( u_i^{(k)} \) is extended to the whole of \( \Omega \) by requiring its extension \( \tilde{u}_i^{(k)} \) to belong to the weighted Sobolev space \( W(\Omega) \), to satisfy the same equations as \( u_i^{(k)} \) in the complement of \( O_i \) and the Laplace equation in \( O_i \), and to have a vanishing jump across \( \partial O_i \) if \( 1 \leq i \leq N_D \), or a vanishing jump of its normal derivative across \( \partial O_i \) if \( N_D + 1 \leq i \leq N \). Note that the interior problem associated with a reflection satisfying a Neumann boundary condition is indeed well-posed, since its normal derivative has a zero mean value on \( \partial O_i \). We may then define the space

\[ H = \{ v \in W(\Omega) \mid -\Delta v = 0 \text{ in } \mathbb{R}^3 \setminus \bigcup_{j=1}^N \partial O_j, \; [v] = 0 \text{ on } \partial O_j, \; j = 1, \ldots, N_D, \; \left[ \frac{\partial v}{\partial n} \right] = 0 \text{ on } \partial O_j, \; \int_{\partial O_j} \frac{\partial v}{\partial n}(y) \, dS(y) = 0 \text{ and } \int_{\partial O_j} v|_{O_j}(y) \, dS(y) = 0, \; j = N_D + 1, \ldots, N \}, \]

and its subspaces

\[ \forall i \in \{1, \ldots, N\}, \; V_i = \{ w \in H \mid -\Delta w = 0 \text{ in } \Omega \setminus \partial O_i \}. \]

Functions \( v \) in \( H \) have an explicit formulation in terms of their jumps on the boundaries \( \partial O_i \), with \( i \) in \( \{1, \ldots, N\} \), due to the following integral representation

\[ \forall x \in \Omega \setminus \bigcup_{j=1}^N \partial O_j, \; v(x) = \frac{1}{4\pi} \sum_{j=N_D+1}^{N} \int_{\partial O_j} \frac{(x - y) \cdot n(y)}{\|x - y\|^3} [v(y)] \, dS(y) \]

\[ \quad - \frac{1}{4\pi} \sum_{j=1}^{N_D} \int_{\partial O_j} \frac{1}{\|x - y\|} \left[ \frac{\partial v}{\partial n}(y) \right] \, dS(y), \quad (34) \]

and the same goes for their gradient,

\[ \forall x \in \Omega \setminus \bigcup_{j=1}^N \partial O_j, \]

\[ \nabla v(x) = \frac{1}{4\pi} \sum_{j=N_D+1}^{N} \int_{\partial O_j} \frac{1}{\|x - y\|^3} \left( n(y) - 3 \frac{(x - y) \cdot n(y)}{\|x - y\|^2} (x - y) \right) [v(y)] \, dS(y) \]

\( \mathcal{C} \) Springer
\begin{equation}
+ \frac{1}{4\pi} \sum_{j=1}^{N_D} \int_{\partial O_j} \frac{x - y}{\|x - y\|^3} \left[ \frac{\partial v}{\partial n}(y) \right] \, dS(y).
\end{equation}

For any integer \( i \) in \( \{1, \ldots, N\} \), let us denote by \( S_i \) the area of \( \partial O_i \), that is \( S_i = \mathcal{H}^2(\partial(\Omega_i)) \), and set, for any pair of distinct integers \( i \) and \( j \) in \( \{1, \ldots, N\} \), \( d_{i,j} = \min_{(x,y) \in \partial O_i \times \partial O_j} \|x - y\| \). We will deal differently with the reflection according to the type of boundary condition it satisfies on the associated object.

For a reflection associated with an object with an imposed Dirichlet boundary condition, that is for an integer \( i \) in \( \{1, \ldots, N_D\} \), the jump condition across \( \partial O_i \) yields

\[
\forall y \in \partial O_i, \quad \left[ \frac{\partial u_i^{(k+1)}}{\partial n}(y) \right] = \frac{\partial u_i^{(k+1)}}{\partial n}(y) + \sum_{m=1}^{i-1} \frac{\partial u_m^{(k+1)}}{\partial n}(y) + \sum_{m=i+1}^{N} \frac{\partial u_m^{(k)}}{\partial n}(y).
\]

On the other hand, since the function \( \tilde{u}^{(k)}_i \) belongs to \( V_i \), it follows from the integral representation formula (34) that

\[
\forall x \in \mathbb{R}^3 \setminus \partial O_i, \quad \tilde{u}_i^{(k+1)}(x) = -\frac{1}{4\pi} \int_{\partial O_i} \frac{1}{\|x - y\|} \left[ \frac{\partial \tilde{u}_i^{(k+1)}}{\partial n}(y) \right] \, dS(y),
\]

hence

\[
\forall x \in \mathbb{R}^3 \setminus \partial O_i, \quad \tilde{u}_i^{(k+1)}(x) = -\frac{1}{4\pi} \int_{\partial O_i} \frac{1}{\|x - y\|} \frac{\partial u_i^{(k+1)}}{\partial n}(y) \, dS(y)
- \frac{1}{4\pi} \sum_{m=1}^{i-1} \int_{\partial O_i} \frac{1}{\|x - y\|} \frac{\partial u_m^{(k+1)}}{\partial n}(y) \, dS(y)
- \frac{1}{4\pi} \sum_{m=i+1}^{N} \int_{\partial O_i} \frac{1}{\|x - y\|} \frac{\partial u_m^{(k)}}{\partial n}(y) \, dS(y).
\]

By means of the Cauchy–Schwarz inequality, one has, for any integer \( j \) in \( \{1, \ldots, N\} \) distinct from \( i \),

\[
\forall x \in \partial O_j, \quad |u_i^{(k+1)}(x)| \leq \frac{\sqrt{S_i}}{4\pi d_{i,j}} \left( \left\| \frac{\partial u_i^{(k+1)}}{\partial n} \right\|_{L^2(\partial O_i)} \right.
+ \sum_{m=1}^{i-1} \left\| \frac{\partial u_m^{(k+1)}}{\partial n} \right\|_{L^2(\partial O_i)} + \sum_{m=i+1}^{N} \left\| \frac{\partial u_m^{(k)}}{\partial n} \right\|_{L^2(\partial O_j)} \right),
\]

\( Springer \)
so that using (33), squaring both sides of the inequality and integrating over \( \partial O_j \), we obtain

\[
\left\| u_i^{(k+1)} \right\|^2_{L^2(\partial O_j)} \leq \frac{NS_i S_j C_i^2}{(4\pi)^2 d_i,j^2} \left( \sum_{m=1}^{i-1} a_{m,i}^{(k+1)} + \sum_{m=i+1}^{N} a_{m,i}^{(k)} \right).
\]

(36)

In addition, repeating these computations starting from (35), we get similar estimates the normal and tangential derivative traces,

\[
\left\| \frac{\partial u_i^{(k+1)}}{\partial n} \right\|^2_{L^2(\partial O_j)} \leq \frac{NS_i S_j C_i^2}{(4\pi)^2 d_i,j^2} \left( \sum_{m=1}^{i-1} a_{m,i}^{(k+1)} + \sum_{m=i+1}^{N} a_{m,i}^{(k)} \right),
\]

(37)

\[
\left\| \frac{\partial u_i^{(k+1)}}{\partial \tau} \right\|^2_{L^2(\partial O_j)} \leq \frac{NS_i S_j C_i^2}{(4\pi)^2 d_i,j^2} \left( \sum_{m=1}^{i-1} a_{m,i}^{(k+1)} + \sum_{m=i+1}^{N} a_{m,i}^{(k)} \right).
\]

(38)

Likewise, for a reflection \( \tilde{u}_i^{(k)} \) satisfying a Neumann boundary condition on \( \partial O_i \), that is for an integer \( i \) in \( \{ N_D + 1, \ldots, N \} \), one has

\[
\forall y \in \partial O_i, \quad \left[ \tilde{u}_i^{(k+1)}(y) \right] = u_i^{(k+1)}(y) + \sum_{m=1}^{i-1} u_m^{(k+1)}(y) + \sum_{m=i+1}^{N} u_m^{(k)}(y) + \lambda_i^{(k+1)},
\]

where \( \lambda_i^{(k+1)} \) is a real number chosen in such a way that the condition

\[
\int_{\partial O_i} \tilde{u}_i^{(k+1)}(y) \, dS(y) = 0
\]

is satisfied. The integral representation formula then gives

\[
\forall x \in \mathbb{R}^3 \setminus \partial O_i, \quad \tilde{u}_i^{(k+1)}(x) = \frac{1}{4\pi} \int_{\partial O_i} \frac{(x - y) \cdot \mathbf{n}(y)}{\|x - y\|^3} u_i^{(k+1)}(y) \, dS(y)
\]

\[
+ \frac{1}{4\pi} \sum_{m=1}^{i-1} \int_{\partial O_i} \frac{(x - y) \cdot \mathbf{n}(y)}{\|x - y\|^3} u_m^{(k+1)}(y) \, dS(y)
\]

\[
+ \frac{1}{4\pi} \sum_{m=i+1}^{N} \int_{\partial O_i} \frac{(x - y) \cdot \mathbf{n}(y)}{\|x - y\|^3} u_m^{(k)}(y) \, dS(y)
\]

\[
+ \frac{\lambda_i^{(k+1)}}{4\pi} \int_{\partial O_i} \frac{(x - y) \cdot \mathbf{n}(y)}{\|x - y\|^3} \, dS(y).
\]

For any integer \( j \) in \( \{ 1, \ldots, N \} \) distinct from \( i \), one then has
∀x ∈ ∂Oj, |ui(k+1)(x)| ≤ \frac{\sqrt{S_i}}{4\pi d_{i,j}^2} \left( \left\| u_i^{(k+1)} \right\|_{L^2(\partial O_i)} + \sum_{m=1}^{i-1} \left\| u_m^{(k+1)} \right\|_{L^2(\partial O_i)} + \sum_{m=i+1}^{N} \left\| u_m^{(k)} \right\|_{L^2(\partial O_i)} \right),

from which one gets

\left\| u_i^{(k+1)} \right\|_{L^2(\partial O_j)}^2 \leq \frac{NS_i S_j C_i^2}{(4\pi)^2 d_{i,j}^6} \left( \sum_{m=1}^{i-1} a_{m,i}^{(k+1)} + \sum_{m=i+1}^{N} a_{m,i}^{(k)} \right). \tag{39}

In the same manner, one may obtain the following estimates

\left\| \frac{\partial u_i^{(k+1)}}{\partial n} \right\|_{L^2(\partial O_j)}^2 \leq \frac{NS_i S_j C_i^2}{\pi^2 d_{i,j}^6} \left( \sum_{m=1}^{i-1} a_{m,i}^{(k+1)} + \sum_{m=i+1}^{N} a_{m,i}^{(k)} \right), \tag{40}

\left\| \frac{\partial u_i^{(k+1)}}{\partial \tau} \right\|_{L^2(\partial O_j)}^2 \leq \frac{NS_i S_j C_i^2}{\pi^2 d_{i,j}^6} \left( \sum_{m=1}^{i-1} a_{m,i}^{(k+1)} + \sum_{m=i+1}^{N} a_{m,i}^{(k)} \right). \tag{41}

Finally, summing estimates (36), (37) and (38) on the one hand, and estimates (39), (40) and (41) on the other hand, setting

\kappa_{i,j} = \frac{S_i S_j C_i^2}{(4\pi)^2} \min \left\{ \frac{1}{d_{i,j}^2}, \frac{2}{d_{i,j}^4}, \frac{1}{d_{i,j}^4}, \frac{16}{d_{i,j}^6} \right\}, \tag{42}

and using the fact that the extension \(\tilde{u}_i^{(k)}\) coincides with \(u_i^{(k)}\) outside of \(O_i\), we easily see that the claim holds whatever the type of condition imposed on the object boundary.

A convergence criterion can now be stated.

**Theorem 3** Let \(\kappa(N) = \max\{\kappa_{i,j} \mid (i,j) \in \{1, \ldots, N\}^2, i \neq j\}, \kappa_{i,j}\) being defined by (42), and assume that

\[ N(N - 1)\kappa(N) < 1. \tag{43} \]

Then, for any integer \(i \in \{1, \ldots, N\}\), the series \(\sum_{k=0}^{+\infty} u_i^{(k)}\), generated by the sequential form of the method of reflections applied to the solution of problem (31), converges in \(W(\Omega \setminus \bigcup_{j=1}^{N} O_j)\), and its limits \(u_i\) is such that the restriction of the sum \(\sum_{i=1}^{N} u_i\) to \(\Omega \setminus \bigcup_{j=1}^{N} O_j\) is the unique solution to problem (31) in \(W(\Omega \setminus \bigcup_{j=1}^{N} O_j)\).

**Proof** Define the sequence \((\alpha_t)_{t \in \mathbb{N}^*}\) by

\[ \forall k \in \mathbb{N}^*, \forall i \in \{1, \ldots, N\}, \alpha_{i+(k-1)N} = \max_{j \in \{1, \ldots, N\} \setminus \{i\}} a_{i,j}^{(k)}, \]

\(\square\)} Springer
the coefficients \( a_{i,j}^{(k)} \) being defined in Lemma 2. Setting \( \ell = i + k N \) for any integers \( k \in \mathbb{N}^* \) and \( i \) in \( \{1, \ldots, N\} \), one has, owing to (32),

\[
\alpha_{\ell} \leq N(N - 1) \kappa(N) \max_{m \in \{1, \ldots, N-1\}} \alpha_{\ell-m} \leq N(N - 1) \kappa(N) \max_{m \in \{0, \ldots, N-1\}} \alpha_{\ell-m}.
\]

For \( \ell > 2N \), denoting \( m_0 = \arg \max_{m \in \{0, \ldots, N-1\}} \alpha_{\ell-m} \), one then gets

\[
\alpha_{\ell-m_0} \leq N(N - 1) \kappa(N) \max_{m \in \{0, \ldots, N-1\}} \alpha_{\ell-m_0-m}.
\]

and, due to condition (43),

\[
N(N - 1) \kappa(N) \max_{m \in \{0, \ldots, N-1-m_0\}} \alpha_{\ell-m_0-m} \leq \max_{m \in \{m_0, \ldots, N-1\}} \alpha_{\ell-m}.
\]

This implies that

\[
\alpha_{\ell-m_0} \leq N(N - 1) \kappa(N) \max_{m \in \{N-m_0, \ldots, N-1\}} \alpha_{\ell-m_0-m} \leq N(N - 1) \kappa(N) \max_{m \in \{N, \ldots, N-1+m_0\}} \alpha_{\ell-m},
\]

so that finally

\[
\max_{m \in \{0, \ldots, N-1\}} \alpha_{\ell-m} \leq N(N - 1) \kappa(N) \max_{m \in \{0, \ldots, N-1\}} \alpha_{\ell-N-m}.
\]

As a consequence, for any integer \( i \) in \( \{1, \ldots, N\} \), the series \( \sum_{k \in \mathbb{N}^*} a_{i,j}^{(k)} \) is convergent on the boundary of \( \Omega \setminus \overline{O_i} \), and thus in \( W(\Omega \setminus \bigcup_{j=1}^N \overline{O_j}) \). Moreover, one can check that its limit \( u_i \) satisfies

\[
\begin{cases}
-\Delta u_i = 0 & \text{in } \Omega \setminus \bigcup_{j=1}^N \overline{O_j}, \\
u_i = U_i - \sum_{j=1}^i u_j - \sum_{j=i+1}^N u_j & \text{on } \partial O_i,
\end{cases}
\]

if the integer \( i \) belongs to \( \{1, \ldots, N_D\} \), or

\[
\begin{cases}
-\Delta u_i = 0 & \text{in } \Omega \setminus \bigcup_{j=1}^N \overline{O_j}, \\
\frac{\partial u_i}{\partial n} = W_{i-N_D} - \sum_{j=1}^{i-1} \frac{\partial u_j}{\partial n} - \sum_{j=i+1}^N \frac{\partial u_j}{\partial n} & \text{on } \partial O_i,
\end{cases}
\]

if \( i \) belongs to \( \{N_D+1, \ldots, N\} \). Summing the restrictions to \( \Omega \setminus \bigcup_{j=1}^N \overline{O_j} \) of these limits, one concludes using linearity. \( \square \)
Remark 9 A similar analysis could be carried out when Robin boundary conditions are imposed on the objects, that is

\[ B_i(u) = \frac{\partial u}{\partial n} + \beta_i u, \quad i = 1, \ldots, N, \]

where the coefficients \( \beta_i \), with \( i \) in \( \{1, \ldots, N\} \), are real numbers, giving rise to sufficient convergence condition. Indeed, one can see that Neumann boundary conditions correspond to Robin conditions with \( \beta_i = 0 \), while Dirichlet conditions amount to the limiting case of \( \beta_i \) tending to \( +\infty \). However, the question of the unconditional convergence of the sequential form (or of the averaged parallel form) of the method in the case of Robin boundary conditions using the same coefficient \( \beta \) for each object is, as far as we know, open.

5 Numerical experiments

In this short section, we aim at confirming numerically the theoretical results obtained in the paper and investigating cases not handled by the previous analysis. More involved numerical tests of the method can be found in [15].

The problems solved numerically by the method of reflections are for the Laplace equation in some interior and exterior domains of \( \mathbb{R}^2 \), with both Dirichlet and Neumann boundary conditions imposed. A publicly available MATLAB package\(^\text{16}\) was used for the numerical computations, which relied on an integral formulation of the problem solved by the Nyström method.

Note that, for problems set in bounded domains, similar results (which are not reprinted here) were obtained with a finite element code. However, employing this type of discretisation method with the method of reflections is not a sensible choice, as the computational effort required to solve any of the one-object problem is always higher than that of the many-object one, due to the fact that the mesh used for the problem is a subset of the meshes used for the subproblems (see Fig. 1 for an illustration). This observation emphasizes the fact that, as a boundary decomposition method, the method of reflections is, in practice, better suited to discretisation methods based on boundary integral representation of the solution.

---

\(^{16}\) Integral Equation Solver (http://www.mathworks.com/matlabcentral/fileexchange/34241) by Alexandre Munnier and Bruno Pinçon, MATLAB Central File Exchange. Retrieved February 15, 2016.
Fig. 2 Relative error of the method of reflections $\ell^2$-norm as a function of the number of cycles for three chosen values of the distance between the objects

5.1 Rate of convergence in a bounded domain

The first numerical experiment concerns the rate of convergence of the method. It is inspired by a counterexample to the convergence of the parallel form of the method of reflections found in [36]. In two dimensions, we consider a bounded domain, namely a ball centred at the origin and with radius equal to 10, containing three objects, which are balls with identical radii equal to 1 and centres respectively set at the vertices of an equilateral triangle whose centroid lies at the origin. Using the length $l$ of a side of the triangle as a parameter, we investigate the convergence of the different forms of the method for solving a Dirichlet problem for the Laplace equation as $l$ varies.

Figure 2 presents the relative error of the method as a function of the number of cycles for three distinct values of the parameter $l$. This relative error is based on the $\ell^2$-norm of the difference between the numerical solution for the full problem with that of the method of reflections after a given number of cycles computed at a finite number of points in the domain $\Omega \setminus \bigcup_{i=1}^3 \overline{O_i}$. One can observe the sequential and the averaged parallel forms of the method are convergent in each case, as predicted by the theoretical results. The parallel form is seen to diverge for the smallest chosen value of $l$, but converges for larger values of the parameter.
We note that the convergence is linear and that its rate increases with the value of \( l \). The rate of convergence of the sequential form is also always higher than that of the averaged parallel form. This is not a surprise, as the convergence of the method of alternating projections is generally\(^\text{17}\) faster than that of its simultaneous counterpart. Also, the equal weights used in the averaging of the reflections may not constitute an optimal choice with respect to the rate of convergence. Moreover, from an effective computational perspective, the sequential form of the method may not be the most efficient one when a large number of objects is involved, since the implementation of the parallel variants can be achieved in practice using parallelisation. Nevertheless, a quantitative study of the trade-off between the parallelisation and the rates of convergence of the different forms of the method is out of the scope of the present work.

### 5.2 Mixed boundary conditions: a case of divergence of the sequential form

Since Theorem 1 only ensures unconditional convergence of the sequential form of the method of reflections in an orthogonal setting, cases of divergence are expected for boundary value problems falling outside of this framework, but may prove elusive. Such a configuration was obtained in two dimensions by considering a ball of radius equal to 2 centred at the origin, on which a Dirichlet boundary condition with constant datum is imposed, surrounded by a C-shaped set, on which a Neumann boundary condition with constant datum is imposed, both contained in the bounded domain previously considered. The setting of this example is shown in Fig. 3.

In the numerical experiments, none of the three forms of the method converged for such a configuration.

---

\(^{17}\) This fact can be commonly observed in practice (see [12] for instance) and is theoretically proved for \( N = 2 \) in [52].
Distance between the objects

Contraction factor

seqential slope = $-3.2$
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Fig. 4 Plot of the value of the estimated contraction factor of the method as a function of the distance between the objects. The linear regressions are done using values associated with the five largest considered distances and are represented by black solid lines.

5.3 Influence of the distance in an unbounded domain

The asymptotic behaviour of the rate of convergence of the method seen as a function of the distance between the objects is finally investigated. To do this, the Laplace problem dealt with in Sect. 5.1 is recast as an exterior problem set in $\mathbb{R}^2$, considering Neumann boundary conditions satisfying instead of Dirichlet ones, chosen such a way that the solution tends to zero at infinity. The distance $l$ between the objects being fixed, the corresponding contraction coefficient $K(l)$ is defined by

$$K(l) = \lim_{k \to +\infty} \frac{\|u^{(k+1)} - u\|}{\|u^{(k)} - u\|},$$

where $\| \cdot \|$ is the $\ell^2$-norm of a set of values of the considered function at a finite number of points on the boundaries of the objects, and estimated in practice by fitting the error as a function of the iteration.

The results are presented in Fig. 4. The convergence rate of the averaged parallel form appears to be asymptotically independent of the distance between the objects, but the theoretical proof of such a result is an open question.

More generally, scalability issues, that is the analysis of the rate of convergence as a function of the number of the objects involved in the problem, are out of the scope of this paper. Note that settings for which a decomposition method achieves scalability have already been exhibited for Schwarz-type methods, see, e.g., [14], but remains an open question in the context of the method of reflections.
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