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Abstract

Purpose Delineation of tumour boundaries is important for quantification of $^{18}\text{F}$fluoro-2-deoxy-D-glucose (FDG) positron emission tomography (PET) studies and for definition of biological target volumes in radiotherapy. Several (semi-) automatic tumour delineation methods have been proposed, but these methods differ substantially in estimating tumour volume and their performance may be affected by imaging parameters. The main purpose of this study was to explore the performance dependence of various (semi-)automatic tumour delineation methods on different imaging parameters, i.e. reconstruction parameters, noise levels and tumour characteristics, and thereby the need for standardization or inter-institute calibration.

Methods Six different types of delineation methods were evaluated by assessing accuracy and precision in estimating tumour volume from simulations and phantom experiments. The evaluated conditions were various tumour sizes, iterative reconstruction algorithm settings and image filtering, tumour to background ratios (TBR), noise levels and region growing initializations.

Results The accuracy of all automatic delineation methods was influenced when imaging parameters were varied. The performance of all tumour delineation methods depends on variation of TBR, image resolution and image noise level, and to a lesser extent on number of iterations during image reconstruction or the initialization method of the region generation. For sphere sizes larger than 20 mm diameter a contrast-oriented method provided the most accurate results, on average, over all simulated conditions. For threshold-based methods the accuracy of tumour delineation improved after image denoising/filtering.

Conclusion The accuracy and precision of all studied tumour delineation methods was affected by physiological and imaging parameters. The latter illustrates the need for optimizing imaging parameters and/or for careful calibration and optimization of delineation methods.
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Introduction

Quantitative analysis of oncological positron emission tomography (PET) studies, e.g. for response assessment, target definition for radiotherapy and glycolytic tumour volume measurements, usually involves delineation of tumour boundaries and several tumour segmentation methods have been reported [1–3]. Accurate and reproducible delineation of tumours may enhance accuracy and precision of quantitative PET studies required for response monitoring purposes. In addition, there is growing interest in the use of PET for tumour delineation in radiotherapy [4, 5]. In this case, accurate tumour delineation is extremely important in order to focus the dose on viable tumour tissue, thereby sparing surrounding normal tissue and allowing a higher radiation dose to the target region.
[18F]fluoro-2-deoxy-D-glucose (FDG) is most widely used for detection, staging and treatment monitoring as well as for determining boundaries of the target volume in radiotherapy [6–9]. [18F]FDG tumour delineation methods range from visual (manual) approaches to (semi-)automatic algorithms [1–3, 10]. These studies have compared tumour contours obtained with [18F]FDG PET, CT, MRI and/or pathologic data, reporting substantially different tumour volumes. Furthermore, manual delineation methods strongly depend on the experience of the physician and on the specific contouring protocol used [11]. This may lead to high variation in [18F]FDG-based gross tumour volume (GTV) delineation. There is general consensus that (semi-)automatic delineation methods may reduce this variability.

Numerous factors could affect accuracy of PET quantification, i.e. scanner or image resolution, scanner type and settings of image reconstruction algorithms, image filtering, level of image noise, and tumour characteristics [12]. To date, however, evaluation of the various factors affecting performance of tumour delineation or volume of interest (VOI) methods is still limited. Consequently, VOI methods are often being used without proper validation or optimization for the specific scanner at a particular site [13]. Therefore, the primary objective of this study was to explore the performance of various commonly used (semi-)automatic VOI methods depending on imaging parameters, i.e. image reconstruction settings and filtering, image noise levels, and tumour characteristics. The secondary objective is thus to demonstrate the potentially large errors that may occur when using these methods in a non-calibrated or non-standardized manner and to illustrate the need for inter-institute calibration when using PET for the assessment of ‘metabolic’ tumour volumes.

Materials and methods

Simulation experiments

The same procedures for performing simulations as described in [14] were used. The method is based on a computer-generated image of the thorax that was derived from a summed 2-D dynamic [18F]FDG scan of a typical patient (i.e. all image data collected from 15 to 60 min post-injection are summed into a single image). Next, spheres of various sizes (10, 20, 30, 40 and 50 mm diameter), simulating tumours, were placed in both lung and mediastinum, applying tumour to (lung) background ratios (TBR) of 4, 8 and 12. These images were then forward-projected using a rotation-based forward projector to generate sinograms. Poisson noise was then applied to these sinograms, such that reconstructed images showed voxel variances of ~22 and ~47% coefficients of variation (COV) in homogeneous background areas (liver or mediastinum). The transmission scan obtained during the same clinical patient study was used to incorporate the effects of photon attenuation. These computer-generated sinograms were reconstructed using attenuation-weighted ordered subsets expectation maximization (OSEM) with 16 subsets and 1, 2, 4 or 6 iterations. An image matrix size of 256×256 was used, corresponding to a voxel size of 2.56×2.56×2.56 mm³.

For each combination of tumour size, resolution, TBR, noise level and number of iterations, 100 reconstructed images were generated from 100 ‘noisy’ realizations (i.e. Poisson noise was applied 100 times) of a sinogram to evaluate both accuracy and precision of each volumetric tumour delineation method. Reconstructed images were used without and with additional smoothing using a 3-D isotropic Gaussian kernel of 5 and 7 mm full-width at half-maximum (FWHM), thereby reducing both resolution and image noise. Finally, all images (either with or without the Gaussian filtering) were evaluated with and without use of an edge-preserving bilateral filter for further denoising in order to reduce statistical noise in the images. This filter consists of a Gaussian smoothing filter (10 mm FWHM) which is multiplied by a second Gaussian function that penalizes the filter based on differences in voxel intensity or standardized uptake value (SUV) between neighbouring voxels (sigma: 1.5). The algorithm is implemented using two iterations, exactly as described in [3].

Phantom experiments

To further evaluate the various volume delineation methods, a National Electrical Manufacturers Association (NEMA) image quality phantom was used, containing six spheres with volumes ranging from 0.53 to 26.52 ml (having diameters of 10, 13, 17, 22, 28 and 37 mm, respectively). The background compartment was filled with an [18F]FDG solution of 5 kBq/ml and spheres were filled with an [18F]FDG solution of 25 or 45 kBq/ml (simulating a TBR of approximately 5 or 9, respectively).

The phantom was first scanned using an ECAT EXACT HR+ scanner (Siemens/CTI, Knoxville, TN, USA) [15]. The PET study started with a 10-min transmission scan, after which an emission scan was acquired in 3-D mode. This scan consisted of 20 frames, each with 300 kilocounts, corresponding to the average number of counts observed in 3 min of a typical oncological [18F]FDG study. Data were reconstructed using OSEM with 2 iterations and 16 subsets. Additional smoothing was applied using a 5 mm FWHM Gaussian filter. Resulting images consisted of an image matrix size of 256×256×63 and a voxel size of 2.57×2.57×2.43 mm³.

The same phantom was also scanned on a GEMINI TF PET/CT system (Philips Healthcare, Highland Heights, Ohio, USA) [16], again with 20 frames and the same counts (300 kilocounts) for all frames. Data were recon-
structured using a time-of-flight (TOF) reconstruction algorithm (blob-based OSEM TOF) using standard reconstruction settings, as these cannot easily be modified by the user. Resulting images consisted of an image matrix size of $144\times144\times44$ and a voxel size of $4.00\times4.00\times4.00$ mm$^3$.

After reconstruction, the same edge-preserving bilateral filter as applied in the simulations was used in order to reduce noise in the images from both the HR+ and GEMINI TF phantom experiments.

Data analysis

Six different types of (semi-)automatic VOI methods were used to determine tumour volumes in the PET images:

1. Fixed threshold range of 41–70% of maximum voxel value within tumour (VOI$^{41}$, VOI$^{50}$, VOI$^{70}$). This method applies a threshold based on a percentage (i.e. here 41–70%) of the maximum voxel intensity within the tumour [14]. Next this threshold is used to delineate the tumour.

2. Adaptive threshold range of 41–70% of maximum voxel value within tumour (VOI$^{A41}$, VOI$^{A50}$, VOI$^{A70}$). This method is similar to the fixed threshold method, except that it adapts the threshold relative to the local average background, thereby correcting for the contrast between tumour and local background [14]. For example, the A50 contour value corresponds to a value at 50% of the sum of the maximum voxel value and the local background value. The latter value is derived from ‘background’ voxels that are identified as those voxels located on a single voxel thick shell at 2.5 cm from the edge of a 70% of maximum pixel value isocontour, excluding all voxels with an SUV larger than 2.5.

3. Contrast-oriented method (VOI$^{Schaefer}$). This algorithm [1] uses a correction by measuring the mean of 70% SUV$_{\text{max}}$ and background activity for various sphere sizes. Regression coefficients are calculated, which represent the relationship between optimal threshold and image contrast for various sphere sizes. This threshold equation is given by:

$$Threshold_{\text{optimal}} = A \times \text{meanSUV}_{70\%} + B \times \text{Background}$$

where $A$ and $B$ were fitted using phantom studies [1]. In general, different values are applied for sphere diameters smaller and larger than 3 cm diameter. In the present paper, we calibrated this method, i.e. we determined the $A$ and $B$ values that are specific for each of the simulated image resolutions and for both PET systems included in this study.

4. Background-subtracted relative threshold level (RTL) method (VOI$^{RTL}$). This method is an iterative method based on a convolution of the point spread function (PSF) that takes into account the differences between various sphere sizes and the scanner resolution [2]. The optimal RTL depends on diameter size, but not on TBR. For the phantom experiments we used the PSF measured on each scanner and for the simulations we used the simulated image resolutions.

5. Gradient-based watershed segmentation method (Grad$^{WT}$). This method uses two steps before calculating the VOI. First, this method calculates a gradient image on which one ‘seed’ is placed in the tumour and another one in the background. Next, a watershed (WT) algorithm [3] is used to grow the seeds in the gradient basins, thereby creating boundaries on the gradient edges. In our presentation, the watershed continues to grow the gradient basins until all voxels are either classified as ‘tumour’ or ‘non-tumour (background)’. The voxel will be assigned to tumour in case two watersheds are competing for the same voxel, i.e. ‘border’ voxels are assigned as tumour.

6. Absolute SUV (SUV$^{2.5}$). Normalized (SUV) voxel intensities at a chosen absolute threshold are used to delineate tumour. An SUV of 2.5 was used as it might properly differentiate between benign and malignant lesions and might also be used for GTV delineation [17]. However, this threshold of 2.5 remains arbitrary.

For all methods the maximum intensity (i.e. maximum voxel value) within a sphere was identified. In addition, the maximum voxel value was obtained by applying a cross-shaped pattern or VOI that could be less sensitive to noise. This method searches for the region with the (local) average maximum intensity, based on the average of seven neighbouring voxels, which was then used as maximum or ‘peak’ value.

All delineation methods were evaluated by assessing accuracy (bias) and precision (standard deviation, SD) of estimating the volume. Per cent bias was defined as \((\frac{\text{Volume}_{\text{measured}} - 1}{\text{Volume}_{\text{true}}} \times 100\%\). Note that bias may be negative, indicating underestimation of the sphere volume. Accuracy and precision of the estimated volumes were calculated using averages and SD over 100 simulations or over 20 phantom images. In addition, for the simulations, the mean of absolute differences between percentage bias of the 30-mm sphere and percentage bias of other sphere sizes (i.e. 20, 40 and 50 mm) was reported to assess the variation in bias across the different tumour sizes.

Results

Simulation experiment: general results

Tumour boundaries from automatic delineation methods were affected by the choice of various settings, i.e. sphere...
size, TBR, reconstruction settings, image resolution and noise levels. Figure 1 shows bias as function of tumour size for simulation data in both lung (Fig. 1a) and mediastinum (Fig. 1b). Data presented in Fig. 1 were generated using a TBR of 8 and simulated sinograms were reconstructed using OSEM with 4 iterations, 16 subsets and 5 mm FWHM Gaussian post-smoothing. Most methods showed an underestimation of tumour volume for both regions (i.e. approximately -5 to -25% for the largest sphere), with the exception of GradWT that showed an overestimation (>23% for the 20-to 50-mm diameter spheres in both regions). In the case of the smallest sphere, none of the methods could define tumour volume accurately, especially in the mediastinum (with biases up to 45% for VOIRTL). VOISchaefer, however, was able to accurately derive tumour volume in most cases within about 10%. Only the five best performing methods (i.e. GradWT, VOI41, VOIA41, VOIRTL and VOISchaefer), i.e. absolute bias <15% for spheres ≥20 mm in the lung, were evaluated further for various image characteristics.

In general, both HR+ (Fig. 2a, b) and GEMINI TF (Fig. 2c, d) phantom studies showed similar trends as in simulations, indicating that simulations are suitable for evaluating the impact of image characteristics on performance of VOI methods. As simulations are more flexible in generating different data sets with multiple noisy replicates [14], the effects of varying imaging parameters and image characteristics were assessed using simulation data only.

Simulation experiment: effects of reconstruction settings

There were only minor differences when image reconstruction settings were varied. In general, each delineation method showed small differences in bias (<3% for 20- to 50-mm diameter spheres) when varying the numbers of iterations.

Simulation experiment: effects of TBR

The accuracy of tumour delineation methods depends on TBR as indicated in Table 1 (Supplementary Fig. 1). For most methods (GradWT, VOI41, VOIA41, VOIRTL and VOISchaefer) bias increased when TBR decreased with the largest differences in bias between TBR values of 4 and 8. Only GradWT showed a large increase in the mean of absolute difference in bias amongst various tumour sizes when TBR decreased from 8 to 4 (4.6%, other methods: <0.6%). Bias improved by only ~3% when TBR was increased from 8 to 12.

Simulation experiment: effects of spatial resolution

Large differences were observed between smoothed and non-smoothed images for all methods (Table 1 and Supplementary Fig. 2). Smoothing the images improved the bias in delineated tumour volumes as obtained with VOI41, VOIA41, VOIRTL, GradWT and VOISchaefer to at most about 10% for all, except the smallest sphere sizes. For GradWT the mean of absolute difference amongst various tumour sizes improved when smoothing was applied. Large differences were observed between non-smoothed computer-generated images of high noise levels and smoothed images for all VOI methods.

Simulation experiment: effects of noise level, image filtering and region growing initialization

Slightly better accuracy for percentage threshold methods was observed as well as a slight improvement in SD of about 1% when using a cross-shaped pattern instead of the maximum voxel value (Table 1). Bias obtained with VOI41 and VOIA41 improved with approximately 5% for each sphere size when compared to using a single voxel maximum value.

Use of the bilateral filter improved bias by approximately 10% for VOI41, VOIA41 and VOIRTL. The resulting measured volume was close to the actual volume for spheres ≥20 mm (bias <5%). In contrast, GradWT did not show any effect of the edge-preserving bilateral filter for larger sphere sizes (30–50 mm).

![Fig. 1](image-url) Accuracy of delineation methods as function of sphere size for simulation data positioned in the lung (a) and mediastinum (b). Note that some data fall outside the figure (> ±51%) and that some symbols overlap.
For VOI\(^{41}\), VOI\(^{A41}\), VOI\(^{RTL}\) and VOI\(^{Schaefer}\) bias increased for higher noise levels. The negative bias obtained with these four VOI methods was increased with 15% compared to normal noise levels (Table 1 and Supplementary Fig. 3a). Effects of applying the edge-preserving bilateral filter to data simulated at higher noise levels showed similar improvements as were observed for data simulated at normal noise levels (Table 1 and Supplementary Fig. 3b).

**Phantom experiment**

Figure 2 summarizes the results of the phantom experiment simulating effect of different TBRs (5 and 9) and scanner resolutions. Performance of Grad\(^{WT}\) and VOI\(^{41}\) improved by increasing resolution and TBR. VOI\(^{A41}\), VOI\(^{RTL}\) and VOI\(^{Schaefer}\) were only slightly affected by increased TBR and resolutions. VOI\(^{51}\) showed poor performance for small sphere sizes, especially for a TBR of 5. Precision of the delineation methods was slightly different for the two scanners (data not shown). For example for the HR+; the largest sphere (37-mm diameter) showed an SD of 1.0–1.7% for TBR of 9, whereas the small sphere (13-mm diameter) showed an SD of 9.0–13%. For the GEMINI TF PET/CT system similar SDs were found (1.3–2.1% and 5.5–11%, respectively).

**Discussion**

In this study, the main objective was to explore the performance dependence of several (semi-)automatic delineation methods [1–3, 14, 17] as function of different image characteristics in the case of [\(^{18}\)F]FDG scans. For all methods substantial variation in bias was observed, but the different methods showed different sensitivities to variations in sphere size, TBR, reconstruction settings, image resolution and noise levels. Secondly, the paper intends to examine the potentially large errors that may occur when using these methods in a non-standardized or non-calibrated method. We also explored VOI\(^{Schaefer}\) without calibration and observed very high bias in measured volume (i.e. >38% bias for a 30-mm diameter sphere in the lung), which was strongly reduced after calibration (<7%). Therefore, in the present paper, in line with the recommendations pointed out in [1, 18], only VOI\(^{Schaefer}\) with calibration was used. An alternative approach would be to harmonize the image quality (i.e. spatial resolution, TBR and quantitative accuracy) across various sites as attempted by the recently published European Association of Nuclear Medicine (EANM) guidelines [19]. This approach would only be required when using methods that cannot be calibrated for specific imaging parameters, e.g. threshold-based methods, either with or without background correc-
Table 1  Percentage bias and standard deviation (SD) of 30-mm sphere diameter, and mean of absolute differences between percentage bias of 30-mm sphere and percentage bias of other sphere sizes (i.e. 20, 40 and 50 mm), as obtained for simulations using various imaging parameters

| Applied smoothing (FWHM) | None | 5 mm | 5 mm | 5 mm | 5 mm | 5 mm | 5 mm | 5 mm | 7 mm |
|--------------------------|------|------|------|------|------|------|------|------|------|
| TBR                      | 8    | 4    | 8    | 8    | 8    | 8    | 8    | 12   | 8    |
| Maximum voxel value obtained using | Maximum voxel | Maximum voxel | Maximum voxel | Cross-shaped pattern | Maximum voxel | Maximum voxel | Maximum voxel | Maximum voxel | Maximum voxel |
| Noise level               | Low  | Low  | Low  | Low  | Low  | Low  | Low  | Low  | Low  |
| Applied bilateral filter  | No   | No   | No   | Yes  | No   | No   | Yes  | No   | No   |
| Mean (SD) of 30-mm diameter | VOI1  | -49.6 (20.8) | -14.3 (5.9) | -9.7 (3.6) | 0.0 (2.5) | -5.4 (3.1) | -26.5 (6.4) | -15.1 (6.8) | -8.1 (2.7) | -4.1 (3.5) |
|                           | VOI1^A4 | -51.7 (19.7) | -22.1 (5.8) | -13.2 (3.5) | -3.0 (2.6) | -8.9 (3.1) | -29.8 (6.4) | -18.5 (6.7) | -10.4 (2.6) | -8.9 (3.4) |
|                           | VOI^PLTL | -63.5 (14.5) | -23.2 (5.3) | -13.5 (3.3) | -3.8 (2.6) | -13.5 (3.3) | -28.7 (5.7) | -18.3 (6.2) | -10.3 (2.5) | -6.1 (3.2) |
|                           | VOI^Schaefer | -53.9 (22.0) | -13.9 (4.6) | -6.9 (2.3) | -2.0 (1.8) | -5.4 (2.2) | -20.3 (5.9) | -10.9 (5.4) | -4.8 (1.8) | -3.4 (2.5) |
|                           | Grad^NT | -47.5 (26.4) | 20.6 (14.1) | 15.0 (6.1) | 15.0 (6.0) | 15.0 (6.1) | 13.7 (4.0) | 17.1 (3.9) | 11.6 (4.7) | 5.4 (3.6) |
| Mean of absolute differences | VOI1 | 3.0 | 2.6 | 2.1 | 0.4 | 1.1 | 2.2 | 1.1 | 2.7 | 1.4 |
|                           | VOI1^A4 | 3.3 | 2.8 | 3.3 | 0.7 | 2.2 | 1.3 | 0.9 | 3.6 | 3.2 |
|                           | VOI^PLTL | 5.3 | 1.9 | 1.5 | 2.7 | 1.5 | 4.9 | 5.2 | 1.4 | 2.0 |
|                           | VOI^Schaefer | 3.5 | 2.6 | 2.7 | 0.5 | 2.1 | 1.4 | 1.2 | 2.3 | 1.3 |
|                           | Grad^NT | 14.7 | 10.5 | 5.9 | 5.2 | 5.9 | 14.5 | 9.5 | 4.8 | 6.7 |
tions, in order to ensure inter-institute comparability of PET-based tumour volume assessments.

All delineation methods could not define tumour volume accurately for all sphere sizes, i.e. SUV$^{2.5}$ showed large bias in estimating tumour volume (i.e. >25% bias for a 30-mm diameter sphere in the lung). As there are no ‘normal’ values of SUV that can be applied to every situation, it has been shown previously [5] that SUV$^{2.5}$ can often fail to produce accurate tumour volumes, e.g. when the physiological background activity lies above the fixed threshold. The remaining methods (GradWT, VOI$^{41}$, VOI$^{A41}$, VOI$^{RTL}$ and VOI$^{Schaef}$) provided acceptable accuracy, i.e. for spheres >20 mm they showed biases smaller than 18 and 23% for lung and mediastinum, respectively.

Fixed threshold-based methods (i.e. 41–70% of maximum voxel value) strongly depended on the threshold level chosen. Delineated volumes for higher thresholds are obviously smaller, resulting in underestimation of volumes. Advanced adaptive threshold-based methods (e.g. VOI$^{Schaef}$) do not use a fixed threshold level, but also correct for background activity, and tumour volume or mean tumour intensity. The presented results showed minor dependence on noise, spatial resolution, acquisition parameters and reconstruction settings for VOI$^{Schaef}$, as was expected when calibrating the method. Overall VOI$^{Schaef}$ seems to perform well over various simulated imaging characteristics.

Simulation studies

Based on the initial results, only five methods (GradWT, VOI$^{41}$, VOI$^{A41}$, VOI$^{RTL}$ and VOI$^{Schaef}$) were evaluated further in relation to various imaging parameters. The accuracy of these methods was affected by tumour size, TBR, image resolution and noise level. By optimizing the imaging parameters the accuracy of the delineated volume estimates increased for all VOI methods investigated.

There was a large difference in accuracy of delineated volume between unsmoothed and smoothed images and/or at various noise levels. All VOI methods tested showed a poor performance for non-smoothed data, which is likely caused by the high noise levels in the computer-generated images. There are several possible causes for the noise dependence of various VOI methods. First of all, methods which use a percentage of maximum uptake to define the final contour are likely to be more sensitive to noise as noise may result in an upward bias of the maximum value. Consequently, the upward bias in the maximum value may result in higher isocontour values and thus in smaller volumes. Secondly, noise will impact the accuracy and precision of any 3-D region growing technique. Therefore, noise will directly impact the granularity of the observed contours and thereby accuracy of observed VOI. When noise levels become too high 3-D region growing algorithms may fail to generate a meaningful VOI. However, the difference in accuracy of delineated volume between smoothed (additional 5 mm FWHM) and more smoothed (additional 7 mm FWHM) was much less (Table 1 and Supplementary Fig. 2). In general, good accuracy (bias <12%) for the delineation methods was found when using 7 mm FWHM smoothed images. However, smoothing with 7 mm FWHM could induce partial volume effects and loss of detail [14]. The latter effect also explains why most methods have difficulty in providing accurate tumour volumes for small spheres. A lower resolution will also degrade the gradient between tumour and non-tumour tissue and, consequently, it will be more difficult for any VOI method to delineate the tumour boundaries. In the presence of lower gradients small uncertainties in the actual threshold being used by the VOI method for tumour delineation (as is the case for most VOI methods used in this study) could result in larger ‘displacements’ of the generated contour. In the case of gradient-based methods it is obvious that lower gradients will result in less accurate assessments of the position of the steepest gradient and thus in increased uncertainty and reduced accuracy of this method at lower resolutions.

The results obtained by changing noise levels and degree of smoothing indicate that there is a sensitive trade-off between noise and resolution. Ideally, images should have high spatial resolution and very low noise levels. However, in clinical practice some filtering is applied to reduce noise levels. As explained above, elevated noise levels may also hamper (semi-)automated tumour delineation and, especially when expected tumour sizes are large and have high FDG uptake, some filtering may be helpful to generate reliable tumour volume estimates. Yet, filtering degrades image resolution which in turn hampers tumour delineation for smaller tumours (e.g. <15 mm diameter) with lower uptakes (TBR <4). Therefore, in practice the trade-off between noise and resolution should be carefully considered and optimization of imaging parameters in combination with calibrating the VOI method (when possible for the envisioned method) is needed depending on the scanner, tracer, VOI method and tumour type and location.

Effects of an edge-preserving bilateral filter for denoising images were also investigated (Table 1 and Supplementary Fig. 3b). After applying the filter to data sets at two noise levels, the accuracy of all methods, except for GradWT, improved. Again this may illustrate the sensitivity of most VOI methods to noise. The lack of improvement of GradWT is not fully clear, but a possible explanation for overestimation of tumour volume could be that in our implementation a voxel will be assigned to tumour in case two watersheds are competing for the same voxel, i.e. border voxels are assigned as tumour. Further work is ongoing to enhance the performance of this method, e.g. by allowing for fractional
voxels and/or using a higher image matrix size (upsampling). In addition, in this paper we explored the effects of noise reduction using Gaussian and bilateral filtering. It should be noted that both these filters do not take the Poisson nature of noise into account, i.e. the variance is proportional to the underlying signal. Possibly, tumour delineations will benefit from more sophisticated filtering approaches that include an estimate of local variance.

When using an iterative reconstruction algorithm, both quantitative accuracy and noise level depend on number of iterations. A higher number of iterations not only improves convergence and image contrast, but also increases image noise. Only small differences in bias (<3% lower) were observed when varying the number of iterations for each VOI method. This indicates that the chosen reconstruction setting does not show a large effect on accuracy of measured tumour volumes. Similar results were shown in a previous study [20] that more extensively evaluated the effects of various reconstruction algorithms and settings. It was shown that accuracy of measured volume varies only slightly with image reconstruction algorithm and smaller spheres (i.e. <2 ml) were affected more than larger spheres. The latter was also seen in the present study, i.e. accuracy of tumour volume was better for larger (>30 mm) than for smaller spheres.

Using the cross-shaped pattern to identify an averaged maximum or peak value and its location provided similar results as those based on the maximum (single) voxel value. Accuracy of GradWT and VOIRTL methods was similar for all spheres compared to using a single voxel maximum value. This can easily be understood as both methods do not use the maximum (or peak) voxel value. On the other hand, as can be expected, VOIA41 and VOIA41 showed a small improvement by 3–6% (Table 1). In addition, the SD of these methods improved slightly when using the cross-shaped pattern, probably because the effects of noisy voxels are reduced by using an average value. Using a cross-shaped pattern did improve performance of percentage threshold-based methods and therefore it is recommended to use this approach for initialization, especially when percentage threshold-based methods are used.

Phantom studies

Similar to what was observed in the simulation studies there was a limitation in defining volumes for the smaller spheres (diameter <15 mm, Fig. 2). Therefore, the smallest sphere gave large biases for all methods (sometimes >70%). For all delineation methods, the best performance was observed for sphere sizes larger than 15 mm diameter. For the HR+ and the GEMINI TF, VOISchaefer seemed to be the best method on average.

Moreover, this study showed that effective threshold-based methods that correct for local background activity (i.e. VOIA41 and VOIRTL), contrast-oriented (i.e. VOISchaefer) as well as gradient-based methods are useful for defining tumour volume. However, optimal percentage threshold level and/or optimal settings strongly depend on imaging parameters. Likewise, VOISchaefer needs reassessment of the method’s parameters as function of image characteristics (mainly image resolution). This implies that calibration of VOI methods and/or (in combination with) optimization of PET procedures is required when PET images are used for tumour delineation [19].

Limitations

Firstly, tumours in both experiments were represented by homogeneous 3-D spheres, thereby excluding effects of tumour shape and heterogeneity. Therefore, even methods that showed good performance in the present paper should be used with care and need to be supervised in the case of (non-spherical) tumours showing heterogeneous tracer uptake. Widely available methods that can accurately deal with variation in imaging characteristics and tracer uptake heterogeneity are needed. In this respect the fuzzy locally adaptive Bayesian method published by Hatt et al. [21] appears to be very promising. Secondly, in the phantom experiments, but not in the simulations, background activity was uniform around the tumour. This is usually not the case in actual human PET studies and higher local uptake (e.g. due to inflammation) may result in errors when defining tumour contours. On the other hand, for the phantom experiments the wall of the spheres, resulting in a shell of ‘zero’ activity around the spheres, may have affected performance evaluation [22]. Yet, phantom study results were similar to those seen in simulation results and vice versa. Finally, this study focused on tumours located in the thorax. Therefore, all methods should be evaluated further for other body regions and using clinical data. Even with these ‘simple’ conditions, however, it is clear that differences in image characteristics, caused by differences in reconstruction settings, image filtering and noise levels, can have a pronounced effect on performance of the (semi-)automatic delineation methods investigated, although magnitude and direction of those effects may be different among (semi-) automatic delineation methods.

Conclusion

Differences in imaging parameters can have a pronounced effect on the performance of (semi-)automated methods to delineate tumours. This implies that PET data collection and image reconstruction procedures and the (semi-)automated tumour delineation methods need to be standardized and calibrated for each scanner for reproducible and accurate tumour delineations.
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