Mapping QTL for multiple traits using Bayesian statistics
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Summary

The value of a new crop species is usually judged by the overall performance of multiple traits. Therefore, in most quantitative trait locus (QTL) mapping experiments, researchers tend to collect phenotypic records for multiple traits. Some traits may vary continuously and others may vary in a discrete fashion. Although mapping QTLs jointly for multiple traits is more efficient than mapping QTLs separately for individual traits, the latter is still commonly practised in QTL mapping. This is primarily due to the lack of efficient statistical methods and computer software packages to implement the methods. Mapping multiple QTLs simultaneously in a single multivariate model has not been available, especially when categorical traits are involved. In the present study, we developed a Bayesian method to map QTLs of the entire genome for multiple traits with continuous, discrete or both types of phenotypic distribution. Instead of using the reversible jump Markov chain Monte Carlo (MCMC) for model selection, we adopt a parameter shrinkage approach to estimate the genetic effects of all marker intervals. We demonstrate the method by analysing a set of simulated data with both continuous and discrete traits. We also apply the method to mapping QTLs responsible for multiple disease resistances to the blast fungus of rice. A computer program written in SAS/IML that implements the method is freely available, on request, to academic researchers.

1. Introduction

Bayesian shrinkage mapping refers to a quantitative trait locus (QTL) mapping procedure that estimates QTL effects for all marker intervals simultaneously in a single model without performing variable selection. The method works through shrinking the estimated effects of QTL misplaced in marker intervals that contain no QTLs. When all markers are included in a single model, the method is called genome selection (Meuwissen et al., 2001). The original idea of genome selection of Meuwissen et al. (2001) was developed for random populations. Xu (2003) extended genome selection to handle data for line crosses. Wang et al. (2003) extended the method to handle a single binary or ordinal trait and allow QTL positions to be searched uniformly within marker intervals. Wang et al. (2005) showed that the shrinkage method outperformed the multiple interval mapping (MIM) procedure of Kao et al. (1999).

The theoretical basis of shrinkage mapping and the derivation of the shrinkage estimates were given by Xu (2007a). The basic idea was to treat each QTL effect as a random variable so that the variance of the QTL effect can be estimated from the data. This variance is then used as a shrinkage factor to shrink small effect QTLs to zero. The shrinkage method has been applied to mapping QTLs responsible for variation of sexually dimorphic traits in Drosophila melanogaster (Kopp et al., 2003). Recently, Xu & Jia (2007) analysed seven quantitative traits of barley for epistatic effects using the shrinkage method. They detected many main effect QTLs and some QTLs with epistatic effects. Huang et al. (2007) extended the
shrinkage method to map QTLs for binary traits. They identified several QTLs controlling the variation of colorectal tumour development in mice.

The method is so simple to implement and yet it is so powerful that a QTL even explaining as small as 1% of the phenotypic variance can be detected (Wang et al., 2005; Huang et al., 2007; Xu, 2007b; Xu & Jia, 2007). The method appears to have pointed to a new direction for mapping multiple QTLs. Shrinkage mapping for a single quantitative trait has been fully developed. It is natural to extend the method to map QTLs for multiple traits. So far there has been no report of such an extension. Banerjee et al. (2008) recently published a Bayesian multivariate mapping procedure. They used the stochastic search variable selection (SSVS) approach (Yi, 2004), also called the composite model space approach, to search for the locations of QTLs. This algorithm introduces additional binary variables to indicate the states of inclusion and exclusion of a locus, which is different from the Bayesian shrinkage method. In addition, the Bayesian method of Banerjee et al. (2008) has not addressed the situation where a trait set contains both continuous and categorical traits. Yang & Xu (2007) recently explored the possibility of extending the shrinkage method to map QTLs for dynamic traits, traits that are measured repeatedly over time. Even though dynamic traits can be treated as multivariate traits, there are some important differences between the models. The emphasis of dynamic trait mapping is on modelling the covariance matrix structure of the residual errors, whereas the multiple trait QTL mapping proposed here uses a fully unstructured residual covariance matrix.

The proposed Bayesian mapping for multiple traits also differs from the dynamic trait QTL mapping in that we can handle a multiple trait set that contains binary trait components. In fact, many traits in agricultural species are measured in binary or ordered category. For example, disease resistance traits are commonly measured as presence or absence of disease symptoms. These traits are not continuously distributed and thus additional steps are required to link the normal theory to categorical trait mapping. Once categorical traits are involved in the multiple trait set, the maximum likelihood method becomes less powerful, because the model will be so complicated that it is beyond the capability of Maximum Likelihood (ML) analysis. Therefore, Bayesian inference is one of the few choices for modelling multiple traits with mixed types of trait components. Korsgaard et al. (2003) developed the multivariate Bayesian inference for a trait set that contains both continuous and categorical traits. However, the method is not for QTL mapping but for classical quantitative trait analysis, aiming to estimating heritability and genetic correlation. Xu et al. (2005) developed an ML method for mapping multiple trait sets with binary trait components, but this method can only handle two traits without involving Monte Carlo sampling. With more than two traits, Monte Carlo sampling is required to generate the liabilities of binary traits. In addition, the method of Xu et al. (2005) is an interval mapping approach where only a single QTL is included in a model.

The primary goal of the present work is to develop a multivariate version of the Bayesian shrinkage methodology for joint mapping of QTLs underlying multiple traits. The second objective is to construct a unified Bayesian method that is capable of handling joint mapping of a multiple trait set with binary trait components but treating the conventional multiple continuous traits joint mapping (Jiang & Zeng, 1995) and multiple dichotomous traits joint mapping (Xu et al., 2005) as special cases. We applied the method to both simulated and real data set. Results of the real data analysis can be directly interpreted by interested biologists and made available to plant geneticists and breeders for further investigation.

2. Methods

(i) Multivariable linear model

Let \( y_j = [y_{j1} \ldots y_{jq}]^T \), for \( j = 1, \ldots, n \), be a \( q \times 1 \) vector for the phenotypic values of \( q \) quantitative traits measured from the \( j \)th individual of an \( F_2 \) mapping population, where \( n \) is the sample size. The vector of phenotypic values is described by the following multivariate linear model:

\[
y_j = \mu + \sum_{k=1}^{p} x_{jk} \alpha_k + \sum_{k=1}^{r} z_{jk} \beta_k + e_j, \tag{1}
\]

where \( \mu = [\mu_1 \ldots \mu_q]^T \) is an \( q \times 1 \) vector of population means (or intercepts) for the \( q \) traits, \( \alpha_k = [\alpha_{1k} \ldots \alpha_{qk}]^T \) and \( \beta_k = [\beta_{1k} \ldots \beta_{qk}]^T \) are the additive and dominance effects, respectively, for locus \( k \) \((k = 1, \ldots, p)\) and \( p \) is the number of loci included in the model. Both \( \alpha_k \) and \( \beta_k \) are \( q \times 1 \) vectors because there are \( q \) traits involved in the model. The residual error \( e_j = [e_{j1} \ldots e_{jq}]^T \) is a \( q \times 1 \) vector with an assumed multivariate normal distribution \( N(0, \Sigma) \), where \( \Sigma \) is a \( q \times q \) positive definite variance–covariance matrix. The independent variables, \( x_{jk} \) and \( z_{jk} \), are defined as follows. Let \( A_1A_1 \), \( A_1A_2 \) and \( A_2A_2 \) be the three genotypes at locus \( k \). These two variables are

\[
x_{jk} = \begin{cases} +1 & \text{for } A_1A_1, \\ 0 & \text{for } A_1A_2, \text{ and } z_{jk} = \begin{cases} 0 & \text{for } A_1A_1, \\ 1 & \text{for } A_1A_2, \\ -1 & \text{for } A_2A_2. \end{cases} \end{cases}
\tag{2}
\]

The scales of these independent variables are arbitrary. Alternative scales have been used by other investigators, e.g. Yang et al. (2006).
(ii) Likelihood function

Under the assumption of normal distribution for the residual errors, the conditional probability density of $y_j$ is

$$p(y_j | \mu, \alpha, \beta, \Sigma, x_j) = N(y_j | \mu + \sum_{k=1}^{p} x_{jk} a_k + \sum_{k=1}^{p} z_{jk} \beta_k, \Sigma). \quad (3)$$

Given $x_j$, the phenotypes and the markers are independent. Therefore, the joint distribution of the data $\{y_j, m_j\}$ is

$$p(y_j, m_j | x_j, \lambda, \mu, \alpha, \beta, \Sigma) = p(y_j | \mu, \alpha, \beta, \Sigma, x_j) p(m_j | x_j, \lambda). \quad (4)$$

where $m_j$ represents the marker variables and $p(m_j | x_j, \lambda)$ is the joint distribution of marker genotypes given the genotype of QTLs and the location of the QTLs relative to the locations of markers (Jiang & Zeng, 1997). The likelihood function of the parameters is proportional to

$$p(m, y | x, \lambda, \mu, \alpha, \beta, \Sigma) = \prod_{j=1}^{n} p(y_j, m_j | x_j, \lambda, \mu, \alpha, \beta, \Sigma), \quad (5)$$

where $m = \{m_j\}_y$ and $y = \{y_j\}_y$ are collectively called the data, denoted by $d = \{m, y\}$, and $\theta = \{\lambda, \mu, \alpha, \beta, \Sigma\}$ are the parameters. The QTL genotype array, $x = \{x_j\}_y$, are not parameters of interest but missing values in QTL mapping. They are interesting quantities when marker-assisted selection is considered after QTL mapping. The likelihood function serves as a link between the data, the parameters and the missing values. Combined with the prior distribution of the parameters, the likelihood function is used to derive the posterior distribution of the parameters. The number of QTLs is $p$, which is supposed to be a parameter of interest in the classical QTL mapping experiment, but in the Bayesian shrinkage analysis, it is a preset constant. We set $p$ as the number of marker intervals. If an interval does not contain a QTL, the QTL effects will be shrunk to zero. Therefore, a QTL with effect of zero is equivalent to being excluded from the model. With this shrinkage analysis, model selection is not conducted explicitly but implicitly via shrinkage.

(iii) Prior distribution

Each of the parameters is assigned a prior distribution. The population mean $\mu$ can be estimated accurately from the data, and thus a flat prior is given to $\mu$, i.e., $p(\mu) = \text{constant}$. Each of the QTL effect vectors is assigned a normal prior, $p(a_k) = N(\alpha_k | 0, A_k)$ and $p(\beta_k) = N(\beta_k | 0, B_k)$, where $A_k$ and $B_k$ are unknown variance–covariance matrices with dimension $q \times q$. The above notation for the probability distribution is adopted from Gelman et al. (2004), which are equivalently expressed as $\alpha_k \sim N(0, A_k)$ and $\beta_k \sim N(0, B_k)$. The key difference between the shrinkage analysis and the usually Bayesian regression analysis is that these prior variance–covariance matrices are effect-specific, i.e., they vary across different loci. Another difference between the two is that the hyperparameters (parameters of the prior), $A_k$ and $B_k$, are not known a priori but estimated from the data. To do this, we give each of them a prior distribution. Once we assign a prior distribution to a hyper-parameter, there will be multilevel prior assignment. This is called hierarchical modelling (Lindley & Smith, 1972). We assign the variance–covariance matrices with the following inverse Wishart distributions: $p(A_k) = \text{Inv-Wishart}(A_k | \tau, \Gamma)$ and $p(B_k) = \text{Inv-Wishart}(B_k | \tau, \Gamma)$, where $\tau > q$ and $\Gamma > 0$ are the prior degree of freedom and prior scale matrix. These hyper-parameters are already remote from $\alpha_k$ and $\beta_k$, and thus can be preset with some convenient values (constant across loci) without affecting the posterior inference of the QTL effects. To reflect the lack of knowledge, $\tau$ and $\Gamma$ are set with values as small as possible, e.g., $\tau = q + 1$ and $\Gamma = 0.1 \times I_q$, where $I_q$ is a $q \times q$ identity matrix. The residual variance–covariance matrix is also assigned the same inverse Wishart distribution, $p(\Sigma) = \text{Inv-Wishart}(\Sigma | \tau, \Gamma)$. Although $\Sigma$ is a parameter of interest, data are usually sufficient to provide an accurate estimate of $\Sigma$, and thus the hyper-parameters $\tau$ and $\Gamma$ will have little influence on the estimated $\Sigma$. Finally, a uniform prior distribution for $\lambda_k$ is chosen. Since we assume that each marker interval contains one and only one QTL, the uniform distribution for $\lambda_k$ is $p(\lambda_k) = U(\lambda_k | \xi_k^R, \xi_k^L) = 1/(\xi_k^R - \xi_k^L)$. All these priors are independent across loci. Therefore, the joint prior distribution of the parameters is

$$p(\lambda, \mu, \alpha, \beta, \Sigma) = p(\mu)p(\Sigma)\prod_{k=1}^{p} p(\lambda_k)p(a_k)p(\beta_k). \quad (6)$$

The distribution of QTL genotype array is

$$p(x | \lambda) = \prod_{j=1}^{n} p(x_j | \lambda). \quad (7)$$

(iv) Posterior distribution

The joint distribution of the data, the parameters (including the hyper-parameters) and the missing values (QTL genotype array) is

$$p(d, \theta, x) = p(m, y | x, \lambda, \mu, \alpha, \beta, \Sigma)p(\lambda, \mu, \alpha, \beta, \Sigma)p(x | \lambda). \quad (8)$$

The posterior distribution of $\{\theta, x\}$ is

$$p(\theta, x | d) \propto p(d, \theta, x). \quad (9)$$
Although, in Bayesian analysis, we are interested in the posterior distribution of the parameters, \( p(\theta | d) = \sum_{x} p(\theta, x | d) \), this distribution is hard to derive. Therefore, we use the MCMC sampling to draw samples from the distribution given by \( p(\theta, x | d) \). The MCMC samples will provide an empirical distribution of \( p(\theta, x | d) \), from which \( p(\theta | d) \) can be inferred.

To simplify the sampling process, it is easier to sample one variable at a time conditional on values of all other variables. The single variable defined here means a vector of variables with the same type. For example, \( \alpha_k \) is defined as a variable, but it is a vector containing the additive effects for all traits. The conditional posterior distribution for one variable usually has an explicit form of the distribution, making Monte Carlo simulation easy. We now provide the posterior distribution for each of the parameters.

The conditional posterior distribution of \( \mu \) is multivariate normal with mean and variance given by

\[
E(\mu | \ldots) = \frac{1}{n} \sum_{j=1}^{n} \left( y_j - \sum_{k=1}^{p} x_{jk} \alpha_k - \sum_{k=1}^{p} z_{jk} \beta_k \right)
\]

(10)

and

\[
\text{var}(\mu | \ldots) = \frac{1}{n} \Sigma,
\]

(11)

respectively, where the special notation \( (\mu | \ldots) \) means conditional on all other variables.

The conditional posterior for \( \alpha_k \) is multivariate normal with the following mean and variance:

\[
E(\alpha_k | \ldots) = \left( \sum_{j=1}^{n} x_{jk}^2 \Sigma^{-1} + A_k \right)^{-1}
\]

\[
\times \left( \sum_{j=1}^{n} x_{jk} \Sigma^{-1} \right) \left( y_j - \mu - \sum_{k \neq k}^{p} x_{jk} \alpha_k - \sum_{k=1}^{p} z_{jk} \beta_k \right)
\]

(12)

and

\[
\text{var}(\alpha_k | \ldots) = \left( \sum_{j=1}^{n} x_{jk}^2 \Sigma^{-1} + A_k \right)^{-1}.
\]

(13)

Similarly, the conditional posterior for \( \beta_k \) is also multivariate normal with mean and variance of

\[
E(\beta_k | \ldots) = \left( \sum_{j=1}^{n} z_{jk}^2 \Sigma^{-1} + B_k \right)^{-1}
\]

\[
\times \left( \sum_{j=1}^{n} z_{jk} \Sigma^{-1} \right) \left( y_j - \mu - \sum_{k \neq k}^{p} x_{jk} \alpha_k - \sum_{k=1}^{p} z_{jk} \beta_k \right)
\]

(14)

\[
\text{var}(\beta_k | \ldots) = \left( \sum_{j=1}^{n} z_{jk}^2 \Sigma^{-1} + B_k \right)^{-1}.
\]

(15)

respectively. The conditional posterior means of \( \alpha_k \) and \( \beta_k \) are called the shrinkage estimates. Derivation of the shrinkage estimates can be found in a recent paper by Xu (2007a).

The hierarchical model also requires sampling of \( A_k \) and \( B_k \) from their conditional posterior distribution. The inverse Wishart prior is conjugate and thus the conditional posteriors of \( A_k \) and \( B_k \) are also inverse Wishart,

\[
p(A_k | \ldots) = \text{Inv-Wishart}(A_k | \tau + 1, \Gamma + \alpha_k \alpha_k^T)
\]

(16)

and

\[
p(B_k | \ldots) = \text{Inv-Wishart}(B_k | \tau + 1, \Gamma + \beta_k \beta_k^T).
\]

(17)

The conditional posterior for the residual variance–covariance matrix is inverse Wishart due to the conjugate nature of the prior,

\[
p(\Sigma | \ldots) = \text{Inv-Wishart}(\Sigma | \tau + n, \Gamma + SS),
\]

(18)

where

\[
SS = \sum_{j=1}^{n} \left( y_j - \mu - \sum_{k=1}^{p} x_{jk} \alpha_k - \sum_{k=1}^{p} z_{jk} \beta_k \right)
\]

\[
\times \left( y_j - \mu - \sum_{k=1}^{p} x_{jk} \alpha_k - \sum_{k=1}^{p} z_{jk} \beta_k \right)^T.
\]

(19)

The distribution of \( x_{jk} \) is discrete, and thus the conditional posterior distribution can be obtained from Bayes’ theorem. Let

\[
g = [g_1 \ g_2 \ g_3]^T = [+1 \ 0 \ -1]^T
\]

be the three genotype indicators for the variable \( x_{jk} \) and

\[
h = [h_1 \ h_2 \ h_3]^T = [0 \ 1 \ 0]^T
\]

be the three genotype indicators for the variable \( z_{jk} \). Assume that \( m_{jk}^u = g_u \ (u = 1, 2, 3) \) and \( m_{jk}^v = g_v \ (v = 1, 2, 3) \) are the observed genotypes for the two flanking markers. The conditional posterior probability for \( x_{jk} = g_w \ (w = 1, 2, 3) \) is calculated using the following Bayes’ theorem:

\[
p(x_{jk} = g_w | \ldots) = \frac{p(x_{jk} = g_w)H_{kmw}(w, u)H_{kmw}(w, v)N(y_j \mid g_w \alpha_k + h_u \beta_k, \Sigma)}{\sum_{w'=1}^{3} p(x_{jk} = g_{w'})H_{kmw}(w', u)H_{kmw}(w', v)N(y_j \mid g_{w'} \alpha_k + h_u \beta_k, \Sigma)},
\]

(20)
where

\[ p(x_{jk} = g_{j}) = p(x_{jk} = g_{k}) = \frac{1}{2} p(x_{jk} = g_{k}) = 1/4 \]

is the Mendelian segregation ratio. Other items in the above Bayes’ theorem are defined as follows:

\[
y_{j}^{*} = y_{j} - \mu - \sum_{k \neq k}^{p} x_{jk} \alpha_{k} - \sum_{k \neq k}^{p} z_{jk} \beta_{k}
\]

is the adjusted phenotypic value of individual \( j \) by removing effects of all other QTLs except \( k \). The variable \( H_{mk} \) is the transition matrix between QTL \( k \) and marker \( m \). The variable \( H_{mk}^{w} \) is the transition matrix between QTL \( k \) and marker \( m^{w} \).

The conditional posterior distribution of the position of QTL \( k \), \( p(\lambda_{k} \mid \ldots) \), has no explicit form due to the complexity of the model. Therefore, \( \lambda_{k} \) must be sampled from a Metropolis–Hastings (Metropolis et al., 1953; Hastings, 1970) algorithm. The algorithm presented by Wang et al. (2005) for univariate QTL mapping can be directly adopted here for multivariate QTL mapping.

Finally, when a marker genotype is missing, it must be sampled from its conditional posterior distribution, which is calculated from the following Bayes’ theorem:

\[
p(m = g_{u} \mid \ldots) = \frac{p(m = g_{u})H_{mk-1}(w, u)H_{mk}(w, v)}{\sum_{w' = 1}^{p} p(m = g_{w})H_{mk-1}(w', u)H_{mk}(w', v)}, \tag{22}
\]

where the marker is located between QTL \( k - 1 \) and \( k \). The prior probability of marker genotype, \( p(m = g_{w}) \), takes the Mendelian segregation ratio, i.e.,

\[ p(m = g_{w}) = p(m = g_{k}) = \frac{1}{2} p(m = g_{k}) = 1/4. \]

\( H_{mk-1} \) and \( H_{mk} \) are the transition matrices between the marker and the two flanking QTLs, assuming that the QTL on the left has a genotype of \( g_{u} \) and the QTL on the right has a genotype of \( g_{v} \).

If a marker is located in one end of a chromosome, the conditional probabilities can only be calculated based on one QTL that is proximate to the marker. In this case, the conditional posterior probability is

\[
p(m = g_{w} \mid \ldots) = \frac{p(m = g_{w})H_{mk}(w, u)}{\sum_{w' = 1}^{p} p(m = g_{w})H_{mk}(w', u)}, \tag{23}
\]

where the QTL proximate to the marker is denoted by locus \( k \), where \( k = 1 \) means that the marker is located in the left end and \( k = p \) means that the marker is in the other end of the chromosome.

(v) MCMC sampling

The MCMC sampling process is summarized as follows:

1. Initialize all variables, including parameters and missing values, with some values in their legal domains.
2. Sample \( \mu \) from its conditional posterior distribution (multivariate normal).
3. Sample \( \alpha_{k} \) and \( \beta_{k} \) from their conditional posterior distributions (multivariate normal).
4. Sample \( A_{k} \) and \( B_{k} \) from their conditional posterior distributions (inverse Wishart).
5. Sample \( \Sigma \) from its conditional posterior distribution (inverse Wishart).
6. Sample QTL genotypes from their conditional posterior distributions (derived from Bayes’ theorem).
7. Sample genotypes of missing markers from their conditional posterior distributions (derived from Bayes’ theorem).
8. Sample QTL positions from their conditional posterior distribution using the Metropolis–Hastings algorithm.
9. Repeat steps (2)–(8) until the Markov chain is sufficiently long. Steps (2)–(7) are called the Gibbs sampler steps, while step (8) is called the M–H step.

How long is sufficiently long for the Markov chain? We used the algorithm of Gelman et al. (2004) to check the convergence of the chain. Once the chain is converged, one sampled observation of all variables is saved for every 50 iterations, producing a sufficiently large posterior sample for presentation.

(vi) Post-MCMC analysis

The product of MCMC sampling is a realized sample of all unknown variables from the joint posterior distribution. The MCMC does not result in a significance test but serves as a process of creating the empirical posterior distributions of parameters, from which all the information about the QTL is inferred. The most important parameters are the locations and the effects of the QTL, while the covariance matrices are not of immediate interest but assist in the estimation of the effects. In the conventional Bayesian mapping analysis (Sillanpaa & Arjas, 1998; Xu, 2002), the marginal posterior distribution of QTL position was graphically summarized by plotting the number of hits by a QTL in a short region against the location where that short region occurs in the genome. The curve produced is called the QTL intensity profile. In the present study, we assume that each marker interval is associated with a QTL, and thus all intervals are hit by a QTL the same number of times. If an interval contains a real QTL, the QTL intensity profile within the interval is expected to show a peak. Otherwise, the intensity profile will be flat (uniform). Such a QTL intensity profile is denoted by \( f(\lambda) \), where \( \lambda \) now denotes a particular location of the genome.

The QTL intensity profile itself is not the best indicator of the QTL location under the Bayesian
shrinkage analysis. We propose to weigh the intensity profile by the QTL effects and use the weighted QTL intensity profile to indicate the locations of the QTL. The majority of the genome segments have negligible QTL effects and thus only the areas with nontrivial QTL effects will show clear peaks. Let $a(\lambda)$ and $\beta(\lambda)$ be $q \times 1$ vectors of additive and dominance effects, respectively, of QTL collected at position $\lambda$ of the genome. There are many ways to present the QTL effects as functions of genome location. However, we choose the following profile to present the QTL effects:

$$g(\lambda) = \frac{1}{2}a^T(\lambda)\alpha(\lambda) + \frac{1}{4}\beta^T(\lambda)\beta(\lambda).$$  \hspace{1cm} (24)

The coefficients $\frac{1}{4}$ and $\frac{1}{4}$ in front of the quadratic terms are the expected variances of $x_{jk}$ and $z_{jk}$ across individuals within the $F_2$ population (assuming no segregation distortion). This QTL effect profile $g(\lambda)$ reduces to $g(\lambda) = \frac{1}{2}a^T(\lambda) + \frac{1}{2}\beta^T(\lambda)$ in the special case of single trait analysis, which is the QTL variance at location $\lambda$. If desired, one can also draw the QTL effect profile for each trait or each effect of the trait (additive or dominance). The QTL effect profile presented here is the overall effect on the entire genome.

The weighted QTL intensity profile is defined as

$$w(\lambda) = f(\lambda)g(\lambda).$$  \hspace{1cm} (25)

The intensity profile $f(\lambda)$ does not tell much about QTL across marker intervals because each interval is hit by the same number of QTLs, but if an interval contains a QTL, $f(\lambda)$ is able to show a peak within that interval. The QTL effect profile $g(\lambda)$, on the other hand, can pick up the intervals with large effect QTL, but it is not sensitive to the change of location within an interval. Therefore, the weighted intensity profile $w(\lambda)$ can pick up the intervals with QTL and also show sharp peaks within intervals.

In practice, not all traits are measured in the same scale. The profile of the overall QTL effect may be dominated by the traits with large variances. Two approaches may be taken to eliminate this problem. One is to standardize all traits before the analysis so that they all have roughly the same variance. Alternatively, $g(\lambda)$ may be modified by

$$g(\lambda) = \frac{1}{2}a^T(\lambda)\Sigma^{-1}\alpha(\lambda) + \frac{1}{4}\beta^T(\lambda)\Sigma^{-1}\beta(\lambda),$$  \hspace{1cm} (26)

where $\Sigma$ is the residual covariance matrix.

Pleiotropic effects can be visualized by comparing the weighted QTL intensity profiles for individual traits. Let $a(\lambda) = [a_1(\lambda) \ldots a_q(\lambda)]^T$ be the additive effects of QTL at location $\lambda$, where $a_i(\lambda)$ is the effect for the $i$th trait for ($i = 1, \ldots, q$). Pleiotropic effect occurs at position $\lambda$ if more than one component of $a(\lambda)$ is noticeably large.

(vii) Extension to binary traits

With little effort, the method can be extended to handle binary traits. A binary trait is a categorical trait with two states: presence and absence. Recall that $y_j=[y_{j1} \ldots y_{jq}]^T$ is a vector of phenotypic values for $q$ quantitative traits. If the $i$th trait is binary, the phenotype is denoted by $w_{ji} \in [0, 1]$ with $0$ representing absence and $1$ representing presence. Under the threshold model for a binary trait (Xu et al., 2005), we propose that trait $i$ is still a quantitative trait, but we cannot observe $y_{ji}$. This latent quantitative trait, however, determines the observed binary phenotype.

We propose a hypothetical threshold $t_i=0$ so that $w_{ji}=0$ for $y_{ji} \leq t_i$ and $w_{ji}=1$ for $y_{ji} > t_i$. The latent variable is still described by the usual linear model with normal residual error except that the residual error variance is set to 1 because it is not estimable. Under this threshold model, we can derive the conditional posterior distribution of $y_{ji}$ given $w_{ji}$, the phenotypic values of all other traits and the current parameter values. This conditional posterior distribution happens to be a truncated normal distribution, from which $y_{ji}$ is sampled. Detailed algorithm for sampling $y_{ji}$ has been given by Xu et al. (2005). Korsgaard et al. (2003) provided a general method for sampling the liability for ordered categorical traits. Again, their method is not for QTL mapping but for classical quantitative trait analysis. Once $y_{ji}$ is sampled, $y_j$ becomes a full vector of quantitative trait values. The MCMC sampling schemes described earlier applies. Therefore, mapping multiple traits with one or more binary trait components requires only one more step of sampling the missing phenotype of an underlying quantitative trait.

3. Results

(i) Simulated data

To investigate the applicability of the proposed method, two simulation experiments were conducted. In the first experiment, a single chromosome of length 100 cM with 11 evenly spaced markers was simulated. The experimental population was an $F_2$ containing 500 individuals. Three pleiotropic QTLs with different levels of heritability (the proportions of variance explained by the simulated QTL) were simulated on the chromosome to jointly control the expression of three different traits. The detailed settings of their locations, the genetic effects and heritability are given in Table 1. The overall mean vector and the residual covariance matrix were set at

$$\mu = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \text{ and } \Sigma = \begin{bmatrix} 1 & 0.25 & 0.5 \\ 0.25 & 1 & -0.3 \\ 0.5 & -0.3 & 1 \end{bmatrix},$$
respectively. In order to demonstrate the joint mapping procedure for different combinations of phenotypes, we analysed three data sets: multiple quantitative traits, multiple binary traits and multiple traits with some binary components. Data one was simulated for three quantitative traits. Data two was generated by truncating each continuous phenotype in the first data set into a binary phenotype using a threshold value of $t_i = 0$ for $i = 1, 2, 3$. Data three contains one ordinal trait and two continuous traits, which was obtained through truncating only the third liability into an ordinal of three categories using truncation points of $t_1 = 0$ and $t_2 = 1.0$ but left the first two traits intact. Note that for three categories, there are two truncation points. The hyper-parameter values in the inverse Wishart distribution were chosen as $\theta = q+1$ and $\kappa = I_q$.

The second simulation experiment was designed to evaluate the performance of the proposed method in the scenario when the number of model effects is very large. In this experiment, we simulated a genome of 1500 cM with 151 markers for an $F_2$ population of 500 individuals. For convenience of programming, we arranged all markers in a single large chromosome with a 10 cM distance between consecutive markers. We put ten QTLs along the genome controlling the expression of two traits. The location, effect and heritability of each simulated QTL are listed in Table 2.

The total proportions of phenotypic variance explained by all QTLs for the two traits were 67 and 63%, respectively. The true values of the intercepts and the residual variance-covariance matrix were

$$
\begin{align*}
\mu &= \begin{bmatrix} 0 \\ 0 \end{bmatrix} \\
\Sigma &= \begin{bmatrix} 1 & 0.25 \\ 0.25 & 1 \end{bmatrix}.
\end{align*}
$$

We first simulated the liabilities of two traits and then artificially converted both liabilities into binary phenotypes using a threshold of zero. Only the binary responses were analysed in the present study. In this experiment, we have a total of 602 regression coefficients (one QTL per marker interval) plus a residual covariance matrix included in the model. The prior distributions given in the first experiment were also used here for the second experiment.

Each data sample was analysed using the multivariate Bayesian method developed in the present study. For all analyses, the proposed MCMC sampler was run for 52000 sweeps and the first 2000 sweeps were discarded for the burn-in period (convergence was confirmed). The chain was trimmed by saving one observation in every 50 sweeps to reduce serial correlation. The total number of samples collected for the post-MCMC analysis was therefore 1000. The stored samples were used to infer the parameters of interest, including the locations and genetic effects of QTL.

### Table 1. Locations and effects of simulated QTL in the first simulation experiment

| QTL | Heritability (%) | Position (cM) | Trait 1 | | | Trait 2 | | | Trait 3 | | |
|-----|-----------------|---------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|     |                 |               | Additive effect | Dominance effect | Additive effect | Dominance effect | Additive effect | Dominance effect |
| qtl1 | 15              | 25             | -0.5       | 0.45       | -0.5       | 0.45       | -0.5       | 0.45       |
| qtl2 | 10              | 55             | 0          | -0.667     | 0          | -0.667     | 0          | -0.667     |
| qtl3 | 5               | 90             | 0.324      | 0          | 0.324      | 0          | 0.324      | 0          |

### Table 2. Locations and effects of simulated QTL in the second simulation experiment

| QTL | Position (cM) | Heritability (%) | Additive effect | Dominance effect | Trait 2 | Heritability (%) | Additive effect | Dominance effect |
|-----|---------------|-----------------|----------------|-----------------|--------|-----------------|----------------|-----------------|
|     |               |                 |                |                 |        |                 |                |                 |
| qtl1 | 35             | 15              | 0.5            | 0.45            | 15     | 0.5            | 0.45           |                |
| qtl2 | 55             | 10              | 0.4714         | 0               | 0      | 0               | 0              | 0.4588          |
| qtl3 | 140            | 0               | 0              | 0               | 5      | 0               | 0              | 0.4588          |
| qtl4 | 365            | 10              | -0.4           | -0.35           | 10     | -0.4           | -0.35          |                |
| qtl5 | 400            | 5               | 0.2            | 0.36            | 14     | -0.4588        | -0.4588        |                |
| qtl6 | 650            | 0               | 0              | 0.667           | 10     | 0.4714         | 0              |                |
| qtl7 | 892            | 10              | 0              | -0.404          | 4      | 0              | -0.404         |                |
| qtl8 | 1068           | 4               | 0              | -0.404          | 5      | 0              | -0.404         |                |
| qtl9 | 1340           | 5               | 0.324          | 0               | 0      | 0              | 0              |                |
| qtl10| 1405           | 8               | -0.417         | 0               | 0      | 0              | 0              |                |
as well as the means and the residual variance–covariance matrix.

The QTL intensity profiles for the three data sets in the first experiment are shown in the left panels of Fig. 1. All the plots show three major peaks within the third, the sixth and the ninth marker intervals, respectively, where the three true QTLs were located. The profiles for other intervals are almost uniform around the value of 100, as 1000 posterior samples are supposed to be distributed equally into ten shorter regions. However, as we can see from the figure, the QTL intensity profiles are not the best indicators for QTL locations. Taking the third simulated QTL for example (the QTL near a marker with a small heritability), the intensity profile for this QTL does not show clear peaks. The weighted QTL intensities (in

Fig. 1. The QTL intensity profiles (left) and the weighted QTL intensity profile (right) for the three data sets in the first simulation experiment. From top to bottom are the results of data sets one, two and three, respectively.
the right panels of Fig. 1), however, show three very clear peaks, indicating precisely the positions of the simulated QTL. The weighted QTL intensity profiles are flat in regions with no simulated QTL because the estimated effects are very small using the proposed shrinkage method. As expected, there is a tendency that the first and second loci can be better detected for their larger effects. Comparing the weighted QTL intensity profiles of the three data sets, we find that the resulting peaks from data set one are generally higher than the other two data sets, while those from data set three are better than data set two. This can be explained by the numbers of continuous phenotypes included. Obviously, data sets with more continuous traits in the multiple trait set contain more information than the multiple trait set containing less number of continuous traits. The posterior means and posterior standard deviations of QTL effects are summarized in Table 3. The posterior means and posterior standard deviations of the population means and residual covariance matrix are given in Table 4. Overall, the parameter estimates are fairly close to the true parametric values (Table 1) except that the dominance effects of qtl1 are underestimated. No obvious difference is found among the three data sets with respect to the estimates of QTL effects. The precisions of the estimates from the first data set are slightly higher than those of the other two data sets.

The second simulation experiment was to investigate the efficacy of the method when applied to a large genome with more QTLs. Figure 2 shows the weighted QTL intensity profile for a random sample of the experiment. Nine clear peaks have been shown and their positions are very close to those of the true positions simulated (Table 2). The QTL located at position 1340 cM failed to be detected due to its small effects. As expected, the signal of the largest QTL (at location 35) is extremely clear, while those of QTLs at locations 140 and 650 cM are relatively weak. We can see that the method has a high resolution to separate the two closely linked QTLs (qtl1 and qtl2). The estimated QTL locations and effects for the simulated genome data are given in Table 5.

Table 3. Bayesian estimates (posterior means and posterior standard deviations) of locations and genetic effects of QTL in the first simulation experiment.

| Data set | QTL | Position (cM) | Additive effect | Dominance effect | Additive effect | Dominance effect | Additive effect | Dominance effect |
|----------|-----|---------------|----------------|-----------------|----------------|-----------------|----------------|-----------------|
| One      | qtl1 27 | -0.59 (0.08) | -0.28 (0.12) | -0.49 (0.06) | -0.28 (0.14) | -0.56 (0.07) | -0.42 (0.12) |
|          | qtl2 55 | 0.00 (0.01)  | -0.60 (0.11) | 0.00 (0.01)  | -0.61 (0.13) | 0.00 (0.01)  | -0.55 (0.11) |
|          | qtl3 89 | 0.27 (0.07)  | 0.00 (0.01)  | 0.17 (0.06)  | 0.00 (0.01)  | 0.39 (0.07)  | 0.00 (0.01)  |
| Two      | qtl1 25 | -0.51 (0.09) | 0.15 (0.16)  | -0.57 (0.08) | 0.16 (0.17)  | -0.44 (0.11) | 0.11 (0.12)  |
|          | qtl2 54 | 0.00 (0.01)  | -0.53 (0.10) | 0.00 (0.01)  | -0.46 (0.09) | 0.00 (0.01)  | -0.61 (0.09) |
|          | qtl3 89 | 0.36 (0.06)  | 0.00 (0.01)  | 0.39 (0.06)  | 0.00 (0.01)  | 0.24 (0.05)  | 0.00 (0.01)  |
| Three    | qtl1 26 | -0.49 (0.14) | 0.15 (0.16)  | -0.44 (0.13) | 0.20 (0.17)  | -0.42 (0.13) | 0.30 (0.24)  |
|          | qtl2 55 | 0.00 (0.01)  | -0.58 (0.13) | 0.00 (0.01)  | -0.68 (0.12) | 0.00 (0.01)  | -0.74 (0.14) |
|          | qtl3 90 | 0.35 (0.09)  | -0.00 (0.01) | 0.32 (0.10)  | 0.00 (0.01)  | 0.40 (0.11)  | 0.00 (0.01)  |

Data set one: all traits are continuous; data set two: all traits are binary; data set three: the last trait is ordinal.

(ii) Rice data analysis

Blast resistance is one of the major objectives in rice (Oryza sativa L.) breeding in both tropical and temperate countries. The causal blast fungus, Pyricularia grisea, is known for its genetic instability, allowing it to overcome the genetic resistance of host plants. A framework linkage map was developed using 284 F$_{10}$ recombinant inbred lines (RILs) from a ‘Lemont’ × ‘Teqing’ rice cultivar cross. Evaluation of a subset of 260 of these RILs with five races of the fungus, IC17, IB49, IB54, IG1 and IE1, was used to map resistant QTLs. In practice, biologists are usually more interested in loci with a wide spectrum of resistance than identifying resistance loci to individual races. Details of the design and the measurements of phenotypes and genotypes can be found in the original paper by Tabien et al. (2000). The original scores of the plant response were measured from grades 0–5. The average score of three replicates for each line was recorded as the observed raw data. However, we were only provided with the binary output because the investigators were more interested in QTLs responsible for the binary phenotypes. The binary phenotype of each trait was defined as $w=0$ if the average score was within the range 0–3 and $w=1$ when the score was 4–5. Each race-specific phenotype is treated as one trait here.
Therefore, we have five binary traits for the multivariate Bayesian analysis. Since the mapping population was a RIL population, we need to replace the $4 \times 4$ probability transition matrix of $F_2$ by that of a $2 \times 2$ transition matrix applied to $F_{10}$ in the calculation of conditional probability of QTL genotype (Jiang & Zeng, 1997).

The setup of the MCMC sampler was exactly the same as that of the simulation study. The mapping profiles are portrayed in Fig. 3, which shows that there are a total of eight resistant QTLs on chromosomes 2, 3, 11 and 12, respectively. The Bayesian estimates of locations and genetic effects of resistant QTLs are summarized in Table 6 and the estimates of model means and residual variance–covariance matrix are shown in Table 7. It is interesting to find that the same resistant QTL may have quite different responses to different races. For example, $qtl_{2-2}$ was resistant to race IB54 but susceptible to the other four races. A similar pattern can be found for $qtl_{11-2}$. The biological mechanisms under these results deserve further investigation.

For each component (binary) trait, we calculated the total genetic contribution (proportion of the liability variance contributed by the detected QTL). Since the experimental material is RIL, we expected to see no heterozygote. However, a small percentage ($<5\%$) of the markers (also the QTL) are of heterozygote. We were able to modify the program to take into account the heterozygote in the model. Assume that the proportion of heterozygote for a QTL is $5\%$, which leads to $47.5\%$ for each homozygote. The variance of $x$ (coefficient for the additive effect) and the variance for $z$ (the coefficient for the dominance effect) are 0.95 and 0.0475, respectively. The total genetic variance for a single trait is

$$\sigma^2_G = \sum 0.95a_k^2 + \sum 0.0475\beta_k^2,$$

where $a_k$ and $\beta_k$ are the additive and dominance effects, respectively, for the trait in question. Since the residual error variance of the liability for each trait is

| Table 4. Bayesian estimates (posterior means and posterior standard deviations) of model mean and residual variance–covariance matrix in the first simulation experiment |
|---------------------------------------------------------------|
| Data set one | Data set two | Data set three |
|----------------|----------------|----------------|
| Residual variance–covariance | Residual variance–covariance | Residual variance–covariance |
| Trait 1 | Trait 1 | Trait 1 |
| Model mean | Model mean | Model mean |
| 0.06 (0.07) | 0.50 (0.06) | 0.06 (0.07) |
| 0.07 (0.09) | 0.25 (0.06) | 0.01 (0.07) |
| 0.09 (0.08) | 0.04 (0.06) | 0.00 (0.06) |

Fig. 2. The weighted QTL intensity profile for the second simulation experiment.
set to 1, the proportion of the liability variance contributed by all the detected QTLs is

\[
H^2 = \frac{\sigma_a^2}{\sigma_G^2 + 1} = \frac{0.95\sigma_k^2 + 0.0475\sigma_k^2}{\sigma_G^2 + 1} = \hat{h}_a^2 + \hat{b}_d^2.
\]

We call \(H^2\) the heritability of the trait, which is partitioned into \(\hat{h}_a^2\) (the additive component) and \(\hat{b}_d^2\) (the dominance component). These values are listed in Table 7 (the bottom line) for all the five traits. We can see that the dominance component is negligible for all

### Table 5. Bayesian estimates (posterior means and posterior standard deviations) of locations and genetic effects of QTLs in the second simulation experiment

| QTL  | Position (cM) | Trait 1 | | | | Trait 2 | | |
|------|---------------|---------| | | |---------| | |
|      |               | Additive | sanitation | | | Additive | sanitation | |
|      |               | effect   | effect     | | | effect   | effect     | |
| qtl1 | 35            | 0.46 (0.24) | 0.58 (0.17) | | | 0.31 (0.15) | 0.46 (0.14) | |
| qtl2 | 54            | 0.45 (0.28) | 0.00 (0.01) | | | 0.12 (0.16) | 0.00 (0.01) | |
| qtl3 | 126           | 0.06 (0.09) | 0.00 (0.01) | | | 0.06 (0.10) | 0.00 (0.01) | |
| qtl4 | 364           | -0.19 (0.13) | -0.02 (0.09) | | | -0.36 (0.21) | -0.01 (0.06) | |
| qtl5 | 406           | 0.00 (0.01) | 0.19 (0.22) | | | 0.00 (0.01) | 0.00 (0.07) | |
| qtl6 | 646           | -0.05 (0.08) | 0.00 (0.02) | | | -0.33 (0.20) | 0.00 (0.02) | |
| qtl7 | 890           | 0.02 (0.07) | 0.25 (0.29) | | | 0.10 (0.13) | 0.05 (0.07) | |
| qtl8 | 1065          | 0.00 (0.01) | -0.17 (0.16) | | | 0.00 (0.01) | -0.29 (0.24) | |
| qtl10| 1400          | -0.27 (0.19) | 0.00 (0.01) | | | -0.03 (0.07) | 0.00 (0.03) | |

Fig. 3. The weighted QTL intensity profiles in the ‘Lemont’ x ‘Teqing’ RIL rice population for chromosomes 1, 2, 11 and 12. Other chromosomes show no QTL effects.
Table 6. QTL mapping result for the rice blast resistance in the ‘Lemont’ × ‘Teqing’ RIL rice population. The values given in the table are the posterior means. The posterior standard deviations are given in parentheses.

| QTL  | Chr. | Position (cM) | Flanking marker               | Additive effect     | Dominance effect      |
|------|------|---------------|-------------------------------|---------------------|-----------------------|
|      |      |               |                               | IC17 IB49 IB54 IG1  | IC17 IB49 IB54 IG1   |
| qtl2-1 | 2   | 3             | RG520-RZ446b (0–23.3 cM)     | 0.77 (0.16)         | 0.00 (0.01)           |
| qtl2-2 | 2   | 27            | RG36v-RG654 (26.5–33.5 cM)   | 0.19 (0.20)         | 0.00 (0.01)           |
| qtl3-1 | 3   | 42            | C74a-RG450 (35.4–44.1 cM)    | 0.00 (0.01)         | 0.00 (0.01)           |
| qtl3-2 | 3   | 141           | RG450-RG682 (138.4–143.8 cM) | 0.02 (0.06)         | 0.00 (0.01)           |
| qtl3-3 | 3   | 186           | C746-CD037 (185.5–189.5 cM)  | 0.08 (0.14)         | 0.00 (0.01)           |
| qtl3-4 | 11  | 3             | RG536a-L547b (0–13.0 cM)     | 0.15 (0.15)         | 0.00 (0.01)           |
| qtl11-1 | 11  | 15            | L457b-G2132b (13–17.3 cM)    | 0.03 (0.12)         | 0.00 (0.02)           |
| qtl12-1 | 12  | 87            | RG86.9-L102 (86.2–92.0 cM)   | 0.41 (0.47)         | 0.00 (0.06)           |

Heritability: 0.45 0.31 0.23 0.24 0.43 0.00 0.00 0.00 0.00 0.00
sets that contain binary trait components. Further made the method applicable to multiple trait easily obtained upon the implementation. We have the estimates of QTL locations and effects can also be the posterior variances and credibility intervals for parameters including QTL effects and trait correlations. Also been shown in the estimation of all other parameters including QTL effects and trait correlations. Similarly, in our Bayesian framework, each QTL effect vector within marker interval was assigned a multivariate normal prior distribution with mean vector zero and a unique covariance matrix. The effect-specific prior covariance matrix was further assigned an inverse-Wishart prior so that the covariance matrix can be estimated from the data. It is worth noting that the key to our success is how to choose the real positive-definite matrix $\Gamma$ of the inverse-Wishart prior distribution for each QTL effect vector. We found that a diagonal matrix with an identical but large element, say $10^4$, as the pre-specified $\Gamma$, can ensure that the true QTL is picked up in either the simulated data analysis or the real data analysis.

Similar to the univariate Bayesian shrinkage analysis of Xu (2003) and Wang et al. (2005), our model is based on the assumption that every marker interval contains a QTL. All potential effects are included in a single model but those negligible effects are forced to shrink towards zero. One major criticism of such an approach is that it is unnecessary and unreasonable to cover such a large number of covariates, because most intervals do not include QTLs, and genotypic indicator variables of flanking short intervals are usually highly correlated. One solution is to fix these effect intervals at certain length, regardless of the number of markers contained. We have implemented this feature into our SAS program and reanalysed the data generated in the first simulation experiment with a fixed interval of 45 cM. The results are fairly similar to what we presented above but the computing time has been greatly reduced. Wang et al. (2005), however, warned in their study that scanning intervals with larger distance may fail to detect some QTLs that can be detected by the original method. The full inclusion of the potential effects leads to another drawback of the current method that it is hard to incorporate prior knowledge about the number and the positions of

### Table 7. Bayesian estimates (posterior means and posterior standard deviations) of the intercepts and the residual variance–covariance matrix in the ‘Lemont’ × ‘Tqing’ RIL population

| Trait | Model mean IB49 | IB54 | IG1 | IE1 |
|-------|-----------------|------|-----|-----|
| IC17  | $-1.05 (0.19)$  | $0.43 (0.08)$ | $0.39 (0.09)$ | $0.49 (0.07)$ |
| IB49  | $-1.10 (0.18)$  | $0.32 (0.09)$ | $0.35 (0.09)$ | $0.43 (0.07)$ |
| IB54  | $-1.19 (0.17)$  | $0.33 (0.09)$ | $0.33 (0.09)$ | $0.39 (0.09)$ |
| IG1   | $-1.17 (0.17)$  |       |     |     |
| IE1   | $-0.70 (0.15)$  |       |     |     |

The prototype of the Bayesian shrinkage mapping was actually developed in the marker analysis of Xu (2003), who used the prior knowledge that most markers have negligible effects and further provided a method of discriminating the effects across markers. Most methods described above are designed for normally distributed traits. Many important traits show a binary or ordinary phenotype such as the resistance to plant disease in our example. These traits are usually explained by the threshold model, in which a fixed threshold is used to link the discrete phenotype and the latent continuous variable or liability (Lynch & Walsh, 1998; Yi & Xu, 2000). In practice, multiple discrete traits are often collected in QTL mapping experiments. Some authors (Williams et al., 1999; Huang & Jiang, 2003) incorporated this situation in the context of human genetic mapping under the Identical-By-Descent (IBD)-based random model. Xu et al. (2005) first used this idea in experimental populations by developing a joint mapping method for multiple binary characters under the ML framework. The work of Xu et al. (2005), however, was derived in the context of interval mapping. The results from fitting the single-QTL model may result in inconsistent results as all QTL effects outside the interval are totally ignored. The extension to multiple-QTL is difficult using the conventional method, due to the large number of unobservable parameters to be estimated. The method becomes more complicated when each trait involves more than one threshold. In the present paper, we have successfully demonstrated that the proposed Bayesian mapping method can be implemented to handle the complexity of multiple ordinal traits based on the multiple-QTL model. The posterior intensity profile provides very clear signal at the simulated position of QTL, in which even a small QTL can produce a noticeable peak and closely linked loci can be well separated. Satisfactory results have also been shown in the estimation of all other parameters including QTL effects and trait correlations. The posterior variances and credibility intervals for the estimates of QTL locations and effects can also be easily obtained upon the implementation. We have further made the method applicable to multiple trait sets that contain binary trait components.
QTL. The reversible-jump MCMC-based method may serve for this purpose (Sillanpaa & Arjas, 1998). Nevertheless, the proposed method is still expected to have a wide application in multi-trait analysis as it is quite straightforward and much easier to implement.

The Bayesian shrinkage analysis has been shown to be able to handle oversaturated models where the number of the model coefficients is much greater than the sample size. The special way of updating the posterior mean and posterior variances of QTL effects allows the method to selectively shrink those negligible effects. The regularization can actually be interpreted as ridge regression (Hoerl & Kennard, 1970) where the penalty added to the diagonal of the coefficient matrix is replaced by the ratio of residual variance to the variance parameters of the QTL effects. While both the proposed Bayesian method and the ridge regression achieve better prediction by shrinking the model coefficients, they cannot produce a parsimonious model as they naturally keep all predictors. Since every potential interval along the genome must be updated in each round of the iterations, our approach is more computationally intensive than the model selection methods such as the reversible-jump MCMC. Therefore, our next step is to explore a procedure in which some putative QTLs can be excluded from the model based on certain criteria. For instance, those loci constantly drawn with small effects after some consecutive cycles of iterations can be deleted from the model. A more feasible solution is to introduce the ideas of least absolute shrinkage and selection operator (LASSO) regression, which penalizes a least squares regression by the sum of the absolute values (L1-norm) of the coefficients (Tibshirani, 1996). This technique actually does both shrinkage and variable selection due to the nature of the constraint region, which often results in many coefficients becoming exactly zero. The LASSO estimate for linear regression parameters can be interpreted as a Bayesian posterior mode estimate when the priors on regression parameters are independent double-exponential (Laplace) distributions. This posterior can also be accessed through a Gibbs sampler using conjugate normal priors for the regression coefficients, with independent exponential hyper-priors on their variances (Park & Casella, 2005).
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