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A B S T R A C T

In recent years, manipulation of particles by inertial microfluidics has attracted significant attention. However, most studies focused on inertial focusing of particles suspended within liquid phase, in which the ratio of the density of the particle to that of the medium is O(1). The investigation on manipulation of aerosol particles in an inertial microfluidics is very limited. In this study, we numerically investigate the aerosol particle’s motion in a 3D straight microchannel with rectangular cross section by fully resolved simulation of the particle–air flow. The air flow is modeled by the Navier–Stokes equations. The particle’s motions, including translation and rotation, are governed, respectively, by the Newton’s second law and the Euler equations without using any approximation models for the lift and drag forces. The coupled mathematical model is numerically solved by combining immersed boundary with lattice Boltzmann method (IB-LBM). We find that the Reynolds number (Re), the particle’s initial position, particle’s density and diameter are the influential parameters in this process. The equilibrium positions and their stabilities of aerosols are different from those suspended in liquid.
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Introduction

Air pollution with suspended aerosols or airborne particulate matter (PM) has been extremely serious today, either indoor or outdoor. One of the most hazardous matter is bioaerosol, such as viruses, bacteria, pollen, fungi and enzymes, etc. Serious diseases can be caused once these airborne pathogenic microorganisms contact with human body or domestic animals, including asthma, allergies, pneumonia and infectious diseases (Douwes, Thorne, Pearce, & Heederik, 2003; Lu, He, Yu, & Hu, 2014). The epidemic Covid-19 that broke up at the end of 2019 is a rather convincing example of how fast these diseases can spread by aerosol. Therefore, rapidly and effectively detecting them is very important and crucial for disease control and human health protection (Zhang, Bi, Liu, & Qiao, 2018). To monitor these pathogenic airborne microorganisms (Hong, Kang, Lee, Kim, & Jung, 2015), the first key step is to sample bioaerosols. There are various types of bioaerosols with sizes ranging from 20 nm to 200 microns in diameter (Mazzoli & Favoni, 2012). In addition, they are suspended along with other particles, such as dusts, droplets, salts, etc. Therefore, efficient separation, collection or capture of the target bioaerosols from background environment is the foremost step prior to subsequent bioanalysis (Bian et al., 2016). Traditional methods for isolation and identification of the target aerosols, such as the semi-quantitative plate sedimentation culture method (Yu, Li, Li, Tang & He, 2017), mass spectrometry (MS) (Pietrowska et al., 2009), and loop-mediated isothermal amplification (LAMP) (Han, 2013) are time-consuming, difficult and complicated (Zhang et al., 2018).

Microfluidics, a new technique rapidly developed since 1990s, becomes another prominent method to provide direct capture and downstream airborne pathogen analysis (Metcalfe, Narayan, & Dutcher, 2018; Sui & Cheng, 2014). Over the past few years, several studies have demonstrated separation of submicron aerosols and bioaerosols on microchips according to their inertial differences, size differentiation and special structure (Schaap, Chu, & Stoebber, 2012), which have shown significant advantages of being simple, rapid, portable and low-cost. For example, Chin et al. (Chin et al., 2011) used microfluidics to enable a single, easy-to-use point-of-care (POC) diagnostics and early detection of infectious diseases. Jing et al. (2013, 2014) successfully developed a simple microfluidic device for capture and enrichment of airborne bacteria by
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Table 1: Comparison of parameters in a liquid (water)–particle system and an air–particle system in a square microfluidic channel.

| Parameters             | Liquid–particle system | Air–particle system |
|------------------------|------------------------|---------------------|
| Same                   | 1000 kg/m³             | 1000 kg/m³          |
| Particle density, ρ₀    | 5 μm                   | 25 μm               |
| Channel height, H       | 4.04 m/s               | 4.04 m/s            |
| Difference             |                        |                     |
| Fluid density, ρ_f      | 1000 kg/m³             | 1.205 kg/m³         |
| Fluid dynamic viscosity, μ_f | 1.01 × 10⁻³ Pa s | 1.79 × 10⁻⁵ Pa s   |
| Fluid kinematic viscosity, ν_f | 1.01 × 10⁻⁶ m²/s | 1.48 × 10⁻⁵ m²/s |
| Channel Reynolds number, Re   | 100                    | 6.8                 |
| Particle Stokes number, S_p | 0.22                  | 12.54               |

Subsequently, the differences between the air–particle system and the conventional liquid–particle system are discussed. As shown in Table 1, the physical parameters of the two systems, such as particle density ρ₀, particle diameter D_p, channel height H, and inlet fluid average velocity U_0, are set to be the same. The air density ρ_0 is 1.205 kg/m³, which is much lower than that of liquid with 1000 kg/m³. This yields that the fluid kinematic viscosity in the air–particle system is larger than that in the liquid–particle system, while the fluid dynamic viscosity in the former is much lower than that in the latter system. For example, the dynamic viscosity μ_f and kinematic viscosity ν_f of air are approximately 1.79 × 10⁻⁵ Pa s and 1.48 × 10⁻⁵ m²/s, respectively. Those of liquid (i.e., water), however, are approximately 1.01 × 10⁻³ Pa s and 1.01 × 10⁻⁶ m²/s, respectively. As a result, the fluid’s inertial, i.e., channel Reynolds number, is considerably smaller in the air–particle system than that in the liquid–particle system. In contrast, the particle’s inertial, i.e., Stokes number (Brennen, 2005), is far greater in the air–particle system than that in the liquid–particle system. Here, the channel Reynolds number Re and particle Stokes number S_p are defined as follows (Akhatov, Hoey, Swenson, & Schulz, 2008b; Hoey, Lutfurakhmanov, Schulz, & Akhatov, 2012):

\[ Re = \frac{\rho_f U_0 H}{\mu_f} \]

(1)

\[ S_p = \frac{\tau_p}{\tau_r} = \frac{\rho_f D_p^2 / 18 \mu_f}{H / U_0} = \frac{\rho_f D_p^2 U_0}{18 \mu_f H} \]

(2)

where τ_p and τ_r are, respectively, the relaxation times of the particle motion and fluid flow. Particles with small Stokes number can easily follow the fluid flow, while particles with large Stokes number can detach from fluid flow when the fluid flow changes magnitude or direction. Larger Stokes number will also induce particles to lag behind the fluid in fluid-driven particle motion, and produces a larger slip-shear velocity between particle and fluid (Akhatov, Hoey, Swenson, & Schulz, 2008a; Deng et al., 2008; Jebbakumar, Premnath, & Abraham, 2016). As shown in Table 1, particle Stokes number is merely 0.22 at moderate Reynolds number (Re = 100) in a liquid–particle system, while it becomes 12.54 at low Reynolds number (Re = 6.8) in an air–particle system. Therefore, the ratio of the particle Stokes number to fluid Reynolds number in an air–particle system is 1.84, which is nearly 10³ times of that in a liquid–particle system (i.e., 2.2 × 10⁻¹). This result suggests that the particle’s inertia is relatively more significant in the air–particle system.

In order to explain particle’s motion and behavior, we further analyze forces acting on particles. In the liquid–particle system, there are two dominant forces: shear gradient lift force induced by the parabolic velocity profile and the wall-induced lift force caused by the hydrodynamic repulsive effect between particle’s surface and channel wall (Amini, Lee, & Di Carlo, 2014; Martel & Toner, 2014; Zhang et al., 2016). The former force directs towards the wall and the latter towards the channel centerline, as schematically shown in Fig. 1a. The balance of these two forces eventually focused the particle to an equilibrium position in the crossflow direction.

Using an S-shaped microchannel and staggered herringbone mixer structures. Hong et al. (2015) presented a curved microchannel to separate viruses and bacteria from large particles by centrifugal force. Recently, a double-spiral sawtooth wave-shaped microchannel with herringbone structures was designed, fabricated, and tested for efficient capture of bacterial from polluted air (Bian et al., 2016). Liu et al. (2016) fabricated a first portable direct analysis system for the rapid detection of airborne pathogen using a microfluidic chip which has both enrichment and identification functions. Yin, Wan, and Mason (2017) demonstrated an L-shape pillar-based deterministic lateral displacement (DDL) microfluidic device for portable and real-time monitoring of PM_{2.5}.

However, the aforementioned designs mainly depend on experience. The particle’s detailed motion in microchannels remains unclear, though a large body of research has been devoted to particles’ motions suspended in liquid (Lu, Liu, Hu, & Xuan, 2017; Su, Chen, & Hu, 2018; Zhang et al., 2016) instead of air. In a straight liquid microchannel, initial randomly distributed neutrally buoyant particles will finally migrate to several symmetric equilibrium positions due to the inertial effect (Liu, Hu, Jiang, & Sun, 2015; Martel & Toner, 2014; Zhang et al., 2016). The viscoelasticity of fluid (Xiang, Dai, & Ni, 2016; Yuan et al., 2018) and complex channel (Jiang, Huang, Zhao, Tang, & Xiang, 2018; Kim et al., 2016) also significantly affect the particle migration dynamics. However, the aerosol particles are no longer neutrally buoyant in air since the properties of air medium are significantly different from those of liquid medium, especially density and viscosity. The dynamics and transport process of aerosol particles are expected to be different from those of particles immersed in liquid medium. Motivated by this and the spread of Covid-19 virus in aerosol particles, we investigate the detailed dynamics of aerosol particles in microfluidic channels by fully resolved simulation based on immersed boundary-lattice Boltzmann method (IB-LBM) without using any empirical formula for forces acting on the particle.

Theoretical analysis

The air flow in a microchannel can be described by the Knudsen number, Kn = λ/L, which is the ratio of the mean free path of air, λ, to the representative geometry length scale, L. Here, L is the hydraulic diameter of the straight, 3D microchannel with a rectangular cross-section, D_h = 2HW/(H + W), with H and W being height and width of the microchannel, respectively. The calculated Kn > 1.0 according to the physical conditions in this study, suggesting that the flow is continuum in the current study and the geometry boundary is no-slip. On the other hand, the aerosol particles simulated in this work are finite size with diameters ranging from 2.5 μm to 10 μm and the corresponding Pecllet number is significantly larger than 1. Therefore, the Brownian motion is minor and can be ignored. In addition, the particles are assumed to be rigid, spherical and inertia, and the research focuses on their inertial migration behaviors in a straight, 3D microfluidic channel.
However, in an air–particle system, there are at least two additional forces, as shown in Fig. 1b. One is the Saffman lift force (Akhatov et al., 2008a; Saffman, 1965) induced by the large slip–shear velocity between fluid and particle. This force directs towards the channel centerline when the particle lags behind the fluid, while towards the wall when it leads the fluid. The other is the buoyant force as a result of the large density ratio of the heavy particle to the air fluid, which approximates $O(10^3)$. Its direction remains towards downward because the gravity always directs towards downward. In fact, because the particle has a finite size, the slip–shear velocities between its two ends, one of which is close to the channel center with a high air velocity and the other is close to the channel wall with a low air velocity, are unequal. This may cause the particle to rotate and generates another lateral force on the particle, called Magnus force (Barkla & Auckterlonie, 1971). Its direction changes depending on the rotation direction of the particle and its magnitude depends on the relative angular rate (Hoey et al., 2012). Therefore, there are at least four or more forces governing the particle motion in an air–particle system. In addition, the smaller dynamic viscosity in the air–particle system can cause the velocity profile to be steeper with much larger shear rate (Bruus, 2008), as shown in the left part of Fig. 1b. This will increase the shear gradient lift force. As a result, the force acting on a particle in an air–particle system is much more complicated and significantly distinct from that in the liquid–particle system. Note that Akhatov’s group (Akhatov et al., 2008a, 2008b; Hoey et al., 2012) have extensively explored the force model of particle motion for the 3D direct-write technologies based on aerosol jet system. However, their model is not applicable for the conditions in this study. One reason is that the fluid velocity is very high ($50$–$200$ m/s) in the aerosol direct-write system with a certain compressible effect, while it is low (less than $10$ m/s) in the aerosol sampling system with incompressible effect. Another reason is that the finite size of the particle in the former system is neglected, which should be considered in microfluidics as indicated by many previous literatures (Amini et al., 2014; Amini, Sollier, Weaver, & Carlo, 2012; Di Carlo, Edd, Humphry, Stone, & Toner, 2009) and the simulation results depicted in Section “Results and discussions”.

In this work, we implemented the fully resolved direct numerical simulation (FR-DNS) (Maxey, 2017) based on immersed boundary-lattice Boltzmann method (IB-LBM) to consider all the forces and the finite-size effect. By doing this, the construction of the complicated force model acting on a particle is avoided, while it is the key in the conventional Euler-Lagrangian method based on a point particle model (Akhatov et al., 2008b; Lee, Hwang, Kim, Kim, & Lee, 2013; Tayakoli, Mitra, & Olfert, 2011). The current study aims to present a detailed and consolidated comparison between single particle focusing behavior in the air–particle system and the conventional liquid–particle system. The effects of channel Reynolds number, particle’s initial position, particle’s diameter, and particle’s density are considered.

**Numerical methods**

The numerical simulations were carried out by an in-house CFD code, PFlows, based on the immersed boundary coupling with lattice Boltzmann method (IB-LBM) (Jiang, Li, & Liu, 2020a, 2020b; Jiang & Liu, 2019; Jiang, Zhang, & Liu, 2018). The lattice Boltzmann method (Aidun & Clausen, 2009; Chen & Doolen, 1998) has been a popular CFD numerical tool due to its advantages in simplicity, meshless, efficiency, and parallel scalability. Ladd (Chun & Ladd, 2006; Ladd, 1994a, 1994b) employed the IB-LBM for the simulation of particle migration behaviors in straight channels and calculated the interaction forces. It has been used by several groups in the research of liquid–particle system in microfluidics (Asmolov, Dubov, Nizkaya, Harting, & Vinogradova, 2018; Haddadi & Di Carlo, 2017; Wu, Chen, Wang, & Chung, 2016) and gas–particle system (Lu, Liu, Li, et al., 2017; Xiong et al., 2012). Recently, immersed boundary method (IBM) (Mittal & Iaccarino, 2005) was further coupled with the LBM to overcome certain shortcomings, such as calculation complexity of distinguishing interface between particle boundary and fluid, particle boundary unsmooth and pseudo oscillation of hydrodynamic force. Sun et al. (Jiang, Tang, Xiang, & Ni, 2016; Sun & Bo, 2015; Sun, Jiang, Xiang, & Ni, 2013; Sun, Wang, Dong, & Sun, 2016) have successfully applied this method to the particle–fluid interaction and complex particle dynamics in fluid–particle systems, including the moving, rotation, migration and focusing of a single particle or particle group in straight and non-straight microchannels.

In the IB-LBM coupled method, the fluid flow is solved by LBM based on fixed Cartesian orthogonal lattices and the particle is represented by a large number of moving Lagrangian points uniformly distributed at its surface. The particle–fluid hydrodynamic interaction is solved by the communication between the fixed fluid lattices and the moving surface points at the local region near the immersed particle surface (boundary). The details and validations
of the numerical method can be referred to Jiang and Liu (2019),
Jiang, Qian, and Liu (2018), which is briefly described below.

**Immersed boundary-lattice Boltzmann method**

For incompressible viscous flows laden with particles in this case, we adopt the single-relaxation time (SRT) LBGK model with the external force term (Guo, Zheng, & Shi, 2002a; Qian, D’Humières, & Lallemand, 1992) as

\[
f_{\alpha}(\mathbf{x} + \mathbf{e}_\alpha \Delta t, t + \Delta t) = f_{\alpha}(\mathbf{x}, t) - \frac{1}{\tau} \left[ f_{\alpha}(\mathbf{x}, t) - f_{\alpha}^{\text{eq}}(\mathbf{x}, t) \right] + f_a(\mathbf{x}, t) \Delta t,
\]

(3)

where \( f_{\alpha} \) is the velocity distribution function of a fluid particle moving in the \( \alpha \)th direction. In this study, 19 discrete directions of the D3Q19 model for 3D flows are adopted. \( \mathbf{e}_\alpha \) is the discrete velocity. The discrete velocity vectors \( \mathbf{e}_\alpha \) are given by

\[
[\mathbf{e}_\alpha, \alpha = 0, \ldots, 18] = \frac{c}{\sqrt{2}} \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

(4)

where the lattice speed \( c = \Delta x / \Delta t \), \( \Delta x \) and \( \Delta t \) are respectively the lattice spacing step and time step, \( f_{\alpha}^{\text{eq}} \) is the equilibrium distribution function with a form of

\[
f_{\alpha}^{\text{eq}} = \omega_\alpha \rho \left[ 1 + \frac{3}{c^2} (\mathbf{e}_\alpha \cdot \mathbf{u}) + \frac{9}{2c^4} (\mathbf{e}_\alpha \cdot \mathbf{u})^2 - \frac{3}{2c^2} \right],
\]

(5)

with \( \mathbf{u} \) being the fluid velocity, \( \omega_\alpha \) is the corresponding weighting coefficients, as \( \omega_0 = 1 / 3, \omega_{1-6} = 1 / 18, \) and \( \omega_{7-18} = 1 / 36. \) The last term \( f_a(\mathbf{x}, t) \) at the right-hand side of equation (3) is the external force term, defined as

\[
f_a(\mathbf{x}, t) = \left( 1 - \frac{1}{2\tau} \right) \rho \left[ \frac{3}{c^2} (\mathbf{e}_\alpha - \mathbf{u}(\mathbf{x}, t)) + \frac{9}{2c^4} (\mathbf{e}_\alpha - \mathbf{u}(\mathbf{x}, t))^2 - \frac{3}{2c^2} \right] \cdot \mathbf{f}(\mathbf{x}, t),
\]

(6)

where \( \mathbf{f}(\mathbf{x}, t) \) is the local force term acting on the fluid calculated by immersed boundary method. \( \tau \) is the dimensionless relaxation time, determined by \( \tau = 0.5 + 3v/(c^2 \Delta t) \). The fluid density \( \rho \) and velocity \( \mathbf{u} \) corrected by the contribution from the immersed boundary force density \( \mathbf{f}(\mathbf{x}, t) \) are as follows:

\[
\rho = \sum_{\alpha} f_{\alpha},
\]

(7)

\[
\mathbf{u} = \frac{1}{\rho} \sum_{\alpha} \mathbf{e}_\alpha \rho f_{\alpha} + \frac{\Delta t}{2\rho} \mathbf{f}(\mathbf{x}, t).
\]

(8)

The immersed boundary method is usually implemented in three main steps:

**Velocity Interpolation**: the first step is to solve the intermediate fluid velocity \( \mathbf{u}_{\text{ib}} \) at the particle surface by interpolating the fluid velocity \( \mathbf{u}_t \) from the nearby Eulerian lattices \((x_t, y_t, z_t)\) to the Lagrangian points \((x_\alpha, y_\alpha, z_\alpha)\), as

\[
\mathbf{u}_{\text{ib}} = \sum_{t} \mathbf{u}_t \frac{1}{\Delta x^3} \delta \left( \frac{x_t - X_\alpha}{\Delta x} \right) \delta \left( \frac{y_t - Y_\alpha}{\Delta y} \right) \delta \left( \frac{z_t - Z_\alpha}{\Delta z} \right) \Delta x^3.
\]

(9)

**Boundary force calculation**: the second step is calculating the IB-related force density at the Lagrangian points according to the no-slip boundary condition

\[
\mathbf{f}_{\text{bn}} = \frac{2\rho_b}{\Delta t} (\mathbf{U}_{\text{bn}} - \mathbf{u}_{\text{bn}}).
\]

(10)

**Boundary force spreading**: the third step is spreading the obtained force density \( \mathbf{f}_{\text{bn}} \) from the Lagrangian points to the neighboring Eulerian lattices

\[
f_t = \sum_{\alpha} \mathbf{f}_{\text{bn}} \left( \frac{\Delta x}{\Delta t} \right) \delta \left( \frac{x_t - X_\alpha}{\Delta x} \right) \delta \left( \frac{y_t - Y_\alpha}{\Delta y} \right) \delta \left( \frac{z_t - Z_\alpha}{\Delta z} \right) \cdot (\mathbf{d} \cdot \mathbf{n}),
\]

(11)

where \( \mathbf{d} \) and \( \mathbf{n} \) are respectively the boundary thickness and the surface area of the surface point \( n \). The obtained boundary force \( f_t \) can be substituted to the right-hand side of the Eqs. (6) and (8) to correct the fluid flow. In the interpolation and spreading steps according to Eqs. (9) and (11), the regularized Dirac delta function \( \delta(\cdot) \) is used, due to its smooth, compact support and calculation efficiency. Here we use the 4-points functions (Peskin, 2002) corresponding to the maximum scope of influence 4 lattices for each boundary Lagrangian point as:

\[
\delta(r) = \begin{cases} 
0, & |r| \geq 2,
\end{cases}
\]

(12)

\[
\begin{cases}
\frac{1}{8} \left( 5 - 2|\mathbf{r}| - \sqrt{7 - 12|\mathbf{r}| - 4|\mathbf{r}|^2} \right), & 1 \leq |\mathbf{r}| < 2,
\end{cases}
\]

\[
\frac{1}{8} \left( 3 - 2|\mathbf{r}| + \sqrt{1 + 4|\mathbf{r}| - 4|\mathbf{r}|^2} \right), & 0 \leq |\mathbf{r}| < 1
\]

Based on this, the hydrodynamic force \( \mathbf{f}_h \) and moment \( \mathbf{T}_h \) acting on the particle can be directly calculated by integrating the surface forces and moments as:

\[
\mathbf{f}_h = \sum_{\alpha} \mathbf{f}_{\text{bn}} \cdot (\mathbf{d}\mathbf{n} \cdot \mathbf{d} \mathbf{n}),
\]

(13)

\[
\mathbf{T}_h = \sum_{\alpha} \mathbf{f}_{\text{bn}} \cdot (\mathbf{d}\mathbf{n} \cdot \mathbf{d} \mathbf{n}) \times \mathbf{r}_n,
\]

(14)

with \( \mathbf{r}_n \) being the arm of the force.

**Governing equations for particle motion**

The governing equations for the translational and rotational motions of particles using the Newton’s second law are as follows:

\[
\mathbf{m}_p \ddot{\mathbf{x}}_p + \mathbf{f}_p = \mathbf{f}_h + \mathbf{f}_p + \mathbf{F}_{p-p/w}
\]

(15)

\[
\dot{\mathbf{u}}_p^{\text{t+1}} = \frac{\Delta t}{\Delta t} \mathbf{u}_p^{\text{t}} + 0.5 (\mathbf{u}_p^{\text{t+1}} + \mathbf{u}_p^{\text{t}})
\]

(16)

\[
\frac{\mathbf{x}_p^{\text{t+1}} - \mathbf{x}_p^{\text{t}}}{\Delta t} = 0.5 (\mathbf{u}_p^{\text{t+1}} + \mathbf{u}_p^{\text{t}})
\]

(17)

\[
\mathbf{I}_p \dot{\omega}_p^{\text{t+1}} = \mathbf{T}_h
\]

(18)

\[
\frac{\omega_p^{\text{t+1}} - \omega_p^{\text{t}}}{\Delta t} = 0.5 (\omega_p^{\text{t+1}} + \omega_p^{\text{t}})
\]

(19)

\[
\frac{\dot{\theta}_p^{\text{t+1}} - \dot{\theta}_p^{\text{t}}}{\Delta t} = 0.5 (\dot{\theta}_p^{\text{t+1}} + \dot{\theta}_p^{\text{t}})
\]

(20)

where \( \mathbf{m}_p \) and \( \mathbf{I}_p \) are the mass and moment inertia of the \( p \)th particle, respectively. \( \mathbf{a}_p \), \( \mathbf{u}_p \), \( \mathbf{a}_f \), \( \mathbf{w}_p \), and \( \mathbf{\theta}_p \) are the translation acceleration and velocity, rotational acceleration, rotational velocity and angular of the \( p \)th particle, respectively. The second term of the right-hand side of Eq. (15) represents the buoyant force as \( \mathbf{F}_b = (\rho_f / \rho_p - 1) \cdot \mathbf{mg} \), which is constant due to the constant densities of fluid and particle. The term \( \mathbf{F}_{p-p/w} \) is the short range interaction force between particle and particle/wall, which can be calculated by lubrication model when the net distance between the particle surface and the channel wall is less than a lattice (Nguyen & Ladd, 2002).
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**Code validation**

To validate the accuracy of our in-house code based on the IB-LBM, two benchmark cases were implemented. The first one is the lateral migration of a freely moving and neutrally buoyant particle in a 3D square microchannel filled with liquid at $Re = 100$, referred to the previous literature (Lashgari, Ardekani, Banerjee, Russom, & Brandt, 2017). The geometry and the particle migration trajectories in the channel cross-section are shown in Fig. 2a and b. Two obvious migration steps were observed: the first fast migration from the initial position to the equilibrium plane parallel to the wall and the second slow migration to the final equilibrium position along the isoplane of the streamwise velocity. In addition, the particles from different initial positions except the symmetric planes migrated to the same equilibrium position (approximately 0.2H away from the channel wall). The qualitative migration processes and quantitative equilibrium position both agree well with the literature (Lashgari et al., 2017). In the second case, we calculated the lateral lift force coefficient $f_L = f_L / (\rho U^2 L / \eta)$ for further quantitative comparison, which has been obtained by Di Carlo et al. (2009) and Nakagawa et al. (2015) with finite element method and immersed boundary method, respectively. $F_L$ is the lateral lift force on the particle and can be solved by Eq. (13). In this case, the particle is fixed in the y and z directions while freely moving in the streamwise x direction and freely rotating in any direction. The results are shown in Fig. 2c, which shows that our results also agree well with the corresponding results from the literature (Di Carlo et al., 2009; Nakagawa et al., 2015).

**Simulation setup**

In this work, a straight microchannel with constant square cross-section was used and scaled as $L \times H = 90 \times 20 \times 20 \mu$m, as shown in Fig. 3a. The Poiseuille flow in this microchannel is driven by the pressure difference $\Delta P$ applied between inlet and outlet. The hollow arrowhead depicts the flow direction. The fluid flow are characterized by an approximate theoretical average bulk velocity $U_b$ and the corresponding channel Reynolds number defined as $Re = \Delta P H^2 / 32 \mu L$ and $Re_e = \rho U_b H / \mu$ (Sun et al., 2016), respectively. The inlet and outlet boundary conditions are set to be periodical. The velocity and pressure boundary conditions at the wall, inlet and outlet are implemented by non-equilibrium extrapolation method with second order accuracy (Guo, Zheng, & Shi, 2002b). The lattice grid step is set as $\Delta x = 0.3125 \mu$m after grid independence test for the uniform and orthogonal lattices, as shown in Fig. 3b. The number of the lattices is $289 \times 65 \times 65 = 1.22$ million. The resolution of particle diameter is $d_p / \Delta x = 16$ for the PM$_{5.0}$ particle and 790 Lagrangian points are uniformly distributed at its surface to represent the particle. The time step is set as $\Delta t = 2.5 \times 10^{-9}$ s to ensure that the relaxation time $\tau$ and Mach number $Ma$ can satisfy $0.5 < \tau < 1.0$ and $Ma < 1$ for accuracy and stability requirements. Initially, the fluid flow is fully developed and the particle is static (i.e.,
the initial velocity of the particle is zero). In addition, all the calculations are speedup by MPI parallel strategy on 12 computational cores.

Results and discussions

Interactions between fluid and particle

In the present work, the simulation is firstly carried out for PM$_{5.0}$ particle at Re$_c$ = 2. Fig. 4 shows the air streamwise velocity, shear rate and shear rate gradient at the cross section of the straight microchannel. The air velocity, shear rate and the shear rate gradient are all significantly disturbed due to the presence of a finite-size PM$_{5.0}$ particle. When particle is absent, they are symmetrical based on the horizontal midline, vertical midline and diagonal lines, as shown in Fig. 4a–c. The maximum value of the velocity and the minimum value of the shear rate are at the center of the channel, while the minimum values of the shear rate gradient are positioned at the four diagonal lines. However, when a particle is present, it occupies a certain volume and hence changes the distribution of flow field around the particle to be asymmetrical, as shown in Fig. 4d–f. In addition, the shear rate and shear rate gradient are bigger in the vicinity of the particle. These phenomena are the results of the relative slip motion between particle and fluid caused by the large value of particle’s Stokes number, and will have significant influence on the particle’s motion. For example in Fig. 4e, the shear rate at the bottom zone below the particle is much larger than that at the overhead zone above the particle. This will cause particle to rotate from up to bottom, with the direction depicted by the red dashed arrow. Rotation will generate the Magnus force (Barkla & Auchterlonie, 1971) to push the particle moving towards the channel center. However, it should be pointed out that this effect cannot be obtained by the traditional Eulerian-Lagrangian method, in which the particle is only treated as a Lagrangian point.

Fig. 5 shows the middle x-z plane view of the fluid pressure $P^*$, streamwise velocity $U$ and vertical velocity $W$ in the presence of a single particle located at non-symmetrical position $Z^* = 0.85$ (Fig. 5a–c) and symmetrical position $Z^* = 0.5$ (Fig. 5d–f). The pressure $P^*$ has been nondimensionalized based on $P_0$ as $P^* = P/P_0$. The particle’s coordinates have been nondimensionalized based on the channel height as $X^* = x_p/H$, $Y^* = y_p/H$ and $Z^* = z_p/H$. The pressure strip from left to right can be obviously observed in Fig. 5a and d because the fluid is driven by the pressure difference $\Delta P$ between left inlet with $P_{in} = P_0 + 0.5\Delta P$ and the right outlet with $P_{out} = P_0 - 0.5\Delta P$. The flow field is significantly disturbed by the particle only at the local positions closed to the particle. Due to the interaction between particle and channel wall, fluid pressure is low at left and high at right over the particle, while high at left and low at right below the particle, as shown in Fig. 5a. This will promote on the particle’s surface from left to right at the lower part of the particle and from right to left at the upper part of the particle, and hence generates a particle rotation with a counter-clockwise direction as depicted by the black curved arrow in Fig. 5a. Conversely, the particle counter-clockwise rotation will induce fluid flowing upward at right and downward at left in Fig. 5c because the non-slip boundary condition should be satisfied. However, when the particle is located at the central plane between the top and bottom walls, both the fluid pressure and velocity are symmetrical to the particle’s horizontal axis, as shown in Fig. 5d–f. The symmetrical distribution of pressure cannot induce particle rotation.

Furthermore, the pressure distribution at the particle’s surface is obtained by interpolation calculation as shown in Fig. 6. The dimensionless pressure coefficient is defined as $C_p = (P - P_0)/(0.5 \rho_0 U^2)$. The pressure coefficient at the position closing to the wall is relatively larger than that located at the channel center. It is symmetrical about the horizontal axis, large at the upstream surface and small at the downstream surface, as shown in Fig. 6b and d. Therefore,
Fig. 5. Middle x-z plane view of the contour plot of the fluid dimensionless pressure $P^*$ ($P^* = P/P_0$), streamwise x-velocity $U$ and vertical z-velocity $W$ in the microchannel for particle’s location at $Z^* = 0.85$: (a)–(c) and $Z^* = 0.5$: (d)–(f) at $Y^* = 0.5$ and $Re_c = 2$.

Fig. 6. The contour plot of the dimensionless pressure coefficient at the particle surface with its center located at $Z^* = 0.85$ (a, c) and $Z^* = 0.50$ (b, d) at $Re_c = 2.0$ and $\rho^*_p = 830$. Red curved arrows depict the rotational direction of the particle.
the particle can be pushed by the pressure difference at its surface and translate horizontally with no rotation. However, the distribution of the pressure coefficient is non-uniform when the particle is near the channel wall. As can be seen in Fig. 6a and c, the pressure difference between upstream surface and downstream surface is negative on the upper part while positive on the lower part. Hence, the generated pressure forces $F_1$ and $F_2$ produce moment about the particle’s center with arm $L_1$ and $L_2$, ultimately yielding particle rotation in the counter-clockwise direction.

Particle’s motion and focusing

We fix the particle at $y$ and $z$ coordinates and it translates in $x$ direction with free rotation. Fig. 7a and b shows the streamwise velocity $u_p$ and dimensionless angular velocity $\omega_p^* (\omega_p^* = 0.5d_p \omega_p/U)$ of the PM$_{5.0}$ particle for different particle density ratios, $\rho_p^* (\rho_p^* = \rho_p/\rho_l)$. The particle’s velocities are lower than the fluid velocities at the same positions, as shown in Fig. 7a. Particles with high density ratio, i.e., heavier particles, have lower velocities. It suggests that these aerosol particles lag behind fluid, and heavier particles lag behind even more, which are the source of the Saffman force as described in Section “Theoretical analysis”. Interestingly, we find that the dimensionless angular velocity $\omega_p^*$ varies linearly with the particle position $Z^*$, and is not affected by the particle density (Fig. 7b). The value of the dimensionless angular velocity $\omega_p^*$ is positive when the particle is at the lower part ($Z^* < 0.5$), and becomes negative when the particle is at the upper part ($Z^* > 0.5$). This suggests that the passive particle driven by the Poiseuille flow always rotates in a direction from channel center forward to channel wall and experiences Magnus force towards channel center, as shown in Fig. 7(c). When it travels through channel center from upward to downward the direction of the rotation and corresponding Magnus force will reverse.

The lateral lift force coefficient $f_L$ is also obtained as shown in Fig. 7d. The lift force coefficient of the aerosol particle has the same trend as that of the neutrally buoyant particle in the liquid–particle system (in Fig. 2c). The points A and B corresponding to zero value of $f_L$ are the lower and upper equilibrium positions. And the heavier particle prefers an equilibrium position slightly closer to the channel center. Point C may be also an equilibrium position, which is higher than the channel center due to the balance of the lift force to the negative gravity. However, we consider that it is an unstable equilibrium position like that in the liquid–particle system (Abbas, Magaud, Gao, & Geoffroy, 2014; Nakagawa et al., 2015).

Next, the particle is placed at different initial positions $Z^*$ at the fixed symmetric and vertical midline $Y^* = 0.5$ to freely move after the fluid flow is calculated to be stable. Fig. 8 shows the trajectories of a single particle. Particles eventually reach two stable equilib-
rium positions (upper $Z^* = 0.756$ and lower $Z^* = 0.241$) after experiencing an overshoot. This overshoot is due to the large relative velocity difference between fluid and particle at the beginning, which generates large Saffman force (Fan, McFarland, & Anand, 1992) driving particles moving towards the channel center. However, these overshoots are finally eliminated by other lateral lift forces. Due to the gravity effect, the particles initially close to the channel center prefer migrating to the lower equilibrium position. In addition, the upper equilibrium position is slightly unsymmetrical with the lower one due to gravity effect.

Furthermore, we found that the equilibrium positions in the air–particle system are different from those in the liquid–particle system. In a liquid–particle system, generally there are 9 equilibrium points (Abbas et al., 2014; Nakagawa et al., 2015; Zhang et al., 2016): 4 stable points at the vertical and horizontal midlines, 4 unstable points at the diagonal lines and 1 unstable point at the channel center point, as shown in Fig. 9a. They are all symmetrical in both horizontal and vertical directions. However, in the air–particle system there are only 6 equilibrium points (1–6), as shown in Fig. 9b. They are symmetrical only in the horizontal direction, i.e., left to right, by the vertical middle plane ($Y^* = 0.5$), while un-symmetrical in the vertical direction, i.e., the gravity direction or up to bottom. In addition, the two equilibrium points (1–2) at the vertical midlines are unstable, while the other four equilibrium points (3–6) at the vicinity of the diagonal lines are stable. This stability phenomenon will be further confirmed in Section “Effects of the initial particle position” and however, are contrary to those in the liquid–particle system as mentioned above.

**Effects of the initial particle position**

We also found that different initial particle positions significantly influence the particle’s path and final equilibrium position. This is because the velocity gradient and the relative velocity at different positions are different, yielding different values of the lift forces. Fig. 10a and b shows the particle movement with initial positions at the midlines and diagonal lines, and the inner zone. The hollow circles represent the initial positions of the particles. We can clearly observe six different equilibrium points, as shown by the solid circles. In the liquid–particle system particle always migrates to the nearby equilibrium point located in the same 1/8 zone. In other words the initial position and the final equilibrium position of the same particle are in the same 1/8 triangle zone, as can be shown in Fig. 2c and previous literatures (Abbas et al., 2014; Chun & Ladd, 2006; Nakagawa et al., 2015). However, in Fig. 10 we can see that some particles have initial and final equilibrium positions positioned at different 1/8 triangle zones. In addition, only the particle initially located in the vertical midline is still focused at the vertical midline. All other particles even ones very close to the vertical midline migrate to the equilibrium positions below the diagonal lines. This indicates that the two equilibrium positions at the vertical midlines are not stable since a particle slightly disturbed away from the vertical midline will not migrate to the two equilibrium positions. The other four equilibrium positions at the vicinity of the diagonal lines are stable because particles eventually migrate to these positions if the initial positions are not at the vertical midlines, as shown in Fig. 10a and b.
Effects of the particle's density

Fig. 11a and b illustrates the particle's streamwise trajectories affected by different particle densities. They show that particles with a higher density have a larger overshoot and longer streamwise distance to reach their equilibrium positions. This is because heavier particles have higher inertia due to their larger Stokes number depending on density \( \rho_p \). However, as the lift force coefficient discussed in Section “Particle’s motion and focusing”, the particle’s final equilibrium positions are not affected obviously by the particle’s density except selecting either the upper one (\( Z^* \approx 0.754 \)) or the lower one (\( Z^* \approx 0.241 \)). When particle have a lower density, it behaves approximately like the neutrally buoyant particle in the liquid–particle system, directly migrating to the nearest equilibrium position. The overshoot increases as the particle density increases. If the particle across the horizontal midline to enter another local zone, it will not return to its original equilibrium position and finally reach another equilibrium position.

Effects of the particle’s diameter

Lateral forces acting on the particle originate from the fluid pressure and velocity around the particle. These parameters change as the diameter of the particle varies. Fig. 12 presents the effect of particle’s diameter on the fluid streamwise velocity at the cross section corresponding to the particle’s center when the particle reaches its equilibrium position. The surface color of the particle depicts its \( x \)-velocity. It can be observed that larger particle occupies larger volume and has lower velocity, hence disturbs the fluid flow more significantly. And intuitively larger particle migrates closer to the channel’s wall.

Here, we define a parameter to investigate the effect of the particle’s diameter on the equilibrium position by the ratio of the net distance between the particle’s surface and the channel wall to the channel height as

\[
\tilde{Z}^* = (Z_p - 0.5D_p)/H.
\]

According to the definition, \( Z^* \) is a dimensionless quantity that increases from zero as the particle moves from the bottom wall to the top wall. Fig. 13 shows the migration process and the final equilibrium position of particles with different diameters. Small particle (\( D_p = 2.5 \mu m \)) focuses faster and has the tendency to follow the flow direction. While larger particles migrate to lower positions with an oscillation.
Conclusions

The motions of finite size aerosol particles in straight, three-dimensional microchannels with constant rectangular cross-section are investigated by IB-LBM simulations to observe their inertial migration behavior. The initial position, diameter, density of the particle and the fluid Reynolds number are found to be the critical parameters. Conclusions are listed as follows:

1. The forces exerting on the particle in the air–particle system are more complex than those in the liquid–particle system. The additional Saffman and Magnus forces may dominate when the fluid Reynolds number is relatively high.

2. Similar to the liquid–particle system, there are two steps during the particle migration process in the air–particle system. The first is the fast migration through the streamwise velocity contour, and the second is the slow migration along the streamwise velocity contour towards the closest equilibrium position.

3. There are six equilibrium positions. Two unstable equilibrium positions are located at the vertical midlines, while four stable equilibrium positions locate beneath the diagonal lines. They are symmetrical in horizontal direction while unsymmetrical in vertical direction due to gravity effect.

4. Particles have an overshoot prior to reach their equilibrium positions, and the degree of this overshoot increases as the particle’s diameter and density increase.

5. The initial position of the particle affects the migration trajectory and the final equilibrium positions.

6. High Reynolds number can cause particle oscillation near the final equilibrium position.
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