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Abstract

Time-division-duplexing massive multiple-input multiple-output (MIMO) systems estimate the channel state information (CSI) by leveraging the uplink-downlink channel reciprocity, which is no longer valid when the mismatch arises from the asymmetric uplink and downlink radio frequency (RF) chains. Existing works treat the reciprocity mismatch as constant for simplicity. However, the practical RF chain consists of nonlinear components, which leads to nonlinear reciprocity mismatch. In this work, we examine the impact and the calibration approach of the nonlinear reciprocity mismatch in massive MIMO systems. To evaluate the impact of the nonlinear mismatch, we first derive the closed-form expression of the ergodic achievable rate. Then, we analyze the performance loss caused by the nonlinear mismatch to show that the impact of the mismatch at the base station (BS) side is much larger than that at the user equipment side. Therefore, we propose a calibration method for the BS. During the calibration, polynomial function is applied to approximate the nonlinear mismatch factor, and over-the-air training is employed to estimate the polynomial coefficients. After that, the calibration coefficients are computed by maximizing the downlink achievable rate. Simulation results are presented to verify the analytical results and to show the performance of the proposed calibration approach.
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I. INTRODUCTION

Massive multiple-input multiple-out (MIMO) has been identified as one of the key enabling technologies for the 5th generation (5G) mobile communication networks [1]. With a great
number of antennas deployed at the base station (BS) side, massive MIMO can significantly improve the capacity, throughput, and spectral efficiency of wireless communications [2]. As the antenna number increases, acquisition of the channel state information (CSI) becomes a great challenge [3].

To reduce the heavy overhead in obtaining the downlink CSI, massive MIMO systems are typically assumed to operate in time division duplexing (TDD) mode, and BS estimates the downlink CSI from the uplink pilots transmitted by the user equipment (UE) via exploiting the channel reciprocity [4]. In practice, the channel observed by the baseband processor consists of not only the reciprocal wireless propagation channel, but also the radio frequency (RF) gains resulting from the frequency responses of hardware devices, i.e., high power amplifier (HPA), filters, analog-to-digital converter (ADC), and digital-to-analog converter (DAC) [5]. Due to the involvement of different devices, the overall gains of the RF chains at BS and UEs are typically asymmetric, which leads to the reciprocity mismatch of the uplink and downlink channels [6].

To study how the reciprocity mismatch affects the system performance, previous works have investigated the impact of the mismatch on the MIMO system with linear precoding techniques, e.g., zero-forcing (ZF) and matched filter (MF). Generally, the reciprocity mismatch can degrade the performances of both ZF and MF precoding techniques [7]. By comparing the performances of ZF and MF with the mismatch, it can be found that ZF is more sensitive to the reciprocity mismatch and its performance loss is much larger than that of MF, especially in the high signal-to-noise rate (SNR) regime [8]. As the antenna number of the BS grows, the performances of ZF and MF are asymptotically identical [9]. Wei et al. in [10] analyzed the impact of the reciprocity mismatch at the BS side and the UE side, and showed that both the reciprocity mismatch at the BS side and the UE side degraded the system performance. It is noteworthy that the performance degradation caused by the mismatch at the BS side is much more crucial than that at the UE side. The result reveals that it is important to calibrate the reciprocity mismatch at the BS side. Further, the experimental results in [11] verified the performance loss due to the reciprocity mismatch in the practical precoded system.

As the reciprocity mismatch severely degrades the system performance, reciprocity calibration has attracted great attention in the past decade. Reciprocity calibration can be divided into two types: hardware-circuit calibration and over-the-air calibration [12]. The hardware-circuit calibration requires auxiliary components, such as switches and couplers, to connect transmit antennas and receive antennas. Nishimori et al. in [13] first proposed an automatic hardware-circuit calibration for the conventional MIMO system. The calibration approach can use the transmit signal to realize a real-time calibration during the BS transmits data streams. Then, the hardware-circuit calibration was applied to the wideband wireless system in [14], where different subcarriers were independently calibrated. In [15], an auxiliary calibration transceiver structure was proposed for the MIMO system. With the auxiliary transceiver, the calibration loop can be easily extended to the BS with multiple access points, but it inevitably increased the cost of the
hardware components. To simplify both the hardware structure and the signal processing, Liu et al. proposed a calibration board consisting of switches and attenuators in [16]. While hardware-circuit calibration works efficiently in conventional MIMO systems with low cost of hardware components, it becomes costly in massive MIMO systems due to the large number of channels to be calibrated. To reduce the cost, a daisy chain interconnection topology of the circuits was applied to hardware-circuit calibration [17], which could reduce the transceiver interconnection effort. To further relieve the connection effort and improve the calibration performance, an optimal interconnection of the hardware-circuit calibration was presented in [18] by minimizing the Cramer-Rao lower bound in the calibration coefficients.

Unlike the hardware-circuit calibration, the over-the-air calibration only needs to gather the training signals among uncalibrated antennas. An over-the-air calibration called relative calibration was first proposed to calibrate the TDD single-input single-output system in the frequency domain [19]. Then, Kaltenberger et al. proposed an over-the-air calibration for the multi-user MIMO system in [20], which involved both BS and UEs, and they applied the total least square (LS) approach to compute the calibration coefficients. For the wideband system, the frequency-domain calibration has to be applied in each subcarrier, which means that the overhead and complexity of the frequency-domain calibration increases with the number of subcarriers. To reduce the calibration overhead and complexity for the wideband system, a time-domain reciprocity calibration was presented in [21], since the number of parameters in the time domain is much less than that in the frequency domain.

While above reciprocity calibration methods designed for conventional MIMO systems encounter new challenges in massive MIMO systems, due to the heavy overhead of feeding back the CSI from UEs. Based on theoretical and experimental results that the impact of the reciprocity mismatch at the UE side is negligible compared with the reciprocity mismatch at the BS side [22], several calibration approaches called “single-side” or “one-side” calibration were presented for the massive MIMO system, which only calibrate the antennas at the BS. In [23], a single-side calibration method was presented for the massive MIMO Argos prototype. The performance of the Argos calibration is sensitive to the fading channel and relies on the location of the reference antenna. To overcome the shortages of Argos, H. Wei et al. in [24] presented the mutual coupling calibration, which utilized the strong mutual coupling effect among adjacent antennas rather than the fading channel. To compute the calibration coefficients more efficiently, the LS method was applied to compute the coefficients in [25]. In [26], an over-the-air calibration framework was proposed based on some existing calibration schemes. As for distributed massive MIMO systems, a two-stage calibration approach was proposed in [27] to reduce the overhead of the CSI feedback among remote access points.

All the above mentioned works have simply treated the reciprocity mismatch as a constant. However, as the reciprocity mismatch arises from the asymmetry of the transmit and receive RF chains, and practical RF chains are generally composed of nonlinear components, e.g.,
the nonlinear HPA [28], the reciprocity mismatch is also nonlinear, which is called nonlinear reciprocity mismatch. With the expected use of millimeter waveband and low-cost RF devices in massive MIMO, nonlinearity will become more severe for 5G and beyond networks. Hence, the nonlinear mismatch needs to be studied in massive MIMO systems. Compared with the linear reciprocity calibration, the nonlinear calibration has three great challenges. As the reciprocity mismatch factor varies with the transmit power, a simple training scheme with the single-power pilot is no longer applicable. Due to the complex expression of the transform characteristic of the nonlinear components, it is difficult to determine the relationship function between the mismatch factor and the transmit power. Further, the relationships between the calibration coefficients are also nonlinear functions so that it is difficult to solve the calibration coefficients.

The nonlinearity compensation of transmitters, especially by the nonlinear predistortion, has been extensively studied in wireless systems [29]–[31]. Previous works on predistortion only focused on offsetting the defects of the transmit RF chain. Since the reciprocity mismatch is jointly caused by the defects of the transmit chain and the receive chain, existing solutions to the nonlinear transmitter compensation techniques are not sufficient to address the nonlinear reciprocal mismatch in massive MIMO systems.

Motivated by the above observations, we investigate the nonlinear reciprocity mismatch in TDD multi-user massive MIMO systems. To study the impact of the nonlinear reciprocity mismatch, we first derive the closed-form expression of the ergodic achievable rate. Then, the performance loss due to the mismatch at the BS side and UE side is analyzed, respectively. Based on these analytical results, we propose a novel nonlinear reciprocity calibration approach. To sample the nonlinear response of the transmit RF chain along with the transmit power, multi-power training pilots are employed in the calibration. Then, polynomial functions are applied to characterize the relationship between the mismatch factor and the transmit power. The polynomial coefficients are estimated by the over-the-air training approach. Finally, to compute the nonlinear calibration coefficients efficiently, we formulate an optimization problem which seeks to maximize the downlink achievable rate. The main contributions of the work can be summarized as follows.

- **Impact analysis of the nonlinear reciprocity mismatch:** Under the nonlinear reciprocity mismatch, we first derive the closed-form expression of the downlink ergodic achievable rate for the multi-user massive MIMO system with ZF precoding. Based on this, the impact of the nonlinear reciprocity mismatch on the system performance is examined.

- **Determine the nonlinear mismatch factor:** To estimate the nonlinear response of the transmit RF chain along with the transmit power, we propose the multi-power training pilots. Then, a polynomial fitting approach is applied to approximate the nonlinear function between the nonlinear reciprocity mismatch factor and the transmit power. After that, the over-the-air training approach is applied to estimate the polynomial coefficients.

- **Toward optimal nonlinear calibration coefficients:** To compute the nonlinear calibration
coefficients efficiently, we formulate an optimization problem seeking to maximize the downlink achievable rate. The problem can be transformed into a convex optimization which can be efficiently solved by a fast algorithm.

The rest of the paper is organized as follows. Section II describes the system model. The impact of the nonlinear reciprocity mismatch is analyzed in section III. In section IV, nonlinear reciprocity calibration is proposed, including the multi-power training pilots, the nonlinear reciprocity mismatch polynomial fitting, and the optimal nonlinear calibration coefficients. Simulation and numerical results are given in Section V, and the conclusion is given in VI.

Throughout the paper, vectors and matrices are denoted in bold lowercase and uppercase respectively: $\mathbf{a}$ and $\mathbf{A}$. Let $\mathbf{A}^T$, $\mathbf{A}^H$, and $\mathbf{A}^{-1}$ denote the transpose, conjugate transpose, and inverse of a matrix $\mathbf{A}$ respectively. $\text{tr}(\cdot)$ stands for the trace operator and $\mathbb{E}(\cdot)$ represents the expectation operation. Let $|a|$ denote the amplitude of the complex number $a$. $\text{diag}(a_1, \cdots, a_N)$ denotes a $N$ by $N$ diagonal matrix with diagonal entries given by $a_1, \cdots, a_N$. $\mathcal{N}(\mu, \sigma^2)$ and $\mathcal{CN}(\mu, \sigma^2)$ represent for normal distribution and complex normal distribution with mean $\mu$ and variance $\sigma^2$, respectively. $\mathcal{U}(a, b)$ denotes uniform distribution on the interval $[a, b]$. $\mathbb{C}$ and $\mathbb{R}$ stand for the complex numbers and real numbers, respectively. Let $[1 : N]$ denote the set $\{1, 2, \cdots, N\}$.

II. SYSTEM MODEL

We consider a multi-user massive MIMO system consisting of $K$ single-antenna UEs and a BS equipped with $M$ antennas, as illustrated in Fig. 1, where $M$ and $K$ are large. The transmit RF chains are subject to a typical nonlinear device, i.e., nonlinear HPA. Without loss of generality, a memoryless HPA model called Solid State Power Amplifier (SSPA) is considered in the system, which has been extensively used to characterize the HPA [29].
Let $x_{u,k}$ be the transmit signal of the $k$-th UE and $x_{b,m}$ be the transmit signal at the $m$-th antenna of the BS. The transform functions of the HPAs can be characterized as

$$
\hat{x}_{u,k} = \frac{\sqrt{b_0 v_k x_{u,k}}}{2\sqrt{1 + (\frac{|x_{u,k}|}{B_{sat,k}})^2}} = \sqrt{b_0 B_k(|x_{u,k}|)} x_{u,k},
$$

(1)

$$
\hat{x}_{b,m} = \frac{\sqrt{a_0 t_m x_{b,m}}}{2\sqrt{1 + (\frac{|x_{b,m}|}{A_{sat,m}})^2}} = \sqrt{a_0 A_m(|x_{b,m}|)} x_{b,m},
$$

(2)

where $a_0 \in \mathbb{R}$ denotes the small-signal amplification gain of the HPAs at the BS, $A_{sat,m} = A_{sat} a_m \in \mathbb{R}$ is the saturation level of the $m$-th HPA at the BS, $a_m \in \mathbb{R}$ represents the various saturation of different HPAs, $t_m \in \mathbb{C}$ is the vibration of small-signal gain $a_0$, $b_0 \in \mathbb{R}$ denotes the small-signal amplification gain of the HPAs at UEs, $B_{sat,k} \in \mathbb{R}$ is the saturation level of HPAs of UEs, $v_k \in \mathbb{C}$ represents the vibration of the small-signal gain $b_0$. Both $a_m$ and the amplitude of $t_m$ follow the log-normal distribution as $\ln a_m \sim \mathcal{N}(0, \sigma_a^2)$, $\ln |t_m| \sim \mathcal{N}(0, \sigma_t^2)$, and the phase of $t_m$ obeys the uniform distribution as $\angle t_m \sim \mathcal{U}(-\theta_t, \theta_t)$. Moreover, we use input back-off (IBO) to measure the relationship between the input power and the saturation level of the HPA. From [29], IBO is defined as

$$
IBO = 10 \log_{10} \left( \frac{A_{sat}}{\sigma_x} \right),
$$

(3)

where $\sigma_x^2$ is the average power of the input signal.

The overall channel observed by the baseband processor is composed of the reciprocal wireless propagation channel and the non-reciprocal RF gain. Let $H = \Phi^{1/2} H_r \in \mathbb{C}^{K \times M}$ denote the wireless propagation channel, where $H_r \in \mathbb{C}^{K \times M}$ is the Rayleigh fading channel with each entry following $\mathcal{CN}(0, 1)$, $\Phi = \text{diag}(\phi_1, \cdots, \phi_K) \in \mathbb{R}^{K \times K}$, and $\phi_k$ denotes the large-scale path loss between the BS and the $k$-th UE. By considering the defects of the transmit and receive RF chain, the overall uplink and downlink channels can be modeled as

$$
H_{UL} = RH^TB,
$$

(4a)

$$
H_{DL} = UH_A,
$$

(4b)

where $R = \text{diag}(r_1, \cdots, r_M)$, $r_m \in \mathbb{C}$ denotes the receive RF gain of the $m$-th antenna of the BS, $A = \text{diag}(A_1(|x_{b,1}|), \cdots, A_M(|x_{b,M}|))$, $U = \text{diag}(u_1, \cdots, u_K)$, $u_k \in \mathbb{C}$ is the receive RF gain of the $k$-th UE, and $B = \text{diag}(b_1, \cdots, b_K)$, $b_k = B_k(|x_{u,k}|) \in \mathbb{C}$. Both the amplitudes of $r_m$ and $u_k$ follow log-normal distribution, i.e., $\ln |r_m| \sim \mathcal{N}(0, \sigma_r^2)$, $\ln |u_k| \sim \mathcal{N}(0, \sigma_u^2)$, and their phases obey uniform distribution, i.e., $\angle r_m \sim \mathcal{U}(-\theta_r, \theta_r)$, $\angle u_k \sim \mathcal{U}(-\theta_u, \theta_u)$.

In the downlink, the BS transmits the precoded signal to UEs. Let $y = [y_1, \cdots, y_K]^T \in \mathbb{C}^{K \times 1}$ denote the signal vector received by all UEs, where $y_k$ is the received signal at the $k$-th UE. The downlink signal can be represented as

$$
y = \sqrt{a_0} H_{DL} \mathbf{W} \mathbf{s} + \mathbf{n},
$$

(5)
where $s \in \mathbb{C}^{K \times 1}$ is the symbol vector with zero mean and variance $\mathbb{E}\{ss^H\} = \rho_t I_K$, $\rho_t \in \mathbb{R}$ represents the average transmit power of the BS, $W \in \mathbb{C}^{M \times K}$ denotes the precoding matrix, and $n$ denotes the additive white Gaussian noise (AWGN) vector with $n \sim \mathcal{CN}(0, \sigma_n^2 I_K)$. In this paper, we consider the ZF precoding technique, and the precoding matrix is given by

$$W = \frac{1}{\sqrt{\beta_{ZF}}} H_{UL}^* (H_{UL}^T H_{UL}^*)^{-1},$$

where $\beta_{ZF}$ denotes the normalization scalar defined as

$$\beta_{ZF} = \mathbb{E}\{\text{tr}[(H_{UL}^T H_{UL})^{-1}]\}. \quad (7)$$

As the overall downlink and uplink channels are not reciprocal, the multi-user massive MIMO system suffers from the reciprocity mismatch. Since the multiplicative RF matrices $A$ and $B$ are related to the transmit power, we call it nonlinear reciprocity mismatch.

III. PERFORMANCE ANALYSIS OF NONLINEAR RECIPROCITY MISMATCH

In this section, we first introduce the performance analysis of the existing linear reciprocity mismatch. Then, the closed-form expression of the ergodic achievable rate is derived for the massive MIMO system in the presence of the nonlinear reciprocity mismatch. We then analyze the impact of the nonlinear reciprocity mismatch on the performance of the downlink transmission.

A. Performance of Existing Linear Reciprocity Mismatch

The existing works regard the reciprocity mismatch as a constant [8]–[10], i.e., $A_m(|x_{b,m}|) = t_m$ and $B_k(|x_{u,k}|) = v_k$. They also assume that UEs decode the received signals by exploiting the statistical effective channel. Based on (5), the signal received by the $k$-th UE can be further expressed as

$$y_k = \sqrt{a_0} u_k h_{eq,k}^T w_k s_k + \sqrt{a_0} \sum_{i \neq k}^{K} u_k h_{eq,i}^T w_i s_i + n_k$$

$$= \sqrt{a_0} \mathbb{E}\{h_{eq,k,k}^{lrm}\} s_k + SI_{k}^{lrm} + MU_{k}^{lrm} + n_k \quad (8)$$

where $h_k$ is the $k$-th row of $H$, $w_k$ denotes the $k$-th column of $W$, $T = \text{diag}(t_1, \ldots, t_M)$, $\text{ES}_{k}^{lrm}$ denotes the effective useful signal received by the UE $k$, $SI_{k}^{lrm}$ and $MU_{k}^{lrm}$ represent the self-interference caused by the uncertainty of the downlink effective channel and the multiple-user interference signal due to the signal for other UEs with

$$SI_{k}^{lrm} = \sqrt{a_0} (h_{eq,k,k}^{lrm} - \mathbb{E}\{h_{eq,k,k}^{lrm}\}) s_k,$$

$$MU_{k}^{lrm} = \sqrt{a_0} \sum_{i \neq k}^{K} h_{eq,k,i}^{lrm} s_i. \quad (9)$$
To study the impact of the reciprocity mismatch, previous works used the ergodic achievable rate to characterize the performance of the massive MIMO system as follows.

**Definition 1** (Downlink downlink ergodic achievable rate). According to [6], [8], [9], the ergodic achievable rate can be defined as

\[
R_{\text{erm}} = \log(1 + \text{SINR}_k), \quad \forall k \in [1 : K],
\]

where \(\text{SINR}_k\) denotes the signal-to-interference-and-noise ratio (SINR) at the \(k\)-th UE as

\[
\text{SINR}_k = \frac{|\mathbb{E}\{h_{\text{eq},k,k}^{\text{erm}}\}|^2}{\text{Var}\{h_{\text{eq},k,k}^{\text{erm}}\} + \sum_{i \neq k} \mathbb{E}\{|h_{\text{eq},k,i}^{\text{erm}}|^2\} + \frac{\sigma_n^2}{a_0\rho_t}}.
\]

Then, the closed-form expression of \(\text{SINR}_k\) for the massive MIMO system can be denoted as follows.

**Lemma 1** (Closed-form expression of SINR). According to [6], [9], the downlink SINR for ZF with the linear reciprocity mismatch can be given by

\[
\text{SINR}_{\text{ZF},k} = \frac{a_0\rho_t M - K \text{sinc}^2(\theta_t) \text{sinc}^2(\theta_r) \delta_r^2 + \delta_t^2 - \frac{2\text{sc}(\theta_t)\text{sc}(\theta_r)e^{(\delta_t^2 - \delta_r^2)/2}}}{\varepsilon_1 + \sigma_n^2},
\]

where \(\varepsilon_1 = e^{2\delta_t^2} + e^{2\delta_r^2} - 2\text{sc}(\theta_t)\text{sc}(\theta_r)e^{(\delta_t^2 - \delta_r^2)/2} \).

From Lemma 1, it can be seen that the reciprocity mismatch leads interference and degrades the SINR. Although Lemma 1 shows the impact of the linear reciprocity mismatch, the nonlinear reciprocity mismatch has never been studied. Therefore, in the remainder of this section, we focus on the impact of the nonlinear reciprocity mismatch.

**B. Downlink SINDR and Ergodic Achievable Rate**

To derive the closed-form expression of the achievable rate, we apply the Bussgang’s theory [29], [32] to characterize the nonlinearities of the HPAs at the BS side. The theory states that the output of the nonlinear HPA can be expressed in terms of a linear scale parameter of the input signal and a nonlinear distortion which obeys the complex circular Gaussian distribution and is independent of the input. At the BS side, the output signal of HPAs can be further denoted as follows.

**Lemma 2** ([29, Eq. (18)]). By employing the Bussgang’s linearization theory, the transform characteristics of the SSPA can be further characterized as

\[
\hat{x}_{b,m} = g_m x_{b,m} + d_m, \quad \forall m \in [1 : M],
\]

where \(g_m\) is the linear scale parameter denoted as

\[
g_m = \frac{\mathbb{E}\{x^*_{b,m}\hat{x}_{b,m}\}}{\mathbb{E}\{|x_{b,m}|^2\}} = \frac{A_{\text{sat},m}}{\sigma_{x,m}} \mu,
\]

\(\mu\) is the mean of the input signal.
\[ \mu(x) = \frac{\pi}{2} [2x - \sqrt{\pi} \text{erfc}(x) \exp(x^2)(2x^2 - 1)], \quad d_m \in \mathbb{C} \text{ denotes the nonlinear Gaussian distortion with zero mean and variance } \sigma_{d,m}^2 \text{ as} \]

\[ \sigma_{d,m}^2 = \mathbb{E} \{ |\hat{x}_{b,m}|^2 \} - g_m \mathbb{E} \{ \hat{x}_{b,m}^* x_{b,m} \} = |t_m|^2 \lambda_m (\sigma_{x,m}) \quad (16) \]

with

\[ \lambda_m(x) = A_{sat,m}^2 + \frac{A_{sat,m}^2 x^2}{x^2} \exp \left( \frac{A_{sat,m}^2}{x^2} \right) \text{Ei} \left( - \frac{A_{sat,m}^2}{x^2} \right) - x^2 \mu \left( \frac{A_{sat,m}}{x} \right)^2, \]

and \( \text{Ei}(x) = \int_{-\infty}^x t^{-1} e^t dt \) \( (x < 0) \) is an exponential integral function.

According to Lemma 2, the downlink signal received by UEs can be rewritten as

\[ y = \sqrt{a_0} UH\hat{x}_b + n = \sqrt{a_0} UHGx_b + \sqrt{a_0} UHd + n, \]

where \( G = \text{diag}(g_1, \ldots, g_M) \) and \( d = [d_1, \ldots, d_M]^T \).

Similar to (8), we assume that the UEs decode the signals by exploiting the statistical effective channel gain, and the signal received by the \( k \)-th UE can be further denoted as

\[ y_k = \sqrt{a_0} \mathbb{E} \{ h_{eq,k,k} \} s_k + \text{SI}_k + \text{MUI}_k + \text{NLD}_k + n_k, \]

where \( h_{eq,k,k} = u_k h_k Gw_k \) denotes the \( k \)-th row of \( H_{eq} = UHG \), \( ES_k \) denotes the effective useful signal received by the UE \( k \), \( \text{SI}_k \) and \( \text{MUI}_k \) represent the self-interference and the multi-user interference expressed as

\[ \text{SI}_k = \sqrt{a_0} \left( h_{eq,k,k} - \mathbb{E} \{ h_{eq,k,k} \} \right) s_k, \]

\[ \text{MUI}_k = \sqrt{a_0} \sum_{i \neq k} h_{eq,k,i} s_i, \]

and \( \text{NLD}_k \) denotes the nonlinear distortion for the \( k \)-th UE due to the nonlinear HPAs of the BS

\[ \text{NLD}_k = a_0 u_k h_k d. \]

Compared with the linear reciprocity mismatch, the signal in the presence of the nonlinear reciprocity mismatch has an extra nonlinear distortion term \( \text{NLD}_k \). Therefore, we use the signal-to-interference-plus-noise-and-distortion ratio (SINDR) to measure the ratio between the average power of the useful signal and the sum average power of the interference, noise, and distortion.

**Definition 2** (Downlink SINDR and achievable rate). Based on (19), the SINDR at the \( k \)-th UE can be denoted as

\[ \gamma_k = \frac{a_0 \rho_t |\mathbb{E} \{ h_{eq,k,k} \}|^2}{a_0 \rho_t \text{Var} \{ h_{eq,k,k} \} + a_0 \rho_t \sum_{i \neq k} |h_{eq,k,i}|^2 + a_0 |u_k|^2 \mathbb{E} \left\{ \| h_k \Sigma_d^{-\frac{1}{2}} \|^2 \right\} + \sigma_n^2}, \]

(23)
where $\Sigma_d = \text{diag}(\sigma_{d,1}^2, \cdots, \sigma_{d,M}^2)$ is the variance matrix of the distortion. The downlink ergodic achievable rate in the presence of the nonlinear reciprocity mismatch can be defined as

$$R_k = \log(1 + \gamma_k), \ \forall k \in [1 : K].$$

(25)

As UEs treat the sum of the noise and the interference as equivalent AWGN uncorrelated with the useful signal, the ergodic rate in Definition 2 is upper bounded by the capacity and legitimately achievable [6], [8], [9]. Then, we can derive the closed-form expression of the SINDR for the multi-user massive MIMO system with ZF in the presence of the nonlinear reciprocity mismatch.

**Proposition 1** (SINDR with nonlinear reciprocity mismatch). For a multi-user massive MIMO system with ZF, the closed-form expression of the SINDR in the presence of the nonlinear HPA and the reciprocity mismatch can be denoted as

$$\gamma_{ZF,k}^{ES} = \frac{\gamma_{ZF,k}^{SI} + \gamma_{ZF,k}^{MUI} + \gamma_{ZF,k}^{NLD} + \sigma_n^2}{\gamma_{ZF,k}^{MUI}}$$

(26)

where $\gamma_{ZF,k}^{ES}$ denotes the power of the effective signal given by

$$\gamma_{ZF,k}^{ES} = \frac{n_0\rho_k |M - K| |u_k| \text{tr} \{G_{ZF}^* R^*\}}{|M| |b_k|^2 \text{tr} \{(B\Phi^2 B^*)^{-1}\}} \text{tr} \{R R^*\}$$

(27)

with $G_{ZF} = \text{diag}(g_{ZF,1}, \cdots, g_{ZF,N})$ and $g_{ZF,m} = t_m \mu \left( A_{\text{Ast},m} \sqrt{\text{tr} \{R R^*\}} / (\sqrt{|r_m|^2 \rho_t}) \right)$. $\gamma_{ZF,k}^{SI}$ denotes the power of the self-interference and can be given by

$$\gamma_{ZF,k}^{SI} = \frac{n_0\rho_k |u_k|^2 \text{tr} \{(G_{ZF} - \alpha R)(G_{ZF}^* - \alpha^* R^*)\}}{(M - K)^{-1} \lambda_i |b_k|^2 \text{tr} \{(B\Phi^2 B^*)^{-1}\}}$$

(28)

with $\alpha = \frac{1}{M} \text{tr} \{R^{-1} G_{ZF}\}$. Further, $\gamma_{ZF,k}^{MUI}$ is the power of the multi-user interference, which can be denoted as

$$\gamma_{ZF,k}^{MUI} = \sum_{i \neq k}^{K} \frac{n_0\rho_k |u_k|^2 \text{tr} \{(G_{ZF} - \alpha R)(G_{ZF}^* - \alpha^* R^*)\}}{(M - K)^{-1} \lambda_i |b_k|^2 \text{tr} \{(B\Phi^2 B^*)^{-1}\}}.$$

(29)

Finally, $\gamma_{ZF,k}^{NLD}$ is the power of the nonlinear distortion given by

$$\gamma_{ZF,k}^{NLD} = n_0 |u_k|^2 \Phi_k^2 \text{tr} \{\Sigma_{ZF}\}$$

(30)

with $\Sigma_{ZF} = \text{diag}(\sigma_{ZF,1}^2, \cdots, \sigma_{ZF,M}^2)$ and $\sigma_{ZF,m} = |t_m|^2 \lambda_m \left( \sqrt{|r_m|^2 \rho_t / \text{tr} \{R R^*\}} \right)$.

Proof: See Appendix A.

From Proposition 1, we find that the self-interference and the multi-user interference are completely determined by the difference of $g_{ZF,m}$ and $\alpha r_m$ from the nonlinear reciprocity mismatch at the BS side. Since $\sigma_{ZF,m}$ increases with the transmit power, the distortion of the nonlinear HPA of the BS decreases the SINDR. These results reveal that the nonlinear reciprocity mismatch in the BS definitely degrades the performance of the ZF-precoded MIMO system. Besides, the impact of the nonlinear reciprocity mismatch at the UE side on the performance relies on the $|u_k|^2 / |b_k|^2$ whose impact is difficult to determine. In the following section, we will give more insights into the impact of the nonlinear reciprocity mismatch.
C. Impact Analysis of Nonlinear Reciprocity Mismatch

To further analyze the impact of the nonlinear reciprocity mismatch, we derive the average achievable rate of the multi-user massive MIMO system. The average achievable rate can be defined as $R = \frac{1}{K} \sum_{k=1}^{K} R_k$, whose closed-form expression can be derived as follows.

**Proposition 2** (Average achievable rate). Assume that the SINDR $\gamma_{ZF,k}$ large than 1. Based on the closed-form expression of SINDR denoted in (26), the average ergodic achievable rate of the multi-user massive MIMO system can be denoted as

$$R = R_{\text{Ideal}} - \Delta R_{BS} - \Delta R_{UE},$$

where $R_{\text{Ideal}}$ denotes the ideal achievable rate without HPA nonlinearity and reciprocity mismatch given by

$$R_{\text{Ideal}} = \log \left( \frac{M - K}{\text{tr} \{ \Phi^{-2} \}} \cdot \frac{\rho_t a_0}{\sigma_n^2} \right).$$

$\Delta R_{BS}$ denotes the average performance loss due to the nonlinear reciprocity mismatch at the BS side and is given by

$$\Delta R_{BS} = \frac{1}{K} \sum_{k=1}^{K} \log \left( \frac{M-K}{M} \rho_t a_0 \phi_k^2 \varepsilon_2 + \sigma_{eq,k}^2 \right) \cdot \frac{1}{\sqrt{\text{tr} \{ G_{ZF} R^* \}^2 \cdot (\text{tr} \{ RR^* \})^{-1}}}.$$  (33)

with $\varepsilon_2 = \text{tr} \{(G_{ZF} - \alpha R)(G_{ZF} - \alpha R)^*\}/M$, $\sigma_{eq,k}^2 = a_0 \phi_k^2 \text{tr} \{ \Sigma_{ZF} \} + \sigma_n^2/|u_k|^2$. Finally, $\Delta R_{UE}$ denotes the average performance loss caused by the nonlinear reciprocity mismatch at the UE side denoted as

$$\Delta R_{UE} = \frac{1}{K} \sum_{k=1}^{K} \log \left( \frac{|b_k|^2}{K |u_k|^2} \text{tr} \left\{ \left( \Phi \cdot B \right)^{-1} \right\} \right).$$  (34)

**Proof:** By substituting (27)-(30) into (26), the complete expression of SINDR can be given by

$$\gamma_{ZF} = \frac{(M-K) \rho_t a_0 |u_k| \text{tr} \{ G_{ZF} R^* \}^2}{M |b_k|^2 \text{tr} \{ RR^* \}} \cdot \frac{1}{\sqrt{\text{tr} \{ G_{ZF} R^* \}^2 \cdot (\text{tr} \{ RR^* \})^{-1}}} \cdot \left( \frac{M-K}{M} \rho_t a_0 |u_k|^2 \phi_k^2 \varepsilon_2 + \sigma_{eq,u}^2 \right)^{-1},$$  (35)

where $\varepsilon_2 = \text{tr} \{(G_{ZF} - \alpha R)(G_{ZF} - \alpha R)^*\}/M$, and $\sigma_{eq,u}^2 = a_0 \phi_k^2 |u_k|^2 \text{tr} \{ \Sigma_{ZF} \} + \sigma_n^2$. Then, assuming SINDR larger than 1, the average ergodic achievable rate can be further denoted as

$$R \approx \frac{1}{K} \sum_{k=1}^{K} \log \left( \gamma_{ZF,k} \right)$$

$$\overset{(a)}{=} \log \left( \frac{M - K}{\text{tr} \{ \Phi^{-2} \}} \cdot \frac{\rho_t a_0}{\sigma_n^2} \right) - \frac{1}{K} \sum_{k=1}^{K} \log \left( \frac{\text{tr} \{ \left( \Phi \cdot B \right)^{-1} \}}{K |u_k|^2 |b_k|^2} \right)$$

$$- \frac{1}{K} \sum_{k=1}^{K} \log \left( \frac{M-K}{M} \rho_t a_0 \phi_k^2 |u_k|^2 \varepsilon_2 + \sigma_{eq,u}^2 \right) \cdot \frac{1}{\sqrt{\text{tr} \{ G_{ZF} R^* \}^2 \cdot (\text{tr} \{ RR^* \})^{-1}}} \cdot \Delta R_{UE}$$

$$- \frac{1}{K} \sum_{k=1}^{K} \log \left( \frac{M-K}{M} \rho_t a_0 \phi_k^2 |u_k|^2 \varepsilon_2 + \sigma_{eq,u}^2 \right) \cdot \frac{1}{\sqrt{\text{tr} \{ G_{ZF} R^* \}^2 \cdot (\text{tr} \{ RR^* \})^{-1}}} \cdot \Delta R_{BS}.$$  (36)
where \( a \) holds due to \( \frac{1}{K} \text{tr} \left\{ (B\Phi^2B^*)^{-1} \right\} - \frac{1}{K} \text{tr} \left\{ (BB^*)^{-1} \right\} \xrightarrow{K \to \infty} 0 \) [33, Lemma 9]. By using the law of large number (LLN), \( \Delta R_{\text{BS}} \) can be further denoted as

\[
\Delta R_{\text{BS}} = \frac{1}{K} \sum_{k=1}^{K} \log \left( \frac{M-K}{M} \rho_t a_0 \phi_k^2 \frac{\varepsilon_2}{2} + \sigma_{\text{eq},k}^2 \frac{1}{\text{tr} \{ G_{ZF} R^* \}^{-1}} \right),
\]

where \( \sigma_{\text{eq},k}^2 = a_0 \phi_k^2 \text{tr} \{ \Sigma_{ZF} \} + \sigma_n^2 / |u_k|^2 \). Therefore, Proposition 2 holds.

From (34), the average ergodic achievable rate degradation caused by the nonlinear reciprocity mismatch at the UE side can be further denoted as

\[
\Delta R_{\text{UE}} = \frac{1}{K} \sum_{k=1}^{K} \log \left( \frac{|b_k|^2}{\text{K}|u_k|^2} \sum_{q=1}^{K} |b_q|^2 \right)
= \log \left( \frac{1}{K} \sum_{k=1}^{K} \frac{1}{|b_k|^2} \right) - \frac{1}{K} \sum_{k=1}^{K} \log \left( \frac{1}{|b_k|^2} \right) - \frac{1}{K} \sum_{k=1}^{K} \log(|u_k|^2)
\]

\[
\equiv (b) \log \left( \frac{1}{K} \sum_{k=1}^{K} \frac{1}{|b_k|^2} \right) - \frac{1}{K} \sum_{k=1}^{K} \log \left( \frac{1}{|b_k|^2} \right) \geq 0,
\]

where \( (b) \) holds due to LLN, \( (c) \) is conditioned on the Jensen’s inequality as \( \log \left( \frac{1}{K} \sum_{k=1}^{K} x_k \right) \geq \frac{1}{K} \sum_{k=1}^{K} \log(x_k) \), and the equality holds if and only if \( x_1 = \cdots = x_K \).

**Remark 1** (Impact of the nonlinear reciprocity mismatch at the UE side). From (38), \( \Delta R_{\text{UE}} \) is always larger than 0, which reveals that the nonlinear reciprocity mismatch at the UE side always degrades the performance of the multi-user massive MIMO system. Further, the performance loss caused by the nonlinear mismatch at the UE side is not related to the downlink transmit power.

According to (33), the performance degradation caused by the nonlinear reciprocity mismatch at the BS side increases with the average transmit power \( \rho_t \). Due to the complex expression of \( g_{ZF,m} \) and \( \sigma_{ZF,m} \), it is difficult to thoroughly analyze the impact of the average power and the saturation level \( A_{\text{sat},m} \) from (33). In practice, the power of the input signal of the HPA is less than a maximum acceptable input power, and the IBO is larger than a threshold. Therefore, to further analyze the impact of the nonlinear amplification and the reciprocity mismatch at the BS side, we consider a special case where the IBO is larger than zero and the hardware of UEs is perfect. Based on the assumption, the SINDR can be further denoted as follows.

**Proposition 3** (SINDR with large IBO). Suppose that the hardware and HPAs of UEs are perfect, i.e., \( u_k = v_k = 1 \) and \( B_{\text{sat}} \gg |x_{u,k}| \). When the saturation level of the HPA is larger than the average power of the input signal of the BS, the downlink SINDR of the multi-user massive MIMO system with ZF in the presence of the nonlinear reciprocity mismatch can be further given by

\[
\gamma_{ZF,k}^{\text{LIBO}} = \frac{a_0 \varepsilon_1 \frac{M-K}{M} \left( 1 - \frac{2 \rho_t \varepsilon_2^2}{MA_{\text{sat}}^2} \right) \rho_t}{\frac{M-K}{M} a_0 \phi_k^2 \varepsilon_3 \left( 1 - \frac{2 \rho_t \varepsilon_2^2}{MA_{\text{sat}}^2} \right) \rho_t + \sigma_n^2},
\]

(39)
where \( \varepsilon_3 = e^{2\delta^2_t} + (e^{2\delta^2_t} - 2)e^{\delta^2_t}\sin^2(\theta_t)\sin^2(\theta_r) \), and \( \varepsilon_4 = \sin^2(\theta_t)\sin^2(\theta_r)e^{\delta^2_t-\delta^2_r} \).

**Proof:** Proof see Appendix B.

From (39), since the average transmit power \( \rho_t/M \) is less than \( A_{\text{sat}}^2 \), the SINDR always increases with \( \rho_t \). In addition, the SINDR also increases with the saturation level \( A_{\text{sat}} \). When the sum power of the self-interference and multi-user interference dominates the denominator of SINDR, SINDR would approach an upper limit subject to the ratio of \( \varepsilon_3 \) and \( \varepsilon_4 \). Moreover, increasing the number of the antennas \( M \) at the BS can also increase SINDR, which can be explained from two aspects. The antenna array gain of BS increases as more antennas are deployed at the BS. Increasing the number of antennas means that the average power allocated to each antenna decreases, which reduces the nonlinearity of the HPA.

**Remark 2** (Impact of the nonlinear reciprocity at the BS side). The reciprocity mismatch at the BS side generates the self-interference and multi-user interference, which dramatically degrades the system performance. Besides, the performance loss due to the mismatch at the BS side increases with the average transmit power. Further, the nonlinearity of the HPA can exacerbate the reciprocity mismatch and the performance loss.

From the above analytical results, the performance loss due to the mismatch at the BS side increases with the transmit power, while the performance loss due to the mismatch at the UE side remains constant. This shows that the impact of the nonlinear reciprocity mismatch at the BS side is much more severe than that at the UE side. Therefore, the reciprocity calibration at the BS side is essential for the multi-user massive MIMO system to improve the system performance.

**IV. CALIBRATION OF NONLINEAR RECIPROCITY MISMATCH**

Based on the analytical results in the above section, the nonlinear reciprocity mismatch causes dramatic performance degradation. In this section, we propose a nonlinear reciprocity calibration approach for the BS to mitigate the performance loss due to the nonlinear reciprocity mismatch.

**A. Existing Work on Linear Reciprocity Calibration**

The reciprocity calibration aims at making the ratio of downlink and uplink channel equal, i.e.,

\[
\frac{h_{\text{DL},m,k}}{h_{\text{UL},m,k}} = \frac{h_{\text{DL},i,k}}{h_{\text{UL},i,k}}, \forall m,i \in [1:M], k \in [1:K],
\]

(40)

where \( c_m \) is the calibration coefficient of the \( m \)-th antenna at the BS.

In the massive MIMO system with the linear reciprocity mismatch, \( h_{\text{DL},m,k}/h_{\text{UL},m,k} = t_m/r_m \). Hence, (40) can be further denoted as

\[
\frac{t_m}{r_m} = \frac{t_i}{r_i}, \forall m,i \in [1:M].
\]

(41)
From (41), it is clear that the reciprocity calibration requires the knowledge of the ratio of \( t_m \) and \( r_m \). In the conventional reciprocity calibration, \( f_m = t_m/r_m \ (m \in [1 : M]) \) can be estimated by using the over-the-air training [23], [25], [26]. The training pilot sequence of the \( m \)-th antenna at the BS can be denoted as \( x_m = [x_m[1], \ldots, x_m[Q]]^T \) with \( \mathbb{E} \{|x_m[q]|^2\} = \rho_c \), where \( Q \) is the pilot length. Let \( y_{m,i} \) denote the training signal transmitted by the \( m \)-th antenna and received by the \( i \)-th antenna, and let \( y_{i,m} \) represent the opposite direction signal. The received signals can be denoted as

\[
y_{m,i} = a_0 \omega_{m,i} t_m r_i x_m + n_{m,i}, \quad (42a)
\]

\[
y_{i,m} = a_0 \omega_{m,i} t_i r_m x_i + n_{i,m}, \quad (42b)
\]

where \( \omega_{m,i} \) denotes the wireless propagation channel between the \( m \)-th antenna and the \( i \)-th antenna, \( n_{m,i} \) and \( n_{i,m} \) are AWGN vector. According to [25], the reciprocity mismatch factors can be computed by

\[
\hat{f} = [1, -\bar{y}_1^T \bar{Y}_2^* (\bar{Y}_2^T \bar{Y}_2)^{-1}], \quad (43)
\]

where \( \bar{y}_1 \) is the first column of the matrix \( \bar{Y} \), \( \bar{Y}_2 \) consist of the second column to the last column of \( \bar{Y} \), and \( \bar{Y} \in \mathbb{C}^{M \times M} \) is defined as

\[
[\bar{Y}]_{m,i} = \begin{cases} 
\sum_{j \neq m}^M |x_m^T y_{j,m}|^2, & \text{when } m = i, \\
-y_{i,m}^H x_m^T y_{m,i}, & \text{when } m \neq i.
\end{cases} \quad (44)
\]

Then, the linear calibration coefficients can be legitimately computed by

\[
\hat{c} = \left[ \frac{c_0}{f_1}, \ldots, \frac{c_0}{f_M} \right]^T, \quad (45)
\]

where \( c_0 \) can be any non-zero constant. Finally, during the data transmission, the precoding matrix for implementing the linear reciprocity calibration can be given by \( W_c = \frac{1}{\sqrt{\beta_c}} \text{diag}(c) W \) where \( \beta_c = \text{tr} \{ \text{diag}(c) W W^H \text{diag}(c^*) \} \).

In the massive MIMO system with the nonlinear reciprocity mismatch, \( h_{DL,m,k}/h_{UL,m,k} = \frac{t_m}{r_m} \mu(A_{sat,m}/\sigma_{x,m}) = \mu_m(\sigma_{x,m}) = \bar{g}_m \), and (40) can be rewritten as

\[
c_m \mu_m(\sigma_{x,m}) = c_i \mu_i(\sigma_{x,i}), \quad \forall m, i \in [1 : M]. \quad (46)
\]

From the equation, the nonlinear reciprocity calibration requires the knowledge of the function \( \bar{g}_m = \mu_m(\sigma_{x,m}) \). Since the reciprocity mismatch coefficients \( \bar{g}_m \) of the \( m \)-th antenna is a nonlinear function of the average transmit power \( \sigma_{x,m} \), the calibration coefficients are also related to the power. Therefore, compared with linear reciprocity calibration, the nonlinear reciprocity calibration encounters greater challenges as follows:

- **Challenge 1:** Since the reciprocity mismatch factor varies with the transmit power, it is essential to obtain the relationship \( \bar{g}_m = \mu_m(\sigma_{x,m}) \) between the nonlinear reciprocity mismatch factor \( \bar{g}_m \) and the transmit power \( \sigma_{x,m} \).
Fig. 2. The relationship of the calibration coefficients $c_m$ and $c_i$ ($i \neq m$) $\forall m, i \in [1 : M]$. The function $\varphi_i^{-1}(x)$ denotes the inverse function of $x = \varphi_i(|c_i|) = |c_i| \mu_i(|c_i|, \sigma_{x,i})$, and $\varphi_m(|c_m|) = |c_m| \mu_m(|c_m|, \sigma_{x,m})$.

- **Challenge 2**: From (15), the function of $g_m$ and $\sigma_{x,m}$ is complex. Hence, it is difficult to determine the expression of the mismatch function $\bar{g}_m = \mu_m(\sigma_{x,m})$.

- **Challenge 3**: As illustrated in Fig. 2, the relationships between the calibration coefficients are highly nonlinear so that it is difficult to solve the nonlinear calibration coefficients.

To overcome these challenges, we propose the multi-power training pilots, the nonlinear reciprocity mismatch polynomial fitting, and the toward optimal nonlinear calibration coefficients for the nonlinear reciprocity calibration.

**B. Pilots Design for Nonlinear Reciprocity Calibration**

From Challenge 1, the reciprocity mismatch is a nonlinear function of the transmit power. To sample the nonlinear function along with the transmit power, we propose multi-power training pilots. Suppose the maximum transmit power of the $m$-th antenna is $\sigma_{\text{max},m}^2$. The power sequences of the calibration signals can be denoted as $\{\rho_c, 1, \cdots, \rho_c, N\}$, where $\rho_c, n = (n \sigma_{\text{max},m}/N)^2$ ($n \in [1 : N]$). The calibration signal sequence of $m$-th antenna at the $n$-th power point can be denoted as $\{x_m^{(n)}[q]\}_{q \in [1 : Q]}$, where $E\left\{|x_m^{(n)}[q]|^2\right\} = \rho_c, n, \ \forall q \in [1 : Q]$.

**C. Nonlinear Reciprocity Mismatch Factors Estimation**

According to Challenge 2, it is difficult to determine $\mu_m(\sigma_{x,m})$ in practice. Inspired by applying polynomials to characterize the HPA, we employ the polynomials to approximate the
function \( g_m = t_m \mu(A_{\text{sat}, m}/\sigma_{x, m}) \) during the reciprocity calibration. Based on [34], the function \( \mu_m(\sigma_{x, m}) = g_m/T_m \) can be expressed by a \( \Pi \)-order polynomial function as

\[
\mu_m(\sigma_{x, m}) = \frac{g_m}{T_m} = \sum_{\omega=0}^{\Pi} \tau_{m, \omega} \psi_{\omega}(\sigma_{x, m}),
\]

where \( \tau_{m, \omega} \) is the polynomial coefficient, and \( \psi_{\omega}(\sigma_{x, m}) \) is the orthogonal polynomial given by

\[
\psi_{\omega}(\sigma_{x, m}) = \sum_{l=0}^{\omega} (-1)^{l+\omega+2} \frac{(\omega + l + 2)!}{l!(l+1)!((\omega - l)!} \sigma_{x, m}^l.
\]

Then, we propose an over-the-air training approach based on the multi-power pilots to estimate the polynomial coefficient \( \tau_{m, \omega} \).

Let \( y_{m, i}^{(n)} \) denote the signal received by the \( i \)-th antenna. \( y_{i, m} \) denotes the received signal by the \( m \)-th antenna. They are can be given by

\[
\begin{align*}
\tilde{y}_{m, i}^{(n)}[q] &= a_0 r_i h_{i, m} g_m x_{i}^{(n)}[q] + z_{m, i}^{(n)}[q], \\
y_{i, m}^{(n)}[q] &= a_0 r_m h_{i, m} g_i x_{i}^{(n)}[q] + z_{i, m}^{(n)}[q],
\end{align*}
\]

where \( z_{m, i}^{(n)}[q] \) denotes the equivalent noise consisting of the nonlinear distortion and the AWGN at the \( i \)-th antenna, and \( z_{i, m}^{(n)}[q] \) is the equivalent noise at the \( m \)-th antenna. Then, the polynomial coefficients vector \( \tau = [\tau_{1,0}, \tau_{1,1}, \cdots, \tau_{M,\Pi}]^T \) can be computed by the LS approach as follows.

**Proposition 4** (Estimation of the polynomial coefficients). Assuming that the first polynomial coefficient of the first antenna is a constant, e.g., \( \tau_{1,0} = 1 \), the polynomial coefficients can be computed by

\[
\hat{\tau} = \left[1, -\tilde{\Psi}_1^T \Psi_2^T (\Psi_2^T \Psi_2)^{-1} \right]^T,
\]

where \( \tilde{\Psi}_1 \) is the first column of \( \Psi \), \( \Psi_2 \) consists of the second to the \( M\Pi \)-th column of \( \Psi \), and \( \Psi \) consists of the received training signals and denoted as (53).

**Proof:** Based on (50), since the wireless propagation channel is reciprocal, i.e., \( h_{m, i} = h_{i, m} \), the equation can be denoted as \( \frac{g_m}{T_m} x_{i}^{(n)}[q] y_{i, m}^{(n)}[q] = \frac{g_m}{T_m} x_{i}^{(n)}[q] y_{m, i}^{(n)}[q] \) by ignoring the noise. By substituting (47) into the equation, it can be further denoted as

\[
\begin{align*}
\tilde{y}_{m, i}^{(n)}[q] \sum_{\omega=0}^{\Pi} \tau_{m, \omega} \psi_{\omega}(\rho_{c, n}) - \tilde{y}_{i, m}^{(n)}[q] \sum_{\omega=0}^{\Pi} \tau_{m, \omega} \psi_{\omega}(\rho_{c, n}) = 0,
\end{align*}
\]

where \( \tilde{y}_{m, i}^{(n)}[q] = y_{m, i}^{(n)}[q] x_{i}^{(n)}[q] \) and \( \tilde{y}_{i, m}^{(n)}[q] = y_{i, m}^{(n)}[q] x_{m}^{(n)}[q] \). For all \( n \in [1 : N] \) and \( q \in [1 : Q] \), (51) holds. Thus, by gathering all the signals and ignoring the noise, the equation can be further denoted as

\[
\Psi_{m, i} \tau_i - \Psi_{i, m} \tau_m = 0,
\]

where \( \tau_i = [\tau_{i,1}, \cdots, \tau_{i,\Pi}]^T \), \( \tau_m = [\tau_{m,1}, \cdots, \tau_{m,\Pi}]^T \), \( \Psi_{m, i} = [\Psi_{m, i}^{(1)} \cdots, \Psi_{m, i}^{(N)}]^T \), \( \Psi_{i, m} = [\Psi_{i, m}^{(1)} \cdots, \Psi_{i, m}^{(N)}]^T \), \( \Psi_{m, i} = [\tilde{y}_{m, i}^{[1]} \cdots, \tilde{y}_{m, i}^{[Q]}]^T \), \( \Psi_{i, m} = [\tilde{y}_{i, m}^{[1]} \cdots, \tilde{y}_{i, m}^{[Q]}]^T \), and
\( \psi_n = [\psi_0(\rho_{c,n}), \cdots, \psi_{\Pi}(\rho_{c,n})]^T \). By stacking the equation of all pairs of antennas into the matrix form, the overall equation can be denoted as

\[
\Psi \tau = 0, \quad (53)
\]

where \( \tau = [\tau_1^T, \cdots, \tau_M^T]^T \), and \( \Psi \) is defined as

\[
\Psi = \begin{pmatrix}
\Psi_{1,2} & -\Psi_{2,1} & 0 & \cdots \\
\Psi_{1,3} & 0 & -\Psi_{3,1} & \cdots \\
\vdots & \vdots & \vdots & \ddots \\
0 & \Psi_{2,3} & -\Psi_{3,2} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix},
\]

\( (54) \)

To exclude the trivial all-zero solution to (53), \( \tau_{1,0} \) is assumed to be known previously and set to 1. Then, (53) can be further written as

\[
\Psi_2 \tau_c + \bar{\psi}_1 = 0, \quad (55)
\]

where \( \tau_c \) consists of the second to the \( \Pi \)-th row of \( \tau \), \( \bar{\psi}_1 \) is the first column of \( \Psi \) and \( \Psi_2 \) consists of the second to the \( M\Pi \)-th column of \( \Psi \). (55) can be solved by the least square algorithm and its solution can be given by

\[
\hat{\tau}_c = - (\Psi_2^H \Psi_2)^{-1} \Psi_2^H \bar{\psi}_1. \quad (56)
\]

As a result, the coefficient vector \( \tau = [\tau_1, \tau_c^T]^T \) can be denoted as (50).

**D. Computing the Reciprocity Calibration Coefficients**

In terms of (46), only the amplitude of the calibration coefficients changes the output of HPA. Hence, the amplitude and phase of the calibration coefficient can be computed independently. By substituting (47) into (46), the amplitude and phase should, respectively, satisfy

\[
|c_m| \bar{\mu}_m(|c_m|) = |c_m| \bar{\mu}_i(|c_i|), \quad (57)
\]

\[
\angle c_m + \angle \mu_m(|c_m|) = \angle c_i + \angle \mu_i(|c_i|), \quad (58)
\]

where \( \bar{\mu}_m(|c_m|) \) is the amplitude of \( \mu_m(|c_m|) \) and can be denoted as

\[
\bar{\mu}_m(|c_m|) = \sqrt{\mu_{r,m}^2(|c_m|\sigma_{x,m}) + \mu_{i,m}^2(|c_m|\sigma_{x,m})}. \quad (59)
\]

In (59), \( \mu_{r,m}(\sigma_{x,m}) = \sum_{\omega=0}^{\Pi} \hat{\tau}_{r,m,\omega} \psi_{\omega}(\sigma_{x,m}), \mu_{i,m}(\sigma_{x,m}) = \sum_{\omega=0}^{\Pi} \hat{\tau}_{i,m,\omega} \bar{\psi}_{\omega}(\sigma_{x,m}) \), where \( \hat{\tau}_{r,m,\omega} \) is the real part of \( \hat{\tau}_{m,\omega} \), and \( \hat{\tau}_{i,m,\omega} \) denotes the imaginary part of \( \hat{\tau}_{m,\omega} \). Therefore, the amplitude and phase of calibration coefficients can be computed by solving (57) and (58), respectively.

As mentioned by Challenge 3, it is difficult to solve the calibration coefficients from (57). We can find that there are infinitely many solutions to (57), even including an all-zero solution which can make the system fail. Due to the complex expression of the function \( \mu_m(x) \), it is difficult to find the calibration coefficients exactly satisfying the total power constraint and the maximum
power constraint based on (57). To address the issues, an optimization problem is formulated to solve the equations efficiently and find the optimal calibration coefficients. The problem seeks to maximize the downlink achievable rate with maximum transmit power constraints, i.e., \( \sum_{m=1}^{M} |c_m|^2 \sigma_{x,m}^2 \leq \rho_t \) and \( |c_m| \sigma_{x,m} \leq \sigma_{\text{max},m} \), and reciprocity constraints in (57). Thus, the problem can be formulated as

\[
P_1 : \max_{|c_m|} \gamma_k
\]

s.t. \( C_1 : \sum_{m=1}^{M} |c_m|^2 \sigma_{x,m}^2 \leq \rho_t, \)

\( C_2 : \varphi_m(|c_m|) = \varphi_i(|c_i|), \)

\( C_3 : 0 \leq |c_m| \leq c_{\text{max},m}, \)

where \( \varphi_m(|c_m|) = |c_m| \bar{\mu}_m(|c_m|) \) and \( c_{\text{max},m} = \sigma_{\text{max},m}/\sigma_{x,m} \).

Since both the objective and \( C_2 \) are non-convex, \( P_1 \) is non-convex and difficult to solve. To solve \( P_1 \) efficiently, we reformulate \( P_1 \) as an equivalent convex problem as follows.

**Proposition 5** (Equivalent convex optimization). By substituting (41) into the objective and relaxing the equation constraint, \( P_1 \) can transformed into an equivalent convex problem as

\[
P_2 : \max_{|c_m|, g_0} g_0
\]

s.t. \( C_1, C_3, \)

\( C_4 : 0 \leq g_0 \leq \varphi_m(|c_m|), \forall m \in [1:M]. \)

**Proof:** From the theoretical analysis, the distortion is negligible in practical systems and can be regarded as the equivalent noise. By substituting (41) into the SINDR in (26) and focusing on the nonlinear reciprocity mismatch at the BS side, the SINDR can be further denoted as

\[ \gamma_k = (M - K) \rho_t a_0 g_0^2 \text{tr} \{ \Phi^s \} / \text{tr} \{ \Phi^{-2} \} \text{M tr} \{ \Phi \Phi^* \} \sigma_n^2, \]

where \( g_0 = \varphi_m(|c_m|) \). Since the quadratic function is monotonically increasing when \( g_0 \geq 0 \), the objective of \( P_1 \) can be replaced by \( g_0 \) and the constraint \( C_2 \) can be rewritten as \( g_0 = \varphi_m(|c_m|), \forall m \in [1:M]. \)

Since \( \varphi_m(|c_m|) \) is a nonlinear function of \( |c_m| \), the equation constraint \( C_2 \) is nonconvex. Thanks to the concavity of \( \varphi_m(|c_m|) \), the constraint \( C_2 \) becomes convex by relaxing the equation, i.e., \( g_0 \leq \varphi_m(|c_m|) \). Hence, \( P_1 \) can be reformulated as \( P_2 \) as (61). Because both the objective function and the function \( g_0 - \varphi_m(|c_m|) \) are monotonically increasing with \( g_0 \), the problem \( P_2 \) after relaxation is equivalent to the primal problem \( P_1 \) [35]. In other words, \( P_2 \) is equivalent to \( P_1 \).

As \( P_2 \) is a convex optimization problem, it has a unique maximum. The optimal solution can be obtained by some math tools, e.g., the interior-point method [35], but the performance of such method decreases rapidly as the antenna number \( M \) increases. Inspired by the sequential linear programming (SLP) [36], we propose an efficient algorithm, which can achieve the same performance of the interior-point method.
By employing the Taylor expansion centered at \(|c_{m}^{l-1}|\), the nonlinear function \(\varphi_{m}(|c_{m}|)\) can be approximated as

\[
\varphi_{m}(|c_{m}|) \approx \tilde{\varphi}_{m}(|c_{m}^{l-1}|, |c_{m}|) = \varphi_{m}(|c_{m}^{l-1}|) + \varphi'_{m}(|c_{m}^{l-1}|)(|c_{m}| - |c_{m}^{l-1}|),
\]

(62)

where \(\{|c_{m}^{l-1}|\}_{m=1:M}\) is the solution to the \((l-1)\)-th iteration optimization. Then, the subproblem of the \(l\)-th iteration can be denoted as

\[
P_{3} : \max_{f_{m}, g_{0}} g_{0}
\]

s.t. \(C_{1}, C_{2}, C_{5}: 0 \leq g_{0} \leq \tilde{\varphi}_{m}(|c_{m}^{l-1}|, |c_{m}|), \forall m \in [1 : M]. \)

\(P_{3}\) is a linear programming and the solution can be given as follows.

**Proposition 6** (Solution to the \(l\)-th subproblem). The problem \(P_{3}\) is convex and has a unique solution as

\[
\begin{align*}
c_{m}^{l} & = \frac{g_{0} - \chi_{m}^{l-1}}{\varphi'_{m}(|c_{m}^{l-1}|)}, \\
g_{0} & = \min \left\{ \tilde{\varphi}_{m}(|c_{m}^{l-1}|, c_{\text{max}, m}), \hat{g}_{0} \right\},
\end{align*}
\]

(63)

where \(\hat{g}_{0}\) is the solution to the quadratic equation \(\sum_{m=1}^{M} \left[ \frac{(g_{0} - \chi_{m}^{l-1})\sigma_{x,m}}{\varphi'_{m}(|c_{m}^{l-1}|)} \right]^{2} = \rho_{t}\) and can be solved by the quadratic formula, and \(\chi_{m}^{l-1} = \varphi_{m}(|c_{m}^{l-1}|) - \varphi'_{m}(|c_{m}^{l-1}|)|c_{m}^{l-1}|.\)

**Proof:** The solution to \(P_{3}\) can be solved by using the Lagrange method and Karush-Kuhn-Tucker conditions [35].

In (64), to ensure that \(c_{m}^{l}\) is non-negative, \(g_{0}^{l}\) should be larger than \(\max_{m} \{\chi_{m}^{l-1}\}\), i.e.,

\[
\min_{m} \left\{ \tilde{\varphi}_{m}(|c_{m}^{l-1}|, c_{\text{max}, m}) \right\} > \max_{m} \{\chi_{m}^{l-1}\},
\]

\[
\sum_{m=1}^{M} \left[ \frac{\max_{m} \{\chi_{m}^{l-1}\} - \chi_{m}^{l-1}}{\varphi'_{m}(|c_{m}^{l-1}|)\sigma_{x,m}} \right]^{2} < \rho_{t}. \tag{65}
\]

Therefore, we propose a simple line search approach to choose a step size \(\varsigma \in (0, 1]\) ensuring that the inequalities in (65) are true and \(\min_{m} \{\varphi_{m}(|c_{m}^{l}|)\}\) is non-decreasing. Assume that the \(\{|c_{m}^{l-1}|\}_{m=1:M}\) in the \((l-1)\)-th iteration can guarantee the inequalities in (65). The step size \(\alpha\) can be the largest element in \(\{g^{j}\}_{j=0,1,\cdots}\) satisfying \(\min_{m} \{\varphi_{m}(|c_{m}^{l-1}|)\} \leq \min_{m} \{\varphi_{m}(|c_{m}^{l-1}|)\}\)

and the inequalities in (65), where \(g \in (0, 1]\), and \(|c_{m}^{l}| = (1 - \varsigma)|c_{m}^{l-1}| + \varsigma c_{m}^{l}.\) Finally, the SLP approach for computing the nonlinear calibration coefficients is summarized as Algorithm 1.

**Remark 3** (Convergence analysis). \(P_{2}\) equivalently maximizes \(\min_{m} \{\varphi_{m}(|c_{m}|)\}.\) Since \(\min_{m} \{\varphi_{m}(|c_{m}|)\}\) is non-decreasing during the iterations and is a bounded function, \((\bar{c}_{1}, \cdots, \bar{c}_{M})\) is a limit point of the iterations in Algorithm 1, which yields \(\lim_{t \to \infty} \min_{m} \{\varphi_{m}(|c_{m}^{l}|)\} = \min_{m} \{\varphi_{m}(\bar{c}_{m})\}.\)

According to (62), the limit point \((\bar{c}_{1}, \cdots, \bar{c}_{M})\) is likewise the stationary point of \(P_{2},\) i.e., \(\lim_{t \to \infty} \min_{m} \{\varphi(|c_{m}^{l}|)\} = \min_{m} \{\varphi(|c_{m}^{*}|)\}\), where \(|c_{m}^{*}|_{m=1:M}\) is the optimal solution to \(P_{2}.\)
the polynomial coefficients can be given by \(O\) from the multiplication. Then, the training overhead and the computational complexity for the training pilots. As for the computational complexity, we focus on the complexity resulting from the multiplication. The nonlinear reciprocity calibration coefficients \(\bar{\varphi}_m(c_{m-1}^l), \varphi'_m(c_{m-1}^l), \text{and } \chi_{m-1}^l, \forall m \in [1 : M]\).

E. Calibration Process, Overhead and Complexity Analysis

Further, the phases of calibration coefficients can be computed by solving the equations denoted in (58). Since the variables are more than the equations, the equations are underdetermined and have infinitely many solutions. Since the phases of calibration coefficients unrelated to the average transmit power, any particular solution to the equations can make the system work well. Therefore, we can give a particular solution denoted as

\[
\angle c_m = -\angle \mu_n(\sigma_{x,m}) = -\arctan \left( \frac{\mu_{x,m}(|c_m|\sigma_{x,m})}{\mu_{i,m}(|c_m|\sigma_{x,m})} \right), \forall m \in [1 : M].
\]

Thus, the precoding matrix of ZF for implementing the nonlinear reciprocity calibration can be denoted as \(W_c = \text{diag}(c)W\).

Remark 4 (Overhead and Computational complexity). For the polynomial nonlinear reciprocity calibration, the total training overhead is \(MNQ\). The computational complexity of computing the polynomial coefficients can be given by \(O(M^3P^3 + M^2Q^2N^2\Pi)\) and the computational complexity of computing the nonlinear calibration coefficients is \(O(M^2\Pi)\).
Algorithm 2 Nonlinear reciprocity calibration

- **Step 1 (Transmit training pilots):** The antenna \( m \) transmits the training pilots \( \{x_m^{(n)}[1], \ldots, x_m^{(n)}[Q]\} \), and antenna \( i \ (i \neq m) \) receives the training signals \( y_{m,i}^{(n)}[q] \), \( \forall m, i \in [1 : M], \ n \in [1 : N], \ q \in [1 : Q] \).

- **Step 2 (Estimate the polynomial coefficients):** The baseband processor gathers all the received training signals and formulates the matrix \( \Psi \) denoted in (54). Then, the polynomial coefficients can be estimated by (50).

- **Step 3 (Compute the nonlinear calibration coefficients):** The baseband processor formulates the amplitude function \( \bar{\mu}(\sigma_{x,m}) \) denoted in (59). Then, the amplitude of the calibration coefficients can be computed by solving the optimization problem \( \mathcal{P}_2 \) with Algorithm 1. The phase of the calibration coefficients can be computed by (66).

The complexity of computing calibration coefficients by Algorithm 1 is \( \mathcal{O}(M \Pi) \). According to [35], the complexity of the interior-point method for solving \( \mathcal{P}_2 \) can be given by \( \mathcal{O}(\Pi M^{1.5} \log(M) + M^{3.5} \log M) \). Hence, with the same solution accuracy, the proposed Algorithm 1 is less complex than the interior-point method.

V. Simulation Results and Discussions

In this section, we provide simulation results for the multi-user massive MIMO system in the presence of the nonlinear reciprocity mismatch to verify the analytical results and to show the performance of the proposed calibration approach. For easy presentation, RC denotes reciprocity calibration, and NRC represents nonlinear reciprocity calibration.

The system parameters for simulations are set as follows. The cell radius is normalized to 1 and the minimum distance between BS and UE is set to 0.01 [12]. The BS is equipped with \( M = 256 \) antennas and is deployed at the center of the cell. There are \( K = 20 \) single-antenna UEs served by the BS simultaneously. The large-scale path loss between the \( k \)-th UE and BS is modeled as \( \phi_k = \zeta d_{h,k}^{-\xi} \), where \( \zeta \) is the path gain at the reference distance of the far-field area, \( d_{h,k} \) is the distance between the BS and UE \( k \), and \( \xi \) is the path loss exponent [27]. In the simulation, \( \zeta \) is set to \(-20 \) dB and \( \xi \) equals to 3.7. The variance of AWGN is set to \( \sigma_n^2 = 1 \), and \( \rho_t \) denotes the average transmit SNR. The small amplification gain \( a_0 \) is equal to 10 dB. Further, both the IBO and the mismatch coefficients are differently set in each simulation.

A. Impact of Nonlinear Reciprocity Mismatch

Fig. 3 illustrates the downlink average achievable rate as a function of the average transmit SNR \( \rho_t \) for different values of IBO, \( \delta^2 \), and \( \theta \). The amplitudes of \( a_m, t_m, r_m, u_k, \) and \( v_k \) are distributed as \( \{\ln a_m, \ln |t_m|, \ln |r_m|, \ln |u_k|, \ln |v_k|\} \sim \mathcal{N}(0, \delta^2) \), and phases of \( t_m, r_m, u_k, \) and \( v_k \) are distributed as \( \{\angle t_m, \angle r_m, \angle u_k, \angle v_k\} \sim \mathcal{U}(-\theta, \theta) \). From the figure, the theoretical SINDR
and achievable rate denoted in Proposition 1 and Proposition 2 is accurate. The achievable rate increases with the transmit SNR and approaches an upper limit when the SNR is large. Further, as the IBO increases or the mismatch parameters decrease, the upper limit of the achievable rate increases. This implies that the rate limitation is caused by both the limitation of the HPA and the reciprocity mismatch, which is consistent with analytical results.

The impacts of the amplitude and phase reciprocity mismatch on the average achievable rate degradation are shown in Fig. 4a and Fig. 4b, respectively. In the two figures, $\Delta R_{\text{BS}}$ (see (33)) denotes the achievable rate degradation only caused by the nonlinear reciprocity mismatch at the BS side, while $\Delta R_{\text{UE}}$ (see (34)) represents the achievable rate degradation only resulting from the mismatch at the UE side. From Fig. 4a, both $\Delta R_{\text{BS}}$ and $\Delta R_{\text{UE}}$ increases with $\delta^2$ increasing. In Fig. 4b, only $\Delta R_{\text{BS}}$ increases when $\theta$ increases, and $\Delta R_{\text{UE}} = 0$, which implies the phase mismatch at the UE side does not degrade the achievable rate. Further, it also can be seen that only $\Delta R_{\text{BS}}$ increases with the transmit SNR $\rho_t$. The nonlinear reciprocity mismatch at the BS side causes much more severe performance loss than the nonlinear reciprocity mismatch at the UE side. Therefore, the reciprocity calibration at the BS side is very essential for the TDD multi-user massive MIMO system.

Further, the average achievable rate versus the IBO of the BS is demonstrated in Fig. 5 with the transmit SNR $\rho_t$ set to 0 dB and 10 dB. As seen from the figure, the achievable rate increases when IBO increases. In the small IBO region, the achievable rates are almost the same for the different system coefficients. This indicates that the poor amplification ability of the HPA greatly limits system performance. In the large IBO region, the achievable rate approaches an upper limit. As the transmit SNR $\rho_t$ increases or the mismatch parameters decrease, the upper limit of the achievable rate increases, which implies that the transmit power and the reciprocity mismatch limit the system performance. Further, the impact of the reciprocity mismatch on the
achievable rate becomes greater when both the transmit SNR and IBO are large. These results indicate that the nonlinearity of HPAs intensifies the reciprocity mismatch, which is consistent with the theoretical results in (39).

**B. Performance of Nonlinear Reciprocity Calibration**

Fig. 6 demonstrates the average achievable rate versus the transmit SNR $\rho_t$ with different calibration approaches. Note that the perfect NRC is the performance benchmark of the nonlinear reciprocity calibration. In the simulation, the polynomial order is set to $\Pi = 5$ and the IBO is 10 dB. The training pilot length $N$ and $Q$ are set to 5 and 10, respectively. From the figure, it can be seen that the achievable rate increases with the transmit SNR. In the small SNR regime, the system with any reciprocity calibration approach almost has the same performance as the system without the reciprocity calibration. In the high SNR regime, the achievable rate with the nonlinear reciprocity calibration is much larger than both the rate without calibration and the rate with conventional calibration. The results imply that the reciprocity calibration is more essential to the TDD system working at the high SNR regime. The performance of the polynomial nonlinear reciprocity calibration is very closed to the perfect nonlinear reciprocity calibration. When the transmit SNR is large, the performance of the polynomial NRC is less than the perfect NRC. This is because $|\hat{\mu}_m(\sigma_{x,m}) - \mu_m(\sigma_{x,m})|\sigma_{x,m}$ becomes larger when the transmit power increases, where $\hat{\mu}_m(\sigma_{x,m})$ is the learned nonlinear mismatch function from the training, and $\mu_m(\sigma_{x,m})$ denotes the actual nonlinear mismatch function.

The average achievable rate after the reciprocity calibration versus the IBO is illustrated in Fig. 7 with $\rho_t$ set to 10 dB and 15 dB. The mismatch coefficients $\{\delta^2, \theta\}$ are set to $\{0.05, \pi/6\}$. From the figure, the average achievable rate after the reciprocity calibration increases with the IBO. In the small IBO regime, the achievable rate of the polynomial NRC is smaller than the perfect
NRC, and it gradually approaches the rate of the perfect NRC. At the large IBO regime, the polynomial NRC has the same performance as the perfect NRC. This is because the estimation error of the polynomial coefficients decreases with the increase of IBO. Further, the conventional calibration performs poorly when IBO is small, and it performs better as the IBO increases. At the very large IBO regime, the performance of the conventional calibration approaches the NRC. This is because the nonlinearity of HPA disappears when IBO is very large, and the TDD system suffers the linear reciprocity mismatch.

Finally, the relationship between the achievable rate and the polynomial order is shown in Fig. 8. The IBO is set to 5 dB, and the mismatch parameters \( \{ \delta^2, \theta \} \) are set to \( \{0.1, \pi/6\} \). The order \( \Pi = 0 \) denotes the conventional RC approach. The figure shows that when \( Q \) is small, as the polynomial order increases, the achievable rate first increases and then decreases. This is because the received training signal is noisy when \( Q \) is small. The high-order polynomial fitting by using the noisy data suffers over-fitting, which makes the learned polynomial function perfectly fit the noisy training data, but fail to fit the actual function. When the pilot length \( Q \) is large, the performance of the polynomial NRC always approaches the perfect NRC as the polynomial order is large. This is because the impact of the noise on the polynomial fitting gradually decreases and even vanishes, as the length of the training pilots increases. Consequently, to reduce the computational complexity and achieve a good performance of the polynomial nonlinear reciprocity calibration, the polynomial order should not be very large.

**VI. Conclusions**

In this paper, we have studied the nonlinear reciprocity mismatch of the multi-user massive MIMO system, including the impact analysis and the nonlinear reciprocity calibration. By modeling the transmit RF gain as a nonlinear function of the transmit power, we derived the
closed-form expression of the ergodic achievable rate with the nonlinear reciprocity mismatch. Based on the closed-form achievable rate, the performance loss caused by the nonlinear mismatch at the BS side and the UE side was presented, respectively. The analytical results revealed that the impact of the mismatch at the BS side was much severer than that at the UE side. To further analyze the impact of the nonlinear mismatch at the BS side, we considered a special case where the IBO was larger than zero, which demonstrated that the nonlinearity exacerbated the reciprocity mismatch. Then, we proposed a novel nonlinear reciprocity calibration approach for the BS. During the calibration, the nonlinear relationship between the mismatch factor and the transmit power was approximated by the polynomial fitting, and the polynomial coefficients were estimated by the over-the-air training. Finally, to compute the nonlinear calibration coefficients efficiently, we formulated an auxiliary optimization problem and proposed a fast algorithm to solve it. Due to the low complexity of the algorithm, the nonlinear NRC was easy to implement in the actual system.

**APPENDIX A**

**PROOF OF PROPOSITION 1**

According to (7), the closed-form expression of the normalization scalar $\beta_{ZF}$ of the ZF precoding scheme can be given by

$$
\beta_{ZF} = \mathbb{E}\left\{ \text{tr}\left( (\mathbf{H}_{UL}^T \mathbf{H}_{UL}^*)^{-1} \right) \right\} = \frac{M \text{tr}\left\{ (\mathbf{B} \Phi^2 \mathbf{B}^*)^{-1} \right\}}{\text{tr}\{ \mathbf{R R}^* \}} (M - K),
$$

(67)

where the step (a) is because $(\mathbf{H}_{UL}^T \mathbf{H}_{UL}^*)^{-1}$ obeys the inverse-Wishart distribution denoted as $(\mathbf{H}_{UL}^T \mathbf{H}_{UL}^*)^{-1} \sim \mathcal{W}^{-1}(M(\mathbf{B} \Phi^2 \mathbf{B}^*)^{-1}, K, M)$.

According to [24, Eq. (14)] and [27, Eq. (40)], we further approximate $(\mathbf{H}_{UL}^T \mathbf{H}_{UL}^*)^{-1}$ into a diagonal matrix as

$$(\mathbf{H}_{UL}^T \mathbf{H}_{UL}^*)^{-1} \approx \frac{1}{\text{tr}\{ \mathbf{R R}^* \}} \text{diag} \left( \frac{1}{|b_1|^2 \phi_1^2}, \ldots, \frac{1}{|b_K|^2 \phi_K^2} \right).$$

(68)

Then, the transmitted signal $x_{b,m}$ of the $m$-th antenna with the ZF precoding can be rewritten as

$$
x_{b,m} = [\mathbf{W}]_m s = \frac{r_m^*}{\text{tr}\{ \mathbf{R R}^* \}} \sqrt{\beta_{ZF}} \sum_{i=1}^{K} \frac{h_{m,i}^* s_i}{b_i \phi_k}. \quad (69)
$$

The variance of $x_{b,m}$ can be derived as

$$
\sigma_{x,m}^2 = \mathbb{E}\left\{ |x_{b,m}|^2 \right\}
= \frac{\mathbb{E}\left\{ |\sum_{i=1}^{K} h_{m,i}^* s_i b_i^{-1} \phi_i^{-1}|^2 \right\} |r_m|^2}{(\text{tr}\{ \mathbf{R R}^* \})^2 \beta_{ZF}}
= \frac{(M - K) \rho_t |r_m|^2 \sum_{i=1}^{K} |h_{m,i}|^2 |b_i \phi_i|^{-2}}{M \text{tr}\{ \mathbf{R R}^* \} \sum_{i=1}^{K} |b_i \phi_i|^{-2}}
= \frac{|r_m|^2 \rho_t}{\text{tr}\{ \mathbf{R R}^* \}}, \quad (70)
$$
where \((b)\) holds due to LLN. By substituting \((70)\) into \(\mu(x)\), the closed-form expression of the linear scalar \(g_{ZF,m}\) of ZF can be denoted as

\[
g_{ZF,m} = t_m \mu \left( \frac{A_{Ast,m} \sqrt{\text{tr} \{RR^*\}}}{\sqrt{|r_m|^2 \rho_t}} \right). \tag{71}\]

The closed-form expression of the variance \(\sigma^2_{d,m}\) of the nonlinear distortion \(d_m\) of ZF can be denoted as

\[
\sigma^2_{ZF,m} = |t_m|^2 \lambda_m \left( \frac{\sqrt{|r_m|^2 \rho_t}}{\text{tr} \{RR^*\}} \right). \tag{72}\]

The effective downlink channel gain \(H_{eq} = H_{DL} W\) for ZF can be denoted as

\[
H_{eq} = \frac{1}{\sqrt{\beta_{ZF}}} U H_{DL} H^*_{UL} (H^T_{UL} H^*_{UL})^{-1} = \frac{1}{\sqrt{\beta_{ZF}}} U H R^{-1} G_{ZF} H^H (H H^H)^{-1} B^{-1}, \tag{73}\]

where \(H = HR\), and \(G_{ZF} = \text{diag}(g_{ZF,1}, \cdots, g_{ZF,M})\). To accurately derive the SINDR, we further denoted \(R^{-1}G_{ZF} = \alpha I_M + \Delta_{rg}\), where \(\alpha\) is the arithmetic mean of \(g_m/r_m\), i.e., \(\alpha = \frac{1}{M} \sum_{m=1}^{M} g_{ZF,m}/r_m\), \(\Delta = \text{diag}(\Delta_1, \cdots, \Delta_M)\), the arithmetic mean of \(\Delta_m\) is zero and the variance of \(\Delta_m\) is equal to the variance of \(g_{ZF,m}\). Then, the effective downlink channel can be further given by

\[
H_{eq} = \frac{1}{\sqrt{\beta_{ZF}}} U \left[ \bar{H} \Delta_{rg} H^H (\bar{H} H^H)^{-1} + \alpha \right] B^{-1} \tag{74}\]

In light of \((74)\), the statistical effective channel gain \(E\{h_{eq,k,k}\}\) can be derived as

\[
E\{h_{eq,k,k}\} = \frac{u_k}{\sqrt{\beta_{ZF} b_k}} \frac{\bar{h}_k \Delta_{rg} \bar{h}_k^H}{\text{tr} \{RR^*\} \phi_k^2} + \alpha \]

\[
= \frac{u_k \text{tr} \{G_{ZF} R^* - \alpha RR^*\}}{\sqrt{\beta_{ZF} b_k \text{tr} \{RR^*\}}} + \frac{\alpha u_k}{\sqrt{\beta_{ZF} b_k}} \tag{75}\]

Then, the power of the effective signal received at the \(k\)-th UE can be given by

\[
\gamma_{ZF,k}^{Es} = a_0 \rho_t |E\{h_{eq,k,k}\}|^2 = \frac{a_0 \rho_t (M - K) u_k |G_{ZF} R^*|^2}{M |b_k|^2 \text{tr} \{(B\Phi^2 B^*)^{-1}\} \text{tr} \{RR^*\}}. \tag{76}\]
The second moment of the statistical effective channel gain of ZF can be denoted as
\[
\mathbb{E}\left\{ |h_{\text{eq},k,k}|^2 \right\}
= \frac{|u_k|^2}{\beta_{ZF} b_k^2} \mathbb{E}\left\{ \frac{\hat{H}_k \Delta_{tg} \hat{H}_k^H}{\text{tr}\{\mathbf{R}\mathbf{R}^\dagger\}} \phi_k^2 + |\alpha|^2 \right\}
\]
\[
= \frac{|u_k|^2}{\beta_{ZF} b_k^2} \left[ \mathbb{E}\left\{ \frac{\hat{H}_k \Delta_{tg} \hat{H}_k^H}{\text{tr}\{\mathbf{R}\mathbf{R}^\dagger\}} \phi_k^2 \right\} + 2\text{Re}\left\{ \frac{\mathbb{E}\left\{ \hat{H}_k \Delta_{tg} \hat{H}_k \right\}}{\text{tr}\{\mathbf{R}\mathbf{R}^\dagger\}} + |\alpha|^2 \right\} \right]
\]
\[
= \frac{|u_k|^2}{\beta_{ZF} b_k^2} \left[ \text{tr}\left\{ (\mathbf{G}_{ZF} - \alpha \mathbf{R})\mathbf{R}\mathbf{R}^\dagger (\mathbf{G}_{ZF}^* - \alpha \mathbf{R}^*) \right\} \right]
= \frac{|u_k|^2}{M \beta_{ZF} b_k^2 (\text{tr}\{\mathbf{R}\mathbf{R}^\dagger\})^2} \left[ \text{tr}\left\{ (\mathbf{G}_{ZF} - \alpha \mathbf{R})\mathbf{R}\mathbf{R}^\dagger (\mathbf{G}_{ZF}^* - \alpha \mathbf{R}^*) \right\} \right]
\]
Hence, the power of the self-interference can be given by
\[
\gamma_{ZF,k}^{\text{SI}} = a_0 \rho_t \text{Var}\{h_{\text{eq},k,k}\}
= a_0 \rho_t |u_k|^2 \mathbb{E}\left\{ |h_{\text{eq},k,k}|^2 \right\} - |\mathbb{E}\{h_{\text{eq},k,k}\}|^2
= \frac{a_0 \rho_t |u_k|^2 \text{tr}\left\{ (\mathbf{G}_{ZF} - \alpha \mathbf{R})(\mathbf{G}_{ZF}^* - \alpha \mathbf{R}^*) \right\}}{(M - K)^{-1} M^2 b_k^2 \text{tr}\{\mathbf{R}\mathbf{R}^\dagger\}}. \tag{78}
\]
Further, the power of the multi-user interference of ZF can be derived as
\[
\gamma_{ZF,k}^{\text{MUI}} = a_0 \rho_t \sum_{i \neq k} \mathbb{E}\{ |h_{\text{eq},i,k}|^2 \}
= \frac{a_0 \rho_t |u_k|^2}{\beta_{ZF} b_k^2} \sum_{i \neq k} \mathbb{E}\left\{ \left| \frac{\hat{H}_k \Delta_{tg} \hat{H}_i}{\text{tr}\{\mathbf{R}\mathbf{R}^\dagger\}} \phi_k^2 \right|^2 \right\}
= \frac{1}{(M - K)^{-1} M^2} \sum_{i \neq k} \frac{a_0 \rho_t |u_k|^2 \phi_k^2 \text{tr}\{ (\mathbf{G}_{ZF} - \alpha \mathbf{R})(\mathbf{G}_{ZF}^* - \alpha \mathbf{R}^*) \}}{b_i \phi_i^2 \text{tr}\{ (\mathbf{B}\Phi^2 \mathbf{B}^* \mathbf{B}^* - 1) \}}. \tag{79}
\]
Finally, the power of the nonlinear distortion can be evaluated as
\[
\gamma_{ZF,k}^{\text{NLI}} = a_0 |u_k|^2 \phi_k^2 \mathbb{E}\{ \hat{H}_k \Sigma_{ZF} \hat{H}_k^H \}
= a_0 |u_k|^2 \phi_k^2 \text{tr}\{ \Sigma_{ZF} \}, \tag{80}
\]
where \( \Sigma_{ZF} = \text{diag}(\sigma_{ZF,1}^2, \ldots, \sigma_{ZF,M}^2) \).

**APPENDIX B**

**PROOF OF PROPOSITION 3**

As the HPA works with the large IBO state, the average power of the input signal is less than the saturation level, i.e., \( \frac{\sigma_{\text{sat,m}}^2}{A_{\text{sat,m}}} < 1 \). Hence, we use Taylor series centered at \( \epsilon \) to approximate
the function \( f(x) = \mu(1/x) \), where \( \epsilon \) is a very small positive constant. By utilizing the Taylor expansion, the function \( f(x) \) denoted as

\[
f_\epsilon(x) = f(\epsilon) - f'(\epsilon)(x-\epsilon) + \frac{f''(\epsilon)}{2}(x-\epsilon)^2 + \frac{f'''(\epsilon)}{6}(x-\epsilon)^3 + O((x-\epsilon)^3). \tag{81}
\]

When \( \epsilon \) approaches to 0, \( f(x) \) can be given by

\[
f_0(x) = \lim_{\epsilon \to 0} f(x) \approx 1 - x^2 + O(x^3). \tag{82}
\]

By substituting \( \sigma^2_{x,m} \) denoted in (70) into \( f_0(x) \), \( g_{ZF,m} \) can be approximated as

\[
g_{ZF,m} = t_m \mu \left( \frac{A_{A,m} \sqrt{\text{tr}\{\mathbb{R}R^*\}}}{\sqrt{|r_m|^2 \rho_t}} \right) \approx t_m \left( 1 - \frac{|r_m|^2 \rho_t A_{sat,m}^{-2}}{\text{tr}\{\mathbb{R}R^*\}} \right). \tag{83}
\]

Similarly, by exploiting the Taylor expansion of \( \lambda_m(1/x) \), the variance of the nonlinear distortion can be approximated as

\[
\sigma^2_{ZF,m} \approx \frac{|r_m|^6 \rho_t^3 A_{sat,m}^{-6}}{2(\text{tr}\{\mathbb{R}R^*\})^3}. \tag{84}
\]

By substituting (83) into (27), the power of effective signal can be further given by

\[
\bar{\gamma}_{ZF,k}^{ES} = a_0 \rho_t \left[ \sum_{m=1}^{M} t_m r_m^* \left( 1 - \frac{|r_m|^2 \rho_t A_{sat,m}^{-2}}{\text{tr}\{\mathbb{R}R^*\}} \right) \right]^2
\]

\[
= a_0 \rho_t \left( M - K \right) \frac{\text{tr}\{\mathbb{F}^{-2}\}}{M \text{tr}\{\mathbb{F}^{-2}\}} \text{tr}\{\mathbb{F}^{-2}\} \left[ 2 \left( 1 - \frac{\mathbb{E}\{|a_m|^2\}}{\rho_t A_{sat}^2} \right) \right]^2 \tag{85}
\]

\[
\approx a_0 \rho_t \left( M - K \right) \frac{\text{tr}\{\mathbb{F}^{-2}\}}{M \text{tr}\{\mathbb{F}^{-2}\}} \text{tr}\{\mathbb{F}^{-2}\} \left[ 1 - \frac{2 \mathbb{E}\{|a_m|^2\}}{\rho_t A_{sat}^2} \right],
\]

where \( (a) \) holds due to LLN, and \( (c) \) is conditioned on ignoring the high-order infinitesimality of \( \rho_t/(MA_{sat}) \). Substituting (83) into (28) and (29), the sum of self-interference and multi-user interference can be further denoted as

\[
\bar{\gamma}_{ZF,k}^{SI} = a_0 \rho_t \frac{M - K}{M^2 \text{tr}\{\mathbb{F}^{-2}\}} \sum_{m=1}^{M} \left[ g_{ZF,m} - a r_m \right]^2
\]

\[
= a_0 \rho_t \frac{M - K}{M^2 \text{tr}\{\mathbb{F}^{-2}\}} \sum_{m=1}^{M} \left[ |g_{ZF,m}|^2 + |a r_m|^2 - 2 \text{Re}\{g_{ZF,m} a^* r_m^*\} \right] \tag{86}
\]

\[
\approx a_0 \rho_t \frac{(M - K)}{M \text{tr}\{\mathbb{F}^{-2}\}} \left[ \mathbb{E}\{|t_m|^2\} + \mathbb{E}\left\{ \left| \frac{t_m}{r_m} \right|^2 \right\} \mathbb{E}\{|r_m|^2\} \right]
\]

\[
- 2 \text{Re}\left( \mathbb{E}\left\{ \frac{t_m}{r_m} \right\} \mathbb{E}\left\{ t_m^* r_m \right\} \right) \left( 1 - \frac{2 \rho_t \mathbb{E}\{|a_m|^2\}}{M A_{sat}^2} \right),
\]
where \((c)\) holds due to LLN and ignoring the high-order infinitesimality of \(\rho_t/(MA_{\text{sat}})\). Similarly, the power of multi-user interference can be rewritten as

\[
\Gamma_{\text{ZF},k}^{\text{MU}} = \frac{a_0 \rho_t (M - K) \phi_k^2 \sum_{i \neq k} \phi_i^2}{\text{tr} \{ \Phi^{-2} \}} \left[ \mathbb{E} \left\{ |t_m|^2 \right\} 2 \text{Re} \left( \mathbb{E} \left\{ \frac{t_m^{*}r_m}{r_m} \right\} \mathbb{E} \{ t_m^{*}r_m \} \right) \right]
\]

\[
+ \left| \mathbb{E} \left\{ \frac{t_m}{r_m} \right\} \right|^2 \mathbb{E} \left\{ |r_m|^2 \right\} \left( 1 - \frac{2 \rho_t \mathbb{E} \{ a_m^{-2} \}}{MA_{\text{sat}}^2} \right).
\]

(87)

According to (84), \(\sigma_{d,m}^2\) is a higher-order infinitesimality of \(\frac{\rho_t}{MA_{\text{sat}}}\) when \(\frac{\rho_t}{MA_{\text{sat}}} < 1\), the impact of \(\sigma_{d,m}^2\) is slight and can be ignored. Then, by substituting (85), (86), and (87) into (26) and exploiting the statistical properties of \(t_m\), \(r_m\), and \(a_m\), SINR with the large IBO can be given by (39). Therefore, Proposition 3 holds.
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