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ABSTRACT

In data mining, estimating the number of distinct values (NDV) is a fundamental problem with various applications. Existing methods for estimating NDV can be broadly classified into two categories: i) scanning-based methods, which scan the entire data and maintain a sketch to approximate NDV; and ii) sampling-based methods, which estimate NDV using sampling data rather than accessing the entire data warehouse. Scanning-based methods achieve a lower approximation error at the cost of higher I/O and more time. Sampling-based estimation is preferable in applications with a large data volume and a permissible error restriction due to its higher scalability. However, while the sampling-based method is more effective on a single machine, it is less practical in a distributed environment with massive data volumes. For obtaining the final NDV estimators, the entire sample must be transferred throughout the distributed system, incurring a prohibitive communication cost when the sample rate is significant. This paper proposes a novel sketch-based distributed method that achieves sub-linear communication costs for distributed sampling-based NDV estimation under mild assumptions. Our method leverages a sketch-based algorithm to estimate the sample’s frequency of frequency in the distributed streaming model, which is compatible with the most classical sampling-based NDV estimators. Additionally, we provide theoretical evidence for our method’s ability to minimize communication costs in the worst-case scenario. Extensive experiments show that our method saves orders of magnitude in communication costs compared to existing sampling- and sketch-based methods.

CCS CONCEPTS

• Computing methodologies → MapReduce algorithms.
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1 INTRODUCTION

Estimating the number of distinct values (NDV) in data mining is a fundamental but critical problem. NDV estimation can improve the efficiency of database tasks [8, 18, 22, 28, 29], and it also has many applications in other areas. These studies include estimating the unseen species in ecological studies [4, 34], data compression [25], network security [10], and statistics [21]. A standard method of calculating NDV involves scanning the table, followed by sorting or hashing. When calculating the exact NDV for any distribution, which takes \(O(N \log(N))\) time, where \(N\) is the size of the data, sorting is unavoidable. With the help of the streaming algorithms such as the FM Sketch [15] and the HyperLogLog Sketch [14], it is sufficient to scan the table once to provide a high-precision estimation for distinct values. However, scanning the entire table incurs high I/O and time costs as the data grows in size. Therefore, sampling is a frequently used approach for obtaining an acceptable approximate solution in applications where scalability is the primary concern.

Motivation. The motivation comes from estimating the NDV in large-scale distributed environments. First of all, scanning-based methods incur high I/O costs, limiting their scalability. On the other hand, while sampling-based NDV estimators reduce the I/O cost on a single machine [3], they may lead to high communication costs while transmitting the samples. For example, we consider the GEE [8] estimator. GEE uses the equation \(GEE = \frac{\sqrt{T}}{Q} f_i + \sum_{i \geq 2} f_i\) to estimate the NDV of data, where \(q\) is the sample rate and \(f_i\) is the frequency of frequency of the sample (i.e., \(f_i\) is the number of elements that appear exactly \(i\) times in the sample). To compute the frequency of frequency of the sample, we need the frequency dictionaries of items on each machine. Most items are different, which means that the total size of frequency dictionaries is close to the sample size. [8] provides theoretical evidence that an adequate sample rate (≥ 0.1%) is needed to obtain a reasonable NDV estimator. Therefore, if the data set has a large number of distinct values, we...
will end up with a massive dictionary to store the frequency of the samples. If the raw data is at the terabyte level, the sample is at the gigabyte level. In distributed systems where we need to transfer the dictionaries of the samples across the machines, such large dictionaries will lead to high communication costs, limiting the system’s scalability.

**Distributed Model for Sampling-based NDV Estimation.** In this paper, we consider the problem of extending various classic sampling-based NDV estimators [7, 8, 29, 32] to distributed settings with sub-linear communication costs. We assume the target data is partitioned and stored on multiple machines. Rather than directly computing the entire sampling distribution, we provide a novel sketch-based algorithm to avoid transferring the frequency dictionaries of the samples. Additionally, we will provide theoretical demonstrations and experiments to prove that our method will maintain high accuracy while reducing transmission costs.

Our computation framework is shown in Figure 1. We assume that the data is stored in a file system and uniformly distributed across multiple machines. Each machine may store terabytes of data, and the objective is to compute the NDV over the data union. One approach is to scan each database using sketching algorithms such as HyperLogLog [14] and then merge the sketches on a master node to avoid high communication costs. However, this approach necessitates scanning the entire database, which results in a high I/O cost. Another possibility is to collect a sample from each machine and merge their dictionaries based on their frequency distributions in the master node. If data is not uniformly distributed, [3] also suggests using block sampling to avoid scanning the whole table. While sampling reduces I/O costs, the frequency dictionaries may be significant due to the large data volume and high sampling rate, resulting in a high communication cost. The purpose of this paper is to develop a method that combines the best of both worlds: a sampling-based NDV estimation algorithm that does not require a cross-machine transfer of sample frequencies.

At first glance, the above goal can be achievable by scanning each sample with a HyperLogLog sketch and merging the sketches in the master node. However, this approach yields an estimator for the NDV of the union of samples, not the raw data. Sampling-based NDV estimators, such as GEE, require the sample’s $f_i$, which is difficult to estimate with HyperLogLog sketches. As a result, the fundamental challenge is estimating the $f_i$ of the samples without transferring the sample dictionaries between machines.

**Our contributions.** This paper estimates the NDV with low communication costs in the distributed environment and makes the following contributions.

- We prove a lower bound that states, in the worst case, it is impossible to estimate the sample’s $f_i$ in the distributed environment unless a linear communication cost is allowed.
- We propose a distributed streaming algorithm that achieves sub-linear communication cost for computing the unique values of the sample (i.e., the unique values is the number of elements that appear once), under a mild assumption on the distribution.
- We show how our framework can incorporate classic NDV estimators, including GEE, AE, Shlosser, CL1. We also propose several modified estimators to better cope with our framework.
- We conduct extensive experimental studies to demonstrate the scalability of our method. The proposed methods reduce the communication costs by orders of magnitude.

## 2 PRELIMINARIES

This section will give a brief review of the related concepts. Table 1 summarizes the notations frequently used throughout the remainder of the work.

### 2.1 Sampling-based NDV Estimators

The NDV estimation problem aims to estimate the number of distinct values $D$ for a given data set with $N$ elements. Sampling-based NDV estimators [8, 19, 27] take a small random sample of size $n$ from the data and approximate $D$ with pre-defined estimators. Under various assumptions on the data distribution, these methods provide empirical or theoretical guarantees for the quality of the estimators. For example, Motwani et al. [27] propose an estimator that works well on data that follows the Zipfian distribution. In general, these estimators take the form of a function of the frequency of frequency, which is defined as follows.

**Frequency of frequency.** The frequency of frequency of the raw data is composed of $F_i$, where $F_i$ is the number of elements that appear $i$ times in the raw data.
The number of unique values. We also define a sample’s frequency of frequency as the set of \( f_i \)'s, where \( f_i \) is the number of elements that appear \( i \) times in the sample. For convenience, \( f_i \) is frequently used, naming it the number of unique values.

Estimators from the literature. Given the frequency of frequency of samples, one can estimate the NDV of the raw data with various sampling-based NDV estimators. We review some of the estimators that will be extended in our distributed framework, including GEE [8], Shlosser [32], Chao [29], CL1 [7]. These estimators were proposed in the database and statistical literature. We also modify some of them to better fit our framework in the work, including GEE [8], Shlosser [32], Chao [29], CL1 [7]. These estimators were proposed in the database and statistical literature.

• Guaranteed Error Estimator. Charikar et al. [8] give a hard case for estimating the distinct value in a table column. [8] analyze the optimal error for the hard case and obtain the estimator as follows:

\[
\hat{D}_{\text{GEE}} = \sqrt{N/n}f_1 + \sum_{i=2}^{f_1} f_i. \tag{1}
\]

In order to facilitate understanding and calculation, the GEE estimator can be rewritten by \( d \) and \( f_1 \):

\[
\hat{D}_{\text{GEE}} = d + \sqrt{N/n - 1} f_1, \tag{2}
\]

where \( d \) is the NDV of the sample.

• Chao’s Estimator. According to [6], Ozsoyoglu et al. [29] apply the estimator \( \hat{D}_{\text{Chao}} = d + \frac{1}{2} f_2 \) to database NDV estimation. While \( f_2 = 0 \), \( \hat{D}_{\text{Chao}} \) will blow up. With the Assumption 4.1 in the analysis part, the majority of elements appear once in the sample. Except for \( f_1, f_2 \) accounts for the vast majority of distinct values. It is reasonable for us to replace \( f_2 \) with \( d - f_1 \). Then we have a new estimator of Chao as:

\[
\hat{D}_{\text{Chao3}} = d + \frac{1}{2} f_2 / (d - f_1). \tag{3}
\]

• Chao Lee’s Estimator. Chao Lee’s Estimators are the extension of Chao’s estimator. We take the simplest one in Chao Lee’s estimation family. The complete derivation process can be found in Appendix B.2. Chao Lee’s first estimator can be written as:

\[
\hat{D}_{\text{CL1}} = \frac{d + f_1 \cdot \max \left\{ \frac{d \sum_j i(1-j)f_i}{(1-f_i/n)(n^2-n-1)}, 0 \right\}}{1-f_1/n}. \tag{4}
\]

• Shlosser’s Estimator. Shlosser [32] derives the estimator,

\[
\hat{D}_{SL} = d + \frac{\sum_i (1-q)^i f_i}{\sum_i iq(1-q)^{i-1} f_i}. \tag{5}
\]

This estimator was constructed for language dictionaries. It assumes that the population is large, the sampling fraction is non-negligible, and the proportions of classes in the sample reflect the population, namely \( \frac{p_i}{\sum p_i} \approx \frac{f_i}{\sum f_i} \).

2.2 Sampling-based NDV Estimation in Communication Complexity Model

This subsection will give the formal definition of the distributed sampling-based NDV estimation problem. We assume that amounts of data are dispersed over many devices. The communication cost becomes the most crucial complexity parameter in such a complicated processing system. To model the distributed environment, we adapt the communication complexity model [24, 35], which solely focus the communication cost. We first define the frequency vector, which is used to tally the number of times objects appear.

DEFINITION 1 (Frequency vector). The associated frequency vector for a sample \( X = (x_1, x_2, \ldots, x_n) \) is \( F_DX = \{s_1 : x_1, s_2 : x_2, \ldots, s_n : x_n \mid x_n > 0 \} \).

The communication complexity model provides a computational model that characterizes the communication cost of such operations. In particular, we first present a simplified two-party communication model that will serve as a particular case of the communication complexity model.

DEFINITION 2 (Frequency dictionaries). The associated frequency dictionary for a frequency vector \( X = (x_1, x_2, \ldots, x_n) \) is \( FD_X = \{s_1 : x_1, s_2 : x_2, \ldots, s_n : x_n \mid x_n > 0 \} \).

In general, we assume that there are \( k \) machines. A broader definition of our problem is given as follows.

DEFINITION 4 (Multi-party communication complexity model). Let \( M_1, M_2, \ldots, M_k \) be a series of machines. Each machine has a frequency vector \( X_M = (x_1, x_2, \ldots, x_m) \) of its sample. The goal is to return the frequency of frequency of the sample union in \( k \) machines with the lowest possible communication cost.

After we obtain the frequency of frequency of the sample union, we can employ NDV estimators such as Equation (4) to approximate the NDV of the raw data union. Figure 2 shows how to use the communication complexity model to obtain NDV estimators in real-world applications. Note that after accepting the input sample from each machine, specific data actions such as hashing will be performed to extract sketches. Then, rather than receiving the complete data, the model will receive small sketches to save high transmission costs. Because sketches are mergable, the mater node will combine all the sketches and deliver the estimation.
2.3 Streaming algorithms

Streaming models and sketching techniques are frequently used for processing massive amounts of data. Sketch techniques enable a low-memory single-pass estimation of the attributes of data items in a stream, such as heavy hitters [26] and \( \ell_p \) norms [23]. We now review some commonly utilized sketches in the streaming model.

\( \ell_0 \) norms estimation. We employ an estimated distinct counting function in the data mining to return the NDV estimation. The HyperLogLog [14] is used as the basic algorithm. HyperLogLog is a near-optimal technique for estimating distinct values. In order to deliver an exact answer, all the distinct values must be saved, which can consume a large amount of space. However, if we allow for a relative error to estimate the distinct values, we can still scan the data once and save a great deal of space in the process. Estimation’s extremely compact data structure is referred to as sketches. There are numerous techniques for estimating unique values using sketches, including KMM [2] and HyperLogLog [14, 20]. These algorithms scan the data once, use a hashing mechanism and take up relatively little space. HyperLogLog is more accurate than KMM and will be used in the trials.

\( \ell_2 \) norms estimation. The estimator (4) has an item \( \sum_i i^2 f_i \) and computing all the \( f_i \) while maintaining accuracy is difficult. Fortunately, \( \sum_i i^2 f_i \) is the \( \ell_2 \) norms of frequency vector \( X \), and we have several algorithms to estimate \( \ell_2 \) norms in the streaming model. Except for \( \ell_0 \) estimation, \( \ell_2 \) estimation is the most extensively studied problem in \( \ell_p \) estimation. Similar to \( \ell_0 \) estimation, \( \ell_2 \) estimation employs hashing to project the frequency and summarize the frequency moments using hash values, such as [11]. Indeed, these estimations of frequency moments concentrate on those elements that always exist, such as [1]. We primarily employ the \( \ell_2 \) norms in this research to estimate the distinct values of scaled data. The AMS Sketch [1] is the standard method for estimating the \( \ell_2 \) norms. Given parameters \( r \) and \( \delta \), the summary employs space \( O(1/\varepsilon^2 \log 1/\varepsilon) \) and ensures that its estimate is within the relative \( \varepsilon \) error of the actual \( \ell_2 \) norms with a probability of at least \( 1 - \delta \). The Count Sketch [9] is thought of as an extension of the earlier AMS Sketch [1]. We use Count Sketch to calculate \( \sum_i i^2 f_i \) in experiments.

3 DISTRIBUTED SAMPLING-BASED NDV ESTIMATION

In this section, we concentrate on the sampling-based estimation of NDV in a distributed environment. We first present the negative results, which inspire us to consider additive error and introduce the mild assumption in Section 4.

3.1 Negative Result

Exact computation of \( f_i \)'s Almost all estimators based on sampling requires \( f_i \) to estimate NDV. For instance, GEE estimator requires simply \( f_i \) and \( d \). Therefore, the natural idea is to compute \( f_i \)'s of the sample union by delivering the dictionaries of frequency vectors across the machines. However, as data volume increases, transmitting the dictionary of frequency vectors incurs a high communication cost. For the data with many different values, each machine will have a massive frequency dictionary. We will incur high costs in sending the dictionaries.

Approximating \( f_i \)'s with relative error. In a distributed context, we can estimate \( d \) with a relative error using the notion of \( \ell_0 \) sketch, such as HyperLogLog. The operations of HyperLogLog are like the operations of the set, except for intersections. Set intersection returns the common elements of two sets. Computing \( f_i \) is equivalent to computing the size of the intersection of two sets. Calculating the \( f_i \) of the two devices is the simplest case of merging two frequency dictionaries. We prove and establish Theorem 3.1 that estimating the size of the set intersections can be reduced to computing the merging frequency dictionary of two machines.

Theorem 3.1. Calculating the size of set intersection can be reduced to calculating the merging frequency dictionaries of two machines. Assume \( m \) is the size of \( A \) and \( B \)'s frequency vectors \( Z \). Estimating \( f_i(Z) \) with relative error \( \varepsilon \), the communication complexity of estimation is \( \Omega(m) \).

In other words, if we do not transmit the complete dictionary of samples, we cannot guarantee the relative error \( f_i \) in all situations.

3.2 Estimate \( f_i \) with Small Communication

We present an algorithm for reducing the communication cost of estimating \( f_i \)'s under mild assumptions. Before diving into technical details, we first present the high-level ideas of our method via a simple two machines distributed model.

Estimate \( f_i \) on two machines. We now consider a two-party communication model where Alice and Bob each possess a sample with frequency vectors \( X = (x_1, \ldots, x_m) \) and \( Y = (y_1, \ldots, y_m) \), respectively. The goal is to estimate \( f_i \) for the union \( X + Y \) without transferring the entire sample \( X + Y \). By sorting, Alice and Bob can obtain a frequency dictionary. According to Alice’s dictionary, Alice can acquire vector \( X_{\in A} \) which contains the elements that appear just once, and the vector \( X_{\in A} \), which has all of Alice’s elements. The number of distinct items in the distributed environment will be maintained using the \( \ell_0 \) sketch, such as HyperLogLog. The precise count of distinct elements in vector \( X \) can be expressed as \( \|X\|_0 \). Because the \( \ell_0 \) sketch supports the merge operation, \( \|X + Y\|_0 \) represents the number of distinct elements in the merge of Alice’s
Algorithm 1: Construction of Pre-Merged Sketches

Input: NDVSketch: Array of the sketches to store the distinct values of \( k \) machines.
Output: PMSketch: The Pre-Merged sketches array to store the intermediate merged sketches from different machines.

\[
PMSketch[0] = \text{NDVSketch};
\]
\[
n \leftarrow \text{NDVSketch.length};
\]
\[
l \leftarrow 0;
\]
\[
\text{while } n > 2 \text{ do}
\]
\[
n \leftarrow n/2;
\]
\[
\text{for } i \text{ from } 0 \text{ to } n \text{ do}
\]
\[
\text{Initialize } \ell_0 \text{ sketch tempS with } PMSketch[i][2 * i];
\]
\[
tempS.merge(PMSketch[i][2 * i + 1]);
\]
\[
PMSketch[l + 1].append(tempS);
\]
\[
\text{return};
\]

Algorithm 2: Esti\( f_i \)

Input: PMSketch: The Pre-Merged sketches array to store the intermediate merged sketches from different machines. F1Sketch: Array of the sketches to store the unique values of \( k \) machines, namely \( f_i \) of each machine. \( k \): The number of machines.
Output: The estimation of \( f_i \)

\[
\text{Initialize } f_i \leftarrow 0;
\]
\[
\text{for index from } 0 \text{ to } k \text{ do}
\]
\[
\text{Initialize } B \text{ with empty } \ell_0 \text{ Sketch;}
\]
\[
\text{for } l \text{ from } 0 \text{ to } \text{PMSketch.height-1} \text{ do}
\]
\[
\text{// From down to top, merge the } PMSketch;
\]
\[
\text{if } l = 0 \text{ then}
\]
\[
B = \text{PMSketch}[l][\text{index XOR 1}];
\]
\[
\text{Next } = \text{(index XOR 1)/2 XOR 1};
\]
\[
\text{else}
\]
\[
B = \text{PMSketch}[l][\text{Next}];
\]
\[
\text{Next } = \text{(Next/2 XOR 1)};
\]
\[
\text{if } \text{XOR } B \text{ estimate();}
\]
\[
\text{B merges } F1Sketch[\text{index}];
\]
\[
\text{f}_i \leftarrow f_i - B.\text{estimate();}
\]
\[
\text{return } f_i;
\]

and Bob’s \( \ell_0 \) sketch. To calculate \( f_1 \), we make use of the following expression:
\[
f_1(X + Y) = ||X_1 + Y||_0 - ||Y||_0 - ||X + Y_1||_0 - ||X||_0. \quad (7)
\]

For proof, note that Equation (7) is divided into two parts: \( ||X_1 + Y||_0 - ||Y||_0 \) and \( ||X + Y_1||_0 - ||X||_0 \). If we exchange \( x \) and \( y \), the two parts just swap values, and the formula remains the same. Thus, the analysis for the two parts is similar. We analyze the former first. With the definition of \( || \cdot ||_0 \), we have
\[
||X_1 + Y||_0 - ||Y||_0 = \#\{X_1 \vee Y_0\} - \#\{Y_0\}. \quad (8)
\]

With the set operations, we can derive
\[
\#\{X_1 \vee Y_0\} - \#\{Y_0\} = \#\{X_1 \vee Y_0 \wedge Y_0\} = \#\{X_1 \wedge Y_0\}. \quad (9)
\]
\[
\#\{X_1 \wedge Y_0\} \text{ denotes the number of elements that appear once in } X \text{ but not in } Y. \text{ So } f_1 \text{ is equal to the sum of } \#\{X_1 \wedge Y_0\} \text{ and } \#\{Y_0 \wedge Y_0\}. \text{ Therefore, combining Equation (8) (9), we can derive}
\]
\[
||X_1 + Y||_0 - ||Y||_0 = \#\{X_1 \wedge Y_0\} - \#\{Y_0\} = f_1(X + Y).
\]

The calculated expression of \( f_1 \) is not unique. However, the expression above shows the connection between the set operation and the calculation of \( f_1 \). Next, we extend the process of calculating \( f_1 \) from two machines to multi-machines.

Extension: Estimate \( f_i \) on Multi-Machines. Consider the extension of estimating \( f_i \) about two machines. If we have more than two machines, we can still use the combination of \( \ell_0 \) norms to calculate the \( f_i \) of these machines. \( M = \{M_1, M_2, \ldots, M_k\} \) is a machine list. \( \ell_0 \) sketches are similar to sketches of sets that only support union operations in our framework. Considering arbitrary machine \( M_j \), we just need to count the number of items that only appear in this machine. Then the sum of all items that only appear in one machine is \( f_j \).

For an arbitrary machine \( X \), we summarize the frequency vectors of all the machines except \( X \) as \( Y \). Then we can use the Equation (8) to count the number of items that only appear in machine \( X \). Equation (8)’s left part represents the number of items that only appear in machine \( X \). In the right part, \( ||X_2 + Y||_0 \) represents the number of items that appear once in \( X \) or other machines, and \( ||Y||_0 \) represents the number of items in other machines. We are both using the \( \ell_0 \) sketch for estimation.

However, if we traverse all the machine cases and merge the other machines for each machine, the time complexity is \( O(k^2) \), limiting the system’s scalability. Fortunately, many merge operations are duplicated. We use a binary tree to store the intermediate merged sketches, constructed with \( O(k) \) space and \( O(k) \) time complexity. Algorithm 1 provides the algorithm and pseudocode for constructing the intermediate merged sketches from different machines.

According to the Pre-Merged Sketches, we give the algorithm 2 and pseudocode to estimate \( f_i \). The level of sketches is \( O(\log k) \) and we need at most 2 sketches per level to cover all machines.

3.3 Coupling with Existing NDV Estimation

In this section, we present how our framework can be coupled with the different traditional estimators. When the order of \( f_i \) is high, the computational complexity cannot be linear. However, we can avoid calculating the high-frequency term by modifying the estimators.

Estimate GEE and Chao with \( f_i \) and \( d \). For some basic estimators, according to Equation (2) and Equation (3), it is enough to estimate NDV with \( f_i \) and \( d \).

Estimate Chao Lee’s Estimator with \( \ell_0 \) Norms. For some complicated estimators, they consider the influence of all \( f_i \). Estimating all of \( f_i \) with high precision is difficult. However, we can estimate
Table 2: Estimators and their Approximation.

| Estimator | Original Expression | Adjusted Expression |
|-----------|---------------------|---------------------|
| $\hat{D}_{\text{GEE}}$ | $\sqrt{N} f_i + \sum_{j=2} f_i$ | $\hat{d} + \frac{N}{N - 1} f_i$ |
| $\hat{D}_{\text{Chao2}}$ | $d + f_i(f_i - 1)/(2f_i + 1)$ | $\hat{d} + \frac{f_i}{2d(f_i - 1)/(2f_i + 1)}$ |
| $\hat{D}_{\text{CL1}}$ | $d + f_i \max\left\{\frac{1}{\epsilon_i(n)\ell(n\epsilon_i - n)}\right\}$ | $\hat{d} + \frac{f_i}{d + f_i/d_{\text{resample}}}$ |
| $\hat{D}_{\text{SH}}$ | $d + f_i \sum_i (1 - q_i)f_i / \ell_i q_i (1 - q_i)^{1-1} f_i$ | $d + f_i/d_{\text{resample}}$ |

We use Count Sketch with a relative error to estimate $\|X\|^2_2$. Besides, we just need the expectation of $\hat{d}$ to show how to adjust the estimators. The relationship between $\|X\|^2_2$ and $\sum_i i^p f_i$ is given by Equation (6). Targeted at Equation (4), we have a new expression for $\hat{D}_{\text{CL1}}$:

$\hat{D}_{\text{CL1-Adopt}} = d + f_i \cdot \max\left\{\frac{1 - (\|f\|^2_2 - n)}{(1 - f_i/n)(n^{\ell(n-1)} - 1)}\right\}$. (10)

We use Count Sketch with a relative error to estimate $\|X\|^2_2$. If $\|X\|^2_2$ is sufficient to deal with the majority of complicated estimators.

Estimate Shlosser’s Estimator with resampling. We can deduce the meaning of estimators and propose the equivalent forms of estimators that cannot be transformed into $\hat{D}_{\text{CL1}}$. Shlosser’s estimator assumes that the population size is large and $E[f] / E[f_i] \approx f_i$. Then we have $\hat{D}_{\text{SH}} = \hat{D}_i - E[f] / E[f_i]$. When the population size is large, the sampling procedure can be seen as sampling from a Binomial distribution at a fixed sample rate $q_i$. Then we have $E[f_i] = \sum_i (1 - q_i)^{1 - 1} f_i$. There is no doubt that it is difficult to calculate each $f_i$ and then return Shlosser’s estimator. Nevertheless, we just need the expectation of $f_i$ and $f_i$, which can be computed by resampling. So we have the adjusted estimator of Shlosser as follows:

$\hat{D}_{\text{Sh-Adopt}} = d + f_i \cdot E[f_i] / E[f_i] = d + f_i \cdot (d + d_{\text{resample}}) / f_{i_{\text{resample}}}$. (11)

We summarize the original and adjusted forms of NDV estimators in Table 2. According to Table 2, we only require $f_i$, $d$, and $\|f\|^2_2$ for calculating sampling-based NDV.

4 ANALYSIS

In this section, we first give a mild assumption about the data distribution. Next, we will provide a theoretical demonstration that we will have a relative error under this assumption. Besides, we analyze the communication cost of our algorithm to evaluate the GEE estimator. We will also give a theoretical analysis of the error in GEE.

Assumption on Distribution. If we want to count $f_i$ of samples accurately, the communication cost is determined by the distinct values of samples. Without any prior hypothesis, we suppose that the data is distributed evenly among each machine. Our estimators focus on estimating $d$ and $f_i$, according to Table 2. The following is the mild assumption.

Assumption 4.1. If we uniformly sample data from some known distributions or real-world datasets with a small sample ratio $q_i$, we have $f_i \geq c \cdot d$, $c \in (0, 1)$, where $c$ will not be too small, implying that the majority of elements in the sample will appear only once.

Because some distribution’s $f_i/d$ is close to zero, implying that $f_i$ and $d$ are small, we can directly transfer the frequency dictionaries. In fact, in any case, we should calculate the frequency dictionaries at first. So we can find out whether the sample meets the Assumption 4.1 when obtaining the frequency dictionary on each machine.

Besides, under different distributions with fixed parameters, we can adjust the sample rates to achieve $f_i \geq c \cdot d$. To simplify the calculation, we use $\text{Poi}(iq)$ to approximate $\text{Binomial}(i, q)$, where $q$ is the sample ratio because we have a large population. Then, for a series of $F_i$, we have the following expression for $f_i$:

$E[f_i] = \sum_i iq^{-iq} \cdot F_i$.

To compute the distinct values of the sample, we have the expression $E[d] = E[D - f_i] = \sum_i F_i (1 - e^{-q})$. Combining the calculation expressions of $E[f_i]$, $E[d]$, and $f_i/d \geq c$, we should solve the inequality:

$\sum_i iq^{-iq} F_i / F_i (1 - e^{-q}) \geq c$. (11)

For any distribution, we can use Equation (11) to determine $q$ or $c$. Even when $c$ takes a relatively small value, we still can guarantee the accuracy. For example, as our experiment has shown, in realistic data, $f_i/d \approx 0.14(\text{LO ORDERKEY}), 0.0028(\text{LO ORDTOTALPRICE})$, and $0.0018(\text{LO REVENUE})$ are also acceptable. We need to control the accuracy of HyperLogLog. After this preparation, we will analyze the error of estimating $f_i$ in the next part.

Error of $f_i$ Estimation. All the HyperLogLog estimators will be bounded by $e_d$. One HyperLogLog requires $O(1/\epsilon_d \log \log n)$ hits with the median trick according to [12], where $\epsilon$ is the probability of exceeding the bound. The theorem is as follows.

Theorem 4.1. The given data uniformly distributed in $k$ machines meets the Assumption 4.1 with parameter $c$. Using the HyperLogLog($\delta, n$) with relative error $e_d$ as $d_0$ sketch, we only need to send two sketches for each machine. The total communication cost of Algorithm 2 is $O(k/\epsilon_d^2 \log (1/\delta^2) \log \log n)$, which takes $O(k \log k)$ merge operations and $k$ HyperLogLog($\delta, n$).

Error of GEE Estimator. Charikar et al. [8] provide a lower bound on the ratio error for sample-based NDV estimators. Formally, the ratio error of an estimation $\hat{D}$ w.r.t the genuine $D$ is:

$\text{Error}(\hat{D}, D) = \max(\hat{D}/D, D/\hat{D})$. (12)

Charikar et al. [8] also give and prove the fact as follows.

Fact 4.1. The expected ratio error of GEE is $O(\sqrt{n/r})$ when it samples $r$ values from any possible input of size $n$.

According to Theorem 4.1 and Fact 4.1, we also have the ratio error guarantee for $\hat{D}_{\text{GEE}}$ computed by our algorithms as follows.

Theorem 4.2. The expected ratio error of GEE is $O(\sqrt{n/r})$ when it samples $r$ values from any possible input of size $n$ and is computed by Algorithm 2 with relative error $\epsilon$. 
Remark. The reason we require Assumption 4.1 is that, without any assumption, there is no relative-error estimation for \( f_i \). We have proved that the set intersection problem can be reduced to the problem of merging frequency dictionaries. We only need to show that there is no relative error estimation for the size of the set intersection.

For the size of set intersection, we have the invariant as follows,

\[
|A \cap B| = |A| + |B| - |A \cup B|. \tag{13}
\]

According to Equation (13), if we return \( |A \cup B| \) with a relative error \( \varepsilon |A \cup B| \), the lower bound on \( |A \cap B| \) estimation error is \( |A| + |B| - \varepsilon |A \cup B| \). As a result, we will not know the relative inaccuracy of all possible scenarios. For instance, consider the case where we control the relative error rate \( \varepsilon' \), and there is no intersection between \( A \) and \( B \). As long as \( \varepsilon' < \varepsilon \), the intersection of \( A \) and \( B \) will always have a relative infinity error. While set intersection does not support relative error estimation, it appears that we can still manage the absolute error in some range for set intersection problems and \( f_i \) estimation. The key to minimizing the relative error of set intersections is ensuring that the size of the intersection is sufficiently large. For example, if the size of the set intersection \( c |A \cap B| \) equals \( |A \cup B| \), the set intersection error will be \( c \cdot |A \cap B| = c \varepsilon |A \cap B| \). The same holds for the assessment of \( f_i \).

5 EXPERIMENT

In this section, we experimentally evaluate our method in different distributed environments. Our code is publicly available.\(^1\)

Datasets. We evaluate our experiments on two synthetic datasets and one real-world dataset, the star schema benchmark(SSB) [30]. One of the synthetic datasets follows the Poisson distribution with different mean (e.g., \([50, 100, 200]\)) and the other follows the Zipfian distribution with different skewness factors (e.g., \([1.2, 1.5 \text{ and } 2]\)). Additionally, we modify the population size of synthetic data to manipulate the data’s scale. The size of the population ranges from \(10^9 \) to \(10^{12}\). We employ three columns of the star schema benchmark(SSB) dataset: LO_ORDERKEY, LO_ORDTOTALPRICE, and LO_REVENUE, abbreviations for orderkey, totalprice and revenue. We use the fact table with a scaling factor of 15,000, resulting in about 900M rows of sample data. Figure 3(a), (c), and (e) depict the \( F_i \)’s values of three columns. We do not generate or store the raw data to simulate a large-scale dataset. Instead, we produce \( F_i \)’s, the frequency of frequency of the raw data, and sample from them. To imitate distributed environments on a single workstation, we divide the sample data into 1,024 files as the different workers. The partition of data determines the worker on Spark.

5.1 Simulated Experiment

We begin by simulating the experiments on a single machine to evaluate the communication cost incurred by various distributed NDV methods. The experiment is performed on a Linux machine with an Intel Xeon CPU clocked at 2.70GHz and 500 GB memory. All sketch algorithms are implemented in C++, including HyperLogLog and Count Sketch.

\(^1\)https://github.com/liliujun/NDV_Estimation_in_distributed_environment.git

Methods. We compare our Algorithms 2, \( \text{Estif}_f \), with \( \text{Exact}_f \), which corresponds to directly merging the frequency dictionaries to obtain the precise \( f_i \)’s. We use the \( f_i \)’s and \( f_i \)’s calculate by two methods to form four classic NDV estimators, including Chao’s [29], Shlosser’s [32], CLI’[s] [7] estimator, and GEE [8].

Parameter Setup. We evaluate all sampling methods with a sample rate of 0.01. Our experiments explore a variety of parameter \( b \) (e.g. \([10, 12, 14, 16, 18]\)) of HyperLogLog’s. We use \( \gamma = 0.1 \) and \( c_{SS} = 0.01 \) to implement the Count Sketch.

Results. We progressively merge files on a single machine to simulate a multi-party communication complexity model. We make the following observations:

- Communication. We record simulated communication costs, which are the size of sketches or dictionaries transferred from a worker. Figures 4 and Figure 3(b) show the simulated communication cost obtained by Exact \( f_i \) and our method \( \text{Estif}_f \). The communication cost of our method is unaffected by data size or distribution parameters, whether synthetic or real-world data. The communication cost of our method is only determined by the sketch’s parameters and the number of machines. We show the communication cost of revenue in Figure 3 because revenue’s \( f_i/d \) is the smallest of three real-world data. The rest results will be shown in Appendix C.1.
which estimates the parameter of Zipfian distribution; $s$ is the parameter of Zipfian distribution; $b$ is the parameter of HyperLogLog.

- **Performance.** The performance of $\hat{D}$ is affected by parameters in different datasets. Figure 3(d) shows that using HyperLogLog with parameter $b \leq 12$, which corresponds to an error ratio, 0.016, we can estimate $f_i$ with a relative error less than 0.1. The values without parentheses in Table 3 are the relative error between our estimators implemented by $\hat{D}$ and the original estimators implemented by $\hat{D}$. With the increase of $b$, we have a more accurate estimation of the original estimators, but we do not necessarily get closer to the actual values of $D$. Because some estimators, such as $D_{\text{MLE}}$, are more stable and accurate for NDV estimation. In real applications, a more appropriate estimator can eventually be used, such as $D_{\text{MLE}}$. As long as the relatively better estimator uses $f_i$, we can approximate $D$ with a tolerable error.

- **Scalability.** To make sure our algorithm is scalable, we count the time of $\hat{D}$ with the growth of machines. When we have thousands of machines and HyperLogLog's parameter $b = 18$, the time of $\hat{D}$ will not be less than 10 seconds, as shown in Figure 3(f). Figure 3(f) also shows the consuming time of $\hat{D}$ with and without Pre-Merge. The blue line in Figure 3(f) denotes the time of $\hat{D}$ without Pre-Merge which complexity is $O(k^2)$. The red line in Figure 3(f) denotes the time of $\hat{D}$ with Pre-Merge, which argues that Algorithm 1 is necessary.

### 5.2 Experiments on Spark

In this section, we deploy the sampling-based estimation of NDV in a real-world distributed environment and test the practical running time efficiency and I/O cost in the distributed environment. Because we use the same data, the performance on Spark is the same as in simulated experiments. We mainly compare the time cost and the I/O cost.

**Experimental setting.** The distributed environment includes sixteen machines with Intel(R) Xeon(R) CPUs clocked at 3.10GHz, 64 GB memory and 500 GB disk space. We implement the $\hat{D}$ algorithm, which calculates the frequency of each sample with the MapReduce framework. We also implement our algorithm, which estimates the frequency of frequency of a sample with a sketch based on MapReduce. The source codes on the distributed machines are implemented by PySpark and Cython on Spark version 3.1 and Hadoop version 3.3.

**Results.** The experiment results are shown in Figure 5 and Table 4. We roughly observe the I/O cost of $\hat{D}$ implemented by MapReduce on Spark's Web UI and draw Figure 5(a). Figure 5(a) illustrates that $\hat{D}$ implemented by MapReduce can cause a high I/O pressure for distributed systems. The blue line in Figure 5(a) is the I/O caused by reading data. The red line in Figure 5(a) is the shuffle I/O caused by MapReduce. With the amount of data increasing, I/O costs grow linearly. Our algorithm, $\hat{D}$, reads and processes the data in each machine’s memory, so we do not have shuffle I/O. Figure 5(b) takes $\hat{D}$ as an example and shows that our algorithm is almost ten times faster than the original MapReduce algorithm.

**Sensitive Analysis.** Recall that the main idea of our algorithm is to estimate the frequency of frequency of a sample. We perform
our algorithm on different scales and distributions to evaluate the efficiency of estimating \( f \). Table 4 shows the relative error of \( f \) based on our algorithm. When data size grows, the data will be distributed into more partitions. We can still guarantee that the relative error of \( f \) is small. We also show that our algorithm has a negligible effect on the accuracy of sampling-based estimators in Appendix C.2.

### 6 CONCLUSION

In this paper, we focus on a fundamental problem: extending various classic NDV estimators to distributed models with low communication costs. We propose a computation framework to estimate the number of the unique values of data in the distributed model. We also provide theoretical analysis for the communication cost of \( f \) and GEE’s estimators. Experiments on different synthetic datasets and the distributed environment demonstrate the efficiency of our algorithm. Based on the measurement of simulated and real-world experiments, we show that our method reduces communication costs. In future work, we intend to extend our algorithm to incorporate other estimators, such as entropy, by utilizing various types of sketches in the distributed environment.
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A PROOF OF THEOREM

A.1 Proof Of Theorem 3.1

Proof. We begin with the problem of set intersection. Given two sets, \( A = (a_1, a_2, \ldots, a_m) \) and \( B = (b_1, b_2, \ldots, b_m) \), the size of \( A \cap B \), represented by \( |A \cap B| \) must be calculated. The sets can be expressed as frequency vectors. Assume the initial configuration, where \( X \) and \( Y \) denote the frequency vectors of \( A \) and \( B \), respectively. If element \( a \) is a member of set \( A \), we have key \( a \) and the associated value \( 1 \) in frequency vector \( X \). If element \( a \) does not belong to set \( A \), nothing of \( a \) can be stored in \( X \). If an element is a member of \( A \cap B \), it will appear more than once in the final merging frequency vector. We convert the size of two sets’ intersection, \( A \cap B \), into calculating \( d = f_1 \) of \( X + Y \). Thus, the set intersection problem can reduce to the problem of calculating the merge frequency dictionaries of two machines, i.e., calculating the \( f_1 \) and \( d \) of \( X + Y \). According to [33], the communication complexity of \( C(m) \) of the cardinality of the set intersection will be determined up to one bit:

\[
n + \lceil \log_2(n + 1) \rceil - 1 \leq C(m) \leq n + \lceil \log_2(n + 1) \rceil.
\]

The set intersection has a communication complexity of \( \Omega(m) \). Now, we demonstrate that estimating \( f_1 \) with relative error is equivalent to using \( f_1 \) to detect if an element is in the intersection of two sets. The essence of the set intersection problem is to determine whether an element takes a value of 0 or 1 in the intersection results. If we solve the set intersection problem using the relative-error estimation of \( f_1 \), the element takes either 0 or \( \epsilon \) \( \in (\epsilon, \frac{1}{2}) \). Even so, if we estimate \( f_1 \) with relative error, we can still solve the set intersection problem. Assume that there is an algorithm that can accurately predict \( f_1(X + Y) \) with relative error but has a communication complexity of \( O(m) \). Then we can use this algorithm to solve the set intersection problem with communication complexity, a contradiction. As a result, the communication complexity associated with estimating \( f_1(X + Y) \) with relative error is \( \Omega(m) \). □

A.2 Proof Of Theorem 4.1

Proof. Calculating the elements that exist only once in a given machine \( A \) is expressed as \( f_1^{(A)} = |S_f^{A} \cup S_d^{A} \setminus S_{d-A}| \). The error of \( f_1^{(A)} \) is equal to the sum of the errors of \( S_f^{A} \cup S_d^{A} \) and \( S_{d-A} \), which are constrained by \( c_{x,d} \). With Assumption 4.1, we obtain a relative error estimation of \( f_1 \). Since we have \( k \) machines and calculating \( f_1 \) requires \( k \) sketches about \( S_{f_i}^{(X)} \) and \( S_{d-x}^{(X)} \), which cost \( O(k) \) HyperLogLog(\( \delta, n \)). One HyperLogLog(\( \delta, n \)) costs \( O(1/\delta^2 \log(1/\delta) \log \log n) \) bits. Calculating \( f_1 \) takes \( 2k \) HyperLogLog, so the communication cost is

\[
O \left( \frac{k}{\delta^2} \log(1/\delta) \log \log n \right) \text{bits}.
\]

Algorithms 1 needs extra \( O(k) \) HyperLogLog and \( O(k) \) merge operations. Pre-Merged Sketches have \( k \) levels so Algorithms 2 need \( O(k \log k) \) merge operations in total. □

A.3 Proof Of Theorem 4.2

Proof. Following the proof of [8], the original expected value of estimator GEE is within a factor of \( \epsilon \sqrt{n/r(1+o(1))} \) of correct answer. According to Theorem 4.1, the relative error of \( d \) and \( f_1 \) is less than \( \epsilon \). \( \hat{D}_{GEE} \) has a positive linear relationship with \( f_1 \) and \( d \). So \( f_1 \) and \( d \) will contribute a factor \( r \) to the correct answer. Following the proof of [8], the expected ratio error of \( \hat{D}_{GEE} \) based on our algorithm will be \( O(\sqrt{n/r}) \). □

B OTHER RELATED WORKS

B.1 Other Related Sketch

**\( \ell_p \) norms estimation.** Considering the norms of frequency, \( \ell_0 \) represent the distinct values of data. \( \ell_p \) norms estimation is also a widely studied problem in stream models. Equation (6) gives the relationship between \( \ell_p \)-norms with \( \text{frequency of } \ell_q \). We just use \( \ell_2 \) norms of \( f \) to estimate \( \hat{D}_{CL1} \). If the estimators become more complicated than \( \hat{D}_{CL1} \), we may use others \( \ell_p \)-norms to approximate. In other words, it is possible to derive an estimator by \( \ell_p \) Sketch. \( \ell_p \) sketch gives an estimation of the \( \ell_p \) norm of vector \( x \) in the communication complexity model. \( \ell_p \) sketch utilizes a stable distribution proposed by Chambers et al. [5] to estimate \( \ell_p \) norms with a relative error. Limited by the updating time of the original \( \ell_p \) sketch, Li [31] proposes a faster updating method with a sparse random projection.

**B.2 Other Estimates**

In this section, we will give some detail for complicated estimators. We also give the reason why our frameworks can handle different estimators.

**Chao Lee’s Estimator.** We have introduced the final expression of the first Chao Lee’s Estimator before. In this part, we will give more details of Chao Lee’s estimators.

We begin with some definitions of statistics. Sample coverage \( C \) is defined as the fraction of classes in the population that appears in the sample:

\[
C = \sum_{j:n_j > 0} \frac{N_j}{N}.
\]

According to Turing et al. [16], \( \hat{C} = 1 - f_1/n \) is used for sample coverage. To deal with the skew in the data, Chao and Lee [7] combine this coverage estimator with a correction term and obtain the estimator

\[
\hat{D}_{CL} = \frac{d}{C} + \frac{n(1 - \hat{C})}{\hat{C} \bar{N}} \bar{y}^2,
\]

where \( \bar{y}^2 \) is an estimator of \( \sigma^2 \), the squared coefficient of variation of the frequencies as follow.

\[
\bar{y}^2 = \frac{(1/D) \sum_{j=1}^D (N_j - \bar{N})^2}{\bar{N}^2}.
\]

According to [7], there are following estimator of \( \bar{y}^2 \):

\[
\bar{y}^2 = \max \left\{ \frac{\hat{D}_1 \sum_{i}(i-1)f_i}{n^2 - n - 1}, 0 \right\},
\]

where \( \hat{D}_1 \) is an initial estimator \( \hat{D}_1 = d/\bar{C} \). From the above estimator of \( \bar{y}^2 \) and (15), [7] constructs the following estimators:

\[
\hat{D}_{CL1} = \frac{d}{C + \frac{n(1 - \hat{C})}{\hat{C}} \bar{y}^2}.
\]
Chao and Lee [7] also introduce some improved estimators based on Equation (16) and other assumptions, but for these Chao Lee’s estimators, \( \| f \|_2 \) is enough to estimate.

**Jackknife Estimator.** Haas et al. [19] propose a family of estimators, with the generalized jackknife approach [17]. It is of the form

\[
\hat{D} = d + K \frac{f_i}{n}.
\]

(17)

Different approximations for \( K \) results in other estimators for \( D \).

At first, [19] obtain the first-order estimator:

\[
\hat{D}_{u_{j1}} = \left( 1 - \frac{(1 - q)f_i}{n} \right)^{-1} d.\]

(18)

The second-order estimator \( \hat{D}_{u_{j2}} \) is derived with the approximation of \( \hat{r}^2 \). Following but different form Chao and Lee [7], [19] uses a natural method-of-moments estimator \( \hat{y}^\text{Haas}(D) \) of \( \hat{r} \) as follows.

\[
\hat{y}^\text{Haas}(\hat{D}) = \max \left( 0, \frac{\hat{D}^2}{n} \sum_{j=1}^{n} j(i - 1)f_i + \frac{\hat{D}}{N} - 1 \right).
\]

(19)

With Taylor approximations for \( K \) and [19], [19] obtain the second-order jackknife estimator,

\[
\hat{D}_{u_{j2}} = \left( 1 - \frac{(1 - q)f_i}{n} \right)^{-1} \left( d - \frac{f_i(1 - q)\ln(1 - q)}{q} \hat{D}_{u_{j1}} \right).
\]

(20)

By replacing the expression \( f_i/n \) with approximation to \( E[f_i]/n \), [19] obtain a smoothed second-order jackknife estimator

\[
\hat{D}_{u_{j2}} = (1 - \frac{1}{Nq})^{-1} \left( d - (1 - q)^N \ln(1 - q)N\hat{r}^2(\hat{D}_{u_{j1}}) \right).
\]

(21)

where \( N \) is an estimate of the average class size and is set to \( N/\hat{D}_{u_{j1}} \).

Although Jackknife estimator is very complicated, \( \| f \|_2 \) will still be enough to estimate. Since \( \hat{D} \) has a more concise form, we no longer put Jackknife estimator in the experimental comparison.

**Shlosser’s Estimator.** Shlosser’s estimator also conforms to the model (17) with parameter

\[
K = K_{Sh} = n \frac{f_i \sum_{j=1}^{n} (1 - q)^j f_i}{\sum_{j=1}^{n} j^2 (1 - q)^j - 1f_i}.
\]

Replacing \( K_{Sh} \) with approximation form, [19] obtain the following two estimators:

\[
\hat{D}_{Sh2} = d + f_i \left( \frac{q(1 + q)^{N-1}}{(1 + q)^N - 1} \right) \left( \frac{\sum_{j=1}^{n} (1 - q)^j f_i}{\sum_{j=1}^{n} j^2 (1 - q)^j - 1f_i} \right).
\]

(22)

where \( \bar{N} \) is an estimate of the average class size and is set to \( N/\hat{D}_{u_{j1}} \).

When calculating \( \hat{D}_{Sh2} \) for large \( N \), it will result in floating point errors. Following [13], we can use \( q/(1 + q) \) to approximate the term in the first parentheses in (22). For more complicated Shlosser’s estimators, we still can resample to approximate, which also proves the applicability of our algorithm.

**C ADDITIONAL EXPERIMENTAL RESULTS**

**C.1 Simulated Experiments**

We also evaluate the Exact \( f_i \) and \( \text{Estif} \) on orderkey and totalprice. Figure 6 shows the communication costs and the relative error of

![Figure 6: Communication Cost of Different Methods with Different Parameter. \( \hat{r} \) is the parameter of Poisson distribution; \( s \) is the parameter of Zipfian distribution; \( b \) is the parameter of HyperLogLog.

Table 5: Relative Error Of Our Method. Values without parentheses denote the relative error about estimators and values with parentheses denote the relative error about true \( D \n

| Parameter | \( \hat{D}_{Sh2}(\hat{D}) \) | \( \hat{D}_{Sh2}(\hat{D}) \) | \( \hat{D}_{Sh2}(\hat{D}) \) | \( \hat{D}_{Sh2}(\hat{D}) \) |
|----------|----------------|----------------|----------------|----------------|
| \( N = 1 \times 10^1, \hat{r} = 50 \) | 0.01(2.1) | 0.01(2.1) | 0.01(2.1) | 0.01(2.1) |
| \( N = 5 \times 10^1, \hat{r} = 50 \) | 0.002(2.9) | 0.002(2.9) | 0.002(2.9) | 0.002(2.9) |
| \( N = 1 \times 10^2, \hat{r} = 50 \) | 0.001(3.0) | 0.001(3.0) | 0.001(3.0) | 0.001(3.0) |
| \( N = 5 \times 10^2, \hat{r} = 50 \) | 0.002(2.2) | 0.002(2.2) | 0.002(2.2) | 0.002(2.2) |
| \( N = 1 \times 10^3, \hat{r} = 50 \) | 0.005(7.7) | 0.005(7.7) | 0.005(7.7) | 0.005(7.7) |
| \( N = 5 \times 10^3, \hat{r} = 50 \) | 0.01(1.8) | 0.01(1.8) | 0.01(1.8) | 0.01(1.8) |
| \( N = 1 \times 10^4, \hat{r} = 50 \) | 0.001(0.83) | 0.001(0.83) | 0.001(0.83) | 0.001(0.83) |
| \( N = 5 \times 10^4, \hat{r} = 50 \) | 0.002(0.87) | 0.002(0.87) | 0.002(0.87) | 0.002(0.87) |
| \( N = 1 \times 10^5, \hat{r} = 50 \) | 0.005(0.87) | 0.005(0.87) | 0.005(0.87) | 0.005(0.87) |

The conclusion is the same as revenue’s. The communication cost of \( \text{Estif} \) is lower than \( \text{Exact} \)’s on both synthetic data and real-world data. When the parameter \( b \) of HyperLogLog is small than 12, we can have a relative error estimation for \( f_i \).

**C.2 Experiments on Spark**

We also evaluate the different estimators implemented by our method on Spark. Table 5 shows the performance of different estimators. The conclusion is the same as the simulated experiments. Our method indeed has a negligible effect on the accuracy of sampling-based estimators.