Artificial Intelligence Prediction of Rutting and Fatigue Parameters in Modified Asphalt Binders
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Abstract: The complex shear modulus (G*) and phase angle (δ) are fundamental viscoelastic rheological properties used in the estimation of rutting and fatigue pavement distress in asphalt binder. In the tropical regions, rutting and fatigue cracking are major pavement distress affecting the serviceability of road infrastructure. Laboratory testing of the complex shear modulus and phase angle requires expensive and advanced equipment that is not obtainable in major laboratories within the developing countries of the region, giving rise to the need for an accurate predictive model to support quality pavement design. This research aims at developing a predictive model for the estimation of rutting and fatigue susceptive of asphalt binder at intermediate and high pavement temperatures. Asphalt rheological and ageing test was conducted on eight mixes of modified binders used to build the study database containing 1976 and 1668 data points for rutting and fatigue parameters respectively. The database was divided into training and simulation dataset. The Gaussian process regression (GPR) algorithm was used to predict the rutting and fatigue parameters using unaged and aged conditioned inputs. The proposed GPR was compared with the support vector machine (SVM), recurrent neural networks (RNN) and artificial neural network (ANN) models. Results show that the model performed better in the estimation of rutting parameter than the fatigue parameter. Further, unaged input variables show better reliability in the prediction of fatigue parameter.
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1. Introduction

In asphalt pavement construction, the selection of appropriate asphalt binder with the required properties to mitigate the challenges of pavement deterioration is critical in prolonging the service life of the asphalt pavement exposed to ageing conditions. Asphalt binder, within the asphalt, dominates the viscoelastic properties of the asphalt pavement subjected to various pavement distresses. Rutting and fatigue cracking are serious pavement distresses facing asphalt pavement that are exposed to intermediate and high temperatures prevailing in the tropical regions [1–5]. Rutting in asphalt pavement occurs as a result of accumulated strain which induces a non-recoverable deformation along the wheel path of the pavement [6]. The plastic deformation that is formed along the wheel path creates discomfort to the road user and reduces the service life of the pavement. On the other hand, fatigue cracking develops in asphalt pavement due to repeated loading on the asphalt pavement.
Fatigue cracking is caused by weak, sub-grade, base and poor material design, and reduced strain tolerance of the asphalt mixture resulting from long-term field ageing [1,7]. The selection of appropriate asphalt binder has been reported to enhance the resistance of hot mix asphalt (HMA) concrete when subjected to rutting and fatigue [2,8,9]. Further, laboratory testing of rutting and fatigue in asphalt binder requires advanced testing equipment that is not readily available in the developing countries within the tropical regions. However, governments are saddled with the responsibility of providing quality pavement structure with the limited available budget. In such cases, the application of a predictive model would reduce project cost and deliver quality pavement structure.

The existing predictive models studies in pavement construction mainly focused on predicting the concrete dynamic modulus (E*), complex shear modulus (G*) and phase angle of the binder. These models do not account for the binder selection for rutting and fatigue cracking resistance in a pavement structure [10–12], which this study seeks to address using machine learning models.

Machine learning within the last few years has made its presence felt in various sectors; on the internet [13], communication system [14,15], vision and voice recognition [16–19], smart device and instrumentations [20], as well as other engineering applications [21–24]. Its deployment has witnessed unprecedented results and revolution in the field of artificial intelligence. Computational methods available in machine learning field include the artificial neural networks, support vector machine, Gaussian process regression, recurrent neural networks and others. The artificial neural networks (ANN) is an artificial intelligence-based algorithm that uses the abstraction of the biological neural networks. Although ANN performance in literature has been reported to have good predictive results, it is often criticised for having high computational cost (iteration tuning) and for often trapped at a local minimum. Further, data overfitting is another disadvantage critics observed about ANN; that is, the inability of the model to correctly map new inputs to corresponding target values [25,26]. To overcome these problems, a non-parametric approach such as Gaussian process minimises the data overfitting by defining a distribution function and setting an initial distribution to unlimited possibilities over the function directly [27]. Comparative studies of Gaussian process regression (GPR) and other machine learning tools such as ANN and support vector machine (SVM) show that the algorithm is an efficient machine learning tool with higher accuracy on the generalisation data set [27–33].

In the asphalt technology field, machine learning models have been widely reported to have higher predictive accuracy over regression models [34–38]. The traditional artificial neural networks, support vector machine and decision tree algorithm have been applied in different study areas with higher predictive accuracy over regression models.

A number of literatures exist on the application of machine learning modeling in asphalt binder and hot mixed asphalt (HMA) concrete, Ghasemi et al. [34], predicted hot mixed asphalt (HMA) concrete dynamic modulus using the ANN and multivariable regression models. The study’s selected input variables were drawn from features of volumetric and particles size gradation of nine mixes to extract 243 data points. Further, principal component analysis was used for orthogonal transformation and resulting principal components were used to calibrate the ANN and multivariable regression models. The results of the fitted test data show that the ANN model satisfactorily estimated the dynamic modulus (E*) of the HMA. Daneshvar and Behnood, [39], on the other hand, compared the performance random forest algorithm with Witczak model in the prediction of E* of HMA. Using the statistical parameters (R² and average errors), the study concluded that the developed model improved the E* as compared to Witczak models. El-Badawy et al. [40], compared the traditional ANN and three existing regression models (Witczak NCHRP 1-37A, Witczak NCHRP 1-40D and Hirsch) in the prediction of E* in HMA concrete using 25 mixes each, from the Kingdom of Saudi Arabia and Idaho State. A total of 3720 cases were extracted from the 50 mixes to build the research database. Three ANN models were evaluated using input variables from the three-existing regression models. The research concluded that Witczak models are more effective in the prediction of E* when compared to the Hirsch model. Further, the input parameters in Witczak NCHRP 1-37A were reported to show
a more dynamic effect on the sensitivity scale when compared with Witczak NCHRP 1-40D model inputs variables that were dominated by binder properties. The three evaluated ANN models proved to have improved $E^*$ value when compared with the corresponding regression models. A similar research to El-Badawy et al. [40], was conducted by Liu et al. [36] with the incorporation of recycled asphalt shingles (RAS) and comparison of ANN model and modified Witczak $E^*$ model developed by Yu [41]. The developed ANN model also showed improved $E^*$ values when compared to Yu RAS model. Further, few studies [10–12,42] on machine learning prediction of complex modulus and phase angle did not account for ageing conditioning in asphalt binder. This limited their findings in the prediction of rutting and fatigue parameters in the asphalt binder.

Existing literature accounted for a predictive model for dynamic modulus ($E^*$) in asphalt mixture. For example, the Witczak model can predict $E^*$ using parameters that can be extracted from a basic experiment and manufacturer’s specifications. The model is cost effective in mechanistic-empirical pavement design guide (MEPDG). However, predictive models for the design of mixture parameters cannot standalone without a complimentary binder model [43].

The objective of this study is to develop an efficient predictive model for the selection of binder to resist rutting and fatigue cracking in the asphalt pavement structure at intermediate and high temperatures by the inclusion of a novel approach of employing unaged parameters together with GPR algorithm for the prediction of rutting and fatigue cracking. The sections below explain, in detail, the methodology employed for this objective and the results indicating the obtained success in the prediction of rutting and fatigue cracking in asphalt pavements.

2. Materials and Methods

In this study, 8 mixes of Styrene-butadiene-styrene) (SBS) polymer and latex modified asphalt binder were used to build the database. The SBS used were Kraton® D1152 ESM and D1101 ASM linear polymers, while the latex was natural rubber from Penang region of Malaysia. The SBS were added at 3, 5 and 7% by weight of the control asphalt binder, while the latex was added by 3 and 6% by weight of the control asphalt binder.

The main objective of this research is to evaluate an alternative model that can be used in the selection of asphalt binder for a particular PG (performance grade) temperature from the results of the basic rheological test. A frequency sweep test using the dynamic shear rheometer (DSR) equipment was used to measure the phase angle ($\delta$) and complex shear modulus ($G^*$) at different test temperatures.

Assessment of $G^*/\sin \delta$ rutting parameter: The variation of the parameter was investigated on rolling thin film oven (RTFO) conditioned binder at temperatures between 46 °C to 76 °C, at 6 °C increments. The test was carried out according to the procedures specified in AASHTO T 315. The rutting resistance of asphalt binder is measured by $G^*/\sin \delta$.

Assessment of $G^*\cdot\sin \delta$ fatigue property: The residue of the rolling thin film oven (RTFO) test conditioned binder was used in the long-term aged binder conditioning using the pressure-ageing vessel (PAV) test. The DSR test was performed on an 8 mm parallel plate with 2 mm gap to measure the parameters for fatigue property evaluation. The test was carried out in accordance with AASHTO T 315 standard specification between 16 to 31 °C at 3 °C increments. The fatigue resistance of asphalt binder is measured by $G^*\cdot\sin \delta$.

2.1. Case Studies

Three case studies were investigated. The first case study involves the prediction of the rutting parameter ($G^*/\sin \delta$) using the unaged parameter from the DSR test, viscosity and softening point test. In the second case study, the prediction of the fatigue parameter ($G^*\cdot\sin \delta$) with the unaged input variables was proposed. Finally, the third case study involved replacing the unaged DRS variables in the second case study with the RTFO test variables.
2.2. Data Preparation and Model Architecture

The results of the material characterisation and mechanical dynamic test were used to build the database for the machine learning modelling. The input variables consist of 16 variables; softening point (°C), viscosity (Pa.s) at 135 °C, DSR test frequency (rad), temperature (°C), phase angle (°) and complex shear modulus (kPa) at test temperatures between 46–76 °C at 6 °C increment. The databases consist of 1980 and 1668 data points for the modelling rutting and fatigue parameters respectively. The database was divided into training and simulation sets. The training set was further divided into training-testing-validation subsets. The details of the mix and the corresponding data point are presented in Table 1. The output for the first case study (1) was the Superpave® rutting parameter ($G^*/\sin\delta$), and for the second (2) and third (3) case studies was the Superpave® fatigue parameter ($G^*\cdot\sin\delta$). The descriptive statistic of the data used is presented in Table 2. After data collection, the binary normalisation was applied to both the input and output variables independently. While the normalisation is important to reduce early saturation during training, it can also reduce the importance of certain variables with smaller numeric values. In order to avoid scaling down of any variables, the normalisation was applied within the variables [44,45].

Table 1. Research mix design.

| Mix Code | Modifier | % Added | Density g/cm$^3$ | Data Point Case Study |
|----------|----------|---------|-----------------|----------------------|
| M-SB-3A  | SBS D1152| 3       | 0.40            | 312 260 260          |
| M-SB-3B  | SBS D1101| 3       | 0.40            | 156 130 130          |
| M-SB-5A  | SBS D1152| 5       | 0.40            | 464 390 390          |
| M-SB-5B  | SBS D1101| 5       | 0.40            | 312 260 260          |
| M-SB-7A  | SBS D1152| 7       | 0.40            | 312 260 260          |
| M-SBS 1  | SBS D1101| 7       | 0.40            | 312 260 260          |
| M-L-3    | Latex    | 3       | 0.92            | 54 54 54             |
| M-L-6    | Latex    | 6       | 0.92            | 54 54 54             |
### Table 2. Statistical description of the measured 18 input variables and the outputs.

| Variables                        | Modelling of Rutting with Unaged Binder Inputs | Modelling of Fatigue with Unaged Binder Inputs | Modelling of Fatigue with RTFOT Binder Inputs |
|----------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
|                                  | Min    | Max    | Mean   | Std. Deviation | Min    | Max    | Mean   | Std. Deviation | Min    | Max    | Mean   | Std. Deviation |
| Frequency (rad)                  | 0.63   | 62.80  | 15.06  | 18.44          | 0.63   | 62.80  | 15.06  | 18.44          | 0.63   | 62.80  | 15.06  | 18.44          |
| Softening point (°C)             | 50.00  | 70.25  | 57.63  | 6.82           | 50.00  | 70.00  | 57.63  | 6.82           | 54.00  | 79.00  | 62.17  | 8.16           |
| Viscosity (Pas)                  | 1131.50| 3204.30| 1926.99| 689.74         | 1132.00| 3204.00| 1926.99| 689.78         | 1131.50| 3204.30| 1926.99| 689.78         |
| G* @ T46 °C (kPa)                | 5070.00| 294,000.00| 78,123.08| 72,387.62       | 5070.00| 294,000.00| 78,123.08| 72,391.49       | 12,000.00| 637,000.00| 145,668.60| 135,273.40    |
| G* @ T52 °C (kPa)                | 1990.00| 149,000.00| 38,442.69| 36,095.25       | 1990.00| 149,000.00| 38,442.69| 36,097.18       | 4500.00| 290,000.00| 70,249.23| 64,701.79    |
| G* @ T58 °C (kPa)                | 775.00 | 79,700.00| 18,902.45| 18,644.12       | 775.00 | 79,700.00| 18,902.45| 18,645.12       | 1620.00| 152,000.00| 32,862.05| 31,843.26    |
| G* @ T64 °C (kPa)                | 333.00 | 48,400.00| 10,366.33| 10,690.06       | 333.00 | 48,400.00| 10,366.33| 10,690.63       | 690.00 | 75,600.00| 18,163.12| 17,692.36    |
| G* @ T70 °C (kPa)                | 153.00 | 28,300.00| 5606.22  | 5897.43         | 153.00 | 28,300.00| 5606.22  | 5897.74         | 312.00 | 47,800.00| 9935.94  | 9943.40      |
| G* @ T76 °C (kPa)                | 78.50  | 16,500.00| 3351.97  | 3465.50         | 79.00  | 16,500.00| 3351.97  | 3465.69         | 156.00 | 27,000.00| 6029.82  | 5871.54      |
| δ @ T46 °C (°)                   | 40.10  | 88.90   | 63.10   | 9.07            | 40.00  | 89.00   | 63.10   | 9.07            | 37.20  | 88.40   | 58.48   | 8.38          |
| δ @ T52 °C (°)                   | 48.50  | 85.30   | 66.63   | 8.12            | 49.00  | 85.00   | 66.63   | 8.13            | 39.00  | 77.40   | 62.14   | 7.82          |
| δ @ T58 °C (°)                   | 51.40  | 88.20   | 69.54   | 8.54            | 51.00  | 88.00   | 69.54   | 8.54            | 49.00  | 81.90   | 65.52   | 7.18          |
| δ @ T64 °C (°)                   | 48.00  | 89.80   | 71.68   | 9.55            | 48.00  | 90.00   | 71.68   | 9.55            | 48.60  | 85.60   | 68.41   | 8.52          |
| δ @ T70 °C (°)                   | 28.40  | 89.60   | 72.02   | 12.74           | 28.00  | 90.00   | 72.02   | 12.74           | 22.80  | 89.60   | 69.34   | 11.85         |
| δ @ T76 °C (°)                   | 22.80  | 89.90   | 72.15   | 14.77           | 23.00  | 90.00   | 72.15   | 14.77           | 14.30  | 89.90   | 69.17   | 15.95         |
| Temperature °C                   | 46.00  | 76.10   | 61.00   | 10.25           | 16.00  | 31.00   | 23.20   | 5.57            | 16.00  | 31.20   | 23.20   | 5.56          |
| Output (kPa)                     | 0.16   | 796.56  | 55.34   | 95.48           | 30,328.00| 1,555,500.00| 361,493.90| 277,693.70     | 30,327.70| 1,555,500.00| 361,493.90| 277,693.70   |
2.3. Research Model

Three models consisting of the Gaussian process regression (GPR), artificial neural networks (ANN) and recurrent neural networks (RNN) using the MATLAB software for all the algorithm.

The research model architecture is presented in Figure 1. In the model development, the model was trained with the combined six SBS mixes, while the remaining latex mixes were reserved for simulation of the developed model. The idea is to assess the performance of the model with an independent test replica dataset that was not used to calibrate the model. The independent dataset provides a measure of the accuracy of a trained model.

The developed model performance was measured using a cost function that penalises or reward the network. The network mean-square-error (MSE) was the cost function used in this research. Further, the ANN and RNN samples were divided into mini-batches in a ratio of 60:20:20 and 70:15:15 training:testing: validation sets respectively. A five-fold cross-validation was applied to the GPR models and trained using the regression learner App in the MATLAB software. The network parameters were obtained and updated through trial and error. A total of 12 hidden neurons were found to be sufficient for ANN and RNN models. The GPR kernel function was set to square exponential. The computations were carried out on Intel Corei3, 2.10 GHz CPU on Windows 10 with 12 GB RAM.

Figure 1. Model Architecture.
2.4. Model Evaluation Criteria

In machine learning modelling, different evaluation criteria are used to quantify the performance of the model. According to Wu and Chau (2013), evaluation of model performances should include absolute and relative error measurements of the model [46]. In this study, two traditional statistical tools were used: the coefficient of determination ($R^2$); the root mean squared error (RMSE) and the mean absolute error (MAE).

$$R^2 = \frac{SSR}{SST}$$

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N} (Y_{\text{Pred}_i} - Y_{\text{Obs}_i})^2}{n}}$$

$$MAE = \frac{1}{n} \sum_{i=1}^{N} |Y_{\text{Obs}_i} - Y_{\text{Pred}_i}|$$

where $n$ is the number of observed values, $Y_{\text{Pred}_1}, Y_{\text{Pred}_2}, \ldots, Y_{\text{Pred}_N}$ are predicted values; $Y_{\text{Obs}_1}, Y_{\text{Obs}_2}, \ldots, Y_{\text{Obs}_N}$ are the observed values; SSR is the sum of squared regression derived by $\sum \left(Y_{\text{Pred}_i} - \bar{Y}\right)^2$; SST is the total variation contained in the dataset derived by $\sum \left(Y_{\text{Obs}_i} - \bar{Y}\right)^2$ and $\bar{Y}$ is the mean of $Y$ value.

3. Results and Discussion

3.1. Prediction of Rutting Parameter ($G^*/\sin \delta$) Using Unaged Parameters

The results of the prediction of the Superpave® rutting parameter are presented in Table 3 and Figure 2. The main motivation of this section is to explore the possibilities of using an unaged input parameter to predict the Superpave® ($G^*/\sin \delta$) rutting parameter. As stated in the previous section, the $G^*/\sin \delta$ parameter is valuable in estimating rutting susceptible in asphalt binder. However, experimental measurements to determine the values of $G^*/\sin \delta$ at different PG (performance grade) temperatures is expensive and involve advanced equipment.

| Model | Training Results | Simulation Results |
|-------|------------------|--------------------|
|       | $R^2$ | RMSE | MAE | $R^2$ | RMSE | MAE | $R^2$ | RMSE | MAE |
| ANN   | 0.96  | 0.024| 0.013| 0.99  | 0.007| 0.006| 0.96  | 0.012| 0.008|
| GPR   | 0.95  | 0.026| 0.012| 0.97  | 0.015| 0.008| 0.97  | 0.010| 0.007|
| RNN   | 0.97  | 0.019| 0.010| 0.96  | 0.016| 0.008| 0.96  | 0.008| 0.005|
| SVM   | 0.95  | 0.028| 0.013| 0.95  | 0.016| 0.012| 0.95  | 0.011| 0.008|
Figure 2. The comparison of predicted vs. measured $G^*/\sin\delta$ parameters using the unaged dataset.
Four different approaches were used for modelling of the $G^*/\sin\delta$ parameter at different PG temperatures. The proposed GPR algorithm, RNN, SVM and the ANN were the modelling tools used.

In the results, it is worth noting that the overall training performance of the four methods was satisfactory considering the normalized RMSE, MSE and MAE values and coefficient of determination ($R^2$) of the models. The statistical goodness of fit parameters is presented in Table 3. A comparison could be made between the GPR and RNN predictive accuracy and traditional ANN and SVM models. Figure 2 shows the point by point comparison of the combined (M-L-3 and M-L-6) simulation dataset results of the unaged dataset prediction of rutting parameter. As seen from the graph, the ANN model was able to simulate the corresponding measured rutting parameters better than the GPR, RNN and SVM with respect to $R^2$ values of 0.99 and 0.96 for the M-L-3 and M-L-6 simulation subsets respectively. The normalised RMSE and MAE were also found to be lower than the other models. The overall performance of all the models was substantially high.

3.2. Prediction of Fatigue Parameter ($G^*/\sin\delta$) Using Unaged Parameters

A major objective of evaluating the methods for predicting fatigue resistance in asphalt binder is to eliminate the laborious laboratory works involved in measuring fatigue performance in the binder. The modelling of fatigue resistance of the asphalt binder is critical in prolonging the service life of the pavement. The evaluation of binder fatigue resistance requires short and long term aged conditioning resulting in physical and chemical changes in the binder.

The performance of the models is presented in Table 4 and a graphical representation of the point by point comparison of the predicted and measured values for the simulation dataset is in Figure 3.

**Table 4.** Performance results for the prediction of fatigue parameter ($G^*/\sin\delta$) parameters using unaged dataset.

| Model | Training Results | Simulation Results | 3% Latex Dataset | 6% Latex Dataset |
|-------|------------------|--------------------|------------------|------------------|
|       | $R^2$ RMSE MAE   | $R^2$ RMSE MAE     |                  |                  |
| ANN   | 0.98 0.028 0.020 | 0.49 0.116 0.090   | 0.70 0.039 0.032 |
| GPR   | 0.96 0.036 0.024 | **0.60 0.120 0.019** | 0.76 0.38 0.032 |
| RNN   | 0.98 0.028 0.020 | 0.61 0.142 0.121   | 0.70 0.071 0.061 |
| SVM   | 0.96 0.037 0.025 | 0.49 0.116 0.090   | 0.70 0.039 0.032 |
Figure 3. The comparison of predicted vs. measured $G^* \sin \delta$ parameters using the unaged dataset.
The results in Table 4 show that all model training performed substantially well. However, high model training accuracy does not translate to performance with a simulation of a new dataset that was not previously used in the model calibration. All the models did not perform well with M-L-3 mix simulation dataset. However, the proposed GPR within the two mixes (M-L-3 and M-L-6) used for simulation performed better than ANN, RNN and SVM models. The poor performance of the models at 3% latex modification could be attributed complex chemical and physical changes that takes place during short and long term binder ageing conditioning.

With 76% correlation between the predicted and the measured value of $G^* \sin \delta$ parameter using the GPR model, it is possible to eliminate the ageing conditions (PAV and RTFOT) test required in the selection of suitable binder that meets specified PG temperature criteria for medium and low density traffic. This could be beneficial to the developing countries within the tropical region who need to use the manufacture specification data to design pavement structures.

### 3.3. Prediction of Fatigue Parameter ($G^* \sin \delta$) Using Short-Term Aged Parameters

Further, in the previous section, the essence of using the unaged input variables is to reduce the prediction cost for the prediction of the fatigue parameter. However, in this case study, the RTFO conditioned dataset was used to evaluate the progress of $G^* \sin \delta$ parameter in the asphalt binder. Although the modelling cost is higher, this research aimed to investigate the reliability of modelling $G^* \sin \delta$ parameter using the GPR algorithm.

The results of the four algorithms show higher training accuracy for the modelling of $G^* \sin \delta$ parameter using the short-term aged input variables as shown in Table 5 and Figure 4. As observed in Section 3.2, the simulation performance were lower than the training performance. The poor performance of the models especially, with 3% latex modification imply that the training dataset is insufficient for extracting the complex chemical and physical changes features that take place during binder ageing. The complexity of binder ageing can be seen in the bahaviours of the model with 3% latex modification.

### Table 5. Performance results for the prediction of fatigue parameter ($G^* \sin \delta$) parameters using short-term aged dataset.

| Model | Training Results | Simulation Results |
|-------|------------------|--------------------|
|       | 3% Latex Dataset | 6% Latex Dataset   |
|       | $R^2$ RMSE MAE   | $R^2$ RMSE MAE     |
| ANN   | 0.98 0.027 0.019 | 0.50 0.225 0.214    |
| GPR   | 0.96 0.036 0.025 | **0.60 0.136 0.116** |
| RNN   | 0.97 0.029 0.021 | 0.52 0.132 0.110    |
| SVM   | 0.96 0.035 0.025 | 0.50 0.201 0.187    |
The results of the four algorithms show higher training accuracy for the predictions of the models with 3% latex modification compared to the training performance. The simulation performance were lower than the training performance. The complexity of binder ageing can be seen in the behaviours of the model with 3% latex modification implying that the training accuracy is insufficient for extracting the complex chemical and physical changes occurring during the ageing process.

Figure 4. The comparison of predicted vs. measured $G^*\sin\delta$ parameters using the short-term aged dataset.
3.4. Parameter Sensitivity Analysis

Computational models have, in recent time, paved the way for providing optimal solution to a design problem. Its reliability is dependent on the features of the selected model parameters that add uncertainty to the model output. However, model parameter uncertainty on the output can be evaluated using a structural optimisation design method called the sensitivity analysis (SA). Global sensitivity analysis (GSA) is a class of SA that provides valuable global insight on how the model output variance is dependent on the uncertainty of a particular model parameter by allowing more than one factor to vary at the same time [47,48].

In this study, the GSA was applied using the easy GSA MATLAB solution. The study by Al et al. (2019) contains a detailed development with research data for easy GSA. The Sobol first and total order indices were used to estimate model parameter sensitivity to output variance. The Sobol index is a sensitivity index that decomposes the output variance and estimate the importance of a single or specific set of variables in the uncertainty of the model output [47]. The first order accounts for individual effects on the variance of the dependent variable. On the other hand, the total indices account for the overall dependent variable effect on the model output variance and also inter-variable interactions [48].

3.4.1. Sensitivity Analysis of Rutting Model Parameters

With respect to the unaged parameters on the $G^*/\sin \delta$, which was the scope of the Case Study-1, Figure 5 shows that the temperature, softening point and test frequency are the most influencing parameters. Further, the influence of phase angle showed a unique trend with the phase angle at $T_{58} \degree C$ recording the highest STi value. The results are in agreement with the standard laboratory values; increase in test temperature and frequency decrease the $G^*/\sin \delta$ values of asphalt binder. Further, the importance of viscous and elastic properties of asphalt binder that influences the rutting behaviour observed in the phase angle and softening point values.

![Figure 5. Sobol indices obtained for rutting model parameters.](image-url)
3.4.2. Sensitivity Analysis of Fatigue Model Parameters

The objectives of Case Studies 2 and 3 were to predict the fatigue cracking using unaged and short-aged (RTFOT) parameters respectively. This study only focused on the prevailing temperature range affecting tropical regions. As obtained in Case Study 1, the phase angle, softening point and test temperature and frequency showed high sensitivity to the variation of G*.sinδ parameter. The Sobol indices showed low sensitivity of G* and viscosity of the binder to the variation of G*.sinδ parameter as shown in Figure 6.

![Figure 6](image_url)

**Figure 6.** Sobol indices obtained for fatigue model using (a) unaged parameters and (b) RTFOT parameters.

4. Conclusions

In this study, the reliability of the GPR algorithm was evaluated for the prediction of rutting and fatigue cracking in the binder. For this aim, six SBS and two latex modified binders were used to build the study database. The SBS modified binders were used to train the model, while latex modified binders were reserved for simulation of the models. Three case studies were evaluated using unaged and short-term aged input variables to predict rutting and fatigue parameters. The motivation was to provide a predictive model to support pavement designers in tropical regions with limited highway laboratory equipment. The designers may rely on manufacturer’s specifications and basic binder test to evaluate the performance of the selected binder at intermediate and high temperatures. The performance of the GPR model was verified against the traditional ANN, SVM and RNN models. The proposed GPR model showed comparable performance with ANN, SVM and RNN models. Thus, the study draws the following conclusions:

1. Prediction of rutting parameter with unaged variables yielded a significant higher accuracy of 97% correlation with measure values with the GPR model on the simulation dataset.
2. The selected input variables and database was not sufficient to predict fatigue parameters at intermediate temperature. This resulted to underestimation of the fatigue parameter in Case Studies 2 and 3.

3. The results further indicated that the unaged input variables have higher reliability in the prediction of fatigue parameters.

4. The phase angle, temperature, viscosity and softening point variables have a significant effect on the model output variance.

5. The limitation of the proposed model is the need for large and more comprehensive database to adjust its predictive accuracy.
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