Critical Events Detection Based on Alert Logs in Smart Grid
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Abstract—Alert logs in the smart grid come from a variety of security devices and hosts. There are a large number of false alerts and low-threat alerts in the massive logs, which not only make the real threat difficult to be discovered, but also increase the difficulty of analysis. Therefore, based on the fact that there are anomalies in the process of the outbreak of security events, the concept of critical events and the critical event detection model in smart grid based on statistical analysis are proposed. The statistical analysis method is combined with the security event logs and the critical events detection algorithm is designed. The result from real data in the smart grid shows that the model can effectively detect critical events with an accuracy rate of 98%.
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I. INTRODUCTION

With the informationization upgrade of power companies and the promotion of the construction of energy Internet, power generation enterprises are accelerating the integration of the Internet [1]. The increase in production efficiency has also caused new security issues: the internal network of the smart grid is increasingly connected to the Internet, and the threats and attacks on the smart grid are becoming increasingly serious [2,3]. In order to ensure the security of the smart grid, the SGMS devices will record abnormal data (such as abnormal access data, a large number of DHCP service access), abnormal behavior (such as port scan, illegal access) and abnormal state (such as CPU, memory usage exceeds threshold) as a security event in the form of an alert log. The logs are aggregated and uploaded to the smart grid control center. For example, the log “there is a port scan event that occurs N times from X day to Y day”. We can analyze these logs to detect attacks on smart grid. Different from abnormal changes in physical values such as voltage and current [4,5], the alert log data is aggregated generally. They are independent of each other and cannot directly represent specific threats and attacks so that it is necessary to adopt an effective security event analysis [6,7] techniques to reveal them.

Due to a mass of security events in the smart grid and possible false positives [6], it is often necessary to detect some critical objects and analyze them to reveal the threats and attacks on the smart grid. The SGMS devices generate a large number of security logs every day, which reflect the security status of the smart grid [7]. However, because the alert threshold of the log is low, many security events with extremely low threat level are reported. As a result, the number of alert logs is extremely large and the probability of false positives is high [7]. On the contrary, security events that deserve to be focused on are hard to find, which poses a huge security risk to the smart grid. Under normal circumstances, the number of the same type of alert will fluctuate within a certain range. Once the number of alerts suddenly exceeds the normal range, that is, the number of alerts surges or exceeds the threshold slowly. It means that an abnormality has occurred, and this is the critical object to be detected that we call a critical event.

Anomaly detection technology is an effective means of the security event analysis. It can dig out events with substantial threats from a mass of security events. At present, the main anomaly detection methods include cluster-based anomaly detection, distance-based anomaly detection and statistical-based anomaly detection. Cluster-based anomaly detection usually uses clustering algorithms, but the number of cluster partitions and the initial centroid are difficult to determine [8]. At the same time, the clustering algorithm divides the data into clusters. In order to obtain accurate results, manual analysis is still needed. The time complexity of distance-based anomaly detection is high [9]. Distance-based anomaly detection requires professional knowledge to set reasonable parameters, but the expertise of smart grid is not easy to obtain, which limits the use of this method. Statistical-based anomaly detection must know the mathematical distribution characteristics of the data in advance, and then use the mathematical model to detect. Otherwise, all the abnormal points are found to be uncertain [10]. The distribution characteristics of the aggregated smart grid alert log are still unclear and need further study.

Focusing on these issues, by analyzing the characteristics of smart grid data, a smart grid critical event detection model based on statistical analysis is proposed, including log pre-processing and critical event detection. The critical event detection consists of a mutation point based detection and threshold based detection. The model first preprocesses the logs, outputs a sequence of security events for each type of alert. And then the detection method based on the mutation point is used to detect critical events in which the number of alerts surges, or the number surges first and continues to fluctuate for a period of time and then sharply decreases. The detection method based
on threshold is used to extract critical events throughout the sequence in which the number of alerts exceeds a certain threshold. The main contributions of this paper are as follows:

- Analyzed the fluctuation characteristics of the smart grid logs, and extracted three types of data: “surge data”, “flat top data” and “slow increase data”.
- The critical event detection algorithm is proposed, which can detect events that surge suddenly, exceed the threshold or show the “flat top data” feature. The algorithm covers multiple forms of abnormal data and reduces the possibility of missing outliers.
- Combined the real smart grid environment data, the algorithm core parameters are determined and the accuracy is calculated. The results show that indicators (e.g. accuracy rate) are above 96%.

II. MODEL FRAMEWORK

Usually there is a process of increasing of the number of visits or requests in cyber attack from the successful invasion to a large-scale outbreak. For example, anomaly detection system (ADS) indicates noticed activities that differ significantly from the recognized normal usage profiles as anomalies [11,12], which can be obtained through traffic or logs. The security devices in the SGMS monitor the system status and generate logs at all times, based on which this paper constructed a smart grid critical event detection model to discover the security events characterized by a surge in the number of alerts. The model includes the log preprocessing and the critical event detection.

The part of log preprocessing mainly collects and extracts logs of various security devices to form a sequence of security events, which was finally input into the critical event detection algorithm. The log preprocessing process is illustrated below.

A. Critical Event Detection Based on Mutation Point

Taking the sequence of security events of an alert as input, it focuses on events with a surge in the number of alerts, events with a sharp decrease in the number of alerts and the flat-top events in which the small range continues to fluctuate and then sharply decreases. The critical events of this alert type is output.

B. Critical Event Detection Based on Threshold

Taking the sequence of security events of an alert as input, it focuses on the events that slowly increase until exceeding a certain threshold rather than sudden increasing. The critical events of this alert type is output.

C. Model Evaluation Index

For a given data set, the positive class represents the sample that should be detected, and the negative class represents the sample that should not be detected. The detected positive class is denoted as TP, the detected negative class is denoted as FN. The undetected positive class is denoted as FP, the undetected negative class is denoted as TN, as shown in Table 1.

Accuracy (ACC): The ratio of the number of samples correctly classified by the algorithm to the total number of samples. ACC = (TP + TN) / (TP + FP + FN + TN).

Precision (P): The ratio of the number of correctly detected samples to the number of samples detected. P = TP / (TP + FP).

Recall (R): The ratio of the number of correctly detected samples to the number of samples that should be detected. R = TP / (TP + FN).

Comprehensive Evaluation Index (F1-Measure): The harmonic mean of the precision and the recall, usually F1 = 2 * P * R / (P + R).

III. MODEL IMPLEMENTATION

A. Log Preprocessing

The log preprocessing stage was responsible for extracting and counting log information from the database, which would generate a sequence of security events. Firstly, the required fields that constitute the security event were extracted from each valid log, and then the number of alerts was counted to form a sequence of security events, which was finally input into the critical event detection algorithm. The log preprocessing process is illustrated below.

The original log format in table 2 generated by the security devices is:

### TABLE II. ORIGINAL LOG FORMAT

| Field     | Description                                                                 |
|-----------|-----------------------------------------------------------------------------|
| 06/06/2006-03-12 20:12:23 | The device name is "Firewall 01".                                           |
| fw01      | The device type is "firewall", where "0" in "FW 0" indicates the log subtype. |
| System EXCEPTION | The system is abnormal and is an important alert.                           |
| <0>      | The alert level in this paper is divided into <0><1><2>, and the severity is reduced in turn. |
Combined the log information of multiple devices to perform aggregation to obtain an alert with comprehensive information. For example, “<0> 2006-03-12 20:12:23 fw01 FW 0 System EXCEPTION”.

B. Critical Event Detection

The critical event detection stage included a multiplication point-based and threshold-based critical event detection algorithm that detected critical events from a sequence of security events. The algorithm assumed that the security event sequence period length is \( \tau \), that is, the duration from \( t_{\text{start}} \) to \( t_{\text{end}} \) in the sequence \( \{ E_i \} \) of security events \( [E_1, t_{11}, n_1], [E_2, t_{22}, n_2], \ldots, [E_m, t_{m}, n_m] \). Each unit duration of the security event is \( \tau \).

1) Analysis of Data Characteristics

Through the statistics of 8 million logs in a certain area of China Smart Grid for several consecutive days, we found that the smart grid alert data presents two data characteristics.

As shown in figure 2 (a), in the sequence of security events, the number of alerts in a certain period of time \( T \) suddenly increased by several times and then sharply decreased, which indicated that the alert occurred too frequently during this period of time \( T \) compared to other times, which was very likely that the system was under attack and needed to be monitored. Another situation was that the number of alerts in a certain period of time \( T \) suddenly increased sharply, but did not decrease immediately. It fluctuated within a certain range, and then decreased after a period of time. This data was like a “flat top”. We called it flat top data and we must monitor it.

![Flat Top Data](image)

FIGURE II. DATA FEATURE

<warning level> <space> warning time <space> device name <space> device type <space> content description. For example, “<0> 2006-03-12 20:12:23 fw01 FW 0 System EXCEPTION”.

As shown in figure 2 (b), the number of adjacent security events in the sequence of security events did not surge suddenly but slowly increased during several unit time \( T \). In such cases, when the number of alerts reached a certain value, which indicated that the danger has reached the level that had to be paid attention to, and it needed to be monitored.

2) Critical event detection based on multiplication point

Some alerts in the sequence of security events would increase at some time by several times or present the status of flat-top data. At this time, attack behaviors or incorrect operations might occur in the system. In order to extract such anomaly data, a critical event detection algorithm based on the mutation point was designed for the above two data features as shown in figure 3, and determined the value of the relevant parameters on the data of \( \tau = 103 \) days and \( T = 1 \) day.

a) Multiplication point detection: This case applied to two consecutive time \( T \) security events \( [E_i, t_{i1}, n_i], [E_i, t_{i2}, n_{i+1}] \), \( n_i + n_{i+1} = 0 \). If \( \alpha \) exceeded or equaled 6 is a multiplication parameter), then the latter multiplication point \( [E_i, t_{i+1}, n_{i+2}] \) was considered to be a critical event that needed to be monitored; In particular, the security events \( [E_i, t_{i1}, n_{i-1}] \) and \( [E_i, t_{i2}, n_{i+1}] \) of two adjacent time \( Ts \) of an event \( [E_i, t_{i1}, n_{i-1}], n_{i-1} = n_{i+2} = 0 \) and \( n_{i+2} = 0 \) regardless of whether \( n_{i-1} \) was large enough, \( [E_i, t_{i1}, n_{i-1}] \) was considered to be a critical event and needed to be monitored.

Took the DDoS event as an example, detected and analyzed the multiplication parameter \( \alpha \) with 1.5, 2.0, and 3.0. As shown in figure 4, the total number of days of DDoS sequence was \( \tau = 103 \) days. Manual review for the positive class of critical events was \( (TP + FN) = 15 \).

In table 3, when the multiplication parameter was \( \alpha = 1.5, 2, 3 \) samples were detected. The positive class \( TP = 15 \) were detected, and the negative class \( FP = 8 \) were detected. So the undetected positive class was \( FN = 15 - 15 = 0 \), the undetected negative class was \( TN = 103 - 23 - 0 = 80 \). The same was true for \( \alpha = 2.0 \) and \( \alpha = 3.0 \). The detection results were as follows.
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FIGURE III. FLOW CHART OF CRITICAL EVENT DETECTION ALGORITHM BASED ON MUTATION POINT
feature that a certain security event $[E_t, t_i, n_i]$ was judged as a multiplication point. After that, the number of subsequent security events did not fall down exponentially, but fluctuated gently. After a few time, there would be a double reduction point $[E_t, t_{k-1}, n_{k-1}]$ to fall multiple times, just like a trapezoidal “flat top”, we called the security event between the multiplication point $[E_t, t_i, n_i]$ and the double reduction point $[E_t, t_{k-1}, n_{k-1}]$ “flat top data”. For “flat top data” $[E_t, t_i, n_i]$, if $n_k$ exceeded or equaled the larger of the multiples of the multiplication point and the double reduction point $\max(n_i, n_k)$ $\gamma$ times ($\gamma$ is the flat top parameter), it was considered that the $[E_t, t_i, n_i]$ was a critical event and needed to be monitored.

Took the abnormal access data as an example, the flat top data was detected and analyzed by the flat top parameter $\gamma$ of $0.5, 0.8,$ and $1.0$. As shown in figure 5, the total number of days of abnormal access data sequence was $\tau = 103$ days. Manual review for the positive class of critical events was $(TP + FN) = 28$.

In table 4, when the flat top parameter was $\gamma = 0.5$, 28 samples were detected. The positive class $TP = 28$ were detected, and the negative class $FP = 4$ were detected. So the undetected positive class was $FN = 28 – 24 = 4$, the undetected negative class was $TN = 103 – 28 – 4 = 71$. The same was true for $\gamma = 0.8$ and $\gamma = 1.0$. The detection results were as follows. In summary, when the flat top parameter was $\gamma = 0.8$, the ACC and F1 were the highest.

3) Critical event detection based on threshold

Although the number of alerts in the sequence of security events did not show explosive growth, it might reach a very high value in the case of slow growth. In order to solve such problems, a critical event detection algorithm based on threshold was designed as shown in figure 7, and determined the value of the relevant parameters on the data of $\tau = 103$ days and $T = 1$ day.

Threshold detection: The algorithm first sorted the number of alerts of each security event from high to low, forming a sequence of sequential security events. And then made the data at the front $\theta$ position as a threshold ($\theta$ is a threshold parameter, which can take $5\%$ of the entire sequence, $6\%$, etc.). Compared with the number of alerts for each security event in the sequence, if the number of alerts exceeded or equaled the threshold, the security event was considered to be a critical event and needed to be monitored.

Took a large number of DNS (Domain Name Service) service access requests as an example, the threshold parameter $\theta$ was $5\%$, $6\%$, and $7\%$ to detect and analyze critical events based on threshold. As shown in figure 6, the total number of days of DNS (Domain Name Service) service access requests sequence was $\tau = 103$ days. Manual review for the positive class of critical events was $(TP + FN) = 6$. 

In summary, when the multiplication parameter was $\alpha = 2.0$, the ACC and F1 were the highest.
In table 5, when the threshold parameter was $\theta = 5\%$, 5 samples were detected. The detected positive class was $TP = 5$, and the detected negative class was $FP = 0$. So the undetected positive class was $FN = 6 - 5 = 1$, the undetected negative class was $TN = 103 - 5 - 1 = 97$. The same was true for $\alpha = 2\%$, $\gamma = 0.8$ and the threshold parameter was determined to be $\gamma = 6\%$. Conducted overall critical event detection with 59 kinds of alert in a certain area for 23 consecutive days. The security event sequence period length was $\tau = 23$ days.

IV. GLOBAL EVALUATION

After parameter training, the multiplication parameter was determined to be $\alpha = 2.0$, the flat top parameter was determined to be $\gamma = 0.8$ and the threshold parameter was determined to be $\theta = 6\%$. Conducted overall critical event detection with 59 kinds of alert in a certain area for 23 consecutive days. The security event sequence period length was $\tau = 23$ days.

Host kernel version was Linux version 4.15.0-36-generic, and compiler version was gcc version 5.4.0 20160609. One 4-core CPU and its model was Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz with 16G memory. The running environment of program was Python 3.6.5. In the above test, the total time consumption was 12min35s, the memory usage was shown in figure 8, and the CPU usage was shown in figure 9.

In figure 8, the progressive increase in memory usage was the process of reading data from the database, and then the memory remained basically unchanged. In figure 9, the CPU usage of the algorithm fluctuated at 100%. Finally, each evaluation index was shown in figure 10. It could be seen that the average accuracy of the algorithm was 98.45%, the average precision was 98.07%, the average recall rate was 96.49%, and the average comprehensive evaluation index was 96.87%. Therefore, the model can effectively detect the critical events in the smart grid.

V. CONCLUSION

In this paper, a smart grid critical event detection model based on statistical analysis was proposed. Based on the logs of security devices like intrusion detection system, the data characteristics were analyzed, a critical event detection algorithm based on the mutation point and threshold-based were proposed.
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