Multi-window sparse spectral sampling stimulated Raman scattering microscopy
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Abstract: Stimulated Raman scattering (SRS) is a nondestructive and rapid technique for imaging of biological and clinical specimens with label-free chemical specificity. SRS spectral imaging is typically carried out either via broadband methods, or by tuning narrowband ultrafast light sources over narrow spectral ranges thus specifically targeting vibrational frequencies. We demonstrate a multi-window sparse spectral sampling SRS (S₄RS) approach where a rapidly-tunable dual-output all-fiber optical parametric oscillator is tuned into specific vibrational modes across more than 1400 cm⁻¹ during imaging. This approach is capable of collecting SRS hyperspectral images either by scanning a full spectrum or by rapidly tuning into select target frequencies, hands-free and automatically, across the fingerprint, silent, and high wavenumber windows of the Raman spectrum. We further apply computational techniques for spectral decomposition and feature selection to identify a sparse subset of Raman frequencies capable of sample discrimination. Here we have applied this novel method to monitor spatiotemporal dynamic changes of active pharmaceutical ingredients in skin, which has particular relevance to topical drug product delivery.
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1. Introduction

Optical microscopy is an invaluable tool to visualize and quantify responses to environmental perturbations with subcellular resolution. Conventional microscopic methods are well suited to characterize changes in morphology and structure, but only provide limited contrast regarding chemical composition, primarily manifesting as changes in scattering and absorption. The development of microscopy methods that are inherently sensitive to chemical composition to generate spectral contrast in images has dramatically increased the information that can be extracted from biological and clinical specimens at high spatiotemporal resolution. In particular, coherent Raman imaging methods have become widely applied as non-destructive methods to investigate biological systems [1,2]. Among these methods, stimulated Raman scattering (SRS) microscopy is particularly appealing as a tool that can be implemented at video-rate with minimal background and a signal intensity that is linear with molecular concentration [3,4]. Furthermore, as a multiphoton microscopy method, SRS is inherently depth sensitive, which provides the opportunity for the acquisition of volumetric imaging data over time with specific molecular contrast. Compared to coherent anti-Stokes Raman scattering (CARS) approaches, SRS is free of nonresonant background generation that degrades image contrast (Fig. 1). Additionally, the SRS spectrum is similar to that of spontaneous Raman, as the SRS process is parametric and only generates signal at real vibrational resonances (Fig. 1(a)). Initially demonstrated by Freudiger et al., SRS can be implemented with fiber-based light sources to enhance the potential for translation into biological, medical, and pharmaceutical applications [5]; the ongoing development of these instruments is an active area of research [6–8].

Label-free microscopy methods with high spatiotemporal resolution that are sensitive to compositional differences, such as SRS, may provide a valuable means to visualize and quantify
the dynamic interactions of drug formulations in local tissue environments. The estimation of the active pharmaceutical ingredient (API) dose that penetrates the stratum corneum and permeates into deeper skin stratifications has been investigated through a multitude of methodologies ranging from non-invasive to semi-invasive [9–14]. Each of these methodologies provides macroscale, or bulk, cutaneous bioavailability, and potentially bioequivalence - estimates that are helpful in the comparison of two topically applied drug products. On the other hand, in preclinical drug development it is advantageous to understand the localization and exposure of the API at the intended local site(s) of action, and thus the microscale bioavailability (i.e., local bioavailability within structures, such as corneocytes or potentially sebaceous glands). SRS imaging affords the opportunity to provide insight on the API's route of percutaneous permeation [10], yet, to date, has primarily targeted vibrational frequencies in the silent region of the Raman spectrum to avoid confounding tissue signals [15]. Along with the APIs, these drug products also contain inactive ingredients (i.e., excipients) that can improve the delivery of the API to the desired location and as such it is important to quantify the inactive ingredients’ and APIs’ concentration-time profiles. Measuring an API and its formulation’s inactive ingredients with respect to tissue signatures requires multi-window spectral information that essentially spans the entire Raman vibrational spectrum from the fingerprint to the high wavenumber windows, but collecting this data rapidly for real-time concentration quantification is not feasible with current tools; these dynamic changes occur on the order of minutes where the time required for a full spectral sweep would miss vital information. The development of an automated system to rapidly tune between specific Raman frequencies spanning the entire spectrum would allow targeted, dynamic studies to improve our understanding of how various inactive ingredients ultimately influence the topical bioavailability/bioequivalence of the API under investigation.

SRS is inherently a multi-frequency process. Most simply, two fields of different frequencies that are copropagated and are in resonance with vibrational frequencies in a sample generate signal (Fig. 1(b,c)). SRS imaging is commonly implemented for a single frequency target by manually tuning the temporal delay between these fields to obtain selective contrast. However, by varying the frequency difference between these fields, distinct vibrations can be excited and visualized within a sample, which is known as spectral or hyperspectral SRS. As a multi-frequency process, there are a number of methods that have been used to achieve spectral excitation.

The simplest implementation of spectral SRS is achieved by frequency tuning [3,5,15]. Here, a series of SRS images is acquired by changing the laser frequency (Δω) of one or more fields. Given that the time required to tune laser frequencies to a vibration of interest directly limits the speed of imaging, the use of a high-speed frequency-tunable laser is paramount. Ideally for rapid tuning, the time requirement for frequency tuning would be significantly less than the image acquisition time. Frequency tuning provides flexibility for spectral SRS data acquisition,
enabling collection of continuous spectra or discrete sampling of target vibrations with *a priori* knowledge.

Another widely adopted method for spectral SRS imaging is based on spectral focusing [16–20], in which chirped femtosecond pulses are used. As shown in Fig. 1(d), the optical frequency difference between pump and Stokes pulses can be maintained for several picoseconds, conferring high spectral resolution comparable to the case of picosecond excitation. An important advantage of spectral focusing is that tuning the frequency difference is achieved by changing the optical delay ($\Delta \tau$), which is traditionally less challenging from a technical perspective than frequency tuning for most coherent Raman imaging systems.

A further method for hyperspectral SRS is based on multiplexing wavelengths. This is most commonly achieved through the use of a picosecond Stokes pulse and broadband pump pulses that have a much shorter pulse duration. This approach excites multiple SRS wavelengths simultaneously and uses a spectrometer equipped with photodiode array and lock-in amplification for concurrent detection of multiple SRS signals [21]. Alternatively, spectrometer-free approaches have also been reported that trade detection system complexity for challenges associated with photodetector saturation [22] or through the use of modulation-frequency-division that modulates individual spectral components at unique frequencies [23]. These methods, along with alternative approaches that utilize more than two colors (either with time-gating while frequency tuning, additional single color fields, or with multicolor broadband sources) have been investigated to increase the speed of spectral imaging (in some cases 30 frames/second or higher), increase the spectral resolution of the acquired spectral data, or to expand and control the probed spectral window [24–30]. Despite the improvements in imaging speed and spectral resolution, systems have a finite spectral tuning range without manual reconfiguration; this limits the range of spectral acquisition ($\sim 300 \text{ cm}^{-1}$) based upon the excitation laser bandwidth. Among these methods, Figueroa et al. demonstrated the broadest spectral tuning range ($\sim 680 \text{ cm}^{-1}$) to date, without the requirement of manually changing frequencies, based on the incorporation of a parabolic fiber amplifier [28]. Incorporating this technology with spectral focusing offers expanded spectral availability, yet still prohibits spectral tuning between the feature-dense fingerprint window and the intense, high wavenumber window of the Raman spectrum without user intervention.

The advent of spectral SRS imaging has also necessitated the development of computational methods for extracting spectral features from the data; specific spectral features provide the ability to map concentrations and localize structures based on distinct vibrational signatures. Numerous multivariate approaches for spectral decomposition and mapping have been applied, often based on modified multivariate tools investigated with spontaneous Raman scattering or hyperspectral imaging methods [20,24,26,27,31]. Several approaches including principal component analysis (PCA), independent component analysis (ICA), multivariate curve resolution (MCR), and vertex component analysis (VCA) have been implemented and directly compared with varying levels of success [32]. These methods consistently enable sample separation; however, some methods such as MCR [20] and modified ICA [26] extract spectral profiles that more accurately recapitulate the Raman spectra of pure components based on the user-defined number of sample components. For many biological and clinical samples, acquiring full spectral data may not be necessary for characterization. Some Raman spectral features exhibit multicollinearity while others do not provide data that can differentiate signals of interest. By implementing efficient SRS spectral sampling via a sparse subset of features, the relevant changes in samples can be imaged with a small number of frequencies while providing the same information as full-spectrum datasets. Furthermore, by using feature selection to minimize the number of frequencies imaged and rapidly tuning between these sparse spectral features, multicolor live SRS imaging may be achieved, which improves the temporal resolution to measure rapid, dynamic changes. Of the many reported computational approaches for spectral SRS, the "factorization into susceptibilities and concentrations of the chemical components" (FSC$^3$) [31] and sparse partial least squares
discriminant analysis (sPLSDA) [33–35] algorithms are among the few that specifically focus on sparse feature selection from spectral data and implement multistep approaches for decomposition and feature extraction [31]. Such approaches may have limited performance in complex biological or clinical samples: in sPLSDA, users must predefine the number of features to extract and the performance of the FSC\(^3\) algorithm may underperform for diffuse, low concentration signals based on error minimization methods; however, continued investigation and benchmarking is needed. Here, we have employed an alternative method developed for multivariate analysis and commonly applied to compressive sensing that utilizes spectral signatures for feature selection. Least Absolute Shrinkage and Selection Operator (LASSO) regression is an approach that generates sparse regression models based on a regularization penalty that favors solutions with the fewest non-zero coefficients [36]. LASSO regression has been widely applied for statistical data mining and compressive sensing; extensive descriptions on parameter tuning and optimization for various models are available for greater detail [37]. LASSO and more complicated Elastic Net variants are, in certain instances, capable of producing an exact minimal subset of sparse features that are necessary and sufficient to describe a system within a linear regression. Furthermore, LASSO regression for feature extraction can be combined with a broad range of techniques for spectral decomposition as well as sample classification and prediction, and represents a new approach for spectral data analysis. This was recently demonstrated by Lin et al. who used pixel-based LASSO calculation to decompose SRS spectral images into concentration maps for a predefined number of components [38]. The complexity of biological systems coupled with the ongoing development of spectral SRS instrumentation will likely require continued advancements in algorithmic development for multivariate data analysis of large spectral imaging datasets.

In this manuscript, we introduce a new multi-window sparse spectral SRS system based on a turn-key fiber laser system, recently reported for CARS microscopy [6], capable of all electronic tuning, covering a range of 700-3200 cm\(^{-1}\), in under 5ms regardless of tuning jump. Compared to previous efforts to broadly tune across the fingerprint (700-1800 cm\(^{-1}\)), silent (2000-2400 cm\(^{-1}\)), and high wavenumber (2700-3300 cm\(^{-1}\)) spectral windows, the spectral resolutions and accessible ranges that could be probed have been historically limited by available laser technology or system complexity. Using this new fiber optical parametric oscillator (FOPO) based approach, spectra can be acquired in automated XYZT\(\lambda\) data sets as a defined sweep or selectively, at predefined frequencies of interest. Unlike the previous demonstration that implemented only CARS microscopy, here stimulated Raman Gain imaging is achieved by the use of a single filter for optical detection, removing the need for multiplex detection or user interaction. A program was developed to control both the laser-scanning microscope and optical parametric oscillator wavelength tuning to enable full-speed, multi-area timelapse, completely automated sparse spectral sampling SRS hyperspectral imaging across multiple regions of interest in tissues.

Furthermore, as this system enables specific tuning regardless of frequency change, sparse spectral sampling SRS (S\(^4\)RS) is demonstrated to enable the imaging and analysis of mixtures ranging from simple static polymer mixtures to the complex dynamics of topically applied APIs in mouse skin. Many biomedical systems are inherently complex from a Raman spectral standpoint and thus require computational feature selection to identify the optimal number of unique Raman bands to adequately track dynamic changes over time. Here we further demonstrate the use of several multivariate spectral decomposition algorithms and the LASSO approach to propose a potential workflow (Fig. 2) as an unbiased means to select the optimal number of unique wavenumbers for sparse spectral sampling SRS imaging, which can further be used to monitor dynamic changes such as cutaneous pharmacokinetics.

The rapid and selective tuning demonstrated across multiple model samples in addition to the computational approaches to select an optimal number of Raman bands to characterize a complex system now paves the way for future investigations: specifically those complex dynamic systems that cannot be readily probed through conventional hyperspectral SRS systems capable
Fig. 2. Proposed workflow to obtain a sparse feature set from \textit{a priori} knowledge or acquired multi-window spectral sweeps for new compounds. FP: Fingerprint region (700-1800 cm$^{-1}$), SR: silent region (2000-2400 cm$^{-1}$), HWN: High wavenumber (2700-3300 cm$^{-1}$).

of measuring 300 or 600 cm$^{-1}$ ranges without adjustment. To the best of our knowledge, this is the first report of SRS microscopy that can achieve tuning from fingerprint to high wavenumber Raman spectral regions between continuous imaging frames.

2. Methods

2.1. S$^4$RS microscope

A dual output rapidly tunable all-fiber OPO light source (Picus Duo, Refined Laser Systems, Germany) was used for imaging similar to our previous work, which only demonstrated the applicability of this laser to CARS imaging [6]. Briefly, the amplified output pulses of the FOPO (tunable from 780 to 980 nm) were used as pump pulses and the amplified pulses from the pump laser (tunable between 1020 and 1060 nm) were used as Stokes pulses for simultaneous CARS and SRS microscopy. A resonant amplitude modulated electro-optic modulator (EOM) was placed inline with the amplified output of the FOPO pump beam. A function generator (DS345 Stanford Research Instruments, USA) supplying a 20MHz 1Vpp sinusoidal signal provides input to a gain block (ZHL-32A+, Mini-Circuits, USA) that was used to drive the EOM for optimized amplitude modulation depth as determined when the system was built; these parameters were held constant during imaging. Pump and Stokes pulses were overlapped in space and in time (Di02-R980-25x36 980 nm dichroic beam splitter, Semrock, USA) and both beams were independently conditioned for divergence with telescopes before coupling into a commercial inverted microscope (IX-83, Olympus, Japan), which was equipped with a confocal scanner (FV3000, Olympus, Japan). Due to the small temporal difference between the synchronized pulses, the physical beam path was specifically designed to be compact and was assembled using mounted 1 inch diameter optical posts to provide extra stability. When possible, mirrors
were glued to their mounts using optical-grade epoxy, further hardening the beampath and removing the need for daily adjustment and alignment of the system. The excellent beam pointing stability of the fiber laser, which does not change with wavelength tuning, and this compact, hardened beampath resulted in a setup that was used for weeks without any need for adjustment or realignment. Coherent Raman imaging was performed by relaying the overlapped pump and Stokes pulses to the back focal plane of a 20×0.8 NA microscope objective (UPLXAP020X, Olympus, Japan). The anti-Stokes signal was collected in the epi-direction, optically filtered with a shortpass dichroic filter (ZT775sp-2p-UF1, Chroma, USA) and a 45 nm bandpass filter centered at 650 nm (ET650/45x, Chroma, USA), and focused onto a photomultiplier tube (H7422PA-50, Hamamatsu Photonics, Japan) that was amplified with an RF amplifier (TIA60, Thor Labs, USA) for analog detection. Stimulated Raman gain (SRG) images were acquired in the forward direction, such that light was coupled through the condenser lens, through a 980 nm longpass filter (LP02-980RU-25, Semrock, USA) and onto a NIR optimized photodiode (SRS detector set, 1064nm optimized, APE GmbH, Germany). Beam scanning and image acquisition were realized through commercial Olympus Fluoview (FV10-ASW) software. Images of 1024×1024 pixels (or 512×512 pixels in the case of Visualization 1 & Visualization 2 files) were acquired with 2 µs pixel dwell time and 3 Kalman averages per line. Three-dimensional (3D) images were acquired by moving the objective lens in the z-direction with uniform step sizes between consecutive frames. Tissue imaging was performed using a stage-top incubator (Tokai Hit, Shizuoka-ken, Japan) to maintain sample temperature (32 °C) and humidity during time-course studies. The entire system, including the laser and automated microscope, was controlled via a custom Python interface using the Olympus remote development kit (FV_RDK, Olympus, Japan). This Python interface was developed as a central control program for the microscope, and is capable of orchestrating laser startup and tuning, microscope scanning parameters, and microscope image data acquisition. The control sequences for the FOPO and Olympus RDK are publicly available and were incorporated here into a program specifically for hands-off operation. During system setup for an imaging experiment, the Python control program is used to initialize communication with the FOPO via serial commands while the Olympus RDK is controlled in the same Python program using XLMRPC via a networked IP address. Both microscope and laser source are robust and completely turn-key, requiring no specific adjustments on a daily basis for multi-window spectral SRS imaging. By integrating control for both the light source and the microscope into a single program, synchronized automated multi-window tuning across the Raman spectrum is achieved between consecutive frames. Specifically, after setup for desired imaging parameters within the Fluoview software and defining the program variables for the Raman frequencies of interest (either as a range for spectral mapping or as a list of discrete features for S4RS) XYZT,λ data was acquired such that the frequency was tuned after each XY or XYZ series was completed, depending upon the desired imaging protocol. The number of frequencies and the tuning step size between frequencies was defined before imaging and dictated the number of λ slices in the S4RS dataset. The acquired images were analyzed using JupyterLab via the LOCI bioformats library [39] or with the open-source Fiji package [40]. Multispectral images were false-colored and the "Merge Channels" tool in Fiji was used to display different spectral components in a composite image using the despeckle filter. Volumes were projected into 2D images by color-coding of the consecutive frames with an "ice" lookup table using the "Temporal Color-code" function.

### 2.2. Sample preparation

Acetaminophen (Acet - ≥99.0%), dichloromethane (DCM - ≥99.5%), isotretinoin (Iso - ≥98%), retinoic acid (RA - ≥98%), tazarotene (Tiz - ≥98%), ibuprofen (Ibu - 99.6%), polyethylene glycol (PEG200 - ≥99%), poly(ethyl methacrylate) (PEMA), and poly(vinyl alcohol) (PVA) were purchased from Sigma Aldrich (Saint Louis, MO, USA). Poly(methyl methacrylate) (PMMA)
and polystyrene (PS) microspheres were purchased from Polysciences Inc (Warrington, PA, USA). Poly(methyl methacrylate) powder was purchased from Scientific Polymer Products Inc (Ontario, NY, USA). Acet and Ibu were imaged in powder form. The other APIs (Iso, RA, and Taz) were individually dissolved in pure DCM at 1 mg/mL solution. Two μL of the DCM/API solution was placed on a microscope slide (FisherBrand Hampton, NH, USA - 25 x 75 x 1.0 mm) and allowed to dry at room temperature. The physical mixtures of PMMA/PEME/PVA and PMMA/PS microspheres were prepared and imaged.

Mouse skin was collected following euthanasia under an institutionally approved tissue collection protocol. The ears from nude nu/nu albino mice were harvested and washed in sterile PBS buffer, and then stored at −20 °C until use. Mouse ear skin was then thawed at 32 °C for 10 minutes in an incubation chamber (Tokai Hit, Shizuoka-ken, Japan) prior to use. Taz was formulated in 50 mM solution in 100% PEG200 by 10 minutes of sonication at 30 °C. 10 μL of the formulation was then uniformly pipetted on the nude mouse ear skin and imaged. The intensity vs. time (i.e., flux profiles) were extracted from the individual images for two regions of interest (ROI) by the use of a U-NET as previously described [15].

2.3. Spectral decomposition and feature selection analyses

All of the analyses presented here were implemented in Python 3.7 [41–45] and are directly applicable to other spectral SRS imaging methodologies. Spectral decomposition via PCA, ICA, VCA, and MCR were each implemented while spectral classification and prediction were performed with ordinary least squares (OLS) regression, non-negative least squares (NNLS) regression, LASSO regression, and Elastic Net regression. Sparse feature selection was implemented via LASSO regression. The model was initially trained through cross validation (LassoCV and LassoLarsCV) to yield conventional penalized-likelihood criteria for feature inclusion (Akaike and Bayesian information criteria, AIC and BIC, respectively), as well as with a less restrictive shrinkage parameter to promote sparsity while still including a small number of less relevant terms. Using the selected spectral features based on LASSO regression, individual spectral SRS λ frames were extracted and predicted using a standard OLS regression for comparison.

3. Results and discussion

3.1. Spectral SRS

To demonstrate the advantage of this S⁴RS system, spectra from various retinoid compounds were acquired via both spectral scanning acquisition and sparse selection modes. Targeting the fingerprint spectral window near 1590 cm⁻¹ to capture the variation in C=C stretching vibrations of isomers of retinoic acid [46], Fig. 3 depicts three retinoid compounds used in topical applications. The spectra presented are directly extracted from the spectral SRS XYλ data from a single field of view and the image was false-colored using the SRS intensity image from an individual frame per compound (Iso: 1568 cm⁻¹, RA: 1582 cm⁻¹, Taz: 1594 cm⁻¹). The tunable, controlled spectral sampling of individual features is recorded in Visualization 1, where eight discrete features (nIso=3, nRA=3, and nTaz=2) were selectively probed. The closely spaced, sharp, distinct features of the retinoic acid isomers in this region of the spectrum are ideal targets for the demonstration of the system’s spectral resolution and ability to directly image closely related chemical structures with rapid electronic frequency tuning. No adjustments to the system were made for acquisition of either the spectral data or the S⁴RS data; the user must define desired frequencies in the control interface as a continuous range or a discrete list, respectively. Also, these spectra closely match those obtained by spontaneous Raman spectroscopy further confirming the suitability of this approach [46].
To further validate the tuning capabilities of the system and demonstrate the potential to extract consistent spectral profiles from image structures, samples comprising physical mixtures of pharmaceuticals or polymer microspheres were investigated using spectral tuning SRS. Figure 4 demonstrates $XY\lambda$ datasets acquired from both physical mixtures with the extracted spectra from individual components. Data acquisition across both fingerprint and high wavenumber regions was achieved, confirming the expected multi-window frequency tuning by the FOPO without the need for physical adjustment or user interaction. As a widely used spontaneous Raman spectroscopy calibration standard, acetaminophen validates tuning performance with distinct spectral features from ibuprofen. Direct calculation of the signal-to-noise ratio (SNR, defined as $\mu_{signal}/\sigma_{noise}$) for the spectral peaks of acetaminophen spanning both fingerprint and high wavenumber spectral windows (depicted in Fig. 4(b)) achieved values of 3.4-4.9 for SRG imaging using a pixel dwell time of 2 $\mu$s. Both of these APIs, along with other systemically delivered non-steroidal anti-inflammatory drugs, have the potential to be utilized in topical formulations; further exploration may suggest topical formulations could be an alternative to systemic non-steroidal anti-inflammatory drugs for localized pain management to provide high target-site concentrations and reduce unwanted systemic side effects compared with systemic delivery [47]. The multicolor images presented are merged from sum intensity projections of spectral vibration tuned images acquired with 2 $\mu$s per pixel and the spectra are extracted from individual features, demonstrating consistent and accurate recapitulation of the expected lineshapes for bulk pharmaceuticals and polymers and, consequently, confirming the performance of this system. The lineshapes of recorded spectra presented here may be impacted by power fluctuations when tuning between frequencies, but power compensation during measurement acquisition may further improve this performance. Despite variations in size of features imaged, Fig. 4(c,d) demonstrate the consistency with which spectra can be extracted from individual structures that provide reliable profiles to distinguish similar sample components. In particular, we can see clear spectral difference between PMMA with $\nu_2$ CH$_3$ vibration at 2950 cm$^{-1}$ and PS with aromatic CH stretching vibration at 3050 cm$^{-1}$ as samples that have been widely reported for coherent Raman system evaluation. Furthermore, while the ranges targeted here were selected...
Fig. 4. Spectral SRS imaging of pharmaceutical API powders and polymer microbeads. (a) High wavenumber SRS image of pharmaceutical APIs (Acetaminophen, (Acet) 2922-2938 cm\(^{-1}\) red; Ibuprofen, (Ibu) 2840-2856 cm\(^{-1}\) blue) within a 20× image FOV. Scale bar 50 µm. (b) Extracted high wavenumber and fingerprint spectra (µ ± σ) from individual regions of interest for structures in the SRS spectral stack. (c) Extracted spectra (µ ± σ) from \(n \geq 160\) individual polymer microbeads per type within (d) a 20× image FOV (magnified 5×) of 1-10 µm poly(methyl methacrylate), (PMMA, 2940-2958 cm\(^{-1}\) blue) and 3 µm polystyrene (PS, 3046-3064 cm\(^{-1}\), red) microbeads. Scale bar 20 µm. Dotted lines in (b) correspond to spectra extracted from the 10 ×10 pixel regions in (a) and in (c) to spectra extracted from the individual polymer structures marked in (d).

Based on the ability to capture multiple features from both samples, wider spectral ranges can be tuned or selected for mapping as desired.

To demonstrate the investigation of spectral components in a biological system utilizing spectral SRS tuning, we acquired \(XYZ\lambda\) datasets from skin structures in a nude mouse ear. Primarily capturing the lipid and protein components as CH stretching vibrations in the high wavenumber range, Fig. 5 represents a hyperstack of the spectral image data summed across the acquired spectral region where the intensity is encoded with color as a function of relative depth spanning 36 µm in 6 µm steps: superficial structures, in this case the sebaceous glands (SG), are encoded as blue-green and deeper structures, like subcutaneous fat (SCF), in red. The adipocytes (AD), which can manifest at multiple depths within the tissue, here appear as a mixture of violet and red depending upon the layer in which they were located. The spectral data depicted in Fig. 5(b) has been extracted from individual structures within the skin from a particular layer of the \(XYZ\lambda\) data with lineshapes colored accordingly. Consistent with previous reports utilizing Raman scattering techniques to investigate tissue lipid composition, the spectra from sebaceous glands have an
altered signature compared to the other two structures. This is likely a result of the different lipid composition of sebum, which contains increased saturated fatty acid and wax ester content versus that of epidermal adipose tissues [48]. While the extracted spectra are still largely consistent, multivariate decomposition methods and further investigations are possible given the spectral and spatial resolution of this approach [49] and may enable more detailed characterization of constituent lipid signals for specific tissue structures.

Fig. 5. Spectral SRS image of nude mouse ear skin. (a) Depth encoded projection of $XZ\lambda$ stack for the sum of acquired spectra. Each axial plane is separated by a 6 $\mu$m step size and color encoded for display using the “ice” look up table such that superficial sebaceous glands (SG) are encoded as blue-green, deep subcutaneous fat (SCF) as red, and adipocytes (AD), which are present in multiple layers of the hyperstack, as a mixture of violet and red depending upon the layer in which they were located. Scale bar 50 $\mu$m. (b) Spectra extracted from 26 pixel diameter regions of interest indicated in (a) depict spectral differences in the lipid profile of mouse skin structures. Spectra have been extracted from the hyperstack and color-encoded corresponding to the depth from individually masked tissue structures within the spectral SRS stack.

3.2. $S^4$RS of complex systems

To demonstrate the potential for large range, frequency shifted selective sparse spectral SRS ($S^4$RS) within dynamically changing specimens, we investigated the API uptake from a topically applied formulation. Here, the formulation consisted of a solution of Taz in PEG200, a common inactive ingredient, applied to the surface of an ex vivo nude mouse ear. Given the known average spectrum for Taz (Fig. 3(b)), the spectral SRS measured inactive ingredient (PEG200, Fig. 6(c)), and the skin stratifications (as shown in Fig. 5(b)), specific Raman vibrations of interest were selected based on a priori knowledge, enabling API visualization and localization within tissue while sparsely mapping each component of the complex drug-tissue system via $S^4$RS. Targeting $\nu$, CH$_2$ (2845 cm$^{-1}$) and $\nu_{as}$, CH$_2$ (2880 cm$^{-1}$) vibrations of both tissue lipids and PEG200, the $\beta$ CH$_2$ (1482 cm$^{-1}$) of PEG200 [50], and the $\nu$, C=C (1592 cm$^{-1}$) of Taz, $XYZ\lambda$ data was recorded at multiple depths per frequency over time. As seen in Fig. 6(a,b), the $\nu_{as}$, CH$_2$ data acquired from a single timepoint can be used to visualize structure while C=C and $\beta$ CH vibrations can be used to quantify both the API and inactive ingredient within the tissue as a function of space and time. Cutaneous pharmacokinetic data has known variability [15], which can be seen in Fig. 6(d). For ROI 1, we can see Taz concentration remains relatively flat in the stratum corneum after PEG200 permeates fairly quickly into the sebaceous gland. The possible
reason for the concentration of PEG200 increasing from time = 0 is that the formulation was removed after 10 minutes of application and there was no remaining PEG200 on top of the SC. On the other hand, ROI 2 displays a slow permeation of PEG200 from the stratum corneum into the sebaceous gland, which also coincidences with an increase in Taz within the sebaceous glands. While PEG200 alone has been suggested to stay on the surface of the skin [51], other reports in literature [52] have suggested that PEG200 may carry compounds (i.e., Taz). This can be seen in Fig. 6 in which there is a similarity between the compound localization (lipid-rich or lipid-poor) for the two compounds (i.e., higher lipid-rich concentration of PEG200 led to a higher concentration of Taz in the same ROI and skin stratification). With this methodology, we have the potential to understand mechanistic permeation of unlabelled compounds and how solvents play a role in localization.

While future work will investigate potential formulation effects on the penetration and permeation of topically applied APIs, the S\(^4\)RS approach enables rapid tuning across \(\sim 2450 \text{ cm}^{-1}\) between sequential frames to target specific spectral features with the spatiotemporal and spectral resolution to monitor dynamic processes like topical drug product administration. This is demonstrated in Visualization 2, which depicts live image acquisition within the Olympus Fluoview software for one such sample while programmatically triggering a frequency tuning sequence that alternates from 1592 cm\(^{-1}\) to 2880 cm\(^{-1}\) between consecutive frames. Note that banding occurs in several lines (each 2.118 ms) of the frame (each 1.087 s for 512\(\times\)512 pixels, 2 \(\mu\)s per pixel) when the FOPO output switches frequencies as directed. This is caused by slight asynchronization between frame acquisition and FOPO tuning as a result of user initialization for frequency tuning but does not occur when programmatically controlled during data acquisition. Furthermore, the Raman vibrations of interest can be freely tuned across the spectral range and visualized solely through defining discrete targets within the control program. This demonstration of rapid laser tuning across such a wide spectral range for SRS imaging without system modification cannot be achieved by any other reported coherent Raman imaging system to date. The simplicity and utility of the S\(^4\)RS system now provides the means by which to study dynamic processes such as topical drug delivery while targeting multiple distinct drug, formulation, and tissue components that cannot be characterized by peaks within a 300 cm\(^{-1}\) spectral window. Given the ease of spectral selection and the accessible tuning range of the S\(^4\)RS, careful selection of target vibrations for imaging must be considered: there is an inherent trade-off between spectral sampling and temporal resolution, which will become increasingly important for studies investigating multiple spatial locations, samples, and conditions concurrently.

### 3.3. Spectral decomposition and feature selection for optimized S\(^4\)RS

Given the rapid tuning performance for the S\(^4\)RS system, there is enormous potential to target complex dynamic biological, medical, and pharmaceutical samples, including those that lack single distinguishable features in their Raman spectra which are often probed in the silent region (i.e., deuterated compounds, alkynes, nitriles, etc.) [4,15,53]. Coinciding with this increased capacity for spectral sampling is the need to economically select frequencies that capture the significant and meaningful variations within the data without including spurious data or excess noise. The main tasks are thus (1) decomposition, to identify spectral profiles that discriminate salient targets, and (2) feature selection, by which a sparse, yet fully sufficient, subset of frequencies is selected for imaging. As demonstrated for the topical tazarotene solution applied in Fig. 6, some systems manifest obvious features for selection, especially when a priori information regarding some or all of the constituent spectra is available. Conversely, even systems with well characterized compositions may pose significant difficulties in selecting an optimal subset of features for sparse sampling. We chose to investigate this challenge with polymers that exhibit a high degree of spectral overlap, as depicted in Fig. 7(a-e). As can be seen in Fig. 7(b-d), individual wavenumber images selected per sample at spectral peaks of interest may
Fig. 6. SRS image of nude mouse ear skin along with topically applied API solution. (a) Representative depth-encoded sum intensity projection of XYZ T stack for tissue νas CH2 2880 cm−1 acquired over 2 hours following the topical application of API solution (50mM Taz in PEG200). The image is a sum intensity projection for the full experimental time-course for a single wavenumber tuning. Each axial plane is separated by a 12μm step size and color-encoded for display using the “ice” look up table relative to the skin surface (superficial stratum corneum are encoded as blue-green, sebaceous glands are encoded as blue or violet, adipocytes in magenta, and deep subcutaneous fat as red). Scale bar 50 μm. (b) The matched depth-encoded sum intensity projection of SRS retinoid νs C=C 1592 cm−1 from XYZ T data presented in (a). Comparing the matched depth-encoding colors in (a) and (b) indicates that the topically applied Taz primarily remains in the superficial stratum corneum of the ex vivo mouse skin for the duration of the experimental time-course and does not penetrate to deeper structures (minimal Taz signal below 24 μm). (c) Representative SRS spectra of PEG200 with and without 50mM Tazarotene confirms reported peaks for SRS time-course analysis (1470-1480 cm−1 for PEG200, 1592 cm−1 for Taz). (d) Flux profiles extracted from XYZ T data for both PEG200 and Taz in nude mouse ear tissue. Global intensity can further be separated into lipid-rich and lipid-poor for drug localization (line-type). Taz and PEG200 were not found to permeate deeper than the sebaceous glands. Two different ROIs are indicated by the line color, ROI 2 corresponds to image data in (a) and (b).
lack sufficient contrast to visualize or discriminate structures with distinct compositions such that even in the merged color image (Fig. 7(a)) generated from empirically selected spectral features for each of the components (Fig. 7(b-d)), crosstalk between components complicates differentiation. For this synthetic system, we were able to individually measure pure samples of each of the three components as well as acquire independent spectral SRS data from physical mixtures of two or three components (Fig. 7(e)).

The first step in determining optimal frequencies for S$^4$RS is to obtain spectra, either from a database or via spectral SRS, of sample constituents. Relying on spectral databases may pose additional complications as the relative intensities between SRS and spontaneous Raman scattering are not always consistent between features. This can also be observed in spontaneous Raman scattering literature when using different excitation frequencies (albeit due to differing excitation processes); however, the positions of peaks should be consistent between SRS and spontaneous Raman spectroscopy. If the constituents of the sample are unknown or are comprised of complex mixtures, as frequently encountered within cells and tissues, SRS spectra can be acquired and decomposed into distinct profiles to describe and differentiate sample components. Care should be taken to use an appropriate spectral sampling density to capture the relevant differences within the samples to optimize performance, a feature that can be easily tuned with the S$^4$RS system through programmatically selecting wavenumber tuning step sizes. Figure 7(e) depicts the pure components measured as well as the multivariate spectral decomposition performed via PCA, ICA, and MCR algorithms. While each approach is capable of extracting spectral components that differentiate image features, particular methods may be better suited as tools for sparse feature selection. PCA as an unsupervised technique may allow the user to select the ideal number of unique components within the spectral dataset after decomposition by examining the change in eigenvalue/variance explained by each principal component (potentially based on the elbow of the Scree plot). However, using PCA to extract distinct spectra for sparse feature selection is likely not ideal. While the individual PCs are mathematically orthogonal, the altered component profiles often contain negative intensities (which can also be observed using conventional ICA methods) that are not representative of measurable Raman spectral signatures. MCR, which has been investigated by several groups, requires the user to identify the number of components to extract yet may prove to be a more reliable algorithm to extract spectra that recapitulate the positive constrained true spectra present in the dataset. Spectral profiles decomposed from spectral SRS data that differ from underlying actual spectra may still enable the selection of a useful sparse subset of features and the visualization of sample differences; however, this requires further investigation beyond the initial demonstration provided here and is being actively pursued as an avenue of continued research. Furthermore, the altered component profiles may complicate the assignment of individual spectral features to characteristic vibrations of sample components and may hinder interpretation of the underlying sources of spectral contrast upon S$^4$RS imaging.

Here, individual structures have been identified and spectra have been extracted from the spectral SRS data, however, as previous reports have noted, spectral decomposition methods such as PCA, ICA, or MCR could be used for this step. Alternatively, approaches such as VCA or FSC$^3$ could be used to identify pixels within the spectral SRS data stack that represent distinct spectra. Each of these approaches are also be capable of identifying and extracting spectral signatures from pixels comprising a mixture of components [38]; however, obtained endmembers/vertices may contain some degree of spectral overlap depending upon the chosen algorithm. Regardless of the use of a priori information or experimentally derived profiles, decomposition of the spectra is a necessary step prior to the extraction of a sparse feature set for S$^4$RS.

The second step for optimized S$^4$RS imaging is the selection of the sparse subset of frequencies. Using the extracted spectra, or previously measured spectra for systems with known constituents as may be the case in many pharmacokinetic investigations, a supervised learning approach based
Fig. 7. Spectral SRS imaging of polymer particles. (a) Merged composite image of manually extracted spectral frames for (b) poly(ethyl methacrylate) (PEMA, blue in (a)), (c) poly(methyl methacrylate) (PMMA, red in (a)), and (d) poly(vinyl alcohol) (PVA, yellow in (a)) within a single 20× image FOV. (e) Examples of pure spectra (Control) obtained from unmixed samples along with spectral decomposition performance by principal component analysis (PCA), independent component analysis (ICA), and multivariate curve resolution (MCR). Dashed lines indicate zero intensity for components in PCA and ICA which allow negative signal contribution. (f) Sparse spectral feature extraction based on LASSO regression modeling identified nine frequency features capable of sample discrimination. Consistent predictive performance is obtained via ordinary least squares regression using the extracted sparse subset for sample discrimination.
on LASSO regression is performed. Feature selection is achieved by utilizing cross-validation criteria (AIC or BIC) to determine an appropriate sparse feature subset or with user-defined shrinkage term ($\alpha$), to include fewer or additional features as desired. Here, the LASSO model was trained with a set of spectral SRS data acquired from unmixed polymer samples with known labels. The algorithm identified nine of the original 150 frequencies (Fig. 7(f), top, gray bars) that could be modeled (coefficient weights depicted as black dots mapped against LASSO Coef. Score axis) for adequate polymer discrimination. Applying the resulting LASSO model to particles measured from independent physical mixtures ($n_{Total}=96$: $n_{PEMA}=59$, $n_{PMMA}=31$, $n_{PVA}=6$) achieved 100% accuracy in prediction of group membership. To validate the performance of this method, the subset of nine identified frequencies were then extracted from the original training and independent validation sets and an OLS regression was trained on the sparse data using the nine features from the control sample data to fit the regression model (Fig. 7(f), bottom, gray bars). In this case, the OLS regression on the sparse subset assigned different relative coefficient weights to particular features (black squares mapped onto OLS Coef. Score axis) when compared with the LASSO model. Despite the subtle differences in applied coefficient weights, the OLS prediction of the independent dataset from particle mixtures represented with only the nine features extracted by the LASSO model was again able to achieve 100% classification accuracy.

It is further worth noting that for this evaluation, we manually constrained the $\alpha$ parameter for the LASSO model to artificially include a larger number of features than suggested by AIC and BIC ($n=1$). Based on the single wavenumber images depicted in Fig. 7(b-d) some with low contrast that is not adequate to differentiate structures of differing composition, the $\alpha$ parameter was lowered to consider a greater number of spectral features for modeling and discrimination. As a result, the coefficient scores utilized in both the LASSO model and the OLS model on the sparse data for five of the nine features are nearly zero, indicating that these features do not contain significant predictive value and could potentially be omitted for increased sparsity of the model. Incorporating this information would lead to decreased data acquisition times and the potential for more densely sampled time-course data. Both are of great importance in biomedical imaging and, in particular, in the imaging and quantification of dynamic tissue pharmacokinetics. The data used here was derived from spectral SRS data for which regions of interest (ROIs) were defined for individual particles in both the pure training and physical mixture datasets and therefore there were no confounding background signals included in the model. Inclusion of a separate class of background spectra from other ROIs is not expected to significantly alter the performance of the LASSO approach, however, doing so may require the additional collection of frequencies to differentiate components from the background. Continued development of this approach, including the optimal choice of shrinkage parameters ($\alpha$) or the use of the more complex Elastic Net regression, may further improve performance of sparse feature selection in the context of complex biological systems with overlapping compositions and spectra; however, these are areas of active investigation that are beyond the scope of this proposed workflow.

3.4. General discussion

Label-free, nondestructive, and quantitative *in situ* imaging in biomedical samples is the ultimate goal to assess dynamic processes in cells and tissues. The advancement of SRS technologies that facilitate the selective measurement of multiple spectral targets to characterize complex samples represents significant progress towards the translation of coherent Raman imaging technologies towards clinical utility; many high quality and specific labels currently required to visualize compounds *in vitro* or *in vivo* within animal models may be either unavailable or face substantial regulatory challenges prior to human studies. The selective and rapid multi-window tuning capabilities of this S$^4$RS system will increase the capacity for label-free measurement of dynamic biological samples through targeted spectral imaging of native vibrations. Furthermore, the enabling FOPO technology employed here is compact, robust, and stable, making it well suited
for integration into clinically relevant systems capable of both CARS and SRS imaging. The approach presented here, which enables rapid chemical imaging through sparse spectral sampling, has the potential to deliver on the promise of coherent Raman imaging as a universal label-free tool in biology and medicine.

The narrowband S^4RS system presented here targets specific vibrational frequencies rather than utilizing a broadband approach as others have previously [54,55]. De la Cadena et al. demonstrated a multiplexed/hyperspectral broadband SRS system with application to plant cell walls. The authors were mostly limited to the HWN window (2800-3100 cm⁻¹) while having a 20 cm⁻¹ resolution. This application also required user intervention to achieve optimal temporal overlap as the wavenumber was changed. Czerwinski et al. was able to achieve a large spectral coverage from 800-3000 cm⁻¹ yet each pixel was acquired at 0.1-1 ms dwell time. Lin et al. utilized spectral focusing with ultrafast tuning to achieve fingerprint Raman imaging with a 200 cm⁻¹ spectral range and 10 cm⁻¹ spectral resolution in 1.8 s per image stack (200 ×200 µm² field of view) with the use of deep learning based denoising [38]. In contrast, our S^4RS approach is not restricted to a single window or limited spectral range, having the capability of acquiring hyperspectral images spanning 750-3200 cm⁻¹ with pixel dwell times on the orders of microseconds. Importantly, this approach can be rapid and highly specific to multiple species of interest by selectively tuning into only a user-defined list of narrowband spectral features to investigate dynamic samples with complex spectral signatures. Furthermore, based on the fingerprint spectral imaging reported in Fig. 3(b) and Visualization 1, the system is capable of differentiating spectral profiles with exquisite spectral resolution of ≤4 cm⁻¹ all visible within the same field of view. This high spectral resolution may result from the complex convolution between the laser excitation spectrum and the sample Raman spectrum, a hypothesis that will be further investigated to probe the limits of system performance.

There have been numerous investigations into the impact that inactive ingredients play in API delivery to the intended cutaneous site of action. However, most of these studies merely quantify the API and modify the formulations’ compositions of binary or ternary mixtures to provide insight into the inactive ingredients’ role in drug delivery. The S^4RS methodology presented here has the capability to individually quantify the API and inactive ingredients after topical application. This is an essential step toward a mechanistic understanding of how formulation composition ultimately impacts the API’s local biodistribution and cutaneous pharmacokinetics. While other methodologies provide bulk cutaneous pharmacokinetic data and how the formulation might modulate the bioavailability, S^4RS provides both visual and quantitative data to specifically show how this formulation ultimately modulates the API delivery. The capability to sparsely sample vibrational frequencies has the direct potential to enable quantification of the concentration-time profiles of the inactive ingredients and API(s) to correlate which inactive ingredients ultimately impact the biodistribution of a drug. As all drug products are developed with the intention of disease treatment, this S^4RS approach provides the ability to quantify API and inactive ingredient concentration over time as well as identify potential changes to the structure of diseased skin. Of course, an additional hurdle for true PK quantification of API concentrations using the S^4RS system is the need for calibration methods to convert relative or semi-quantitative measurements into absolute quantitative measurements which could be benchmarked against other methodologies. Additionally, this technology is not limited to only cutaneous pharmacokinetic investigations but may also be extended to the study of local target-site concentrations through the use of endoscopic procedures [56].

The S^4RS system has demonstrated the capability to rapidly and selectively tune between fingerprint, silent, and high wavenumber Raman spectral windows between consecutive frames during data acquisition, as well as the means to collect spectral profiles with variable, user-defined spectral resolution across the entire spectral range. Expanding the accessible spectrum may now facilitate investigation of imaging targets with distinct features, as well as those that can only be
characterized through a combination of features in the fingerprint and high wavenumber regions. Furthermore, the sparse and selective tuning capabilities may be particularly well suited for multiplex imaging of Raman labels [57] or mixtures of multiple components in complex biological and biomedical samples, all of which can be achieved with the all-electronic, programmable operation of the system for versatile sparse spectral sampling SRS.

It is worth noting that in this implementation of the S^4RS system, the manual time delay stage to overlap the pump and Stokes pulses prior to coupling into the microscope has been positioned for a single frequency and not adjusted further during the study. The bandwidth of the FOPO and the broad 7ps laser pulses facilitate spectral acquisition; however, compensating for the slight changes in time delay between pulses of the FOPO’s dual outputs should further improve coherent Raman scattering signals and can be implemented in order to enhance performance. The S^4RS system performance reported here demonstrated SNRs that are more than sufficient for numerous applications including those for pharmacokinetic imaging as presented in this work. For applications that may require improved SNR performance, alternative detection approaches that incorporate dual-balanced detection could be implemented in future studies based on previous developments for SRS imaging utilizing fiber laser sources [5]. The SNR values (3.4-4.9) achieved here are specifically calculated for acetaminophen, which is not a particularly strong Raman scatterer. The imaging of these samples was performed using 2 μs dwell time per pixel; rapid imaging at these rates is necessary to actively monitor numerous dynamic biological samples. Increased SNRs can also be achieved using longer integration or dwell times, or through frame averaging, but at the cost of temporal resolution. Therefore a careful balance is required in determining the necessary SNR for sample analysis with respect to the dynamics of the samples under investigation.

To enable quantitative SRS imaging, the excitation power delivered to the sample must be closely controlled and accounted for. The Picus Duo achieves rapid frequency tuning via a delay-free tuning mechanism, however provides non-continuous tuning and discrete output power with adjustment. By implementing power compensation between tuning, the performance of our current S^4RS system has the potential to acquire power compensated spectra in the Raman fingerprint window down to 750 cm\(^{-1}\), and may further improve the profiles of extracted spectra. The current limit for spectral acquisition will be constrained by adequate filter selection for SRG and the tuning range of the FOPO, but frame to frame switching of 750\(^{-1}\) to 3200 cm\(^{-1}\) is possible with current implementation, even without power compensation.

4. Conclusions

S^4RS is a versatile, yet simple approach for spectral SRS imaging of complex, dynamic samples based on the recent development of fiber laser technology. Spectral SRS tuning has been performed rapidly between the fingerprint and high wavenumber windows of the Raman spectrum (with the potential to access even greater tuning ranges) without the need for manual system adjustments. An approach for sparse spectral feature selection is proposed to capitalize on the rapid tuning of the S^4RS methodology that is compatible with both a priori and experimentally-derived Raman spectral signatures. Furthermore, while demonstrated as a laboratory benchtop microscope, the enabling laser technology is compact and robust, leading to the potential for this approach to be implemented in a portable system for clinical investigations. With continued development, potential access to the entire Raman spectral range with multi-window S^4RS offers a direct path to study dynamic biomedical systems such as cutaneous pharmacokinetics for a wide array of API formulations without labels or single distinctive spectral features.

**Funding.** U.S. Food and Drug Administration (1U01FDA006698-01).

**Acknowledgments.** This publication was supported by the Food and Drug Administration (FDA) of the U.S. Department of Health and Human Services (HHS) as part of a financial assistance award [FAIN] totaling $1,500,000 with
100 percent funded by FDA/HHS. The contents are those of the author(s) and do not necessarily represent the official views of, nor an endorsement, by FDA/HHS, or the U.S. Government.

The authors would like to acknowledge the members of the Evans Group for discussions on data analysis, sample preparation, and for providing constructive feedback regarding the manuscript, and to thank Dr. Priyanka Ghosh for her helpful feedback during manuscript preparation. The authors would like to further thank Hank Kuzma and Carly Pence for assistance during manuscript preparation. Dr. Sven Dobner at Refined Lasers for technical support, and Dr. Peigen Huang at Massachusetts General Hospital for kindly providing fresh nude mouse skin for our measurements.

Disclosures. MB and TH were employees and shareholders of Refined Laser Systems during the time these experiments were conducted (I,E,P). CLE is an inventor on patents for CARS microscopy that have been licensed to multiple microscope manufacturers (P). The other authors have no conflicts of interest to declare.

Data availability. Data underlying the results presented in this paper may be obtained from the authors upon request.

References
1. C. L. Evans, E. O. Potma, M. Puoris'haag, D. Côté, C. P. Lin, and X. S. Xie, “Chemical imaging of tissue in vivo with video-rate coherent anti-Stokes Raman scattering microscopy,” Proc. Natl. Acad. Sci. 102(46), 16807–16812 (2005). [PMID:15495363].
2. J.-X. Cheng and X. S. Xie, “Vibrational spectroscopic imaging of living systems: An emerging platform for biology and medicine,” Science 350(6264), 888–8870 (2015). [PMID:26612955].
3. C. W. Freudiger, W. Min, B. G. Saar, S. Lu, G. R. Holton, C. He, J. C. Tsai, J. X. Kang, and X. S. Xie, “Label-free biomedical imaging with high sensitivity by stimulated Raman scattering microscopy,” Science 322(5909), 1857–1861 (2008). [PMID:17105414].
4. B. G. Saar, C. W. Freudiger, J. Reichman, C. M. Stanley, G. R. Holton, and X. S. Xie, “Video-rate molecular imaging in vivo with stimulated Raman scattering,” Science 330(6009), 1368–1370 (2010). [PMID:17804796].
5. C. W. Freudiger, W. Yang, G. R. Holton, N. Peyghambarian, X. S. Xie, and K. Q. Kieu, “Stimulated Raman scattering microscopy with a robust fibre laser source,” Nat. Photonics 8(2), 153–159 (2014). [PMID:21453061].
6. M. Brinkmann, A. Fast, T. Hellwig, I. Pence, C. L. Evans, and C. Falnich, “Portable all-fiber dual-output widely tunable light source for coherent Raman imaging,” Biomed. Opt. Express 10(9), 4437–4449 (2019). [PMID:16263923].
7. A. Gambetta, V. Kumar, G. Grancini, D. Polli, R. Ramponi, G. Cerullo, and M. Marangoni, “Fiber-format stimulated-Raman-scattering microscopy from a single laser oscillator,” Opt. Lett. 35(2), 226–228 (2010). [PMID:20081976].
8. Y. Ozeki, T. Asai, J. Shou, and H. Yoshimi, “Multicolor stimulated Raman scattering microscopy with fast wavelength-tunable Yb fiber laser,” IEEE J. Sel. Top. Quantum Electron. 25(1), 1–11 (2019).
9. S. Grégoire, G. S. Luengo, P. Hallegot, A. M. Pena, X. Chen, T. Bornschlög, K. F. Chan, I. Pence, P. Obeidy, A. Feizpour, S. Jeong, and C. L. Evans, “Imaging and quantifying drug delivery in skin - Part 1: Autoradiography and mass spectrometry imaging,” Adv. Drug Delivery Rev. 153, 137–146 (2020). [PMID:31778729].
10. A. M. Pena, X. Chen, I. J. Pence, T. Bornschlög, S. Jeong, S. Grégoire, G. S. Luengo, P. Hallegot, P. Obeidy, A. Feizpour, K. F. Chan, and C. L. Evans, “Imaging and quantifying drug delivery in skin - Part 2: Fluorescence and vibrational spectroscopic imaging methods,” Adv. Drug Delivery Rev. 153, 147–168 (2020). [PMID:32217069].
11. B. A. Kuzma, S. Senemar, T. Ramezani, P. Ghosh, S. G. Raney, and G. Stagni, “Evaluation of local bioavailability of metronidazole from topical formulations using dermal microdialysis: Preliminary study in a yucatan mini-pig model,” Eur. J. Pharm. Sci. 159, 105741 (2021). [PMID:33540039].
12. A. Tayali, O. Piot, F. Pître, and M. Manfait, “Follow-up of drug permeation through excised human skin with confocal Raman microspectroscopy,” Eur. Biophys. J. 36(8), 1049–1058 (2007). [PMID:17565493].
13. C. Herkenne, A. Naik, Y. N. Kalia, J. Hadgraft, and R. H. Guy, “Dermatopharmacokinetic prediction of topical drug delivery in vivo,” J. Invest. Dermatol. 127(4), 887–894 (2007). [PMID:17139265].
14. M. Bodenlenz, K. I. Thiifner, R. Raml, T. Augustin, C. Dragatin, T. Bingruber, D. Schimek, G. Schwagerle, T. R. Pieber, S. G. Raney, I. Kanfer, and F. Sinner, “Open flow microperfusion as a dermal pharmacokinetic approach to evaluate topical bioequivalence,” Clin. Pharmacokinet. 56(1), 91–98 (2017). [PMID:27539717].
15. A. Feizpour, T. Marstrand, L. Bastholm, S. Eirefelt, and C. L. Evans, “Label-free quantification of pharmacokinetics in skin with stimulated Raman scattering microscopy and deep learning,” J. Invest. Dermatol. 141(2), 395–403 (2021). [PMID:32710899].
16. E. R. Andresen, P. Berto, and H. Rigneault, “Stimulated Raman scattering microscopy by spectral focusing and fiber-generated soliton as Stokes pulse,” Opt. Lett. 36(13), 2387–2389 (2011). [PMID:21272520].
17. D. Fu, G. Holton, C. Freudiger, X. Zhang, and X. S. Xie, “Hyperspectral imaging with stimulated Raman scattering by chirped femtosecond lasers,” J. Phys. Chem. B 117(16), 4634–4640 (2013). [PMID:17614712].
18. B. Liu, P. Wang, J. I. Kim, D. Zhang, Y. Xia, C. Chapple, and J.-X. Cheng, “Vibrational fingerprint mapping reveals spatial distribution of functional groups of lignin in plant cell wall,” Anal. Chem. 87(18), 9436–9442 (2015). [PMID:26291845].
19. C.-S. Liao, K.-C. Huang, W. Hong, A. J. Chen, C. Karanja, P. Wang, G. Eakins, and J.-X. Cheng, “Stimulated Raman spectroscopic imaging by microsecond delay-line tuning,” Optica 3(12), 1377–1380 (2016).
20. D. Zhang, P. Wang, M. N. Slipchenko, D. Ben-Amotz, A. M. Weiner, and J.-X. Cheng, “Quantitative vibrational imaging by hyperspectral stimulated Raman scattering microscopy and multivariate curve resolution analysis,” Anal. Chem. 85(1), 98–106 (2013). [PMID:21453061].
21. C.-S. Liao, M. N. Slipchenko, P. Wang, J. Li, S.-Y. Lee, R. A. Oglesbee, and J.-X. Cheng, “Microsecond scale vibrational spectroscopic imaging by multiplex stimulated Raman scattering microscopy,” Light: Sci. Appl. 4(3), e265 (2015). [PMID:26167336].

22. F. Saltarelli, V. Kumar, D. Viola, F. Crisafi, F. Preda, G. Cerullo, and D. Polli, “Broadband stimulated Raman scattering microscopy by a photonic time stretcher,” Opt. Express 24(19), 21264–21275 (2016). [PMID:27661870].

23. C.-S. Liao, P. Wang, P. Wang, J. Li, H. J. Lee, G. Eakins, and J.-X. Cheng, “Spectrometer-free vibrational imaging by retrieving stimulated Raman signal from highly scattered photons,” Sci. Adv. 1(9), e1500738 (2015). [PMID:26601311].

24. Y. Ozeki, W. Umemura, Y. Otsuka, S. Satoh, H. Hashimoto, K. Sumimura, N. Nishizawa, K. Fukui, and K. Itoh, “High-speed molecular spectral imaging of tissue with stimulated Raman scattering,” Nat. Photonics 6(12), 845–851 (2012).

25. A. Francis, K. Berry, Y. Chen, B. Figueroa, and D. Fu, “Label-free pathology by spectrally sliced femtosecond stimulated Raman scattering (SRS) microscopy,” PloS One 12(5), e0178750 (2017). [PMID:9197265].

26. Y. Otsuka, K. Makara, S. Satoh, H. Hashimoto, and Y. Ozeki, “On-line visualization of multicolor chemical images with stimulated Raman scattering spectral microscopy,” Analyst 140(9), 2984–2987 (2015). [PMID:25820572].

27. Y. Wakisaka, Y. Suzuki, O. Iwata, A. Nakashima, T. Ito, M. Hirose, R. Domon, M. Sugawara, N. Tsumura, H. Watarai, T. Shimobaba, K. Suzuki, K. Goda, and Y. Ozeki, “Probing the metabolic heterogeneity of live Euglena gracilis with stimulated Raman scattering microscopy,” Nat. Microbiol. 1(10), 16124 (2016). [PMID:17406261].

28. B. Figueroa, W. Fu, T. Nguyen, K. Shin, B. Maniford, F. Wise, and D. Fu, “Broadband hyperspectral stimulated Raman scattering microscopy with a parabolic fiber amplifier source,” Biomed. Opt. Express 9(12), 6116–6131 (2018). [PMID:643619].

29. H. T. Beier, G. D. Nordman, and B. A. Rockwell, “Stimulated Raman scattering using a single femtosecond oscillator with flexibility for imaging and spectral applications,” Opt. Express 19(20), 18885–18892 (2011). [PMID:21996830].

30. S. Karpf, M. Ehl, W. Wieser, T. Klein, and R. Huber, “A time-encoded technique for fibre-based hyperspectral broadband stimulated Raman microscopy,” Nat. Commun. 6(1), 6784 (2015). [PMID:21716497].

31. F. Masia, A. Karuna, P. Borri, and W. Langbein, “Hyperspectral image analysis for CARS, SRS, and Raman data,” J. Raman Spectrosc. 46(8), 727–734 (2015). [PMID:16002471].

32. H. Mitsutake, S. R. Castro, E. de Paula, R. J. Popp, D. N. Rutledge, and M. C. Breitkreitz, “Comparison of different chemometric methods to extract chemical and physical information from Raman images of homogeneous and heterogeneous semi-solid pharmaceutical formulations,” Int. J. Pharm. 552(1–2), 119–129 (2018). [PMID:30266516].

33. L. Zada, H. A. Leslie, A. D. Vethaak, G. H. Tinnevelt, J. J. Jansen, J. F. de Boer, and F. Ariese, “Fast microplastics identification with stimulated Raman scattering microscopy,” J. Raman Spectrosc. 49(7), 1136–1144 (2018).

34. K.-A. Lê Cao, S. Boitard, and P. Besse, “Sparse PLS discriminant analysis: biologically relevant feature selection and graphical displays for multiclass problems,” BMC Bioinf. 12(1), 253 (2011). [PMID:21693065].

35. D. Chung and S. Keles, “Sparse partial least squares classification for high dimensional data,” Stat. Appl. Genet. Mol. Biol. 9(1), (2010). [PMID:20361856].

36. J. Friedman, T. Hastie, and R. Tibshirani, “Regularization paths for generalized linear models via coordinate descent,” J. Stat. Soft. 33(1), 1 (2010). [PMID:10521349].

37. J. Friedman, T. Hastie, and R. Tibshirani, The Elements of Statistical Learning, vol. 1 (Springer series in Statistics New York, 2001).

38. H. Lin, H. J. Lee, N. Tague, J.-B. Lugagne, C. Zong, F. Deng, J. Shin, L. Tian, W. Wong, M. J. Dunlop, and J.-X. Cheng, “Microsecond fingerprint stimulated Raman spectroscopic imaging by ultrafast tuning and spatial-spectral learning,” Nat. Commun. 12(1), 3052 (2021).

39. M. Linkert, C. T. Rueden, C. Allan, J.-M. Burel, W. Moore, A. Patterson, B. Loranger, J. Moore, C. Neves, D. MacDonald, A. Tarkowska, C. Sticco, E. Hill, M. Rossner, K. W. Eliceiri, and J. R. Swedlow, “Metadata matters: access to image data in the real world,” J. Cell Biol. 189(5), 777–782 (2010). [PMID:20513764].

40. J. Schindelin, I. Arganda-Carreras, E. Frise, V.Kaynig, M. Longair, T. Pietzsch, S. Preibisch, C. Rueden, S. Saalfeld, B. Schmid, J. Y. Tinevez, D. J. White, V. Hartenstein, K. Eliceiri, P. Tomanack, and A. Cardona, “Fiji: an open-source platform for biological-image analysis,” Nat. Methods 9(7), 676–682 (2012). [PMID:20980011].

41. F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Duchesnay, “Scikit-learn: machine learning in Python,” Journal of Machine Learning Research 12, 2825–2830 (2011).

42. C. H. Camp Jr, “pyMCR: A python library for multivariate curve resolution analysis with alternating regression (MCR-AR),” J. Res. Natl. Inst. Stand. Technol. 124, 124018 (2019).

43. M. L. Waskom, “seaborn: statistical data visualization,” J. Open Source Softw. 6(60), 3021 (2021).

44. J. M. Nascimento and J. M. Dias, “Vertex component analysis: A fast algorithm to unmix hyperspectral data,” IEEE Trans. Geosci. Remote Sensing 43(4), 898–910 (2005).

45. Z.-M. Zhang, S. Chen, and Y.-Z. Liang, “Baseline correction using adaptive iteratively reweighted penalized least squares,” Analyst 135(5), 1138–1146 (2010). [PMID:20419267].

46. K. M. Marzec, K. Kochan, A. Fedorowicz, A. Jasztal, K. Chruszcz-Lipska, J. C. Dobrowolski, S. Chlopicki, and M. Baranska, “Raman microimaging of murine lungs: insight into the vitamin A content,” Analyst 140(7), 2171–2177 (2015). [PMID:25535673].
47. T. Massey, S. Derry, R. A. Moore, and H. J. McQuay, “Topical NSAIDs for acute pain in adults,” Cochrane Database of Systematic Reviews (2010). [PMID:20556778].
48. M. Picardo, M. Ottaviani, E. Camera, and A. Mastrofrancesco, “Sebaceous gland lipids,” Derm.-Endocrinol. 1(2), 68–71 (2009).
49. M. N. Slipchenko, T. T. Le, H. Chen, and J.-X. Cheng, “High-speed vibrational imaging and spectral analysis of lipid bodies by compound Raman microscopy,” J. Phys. Chem. B 113(21), 7681–7686 (2009). [PMID:18689461].
50. E. Sagitova, K. Prokhorov, G. Y. Nikolaeva, A. Baimova, P. Pashinin, A. Y. Yarysheva, and D. Mendeleev, “Raman analysis of polyethylene glycols and polyethylene oxides,” in Journal of Physics: Conference Series, vol. 999 (IOP Publishing, 2018), p. 012002. [DOI:10.1088/1742-6596/999/1/012002].
51. A. Hossain, B. C. Sil, F. Iliopoulos, R. Lever, J. Hadgraft, and M. E. Lane, “Preparation, characterisation, and topical delivery of terbinafine,” Pharmaceutics 11(10), 548 (2019).
52. J. Lee and I. W. Kellaway, “Combined effect of oleic acid and polyethylene glycol 200 on buccal permeation of [D-Ala2, D-Leu5] enkephalin from a cubic phase of glyceryl monooleate,” Int. J. Pharm. 204(1-2), 137–144 (2000).
53. L. Wei, F. Hu, Y. Shen, Z. Chen, Y. Yu, C.-C. Lin, M. C. Wang, and W. Min, “Live-cell imaging of alkyne-tagged small biomolecules by stimulated Raman scattering,” Nat. Methods 11(4), 410–412 (2014). [PMID:24584195].
54. A. De la Cadena, C. M. Valensise, M. Marangoni, G. Cerullo, and D. Polli, “Broadband stimulated Raman scattering microscopy with wavelength-scanning detection,” J. Raman Spectrosc. 51(10), 1951–1959 (2020).
55. L. Czerwinski, J. Nixdorf, G. Di Florio, and P. Gilch, “Broadband stimulated Raman microscopy with 0.1 ms pixel acquisition time,” Opt. Lett. 41(13), 3021–3024 (2016).
56. B. G. Saar, R. S. Johnston, C. W. Freudiger, X. S. Xie, and E. J. Seibel, “Coherent Raman scanning fiber endoscopy,” Opt. Lett. 36(13), 2396–2398 (2011). [PMID: 21725423].
57. Z. Zhao, C. Chen, S. Wei, H. Xiong, F. Hu, Y. Miao, T. Jin, and W. Min, “Ultra-bright Raman dots for multiplexed optical imaging,” Nat. Commun. 12(1), 1–12 (2021). [PMID:33637723].