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Abstract. We consider nonparametric Bayesian estimation and prediction for nonhomogeneous Poisson process models with unknown intensity functions. We propose a class of improper priors for intensity functions. Nonparametric Bayesian inference with kernel mixture based on the class improper priors is shown to be useful, although improper priors have not been widely used for nonparametric Bayes problems. Several theorems corresponding to those for finite-dimensional independent Poisson models hold for nonhomogeneous Poisson process models with infinite-dimensional parameter spaces. Bayesian estimation and prediction based on the improper priors are shown to be admissible under the Kullback–Leibler loss. Numerical methods for Bayesian inference based on the priors are investigated.

1. Prediction based on models with finite dimensional parameter

Statistical modeling and data analysis based on nonhomogeneous Poisson point processes have various applications (e.g. Snyder and Miller, 1991; Streit, 2010). We consider nonparametric Bayesian inference with kernel mixture for nonhomogeneous Poisson processes from the viewpoint of predictive density theory. In the present paper, it is shown that Bayesian procedures based on a class of improper priors provide reasonable estimation and prediction. Several theorems concerning admissibility corresponding to those for finite-dimensional independent Poisson models are shown to hold for the nonhomogeneous Poisson process model.

In this section, we summarize the basic framework of predictive density theory mainly studied for finite-dimensional models. Suppose that we have an observation $x$ from a probability density $p(x \mid \theta)$ that belongs to a parametric model $\{p(x \mid \theta) \mid \theta \in \Theta \in \mathbb{R}^d\}$. The objective is to predict an unobserved random variable $y$ distributed according to $p(y \mid \theta)$ using a predictive density $q(y; x)$.

We adopt the Kullback–Leibler loss

$$D\{p(y \mid \theta), q(y; x)\} = \int p(y \mid \theta) \log \frac{p(y \mid \theta)}{q(y; x)} dy.$$

from the true density $p(y \mid \theta)$ to a predictive density $q(y; x)$. A predictive density $q(y; x)$ is said to dominate another predictive density $q'(y; x)$ if the risk of $q(y; x)$ is not greater than that of $q'(y; x)$.
for all $\theta$ and the strict inequality holds for at least one point $\theta$ in the parameter space. A predictive density $q(y; x)$ is said to be admissible if there does not exist a predictive density dominating $q(y; x)$. See Berger (1985) and Schervish (1995) for basic frameworks of statistical decision theory concerning admissibility and its relationship with Bayes theory.

Many studies recommend Bayesian predictive densities

$$p_\pi(y \mid x) = \frac{\int p(y \mid \theta)p(x \mid \theta)\pi(\theta)d\theta}{\int p(x \mid \theta)\pi(\theta)d\theta}$$

based on a prior $\pi(\theta)$ rather than plug-in densities $p(y \mid \hat{\theta}(x))$ (e.g. Aitchison and Dunsmore, 1975; Geisser, 1993; Komaki, 1996), where $\hat{\theta}$ is an estimated value of $\theta$. This is because there exist Bayesian predictive densities dominating plug-in densities in many examples.

It is important to construct prior distributions for Bayesian inference when we do not have specific prior information about unknown parameters. Such a prior is called a noninformative prior or an objective prior. The Jeffreys prior is a theoretically important objective prior. Let $\theta = (\theta_1, \ldots, \theta_d)$ be an unknown parameter of a finite dimensional parametric statistical model and $I(\theta)$ be the corresponding Fisher information matrix. Then, the Jeffreys prior is defined by

$$\pi_J(\theta)d\theta_1 \cdots d\theta_d = |I(\theta)|^{1/2}d\theta_1 \cdots d\theta_d,$$

where $|I(\theta)|$ is the determinant of $I(\theta)$. Noninformative priors such as the Jeffreys prior often becomes improper, i.e. the total mass of the prior is infinite. The Bayes theorem cannot be directly applied to improper priors because they are not probability distributions, whose total masses are 1. However, formal application of the Bayes theorem to improper priors sometimes gives useful prediction and estimation. Statistical decision theory concerning admissibility provides a basis of such generalized Bayesian procedure based on improper priors (e.g. Berger, 1985).

Bayesian predictive densities based on shrinkage priors often dominate the Bayesian predictive densities based on the Jeffreys prior when the dimension of the parameter space is large. Shrinkage priors assign more weight to parameter values close to a subset in the parameter space than the Jeffreys prior. In particular, Bayesian prediction based on shrinkage priors for finite-dimensional models such as the multivariate Normal model and the multidimensional independent Poisson model have been investigated. See Fourdrinier, Strawderman, and Wells (2018) for recent developments of parameter estimation theory based on shrinkage priors.

First, consider the $d$-dimensional Normal model. Suppose that $x_i \ (i = 1, \ldots, d)$ are independently distributed according to $N(\mu_i, \sigma^2)$ and that $y_i \ (i = 1, \ldots, d)$ are independently distributed according to $N(\mu_i, \tau^2)$, where $N(\mu_i, \sigma^2)$ is the Normal distribution with mean $\mu_i$ and variance $\sigma^2$. Here, $\mu := (\mu_1, \ldots, \mu_d)$ is the unknown parameter and $\sigma$ and $\tau$ are known positive constants. We consider prediction of $y = (y_1, y_2, \ldots, y_d)$ using $x = (x_1, x_2, \ldots, x_d)$ under the Kullback-Leibler loss. The Bayesian predictive density $p_S(y \mid x)$ based on the prior $\pi_S(\mu) = ||\mu||^{-(d-2)} = (\sum_i \mu_i^2)^{-(d-2)/2}$ introduced by Stein (1974) dominates the Bayesian predictive density $p_J(y \mid x)$ based on the Jeffreys prior $\pi_J(\mu) = 1$ (Komaki, 2001). This corresponds to the widely known result that the generalized Bayes estimator based on Stein’s prior $\pi_S(\mu)$ dominates the best invariant estimator $\hat{\mu} = x$ when $d \geq 3$. See George et al. (2006) for sufficient conditions for general priors other than the Stein prior and Brown, George and Xu (2008) for admissible predictive densities for Normal models. The asymptotics
of minimax risk of predictive density estimation for non-parametric regression is studied by Xu and Liang (2010).

Next, consider the $d$-dimensional Poisson model, which is closely related to the nonhomogeneous Poisson process models considered herein. Intuitively speaking, nonhomogeneous Poisson process models are infinite-dimensional Poisson models. Suppose that $x_i$ ($i = 1, \ldots, d$) are independently distributed according to $\text{Po}(s \lambda_i)$ and that $y_i$ ($i = 1, \ldots, d$) are independently distributed according to $\text{Po}(t \lambda_i)$, where $\text{Po}(s \lambda_i)$ is the Poisson distribution with mean $s \lambda_i$, $\lambda := (\lambda_1, \ldots, \lambda_d)$ is the unknown parameter, and $s$ and $t$ are known positive constants. We consider prediction of $y = (y_1, y_2, \ldots, y_d)$ using $x = (x_1, x_2, \ldots, x_d)$ under the Kullback–Leibler loss.

A natural class of priors including the Jeffreys prior $\pi_J(\lambda)d\lambda_1 \cdots d\lambda_d = \lambda_1^{-\frac{1}{2}} \cdots \lambda_d^{-\frac{1}{2}} d\lambda_1 \cdots d\lambda_d$ is $\pi_\alpha(\lambda)d\lambda_1 \cdots d\lambda_d := \lambda_1^{\alpha_1-1} \cdots \lambda_d^{\alpha_d-1} d\lambda_1 \cdots d\lambda_d$, where $\alpha_i > 0$ ($i = 1, \ldots, d$). A class of improper prior densities

$$\pi_{\alpha, \gamma}(\lambda)d\lambda_1 d\lambda_2 \cdots d\lambda_d = \frac{\lambda_1^{\alpha_1-1} \lambda_2^{\alpha_2-1} \cdots \lambda_d^{\alpha_d-1}}{(\lambda_1 + \lambda_2 + \cdots + \lambda_d)^\gamma} d\lambda_1 d\lambda_2 \cdots d\lambda_d \quad (1)$$

with $\sum_i \alpha_i - \gamma > 0$ and $\alpha_i > 0$ ($i = 1, 2, \ldots, d$) is investigated and Theorems 1 and 2 below are obtained (Komaki, 2004).

**Theorem 1** (Komaki, 2004). When $\sum_i \alpha_i - \gamma > 1$ and $\alpha_i > 0$ ($i = 1, 2, \ldots, d$), the Bayesian predictive density $p_{\alpha, \gamma}(y | x)$ based on $\pi_{\alpha, \gamma}(\lambda)$ is dominated by the Bayesian predictive density $p_{\tilde{\alpha}, \tilde{\gamma}}(y | x)$ based on $\pi_{\tilde{\alpha}, \tilde{\gamma}}(\lambda)$, where $\tilde{\gamma} := \sum_i \alpha_i - 1$ and $\tilde{\alpha} = (\tilde{\alpha}_1, \tilde{\alpha}_2, \ldots, \tilde{\alpha}_d) := (\alpha_1, \alpha_2, \ldots, \alpha_d)$.

**Theorem 2** (Komaki, 2004). For every $d \geq 1$, the Bayesian predictive densities based on the priors in the class $\{\pi_{\alpha, \gamma}(\lambda) : 0 < \sum_{i=1}^d \alpha_i - \gamma \leq 1, \alpha_i > 0$ ($i = 1, 2, \ldots, d$)\} defined by (1) are admissible under the Kullback–Leibler loss.

In particular, when $d \geq 3$, the Bayesian predictive density $p_{\pi_S}(y | x)$ based on the shrinkage prior $\pi_S(\lambda) := \pi_{\alpha=(\frac{1}{2}, \ldots, \frac{1}{2}), \gamma=\frac{d}{2}-1}(\lambda)$ dominates the Bayesian predictive density $p_{\pi_J}(y | x)$ based on the Jeffreys prior and is admissible under the Kullback–Leibler loss. Parameter estimation can be regarded as infinitesimal prediction under the Kullback–Leibler loss in the multivariate Poisson model (Komaki, 2006). Intuitively, infinitesimal prediction means prediction for infinitely near future.

In the present paper, we generalize the results for finite-dimensional independent Poisson models to the results for nonhomogeneous Poisson models. The remainder of the present paper paper is organized as follows. In Section 2, a class of improper shrinkage priors for nonparametric Bayesian inference with kernel mixtures for nonhomogeneous Poisson models is introduced. Several theorems concerning admissibility of Bayesian predictive densities and Bayes estimators for nonhomogeneous Poisson models corresponding to those for finite-dimensional models are proved. In Section 3, numerical methods to evaluate Bayesian predictive densities and Bayes estimators are investigated. Finally, conclusions are presented in Section 4.
2. Nonparametric Bayesian inference for nonhomogeneous Poisson processes

We consider nonhomogeneous Poisson processes on a region $U$ in the Euclidean space $\mathbb{R}^d$. The results in the following can be generalized to those for nonhomogeneous Poisson processes on general spaces such as a Polish space.

Basic properties of nonparametric inference of nonhomogeneous Poisson processes using gamma process priors are given by Lo (1982) and Lo and Weng (1989). Corresponding results for probability density estimation are given by Lo (1984). Various estimation methods of intensity functions of nonhomogeneous Poisson process models have been studied (e.g. Bartoszynski et al., 1981; Kolaczyk, 1999).

Conventional statistical decision theory mainly deals with problems with finite dimensional parameters. In the present paper, we show that the framework of statistical decision theory is effectively applied to prediction and estimation for nonhomogeneous Poisson process models with infinite dimensional parameter spaces. The results suggest that decision theoretic approach is also useful for other infinite dimensional problems.

2.1. Bayes estimators and Bayesian predictive densities. Let $\lambda(u)$ be a positive function of $u \in U$ satisfying $\int_U \lambda(u)du < \infty$. We observe $x = (N, x_1, x_2, \ldots, x_N)$ distributed according to the nonhomogeneous Poisson process $\mathcal{P}(s\lambda)$ with intensity function $s\lambda$ ($s > 0$). Here, $N$ is the number of the observed points and $x_1, \ldots, x_N$ are observed points in $U$. We introduce a known constant $s > 0$ for later use. Let $X(B) := \#\{x_i \mid x_i \in B \ (1 \leq i \leq N)\}$ and $\lambda(B) := \int_B \lambda(u)du$ for $B \subset U$. If $X(B_i)$ ($i = 1, \ldots, k$) are independently distributed according to the Poisson distribution with mean $s\lambda(B_i)$ for an arbitrary partition $(B_1, \ldots, B_k)$ of $U$, $x$ is said to be distributed according to the nonhomogeneous Poisson distribution with intensity function $s\lambda$. The function $\lambda$ is the unknown parameter.

The likelihood for the nonhomogeneous Poisson process model is given by

$$\left\{ \prod_{i=1}^N s\lambda(x_i) \right\} \exp\left\{-s \int \lambda(x)dx\right\} = \left\{ \prod_{i=1}^N \lambda(x_i) \right\} (sw)^N \exp(-sw)$$

$$\propto \left\{ \prod_{i=1}^N \lambda(x_i) \right\} \frac{(sw)^N}{N!} \exp(-sw) =: p_\lambda(x),$$

where $w = |\lambda| := \int_U \lambda(u)du$ and $\lambda := \lambda/w$ (see e.g. Daley and Vere-Jones, 2003, p. 22). We identify $\lambda$ with $(w, \lambda)$. The probability density (3) of the observed points $(x_1, \ldots, x_N)$ multiplied by $N!$ coincides with (2). These two representations do not make essential differences in the following discussions. We mainly use (3) in the following.

Let $y = (M, y_1, y_2, \ldots, y_M)$ be a sample independent of $x$ from the nonhomogeneous Poisson process $\mathcal{P}(t\lambda)$, where $t > 0$ is a known constant. We investigate estimation of $\lambda$ and prediction of $y$ using $x$. In Subsection 2.4, estimation is formulated as a limit of prediction.

First, we consider estimation of $\lambda$. From (3), the Kullback–Leibler divergence from the probability density $p_\lambda(y)$ corresponding to the intensity $t\lambda$ to another probability density $p_{\lambda'}(y)$ corresponding to
the intensity \( t\lambda' \) is

\[
D(p_\lambda(y), p_{\lambda'}(y)) = \mathbb{E}_\lambda \log \left\{ \prod_{i=1}^M \lambda_i \right\} \frac{(tw)^M}{M!} \exp(-tw) \\
\left\{ \prod_{i=1}^M \lambda_i \right\} \frac{(tw')^M}{M!} \exp(-tw')
\]

\[
= \mathbb{E}_\lambda \left[ tw' - tw + M \log \frac{w}{w'} + \sum_{i=1}^M \log \frac{\lambda_i}{\lambda_i} \right]
\]

\[
= tw \left( \frac{w'}{w} - 1 - \log \frac{w'}{w} + \int \lambda(y) \log \frac{\lambda(y)}{\lambda(y')} \, dy \right)
\]

\[
= t \int \left( \lambda'(y) - \lambda(y) + \lambda(y) \log \frac{\lambda(y)}{\lambda(y')} \right) \, dy. \tag{4}
\]

Suppose that a prior density \( \pi(d\lambda) \) is adopted and observation \( \mathbf{x} \) is given. Let \( p_\pi(d\lambda | \mathbf{x}) \) be the posterior distribution. If the posterior mean of \( \lambda \) has a density \( \lambda_{\pi,\mathbf{x}}(u) \) with respect to the Lebesgue measure on \( U \), the posterior mean of the Kullback–Leibler divergence is

\[
\int D(p_\lambda(y), p_{\lambda'}(y)) p_\pi(d\lambda | \mathbf{x}) = t \int \int \left( \lambda(y) - \lambda(y) + \lambda(y) \log \frac{\lambda(y)}{\lambda(y)} \right) \, dy p_\pi(d\lambda | \mathbf{x})
\]

\[
= t \int \int \left\{ \left( \lambda(y) - \lambda_{\pi,\mathbf{x}}(y) + \lambda_{\pi,\mathbf{x}}(y) \log \frac{\lambda_{\pi,\mathbf{x}}(y)}{\lambda(y)} \right) + \left( \lambda_{\pi,\mathbf{x}}(y) - \lambda(y) + \lambda(y) \log \frac{\lambda(y)}{\lambda_{\pi,\mathbf{x}}(y)} \right) \right\} p_\pi(d\lambda | \mathbf{x}) \, dy
\]

and is minimized when \( \hat{\lambda} = \lambda_{\pi,\mathbf{x}} \). Here, we assume that the integral exists. Thus, the Bayes estimator of \( \lambda \) is the posterior mean \( \lambda_{\pi,\mathbf{x}} \) given observation \( \mathbf{x} \).

If the posterior is decomposed as \( p_\pi(dw \, d\lambda | \mathbf{x}) = p_\pi(dw | \mathbf{x}) p_\pi(d\lambda | \mathbf{x}) \), then the Bayes estimators of \( w, \lambda, \) and \( \lambda \) based on the prior \( \pi \) are given by

\[
w_{\pi,\mathbf{x}} = \int w p_\pi(dw | \mathbf{x}), \quad \lambda_{\pi,\mathbf{x}} = \int \lambda p_\pi(d\lambda | \mathbf{x}), \quad \text{and} \quad \lambda_{\pi,\mathbf{x}} = w_{\pi,\mathbf{x}} \lambda_{\pi,\mathbf{x}},
\]

respectively.

Next, we consider predictive densities of \( y \). The Kullback–Leibler divergence from the probability density \( p_\lambda(y) \) corresponding to the intensity \( t\lambda \) to another probability density \( q(y) = q(M, y_1, \ldots, y_M) = q(M)q(y_1, \ldots, y_M | M) \) is

\[
D(p_\lambda(y), q(y)) = \mathbb{E}_\lambda \left[ \log \frac{p_{w}(M)}{q(M)} \prod_{i=1}^M \frac{\lambda_i}{\lambda(y_i)} \right], \tag{6}
\]

where \( p_{w}(M) := \{(tw)^M/M!\} \exp(-tw) \) denotes the Poisson probability density with mean \( tw \).

Since the posterior mean of the Kullback–Leibler divergence is

\[
\int \int D(p_\lambda(y), q(y; \mathbf{x})) p_\pi(d\lambda | \mathbf{x})
\]

\[
= \int \int \sum_{M=0}^{\infty} \int \cdots \int p_{w}^M(M) \left\{ \prod_{i=1}^M \lambda_i \right\} \log \frac{p_{w}(M)}{q(M)} \prod_{i=1}^M \frac{\lambda_i}{\lambda(y_i)} \, dy_1 \cdots dy_M p_\pi(dw \, d\lambda | \mathbf{x}), \tag{7}
\]
the Bayesian predictive density minimizing (7) is

\[ p_\pi(M, y_1, \ldots, y_M \mid \mathbf{x}) = \int \int p_{\pi_0}(M) \left\{ \prod_{i=1}^{M} \lambda(y_i) \right\} p_\pi(d\lambda \mid \mathbf{x}). \]

If the posterior is decomposed as \( p_\pi(d\lambda \mid \mathbf{x}) = p_\pi(d\lambda \mid \mathbf{x})p_\pi(d\mathbf{x} \mid \mathbf{x}) \), then the Bayesian predictive density based on the prior \( \pi \) is given by

\[ p_\pi(M, y_1, \ldots, y_M \mid \mathbf{x}) = p_\pi(M \mid \mathbf{x})p_\pi(y_1, \ldots, y_M \mid M, \mathbf{x}), \]

where

\[ p_\pi(M \mid \mathbf{x}) = \int p_{\pi_0}(M)p_\pi(d\lambda \mid \mathbf{x}) \]

and

\[ p_\pi(y_1, \ldots, y_M \mid M, \mathbf{x}) = \int \left\{ \prod_{i=1}^{M} \lambda(y_i) \right\} p_\pi(d\lambda \mid \mathbf{x}). \]

2.2. Kernel mixture models. We need to adopt a prior for \( \lambda \) in order to use Bayesian methods. First, we consider the gamma process prior \( \mathcal{G}\alpha(\alpha, \beta) \), where \( \alpha(u) \) is a positive density function of \( u \) and \( \beta \) is a positive scalar that does not depend on \( u \). Then, for an arbitrary partition \((B_1, \ldots, B_k)\) of \( U \), \( \mu_i := \mu(B_i) \) \((i = 1, \ldots, k)\) are independently distributed according to the gamma distributions \( \text{Ga}(\alpha_i, \beta) \) with densities \( \{1/\Gamma(\alpha_i)\}(\mu_i^{-1}/\beta^\alpha_i)\exp(-\mu_i/\beta) \), where \( \alpha_i := \alpha(B_i) = \int_{B_i} \alpha(u)du \). The mixture of the nonhomogeneous Poisson process \( \mathcal{P}\alpha(t\lambda) \) with respect to the prior \( \mathcal{G}\alpha(\alpha, \beta) \) for \( \lambda \) is the negative binomial process \( \mathcal{N}\mathcal{B}\mathcal{E}t(\alpha, t\beta/(1 + t\beta)) \). For \( \mathcal{N}\mathcal{B}\mathcal{E}t(\alpha, t\beta/(1 + t\beta)) \) and an arbitrary partition \((B_1, \ldots, B_k)\) of \( U \), the numbers \( \mathcal{N}_i \) of points in \( B_i \) \((i = 1, \ldots, k)\) are independently distributed according to the negative binomial distribution with density \( \{N_i + \alpha_i^{-1}\}(t\beta/(1 + t\beta))^\alpha_i \{1/(1 + t\beta)\}^\alpha_i \). The posterior with respect to the prior \( \mathcal{G}\alpha(\alpha, \beta) \) and observation \( \mathbf{x} \) is \( \mathcal{G}\alpha(\alpha + \sum_i \delta_{x_i}, 1/(s + 1/\beta)) \) (see Lo and Weng, 1989). Then, the posterior means of \( w, \lambda, \) and \( \lambda \) are

\[ w_{\alpha, \beta, x} = \frac{\beta}{1 + s\beta}(|\alpha| + N), \hspace{1cm} \lambda_{\alpha, \beta, x} = \frac{\alpha + \sum_i \delta_{x_i}}{|\alpha| + N}, \hspace{1cm} \text{and} \hspace{1cm} \lambda_{\alpha, \beta, x} = \frac{\beta}{1 + s\beta}(\alpha + \sum_i \delta_{x_i}), \]

respectively, where \( \delta_{x_i} \) denotes the Dirac measure at \( x_i \). Thus, the Bayesian predictive density based on the gamma process prior \( \mathcal{G}\alpha(\alpha, \beta) \) and observation \( \mathbf{x} \) is

\[ \mathcal{N}\mathcal{B}\mathcal{E}t(\alpha + \sum_i \delta_{x_i}, \frac{(s + 1/\beta)^{-1}t}{1 + (s + 1/\beta)^{-1}t}) = \mathcal{N}\mathcal{B}\mathcal{E}t(\alpha + \sum_i \delta_{x_i}, \frac{t\beta}{1 + (s + t)\beta}). \]

Although the gamma process prior is a conjugate prior for the nonhomogeneous Poisson model, it is not natural to use this prior directly for \( \lambda \) because the measure \( \alpha + \sum_i \delta_{x_i} \) is not absolutely continuous with respect to the intensity measure \( \lambda \). In fact, the Kullback–Leibler loss of the posterior mean \( \lambda_{\alpha, \beta, x} \) with respect to observation \( \mathbf{x} \) and the gamma prior \( \mathcal{G}\alpha(\alpha, \beta) \) is

\[ D(t\lambda, t\lambda_{\alpha, \beta, x}) = tw \left\{ w_{\alpha, \beta} - 1 - \log w_{\alpha, \beta} + \int \lambda(y) \log \frac{\lambda(y)}{\lambda_{\alpha, \beta, x}(y)} dy \right\} \]

\[ = tw \left\{ w_{\alpha, \beta} - 1 - \log w_{\alpha, \beta} + \int \lambda(y) \log \frac{\lambda(y)}{\lambda_{\alpha, \beta, x}(y)} dy + \log \left( 1 + \frac{N}{|\alpha|} \right) \right\}, \]
where $|\alpha| := \int_U \alpha(u) du$ and $\overline{\alpha} := \alpha/|\alpha|$. The amount of information concerning $\lambda$ included in $\alpha$ increases as $s$ increases. However, when $s$ goes to infinity and $t$ is fixed, $N$ and the divergence $D(t, t\lambda_{\alpha,\beta})$ diverges to infinity. Here, $w_{\alpha,\beta}$ converges to $w$ with probability 1. However, $\overline{\lambda}_{\alpha,\beta,\alpha}$ does not converge to $\overline{\lambda}$ in the Kullback–Leibler sense, although $\overline{\lambda}_{\alpha,\beta,\alpha}$ weakly converges to $\overline{\lambda}$.

In order to overcome the difficulty caused by the fact that $\alpha + \sum_i \delta_i$ is not absolutely continuous with respect to $\lambda$, kernel mixture models are widely used. A nonnegative function $k : U \times U \to \mathbb{R}_{\geq 0}$ satisfying $\int k(y, u) dy = 1$ is called a kernel function. Suppose that an intensity function $\lambda$ is represented by

$$\lambda(y) = k(y, \mu) := \int k(y, u) \mu(du),$$

where $\mu(du)$ is a finite measure on $U$. Then,

$$w = |\lambda| := \int \lambda(y) dy = \int \int k(y, u) \mu(du) dy = \int \mu(du) = |\mu|.$$

We identify $\mu$ with $(w, \overline{\mu})$, where $\overline{\mu} := \mu/|\mu|$. Then, we have

$$\overline{\lambda}(y) = \frac{\lambda(y)}{|\lambda|} = k(y, \overline{\mu}) = \int k(y, u) \overline{\mu}(du).$$

We hereinafter consider kernel mixture models because these models are reasonable under the Kullback–Leibler loss. The results in the following can be generalized to the setting in which the kernel function has an unknown parameter by introducing a prior for the unknown parameter.

**Example.** The Gaussian kernel

$$k(y, u) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp\left\{ -\frac{1}{2\sigma^2} (y - u)^2 \right\} \quad (y, u \in \mathbb{R})$$

is frequently used in applications. For simplicity, we assume that $\sigma > 0$ is known. \hfill $\Box$

Assume a gamma process prior $\mathcal{Ga} (\alpha, \beta)$ for $\mu$. Then, $\overline{\mu} := \mu/w$ is distributed according to the Dirichlet process $\mathcal{D} \mathcal{e} (\alpha)$ (see e.g. Ghosh and Ramamoorthi, 2003, p. 96). For every partition $(B_1, \ldots, B_k)$ of $U$, $(\overline{\mu}(B_1), \ldots, \overline{\mu}(B_k))$ is distributed according to the $k$-dimensional Dirichlet distribution $\text{Di}(\alpha(B_1), \ldots, \alpha(B_k))$. The weight parameter $w$ is distributed according to the gamma distribution $\text{Ga}(|\alpha|, \beta)$ independently of $\overline{\mu}$. Thus, the simultaneous distribution of $w$ and $\overline{\mu}$ is given by

$$P_{\alpha}^{\mathcal{D} \mathcal{e}} (d\overline{\mu}) P_{|\alpha|,\beta}^{\text{Ga}}(w) dw, \quad (9)$$

where $P_{\alpha}^{\mathcal{D} \mathcal{e}}(d\overline{\mu})$ denotes the Dirichlet process measure and $P_{|\alpha|,\beta}^{\text{Ga}}(w) = \{1/\Gamma(|\alpha|)\} (|\alpha|^{-1} / \beta)^{\alpha} \exp(-w/\beta)$ is the gamma probability density.

### 2.3. Improper priors

It is difficult to determine the scale parameter $\beta$ from the viewpoint of objective Bayes. Let $c$ be an arbitrary positive constant for time scale change. Then, $\mathcal{P} \mathcal{e} (s\lambda) = \mathcal{P} \mathcal{e} (\tilde{s}\lambda)$, where $\tilde{s} := cs$ and $\tilde{\lambda} := \lambda/c$. Inference for $\lambda$ is equivalent to inference for $\tilde{\lambda}$ because the time scale change does not affect the essence of the problem. Thus, the objective prior should be (relatively) invariant with respect to the time scale change. However, the gamma process prior $\mathcal{Ga} (\alpha, \beta)$ is not relatively invariant if $\beta$ is finite. One method by which to construct an invariant posterior is to adopt the improper prior

$$\pi_{\alpha}(\mu) d\mu = P_{\alpha}^{\mathcal{D} \mathcal{e}} (d\overline{\mu}) P_{|\alpha|,\infty}^{\text{Ga}}(w) dw, \quad (10)$$
which could be intuitively denoted by \( \mu^{a-1} \mathrm{d}\mu \), that is obtained by taking the limit \( \beta \to \infty \). The posterior based on the prior \( \pi_{\alpha} \) is invariant with respect to the time scale change. The prior (10) is a natural generalization of the improper prior \( \prod_{i=1}^{d}(\mu_i^{a_i-1} \mathrm{d}\mu_i) \) discussed by Komaki (2004) for the finite-dimensional independent Poisson model.

Here, we consider a generalization of the gamma process prior (9). Let

\[
\pi_{\alpha,\beta,\gamma}(\mathrm{d}\mu) := p_{\alpha}^{\otimes k}(\mathrm{d}\overline{\mu}) p_{\alpha \mid -\gamma,\beta}^\mathrm{Ga}(w) \, \mathrm{d}w, \tag{11}
\]

where \( \gamma < |\alpha| \). We consider

\[
\pi_{\alpha,\gamma}(\mathrm{d}\mu) := \pi_{\alpha,\beta=\infty,\gamma}(\mathrm{d}\mu) = p_{\alpha}^{\otimes k}(\mathrm{d}\overline{\mu}) p_{\alpha \mid -\gamma,\infty}^\mathrm{Ga}(w) \, \mathrm{d}w, \tag{12}
\]

which is a generalization of (10), by taking the limit \( \beta \to \infty \). We denote the distributions of \( \lambda(u) = \int k(u,v)\mu(\mathrm{d}v) \) corresponding to (11) and (12) by \( \pi_{\alpha,\beta,\gamma}(\mathrm{d}\lambda) \) and \( \pi_{\alpha,\gamma}(\mathrm{d}\lambda) \), respectively, by abuse of notation without confusion.

We investigate Bayesian inference based on the prior \( \pi_{\alpha,\beta,\gamma} \). From (3) and (11), the posterior distribution of \( \mu \) with respect to prior \( \pi_{\alpha,\beta,\gamma} \) and observed data \( x \) is proportional to

\[
\left\{ \prod_{i=1}^{N} k(x_i,\overline{\mu}) \right\} p_{\alpha}^{\otimes k}(\mathrm{d}\overline{\mu}) \left( \frac{sw}{N!} \right)^N \exp(-sw) p_{\alpha \mid -\gamma,\beta}^\mathrm{Ga}(w) \, \mathrm{d}w
\]

\[
\propto \left\{ \prod_{i=1}^{N} k(x_i,\overline{\mu}) \right\} p_{\alpha}^{\otimes k}(\mathrm{d}\overline{\mu}) p_{\alpha \mid -\gamma+N,\beta/(s\beta+1)}^\mathrm{Ga}(w) \, \mathrm{d}w. \tag{13}
\]

Thus, the posterior and the Bayesian predictive density for the kernel mixture models have more complex forms than those for the simple Gamma–Poisson processes.

The posterior mean of \( \overline{x} \) given \( x \) is

\[
\overline{\lambda}_{\alpha,x}(y) = \frac{\lambda_{\alpha,\beta,\gamma,x}(y)}{\lambda_{\alpha,\beta,\gamma,x}} = \frac{\int k(y,\overline{\mu}) \left\{ \prod_{i=1}^{N} k(x_i,\overline{\mu}) \right\} p_{\alpha}^{\otimes k}(\mathrm{d}\overline{\mu})}{\int \left\{ \prod_{i=1}^{N} k(x_i,\overline{\mu}) \right\} p_{\alpha}^{\otimes k}(\mathrm{d}\overline{\mu})}, \tag{14}
\]

not depending on \( \beta, \gamma, \) or \( s \). For precise treatment of quantities related to posterior distributions based on disintegration, see e.g. James (2005).

The posterior means of \( w \) and \( \lambda \) are

\[
w_{\alpha \mid -\gamma,N} = |\lambda_{\alpha,\beta,\gamma,x}| = \frac{1}{s+1/\beta} (|\alpha| - \gamma + N) \tag{15}
\]

and

\[
\lambda_{\alpha,\gamma,x} = w_{\alpha \mid -\gamma,N} \overline{x}_{\alpha,x} = \frac{1}{s+1/\beta} (|\alpha| - \gamma + N) \overline{x}_{\alpha,x}, \tag{16}
\]

respectively. Since the posterior density of \( w \) depends on \( \alpha \) and \( \gamma \) only through \( |\alpha| - \gamma \) and on \( x = (N, x_1, \ldots, x_N) \) only through \( N \), we denote the posterior mean of \( w \) by \( w_{\alpha \mid -\gamma,N} := |\lambda_{\alpha,\beta,\gamma,x}| \).

From (13), the Bayesian predictive density is given by

\[
P_{\Lambda/(t+s+1/\beta),\alpha \mid -\gamma+N}(M)p_{\alpha}(y_1,\ldots,y_M \mid M,x),
\]

where

\[
p_{\alpha}(y_1,\ldots,y_M \mid M,x) = \frac{\int \left\{ \prod_{j=1}^{M} k(y_j,\overline{\mu}) \right\} \left\{ \prod_{i=1}^{N} k(x_i,\overline{\mu}) \right\} p_{\alpha}^{\otimes k}(\mathrm{d}\overline{\mu})}{\int \left\{ \prod_{i=1}^{N} k(x_i,\overline{\mu}) \right\} p_{\alpha}^{\otimes k}(\mathrm{d}\overline{\mu})}. \tag{17}
\]
and
\[ p_{t/(s + t + 1/\beta), |\alpha| - \gamma + N}(M) = \frac{\Gamma(M + N + |\alpha| - \gamma)}{M!\Gamma(N + |\alpha| - \gamma)} \left( \frac{t}{t + s + 1/\beta} \right)^M \left( \frac{s + 1/\beta}{t + s + 1/\beta} \right)^{|\alpha| - \gamma + N} . \]

Here, \( p_{t/(s + t + 1/\beta), |\alpha| - \gamma + N}(M) \) is the negative binomial distribution with success probability \( t/(t + s + 1/\beta) \) and number of failures \(|\alpha| - \gamma + N\). We can evaluate the posterior mean (16) of \( \lambda \) and the predictive density (17) using Markov chain Monte Carlo (MCMC) methods as discussed in Section 3.

By taking the limit \( \beta \to \infty \), we obtain the Bayes estimate and the Bayesian predictive density based on the improper prior \( \pi_{\alpha, \gamma} \). From (13), the posterior with respect to the improper prior \( \pi_{\alpha, \gamma} \) and observation \( x \) is proportional to
\[
\left\{ \prod_{i=1}^{N} k(x_i, \overline{\pi}) \right\} p_{\alpha, \gamma}^{\otimes N} (d\overline{\pi}) \frac{(sw)^N}{N!} \exp(-sw) p_{|\alpha| - \gamma, \infty}(w) dw
\]
\[
\propto \left\{ \prod_{i=1}^{N} k(x_i, \overline{\pi}) \right\} p_{\alpha, \gamma}^{\otimes N} (d\overline{\pi}) p_{|\alpha| - \gamma + N, 1/s}(w) dw.
\]

The posterior means of \( \overline{\lambda}, w \) and \( \lambda \) with the improper prior \( \pi_{\alpha, \gamma} \) are
\[
\overline{\lambda}_{\alpha, \gamma}(y) = \frac{\int k(y, \overline{\pi}) \left\{ \prod_{i=1}^{N} k(x_i, \overline{\pi}) \right\} p_{\alpha, \gamma}^{\otimes N} (d\overline{\pi})}{\int \left\{ \prod_{i=1}^{N} k(x_i, \overline{\pi}) \right\} p_{\alpha, \gamma}^{\otimes N} (d\overline{\pi})},
\]
\[
w_{|\alpha| - \gamma, N} = |\lambda_{\alpha, \gamma, x}| = \frac{1}{s} (|\alpha| - \gamma + N),
\]
and
\[
\lambda_{\alpha, \gamma, x} = w_{|\alpha| - \gamma, N} \overline{\lambda}_{\alpha, \gamma} = \frac{1}{s} (|\alpha| - \gamma + N) \overline{\lambda}_{\alpha, \gamma},
\]
respectively.

The Bayesian predictive density with the improper prior \( \pi_{\alpha, \gamma} \) is given by
\[ p_{t/(t + s), |\alpha| - \gamma + N}(M)p_{\alpha}(y_1, \ldots, y_M \mid M, x), \]
where
\[ p_{t/(t + s), |\alpha| - \gamma + N}(M) = \frac{\Gamma(M + N + |\alpha| - \gamma)}{M!\Gamma(N + |\alpha| - \gamma)} \left( \frac{t}{t + s} \right)^M \left( \frac{s}{t + s} \right)^{|\alpha| - \gamma + N} . \]

2.4. Estimation as infinitesimal prediction. For the finite-dimensional independent Poisson model, Bayesian parameter estimation under the Kullback–Leibler loss is formulated as infinitesimal Bayesian prediction (Komaki, 2006, 2015). We derive the corresponding results for nonhomogeneous Poisson processes. Using this formulation, an integral representation of the Kullback–Leibler risk of a predictive density is obtained. This representation provides a unified framework for prediction and estimation and is a basis for later discussions. Intuitively, for the nonhomogeneous Poisson model, estimation is infinitesimal prediction and prediction is cumulative estimation.

Let \( z = (N + M, x_1, \ldots, x_N, y_1, \ldots, y_M) \). Then, the density of \( z \) is
\[ p_{\lambda}(z) = \left\{ \prod_{i=1}^{N + M} \overline{\lambda}(z_i) \right\} \frac{(s + t)w^{N + M}}{(N + M)!} \exp\{-(s + t)w\} . \]
Since the conditional density
\[ p_\lambda(x \mid z) = \frac{p_\lambda(x, z)}{p_\lambda(z)} = \frac{p_\lambda(x)p_\lambda(y)}{p_\lambda(z)} = \left( \frac{N + M}{N} \right) \left( \frac{s + t}{s + t + t} \right)^M \]
does not depend on \( \lambda, z \) and is a sufficient statistic when \( x \) and \( y \) are observed. We denote \( p_\lambda(x \mid z) \) by \( p(x \mid z) \). Let \( p_\pi(x, z) := \int p_\lambda(x, z) \pi(d\lambda) \) and \( p_\pi(z) := \int p_\lambda(z) \pi(d\lambda) \), where \( \pi(d\lambda) \) is a prior. Then, we have
\[ p_\pi(y \mid x) = p_\pi(z \mid x) = \frac{p(x \mid z)p_\pi(z)}{p_\pi(x)}. \]

We consider a nonhomogeneous Poisson process \( z_\tau = (N_\tau, z_1, \ldots, z_{N_\tau}) \) distributed according to \( \mathcal{R}_\tau(\tau \lambda) \) on \( U \) with time \( \tau \geq 0 \). When we need to explicitly specify time \( \tau, z_i \) is denoted by \( z_{\tau,i} \). For \( a, b > 0 \), the difference between \( z_{a+b} = (N_{a+b}, z_1, \ldots, z_{N_{a+b}}) \) and \( z_a = (N_a, z_1, \ldots, z_{N_a}) \) is defined by \( z_{a+b} - z_a := (N_{a+b} - N_a, z_{N_a+1}, \ldots, z_{N_{a+b}}) \). For all \( a, b > 0 \), \( z_a \) and \( z_{a+b} - z_a \) are independently distributed according to \( \mathcal{R}_\tau(a \lambda) \) and \( \mathcal{R}_\tau(b \lambda) \), respectively. This spatial point process \( z_\tau \) on \( U \) is called a pure immigration process. Then, the simultaneous distribution of \( x \) and \( y \) is identical to that of \( z_s \) and \( z_{s+t} - z_s \). The probability density of \( z_\tau \) is denoted by \( p_\lambda,\tau(z_\tau) \). From (23), the Kullback–Leibler risk is represented by
\[
E_\lambda \left[ \log \frac{p_\lambda(y \mid x)}{p_\pi(y \mid x)} \right] = E_\lambda \left[ \log \frac{p_\lambda,\tau(z_{s+t})}{p_\pi,\tau(z_{s+t})} \right] - E_\lambda \left[ \log \frac{p_\lambda,\tau(z_s)}{p_\pi,\tau(z_s)} \right]
= \int_s^{s+t} \frac{\partial}{\partial \tau} E_\lambda \left[ \log \frac{p_\lambda,\tau(z_\tau)}{p_\pi,\tau(z_\tau)} \right] d\tau,
\]
where \( p_\pi,\tau(z_\tau) = \int p_\lambda,\tau(z_\tau) \pi(d\lambda) \). Here, we assume that the expectation \( E_\lambda [\log \{ p_\lambda,\tau(z_\tau)/p_\pi,\tau(z_\tau) \}] \) exists and is differentiable with respect to \( \tau \in [s, s+t] \).

In order to evaluate the integrand of (24), we prepare Lemma 2, which is a generalization of Lemma 1 below, which is essentially used in Komaki (2015).

**Lemma 1.** Suppose that \( N_\tau (\tau \geq 0) \) is distributed according to a Poisson distribution with mean \( \tau w \), where \( w \) is a fixed positive real number. Let \( h \) be a function from the nonnegative integers to the real numbers. Assume that \( \sum_{n=0}^{\infty} |h(n)|/\theta^n/n! \exp(-\theta) < \infty \) for all \( \theta > 0 \). Then,
\[
\frac{d}{d\tau} E \left[ h(N_\tau) \right] = E \left[ \left( \frac{N_\tau}{\tau} - w \right) h(N_\tau) \right] = w E \left[ h(N_\tau + 1) - h(N_\tau) \right].
\]

The proof is straightforward.

**Lemma 2.** Suppose that \( z_\tau = (N_\tau, z_1, \ldots, z_{N_\tau}) \) is distributed according to the nonhomogeneous Poisson process \( \mathcal{R}_\tau(\tau \lambda) (\tau \geq 0) \).

Let \( h_n \) (\( n = 0, 1, 2, \ldots \)) be functions from \( U^n \times \mathbb{R}_{\geq 0} \) to \( \mathbb{R} \), where \( U^0 := \emptyset \) and \( h_0 \) is a constant. Every function \( h_n(z_1, \ldots, z_n, \tau) \) is symmetric with respect to \( z_1, \ldots, z_n \) and is differentiable with respect to \( \tau \geq 0 \) for every fixed \( z_1, \ldots, z_n \). Let \( h \) be a function from \((U^{\infty}_{n=0} U^n) \times \mathbb{R}_{\geq 0} \) to \( \mathbb{R} \) defined by \( h(z, \tau) := h_n(z_1, \ldots, z_n, \tau) \), where \( z = (n, z_1, \ldots, z_n) \). Assume that \( f(r, s) := E[h(z_\tau, s)] \) exists and is differentiable with respect to \((r, s) \in \mathbb{R}^2_{\geq 0} \) in a neighborhood of every \( r = s > 0 \) and that \( \frac{\partial}{\partial s} E[h(z_\tau, s)] = E[\frac{\partial}{\partial s} h(z_\tau, s)] \).
Then,
\[
\frac{d}{d\tau} \mathbb{E}[h(z_\tau, \tau)] = \int_U \lambda(y) \mathbb{E} [h(z_\tau + \delta y, \tau)] dy + \mathbb{E} \left[ \frac{\partial h}{\partial \tau} (z_\tau, \tau) \right]_{\tau = \tau},
\]
(25)
where \( z_\tau + \delta y := (N_\tau + 1, z_1, \ldots, z_N, y) \).

The proof is given in Appendix A.

Now, we have an integral representation of the risk of a Bayesian predictive density.

**Theorem 3.** Suppose that \( z_\tau = (N_\tau, z_1, \ldots, z_N) \) is distributed according to the nonhomogeneous Poisson process \( \mathcal{P}_\tau(\tau \lambda) \) (\( \tau \geq 0 \)).

Assume that \( f(r, s) := \mathbb{E} [\log \{ p_{s, \lambda}(z_r)/p_{s, \pi}(z_r) \}] \) exists and is differentiable with respect to \((r, s) \in \mathbb{R}_{>0}^2\) in a neighborhood of every \( r = s > 0 \) and that \( \frac{d}{ds} \mathbb{E} [\log \{ p_{s, \lambda}(z_r)/p_{s, \pi}(z_r) \}] = \mathbb{E} \left[ \frac{d}{ds} \log \{ p_{s, \lambda}(z_r)/p_{s, \pi}(z_r) \} \right] \).

Then,
\[
\mathbb{E}_\lambda \left[ \log \frac{p_{\lambda}(y|x)}{p_{\pi}(y|x)} \right] = \int_s^{s+t} \mathbb{E}_\lambda \left[ w_{\pi, z_r, \tau} - w - w \log \frac{w_{\pi, z_r, \tau}}{w} \right] + \int_U \lambda(y) \log \frac{\lambda(y)}{\lambda_{\pi, z_r, \tau}(y)} dy \, d\tau
\]
\[
= \int_s^{s+t} \mathbb{E}_\lambda \left[ \int_U \left( \lambda_{\pi, z_r, \tau}(y) - \lambda(y) + \lambda(y) \log \frac{\lambda(y)}{\lambda_{\lambda, z_r, \tau}(y)} \right) dy \right] \, d\tau.
\]
(26)

The proof is given in Appendix A.

Since the integrand (26) multiplied by \( t \) coincides with the Kullback–Leibler loss (5) for the intensity estimator \( \lambda_{\pi, z_r, \tau} \), Bayes estimation under the Kullback–Leibler loss for the nonhomogeneous Poisson model can be regarded as infinitesimal Bayesian prediction as in the finite-dimensional independent Poisson model.

When the prior is decomposable as \( \pi(d\lambda) = \pi(dw) \pi(d\lambda' \lambda) \), the assumption in Theorem 3 and Theorem 4 in the next subsection can be easily verified in many problems. If \( \pi(d\lambda) = \pi(dw) \pi(d\lambda') \), then
\[
f(r, s) = \mathbb{E}_\lambda \left[ \log \frac{\prod_{i=1}^{N_r} \lambda(z_{r,i}) \exp(-sw)}{\prod_{j=1}^{N_r} \lambda'(z_{r,j}) \exp(-sw') \pi(d\lambda')} \right]
\]
\[
= \mathbb{E}_\lambda \left[ \log \frac{\prod_{i=1}^{N_r} w_{\pi, z_{r,i}} \exp(-sw)}{\prod_{j=1}^{N_r} w'_{\pi, z_{r,j}} \exp(-sw') \pi(d\lambda')} \right] + \mathbb{E}_\lambda \left[ \log \frac{\prod_{j=1}^{N_r} \lambda'(z_{r,j})}{\prod_{j=1}^{N_r} \lambda'(z_{r,j})} \right].
\]
(27)

The first term in (27) can be explicitly evaluated for our priors. The second term in (27) is represented by
\[
h(r) := \mathbb{E}_\lambda \left[ \log \left\{ \frac{\prod_{i=1}^{n} \lambda(z_i)}{\prod_{k=1}^{n} \lambda(z_k) \pi(d\lambda')} \right\} \right] = \exp(-rw) \sum_{n=0}^{\infty} \frac{(rw)^n}{n!} c(n),
\]
(28)
where
\[
c(n) := \int \cdots \int \left\{ \prod_{i=1}^{n} \lambda(z_i) \right\} \log \left\{ \frac{\prod_{j=1}^{n} \lambda(z_j)}{\prod_{k=1}^{n} \lambda(z_k) \pi(d\lambda')} \right\} d\lambda_1 \cdots d\lambda_n.
\]
Here, \( c(n) \) is the cumulative Kullback–Leibler risk when we predict \( z_1, \ldots, z_n \) independently distributed according to a probability density \( \lambda \) using the simultaneous Bayesian predictive density \( \int \prod_{j=1}^{N_r} \lambda(z_{r,j}) \pi(d\lambda') \).
Therefore, in order to verify the assumption in Theorem 3, it is sufficient to show that (28) converges for every \(0 \leq r < \infty\).

In many problems, we can verify that (28) converges for every \(0 \leq r < \infty\) using the inequality

\[
0 \leq c(n) \leq n \left\{ \sup_{\pi \in B} D(\lambda, \lambda_{\pi}) + \int_{\mathcal{B}} \pi(d\mu) \right\},
\]

where \(B\) is an arbitrary measurable set in the space of intensity functions. The inequality (29) is used to define the index of resolvability by Barron (1999) (see also Barron and Cover, 1991). Thus, a sufficient condition is that there exists \(B\) such that \(\sup_{\pi \in B} D(\lambda, \lambda_{\pi}) < \infty\) and \(\pi(B) > 0\). For example, the nonhomogeneous Poisson model with the gamma prior and without a kernel discussed in Subsection 2.2 does not satisfy this condition.

If the power series of \(r\) in (28) converges for all \(0 \leq r < \infty\), we have

\[
\frac{d}{dr} h(r) = -w \exp(-rw) \sum_{n=0}^{\infty} \frac{(rw)^n}{n!} c(n) + \exp(-rw) \sum_{n=1}^{\infty} \frac{w(rw)^{n-1}}{(n-1)!} c(n)
\]

\[
= w \exp(-rw) \sum_{n=0}^{\infty} \frac{(rw)^{n-1}}{n!} \{c(n+1) - c(n)\}
\]

\[
= w E_{\lambda} \left[ \int \lambda(y) \log \frac{\lambda(y)}{\lambda_{\pi, z_{n+1}}(y)} dy \right],
\]

because

\[
c(n+1) - c(n) = \int \lambda(y) \prod_{i=1}^{n} \lambda(z_i) \log \left( \frac{\lambda(y) \prod_{i=1}^{n} \lambda(z_i)}{\int \lambda_{\pi}(y) \prod_{i=1}^{n} \lambda(z_i) \pi(d\mu)} \right) dz_1 \cdots dz_n dy
\]

\[-\int \cdots \int \left\{ \prod_{i=1}^{n} \lambda(z_i) \right\} \log \left( \frac{\prod_{i=1}^{n} \lambda(z_i)}{\prod_{i=1}^{n} \lambda_{\pi}(z_i) \pi(d\mu)} \right) dz_1 \cdots dz_n
\]

\[
= \int \cdots \int \left\{ \prod_{i=1}^{n} \lambda(z_i) \right\} \int \lambda(y) \log \frac{\lambda(y)}{\lambda_{\pi, z_{n+1}}(y)} dy dz_1 \cdots dz_n,
\]

where

\[
\lambda_{\pi, z_{n+1}}(y) = \frac{\int \prod_{i=1}^{n} \lambda_{\pi}(z_i) \lambda_{\pi}(y) \pi(d\mu)}{\int \prod_{j=1}^{n} \lambda_{\pi}(z_j) \pi(d\mu)}.
\]

Thus, the difference (31) between \(c(n+1)\) and \(c(n)\) is the individual Kullback–Leibler risk of the Bayesian predictive density for predicting \(z_{n+1}\) using \(z_1, \ldots, z_n\), where \(z_1, \ldots, z_{n+1}\) are independently distributed according to probability density \(\lambda\). The power series of \(r\) in (28) converges for \(0 \leq r < \infty\) if and only if the power series in (30) converges for \(0 \leq r < \infty\).

2.5. Shrinkage priors dominating the prior \(\pi_\alpha\) and their admissibility. We propose shrinkage priors dominating \(\pi_\alpha(d\mu) = \mu^{\alpha-1}d\mu\) when \(|\alpha| > 1\). We prove admissibility of Bayes estimators and Bayesian predictive densities based on the shrinkage priors.

Although few studies on admissibility concerning infinite-dimensional models have been carried out, we show that Blyth’s method with a convex loss is useful for our infinite-dimensional problem because the method works even when the support of the prior is a small subset of the whole parameter space.
The key idea is to decompose the problem into two sub-problems: a one-dimensional problem with an improper prior, and an infinite-dimensional problem with a proper prior.

**Theorem 4.** Suppose that $z_r = (N_r, z_1, \ldots, z_{N_r})$ is distributed according to the nonhomogeneous Poisson process $\mathcal{P}_\tau(\tau \lambda)$ ($\tau \geq 0$).

Assume that $f(r, s) := E[\log\{p_{s, \lambda}(z_r)/p_{s, \pi}(z_r)\}]$ exists and is differentiable with respect to $(r, s) \in \mathbb{R}_+^2$ in a neighborhood of every $r = s > 0$ and that $\frac{\partial}{\partial s}E[\log\{p_{s, \lambda}(z_r)/p_{s, \pi}(z_r)\}] = E[\frac{\partial}{\partial s}\log\{p_{s, \lambda}(z_r)/p_{s, \pi}(z_r)\}]$.

1. When $|\alpha| - \gamma > 1$, the Bayesian predictive density $p_{\alpha, \gamma}(y \mid x)$ based on $\pi_{\alpha, \gamma}(d\mu)$ is dominated by the Bayesian predictive density $p_{\alpha, \tilde{\gamma}}(y \mid x)$ based on $\pi_{\alpha, \tilde{\gamma}}(d\mu)$, where $\tilde{\gamma} := |\alpha| - 1$.

2. When $|\alpha| - \gamma > 1$, the generalized Bayes estimator of $\lambda$ based on $\pi_{\alpha, \gamma}(d\mu)$ is dominated by the generalized Bayes estimator of $\lambda$ based on $\pi_{\alpha, \tilde{\gamma}}(d\mu)$, where $\tilde{\gamma} := |\alpha| - 1$.

The proof is given in Appendix A.

In particular, if $|\alpha| > 1$, the Bayesian predictive density based on $\pi_{\alpha}(d\mu) = \pi_{\alpha, \gamma=0}(d\mu) = \mu^{\alpha-1}d\mu$ is dominated by the Bayesian predictive density based on $\pi_{\alpha, \tilde{\gamma}=|\alpha|-1}(d\mu)$.

**Lemma 3.** Let $X$ be a Poisson random variable with mean $\theta \geq 0$, and let $c$ be an arbitrary positive constant. Then,

$$\theta \mathbb{E}_\theta \left[ \log(X + 1 + c) - \log(X + 1) \right] \leq c - c \exp(-\theta) < c.$$  

The proof of Lemma 3, which is used in Komaki (2004), is given in Appendix A for self-containment.

Next, we prove admissibility of Bayes estimators and Bayesian predictive densities based on our shrinkage priors.

Suppose that the parameter space $\Lambda$ is a set of finite measures that are mutually absolutely continuous with respect to the Lebesgue measure on $U \subset \mathbb{R}^d$. We assume that if $\lambda = (w, \Lambda) \in \Lambda$, then $(w', \Lambda) \in \Lambda$ for all $w' > 0$. Thus, $\Lambda = \mathbb{R}^+ \times \Lambda$, where $\mathbb{R}^+$ is the set of positive real numbers and $\Lambda$ is a set of probability densities that are mutually absolutely continuous with respect to the Lebesgue measure.

Note that the support of a prior for the kernel mixture model only covers a small subset of the whole parameter space $\Lambda$ if $\Lambda$ is a large set as in ordinary settings for nonparametric inference.

Let $\mathcal{A}$ be the space of all finite measures on $U$ such that the measure is mutually absolutely continuous with respect to the Lebesgue measure. For estimation of $\lambda$, we choose an intensity estimate from $\mathcal{A}$. Let $\mathcal{P}$ be the space of all probability measures on $\bigcup_{m=0}^{\infty} U^m$ such that the marginal probability $P(m)$ of $P \in \mathcal{P}$ is positive (i.e. not equal to 0) for every nonnegative integer $m$ and the conditional probability $P(\cdot \mid m)$ on $U^m$ has density with respect to the Lebesgue measure on $U^m \subset \mathbb{R}^m$ for every $m$. For prediction problem, we choose a probability density from $\mathcal{P}$.

We assume that $\int k(y, u)p(u)du \in \Lambda$ with probability 1 if $p$ is distributed according to $\mathcal{P}(\alpha)$. This condition is naturally satisfied in ordinary settings for nonparametric intensity estimation.
Theorem 5.

(1) The Bayesian predictive density based on \( \pi_{\alpha,\gamma}(d\mu) := p_\alpha^{D\ell}(d\mu) p_{|\alpha|-\gamma,\infty}(w)dw \) is admissible under the Kullback–Leibler loss if \( |\alpha| - 1 \leq \gamma < |\alpha| \).

(2) The generalized Bayes estimator \( \lambda_{\alpha,\gamma,x} \) based on \( \pi_{\alpha,\gamma}(d\mu) := p_\alpha^{D\ell}(d\mu) p_{|\alpha|-\gamma,\infty}(w)dw \) is admissible under the Kullback–Leibler loss if \( |\alpha| - 1 \leq \gamma < |\alpha| \).

The proof is given in Appendix A.

In particular, if \( |\alpha| > 1 \), then the Bayesian predictive density based on \( \pi_{\alpha,\gamma}=|\alpha|-1 \) dominating that based on \( \pi_{\alpha} = \pi_{\alpha,\gamma}=0 \) is admissible.

3. Numerical evaluation of predictive densities and estimators

In this section, we explore numerical methods by which to evaluate Bayesian predictive densities and Bayes estimates.

In the posterior (13) with respect to the prior \( \pi_{\alpha,\beta,\gamma}(d\mu) := p_\alpha^{D\ell}(d\mu) p_{|\alpha|-\gamma,\beta}(w)dw \), \( w \) and \( \overline{\mu} \) are independently distributed. The posterior distribution of \( w \) is \( p_{|\alpha|-\gamma+N,\beta/(s\beta+1)}(w)dw \). The posterior distribution of \( \overline{\mu} \) is proportional to a Dirichlet process mixture

\[
\int \left\{ \prod_{l=1}^{N} k(x_l, u_l) \overline{\mu}(du_l) \right\} p_\alpha^{D\ell}(d\overline{\mu}) = \int \cdots \int \left\{ \prod_{l=1}^{N} k(x_l, u_l) \right\} p_\alpha^{CR}(du_1, \ldots, du_N),
\]

where

\[
p_\alpha^{CR}(du_1, \ldots, du_N) = \int \left\{ \prod_{l=1}^{N} \overline{\mu}(du_l) \right\} p_\alpha^{D\ell}(d\overline{\mu})
\]

is the distribution of the Chinese restaurant process with measure \( \alpha \) (e.g. Phadia, 2016, p. 193). If random variables \( u_1, u_2, \ldots, u_N \) are distributed according to a Chinese restaurant process \( P_\alpha^{CR}(du_1, \ldots, du_N) \), then they are sequentially distributed according to

\[
P_\alpha^{CR}(du_1) = \frac{1}{|\alpha|} \alpha(du_1)
\]

and

\[
P_\alpha^{CR}(du_{k+1} | u_1, \ldots, u_k) = \frac{1}{|\alpha| + k} \left\{ \alpha(du_{k+1}) + \sum_{i=1}^{k} \delta_{u_i}(du_{k+1}) \right\} \quad (k = 1, 2, \ldots, N - 1),
\]

see e.g. Phadia (2016).

We can numerically evaluate quantities concerning the posterior density of \( \lambda \) such as the Bayes estimate of \( \lambda \) and Bayesian predictive density of \( y \) given \( x \) using MCMC based on the representation (32). Various MCMC methods for density estimation (e.g. Phadia, 2016) based on nonparametric Bayes with Dirichlet priors can be applied to our problem.
From (18), the posterior mean $\overline{\lambda}$ with respect to $\pi_{\alpha,\beta,\gamma}$ and observation $x$ is

$$\overline{\lambda}_{\alpha,x} = \frac{\int k(y,\overline{\mu})\{\prod_{l=1}^{N} k(x_l,\overline{\mu})\}p^\beta_d(\mu)}{\int \{\prod_{l=1}^{N} k(x_l,\overline{\mu})\}p^\beta_d(\mu)}$$

$$= \int \ldots \int k(y,u_{N+1})\{\prod_{l=1}^{N} k(x_l,u_l)\}p^{CR}_\alpha(du_1,\ldots,du_N,du_{N+1})$$

$$\overline{\lambda}_{\alpha,x} = \frac{\int \ldots \int k(y,u_{N+1})p^{CR}_\alpha(du_{N+1}|u_1,\ldots,u_N)\{\prod_{l=1}^{N} k(x_l,u_l)\}p^{CR}_\alpha(du_1,\ldots,du_N)}{\int \ldots \int \{\prod_{l=1}^{N} k(x_l,u_l)\}p^{CR}_\alpha(du_1,\ldots,du_N)}, \quad (33)$$

which does not depend on $\beta$ or $\gamma$. Thus, the posterior mean of $\overline{\lambda}$ with respect to the prior $\pi_{\alpha,\beta,\gamma}$ is $\overline{\lambda}_{\alpha,x}$, which does not depend on $\beta$ or $\gamma$.

We can obtain the Bayes estimates of $\lambda$ based on $\pi_{\alpha,\beta,\gamma}$ and $\pi_{\alpha,\gamma} := \pi_{\alpha,\beta=\infty,\gamma}$ using (15), (16), (19), (20), and (33).

Example. We consider intensity functions on a unit circle $[0,2\pi)$ for simplicity. Let the true intensity function be

$$\lambda(u) = \sin(u) + 2.$$ 

We obtain Bayes estimates of $\lambda$ based on priors $\pi_{\alpha=1,\beta=\infty,\gamma=0}$ and $\pi_{\alpha=1,\beta=\infty,\gamma=|\alpha|-1}$. Then, $|\alpha| := \int_0^{2\pi} \alpha(u)du = 2\pi > 1$. We adopt the von Mises kernel

$$k_\kappa(x;\mu) = \frac{\exp\{\kappa \cos(x - \mu)\}}{2\pi I_0(\kappa)}$$

with $\kappa = 5$. The observation time length $s$ is set to be 1.

In Figure 1, Bayesian estimates of $\lambda$ based on non-shrinkage prior $\pi_{\alpha=1,\beta=\infty,\gamma=0}$ and shrinkage prior $\pi_{\alpha=1,\beta=\infty,\gamma=|\alpha|-1}$ with respect to observation $(0.29, 1.55, 2.06, 2.85, 2.87, 3.60, 5.55, 5.61, 5.65, 6.01)$ are shown. The Bayesian estimates based on the non-shrinkage prior and the shrinkage prior are $\lambda_{\alpha=1,\gamma=0,x} = (N + 2\pi)\overline{\lambda}_{\alpha,x}$, and $\lambda_{\alpha=1,\gamma=|\alpha|-1,x} = (N + 1)\overline{\lambda}_{\alpha,x}$, respectively, where $\overline{\lambda}_{\alpha,x}$ is numerically evaluated by MCMC.

From Theorem 4, the estimator based on the shrinkage prior dominates that based on the non-shrinkage prior. Specifically, the Kullback–Leibler risk of the estimator based on the shrinkage prior is smaller than that of the estimator based on the non-shrinkage prior for all $\lambda$. This example illustrates how shrinkage priors improve Bayes estimators based on non-shrinkage priors.

4. Discussion and Conclusion

A class of improper shrinkage priors for nonparametric Bayesian inference of the nonhomogeneous Poisson processes with kernel mixture is investigated. The Bayesian predictive densities and the Bayes estimators based on the priors are admissible under the Kullback–Leibler loss. The class of improper priors could be useful as objective priors for nonhomogeneous Poisson models.

The information theoretic properties of the Kullback–Leibler loss play essential roles in our theory. Our results can be easily generalized to various methods for intensity estimation including models based on kernels with parameters.
Although few studies on admissibility of Bayesian prediction and inference based on improper priors for infinite-dimensional models have been carried out, our approach could be useful for various infinite-dimensional problems.

One important direction of future research is the generalization of the present results for nonhomogeneous Poisson process models to those for other stochastic process models such as nonhomogeneous negative binomial process models. For finite dimensional models, Hamura and Kubokawa (2019, 2020) extended the theory for finite dimensional Poisson models to finite dimensional negative binomial models and negative multinomial models. These generalizations require techniques not used in the theory for the Poisson models.

Hazard rate models closely related to nonhomogeneous Poisson models are widely used in applications and kernel mixtures with general random measures have been investigated (James, 2005; De Blasi, Peccati, and Prünster, 2009). The use of various random measures other than the gamma random measure has been studied. The relation between theories on hazard rate models with general random measures and the present study is also an important topic for future study.

Nonhomogeneous Poisson process models have a variety of applications. For example, they have recently been used in neural information processing (Shibue and Komaki, 2017, 2020). The development of data analyzing methods for such applications based on the theory presented here is also a future challenge. In applications such as survival analysis, weighted gamma processes are often used as priors. By extending the theorems in Komaki (2015) to those for infinite-dimensional models, we could generalize our results to improve the limits of weighted gamma process priors.

Furthermore, estimation and prediction with infinite dimensional statistical models based on Brownian motions could be studied in line with the approach adopted in the present paper.
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Appendix A. Proofs of Theorems and Lemmas

Proof of Lemma 2. Since

\[ f(r, s) := E[h(z, r, s)] = \sum_{n=0}^{\infty} \left[ \frac{(rw)^n}{n!} \exp(-rw) \int \cdots \int \{ \prod_{i=1}^{n} \lambda(z_i) \} h_n(z_1, \ldots, z_n, s) dz_1 \cdots dz_n \right] \]

and \( \frac{\partial}{\partial s} E[h(z, r, s)] = E[\frac{\partial}{\partial s} h(z, r, s)] \), we have

\[ \frac{d}{dr} E[h(z, \tau, r)] = \frac{d}{dr} f(\tau, r) = \frac{\partial}{\partial r} f(\tau, r) \bigg|_{r=\tau} + \frac{\partial}{\partial s} f(\tau, s) \bigg|_{s=\tau} = w \sum_{n=1}^{\infty} \left[ \frac{(\tau w)^{n-1}}{(n-1)!} \exp(-\tau w) \int \cdots \int \{ \prod_{i=1}^{n} \lambda(z_i) \} h_n(z_1, \ldots, z_n, \tau) dz_1 \cdots dz_n \right] - w \sum_{n=0}^{\infty} \left[ \frac{(\tau w)^n}{n!} \exp(-\tau w) \int \cdots \int \{ \prod_{i=1}^{n} \lambda(z_i) \} h_n(z_1, \ldots, z_n, \tau) dz_1 \cdots dz_n \right] + \frac{\partial}{\partial r} E[h(z, \tau, r)] \bigg|_{r=\tau} \]
from Theorem 3, we have (2) for Bayes estimators can be proved in a similar manner.

Proof of Theorem 4. Let

\[
\lambda(y)E_\lambda\left[h(z_\tau + \delta_\tau, \tau) - h(z_\tau, \tau)\right] dy + E_\lambda\left[\frac{\partial h}{\partial r}(z_\tau, r)\right]_{r=\tau}.
\]

\[\Box\]

From (24) and (34), we have the desired result.

Proof of Theorem 3. Let

\[
h(z_\tau, s) := \log \frac{p_{s, \lambda}(z_\tau)}{p_s(z_\tau)} = \log \frac{\left\{ \prod_{i=1}^{N_\tau} s\lambda(z_{\tau,i}) \right\} \frac{1}{N_\tau!} \exp(-sw)}{\int \left\{ \prod_{i=1}^{N_\tau} s\lambda'(z_{\tau,i}) \right\} \frac{1}{N_\tau!} \exp(-sw') \pi(d\lambda')}
\]

\[= - \log \int \left\{ \prod_{i=1}^{N_\tau} \lambda'(z_{\tau,i}) \right\} \frac{1}{\lambda(z_{\tau,i})} \exp(-sw') \pi(d\lambda') - sw.
\]

From Lemma 2, the integrand of (24) is represented by

\[
d\tau E_\lambda \left[ \log \frac{p_{s, \lambda}(z_\tau)}{p_s(z_\tau)} \right] = d\tau E_\lambda \left[ h(z_\tau, \tau) \right] = - d\tau E_\lambda \left[ \log \int \left\{ \prod_{i=1}^{N_\tau} \lambda'(z_{\tau,i}) \right\} \frac{1}{\lambda(z_{\tau,i})} \exp(-\tau w') \pi(d\lambda') \right] - w
\]

\[= - \int U \lambda(y)E_\lambda \left[ \log \int \left\{ \prod_{i=1}^{N_\tau} \lambda'(z_{\tau,i}) \right\} \frac{\lambda(y)}{\lambda(z_{\tau,i})} \exp(-\tau w') \pi(d\lambda') \right] - \log \left[ \int \left\{ \prod_{i=1}^{N_\tau} \lambda'(z_{\tau,i}) \right\} \frac{1}{\lambda(z_{\tau,i})} \exp(-\tau w') \pi(d\lambda') \right] dy
\]

\[- E_\lambda \left[ - \int w' \left[ \prod_{i=1}^{N_\tau} \lambda'(z_{\tau,i}) \right] \exp(-\tau w') \pi(d\lambda') \right] - w
\]

\[= - \int U \lambda(y) \log \frac{\lambda_{s, \pi, \tau}(y)}{\lambda(y)} dy + w_{s, \pi, \tau, \tau} - w
\]

\[= w_{s, \pi, \tau, \tau} - w - w \log \frac{w_{s, \pi, \tau, \tau}}{w} + w \int U \lambda(y) \log \frac{\lambda(y)}{\lambda_{s, \pi, \tau, \tau}(y)} dy.
\]

(34)

From (24) and (34), we have the desired result.

Proof of Theorem 4. We prove the first part (1) for Bayesian predictive densities. The second part (2) for Bayes estimators can be proved in a similar manner.

Since (18), the posterior mean of \(\lambda\) based on \(\pi_{\alpha, \gamma}\) coincides with that based on \(\pi_{\alpha, \gamma}\). Therefore, from Theorem 3, we have

\[
E_\lambda \left[ D(p(y | \lambda), p_{\alpha, \gamma}(y | x)) \right] - E_\lambda \left[ D(p(y | \lambda), p_{\alpha, \gamma}(y | x)) \right]
\]

\[= \int_s^t w E_\lambda \left[ \frac{w_{\alpha, \gamma, \tau}}{w} - 1 - \log \frac{w_{\alpha, \gamma, \tau}}{w} \right] d\tau - \int_s^t w E_\lambda \left[ \frac{w_{\alpha, \gamma, \tau}}{w} - 1 - \log \frac{w_{\alpha, \gamma, \tau}}{w} \right] d\tau,
\]

(35)

where \(w_{\alpha, \gamma, \tau} := w_{\alpha, \gamma, \pi(\tau), \tau}\). From (19), the posterior means of \(w\) with respect to priors \(\pi_{\alpha} = \pi_{\alpha, \gamma=0}\) and \(\pi_{\alpha, \gamma=|\alpha|-1}\) are \(w_{\alpha, \tau} = (N_\tau + |\alpha|)/\tau\) and \(w_{\alpha, \gamma=|\alpha|-1, \tau} = (N_\tau + 1)/\tau\), respectively, when we observe \(N_\tau\).
Thus, the integrand of (35) with \( \gamma = 0 \) and \( \tilde{\gamma} = |\alpha| - 1 \) is

\[
\begin{align*}
&\frac{w_{\alpha,\tau}}{w} - 1 - \log \frac{w_{\alpha,\tau}}{w} - \frac{w_{\alpha,\tilde{\gamma}=|\alpha|-1,\tau}}{w} - 1 - \log \frac{w_{\alpha,\tilde{\gamma}=|\alpha|-1,\tau}}{w} \\
&= \frac{|\alpha|}{\tau} - \frac{w}{\tau} \left[ \log \frac{N_\tau + |\alpha|}{\tau} \right] - \frac{1}{\tau} + w \left[ \log \frac{N_\tau + 1}{\tau} \right] \\
&= \frac{1}{\tau} \left\{ |\alpha| - 1 - \tau w \left[ \log(N_\tau + |\alpha|) \right] + \tau w \left[ \log(N_\tau + 1) \right] \right\}.
\end{align*}
\]

(36)

From Lemma 3 below, (36) is positive.

\[\square\]

**Proof of Lemma 3.**

\[
c - \sum_{n=0}^{\infty} \exp(-\theta) \frac{\theta^{n+1}}{n!} \left\{ \log(n + 1 + c) - \log(n + 1) \right\}
\geq c - \sum_{n=0}^{\infty} \exp(-\theta) \frac{\theta^{n+1}}{n!} \frac{c}{n + 1} = c \exp(-\theta) \left\{ \exp \theta - \sum_{n=0}^{\infty} \frac{\theta^{n+1}}{(n + 1)!} \right\} = c \exp(-\theta) > 0.
\]

\[\square\]

**Proof of Theorem 5.** We prove the first part (1) for Bayesian predictive densities using Blyth’s method with a convex loss. Blyth’s method is widely used to prove admissibility usually for problems with a finite-dimensional parameter space. The method with a convex loss also works for our infinite-dimensional problem. The second part (2) for Bayes estimators can be proved in a similar manner.

By the assumption, the distributions \( p_\lambda(\mathbf{x}) \) (\( \lambda \in \Lambda \)) are absolutely continuous with respect to each other. The action space \( \mathcal{P} \) is convex because \( aq(\mathbf{y}) + (1 - a)q'(\mathbf{y}) \in \mathcal{P} \) if both \( q(\mathbf{y}) \) and \( q'(\mathbf{y}) \) belong to \( \mathcal{P} \) and \( 0 \leq a \leq 1 \). The Kullback–Leibler loss

\[
L(\lambda, q) := E_\lambda \left[ \log \frac{p_\lambda(M, y_1, \ldots, y_M)}{q(M, y_1, \ldots, y_M)} \right]
\]

is a strictly convex function from \( q \in \mathcal{P} \) to \([0, \infty]\) for every fixed \( \lambda \).

We use a monotonically increasing sequence of proper priors defined by \( \pi_\alpha^{[l]}(d\mu) = \pi_{\alpha,\gamma}(d\mu) \frac{1}{2} h_l(w) \) (\( l = 1, 2, \ldots \)), where \( \pi_{\alpha,\gamma}(d\mu) = p_{\alpha,\gamma}^G(d\pi) p_{\alpha,\gamma}^{Ga,\gamma}(w)dw = p_{\alpha,\gamma}^G(d\pi) w^{0|\alpha|-\gamma-1} dw \) and

\[
h_l(w) = \begin{cases} 1 & \text{if } 0 \leq w \leq 1 \\ 1 - \frac{\log w}{\log l} & \text{if } 1 < w \leq l \\ 0 & \text{if } l < w. \end{cases}
\]

Function sequences of this kind were introduced by Brown and Hwang (1982) and are used to prove admissibility of linear estimators (Ghosh and Yang, 1988) and admissibility of predictive densities (Komaki, 2004) for finite-dimensional independent Poisson models. Then, \( \pi_{\alpha,\gamma}^{[l]} \ll \pi_{\alpha,\gamma} \) for all \( l = 1, 2, \ldots \). Let \( C := \{(w, x) \mid 0 < w < 1, x \in \Lambda \} \). Then, \( \pi(C) > 0 \) and \( d\pi^{[l]}/d\pi = 1/2 \) if \( \mu \in C \).

In order to prove admissibility of \( p_{\alpha,\gamma}(\mathbf{y} \mid \mathbf{x}) \) based on \( \pi_{\alpha,\gamma} \) with \( 0 < |\alpha| - \gamma \leq 1 \), it suffices to show

\[
\lim_{l \to \infty} \int \pi_{\alpha,\gamma}^{[l]}(d\lambda) \left\{ E_\lambda \left[ D(p_\lambda(\mathbf{y}), p_{\alpha,\gamma}(\mathbf{y} \mid \mathbf{x})) \right] - E_\lambda \left[ D(p_\lambda(\mathbf{y}), p_{\alpha,\gamma}^{[l]}(\mathbf{y} \mid \mathbf{x})) \right] \right\} = 0,
\]

(37)
where \( p[l] \) is the Bayesian predictive density based on \( \pi[l,\gamma] \). The proof of the sufficiency of (37) for admissibility is given in Appendix B.

We set \( c = \gamma - |\alpha| + 1 \) (\( 0 \leq c < 1 \)), and \( g_l(w) = (1/2)h_l^2(w) \). From Theorem 3 and (35), we have the expression

\[
\int \pi[l,\beta](d\lambda) \left\{ E_\lambda[D(p(y \mid \lambda), p_{\alpha,\beta}(y \mid x))] - E_\lambda[D(p(y \mid \lambda), p[l](y \mid x))] \right\} = \int_{\tau}^{\infty} \left\{ \int_{0}^{\infty} g_l(w)w^{-c} \sum_{n=0}^{\infty} \exp(-\tau w) \left( \frac{(\tau w)^n}{n!} \left( \frac{n+1-c}{\tau} - \frac{1}{\tau} \ln \frac{n+1-c}{\tau} \right) \right) dw \right\} d\tau, \tag{38}
\]

where

\[
\tilde{w}_{l,\tau}(n) = \frac{\int_{0}^{\infty} w \exp(-\tau w) \left( \frac{\tau w}{n!} - \frac{1}{\tau} \ln \frac{1}{\tau} \right) dw}{\int_{0}^{\infty} \exp(-\tau w) \left( \frac{\tau w}{n!} - \frac{1}{\tau} \ln \frac{1}{\tau} \right) dw} = \frac{n+1-c}{\tau} + \frac{\int_{0}^{\infty} \exp(-\tau w) \left( \frac{\tau w}{n!} - \frac{1}{\tau} \ln \frac{1}{\tau} \right) dw}{\tau^2 \int_{0}^{\infty} \exp(-\tau w) \left( \frac{\tau w}{n!} - \frac{1}{\tau} \ln \frac{1}{\tau} \right) dw}, \tag{39}
\]

because \( \lambda_{\alpha,\gamma} = \lambda[l,\gamma] \) and it does not depend on \( \gamma \).

The integral (38) coincides with (22) in Komaki (2004) and converges to 0 as \( l \) goes to infinity as shown in the following.

We show that (38) converges to 0 in the same manner as the evaluation of (22) in Komaki (2004). We include the proof here for self-containedness.

We have

\[
\int_{0}^{\infty} g_l(w)w^{-c} \sum_{z=0}^{\infty} \exp(-\tau w) \left( \frac{(\tau w)^z}{z!} \left( \frac{z+1-c}{\tau} - \frac{1}{\tau} \ln \frac{z+1-c}{\tau} \right) \right) dw \\
\leq \int_{0}^{\infty} g_l(w)w^{-c} \sum_{z=0}^{\infty} \exp(-\tau w) \left( \frac{(\tau w)^z}{z!} \left( \frac{z+1-c}{\tau} - \frac{1}{\tau} \ln \frac{z+1-c}{\tau} \right) \right) dw \\
= \sum_{z=0}^{\infty} \frac{\tau^{z-2}}{z!} \int_{0}^{\infty} \exp(-\tau w)g_l(w) \left( \frac{(\tau w)^{z+1-c}}{z+1-c} \right) dw - \int_{0}^{\infty} \exp(-\tau w)g_l(w)(\tau w)^{z-c} dw \\
\cdot \left\{ \tau \tilde{w}_{l,\tau} - (z + 1-c) \right\} \\
= \sum_{z=0}^{\infty} \frac{\tau^{z-2}}{z!} \int_{0}^{\infty} \exp(-\tau w)g_l(w) \left( \frac{(\tau w)^{z+1-c}}{z+1-c} \right) dw \cdot \left\{ \tau \tilde{w}_{l,\tau} - (z + 1-c) \right\}. \tag{40}
\]

Using (39) and the inequality \((z+1)/(z+1-c) \leq 1/(1-c)\), where \( 0 \leq c < 1 \), we have

\[
\int_{0}^{\infty} g_l(w)w^{-c} \sum_{z=0}^{\infty} \exp(-\tau w) \left( \frac{(\tau w)^z}{z!} \left( \frac{z+1-c}{\tau} - \frac{1}{\tau} \ln \frac{z+1-c}{\tau} \right) \right) dw \\
\leq \frac{\tau^{z-3}}{1-c} \sum_{z=0}^{\infty} \frac{1}{(z+1)!} \left\{ \int_{0}^{\infty} \exp(-\tau w)(\tau w)^{z+1-c}g_l(w)dw \right\}^2 \\
= \frac{2}{(z+1)!} \int \exp(-\tau \tilde{w}_{l,\tau}) \left( (\tau w)^{z-c}h_l(w)h_l(w)dw \right) \tag{40}
\]
The derivative of $h$ that is the image of $x$ density $q$ 3).

parallels the proof for finite-dimensional problems with a convex loss (see Schervish, 1995, Chapter 22). SHRINKAGE PRIORS FOR NONHOMOGENEOUS POISSON PROCESSES

From (38), (41) and (42), we have

\[
\int_0^\infty \exp(-\tau w)(\tau w)^{z-c}(\tau w h'_1(w))^2 dw \cdot \int_0^\infty \exp(-\tau w)(\tau w)^{z-c} h^2_1(w) dw
\]

\[
= \frac{\tau^{c-3}}{1-c} \sum_{z=0}^{\infty} \frac{2}{(z+1)!} \int_0^\infty \exp(-\tau w)(\tau w)^{z+c} (h'_1(w))^2 dw
\]

\[
= \frac{2\tau^{c-3}}{1-c} \int_0^\infty \{1 - \exp(-\tau w)\} (\tau w)^{1-c} (h'_1(w))^2 dw \leq \frac{2}{(1-c)\tau^2} \int_0^\infty w^{1-c} (h'_1(w))^2 dw \tag{41}
\]

The derivative of $h_1(w)$ is

\[
h'_1(w) = \begin{cases} 0 & \text{if } 0 < w < 1 \\ -\frac{1}{w \log l} & \text{if } 1 < w < l \\ 0 & \text{if } l < w. \end{cases} \tag{42}
\]

From (38), (41) and (42), we have

\[
\int_0^\infty \pi^{[l]}(d\lambda) E_\lambda \left[ D(p_\lambda(y), p_{\alpha,\beta}(y \mid x)) - D(p_\lambda(y), p^{[l]}_{\alpha,\beta}(y \mid x)) \right]
\]

\[
\leq \int_s^{s+t} \left\{ \frac{2}{(1-c)\tau^2} \int_0^\infty w^{1-c} (h'_1(w))^2 dw \right\} \, d\tau = \int_s^{s+t} \left\{ \frac{2}{(1-c)\tau^2} \int_1^l \frac{1}{w^{1+c}(\log l)^2} dw \right\} \, d\tau
\]

\[
\leq \int_s^{s+t} \frac{2}{(1-c)\tau^2} \frac{1}{\log l} \, d\tau = \frac{2}{(1-c)\log l} \left( \frac{1}{s} - \frac{1}{s+t} \right) \to 0 \text{ as } l \to \infty.
\]

\[
\square
\]

APPENDIX B. SUFFICIENCY OF (37) FOR ADMISSIONIBILITY

We show that (37) is sufficient for admissibility. The proof for our infinite-dimensional problem parallels the proof for finite-dimensional problems with a convex loss (see Schervish, 1995, Chapter 3).

We denote a map from $x$ to a probability distribution of $y$ by $q$, and denote the probability density that is the image of $x$ under $q$ by $q_x$. The map $q$ corresponds to a predictive density.

Let $L(\lambda, q_x)$ be a loss function, which is strictly convex with respect to $q_x$, and let $R(\lambda, q) := E_\lambda[L(\lambda, q_x)]$, where $x$ is distributed according to a probability density $p_\lambda$. Assume that a predictive density $q$ satisfying

\[
\lim_{l \to \infty} \left\{ R(\pi^{[l]}, q) - R(\pi^{[l]}, q^{[l]}) \right\} = 0, \tag{43}
\]

where $q^{[l]}$ is the Bayesian predictive density based on $\pi^{[l]}$ and $R(\pi^{[l]}, q^{[l]}) := \int R(\lambda, q^{[l]}) \pi^{[l]}(d\lambda)$ is the Bayes risk of $q^{[l]}$ with respect to the prior $\pi^{[l]}$, is inadmissible. Assume that $d\pi^{[l]}/d\pi \geq a > 0$ if $\mu \in C$ for a subset $C$ of the parameter space. We assume that all probability measures in $\{p_\lambda : \lambda \in \Lambda\}$ are mutually absolutely continuous with respect to each other.

In our problem, (43) corresponds to (37), $L$ is the Kullback–Leibler loss, $\pi^{[l]} = \pi^{[l]}_{\alpha,\gamma}$, and $d\pi^{[l]}/d\pi = 1/2$ if $\mu \in C := \{(w, \lambda) \mid 0 < w < 1, \lambda \in \Lambda\}$.

We prove admissibility of the predictive density $q$ by contradiction. Since $q$ is inadmissible, there exists another predictive density $q'$ such that, for all $\lambda \in \Lambda$, $R(\lambda, q') \leq R(\lambda, q)$, and for at least one
parameter value $\lambda_0 \in \Lambda$, $R(\lambda_0, q') < R(\lambda_0, q)$. Since $L(\lambda, q_x)$ is strictly convex with respect to $q_x$ for every $\lambda$,

$$L(\lambda, q''_x) \leq \frac{1}{2} \{L(\lambda, q'_x) + L(\lambda, q_x)\},$$

where $q'' := (q + q')/2$, for every $\lambda$ and $x$. For every $x$ such that $q_x \neq q'_x$, we have

$$L(\lambda, q''_x) < \frac{1}{2} \{L(\lambda, q'_x) + L(\lambda, q_x)\}.$$

Here, $P_{\lambda_0}(q'_x \neq q_x) > 0$ because otherwise $R(\lambda_0, q') < R(\lambda_0, q)$ does not hold. Thus, $P_{\lambda}(q'_x \neq q_x) > 0$ for every $\lambda$ because all probability measures $p_\lambda$ ($\lambda \in \Lambda$) are mutually absolutely continuous with respect to each other. Thus, for every $\lambda$, $R(\lambda, q'') < R(\lambda, q)$. Therefore, for all $l = 1, 2, 3, \ldots$,

$$R(\pi^{[l]}, q) - R(\pi^{[l]}, q''^{[l]}) \geq R(\pi^{[l]}, q) - R(\pi^{[l]}, q'') \geq \int_C \{R(\lambda, q) - R(\lambda, q'')\} \pi^{[l]}(d\lambda) \geq a \int_C \{R(\lambda, q) - R(\lambda, q'')\} \pi(d\lambda) > 0,$$

where the second inequality is because $C$ is a subset of the parameter space $\Lambda$. This contradicts (43).