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In permafrost (perennially frozen ground) microbes survive oligotrophic conditions, sub-zero temperatures, low water availability and high salinity over millennia. Viable life exists in permafrost tens of thousands of years old but we know little about the metabolic and physiological adaptations to the challenges presented by life in frozen ground over geologic time. In this study we asked whether increasing age and the associated stressors drive adaptive changes in community composition and function. We conducted deep metagenomic and 16S rRNA gene sequencing across a Pleistocene permafrost chronosequence from 19,000 to 33,000 years before present (kyr). We found that age markedly affected community composition and reduced diversity. Reconstruction of paleovegetation from metagenomic sequence suggests vegetation differences in the paleo record are not responsible for shifts in community composition and function. Rather, we observed shifts consistent with long-term survival strategies in extreme cryogenic environments. These include increased reliance on scavenging detrital biomass, horizontal gene transfer, chemotaxis, dormancy, environmental sensing and stress response. Our results identify traits that may enable survival in ancient cryoenvironments with no influx of energy or new materials.
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**Introduction**

Despite frozen conditions and the absence of energy and nutrient inputs, permafrost host a diversity of microbial life (Gilichinsky et al., 2008; Mackelprang et al., 2011; Jansson and Tas, 2014; Hultman et al., 2015). Several decades of research demonstrate unambiguously that microbial metabolism occurs in permafrost and that many community members not only perform basal metabolic functions but also grow and divide (Rivkina et al., 2000; Bakermans et al., 2003; Waldrop et al., 2010; Tuorto et al., 2014; Hultman et al., 2015). Therefore, it is likely that microbial community structure and function reflect adaptations to the permafrost biophysical environment in addition to the dead or dormant cells encased in ice at the time of permafrost formation.

Microbial communities must contend with suite of stressors associated with living in permafrost. Sub-zero temperatures stabilize nucleic acid secondary structure and reduce membrane fluidity and the structural flexibility of proteins. Communities are exposed to background terrestrial γ radiation from soil minerals at a level of ~2 mGy per year (Gilichinsky, 2002; Fairén et al., 2010). The concentration of reactive oxygen species, which damage DNA, RNA, proteins and lipids could also increase at low temperatures (De Maayer et al., 2014). Liquid water exists in permafrost down to ~−10 °C due to high solute concentrations (Gilichinsky, 2002). Thus, to overcome temperature effects live cells are likely patchily distributed and contained within thin brine channels or pockets of the soil matrix (Gilichinsky et al., 2003; Rivkina et al., 2004).

In the Arctic and subarctic, permafrost persists from the late Pleistocene. Stressors placed on the community likely accumulate over time, necessitating counteractive adaptations for long-term survival in the harsh environmental conditions. However, we know little about the ecological strategies utilized by microbial communities in response to the challenges presented by spending millennia in permafrost. Much of our knowledge about adaptation to permafrost is derived from isolates (Rodrigues et al., 2008; Bakermans et al., 2009; Ayala-Del-Río et al., 2010; Dieser et al., 2013; Mykytczuk et al., 2013; Goordial et al., 2015), which may not be representative of whole communities and do not address adaptations that occur over long periods. Further, studies that target community-level function are typically from Holocene (<11.7 kyr) permafrost or focus on other...
research questions (Mackelprang et al., 2011; Tas et al., 2014; Hultman et al., 2015; Rivkina et al., 2016). Here we asked whether we could observe functional and compositional changes consistent with physiological and biochemical adaptations enabling survival in permafrost over geologic time or if paleoclimate and -vegetation present at the time of permafrost formation are responsible for differences in microbial attributes. We present the first ‘omics’-based study investigating the influence of permafrost age on microbial community structure and function across a chronosequence of Pleistocene-aged permafrost. These data have ramifications for the search for life on other planets—by understanding adaptations to stresses associated with frozen conditions over geologic time we may gain insight into survival strategies life (if it exists) might use on other cryogenic bodies.

Materials and methods

Field sampling

Permafrost was sampled from the United States Army Cold Regions and Research and Engineering Laboratory permafrost tunnel in Fox, Alaska (64.951°N, −147.621°W) in 2012 (Figure 1a) (Bjella et al., 2008). The tunnel penetrates a hillside providing access to increasingly ancient late Pleistocene-aged permafrost (Figure 1b). It is well suited for a chronosequence approach because while age differs, other permafrost characteristics are similar across the age gradient, minimizing potential confounding factors (Supplementary Methods).

We sampled ice-cemented silt deposits along the tunnel corresponding to 19 (20 m from the tunnel portal), 27 (54 m) and 33 kyr (81 m) before present. We took four replicate cores for each permafrost age for physical, chemical and microbial analyses. To minimize contamination, we scraped away the dry loess material from the interior wall that had sublimated over time. Beneath this sublimated material (~5 cm) was the frozen permafrost wall. We used a round 10 cm diameter × 5 cm deep key-hole saw attached to a power drill to take cores from the wall. Three approximately 5 cm depths into the wall were taken (Supplementary Figure 1).

Radiocarbon dating

Calendar ages for the three samples were estimated based on radiocarbon age dates of soil CO₂ and soil organic matter, and were placed within previously published dates from the tunnel (Supplementary Methods). CO₂ was collected after thawing the permafrost for 48 h at 5°C in a sealed mason jar purged with zero air, followed by purification on vacuum line. Graphite targets were prepared and ¹⁴C analysis was performed by accelerator mass spectrometry at the Keck accelerator mass spectrometry facility at University of California Irvinie (for CO₂) or at the United States Geological Survey in Reston and Lawrence Livermore National Labs (for soil organic matter). Calendar ages were estimated using the Calib radiocarbon calibration program and one sigma ranges (Stuiver and Reimer, 1993). Owing to reburial and mixing, the age dates of permafrost carbon is not the same as the age of permafrost itself (Lachniet et al., 2012; Vasil'chuk and Vasil'chuk, 2014), but provides an understanding of the relative differences in age among permafrost units. For our youngest sample location, nearest the tunnel entrance, radiocarbon age dates for CO₂ and soil organic matter (SOM) were between 16 and 22 cal kyr before present (BP) and there was agreement between the ¹⁴C of CO₂ and SOM. This is slightly older than the 12 kyr-old debris fan slightly (~1 m) nearer the entrance to the tunnel (Hamilton et al., 1988). We call this earliest sample 19 kyr BP. At the other end of the tunnel, the oldest samples we collected were between 32 and 33 cal kyr BP for CO₂ and 37 and 39 cal kyr BP for the SOM. We took the average of the calendar ages from CO₂, and called this zone 33 cal kyr BP. The intermediate-aged samples were the most difficult to bracket in terms of age because CO₂ and SOM did not agree with one another. The SOM dated to between 37 and 38 cal kyr BP, similar to the oldest site, but the CO₂ in the permafrost was substantially younger and dated to between 26 and 27 cal kyr BP. These samples were located near an ice wedge that had previously been dated to 25 cal kyr BP (Katayama et al., 2007) but the wedge ice represents the time of formation of the ice feature into previously deposited permafrost soils. We argue that the younger age of the evolved CO₂
represents a pool of more recently deposited C within this permafrost soil and therefore a closer approximation to the age of permafrost in this location. We thus call this intermediate-aged site 27 cal kyr BP. Further detailed information about dating, sediment composition and cryostructure is provided in the Supplementary Material.

Soil chemical analysis
Once in the laboratory frozen cores were disaggregated with a hammer while they remained in plastic bags. Frozen core material was then subsampled into a preweighed, ashed weighing dish and thawed at room temperature. Once thawed, samples were gently mixed and 10 ml of the supernatant was sampled with a syringe and passed through a 0.2 μm Supor polyethersulfone filter (Pall Corporation, Port Washington, NY, USA) pre-rinsed with ultrapure water and a small volume of sample. Filtrate was diluted (typically 10 x) and analyzed using an Aurora 1030W Total Organic Carbon Analyzer (OI Analytical, College Station, TX, USA) for dissolved organic carbon concentrations. Remaining material was oven-dried and weighed to determine gravimetric ice content, taking into account the volume removed for dissolved organic carbon analysis. A second subsample of the frozen core material was thawed for pH analysis on an Accumet pH meter with AccuTup Rugged Bulb (ThermoFisher Scientific, Waltham, MA, USA), after diluting 1:1 (v/v). Another sample was run through a Carlo Erba elemental analyzer (ThermoFisher Scientific) for total soil carbon and nitrogen analysis. %C and %N were measured on dried ground samples on a Micromass Optima continuous flow mass spectrometer with a Carlo Erba elemental analyzer on the front end. We used values for δ13C and δ15N from directly adjacent cores sampled in 2007 from the same tunnel locations (n = 4 per age category). These data were generated using the same protocols as for %C and %N. We note that there were no differences in %C or %N between sampling years. We tested for significant differences in ice content, dissolved organic carbon and pH, δ13C, δ15N, %C, %N and C/N among the different age categories using analysis of variance followed by Tukey–Kramer post hoc tests.

Direct counts of live and dead cells
We separated cells from the soil matrix based on previously published protocols (Amalfitano and Fazi, 2008; Poté et al., 2010; Morono et al., 2013). A unit of 1.5 g of soil was disrupted in 2 ml of TTSP (0.05% Tween 80 and 50 mM tetrasodium pyrophosphate) using 5 mm glass beads and vortexing for 2 min. Large particles and debris were removed by centrifugation at 750 g for 7 min at 4 °C. A volume of 1000 μl of the supernatant was layered over 600 μl of 1.3 g ml⁻¹ Nycodenz density buffer and centrifuged at 14 000 g for 30 min at 4 °C. The cell-containing upper and middle phases were transferred to a new tube and cells were pelleted by centrifugation at 10 000 g for 15 min at 4 °C. Cells were resuspended in 1 ml of 0.85% NaCl.

Dual staining of live (intact cell membrane) and dead (compromised cell membrane) cells was performed using the LIVE/DEAD BacLight kit (Molecular Probes, Eugene, OR, USA). Briefly, the cell suspension was diluted in 0.85% NaCl. A volume of 3 μl of a 1:1 mixture of 3.34 mM SYTO 9 and 20 mM propidium iodide was added to each sample. Samples were vacuum filtered onto a 0.2 μm black polycarbonate membrane. Live (green-fluorescing) and dead (red-fluorescing) cells were visualized (Kepner and Pratt, 1994) at a single focal plane using a Zeiss Axio Imager M2 fluorescence microscope coupled to an Apotome 2.0 System (Zeiss, Oberkochen, Germany). Fifteen fields of view were counted per sample.

DNA extraction, PCR and 16S rRNA gene sequencing
Before DNA extraction, cores were sprayed with 0.5 μm Fluoresbrite yellow green microbeads (Polyscience, Warrington, PA, USA). To remove contamination on core exteriors, the entire surface was removed using autoclaved knives and chisels. Interior sections were viewed under a fluorescent microscope to verify that there was no contamination from the surface.

For each sample, a single DNA extraction was performed directly from 0.5 g of soil using the FastDNA Spin Kit for Soil (MP Biomedicals, Santa Ana, CA, USA) according to the manufacturer’s protocol. Additional purification was performed using the PowerClean DNA Clean-Up Kit (MoBio Laboratories, Carlsbad, CA, USA). Amplification of the variable region four (V4) of bacterial and archaeal 16S rRNA genes was performed using the golay barcoded primer 515 F/806 R according to the methods recommended by the Earth Microbiome Project protocol version 4.13 (Caporaso et al., 2010) and sequenced on an Illumina MiSeq instrument. See Supplementary Methods for further details.

Library construction and metagenomic sequencing
Illumina paired-end libraries were constructed by linker-mediated emulsion PCR following established protocols (Blow et al., 2008; Mackelprang et al., 2011; Mason et al., 2012; Hultman et al., 2015). In all, 2 x 100 paired-end shotgun sequencing was performed on an Illumina HiSeq 2000 instrument (Illumina). The sequence quality was high, with a median quality score above 32 at all positions across the reads from all samples. Details are given in Supplementary Methods.

16S rRNA gene amplicon analysis
Raw 16S rRNA gene sequences were demultiplexed using the python script prep_fastq_for_uparse_
paired.py version 0.0.1 (https://github.com/leffi/helper-code-for-uparse) (Smets et al., 2016). The UPARSE pipeline was used to merge paired-end reads, conduct quality filtering and dereplication, remove singleton sequences, create a de novo database and map merged reads back to the database (Edgar, 2013). To merge reads, we set the minimum length overlap to 20 and allowed a maximum of 1 mismatch in the overlap region. The minimum length of a merged read was 200 bp and we used a fastq truncation quality of 3. Clustering was done at a 97% similarity threshold and the merged raw reads were mapped to the de novo database at 97% similarity.

QIIME 1.9.1 (Caporaso et al., 2010) was used for downstream analysis. Low-frequency operational taxonomic units (OTUs), defined as those observed 10 or fewer times were removed from analysis. Taxonomy was assigned using the RDP classifier and the Greengenes database (Wang et al., 2007; McDonald et al., 2012). Contaminates commonly found in DNA extraction and amplification kits were also removed from further analysis (Salter et al., 2014) (Supplementary Methods). Total sequences per sample after low-frequency and contamination filtering ranged from 46 253 to 165 084. The data were rarefied to 46 000 and downstream analyses were conducted on rarefied samples.

Alpha and beta diversity metrics were calculated and visualized using the phyloseq package in R (McMurdie and Holmes, 2013). We calculated the following alpha diversity metrics: Shannon index; Chao1; and Fisher. Beta diversity was computed using the unweighted UniFrac metric. Relationships between samples were visualized using principal coordinate analysis. Permutational multivariate analysis of variance was used to test correlations between community composition and soil physio-chemical characteristics (Supplementary Table 1). Analyses were performed in R using the adonis function in the vegan package (Oksanen et al., 2015).

Metagenomic analysis

Raw fastq sequence files were filter trimmed using Trimmomatic to remove adapter sequences (Bolger et al., 2014). Reads were quality-filtered using fastq_quality_filter from the FASTX toolkit at default settings. Functional annotation was performed by comparison of quality-filtered reads to the Kyoto Encyclopedia of Genes and Genomes (KEGG) database (Kanehisa et al., 2017) using the BLAST algorithm within the USEARCH program with an acceleration value of 0.4 and an E-value cutoff of 1e-6 (Edgar, 2010). Reads were assigned to KEGG Orthology (KO) number of the top hit. Ordinations of KO count data were performed using nonmetric multidimensional scaling based on the Bray–Curtis dissimilarity metric as implemented in the phyloseq package (McMurdie and Holmes, 2013). As with the 16S rRNA gene amplicon data, permutational multivariate analysis of variance was used to test for correlation between functional composition and environmental parameters. To perform differential abundance analysis, a negative binomial generalized linear model was applied to KO count data using the DESeq2 package (Love et al., 2014). Genes were considered significantly different between age classes if the adjusted P-value was < 0.05.

To infer the composition of past vegetation we identified plant sequences by comparing quality-filtered reads to the National Center for Biotechnology Information (NCBI) plant protein RefSeq database (downloaded August 2016) using DIAMOND v0.8.17.79 (Buchfink et al., 2015). A total of 5 million randomly selected reads per sample were used to reduce computational burden. Matching reads were placed on the NCBI taxonomic scaffold and taxonomic composition of past vegetation was inferred using MEGAN Community Edition v6.4.20 (Huson et al., 2016) with default parameters. Reads assigned to the members of the Streptophyta lineage were used for downstream analysis (Supplementary Table 2). Principal coordinate analysis was conducted within MEGAN from Bray–Curtis distances. A Mantel test (999 permutations) and Procrustes randomization test were used to test for correlation between plant taxonomy and functional gene composition as implemented in the R vegan package (Oksanen et al., 2015).

Pathway analysis

Because genes operate within the context of pathways and networks, we analyzed differences in functional potential between age categories at pathway-level resolution rather than through a gene-by-gene approach. However, pathway-centric analysis of metagenomic data is not straightforward (De Filippo et al., 2012). Common methods for identifying differentially abundant pathways rely on the aggregation of gene abundances (Kristiansson et al., 2009; White et al., 2009; Parks and Beiko, 2010). Pathways are often organized at a coarse level of resolution and may contain several sub-pathways or modules (Kanehisa et al., 2017). For example, the KEGG methane metabolism pathway encompasses both methanogenesis and methanotrophy. Aggregation of gene abundances across entire pathways may mask significant differences in sub-pathways. To circumvent this hurdle, we developed a strategy that identifies pathways in which differentially abundant genes are concentrated.

The strategy for pathway-centric analysis is illustrated by the following example. Given a pair of age categories (for example, age A and age B), to identify pathways enriched in age B, we placed genes significantly more abundant in age B compared to age A onto the KEGG pathway map (Kanehisa et al., 2017). For each pathway, we counted the number of differentially abundant genes contained within. We obtained a null distribution of the number of
differentially abundant genes expected in each pathway by randomly assigning \( P \)-values to each gene from the observed set of \( P \)-values and performed 10,000 permutations. \( P \)-values obtained from the permutation test were corrected using the false discovery rate (Benjamini and Hochberg, 1995).

Another difficulty with pathway analysis is the ‘multiple mapping problem’ that arises when an enzyme catalyzes reaction steps across multiple pathways (Hanson et al., 2014). Pathways may be mistakenly identified as differing between age categories if the majority of genes driving the differentiation are highly promiscuous. For this reason, we manually inspected each pathway identified as enriched in an age category and removed it from downstream analysis if the genes differing significantly between age groups primarily mapped to multiple pathways.

To identify pathways that increased in abundance along the chronosequence, pathways were required to be significantly enriched in 33 kyr samples compared with 19 kyr samples. Pathways with the strongest evidence for age-driven differences were those that showed significant enrichment from 19 to 27 kyr, 27 to 33 kyr and 19 to 33 kyr. Comparisons between 19–27 and 27–33 kyr were not required to be significant, but pathway abundance in 27 kyr samples could not be less than in 19 kyr samples or greater than in 33 kyr samples (Table 1). Likewise, genes were considered to increase in abundance across the chronosequence if they were significantly greater in 33 kyr samples compared with 19 kyr samples \( (P<0.05) \) and followed a trend of increasing abundance between 19–27 and 27–33 kyr.

### Results

#### 16S rRNA gene-based community analysis

16S rRNA gene sequencing of the bacterial and archaeal communities from 19, 27 and 33 kyr permafrost \( (n=4 \text{ per age category}; 12 \text{ samples total}) \) from the Cold Regions and Research and Engineering Laboratory permafrost tunnel yielded 1,222,638 sequences representing 2,331 OTUs. Microbial community composition and diversity changed with permafrost age. Firmicutes OTUs, primarily from the spore-forming clostridia and bacilli classes, increased from an average relative abundance of 13% in the youngest age category to 79% in the oldest samples. The average relative abundance of the three most dominant phyla (actinobacteria, proteobacteria and bacteroidetes) declined. Actinobacteria declined from 32 to 7%, proteobacteria declined from 27 to 9% and bacteroidetes declined from 11 to 3% (Figure 2a and Supplementary Figure 2). Methanogen OTUs were most abundant in 19 kyr permafrost (averaging 10%) and declined to nearly undetectable levels in the older samples (Supplementary Table 3). One OTU from the genus *Methanobacterium* dominated all methanogen sequences. Alpha diversity decreased from 19 to 27 kyr and 19 to 33 kyr \( (P<0.05; \text{ Figure 2b}) \) but was not significantly different in 27 kyr samples compared with 33 kyr samples.

Principal coordinate analysis of UniFrac distances revealed distinct clustering by age (Figure 2c). When considering age along with soil chemical characteristics (Supplementary Table 1), permutational multivariate analysis of variance analysis revealed that age explained 40% of the variation in beta diversity \( \left(F=3.8, \ P=0.001\right) \) followed by ice content \( \left(14%, \ F=2.7, \ P=0.011\right) \) and dissolved organic carbon \( \left(11%, \ F=2.2, \ P=0.036\right) \) (Oksanen et al., 2015). Tests for differences in soil chemistry among age categories were not significant (Supplementary Table 1, analysis of variance, \(P>0.05\) for all tests). Procrustes randomization and Mantel tests for correlation between plant taxonomic profiles and community composition were not significant.

#### Direct cell counts

Dual staining of live and dead cells revealed that 18–22% had an intact membrane and were thus classified as live. The 33 kyr permafrost had the lowest live/dead ratio \( (0.28) \) though differences between age categories were not significant (Supplementary Figure 3A). Similarly, the total cell count was lowest in 33 kyr samples \( (9.32 \times 10^6 \text{ cells per g dry weight}) \). We counted the most cells in 27 kyr samples \( (1.37 \times 10^7 \text{ cells per g dry weight}) \).
which was significantly different from 33 kyr samples (Supplementary Figure 3B). Other pairwise comparisons were not significant.

**Metagenomic sequencing and pathway analysis**

Shotgun metagenomic sequencing resulted in 264 Gb of sequence for an average of 22 Gb per sample. Ordination of gene count data revealed three clearly distinct age-based clusters, giving a picture of functional genes similar to the taxonomic structure obtained through 16S rRNA gene sequencing (Supplementary Figure 4A). Analysis of microbial community function using permutational multivariate analysis of variance analysis demonstrated that age was a significant factor ($F = 3.7$, $P = 0.039$) driving functional composition, explaining 36% of the variation in diversity. No other chemical measurements (Supplementary Table 1) were significant.

Plant community structure and microbial functional gene relative abundances were not significantly correlated (Procrustes randomization and Mantel tests). Ordination analysis based on paleovegetation taxonomy did not show three distinct age-based clusters. Instead, we observed co-clustering of 33 and 19 kyr samples—27 kyr samples were distinct from both (Supplementary Figure 4B).

We compared the functional potential of microbial communities between age categories using a pathway-based approach. We identified 18 KEGG pathways that became increasingly abundant in older permafrost (Table 1; Figure 3; Supplementary Table 4). Pathways enriched in older permafrost compared with younger samples were involved in synthesis of cell envelope components, amino-acid and peptide metabolism, carbohydrate metabolism, environmental sensing and response, chemotaxis, membrane transport and the degradation of recalcitrant biomass (Figure 3). Only one pathway, starch and sucrose metabolism, decreased significantly in abundance over time. Genes involved in dormancy were more abundant in older permafrost soils, consistent with the increase in Firmicutes abundance (Figure 3; Supplementary Figure 5). The methane metabolism pathway was significantly more abundant in 19 kyr samples compared with 27 and 33 kyr samples. However, it was slightly but significantly more abundant in 33 kyr permafrost compared with 27 kyr permafrost, corresponding to 16S rRNA amplicon data (Supplementary Figure 6).

**Environmental sensing and chemotaxis**

The ability to respond to environmental conditions (including stressors expected in ancient cryoenvironments such as low temperature, high osmolarity and resource limitation) using the two-component regulatory system (Aguilar et al., 2001; Hyvyräläinen et al., 2007; Raivio, 2014) increased along the permafrost chronosequence (Table 1). Specifically, two-component sensor system genes that increased in abundance were involved in temperature sensing, protein misfolding, H+ ion regulation, salt stress, osmolarity, oxygen limitation and cell envelope stress. We also found that genes involved in nutrient and resource sensing—ions and trace metals, nitrogen, acetoacetate, malate and glucose—increased in abundance with age (Figures 3 and 4a; $P < 0.05$).

Chemotaxis, which is controlled by the two-component regulatory system, is the process by which bacteria sense and move toward a chemical stimulus. In our samples, the bacterial chemotaxis pathway was significantly enriched in older permafrost compared to younger samples (Figure 3; Table 1). Nearly every gene encoding components of the chemotaxis apparatus increased in abundance with age ($P < 0.05$; Figure 4b).

**Membrane transport and cell envelope synthesis**

In 33 kyr permafrost the bacterial secretion system pathway increased in abundance compared with
younger permafrost (Table 1). We mapped increas-
ingly abundant genes to four of the six classes of
secretion machinery and the two membrane-
spanning systems (Figures 3 and 4d). Of particular
note is the Type IV secretion system, which encodes
conjugation machinery and mediates the transfer of
DNA between closely related species. The other
secretion systems with genes more abundant in
ancient permafrost are the Type I secretion system
(secretes products into the extracellular milieu),
Type IV secretion system (functions primarily in
nutrient acquisition), Type III secretion system
(involved in interactions with eukaryotic cells), and
the sec and tat systems (works with Type II secretion
system to excrete hydrolytic enzymes).

The abundance of pathways involving biosynth-
thesis of three cell envelope components—fatty acids,
iloplysaccharides (LPS) and peptidoglycan—
increased with age (Figure 3; Supplementary
Figure 7; Table 1). Fatty acid chains in phospho-
and glycolipids form the membrane and are altered
to increase membrane fluidity in response to cold
(Phadtare, 2004; Chattopadhyay, 2006). Peptidogly-
cans are aminosugar polymers that form the mesh-
like cell wall, which can be mechanically damaged
by ice and faces high osmotic pressure at subzero
temperatures (Rodrigues et al., 2008; Mykytczuk
et al., 2013; De Maayer et al., 2014). The LPS layer
is a major component of the Gram-negative cell outer
membrane and forms a selectively permeable pro-
tective barrier around the cell (Gao et al., 2006).

Despite the 16S rRNA-based observations that there
are fewer Gram-negative bacteria in 33 kyr perma-
frost than in 19 and 27 kyr permafrost, the LPS
synthesis pathway was more abundant in 33 kyr
samples (Table 1). Most genes in the pathway were
more abundant ($P<0.05$) including a gene ($\text{lpxD}$)
known to be involved in temperature-regulated
remodeling (Li et al., 2012) (Supplementary
Figure 7B).
The ATP-binding cassette transporter pathway also increased in abundance along the chronosequence (Table 1). Substrate specificity of increasingly abundant importer genes include those involved in transfer of amino acids, peptides, osmoprotectants, stress compounds and trace metals. Exporter genes include those involved in the transfer of LPS layer and cell wall components ($P<0.05$; Figures 3 and 4c).

The ATP-binding cassette transporter pathway also increased in abundance along the chronosequence (Table 1). Substrate specificity of increasingly abundant importer genes include those involved in transfer of amino acids, peptides, osmoprotectants, stress compounds and trace metals. Exporter genes include those involved in the transfer of LPS layer and cell wall components ($P<0.05$; Figures 3 and 4c).

**Carbon and nitrogen metabolism**

Two amino-acid metabolism pathways became more abundant in ancient permafrost (Table 1; Figure 3): cysteine and methionine metabolism (Supplementary Figure 8B) and valine, leucine and isoleucine degradation (Supplementary Figure 8A). Genes in the methionine (which is energetically expensive to produce) sub-pathway (Berger et al., 2003; Sekowska et al., 2004) increased in abundance in older permafrost (Supplementary Figure 8B). The methionine salvage sub-pathway regulates polyamine synthesis, producing ‘stress molecules’ (Rhee et al., 2007) such as cadaverine, putrescine and spermine; genes involved in the synthesis of these polyamines were more abundant in the older samples (Supplementary Figure 9).

We found evidence for an increased capacity for the degradation of aromatic hydrocarbons in older permafrost compared with younger
samples as indicated by an enrichment of the toluene, xylene and dioxin degradation pathways (Table 1; Figure 3; Supplementary Figure 10). The genes that increased in abundance were contained largely within anaerobic catabolism sub-pathways. Anaerobic catabolism of aromatic compounds is divided into two categories, peripheral pathways that funnel an array of compounds into a small number of intermediates and central pathways that channel intermediates to the central metabolism of the cell (Carmona et al., 2009). Genes that increased in abundance were found in peripheral pathways that convert toluene, benzoate and 4-hydroxybenzoate to benzoyl-CoA (Supplementary Figure 10), the starting point for the major central pathway.

Three carbohydrate metabolism pathways were enriched in 33 kyr permafrost compared with 19 and 27 kyr samples—butyrate metabolism, galactose metabolism, and glyoxylate and dicarboxylate metabolism (Table 1; Figure 3). In particular, genes involved in butyrate and butanol fermentation, galactitol degradation, and the capacity to grow on the amino sugars D-galactosamine and N-acetyl-D-galactosamine were more abundant in older permafrost (Supplementary Figure 11).

Discussion

Our results demonstrated that microbial communities adapt to life in permafrost through geologic time. In addition, we identified genes and pathways important for survival in ancient permafrost. An alternative hypothesis is that the community and functional genes reflect the climate and vegetation at the time the permafrost formed. However, this alternative hypothesis cannot explain the differences in community structure and function between the 19 and 33 kyr samples. A paleoecological study of interior Alaska showed that the periods around 19 and 33 kyr were climatically similar to each other, but the period between 20 and 33 kyr was colder and drier, possibly with more herb tundra coverage than today (Muhs et al., 2001; Willerslev et al., 2014). We directly evaluated the composition of past plant communities, which was possible because high sequence coverage enabled us to recover DNA from detrital plant material preserved in permafrost (Willerslev et al., 2007; Parducci et al., 2015; 2012). Sequence-based taxonomic reconstruction and analysis demonstrated that paleovegetation and microbial community structure and function were uncorrelated. Vegetation from 19 and 33 kyr samples were similar to each other but differed from the 27 kyr samples, which corresponds to climatic data. We suggest the effect of being frozen in ice for millennia is the critical determining factor of microbial composition and functioning. Once entrained in permafrost, the climate the microbes responded to is that of subzero temperatures and not surface conditions with episodic seasonal warming and cooling. This is further supported by the observation that many genes increasing in abundance with age are consistent with adaptation by microbial communities in a frozen environment.

Despite increasing interest in permafrost microbial communities due to their importance in the climate change equation (Mackelprang et al., 2011, 2016; Graham et al., 2012; Jansson and Tas, 2014; Hultman et al., 2015), it is not known whether organisms in permafrost—particularly ancient permafrost—are adapted to an environment with no influx of new carbon and energy sources. Here we show that metabolic processes enriched in ancient permafrost suggest decreasing availability of simple labile substrates over time. Similar to deep sea-floor sediments, this cold, anoxic, energy-limited environment became depleted in sugar metabolism and enriched in amino-acid and peptide import, degradation and salvage genes, pointing to recycling and use of detrital biomass as a C and N source over geologic timescales (Lomstein et al., 2012; Lloyd et al., 2013; Orsi et al., 2013). In addition, older permafrost had a higher abundance of aromatic hydrocarbon degradation genes. Because our samples are uncontaminated and aromatic hydrocarbon degradation genes are promiscuous, we suggest that the abundance of xylene, dioxin and toluene degradation pathways indicate an increased capacity for degrading aromatic-rich humic compounds. We reconcile these data with previous results showing that 36 kyr permafrost C from a new bore of the Cold Regions and Research and Engineering Laboratory Permafrost Tunnel is highly labile (Drake et al., 2015) by suggesting that finite resources are available within the brine-filled pore spaces and that the rest is sequestered away from microbial metabolism by frozen conditions. This observation is supported by previous studies. For example, Mackelprang et al. (2011) found that nitrogen fixation genes were abundant in permafrost despite the presence of biologically available nitrogen. After short-term thaw, nitrogen fixation genes decreased and denitrification genes increased (Mackelprang et al., 2011). These data have implications for predicting greenhouse gas emissions from Pleistocene permafrost that thaws due to climate warming. After thaw, temperature no longer protects organic matter making it susceptible to microbial degradation. Labile permafrost carbon may be protected by freezing conditions—even over geologic time—and thus particularly vulnerable to degradation during thaw.

Methane—a highly potent greenhouse gas—from permafrost is also important in the context of global warming. Permafrost thaw may allow accumulated biogenically generated methane to escape into the atmosphere and may cause the ground to be inundated with water—providing favorable anaerobic conditions in which methanogens reside. We identified methanogen OTUs and methanogenesis genes in all age categories, consistent with previous
work that found biogenically produced methane in the tunnel-wall sediment and in tunnel air (Kvenvolden et al., 1994). Methanogen relative abundance was highest in the youngest age category—similar to observations from other Pleistocene permafrost soils (Bischoff et al., 2013; Rivkina et al., 2016).

In ancient permafrost, long generation times may lead to increased spreading of adaptive traits through horizontal gene transfer as suggested by the increasing abundance of type 4 secretion system genes. In mesophilic environments transfer rates are low compared with asexual reproduction (Niehus et al., 2015). Because generation time in permafrost is long, horizontal gene transfer may be more effective for rapidly acquiring beneficial traits. In other cryogenic environments cold-adapted communities rely on the horizontal gene transfer to spread adaptive traits, including those involved in cold protection, metabolism, nutrient acquisition, fatty acid biosynthesis, motility and ultraviolet resistance (Ma et al., 2006; Collins and Deming, 2013; DeMaere et al., 2013; Dziewit and Bartosik, 2014; Feng et al., 2014). Cells in permafrost that rapidly acquire new capabilities may increase their phenotypic flexibility and thereby improve their fitness.

The potential for chemotaxis was higher in 33 kyr permafrost than in younger samples. This is consistent with the idea that it is limited by viscosity and high energy requirements (Rodrigues et al., 2008; De Maayer et al., 2014) but is supported by mounting evidence that chemotaxis occurs at subzero temperatures in permafrost and other environments (Graumann et al., 1996; Junge et al., 2003; Bresolin et al., 2006; Gao et al., 2006; Asakura et al., 2007; Mykytczuk et al., 2013; Hultman et al., 2015). Movement in this constrained environment toward higher concentrations of beneficial compounds may become increasingly necessary as availability decreases.

Cells in cold environments must maintain membrane fluidity to survive. Indeed, one of the most significant impacts of cold temperature is increased rigidity and transition to a gel-like phase (D’Amico et al., 2006; De Maayer et al., 2014). For this reason, we did not expect to observe a significant increase in the abundance of membrane synthesis genes in our older samples. We supposed that microbial communities surviving in permafrost for 19 kyr (our youngest age category) would have already optimized strategies for maintaining a functional membrane. We speculate that the observed increase in abundance is due to greater copy numbers of synthesis genes in the genomes from older samples. This is supported by previous findings that the genomes of psychrophilic bacteria Colwellia psychrerythraea, Planococcus halocryophilus and Psychrobacter arcticus all contain multiple copies of fatty acid biosynthesis genes (Methé et al., 2005; Ayala-Del-Río et al., 2010; Mykytczuk et al., 2013). Redundancy may enhance the ability to express synthesis genes when needed or allow cells to encode proteins with different specificities or activities.

We found that the abundance of some stress-related genes increased in older permafrost. Here we highlight polyamine synthesis genes (putrescine, cadaverine). These stress-related molecules maintain RNA secondary structure (Igarashi and Kashiwagi, 2000; Takahashi and Kakehi, 2010) and are implicated in response to cold (Zhu et al., 2015), low pH (Carper et al., 1991; Schneider et al., 2013; Zhu et al., 2015), oxidative stress (Tkachenko et al., 2001), membrane integrity and biofilm formation (Carper et al., 1991; Schneider et al., 2013; Zhu et al., 2015). The high abundance of these genes may also be responsible for the putrefied smell of Pleistocene permafrost.

Though we found an increasing abundance of endospore-formers with age, data from other studies demonstrate that not all spore-formers are dormant. Hultman et al., (2015) found that endospore-forming Firmicutes were more active in permafrost than expected based on abundance. Indeed, because DNA is prone to degradation, metabolic activity may be superior to dormancy as a long-term survival strategy (Willerslev et al., 2004; Dieser et al., 2013). Live/dead staining revealed that live cells persist in all age categories. Total counts and live/dead ratios were consistent with prior observations (Vorobyova et al., 1997; Vishnivetskaya et al., 2006; 2000; Hansen et al., 2007). However, we did not find clear trends between cell counts and permafrost age (Supplementary Figure 3). The data suggest that total cell counts and the live/dead ratio may be the lowest in the oldest-aged samples but highest in the middle-aged ones, though we emphasize that most comparisons were not statistically significant. If in future investigations this trend continues it would suggest that age is not the primary driver of cell counts or the percent of live cells, at least when comparing late Pleistocene samples. This is consistent with other observations that direct cell counts did not vary significantly across age categories (Vishnivetskaya et al., 2000, 2006).

These data represent a snapshot of late Pleistocene permafrost microbial communities in an environment that tightly controls for confounding factors. With these foundational data, expanding age ranges and incorporating other chronosequences of soils matched for parent material and other factors will be important for building a model of how life survives through geologic timescales.
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