A SOLUTION OPERATOR FOR THE ∂̄ EQUATION IN SOBOLEV SPACES OF NEGATIVE INDEX

ZIMING SHI AND LIDING YAO

Abstract. Let Ω be a strictly pseudoconvex domain in \( \mathbb{C}^n \) with \( C^{k+2} \) boundary, \( k \geq 1 \). We construct a \( \partial̄ \) solution operator (depending on \( k \)) that gains \( \frac{1}{2} \) derivative in the Sobolev space \( H^{s,p}(\Omega) \) for any \( 1 < p < \infty \) and \( s > \frac{1}{p} - k \). If the domain is \( C^\infty \), then there exists a \( \partial̄ \) solution operator that gains \( \frac{1}{2} \) derivative in \( H^{s,p}(\Omega) \) for all \( s \in \mathbb{R} \). We obtain our solution operators via the method of homotopy formula. A novel technique is the construction of “anti-derivative operators” for distributions defined on bounded Lipschitz domains.

1. Introduction

The purpose of the paper is to prove the following results:

**Theorem 1.1.** Let \( \Omega \) be a bounded strictly pseudoconvex domain in \( \mathbb{C}^n \) with \( C^{k+2} \) boundary, where \( n \geq 2 \) and \( k \) is a positive integer. For \( 1 \leq q \leq n \), there is a linear operator \( H_q \) (depending on \( k \)) such that for all \( 1 < p < \infty \) and \( s > \frac{1}{p} - k \),

1. \( H_q : H^{s,p}_{(0,q)}(\Omega) \to H^{s+\frac{1}{2},p}_{(0,q-1)}(\Omega) \) is bounded.
2. \( u = H_q \varphi \) is a solution to the equation \( \partial̄ u = \varphi \) for any \( \varphi \in H^{s,p}_{(0,q)}(\Omega) \) which is \( \partial̄ \)-closed.

Here \( H^{s,p}_{(0,q)} \) denotes the space of \( (0,q) \) forms with \( H^{s,p}(\Omega) \) coefficients, and \( H^{s,p} \) is the fractional Sobolev space (see Definition 2.3).

We also have the following result when the boundary is smooth.

**Theorem 1.2.** Let \( \Omega \) be a bounded strictly pseudoconvex domain in \( \mathbb{C}^n \) with \( C^\infty \) boundary, where \( n \geq 2 \). For \( 1 \leq q \leq n \) there is a linear operator \( H_q \) such that for all \( 1 < p < \infty \) and \( s \in \mathbb{R} \),

1. \( H_q : H^{s,p}_{(0,q)}(\Omega) \to H^{s+\frac{1}{2},p}_{(0,q-1)}(\Omega) \) is bounded.
2. \( u = H_q \varphi \) is a solution to the equation \( \partial̄ u = \varphi \) for any \( \varphi \in H^{s,p}_{(0,q)}(\Omega) \) which is \( \partial̄ \)-closed.

2020 Mathematics Subject Classification. 32A26 (Primary), 32T15 and 46E35 (Secondary).

Keywords and phrases. Strongly pseudoconvex domains, homotopy formula, Sobolev estimates.
The main novelty of our results is the existence of solutions when the given forms are in $H^{s,p}$ with negative (smoothness) index $s$, which can be viewed as the dual of certain positive indexed function space in the sense of distributions. This is new in $\partial$ theory. In the $L^2$ and $\partial$-Neumann theory for the $\bar{\partial}$ equation, the Hilbert space $L^2$, which is the $H^{0,2}$ space, plays a fundamental role in the methods of approach as well as the formulation of regularity results; see for example Kohn [Koh63], Hörmander [Hör65] and also the monographs [Str10] and [CS01].

We now describe our approach when the given form $\varphi$ has negative index. We shall call the operator $H_\varphi$ in Theorem 1.1 a homotopy operator, since it satisfies the following $\bar{\partial}$ homotopy formula

$$\varphi = \bar{\partial}H_\varphi + H_{\varphi+1}\bar{\partial}\varphi.$$  

In particular when $\varphi$ is a $\bar{\partial}$-closed form in $\Omega$, $H_\varphi\varphi$ is a solution to the $\bar{\partial}$ equation. To construct our solution operator, we start with a $\bar{\partial}$ homotopy operator of the form

$$H\varphi(z) = \int_\mathcal{U} K_0(z,\zeta) \wedge \mathcal{E}\varphi(\zeta) + \int_{\partial\Omega} K_1(z,\zeta) \wedge [\bar{\partial},\mathcal{E}]\varphi, \quad [\bar{\partial},\mathcal{E}]\varphi := \bar{\partial}\mathcal{E}\varphi - \mathcal{E}\bar{\partial}\varphi,$$

where $\mathcal{U}$ is a neighborhood of $\overline{\Omega}$ and $\mathcal{E}$ denotes some extension operator that extends a function or distribution class defined on $\Omega$ to the same class in the whole space $\mathbb{C}^n$. A homotopy formula of this form was first constructed in [Gon19] to prove the estimates for Hölder-Zygmund space on strictly pseudoconvex domains with $C^2$ boundary, and a similar modified form was introduced in [SY21b] to prove the estimates in Sobolev space $H^{s,p}$ of positive index $s$.

The kernel $K_0$ in (1.1) is a linear combination of the first derivative of the Newtonian potential, and consequently one can use standard theory of singular integrals to show that the first integral in (1.1) is in $H^{s+1,p}(\Omega)$ for any $\varphi \in H^{s,p}(\Omega)$ with $s \in \mathbb{R}$. For the second integral, we note that the kernel and its derivatives in $z$ will blow up as $z \in \mathcal{U} \setminus \Omega$ approaches the boundary $\partial\Omega$. The important fact here is that the commutator $[\bar{\partial},\mathcal{E}]\varphi$ vanishes identically inside $\Omega$, and thus have a certain vanishing order as $z \to \partial\Omega$. Accordingly, one would expect to have some cancellations between the blow-up of the kernel and the vanishing of the commutator near $\partial\Omega$, so that the integrals can be estimated. This is indeed the key idea used earlier in [Gon19] and [SY21b]. However, in the present case, the commutator $[\bar{\partial},\mathcal{E}]\varphi$ belongs to a Sobolev space with negative index, thus it exists only in the sense of distribution. In other words, the regularity is too low to even speak of the vanishing order. To remedy this, our idea is to express $[\bar{\partial},\mathcal{E}]\varphi$ as the derivatives of more regular functions that lie in some positive index space. For this to work, we need to make sure these “more regular” functions still have the important property that it vanishes identically in $\Omega$. More specifically we construct a class of “anti-derivative” operators on bounded Lipschitz domains.

**Proposition 1.3** (Anti-derivative operator with support condition). Let $\Omega$ be a bounded Lipschitz domain, and let $\mathcal{D}'(\mathbb{R}^N)$ denote the space of tempered distributions on $\mathbb{R}^N$. For any $m \in \mathbb{Z}^+$, there exist linear operators $S_{\Omega}^{m,\gamma} : \mathcal{D}'(\mathbb{R}^N) \to \mathcal{D}'(\mathbb{R}^N)$, with $|\gamma| \leq m$ such that

(i) $S_{\Omega}^{m,\gamma} : H^{s,p}(\mathbb{R}^N) \to H^{s+m,p}(\mathbb{R}^N)$ for all $1 < p < \infty$ and $s \in \mathbb{R}$;

(ii) $f = \sum_{|\gamma| \leq m} D^\gamma S_{\Omega}^{m,\gamma} f$, $f \in \mathcal{D}'(\mathbb{R}^N)$;

(iii) If $f \in \mathcal{D}'(\mathbb{R}^N)$ satisfies $f|_{\Omega} \equiv 0$, then $(S_{\Omega}^{m,\gamma} f)|_{\Omega} \equiv 0$ for $|\gamma| \leq m$.

In other words, the operator $S_{\Omega}^{m,\gamma}$ gains $m$ derivatives. We can now apply the proposition with $f$ being the commutator $[\bar{\partial},\mathcal{E}]\varphi$, and write the second integral in (1.1) as

$$\int_{\mathcal{U} \setminus \Omega} K_1(z,\zeta) \wedge \sum_{|\gamma| \leq m} D^\gamma S_{\mathcal{U}}^{m,\gamma} [\bar{\partial},\mathcal{E}]\varphi(\zeta) dV(\zeta),$$

where $S_{\mathcal{U}}^{m,\gamma}[\bar{\partial},\mathcal{E}]\varphi$ is identically 0 inside $\Omega$ and is in $H^{s,p}(\mathbb{C}^n)$ for $s > 0$ (by choosing $m$ sufficiently large). We still need to transport the extra derivatives $D^\gamma$ to the kernel $K_1$, a procedure we call “reverse integration by parts”, since it moves derivatives to the kernel rather than away from it.
as is usually done with integration by parts. Finally the blow up of $D^\gamma K_1$ cancels nicely with the vanishing order of $S_{\Omega}^{m,\gamma}(\mathcal{D},E)[\varphi]$ near $b\Omega$, and thus we can show that the integral is in $H^{s+p}(\Omega)$ for any $\varphi \in H^{s+p}(\Omega)$ with $s > \frac{1}{p} - k$.

To control the blow-up order of derivatives at the singularities of the kernel $K_1$, we use the regularized Henkin-Ramirez functions introduced in ([Gon19, Section 5]) when the boundary is $C^{k+2}$, $k \geq 1$. For the case of $C^\infty$ boundary, the classical Henkin-Ramirez function is sufficient.

Proposition 1.3 is interesting in its own right and has other applications as well. In a recent preprint [SY21a], the authors generalize Proposition 1.3 to Triebel-Lizorkin and Besov spaces. The results are then used to derive several important properties of the function spaces and the universal extension operator of Rychkov (see [Ryc99]). For the proof of Proposition 1.3, we remark that Condition (iii) is the most non-trivial statement. To satisfy solely (i) and (ii), one can simply take $f = (I - \Delta)^m((I - \Delta)^{-m}f) = \sum_{|\gamma| \leq 2m} c_\gamma D^\gamma((I - \Delta)^{-m}f)$ on $\mathbb{R}^N$, where $(I - \Delta)^{-m}$ is the Bessel potential operator (see (2.1)). Our construction of $S_{\Omega}^{m,\gamma}$ is inspired by Rychkov's construction of the universal extension operator [Ryc99]. The idea is that to break up $\tilde{f}$ using a special Littlewood-Paley family $\{\lambda_\ell\}$, and then reduce it to a division problem in the frequency space.

We now mention some brief history of the $1/2$ estimate for $\bar{\partial}$ equation in space of positive index, for which the theory has been well-studied and is quite satisfactory now. For $\Omega$ with $C^\infty$ boundary, Kohn [Koh63] showed that the $L^2$ canonical solution $\bar{\partial} N \varphi$ is in $H^{s+\frac{1}{2}}(\Omega)$ if $\varphi \in H^{s+2}(\Omega)$ for any $s \geq 0$. Here $N$ is the $\bar{\partial}$-Neumann operator. Later, Greiner-Stein [GS77] proved the $1/2$ estimate for $\bar{\partial} N \varphi$ when $\varphi$ is a $(0,1)$ form of class $H^{k,p}(\Omega)$, where $k$ is a non-negative integer and $1 < p < \infty$. Their results were subsequently extended by Chang [Cha89] to any $(0,q)$ form $\varphi$. Also in [GS77], it was proved that $\bar{\partial} N \varphi \in L^{\frac{1}{r}+\frac{1}{2}}(\Omega)$ for any $\varphi \in L^r(\Omega)$, $r > 0$, where $L^r$ is the Hölder-Zygmund space. In both [GS77] and [Cha89], the boundary is required to be $C^\infty$.

In parallel with the $\bar{\partial}$-Neumann method, another theory has been developed to solve the $\bar{\partial}$ equation using integral kernels, in a way that generalize the one dimensional Cauchy integral to higher dimension. Compared to the PDE approach used by the school of Kohn and Stein, the kernel method is more geometric in nature, and often times simpler to use. The solutions are not canonical in any sense, however they come in with a great variety of estimates, including some like the sup norm estimate which are not accessible by other methods. The theory began with the pioneering work of Grauert-Lieb [GL70] and Kerzman [Ker71]. Soon afterwards, Henkin-Ramanov [RH71] constructed a solution operator on domains with $C^2$ boundary with the sharp $1/2$ gain in smoothness in Hölder space. The operator of Henkin-Ramanov works for a $(0,1)$ form $\varphi \in C^0(\Omega)$. Later on, Siu [Siu74] (for $(0,1)$ form $\varphi$) and Lieb-Range [LR80] (for $(0,q)$ forms $\varphi$) constructed solutions in $C^{k+\frac{1}{2}}(\Omega)$ when $\varphi$ in $C^k(\Omega)$, under the assumption that boundary is $C^{k+2}$ for positive integer $k$. For a detailed history of the method of integral kernels in $\bar{\partial}$ problems, we refer the reader to the book by Range [Ran86].

More recently, using the kernel method Gong [Gon19] constructed a $\bar{\partial}$ solution operator on strictly pseudoconvex domains with $C^2$ boundary which gains $1/2$ derivative for any $\varphi \in L^r(\Omega)$, $r > 1$. Assuming $C^2$ boundary still, the authors in a recent preprint [SY21b] found a $\bar{\partial}$ solution operator which gains 1/2 derivative for any $\varphi \in H^{s,p}(\Omega)$, with $1 < p < \infty$ and $s > \frac{1}{p}$; it was further shown in [SY21b] that the same solution operator gains 1/2 derivative for any $\varphi \in L^r(\Omega)$, $r > 0$.

Historically, the problem for constructing a $\bar{\partial}$ solution operator with derivative estimates has been a quite difficult one. In fact, it is still an open problem whether the solution operator of Henkin-Ramanov gains 1/2 derivative for $\varphi \in C^k(\Omega)$, $k \geq 1$. In this regard, the use of extension operator and the commutator to prove derivative estimates turns out to be extremely fruitful and arguably essential. We remark that the construction of the homotopy operator (1.1) was inspired by the earlier work of Lieb-Range [LR80], Peters [Pet91] and Michel-Shaw [MS99]. Similar techniques
have yielded sharp estimates for the \( \mathcal{J} \) equation on other types of domains such as finite type convex domains [Ale06], and strongly \( \mathbb{C} \)-linearly convex domains of class \( C^{1,1} \) [GL21].

The paper is organized as follows. In Section 2 we first review the definitions and basic properties of Sobolev spaces. We recall the key elements in Rychkov’s construction of the universal extension operator, which are used in the proof of Proposition 1.3. In Section 3, we construct the anti-derivative operators \( \mathcal{S}^m_{\Omega, \gamma} \) and prove Proposition 1.3 based on results in Section 2. In Section 4, we prove Theorems 1.1 and 1.2.

We denote the set of positive integers by \( \mathbb{Z}^+ \), and we let \( \mathbb{N} = \mathbb{Z}^+ \cup \{0\} \). We shall use \( x \lesssim y \) to mean that \( x \leq Cy \) where \( C \) is a constant independent of \( x, y \) and \( x \approx y \) for \( x \lesssim y \) and \( y \lesssim x \).
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2. Function Spaces

In this section we review the definition and properties of Sobolev spaces. We also recall the Littlewood-Paley characterization, which plays a central role in later proofs.

**Definition 2.1.** Let \( \Omega \subseteq \mathbb{R}^N \) be an open set, and let \( k \in \mathbb{N}, 1 \leq p < \infty \). We denote by \( W^{k,p}(\Omega) \) the space of (complex-valued) functions \( f \in L^p(\Omega) \) such that \( D^\alpha f \in L^p(\Omega) \) for all \( |\alpha| \leq k \), and equipped with the norm

\[
\|f\|_{W^{k,p}(\Omega)} := \sum_{|\alpha| \leq k} \|D^\alpha f\|_{L^p(\Omega)} = \sum_{|\alpha| \leq k} \left( \int_{\Omega} |D^\alpha f(x)|^p \, dx \right)^{\frac{1}{p}} \, dV(x), \quad 1 \leq p < \infty.
\]

We denote by \( \mathcal{S}(\mathbb{R}^N) \) the space of Schwartz functions, and by \( \mathcal{S}'(\mathbb{R}^N) \) the space of tempered distributions. For \( g \in \mathcal{S}'(\mathbb{R}^N) \), we set the Fourier transform \( \widehat{g}(\xi) = \int_{\mathbb{R}^N} g(x) e^{-2\pi i x \cdot \xi} \, dx \), and the definition extends naturally to tempered distributions.

**Definition 2.2.** We let \( \mathcal{S}_0(\mathbb{R}^N) \) denote the space\(^1\) of all infinite order moment vanishing Schwartz functions. That is, all \( f \in \mathcal{S}(\mathbb{R}^N) \) such that \( \int x^\alpha f(x) \, dx = 0 \) for all \( \alpha \in \mathbb{N}^N \), or equivalently, all \( f \in \mathcal{S}(\mathbb{R}^N) \) such that \( \widehat{f}(\xi) = O(|\xi|^{-\infty}) \) as \( \xi \to 0 \).

**Definition 2.3** (Fractional Sobolev Space). Let \( s \in \mathbb{R}, 1 < p < \infty \). We define \( H^{s,p}(\mathbb{R}^N) \) to be the fractional Sobolev space consisting of all (complex-valued) tempered distribution \( f \in \mathcal{S}'(\mathbb{R}^N) \) such that \((I - \Delta)^{\frac{s}{2}} f \in L^p(\mathbb{R}^N)\), and equipped with norm

\[
\|f\|_{H^{s,p}(\mathbb{R}^N)} := \|(I - \Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)}.
\]

Here \((I - \Delta)^{\frac{s}{2}}\) is the Bessel potential operator given by

\[
(I - \Delta)^{\frac{s}{2}} f = ((1 + 4\pi^2|\xi|^2)^{\frac{s}{2}} \widehat{f}(\xi))^\vee.
\]

**Remark 2.4.** There is another type of commonly-used fractional Sobolev spaces called Sobolev-Slobodeckij spaces, which is in fact the Besov \( B^{s}_{p,p} \)-spaces. We do not use the Sobolev-Slobodeckij type space in our paper.

**Definition 2.5.** A special Lipschitz domain \( \omega \) is an open set of \( \mathbb{R}^N \) with Lipschitz boundary that has the following form

\[
\omega = \{(x', x_N) \in \mathbb{R}^N : x_N > \rho(x')\}, \quad x' = (x_1, \cdots, x_{N-1}).
\]

where \( \rho : \mathbb{R}^{N-1} \to \mathbb{R} \) is Lipschitz and satisfies \( \|\nabla \rho\|_{L^\infty} < 1 \).

\(^1\)In some literature like [Tri83, Section 5.1.2], the notation is \( Z(\mathbb{R}^N) \).
A bounded Lipschitz domain $\Omega$ is a bounded open set of $\mathbb{R}^N$ such that for any $p \in b\Omega$ there is an affine linear transformation $\Phi : \mathbb{R}^N \to \mathbb{R}^N$ and a special Lipschitz domain $\omega$ such that
$$\Omega \cap \Phi(\mathbb{R}^N) = \Phi(\omega \cap \mathbb{R}^N).$$

We denote the positive cone $\mathbb{K}$ as
$$\mathbb{K} = \{(x', x_N) : x_N > |x'|\}.$$  
By the assumption $|\nabla \rho| \leq 1$, we have $\omega + \mathbb{K} \subseteq \omega$.

Remark 2.6. In many literature like [Tri06, Section 1.11], the definition for a special Lipschitz domain only requires $\rho$ to be a Lipschitz function. In other words, $\|\nabla \rho\|_{L^\infty}$ is finite but can be arbitrary large. By taking invertible a linear transformation we can make $\nabla \rho$ small in the new coordinates.

For functions and distributions defined on domains of $\mathbb{R}^N$, we have the following definition:

**Definition 2.7.** Let $\Omega \subset \mathbb{R}^N$ be an open set.

(i) Define $\mathcal{F}'(\Omega) := \{\hat{f}|_{\Omega} : \hat{f} \in \mathcal{F}'(\mathbb{R}^N)\}$.

(ii) For $s \in \mathbb{R}$ and $1 < p < \infty$, define $H^{s,p}(\Omega) := \{\hat{f}|_{\Omega} : \hat{f} \in H^{s,p}(\mathbb{R}^N)\}$ with norm
$$\|f\|_{H^{s,p}(\Omega)} := \inf_{\hat{f}|_{\Omega}=f} \|\hat{f}\|_{H^{s,p}(\mathbb{R}^N)}.$$  

(iii) For $s \in \mathbb{R}$ and $1 < p < \infty$, define $H^{s,p}_0(\Omega)$ to be the subspace of $H^{s,p}(\mathbb{R}^N)$ which is the completion of $C^\infty_0(\Omega)$ under the norm $\|\cdot\|_{H^{s,p}(\mathbb{R}^N)}$.

Remark 2.8. When $k$ is a non-negative integer we have $H^{k,p}(\mathbb{R}^N) = W^{k,p}(\mathbb{R}^N)$ with equivalent norms. If $\Omega$ is a bounded Lipschitz domain, we have $H^{k,p}(\Omega) = W^{k,p}(\Omega)$ which is intrinsically defined. (See [Tri83, Theorem 2.5.6(ii)] and [Tri06, Theorem 1.222(i)].) For non-integer $s$, there is no such simple intrinsic characterization for $H^{s,p}(\Omega)$. For $1 < p < \infty$ and $s \in \mathbb{R}$, the Sobolev space $H^{s,p}(\mathbb{R}^N)$ is the same as the Triebel-Lizorkin space $\mathcal{F}_{p2}^s(\mathbb{R}^N)$ with equivalent norm. See [Tri83, Definition 2.31/2 and Theorem 2.5.6(i)]. More specifically, we have the following result.

**Proposition 2.9** (Littlewood-Paley Theorem). Let $\lambda_0 \in \mathcal{S}(\mathbb{R}^N)$ be a Schwartz function whose Fourier transform satisfies
$$\text{supp} \hat{\lambda}_0 \subseteq \{ |\xi| < 2 \}, \quad \hat{\lambda}_0|_{\{|\xi|\leq 1\}} \equiv 1.$$  
For $j \geq 1$, let $\lambda_j$ be the Schwartz function whose Fourier transform is $\hat{\lambda}_0(2^{-j}\xi) - \hat{\lambda}_0(2^{-(j-1)}\xi)$. Then for $s \in \mathbb{R}$ and $1 < p < \infty$, there exists a $C = C_{\lambda_0,p,s} > 0$ such that
$$C^{-1}\|f\|_{H^{s,p}(\mathbb{R}^N)} \leq \left( \int_{\mathbb{R}^N} \left( \sum_{j=0}^{\infty} 2^{js}|\lambda_j \ast f(x)|^2 \right)^{\frac{p}{2}} dx \right)^{\frac{1}{2}} \leq C\|f\|_{H^{s,p}(\mathbb{R}^N)}, \quad \forall f \in \mathcal{S}'(\mathbb{R}^N),$$
provided that either term in the inequality is finite.

The Triebel-Lizorkin norm $\mathcal{F}_{p2}^s(\mathbb{R}^N)$ is given by
$$\|f\|_{\mathcal{F}_{p2}^s(\mathbb{R}^N)} := \left( \int_{\mathbb{R}^N} \left( \sum_{j=0}^{\infty} 2^{js}|\lambda_j \ast f(x)|^2 \right)^{\frac{p}{2}} dx \right)^{\frac{1}{p}},$$
where different choices of $\lambda$ satisfying the aforementioned properties give equivalent norms (see [Tri83, Section 2.3.2]). Thus (2.2) implies $H^{s,p}(\mathbb{R}^N) = \mathcal{F}_{p2}^s(\mathbb{R}^N)$.

By way of Definition 2.7, one can also define for an arbitrary open set $\Omega \subset \mathbb{R}^N$ the space $\mathcal{F}_{p2}(\Omega) = \{\hat{f}|_{\Omega} : \hat{f} \in \mathcal{F}_{p2}^s(\mathbb{R}^N)\}$ with norm $\|f\|_{\mathcal{F}_{p2}(\Omega)} := \inf_{\hat{f}|_{\Omega}=f} \|\hat{f}\|_{\mathcal{F}_{p2}^s(\mathbb{R}^N)}$ (see [Tri06, Definition 1.95(i)].
**Proposition 2.10.** Let $\Omega \subseteq \mathbb{R}^N$ be a bounded Lipschitz domain. Suppose $1 < p < \infty$ and $s \in \mathbb{R}$. Then we have the following equalities of spaces, where the norms are equivalent.

(i) $H^{s,p}(\mathbb{R}^N) = H^{-s,p'}(\mathbb{R}^N)'$, where $p' = \frac{p}{p-1}$.

(ii) For $s > \frac{1}{p} - 1$, $H^{s,p}_0(\Omega) = \{ f \in H^{s,p}(\mathbb{R}^N) : f|_{\partial \Omega} = 0 \}$. 

(iii) $H^{s,p}_0(\Omega) = H^{-s,p'}(\Omega)'$ and $H^{-s,p'}(\Omega) = H^{s,p}_0(\Omega)'$, provided that $s > \frac{1}{p} - 1$.

The proof can be done using various results in Triebel [Tri02, Tri06]. The reader can refer to [SY21b, Proposition 2.11] for details.

**Definition 2.11.** A regular dyadic resolution is a sequence $\phi = (\phi_j)_{j=0}^\infty$ of Schwartz functions, denoted by $\phi \in \mathcal{R}$, such that

- $\int \phi_0 = 1$, $\int x^\alpha \phi_0(x)dx = 0$ for all $\alpha \in \mathbb{N}^N \setminus \{0\}$.
- $\phi_j(x) = 2^{Nj} \phi_0(2^j x) - 2^{N(j-1)} \phi_0(2^{j-1} x)$, for $j \geq 1$.

A generalized dyadic resolution is a sequence $\psi = (\psi_j)_{j=0}^\infty$ of Schwartz functions, denoted by $\psi \in \mathcal{G}$, such that

- $\int x^\alpha \psi_1(x)dx = 0$ for all $\alpha \in \mathbb{N}^N$.
- $\psi_j(x) = 2^{N(j-1)} \psi_1(2^{j-1} x)$, for $j \geq 1$.

Here $\psi_0$ can be an arbitrary Schwartz function.

**Lemma 2.12.** (i) There is a $\psi \in \mathcal{S}(\mathbb{R})$ such that $\text{supp } \psi \subseteq [1, \infty)$, $\int_{\mathbb{R}} g = 1$ and $\int_{\mathbb{R}} t^k g(t) dt = 0$ for all $k \in \mathbb{Z}^+$. 

(ii) There exist $\phi \in \mathcal{R}$ and $\psi \in \mathcal{G}$ such that

- $\text{supp } \phi_j$, $\text{supp } \psi_j \subseteq -K \cap \{x_N < -2^j\}$ for all $j \geq 0$.
- $\sum_{j=0}^\infty \psi_j * \phi_j = \delta_0$ is the Dirac delta measure.

See [Ryc99, Theorem 4.1(i) and Proposition 2.1].

**Definition 2.13.** We call $(\phi, \psi)$ which satisfies Lemma 2.12 a $K$ dyadic pair.

**Proposition 2.14.** Let $\Omega$ be a bounded Lipschitz domain. Then there exists an extension operator $\mathcal{E}$ such that $\mathcal{E} : H^{s,p}(\Omega) \to H^{s,p}(\mathbb{R}^N)$ is a bounded operator for all $s \in \mathbb{R}$ and $1 < p < \infty$.

See [Ryc99, Theorem 4.1(ii)].

**Proposition 2.15.** Let $\Omega$ be a bounded Lipschitz domain. Denote $\delta(x) = \text{dist}(x, b \Omega)$. Then for any $s \geq 0$ and $1 < p < \infty$ there is a $C = C(s,p,\Omega) > 0$ such that $\|\delta^{-s} f\|_{L^p(\Omega)} \leq C \|f\|_{H^{s,p}_0(\Omega)}$.

This is a standard result. For example, the reader may refer to [SY21b, Proposition 5.6] for a proof. The strategy is to first prove the statement for integer $s$, and then use complex interpolation for non-integer $s$. We note that a similar result was proved in [Gri11, Theorem 1.4.4.4] for Sobolev-Slobodeckij space $W^{s,p} = \mathcal{A}^s_{pp}$. The proof for Proposition 2.15 when $\Omega$ is smooth can be found in [Tri01, Chapter 5.8].

### 3. The Anti-derivative Operator

In this section we construct the “anti-derivative” operators that make a distribution more regular in the Sobolev space, while preserving the vanishing condition on bounded Lipschitz domains. The proof uses an estimate for the Peetre’s maximal operators.

**Definition 3.1.** Let $M > 0$ and let $\eta = (\eta_j)_{j=0}^\infty$ be a sequence of Schwartz functions. The associated Peetre maximal operators $\mathcal{P}^{\eta,M}_{\eta}$ to $\eta$ is given by

$$\mathcal{P}^{\eta,M}_{\eta} f(x) := \sup_{y \in \mathbb{R}^N} \frac{|(\eta_j * f)(x - y)|}{(1 + 2^j |y|)^M}, \quad f \in \mathcal{S}'(\mathbb{R}^N), \quad x \in \mathbb{R}^N.$$
Proposition 3.2 (Peetre’s maximal estimate). Let $0 < p < \infty$. Let $s \in \mathbb{R}$, $M > N/\min(p, 2)$, and $\eta = (\eta_j)_{j=0}^\infty \in \mathcal{G}$. Then there is a $C = C_{p,q,s,M,N} > 0$ such that

$$
\| (2^{j}\mathcal{P}_j^\eta f) \|_{L^p(\mathbb{R})} \leq C \| f \|_{H^{s,p}(\mathbb{R}^N)}.
$$

Proof. See [Pee75] (and [Pee76] for a correction) when $\eta$ is taken to be a “homogeneous Littlewood-Paley family”. In our case we consider the “non-homogeneous case” and the results can be found in, for example [BPT96a, Theorem 5.1(i)].

Lemma 3.3 (Heideman type estimate). Let $\phi, \psi \in \mathcal{G}$ be two generalized dyadic resolutions on $\mathbb{R}^N$. Then for any $M, J > 0$ there is a $C = C_{\phi,\psi,M,J} > 0$ such that

$$
\int |\phi_j * \psi_k(x)|(1 + 2^{\max(j,k)}|x|)^J dx \leq C 2^{-M|j-k|}, \ \forall j, k \in \mathbb{N}.
$$

Proof. This is a special case of [BPT96b, Lemma 2.1].

Proposition 3.4. Let $r \in \mathbb{R}$. Fix $\phi, \psi \in \mathcal{G}$. We define the operator $T^r$ by

$$
T^r f := \sum_{j=0}^\infty 2^{jr}\psi_j * \phi_j * f, \ f \in \mathcal{F}.
$$

Then for any $s \in \mathbb{R}$, $1 \leq p < \infty$, there is a $C = C(\phi, \psi, p, r, s)$ such that

$$
\| T^r f \|_{H^{s-r,p}(\mathbb{R}^N)} \leq C \| f \|_{H^{s,p}(\mathbb{R}^N)}.
$$

Proof. Using the Littlewood-Paley characterization of Sobolev norm, we can write (3.3) as

$$
\left\| \left( 2^{j(r-r)} \lambda_j * \sum_{k=0}^\infty 2^{kr} \psi_k * \phi_k * f \right) \right\|_{L^p(\mathbb{R}^2)}^\infty \leq C \left\| \left( 2^{j} \lambda_j * f \right) \right\|_{L^p(\mathbb{R}^2)}^\infty.
$$

Fixing $j$ on the left-hand side of (3.4), we apply Lemma 3.3 to get

$$
2^{j(s-r)} 2^{kr} |\lambda_j * \psi_k * \phi_k * f(x)| \leq 2^{j(s-r)} 2^{kr} \int_{\mathbb{R}^N} |\lambda_j * \psi_k(x-y)||\phi_k * f(y)| dy
$$

$$
\leq 2^{j(s-r)} 2^{kr} \int_{\mathbb{R}^N} |\lambda_j * \psi_k(x-y)|(1 + 2^k|x-y|)^M \sup_{t \in \mathbb{R}^N} \frac{|\phi_k * f(t)|}{(1 + 2^k|x-t|)^M} dy
$$

$$
\leq 2^{j(s-r)} 2^{kr} 2^{-M(j-k)}(\mathcal{P}_k^\phi f)(x)
$$

$$
= 2^{k(s-r)} 2^{j-k} 2^{kr} 2^{-M(j-k)}(\mathcal{P}_k^\phi f)(x)
$$

$$
= 2^{k} 2^{j-k} 2^{kr} 2^{-M(j-k)}(\mathcal{P}_k^\phi f)(x) \leq 2^{-|j-k|} 2^{kr} (\mathcal{P}_k^\phi f)(x),
$$

where in the last inequality we choose $M = |s-r| + 1$. It follows that

$$
2^{j(s-r)} |\lambda_j * T^r f(x)| \leq \sum_{k=0}^\infty 2^{j(s-r)} 2^{kr} |\lambda_j * \psi_k * \phi_k * f(x)|
$$

$$
\leq \sum_{k=0}^\infty 2^{-|j-k|} 2^{kr} (\mathcal{P}_k^\phi f)(x).
$$

Applying Young’s inequality and Proposition 3.2 with $M > N$ we have

$$
\left\| \left( \sum_{k=0}^\infty 2^{-|j-k|} 2^{kr} (\mathcal{P}_k^\phi f) \right) \right\|_{L^p(\mathbb{R}^2)}^\infty \leq \left\| \left( 2^{kr} (\mathcal{P}_k^\phi f) \right) \right\|_{L^p(\mathbb{R}^2)}^\infty \leq \| f \|_{H^{s,p}(\mathbb{R}^N)}.
$$

Combining (3.5) and (3.6) we obtain (3.4).
Lemma 3.5. Suppose \( u \in \mathcal{S}_0(\mathbb{R}) \) is supported in \( \mathbb{R}^+ \) and \( \int_{\mathbb{R}} u = 0 \). Then \((2\pi i \xi)^{-1} \hat{u}(\xi)\) is the Fourier transform of the function \( v(x) := \int_{-\infty}^{x} u(s) ds = \int_{\mathbb{R}^+} u(x-s) ds \). In addition, \( v \in \mathcal{S}_0(\mathbb{R}) \) and \( v \) is also supported in \( \mathbb{R}^+ \).

Proof. By the assumption, \( \hat{u} \) has infinite order vanishing at 0 and rapid decay at \( \infty \), thus \((2\pi i \xi)^{-1} \hat{u} \in \mathcal{S}_0(\mathbb{R}^N)\).

It suffices to show that \( \hat{v}(\xi) = (2\pi i \xi)^{-1} \hat{u}(\xi) \). Indeed since \((\text{p.v.}(2\pi i \xi)^{-1})' (x) = \frac{1}{2} \text{sgn}(x)\), we have

\[
\left((2\pi i \xi)^{-1} \hat{u}(\xi)\right)'(x) = \frac{1}{2} \text{sgn} f(t)
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^+} u(t-s) ds - \frac{1}{2} \int_{\mathbb{R}^-} u(t-s) ds
\]

\[
= \int_{\mathbb{R}^+} u(t-s) ds - \frac{1}{2} \int_{\mathbb{R}} u(t-s) ds
\]

\[
= \int_{\mathbb{R}^+} u(t-s) ds = v(t),
\]

where we use the fact that \( \int_{\mathbb{R}} u(t-s) ds = \int_{\mathbb{R}} u(s) ds = 0 \) for all \( x \in \mathbb{R} \). Finally since \( \text{supp} u \subseteq [\varepsilon_0, \infty) \) for some \( \varepsilon_0 > 0 \). Therefore \( v(t) = \int_{\mathbb{R}^+} u(t-s) ds = 0 \) when \( t < \varepsilon_0 \), in particular \( \text{supp} v \subseteq \mathbb{R}^+ \).

For \( u, v \) given in Lemma 3.5, we shall use the notation: \( v = D^{-1}t u \).

Proposition 3.6. Let \( K \subseteq \mathbb{R}^N \) be an open convex cone centered at 0, and suppose \( f \in \mathcal{S}_0(\mathbb{R}^N) \) is supported in \( K \). Then there exist \( \sigma_1, \ldots, \sigma_N \in \mathcal{S}_0(\mathbb{R}^N) \) which satisfy the following:

(i) For each \( l = 1, \ldots, N \), \( \text{supp} \sigma_l \) is supported in \( K \).

(ii) \( f = \sum_{l=1}^{N} D_{x_l} \sigma_l \).

Proof. By passing to an invertible linear transformation and taking suitable linear combinations, we can assume that \( K \supseteq (0, \infty)^N \). Thus by convexity we have \( K + [0, \infty)^N \subseteq K \).

By taking Fourier transform, it suffices to find \( \sigma = (\sigma_1, \ldots, \sigma_N) \) such that

\[
\hat{f}(\xi) = \sum_{l=1}^{N} (2\pi i \xi_l) \hat{\sigma}_l(\xi).
\]

Let \( g(t) \) be the function as in Lemma 2.12, namely that \( g \in \mathcal{S}(\mathbb{R}) \), \( \text{supp} g \subseteq [1, \infty) \), \( \int g = 1 \) and \( \int \hat{g}(k) g(t) = 0 \) for all \( k \in \mathbb{Z}^+ \). Define

\[
g_j(t) := 2^j g(2^j t) - 2^{j-1} g(2^{j-1} t), \quad j \in \mathbb{Z},
\]

so that \( g_j \) are Schwartz functions supported in \( \mathbb{R}^+ \). By the moment condition on \( g \), we have \( g_j \in \mathcal{S}_0(\mathbb{R}) \). It follows from Lemma 3.5 that \( D^{-1}_t g_j \in \mathcal{S}_0(\mathbb{R}) \) and \( \text{supp} D^{-1}_t g_j \subseteq \mathbb{R}^+ \).

For \( l = 1, \ldots, N \) and \( j \in \mathbb{Z} \), we define \( \lambda_{l,j} \in \mathcal{S}(\mathbb{R}^N) \) by

\[
\lambda_{l,j}(x) := \left( \prod_{1 \leq i \leq l-1} 2^j g(2^j x_i) \right) \left( D^{-1}_t g_j(x_l) \right) \left( \prod_{l+1 \leq i \leq N} 2^{j-1} g(2^{j-1} x_i) \right).
\]

The corresponding Fourier transform satisfies

\[
\hat{\lambda}_{l,j}(\xi) = \left( \prod_{1 \leq i \leq l-1} \hat{g}(2^{-j} \xi_i) \right) \left[ \frac{\hat{g}(2^{-j} \xi_l) - \hat{g}(2^{1-j} \xi_l)}{2\pi i \xi_l} \right] \left( \prod_{l+1 \leq i \leq N} \hat{g}(2^{1-j} \xi_i) \right).
\]
By the support conditions for \( g \) and \( D_l^{-1} g_j \), we have \( \text{supp} \lambda_{l,j} \subset [2^{-j}, \infty)^N \) for all \( 1 \leq l \leq N \) and \( j \in \mathbb{Z} \). Also, we have the scaling relation:

\[
(3.10) \quad \hat{\lambda}_{l,j}(\xi) = 2^{-j}\hat{\lambda}_{l,0}(2^{-j}\xi), \quad \lambda_{l,j}(x) = 2^{-j}2^{jN}\lambda_{l,0}(2^{j}x).
\]

We now define formally

\[
(3.11) \quad \sigma_l(x) := \sum_{j \in \mathbb{Z}} \lambda_{l,j} \ast f(x), \quad 1 \leq j \leq N,
\]

and accordingly

\[
(3.12) \quad \hat{\sigma}_l(\xi) = \sum_{j \in \mathbb{Z}} \hat{\lambda}_{l,j}(\xi) \hat{f}(\xi), \quad 1 \leq l \leq N.
\]

Since \( \text{supp} \lambda_{l,j} \subset [0, \infty)^N \), we have \( \text{supp} \sigma_l \subset \bigcup_{j \in \mathbb{Z}} \text{supp} \lambda_{l,j} + K \subset K \). This proves (i).

To show that \( \sigma_l \in \mathcal{S}_0(\mathbb{R}^N) \), it suffices to show that the sum

\[
\sum_{j \in \mathbb{Z}} \hat{\lambda}_{l,j}(\xi) \hat{f}(\xi), \quad 1 \leq l \leq N
\]

converges in \( \mathcal{S}(\mathbb{R}^N) \) and has infinite order vanishing at \( \xi = 0 \). To this end, we show that for any \( M \in \mathbb{Z} \) and \( \alpha, \beta \in \mathbb{N}^N \), the following series converges to a bounded function uniformly for \( \xi \in \mathbb{R}^N \):

\[
(3.13) \quad |\xi|^M \sum_{j \geq 0} \left| \partial^\alpha \hat{\lambda}_{l,j}(\xi) \right| \left| \partial^\beta \hat{f}(\xi) \right|, \quad 1 \leq l \leq N.
\]

We separate the sum into \( \sum_{j > 0} \) and \( \sum_{j \leq 0} \). By (3.10) we have

\[
(3.14) \quad \partial^\alpha \hat{\lambda}_{l,j}(\xi) = 2^{-(1+|\alpha|)j} \partial^\alpha \hat{\lambda}_{l,0}(2^{-j}\xi).
\]

Since \( \hat{f} \) has rapid decay as \( \xi \to \infty \) and is flat at \( \xi = 0 \), we have \( \sup_{\xi \in \mathbb{R}^N} |\xi|^M |\partial^\beta \hat{f}(\xi)| < \infty \). Thus

\[
\sum_{j=1}^{\infty} |\xi|^M \left| \partial^\alpha \hat{\lambda}_{l,j}(\xi) \right| \left| \partial^\beta \hat{f}(\xi) \right| \leq \left\| \partial^\alpha \hat{\lambda}_{l,0} \right\|_{C^0} \left\| \right| |\xi|^M \partial^\beta \hat{f} \right\|_{C^0} \sum_{j=1}^{\infty} 2^{-(1+|\alpha|)j} < \infty.
\]

On the other hand, by (3.14) and the fact that \( \sup_{\xi \in \mathbb{R}^N} |\xi|^{\alpha + 2} |\partial^\alpha \hat{\lambda}_{l,0}(\xi)| = C_0 < \infty \) we have

\[
|\partial^\alpha \hat{\lambda}_{l,j}(\xi)| = 2^{-(1+|\alpha|)j} |\partial^\alpha \hat{\lambda}_{l,0}(2^{-j}\xi)| \leq C_0 2^{-(1+|\alpha|)j} 2^{-j|\xi|^{2-|\alpha|-2}} \leq C_0 2^j |\xi|^{-|\alpha|-2}.
\]

Setting \( \sup_{\xi \in \mathbb{R}^N} |\xi|^M - |\alpha|-2 |\partial^\beta \hat{f}(\xi)| = C_1 \), we get

\[
\sum_{j=-\infty}^{0} |\xi|^M |\partial^\alpha \hat{\lambda}_{l,j}(\xi)\partial^\beta \hat{f}(\xi)| \leq C_0 C_1 \sum_{j=-\infty}^{0} 2^j < \infty.
\]

Thus (3.13) converges uniformly for all \( M \), and multi-index \( \alpha \) and \( \beta \), and we conclude that \( \sum_{j \in \mathbb{Z}} \lambda_{l,j} \ast f \in \mathcal{S}_0(\mathbb{R}^N) \) for \( l = 1, \ldots, N \).

Finally we prove (ii). It suffices to show that for \( \xi \in \mathbb{R}^N \)

\[
(3.15) \quad \hat{f}(\xi) = \sum_{l=1}^{N} \sum_{j \in \mathbb{Z}} (2\pi i \xi_l) \hat{\lambda}_{l,j}(\xi) \hat{f}(\xi).
\]
Indeed, using (3.8) we have for \( \xi \neq 0 \),
\[
\sum_{l=1}^{N} \sum_{j \in \mathbb{Z}} (2\pi i \xi_l) \widehat{\lambda}_{l,j} = \sum_{l \in \mathbb{Z}} \sum_{j=1}^{N} \widehat{g}(2^{-j} \xi_1) \cdots \widehat{g}(2^{-j} \xi_{l-1}) (\widehat{g}(2^{-j} \xi_l) - \widehat{g}(2^{-j} \xi_1)) \widehat{g}(2^{1-j} \xi_{l+1}) \cdots \widehat{g}(2^{1-j} \xi_N)
\]

\[
= \lim_{J \to \infty} \sum_{j=-J}^{J} \widehat{g}(2^{-j} \xi_1) \cdots \widehat{g}(2^{-j} \xi_N) - \widehat{g}(2^{1-j} \xi_1) \cdots \widehat{g}(2^{1-j} \xi_N)
\]

\[
= \lim_{J \to \infty} \sum_{j=-J}^{J} \widehat{g}(2^{-j} \xi_1) \cdots \widehat{g}(2^{-j} \xi_N) - \widehat{g}(2^{J} \xi_1) \cdots \widehat{g}(2^{J} \xi_N) = 1,
\]

where we used the fact \( \widehat{g}(0) = 1 \) and \( \lim_{\xi \to \pm \infty} \widehat{g}(\xi) = 0 \). This proves (3.15) and (ii). \( \square \)

By induction on the order of derivatives, we easily obtain the following.

**Proposition 3.7.** Let \( K \subset \mathbb{R}^N \) be a cone centered at 0 and let \( g \in \mathcal{S}_{0}(\mathbb{R}^N) \) be supported in \( K \). Then for each \( m \in \mathbb{Z}^+ \) there exists \( \{ \mu_{\beta} \}_{|\beta|=m} \in \mathcal{S}_{0}(\mathbb{R}^N) \) such that

(i) \( \text{supp} \mu_{\beta} \subset K \).

(ii) \( g = \sum_{|\beta|=m} D^\beta \mu_{\beta} \).

By combining Proposition 3.7 with Proposition 3.4 we have the following:

**Proposition 3.8.** For each \( m \in \mathbb{Z}^+ \), there exist convolution operators \( \mathcal{F}_{0} \) and \( \mathcal{F}_{\beta} \) with \( |\beta| = m \), such that

(i) \( \mathcal{F}_{0} : H^{s,p}(\mathbb{R}^N) \to H^{s+m,p}(\mathbb{R}^N) \), and \( \mathcal{F}_{\beta} : H^{s,p}(\mathbb{R}^N) \to H^{s+m,p}(\mathbb{R}^N) \) for each \( \beta \neq 0 \).

(ii) For any \( f \in \mathcal{S}'(\mathbb{R}^N) \), \( f = \mathcal{F}_{0} f + \sum_{|\beta|=m} D^\beta \mathcal{F}_{\beta} f \).

(iii) Let \( \omega \) be a special Lipschitz domain and suppose \( f \in \mathcal{S}'(\mathbb{R}^N) \) satisfies \( f|_\omega \equiv 0 \). Then \( \mathcal{F}_{\beta} f|_\omega \equiv 0 \) for all \( \beta \).

**Proof.** Let \((\phi, \psi)\) be a \( \mathbb{K} \)-dyadic pair. Since \( \psi_1 \in \mathcal{S}_{0}(\mathbb{R}^N) \) is supported \(-\mathbb{K}\), in view of Proposition 3.7 with \( g = \psi_1 \), there exist \( \mu_{\beta} \in \mathcal{S}_{0}(\mathbb{R}^N) \) supported in \(-\mathbb{K}\) such that

\[
\psi_1 = \sum_{|\beta|=m} D^\beta \mu_{\beta}.
\]

Define
\[
\eta_0^\beta := 0, \quad \eta_j^\beta(x) := 2^{N(j-1)} \mu_{\beta}(2^{j-1}x), \quad j \geq 1.
\]

In particular, we have \( \eta_j^\beta(x) = \mu_{\beta}(x) \) and \( \eta_j^\beta(x) = 2^{N(j-1)} \eta_1^\beta(2^{j-1}x) \). Hence \( \eta^\beta \in \mathfrak{G} \), and \( \eta_j^\beta \subset -\mathbb{K} \). Setting \( g := \psi_1 \) in Proposition 3.7, we can write for \( j \geq 1 \),
\[
\psi_j(x) = 2^{N(j-1)} \psi_1(2^{j-1}x) = \sum_{|\beta|=m} 2^{N(j-1)} (D^\beta \mu_{\beta})(2^{j-1}x) = \sum_{|\beta|=m} 2^{m(1-j)} D^\beta \eta_j^\beta(x).
\]
Therefore
\[ f = \sum_{j=0}^{\infty} \psi_j \ast \phi_j \ast f \]
\[ = \psi_0 \ast \phi_0 \ast f + \sum_{|\beta|=m} D^\beta \sum_{j=1}^{\infty} 2^{m(j-1)} \eta_j^\beta \ast \phi_j \ast f \]
\[ =: F_0 f + \sum_{|\beta|=m} D^\beta (F_\beta f) , \]
where we set
\[ (3.17) \]
\[ F_0 f := \psi_0 \ast \phi_0 \ast f, \quad F_\beta f := \sum_{j=1}^{\infty} 2^{m(j-1)} \eta_j^\beta \ast \phi_j \ast f, \quad |\beta| = m. \]

Clearly \( F_0 : H^{s,p}(\mathbb{R}^N) \to H^{s+l,p}(\mathbb{R}^N) \) for any \( l \in \mathbb{Z}^+ \), (since \( \psi_0, \phi_0 \in \mathcal{S}(\mathbb{R}^N) \)), in particular for \( l = m \). By Proposition 3.4, \( F_\beta : H^{s,p}(\mathbb{R}^N) \to H^{s+m,p}(\mathbb{R}^N) \). Finally if \( \text{supp} f \subseteq \omega^c \), then \( \text{supp}(\eta_j \ast \phi_j \ast f) \subseteq \text{supp} \eta_j + \text{supp} \phi_j + \text{supp} f = -K - K + \omega^c \subseteq \omega^c \), for each \( j \geq 0 \). By (3.17) we have \( \text{supp} F_\beta f \subseteq \omega^c \).

We are ready to prove the main result of the section, namely constructing anti-derivative operators on bounded Lipschitz domains. This is done by using partition of unity and Proposition 3.8.

We now introduce the following notation for partition of unity:

**Notation 3.9.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain, and let \( \mathcal{U} \) be a bounded open set containing \( \Omega \). We shall use the following construction, which can be obtained by standard partition of unity argument:

- \( (U_\nu)_{\nu=1}^{M} \) are finitely many bounded open sets on \( \mathbb{R}^N \).
- \( (\Phi_\nu : \mathbb{R}^N \to \mathbb{R}^N)_{\nu=1}^{M} \) are invertible affine linear transforms.
- \( (\chi_\nu)_{\nu=1}^{M} \) as \( C^\infty \)-functions on \( \mathbb{R}^N \), \( 0 \leq \chi_\nu \leq 1 \).
- \( (\omega_\nu)_{\nu=1}^{M} \) as special Lipschitz domains on \( \mathbb{R}^N \). That is \( \omega_\nu = \{ x_N > \rho_\nu(x') \} \) for some \( 1 \leq \nu \leq M \), \( \| \nabla \rho_\nu \|_{L^\infty} < 1 \).

They have the following properties:

- \( b\Omega \subset \bigcup_{\nu=1}^{M} U_\nu \subset \subset \mathcal{U} \).
- \( \chi_0 \in C^\infty_c(\Omega), \chi_\nu \in C^\infty_c(U_\nu) \) for \( 1 \leq \nu \leq M \), and \( \chi_0 + \sum_{\nu=1}^{M} \chi_\nu^2 = 1 \) in a neighborhood of \( \Omega \).
- For each \( 1 \leq \nu \leq M \), \( U_\nu = \Phi_\nu(\mathbb{R}^N) \) and \( U_\nu \cap \Omega = U_\nu \cap \Phi_\nu(\omega_\nu) \).

**Proposition 3.10.** Let \( \Omega \) be a bounded Lipschitz domain. For any \( m \in \mathbb{Z}^+ \), there exist operators \( S^{m,\gamma}_\Omega : \mathscr{S}'(\mathbb{R}^N) \to \mathscr{S}'(\mathbb{R}^N) \), with \( |\gamma| \leq m \) such that

(i) \( S^{m,\gamma}_\Omega \) is bounded on \( H^{s,p}(\mathbb{R}^N) \) for all \( 1 < p < \infty \) and \( s \in \mathbb{R} \).

(ii) \( f = \sum_{|\gamma| \leq m} D^\gamma S^{m,\gamma}_\Omega f, \forall f \in \mathscr{S}'(\mathbb{R}^N) \).

(iii) If \( f \in \mathscr{S}'(\mathbb{R}^N) \) satisfies \( f|_{\Omega} = 0 \), then \( S^{m,\gamma}_\Omega f|_{\Omega} = 0 \) for all \( \gamma \).

**Proof.** We adopt the Notation 3.9. Define \( \chi_\infty := 1 - \chi_0 - \sum_{\nu=1}^{M} \chi_\nu^2 \). Let \( \mu_\infty \in C^\infty_c(\mathbb{R}^N) \) be such that

- \( 1 - \mu_\infty \in C^\infty_c(\mathbb{R}^N), \supp \mu_\infty \subseteq \mathbb{R}^N \setminus \Omega, \text{ and } \mu_\infty \chi_\infty \equiv \chi_\infty \).
For $f \in \mathcal{F}'(\mathbb{R}^N)$, we have

$$f = \chi_0 f + \chi_\infty f + \sum_{\nu=1}^M \chi_\nu^2 f$$

$$= \chi_0 f + \mu_\infty \chi_\infty f + \sum_{\nu=1}^M \chi_\nu \left((\chi_\nu f) \circ \Phi_\nu \circ \Phi_\nu^{-1}\right).$$

By Proposition 3.8, there exist operators $\mathcal{F}_\beta : H^{s,p}(\mathbb{R}^N) \to H^{s+m,p}(\mathbb{R}^N)$ as well, $\mathcal{F}_\beta : H^{s,p}(\mathbb{R}^N) \to H^{s+m,p}(\mathbb{R}^N), |\beta| = m$ (formula (3.17)) such that

$$f = \mathcal{F}_0(\chi_0 f) + \mu_\infty \cdot \mathcal{F}_0(\chi_\infty f) + \sum_{\nu=1}^M \chi_\nu \cdot \left(\mathcal{F}_0 [(\chi_\nu f) \circ \Phi_\nu] \circ \Phi_\nu^{-1}\right)$$

$$+ \sum_{|\beta|=m} \left(D^\beta \mathcal{F}_\beta(\chi_0 f) + \mu_\infty \cdot D^\beta \mathcal{F}_\beta(\chi_\infty f) + \sum_{\nu=1}^M \chi_\nu \cdot \left(D^\beta \mathcal{F}_\beta [(\chi_\nu f) \circ \Phi_\nu] \circ \Phi_\nu^{-1}\right)\right).$$

Set $\bar{\mathcal{F}}_\beta,\nu(f) := \mathcal{F}_\beta [(\chi_\nu f) \circ \Phi_\nu] \circ \Phi_\nu^{-1}$, so then $\mathcal{F}_\beta [(\chi_\nu f) \circ \Phi_\nu] = (\bar{\mathcal{F}}_\beta,\nu f) \circ \Phi_\nu$. Since $\Phi_\nu$ are linear,

$$D^\beta \mathcal{F}_\beta [(\chi_\nu f) \circ \Phi_\nu] = \sum_{|\tau|=m} c_{\nu,\beta,\tau} [D^\tau(\bar{\mathcal{F}}_\beta,\nu f)] \circ \Phi_\nu, \quad |\beta| = m$$

for some constants $c_{\nu,\beta,\tau}$. Using (3.20) and the Leibnitz rule we get

$$\sum_{|\beta|=m} \sum_{\nu=1}^M \chi_\nu \cdot \left(D^\beta \mathcal{F}_\beta [(\chi_\nu f) \circ \Phi_\nu] \circ \Phi_\nu^{-1}\right)$$

$$= \sum_{\nu=1}^M \sum_{|\beta|,|\tau|=m} c_{\nu,\beta,\tau} \chi_\nu \cdot D^\tau \bar{\mathcal{F}}_\beta,\nu(f)$$

$$= \sum_{|\gamma|\leq m} D^\gamma \left(\sum_{\nu=1}^M \sum_{|\beta|=m} h_{\nu,\beta,\gamma} \cdot \bar{\mathcal{F}}_\beta,\nu(f)\right),$$

where $h_{\nu,\beta,\gamma}$ are linear combinations of $c_{\nu,\beta,\tau} \chi_\nu$ and their derivatives up to order $m$. In particular $h_{\nu,\beta,\gamma}$ are $C^\infty$ functions supported in $U_\nu$. Substituting into (3.19) we obtain

$$f = \sum_{|\gamma|\leq m} D^\gamma S^m_{\Omega,\gamma} f,$$

where we define

$$S^{m,0}_{\Omega} f := \mathcal{F}_0(\chi_0 f) + \mu_\infty \cdot \mathcal{F}_0(\chi_\infty f) + \sum_{\nu=1}^M \chi_\nu \cdot \left(\mathcal{F}_0 [(\chi_\nu f) \circ \Phi_\nu] \circ \Phi_\nu^{-1}\right) + \sum_{\nu=1}^M \sum_{|\beta|=m} h_{\nu,\beta,0} \cdot \bar{\mathcal{F}}_\beta,\nu(f)$$

$$S^{m,\gamma}_{\Omega} f := \sum_{\nu=1}^M \sum_{|\beta|=m} h_{\nu,\beta,\gamma} \cdot \bar{\mathcal{F}}_\beta,\nu(f), \quad 1 \leq |\gamma| < m,$$

$$S^{m,\gamma}_{\Omega} f := \mathcal{F}_\gamma(\chi_0 f) + \mu_\infty \cdot \mathcal{F}_\gamma(\chi_\infty f) + \sum_{\nu=1}^M \sum_{|\beta|=m} h_{\nu,\beta,\gamma} \cdot \bar{\mathcal{F}}_\beta,\nu(f), \quad |\gamma| = m.$$

The boundedness of $S_m : H^{s,p}(\mathbb{R}^N) \to H^{s+m,p}(\mathbb{R}^N)$ follows from that of $\mathcal{F}_0$ and $\mathcal{F}_\beta$. Suppose now that $f|_\Omega \equiv 0$; then $\chi_0 f \equiv 0$ in $\mathbb{R}^N$, and $(\chi_\nu f) \circ \Phi_\nu \equiv 0$ in $\omega_\nu$ for each $1 \leq \nu \leq M$. By
Proposition 3.8 (iii), \(F_0[(\chi_\nu f) \circ \Phi_\nu], F_\beta[(\chi_\nu f) \circ \Phi_\nu] \equiv 0\) in \(\omega_\nu\) for all \(|\beta| = m\). It follows that
\[
F_0(\chi_0 f) := \psi_0 \ast \phi_0 \ast (\chi_0 f) \equiv 0, \text{ in } \mathbb{R}^N; \quad \mu_\infty \cdot F_0(\chi_\infty f), \mu_\infty \cdot F_\beta(\chi_\infty f) \equiv 0, \text{ in } \Omega;
\]
\[
\chi_\nu \cdot (F_0[(\chi_\nu f) \circ \Phi_\nu] \circ \Phi^{-1}_\nu) \equiv 0, \quad h_{\nu,\beta,0} \cdot \tilde{F}_{\beta,\nu}(f), h_{\nu,\beta,\gamma} \cdot \tilde{F}_{\beta,\nu}(f) \equiv 0, \text{ in } \Omega.
\]
We conclude that \((S_{m,\gamma} f)|_\Omega \equiv 0\) with \(|\gamma| \leq m\). \(\square\)

4. Sobolev Estimates of Homotopy Operators

In this section we prove Theorems 1.1 and 1.2. First we apply our anti-derivative operators from the last section to the commutator.

Lemma 4.1. Let \(\Omega \subset \mathbb{C}^n\) be a bounded Lipschitz domain, and let \(E = E_\Omega\) be the extension operator given by Proposition 2.14. Then for any \(l \in \mathbb{Z}^+\), there exists a collection of operators \((S^{l,\gamma}_\Omega)|_{|\gamma| \leq l}\), such that for any \(s \in \mathbb{R}\) and \(1 < p < \infty\),
\[
(i) S^{l,\gamma}_\Omega: H^{s,p}_{(0,q)+1}(\Omega) \to H^{s+l,p}_{(0,q)+1}(\mathbb{C}^n)\text{ are bounded linear operators for } 1 \leq q \leq n.
\]
\[
(ii) \text{ For every } \varphi \in H^{s,p}_{(0,q)}(\Omega), \text{ we have } S^{l,\gamma}_\Omega[\overline{\partial}, E] \varphi|_\Omega \equiv 0, \text{ and }
\]
\[
|\overline{\partial}, E| \varphi = \sum_{|\gamma| \leq l} D^\gamma S^{l,\gamma}_\Omega[\overline{\partial}, E] \varphi \text{ in } \mathbb{C}^n.
\]

Here \(D^\gamma\) acts on \(S^{l,\gamma}_\Omega[\overline{\partial}, E] \varphi\) component-wise.

Proof. Since the coordinate components of \(\overline{\partial}, E| \varphi\) are the linear combinations of the coordinate components of \([D_1, E]| \varphi, \ldots, [D_{2n}, E]| \varphi\), where \(D_i = \frac{\partial}{\partial x_i}\), the results follow immediately by applying Theorem 3.10. \(\square\)

Our homotopy operator is given by
\[
H_q \varphi(z) := \int_{\mathcal{U}} K^0_{0,q-1}(z, \cdot) \wedge E \varphi + (-1)^{|\gamma|} \sum_{|\gamma| \leq l} \int_{\mathcal{U} \setminus \overline{\mathcal{U}}} D^\gamma (K^0_{0,q-1}(z, \cdot)) \wedge S^{l,\gamma}_\Omega[\overline{\partial}, E] \varphi,
\]
Here \(E\) and \(S^{l,\gamma}_\Omega\) are operators given in Lemma 4.1, and we multiply \(E\) and \(S^{l,\gamma}_\Omega\) by a suitable smooth cut-off function so that \(\text{supp}(E \varphi), \text{supp}(S^{l,\gamma}_\Omega[\overline{\partial}, E] \varphi) \subset \mathcal{U}\). The kernels \(K^0\) and \(K^{01}\) are given below by formulae (4.11) and (4.12). The operators \(E, D^\gamma\) and \(S^{l,\gamma}\) are applied to each component of \(\varphi\), \(K^{01}_{0,q-1}\) and \([\overline{\partial}, E] \varphi\) respectively, and the integrals are interpreted as the sum of the integrals over all component functions.

We need to interpret formula (4.2) when the coefficients of \(\varphi\) are tempered distributions in the class \(H^{s,p}\) where \(s\) is negative. As it turns out, the first integral can be written as a linear combination of the convolutions with kernel \(\frac{1}{|z|^m}\), and therefore makes sense for any tempered distribution. For the second integral, in view of Proposition 4.9, we have \(S^{l,\gamma}_\Omega[\overline{\partial}, E] \varphi \in H^{s,p}(\mathcal{U})\) for positive \(s\) if \(l\) is sufficiently large, in particular \(S^{l,\gamma}_\Omega[\overline{\partial}, E] \varphi \in L^1_{\text{loc}}\). Since \(K^{01}\) is smooth for fixed \(z \in \Omega\), the integrand defines a function in \(L^1_{\text{loc}}(\mathcal{U} \setminus \Omega)\) for \(z \in \Omega\).

When the boundary is \(C^{k+2}\), we can take \(l\) to be any integer greater or equal to \(k+1\). Later we will show the \(H_q \varphi\) does not depend on the choice of \(l \geq k+1\) (see the remark after Corollary 4.3).

The main result of the section is the following:

Theorem 4.2. Let \(\Omega \subset \mathbb{C}^n\) be a bounded strictly pseudoconvex domain with \(C^{k+2}\) boundary, for \(k \geq 1\). Let \(1 \leq q \leq n\) and let \(H_q\) be defined by (4.2), where \(l\) is any positive integer greater or equal to \(k+1\). Then for any \(s > \frac{1}{p} - k\) and \(1 < p < \infty\), \(H_q\) defines a bounded linear operator
\[
H_q: H_{(0,q)}(\Omega) \to H_{(0,q-1)}^{s+\frac{2}{p}}(\Omega).
\]
Theorem 4.2 allows us to prove a homotopy formula under much weaker regularity assumption and Theorem 1.1 follows as a result.

**Corollary 4.3 (Homotopy formula).** Under the assumptions of Theorem 4.2, suppose \( \varphi \in H^{s,p}_{0,q} (\Omega) \) satisfies \( \overline{\partial} \varphi \in H^{s,p}_{0,q+1} (\Omega) \), for \( 1 \leq q \leq n \) and \( s > \frac{1}{p} - k \). Then the following homotopy formula holds in the sense of distributions:

\[
(4.3) \quad \varphi = \overline{\partial} H_q \varphi + H_{q+1} \overline{\partial} \varphi.
\]

In particular for \( \varphi \) in \( \Omega \) with \( H^{s,p}_{0,q} (\Omega) \) which is \( \overline{\partial} \)-closed, we have \( \overline{\partial} H_q \varphi = \varphi \) and \( H_q \varphi \in H^{s+\frac{1}{p},p}_{0,q-1} (\Omega) \).

**Proof.** For simplicity we will write \( S^{l,\gamma} \) instead of \( S^{l,\gamma}_{\Omega} \). First we show that \( (4.3) \) is valid for \( \varphi \in C^\infty (\Omega) \). Indeed, when \( \varphi \in C^\infty \), by Lemma 4.1 (i) \( S^{l,\gamma} (\overline{\partial}, \mathcal{E}) \varphi \in C^\infty (\mathcal{U}) \). By Lemma 4.1 (ii), \( S^{l,\gamma} (\overline{\partial}, \mathcal{E}) \varphi \mid_{\Omega} = 0 \) which implies \( S^{l,\gamma} (\overline{\partial}, \mathcal{E}) \varphi \mid_{\Omega} = 0 \) by continuity. Applying integration by parts on the domain \( \mathcal{U} \setminus \Omega \) we get for \( z \in \Omega \),

\[
H_q \varphi (z) := \int_{\mathcal{U}} K^0_{0,q-1} (z, \cdot) \wedge \mathcal{E} \varphi + (-1)^{|\gamma|} \sum_{|\gamma| \leq l} \int_{\mathcal{U} \setminus \Omega} D^\gamma (K^0_{0,q-1} (z, \cdot)) \wedge S^{l,\gamma} (\overline{\partial}, \mathcal{E}) \varphi
\]

\[
= \int_{\mathcal{U}} K^0_{0,q-1} (z, \cdot) \wedge \mathcal{E} \varphi + \sum_{|\gamma| \leq l} \int_{\mathcal{U} \setminus \Omega} D^\gamma S^{l,\gamma} (\overline{\partial}, \mathcal{E}) \varphi
\]

By [Gon19, Proposition 2.1], \( \varphi = \overline{\partial} H_q \varphi + H_{q+1} (\overline{\partial} \varphi) \). For general \( \varphi \in H^{s,p}_{0,q} (\Omega) \) such that \( \overline{\partial} \varphi \in H^{s+\frac{1}{p},p}_{0,q+1} (\Omega) \), we use approximation. In view of Proposition A.3, we can find a sequence \( \varphi_\varepsilon \in C^\infty (\Omega) \) such that

\[
\varphi_\varepsilon \xrightarrow{\varepsilon \to 0} \varphi \quad \text{in} \quad H^{s,p}(\Omega),
\]

\[
\overline{\partial} \varphi_\varepsilon \xrightarrow{\varepsilon \to 0} \overline{\partial} \varphi \quad \text{in} \quad H^{s,p}(\Omega).
\]

By Theorem 4.2 we have for any \( s > -k + \frac{1}{p} \),

\[
\| \overline{\partial} H_q (\varphi_\varepsilon - \varphi) \|_{H^{s,\frac{1}{p},p}(\Omega)} \leq \| H_q (\varphi_\varepsilon - \varphi) \|_{H^{s+\frac{1}{p},p}(\Omega)}
\]

\[
\leq \| \varphi_\varepsilon - \varphi \|_{H^{s,p}(\Omega)},
\]

and also

\[
\| H_{q+1} (\varphi_\varepsilon - \varphi) \|_{H^{s,\frac{1}{p},p}(\Omega)} \leq \| \overline{\partial} (\varphi_\varepsilon - \varphi) \|_{H^{s,p}(\Omega)}.
\]

Letting \( \varepsilon \to 0 \) we get \( (4.3) \). \( \Box \)

**Remark 4.4.** In the expression for \( H_q \) (see (4.10)), we use \( l \) to denote the number of anti-derivatives. In view of Theorem 4.2, we can show that \( H^1_q \) actually does not depend on \( l \), for \( l \geq k + 1 \). This is seen as follows. Denote

\[
T^1_q \varphi := \sum_{|\gamma| \leq l} (-1)^{|\gamma|} \int_{\mathcal{U} \setminus \Omega} D^\gamma K^0_{0,q-1} (z, \cdot) \wedge S^{l,\gamma} (\overline{\partial}, \mathcal{E}) \varphi
\]

By the proof of Corollary 4.3, we have \( T^1_q \varphi = T^{l_2}_q \varphi \) for \( \varphi \in C^\infty (\Omega) \) for any \( l_1, l_2 \), and is equal to

\[
T^1 \varphi (z) = \int_{\mathcal{U} \setminus \Omega} K^0_{0,q-1} (z, \cdot) \wedge [\overline{\partial}, \mathcal{E}] \varphi, \quad \varphi \in C^\infty (\Omega).
\]
For general \( \varphi \in H^{s,p}(\Omega) \), \( s > \frac{1}{p} - k \), we can take \( \varphi_\varepsilon \in C^\infty(\overline{\Omega}) \) such that \( \|\varphi_\varepsilon - \varphi\|_{H^{s,p}(\Omega)} \to 0 \). By Theorem 4.2, for any \( l \geq k + 1 \) and \( s > \frac{1}{p} - k \), \( T_q^l \) defines a bounded linear operator from \( H^{s,p}(\Omega) \to H^{s+\frac{1}{p}l,p}(\Omega) \). Thus we have

\[
T^l_q \varphi = \lim_{\varepsilon \to 0} T^l_q \varphi_\varepsilon,
\]

where the limit is taken with respect to the norm \( H^{s+\frac{1}{p}l,p}(\Omega) \). Hence \( T^l_q \varphi = T^l_q \varphi \) for all \( \varphi \in H^{s,p}(\Omega) \), \( s > \frac{1}{p} - k \) and any \( l_1, l_2 \geq k + 1 \).

Accordingly, we can define \( \mathcal{H}^l_q \) on \( H^{s,p}(\Omega) \) with \( s > \frac{1}{p} - k \), by setting

\[
\mathcal{H}^l_q \varphi := T^l_q \varphi, \quad \varphi \in H^{s,p}(\Omega),
\]

where \( l \) is any positive integer greater or equal to \( k + 1 \).

For the remainder of the section we will prove Theorem 4.2. We adopt the following notation.

\[
\Omega_\varepsilon = \{z \in \mathbb{C}^n : \text{dist}(z, \Omega) < \varepsilon\}, \quad \Omega_{-\varepsilon} = \{z \in \mathbb{C} : \text{dist}(z, b\Omega) > \varepsilon\}.
\]

When the boundary is only finitely smooth, we need the following regularized Henkin-Ramirez function constructed by Gong [Gon19].

**Lemma 4.5.** Let \( \Omega \) be a bounded domain in \( \mathbb{C}^n \) with \( C^{k+2} \) boundary. Let \( \rho_0 \) be a \( C^{k+2} \) defining function of \( \Omega \). That is, there exists a neighborhood \( \mathcal{U} \) of \( \mathbb{C}^n \) such that \( \Omega = \{z \in \mathcal{U} : \rho_0 < 0\} \) and \( \nabla \rho_0 \neq 0 \) on \( b\Omega \). Let \( \tilde{\rho}_0 \) be the Whitney extension of \( \rho_0 \) from \( \Omega \). Then \( \tilde{\rho}_0 \in C^{k+2}(\mathbb{C}^n) \cap C^\infty(\mathbb{C}^n \setminus \overline{\Omega}) \) with \( \tilde{\rho}_0 = \rho_0 \) in \( \Omega \), and for \( 0 < \delta(x) := \text{dist}(x, \Omega) < 1 \), we have

\[
(4.4) \quad |D_x^i \tilde{\rho}_0(x)| \leq C_i \|\rho_0\|_{C^{k+2}}(1 + \delta(x)^{k+2-i}),
\]

for \( i \in \mathbb{N} \).

**Proof.** See [Gon19, Lemma 3.7].

We call \( \tilde{\rho}_0 \) the regularized defining function with respect to \( \rho_0 \).

**Proposition 4.6** (Regularized Henkin-Ramirez function). Let \( \Omega \subset \mathbb{C}^n \) be strictly pseudoconvex with \( C^{k+2} \) boundary, with \( k \geq 0 \). Let \( \rho_1 = e^{L_0 \rho_0 - 1} \), where \( L_0 \) is sufficiently large so that \( \rho_1 \) is strictly plurisubharmonic in a neighborhood \( \omega \) of \( \partial \Omega \). Let \( \rho \) be the regularized defining function with respect to \( \rho_1 \). Then there exist \( \delta_0 > 0 \), \( \varepsilon > 0 \) and function \( W \) (called regularized Leray map) in \( \Omega_\varepsilon \times (\Omega_\varepsilon \setminus \Omega_{-\varepsilon}) \) satisfying the following.

(i) \( W : \Omega_\varepsilon \times (\Omega_\varepsilon \setminus \Omega_{-\varepsilon}) \to \mathbb{C}^n \) is a \( C^{k+1} \) mapping, \( W(z, \zeta) \) is holomorphic in \( z \in \Omega_\varepsilon \), and \( \Phi(z, \zeta) = W(z, \zeta) \cdot (\zeta - z) \neq 0 \) for \( \rho(z) < \rho(\zeta) \).

(ii) If \( |\zeta - z| < \delta_0 \), and \( \zeta \in \Omega_\varepsilon \setminus \Omega_{-\varepsilon} \), then \( \Phi(z, \zeta) = F(z, \zeta)P(z, \zeta) \), \( P(z, \zeta) \neq 0 \) and

\[
F(z, \zeta) = -\sum_{j=1}^{n} \frac{\partial \rho}{\partial \zeta_j}(z_j - \zeta_j) + \sum_{j,k=1}^{n} a_{jk}(\zeta)(z_j - \zeta_j)(z_k - \zeta_k),
\]

\[
ReF(z, \zeta) \geq \rho(\zeta) - \rho(z) + |\zeta - z|^2/C,
\]

with \( P, F \in C^{k+1}(\Omega_\varepsilon \times (\Omega_\varepsilon \setminus \Omega_{-\varepsilon})) \) and \( a_{jk} \in C^\infty(\mathbb{C}^n) \).

(iii) For each \( z \in \Omega_\varepsilon \), \( \zeta \in \Omega_\varepsilon \setminus \overline{\Omega}, 0 \leq i, j \leq \infty \), the following holds:

\[
(4.5) \quad |D_x^i D_\zeta^j W(z, \zeta)| \leq C_{i,j}(\Omega, \|\rho_0\|_{C^{k+2}}, \delta_0)(1 + \delta(\zeta)^{k+1-j}).
\]

**Proof.** See [Gon19, Proposition 5.1] for the case \( k = 0 \). The general case follows by similar construction and we omit the details. 

\[\square\]
When the boundary is $C^\infty$, we have an analogous version of Proposition 4.6. In this case the usual Henkin-Ramirez function $W$ suffices. Namely, $W$ satisfies above properties (i) and (ii), and estimate (4.5) is replaced by

\begin{equation}
|D_i^j D_\zeta^j W(z, \zeta)| \leq C_{ij}, \quad 0 \leq i, j < \infty.
\end{equation}

We call $\Phi(z, \zeta)$ a holomorphic support function. Near every $\zeta^* \in b\Omega$, one can find a neighborhood $V$ of $\zeta^*$ such that for all $z \in V$, there exists a coordinate map $\phi_z : V \to \mathbb{C}^n$ given by $\phi_z : \zeta \in V \to (s_1, s_2, t_3, \ldots, t_{2n})$, where $s_1 = \rho(\zeta)$ (thus $s_1(\zeta) \approx \delta(\zeta)$ for $\zeta \in V \setminus \Omega$). Moreover for $z \in V \cap \Omega, \zeta \in V \setminus \overline{\Omega}$, $\Phi = W(z, \zeta) \cdot (\zeta - z)$ satisfies

\begin{equation}
|\Phi(z, \zeta)| \geq c |z - \zeta|^2,
\end{equation}

for some constant $c$ depending on the domain. This is a consequence of Proposition 4.6 (ii). The reader can also refer to [Gon19] for details.

From now on, we shall fix an open set $\mathcal{U} = \mathcal{U}_\Omega$ such that $\Omega \subset \subset \mathcal{U} \subset \subset \Omega$, and we will use our extension operator $\mathcal{E}$ given in Proposition 2.14 with $\text{supp} \mathcal{E} \varphi \subset \mathcal{U}$ for all $\varphi$. Our homotopy operator $\mathcal{H}_q$ has the form

\begin{equation}
\mathcal{H}_q \varphi = \mathcal{H}^0_q \varphi + \mathcal{H}^1_q \varphi,
\end{equation}

where

\begin{equation}
\mathcal{H}^0_q \varphi(z) := \int_{\mathcal{U}} K^0_{0,q-1}(z, \cdot) \wedge \mathcal{E} \varphi, \quad \mathcal{H}^1_q \varphi(z) := \sum_{|\gamma| \leq l} (-1)^{|\gamma|} \int_{\mathcal{U}\setminus \overline{\mathcal{U}}} D^\gamma (K^0_{0,q}(z, \cdot)) \wedge \mathcal{E} \varphi,
\end{equation}

Here $l$ can be chosen to be any integer greater or equal to $k + 1$ (see Proposition 4.9). The kernels $K^0$ and $K^1$ are given by

\begin{equation}
K^0(z, \zeta) = \frac{1}{(2\pi i)^n} \frac{\overline{\zeta - \overline{z}}}{|\zeta - z|^2} \wedge \left( \overline{\partial_{\zeta, z}} \frac{\overline{\zeta - \overline{z}}}{|\zeta - z|^2} \right)^{n-1}, \quad \overline{\partial_{\zeta, z}} = \overline{\partial_{\zeta}} + \overline{\partial_{z}};
\end{equation}

\begin{equation}
K^1(z, \zeta) = \frac{1}{(2\pi i)^n} \frac{\overline{\zeta - \overline{z}}}{|\zeta - z|^2} \wedge \frac{\langle W(z, \zeta), d\zeta \rangle}{W(z, \zeta), \zeta - z} \wedge \sum_{i+j=n-2} \left[ \frac{\langle d\zeta - d\overline{z}, d\zeta \rangle}{|\zeta - z|^2} \right]^i \wedge \left[ \overline{\partial_{\zeta, z}} \frac{\langle W(z, \zeta), d\zeta \rangle}{W(z, \zeta), \zeta - z} \right]^j.
\end{equation}

We set $K^1_{0,-1} = 0$ and $K^1_{0,1} = 0$.

**Proposition 4.7.** Let $s \in \mathbb{R}$ and $1 < p < \infty$. Suppose $\varphi \in H^{s,p}_{(0,q)}(\Omega)$. Then $\mathcal{H}^0_q \varphi \in H^{s+1,p}_{(0,q-1)}(\mathbb{C}^n)$. More precisely, there exists a constant $C = C(\Omega, s, p)$ such that

\begin{equation}
\|\mathcal{H}^0_q \varphi\|_{H^{s+1,p}(\mathbb{C}^n)} \leq C \|\varphi\|_{H^{s,p}(\Omega)}.
\end{equation}

**Proof.** The proof for positive integer $s$ can be found in [Shi21, Proposition 3.2]. We now prove the case $s \leq -1$. The rest is done by interpolation.

$\mathcal{H}^0_q \varphi$ can be written as a linear combination of

\begin{equation}
\int_{\mathcal{U}} \frac{\zeta^i - z^i}{|\zeta - z|^{2n}} f(\zeta) \, dV(\zeta) = \partial_{z_i} N \ast f(z),
\end{equation}
where $f$ is a coefficient function of $\mathcal{E}\varphi$ and $\mathcal{N}(x) := c_n \frac{1}{|x|^{2n-2}}$ is the Newtonian potential. In particular $f$ has compact support in $\mathcal{U}$. Let $g \in H_{0}^{-s-1,p'}(\mathcal{U})$, where $-s - 1 \geq 0$ ($s \leq 1$) and $\frac{1}{p} + \frac{1}{p'} = 1$. Then

$$\langle D\mathcal{N} * f, g \rangle = - \langle f, D\mathcal{N} * g \rangle.$$ 

Now $D\mathcal{N} * g$ is in $H_{\text{loc}}^{-s,p'}(\mathbb{C}^n)$ by the result for positive index. Since $f \in H_{0}^{s,p}(\mathcal{U})$ has compact support, we have

$$| \langle f, D\mathcal{N} * g \rangle | \leq \| f \|_{L^{p}(\mathcal{U})} \| D\mathcal{N} * g \|_{L^{p'}(\mathcal{U})} \leq \| f \|_{L^{p}(\mathcal{U})} \| g \|_{L^{p'}(\mathcal{U})}.$$ 

Hence $| \langle D\mathcal{N} * f, g \rangle | \leq \| f \|_{L^{p}(\mathcal{U})} \| g \|_{L^{p'}(\mathcal{U})}$. Since $H_{s}^{s+1,p}(\mathcal{U}) = \left( H_{0}^{-s-1,p'}(\mathcal{U}) \right)'$ (see Proposition 2.10 (iii)), we see that $D\mathcal{N} * f \in H_{s}^{s+1,p}(\mathcal{U})$ and (4.13) holds. \hfill \Box

In order to estimate $\mathcal{H}_{q}$, we need the following lemma.

**Lemma 4.8.** Let $\beta \geq 0$, $\alpha > -1$, $\alpha < \beta - \frac{1}{2}$, and let $0 < \delta < \frac{1}{2}$. Define $\delta(z) := \text{dist}(z, \partial\Omega)$. Then for any $z, \zeta \in \mathcal{U}$:

$$\int_{\mathcal{U} \cap \Omega} \frac{\delta(z)^{\alpha} dV(z)}{|\Phi(z, \zeta)|^{2+\beta}|\zeta - z|^{2n-3}} \leq C \delta(z)^{\alpha - \beta + \frac{1}{2}}; \quad \int_{\Omega} \frac{\delta(z)^{\alpha} dV(z)}{|\Phi(z, \zeta)|^{2+\beta}|\zeta - z|^{2n-3}} \leq C \delta(z)^{\alpha - \beta + \frac{1}{2}},$$

where the constants depends only on $\alpha, \beta, \Omega$ and $\mathcal{U}$.

**Proof.** By the remark after Proposition 4.6, near each $\zeta_0 \in \partial\Omega$ there exists a neighborhood $\mathcal{V}_{\zeta_0}$ of $\zeta_0$ and a coordinate system $\zeta \mapsto (s = (s_1, s_2), t) \in \mathbb{R}^{2} \times \mathbb{R}^{2n-2}$ such that

$$|\Phi(z, \zeta)| \gtrsim \delta(z) + |s_1| + |s_2| + |t|^{2}, \quad |\zeta - z| \gtrsim |(s_1, s_2, t)|.$$ 

for $z \in \mathcal{V}_{\zeta_0} \cap \Omega$ and $\zeta \in \mathcal{V}_{\zeta_0} \setminus \Omega$, with $|s_1(z)| \approx \delta(z)$. By switching the roles of $z$ and $\zeta$, we can also find a coordinate system $z \mapsto (\tilde{s} = (\tilde{s}_1, \tilde{s}_2), \tilde{t}) \in \mathbb{R}^{2} \times \mathbb{R}^{2n-2}$ such that

$$|\Phi(z, \zeta)| \gtrsim \delta(z) + |\tilde{s}_1| + |\tilde{s}_2| + |\tilde{t}|^{2}, \quad |\zeta - z| \gtrsim |(\tilde{s}_1, \tilde{s}_2, \tilde{t})|,$$

for $z \in \mathcal{V}_{\zeta_0} \cap \Omega$ and $\zeta \in \mathcal{V}_{\zeta_0} \setminus \Omega$, with $|\tilde{s}_1(z)| \approx \delta(z)$. By partition of unity in both $z$ and $\zeta$ variables and (4.14), we have up to a constant depending only $\Omega$,

$$\int_{\mathcal{U} \cap \Omega} \frac{\delta(z)^{\alpha} dV(z)}{|\Phi(z, \zeta)|^{2+\beta}|\zeta - z|^{2n-3}} \lesssim \int_{0}^{1} \int_{0}^{1} \int_{0}^{1} \frac{s_1 t^{2n-3} ds_1 ds_2 dt}{(\delta(z) + s_1 + s_2 + t)^{2+\beta}(\delta(z) + s_1 + s_2 + t)^{2n-3}}.$$

By [SY21b, Lemma 6.5], the integral is bounded by a constant multiple of $\delta(z)^{\alpha - \beta + \frac{1}{2}}$, which proves the first inequality. The second inequality follows by the same way. \hfill \Box

**Proposition 4.9.** Let $k$ be a positive integer and let $\Omega \subset \mathbb{C}^n$ be a bounded strictly pseudoconvex domain with $C^{k+2}$ boundary. For $q \geq 1$, let $\mathcal{H}_{q}^{i} \varphi$ be given by (4.2), where we choose $l$ to be any positive number greater or equal to $k+1$. Let $s > -k + \frac{1}{p}$ and $1 < p < \infty$. Then for any non-negative integer $m > s + k + \frac{1}{2}$, there exists a constant $C = C(\Omega, k, m, s, p)$ such that for all $\varphi \in H_{(0,q)}^{s,p}(\Omega)$,

$$\|\delta^{m-s-k}D^{k} \mathcal{H}_{q}^{i} \varphi\|_{L^{p}(\Omega)} \leq C \|\varphi\|_{H^{s,p}(\Omega)}.$$ 

**Proof.** We estimate the integral

$$\int_{\Omega} \delta(z)^{m-s-k} \left| \sum_{|\gamma| \leq l} \int_{\mathcal{U} \cap \Omega} D_{z}^{\gamma} K(z, \cdot) \wedge S_{l}^{\gamma} (\vec{\mathcal{E}}[\varphi]) \right|^{p} dV(z).$$

The idea is to choose $l$ large enough so that $S_{l}^{\gamma} (\vec{\mathcal{E}}[\varphi])$ lies in some positive index space. Let $f$ be a coefficient function of $\vec{\mathcal{E}}[\varphi]$ so that $f \in H^{s-1,p}(\mathcal{U} \setminus \overline{\Omega})$. By $S_{l}^{\gamma} f$ we mean each component of $S_{l}^{\gamma} (\vec{\mathcal{E}}[\varphi])$. In the computation below we shall fix a multi-index $\gamma$ and write $S_{l}^{\gamma}$ without causing
ambiguity. By Lemma 4.1, \( S^l f \in H^{s+l-1,p}(U \setminus \Omega) \). Since \( l \geq k+1 \), and \( s > \frac{1}{2} - k \), we have \( l > -s+1 \), or \( s + l - 1 > 0 \). Since \( f \equiv 0 \) in \( \Omega \), by Proposition 2.10 (ii) we have \( S^l f \in H^0_{0+l-1,p}(U \setminus \Omega) \).

We now estimate the inner integral in (4.16) which we shall denote by \( Kf \). In view of (4.12), we can write \( D^m_\zeta D^l_\zeta K \) as a linear combination of

\[
\int_{U \setminus \Omega} S^l f(\zeta) \frac{P_{\mu_0,\mu_1}(\zeta,z)}{\Phi(z_1,\zeta)|\zeta - z|^{2n-3}} dV(\zeta), \quad \sum_{j=0}^3 \mu_j \leq m + l, \quad 1 \leq i \leq n - 1,
\]

where \( P_{\mu_0,\mu_1} \) takes the form

\[
\prod_{i=1}^n (\zeta_i - z_i)^{\theta_i}(\zeta_i - z_i)^{\theta_i}(D^s_{\zeta_1}D^{s+1}_{\zeta_1}W) \cdots (D^s_{\zeta_l}D^{s+1}_{\zeta_l}W)(D_{\zeta_1}W);
\]

(4.17)

\[
\sum_{i=1}^M \sigma_i \leq \mu_0 \leq m, \quad \sum_{j=1}^L \nu_j \leq \mu_1 \leq l, \quad \theta_i, \theta_i' \leq m + l,
\]

and \( D_{\zeta}W \) denotes a product of first derivatives of \( W \) in \( z \) and \( \zeta \). Since \( |\zeta - z|^2 \lesssim |\Phi(z,\zeta)| \lesssim |\zeta - z| \), it suffices to consider the case when \( \mu_3 = 0 \) and \( i = n - 1 \), namely,

\[
\int_{U \setminus \Omega} S^l f(\zeta) \frac{P_{\mu_0,\mu_1}(\zeta,z)}{\Phi(z_1,\zeta)|\zeta - z|^{2n-3}} dV(\zeta), \quad \mu_0 + \mu_1 + \mu_2 \leq m + l.
\]

(4.18)

By (4.5), we have \( |D^s_{\zeta}D^{s+1}_{\zeta}W(z,\zeta)| \lesssim 1 + \delta(\zeta)^{k-j} \), for \( \zeta \in U \setminus \Omega \) and \( k \geq 1 \). We make the following observation: if we have already taken \( k < l \) \( \zeta \) derivatives on \( W \), then the integral becomes worse if we distribute one more \( \zeta \) derivative to \( W \) rather than \( \Phi \). On the other hand if we take less than \( k \) \( \zeta \)-derivatives on \( W \), then the integral becomes worse if we move all the \( \zeta \) derivatives to \( \Phi \) instead. Therefore we only have to estimate (4.18) for \( (\mu_0 = \mu_1 = 0, \mu_2 = m + l) \) and for \( (\mu_0 = 0, \mu_1 = l, \mu_2 = m) \), which we denote by \( K_0 \) and \( K_1 \):

\[
K_0 f(z) := \int_{U \setminus \Omega} S^l f(\zeta) \frac{P_{0,0}(\zeta,z)}{\Phi(z_1,\zeta)|\zeta - z|^{2n-3}} dV(\zeta),
\]

\[
K_1 f(z) := \int_{U \setminus \Omega} S^l f(\zeta) \frac{P_{0,1}(\zeta,z)}{\Phi(z_1,\zeta)|\zeta - z|^{2n-3}} dV(\zeta).
\]

We will show that for any \( s \in \mathbb{R} \),

\[
\int_{\Omega} \delta(z)^{(m-s-\frac{1}{2})p} |K_0 f(z)|^p dV(z) \leq \|S^l f\|_{H^s_{-\frac{1}{2}}(C^m)}^p,
\]

(4.19)

if \( m \) and \( l \) are chosen to be sufficiently large, and also for any \( s > -k + \frac{1}{p} \),

\[
\int_{\Omega} \delta(z)^{(m-s-k-\frac{1}{2})p} |K_1 f(z)|^p dV(z) \leq \|S^l f\|_{H^s_{-\frac{1}{2}}(C^m)}^p,
\]

(4.20)

if \( m \) is sufficiently large. To simplify the notation we shall denote the kernel of \( K_0 \) and \( K_1 \) by \( B_0 \) and \( B_1 \) respectively. By (4.5) and (4.17), we see that \( |P_{0,0}(\zeta,z)| \lesssim 1 \) and \( |P_{0,1}(\zeta,z)| \lesssim \delta(\zeta)^{k-l} \), for \( k < l \) and \( \delta(\zeta) < 1 \) (which is true for \( \zeta \in U \setminus \Omega \)). Thus \( B_0 \) and \( B_1 \) satisfy

\[
|B_0(z,\zeta)| \lesssim \frac{1}{|\Phi(z,\zeta)|^{m+l}|\zeta - z|^{2n-3}};
\]

(4.21)

\[
|B_1(z,\zeta)| \lesssim \frac{\delta(\zeta)^{k-l}}{|\Phi(z,\zeta)|^{m+1}|\zeta - z|^{2n-3}}.
\]

(4.22)

Case 1: Estimate of the \( K_0 \) Integral.
First we estimate (4.16) where the inner integral is $K_0$. Let $\eta$ be some number to be specified; we have

$$|K_0 f(z)| \leq \int_{|z|\leq 1} |B_0(z, \zeta)|^{\frac{3}{2}} |S^1 f(\zeta)| \frac{\delta(\zeta)}{|z|^{m+1}} |S^1 f(\zeta)| \, dV(\zeta)$$

$$= \int_{|z|\leq 1} \delta(\zeta)^{-\eta} |B_0(z, \zeta)|^{\frac{1}{2}} |\delta(\zeta)^{\eta} B_0(z, \zeta)|^{\frac{3}{2}} |S^1 f(\zeta)| \, dV(\zeta).$$

Applying Hölder’s inequality we get

$$|K_0 f(z)|^p \leq \left[ \int_{|z|\leq 1} \delta(\zeta)^{-\eta p} |B_0(z, \zeta)| |\delta(\zeta)^{\eta} B_0(z, \zeta)|^{\frac{3}{2}} |S^1 f(\zeta)| \, dV(\zeta) \right]^\frac{3}{2} \left[ \int_{|z|\leq 1} \delta(\zeta)^{\eta} |B_0(z, \zeta)| \, dV(\zeta) \right]^\frac{1}{2}.$$ 

By (4.21) and Lemma 4.8,

$$\int_{|z|\leq 1} \delta(\zeta)^{\eta} |B_0(z, \zeta)| \, dV(\zeta) \leq \int_{\Omega} \delta(\zeta)^{\eta} |dV(\zeta)| \leq \delta(z)^{\eta} \frac{|\Phi(z, \zeta)|^{m+t-1}}{|z^{m+1+1} (\zeta - z)|^{2n+3}} \eta$$

$$\leq \delta(z)^{\eta} = \delta(z)^{\eta (m+t-1) + \frac{3}{2}} = \delta(z)^{\eta (m+t+\frac{3}{2})},$$

where we applied Lemma 4.8 using $\alpha = \eta$, $\beta = m+l-1$ and by choosing

$$-1 < \eta < \beta - \frac{1}{2} = m+l-\frac{3}{2}.$$

Here the constant in the estimate depends only on the domain $\Omega$ and the defining function $\rho$, and in particular is independent of $\zeta$. Using (4.23) and (4.24) and applying Fubini’s theorem gives

$$\int_{\Omega} \delta(z)^{\eta} |K_0 f(z)|^p \, dV(z) \leq \int_{\Omega} \delta(z)^{\tau} \left( \int_{|z|\leq 1} \delta(\zeta)^{\eta} |B_0(z, \zeta)| |\delta(\zeta)^{\eta} B_0(z, \zeta)|^{\frac{3}{2}} |S^1 f(\zeta)| \, dV(\zeta) \right) \, dV(z)$$

$$\leq \int_{|z|\leq 1} \delta(z)^{\eta} \left( \int_{\Omega} \delta(z)^{\eta} |B_0(z, \zeta)| \, dV(\zeta) \right) |S^1 f(\zeta)|^p \, dV(z),$$

where

$$\tau = p \left(m - s - \frac{1}{2} + \left(\eta - m - l + \frac{3}{2}\right) - \frac{3}{2} + \left(\eta - m - l + \frac{3}{2}\right) + \left(\eta - m - l + \frac{3}{2}\right) \right).$$

By estimate (4.21), the inner integral satisfies

$$\int_{\Omega} \delta(z)^{\eta} |B_0(z, \zeta)| \, dV(z) \leq \int_{\Omega} \delta(z)^{\eta} |B_0(z, \zeta)| \, dV(z).$$

To estimate this integral we apply Lemma 4.8 with $\alpha = \tau$ and $\beta = m+l-1$, and we need

$$-1 < \tau < \beta - \frac{1}{2} = m+l-\frac{3}{2};$$

thus in view of (4.27), $\eta$ needs to satisfy

$$\frac{1}{p-1} \left[ (s+l-1)p - m - l + \frac{1}{2} \right] < \eta < \frac{1}{p-1} \left( s+l-1 \right).$$

where the first inequality follows from $\tau > -1$ and the second inequality follows from $\tau < m+l-\frac{3}{2}$. Now, in view of (4.25) and (4.29), we need to choose

$$\max \left\{ -1, \frac{1}{p-1} \left[ (s+l-1)p - m - l + \frac{1}{2} \right] \right\} < \eta < \min \left\{ m + l - \frac{3}{2}, \frac{1}{p-1} (s+l-1)p \right\}.$$
Now with $\eta$ chosen in the range (4.30), we can apply Lemma 4.8 to the integral (4.28) to get

$$\int_\Omega \delta(z)^\tau |B_0(z, \zeta)| \, dV(z) \lesssim \delta(\zeta)^{\tau - (m+l-1)+\frac{1}{2}} = \delta(\zeta)^{-sp+\eta(p-1)+(1-l)p},$$

where the constant is independent of $\zeta$. Substituting the estimate into (4.26) we obtain

$$\begin{align*}
\int_\Omega \delta(z)^{(m-s-j-\frac{1}{2})p} |K_0 f(z)|^p \, dV(z) &\lesssim \int_{U \setminus \Omega} \delta(\zeta)^{(1-p)\eta} \delta(\zeta)^{-sp+\eta(p-1)+(1-l)p} |S^l f(\zeta)|^p \, dV(\zeta) \\
&\lesssim \int_{U \setminus \Omega} \delta(\zeta)^{-(s+1-l)p} |S^l f(\zeta)|^p \, dV(\zeta) \\
&\lesssim \|S^l f\|_{H^{s+1+l, p(C^n)}}^p,
\end{align*}$$

where in the last step we used Proposition 2.15 and $s - 1 + l \geq 0$.

Note that in view of (4.31), we can choose $l$ and $m$ arbitrarily large so that the above estimate holds for any $s \in \mathbb{R}$.

**Case 2: Estimate of $K_1$ integral.**

Next we prove estimate (4.20). We shall show that

$$\int_\Omega \delta(z)^{(m-s-j-\frac{1}{2})p} |K_1 f(z)|^p \, dV(z) \leq \|S^l f\|_{H^{s+1+l, p(C^n)}}^p$$

holds for any $j$ with $j \leq k$ and $s > -j + \frac{3}{p}$. By setting $j = k$ we get (4.20). By the same computation as in (4.23) we see that

$$|K_1 f(z)|^p \leq \left[ \int_{U \setminus \Omega} \delta(\zeta)^{-sp+\eta} |B_1(z, \zeta)||S^l f(\zeta)|^p \, dV(\zeta) \right] \left[ \int_{U \setminus \Omega} \delta(\zeta)^{\eta} |B_1(z, \zeta)| \, dV(\zeta) \right]^{\frac{p}{2}}.$$

where $\eta$ is to be chosen. Using (4.22) we have

$$\int_{U \setminus \Omega} \delta(\zeta)^{\eta} |B_1(z, \zeta)| \, dV(\zeta) \leq \int_{U \setminus \Omega} \frac{\delta(\zeta)^{\eta+k-l}}{\Phi(z, \zeta)^{m+1}|\zeta-z|^{2n-3}} \, dV(\zeta).$$

We now apply Lemma 4.8 with $\alpha = \eta + k - l$ and $\beta = m - 1$ to get

$$\int_{U \setminus \Omega} \delta(\zeta)^{\eta} |B_1(z, \zeta)| \, dV(\zeta) \lesssim \delta(z)^{\eta+k-l-(m-1)+\frac{1}{2}} = \delta(z)^{\eta+k-l-m+\frac{1}{2}}.$$

Here we need to choose $-1 < \eta + k - l < \beta - \frac{1}{2} = m - \frac{3}{2}$ or

$$l - k - 1 < \eta < l - k + m - \frac{3}{2}.$$

Applying Fubini’s theorem and using (4.32) and (4.33), we have

$$\int_\Omega \delta(z)^{(m-s-j-\frac{1}{2})p} |K_1 f(z)|^p \, dV(z) \lesssim \int_\Omega \delta(z)^{\kappa} \left( \int_{U \setminus \Omega} \delta(\zeta)^{(1-p)\eta} |B_1(z, \zeta)||S^l f(\zeta)|^p \, dV(\zeta) \right) \, dV(z)$$

$$\quad = \int_{U \setminus \Omega} \delta(\zeta)^{(1-p)\eta} \left[ \int_\Omega \delta(z)^{\kappa} |B_1(z, \zeta)| \, dV(z) \right] |S^l f(\zeta)|^p \, dV(\zeta),$$

where

$$\kappa = \left( m - s - j - \frac{1}{2} \right) p + \frac{p}{p'} \left( \eta + k - l - m + \frac{3}{2} \right)$$

$$= (-s - l + 1)p + \eta(p-1) + l - k + p(k-j) + m - \frac{3}{2}.$$
By estimate (4.22), we have
\begin{equation}
\int_{\Omega} \delta(z)^\kappa |B_1(z, \zeta)| \, dV(z) = \delta(\zeta)^{k-l} \int_{\Omega} \frac{\delta(z)^\kappa}{\Phi(z, \zeta)^{m+1}|\zeta - z|^{2n-3}} \, dV(z).
\end{equation}
To estimate this integral we apply Lemma 4.8 with \( \alpha = \kappa \) and \( \beta = m - 1 \), which requires \(-1 < \kappa < \beta - \frac{1}{2} = m - \frac{3}{2} \). In view of (4.36), \( \eta \) needs to satisfy
\begin{equation}
p'(s + l - 1 + j - k) + \frac{1}{p-1}(k - l - m + \frac{1}{2}) < \eta < p'(s + l - 1 + j - k) + \frac{k - l}{p-1}.
\end{equation}
Now for the existence of \( \eta \) satisfying both (4.34) and (4.38), \( s \) needs to satisfy
\begin{equation}
-s + \frac{1}{p} < s < -j + \frac{1}{p} + m - \frac{1}{2}.
\end{equation}
In particular for any \( s > -j + \frac{1}{p} \), we can choose \( m \) large enough so that (4.39) holds. With \( \eta \) chosen to be in the range (4.34) and (4.38), we can then apply Lemma 4.8 to integral (4.37) to get
\begin{equation}
\int_{\Omega} \frac{\delta(z)^\kappa}{\Phi(z, \zeta)^{m+1}|\zeta - z|^{2n-3}} \, dV(z) \lesssim \delta(\zeta)^{\kappa-(m-1)+\frac{1}{2}} = \delta(\zeta)^{(-s-l+1)p+\eta(p-1)+l-k+p(k-j)},
\end{equation}
where the constant is independent of \( \zeta \). Therefore from (4.37) we get
\begin{equation}
\int_{\Omega} \delta(z)^\kappa |B_1(z, \zeta)| \, dV(z) \lesssim \delta(\zeta)^{(-s-l+1)p+\eta(p-1)+p(k-j)}.
\end{equation}
Now by using (4.35) and (4.40) we get
\begin{equation}
\int_{\Omega} \delta(z)^{(m-s-j-\frac{1}{2})p}|\mathcal{K}_1 f(z)|^p \, dV(z) \lesssim \int_{\Omega} \delta(\zeta)^{(1-p)\eta+(-s-l+1)p+\eta(p-1)+p(k-j)} |\mathcal{S}^l f(\zeta)|^p \, dV(\zeta)
\lesssim \int_{\Omega} \delta(\zeta)^{(-s-l+1)p+p(k-j)} |\mathcal{S}^l f(\zeta)|^p \, dV(\zeta)
\lesssim \|\mathcal{S}^l f\|_{H^{s+1+l,p}(\mathbb{C}^n)},
\end{equation}
where in the last inequality we use \( k \geq j \) and Proposition 2.15 with \( s - 1 + l \geq 0 \). This proves (4.20) and concludes the proof.

Next we extend the weighted estimate of Proposition 4.9 to all lower-order derivatives.

**Proposition 4.10.** Keeping the assumptions of Proposition 4.9, one has the following
\( \|\delta(z)^{m-s-j-\frac{1}{2}}D^j \mathcal{H}_q^1 \mathcal{F}\|_{L^p(\Omega)} \leq C(\Omega, p) \|\mathcal{F}\|_{H^{s+1+l,p}(\Omega)}, \quad 0 \leq r \leq m. \)

**Proof.** Following the proof of Proposition 4.9, it is sufficient to show that for any \( s \in \mathbb{R} \),
\begin{equation}
\int_{\Omega} \delta(z)^{(m-s-j-\frac{1}{2})p}|\mathcal{K}_0 f(z)|^p \, dV(z) \lesssim \|\mathcal{S}^l f\|_{H^{s+1+l,p}(\mathbb{C}^n)}^p, \quad f = \mathcal{F}\mathcal{F},
\end{equation}
if \( m \) and \( l \) are chosen to be sufficiently large. And also for any \( s > -k + \frac{1}{p} \),
\begin{equation}
\int_{\Omega} \delta(z)^{(m-s-k-\frac{1}{2})p}|\mathcal{K}_1 f(z)|^p \, dV(z) \leq \|\mathcal{S}^l f\|_{H^{s+1+l,p}(\mathbb{C}^n)},
\end{equation}
if \( m \) is sufficiently large. Here
\begin{align}
\mathcal{K}_0 f(z) :&= \int_{\Omega \setminus \overline{\Omega}} \mathcal{S}^l f(\zeta) \frac{P_{0,0}(\zeta, z)}{\Phi^{r+1}(\zeta, \zeta)^{m+1}|\zeta - z|^{2n-3}} \, dV(\zeta), \quad 1 \leq r \leq m; \\
\mathcal{K}_1 f(z) :&= \int_{\Omega \setminus \overline{\Omega}} \mathcal{S}^l f(\zeta) \frac{P_{0,1}(\zeta, z)}{\Phi^{r+1}(\zeta, \zeta)^{m+1}|\zeta - z|^{2n-3}} \, dV(\zeta), \quad 1 \leq r \leq m,
\end{align}
with \( P_{0,0}, P_{0,l} \) given by formula (4.17). Now \( \mathcal{K}_0 f \) and \( \mathcal{K}_l f \) are both \( C^\infty \) for \( z \) in the interior of \( \Omega \). By a partition of unity we can assume that \( z \in V \cap \Omega \) and \( \zeta \in \mathcal{V} \setminus \bar{\Omega} \), where \( \mathcal{V} \) is the neighborhood in the remark right after Proposition 4.6. Since \( |\Phi(z, \zeta)| \leq C|z - \zeta| \), we can assume that \( |\Phi(z, \zeta)| < 1 \) for any \( z, \zeta \in \mathcal{V} \). Therefore for any \( r \leq m \),

\[
(4.45) \quad |\mathcal{K}_0 f| \leq \int_{\mathcal{V} \setminus \bar{\Omega}} \frac{|S^l f(\zeta)| |P_{0,0}(\zeta, z)|}{|\Phi_{p,l+1}(z, \zeta)||z - \zeta|^{2n-3}} dV(z) \leq \int_{\mathcal{V} \setminus \bar{\Omega}} \frac{|S^l f(\zeta)||P_{0,0}(\zeta, z)|}{|\Phi_{p,l+1}(z, \zeta)||z - \zeta|^{2n-3}} dV(z)
\]

and

\[
(4.46) \quad |\mathcal{K}_l f| \leq \int_{\mathcal{V} \setminus \bar{\Omega}} \frac{|S^l f(\zeta)| |P_{0,l}(\zeta, z)|}{|\Phi_{p,l+1}(z, \zeta)||z - \zeta|^{2n-3}} dV(z) \leq \int_{\mathcal{V} \setminus \bar{\Omega}} \frac{|S^l f(\zeta)||P_{0,l}(\zeta, z)|}{|\Phi_{p,l+1}(z, \zeta)||z - \zeta|^{2n-3}} dV(z).
\]

Inequalities (4.41) and (4.42) then follow by the proof of Proposition 4.9, if \( s > -k + \frac{1}{p} \), and \( m, l \) are sufficiently large.

We can now prove Theorem 4.2 using Proposition 4.10 and Proposition A.2.

**Proof of Theorem 4.2.** We have for any \( s > -k + \frac{1}{p} \) and \( m \in \mathbb{Z}^+ \) sufficiently large,

\[
(4.47) \quad \| \mathcal{H}_q \varphi \|_{H^{s+\frac{1}{p}}(\Omega)} \lesssim \sum_{|\gamma| \leq m} \| S^{m-s-\frac{1}{2}} D^\gamma \mathcal{H}_q \varphi \|_{L^p(\Omega)} \lesssim \| \varphi \|_{H^{s,p}(\Omega)}.
\]

Together with Proposition 4.7 for the operator \( \mathcal{H}_q^0 \), we have proved Theorem 4.2. \( \square \)

We now state and prove the version of Theorem 4.2 for \( C^\infty \) boundary. The homotopy operator in this case still takes the form (4.9)-(4.10), but now for the kernel \( K_0^l \) given in (4.12) we use the classical Henkin-Ramirez function \( W \) (see the remark after Proposition 4.6), and also in the formula for \( \mathcal{H}_q^l \) (see (4.10)) we take \( l \geq -s + 1 \). By Remark 4.4, the definition of \( \mathcal{H}_q \) does not depend the choice of \( l \).

**Theorem 4.11.** Let \( \Omega \subset \mathbb{C}^n \) be a bounded strictly pseudoconvex domain with \( C^\infty \) boundary. Let \( 1 \leq q \leq n \) and let \( \mathcal{H}_q \) be defined by (4.9)-(4.12), where \( l \) is any positive integer greater or equal to \( -s + 1 \). Then for any \( s \in \mathbb{R} \) and \( 1 < p < \infty \), \( \mathcal{H}_q \) defines a bounded linear operator \( \mathcal{H}_q : H^{s,p}(\Omega) \rightarrow H^{s+\frac{1}{p}}_{(0,q-1)}(\Omega) \).

**Proof.** The proof follows the same strategy as for Theorem 4.2, namely proving Proposition 4.9, Proposition 4.10 and then using estimate (4.47). The only difference here is that since \( W \) satisfies the estimate (4.6), in the proof of Proposition 4.9 we only have to estimate the integral

\[
\int_{\Omega} \delta(z)^{m-s-\frac{1}{2}p} |\mathcal{K}_q f(z)|^p dV(z) \lesssim \| S^{l+\frac{1}{2}} D^\gamma \mathcal{E}_q \varphi \|_{H^{s-1+l,p}(\Omega)} \lesssim \| \varphi \|_{H^{s,p}(\Omega)},
\]

which holds for \( s \) in the range \(-l + 1 \leq s \leq m + \frac{1}{2}\). By choosing suitable \( l \) and \( m \), it holds for any \( s \in \mathbb{R} \). \( \square \)

Using Theorem 4.11, we can prove the following homotopy formula on \( C^\infty \) domains. The proof is identical to that of Corollary 4.3.

**Corollary 4.12 (Homotopy formula).** Under the assumptions of Theorem 4.11, let \( 1 \leq q \leq n \), \( s \in \mathbb{R} \) and \( 1 < p < \infty \). Suppose \( \varphi \in H^{s,p}_{0,q}(\Omega) \) satisfies \( \overline{\partial} \varphi \in H^{s+p}_{(0,q+1)}(\Omega) \). Then the following homotopy formula holds in the sense of distributions:

\[
\varphi = \overline{\partial} \mathcal{H}_q \varphi + \mathcal{H}_{q+1} \overline{\partial} \varphi.
\]

In particular for \( \varphi \in H^{s,p}_{(0,q)}(\Omega) \) which is \( \overline{\partial} \)-closed, we have \( \overline{\partial} \mathcal{H}_q \varphi = \varphi \) and \( \mathcal{H}_q \varphi \in H^{s+\frac{1}{p},p}_{(0,q-1)}(\Omega) \).

In other words we have proved Theorem 1.2.
APPENDIX A. SOME RESULTS ON SOBOLEV SPACES

Proposition A.1 (Equivalent norms). Let $s \in \mathbb{R}$, $1 < p < \infty$, and let $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain. Then for $m \in \mathbb{Z}^+$, $H^{s,p}(\Omega)$ have the following equivalent norm:

$$\|f\|_{H^{s,p}(\Omega)} \approx \sum_{|\alpha| \leq m} \|\partial^\alpha f\|_{H^{s-m,p}(\Omega)}.$$ 

This is [SY21b, Theorem 1.4].

Proposition A.2. Let $1 < p < \infty$, $m \in \mathbb{N}$ and $r \in \mathbb{R}$ with $r < m$. Let $\Omega$ be a bounded Lipschitz domain and define $\delta(x)$ be the distance function to the boundary $b\Omega$. If $u \in W_{loc}^m(\Omega)$, and $\|\delta^{m-r}D^m u\|_{L^p(\Omega)} < \infty$, then $u \in H^{r,p}(\Omega)$. Furthermore, there exists a constant $C$ that does not depend on $u$ such that

$$\|u\|_{H^{r,p}(\Omega)} \leq C \sum_{|\beta| \leq m} \|\delta^{m-r}D^\beta u\|_{L^p(\Omega)}.$$ 

Proof. For $m = 0$, the statement is proved in [SY21b, Proposition 5.4], namely for $u \in L^p_{loc}(\Omega)$,

$$\|u\|_{H^{s,0,0}(\Omega)} \leq C\|\delta^s u\|_{L^p(\Omega)}; \quad s \geq 0.$$ 

The general case follows by applying Proposition A.1:

$$\|f\|_{H^{r,p}(\Omega)} \lesssim \sum_{|\alpha| \leq m} \|\partial^\alpha f\|_{H^{r-m,p}(\Omega)} \lesssim \sum_{|\alpha| \leq m} \|\delta^{m-r} \partial^\alpha f\|_{L^p(\Omega)}; \quad m > r. \quad \square$$ 

Proposition A.3. Let $\Omega \subset \mathbb{C}^n$ be a bounded Lipschitz domain and let $f \in H^{s,p}_{(\Omega)}(\Omega)$ with $\overline{\Omega} \in H^s_{(\Omega)}(\Omega)$. Then there exists a sequence $f_\varepsilon \in C^\infty_{(\Omega)}(\Omega)$ such that

$$f_\varepsilon \xrightarrow{\varepsilon \to 0} f \quad \text{in} \quad H^s_{(\Omega)}(\Omega);$$

$$\overline{\nabla} f_\varepsilon \xrightarrow{\varepsilon \to 0} \overline{\nabla} f \quad \text{in} \quad H^s_{(\Omega)}(\Omega).$$

Proof. First, we show that for a function $g \in H^{s,q}(\mathbb{C}^n)$, there exist $g_\varepsilon$ such that $\|g_\varepsilon - g\|_{H^{s,p}(\mathbb{C}^n)} \to 0$. Let $\psi \in C^\infty_c(-K)$, where $K$ is some cone centered at 0; we set $\psi_\varepsilon := \varepsilon^{-N}\psi(\varepsilon^{-1}x)$ and $g_\varepsilon := \psi_\varepsilon \ast g$. We have

$$\|g_\varepsilon - g\|_{H^{s,p}(\mathbb{C}^n)} = \|\psi_\varepsilon \ast g - g\|_{H^{s,q}(\mathbb{C}^n)} = \|(I - \Delta)^{\frac{s}{2}}(\psi_\varepsilon \ast g) - (I - \Delta)^{\frac{s}{2}} g\|_{L^p(\mathbb{C}^n)}.$$ 

We claim that $(I - \Delta)^{\frac{s}{2}}(\psi_\varepsilon \ast g) = \psi_\varepsilon \ast (I - \Delta)^{\frac{s}{2}} g$. Indeed, this can be seen by taking Fourier transform: $(1 + 4\pi|\xi|^2)^{\frac{s}{2}} \hat{\psi_\varepsilon \ast g} = \hat{\psi_\varepsilon}(1 + 4\pi|\xi|^2)^{\frac{s}{2}} \hat{g}$. Hence

$$\|g_\varepsilon - g\|_{H^{s,p}(\mathbb{C}^n)} = \|\psi_\varepsilon \ast (I - \Delta)^{\frac{s}{2}} g - (I - \Delta)^{\frac{s}{2}} g\|_{L^p(\mathbb{C}^n)} \to 0, \quad \text{as} \ \varepsilon \to 0.$$ 

Now let $\Omega$ be a bounded Lipschitz domain. Take an open covering $\{U_\nu\}_{\nu=0}^M$ of $\Omega$ such that

$$U_0 \subset \subset \Omega, \quad b\Omega \subset \bigcup_{\nu=1}^M U_\nu, \quad U_\nu \cap \Omega = U_\nu \cap \Phi_\nu(\omega_\nu), \quad \nu = 1, \ldots, M.$$ 

Here each $\omega_\nu$ is special Lipschitz domain of the form $\omega_\nu = \{x_{2n} > \rho_\nu(x')\}$, and $\Phi_\nu$, $1 \leq \nu \leq M$ are invertible affine linear transformations.

Let $(\chi_\nu)_{\nu=0}^M$ be a partition of unity associated with $\{U_\nu\}$, i.e. $\chi_\nu \in C^\infty_c(U_\nu)$ and $\sum_{\nu=0}^M \chi_\nu = 1$. We have the property $\omega_\nu + \mathbb{K} = \omega_\nu$, where $\mathbb{K} := \{x \in \mathbb{C}^n : x_{2n} > |x'|\}$. We denote $K_\nu = \{\nabla \Phi_\nu v : v \in \mathbb{K}\}$ so that $\Phi_\nu(\omega_\nu) + K_\nu = \Phi_\nu(\omega_\nu)$.
Take $\psi_0 \in C^\infty_c(\mathbb{R}^{2n})$ with $\psi_0 \geq 0$ and $\int_{\mathbb{R}^n} \psi_0 = 1$. For $1 \leq \nu \leq 2n$, take $\psi_\nu \in C_c^\infty(-K_\nu)$ with $\psi_\nu \geq 0$ and $\int_{\mathbb{R}^n} \psi_\nu = 1$. Let $\psi_{\nu,\varepsilon}(x) := \varepsilon^{-2n} \psi_\nu(\frac{x}{\varepsilon})$. For $\varepsilon > 0$ sufficiently small, the convolutions

$$(\chi_\nu f) \ast \psi_{\nu,\varepsilon}(z) = \int_{-K_\nu} (\chi_\nu f)(z - \varepsilon \zeta) \psi_\nu(\zeta) dV(\zeta),$$

is defined for $z \in \Omega$.

Let $\tilde{f}$ be an extension of $f$ and set

$$\tilde{f}_\varepsilon := \sum_{\nu=0}^M (\chi_\nu \tilde{f}) \ast \psi_{\nu,\varepsilon}.$$

Clearly $\tilde{f}_\varepsilon \in C^\infty(\mathbb{C}^n)$. By [Tri83, Theorem 2.8.2(ii)] (recall from Proposition 2.9 that $H^{s,p}(\mathbb{C}^n) = \mathcal{F}_{\nu}^{s,p}(\mathbb{C}^n)$), we have $\chi_\nu \tilde{f} \in H^{s,p}(\mathbb{C}^n)$ for all $\nu$.

Now by the first part of the proof applied to $g := \chi_\nu \tilde{f}$, we obtain $\|f_\varepsilon - \sum_{\nu=0}^M \chi_\nu \tilde{f}\|_{H^{s,p}(\mathbb{C}^n)} = \|f_\varepsilon - \tilde{f}\|_{H^{s,p}(\mathbb{C}^n)} \to 0$ as $\varepsilon \to 0$. By taking restriction $f_\varepsilon := f_\varepsilon|_\Omega$, we obtain $\|f_\varepsilon - f\|_{H^{s,p}(\Omega)} \to 0$ as $\varepsilon \to 0$.

Finally, to show that $\|\overline{\partial} f_\varepsilon - \overline{\partial} f\|_{H^{s,p}(\Omega)} \to 0$, it suffices to show that $\|\overline{\partial} f_\varepsilon - \overline{\partial} \tilde{f}\|_{H^{s,p}(\mathbb{C}^n)} \to 0$ since $\overline{\partial} f_\varepsilon|_\Omega = \overline{\partial} f_\varepsilon$ and $\overline{\partial} \tilde{f}|_\Omega = \overline{\partial} \tilde{f}$. We have

$$\text{(A.1)} \quad \overline{\partial} f_\varepsilon = \sum_{\nu=0}^M (\chi_\nu \overline{\partial} \tilde{f}) \ast \psi_{\nu,\varepsilon} + \sum_{\nu=0}^M (\overline{\partial} \chi_\nu \wedge \tilde{f}) \ast \psi_{\nu,\varepsilon}$$

By the first part of the proof applied to $g = \chi_\nu \overline{\partial} \tilde{f}$ and $\overline{\partial} \chi_\nu \wedge \tilde{f}$, the first sum in (A.1) converges to $\overline{\partial} \tilde{f}$, while the sum of last two terms converges to $\sum_{\nu=0}^\infty (\overline{\partial} \chi_\nu) \wedge \tilde{f} = 0$ in $H^{s,p}(\mathbb{C}^n)$. This shows the claim $\|\overline{\partial} f_\varepsilon - \overline{\partial} \tilde{f}\|_{H^{s,p}(\Omega)} \to 0$ and concludes the whole proof. 
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