Abstract

In shared-memory concurrent programming, shared resources can be protected using synchronization mechanisms such as monitors or channels. The connection between these mechanisms and the resources they protect is, however, only given implicitly; this makes it difficult both for programmers to apply the mechanisms correctly and for compilers to check that resources are properly protected. This paper presents a mechanism to automatically check that shared memory is accessed properly, using a methodology called shared ownership. In contrast to traditional ownership, shared ownership offers more flexibility by permitting multiple owners of a resource. On the basis of this methodology, we define an abstract model of resource access that provides operations to manage data dependencies, as well as sharing and transfer of access privileges. The model is rigorously defined using a formal semantics, and shown to be free from data races. This property can be used to detect unsafe memory accesses when simulating the model together with the execution of a program. The expressiveness and efficiency of the approach is demonstrated on a variety of programs using common synchronization mechanisms.

1. Introduction

Protecting the access to shared resources is one of the fundamental challenges in concurrent programming. Without taking the appropriate precautions, concurrent access of multiple processes to the same resource can result in atomicity violations such as data races, which are difficult to detect as they often only manifest in a fraction of all the possible interleaveings of a concurrent program. To avoid this issue, programmers must protect shared resources using synchronization mechanisms, such as monitors, channels or semaphores. Unfortunately, using such synchronization mechanisms is a delicate task. By mistake, programmers may take too few or too many locks, locks in the wrong order, or the wrong locks altogether. The primary reason for these difficulties is the missing connection between locks and the shared resources they are supposed to protect. To be more precise, a lock does not protect state but rather sections of code, which are called critical sections; the shared resource is protected indirectly by the unwritten contract that it may only be accessed from within a critical section protected by a specific lock.

An approach to prove that shared resources are protected is the ownership methodology [7], which has originally been designed for static reasoning on sequential programs but can be extended to handle concurrency [3, 14]. The central idea of ownership is that each object has an owner, which is either void (the object is free), an object (the object is part of an aggregate), or a process (the object is owned by a process). In order to access an object, a process must acquire ownership of the object. A free object can be acquired by acquiring its lock; upon successful locking, the owner is set to the process that holds the lock. An object that is part of an aggregate cannot be acquired directly, but rather only by acquiring the free object at root of the ownership tree created through the ownership relations.

There are some limitations with this approach: it concentrates on using locks for handling exclusive access; it does not incorporate temporary shared reading, e.g. through readers-writer locks; and it statically specifies ownership relations through annotations on attributes. These limitations stem from the application of ownership mainly for modular static verification of programs. Only recently there has been some work [18] on using ownership principles as a methodology for structuring concurrent programs.

This paper proposes a variant of the ownership methodology called shared ownership that incorporates shared reading and can therefore support more synchronization techniques. Programs adhering to this methodology do not exhibit data races. As an application of shared ownership, we present a dynamic method to automatically check adherence of Java programs to the methodology.

In shared ownership, an object has always at least one owner, which may be either another object or a process. The ownership relations create a directed graph, rather than a tree, since multiple owners are allowed. Ownership graphs can be used to ensure mutual exclusion on write operations and to define a set of readers for read operations; a process may modify the state of the resources that it exclusively owns, i.e. all resources where the process is the sole root of the ownership subgraph that includes the resource; a process
has read access to all resources it owns, i.e. all resources where the process is a root of the ownership subgraph that includes the resource.

To track information about shared ownership, we define Shared Ownership Model (SOM), which provides an abstract model of resource access and describes operations on ownership graphs, such as transfer of ownership between processes. We rigorously specify the methodology using operational semantics, and show that it ensures freedom from data races. An integration of SOM into the programming language Java allows us to use SOM to dynamically check Java programs for data races: the ownership dependencies arising in the program are simulated using SOM; if the simulation fails, an ownership violation has been found, which may manifest itself in a data race. We evaluate the performance of our prototype, confirming that the approach is efficiently usable. Furthermore, since the ownership graph does not affect the functional aspects of a program, it can be removed by the compiler to optimize the program for production environments, where the information provided by the ownership graph is no longer needed.

The remainder of the paper is structured as follows. Section 2 specifies SOM using an operational semantics, and provides the proof of data-race freedom. Section 3 describes the integration of the methodology into Java, expresses various synchronization mechanisms in terms of the abstract model, and demonstrates how the approach can be used to dynamically check for data races. Section 4 is dedicated to the performance analysis of using the approach as a debugging tool. Section 5 presents related work and Section 6 concludes the paper with an outlook on future work.

2. Shared Ownership

This section presents Shared Ownership Model, an abstract model of resource access. It uses the formalism of ownership graphs, which specify the access rights of processes to shared resources. We show that the model is race-free.

2.1 Ownership graphs

We define an entity \( e \) to be either a process \( \pi \) or a (shared) resource \( \rho \). Ownership graphs express ownership relationships between entities.

Definition 1 (Ownership graph) An ownership graph is a directed graph over a set of entities such that the following conditions hold:

\( P \) No process node has an incoming edge.

\( R \) All resource nodes have at least one incoming edge.

\( A \) The graph is acyclic.

If an entity \( e \) is a predecessor of a resource \( \rho \) in an ownership graph, \( \rho \) is said to be owned by \( e \). If a resource \( \rho \) is reachable from a process \( \pi \), we say that \( \pi \) is a root owner, or simply a root, of \( \rho \). Processes have no owner and are thereby always roots. Resources on the other hand are always owned, therefore they are never roots. A circular ownership relation would mean that the involved entities mutually own each other, therefore we define ownership graphs to be acyclic.

Example 1 Figure 1 shows an ownership graph over two processes \( \pi_1 \) and \( \pi_2 \), and four resources \( \rho_1, \ldots, \rho_4 \). From the graph, we can see that \( \rho_3 \) is owned by \( \rho_1 \), and has process \( \pi_1 \) as root. Resource \( \rho_4 \) is owned by both \( \rho_1 \) and \( \rho_2 \), and has two roots \( \pi_1 \) and \( \pi_2 \).

![Figure 1: A simple ownership graph](image)

Within our methodology, ownership graphs will be used as a means to specify the read and write access rights of different entities. If a resource \( \rho \) has a single root \( \pi \), then \( \pi \) is said to have write access to \( \rho \) and is allowed to both read and write \( \rho \). If a resource \( \rho \) has multiple roots, they are said to have read access to \( \rho \).

2.2 Shared Ownership Model

We introduce Shared Ownership Model (SOM), which specifies operations on ownership graph.

Syntax. The syntax of SOM is shown in Figure 2. It consists of configurations \( C \), processes \( P \), entities \( e \), and statements \( s \). A configuration is a pair of a process \( P \) and an ownership graph \( \sigma \). Programs consist of parallel processes of the form \( \pi : s \), where \( \pi \) is the identifier of the process and \( s \) is a statement. Entities \( e \) are differentiated into processes, described by their identifier \( \pi \), and resources \( \rho \).

\[
\begin{align*}
C & ::= \langle P, \sigma \rangle & \text{Configuration} \\
P & ::= \pi : s & \text{Process} \\
& | P | P & \text{Parallel composition} \\
e & ::= \pi & \text{Process identifier} \\
& | \rho & \text{Resource} \\
s & ::= \rho . \text{read} & \text{Read from } \rho \\
& | \rho . \text{write} & \text{Write to } \rho \\
& | \rho . \text{pass}(e, e') & \text{Pass ownership over } \rho \\
& \text{from } e \text{ to } e' \\
& | \rho . \text{share}(e) & \text{Share ownership over } \rho \text{ with } e \\
& | \rho . \text{release}(e) & \text{Release ownership over } \rho \text{ by } e \\
& | \pi ::= \text{spawn}(s) & \text{Spawn a new process } \pi \\
& | \rho ::= e . \text{allocate} & \text{Allocate a new resource } \rho \text{ owned by } e \\
\end{align*}
\]

![Figure 2: The syntax of SOM](image)

Statements model the read/write access to a resource \( \rho \) using the statements \( \rho . \text{read} \) and \( \rho . \text{write} \). Three statements allow the executing process \( \pi \) to modify an ownership graph: if \( \pi \) has write access over \( \rho \), it can use the statement \( \rho . \text{pass}(e, e') \) to pass ownership over resource
\(\rho\) from entity \(e\) to entity \(e'\); if \(\pi\) has read access of \(\rho\), it can use the statement \(\rho.\text{share}(e)\) to share ownership over resource \(\rho\) with entity \(e\); if \(\pi\) has write access over \(e\), it can use the statement \(\rho.\text{release}(e)\) to release ownership by \(e\) over \(\rho\). A new process \(\pi' : s\) can be spawned using \(\pi' := \text{spawn}(s)\). A new resource \(\rho\) owned by \(e\) can be allocated using \(\rho := e.\text{allocate}\).

**Semantics.** The definition of the operational semantics requires three auxiliary functions: \(\text{root}_\sigma(e)\) retrieves the root owners of entity \(e\) from the ownership graph \(\sigma\); \(\text{acyclic}(\sigma)\) determines whether \(\sigma\) is acyclic; finally, \(\text{fresh}_\sigma(e)\) denotes that the entity \(e\) is not present in \(\sigma\).

Figure 3 shows the inference rules of SOM. Rules \(\text{PAR}_1\) and \(\text{PAR}_2\) are rules for parallel composition of general processes \(P\). All other rules specify the execution of statements for a currently executing process \(\pi\). Inference rule \(\text{READ}\) allows \(\pi\) to read a resource \(\rho\), if the current ownership graph \(\sigma\) specifies \(\pi\) as a root of \(\rho\); rule \(\text{WRITE}\) specifies that \(\pi\) can write \(\rho\) if it is the only root of \(\rho\). Rule \(\text{PASS}\) allows \(\pi\) to pass ownership over \(\rho\) from \(e\) to \(e'\) if it is the only root of \(\rho\), \(e\) directly owns \(\rho\), and the passing of ownership does not introduce cycles into the ownership graph.

**Example 2** Figure 4 shows an ownership graph before and after the execution of process \(\pi_1 : \rho_2.\text{pass}(\pi_1, \pi_2)\). Note that \(\pi_1\) is the only root of \(\rho_2\) and is therefore permitted to pass ownership. After executing the statement, the ownership edge \(\pi_1 \rightarrow \rho_2\) has been removed, and the new edge \(\pi_2 \rightarrow \rho_2\) has been inserted.

Figure 4: Ownership graph before and after executing \(\pi_1 : \rho_2.\text{pass}(\pi_1, \pi_2)\)

Rule \(\text{SHARE}\) allows \(\pi\) to share resource \(\rho\) with entity \(e\), provided \(\pi\) is a root of \(\rho\) and the sharing does not introduce cycles into the ownership graph.

**Example 3** Figure 5 shows an ownership graph before and after executing \(\pi_1 : \rho_1.\text{share}(\rho_2)\). Note that \(\pi_1\) is a root of \(\rho_1\) and the insertion of a new edge from \(\rho_2 \rightarrow \rho_1\) does not introduce cycles. After completion of the statement, this new edge is introduced into the graph.

Rule \(\text{RELEASE}\) allows \(\pi\) to release \(e'\)'s ownership over \(\rho\), provided \(\pi\) is a root of \(e\) and \(e\) owns \(\rho\). Rule \(\text{SPAWN}\) allows \(\pi\) to spawn a fresh process \(\pi'\) to execute statements \(s\). Finally, rule \(\text{ALLOCATE}\) allows \(\pi\) to allocate a fresh resource \(\rho\) owned by \(e\).

Figure 5: Ownership graph before and after executing \(\pi_1 : \rho_1.\text{share}(\rho_2)\)

**2.3 Rules preserve the graph properties**

We first establish that the inference system of Figure 3 is sound in the sense that the inference rules transform ownership graphs in a valid way.

**Lemma 1** Let \(P\) be a process and \(\sigma\) an ownership graph, and suppose that \(\langle P, \sigma\rangle \rightarrow \langle P', \sigma'\rangle\). Then \(\sigma'\) is an ownership graph.

**Proof** We proceed by induction over the inference rules of SOM.

\(\text{PAR}_1, \text{PAR}_2, \text{READ}, \text{WRITE}, \text{SPAWN}:\) These rules do not modify the graph and therefore preserve the graph properties.

\(\text{PASS}:\) Hence \(\sigma' = (\sigma \setminus \{e \rightarrow \rho\}) \cup \{e' \rightarrow \rho\}\). The target \(\rho\) of the new edge is not a process, therefore the property \((P)\) of Definition 1 is preserved. The target \(\rho\) of the old edge is the same as of the new edge, preserving \((R)\). Furthermore, from the premise of the rule we have \(\text{acyclic}(\sigma')\), ensuring \((A)\).

\(\text{SHARE}:\) Hence \(\sigma' = \sigma \cup \{e \rightarrow \rho\}\). The target \(\rho\) of the new edge is not a process, therefore \((P)\) is preserved. Adding an edge to a resource always preserves \((R)\). Furthermore, from the premise of the rule we have \(\text{acyclic}(\sigma')\), ensuring \((A)\).

\(\text{RELEASE}:\) Hence \(\sigma' = \sigma \setminus \{e \rightarrow \rho\}\). The removal of an edge trivially preserves \((P)\) and \((A)\). Property \((R)\) is preserved because the premise \(\{e' \rightarrow \rho\} \subseteq \sigma\), with \(e' \neq e\), states that another edge with the same target \(\rho\) has to exist in \(\sigma\), and hence also in \(\sigma'\).

\(\text{ALLOCATE}:\) Hence \(\sigma' = \sigma \cup \{e \rightarrow \rho\}\) where \(\rho\) is fresh. This trivially preserves \((P)\). Property \((R)\) is preserved because the new node \(\rho\) has an incoming edge. Property \((A)\) is preserved because the new node \(\rho\) has no outgoing edges.

**2.4 Freedom from data races**

The main property of SOM is freedom from data races. As demonstrated in Section 3, this property can be leveraged in a dynamic checking technique for safe resource access.

The occurrence of a data race is typically defined, e.g. in [23], as follows: a data race occurs when two processes access a shared resource and when

- at least one access is a write, and
- the processes use no explicit mechanism to prevent the accesses from being simultaneous.
Within our formal framework, this definition can be expressed as follows:

**Definition 2 (Data race)** A data race on a resource \( \rho \) occurs when there exist processes \( \pi_1 \) and \( \pi_2 \), \( \pi_1 \neq \pi_2 \), and a state \( \sigma \) such that \( \pi_1 : \rho . \text{write} \) is reducible in \( \sigma \) and, in addition, either \( \pi_2 : \rho . \text{write} \) or \( \pi_2 : \rho . \text{read} \) is reducible in \( \sigma \).

**Theorem 1** SOM is free of data races.

**Proof** In order for \( \pi_1 : \rho . \text{write} \) to be reducible in a state \( \sigma \), it has to fulfill the premise of the WRITE rule, which equals to \( \{ \pi_1 \} = \text{root}_\sigma(\rho) \). Furthermore, in order for \( \pi_2 : \rho . \text{write} \) to be reducible in a state \( \sigma \), it has to fulfill \( \{ \pi_2 \} = \text{root}_\sigma(\rho) \); in order for \( \pi_2 : \rho . \text{read} \) to be reducible in a state \( \sigma \), it has to fulfill the premise of the READ rule, which equals to \( \pi_2 \in \text{root}_\sigma(\rho) \). We conclude in both cases that no data race can occur as \( \pi_2 \notin \{ \pi_1 \} = \text{root}_\sigma(\rho) \).

### 3. Dynamic checking of ownership violations

SOM can be combined with a regular programming language to provide a dynamic technique to find ownership violations. Since a checking technique may not change the semantics of the program, a thread does not wait until the premise of a SOM statement is met. Instead, it treats the premise as an assertion, triggering an error if it is not met.

The approach comprises the following steps:

1. Add SOM statements to the programming language.
2. Augment existing language instructions with the new SOM statements.
3. Adapt synchronization mechanisms to issue SOM statements.
4. (a) In development mode, run the SOM model together with the program, raising errors if the model cannot take a step.
   
4. (b) In production mode, ignore all SOM statements when running.

This section describes each step. We use an object-oriented programming language (Java) for integration of SOM statements as it enables us to map objects to resources in the ownership graph.

#### 3.1 Adding SOM statements

All SOM statements, except for \texttt{spawn}, are implemented as methods of all regular classes, i.e. in a common superclass. **Non-regular classes** are synchronization mechanisms (locks, channels, etc.), value types, immutable types and legacy code that is not ready for SOM; non-regular classes are not checked using SOM and therefore do not need to be modified. Objects of non-regular types cannot serve as owners, with the exception of adapted synchronization mechanisms (see Section 5.3). The \texttt{spawn} statement, in programming languages similar to Java with a thread class and a separate method to start the thread, can be introduced as a hidden static method of the thread class.

All these methods serve as hooks for the simulation environment and do not change the state of the program. The \texttt{pass} statement is the only statement directly available to the programmer, all others are hidden and only triggered by regular instructions (section 5.2) or synchronization mechanisms (section 5.3).

**Example 4** Listing 1 shows when to use the \texttt{pass} statement in real code: a linked list is split, which requires that the nodes which belong to the new linked list are also owned by it. This is achieved while iterating through the list up to the split point. In this case, the \texttt{pass} statement does not pass ownership to another process, but it reorganizes ownership within the part of the sub-graph owned by the current process. The code does not feature any synchronization mechanisms, however, if multiple threads attempt to split the same list, the threads without write access trigger an error.
### 3.2 Augmenting language instructions

This section explains when a regular language instruction is augmented by a SOM statement. Table 1 gives a summary, showing the Java instructions or expressions on the left and the additionally executed SOM statements on the right. The SOM statements are invoked immediately before the regular instruction.

| Program code | SOM statements |
|--------------|----------------|
| ... object.fieldname ... | object.read |
| object.fieldname = ...; | object.write |
| o = new RegularClass(...); | o := this.allocate |
| ((Thread)t).start(); | π := spawn(s);¹ |
| | t.pass(this, π) |

Table 1: Augmenting language instructions

**Field access.** Retrieving the value of a field of an object is accompanied with a SOM read statement targeted to the object. Setting a field is similar, but issues a write. We therefore insert an object.read before every reading field access and an object.write before every writing access.

**Creating a new object.** Whenever the program creates a new object from a regular class, an allocate statement is issued. The target of this statement is a staging object which owns all new objects created by the current process. When an object owned by the staging object is assigned to a field, the field’s owner becomes the owner of the object. We call this the first receiver owns principle. This enables factories and other common patterns without the need of explicit pass statements. It is important that the allocate statement is issued before the constructor of the new object is run, otherwise the constructor would raise false ownership violation alarms.

¹ Here, and in following uses of spawn, the statement s contains all SOM statements that the thread t is issuing.

---

### Spawning threads and allocating objects.

In Java, the constructor of a thread is executed by the original thread, which has to be respected: before a thread is running, it is a regular object and therefore has an owner. Only executing the start()-Method actually creates a new thread, at which point the resource that formerly denoted the thread object becomes a process in the SOM model.

We model this behavior by declaring that the Thread object is just a regular object with the process it represents later being transparent. When the start() method is executed, spawn is executed and the resulting process is given the thread object. This enables initialization code to be run by the thread that creates the Thread object. It also means that every thread will only directly own one resource. All other resources owned by the thread are owned indirectly through this one resource.

### 3.3 Adapting synchronization mechanisms

This section explains basic synchronization mechanisms and how they interact with the SOM model. Synchronization mechanisms are not considered regular objects, so they are not represented as resources in the ownership graph. Instead, they are represented as processes because synchronization mechanisms must be able to acquire ownership over resources and are not owned themselves.

Therefore the model considers all code that is executed within the context of the synchronization mechanism as being executed by its representing process, even if the actual code is executed by the calling thread.

In this section, we sometimes refer to the special variable caller which denotes the object owning the context in which the call statements originated, i.e. the this variable of the previous stack frame.

**Channels.** Table 2 shows how the operations on channels are expressed in SOM.

| Program code | SOM statements |
|--------------|----------------|
| c = new Channel(); | c := spawn(s) |
| c.send(o); | o.pass(this, c) |
| o = c.receive(); | o.pass(c, caller)² |

Table 2: Channels

Passing a message (essentially an object) through a channel transfers ownership from the sender to the receiver. Therefore, a thread can only put objects it owns into channels, thereby releasing ownership over them. A process calling the send(message) method automatically passes ownership over the message from the current object to the channel using a SOM pass statement. A process receiving a message from a channel through the receive() method also receives ownership over it: the channel passes ownership over the ob-

² pass is issued by c
ject o using the SOM pass statement to the object in whose context the receive() was executed.

```
class Stage implements Runnable {
    private final Channel<WorkItem> input, output;
    public Stage(Channel<WorkItem> input, Channel<WorkItem> output) {
        this.input = input;
        this.output = output;
    }
    public void run() {
        while (true) {
            WorkItem p = input.receive();
            p.data = p.data + 1;
            output.send(p);
        }
    }
}
```

Listing 2: Pipeline using channels

Example 5 Listing 2 shows the code required for a pipeline stage. The pipeline stages are connected using channels.

We assume a pipeline with n stages handled by threads denoted as π₁ to πₙ, and look at two threads, πₖ and πₖ₊₁, with 1 < k < n - 2. The channels connecting the stages are denoted as cᵢ, where cᵢ connects πᵢ and πᵢ₊₁. Work items ρ are numbered from 1 to m. We look at two work items ρᵢ and ρᵢ₊₁, with 1 ≤ i < m.

We prefix the thread identifier π before every instruction both in the Java code and the SOM. We use τ to denote a (thread local) stack value. The trace of a possible execution is shown in Table 3

```
| Program code | SOM statements |
|--------------|----------------|
| πₖ: ρᵢ = input.receive() | cᵢ₋₁: ρᵢ.pass(cᵢ₋₁, πₖ) |
| πₖ: τ = ρᵢ.data | πₖ: ρᵢ.read |
| πₖ: ρᵢ.data = τ + 1 | πₖ: ρᵢ.write |
| πₖ: output.send(ρᵢ) | |
| πₖ₊₁: ρᵢ = input.receive() | |
| πₖ: ρᵢ₊₁.data = τ + 1 | πₖ: ρᵢ₊₁.data |
| πₖ₊₁: τ = ρᵢ₊₁.data | πₖ₊₁: τ = ρᵢ₊₁.data |
| πₖ₊₁: data = τ + 1 | πₖ₊₁: cᵢ: ρᵢ₊₁.pass(cᵢ, πₖ₊₁) |
| πₖ₊₁: ρᵢ=data | πₖ₊₁: ρᵢ₊₁.write |
| πₖ₊₁: output.send(ρᵢ) | πₖ₊₁: output.send(ρᵢ₊₁) |
| πₖ: output.send(ρᵢ) | πₖ: output.send(ρᵢ₊₁) |
| πₖ: ρᵢ₊₁ = input.receive() | |
| πₖ: ρᵢ₊₁.data | cᵢ₊₁: ρᵢ₊₁.data |
| πₖ: ρᵢ₊₁.data | πₖ: ρᵢ₊₁.data |
| πₖ: ρᵢ₊₁.data | πₖ: ρᵢ₊₁.data |
| πₖ: ρᵢ₊₁.data | πₖ: ρᵢ₊₁.data |

Table 3: Pipeline example: execution trace

Queues. A queue can also be used to synchronize threads. In this case, messages residing inside the queue are not accessible to any thread. A thread peeking at the head of the queue gets a reference to the object but may not access its state. Except for the asynchronous behavior, a queue can be expressed in SOM similarly to a channel, see Table 4

```
| Program code | SOM statements |
|--------------|----------------|
| q = new Queue(); | q := this.spawn() |
| q.add(o); | o.pass(this, q) |
| o = q.receive(); | o.pass(q, caller)³ |
```

Table 4: Queues

Locks. Monitors, mutexes and semaphores are called locks within SOM. A lock is permanently associated with a resource upon creation of the lock, similar to monitors [13]. It differs from a common monitor as it is perfectly possible to have multiple locks protecting the same object: it suffices if at most one of these locks is not locked.

We differentiate between two kinds of locks: regular locks based on monitors and binary semaphores. The latter allow the thread releasing the lock to be different from the thread acquiring it. On the other hand, monitors allow the usage of condition variables. Table 5 shows how lock operations are expressed in SOM.

The lock() method acquires the lock and transfers ownership of the object from the lock to the caller using pass. The unlock() method releases the lock and transfers ownership of the content from the caller to the lock using pass, therefore the caller needs to have ownership of the resource prior to the unlocking operation. Releasing and acquiring the lock because of a condition variable works exactly the same as releasing and acquiring the lock directly, including all the resource passing.

```
| Program code | SOM statements |
|--------------|----------------|
| l = new Lock(); | l := spawn(s); |
| c := l.newCondition(); | o.pass(this, l) |
| l.lock(); | o.pass(l, caller)⁴ |
| l.unlock(); | o.pass(this, l) |
| c.wait(); | o.pass(l, caller)⁵ |
| “received lock again” | |
| c.signal();⁶ |
```

Table 5: Locks

Example 6 The code in listing 5 shows two binary semaphores both holding the same object. According to the semantics of locks, it follows that only one lock may legally be unlocked at any point in time. In the initial state, ping is locked and pong is unlocked. The two threads repeatedly unlock one of the locks and then lock the other one. It suffices that the unlocking thread currently owns the object.

³pass is issued by q
⁴pass is issued by l
⁵pass is issued by l
⁶We assume a signal-and-continue signaling discipline


```java
class PingPong {
    public PingPong() {
        Ball b = new Ball();
        BinSemaphore<Ball> ping = new BinSemaphore<>(b);
        // ping owns b, we want the ownership back, so we need to lock ping
        ping.lock();
        BinSemaphore<Ball> pong = new BinSemaphore<>(b);
        // pong owns b
        new Player(ping, pong).start();
        // This player will lock pong, starting the game
        new Player(ping, pong).start();
    }
}

class Player extends SafeThread {
    public final BinSemaphore<Ball> ping, pong;
    public Player(BinSemaphore<Ball> ping, Ball pong) {
        this.ping = ping;
        this.pong = pong;
    }
}

class Ball {
    int bounces = 0;
    public void bounce() { bounces++;
}
}
```

Listing 3: Locks: Ping Pong example

Readers-writer locks. We introduce a readers-writer lock similar to the regular locks. In addition to regularly acquiring and releasing the lock, it also supports acquiring for reading. We use a proxy object \( p \) to manage multiple owners.

Table 6 shows how the operations on readers-writer locks are expressed in SOM. Calling `lockWrite()` acquires the write lock and makes the lock pass the protected object from the proxy to the caller. Calling `unlockWrite()` releases the write lock and uses `pass` to transfer ownership from the caller to the proxy. Calling `lockRead()` acquires the read lock and makes the lock add the caller to the owners of the proxy using `share`. Calling `unlockRead()` releases the read lock and removes the caller from the list of owners of the proxy using `release`. The usage of the proxy object enables us to only have a single class that needs to handle multiple owners (see section 4.1).

```
| Program code                  | SOM statements                   |
|-------------------------------|----------------------------------|
| `l = new ReadWriteLock(o);`   | \( l := \text{spawn}(o); \)     |
| `p = l.allocate;`             | \( p := \text{allocate}(\text{this}, p) \) |
| `l.lockWrite();`              | \( \text{pass}(p, \text{caller}) \) |
| `l.unlockWrite();`            | \( \text{pass}(\text{this}, p) \) |
| `l.lockRead();`               | \( \text{pass}(\text{caller}) \) |
| `l.unlockRead();`             | \( \text{release} (\text{this}) \) |
```

Table 6: Readers-writer locks

3.4 Running SOM-augmented programs

Development. At development time, it is important to know if the program improperly accesses shared objects. When the program executes a SOM statement whose premise is not fulfilled, an ownership violation occurs. An ownership violation can have two reasons:

1. A resource is improperly accessed.
2. A statement modifying the ownership graph violates the graph properties.

Detecting ownership violations is achieved by simulating the SOM model together with a run of the program. The simulation is synchronized on the calls to the SOM statements introduced into the programming language in Section [3.1]. If the SOM model is unable to take a step together with the program, the program contains an ownership violation. The simulation is complete in the sense that all errors reported are actual ownership violations. As with most dynamic techniques, the simulation is not sound. Code that is not executed is not checked, and it is possible that certain interleavings can lead to ownership violations being missed.

Deployment. At deployment time, the program can be run without simulating the SOM model by ignoring the SOM statements. This removes the overhead of the simulation and thereby improves performance.

4. Implementation and performance analysis

This section describes implementation details of the integration of SOM into Java, and benchmark results.

4.1 Java SOM implementation

The SOM simulation can be integrated tightly into the Java runtime, i.e. the simulation code is implemented directly in the methods that have been introduced for SOM. This enhances performance and can make it easier to locate errors, as information such as stack traces exist. By using the assertion facility offered by Java, we can even focus on parts of a program (assertions may be enabled for specific classes).

Representation of the ownership graph. The ownership graph does not require its own data structure, but can be represented using regular objects by appending a field pointing to the owner(s). This increases the performance of the simulation considerably. This approach also keeps the representation of the graph small, as the memory management takes care of removing vertices no longer used.

Restriction to single owners. By providing a separate class that can have multiple owners, regular classes only need a single field for the owner. A readers-writer lock (see section 3.3) can then use this special class to manage the sharing.

\[^2\text{pass}\] is issued by \( l \)

\[^6\text{share}\] is issued by \( l \)
This has also a positive effect on usability: to identify the exact edge to redirect, the \texttt{pass} statement of SOM takes the old and the new owners as arguments. When only one special class has multiple owners, we can drop the first argument of \texttt{pass} for all regular classes, and are still able to identify the exact edge to modify. This simplifies the usage of synchronization mechanisms: it is no longer necessary for the caller to own the object, it suffices if the current thread has the necessary ownership.

\textbf{Late checking of graph properties.} The actual check for the acyclicity of the ownership graph can be dropped since it will show up during the depth-first search for the root owner. Cycles in the graph result in infinite searches, and an empty owner set results in an immediate failure. This optimization trades the information of the exact position where a graph became degenerated for vastly increased performance.

\textbf{Prototype.} The current prototype for our implementation is freely available for download\footnote{SOM homepage: \url{http://se.inf.ethz.ch/people/schill/som}}. The prototype implements SOM checking for Java using bytecode transformation. The support comes in form of a library, which provides the synchronization mechanisms explained in Section 3.3 as well as wrappers for some important classes of the Java base library.

The transformer is informed either through command line arguments or through annotations which classes to transform. Threads are automatically considered processes. We have a class called \texttt{SharedReader} which can handle multiple owners, all other classes can only have one owner for efficiency and convenience. At the moment, \texttt{SharedReader} is only used for the readers-writer lock.

The transformer injects the SOM methods when the class is loaded, implementing the \texttt{Resource} and \texttt{Process} interfaces. Since the methods are not available at compile time and in production environments, the \texttt{pass} operation is available as a static method of the SOM class.

4.2 Benchmark results

Simulating SOM incurs an overhead as it requires checks whenever a field of an object is accessed. Our primary goal was to make sure that a program which uses the production version is not significantly slower than a regular program. Our secondary goal was to have a reasonable overhead when SOM is activated, such that it is practical to use during development. For the second goal we implemented the checks so that they can be disabled on a class-by-class basis, using the regular mechanisms for Java assertions.

We created three benchmarks to assess the performance of our implementation. The benchmarks have been executed with full, partial and no simulation of the SOM model, as well as a version that uses plain Java. In the legends of Figures 6 and 7 these benchmark configurations are denoted as follows:

• \textbf{Full}: Full SOM simulation.

• \textbf{Partial}: Constructing the ownership graph, no access checks.

• \textbf{None}: Ignoring all SOM statements.

• \textbf{Base}: Pure Java with locks.

Partial simulation disables all \texttt{read} and \texttt{write} statements, whereas no support uses our production library that strips out all SOM statements. We used a quad core machine to run the benchmarks, taking the average time of 100 runs in all cases.

\textbf{Synchronization overhead.} To assess the impact of SOM on the synchronization mechanisms, we ran the Ping Pong example of Listing 5 in quick succession, two threads lock and unlock two semaphores that protect a single object.

The results of this benchmark are shown in Figure 6 and Table 7a. Since the majority of the SOM code in this example concerns passing ownership, the difference between full and partial support is minimal. Furthermore, the difference between the production library and our base line is negligible and can be attributed to abstraction of locks, fulfilling our primary goal. Overall the impact of SOM on this example is small.

\textbf{Field access overhead.} Our second benchmark is concerned with the overhead the SOM checks have on field accesses. This also gives an impression on how much speedup we can gain if checks in uninteresting parts of the program are disabled. The benchmark is running a single-threaded Quicksort algorithm; it is single-threaded so that we do not measure the time needed for synchronization, which is the main concern of our first benchmark.

The results of the sorting benchmark are shown in Figure 7 and Table 7b. In this case, the difference between activated (Full) and deactivated (Partial) assertions is noticeable, while the difference between Partial and None remains small. But even with all the SOM checks switched on, the program takes less than 2.3 times longer than the base version for all checked array sizes, fulfilling our secondary performance goal. As with the last benchmark, the difference between our production library and the baseline is negligible, fulfilling our primary performance goal.
General performance and scaling. Our third benchmark investigates the performance in a complex algorithm. We developed a concurrent version of the Delaunay refinement benchmark of the Lonestar benchmark suite [15] and ran it using SOM. The result of this benchmark are shown in Figure 8 and Table 7c. We used the massive (250k) dataset of the Lonestar benchmark suite and ran it with different numbers of workers.

The results show that in real programs with nontrivial parallelism, the overhead of checking is reasonable. This example involves a great number of small objects, therefore the difference between no and partial SOM support is noticeable due to the higher demand of memory. We did not create a pure Java version, since our previous benchmarks show almost no difference between none and base.

4.3 Coding overhead of shared ownership

To be practical, it is desirable that SOM incurs only a minor coding overhead. Table 8 gives an impression on the number of SOM statements required for checking a program. Whereas the simple examples need none, even the more complex Delaunay refinement, including the graph classes, just need a single SOM statement. The provided synchronization measures take care of most of the ownership transfers and our principle of first receiver owns (see Section 3.2). In addition to our own examples, we also converted NanoHTTPD [11], which does not encapsulate the state in a way that makes SOM checking easy. However, we still only needed to modify 1.5% of the code in order to pass the test cases, thereby also fixing some synchronization issues.

5. Related work

The ownership methodology [7] has proved to be successful in reasoning about multithreaded programs before. Boyapati et al. [5] define a static type system to ensure freedom from data races and deadlocks, and specify ownership relations between threads and objects similar to our notion of
shared ownership. Jacobs et al. [14] present a technique for static verification of concurrent programs, based on a programming methodology for handling aggregate object structures and their invariants using an ownership system [2]. In contrast, shared ownership allows an object/resource to be owned by multiple resources or processes, and ensures that it is always owned by at least one resource or process. These two requirements force the writer of a program to specify how the ownership of resources changes within the program; this specification can be completely dynamic. Our dynamic checking technique does not require fields being marked as referencing a part of the aggregate or a specific type system.

In our approach, every process that has access to a resource can share it with others for reading, this is similar to fractional permissions [6], where a process having (a fraction of) a permission can divide it further for giving access to more processes. Only if a process has full permission, it can access the resource for writing.

Martin et al. [18] present an approach to checking ownership policies dynamically in concurrent C/C++ programs, similar to our dynamic technique. However, in order to read memory in parallel, it has to be marked read-only and this can not be reverted. Handling temporarily shared resources for reading is a core part of our approach by using a graph to represent the relationships between processes and resources.

Apart from ownership-based approaches, other programming techniques have safe memory access as a central goal. The Aida execution model [16] uses delegation to allow a task to access memory associated another task. The tasks merge, becoming one task that has access to the memory of both and also the obligation to achieve the goals of both tasks. Vaziri et al. [25] introduce a method for specifying atomic sets and a static analysis that identifies when locks have to be taken and released. It relieves the programmer from defining locks and correctly using them. However, this automatism also limits the expressiveness and does not take into account other synchronization mechanisms such as channels or queues and does not allow for atomic sets to change dynamically. Our approach is agnostic to the synchronization measures used and allows for flexible aggregation. The original monitor concept [13], where a monitor protects all its associated shared resources (its attributes), follows the idea to make the connection between locks and resources explicit. Message-passing programming models, such as the Actor model [12] or SCOOP [20], simply avoid incorrect memory access by not sharing state; in data-intensive parallel applications, this approach incurs much data messaging overhead, which might be prohibitive unless combined with other techniques [24]. Our approach applies to shared-memory environments. Approaches for safe parallel programming such as Deterministic Parallel Java [3] ensures deterministic execution of parallel programs, thereby also avoiding race conditions, but requires a significant annotation overhead.

Various solutions have been proposed to detect low-level data races. Among them are tools to detect such races statically [1, 5, 8, 9, 19]. As static techniques rely on an approximate information, they necessarily report false positives, and excessive reporting of race warnings can limit the usefulness of the approach. Dynamic tools based on locksets [22, 23] or happens-before relations [4, 10, 17, 21] are typically more precise, but not sound, since not all execution paths are considered. SOM works on the higher abstraction level of checking for ownership violations and is therefore affected less by different execution paths, while also detecting more high-level data races.

6. Conclusion

Safe resource access is one of the fundamental concerns in shared-memory concurrent programming. A wide variety of synchronization mechanisms are available to the programmer, but their usage is prone to programming mistakes. Automatically checking correct usage is also difficult because of the missing explicit connection between the mechanisms and the resources they are supposed to protect.

In this paper, we approached this issue by introducing a generalization of the ownership methodology, shared ownership, which uses a graph-based formalism to express the intended ownership of processes over resources. We demonstrated that shared ownership is compatible with a wide variety of synchronization mechanisms, in particular also readers-writer locks, which cannot be handled by classic ownership approaches. On the basis of this methodology, we then defined an abstract model, SOM, for tracking ownership changes, and applied it in a dynamic technique for checking ownership violations in Java programs. We demonstrated that the technique typically incurs only a moderate overhead; in addition, the model computation can be cleanly removed for production versions, with negligible overhead remaining.

SOM is a general framework for reasoning about shared ownership: it abstracts away from the actual synchronization. Using the dynamic simulation technique presented in this paper is only one way to apply this framework. In future work, we want to develop static techniques to check for ownership violations on the basis of SOM, as well as use it together with general program verification techniques, such as axiomatic semantics. Furthermore, shared ownership could be used for improving the specification of classes and methods by integrating checks into contracts, such as pre-, postconditions and class invariants.
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