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We determine the shear viscosity and the dc electrical conductivity of interacting three-dimensional Luttinger semimetals, which have a quadratic band touching point in the energy spectrum, in the hydrodynamic regime. It is well known that when the chemical potential is right at the band touching point the long-range Coulomb interaction induces the Luttinger-Abrikosov-Beneslavskii (LAB) phase at $T = 0$, which is an interacting, scale-invariant, non-Fermi-liquid state of electrons. Upon combining the renormalization-group (RG) analysis near the upper critical spatial dimension of 4 with the Boltzmann kinetic equation, we determine the universal ratio of viscosity over entropy, and the electrical dc conductivity of the system at the interacting LAB fixed point of the RG flow. The projection of the Coulomb interaction on the eigenstates of the system is found to play an important quantitative role for the scattering amplitude in the collision integral, and the so-called Auger-processes make a large numerical contribution to the inverse scattering time in the transport quantities. The obtained leading-order result suggests that the universal ratio of the viscosity over entropy, when extrapolated to the physical three spatial dimensions, is above, but could be rather close to, the Kovtun-Son-Starinets lower bound.

\section{I. INTRODUCTION}

When the influence of the electron-phonon interaction and impurities can be neglected and the physics assumed to be governed by the collisions of the quasiparticles due to their mutual interactions, the universal features of the hydrodynamic regime become manifest.\textsuperscript{1} One important transport property in this regime is the shear viscosity, which measures dissipative effects due to internal friction in the fluid. The magnitude of the shear viscosity determines whether the flow of quasiparticles in a crystal is laminar or turbulent. The latter, for example, leads to the tendency of the system to form vortices, as is the case for the flow of electrons and holes in graphene.\textsuperscript{2} The true measure of viscosity is the celebrated Kovtun-Son-Starinets (KSS) ratio of shear viscosity $\eta$ and entropy $s$,\textsuperscript{3}

\begin{equation}
\frac{\eta}{s} \geq \frac{\hbar}{4\pi k_B},
\end{equation}

for which the lower bound in the form was derived for a relativistic quantum system with the dynamical exponent $z = 1$, using the correspondence between strongly interacting quantum and classical (gravitational) field theories. It was also later shown that gravitational theories that correspond to strongly interacting quantum systems with $z = 2$ obey the same bound for the ratio of viscosity over entropy as defined in Eq. (1).\textsuperscript{4}

In physical terms, this lower bound can be understood as that the mean free scattering path of the quasiparticles should not be smaller than their thermal length. The closer a system comes to the lower bound, the more effectively strongly interacting it is. Such strongly interacting systems with a very small ratio of $\eta/s$ are therefore sometimes called “nearly perfect fluids”.

Of recent interest, for example, was the hydrodynamic transport in graphene,\textsuperscript{5,6} which is a prototypical two-dimensional material with two linear energy bands crossing at the Fermi point. Some of the features of graphene under scrutiny were the breakdown of the Wiedemann-Franz law,\textsuperscript{7} the small ratio $\eta/s$,\textsuperscript{8,9} the logarithmically diverging dc conductivity due the Coulomb interaction,\textsuperscript{10} the negative local resistance,\textsuperscript{2,11} and the giant magnetodrag.\textsuperscript{12} Further studies of two-dimensional materials with an anisotropic band touching point (parabolic dispersion in one direction and a linear one in the perpendicular direction) found fascinating hydrodynamic transport behavior such as anisotropy in the electrical conductivity, and a possible modification of the lower bound.\textsuperscript{13}

In this paper, we extend the study of the electronic transport of systems with an energy-band-touching point in the hydrodynamic regime to the important and ubiquitous class of three-dimensional systems where two energy bands cross quadratically at the Fermi level, which we will call “Luttinger semimetals”.\textsuperscript{14} Many compounds, such as gray tin, HgTe, irridates, or half-Heuslers, fall into this general class. It is well known that Coulomb electron-electron interaction in this situation is not screened, and its long-range nature causes the Luttinger semimetals to adopt the scale-invariant non-Fermi-liquid ground state.\textsuperscript{15} Here we determine the shear viscosity $\eta$ and the dc electrical conductivity $\sigma$ of the interacting Luttinger semimetals, and in particular, the influence of the long-range Coulomb interaction on these transport quantities in the hydrodynamic regime. We combine the renormalization-group (RG) analysis in $\epsilon = 4 - d$ expansion, where $d$ is the spatial dimension of the system, with the Boltzmann formalism for the transport. The projection of the Coulomb interaction on the eigenstates of the system is found to play an important role in the determination of the transport quantities. Furthermore, the so-called Auger processes, \textit{i.e.}, scattering processes where two holes (electrons) scatter into a particle-hole state and vice versa, significantly contribute to the scattering time that enters both the conductivity and the viscosity. As a result of the somewhat long calculation, presented in detail in the Appendixes, we find that
the interacting Luttinger semimetals exhibit a power-law temperature dependence of the dc conductivity, and that the Coulomb interaction reduces the electrical conductivity from the non-interacting value. Most importantly, the universal ratio of viscosity over entropy is determined to be
\[
\eta/s = \frac{h}{k_B} \frac{0.137}{e^2} + \mathcal{O}(1/\epsilon) .
\]
This leading order result indicates that the three-dimensional ($\epsilon = 1$) interacting Luttinger semimetals in their non-Fermi-liquid ground state may also deserve to be called nearly perfect fluids, and that they could be closer to the lower bound than many other strongly interacting systems. Of course, the extension of the leading-order result down to the physical case of $\epsilon = 1$ may be questioned, as always. It will therefore be interesting to see if the formalism used here, or some alternative method such as large-$N$, the Kubo formula, and the Mori-Zwanzig memory-matrix formalism, which does not rely on the concept of quasiparticles, may be pushed further to get a better estimate of this interesting universal value.

The rest of the paper is organized as follows: First the Luttinger Hamiltonian and the RG-analysis of the system leading to the Luttinger-Abrikosov-Beneslavskii (LAB) fixed point value for the coupling constant are introduced in Secs. II and III, respectively. In Sec. IV, the Boltzmann formalism is implemented in order to determine the shear viscosity $\eta$ and the electrical conductivity $\sigma$ of the Luttinger semimetals. A special focus is set on the collision integral, where we demonstrate that the projection of the Coulomb interaction on the eigenstates of the system is important. The result of our calculation is presented in Sec. V, and a summary can be found in Sec. VI.

II. LUTTINGER HAMILTONIAN

Luttinger semimetals have a band touching point that is protected by the symmetries of the cubic lattice ($T_h$ or $O_h$). However, in contrast to graphene and the Weyl semimetals, the energy dispersion is not linear here but quadratic. The quadratic band crossing in a system with a cubic lattice symmetry is in general described by the Luttinger Hamiltonian with the three mass parameters:
\[
H = \frac{1}{2m} \left( \frac{5}{4} \delta^2 - (p \cdot J)^2 \right) + \frac{p^2}{2M_0} - \frac{p^2 J_1^2 + p^2 J_2^2 + p^2 J_3^2}{2M_c} = \frac{1}{2m} \sum_{\alpha=1}^5 d_\alpha(p) \gamma_\alpha + \frac{p^2}{2M_0} + \frac{d_4(p) \gamma_4 + d_5(p) \gamma_5}{2M_c} ,
\]
where $J$ are the three components of the $j = \frac{3}{2}$ total angular momentum. The Luttinger Hamiltonian can be rewritten in terms of the spherical harmonics for the angular momentum of 2 with $d_\alpha(p) = \sqrt{d/2(d-1)}|p_\alpha| (\Lambda^\alpha)_{ij} p_i$, where $\Lambda^\alpha$ are the five real Gell-Mann matrices defined in the Appendix A, and $\gamma_\alpha$ are the Dirac matrices obeying the usual Clifford algebra $\{\gamma_\alpha, \gamma_\beta\} = 2\delta_{\alpha\beta}$. For the purpose of our calculation, the Hamiltonian in the latter form is more useful, since it can be easily extended to $d = 4$ upon rewriting the spherical harmonics and the $\gamma$-matrices in $d = 4$, as explained in Appendix A. The resulting energy dispersion is given by:
\[
\epsilon_{p,\pm} = \frac{p^2}{2M_0} \pm \sqrt{\left(\frac{p^2}{2m}\right)^2 + \frac{m + 2M_c}{4mM_0^2} \sum_i k_i^4 \sum_{i\neq j} k_i^2 k_j^2}.
\]

The first term in the Luttinger Hamiltonian inversely proportional to $m$ denotes the particle-hole and rotationally-symmetric parabolic energy dispersion, while the second and third terms introduce particle-hole and cubic symmetry breaking perturbations, respectively.

III. LAB FIXED POINT

The systems of Luttinger fermions interacting solely via long-range Coulomb interaction is described by the Lagrangian
\[
\mathcal{L} = \psi^\dagger (\partial_\tau + i\phi + H) \psi + \frac{1}{8\pi e^2} (\nabla \phi)^2 .
\]
The scalar field $\phi$ mediates the long-range Coulomb interaction $4\pi e^2/q^2$, or in real space $\propto e^2/r^{d-2}$. The Coulomb interaction coupling constant $e^2$ becomes a relevant coupling at the non-interacting fixed point in $d < 4$ dimensions, which calls for the introduction of a small parameter $\epsilon = 4 - d$ to formulate a perturbative approach. The quantum critical phase, the so-called Luttinger-Abrikosov-Beneslavskii (LAB) phase, is then found from the flow equation of the coupling constant
\[
\frac{d\tilde{\epsilon}}{d\log b} = \epsilon\tilde{\epsilon}^2 - \frac{3N_d + 1}{6} \epsilon^4 ,
\]
where we have introduced the dimensionless charge $\tilde{\epsilon}^2 = (S_d/(2\pi)^4)4\pi e^2 \Lambda^{d-z-2}$, with $S_d = 2\pi^{d/2}/\Gamma(d/2)$ as the area of the sphere in $d$ dimensions. $\Lambda$ is the arbitrary momentum cutoff. The stable fixed point and the dynamical critical exponent $z$ are then, to leading order in $\epsilon$,
\[
\epsilon^* = \frac{6}{3N_d + 1} \epsilon , \quad z = 2 - \frac{1}{6} \epsilon^*^2 ,
\]
where $N_d$ denotes the degeneracy of the energy bands of the Luttinger Hamiltonian when generalized to $d$ dimensions ($N_3 = 2, N_4 = 8$). The terms introducing the particle-hole and the cubic asymmetries in the Hamiltonian are known to be irrelevant at the stable fixed
point\textsuperscript{15,24,25} and will therefore be neglected in the following. We should mention that there is an ambiguity regarding how to implement the RG procedure in general dimension; here we extended first the Luttinger Hamiltonian to $d = 4$\textsuperscript{15,23} performed the angular momentum integration of 4-dimensional momenta, and then implemented dimensional regularization\textsuperscript{26} on the absolute value of the momentum $p$. For this reason, the numbers appearing in the flow equation and the dynamical exponent differ from those in Ref. 24, for example, where only the last step was implemented, with the angular integrals performed in $d = 3$.

In this work, we also neglect the possible effects of the short-range components of the Coulomb interaction on the LAB fixed point, which may ultimately cause its annihilation and the replacement with the runaway flow of the RG.\textsuperscript{27,28} The rationale is that even if this should happen before the parameter $\epsilon$ reaches unity, there should be a large window of crossover scales at which the scaling appropriate to the LAB fixed point is still visible. In this window, the characteristic power-law behavior of the viscosity and the conductivity, $\eta \sim T^{d/2}$ and $\sigma \sim T^{(d-2)/2}$, should be discernible. Neglecting the possible annihilation of the LAB fixed point simply means that these power-laws extend all the way to $T = 0$. We will assume this here for the sake of simplicity.

To compute the numerical constants of the above transport coefficients, we next turn to the kinetic theory.

\section*{IV. BOLTZMANN FORMALISM}

To use the kinetic theory, one needs to assume that quasiparticles exist even in the LAB non-Fermi liquid, which, of course, is not true. Nevertheless, the $\epsilon$-expansion is precisely devised so that this type of problem is evaded: assuming the interaction between particles to be $\sim \epsilon$ and small, the diagrams for any desired quantity are to be computed using the non-interacting propagators. At a small value of the parameter $\epsilon$, the lengthscale where the quasiparticle description ceases to be valid behaves as $\sim \epsilon^{1/\epsilon}$, and is then set finite only at the end of the calculation. Keeping this lengthscale as the longest in the problem, at all intermediate scales one has well-defined quasiparticles. Within the context of the hydrodynamic transport, this standard strategy from the theory of critical phenomena was first applied to the problem of universal conductivity at the superfluid-insulator transition.\textsuperscript{1}

The quasiparticles in the $\lambda$-energy band are described by the distribution function $f_\lambda$, where $f_{-k}$ ($f_{+k}$) is the distribution function of holes (electrons). The distribution functions of the quasiparticles determine the transport properties of the system, since the intraband-contribution of the electrical conductivity $j_\alpha$, and of the energy-stress tensor $\tau_{\alpha\beta}$ are given by

$$j_\alpha = e \sum_\lambda \int \frac{d^d k}{(2\pi)^d} \nu_{k,\lambda} f_\lambda,$$

$$\tau_{\alpha\beta} = \sum_\lambda \int \frac{d^d k}{(2\pi)^d} \epsilon_{k,\lambda}^\alpha \epsilon_{k,\lambda}^\beta f_\lambda.$$  

These intraband contributions to the charge and momentum current are the ones that dominate the hydrodynamic transport regime and the interband processes (which correspond in the case of the electrical conductivity to the so-called \textit{Zitterbewegung}) to the currents are neglected. The distribution function of the quasiparticles can be evaluated using the quantum Boltzmann equation. The Boltzmann equation is given by

$$\frac{\partial f_\lambda}{\partial T} + \nu_{k,\lambda} \cdot \frac{\partial f_\lambda}{\partial \mathbf{x}} + \mathbf{F} \cdot \frac{\partial f_\lambda}{\partial \mathbf{k}} = I^{ee}[f_\lambda],$$

where $\mathbf{F} = e(E + \mathbf{v}_{\lambda,k} \times \mathbf{B})$ is the Lorentz force, and $\nu_{\lambda,k} = \partial \epsilon_{k,\lambda} / \partial k_\alpha = 2\lambda k_\alpha / (2m)$ is the velocity of the quasiparticles. $I^{ee}[f_\lambda]$ is the collision operator acting on the distribution function of the quasiparticles. It describes the changes of the distribution function due to scattering processes induced by an external perturbation and sets the inverse scattering time of the conductivity, $\sigma = \frac{\epsilon^2}{m^2} n \tau_\sigma$, and viscosity, $\eta \propto n \epsilon \tau_\eta$, where $n \epsilon$ is the energy density of the system.

\subsection*{A. Collision integral}

The collision integral is derived using the Keldysh-formalism, which relates the product of the greater (lesser) Green’s function with the lesser (greater) self-energy to the collision integral,\textsuperscript{29} i.e., $I^{ee}(k, \omega) = \Sigma^>(k, \omega) G^<(k, \omega) - \Sigma^<(k, \omega) G^>(k, \omega)$. The self-energy is defined by the Born diagrams consisting of the direct and the exchange self-energy. (Further details can be found in Appendix B.) This derivation leads to the following expression for the collision integral:

\begin{align}
I^{ee}[f_\mu(\epsilon_k)] = &\frac{(2\pi)^{d+1-3d}}{2} \int d^d k_1 d^d k_2 d^d k_3 \delta(\mu \epsilon_k + \lambda \epsilon_{k_1} - \rho \epsilon_{k_2} - \nu \epsilon_{k_3}) \delta(k + k_1 - k_2 - k_3) \\
&\times \{V(k - k_2)^2 R_{\mu \rho \lambda \nu}(k, k_1, k_2, k_3) - V(k - k_2)V(k - k_3)Q_{\rho \mu \lambda \nu}(k, k_1, k_2, k_3)\} \\
&\times \{[1 - f_\mu(\epsilon_k)][1 - f_\lambda(\epsilon_{k_1})] f_\rho(\epsilon_{k_2}) f_\nu(\epsilon_{k_3}) - f_\mu(\epsilon_k) f_\lambda(\epsilon_{k_1}) [1 - f_\rho(\epsilon_{k_2})][1 - f_\nu(\epsilon_{k_3})]\},
\end{align}
which describes the scattering of two quasiparticles in the initial state $k$ and $k_1$ into the final state $k_2$ and $k_3$ and vice versa. The scattering amplitude of this process is defined by the Born diagrams for the self-energy, where $V(q) = 4\pi e^2/|q|^2$. The functions $R_{\mu\rho\lambda\nu}(k, k_1, k_2, k_3)$ and $Q_{\mu\rho\lambda\nu}(k, k_1, k_2, k_3)$ project the Coulomb interaction onto the eigenstates of the system and consist of the trace over a product of $16 \times 16$ matrices in $d = 4$-dimensions. This expression of the scattering amplitude differs significantly from the scattering amplitude used by Dumitrescu in Ref. 30, where the squared Coulomb potential, $|V(q)|^2$, was assumed for the scattering amplitude, and the projection onto the eigenstates of the system was not taken into account. This is the main difference between our two calculations, and also the main reason for the different numerical coefficient we eventually found.

The collision integral describes five different scattering processes. The first three intraband and interband scattering processes, depicted in Fig. 1, conserve the momentum or an electron and hole pair exchange the momentum $q$ upon the collision process. These scattering channels correspond to the three scattering channels of graphene, where the linear energy spectrum in combination with the energy conservation only permits these processes. However, in the Luttinger semimetals due to the quadratic energy dispersion two additional scattering channels, the so-called Auger processes, are allowed. These are the processes where a particle and a hole scatter and the final state are two holes or two electrons and vice versa. These processes have a large numerical contribution to the collision integral, which can be related to the inverse scattering time. Hence these additional scattering channels reduce the numerical coefficient of the corresponding transport properties.

### B. Linearization

In order to determine the distribution function of the quasiparticles, the quantum Boltzmann equation is linearized by choosing the following Ansatz, i.e. $f_{\lambda} = f_{\lambda}^{(0)} + \delta f_{\lambda}$. Thereby, the distribution function is split into a part describing the equilibrium state of the system given by the Fermi-Dirac function, $f_{\lambda}^{(0)} = 1/\exp(\beta E_{\lambda}) + 1$ with $\beta = 1/(k_BT)$, and an out-of-equilibrium correction $\delta f_{\lambda} = \beta f_{\lambda}^{(0)}(1 - f_{\lambda}^{(0)})h(k, \lambda)$, where the function $h(k, \lambda)$ describes the coupling of the system to an external perturbation introducing the transport of the quasiparticles. In the case of the electrical conductivity $\sigma$ and of the shear viscosity $\eta$, we choose the respective Ansatz

$$h_{\tau}(k, \lambda) = v_{\lambda, k}^{\alpha} E_{\alpha}^{\alpha} g(k) , \quad (12)$$
$$h_{\eta}(k, \lambda) = \lambda I_{\alpha\beta} X_{\alpha\beta} g(k) , \quad (13)$$

where the external perturbations are the electrical field $E^{\alpha}$ coupling to the velocity component $v_{\lambda, k}^{\alpha}$, and the external velocity gradient $X_{\alpha\beta} = (\partial u_\alpha/\partial x_\beta + \partial u_\beta/\partial x_\alpha - \frac{2}{3} \delta_{\alpha\beta} \partial_\alpha u_\alpha)$ coupling to $I_{\alpha\beta} = (k_\alpha k_\beta - \frac{1}{2} k^2 \delta_{\alpha\beta})$. The function $g(k)$ is a superposition of the Laguerre-polynomials, i.e. $g(k) = \sum_\mu \psi_\mu L_{\mu}^{(3)}(k^2)$. Upon using this ansatz of the distribution function for the linearization, the Boltzmann equation can be cast into the matrix form, $[L] = [F]^\dagger [h]$, where the left-hand side denotes the Liouville operator.
acting on the distribution and the right-hand side describes the collision operator acting on \( h \). Using the Hermiticity of the collision integral with respect to its inner product, the matrix equation can be recast to the following optimization problem, \( Q[h] = \langle h, L \rangle - \langle h | T^{\epsilon |} | h \rangle / 2 \) where the expression is maximized with respect to \( h \).

V. RESULTS

After evaluating the Boltzmann equation in \( d = 4 \) and determining the form of the distribution function, the electrical conductivity is to the leading order in \( \epsilon \) given by

\[
\sigma_{\alpha\alpha}(T) = \frac{e^2}{h} \mathcal{C}_{\sigma}(\epsilon = 0) \left( \frac{2mk_BT}{h^2} \right)^{(d-2)/z} \frac{1}{\epsilon^4} \quad (14)
\]

with the numerical coefficient

\[
\mathcal{C}_{\sigma}(0) = 12.840 \quad .
\]

Here \( \epsilon^2 = 2\pi\epsilon^2 = 12\pi\epsilon/(3N_d + 1) \). The interacting Luttinger semimetal shows the power-law temperature dependence of the conductivity, as shown in Fig. 2. This should be contrasted with graphene where the Coulomb interaction leads to a logarithmic divergence of the dc conductivity at low temperatures.\(^{10}\)

The shear viscosity to the leading order in interaction has the form

\[
\eta(T) = h \mathcal{C}_\eta(\epsilon = 0) \left( \frac{2mk_BT}{h^2} \right)^{d/z} \frac{1}{\epsilon^4} \quad (16)
\]

with the numerical coefficient

\[
\mathcal{C}_\eta(0) = 0.086 \quad .
\]

This numerical coefficient is two orders of magnitude smaller than the value claimed earlier in Ref. 30, where the corresponding value of 3.1 was found. The main reason for this discrepancy is the different expression for the scattering amplitude, which is here not the bare Coulomb interaction, but the Coulomb interaction projected on the eigenstates of the system, while taking the direct and exchange self-energy into account. The entropy of the Luttinger semimetals has the same temperature dependence as the viscosity with

\[
s(T) = k_B \mathcal{C}_s(\epsilon) \left( \frac{2mk_BT}{h^2} \right)^{d/z} \quad (18)
\]

and the numerical value \( \mathcal{C}_s(0) = 9N_d\zeta(3)/(32\pi^2) \) in \( d = 4 \). Upon inserting the value of the fixed point defined in Eq. (7), the ratio of viscosity over entropy yields

\[
\frac{\eta}{s} = \frac{\hbar}{4\pi k_B} \frac{1.734}{\epsilon^2} \quad ,
\]

which is the result announced in Eq. (2). The ratio is diverging for \( d = 4 \) dimension, since the system is at a non-interacting fixed point, which leads to a diverging viscosity. Setting \( \epsilon = 1 \), which corresponds to \( d = 3 \), the ratio comes close to the lower bound which indicates that the LAB non-Fermi liquid is close to being a “nearly perfect fluid”. However, this is the result obtained in the first-order calculation. Higher orders in \( \epsilon \) might change the result significantly, as well as in a yet unknown direction. To go beyond leading order, the three-particle scattering processes need to be taken into account in the collision integral. Compounding the difficulty, the loop integrals need to be computed using the non-relativistic propagators of the Luttinger semimetal. This is considerably more difficult than in relativistic problems, such as Gross-Neveu-Yukawa theories at the critical point,\(^{32,33}\) for example. We are not aware of any such higher-order calculations for the hydrodynamic transport even in the simplest \( \phi^4 \)-theory, which describes the superfluid-insulator transition.\(^{1} \) Also, the next-order term in the beta-function for the charge coupling (Eq. 6) in the Luttinger system is not known at the moment.

VI. SUMMARY

We have combined the expansion around the upper critical dimension together with the Boltzmann equation to address the shear viscosity and the electrical conductivity at the Luttinger-Abrikosov-Beneslavskii (LAB) non-Fermi liquid fixed point of the interacting electronic system with the chemical potential at the quadratic band touching point in the energy spectrum. We found the projection of the Coulomb interaction onto the eigenstates of the system to be important and to have a significant quantitative effect on the numerical values of the transport coefficients. Additional scattering processes, the so-called Auger processes, which violate conservation of the particle and hole number, are also allowed, and have been fully included. The interacting Luttinger
semimetal shows a power-law temperature dependence of the dc electrical conductivity that reflects the non-trivial value of the dynamical exponent, and may, for example, be used to extract it experimentally. The ratio of viscosity over entropy was computed near four dimensions, and it was found that when the leading-order result is beyond our obtained first order result.

Some interesting open questions for future studies are the influence of impurities, which are relevant at the LAB fixed point and will modify the relaxation rate of the scattering processes, as well as the influence of a magnetic field on the transport quantities. The corresponding Hall conductivity and Hall viscosity could have a significant influence on the flow of the quasiparticles and might lead to effects such as a strong positive magneto resistance. Also it will be interesting to see if other computational strategies such as the Mori-Zwanzig memory formalism, or the Kubo formalism are able to go beyond our obtained first order result.
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Appendix A: The system

To determine the transport properties of the Luttinger semimetals, we study the Hamiltonian of the form

\[ H = H_0 + H_{\text{int}} \]

\[ = \psi \Gamma \left( \frac{1}{2m} \sum_{a=1}^{fd} d_a(p) \gamma_a \right) \psi \]

\[ + \frac{1}{2} \int d^d r d^d r' \psi_r^\dagger \psi_{r'}^\dagger \frac{e^2}{|r-r'|^{d-2}} \psi_r \psi_{r'}, \]

where \( H_0 \) describes a non-interacting system with a quadratic energy band touching point and the \( H_{\text{int}} \) the Coulomb interaction between the quasiparticles. The choice of this maximally symmetric Hamiltonian can be justified, since the additional terms in the non-interacting part of the Hamiltonian \( H_0 \) which introduce a particle-hole asymmetry and the reduction of the rotational down to cubic symmetry are irrelevant at the LAB fixed point. In the following we set \( 2m = 1 \) and insert it appropriately at the end of the calculation.

The functions \( d_a(p) \) are the spherical harmonics for the angular momentum of 2 which are defined as \( d_a(p) = \sqrt{\frac{d}{2\pi \nu_{d-1}}} p_i (\Lambda^a)_{ij} p_j \), where \( \Lambda^a \) are the real Gell-Mann matrices. In \( d = 3 \), there are five independent spherical harmonics with \( f_3 = 5 \), while in \( d = 4 \) the number increases to 9 with \( f_4 = 9 \). The following, the explicit form of the \( \gamma \)-matrices in \( d = 3 \) and \( d = 4 \), and the expression of the spherical harmonics, are given. The \( \gamma \)-matrices obeying the Clifford-algebra are defined in \( d = 3 \) as

\[
\begin{align*}
\gamma_1 &= \sigma_1 \otimes \mathbb{1}_{2 \times 2} \\
\gamma_2 &= \sigma_3 \otimes \sigma_3 \\
\gamma_3 &= \sigma_3 \otimes \sigma_1 \\
\gamma_4 &= \sigma_3 \otimes \sigma_2 \\
\gamma_5 &= \sigma_2 \otimes \mathbb{1}_{2 \times 2},
\end{align*}
\]

where \( \sigma_i \) are the Pauli matrices. These \( \gamma \)-matrices can be extended to \( d = 4 \) by implementing the following procedure:

First define

\[
\Gamma_a = \begin{cases} 
\sigma_3 \otimes \gamma_a \\
\sigma_1 \otimes \mathbb{1}_{4 \times 4} \\
\sigma_2 \otimes \mathbb{1}_{4 \times 4},
\end{cases}
\]

which lead to the \( \gamma \)-matrices in \( d = 4 \)

\[
G_a = \begin{cases} 
\sigma_3 \otimes \Gamma_a \\
\sigma_1 \otimes \mathbb{1}_{8 \times 8} \\
\sigma_2 \otimes \mathbb{1}_{8 \times 8}
\end{cases}.
\]

The Gell-Mann matrices in \( d = 4 \) are given by

\[
\begin{align*}
\Lambda^1 &= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \\
\Lambda^2 &= \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \\
\Lambda^3 &= \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \\
\Lambda^4 &= \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \\
\Lambda^5 &= \frac{1}{\sqrt{3}} \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \\
\Lambda^6 &= \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}.
\end{align*}
\]
diagonalized by the transformation matrix $\Lambda_7 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}$, $\Lambda_8 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}$, $\Lambda_9 = \frac{1}{\sqrt{6}} \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 3 \end{pmatrix}$.

$\Sigma_{\alpha\beta}(k, T) = G_{\alpha\beta}^\sigma(k_1) + G_{\alpha\beta}^\sigma(k_2)$

FIG. 3. Born diagrams for the greater self-energy. The lesser self-energy is given by similar diagrams only the lesser and greater Green’s functions are exchanged.

In this paper all calculations, which are performed to determine the collision integral and thus the distribution function of the quasiparticles in the Boltzmann formalism, are done in $d = 4$. The reason for this is that the upper critical dimension of the system is $d = 4$ and that the Coulomb interaction is a relevant interaction in $d = 3$ leading to a quantum critical phase, the LAB phase. To be able to perform a RG analysis, the small parameter $\epsilon = 4 - d$ is introduced. For small $\epsilon$, the existence of quasiparticles is a valid assumption. Hence, the Hamiltonian in $d = 4$ dimensions is given by a $16 \times 16$ matrix and the valence and conductance bands have a degeneracy of $N_{d=4} = 8$. The Hamiltonian $H_0$ defined in Eq. (A1) is diagonalized by the transformation matrix $P$ with

$$P^{-1}(k)H_0(k)P(k) = (\sigma_3 \otimes 1_{8 \times 8})\epsilon_k,$$  \hspace{1cm} (A6)

with $\epsilon_k = k^2/(2m)$. The matrix $P(k)$ transforms the system into its eigenstate basis, i.e., the basis that describes the creation and annihilation of the quasiparticles in the corresponding energy band. The Green’s function $G$ and the self-energy $\Sigma$, defined over the Hamiltonian $H_0$, are also diagonalized by the same transformation matrix $P$, and we find

$$P^{-1}GP = g, \quad P^{-1}\Sigma P = \sigma.$$  \hspace{1cm} (A7)

$\int d\omega (\partial_t + v_{\lambda \kappa} k \cdot \partial_{\vec{k}} + F \cdot \partial_{\vec{k}})(ig^<) = \int_\omega (\sigma^> g^< - \sigma^< g^>) \hspace{1cm} \text{(B3)}$

To determine the expression for the collision integral, the expression for the lesser and greater self-energy must be found. These self-energies are defined by the Born diagrams shown in Fig. 3 and we find for the greater self-energy the expression

$$\Sigma_{\alpha\beta}^<(k, \omega, T)$$  \hspace{1cm} (B4)

where $V(q) = 4\pi e^2/|q|^2$. To obtain the expression for the lesser self-energy, the lesser and greater Green’s functions need to be exchanged. Hence, we obtain as expression for the collision integral the following form:

$$I^{xc}[f_\mu(\epsilon_k)] = \int \frac{d\omega}{2\pi} (-i\sigma_{\mu\mu}^< [1 - f_\mu(\epsilon_k)] - i\sigma_{\mu\mu}^> f_\mu(\epsilon_k)) (2\pi)\delta(\omega - k)$$

$= (2\pi)^{d+1-3d} \int d\omega k_1 d\omega k_2 d\omega k_3 \delta(\mu \epsilon_k + \lambda \epsilon_{k_1} - \nu \epsilon_{k_2} - \rho \epsilon_{k_3}) \delta(k + k_1 - k_2 - k_3)$

$\times \{V(k - k_2)^2 R_{\mu\rho\lambda\nu}(k, k_1, k_2, k_3) - V(k - k_2) V(k - k_3) Q_{\mu\rho\lambda\nu}(k, k_1, k_2, k_3)\}$

$\times \{[1 - f_\mu(\epsilon_k)] [1 - f_\lambda(\epsilon_{k_1})] f_\rho(\epsilon_{k_2}) f_\nu(\epsilon_{k_3}) - f_\mu(\epsilon_k) f_\lambda(\epsilon_{k_1}) [1 - f_\rho(\epsilon_{k_2})][1 - f_\nu(\epsilon_{k_3})]\}$

where the functions $R_{\mu\rho\lambda\nu}$ and $Q_{\mu\rho\lambda\nu}$, which project the Coulomb interaction on the eigenstates of the system, are given by:

$$R_{\mu\rho\lambda\nu}(k, k_1, k_2, k_3) \hspace{1cm} \text{(B6)}$$

$\text{Appendix B: The quantum kinetic equation}$

Next, the Keldysh formalism is used. The diagonal elements of the lesser and greater Green’s function in the energy band basis can be related to the distribution functions of the quasiparticles by

$$g_{\lambda\lambda}^< = i f_\lambda(\omega) A(p, \omega) \delta_{\lambda\lambda} \hspace{1cm} (B1)$$

$$g_{\lambda\lambda}^> = -i [1 - f_\lambda(\omega)] A(p, \omega) \delta_{\lambda\lambda}, \hspace{1cm} (B2)$$

where $A(p, \omega)$ is the spectral function which we assume here for simplicity as $A(p, \omega) = 2\pi \delta(\omega - \epsilon_{p, \lambda})$. The equation of motion for the lesser Green’s function can be identified with the Boltzmann equation \cite{29} and holds

$$\int \frac{d\omega}{2\pi} (\partial_t + v_{\lambda\kappa} k \cdot \partial_{\vec{k}} + F \cdot \partial_{\vec{k}})(ig^<) = \int_\omega (\sigma^> g^< - \sigma^< g^>).$$  \hspace{1cm} (B3)
The expression of the direct self-energy can be simplified further by identifying the term:

\[ T_{\alpha\beta}(k, p) = M_{\alpha\beta}(k, p)M_{\beta\alpha}(p, k) \]

The matrix \( M_{\mu\nu}(k, k_1) \) is defined as

\[ M_{\mu\nu}(k, k_1) = P_{\mu\nu}^{-1}(k)P_{\alpha\beta}(k_1). \]  

The Greek indices, appearing in the distribution function, are independent of the time \( t \) and the magnetic field \( B \) is zero, that the discontinuity correction to the distribution function is given by

\[ \delta f = \lambda_{\alpha\beta}(k)g(k)X_{\alpha\beta}. \] 

The Boltzmann equation can be cast into the form:

\[ I^{\mu\nu}_{\mu}(k) = \beta(2\pi)^{d-1} \int d^d k \int d^d q \delta(\mu \epsilon_k + \lambda \epsilon_{k_1} - \rho \epsilon_{k-q} - \nu \epsilon_{k_1+q}) \]

\[ \times \{V(q)^2 R_{\mu\rho\lambda\nu}(k, k_1, k - q, k_1 + q) - V(q)V(k - q - k_1)Q_{\mu\rho\lambda\nu}(k, k_1, k - q, k_1 + q) \} \]

\[ \times \frac{h(\lambda, k_1) + h(\mu, k) - h(\nu, k_1 + q) - h(\rho, k - q)}{(1 + e^{\beta (\epsilon_k + q)}) (1 + e^{\beta (\epsilon_k - q)}) (1 + e^{-\beta \epsilon_k}) (1 + e^{-\beta \epsilon_{k_1}})}. \] 

1. Viscosity

We now focus on the evaluation of the shear viscosity of the system. We assume that the electrical field \( E \) and the magnetic field \( B \) is zero, that the distribution function is independent of the time \( t \), and that the out-of-equilibrium correction to the distribution function is given by \( \delta f_{\lambda} = \beta f^{(0)}_{\lambda}(1 - f^{(0)}_{\lambda})h_{\lambda}(k, \lambda) \) with \( h_{\lambda}(k, \lambda) = \lambda_{\alpha\beta}(k)g(k)X_{\alpha\beta}. \) The Boltzmann equation can be cast into the form:

\[ \lambda \hbar 2 I_{\alpha\beta}(k)f^{(0)}_{\lambda}(1 - f^{(0)}_{\lambda})X_{\alpha\beta} = I^{\mu\nu}_{\mu}(k). \] 

The same reasoning applies also for all other combinations of \( \alpha \) and \( \beta. \)

**Appendix C: Linearization of the Boltzmann equation**

In this appendix, we determine the distribution function of the quasiparticles when either an external electrical field \( E \) or an external velocity gradient is applied, \( X_{\alpha\beta} = \left( \frac{\partial n_{\alpha\beta}}{\partial q_{\alpha}} + \frac{\partial n_{\alpha\beta}}{\partial q_{\beta}} - \frac{2}{d} \delta_{\alpha\beta} \partial_{u_\alpha} u_\alpha \right). \) As first step, the Boltzmann equation is linearized by choosing the following Ansätze for the distribution function:

\[ f_{\lambda} = f^{(0)}_{\lambda} + \delta f_{\lambda}, \]

where \( f^{(0)}_{\lambda} = 1/(1 + \exp(\beta \tilde{\epsilon}_{k, \lambda})) \) with \( \tilde{\epsilon}_{k, \lambda} = \lambda \epsilon_k \) for the conductivity and \( \tilde{\epsilon}_{k, \lambda} = \epsilon_k - k \cdot u(x) \) for the viscosity. The function \( \delta f_{\lambda} \) describes the out-of-equilibrium correction to the distribution function and is defined as:

\[ \delta f_{\lambda} = \beta f^{(0)}_{\lambda}(1 - f^{(0)}_{\lambda})h(k, \lambda), \]

where \( h(k, \lambda) \) describes the coupling of the system to the external perturbation. The exact expression of \( h \) for the viscosity and the electrical conductivity is defined in Eq. (12) and (13). The function \( g(k) \) appearing in both Ansätze are defined as \( g(k) = \sum_n \psi_n I^{(3)}_{\gamma n}(k^2) \), where the functions \( I^{(3)}_{\gamma n}(k) \) are the associated Laguerre polynomials and \( \psi_n \) are coefficients weighting the different polynomials. After the linearization, the collision integral can be cast into the form:

\[ I^{\mu\nu}_{\mu}(k) = \beta(2\pi)^{d-1} \int d^d k \int d^d q \delta(\mu \epsilon_k + \lambda \epsilon_{k_1} - \rho \epsilon_{k-q} - \nu \epsilon_{k_1+q}) \]

\[ \times \{V(q)^2 R_{\mu\rho\lambda\nu}(k, k_1, k - q, k_1 + q) - V(q)V(k - q - k_1)Q_{\mu\rho\lambda\nu}(k, k_1, k - q, k_1 + q) \} \]

\[ \times \frac{h(\lambda, k_1) + h(\mu, k) - h(\nu, k_1 + q) - h(\rho, k - q)}{(1 + e^{\beta \epsilon_{k+q}})(1 + e^{\beta \epsilon_{k-q}})(1 + e^{-\beta \epsilon_k})(1 + e^{-\beta \epsilon_{k_1}})}. \]

We modify the Boltzmann equation further by multiplying both sides by the term \( I_{\alpha\beta}(k) \) and by using the following symmetry properties of the collision integral

\[ I^{\mu\nu}_{\mu} = \int \frac{d^d k}{Z(p, k)}, \]

which yields the following form of the Boltzmann equation

\[ \lambda \hbar 2 I_{\alpha\beta}(k)f^{(0)}_{\lambda}(1 - f^{(0)}_{\lambda})X_{\alpha\beta} = I^{\mu\nu}_{\mu}(k). \]
\[
\frac{\hbar^2 \beta \Lambda Y_{k,k}}{[1 + \exp(\beta \epsilon_k)][1 + \exp(-\beta \epsilon_k)]} = \beta (2\pi)^{d+1-3d} \int d^d k_1 d^d q \delta(\mu \epsilon_k + \lambda \epsilon_{k_1} - \rho \epsilon_{k-q} - \nu \epsilon_{k_1+q}) \\
\times \{ V(q)^2 R_{p\rho\lambda\nu}(k_1, k-k, k-q, k_1+q) - V(q)V(k- q - k_1)Q_{\mu\nu\lambda\rho}(k, k_1, k-k, k-q, k_1+q) \} \\
\times \frac{\rho Y_{k,k_1} g(k) + \mu Y_{k,k_1} g(q) - \nu Y_{k,k_1+q} g(k_1 + q) - \rho Y_{k,k-q} g(k-q)}{(1 + e^{\beta \epsilon_{k+q}})(1 + e^{\beta \epsilon_{k-q}})(1 + e^{\beta \epsilon_{k}})(1 + e^{-\beta \epsilon_{k+q}})} , \tag{C6}
\]

with
\[
Y_{p,k} = I_{\alpha,\beta}(k) I_{\alpha,\beta}(p) = (p \cdot k)^2 - \frac{1}{d} p^2 k^2 . \tag{C7}
\]

The collision operator \(I_{\text{coll}}[\hat{h}_q] \) in Eq. (C6) with \( \hat{h}_q = \Lambda Y_{k,k} g(k) \) is self-adjoint with respect to the scalar product
\[
\langle \hat{h}_{q,1} | \hat{h}_{q,2} \rangle = \sum_{\lambda} \int \frac{d^d k}{(2\pi)^d} \hat{h}_{q,1}(k) \hat{h}_{q,2}(k) . \tag{C8}
\]

Using these properties, the above Boltzmann equation can be related to a functional \( Q[g] \), so that solving Eq. (C6) can be identified with finding the stationary point of
\[
\frac{\partial Q[g]}{\partial g} = 0 . \tag{C9}
\]

The shear viscosity is given by the following functional \( Q[g] \):
\[
Q[g] = -\beta (2\pi)^{1-3d} \int d^d k d^d q d^d l \left( \frac{\delta(\epsilon_k - \epsilon_{k_1+q} - \epsilon_{k-q} - \epsilon_{k_1}) K^{(\text{conserving})}(k, k_1, q)}{(1 + e^{\beta \epsilon_{k+q}})(1 + e^{\beta \epsilon_{k-q}})(1 + e^{\beta \epsilon_{k}})(1 + e^{-\beta \epsilon_{k+q}})} \\
\times [Y_{k,k_1} g(k_1) + Y_{k,k_1+q} g(k_1 + q) - Y_{k,k-q} g(k-q)]^2 + \frac{\delta(\epsilon_k - \epsilon_{k_1} - \epsilon_{k-q} - \epsilon_{k_1+q})}{(1 + e^{\beta \epsilon_{k+q}})(1 + e^{\beta \epsilon_{k-q}})(1 + e^{\beta \epsilon_{k}})(1 + e^{-\beta \epsilon_{k+q}})} \\
\times \left( K_{ph\rightarrow pp}(k, k_1, q) \left[ -Y_{k,k_1} g(k_1) + Y_{k,k_1+q} g(k_1 + q) - Y_{k,k-q} g(k-q) \right]^2 + K_{hp\rightarrow pp}(k, k_1, q) \left[ +Y_{k,k_1} g(k) - Y_{k,k_1+q} g(k_1 + q) - Y_{k,k-q} g(k-q) \right]^2 \\
- K_{pp\rightarrow ph}(k, k_1, q) \left[ -Y_{k,k} g(k) - Y_{k,k+q} g(k+q) - Y_{k,k+q} g(k_1 + q) + Y_{k,k+q} g(k) \right]^2 \\
- K_{pp\rightarrow hp}(k, k_1, q) \left[ -Y_{k,k} g(k) - Y_{k,k+q} g(k_1 + q) + Y_{k,k} g(k) - Y_{k,k} g(k+q) \right]^2 \right) \\
- \beta \int \frac{d^d k}{(2\pi)^d} \left( \frac{3}{4} \frac{e^{\beta k^2}}{k^2} \right)^2 \left[ -i \omega g(k) + 2\hbar \right] , \tag{C10}
\]

where \( K^{(\text{conserving})}(k, k_1, q) \) describes the scattering amplitude of all collision processes that conserve the number of quasiparticles and holes. The Auger scattering processes are given by \( K_{ph\rightarrow pp}, K_{hp\rightarrow pp}, K_{pp\rightarrow ph}, \) and \( K_{pp\rightarrow hp} \). The explicit form of the scattering amplitude that conserve the particle/hole number is
\[
K^{(\text{conserving})}(k, k_1, q) = \{ V(q)^2 R_{+++}(k, k_1, k-k, k+q) - V(q)V(k-q-k_1)Q_{+++}(k, k_1, k-q, k_1+q) \} \\
\times \left( K_{ph\rightarrow pp}(k, k_1, q) \left[ -Y_{k,k} g(k) + Y_{k,k+q} g(k+q) - Y_{k,k+q} g(k_1 + q) + Y_{k,k} g(k) \right]^2 \\
- K_{hp\rightarrow pp}(k, k_1, q) \left[ +Y_{k,k} g(k) - Y_{k,k+q} g(k_1 + q) - Y_{k,k-q} g(k-q) \right]^2 \\
- K_{pp\rightarrow ph}(k, k_1, q) \left[ -Y_{k,k} g(k) - Y_{k,k+q} g(k_1 + q) + Y_{k,k+q} g(k) - Y_{k,k} g(k+q) \right]^2 \right) \tag{C11}
\]

while the scattering amplitude describing the scattering process of a particle and a hole to two particles (holes) is given by:
\[
K_{ph\rightarrow pp}(k, k_1, q) = V(q)^2 R_{+++}(k, k_1, k-k, k+q) - V(q)V(k-q-k_1)Q_{+++}(k, k_1, k-q, k_1+q) \tag{C12}
\]
\[
K_{hp\rightarrow pp}(k, k_1, q) = V(q)^2 R_{+++}(k_1, k-k, k-q, k_1-q) - V(q)V(-k-q-k_1)Q_{+++}(k_1, -k, -k_1-q, -k_1) \tag{C13}
\]
\[
K_{pp\rightarrow ph}(k, k_1, q) = V(q)^2 R_{+++}(k-k, k, k_1, k+q) - V(q)V(-k-k_1)Q_{+++}(k-k, k, k_1, q) \tag{C14}
\]
\[
K_{pp\rightarrow hp}(k, k_1, q) = V(q)^2 R_{+++}(k-k, k-k_1, k-q, k-q) - V(q)V(-k-k_1)Q_{+++}(k-k, k-k_1, q, q) \tag{C15}
\]

The problem of finding the stationary point of \( \partial Q[g]/\partial g = 0 \) can be translated to the following matrix equation
\[
C_{ab}^\text{coll} \psi_b = \mathcal{L}_b , \tag{C16}
\]
where $L_b$ is given by

$$L_b = 2\hbar\beta \int \frac{d^d k}{(2\pi)^d} \left( \frac{3}{4} k^4 \right)^2 \frac{e^{\beta k^2}}{(1 + e^{\beta k^2})^2} f_0^{(3)}(k^2)$$

and the collision matrix element has the form

$$C_{ab}^{\text{coll}} = -\beta(2\pi)^{-3d} \int d^d k d^d k_1 d^d q \left( \delta(\epsilon_k - \epsilon_{k+q} - \epsilon_{k-q} + \epsilon_{k_1}) K_{\text{conserving}}(k, k_1, q) \right)$$

$$\times \left[ Y_{k,k_1} L_0^{(3)}(k_1^2) + Y_{k,k_1} L_0^{(3)}(k_1^2) - Y_{k,k_1+q} L_0^{(3)}(|k_1 + q|^2) - Y_{k,k_1-q} L_0^{(3)}(|k - q|^3) \right]$$

$$\times \left[ Y_{k,k_1} L_b^{(3)}(k_1^2) + Y_{k,k_1} L_b^{(3)}(k_1^2) - Y_{k,k_1+q} L_b^{(3)}(|k_1 + q|^2) - Y_{k,k_1-q} L_b^{(3)}(|k - q|^3) \right]$$

$$+ \delta(\epsilon_k - \epsilon_{k_1} - \epsilon_{k-q} - \epsilon_{k_1+q}) K_{\text{pp}\rightarrow \text{pp}}(k, k_1, q)$$

$$\times \left[ -Y_{k,k_1} L_0^{(3)}(k_1^2) + Y_{k,k_1} L_0^{(3)}(k_1^2) - Y_{k,k_1+q} L_0^{(3)}(|k_1 + q|^2) - Y_{k,k_1-q} L_0^{(3)}(|k - q|^3) \right]$$

$$\times \left[ -Y_{k,k_1} L_b^{(3)}(k_1^2) + Y_{k,k_1} L_b^{(3)}(k_1^2) - Y_{k,k_1+q} L_b^{(3)}(|k_1 + q|^2) - Y_{k,k_1-q} L_b^{(3)}(|k - q|^3) \right]$$

$$+ K_{\text{hp}\rightarrow \text{pp}} \cdots + K_{\text{pp}\rightarrow \text{hp}} \cdots + K_{\text{pp}\rightarrow \text{ph}} \cdots \right].$$

After having determined the elements of the collision matrix and the vector $L_b$, the coefficient $\psi_b$ which enter the distribution function are given by an inversion of the matrix equation with

$$\psi_a = (C_{ab}^{\text{coll}})^{-1} L_b.$$

The shear viscosity of Luttinger semimetals can be evaluated by the expression

$$\eta = \beta \sum_{n,\lambda=\pm 1} \int \frac{d^d k}{(2\pi)^d} v_0^\alpha k^\beta I_{\alpha\beta} f_0^{(0)} (1 - f_\lambda^{(0)}) \psi_n L_n^{(3)}(k^2),$$

(19)

where we do not sum over the indices $\alpha$ and $\beta$, and $\alpha \neq \beta$.) In the determination of the shear viscosity, we took the Laguerre-polynomials $L_n^{(3)}$ with $n \in \{0, 1, 2, 3, 4, 5\}$ into account and checked that the sum over $n$ converges.

2. **Electrical conductivity**

In this section, the electrical conductivity of Luttinger semi-metals is determined. The procedure is analogous to the calculation of the viscosity. However, this time we assume that the distribution function is spatially homogeneous, i.e. $f_\lambda$ does not depend on the spatial coordinate, and that the distribution function is independent of the time $t$. The ansatz for the out-of-equilibrium distribution function is given by $h_\alpha(k, \lambda) = \lambda v_\alpha^\beta E^\alpha$, where $E^\alpha$ is the $\alpha$- component of the electrical field. For the Boltzmann equation, we find the expression:

$$-ev_0^\alpha \lambda \beta f_\lambda^{(0)} (1 - f_\lambda^{(0)}) E^\alpha = I_{\lambda}^{\text{in}, \alpha}(k)$$

with the collision integral:

$$I_{\lambda}^{\text{in}, \alpha}(k) = \beta(2\pi)^{d+1-3d} \int \frac{d^d k d^d q}{(2\pi)^d} \delta(\mu k + \lambda \epsilon_{k_1} - \rho \epsilon_{k-q} - \nu \epsilon_{k_1+q}) E^\alpha$$

$$\times \left\{ V(q)^2 R_{\mu\rho\alpha\lambda}(k, k_1, k-q, k_1+q) - V(q)V(k-q-k_1)Q_{\mu\rho\lambda\alpha}(k, k_1, k-q, k_1+q) \right\}$$

$$\lambda v_0^\alpha g(k) + \mu v_\alpha^\rho g(k) - \nu v_\alpha^\lambda g(k_1 + q) - \rho v_\alpha^\sigma g(k - q)$$

$$\times \frac{1}{(1 + e^{\beta \epsilon_{k}})(1 + e^{\beta \epsilon_{k-q}})(1 + e^{-\beta \epsilon_{k_1}})}.$$

Next we introduce the function

$$R_{k, k_1} = v_k \cdot v_{k_1} = 4k \cdot k_1$$

(23)
into the Boltzmann equation. The collision operator \( I_{\text{col}}[\tilde{h}_\sigma] \) with \( \tilde{h}_\sigma = \lambda R_{k,k}g(k) \) is again self adjoint with respect to the scalar product and the following functional is found

\[
Q_\sigma[g] = \beta \frac{(2\pi)^{d+1-3d}}{2} \int d^d k d^d k_1 d^d q \left\{ \frac{\delta(\epsilon_k + \epsilon_{k_1} - \epsilon_{k-q} - \epsilon_{k_1+q})T^{(1)}(k,k_1,q)}{(1 + e^{\beta\epsilon_{k+q}})(1 + e^{\beta\epsilon_{k-q}})(1 + e^{\beta\epsilon_{k_1}})(1 + e^{\beta\epsilon_{k_1+q}})} \right. \\
\left. \times [R_{k,k_1}g(k_1) + R_{k,k}g(k) - R_{k,k_1+q}g(k_1 + q) - R_{k,k_1-q}g(k - q)]^2 \right.
\]

\[
+ \frac{\delta(\epsilon_k + \epsilon_{k_1} - \epsilon_{k-q} - \epsilon_{k_1+q})T^{(2)}(k,k_1,q)}{(1 + e^{\beta\epsilon_{k+q}})(1 + e^{\beta\epsilon_{k-q}})(1 + e^{\beta\epsilon_{k_1}})(1 + e^{\beta\epsilon_{k_1+q}})} \left. \times [R_{k,k_1}g(k_1) + R_{k,k_1+q}g(k_1 + q) - R_{k,k_1-q}g(k - q) - R_{k,k_1}g(k_1)]^2 \right.
\]

\[
+ \frac{\delta(\epsilon_k - \epsilon_{k_1} - \epsilon_{k-q} - \epsilon_{k_1+q})}{(1 + e^{\beta\epsilon_{k+q}})(1 + e^{\beta\epsilon_{k-q}})(1 + e^{\beta\epsilon_{k_1}})(1 + e^{\beta\epsilon_{k_1+q}})} \times (K_{\text{ph} \rightarrow pp}(k,k_1,q)[-R_{k,k_1}g(k_1) + R_{k,k_1+q}g(k_1 + q) - R_{k,k_1-q}g(k - q)]^2
\]

\[
+ K_{\text{hp} \rightarrow pp}(k,k_1,q)[+R_{k,k_1}g(k) - R_{k,k_1-q}g(k_1) - R_{k_1,q}g(k) - R_{k,k_1+q}g(k_1 + q)]^2 \right) \right) \right) \right)
\]

\[
+ \beta \int d^k \left( \frac{e^{3k_2}}{(2\pi)^{d}} [R_{k,k_1}]^2 \right)^2 \frac{(1 + e^{3k_2})}{(1 + e^{3k_2})^2} g(k). \right)
\]
where \( \hat{e}_r \) is the radial unit vector in \( d \)-dimensions.

Next we consider the scattering processes which do not conserve the particle and hole number, such as \( e_k h_{k_1} \rightarrow e_{k-q} e_{k_1+q} \). The energy conservation implies that

\[
k^2 - k_1^2 = |k - q|^2 + |k_1 + q|^2.
\]

Again upon introducing the following parametrization for \( q = \frac{1}{2}(k - k_1) + Q \), it holds:

\[
\delta(\epsilon_k - \epsilon_{k_1} - \epsilon_{k-q} - \epsilon_{k_1+q}) = \delta\left(\frac{1}{4}|k - k_1|^2 - k_1^2 - Q^2\right) = \frac{1}{2\sqrt{|k-k_1|^2 - k_1^2}} \left[ \delta\left(\sqrt{\frac{|k-k_1|^2}{4} - k_1^2} - Q\right) + \delta\left(\sqrt{\frac{|k-k_1|^2}{4} - k_1^2} + q\right) \right],
\]

where the absolute value \( k \) is restricted to

\[
k \geq k_1 \left(\cos \theta_{kk_1} + \sqrt{3 + \cos^2 \theta_{kk_1}}\right).
\]

\( \theta_{kk_1} \) is the angle between the two momentum \( k \) and \( k_1 \). The \( q \)-momentum for non-conserving particle number is then given by \( q = \frac{1}{2}(k - k_1) \pm \sqrt{|k-k_1|^2 - k_1^2 e_\hat{r}} \), where \( e_\hat{r} \) is the radial unit vector in \( d \)-dimensions. Equation (D6) sets the lower limit in the integration of the absolute value of \( k \).

---
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