Optimal Controllers and Configurations of 100% PV and Energy Storage Systems for a Microgrid: The Case Study of a Small Town in Jordan
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Abstract: Renewable energy systems such as Photovoltaic (PV) have become one of the best options for supplying electricity at the distribution network level. This is mainly because the PV system is sustainable, environmentally friendly, and is a low-cost form of energy. The intermittent and unpredictable nature of renewable energy sources which leads to a mismatch between the power generation and load demand is the challenge to having 100% renewable power networks. Therefore, an Energy Storage System (ESS) can be a significant solution to overcome these challenges and improve the reliability of the network. In Jordan, the energy sector is facing a number of challenges due to the high energy-import dependency, high energy costs, and the inadequate electrification of rural areas. In this paper, the optimal integration of PV and ESS systems is designed and developed for a distribution network in Jordan. The economic and energy performance of the network and a proposed power network under different optimization algorithms and power network operation scenarios are investigated. Metaheuristic optimization algorithms, namely: Golden Ratio Optimization Method (GROM) and Particle Swarm Optimization (PSO) algorithms, are employed to find the optimal configurations and integrated 100% PV and ESS for the microgrid.

Keywords: energy storage system (ESS); renewable energy systems; power grid operation; photovoltaic (PV)

1. Introduction

1.1. Background

Electrical demand worldwide is increasing due to the increase in population, electrification of vehicles, economic expansion, and customer energy behaviour [1]. In Jordan, the electricity demand is growing at a rate of 3% every year [2]. Many developing and developed countries such as Jordan have limited traditional energy resources (fossil fuels) which contributes to economic challenges due to high and volatile operating costs [1–3]. The electrical demand trend in global consumerism requires improvements in power generation methods. In addition, there is a need to meet the growth in demand and develop a more cost-efficient energy system by motivating the consideration of new generation methods, in particular, distribution generation, renewable energy, and energy storage technologies [4]. The concerns of energy costs, climate change, and fossil fuel depletion have led many countries to move towards low-polluting Renewable Energy Sources (RES) such as Photovoltaic (PV), which offer cost-effective and environmental friendliness options [4,5].
Replacing traditional energy resources (fossil fuels) with renewable energy sources is the key to achieving a sustainable and zero-carbon economy. Therefore, PV and other RES systems have become an attractive option for 100% supplying loads in islands or remote areas. The volatile generation nature of RESs means that an energy storage system (ESS) such as batteries and an optimal operation process to achieve a well-planned zero-carbon energy system and ensure reliable delivery are needed [6,7]. This article aims to develop a realistic 100% PV and ESS for a microgrid based on a case study from Jordan and to optimally treat the stochastic behaviour of a PV by using different control methods for the ESS. In addition, this work will present an economic assessment of the proposed systems. The key contributions of this article will focus on providing an extensive investigation into the load demand and PV power generations of rural areas in Jordan and employing modern optimization algorithms (GROM and PSO) to improve the performance of 100% PV and ESS systems in a microgrid.

1.2. Literature Review

The studies by the authors of [2] introduced rural areas as the most affected zones by increasing the energy costs with a low reliable power system. Therefore, over the last few years, the significance of developing 100% RES has been globally addressed especially for island grids [8–10]. Bhuiyan et al. [8], Chen [9], and Alsaidan et al. [10] presented a standalone microgrid based on PV, wind turbines, and ESS to minimize the energy costs and gas emissions. However, the designed systems in [8,9] used the diesel-distributed generators as an auxiliary power supply to ensure the reliability of the system. Al-Shetwi et al. [11] presented a design and cost estimation of the stand-alone PV system to cover the basic needs for electricity such as lighting for a village consisting of 126 houses in Yemen. The proposed design by the authors of [11] did not include ESSs or an optimal operating system for the energy flow. In 2020, Ibrik [12] introduced two microgrid PV systems equipped with a battery storage system for two villages to reduce gas emissions. The author in [12] did not consider the impact of the optimal operation of ESSs and PV on energy and cost-efficiency.

The cost-efficient and optimal structure of a 100% RES system with a high-reliability performance in microgrids was the main goal of the different studies. For example, Zhao et al. [13] and Abdulgalil et al. [14] investigated the benefit of the optimal sizing of a standalone microgrid based on RES and ESS in terms of cost and pollution. The results in [13,14] showed that using an optimally sized PV and ESS is economically and environmentally beneficial and feasible. The researcher developed optimal configuration-sizing approaches to reduce the energy cost and sourcing reliability of RES integrated with urban university campuses [6] and in Al-Tafilah, Jordan [2]. The research studies [2,6,8–10] indicated that the integration of RES requires a high level of load-balancing constraints to achieve a reliable power system. In addition, a number of researchers have investigated the feasibility of standalone microgrids based on RES in terms of environmental and economic aspects [15–18]. In general, a few studies have focused on using 100% PV and ESS for a microgrid and the evaluation of their performance [2,6]. Algarani et al. [6] and Krishan et al. [19] provided an optimal sizing approach for an islanded PV system to meet the electricity need of a household. The feasibility of using PV equipped with ESS was not assessed in [6,19].

Recently, new metaheuristic optimization algorithms have been developed and employed in different areas such as power flow problems to improve the ability to solve challenging engineering problems [20–22]. The metaheuristic algorithms work to examine and cover a wide variable space for finding a promising solution which is not at a local area (local optimal point) by using as extensive and random a search as possible. Therefore, the metaheuristic optimization algorithms such as Particle Swarm Optimization (PSO) are increasingly becoming common for solving non-linear and complex objective functions [23]. However, the extensive and random search process will require a high computational effort to find the global optimal solution. Nematollahi et al. [24] developed a new metaheuristic...
algorithm called the Golden Ratio Optimization Method (GROM) with the motivation of achieving the global solution within an efficient time for complex problems. The research studies in [24] employed the GROM to solve the power flow problem for a power network with renewable energy sources. Therefore, the GROM algorithm could beneficially solve stochastic energy optimization problems and it will have a significant impact on improving the energy efficiency performance.

1.3. Contributions

Designing an optimal integration of PV and ESS systems for microgrids and investigating the economic and energy performance under different optimization algorithms is the objective of this article. To the best of the authors’ knowledge, no studies have provided a comparison of optimization operation algorithms for microgrids based on 100% PV and ESS. In addition, metaheuristic optimization algorithms, namely GROM and PSO algorithms, are employed to find the optimal configurations and integrated 100% PV and ESS for the microgrid. The main objectives and contributions of this article are:

- Providing one of the first extensive investigations into the load demand and PV power generations of rural areas in Jordan;
- Designing an optimal 100% PV and ESS system for a microgrid and rural areas in Jordan;
- Employing new metaheuristic optimization algorithms (GROM and PSO) to improve the economic and energy performance of 100% PV and ESS systems for the microgrid.

1.4. Outline of Paper

The following sections are organized as follows: The description of the 100% PV and ESS systems and methodology are introduced in Section 2. In Section 3, the proposed model results are discussed. Finally, the summary and conclusion of this paper are introduced in Section 4.

2. The Description of the 100% PV and ESS Systems and Methodology

This section aims to introduce the 100% PV and ESS systems for microgrid topology and the optimal controllers for the ESS. Firstly, the schematic energy flow diagram, as shown in Figure 1, shows the flow of energy from the main energy source (the PV system \( G(t) \)) and ESS, \( E(t) \), to the demand side of the grid, \( L(t) \). The energy flow diagram presents that the PV system, \( G(t) \), supplies all the required electrical energy consumption, \( L(t) \), and charge to the storage device (\( E(t) \) with the red arrow, in Figure 1). However, in the case of discharging the ESS, (\( E(t) \) with the green arrow, Figure 1), the PV system, \( G(t) \), will supply the energy of the grid demand, \( L(t) \), minus the discharged energy from the ESS. The energy flow can be described as follows [1–3]:

\[
G(t) = L(t) - E(t), \quad t \in \mathbb{R}^+
\]

In addition, this work aims to develop and present an optimal energy controller for the ESS to improve the power network performance compared to the common energy controller, the set-point algorithm [25]. The optimal energy controller aims to find the optimal ESS operation condition (charging and discharging). Figure 2 introduces the proposed energy control loop for the microgrid system. The actual electrical demand and the ESS measurements are fed to the energy controller to generate a control decision to optimally charge or discharge the energy storage. The main components of the proposed system in this paper, as presented in Figure 2, will be discussed in the following subsections.
In this paper, electrical demand data for a town in Jordan were collected from the Electrical Distribution Co (EDCO) over a year from 1 January 2020 to 31 December 2020 with a 15 min resolution. The smart meter data were collected at Al-Mashari’e town in Irbid. The location of the town is in the northwest of Jordan, Northern Shuna, Al-Mashari’e in Irbid within the geographical coordinates 35°44’88'' N, 35°59’51” E, as shown in Figure 3. Al-Mashari’e town has a population of over 27,000 according to the Jordanian Department of Statistics. To develop an optimal PV system and ESS for a network, it is important to understand the behaviour of the demand and to study the electrical demand trends. The following subsection aims to provide an overview of the demand and an investigation of the town demand trend.
2.1.1. Demand Trend and Analysis

The section aims to present and analyse the profile of electricity demand at the Al-Mashari’e town in Jordan. The electrical energy usage is used to provide a detailed examination of demand based on the following criteria:

- Overview of the town demand patterns based on the hourly, daily, and monthly load consumption;
- The seasonal demand (winter and summer).

Firstly, the profile of hourly electricity demand in the Al-Mashari’e town in 2020 is shown in Figure 4. In 2020, the maximum hourly power recorded was 420 kW during September. The hourly power consumption registered the minimum power values within the spring season (March to May) with power less than 100 kW. As seen in Figure 5, the hourly demand was examined by plotting the average demand based on the sort of hour per day. The hourly demand distribution shows that the hourly demand data included two main peak patterns at 2:00 and 17:00, as shown in Figure 5.

Figure 3. Location of the town (Al-Mashari’e) in Jordan.

Figure 4. Hourly load consumption for the whole year.
This introduces the highly volatile behaviour of the power consumption for the same day values need to be taken into account. Therefore, Figure 6 introduces the average hourly power consumption for all days of the year. The average hourly maximum power consumption showed a variation based on the time of the day. The average maximum power consumption was 417 kW at 4 o’clock and power consumption registered at over 400 kW at the time between 3 and 5 o’clock. The minimum power consumption showed a constant behaviour with power values between 50 kW and 70 kW. To examine the peak power values over a year, Figure 7 presents the maximum peak values that occurred over a year on a specific day. The maximum power consumption occurred on Thursday 5th of September. Figure 7 introduces a comparison between the maximum, minimum, and average hourly power consumption over a day during the year. This introduces the highly volatile behaviour of the power consumption for the same day over the year. For example, the hourly power consumption at 17:00 was between 81 and 367 kW as the minimum and maximum power consumption, respectively.

![Figure 5](image_url)  
**Figure 5.** The hourly average demand over the day.

![Figure 6](image_url)  
**Figure 6.** The average hourly minimum and maximum power consumption recorded for all days of the year.
To develop an optimal PV system, it is important to examine the behaviour of the daily demand. Figure 8 aims to provide an overview of the daily power consumption (cumulative over the day) and the investigation of the town demand trend. The minimum and maximum daily power consumption over each month during a year are presented in Figure 8. The minimum and maximum power values have the same seasonal trend over the year, as shown in Figure 8. The maximum daily power value occurred during September was 7284 kW and the minimum daily power consumption occurred during April was 1664 kW.

Seasonal Analysis

The previous analysis presented a seasonal trend for the power consumption; therefore, the load demand profiles are examined based on the season cycles over a year. Figure 9 shows the monthly load demand over the year. The monthly load demand had an increasing trend during the period (July, August, and September). This is mainly related to the switching on of the cooling systems as the temperature went to around 40 °C. In addition, the average hourly power consumption over each month is presented in Figure 10. The hourly power consumption curves during the summer period were significantly increased compared to winter and other months of the year. However, the hourly power trend for each season (summer and winter) was almost consistent, as shown in Figures 10 and 11.
eral, the seasonal analysis indicated a seasonal (summer, Figure 11a and winter, Figure 11b) trend in the power profile data due to the weather effects on the demand behaviour.

Figure 9. The monthly load consumption.

Figure 10. Average hourly power consumption over each month.
2.2. Sizing of the PV System

In general, the size of the PV system depends on different terms such as the scale of the project (small, medium, or large scale) and location. The impact of location on the PV system is related to the ambient conditions (temperature and solar radiation) which affect the efficiency of the PV system (energy production) \[2,5\]. In this section, the annual and monthly averaged values of global horizontal irradiance (GHI), direct normal irradiation (DNI), diffuse horizontal irradiation (DIF), and global tilted irradiation at an optimum angle (GTI) were downloaded from the solar energy database provided (SolarGIS website) \[26\]. The annual average GHI is 5.485 kWh/m\(^2\) per day which introduced this location as a significant location for installing PV systems with a high level of solar radiation, as shown in Table 1 and Figure 12. In addition, from April to September, the irradiance level is more than 6 kWh/m\(^2\) per day. The solar radiation in summer is significantly higher and reaches above 8 kWh/m\(^2\) per day in June and July, whereas in winter it still records a sufficient level of radiation with an amount of around 3 kWh/m\(^2\) per day in December and January.

Figure 11. Hourly power load consumption for (a) summer (b) winter.
where $E$ is the average daily load energy (kWh/day), $S_{\text{daily}}$ is the average direct sunlight hours within the day, and $\eta_{\text{PV}}$ is the PV system efficiency. In this work, the $\eta_{\text{PV}}$ was considered to be 0.79 and $S_{\text{daily}}$ to be 5.485 kWh/hour-day. The data analysis in the previous section showed the stochastic behaviour of the load demand, as shown in Figure 9. Therefore, the size of the PV system was investigated in this work based on a different level of demand by using Equation (2), as follows:

- Scenario 1: The monthly average load demand;
- Scenario 2: 1.5 of the monthly average load demand to cover maximum days of demand as presented in the previous section;
- Scenario 3: The average of the highest daily power consumption in the month over a year, as shown in Table 3.

**Table 2.** PV Design Calculations.

| Scenario    | Size of PV system (kWp) |
|-------------|-------------------------|
| Scenario 1  | 908.7                   |
| Scenario 2  | 1363.02                 |
| Scenario 3  | 1104.1                  |

**Table 3.** The highest daily power consumption in the month.

| Day            | kWh |
|----------------|-----|
| 30 January     | 4294.0 |
| 19 February    | 4630.8 |
| 19 March       | 3241.6 |
A computational model called photovoltaic yield simulation [27] was used to calculate the PV out generation (kWh) on monthly bases for the different PV system scenarios, as presented in Table 4. The results in Table 4 show that the three PV system scenarios provided the required electrical energy over the year as yearly power generation and load demand consumption. However, in terms of monthly load demand consumptions, the PV system (scenario 1) was not able to cover it 100% compared to scenarios 2 and 3. Table 4 presents the percentage of coverage for the total daily demand by the PV power generation over a year. For example, the total load demand in December was approximately 93 MWh which was not able to be achieved by the generation of the PV system (scenario 1) with 89 MWh. In terms of daily load demand consumptions, the PV system was able to cover the required load demand by 52.3%, 95.61%, and 80.72% for scenarios 1, 2, and 3, respectively. Therefore, there is significant potential for covering the required daily demand by developing an optimal energy management system including an ESS.

2.3. Sizing of ESS

ESS is introduced into the power network, as described in Equation (1), as a solution to guarantee to cover the load demand and match between PV power supply and demand.
In this article, the power network was developed based on an isolated network scenario; therefore, ESS (lithium-ion battery) was used for the intermittency of a 100% PV system. Figure 13 introduces a basic flow chart for the operation of the power network with ESS. To determine the size of the EES, techno-economic analysis needs to be performed, usually under different defined assumptions. Firstly, the background of the case study needs to be identified such as load profile scenarios, the PV generation size, and profiles and the sun irradiation profile. The required background has been presented and discussed in Sections 2.1 and 2.2. The load demand refers to Al-Mashari’e town in Irbid with a mean hourly power of 164 kW, while the peak power reached 420 Kw and the total energy demand over a year was 1417.5 MWh. The PV plant was investigated in the previous section with three scenarios to match PV power supply and demand. Scenario 2 with a peak demand over a year was 1417.5 MWh. The PV plant was investigated in the previous section with three scenarios to match PV power supply and demand. Scenario 2 with a peak demand over a year was 1417.5 MWh. The PV plant was investigated in the previous section with three scenarios to match PV power supply and demand. Scenario 2 with a peak power equal to 1363.02 kWp covered the town demand for 95.61% of the days in the year. The total energy production from the PV plant (scenario 2) was 2202.6 MWh. Furthermore, Table 5 presents the monthly energy consumption during the night period with an average of 72.9 MWh/monthly and 2.4 MWh/day. The maximum monthly demand during nights was during August with 115.2 MWh.

![Figure 13](image-url)  
**Figure 13.** The power flow operation for the BESS (set-point control model).

| Month     | Consumption (kWh) |
|-----------|-------------------|
| January   | 63,469.6          |
| February  | 52,734.9          |
| March     | 42,675.6          |
| April     | 37,162.1          |
| May       | 48,360.4          |
| June      | 86,575.9          |
| July      | 110,432.4         |
| August    | 115,169.3         |
| September | 114,193.7         |
| October   | 89,793.9          |
| November  | 58,932.1          |
| December  | 55,880.1          |
| Year/Total| 875,380.0         |
| Average   | 72,948.3          |

Table 5. The monthly energy consumption during the night period.

With regard to the ESS (lithium-ion battery) specification and re-electrification performance [25,28], the inverter efficiency is set to 85% and the charge/discharge efficiency is 90%. Then, the minimum and maximum State of Charge (SoC) is set to be equal to 20% and 100%, respectively [25,28]. In this work, the main task of the ESS was to help the PV
system match the demand during the night and autonomy days (when the PV generation was less than the load demand), as shown in Figure 13. In addition, this control process for the BESS is called the set-point control model.

Based on the previous analysis, Equation (3) is used to determine the size of the battery system [6,25]:

$$\text{BESS} = \frac{L_{\text{daily}} D_{\text{atu}}}{\eta_{\text{inv}} \eta_{\text{dis}}} \cdot f$$

where the BESS is the size of the battery storage system in kWh, $D_{\text{atu}}$ is the days of Autonomy (2 day), $L_{\text{daily}}$ is average daily demand during the night period in kWh/day, DoD is the depth of discharge, $\eta_{\text{inv}}$ is the efficiency of the inverter, $\eta_{\text{dis}}$ is the charge/discharge efficiency, and $f$ is a safety factor. Furthermore, the size of the energy storage system will depend on the role of this storage such as frequency controlling or peak shaving. The ESS size was chosen to cover the daily demand based on the kWh term by using Equation (3), as presented in [6,25]. The size of the BESS and main specification are summarized in Table 6 from the literature [6,25]. There are also different factors that can affect the size of the ESS such as the location of the ESS in the network.

Table 6. The size of BESS and the main sizing parameters.

| Parameter  | Description |
|------------|-------------|
| BESS       | 9535.7 kWh  |
| DoD, SoC   | 80%, 20%    |
| $\eta_{\text{inv}}$ | 85%        |
| $\eta_{\text{dis}}$ | 90%        |
| $f$        | 1.2         |

The location of the energy storage system in the microgrid also has a direct impact on the size and performance of the storage model [29,30]. In general, the location of the energy storage system on the network depends on the role of this storage. For example, a central energy storage system located on the distribution substation to cover the town demand will help to reduce the total peak and cover the total demand of the town and control it in total. In addition, the central energy storage will support the substation to mitigate the operational constraints and reduce the thermal and voltage problems at the substation in this zone [25,28]. In another scenario, the energy storage system can be divided into smaller sizes and located near the load or on the distribution feeders, as distributed energy storage system. In this scenario, the distributed energy storage system will help to reduce the peak, control the demand, and minimize thermal and voltage problems on the cables at the end of the feeder. However, the distributed energy storage system will have a limited impact on controlling the total demand or reducing the thermal problem at the substation [25]. Therefore, the location of the energy storage system depends on the role of the storage in the network. In this work, the covering of total demand and cost-saving performance were considered which led to the central storage system being located at the substation. A comparison analysis for the central and distributed energy storage system will be discussed in Section 3.

In addition, the effective controlling of the energy storage system, demand response (DR), and the dynamic thermal rating (DTR) system will help to improve the network performance [30,31]. The controlling of the energy storage system and DR aim to cover the load demand and reduce peaks and blackouts [25,31]. The DTR is mainly used to enhance the capacity of the power lines and mitigate the thermal constraints of the power lines by considering the advantages of the variability of power line rating based on the fluctuations of the weather conditions [30,31]. Therefore, the DTR can help to improve the performance of the power network and minimize the size of the required ESS [31]. In this work, the thermal rating for the power lines (voltage and current) has not been studied; the controlling of ESS is the main technique used to improve the network performance and the focus is on covering the total demand and energy cost-saving performance.
2.4. Optimization Operation Method for the BESS

The power sources, the PV plant, and the BESS feed the required load demand consumption to cover 100% of the power network demand, as shown in Figure 1. Let \( L \), as described in Equation (4), be the hourly load demand of the network over more than one day (two days):

\[
L = (L(1), \ldots, L(t), \ldots, L(24))^T \in \mathbb{R}^{24}
\] (4)

The basic operation of the BESS is presented in the previous section as shown in Figure 13. In this section, an optimal BESS controller is introduced and developed to achieve the optimal operation plan for the BESS over a day. The objective is to minimize the function, \( d_l(t) \), which is described as the status of not covering 100% of load demand by PV and BESS over the day.

\[
d_l(t) = -(G(t) + E(t))
\] (5)

The BESS model presented in this section has been introduced by the authors of [25].

In general, the SoC at the time step \( t \) is \( \text{SoC}(t) \) is required to be within the minimum and maximum SoC value, \( \text{SoC}_{\text{min}} \) and \( \text{SoC}_{\text{max}} \), respectively, and the charging/discharging energy \( E(t) \) restricted to lower and upper limits (\( E_{\text{min}}, E_{\text{max}} \)). The SoC\( (t) \) shows the stored energy in the BESS which depends on the previous status of the BESS, \( \text{SoC}(t - 1), E(t), \) and the efficiency of the BESS, \( \hat{\eta}, [25,28] \) as follows:

\[
\text{SoC}(t) = \text{SoC}(t-1) + \hat{\eta}E(t) \\
\text{SoC}_{\text{min}} \leq \text{SoC}(t) \leq \text{SoC}_{\text{max}} \\
E_{\text{min}} \leq E(t) \leq E_{\text{max}}
\] (6)

The energy flow problem is formulated in Equation (5); the BESS control loop is introduced in Figure 2. As stated in Section 1, optimally controlling the BESS normally shows significant increases in the reliability of the power system. Therefore, new metaheuristic optimization algorithms (GROM and PSO) have been used in this paper to improve the economic and energy performance of 100% PV and ESS systems for microgrids by solving the optimization problem in Equation (5). The optimal BESS controller based on GROM and PSO will aim to find the optimal operation plan of the BESS. Here, the \( E(t) \) is the charging or discharging energy for the BESS at time \( t \) and to describe the BESS plan or operation sequence over a day, the \( E = (E(1), \ldots, E(t), \ldots, E(24))^T \in \mathbb{R}^{24} \).

3. Results

The proposed optimal BESS controller in this work was applied to a power network equipped with a BESS, as described in Table 6, and a PV system based on three different scenarios, as described in Table 4. The optimal BESS controllers based on GROM and PSO were modelled in Matlab (R2016b, The MathWorks, Inc., Natick, MA, USA). In this section, we aim to discuss and present the results from the proposed optimal BESS controllers compared to the common controller (set-point):

- Firstly, the results of the optimal BESS controllers for the power network with the three PV system scenarios are presented;
- Then, the impact of the optimal BESS controllers on the sizing of BESS is investigated under a specific case study;
- Finally, the feasibility and economic results of using the BESS with different operation scenarios are presented.

3.1. Three Scenarios of PV Systems for the Isolated Power Grid

In Section 2, the size of the PV system was investigated and calculated based on three different scenarios: Scenario 1 (908.7 kWp), Scenario 2 (1363.02 kWp), and Scenario 3 (1104.1 kWp). Table 5 showed that the PV system was able to cover the required load...
demand, based on daily load demand consumptions, by 52.3%, 95.61%, and 80.72% for scenarios 1, 2, and 3, respectively. Therefore, the BESS, as shown in Table 6, was employed with the PV systems to cover the 100% of the load demand. Figure 14 shows that the BESS covered the night demand and increased the percentage of covering daily demand for the three PV system scenarios. For example, Scenario 2 achieved 100% while the percentage of coverage increased by 62.3% and 15.6% for Scenario 1 and Scenario 3, respectively.

![Percentage of daily demand cover](image-url)

**Figure 14.** The percentage of daily demand cover for different PV system scenarios and operations for the BESS (set-point control model).

To improve the performance of BESS, the proposed optimal BESS controllers based on GROM [24] and PSO [23] were used. Table 7 shows that the optimal controllers for BESS significantly improved the percentage of covering daily demand. For example, the GROM and PSO algorithms increased the percentage of covering in Scenario 1 by 5.4% and 4.3%, respectively, compared to the set-point controller. This means that the PV systems (Scenario 1 and 3) can be relied upon to cover 100% of load demand by using load scheduling and shaving algorithms. This will help to decrease the cost of the PV system and the land requirement.

**Table 7.** The percentage of covering daily demand for different optimal BESS controllers.

| PV System Scenario | Set-Point | GROM    | PSO    |
|--------------------|-----------|---------|--------|
| Scenario 1         | 84.9%     | 89.5%   | 88.6%  |
| Scenario 2         | 100%      | 100%    | 100%   |
| Scenario 3         | 93.3%     | 97.4%   | 96.9%  |

### 3.2. Sizing of BESS

This section aims to investigate the impact of the optimal BESS controllers on the sizing of BESS under the different sizes of BESS. In Section 2, the size of the BESS system has been investigated by using three different cases:

- Case 1: The calculated size of BESS (9535.725 kWh) is presented in Section 2.3 and Table 6;
- Case 2: 80% of the calculated size of BESS (7628.580 kWh);
- Case 3: 60% of the calculated size of BESS (5721.435 kWh).

As shown in Figure 15, the BESS (Case 1) covered 100% of the load demand without any hours that the power went off. With the calculated size of BESS (9535.725 kWh), Case 2
achieved 100% cover of the demand over a year while Case 2 and 3 had 30 and 81 h where the power was off, respectively.

![Number of hours without power for different BESS scenarios (set-point control model).](image)

**Figure 15.** The number of hours with power off for different BESS scenarios (set-point control model).

In order to reduce the number of hours for the power sources (PV and BESS) that were not able to cover the load demand, the proposed optimal BESS controllers were used for the performance of BESS. Table 8 presents the optimal controllers for BESS which showed a significant solution to improve the percentage of covering daily demand. For example, the GROM and PSO algorithms reduced the number of hours with power off in Scenario 3 by 39.5% and 35.8%, respectively, compared to the set-point controller. This means that the BESS (Case 2 and 3) can be relied upon to cover 100% of load demand by using load scheduling and shaving algorithms. This will also help to decrease the capital cost of BESS.

| Case Number | Set-Point | GROM | PSO |
|-------------|-----------|------|-----|
| Case 1      | 0         | 0    | 0   |
| Case 2      | 30        | 21   | 23  |
| Case 3      | 81        | 49   | 52  |

3.3. Economic Results

This section aims to introduce the economic implications of the proposed system by presenting a primary economic analysis. This economic investigation aims to show the commercial benefits of the BESS and PV system for 100% covering the load demand. BESS such as lithium-ion batteries has been used in different power network applications [25,28]. In general, BESS has a medium power density level and high energy density with a low self-discharge rate; therefore, BESS is suitable for power network applications which need slow gains of energy (in hours). In this work, the major capital cost of BESS and PV systems are presented in Table 9 based on the required PV and BESS specifications in Tables 4 and 6. The capital costs for the PV and BESS have been obtained from [28,32], which provide the recent prices of the PV and BESS.

| Capital Costs | Value                                      |
|---------------|--------------------------------------------|
| BESS (Case 1) | USD 2,860,717 (300 USD/kWh)                |
| PV includes panels, inverters, and cables. (Scenario 2) | USD 559,870 |
| Total capital costs | USD 3,420,587 |

Table 9. The main capital costs for a BESS and PV system.
In this work, the presented power network aimed to cover 100% load demand of the network. The electricity energy tariff in Jordan is 211 USD/MWh. According to the data provided by Electrical Distribution Power Company in Jordan, the annual electricity energy cost is around USD 299,469. Table 10 presents an economic analysis of the BESS case studies. The economic viability analysis introduces the Net Present Value (NPV), Internal Rate of Return (IRR) and payback period for the BESS case studies. The results indicated that the three options of BESS are potentially economically profitable with a payback period of 11 years or less. In addition, the three options recorded positive NPV values and an IRR greater than 3% which are usually used in energy projects.

**Table 10.** The viability results for the BESS case studies.

| BESS  | NPV (K USD) | IRR (%) | Payback Period (Years) |
|-------|-------------|---------|------------------------|
| Case 1| 940         | 5.8     | 11                     |
| Case 2| 1473        | 7.9     | 10                     |
| Case 3| 2377        | 13.2    | 7                      |

### 3.4. ESS Location Results

In this section, a comparison of the central energy storage system (Case 1) and the distributed energy storage system at the end of three feeders is presented in Table 11 in terms of the percentage of covering daily demand for the different optimal BESS controllers. In this section, a central PV system with a 908.7 kWp size (Scenario 2) was used for both types of energy storage. The GROM outperformed the other controllers for both of the ESS location scenarios. The percentage of covering daily demand shows that the GROM improved the performance by achieving 89.5% and 84.4% for the central and distrusted location scenarios, respectively. The distributed ESS scenario achieved a reasonable demand covering but was lower than the central ESS scenario. This is mainly related to the power loss between the PV and the distributed ESS and the demand behaviour at feeders.

**Table 11.** The percentage of covering daily demand for the different ESS location and optimal BESS controllers.

| ESS Location     | Set-Point | GROM   | PSO     |
|------------------|-----------|--------|---------|
| Central ESS      | 84.9%     | 89.5%  | 88.6%   |
| Distributed ESS  | 80.1%     | 85.4%  | 84.8%   |

### 4. Conclusions and Discussion

In general, developing countries such as Jordan rely heavily on importing the main energy sources to cover their needs. Therefore, the movement toward a sustainable energy sector based on renewable energy systems such as Photovoltaic (PV) is important. The cost-efficient and optimal structure of a 100% RES system with high-reliability performance in microgrids at Jordan was the main goal of this article. This work provides one of the first extensive investigations into the load demand and PV power generations of rural areas in Jordan. This investigation designed an optimal 100% PV and ESS system for rural areas in Jordan. Metaheuristic optimization algorithms were developed and employed in different areas such as power flow problems to improve the performance of solving challenging engineering problems. In this paper, metaheuristic optimization algorithms, namely: GROM and PSO algorithms, were employed to find the optimal configurations and integrated 100% PV and ESS for a microgrid. For example, the GROM and PSO algorithms reduced the number of hours with power off in Scenario 3 by 39.5% and 35.8%, respectively, compared to the set-point controller. In terms of the ESS location, a comparison between the central and distributed energy storage systems was presented for the different optimal BESS controllers. The central ESS scenario achieved a higher performance compared to a distributed storage system in terms of demand covering. This is mainly related to the stochastic demand behaviour and the power loss between the PV and the distributed ESS.
In addition, the GROM outperformed the other controllers for both of the ESS location scenarios by achieving daily demand covering equal to 89.5% and 85.4% for central and distributed ESS, respectively. The analysis of the results indicated that to achieve and implement a 100% renewable energy system for a microgrid system (small town demand), the following points are recommended:

- The size of the PV system depends on different factors such as the scale of the project (small, medium, or large scale) and location. The size of PV is usually calculated based on the monthly average of the demand. However, the results showed that it is recommended to take safety factors and increase the size of PV to cover the seasonal and night peaks for a 100% renewable network model;
- The type and size of ESS selected based on the main role of the ESS in the network. In this work, the ESS was used to cover 100% of the demand with the PV. Therefore, the size was calculated based on the maximum peak and demand during the night and based on the PV generation. However, the results showed that it can be relied upon to minimize the size of ESS and cover 100% of load demand by using load scheduling and shaving algorithms;
- It is important to develop and implement an effective controller for the ESS to improve the network performance. The results showed that the optimal controller can help to cover the load demand and reduce peaks and blackouts.
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Nomenclature

| PV    | Photovoltaic | Z_{PV} | Size of PV |
| ESS   | Energy Storage System | E_{daily} | Average daily demand |
| GROM  | Golden Ratio Optimization Method | S_{daily} | Direct sunlight (hours) |
| PSO   | Particle Swarm Optimization | η_{PV} | PV system efficiency |
| G(t)  | Main energy source | ESS | Size of the battery |
| E(t)  | Energy of ESS | l_{daily} | Average daily-night demand |
| L(t)  | Load demand | D_{atu} | the days of Autonomy |
| t     | Time | DoD | Depth of discharge |
| EDCO  | Electrical Distribution Co | η_{inv} | Efficiency of inverter |
| GHI   | Global horizontal irradiation | η_{dis} | Charge/discharge efficiency |
| DNI   | Direct normal irradiation | f | Safety factor |
| DIF   | Diffuse horizontal irradiation | ITHD_{lim} | ITHD limitation |
| DE    | Differential Evolution | L | load demand |
| GTI   | Global tilted irradiation at optimal angle | SoC | State of Charge |
| SoC^{min} | Minimum SoC | SoC^{max} | Maximum SoC |
| NPV   | Net Present Value | IRR | Internal Rate of Return |
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