A Novel Dictionary-Based Image Reconstruction for Photoacoustic Computed Tomography
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Abstract: One of the major concerns in photoacoustic computed tomography (PACT) is obtaining a high-quality image using the minimum number of ultrasound transducers/view angles. This issue is of importance when a cost-effective PACT system is needed. On the other hand, analytical reconstruction algorithms such as back projection (BP) and time reversal, when a limited number of view angles is used, cause artifacts in the reconstructed image. Iterative algorithms provide a higher image quality, compared to BP, due to a model used for image reconstruction. The performance of the model can be further improved using the sparsity concept. In this paper, we propose using a novel sparse dictionary to capture important features of the photoacoustic signal and eliminate the artifacts while few transducers is used. Our dictionary is an optimum combination of Wavelet Transform (WT), Discrete Cosine Transform (DCT), and Total Variation (TV). We utilize two quality assessment metrics including peak signal-to-noise ratio and edge preservation index to quantitatively evaluate the reconstructed images. The results show that the proposed method can generate high-quality images having fewer artifacts and preserved edges, when fewer view angles are used for reconstruction in PACT.
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1. Introduction

In a photoacoustic computed tomography (PACT) configuration, the ultrasonic waves are collected using ultrasonic transducers placed all around the tissue. The waves are then processed through a reconstruction algorithm, and an image is generated [1–4]. The number of transducers/view angles in PACT is directly proportional to the quality of the reconstructed image. In the past several years, researchers in the field of PACT have focused on two main topics: the design of the imaging system and image reconstruction algorithms [5–9]. In the case of system design, most of the attention has been on the arrangement of the transducers. The simplest proposed configuration has been using a single transducer swiping around the targeted object, and a more complicated one is to use a transducer array that covers either 360 degrees around the object (ring shape) or some parts of it. The type of transducers used in the configuration of PACT can be spherical, cylindrical, or flat [10–13]. The expansion of this concept is beyond the scope of this study. The literature cited here is a limited amount of PACT work.
For a more complete list, please read [14]. Readers are referred to Figure 1 of [15] and Figure 11 of [16] for further explanation of PACT imaging systems.

Several reconstruction algorithms have been designed for PACT, where a circular or linear array has been used for data acquisition [17–19]. Back-Projection (BP) and its derivations e.g., filtered back projection (FBP), could be considered as the most eminent PACT reconstruction algorithm due to their simple implementation [20]. They use the fact that pressures propagating from an acoustic source reach the detectors at different time delays, which depends on the speed of sound, as well as the distance between the source and the detectors [6,8,21].

The requirement in the BP algorithm is to input a large number of signals collected from different view angles. As mentioned, for a circular detection, the signals can be collected either using a single transducer rotating around the object or a ring shape transducer array. Such systems are either too expensive (due to the transducer ring array) or have a poor temporal resolution (due to using single transducer). To address these problems, iterative image reconstruction algorithms (known as model-based algorithms too) can be used where there is a model used for the reconstruction [22]. In other words, iterative algorithms build up a model to describe the relationship between the detected photoacoustic (PA) signals and the optical absorption distribution and iteratively reduce the artifacts [23–25].

One of the concepts which can be combined with the model-based algorithms is compressed sensing (CS) and sparsity [26]. Over the past few years, it has been shown that using sparsity with model-based image reconstruction algorithms can mitigate the artifacts caused by the limited view angles and improve the quality of the reconstructed PA images [24,27–29]. Donoho et al. proposed the CS theory in 2006, for the first time, which is based on a prior knowledge of unknowns [30]. This method can be used in data acquisition procedure of PACT [31], which leads to information reconstruction based on the convex optimization from some observations that seem highly incomplete [28]. This concept has been used in the reconstruction of magnetic resonance imaging (MRI) and Computed Tomography (CT)-MRI in order to reduce the scan time and have an inherent registration in space and time [32]. In addition, CS has been used for thermoacoustic imaging (TAI) [33].

Provost and Lesage [28] have used CS for PACT image reconstruction, where due to the advantages of sparse characteristic of a sample, fewer projections were used to reconstruct the optical absorption distribution map of the tissue [34]. Signal sparsification can be done in two different ways: (i) applying a dictionary learning and (ii) using standard transform functions. Even though dictionary learning-based methods outperform the standard transform functions, in order to make the signal sparser, they impose a higher complexity for reconstruction [35,36]. On the other hand, standard transform functions can simply translate the signal to a sparse shape. The Wavelet Transform (WT), Discrete Cosine Transform (DCT), and Total Variation (TV) are some of the popular sparsifying transforms. Such transformations result different sparse representations of the original signal. Similar to compression algorithms, the combination of the original signal in different transformation domains, can provide an image with an improved quality.

In this paper, we introduce a novel dictionary for sparse representation of PA signals in order to improve the quality of the reconstructed PA image. The proposed method consists of three sparsifying transformation functions: WT, DCT, and TV. Using the proposed method, users are able to highlight information provided by each of the functions. We compared the performance of the proposed algorithm with the performance of BP and sparse reconstruction based on different methods when the same number of view angles is used. We use two established quality assessment metrics—peak signal-to-noise ratio (PSNR) and edge preservation index (EPI)—for quantitative evaluation of the results. Quantitative and qualitative results indicate that the proposed method can be a proper option when we face a limited number of angle views.
2. Methods

2.1. Analytical Reconstruction

In a PACT system, after laser excitation, acoustic waves are generated. The waves are collected by ultrasonic transducers all around the imaging target, stored in a computer by a data acquisition (DAQ) card, and processed in a reconstruction algorithm. The acoustic wave generation is based on thermoelastic expansion effect. Based on the principle of acoustic theories, in a homogeneous medium, the pressure at position \( r \) and time \( t \), \( p(r, t) \), follows the thermoacoustic equation shown in Equation (1).

\[
\nabla^2 p(r, t) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} p(r, t) = -p_0(r) \frac{d\delta(t)}{dt}
\]

(1)

where \( c \) indicates the speed of sound. The pressure at \( (r, t) \), generated from the initial pressure at \( r' \), is given in Equation (2), known as the Forward Problem.

\[
p(r, t) = \frac{\partial}{\partial t} \left[ \frac{1}{4\pi c^2} \int dr' p_0(r') \delta(t - \frac{|r - r'|}{c}) \right].
\]

(2)

In PACT, we look for initial pressure \( (p_0(r')) \) calculation using the pressure measured at different view angles/times \( (p(r, t)) \). To this end, Equation (3), known as the Backward Problem, would be used [27].

\[
p_0(r) = \int \left[ 2p(r_0, \bar{t}) - 2\bar{t} \frac{\partial}{\partial t} p(r_0, \bar{t}) \right] \frac{d\Omega_0}{\Omega_0}
\]

(3)

where \( \bar{t} = |r - r_0| \), and \( \frac{d\Omega_0}{\Omega_0} \) denotes the weight that must be allocated to the detected pressures by transducers [27]. A favorite reconstruction algorithm for the PACT system could be the one that generates a high-quality image with fewer number of view angles. Analytical algorithms such as BP and TV-based have an inherent limitation (necessity of a large number of view angles around the target object) for accurate estimation of the optical absorption. In other words, such algorithms cause artifacts in the reconstructed images when a limited number of view angles is available in the PACT system. One solution to address this problem is a model-based algorithm in which artifacts and noise are iteratively degraded using a model. It should be noted that reconstruction algorithms are mostly simplified, and the effects of transducer size, imaging noise, and directivity of sensors are not considered in the reconstruction procedure. All these assumptions lead to negative effects called artifacts in this paper.

2.2. The Proposed Method

We model the procedure of PACT using \( b = Ax \), where \( A \) is the measurement matrix, and \( x \) is the assumed phantom in the forward problem and the reconstructed image in the backward problem. \( b \) is the detected signals by the ultrasound transducers. When the number of unknowns (number of pixels of the PA image) is greater than the number of equations (number of recorded samples), which usually happens in PACT, especially when a low number of view angles is used for decreasing the data acquisition time, we have an underdetermined system. In this case, there is no exact solution.

One commonly used method to solve an underdetermined problem is the least square technique, giving \( x_{est} = (A^T A)^{-1} A^T b \). The least square method uses the error minimization to obtain a solution, but the answer is not the best and the most accurate one that can be obtained. The sparse component analysis and sparse representation of signals can be used to solve the underdetermined problem of the PA image reconstruction. Having a prior knowledge, we can promote sparsity using \( l_0, l_1 \), and \( l_p \) \((0 < p < 1)\) norms to obtain a more accurate solution [30]. In other words, we can improve the image quality by assuming that the imaging target is sparse.
Targets in PA imaging are composed of many singularities. A singularity is the point of an exceptional set where it fails to be well-behaved in differentiability. These singularities can be considered as non-zero values of \( x \). Such an assumption in the procedure of the backward problem leads to a more accurate solution in comparison with algorithms that use error minimization. The representation of the backward problem is given in Equation (4).

\[
\min_x f(x) \quad s.t. \quad b = Ax
\]

where \( f(x) \) is the prior knowledge function that is used to promote sparsity. The basis pursuit method uses the \( l_1 \)-norm to sparsify the problem and transfers it into a linear or quadratic equation (see Equation (5)).

\[
\min_x \frac{1}{2} \| b - Ax \|^2_2 + \lambda \| x \|^1_1
\]

where \( \lambda \) is the scalar regularization parameter, and \( \| . \|^1 \) and \( \| . \|^2 \) indicate the \( l_1 \)-norm and \( l_2 \)-norm, respectively. The first and second terms of Equation (5) represent the error of estimation and level of sparsity of estimated \( x \), respectively. An effective sparsity method should represent all of the most important features of the PA images. Considering the diagnostically relevant features in a PA image, significant features can be edges, singular points, and homogenous texture.

A standard transform function can be used for signal sparsification. A single transformation, however, can well represent only one of the major features. In order to obtain an image having all these features, we propose combining some of the well-known standard transform functions. Although WT’s magnitude will not oscillate around singularities, and it uses continuous transform to characterize the oscillations and discontinuities, the images generated by WT are blurred. DCT helps separate the image into spectral sub-bands of differing importance. In addition, it preserves homogeneous textures better than WT. However, it provides some blocking artifacts in the image. The blocking artifact is a distortion that appears as abnormally large pixel blocks. Therefore, WT and DCT cannot capture two-dimensional singularities, i.e., curves and edges in an image. On the other hand, the TV is an operator that works based on the local variations in a signal. It well preserves the edges in the image. However, the artifacts in the initial image introduced by limited view angles significantly affect the performance of TV [37]. As illustrated, all the three mentioned transformation functions have some benefits and disadvantages. We therefore propose to optimally use the combination of basis functions of WT, DCT, and TV, where WT captures point-like features, DCT captures homogeneous texture components, and TV sharpens the edges and reduces other artifacts without eliminating essential information of the image. In this way, due to the properties of the imaging target, which directly affect the PA reconstructed image generated in the first attempt, the reconstruction procedure is updated, moving toward a high image quality. The procedure of the proposed method can be seen in Figure 1.

The signal \( b \) can be decomposed to three sub-signals \( (b_1, b_2, \text{ and } b_3) \), each emphasizing a feature in the image, utilizing the morphological component analyses (MCA). Having three sub-signal and three sparse representation methods, MCA assumes that, for each sub-signal, there is a corresponding sparse representation which makes the sub-signal sparser than others. The proposed method is described in Equations (6) and (7), which are the expansion of Equation (5) for the MCA concept.

\[
\min_x \frac{1}{2} \| b - (b_1 + b_2 + b_3) \|^2_2 + \alpha \| \psi_w x \|^1_1 + \beta \| \psi_{DCT} x \|^1_1 + \gamma TV(x)
\]

\[
TV(x) = \int |Dx|
\]
Paradigm of the Proposed Method

The proposed reconstruction method, demonstrated in Figure 1, is an iterative algorithm with the raw data acquired by transducer/s as the input and the reconstructed image as the output. The principle of the algorithm is as follows. First, we reconstruct an image \( x \) using the traditional BP method (considered as the initial image). The image reconstructed by the BP algorithm and the signal used within the BP algorithm (for reconstruction) are considered as the input of the proposed method. Here, \( b \) indicates the raw data, detected by the US transducer/s. Using the forward problem, shown in Equation (2), and the initial image \( x \), we calculate the raw data that could be used to obtain the initial image \( x \). It should be noted that the initial image is obtained by the recorded signals using US transducer/s, but using the forward equation presented in Figure 1, we calculate the signal which could be as the initial signal, ignoring the recorded data. As the next step, we differentiate the recorded signals by the calculated signals. The result of differentiation is called \( d_1 \). By applying \( l_1 \)-norm to \( d_1 \), \( f_1 \) is generated. The \( f_1 \) indicates the power of the error signal. In addition, we calculate an error image, \( G_1 \), from the error signal by applying the backward problem illustrated in Equation (3). Simultaneously, the system applies the proposed combinational sparsifying method on \( x \) to obtain an image. This image is called \( G_2 \), as shown in Figure 1. At this step, the signals that could be used for generation of \( G_2 \) is calculated using the forward problem, called \( f_2 \). By applying \( l_1 \)-norm to \( f_2 \), \( f_3 \) is generated as the power of \( f_2 \). Therefore, summation of \( f_1 \) and \( f_3 \) (i.e., \( f \)) is a parameter that shows the difference between the real image and what we have estimated. If \( f \) does not meet the desired margin error, \( x \) should be updated. The updating process can be done by subtracting a portion of \( G \) from \( x \), i.e., \( \delta t \), iteration step.

Big step accelerates the speed of the program and reduces the execution time, but it may increase the error and lead to an unstable loop. If \( f \) meets the desired margin error, the last updated \( x \) would be the final image at this first step. The number of the steps is selected based on the trade-off between the execution time and the performance of the final reconstructed image. In our algorithm, we set the number of steps to 50. By allocating appropriate weights to each basis function, coefficients corresponding to dominant features will receive higher gain and those corresponding to less critical features will receive a lower gain.

It should be noted that the weighting factors are determined based on what diagnostically relevant features need to be emphasized in the image, i.e., edges, singular points, and homogeneous textures. A statistical texture analysis method, the Gray-Level Co-Occurrence Matrix (GLCM) technique,
has been used to measure the homogeneous texture components [38]. GLCM is used in 0, 45, 90, and 135 degree directions. Singular points are small local areas that the signal values in these areas are changed in two dimensions. The Harris operator, by providing an analytical autocorrelation, considering the local intensity changes in different directions, has been used to detect singular points [39]. We used the canny filter, a first-order image edge detector, to determine the weighting factor TV (which signifies the edges). It should be noted that the main justification for the proposed method is to utilize the advantages of the overlapping methods to improve the image quality in limited view PACT systems. As mentioned, using only one sparsifying function leads to information loss. By combining the three basis, all the information loss in one of them can be mitigated using another one, leading to a higher image quality, compared to using any one of them.

3. Results

To evaluate the performance of the reconstruction algorithms, we made a gel phantom with imaging target inside. The phantom was made by 3% Agar powder in water. Eight straight graphite pencil leads with a 0.5 mm diameter were placed co-centered in the same plane embedded in the gel. The size of the phantom was 30 × 30 mm (Figure 2b). The phantom was imaged using a single-transducer PACT system (Figure 2a). A Quanta-Ray PRO-Series Nd:YAG laser (Spectra-Physics Inc., Santa Clara, CA, USA) pumped a VersaScan V1.7 optical parametric oscillator (OPO) (Spectra-Physics Inc., USA), generating wavelengths in the range of 398–708 nm, with a pulse width of 7 ns and a repetition rate of 30 Hz. In this experiment, the illumination wavelength was 532 nm. A large graded index plastic optical fiber with a diameter of 10 mm and a numerical aperture of 0.55 was used on the top of the ring, 5 cm away from the sample, forming an uniform illumination. A cylindrically focused ultrasound transducer, V326-SU (Olympus Inc., Center Valley, PA, USA) with the element size of 0.375 inch, central frequency of 5 MHz and the focal length of 0.625 inch was positioned on a cylindrical construct. The position of the transducer was in the same plane as the pencil leads were. The diameter of the construct was 75 mm. The cylinder was rotated using a stepper motor (Applied Motion Products Inc., Watsonville, CA, USA) with a driver controlled by LabVIEW. The transducer was smoothly rotated around the phantom with the speed of 0.0125 round/s to collect the PA signal in 360 degrees. The data acquisition is performed using our FPGA based National Instrument (NI) system. Specification of the experiment is presented in Table 1. A photograph of the PAI system is shown in Figure 3. The system was placed on a 12 ft × 4 ft optical table (New Port, Inc., Irvine, CA, USA).

Figure 2. (a) Schematic of our PACT system; (b) gel phantom with eight 0.5 mm pencil leads.
Figure 3. Low-cost photoacoustic computed tomography (LC-PACT) system diagram comprised of an Nd:YAG 30Hz Spectra Physics laser, an optical parametric oscillator (OPO), a circular ring, a DC supply for the motor driver, an NI DAQ, an NI trigger, a servo motor, a motor gear, a three-axis translation stage for phantom, and a transducer-amplifier unit.

Table 1. Specification of the experimental setup presented in Figure 2.

| Specification       | Value       |
|---------------------|-------------|
| Transducer          | 5 MHz       |
| Laser energy        | 20 mJ/cm²   |
| Laser pulse width   | 7 ns        |
| Laser rep-rate      | 30 Hz       |
| Wavelength          | 532 nm      |
| Amplifier           | ZFL500LN    |
| DAQ                 | National instrument |

For image reconstruction, we used a laptop with i7 core, 2.3 GHz CPU, and 8 GB Memory. Figure 4 demonstrates a set of results of different reconstruction algorithms on the phantom data acquired by our PACT system. They are C-scan images with their dimensions annotated in the right image. The reconstructed images with BP and CS with different sparsifying methods for different numbers of views (30, 60, 90, and 120) have been presented. As seen in the first column, BP generates images with a high level of artifacts and imaging noise. Even though increasing the number of angles improves the image quality with lower imaging noise and reconstruction artifacts, the images are still affected. The CS-based WT removes a considerable amount of artifacts presented in the BP image (initial image). However, it blurs the edges of the reconstructed image. Even for a low number of angles, the real structure of the imaging target is compromised. It can be seen that adding the TV sparsifying method to the WT sharpens the edges, especially for 90 and 120 angles. While improvement is obtained, it removes the artifacts in the image along with useful information, lowering the accuracy of the reconstructed image. Finally, the proposed method removes the artifacts effectively and more accurately by sharpening the edges while retaining the significant information in the image. It should be noted that, in all the reconstruction implementations, investigated in this study, the media is assumed
to be acoustically homogeneous. It should be noted that some algorithms produce more artifacts and decrease the visibility of the details in reconstructed images. The contrast of the image concerned with the proposed method is not changed, but the amount of artifact is, leading to a better visibility.

| BP           | CS (WT)       | CS (WT+TV)    | Proposed Method |
|--------------|---------------|---------------|-----------------|
| 30           |               |               |                 |
| 60           |               |               |                 |
| 90           |               |               |                 |
| 120          |               |               |                 |

**Figure 4.** Results of reconstruction algorithms on the phantom data acquired from our PACT system. Different rows show different number of views, 30, 60, 90, and 120, and columns show different reconstruction methods, BP, sparse with basis WT, sparse with basis WT+TV, and sparse with the proposed sparsifying method.

The simulation results performed on Shepp–Logan synthetic phantom with 60 view angles confirm the superiority of the proposed method to other reconstruction algorithms (see Figure 5).

For evaluation of the edge preservation capability of the proposed algorithm, we used the edge preservation index (EPI) [40]. This metric indicates the edge preservation capability in horizontal and perpendicular directions, after applying filters such as the Laplacian operator on the image. The EPI values for different methods/angle views are reported in Figure 6a. Each experiment was repeated 10 times. The values of deviation are shown by error bars in this figure. The value of EPI changes from 0 to 1. A higher value suggests a better ability to preserve the edges. Statistical analysis shows that, for a number of view angles lower than 45, the proposed algorithm outperforms other methods. This indicates that, with lower data acquisition time (a lower number of angles), the proposed method provides a higher image quality, compared to other methods. In addition, Figure 6a shows that the proposed method provides better preserved edges for numbers of angles between 80 and 92. The PSNR is calculated for different methods/angle views, and the results are presented in Figure 6b. PSNR is calculated using the formula presented in [23]. To calculate the minimum square error (MSE), the result
of sparse reconstruction with WT basis at the maximum possible number of views, i.e., 600, has been considered as the Gold standard image.

![Image of reconstruction results](image)

**Figure 5.** Results of reconstruction algorithms on the Shepp–Logan synthetic phantom for 60 view angles and different reconstruction algorithms.

![Graphs of quantitative evaluation](image)

**Figure 6.** Quantitative evaluation, (a) EPI and (b) PSNR, of the performance of four reconstruction algorithms with different number of view angles.

From the quantitative assessment of the results presented in Figure 6b, it can be seen that, for all numbers of angles, the proposed method results in a higher PSNR. For instance, for 60 angles, BP, WT, WT+TV, and the proposed method lead to PSNR values of about 42.5 dB, 49.5 dB, 50.5 dB, and 54.2 dB, respectively. In other words, PSNR is improved by about 27%, 9%, and 7%, in comparison to BP, WT, and WT+TV, respectively. Considering all the quantitative evaluation, it can be concluded that our proposed algorithm works effectively with a limited number of view angles, outperforming other algorithms. We performed statistical analysis on the PSNR values using SPSS®. At every view angle, the improvement obtained by the proposed method compared to other aforementioned methods was statistically significant (p-value < 0.001).

Table 2 shows the execution time for BP, sparse reconstruction with basis WT, sparse reconstruction with bases WT+TV, and the proposed reconstruction algorithms. The proposed method provides a higher image quality at the expense of a higher processing time, compared to other algorithms. The higher processing time of the proposed algorithm is due to the fact that it should use all the information of the three used sparsifying functions in order to reconstruct a photoacoustic image with a higher image quality. In addition, the feature measurement of the proposed algorithm increases the processing time as well.
Table 2. Execution time for different reconstruction algorithms with 120 view angles.

| Algorithm       | BP    | Sparse (WT) | Sparse (WT+TV) | Proposed |
|-----------------|-------|-------------|----------------|----------|
| Execution Time (sec) | 18.99 | 387.28      | 369.79         | 547.30   |

4. Conclusions

In this paper, we propose a novel dictionary-based image reconstruction algorithm in which the desired information of the images is shown more accurately. The proposed method uses a combination of WT, DCT, and TV in order to preserve the necessary information within the reconstruction procedure. The algorithm was evaluated experimentally (using a single-element PACT system). EPI and PSNR were used as the quantitative metrics of evaluation. The qualitative and quantitative results presented here show that the proposed algorithm can generate images with specific emphasis on a desired feature, defined by the user. Quantitative analysis of EPI showed that, for a number of angles lower than 45, the proposed algorithm preserves the edges better than other methods. In addition, the calculated PSNR at 60 angles indicated that the proposed method improves PSNR by about 27%, 9%, and 7%, compared with BP, WT, and WT+TV, respectively. At every view angle, the improvement obtained by the proposed method compared to the above-mentioned methods was statistically significant (p-value < 0.001). The proposed technique is particularly useful when a low-cost PACT system (limited number of view angles) with a fine temporal resolution is required. However, all the improvements are obtained at the expense of a higher computational burden. As a feature work, we will evaluate the proposed method in an in vivo study. Accelerating the algorithm as well as reducing its computational complexity is the next major step.
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Abbreviations

The following abbreviations are used in this manuscript:

- **PACT**: Photoacoustic Computed Tomography
- **BP**: Back Projection
- **WT**: Wavelet Transform
- **DCT**: Discrete Cosine Transform
- **TV**: Total Variation
- **EPI**: Edge Preservation Index
- **PSNR**: Peak Signal-to-Noise Ratio
- **FBP**: Filtered Back Projection
- **PA**: Photoacoustic
- **CS**: Compressed Sensing
- **MRI**: Magnetic Resonance Imaging
- **TAI**: Theracoustic Imaging
- **DAQ**: Data Acquisition
- **MCA**: Morphological Component Analysis
GLCM Gray-Level Co-occurrence Matrix
OPO Optical Parametric Oscillator
NI National Instrument
MSE Minimum Square Error
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