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Abstract. The main goal of this paper is to obtain error bounds for parabolic integro-differential equation. The derivation of these bounds is based elliptic and Ritz-Volterra reconstructions introduced by Makridakis and Nochetto 2003 and then extended to Ritz-Volterra reconstruction in case of integro-parabolic differential problems by Reddy and Sinha 2015. We proved optimal order bounds for certain classes semilinear parabolic integro-differential equations. The key points for these estimators can be reduced the numbers of iterations.

1. Introduction
Numerous areas of chemical reactions, ecological interactions, biological process, can be modelled as semilinear parabolic integro-differential equations (SPIDEs). A posteriori error estimates for linear and nonlinear parabolic problems have been proved in the literature [1-17]. The key point for deriving these errors is the elliptic reconstruction introduced by [2, 4] and modified for dG methods in [8].

However, in terms of proving of a posteriori error for SPIDEs see, [18, 19, 20, 21]. Jingtang and bernner [18] derived a posterior error estimators for nonstandard Volterra integro-differential equations. They established a posteriori error estimates for the (dG) time. Reddy and Sinha [19, 20] derived posterior error bound for linear parabolic integro equations. This is inspired by using Ritz-Volterra reconstruction to arrive optimal bound in terms of \( L_\infty (L_2) \) and \( L_\infty (H^1) \) norms. Sabawi [21] have proved a posterior error bound for this problem. He applied Ritz-Volterra techniques in his analysis.

The purpose of this paper is to extend the work [21] to the case of fully discrete. We have derived first optimal order a posteriori bounds for SPIDEs in terms of \( L_\infty (L_2) \) and \( L_\infty (H^1) \) -norms for the backward Euler fully discrete scheme. The proof of a posteriori bounds for fully discrete analysis necessitates the careful introduction of a novel space–time reconstruction operator, and we call it as Ritz–Volterra [19, 20].

The remaining of this work is organised as follows. In Section 2, the model problem is introduced. The backward Euler fully method is discussed in Section 3. Reconstructions are given in Section 4. A posteriori error estimate for fully discrete are presented in Section 5. Finally, conclusions are given in Section 6.

2. Model Problem
Let \( \Omega \subset R^d \), \( d = 2 \) or \( d = 3 \), be a convex bounded with smooth boundary \( \partial \Omega \). For some final time \( T > 0 \), consider the linear parabolic integro-differential problem: find \( u : \Omega \times (0,T] \rightarrow R \) such that

\[
\frac{du}{dt} + Au - \int_0^t B u(x,s)ds = f(u) \tag{1}
\]
Here, $\mathcal{A}$ and $\mathcal{B}$ are linear elliptic operator defined by $\mathcal{A} = -\nabla \cdot (A \nabla u)$, $\mathcal{B} = -\nabla \cdot (B(t, s) \nabla u)$, respectively.

To define weak form for (1), we multiply (1) by a test function $v \in H^1_0$ and then integrate by parts, gives
\[
\left( \frac{du}{dt}, v \right) + D_1(u, v) = \int_0^t D_2(u(s), v)ds = (f(u), v),
\]
with
\[
D_1(u, v) = \int_{\Omega} \mathcal{A} u \cdot \nabla v \, dx, \quad D_2(u(s), v) = \int_{\Omega} \mathcal{B} u(x, s) \cdot \nabla v \, dx.
\]
Note that the convercitivy and continuity of the bilinear $D_1$ and $D_2$ by
\[
a(u, u) \geq C_{covr} \| \nabla u \|^2, \text{ for all } v \in H^1_0(\Omega) \tag{3}
\]
\[
a(u, u) \leq C_{cont} \| \nabla u \| \| \nabla v \|, \text{ for all } u, v \in H^1_0(\Omega) \tag{4}
\]
\[
a(u, v) \leq C_{cont} \| \nabla u(s) \| \| \nabla v \|, \text{ for all } u(s), v \in H^1_0(\Omega) \tag{5}
\]

3. Fully discrete Backward Euler Formula

To define the fully discrete backward Euler Galerkin method approximation for equation (2), we will discrete the time interval $[0, T]$ into $N$ subintervals $I_m = (t_{m-1}, t_m]$, $m = 1, ..., N$, and $\tau_m := t_m - t_{m-1}$ is the local time step.

Let $U^m \in S^m$ is an approximate for $u^m = u(t^m)$ such that
\[
\left( \frac{U^m - U^{m-1}}{\tau_m}, v^n \right) + D_1(U^m, v^n) = \Theta^m(D_2(t, U(s), v^n) + (f(U^m), v^n)), \tag{6}
\]
\[
\Theta^m(y) = \sum_{i=1}^{n-1} w_{i+1} y(t_i) \approx \int_0^t y(s)ds,
\]
and
\[
\Theta^m(b(t_m, U(s), v)) = \Theta^m(B(t_m, U(s), v)) = \sum_{i=1}^{n-1} w_{i+1} B(t_m, t_i) \nabla v(t_i), \nabla v.
\]

4. Reconstructions

We now discuss the elliptic reconstruction technique for linear parabolic problems [2], which is a combination of the concepts of Ritz-Volterra reconstruction [19, 20] for the spatial discretisation for the integro-differential equations to arrive optimal order in terms of $L_\infty(L_2)$ and $L_\infty(H^1)$.

**Definition 4.1.** Let $R^m(t) \in H^1_0(\Omega)$ is reconstruction techniques for unique solution of the elliptic problem $U^m$, so that
\[
D_1(R^m(t), \Phi) = (A^m U^m, \Phi), \tag{7}
\]
\[ \mathcal{A}_m U^m = \Pi_0^m f^m(U^m) - \frac{U^m - \Pi_0^m U^{m-1}}{\tau_m}. \]

**Definition 4.2.** Let \( \mathcal{R}_r, \mathcal{R}_r^m : S^m \to H_0^1(\Omega) \) is Ritz-Volterra reconstruction which plays an important role in the error analysis, can be defined by

\[
D_r(\mathcal{R}_r(t)w, \chi) - \int_0^{\tau_m} b(t, s, w(s), \chi(s)) \, ds = (\mathcal{A}^m w, \chi) - \left( \int_0^{\tau_m} \mathcal{B}^m(s)w(s) \, ds, \chi \right), \tag{8}
\]

for all \( \chi \in H_0^1(\Omega) \). For all \( t \in [0, T] \), \( W_T(t) \) are of \( U(t) \) are defined as

\[
U(t) = \ell_m U^m + \ell_{m-1} U^{m-1}, \tag{9}
\]

\[
W_T(t) = \ell_{m-1} W_T(t) + \ell_{m-1} W_T(t) = \ell_m \mathcal{R}_r^m(t) U^m + \ell_{m-1} \mathcal{R}_r^{m-1}(t) U^{m-1} \tag{10}
\]

where

\[
\ell_m = \frac{t - \tau_{m-1}}{\tau_m}, \quad \ell_{m-1} = \frac{t - \tau_m}{\tau_m}.
\]

We introduce

\[
\mathcal{Y}(t) = \int_0^t B(t, s)\nabla Y(s) \, ds,
\]

for \( t \in I_n \), let \( \mathcal{Y}_i(t) \) be the linear interpolant associated with the vectors \( \mathcal{Y}_i(t_{m-1}) \) and \( \mathcal{Y}_i(t_m) \), and is defined as

\[
\mathcal{Y}_i(t) = \ell_{m-1} \mathcal{Y}_i(t_{m-1}) + \ell_m \mathcal{Y}_i(t_m).
\]

Note that \( \int_0^t \mathcal{B}u(x, s) \, ds = 0 \) in (1) the above definition will be equivalent to (7).

**Lemma 4.3.** (Ritz Volterra Reconstruction error bounds). For any \( v \in S^m \), then the error below hold

\[
\|\nabla (\mathcal{R}_r^m U^m - U^m)\| \leq C_2 \Phi_{m, H^1}^2 \tag{11}
\]

\[
\|\mathcal{R}_r^m U^m - U^m\| \leq C_2 \Phi_{m, L^2} \tag{12}
\]

where

\[
\Phi_{m, H^1}^2 := \|h_m Z^m\| + \|\frac{1}{h_m^2} J^m\|_{\Sigma_m} + h_m Q_{1m}^m(U),
\]

\[
\Phi_{m, L^2}^2 := \|h_m^2 Z^m\| + \|h_m^2 J^m\|_{\Sigma_m} + h_m Q_{1m}^m(U) + h_m Q_{2m}^m(U),
\]

and

\[
Z^m := \Pi_0^m f^m(U^m) - \frac{U^m - \Pi_0^m U^{m-1}}{\tau_m} + \mathcal{A}_{el} U^m - \Theta_m (\mathcal{B}_{el} U^m),
\]

\[
J^m := \frac{\tau_m}{\tau_m} \Pi^m U^m - \Theta_m (\mathcal{B}_{el} U^m),
\]

\[
Q_{1m}^m(U) = \tau_m \left\{ \sum_{j=0}^m \tau_j \|\nabla U^j\| + \sum_{j=0}^m \tau_j \|\nabla (\nabla U^j)\| \right\},
\]

\[
Q_{2m}^m(U) = h_m \tau_m \left\{ \sum_{j=0}^m \tau_j \|U^j\| + \sum_{j=0}^m \tau_j \|\nabla U^j\| + \sum_{j=0}^m \tau_j \|\nabla (\nabla U^j)\| \right\}.
\]

Proof. See [19].

**Lemma 4.4.** (error equation) For each \( \tau_m \in [1: N] \), the following semilinear parabolic integro-differential problems error bound held
Proof. The fully discrete scheme (6) can be expressed in distributional form as

\[
\int \left( \frac{\partial \xi}{\partial t}, \chi \right) + D_1(\xi, \chi) \int_0^t D_2(t, s, \xi(s), \chi) ds + D_1(W_T(t) - W_T^m, \chi) - \int_0^t D_2(t, s, \xi(s), \chi) ds \wedge \Theta^m(B^m(U), \chi) - (f(u) - f^m(U_m), \chi) \\
- \left( f^m(U_m) - \Pi_0^m f^m(U_m) - \frac{U^m - \Pi_0^m U^{m-1}}{\tau_m}, \chi \right) \tag{13}
\]

Subtracting above equation from (2), this becomes

\[
\int \left( \frac{\partial \xi}{\partial t}, \chi \right) + D_1(\xi, \chi) - \int_0^t D_2(t, s, \xi(s), v) ds = \left( \frac{\partial W_T}{\partial t}, \chi \right) + D_1(W_T(t), \chi) \\
- \int_0^t D_2(t, s, W_T(s), \chi) ds - \left( \int_0^t B^m(s) v(s) ds - \Theta^m(B^m(U), \chi) \right) \\
- (f(u), \chi) - \left( \Pi_0^m U^{m-1} - \Pi_0^m U^{m-1}, \chi \right) + (\Pi_0^m f^m(U_m), \chi).
\]

By applying (8), imply

\[
\int \left( \frac{\partial \xi}{\partial t}, \chi \right) + D_1(\xi, \chi) - \int_0^t D_2(t, s, \xi(s), v) ds = \left( \frac{\partial \Phi}{\partial t}, \chi \right) + D_1(W_T(t) - W_T^m, \chi) \\
- \int_0^t D_2(t, s, \xi(s), \chi) ds - \left( \int_0^t B^m(s) v(s) ds - \Theta^m(B^m(U), \chi) \right) - (f(u), \chi) \\
- \left( f^m(U_m) - \Pi_0^m f^m(U_m) - \frac{U^m - \Pi_0^m U^{m-1}}{\tau_m}, \chi \right).
\]

By adding and subtracting \( f^m(U_m) \) on the above equation, the proof of lemma is completed.

Next, Lemmas 4.5 to 4.7 are given in details [4, 19].

**Lemma 4.5.** Let \( Z_{m,1} \) and \( Z_{m,2} \) are spatial error estimates for \( m \in [1, N] \), so that

\[
Z_{m,1} = \int_{t_{m-1}}^{t_m} \frac{\partial \Phi}{\partial t}, \xi \right) dt, \\
Z_{m,2} = \int_{t_{m-1}}^{t_m} \frac{\partial \Phi}{\partial t} \frac{\partial \xi}{\partial t} \right) dt,
\]

we have

\[
Z_{m,1} \leq \tau_m \max_{t \in [0, t_m]} \| \xi \| F_{m,1}, \\
Z_{m,2} \leq \left( \int_{t_{m-1}}^{t_m} \frac{\partial \xi}{\partial t} \frac{\partial \xi}{\partial t} \right)^{1/2} \right) \left( \tau_m \right)^{1/2} F_{m,1},
\]

where

\[
F_{m,1} := \frac{1}{\tau_m} \left\{ \left\| h_m^2 Z_{m,1} \right\| + \left\| h_m^{3/2} J_m \right\| \sum_{m}^{m-1} J_m + \sum_{j=0}^{m-1} \psi_j + h_m Q_{m}^1(U) + h_m Q_{m}^{m-1}(U) + h_m Q_{m}^{m}(U) \\
+ h_m Q_{m}^{m-1}(U) \right\}
\]
and
\[ \psi_j = \| h^j \mathcal{Z}^j \| + \left\| \frac{3}{2} \frac{\partial j^j}{\partial t} \right\|_{\Sigma_m} + h_j \mathcal{Q}_1^j(U) + h_j j(U), \]
where \( \mathcal{Q}_1^m(U) \) and \( \mathcal{Q}_2^m(U) \) are defined in lemma 4.3.

**Lemma 4.6.** (Time error estimates). Let \( Z_{m,3}, Z_{m,4} \) for \( m \in [1, N] \), then
\[
Z_{m,3} := \left| \int_0^t D_2 (t, s, \nu(s), \tau) \, ds - D_4 (W_1(t) - W_1^m, \tau) \right|
\]
\[
Z_{m,4} := \left| \int_0^t D_2 \left( t, s, \nu(s), \frac{\partial \xi}{\partial t} \right) \, ds - D_1 \left( W_1(t) - W_1^m, \frac{\partial \xi}{\partial t} \right) \right|
\]
then
\[
Z_{m,3} \leq \tau_m \max_{t \in [0, t_m]} \| \xi \| \sum_{m=1}^n \tau_m F_{m,2} + \sum_{m=1}^n \left( \int_0^{t_m} \| \nabla \xi \|^2 \, ds \right)^{\frac{1}{2}} \tau_m^{\frac{1}{2}} F_{m,3},
\]
\[
Z_{m,4} \leq \left( \int_{t_{m-1}}^{t_m} \left( \frac{\partial \xi}{\partial t} \right)^2 \, dt \right)^{\frac{1}{2}} \tau_m^{\frac{1}{2}} F_{m,2} + \left( \int_{t_{m-1}}^{t_m} \| \frac{\partial \xi}{\partial t} \|^2 \, dt \right)^{\frac{1}{2}} \tau_m^{\frac{1}{2}} F_{m,3}
\]
where
\[ F_{m,2} = \mathcal{F}_{m,2} + Q_2^{m-1}(U) + \mathcal{Q}_2^m(U) \]
and
\[
\mathcal{F}_{m,2} = \begin{cases} \frac{1}{2} \left\| \Pi_0 f^1(U^1) - \frac{U^1 - \Pi_0 U^0}{\tau m} - \mathcal{A} U^0 \right\|, m = 1 \\ \frac{1}{2} \tau m \left\| \frac{\partial}{\partial t} \left( \Pi_0^m f^m(U^m) - \frac{U^m - \Pi_0^m U^m}{\tau m} \right) \right\|, m \in [2, N] \end{cases}
\]
where \( \mathcal{Q}_2^m(U) \) is given by lemma 4.3 and
\[
F_{m,3} = \left( \frac{1}{\tau m} \int_{t_{m-1}}^{t_m} \| \mathcal{Y}_j(t) - \mathcal{Y}_j(t) \|^2 \, dt \right)^{\frac{1}{2}}.
\]

**Lemma 4.7.** (Mesh change estimates). Let \( Z_{m,5}, Z_{m,6} \) for \( m \in [1, N] \), gives
\[
Z_{m,5} := \int_0^{t_m} \left( \int_{t_{m-1}}^{t_m} \left( f^m(U^m) - \Pi_0^m f^m(U^m) - \frac{U^m - \Pi_0^m U^m}{\tau m} \right), \xi \right) \right),
\]
\[
Z_{m,6} := \int_0^{t_m} \left( \int_{t_{m-1}}^{t_m} \left( f^m(U^m) - \Pi_0^m f^m(U^m) - \frac{U^m - \Pi_0^m U^m}{\tau m} \right), \frac{\partial \xi}{\partial t} \right) \right),
\]
such that
\[
Z_{m,5} \leq \sum_{m=1}^n \left( \int_0^{t_m} \| \nabla \xi \|^2 \, ds \right)^{\frac{1}{2}} \tau_m \frac{1}{2} F_{m,4}
\]
\[
Z_{m,6} \leq \tau_m \max_{t \in [0, t_m]} \| \nabla \xi \| \left( F_{m,\infty} + \sum_{m=1}^{n} F_{m,5} + \tau_m F_{m,\infty,1} \right) \\
F_{m,5} := \| \tilde{h}_m \partial (\Pi_0^m - I) f^m (U^m) - \tau_m U^{m-1} \|, \\
F_{m,\infty} := \| h_m (\Pi_0^m - I) f^m (U^m) - \tau_m U^{m-1} \|.
\]

**Error analysis**

In this section, we will derive error bounds in terms of $L_\infty (L_2)$ and $L_\infty (H^1)$ norms.

**Lemma 5.1.** Let $f$ satisfying $|f (w_1) - f (w_2)| \leq C_f |w_1 - w_2|$, $C_f$ is a constant of Lipschitz continuous so that

\[
Z_{m,7} := \int_{t_{m-1}}^{t_m} \| (f (u) - f^m (U^m), \xi ) \| dt \leq \frac{\sqrt{C_f}}{2Y} \tau_m \max_{t \in [0, t_m]} \| \xi \|^2 \\
+ \frac{\sqrt{C_f}}{2Y} \int_{t_{m-1}}^{t_m} \| \nabla \xi \|^2 + \tau_m \delta_{m,1} \max_{t \in [0, t_m]} \| \xi \| + \tau_m \delta_{m,2} \max_{t \in [0, t_m]} \| \xi \|, \\
Z_{m,8} := \int_{t_{m-1}}^{t_m} \left\| \left( f (u) - f^m (U^m), \frac{\partial \xi}{\partial t} \right) \right\| dt \leq \frac{\sqrt{C_f}}{2Y} \tau_m \max_{t \in [0, t_m]} \| \nabla \xi \|^2 \\
+ \frac{\sqrt{C_f}}{2Y} \int_{t_{m-1}}^{t_m} \left\| \frac{\partial \xi}{\partial t} \right\|^2 dt + \tau_m \delta_{m,1} \left( \int_{t_{m-1}}^{t_m} \left\| \frac{\partial \xi}{\partial t} \right\|^2 ds \right)^{\frac{1}{2}} + \tau_m \delta_{m,2} \left( \int_{t_{m-1}}^{t_m} \left\| \frac{\partial \xi}{\partial t} \right\|^2 ds \right)^{\frac{1}{2}},
\]

where

\[
\delta_{m,1} = \sqrt{C_f \{ \| \Phi^m \|, \Phi^{m-1} \}} \\
\delta_{m,2} = \frac{1}{\tau_m} \int_{t_{m-1}}^{t_m} \| f (U) - f^m (U^m) \|^2.
\]

**Proof.** To start with, $Z_{m,7}$ can be defined as

\[
Z_{m,7} = \int_{t_{m-1}}^{t_m} \| (f (u) - f^m (U^m), \xi ) \| dt \leq \int_{t_{m-1}}^{t_m} \| (f (u) - f (W_R), \xi ) \| dt \\
+ \int_{t_{m-1}}^{t_m} \| (f (W_R) - f (u), \xi ) \| dt + \int_{t_{m-1}}^{t_m} \| (f (U) - f^m (U^m), \xi ) \| dt \\
\leq G_{m,1} + G_{m,2} + G_{m,3}.
\]

Recalling Cauchy–Schwarz and Young’s inequalities, $G_{m,1}$ gives

\[
G_{m,1} := \int_{t_{m-1}}^{t_m} \| (f (u) - f (W_R), \xi ) \| dt \leq \int_{t_{m-1}}^{t_m} \| f (U) - f^m (U^m) \| \| \xi \| dt \\
\leq \frac{\sqrt{C_f}}{2Y} \tau_m \max_{t \in [0, t_m]} \| \xi \|^2 + \frac{\sqrt{C_f}}{2Y} \int_{t_{m-1}}^{t_m} \| \nabla \xi \|^2.
\]
The second term $G_{m,2}$ reads

$$G_{m,2} = \int_{t_{m-1}}^{t_m} \| (f(W_T) - f(U), \xi) \| dt \leq \int_{t_{m-1}}^{t_m} \| W_T - U \| \| \xi \| dt$$

$$\leq \sqrt{C_f} \int_{t_{m-1}}^{t_m} \left( \frac{t_m - t}{t_m} \| \phi^m \| + \frac{t - t_{m-1}}{t_{m-1}} \| \phi^{m-1} \| \right) \| \xi \| dt$$

$$\leq \tau_m \delta_{m,1} \max_{t \in [0,t_m]} \| \xi \|$$

$$G_{m,3} = \int_{t_{m-1}}^{t_m} \| f(U) - f^m(U^m), \xi \| dt \leq \tau_m \delta_{m,2} \max_{t \in [0,t_m]} \| \xi \|$$

for proving $Z_{m,8}$ will follow the same as $Z_{m,7}$.

**Lemma 5.2.** $L_2$-norm. Let $u$ and $U^m$ be the exact and approximation solutions for (2) and (6), respectively. Then, we have

$$\left( \max_{t \in [0,t_m]} \| e \|^2 + \int_{t_{m-1}}^{t_m} \| V e \|^2 dt \right)^{\frac{1}{2}} \leq 4M_C(m)\| z^0_r U^0 - U^0 \| + \left\{ 2M_C(m) \max_{t \in [0,t_m]} \| \phi^2_{m,L_2}(0) \| \right\}^2$$

$$+ 2M_C(m) (Z_{m,1} + Z_{m,3} + Z_{m,5} + Z_{m,7}) + 2C_{e} \max_{t \in [0,t_m]} \| \phi^2_{m,L_2} \|.$$

**Proof.** Now, setting $v = \xi$ in (13), gives

$$\left( \frac{\partial \xi}{\partial t}, \xi \right) + D_1(t, \xi(s), s) ds = D_1(W_T(t) - W^m_T, \xi)$$

$$- \int_{t_{m-1}}^{t_m} D_2(t, s, \xi(s), \xi) ds - \left( \int_{t_{m-1}}^{t_m} B^m(s) v(s) ds - \Theta^m(B^m(U^m), \xi) - (f(u) - f^m(U^m), \xi) \right)$$

$$- \left( f^m(U^m) - \Pi^m f^m(U^m) - \frac{U^m - \Pi^m U^m-1}{t_m}, \xi \right).$$

By Integrating the above from $t_m$ to $t_{m-1}$, gives

$$\left( \frac{1}{2} \| \xi(t^*_m) \|^2 - \frac{1}{2} \| \xi(t_{m-1}) \|^2 \right) + \frac{C_{cont}}{2C_{covr}} \int_{t_{m-1}}^{t_m} \| \nabla \xi \|^2 dt \leq \frac{C_{cont}}{2C_{covr}} \int_{t_{m-1}}^{t_m} \left( \int_{0}^{t} \| \nabla \xi(s) \|^2 ds \right)^{\frac{1}{2}}$$

$$+ Z_{m,1} + Z_{m,3} + Z_{m,5} + Z_{m,7},$$

where $Z_{m,i}, i = 1, 2, 3, 4$ defined in Lemmas 4.5, 4.6, 4.7 and 5.1, respectively. Summing up over $m = 1 : N$

$$\| \xi(t^*_m) \|^2 + C_{covr} \int_{0}^{t_m} \| \nabla \xi \|^2 dt \leq \frac{C_{cont}}{C_{covr}} \sum_{m=0}^{n} \frac{C_{cont}}{C_{covr}} \int_{t_{m-1}}^{t_m} \left( \int_{0}^{t} \| \nabla \xi(s) \|^2 ds \right)^{\frac{1}{2}}$$

$$+ Z_{m,1} + Z_{m,3} + Z_{m,5} + Z_{m,7}.$$

Setting $\| \xi^*_m \| = \| \xi(t^*_m) \| = \max_{t \in [0,t_m]} \| \xi \|$, therefore

$$\max_{t \in [0,t_m]} \| \xi(t^*_m) \|^2 + C_{covr} \int_{0}^{t_m} \| \nabla \xi \|^2 dt \leq \| \xi(0) \|^2 + \frac{C_{cont}}{C_{covr}} \sum_{m=0}^{n} \frac{C_{cont}}{C_{covr}} \int_{t_{m-1}}^{t_m} \left( \int_{0}^{t} \| \nabla \xi(s) \|^2 ds \right)^{\frac{1}{2}}$$
Recalling Lemmas 4.5, 4.6, 4.7 and 5.1, leads to

\[
\begin{align*}
\sum_{m=0}^{n} (Z_{m,1} + Z_{m,3} + Z_{m,5} + Z_{m,7}).
\end{align*}
\]

Now, setting \(2C_{cont}^2 \sqrt{\epsilon_f} - C_{coer} > 0\), and using Gronwall’s inequality, gives

\[
\begin{align*}
\max_{t \in [0,t_m]} \|\xi(t_m)\|^2 &\leq 2\|\xi(0)\|^2 + \left(2\gamma \sqrt{\epsilon_f - C_{coer}}\right) \int_0^{t_m} \|\nabla \xi\|^2 dt + \frac{C_{cont}^2}{C_{coer}} \sum_{m=0}^{n} \int_0^{t_m} \left(\int_0^t \|\nabla \xi(s)\|^2 ds\right)^{1/2} \\
&+ \frac{\sqrt{\epsilon_f}}{2\gamma} \max_{t \in [0,t_m]} \|\xi\|^2 + \max_{t \in [0,t_m]} \|\xi\| \sum_{m=0}^{n} \left(\epsilon_{m,1} + \epsilon_{m,2} + \delta_{m,1} + \delta_{m,2}\right) \\
&+ \left(\int_0^{t_m} \|\nabla \xi(s)\|^2 ds\right)^{1/2} \left(\epsilon_{m,3} + \epsilon_{m,4}\right).
\end{align*}
\]

where

\[
N_G(m) = \max_{t \in [0,t_m]} \left\{1, \sum_{m=1}^{N} \frac{2\sqrt{\epsilon_f}}{\gamma} e^{\frac{2\sqrt{\epsilon_f}}{\gamma} \sum_{m<j<n} t_m}\right\},
\]

and by taking

\[
|r|^2 \leq c^2 + rs,
\]

then

\[
|r| \leq |c| + |s|,
\]

and by taking

\[
r_0 = \max_{t \in [0,t_m]} \|\xi(t_m)\|, r_m = \left(N_G(m) \int_0^{t_m} \|\nabla \xi\|^2 dt\right)^{1/2}, c = \left(2N_G(m)\|\xi(0)\|^2\right)^{1/2}
\]

\[
s_0 = 2N_G(m) \sum_{m=0}^{n} \int_0^{t_m} \tau_m(\epsilon_{m,1} + \epsilon_{m,2} + \delta_{m,1} + \delta_{m,2}), s_n = (\tau_m)^{1/2}(\epsilon_{m,3} + \epsilon_{m,4})^{1/2}.
\]

By splitting the error \(\|e\|^2 \leq 2\|\xi\|^2 + 2\|\Phi\|^2\), then using (9) and (10), to bound \(\Phi\), gives

\[
\|\Phi\|^2 = \|U - WR\|^2 = \|\ell_m U_m + \ell_{m-1} U_{m-1} - \ell_{m-1} R_{m-1} U_{m-1} - \ell_{m-1} R_{m-1} U_{m-1} - U_{m-1} R_{m-1} U_{m-1}\|^2 \\
\leq \ell_m \|U_m - R_{m-1} U_{m-1}\|^2 + \ell_{m-1} \|U_{m-1} - R_{m-1} U_{m-1}\|^2
\]
The result of proof is ended.

\textbf{Lemma 5.4.} \( L_\infty (H^1) \). Suppose that \( u \) and \( U^m \) be its exact and approximation solutions obtained by (2) and (6). Then, the following error bounds satisfy

\[
\left( \max_{t \in [0,T_m]} \left\| \nabla e \right\|^2 + \int_{t_{m-1}}^{t_m} \left\| \frac{\partial e}{\partial t} \right\|^2 \, dt \right)^{\frac{1}{2}} \\
\leq 4M_G(m)\left( \left\| \nabla (R_0^0(t)U^0 - U^0) \right\|^2 \right)^{\frac{1}{2}} + 4\left\{ M_G(m)\left( \varepsilon_{m,1}^2 + \varepsilon_{m,2}^2 \right) \right\}^{\frac{1}{2}} + C_2 \max_{t \in [0,T_m]} \varepsilon_{m,1}^2,
\]

where

\[
M_{m,1} = 2\tau_m \max_{t \in [0,T_m]} \varepsilon_{m,\infty}^2 + \sum_{m=2}^{n} \tau_m \mathcal{F}_{m,4}^2 + \sum_{m=2}^{n} \tau_m \mathcal{F}_{m,5}^2 = \sum_{m=2}^{n} \tau_m \left( \mathcal{F}_{m,1}^2 + \mathcal{F}_{m,2}^2 + \mathcal{F}_{m,3}^2 + \delta_{m,1}^2 + \delta_{m,2}^2 \right).
\]

Proof. Putting \( v = \frac{\partial \xi}{\partial t} \) in (13), gives

\[
\begin{align*}
\left( \frac{\partial \xi}{\partial t}, \frac{\partial \xi}{\partial t} \right) + D_1 \left( \frac{\partial \xi}{\partial t} \right) - \int_0^T D_2 \left( t, s, \xi(s), \frac{\partial \xi}{\partial t} \right) \, ds = \left( \frac{\partial \Phi}{\partial t}, \frac{\partial \xi}{\partial t} \right) \\
D_1 \left( W_r(t) - W_r^m, \frac{\partial \xi}{\partial t} \right) - \int_0^T D_2 \left( t, s, \xi(s), \frac{\partial \xi}{\partial t} \right) \, ds - \left( \int_0^T B_m(s)\nu(s) \, ds - \Theta^m(\hat{B}(U)), \frac{\partial \xi}{\partial t} \right) \\
- \left( f(U) - f^m(U^m), \frac{\partial \xi}{\partial t} \right) - \left( f^m(U^m) - \Pi_0^m f^m(U^m) - \frac{U^m - \Pi_0^m U^{m-1}}{\tau m}, \frac{\partial \xi}{\partial t} \right).
\end{align*}
\]

By Integrating the above from \( t_m \) to \( t_{m-1} \) and recalling Lemmas 4.5, 4.6, 4.7 and 5.1, respectively. Summing up over \( m = 1: N \) and \( Z_{m,i}, i = 1, 2, 3, 4 \)

\[
\| \nabla \xi(t_m) \|^2 + \frac{C_{\text{covr}}}{2} \int_0^{t_m} \left\| \frac{\partial \xi}{\partial t} \right\|^2 \, dt \leq \frac{C_{\text{cont}}}{C_{\text{covr}}} \sum_{m=0}^{n} \int_{t_{m-1}}^{t_m} \left( \int_0^{t_m} \left\| \frac{\partial \xi}{\partial t} \right\|^2 \, ds \right)^{\frac{1}{2}} \\
+ \sum_{m=0}^{n} \int_{t_{m-1}}^{t_m} \left( Z_{m,2} + Z_{m,4} + Z_{m,6} + Z_{m,8} \right)^{\frac{1}{2}}.
\]

Setting \( \| \nabla \xi(t_m) \| = \| \nabla \xi(t_m) \| = \max_{t \in [0,t_m]} \| \nabla \xi \| \)

therefor

\[
\max_{t \in [0,t_m]} \| \nabla \xi(t_m) \|^2 + C_{\text{covr}} \frac{C_{\text{cont}}}{2C_{\text{covr}}} \sum_{m=0}^{n} \int_{t_{m-1}}^{t_m} \left( \int_0^{t_m} \left\| \frac{\partial \xi}{\partial t} \right\|^2 \, ds \right)^{\frac{1}{2}} \\
+ 2 \sum_{m=0}^{n} \int_{t_{m-1}}^{t_m} \left( Z_{m,2} + Z_{m,4} + Z_{m,6} + Z_{m,8} \right)^{\frac{1}{2}}.
\]

Recalling Lemmas 4.5, 4.6, 4.7 and 5.1, leads to
Now, setting \( \left( \frac{C_{cont}}{C_{covr}} \right) \) > 0, and using Gronwall’s inequality, gives

\[
\max_{t \in [0, \tau_m]} \| \nabla \xi(t_m) \|^2 + \mathcal{M}_G(m) \int_0^{t_m} \left\| \frac{\partial \xi}{\partial t} \right\|^2 dt \leq 2\mathcal{M}_G(m)\| \nabla \xi(0) \|^2
\]

where

\[
\mathcal{M}_G(m) = \max_{t \in [0, \tau_m]} \left\{ 1, \sum_{m=1}^{N} \left( \frac{\sqrt{C_f}}{\gamma} e^{\frac{2\sqrt{C_f}}{\gamma} \sum_{m<j<\tau_m} \tau_m} \right) \right\}.
\]

Taking

\[
r_0 = \max_{t \in [0, \tau_m]} \| \nabla e(t_m) \|, r_m = \left\{ \mathcal{M}_G(m) \int_0^{t_m} \left\| \frac{\partial e}{\partial t} \right\|^2 dt \right\}^{\frac{1}{2}}, c = \left\{ 2\mathcal{M}_G(m)\| \nabla e(0) \|^2 \right\}^{\frac{1}{2}}
\]

\[
, s_0 = 2\mathcal{M}_G(m) \sum_{m=0}^{n} \int_{t_{m-1}}^{t_m} \left( \tau_m \| e_{m+1} + e_{m,3} + e_{m,6} \right) \right\}^{\frac{1}{2}},
\]

Now, \( \| \nabla e \|^2 \leq 2\| \nabla \xi \|^2 + 2\| \nabla \Phi \|^2 \).

The second term on the right-hand side of above equation can be obtained by using (9) and (10), gives

\[
\| \Phi \|^2 = \| \nabla (U - W) \|^2 = \| \nabla \left( \ell_m U^m + \ell_{m-1} U^{m-1} - \ell_m R^m(t) U^m + \ell_{m-1} R^{m-1}(t) U^{m-1} \right) \|^2,
\]

\[
\leq \ell_m \| \nabla \left( U^m - R^m(t) \right) \|^2 + \ell_{m-1} \| \nabla \left( U^{m-1} - R^{m-1}(t) \right) \|^2,
\]

\[
\leq \max_{t \in [0, \tau_m]} \left\{ \| \nabla \left( U^m - R^m(t) \right) \|^2 \right\}, \| \nabla \left( U^{m-1} - R^{m-1}(t) \right) \|^2 \right\},
\]

\[
\leq \max_{t \in [0, \tau_m]} \left\{ \| \nabla \left( U^m - R^m(t) \right) \|^2 \right\}.
\]

By combining with \( \| \nabla \xi \| \), the proof will be finished.
5. Conclusion

This paper concerns to obtain an optimal order estimates in term of $L_\infty(L_2)$ and $L_\infty(H^1)$ norms for integro-parabolic problems for Lipschitz case. Ritz -volterra reconstruction techniques introduced in 2015 used in error analysis. This technique enables us to prove optimal order bound for this type of problems. Gronwall’s Lemma is presented with some tools to control of the size of errors. This work can be modified to the case of parabolic interface problems [22, 23, 24, 25]. Another ingesting of this paper is to combine between implicit-explicit Runge Kutta methods with finite element methods [26, 27].

Acknowledgments

Authors would like to thank of the financial support from Koya University.

References

[1] S. Adjerid, J. E. Flaherty, and I. Babu’ska, A posteriori error estimation for the finite element method-of-lines solution of parabolic problems, Mathematical Models and Methods in Applied Sciences, 9 (1999), pp. 261–286.

[2] C. Makridakis and R. H. Nochetto, Elliptic reconstruction and a posteriori error estimates for parabolic problems, SIAM journal on numerical analysis, 41 (2003), pp. 1585–1594.

[3] S. Bartels, A posteriori error analysis for time-dependent ginzburg-landau type equations, Numerische Mathematik, 99 (2005), pp. 557–583.

[4] O. Lakkis and C. Makridakis, Elliptic reconstruction and a posteriori error estimates for fully discrete linear parabolic problems, Mathematics of computation, 75 (2006), pp. 1627–1658.

[5] J. Ma and H. Brunner, A posteriori error estimates of discontinuous galerkin methods for non-standard volterra integro-differential equations, IMA journal of numerical analysis, 26 (2006), pp. 78–95.

[6] C. Makridakis, Space and time reconstructions in a posteriori analysis of evolution problems, in ESAIM: Proceedings, vol. 21, EDP Sciences, 2007, pp. 31–44.

[7] A. Demlow, O. Lakkis, and C. Makridakis, A posteriori error estimates in the maximum norm for parabolic problems, SIAM journal on numerical analysis, 47 (2009), pp. 2157–2176.

[8] E. H. Georgoulis, O. Lakkis, and J. M. Virtanen, A posteriori error control for discontinuous galerkin methods for parabolic problems, SIAM journal on numerical analysis, 49 (2011), pp. 427–458.

[9] E. Bansch, F. Karakatsani, and C. Makridakis, A posteriori error control for fully discontinuous galerkin methods, SIAM Journal on Numerical Analysis, 50 (2012), pp. 2845–2872.

[10] N. Kopteva and T. Linss, Maximum norm a posteriori error estimation for parabolic problems using elliptic reconstructions, SIAM Journal on Numerical Analysis, 51 (2013), pp. 1494–1524.

[11] A. Cangiani, E. H. Georgoulis, and M. Jensen, Discontinuous galerkin methods for mass transfer through semipermeable membranes, SIAM Journal on Numerical Analysis, 51 (2013), pp. 2911–2934.

[12] A. Cangiani, E. H. Georgoulis, I. Kyza, and S. Metcalfe, Adaptivity and blow-up detection for nonlinear evolution problems, SIAM Journal on Scientific Computing, 38 (2016), pp. A3833–A3856.

[13] A. Cangiani, E. H. Georgoulis, A. Y. Morozov, and O. J. Sutton, Revealing new dynamical patterns in a reaction–diffusion model with cyclic competition via a novel computational framework, Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences, 474 (2018), p. 20170608.
[14] Y. A. Sabawi, A posteriori $l_\infty(h^1)$ error bound in finite element approximation of semidiscrete semilinear parabolic problems, in 2019 First International Conference of Computer and Applied Sciences (CAS), IEEE, 2019, pp. 102–106.

[15] I. Kyza and S. Metcalfe, Pointwise a posteriori error bounds for blow-up in the semilinear heat equation, SIAM Journal on Numerical Analysis, 58 (2020), pp. 2609–2631.

[16] Y. A. Sabawi, A posteriori error analysis in finite element approximation for fully discrete semilinear parabolic problems, doi:10.5772/intechopen.94369, 2020.

[17] O. J. Sutton, Long-time $L_\infty(L_2)$ a posteriori error estimates for fully discrete parabolic problems, IMA Journal of Numerical Analysis, 40 (2020), pp. 498–529.

[18] Ma J, Brunner H. A posteriori error estimates of discontinuous Galerkin methods for non-standard Volterra integro-differential equations. IMA journal of numerical analysis. 2006 Jan 1;26(1):78-95.

[19] G. M. M. Reddy and R. K. Sinha, Ritz–volterra reconstructions and a posteriori error analysis of finite element method for parabolic integro-differential equations, IMA Journal of Numerical Analysis, 35 (2015), pp. 341–371.

[20] G. M. M. Reddy, R. K. Sinha, and J. A. Cuminato, A posteriori error analysis of the crank–nicolson finite element method for parabolic integro-differential equations, Journal of Scientific Computing, 79 (2019), pp. 414–441.

[21] Y. A. Sabawi, Posteriori Error Analysis In Finite Element Approximation For Semilinear Parabolic Integro-Differential Problems. Submitted for publication.

[22] Y. A. Sabawi, Adaptive discontinuous Galerkin methods for interface problems, PhD thesis, University of Leicester, 2017.

[23] A. Cangiani, E. Georgoulis, and Y. Sabawi, Adaptive discontinuous galerkin methods for elliptic interface problems, Mathematics of Computation, 87 (2018), pp. 2675–2707.

[24] A. Cangiani, E. H. Georgoulis, and Y. A. Sabawi, Convergence of an adaptive discontinuous galerkin method for elliptic interface problems, Journal of Computational and Applied Mathematics, 367 (2020), p. 112397.

[25] Sabawi YA. A Posteriori $L_\infty(L_2)$ + $L_2(H^1)$–Error Bounds in Discontinuous Galerkin Methods For Semidiscrete Semilinear Parabolic Interface Problems. Baghdad Science Journal 2021;18(3):0522-.

[26] Hussien YA. Combination Between Single Diagonal Implicit and Explicit Runge Kutta (SDIMEX-RK) Methods for solving stiff Differential equations. Tikrit Journal of Pure Science. 2011;16(1):94-101

[27] Manaa SA, Moheemmed MA, Sabawi YA. A Numerical Solution for Sine-Gordon Type System. Tikrit Journal of PureScience . 2010;15(3):106-13.

[28] Adel Hussiena, W., & A’aid Najimb, F. (2019). Preparation and investigation of structural and magnetic properties of cadmium-zinc compound (Cd0.3Zn0.7Fe2O4). Al-Qadisiyah Journal Of Pure Science, 24(1), 25-30.