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Abstract

We consider a biased random walk in positive random conductances on $\mathbb{Z}^d$ for $d \geq 5$. In the sub-ballistic regime, we prove the quenched convergence of the properly rescaled random walk towards a Fractional Kinetics.

1 Introduction

Random walks in random environment (RWRE) have been extensively studied since the mid seventies and especially so in the last two decades. We refer the reader to [Zei04], [Szn04], [Szn06], [Kum14] and [BF16] for different surveys of the field.

A lot of effort has been directed towards proving invariance principles in various models. The majority of those results have been obtained in isotropic settings. We could mention as an example the numerous works done for the simple random walk on supercritical percolation clusters in $\mathbb{Z}^d$. This started with results in the annealed setting in the eighties, see [MFGW85] and [MFGW89] (based on works of [KV86] and [Koz85]) which was later generalized into a quenched result, initially for $d \geq 4$ in [SS04] and later in dimensions 2 and 3 in [MP07] and [BB07].

In models where trapping occurs, the classical invariance principle is not expected to hold. However, using a different time scaling, it is still possible to obtain a convergence result where the limiting Brownian motion is replaced by a Fractional Kinetics (a Brownian motion time-changed by a stable subordinator). For example, Barlow and Černý prove in [BAČ11] subdiffusive scaling limit in both the Bouchaud trap model (BTM) and the random conductance model. Mourrat gives a different proof for the result of [BAČ11] for the Bouchaud trap model in [Mou11].

All the results mentioned above are for isotropic models. Other cases, such as models with directional transience, have attracted a lot of interest as well. Annealed invariance principles have been obtained for such models on $\mathbb{Z}$ (see [ESZ09]), trees (see [BFGH12; BH12]) and on $\mathbb{Z}^d$ with $d \geq 2$ (see [FH14; FK18]). Moreover, there are a few results in the quenched setting as well on $\mathbb{Z}$ (see [Var03]), trees (see [Bow18]) and $\mathbb{Z}^d$ (see [BZ08]).

The models with directional transience of interest are typically studied because several of them exhibit slowdown effects due to a trapping phenomenon, such as [ESZ09; BS20; BFGH12; Aid10; BH12; FH14; Fri11; FK18; FP18]. The most precise results for an anisotropic model on $\mathbb{Z}^d$ with $d \geq 2$ were obtained by Fribergh and Kious in [FK18], where it is shown that under heavy tail condition for conductances we have an aging phenomenon for the walk and an annealed scaling limit related to Fractional Kinetics.

In light of Mourrat’s result in [Mou11] it is natural to expect that the annealed scaling limit obtained in [FK18] should hold in the quenched setting as well. This is the main result of this article.

It provides a first example for a directionally transient RWRE which converges to a Fractional Kinetics under the quenched setting.

*Université de Montréal, Email: alexander.fribergh@umontreal.ca
†ENS Paris-Saclay, Email: tanguy.lions@ens-paris-saclay.fr
‡University of Bath, Email: cs2458@bath.ac.uk
1.1 Definition of the model and main result

Fix $d \geq 5$. Let us consider the following random walk in random environment. Let $P$ be a measure on the set of nearest neighbour edges of the square lattice $E(\mathbb{Z}^d)$, i.e. $e \in E(\mathbb{Z}^d)$ if $e = [x, y]$ for $x \sim y$ (adjacent vertices in $\mathbb{Z}^d$). In particular, let $P(\cdot) = \mu \otimes E(\mathbb{Z}^d)$, where $\mu$ is a probability measure on $(0, +\infty)$. For $e \in E(\mathbb{Z}^d)$, we denote by $c_\ast(e)$ the random variable of the marginal of the conductance of the edge $e$ under $P$. Let us call the space of environments $\Omega$ and let $\omega \in \Omega$ be a realisation of the environment. We assume throughout the article that

$$
P(c_\ast(e) \geq u) = \mu([u, +\infty[) = L(u)u^{-\gamma} \quad \text{for any } u \geq 0,$$

with $\gamma \in (0, 1)$ and where $L(\cdot)$ is a slowly-varying function.

We denote by $\{c_\ast^\omega(e)\}_{e \in E(\mathbb{Z}^d)}$ the family of conductances in the fixed environment $\omega$. To introduce the bias, consider a unit vector $\vec{\ell} \in S^{d-1}$ and $\lambda > 0$, denote $\ell := \lambda \vec{\ell}$ and set, for $e = [x, y] \in E(\mathbb{Z}^d)$,

$$c^\omega(e) = c_\ast^\omega(e)e^{(x+y) \cdot \ell}.$$

We consider the discrete time random walk $(X_n)_{n \geq 0}$ on $\mathbb{Z}^d$ with conductances $(c^\omega(e))_{e \in E(\mathbb{Z}^d)}$. We call $P^\omega_x$ the quenched law of the random walk on the environment $\omega$, starting from $x \in \mathbb{Z}^d$, and with transition probabilities, for $z \sim y \in \mathbb{Z}^d$,

$$p^\omega(z, y) = \frac{c^\omega([z, y])}{\sum_{w \sim z} c^\omega([z, w])},$$

and $p^\omega(z, y) = 0$ whenever $z \not\sim y$. Let $P_x = E[P^\omega_x(\cdot)]$ be the annealed law of the random walk $(X_n)_n$ ($E[\cdot]$ is the expectation with respect to $P$ and $\text{Var}$ the corresponding variance). For any $T > 0$, let $D^d([0, T])$ denote the space of càdlàg functions from $[0, T]$ to $\mathbb{R}^d$. The main theorem of this article is the following.

**Theorem 1.1.** Let $d \geq 5$ and fix any $T > 0$, the following statements hold for $P$-almost every environment $\omega \in \Omega$. There exists a deterministic $v_0 \in S^{d-1}$ with $v_0 \cdot \vec{\ell} > 0$ such that, under the quenched law $P^\omega_0(\cdot)$, it holds that

$$\left(\frac{X_{nt}}{n^{\gamma}/L(n)}\right)_{0 \leq t \leq T} \xrightarrow{(d)} (v_0C^-_\infty S^{-1}_\gamma(t))_{0 \leq t \leq T},$$

(2)

furthermore,

$$\left(\frac{X_{nt} - (X_{nt} \cdot v_0)v_0}{\sqrt{n^{\gamma}/L(n)}}\right)_{0 \leq t \leq T} \xrightarrow{(d)} (M_2B_\gamma^{-1}(t))_{0 \leq t \leq T},$$

(3)

for a deterministic constant $C^-_\infty > 0$, a deterministic $d \times d$ matrix $M_2$ of rank $d - 1$, a standard Brownian motion $B$ and a stable subordinator of index $\gamma$, independent of $B$, $S_\gamma$. The first convergence holds in the uniform topology on $D^d([0, T])$ while the second holds in the Skorohod’s $J_1$-topology on $D^d([0, T])$.

It may be possible to extend this result and (partially) the method of our proof to $d = 4$. However, the key heat kernel estimate of Proposition [3.1] is not strong enough to make our method work in dimension $d = 4$. Hence, we believe that proving the theorem in lower dimensions would constitute a non-trivial extension of this work.

1.1.1 Quenched convergence via series convergence

Let us explain the main steps of our strategy. In [FK18] one can find the definition of a regeneration structure with suitable independence properties, in particular let $(\tau_k)_{k \geq 0}$ be the regeneration
times. We recall the rigorous definition of \((\tau_k)_{k \geq 0}\) in Section 3.3. Let \(v := \mathbb{E}[X_{\tau_2} - X_{\tau_1}]\), we introduce, for all \(t \in [0,T]\),
\[
Y_n(t) = \frac{X_{\tau_{tn}}}n, \quad Z_n(t) = \frac{X_{\tau_{tn}} - vnt}{n^{1/2}}, \quad S_n(t) = \frac{\tau_{tn}}{\text{Inv}(n)}, \quad \text{and} \quad W_n(t) = (Z_n(t), S_n(t)), \tag{4}
\]
where \(\text{Inv}(u) := \inf \{s : \mathbb{P}[c_s > s] \leq 1/u\}\) is the generalised right-continuous inverse of the tail of \(c_s\), let us point out that \(\text{Inv}(n) \approx n^{1/\gamma}\). Our initial aim is to prove that for \(\mathbb{P}\)-almost all \(\omega \in \Omega\) these four quantities converge weakly, then we will use this fact to prove Theorem 1.1. We get the quenched convergence of \(Y_n(t)\) for free from [FKIS Lemma 11.2], as the limit is deterministic. For technical reasons let us define the process
\[
W_n^*(t) = W_n \left( t + \frac{1}{n} \right) - W_n \left( \frac{1}{n} \right). \tag{5}
\]
In order to prove quenched convergence of \(W_n\) we will use alternative formulations considered in [BS02] and [Mou11] to rephrase the problem. These conditions are stated in the following theorem.

**Theorem 1.2.** Let \(d \geq 5\) and fix \(T > 0\), for any positive and bounded Lipschitz function \(F : (\mathbb{R}^{d+1})^m \to \mathbb{R}\) and \(0 \leq t_1 \leq \cdots \leq t_m \leq T\) it holds that
\[
\sum_{n=1}^{+\infty} \mathbb{E} \left[ \text{Var} \left( E_0^n \left[ F_1(W_{b^n}(t_1), \cdots, W_{b^n}(t_m)) \right] \right) \right] < +\infty, \tag{6}
\]
with \(b \in (1,2)\). Moreover, by denoting with \(Z_n\) the polygonal interpolant of the quantity denoted with the same letter in \([4]\), we have
\[
\sum_{n=1}^{+\infty} \mathbb{E} \left[ \text{Var} \left( E_0^n \left[ F_2(Z_{b^n}) \right] \right) \right] < +\infty, \tag{7}
\]
where \(F_2\) is any bounded Lipschitz function from \(C^d([0,T]) \to \mathbb{R}\).

**1.1.2 Sketch of proof**

In order to prove Theorem 1.2 we can consider under each environment two independent random walks \(X^1\) and \(X^2\) which have the same law as \(X\) under \(P_0^\omega\). Let \(E_{0,0}\) be the natural generalisation of the annealed law to two walks (see [16]). The term inside the sum in (7) is equal to
\[
\mathbb{E}_{0,0}[F_2(Z_{b^n})F_2(Z_{b^n})] - \mathbb{E}_0[F_2(Z_{b^n})]\mathbb{E}_0[F_2(Z_{b^n})]. \tag{8}
\]
We will show that the trajectories of the two walks do not meet each other after reaching a distance not too far from the origin, then deduce that the quantity in (8) goes quickly to 0. Indeed, when the two walks do not meet, they behave almost as if they evolved in independent environments.

The important ideas can be grouped in two main parts. The first one deals with joint regeneration levels while the second consists in proving the asymptotic separation using joint regeneration levels.

**Joint regeneration levels:** Section 3 will be devoted to extending the notion of regeneration times to the case where we have two walks. We will construct joint regeneration levels: a sequence of levels (in the direction \(\tilde{e}\)) such that the hitting time of these levels are regeneration times for both walks.

**Asymptotic separation:** Once we have constructed joint regeneration levels the idea is the following: at each regeneration level, both walks have a decent chance of staying far apart for a long time, after which it is unlikely that they will ever meet again. As joint regeneration levels are common, the walks will decouple relatively quickly. In this part we use a method which is inspired by [BZ08]. However, we cannot directly use their results because our model lacks both the uniform ellipticity property of the jump probabilities and it is not ballistic.
2 Notations

We fix an orthonormal basis \( \{e_1, \ldots, e_d\} \) of \( \mathbb{Z}^d \) such that \( e_1 \cdot \vec{e} \geq e_2 \cdot \vec{e} \geq \cdots \geq e_d \cdot \vec{e} \geq 0 \). In particular, we have that \( e_1 \cdot \vec{e} \geq 1/\sqrt{d} \). We also set the convention that \( e_j = -e_j \) for all \( j = 1, \ldots, d \). We also fix an orthonormal basis of \( \mathbb{R}^d \), \( \{f_1, \ldots, f_d\} \) such that \( f_1 = \vec{e} \).

For any \( L \in \mathbb{R} \) we set
\[
H^+(L) = H^+_L = \{ z \in \mathbb{Z}^d : z \cdot \vec{e} > L \} \quad \text{and} \quad H^-(L) = H^-_L = \{ z \in \mathbb{Z}^d : z \cdot \vec{e} \leq L \}.
\] Similarly, for \( z \in \mathbb{Z}^d \)
\[
H^+ = H^+ \left( z \cdot \vec{e} \right) \quad \text{and} \quad H^- = H^- \left( z \cdot \vec{e} \right).
\]

For any \( x \in \mathbb{Z}^d \) we define
\[
\mathcal{V}_x = \{ x, x + e_1, x - e_1, \ldots, x + e_d, x - e_d \}.
\]

For \( x, y \in \mathbb{Z}^d \), recall that if \( x = y \pm e_i \) for some \( i \in \{1, \ldots, d\} \) then \( x \) and \( y \) are adjacent and we write \( x \sim y \). For \( x \) in \( \mathbb{Z}^d \) and \( e = [e^+, e^-] \) and edge, we write \( x \sim e \) if \( x \sim e^- \) or \( x \sim e^+ \) and \( x \notin \{e^+, e^-\} \). Two distinct edges \( e \) and \( e' \) are said to be adjacent and we write \( e \sim e' \) if they share one endpoint.

For \( x \in \mathbb{Z}^d \) we define the following sets of edges
\[
\mathcal{E}_x := \{ [x, y] : y \sim x \}, \quad \mathcal{E}_x^k := \mathcal{E}_{x, x-e_1, \ldots, x-ke_1}, \quad \text{and for } A \subset \mathbb{Z}^d, \mathcal{E}_A = \bigcup_{x \in A} \mathcal{E}_x.
\] For any subset \( V \) of \( \mathbb{Z}^d \) we define its edge-set
\[
E(V) := \{ [x, y] : x \in V \text{ and } y \in V \},
\]
its vertex-boundary
\[
\partial V := \{ x \notin V : \exists y \in V, x \sim y \},
\]
and its edge-boundary
\[
\partial E V := \{ [x, y] \in E(\mathbb{Z}^d) : y \in V, x \notin V \}.
\]

For any subset \( A \subset \mathbb{Z}^d \) we define its width
\[
W(A) = \max_{1 \leq i \leq d} \left( \max_{y \in A} y \cdot e_i - \min_{y \in A} y \cdot e_i \right).
\]

For any \( L, L' > 0 \) and \( y \in \mathbb{Z}^d \) we define the box
\[
B_y(L, L') = \left\{ x \in \mathbb{Z}^d : |(x - y) \cdot \vec{e}| \leq L \text{ and } |(x - y) \cdot e_i| \leq L' \text{ for all } i \in \{2, \ldots, d\} \right\},
\] and its positive boundary
\[
\partial^+ B_y(L, L') = \{ x \in \partial B_y(L, L') : (x - y) \cdot \vec{e} > L \},
\]
when \( y = 0 \) we use the notation \( B(L, L') \).

For a general random walk \( (X_n)_n \) on a graph \((V, E)\) we define for \( B \subset V \) the hitting times of \( B 
\[
T_B = \inf \{ n \geq 0 : X_n \in B \} \quad \text{and} \quad T_B^+ = \inf \{ n \geq 1 : X_n \in B \},
\]
and the exit time of \( B \)
\[ T^\text{ex}_B = \inf\{n \geq 0 : X_n \notin B\}, \]
when \( B \) is a singleton \( \{x\} \) we use the notation \( T_x \). For \( R \in \mathbb{R} \) we define
\[ T_R = \inf\{n \geq 0 : X_n \cdot \ell \geq R\}. \tag{15} \]

We denote by \( \theta_n \) the shift by \( n \) units of time, when we consider two random walks \( \theta_{s,t} \) denotes the time shift of the first by \( s \) time units and of the second by \( t \) time units, this operator is defined formally in \([115]\). For \( \mathbb{P} \) a probability measure, \( A_1, \cdots, A_n \) events and \( X \) a random variable, the notation \( \mathbb{E}[A_1, \cdots, A_n, X] \) denotes \( \mathbb{E} [I_{A_1} \cdots I_{A_n} X] \).

In most of the paper we will add an index \( i \in \{1, 2\} \) as superscript when the event depends on \( X^i \), where \( X^i \) are two realisations of the random walk (independent with respect to the quenched distribution). For example, \( T^i_R \) will be the hitting time of \( \mathcal{H}^+(R) \) by the \( i \)-th random walk.

In the following, we will use the notations \( c, C, a \) to denote constants which only depend on the dimension \( d \), the strength of the bias \( \ell \), its direction \( \ell \) and a parameter \( K > 0 \).

**Probability measures.** Let us recall that \( P^i_x \) denotes the quenched law while \( \mathbb{P}_x \) denotes the annealed law of the walk (started at \( x \)). As we already mentioned, we will often consider two walks \( X^1 \) and \( X^2 \), for these walks it is useful to introduce two probability measures. The first one is for two walks that evolve independently (according to the law defined in \([1]\) in the same environment. Let \( U_1, U_2 \in \mathbb{Z}^d \), we define
\[ \mathbb{P}_{U_1, U_2} (X^1 \in A_1, X^2 \in A_2) := \mathbb{E} [P_{U_1}^1 (X^1 \in A_1) \times P_{U_2}^2 (X^2 \in A_2)] . \tag{16} \]
It is also possible to define a measure according to which the two walks evolve with the same quenched law in two independent environments \( \omega_1, \omega_2 \) sampled according to \( \mathbb{P} \). In formulas,
\[ Q_{U_1, U_2} (X^1 \in A_1, X^2 \in A_2) := \mathbb{E} [P_{U_1}^1 (X^1 \in A_1)] \times \mathbb{E} [P_{U_2}^2 (X^2 \in A_2)] \tag{17} \]
\[ = \mathbb{P}_{U_1} (X^1 \in A_1) \times \mathbb{P}_{U_2} (X^2 \in A_2). \]

We denote by \( \mathbb{E}_{U_1, U_2}[:] \) the expectation with respect to the measure \([16] \). This is the same notation as the annealed law of one walk (with the exception of the two starting points) because the marginal of \( X^1 \) (resp. \( X^2 \)) is the same as the law of the single walk. We may write \( \mathbb{P}_0[:] = \mathbb{P}_{0,0}[:] \) and \( \mathbb{E}_0[:]=\mathbb{E}_{0,0}: \) for simplicity when it is clear from the context that we are considering two walks. \( \mathbb{E}^U_{U_1, U_2}: \) is the expectation associated to \([17] \).

For \( v \in \mathbb{R}^d \) and \( x \in \mathbb{Z}^d \) we write \( \mathbb{P}_x^v \) (resp. \( \mathbb{P}_{x,y}^v \)) for the annealed law where we set the conductances at the starting point (resp. at the two starting points) to the values of \( v \). More precisely, recalling \([10] \), we fix for all \( [x, x + e_i] \in \mathcal{E}_x \) the conductance \( c^v([x, x + e_i]) = v_i \) for \( i = 1, \ldots, 2d \). A special case is when \( v = (K, \cdots, K) \) with \( K > 0 \), in that case we write \( \mathbb{P}_x^K \) (resp. \( \mathbb{P}_{x,y}^K \)). The notation \( Q^v_{x,y} \) refers to the law \( \mathbb{P}_x^v \otimes \mathbb{P}_y^v \).

In accordance with the notation of \([FK18] \) Equation (5.3)) (we will recall the precise meaning in Section 3.3) we write \( \mathbb{P}_x^K (\cdot \mid D = +\infty) \) for the law of the walk conditioned to regenerate at \( x \) at time 0. We also write \( Q^K_{x,y} (\cdot \mid D^\infty = +\infty) = \mathbb{P}_x^K (\cdot \mid D = +\infty) \otimes \mathbb{P}_y^K (\cdot \mid D = +\infty) \).

3 Joint regeneration levels

For this model a regeneration structure was introduced in \([Fri11] \). It was further improved in \([FK18] \) to obtain the independence of trajectories between regeneration times. For our purpose it will be more convenient to have joint regeneration levels. The goal of this section is to introduce a joint regeneration structure for two walks in the same environment.
In principle, a regeneration time is simply a new maximum which will be a minimum for the future of the trajectory. However, for technical reasons we want to work with a subset of those regeneration times: those happening on points with bounded conductances. This is why we will adapt the construction of [FK18] which uses $K$-open ladder points.

The first step is to introduce the notion of joint $K$-open ladder point and we do this in the next subsection.

3.1 Joint $K$-open ladder points

3.1.1 Notations and preliminary results

**Definition 3.1.** Fix $K \geq 1$, we say that an edge $e$ is $K$-normal if $c_*(e) \in [1/K, K]$. A point $z \in \mathbb{Z}^d$ is said to be $K$-open if all the edges incident to it are $K$-normal, i.e. if all $e \in \mathcal{E}_z$ are such that $c_*(e) \in [1/K, K]$. A vertex that is not $K$-open is said to be $K$-closed.

Joint $K$-open ladder points are new maxima in the bias direction for both walks, such that the points are $K$-open and the maxima are close in the sense that they are both at roughly the same distance, say $\approx R$, from the origin in the bias direction. Note that the distance cannot be exactly the same due to the lattice structure.

The main goal of this subsection is to prove that the first joint $K$-open ladder point is close enough to the origin in the bias direction. The main result, that will be used throughout the paper, is Proposition 3.5 which follows from Lemma 3.6. Lemma 3.7 which is related to Proposition 3.18 will also be instrumental for the rest of the proof.

Let us first introduce some useful quantities and results from [Fri11, Section 6]. We introduce the inner positive boundary of $\mathcal{B}_x(L, L')$

$$\partial^+_{in} \mathcal{B}_x(L, L') := \{z \in \mathcal{B}_x(L, L'), \text{ where } z \sim y \text{ with } y \in \partial^+ \mathcal{B}_x(L, L')\}.$$ We consider two walks $(X^i_n)_{n \geq 0}$ for $i \in \{1, 2\}$ and define the events

$$A^i(L) := \left\{ T^i_{\partial B_{X^i_0}(L, L')} \geq T^i_{\partial B_{X^i_0}(L, L')} \right\}, \quad \text{and} \quad A(L) := A^1(L) \cap A^2(L).$$

In all the following we write $\mathcal{B}_i = \mathcal{B}_{X^i_0}$ and $\mathcal{B} = \mathcal{B}_0$.

**Lemma 3.2.** (Analog of [Fri11, Lemma 6.1]) For $\alpha > d + 3$ and any $L > 0$ we have

$$\sup_{U_1, U_2 \in \mathbb{Z}^d} \mathbb{P}_{U_1, U_2} (A(L)^c) \leq C e^{-cL},$$

where the constants $C, c$ only depend on $\lambda, \ell, d$. 
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Proof. Fix any \( U_1, U_2 \in \mathbb{Z}^d \). We aim to bound
\[
\mathbb{P}_{U_1, U_2} (A(L)^c) = \mathbb{P}_{U_1, U_2} (A^1(L)^c \cup A^2(L)^c) \leq \mathbb{P}_{U_1} (A^1(L)^c) + \mathbb{P}_{U_2} (A^2(L)^c),
\]
where the inequality is due to a union bound. By [Fri11, Theorem 5.1] we have that \( \mathbb{P}_0 (A^i(L)^c) \leq C \exp(-cL) \), by the translation invariance of the environment we get
\[
\mathbb{P}_{U_1, U_2} (A(L)^c) \leq Ce^{-cL},
\]
as desired. \( \square \)

We say that a vertex \( x \in B(L, L^\alpha) \) is \( K-L \)-closed if there exists a neighbour \( y \notin H^+(L) \) of \( x \) such that \( c_x([x, y]) \notin [1/K, K] \). Let \( \bar{K}_x(L) \) be the \( K-L \)-closed connected component of \( x \) (set it to \( \{x\} \) in case it is empty) and let us define the event
\[
B(L) := \{ \text{for all } x \in \partial_1^+B_1(L, L^\alpha) \cup \partial_1^+B_2(L, L^\alpha), \, |\bar{K}_x(L)| \leq \log(L) \}. \tag{19}
\]

**Lemma 3.3.** (Analog of [Fri11, Lemma 6.2]) For any \( M < \infty \) we can find \( K_0 > 0 \) such that for all \( K \geq K_0 \),
\[
\sup_{U_1, U_2 \in \mathbb{Z}^d} \mathbb{P}_{U_1, U_2} (B(L)^c) \leq CL^{-M},
\]
where \( C \) only depends on \( \lambda, \ell, d, K \).

**Proof.** Fix \( U_1, U_2 \in \mathbb{Z}^d \). Using [Fri11, Lemma 6.2] we have the bound for the event
\[
\hat{B}(L) = \{ \text{for all } x \in \partial_1^+B(L, L^\alpha), \, \text{we have } |\bar{K}_x(L)| \leq \log(L) \},
\]
\[
\mathbb{P} \left( \hat{B}(L)^c \right) \leq CL^{-M}.
\]
Just as in the proof of the previous Lemma, we get the result by union bound and translation invariance of the the measure \( \mathbb{P} \). \( \square \)

We recall the following useful lemma.

**Lemma 3.4.** [Fri11, Lemma 6.3] Take \( G \neq \emptyset \) to be a finite connected subset of \( \mathbb{Z}^d \). Assume each edge \( e \) of \( \mathbb{Z}^d \) is assigned a positive conductance \( c(e) \) and that there exists a constant \( c_1 > 0 \), \( x \in \partial G \) and \( y \in G \) such that \( x \sim y \) and \( c([x, y]) \geq c_1c(e) \) for any \( e \in \partial_x G \). We have
\[
P_y (T_x \leq T_{\partial G}) \geq \frac{c_1}{4d} |G|^{-1},
\]
where \( P_y \) is the law of the random walk on the family of conductances \( \{c(e)\}_{e \in E(\mathbb{Z}^d)} \), starting from \( y \).

### 3.1.2 Properties of joint \( K \)-open ladder points

For \( i \in \{1, 2\} \) we recall the notation \( T_R^i \) defined in [15]. We introduce
\[
\mathcal{M}^* = \mathcal{M}^{*(K)} = \inf \left\{ R > \max\{X_0^i \cdot \ell, X_0^2 \cdot \ell\} : \text{for } i \in \{1, 2\}, \, X_{T_R^i}^i \text{ is } K \text{-open}, \right. \]
\[
X_j^i \cdot \ell < X_{T_R^i - 2}^j \cdot \ell \text{ for } j < T_R^i - 2, \, X_{T_R^i}^1 = X_{T_R^i - 1}^1 + e_1 = X_{T_R^i - 2}^1 + 2e_1, \tag{20}
\]
\[
X_{T_R^i}^1 \land X_{T_R^i}^2 = R \left\} \right. \}
\]
In general, we will put a bullet when referring to quantities related to two walks evolving in the same environment to avoid confusion with similar quantities for a single walk or two walks in independent environments. Since the definition of \( \mathcal{M}^* \) corresponds to a level, the joint \( K \)-open
ladder point is then \((X_{t_{\mathcal{M}^*}}^1, X_{t_{\mathcal{M}^*}}^2)\). However, as we will see in the rest of the article, it is much more convenient to work with levels rather than time or points when we consider two walks. We will keep the \(K\) in the notation \(\mathcal{M}^{(K)}\) when we want to stress the dependence on it, and drop it to lighten the notation otherwise. Let us define

\[
\mathcal{U} := \left\{ U \in \mathbb{Z}^d : \| U \cdot \mathbf{\ell} \| < e_1 \cdot \mathbf{\ell} \right\}.
\]

The main proposition of this subsection is the following.

**Proposition 3.5.** For any \(M > 0\) there exists \(K_0 \geq 1\) such that for all \(K \geq K_0\) we have

\[
\sup_{U_1, U_2 \in \mathcal{U}} \mathbb{P}_{U_1, U_2}(\mathcal{M}^{(K)} > n) \leq Cn^{-M},
\]

where \(C\) only depends on \(\lambda, \mathbf{\ell}, d, K\).

In order to prove this result we require a technical lemma, for \(1 \leq k \leq n\), let us define the events

\[
R^{(K)}(nk) := \left\{ \mathcal{M}^{(K)} > kn + 3 \right\}.
\]

**Lemma 3.6.** For any \(\varepsilon' > 0\) and \(M > 0\), there exists \(K_0 \geq 1\) such that for all \(U_1, U_2 \in \mathcal{U}\), all \(K \geq K_0\), \(1 < k < n\) we have

\[
\mathbb{P}_{U_1, U_2}(R^{(K)}(nk)) \leq \left( 1 - cn^{-\varepsilon'} \right) \mathbb{P}_{U_1, U_2}(R^{(K)}(n(k - 1))) + Cn^{-M},
\]

where the constants \(C, c\) only depend on \(\lambda, \mathbf{\ell}, d, K\).

We momentarily assume Lemma 3.6 and use it to prove Proposition 3.5.

**Proof of Proposition 3.5.** One can iterate Lemma 3.6 to get a tail estimate on the quantity \(\mathcal{M}^{(K)}\). Indeed, for any \(M < \infty\) and fixing \(\varepsilon' = 1/2\) we can inductively see that

\[
\mathbb{P}_{U_1, U_2}(R^{(K)}(n^2)) \leq \left( 1 - cn^{-1/2} \right)^n + Cn^{-M+1} \leq 2Cn^{-M+1}.
\]

Thus, we have that

\[
\mathbb{P}_{U_1, U_2}(\mathcal{M}^{(K)} > n^2 + 3) \leq 2Cn^{-M+1},
\]

or equivalently

\[
\mathbb{P}_{U_1, U_2}(\mathcal{M}^{(K)} > n) \leq Cn^{-(M+1)/2},
\]

which is enough to conclude since \(M\) is arbitrary. 

\[\square\]
Proof of Lemma 3.6. For simplicity let us write $R(nk) = R^{(K)}(nk)$ in the proof. The argument is similar to the one of [Fri11, Lemma 6.4]. Fix two arbitrary starting points $U_1, U_2 \in \mathcal{U}$ as in the statement. Let us recall that $B_i(L, L') = B_{X_{10}^i}(L, L')$ and the latter is defined in [13]. For $i = 1, 2$ let us denote

$$ B_i(n) := \text{largest box of the form } B_i(m, m^\alpha) \subset \mathcal{H}^-(n), \ m \in \mathbb{R}_+ \}.$$  

(23)

Note that $B_i(n - 1, (n - 1)^\alpha) \subseteq B_i(n) \subseteq B_i(n + 1, (n + 1)^\alpha)$.

Recall that $\tilde{K}_x(n)$ denotes the $K$-open connected component of $x$ defined just before [19]. We introduce

$$ \mathcal{K}^i(n) := \tilde{K}_{X_{2i}^i}(n) \subseteq \tilde{B}_i^i, \quad i \in \{1, 2\}, \quad \text{and } \mathcal{K}(n) = \mathcal{K}^1(n) \cup \mathcal{K}^2(n).$$

(24)

In case $T_{\partial^+ \tilde{B}_i^i \setminus \partial^\ast \tilde{B}_i^i} = +\infty$ we set $\mathcal{K}^i(n) = \emptyset$ and $\partial \mathcal{K}^i(n) = \emptyset$. We recall the definition of $A(L), B(L)$ in [18,19]. We slightly modify them and define,

$$ A_i(n) = \left\{ T_{\partial \tilde{B}_i^i} \geq T_{\partial^+ \tilde{B}_i^i} \right\}, \quad \text{and } A(n) := A^1(n) \cap A^2(n),$$

$$ B(n) = \left\{ \text{for all } x \in \partial^\ast \tilde{B}_i^1 \cup \partial^\ast \tilde{B}_i^2, \text{ we have } |K_x(n)| \leq \log(n) \right\}.$$  

Note that, here, with little abuse of the notation, we called the events with the same letters as the ones in [18,19]. However, the events are very similar, and observing that $B_i(n - 1, (n - 1)^\alpha) \subseteq \tilde{B}_i^i \subseteq B_i(n + 1, (n + 1)^\alpha)$ guarantees that the estimates derived in Lemma 3.2 and Lemma 3.3 are still valid for the events considered in this proof. Moreover, we introduce the events:

- $C(n) := \{ \text{for all } x \in \partial \mathcal{K}(n) \cap \mathcal{H}^+(n), \text{ the vertex } x \text{ is } K\text{-open} \}.$
- $D_i(n) := \left\{ T^{i}_{\partial \mathcal{K}(n) \cap \mathcal{H}^+(n)} \circ \theta_{T_{\partial^\ast \tilde{B}_i^i}} = T^{i}_{\partial \mathcal{K}(n) \cap \mathcal{H}^+(n)} \circ \theta_{T_{\partial^\ast \tilde{B}_i^i}} \right\}.$
- $E_i(n) := \left\{ X^{i}_{T_{\partial \tilde{B}_i^i} + 2} = X^{i}_{T_{\partial \tilde{B}_i^i} + 1} + e_1 = X^{i}_{T_{\partial \tilde{B}_i^i} + 2} + 2e_1, \text{ and } X^{i}_{T_{\partial \tilde{B}_i^i} + 1}, X^{i}_{T_{\partial \tilde{B}_i^i} + 2}, X^{i}_{T_{\partial \tilde{B}_i^i} + 1} \text{ are } K\text{-open} \right\}.$

Furthermore, let $D(n) = D^1(n) \cap D^2(n)$ and $E(n) = E^1(n) \cap E^2(n)$. Let us consider the event $A(n) \cap C(n) \cap D(n) \cap E(n)$. It is possible to observe that on $A(n)$, for $i = 1, 2$, we have
new maximum in the direction \( \vec{e}_1 \), which is also \( K \)-open and the next two steps are in the direction \( e_1 \) on \( K \)-open points, so that
\[
\{ A(n) \cap C(n) \cap D(n) \cap E(n) \} \subset \{ M \leq n + 3 \}. 
\] (25)

Applying standard union bounds we get the following inequality
\[
\mathbb{P}_{U_1, U_2} (R(kn)) \leq \mathbb{P}_{U_1, U_2} (A(kn)^c) + \mathbb{P}_{U_1, U_2} (B(kn)^c) 
\] (26)
\[
+ \mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), C(kn)^c) 
\] (27)
\[
+ \mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), C(kn), D(kn)^c) 
\] (28)
\[
+ \mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), C(kn), D(kn), E(kn)^c). 
\] (29)
The first two terms in (26) are controlled, respectively by Lemma 3.2 and Lemma 3.3. In order to finish the proof we need to control the terms in (27), (28) and (29).

**Step 1: Control of the term (27)**. Recall the definition of \( K^i(kn) \) in (24). For \( k \leq n \), on the event \( A(kn) \cap B(kn) \) it holds that
\[
|K^i(kn)| \leq 4 \log(n),
\]
since for both \( i = 1, 2 \) it holds that \( |K^i(kn)| \leq 2 \log(n) \). We deduce that the term \( \mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), C(kn)^c) \) can be rewritten as
\[
\sum_{i=1,2} \mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), C(kn)^c, K(kn) = F^1 \cup F^2) 
\]
\[
= \sum_{i=1,2} \sum_{F^i \subset \mathbb{Z}^d, |F^i| \leq 2 \log(n)} \mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), K(kn) = F^1 \cup F^2) \mathbb{I}_{\{ \text{some } x \in \partial(F^1 \cup F^2) \cap H^+(kn) \text{ is } K\text{-closed} \}}. 
\]
We may notice that:

1. \( \mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), K(kn) = F^1 \cup F^2) \) is a \( \mathbf{P} \)-random variable measurable with respect to the sigma algebra \( \sigma(\{ x, y \}, x, y \notin H^+(kn)) \).

2. The event \( \{ \text{some } x \in \partial(F^1 \cup F^2) \cap H^+(kn) \text{ is closed} \} \) is measurable with respect to the sigma algebra \( \sigma(\{ x, y \}, x \in H^+(kn)) \).

We have \( \mathbf{P} \)-independence between these two random objects. Hence, applying standard manipulations, the last sum can be written as
\[
\sum_{i=1,2} \sum_{F^i \subset \mathbb{Z}^d, |F^i| \leq 2 \log(n)} \mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), K(kn) = F^1 \cup F^2) 
\times (1 - \mathbf{P} (\text{all } x \in \partial(F^1 \cup F^2) \cap H^+(kn) \text{ are } K\text{-open})). 
\]
Since \( |F^i| \leq 2 \log(n) \) and \( |F^1 \cup F^2| \leq |F^1| + |F^2| \) we have
\[
\mathbf{P} (\text{all } x \in \partial(F^1 \cup F^2) \cap H^+(kn) \text{ are } K\text{-open}) \geq (1 - \varepsilon(K))^{2d|F^1 \cup F^2|} 
\geq (1 - \varepsilon(K))^{8d \log(n)} 
= n^{8d \log(1 - \varepsilon(K))}.
\]
where \( \varepsilon(K) := \text{P}(c_s \not\in [1/K,K]) \). For any \( \varepsilon' > 0 \) it is possible to fix \( K \) large enough such that 
\[ 8d \log(1 - \varepsilon(K)) \geq -\varepsilon'. \]
Then we have 
\[ \mathbb{P}_{U_1,U_2}(R((k-1)n), A(kn), B(kn), C(kn)^c) \leq (1 - n^{-\varepsilon'}) \mathbb{P}_{U_1,U_2}(R((k-1)n), A(kn), B(kn), C(kn)^c), \]
which implies 
\[ n^{-\varepsilon'} \mathbb{P}_{U_1,U_2}(R((k-1)n), A(kn), B(kn)) \leq \mathbb{P}_{U_1,U_2}(R((k-1)n), A(kn), B(kn), C(kn)). \]

**Step 2: Control of the term** (28). Notice that, on the event \( A(n) \), we have that, for \( i = 1, 2 \), \( X^i \) reaches \( \partial_{\text{in}}^+B^i_{kn} \) before exiting \( B^i_{kn} \) and by definition of \( \mathcal{K}^i(kn) \), \( X^i \big|_{\partial_{\text{in}}^+B^i_{kn}} \in \mathcal{K}^i(kn) \). Moreover, on \( B(kn) \) we also have that \( |\mathcal{K}^i(kn)| \leq 2 \log(n) \). Hence, 
\[ \mathbb{P}_{U_1,U_2}(R((k-1)n), A(kn), B(kn), C(kn), D(kn)^c) \leq \sum_{i=1,2} \sum_{z^i} \sum_{F^i} \mathbb{P}_{U_1,U_2}(R((k-1)n), A(kn), B(kn), \bigcap_{i=1,2} \{ X^i_{T^i_{\partial_{\text{in}}^+B^i_{kn}}} = z^i, \mathcal{K}^i(kn) = F^i \}) \]
where \( \sum \sum \) is short for 
\[ \sum_{z^i \in \partial_{\text{in}}^+B^i_{kn}} \sum_{F^i \subset \mathbb{Z}^d} \sum_{x \in F^i} \]
For \( \omega \) fixed, the events \( \mathcal{E}(\{ X^1_j, j \leq T^1_{\partial_{\text{in}}^+B^1_{kn}} \}, \{ X^2_k, k \leq T^2_{\partial_{\text{in}}^+B^2_{kn}} \}) \). Thus, by Lemma A.1, that generalises the strong Markov property to two independent chains, and the quenched independence of the two walks, we can write 
\[ \mathbb{P}_{U_1,U_2}(R((k-1)n), A(kn), B(kn), C(kn), D(kn)^c) \leq \sum_{i=1,2} \sum_{z^i} \sum_{F^i} \mathbb{E} \left[ P^\omega_{U_1,U_2}(R((k-1)n), A(kn), B(kn), \bigcap_{i=1,2} \{ X^i_{T^i_{\partial_{\text{in}}^+B^i_{kn}}} = z^i, \mathcal{K}^i(kn) = F^i \}) \right] \]

For both \( F^1 \) and \( F^2 \) we observe, by the definition of \( \mathcal{K}(kn) \) and the fact that we are considering the event \( \{ x \in \partial(F^1 \cup F^2) \cap \mathcal{H}^+(kn) \} \), that all the edges \( e \in \partial_{\text{in}}(F^1 \cup F^2) \) are K-normal. As a remark, note that \( F^1 \) and \( F^2 \) are either the same set or disjoint sets, hence we get that \( \partial_{\text{in}}F^1 \) and \( \partial_{\text{in}}F^2 \) are two (possibly one) sets of normal edges. We obtain a bound for \( P^\omega_{z^1,z^2}(T^1_{\partial F^1} \geq T^1_{\partial F^1 \cap \mathcal{H}^+(kn)}) \), the case \( P^\omega_{z^1}(T^2_{\partial F^2} \geq T^2_{\partial F^2 \cap \mathcal{H}^+(kn)}) \) can be treated by following the same reasoning. For any \( z^1 \in F^1 \cap \partial_{\text{in}}^+B^1_{kn} \), there exists a neighbour \( y^1 \in \mathcal{H}^+(kn) \). Using the fact that \( F^1 \subset B^1_{kn} \) we have that, for any \( x \in \partial F^1 \), \( (y^1 - x) \cdot \vec{e} \geq -1 \) and \( (z^1 - x) \cdot \vec{e} \geq -2 \). Using this observation and the definition of K-normal edges, we get 
\[ c^\omega(e) \leq K^2 e^{3\lambda} c^\omega([z^1, y^1]), \quad \text{for } e \in \partial_{\text{in}}F^1. \]

Thus, we can apply Lemma 3.4 with \( G = F^1 \) (resp. \( F^2 \)) and obtain, by quenched independence, 
\[ P^\omega_{z^1,z^2}(T^1_{\partial F^1} < T^1_{\partial F^1 \cap \mathcal{H}^+(kn)}) \leq P^\omega_{z^1,z^2}(T^1_{\partial F^1} < T^1_{y^1}) \]
\[ = \left( 1 - P^\omega_{z^1}(T^1_{y^1} \leq T^1_{\partial F^1}) \right) \left( 1 - c \log(n)^{-2} \right), \]
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using $|F^i| \leq 2 \log(n)$. By plugging it in Equation (31) we get

$$\mathbb{P}_{U_1, U_2}(R((k - 1)n), A(n), B(n), C(n), D(kn)^c)$$

$$\leq \sum_{i=1,2} \sum_{z \in F^i} \mathbb{E}\left[P^\omega_{U_1, U_2}\left(R((k - 1)n), A(n), B(n), \bigcap_{i=1,2} \left\{ X_{T^i_{\hat{a}^i_{kn}}} = z^i, K^i(kn) = F^i \right\}\right] \times \mathbb{I}_{\left\{ \sigma \in \partial^T \tilde{B}_{kn} \cap H^+(kn) \text{ is } K\text{-open} \right\}} \left(1 - c \log(n)^{-2}\right)$$

$$\leq (1 - c \log(n)^{-2}) \mathbb{P}_{U_1, U_2}(R((k - 1)n), A(n), B(n), C(n)).$$

Which readily implies that, for some positive constant $c > 0$,

$$c \log(n)^{-2} \mathbb{P}_{U_1, U_2}(R((k - 1)n), A(n), B(n), C(n)) \leq \mathbb{P}_{U_1, U_2}(R((k - 1)n), A(n), B(n), C(n), D(kn)). \quad (32)$$

**Step 3: Control of the term $[29]$**. On the event $A(n) \cap B(n) \cap C(n) \cap D(n)$ we know that both $X^1_{T^1_{\hat{a}^1_{kn}}} \in \partial^T B^1_{kn}$ and $X^2_{T^2_{\hat{a}^2_{kn}}} \in \partial^T B^2_{kn}$ are $K$-open new maxima in the direction $\vec{\ell}$. Moreover, the event $E(kn)$ does not depend on what happens in the “double box” $\tilde{B}^1_{kn} \cup \tilde{B}^2_{kn}$. Let us introduce the concept of $x, y$-open vertex, we say that $z$ is $x, y$-open if all the edges in the set $E_x \setminus (E_x \cup E_y)$ are $K$-normal, if a vertex is not $x, y$-open then is $x, y$-closed. Let us also define

$$R'(k - 1)n = R((k - 1)n) \cap A(n) \cap B(n) \cap C(n) \cap D(n).$$

Recall (see [25] and considerations above) that on $R'(k - 1)n$ both walks are at new $K$-open maxima when they hit $H^+(kn)$. We can write

$$\mathbb{P}_{U_1, U_2}(R((k - 1)n), A(n), B(n), C(n), D(kn), E(kn)^c)$$

$$\leq \sum_{i=1,2} \sum_{x \in \partial^T \tilde{B}_{kn}} \mathbb{P}_{U_1, U_2}\left(R'(k - 1)n), X^1_{T^1_{\hat{a}^1_{kn}}} = x^1, X^2_{T^2_{\hat{a}^2_{kn}}} = x^2, \{x^1, x^2\} \text{ are } K\text{-open, } E(kn)^c\right)$$

$$\leq \sum_{i=1,2} \sum_{x \in \partial^T \tilde{B}_{kn}} \mathbb{E}\left[P^\omega_{U_1, U_2}\left(R'(k - 1)n), X^1_{T^1_{\hat{a}^1_{kn}}} = x^1, X^2_{T^2_{\hat{a}^2_{kn}}} = x^2\right] \mathbb{I}_{\left\{ \{x^1, x^2\} \text{ are } K\text{-open} \right\}}$$

$$\left(\mathbb{I}_{\{\text{one vertex in } \{x^1 + e_1, x^1 + e_2, x^2 + e_1, x^2 + e_2\} \text{ is } x^1, x^2\text{-closed}\}} + \mathbb{I}_{\{\{x^1 + e_1, x^1 + e_2, x^2 + e_1, x^2 + e_2\} \text{ are } x^1, x^2\text{-open}\}}\right) \times P^\omega_{x^1, x^2}(X^1 \neq x^1 + e_1 \text{ or } X^2 \neq x^2 + e_1 \text{ or } X^1 \neq x^1 + e_1 \text{ or } X^2 \neq x^2 + e_1) \right].$$

On the event $\{\{x^1 + e_1, x^1 + e_2, x^2 + e_1, x^2 + e_2\} \text{ are } x^1, x^2\text{-open}\} \cap \{\{x^1, x^2\} \text{ are } K\text{-open}\}$ one has that $P^\omega_{x^1, x^2}(X^1 = x^1 + e_1, X^2 = x^2 + e_1) \geq c > 0$ for both $i = 1, 2$. Then

$$\mathbb{P}_{U_1, U_2}(R((k - 1)n), A(n), B(n), C(n), D(kn), E(kn)^c)$$

$$\leq \sum_{i=1,2} \sum_{x \in \partial^T \tilde{B}_{kn}} \mathbb{E}\left[P^\omega_{U_1, U_2}\left(R'(k - 1)n), X^1_{T^1_{\hat{a}^1_{kn}}} = x^1, X^2_{T^2_{\hat{a}^2_{kn}}} = x^2\right] \mathbb{I}_{\left\{ \{x^1, x^2\} \text{ are } K\text{-open} \right\}}$$

$$\left(\mathbb{I}_{\{\text{one vertex in } \{x^1 + e_1, x^1 + e_2, x^2 + e_1, x^2 + e_2\} \text{ is } x^1, x^2\text{-closed}\}} + (1 - c^2) \mathbb{I}_{\{\{x^1 + e_1, x^1 + e_2, x^2 + e_1, x^2 + e_2\} \text{ are } x^1, x^2\text{-open}\}}\right).$$

The $\mathbb{P}$-random variables $P^\omega_{U_1, U_2}(R'(k - 1)n), X^1_{T^1_{\hat{a}^1_{kn}}} = x^1, X^2_{T^2_{\hat{a}^2_{kn}}} = x^2)$ and $\mathbb{I}_{\{\{x^1, x^2\} \text{ are } K\text{-open}\}}$ are measurable with respect to $\sigma(e \in E(\tilde{B}^1_{kn} \cup \tilde{B}^2_{kn}) \cup E_x, x \in \mathbb{Z}^d)$, we recall that $E_x, x \in \mathbb{Z}^d$ is
defined in (10). On the other hand the events \{one vertex in \{x^1 + e_1, x^1 + 2e_1, x^2 + e_1, x^2 + 2e_1\} is \textit{x}^1, \textit{x}^2\text{-closed}\} and \{\{x^1 + e_1, x^1 + 2e_1, x^2 + e_1, x^2 + 2e_1\} are \textit{x}^1, \textit{x}^2\text{-open}\} are measurable with respect to \(\sigma\{e \not\in E(\overline{B}^i_{kn} \cup \overline{B}^i_{kn}) \cup 2 \cup E_{x^2}\}\), due to the fact that we are summing over \(x^i \in \partial^{+}\overline{B}^i_{kn}\). This implies \(P\)-independence between these two groups of random variables. This yields

\[
\mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), C(kn), D(kn), E(kn)^c) \\
\leq \sum_{i=1,2} \sum_{x \in \partial \overline{B}^i_{kn}} \mathbb{E} \left[ \mathbb{P}_{U_1, U_2}^x (R'((k-1)n), X_{\partial \overline{B}^i_{kn}} = x^1, X_{\partial \overline{B}^i_{kn}}^2 = x^2) \right] \\
\times \left( P \left( \text{one vertex in } \{x^1 + e_1, x^1 + 2e_1, x^2 + e_1, x^2 + 2e_1\} \text{ is } x^1, x^2\text{-closed}\} \\
+ (1 - c')P \left( \{x^1 + e_1, x^1 + 2e_1, x^2 + e_1, x^2 + 2e_1\} \text{ are } x^1, x^2\text{-open}\right) \right)
\]

since \(P \left( \{x^1 + e_1, x^1 + 2e_1, x^2 + e_1, x^2 + 2e_1\} \text{ are } x^1, x^2\text{-open}\} > 0\) and its value does not depend on \(x^1, x^2\). This implies that there exists \(c > 0\) such that

\[
c \mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), C(kn), D(kn)) \\
\leq \mathbb{P}_{U_1, U_2} (R((k-1)n), A(kn), B(kn), C(kn), D(kn), E(kn)).
\] (33)

Step 4: Conclusion. For any \(\varepsilon' > 0\), \(M > 0\), one can find a \(K\) chosen large enough such that, putting together (26), with Lemma 3.2 and Lemma 3.3 and the estimates obtained in (30), (32) and (33), implies that, for all \(k \in \{2, \ldots, n\}\)

\[
\mathbb{P}_{U_1, U_2} (R(kn)) \leq \mathbb{P}_{U_1, U_2} (R((k-1)n)) \left( 1 - c \log(n)^2 n^{-\varepsilon'} \right) + n^{-M},
\]

which implies the result since \(\varepsilon'\) is arbitrary.

For the construction of joint regeneration times, we need that joint \(K\)-open ladder points are close to each other in the direction \(\ell\). We recall that \(\theta_{s,t}\) denotes, in the context of two walks, the canonical time shift of the first walk by \(s\) units of time and the second one by \(t\) units of time. For any \(R > 0\), we introduce the variable

\[
\mathcal{M}^\bullet_R = \mathcal{M}^\bullet_R := \mathcal{M}^\bullet_R \circ \theta_{R_1, R_2} - R,
\]

where we recall that \(\mathcal{M}^\bullet_R\) is defined in (20). We introduce the event

\[
\Upsilon(n) = \bigcap_{R=0}^n \left\{ \mathcal{M}^\bullet_R \leq n^\frac{3}{2} \right\}.
\] (34)

On \(\Upsilon(n)\), before reaching \(H^+(n)\), the successive joint \(K\)-open ladder points are always at distance less than \(n^2\) in the direction \(\ell\).

**Proposition 3.7.** For any \(M > 0\) there exists \(K_0 > 1\) such that for \(K \geq K_0\) we have

\[
\sup_{U_1, U_2 \in \mathcal{U}} \mathbb{P}_{U_1, U_2} (\Upsilon(n)^c) \leq C n^{-M},
\]

where \(C\) only depends on \(\lambda, \ell, d, K\) and \(\mathcal{U}\) is defined in (21).
Proof. The proof is similar to the proof of \cite{Fri11} Lemma 6.6. Let us consider the events, for \( j \in \{1, \ldots, n\} \)
\[
\Upsilon_j(n) = \bigcap_{R=0}^{j-1} \left\{ \mathcal{M}^\bullet_R \leq n^{1/2} \right\} \quad \text{and} \quad \Theta_j(n) = \left\{ \mathcal{M}^\bullet_j > n^{1/2} \right\}.
\]
We can split the event over the minimal \( j \in \{1, \ldots, n\} \) such that \( \Theta_j(n) \) is true and get, by Lemma 3.2
\[
\mathbb{P}_{U_1, U_2}(\Upsilon(n)) \leq \sum_{j=0}^{n} \mathbb{P}_{U_1, U_2}\left( \Upsilon_j(n), \Theta_j(n), T_{\partial B_n^1} = T_{\partial B_n^1}, T_{\partial B_n^2} = T_{\partial B_n^2} \right) + C e^{-cn}. \tag{35}
\]
On the event \( \Upsilon_j(n) \cap \Theta_j(n) \cap \{ T_{\partial B_n^1} = T_{\partial B_n^1}, T_{\partial B_n^2} = T_{\partial B_n^2} \} \) one is sure that \( X^i_{T_j} \in \mathcal{H}^i_j \) for \( i = 1, 2 \) then by union bound argument
\[
\mathbb{P}_{U_1, U_2}\left( \Upsilon_j(n), \Theta_j(n), T_{\partial B_n^1} = T_{\partial B_n^1}, T_{\partial B_n^2} = T_{\partial B_n^2} \right) \leq \sum_{x_1, x_2 \in B_n^1, B_n^2} \mathbb{E} \left[ \mathbb{P}_{U_1, U_2}\left( \sum_{x_1, x_2} \mathbb{P}_{x_1, x_2} \left( \mathcal{M}^*(K) - j \geq n^{1/2} \right) \right) \right]
\leq 2|B_{n+1}|^2 \sup_{x_1, x_2} \left( \mathcal{M}^*(K) - j \geq n^{1/2} \right). \tag{36}
\]
To get \( \text{36} \) we applied Lemma A.1 to the quenched law and the supremum is over all \( x_1, x_2 \in B_n^1, B_n^2 \) such that \( x_1, x_2 \) are compatible with \( \{ X^1_{T_j} = x_1, X^2_{T_j} = x_2 \} \). Now we conclude using the fact that
\[
\mathbb{P}_{x_1, x_2} \left( \mathcal{M}^*(K) - j \geq n^{1/2} \right) = \mathbb{P}_{0, x_2-x_1} \left( \mathcal{M}^*(K) - j + x_1 \cdot \ell \geq n^{1/2} \right),
\]
by the translation invariance of the environment. Using the fact that \( |x_1 \cdot \ell - j| < e_1 \cdot \ell \) and \( |(x_2 - x_1) \cdot \ell| < e_1 \cdot \ell \), the assumptions of Proposition 3.5 are verified. We conclude that
\[
\sup_{x_1, x_2} \mathbb{P}_{x_1, x_2} \left( \mathcal{M}^*(K) - j \geq n^{1/2} \right) \leq C n^{-M},
\]
where \( C \) only depends on \( \lambda, \ell, d, K \). We conclude the domination of \( \text{36} \) using the fact that \( |B_{n+1}| \leq C n^{2d_0} \).

\section{Enhanced walks}

The definition of regeneration time as a “cut point” for the trajectory has the drawback that it does not guarantee independence. Indeed, the knowledge of the conductances incident to \( x \) influences the walk at any time it reaches a neighbour of \( x \) (even when \( y \sim x \) is such that \( y \cdot \ell > x \cdot \ell \)). To obtain stronger independence properties, we introduce a variant in the construction of regeneration times. Such a task was already done in \cite{FK18} using a so-called “enhanced-walk”.

To make this work self-contained let us recall the definition of the enhanced walk. We defined the quenched law of our RWRC in \cite{[1]}, for any environment \( \omega \) we define the modification
\[
\tilde{p}_{K}^\omega(x, y) := \frac{\langle c_{x}(x, y) \wedge K^{-1} \rangle^{(x+y) \cdot \ell}}{\sum_{z \sim x} \langle c_{x}(x, z) \vee K \rangle^{(x+z) \cdot \ell}}, \tag{37}
\]
and 0 if \( x \) and \( y \) are not adjacent. Note that, for any \( x, y \in \mathbb{Z}^d \), we have that \( \tilde{p}_{K}^\omega(x, y) \leq p^\omega(x, y) \) (and the probabilities \( \{ \tilde{p}_{K}^\omega(x, y) \}_{y \sim x} \) do not necessarily sum to 1), moreover the family \( \{\tilde{p}_{K}^\omega(x, y)\}_{y \sim x} \) is deterministic if the point \( x \) is \( K \)-open.
For any \((x, z) \in \mathbb{Z}^d \times \{0, 1\}\) we define the Markov chain \((\tilde{X}_n)_{n \geq 0}\) defined by
\[
\begin{align*}
1. \quad & \tilde{X}_0 = (x, z), \quad P^{\omega}_{(x, z)}\text{-a.s.,} \\
2. \quad & p^{\omega}_{(x, z), (y, 1)} = p^{\omega}_{K}(x, y), \\
3. \quad & p^{\omega}_{(x, z), (y, 0)} = p^{\omega}(x, y) - p^{\omega}_{K}(x, y),
\end{align*}
\]
and denote its quenched law \(P^{\omega}_{(x, z)}\). This definition ensures that the first coordinate has the same law as our random walk \((X_n)_{n \in \mathbb{N}}\) in the environment \(\omega\). We refer to the annealed law of the enhanced random walk writing \(P^{\omega}_{x}\) instead of \(P^{\omega}_{(x, z)}\) when referring to the marginal of the first coordinate. Note that we can also define the quenched law of two independent enhanced random walks evolving in the same environment.

**Definition 3.8.** For any environment \(\omega\) and a starting configuration \((x_1, z_1), (x_2, z_2) \in \mathbb{Z}^d \times \{0, 1\}\) we define
\[
P^{\omega}_{(x_1, z_1), (x_2, z_2)} := P^{\omega}_{(x_1, z_1)} \otimes P^{\omega}_{(x_2, z_2)}
\]
to be the quenched law of two independent enhanced random walks evolving in the same environment. We also denote by \(P_{(x_1, z_1), (x_2, z_2)}\) the corresponding annealed law.

### 3.3 Regeneration times of a single walk

We now recall the rigorous definition of the regeneration times introduced [FK18]. This definition is essential, as we discussed in Section 1.1.1, one of our main goals is to prove Theorem 1.2 which deals with quantities in which this definition plays an important role. We also highlight the fact that the definition of joint regeneration levels in Section 3.4 is very similar to the definition of regeneration times.

First, we introduce the time at which the single walk reaches a \(K\)-open ladder point, which is closely related to [20],
\[
M^{(K)} := \inf \left\{ i \geq 2 : X_i \text{ is } K\text{-open, } X_j \cdot \vec{\ell} < X_{i-2} \cdot \vec{\ell} \text{ for any } j < i - 2 \right. \\
\left. \quad \text{and } X_i = X_{i-1} + e_1 = X_{i-2} + 2e_1 \right\}.
\]

We also introduce
\[
\text{BACK} := \inf \left\{ n \geq 1 : X_n \cdot \vec{\ell} \leq X_0 \cdot \vec{\ell} \right\},
\]
\[
\text{ORI} := \inf \left\{ n \geq 1 : X_{n-1} \in \mathcal{V}_{X_0} \text{ and } Z_n = 0 \right\},
\]
and finally
\[
D := \text{BACK} \land \text{ORI}. \tag{38}
\]

The event \(\{\text{BACK} > n\}\) means that the walk \(X\) does not backtrack below \(X_0\) before time \(n\). The event \(\{\text{ORI} > n\}\) is essential to get independence between the regeneration times. In particular, under \(\{\text{ORI} > n\}\), it is possible to build a coupling which shows that the conductances around the starting point do not affect the future of the walk if the starting point is \(K\)-open. That is why we will be interested in the event \(\{D = +\infty\}\) to regenerate.

We define the sequence of the configuration dependent stopping times \((S_n)_{n \geq 0}\) and the levels \((M_n)_{n \geq 0}\)
\[
S_0 = 0, \quad M_0 = X_0 \cdot \vec{\ell} \text{ and for } n \geq 0, \quad S_{n+1} := M^{(K)} \circ \theta_{T_{\mathcal{H}^+}(M_n)} + T_{\mathcal{H}^+}(M_n),
\]

for \(n \geq 0\).
where
\[ M_n := \sup\{X_k \cdot \vec{\ell} \text{ with } 0 \leq k \leq R_n\}, \]

with
\[ R_n := S_n + D \circ \theta S_n. \]

Then, we define the first regeneration time as
\[ \tau_1^{(K)} = S_N \quad \text{with} \quad N := \inf\{n \geq 1 : S_n < +\infty \text{ and } M_n = +\infty\}. \]

We highlight that \( S_{n+1} < \infty \) almost surely on \( \{R_n < \infty\} \), but on \( \{R_n = \infty\} \) then \( M_n = +\infty \) and the iteration stops.

**Remark 3.9.** Most of the time we will forego the superscript \( K \) in \( \tau_1^{(K)} \) since it will be fixed to a finite but large enough value.

Using [FK18, Theorem 5.1] we obtain that \( \tau_1 \) is \( P_0 \)-almost surely finite and we can define inductively the sequence of finite regeneration times as
\[ \tau_{k+1} = \tau_1 + \tau_k((X_{\tau_k} - X_{\tau_k}), \omega(\cdot + X_{\tau_k})). \quad (39) \]

The key result [FK18, Theorem 5.4] states that the \( \tau_k \) are \( P_0 \)-almost surely finite and that \( (X_{\tau_k} - X_{\tau_k}) \) is \( P_0 \)-independent of \( (X_i)_{0 \leq i \leq \tau_k} \) and distributed as a random walk under \( P^K_0(\cdot | D = +\infty) \). We introduce the notation
\[ \chi_k := \inf\{m \geq 0 : \{X_j - X_{\tau_k}\}_{\tau_k \leq j \leq \tau_{k+1}} \subset B(m, m^o)\}. \quad (40) \]

In the next section we will generalize these notions to two walks. In this context, regeneration times will turn into regeneration levels and the independence property will become a Markov-type property.

**Remark 3.10.** The reader should be careful in the following since we are going to define joint regeneration levels. We will use the notation \( D^* \) which is not the same as \( D \) and \( D^\otimes \), which are the natural counterparts for a single walk or for two independent walks under the annealed measure.

### 3.4 Enhanced walks and joint regeneration

We consider two enhanced random walks \( \tilde{X}^1 \) and \( \tilde{X}^2 \) independent under the quenched law. We recall the notation set in Section 2. For \( i \in \{1, 2\} \) we introduce the random variables
\[ \text{BACK}^i_{\leq R} := \inf\left\{0 < n < T^i_{\tilde{H}^+_R} : X^i_n \cdot \vec{\ell} \leq X^i_0 \cdot \vec{\ell}\right\}, \]
\[ \text{ORI}^i_{\leq R} := \inf\left\{0 < n < T^i_{\tilde{H}^+_R} : X^i_{n-1} \in V^{X^i_0} \cup V^{X^2_0} \text{ and } Z^i_n = 0, \text{ or } X^i_n \in V^{X^i_0-e_1} \cup V^{X^2_0-e_1}\right\}. \quad (42) \]

Then, we introduce
\[ D^*_{\leq R} = \text{BACK}^i_{\leq R} \wedge \text{ORI}^i_{\leq R} \quad \text{and} \quad D^* := \lim_{R \to +\infty} D^*_{\leq R}. \quad (43) \]

Finally, we set
\[ D^* := D^*1 \wedge D^*2. \quad (44) \]

Note that in (41) and (42) we assume the convention that \( \inf \emptyset = +\infty \). Moreover, we observe that the function \( R \to D^*_{\leq R} \) is decreasing and is only taking two values at most: \( D^*_{\leq R} \to +\infty \) as
$R \to -\infty$ and, as $R \to +\infty$, either $\mathcal{D}^{*}_{\leq R} \to \mathcal{D}^{*}_{\leq R_0} < \infty$ if such $R_0 \in (0, \infty)$ exists or $\mathcal{D}^{*}_{\leq R} \to +\infty$. Hence, the limiting quantity $\mathcal{D}^{*} \in \mathbb{N} \cup \{+\infty\}$ is well-defined.

The notation $\text{BACK}^i := \lim_{R \to +\infty} \text{BACK}^i_{\leq R}$ refers to the first time the walk $X^i$ backtracks. The notation $\text{ORI}^i := \lim_{R \to +\infty} \text{ORI}^i_{\leq R}$ encapsulates information around the starting points in such a way that Proposition 3.14 holds. The extra condition $X^i_n \in \mathcal{V}_{X^i_0 - e_1} \cup \mathcal{V}_{X^i_2 - e_1}$ is needed to get the independence properties in Theorem 3.25. It motivates the notation

$$M^i := \inf \{ R \in \mathbb{R} : \mathcal{D}^{*}_{\leq R} < +\infty \}$$

and $M := M^1 \land M^2$. 

The random variable $M \in \mathbb{R} \cup \{+\infty\}$ has the following geometric interpretation (see Figure 3.4): if one only sees the trajectories of the two walks until they reach $\mathcal{H}^+_1$, then $M$ is the first level such that we can conclude that $\mathcal{D}^* < +\infty$. We highlight the fact that $\{\mathcal{D}^* = +\infty\} = \{M = +\infty\}$.

Figure 3: On the left, until they reach $\mathcal{H}^+_1$, the two walks did not backtrack, it follows that $M \geq r_1$. In the middle, the trajectory of $X^1$ has reached $\mathcal{V}_{X^2}$ but $\text{ORI}^1_{\leq r_2} = +\infty$, it follows that $M \geq r_2$. On the right, the trajectory of $X^2$ is backtracking below the starting point just after reaching level $r_3$, we thus conclude that $M = r_3$.

**Remark 3.11.** It may seem that the definition of the quantities with the $R$ could be avoided here. Indeed, they will be useful in Section 3.6 when we will define joint regeneration levels.

We are interested in the case $\mathcal{D}^* = +\infty$ and $X^1_0, X^2_0$ are $K$-open. In that case, the two walks never backtrack and they behave as if for all $e \in \mathcal{E}_{X^1_0} \cup \mathcal{E}_{X^2_0}$, $c_\omega(e) = K$. We remark that $\mathcal{D}^{*1}$ is not measurable with respect to $\sigma(X^1_1, (\hat{X}^1_n)_{n \geq 1})$ but with respect to $\sigma(X^1_0, X^2_0, (\hat{X}^1_n)_{n \geq 1})$.

**Remark 3.12.** Note that under $P^\omega_{(x_1,z_1), (x_2,z_2)}$, $\mathcal{D}^{*1}$ and $\mathcal{D}^{*2}$ are independent. Indeed, the variables $X^1_0$ and $X^2_0$ are almost surely constant under $P^\omega_{(x_1,z_1), (x_2,z_2)}$ and the two quenched walks are independent of each other.

**Definition 3.13.** For any environment $\omega$ and a starting configuration $(x_1, z_1), (x_2, z_2) \in \mathbb{Z}^d \times \{0, 1\}$, we define $\omega_K$ to be the environment such that $c^{xK}_\omega(e) = K$ if $e \in \mathcal{E}_{x_1} \cup \mathcal{E}_{x_2}$ while $c^{xK}_\omega(e) = c^\omega_\omega(e)$ otherwise. In the environment $\omega_K$, we define $P^\omega_{(x_1,z_1), (x_2,z_2)}$ to be the analogous of $P^\omega_{(x_1,z_1), (x_2,z_2)}$ in the environment $\omega$ (see Definition 3.8). Moreover, $P^\omega_{(x_1,z_1), (x_2,z_2)}$ denotes the obvious analogous of $P^\omega_{(x_1,z_1), (x_2,z_2)}$. In the case of a single walk started at $x \in \mathbb{Z}$ with law $P^\omega_{(x,z)}$, $\omega_K$ fixes to the value $K$ the conductances $\{c^\omega_\omega(e)\}_{e \in \mathcal{E}_x}$.

To lighten the notation, for a vector $x = (x_1, x_2) \in \mathbb{Z}^d \times \mathbb{Z}^d$ and $z = (z_1, z_2) \in \{0, 1\} \times \{0, 1\}$, we may write

$$P^\omega_{(x_1,z_1), (x_2,z_2)} = P^\omega_{(x,z)}.$$  

(46)
The same notation can be assumed for the corresponding expectation that becomes $E^\omega_{(x,z)}$. The following proposition shows that, on the event $\{D^* = +\infty\}$, the exact values of the conductances incident to $K$-open starting points do not influence the future of the walk.

**Proposition 3.14.** Fix $(x_1, z_1), (x_2, z_2) \in \mathbb{Z}^d \times \{0, 1\}$. If $x_1$ and $x_2$ are both $K$-open points then, for any positive bounded $\sigma(X^1_n, X^2_n)$-measurable function $f(\cdot)$, we have the equality

$$E^\omega_{(x_1, z_1)} \left[ f(\tilde{X}_1, \tilde{X}_2) \mathbb{1}_{D^* = +\infty} \right] = E^{\omega_K}_{(x_1, z_1)} \left[ f(\tilde{X}_1, \tilde{X}_2) \mathbb{1}_{D^* = +\infty} \right].$$

**Proof.** Let us use the notation set in [46]. The proof follows the lines of the proof of [FK18 Proposition 5.1] that uses a coupling argument. The idea is to construct a pair $(U^1, V^2)$ with the same law as $(\tilde{X}_1, \tilde{X}_2)$ under $P^\omega_{(x,z)}$ and a pair $(V^1, V^2)$ with the same law as $(\tilde{X}_1, \tilde{X}_2)$ under $P^{\omega_K}_{(x,z)}$. In addition, we will construct the random variables in such a way that $(U^1_i, U^2_i)_{0 \leq i \leq n} = (V^1_i, V^2_i)_{0 \leq i \leq n}$ as soon as $D^*(U) > n$, where $D^*(U)$ denotes the quantity $D^*$ defined in (44) associated to $(U^1, U^2)$.

We give the construction of $(U^1, V^1)$ under a probability measure $P^{\omega,\omega_K}_{(x,z)}$. We can then build $(U^2, V^2)$ independently in the same way under $P^{\omega,\omega_K}_{(x,z)}$. To simplify the notations and to highlight the fact that $U^1$ has the same law as $\tilde{X}_1 = (X^1, Z^1)$, we will write $U^1 = U = (X_n, Z_n)_{n \geq 0}$ and $V^1 = V = (Y_n, W_n)_{n \geq 0}$. We also call $D^*_U = D^*_V(U)$ and $D^*_V = D^*_V(V)$.

We set $((X_0, Z_0), (Y_0, W_0)) = ((x_1, z_1), (x_1, z_1)) P^{\omega,\omega_K}_{(x,z)}$-almost surely. Given the trajectory up to time $n \geq 0$ the conditional law of $(U_{n+1}, V_{n+1})$ is given by the following rules:

1. If $\{D^*_U > n\} \cap \{D^*_V > n\}$ and if $U_n = V_n = x \in \mathbb{Z}^d$. Then $U$ makes a step according to $P^\omega$ and
   
   (a) If $x \notin \{x_1, x_2\}$ and $x \notin \{x_i + e_j \mid j \in \{1, \ldots, 2d\} \text{ and } i \in \{1, 2\}\}$ then $V_{n+1} = U_{n+1}$.
   
   (b) If $x \in \{x_1, x_2\}$ or $x \in \{x_i + e_j \mid j \in \{1, \ldots, 2d\} \text{ and } i \in \{1, 2\}\}$ and if $Z_{n+1} = 1$ then $U_{n+1} = V_{n+1}$.
   
   (c) If $x \in \{x_1, x_2\}$ or $x \in \{x_i + e_j \mid j \in \{1, \ldots, 2d\} \text{ and } i \in \{1, 2\}\}$ and if $Z_{n+1} = 0$ then for any $j \in \{1, \ldots, 2d\}$, $(Y_{n+1}, W_{n+1}) = (x + e_j, 0)$ with probability

   $$\frac{p^{\omega_K}(x, x + e_j) - p^{\omega_K}_K(x, x + e_j)}{1 - \sum_{1 \leq j \leq 2d} p^{\omega_K}_K(x, x + e_j)}.$$

2. if $\{D^*_U < n\} \cup \{D^*_V < n\}$ then $U$ and $V$ move independently according to $P^\omega$ and $P^{\omega,\omega_K}$ respectively.

We have to show that the pair $(U, V)$ is well defined. By construction, if $\{D^*_U > n\} \cap \{D^*_V > n\} \cap \{U_n = V_n\}$ then $P^{\omega,\omega_K}_{(x,z)}$-almost surely either $\{D^*_U > n+1\} \cap \{D^*_V > n+1\} \cap \{U_{n+1} = V_{n+1}\}$ or $\{D^*_U = D^*_V = n+1\}$.

By induction it follows that:

- The event $\{D^*_U > n\} \cap \{D^*_V > n\} \cap \{U_n \neq V_n\}$ never occurs $P^{\omega,\omega_K}_{(x,z)}$-almost surely. Thus $U$ and $V$ are well defined.
- Under $\{D^*_U > n\} \cap \{D^*_V > n\}$ we have $X_k = Y_k$ for all $k \in \{0, \ldots, n\} P^{\omega,\omega_K}_{(x,z)}$-almost surely.
- We have $D^*_U = D^*_V$ $P^{\omega,\omega_K}_{(x,z)}$-almost surely.
Thus we have
\[
P^\omega_{(x,z)}(\{D^*_V = +\infty\} \cap \{\exists n \geq 0: U_n \neq V_n\} \cup \{D^*_V < +\infty\})
\leq P^\omega_{(x,z)}(D^*_V \neq D^*_V) + \sum_{n=0}^{+\infty} P^{\omega_{(x,z)}}(D^*_V > n+1, D^*_V > n +1, X_{n+1} \neq Y_{n+1}) = 0.
\]

We notice that \(p^K_x(x, \cdot) = p^K(x, \cdot)\) for any \(x \in \mathbb{Z}^d\) and \(p^\omega(x, \cdot) = p^{\omega_{K}}(x, \cdot)\) as soon as \(x \notin \{x_1, x_2\} \cup \{x_1 + e_j \mid j \in \{1, \ldots, 2d\} \text{ and } i \in \{1, 2\}\}\), it is easy to check that the law of \(U\) (resp. \(V\)) under \(P^\omega_{(x,z)}\) is the law of \(X^1\) under \(P^\omega_{(x,z)}\) (resp. the law of \(X^1\) under \(P^\omega_{(x,z)}\)).

Then take \(A_0, \ldots, A_n\) where \(A_i\) are in the \(\sigma\)-algebra generated by the subsets of \(\mathbb{Z}^d \times \{0, 1\}\) and call \(A = A_0 \times \cdots \times A_n\). We have that
\[
E^\omega_{(x,z)}\left[1 \{(\tilde{X}_0^1, \cdots, \tilde{X}_n^1) \in A\} 1_{D^* = +\infty}\right] = E^{\omega_{(x,z)}}\left[1 \{(U_0, \ldots, U_n) \in A\} 1_{D^*_V = +\infty}\right]
= E^\omega_{(x,z)}\left[1 \{(V_0, \ldots, V_n) \in A\} 1_{D^*_V = +\infty}\right]
= E^{\omega_{(x,z)}}\left[1 \{(\tilde{X}_0^1, \cdots, \tilde{X}_n^1) \in A\} 1_{D^* = +\infty}\right],
\]
where the second equality follows from (47). By the Monotone Class Theorem, for any positive bounded \(\sigma(\tilde{X}_n^1)\)-measurable function we have
\[
E^\omega_{(x,z)}[f(\tilde{X}^1) 1_{D^* = +\infty}] = E^{\omega_{(x,z)}}[f(\tilde{X}^1) 1_{D^* = +\infty}].
\]

Then, for any positive bounded measurable functions \(f\) and \(g\) we have:
\[
E^\omega_{(x,z)}[f(\tilde{X}^1)g(\tilde{X}^2) 1_{D^* = +\infty}] = E^\omega_{(x,z)}[f(\tilde{X}^1)g(\tilde{X}^2) 1_{D^* = +\infty} 1_{D^* = +\infty}]
= E^\omega_{(x,z)}[f(\tilde{X}^1) 1_{D^* = +\infty} E^\omega_{(x,z)}[g(\tilde{X}^2) 1_{D^* = +\infty}]]
= E^{\omega_{(x,z)}}[f(\tilde{X}^1) 1_{D^* = +\infty}] E^\omega_{(x,z)}[g(\tilde{X}^2) 1_{D^* = +\infty}]
= E^{\omega_{(x,z)}}[f(\tilde{X}^1) 1_{D^* = +\infty}] E^{\omega_{(x,z)}}[g(\tilde{X}^2) 1_{D^* = +\infty}]
= E^{\omega_{(x,z)}}[f(\tilde{X}^1) 1_{D^* = +\infty} 1_{D^* = +\infty}]
= E^{\omega_{(x,z)}}[f(\tilde{X}^1)g(\tilde{X}^2) 1_{D^* = +\infty}].
\]

To extend the previous result to bounded measurable functions of the form \(f(\cdot, \cdot)\) we use again the Monotone Class Theorem.

\[
3.5 \text{ K-good points}
\]

We recall the notion of \(K\)-good point from [FK18, Definition 4.3].

**Definition 3.15.** A point \(z \in \mathbb{Z}^d\) is said to be \(K\)-good if there exists an infinite path \((x_0 = z, x_1, x_2, \cdots)\) such that all \(x_i\) are \(K\)-open and \(x_{2i+1} - x_{2i} = e_1\) and \(x_{2i+2} - x_{2i+1} = \{e_1, e_2, \cdots, e_d\}\).

**Proposition 3.16.** There exists a constant \(K_0 > 1\) and \(\eta > 0\) such that, for all \(K \geq K_0\) and any \(U_1, U_2 \in \mathbb{Z}^d\), we have \(P(U_1 \text{ and } U_2 \text{ are K-good points}) > \eta > 0\).

**Proof.** For \(e_1, \cdots, e^n \in E(\mathbb{Z}^d)\) distinct edges, the events \(\{\epsilon_{e}(e^i) \in [1/K, K]\}_{1 \leq i \leq n}\) are independent and have the same probability. Thus \((I_{c_x(e)|1/K,K})_{e\in E(\mathbb{Z}^d)}\) is a percolation on \(\mathbb{Z}^d\). Since for all \(x \in \mathbb{Z}^d\) the event \(\{x \text{ is K-good}\}\) is an increasing event, we can apply FKG inequality and obtain
\[
P(U_1 \text{ and } U_2 \text{ are K-good points}) \geq P(U_1 \text{ is a K-good point})P(U_2 \text{ is a K-good point}).
\]

We conclude using [FK18, Lemma 4.1] which states that \(P(0 \text{ is a K-good point}) > 0\) and the translation invariance property of \(P\).
3.6 Construction of joint regeneration levels and main result

We recall the notations $\mathcal{M}$ defined respectively in (20) and $\mathcal{M}$ in (45). Furthermore, we recall that $\theta_{s,t}$ denotes, in the context of two walks, the canonical time shift of the first walk by $s$ units of time and the second one by $t$ units of time.

We set
\[ L_0 = X_0^1 \cdot \vec{\ell} \land X_0^2 \cdot \vec{\ell}, \quad M_0 = X_0^1 \cdot \vec{\ell} \land X_0^2 \cdot \vec{\ell}, \]
and, for $k \geq 0$,
\[ L_{k+1} := \mathcal{M} \circ \theta_{T_{T_{L_{k}}}^1, T_{T_{L_{k}}}^2} \]
where we set
\[ M_k = M \circ \theta_{T_{T_{L_k}}^1, T_{T_{L_k}}^2}. \]

We define the first joint regeneration level as
\[ L_1 = L_N, \quad \text{with} \quad N := \inf\{k \geq 0 : L_k < +\infty \text{ and } M_k = +\infty\}. \]

The associated joint regeneration times (respectively points) for $X^1$ and $X^2$ are $T_{L_1}^1$ and $T_{L_1}^2$ (resp. $X_{T_{L_1}^1}$ and $X_{T_{L_1}^2}$).

Figure 4: We illustrate the definition $M_k$ and $L_{k+1}$. The portion in blue and red are respectively the trajectory of $X^1$ and $X^2$ between the hitting time of $\mathcal{H}^+(M_k)$ and the hitting time of level $M_k$. The portion in cyan and orange are respectively the trajectory of $X^1$ and $X^2$ between the hitting time of $\mathcal{H}^+(M_k)$ and the hitting time of level $L_{k+1}$.

Remark 3.17. We would like to highlight why we chose to define the regeneration levels using the quantities $M$ and $\mathcal{D}^\bullet \in \mathbb{R}$. In essence, regeneration is more of a spatial property even for a single walk, as, to guarantee independence, we need two pieces of trajectory to evolve in two distinct portions of the space. However, for a single walk it is equivalent to define regeneration times or points as there is a bijection between the two. For two walks, we would need two different regeneration times to encapsulate the information of the joint regeneration structure. However, it seems more natural to us to use a single quantity: a level such that the hitting times (by the two walks) of that level correspond to regeneration times.

We observe that the definition is very similar to the definition in Section 3.3 but instead of defining a sequence of stopping times $(S_k)_k$ we define a sequence of levels $(L_k)_k$. The first regeneration level is the first level $L_k$ such that the walks do not backtrack and properly encode the information around the starting points in the sense of Proposition 3.14.

To have a properly defined regeneration structure it is essential to show that $L_1$, as defined in (50), is $\mathbb{P}_0$-almost surely finite. Proposition 3.18 addresses this issue and shows that the first
joint regeneration level happens closely to the origin. After proving Proposition 3.18, we will focus on proving the Markov property in Theorem 3.25.

**Proposition 3.18.** For any $M > 0$ there exists $K_0 > 1$ such that, for all $K \geq K_0$,

$$\sup_{U_1, U_2 \in \mathcal{U}} \mathbb{P}_{U_1, U_2}(\mathcal{L}_1 \geq n) \leq C n^{-M},$$

where the constant $C$ only depends on $\lambda, \ell, d, K$ and $\mathcal{U}$ is defined in (21).

We will devote the next subsection to the proof of this result, we will need several lemmas in order to be able to prove it.

### 3.7 Proof of Proposition 3.18

We recall the notation $\mathbb{P}^K_{U_1, U_2}$ which is the usual annealed measure with the restriction that the conductances around $U_1, U_2$ are set to have value $K$.

**Lemma 3.19.** There exists $K_0 > 1$ and $\eta > 0$ such that, for all $K \geq K_0$, we have

$$\inf_{U_1, U_2 \in \mathcal{U}} \mathbb{P}_{U_1, U_2}(\mathcal{D}^* = +\infty) > \eta > 0,$$

where $\eta$ only depends on $\lambda, \ell, d, K$ and $\mathcal{U}$ is defined in (21).

**Proof.** We follow the lines of [FK18, Lemma 5.1]. We only prove the result for $\mathbb{P}_{U_1, U_2}$ since the proof for $\mathbb{P}^K_{U_1, U_2}$ is analogous.

We have

$$\mathbb{P}_{U_1, U_2}(\mathcal{D}^* = +\infty) > c \mathbb{P}_{U_1, U_2}(\mathcal{D}^* = +\infty \mid U_1 \text{ and } U_2 \text{ are } K\text{-good}),$$

where $c = \mathbb{P}(U_1 \text{ and } U_2 \text{ are } K\text{-good}) > \eta > 0$ using Proposition 3.16 and where $\eta$ only depends on $d$. On the event $\{U_1 \text{ and } U_2 \text{ are } K\text{-good}\}$ we fix $\mathcal{P}^i$ to be the path associated to the fact that $U_k$ is a $K$-good point (see Definition 3.15). By definition we have $\mathcal{P}^i(1) = U_1 + e_1$ and $\mathcal{P}^i(2) = U_2 + e_1 + e_{j_2}$ with $e_{j_2} \in \{e_1, \cdots, e_d\}$. We introduce $L^i_{\partial^+ B_{U_1}(n, n^2)} := \inf\{k \in \mathbb{N} : \mathcal{P}^i(k) \in \partial^+ B_{U_1}(n, n^2)\}$ and set $x^i = \mathcal{P}^i(L^i_{\partial^+ B_{U_1}(n, n^2)})$.

For $i = 1, 2$ we define the events

$$A_1^i = \{(X^i_1, Z^i_1) = (U_1 + e_1, 1)\},$$

$$A_2^i = \{(X^i_2, Z^i_2) = (U_1 + e_1 + e_{j_2}, 1)\},$$

$$A_3^i = \{X^i_k = \mathcal{P}^i(k) \text{ for } 3 \leq k \leq L^i_{\partial^+ B_{U_1}(n, n^2)}\},$$

$$A_4^i = \{T^{i}_{H^{-}(2)} \circ \theta_{T^{i}_{a_i}} = +\infty\}.$$

Furthermore, we set $A_k = A_1^i \cap A_2^i$ and $A = \bigcap_{k=1}^4 A_k$. We observe that $A \subset \{\mathcal{D}^* = +\infty\}$. As $U_1$ and $U_2$ are $K$-good we have $L^i_{\partial^+ B_{U_1}(n, n^2)} \leq C n$ and since all points in $\mathcal{P}^i$ are $K$-open, we have

$$\mathbb{P}_{U_1, U_2}^i(A_1, A_2, A_3) \geq c^n,$$

with $c > 0$ which only depends on $K, d$ and $\ell$. Thus, by Markov property we have

$$\mathbb{E}[\mathbb{P}_{U_1, U_2}^i(A_1, A_2, A_3, A_4) \mid U_1 \text{ and } U_2 \text{ are } K\text{-good}] = \mathbb{E}[\mathbb{P}_{U_1, U_2}^i(A_1, A_2, A_3)\mathbb{P}_{x^i, x^2}^i(A_4) \mid U_1 \text{ and } U_2 \text{ are } K\text{-good}] \geq c^n \mathbb{E}[\mathbb{P}_{x^i, x^2}^i(A_4) \mid U_1 \text{ and } U_2 \text{ are } K\text{-good}] = c^n \mathbb{E}\left[\mathbb{P}_{x^i, x^2}^i(T^{i}_{H^{-}(2)} = +\infty, T^{i}_{H^{-}(2)} = +\infty) \mid U_1 \text{ and } U_2 \text{ are } K\text{-good}\right].$$
We also have
\[
E \left[ P^\omega_{X_1, X_2} \left( \{ T^{1}_{H_{-(2)}} < +\infty \} \cup \{ T^{2}_{H_{-(2)}} < +\infty \} \right) \mid U_1 \text{ and } U_2 \text{ are } K\text{-good} \right] \\
\leq C \mathbb{P}_0 \left( T^{1}_{H_{-(n+2)}} < +\infty \right) \\
\leq C \exp(-cn). \tag{51}
\]
Here we used a union bound, the translation invariance of \( P \), the fact \( \mathbb{P}(U_1 \text{ and } U_2 \text{ are } K\text{-good}) > \eta > 0 \) and [FK18, Lemma 3.1]. Hence, we see that there exists \( n_0 \) large enough which only depends on \( \lambda, \ell, d, K \) such that (51) is smaller than \( 1/2 \) for all \( n \geq n_0 \) and conclude the proof as we showed that, uniformly over the choice of \( U_1, U_2 \)
\[
E[| D^\omega_{U_1, U_2} (\mathcal{D}^* = +\infty) \mid U_1 \text{ and } U_2 \text{ are } K\text{-good}] \geq (1/2) c^{n_0} > 0.
\]
\( \square \)

The following lemmas correspond to the ones in [FK18, Appendix A]. We recall the definitions of \( L_k \) and \( M_k \) in (48), (49). Then we introduce the events:
\[
M^K(n) := \left\{ \text{for } k \text{ such that } M_k < n \text{ we have } L_{k+1} - M_k < n^{1/2} \right\}, \tag{52}
\]
\[
S(n) := \left\{ \text{for } k \text{ such that } L_k < n \text{ and } M_k < +\infty \text{ we have } M_k - L_k < n^{1/2} \right\}. \tag{53}
\]
In the following we may drop the superscript \( K \) to lighten the notations.

**Lemma 3.20.** For any \( M > 0 \) there exists \( K_0 > 1 \) and a constant \( C > 0 \) such that, for all \( K \geq K_0 \),
\[
\sup_{U_1, U_2 \in \mathcal{U}} \mathbb{P}_{U_1, U_2} \left( M^K(n)^c \right) \leq C n^{-M},
\]
where the constant \( C \) only depends on \( \lambda, \ell, d, K \) and \( \mathcal{U} \) is defined in (21).

**Proof.** This result follows from Proposition 3.7. Indeed, \( M^K(n)^c \) implies that there exists \( 0 \leq R \leq n \) such that \( M^R \geq n^{1/2} \).
\( \square \)

We recall the definition of the quantities \( M^i, i = 1, 2 \) which were introduced in (45). The following proposition shows that under \( \mathcal{D}^* < +\infty, M^i \) cannot be too large.

**Lemma 3.21.** There exists constants \( C, c \) such that
\[
\sup_{U_1, U_2 \in \mathcal{U}} \sup_{i=1,2} \mathbb{P}_{U_1, U_2} \left( M^i \geq n \mid \mathcal{D}^* < +\infty \right) \leq C \exp(-cn),
\]
where \( C, c \) only depend on \( \lambda, \ell, d, K \) and \( \mathcal{U} \) is defined in (21).

**Proof.** Let us show the proof for \( i = 1 \). First, let us recall that \( \mathbb{P}_{U_1, U_2}(\mathcal{D}^* < +\infty) > \eta > 0 \) with \( \eta \) which does not depend on \( U_1, U_2 \). Indeed
\[
0 < \mathbb{P}_{U_1, U_2}(X_1^i = U_1 + e_1, X_2^i = U_1) = \mathbb{P}_0(X_1 = e_1, X_2 = 0) < \mathbb{P}_{U_1, U_2}(\mathcal{D}^* < +\infty), \tag{54}
\]
where we used translation invariance of the environment for the equality.

We have to dominate \( \mathbb{P}_{U_1, U_2}(\mathcal{D}^* < +\infty, M^1 \geq n) \). It is not hard to check that when \( \mathcal{D}^* < +\infty \) then \( M^1 = \sup_{j \leq \mathcal{D}^*} X_j^i \cdot \ell \). By union bound and symmetry, we only have to dominate
\[
\mathbb{P}_{U_1, U_2} \left( \mathcal{D}^* < +\infty, \sup_{j \leq \mathcal{D}^*} X_j^i \cdot \ell \geq n \right).
\]
Without loss of generality we can suppose $U_1 = U_2 = 0$, indeed the proof is exactly the same in the general case but instead of considering the boxes $\mathcal{B}(2^k, 2^{\alpha k})$ we should consider the boxes $\mathcal{B}_U(2^k, 2^{\alpha k})$.

First, we have

\[
\mathbb{P}_0 \left( 2^k \leq \sup_{j \leq \mathcal{D}^1} X_j \cdot \tilde{\ell} < 2^{k+1} \right) \leq \mathbb{P}_0 \left( T_{\partial \mathcal{B}(2^k, 2^{\alpha k})}^1 \neq T_{\partial + \mathcal{B}(2^k, 2^{\alpha k})}^1 \right) + \\
\mathbb{P}_0 \left( T_{\partial \mathcal{B}(2^k, 2^{\alpha k})}^1 = T_{\partial + \mathcal{B}(2^k, 2^{\alpha k})}^1, \right) \\
T_{\mathcal{H}}^{-}(0) \circ \theta_{T_{\partial + \mathcal{B}(2^k, 2^{\alpha k})}^1} < T_{\mathcal{H}}^{++}(2^{k+1}) \circ \theta_{T_{\partial + \mathcal{B}(2^k, 2^{\alpha k})}^1} \right).
\]

The first term is smaller than $C \exp(-c2^k)$ by Lemma 3.2. Using a union bound and translation invariance of the environment the second term is dominated by

\[
(2^k)^{nd} \mathbb{P}_0 \left( T_{\partial \mathcal{B}(2^k, 2^{\alpha k})}^1 \neq T_{\partial + \mathcal{B}(2^k, 2^{\alpha k})}^1 \right) \leq C2^{\alpha kd} \exp(-c2^k),
\]

where we used again Lemma 3.2. We conclude using the following domination and (55)

\[
\mathbb{P}_0 \left( \mathcal{D}^1 < +\infty, \sup_{j \leq \mathcal{D}^1} X_j \cdot \tilde{\ell} \geq n \right) \leq C \sum_{k, 2^k \geq n} \mathbb{P}_0 \left( 2^k \leq \sup_{j \leq \mathcal{D}^1} X_j \cdot \tilde{\ell} < 2^{k+1} \right) \leq C \exp(-cn).
\]

We recall the definition of $S(n)$ in (53) and of the set $\mathcal{U}$ in (21).

**Lemma 3.22.** There exists constants $C, c > 0$ such that

\[
\sup_{U_1, U_2 \in \mathcal{U}} \mathbb{P}_{U_1, U_2} (S(n)^c) \leq C \exp(-c\sqrt{n}),
\]

where $C, c > 0$ only depend on $\lambda, \tilde{\ell}, d, K$.

*Proof.* We adapt the argument of Fri11 Lemma 7.2, recall that $\mathcal{B}_i(n, n^n) = \mathcal{B}_X_i(n, n^n)$ for $i$-th the random walk. First, we notice that $\mathbb{P}_0$-almost surely, $\{|k \geq 0 \text{ such that } L_k < n\} \leq dn$. Hence we can write

\[
\mathbb{P}_{U_1, U_2} (S(n)^c) \leq \mathbb{P}_{U_1} \left( T_{\partial \mathcal{B}_1(n, n^n)}^0 \neq T_{\partial + \mathcal{B}_1(n, n^n)}^0 \right) + \mathbb{P}_{U_2} \left( T_{\partial \mathcal{B}_2(n, n^n)}^0 \neq T_{\partial + \mathcal{B}_2(n, n^n)}^0 \right) + \\
\sum_{k \leq dn} \sum_{x \in \mathcal{B}_1(n, n^n)} \sum_{y \in \mathcal{B}_2(n, n^n)} \mathbb{P}_{U_1, U_2} \left( M_k < +\infty, M_k - L_k \geq n^\frac{1}{2}, X_{T_{L_k}^1}^1 = x, X_{T_{L_k}^2}^2 = y \right).
\]

The first two terms are controlled by Lemma 3.2. We can dominate the term in the sum by

\[
\mathbb{P}_{U_1, U_2} \left( \sup_{j \leq \mathcal{D}^1, \partial \mathcal{D}_2^1 + T_2^1} (X_j^1 - x) \cdot \tilde{\ell} \geq n^\frac{1}{2}, \mathcal{D}^1 \circ \theta_{T_{L_k}^1, T_{L_k}^2} < +\infty, X_{T_{L_k}^1}^1 = x, X_{T_{L_k}^2}^2 = y \right) + \\
\mathbb{P}_{U_1, U_2} \left( \sup_{j \leq \mathcal{D}^2, \partial \mathcal{D}_2^2 + T_2^2} (X_j^2 - y) \cdot \tilde{\ell} \geq n^\frac{1}{2}, \mathcal{D}^2 \circ \theta_{T_{L_k}^1, T_{L_k}^2} < +\infty, X_{T_{L_k}^1}^1 = x, X_{T_{L_k}^2}^2 = y \right).
\]
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Let us dominate the first term, the second is dominated the same way by symmetry. Using Lemma A.1 and the translation invariance of the environment it is bounded by

\[
E \left[ P_{x,y}^{\omega} \left( \sup_{j \leq D^*} (X^1_j - x) \cdot \ell \geq n^{1/2}, D^* < +\infty \right) \right] \leq E \left[ P_{0,y-x}^{\omega} \left( \sup_{j \leq D^*} X^1_j \cdot \ell \geq n^{1/2}, D^* < +\infty \right) \right]
\]

\[
\leq \mathbb{P}_{0,y-x} \left( \sup_{j \leq D^*} X^1_j \cdot \ell \geq n^{1/2} \mid D^* < +\infty \right)
\]

The last term is dominated using Lemma 3.21 since we have \( |(y-x) \cdot \ell| \leq e_1 \cdot \ell \) by definition of \( L_k \). Taking the sum over \( k, x, y \) we conclude that we have

\[
\mathbb{P}_{U_1, U_2}(S(n)^c) \leq C n^\beta \exp(-cn^{1/2}),
\]

where \( \beta \) only depends on \( d, \alpha \). We conclude the proof by taking \( C \) large enough and \( c \) small enough.

The following lemma is the equivalent of [FK18, Lemma A.4]. Recall that we defined \( N = \inf \{ k \geq 0 : L_k < +\infty \text{ and } M_k = +\infty \} \), and the definition of \( E_x, E_x^2, L^\omega, R^x \) as in Equations (10)-(12).

**Lemma 3.23.** There exists \( K_0 > 1 \) such that for all \( K \geq K_0 \)

\[
\sup_{U_1, U_2 \in \mathcal{U}} \mathbb{P}_{U_1, U_2}(N \geq n) \leq C \exp(-cn),
\]

where, \( C, c > 0 \) only depend on \( \lambda, \ell, d \) and \( \mathcal{U} \) is defined in (21).

**Proof.** We follow the lines of the proof of [FK18, Lemma A.4]. The idea of the proof is simple, each time we reach a level \( L_k \) there is a positive probability to regenerate and, using the way we have defined \( D^* \), we should have good independence properties, hence \( N \) should decay at least like a geometric random variable.

We introduce event

\[
C(n) = \left\{ \text{for all } k \leq n \text{ such that } L_k < +\infty \text{ we have } D^* \circ \theta_{T^1_k, T^2_k} < +\infty \right\}.
\]

We have \( \{ N \geq n \} \subset C(n) \), hence we only have to dominate \( C(n) \). We can write

\[
\mathbb{P}_{U_1, U_2}(C(n+1)) \leq \sum_{x,y} \mathbb{E} \left[ P_{U_1, U_2}^{\omega} \left( X^1_{T^1_{n+1}} = x, X^2_{T^2_{n+1}} = y, C(n), D^* \circ \theta_{T^1_{n+1}, T^2_{n+1}} < +\infty \right) \right].
\]

The event \( \{ X^1_{T^1_{n+1}} = x, X^2_{T^2_{n+1}} = y, C(n) \} \) is measurable with respect to \( \sigma \{ (X^1_n, Z^1_n), (X^2_k, Z^2_k) \} \) for \( 0 \leq n \leq T^1_x \) and \( 0 \leq k \leq T^2_y \). We can apply Lemma A.1 and get

\[
P_{U_1, U_2}^{\omega} \left( X^1_{T^1_{n+1}} = x, X^2_{T^2_{n+1}} = y, C(n), D^* \circ \theta_{T^1_{n+1}, T^2_{n+1}} < +\infty \right) = P_{U_1, U_2}^{\omega} \left( X^1_{T^1_{n+1}} = x, X^2_{T^2_{n+1}} = y, C(n) \right) P_{x,y}^{\omega} (D^* < +\infty).
\]

The sum is also equal to

\[
\sum_{x,y} \mathbb{E} \left[ P_{U_1, U_2}^{\omega} \left( X^1_{T^1_{n+1}} = x, X^2_{T^2_{n+1}} = y, C(n) \right) P_{x,y}^{\omega} (D^* < +\infty) \right]
\]

\[
= \sum_{x,y} \mathbb{E} \left[ P_{U_1, U_2}^{\omega} \left( X^1_{T^1_{n+1}} = x, X^2_{T^2_{n+1}} = y, C(n) \right) P_{x,y}^{\omega} (D^* < +\infty) \right],
\]
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where we used the fact that both $x$ and $y$ are $K$-open and Proposition 3.14.

Since $P_{U_1,U_2}^e(X_{T_{L_{n+1}}}^1 = x, X_{T_{L_{n+1}}}^2 = y, C(n))$ is measurable with respect to $\sigma(c_*(e)$ with $e \in ((\mathcal{L}^x \cap \mathcal{L}^y) \cup \mathcal{E}_x^2 \cup \mathcal{E}_y^2)$ and $P_{x,y}^{eK}(D^* < +\infty)$ is measurable with respect to $\sigma(c_*(e)$ with $e \in \mathcal{R}^x \cup \mathcal{R}^y \setminus (E_x \cup E_y)$) and using the fact that those sets of edges are disjoint (see Figure 5) we can write by $\mathbb{P}$ independence that the sum is equal to

$$\sum_{x,y} \mathbb{E}\left[ P_{U_1,U_2}^e \left( X_{T_{L_{n+1}}}^1 = x, X_{T_{L_{n+1}}}^2 = y, C(n) \right) \right] \mathbb{E}\left[ P_{x,y}^{eK}(D^* < +\infty) \right].$$

Using Lemma 3.19 with $K_0$ large enough we have $\mathbb{P}_{x,y}^{K}(D^* < +\infty) \leq \eta < 1$ with $\eta$ a constant which only depends on $\lambda, \vec{\ell}, d$. It follows that

$$\mathbb{P}_{U_1,U_2}(C(n + 1)) \leq \eta \mathbb{P}_{U_1,U_2}(C(n)).$$

The result follows by induction.

We now have all the tools to prove Proposition 3.18. Indeed, combining Lemma 3.21, Lemma 3.22 and Lemma 3.23 it is unlikely to have, for $k \leq n$, $L_k$ finite and $L_{k+1} - L_k \geq n^2$.

**Proof of Proposition 3.18.** We claim that, on $\{L_1 \geq n\} \cap S(n) \cap M(n)$, we have $N \geq n^{1/3}$ for $n$ large enough. Indeed, on $\{L_1 \geq n\} \cap S(n) \cap M(n)$ for $k < n$ such that $L_k < n$ and $M_k < n$, we have $L_{k+1} - L_k < 2n^{1/2}$, and since $L_1 \geq n$, as long as $L_{k+1} < n$ we have $M_{k+1} < +\infty$. Hence, it follows that we must have $N \geq n^{1/3}$ since, in the opposite case, we would have

$$L_1 = L_N = \sum_{k=0}^{N-1} L_{k+1} - L_k < N2n^{1/2} < 2n^{5/6} < n.$$ 

The result follows by applying our estimates in Lemma 3.21, Lemma 3.22 and Lemma 3.23 putting them together we have

$$\mathbb{P}_{U_1,U_2}(L_1 \geq n) \leq \mathbb{P}_{U_1,U_2}(M(n)^c) + \mathbb{P}_{U_1,U_2}(S(n)^c) + \mathbb{P}_{U_1,U_2}(N \geq n^{3/4})$$

$$\leq 2C \exp(-cn^{3/4}) + Cn^{-M} \leq Cn^{-M}.$$

3.8 Further properties of joint regeneration levels

We extend Proposition 3.18 to hold under the measure $\mathbb{P}_{U_1,U_2}^K$. This is the analogous of [FK18, Theorem 5.3].

**Proposition 3.24.** For any $M > 0$ there exists $K_0 > 1$ such that for all $K \geq K_0$

$$\sup_{U_1,U_2 \in \mathcal{U}} \mathbb{P}_{U_1,U_2}^K(L_1 > n) \leq Cn^{-M},$$

where the constant $C$ only depends on $\lambda, \vec{\ell}, d, K$ and $\mathcal{U}$ is defined in [21].

**Proof.** Using the same techniques as in previous proofs, we may restrict ourselves to the case where $U_1 = U_2 = 0$. Indeed, in the general case, we can replace the boxes $\mathcal{B}(n,n^a)$ with $\mathcal{B}_n$. 

25
Let us define $P_0^K$ introduced in (23) and run the same argument. We write

$$\begin{align*}
\mathbb{P}_0^K (L_1 > n) &\leq \mathbb{P}_0^K \left( T_{\partial B((n/2),(n/2)^c)}^1 \neq T_{\partial B((n/2),(n/2)^c)}^2 \right) + \mathbb{P}_0^K \left( T_{\partial B((n/2),(n/2)^c)}^2 \neq T_{\partial B((n/2),(n/2)^c)}^3 \right) \\
&+ \sum_{x,y \in \partial B((n/2),(n/2)^c)^c} \mathbb{P}_0^K \left( X_{T_{\partial B((n/2),(n/2)^c)}^1} = x, X_{T_{\partial B((n/2),(n/2)^c)}^2} = y, T_{H_{c_1}} \circ \theta_T^1 < +\infty \right) \\
&+ \sum_{x,y \in \partial B((n/2),(n/2)^c)^c} \mathbb{P}_0^K \left( X_{T_{\partial B((n/2),(n/2)^c)}^1} = x, X_{T_{\partial B((n/2),(n/2)^c)}^2} = y, T_{H_{c_1}} \circ \theta_T^2 < +\infty \right) \\
&+ \sum_{x,y \in \partial B((n/2),(n/2)^c)^c} \mathbb{P}_0^K \left( X_{T_{\partial B((n/2),(n/2)^c)}^1} = x, X_{T_{\partial B((n/2),(n/2)^c)}^2} = y, T_{H_{c_1}} = +\infty, T_{H_{c_1}} \circ \theta_T^2 = +\infty, L_1 \circ \theta_T^1, T_{\partial B} \geq n/2 \right).
\end{align*}$$

The first two terms are dominated using Lemma 3.2. Let us dominate the third term, the fourth can be dominated in the same way by symmetry. We can re-write it using the strong Markov property

$$\mathbb{E} \left[ P_0^K \left( X_{T_{\partial B((n/2),(n/2)^c)}^1} = x, X_{T_{\partial B((n/2),(n/2)^c)}^2} = y \right) \right] \leq \mathbb{E} \left[ P_x^K \left( T_{H_{c_1}}^1 < +\infty \right) \right],$$

where the notation $\omega_0^K$ means that we have set the conductances of $\mathcal{E}_0$ to $K$. Then, we notice that $P_x^K (T_{H_{c_1}}^1 < +\infty)$ does not depend on the conductances of $\mathcal{E}_0$, so it is equal to $P_x (T_{H_{c_1}}^1 < +\infty)$. Using translation invariance of the environment and Lemma 3.1 the sum is bounded by $Cn^{2d} \exp(-cn)$. Let us dominate the fifth term. Using Lemma 4.1 the term in the sum can be written as

$$\mathbb{E} \left[ P_0^K \left( X_{T_{\partial B((n/2),(n/2)^c)}^1} = x, X_{T_{\partial B((n/2),(n/2)^c)}^2} = y \right) P_x^K \left( T_{H_{c_1}}^1 = +\infty, T_{H_{c_1}}^2 = +\infty, L_1 \geq n \right) \right] \leq \mathbb{E} \left[ P_{x,y}^0 \left( T_{H_{c_1}}^1 = +\infty, T_{H_{c_1}}^2 = +\infty, L_1 \geq n \right) \right].$$

On the event $\{T_{H_{c_1}}^1 = +\infty, T_{H_{c_1}}^2 = +\infty\}$ both walks never meet conductances in $\mathcal{E}_0$ and so we can replace $\omega_0^K$ with $\omega$. We write

$$\mathbb{E} \left[ P_{x,y}^0 \left( T_{H_{c_1}}^1 = +\infty, T_{H_{c_1}}^2 = +\infty, L_1 \geq n \right) \right] \leq \mathbb{P}_{x,y} (L_1 \geq n) \leq \mathbb{P}_{0,y-x} (L_1 \geq n/4) \leq Cn^{-M},$$

where we applied Proposition 3.18 since we have $(y-x) \cdot \vec{e} \leq c_1 \cdot \vec{e}$ because $x, y \in \partial B((n/2), (n/2)^c)$ and the translation invariance of the environment. Finally, we observe that the sum is bounded by $Cn^{2d} n^{-M+2d}$ by taking $K$ large enough. This concludes the proof.

We can define successive joint regeneration levels as

$$L_{k+1} = L_k \circ \theta_{T_1^1, T_1^2}. $$

Let us define

$$\mathcal{G}_k = \sigma \left( L_0, \ldots, L_k, (\bar{X}_{T_k^1}^1)_{m \geq 0}, (\bar{X}_{T_k^2}^2)_{m \geq 0}, c_e(e) \text{ with } e \in \mathcal{E}(\mathcal{H}^-(L_k)) \cup \mathcal{E}_{T_k^1}^1 \cup \mathcal{E}_{T_k^2}^2 \right),$$

(56)
The definition of $G_k$ may seem a bit complicated at first sight. It represents the information that the walks see before reaching level $L_k$ and also the whole environment on the left of $L_k$.

![Figure 5: The sigma algebra $G_k$: In red and blue the trajectories before reaching $L_k$ and in orange the edges considered.](image)

We want to show that when we consider our walks shifted by $T^1_{L_k}$ they behave like new walks starting from respectively $X^1_{T^1_{L_k}}$ and $X^2_{T^2_{L_k}}$ conditioned to never backtrack and such that $c^*_e(K) = \mathcal{E}_{X^1_{T^1_{L_k}}} \cup \mathcal{E}_{X^2_{T^2_{L_k}}}$ \). This is the purpose of the next theorem.

**Theorem 3.25.** Fix $K$ large enough and $U_1, U_2 \in \mathbb{Z}^d$. For any $k \geq 1$, we have $L_k < +\infty \mathbb{P}_0$-almost surely. Let $f, g, h$ be bounded functions which are measurable with respect to $\mathcal{H} - \{ L_k = 2\epsilon_1 \cdot \vec{i} \}$, $\mathcal{E}_{X^1_{T^1_{L_k}}} \cup \mathcal{E}_{X^2_{T^2_{L_k}}}$, $\mathcal{E}_{X^1_{T^1_{L_k}}} \cup \mathcal{E}_{X^2_{T^2_{L_k}}}$, and $G_k$, respectively. We have the following equality

$$
\mathbb{E}(U_1, z_1)(U_2, z_2) f(\tilde{X}^1_{T^1_{L_k}}, \tilde{X}^2_{T^2_{L_k}}) \bar{\theta}_{T^1_{L_k}, T^2_{L_k}} h_k = \mathbb{E}(U_1, z_1)(U_2, z_2) h_k \mathbb{E}(\tilde{X}^1_{T^1_{L_k}}, \tilde{X}^2_{T^2_{L_k}}) f(\tilde{X}^1, \tilde{X}^2) g \mid D^\bullet = +\infty.
$$

**Proof.** The proof can be done by induction. We can restrict to the case $k = 1$, but we have to prove the result when the conductances in $\mathcal{E}_{U_1} \cup \mathcal{E}_{U_2}$ are fixed to a deterministic vector $a \in [1/K, K]\mathcal{E}_{U_1} \cup \mathcal{E}_{U_2}$

$$
\mathbb{E}^a(U_1, z_1)(U_2, z_2) f(\tilde{X}^1_{T^1_{L_k}}, \tilde{X}^2_{T^2_{L_k}}) \bar{\theta}_{T^1_{L_k}, T^2_{L_k}} h_1 = \mathbb{E}^a(U_1, z_1)(U_2, z_2) h_1 \mathbb{E}^a(\tilde{X}^1_{T^1_{L_k}}, \tilde{X}^2_{T^2_{L_k}}) f(\tilde{X}^1, \tilde{X}^2) g \mid D^\bullet = +\infty.
$$

Here the notation $\mathbb{E}^a$ means that we fix the conductances in $\mathcal{E}_{U_1} \cup \mathcal{E}_{U_2}$ to $a$. The proof with $\mathbb{E}$ follows the same steps.
By definition of $L_1$, we have
\[
\mathbb{E}^n_{(U_{1z}, \ldots, U_{2z})} \left[ f \left( \tilde{X}_{T_{\tilde{L}}}^{1}, \ldots, \tilde{X}_{T_{\tilde{L}}}^{2} \right) g \circ \vartheta_{T_{\tilde{L}}}^{1} \circ \vartheta_{T_{\tilde{L}}}^{2} h_1 \right] = \sum_{k \geq 0} \mathbb{E}^n_{(U_{1z}, \ldots, U_{2z})} \left[ f \left( \tilde{X}_{T_{\tilde{L}}}^{1}, \ldots, \tilde{X}_{T_{\tilde{L}}}^{2} \right) g \circ \vartheta_{T_{\tilde{L}}}^{1} \circ \vartheta_{T_{\tilde{L}}}^{2} h_1, L_k < +\infty, M_k = +\infty \right]
\]
\[
= \sum_{k \geq 0} \mathbb{E}^n_{(U_{1z}, \ldots, U_{2z})} \left[ f \left( \tilde{X}_{T_{\tilde{L}}}^{1}, \ldots, \tilde{X}_{T_{\tilde{L}}}^{2} \right) g \circ \vartheta_{T_{\tilde{L}}}^{1} \circ \vartheta_{T_{\tilde{L}}}^{2} h_1, L_k = p, M_k = +\infty, \tilde{X}_{T_{\tilde{L}}}^{1} = (x, z), \tilde{X}_{T_{\tilde{L}}}^{2} = (x', z') \right].
\]

For $p, (x, z), (x', z')$ in the sum and following the arguments of [SZ99, Proposition 1.3], there exists $h'_1$, measurable with respect to
\[
\sigma \left( \left( X_{T_{\tilde{L}}}^{1}, \ldots, X_{T_{\tilde{L}}}^{2} \right) : e \in (L^2 \cap L^q) \cup L^2 \cup L^2 \right), \tag{57}
\]
such that on the event \( \{X_{T_{\tilde{L}}}^{1} = (x, z) \} \cap \{X_{T_{\tilde{L}}}^{2} = (x', z') \} \) \& \( \{L_1 = p\} \) the functions $h_1$ and $h'_1$ coincide.

Fix $k, p \geq 0$ and $(x, z), (x', z')$, in the sum. We can replace $h_1$ by $h'_1$, but to simplify notations we will still write $h_1$ and suppose it is measurable with respect to the $\sigma$-algebra in (57). We can do the same with $g \circ \vartheta_{T_{\tilde{L}}}^{1} \circ \vartheta_{T_{\tilde{L}}}^{2}$, in fact we can consider $g$ as a function of $(X_{T_{\tilde{L}}}^{1}, X_{T_{\tilde{L}}}^{2}, \omega)$ and then under $\{L_1 = p, X_{T_{\tilde{L}}}^{1} = x, X_{T_{\tilde{L}}}^{2} = x'\}$ we can replace $g$ by a function $g(x, x')$ which is measurable with respect to
\[
\sigma \left( c_{x} (e) : e \in R^x \cup R^x \setminus \left( L^1_e \cup L^2_e \right) \right).
\]
The term in the sum can be written as
\[
\mathbb{E}^n_{(U_{1z}, \ldots, U_{2z})} \left[ f \left( \tilde{X}_{T_{\tilde{L}}}^{1}, \tilde{X}_{T_{\tilde{L}}}^{2} \right) g(x, x') h_1, L_k = p, M_k = +\infty, \tilde{X}_{T_{\tilde{L}}}^{1} = (x, z), \tilde{X}_{T_{\tilde{L}}}^{2} = (x', z') \right] = E_{(U_{1z}, \ldots, U_{2z})} \left[ h_1, L_k = p, \tilde{X}_{T_{\tilde{L}}}^{1} = (x, z), \tilde{X}_{T_{\tilde{L}}}^{2} = (x', z') \right] g(x, x') \mathbb{E}^{n}_{\omega_{(x,z)}} \left[ f \left( \tilde{X}_{T_{\tilde{L}}}^{1}, \tilde{X}_{T_{\tilde{L}}}^{2} \right), D^\bullet = +\infty \right] \].

We used Lemma A.1 with $X^1$ and $X^2$ and with the stopping times $T_{\tilde{L}}^{1}$ and $T_{\tilde{L}}^{2}$. We recall the notation $\omega_{a}$ which means we fix the conductances in $E_{U_1} \cup E_{U_2}$ to $a$. In the following, we will use the more compact notation defined in [16] with $x = (x, x')$ and $z = (z, z')$.

We want to stress that in the expression $E_{\omega_{(x,z)}} \left[ f \left( X_{T_{\tilde{L}}}^{1}, X_{T_{\tilde{L}}}^{2} \right), D^\bullet = +\infty \right]$, with a little abuse of the notation, we fix to the value $a$ the conductances in $E_{U_1} \cup E_{U_2}$ and not the ones in $E_{x} \cup E_{x'}$ as one might expect. Moreover, thanks to the fact that on $\{D^\bullet = +\infty\} P_{(x,x)}$-almost surely the walks never backtrack below $x$ and $x'$, the value of the conductances in $E_{U_1} \cup E_{U_2}$ does not matter in the expectation so we can replace $\omega_{a}$ with $\omega$ and write $E_{\omega_{(x,z)}} \left[ f \left( X_{T_{\tilde{L}}}^{1}, X_{T_{\tilde{L}}}^{2} \right), D^\bullet = +\infty \right]$. Then, since under $\{L_k = p, \tilde{X}_{T_{\tilde{L}}}^{1} = (x, z), \tilde{X}_{T_{\tilde{L}}}^{2} = (x', z')\}$ the points $x$ and $x'$ are $K$-open and using Proposition 3.14, we can replace $\omega$ with $\omega_{K}$ in $E_{\omega_{(x,z)}} \left[ f \left( X_{T_{\tilde{L}}}^{1}, X_{T_{\tilde{L}}}^{2} \right), D^\bullet = +\infty \right]$. Notice that $f$ and $D^\bullet$ are measurable with respect to $\sigma(X_{T_{\tilde{L}}}^{1}, X_{T_{\tilde{L}}}^{2}, (X_{n_{\geq 1}}^{1}, (X_{n_{\geq 1}}^{2}))$ and thus can be written as $\phi(X_{T_{\tilde{L}}}^{1}, X_{T_{\tilde{L}}}^{2}, (X_{n_{\geq 1}}^{1}, (X_{n_{\geq 1}}^{2}))$ with $\phi$ measurable. Since the law of $(X_{T_{\tilde{L}}}^{1}, X_{T_{\tilde{L}}}^{2}, (X_{n_{\geq 1}}^{1}, (X_{n_{\geq 1}}^{2})$ is the same under $P_{(x,x)}$ and under $P_{(0,0)}$, we replace $z, z'$ by 0 in $E_{\omega_{(x,z)}} \left[ f \left( X_{T_{\tilde{L}}}^{1}, X_{T_{\tilde{L}}}^{2} \right), D^\bullet = +\infty \right]$. We observe that $E_{\omega_{(x,z)}} \left[ f \left( X_{T_{\tilde{L}}}^{1}, X_{T_{\tilde{L}}}^{2} \right), D^\bullet = +\infty \right]$ is measurable with respect to
\[
\sigma \left( c_{x} (e) : e \in R^x \cup R^x \setminus \left( L^1_e \cup L^2_e \right) \right).
\]
We highlight the fact that, for this last observation to be true, an essential role is played by the condition $X_{n}^{1} \in Y_{X_{n_{\geq 1}}^{1}} \cup Y_{X_{n_{\geq 1}}^{2}}$ in [12]. Indeed, without it the sigma algebra above becomes...
In addition, \( \sigma(c_*(e) : e \in \mathcal{R}^x \cup \mathcal{R}^{x'} \setminus (\mathcal{E}_x \cup \mathcal{E}_{x'}) ) \) and we would lose the independence properties that follow. Moreover, \( E_{(U_1,z_1)}^{(U_2,z_2)}[h_1, L_k = p, \tilde{X}_{T_p}^1 = (x, z), \tilde{X}_{T_p}^2 = (x', z')] \) is measurable with respect to \( \sigma\left(c_*(e) \text{ with } e \in E(\mathcal{H}^-(p)) \cup \mathcal{E}_x^2 \cup \mathcal{E}_{x'}^2\right) . \)

In addition, \( \mathcal{R}^x \cup \mathcal{R}^{x'} \setminus (\mathcal{E}_x^1 \cup \mathcal{E}_{x'}^1) \) and \( E(\mathcal{H}^-(p)) \cup \mathcal{E}_x^2 \cup \mathcal{E}_{x'}^2, \) can be proved to be disjoint in an elementary way as illustrated in the figure below.

![Figure 6: In orange \( E(\mathcal{H}^-(p)) \cup \mathcal{E}_x^2 \cup \mathcal{E}_{x'}^2 \) and in green \( \mathcal{R}^x \cap \mathcal{R}^{x'} \setminus (\mathcal{E}_x \cup \mathcal{E}_{x'}) \).](image)

By independence of the two \( \sigma \)-algebra we deduce that

\[
\mathbb{E}_{(U_1,z_1)}^{(U_2,z_2)}[f(\tilde{X}_{T_p}^1, \tilde{X}_{T_p}^2)g(x,x')h_1, L_k = p, M_k = +\infty, \tilde{X}_{T_p}^1 = (x, z), \tilde{X}_{T_p}^2 = (x', z')] = \mathbb{E}_{(U_1,z_1)}^{(U_2,z_2)}[h_1, L_k = p, \tilde{X}_{T_p}^1 = (x, z), \tilde{X}_{T_p}^2 = (x', z')] \mathbb{E}_{x,x'}^K[gf(\tilde{X}^1, \tilde{X}^2), D^* = +\infty].
\]

The last equality, used in the specific case where \( f = 1 \) and \( g = 1 \), gives

\[
\mathbb{E}_{(U_1,z_1)}^{(U_2,z_2)}[h_1, L_k = p, M_k = +\infty, \tilde{X}_{T_p}^1 = (x, z), \tilde{X}_{T_p}^2 = (x', z')] = \mathbb{E}_{(U_1,z_1)}^{(U_2,z_2)}[h_1, L_k = p, \tilde{X}_{T_p}^1 = (x, z), \tilde{X}_{T_p}^2 = (x', z')] \mathbb{E}_{x,x'}^K[D^* = +\infty].
\]

Hence, we can write

\[
\mathbb{E}_{(U_1,z_1)}^{(U_2,z_2)}[h_1, L_k = p, M_k = +\infty, \tilde{X}_{T_p}^1 = (x, z), \tilde{X}_{T_p}^2 = (x', z')] \mathbb{E}_{x,x'}^K[gf(\tilde{X}^1, \tilde{X}^2), D^* = +\infty]
\]

\[
= \mathbb{E}_{(U_1,z_1)}^{(U_2,z_2)}[h_1, L_k = p, M_k = +\infty, \tilde{X}_{T_p}^1 = (x, z), \tilde{X}_{T_p}^2 = (x', z')] \mathbb{E}_{x,x'}^K[gf(\tilde{X}^1, \tilde{X}^2) | D^* = +\infty].
\]
By taking the sum, we obtain
\[
\sum_{k \geq 0 \atop p \geq 0'(x',z')} \mathbb{E}_{(U_1,z_1)}[h_1, L_k = p, M_k = +\infty, \bar{X}_{T_1}^1 = (x,z), \bar{X}_{T_2}^2 = (x',z')] E_{x,x'}^K \left[ f(\bar{X}_1^1, \bar{X}_2^2) \mid \mathcal{D}^\bullet = +\infty \right]
\]
\[
= \mathbb{E}_{(U_1,z_1)} \left[ h_1 E_{X_{T_1}^1}^K \left[ X_{T_2}^2 \mid \mathcal{D}^\bullet = +\infty \right] \right].
\]
For the induction, if the formula has been proved for \(k\), from Proposition 3.24 we get that \(L_{k+1}\) is almost surely finite. The proof works in a similar way to go from \(k\) to \(k+1\) and the details of the adaptation can be found in [She02].

A consequence of this theorem is the analogous of Proposition 3.18 but in a more general setting.

**Proposition 3.26.** For any \(M > 0\), \(U_1, U_2 \in \mathbb{Z}^d\) and any \(k > 0\),
\[
\mathbb{P}_{U_1, U_2}(L_{k+1} - L_k \geq n) \leq Cn^{-M},
\]
where \(C > 0\) only depends on \(\lambda, \ell, d, K\).

**Proof.** We write
\[
\mathbb{P}_{U_1, U_2}(L_{k+1} - L_k \geq n) = \sum_{p, x, x'} \mathbb{E}_{U_1, U_2} \left[ L_k = p, X_{T_1}^1 = x, X_{T_2}^2 = x', L_{k+1} - L_k \geq n \right] = \sum_{p, x, x'} \mathbb{E}_{U_1, U_2} \left[ L_k = p, X_{T_1}^1 = x, X_{T_2}^2 = x', L_1 \circ \theta_{T_1}, T_2^{x'} - p \geq n \right]
\]
\[
= \sum_{p, x, x'} \mathbb{E}_{U_1, U_2} \left[ L_k = p, X_{T_1}^1 = x, X_{T_2}^2 = x', X_{p,x,x'}(L_1 - p \geq n \mid \mathcal{D}^\bullet = +\infty) \right],
\]
where the third equality follows from Theorem 3.25. We only have to dominate \(\mathbb{P}_{x,x'}^K(L_1 - p \geq n \mid \mathcal{D}^\bullet = +\infty)\) to conclude.

To do so, using the fact that \(\mathbb{P}_{x,x'}^K(\mathcal{D}^\bullet = +\infty) > \alpha > 0\) with \(\alpha\) which does not depend on \(x\) and \(x'\), we can see it suffices to bound \(\mathbb{P}_{x,x'}^K(L_1 - p \geq n)\). Set \(y = x' - x\), by the invariance in law of the environment under translations, we have \(\mathbb{P}_{x,x'}^K(L_1 - p \geq n) = \mathbb{P}_{0,y}^K(L_1 + p - x \cdot \ell \geq n)\).

Notice that we have \(|x \cdot \ell - p| < c_1 \cdot \ell\), which follows from the fact that \(X_{T_1}^1 = x\). The result follows from Proposition 3.24.

## 4 Asymptotic separation

The aim of this section is to prove the following result: the trajectories of the two walks do not cross in almost every half-space \(\mathcal{H}^+_R\), with high probability as \(R\) grows. We recall that \(\mathcal{H}^+_R = \{x \in \mathbb{Z}^d \mid x \cdot \ell > R\}\) and let \(\{X_n^i\} := \{z \in \mathbb{Z}^d : \exists n \geq 0 \text{ s.t. } X_n^i = z\}\) denote the range of the \(i\)-th random walk. We introduce the event that the traces of the walks in \(\mathcal{H}^+_R\) get close
\[
M_R := \left\{ \inf_{x \in \mathcal{H}^+_R \cap \{X_n^1\}} \|x - y\|_1 \leq 2 \right\}.
\]

**Proposition 4.1.** For any \(R \geq 0\), it holds that
\[
\mathbb{P}_0(M_R) \leq CR^{-c},
\]
where the constants \(C, c > 0\) only depend on \(\lambda, \ell, d\).
In order to prove this result we will adapt methods from [BZ08]. First, we will deal with the case when the two walks $X^1$ and $X^2$ live in independent environments. Then, when the two walks live in the same environment, we will use the fact that when they do not cross they behave like if they were in independent environments.

4.1 independent environments

First, we recall some notations from Section 2:

- The law $Q_{U_1,U_2}$ is defined as $Q_{U_1,U_2} = P_{U_1} \otimes P_{U_2}$. Hence $X^1$ and $X^2$ are independent under $Q_{U_1,U_2}$. We also have $Q^K_{U_1,U_2} = P^K_{U_1} \otimes P^K_{U_2}$.

- We write $Q_{U_1,U_2}(\cdot | D^\otimes = +\infty) = P_{U_1}(\cdot | D = +\infty) \otimes P_{U_2}(\cdot | D = +\infty)$ where $D$ is defined in (38) in the definition of regeneration time. Analogously, $Q^K_{U_1,U_2}(\cdot | D^\otimes = +\infty) = P^K_{U_1}(\cdot | D = +\infty) \otimes P^K_{U_2}(\cdot | D = +\infty)$.

**Proposition 4.2.** There exists $K_0 > 1$ such that, for any $U_1, U_2 \in \mathbb{Z}^d$ and $K \geq K_0$, we have

$$Q^K_{U_1,U_2}\left(\inf_{x \in \{X^1\}} \max_{y \in \{X^2\}} \|x - y\|_1 \leq 2 \mid D^\otimes = +\infty\right) \leq C\|U_1 - U_2\|^{-c},$$

where the constants $C, c > 0$ only depend on $\lambda, \bar{t}, d, K$.

**Remark 4.3.** We observe that if $U_1 = U_2$ the statement of Proposition 4.2 remains true with the convention $\|U_1 - U_2\|^{-c} = +\infty$.

**Proof.** For $z \in \mathbb{Z}^d$ we define

$$F_i(z) = P^K_{U_i}(\exists k, X^i_k = z \mid D = +\infty),$$

and

$$F^{(R)}_i(z) = F_i(z)1_{\|z - U_i\| > R}.$$  

**Step 1:** bounding our quantity using $\|F_i^{(R)}\|_2$ and $\|F_i\|_2$. Fix $R = \max\{\|U_1 - U_2\|/3, 2\}$. If $\|X^1_p - X^2_q\|_1 \leq 2$ then necessarily either $\|U_1 - X^1_p\| \geq R$ or $\|U_2 - X^2_q\| \geq R$, otherwise we would have $\|U_1 - U_2\| \leq 2/3\|U_1 - U_2\| + 3 < \|U_1 - U_2\|$ (as soon as $\|U_1 - U_2\| \geq 10$). It follows that

$$Q^K_{U_1,U_2}(\exists p, q \in \mathbb{N}; \|X^1_p - X^2_q\|_1 \leq 2 \mid D^\otimes = +\infty)$$

$$\leq Q^K_{U_1,U_2}(\exists p, q \in \mathbb{N}; \|X^1_p - X^2_q\|_1 \leq 2 \text{ and } \|U_1 - X^1_p\| \geq R \mid D^\otimes = +\infty)$$

$$+ Q^K_{U_1,U_2}(\exists p, q \in \mathbb{N}; \|X^1_p - X^2_q\|_1 \leq 2 \text{ and } \|U_2 - X^2_q\| \geq R \mid D^\otimes = +\infty).$$

We write

$$Q^K_{U_1,U_2}(\exists p, q \in \mathbb{N}; \|X^1_p - X^2_q\|_1 \leq 2 \text{ and } \|U_1 - X^1_p\| \geq R \mid D^\otimes = +\infty)$$

$$\leq \sum_{\|z - U_1\| \geq R} Q^K_{U_1,U_2}(\exists p, q \in \mathbb{N}; X^1_p = z, X^2_q = y, \|z - y\|_1 \leq 2 \mid D^\otimes = +\infty)$$

$$\leq \sum_{u \in \mathbb{Z}^d; \|u\|_1 = 2} \sum_{\|z - U_1\| \geq R} F^{(R)}_1(z)F_2(z + u)$$

$$\leq \sum_{u \in \mathbb{Z}^d; \|u\|_1 = 2} \sum_{z \in \mathbb{Z}^d} F^{(R)}_1(z)F_2(z + u)$$

$$\leq C\|F^{(R)}_1\|_2 \|F_2\|_2,$$  

(63)
where \([63]\) follows from Cauchy-Schwarz inequality and the constant \(C > 0\) depends only on \(\lambda, \ell, d, K\). Symmetrically, we can do the same computation for the other term in the r.h.s. of \((62)\).

To conclude the proof of the proposition we will show that \(\| F_i \|^2 < +\infty\) and \(\| F_i^{(R)} \|^2 \leq CR^{-c}\) with \(C, c > 0\) constants which only depend on \(\lambda, \ell, d, K\). 

**Step 2: bound on \(\| F_i \|^2\) and \(\| F_i^{(R)} \|^2\).** For \(n \in \mathbb{N}\) we introduce \(\{\tau_n^i\}_{n \geq 1}, i = 1, 2\) to be the sequence of regeneration times associated to the \(i\)-th walk, in the sense of \((39)\). Note that, by \([FK18\) Theorem 5.2], both sequences are almost surely well defined (no \(\tau_n^i\) is infinite) and they are independent of each other as we are considering the measure \(Q_{U_1, U_2}^K\). Let us define

\[
H_i(z, n) = \mathbb{P}_{U_i}^K (\exists \tau_n^i \leq k \leq \tau_{n+1}^i, X_k^i = z \mid D = +\infty),
\]

and

\[
H_i^{(R)}(z, n) = H_i(z, n) \mathbb{1}_{\{\| z - U_i \| > R\}}.
\]

From \((60)\), for all \(z \in \mathbb{Z}^d\), we have that

\[
F_i(z) = \sum_{n=0}^{+\infty} H_i(z, n).
\]

Using the triangle inequality we write

\[
\| F_i \|^2 \leq \sum_{n=0}^{+\infty} \| H_i(\cdot, n) \|^2,
\]

and, similarly,

\[
\| F_i^{(R)} \|^2 \leq \sum_{n=0}^{+\infty} \| H_i^{(R)}(\cdot, n) \|^2.
\]

We want to bound \(\| H_i(\cdot, n) \|^2\) and \(\| H_i^{(R)}(\cdot, n) \|^2\). The quantity \(H_i(\cdot, n)\) can be rewritten as a convolution because \(X_{\tau_n^i}^i\) and \(\{X_{\tau_n^i + 1}^i - X_{\tau_n^i}^i\}\) are independent by \([FK18\) Theorem 5.4]. Thus

\[
H_i(\cdot, n) = T_i^n * J,
\]

where

\[
T_i^n(z) = \mathbb{P}_{U_i}^K (X_{\tau_n^i}^i = z),
\]

and

\[
J(z) = \mathbb{P}_0^K (\exists 0 \leq k \leq \tau_1^i, X_k^i = z \mid D = +\infty).
\]

Young’s inequality gives

\[
\| H_i(\cdot, n) \|^2 \leq \| T_i^n \|^2 \| J \|^1.
\]

We claim that \(\| J \|^1 < +\infty\), indeed

\[
\sum_{z \in \mathbb{Z}^d} \mathbb{P}_0^K (\exists 0 \leq k \leq \tau_1^i, X_k^i = z \mid D = +\infty) \leq C \mathbb{E}_0^K \left[ \sum_{z \in \mathbb{Z}^d} \mathbb{1}_{\{30 \leq k \leq \tau_1^i, X_k^i = z\}} \right],
\]

where \(C\) is a constant which only depend on \(\lambda, \ell, d, K\) using \([FK18\) Lemma 5.1]. The term in the last expectation is equal to \(\{|X_k^i: 0 \leq k \leq \tau_1^i\}\). Let us recall the notation \((40)\), for \(i = 1, 2\) let \(\chi_k^i\) be the same quantity for the \(i\)-th walk and let \(\chi^i = \chi_k^i\). We have \(\{|X_k^i: 0 \leq k \leq \tau_1^i\} \leq (\chi^i)^\beta\) for \(\beta\) large enough which only depends on \(d, \alpha\). By \([FK18\) Lemma 6.1], for \(K\) large enough, \(\chi^i\) has finite moment of order \(\beta\). It follows that \(\| J \|^1 < +\infty\).
For the term \( \|T_1^n\|_2 \), using Proposition B.1, we have for \( K \) large enough,
\[
\sup_{z \in \mathbb{Z}^d} \mathbb{P}^{\mathcal{K}}_{U_i}(X^i_{\tau_n} = z) \leq C n^{-\frac{d}{2} + \varepsilon},
\] (68)
where \( C \) only depends on \( \lambda, \ell, d, K \). We get the bound
\[
\|T_1^n\|_2 \leq \left( \sum_{x \in \mathbb{Z}^d} \mathbb{P}^{\mathcal{K}}_{U_i}(X^i_{\tau_n} = z)^2 \right)^{\frac{1}{2}} \leq \left( \sup_{z \in \mathbb{Z}^d} \mathbb{P}^{\mathcal{K}}_{U_i}(X^i_{\tau_n} = z) \sum_{x \in \mathbb{Z}^d} \mathbb{P}^{\mathcal{K}}_{U_i}(X^i_{\tau_n} = z) \right)^{\frac{1}{2}} \leq C n^{-\frac{d}{4} + \varepsilon}.\] (69)
Inserting this estimate in (67), together with \( \|J\|_1 < +\infty \), we obtain
\[
\|H_i(\cdot, n)\|_2 \leq C n^{-\frac{d}{4} + \varepsilon}.\] (70)
As a consequence, by (64), in dimension \( d \geq 5 \) we get
\[
\|F_i\|_2 < +\infty.\] (71)
We still have to bound \( \|H_i^{(R)}(\cdot, n)\|_2 \). A first bound is given by (69), however for \( n \) small this bound is not precise enough, thus we compute another bound which is useful for small \( n \). Let us bound \( \|H_i^{(R)}(\cdot, n)\|_1 \) and then use the inequality \( \|H_i^{(R)}(\cdot, n)\|_2 \leq \|H_i^{(R)}(\cdot, n)\|_1^{1/2} \). We can rewrite
\[
\|H_i^{(R)}(\cdot, n)\|_1 = \sum_{\|z - U_i\| \geq R} \mathbb{E}^{\mathcal{K}}_{U_i} \left[ \mathbf{1}_{\{\exists \tau_k \leq k \leq \tau_{n+1} : X^i_k = z\}} \bigg| D = +\infty \right] \]
\[
= \mathbb{E}^{\mathcal{K}}_{U_i} \left[ \sum_{\|z - U_i\| \geq R} \mathbf{1}_{\{\exists \tau_k \leq k \leq \tau_{n+1} : X^i_k = z\}} \bigg| D = +\infty \right].\] (72)
Define \( A(n, R) := \{ \exists \tau_n \leq k \leq \tau_{n+1} \text{ such that } |X^i_k - X^i_0| \geq R \} \). The term inside the expectation (72) is bounded by \( \mathbf{1}_{A(n,R)} \mathcal{B}(\chi^i_0, (\chi^i_k)^\alpha) \); indeed, it is clearly bounded by \( \mathcal{B}(\chi^i_0, (\chi^i_k)^\alpha) \) and under \( A(n, R) \) it is equal to 0.
- Using the fact that \( \text{diam}(\mathcal{B}(L, L^\alpha)) \leq CL^\alpha \) where \( C \) is a constant which only depends on \( \ell, d \), we have the following inclusion:
\[
A(n, R) \subset \left\{ \sum_{k=0}^{n} C(\chi^i_k)^\alpha \geq R \right\}.\]
Since \( ((\chi^i_k)^\alpha)_{k \geq 0} \) is a family of independent identically distributed random variables, and for \( K \) large enough \( (\chi^i_0)^\alpha \) has finite first moment under \( \mathbb{P}^{\mathcal{K}}_{U_i} \), by Lemma 6.1, we have
\[
\mathbb{P}^{\mathcal{K}}_{U_i}(A(n, R) \mid D = +\infty) \leq \mathbb{E}^{\mathcal{K}}_{U_i} \left( \sum_{k=0}^{n} C(\chi^i_k)^\alpha \geq R \mid D = +\infty \right) \]
\[
\leq C(1 + n) \frac{\mathbb{E}^{\mathcal{K}}_{U_i} \left( (\chi^i_0)^\alpha \mid D = +\infty \right)}{R} = C n \frac{R}{R},
\]
where \( C > 0 \) is a constant which only depends on \( \lambda, \ell, d, K \).
\begin{itemize}
  \item Using again [FK18, Lemma 6.1], for any $M > 0$ there exists $K_0 > 1$ such that for $K \geq K_0$ the variable $\chi_n^i$ has finite moment of order $M$. By choosing $K_0$ big enough, $|\mathcal{B}(\chi_n^i, (\chi_n^i)^\circ)|$ has finite second moment. Indeed, $|\mathcal{B}(\chi_n^i, (\chi_n^i)^\circ)| \leq C(\chi_n^i)^{d\epsilon}$ with $C$ a constant which only depends on $\epsilon$.
\end{itemize}

Using Cauchy-Schwarz inequality we have
\begin{equation}
\|H_1^i(\cdot, n)\|_1 \leq p_{\text{FK}}^K(A(n, R) \mid D = +\infty)^{1/2} \mathbb{E}_{\text{FK}}^K \left[|\mathcal{B}(\chi_n^i, (\chi_n^i)^\circ)|^2 \mid D = +\infty\right]^{1/2}
\leq C n^{1/2} R^{-\frac{1}{4}},
\end{equation}
where $C$ only depends on $\lambda, \vec{\ell}, d, K$. It follows that we have
\begin{equation}
\|H_1^i(\cdot, n)\|_2 \leq \|H_1^i(\cdot, n)\|_1^{1/2} \leq C n^{1/4} R^{-\frac{1}{4}}.
\end{equation}

Pick $a > 0$ arbitrarily small. We have that
\begin{equation}
\|F_1^i(R)\|_2 \leq \sum_{n=1}^{[R^a]} \|H_1^i(\cdot, n)\|_2 + \sum_{n=[R^a]+1}^{+\infty} \|H_1^i(\cdot, n)\|_2
\leq [FK18, (69)] \left[ \sum_{n=1}^{[R^a]} n^{1/2} R^{-\frac{1}{4}} + \sum_{n=[R^a]+1}^{+\infty} n^{-d/4 + \frac{1}{2}} \right]
\leq C R^{-\frac{1}{4}} R^{\frac{a}{4}} + C(R^a)^{-d/4 + \frac{1}{2}}.
\end{equation}
By taking $a$ small enough such that $\frac{a}{4} - \frac{1}{4} < 0$ and since $-\frac{d}{4} + 1 + \frac{a}{2} < 0$ we have
\begin{equation}
\|F_1^i(R)\|_2 \leq C R^{-c},
\end{equation}
where $C, c > 0$ only depend on $\lambda, \vec{\ell}, d, K$. To conclude one needs to combine statements (62) and (63) with (70) and (73).

We introduce the notation:
\begin{equation}
R_0 := \max(X_0^1 \cdot \vec{\ell}, X_0^2 \cdot \vec{\ell}).
\end{equation}
The following proposition gives us a result equivalent to Proposition 4.1 but considering two walks evolving in independent environments.

**Proposition 4.4.** There exists $K_0 > 1$ such that, for any $U_1, U_2 \in \mathbb{Z}^d$, $K \geq K_0$ and $R > 0$, we have
\begin{equation}
Q^K_{U_1, U_2}(M_{R + R_0}) \leq C R^{-c},
\end{equation}
where the constants $C, c > 0$ only depend on $\lambda, \vec{\ell}, d, K$.

**Proof.** Let us fix $M$ large enough. We introduce $A_i(R) = \{\|X_0^i - X_1^i\|_1 \leq R\}$. Then by [FK18, Lemma 6.1], for $K$ large enough we have
\begin{equation}
P^K_{U_1, U_2}(A_i(R) \cap A_j(R)) \leq c R^{-M},
\end{equation}
where $c > 0$ only depends on $\lambda, \vec{\ell}, d, K$. Hence, we can write
\begin{equation}
Q^K_{U_1, U_2}(M_{R + R_0}) \leq Q^K_{U_1, U_2}(M_{R + R_0}, A_1(R/2), A_2(R/2)) + c R^{-M}.
\end{equation}
We observe that $M_{R+R_0} \cap A_1(R/2) \cap A_2(R/2)$ implies $M_{R/2+R_0} \circ \theta_{r_1,r_2}$. By [FK18 theorem 5.4], we only have to dominate

$$E^{Q_{U_1,U_2}} \left[ Q^K_{X_1^{r_1},X_2^{r_2}} \left( M_{R/2+R_0} \mid D^\circ = +\infty \right) \right].$$

Using the same notations as in the last proof, for any $x, y \in \mathbb{Z}^d$ we have

$$Q^K_{x,y} (M_{R/2+R_0} \mid D^\circ = +\infty) \leq \sum_{u \in \mathbb{Z}^d: \|u\|_1 = 2} \sum_{\substack{z \in \mathbb{Z}^d: \|z-x\| \geq R/2 \\|z-y\| \geq R/2}} F_1^{(R/2)}(z) F_2^{(R/2)}(z + u)$$

$$\leq \sum_{u \in \mathbb{Z}^d: \|u\|_1 = 2} \sum_{z \in \mathbb{Z}^d} F_1^{(R/2)}(z) F_2^{(R/2-1)}(z + u)$$

$$\leq C \|F_1^{(R/2)}\|_2 \|F_2^{(R/2-1)}\|_2$$

$$\leq CR^{-c},$$

where the third step holds by Cauchy-Schwarz inequality. The constants $C, c > 0$ only depend on $\lambda, \ell, d, K$. We dominate (76) using this last inequality and conclude the proof.

The last result shows that there is little probability that the two walks intersect on points which are far from the starting points. In other words, with high probability, if the two walks do intersect, then it has to be close to one of the starting points.

We need a last proposition before moving on to the case where both walks are in the same environment. We recall the notation $T^1_{R}, \mathcal{H}^1_{R}$ defined in (14), (9). Let us recall the notation $M$ defined in (45). For $R > 0$, we define the event

$$A(R) := \left\{ M \geq R + R_0 \right\} \cap \left\{ \|X_p^1 - X_q^2\|_1 \geq 3 \quad \forall 2 < p \leq T^1_{\mathcal{H}^1_{R+R_0}} \text{ and } \forall 2 < q \leq T^2_{\mathcal{H}^1_{R+R_0}} \right\}. \quad (77)$$

**Proposition 4.5.** There exists $\Lambda > 0$ and $K_0 > 1$ such that, for $K \geq K_0$, $U_1, U_2 \in \mathbb{Z}^d$ such that $(U_1 - U_2) \in \mathcal{U}$, $\|U_1 - U_2\| \geq \Lambda$ and $R > 0$,

$$Q^K_{U_1,U_2}(A(R)) \geq \rho > 0,$$

where the constant $\rho$ only depends on $\lambda, \ell, d, K$ where $\mathcal{U}$ is defined in (21).

**Proof.** We have $Q^K_{U_1,U_2}(A(R)) \geq c Q^K_{U_1,U_2}(A(R) \mid D^\circ = +\infty)$ with $c = P^K_0(D = +\infty)^2 > 0$. Thus, under the law $Q^K_{U_1,U_2}(\cdot \mid D^\circ = +\infty)$ the event $A(R)^c$ implies $\{ \exists p, q \in \mathbb{N}, \|X_p^1 - X_q^2\|_1 \leq 2 \}$. It follows from Proposition 4.2 that one has the bound

$$Q^K_{U_1,U_2}(A(R)^c \mid D^\circ = +\infty) \leq Q^K_{U_1,U_2} \left( \exists p, q \in \mathbb{N}, \|X_p^1 - X_q^2\|_1 \leq 2 \mid D^\circ = +\infty \right)$$

$$\leq C \|U_1 - U_2\|^{-c}.$$

The result is deduced by choosing $\Lambda$ large enough. \qed

### 4.2 Identical environments

We will exploit the results obtained in the last part in order to deduce estimates for two walks in the same environment. When the two walks are far enough they live in independent environments and so, by using the previous subsection, we will be able to show that they have a positive probability to not hit each other anymore. If they intersect, then we wait for the walks to get far enough and we iterate this way.
First, let us prove a general proposition which enables us to relate two walks in the same environment to two walks in independent environments. Let us recall the notation $E_A$ defined in [10]. We introduce

$$
\mathcal{F}_n := \sigma \left( \left\{ (\tilde{X}_k^1)_{0 \leq k \leq n}, (\tilde{X}_k^2)_{0 \leq k \leq n} \right\} \cup \left\{ c^\prime(e) : e \in E_{(\tilde{X}_k^1)_{0 \leq k \leq n-1}} \cup E_{(\tilde{X}_k^2)_{0 \leq k \leq n-1}} \right\} \right) \quad \text{and}
$$

$$
T := \inf \left\{ n \geq 0 : \inf_{x \in (X_k^1)_{0 \leq k \leq n}} \inf_{y \in (X_k^2)_{0 \leq k \leq n}} \|x - y\|_1 \leq 2 \right\} \quad \text{(78)}.
$$

**Proposition 4.6.** For any positive function $f$ measurable with respect to $\mathcal{F}_T$ and $U_1, U_2 \in \mathbb{Z}^d$ we have:

$$
\mathbb{E}^K_{U_1, U_2}(f) = \mathbb{E}^{Q_{\tilde{U}_1, \tilde{U}_2}}(f).
$$

**Proof.** First, we restrict to the case $f = 1_{(\tilde{X}_k^1)_{0 \leq k \leq n}} - 1_{(a_k)_{0 \leq k \leq n}} g_1 1_{(\tilde{X}_k^2)_{0 \leq k \leq n}} - 1_{(b_k)_{0 \leq k \leq n}} g_2$ where the paths $(a_k), (b_k)$ are nearest neighbour paths and for $0 \leq i, j \leq n - 1$ we have $\|a_i - b_j\|_1 \geq 3$ and $g_1, g_2$ are measurable with respect to $\sigma(c^\prime(e) : e \in E_{(a_k)_{0 \leq k \leq n-1}})$ and $\sigma(c^\prime(e) : e \in E_{(b_k)_{0 \leq k \leq n-1}})$, respectively. We can write

$$
\mathbb{E}^K_{U_1, U_2}(f) = \mathbb{E} \left[ g_1 P_{U_1}^\omega ((\tilde{X}_k^1)_{0 \leq k \leq n} = (a_k)_{0 \leq k \leq n}) g_2 P_{U_2}^\omega ((\tilde{X}_k^2)_{0 \leq k \leq n} = (b_k)_{0 \leq k \leq n}) \right]. \quad \text{(79)}
$$

The term $g_1 P_{U_1}^\omega ((\tilde{X}_k^1)_{0 \leq k \leq n} = (a_k)_{0 \leq k \leq n})$ is measurable with respect to $\sigma(c^\prime(e) : e \in E_{(a_k)_{0 \leq k \leq n}})$. The term $g_2 P_{U_2}^\omega ((\tilde{X}_k^2)_{0 \leq k \leq n} = (b_k)_{0 \leq k \leq n})$ is measurable with respect to $\sigma(c^\prime(e) : e \in E_{(b_k)_{0 \leq k \leq n}})$. Now since $E_{(a_k)_{0 \leq k \leq n}} \cap E_{(b_k)_{0 \leq k \leq n}} = \emptyset$ and by independence of the conductances we can write as

$$
\mathbb{E} \left[ g_1 P_{U_1}^\omega ((\tilde{X}_k^1)_{0 \leq k \leq n} = (a_k)_{0 \leq k \leq n}) \right] \mathbb{E} \left[ g_2 P_{U_2}^\omega ((\tilde{X}_k^2)_{0 \leq k \leq n} = (b_k)_{0 \leq k \leq n}) \right] = \mathbb{E}^{Q_{\tilde{U}_1, \tilde{U}_2}}(f).
$$

This concludes the proof since, in the general case, $f$ can be written as an increasing limit of linear combinations of functions of this type.

We state the analogous of Proposition 4.5. We recall the definition of $A(R)$ at (77) and $\mathcal{U}$ at (21).

**Proposition 4.7.** There exists $\Lambda > 0$, $K_0 > 1$ such that, for any $K \geq K_0$, $U_1, U_2 \in \mathbb{Z}^d$ with $(U_1 - U_2) \in \mathcal{U}$, $\|U_1 - U_2\| \geq \Lambda$,

$$
\mathbb{P}^K_{U_1, U_2}(A(R) \mid \mathcal{D}^\star = +\infty) \geq \rho, \quad \text{(80)}
$$

the constant $\rho$ only depends on $\lambda, \ell, d, K$.

**Proof.** We recall the notation $T$ and $\mathcal{F}_n$ defined in (78). Fix $\|U_1 - U_2\| \geq \Lambda$ with $\Lambda$ large enough given by Proposition 4.5. Then under $\mathbb{P}^K_{U_1, U_2}$, event $A(R)$ coincides with

$$
\{ M \geq R + R_0 \} \cap \left\{ \|X_p^1 - X_q^2\|_1 \geq 3 \quad \forall 0 \leq p \leq T_{H_{R+R_0}}^1, \quad \forall 0 \leq q \leq T_{H_{R+R_0}}^2 \right\}.
$$

We replace $A(R)$ by this new definition in the proof. Observe that $A(R) = \{ M \geq R + R_0 \} \cap \{ T_{H_{R+R_0}}^1 \leq T \} \cap \{ T_{H_{R+R_0}}^2 \leq T \}$. Furthermore,

- $\{ M \geq R + R_0 \}$ is measurable with respect to $\sigma((\tilde{X}_k^i)_{0 \leq k \leq T^i_{H_{R+R_0}}}, \quad i = 1, 2)$. On $\{ T_{H_{R+R_0}}^1 \leq T \} \cap \{ T_{H_{R+R_0}}^2 \leq T \}$ we can replace $\{ M \geq R + R_0 \}$ with an event $B \in \mathcal{F}_T$. 36
- \( T_{H^+}^1 \) and \( T_{H^+}^2 \) are both stopping times with respect to the filtration \((\mathcal{F}_n)_{n \geq 0}\). We deduce \( \{T_{H^+}^1 \leq T\} \cap \{T_{H^+}^2 \leq T\} \in \mathcal{F}_T \).

From these two observations we have \( B \cap \{T_{H^+}^1 \leq T\} \cap \{T_{H^+}^2 \leq T\} \in \mathcal{F}_T \). We write

\[
P^K_{U_1, U_2}(A(R)) = P^K_{U_1, U_2}(B \cap \{T_{H^+}^1 \leq T\} \cap \{T_{H^+}^2 \leq T\})
\]

\[
= Q^K_{U_1, U_2}(B \cap \{T_{H^+}^1 \leq T\} \cap \{T_{H^+}^2 \leq T\})
\]

(81)

By Lemma \text{3.19} we have

\[
P^K_{U_1, U_2}(A(R) \mid D^\bullet = +\infty) \geq C (P^K_{U_1, U_2}(A(R)) - P^K_{U_1, U_2}(A(R) \cap D^\bullet < +\infty)).
\]

(82)

Furthermore,

\[
P^K_{U_1, U_2}(A(R) \cap D^\bullet < +\infty) \leq P^K_{U_1, U_2}(\{M \geq R + R_0\} \cap D^\bullet < +\infty)
\]

\[
\leq C \exp(-cR),
\]

where the last inequality follows from a union bound, translation invariance of the environment and Lemma \text{3.21}. The constants \( C, c > 0 \) only depend on \( \lambda, \tilde{\ell}, d, K \). Using (81), (82), (83) and Proposition \text{4.5} we deduce the proposition for all \( R > r \), where \( r \) is chosen large enough and depends on \( \lambda, \tilde{\ell}, d, K \). For \( R \leq r \) we notice that

\[
P^K_{U_1, U_2}(A(R) \cap D^\bullet = +\infty) \geq P^K_{U_1, U_2}(Z^i_k = 1, X^i_k = X^i_{k-1} + e_1, \text{ for } 0 < k \leq T_{H^+}^i, i = 1, 2)
\]

\[
\geq \rho > 0.
\]

The constant \( \rho \) can be chosen by asking all the points on the two paths to be \( K \)-open and the event inside the probability to happen. Note that \( \rho > 0 \) depends on \( r \) and \( K \) and, since \( r \) only depends on \( \lambda, \tilde{\ell}, d, K \), we obtain the result.

We extend the last result to the case when \( U_1 \) and \( U_2 \) may be close.

**Proposition 4.8.** There exists \( K_0 > 1 \) such that for any \( K \geq K_0 \) and any \( U_1, U_2 \in \mathbb{Z}^d \) with \( (U_1 - U_2) \in \mathcal{U} \) and \( R > 0 \)

\[
P^K_{U_1, U_2}(A(R) \mid D^\bullet = +\infty) \geq \rho,
\]

where the constant \( \rho > 0 \) only depends on \( \lambda, \tilde{\ell}, d, K \) and \( \mathcal{U} \) is defined in (21).

**Proof.** We simply need to find a lower bound for \( P^K_{U_1, U_2}(A(R) \cap D^\bullet = +\infty) \). Fix \( \Lambda \) as in Proposition \text{4.7}. We may suppose \( ||U_1 - U_2|| \leq \Lambda \) otherwise we can simply apply Proposition \text{4.7}.

We build paths that start from \( U_1 \) and \( U_2 \) in the following way:

- Fix \( V_1 \) and \( V_2 \) such that \( \Lambda \leq ||V_1 - V_2|| < 2\Lambda \) and \( R_0 + 5 < ||V_1 \cdot \tilde{\ell}, ||V_2 \cdot \tilde{\ell} \leq R_0 + 6 \).
- Build two finite paths \((x_i)\) and \((y_j)\) starting from \( U_1, U_2 \) respectively and ending at \( V_1, V_2 \), which are:
  1. Compatible with having joint regeneration points on \((V_1, V_2)\).
  2. Of length smaller than \( C\Lambda \), with \( C \) a large enough constant.
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3. Compatible with $A(R)$, i.e. on those paths the walks get at distance more than 2 after the first 2 steps and stay on the right side (in terms of inner product with $\vec{\ell}$) of their starting point.

It is always possible to find such paths, see the figure below for a visual explanation of why these paths exist.

Figure 7: General construction for the points $V_1, V_2$ and for the paths to these points. One may observe that, even if $U_1 = U_2$, the construction still works. Indeed, after three steps the walks get at distance more than 3.

By the construction of the paths $(x_i)$ and $(y_j)$, the we have that

$$\mathbb{P}^K_{U_1, U_2} (A(R)) \geq \mathbb{P}^K_{U_1, U_2} \left( (X^1_i) = (x_i), (X^2_j) = (y_j), (x_i)$ and $(y_j)$ are all $K$-open points, $X^{1}_{T_{\ell_1}}, X^{2}_{T_{\ell_1}} = V_1, X^{2}_{T_{\ell_1}} = V_2 \right). 
\tag{84}$$

Using Theorem 3.25 the term on the r.h.s. can be rewritten as

$$\mathbb{P}^K_{U_1, U_2} \left( (X^1_i) = (x_i), (X^2_j) = (y_j), (x_i)$ and $(y_j)$ are all $K$-open points, $X^{1}_{T_{\ell_1}}, X^{2}_{T_{\ell_1}} = V_1, X^{2}_{T_{\ell_1}} = V_2 \right)
\times \mathbb{P}^K_{V_1, V_2} (A(R) \mid D^* = +\infty).$$

Using Proposition 4.7, the right term is bounded from below by $\rho > 0$ which only depends on $\lambda, \vec{\ell}, d, K$. The left term can be rewritten as (see step (58) in the proof of Theorem 3.25 for details)

$$\mathbb{P}^K_{U_1, U_2} \left( (X^1_i) = (x_i), (X^2_j) = (y_j), (x_i)$ and $(y_j)$ are all $K$-open points) \mathbb{P}^K_{V_1, V_2} (D^* = +\infty)$$

By Lemma 3.19 and using the fact that

$$\mathbb{P}^K_{U_1, U_2} \left( (X^1_i) = (x_i), (X^2_j) = (y_j), (x_i)$ and $(y_j)$ are all $K$-open points) \geq \rho^* > 0,$$

where $\rho^*$ only depends on $\lambda, K$, this concludes the proof.

We conclude this subsection with the following proposition.

**Proposition 4.9.** There exists $K_0 > 1$ such that for $K \geq K_0$, for $U_1, U_2 \in \mathbb{Z}^d$ such that $(U_1 - U_2) \in \mathcal{U}$ and $R > 0$, we have

$$\mathbb{P}^K_{U_1, U_2} (A(R) \cap M_{R+R_0}) \leq CR^{-c},$$

where the constants $C, c > 0$ only depend on $\lambda, \vec{\ell}, d, K$ and $\mathcal{U}$ is defined in (21).
Observing that \( \Delta(R) = \{X_T^1 \cdot \bar{\ell} \geq R_0 + R\} \). On the event \( \bigcap_{k=0}^{R^2} \{\mathcal{L}_{k+1} - \mathcal{L}_k \leq R/4\} \cap A(R) \cap M_{R+R_0} \), we have that \( \Delta(R/4) \circ \theta_{T_{z_1}^1, T_{z_2}^1} \) holds. It follows that

\[
\mathbb{P}_{U_1, U_2}^{K} \left(A(R) \cap M_{R+R_0}\right) \leq \mathbb{P}_{U_1, U_2}^{K} \left(\Delta(R/4) \circ \theta_{T_{z_1}^1, T_{z_2}^1}\right) + \sum_{k=0}^{R^2} \mathbb{P}_{U_1, U_2}^{K} \left(\mathcal{L}_{k+1} - \mathcal{L}_k > R/4\right). \tag{85}
\]

By Proposition 3.24 and Proposition 3.26 we have that

\[
\mathbb{P}_{U_1, U_2}^{K} \left(\mathcal{L}_{k+1} - \mathcal{L}_k > R/4\right) \leq CR^{-M}, \tag{86}\]

where \( M \) is large enough and \( C \) only depends on \( \lambda, \bar{\ell}, d, K \). It follows that

\[
\sum_{k=0}^{R^2} \mathbb{P}_{U_1, U_2}^{K} \left(\mathcal{L}_{k+1} - \mathcal{L}_k > R/4\right) \leq CR^{-M+2}. \tag{87}\]

For the first term on the r.h.s. of (85) we use Theorem 3.25 to write

\[
\mathbb{P}_{U_1, U_2}^{K} \left(\Delta(R/4) \circ \theta_{T_{z_1}^1, T_{z_2}^1}\right) = \mathbb{E}_{U_1, U_2}^{K} \left[\mathbb{P}_{X_{T_{z_1}^1}, X_{T_{z_2}^1}}^{K} \left(\Delta(R/4) \mid \mathcal{D}^* = +\infty\right)\right] 
\leq C \mathbb{E}_{U_1, U_2}^{K} \left[\mathbb{P}_{X_{T_{z_1}^1}, X_{T_{z_2}^1}}^{K} \left(\Delta(R/4) \right)\right],
\]

where \( C > 0 \) only depends on \( \lambda, \bar{\ell}, d, K \) and comes from Lemma 3.19.

Now, we observe that \( \Delta(R/4) \) is measurable with respect to \( \mathcal{F}_T \), where \( T \) and \( \mathcal{F}_n \) are defined in (78). By Proposition 4.6 we have

\[
\mathbb{E}_{U_1, U_2}^{K} \left[\mathbb{P}_{X_{T_{z_1}^1}, X_{T_{z_2}^1}}^{K} \left(\Delta(R/4) \mid \mathcal{D}^* = +\infty\right)\right] = \mathbb{E}_{U_1, U_2}^{K} \left[Q_{X_{T_{z_1}^1}, X_{T_{z_2}^1}}^{K} \left(\Delta(R/4) \mid \mathcal{D}^* = +\infty\right)\right].
\]

Observing that \( \Delta(R/4) \) implies \( M_{R_0+R/8} \) (for \( R \) large enough, otherwise the proposition is obvious), we conclude the proof using Proposition 4.3 and (86).

**4.3 Proof of asymptotic separation**

We have everything needed to prove the asymptotic separation stated in Proposition 4.1. We fix \( \psi \in (0, 1) \) arbitrarily small. We also introduce \( d = N^{1-\psi} \). We set \( \gamma_1 = \mathcal{L}_1 \) and for \( k \geq 2 \) we call \( \gamma_k \) the first joint regeneration level in \( \mathcal{H}^{+}(\gamma_{k-1} + 2d) \). Recall the notation \( A(R) \) for \( R > 0 \) defined in (77).

We introduce the event \( S_k \) which is just event \( A(d) \) shifted so that the walks start respectively from \( X_{T_{\gamma_k}^1} \) and \( X_{T_{\gamma_k}^2} \). We set:

\[
\forall k \geq 0, \ S_k = A(d) \circ \theta_{T_{\gamma_k}^1, T_{\gamma_k}^2} \text{ and } S(N) = \bigcup_{k=1}^{\lceil N^{\psi}/4 \rceil} S_k. \tag{88}\]

The idea of the proof is the following: each time our walks reach a level \( \gamma_k \) we check whether \( S_k \) occurs or not. If \( S_k \) happens, using Proposition 4.9, the walks will never meet after that with high probability. If \( S_k \) does not happen, we wait for the walks to reach \( \gamma_{k+1} \) and repeat the procedure. Using the independence property of joint regeneration levels (see Theorem 3.25) we expect the first success of this process to happen quickly (See Figure 8).
Figure 8: Successive attempts for events $S_k$.

**Proposition 4.10.** There exists $K_0 > 1$ such that, for any $K \geq K_0$, there exists $\rho > 0$ such that, for any $k \geq 1$, we have

$$P_0(S_k | S_0^c, \cdots, S_{k-1}^c) \geq \rho,$$

where $\rho$ only depends on $\lambda, \ell, d, K$.

**Proof.** This is a direct application of Theorem 3.25 and Proposition 4.8. Indeed, using Theorem 3.25 we have

$$P_0(S_k, S_{k-1}^c, \cdots, S_0^c) = \sum_{U_1, U_2} P_0(S_{k-1}^c, \cdots, S_0^c, X_{\tau_{\gamma_k}}^1 = U_1, X_{\tau_{\gamma_k}}^2 = U_2) P_{U_1, U_2}^K(A(d) \mid \mathcal{D}^* = +\infty).$$

Observing that $U_1 - U_2 \in \mathcal{U}$ and applying Proposition 4.8 gives the result. \qed

We introduce

$$\text{Reg}(N) := \bigcap_{k=1}^{N^2} \{L_k - L_{k-1} \leq d\},$$

which is the event under which the $N^2$ first joint regeneration levels are close to each other. We also recall the definition of $M_N$ in (59). We have the following proposition.

**Proposition 4.11.** There exists $K_0 > 1$ such that, for any $K \geq K_0$ and any $0 \leq k \leq [N^\psi/4]$, we have the following inequality:

$$P_0(\text{Reg}(N) \cap M_N \cap S_k) \leq C N^{-c(1-\psi)},$$

where the constants $C, c > 0$ only depend on $\lambda, \ell, d, K$. 40
Proof. We sum over all possible values for \((X_{T_{1k}}^1, X_{T_{1k}}^2)\) on the event \(\text{Reg}(N)\)

\[
\mathbb{P}_0(\text{Reg}(N) \cap M_N \cap S_k) = \sum_{U_1, U_2} \mathbb{P}_0 \left( X_{T_{1k}}^1 = U_1, X_{T_{1k}}^2 = U_2, \text{Reg}(N) \cap M_N \cap S_k \right).
\]

On \(\text{Reg}(N)\), \(U_1 \cdot \bar{\epsilon} < 3N/4\) and \(U_2 \cdot \bar{\epsilon} < 3N/4\). The worst case clearly happens for \(k = \lceil N^\psi/4 \rceil\). We observe that for every \(0 \leq j < \lceil N^\psi/4 \rceil\) on the event \(\text{Reg}(N)\), we have \(\gamma_{j+1} \leq \gamma_j + 3d\). Indeed, between \(\gamma_j\) and \(\gamma_{j+1}\) there are at most \(Cd\) joint regeneration levels, for some constant depending on the dimension \(d\) and \(\bar{\epsilon}\). The claim follows from the fact that, for \(0 \leq j \leq \lceil N^\psi/4 \rceil\), we are choosing all the \(\gamma_j\) between the first \(N^2\) regeneration levels. We deduce that for \(k = \lceil N^\psi/4 \rceil\) we have \(\gamma_k \leq 3dN^\psi/4 \leq 3N/4\).

We recall \(S_k = A(d) \circ \theta_{T_{1k}, T_{2k}}\) and since \(\gamma_k \leq 3N/4\) on \(\text{Reg}(N)\), \(M_N\) implies \(M_{d+R_0} \circ \theta_{T_{1k}, T_{2k}}\).

We deduce that the last sum is bounded by

\[
\sum_{U_1, U_2} \mathbb{P}_0 \left( X_{T_{1k}}^1 = U_1, X_{T_{1k}}^2 = U_2 \right) \mathbb{P}_0^K \left( M_{d+R_0} \cap A(d) \cap D^* = +\infty \right).
\]

Using Theorem 3.25 this sum can be rewritten as

\[
\sum_{U_1, U_2} \mathbb{P}_0 \left( X_{T_{1k}}^1 = U_1, X_{T_{1k}}^2 = U_2 \right) \mathbb{P}_0^K \left( M_{d+R_0} \cap A(d) \cap D^* = +\infty \right).
\]

By Lemma 3.19 the term \(\mathbb{P}_0^K \left( M_{d+R_0} \cap A(d) \cap D^* = +\infty \right)\) is bounded by \(C\mathbb{P}_0^K \left( M_{d+R_0} \cap A(d) \right)\), where \(C > 0\) only depends on \(\lambda, \bar{\epsilon}, d, K\). We conclude using Proposition 4.9 that the sum (90) is bounded by

\[
\sum_{U_1, U_2} \mathbb{P}_0 \left( X_{T_{1k}}^1 = U_1, X_{T_{1k}}^2 = U_2 \right) Cd^{-c} = CN(1-\psi)c,
\]

where \(C, c > 0\) only depend on \(\lambda, \bar{\epsilon}, d, K\).

Finally, we prove the asymptotic separation.

Proof of Proposition 4.11. We recall the definition of \(S(N)\) in (88) and of \(\text{Reg}(N)\) in (89). Using Proposition 4.10 we have \(\mathbb{P}_0 \left( S(N)^c \right) \leq (1-\rho)^{CN}\) and by Proposition 3.26 for any \(M > 0\) we can take \(K\) large enough such that we have \(\mathbb{P}_0 \left( \text{Reg}(N)^c \right) \leq CN^{-M}\), where the constants \(\rho, C > 0\) only depend on \(\lambda, \bar{\epsilon}, d, K\). Hence,

\[
\mathbb{P}_0(M_N) = \mathbb{P}_0 \left( M_N \cap \text{Reg}(N) \cap S(N) \right) + \mathbb{P}_0 \left( M_N \cap (\text{Reg}(N)^c \cup S(N)^c) \right) \\
\leq \mathbb{P}_0 \left( M_N \cap \text{Reg}(N) \cap S(N) \right) + CN^{-M} + (1-\rho)^{CN}.
\]

We only need to bound \(\mathbb{P}_0 \left( M_N \cap \text{Reg}(N) \cap S(N) \right)\), by the definition of \(S(N)\) and union bound we get

\[
\mathbb{P}_0 \left( M_N \cap \text{Reg}(N) \cap S(N) \right) = \mathbb{P}_0 \left( M_N \cap \text{Reg}(N) \cap \left( \bigcup_{k=1}^{\lceil N^\psi/4 \rceil} S_k \right) \right) \\
\leq \sum_{k=1}^{\lceil N^\psi/4 \rceil} \mathbb{P}_0 \left( M_N \cap \text{Reg}(N) \cap S_k \right) \\
\leq CN\psi N^{-c(1-\psi)},
\]

where the last step is a consequence of Proposition 4.11. We conclude by choosing \(\psi\) small enough, we notice that this choice depends on \(c\) which only depends on \(\lambda, \bar{\epsilon}, d, K\).
5 Convergence of the series

5.1 For the trajectory

In this section we aim to prove that \( \mathbb{E}_0[F(Z_n^1)F(Z_n^2)] - \mathbb{E}_0[F(Z_n^1)]\mathbb{E}_0[F(Z_n^2)] \) converges polynomially fast to 0 as \( n \to +\infty \). \( F \) here is a bounded positive Lipschitz function from \( C([0,T], \mathbb{R}^d) \to \mathbb{R} \) and \( Z_n(t) = \frac{X_{i,n}(nt)}{n^{1/2}} \) for \( t \in [0,T] \). Actually, with a slight abuse of the notation, in all this section we will refer with \( Z_n(t) \) to the polygonal interpolant of \( (X_{i,n}(nt) - nvt)/n^{1/2} \), which is needed so that \( F(Z_n) \) is well defined. Throughout this section we assume that the function \( F \) is bounded by 1 and has Lipschitz constant \( L = 1 \), as extending the proofs to other constants follows analogously. We also assume \( t \in [0,1] \) for simplicity, as taking \( t \in [0,T] \) does not create any significant difficulty.

Let us state the main theorem of this section.

**Theorem 5.1.** There exists \( K_0 > 1 \) such that for all \( K \geq K_0 \) the following inequality holds:

\[
|\mathbb{E}_0[F(Z_n^1)F(Z_n^2)] - \mathbb{E}_0[F(Z_n^1)]\mathbb{E}_0[F(Z_n^2)]| \leq Cn^{-c},
\]

where \( C, c > 0 \) are constants which only depend on \( \lambda, \ell, d, K \).

We postpone the proof to the end of the section but let us give some intuition. Roughly speaking, on the event \( M_{n,\vartheta}^c \) (see (59)) and after few regeneration times, the two walks do not intersect anymore. It follows that they should behave like two regenerating random walks in two independent environment. This is the point of Proposition 4.6 and Proposition 5.9 which are the main steps to prove Theorem 5.1. The rest of the proof basically consists in proving that the beginning of the trajectories does not matter in the re-scaled trajectory \( Z_n \). For the sake of brevity we will write \( \mathbb{E}_0 = \mathbb{E}_{0,0} \) when referring to two walks.

We fix \( 0 < \vartheta < 1/2 \) throughout this section. Let us start with an easy estimate which will be useful later on.

**Proposition 5.2.** There exists \( K_0 > 1 \) such that for all \( K \geq K_0 \) the following inequality holds:

\[
|\mathbb{E}_0[F(Z_n)] - \mathbb{E}_0[F(Z_n) \mid D = +\infty]| \leq Cn^{-c},
\]

where \( C, c > 0 \) are constants which only depend on \( \lambda, \ell, d, K \).

**Proof.** We introduce the scaled and centered position of the walk, starting after the first regeneration time

\[
Z_n^*(t) = Z_n \left( t + \frac{1}{n} \right) - Z_n \left( \frac{1}{n} \right). \tag{91}
\]

We recall the notation \( \chi_k \) defined in (40). We set \( B_{n,\varepsilon} = \{ \forall k \in \{0, \ldots, n+1\} : \chi_k \leq n^\varepsilon \} \), where \( \varepsilon > 0 \) is a constant that we choose arbitrarily small. Then, on \( B_{n,\varepsilon} \), we have

\[
\sup_{t \in [0,1]} \|Z_n^*(t) - Z_n(t)\| \leq Cn^{-\frac{1}{2}}n^{\alpha \varepsilon} \leq Cn^{-c},
\]

where \( c = \alpha \varepsilon - \frac{1}{2} < 0 \) when choosing \( \varepsilon \) small enough (note that \( \alpha > d + 3 \) is a finite constant). It follows that, on \( B_{n,\varepsilon} \) and using the fact that \( F \) is 1-Lipschitz, we get

\[
|F(Z_n) - F(Z_n^*)| \leq Cn^{-c}.
\]

By [FK18, Lemma 6.1], for \( K \) large enough we have \( \mathbb{P}_0(B_{n,\varepsilon}^c) \leq Cn^{-c} \), where \( C, c > 0 \) only depend on \( \lambda, \ell, d, K \). Using this inequality and the fact that \( F \) is bounded by 1 we get that

\[
|\mathbb{E}_0[F(Z_n)] - \mathbb{E}_0[F(Z_n^*)]| \leq Cn^{-c}.
\]
We conclude the proof by observing that, using [FK18, Theorem 5.1],
\[ E_0[F(Z_n^0)] = E_0[F(Z_n^0) | D = +\infty]. \]

Let us introduce some events and related estimates:

- We recall
  \[ M_{n,\vartheta}^c = \inf_{x \in H_{n,\vartheta}^+ \cap \{X_n^1\}} \inf_{y \in H_{n,\vartheta}^+ \cap \{X_n^2\}} \|x - y\|_1 \geq 3. \]

Using Proposition 4.1, we have \( P_0(M_{n,\vartheta}) \leq Cn^{-c} \) where \( C, c > 0 \) only depend on \( \lambda, \vec{\ell}, d, K \).

- We define \( R_{0} \) to be the first joint regeneration level in \( H_{n,\vartheta}^+ \). For \( i \in \{1, 2\} \) we introduce \( \rho^i_{0} = T_{R_{0}}^i \). In particular, \( T_{R_{0}}^i \) is a regeneration time for the walk \( X^i \). We introduce the event
  \[ B_{n,\vartheta} : = \{ R_{0} \leq 2n^\vartheta \}. \]

Using Proposition 3.26, there exists \( K > 0 \) such that \( P_0(B_{n,\vartheta}) \leq Cn^{-c} \), where \( C, c \) depend on \( \vartheta, \lambda, d, \vec{\ell}, K \).

- We call \( \rho^i_n \) the \( n \)th (not joint) regeneration time after \( \rho^i_{0} \) for \( X^i \).

- We recall the notation \([40]\). Then define \( F_{n,\vartheta}^i = \{ \forall k \in \{1, \cdots, n^\vartheta\}, \chi_k^i \leq n^\vartheta \} \). Using [FK18, Lemma 6.1], there exists \( K > 0 \) such that \( P_0(F_{n,\vartheta}^i) \leq Cn^{-M} \), where \( C \) only depends on \( \lambda, \vec{\ell}, d, K \).

We introduce
\[ E_{n,\vartheta} : = M_{n,\vartheta}^c \cap B_{n,\vartheta} \cap F_{n,\vartheta}^1 \cap F_{n,\vartheta}^2. \]

The estimates above can be summarized in the following proposition.

**Proposition 5.3.** There exists \( K_0 > 1 \) such that, for all \( K \geq K_0 \), we have
\[ P_0(E_{n,\vartheta}) \leq Cn^{-c}, \]
where the constants \( C, c > 0 \) only depend on \( \vartheta, \lambda, \vec{\ell}, d, K \).

Let us introduce \( \tilde{X}^i = X^i_{\rho^i_{0}+} - X^i_{\rho^i_{0}} \), which is just the walk \( X^i \) shifted by \( \rho^i_{0} \) and re-centered; moreover, call \( \tilde{Z}^i_n(t) = (\tilde{X}^i_{\tau_{[nt]}} - nvt)/n^{1/2} \). Let us show that on \( E_{n,\vartheta} \), the trajectories \( \tilde{Z}^i_n \) and \( Z^i_n \) stay close.
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Proposition 5.4. The following inequality holds almost surely on the event $E_{n, \vartheta}$

$$\forall i \in \{1, 2\}, \sup_{t \in [0, 1]} \| \tilde{Z}^i_n(t) - Z^i_n(t) \| \leq C n^{-c},$$

where $C, c$ depend on $\lambda, \tilde{\ell}, d, \vartheta$.

Proof. Fix $i \in \{1, 2\}$ and $k \in \{0, \ldots, n\}$, let us show that $X^i_{\tau_k}$ is close to $X^i_{\rho_0}$ after the proper rescaling. We have that $R_0 \leq 2n^\vartheta$ and since $\rho_0$ is a regeneration time, it can be written as $\tau^i_{k_0}$ with $k_0 \in \{0, \ldots, d[n^{2\vartheta}]\}$. Indeed, at each regeneration time the walk has increased at least $2/\sqrt{d}$ in the direction $\ell$.

Using the fact that, under $E_{n, \vartheta}$, $\chi^i_k \leq n^\vartheta$ for all $k \in \{0, \ldots, n^2\}$ we have

$$\| X^i_{\rho_k} - X^i_{\rho_0} - X^i_{\tau_k} \| = \| X^i_{\tau_k + k_0} - X^i_{\tau_0} - X^i_{\tau_k} \| \leq C k_0 n^{\alpha \vartheta} \leq C n^{(\alpha + 2)\vartheta},$$

where $C$ only depends on $\lambda, \tilde{\ell}, d$. The first inequality comes from the fact that the diameter of $B(m, m^\alpha)$ is bounded by $Cm^\alpha$. Then, we only have to chose $\vartheta$ such that $(\alpha + 2)\vartheta \leq 1/4$ to conclude, indeed uniformly over all $k \in \{1, \ldots, n\}$:

$$\| Z^i_n(k/n) - \tilde{Z}^i_n(k/n) \| = \| X^i_{\tau_k} + X^i_{\rho_0} - X^i_{\rho_k} \| \leq C n^{-1/4},$$

we conclude by taking $c = 1/4$. □

We give the following corollary of the last proposition.

Corollary 5.5. The following inequality holds:

$$\left| E_0 \left[ F(Z^1_n) F(Z^2_n) \right] - E_0 \left[ F(\tilde{Z}^1_n) F(\tilde{Z}^2_n) \right] \right| \leq C n^{-c},$$

where $C, c > 0$ are constants which only depend on $\lambda, \tilde{\ell}, d, K$.

Proof. The result follows from Proposition 5.4, Proposition 5.3 and the fact that $F$ is a bounded Lipschitz function. □

We define $\mathcal{I} = \{ \inf_{p, q \geq 0} \| X^1_p - X^2_q \|_1 \geq 3 \}$ the event that the two walks stay far away from each other. The following proposition is crucial and shows that, when shifted and on $\mathcal{I}$, we can approximate the behavior of our walks as if they lived in independent environments. We also highlight the fact that the following proposition gives an inequality. One can prove it, in the same way, as an equality with an error term of order $C n^{-c}$, where $C, c > 0$ only depend on $\lambda, \tilde{\ell}, d, K$. Let us introduce the sigma algebra

$$\sigma \left( \{ X^1_0, X^2_0, (X^1_p, Z^1_p), (X^2_q, Z^2_q) \ | \ p, q \geq 1 \} \cup \{ e_\ast(e) \ | \ e \in \mathcal{E}(X^1_n)_{n \geq 0} \cup \mathcal{E}(X^2_n)_{n \geq 0} \backslash (\mathcal{E} X^1_0 \cup \mathcal{E} X^2_0) \} \right).$$

(95)

Proposition 5.6. For any bounded positive function $f$ measurable with respect to (95) we have the following inequality:

$$E_0 \left[ f \circ \rho^1_0, \rho^2_0 \mathcal{I} \circ \rho^1_0, \rho^2_0 \right] \leq E_0 \left[ Q^{X^1_0, X^2_0} \mathcal{I}, D^\varnothing = +\infty \right].$$

Remark 5.7. Looking at this inequality one may be surprised. Indeed, on the left term $\rho_0$ is using the notion of joint regeneration levels while on the right term, $\{ D^\varnothing = +\infty \} = \{ D^1 = +\infty, D^2 = +\infty \}$ refers to the classical notion of regeneration time for a single walk. However, we observe that on event $\mathcal{I}$, the event $\{ D^\ast = +\infty \}$ coincides with $\{ D^\varnothing = +\infty \}$. 44
Proof. First, using Theorem 3.25 we can write

\[
E_0 \left[ f \circ \theta_{\rho_1^0, \rho_2^0} \mathbb{1}_I \circ \theta_{\rho_1^0, \rho_2^0} \right] = E_0 \left[ E^K_{X_1^{\rho_0}, X_2^{\rho_0}} \left[ f \mathbb{1}_I \mid \mathcal{D}^* = +\infty \right] \right].
\] (96)

Fix \(a, b \in \mathbb{Z}^d\) such that \(P_0(X_1^{\rho_1^0} = a, X_2^{\rho_2^0} = b) > 0\). Let us prove that

\[
E^K_{a, b} \left[ f \mathbb{1}_I \mid \mathcal{D}^* = +\infty \right] \leq E^Q_{a, b} \left[ f \mid I, D^{\otimes} = +\infty \right].
\] (97)

Observe that on \(I\), the function \(f \mathbb{1}_{D^{\otimes} = +\infty}\) coincide with a function \(g\) measurable with respect to \(\mathcal{F}_T\), where \(T\) and \(\mathcal{F}_n\) are defined in (78). Thus, we can write

\[
E^K_{a, b} \left[ f \mathbb{1}_I \mid \mathcal{D}^* = +\infty \right] = E^K_{a, b} \left[ g \mid I, \mathcal{D}^{\otimes} = +\infty \right],
\] (98)

where the second equality uses Proposition 4.6 and the fact that \(g\) is measurable with respect to \(\mathcal{F}_T\). On \(I\), the event \(\{D^{\otimes} = +\infty\}\) coincides with \(\{D^{\bullet} = +\infty\}\). It follows that

\[
Q^K_{a, b} (I, D^{\otimes} = +\infty) = P^K_{a, b} (I, D^{\otimes} = +\infty) \leq P^K_{a, b} (D^{\bullet} = +\infty).
\] (99)

Result (97) follows from (98) and (99). Inserting it in (96) concludes the proof.

The next lemma will enable us to erase the conditioning on the event \(I\).

Lemma 5.8. We have the following inequality:

\[
E_0 \left[ Q^K_{X_1^{\rho_0}, X_2^{\rho_0}} (I^c \mid D^{\otimes} = +\infty) \right] \leq C n^{-c},
\]

where \(C, c > 0\) are constants which only depend on \(\lambda, \vec{\ell}, d, K\).

Proof. By [FK18, Lemma 5.1] we have \(Q^K_{X_1^{\rho_0}, X_2^{\rho_0}} (D^{\otimes} = +\infty) = P_0(D = +\infty)^2 > \eta > 0\), where \(\eta\) only depends on \(\lambda, \vec{\ell}, d, K\). Hence, we only have to dominate

\[
E_0 \left[ Q^K_{X_1^{\rho_0}, X_2^{\rho_0}} (I^c, D^{\otimes} = +\infty) \right].
\]

By the same argument as in the last proof, it is equal to

\[
E_0 \left[ P^K_{X_1^{\rho_0}, X_2^{\rho_0}} (I^c, D^{\bullet} = +\infty) \right].
\]

Using Lemma 3.19 the last term is bounded from above by

\[
C E_0 \left[ P^K_{X_1^{\rho_0}, X_2^{\rho_0}} (I^c \mid D^{\bullet} = +\infty) \right],
\]

where \(C > 0\) is a constant which only depends on \(\lambda, \vec{\ell}, d, K\). By Proposition 3.25 this expectation is equal to

\[
P_0 (I^c \circ \theta_{\rho_0}) \leq P_0 \left( \inf_{x \in H_\rho \cap \{X_1^{\rho_0}\}} \inf_{y \in H_\rho \cap \{X_2^{\rho_0}\}} \|x - y\|_1 \leq 2 \right) \leq C n^{-c},
\]

where the last inequality follows from Proposition 4.1. \(\square\)
Proposition 5.9. For any bounded positive function $f$ measurable with respect to $(95)$ we have the following inequality:

\[
\left| \mathbb{E}_0 \left[ \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid \mathcal{I}, D^0 = +\infty} \left[ f \mid \mathcal{I} \right] \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid D^0 = +\infty} \left[ f \mid D^0 = +\infty} \right] \right] - \mathbb{E}_0 \left[ \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid \mathcal{I}, D^0 = +\infty} \left[ f \mid \mathcal{I} \right] \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid D^0 = +\infty} \left[ f \mid D^0 = +\infty} \right] \right] \right| \leq Cn^{-c},
\]

where $C, c > 0$ are constants which only depend on $\lambda, \ell, d, K$.

Proof. We can rewrite the term $\mathbb{E}_0 \left[ \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid \mathcal{I}, D^0 = +\infty} \left[ f \mid \mathcal{I} \right] \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid D^0 = +\infty} \left[ f \mid D^0 = +\infty} \right] \right]$ as

\[
\mathbb{E}_0 \left[ \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid \mathcal{I}, D^0 = +\infty} \left[ f \mid \mathcal{I} \right] \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid D^0 = +\infty} \left[ f \mid D^0 = +\infty} \right] \right] + 
\mathbb{E}_0 \left[ \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid \mathcal{I}, D^0 = +\infty} \left[ f \mid \mathcal{I}^c \right] \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid D^0 = +\infty} \left[ f \mid D^0 = +\infty} \right] \right].
\]

Using the fact that $f$ is bounded, it follows that the term in the statement of the proposition is bounded from above by

\[
C \mathbb{E}_0 \left[ \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid \mathcal{I}^c \mid D^0 = +\infty} \right].
\]

We conclude using Lemma 5.8.

We are now able to prove Theorem 5.1. Proof of Theorem 5.1. We recall that we want to dominate

\[
\mathbb{E}_0 \left[ F(Z_n^1) F(Z_n^2) \right] - \mathbb{E}_0 \left[ F(Z_n^1) \right] \mathbb{E}_0 \left[ F(Z_n^2) \right] .
\]

First, using Corollary 5.5 we dominate this by

\[
Cn^{-c} + \mathbb{E}_0 \left[ F(\tilde{Z}_n^1) F(\tilde{Z}_n^2) \right] - \mathbb{E}_0 \left[ F(Z_n^1) \right] \mathbb{E}_0 \left[ F(Z_n^2) \right] .
\]

Using the fact that $\mathbb{P}_0(\mathcal{I}^c \circ \theta_{\rho_0, \rho_0^0}) \leq Cn^{-c}$ by Proposition 4.1 and the fact that $F$ is bounded we dominate it by

\[
Cn^{-c} + \mathbb{E}_0 \left[ \mathbb{1}_{\mathcal{I}} \circ \theta_{\rho_0, \rho_0^0} F(\tilde{Z}_n^1) F(\tilde{Z}_n^2) \right] - \mathbb{E}_0 \left[ F(Z_n^1) \right] \mathbb{E}_0 \left[ F(Z_n^2) \right] .
\]

Let us bound from above the term

\[
\mathbb{E}_0 \left[ \mathbb{1}_{\mathcal{I}} \circ \theta_{\rho_0, \rho_0^0} F(\tilde{Z}_n^1) F(\tilde{Z}_n^2) \right].
\]

Let us introduce the function $f = F(Z_n^1 \mid Z_n^2(0)) F(Z_n^2 \mid Z_n^2(0))$, then the last term can be rewritten as

\[
\mathbb{E}_0 \left[ \mathbb{1}_{\mathcal{I}} \circ \theta_{\rho_0, \rho_0^0} f \circ \theta_{\rho_0, \rho_0^0} \right].
\]

Furthermore, we observe that $f$ satisfies the assumptions of Proposition 5.6 and Proposition 5.9 hence last term is bounded from above by

\[
Cn^{-c} + \mathbb{E}_0 \left[ \mathbb{E}^{X_1^{K}, X_2^{\lambda} \mid \mathcal{I}, D^0 = +\infty} \left[ f \mid D^0 = +\infty} \right] \right].
\]
Using [FK18, Theorem 5.4] and the form of the function \( f \) we can write
\[
\mathbb{E}^0_{\lambda_1, \ldots, \lambda_d} \bigg[ F \big( Z_n^1 - Z_n^1(0) \big) F \big( Z_n^2 - Z_n^2(0) \big) \bigg| D = +\infty \bigg],
\]
as
\[
\mathbb{E}^0_{\lambda_1} \big[ F(Z_n) \big| D = +\infty \big]^2.
\]
To summarise we have dominated the term
\[
\mathbb{E}_0 \big[ F(Z_n^1) F(Z_n^2) \big] - \mathbb{E}_0 \big[ F(Z_n^1) \big] \mathbb{E}_0 \big[ F(Z_n^2) \big],
\]
by
\[
Cn^{-c} + \mathbb{E}_0^K \big[ F(Z_n) \big| D = +\infty \big]^2 - \mathbb{E}_0 \big[ F(Z_n) \big]^2.
\]
We conclude by using the fact that \( F \) is bounded and Proposition 5.2.

5.2 For the joint process
We recall the notations \( S_n(t) = \tau_{[tn]} / \text{Inv}(n) \), where \( \text{Inv}(n) = \inf \{ t \geq 0 : \mathbb{P}[c_s > t] \leq 1/n \} \), \( W_n(t) = (Z_n(t), S_n(t)) \) and \( W_n^*(t) = W_n(t + \tfrac{1}{n}) - W_n \left( \tfrac{1}{n} \right) \). We fix a positive and bounded Lipschitz function \( F : (\mathbb{R}^{d+1})^m \to \mathbb{R} \) and \( 0 \leq t_1 \leq \cdots \leq t_m \leq T \). For simplicity, we will assume \( T = 1 \) throughout the section. To clarify the notations we will write
\[
F(W_n^*) = F(W_n^*(t_1), \ldots, W_n^*(t_m)).
\]
In this section we prove the following result.

**Proposition 5.10.** There exists \( K_0 > 1 \) such that the following inequality holds for all \( K \geq K_0 \):
\[
|\mathbb{E}_0[F(W_n^{*1}) F(W_n^{*2})] - \mathbb{E}_0[F(W_n^{*1})]| \mathbb{E}_0[F(W_n^{*2})]| \leq Cn^{-c},
\]
where \( C, c > 0 \) are constants which only depend on \( \lambda, \bar{\ell}, d, K \).

Before proving Proposition 5.10 we will need to state and prove Lemma 5.12. Let us also admit the following lemma which is crucial in the proof of Lemma 5.12.

**Lemma 5.11.** For all \( \eta \in (0, 1) \) and \( \rho < \eta / \gamma \), the probability
\[
\mathbb{P}_0 \left( S_n(n^{-\eta}) > n^{-\rho} \right) = \mathbb{P}_0 \left( S_n(n^{-\eta}) > n^{-\rho} \big| D = +\infty \right)
\]
decays polynomially fast to 0 as \( n \to \infty \).

We let \( \rho_{i}^0 \) be \( T_{R_0}^i \), where \( R_0 \) is the first joint regeneration level in \( \mathcal{H}^+_n \). Let us also recall that we denote \( k_0^i \geq 1 \) the random integer such that \( \tau_{k_0^i}^i = \rho_{i}^0 \). Then let us introduce, for \( i \in \{1, 2\} \)
\[
\bar{W}_n^{*i}(t) = W_n^{*i} \left( \frac{k_0^i}{m} + t \right) - W_n^{*i} \left( \frac{k_0^i}{m} \right),
\]
which is the value of \( W_n^{*i} \) for the walk shifted by \( \tau_{k_0^i} \).

**Lemma 5.12.** The following inequality holds:
\[
|\mathbb{E}_0 \left[ F(W_n^{*1}) F(W_n^{*2}) \right] - \mathbb{E}_0 \left[ F(\bar{W}_n^{*1}) F(\bar{W}_n^{*2}) \right]| \leq Cn^{-c},
\]
where \( C, c > 0 \) are constants which only depend on \( \lambda, \bar{\ell}, d, K \).
Proof. Since $F$ is Lipschitz we have the following bound for $i \in \{1, 2\}$

$$|F(W_n^{si}) - F(\tilde{W}_n^{si})| \leq C \left( \max_{1 \leq j \leq m} \left| S_n^* \left( t_j + \frac{k_j}{n} \right) - S_n^* \left( \frac{k_j}{n} \right) \right| + \max_{1 \leq j \leq m} \left| Z_n^* \left( t_j + \frac{k_j}{n} \right) - Z_n^* \left( \frac{k_j}{n} \right) \right| \right).$$

(101)

(102)

Let us recall the event $B_{n, \vartheta}$ defined in (92), we proved that $\mathbb{P}_0(\mathcal{B}_{n, \vartheta}) \leq Cn^{-c}$ in (93).

Let us put ourselves on the event $B_{n, \vartheta}$ and fix $1 > 1 - \eta > \vartheta > 0$. Then for $i \in \{1, 2\}$, $X_{i_{\lfloor n-1 \eta \rfloor}}^i$ is $\mathbb{P}_0$-almost surely in $\mathcal{H}_2^{\vartheta}$, hence $\tau_i^{k_0} < \tau_i^{1-\eta}$ since $\mathcal{R}_0 \leq 2n^{\vartheta}$. It follows that event $B_{n, \vartheta}$ implies $C_{n, \eta}^i := \{k_0^i \leq n^{1-\eta}\}$ for $i \in \{1, 2\}$. In addition, under event $C_{n, \eta}^i$ the term $S_n^i(t_j + k_0^i/n) - S_n^i(t_j)$ is dominated by $S_n^i(t_j + n^{-\eta}) - S_n^i(t_j)$ which is distributed as $S_n^i(n^{-\eta})$ under $\mathbb{P}_0$ by [FK18] Theorem 5.4.

Fixing $t_0 = 0$, we define

$$A_{n, \rho}^i := \{\forall j \in \{0, \ldots, m\}, S_n^i(t_j + k_0^i/n) - S_n^i(t_j) \leq n^\rho\}.$$

(103)

Then, using (92), Lemma 5.11 a union bound and the i.i.d. structure of regeneration times one gets

$$\mathbb{P}_0((A_{n, \rho}^i)^c) \leq m \mathbb{P}_0(S_n^i(n^{-\eta}) \geq n^\rho \mid D = +\infty) + \mathbb{P}_0(B_{n, \vartheta}^c) \leq Cn^{-c},$$

(104)

where $\rho < \eta/\gamma < 1/\gamma$. We recall the definition of the event $E_{n, \vartheta}$ in (104). Using Proposition 5.3 and Proposition 5.4 on $E_{n, \vartheta}$, we have

$$\sup_{t \in [0, 1]} \|Z_n^i(t) - Z_n^1(t)\| \leq Cn^{-c}.$$

In particular,

$$\forall j \in \{0, \ldots, m\}, \left\| Z_n^i \left( t_j + \frac{k_j^i}{n} \right) - Z_n^* \left( \frac{k_j^i}{n} \right) - Z_n^* \left( t_j \right) \right\| \leq Cn^{-c}.$$

(105)

Putting everything together we obtain

$$\mathbb{E}_0 \left[ F(W_n^{*1})F(W_n^{*2}) \right] - \mathbb{E}_0 \left[ F(\tilde{W}_n^{*1})F(\tilde{W}_n^{*2}) \right] \leq \mathbb{E}_0 \left[ F(W_n^{*1})F(W_n^{*2})1_{\{A_{\lambda, \eta, \rho}^1 \cap A_{\lambda, \eta, \rho}^2 \cap E_{n, \vartheta}\}} \right] - \mathbb{E}_0 \left[ F(\tilde{W}_n^{*1})F(\tilde{W}_n^{*2})1_{\{A_{\lambda, \eta, \rho}^1 \cap A_{\lambda, \eta, \rho}^2 \cap E_{n, \vartheta}\}} \right] + Cn^{-c} \leq Cn^{-c}.$$

In the first inequality we used (104) and Proposition 5.3 and in the second one the fact that $F$ is bounded, (101), (102), (103) and (105).

We are now able to prove the key result.

Proof of Proposition 5.10. Let us fix again $1 > 1 - \eta > \vartheta > 0$ and recall that $\mathcal{I} = \{\inf_{p,q \geq 0}(\|X_p - X_q\|1) \geq 2\}$. By Lemma 5.12 we get that

$$\mathbb{E}_0[F(W_n^{*1})F(W_n^{*2})] - \mathbb{E}_0[F(W_n^{*1})][\mathbb{E}_0[F(W_n^{*2})] \leq Cn^{-c} + \mathbb{E}_0[\mathbb{E}[F(W_n^{*1})][\mathbb{E}[F(W_n^{*2})]]].$$

Moreover, recalling the definition of $\mathbf{M}_N$ in (59) and using Proposition 4.1 we also get that

$$\left| \mathbb{E}_0 \left[ F(\tilde{W}_n^{*1})F(\tilde{W}_n^{*2}) \right] - \mathbb{E}_0 \left[ \mathbf{1}_{\mathcal{I}_{\vartheta, \rho, \vartheta}} \right] F(\tilde{W}_n^{*1})F(\tilde{W}_n^{*2}) \right| \leq \mathbb{P}_0 \left( \mathcal{T}^\circ \vartheta_{\rho, \vartheta} \right) \leq \mathbb{P}_0(\mathbf{M}_n^{\vartheta}) \leq Cn^{-c}.$$
We introduce \( f = F(W_n^{*1})F(W_n^{*2}) \) and note that
\[
\mathbb{E}_0 \left[ \mathbf{1}_{\{\mathcal{I}_0 \theta_{\rho_v^0, \nu_{\rho_v^0}}^\circ\}} F(W_n^{*1})F(W_n^{*2}) \right] = \mathbb{E}_0 \left[ \mathbf{1}_{\{\mathcal{I}_0 \theta_{\rho_v^0, \nu_{\rho_v^0}}^\circ\}} f \circ \theta_{\rho_v^0, \nu_{\rho_v^0}}^\circ \right].
\]
Furthermore, \( f \) satisfies the assumptions of Proposition 5.6 and Proposition 5.9 hence we get
\[
\mathbb{E}_0 \left[ \mathbf{1}_{\{\mathcal{I}_0 \theta_{\rho_v^0, \nu_{\rho_v^0}}^\circ\}} f \circ \theta_{\rho_v^0, \nu_{\rho_v^0}}^\circ \right] \leq C n^{-c} + \mathbb{E}_0 \left[ Q_{X_{\rho_{\rho_v^0}^0}}^{\mathcal{I}_0 \theta_{\rho_v^0, \nu_{\rho_v^0}}^\circ} \left[ f \mid D^\circ = +\infty \right] \right].
\]
We can rewrite the last term in the following way
\[
\mathbb{E} Q_{X_{\rho_{\rho_v^0}^0}}^{\mathcal{I}_0 \theta_{\rho_v^0, \nu_{\rho_v^0}}^\circ} \left[ f \mid D^\circ = +\infty \right] = \mathbb{E} Q_{X_{\rho_{\rho_v^0}^0}}^{\mathcal{I}_0 \theta_{\rho_v^0, \nu_{\rho_v^0}}^\circ} \left[ F(W_n^{*1})F(W_n^{*2}) \mid D^\circ = +\infty \right] = \mathbb{E}_0 \left[ F(W_n^*) \mid D = +\infty \right]^2 = \mathbb{E}_0 \left[ F(W_n^*) \right]^2.
\]
Putting together the estimates (106) and (107) we have shown that
\[
\mathbb{E}_0 \left[ F(W_n^{*1})F(W_n^{*2}) \right] - \mathbb{E}_0 \left[ F(W_n^{*1}) \right] \mathbb{E}_0 \left[ F(W_n^{*2}) \right] \leq C n^{-c},
\]
which concludes the proof. \( \square \)

5.3 Small times do not matter

We end the section by showing the proof of Lemma 5.11

Lemma 5.13. (Fuk-Nagaev inequality, [Ber19, Theorem 5.1]) Let \((X_i)_{i \geq 1}\) be a family of independent identically distributed random variables with regularly varying tails and tail parameter \(\gamma \in (0, 1)\) under some probability measure \(P\). Let \(\mathcal{S}(n) := \sum_{i=1}^{[n]} X_i\) and \(\mathcal{M}(n) := \max_{i \in \{1, \ldots, [n]\}} X_i\), then there exists a constant \(c > 0\) such that, for all \(y \leq x\)
\[
P(\mathcal{S}(n) > x, \mathcal{M}(n) < y) \leq \left(\frac{c n y}{x} \cdot L(y) y^{-\gamma} \right)^{x/y},
\]
where \(L(y)\) is the slowly varying function associated to the tail of \(X_1\).

Let us consider \(\{\tau_1^{(i)}\}_{i \geq 1}\), a sequence of i.i.d. random variables distributed as \(\tau_1\) under the measure \(P_0^K(\cdot \mid D = +\infty)\), let us assume for simplicity that they can be defined under \(P_0\). In [FK18, Proposition 10.3] it is proved that the sum \(\mathcal{S}(n) := \sum_{i=1}^{n} \tau_1^{(i)}\) is in the domain of attraction of a completely asymmetric stable law of index \(\gamma\). This implies, recalling [Fel71, IX.8, Theorem 1], that \(P_0^K(\tau_1 > t \mid D = +\infty) = \psi(t) t^{-\gamma}\) for some slowly varying function \(\psi(\cdot)\).

Lemma 5.14. For all \(\eta \in (0, 1)\) set \(\mathcal{M}(n^{1-\eta})\) as in Lemma 5.13, then for all \(\rho < \eta/\gamma\) and all \(\varepsilon < (\eta - \rho\gamma)/3\gamma\) there exists \(\nu > 0\) such that
\[
P_0 \left( \mathcal{M}(n^{1-\eta}) > n^{1/\gamma - \rho - 2\varepsilon} \right) \leq C n^{-\nu}.
\]
Proof.
\[
P_0 \left( \mathcal{M}(n^{1-\eta}) > n^{1/\gamma - \rho - 2\varepsilon} \right) \leq n^{1-\eta} P^K_0 \left( \tau_1 > n^{1/\gamma - \rho - 2\varepsilon} \mid D = +\infty \right)
\leq C n^{1-\eta} n^{-1+\gamma\rho+2\varepsilon}\psi(n^{1/\gamma - \rho - 2\varepsilon})
\leq C n^{-\eta+\gamma\rho+3\varepsilon} \leq n^{-\nu},
\]
where we used the fact that a slowly varying function can always be bounded from above by any polynomial so that \(\psi(n^{1/\gamma}) \leq C n^{1/\gamma}\) (Potter’s bound [BGT89, Theorem 1.5.6]). Finally, it holds that \(\eta - \rho - 3\varepsilon > 0\) by our choice of \(\varepsilon\), one has that the last inequality holds for some \(\nu\) small enough. \( \square \)
Lemma 5.15. For all $\eta \in (0,1)$ recall $\mathcal{M}(n^{1-\eta})$ and $\mathcal{I}(n^{1-\eta})$ from Lemma 5.13 then for all $\rho < \eta/\gamma$ and all $\varepsilon < (\eta - \rho)/3\gamma$ there exists $\nu > 0$ such that
\[ \mathbb{P}_0 \left( \mathcal{I}(n^{1-\eta}) > n^{1/\gamma - \rho \varepsilon} \right) \leq n^{-\nu}. \]

Proof. First notice that, by total probability
\[ \mathbb{P}_0 \left( \mathcal{I}(n^{1-\eta}) > n^{1/\gamma - \rho \varepsilon}, \mathcal{M}(n^{1-\eta}) > n^{1/\gamma - \rho - 2\varepsilon} \right) + \mathbb{P}_0 \left( \mathcal{I}(n^{1-\eta}) > n^{1/\gamma - \rho \varepsilon}, \mathcal{M}(n^{1-\eta}) \leq n^{1/\gamma - \rho - 2\varepsilon} \right). \]

By Lemma 5.14
\[ \mathbb{P}_0 \left( \mathcal{I}(n^{1-\eta}) > n^{1/\gamma - \rho \varepsilon}, \mathcal{M}(n^{1-\eta}) > n^{1/\gamma - \rho - 2\varepsilon} \right) \leq Cn^{-\nu}, \]
for some $\nu > 0$. So we just need to bound the second term of the sum. We can appeal to Lemma 5.13 with the pair
\[ x = n^{1/\gamma - \rho \varepsilon}, \quad y = n^{1/\gamma - \rho - 2\varepsilon}. \]

Plugging these quantities into the formula gives
\[ \mathbb{P}_0 \left( \mathcal{I}(n^{1-\eta}) > n^{1/\gamma - \rho \varepsilon}, \mathcal{M} \leq n^{1/\gamma - \rho - 2\varepsilon} \right) \leq \left( Cn^{1-\eta}n^{-\varepsilon}n^{1-\rho + 2\gamma \varepsilon} \psi(n^{1/\gamma - \rho - 2\varepsilon}) \right)^{n^{\varepsilon}}. \]

Since the exponent is large we need to check that what is inside the brackets is small. This is immediate as
\[ Cn^{1-\eta}n^{-\varepsilon}n^{1-\rho + 2\gamma \varepsilon} \psi(n^{1/\gamma - \rho - 2\varepsilon}) \leq Cn^{2\varepsilon \gamma - \eta + \gamma \rho} \leq e^{-1}, \]
as $\psi(n^{1/\gamma}) \leq Cn^{\varepsilon}$ using Potter’s bound and $2\varepsilon \gamma - \eta + \gamma \rho < 0$ by our choice of $\varepsilon$, this gives a super-polynomial bound for the desired quantity. □

Proof of Lemma 5.14 Let us start with the first statement. Note that, under $\mathbb{P}_0$, $\{\tau_{i+1} - \tau_i\}_{i \geq 1}$ are independent identically distributed random variables distributed as $\tau_1$ under $\mathbb{P}_0^K(\cdot | D = +\infty)$. Using this fact, we can re-write
\[ S_n^*(n^{-\eta}) \overset{(d)}{=} \text{Inv}(n)^{-1} \sum_{i=1}^{n^{-\eta}} \tau_1^{(i)}, \]
where $\{\tau_1^{(i)}\}_{i \geq 1}$ are i.i.d. copies of $\tau_1$ under the measure $\mathbb{P}_0^K(\cdot | D = \infty)$. Then Lemma 5.15 is enough to conclude together with the fact that for all $\varepsilon > 0$
\[ \frac{n^{1/\gamma - \varepsilon}}{\text{Inv}(n)} \overset{n \to \infty}{\to} 0. \]

6 Quenched convergence

We start this section by proving Theorem 1.2.

Proof of Theorem 1.2 The result is a straightforward consequence of Theorem 5.1 and Proposition 5.10. In particular one just needs to notice that
\[ \text{Var} \left( E_0^* \left[ F_2(Z_{\nu}) \right] \right) = E_0[F_2(Z_{\nu}) F_2(Z_{\nu}^2)] - E_0[F_2(Z_{\nu})] E_0[F_2(Z_{\nu}^2)]. \]
The same decomposition holds for the process $W^*$ and the function $F_1$. □
Recall $D^d([0,T])$ is the space $\mathbb{R}^d$-valued càdlàg functions and set $D([0,T]) = D^1([0,T])$. In the following we consider $U$ the uniform topology and $J_1, M_1$ two classical Skorohod topologies.

Let us recall the definition of the vector $v$ and the matrix $\Sigma$ that were introduced in \cite{FK18} Equations (11.1), (11.2)]. In particular, $v := E_0^\gamma[|X_{\tau_1}| | D = \infty]$ while $\Sigma$ is the covariance matrix of $X_{\tau_1}$ under $P_0^\gamma(\cdot | D = \infty)$. Moreover, let us introduce $v_0 = v/|v|$, $I_d$ as the $d$-dimensional identity matrix and $P_{v_0}$ as the projection matrix on $v_0$. Finally let

$$M_d := C_{-\gamma/2}^- (I_d - P_{v_0}) \sqrt{\Sigma}.$$ 

Proposition 6.1. Fix any $T > 0$, the followings holds for almost every environment $\omega \in \Omega$.

The law of $(Y_n(t))_{0 \leq t \leq T}$ converges under $P_0^\omega(\cdot)$ in the $U$ topology on $D^d$ towards the distribution of $(vt)_{0 \leq t \leq T}$. Moreover, the law of $(Z_n(t), S_n(t))_{0 \leq t \leq T}$ under $P_0^\omega(\cdot)$ converges in $D^d([0,T]) \times D([0,T])$ in the $J_1 \times M_1$ topology as $n \to \infty$ towards the law of $(\sqrt{\Sigma}B_t, C_{\infty}S_\gamma(t))_{0 \leq t \leq T}$, where $B$ is a standard Brownian motion and $S_\gamma$ is a stable Subordinator of index $\gamma$ independent of $B$.

Proof. The convergence of $(Y_n(t))_{0 \leq t \leq T}$ is a consequence of \cite{FK18} Equation (11.2)]. We start by proving that Theorem 1.2 together with \cite{FK18} Lemma 11.2 imply the fact that $S_n$ converges in the $M_1$ sense under the quenched law towards $S_\gamma$, we follow the proof of \cite{Mou11} Proposition 10.4]. First we observe that

$$S_n(t) = \frac{1}{\text{Inv}(n)} \left( \tau_1 + \sum_{i=1}^{[nt]-1} (\tau_{i+1} - \tau_i) \right).$$

We have that $\tau_1 < +\infty$ and $\tau_{n+1} - \tau_n < +\infty$ $P$-a.s. by \cite{FK18} Theorem 5.1], this means that for $P$-almost all realisation of the environment $\tau_1 < +\infty P^\omega$-a.s. Then, applying Slutsky’s theorem, we only need to prove the quenched convergence of $S_n^*$ towards $S_\gamma$.

In order to prove convergence of the finite dimensional distributions we introduce

$$F(S_n^*(t_1), \ldots, S_n^*(t_m)) = \exp(-\lambda_1 S_n^*(t_1) - \lambda_2 (S_n^*(t_2) - S_n^*(t_1)) \cdots - \lambda_m (S_n^*(t_m) - S_n^*(t_{m-1}))),$$

where $\lambda_1, \ldots, \lambda_m \in \mathbb{R}^m$ and $0 < t_1, \ldots, t_m \leq T$. By \cite{FK18} Lemma 11.2 we have annealed convergence, so that Laplace functionals converge, in particular

$$\mathbb{E}_0[F(S_n^*)] = \mathbb{E}[E_0^\omega[F(S_n^*)]] \xrightarrow{n \to +\infty} \mathbb{E}_0[F(S_\gamma)] = \exp(-t_1 \psi(\lambda_1) - \cdots - \psi(\lambda_m) (t_m - t_{m-1})).$$

where $\psi$ is the Laplace exponent of the stable Subordinator. Moreover, since $F$ is Lipschitz we can apply Theorem 1.2 more specifically \cite{b8}, we know that for $b \in (1,2)$

$$\sum_{k=1}^{+\infty} \var{E_0^\omega(F(S_{\gamma k}^*))] < +\infty.$$ 

Therefore, by applying Chebyshev inequality and Borel-Cantelli to the sequence of events $|E_0^\omega(F(S_{\gamma k}^*))] - \mathbb{E}_0[F(S_{\gamma k}^*])| > \epsilon$ and using the annealed convergence we get that

$$E_0^\omega[F(S_n^*)] \xrightarrow{n \to +\infty} \mathbb{E}_0[F(S_\gamma)], \quad (109)$$

almost surely along $b^k$. Moreover, by countable subadditivity, the convergence holds jointly on a set of full measure for all functions $F$ of the form above with $\lambda_1, \ldots, \lambda_m, t_1, \ldots, t_m$ and $b$ rationals. The convergence can be extended to any $\lambda_1, \ldots, \lambda_m$ and $t_1, \ldots, t_m$ by the continuity of the limit and the monotonicity of $S^*$. Let us justify this claim for the one-point marginal as extending to the f.d.d. follows in a straightforward manner. Fix any $(\lambda, t) \in \mathbb{R}^+ \times [0,1]$, pick a sequence $(\lambda_j, t_j)_{j \in \mathbb{N}}$ so that $\lambda_j \uparrow \lambda$ and $t_j \uparrow t$ are rational. Then, by monotonicity of $S^*$ and applying (109) we get that for all $j$

$$\lim_{k \to +\infty} E_0^\omega[e^{-\lambda_j S_{\gamma k}^*(t_j)}] \leq \lim_{k \to +\infty} E_0^\omega[e^{-\lambda_j S_{\gamma k}^*(t_j)}] = \mathbb{E}_0[e^{-\lambda_j S(t_j)}].$$
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By the fact that $t$ is almost surely a continuity point of $S$, we observe that $S(t_j) \uparrow S(t)$. Hence, by the dominated convergence theorem
\[
\limsup_{k \to \infty} E_0^\omega \left[ e^{-\lambda S_{t_k}^* (t)} \right] \leq E_0 \left[ e^{-\lambda S(t)} \right].
\]
Arguing symmetrically yields
\[
\liminf_{k \to \infty} E_0^\omega \left[ e^{-\lambda S_{t_k}^* (t)} \right] \geq E_0 \left[ e^{-\lambda S(t)} \right],
\]
which justifies our claim. On the set of full measure where the joint convergence holds, we want to extend the convergence to hold along $n$. Let $k_n$ be the largest integer such that $b^{k_n} \leq n$.

Using the definition of $F$, for any two increasing processes $h$ and $h'$ starting from 0 one gets
\[
|F(h) - F(h')| \leq C \max_{1 \leq i \leq m} |h(t_i) - h'(t_i)| \land 1.
\]
Observe that
\[
S_n^*(t_i) = \left( \frac{b^{k_n}}{n} \right)^{1/\gamma} S_{t_k}^* \left( \frac{m}{b^{k_n}} t_i \right).
\]
By the definition of $k_n$ and the monotonicity of $S_{t_k}^*$, the latter is smaller than $S_{t_k}^*(bt_i)$, as a consequence
\[
(b^{\frac{1}{\gamma}} - 1)S_{t_k}^*(t_i) \leq S_n^*(t_i) - S_{t_k}^*(t_i) \leq S_{t_k}^*(bt_i) - S_{t_k}^*(t_i).
\]
The quantity
\[
\limsup_{n \to \infty} \left[ E_0^\omega \left| F(S_n^*(t_i)) \right| - E_0^\omega \left[ F(S_{t_k}^*(t_i)) \right] \right],
\]
is thus bounded from above, applying (110), up to a multiplicative constant, by
\[
\limsup_{n \to \infty} E_0^\omega \left[ \max_{1 \leq i \leq m} \left( |S_{t_k}^*(bt_i) - S_{t_k}^*(t_i)|, |(b^{\frac{1}{\gamma}} - 1)S_{t_k}^*(t_i)| \right) \land 1 \right].
\]
Using the convergence along $b^k$ we get that
\[
\limsup_{n \to \infty} E_0^\omega \left[ \max_{1 \leq i \leq m} \left( |S_{t_k}^*(bt_i) - S_{t_k}^*(t_i)|, |(b^{\frac{1}{\gamma}} - 1)S_{t_k}^*(t_i)| \right) \land 1 \right] = E_0 \left[ \max_{1 \leq i \leq m} \left( |S_{\gamma}(bt_i) - S_{\gamma}(t_i)|, |(b^{\frac{1}{\gamma}} - 1)S_{\gamma}(t_i)| \right) \land 1 \right].
\]
By the fact that $S_{\gamma}$ is almost surely continuous at deterministic times we get that the quantity on the right converges to 0 as $b \to 1$ along rationals by dominated convergence theorem, since the quantity is bounded by 1. The tightness of the process in $M_t$ follows from this f.d.d. convergence we just proved, using the fact that all processes involved are increasing (see [Whi02, Theorem 12.12.3]).

The convergence of the position $Z_n(t)$ (both seen as the polygonal interpolation and in the canonical way) is proved using Theorem 1.2 (statement 7) and annealed convergence towards Brownian motion in [BS02, Lemma 4.1] or, alternatively, [Bow18, Lemma 3.1].

We now need to prove joint convergence of $S_n$ and $Z_n$. First notice that, by the previous two points and [Whi02, Theorem 11.6.7], tightness of the marginals is enough to have tightness in the product space. Therefore, we have that the law $(S_n, Z_n)$ is tight on $D^d([0,T]) \times D([0,T])$ endowed with the $J_1 \times M_t$-topology on a set of the environment $\Omega_1 \subset \Omega$ of full $\mathbb{P}$-measure.

We need to prove that on a set of full measure $\Omega_2$, the law of the increments of the process $W_n = (S_n, Z_n)$ converge to the one of $W = (S_{\gamma}, \sqrt{\Sigma}B)$. We can once again show the convergence
of the process $W^*_n$ and then by Slutsky’s theorem we obtain the convergence of the process $W_n$. Let $\lambda_1, \ldots, \lambda_m \in \mathbb{R}^{d+1}$ and $0 < t_1 < \cdots < t_m \leq 1$ and define the function

$$G(w) = \exp \left( i \lambda_1 \cdot w(t_1) + i \lambda_2 \cdot (w(t_2) - w(t_1)) + \cdots + i \lambda_m \cdot (w(t_m) - w(t_{m-1})) \right).$$

(111)

By the annealed convergence of [FK18, Lemma 11.2] we have that

$$E_0 [G(W^*_n)] \to E_0 [G(W)].$$

We observe that the real part (respectively imaginary part) of $G$ is bounded and Lipschitz, and thus its positive and negative part also are bounded and Lipschitz. Thus, we can apply Theorem 11.2 to these functions and we obtain that for $P$—almost every environment $\omega \in \Omega$,

$$E_0^\omega [G(W^*_b)] \to E_0 [G(W)].$$

Let us improve this convergence to hold along $n$ and not just $b^k$. The convergence along $b^k$ holds on a set of $P$-probability 1 jointly for all rational $b \in (1, 2)$. Fix $b$ rational and choose $k_n$ to be the largest integer such that $b^{k_n} \leq n$. The key observation is that, due to the Lipschitz property we can bound

$$|G(W^*_n) - G(W^*_{k_n})| \leq C \left( \max_{i=0, \ldots, m} |S^*_n(t_i) - S^*_n(t_i)| \wedge 1 + \sup_{t \in [0,T]} \left\| Z^*_n(t_i) - Z^*_n(t_i) \right\| \wedge 1 \right).$$

We can take expectation $E^\omega$ on both sides of this expression. Let us observe that the arguments below (110) imply that

$$\lim_{b \to 1} \lim_{n \to \infty} \sup_{k_n} E_0^\omega \left[ \max_{i=0, \ldots, m} |S^*_n(t_i) - S^*_n(t_i)| \wedge 1 \right] = 0.$$

Thus, we just need to show that

$$\lim_{b \to 1} \lim_{n \to \infty} \sup_{k_n} E_0^\omega \left[ \sup_{t \in [0,T]} \left\| Z^*_n(t_i) - Z^*_n(t_i) \right\| \wedge 1 \right] = 0.$$

We omit the details here as this is showed within the proof of [Bow18, Lemma 3.1]. Thus on a set of full measure $\Omega_2$ we have the convergence for all $\lambda_1, \ldots, \lambda_m \in \mathbb{R}^{d+1}$ and $0 < t_1 < \cdots < t_m \leq T$ rationals. Finally, by right continuity of $W^*_n$ and continuity of the Fourier functional it is possible to show that the limit holds for all $0 \leq t_0 \leq \cdots \leq t_m \leq T$ and for all $\lambda_1, \ldots, \lambda_m \in \mathbb{R}^{d+1}$ by arguing as we did for the Laplace functional and the process $S^\gamma$, we omit the details. This finishes the proof as we showed that on a set of full measure $\Omega_1 \cap \Omega_2$ the sequence $W^*_n$ is tight and has just one possible limit $W$.

We are now able to prove the main result, the method is the same as the proof of [FK18, Theorem 11.2].

**Proof of Theorem 11.1** We fix a realisation of the environment $\omega \in \Omega$, the following convergences in distribution are meant to be understood under the quenched law $P^\omega_n$, we assume the result of Proposition 6.1. Recall that $D([0,T])$ and $D^d([0,T])$ denote the sets of càdlàg functions in dimension one (resp. $d$), let us drop $[0,T]$ in the notation for simplicity. Let $D_+$ be the set of non-decreasing càdlàg functions, $D_{++}$ the set of strictly increasing càdlàg functions and $D_u$ the set of unbounded càdlàg functions. Let $\mathcal{C}$ be the set of continuous functions and $U$ the uniform topology. It is a known fact that $S^{-1}_{\gamma}$ is almost surely continuous and increasing. First, we get that

$$\left( Y^\gamma_n/L(n) \left( S^{-1}_{\gamma}/L(n) \left( \frac{nt}{\text{INV}(n^\gamma/L(n))} \right) \right) \right)_{t \in [0,T]} \to \left( vC^{-\gamma}_\gamma S^{-1}_{\gamma}(t) \right)_{t \in [0,T]},$$

(112)
in the uniform topology. This holds using the fact the right continuous inverse is continuous from \((D_u^+, M_1)\) to \((C, U)\) by \cite[Corollary 13.6.4]{Whi02}, and if \((x_n, y_n) \rightarrow \langle x, y \rangle\) in \(D^d \times D_\tau\) with \((x, y) \in C^d \times C_\tau\), then \(x_n \circ y_n \rightarrow x \circ y\) in the \(U\) topology (see \cite[Theorem 13.2.1]{Whi02}). Lastly, note that \((nt/Inv(n^\gamma/L(n)))_{t\in[0,T]}\) converges uniformly to \((t)_{t\in[0,T]}\).

Moreover, applying the same results, it holds that
\[
\left( Z_{n^\gamma/L(n)} \left( S_{nt/L(n)}^{-1} \left( \frac{nt}{\text{Inv}(n^\gamma/L(n))} \right) \right) \right)_{t\in[0,T]} \overset{(d)}{\rightarrow} \left( C_{\infty}^{-\gamma/2} B_{S_{\gamma}^{-1}(t)} \sqrt{\Sigma} \right)_{t\in[0,T]},
\]

in the \(J_1\) topology. We need to ensure that \(P\)-a.s., with high \(P_0^\omega\)-probability \(X_{[nt]}\) is close to \(X_t \left[ \frac{n^\gamma}{L(n)} S_{nt/L(n)} \left( \frac{nt}{\text{Inv}(n^\gamma/L(n))} \right) \right]\). It is immediate to prove that \(\tau \left[ \frac{n^\gamma}{L(n)} S_{nt/L(n)} \left( \frac{nt}{\text{Inv}(n^\gamma/L(n))} \right) \right]\) is the smallest \(\tau_i\) such that \(\tau_i > tn\). Then we can bound the distance \(X_t \left[ \frac{n^\gamma}{L(n)} S_{nt/L(n)} \left( \frac{nt}{\text{Inv}(n^\gamma/L(n))} \right) \right] - X_{[nt]}\) by a constant times the size of a regeneration block. Hence,
\[
M_n := \max_{t\in[0,T]} \left\| X_t \left[ \frac{n^\gamma}{L(n)} S_{nt/L(n)} \left( \frac{nt}{\text{Inv}(n^\gamma/L(n))} \right) \right] - X_{[nt]} \right\|,
\]
by the fact that \(\|X_{\tau_k} - X_{\tau_{k-1}}\| \leq C|\chi_k^\omega|\) defined in \cite{FK18}, applying \cite[Lemma 6.1]{FK18} and using a union bound one gets that, for all \(M > 0\) and \(\delta > 0\)
\[
\mathbb{P}_0 \left( M_n > \delta n^\gamma/4 \right) = \mathbb{E} \left[ P_0^\omega (M_n > \delta n^\gamma/4) \right] \leq n^{-M}.
\]

Markov inequality gives that
\[
P \left( P_0^\omega (M_n > \delta n^\gamma/4) > n^{-1} \right) \leq n^{-2}.
\]

Borel-Cantelli implies that \(P\)-almost surely \(P_0^\omega (M_n > \delta n^\gamma/4) \leq 1/n\) for all \(n\) large enough, which leads us to conclude that \(\|X_t \left[ \frac{n^\gamma}{L(n)} S_{nt/L(n)} \left( \frac{nt}{\text{Inv}(n^\gamma/L(n))} \right) \right] - X_{[nt]}\| \leq \delta n^\gamma/4\) in the uniform sense with high \(P_0^\omega\)-probability. This implies, together with \cite{Whi02} and \cite{FK18} and Slutsky’s theorem, that statement \(\mathcal{P}\) holds \(P\)-a.s. under the quenched law \(P_0^\omega\), and that
\[
\left( X_{[nt]} - v \frac{n^\gamma}{L(n)} S_{nt/L(n)} \left( \frac{nt}{\text{Inv}(n^\gamma/L(n))} \right) \right)_{t\in[0,T]} \overset{(d)}{\rightarrow} \left( C_{\infty}^{-\gamma/2} B_{S_{\gamma}^{-1}(t)} \sqrt{\Sigma} \right)_{t\in[0,T]}.
\]

Finally, notice that \(\mathcal{Q}\) follows by applying the linear transformation \((I_d - P_{\nu_0})\) to \(\mathcal{Q}\) as \((I_d - P_{\nu_0})v = 0\). All linear combinations are continuous in the \(J_1\)-topology at continuous functions. \(\square\)

### A Extension of Markov property

The appendix gives some results which are useful in the paper but considered as tools.

Since throughout paper we consider two random walks, we extend the Markov property when we have two Markov chains with the following general lemma.

**Lemma A.1.** Consider two Markov chains \((X_n)_{n\geq 0}\) and \((Y_n)_{n\geq 0}\) which take values in a countable set \(E\). Consider the product measure \(P_{(x,y)} = P_x \otimes P_y\). We consider the canonical markov chain on \(E^2\). We define for \(k, k' \in \mathbb{N}\) the translation operator
\[
\theta_{k,k'} : \begin{array}{c}
(E^2)^N \\
((x_n),(y_n))
\end{array} \mapsto \begin{array}{c}
(E^2)^N \\
((x_{n+k}),(y_{n+k'}))
\end{array}.
\]
Consider also \( P_{x,y} = P_x \otimes P_y \) almost surely finite stopping times \( \tau \) and \( \rho \) for \( X \) and \( Y \). Consider two bounded and measurable functions \( f \) and \( g \) which are, respectively, measurable with respect to
\[
\sigma\left(X_0, \ldots, X_\tau, Y_0, \ldots, Y_\rho\right) \text{ and } \sigma\left((X_n)_{n \geq 0}, (Y_n)_{n \geq 0}\right).
\]

Then we have the following equality:
\[
E_{x,y}[fg \circ \theta_{\tau,\rho}] = E_{x,y}[fE_{X_\tau,Y_\rho}[g]].
\]

**Proof.** The proof is straightforward using strong Markov property and a Monotone Class Theorem. Indeed, if \( f \) is of the form \( f((x_n),(y_n)) = f_1((x_n)) f_2((y_n)) \) with \( f_1 \) measurable with respect to \( \sigma(X_0, \ldots, X_\tau) \) and \( f_2 \) measurable with respect to \( \sigma(Y_0, \ldots, Y_\rho) \), and \( g((x_n),(y_n)) = g_1((x_n)) g_2((y_n)) \) with \( g_1 \) measurable with respect to \( \sigma((X_n)_{n \geq 0}) \) and \( g_2 \) measurable with respect to \( \sigma((Y_n)_{n \geq 0}) \). Then we have that
\[
E_{x,y}[fg \circ \theta_{\tau,\rho}] = E_{x,y}[f_1 g_1 \theta_{\tau} \times f_2 g_2 \circ \theta_{\rho}]
= E_x[f_1 g_1 \circ \theta_{\tau}] \times E_y[f_2 g_2 \circ \theta_{\rho}],
\]
where the last equality comes from the independence of the two walks. Using the Strong Markov property we get
\[
E_x[f_1 E_{X_\tau}[g_1]] \times E_y[f_2 E_{Y_\rho}[g_2]] = E_{x,y}[f_1 f_2 E_{X_\tau} E_{Y_\rho}[g_2]]
= E_{x,y}[fE_{X_\tau,Y_\rho}[g]].
\]

We conclude using a Monotone Class Theorem argument.

\[\Box\]

**B Polynomial decay**

**Proposition B.1.** For any \( \varepsilon > 0 \), there exists \( K_0 > 1 \) such that for any \( K \geq K_0 \), any \( n \in \mathbb{N}^* \) and any \( z \in \mathbb{Z}^d \) we have
\[
P_0(X_{\tau_n} = z) \leq C n^{\varepsilon - \frac{d}{2}},
\]
where \( C \) only depends on \( \lambda, \ell, d, K \).

**Remark B.2.** We recall that the notion of regeneration time introduced in \( \text{FK18} \) (see the definition in Section 3.3) depends on the value of \( K \), but we always take \( K \) large enough.

**Proof.** First, we have that
\[
P_0(X_{\tau_n} = z) = P_0\left(X_{\tau_1} + \sum_{i=1}^{n-1} (X_{\tau_{i+1}} - X_{\tau_i}) = z\right)
= P_0\left(\sum_{i=1}^{n-1} (X_{\tau_{i+1}} - X_{\tau_i} - v) = z - X_{\tau_1} - (n-1)v\right),
\]
where \( v = E[X_{\tau_2} - X_{\tau_1}] \), we introduce for \( i \geq 1 \), \( \xi_i = X_{\tau_{i+1}} - X_{\tau_i} - v \).

The family \((\xi_i)_{i \geq 1}\) is an independent family of random variables identically distributed and independent of \( X_{\tau_1} \). By \( \text{FK18} \) Lemma 6.1, for any \( M > 0 \) there exists \( K_0 > 1 \) such that for any \( K \geq K_0 \) we have
\[
E_0\left[\|\xi_1\|^M\right] < +\infty.
\]

Thus, we can write (116) as
\[
\sum_{y \in \mathbb{Z}^d} P_0(X_{\tau_1} = y) P_0\left(\sum_{i=1}^{n-1} \xi_i = z - y - (n-1)v\right).
\]
Then we only need a bound for the value of $P_0 \left( \sum_{i=1}^{n-1} \xi_i = x \right)$ with $x = z - y - (n - 1)v$ uniformly for $y \in \mathbb{Z}^d$.

We define $H : \mathbb{R} \to \mathbb{R}$, then we have $E_0(H(||\xi||)) < +\infty$. $H$ increases faster than $x \mapsto x^{2+\delta}$ and slower than $x \mapsto e^x$. Using [Zai08, Theorem 3] we can construct a probability space and two family of random variables $(Y_i)$ and $(N_i)$ such that:

- $(Y_i)_{i \geq 1}$ has the same law as $(\xi_i)_{i \geq 1}$ under $P_0$.
- $(N_i)_{i \geq 1}$ is a family of independent identically distributed centered gaussian vectors with covariance matrix $\Sigma$ where $\Sigma$ is the covariance matrix of $\xi_1$.

Moreover, they satisfy

$$\mathbb{P} \left( \max_{1 \leq j \leq n} \left( \| \sum_{i=1}^{j} (Y_i - N_i) \| \right) \geq cn^\varepsilon \right) \leq C \frac{n}{n^\varepsilon M},$$

where the constants $C, c > 0$ only depend on $\lambda, \vec{\ell}, d, K$. We write

$$P_0 \left( \sum_{i=1}^{n-1} \xi_i = x \right) = P \left( \sum_{i=1}^{n-1} Y_i = x \right) \leq Cn^{1-\varepsilon M} + P \left( \sum_{i=1}^{n-1} N_i \in B_{\|\cdot\|_1}(x, cn^\varepsilon) \right) \leq Cn^{1-\varepsilon M} + P \left( \sum_{i=1}^{n-1} N_i \in B_{\|\cdot\|_1} \left( \frac{x}{\sqrt{n-1}}, \frac{cn^\varepsilon}{\sqrt{n-1}} \right) \right).$$

Since $\sum_{i=1}^{n-1} N_i / \sqrt{n-1}$ is a centered Gaussian vector with covariance matrix $\Sigma$, the right term in (118) is bounded from above by

$$C\mu \left( B_{\|\cdot\|_1} \left( \frac{x}{\sqrt{n-1}}, \frac{cn^\varepsilon}{\sqrt{n-1}} \right) \right),$$

where $\mu$ denotes the Lebesgue measure on $\mathbb{R}^d$ and $C$ is a constant which depends on $\Sigma$, hence on $\lambda, \vec{\ell}, d, K$. We deduce that last term is dominated by

$$Cn^{d\varepsilon - \frac{d}{2}},$$

where $C$ is a constant which only depends on $\lambda, \vec{\ell}, d, K$.

Choosing $M$ large enough such that $1 - \varepsilon M < -\frac{d}{2}$ we obtain that (117) is bounded from above by

$$Cn^{1-\varepsilon M} + Cn^{d\varepsilon - \frac{d}{2}} \leq Cn^d - \frac{d}{2},$$

where the constant $C$ only depends on $\lambda, \vec{\ell}, d, K$. We conclude since the result is true for all $\varepsilon > 0$. \hfill \Box
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