Global existence for a nonstandard viscous Cahn–Hilliard system with dynamic boundary condition
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Abstract
In this paper, we study a model for phase segregation taking place in a spatial domain that was introduced by Podio-Guidugli in Ric. Mat. 55 (2006), pp. 105–118. The model consists of a strongly coupled system of nonlinear parabolic differential equations, in which products between the unknown functions and their time derivatives occur that are difficult to handle analytically. In contrast to the existing literature about this PDE system, we consider here a dynamic boundary condition involving the Laplace–Beltrami operator for the order parameter. This boundary condition models an additional nonconserving phase transition occurring on the surface of the domain. Different well-posedness results are shown, depending on the smoothness properties of the involved bulk and surface free energies.

1 Introduction

Let $\Omega \subset \mathbb{R}^3$ be a bounded and connected open set with a smooth boundary $\Gamma$, as well as $Q := \Omega \times (0,T)$ and $\Sigma := \Gamma \times (0,T)$. We denote by $\partial_n$, $\nabla_\Gamma$, $\Delta_\Gamma$, the outward normal derivative, the tangential gradient, and the Laplace–Beltrami operator on $\Gamma$, in this order. We then consider the initial-boundary value problem

\begin{align}
(1 + 2g(\rho)) \partial_t \mu + \mu g'(\rho) \partial_t \rho - \Delta \mu &= 0 \quad \text{in } Q, \\
\partial_n \mu &= 0 \quad \text{on } \Sigma, \\
\partial_t \rho - \Delta \rho + \xi + \pi(\rho) &= \mu g'(\rho) \quad \text{in } Q, \\
\xi &\in \beta(\rho) \quad \text{a. e. in } Q, \\
\partial_n \rho + \partial_t \rho_\Gamma + \xi_\Gamma + \pi_\Gamma(\rho_\Gamma) - \Delta_\Gamma \rho_\Gamma &= u_\Gamma, \quad \rho_\Gamma = \rho|_\Sigma, \quad \text{on } \Sigma, \\
\xi_\Gamma &\in \beta_\Gamma(\rho_\Gamma) \quad \text{a. e. on } \Sigma, \\
\mu(0) &= \mu_0, \quad \rho(0) = \rho_0, \quad \text{in } \Omega, \quad \rho_\Gamma(0) = \rho_{0,\Gamma}, \quad \text{on } \Gamma.
\end{align}

We point out that $\beta$ and $\beta_\Gamma$ denote two maximal monotone graphs, with domains $D(\beta) \supseteq D(\beta_\Gamma)$ that are intervals containing 0; $\beta$ and $\beta_\Gamma$ fulfill suitable properties (cf. the later (A3) and (A7)) about their values and growths; $\pi$ and $\pi_\Gamma$ denote two Lipschitz continuous perturbations; $g$ is a smooth nonnegative and concave function defined on $D(\beta)$; $u_\Gamma$ is a boundary datum.

The system (1.1)–(1.7) is related to a model for phase segregation through atom rearrangement on a lattice that has been proposed in [44]. This model (see also [14] for a detailed derivation) is a modification of the Fried–Gurtin approach to phase segregation processes (cf. [31, 38]). The order parameter $\rho$, which in many cases represents the (normalized) density of one of the phases, and the chemical potential $\mu$ are the unknowns of the system.

Let us note at once that, in our present contribution, the Neumann homogeneous boundary condition (1.2) is considered for $\mu$, while, differently from previous analyses [11,14–20], the dynamic boundary condition (1.5) is assumed for $\rho_\Gamma$, the trace of $\rho$ on the boundary.
The approach by Podio-Guidugli [44] is based on a local free energy density (in the bulk) of the form

\[ \psi(\rho, \nabla \rho, \mu) = -\mu \rho + W(\rho) + \frac{1}{2} |\nabla \rho|^2, \]  

(1.8)

where \( W \) is a double-well potential, whose derivative (in the differentiable case) plays as the sum \( \beta + \pi \) in (1.3) (see also (1.4)). By (1.8), one arrives at the evolutionary system

\[ 2\rho \partial_t \mu + \mu \partial_t \rho - \Delta \mu = 0 \]  

(1.9)

\[ -\Delta \rho + W'(\rho) = \mu. \]  

(1.10)

The above equations are assumed to hold in \( Q \) and must be complemented with boundary and initial conditions. The typical example for a smooth double-well potential is

\[ W(r) = \frac{1}{4}(r^2 - 1)^2, \quad r \in \mathbb{R}, \]  

(1.11)

while another smooth potential, but defined on a bounded interval, is given by

\[ W(r) = (1 + r) \ln(1 + r) + (1 - r) \ln(1 - r) - cr^2, \quad r \in (-1, 1), \]  

(1.12)

where the coefficient \( c \) is taken greater than 1 in order that \( W \) be nonconvex. The potentials (1.11) and (1.12) are usually referred to as the classical regular and the logarithmic double-well potential, respectively. Observe that the derivative of the logarithmic potential becomes singular at \( \pm 1 \). However, one can consider nondifferentiable potentials, where an important example is given by the so-called double-obstacle potential

\[ W(r) = I_{[-1,1]}(r) - cr^2, \quad r \in \mathbb{R}, \]  

(1.13)

where \( c > 0 \) is a positive constant and \( I_{[-1,1]} : \mathbb{R} \rightarrow [0, +\infty] \) denotes the indicator function of \([-1, 1]\), i.e., we have \( I_{[-1,1]}(r) = 0 \) if \( |r| \leq 1 \) and \( I_{[-1,1]}(r) = +\infty \) otherwise. In this case, the order parameter is subjected to the unilateral constraint \( |\rho| \leq 1 \), and (1.10) should be read as a differential inclusion where \( W'(\rho) = \beta(\rho) + \pi(\rho) \), with \( \beta \) representing the subdifferential \( \partial I_{[-1,1]} \) of \( I_{[-1,1]} \) and \( \pi(\rho) = -2c\rho \).

The system (1.9)–(1.10) is a variation of the Cahn–Hilliard system originally introduced in [4] and first studied mathematically in the seminal paper [30] (for an updated list of references on the Cahn–Hilliard system, see [39]). An initial-boundary value problem for (1.9)–(1.10) is in general ill-posed: indeed, as it was pointed out in [17], when assuming Neumann homogeneous boundary conditions for both \( \rho \) and \( \mu \), the related problem may have infinitely many smooth and even nonsmooth solutions. Then, two small regularizing parameters \( \varepsilon > 0 \) and \( \delta > 0 \) were considered in [14], which led to the regularized model equations

\[ (\varepsilon + 2\rho) \partial_t \mu + \mu \partial_t \rho - \Delta \mu = 0, \]  

(1.14)

\[ \delta \partial_t \rho - \Delta \rho + F'(\rho) = \mu. \]  

(1.15)

The system (1.14)–(1.15) constitutes a modification of the so-called viscous Cahn–Hilliard system (see [43] and the recent papers [6, 22, 24] along with their references). We point out that (1.14)–(1.15) was analyzed, in the case of no-flux boundary conditions for both \( \mu \) and \( \rho \), in the papers [14, 16, 18, 20] concerning well-posedness, regularity, asymptotics
as $\varepsilon \searrow 0$, and optimal control. Later, the local free energy density (1.8) was generalized to the form

$$\psi(\rho, \nabla \rho, \mu) = -\mu g(\rho) + W(\rho) + \frac{1}{2} |\nabla \rho|^2,$$

(1.16)

with a function $g$ having suitable properties. If one puts, without loss of generality, $\varepsilon = \delta = 1$, then one obtains the more general system

$$\begin{align*}
(1 + 2g(\rho)) \partial_t \mu + \mu g'(\rho) \partial_t \rho - \Delta \mu &= 0, \\
\partial_t \rho - \Delta \rho + W'(\rho) &= \mu g'(\rho),
\end{align*}$$

(1.17)

(1.18)

which was investigated in the contributions [11, 15, 17, 19], still for no-flux boundary conditions, also from the side of the numerical approximation. The related phase relaxation system (in which the diffusive term $-\Delta \rho$ disappears from (1.18)), has been dealt with in [12, 13, 21]. We also mention the recent article [25], where a nonlocal version of (1.17)–(1.18) – based on the replacement of the diffusive term of (1.18) with a nonlocal operator acting on $\rho$ – has been largely investigated.

In the present paper, we consider a total free energy of the system which also includes a contribution on the boundary; in fact, we postulate that a phase transition phenomenon is occurring as well on the boundary, and the physical variable on the boundary is just the trace of the phase variable in the bulk. Then, we choose a total free energy functional of the form

$$\Psi[\mu(t), \rho(t), \rho_{\Gamma}(t)] = \int_{\Omega} \left[ -\mu g(\rho) + W(\rho) + \frac{1}{2} |\nabla \rho|^2 \right](t) \, dx + \int_{\Gamma} \left[ -u_{\Gamma} \rho_{\Gamma} + W_{\Gamma}(\rho_{\Gamma}) + \frac{1}{2} |\nabla_{\Gamma} \rho_{\Gamma}|^2 \right](t) \, d\Gamma, \quad t \in [0, T],$$

(1.19)

where $W_{\Gamma}$ denotes a double-well potential having more or less the same behavior as $W$, and $u_{\Gamma}$ is a source term that may exert a (boundary) control on the system. From this expression of the total free energy, one recovers the PDE system resulting in (1.1)–(1.7); in particular, we point out that the derivative or subdifferential of $W_{\Gamma}$ is expressed by the sum $\beta_{\Gamma} + \pi_{\Gamma}$ in (1.5)–(1.6).

Our aim here is to prove the well-posedness of (1.1)–(1.7) as well as regularity properties of the solution, like the $L^{\infty}$-boundedness of both variables $\mu$ and $\rho$, and consequently of $\rho_{\Gamma}$ on the boundary, and the so-called strict separation property, in the case when $W$ and $W_{\Gamma}$ behave like (1.12), which means to show that $\rho$ and $\rho_{\Gamma}$ are uniformly bounded away from $-1$ and $+1$. We employ certain techniques which combine some key ideas essentially from the papers [14] and [19] together with the treatment of dynamic boundary conditions devised in [5] and exploited in other solvability studies and optimal control theories, namely, [8–10, 22–24, 26]. For these reasons, we often refer to the abovementioned papers in running the proofs.

About dynamic boundary conditions, let us notice that there has been a recent growing interest about the justification and the study of phase field models, as well as systems of Allen–Cahn and Cahn–Hilliard type, including dynamic boundary conditions. Without trying to be exhaustive, we mention at least the papers [7, 27, 28, 32–37, 40–42].

The paper is organized as follows: in Section 2, we formulate the relevant assumptions on the data of system (1.1)–(1.7), and we state the main results of this paper. Section 3
then brings a detailed proof of the existence result stated in Theorem 2.1, while Section 4 deals with the proofs of Theorem 2.2 and Theorem 2.4.

Throughout the paper, for a general Banach space $X$, we denote by $\| \cdot \|_X$ its norm and by $X'$ its dual space. The only exemption from this convention are the norms of the $L^p$ spaces and of their powers, which we often denote by $\| \cdot \|_p$, for $1 \leq p \leq +\infty$. Moreover, we often utilize the continuity of the embedding $H^1(\Omega) \subset L^p(\Omega)$ for $1 \leq p \leq 6$ and the related Sobolev inequality

$$\|v\|_p \leq C_\Omega \|v\|_{H^1(\Omega)} \quad \text{for every } v \in H^1(\Omega) \text{ and } 1 \leq p \leq 6,$$

(1.20)

where $C_\Omega$ depends only on $\Omega$. Notice that these embeddings are compact for $1 \leq p < 6$.

We also use the corresponding compactness inequality

$$\|v\|_4 \leq \delta \|\nabla v\|_2 + \tilde{C}_\delta \|v\|_2 \quad \text{for every } v \in H^1(\Omega) \text{ and } \delta > 0,$$

(1.21)

where $\tilde{C}_\delta$ depends only on $\Omega$ and $\delta$, and recall that the embedding $H^2(\Omega) \subset C_0(\Omega)$ is compact. Furthermore, we make repeated use of the notation

$$Q_t := \Omega \times (0,t), \quad \Sigma_t := \Gamma \times (0,t), \quad \text{for } t \in (0,T],$$

(1.22)

as well as of Hölder’s inequality and of the elementary Young inequalities

$$|ab| \leq \gamma |a|^p + \frac{1}{4\gamma} |b|^2 \quad \text{and} \quad |ab| \leq \frac{\gamma^p}{p} |a|^p + \frac{\gamma^{-q}}{q} |b|^q,$$

for every $a, b \in \mathbb{R}$, $\gamma > 0$, and $1 < p, q < +\infty$ with $\frac{1}{p} + \frac{1}{q} = 1$.

(1.23)

### 2 General assumptions and main results

In this section, we formulate the general assumptions for the data of the system (1.1)–(1.7), and we state the main results of this paper. To begin with, we introduce some denotations. We set

$$H := L^2(\Omega), \quad V := H^1(\Omega), \quad W := \{w \in H^2(\Omega) : \partial_n w = 0 \text{ on } \Gamma\},$$

$$H_\Gamma := L^2(\Gamma), \quad V_\Gamma := H^1(\Gamma),$$

and endow these spaces with their standard norms. Notice that we have $V \subset H \subset V'$ and $V_\Gamma \subset H_\Gamma \subset V'_\Gamma$ with dense, continuous and compact embeddings. Moreover, for every proper, convex and lower semicontinuous function $\hat{\alpha} : \mathbb{R} \to [0,+\infty]$ satisfying $\hat{\alpha}(0) = 0$, we denote by $\alpha := \partial \hat{\alpha}$ its subdifferential, which is known to be a maximal monotone graph in $\mathbb{R} \times \mathbb{R}$ satisfying $0 \in \alpha(0)$. We denote its effective domain by $D(\alpha)$, and, for $r \in D(\alpha)$, by $\alpha^o(r)$ the element of $\alpha(r)$ having minimal modulus. Moreover, for any $\varepsilon > 0$, we denote by $\alpha^\varepsilon_Y$ the Yosida approximation of $\alpha$ at the level $\varepsilon > 0$. As is well known (see, e.g., [2, p. 28]), $\alpha^\varepsilon_Y$ is a monotone and Lipschitz continuous function on $\mathbb{R}$, and we have that

$$|\alpha^\varepsilon_Y(r)| \leq |\alpha^o(r)| \quad \forall \varepsilon > 0, \quad \text{as well as} \quad \lim_{\varepsilon \searrow 0} \alpha^\varepsilon_Y(r) = \alpha^o(r), \quad \text{for all } r \in D(\beta).$$

(2.1)
Moreover, the antiderivative
\[ \hat{\alpha}_\varepsilon(r) := \int_0^r \alpha_\varepsilon(s) \, ds, \quad r \in \mathbb{R}, \] (2.2)
is a convex function on \( \mathbb{R} \) that satisfies
\[ 0 \leq \hat{\alpha}_\varepsilon(r) \leq \hat{\alpha}(r), \quad \hat{\alpha}_\varepsilon'(r) \nearrow \hat{\alpha}(r) \quad \text{as} \quad \varepsilon \searrow 0, \quad \text{for all} \quad r \in \mathbb{R}. \] (2.3)

We make the following general assumptions:

\begin{enumerate}[(A1)]
  \item \( \mu_0 \in W, \ \mu_0 \geq 0 \ \text{a.e. in} \ \Omega, \ \rho_0 \in H^2(\Omega), \ \rho_{0\Gamma} := \rho_{0|\Gamma} \in H^2(\Gamma). \) \hfill (A1)
  \item \( u_\Gamma \in H^1(0,T;H_\Gamma). \) \hfill (A2)
  \item \( \beta = \partial \widehat{\beta}, \ \beta_\Gamma = \partial \widehat{\beta}_\Gamma, \ \text{where} \ \widehat{\beta}, \widehat{\beta}_\Gamma : \mathbb{R} \to [0, +\infty] \ \text{are proper, convex, and lower semicontinuous functions satisfying} \ \widehat{\beta}(0) = \widehat{\beta}_\Gamma(0) = 0. \) \hfill (A3)
\end{enumerate}

We remark that \( \text{(A3)} \) entails that \( \beta \) and \( \beta_\Gamma \) are maximal monotone graphs in \( \mathbb{R} \times \mathbb{R} \), with \( 0 \in \beta(0) \) and \( 0 \in \beta_\Gamma(0) \), whose Yosida approximations \( \beta_\varepsilon \) and \( \beta_{\varepsilon\Gamma} \) satisfy the conditions (2.1)–(2.3). In particular, we have \( \beta_\varepsilon(0) = \beta_{\varepsilon\Gamma}(0) = 0. \)

\begin{enumerate}[(A4)]
  \item The functions \( \pi, \pi_\Gamma : \mathbb{R} \to \mathbb{R} \) are Lipschitz continuous. \hfill (A4)
  \item The function \( g : \overline{D(\beta)} \to [0, +\infty) \) belongs to \( C^2 \), is bounded and concave, and \( g' \) is bounded and Lipschitz continuous. \hfill (A5)
  \item \( \widehat{\beta}(\rho_0) \in L^1(\Omega), \ \widehat{\beta}_\Gamma(\rho_{0\Gamma}) \in L^1(\Gamma), \ \beta^\circ(\rho_0) \in H, \ \beta_{\varepsilon\Gamma}^\circ(\rho_{0\Gamma}) \in H_\Gamma. \) \hfill (A6)
\end{enumerate}

Finally, we need a compatibility condition, which essentially means that the graph in the bulk is dominated by the graph on the boundary:

\begin{enumerate}[(A7)]
  \item \( D(\beta_\Gamma) \subset D(\beta), \) and there are constants \( \eta > 0 \) and \( C_\Gamma \geq 0 \) such that
    \[ |\beta^\circ(r)| \leq \eta |\beta_{\varepsilon\Gamma}^\circ(r)| + C_\Gamma \quad \forall r \in D(\beta_\Gamma). \] (2.4)
\end{enumerate}

We now state the main results of this paper. Concerning well-posedness, we have the following result.

**Theorem 2.1:** Suppose that the assumptions \( \text{(A1)–(A7)} \) are fulfilled. Then the system (1.1)–(1.7) admits a unique solution \( (\mu, \rho, \rho_\Gamma, \xi, \xi_\Gamma) \) such that \( \mu \geq 0 \) almost everywhere in \( Q \) and

\begin{align*}
  \mu &\in W^{1,p}(0,T;H) \cap C^0([0,T];V) \cap L^p(0,T;W) \cap L^\infty(Q) \quad \text{for every} \ p \in [1, +\infty), \quad (2.5) \\
  \rho &\in W^{1,\infty}(0,T;H) \cap H^1(0,T;V) \cap L^\infty(0,T;H^2(\Omega)), \quad (2.6) \\
  \rho_\Gamma &\in W^{1,\infty}(0,T,H_\Gamma) \cap H^1(0,T,V_\Gamma) \cap L^\infty(0,T;H^2(\Gamma)), \quad (2.7) \\
  \xi &\in L^\infty(0,T;H), \quad \xi_\Gamma \in L^\infty(0,T;H_\Gamma). \quad (2.8)
\end{align*}

**Remark 2.2:** Observe that it follows from standard embedding results (see, e.g., [45, Sect. 8, Cor. 4]) that \( \rho \in C^0([0,T];H^s(\Omega)) \) for \( 0 < s < 2 \). In particular, \( \rho \in C^0(\overline{Q}), \)
which entails that $\rho_\Gamma = \rho|_{\Sigma} \in C^0(\Sigma)$. Notice also that it follows from (2.5) and (2.6) that both $|\nabla \mu|$ and $|\nabla \rho|$ belong to $L^4(0, T; L^6(\Omega))$.

Under somewhat stronger assumptions, we can prove that the solution enjoys a better regularity. More precisely, we have the following result.

**Theorem 2.3:** Suppose that (A1)–(A7) hold true, and let

$$u_T \in L^\infty(\Sigma), \quad \beta^\circ(\rho_0) \in L^\infty(\Omega) \quad \text{and} \quad \beta^\circ(\rho_{0\Gamma}) \in L^\infty(\Gamma).$$

Then, the unique solution $(\mu, \rho, \rho_T, \xi, \xi_\Gamma)$ to (1.1)–(1.7) established in Theorem 2.1 also satisfies $\xi \in L^\infty(Q)$.

The above theorems hold for every pair of potentials $\hat{\beta}$ and $\hat{\beta}_\Gamma$ satisfying assumptions (A3) and (A7). In our last result, we reinforce the compatibility condition a little and consider a more restricted class of potentials which does not include potentials of obstacle type, while potentials of logarithmic type are still admitted. Namely, we assume that

(A8) $\quad -\infty \leq r_- < r_+ \leq +\infty$ and $D(\beta) = D(\beta_\Gamma) = (r_-, r_+)$

and prove a uniform separation property. We observe that such an assumption allows multi-valued subdifferentials. A stability estimate holds if in addition the potentials are smooth.

**Theorem 2.4:** Assume that (A1)–(A8) and (2.9) are fulfilled. Then, the unique solution $(\mu, \rho, \rho_T, \xi, \xi_\Gamma)$ to (1.1)–(1.7) established in Theorem 2.1 satisfies the uniform separation property

$$r_* \leq \rho(x, t) \leq r^*, \quad \text{for every } (x, t) \in \Omega,$$

with constants $r_*, r^* \in (r_-, r_+)$ that depend only on the data of the system, and we also have $\xi_\Gamma \in L^\infty(\Sigma)$. Moreover, assume that $\hat{\beta}$ and $\hat{\beta}_\Gamma$ are functions of class $C^2$ in $(r_-, r_+)$ and let $u_T \in H^1(0, T; H_T) \cap L^\infty(\Sigma)$ be given. Then, the corresponding solutions $(\mu_i, \rho_i, \rho_{i\Gamma}, \xi, \xi_\Gamma)$ satisfy the stability estimate

$$\begin{align*}
\|\mu_1 - \mu_2\|_{L^\infty(0, T; H) \cap L^2(0, T; V)} + \|\rho_1 - \rho_2\|_{H^1(0, T; H) \cap C^0([0, T]; V) \cap L^2(0, T; H^2(\Omega))} \\
+ \|\rho_{1\Gamma} - \rho_{2\Gamma}\|_{H^1(0, T; H^2) \cap C^0([0, T]; V) \cap L^2(0, T; H^2(\Gamma))} \\
\leq \hat{C}\|u_{1\Gamma} - u_{2\Gamma}\|_{L^2(0, T; H_T)}, \quad \forall t \in (0, T],
\end{align*}$$

with a finite constant $\hat{C} > 0$ that depends only on the data of the system.

**Remark 2.5:** If $(r_-, r_+)$ is bounded (but a similar remark holds in the case of a half line), then both $\beta$ and $\beta_\Gamma$ become singular at $r_\pm$ due to maximal monotonicity. However, such a singularity never becomes active thanks to (2.10).

### 3 Existence and uniqueness

In this section, we prove the relevant well-posedness result.
Proof of Theorem 2.1: We employ an approximation scheme based on Yosida approximation and a time delay in the right-hand side of (1.3). To this end, let \( \beta^\varepsilon := \beta^\varepsilon_1 \) and \( \beta^\varepsilon_2 := \beta^\varepsilon_2 \) denote the Yosida approximations of \( \beta \) and \( \beta_T \) at the levels \( \varepsilon > 0 \) and \( \varepsilon \eta > 0 \), respectively, where \( \eta > 0 \) is the constant introduced in (2.4). Then \( \beta^\varepsilon \), \( \beta^\varepsilon_2 \) satisfy \( \beta^\varepsilon(0) = \beta^\varepsilon_1(0) = 0 \) and the conditions (2.1)–(2.3) correspondingly. Moreover, we infer from [5, Lemma 4.4] that

\[
|\beta^\varepsilon(r)| \leq \eta |\beta^\varepsilon_2(r)| + C_T \quad \forall r \in \mathbb{R}.
\]

Since, by virtue of their monotonicity, the functions \( \beta^\varepsilon \) and \( \beta^\varepsilon_2 \) have equal sign, it follows from (3.1) and Young’s inequality for all \( r \in \mathbb{R} \) the estimate

\[
\beta^\varepsilon(r) \beta^\varepsilon_2(r) = |\beta^\varepsilon(r)| |\beta^\varepsilon_2(r)| \geq \frac{1}{\eta} \|\beta^\varepsilon(r)|^2 - \frac{C_T}{\eta} |\beta^\varepsilon(r)| \geq \frac{1}{2\eta} |\beta^\varepsilon(r)|^2 - \frac{C_T^2}{2\eta}.
\]

We also temporarily extend the function \( g \) to the whole real line \( \mathbb{R} \), still terming the extended function \( g \), in such a way that

\[
g \in C^1(\mathbb{R}), \quad g \) and \( g' \) are bounded and Lipschitz continuous on \( \mathbb{R} \), and
\[
g(r) \geq -1/3 \quad (i.e., 1 + 2g(r) \geq 1/3 > 0) \quad \forall r \in \mathbb{R}.
\]

To introduce the time delay, we define for every \( \tau \in (0, T) \) the translation operator \( \mathcal{T}_\tau : C^0([0,T];H) \rightarrow C^0([0,T];H) \) by setting, for all \( v \in C^0([0,T];H) \),

\[
\mathcal{T}_\tau(v)(t) := v(t - \tau) \quad \text{if } t > \tau \quad \text{and} \quad \mathcal{T}_\tau(v)(t) := v(0) \quad \text{if } t \leq \tau.
\]

Notice that for every \( v \in H^1(0,T;H) \) it holds that

\[
\|\mathcal{T}_\tau(v)\|^2_{L^2(Q_t)} \leq \begin{cases} \|v\|^2_{L^2(Q_t)} + \tau \|v(0)\|^2_H & \text{for all } t \in [\tau,T], \\
\|v\|^2_{L^2(Q_t)} & \text{for all } t \in [0,\tau], \end{cases}
\]

\[
\|\partial_t \mathcal{T}_\tau(v)\|^2_{L^2(Q_t)} \leq \|\partial_t v\|^2_{L^2(Q_t)} \quad \text{for a.e. } t \in (0,T),
\]

while for every \( v \in C^0([0,T];V) \) we have

\[
\|\nabla \mathcal{T}_\tau(v)\|^2_{L^2(Q_t)} \leq \begin{cases} \|\nabla v\|^2_{L^2(Q_t)} + \tau \|\nabla v(0)\|^2_H & \text{for all } t \in [\tau,T], \\
\|\nabla v\|^2_{L^2(Q_t)} & \text{for all } t \in [0,\tau]. \end{cases}
\]

We then consider the problem (which in the following will be termed \( P^\varepsilon_\tau \)) of finding a triple \( (\mu^\varepsilon, \rho^\varepsilon, \rho^\varepsilon_T) \) with

\[
\mu^\varepsilon_1 \in H^1(0,T;H) \cap C^0([0,T];V) \cap L^2(0,T;W) \cap L^\infty(\Omega), \quad \mu^\varepsilon_1 \geq 0 \quad \text{a.e. in } Q,
\]

\[
\rho^\varepsilon \in W^{1,\infty}(0,T;H) \cap H^1(0,T;V) \cap L^2(0,T;H^2(\Omega)),
\]

\[
\rho^\varepsilon_T \in W^{1,\infty}(0,T;H_T) \cap H^1(0,T;V_T) \cap L^2(0,T;H^2(\Gamma)),
\]

which solves the initial-boundary value problem

\[
(1 + 2g(\rho^\varepsilon_T)) \partial_t \mu^\varepsilon + g'(\rho^\varepsilon_T) \partial_t \rho^\varepsilon - \Delta \mu^\varepsilon = 0 \quad \text{a.e. in } Q,
\]

\[
\partial_n \mu^\varepsilon = 0 \quad \text{a.e. on } \Sigma,
\]

\[
\partial_t \rho^\varepsilon - \Delta \rho^\varepsilon + \beta^\varepsilon(\rho^\varepsilon_T) + \pi(\rho^\varepsilon_T) = \mathcal{T}_\tau(\mu^\varepsilon) \quad \text{a.e. in } Q,
\]

\[
\partial_n \rho^\varepsilon + \partial_t \rho^\varepsilon_T + \beta^\varepsilon_T(\rho^\varepsilon_T) + \pi_t(\rho^\varepsilon_T) - \Delta \rho^\varepsilon_T = u_T, \quad \rho^\varepsilon_T = \rho^\varepsilon_T(\Omega), \quad \text{a.e. on } \Sigma,
\]

\[
\mu^\varepsilon(0) = \mu_0 \quad \text{and} \quad \rho^\varepsilon(0) = \rho_0 \quad \text{a.e. in } \Omega, \quad \rho^\varepsilon_T(0) = \rho_{0_T} \quad \text{a.e. on } \Gamma.
\]
For convenience, we allow $\tau$ to attain just discrete values, namely, $\tau = \tau_N := \frac{T}{N}$, where $N$ is any positive integer. We now proceed in four steps: at first, we show that the problem $(P^\varepsilon)$ is well posed for every $\tau = \tau_N$, $N \in \mathbb{N}$, then we prove a number of a priori estimates, followed by the limit processes as $N \to \infty$ and then as $\varepsilon \searrow 0$. The limit processes use standard compactness and monotonicity arguments. As a notational convention, in the remainder of this proof we will denote by $K_i, i \in \mathbb{N}$, positive constants that may depend on the data of the system (1.1)–(1.7) but neither on $\tau > 0$ nor on $\varepsilon > 0$.

**Step 1:** We claim that, for every $\tau_N = \frac{T}{N}$, $N \in \mathbb{N}$, and every $\varepsilon > 0$, the problem (3.9)–(3.13) admits a unique solution triple $(\mu^\varepsilon_N, \rho^\varepsilon_N, \rho^\varepsilon_{N \Gamma})$ satisfying (3.8).

To prove this claim, we set $t_n := n\tau_N$ for $n = 0, \ldots, N$, and observe that the problem of solving (3.9)–(3.13) becomes equivalent to a finite sequence of $N$ problems that can be solved inductively step by step. However, instead of considering the natural time intervals $[t_{n-1}, t_n]$, $n = 1, \ldots, N$ and then gluing the solutions together, we solve $N$ problems on the time intervals $I_n = [0, t_n]$, $n = 1, \ldots, N$, by constructing the solution directly on the whole of $I_n$ at each step. These problems read as follows:

\begin{align*}
(1 + 2g(\rho_n)) \partial_t \mu_n + g'(\rho_n) \partial_t \rho_n \mu_n - \Delta \mu_n &= 0 \quad \text{and} \quad \mu_n \geq 0 \quad \text{a.e. in } \Omega \times I_n, \quad (3.14) \\
\partial_t \rho_n - \Delta \rho_n + \beta^\varepsilon(\rho_n) + \pi(\rho_n) &= \mathcal{T}_{\tau_N}(\mu_{n-1}) g'(\rho_n) \quad \text{a.e. in } \Omega \times I_n, \quad (3.15) \\
\partial_t \rho_{n \Gamma} + \beta^\varepsilon(\rho_{n \Gamma}) + \pi(\rho_{n \Gamma}) - \Delta \rho_{n \Gamma} &= u_{\Gamma}, \quad (3.16) \\
\rho_n(0) &= \rho_0 \quad \text{a.e. in } \Omega, \quad \rho_{n \Gamma}(0) = \rho_{0 \Gamma} \quad \text{a.e. on } \Gamma. \quad (3.17)
\end{align*}

Their (unique) solutions $(\mu_n, \rho_n, \rho_{n \Gamma})$ are required to satisfy the regularity properties inductively obtained by taking $t_n$ in place of $T$ in (3.8). The operator $\mathcal{T}_{\tau_N}$ appearing on the right-hand side of (3.16) acts on functions that are not defined in the whole of $(0, T)$; however, its meaning is still given by (3.4) if $n > 1$, while for $n = 1$ we simply set $\mathcal{T}_{\tau_N}(\mu_{n-1}) = \mu_0$.

Observe that the unique solvability of (3.14)–(3.18) for every $n \in \{1, \ldots, N\}$ would imply that

$$
\rho_{N[0 \times I_{N-1}} = \rho_{N-1}, \quad \mu_{N[0 \times I_{N-1}} = \mu_{N-1},$$

which would entail that

$$
\mathcal{T}_{\tau_N}(\mu_{N-1})(x, t) = \mu_{N-1}(x, t - \tau_N) = \mu_N(x, t - \tau_N) = \mathcal{T}_{\tau_N}(\mu_N)(x, t)
$$

for a.e. $(x, t) \in \Omega \times I_{N-1}$.

It then would follow that $(\mu_N, \rho_N, \rho_{N \Gamma})$ is the unique solution to the system (3.9)–(3.13) for $\tau = \tau_N$. Consequently, it suffices to show that the system (3.14)–(3.18) enjoys for every $n \in \{1, \ldots, N\}$ a unique solution having the required regularity. To this end, we argue by induction. Since the proof for $n = 1$ is similar to that used in the induction step $n - 1 \rightarrow n$ (recall that we have set $\mathcal{T}_{\tau_N}(\mu_0) = \mu_0$ on $\Omega \times (0, t_1)$), we may confine ourselves to just perform the latter.

So let $1 < n \leq N$, and assume that, for $1 \leq k \leq n - 1$, unique solutions $(\mu_k, \rho_k, \rho_{k \Gamma})$ to the system (3.14)–(3.18) have already been constructed that satisfy for $1 \leq k \leq n - 1$
the conditions

\[
\begin{align*}
\mu_k &\in H^1(I_k; H) \cap C^0(\bar{I}_k; V) \cap L^2(I_k; W) \cap L^\infty(\Omega \times I_k), \quad \mu_k \geq 0 \ \text{a.e. in } \Omega \times I_k, \\
\rho_k &\in W^{1,\infty}(I_k; H) \cap H^1(I_k; V) \cap L^2(I_k; H^2(\Omega)), \\
\rho_{kr} &\in W^{1,\infty}(I_k; H_\Gamma) \cap H^1(I_k; V_\Gamma) \cap L^2(I_k; H^2(\Gamma)).
\end{align*}
\] (3.19)

Now observe that the system (3.16)–(3.18) is nothing but the strong formulation of the variational problem [5, Eqs. (4.5)–(4.8)] (if one puts, in the notation used there, \(f_\Gamma := u_\Gamma, f = 0\), with the only exception that the expression \(\pi(\rho^c_k)\) occurring there is in our case replaced by \(\pi(\rho^c_k) - \mathcal{T}_{\tau_n}(\mu_{n-1}) g'(\rho^c_k)\)). Now notice that the data of the system satisfy all of the conditions imposed in [5]. In view of (3.3), and since \(\mathcal{T}_{\tau_n}(\mu_{n-1})\) obviously belongs to \(L^\infty(\Omega \times I_n)\), we can therefore adopt the arguments employed in [5, Sect. 4] (see, in particular, [5, Prop. 4.1 and Rem. 4.5]) to conclude that (3.16)–(3.18) enjoys a unique solution \((\rho_n, \rho_{nr})\) such that

\[
\begin{align*}
\rho_n &\in H^1(I_n; H) \cap C^0(\bar{I}_n; V) \cap L^2(I_n; H^2(\Omega)), \\
\rho_{nr} &\in H^1(I_n; H_\Gamma) \cap C^0(\bar{I}_n; V_\Gamma) \cap L^2(I_n; H^2(\Gamma)) \\
\beta'(\rho_n) &\in L^2(I_n; H), \quad \beta'(\rho_{nr}) \in L^2(I_n; H_\Gamma).
\end{align*}
\] (3.20) (3.21) (3.22)

In order to recover the full regularity required in (3.8), we still need to show that

\[
\partial_t \rho_n \in L^\infty(I_n; H) \cap L^2(I_n; V), \quad \partial_t \rho_{nr} \in L^\infty(I_n; H_\Gamma) \cap L^2(I_n; V_\Gamma).
\] (3.23)

To establish (3.23), we proceed formally, noting that the following arguments can be made rigorous by applying, e.g., finite differences in time. We differentiate (3.16) (formally) with respect to time, obtaining the identity

\[
\begin{align*}
\partial^2_t \rho_n - \Delta \partial_t \rho_n + (\beta'')(\rho_n) \partial_t \rho_n &\quad = (-\pi'(\rho_n) + \mathcal{T}_{\tau_n}(\mu_{n-1}) g''(\rho_n)) \partial_t \rho_n + \partial_t \mathcal{T}_{\tau_n}(\mu_{n-1}) g'(\rho_n).
\end{align*}
\]

Multiplication by \(\partial_t \rho_n\), integration over \(Q_t\), where \(t \in (0, T]\), and (formal) integration by parts, using (3.17), yields the identity

\[
\begin{align*}
\frac{1}{2} &\left(\|\partial_t \rho_n(t)\|_H^2 + \|\partial_t \rho_{nr}(t)\|_{H_\Gamma}^2\right) + \int_0^t \int_\Omega \|
abla \partial_t \rho_n\|^2 \, dx \, ds + \int_0^t \int_\Gamma |\nabla \partial_t \rho_{nr}|^2 \, d\Gamma \, ds \\
&\quad + \int_0^t \int_\Omega \left((\beta'')(\rho_n) \partial_t \rho_n\right) |\partial_t \rho_n|^2 \, dx \, ds + \int_0^t \int_\Gamma \left((\beta'')(\rho_{nr}) \partial_t \rho_{nr}\right) |\partial_t \rho_{nr}|^2 \, d\Gamma \, ds \\
&\quad = \frac{1}{2} \left(\|\partial_t \rho_n(0)\|_H^2 + \|\partial_t \rho_{nr}(0)\|_{H_\Gamma}^2\right) + \int_0^t \int_\Omega \left(-\pi'(\rho_n) + \mathcal{T}_{\tau_n}(\mu_{n-1}) g''(\rho_n)\right) |\partial_t \rho_n|^2 \, dx \, dt \\
&\quad + \int_0^t \int_\Omega \partial_t \mathcal{T}_{\tau_n}(\mu_{n-1}) g'(\rho_n) \partial_t \rho_n \, dx \, dt + \int_0^t \int_\Gamma \left(\partial_t u_\Gamma - \pi'_n(\rho_{nr}) \partial_t \rho_{nr}\right) |\partial_t \rho_{nr}| \, d\Gamma \, ds.
\end{align*}
\] (3.24)

By the monotonicity of \(\beta''\) and \(\beta''_n\), all of the terms on the left-hand side are nonnegative, and, invoking (A2), (3.6), the boundedness of \(\pi', \pi'_n, g', g'', \mu_{n-1}\), and Young’s inequality, we readily conclude from (3.20) and the first (3.19) with \(k = n - 1\) that the three integrals on the right-hand side are finite.
Moreover, by (A1), (A4), (A5) and (A6), we have $\mu_0 g'(\rho_0) + \Delta \rho_0 - \pi(\rho_0) \in H$, and it follows from (2.1) that, for every $\varepsilon > 0$,

$$
\|\beta^\varepsilon(\rho_0)\|_H \leq \|\beta(\rho)\|_H \quad \text{and} \quad \|\beta^\varepsilon_T(\rho_{0T})\|_{H_T} \leq \|\beta_T(\rho_{0T})\|_{H_T}.
$$

(3.25)

We thus can infer from (A6) that

$$
\|\partial_t \rho_n(0)\|_H = \|\mu_0 g'(\rho_0) + \Delta \rho_0 - \pi(\rho_0) - \beta^\varepsilon(\rho_0)\|_H \leq K_1.
$$

(3.26)

Likewise, using (A1), (A2), (A4), (A6), and (2.1), we conclude that

$$
\|\partial_t \rho_{n\varepsilon}(0)\|_{H_T} = \|u_T(0) - \partial_u \rho_0 + \Delta_T \rho_{0T} - \pi_T(\rho_{0T}) - \beta^\varepsilon_T(\rho_{0T})\|_{H_T} \leq K_2.
$$

(3.27)

In conclusion, the expression on the right-hand side of (3.24) is finite, which proves the additional regularity (3.23).

Now that the existence of a unique solution $\rho_n$ to the system (3.16)–(3.18) with the required regularity is established, we substitute it in (3.14) and study the resulting initial-boundary value problem (3.14)–(3.15). Recalling the continuity of the embedding

$$
(L^\infty(0, t; H) \cap L^2(0, t; V)) \subset (L^{10/3}(Q_t) \cap L^{7/3}(0, t; L^{14/3}(\Omega))) \quad \forall t \in (0, T],
$$

(3.28)

we have that

$$
\partial_t \rho_n \in L^{10/3}(Q_{t_n}) \cap L^{7/3}(0, t_n; L^{14/3}(\Omega)).
$$

(3.29)

We now recall the form (3.3) of the extension of $g$ to the whole real line. Using this, we may argue as in [25, pp. 7953–7956] to conclude that, with $\rho_{n\varepsilon}$ fixed, the problem (3.14)–(3.15) has a unique nonnegative solution $\mu_n \in H^1(I_n; H) \cap L^\infty(I_n; V) \cap L^2(I_n; W_{2,3/2}(\Omega))$. But since $\partial_t \rho_n \in L^2(I_n; V)$, it follows from the continuity of the embedding $V \subset L^6(\Omega)$ that $g'(\rho_n) \partial_t \rho_n \mu_n \in L^2(I_n; H)$, and comparison in (3.14) shows that $\Delta \mu_n \in L^2(I_n; H)$, whence, by standard elliptic estimates, also $\mu_n \in L^2(I_n; W)$. The continuity of the embedding $(H^1(I_n; H) \cap L^2(I_n; H^2(\Omega))) \subset C^0(I_n; V)$ yields that then also $\mu_n \in C^0(I_n; V)$.

Finally, we have $\partial_t \rho_n \in L^{7/3}(I_n; L^{14/3}(\Omega))$, by (3.29). Therefore, we may repeat the argument from the proof of [14, Thm. 2.3], which was based on this regularity, to conclude that $\mu_n \in L^\infty(\Omega \times I_n)$. Here, we remark that the quoted proof was performed only for the special case $g(r) = r$; however, the argument extends with only minor modifications to the present situation (see also the analogous [19, Thm. 3.7]). With this, the above claim is completely proved.
boundary condition for $\rho$ was assumed in place of the dynamic boundary condition (1.5), we have chosen to include these estimates for the reader’s convenience.

**First estimate:**

First observe that $\partial_t \left( \frac{1}{2} + g(\rho(t)) \right) \mu^2 = (1 + 2g(\rho)) \mu \partial_t \mu + g'(\rho) \partial_t \rho \mu^2$. Hence, multiplying (3.9) by $\mu$, and integrating over $Q_t$, where $t \in (0, T]$, we find the identity

$$
\int_{\Omega} \left( \frac{1}{2} + g(\rho(t)) \right) \mu^2(t) \, dx + \int_{0}^{t} \int_{\Omega} |\nabla \mu|^2 \, dx \, ds = \int_{\Omega} \left( \frac{1}{2} + g(\rho_0) \right) \mu_0^2(t) \, dx,
$$

whence, using (A1), we easily conclude that

$$
\| \mu_{\tau N}^{E} \|_{L^\infty(0,T;H) \cap L^2(0,T;V)} \leq K_4,
$$

which entails that also

$$
\| \mathcal{T}_{\tau N} (\mu_{\tau N}^{E}) \|_{L^\infty(0,T;H) \cap L^2(0,T;V)} \leq K_4.
$$

**Second estimate:**

Next, we add $\rho$ on both sides of (3.11), multiply by $\partial_t \rho$, and integrate over $Q_t$, where $t \in (0, T]$. Adding $\rho_T$ on both sides of (3.12), we then obtain the identity

$$
\int_{0}^{t} \int_{\Omega} |\partial_t \rho|^2 \, dx \, ds + \frac{1}{2} \|\rho(t)\|_V^2 + \int_{\Omega} \hat{\beta}^\varepsilon (\rho(t)) \, dx \\
+ \int_{0}^{t} \int_{\Gamma} |\partial_t \rho_T|^2 \, d\Gamma \, ds + \frac{1}{2} \|\rho_T(t)\|_{V_T}^2 + \int_{\Gamma} \hat{\beta}^{\varepsilon}_T (\rho_T(t)) \, d\Gamma \\
= \frac{1}{2} \|\rho_0\|_V^2 + \int_{\Omega} \hat{\beta}^\varepsilon (\rho_0) \, dx + \frac{1}{2} \|\rho_0_T\|_{V_T}^2 + \int_{\Gamma} \hat{\beta}^{\varepsilon}_T (\rho_0_T) \, d\Gamma \\
+ \int_{0}^{t} \int_{\Omega} \partial_t \rho \left( \mathcal{T}_{\tau N}(\mu) g'(\rho) - \pi(\rho) + \rho \right) \, dx \, ds + \int_{0}^{t} \int_{\Gamma} \partial_t \rho_T \left( u_T - \pi_T(\rho_T) + \rho_T \right) \, d\Gamma \, ds.
$$

From (2.3), we obtain that all of the expressions on the left-hand side are nonnegative, and it follows from (A1), (2.3), and (A6), that the first four summands on the right-hand side are bounded by a constant that neither depends on $N \in \mathbb{N}$ nor on $\varepsilon > 0$. The last two integrals on the right-hand side, which we denote by $I_1$ and $I_2$, respectively, can be estimated as follows: we employ (3.3), (3.31), (A4), and Young’s inequality, to obtain that

$$
I_1 \leq \frac{1}{2} \int_{0}^{t} \int_{\Omega} |\partial_t \rho|^2 \, dx \, ds + K_5 \left( 1 + \int_{0}^{t} \int_{\Omega} |\rho|^2 \, dx \, ds \right),
$$

and invoke (A2), (A4), and Young’s inequality, to see that

$$
I_2 \leq \frac{1}{2} \int_{0}^{t} \int_{\Gamma} |\partial_t \rho_T|^2 \, d\Gamma \, ds + K_6 \left( 1 + \int_{0}^{t} \int_{\Gamma} |\rho_T|^2 \, d\Gamma \, ds \right).
$$

We thus can infer from Gronwall’s lemma that

$$
\| \rho_{\tau N}^{E} \|_{H^1(0,T;H) \cap L^\infty(0,T;V)} + \| \rho_{\tau N}^{E} \|_{H^1(0,T;H_T) \cap L^\infty(0,T;V_T)} \leq K_7.
$$
**Third estimate:**

Next, we multiply (3.11) by \( \beta^\varepsilon(\rho) \) and integrate over \( Q_t \), where \( 0 < t \leq T \). Then, we integrate by parts and use (3.12)–(3.13) to obtain the identity

\[
\int_\Omega \tilde{\beta}^\varepsilon(\rho(t)) \, dx + \int_\Gamma \tilde{\beta}^\varepsilon(\rho_t(t)) \, d\Gamma + \int_0^t \int_\Omega |\beta^\varepsilon(\rho)|^2 \, dx \, ds \\
+ \int_0^t \int_\Omega (\beta^\varepsilon)'(\rho) |\nabla \rho|^2 \, dx \, ds + \int_0^t \int_\Gamma (\beta^\varepsilon)'(\rho_t) |\nabla \rho_t|^2 \, d\Gamma \, ds \\
= \int_\Omega \tilde{\beta}^\varepsilon(\rho_0) \, dx + \int_\Gamma \tilde{\beta}^\varepsilon(\rho_{0T}) \, d\Gamma + \int_0^t \int_\Omega (\mathcal{T}_{\tau_N}(\mu) g'(\rho) - \pi(\rho)) \beta^\varepsilon(\rho) \, dx \, ds \\
+ \int_0^t \int_\Gamma (u_{\Gamma} - \pi_{\Gamma}(\rho_T)) \beta^\varepsilon(\rho_T) \, d\Gamma \, ds - \int_0^t \int_\Gamma \beta^\varepsilon(\rho_T) \beta^\varepsilon(\rho_T) \, d\Gamma \, ds.
\] (3.36)

In view of (2.3), and as \( \beta^\varepsilon \) is increasing, all of the terms on the left-hand side are non-negative. About the last term, we exploit (3.2) to deduce that

\[
-\int_0^t \int_\Gamma \beta^\varepsilon(\rho_T) \beta^\varepsilon(\rho_T) \, d\Gamma \, ds \leq -\frac{1}{2\eta} \int_0^t \int_\Gamma |\beta^\varepsilon(\rho_T)|^2 \, d\Gamma \, ds + \frac{T C^2}{2\eta} \int 1 \, d\Gamma.
\] (3.37)

Moreover, by (2.3) and (A6),

\[
\int_\Omega \tilde{\beta}^\varepsilon(\rho_0) \, dx + \int_\Gamma \tilde{\beta}^\varepsilon(\rho_{0T}) \, d\Gamma \leq \int_\Omega \tilde{\beta}(\rho_0) \, dx + \int_\Gamma \tilde{\beta}(\rho_{0T}) \, d\Gamma \leq K_8.
\] (3.38)

Furthermore, thanks to the previous estimates and Young’s inequality,

\[
\int_0^t \int_\Omega (\mathcal{T}_{\tau_N}(\mu) g'(\rho) - \pi(\rho)) \beta^\varepsilon(\rho) \, dx \, ds \leq \frac{1}{2} \int_0^t \int_\Omega |\beta^\varepsilon(\rho)|^2 \, dx \, ds + K_9,
\] (3.39)

as well as

\[
\int_0^t \int_\Gamma (u_{\Gamma} - \pi_{\Gamma}(\rho_T)) \beta^\varepsilon(\rho_T) \, d\Gamma \, ds \leq \frac{1}{4\eta} \int_0^t \int_\Gamma |\beta^\varepsilon(\rho_T)|^2 \, d\Gamma \, ds + K_{10},
\] (3.40)

with the constant \( \eta > 0 \) introduced in (A7). Hence, we can infer from (3.36)–(3.40) that

\[
\|\beta^\varepsilon(\rho_{\tau_N})\|_{L^2(0,T;H)} \leq K_{11},
\] (3.41)

whence, by comparison in (3.11),

\[
\|\Delta \rho_{\tau_N}\|_{L^2(0,T;H)} \leq K_{12}.
\] (3.42)

**Fourth estimate:**

We now draw some consequences from (3.42). First, we invoke [3, Theorem 3.1, p. 1.79], which yields the estimate

\[
\int_0^T \|\rho(t)\|^2_{H^{3/2}(\Omega)} \, dt \leq K_{13} \int_0^T (\|\Delta \rho(t)\|^2_{H} + \|\rho_{\Gamma}(t)\|^2_{H^1}) \, dt,
\] (3.43)
whence we obtain that (cf. (3.35))
\[\|\rho\|_{L^2(0,T;H^{3/2}(\Omega))} \leq K_{14}. \tag{3.44}\]

By virtue of (3.42) and of [3, Theorem 2.27, p. 1.64], we can also conclude that
\[\|\partial_n \rho\|_{L^2(0,T;H_{\Gamma})} \leq K_{15}. \tag{3.45}\]

We now aim to find an estimate for \(\beta_{\epsilon}^\tau(\rho_T)\). To this end, we multiply (3.12) by \(\beta_{\epsilon}^\tau(\rho_T)\) and integrate over \(\Gamma \times (0,t)\), where \(0 < t \leq T\). We obtain the identity
\[\int_{\Gamma} \beta_{\epsilon}^\tau(\rho_T(t)) \, d\Gamma + \int_0^t \int_{\Gamma} (\beta_{\epsilon}^\tau)'(\rho_T) |\nabla_{\Gamma} \rho_T|^2 \, d\Gamma \, ds + \int_0^t \int_{\Gamma} |\beta_{\epsilon}^\tau(\rho_T)|^2 \, d\Gamma \, ds = \int_{\Gamma} \beta_{\epsilon}^\tau(\rho_{0T}) \, d\Gamma + \int_0^t \int_{\Gamma} (u_T - \partial_n \rho - \pi_{\Gamma}(\rho_T)) \beta_{\epsilon}^\tau(\rho_T) \, d\Gamma \, ds. \tag{3.46}\]

By the monotonicity of \(\beta_{\epsilon}^\tau\) and (2.3), the first two integrals on the left-hand side of (3.46) are nonnegative, while, thanks to (A6),
\[\int_{\Gamma} \beta_{\epsilon}^\tau(\rho_{0T}) \, d\Gamma \leq \int_{\Gamma} \beta_{\epsilon}^\tau(\rho_{0T}) \, d\Gamma \leq K_{16}. \tag{3.47}\]

For the last integral on the right-hand side, we invoke (A2), (A4), (3.35), (3.45), and Young’s inequality, to infer that
\[\int_0^t \int_{\Gamma} (u_T - \partial_n \rho - \pi_{\Gamma}(\rho_T)) \beta_{\epsilon}^\tau(\rho_T) \, d\Gamma \, ds \leq \frac{1}{2} \int_0^t \int_{\Gamma} |\beta_{\epsilon}^\tau(\rho_T)|^2 \, d\Gamma \, ds + K_{17}, \tag{3.48}\]
whence we conclude that
\[\|\beta_{\epsilon}^\tau(\rho_T)\|_{L^2(0,T;H_{\Gamma})} \leq K_{18}. \tag{3.49}\]

Comparison in (3.12), using the previously shown estimates, then yields
\[\|\Delta_{\Gamma} \rho_T\|_{L^2(0,T;H^2(\Gamma))} \leq K_{19}, \tag{3.50}\]
and it follows from the boundary version of the elliptic estimates that
\[\|\rho_T\|_{L^2(0,T;H^2(\Gamma))} \leq K_{20}, \tag{3.51}\]
whence, employing (3.42) and standard elliptic estimates, we conclude that also
\[\|\rho\|_{L^2(0,T;H^2(\Omega))} \leq K_{21}. \tag{3.52}\]

In conclusion, we have inferred the estimate
\[\left\|\beta_{\epsilon}^\tau(\rho_{T_N})\right\|_{L^2(0,T;H_{\Gamma})} + \left\|\rho_{T_N}\right\|_{L^2(0,T;H^2(\Omega))} + \left\|\rho_{T_N}\right\|_{L^2(0,T;H^2(\Gamma))} \leq K_{22}. \tag{3.53}\]

**Fifth estimate:**

In this step of the proof, we partly repeat a formal argument that was already used in Step 1, noting again that it can be made rigorous by using finite differences in time.
Namely, we differentiate (3.11) formally with respect to time, multiply the resulting identity by \( \partial_t \rho \), and integrate over \( Q_t \), where \( 0 < t \leq T \), and (formally) by parts. As in Step 1 (see the argumentation between Eqs. (3.24) and (3.27)), we then arrive at an inequality of the form
\[
\frac{1}{2} \left( \| \partial_t \rho(t) \|_H^2 + \| \partial_t \rho_T(t) \|_{H^2} \right) + \int_0^t \int_\Omega |\nabla \partial_t \rho|^2 \, dx \, ds + \int_0^t \int_{\Gamma} |\nabla_{T} \partial_t \rho_T|^2 \, d\Gamma \, ds \\
\leq K_{23} + \sum_{j=1}^{4} I_j, \tag{3.54}
\]
where the expressions \( I_j, 1 \leq j \leq 4 \), will be specified and estimated below. At first, recall that \( \pi', \pi'_r, g', g'' \) are bounded. Hence, owing to (3.35), we have that
\[
I_1 := -\int_0^t \int_\Omega \pi'(\rho) |\partial_t \rho|^2 \, dx \, ds \leq K_{24}, \tag{3.55}
\]
and, by also using (A2) and Young’s inequality, we infer that
\[
I_4 := \int_0^t \int_{\Gamma} (\partial_{ut_T} - \pi'_r(\rho_T) \partial_t \rho_T) \partial_t \rho_T \, d\Gamma \, ds \leq K_{25}. \tag{3.56}
\]
In addition, invoking (3.31) and the compactness inequality (1.21), as well as Hölder’s inequality, we find that
\[
I_2 := \int_0^t \int_\Omega \mathcal{T}_{\tau_N}(\mu) g''(\rho) |\partial_t \rho|^2 \, dx \, ds \leq K_{26} \int_0^t \| \mathcal{T}_{\tau_N}(\mu(s)) \|_2 \| \partial_t \rho(s) \|_{H^2}^2 \, ds \\
\leq K_{27} \int_0^t \| \partial_t \rho(s) \|_{H^2}^2 \, ds \leq \frac{1}{6} \int_0^t \| \nabla \partial_t \rho(s) \|_{H^2}^2 \, ds + K_{28}. \tag{3.57}
\]

The estimation of the remaining term
\[
I_3 := \int_0^t \int_\Omega \partial_t \mathcal{T}_{\tau_N}(\mu) g'(\rho) \partial_t \rho \, dx \, ds
\]
is more delicate. To this end, we note that (3.9) implies the identity
\[
\partial_t \mu = \frac{1}{1 + 2g(\rho)} (\Delta \mu - \mu g'(\rho) \partial_t \rho), \tag{3.58}
\]
where, thanks to (3.3), \( 1/(1 + 2g(\rho)) \leq 3 \). First, recall that \( \mathcal{T}_{\tau_N}(\mu) \) is constant with respect to time on the interval \((0, \tau)\). We therefore have, with obvious notation:
\[
\int_0^t \int_\Omega g'(\rho) \partial_t \mathcal{T}_{\tau_N}(\mu) \partial_t \rho \, dx \, ds = \int_0^t \int_\Omega \partial_t \mu(s) g'(\rho(s + \tau_N)) \partial_t \rho(s + \tau_N) \, dx \, ds \\
= \int_0^t \int_\Omega \frac{1}{1 + 2g(\rho(s))} \left[ \Delta \mu(s) - \mu(s) g'(\rho(s)) \partial_t \rho(s) \right] \partial_t g(\rho(s + \tau_N)) \, dx \, ds \\
= -\int_0^t \int_\Omega \nabla \mu(s) \cdot \nabla \left( \frac{\partial_t g(\rho(s + \tau_N))}{1 + 2g(\rho(s))} \right) \, dx \, ds \\
- \int_0^t \int_\Omega \frac{g'(\rho(s)) g'(\rho(s + \tau_N))}{1 + 2g(\rho(s))} \mu(s) \partial_t \rho(s) \partial_t \rho(s + \tau_N) \, dx \, ds. \tag{3.59}
\]
We treat the last two integrals separately, invoking our structural assumptions and the estimates established above. We have

\[ - \int_0^{t-\tau_N} \int_\Omega \nabla \mu(s) \cdot \nabla \left( \frac{\partial_t g(\rho(s + \tau_N))}{1 + 2g(\rho(s))} \right) \, dx \, ds \]

\[ = - \int_0^{t-\tau_N} \int_\Omega \nabla \mu(s) \cdot \nabla \left( \frac{g'(\rho(s + \tau_N)) \partial_t \rho(s + \tau_N)}{1 + 2g(\rho(s))} \right) \, dx \, ds \]

\[ \leq K_{29} \int_0^{t-\tau_N} \int_\Omega |\nabla \mu(s)||\nabla \partial_t \rho(s + \tau_N)| \, dx \, ds \]

\[ + K_{30} \int_0^{t-\tau_N} \int_\Omega |\nabla \mu(s)||\nabla \rho(s)||\partial_t \rho(s + \tau_N)| \, dx \, ds \]

\[ + K_{31} \int_0^{t-\tau_N} \int_\Omega |\nabla \mu(s)||\nabla \rho(s + \tau_N)||\partial_t \rho(s + \tau_N)| \, dx \, ds, \]

(3.60)

where, owing to (3.30) and Young’s inequality,

\[ K_{29} \int_0^{t-\tau_N} \int_\Omega |\nabla \mu(s)||\nabla \partial_t \rho(s + \tau_N)| \, dx \, ds \leq \frac{1}{6} \int_0^t \int_\Omega |\nabla \partial_t \rho|^2 \, dx \, ds + K_{32}. \]

(3.61)

On the other hand, we also have that

\[ K_{33} \int_0^{t-\tau_N} \int_\Omega |\nabla \mu(s)||\nabla \rho(s)||\partial_t \rho(s + \tau_N)| \, dx \, ds \]

\[ \leq K_{33} \int_0^{t-\tau_N} ||\nabla \mu(s)||_2 ||\nabla \rho(s)||_4 ||\partial_t \rho(s + \tau_N)||_4 \, ds \]

\[ \leq \frac{1}{6} \int_0^t ||\partial_t \rho(s)||_V^2 \, ds + K_{34} \int_0^{t-\tau_N} ||\nabla \mu(s)||_H ||\nabla \rho(s)||_V \, ds \]

\[ \leq \frac{1}{6} \int_0^t \int_\Omega |\nabla \partial_t \rho|^2 \, dx \, ds + K_{34} \int_0^t \int_\Omega |\partial_t \rho|^2 \, dx \, ds + K_{34} \int_0^{t-\tau_N} ||\nabla \mu(s)||_H^2 ||\nabla \rho(s)||_V^2 \, ds \]

\[ \leq \frac{1}{6} \int_0^t \int_\Omega |\nabla \partial_t \rho|^2 \, dx \, ds + K_{36} + K_{37} \int_0^{t-\tau_N} ||\nabla \mu(s)||_H^2 ||\nabla \rho(s)||_V^2 \, ds. \]

(3.62)

The last integral cannot be controlled in this form. We thus try to estimate the expression \( ||\nabla \rho(s)||_V^2 \) in terms of the expressions \( ||\partial_t \rho(s)||_H^2 \) and \( ||\partial_t \rho_T(s)||^2_{H_T} \) which can be handled using the first summand on the left-hand side of (3.54). To this end, we use the regularity theory for linear elliptic equations and (3.35) to deduce that

\[ ||\nabla \rho(s)||_V^2 \leq K_{39} \left( ||\rho(s)||_V^2 + ||\Delta \rho(s)||_H^2 \right) \leq K_{39} \left( 1 + ||\Delta \rho(s)||_H^2 \right). \]

(3.63)

We now multiply, just as in the third estimate above, (3.11) by \( \beta'(\rho(s)) \), but this time we only integrate over \( \Omega \) to obtain the identity (compare with (3.36))

\[ ||\beta'(\rho(s))||_H^2 + \int_\Omega (\beta'(\rho(s))) |\nabla \rho(s)|^2 \, dx + \int_\Gamma (\beta'(\rho_T(s))) |\nabla \tau \rho_T(s)|^2 \, d\Gamma \]

\[ = \int_\Omega \beta'(\rho(s)) (\partial_t \rho(s) - \pi(\rho(s)) + T_{\tau \mu}(\rho(s)) g'(\rho(s))) \, dx \]

\[ + \int_\Gamma \beta'(\rho_T(s)) (u_T(s) - \pi_T(\rho_T(s)) - \partial_t \rho_T(s)) \, d\Gamma - \int_\Gamma \beta'_T(\rho_T(s)) \beta'(\rho_T(s)) \, d\Gamma. \]

(3.64)
The terms on the left-hand side are nonnegative, and analogous reasoning as in the third estimate, using the already proven bounds, the general assumptions, (3.31), (3.2) and Young’s inequality, shows that
\[ \| \beta^r(\rho(s)) \|_H^2 \leq K_{40} \left( 1 + \| \partial_t \rho(s) \|_H^2 + \| \partial_T \rho_T(s) \|_{H^1}^2 \right) \quad \text{for a.e. } s \in (0, t), \] (3.65)
whence, by comparison in (3.11),
\[ \| \Delta \rho(s) \|_H^2 \leq K_{41} \left( 1 + \| \partial_t \rho(s) \|_H^2 + \| \partial_T \rho_T(s) \|_{H^1}^2 \right) \quad \text{for a.e. } s \in (0, t). \] (3.66)
Combining the estimates (3.62)–(3.66), we have thus shown that
\[ \int_0^{t-T_N} \int_\Omega |\nabla \mu(s)| \cdot |\nabla \rho(s)| \cdot |\partial_t \rho(s + \tau_N)| \, dx \, ds \]
\[ \leq \frac{1}{6} \int_0^t \int_\Omega |\nabla \partial_t \rho|^2 \, dx \, ds + K_{42} \left( 1 + \int_0^t \| \nabla \mu(s) \|_H^2 \left( \| \partial_t \rho(s) \|_H^2 + \| \partial_T \rho_T(s) \|_{H^1}^2 \right) \, ds \right). \] (3.67)
By similar reasoning, we also obtain that
\[ K_{43} \int_0^{t-T_N} \int_\Omega |\nabla \mu(s)| \cdot |\nabla \rho(s + \tau_N)| \cdot |\partial_t \rho(s + \tau_N)| \, dx \, ds \leq \frac{1}{6} \int_0^t \int_\Omega |\nabla \partial_t \rho|^2 \, dx \, ds \]
\[ + K_{43} \left( 1 + \int_0^t \| \nabla \nabla \tau_N(\mu(s)) \|_H^2 \left( \| \partial_t \rho(s) \|_H^2 + \| \partial_T \rho_T(s) \|_{H^1}^2 \right) \, ds \right), \] (3.68)
where \( \nabla \nabla \tau_N(\mu(s)) = \nabla \mu_0 \) for \( 0 \leq s \leq \tau_N \). Hence, combining the inequalities (3.60)–(3.61) and (3.67)–(3.68), we have proved the estimate
\[ \int_0^{t-T_N} \int_\Omega \nabla \mu(s) \cdot \nabla \left( \frac{\partial_t \rho(s + \tau_N)}{1 + 2g(\rho(s))} \right) \, dx \, ds \leq \frac{1}{2} \int_0^t \int_\Omega |\nabla \partial_t \rho|^2 \, dx \, ds \]
\[ + K_{44} \left( 1 + \int_0^t \| \nabla \mu(s) \|_H^2 + \| \nabla \nabla \tau_N(\mu(s)) \|_H^2 \left( \| \partial_t \rho(s) \|_H^2 + \| \partial_T \rho_T(s) \|_{H^1}^2 \right) \, ds \right). \] (3.69)
Let us now come to the second term on the right-hand side of (3.59). We have, owing to Hörder’s and Young’s inequalities,
\[ \int_0^{t-T_N} \int_\Omega \frac{g'(\rho(s)) g'(\rho(s + \tau_N))}{1 + 2g(\rho(s))} \mu(s) \partial_t \rho(s) \partial_t \rho(s + \tau_N) \, dx \, ds \]
\[ \leq K_{45} \int_0^{t-T_N} \| \mu(s) \|_3 \| \partial_t \rho(s + \tau_N) \|_6 \| \partial_t \rho(s) \|_2 \, ds \]
\[ \leq \frac{1}{6} \int_0^{t-T_N} \| \partial_t \rho(s + \tau_N) \|_V^3 \, ds + K_{46} \int_0^t \| \mu(s) \|_3^2 \| \partial_t \rho(s) \|_H^2 \, ds \]
\[ \leq \frac{1}{6} \int_0^t \| \nabla \partial_t \rho(s) \|_H^2 \, ds + K_{47} \left( 1 + \int_0^t \| \mu(s) \|_3^2 \| \partial_t \rho(s) \|_H^2 \, ds \right). \] (3.70)
Therefore, due to (3.69) and (3.70), we can infer from (3.59) that
\[
\int_0^t \int_\Omega g'(\rho) \partial_t \mathcal{T}_{\tau_N}(\mu) \partial_t \rho \, dx \, ds \leq \frac{2}{3} \int_0^t \int_\Omega |\nabla \partial_t \rho|^2 \, dx \, ds + K_{48} \\
+ K_{49} \int_0^t \Phi(s) \left( \|\partial_t \rho(s)\|_{\mathcal{H}}^2 + \|\partial_t \rho_T(s)\|_{\mathcal{H}_T}^2 \right) \, ds,
\]  
(3.71)

where \( \Phi : (0, T) \to \mathbb{R} \) is given by \( \Phi(s) := \|\mu(s)\|_{\mathcal{H}}^2 + \|\nabla \mu(s)\|_{\mathcal{H}}^2 + \|\nabla \mathcal{T}_{\tau_N}(\mu(s))\|_{\mathcal{H}}^2 \) for \( s \in (0, T) \). Since it is known that \( \Phi \) is bounded in \( L^1(0, T) \) uniformly with respect to \( N \in \mathbb{N} \) and \( \varepsilon > 0 \), summarizing the estimates (3.54)–(3.57), (3.71), and invoking Gronwall’s lemma, we have thus finally shown that
\[
\|\partial_t \rho_{\tau_N}\|_{L^\infty(0, T; \mathcal{H}) \cap L^2(0, T; \mathcal{V})} \leq K_{50}. \tag{3.72}
\]

Let us draw some consequences from this estimate. First note that (3.65), (3.66) and (3.72) entail that
\[
\|\beta'(\rho_{\tau_N})\|_{L^\infty(0, T; \mathcal{H})} + \|\Delta \rho_{\tau_N}\|_{L^\infty(0, T; \mathcal{H})} \leq K_{51}. \tag{3.73}
\]

Next, we recall (3.35) and the fact that \( u_\Gamma \in C^0([0, T]; \mathcal{H}_T) \), by assumption (A2). We therefore can, for almost every fixed \( t \in (0, T) \), follow exactly the same chain of arguments as in the fourth estimate, but this time without integrating over time. In doing this, we establish consecutively bounds resembling the estimates (3.43)–(3.53), eventually arriving at the estimate
\[
\left\| \beta^\varepsilon(\rho_{\tau_N}^\varepsilon) \right\|_{L^\infty(0, T; \mathcal{H}_T)} + \|\rho_{\tau_N}^\varepsilon\|_{L^\infty(0, T; \mathcal{H}^2(\Omega))} + \left\| \rho_{\tau_N}^\varepsilon \right\|_{L^\infty(0, T; \mathcal{H}^2(\Gamma))} \leq K_{52}. \tag{3.74}
\]

Notice that (3.74) implies, in particular, that
\[
\|\rho_{\tau_N}^\varepsilon\|_{L^\infty(Q)} + \left\| \rho_{\tau_N}^\varepsilon \right\|_{L^\infty(\Sigma)} \leq K_{53}. \tag{3.75}
\]

**Sixth estimate:**

We now multiply (3.9) by \( \partial_t \mu \) and integrate over \( Q_\varepsilon \), where \( 0 < t \leq T \), and by parts. Recalling (3.3) and (A1), and invoking Hölder’s and Young’s inequalities, we obtain that
\[
\begin{align*}
\frac{1}{3} \int_0^t \int_\Omega |\partial_t \mu|^2 \, dx \, ds + \frac{1}{2} \|\nabla \mu(t)\|_{\mathcal{H}}^2 & \leq \frac{1}{2} \|\nabla \mu_0\|_{\mathcal{H}}^2 + K_{54} \int_0^t \int_\Omega |\partial_t \mu| \|\mu\| |\partial_t \rho| \, dx \, ds \\
& \leq K_{55} + K_{56} \int_0^t \|\partial_t \mu(s)\|_2 \|\partial_t \rho(s)\|_4 \|\mu(s)\|_4 \, ds \\
& \leq K_{55} + \frac{1}{6} \int_0^t \int_\Omega |\partial_t \mu|^2 \, dx \, ds + K_{57} \int_0^t \int_\Omega |\partial_t \rho(s)|^2 \|\mu(s)\|_V^2 \, ds 
\end{align*}
\]  
(3.76)

and we note that the function \( s \mapsto \|\partial_t \rho(s)\|_V^2 \) is bounded in \( L^1(0, T) \) by (3.72). Thus, taking (3.30) into account, we can infer from Gronwall’s lemma that
\[
\|\mu_{\tau_N}^\varepsilon\|_{H^1(0, T; \mathcal{H}) \cap L^\infty(0, T; \mathcal{V})} \leq K_{58}. \tag{3.77}
\]
But then, owing to Hölder’s inequality and and (3.72),
\[
\|g'(\rho) \partial_t \rho \mu\|_{L^2(Q)}^2 \leq K_{59} \int_0^T \|\partial_t \rho(s)\|_{L^2}^2 \|\mu(s)\|_{L^2}^2 \, ds \\
\leq K_{60} \|\mu\|_{L^\infty(0,T;V)}^2 \|\partial_t \rho\|_{L^2(0,T;V)}^2 \leq K_{61},
\]
whence, by comparison in (3.9),
\[
\|\Delta \mu\|_{L^2(0,T;H)} \leq K_{62}.
\]

In view of the boundary condition (3.10), we therefore can infer from standard elliptic estimates that
\[
\|\mu_{\tau_N}^\varepsilon\|_{L^2(0,T;H^2(\Omega))} \leq K_{63}. \tag{3.78}
\]

Finally, we recall (3.72) and (3.28), which yield that \(\partial_t \rho_{\tau_N}^\varepsilon\) is bounded in the space \(L^{7/3}(0,T;L^{14/3}(\Omega))\), uniformly in \(N \in \mathbb{N}\) and \(\varepsilon > 0\). Hence, we may again argue as in the proof of [14, Thm. 2.3] to conclude that
\[
\|\mu_{\tau_N}^\varepsilon\|_{L^\infty(Q)} \leq K_{64}. \tag{3.79}
\]

**Step 3:** In this step of the proof, we perform the limit process as \(N \to \infty\). Owing to the a priori estimates established above in Step 2, we can select a subsequence, which is again indexed by \(N\), such that, as \(N \to \infty\),
\[
\rho_{\tau_N}^\varepsilon \to \rho^\varepsilon \quad \text{weakly-star in } W^{1,\infty}(0,T;H) \cap H^1(0,T;V) \cap L^\infty(0,T;H^2(\Omega)), \tag{3.80}
\]
\[
\rho_{\tau_N}^\varepsilon \to \rho_T^\varepsilon \quad \text{weakly-star in } W^{1,\infty}(0,T;H_T) \cap H^1(0,T;V_T) \cap L^\infty(0,T;H^2(\Gamma)), \tag{3.81}
\]
\[
\mu_{\tau_N}^\varepsilon \to \mu^\varepsilon \quad \text{weakly in } H^1(0,T;H) \cap L^2(0,T;W) \quad \text{and weakly-star in } L^\infty(Q), \tag{3.82}
\]
for suitable limits \(\mu^\varepsilon, \rho^\varepsilon, \rho_T^\varepsilon\). By (3.82), we have that \(\partial_t \mu^\varepsilon = 0\) almost everywhere on \(\Sigma\), and the continuity of the embedding \(H^1(0,T;H) \cap L^2(0,T;H^2(\Omega)) \subset C^0([0,T];V)\) implies that both \(\rho^\varepsilon(0) = \rho_0\) and \(\mu^\varepsilon(0) = \mu_0\). Moreover, by virtue of standard compactness results (see, e.g., [45, Sect. 8, Cor. 4]), we can without loss of generality assume that
\[
\mu_{\tau_N}^\varepsilon \to \mu^\varepsilon \quad \text{strongly in } C^0([0,T];H), \tag{3.83}
\]
\[
\rho_{\tau_N}^\varepsilon \to \rho^\varepsilon \quad \text{strongly in } C^0([0,T];H^s(\Omega)) \text{ for } 0 < s < 2, \tag{3.84}
\]
whence we obtain that \(\mu^\varepsilon \geq 0\) almost everywhere in \(Q\) and
\[
\rho_{\tau_N}^\varepsilon \to \rho^\varepsilon \quad \text{strongly in } C^0(\overline{Q}). \tag{3.85}
\]

But then \(\rho_{\tau_N}^\varepsilon \rightharpoonup \rho_T^\varepsilon\) strongly in \(C^0(\Sigma)\), and thus, invoking (3.81), we obtain that \(\rho_{\tau_N}^\varepsilon = \rho_T^\varepsilon\). In addition, the Lipschitz continuity of the corresponding functions on \(\mathbb{R}\) yields that
\[
\Phi(\rho_{\tau_N}^\varepsilon) \to \Phi(\rho^\varepsilon) \quad \text{strongly in } C^0(\overline{Q}) \text{ for } \Phi \in \{\beta^\varepsilon, \pi, g, g'\},
\]
\[
\Phi_T(\rho_{\tau_N}^\varepsilon) \to \Phi_T(\rho_T^\varepsilon) \quad \text{strongly in } C^0(\overline{\Sigma}) \text{ for } \Phi_T \in \{\beta_T^\varepsilon, \pi_T\}. \tag{3.86}
\]
It is therefore easily verified that

\[(1 + 2g(\rho^\varepsilon_n)) \partial_t \mu^\varepsilon_n \to (1 + 2g(\rho^\varepsilon)) \partial_t \mu^\varepsilon \text{ weakly in } L^2(Q),\]
\[\mu^\varepsilon_n g'(\rho^\varepsilon_n) \partial_t \rho^\varepsilon_n \to \mu^\varepsilon g'(\rho^\varepsilon) \partial_t \rho^\varepsilon \text{ weakly in } L^1(Q).\]  
\[(3.87)\]

Finally, in view of (3.77), it is easy to check that

\[\|\mathcal{F}_{\tau N}(\mu^\varepsilon_n) - \mu^\varepsilon_{\tau N}\|_{L^2(Q)} \to 0 \text{ as } N \to \infty,\]
which, in combination with (3.83) and (3.86), implies that

\[\mathcal{F}_{\tau N}(\mu^\varepsilon_n) g'(\rho^\varepsilon_n) \to \mu^\varepsilon g'(\rho^\varepsilon) \text{ strongly in } L^2(Q).\]  
\[(3.88)\]

Hence, letting \(N \to \infty\) in the system (3.9)–(3.13), we find that the triple \((\mu^\varepsilon, \rho^\varepsilon, \rho^\varepsilon_\Gamma)\) is a solution to the initial-boundary value problem

\[\begin{align*}
(1 + 2g(\rho^\varepsilon)) \partial_t \mu^\varepsilon + g'(\rho^\varepsilon) \partial_t \rho^\varepsilon - \Delta \mu^\varepsilon &= 0 \quad \text{a. e. in } Q, \\
\partial_n \mu^\varepsilon &= 0 \quad \text{a. e. on } \Sigma, \\
\partial_t \rho^\varepsilon - \Delta \rho^\varepsilon + \beta^\varepsilon(\rho^\varepsilon) + \pi(\rho^\varepsilon) &= \mu^\varepsilon g'(\rho^\varepsilon) \quad \text{a. e. in } Q, \\
\partial_n \rho^\varepsilon + \beta^\varepsilon_\Gamma(\rho^\varepsilon_\Gamma) + \pi_\Gamma(\rho^\varepsilon_\Gamma) - \Delta_\Gamma \rho^\varepsilon_\Gamma &= u_\Gamma, \quad \rho^\varepsilon_\Gamma = \rho^\varepsilon_\Gamma, \quad \text{a. e. on } \Sigma, \\
\rho^\varepsilon(0) &= \rho_0 \quad \text{a. e. in } \Omega, \quad \rho^\varepsilon_\Gamma(0) = \rho_0|_\Gamma \quad \text{a. e. on } \Gamma. 
\end{align*}\]  
\[(3.89-3.93)\]

Moreover, \(\mu^\varepsilon\) is nonnegative almost everywhere in \(Q\), and, by virtue of the weak (and weak star) sequential lower semicontinuity of norms, we have the estimate

\[\begin{align*}
\|\rho^\varepsilon\|_{W^{1,\infty}(0,T;H) \cap H^1(0,T;V) \cap L^\infty(0,T;H^2(\Omega))} \\
+ \|\rho^\varepsilon_\Gamma\|_{W^{1,\infty}(0,T;H_\Gamma) \cap H^1(0,T;V_\Gamma) \cap L^\infty(0,T;H^2(\Gamma))} \\
+ \|\mu^\varepsilon\|_{H^1(0,T;H) \cap L^2(0,T;W) \cap L^\infty(Q)} \\
+ \|\beta^\varepsilon(\rho^\varepsilon)\|_{L^\infty(0,T,H)} + \|\beta^\varepsilon_\Gamma(\rho^\varepsilon_\Gamma)\|_{L^\infty(0,T,H_\Gamma)} &\leq K_{65}. 
\end{align*}\]  
\[(3.94)\]

**STEP 4:** In the final step of the existence proof, we perform the limit process as \(\varepsilon \searrow 0\). Repeating the arguments of Step 3, we can find a sequence \(\varepsilon_n \searrow 0\) and corresponding solution triples \((\mu^\varepsilon_n, \rho^\varepsilon_n, \rho^\varepsilon_n_\Gamma)\) to the system (3.89)–(3.93) such that, as \(n \to \infty\),

\[\begin{align*}
\rho^\varepsilon_n &\to \rho \quad \text{weakly-star in } W^{1,\infty}(0,T;H) \cap H^1(0,T;V) \cap L^\infty(0,T;H^2(\Omega)), \\
\rho^\varepsilon_n_\Gamma &\to \rho_\Gamma \quad \text{weakly-star in } W^{1,\infty}(0,T;H_\Gamma) \cap H^1(0,T;V_\Gamma) \cap L^\infty(0,T;H^2(\Gamma)), \\
\mu^\varepsilon_n &\to \mu \quad \text{weakly in } H^1(0,T;H) \cap L^2(0,T;W) \text{ and weakly-star in } L^\infty(Q), \\
\beta^\varepsilon_n(\rho^\varepsilon_n) &\to \xi \quad \text{weakly-star in } L^\infty(0,T;H), \\
\beta^\varepsilon_n(\rho^\varepsilon_n_\Gamma) &\to \xi_\Gamma \quad \text{weakly-star in } L^\infty(0,T;H_\Gamma), 
\end{align*}\]  
\[(3.95-3.99)\]

for suitable limits \(\mu, \rho, \rho_\Gamma, \xi, \xi_\Gamma\). As in Step 3, we may assume that

\[\begin{align*}
\mu^\varepsilon_n &\to \mu \quad \text{strongly in } C^0([0,T];H), \\
\rho^\varepsilon_n &\to \rho \quad \text{strongly in } C^0(\overline{Q}), 
\end{align*}\]  
\[(3.100)\]
whence we again conclude that \( \rho_\Gamma = \rho|_{\Sigma}, \rho(0) = \rho_0, \) and \( \mu(0) = \mu_0. \) Moreover, (3.97) implies that \( \partial_n \mu = 0 \) almost everywhere on \( \Sigma. \) We also have that
\[
\Phi(\rho^n) \to \Phi(\rho) \quad \text{strongly in } C^0(\bar{Q}) \quad \text{for } \Phi \in \{\pi, g, g'\},
\]
\[
\pi_T(\rho^n) \to \pi_T(\rho) \quad \text{strongly in } C^0(\Sigma),
\]
\[
(1 + 2g(\rho^n)) \partial_t \rho^n \to (1 + 2g(\rho)) \partial_t \mu \quad \text{weakly in } L^2(Q),
\]
\[
\mu^n g'(\rho^n) \partial_t \rho^n \to \mu g'(\rho) \partial_t \rho \quad \text{weakly in } L^1(Q),
\]
\[
\mu^n g'(\rho^n) \to \mu g'(\rho) \quad \text{strongly in } L^2(Q).
\]

Moreover, by a standard argument in the theory of maximal monotone operators (see, e.g., [1, Lemma 2.3, p. 38]), we infer that also \( \rho \in D(\beta) \) and \( \xi \in \beta(\rho) \) almost everywhere in \( Q, \) as well \( \rho_T \in D(\beta_T) \) and \( \xi_T \in \beta_T(\rho_T) \) almost everywhere on \( \Sigma. \) In particular, thanks to \( (A5), \) the values of \( \rho \) belong almost everywhere to the domain of definition of the original function \( g. \) Hence, we may pass to the limit as \( \varepsilon_n \searrow 0 \) in the system (3.89)–(3.93) to infer that the quintuple \( (\mu, \rho, \rho_T, \xi, \xi_T) \) is a solution to the system (1.1)–(1.7).

Finally, we have that \( \partial_n \mu = 0 \) a.e. on \( \Sigma \) and, in addition, that \( g(\rho), g'(\rho) \in C^0(\bar{Q}) \) and \( \mu \in L^\infty(Q). \) Since
\[
\partial_t \mu - (1 + 2g(\rho))^{-1} \Delta \mu = -(1 + 2g(\rho))^{-1} \mu g'(\rho) \partial_t \rho,
\]
we may view (1.1) as a linear uniformly parabolic equation for \( \mu \) with continuous coefficients and a right-hand side in \( L^\infty(0, T; H^1(\Omega)) \cap L^2(0, T; L^6(\Omega)). \) As \( \mu_0 \in W, \) it follows from optimal \( L^p-L^q\)-regularity results (cf. [29, Thm. 2.3]) that \( \mu \in W^{1,p}(0, T; H) \cap L^p(0, T; W), \) for all \( p \in [1, +\infty). \) We have thus shown the existence of a solution having the asserted regularity properties.

**Step 5:** It remains to prove the uniqueness result. For this purpose, we follow closely the proof of [19, Thm. 3.9] for the case that \( \rho \) satisfies a zero Neumann condition, pointing out the differences originating from the dynamic boundary condition (1.5). First, it is not difficult to check that Eq. (1.1) can be rewritten as
\[
\partial_t (\mu/\alpha(\rho)) - \alpha(\rho) \Delta \mu = 0 \quad \text{a.e. in } Q,
\]
where \( \alpha : D(\beta) \to (0, +\infty) \) is given by
\[
\alpha(r) := (1 + 2g(r))^{-1/2} \quad \text{for } r \in D(\beta).
\]

Now suppose that two solutions \( (\mu_i, \rho_i, \rho_{i\Gamma}, \xi_i, \xi_{i\Gamma}), i = 1, 2, \) to the system (1.1)–(1.7) with the regularity (2.5)–(2.8) are given such that \( \mu_i \geq 0 \) almost everywhere in \( Q, \) for \( i = 1, 2. \) We put \( a_i := \alpha(\rho_i), z_i := \mu_i/a_i, \) for \( i = 1, 2, \) and set
\[
\mu := \mu_1 - \mu_2, \quad \rho := \rho_1 - \rho_2, \quad \rho_{i\Gamma} := \rho_{1\Gamma} - \rho_{2\Gamma}, \quad \xi := \xi_1 - \xi_2, \quad \xi_{i\Gamma} := \xi_{1\Gamma} - \xi_{2\Gamma},
\]
\[
a := a_1 - a_2, \quad z := z_1 - z_2,
\]
where we notice that \( \rho_{i\Gamma} = \rho_{i\Sigma} \) almost everywhere on \( \Sigma. \) Moreover, \( z_i \) is bounded (since \( \mu_i \) and \( \rho_i \) are bounded), for \( i = 1, 2, \) and we have that
\[
|\nabla \rho_i|, |\nabla \mu_i|, |\nabla z_i| \in L^4(0, T; L^6(\Omega)), \quad \text{for } i = 1, 2.
\]
In the following estimates, we denote by $C$ or $\hat{C}$ positive constants that may depend on the data of the system and on finite norms of the quantities $\mu_i, \rho_i, z_i$, $i = 1, 2$. The constants $C$ may change their meaning within formulas and even within lines.

At first, we write Eq. (3.102) for $\mu_i, \rho_i$, $i = 1, 2$, and subtract the equations from each other, which yields the identity $z_t - a_1 \Delta (a_1 z_1) + a_2 \Delta (a_2 z_2) = 0$. Note that both $a_1 z_1$ and $a_2 z_2$ satisfy the Neumann homogeneous boundary condition (1.2). Then, multiplication by $z$ and integration over $Q_t$, where $t \in (0, T]$, leads to the equation

$$\frac{1}{2} \int_\Omega |z(t)|^2 \, dx + \int_0^t \int_\Omega (\nabla (a_1 z) \cdot \nabla (a_1 z_1) - \nabla (a_2 z) \cdot \nabla (a_2 z_2)) \, dx \, ds = 0,$$  

whence, arguing exactly as between the formulas (6.8) and (6.10) in the proof of [19, Thm. 3.9], we conclude the estimate

$$\frac{1}{2} \int_\Omega |z(t)|^2 \, dx + \frac{1}{2} \int_0^t \int_\Omega |\nabla (a_1 z)|^2 \, dx \, ds \leq (1 + \hat{C}) \int_0^t \int_\Omega |\nabla \rho|^2 \, dx \, ds$$

$$+ C \int_0^t \int_\Omega |\nabla \mu_2|^2 |z|^2 \, dx \, ds + C \int_0^t \int_\Omega (|\nabla \rho_1|^2 + |\nabla \rho_2|^2 + |\nabla \mu_2|^2 + |\nabla z_2|^2) |\rho|^2 \, dx \, ds.$$  

Next, we write the equations (1.3) and (1.5) for the two solutions and subtract to obtain the identities

$$\rho_t - \Delta \rho + \xi = \pi (\rho_2) - \pi (\rho_1) + \mu \, g_t (\rho_1) + \mu_2 (g_t (\rho_1) - g_t (\rho_2)) \quad \text{a.e. in } Q,$$  

$$\partial_t \rho + \partial_t \rho_T - \Delta_T \rho_T + \xi_T = \pi_T (\rho_T) - \pi_T (\rho_T) \quad \text{a.e. on } \Sigma.$$  

Thus, multiplying (3.107) by $\rho$ and integrating over $Q_t$, where $t \in (0, T]$, we easily derive from Young’s inequality the estimate

$$\frac{1}{2} (\|\rho(t)\|^2_H + \|\rho_T(t)\|^2_{H_T}) + \int_0^t \int_\Omega \nabla \rho \, dx \, ds + \int_0^t \int_\Gamma \nabla \rho_T \, d\Gamma \, ds$$

$$+ \int_0^t \int_\Omega \xi \rho \, dx \, ds + \int_0^t \int_\Gamma \xi_T \rho_T \, d\Gamma \, ds \leq C \int_0^t \int_\Omega (|\mu|^2 + |\rho|^2) \, dx \, ds + C \int_0^t \int_\Gamma |\rho_T|^2 \, d\Gamma \, ds,$$  

where, owing to the monotonicity of $\beta$ and $\beta_T$, the last two summands on the left-hand side are nonnegative. At this point, we multiply the inequality (3.109) by $2 + \hat{C}$ and add the result to (3.106). Using the estimate

$$|\mu| = |a_1 z_1 - a_2 z_2| \leq |a_1| |z_1| + |a_2| |z| \leq C (|\rho| + |z|),$$

we then easily deduce that

$$\|z(t)\|^2_H + \|\rho(t)\|^2_H + \|\rho_T(t)\|^2_{H_T}$$

$$+ \int_0^t \int_\Omega (|\nabla (a_1 z)|^2 + |\nabla \rho|^2) \, dx \, ds + \int_0^t \int_\Gamma |\nabla \rho_T|^2 \, d\Gamma \, ds$$

$$\leq C \int_0^t \int_\Omega (1 + |\nabla \rho_1| + |\nabla \rho_2| + |\nabla \mu_2| + |\nabla z_2|)^2 (|z|^2 + |\rho|^2) \, dx \, ds$$

$$+ C \int_0^t \int_\Gamma |\rho_T|^2 \, d\Gamma \, ds.$$  

\(3.111\)
Now, by virtue of (3.104), the function \( k := 1 + |\nabla \rho_1| + |\nabla \rho_2| + |\nabla \rho_3| \) belongs to \( L^4(0, T; L^6(\Omega)) \). A direct application of [19, Lem. 6.2] then yields that the first summand on the right-hand side of (3.111) is bounded by an expression of the form
\[
\frac{1}{2} \int_0^t \int_\Omega (|\nabla (a_1 z)|^2 + |\nabla \rho|^2) \, dx \, ds + C \int_0^t \left( 1 + \|\nabla \rho_1(s)\|_{L^6}^2 + \|k(s)\|_{L^6}^2 \right) \left( \|z(s)\|_{H^1}^2 + \|\rho(s)\|_{H^1}^2 \right) \, ds.
\]
Combining this with (3.111), we thus can infer from Gronwall’s lemma that \( z = \rho = 0 \) a.e. in \( Q \) and \( \rho_\Gamma = 0 \) a.e. on \( \Sigma \). Hence, by (3.110), also \( \mu = 0 \), and, by comparison in (3.107), \( \xi = 0 \), a.e. in \( Q \). Finally, by comparison in (3.108), \( \xi_\Gamma = 0 \) a.e. on \( \Sigma \). This concludes the proof of uniqueness. The assertion is thus completely shown. \( \square \)

**Remark 3.1:** Since the expression on the right-hand side of (3.101) belongs to the space \( L^2(0, T; L^6(\Omega)) \), it follows from the optimal \( L^p-L^q \)-regularity result of [29, Thm. 2.3] that also \( \mu \in H^1(0, T; L^6(\Omega)) \cap L^2(0, T; W^{2,6}(\Omega)) \).

### 4 Stability and further regularity

This section is devoted to the proofs of Theorem 2.3 and Theorem 2.4.

**Proof of Theorem 2.3:** Assume that \( u_\Gamma \in L^\infty(\Sigma) \), \( \beta_\varepsilon(\rho_0) \in L^\infty(\Omega) \), and \( \beta_\varepsilon(\rho_{0\varepsilon}) \in L^\infty(\Gamma) \). We need to show that the unique solution \( (\mu, \rho, \rho_\Gamma, \xi, \xi_\Gamma) \) has the additional property that \( \xi \in L^\infty(Q) \). To this end, we recall that the approximating system (3.89)–(3.93) introduced in Step 3 of the proof of Theorem 2.1 has a solution triple \( (\mu^\varepsilon, \rho^\varepsilon, \rho_{\Gamma}^\varepsilon) \) satisfying the estimate (3.94). Moreover, \( \{\rho^\varepsilon\} \) is bounded in \( C^0(Q) \) uniformly with respect to \( \varepsilon > 0 \), which entails, in particular, that \( \beta_\varepsilon(\rho^\varepsilon) \in C^0(\overline{Q}) \), and thus \( \beta_\varepsilon(\rho_{\Gamma}^\varepsilon) \in C^0(\overline{\Sigma}) \) and \( \beta_{\Gamma}^\varepsilon(\rho_{\Gamma}^\varepsilon) \in C^0(\overline{\Sigma}) \). We therefore may multiply (3.91) by \( (\beta_\varepsilon(\rho^\varepsilon))^{2k-1} \), for every fixed \( k \in \mathbb{N} \). Integration over \( Q_\Gamma \), where \( 0 < t \leq T \), yields the identity
\[
\int_\Omega \Phi^\varepsilon(x, t) \, dx + \int_\Gamma \Phi^\varepsilon_\Gamma(x, t) \, d\Gamma + (2k - 1) \int_0^t \int_\Omega |\beta_\varepsilon(\rho^\varepsilon)|^{2k-2} (\beta_\varepsilon(\rho^\varepsilon))' |\nabla \rho^\varepsilon|^2 \, dx \, ds + (2k - 1) \int_0^t \int_\Gamma |\beta_\varepsilon(\rho_{\Gamma}^\varepsilon)|^{2k-2} (\beta_\varepsilon(\rho_{\Gamma}^\varepsilon))' |\nabla \rho_{\Gamma}^\varepsilon|^2 \, d\Gamma \, ds + \int_0^t \int_\Omega |\beta_\varepsilon(\rho^\varepsilon)|^{2k} \, dx \, ds + \int_0^t \int_\Gamma |\beta_\varepsilon(\rho_{\Gamma}^\varepsilon)|^{2k} \, d\Gamma \, ds
\]
\[
= \int_\Omega \Phi^\varepsilon(x, 0) \, dx + \int_\Gamma \Phi^\varepsilon_\Gamma(x, 0) \, d\Gamma + \int_0^t \int_\Omega (\beta_\varepsilon(\rho^\varepsilon))^{2k-1} (\mu^\varepsilon g'(\rho^\varepsilon) - \pi(\rho^\varepsilon)) \, dx \, ds + \int_0^t \int_\Gamma (\beta_\varepsilon(\rho_{\Gamma}^\varepsilon))^{2k-1} (\beta_{\Gamma}^\varepsilon(\rho_{\Gamma}^\varepsilon)) - \pi_\Gamma(\rho_{\Gamma}^\varepsilon) \, d\Gamma \, ds,
\]
with the functions
\[
\Phi^\varepsilon(x, t) := \int_0^{\rho^\varepsilon(x, t)} (\beta_\varepsilon(r))^{2k-1} \, dr, \quad \Phi^\varepsilon_\Gamma(x, t) := \int_0^{\rho_{\Gamma}^\varepsilon(x, t)} (\beta_\varepsilon(r))^{2k-1} \, dr.
\]
Since the functions \( \beta^\varepsilon \) and \( \beta_{\Gamma}^\varepsilon \) vanish at zero and are monotone, all of the expressions on the left-hand side are nonnegative. We estimate the terms of the right-hand side individually, where we denote by \( C_i, i \in \mathbb{N} \), positive constants that may depend on the data.
of the system but not on $\varepsilon > 0$. At first, invoking (A1), (2.1), and the assumption (2.9) that implies $\beta^0(\rho_0) \in L^\infty(\Omega)$, we obtain for the first summand on the right-hand side the estimate
\[
\int_0^{\rho_0(x)} (\beta^\varepsilon(r))^{2k-1} \ dr \ dx \leq \int_0^{\rho_0(x)} |\beta^\varepsilon(\rho_0(x))|^{2k-1} \ dx \\
\leq \|\rho_0\|_\infty \int_\Omega |\beta^\varepsilon(\rho_0(x))|^{2k-1} \ dx \leq C_1 \|\beta^\varepsilon(\rho_0)\|^{2k-1}_\infty \leq C_2 C_3^{2k}.
\]
(4.3)

By the same token, we have that
\[
\int_\Gamma \Phi^\varepsilon_\mu(x,0) \ dx \leq C_4 C_5^{2k}.
\]
(4.4)

Next, recall that $\|\mu^\varepsilon g'(\rho^\varepsilon) - \pi(\rho^\varepsilon)\|_{L^\infty(Q)} \leq C_6$. Hence, using Young’s inequality (1.23) with $p = \frac{2k}{2k-1}$, $q = 2k$, and $\gamma = (\frac{5}{2})^{1/p}$, we obtain for the third integral on the right-hand side, which we denote by $I_1$, the following estimate:
\[
I_1 \leq C_6 \int_0^t \int_\Omega |\beta^\varepsilon(\rho^\varepsilon)|^{2k-1} \ dx \ ds \leq \frac{1}{2} \int_0^t \int_\Omega |\beta^\varepsilon(\rho^\varepsilon)|^{2k} \ dx \ ds + \frac{1}{2k} \left(\frac{2k-1}{k}\right)^{2k-1} C_6^{2k} \\
\leq \frac{1}{2} \int_0^t \int_\Omega |\beta^\varepsilon(\rho^\varepsilon)|^{2k} \ dx \ ds + C_7 C_8^{2k}.
\]
(4.5)

Finally, since $u_\Gamma \in L^\infty(\Sigma)$ by assumption, we obtain that $\|u_\Gamma - \pi_\Gamma(\rho_\Gamma)\|_{L^\infty(\Sigma)} \leq C_9$. Moreover, we have, using (3.1), and invoking Young’s inequality similarly as above,
\[
-(\beta^\varepsilon(\rho_\Gamma))^2k-1 \beta^\varepsilon(\rho_\Gamma^\varepsilon) = -|\beta^\varepsilon(\rho_\Gamma)|^{2k-1} |\beta^\varepsilon(\rho_\Gamma^\varepsilon)| \leq -\frac{1}{\eta} |\beta^\varepsilon(\rho_\Gamma)|^{2k} + \frac{C_\Gamma}{\eta} |\beta^\varepsilon(\rho_\Gamma^\varepsilon)|^{2k-1} \\
\leq -\frac{1}{2\eta} |\beta^\varepsilon(\rho_\Gamma^\varepsilon)|^{2k} + C_{10} C_{11}^{2k}.
\]
(4.6)

Hence, the last integral on the right-hand side of (4.1), which we denote by $I_2$, admits an estimate of the form
\[
I_2 \leq -\frac{1}{2\eta} \int_0^t \int_\Gamma |\beta^\varepsilon(\rho_\Gamma)|^{2k} \ d\Gamma \ ds + C_{12} C_{13}^{2k}.
\]
(4.7)

Combining the above estimates, we have thus shown that
\[
\|\beta^\varepsilon(\rho^\varepsilon)|_{L^{2k}(Q)}^{2k} \ + \ \|\beta^\varepsilon(\rho^\varepsilon)|_{L^{2k}(\Sigma)}^{2k} \leq C_{14} C_{15}^{2k} \text{ for all } k \in \mathbb{N}.
\]
(4.8)

Taking the $(2k)$-th root on both sides of this inequality and then letting $k \to \infty$, we conclude that
\[
\|\beta^\varepsilon(\rho^\varepsilon)|_{L^\infty(Q)} \ + \ \|\beta^\varepsilon(\rho_\Gamma)|_{L^\infty(\Sigma)} \leq C_{16}.
\]
(4.9)

But this means that the convergence result (3.98) in Step 4 of the proof of Theorem 2.1 can be replaced by the stronger statement
\[
\beta^{\varepsilon_n}(\rho^{\varepsilon_n}) \to \xi \text{ weakly-star in } L^\infty(Q),
\]
(4.10)
so that the solution constructed there satisfies $\xi \in L^\infty(Q)$. Since the solution is unique, the assertion is proved. \qed
Before proving Theorem 2.4, we cite a known auxiliary result (cf. [26, Thm. 2.2]) that will be used during the course of the proof.

**Lemma 4.1:** Suppose that functions $a \in L^\infty(Q)$, $a_\Gamma \in L^\infty(\Sigma)$, $\sigma \in L^2(Q)$, and $\sigma_\Gamma \in L^2(\Sigma)$ are given. Then the linear initial-boundary value problem

\[
\begin{align*}
\partial_t y - \Delta y + ay &= \sigma, \quad \text{a.e. in } Q, \\
\partial_t y_\Gamma - \Delta y_\Gamma + a_\Gamma y_\Gamma &= \sigma_\Gamma, \quad y_\Gamma = y|_{\Sigma}, \quad \text{a.e. on } \Sigma,
\end{align*}
\]

\[y(0) = 0 \quad \text{a.e. in } \Omega, \quad y(0) = 0 \quad \text{a.e. on } \Gamma,
\]

has a unique solution pair satisfying $y \in H^1(0,T;H) \cap C^0([0,T];V) \cap L^2(0,T;H^2(\Omega))$ and $y_\Gamma \in H^1(0,T;H_\Gamma) \cap C^0([0,T];V_\Gamma) \cap L^2(0,T;H^2(\Gamma))$. Moreover, there is a constant $C_L > 0$, which depends only on $\Omega$, $T$, $\|a\|_{L^\infty(Q)}$, and $\|a_\Gamma\|_{L^\infty(\Sigma)}$, such that, for every $t \in (0,T]$,

\[
\begin{align*}
\|y\|_{H^1(0,t;H) \cap C^0([0,t];V) \cap L^2(0,t;H^2(\Omega))} + \|y_\Gamma\|_{H^1(0,t;H_\Gamma) \cap C^0([0,t];V_\Gamma) \cap L^2(0,t;H^2(\Gamma))} \\
\leq C_L \left( \|\sigma\|_{L^2(Q)} + \|\sigma_\Gamma\|_{L^2(\Sigma)} \right).
\end{align*}
\]  

(4.14)

We are now prepared to prove Theorem 2.4.

**Proof of Theorem 2.4:** We first prove (2.10) by recalling that both $\rho$ and $\xi$ are bounded (see Rem. 2.2 and Thm. 2.3). We construct $r^* := \sup \rho < r_+$. If $r_+ = +\infty$ we can take $r^* := \sup \rho < r_+$. If instead $r_+ < +\infty$, we choose $s^* \geq 0$ such that $s^* \geq \xi$ a.e. in $Q$. By observing that $\lim_{r \nearrow r_+} \beta^\circ(r) = +\infty$ by maximal monotonicity, we find $r^* \in (0,r_+)$ such that $\beta^\circ(r) > s^*$ for every $r \in (r^*,r_+)$. Then, it holds that $\rho \leq r^*$ on $Q$. Indeed, if the continuous function $\rho$ satisfies $\rho(x,t) = r^* + \delta$ for some $\delta > 0$ at some point $(x,t)$, we should have $\rho \geq r^* + \delta$ in some subset $Q' \subset Q$ with positive measure. This implies that $\xi \geq \beta^\circ(r^* + \delta) > s^*$ a.e. in $Q'$, and this contradicts the definition of $s^*$. As $r^*$ can be obtained similarly, the separation property (2.10) is established. From this and $D(\beta_\Gamma) = (r_-, r_+)$ it immediately follows that even $\xi_\Gamma$ is bounded.

We assume that the potentials are smooth and show the validity of (2.11). To this end, suppose that $u_{i\Gamma} \in H^1(0,T;H_\Gamma) \cap L^\infty(\Sigma)$, $i = 1, 2$, are given, and let $(\mu_i, \rho_1, \rho_2, \xi_i, \xi_\Gamma, \xi_\Gamma)$, where $\xi_i = \beta(\rho_i)$ and $\xi_\Gamma = \beta_\Gamma(\rho_\Gamma)$, be corresponding solutions to (1.1)–(1.7), for $i = 1, 2$, that enjoy the regularity properties (2.5)–(2.8). In the following, we denote by $C > 0$ constants that depend only on the data of the system, on $\|u_{i\Gamma}\|_{H^1(0,T;H_\Gamma)}$, $i = 1, 2$, and on the norms of $(\mu_i, \rho_1, \rho_2, \mu_i, \rho_2, \mu_2)$, $i = 1, 2$, in the spaces indicated in (2.5)–(2.7). Now, we put

\[
\begin{align*}
\mu &:= \mu_1 - \mu_2, \quad \rho := \rho_1 - \rho_2, \quad \rho_\Gamma := \rho_1\Gamma - \rho_2\Gamma, \quad u_\Gamma := u_{1\Gamma} - u_{2\Gamma}.
\end{align*}
\]

Obviously, $\rho_\Gamma = \rho|_\Sigma$ on $\Sigma$. Moreover, both $\rho_1$ and $\rho_2$ satisfy (2.10) for $i = 1, 2$. As all the functions $g$, $g^i$, $\pi$, $\beta$, $\pi_\Gamma$ and $\beta_\Gamma$ are Lipschitz continuous on $[r^*, r^*]$, we have that

\[
\max_{0 \leq i \leq 1} \left| g^{(i)}(\rho_1) - g^{(i)}(\rho_2) \right| + \left| \pi(\rho_1) - \pi(\rho_2) \right| + \left| \beta(\rho_1) - \beta(\rho_2) \right| \leq C \left| \rho \right| \quad \text{in } Q,  \\
\left| \beta_\Gamma(\rho_1\Gamma) - \beta_\Gamma(\rho_2\Gamma) \right| + \left| \pi_\Gamma(\rho_1\Gamma) - \pi_\Gamma(\rho_2\Gamma) \right| \leq C \left| \rho_\Gamma \right| \quad \text{on } \Sigma.
\]

(4.15)  

(4.16)
Furthermore, we easily verify that
\[
(1 + 2g(\rho_1)) \partial_t \mu + g'(\rho_1) \partial_t \rho_1 \mu - \Delta = -2 \partial_t \mu_2 (g(\rho_1) - g(\rho_2)) \mu \\
- \mu_2 (g'(\rho_1) - g'(\rho_2)) \partial_t \rho_1 - \mu_2 g'(\rho_2) \partial_t \rho \quad \text{a.e. in } Q, \tag{4.17}
\]
\[
\partial_n \mu = 0 \quad \text{a.e. on } \Sigma, \quad \mu(0) = 0 \quad \text{a.e. in } \Omega, \tag{4.18}
\]
\[
\partial_t \rho - \Delta \rho = \mu_1 (g'(\rho_1) - g'(\rho_2)) + g'(\rho_2) \mu + \pi(\rho_2) - \pi(\rho_1) \\
+ \beta(\rho_2) - \beta(\rho_1) \quad \text{a.e. in } Q, \tag{4.19}
\]
\[
\partial_n \rho + \partial_t \rho_T - \Delta \rho_T = \beta_T(\rho_{2r}) - \beta_T(\rho_{1r}) + \pi_T(\rho_{2r}) - \pi_T(\rho_{1r}) + u_T \quad \text{a.e. on } \Sigma, \tag{4.20}
\]
\[
\rho(0) = 0 \quad \text{a.e. in } \Omega, \quad \rho_T(0) = 0 \quad \text{a.e. on } \Gamma. \tag{4.21}
\]

First, we observe that \( \partial_t ((\frac{1}{2} + g(\rho_1)) \mu^2) = (1 + 2g(\rho_1)) \mu \partial_t \mu + g'(\rho_1) \partial_t \rho_1 \mu^2 \). Hence, if we multiply (4.17) by \( \mu \) and integrate over \( Q_t \), where \( t \in (0, T] \), then we obtain the estimate
\[
I_1 = -\int_0^t \int_{\Omega} \partial_t \mu_2 (g(\rho_1) - g(\rho_2)) \mu \, dx \, ds \leq C \int_0^t \| \partial_t \mu_2(s) \|_2 \| \rho(s) \|_4 \| \mu(s) \|_4 \, ds
\]
\[
\leq \frac{1}{2} \int_0^t \| \mu(s) \|_{V}^2 \, ds + C \int_0^t \| \partial_t \mu_2(s) \|_{H_0^1}^2 \| \rho(s) \|_{H^1}^2 \, ds. \tag{4.23}
\]

By the same token, we infer that
\[
I_2 = -\int_0^t \int_{\Omega} \mu_2 (g'(\rho_1) - g'(\rho_2)) \partial_t \rho_1 \mu \, dx \, ds \leq C \int_0^t \| \partial_t \rho_1(s) \|_4 \| \rho(s) \|_4 \| \mu(s) \|_2 \, ds
\]
\[
\leq C \int_0^t \| \mu \|_2 \, dx \, ds + C \int_0^t \| \partial_t \rho_1(s) \|_{H^1}^2 \| \rho(s) \|_{H^1}^2 \, ds. \tag{4.24}
\]

Finally, we have that
\[
I_3 = -\int_0^t \int_{\Omega} \mu_2 g'(\rho_2) \partial_t \rho \mu \, dx \, ds \leq \frac{1}{4} \int_0^t \int_{\Omega} |\partial_t \rho|^2 \, dx \, ds + C \int_0^t \| \mu \|_2 \, dx \, ds. \tag{4.25}
\]

Combining (4.22)–(4.25), and recalling that \( g \) is nonnegative, we have thus shown an estimate of the form
\[
\frac{1}{2} \int_0^t |\mu(t)|^2 \, dx + \frac{1}{2} \int_0^t \| \mu(s) \|_V^2 \, ds \leq \frac{1}{4} \int_0^t \int_{\Omega} |\partial_t \rho|^2 \, dx \, ds
\]
\[
+ C \int_0^t \left( 1 + \| \partial_t \mu_2(s) \|_{H_0^1}^2 + \| \partial_t \rho_1(s) \|_{H^1}^2 \right) \left( \| \rho(s) \|_{H^1}^2 + \| \mu(s) \|_{H_0^1}^2 \right) \, ds. \tag{4.26}
\]

Now, we add \( \rho \) to both sides of (4.19) and \( \rho_T \) to both sides of (4.20). Then we multiply (4.17) by \( \partial_t \rho \) and integrate over \( Q_t \), where \( 0 < t \leq T \). Using (4.15) and (4.16),
we deduce that
\[ \int_0^t \int_\Omega |\partial t \rho|^2 \, dx \, ds + \int_0^t \int_\Gamma |\partial t \rho_T|^2 \, d\Gamma \, ds + \frac{1}{2} \left( \|\rho(t)\|_V^2 + \|\rho_T(s)\|_{V_T}^2 \right) \leq C \int_0^t \int_\Omega |\partial t \rho| \left( |\mu| + |\rho| \right) \, dx \, ds + C \int_0^t \int_\Gamma |\partial t \rho_T| \left( |\rho_T| + |u_T| \right) \, d\Gamma \, ds \]
\[ \leq \frac{1}{4} \int_0^t \int_\Omega |\partial t \rho|^2 \, dx \, ds + \frac{1}{2} \int_0^t \int_\Gamma |\rho_T|^2 \, d\Gamma \, ds + C \int_0^t \int_\Gamma |u_T|^2 \, d\Gamma \, ds + C \int_0^t \int_\Omega (|\mu|^2 + |\rho|^2) \, dx \, ds + C \int_0^t \int_\Gamma |\rho_T|^2 \, d\Gamma \, ds. \]  
(4.27)

Now, we add (4.26) to the final result of (4.27). Observe that the mapping \( s \mapsto \|\partial_t \mu_2(s)\|_H^2 + \|\partial_t \mu_1(s)\|_V^2 \) is known to belong to \( L^1(0, T) \). Hence, invoking Gronwall’s lemma, we can infer from (4.26) and (4.27) the estimate
\[ \|\mu\|_{L^{\infty}(0, t; H)} \cap L^2(0, t; V) + \|\rho\|_{H^1(0, t; H)} \cap L^\infty(0, t; V) + \|\rho_T\|_{H^1(0, t; \Gamma)} \cap L^\infty(0, t; \Gamma_T) \leq C \|u_T\|_{L^2(0, t; \Gamma_T)}. \]  
(4.28)

At this point, we observe that the system (4.19)–(4.21) is of the form (4.11)–(4.13), with \( y := \rho, y_T := \rho_T, a := 1, a_T := 1 \), and where \( \sigma \) and \( \sigma_T \) are given by the right-hand sides of (4.19) and (4.20), respectively. Therefore, invoking (4.15), (4.16), and (4.28), we conclude from Lemma 4.1 that
\[ \|\rho\|_{H^1(0, t; H)} \cap C^0([0, t]; V) \cap L^2(0, t; H^2(\Omega)) + \|\rho_T\|_{H^1(0, t; \Gamma)} \cap C^0([0, t]; \Gamma) \cap L^2(0, t; H^2(\Gamma)) \leq C \|u_T\|_{L^2(0, t; \Gamma_T)}. \]  
(4.29)

With this, the stability estimate (2.11) is shown. \( \square \)
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