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Abstract

We present massively parallel (MPC) algorithms and hardness of approximation results for computing Single-Linkage Clustering of $n$ input $d$-dimensional vectors under Hamming, $\ell_1$, $\ell_2$ and $\ell_\infty$ distances. All our algorithms run in $O(\log n)$ rounds of MPC for any fixed $d$ and achieve $(1 + \epsilon)$-approximation for all distances (except Hamming for which we show an exact algorithm). We also show constant-factor inapproximability results for $o(\log n)$-round algorithms under standard MPC hardness assumptions (for sufficiently large dimension depending on the distance used). Efficiency of implementation of our algorithms in Apache Spark is demonstrated through experiments on a variety of datasets exhibiting speedups of several orders of magnitude.

1 Introduction

1.1 Single-linkage clustering

Single-Linkage Clustering is one of the oldest methods for clustering multi-dimensional vectors based on the nearest-neighbor rule and has been studied since 1951, see e.g. [29]. It can be used for unsupervised learning and is one of the cornerstone techniques in data mining (see e.g. a classic text on information retrieval for NLP by Manning, Raghavan and Schütze [24]). Applications of Single-Linkage Clustering include reconstruction of semantic relationships from word embeddings such as Word2Vec [23], phylogenetic tree reconstruction [17], etc.

We consider the problem of constructing a Single-Linkage Clustering for large-scale data. Formally, given a dataset consisting of vectors $v_1, \ldots, v_n \in \mathbb{R}^d$ the goal is to construct a partition of the vectors into clusters $C_1, \ldots, C_k$ such that the smallest distance between two vectors in different clusters is maximized. Formally, for $i \neq j$ let the single linkage distance $d_p(C_i, C_j) = \min_{v_a \in C_i, v_b \in C_j} \|v_a - v_b\|_p$ where $\|x\|_p = (\sum_i |x_i|^p)^{1/p}$. Then in the $k$-Single-Linkage Clustering ($k$-SLC) problem under $\ell_p$-distance we aim to find a partition into $k$ clusters that maximizes $\min_{i \neq j} d_p(C_i, C_j)$. It is well-known that $k$-SLC can be constructed from the Minimum Spanning Tree (MST) of the underlying metric by taking as clusters connected components resulting from removal of $k - 1$ longest MST edges.

Note that with this approach once the MST is constructed it can be used to compute $k$-SLC for any value of $k$. Furthermore, it induces a hierarchical clustering structure that is often desirable in practice. According to [24] the main impediment to this approach in practice that motivates the use of various heuristics is that for large-scale high-dimensional data no practically feasible techniques are currently known for constructing an exact MST.
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1.2 Massively parallel computation

We present analysis of performance of our algorithms in the Massively Parallel Computation model (MPC) which is the most commonly used theoretical model of computation on synchronous large-scale data processing platforms such as MapReduce and Spark. As we demonstrate through experiments in Spark this model accurately reflects performance of our algorithms on real data. MPC model has attracted a lot of interest recently. It has emerged through a sequence of papers \[14, 21, 10, 9, 3\] and has been analyzed extensively \[15, 27\]. While several variations of this basic model exist here we follow the strictest known version of the model used in \[3\] and hence our algorithmic results hold in other versions as well.

\[\min\{a, b, c\}\] is the 3-SLC objective

Figure 1: \(\min\{a, b, c\}\) is the 3-SLC objective

Figure 2: MPC model of computation

In the MPC model we are given access to \(m\) identical processors with local RAM space \(s\) on each. For an input of size \(n\) the total space available to all processors is \(m \cdot s = \tilde{O}(n)\). The computation is performed in synchronous rounds. In each round each machine: 1) performs a local computation on its data (under its local space restriction of \(s\)), 2) sends and receives messages of total length at most \(s\) to other machines which are received before the next round begins (see Figure 2). Note that restriction of \(s\) on the total length of received messages follows from the local space constraint assuming there is no computation performed on the fly on incoming data. Furthermore, we assume that the most time/space-efficient known algorithm for local subproblems (in our case almost linear-time and space) is used on each machine during the round.

In this setup the key complexity measure of performance in such computation is the number of rounds it takes to complete it as other characteristics such as time and communication depend directly on it. The parameter \(s\) is set to \(n^\alpha\) for some fixed constant \(\alpha < 1\), see \[21, 3\] for more details. In this setting of parameters sorting can be done in \(O(1)\) rounds \[16\] while sparse graph connectivity takes \(O(\log n)\) \[26, 22\] which is conjectured to be optimal \[21, 9, 26, 27\]. It also appears to be folklore that an \(O(\log n)\)-round algorithm for MST in sparse graphs can be obtained via a simulation of Boruvka’s algorithm in MPC. We use these facts extensively in this paper.

1.3 Our results and previous work

While scalable algorithms with provable guarantees for other popular clustering methods such as \(k\)-means and \(k\)-median are known \[8, 7\] we are not aware of any such algorithms for Single-Linkage Clustering (with the exception of recent work of \[13\] who consider a more general graph metric setting and hence get results which are inherently different from our work). Also despite the fact that scalable heuristics exist for \(k\)-SLC and MST computation for vector data, e.g. \[20\], the only MPC
algorithm with provable guarantees in this area that we are aware of is \[3\]\(^1\). For other recent work on geometric data structures and algorithms in the MPC model see \[11, 25\] and results on distributed constructions of coresets \[2, 19, 8\].

In \[3\] it is shown that a \((1 + \epsilon)\)-approximate MST under \(\ell_2^d\) can be constructed in \(O(1)\) rounds of MPC for constant dimension. However, while the overall cost of the MST is a good approximation to the optimum the length of any given edge can be arbitrarily distorted. This makes it impossible to directly use the algorithm of \[3\] for the Single-Linkage Clustering problem. For example, consider an input corresponding to a set of points on the line shown in Figure 3 and \(k = 2\). In this case a \((1 + \epsilon)\)-approximate MST would not necessarily lead to a \((1 + \epsilon)\)-approximate clustering as any such clustering would have to have clusters \(\{1, \ldots, n - 1\}\) and \(\{n\}\) which are at distance 100 from each other. Moreover, the algorithm of \[3\] will indeed introduce edges of length \(\Omega(\epsilon n)\) into its approximate MST between the first \(n - 1\) points if run on this example. Hence for the MST constructed using \[3\] the basic approach of removing the longest edge to obtain a 2-SLC will result in two clusters which are at distance 1 with a very large probability.

In this paper we show how to overcome this difficulty and give a different algorithm inspired by \[3\] that allows to compute an approximate Single-Linkage Clustering. While in \[3\] only \(\ell_2^d\) metric is considered here we further extend this framework so that it also applies to \(\ell_1^d\) and \(\ell_\infty^d\) with similar performance guarantees. Perhaps most interestingly, while an arbitrarily good MST approximation can be computed in \(O(1)\) rounds of MPC (for fixed dimension) our algorithms for \(k\)-SLC run in \(O(\log n)\) rounds. As it turns out, such an increase is likely to be necessary. We justify it through a number of (conditional) hardness results. Our results show that even for \(k = 2\) assuming two most popular conjectures in the MPC literature regarding complexity of sparse connectivity no \(o(\log n)\)-round algorithm can compute \(k\)-SLC for sufficiently large dimension of the data with better than some fixed constant-factor approximation that depends on the distance metric used. See Table 1 for a summary of these results.\(^2\)

In order to complete the picture of approximability of \(k\)-SLC under the most frequently used \(\ell_p\)-distances we also give algorithms and hardness results under Hamming distance (commonly referred to as \(\ell_0\)). In contrast to other distances studied in this paper we are able to completely resolve approximability of the \(k\)-SLC problem for constant-dimensional data in this case. As we show, there exists an exact algorithm for \(d = O(1)\) that runs in \(O(\log n)\) rounds of MPC while under Conjecture \[3, 4\] no algorithm running in \(o(\log n)\) rounds can obtain better than 2-approximation even for \(d = 2\). See Table 1 for details.

1.4 Our techniques

Our algorithms under \(\ell_1, \ell_2\) and \(\ell_\infty\) all share the same high-level structure: we tackle the problem of the input having \(O(n^2)\) edges by first constructing a sparsifier that only has \(O(n \log n)\) edges and then run an exact MST algorithm on this sparsifier. In order to construct a sparsifier we execute the \((1 + \epsilon)\)-approximate MST algorithm of \[3\] \(O(\log n)\) times and collect all edges of the MSTs

---

\(^1\)For general graph metrics an MST algorithm in MPC is given in \[21\]. In our case using this algorithm directly would imply a quadratic increase in space since our graph is implicitly given by \(n^2\) distances between the vectors and hence constructing the graph explicitly is infeasible under the overall space restriction.

\(^2\)While our algorithms work in the weakest version of MPC model, our hardness results also hold in stronger versions for which hardness of sparse connectivity is conjectured, see \[27\] for further details. Furthermore, in hardness results for \(\ell_0\) and \(\ell_1\) that require dimension \(d = \Omega(n)\) the result holds for \(O(1)\)-sparse vectors, i.e. the overall input size is still \(O(n)\) words.
Table 1: Approximation and hardness of $k$-SLC in MPC under $\ell_p$-distances

| $\ell_p$ | Approximation in $O(\log n)$ rounds | Hardness of approximation in $o(\log n)$ rounds |
|----------|-------------------------------------|-----------------------------------------------|
| $\ell_0$ | Exact for $d = O(1)$, Thm. 2.6       | 2 for $d = 2$ under Conj. 3.1, Thm. 3.5       |
|          |                                     | 3 for $d = \Omega(n)$ under Conj. 3.2, Thm. 3.3 |
| $\ell_1$ | $(1 + \epsilon)$ for $d = O(1)$, Thm. 2.1 | 3 for $d = \Omega(n)$ under Conj. 3.2, Thm. 3.3 |
|          |                                     | 2 for $d = \Omega(n)$ under Conj. 3.1, Thm. 3.3 |
| $\ell_2$ | $(1 + \epsilon)$ for $d = O(1)$, Thm. 2.1 | 1.84 - $\epsilon$ for $d = \Omega(\frac{\log n}{\epsilon^2})$ under Conj. 3.2, Thm. 3.3 |
|          |                                     | 1.41 - $\epsilon$ for $d = \Omega(\frac{\log n}{\epsilon^2})$ under Conj. 3.1, Thm. 3.3 |
| $\ell_\infty$ | $(1 + \epsilon)$ for $d = O(1)$, Thm. 2.1 | 2 for $d = \Omega(\log n)$ under Conj. 3.1, Thm. 7.1 |

constructed in these executions. We then run an exact $O(\log n)$-round exact MST algorithm on this set of $O(n \log n)$ edges and output clusters resulting from removing $k - 1$ longest edges of the resulting MST. Note that the executions of [3] can be done in parallel and hence it is the second step that introduces $O(\log n)$ rounds into the overall complexity of the algorithm. Our algorithms under $\ell_1$, $\ell_2$ and $\ell_\infty$ are given in Section 2 with some specific technical details deferred to Section 4.

Assuming the same high-level structure this approach is unlikely to be improved as there are no known algorithms for solving MST in sparse graphs in $o(\log n)$ rounds.

In fact, we make the above observation formal by giving reductions from two most popular problems conjectured to require $\Omega(\log n)$ rounds in the MPC model: sparse connectivity (Conjecture 3.1) and a stronger “one cycle vs. two cycles” problem (Conjecture 3.2). Our reductions follow the same general strategy – we introduce a vector $v_i \in \mathbb{R}^n$ for each vertex in the input graph. This vector is initially set to be $e_i$, the $i$-th standard unit vector. Then for each edge $(i, j)$ adjacent to the vertex $i$ we update the coordinate $j$ of the vector by adding a carefully chosen value $\xi$. This ensures that for pairs of points which are connected by an edge the distance between their corresponding vectors is different from the distance between points which are not connected by an edge. The parameter $\xi$ is then chosen to maximize the ratio of between distances in these two cases. Details are given in Section 3.

Under $\ell_0$ (Hamming distance) we can’t construct a $(1 + \epsilon)$-approximate MST using [3] and hence our algorithms and hardness results are quite different. Using sorting as a primitive we construct an auxiliary graph and then run an $O(\log n)$-round connectivity algorithm on it $d$ times. This way we obtain an exact MST and hence an exact $k$-SLC for any value of $k$. Details are given in Section 2.2. Our hardness reduction in this case is also quite different as we construct a hard instance by creating a set of points in 2D instead of using high-dimensional vectors. Hence our result rules out an $o(\log n)$-round 2-approximation even for $d = 2$. See Section 3.2 for details.

1.5 Experimental results

We implemented our algorithm (for $\ell_2$ distances) in Java on Apache Spark and empirically evaluated the performance. The largest dataset we used was the US Census data from the UCI ML repository which has been used widely in literature ($n = 2458285$, $d = 8$). Note that storage of the $n^2$ adjacency would take nearly 24TB of memory and hence building a complete graph locally is infeasible using commodity hardware. We observed speedups of several orders of magnitude compared to our benchmark sequential Prim’s algorithm when using 200 reducers. We remark that the speedup is not just due to the parallelism in our algorithm but also due to the use of approximation which is helpful even if the algorithm is executed locally. See Section 5 for details.
2 Algorithms

2.1 Partition-based algorithm

**Theorem 2.1.** For each of the three metrics $\ell_1^d$, $\ell_2^d$ and $\ell_\infty^d$ for any constants $0 < \eta \leq 3$, $0 < \alpha < 1/2$ and $d = O(1)$ there exists a constant $\kappa > 0$ such that if $(\kappa \eta)^{-2d} \leq s^{1-2\alpha}$ then there exists an $O(\log n)$-round MPC algorithm that computes $(1 + \eta)$-approximate $k$-Single-Linkage Clustering of an input set of vectors $v_1, \ldots, v_n \in \mathbb{R}^d$ for all values of $k$ under these metrics. The algorithm is randomized and produces correct result with high probability. Given access to machines with RAM space $s$ it uses $O(n/s)$ machines and time at most $\tilde{O}(s)$ per round on each machine.

In this section we describe a generic partition-based algorithm, Algorithm 1, that is used to prove the above theorem. We also give analysis of its approximation guarantee. Algorithm 1 relies on $(a, b, c)$-distance-preserving partitions and uses Algorithm 2 which we describe in Section 4.

**Algorithm 1:** Generic Partition-based Distributed Single-Linkage Clustering Algorithm

```
input : Vectors $v_1, \ldots, v_n \in \mathbb{R}^d$, parameters $\eta, \alpha, p$
output : Approximate MST for $v_1, \ldots, v_n$ under $\ell_p^d$
1 $E = \emptyset$
2 Set $a = 1/(s^{\alpha/d} - 1)$, $b = \text{poly}(d)$, $c = s^{\alpha}, L = O(\log_1/a n), \epsilon = \min \left( \frac{n}{w_1 L^3}, \frac{\eta}{\epsilon^2} \right)$
3 Repeat $O(\log n)$ times sequentially:
4 Sample partition $P$ with $L$ levels from
5 $(a, b, c)$-distance-preserving family $w_P$
6 Execute unit step Algorithm 2 with $\rho = \ell_p^d$ for
7 each cell in $P$ with parameter $\epsilon$
8 $E' = \text{set of edges output in the previous step}$
9 $E = E \cup E'$
10 Run Boruvka’s MST algorithm on $G = (V, E)$
```

Let $M(S, \rho)$ be a metric space and $w : S \times S \to \mathbb{R}^+$ be a weight function $w(x, y) = \rho(x, y)$. We think of $w$ as representing weights of edges in a complete graph. Let $MST_\ell(w)$ denote the weight of the $i$-th Minimum Spanning Tree edge of this graph sorted in non-decreasing order. Let $w^+ : S \times S \to \mathbb{R}^+$ be a random family of functions that satisfies that for each $x, y$ it holds that $w(x, y) \leq w^+(x, y)$ and $E[w^+(x, y)] \leq (1 + \gamma)w(x, y)$ for some fixed $\gamma > 0$. Note that the weights given by this random family to different pairs might be correlated with each other.

**Definition 2.1** (Crossing edge). For a partition $(C_1, \ldots, C_t)$ of $S$ we say that a pair of points $(x, y)$ crosses this partition if $x \in C_i$ and $y \in C_j$ for $i \neq j$.

**Definition 2.2** (Cut-preserving spanning tree). We say that $T$ is an $\alpha$-cut-preserving spanning tree for $w : S \times S \to \mathbb{R}^+$ if for every partition $(C_1, C_2)$ of $S$ there exists an edge in $T$ that crosses this partition and is at most $\alpha$ times longer than the shortest such edge with respect to $w$.

As we show below Algorithm 1 can be seen as performing the following experiment: draw $k$ functions $w_1, \ldots, w_k$ i.i.d at random from the family $w^+$. Compute a $(1 + \delta)$-cut-preserving spanning tree $T_i$ for each $w_i$. Then for each $(x, y) \in S \times S$ define $w'_i(x, y) = w(x, y)$ if $(x, y)$ is in this spanning tree and $w'_i(x, y) = +\infty$ otherwise. Then for all $(x, y) \in S \times S$ define $\bar{w}^k(x, y) = \min_{i=1}^k w'_i(x, y)$. The final run of Boruvka’s MST algorithm is then executed on $\bar{w}^k$.

Indeed, random family of functions $w^+$ satisfying the properties described above is constructed by Algorithm 1 as follows from a result [3] given. It is important to note that cut-preserving spanning tree computations for random function samples from this family required above can be also performed as guaranteed by the following lemma:
Lemma 2.2 (\textsuperscript{3}, Lemma 3.4 and Lemma 3.13). Given access to an \((a,b,c)\)-distance-preserving partition with \(L\) levels and approximation \(\gamma\) for \(M(S,p)\) there exists an MPC algorithm that runs in \(O(1)\) rounds and constructs a random family of weight functions \(w_P\) which satisfies:

\[
\rho(i,j) \leq w_P(i,j) \text{ and } \mathbb{E}[w_P(i,j)] \leq (1 + c_1\epsilon Lb) \rho(i,j).
\]

Furthermore, execution of unit step Algorithm \(2\) for all cells in this partition for a random function \(w^*\) sampled from \(w_P\) produces a \((1 + c_2\epsilon)\)-cut-preserving spanning tree \(T\) for \(w^*\).

Let \(w(i,j) = \|v_i - v_j\|_2\), \(w^* = w_P\) and let \(\gamma = c_1\epsilon d\) and \(\delta = c_2\epsilon\).

Lemma 2.3. Let \(n = |S|\). There is a large enough constant \(c > 0\) such that if \(k = c \log n\) then for all \(i\) it holds that:

\[
\Pr_{\tilde{w}_1,\ldots,\tilde{w}_k} \left[ \text{MST}_i(\tilde{w}_k) \leq (1 + 2\gamma)(1 + \delta)\text{MST}_i(w) \right] \geq 1 - 1/\text{poly}(n).
\]

Proof. Fix \((x,y) \in S \times S\) and let \(\Delta(x,y) = w^+(x,y) - w(x,y)\). Because \(\Delta(x,y) \geq 0\) and \(\mathbb{E}[\Delta(x,y)] \leq \gamma w(x,y)\) with probability at least 1/2 it holds that \(\Delta(x,y) \leq 2\gamma w(x,y)\) by Markov inequality. If \(k = c \log n\) then with probability \(1 - n^{-c}\) there exists \(i\) such that \(w_i(x,y) - w(x,y) \leq 2\gamma w(x,y)\). By a union bound over all \(n^2\) pairs \((x,y)\) with probability \(1 - 1/n^{c-2}\) for each such pair a corresponding index exists. Below we refer to this event as \(\mathcal{E}\) and condition on it.

Proposition 2.4. Let \((C_1,\ldots,C_t)\) be an arbitrary partition of \(S\). Let \((x^*,y^*) \in S \times S\) be the closest w.r.t \(w\) pair of points that belong to different parts of this partition. Then conditioned on the event \(\mathcal{E}\) there exists a pair of points \((x',y')\) that crosses this partition and:

\[
w(x^*,y^*) \leq \tilde{w}^k(x',y') \leq (1 + 2\gamma)(1 + \delta)w(x^*,y^*).
\]

Proof. First, consider the case when \(t = 2\) and consider any partition \((C_1,C_2)\) of \(S\). Let \((x^*,y^*)\) be the shortest edge that crosses this partition, i.e. \((x^*,y^*) := \arg\min_{x,y \in C_1, y \in C_2} w(x,y)\). Conditioned on \(\mathcal{E}\) there exists \(i\) such that \(w_i(x^*,y^*) \leq (1 + 2\gamma)w(x^*,y^*)\). Furthermore, there exists an edge \((x',y')\) in the \((1 + \delta)\)-cut-preserving spanning tree \(T_i\) constructed for \(w_i\) that has length \(w'_i(x',y') = w_i(x',y') \leq (1 + \delta)w_i(x^*,y^*) \leq (1 + 2\gamma)(1 + \delta)w(x^*,y^*)\). On the other hand, because \(w_i \geq w\) for every pair \((x,y)\) that crosses the partition \((C_1,C_2)\) it holds that \(w_i(x,y) \geq w(x^*,y^*)\). Combining these two facts we conclude that in \(T_i\) there exists some edge \((x',y')\) that crosses the cut and satisfies \(w(x^*,y^*) \leq w'_i(x',y') \leq (1 + 2\gamma)(1 + \delta)w(x^*,y^*)\). By definition of \(\tilde{w}^k\) the same holds for it as well, i.e. \(w(x^*,y^*) \leq \tilde{w}^k(x',y') \leq (1 + 2\gamma)(1 + \delta)w(x^*,y^*)\).

Now suppose \(t > 2\). For \(i = 1,\ldots,t\) define a family of cuts \((S_i,T_i)\) where \(S_i = C_i\) and \(T_i = \bigcup_{j \neq i} C_j\). Let \((x^*_i,y^*_i)\) be the shortest pair crossing the cut \((S_i,T_i)\). If \((x^*,y^*)\) is the shortest edge that crosses \((C_1,\ldots,C_t)\) then we have \(w(x^*,y^*) = \min_i w(x^*_i,y^*_i)\). Let \(i^* = \arg\min_i w(x^*_i,y^*_i)\). Then using the argument above for \(t = 2\) there exists \((x',y')\) such that \(x' \in S_{i^*}, y \in T_{i^*}\), and:

\[
w(x^*,y^*) = w(x^*_i,y^*_i) \\
\leq \tilde{w}^k(x',y') \\
\leq (1 + 2\gamma)(1 + \delta)w(x^*_i,y^*_i) \\
= (1 + 2\gamma)(1 + \delta)w(x^*,y^*).
\]

Given Proposition 2.4 the rest of the proof is the same as analysis of approximate Kruskal’s algorithm in \textsuperscript{3}, we give the proof here for completeness. Since edges output by Kruskal’s algorithm are produced in the order of non-decreasing weight \(\text{MST}_i\) is the \(i\)-th edge that is output. Consider executions of Kruskal’s algorithm on weights \(w\) and \(\tilde{w}^k\). Let the edges output by the former execution be \(e_1,\ldots,e_{n-1}\) in order. Let the edges output by the latter execution be \(e'_1,\ldots,e'_{n-1}\).
To prove Lemma 2.3 it suffices to show that conditioned on $\mathcal{E}$ it holds that $w(e_i) \leq w'(e_i) \leq (1 + 2\gamma)w(e_i)$ for all $i$. The first inequality here essentially follows from the fact that the weight of the $i$-th MST edge is a monotone function of the weights and $w \leq \bar{w}^k$.

The $i$-th edge in Kruskal’s algorithm is constructed by joining two closest clusters among $n - i + 1$ clusters constructed so far. Let these clusters in the execution of Kruskal’s algorithm on $\bar{w}^k$ be denoted as $C_1, \ldots, C_{n-i+1}$. The key observation is that there exists an index $i^* \leq i$ such that endpoints of the edge $e_i$ belong to different parts of the partition $C_1, \ldots, C_{n-i+1}$. Indeed, edges $e_1, \ldots, e_i$ form a forest and thus having all such edges be inside $C_1, \ldots, C_{n-i+1}$ would be a contradiction.

Let $(x^*, y^*)$ be the closest w.r.t to $w$ pair of points in different parts of the partition $C_1, \ldots, C_{n-i+1}$. By applying Proposition 2.4 to $e_i$, there exists a pair of points $(x', y')$ whose endpoints belong to different parts of the partition $C_1, \ldots, C_{n-i+1}$ and $\bar{w}^k(x', y') \leq (1 + 2\gamma)w(x^*, y^*)$. Putting everything together we have:

$$w(e_i) \leq \bar{w}^k(e_i) \leq \bar{w}^k(x', y') \leq (1 + 2\gamma)(1 + \delta)w(x^*, y^*) \leq (1 + 2\gamma)(1 + \delta)w(e_i)$$

The second inequality follows because $e_i$ is shortest edge w.r.t $\bar{w}^k$ that crosses $(C_1, \ldots, C_{n-i+1})$. The last inequality follows because $i^* \leq i$, edge weights are non-decreasing.

Putting everything together we obtain analysis of approximation guaranteed by Algorithm 1.

**Theorem 2.5.** For $\eta \leq 3$ and $p = 1, 2, \infty$ Algorithm 1 constructs a spanning tree for $w(i, j) = \|v_i - v_j\|_p$ for each $i$ its $t$-th longest edge $(x, y)$ has weight $w(x, y) \leq (1 + \eta)MST_i(w)$. This guarantee holds with high probability over the randomness used in Algorithm 1.

**Proof.** Note that taking $w^+ = w_\mathcal{P}$ for $w(i, j) = \|v_i - v_j\|_p$ where $p = 1, 2, \infty$ satisfies conditions of Lemma 2.3 by Lemma 2.2. Hence our algorithm constructs a function $\tilde{w}_k$ with properties required for Lemma 2.3. Since $c_1\varepsilon Lb \leq \eta/6$ and $c_2\varepsilon \leq \eta/3$ we can set $\delta = \eta/6$ and $\gamma = \eta/3$ in Lemma 2.3 and hence for $\eta \leq 3$:

$$\Pr[\mathcal{E}_1] \geq \Pr[\mathcal{E}_2] \geq 1 - \frac{1}{\text{poly}(n)}.$$

where $\mathcal{E}_1$ is the event that $MST_i(\tilde{w}_k) \leq (1 + \eta)MST_i(w)$ and $\mathcal{E}_2$ is the event that $MST_i(\tilde{w}_k) \leq (1 + 2\gamma)(1 + \delta)MST_i(w)$.

After $\tilde{w}_k$ is constructed by running Boruvka’s algorithm on it we find an MST exactly and hence the approximation guarantee for each of the MST edges follows.

### 2.2 Exact Hamming MST

**Theorem 2.6.** For $d = O(1)$ Hamming MST can be computed exactly in $O(\log n)$ rounds of MPC.

**Proof.** For the special case $d = 2$ the algorithm is particularly simple and is given in Section 2.2.1. For $d = O(1)$ we construct an auxiliary graph with integer edge weights in the interval $[1, \ldots, d]$ and use MPC algorithm graph connectivity to compute MST for it.

For a binary vector $b \in \{0, 1\}^d$ of Hamming weight $t$ and $v \in \mathbb{R}^d$ we use notation $v(b)$ to denote a vector in $\mathbb{R}^d$ consisting of coordinates of $v$ corresponding to non-zero values of $b$. For a binary vector $b \in \{0, 1\}^d$ we define an order relation $\leq_b$ on vectors in $\mathbb{R}^d$ as follows: $v_1 \leq_b v_2$ if and only if $v_1(b) \leq v_2(b)$ and $\leq$ is the lexicographic order.
• Initialize $G$ to an empty graph on $n$ vertices and $\mathcal{F}$ to a forest of singleton vertices.

• For each binary vector $b \in \{0,1\}^d$:
  - Sort input vectors $v_1, \ldots, v_n$ according to $\leq_b$ breaking ties arbitrarily.
  - Let $\pi(i)$ be the index of the $i$-th vector in this sorted order.
  - For $i = 1, \ldots, n-1$ create an edge in $G$ of weight $d - \|b\|_0$ between vertices $\pi(i)$ and $\pi(i+1)$ if $v_{\pi(i)}(b) = v_{\pi(i+1)}(b)$

• For $i = 1, \ldots, d$
  - Augment $\mathcal{F}$ using edges of length $i$ in $G$ to a spanning forest for the subgraph of $G$ consisting of edges of weight at most $i$.

The first loop of the above reduction can be performed in $O(1)$ rounds of MPC by replicating the data $2^d = O(1)$ times and running $O(1)$-round MPC sorting algorithm [16] on all the replicas in parallel. The second loop can be performed in $O(d\log n)$ rounds total by using $O(\log n)$ connectivity algorithm in each iteration. Correctness of the above algorithm follows from the following observation: if $\|v_i - v_j\|_0 = t$ then there exists a path in the graph $G$ between $i$ and $j$ that uses only edges of weight at most $t$.

Indeed, if Hamming distance between two vectors equals $t$ then there exists a subset of $d-t$ coordinates where these two vectors agree. Let $b \in \{0,1\}^d$ be the indicator vector of this subset. In the iteration of the first loop corresponding to $b$ let $p_i$ and $p_j$ be positions of vectors $v_i$ and $v_j$ in the sorted order in this iteration. W.l.o.g $p_i < p_j$ and for all $k = p_i, \ldots, p_j - 1$ we added an edge of weight $t$ between $\pi(k)$ and $\pi(k+1)$ creating the desired path in $G$.

From the above observation it follows directly that for all $t = 1, \ldots, d$ the number of connected components in the subgraph of $G$ induced by edges of weight at most $t$ is the same as the number of connected components induced by edges of Hamming weight at most $t$ in the original input. Thus executions of Kruskal’s algorithm on $G$ and the distance graph under Hamming distance give the same result and hence the MST constructed by the algorithm above is optimal.

2.2.1 Simple proof of Theorem 2.6 for $d = 2$

An instance of Hamming MST for $d = 2$ is represented by $n$ vectors $(x_1, y_1), \ldots, (x_n, y_n)$. Because all edges in the distance graph have cost either 1 or 2 the cost of the optimum MST equals to $n + c - 2$ where $c$ is the number of connected components in the subgraph induced by edges of cost 1. We will construct a subgraph that has the same set of connected components using only $2n$ edges and then run an $O(\log n)$-round MPC connectivity algorithm on it.

Formally the construction is given as follows. First, we create a vertex $i$ for each input vector $(x_i, y_i)$. Then we create edges between these vertices as described below, repeating this process with the role of $x$ and $y$ coordinates flipped (i.e. sort and group according to $y$).

• Sort input vectors according to the $x$-coordinate and then according to the $y$-coordinate.

• For each value of $x$ let $y_1^x, \ldots, y_t^x$ be the corresponding sorted $y$-coordinate values.

• For all $j$ where $1 \leq j < t$ create an edge between vertices representing $(x, y_j^x)$ and $(x, y_j^x)$ in the input graph.

This reduction can be performed in a constant number of rounds of MPC using a constant-round MPC sorting algorithm of [16]. Furthermore, it preserves the connected components in the graph induced by edges of length 1 under Hamming distance. Indeed, such edges correspond to pair of vectors that have one of the coordinates being equal and hence in our construction there is a path between vertices representing such vectors. This completes the proof for the case $d = 2$. 


3 Hardness of \(k\)-SLC

3.1 Hardness under \(\ell_1\) and \(\ell_2\)

The following two conjectures are widely used in the MPC literature [21, 9, 26, 27]. Note that the second conjecture is stronger and hence can potentially be used to get stronger hardness results.

**Conjecture 3.1** (Sparse connectivity hardness). If \(s = n^{\alpha}\) for a constant \(\alpha < 1\) then solving connectivity on an input graph with \(n\) vertices and \(O(n)\) edges requires \(\Omega(\log n)\) rounds of MPC.

**Conjecture 3.2** (One cycle vs. two cycles hardness). If \(s = n^{\alpha}\) for a constant \(\alpha < 1\) then distinguishing the following two instances requires \(\Omega(\log n)\) rounds of MPC: 1) a cycle on \(n\) vertices, 2) two cycles on \(n/2\) vertices each.

**Theorem 3.3.** No \(o(\log n)\)-round MPC algorithm can achieve approximation for 2-SLC:

1. Better than \(\left(\sqrt{2} + \sqrt{2} - \epsilon\right)\) under \(\ell_2\) for \(d = \Omega(\log n/\epsilon^2)\) under Conjecture 3.2.
2. Better than 3 under \(\ell_1\) for \(O(1)\)-sparse vectors and \(d = \Omega(n)\) under Conjecture 3.2.
3. Better than \((\sqrt{2} - \epsilon)\) under \(\ell_2\) for \(d = \Omega(\log n/\epsilon^2)\) under Conjecture 3.1.
4. Better than 2 under \(\ell_1\) for \(O(1)\)-sparse vectors and \(d = \Omega(n)\) under Conjecture 3.1.

**Proof.** Part 1. Given an instance of the “one cycle vs. two cycles problem” we reduce it to the 2-SLC problem as follows:

1. Create a vector \(v'_i \in \mathbb{R}^n\) for each vertex where \(v'_i = e_i\) and \(e_i\) is the \(i\)-th standard unit vector.
2. For each edge \((a, b)\) in the input graph update the corresponding vectors as \(v'_a = v'_{a} + \xi e_b\) and \(v'_b = v'_b + \xi e_a\) where \(\xi = \frac{1}{\sqrt{2}}\).
3. Apply Johnson-Lindenstrauss transform to \(v'_1, \ldots, v'_n\) to construct \(v_1, \ldots, v_n \in \mathbb{R}^d\) where \(d = O(\log n/\epsilon^2)\).

It is important that the above reduction can be performed in only a constant number of MPC rounds. Indeed, Step 1 can be done locally by partitioning vectors between machines and to perform Step 2 we can send each edge \((a, b)\) to the machines holding vectors \(v_a\) and \(v_b\). In order to perform Step 3 note that for each \(i\) we have \(v_i = M v'_i\) where \(M\) is the Johnson-Lindenstraus matrix and each \(v'_i\) has at most 3 non-zero entries. Hence, all \(v_i\) can be computed in one round of MPC with only \(O(\log n/\epsilon^2)\) communication per vector.

**Proposition 3.4.** If there is an edge \((i, j)\) in the input graph then \(\|v'_i - v'_j\|_2 = \sqrt{2}(\sqrt{2} - \sqrt{2})\), otherwise \(\|v'_i - v'_j\|_2 = 2\).

**Proof.** Indeed, if there is an edge \((i, j)\) in the input then there exist two other edges \((i, i')\) and \((j, j')\) and hence, the non-zero entries of \(v'_i\) and \(v'_j\) are as follows: \(v'_{ii} = 1, v'_{i'i} = \xi, v'_{ij} = \xi, v'_{j'i} = 1, v'_{j'j} = \xi, v'_{jj'} = \xi, v'_{ji'} = 1, v'_{j'j'} = 1, v'_{ji} = 1, v'_{j'i'} = 1, v'_{jj} = 1, v'_{ji'} = 1, v'_{j'i} = 1, v'_{jj'} = 1, v'_{jj'} = \xi\). Hence \(\|v'_i - v'_j\|_2 = \sqrt{2}(1 - \xi)^2 + 2\xi^2\). On the other hand, if there is no edge \((i, j)\) then there exist four edges \((i, i'), (i, i''), (j, j')\) and \((j, j'')\) and non-zero entries of \(v'_i\) and \(v'_j\) are: \(v'_{ii} = 1, v'_{i'i} = \xi, v'_{i'i''} = \xi, v'_{jj} = 1, v'_{j'j} = 1, v'_{j'j''} = 1, v'_{jj'} = 1, v'_{jj''} = 1, v'_{jj''} = 1\). Hence \(\|v'_i - v'_j\|_2 = \sqrt{2} + 4\xi^2\). Maximum of the ratio \(\frac{\sqrt{2} + 4\xi^2}{\sqrt{2}(1 - \xi)^2 + 2\xi^2}\) is achieved when \(\xi = 1/\sqrt{2}\) and equals \(\sqrt{2} + \sqrt{2}\). \(\square\)
Clearly by Proposition 3.4 if the input graph is one cycle then the cost of 2-SLC of $v'_1, \ldots, v'_n$ equals $\sqrt{2}/2 - \sqrt{2}$, otherwise it is 2. As Johnson-Lindenstrauss transform preserves all pairwise distances up to a multiplicative $(1 \pm \epsilon)$ factor with high probability the same is true for the cost of 2-SLC of $v_1, \ldots, v_n$ up to $\pm \epsilon$ error. This completes the proof.

**Part 2.** We perform reduction as in Part 1 but without Step 3 and setting $\xi = 1$. Note that since the resulting vectors have at most 3 non-zero entries each the input can be represented in $O(n)$ space. A calculation similar to the above shows that in this case if there is an edge $(i, j)$ in the graph then $\|v'_i - v'_j\|_1 = 2|1 - \xi| + 2|\xi|$. Otherwise, $\|v'_i - v'_j\|_1 = 2 + 4|\xi|$. The ratio between these two cases is maximized when $\xi = 1$ and equals 3.

**Part 3.** Given an instance $G(V, E)$ of sparse connectivity we reduce it to $\ell_2$-2-SLC as follows. Let $n = |V|$ and $m = |E|$. We can assume that $G$ has no isolated vertices as connectivity instances containing such vertices can be solved in $O(1)$ rounds of MPC by identifying isolated vertices.

For the $i$-th edge of the input we create a vector $v'_i \in \mathbb{R}^n$. We set $v'_{i,j} = 1$ if the $i$-th edge in the input is adjacent on vertex $j$ and $v'_{i,j} = 0$ otherwise. Then we apply JL-transform to reduce the dimension of constructed vectors to $O(\log n/\epsilon^2)$ obtaining vectors $v_1, \ldots, v_m$ as in Part 1.

Since $G$ has no isolated vertices it is connected if and only if the set of its edges forms a connected subgraph. By construction if two edges $i$ and $j$ share a vertex then $\|v'_i - v'_j\| = \sqrt{2}$, otherwise $\|v'_i - v'_j\| = 2$. Hence, if $G$ is connected all edges in the $\ell_2$-MST for $v_1, \ldots, v_m$ have length $\sqrt{2}$. Otherwise, there exists an edge in $\ell_2$-MST of length 2. Hardness of $(\sqrt{2} - \epsilon)$-approximation hence follows from the fact that JL-transform preserves all distances up to $(1 \pm \epsilon)$-approximation.

**Part 4.** We use the same reduction as in Part 3 but without using the JL-transform in the end. Since the instance of sparse connectivity has $O(n)$ edge we obtain $O(n)$ vectors with 2 non-zero entries in each. Hence, resulting instance can be stored in $O(n)$ space. As in Part 3 note that if two edges $i$ and $j$ share a vertex then $\|v_i - v_j\|_1 = 2$, otherwise $\|v_i - v_j\| = 4$. Hence the costs of $\ell_1$-2-SLC differ by a factor of 2 depending on whether $G$ is connected or not.

### 3.2 Hardness of Hamming $k$-SLC

**Theorem 3.5.** No algorithm for computing Hamming $k$-SLC cost for $d = 2$ in $o(\log n)$ rounds of MPC can achieve better than 2-approximation under Conjecture 3.4.

**Proof.** Let $G(V, E)$ be an instance of sparse connectivity. Our reduction to Hamming 2-SLC constructs an input set of 2-dimensional vectors as follows:

- For each vertex $i \in V$ create a vector $(i, i)$.
- For each edge $(i, j) \in E$ create a vector $(i, j)$.

Clearly this reduction can be performed in a constant number of rounds of MPC and the resulting instance has $|V| + |E| = O(n)$ many vectors. We will show that if the input graph is connected the cost of Hamming 2-SLC of the input equals 1 and the cost is 2 otherwise. Indeed, note that the distances between resulting vectors are always either 1 or 2. If $G$ is connected then it is easy to construct a connected spanning subgraph in the resulting Hamming graph where each edge has cost 1. Indeed, consider a subgraph that for each edge $(i, j)$ in the input graph contains two edges: one between vectors $(i, i)$ and $(i, j)$ and another between vectors $(j, j)$ and $(i, j)$. Clearly, if the input graph is connected then this is a connected spanning subgraph. Hence the Hamming MST cost of the constructed point set equals $|V| + |E| - 1$ and the Hamming 2-SLC cost equals 1. On the other hand, if $G$ is disconnected then consider any partitioning $(S, T)$ of $G$ into connected components. Clearly, any two vectors representing vertices belonging to different parts of this partition in our reduction are at distance 2 from each other. This implies that the Hamming MST cost is at least $|V| + |E|$ and the Hamming 2-SLC cost is 2.
4 Implementation details and performance analysis

The implementation details in this section are similar to [3]. The main difference is that we need the Solve-and-Sketch to work under \( \ell_1 \) and \( \ell_\infty \) rather than just \( \ell_2 \) as in [3] which requires some modifications in the analysis.

4.1 Distance-preserving partitions

We start by recalling definitions of distance preserving hierarchical partitions from [4]. Let \( M(S, \rho) \) be a metric space with distance function \( \rho \). For \( S' \subseteq S \) we denote its diameter as \( \Delta(S') = \sup_{x,y \in S'} \rho(x, y) \).

A deterministic hierarchical partition \( P \) with \( L \) levels is defined as a sequence \( P = (P_0, \ldots, P_L) \) where \( P_L = \{S\} \) and each level \( P_\ell \) is a subdivision of \( P_{\ell+1} \). For a partition \( P_\ell \) we call its parts cells. The diameter at level \( i \) is defined as \( \Delta(P_i) = \max_{C \in P_i} \Delta(C) \). The degree of a cell \( C \in P_\ell \) is \( \text{deg}(C) = |\{C' \in P_{\ell-1} : C' \subseteq C\}| \). The degree of a hierarchical partition is the maximum degree of any of its cells. The unique cell at level \( \ell \) containing a point \( x \) is denoted as \( C_\ell(x) \). We say that a partition is indexable if this cell can be computed based on \( x \) and \( \ell \). A randomized hierarchical partition is a distribution over deterministic hierarchical partitions.

**Definition 4.1** (Distance-preserving partition). [4] For parameters \( a \in (0, 1) \), \( b, c \in \mathbb{R}^+ \) and \( \gamma > 1 \) a randomized hierarchical partition \( \mathcal{P} \) of a metric space with \( L \) levels is \((a,b,c)\)-distance-preserving with approximation \( \gamma \) if the degree of all deterministic partitions in its support is at most \( c \) and the following properties are satisfied for \( \Delta_\ell = \gamma \alpha^{\ell-\ell} \Delta(S) \):

1. (Bounded diameter) For every deterministic partition \( P = (P_0, \ldots, P_L) \) in the support of \( \mathcal{P} \) and for all \( \ell \in \{0, \ldots, L\} \) it holds that:

\[
\Delta(P_\ell) \leq \Delta_\ell.
\]

2. (Probability of cutting an edge) For every \( x, y \in S \) and for all \( \ell \in \{0, \ldots, L\} \):

\[
\Pr_{P \sim \mathcal{P}}[C_\ell(x) \neq C_\ell(y)] \leq \frac{\theta_\ell(x,y)}{\Delta_\ell}.
\]

We use the following construction of [4] to build such a distance-preserving partition \( \mathcal{P} \) for \( S \subseteq \mathbb{R}^d \). We can always shift \( S \) such that all points fit into a box \( [0, \Delta]^d \) where \( \Delta \) is the diameter of the metric space \((S, \ell_\infty^d)\). Pick a vector \( r \in \mathbb{R}^d \) uniformly at random from \([0, \Delta]^d\). Two points \( u \) and \( v \) belong to the same cell at level \( \ell \in \{0, \ldots, L\} \) if and only if for all dimensions \( i \in [d] \) it holds that \( |(u_i - v_i)\alpha^{d-\ell}| \leq \frac{1}{\Delta \alpha^d} \) where \( \alpha \) is a parameter (see Figure 4 for an example). Note that this partition is indexable since coordinates of the point \( x \in \mathbb{R}^d \), random shift \( r \) and \( \ell \) suffice for computing \( C_\ell(x) \).

**Lemma 4.1** ([3], Lemma 5.3). Indexable randomized hierarchical partition \( \mathcal{P} \) given by the construction above has \( L = O(\log \alpha |S|) \) levels can be constructed in \( O(1) \) rounds of MPC and is an \((1/\alpha, d, (\alpha+1)^d)\)-distance-preserving partition for \((S, \ell_\infty^d)\) with approximation \( \gamma \leq \sqrt{d} \).

Below we show that this partition \( \mathcal{P} \) is also distance-preserving for \( \ell_1^d \) and \( \ell_\infty^d \).

**Lemma 4.2.** Indexable randomized hierarchical partition \( \mathcal{P} \) is: 1) \((1/\alpha, d^2, (\alpha+1)^d)\)-distance-preserving for \( \ell_1^d \) with approximation \( d \), 2) \((1/\alpha, d, (\alpha+1)^d)\)-distance-preserving for \( \ell_\infty^d \) with approximation \( 1 \).

**Proof.** The degree bound of \((\alpha+1)^d \) follows from Lemma 4.1 in both cases so in the rest of the proof we only analyze other parameters of the partition.
Part 1. Under $\ell^d_1$ we have $\Delta(S) \geq \Delta$ and $\Delta(S) \leq d\Delta$. By construction cells of the partition at level $\ell$ have diameter at most $d\Delta \alpha^{\ell-L}$. Hence we can set $\gamma = d$ and $\Delta_\ell = d\alpha^{\ell-L}\Delta(S)$ which satisfies the bounded diameter condition $\Delta(P_\ell) \leq \Delta_\ell$. To verify the condition on probability of cutting an edge consider two points $u, v \in \mathbb{R}^d$. The probability that $\lfloor (u_i - r_i)\alpha^{\ell-L} \rfloor \neq \lfloor (v_i - r_i)\alpha^{\ell-L} \rfloor$ for a fixed $i$ is at most $\|u_i - v_i\|_1\alpha^{\ell-L}$. By a union bound the probability that $u$ and $v$ belong to different cells at level $\ell$ is at most $\|u - v\|_1\alpha^{\ell-L} \Delta\ell \leq d\|u - v\|_1\Delta_\ell$. Hence we can set $\gamma = d$ and $\Delta_\ell = d\alpha^{\ell-L}\Delta(S)\Delta_\ell$ which satisfies the bounded diameter condition $\Delta(P_\ell) \leq \Delta_\ell$. To verify the condition on probability of cutting an edge consider two points $u, v \in \mathbb{R}^d$. The probability that $\lfloor (u_i - r_i)\alpha^{\ell-L} \rfloor \neq \lfloor (v_i - r_i)\alpha^{\ell-L} \rfloor$ for a fixed $i$ is at most $\|u_i - v_i\|_1\alpha^{\ell-L}$. By a union bound the probability that $u$ and $v$ belong to different cells at level $\ell$ is at most $\|u - v\|_1\alpha^{\ell-L} \Delta\ell \leq d\|u - v\|_1\Delta_\ell$. Hence we can set $\gamma = d$ and $\Delta_\ell = d\alpha^{\ell-L}\Delta(S)\Delta_\ell$. As in the previous case the probability that two vectors $u, v \in \mathbb{R}^d$ belong to different cells of the partition is at most $\|u - v\|_1\alpha^{\ell-L} \Delta\ell$ which can be bounded as follows:

$$\frac{\|u - v\|_1\alpha^{L-\ell}}{\Delta} \leq \frac{d\|u - v\|_1\Delta(S)}{\Delta_\ell} \leq \frac{d^2\|u - v\|_1}{\Delta_\ell}. \quad \blacksquare$$

Part 2. Under $\ell^\infty_1$ we have $\Delta(S) = \Delta$. By construction cells of the partition at level $\ell$ have diameter at most $\Delta\alpha^{\ell-L}$. Hence we can set $\gamma = 1$ and $\Delta_\ell = \alpha^{\ell-L}\Delta$. As in the previous case the probability that two vectors $u, v \in \mathbb{R}^d$ belong to different cells of the partition is at most $\|u - v\|_1\alpha^{\ell-L} \Delta\ell$ which can be bounded as follows:

$$\frac{\|u - v\|_1\alpha^{L-\ell}}{\Delta} \leq \frac{d\|u - v\|_\infty\alpha^{L-\ell}}{\Delta} = \frac{d\|u - v\|_\infty}{\Delta_\ell}. \quad \blacksquare$$

Thus $\mathcal{P}$ is indeed an $(1/\alpha, d, (\alpha + 1)^d)$-distance-preserving partition for $\ell^\infty_1$ with approximation 1.

4.2 Solve-and-Sketch framework

We use Solve-and-Sketch (SAS) framework of [3] for computing an approximate minimum spanning tree. SAS framework works with a partition $P = (P_0, \ldots, P_L)$ of the input $M(S, \rho)$, sampled from a randomized $(a,b,c)$-partition $\mathcal{P}$. Then SAS algorithm proceeds through $L$ levels, and in level $\ell$ a unit step algorithm $A_\ell$ is executed in each cell $C$ of the partition $P_\ell$, with input the union of the outputs of the unit steps applied to the children of $C$. The unit step also outputs a subset of the edges of a spanning tree in addition to the input for the next level. Once the unit step has been executed for the root cell of partition at level $P_L$ (and hence also for all other cells) the computation is complete. We give the description of the unit step algorithm of [3] below.

**Definition 4.2 ($\delta$-covering).** Let $M = (S, \rho)$ be a metric space and let $\delta > 0$. A set $S' \subseteq S$ is a $\delta$-covering if for any point $x \in S$, there is a point $y \in S'$ such that $\rho(x, y) \leq \delta$.

Below we first show in Lemma 4.3 that if the unit step can be executed efficiently then the overall computation also can. This theorem is analogous to Theorem 5.2 in [4] but here we give a simpler and faster implementation using the fact that all our partitions are indexable. Then we proceed to describe implementations of Algorithm 2 for $\ell_1$ and $\ell_\infty$ in Lemma 4.5. For $\ell_2$ such an implementation
is given in [4], Lemma 3.23 and for \( \ell_1 \) and \( \ell_\infty \) the implementation is analogous using approximate nearest neighbor search [5] and appropriate \( \epsilon^2 \Delta_\rho \)-covering construction for each metric.

**Lemma 4.3.** Let \( t_u(x) \) be a convex function and \( s_u(x) \) be a function with at least linear growth, i.e. \( s_u(x) \geq x \). Let \( P = (P_0, \ldots, P_L) \) be an indexable partition labeling \( M(S, \rho) \) with \( L \) levels sampled from a randomized \((a, b, c)\)-distance-preserving family \( P \). Let \( A_u \) be a unit step algorithm which for an input of size \( n_u \) takes time at most \( t_u(n_u) \), uses space \( s_u = s_u(n_u) \) and produces output of size \( p_u = O(\min(p, n_u)) \) where \( p \) is a parameter. If space per machine is \( s \) and \( s_u(cp_u) \leq s/3 \) then the unit step computations for all cells of the partition can be executed in \( O(L) \) rounds of MPC on \( O(n/s) \) machines. Furthermore, local computation time per machine in every round is bounded by \( t_u(s) \).

**Proof.** We process the partition level by level assuming that when we process level \( k \) all results for level \( k-1 \) are already computed. Furthermore, all results from the previous round are labeled by cells of the partition at \( P_k \) that they belong to. Thus in round \( k \) we just execute the unit step for all cells in this level and label the results with the cell they belong at level \( k+1 \). The latter part can be performed locally using the fact that \( P \) is an indexable partition. Note that since \( p_u = O(\min(p, n_u)) \) the overall output produced in each round has size \( O(n) \).

**Proposition 4.4.** Total number of machines that we need to execute each round is at most \( O(n/s) \) and maximum time per machine in a round is at most \( t_u(s) \).

**Proof.** First we estimate total space we need to allocate on machines. Let \( n_i \) be the number of nonempty subcells of the \( i \)-th cell in the \( k \)-th level, i.e. the number of inputs for this cell. For each \( i \) and \( j = 1, \ldots, m_i \) let \( n_{ij} \) be the size of output produced by the \( j \)-th subcell in the previous round that is now input for the \( i \)-th cell in the \( k \)-th level.

We know that \( \sum_{i,j} n_{ij} = O(n) \) and \( n_{ij} \leq p \). The input to \( A_u \) has overall size at most \( cp \) and hence each execution uses space at most \( s_u(cp) \leq s/3 \). Note that using the fact that \( s_u(x) \geq x \) this also implies that the input for each job is of size at most \( s/3 \).

We assign executions of \( A_u \) jobs in round \( k \) arbitrarily to machines in such a way that we only start a new machine if there is no existing machine with at least \( 2s/3 \) space available. This ensures that in the end of the assignment process each machine has at least \( s/3 \) unused space for executing the jobs. We then execute jobs assigned to each machine sequentially using this space and store all inputs for all jobs locally. Note that our assignment process ensures that if \( S \) is the total space required to store inputs for all jobs then the total space we use is at most \( 3S + s = O(n) \) and the total number of machines is at most \( 3S/s + 1 = O(n/s) \).

Suppose we are using \( t \) machines in total in this round and let \( B_i \) be the subset of jobs assigned to \( i \)-th machine. The maximum time per machine required to execute jobs in \( k \)-th round is then:
Lemma 4.5. If the input metric space $M$ is a subset of $\ell_1^d$, $\ell_2^d$ or $\ell_\infty^d$, the unit step Algorithm 2 has space complexity $s_u(n_u) = n_u \log^{O(1)} n_u$ words, time complexity $t_u(n_u) = (d/\epsilon) d^3 n_u \log^{O(1)} n_u$ and output size $p_u = O(\min((1/\epsilon)^{2d}, n_u))$ words.

Proof. For $\ell_2^d$ the proof is given in Lemma 3.23 of [4]. For $\ell_1^d$ and $\ell_\infty^d$ the proof is analogous and follows from the fact that we can execute Algorithm 2 by using approximate nearest neighbor search. Details are analogous to the details for $\ell_2^d$ and are given in [18, 4]. In particular Theorem 3.27 in [4] describes how to use approximate nearest neighbor data structure of [5] for $\ell_2^d$. Since [5] gives data structures with the same performance for $\ell_1^d$ and $\ell_\infty^d$ as well the analysis of time and space performance in these two cases is the same.

The bound on the output size follows from the fact that we can construct an $\epsilon^2 \Delta_\ell$-covering by imposing a grid with step size $\xi$ and taking one arbitrary point from each cell of the grid (if it is nonempty). Fix $\xi = \epsilon^2 \Delta_\ell$ for $\ell_1$ and note that the total number of cells in the grid is at most $(\Delta_\ell/\xi)^d$. Fix $\xi = \epsilon^2 \Delta_\ell$ for $\ell_\infty$ and note that the total number of cells in the grid is $(\Delta_\ell/\xi)^d$. In both cases the bound of $(1/\epsilon)^{2d}$ on the size of the output follows.

Putting things together we get the proof of Theorem 2.1.

Proof of Theorem 2.1. The algorithm is given as Algorithm 1 and hence the approximation guarantee follows from Theorem 2.3. Hence it only remains to analyze performance of Algorithm 1. Recall that this algorithm uses an $(a, b, c)$-distance-preserving partition where $a = 1/(s_\alpha/d - 1)$, $b = \text{poly}(d)$ and $c = s^\alpha$. Also recall that we set $\epsilon = \min \left(\frac{a}{6c_1 Lb}, \frac{\eta}{3c_2}\right)$ and hence if we set $\kappa = \min \left(\frac{1}{6c_1 Lb}, \frac{1}{3c_2}\right)$ then $\kappa \eta = \epsilon$ and $\kappa$ is a constant because $c_1, c_2, L$ and $b = \text{poly}(d)$ are constants.

A distance-preserving partition in Step 5 can be constructed for $\ell_2^d$ using Lemma 4.1 and for $\ell_1^d$ and $\ell_\infty^d$ using Lemma 4.2. This step takes $O(1)$ rounds of MPC under the resource constraints of the theorem. Thus, it suffices to show that Step 7 can be executed with required performance guarantees. Note that $p_u = O(e^{-2d}) = O((\kappa \eta)^{-2d}) \leq s^{1 - 2\alpha}$ and hence $t_u = O(s^{\alpha} s^{1 - 2\alpha}) = O(s^{1 - \alpha})$. Using the assumption that $\epsilon, \alpha$ and $d$ are constants by Lemma 4.5 we have $s_u(t_u) = \hat{O}(s^{1 - \alpha}) \leq s/3$ for sufficiently large $s$. Thus combining Lemma 4.3 and Lemma 4.4 and using the assumption that $\epsilon$ and $d$ are constant we conclude that Step 7 can be executed on $O(n/s)$ machines with local computation time per machine in each round bounded by $\hat{O}(s)$. Furthermore since the distance-preserving partition used in our algorithm has $O(\log_{s^{\alpha}/s} n) = O(d/\alpha \log s, n) = O(1)$ levels (by Lemma 4.1) from Lemma 4.3 it follows that this step only takes $O(1)$ rounds of MPC. Overall, each iteration of the loop in Algorithm 1 can be executed in $O(1)$ rounds of MPC and hence sequential execution takes $O(\log n)$ rounds as desired.

Finally, Boruvka’s algorithm in Step 10 is run on $O(n \log n)$ edges and can be implemented in $O(\log n)$ rounds using $\hat{O}(n/s)$ machines under constraints of the theorem.
5 Experiments

Experimental setup

We implemented Algorithm 1 in Java on Apache Spark 2.0.2 for Hadoop 2.7.3. Experiments were performed on:

- **Google Cloud Dataproc (GCD)** platform on two cluster configurations: 1) single-core 1 master / 7 worker (1m/7w) cluster, 2) dual-core 1 master / 3 worker (1m/3w) cluster. Each core had an Intel Xeon E5 processor at 2.2–2.6 GHz and 3.75GB RAM + 10GB HDD space. Due to the limitations of the free tier access on GCD the total number of cores in a cluster is limited to 8, which is still sufficient to demonstrate at least and order of magnitude speedup over the benchmark sequential algorithm.

Three standard clustering datasets used in the literature were taken for experimental evaluation: 1) Image dataset, \( d = 3, n = 34112 \) (house images, [https://cs.joensuu.fi/sipu/datasets/](https://cs.joensuu.fi/sipu/datasets/)), 2) KDDCUP04Bio dataset, \( d = 10, n = 145751 \) (preprocessed to select 10 numerical dimensions out of 74, accessed via the link above), 3) Shuttle data set from the UCI ML repository, \( d = 9, n = 43500 \). These datasets have been normalized to have coordinates in each dimension have 0 mean and unit variance. Note that under RAM restrictions of our setup building a full graph of \( n^2 \) distances locally is infeasible. Also, we could have used significantly less RAM per machine but when using GCD the RAM size is fixed for standard instances.

- **Local Simulation** with 200 reducers on a Dell XPS13 Laptop with an Intel core i5 processor and 8GB RAM.

The dataset used was a standard US Census dataset from the UCI, ML repository, \( d = 8, n = 2548285 \). Once again the datasets were normalized to have coordinates in each dimension have 0 mean and unit variance. Due to limitations on the number of cores in the free tier access on GCD, we performed the experiments for this dataset on a local simulation.

![Figure 5: Approximation vs. number of clusters](image1.png)

![Figure 6: Approximation vs. \( \eta \) parameter](image2.png)
Figure 7: Speedup vs $\eta$ parameter, 1m/7w cluster
Figure 8: Speedup vs. approximation, 1m/7w cluster

Figure 9: Speedup vs $\eta$ parameter, 1m/3w cluster
Figure 10: Speedup vs. approximation, 1m/3w cluster

Figure 11: Approximation vs. number of clusters
Figure 12: Speedup vs. $\eta$
Results

Figure 5 shows dependence of approximation to the $k$-SLC objective as a function of $k$ for $\eta = 0.5$. Figure 6 shows how approximation varies empirically as a function of $\eta$ (for $k = 10$). Evaluation of time performance demonstrates more than an order of magnitude speedup over sequential Prim’s algorithm for $k = 10$ as a function of $\eta$ parameter and empirical approximation. Results are given for two different cluster setups: 1m/7w (Figure 7 and Figure 8) and 1m/3w (Figure 9 and Figure 10) and are averaged over multiple runs to ensure consistency. We note that dramatic increase in speedup for the KDDCUP04 dataset around value $\eta = 0.5$ and approximation 1.15 corresponds to the fact that local inputs start to fit in L2-cache which provides more than an order of magnitude improvement over RAM.

Figure 11 shows the dependence of approximation as a function of $k$, ($\eta = 1.3$) for the census data. Figure 13 shows how approximation varies as a function of $\eta$ (for $k = 10$) in the census dataset. Figure 12 demonstrates that we achieve more than an order of magnitude of speed for the census data too. Figure 14 shows the dependence of speedup as a function of approximation for the parameter $\eta = 1.3$. Once again like on the KDDCUP04 dataset we observe a dramatic increase in the speedup at around $\eta = 0.5$ and approximation 1.15 due to the fact the local inputs start to fit in L2-cache.

In all cases our algorithms terminated in at most 40 rounds. All experiments were performed under $\ell_2$-distance. Since our $\ell_1$ and $\ell_\infty$ algorithms use the same partitioning scheme their performance under these metrics is similar.

6 Conclusions

We give $O(\log n)$-round MPC algorithms for $k$-Single-Linkage Clustering under popular distance metrics: $\ell_0, \ell_1, \ell_2$ and $\ell_\infty$. Our hardness results justify this round complexity assuming the most popular conjectures in the MPC literature. Experimental results show improvement in time of several orders of magnitude over sequential algorithms.

Among interesting directions for further research we would like to highlight two: extending our results to higher dimensions and considering other popular linkage-based objectives (complete linkage.

---

3We use Prim’s algorithm as a sequential benchmark as our local computation steps are also performed using Prim’s algorithm in the experiments. For datasets of our size Prim’s algorithm outperformed approximate nearest-neighbor (ANN) based algorithms locally and it was our goal to use the best local algorithm. In order to observe performance improvement from using ANN algorithms larger datasets are required due to several log-factors and a large constant in the theoretical almost-linear time complexity.
and average linkage). In particular, we believe that some of our techniques should be applicable to the latter problem. Note that unlike for single-linkage there is no global guarantee about the outcome of complete-linkage and average-linkage clustering algorithms (see [12]), hence one can only hope to achieve approximation for individual steps rather than for the final result. In particular, this justifies our focus on the single-linkage objective which is the only linkage-based objective for which sequential algorithms with global guarantees are known.

Another promising direction for future research is understanding the complexity of optimizing the entire hierarchy using a single objective as suggested by Dasgupta in [11]. Compared to the general graph metric setting which has been studied extensively [28, 10] we are unaware of any such studies for vector data under $\ell_p$-distances.
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