STATIONARY PHASE LEMMAS FOR GENERAL FUNCTIONS
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ABSTRACT. We give some details about the stationary phase lemma. We first prove a special case where the high order terms are derived explicitly. Based on that, we prove a more general case by using Morse lemma.

1. Lemma Statements

Lemma 1.1. Let \( n \in \mathbb{N}^+ \) be the dimension. We consider the integral \( I(\lambda) \):

\[
I(\lambda) = \int_{\mathbb{R}^n} e^{i\lambda\langle Q(x-x_0),x-x_0 \rangle/2} a(x; \lambda) \, dx,
\]

where \( \langle Q, y \rangle \) signifies \( (Qy)^T \cdot y \) as matrix multiplication. For arbitrary integers \( M, N \in \mathbb{N} \), assume

- for each \( \lambda, a(\cdot; \lambda) \in C^{n+2N+3}(\mathbb{R}^n; \mathbb{C}); \)
- for each \( \lambda, a(\cdot; \lambda) \in C^M(\mathbb{R}^n; \mathbb{C}), \) and \( \forall \alpha : |\alpha| \leq M, \) there exists \( \lambda \)-dependent constants \( C_{M,\alpha}(\lambda) > 0 \) such that \( \forall x \in \mathbb{R}^n \) there holds \( |\partial^\alpha a(x-x_0; \lambda)| \leq C_{M,\alpha}(\lambda) \langle x \rangle^{2M-n-1-|\alpha|}; \)
- \( Q \) is a non-degenerate, symmetric, real-valued matrix.

Then the integral \( I(\lambda) \) is well-defined in the oscillatory integral sense, and as \( \lambda \to +\infty \) we have

\[
I(\lambda) = \left( \frac{2\pi}{\lambda} \right)^{n/2} \frac{e^{i\pi \text{sgn} Q}}{|\det Q|^{1/2}} \sum_{0 \leq j \leq N} \frac{\lambda^{-j}}{j!} \left( \frac{\langle Q^{-1}D, D \rangle}{2i} \right)^j a(x_0; \lambda)
\]

\[
+ \mathcal{O}(\lambda^{-\frac{n+2N}{2}} \times \sum_{|\alpha| \leq n+2N+3} \sup_{|x| \leq R} |\partial^\alpha a(x; \lambda)|)
\]

\[
+ \mathcal{O}(\lambda^{-M} \times \sum_{|\alpha| \leq M} \sup_{x \in \mathbb{R}^n} |\partial^\alpha a(x-x_0; \lambda)|),
\]

where \( B(x_0,1) \) stands for the ball centered at \( x_0 \) with radius 1, and \( \text{sgn} Q \) stands for the difference between the number of positive eigenvalues and the number of negative eigenvalues of the matrix \( Q \). Especially, when \( M \) is chosen to be within the interval \( \{ \max\{[n/2] + N + 1, n + 1\}, n + 2N + 3\} \), (1.1) can be simplified to

\[
I(\lambda) = \left( \frac{2\pi}{\lambda} \right)^{n/2} \frac{e^{i\pi \text{sgn} Q}}{|\det Q|^{1/2}} \sum_{0 \leq j \leq N} \frac{\lambda^{-j}}{j!} \left( \frac{\langle Q^{-1}D, D \rangle}{2i} \right)^j a(x_0; \lambda)
\]

\[
+ \mathcal{O}(\lambda^{-\frac{n+2N}{2}} \times \sum_{|\alpha| \leq n+2N+3} \sup_{x \in \mathbb{R}^n} |\partial^\alpha a(x; \lambda)|).
\]

Remark 1.1. The first thing to note is that, in contrast to many other versions of the stationary phase lemma, here we don’t require \( a \) to be compactly supported. Instead, some boundedness conditions are required, which generates the compact-support condition. Second, the integers \( M \) and \( N \) in Lemma 1.1 shall be chosen properly to serve for your own purposes. For example, if one cares more about the decaying behavior w.r.t. \( \lambda \), then the \( M \) can be set to \( [n/2] + N + 1 \). However, if one is dealing with these functions \( a \) which doesn’t have good decaying behavior at the infinity, then one could set \( M \) to be large enough such that \( \langle x \rangle^{2M-n-1-|\alpha|} \) can dominate \( \partial^\alpha a \), with the cost that we should demand more smoothness of \( a(x) \). Third, the unit ball \( B(x_0,1) \) involved in the term \( \sup_{B(0,1)} |\partial^\alpha a| \) can be changed to other bounded domain containing the origin. But one should be careful that when the domain you want to use has very small radius, the underlying coefficients of the \( \mathcal{O}(\cdot) \) notation will be very large accordingly. Fourth, the function \( a \) can depend on \( \lambda \), hence the expression (1.1) is an asymptotics only when \( \partial^\alpha a(x; \lambda) \) don’t change significantly when \( \lambda \to +\infty \).

If chosen \( M = n + 2N + 3 \), Lemma 1.1 can be simplified as follows.

Proposition 1.1. Assume \( I(\lambda) \) and \( Q \) are as stated in Lemma 1.1. If \( a \in C^{n+2N+3}(\mathbb{R}^n; \mathbb{C}), \) and for \( \forall \alpha : |\alpha| \leq n + 2N + 3 \) there holds \( \sup_{\mathbb{R}^n} |\partial^\alpha a(x)| < +\infty \), then (1.2) holds.
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Lemma 1.2 (Stationary phase lemma [2]). We consider the integral $I(\lambda)$:

$$I(\lambda) = \int_{\mathbb{R}^n} a(x) e^{i\lambda \varphi(x)} \, dx.$$  

For an arbitrary integer $N \in \mathbb{N}$, assume

- $a \in C^{n+2N+3}(\mathbb{R}^n; \mathbb{C})$ with $\sum_{|\alpha| \leq n+2N+3} \sup_{\mathbb{R}^n} |\partial^\alpha a| < +\infty;$
- $\varphi \in C^{n+2N+6}(\mathbb{R}^n; \mathbb{R})$ with $\sum_{|\alpha| \leq n+2N+6} \sup_{\mathbb{R}^n} |\partial^\alpha \varphi| < +\infty;$
- $x_0$ is the only critical point of $\varphi(x)$ on $\text{supp}(a)$, i.e., $\nabla \varphi(x_0) = 0$, $\varphi_x(x) \neq 0$ for $x \neq x_0$;
- the Hessian $\varphi_{xx}(x_0) = [\frac{\partial^2 \varphi}{\partial x_j \partial x_k}(x_0)]_{j,k=1}^n$ satisfies $\det \varphi_{xx}(x_0) \neq 0$.

Then the integral $I(\lambda)$ is well-defined in the oscillatory integral sense, and as $\lambda \to +\infty$ we have

$$(2.3) \quad I(\lambda) = \left( \frac{2\pi}{\lambda} \right)^{n/2} e^{\frac{i\pi}{4} \text{sgn} \varphi_{xx}(x_0)} \left( a(x_0) + \sum_{j=1}^N a_j(x_0) \lambda^{-j} \right)$$

$$+ O(\lambda^{-\frac{n}{2} - N - 1} \times \sum_{|\alpha| \leq n+2N+3} \sup_{\mathbb{R}^n} |\partial^\alpha a| \times \sum_{|\alpha| \leq n+2N+6} \sup_{\mathbb{R}^n} |\partial^\alpha \varphi|),$$

for some functions $a_j$, $1 \leq j \leq N$.

Remark 1.2. Proposition 1.1 is a special case of Lemma 1.2 where $\varphi(x) = (Q(x-x_0), x-x_0)/2$, which guarantees $\varphi_{xx}(x_0) = Q$. Lemma 1.2 is not a generalization of Lemma 1.1 because unlike the quadratic phase function in Lemma 1.1, the phase function $\varphi$ in Lemma 1.2 is not assumed to possess the property that $|\nabla \varphi(x)| \asymp |x|$ as $|x|$ is large. However if $\varphi$ is a homeomorphism of $\mathbb{R}^n$, it is possible to generalize Lemma 1.1.

We can compute these $a_j(x_0)$ in a more precise way (cf. $[3, (3.4.11)]$), and the details are given in $[3$, Second proof of Theorem 3.11]. In $[2$, Lemma 19.3] there is also another routine to prove the stationary phase lemma. $[1$, Chapter 5] by Dimassi and Sjöstrand is also a good reference.

2. Preliminaries

We need the Taylor’s expansion. Suppose $f \in C^{N+1}(\mathbb{R}^n; \mathbb{C})$, then we have that

$$f(x) = \sum_{|\delta| \leq N} \frac{1}{\delta!} (\partial^\delta f)(x_0) \cdot (x-x_0)^\delta + (N+1) \sum_{|\delta| = N+1} \frac{(x-x_0)^\delta}{\delta!} \int_0^1 (1-t)^N (\partial^\delta f)(x_0+t(x-x_0)) \, dt. \quad (2.1)$$

We omit the proof.

For a measurable function $u$, there exists a constant $C$ such that $\hat{u}$ exists and

$$||\hat{u}||_{L^1(\mathbb{R}^n)} \leq C \sum_{|\alpha| \leq n+1} ||\partial^\alpha u||_{L^1(\mathbb{R}^n)}, \quad (2.2)$$

as long as the right-hand-side of $(2.2)$ is defined.

Proof. We have

$$\int |\hat{u}(\xi)| \, d\xi \leq \int |\xi|^{-n-1} |\xi|^{n+1} \hat{u}(\xi) | \, d\xi \leq C \sup_{\mathbb{R}^n} |\xi|^{n+1} \hat{u}(\xi) | \leq C \sum_{|\alpha| \leq n+1} C_\alpha \sup_{\mathbb{R}^n} |\partial^\alpha u(\xi) | \leq \sum_{|\alpha| \leq n+1} C_\alpha ||\partial^\alpha u||_{L^1(\mathbb{R}^n)}.$$

We arrive at the conclusion. \qed

We also need the following transformation. For a fixed non-degenerate, symmetric, real-valued square matrix $Q$, we have

$$\mathcal{F}\{ e^{\pm i(Q \cdot \cdot)/2} \}(\xi) = \frac{e^{\pm i \xi \text{sgn} Q}}{|\det Q|^{1/2}} e^{\mp i(Q^{-1} \xi, \xi)/2}. \quad (2.3)$$
We first prove the quadratic case.

**Proof of Lemma 1.1.** We omit notationally the dependence of \( a \) on \( \lambda \) until related clarifications are needed. Without loss of generality we assume \( x_0 = 0 \), and \( a(0) = 1 \). For readers’ convenience we rewrite the expression of \( I \) here: \( I(\lambda) = \int_{\mathbb{R}^n} e^{i\lambda(Qx,x)/2} a(x) \, dx \).

According to the assumption on \( Q \), we know there exists a decomposition \( Q = P A \) where \( P \) is an orthogonal matrix and \( A := (\alpha_j)_{j=1,\ldots,n} \) is a diagonal matrix. Make the change of variable \( y = P^T x \), we can have

\[
I = \int_{\mathbb{R}^n} a(Py)e^{i\lambda \sum_{j=1}^n \alpha_j y_j^2/2} \, dy
= \int_{\mathbb{R}^n} e^{i\lambda \sum_{j=1}^n \alpha_j y_j^2/2} (1 - \chi(y)) f(y) \, dy + \int_{\mathbb{R}^n} e^{i\lambda \sum_{j=1}^n \alpha_j y_j^2/2} \chi(y) f(y) \, dy
\]

where \( f(y) := a(Py) \) and \( \chi \in C^\infty_0(\mathbb{R}^n) \) is a cutoff function satisfying \( \chi \equiv 1 \) in a neighborhood of the origin.

Noticing that a neighborhood of the origin is not included in the support of the integrand in \( J_1 \), we can estimate \( J_1 \) by using integration by parts (in the oscillatory integral sense). For any integer \( M \in \mathbb{N} \) we have

\[
|J_1| = \left| \int_{\mathbb{R}^n} \left( \sum_j \frac{\alpha_j y_j}{\lambda |y|^2} \right)^M (e^{i\lambda \sum_{j=1}^n \alpha_j y_j^2/2}) [(1 - \chi(y)) f(y)] \, dy \right|
\leq \lambda^{-M} \int_{\mathbb{R}^n} |(\sum_j \partial_j \circ (y_j|y|^{-2}))^M [(1 - \chi(y)) f(y)]| \, dy
\leq \lambda^{-M} \int_{\text{supp}(1 - \chi)} \sum_{|\alpha| \leq M} C_{M,\alpha} |y|^{|\alpha|-2M} |\partial^\alpha ((1 - \chi) f(y))| \, dy
\leq \lambda^{-M} \left( \sum_{|\alpha| \leq M} C_{M,\alpha} \right) \left( \sum_{0 < |\alpha| < 1} |\partial^\alpha a| + \int_{\{\chi = 0\}} |y|^{-n-1} |\langle y \rangle^{-2M+n+1} |\partial^\alpha a(y)| \, dy \right)
\leq \lambda^{-M} \left( \sum_{|\alpha| \leq M} C_{M,\alpha} \right) \left( \sum_{0 < |\alpha| < 1} \sup_{\mathbb{R}^n} |\partial^\alpha a(y)| / \langle y \rangle^{2M-n-1-|\alpha|} \right)
\leq \lambda^{-M} \left( \sum_{|\alpha| \leq M} C_{M,\alpha} \right) \left( \sum_{0 < |\alpha| < 1} \sup_{\mathbb{R}^n} |\partial^\alpha a(y)| / \langle y \rangle^{2M-n-1-|\alpha|} \right).
\]  

The inequality \( (3.2) \) is due to the fact that

\[
\left( \sum_j \partial_j \circ (y_j|y|^{-2}) \right)^M \varphi = \sum_{|\alpha| \leq M} C_{M,\alpha} |y|^{|\alpha|-2M} \partial^\alpha \varphi
\]

which can be derived by induction and we omit the details. Inequality \( (3.3) \) is due to the fact that \( \partial^\alpha ((1 - \chi) f) = \partial^\alpha f \) in \( \{\chi = 0\} \).

Then we turn to \( J_2 \). Keep in mind that \( f(y) = a(Py) \) and \( \chi f \) is compactly support and in \( C^{n+2N+3}_c(\mathbb{R}^n) \). Here we analyze \( I \) by borrowing idea from [3, First proof of Theorem 3.11]. First we use Plancherel theorem (which states \( (f, g) = (\hat{f}, \hat{g}) \)),

\[
J_2 = \int_{\mathbb{R}^n} e^{-i\lambda \sum_{j=1}^n \alpha_j y_j^2/2} \chi f(y) \, dy = \int_{\mathbb{R}^n} \mathcal{F}\{e^{-i\lambda \sum_{j=1}^n \alpha_j (\xi_j)^2/2}\} \hat{\chi} f(\xi) \, d\xi
= \int_{\mathbb{R}^n} (\lambda)^{-n/2} e^{i\frac{\pi}{4} \text{sgn} Q} \frac{1}{|\det Q|^{1/2}} e^{i\frac{\pi}{4} \sum_{j=1}^n \alpha_j \xi_j^2} \cdot \hat{\chi} f(\xi) \, d\xi
=: (2\pi)^{n/2} e^{i\frac{\pi}{4} \text{sgn} Q} \frac{1}{|\det Q|^{1/2}} J(1/\lambda, 1/\lambda, \chi f),
\]

where we ignored the summation notation over \( j \) and the function \( J \) is defined by

\[
J(h_1, h_2, \chi f) := (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{i\frac{\pi}{4} \sum_{j=1}^n \alpha_j \xi_j} \cdot \hat{\chi} f(\xi; 1/h_2) \, d\xi.
\]  

**3. Proof of the lemma**
Note that in (3.6) we put emphasize on the dependence of $f$ on $h_2$ (i.e. dependence of $a$ on $\lambda$). The smoothness of $J$ w.r.t. $h_1$ is guaranteed by the $L^1$ derivatives of $f$, namely, we have the following claim whose justification will be clear in (3.8),
\[
\forall m \in \mathbb{N}, \quad \max_{|\alpha| \leq n + 2n+1} \| \partial^\alpha f \|_{L^1(\mathbb{R}^n)} < +\infty \Rightarrow J(\cdot, h_2, f) \in C^m(\mathbb{R}).
\]

We abbreviate $\partial h_1 J$ as $\partial_1 J$. Note that
\[
\partial_1^k J(0, h_2, \chi f) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} \hat{\partial_1^k(e^{2\pi i \xi})}\{h_1 = 0\} \cdot \hat{\chi f}(\xi) \, d\xi = (2\pi)^{-n/2} \int_{\mathbb{R}^n} \left( \sum_j \frac{\xi_j^2}{i2\alpha_j} \right)^k \cdot \hat{\chi f}(\xi) \, d\xi
\]
\[
= (2\pi)^{-n/2} \int_{\mathbb{R}^n} T(\chi f)(\xi) \, d\xi = T^k(f(0)) = T^k(a(Py))|_{y=0}
\]
\[
= \left( \frac{i}{2} P^{kj} P^{kj} (\partial_{kl}) a(0) \right) = A^k(a(0; 1/h_2)),
\]
where $T = \frac{i}{2} \sum_j \partial^2_{a_j}$ and $A = \frac{i}{2}(Q^{-1})^2 \partial t = \frac{i}{2}(Q^{-1}D, D)$ (recall that $D = \frac{1}{i} \nabla$ is vertical). We expand $J$ using Taylor series (i.e. (2.1)),
\[
J(h, h_2, \chi f) = \sum_{k \leq N} \frac{h^k}{k!} \partial_1^k J(0, h_2, \chi f) + \frac{h^{N+1}}{N!} \int_0^1 (1 - t)^N \cdot \partial_1^{N+1} J(th, h_2, \chi f) \, dt
\]
\[
= \sum_{0 \leq k \leq N} \frac{(hA)^k}{k!} a(0; h_2) + \frac{h^{N+1}}{N!} \int_0^1 (1 - t)^N \cdot \partial_1^{N+1} J(th, h_2, \chi f) \, dt. \tag{3.7}
\]

By invoking (3.6), the remainder term in (3.7) can be estimated as
\[
\left| \frac{h^{N+1}}{N!} \int_0^1 (1 - t)^N \cdot \partial_1^{N+1} J(th, h_2, \chi f) \, dt \right|
\leq C_N h^{N+1} \int_{\mathbb{R}^n} \frac{e^{i\xi \cdot 2^j \beta}}{4\alpha_j} \cdot \hat{\chi f}(\xi; 1/h_2) \, d\xi \leq C_N h^{N+1} \sum_{|\beta| \leq 2N+2} C_\beta \| (\partial_2^\beta(\chi f(1/h_2))) \|^1_{L^1(\mathbb{R}^n)}.
\]

By using (3.6) and (2.2), we can continue
\[
\left| \frac{h^{N+1}}{N!} \int_0^1 (1 - t)^N \cdot \partial_1^{N+1} J(th, h_2, \chi f) \, dt \right|
\leq C_N h^{N+1} \sum_{|\alpha| \leq n+1} \| \partial_x^{\alpha+\beta} (\chi f(1/h_2)) \|_{L^1(\mathbb{R}^n)} \leq C_N h^{N+1} \sum_{|\alpha| \leq n+2N+3} \| \partial_x^\alpha (\chi f(1/h_2)) \|_{L^1(\mathbb{R}^n)}
\]
\[
\leq C_N h^{N+1} \sum_{|\alpha| \leq n+2N+3} \sup_{x} \| \partial_x^\alpha a(1/h_2) \|. \tag{3.8}
\]

Letting $h = h_2 = 1/\lambda$ and combining (3.5), (3.6), (3.7) and (3.8), we obtain
\[
J_2 = \left( \frac{2\pi}{\lambda} \right)^{n/2} e^{\frac{i\pi}{2} \text{sgn } Q} \frac{1}{|\det Q|^{1/2}} \sum_{j \leq N} \frac{\lambda^{-j}}{j!} \left( \frac{(Q^{-1}D, D)}{2i} \right)^j a(0; \lambda) + C_N \lambda^{-\frac{n}{2} - N - 1} \sum_{|\alpha| \leq n+2N+3} \sup_{x} \| \partial_x^\alpha a(1/h_2) \|. \tag{3.9}
\]

Combining (3.9) with (3.1), (3.3), we have
\[
I = \left( \frac{2\pi}{\lambda} \right)^{n/2} e^{\frac{i\pi}{2} \text{sgn } Q} \frac{1}{|\det Q|^{1/2}} \sum_{j \leq N} \frac{\lambda^{-j}}{j!} \left( \frac{(Q^{-1}D, D)}{2i} \right)^j a(0; \lambda)
\]
\[
+ O(\lambda^{-\frac{n}{2} - N - 1} \sum_{|\alpha| \leq n+2N+3} \sup_{x} \| \partial_x^\alpha a(1/h_2) \|) + O(\lambda^{-M} \sum_{|\alpha| \leq M} \sup_{x} \| \partial_x^\alpha a(y/2^M-n-1-|\alpha|) \|,
\]
which is (1.1).

By setting $M$ to be $\max\{|n/2| + N + 1, n + 1\} \leq M \leq n + 2N + 3$, we can have $-M \leq -n/2 - N - 1, M \leq n + 2N + 3$ and $2M - n - 1 - |\alpha| \geq 0$ provided $|\alpha| \leq M$, so we can obtain (1.2) from (1.1).

The proof is complete.

Now we prove the more general case. \qed
Proof of Lemma 3.2. Without loss of generality we assume $x_0 = 0$, $\varphi(0) = 0$ and $a(0) = 1$. Hence by Taylor’s expansion we have

$$
\varphi(x) = \sum_{j,k \leq n} x_j x_k \int_0^1 (1 - t) \partial_{j,k} \varphi(tx) \, dt = x^T \cdot \int_0^1 (1 - t) \varphi_{xx}(tx) \, dt \cdot x.
$$

Note that $|\varphi_{xx}(0)| \neq 0$ and $|\varphi_{xx}(x)|$ is continuous on $x$ ($\varphi \in C^2$), thus there exists a positive constant $C$ such that $|\varphi_{xx}(x)| > |\varphi_{xx}(0)|/2 > 0$ for all $x \in B(0, r)$. Fix a cutoff function $\chi \in C_0^\infty(\mathbb{R}^n)$ such that $\text{supp} \, \chi \subset B(0, r)$ and $\chi \equiv 1$ in $B(0, r/2)$. Hence on $B(0, r)$ the matrix $\varphi_{xx}$ is non-degenerate, and on supp $\chi \backslash B(0, r)$ the norm of gradient is uniformly bounded from below, i.e. there exists a constant $C > 0$ such that $|\nabla \varphi(x)| \geq C$ for $\forall x \in \text{supp} \, \chi B(0, r)$. We divide $I$ into two parts

$$
I(\lambda) = \int_{\mathbb{R}^n} (1 - \chi(x)) a(x) e^{i\lambda \varphi(x)} \, dx + \int_{\mathbb{R}^n} \chi(x) a(x) e^{i\lambda \varphi(x)} \, dx := I_1 + I_2,
$$

and we will show that $I_1$ is rapidly decreasing w.r.t. $\lambda$ while $I_2$ can be analyzed by using Lemma (3.1).

For $I_1$, denote $L = \sum_{j=1}^n \varphi_{xx}^j \partial_{x_j}$, where $\varphi_{xx}$ is short for $\partial_{x_j} \varphi$. Then $\frac{1}{i\lambda} Le^{i\lambda \varphi} = e^{i\lambda \varphi}$ and $iLf = \sum_{j=1}^n \partial_{x_j} (\frac{\varphi_{xx}^j}{|\nabla \varphi|^2})$. For any $N \in \mathbb{N}^+$, $I_2$ can be easily estimated as follows (which requires $a \in C^{n+N+2}(\mathbb{R}^n)$ and $\varphi \in C^{n+N+2}(\mathbb{R}^n)$)

$$
I_1 = \int_{\mathbb{R}^n} (1 - \chi) a \cdot ((i\lambda)^{-n-N-1} L^{N+1} e^{i\lambda \varphi(x)}) \, dx = (i\lambda)^{-n-N-1} \int_{\mathbb{R}^n} (i\lambda)^{n+N+1} ((1 - \chi) a \cdot e^{i\lambda \varphi(x)}) \, dx
= \mathcal{O}((\lambda^{-n-N-1} \sum_{|a| \leq n} \|\partial^a a\|_{L^1(\mathbb{R}^n)})), \quad \lambda \to \infty.
$$

As mentioned before, due to the presence of $1 - \chi$, the denominator $|\nabla \varphi|^2$ in $L$ keeps a positive distance away from 0, guaranteeing that $(i\lambda)^N ((1 - \chi) a)$ is bounded and compactly supported.

Now we turn to $I_2$. Because $\varphi \in C^2(\mathbb{R}^n)$, $\varphi_{xx}(x)$ is symmetric and thus there exist orthogonal matrix $P(x)$ and diagonal matrix $\Lambda(x) = (\alpha_j(x))_{j=1, \ldots, n}$ such that

$$
2 \int_0^1 (1 - t) \varphi_{xx}(tx) \, dt = P(x) \Lambda(x) P^T(x).
$$

Especially we have $P(0) \Lambda(0) P^T(0) = \varphi_{xx}(0)$. Denote $\alpha_j = \alpha_j(0)$ and $n \times n$ matrix $\Lambda := (\alpha_j)_{j=1, \ldots, n}$ for short. Thus

$$
\Lambda(x) = \begin{bmatrix} \frac{\alpha_j(x)}{\alpha_j} \end{bmatrix}_{j=1, \ldots, n} \cdot \Lambda \cdot \begin{bmatrix} \frac{\alpha_j(x)}{\alpha_j} \end{bmatrix}_{j=1, \ldots, n}.
$$

Make the change of variable:

$$
y = \Phi(x) := \begin{bmatrix} \frac{\alpha_j(x)}{\alpha_j} \end{bmatrix}_{j=1, \ldots, n} \cdot P^T(x) \cdot x.
$$

Note that

$$
\varphi \in C^{n+2N+6} \Rightarrow \Phi \in C^{n+2N+4}.
$$

We have

$$
\varphi(x) = \frac{1}{2} x^T \cdot \left[ 2 \int_0^1 (1 - t) \varphi_{xx}(tx) \, dt \right] \cdot x = \frac{1}{2} x^T \cdot \left[ P(x) \Lambda(x) P^T(x) \right] \cdot x
= \frac{1}{2} \left[ P^T(x) \cdot x \right]^T \cdot \begin{bmatrix} \frac{\alpha_j(x)}{\alpha_j} \end{bmatrix}_{j=1, \ldots, n} \cdot \Lambda \cdot \begin{bmatrix} \frac{\alpha_j(x)}{\alpha_j} \end{bmatrix}_{j=1, \ldots, n} \cdot \left[ P^T(x) \cdot x \right]
= \frac{1}{2} \left[ \left( \begin{bmatrix} \frac{\alpha_j(x)}{\alpha_j} \end{bmatrix}_{j=1, \ldots, n} \cdot P^T(x) \cdot x \right)^T \cdot \Lambda \cdot \left( \begin{bmatrix} \frac{\alpha_j(x)}{\alpha_j} \end{bmatrix}_{j=1, \ldots, n} \cdot P^T(x) \cdot x \right) \right]
= \frac{1}{2} \langle \Lambda y, y \rangle.
$$

We have $\Phi(0) = 0$. It is easy to check that $\frac{\partial \Phi}{\partial x}(0) = P^T(0)$. From (3.12) it is clear that there exists inverse of $\Phi$, i.e. $\phi = \Phi^{-1}$. Note that $x = \phi(\Phi(x))$ and

$$
\Phi \in C^{n+2N+4} \Rightarrow \phi \in C^{n+2N+4}.
$$

(3.14)
We have
\[ I_1 = \int_{\mathbb{R}^n} \chi(\phi(y)) a(\phi(y)) \cdot e^{i\lambda(y)/2} \, dy \]
\[ \hspace{1em} = \int_{\mathbb{R}^n} \chi(\phi(y)) a(\phi(y)) |\det \nabla_y \phi(y)| \cdot e^{i\lambda(y)/2} \, dy \]
\[ \hspace{1em} = \int_{\mathbb{R}^n} f(y) e^{i\lambda(y)/2} \, dy \]

where
\[ f(y) = \chi(\phi(y)) \cdot a(\phi(y)) \cdot |\det \nabla_y \phi(y)|. \]

Note that \( \phi \in C^{n+2N+1}, a \in C^{n+2N+2} \Rightarrow f \in C^{n+2N+2}. \)

Now we can conclude from (3.15), (3.15) and (3.15) that
\[ \varphi \in C^{n+2N+6}, a \in C^{n+2N+3} \Rightarrow f \in C^{n+2N+3}. \]

By using Lemma 1.1, we can obtain
\[ I_1(\lambda) = \left( \frac{2\pi}{\lambda} \right)^{n/2} e^{\frac{i\pi}{2} \text{sgn} \Lambda} \left| \det \Lambda \right|^{1/2} \sum_{0 \leq j \leq N} \frac{\lambda^{-j}}{j!} \left( \frac{\langle \Lambda^{-1}D, D \rangle}{2i} \right)^{j} f(0) \]
\[ \hspace{1em} + \mathcal{O}(\lambda^{-\frac{n}{2}-N-1}) \sum_{|\alpha| \leq n+2N+3} \sup_{\mathbb{R}^n} |\partial^\alpha f| \]
\[ = \left( \frac{2\pi}{\lambda} \right)^{n/2} e^{\frac{i\pi}{2} \text{sgn} \Lambda} \left| \det \Lambda \right|^{1/2} \sum_{0 \leq j \leq N} \frac{\lambda^{-j}}{j!} \left( \frac{\langle \Lambda^{-1}D, D \rangle}{2i} \right)^{j} f(0) \]
\[ \hspace{1em} + \mathcal{O}(\lambda^{-\frac{n}{2}-N-1}) \sum_{|\alpha| \leq n+2N+3} \sup_{\mathbb{R}^n} |\partial^\alpha a| \times \sum_{|\alpha| \leq n+2N+6} \sup_{\mathbb{R}^n} |\partial^\alpha \varphi| \].

(3.17)

It can be checked that \( \text{sgn} \Lambda = \text{sgn} \varphi_{xx}(0) \) and \( \det \Lambda = \det \varphi_{xx}(0) \).

We are now almost arrive at (1.3) except for the explicit computation of the leading term in (1.3) and (3.17). From equality \( x = \phi(\Phi(x)) \) we know \( I = \nabla_y \phi(\Phi(x)) \cdot \nabla_x \Phi(x) \). Formula (3.12) implies \( \Phi(0) = 0 \) and \( \nabla_x \Phi(0) = P^T(0) \), hence \( \det \nabla_y \phi(0) = \det \nabla_y \phi(\Phi(0)) = (\det \nabla_x \Phi(0))^{-1} = (\det P^T(0))^{-1} = 1. \) Therefore,
\[ f(0) = \chi(\phi(0)) \cdot a(\phi(0)) \cdot |\det \nabla_y \phi(0)| = \chi(0) \cdot a(0) = a(0). \]

(3.18)

Combining (3.10), (3.11), (3.17) and (3.18), we arrive at the conclusion.

\[ \square \]
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