Design and realization of topological Dirac fermions on a triangular lattice
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Large-gap quantum spin Hall insulators are promising materials for room-temperature applications based on Dirac fermions. Key to engineer the topologically non-trivial band ordering and sizable band gaps is strong spin-orbit interaction. Following Kane and Mele’s original suggestion, one approach is to synthesize monolayers of heavy atoms with honeycomb coordination accommodated on templates with hexagonal symmetry. Yet, in the majority of cases, this recipe leads to triangular lattices, typically hosting metals or trivial insulators. Here, we conceive and realize “indenene”, a triangular monolayer of indium on SiC exhibiting non-trivial valley physics driven by local spin-orbit coupling, which prevails over inversion-symmetry breaking terms. By means of tunneling microscopy of the 2D bulk we identify the quantum spin Hall phase of this triangular lattice and unveil how a hidden honeycomb connectivity emerges from interference patterns in Bloch $p_x \pm ip_y$-derived wave functions.
The electronic wave functions of quantum spin Hall materials wind in momentum space in a topologically distinct way from ordinary insulators, as described by the corresponding $Z_2$-invariant. The quantized transport via spin-polarized boundary modes is protected by time-reversal symmetry, making quantum spin Hall insulator (QSHIs) technologically attractive. Ideal platforms are two-dimensional (2D) honeycomb systems, as these naturally host massive Dirac fermions at the $K/K'$ points in momentum space. As drawn in Fig. 1a, spin-orbit coupling (SOC) opens a non-trivial gap, whereas inversion-symmetry breaking (ISB) counteracts SOC and favors the trivial phase. To achieve room-temperature operability, a large gap is essential. Graphene is, for example, a poor QSHI because its SOC arises from weak 2nd-nearest-neighbor hopping processes between out-of-plane $p_z$ orbitals. To improve on the gap size, 2D materials made of heavier elements relying on local SOC are hence superior. So far, this type of materials design has been achieved only in bismuthene, a honeycomb system featuring purely planar bonding of its $6p$ orbitals.

The strategy of replacing carbon with heavier atoms faces two serious challenges. First, in the unavoidable presence of a substrate, high-$Z$ elements tend to form buckled structures that are hostile to topology. Second, many elements order preferentially in triangular rather than in honeycomb lattices when deposited on hexagonal templates (Supplementary Note 1), with no experimental realization of a QSHI phase hitherto. Synthesizing triangular QSHI would therefore potentially accelerate the steps towards the first single-layer QSHI device concept as, for instance, the growth process would profit from the simplicity of a non-bipartite lattice.

Here, we realize a triangular lattice of indium on SiC(0001) with topological band inversion at the valley momenta $K/K'$. In “indenene”, SOC arises locally from In $5p$ orbitals and opens a gap between valence and conduction bands of about 100 meV. A global gap is guaranteed by the presence of the substrate which induces an anticrossing of the bands derived from the indium $p_z$ orbital and the two planar $p_x \pm p_y$ chiral orbitals, respectively. The valence and conduction bands are further spin-split at the valleys, as a consequence of the in-plane ISB of $\text{SiC}(0001)$. The C atom of the surface SiC layer renders the two halves of the indenene unit cell (labeled as “A” and “B” in Fig. 1b and hereafter) inequivalent.

The splitting of the Dirac bands at $K/K'$ allows to determine the topological nature via a direct energy-resolved analysis of the bulk bands: As illustrated in Fig. 1c, the phases of the $p_z$-derived Bloch wave functions give rise to constructive and destructive interference in A and B. The resulting charge localization at the voids of the triangular lattice induces an emergent honeycomb connectivity (see cyan-green and orange spots in Fig. 1b). The energy ordering of these valley-states and the A/B character of the corresponding bulk wave function distinguishes the QSHI from the trivial phase in an unambiguous way, as sketched in Fig. 1a. This, therefore, stands out as an example of a topological classification through the spatial symmetry of the electronic bulk wave functions probed by scanning tunneling spectroscopy (STS).

Results and discussion

Theoretical model. For a microscopic understanding of the physics of a triangular model of $p$ orbitals on a substrate we use the three spherical harmonics

$$\{p_{\pm} = \frac{1}{\sqrt{2}} (p_x \pm ip_y), p_z\}.$$  

In this basis, we step-wise introduce the key interactions relevant to stabilize the QSHI phase with low-energy Dirac states at $K/K'$, as illustrated in Fig. 2. The following tight-binding Hamiltonian captures the low-energy electronic structure of any realistic implementation, as we will see later in the density functional theory (DFT) calculations for indenene on SiC(0001). The latter is the actual material realization that we propose here and our modeling allows us to precisely determine the conditions under which its QSHI phase is realized.

In the freestanding triangular layer (Fig. 2a, d) the $D_{3h}$ point symmetry yields Dirac-crossings of the $p_z$ in-plane orbitals at $K/K'$ and prohibits the hybridization with the $p_x$ subspace resulting in a metallic phase. Local (atomic) SOC ($H_{\text{SOC}} = g_{\text{SOC}} \cdot L \cdot S$) becomes relevant at band touchings and opens a gap at $K/K'$ between the $J = 3/2$ and $1/2$ states of size $\lambda_{\text{SOC}}$ within the in-plane subspace (see inset to Fig. 2a).

In the presence of a homogeneous substrate (Fig. 2b, e), the mirror symmetry along the surface normal direction is broken and a hybridization gap opens between the in- and out-of-plane orbitals. Considering SOC, a non-trivial insulating ground state is realized and the spin-degeneracy of the states with mixed $p_x$ and $p_z$ orbital composition is lifted. This Rashba-like splitting does not involve the Kramers doublet of the low-energy states at $K/K'$ that are protected by the $C_{6v}$ symmetry (see inset to Fig. 2b).

Fig. 1 Dirac fermions on a triangular lattice. a Sketch of the phase diagram as a function of SOC ($\lambda_{\text{SOC}}$) and ISB ($\lambda_{\text{ISB}}$). The insets illustrate the band ordering of the Dirac fermions at the $K$ and $K'$ points in the QSHI and trivial insulator phase. The coloring and the A/B labels correspond to the charge localization in b. b Triangular lattice (blue spheres) with substrate-induced ISB, as indicated by the C atoms (black spheres) in the first bilayer of the SiC(0001) substrate (Fig. 3a, c). The right half shows a honeycomb lattice (dotted gray lines) emerging from the charge localization of the chiral Dirac states, which peaks in the voids of the triangular lattice. c Interference mechanism between Bloch and orbital phases determining the charge localization, shown schematically for the example of a $p_z$ orbital at the $K$-point: the total phases (indicated by the rainbow color scheme) of neighboring sites contributing to the Bloch wave function interfere constructively at the B site. This promotes a high (bright) charge density centered around B, while destructive interference suppresses the charge localization in the A triangle.
Introducing a honeycomb substrate, such as SiC(0001) (Figs. 1b and 3a), the symmetry is further reduced to $C_{3v}$. As a consequence, ISB renders the A and B halves of the unit cell inequivalent, as schematically illustrated in Fig. 2f. The corresponding non-local term, of strength $\lambda_{\text{ISB}}$, acts within the in-plane subspace and opens a gap of size $3\sqrt{3}\lambda_{\text{ISB}}$ at $K/K'$. $H^{\text{ISB}}$ is diagonal in the spherical harmonics basis and promotes orbital angular momentum (OAM) polarization along the surface normal, competing with the topologically non-trivial local SOC gap (see inset to Fig. 2c). The $p_z$ valley-Hamiltonian reads

$$H(K/K') = H^\text{SOC} + H^\text{ISB}(K/K') = \lambda_{\text{SOC}}L_z \otimes S_z \pm \frac{3\sqrt{3}}{2}\lambda_{\text{ISB}}L_z \otimes 1.$$  

Depending on the relative strength of $\lambda_{\text{SOC}}$ and $\lambda_{\text{ISB}}$, the gap at $K/K'$ is dominated by either of the two types of interaction, which defines the topological phase as indicated in Fig. 1a. All cases shown in the insets of Fig. 2a–c correspond to $\lambda_{\text{SOC}} > 3\sqrt{3}\lambda_{\text{ISB}}$, i.e., to the topologically non-trivial band ordering. More details on the model can be found in Supplementary Note 2.

As mentioned above, the ISB potential, whose strength depends on the substrate and the bonding distance $d$, distinguishes between A and B (Fig. 1b). Consequently, the charge will tend to localize on the energetically lower triangle. The arrows in Fig. 1c sketch the interference mechanism between the lattice Bloch and the OAM phases determining the charge-density profile (Supplementary Note 2, S5). In the trivial ISB-driven phase, this interplay leads to both spin-valence (conduction) bands at $K$ and $K'$ localizing in the A- (B-)triangle—see band structure without SOC in the main panel of Fig. 2c. The situation changes if the SOC-splitting dominates: the charge associated with the valence band doublet is localized alternatingly in the A and B voids and the same is true for the two unoccupied eigenvalues, as illustrated by the corresponding colors in the inset to Fig. 2c. A crucial observation is that the charge localization pattern is identical at both valley momenta, since the OAM polarization and the Bloch phase are odd under inversion.

An interference pattern of similar nature has been theoretically discussed in twisted bilayer graphene, though with lattice phases originating from the moiré superstructure, i.e., extending over much longer interatomic distances than in this case\(^\text{14}\). Here, the A/B character represents an emergent honeycomb lattice degree of freedom, intimately linked to the topology of the triangular $p$ model. Its role resembles that of the sublattice index in the graphene Kane–Mele Hamiltonian and it can be associated with the topological gap inversion. Further, it induces the (chirality-dependent) real-space localization of the bulk wave functions that can be measured directly in scanning tunneling microscopy (STM).

**Indenene on SiC(0001).** A monolayer of indium atoms deposited on a Si-terminated 4H-SiC(0001) is an ideal approach to attain a physical realization of our model. Its synthesis is achieved by molecular beam epitaxy, leading to high-quality indenene films as characterized by standard surface science tools (see “Methods” section and Supplementary Note 3). Topographic imaging by STM confirms the well-ordered triangular lattice formed by the In atoms as shown in Fig. 3a. According to the atomic arrangement obtained by total energy minimization within DFT (see “Methods” section) the In atoms bind directly to the uppermost silicon atoms of the SiC substrate (T1 position), as depicted in Fig. 3a, c. This adsorption geometry translates into a $(1 \times 1)$ surface periodicity of the indene layer with respect to the SiC substrate, with identical in-plane lattice constants as confirmed by the STM line profiles in Fig. 3d\(^\text{15}\). Note in particular the asymmetric height.
profile along the orange path (Fig. 3d) which reflects the ISB imposed by the C atoms in the first bilayer of the SiC substrate. Figure 3b shows an STM image of an indenene layer next to the uncovered SiC substrate. Due to the identical triangular lattice, both surfaces appear structurally indistinguishable. Electronically, though, both systems differ significantly in the differential tunneling conductance $dI/dV$ (Fig. 3e), a measure of the local density of states (LDOS). While SiC displays the expected wide energy gap, we observe a Dirac-like electronic spectra in indenene along a position to probe the bandgap directly by ARPES. For this purpose, Fig.4a shows a zoom-in of the gap region at the K-point. Clearly the quasi-linear dispersions of the upper and lower Dirac cones do not connect to each other (see inset of Fig.4a). A peak-fit of the energy distribution curves (EDCs) at the K-point in Fig. 4c decomposes the spectrum into three distinct peaks, namely the two first valence band states (denoted by VB-1 and VB) and the lowest conduction band state (CB). The next state (CB+1) is essentially cut-off by the Fermi–Dirac function. Extending this decomposition to selected k-vectors around the K-point yields the orange markers in Fig. 4b and excellently traces the DFT bands. Their smallest separation is indeed found at K, yielding $E_{\text{gap}} \approx 125$ meV, in reasonable correspondence with the DFT value, considering that DFT tends to underestimate band gaps.

Figure 4a also shows the experimental band structure determined by angle-resolved photoelectron spectroscopy (ARPES). It consists of well-defined band features whose dispersions are in remarkable agreement with the DFT prediction. The only notable deviation concerns the position of the Fermi level, which in the experiment is shifted into the upper Dirac half-cone by $\approx 250$ meV due to electronic charge transfer from the strongly n-doped substrate (see “Methods” section and Supplementary Note 4 for details). This extrinsic population of the conduction band minimum puts us into a position to probe the bandgap directly by ARPES. For this purpose, Fig. 4a shows a zoom-in of the gap region at the K-point. Clearly the quasi-linear dispersions of the upper and lower Dirac cones do not connect to each other (see inset of Fig. 4a). A peak-fit of the energy distribution curves (EDCs) at the K-point in Fig. 4c decomposes the spectrum into three distinct peaks, namely the two first valence band states (denoted by VB-1 and VB) and the lowest conduction band state (CB). The next state (CB+1) is essentially cut-off by the Fermi–Dirac function. Extending this decomposition to selected k-vectors around the K-point yields the orange markers in Fig. 4b and excellently traces the DFT bands. Their smallest separation is indeed found at K, yielding $E_{\text{gap}} \approx 125$ meV, in reasonable correspondence with the DFT value, considering that DFT tends to underestimate band gaps.
Fig. 4 Band structure of indenene. a Comparison of ARPES and DFT band structure (red) and Brillouin zone schematics for the probed high symmetry lines. The faint dispersive features around the Fermi level are artifacts originating from satellite lines of the non-monochromatized He–I radiation (see “Methods” section). The inset shows the dispersive behavior at the K-point on a strongly enlarged momentum scale, illustrating the deviation from an ungapped Dirac double-cone. b Detailed analysis of the K-point dispersions. The orange markers indicate the peak positions obtained from the peak fitting of the EDCs at selected k-vectors. c EDC at the K-point (red) and its peak-fit (blue—sum, orange dashed lines—peaks) accounting for the first two valence band states (VB, VB-1) and the lowest conduction band (CB).

With this information at hand, the minimum seen in the experimental LDOS around −0.3 eV (arrow in Fig. 3e) is readily identified as the Dirac point, shifted to negative bias voltage due to the finite n-doping. The fact that it appears only as a spectral dip rather than a truly vanishing dI/dV signal, is a characteristic consequence of the partially occupied CB 17–19 (see also Supplementary Note 5). We note in passing that our STS spectra show nm-scale spatial fluctuations of the chemical potential of the order of ±40 meV (Supplementary Note 5), presumably induced by inhomogeneities in doping concentration as known from related semiconducting substrates.20,21 In our ARPES data, this effect will be spatially smeared out by the large photon spot (diameter = 1 mm) and contribute to the energy distribution curve (EDC) peak widths. Noteworthy, the indenene LDOS exhibits a second spectral depression that is always pinned at zero bias, irrespective of local fluctuations. Various mechanisms have been suggested as the origin of such a zero-bias anomaly (ZBA) which, however, depend on the specific probing details.22–24. It is therefore not considered as an intrinsic feature of the electronic structure.

Having established the existence of a sizable band gap at the valley momenta, we now address the question of its topological character. Our DFT calculation for the fully relaxed structure indicates a non-trivial phase ($Z_2 = 1$) as derived from the ab initio Wannier charge center movement25 (Supplementary Note 2). Interestingly, as we have seen from our model, the topology can be tuned by the relative strength of ISB and SOC (Fig. 1a). For our particular case of In/SiC the In–Si bond length $d$ turns out to be the relevant control parameter (Fig. 3c): the smaller the separation to the substrate, the stronger will be the impact of substrate-induced ISB on the indenene layer. For small bond lengths, this implies $\lambda_{\text{ISB}} \gg \lambda_{\text{SOC}}$ (trivial band gap) whereas in the opposite case the system is in the QSHI phase. This picture is confirmed by DFT for fixed (non-relaxed) bond lengths $d$, with the topological transition at $d^\text{crit} = 2.57 \text{ Å}$. The equilibrium bonding distance for our In/SiC system is $d^\text{DFT} = 2.68 \text{ Å}$ (see “Methods” section) in excellent agreement with the measured value of $d^\text{exp} = (2.67 \pm 0.04) \text{ Å}$ obtained by X-ray standing wave (XSW) photoemission (Supplementary Note 3). From the distance, we hence get a first, though indirect, hint that indenene is on the non-trivial side of the topological phase diagram. In the following, we present an unambiguous experimental determination of its topology, directly linked to the interference argument anticipated in Fig. 1c.

Topological classification. The chiral symmetry of the Dirac states on the triangular lattice can be exploited to access the topological nature directly from 2D bulk properties. Being composed of $p_z$ orbitals with defined OAM the valley states assume an $e^{\pm i\phi}$ angular dependence around each atomic center. In combination with the Bloch phase picked up from one lattice site to the next the superposition of neighboring atomic orbitals causes characteristic interference effects, namely the localization of the respective wavefunction at either the A or the B voids of the unit cell, visualized in Fig. 1c. As inferred from our model, the actual information on the trivial vs. inverted character of the bandgap is encrypted in the energy sequence of the A/B localization pattern of the four valley states at $K$ and $K'$ (cf. Fig. 1a and inset of Fig. 2c).

Experimentally, the energy-dependent charge distribution is best addressed by STS, probing the LDOS with atomic resolution. The upper row of Fig. 5a shows dI/dV maps taken at selected bias voltages and covering several unit cells. For comparison, the lower row shows the corresponding DFT simulations, accounting for the doping-induced Fermi level shift between experiment and theory. Analogously to the topography map in Fig. 3a, we first calibrate the atomic positions and lattice orientation by probing the indenene $p_z$-dominated states at an experimental bias of 300 mV.

By lowering the tunneling voltage into the energy range of interest and with no other contribution from elsewhere in the Brillouin zone, the STS signal becomes exclusively sensitive to the $K/K'$ valley states. Indeed, at 190 mV the charge maximum has shifted away from the atomic center to the B void of the unit cell. Tuning the bias to smaller and eventually negative values ($\sim$150 mV) leads to a switch of the charge localization, now...
Fig. 5 Non-trivial Dirac fermion charge localization. a Spatially resolved constant height $dI/dV$ maps taken at different energies in comparison with DFT simulations. The In atom positions are calibrated by mapping the $p_z$ orbital dominated states at 300 mV. Tuning the bias voltage to lower and eventually negative values result in distinct toggling of the LDOS maximum between the two inequivalent A/B parts of the unit cell. b Close-up of the DFT band structure and charge localization pattern at both valley momenta. The color code marks the charge maximum at the A (blue) and B (orange) sites. c DOS (black line) and A/B difference (color line) from DFT. Blue and orange areas correspond to energies with charge maxima at site A and B, respectively. d Differential conductance averaged over the entire unit cell and normalized difference of the $dI/dV$ spectra measured at the A/B sites. The noisy behavior near $E_f = 0$ V is attributed to the ZBA. STS data are taken at a constant tip to sample distance (see “Methods” section for more details). Normalized difference spectra and $dI/dV$ maps taken at the various tip to sample distances agree qualitatively (see also Supplementary Note 5).

Outlook. From a general perspective, the concept of an emerging honeycomb lattice in the interatomic voids of a triangular atomic arrangement paves the way for the design of novel 2D QSHIs. Our approach promotes in-plane chiral Dirac fermions at $K/K'$ whose mass term is determined by the interplay of local SOC and ISB. These tunable electronic properties, combined with the simple triangular geometry facilitating large-scale domain growth, are highly desirable for room-temperature transport applications based on the utilization of topologically protected edge states.

The reported topological classification is achieved exclusively by means of local observables and it is intimately linked to the nature of the bulk wave functions. For this reason, it represents an interesting complement to the common identification schemes based on the bulk-boundary correspondence. Its connection to the orbital angular momentum polarization in k-space can be experimentally unveiled by exploiting the coupling of circularly polarized light to the orbital magnetization and Berry curvature. It also establishes fast early-stage material screening that is complementary to challenging quantum transport experiments and can become relevant to topology beyond solid-state physics, e.g., in optical lattices of ultra-cold gases.

**Methods**

**Indene synthesis, STM, and photoemission measurements.** 4H-SiC(0001) samples (12 mm × 2.5 mm, n-type doped (0.01–0.03) $\Omega$cm) with an atomically flat and well-ordered surface were prepared in a gaseous hydrogen dry-etching process. Here, 2 slm H$_2$ and 2 slm He both with a purity of 7.0 were
additionally filtered in gas purifiers and eventually introduced in a dedicated ultra-high vacuum (UHV) chamber with a pressure of ~950 mbar. The SiC sample was then etched at 1180 °C for 5 min. The smooth hydroxide passivated SiC was then transferred in situ to the epitaxy chamber where the surface quality was inspected with low-energy electron diffraction (LEED) prior to the epitaxy step. After a heating step that removed the H-saturation from the substrate, highly pure indium (99.9999%) was evaporated from a standard Knudsen cell. Excessive heating was reduced thermally until only (1 × 1) LEED diffraction spots remained (Supplementary Note 3).

STM data were acquired using a commercial Omicron low-temperature LT-STM operated at 4.7 K and a base pressure lower than 5 · 10⁻¹⁰ mbar. The chemically etched W-tip was conditioned and inspected on an (Ag111) crystal before and after measuring a sample. Dirac/Div maps were taken at constant height using a standard lock-in technique with a modulation frequency of 971 Hz and modulation voltage of Vₘᵋₘ = 10 mV. Dirac/Div curves were recorded using the same lock-in technique. We achieved a semi-constant height mode (CHM) by interrupting the feedback loop at tunnelling parameters with featureless topography in constant current mode (CCM) (e.g., at Iₑᵡᵣ = 50 pA and Vₑᵡᵣ = −900 mV) followed by an approach of the tip to the sample surface by Δz = −2.8 Å in order to generate a sufficiently large tunneling signal.

ARPES and X-ray photoelectron spectroscopy (XPS) data were recorded in our home lab photoemission setup equipped with a spectrometer equipped with a hemispherical analyser (PHOIBOS 100). A He-VUV lamp (UVS 300) generating photons of 21.2 eV, and a NATURE COMMUNICATIONS | (2021) 12:5396 | https://doi.org/10.1038/s41467-021-25627-y | www.nature.com/naturecommunications
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