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Abstract. In the last decades several new and advanced numerical strategies have been proposed for solving the flow models of complex fluids. Most of them were based in the classical discretization techniques (finite elements, finite volumes, finite differences, spectral methods, meshless approaches) applied on the macroscopic descriptions of such flows (differential and integral models) where special advances were introduced for accounting for the mixed character of the associated variational formulations as well as for stabilizing the advection terms in the motion and constitutive equations. Recently micro-macro approaches are being the more and more applied. They allows to avoid closure relations and the microscopic physics are better described. These models are based on kinetic theory and their main difficulty concerns the curse of dimension. The microstructure conformation is defined in a multidimensional space where standard discretization techniques fail. To overcome this difficulty stochastic techniques were introduced (inspired in the Monte Carlo techniques) but the control of the statistical noise and the low convergence order are some of their main drawbacks. Other new strategies have been recently proposed, as for example the ones based on the sparse grid and the separated representation that allows circumventing the aforementioned difficulties. However the models are the more and more focused on the microscopic scale, where they are formulated in terms of Brownian or molecular dynamics. They allow describing very precisely the molecular dynamics, but the computing time remains its main drawback. Thus, in the next years new efforts must be paid to reduce the computing time involved in microscopic simulations and the definitions of bridges between the different descriptions scales.
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BRIEF REVIEW ON COMPLEX FLUIDS MODELLING

Many natural and synthetic fluids are viscoelastic materials, in the sense that the stress endured by a macroscopic fluid element depends upon the history of the deformation experienced by that element. Notable examples include polymer solutions and melts, liquid crystalline polymers and fibre suspensions. Rheologists thus face a challenging non-linear coupling between flow-induced evolution of molecular configurations, macroscopic rheological response, flow parameters (such as the geometry and boundary conditions) and final properties. Theoretical modeling and methods of computational rheology have an important role to play in elucidating this coupling [17].

Atomistic modelling is the most detailed level of description that can be applied today in rheological studies, using techniques of non equilibrium molecular dynamics. Such calculations require enormous computer resources, and then they are currently limited to flow geometries of molecular dimensions. Consideration of macroscopic flows found in processing applications calls for less detailed mesoscopic models, such as those of
kinetic theory.

Models of kinetic theory provide a coarse-grained description of molecular configurations wherein atomistic processes are ignored. They are meant to display in a more or less accurate fashion the important features that govern the flow-induced evolution of configurations. Over the last few years, different models related to dilute polymers have been evaluated in simple flows by means of stochastic simulation or Brownian dynamics methods. In recent years, kinetic theory of entangled systems such as concentrated polymer solutions and polymer melts, has known major developments that go well beyond the classical reptation tube model developed by Edwards, de Gennes, and Doi.

Kinetic theory models can be very complicated mathematical objects. It is usually not easy to compute their rheological response in rheometric flows, and their use in numerical simulations of complex flows has long been thought impossible. The traditional approach has been to derive from a particular kinetic theory model a macroscopic constitutive equation that relates the viscoelastic stress to the deformation history. One then solves the constitutive model together with the conservation laws using a suitable numerical method, to predict velocity and stress fields in complex flows. The majority of constitutive equations used in continuum numerical simulations are indeed derived (or at least very much inspired) from kinetic theory.

Indeed, derivation of a constitutive equation from a model of kinetic theory usually involves closure approximations of a purely mathematical nature such as decoupling or pre-averaging. It is now widely accepted that closure approximations have a significant impact on rheological predictions for dilute polymer, solutions, or fiber suspensions.

In this context, micro-macro methods of computational rheology that couple the coarse-grained molecular scale of kinetic theory to the macroscopic scale of continuum mechanics have an important role to play. This approach is much more demanding in computer resources than more conventional continuum simulations that integrate a constitutive equation to evaluate the viscoelastic contribution of the stress tensor. On the other hand micro-macro techniques allow the direct use of kinetic theory models and thus avoid the introduction of closure approximations.

Since the early 1990’s the field has developed considerably following the introduction of the CONNFFESSIT method by Ottinger and Laso [16]. Being relatively new, micro-macro techniques have been implemented only for models of kinetic theory with few configurational degrees of freedom, such as non-linear dumbbell models of dilute polymer solutions and single-segment tube models of linear entangled polymers.

Kinetic theory provides two basic building blocks: the diffusion or Fokker-Planck equation that governs the evolution of the distribution function (giving the probability distribution of configurations) and an expression relating the viscoelastic stress to the distribution function. The Fokker-Planck equation has the general form:

\[
\frac{d\psi}{dt} + \frac{\partial}{\partial X} (A\psi) = \frac{\partial}{\partial X} \left( D \frac{\partial \psi}{\partial X} \right)
\]

where \( \frac{d\psi}{dt} \) is the material derivative, vector \( X \) defines the coarse-grained configuration and has dimensions \( N \). Factor \( A \) is a \( N \times N \) matrix that defines the drift or deterministic component of the molecular model. Finally \( D \) is a symmetric, positive definite \( N \times N \) matrix that embodies the diffusive or stochastic component of molecular
model. In general both \( A \) and \( D \) (and in consequence the distribution function \( \psi \)) depend on the physical coordinates \( x \), on the configuration coordinates \( X \) and on the time \( t \).

The second building block of a kinetic theory model is an expression relating the distribution function and the stress. It takes the form:

\[
\tau_p = \int_C g(X) \psi dX
\]  

(2)

where \( C \) represents the configuration space and \( g() \) is a model-dependent tensorial function of configuration. In a complex flow, the velocity field is a priori unknown and stress fields are coupled through the conservation laws. In the isothermal and incompressible case the conservation of mass and momentum balance are then expressed (neglecting the body forces) by:

\[
\begin{align*}
\nabla \cdot \mathbf{v} &= 0 \\
\rho \frac{d\mathbf{v}}{dt} &= \nabla \cdot (-p \mathbf{I} + \tau_p + \eta_s \mathbf{d})
\end{align*}
\]

(3)

where \( \rho \) is the fluid density, \( p \) the pressure and \( \eta_s \mathbf{d} \) a purely viscous component. The set of coupled equations (1)-(3), supplemented with suitable initial and boundary conditions in both physical and configuration spaces, is the generic multiscale formulation. Three basic approaches have been adopted for exploiting the generic multiscale model:

1. The continuum approach wherein a constitutive equation of continuum mechanics that relates the viscoelastic stress to the deformation history is derived from, and replaces altogether, the kinetic theory model (1) and (2). The derivation process usually involves closure approximations. The resulting constitutive model takes the form of a differential, integral or integro-differential equation. It yields molecular information in terms of averaged quantities, such as the second moment of the distribution: \( \int_C X \otimes \mathbf{X} \psi dX \)

2. The Fokker-Planck approach wherein one solves the generic problem (1) to (3) as such, in both configuration and physical spaces. The distribution function is thus computed explicitly as a solution of the Fokker-Planck equation (1). The viscoelastic stress is computed from (2).

3. The Stochastic approach which draws on the mathematical equivalence between the Fokker-Planck equation (1) and the following Ito stochastic differential equation:

\[
d\mathbf{X} = \mathbf{A} \, dt + \mathbf{B} \, d\mathbf{W}
\]

(4)

where \( \mathbf{B} = \mathbf{B} \mathbf{B}^T \) and \( \mathbf{W} \) is a Wiener stochastic process of dimension \( N \). In a complex flow, the stochastic differential equation (4) applies along individual flow trajectories, the time derivative is thus a material derivation. Instead of solving the deterministic Fokker-Planck equation (1), one solves the associated stochastic differential equation (4) for a large ensemble of realizations of the stochastic process \( \mathbf{X} \) by means of a suitable numerical technique. The distribution function is not computed explicitly, and the viscoelastic stress (2) is readily obtained as an ensemble average.

For more details concerning the micro-macro approach reader can refers to the excellent review paper [11] and the references therein.
The continuum approach has been adopted throughout the development of computational rheology. First simulations were obtained in the early 1980’s. Two decades later, macroscopic numerical techniques based upon the continuum approach remains under active development.

The control of the statistical noise is a major issue in stochastic micro-macro simulations based on the stochastic approach. Moreover, to reconstruct the distribution one needs to operate with an extremely large number of particles, however, in general, only the moments of such distribution are required, which can be computed using a much more reduced population of particles. Thus, some stochastic simulations of multi-bead-spring (MBS) models have been successfully carried out, see for example [22]. These problems do not arise at all in the Fokker-Planck approach. The difficulty, however, is that the Fokker-Planck equation (1) must be solved for the distribution function in both physical and configuration spaces. This necessitates a suitable discretization procedure for all relevant variables, namely position $x$, configuration $X$ and time $t$. Until now, the dimensionality of the problem could be daunting and consideration of molecular models with many configurational degrees of freedom did not appear feasible. This probably explains why relatively few studies based of the Fokker-Planck approach have appeared in the literature until very recently at least. In [10] [14] the resolution of the Fokker-Planck equation involving a moderate number of dimensions is considered. Another deterministic particle approach, very close to that proposed in [9], was analyzed in [4] in the context of MBS models using smooth particles, but it was noticed that the impact of smoothing on the solution is in fact significant.

Kinetic theory models involving the Fokker-Planck equation, can be accurately discretized using a mesh support (Finite Elements, Finite Differences, Finite Volumes, Spectral Techniques,... ). However these techniques involve a high number of approximation functions. In the finite element framework, widely used in complex flow simulations, each approximation function (also known as shape function) is related to a node that defines the associated degree of freedom. When the model involves high dimensional spaces (including physical and conformation spaces and time) standard discretization techniques fail due to an excessive computation time required to perform accurate numerical simulations. To alleviate the computational effort some reduction strategies have been proposed, as is the case of the Partial Solution of the Cyclic Reduction (PSCR) [12] [19] [20] which solves linear systems by using techniques of separation of variables, partial solution and projection techniques [1] [13] [23]. Despite the significant reduction of the computational effort this technique can be only applied for solving particular partial differential equations and it fails also in the multidimensional case.

Other appealing strategy that allows alleviating the computational effort is based on the use of reduced approximation bases within an adaptive procedure. The new approximation functions are defined in the whole domain and they contain the most representative information of the problem solution. Thus, the number of degrees of freedom involved in the resolution of the Fokker-Planck equation is drastically reduced. The construction of those new approximation functions is done with an ‘a priori’ approach, which combines a basis reduction (using the Karhunen-Loève decomposition) with a basis enrichment based on the use of some Krylov’s subspaces. This strategy has been successfully applied, in some of our former works, to solve kinetic theory models defined on the surface of the unit sphere (for simulating short fibers suspensions or liquid
cristalline polymers) [18] as well as 3D models describing FENE molecular models [3].

An important drawback of one such approach is the fact that the approximation functions are defined in the whole domain, and until now, the simplest form to represent one such function is given its value in some points of the domain of interest, being its value defined in any other point by interpolation. Some times the treated model results highly multidimensional, and in this case the possibility of describing functions from their values at the nodes of a mesh or a grid in the domain of interest results simply prohibitory. Some attempts exist concerning the treatment of multidimensional problems. The interested reader can refer to [8] for a review on sparse grids methods involving sparse tensor product spaces, but despite of its optimality, the interpolation is defined in the whole multidimensional domain, and consequently only problems defined in spaces of dimension of the order of tens can be treated [2]. In [7] multidimensional problems are revisited and deeply analyzed, and for this purpose new mathematical entities are introduced to be applied in the numerical treatment of such problems. In conclusion, the problematic lied to models defined in multidimensional spaces remains still open, and new efforts must be paid to reach significant improvements in next years.

Some of the most used kinetic theory models defined from a Fokker-Planck equation can be expressed in a separated form. In this case the definition of tensor product approximation spaces, run perfectly, and allow to circumvent the difficulties related to the multidimensional character of kinetic theory models, as proved in [5]. This technique consists of the use of a separated representation of the molecular conformation distribution, that introduced in the variational formulation of the Fokker-Planck equation leads to an iteration procedure that involves at each step the resolution of a small-size non-linear problem. Thus, the number of degrees of freedom involves in the discretization of the Fokker-Planck equation can be reduced from \((n_r)^N\) (required in the usual grid/mesh based strategies) to \((n_r) \times N\) (\(n_r\) being the number of nodes involved in the discretization of each conformation coordinate and \(N\) the dimension of the conformation space).

In [5] we considered the steady state solution of some classes of multidimensional partial differential equations. The multidimensional transient Fokker-Planck equations could be considered within an incremental time discretization. However, being the time no more than other coordinate, one could expect a coupled space-time resolution. The main difficulties related to a such one approach lies in the fact that the initial condition being non-zero the procedure proposed in [5] cannot be applied in a direct manner. Other difficulty lies in the fact that space approximations are built using standard piece-wise functions, and when this kind of approximation is retained also to construct the time interpolation the known inconsistency related to centered differences of time derivatives is encountered. In [6] we propose alternatives to circumvent both difficulties, and then to allow an efficient treatment of multidimensional transient kinetic theory models.

The novelty of this technique justifies that a lot of questions are still open: (i) the treatment of non-linear Fokker-Planck equations; (ii) optimal basis enrichment; (iii) richer physical spaces; (iv) analysis of complex flows involving a non-homogeneous solution in the physical space; (v) general initial conditions; (vi) analysis of convergence; (vii) stabilization of advection operators; ... as well as its coupling with efficient flow solvers as for example the ones based on meshless approaches [15] or the fast Lattice-Boltzmann solvers.
REFERENCES

1. A.A. Abakumov, A.Y. Yeremin, Y.A. Kuznetsov, “Efficient fast direct method for solving Poisson’s equation on a parallelepiped and its implementation in an array processor”, Sov. J. Numer. Anal. Math. Modelling, 3, 1-20, 1988.

2. Y. Achdou, O. Pironneau, “Computational methods for option pricing”, Siam Frontiers in Applied Mathematics, 2005.

3. A. Ammar, D. Ryckelynck, F. Chinesta, R. Keunings, “On the Reduction of Kinetic Theory Models Related to Finitely Extensible Dumbbells”, J. Non-Newtonian Fluid Mech., In press.

4. A. Ammar, F. Chinesta, D. Ryckelynck, “Deterministic particle approach of multi-bead-spring polymer models”, European Journal of Computational Mechanics, In press.

5. A. Ammar, B. Mokdad, F. Chinesta, R. Keunings, “A fast solver for some classes of multidimensional partial differential equations encountered in kinetic theory modelling of complex fluids”. Journal of Non-Newtonian Fluid Mechanics, Submitted.

6. A. Ammar, B. Mokdad, F. Chinesta, “A fast solver for some classes of multidimensional partial differential equations encountered in kinetic theory modelling of complex fluids. Part 2: Transient simulation using space-time separated representations”. Journal of Non-Newtonian Fluid Mechanics, Submitted.

7. G. Beylkin, M. Mohlenkamp, “Algorithms for numerical analysis in high dimensions”, SIAM J. Sci. Com., 26/6, 2133-2159, 2005.

8. H.J. Bungartz, M. Griebel, “Sparse grids”, Acta Numerica, 13, 1-123, 2004.

9. C.V. Chaubal, A. Srinivasan, O. Egecioglu, L.G. Leal, “Smoothed particle hydrodynamics techniques for the solution of kinetic theory problems”, J. Non-Newtonian Fluid Mech., 70, 125-154, 1997.

10. C. Chauviere, A. Lozinski, “Simulation of dilute polymer solutions using a Fokker-Planck equation”, Computer and Fluids, 33, 687-696, 2004.

11. R. Keunings, “Micro-macro methods for the multiscale simulation viscoelastic flow using molecular models of kinetic theory”, Rheology Reviews, D.M. Binding and K. Walters (Edts.), British Society of Rheology, 67-98, 2004.

12. Y.A. Kuznetsov, A.M. Matsokin, “On partial solution of systems of linear algebraic equations”, Sov. J. Numer. Anal. Math. Modelling, 4/6, 453-467, 1989.

13. Y.A. Kuznetsov, “Block relaxation methods in subspaces their optimization and application”, Sov. J. Numer. Anal. Math. Modelling, 4/6, 433-451, 1989.

14. A. Lozinski, C. Chauviere, “A fast solver for Fokker-Planck equation applied to viscoelastic flows calculations: 2D FENE model”, Journal of Computational Physics, 189, 607-625, 2003.

15. M.A. Martinez, E. Cueto, M. Doblare, F. Chinesta, “Natural element meshless simulation of injection processes involving short fiber suspensions”, Journal of Non-Newtonian Fluid Mechanics, 115, 51-78, 2003.

16. H.C. Ottinger, M. Laso, “Smart polymers in finite element calculation”, Int Congr. on Rheology, Brussel, Belgium, 1992.

17. R. G. Owens and T. N. Phillips, Computational Rheology, Imperial College Press, London, May 2002. 417+xiv pages.

18. D. Ryckelynck, F. Chinesta, E. Cueto, A. Ammar, “On the a priori model reduction: overview and recent developments”, Archives of Computational Methods in Engineering, vol 13(1), pp. 91-128. 2006.

19. T. Rossi, J. Toivanen, “A nonstandard cyclic reduction method, its variants and stability”, SIAM J. Matrix Anal. Appl., 20/3, 628-645, 1999.

20. T. Rossi, J. Toivanen “A parallel fast direct solver for block tridiagonal systems with separable matrices of arbitrary dimension”, SIAM J. Sci. Comput., 20/5, 1778-1796, 1999.

21. D. Ryckelynck, “A priori hyperreduction method: an adaptive approach”, J. Computational Physics, 202, 346-366, 2005.

22. M. Somasi, B. Khomami, N.J. Woo, J.S. Hur, E.S.G. Shaqfeh, “Brownian dynamics simulations of bead-rod and bead-spring chains: numerical algorithms and coarse-graining issues”, J. Non-Newtonian Fluid Mech., 108/1-3, 227-255, 2002.

23. P.S. Vassilavski, “Fast algorithm for solving a linear algebraic problem with separable variables”, C. R. Acad. Bulgare Sci., 37/3, 305-308, 1984.