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Abstract
Autoencoders are a deep learning model for representation learning. When trained to minimize the Euclidean distance between the data and its reconstruction, linear autoencoders (LAEs) learn the subspace spanned by the top principal directions but cannot learn the principal directions themselves. In this paper, we prove that $L_2$-regularized LAEs learn the principal directions as the left singular vectors of the decoder, providing an extremely simple and scalable algorithm for rank-$k$ SVD. More generally, we consider LAEs with (i) no regularization, (ii) regularization of the composition of the encoder and decoder, and (iii) regularization of the encoder and decoder separately. We relate the minimum of (iii) to the MAP estimate of probabilistic PCA and show that for all critical points the encoder and decoder are transposes. Building on topological intuition, we smoothly parameterize the critical manifolds for all three losses via a novel unified framework and illustrate these results empirically. Overall, this work clarifies the relationship between autoencoders and Bayesian models and between regularization and orthogonality.

1. Introduction
Consider a data set consisting of points $x_1, \ldots, x_n$ in $\mathbb{R}^m$. Let $X \in \mathbb{R}^{m \times n}$ be the data matrix with the columns $x_i$. We will assume throughout that $k \leq \min\{m, n\}$ and that the singular values of $X$ are positive and distinct.

An autoencoder consists of an encoder $f : \mathbb{R}^m \rightarrow \mathbb{R}^k$ and decoder $g : \mathbb{R}^k \rightarrow \mathbb{R}^m$; the latter maps the latent representation $f(x_i)$ to the reconstruction $\hat{x}_i = g(f(x_i))$ (Goodfellow et al., 2016). The full network is trained to minimize reconstruction error, typically the squared Euclidean distance between the dataset $X$ and its reconstruction $\hat{X}$ (or equivalently, the Frobenius norm of $X - \hat{X}$). When the activations of the network are the identity, the model class reduces to that of one encoder layer $W_1 \in \mathbb{R}^{k \times m}$ and one decoder layer $W_2 \in \mathbb{R}^{m \times k}$. We refer to this model as a linear autoencoder (LAE) with loss function defined by

$$\mathcal{L}(W_1, W_2) = ||X - W_2 W_1 X||_F^2.$$ Parameterizing $\mathcal{L}$ by the product $W = W_2 W_1$, the Eckart-Young Theorem (Eckart & Young, 1936) states that the optimal $W$ orthogonally projects $X$ onto the subspace spanned by its top $k$ principal directions $^1$.

Without regularization, LAEs learn this subspace but cannot learn the principal directions themselves due to the symmetry of $\mathcal{L}$ under the action of the group $GL_k(\mathbb{R})$ of invertible $k \times k$ matrices defined by $(W_1, W_2) \mapsto (GW_1, W_2 G^{-1})$:

$$X - (W_2 G^{-1})(GW_1)X = X - W_2 W_1 X.$$ (1)

Indeed, $\mathcal{L}$ achieves its minimum value on a smooth submanifold of $\mathbb{R}^{k \times m} \times \mathbb{R}^{m \times k}$ diffeomorphic to $GL_k(\mathbb{R})$; the learned latent representation is only defined up to deformation by invertible linear maps; and the $k$-dimensional eigenspace of $W$ with eigenvalue $1$ has no preferred basis.

In light of the above, the genesis of this work was our surprise at the empirical observation in Plaut (2018) that the principal directions of $X$ are recovered from a trained LAE as the left singular vectors of the decoder (or as the right singular vectors of the encoder). While the paper made no mention of it, we realized by looking at the code that training was done with the common practice of $L_2$-regularization:

$$\mathcal{L}_\sigma(W_1, W_2) = \mathcal{L}(W_1, W_2) + \lambda \left(||W_1||_F^2 + ||W_2||_F^2\right).$$

In this paper, we prove that LAEs with $L_2$-regularization do in fact learn the principal directions in this way. We further show how to recover those eigenvalues larger than the regularization constant $\lambda$.
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Figure 1. Loss landscapes with \( n = m = k = 1 \). Yellow points are saddles and red curves and points are global minima.

1.1. Related work

Building on the original work of Eckart & Young (1936) on low-rank matrix approximation, Izenman (1975) demonstrated a connection between a rank-reduced regression model similar to an LAE and PCA. Bourlard & Kamp (1988) characterized the minima of an unregularized LAE; Baldi & Hornik (1989) extended this analysis to all critical points. Several studies of the effect of regularization on LAEs have emerged of late. The rank-reduced regression model was extended in Mukherjee & Zhu (2011) to the study of rank-reduced ridge regression. A similar extension of the LAE model was given in Josse & Wager (2016). An in depth analysis of the linear denoising autoencoder was given in Pretorius et al. (2018) and most recently, Mianjy et al. (2018) explored the effect of dropout regularization on the minima of an LAE.

While \( L_2 \)-regularization is a foundational technique in statistical learning, its effect on autoencoder models has not been fully characterized. Recent work of Mehta et al. (2018) on \( L_2 \)-regularized deep linear networks applies techniques from algebraic geometry to highlight how algebraic symmetries result in “flat” critical manifolds and how \( L_2 \)-regularization breaks these symmetries to produce isolated critical points. We instead apply (deeply connected) techniques from algebraic topology to completely resolve dynamics in the special case of LAEs.

1.2. Our contributions

The contributions of our paper are as follows.

- In Section 2 we consider LAEs with (i) no regularization, (ii) regularization of the composition of the encoder and decoder, and (iii) regularization of the encoder and decoder separately as in \( L_\sigma \). We build intuition by analyzing the scalar case, relate the losses to denoising and contrastive LAEs, reflect on the relationship between regularization and orthogonality, and deduce that the encoder and decoder are transposes for all critical points of \( L_\sigma \).
- In Section 3, we realize all three LAE models as generative processes, most notably relating the minimum of \( L_\sigma \) and the MAP estimate of probabilistic PCA.
- In Section 4, we embark on the technical work of characterizing all three loss landscapes. To build intuition, we first leave the overparameterized world of coordinate representations to think deeply about the squared distance from a plane to a point cloud. We expand on this topological viewpoint in Appendix B.
- In Section 5, we illustrate these results empirically, with all code available\(^2\).
- In Section 6, we discuss this work and potential next steps.

The connections we draw between regularization and orthogonality, LAEs and probabilistic PCA (Tipping & Bishop, 1999), and the topology of Grassmannians are novel and provide a deeper understanding of the loss landscapes of regularized linear autoencoders.

2. Regularized LAEs

In the appendix (A), we provide a self-contained derivation of the fact that an LAE with bias parameters is equivalent to an LAE without bias parameters trained on mean-centered data (Bourlard & Kamp, 1988). So without loss of generality, we will assume \( X \) is mean centered and consider the following three LAE loss functions:

\[
L(W_1, W_2) = ||X - W_2 W_1 X||_F^2
\]

\[
L_\pi(W_1, W_2) = L(W_1, W_2) + \lambda ||W_2 W_1||_F^2
\]

\[
L_\sigma(W_1, W_2) = L(W_1, W_2) + \lambda (||W_1||_F^2 + ||W_2||_F^2)
\]

We call these the \textbf{unregularized}, \textbf{product}, and \textbf{sum} losses, respectively.

2.1. Visualizing LAE loss landscapes

We can visualize these loss functions directly in the case \( n = m = k = 1 \), as shown in Figure 1. In fact, working out the critical points in this scalar case led us to conjecture the general result in Section 4. We invite the reader to enjoy

\(^2\)github.com/danielkunin/Regularized-Linear-Autoencoders
deriving the following results for themselves.

For all three losses, the origin \( w_1 = w_2 = 0 \) is the unique rank-0 critical point. For \( \mathcal{L} \) and \( \mathcal{L}_\sigma \), the origin is always a saddle point, while for \( \mathcal{L}_x \) the origin is either a saddle point or global minimum depending of the value of \( \lambda \).

For \( \mathcal{L}_x \), the global minima are rank-1 and consist of the hyperbola\(^3\)

\[
w_2 w_1 = 1.
\]

For \( \mathcal{L}_x \), the global minima are rank-1 and consist of this hyperbola shrunk toward the origin as in ridge regression,

\[
w_2 w_1 = (1 + \lambda x^{-2})^{-1}.
\]

For \( \mathcal{L}_\sigma \), the critical points depend on the scale of \( \lambda \) relative to \( x^2 \). For \( \lambda < x^2 \), the origin is a saddle point and the global minima are the two isolated rank-1 critical points\(^4\) cut out by the equations

\[
w_2 w_1 = 1 - \lambda x^{-2}, \quad w_1 = w_2.
\]

As \( \lambda \) increases toward \( x^2 \), these minima move toward the origin, which remains a saddle point. As \( \lambda \) exceeds \( x^2 \), the origin becomes the unique global minimum. This loss of information was our first hint at the connection to probabilistic PCA formalized in Theorem 3.1.

2.2. Denoising and contractive autoencoders

Two of the most well-studied regularized autoencoder models are the denoising autoencoder (DAE) and the contractive autoencoder (CAE) (Alain et al., 2012). In the linear case, their loss functions mirror the product and sum losses, respectively.

A linear DAE receives a corrupted data matrix \( \hat{X} \) and is trained to reconstruct \( X \) by minimizing

\[
\mathcal{L}_{\text{DAE}}(W_1, W_2) = \|X - W_2 W_1 \hat{X}\|_F^2.
\]

As shown in Pretorius et al. (2018), if \( \hat{X} = X + \epsilon \) is the corrupting process, where \( \epsilon \in \mathbb{R}^{m \times n} \) is a noise matrix with elements sampled iid from a distribution with mean zero and variance \( \sigma^2 \), then

\[
\mathbb{E} \left[ \mathcal{L}_{\text{DAE}} \right] = \frac{1}{2n} \sum_{i=1}^{n} \|x_i - W_2 W_1 x_i\|^2 + \frac{s^2}{2} \text{tr}(W_2 W_1 W_1^T W_2^T).
\]

With \( \lambda = ns^2 \), we have

\[
\mathbb{E} \left[ \mathcal{L}_{\text{DAE}} \right] = \frac{1}{2n} \mathcal{L}_x.
\]

The loss function of a linear CAE includes a penalty on the derivative of the encoder:

\[
\mathcal{L}_{\text{CAE}}(W_1, W_2) = \mathcal{L}(W_1, W_2) + \gamma \|J_f(x)\|_F^2.
\]

As shown in Rifai et al. (2011), if the encoder and decoder are tied by requiring \( W_1 = W_2^T \), then \( \mathcal{L}_{\text{CAE}} \) equals \( \mathcal{L}_\sigma \) with \( \lambda = \frac{\gamma}{2} \):

\[
\mathcal{L}_{\text{CAE}}(W_1) = \mathcal{L}_\sigma(W_1, W_1^T).
\]

In Theorem 2.1 we prove that the critical points of \( \mathcal{L}_{\text{CAE}} \) are identical to those of \( \mathcal{L}_\sigma \) even when the encoder and decoder are not tied.

2.3. Regularization and orthogonality

While \( \mathcal{L}_\sigma \) is not \( GL_k(\mathbb{R}) \)-invariant, it is still invariant under the length-preserving action of \( O_k(\mathbb{R}) \). In fact, \( L_2 \)-regularization reduces the symmetry group from \( GL_k(\mathbb{R}) \) to \( O_k(\mathbb{R}) \), making the left singular vectors of the encoder and right singular vectors of the decoder well-defined.

Two related facts about the relationship between regularization and orthogonality have guided our intuition throughout this work:

1. Orthogonal matrices are the determinant \( \pm 1 \) matrices of minimal Frobenius norm (i.e., the columns have minimal squared length among those spanning a unit volume parallelepiped, forming a hypercube). This fact follows from the AM-GM inequality after casting the problem in terms of singular values:

\[
\min_{\sigma_i} \sum \sigma_i^2 \quad \text{s.t.} \quad \prod \sigma_i^2 = 1
\]

achieves its minimum iff \( \sigma_i^2 = 1 \) for all \( i \).

2. For \( k = m \), among pairs \( (W_1, W_2) \) minimizing \( \mathcal{L} \), those which also minimize \( \|W_1\|_F^2 + \|W_2\|_F^2 \) are \( (W_1, W_1^T) \) with \( W_1 \) orthogonal. This fact follows from noting that minimizing \( \mathcal{L} \) is equivalent to \( W_2 = W_1^{-1} \), hence

\[
\|W_1\|_F^2 + \|W_2\|_F^2 = \sum \sigma_i^2 + \sigma_i^{-2},
\]

which is similarly minimized iff \( \sigma_i^2 = 1 \) for all \( i \).

While it was not immediately clear to us that the solutions to (2) are also the minima of \( \mathcal{L}_\sigma \), Theorem 4.2 shows this is indeed the case as \( \lambda \to 0 \). The core property differentiating the sum loss is the following, proven in the Appendix. In the following statement, \( + \) denotes Moore–Penrose pseudoinverse.

Theorem 2.1 (Transpose Theorem). While critical points of \( \mathcal{L} \) satisfy \( W_1 = W_2^T \), those of \( \mathcal{L}_\sigma \) satisfy \( W_1 = W_2^T \).

3. Bayesian Models

In this section, we identify Bayesian counterparts of our three loss functions and derive a novel connection between (regularized) LAEs and (probabilistic) PCA. This connection enables the application of any LAE training method to Bayesian MAP estimation of the corresponding model.
Consider the rank-k (self-)regression model
\[ x_i = W_2 W_1 x_i + \varepsilon_i = W x_i + \varepsilon_i \]
where \( W_1 \) and \( W_2 \) act through their product \( W \) and \( \varepsilon_i \sim N_m(0, 1) \).

- \( \mathcal{L} \) is rank-k regression. The prior on \( W \) is the uniform distribution on \( \mathbb{R}^{m \times m} \) restricted to rank-k matrices.\(^3\)
- \( \mathcal{L}_\pi \) is rank-k ridge regression. The prior on \( W \) is \( N_{m \times m}(0, \lambda^{-1}) \) restricted to rank-k matrices.
- \( \mathcal{L}_\sigma \) is the model with \( W_1 \) and \( W_2 \) independently drawn from \( N_{k \times m}(0, \lambda^{-1}) \).

Theorem 4.2 shows that the minima of \( \mathcal{L}_\sigma \), or equivalently the MAP of the Bayesian model, are such that \( W_2 \) is the orthogonal projection onto the top \( k \) principal directions followed by compression in direction \( i \) via multiplication by the factor \((1 - \lambda \sigma_i^{-2})^{-\frac{1}{2}}\) for \( \sigma_i^2 > \lambda \) and zero otherwise. Notably, for principal directions with eigenvalues dominated by \( \lambda \), all information is lost no matter the number of data points. The same phenomenon occurs for pPCA with respect to eigenvalues dominated by the variance of the noise, \( \sigma^2 \).

Let's consider these Bayesian models side by side, with \( W_0 \in \mathbb{R}^{m \times k} \) the parameter of pPCA:\(^6\)

| Bayesian \( \mathcal{L}_\sigma \) | pPCA |
|-----------------------------|------|
| \( W_1, W_2^T \sim N_{k \times m}(0, \lambda^{-1}) \) | \( \mathcal{L}_\sigma \) |
| \( z_i \sim N_k(0, 1) \) | \( \mathcal{L}_\sigma \) |
| \( \varepsilon_i \sim N_m(0, 1) \) | \( \varepsilon_i \sim N_m(0, \sigma^2) \) |
| \( x_i = W_2 W_1 x_i + \varepsilon_i \) | \( x_i = W_0 z_i + \varepsilon_i \) |

Comparing the critical points of \( \mathcal{L}_\sigma \) in Theorem 4.2,
\[ W_1^T = W_2 = U \Sigma (I_\ell - \lambda \Sigma^-2)^{\frac{1}{2}} O^T, \tag{2} \]
and pPCA (Tipping & Bishop, 1999),
\[ W_0 = U \Sigma (I_\ell - \sigma^2 \Sigma^-2)^{\frac{1}{2}} O^T, \tag{3} \]
where \( O \in \mathbb{R}^{k \times \ell} \) with orthonormal columns, we see that \( \lambda \) corresponds to \( \sigma^2 \) (rather than the precision \( \sigma^{-2} \)) in the sense that principal directions with eigenvalues dominated by either are collapsed to zero. The critical points only differ in the factor by which the remaining principal directions are shrunk. More precisely:

**Theorem 3.1 (pPCA Theorem).** With \( \sigma^2 = \lambda \), the critical points of
\[ \mathcal{L}_\sigma'(W_0) = \mathcal{L}_\sigma(W_0^T(X X^T)^{-\frac{1}{2}}, (X X^T)^{-\frac{1}{2}} W_0) \]
coincide with the critical points of pPCA.

**Proof.** Multiplying the expression for \( W_2 \) in (2) on the left by \((X X^T)^{\frac{1}{2}}\) gives the expression for \( W_0 \) in (3). \( \square \)

Interestingly, the generative model for \( \mathcal{L}_\sigma' \) is not that of pPCA. In the scalar case \( n = m = k = 1 \), \( \mathcal{L}_\sigma'(w_0) \) is
\[ x^2 \left(1 - x^{-2} w_0^2\right)^2 + 2 \lambda x^{-2} w_0^2 \]
whereas the negative log likelihood of pPCA is
\[ \frac{1}{2} \left( \text{ln}(2\pi) + \text{ln}(w_0^2 + \sigma^2) + x^2 (w_0^2 + \sigma^2)^{-1} \right). \]

### 4. Loss Landscapes

Having contextualized LAE models in a Bayesian framework, we now turn to understanding their loss landscapes. Symmetries such as (1) exist because the model is expressed in an “overparameterized” coordinate form rooted in classical linear algebra and necessary for computer processing. This results in “flat” critical manifolds rather than a finite number of critical points. In Section 4.1, we remove all symmetries by expressing the loss geometrically over a topological domain. This results in \( \binom{n}{k} \) critical points, and in particular a unique minimum. This intuition will pay off in Section 4.2, where we fully characterize all three LAE loss landscapes.

#### 4.1. Points and planes

We now consider reconstruction loss over the domain of \( k \)-dimensional planes through the origin in \( \mathbb{R}^m \). This space has the structure of a \( k(m-k) \)-dimensional smooth, compact manifold called the Grassmannian of \( k \)-planes in \( \mathbb{R}^m \) and denoted \( \text{Gr}_k(\mathbb{R}^m) \) (Hatcher, 2002). We’ll focus on a few simple examples.

- \( \text{Gr}_1(\mathbb{R}^2) \) is the space of lines through the origin in the plane, which may be smoothly parameterized by a counterclockwise angle of rotation of the \( x \)-axis modulo the half turn that maps a line to itself.
- \( \text{Gr}_1(\mathbb{R}^3) \) is the space of lines through the origin in 3-space, also known as the real projective plane. We can visualize \( \text{Gr}_1(\mathbb{R}^3) \) as the northern hemisphere of the 2-sphere with equator glued by the antipodal map.
- \( \text{Gr}_2(\mathbb{R}^3) \) is identified with \( \text{Gr}_1(\mathbb{R}^3) \) by mapping a plane to its 1-dimensional orthogonal complement.

A point cloud \( X \) in \( \mathbb{R}^m \) determines a smooth function
\[ \mathcal{L}_X : \text{Gr}_k(\mathbb{R}^m) \to \mathbb{R} \]
whose value on a \( k \)-plane is the sum of square distances from the points to the plane. Figure 2 depicts \( \mathcal{L}_X \) as a height function for \( \text{Gr}_1(\mathbb{R}^2) \) and \( \text{Gr}_1(\mathbb{R}^3) \). Note that the min and max in (a) are the principal directions \( u_1 \) and \( u_2 \), while the min, saddle, and max in (b) are the principal directions \( u_1 \), \( u_2 \), and \( u_3 \).
The following theorem requires our assumption that the singular values of $L$ are distinct. As a simple example, $X$ could consist of one point on each coordinate axis:

$$\{(1, 0, \ldots, 0), (0, 2, \ldots, 0), \ldots, (0, 0, \ldots, m)\}.$$  

**Theorem 4.1** (Grassmannian Theorem). $L_X$ is a smooth function with $\binom{m}{k}$ critical points given by all rank-$k$ principal subspaces. Near the critical point with principal directions $i_1 < \ldots < i_k$, $L_X$ takes the form of a non-degenerate saddle with

$$d_I = \sum_{j=1}^{k} i_j - j. \quad (4)$$

descending directions.

The latter formula counts the total number of pairs $i < j$ with $i \in I$ and $j \notin I$. These correspond to directions to flow along $-\nabla L_X$ by rotating one principal direction $u_i$ to another $u_j$ of higher eigenvalue, fixing the rest.

In Appendix B, we prove a stronger form of the Grassmannian Theorem by combining Theorem 4.2, the commutative diagram 15 relating $L_X$ and $L$, and techniques from algebraic topology.

---

### 4.2. Coordinates

Translating the Grassmannian Theorem back to the coordinate representation $\mathbb{R}^{k \times m} \times \mathbb{R}^{m \times k}$ introduces two additional phenomena we saw in the scalar case in Section 2.1.

- Each critical point on $Gr_k(\mathbb{R}^m)$ corresponds to a manifold of rank-$k$ critical points: $GL_k(\mathbb{R})$ or $O_k(\mathbb{R})$.
- Critical manifolds appear with rank less than $k$. In particular, $(0, 0)$ is a critical point for all three losses.

Now let’s now combine our topological and scalar intuition to understand the the loss landscapes of LAEs in all dimensions and for all three losses.

**Theorem 4.2** (Landscape Theorem). As submanifolds of $\mathbb{R}^{k \times m} \times \mathbb{R}^{m \times k}$, the critical landscapes of $L$ and $L_\pi$ are smoothly parameterized by pairs $(I, G)$, where $I \subset \{1, \ldots, m\}$ has size at most $k$ and $G \in \mathbb{R}^{k \times \ell}$ has full rank; and with smooth structure that of the disjoint union of open submanifolds of $\mathbb{R}^{k \times \ell}$ given by $\ell$-frames in $\mathbb{R}^k$.

As a submanifold of $\mathbb{R}^{k \times m} \times \mathbb{R}^{m \times k}$, the critical landscape of $L_\pi$, is smoothly parameterized by pairs $(I, O)$ where $0 \leq \ell \leq \min\{k, m_0\}$ and $m_0$ is the largest index such that $\sigma_{m_0}^2 > \lambda$, $I \subset \{1, \ldots, m\}$ has size at most $k$, and $O \in \mathbb{R}^{k \times \ell}$ has orthonormal columns; and with smooth structure that of the disjoint union of Stiefel manifolds $V_\ell(\mathbb{R}^k)$ given by orthonormal $\ell$-frames in $\mathbb{R}^k$.

These diffeomorphisms map $(I, G)$ or $(I, O)$ to $(W_1, W_2)$ as follows:

|       | $W_2$                    | $W_1$                    |
|-------|---------------------------|---------------------------|
| $L$   | $U_I G^+$                 | $G U_I^T$                 |
| $L_\pi$ | $U_I (I_\ell + \lambda \Sigma_\ell^{-2})^{-\frac{1}{2}} G^+$ | $G (I_\ell + \lambda \Sigma_\ell^{-2})^{-\frac{1}{2}} U_I^T$ |
| $L_\sigma$ | $U_I (I_\ell - \lambda \Sigma_\ell^{-2})^{\frac{1}{2}} O^T$ | $O (I_\ell - \lambda \Sigma_\ell^{-2})^{\frac{1}{2}} U_I^T$ |

**Corollary 4.2.1.** Near any point on the critical manifold indexed by $I$, all three losses take the form of a degenerate saddle with $d_I + (k - \ell)(m - \ell)$ descending directions.

- $L$ and $L_\pi$ have $k\ell$ flat directions.
- $L_\sigma$ has $k\ell - \left(\frac{\ell + 1}{2}\right)$ flat directions.
Thus all three losses satisfy the strict saddle property\(^8\).

**Proof.** In addition to the descending directions of \(\mathcal{L}_X\), there are \((k - \ell)(m - \ell)\) more that correspond to scaling one of \((k - \ell)\) remaining slots in \(G\) or \(O\) toward one of \((m - \ell)\) available principal directions\(^9\). The number of flat directions is given by the dimension of the symmetry group. For \(\mathcal{L}\) and \(\mathcal{L}_\sigma\), the ascending directions are the \((k(m - k) - d\mathcal{L})\) ascending directions of \(\mathcal{L}_X\); for \(\mathcal{L}_\tau\), an additional \((d + \ell)\) ascending directions preserve the reconstruction term while increasing the regularization term by decreasing orthogonality.

The proof of the Landscape Theorem 4.2 follows quickly from the Transpose Theorem 2.1 and Proposition 4.3 below.

**Proposition 4.3.** Let \(D, S \in \mathbb{R}^{m \times m}\) be diagonal matrices such that \(S\) is invertible and the diagonal of \(D^2 S^{-2} D^2\) has distinct non-zero elements. Then the critical points of

\[
\mathcal{L}'(Q_1, Q_2) = \text{tr}(Q_2 Q_1 S^2 Q_1^\top Q_2^\top - 2Q_2 Q_1 D^2)
\]

are smoothly parameterized by pairs \((I, G)\) where \(I \subset \{1, \ldots, m\}\) has size at most \(k\) and \(G \in \mathbb{R}^{k \times \ell}\) has full rank.

The diffeomorphism is defined as follows:

\[
\begin{pmatrix}
Q_2 \\
\mathcal{L}' \\
D_2 S_2^{-1} I_2 G^+ \\
G_2^T D_2 S_2^{-1}
\end{pmatrix}
\]

**Proof of Theorem 4.2.** Given the singular value decomposition \(X = U \Sigma V^\top\), let \(Q_1 = W_1 U\) and \(Q_2 = U^\top W_2\). By invariance of the Frobenius norm under the smooth action of the orthogonal group, we may instead parameterize the critical points of the following loss functions and then pull the result back to \(Q_1 = W_1 U\) and \(Q_2 = U^\top W_2\):

\[
\begin{align*}
\mathcal{L}(Q_1, Q_2) &= ||\Sigma - Q_2 Q_1 \Sigma||_F^2 \\
\mathcal{L}_\tau(Q_1, Q_2) &= \mathcal{L}(Q_1, Q_2) + \lambda||Q_2 Q_1||_F^2 \\
\mathcal{L}_\sigma(Q_1, Q_2) &= \mathcal{L}(Q_1, Q_2) + \lambda(||Q_1||_F^2 + ||Q_2||_F^2)
\end{align*}
\]

\(\mathcal{L}\) expands to

\[
\text{tr}(Q_2 Q_1 \Sigma^2 Q_1^\top Q_2^\top - 2Q_2 Q_1 \Sigma^2 + \Sigma^2).
\]

By Proposition 4.3 with \(S = \Sigma\) and \(D = \Sigma\), the critical points have the form

\[
\begin{pmatrix}
Q_2 \\
\mathcal{L} \\
I_2 G^+ \\
G_2^T I_2
\end{pmatrix}
\]

\(\mathcal{L}_\tau\) expands to

\[
\text{tr}(Q_2 Q_1 (\Sigma^2 + \lambda I) Q_1^\top Q_2^\top - 2Q_2 Q_1 \Sigma^2 + \Sigma^2).
\]

By Proposition 4.3 with \(S = (\Sigma^2 + \lambda I)^{\frac{1}{2}}\) and \(D = \Sigma\), the critical points have the form

\[
\begin{pmatrix}
Q_2 \\
\mathcal{L}_\tau \\
I_2 (I_2 + \lambda \Sigma_{2}^{-2})^{-\frac{1}{2}} G^+ \\
G_2^T (I_2 + \lambda \Sigma_{2}^{-2})^{-\frac{1}{2}} I_2
\end{pmatrix}
\]

By Lemma A.1 with \(A = Q_2\) and \(B = Q_1\), \(\mathcal{L}_\sigma\) expands to the sum of two functions:

\[
\begin{align*}
\mathcal{L}_1(Q_1, Q_2) &= \text{tr}(Q_2 Q_1 \Sigma^2 Q_1^\top Q_2^\top - 2Q_2 Q_1 (\Sigma^2 - \lambda I) + \Sigma^2) \\
\mathcal{L}_2(Q_1, Q_2) &= \lambda||Q_1 - Q_2||_F^2.
\end{align*}
\]

So at a critical point, \(\nabla \mathcal{L}_1(Q_1, Q_2) = -\nabla \mathcal{L}_2(Q_1, Q_2)\) and \(Q_1 = Q_2^\top\) by the Transpose Theorem 2.1. The latter also implies \(\nabla \mathcal{L}_2(Q_1, Q_2) = 0\). So the critical points of \(\mathcal{L}_\sigma\) coincide with the critical points of \(\mathcal{L}_1\) such that \(Q_1 = Q_2^\top\).

By Proposition 4.3 with \(S = \Sigma\) and \(D = (\Sigma^2 - \lambda I)^{\frac{1}{2}}\), these critical points have the form

\[
\begin{pmatrix}
Q_2 \\
\mathcal{L}_\sigma \\
I_2 (I_2 - \lambda \Sigma_{2}^{-2})^{\frac{1}{2}} O^T \\
O_2^T (I_2 - \lambda \Sigma_{2}^{-2})^{\frac{1}{2}} I_2
\end{pmatrix}
\]

In particular, real solutions do not exist for \(\sigma^2 < \lambda\).

\(\square\)

### 5. Empirical Illustration

In this section, we illustrate the Landscape Theorem 4.2 by training an LAE with synthetic and real data and visualizing properties of the learned weight matrices. All three losses satisfy the strict saddle property (Corollary 4.2.1), which implies that gradient descent and its extensions will reach a global minimum, regardless of the initialization, if trained for a sufficient number of epochs with a small enough learning rate (Zhu et al., 2018).

#### 5.1. Synthetic data

In the following experiments, we set \(k = \lambda = 10\) and fix a data set \(X \in \mathbb{R}^{20 \times 20}\) with singular values \(\sigma_i = i\) and random left and right singular vectors under Haar measure. We train the LAE for each loss using the Adam optimizer for 4000 epochs with random normal initialization and learning rate 0.05.

Figure 3 tracks the log squared distance between \(W_1\) and \(W_2^\top\) during training. Indeed, only the the sum loss pulls the

\(\square\) In fact, \(\mathcal{L}_\sigma\) has the same critical points if we add the constraint \(W_2 = W_1^\top\ a\ pri	ext{or}\ as\ proven\ in\ Appendix\ A.\)
Loss Landscapes of Regularized Linear Autoencoders

Figure 3. Distance between $W_1$ and $W_2^\top$ during training.

(a) Unregularized  
(b) Product  
(c) Sum

Figure 4. Heat map of the matrix $[U V_*]^\top [U U_*]$. Black and white correspond to $-1$ and $1$, respectively.

Figure 5. Illustration of the relationship between the eigenvalues of the weight matrix ($\tau^2$) and data matrix ($\sigma^2$) for various values of $\lambda$. Points are the empirical and lines are theoretical.

(a) Unregularized  
(b) Product  
(c) Sum

Figure 6. Image of the unit circle (green) under $A$ (blue), $B$ (orange), and $AB$ (green) from (5). Non-orthogonal transformations deform the circle to an ellipse; orthogonal transformations preserve the circle.

5.2. MNIST

In the following experiment, the data set $X \in \mathbb{R}^{784 \times 10000}$ is the test set of the MNIST handwritten digit database (LeCun & Cortes). We train an LAE with $k = 9$ and $\lambda = 10$ for...
6. Discussion

In 1989, Baldi & Hornik (1989) characterized the loss landscape of an LAE. In 2018, Zhou & Liang (2018) characterized the loss landscape of an autoencoder with ReLU activations on a single hidden layer. This paper fills out and ties together the rich space of research on linear networks over the last forty years by characterizing the loss landscapes of LAEs under several forms of regularization through a unified framework.

We proved and illustrated empirically that for LAEs trained under the standard (sum) form of $L_2$ regularization:

1. The encoder and decoder are transposes and well-defined up to orthogonal, as opposed to invertible, transformation in the latent space.
2. The critical points under the (reparameterized) sum loss are those of probabilistic PCA, even without tying the encoder and decoder as transposes a priori.
3. The principal directions exhibit a form of complete information loss more commonly associated with $L_1$ regularization.
4. For those eigenvalues greater than the regularization constant, both the singular values and left singular vectors of the data can be recovered through SVD of the encoder or decoder.

While the dataset $X$ is $m \times n$ dimensional, the decoder is only $m \times k$ dimensional. This suggests algorithmic experiments to optimize scalable LAE training followed by SVD of the decoder as an efficient inference framework for (probabilistic) PCA and low-rank SVD. While many other methods have been proposed for recovering principal components with neural networks, they all require specialized algorithms for iteratively updating weights, similar to classical numerical SVD approaches (Warmuth & Kuzmin, 2007; Feng et al., 2013b; a). By contrast, training an $L_2$ regularized LAE by SGD is more similar to modern randomized SVD methods, and has proven highly robust, scalable, and efficient with mini-batching in preliminary experiments.

This paper establishes a rigorous topological foundation for further exploration of the effects of regularization on loss landscapes. For example, in Appendix B we explain how this lens guarantees the empirical observation of valley passages between minima in Garipov et al. (2018). More recent ideas in algebraic topology suggest applications of this view to other representation learning frameworks, such as non-negative matrix factorization, that may yield insights for improved training and robustness. By thinking deeply about how regularization encourages orthogonality in LAEs, this work also hints at new principles and algorithms for training deep nonlinear networks.

---

11In particular, the extension of Morse homology to manifolds with boundary (Bloom, 2012)
A. Deferred Proofs

**Proof of Theorem 2.1.** Let $U \Sigma V^T$ be the SVD of $X$, $Q_1 = W_1 U$, and $Q_2 = U^T W_2$. By orthogonal invariance of the Frobenius norm, $L_\sigma(W_1, W_2)$ reduces to
\[
L_\sigma(Q_1, Q_2) = ||\Sigma - Q_2 Q_1 \Sigma||_F^2 + \lambda (||Q_1||_F^2 + ||Q_2||_F^2).
\]
The critical landscape is defined by setting the partial derivatives to zero:
\[
\frac{\partial L_\sigma}{\partial Q_1} = 2Q_2^T (Q_2 Q_1 - I) \Sigma^2 + 2 \lambda Q_1 = 0,
\]
\[
\frac{\partial L_\sigma}{\partial Q_2} = 2 (Q_2 Q_1 - I) \Sigma^2 Q_1^T + 2 \lambda Q_2 = 0.
\]
Multiplying the latter on the right by $Q_2^T$ gives
\[
\Sigma^2 (Q_2 Q_1)^T = (Q_2 Q_1) \Sigma^2 (Q_2 Q_1)^T + \lambda Q_2 Q_1^T \geq 0,
\]
which implies
\[
\Sigma^2 (Q_2 Q_1)^T \succeq (Q_2 Q_1) \Sigma^2 (Q_2 Q_1)^T.
\]
Let $M = (Q_2 Q_1 - I) \Sigma^2$. $M$ is negative semi-definite by Lemma A.2 with $A = \Sigma^2$ and $B = Q_2 Q_1$. Now note:
\[
\frac{\partial L_\sigma}{\partial Q_1} Q_1^T = 0 \implies Q_1^T M Q_1^T = -\lambda Q_1 Q_1^T \tag{6}
\]
\[
\frac{\partial L_\sigma}{\partial Q_2} Q_2 = 0 \implies Q_2^T M Q_2 = -\lambda Q_1 Q_2 \tag{7}
\]
\[
Q_2^T \frac{\partial L_\sigma}{\partial Q_2} = 0 \implies Q_1 M Q_1^T = -\lambda Q_1 Q_2 \tag{8}
\]
\[
Q_1^T \frac{\partial L_\sigma}{\partial Q_2} = 0 \implies Q_1^T M Q_1^T = -\lambda Q_1 Q_2 \tag{9}
\]
Since $M$ and $Q_1 Q_1^T$ are symmetric, (6) transposed gives:
\[
Q_1 M Q_2 = -\lambda Q_1 Q_1^T \tag{10}
\]
Equality of (6) and (9) implies
\[
Q_1 Q_1^T = Q_2^T Q_2,
\]
while (7) or (8) each imply
\[
Q_1 Q_2 \succeq 0.
\]
Finally, (7) plus (9) minus (8) minus (10) gives
\[
0 \succeq (Q_2^T - Q_1^T) M (Q_2^T - Q_1^T)^T = 2 \lambda (Q_1 Q_1^T - Q_1 Q_2) \succeq 0.
\]
The left-hand side is NSD since $M$ is NSD. The right-hand side is PSD by Lemma A.3 with $A = Q_1$ and $B = Q_2^T$.
So both sides are zero, and in particular $Q_1 Q_1^T = Q_1 Q_2$. Therefore
\[
Q_1 Q_1^T = Q_2^T Q_2 = Q_1 Q_2,
\]
which implies $Q_1 = Q_2^T$ by Lemma A.4 with $A = Q_1$ and $B = Q_2^T$. We conclude $W_2 = W_1^T$.

**Proof of Proposition 4.3.** The critical landscape is defined by setting the partial derivatives to zero:
\[
\frac{\partial L'}{\partial Q_1} = 0 \implies Q_2^T Q_2 Q_1^2 = Q_2^T D^2 \tag{11}
\]
\[
\frac{\partial L'}{\partial Q_2} = 0 \implies Q_2 Q_1^2 S_1^2 = D^2 Q_2^T \tag{12}
\]
Let $Q = Q_2 Q_1$. Multiplying (11) on the right by $D^{-2}$ and on the left by $D^{-2} S^2 Q_1^T$ gives
\[
D^{-2} S^2 Q_1^T Q_2^T Q_2 D^{-2} = D^{-2} S^2 Q_1^T,
\]
which implies $D^{-2} S^2 Q_1^T$ is symmetric and idempotent. Multiplying (12) on the right by $Q_2^T$ gives
\[
Q S^2 Q_1^T = D^2 Q_1^T,
\]
which can be rewritten as
\[
Q S^2 Q_1^T = (D^2 S^2 - D^2) (D^{-2} S^2 Q_1^T).
\]
Since the left-hand side is symmetric, $D^{-2} S^2 Q_1^T$ is diagonal and idempotent by Lemma A.5 with $A = D^{-2} S^2 Q_1^T$ and $B = D^2 S^2 - D^2$. Lemma A.6 with the same $A$ implies there exists an index set $\mathcal{I}$ of size $\ell$ with $0 \leq \ell \leq k$ such that
\[
D^{-2} S^2 Q_1^T = I_\mathcal{I} I_\mathcal{I}^T
\]
and hence
\[
Q = I_\mathcal{I} I_\mathcal{I}^T D^2 S^{-2} = I_\mathcal{I} D^2 (S^{-2}) I_\mathcal{I}^T. \tag{13}
\]
Consider the smooth map $(Q_1, Q_2) \mapsto (\mathcal{I}, G)$ with
\[
G = Q_1 S_\mathcal{I} D_\mathcal{I}^{-1} I_\mathcal{I}
\]
from the critical submanifold of $\mathbb{R}^{k \times m} \times \mathbb{R}^{m \times k}$ to the manifold of pairs $(\mathcal{I}, G)$ with $G$ full-rank. Note
\[
G^+ = I_\mathcal{I}^T S_\mathcal{I} D_\mathcal{I}^{-1} I_\mathcal{I}^T Q_2
\]
by (13). Commuting diagonal matrices to rearrange terms in (11) and (12), we obtain a smooth inverse map from pairs $(\mathcal{I}, G)$ to critical points:
\[
Q_1 = Q_1 S_\mathcal{I}^2 Q_1^T D^{-2} = Q_1 I_\mathcal{I} I_\mathcal{I}^T = G I_\mathcal{I}^T D_\mathcal{I} S^{-1} I_\mathcal{I}
\]
\[
Q_2 = D^{-2} S^2 Q_1^T Q_2 = I_\mathcal{I} I_\mathcal{I}^T Q_2 = D_\mathcal{I} S^{-1} I_\mathcal{I} G^+.
\]

**Loss landscape with $W_2 = W_1^T$ constraint.** $L_\sigma$ has the same critical points if we add the constraint $W_2 = W_1^T$ a priori:
\[
L_\sigma(W_1, W_1^T) = ||X - W_1^T W_1 X||_F^2 + 2 \lambda ||W_1||_F^2
\]
\[
= ||\Sigma - Q_1^T Q_1 \Sigma||_F^2 + 2 \lambda ||Q_1||_F^2
\]
\[
= \text{tr}(Q_1^T Q_1 \Sigma^2 Q_1^T Q_1 - 2 Q_1^T Q_1 (\Sigma^2 - \lambda I) + \Sigma^2)
\]
\[
= L_\sigma(Q_1, Q_1^T).
\]
Equating bias parameters and mean centering. Consider the loss function
\[ \mathcal{L}_b(W_1, W_2, b_1, b_2) = \| X - W_2(W_1 X + b_1 e_n^T) + b_2 e_n^T \|_F^2, \]
where \( b_1 \in \mathbb{R}^k \) and \( b_2 \in \mathbb{R}^m \) are bias vectors and \( e_n \in \mathbb{R}^n \) is the vector of ones. With \( b = W_2 b_1 + b_2 \), \( \mathcal{L}_b \) becomes
\[ \| X - W_2 W_1 X - b e_n^T \|_F^2. \] (14)
At a critical point,
\[ \frac{\partial \mathcal{L}_b}{\partial b} = 2(X - W_2 W_1 X - b e_n^T) e_n = 0, \]
which implies
\[ b = \frac{1}{n} X e_n - W_2 W_1 \frac{1}{n} X e_n. \]
Substituting into (14), \( \mathcal{L}_b \) reduces to
\[ \| \bar{X} - W_2 W_1 \bar{X} \|_F^2, \]
with \( \bar{X} = X - \frac{1}{n} X e_n e_n^T \). Thus, at the optimal bias parameters, \( \mathcal{L}_b \) with \( X \) is equivalent to \( \mathcal{L} \) with \( X \) mean-centered. \( \square \)

Lemma A.1. Let \( A \in \mathbb{R}^{m \times k} \) and \( B \in \mathbb{R}^{k \times m} \), then
\[ \| A \|_F^2 + \| B \|_F^2 = \| A - B^T \|_F^2 + 2 \text{tr}(AB) \]
Proof.
\[ \| A - B^T \|_F^2 = \text{tr}((A - B^T)^T (A - B^T)) = \text{tr}(A^T A - A^T B^T - B A + B^T B) = \| A \|_F^2 + \| B \|_F^2 - 2 \text{tr}(AB) \]
\( \square \)

Lemma A.2. Let \( A, B \in \mathbb{R}^{m \times m} \). If \( A \succeq 0 \) and \( AB^T \succeq BAB^T \), then \( A \succeq BA \).
Proof. We express \( A - BA \) as a sum of PSD terms:
\[ A - BA = (B - I)A(B - I)^T + (AB^T - BAB^T) \]
\( \square \)

Lemma A.3. Let \( A, B \in \mathbb{R}^{m \times k} \). If \( AA^T = BB^T \) and \( AB^T \succeq 0 \), then \( AA^T \succeq AB^T \).
Proof.
\[ AA^T - AB^T = \frac{1}{2}(AA^T - AB^T - BA^T + BB^T) = \frac{1}{2}(A - B)(A - B)^T \succeq 0. \]
\( \square \)

Lemma A.4. Let \( A, B \in \mathbb{R}^{m \times k} \). If \( AA^T = BB^T = AB^T \) then \( A = B \).
Proof. \( AA^T \) is symmetric so \( AB^T = BA^T \) and
\[ (A - B)(A - B)^T = AA^T - AB^T - BA^T + BB^T. \]
vanishes. We conclude \( A - B = 0 \). \( \square \)

Lemma A.5. Let \( A, B \in \mathbb{R}^{m \times m} \) with \( B \) diagonal with distinct diagonal elements. If \( AB = BA \) then \( A \) is diagonal.
Proof. Expand the difference of \((i, j)\) elements:
\[ (AB)_{ij} - (BA)_{ij} = a_{ij} b_{jj} - b_{ii} a_{ij} = a_{ij} (b_{jj} - b_{ii}) = 0 \]
So for \( i \neq j \), \( b_{ii} \neq b_{jj} \) implies \( a_{ij} = 0 \). \( \square \)

Lemma A.6. If \( A \in \mathbb{R}^{m \times m} \) is diagonal and idempotent then \( a_{ii} \in \{0, 1\} \).
Proof. \( 0 = (AA - A)_{ii} = a_{ii}^2 - a_{ii} = a_{ii}(a_{ii} - 1) \). \( \square \)

B. Morse homology of the real Grassmannian
This section embraces the language and techniques of differential and algebraic topology to dive into the topology underlying LAEs. To complement Wikipedia, the following resources cover the italicized terminology in depth: (Milnor, 1963; Hatcher, 2002; Banyaga & Hurtubise, 2004).

Let \( M \) be a smooth, compact manifold. In this section, we prove the Grassmannian Theorem through the lens of Morse theory, a subfield of differential and algebraic topology that relates the topology of \( M \) to smooth functions \( f : M \to \mathbb{R} \).

A critical point of \( f \) is non-degenerate if the eigenvalues of the Hessian are non-zero. A Morse function is a smooth function all of whose critical points are non-degenerate. Morse functions are generic and stable; see Section 4.2 of Bloom (2004) for precise statements.

The Morse index \( d \) of a critical point is the number of negative eigenvalues of the Hessian. At each index-\( d \) non-degenerate critical point, one can choose a local coordinate system under which the function takes the form
\[ -x_1^2 - \ldots - x_d^2 + x_{d+1}^2 + \ldots + x_m^2. \]
Hence \( d = 0 \) and \( d = m \) correspond to parabolic minima and maxima, respectively, which all other values of \( d \) correspond to saddles with, in local coordinates, \( d \) orthogonal descending directions and \( m - d \) orthogonal ascending directions. For example, the red, blue, and green critical points in Figure 2 have Morse indices 0, 1, and 2, respectively.
The Morse inequalities state that any Morse function on $M$ must have at least as many index-$d$ critical points as the Betti number $b_d$, i.e. the rank of the singular homology group $H_d(M; \mathbb{Z})$. This follows from a realization, called Morse homology, of singular homology as the homology of a chain complex generated in dimension $d$ by the index-$d$ critical points. The boundary map $\partial$ counts negative gradient trajectories between critical points of adjacent index. A Morse function is perfect if this signed count is always zero, in which case $\partial$ vanishes. A Morse function is $\mathbb{F}_2$-perfect if this count is always even, in which case $\partial$ vanishes over the field of two elements.

Not all smooth manifolds admit perfect Morse functions. For example, the projective plane $\mathbb{R}P^2 \cong \text{Gr}_1(\mathbb{R}^3)$ cannot since $H_1(\mathbb{R}P^2; \mathbb{Z}) \cong \mathbb{F}_2$ implies that $\partial$ is non-zero. The Poincaré homology sphere is a famous example of a manifold without a perfect Morse over $\mathbb{Z}$ or any field; this follows from 3-dimensional Poincaré conjecture. The smooth 4-dimensional Poincaré conjecture, whose resolution continues to drive the field, states that there is only one smooth structure on the topological 4-sphere. This conjecture holds if and only if every smooth 4-sphere admits a perfect Morse function.

The Grassmannian $\text{Gr}_k(\mathbb{R}^m)$ provides a coordinate-free representation of the space of rank-$k$ orthogonal projections, a submanifold of $\mathbb{R}^{m \times m}$. Through the identification of a projection with its image, $\text{Gr}_k(\mathbb{R}^m)$ is endowed with the structure of a smooth, compact Riemannian manifold of dimension $k(m-k)$.

**Theorem B.1.** $\mathcal{L}_X$ is an $\mathbb{F}_2$-perfect Morse function. Its critical points are the rank-$k$ principal subspaces.

**Proof.** Consider the commutative diagram

$$
\begin{array}{ccc}
V_k(\mathbb{R}^m) & \xrightarrow{\pi:O\mapsto\text{Im}(OO^T)} & \text{Gr}_k(\mathbb{R}^m) \\
\downarrow c:O\mapsto(O^T,O) & & \downarrow \mathcal{L}_X \\
\mathbb{R}^{k \times m} \times \mathbb{R}^{m \times k} & \xrightarrow{\mathcal{L}} & \mathbb{R}
\end{array}
$$

where $V_k(\mathbb{R}^m)$ is the Stiefel manifold of $m \times k$ matrices with orthonormal columns. Since $c$ is an immersion, by Theorem 4.2 the critical points of $\mathcal{L} \circ c = \mathcal{L}_X \circ \pi$ are all $k$-frames spanning principal subspaces of $X$. Since $\pi$ is a submersion, the critical points of $\mathcal{L}_X$ are the image of this subset under $\pi$ as claimed.

Each critical point (that is, rank-$k$ principle subspace) is non-degenerate because each of the included $k$ principal directions may be rotated toward any of the excluded $m-k$ principal directions in the plane they span, fixing all other principal directions; this accounts for all $k(m-k)$ dimensions. Flowing from higher to lower eigenvalues, these rotations are precisely the $-\nabla \mathcal{L}_X$ trajectories between adjacent index critical points. Since there are exactly two directions in which to rotate, we conclude that $\mathcal{L}_X$ is $\mathbb{F}_2$-perfect.

While this paper may be the first to directly construct an $\mathbb{F}_2$-perfect Morse function on the real Grassmannian, the existence of some $\mathbb{F}_2$-perfect Morse function is straightforward to deduce from the extensive literature on perfect Morse functions on complex Grassmannians (Hansen, 2012; Duan, 2004). Our simple and intuitive function is akin to that recently established for the special orthogonal group (Solgun, 2016).

We encourage the reader to check the Morse index formula (4) in the case of $\text{Gr}_2(\mathbb{R}^4)$ in the table below. The symmetries of the table reflect the duality between a plane and its orthogonal complement in $\mathbb{R}^4$.

| $d$ | $i_1$ | $i_2$ | $i_3$ | $i_4$ |
|-----|-------|-------|-------|-------|
| 0   | •     | •     |       |       |
| 1   | •     | •     |       |       |
| 2   | •     | •     | •     |       |
| 3   | •     | •     | •     | •     |
| 4   | •     | •     | •     | •     |

Theorem 2 implies that $\mathcal{L}_X$ endows $\text{Gr}_k(\mathbb{R}^m)$ with the structure of a CW complex; each index-$d$ critical point $P$ is the maximum of a $d$-dimensional cell consisting of all points that asymptotically flow up to $P$. This decomposition coincides with the classical, minimal CW construction of Grassmannians in terms of Schubert cells. Over $\mathbb{Z}$, pairs of rotations have the same sign when flowing from even to odd dimension, and opposite signs when flowing from odd to even dimension, due to the oddness and evenness of the antipodal map on the boundary sphere, respectively. In this way, Morse homology for $\mathcal{L}_X$ realizes the same chain complex as CW homology.

Morse homology also implies that if $M$ is connected, i.e.,

$$b_0 = \text{rank } H_0(M; \mathbb{Z}) = 1,$$

then the bipartite graph of minima and index-1 saddles linked by gradient trajectories is connected as well. Hence, from the lens of algebraic topology, the empirical observation of such valley passages between modes in Garipov et al. (2018), which underlies their state-of-the-art Fast Geometric Ensembling training procedure, is topologically inevitable. And since $\mathbb{R}^m$ is contractible, their method should in principle extend to finding all critical points of all indices, flowing along gradient trajectories from one minimum, to all minima and index-1 saddles, to all index-2 saddles, and so on.

\[\text{For example, in Figure 1(c), the red minima are each connected to the yellow saddle by one gradient trajectory, so the graph has three nodes and two edges connected in a path.}\]
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