Imaging spin-resolved cyclotron trajectories in the InSb two-dimensional electron gas
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We consider spin-resolved cyclotron trajectories in a magnetic focusing device with quantum point source and drain contacts defined within the InSb two-dimensional electron gas and their mapping by the scanning gate microscopy. Besides the perpendicular component of the external magnetic field which bends the electron trajectories we consider an in-plane component which introduces the spin-dependence of the cyclotron radius. We demonstrate that the focusing conductance peaks become spin-split by the in-plane magnetic field component of the order of a few tesla and that the spin-resolved trajectories can be traced separately with the conductance mapping.

I. INTRODUCTION

The separation and control of the electron spins in the two-dimensional electron gas (2DEG) has been a subject of intense investigation in the field of spintronics [1]. In the external magnetic field the focusing of the cyclotron trajectories can be detected in a set-up with quantum point contact (QPC) source and drain terminals [2] [12]. In this work we consider the spin-dependent trajectories that could be resolved in the magnetic focusing experiment [2] [12] by the scanning gate microscopy [13]. The focusing of electron trajectories for carriers injected across the QPC with spins separated by spin-orbit interaction (SOI) was considered theoretically [14] [20] and studied experimentally [7] [11] [21]. The spin separation by the strong spin-orbit interaction is achieved by splitting the magnetic focusing peaks with the orthogonal spin polarization for electrons that pass across the quantum point contacts. The spin-orbit coupling alone in the absence of the external magnetic field has also been proposed for the spin-separation in InGaAs QPCs [22] and in U- [23] or Y-shaped [24] junctions of topological insulators. However, for strong spin-orbit coupling the electron spin precesses in the effective momentum-dependent spin-orbit magnetic field [25] [26] that is oriented within the plane of confinement of the carrier gas. In this work we indicate a possibility of imaging the spin-resolved electron trajectories for which the electron spin is fixed and the spin-precession in the spin-orbit field is frozen by strong Zeeman effect due to an in-plane magnetic field. For that purpose instead of the spin-orbit coupling [7] [11] [14] [17] [19] we use an in-plane magnetic field [27] [29] component that introduces the spin-dependence of the cyclotron trajectories by the Zeeman splitting. We demonstrate that for the indium antimonide – a large Landé factor material – the spin-dependent electron trajectories can be clearly resolved by the scanning gate microscopy technique.

In the focusing experiments with the 2DEG the electrons are injected and gathered by QPCs [20] [32]. The constrictions formed in 2DEG by electrostatic gates depleting the electron gas lead to the formation of transverse quantized modes. By applying sufficiently high potential on the gates only one or few modes can adiabatically pass through the QPC. The quantized plateaus of conductance of such constrictions have been recently reported in InSb [33].

The scanning gate microscopy (SGM) is an experimental technique in which a charged tip of atomic force microscope is raster-scanned over a sample while measuring the conductance [13]. The tip acts as a movable gate that can locally deplete the 2DEG, with a possible effect on the conductance. The SGM technique has been used in 2DEG confined in III-V nanostructures for example to image the branching of the current trajectories in systems with QPC and the interference of electrons backscattered between the tip and the QPC [34] [37], the scarred wave functions in quantum billiards [38] [39], and electron cyclotron trajectories [9] [40]. It has been used for imaging the cyclotron motion also in two-dimensional materials like graphene [41] [42].

II. MODEL AND THEORY

We consider quantum transport at the Fermi level in 2DEG confined within an InSb quantum well. The
model system depicted in Fig. 1 contains two QPCs on the left-hand side, and is open on the right-hand side. The electrostatically defined two quantum point contacts are separated by a distance \( L \). The terminals are numbered as indicated in Fig. 1. The electrons entering from the lead 1 are injected through the first (lower) QPC into the system in a narrow beam that is steered by the transverse magnetic field. Whenever the cyclotron diameter (or its integer multiple) fits the separation \( \ell \), it is steered by the transverse magnetic field. Due to the in-plane magnetic field (and hence Zeeman splitting) the spin-up and spin-down electrons have different momenta and get spatially separated due to difference in the cyclotron radii. The red and blue arrows correspond to spin-up and spin-down electron trajectories, respectively. The gray rectangles indicate the open boundary conditions. The terminals are numbered by integers from 1 to 3. Terminal 1 (2) is the source (drain) of the currents. Terminal 3 plays a role of an open boundary.

For the transport modeling, we assume that the vertical confinement in the InSb quantum well is strong enough to justify the two-dimensional approximation for the electron motion. The 2D effective mass Hamiltonian reads

\[
H = \left[ \frac{\hbar^2}{2m_{\text{eff}}} \nabla^2 + eV(r) \right] 1 + \frac{1}{2} \mu_B B^T \mathbf{g}^* \mathbf{\sigma} + H_{\text{SO}},
\]

where \( k = -i \nabla - eA \), with \( A \) being the vector potential, \( B = (B_x, B_y, B_z) \), \( \mathbf{\sigma} \) is the vector of Pauli matrices, \( \mu_B \) is the Bohr magneton, \( \mathbf{g}^* \) is the diagonal Landé tensor, and \( m_{\text{eff}} \) is the electron effective mass in InSb.

The external potential as seen by the Fermi level electrons is a superposition of the QPC and the potential induced by the charged SGM tip

\[
V(r) = V_{\text{QPC}}(r) + V_{\text{tip}}(r),
\]

where we model the QPC using the analytical formulas developed in [13] with electrostatic potential of a finite rectangular gate given by

\[
V_{\text{r}}(r; l, r, b, t) = V_g \left[ g(x - l, y - b) + g(x - l, t - y) + g(r - x, y - b) + g(r - x, t - y) \right],
\]

where \( g(u, v) = \frac{1}{2\pi} \arctan \left( \frac{-u \mp d}{\pi + v} \right) \) with \( d = 50 \) nm, and \( V_g \) is the potential applied to the gates. The QPC potential is a superposition of potentials of three such gates

\[
V_{\text{QPC}} = V_{\text{r}}(r; l, r, b_1, t_1) + V_{\text{r}}(r; l, r, b_2, t_2) + V_{\text{r}}(r; l, r, b_3, t_3).
\]
For modeling the tip potential we use a Gaussian profile

$$V_{\text{tip}}(r) = V_t \exp \left[ -\frac{(x-x_{\text{tip}})^2 + (y-y_{\text{tip}})^2}{d_{\text{tip}}^2} \right],$$

with $V_t$ being the maximum tip potential, $d_{\text{tip}}$ its width, and $x_{\text{tip}}, y_{\text{tip}}$ the coordinates of the tip.

The spin-orbit interactions in InSb are strong, so we include them in the calculations. The two last terms in (1) account for the SOI with $H_{SO} = H_R + H_D$, where

$$H_R = \alpha (-k_z \sigma_y + k_y \sigma_x)$$

and

$$H_D = \beta (k_z \sigma_x - k_y \sigma_y)$$

describe the Rashba interaction, and

the Dresselhaus interaction. For the Hamiltonian (1) we use the parameters for InSb quantum well, $\alpha = -0.051$ eVÅ, $\beta = 0.032$ eVÅ, $g_{zz}^2 = -51$ [44], $g_{xx}^2 = \frac{1}{2} g_{zz}^2$ [33], $m_{\text{eff}} = 0.018 m_0$ [33].

We perform the transport calculations in the finite difference formalism. For evaluation of the transmission probability, we use the wave function matching (WFM) technique [45]. The transmission probability from the input lead to mode $m$ with spin $\sigma$ in the output lead is

$$T^m_{\sigma} = \sum_{n, \sigma'} |t_{\sigma\sigma'}^{mn}|^2,$$

where $t_{\sigma\sigma'}^{mn}$ is the probability amplitude for the transmission from the mode $n$ with spin $\sigma'$ in the input lead to mode $m$ with spin $\sigma$ in the output lead. We evaluate the conductance as $G = G_0 \sum_{m, \sigma} T^m_{\sigma}$, with $G_0 = e^2/h$.

The considered system presented in Fig. [1] has the width $W = 2400$ nm, and the narrow leads numbered 1 and 2 have equal width $W' = 1146$ nm. The spacing between the centers of the QPCs is $L = 1200$ nm. We take the gate potential $V_g = 62$ meV, for which at $E_F = 26$ meV in the absence of the external magnetic field the QPC conductance is close to $2e^2/h$. For the SGM we use the tip parameters $V_t = 260$ meV, and $d_{\text{tip}} = 60$ nm.

![FIG. 3. The conductance from the left bottom to the left top lead $G$ as a function of magnetic field and the lower QPC conductance $G_{QPC}$. The inset shows semi-classical trajectories of the electrons for $B_z < 0$, and at the three focusing peaks $B_z^{(i)}$ with $i=1,2,3$.](image)

### III. RESULTS

#### A. No in-plane magnetic field

Let us first consider the transport in the system with the out-of-plane magnetic field only (i.e. $B_x = 0$, $B_y = 0$, $B_z \neq 0$). In Fig. [3] we present the conductance $G = G_{21}$ from the lead 1 to lead 2 as a function of the applied transverse magnetic field, and the summed conductance from the lead 1 to the leads 2 and 3, which is essentially the conductance of the lower QPC $G_{QPC} = G_{21} + G_{31}$. For $B_z < 0$ no focusing peaks occur because the electrons are deflected in the opposite direction than the collector, propagate along the bottom edge of the system and finally exit through the right lead. For $B_z > 0$ conductance peaks almost equidistant in magnetic field appear. The first three maxima occur at $B_z^{(1)} = 0.124$ T, $B_z^{(2)} = 0.26$ T, $B_z^{(3)} = 0.408$ T. Neglecting the SOI terms and the Zeeman term in (1), one obtains $|k_F| = \sqrt{2m_{\text{eff}} E_F} = 0.2148 \frac{1}{\text{nm}}$. For the cyclotron diameter equal to

$$D_c = \frac{2h|k_F|}{|e|B_z},$$

one obtains for the first three peaks $D_c^{(1)} = 1176$ nm, $D_c^{(2)} = 561$ nm, $D_c^{(3)} = 358$ nm, respectively. This is close to the distance between the centers of the QPCs, $L = 1200$ nm, its half, $L/2 = 600$ nm, and one third, $L/3 = 400$ nm, respectively. Despite the high spin-orbit interaction in the InSb quantum well, no spin splitting occurs. Let us denote the Fermi wave number

$$k_F = \frac{E_F}{\hbar c},$$

and the electron density $n = \frac{1}{\pi} \left( \frac{2m_{\text{eff}} E_F}{\hbar^2} \right)^{1/2}$.
of the subband of spin $\sigma$ by $k_F^\sigma$. For the adapted values of the SO parameters, the difference in momenta for both spins is small [see Fig. 4(a)]. For example for $k_{F,x}^\uparrow, k_{F,y}^\uparrow = 0$ and $E_F = 26$ meV, the $x$ components extracted from the dispersion relation in Fig. 4(a) are $|k_{F,x}^\uparrow| = 0.11445$ nm$^{-1}$ and $|k_{F,x}^\downarrow| = 0.11142$ nm$^{-1}$, that for $D_c = 1200$ nm yield transverse magnetic field $B^{(1)}_x = 0.125$ T and $B^{(1)}_z = 0.122$ T, respectively. That is clearly too small difference to obtain a visible double peak.

B. Enhancement of the Zeeman splitting with in-plane magnetic field

In the next step we apply an additional in-plane magnetic field. This leads to an increase of the Zeeman energy splitting for both spins leading to the increase of the momenta difference between both spin subbands. Fig. 4 shows the momenta for both spins at $B_x = 0$ and $8$ T. Without in-plane magnetic field, the spin subbands are nearly degenerate. With $B_x$, the order of a few tesla the difference in the momenta becomes significant. This induces a change of the cyclotron radii of the electrons with opposite spins.

The spins are oriented along the total magnetic field, $\mathbf{B} + \mathbf{B}_SO$, where $\mathbf{B}_SO$ is the effective SO field. For $B_x$, the order of a few tesla the out-of-plane magnetic field component and the SO effective field are small compared to the in-plane component. The spin is oriented nearly along the $x$ or $-x$ direction. We refer to these states as spin-up and spin-down.

Fig. 4 shows the conductance $G$ from the lead 1 to the lead 2 as a function of the in-plane (here $B_x$) and the transverse magnetic fields. For sufficiently high in-plane magnetic field the peaks split, with the splitting growing with increasing $B_x$. The lines plotted along the $n$-th pair of split peaks are calculated from the condition $E_F^{(n)}(B_x) = \frac{\hbar k_F^\sigma}{\sigma|D_c^*|} + g_{zz}^\sigma \mu_B B_x$, with $|k_F^\sigma|$ obtained from

$$E_F = \frac{\hbar k_F^\sigma)^2}{2m_e} \pm \frac{\hbar g_{zz}^\sigma |D_c|}{2m_e} \mu_B B_x,$$

where $\sigma = \uparrow, \downarrow$, the $\pm$ sign corresponds to spin down and up, respectively, and $D_c^{(n)}$ are extracted from Fig. 4 using Eq. (9). Although the analytical lines are obtained neglecting the SOI and the Zeeman energy contribution from the transverse magnetic field, there is a good agreement between the obtained transport results and this simplified model.

The cross section of the summed conductance and the spin-resolved conductance for $B_x = 8$ T is shown in Fig. 5. In the pairs of focusing peaks, the spin-down (spin-up) conductance dominates for the peak at lower (higher) magnetic field [see Fig. 6(b)]. Interestingly, in each pair of the peaks in Fig. 5 the lower one has smaller transmission than the upper one, and at $B_x \approx 10$ T vanishes, while the transmission of the upper one slowly increases. The reason for this behavior is the strong Zeeman splitting due to the in-plane magnetic field and the spin-dependent conductance of the QPCs [5, 46]. Fig. 6 shows the dispersion relation of an infinite channel with the lateral potential taken at the QPC constriction with applied $B_z = 0$, $8$ T and $12$ T. For $B_x = 8$ T at the Fermi level for spin up 3 transverse subbands are available, while for spin down only one. For higher $B_x = 12$ T the spin-down subband is raised above the Fermi level, and only spin-up electrons can pass through the QPC. On the other hand, for growing $B_x$, the number of spin-up subbands increases. Thus in the focusing spectrum, the upper peak – the spin-up peak – becomes more pronounced.
FIG. 6. (a) The cross section of the conductance and the lower QPC conductance for $B_z = 8$ T. (b) The spin resolved conductance. The first peak is split into two smaller peaks with $B^{(1)}_x = 0.11$ T for spin down electrons and $B^{(1)}_y = 0.137$ T for spin up electrons. The inset in (a) shows semi-classical trajectories of the spin-up (red semi-circles) and spin-down (blue semi-circles) electron at the first focusing peak.

FIG. 7. Dispersion relation of an infinite channel with the lateral potential taken at the QPC constriction with $V_r = 62$ meV, and (a) $B_z = 0$ T, (b) $B_z = 8$ T and (c) $B_z = 12$ T. The color map shows the mean $x$ spin component of the subband. The spin-down subband shifts up in energy upon increasing $B_z$ and finally is raised above the Fermi energy. The opposite occurs for the spin-up electrons – for increasing $B_z$ more and more subbands are available at the Fermi level.

while the lower one – the spin-down peak – has lower value of transmission and finally disappears.

Concluding this section, we find that the in-plane magnetic field allows for a controllable separation of the electrons with opposite spins. It is worth noting that in the systems that have strong SOI, without the in-plane magnetic field, only the odd focusing peaks get split, and in case of the in-plane magnetic field all of the peaks are split. This is caused by the spin precession due to SOI in those systems. In our case the spin is determined by the effective magnetic field, which is almost parallel to the $x$ direction. Thus the spin in the $x$ direction dominates and the fluctuation due to SOI is negligible. It is shown in a representative case of the density and average spins for the low-field focusing peak at $B^{(1)}_x = 0.11$ T in Fig. 8. The electron spins are nearly unchanged along the entire path. The $\langle s_y \rangle$ and $\langle s_z \rangle$ are negligibly small compared to the $\langle s_x \rangle$.

C. Scanning gate microscopy of the trajectories

We simulated the SGM conductance maps for the magnetic fields that correspond to the peaks of magnetic focusing in the absence of the tip. We used $B_z = 8$ T. In the cross section for $B_z = 8$ T in Fig. 6(a) the dots show where the SGM scans were taken. Fig. 9 presents the maps of $\Delta G = G(\mathbf{r}_{tip}) - G(\mathbf{B}^{(1)}_z)$, and the spin-resolved conductances $\Delta G_{\sigma'} = G_{\sigma'}(\mathbf{r}_{tip}) - G_{\sigma}(\mathbf{B}^{(1)}_z)$ with $\sigma, \sigma' = \uparrow, \downarrow$. The conductance maps exhibit semicircular pattern with a pronounced minimum along the semi-classical orbit of a carrier incident in the $x$ direction (indicated in Fig. 8 with dashed semi-circles). For the spin-up focusing peak at $B^{(1)}_x = 0.11$ T, the scan [Fig. 9(a)] is slightly
FIG. 9. The conductance maps for the spin-down (left column) and spin-up (right column) focusing peak in Fig. 6 at $B_{z,1}^{(1)} = 0.11$ T and $B_{z,1}^{(1)} = 0.137$ T, respectively. (a,b) the conductance summed over spins, (c,d) the spin-up conductance, (e,f) the spin-down conductance. The dashed semicircles show the semi-classical trajectory of an electron incident from the QPC with $k_z \neq 0$ only. The tiny arrows in the upper right corner show which contribution of $\Delta G$ is shown in the plot.

Different than for the spin-down peak at $B_{z,1}^{(1)} = 0.137$ T [Fig. 9(b)]. In the first one there is a slight increase of conductance to the right of the dashed semi-circle [see the red blob in Fig. 9(a)]. Fig. 9(c,d) show the spin-up conductance, and Fig. 9(e,f) the spin-down conductance as a function of the tip position. One can see that in the spin-down peak (for $B_{z,1}^{(1)} = 0.11$ T) the $\Delta G_{\uparrow}$ is everywhere negative or zero [Fig. 9(e)], and $\Delta G_{\downarrow}$ is positive or zero almost everywhere (except within the QPC) [Fig. 9(c)]. Examples of electron densities with the tip placed in two different points are shown in Fig. 10. In Fig. 10(a), the tip, when placed along the electron trajectory leads to the deflection of the beam and blocks the spin-down beam, preventing it from entering the collector. On the other hand, in Fig. 10(b), the tip can deflect the beam of spin-up electrons into the collector.

The situation is inverted in the peak at $B_{z} = 0.137$ T. In the $\Delta G_{\uparrow}$ map [Fig. 9(d)], the values are smaller or equal to zero, and in the $\Delta G_{\downarrow}$ map [Fig. 9(f)], bigger or equal zero. In this case, the spin-up beam is blocked by the tip, thus $\Delta G_{\downarrow}$ drops along the semicircle marked in Fig. 9(d). On the other hand, the spin-down electrons have a smaller cyclotron diameter than the QPC spacing $L$, but they can be scattered by the tip to the collector, which leads to an increase of $\Delta G$ at some points to the left of (or along) the dashed semi-circle.

D. Magnetic focusing for heavy holes in GaAs/AlGaAs heterostructure

We consider an experiment conducted for two-dimensional hole gas (2DHG) in GaAs/AlGaAs, in Ref. 10, where the splitting of the first focusing peak was visible without an in-plane magnetic field, and was solely due to the spin-orbit interaction. For this problem we assume the distance between the two QPCs $L = 800$ nm, the computational box of width $W = 1608$ nm and length $3000$ nm, the QPC defined in the same manner as in Eq. 4 with the geometrical parameters: $l = 500$ nm, $r = 1100$ nm, $b_1 = -600$ nm, $t_1 = 336$ nm, $t_2 = 468$ nm, $b_2 = 1140$ nm, $b_3 = 1272$
The density and average spin $x$ component maps for the focusing marked peaks in Fig. 11 for the low-field peak marked with a red triangle (upper row) and high-field peak marked with a blue triangle (lower row). (a) and (b) The densities, (b) and (e) the average spin for the injected spin-up mode, and (c) and (f) for the injected spin-down mode. The flip of the spin direction in the detector QPC is visible.

\begin{equation}
B_{z,(1)}^{(1)} = \frac{2\hbar k_F}{eD_c^{(1)}} = \frac{\sqrt{2m_{\text{eff}} E_F \mp m_{\text{eff}} \beta h}}{eD_c^{(1)}}.
\end{equation}

The density and the spin evolution in the peaks highlighted in Fig. 11 by tiny triangles is shown in Fig. 13. In the densities [Fig. 13(a,d)] the contributions of both spins with slightly different cyclotron radii are visible. In the averaged spin $x$ component maps for the mode injected with spin up [Fig. 13(b,e)] the precession is visible, but a little blurred due to the scattering from the gates’ potential. For the mode injected with spin down [Fig. 13(c,f)] the flip of the spin direction in the detector is clearly visible.

IV. SUMMARY AND CONCLUSIONS

We have studied the spatial spin-splitting of the electron trajectories in the transverse focusing system. We demonstrated that the in-plane magnetic field of a few tesla in InSb induces the Zeeman splitting which is large enough to separate the conductance focusing peaks for the spin-down and spin-up Fermi levels. The orientation of the spin is translated to the position of the conductance peak on the magnetic field scale. The focused trajectories for both the spin orientations can be resolved by the scanning gate microscopy conductance maps. Moreover, the SGM maps for opposite

We tune the lower QPC to $G_{QPC} = \frac{2e^2}{h}$, with $V_g = 18$ meV, and $E_F = 3.2$ meV. Figure 12 shows the focusing conductance of the system. The focusing peaks are resolved, with the first peak split by 35 mT, remarkably close to the result in Ref. [10] with the measured splitting of 36 mT. The splitting is due to the Dresselhaus SOI, which leads to the spin-polarization in the direction dependent on the hole momentum, and the difference in the Fermi wavenumbers $k_F$ of the holes with opposite spins. The band structure in the injector QPC is shown in Fig. 12. The hole spin in the injector QPC is in the $x$ direction.

The difference in focusing magnetic field due to SOI $\Delta B_{z,(1)}^{(1)}$ is large enough to separate the conductance focusing peaks for the spin-down and spin-up Fermi levels. The orientation of the spin is translated to the position of the conductance peak on the magnetic field scale. The focused trajectories for both the spin orientations can be resolved by the scanning gate microscopy conductance maps. Moreover, the SGM maps for opposite
spin peaks contain qualitative differences due to the spin dependence of the cyclotron radii. The present finding paves the way for studies of the spin-dependent trajectories in the systems with the two-dimensional electron gas with high Landé factor materials.
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