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Abstract
In symplectic field theory (SFT), the moduli spaces of $J$-holomorphic curves can be oriented coherently (i.e., in a manner compatible with gluing). In this note, we correct the signs involved in the generating function $H$ in SFT so that the master equation $H \cdot H = 0$ holds assuming transversality. The orientation convention that we use is consistent with that of Hutchings–Taubes from (J Symplectic Geom 7(1):29–133, 2009), but differs from that of Bourgeois–Mohnke in (Math Z 248(1):123–146, 2004).
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1 Introduction
Symplectic Field Theory (SFT) was introduced by Eliashberg et al. in [5] and is a generalization of the Gromov–Witten invariants in the spirit of a topological field theory. SFT packs a signed count of elements of moduli spaces of $J$-holomorphic curves in the symplectization of a contact manifold into a potential function $H$, called the Hamiltonian. The potential function $H$ is expected to satisfy the master equation $H \cdot H = 0$. There are different choices to orient the moduli spaces of $J$-holomorphic curves, such as those of Bourgeois–Mohnke [4] and Hutchings–Taubes [9]. However, the algebraic definition of $H$ given in [5] is not compatible with either of the two orientation conventions, i.e., $H \cdot H = 0$ does not hold.

In this note, we correct the signs of $H$ so that they match with the orientation convention of [9]. It is likely that a different correction of $H$ matches the orientation convention of [3] resulting in an equivalent SFT, but that will not be done in this note.

In Sect. 2, we recall the coherent orientations for Cauchy–Riemann tuples used in [9]. In Sect. 3, we orient moduli spaces of $J$-holomorphic curves. In Sect. 4, we correct the definition of $H$ and prove $H \cdot H = 0$.
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2 Coherent orientations of Cauchy–Riemann tuples

2.1 Cauchy–Riemann tuples

Definition 2.1 (Decorated Riemann surface) A decorated Riemann surface with \((k_+, k_-)\) marked points is a tuple \((\Sigma, j, p, r)\) such that

1. \((\Sigma, j)\) is a possibly disconnected closed Riemann surface,
2. \(p = (p^+, p^-)\) and \(p^\pm = (p_{i^+}^\pm, \ldots, p_{k^+}^\pm)\) is an ordered tuple of points on \(\Sigma\),
3. \(r = (r^+, r^-)\) and \(r^\pm = (r_1^\pm, \ldots, r_{k^\pm}^\pm)\) is an ordered tuple of rays on \(\Sigma\) at \(p\), i.e., \(r_i^\pm \in T_{p_i^\pm} \Sigma - \{0\}\).

Given a decorated Riemann surface \((\Sigma, j, p, r)\), we regard its marked points as punctures and find holomorphic cylindrical coordinates around them. Let \(\phi_i^\pm : D \subset \mathbb{C} \rightarrow \mathcal{U}_{p_i^\pm} \subset \Sigma\) be a biholomorphic map from the unit disc \(D\) to a neighborhood \(\mathcal{U}_{p_i^\pm}\) of \(p_i^\pm\) such that \(\phi_i^\pm(o) = p_i^\pm\) and \(d\phi_i^\pm \left(\frac{\partial}{\partial x}\right) = r_i^\pm\), where \(o \in D\) is the origin and \(\frac{\partial}{\partial x} \in T_o D\). Let \(\mathcal{U}_{p_i^\pm} = \mathcal{U}_{p_i^\pm} - \{p_i^\pm\}\), and \(h_i^\pm : \mathbb{R}^{\geq 0} \times S^1 \rightarrow \mathcal{U}_{p_i^\pm}\) be the biholomorphic map defined by

\[
h_i^\pm(s, t) = \phi_i^\pm(e^{\mp s + \sqrt{-1}t}).
\]

Definition 2.2 [13] A smooth loop of symmetric matrices

\[S \in C^\infty(S^1, \text{End}(\mathbb{R}^{2n-2}))\]

is called admissible if the ordinary differential equation

\[
\dot{x}(t) = J_0 S(t)x(t),
\]

\[x : S^1 \rightarrow \mathbb{R}^{2n-2}\]

has only the zero solution, where \(J_0\) is the standard complex structure on \(\mathbb{R}^{2n-2}\).

Definition 2.3 (Cauchy–Riemann tuple) A Cauchy–Riemann tuple (CR tuple for short) is a tuple

\[T = (\Sigma, j, p, r, E, J, \psi = \{\psi_i^\pm\}_i, S = \{S_i^\pm\}_i)\]

consisting of the following data:

1. A decorated Riemann surface \((\Sigma, j, p, r)\) with \((k_+, k_-)\) marked points,
2. A complex vector bundle \((E, J)\) over \(\Sigma = \Sigma - p\), such that for each \(p_i^\pm\), there exist:
   a. A neighborhood \(\mathcal{U}_{p_i^\pm}\) of \(p_i^\pm\) in \(\Sigma\) and a trivialization
      \[
      \psi_i^\pm : (E, J)|_{\mathcal{U}_{p_i^\pm}} \simeq (\mathbb{R}^{2n} \times \mathcal{U}_{p_i^\pm}, J_0),
      \]
      where \(\mathcal{U}_{p_i^\pm} = \mathcal{U}_{p_i^\pm} - p_i^\pm\), and \(J_0\) is the standard complex structure on \(\mathbb{R}^{2n}\).
   b. An admissible \(S_i \in C^\infty(S^1, \text{End}(\mathbb{R}^{2n-2}))\), where \(\mathbb{R}^{2n-2}\) is viewed as the last \(2n-2\) factors of \(\mathbb{R}^{2n}\).

Given an admissible loop \(S\), we obtain a path of symplectic matrices \(B(t) \in \text{Sp}(2n-2, \mathbb{R})\) that solves \(\dot{B}(t) = J_0 S(t) B(t)\) and \(B(0) = \text{Id}\). We define the Conley–Zehnder index of \(S\) by \(\mu_{\text{CZ}}(S) = \mu((B(t))_t)\), where \(\mu\) is the Maslov index, and we grade \(S\) over \(\mathbb{Z}_2\) by \(|S| = \mu_{\text{CZ}}(S) + (n - 1) \mod 2\).
Lemma 2.4 [4] Given an admissible loop $S \in C^\infty(S^1, \text{End}(\mathbb{R}^{2n-2}))$, the associated operator $A = J_0 \frac{\partial}{\partial t} + S : W^{1,p}(S^1, \mathbb{R}^{2n-2}) \to L^p(S^1, \mathbb{R}^{2n-2})$ has discrete spectrum $\sigma(A) \subset \mathbb{R} - \{0\}$.

For an admissible loop $S$, we define $\lambda_S = \min\{-\lambda_{-1}, \lambda_1\} > 0$, where $\lambda_1$ is the smallest positive eigenvalue of $J_0 \frac{\partial}{\partial t} + S$, and $-\lambda_{-1}$ is the largest negative eigenvalue of $J_0 \frac{\partial}{\partial t} + S$.

Fix $k \in \mathbb{Z}^{\geq 0}$, and $p > 1$ such that $kp > 2$.

Definition 2.5 (Cauchy–Riemann operators) For a CR tuple $T$, we define $\mathcal{D}(T)$ to be the topological space of linear operators, called Cauchy–Riemann operators (CR operators for short):

$$L : W^{k,p}_\delta(\hat{\Sigma}, E) \oplus \mathcal{V} \to W^{k-1,p}_\delta(\hat{\Sigma}, \wedge^{0,1} T^* \hat{\Sigma} \otimes_C E),$$

such that:

1. $0 < \delta < \min_i \lambda_S$, and $W^{k,p}_\delta(\cdot)$ and $W^{k-1,p}_\delta(\cdot)$ are weighted Sobolev spaces.
2. $\mathcal{V} = (\oplus_{i=1}^{k-1} \mathcal{V}_i^-) \oplus (\oplus_{i=1}^{k+1} \mathcal{V}_i^+)$, where $\mathcal{V}_i^\pm = \text{span}\{\beta_i^\pm \cdot e_1, \beta_i^\pm \cdot e_2, \ldots, e_{2n}\}$ is the standard basis of $\mathbb{R}^{2n} \oplus \mathbb{R}^{2n-2}$, $0 < \beta_i^\pm \leq 1$ is a bump function that is supported in $\mathcal{U}_{p_i^\pm}$ and satisfies $\beta_i^\pm(p_i^\pm) = 1$, and hence $\beta_i^\pm \cdot e_1$ and $\beta_i^\pm \cdot e_2$ are sections of $E$.
3. $L$ is a real Cauchy–Riemann operator (Appendix C.1 in [11]), i.e., $L = L_0 + L_1$, where $L_0 \in W^{k-1,p}(\hat{\Sigma}, \wedge^{0,1} T^* \hat{\Sigma} \otimes \text{End}_\mathbb{R}(E))$ is the 0-th order operator, and $L_1$ is a complex Cauchy–Riemann operator, that is, $L_1$ is a $\mathbb{C}$-linear operator that satisfies the Leibnitz rule

$$L_1(f \eta) = f(L_1 \eta) + (\bar{\partial} f) \eta$$

for any $f \in C^\infty(\hat{\Sigma})$ and $\eta \in W^{k,p}_\delta(\hat{\Sigma}, E) \oplus \mathcal{V}$.

4. With respect to the coordinate $h_i^\pm$ and the trivialization $\psi_i^\pm$, we require that for any $\eta \in W^{k,p}_\delta(\hat{\Sigma}, E) \oplus \mathcal{V}$ with support in $\mathcal{U}_{p_i^\pm}$:

$$L \eta(s, t) = \left( \frac{\partial \eta}{\partial s} + \tilde{J}_i^\pm(s, t) \frac{\partial \eta}{\partial t} + \tilde{S}_i^\pm(s, t) \eta \right) \otimes (ds - \sqrt{-1} dt),$$

where $(s, t)$ is the cylindrical coordinates around $p_i^\pm$, $\tilde{J}_i^\pm(s, t)$ is a complex structure on $\mathbb{R}^{2n}$, $\tilde{S}_i^\pm(s, t) \in \text{End}(\mathbb{R}^{2n})$, and there exist some constants $C_i^\pm > 0$ such that for all $\beta = (\beta_1, \beta_2) \in \mathbb{Z}^{\geq 0} \times \mathbb{Z}^{\geq 0}$ with $\beta_1 + \beta_2 \leq k$ one has

$$|\partial^\beta (\tilde{J}_i^\pm(s, t) - \tilde{J}_0)| \leq C_i^\pm e^{\frac{1}{\lambda} \beta_1 \epsilon_i^{\pm} s_i^\pm},$$

$$|\partial^\beta (\tilde{S}_i^\pm(s, t) - \tilde{S}_i^\pm(t))| \leq C_i^\pm e^{\frac{1}{\lambda} \beta_1 \epsilon_i^{\pm} s_i^\pm},$$

where $\tilde{J}_0$ is the standard complex structure on $\mathbb{R}^{2n}$, $\tilde{S}_i^\pm = \begin{pmatrix} 0 & 0 \\ 0 & S_i^\pm \end{pmatrix}$ and $\partial^\beta = \partial^\beta_1 \partial_1^\beta_2$.

Note that the third term $\tilde{S}_i^\pm(s, t) \eta \otimes (ds - \sqrt{-1} dt)$ on the right hand side of Formula (2.4) is the 0-th order operator as in (3).
Proposition 2.6 [3, 4] Any $L \in \mathcal{D}(T)$ is Fredholm, and its Fredholm index is given by
\[ \text{ind } L = \sum_{i=1}^{k_+} \mu_{\text{CZ}}(S^+_i) - \sum_{i=1}^{k_-} \mu_{\text{CZ}}(S^-_i) - (n-1)(k_- + k_+) + 2c_1(E) + n(2-2g), \]
where $c_1(E)$ is the relative first Chern number of $E$ with respect to the trivialization $\psi$.

We define the mod 2 indices
\[ \text{ind}^\pm T := \sum_{i=1}^{k_\pm} |S_i^\pm| \mod 2, \]
and
\[ \text{ind } T := \text{ind}^+ T + \text{ind}^- T = \text{ind } L \mod 2. \]

Definition 2.7 (Determinant line) For a CR operator $L$, we define its determinant line as
\[ \det L = \wedge^{\text{top}} \ker L \otimes \wedge^{\text{top}} (\text{coker } L)^*. \]

Definition 2.8 (Orientation of a CR operator) For a CR operator $L$, we define its orientation $o(L)$ to be a choice of a non-zero vector in $\det L$ up to positive scalar multiplication.

Example 2.9 We call a CR tuple $T$ trivial, if $k_+ = k_- = 1$ and $S_1^+ = S_1^-$. For a trivial $T$, $L \in \mathcal{D}(T)$ is said to be trivial, if $J_1^+ = J_1^-$, and $\tilde{J}_1^+$ and $\tilde{S}_1^\pm$ are independent of $s$. In this case, $\text{ind } L = 2$, $\text{coker } L = \{0\}$, and ker $L$ is spanned by translation and rotation.

Example 2.10 When $k_- = 0 = k_+$, the operator $L$ is homotopic to a complex CR operator, whose ker and coker are complex vector spaces. We have the canonical orientation $o_{\text{can}}(L)$ of $\det L$ coming from the complex structure.

It is convenient to state the following lemma:

Lemma 2.11 [6, p. 676] Let $V$ and $W$ be Banach spaces, and $\phi : V \to W$ a linear Fredholm operator. Let $F \subset W$ be a finite-dimensional subspace of $W$ such that $W = \text{im}(\phi) + F$. Then there is an isomorphism
\[ \det \phi \simeq \wedge^{\text{top}} (\phi^{-1}(F)) \otimes \wedge^{\text{top}} F^*, \]
which is natural up to a positive constant. More precisely, suppose $\phi^{-1}(F) = \ker \phi \oplus H \subseteq V$, $\{e_1, \ldots, e_n\}$ is a basis of $\ker \phi$, $\{h_1, \ldots, h_m\}$ is a basis of $H$, and $\{v_1, \ldots, v_{\ell}, \phi(h_1), \ldots, \phi(h_m)\}$ is a basis of $F$. Then the isomorphism is given by
\[ e_1 \wedge \cdots \wedge e_n \otimes v_1^* \wedge \cdots \wedge v_{\ell}^* \mapsto e_1 \wedge \cdots \wedge e_n \wedge h_1 \wedge \cdots \wedge h_m \]
\[ \otimes \phi(h_1)^* \wedge \cdots \wedge \phi(h_m)^* \wedge v_1^* \wedge \cdots \wedge v_{\ell}^*. \]

Given a continuous family of Fredholm operators $\{\phi_t\}_{t \in [0, 1]}$, we can find a finite-dimensional space $F \subset W$ and a subspace $U \subset W$ such that $W = F \oplus U$ and $W = \text{im}(\phi_t) + F$. Let $\pi_U : W \to U$ be the projection map. Then the map $\pi_U \circ \phi_t : V \to U$ is surjective, and ker$(\pi_U \circ \phi_t) = \phi_t^{-1}(F)$. By Lemma 2.11, we have $\det \phi_t \simeq \wedge^{\text{top}} (\phi_t^{-1}(F)) \otimes \wedge^{\text{top}} F^* \simeq \wedge^{\text{top}} \ker(\pi_U \circ \phi_t) \otimes \wedge^{\text{top}} F^*$. Since both ker$(\pi_U \circ \phi_t)$ and $F^*$ form vector bundles over $[0, 1]$, $\det \phi_t$ forms a line bundle over $[0, 1]$. More generally, a homotopy of CR tuples $\{L_t\}_{0 \leq t \leq 1}$ induces an isomorphism $\det L_0 \simeq \det L_1$.

Since the space $\mathcal{D}(T)$ is contractible, $\det L$ and $\det L'$ are canonically isomorphic for any $L, L' \in \mathcal{D}(T)$. For this reason, we also write $\det T$, $o(T)$, and $o_{\text{can}}(T)$.
2.2 Disjoint union

The disjoint union $T \coprod T'$ of two CR tuples $T$ and $T'$ is defined in the obvious way. The punctures of $\tilde{\Sigma} \coprod \tilde{\Sigma}'$ are ordered so that the punctures of $\tilde{\Sigma}$ come before those of $\tilde{\Sigma}'$, and the relative orders of the punctures of $\tilde{\Sigma}$ and $\tilde{\Sigma}'$ are preserved, respectively. For any $L \in \mathcal{D}(T)$ and $L' \in \mathcal{D}(T')$, the disjoint union map induces an isomorphism

$$\det L \otimes \det L' \to \det \left( T \coprod T' \right),$$

(2.5)

where $L \coprod L' \in \mathcal{D}(T \coprod T')$ is defined as follows: Let $\{e_1, \ldots, e_n\}$ be a basis of $\ker L$, $\{f_1, \ldots, f_m\}$ be a basis of $\coker L$, $\{e'_1, \ldots, e'_n\}$ be a basis of $\ker L'$, $\{f'_1, \ldots, f'_m\}$ be a basis of $\coker L'$. Then the isomorphism is given by:

$$e_1 \wedge \cdots \wedge e_n \otimes f_m^* \wedge \cdots \wedge f_1^* \mapsto (-1)^{\text{ind } L' \cdot \dim(\coker L)} e_1 \wedge \cdots \wedge e_n \wedge e'_1 \wedge \cdots \wedge e'_n \otimes f_m^* \wedge \cdots \wedge f_1^* \otimes f'_1 \wedge \cdots \wedge f_m^* \wedge f_m^* \wedge \cdots \wedge f_1^*.$$

(2.6)

In the case when both $L$ and $L'$ are surjective, $L \coprod L'$ is also surjective, and the isomorphism simplifies to

$$e_1 \wedge \cdots \wedge e_n \otimes e'_1 \wedge \cdots \wedge e'_n \mapsto e_1 \wedge \cdots \wedge e_n \wedge e'_1 \wedge \cdots \wedge e'_n.$$

Remark 2.12 This sign $(-1)^{\text{ind } L' \cdot \dim(\coker L)}$ is the same sign that comes from “passing” the term $f_m^* \wedge \cdots \wedge f_1^*$ in the right hand side of Formula (2.6) across the term $e'_1 \wedge \cdots \wedge e'_n \otimes f'_1 \wedge \cdots \wedge f_m^* \wedge f'_1 \wedge \cdots \wedge f_1^*$.

The isomorphism (2.5) is continuous with respect to the homotopy of CR operators $L$ and $L'$, hence induces a map on CR tuples $T$ and $T'$:

$$\det T \otimes \det T' \to \det \left( T \coprod T' \right)$$

and we denote the image of $v \otimes v'$ by $v \coprod v'$.

Note that $\det(T \coprod T')$ can be canonically identified with $\det(T' \coprod T)$ by identifying the disconnected Riemann surface $\Sigma \coprod \Sigma'$ with $\Sigma' \coprod \Sigma$, and identifying the bundles $E \coprod E'$ with $E' \coprod E$ in the obvious way. Under such identification, for any $v \in \det T$ and $v' \in \det T'$, $v \coprod v'$ and $v' \coprod v$ lie in the same vector space. The following lemma is clear from the above definition.

Lemma 2.13

$$v \coprod v' = (-1)^{\text{ind } T \cdot \text{ind } T'} v' \coprod v,$$

for any $v \in \det T$ and $v' \in \det T'$.

2.3 Gluing

Given two CR tuples $T$ and $T'$, and $L \in \mathcal{D}(T)$ and $L' \in \mathcal{D}(T')$, a positive integer $\tau \leq \min(k_- k'_+)$, and a sufficiently large gluing parameter $R > 0$, if the first $\tau$ negative ends of $\tilde{\Sigma}$ match the last $\tau$ positive ends of $\tilde{\Sigma}'$, i.e., for $1 \leq i \leq \tau$,

$$S_i^- = S'_i \uparrow_{k_+ - \tau + i},$$

$$S_i^+ = S_i \downarrow_{k_- + \tau - i},$$

...
then we can glue $T$ and $T'$ to obtain a new CR tuple $T''$, and glue $L$ and $L'$ to obtain $L'' \in \mathcal{D}(T'')$. The gluing construction is straightforward: for each $1 \leq i \leq \tau$ we “chop off” the end $(-\infty, -2R] \times S^1$ from $\dot{\Sigma}$ around $p_i^{-}$, and the end $[2R, \infty) \times S^1$ from $\dot{\Sigma}'$ around $p_{k_i+\tau+i}^{-}$, identify the regions $[-2R, -R] \times S^1 \subset \dot{\Sigma}$ and $[R, 2R] \times S^1 \subset \dot{\Sigma}'$, and the bundles $E$ and $E'$ above these regions, and interpolate $L$ and $L'$ over the identified regions. We now explain how $p''$ is ordered. The positive (negative) marked points of $p'$ are ordered before the positive (negative) marked points of $p$, more precisely, $p''_+ = (p_1^+, \ldots, p_{k_i+\tau}^+, p_1^-, \ldots, p_{k_i+\tau}^-)$ and $p''_- = (p_1^-, \ldots, p_{k_i+\tau}^-, p_1^+, \ldots, p_{k_i+\tau}^+)$. We denote $T'' = T_R \sharp T'$ and $L'' = L_R \sharp L'$.

We follow the complete gluing convention in [9] by restricting the gluing to the case when $k_- = k'_+ = \tau$, i.e., all the negative punctures of $\dot{\Sigma}$ match with all the positive punctures of $\dot{\Sigma}'$ and we glue along all of them. For a complete gluing we write $T'' = T_R \sharp T'$ and $L'' = L_R \sharp L'$. To get a non-complete gluing from a complete gluing, one takes the disjoint union with the appropriate number of trivial CR tuples before gluing in the obvious way. See Fig. 1.

From now on, all gluings are assumed to be complete unless otherwise specified.

**Lemma 2.14** (Corollary 7 in [4], Lemma 9.6 in [9] and Lemma A.7 in [8]) The gluing map induces an isomorphism

$$ \det L \otimes \det L' \rightarrow \det(L_R \sharp L'), $$

which is continuous with respect to the homotopies of CR operators $L$ and $L'$, as well as the gluing parameter $R$.

**Remark 2.15** When both $L$ and $L'$ are surjective, the isomorphism $\det L \otimes \det L' \rightarrow \det(L_R \sharp L')$ by the following steps:

$$ e_1 \wedge \cdots \wedge e_n \otimes e'_1 \wedge \cdots \wedge e'_{n'} \mapsto \tilde{e}_1 \wedge \cdots \wedge \tilde{e}_n \wedge \tilde{e}_1' \wedge \cdots \wedge \tilde{e}_{n'}, \quad (2.7) $$

where $\tilde{e}_i$ is obtained by:

1. Translating $e_i$ by $R$ to obtain $e_{i,R}$.
2. Multiplying $e_{i,R}$ by a cutoff function $\beta_i$ that is 0 near the punctures of $\dot{\Sigma}$.
3. Identifying $\beta_i e_{i,R}$ as a section over $\dot{\Sigma}'$.
4. Projecting $\beta_i e_{i,R}$ to ker $L''$. The image of $\beta_i e_{i,R}$ under the projection is denoted $\tilde{e}_i$.

The section $\tilde{e}_j'$ is obtained similarly.
Because of Lemma 2.14, we write $\mathcal{v}$ instead of $\mathcal{v}_R$, meaning gluing with some unspecified gluing parameter. The gluing map induces an isomorphism

$$\det T \otimes \det T' \to \det(T \mathcal{v} T'),$$

and we denote the image of $v \otimes v'$ under the isomorphism as $v \mathcal{v} v'$.

**Lemma 2.16** (Lemma 9.7 in [9]) The gluing operation for CR tuples is associative up to homotopy, as is the induced operation on determinants:

$$(v \mathcal{v} v') \mathcal{v} v'' = v \mathcal{v} (v' \mathcal{v} v'')$$

for any $v \in \det T$, $v' \in \det T'$, and $v'' \in \det T''$.

### 2.4 Construction of coherent orientation systems

To construct a coherent orientation system for all CR tuples $T$ with loops of admissible symmetric matrices from $\{S_1, S_2, \ldots\}$, we follow the method outlined in [4]. This involves the following steps:

1. For each loop of admissible symmetric matrices $S$, we perform the following:
   
   (a) Choose a CR tuple $T_{S}^+$ with one positive puncture, zero negative punctures, and the associated admissible loop $S$.
   
   (b) Select an orientation $o(T_{S}^+)$.
   
   (c) Choose a CR tuple $T_{S}^-$ with zero positive puncture, one negative puncture, and the associated admissible loop $S$.
   
   (d) Determine the orientation $o(T_{S}^-)$ by gluing $T_{S}^+$ and $T_{S}^-$ together. Specifically, the equation $o(T_{S}^+) \mathcal{v} o(T_{S}^-) = o_{\text{can}}(T_{S}^+ \mathcal{v} T_{S}^-)$ uniquely determines $o(T_{S}^-)$.

   We refer to $T_{S}^\pm$ as the positive (negative) capping CR tuple and $o(T_{S}^\pm)$ as the positive (negative) capping orientation.

2. For an arbitrary CR tuple $T$, we define $T_{S_{1}^\pm}^\pm$ as the CR tuple obtained by taking the iterated disjoint union of $T_{S_{1}^\pm}^\pm \coprod \cdots \coprod T_{S_{k}^\pm}^\pm$, where $S_{i}^\pm$ is the admissible loop of symmetric matrices at the $i$-th positive (negative) puncture. Then, the orientation $o(T_{S_{1}^\pm}^\pm)$ is determined by the equation:

$$o(T_{S_{1}^\pm}^\pm) = \epsilon^\Pi \cdot o(T_{S_{1}^\pm}^\pm) \coprod \cdots \coprod o(T_{S_{k}^\pm}^\pm),$$  

where $\epsilon^\Pi = \epsilon^\Pi(T_{S_{1}^\pm}^\pm, \ldots, T_{S_{k}^\pm}^\pm) \in \{\pm1\}$ is to be chosen.

3. Finally, we glue $T_{S_{1}^\pm}^+$, $T$, and $T_{S_{1}^\pm}^-$ together to obtain a CR tuple with no punctures. The orientation $o(T)$ is determined by the equation:

$$o(T_{S_{1}^\pm}^+) \mathcal{v} o(T) \mathcal{v} o(T_{S_{1}^\pm}^-) = \epsilon^\mathcal{v} \cdot o_{\text{can}}(T_{S_{1}^\pm}^+ \mathcal{v} T \mathcal{v} T_{S_{1}^\pm}^-),$$

where $\epsilon^\mathcal{v} = \epsilon^\mathcal{v}(T_{S_{1}^\pm}^+, T, T_{S_{1}^\pm}^-) \in \{\pm1\}$ is to be chosen.

The choices of $\epsilon^\Pi$ and $\epsilon^\mathcal{v}$ in [4] and in [9] are different, resulting in different properties of the coherent orientations. We list the properties and the choices of $\epsilon^\Pi$ and $\epsilon^\mathcal{v}$ of coherent orientations $o_{\text{bm}}$ in [4] and $o_{\text{bh}}$ in [9] below. The signs $\epsilon^\Pi$ and $\epsilon^\mathcal{v}$ in Formulas (2.8) and (2.9) come from disjoint union and gluing of multiple (possibly greater than two) CR tuples, respectively. They are determined inductively by the signs that come from disjoint union and gluing two CR tuples.
Theorem 2.17 [4] There exists a choice of orientations $o_{bm}$ for all CR tuples such that:

1. The gluing map is orientation-preserving with a sign correction:
   $$o_{bm}(T) \circ o_{bm}(T') = \varepsilon_{bm}^\sharp \cdot o_{bm}(T \# T'),$$
   where
   $$\varepsilon_{bm}^\sharp = (-1)^{\sum_{1 \leq a < b \leq k} |\Sigma_a^-|^1 - |\Sigma_b^-|^1}.$$
   The sign $(-1)^{\sum_{1 \leq a < b \leq k} |\Sigma_a^-|^1 - |\Sigma_b^-|^1}$ arises from reversing the ordering of negative ends of $T$.

2. The disjoint union map is orientation-preserving with a sign correction:
   $$o_{bm}(T) \bigsqcup o_{bm}(T') = \varepsilon_{bm}^{\bigsqcup} \cdot o_{bm}(T \bigsqcup T'),$$
   where
   $$\varepsilon_{bm}^{\bigsqcup} = (-1)^{\text{ind}^- T \cdot \text{ind}^+ T'}.$$

3. When $k_- + k_+ = 0$, $o_{bm}(T) = o_{can}(T)$.

4. An isomorphism between CR tuples preserves orientation.

The gluing convention in this paper is different from that of [4],1 which is source of the extra sign $\varepsilon_{bm}^\sharp$.

Theorem 2.18 [9] There exists a choice of orientation $o_{ht}$ for all CR tuples such that:

1. The gluing map is orientation-preserving:
   $$o_{ht}(T) \circ o_{ht}(T') = o_{ht}(T \# T'),$$
   which in particular means $\varepsilon_{ht}^\sharp = 1$, identically.

2. The disjoint union map is orientation-preserving with a sign correction:
   $$o_{ht}(T) \bigsqcup o_{ht}(T') = \varepsilon_{ht}^{\bigsqcup}(T, T') \cdot o_{ht}(T \bigsqcup T'),$$
   where
   $$\varepsilon_{ht}^{\bigsqcup}(T, T') = (-1)^{\text{ind}^- T \cdot \text{ind}^+ T'}.$$

3. When $k_- + k_+ = 0$, $o_{ht}(T) = o_{can}(T)$.

4. An isomorphism between CR tuples preserves orientation.

Let $T'$ be the same CR tuple as $T$ except that the $i$-th and the $(i + 1)$-th positive (or negative) punctures are swapped. Note that $\det T$ does not depend on the ordering of the punctures of $T$, so $\det T = \det T'$. On the other hand, the coherent orientation depends on the ordering of the punctures. Indeed,

Corollary 2.19 Let $o = o_{bm}$ or $o_{ht}$. Then
   $$o(T) = (-1)^{|\Sigma_i^+| - |\Sigma_{i+1}^+|} o(T').$$

1 The matching ordering between the negative punctures of $\hat{\Sigma}$ and the positive punctures of $\hat{\Sigma}'$ is reversed in [4].
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**Proof** The case when \( o = o_{bm} \) can be found in [4], and we do not repeat it here. We provide a proof for the case when \( o = o_{ht} \) and when \( T \) has two positive punctures and zero negative punctures. The general case can be proved similarly, and we skip it here.

Let \( T^{+}_{S_{i}^{j}} \) for \( i = 1, 2 \) be the positive capping CR tuple. Then the two gluings \((T^{+}_{S_{i}^{j}} \coprod T^{+}_{S_{2}^{j}})^{o} T\) and \((T^{+}_{S_{i}^{j}} \coprod T^{+}_{S_{2}^{j}})^{o} T'\) give the same CR tuple \( T'' \) with no punctures. Hence, we have

\[
(-1)^{|S_{i}^{j}| + |S_{2}^{j}|} \left( o(T^{+}_{S_{i}^{j}}) \coprod o(T^{+}_{S_{2}^{j}}) \right)^{o} T = o(T'') = (-1)^{|S_{i}^{j}| + |S_{2}^{j}|} \left( o(T^{+}_{S_{i}^{j}}) \coprod o(T^{+}_{S_{2}^{j}}) \right)^{o} T'.
\]

By Lemma 2.13, we have

\[
o(T^{+}_{S_{i}^{j}}) \coprod o(T^{+}_{S_{2}^{j}}) = (-1)^{|S_{i}^{j}| + |S_{2}^{j}|} o(T^{+}_{S_{i}^{j}}) \coprod o(T^{+}_{S_{2}^{j}}),
\]

which implies the statement. \( \square \)

3 Coherent orientation of the moduli spaces

Let \((M, \xi)\) be a contact manifold of dimension \(2n - 1 \) and \( \alpha \) be a contact \(1\)-form such that \( \xi = \ker \alpha \). Denote by \( R_{\alpha} \) the Reeb vector field of \( \alpha \). We define a Reeb orbit is non-degenerate if the Poincaré return map restricted to \( \xi \) along the Reeb orbit does not have \(1\) as an eigenvalue. We make the assumption that all Reeb orbits are non-degenerate.

For each simple (i.e., not multiply covered) Reeb orbit \( \gamma \), we choose a trivialization \( \tau \) of the symplectic vector bundle \((\xi, d\alpha|_{\xi})\) restricted to \( \gamma \). Then the linearized flow of \( R_{\alpha} \) along \( \gamma \) gives a path of symplectic matrices, and its Maslov index is called the Conley–Zehnder index of \( \gamma \), denoted by \( \mu_{CZ, \tau}(\gamma) \). We assign to \( \gamma \) the \( \mathbb{Z}_2 \)-grading \(|\gamma| = \mu_{CZ, \tau}(\gamma) + n - 1 \) mod \(2\), which is independent of the choice of \( \tau \).

On each simple Reeb orbit \( \gamma \), we choose a fixed point \( x_{\gamma} \), which we call an asymptotic marker.

Consider an \((\mathbb{R}-\text{invariant})\) \( \alpha \)-tame almost complex structure \( J \) on \( W := \mathbb{R} \times M \), where the definition of \( \alpha \)-tame can be found in [1] (Definition 3.1.1). We recall the definition of moduli spaces of \( J \)-holomorphic curves.

**Definition 3.1** (Moduli space of \( J \)-holomorphic curves) Consider integers \( k_{+} \geq 1 \) and \( k_{-} \geq 0 \), let \( \gamma_{\pm} = (\gamma_{\pm,1}, \ldots, \gamma_{\pm,k_{\pm}}) \) denote an ordered tuple of Reeb orbits. For any \( g \in \mathbb{Z}^{\geq 0} \), \( A \in H_{2}(M; \mathbb{Z}) \), we define the moduli space of \( J \)-holomorphic curves \( \tilde{\mathcal{M}}^{g}(\gamma_{+}; \gamma_{-}; A) \) consisting of equivalence classes \([\Sigma, j, p, r, u]\) of tuples satisfying the following conditions:

1. \( (\Sigma, j, p, r, u) \) is a connected, decorated Riemann surface of genus \( g \) with \( k_{+} \) positive and \( k_{-} \) negative marked points.

Let \( \phi_{i}^{\pm} : D \subset \mathbb{C} \to \mathcal{U}_{p_{i}^{\pm}} \subset \Sigma \) be a biholomorphic map from the unit disc \( D \) to a neighborhood \( \mathcal{U}_{p_{i}^{\pm}} \) of \( p_{i}^{\pm} \). We require \( \phi_{i}^{\pm}(o) = p_{i}^{\pm} \) and \( d\phi_{i}^{\pm}(\frac{\partial}{\partial x}) = t_{i}^{\pm} \), where \( \frac{\partial}{\partial x} \in T_{o}D \). Additionally, let \( h_{i}^{\pm} : \mathbb{R}^{\geq 0(\leq 0)} \times S^{1} \to \mathcal{U}_{p_{i}^{\pm}} \) be the biholomorphic map defined by \( h_{i}^{\pm}(s, t) = \phi_{i}^{\pm}(e^{\pm^{s} + \sqrt{-1}t}) \).

2. \( u : \Sigma - p \to W \) is a proper map satisfying:

- (a) \( \overline{\partial} j u = \frac{1}{2}(du + J \circ du \circ j) = 0 \).
(b) \( \lim_{t \to \pm \infty} u \circ h_\pm(s, t) = \gamma_{\pm, i}(Tt) \), where \( T > 0 \) is the period of \( \gamma_{\pm, i} \) and \( \gamma_{\pm, i} \) is parametrized such that \( \gamma_{\pm, i}(0) = r_\pm^i \).

(3) The homology class obtained by “capping off” the punctures of \( u \) is \( A \). Refer to Section 9.1.2 in [2] or [4] for the “capping off” construction.

(4) \((\Sigma, j, p, r, u)\) is equivalent to \((\Sigma', j', p', r', u')\) if there exists a biholomorphic map \( f : (\Sigma, j) \to (\Sigma', j') \) such that \( f \) also maps \((p, r)\) to \((p', r')\) and \( u' = u \circ f \).

We define the quotient space as

\[ \mathcal{M}^g(\gamma_+; \gamma_-; A) = \widetilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A)/\mathbb{R}, \]

where \( \mathbb{R} \) acts by composing the map \( u \) with the translation in the \( \mathbb{R} \)-direction in \( W \).

It is convenient to have the following lemma.

**Lemma 3.2** Let \( U \) and \( W \) be Banach spaces and let \( \phi : U \to W \) be a linear Fredholm operator. Let \( V \) be a finite-dimensional vector space and \( \psi : V \to W \) be a linear map. If the map \( \phi \oplus \psi : U \oplus V \to W \) defined as \( \phi \oplus \psi(u, v) = \phi(u) + \psi(v) \) is surjective, then there exists an isomorphism

\[ \det \phi \simeq \det(\phi \oplus \psi) \otimes V^*, \]

which is natural up to a positive constant.

**Proof** See Exercise A.23 in [11] for the case when \( \psi \) is injective. Let \( I = \phi(U) \cap \psi(V) \subset W \).

Suppose \( \phi^{-1}(I) = H \oplus \ker \phi \) and let \( \{u_1, \ldots, u_k\} \) be a basis of \( H \), and \( \{u_{k+1}, \ldots, u_{k+\ell}\} \) be a basis of \( \ker \phi \). Then \( \{\phi(u_1), \ldots, \phi(u_k)\} \) forms a basis of \( I \). Suppose \( V = G \oplus \psi^{-1}(I) \) and \( \psi^{-1}(I) = F \oplus \ker \psi \). Let

\[ \{v_1, \ldots, v_m, v_{m+1}, \ldots, v_{m+k}, v_{m+k+1}, \ldots, v_{m+k+n}\} \]

be a basis of \( V \) such that

1. \( \{v_1, \ldots, v_m\} \) is a basis of \( G \),
2. \( \{v_{m+1}, \ldots, v_{m+k}\} \) is a basis of \( F \) and \( \psi(v_{m+i}) = \phi(u_i) \) for \( i = 1, \ldots, k \), and
3. \( \{v_{m+k+1}, \ldots, v_{m+k+n}\} \) is a basis of \( \ker \psi \).

The isomorphism is given by:

\[
\begin{align*}
  u_{k+1} \wedge \cdots \wedge u_{k+\ell} \otimes \psi(v_m)^* \wedge \cdots \wedge \psi(v_1)^* \\
  \mapsto (u_{k+1}, 0) \wedge \cdots \wedge (u_{k+\ell}, 0) \wedge (u_1, -v_{m+1}) \wedge \cdots \wedge (u_k, -v_{m+k}) \\
  \wedge (0, v_{m+k+1}) \wedge \cdots \wedge (0, v_{m+k+n}) \otimes v_{m+k+n}^* \wedge \cdots \wedge v_1^*.
\end{align*}
\]

For any \([\Sigma, j, p, r, u] \in \mathcal{M}^g(\gamma_+; \gamma_-; A)\), consider the complex vector bundle \( E := u^*TW \) over \( \hat{\Sigma} \) where the complex structure is given by \( u^*J \). Around each Reeb orbit \( \gamma_{\pm, i} \subset \gamma_+ \), a trivialization \( \tau \) of \((\xi, d\alpha|_\xi, J)\) restricted to \( \gamma_{\pm, i} \) (induced from the trivialization over the underlying simple Reeb orbit) extends to a trivialization of \((E, J)|_{\gamma_{\pm, i}}\) as in Formula (2.2). This gives a CR tuple denoted by \( T^u \). A different representative of \([\Sigma, j, p, r, u]\) gives an isomorphic CR tuple. Let

\[ D_u : C^\infty(\hat{\Sigma}, E) \to C^\infty(\hat{\Sigma}, \wedge^{0,1}\hat{\Sigma} \otimes \mathbb{C} E) \]
be the linearized $\partial_f$ operator. It extends to a Fredholm operator as in Formula (2.3). Hence, we get a CR operator denoted by $D_u \in \mathcal{D}(\mathcal{T}_u)$.

Fix any $[u] \in \tilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A)$. If $6g - 6 + 2(k_+ + k_-) > 0$, we have the full linearized $\partial_f$ operator at $[u]$

$$\mathcal{D} : \text{Teich} \oplus C^\infty(\tilde{\Sigma}, E) \to C^\infty(\tilde{\Sigma}, \wedge_{0,1}^0 \tilde{\Sigma} \otimes \mathbb{C} E),$$

where $\text{Teich}$ is the tangent space of complex structures of $(\Sigma, p)$ at $j$, which has dimension equal to $6g - 6 + 2(k_+ + k_-)$ and $\mathcal{D}|_{C^\infty(\tilde{\Sigma}, E)} = D_u$. Suppose that $[u]$ is transversely cut out, i.e., $\text{coker} \mathcal{D} = \{0\}$. Then

$$\wedge^{\text{top}}(T_{[u]} \tilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A)) \simeq \wedge^{\text{top}} \ker \mathcal{D} \simeq \det D_u \otimes \wedge^{\text{top}} \text{Teich}^*,$$

where the last isomorphism is given by Lemma 3.2.

If $6g - 6 + 2(k_+ + k_-) < 0$ and $[u]$ is transversely cut out, i.e., $\text{coker} \mathcal{D} = \{0\}$, then:

$$\ker \mathcal{D}_u = T_{[u]} \tilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A) \oplus \text{Aut},$$

where $\text{Aut}$ is the group of the biholomorphism of $(\Sigma, j)$ with dimension $-(6g - 6 + 2(k_+ + k_-))$.

In either case, the virtual dimension of the moduli space is given by:

$$\text{virdim} \tilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A) = \dim \mathbb{R} \ker \mathcal{D}_u + 6g - 6 + 2(k_+ + k_-)$$

$$= \sum_{i=1}^{k_+} \mu_{\text{CZ}, \tau}(\gamma_+, i) - \sum_{i=1}^{k_-} \mu_{\text{CZ}, \tau}(\gamma_-, i) + 2c_1(E; \tau) + (n - 3)(2 - 2g - k_- - k_+),$$

where $c_1(E; \tau)$ is the relative first Chern number. Moreover, we have the canonical isomorphism:

$$\det \mathcal{T}_u \simeq \wedge^{\text{top}}(T_{[u]} \tilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A))$$

(3.1)

as the portions $\text{Teich}$ and $\text{Aut}$ are complex and hence canonically oriented. Let $o = o_{\text{ht}}$ or $o_{\text{bm}}$. Note that:

$$T_{[u]} \tilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A) \simeq \mathbb{R}(\partial_z([u])) \oplus T_{[u]} \mathcal{M}^g(\gamma_+; \gamma_-; A),$$

(3.2)

where $\partial_z$ is the vector field on $\tilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A)$ that is generated by the $\mathbb{R}$-translation, and $\partial_z([u])$ is $\partial_z$ evaluated at $[u]$. We define the orientation $\tilde{o}(u)$ of $T_{[u]} \tilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A)$ by the equation:

$$o(\mathcal{T}_u) \simeq \partial_z([u]) \wedge \tilde{o}(u),$$

(3.3)

where the isomorphism is given by Formula (3.1). In the case when

$$\text{virdim} \tilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A) = 1,$$

$\tilde{o}(u) \in \{\pm 1\}$.

For any $[u] \in \tilde{\mathcal{M}}_1 = \tilde{\mathcal{M}}^g(\gamma_+; \gamma_-; A)$ and $[v] \in \tilde{\mathcal{M}}_2 = \tilde{\mathcal{M}}^g(\gamma'_+; \gamma'_-; A')$ that are transversely cut out such that the first $\tau$ Reeb orbits of $\gamma_-$ match the last $\tau$ Reeb orbits in $\gamma'_+$, we can glue $u$ and $v$ with some fixed large gluing parameter along the $\tau$ punctures to $[w] \in \tilde{\mathcal{M}}_3 = \tilde{\mathcal{M}}^g(\gamma''_+; \gamma''_-; A'')$, where $g'' = g + g' + (\tau - 1)$,

$$\gamma''_+ = (\gamma'_{+1}, \ldots, \gamma'_{+k'_+-\tau}, \gamma_{+1}, \ldots, \gamma_{+k_+}),$$

$\gamma''_- = (\gamma'_{-1}, \ldots, \gamma'_{-k'_-+\tau}, \gamma_{-1}, \ldots, \gamma_{-k_-})$. 
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and $A'' = A + A'$. The construction of the gluing map on the moduli spaces is standard (see for example Section 10 in [11] or Section 6 in [2]). The gluing of the CR tuples in Sect. 2.3 is the linearized version of this, and indeed, we have the commutative diagram:

\[
\begin{array}{ccc}
\det T_u \otimes \det T_v & \xrightarrow{\varphi} & \det T_w \\
\wedge^{\top}(T_{[u]}, \tilde{M}_1) \otimes \wedge^{\top}(T_{[v]}, \tilde{M}_2) & \xrightarrow{\approx} & \wedge^{\top}(T_{[w]}, \tilde{M}_3),
\end{array}
\]

where the lower horizontal map is induced by gluing. Let $M_i = \tilde{M}_i / \mathbb{R}$ for $i = 1, 2, 3$. The curve $[w]$ is transversely cut out and can be viewed as a point in a codimension one boundary component of (a retract of) $M_3$. Thus, we have the boundary orientation $\partial^b(w) \in \{ \pm 1 \}$ defined by:

\[
\tilde{\partial}(w) = n \wedge \partial^b(w),
\]

where $n$ is the outward-pointing normal (pointing in the gluing parameter increasing direction). We have the following lemma:

**Lemma 3.3** The gluing map $M_1 \times M_2 \to \partial M_3$ changes the orientation by the sign 
$\epsilon^\partial(T_u, T_v)\epsilon^{\bot}(T_u, T_v) \cdot (-1)^{\text{virdim} M_1 + 1} = \epsilon^\partial(T_u, T_v)\epsilon^{\bot}(T_u, T_v) \cdot (-1)^{\text{ind} T_u}$, where, depending on the choice of coherent orientation system $o$, the constants $\epsilon^\partial(T_u, T_v)$ and $\epsilon^{\bot}(T_u, T_v)$ are given as follows:

1. If $o = o_{ht}$, then
   (a) $\epsilon^\partial(T_u, T_v) = 1$, and
   (b) $\epsilon^{\bot}(T_u, T_v) = (-1)^{\sum_{j=1}^k |S^+, j| \cdot |S^-, j|}$

2. If $o = o_{bm}$, then
   (a) $\epsilon^\partial(T_u, T_v) = \epsilon^\partial_{bm}$, and
   (b) $\epsilon^{\bot}(T_u, T_v) = (-1)^C$ with

\[
C = \sum_{1 \leq i < j \leq \tau} |S^+, i| \cdot |S^+, j| + \left( \sum_{i=1}^\tau |S^+, i| \right) \left( \sum_{i=1}^k |S^+, i| \right) \\
+ \sum_{\tau+1 \leq i < j \leq k} |S^-, i| \cdot |S^-, j| + \left( \sum_{i=\tau+1}^k |S^-, i| \right) \left( \sum_{i=\tau+1}^k |S^-, i| \right).
\]

In particular, if we use the orientation $o_{ht}$, in the proof of $H \cdot H = 0$ (see Sect. 4), where virdim $M_1 = 0$, we have the gluing map reverses the boundary orientation.

**Proof** Denote $o(T_u) \simeq \partial_s([u]) \wedge \tilde{\partial}(u)$, $o(T_v) \simeq \partial_s([v]) \wedge \tilde{\partial}(v)$, and $o(T_w) \simeq \partial_s([w]) \wedge \tilde{\partial}(w)$. Then we have

\[
o(T_u) \varphi_T o(T_v) = \epsilon^\partial(T_u, T_v) \cdot \epsilon^{\bot}(T_u, T_v) \cdot o(T_u) \varphi_T o(T_v) = \epsilon^\partial(T_u, T_v) \cdot \epsilon^{\bot}(T_u, T_v) \cdot o(T_w),
\]

where the formula for partial gluing follows from taking disjoint unions with trivial tuples before gluing.
Tracking the images of \( o(T_u) \otimes o(T_v) \) \( \in \) \( \det T_u \otimes \det T_v \) in the commutative diagram (3.4), we have

\[
e^\varpi(T_u, T_v) \cdot e^{\Pi(T_u, T_v) \cdot \partial_s([w])} \wedge n \wedge o^b(w)
\]

\[
= \partial_s([u]) \wedge \widehat{o}(u) \wedge \partial_s([v]) \wedge \widehat{o}(v)
\]

\[
= (-1)^{\text{ind} T_u - 1} \partial_s([u]) \wedge \partial_s([v]) \wedge \widehat{o}(u) \wedge \widehat{o}(v)
\]

\[
= (-1)^{\text{ind} T_u} \partial_s([w]) \wedge n \wedge \widehat{o}(u) \wedge \widehat{o}(v),
\]

where:

1. \( \partial_s([u]) \in \ker D_w \) is defined as follows (see, for example, Section 9.12 in [1] for details in the case when the domains are cylinders):
   - (a) Translate \( \eta = \partial_s([u]) \) in the \( \mathbb{R} \)-direction by the gluing parameter \( R \), yielding \( \eta_R \).
   - (b) Choose a cutoff function \( 0 \leq \beta \leq 1 \) that is equal to 0 in a small neighborhood of the punctures and is equal to 1 outside a small neighborhood of punctures.
   - (c) Multiply \( \eta_R \) with \( \beta \) to damp it out near the punctures.
   - (d) View \( \beta \eta_R \) as an element in the domain of \( D_w \), the linearized \( \widehat{o} \) operator at \([w]\).
   - (e) Project \( \beta \eta_R \) to \( \ker D_w \) with respect to the \( L^2 \)-inner product.

2. \( \partial_s([v]) \) is defined similarly, except that in step (a), it is translated by \( -R \).
3. Supposing \( \widehat{o}(u) = v_1 \wedge \cdots \wedge v_k \) with \( k = \text{ind} T_u - 1 \geq 1 \), \( v_i \in T_u[M] \) for \( i = 1, \ldots, k \), the term \( \widehat{o}(u) \) is defined as \( \widehat{v}_1 \wedge \cdots \wedge \widehat{v}_k \), where \( \widehat{v}_i \) is defined in the same way as in (1).

   If \( \text{ind} T_u = 1 \), we define \( \widehat{o}(u) = \widehat{o}(u) \in \{ \pm 1 \} \).

4. The last equality follows from the fact that, up to multiplication by a positive number, \( \partial_s([w]) \) is approximately \( \partial_s([u]) + \partial_s([v]) \) and \( n \) is approximately \( \partial_s([u]) - \partial_s([v]) \), and hence \( \partial_s([w]) \wedge n \) is approximately \( -\partial_s([u]) \wedge \partial_s([v]) \).

\[ \Box \]

### 4 Signs in symplectic field theory

For each Reeb orbit \( \gamma \), we assign two formal variables \( p_\gamma \) and \( q_\gamma \), graded by \( |\gamma| \). For any \( A \in H_2(M; \mathbb{Z}) \), we represent it multiplicatively as \( e^A \) and grade it by 0. Let \( \hbar \) be a formal variable graded by 0 to keep track of the genus \( g \). Consider the Weyl super-algebra

\[
\mathfrak{W} = \mathbb{Q}[[q_\gamma], \hbar, \{ e^A \}_{A \in H_2(M; \mathbb{Z})}][[p_\gamma]],
\]

which is the space of all formal power series in \( \{ p_\gamma \} \) over the polynomial ring

\[
\mathbb{Q}[[q_\gamma], \{ e^A \}_{A \in H_2(M; \mathbb{Z})}, \hbar].
\]

We require that all formal variables are graded commutative except

\[
[p_\gamma, q_\gamma] = p_\gamma q_\gamma - (-1)^{|\gamma|} q_\gamma p_\gamma = \frac{\hbar}{m(\gamma)},
\]

where \( m(\gamma) \) is the multiplicity of \( \gamma \) over the underlying simple Reeb orbit. In [5], a potential function \( H \) is constructed by counting \( J \)-holomorphic curves. Our definition of \( H \) is as follows:

\[
H = \sum_{g \geq 0} \sum_{|\gamma_+|, |\gamma_-|} \sum_{A \in H_2(M)} |\mathcal{M}^g(\gamma_+, \gamma_-; A)| q_{\gamma_-} p_{\gamma_+}^* e^A \hbar^{g - 1},
\]

\( \Box \) Springer
where

(1) the second summation is over pairs of unordered tuples $[\gamma_{\pm}]$ of Reeb orbits,

(2) $\gamma_{\pm} = (\gamma_{\pm, i_1}, \ldots, \gamma_{\pm, i_{k_{\pm}}})$ is an ordered tuple of Reeb orbits representing the equivalence class $[\gamma_{\pm}]$.

(3) $\gamma_{\pm}^\dagger = (\gamma_{+, i_{k_{\pm}}}, \ldots, \gamma_{+, i_1})$ is the ordered tuple obtained from $\gamma_{\pm}$ by reversing the ordering,

(4) $p_{\gamma_{\pm}^\dagger}$ (resp. $q_{\gamma_{\pm}^\dagger}$) is the monomial of $p_{\gamma}$ (resp. $q_{\gamma}$) that is associated to the ordered tuple $\gamma_{\pm}^\dagger$ (resp. $\gamma_{\pm}$).

(5) $m(\gamma_{\pm}) = m(\gamma_{\pm, i_1}) \ldots m(\gamma_{\pm, i_{k_{\pm}}})$, and

(6) $|\mathcal{M}^8(\gamma_{\pm}; \gamma_{\pm}; A)|$ is the signed count of elements in the moduli space based on the coherent orientation $o_{ht}$ and is set to be 0 when the virtual dimension is not 0.

Note that Formula (4.2) does not depend on the choice of representatives $\gamma_{\pm}$ of $[\gamma_{\pm}]$ by Corollary 2.19.

Remark 4.1 The sign correction of $H$ as mentioned in the abstract is the usage of $p_{\gamma_{\pm}^\dagger}$ over $p_{\gamma_{\pm}}$.

To ensure that $H$ is well-defined, one needs to perturb the moduli space because the multiply covered curves are not transversely cut out in general. Several versions of perturbation theories fit or can be generalized to fit this setting, including but not limited to [2, 7, 10, 12]. Transversality is far beyond the scope of this paper.

Theorem 4.2 (Master equation) Suppose that the moduli spaces are transversely cut out after some perturbation. The potential function $H$ satisfies

$$H \cdot H = 0,$$

where $\cdot$ denotes the product in the Weyl super-algebra.

We define the differential $D : \mathcal{W} \to \mathcal{W}$ by $Df = [H, f]$ for all $f \in \mathcal{W}$, and the homology algebra $H_* (\mathcal{W}, D)$ to be the homology of $(\mathcal{W}, D)$. Before proving the theorem, we first revisit the example in Figure 4 of [5] with some modifications.

Example 4.3 Suppose

$$H = a q_1 q_2 p_4 h^{-1} + b p_3 p_2 p_1 h^{-1},$$

where:

- $a = |\mathcal{M}^0(\gamma_4; \gamma_1 \gamma_2)|$ with $|\gamma_4| + |\gamma_1| + |\gamma_2| = 1 \mod 2$.
- $b = |\mathcal{M}^0(\gamma_1 \gamma_2 \gamma_3; \emptyset)|$ with $|\gamma_1| + |\gamma_2| + |\gamma_3| = 1 \mod 2$.
- We assume $m(\gamma_i) = 1$, for all $i \in \{1, 2, 3, 4\}$.
- We write $q_i$ and $p_i$ for $q_{\gamma_i}$ and $p_{\gamma_i}$ respectively.
- We drop the variable $e^A$ for $A \in H_2(M; \mathbb{Z})$.

An explicit calculation yields

$$H \cdot H = (-1)^{d_2 + d_3 + d_2 d_4 + d_3 d_4} a b q_2 p_4 p_3 p_2 h^{-1} + (-1)^{d_1 + d_1 d_2 + d_1 d_4 + d_3 d_4} a b q_1 p_4 p_3 p_1 h^{-1} + (-1)^{d_3 d_4} a b p_4 p_3.$$
where $d_i = |\gamma_i|$, and two monomials that are multiples of $q_1 q_2 p_4 p_3 p_2 p_1$ cancel out. The three terms that appear in $H \cdot H$ correspond to the three gluings of the moduli spaces $\mathcal{M}_I = \mathcal{M}^0(\gamma_4; \gamma_1 \gamma_2)$ and $\mathcal{M}_II = \mathcal{M}^0(\gamma_1 \gamma_2 \gamma_3; \emptyset)$ with signs (see Fig. 2).

We verify the signs of the first term, leaving the other two terms to the reader. Consider the moduli space $\mathcal{M}_{III} = \mathcal{M}^0(\gamma_2 \gamma_3 \gamma_4; \gamma_2)$. We check that the number of elements in $\partial_{I,II} \mathcal{M}_{III}$, the part of the boundary of $\mathcal{M}_{III}$ that corresponds to the gluing of the moduli spaces $\mathcal{M}_I$ and $\mathcal{M}_{II}$ along $\gamma_1$, equals $(-1)^{d_2+d_3+d_2d_4+d_3d_4+1} ab$, which is $(-1)$ times the coefficient of $q_2 p_4 p_3 p_2 h^{-1}$.

$$\left|\partial_{I,II} \mathcal{M}_{III}\right| = \sum_{[u] \in \partial_{I,II} \mathcal{M}_{III}} \tilde{o}^b(w)$$

$$= \sum_{[v] \in \mathcal{M}(231; \emptyset)} \sum_{[u] \in \mathcal{M}(4;12)} (-1)^{d_2+d_3+1} \tilde{o}(u) \tilde{o}(v)$$

$$= \sum_{[v] \in \mathcal{M}(123; \emptyset)} \sum_{[u] \in \mathcal{M}(4;12)} (-1)^{d_2+d_3+1+d_1(d_2+d_3)} \tilde{o}(u) \tilde{o}(v)$$

$$= (-1)^{d_2+d_2d_3+d_2d_4+d_3d_4+1} \left( \sum_{[v] \in \mathcal{M}(123; \emptyset)} \tilde{o}(v) \right) \left( \sum_{[u] \in \mathcal{M}(4;12)} \tilde{o}(u) \right)$$

$$= (-1)^{d_2+d_2d_3+d_2d_4+d_3d_4+1} ab,$$

where we omit $\gamma$’s in the notation for the moduli spaces; the second equality follows from Lemma 3.3 with $e^z = 1$, $\epsilon^{11} = (-1)^{(d_2+d_3)-1}$, and $(-1)^{\text{vir dim } M_I} = -1$, noting that the last positive end of $\mathcal{M}(231; \emptyset)$ matches the first negative end of $\mathcal{M}(4;12)$; the fourth equality follows from the fact that $(-1)^{d_2+d_3+1+d_1(d_2+d_3)} = (-1)^{d_2+d_2d_3+d_2d_4+d_3d_4+1}$, since $d_4 + d_1 + d_2 = 1 \mod 2$ and $d_1 + d_2 + d_3 = 1 \mod 2$. We leave the computation of the other two terms to the reader.

**Proof of Theorem 4.2** Note that

$$H = \sum_{g \geq 0} \sum_{|y_+|,|y_-|} \sum_{A \in H_2(M)} \sum_{[u] \in \mathcal{M}^0(\gamma_+,\gamma_-,A)} \tilde{o}(u) q_{y_+} p_{y_+} e^A h^g h^{-1},$$
and hence,
\[ H \cdot H = \sum \tilde{\omega}(u)\tilde{\omega}(u)q_{\gamma''}p_{\gamma''^+}q_{\gamma''}p_{\gamma''^+}e^{A''+A''h^g+g-2}, \] (4.3)

where \( \tilde{\omega}(u), \tilde{\omega}(u') \in \{\pm 1\} \), and the summation is over \( g, g' \geq 0 \), unordered tuples of good Reeb orbits \([\gamma_+], [\gamma_-], [\gamma'_+], [\gamma'_-]\), homology classes \( A, A' \in H_2(M) \), and \([u] \in M^g(\gamma_+; \gamma_-; A) \) and \([u'] \in M^{g'}(\gamma'_+; \gamma'_-; A') \) such that \( \text{virdim} M^g(\gamma_+; \gamma_-; A) = 0 \) and \( \text{virdim} M^{g'}(\gamma'_+; \gamma'_-; A') = 0 \). Note that \( |q_{\gamma''}p_{\gamma''^+}| = |q_{\gamma''}p_{\gamma''^+}| = 1 \mod 2 \).

It is convenient to choose an ordering for all Reeb orbits. Then, Eq. (4.3) can be simplified by moving \( q_{\gamma''} \) to the left of \( p_{\gamma''^+} \) using Eq. (4.1) and subsequently sorting the \( q \) terms and the \( p \) terms based on the ordering of Reeb orbits.

For any sorted tuples \( \gamma'' \) and \( \gamma''^+, A'' \in H_2(M) \), and \( g'' \geq 0 \), the coefficient in front of \( q_{\gamma''}p_{\gamma''^+}e^{A''+A''h^g+g-2} \) within \( H \cdot H \) is given by:
\[ \sum \epsilon(u', u)\tilde{\omega}(u')\tilde{\omega}(u) \] (4.4)
where:

1. The sum is taken over all triples \(([u], [u'], \vartheta)\) satisfying:
   a. \([u] \in M^g(\gamma_+; \gamma_-; A) \) for some \( g, \gamma_+, \gamma_-, A \).
   b. \([u'] \in M^{g'}(\gamma'_+; \gamma'_-; A') \) for some \( g', \gamma'_+, \gamma'_-, A' \).
   c. \( \vartheta \) is a bijective map from a subset \( G_- \subset \{1, \ldots, k_-\} \) to a subset \( G'_+ \subset \{1, \ldots, k'_+\} \) such that the \( i \)-th element of \( \gamma_- \) is equal to the \( \vartheta(i) \)-th element of \( \gamma'_+ \), for all \( i \in G_- \), where \( k_- \) is the length of the tuple \( \gamma_- \) and \( k'_+ \) is the length of the tuple \( \gamma'_+ \).
   d. If we glue \( u \) and \( u' \) along \( \vartheta \) and reorder the punctures, if necessary, we obtain a curve \( w = u_\vartheta^w u'\vartheta \) that satisfies \([w] \in M^{g''}(\gamma''_+; \gamma''_-; A'') \).

2. The number \( \epsilon(u', u) \in \mathbb{Q} \) arises from the algebraic operation of moving \( q_{\gamma''} \) to the left of \( p_{\gamma''^+} \) using Eq. (4.1) and subsequently sorting the \( q \) terms and the \( p \) terms.

We state the following claim:

**Claim 4.4** The equation \( \sum \epsilon(u', u)\tilde{\omega}(u')\tilde{\omega}(u) = -\sum \tilde{\omega}(w) \) holds, where the left-hand side represents the term in Formula (4.4), and the summation on the right-hand side is taken over all \([w] \in \partial M^{g''}(\gamma''_+; \gamma''_-; A'') \).

Assuming this claim, we can establish the theorem, as \( \sum \tilde{\omega}(w) = 0 \).

**Proof of the Claim** We first introduce some notations. We decompose the index set \([1, \ldots, k_-] = G_- \cup N_- \), where \( G_- \) represents the set of punctures involved in gluing, and \( N_- \) denotes the set of non-gluing punctures. Similarly, we decompose \([1, \ldots, k'_+] = G'_+ \cup N'_+ \). Consider the term \( q_{\gamma''}p_{\gamma''^+} \). Recall that \( |q_{\gamma''}p_{\gamma''^+}| = |q_{\gamma''}p_{\gamma''^+}| = 1 \mod 2 \). We move the \( q_{\gamma''} \) term across the \( p_{\gamma''^+} \) in steps. Through this process, the monomial becomes a polynomial by Formula (4.1), and we only focus on the term that is prescribed by \( \vartheta \), meaning that a \( p \) term is next to a \( q \) term and they are matched in \( \vartheta \), we cancel them.

We now analyze the sign \( \epsilon(u', u) \) in several steps:

1. We move the \( q \) terms labeled by \( N_- \) to the end of \( q_{\gamma''} \), resulting in a sign denoted by \( \epsilon_1 \).
2. Similarly, we move the \( p \) terms labeled by \( N'_+ \) to the end of \( p_{\gamma''^+} \), obtaining a sign \( \epsilon_2 \).
3. Next, we sort the \( p \) terms labeled by \( G'_+ \) in reverse order according to \( \vartheta \), yielding a sign \( 3 \).
(4) We further move the $p$ terms labeled by $N'_+$ to the end of the monomial, resulting in a sign $\epsilon_4 = (-1)^{\sum_{i \in N'_+} |y'_i|}$.

(5) We cancel out the $p$ terms labeled by $G'_+$ with the corresponding $q$ terms labeled by $G_-$ and get a monomial with $q$ terms before the $p$ terms together with a positive factor $\epsilon_5 \in \mathbb{Q}^{\geq 0}$ due to the multiplicity of the Reeb orbits.

(6) Finally, we sort the $p$ terms and $q$ terms respectively, and get a sign $\epsilon_6$.

In summary, we have $\epsilon(u',u) = \epsilon_1 \epsilon_2 \epsilon_3 \epsilon_4 \epsilon_5 \epsilon_6$. Next, we calculate the sign that arises from gluing $u$ and $u'$ according to $\vartheta$ using Lemma 3.3:

(1) We reorder the negative ends of $u$ by moving the punctures labeled by $N_-$ to the end, while still denoting the curve as $u$. This results in a sign denoted by $\epsilon_1$.

(2) Similarly, we reorder the positive ends of $u'$ by moving the punctures labeled by $N'_+$ to the front, while still denoting the curve as $u'$. This results in a sign $\epsilon_2$.

(3) We sort the positive punctures of $u'$ labeled by $G'_+$ according to $\vartheta$, while still denoting the curve as $u'$. This results in a sign $\epsilon_3$.

(4) We glue the two curves $u$ and $u'$ using Lemma 3.3, and obtain a sign $\epsilon_4$.

(5) Finally, we sort the positive punctures and negative punctures of the glued curve respectively, getting a sign denoted by $\epsilon_6$.

It is evident that $\epsilon_1 = \epsilon_1$, $\epsilon_2 = \epsilon_2$, $\epsilon_3 = \epsilon_3$, $\epsilon_4 = -\epsilon_4$, and $\epsilon_6 = \epsilon_6$. The factor $\epsilon_5$ deals with the over-counting due to simultaneously rotating the asymptotic markers of $u$ and $u'$. This completes the proof of the claim. □

**Corollary 4.5** (Contact homology [2, 10, 12]) Let $\mathfrak{A}$ be the differential graded commutative algebra generated freely by all good Reeb orbits over $\mathbb{Q}[H_2(M)]$. Let $\partial : \mathfrak{A} \to \mathfrak{A}$ be the differential defined over generators by

$$
\partial \gamma_+ = \sum_{\gamma_-} \sum_{A \in H_2(M;\mathbb{Z})} \frac{1}{m(\gamma_-)} |\mathcal{M}^0(\gamma_+; \gamma_-; A)| \cdot e^A \gamma_-1 \ldots \gamma_-k,
$$

where $\gamma_- = \gamma_-1 \ldots \gamma_-k$, and $m(\gamma_-) = m(\gamma_-1) \ldots m(\gamma_-k)$. Then $\partial^2 = 0$.

**Proof** This follows from Theorem 4.2 by restricting to the term $g = 0$ and linear $p_{\gamma'_+}$. □

**Remark 4.6** If one uses $o_{bm}$, then $\partial$ should be defined as

$$
\partial \gamma_+ = \sum_{\gamma_-} \sum_{A \in H_2(M;\mathbb{Z})} \frac{1}{m(\gamma_-)} |\mathcal{M}^0(\gamma_+; \gamma_-; A)| \cdot e^A \gamma_-k \ldots \gamma_-1
$$

as in [2].

Lastly, we mention the following result:

**Proposition 4.7** Different choices of capping CR tuples $T^+_S$ and capping orientations $o(T^+_S)$ produce isomorphic SFT.

**Proof** Let $T^+_S$ and $o'(T^+_S)$ be a different choices of capping CR tuples and their capping orientation. Let $\epsilon_S \in \{\pm 1\}$ be defined by $\epsilon_S o(T^+_S) o'(T^+_S) = o_{can}(T^+_S \# T^-_S)$. Then the isomorphism from $(\mathcal{M}, D) \to (\mathcal{M}, D')$ is defined by sending generators $p_\gamma, q_\gamma \mapsto \epsilon_S p_\gamma, \epsilon_S q_\gamma$ for all $\gamma$, where $S$ is the loop of symmetric matrices associated to $\gamma$. □
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