The Fusion of Spectral and Structural Datasets Derived from an Airborne Multispectral Sensor for Estimation of Pasture Dry Matter Yield at Paddock Scale with Time
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Abstract: This study aimed to develop empirical pasture dry matter (DM) yield prediction models using an unmanned aerial vehicle (UAV)-borne sensor at four flying altitudes. Three empirical models were developed using features generated from the multispectral sensor: Structure from Motion only (SfM), vegetation indices only (VI), and in combination (SfM+VI) within a machine learning modelling framework. Four flying altitudes were tested (25 m, 50 m, 75 m and 100 m) and based on independent model validation, combining features from SfM+VI outperformed the other models at all heights. However, the importance of SfM-based features changed with altitude, with limited importance at 25 m but at all higher altitudes SfM-based features were included in the top 10 features in a variable importance plot. Based on the independent validation results, data generated at 25 m flying altitude reported the best model performances with model accuracy of 328 kg DM/ha. In contrast, at 100 m flying altitude, the model reported an accuracy of 402 kg DM/ha which demonstrates the potential of scaling up this technology at farm scale. The spatial-temporal maps provide valuable information on pasture DM yield and DM accumulation of herbage mass over the time, supporting on-farm management decisions.
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1. Introduction

With numerous challenges facing the dairy sector in Australia, optimising the utilisation of home-grown pasture, the cheapest feed, is an essential target for the sustainability and profitability of the industry [1–3]. Emerging technologies such as virtual fencing can only be effectively implemented with accurate and timely information on feed resources across a given area (i.e., paddock-scale). State-of-the-art sensor technologies offer new opportunities for measuring and managing pasture dry matter (DM) yield within paddock and across farms in near-real-time through characterisation of its variability in space-time.

Predicting spatial variability of pasture DM yield and nutritive characteristics across farms is challenging due to heterogeneous pasture accumulation patterns; the impact of management decisions, such as grazing and species heterogeneity; and the effect of other factors such as terrain and variable soil types as all affect pasture production in a landscape context [4]. Traditionally, estimation of DM yield...
at a paddock or farm-scale is undertaken through developed allometric equations derived through empirical relationships between the pasture DM yield and sward height [5]. For instance, the rising plate meter (RPM) provides average paddock-scale estimates via calibrated equations to predict pasture DM yield [6,7]. However, these approaches ignore the spatial variability of pasture DM yield across the paddock resulting in under or over utilisation of this feed resource. Past work has shown the ability to utilise different sensor technologies, such as (a) proximal sensing (e.g., ground-based sonar [8], active multi-spectral sensors [9] or a combination of active and LiDAR sensors mounted on farm vehicles [10]), (b) aerial sensors [11,12] and (c) satellite-based technologies [13,14] to provide estimates of pasture DM yield. Nevertheless, practical applications of these technologies on-farm are limited due to many factors such as associated driving time for data collection for large paddocks using vehicle-mounted proximal sensors, and coarse spatial resolution of satellite-derived datasets as well as the impact of clouds on data quality when utilising passive remote sensing products.

The Australian dairy industry relies on a predominantly grazing-based system. Land managers are interested in not only the pre-grazing pasture DM yield, but also the post-grazing residual as these two factors determine the amount consumed by the cow and can equally influence longer term pasture productivity and persistence. In addition, the height and evenness of post-grazing residual is an important factor for pasture recovery rate. To capture such DM yield variability, it is essential to develop robust models that can predict pasture DM yield across the paddock and over time. Previous studies associated with UAV-borne sensor technologies have generally focussed on measurements closer to grazing. These studies are based mostly within European temperate agriculture production systems [11,12]. Furthermore, these production systems are mainly targeted at optimising the harvest of conserved forage (i.e., hay and silage) to provide feed for indoor dairy systems. This requires a very different approach to pasture management than that of the large-scale and intensive rotationally grazed pasture-based systems that are more commonly used in the Australian dairy industry.

There is untapped potential to utilise rich datasets gathered through Unmanned Aerial Vehicle (UAV)-borne systems for measurement and subsequent management of pasture production systems. These UAV-borne systems provide very high-resolution datasets at the paddock scale and have other advantages over passive remote sensing systems such as satellite datasets, fewer issues with atmospheric correction and removing the impact of clouds on data availability. Quantification of biomass using UAV-associated technologies is not new. There has been a great deal of work associated with quantification of crop biomass over the last decade using UAV-derived datasets [15–17]. In comparison to crop production systems, grazing production systems do not have the luxury of synchronised continuous growth and harvest, where the latter is often disturbed through intermediate grazing or cutting herbage for forage conservation. As such, spatial-temporal modelling of pasture DM yield at the paddock scale is far more challenging.

Both spectral and structural (e.g., height) characteristics of pasture are important for the prediction of pasture DM yield [11,12,18]. Spectral information can be gathered through different sensors, including RGB [19], multispectral [4,20] or hyperspectral [21] instruments. These spectral datasets are then processed to derive vegetation indices (VI; e.g., Normalised Difference Vegetation Index) that are used as drivers for the development of empirical relationships between measured pasture DM yield [18,22]. There is also a growing interest in utilising three-dimensional (3D) datasets gathered through UAV-borne remote sensing platforms for pasture DM modelling. These 3D datasets can be effectively re-arranged to derive a variety of features (covariates) to represent the crop surface model (CSM) across the landscape which then act as a proxy for plant structural components such as height [11]. These 3D structures can be created from (a) UAV-mounted active sensors through direct measurement of the distance between the object and the sensor (e.g., LiDAR) or (b) through further processing of 2D images acquired using a passive sensor [11]. For the latter, state-of-the-art passive algorithms such as Structure from Motion (S/M) are commonly used to generate 3D datasets from 2D images. Previous studies [11,23,24] provide some early results on the usage of S/M datasets to successfully model pasture DM yield.
There is a growing trend to simultaneously use both structural and spectral information for modelling of pasture DM yield especially in the area of high-throughput phenotyping (HTP) applications where experiments are typically carried out at small plot scale [20]. However, there are few studies that have focused on modelling pasture DM yield within farm or at the paddock scale using both structural and spectral characteristics simultaneously, rather, previous work of this kind has focused on small extents and has not tested the ability to scale up technologies to commercial farm-scale applications [11]. Scaling up these methodologies to landscape-scale is currently constrained by UAV battery life, data processing speed and by a lack of automated data processing pipelines. Furthermore, the effects of flying at different altitudes on pasture DM model prediction quality (model performances) needs to be better understood to develop best practice guidelines for the use of UAVs for on-farm application and to prepare for future technology improvements. This study aimed to (a) evaluate the prediction quality of models derived from structural information only, spectral information only or a combination of structural and spectral information, obtained from UAV-borne datasets; (b) test the effect of different flying altitudes on model quality; and finally (c) use the derived models to produce estimates of paddock-scale spatial-temporal variability of pasture DM yield. It is anticipated that these spatial-temporal variability maps can be used for optimising on-farm feed utilisation.

2. Materials and Methods

2.1. Study Area

Data collection was carried out between October and November 2019 over 3 adjacent paddocks, which covered a total area of 3.02 ha (hereafter known as B’s and consisted of sub-paddocks B12, B14 and B16) at the Ellinbank Smart Farm (38.2408 S, 145.9414 E), Agriculture Victoria, Australia (Figure 1). The topography of the paddocks varies from the 155 m to 177 m. The sub-paddocks were chosen to encompass sufficient spatial variation to enable training of robust spatial-temporal models. The paddocks were previously sown with perennial ryegrass (Lolium Perenne L. PRG), with additional over-sowing of PRG in March 2019. The paddocks were cut for silage on 1st October 2019 at approximately 5 cm above ground-level using a tractor-mounted mower to provide a uniform pasture height, and an inorganic nitrogen-based fertiliser was applied (33.6 kg N/ha) (Table 1). Four temporal measurements were taken following silage and prior to the next grazing event, at approximately weekly intervals (Table 1). Weekly measurements aimed to capture the heterogeneous nature of pasture DM accumulation across the landscape and with time enabling the development of a spatial and temporal empirical model to predict pasture DM yield at farm scale.

2.2. Sampling Design and Field Data Collection

Three pre-identified 10 m × 10 m spatial resolution units (henceforth termed “pixels” as they match the spatial grids of the Sentinel 2 satellite) within each of the sub-paddocks were chosen which resulted total of nine pixels (Figure 1). This ensured that samples were collected across the area of interest, covered the spatial extent and met the logistical requirements of field data collection. The sampling scheme employed in the current study was considered a stratified random sampling scheme. Each pixel was considered as a stratum, and three independent samples (at each measurement) were randomly collected within the pixel using a 35 cm × 70 cm quadrat. The three sampling locations within each pixel were randomised by following a set of predetermined bearings and positions for each timepoint, thus removing subjectivity and preventing double-sampling of the same area.

The quadrat was considered as the primary unit for model calibration with their positions and attributes recorded using the ESRI CollectorTM application. The Collector app was used to record measurements within the quadrat polygon defined using an EMLID Reach RS+ GPS unit set-up in RTK mode with a horizontal accuracy of ±/−7 mm and vertical accuracy of ±/−14 mm (Emlid Ltd., Australia). Finally, destructive sampling of the pasture was undertaken in the area covered by the quadrat using battery-powered hand shears. As the overall research program, of which this study formed a part,
was aimed at predicting both pasture nutritive characteristics (reported separately) and quantity, each sample was cut in two portions where the top portion, represented the biomass available for grazing, and underwent additional nutritional analysis as well as for dry matter yield determination.

Figure 1. Location of B paddocks (Yellow boundary) and associated 10 × 10 m sampling areas (purple squares) that were used to select three sub-samples for destructive sampling (Image source: ESRI, World Imagery).

Table 1. Summary of agronomic practices applied and field sampling campaigns and associated UAV survey missions.

| Management Activity/Measurement | Date            |
|---------------------------------|-----------------|
| Cut for silage                  | 1 October 2019  |
| Fertiliser applied              | 4 October 2019  |
| Baseline week                   | 10 October 2019 |
| Measurement week 1              | 14 October 2019 |
| Measurement week 2              | 22 October 2019 |
| Measurement week 3              | 28 October 2019 |
| Measurement week 4              | 5 November 2019 |

In brief, biomass greater than 5 cm and the remaining biomass between 5 cm and the ground were cut separately. The >5 cm sample was sub-divided into 25% and 75% portions using a quartering technique. Fresh weights of each subsample were recorded. The 25% subsample was oven-dried at 100 °C until a constant weight was obtained to determine DM percentage and applied to the total weight of the >5 cm fraction. Samples cut at less <5 cm were first washed to remove any contamination during field data collection and then dried at 100 °C following the same procedure until a constant weight was obtained. Total pasture DM yield was calculated as the cumulative dry matter yield value for the two samples. For modelling and reporting purposes, the pasture DM yield in each quadrat was converted to a kg DM/ha basis.

2.3. Acquisition of UAV-Borne Datasets

A DJI M200 (DJI Technology Co., Shenzhen, China) UAV, which was equipped with a RedEdge-MX (MicaSense Inc., Seattle, WA, USA) multispectral sensor, was used to collect the aerial datasets.
All mission paths were designed to fly using a single grid pattern with 25 m, 50 m, 75 m and 100 m flying altitudes. A summary of the missions is depicted in Table 2. All mission data collections were carried out between 1100 h and 1300 h. The sensor characteristics of RedEdge-MX multispectral sensor are shown in Table 3. During the flight mission, ground calibration tarpaulins with known reflection values of 3%, 6%, 11%, 22%, 33%, and 44% were laid on the ground for radiometric calibration of the acquired multispectral datasets for ground reflectance.

### Table 2. The summary of the flying mission carried out at varying flying altitudes.

| Flight Altitude (m) | Forward Overlap (Speed) | Side Overlap | Ground Sampling Distance (GSD) |
|---------------------|--------------------------|--------------|--------------------------------|
| 25                  | 80% (3.2 m/s)            | 80%          | 1.74 cm/pixel                  |
| 50                  | 80% (6.5 m/s)            | 80%          | 3.47 cm/pixel                  |
| 75                  | 80% (10 m/s)             | 80%          | 5.21 cm/pixel                  |
| 100                 | 80% (13 m/s)             | 80%          | 6.94 cm/pixel                  |

### Table 3. Summary of the spectral and spatial characteristics of the MicaSense RedEdge-MX sensor.

| Band          | Spectral Resolution (nm) | Resolution (px) |
|---------------|--------------------------|-----------------|
| Blue          | 465–485                  | 1200 × 960      |
| Green         | 550–570                  | 1200 × 960      |
| Red           | 663–673                  | 1200 × 960      |
| Red Edge      | 712–722                  | 1200 × 960      |
| NIR           | 820–860                  | 1200 × 960      |

2.4. Processing of UAV Datasets and Deriving Structural and Spectral Features

2.4.1. Preprocessing of the UAV-Derived Datasets

Pix4D Mapper Pro (version 4.3.31 Pix4D, Lausanne, Switzerland) was used to process images. A customised “AgMultispectral” settings template was used to process acquired datasets including geometric corrections using 3D ground control points (GCPs) \( n = 10 \) through realignment in the X, Y and Z axes and re-optimisation. The GCPs were marked using an EMLID Reach RS+ GPS unit setup in RTK mode. Automatic tie points were used for densification and classification of the generated 3D point cloud through the S/M algorithm embedded within the Pix4D software. Finally, for each survey, a digital surface model (DSM), digital terrain model (DTM), orthomosaic images with raw digital numbers (DN) (for each of the five bands), and point cloud data were exported from the Pix4D software.

As previously described [20], orthomosaic images were calibrated using empirical line calibration method using the ground calibration tarpaulins with known reflectance values. To summarise this process, the orthomosaic bands were first loaded into the QGIS Version 3.4.2-Madeira (QGIS Development Team, 2017, Raleigh, NC, USA) environment. The calibration tarpaulin areas were manually digitised into polygons, and the known reflectance panel percentage was entered as the polygon unique identification number. Then, within QGIS, the zonal statistics tool was used to extract the mean value of the raw DN within each polygon for each of the five corresponding bands acquired though the MicaSense Red Edge MX sensor. Extracted data were regressed against the known reflectance and the obtained regression equation was used to convert the image’s raw DN to surface reflectance.

2.4.2. Evaluation of the Accuracy of the S/M Z Estimates

The accuracy of the reported Z values within the point cloud dataset was evaluated with known Z (elevation) obtained using an EMLID Reach RS+ RTK-GPS unit. Artificial height references (AHR),
each consisting of a group of seven boxes with flat, levelled, surfaces (0.5 m × 0.5 m), were placed at the top and bottom of the paddock across the slope (Supplementary Material; Figure S2). Centres of each AHR were marked using RTK GPS resulting in a total of 14 AHRs. A circular buffer of 20 cm diameter was created in a GIS environment around the centre-point (X and Y) of the AHR and S/M data within the buffer zone were extracted. Having a buffer of 20 cm ensured that only the S/M data that was known to be within the 0.5 × 0.5 m AHR structures were extracted for further evaluation. The mean and standard deviation values for S/M Z were calculated for each of the 14 AHRs. The error associated with S/M Z was determined by the difference between the S/M Z and the RTK GPS Z. Results from this analysis were not the main focus of this manuscript but are included as supplementary material used to support the discussion (Supplementary material; Figures S1 and S2).

2.4.3. Deriving Structural and Spectral Features

Pasture height (PH) (CSH—crop surface height) was derived for all quadrats using an approximated baseline digital terrain model (DTM) or digital surface model (DSM) and using the point cloud data generated for each measurement survey period (Equation (1)).

\[ Z_{CSH \ for \ x^{th} \ location} = Z_{for \ x^{th} \ location} - Z_{DSM \ or \ DTM \ of \ the \ baseline \ survey} \]  

A proxy for a DTM was used. This was due to the difficulty in observing any bare surface in the pasture after mechanical harvesting and the pasture accumulation in the following two weeks was small and difficult to measure. As previously explained the cutting height used in the mechanical harvesting process was approximately 5 cm, after one week of growth the PH was approximated at 7 cm and therefore a standardised offset of 7 cm was applied to baseline DSM to approximate ground level. Therefore, the structural characteristics of the pasture canopy were calculated using Equation (2).

\[ Z_{CSH \ for \ x^{th} \ location} = Z_{for \ x^{th} \ location} - Z_{DSM \ of \ the \ baseline \ survey} - 7 \ cm \ offset \]  

Results from Equation (2) were filtered for any unrealistic values by removing values > 1 m and negative values. This resulted in a total of 101 usable polygons out of a possible 108, used for model development and validation purposes. Additional features were derived for each quadrat, including mean, minimum, maximum and the quantiles 0.05, 0.10, 0.25, 0.50, 0.75, 0.90, and 0.95 to represent surrogates for PH.

A variety of VIs and individual spectral bands were derived using the calibrated orthomosaic images. These spectral datasets were generated using ENVI software Version 5.5 through model builder (Exelis Visual Information Solutions, Boulder, CO, USA). The key VIs derived from the multispectral images are summarised in Table 4.

**Table 4.** The summary of the key indices derived from spectral and structure from motion datasets.

| Name                        | Abbreviation     | Equation                        | Reference                  |
|-----------------------------|------------------|---------------------------------|-----------------------------|
| Blue reflectance band       | Mean_X5band_T.1  |                                 |                             |
| Green reflectance band      | Mean_X5band_T.2  |                                 |                             |
| Red reflectance band        | Mean_X5band_T.3  |                                 |                             |
| Red Edge reflectance band   | Mean_X5band_T.4  |                                 |                             |
| Near Infrared reflectance   | Mean_X5band_T.5  |                                 |                             |
| Normalised Difference       | Mean_NDVI_T      | \((NIR - R)/(NIR + R)\)         | Rouse et al. (1973) [25]    |
| Vegetation Index            |                  |                                 |                             |
| Green Normalised            | Mean_GNDVI_T     | \((NIR - G)/(NIR + G)\)         | Gitelson et al. (1996) [26] |
| Difference Vegetation Index |                  |                                 |                             |
| Red Edge Normalised         | Mean_ReNDVI_T    | \((NIR - RE)/(NIR + RE)\)       | Gitelson and Merzlyak       |
| Difference Vegetation Index |                  |                                 | (1994) [27]                 |
Table 4. Cont.

| Name                                      | Abbreviation       | Equation                                      | Reference                  |
|--------------------------------------------|--------------------|-----------------------------------------------|----------------------------|
| Red Edge Simple Ratio                      | Mean_ReSRI_T       | \( \frac{\text{NIR}}{\text{RE}} \)           | Gitelson et al. (2005) [28]|
| Enhanced Vegetation Index 2                | Mean_EVI2_T        | \( 2.5 \times \frac{\text{NIR} - \text{R}}{\text{NIR} + (2.4 \times \text{R}) + 1} \) | Hute et al. (2002) [29]    |
| Green Chlorophyll Index                    | Mean_GCI_T         | \( \frac{(\text{NIR}/\text{G}) - 1}{\text{RE}} \) | Gitelson et al. (2005) [28]|
| Red Edge Chlorophyll Index                 | Mean_ReCI_T        | \( \frac{\text{NIR} - \text{RE}}{\text{RE}} - 1 \) | Gitelson et al. (2005) [28]|
| Medium Resolution Imaging Spectrometer (MERIS) Terrestrial Chlorophyll Index (MRCI) | Mean_MRCI_T        | \( \frac{\text{NIR} - \text{RE}}{\text{RE} + \text{R}} \) | Dash and Curran (2004) [30]|
| Core Red Edge Triangular Vegetation Index  | Mean_CReTVI_T      | \( 100(\frac{\text{NIR} - \text{RE}}{10(\text{NIR} - \text{G})}) \) | Chen et al. (2010) [31]    |
| Red Difference Index                       | Mean_RedDI_T       | \( \text{NIR} - \text{R} \)                   | Tucket (1979) [32]          |
| Canopy Chlorophyll Concentration Index     | Mean_CCCI_T        | \( \frac{(\text{NIR} - \text{RE})}{(\text{NIR} + \text{RE})/\text{NDVI}} \) | Jago et al. (1999) [33]    |
| Green Difference Index                     | Mean_GreenDI_T     | \( \text{NIR} - \text{G} \)                   | Sripada (2005) [34]         |
| Green Ratio Simple Index                   | Mean_GRSI_T        | \( \frac{\text{NIR} - \text{G}}{\text{NDVI}} \) | Sripada et al. (2006) [35] |
| Soil Adjusted Vegetation Index             | Mean_SAVI_T        | \( \frac{((\text{NIR} - \text{R})(\text{NIR} - \text{R} + 0.5)) + (1 + 0.5)}{\text{G}} \) | Huete (1988) [36]          |
| Anthocyanin Reflectance Index              | Mean_ARI1_T        | \( \frac{1}{\text{RE}} - \frac{1}{\text{G}} \) | Gitelson et al. (2007) [37]|
| S/M height – minimum                       | min                |                                               |                            |
| S/M height – maximum                       | max                |                                               |                            |
| S/M height – mean                          | mean               |                                               |                            |
| S/M height – Quantile – 0.05               | p05                |                                               |                            |
| S/M height – Quantile – 0.10               | p10                |                                               |                            |
| S/M height – Quantile – 0.25               | p25                |                                               |                            |
| S/M height – Quantile – 0.50               | p50                |                                               |                            |
| S/M height – Quantile – 0.75               | p75                |                                               |                            |
| S/M height – Quantile – 0.90               | p90                |                                               |                            |
| S/M height – Quantile – 0.95               | p95                |                                               |                            |

2.5. Data Modelling

A Random Forest model was used to determine the features of greatest influence in predicting pasture DM yield as it has the ability to handle both linear and nonlinear relationships and the presence of multicollinearity among the input features. The Random Forest modelling approach is an ensemble learning method and detail on the algorithm is provided in Brieman (2001) [38]. In the current study, the “ranger” package in the software R was used to create the model, which is a fast implementation of Random Forest for high dimensional data [39]. Prior to modelling at each of the different flying altitudes, a Pearson’s correlation matrix was produced to examine the relationships between the features within the dataset and measured pasture DM yield.

The dataset was split into calibration (80% \( n = 81 \)) and validation (20%) \( n = 20 \) using a conditional Latin hypercube sampling (cLHC) strategy [40], where (a) individual pixels within each sub-paddock area (i.e., B12, B14 and B16) and (b) measured pasture DM yield were used as inputs for the cLHC sampling algorithm. Latin hypercube sampling is a procedure that provides an efficient way of sampling variables from their multivariate distributions using a stratified random approach. It enables a full coverage of the range of each variable to be selected by maximally stratifying the marginal distribution. The same calibration and validation datasets were developed for all models at all flying altitudes. This enabled inter-model comparison to be undertaken.

Three types of models were fitted: (a) structural information only (S/M), (b) spectral information only (VI) and (c) a combination of structural and spectral information (S/M+VI). Each model was optimised for key Random Forest model hyperparameters (mtry, n-nodes, variance type) through
10-fold cross-validation techniques. Once the optimum model hyperparameters were obtained, those models were validated using two approaches (a) leave-one-out cross-validation (LOOCV) and (b) fully independent validation.

Model quality was assessed using (a) root mean squared error (RMSE) as a measure of model accuracy, (b) normalised RMSE and (c) Lin’s concordance correlation (LCC), which measures the variation of predicted values from a 45-degree line (1:1 line) in a validation plot [41]. The best model was selected considering the lowest RMSE and highest LCC out of the three types of models for each flying altitude. These validation indices were calculated as below,

\[ \text{RMSE} = \frac{1}{N} \sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2 \]  

where \( Y = \) Observed pasture DM yield value, \( \hat{Y}_i = \) Predicted pasture DM yield value and \( N \) is the number of samples.

Normalise RMSE = \( \text{RMSE} \times 100 \times \text{Mean measured pasture DM yield} \)  

The LCC can be defined as

\[ \text{LCC} = \frac{2\rho \sigma_x \sigma_y}{\sigma_x^2 + \sigma_y^2 + (\mu_x - \mu_y)^2} \]  

where \( \mu_x \) and \( \mu_y \) are the means for the measured and predicted pasture DM yield, \( \sigma_x^2 \) and \( \sigma_y^2 \) are the corresponding variances of measured and predicted pasture DM yield and \( \rho \) is the Pearson correlation coefficient between the measured and predicted pasture DM yield. Even though the model quality evaluation in this manuscript is based on the above three model quality indices, most published work reported model evaluation based on coefficient of determination (\( R^2 \)); therefore, for the purpose of comparison, additional validation indices were calculated including mean error (ME) as a measure of model bias, Pearson’s correlation (\( r \)) and \( R^2 \). A summary of this analysis is included in the supplementary material (Tables S1 and S2).

In order to assess statistical significance, the prediction bias (Measured–Predicted) was contrasted for each validation datapoint within each tested model against each other using linear mixed models. In the linear mixed model, the model type was considered as a fixed effect term and sampling quadrat location was considered as a random effect which accounted for unknown variability. Mean separation was conducted using the LSD mean separation technique at the 0.05 probability level.

2.6. Spatial-Temporal Predictions across the Landscape

Space-time prediction across the landscape was implemented at a 1 m spatial resolution. The spectral data were resampled to 1 m resolution using a bilinear interpolation method and SFM data were summarised onto a 1 m grid prior to carrying out the prediction. The graphical summary of the methodology adopted for data modelling (analysis approach) is depicted in Figure 2.
3. Results

3.1. Temporal Variation of Pasture Dry Matter Yield

The mean pasture DM yields for the B paddocks were reported as 1013 kg DM/ha (±285 s.d.), 1596 kg DM/ha (±347 s.d.), 2223 kg DM/ha (±502 s.d.) and 2843 kg DM/ha (±447 s.d.) for measurement (sampling) weeks 1–4 respectively. Mean DM yield and its distribution measurement across the three sub-paddocks at each sampling date are depicted in Figure 3. There is an inherent spatial variation of pasture DM yield across the paddocks. The mean pasture DM yield for sub-paddock B14 was higher than for sub-paddocks B12 and B16 at each sampling time (Figure 3). The strip chart that shows the individual measurement with respect to pixels with each sub-paddock and with time is included in supplementary Material (Figure S3).

![Figure 3](image_url)

**Figure 3.** Boxplots depicting the distribution of pasture DM yield across three sub-paddocks within the B paddocks at each of four field sampling dates. The horizontal bold black line within the boxplot depicts the mean value associated with that sub-paddock and sampling date.
3.2. The Relationship between Pasture Dry Matter Yield and the Derived Model Features

Despite flying at varying altitudes, the matrices depict similar correlation patterns between measured pasture DM yield and features considered as model drivers (Supplementary Material, Figure S4). All derived features using SfM reported a positive correlation with measured pasture DM yield. Positive correlations with pasture DM yield were also reported for most of the VI features derived from spectral datasets (Supplementary Material, Figure S4). It is not possible to determine from this analysis whether any of the relationships displayed a degree of non-linearity; however, a machine learning algorithm was used to develop the empirical modelling framework and such algorithms can handle both linear and nonlinear relationships more effectively than classical statistical regression modelling approaches.

3.3. Data Quality of the SfM Z Estimates

The accuracy of UAV Z estimates was undertaken with reference to AHR \((n = 14)\). The analysis revealed that all flying heights recorded an error value of +/-0.05 m for most of the validation panels (Supplementary Material; Figure S2). However, up to ~0.10 m errors were reported for some validation panels, for example, the 100 m flight mission carried out on measurement week three (28th October 2019) (Supplementary Material; Figure S2).

3.4. Evaluation of the Model Performances

Three different models (SfM, VI and combined features of SfM+VI) were evaluated for their ability to predict pasture DM yield at the four flying altitudes. The graphical summary of model quality evaluation (both cross-validation and independent validation) based on Lin’s concordance correlation, RMSE and normalised RMSE are summarised by flying altitude in Figure 4. The detailed summary of model quality evaluation with additional indices is provided in supplementary Material Table S1 (For cross-validation) and Table S2 (for independent validation). The selection of the most parsimonious model for each flying altitude was chosen using independent validation results according to the highest LCC value and lowest RSME value.

At lower flying altitudes (25 m and 50 m) models solely developed using the SfM features reported low model quality compared to VI only and SfM+VI combined models. At 25 m, a LCC value of 0.69 and RMSE of 534 kg DM/ha was reported for the SfM model while both VI and SfM+VI models reported an LCC value >0.90 and RMSE of 330 and 327 kg DM/ha, respectively (Figure 4; Supplementary Material; Table S2). A similar pattern was reported for the model developed using data generated by flying at 50 m. In contrast, at higher flying altitudes (75 and 100 m), the SfM only model reported similar model quality to the VI and SfM+VI models (Figure 4). Flying at 100 m, the SfM only model reported a RMSE value of 488 kg DM/ha, while VI and SfM+VI models reported 448 and 402 kg DM/ha, respectively (Figure 4; Supplementary Material; Table S2).

In summary, the best performing models for each flying altitude all reported LCC values greater than 0.80; RMSE less than 440 kg DM/ha, and normalised RMSE less than 23%. Out of all models tested, the SfM+VI model developed using data gathered from 25 m flying altitude was the best performing model with a LCC value of 0.91, and an RMSE of 327 kg DM/ha and a normalised RMSE of 16.6% (Figure 4; Supplementary Material; Table S2). Generally, the VI only and SfM+VI models reported similar model quality with little improvement gained by adding SfM features, flying at 75 m being the only observed exception.

As identical datasets were used for model calibration and validation at all altitudes, model comparison can be carried out both within and between the varying altitudes. In Figure 5, the distributions of the independently predicted values from all models are compared to the distribution of the measured pasture DM yield dataset. Despite the differences in model quality already reported (Figure 4 and Supplementary Material Tables S1 and S2), the distributions of the predicted datasets show a high level of agreement with that of the reference dataset and all overlap. In fact, linear mixed
models analysis (results not shown) revealed that the models were not predicting differently enough to be statistically separable using standard means separation. This is because the differences in the means of the predicted values between models are naturally minor and not able to be picked up by traditional means separation techniques, but this does not mean that some models are not better at predicting than others, as shown by the validation metrics (Figure 4). The mean values of the predicted DM yield from each of the different models closely match with the reference pasture DM yield at ~2000 kg DM/ha (Figure 5). Notably, the best performing models for each flying altitude (the S/M+VI model in all cases) were able to correctly capture the variability between 1000 kg DM/ha to 3000 kg DM/ha in some instances (Figure 5). However, none of the models were able to predict the extreme values which were as low as 500 kg/DM per ha and greater than 4000 kg DM/ha in some instances (Figure 5).

Cross-validation

Independent validation

Figure 4. The graphical summary of the model quality evaluation using Lin’s concordance correlation, RMSE and normalised RMSE for three tested models with respect to four flying altitudes. Results are summarised for both leave-one-out cross-validation and independent validation.
Figure 4. The graphical summary of the model quality evaluation using Lin's concordance correlation, RMSE and normalised RMSE for three tested models with respect to four flying altitudes. Results are summarised for both leave-one-out cross-validation and independent validation.

Figure 5. Evaluation of different model prediction capabilities with respect to the reference pasture dry matter yield in an independent validation test. All models were validated using the same independent samples ($n = 20$) for meaningful comparison. The horizontal black line within the boxplot depicts the estimated mean value in each case.

3.5. Model Drivers for Best Performing Models

The variable importance plot (VIP) associated with each fitted random forest model indicates the contribution of each feature towards the prediction of pasture DM yield. The VIP for the best performing model at each flying altitude is shown in Figure 6. Although SfM+VI models were chosen as the best performing models for all four of the flying altitudes tested, there were no SfM-derived features included within the top 10 most important features for the 25 m model (Figure 6). In contrast, the best performing models for the altitudes of 50, 75 and 100 m did rely on SfM-derived features within their top 10 most important features (Figure 6). The VIP plots for other models tested in current work (SfM only and VI only) are included in supplementary material Figure S5 (for SfM only models) and Figure S6 (for VI only models).
3.5. Model Drivers for Best Performing Models

The variable importance plot (VIP) associated with each fitted random forest model indicates the contribution of each feature towards the prediction of pasture DM yield. The VIP for the best performing model at each flying altitude is shown in Figure 6. Although $S_{FM+VI}$ models were chosen as the best performing models for all four of the flying altitudes tested, there were no $S_{FM}$-derived features included within the top 10 most important features for the 25 m model (Figure 6). In contrast, the best performing models for the altitudes of 50, 75 and 100 m did rely on $S_{FM}$-derived features within their top 10 most important features (Figure 6). The VIP plots for other models tested in current work ($S_{FM}$ only and VI only) are included in supplementary material Figure S5 (for $S_{FM}$ only models) and Figure S6 (for VI only models).

3.6. Spatial-Temporal Pasture DM Yield Maps

The best quality models were used to undertake spatial and temporal modelling of pasture DM yield across the B paddock area. Results as maps are shown in Figure 7. Although the predictions for each flying height computed, used their respective independent models, the resulting pasture DM yield predictions accounted for similar spatial estimates and patterns (Figure 7). At all altitudes, the residual pasture DM yield 2 weeks after mechanical harvesting was ~1500 kg DM/ha and by the fifth week post-cutting, was between 3000 and 3500 kg DM/ha (Figure 7).
Figure 7. The spatial-temporal prediction of pasture dry matter (DM) yield (kg DM/ha) and changes of herbage DM accumulation in measurement weeks 1–4 after mechanical harvesting, using the best performing model (S/M+VI) for flying altitude 25, 50, 75 and 100 m. Note: 14 October 2019: Measurement week 1; 22 October 2019: Measurement week 2; 28 October 2019: Measurement week 3; 5 November 2019: Measurement week 4.
4. Discussion

4.1. Field Data Collection, Deriving Features and Preparation of Dataset for the Model Development

Pasture DM yield is variable across the landscape and over time, and therefore requires the calculation of an appropriate number and type of features to act as explanatory model drivers. In the current study, a total of 30 features were included, that comprised 10 features derived from the CSH and associated surrogates (primarily using extracted data from Equation (2)) and 20 spectral features which included VIs, band ratios and individual reflectance bands associated with the MicaSense Rededge MX multispectral sensor (Table 4). Deriving spectral features was relatively straightforward using calibrated spectral bands and by applying known mathematical indices as outlined in Table 4. In contrast, deriving S/M-based features to act as proxies for PH was more challenging.

There are two main approaches to calculate CSH information (which, in some instances, can be referred to as 3D information in the literature) from UAV datasets. One approach is to derive both DSM and DTM in raster format. In this approach the difference between DSM and DTM is considered as the CSH and subsequent derived surrogate(s) can be included as a feature(s) in empirical model development [18]. This approach is relatively straightforward, and computation is efficient as the analysis is performed based on raster analysis. However, the use of interpolated DSMs and DTMs can result in unwanted smoothing of data. The use of such datasets at the paddock scale in the presence of heterogeneous pasture accumulation might result in lost information on the variability of CSH and its associated surrogates. In the second approach, the raw S/M point cloud dataset is used instead of an interpolated DSM raster. The difference between each point and the interpolated DTM raster of the study area is used to calculate CSH for all individual points within the point cloud [11]. However, processing and rearranging large point cloud datasets generated at the paddock scale takes additional processing time compared to the first approach and data processing methods become more complicated. In this study, a modified version of the second approach was used based on the methodology outlined by Wijesingha et al. (2019) [11].

The data quality of the CSH based approach was influenced by the accuracy of the point cloud (location and Z value) and baseline surface model (see Equation (1)) [42]. As the majority of error values were between +/−0.05 m for most of the validation panels, the estimated Z values in the point cloud data generated from the S/M algorithm can be considered as acceptable for landscape-scale analysis. It has been suggested that increasing the number of ground control points can increase the accuracy of the S/M generated datasets. In the current study, for each mission, a minimum of nine ground control points were used, noting that Wijesingha et al. (2019) [11] used only four ground control points which they considered as a minimum. Additionally, the presence of onboard L1/L2 GNSS and IMU in the UAV at the time of data capture can lead to an increase in the accuracy of the generated S/M datasets [18]. An second source of uncertainty within the CSH and its associated surrogates is introduced through the accuracy of the baseline surface model used in Equation (1). In the current study, the baseline DSM model (derived for each flying height) was initially used to estimate CSH and associated surrogates (as a proxy for height grown since cutting, not full canopy height). However, the use of baseline DSM reported missing values for individual calibration quadrats especially associated with the first and second field data collection campaigns. Furthermore, replacing the baseline DSM with baseline DTM did not improve the number of quadrats with missing data. Therefore, to overcome this problem with an aim to maximise the number of quadrat datasets for modelling, a pragmatic approach was taken to apply a constant offset of 7 cm to the baseline DSM prior to calculation using Equation (2) for each survey to bring it back in line with ground level. Similarly, Borra-Serrano et al. (2019) [43], used a correction factor of 5 cm to their baseline DTM to remove the effects of remaining stubble. It was observed that sward density was low for the first two field measurement weeks. Given mowing height a week prior to commencement of the baseline week was ~5 cm, the addition of a further 2 cm in height to compensate for pasture accumulation prior to the first measurement period seemed a reasonable approach. Work by Viljanen et al. (2018) [18] confirmed that the ability of S/M-derived features to act as
proxies for canopy height in pasture production systems were limited at the initial stage of the growth periods. Moreover, it was reported that filtering steps in multi-view image processing procedures that are part of SFM algorithms could decrease data from lower vegetation canopies due to limited height variation [11,24]. This previous work has also reported similar uncertainties associated with the calculation of CSH using a baseline surface model. This was observed when a trial and error method was used to determine the optimum spatial resolution for DTM interpolation using data generated from a terrestrial laser scanner which was later included as baseline surface model aiming to minimize the “no data” records [11]. Viljanen et al. (2018) [18] generated both automatic and manual DTMs, where the latter was generated through classifying the point cloud as either ground or non-ground points. In the manual process, specifically selected ground point cloud datasets were interpolated and subsequently used to generate the optimum surface as a baseline DTM. However, they concluded that there was no difference between the generated DTMs. Similar to Viljanen et al. (2018) [18], Wijesingha et al. (2019) [11], Michez et al. (2009) [22] also used another sensor (aerial LiDAR) to generate baseline DTM. It is important to note that all these studies were undertaken on relatively small areas with flat landscapes compared to the heterogeneous landscape reported in the current paddock scale study. There are other approaches such as the use of RTK GPS to generate a higher spatial resolution DTM that can be ultimately used as baseline DTM for the generation of the CSH and associate surrogates [43]. Therefore, the use of aerial LiDAR or RTK GPS DTMs needs to be evaluated in future paddock scale studies when calculating CSH using Equation (1) and its associated surrogates.

With any study, use of the most appropriate samples for model calibration and validation is a critical step towards rigorous model development. As shown in Figure 3, there is an inherent variability in pasture DM yield across the sub-paddocks within the B paddock, and also temporal variability as samples were collected over time between post-cutting and pre-grazing. Therefore, random splitting of the dataset for model calibration and validation sets does not guarantee the inclusion of representative samples for rigorous model calibration. The use of a cLHC sampling strategy ensures that the samples that were included in model calibration represent the inherent distribution of the population datasets considering two features: (a) pixels with the sub-paddocks within the B paddock to ensure the spatial coverage and (b) measured pasture DM yield to ensure temporal variability is considered. The aim here was to capture the variability of the original dataset for pasture DM yield while simultaneously capturing the spatial representation in the calibration dataset.

Data splitting using cLHC sampling partitioned samples within the same pixel for either calibration or validation dataset. It could be hypothesised that pasture DM yield measurements within the pixel (10 × 10 m) would have had similar values in contrast to the variability between pixels. However, the generated strip chart (Figure S3) shows that there was, in fact, substantial variation of pasture DM yield within pixels, within each sub-paddock and with time. For instance, the average difference between minimum and maximum observed quadrat dry matter yield (i.e., the range) within a ‘pixel × time’ observation was 666 kg DM/ha. The median range was 604 kg DM/ha. Additionally, the calculated range as a percentage of mean dry matter reported on average was 37%. Therefore, in general pasture DM yield within a pixel could vary by half a tonne DM per hectare (T DM/ha) at any timepoint depending on location sampled. This degree of variation of pasture DM yield within a pixel is attributed to factors such as elevation, soil moisture, differential grazing intensity, differential weed loading, etc. that all affect the pasture dry matter accumulation even within a pixel at a given time step. Additionally, the sampling area of the pixel was 100 m$^2$ (10 × 10 m) and quadrat area was 0.25 m$^2$ (0.35 × 0.70 m). Therefore, the area of the quadrant to pixel area as a percentage was 0.25%, which enabled us to capture this high variability within the 10 × 10 m pixels.

4.2. Modelling Framework and Key Features Associated with Spatial-Temporal Dry Matter Yield Prediction

To the best of our knowledge, no previous studies have attempted to compare empirical models at various flying altitudes and simultaneously evaluate model drivers derived using SFM only, VI only and combined SFM+VI features using (a) a single multispectral sensor, (b) a machine learning modelling
framework and (c) predictions at the scale of a commercial paddock. As a result, there are no direct studies that can be used as a comparison with the current study. However, there are a small number of studies undertaken using similar modelling frameworks, through rearrangement of features derived from SfM, VI and their combination of features in modelling pasture DM yield [11,18,22].

There are a number of frameworks that can be used for the development of models using data generated from sensors attached to UAVs to predict pasture DM yield. These frameworks can be broadly classified as (a) empirical models [11] and (b) hybrid models [4], where the latter fuses UAV datasets with simulation models. The empirical pasture prediction models can be developed using either parametric (traditional statistical) or nonparametric (machine learning) modelling approaches [44]. Generally, parametric modelling approaches are used for empirical model development to predict pasture DM yield. In most instances, either simple linear [11] or nonlinear [4] regression models were developed with the aid of commonly used VIs such as NDVI [4] or using selected SfM-derived surrogates [11]. There are studies that utilised multiple linear regression models and used different features from SfM, VI and in combinations (SfM+VI) as model drivers [22]. In this study, the development of empirical models considered a variety of features (n = 30) derived from UAV datasets using nonparametric models which consist of a machine learning algorithm. There has been an increasing trend towards the usage of machine learning algorithms over classical statistical approaches over the past few years in the development of empirical models to predict pasture DM yield and associated nutritive parameters (see, e.g., in [18,45]). This is mainly due to the advantages of machine learning models over the classical statistical approaches, especially in landscape-scale modelling because of their ability to accommodate complex relationships for either linear or nonlinear, highly correlated features, and fewer model development assumptions are required compared to the classical statistical model fitting process.

Based on the top 10 features identified through the VIP plots for the best performing model (Figure 6) it was evident that when flying at a higher altitude, the importance of the CSH surrogates derived from SfM was greater for the prediction of pasture DM yield. This may be because (a) at higher altitude there is an increase in the separation of distinctive canopy elements and (b) an increase in the field of view at higher altitudes may improve the generation of the 3D point cloud. In general, higher-order quantiles (e.g., p75) of the SfM derived surrogates were included in previous studies as model drivers [11]. By contrast, in this study, models were developed to predict pasture DM yield over time between post-cutting and pre-grazing. Therefore, in VIP plots, presence of lower-order quantiles, such as p10, p25 and p50, were identified within the top 10 important features that enables us to explain both lower and higher pasture DM yield over the time (Figure 6). In terms of spectral features, the CReTVI was identified as a top-five feature through VIP plots for flying altitude models 25 m, 50 m and 100 m, respectively (Figure 6). This index is used for estimation of high biomass in corn and shows promise as a good predictor of pasture DM yield [30]. In particular, this feature was shown to be important where higher pasture DM yields were observed. It is also important to note that, the calibrated near-infrared band and VIs derived using red-edge and near-infrared bands (see Figure 6) were also identified within the top ten features as important for pasture DM yield prediction at various flying heights (Figure 6). The use of narrow band indices is key to overcoming issues with saturation with regard to pasture DM yield estimation [46]. Furthermore, NDVI, which is the most commonly used VI for pasture DM yield modelling, was identified as less important for all flying altitudes. In fact, NDVI was not included within the top 10 features identified for the best performing model for any of the flying altitudes (Figure 6). This indicates a flaw in studies that have relied on NDVI alone for pasture DM yield prediction in the past, perhaps due to the known problems with its saturation at higher biomass.

4.3. Comparison of the Model Quality

Wijesingha et al. (2019) [11] developed a series of pasture DM yield prediction models through deriving features from SfM dataset collected at 25 m using an RGB sensor. The grassland-specific model they developed is similar to the SfM only model developed in this study using 25 m flight altitude data.
In terms of model accuracy, they reported normalised RMSE value of 32.1% and 22.1% for two grassland locations (with an average value of 27.1%). The model accuracies, i.e., RMSE, were 410 kg DM/ha and 180 kg DM/ha (with an average value of 295 kg DM/ha) respectively. In comparison, the current study reported a normalised RMSE value of 27.2% using the SFM only model, which is almost equal to what has been reported by Wijeshingha et al. (2019) [11]. In terms of RMSE, the current study reported a higher value for SFM only model (534 kg DM/ha) than compared to Wijeshingha et al. (2019) [11]. However, after combining SFM+VI features in the current study, a normalised RMSE value of 16.6% was achieved, which was an improvement over that reported by Wijeshingha et al. (2019) [11] for data collected at 25 m. The best performing model for 25 m in the present study has an RMSE of 327 kg DM/ha which was nearly 100 kg DM/ha better than the average value reported for both sites by Wijeshingha et al. (2019) [11].

Notably, there are three main differences between this study and Wijeshingha et al. (2019) [11] namely; (a) the latter used grid-based data collection vs. the single grid pattern approach adopted in the current study; (b) use of an RGB sensor vs. the use of the multispectral sensor in this study; and (c) use of a simple linear regression model with the predicting feature being selected based on the highest correlation with pasture DM yield vs. use of all features with a model developed using a machine learning algorithm in the current study. Furthermore, Wijesingha et al. (2019) [11], reported that the model prediction capabilities decreased with an increase in species richness and spatial heterogeneity. In the current study, the paddock was predominantly a PRG monoculture, but the landscape was highly heterogeneous. While there is always room to improve prediction equations by increasing the size of the calibration dataset, the initial results presented here can be considered acceptable for paddock scale estimation of pasture DM yield.

Viljanen et al. (2018) [18] developed a series of empirical models through a combination of SFM data (they referred to as 3D), RGB data and VI datasets very similar to the current study. In their case, they collated RGB datasets at 30 m and hyperspectral data at 50 m (the latter sensor was only used to gather NIR and Red spectral information for calculation of VIs). They fused all the derived features and utilised a Random Forest modelling framework to develop empirical models like the current study. They reported an RMSE of 400 kg DM/ha and a normalised RMSE value of 15.1%. These results were obtained through LOOCV results as opposed to the independent validation which was adopted in the present study for robust evaluation of model performances. In the present study at 25 m and 50 m, the best performing models had an RMSE of 327 kg DM/ha and 418 kg DM/ha and normalised RMSE values of 16.6% and 21.2%. As such, the 25 m model from this study can be considered slightly better than the model reported by Viljanen et al. (2018) [18]. The notable differences between these two studies include; (a) sensor datasets generated at two different flying altitudes, which were then fused in model development compared to the current study where both SFM and spectral feature datasets were independently derived at all flying altitudes using a single multispectral sensor; (b) postprocessing of images using onboard RTK GPS data to obtain an accurate correction of locations, which was not possible in the current study. On a practical note, having just one sensor onboard the UAV reduces the draw on battery life and enables the ability to produce similar validation statistics for inter-model comparison.

Michez et al. (2019) [22] also developed pasture DM yield models using 3D, spectral and a combination of 3D and spectral data, similar to the current study. Like this study, they also concluded that the fused model was the best performing of those tested. Their models were validated using a k-fold validation approach, and the most parsimonious model was fitted through the variable selection and by fitting multiple linear models. Furthermore, they reported an adjusted $R^2$ value of 0.49 and RMSE value 900 kg DM/ha (originally reported as 0.09 kg/m²). In contrast, the best performing machine learning model generated in the current study flying at the same altitude (50 m) reported an $R^2$ value of 0.79 and RMSE value of 418 kg DM/ha for independent validation. Notably, and similar to Viljanen et al. (2018) [18], work undertaken by Michez et al. (2019) [22], also used two sensors to collect RGB and multispectral data where the first sensor was used for generation of DSM and later used for the generation of a series of VIs. In both the current study and Viljanen et al. (2018) [18],
derived surrogates from S/M data were included in modelling while Mitchez et al. (2019) [22] simply used the difference between ‘DSM-DTM’ and included CSH as a feature in the model development.

The model generated at 25 m outperformed the other flying altitude models; however, in practical terms, generating UAV data at 100 m has a lot of advantages for farm scale applications: (a) more coverage of land extent, (b) shorter time for UAV data acquisition and (c) smaller file sizes which enables fast pre/postprocessing of collected datasets. In fact, the RMSE difference between the 25 m and 100 m flying altitude models was only 75 kg DM/ha (402 kg DM/ha – 327 kg DM/ha) in terms of model accuracy. Therefore, on a practical note, collection of UAV data at 100 m flying altitude is more suitable for farm scale applications. Additionally, models developed in the current study can be updated when the new datasets are available which will improve the ability to characterise inherent variability of the pasture DM yield.

4.4. Practical Uses of the Derived Maps

While the maps produced from this study provide detailed information on the spatial distribution of pasture DM yield with time these derived spatial datasets can be utilised to create paddock scale management zones. Paddock management zones are frequently applied across broadacre cropping systems but are not generally used in dairy systems for on-farm management decision making such as grazing and feed budget calculations that consider each individual paddock. With the availability of technologies such as virtual fencing, the creation of management zones within a given paddock may improve allocation of both pasture “quantity” and “quality” when considering herd requirements and pasture renovation [22].

4.5. Limitations and Uncertainties Associated with the Current Study, Recommendations and Future Directions

One of the major uncertainties of this study is associated with deriving CSH and associated surrogates using S/M datasets as described under Section 4.1. While generated S/M data reported reasonable accuracy, much attention needs to be given to generating a good quality baseline surface model as outlined above. Additionally, in-field data acquisition with a combination of oblique and nadir drone angles is reported to increase the quality of the S/M data [18]. It has also been reported that wind during flights affects the quality of the S/M datasets [47]. On a practical note, such issues are difficult to overcome in landscape-scale analysis such as those in the current study.

The model developed in the current study is specifically targeted for the spring growth season and there were a limited number (n = 20) of independent samples for model validation. Additional datasets are required to test the model’s ability to predict pasture DM yield in other seasons. Such datasets could be used to update the current model if necessary. Additionally, ancillary features such as weather, soil and topography could be incorporated into the future modelling framework. A study carried out by Borra-Serrano et al. (2019) [43] included rearranged weather data as growing degree days, days since last defoliation (difference between cut date and measurement date), and S/M with spectral data for empirical model drivers to predict pasture DM yield. It is anticipated that the fusion of different spatial and temporal support datasets will play a major role in empirical model development targeting pasture DM yield in space-time in the near future.

Having correlated features as model drivers is less of an issue for tree model predictions that are developed as ensemble models, especially when feature bagging is employed such as in the Random Forest modelling approach. However, having correlated features can influence the estimation of individual feature importance in the VIPs. In ensemble modelling frameworks, there are different approaches to carry out feature selection to remove correlated or less important features. For example, Gregorutti et al. (2016) [48] used the recursive feature elimination algorithm for variable selection using a permutation importance measure as a ranking criterion. Additionally, to ensure the stability in variable selection, the Boruta feature selection algorithm can be coupled with the random forest modelling approach [49]. As no feature selection was carried out in the current study, it can be considered as limitation of this study.
5. Conclusions

This study revealed the potential of using aerial multispectral datasets for the spatial-temporal prediction of pasture DM yield at a paddock scale. In terms of model performances, models developed using all four tested flying altitudes revealed that the combination of \( S_f + M \) model outperformed \( S_f \) only and VI only models, particularly at high altitudes. The study also highlighted the limitations associated with deriving features from \( S_f \) datasets especially with the baseline surface model. In terms of model quality, data generated at 25 m flying altitude reported the best performing model although differences between all model performances were minor. For practical applications on real farms, use of data generated at higher altitudes, i.e., 100 m can produce models that are nearly as accurate as 25 m models but with greatly reduced complexity of data collection.
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