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Abstract. In modern analysis pipelines, Einstein-Boltzmann Solvers (EBSs) are an invaluable tool for obtaining CMB and matter power spectra. To significantly accelerate the computation of these observables, the CosmicNet strategy is to replace the usual bottleneck of an EBS, which is the integration of a system of differential equations for linear cosmological perturbations, by trained neural networks. This strategy offers several advantages compared to the direct emulation of the final observables, including very small networks that are easy to train in high-dimensional parameter spaces, and which do not depend by construction on primordial spectrum parameters nor observation-related quantities such as selection functions. In this second CosmicNet paper, we present a more efficient set of networks that are already trained for extended cosmologies beyond ΛCDM, with massive neutrinos, extra relativistic degrees of freedom, spatial curvature, and dynamical dark energy. We publicly release a new branch of the CLASS code, called CLASSNET, which automatically uses networks within a region of trusted accuracy. We demonstrate the accuracy and performance of CLASSNET by presenting several parameter inference runs from Planck, BAO and supernovae data, performed with CLASSNET and the COBAYA inference package. We have eliminated the perturbation module as a bottleneck of the EBS, with a speedup that is even more remarkable in extended cosmologies, where the usual approach would have been more expensive while the network’s performance remains the same. We obtain a speedup factor of order 150 for the emulated perturbation module of CLASS. For the whole code, this translates into an overall speedup factor of order 3 when computing CMB harmonic spectra (now dominated by the highly parallelizable and further optimizable line-of-sight integration), and of order 50 when computing matter power spectra (less than 0.1 seconds even in extended cosmologies).
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1 Introduction

With the advent of precision cosmology, Bayesian model comparison and parameter inference from current and upcoming data are playing an increasingly important role, while becoming ever more numerically expensive. This Bayesian inference is most often based upon a variety of two-point statistics, such as the CMB angular power spectra or the matter power spectrum. To compute these correlation functions at the linear level (and possibly also at the non-linear one using various algorithms and recipes), one employs Einstein-Boltzmann solvers (EBS) such as camb [1] or class [2, 3]. After each new data release and for each new proposed theoretical ingredient, the testing of different model and data combinations requires huge grids of such inference runs, each of which combines tens of thousands of individual executions of the underlying EBS. While each execution itself only takes a a few seconds, the accumulated runtime usually adds up to many thousands of core hours.

The runtime of a single execution is usually dominated by two steps: the solution of the coupled set of differential equations including the Boltzmann hierarchy, which gives the source functions for cosmological observables at first order in linear perturbation theory, and the integration of these source functions along the line-of-sight. While the second bottleneck can be feasibly circumvented with new integration strategies (for example [4, 5]) and more efficient parallelization, the former remains problematic due to its sequential nature. Since the source functions have a very smooth dependence on the underlying cosmological parameters as well as the wavenumber and time under consideration, it is tempting to replace the first bottleneck by a quick emulator.

While for computationally expensive N-body runs the use of emulation has already been broadly adopted [6–21], in the context of EBS emulation has only recently become more common. Almost two decades ago first proposals of power spectrum emulation have been put forth in the context of DASH [22] CMBwarp [23] or PICO [24] based on polynomial representations, but these haven’t been able to keep up with the increasing accuracy requirements imposed by the newer WMAP [25] and Planck [26–28] missions due to the large number of required polynomial coefficients. Instead, the first use of neural networks to emulate the cosmological power spectra was performed by CosmoNet [29, 30] at accuracy sufficient for inference with WMAP data. Finally, in CosmicNet I [31] a first fully-integrated neural network emulator of the source functions capable of predicting recent Planck data [28] has been presented. Soon after, various groups have released neural network emulators aimed at predicting directly the final observable spectra: galaxy clustering and cosmic shear harmonic power spectrum for CosmicMemory [32], 3D matter power spectrum within bacco [16], CMB harmonic power spectra $C_\ell$ and 3D matter power spectrum for CosmoPower [33], CMB harmonic power spectra for connect [34]. Other neural network emulators have been developed for more specific observables such as the 21cm power spectrum, see e.g. [35]. Some groups have also invested in other emulator techniques to predict the final observables, see for example [14, 36].

Thus, the strategy of CosmicNet is very different from that of all other EBS emulators on the market: it is designed for singularly emulating one bottleneck within the EBS execution – the prediction of the source functions – while other emulators are directly targeting the final observables. We believe that none of these two strategies is generally better: depending on the user needs, CosmicNet, CosmoPower, or connect could be be better suited. On the one hand, once the networks have been trained for the purpose of a given parameter estimation (that is with the right set of model parameters / observables / accuracy) emulators
like CosmoPower or Connect will always be faster, since they emulate the whole sequence of EBS tasks. The advantages of the CosmicNet strategy are more on the side of robustness, range of application, and (re)training speed. As a matter of fact:

- The source functions emulated in the CosmicNet strategy are independent of several assumptions on the cosmological model (e.g. on the primordial power spectrum, which could be arbitrarily complicated) and on the observables (for instance, the matter density or lensing source functions predicted by the network can be convolved with whatever selection function of a given survey). This means that there are several situations in which the CosmicNet networks can be readily used while other networks would need a specific retraining.

- When considering some new physics – beyond the extended cosmology already considered in this work – that affects the evolution of cosmological perturbations (e.g. non-minimal assumptions concerning neutrinos, dark matter, dark energy or gravity), the CosmicNet networks do need retraining, like those of other emulators. However, the task of emulating the source functions is simpler than that of predicting e.g. harmonic power spectra, thanks to the smoothness of these functions and the way the line-of-sight integration already accounts for shifts in the geometry (caused e.g. by curvature or different dark energy models). As a consequence, the CosmicNet strategy involves smaller and simpler networks than other methods, which are faster to retrain – especially when the number of free cosmological parameters increases.

- When the goal is to evaluate only the matter power spectrum, no line-of-sight integral is required and EBS codes only have one bottleneck – precisely the one that CosmicNet is able to remove. Then, already with the CosmicNet strategy, the EBS code is so fast that there is no point in accelerating it further, since the evaluation of the data likelihood would be typically slower. Instead, when the goal is to evaluate harmonic power spectra $C_\ell$, the CosmicNet strategy does not provide such a speed-up as other emulators. Nevertheless, with CosmicNet, the acceleration might be sufficient to reduce the EBS evaluation time below the one of the likelihood evaluation – making further acceleration pointless. Moreover, our hope is to remove the second bottleneck in the future, with a more systematic use of new algorithms (similar to [5]) and high parallelisation schemes on future CPUs.

In this paper, we will often come back to this comparison, and we will discuss the assets of the CosmicNet strategy in more details. In summary, we acknowledge that the use of codes such as CosmoPower or Connect is optimal for several tasks, but we believe that the CosmicNet strategy offers sufficient advantages for being pursued in parallel.

The first version of CosmicNet discussed in [31] and the current released version of CosmoPower [33] only targeted the vanilla ΛCDM model. Within the context of this work we extend the approach to cover non-standard models including the presence of dark radiation, curvature, non-zero neutrino masses, and a time-dependent equation of state for the dark energy. This grants the emulator a much larger flexibility in covering many of the most common inference runs, which typically address one or two-parameter extensions of the vanilla model. Further, the performance of these extended networks in these particular extensions of ΛCDM hints at their stability and usability in more general non-standard scenarios. Finally, compared to our previous CosmicNet I implementation, we propose a reduction in network sizes (allowed by smarter network design), a more efficient interconnection with the remainder of the class code, and a more advanced selection of the training and prediction domains. Altogether, these improvements allow for a much more efficient training and evaluation of
the networks, leading to the final elimination of the numerical solution of the Boltzmann equations as a bottleneck of EBS codes.

Our concrete implementation of the CosmicNet strategy and CosmicNet neural networks is implemented in a new public branch of the CLASS code called CLASSNet available at https://github.com/lesgourg/class_public. We will refer to the original code without neural networks as classFull. Note however that the CosmicNet purposes are very general and could be implemented in other EBSs.

We present the new pragmatic architecture of our neural networks in section 2. We discuss the training strategy employed for these networks in section 3, and show the corresponding performance in terms of accuracy and speed in section 4. We finally conclude our discussion in section 5.

2 A new pragmatic network architecture

As in CosmicNet i, we recognize that the angular power spectra are derived from the line-of-sight approach, and can thus be written as convolutions of the underlying source functions $S(k,\tau)$ with the various radial projection functions.¹ The precise splitting of the source functions among the available radial projection functions is not unique, as different options can be equivalent through partial integration. Within this work, we will base ourselves on the splitting traditionally used in CLASS [37], which includes four source functions. The perturbations occurring in these source functions are typically found from integrating a system of coupled ordinary differential equations [38]. The objective of this work is to provide a fast and effective way of skipping this computational step. Explicitly, we may write (see CosmicNet i or [37])

\[
S_{T_0} = g \cdot (F_0 + \phi) + e^{-\kappa} 2\phi' + (g\theta_b/k^2)', \\
S_{T_1} = e^{-\kappa} k (\psi - \phi), \\
S_{T_2} = g (G_0 + G_2 + F_2)/8, \\
S_P = \sqrt{6} S_{T_2}.
\]

Here $k$ is the comoving wavenumber, $g$ is the visibility function, $\kappa$ is the optical depth, $\phi$ and $\psi$ are the Bardeen potentials, $F_0$ and $F_2$ are the photon temperature multipoles (in the notation of [38]), $G_0$ and $G_2$ are the photon polarization multipoles, and $\theta_b$ is the baryon velocity divergence. All the perturbations that appear in equations (2.1-2.7) are formally transfer functions, that is, perturbations normalised to the initial condition $R = 1$, where $R$ is the usual curvature perturbation. We note that the polarization source function can simply be expressed as $\sqrt{6}$ times the $T_2$ source function, given the equations derived in the optimal hierarchy scenario [39], which have been proven to be quite accurate despite being based on an approximation [40]. In order to also enable the computation of matter power spectra, galaxy power spectra and lensing corrections of the CMB, compared to CosmicNet i we have added the source functions of the matter (m) and cold dark matter+baryon (cb) overdensities as well as the lensing potential. These are simply given, respectively, by

\[
S_{\delta_m} = \delta_m + 3H\theta_m/k^2, \\
S_{\delta_{cb}} = \delta_{cb} + 3H\theta_{cb}/k^2, \\
S_{\phi + \psi} = \phi + \psi.
\]

¹In flat space, these are spherical Bessel functions and their derivatives, while in curved spacetime more general hypergeometric functions need to be used.
Note that the source functions for $m$ and $cb$ overdensities include velocity corrections that make them gauge independent. These corrections are most relevant on super-Hubble scales. Like the others, these two source functions can be convolved along the line of sight with radial functions in order to compute angular power spectra (see e.g., [41]). They can also simply be squared and subsequently multiplied by the primordial curvature spectrum in order to form the three-dimensional linear Fourier power spectrum $P_x(k, z)$ with $x = m, cb$. We could choose a similar approach as in COSMICNET $i$ and use one network per source function, that is, six networks (three for temperature source functions, two for density source functions, and one for the lensing source function). However, building on the experience with COSMICNET $i$, we recognize that the given components can be further decomposed into more fundamental building blocks which are comparatively straightforward (and thus fast) to predict. In particular, splitting the CMB source function components into parts sourced either during recombination or reionization proved extremely efficient. For this purpose, we define a function $g_{\text{reco}}(z)$, which is simply equal to the visibility function $g(z) = -\kappa'(z)e^{-\kappa(z)}$ assuming that there is no reionization. Then, we derive the re-ionization contribution$^2$ as $g_{\text{reio}}(z) \equiv g(z) - g_{\text{reco}}(z)$. Performing the splitting into reco/reio components for $T_0$ and $T_2$, and additionally disentangling the contribution from the integrated Sachs-Wolfe effect (ISW) in $T_0$ gives us a total of nine components that have to be predicted. However, it turns out that the prediction of the components related to large-scale clustering ($\phi + \psi, \delta_m, \delta_{cb}$) are sufficiently similar to be predicted by the same network.$^3$

To summarize, in this work we define nine components that are predicted using seven networks as follows:

$$S_{T_0} = S_{T_0,\text{ISW}} + S_{T_0,\text{reco}} + S_{T_0,\text{reio}}$$

$$= e^{-\kappa} \left( 2\psi' + g_{\text{reco}} \cdot (F_0 + \phi) + (g_{\text{reco}}/k^2)' + g_{\text{reio}} \cdot (F_0 + \phi) + (g_{\text{reio}}/k^2)' \right),$$

$$S_{T_1} = e^{-\kappa} \psi - \phi,$$

$$S_{T_2} = S_{T_2,\text{reco}} + S_{T_2,\text{reio}} = g_{\text{reco}} \left( G_0 + G_2 + F_2 \right)/8 + g_{\text{reio}} \left( G_0 + G_2 + F_2 \right)/8,$$

$$S_x = (1 + \epsilon_x) \cdot A_x \quad \text{with} \quad x \in \{\phi + \psi, \delta_m, \delta_{cb}\}.$$  

Here we explicitly show for each part of each source function the corresponding neural network $[Ni]$ with $i \in \{1..7\}$ that is used to predict it, as well as the analytical approximations $A_x$ for the source functions that further simplify the task for the network (see appendix A). These splittings are motivated by the nature of the underlying perturbations to be predicted, which are explicitly listed for each network below.

$^2$In practice, we compute $g_{\text{reco}}(z)$ and $g_{\text{reio}}(z)$ simultaneously, during a single evaluation of the thermodynamics module of class. Indeed, reionization is implemented as an additive contribution to the ionization fraction ($x_e$) and therefore also to the scattering rate $\kappa' \propto x_e$. Thus one can simply record the value of $x_e$ before adding reionization contributions and use this value to compute $g_{\text{reco}}(z)$. The additional contribution to the ionization fraction from reionization is simply added as $x_e = x_{e\text{reco}} + x_{e\text{reio}}$, with $x_{e\text{reio}}(z)$ defined by the user (by default, it is a hyperbolic tanh function dependent on a power of the redshift, but the CLASS input features several other options).

$^3$Note that the function $\phi'$ needed for $S_{T_0,\text{ISW}}$ should not be aggregated to the same network. Indeed, our network for $\phi + \psi, \delta_m, \delta_{cb}$ is optimised for accurately estimating these functions during structure formation, at redshifts relevant for the computation of power spectra and CMB lensing effects. $\phi'$ needs to be accurately predicted additionally at early times, around and after photon decoupling, in order to compute the early ISW contribution to the temperature spectrum. It is more efficient to assign this task to a dedicated network.
We note that the network predictions are always for a given grid in wavenumbers \( k \) (of size \( N_k = \mathcal{O}(700) \)) and are separately obtained for each time \( \tau \) – that is, \( \tau \) is one of the input parameters to the networks, while the output returns a vector of source functions for all values of \( k \) in the grid. We further point out that the input to all networks always includes at least the cosmological parameters defining a given cosmology (except those relating to the primordial power spectrum), which in our case are explicitly given as:

\[
\text{Cosmo inputs} = \{ \Omega_b h^2, \Omega_m h^2, H_0, \kappa_{\text{reio}}, (\Delta N_{\text{eff}}, \Omega_k, \Omega_\nu h^2, w_0, w_a) \}.
\] (2.13)

Here, the \( \Lambda \)CDM parameters are the physical baryon density \( \Omega_b h^2 \), the physical matter density \( \Omega_m h^2 \) (including baryons, cold dark matter and possibly massive neutrinos), the Hubble parameter \( H_0 \) and the optical depth of reionization \( \kappa_{\text{reio}} \). The additional parameters in parenthesis are related to simple extensions of the \( \Lambda \)CDM model that are commonly considered in the literature: the effective neutrino number corresponding to additional free-streaming dark radiation \( \Delta N_{\text{eff}} \), a curvature density fraction \( \Omega_k \), some dark energy equation of state in the CLP expansion characterized by \( w(z) = w_0 + w_a(1-a) \) \[42, 43\], and finally the physical density of massive neutrinos \( \Omega_\nu h^2 \approx \sum m_\nu/(93.14 \text{eV}) \) related to the sum of neutrino masses (see \[28\] for a more detailed description of these extensions). Compared to COSMICNET, we added the last five parameters to demonstrate the flexibility of the underlying network architecture in predicting any non-\( \Lambda \)CDM cosmology. This list of input parameters can in principle be simply expanded by any additional desired parameter.

Our networks are designed to output the source functions for a discrete set of wavenumbers \( k \). This set needs to be chosen with care, since it should be adequate for all cosmologies, while \textsc{class} usually computes such an array for each cosmological model. Indeed, \textsc{class} includes a sophisticated algorithm that spaces the \( k \) values in order to densely sample regions in which the source functions are important and quickly-varying, and less densely sample regions in which they are subdominant or slowly-varying. Thus, when executing the \textsc{class}-\textsc{FULL} code, each cosmology leads to a different \( k_{\text{min}}, k_{\text{max}} \) and a different set of intermediate values. Our strategy is to let \textsc{classNet} adopt a fixed optimal \( k \) grid by comparing the grid of all models in the training set and building a unique conservative grid out of these.\(^5\)

We will now go through each network and summarize their input, output and architecture. The input always consists of at least the above “Cosmo inputs” plus conformal time \( \tau \). When relevant, we rescale \( \tau \) by \( \tau_{\text{reio}} \) (or \( \tau_{\text{reco}} \)), because some source functions oscillate with a phase that is set by \( \tau_{\text{reio}} \) (or \( \tau_{\text{reco}} \)): using the rescaled input variable \( \tau/\tau_{\text{reio}} \) (or \( \tau/\tau_{\text{reco}} \)) reduces the dependence of such source functions on cosmology. On top of this, since neural networks can efficiently handle redundant input, we may pass additional quantities. Our strategy for the definition of the input results from trying several options and selecting those which give the best compromise between training time (for a given targeted accuracy) and evaluation time:

\(^4\)We adopt here some common notations for the cosmological parameters. The correspondence with usual \textsc{class} names is given by \( \Omega_b h^2 = \text{omega}_b, \Omega_m h^2 = \text{omega}_m, H_0 = H_0, \kappa_{\text{reio}} = \tau_{\text{reio}}, \Omega_k = \Omega_k, w_0 = w_0, w_a = w_a, \Omega_\nu h^2 = \text{omega}_\nu h^2, \Delta N_{\text{eff}} = \text{Neff}, \kappa_{\text{reio}} = 3.044 \). The conversion to \( N_{\text{ur}} \) depends on the assumed number of neutrinos. For our default choice of three neutrinos, \( \Delta N_{\text{eff}} = N_{\text{ur}} = 0.00641 \).

\(^5\)More precisely, \textsc{classNet} identifies three \( k \)-grids in the training set: the one with the smallest \( k_{\text{min}} \), the one with the largest \( k_{\text{max}} \), and the one with the largest number of values. It then defines a fixed \( k \)-grid containing all the values of the latter grid, completed by a relatively dense logarithmic sampling of values on each edge, down to \( k_{\text{min}} \) and up to \( k_{\text{max}} \).
• First, we may pass some functions of time – derived at negligible computational cost by the background or thermodynamics modules of class – that match some expected behavior of the source functions, and thus make their prediction easier. Together with $\tau$, $\tau/\tau_{\text{reio}}$, or $\tau/\tau_{\text{reco}}$ these functions constitute the “Tau input” of each network.

• Second, in order to ease the task of each network, we may pass explicit analytical approximations to the targeted source functions. In CosmicNet 1, we relied massively on this approach for the CMB networks. The drawback is that this strategy leads to large $k$-dependent input vectors, and thus to wide networks that are slow to evaluate. In this work, we found that omitting such approximations leads to a better compromise for all CMB source functions. The new networks are much shallower and faster to evaluate. For the particular network used to predict $(\delta_b, \delta_{\text{cdm}}, \phi + \psi)$ and derive large scale structure observables, we do have at our disposal some efficient analytical approximations. However, we do not pass them as input to the network: instead, we ask the network to predict only the ratio between the true and the approximate source function, as detailed in Eq. (2.11).

Note that, as is common for any deep neural network, we employ a non-linear activation function, in our case the leaky ReLU:

$$LReLU(x) = \begin{cases} x & x \geq 0 \\ \beta x & x < 0 \end{cases}$$

(2.14)

with $\beta = 0.25$ as has been shown in CosmicNet 1 to provide optimal performance for our purpose. In the following we provide an explicit list of network layouts and input quantities.

**Network [N1] ($T_0$ ISW):** For the network [N1], the source function that should be predicted corresponds to most of the ISW effect (network [N4] contains a sub-dominant ISW contribution. Indeed, while [N1] captures the contribution of the ISW when both potentials would be equal, [N4] captures the difference of the potentials sourced by anisotropic stress). The network target and input read

$$T_0, \text{ISW} = 2\phi', \quad \text{Tau inputs} = \{\tau, D(\tau)\},$$

(2.15)

where $D(\tau)$ is the scale-independent growth function of matter density fluctuations for the given cosmology. This source function has comparatively a simple behavior and a small contribution to the final temperature spectrum. Thus, in practice, we found that a very small and fast network could be adopted without significant loss of accuracy. The layout is displayed in fig. 1. We choose a deep feed-forward neural network which only takes as input the parameters of eq. (2.13) and the two $\tau$-dependent numbers of eq. (2.15). These inputs are separately fed into two fully connected layers of sizes 100 and 250, and then combined into a single 300 neuron layer. One more layer is imposed between that layer and the output layer. The former layers both have the same width, given by the dimension $N_k$ of the wavenumber grid. For this network, all the values of $\tau$ at which CLASS needs to store the source functions (for future use by other modules) are considered for the loss, which is defined as a mean square against the true $2\phi'$.

**Network [N2] ($T_0$ reco):** The network [N2] is designed to capture all non-ISW effects for the $T_0$ source function that arise from recombination. Explicitly, this means that it attempts to model the intrinsic, Sachs-Wolfe, and Doppler contributions with the following input:

$$T_0, \text{reco} = g_{\text{reco}}(F_0 + \phi) + \delta_r(g_{\text{reco}} \theta_r)/k^2, \quad \text{Tau inputs} = \{\tau/\tau_{\text{reco}}, g_{\text{reco}}(\tau), g'_{\text{reco}}(\tau), e^{-\kappa(\tau)}\}.$$  

(2.16)
Interestingly, we found that further splitting the function into sub-components did not increase computational efficiency, as each of the components is approximately as difficult to predict as their composition. We further note that the contribution from this source function peaks around recombination due to the \( g_{\text{reco}}(\tau) \) function and can be ignored for \( \tau > 4 \cdot \tau_{\text{reco}} \) (this is around \( \sim 5\% \) of \( \tau_0 \) in a standard ΛCDM cosmology), saving a good amount of computational resources. This is particularly important since the underlying components of this source function are highly oscillatory around recombination, transitioning from tightly coupled baryonic acoustic oscillations to the decoupled regime. As a first order approximation, one could expect the function to simply behave as \( \sin(kr_s)e^{-k^2/\bar{k}^2_D} \) as expected at leading order in perturbation theory. However, in practice the transition into the decoupled regime strongly impacts the shape of the oscillations, leading to frequency shifts and non-trivial damping. As such, the modeling of this source function requires the most advanced networks employed within this work.

A layout of the network \([N2]\) is displayed in fig. 2. Essentially, the output arises from the combined prediction of three networks. A first network attempts to predict a best-fitting oscillatory function with a given phase, amplitude, and damping (see details below). A second network takes care of predicting the overall offset of the zero point of acoustic oscillations, using a very smooth spline function that is simply added on top. Finally, a third correction network takes care of the remaining deviations of the assumed functional shape from the true result which cannot be captured by the previous two networks.

The first network tries to predict the parameters \( n_i \) (phases), \( a_i \) (amplitudes), and \( d_i \) (damping) of the following analytical approximation to the source function:

\[
T_0 \text{ reco} \simeq \left[ a_1 \cos(n_1 + k r_s (1 + n_2) + k^2 n_3) + a_2 \text{sinc}(k r_s (1 + n_4) + k^2 n_5) \right] \cdot \exp(-k^2/\bar{k}^2_D),
\]

where \( \text{sinc}(x) = \sin(x)/x \), and the damping is computed as \( \bar{k}^2_D \simeq k^2_D (1 + d_1) \). Here \( r_s \) is the sound horizon of the given cosmology, whereas \( k_D \) is an approximation for the damping scale. Both of these quantities are computed within the CLASS thermodynamic module.\footnote{These quantities are defined by CLASS as \( r_s = \int_0^{\tau_{\text{reco}}} d\tau \, c_s \) and \( k_D^{-2} = \left[ \int_0^{\tau_{\text{reco}}} d\tau \, \frac{R^2 + 16/15(1+R)}{(1+R)^2} \right] \), where \( \tau_{\text{reco}} \).}
This approximation is basically an extension of the results predicted at leading order in perturbation theory, which would correspond to \( n_i = d_i = 0 \) (see e.g. equation (5.57) in [44]). We additionally allow for a running of the frequency with wavenumber (\( n_i \neq 0 \)) and a correction to the damping scale (\( d_1 \neq 0 \)).

In principle the cosmological parameters and all relevant time-dependent information listed in eq. (2.16) could be passed to all networks. In practice, we found that for the spline network only information about \( \tau/\tau_{\text{reco}} \) is relevant. The other networks do profit from the additional information contained in \( g_{\text{reco}}(\tau), g'_{\text{reco}}(\tau), e^{-\kappa}\tau \).

The second network takes care of predicting the offset of the acoustic oscillations caused mainly by gravitational forces on baryons. Analytically, at leading order, we expect this offset to be given by \(-R \phi\), but we do not impose this assumption. We define \( N_{\text{spline}} \) nodes equally spaced in \( k_{1/3} \) between \( k_{\text{min}} \) and 0.6 Mpc\(^{-1}\), such that small \( k \)'s are more efficiently sampled. The role of the network is then to predict \( N_{\text{spline}} \) interpolation coefficients. We find that with \( N_{\text{spline}} = 12 \) the network nicely capture the full offset in the relevant range.

The third network simply predicts a correction factor at each point in the \( k \)-grid. Thus its final layer has a width of \( N_k \). Note that the second and third network are technically degenerate. However, we do not train them simultaneously. During the first four training epochs, we only train the first (approximation) and second (spline) networks, while the third network is de-activated. In the remaining epochs, we keep the spline network approximately fixed through a small learning rate (see section 3.3), and we keep training only the first (approximation) and third (correction) networks.

**Network [N3] (T\(_0\) reio):** The network [N3] is designed to capture all non-ISW effects for the \( T_0 \) source function that arise from reionization in the late universe. Explicitly, this means that it attempts to model

\[
T_0 \text{ reio} = g_{\text{reio}}(F_0 + \phi) + \partial_\tau (g_{\text{reio}} \theta_b)/k^2 \quad \text{Tau inputs} = \{ \tau/\tau_{\text{reco}}, g_{\text{reio}}(\tau), g'_{\text{reio}}(\tau), e^{-\kappa}\tau \} .
\]  

(2.18)

It should be noted that at late times during reionization the photon overdensity contribution \( F_0 \) is sub-dominant compared to the gravitational potential \( \phi \) as well as the baryon velocity \( \theta_b/k^2 \). The latter are almost completely driven by the growth of cold dark matter fluctuations during structure formation. Thus the \( k \)-dependent shape of the source function

\[ \hat{c}^2 = \frac{1}{3(1 + R)} \]

is the location of the peak of the visibility function \( g_{\text{reco}}(\tau) \), \( c_s^2 = \frac{1}{3(1 + \rho_\gamma)} \) is the sound speed of the photon-baryon fluid, and \( R = 4\rho_b/3\rho_\gamma \) is the baryon loading.
Figure 3: Same as fig. 1, but for the network \([N3] (N_k)\).

Figure 4: Same as fig. 1, but for the network \([N4] (N_k)\).

is relatively simple and a small and fast network structure suffices (see figure 3). Moreover, due to the vanishing of this source function at early times, the network is only computed for \(\tau \geq 0.6 \cdot \tau_{\text{reco}}\), saving another significant amount of computational work.

Network \([N4] (T_1)\): The network \([N4]\) is designed to capture the \(T_1\) source function, which in Newtonian gauge is simply

\[
T_1 = \psi - \phi, \quad \text{Tau inputs } = \{\tau\}.
\] (2.19)

In absence of decoupled ultra-relativistic species, the two metric fluctuations would be exactly equal and this function would vanish. However, decoupled neutrinos and photons have a small shear stress that lead to \(\phi \neq \psi\) and alters sub-dominantly the overall ISW effect. On the one hand, the shear oscillation pattern as a function of \(\tau\) and \(k\) is rather complicated. On the other hand, high precision on \(T_1\) is not necessary in order to achieve a good accuracy in the final predicted observables. Thus we can keep this network as small and fast as the previous one (see figure 4).

Network \([N5] (T_2 \text{ reco})\): The network \([N5]\) is responsible for computing the contributions to the \(T_2\) source function arising from recombination. Explicitly, this is

\[
T_2 \text{ reco} = (G_0 + G_2 + F_2)/8, \quad \text{Tau inputs } = \{\tau/\tau_{\text{reco}}\}
\] (2.20)

with the usual \(F_\ell\) and \(G_\ell\) from [38]. Note that we do not include \(g_{\text{reco}}\) in the definition, unlike for \(T_0 \text{ reco}\) (see eq. (2.11)). We actually noticed that the sharp cutoff introduced by \(g_{\text{reco}}\) made the source function harder to compute. A similar factorization is of course not possible for the \(T_0\) source function due to the term proportional to \(g'(z)\theta_b/k^2\).
The modeling of the polarization multipoles $G_\ell$ in principle requires a complicated network structure similar to the [N2] network above. However, in this case even a relatively simple network architecture managed to vastly outperform more complicated architectures based on analytical approximations (similar to [N2]). The reason is that the polarization multipoles are sourced only indirectly through the higher photon temperature multipoles (in particular $F_2 = 2\sigma_\gamma$), leading to a simpler and more regular oscillatory structure of the perturbations. Furthermore, in this case the time pre-factor can be factorized and needs not be modeled independently. Note that while for the temperature autocorrelations the contribution from the $T_2$ source function is notoriously subdominant, it is the only (and hence dominant) component for the E-polarization autocorrelation spectra. In the end, we found that a medium size and fully connected feed-forward network provides the best performance while allowing for sufficient accuracy. The layout of this network is displayed in fig. 5. By only computing the network at $\tau \leq 4 \cdot \tau_{reco}$, one can save again a considerable amount of computational resources.

**Network [N6] (T2 reio):** The network [N6] predicts contributions to the $T_2$ source function arising from reionization. Explicitly, we write

$$T_2\ reco = (G_0 + G_2 + F_2)/8 , \quad \text{Tau inputs} = \{\tau/\tau_{reio}\} \quad (2.21)$$

Note that this is completely the same as for the [N5] network. Both networks are only differentiated by the times $\tau$ at which they are predicted (and thus the times for which the loss is computed). This splitting is relevant because the function $G_0 + G_2 + F_2$ behaves very differently around recombination and reionization.

Unlike the baryon velocity or the metric potential, the photon shear and polarization multipoles remain highly oscillatory even until late times. However, like for the [N5] network, it turns out that even an extremely small network is able to vastly outperform more complicated configurations (see figure fig. 6.). In this case, the network is only evaluated at $\tau \geq 0.6 \cdot \tau_{reio}$ in order to save computational resources.

**Networks [N7]:** The network [N7] is designed to predict both weak lensing observables (such as the lensing potential angular power spectrum used for CMB lensing) and the matter power spectrum. This feat is possible due to the Poisson equation relating metric fluctuations and matter overdensities, which allows for a single network to predict multiple functions. Additionally, unlike in the previous networks, here we explicitly use analytical approximations.
of the expected result. The network is only meant to predict the relative difference between the true source functions and their analytical approximation. This considerably eases the task of the network, whose output is a smooth function varying within a small range, unlike the source functions themselves that span several orders of magnitude.

The targeted source functions are the lensing potential $\phi + \psi$ and the matter overdensities $\delta_m$ and $\delta_{cb}$. In this case, there is only one time-dependent input $\tau$ in addition to the cosmological parameters. As apparent from fig. 7 the network that predicts all three source functions can be made surprisingly simple due to the relatively predictable behavior of the source functions.

Since the targeted source functions vary by many order of magnitudes throughout time and wavenumber, instead of evaluating the loss based on absolute differences between the predicted and true source functions, we use a mean-squared error on the relative deviation between them.

For the analytic approximations, we use the Hu & Eisenstein transfer functions $T_m$ and $T_{cb}$ of reference [45]. Note that these transfer functions are normalized differently than the CLASS ones. We thus need to re-normalize them in a way that we detail in Appendix A. Additionally, the Hu & Eisenstein approximation applies to the $\Lambda$CDM model extended to spatial curvature and massive neutrinos. We also describe in Appendix A how to extend their range of validity to models with arbitrary relativistic degrees of freedom and dynamical dark energy.

**Notable differences with respect to CosmicNet I** We point out that the network architecture presented in this work has dramatically changed compared to CosmicNet I. This is a result of various different advancements in understanding the problem.
First, we recognized that the convolutional neural networks used in CosmicNet are relatively slow compared to fully connected deep networks. The use of convolutional neural networks was motivated by correlations between local features in the data. This correlation exists, but deep fully connected networks simply outpaced the convolutional networks for this particular task.

Furthermore, we tried to reduce all networks to simple (and thus fast) designs, abandoning the cumbersome pre-computation of Bessel functions and sines or cosines that was adopted in CosmicNet. This allowed for a great speedup of the network execution and training time necessary to cover the extended parameter space of this work. For this reason, we traded off between the complexity in implementation (corresponding almost directly to execution speed) and the accuracy of the approximations passed to the networks in order to reach a maximally accurate and fast network architecture. We believe that the current network design is very efficient and worth publishing as such. Still, we remain confident that future iterations on the network architecture might lead to further simplification and speedup.

3 Training strategy

In this section we explain how the networks that will be released together with this work have been trained. We also provide a documentation/tutorial of the code in appendix D, where the user can find notes on how to train their own networks.

3.1 Domain/Parameter space

The training region should be sufficiently large to contain combinations of cosmological parameters relevant for most parameter estimations from current data. However, a larger covered parameter region will also require larger networks (with more weights and longer training/execution times) to achieve a given desired accuracy. Therefore, the training region must be adjusted in such way to provide a good balance between small networks that are rarely used during parameter estimation, and frequently used but rather large networks. This means that we must first define a set of likelihoods that we want to sample efficiently with classNet, and then infer an optimal training domain. During an MCMC exploration of the parameter space, when a model falls outside of the trained domain, the code defaults to the solution of the full ODEs, that is, classFull is used instead of classNet. As long as this occurs rarely, the incurred penalty in execution time is minimal. Thus, our goal is to design the trained domain in such a way that – in an MCMC run based on the least constraining likelihoods in our set of “relevant likelihoods” – most chain points belong to the trained domain, but not necessarily all points.

Including extended cosmological models

In CosmicNet, we only trained our networks within the framework of the minimal ΛCDM model, that is, with only four relevant cosmological parameters \( \{\Omega_b h^2, \Omega_m h^2, H_0, \kappa_{reio}\} \). We considered the Planck 2018 [28, 46, 47] likelihood as the standard (least-constraining) likelihood defining the physically-allowed region, and used it to delineate the boundaries of our domain. 

\(^7\)The \( T_\theta \) network is the only one that could not be radically simplified. As we shall see in section 4.1.2, it has a large contribution to the overall execution time.
In this work, we enlarge the parameter space to account for extended cosmologies with additional free parameters \( \{ \Delta N_{\text{eff}}, \Omega_k, \Omega_\nu h^2, w_0, w_a \} \). We apply bounds to exclude unphysical regions from the training and validation domains. In the current release of our networks, these bounds are

\[
\begin{align*}
  w_0 + w_a &\leq -\frac{1}{3} , \\
  \Delta N_{\text{eff}} &\geq 0 , \\
  \Omega_\nu h^2 &> 1.70698158 \cdot 10^{-5} , \\
  \kappa_{\text{reio}} &> 0.004 .
\end{align*}
\]

Note that in principle one could relax the first bound to \( w_0 + w_a \leq 0 \) only (to avoid unphysically large contribution of the dark fluid perturbations). Note also that we only consider models with enhanced radiation density, \( \Delta N_{\text{eff}} \geq 0 \), and not scenarios with some entropy release or low-temperature reheating potentially leading to \( \Delta N_{\text{eff}} \leq 0 \). The lower bound on \( \Omega_\nu h^2 \) just comes from taking the limit \( m_\nu \to 0 \) for neutrinos with a standard decoupling history and temperature evolution. Finally, the lower bound on \( \kappa_{\text{reio}} \) comes from the value of the optical depth \( \kappa(z) \) at the redshift at which \( \kappa_{\text{reio}} \) is usually computed, \( z = 40 \), in a scenario with no reionization at all and with cosmological parameters close to the Planck best fit. The precise values of these limits are not particularly important, since the code automatically switches to the \texttt{classFULL} mode outside of the validation domain.

If we only used Planck 2018 as our least constraining likelihood, the training domain would include values of \( \{ \Omega_k, w_0, w_a \} \) that are very strongly excluded by current BAO and SNIa data, due to the existence of “geometrical degeneracies” at the level of CMB observables. We prefer to make the networks more efficient at the cost of reducing their scope. For this purpose, we include BAO and supernovae data in our least constraining data set. If our scheme is efficient in the Planck+BAO+SNIa case, it will be even more efficient for any joint fit with additional or more recent data sets, as long as those are not in strong tension with Planck+BAO+SNIa. More precisely, we infer our training domain from the following experimental data:

- Cosmic Microwave Background (CMB) data from the 2018 release of the Planck survey, including low-multipole TT + EE and high-multipole TT + TE + EE polarised data [46], together with the Planck 2018 CMB lensing power spectrum reconstruction [47].

- Baryonic Acoustic Oscillations (BAO), in particular those used as external data in the Planck 2018 release, combining data from the 6df Galaxy Survey [48], SDSS DR7 Main Galaxy Sample [49] and the BAO power spectrum from SDSS DR12 [50].

- The Pantheon Supernova (SN) type Ia sample data [51] (including data from the Pan-STARRS1 (PS1) Medium Deep Survey).

We stress again that the role of the BAO+SNIa data set is mainly to restrict the training domain to plausible values of \( \{ \Omega_k, w_0, w_a \} \). We will see later that our networks are still efficient and accurate when fitting Planck data alone with the minimal \( \Lambda \)CDM model. We also remind the reader that, in runs featuring either a less constraining data combination or some data in tension with Planck+BAO+SNIa, \texttt{class} will automatically switch to the \texttt{classFULL} mode for any model outside of the training region, while for models within the training region the benefit of using the networks will remain.
A new pragmatic training domain

In COSMICNET I, the trained domain consisted in a hypercube based on the Planck 2018 [28, 46, 47] best-fit value $\hat{x}_i$ and standard deviations $\sigma_i$ for each parameter $x_i$. The cube was centered at $\hat{x}_i$ with width $10\sigma_i$. However, due to correlations between parameters, only a small fraction of the entire cube was usually explored during parameter estimation. Thus, the network of COSMICNET I were relatively deep and long to train, but most of the trained region was never used.

Here we propose a more efficient scheme based on an ellipsoidal (rather than cubic) domain. We focus on a Gaussian approximation to the Planck+BAO+SNIa likelihood around its best-fit model. Explicitly, we can define a difference in log likelihood (or equivalently in $\chi^2$ values) as

$$\Delta \chi^2 = (x - \hat{x})^T C^{-1} (x - \hat{x}) ,$$

where $x$ is the vector of parameters, $\hat{x}$ the best-fit of Planck+BAO+SNIa, and $C$ is its covariance matrix (see below).

Given the well known properties of multi-variate Gaussian distributions, it is possible to show that a value of $\Delta \chi^2$ greater than some threshold $T$ has a certain probability $p$ to occur during sampling. By adjusting this threshold $T$, we can define a region that the sampling algorithm is very unlikely to leave. To derive a reasonable threshold, we adjust the threshold to get a “theoretical” fallback probability of $5.7 \cdot 10^{-7}$ (this corresponds to $5\sigma$). In practice the likelihood is not perfectly Gaussian (violating eq. (3.5)) and we impose additional bounds on the parameters (see eqs. (3.1) to (3.4)), such that in practice the fraction of points for which CLASSFULL needs to be used in a fit to Planck+BAO+SNIa data is closer to $7.0 \cdot 10^{-3}$ for the model with all parameters of eq. (2.13).

Applying this threshold to equation eq. (3.5) defines our region of validity for CLASSNET. Outside of this hyperellipsoid, our code automatically switches to the CLASSFULL mode. Note that while our networks only depends on 9 cosmological parameters (as in eq. (2.13)), the full model that we fit to Planck+BAO+SNIa in order to compute a covariance matrix includes two additional parameters $\{A_s, n_s\}$ for the primordial power spectrum. The covariance matrix that we use in equation eq. (3.5) is the 9-dimensional sub-matrix that corresponds to a marginalisation over $\{A_s, n_s\}$. Given that we want to avoid discontinuities and inaccurate predictions at the edges of this hyperellipsoid, we conservatively extend the training region to $6\sigma$ (a threshold of $\Delta \chi^2 = 59.13$ with 9 dof), while we keep the region of validation, testing and execution of the final network at the aforementioned $5\sigma$ level ($\Delta \chi^2 = 46.12$ with 9 dof).

---

8The cosmological parameters at the best-fit model are given by $H_0 = 68.9 \text{ km/s/Mpc}$, $\kappa_{reio} = 0.0494$, $\Omega_b h^2 = 0.0224$, $\Omega_m h^2 = 0.144$, $\triangle N_{eff} = 0.066$, $\Omega_k = -9.66 \cdot 10^{-5}$, $\Omega_r h^2 = 2.75 \cdot 10^{-4}$, $w_0 = -0.944$, $w_a = -0.281$, $A_s = 2.079 \cdot 10^{-9}$, $n_s = 0.971$.

9The way we determine a “theoretical” threshold given a probability of fallback is based on the multivariate Gaussian approximation of eq. (3.5). If all parameters were truly Gaussian distributed, then the $\Delta \chi^2$ would be distributed according to the $\chi^2$ distribution. Then, given the cumulative probability distribution $F_D(x)$ of the chi square distribution with $D$ degrees of freedom, one simply has $T(p) = F_D^{-1}(p)$ for a parameter space of $D$ dimensions. When referring to the hyperellipsoid in terms of $\sigma$, we refer to the corresponding probability $p = \text{erf}(s/\sqrt{2})$ (e.g. for $2\sigma$ the $p \approx 95.4\%$) and the corresponding parameter space inside the threshold $T(p)$. 
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3.2 Training Data

To obtain training and validation data sampled evenly in the training and validation regions, we use a Latin Hypercube Sampling (LHS) of the 9-dimensional hyperellipsoid outlined above in section 3.1. To achieve this, we calculate eigenvectors and eigenvalues of the covariance matrix $C$ and sample an axis-aligned hyperellipsoid whose lengths are given by the eigenvalues. This is done by an adapted LHS algorithm which discards sampled points outside the ellipsoid for every sampled dimension. After sampling we use the eigenvectors of $C$ to transform this set back from the eigenspace to the parameter space.\[^{10}\]

With this method, we sampled 9,979 points for training in the training region, 980 points for validation in the validation region, and 994 points for testing in the validation region. The training and validation samples are rather small compared to other emulators\[^{52}\], making the training faster. However, we will see in the next sections that this is sufficient for reaching a good accuracy, thanks to our overall strategy and network design.

On a technical side, we want to note here that the targeted 6σ training-hyperellipsoid requires to start from a hypercube slightly wider than 12σ along each parameter axis. This surprising fact can be derived by using eq. (3.5) and checking explicitly what is the maximal value of $x_i$ that a given parameter can reach.\[^{11}\] A probability of 6σ corresponds to $\Delta \chi^2 \leq T = 59.13$ in nine dimensions. The maximal extent of a parameter in one direction is simply $\sqrt{T} \sigma_i$ (see footnote), and thus we have $x_i - \hat{x}_i \approx 7.689 \sigma_i$, which corresponds to a cube with width 15.3σ (and not 12σ as one could have naively expected).

We then use class to calculate the training and validation data, i.e. the input/output for each training and validation point. However, for each model, we do not need to go through all the class modules, since we only need to emulate the source functions. Thus, we can stop class after the perturbations module and save the source functions and all other relevant parameters (like the array of conformal times or the growth factor). This enables a significant reduction in training time.

3.3 Training Hyperparameters

For any deep learning application, the precise layout and training history of the networks is subject to a few choices encoded in parameters commonly called “hyperparameters”. These should be optimized to increase the speed and accuracy of the network. For many hyperparameters in our networks (such as the size and number of each hidden layers), we have performed exhaustive grid or random search optimization. For some other parameters, we simply relied on few simple tests or intuition.

\[^{10}\]With this method, it is not immediately guaranteed that we will achieve a given desired number $M_{\text{target}}$ of training, validation, or testing points, especially since the hyperellipsoid is also cut by the parametric constraints outlined in section 3.1. However, a simple approach can enable us to get roughly the desired number of points. To estimate the volumetric fraction of points within the hypercube that also lie inside the cut hyperellipsoid, we draw a first sampling of the hypercube with $N$ points, of which only $M$ points are accepted. We then repeat the process with $N' = (N/M)M_{\text{target}}$, which yields a number of accepted points of the order of $M_{\text{target}}$. After a few iterations of this type, we obtain a LHS of the hyperellipsoid with approximately $M_{\text{target}}$ points. These iterations over an LHS algorithm take a negligible amount of time.

\[^{11}\]Noting that the covariance matrix $C$ is positive definite and symmetric allows us to write it as $C = QQ^T$ with the orthogonal matrix $Q$ ($Q^T = Q^{-1}$) and the diagonal matrix $D$. Then we can write the transformation $x = \hat{x} + QDz$, which allows us to write eq. (3.5) simply as $z^T C^{-1} (x - \hat{x}) = \Delta \chi^2 \leq T$. By using the theory of Lagrange multipliers and constrained optimization, we can find that the minimum/maximum value reached by some $x_i$ is simply $\nabla \left[ \pm x_i - \lambda (z^T \cdot z - T) \right]$. This results in solutions of the form $z_k = \pm \sqrt{\lambda} Q_{ik} D_i / \sqrt{\sum_j Q_{ij}^2 D_j}$, which after using $C_{ii} = \sigma_i^2 = \sum_j Q_{ij} D_j$ gives $z_k = \pm \sqrt{\lambda} Q_{ik} D_i / \sigma_i$. Undoing the transformation, we find finally $x_i = \hat{x}_i + Q_{ij} D_j z_j = \hat{x}_i \pm \sqrt{\lambda} \sigma_i$, leading to a total extent of $2\sqrt{T}$.\[^{10}\]
All our networks are trained for 40 epochs. As stated in section 2, the loss function is defined as a mean square difference between the predicted and targeted source functions $S_X(k, \tau)$ at each discrete point in the $(k, \tau)$ grid. The loss is only computed above the minimal physical wavenumber $k_{\text{min}}$ of each cosmological model, which depends on spatial curvature (see Appendix A.3 for details). The training strategy includes a choice of hyperparameters defining the learning rate.

Learning rate

For the adjustment of the learning rate during training, we use the Adam optimizer [53]. We also use batch learning, which means that, during each epoch, the networks are trained on a subset of the training set called a batch of data. Ideally, each batch would contain a combination of different cosmologies and of different conformal times $\tau_i$. However, for the purpose of this work, it was much faster to include in each batch a single cosmology (but all time slices $\tau_i$). However, the source functions vary strongly with cosmology (in particular, due to acoustic oscillation patterns). Thus this batch learning strategy may result in an oscillatory behaviour of the training/validation loss with each batch, and potentially a slow convergence of the networks. To enforce a limited training time, we decrease the learning rate exponentially as a function of the number of epochs $e$, even before the automatic decrement set by the Adam optimiser. We checked that this exponential decay enhances the performance of our training, although at the expense of freezing out the networks earlier, and not being able to reach arbitrarily high accuracy. In practice, we decrease the learning rate of each network as a function of epoch $e$ as $\exp(-e/8)$, excepted for two cases.

Repeated training

Given the above discussion on the learning rate, it is expected that different trainings with different randomly initialized initial weights will tend towards different local minima or stationary points of the loss. As a workaround, for the two networks [N2] and [N5] with the largest contribution to the loss (corresponding to $T_0$ reco, no, isw $T_2$ reco), we restarted the learning process ten times with the same hyperparameters. For the selection of the final network, we use a variety of tracers of performance, such as the validation loss, cuts through posteriors of the likelihood, and full MCMC contours. The reason for this more complex approach is that the validation loss alone does not well capture all kinds of systematic shifts in the source spectra, such as those causing a $n_s$-like tilt in the final power spectra. Incorporating a sensitivity to such shifts into the loss is left for future work. Our method for investigating cuts through the posterior, presented in appendix C.2, allows us to quickly notice if the hyperparameters of CLASSNET cause such systematic shifts. We additionally cross-check with a single MCMC chain for the full 11 dimensional model once a candidate network (with low validation loss and without significant deviations in the posterior) has been found. We recommend that, when the networks of CLASSNET are retrained, such a posterior cut (or full Bayesian sampling) is also performed in order to ensure that they reach at least the same accuracy as our original released networks.

---

12 Except for [N7] where a relative mean square loss is used.

13 In the network [N2] ($T_0$ reco), after epoch $e = 5$, we keep the spline network fixed, in order to be able to start the training of the correction network; then, we decrease the learning rate of the correction network as $\exp(-(e - 5)/8)$. In the network [N7], the multiple simultaneous outputs favor a slightly faster decaying learning rate, and we adopt $\exp(-e/5)$ instead of the default $\exp(-e/8)$. We leave a more advanced batch selection (allowing to abandon the forced decrement in the learning rate) to future work.
4 Results

In order to fairly evaluate the performance and accuracy of classNet, we have to fix a given set of cosmological and precision parameters for both classNet and classFull. As such, we assume in all calculations three massive degenerate neutrinos with $N_{\text{ncdm}}=1$ and $\text{deg}_{\text{ncdm}}=3$. The total mass of the neutrinos is specified through the input parameter $\Omega_{\nu} h^2$, that represents the total neutrino density today. Variations in the effective neutrino number $N_{\text{eff}}$ are implemented through another input parameter accounting for extra ultra-relativistic degrees of freedom (beyond the LCDM standard prediction $N_{\text{eff}}=3.044$). We also compute the source functions up to the wavenumber $k_{\text{max}}=100 \, \text{Mpc}^{-1}$. In the case of requesting all outputs, we pass to class the parameters 'output': 'tCl, pCl, 1C1, mPk' and 'lensing': 'yes', while if we consider only the matter or CMB+baryon power spectra we set instead 'output': 'mPk'.

In section 4.1 we first investigate the performance of the classNet code, and continue to discuss the accuracy in section 4.2 for the underlying source functions, in section 4.3 for the observable power spectra, and in section 4.4 for the full parameter inference pipeline.

4.1 Performance

4.1.1 Speedup of the perturbation module

To judge the efficiency of the NN implementation, one should do a timing of only the replaced class modules (in this case the perturbations module). Of course, the speedup of this module does not directly translate to a speedup of the complete class calculation. Indeed, when harmonic spectra ($C_\ell$s) are requested, the transfer module of class is still a bottleneck, putting a lower bound on the evaluation time of classNet. We recall that speeding up the transfer module separately (by means of new parallelization schemes and new strategies for carrying out the time-consuming line-of-sight integrals) is still in progress: thus it is interesting to focus on the performances of the perturbations module only. However, we will also discuss the speedup of the complete class calculation further below.

The classFull perturbations module and the networks implemented in PyTorch for classNet both support multi-core parallelism. Thus we computed the speedup factor for different numbers of threads $N_{\text{threads}}$. While the training of the networks took place on a GPU, we chose to evaluate them on the CPU to generate our benchmarks, since this allows for a fairer comparison to classFull (which does not support GPU parallelization) and we cannot reasonably assume that the machines on which the MCMC will be run must have a GPU. This also implies that our speedup factors are conservative, as the GPU performance of the deep networks is considerably faster than the CPU performance. We perform these benchmarks on an Intel(R) Xeon(R) Gold 6140 CPU @ 2.30GHz CPU with 18 physical cores; while this CPU does support hyperthreading, we chose to only display the benchmarks for physical core numbers (and indeed, increasing the number of threads beyond 18 does not yield significantly different results). Note that a given sampler will usually run multiple instances of class in a MPI-parallelized way, which implies that a linear scaling to a larger number of cores is not necessarily an important issue.

\[ k_{\text{max}} = 100 \, \text{Mpc}^{-1} \]

We achieved this by always setting the input parameter 'Pk_max 1/Mpc' to 100 in classNet. This means that not only the $(\delta_\text{m}, \delta_\text{ch}, \phi + \psi)$ source functions but also the CMB source functions are computed up to $k_{\text{max}}=100 \, \text{Mpc}^{-1}$. This may sound as a waste of resources, since the calculation of the CMB $C_\ell$ spectra only depends on $k < 0.6 \, \text{Mpc}^{-1}$ (with default precision). However, at large $k$, CMB source functions are negligible and thus easy to predict: the inclusion of large $k$ values does not slow down the training of our networks in any significant way.
Figure 8: Execution times when \textsc{class} is used to compute all CMB spectra plus the matter and baryon + CDM power spectra. \textbf{Left:} Average time spent in the \texttt{perturbations} module with and without neural networks as a function of the number of used CPU cores. Note the logarithmic scale. \textbf{Right:} Fraction of the total \textsc{class} runtime spent in the \texttt{perturbations} module.

The benchmark consists of running \textsc{classFull} and \textsc{classNet} 50 times for different points of the testing set which was sampled from the $5\sigma$ hyperellipsoid outlined in section 3.2 to produce an estimate of the average time\textsuperscript{15} needed. This sample incorporates the 9 relevant parameters of the $\Lambda$CDM+$M_\nu+N_{\mathrm{eff}}+\Omega_k+(w_0, w_a)$ model and is run using the default precision parameters of \textsc{classFull}.

We define the speedup to be the relative reduction in wall-clock run time, i.e.

$$\text{speedup} = \frac{T_{\text{perturbations, classFull}}}{T_{\text{perturbations, classNet}}} - 1$$

such that a speedup of 0 corresponds to the same level of performance, and a speedup factor of 1 means that the runtime is halved. The absolute times for the \texttt{perturbations} module are displayed in the left panel of fig. 8. For \textsc{classFull}, the evaluation time approximately scales like $N_{\text{threads}}^{-1}$ up to $N_{\text{threads}} \sim 8$ and plateaus beyond, due to the impossibility to parallelise the integration of the ODEs for the largest Fourier wavenumber $k_{\text{max}}$. For \textsc{classNet}, the scaling as a function of $N_{\text{threads}}$ is worse, due to the overhead related to the pre- and post-processing of the NN input/output (see fig. 9).

However, the speedup is always considerable, ranging from a factor of $\sim 300$ for one thread to $\sim 80$ for $N_{\text{threads}} \geq 8$. This improvement by several orders of magnitude is sufficient to remove the \texttt{perturbations} module from the list of bottlenecks in the EBS solver (as shown in the right panel of fig. 8 and further discussed below in section 4.1.3). Thus, the main goal in terms of speedup is achieved and further optimization would not make a great difference in terms of overall execution speed. If the other bottlenecks of \textsc{class} are eventually tackled, one might want to revisit the core scaling of \textsc{classNet}, but we leave this investigation to future work.

\textsuperscript{15}Each benchmark run is preceded by a few “warm-up” evaluations whose results are discarded. This avoids any initial outliers due to start-up-initialization procedures, shared library loading, cache misses, etc.
Figure 9: Time required for the individual network evaluations and pre- and post-processing. The blue/green/yellow bars correspond to the actual network evaluation time, while the reddish bars at the bottom correspond to additional overhead (which could possibly be further eliminated).

4.1.2 Speedup breakdown

Figure 9 provides a more detailed overview of the individual contributions to the evaluation time of the perturbations module when emulated by classNet. Blue, green, and yellow bars show the actual evaluation time of individual neural networks, while reddish bars account for additional overhead. We also show how the runtime depends on the number of CPU threads employed in the computation. In each of the two “network evaluation” and “overhead” categories, different contributions are ordered from the shortest (top) to the longest (bottom) when running on 8 threads.

For the overhead contributions, we differentiate between the additional runtime connected to the processing of the input and output of the neural networks, and overhead runtime caused by a variety of effects such as memory allocation (NN overhead) or the call of auxiliary functions (CLASSY overhead). Since none of these steps are parallelized, they contribute with an approximately fixed time to the total runtime. For $N_{\text{threads}} \geq 8$, the overhead begins to dominate the runtime, leading to no significant improvement when increasing the number of threads. We note that we do not display the additional runtime cost of loading the networks, because when CLASSNET is executed repeatedly within a parameter inference code such as COBAYA or MONTEPYTHON, the loading of the network only needs to be performed once per chain. Then, between different class calls, the networks are kept in memory. Loading the networks initially only takes about $\sim 30\text{ms}$.

We now review the definition and the performance of each of the steps detailed in fig. 9, following the order in which they are executed by the code.
The python wrapper CLASSY is the primary point of contact between the CLASS C-code and the PyTorch-based networks of classNet. Before the actual execution of the network begins, a few auxiliary computations need to be performed, constituting the “CLASSY overhead” of fig. 9. This part contributes to the overall runtime by a negligible amount.

Before running, the networks require some input from the CLASS background and thermodynamics modules (such as conformal times of recombination/reionization, visibility function, etc.). These are obtained and copied during in the “input processing” step, which also contributes negligibly to the overall runtime.

At this stage, the networks can be evaluated. The slowest network is [N2] \( (T_0 \ \text{reco}) \), since it has the most complex architecture – as can be checked from fig. 2. A similar execution time is taken up by [N7] \( (\phi + \psi, \delta_m, \delta_{cb}) \) for which the evaluation of the Hu-Eisenstein approximation takes the majority of the time. As one would expect, the simplest networks [N3] \( (T_0 \ \text{reio}) \), [N4] \( (T_1) \), [N5] \( (T_2 \ \text{reco}) \), and [N6] \( (T_2 \ \text{reio}) \) – which consist only of a few dense layers – are the fastest and contribute only very little to the total runtime. While the network [N1] \( (T_0 \ \text{ISW}) \) has the same architecture, it also has a much larger number of weights, explaining its slightly longer evaluation time.

Next, the network output needs to be reshaped and extrapolated towards the low-k boundary (see for example appendix A.3). This step, mentioned in fig. 9 as “NN overhead”, has a reasonably small contribution to overall runtime.

Lastly, the predictions obtained from the networks must be transformed from 32bit float (used by PyTorch) to 64bit double precision (employed within CLASS) and then be copied back into the memory locations allocated within the CLASS C-code. This last step of “output processing+copying” takes a non-negligible amount of time, and could probably be optimized in the future. Since the overall runtime of the perturbations module in classNet is already less than 100ms, we did not further pursue this direction.

4.1.3 Complete CLASS speedup

We can estimate the speedup of the whole CLASS code in the current version v3.2.0, keeping in mind that possible improvements in the transfer module may lead to considerably more optimistic numbers in the future. Additionally we run the timing benchmark without considering non-linear corrections to the power matter spectrum such as HALOFIT or HMCode. Since these codes are implemented in a non parallelized way, they can create a further bottleneck when evaluating classNet. We should also stress that the speedup depends a lot on which cosmology is used (e.g. because the transfer module called by both CLASSFULL and classNet becomes slower for growing curvature \( |\Omega_k| \) and which observables are requested (e.g. because the transfer module also takes longer when the user asks for the calculation of number count \( C_\ell \)'s or cosmic shear \( C_\ell \)'s). To find the mean speedup factor we compute the execution time averaged over the uniformly drawn sample described in section 4.1.1.

As one can see in the right panel of fig. 8, the achievable CLASS speedup is limited by the fraction of the runtime spend in all but the perturbations module. When using CLASSFULL, the perturbations module is dominating the average runtime with 70 – 80% for all number of threads, while the remaining 20 – 30% provide an upper bound on possible speedup. When using classNet, the fraction of time spent in perturbations becomes

\footnote{First, a function checks whether the current cosmology falls in the range of validity of classNet using the hyperellipsoid method of eq. (3.5). Then, the python classes are instantiated and updated with the current cosmological parameters, and memory is allocated for each source function. Finally, the k-array relevant to the current cosmology is copied, and the networks are activated.}
negligible (1% for 1 thread up to 5% for 16 threads). Thus the perturbations module is removed from the list of bottlenecks and the main target of this work is amply met. The resulting complete class speedup is found to be $2.5 - 2.9$ for 1-8 threads and a $3.3 - 3.9$ for 12 or 16 threads.

Note that even a speedup by a simple factor of two or three represents a considerable amount of saved CPU hours on the scale of an entire project based on a large grid of Bayesian inference runs.

Additionally, this speedup becomes considerably more significant when omitting the evaluation of the CMB spectra as we then skip the evaluation of the transfer module. When class is set to calculate only the matter/baryon+CDM spectra up to $k_{\text{max}} = 100 \text{ Mpc}^{-1}$ (which is a common requirement when evaluating the likelihood of modern cosmic shear surveys), we find a total speedup of $\sim 200$ for 1 thread, $\sim 100$ for 2 threads, down to $35 - 50$ for 4-16 threads. On a standard computer, the total execution time is always below 0.1 second, even on a single thread. It should be noted, however, that in our benchmark the execution of classFull can take as much as $O(10 \text{ s})$, due to the imposed high maximum wavenumber of $k_{\text{max}} \sim 100/\text{Mpc}$ and due to the computational cost of massive neutrinos and spatial curvature in the full 11-dimensional model. The speedup factor would be smaller if $k_{\text{max}}$ was reduced. However, the small classNet runtime remains impressive in any case.

When classNet only computes the matter power spectrum, the remaining bottleneck that prevents acceleration by one additional order of magnitude is the thermodynamics module. However, some further optimisation of that module would not be too relevant at this stage. Indeed, the execution time of a typical likelihood codes for the next generation of surveys (such as e.g. Euclid) is currently of the order of a few seconds, that is, slower than classNet by at least one order of magnitude.

4.2 Source Functions

We can now proceed to investigate the precision of the prediction of classNet compared to classFull at the level of the source function.

While in principle we could use the loss itself (i.e. the absolute or relative mean square difference between the $S_X$ averaged over $(k, \tau)$) to compare the predictions, here we will first simply present a quick and qualitative discussion of the differences (absolute or relative) of the source functions in the entire $(k, \tau)$ space, reserving a more quantitative description to sections 4.3 and 4.4. The comparisons presented in this section refer to the center of the sampled domain.\footnote{The center of the domain is located at the Planck+BAO+SNIa best-fit model of the run with all 11 parameters of eq. (2.13) with parameter values given in footnote 8.} Note however that the training set samples from the ellipsoidal domain evenly, so we do not expect this particular choice to affect the qualitative features described below.

We display in fig. 10 the three components of the first temperature source function $S_{T_0}$ of class, which are defined in eqs. (2.15), (2.16) and (2.18) and represent the contributions from recombination, reionization and the (early and late) ISW effect. The left column contains the full numerical solution $S_{T_0}^{\text{Full}}(k, \tau)$ from classFull. The middle column shows the prediction $S_{T_0}^{\text{Net}}(k, \tau)$ of classNet. As expected, the prediction and numerical calculation are almost indistinguishable by eye. To visualize their differences, we show $S_{T_0}^{\text{Net}} - S_{T_0}^{\text{Full}}$ in the right column, using a different color scale (since the differences are typically two to three orders
of magnitude smaller than the source functions).\textsuperscript{18}
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**Figure 10**: Contributions to the source functions $S_{T_0}$ from recombination (top), reionization (middle) and the ISW effect (bottom). **Left**: full calculation with CLASS\textsc{Full}, **Middle**: CLASS\textsc{Net} prediction, **Right**: absolute difference.

All three contributions are oscillatory. As expected, the recombination contribution is non-zero only at early times, the reionization contribution at late times, and the ISW contribution at both early and late times. Interestingly, the $S_{T_0,\text{reco}}$ contribution is predicted far better for wavenumbers $k < 4 \times 10^{-2}\text{Mpc}^{-1}$, while the biggest difference occurs around $k \approx 10^{-1}\text{Mpc}^{-1}$. This is related to two facts:

1. The sampling in $k$ that is employed within CLASS is sparser at $k > 4 \times 10^{-2}\text{Mpc}^{-1}$ than below, giving a lower weight to this region during the training (as the mean squared error for the network at a given time step $\tau$ is computed by summing over the given sampling points in $k$). The CMB source functions until $\ell \sim 3000$ are mostly sensitive up to $k$ until $4 \times 10^{-2}\text{Mpc}^{-1}$, so higher accuracy at higher $k$ is not currently required.

2. The underlying design of the [N2] network contains generalized cosine and sine approximations to $S_{T_0,\text{reco}}$, which cannot fully capture the shape at high $k$ where the

\textsuperscript{18}Using the relative difference would be meaningless for these source functions, since they are zero or close to zero in many regions, especially those where their precise value becomes unimportant.
oscillations become more sporadic. Thus, we speculate that exploring new designs for the [N2] network could dramatically improve the CLASSNET accuracy, but this is left for future work.

The \( S_{T_0,\text{reco}} \) [N3] and \( S_{T_0,\text{ISW}} \) [N1] residuals consist of more diffuse and random noisy patterns. In any case, all three networks are able to reproduce the oscillations present in underlying source functions with sub-percent or even sub-permille accuracy. Comparing the sizes of the residuals in fig. 10, we observe that they are in any case subdominant compared to those of \( S_{T_0,\text{reco}} \). We will see in section 4.3 and 4.4 that the accuracy achieved for all three networks related to \( S_{T_0} \) is sufficient to predict the \( C_\ell^{\text{TT}} \) spectrum with high precision and to estimate cosmological parameter values using current cosmological data sets.

Figure 11 shows the source function \( S_{T_1} \) and the two contributions to \( S_{T_2} \). The small [N4] network is able to predict the oscillations present in \( S_{T_1} \) with sub-percent accuracy. The [N5] network achieves a similar precision on \( S_{T_2}^{\text{reco, no ISW}} \), at the expense of a deeper network architecture justified by the highly oscillatory shape of this source function. The small [N6] network predicts \( S_{T_2}^{\text{reco, no ISW}} \) with a precision of a few percents only, but this is sufficient for our purpose. Indeed the residuals in \( S_{T_2}^{\text{reco, no ISW}} \) have a totally negligible impact on \( C_\ell^{\text{TT}} \) and mainly affect the reionization peak in \( C_\ell^{\text{EE}} \) (see for example fig. 17). Increasing the accuracy

\[ \text{Figure 11: Source function } S_{T_1} \text{ and contributions to } S_{T_2} \text{ from recombination (middle) and reionization (bottom). Left: numerical calculation with CLASSFULL, Middle: CLASSNET prediction, Right: Absolute difference.} \]
of this network would allow for a better emulation of this peak, but due to the high cosmic variance at low $\ell$, this is unimportant for parameter estimation from current data, as will be shown in section 4.4.

![Figure 12](image_url)

**Figure 12:** Source functions $S_{\phi+\psi}$, $S_{\delta_m}$, and $S_{\delta_h}$. The left and middle plots have a logarithmic scale to include the many orders of magnitude over which these three source functions vary. $S_{\delta_m}$ and $S_{\delta_h}$ are negative. **Left:** numerical calculation with classFull, **Middle:** classNet prediction, **Right:** Absolute difference.

In fig. 12 we display the source functions $S_{\phi+\psi}$, $S_{\delta_m}$, and $S_{\delta_h}$ predicted by the network [N7]. Since these source functions have a large dynamical range, the network [N7] is trained with a relative mean squared loss and we display the function itself using a logarithmic color scale.

In the residual of $S_{\phi+\psi}$, a 2\%-level feature at $k < 10^{-3}$ and $\tau > 10^4$ Mpc shows that the [N7] network fails to make an accurate prediction of the lensing potential $\phi + \psi$ for very large scales and recent times. However, only smaller scales (larger wavenumber) contribute significantly to the CMB lensing spectrum (and potentially to the cosmic shear $C_\ell$’s), such that this feature is almost irrelevant. The very careful reader may also observe a feature close to $k_{\text{max}}$ for these three source functions, due to interpolation issues at the boundary of our grid, but this region is also irrelevant for predictions on observable scales. Apart from these two innocuous features, we find that the [N7] network predictions are accurate at least...
at the per-mille level.

We will see in the next section that the precision achieved by our networks is always sufficient for getting robust and accurate observable spectra, at least at the precision level required by the analysis of current data.

### 4.3 Power Spectra

We now present various tests of the accuracy achieved by CLASSNET at the level of observable spectra – CMB harmonic power spectra $C_{\ell}^{XY}$ with $X, Y \in \{T, E, B, \phi\}$ and matter Fourier power spectra $P_m(k, z)$, $P_{cb}(k, z)$. For the CMB spectra, we directly consider observable quantities such as the lensed CMB spectra, corrected for lensing effects by the lensing module of CLASS. These spectra depend on the CLASSNET predictions for the temperature, polarization and lensing potential source functions.

All the tests presented in this section are based on the validation set presented in section 3.1, that is, about $10^3$ cosmological models that provide a uniform sampling of a 9-dimensional ellipsoid corresponding to $5\sigma$ deviations from the Planck+BAO+SNIa best-fit model. We stick to the 9-dimensional parameter basis of equation (2.13) and to CLASS default precision settings.

First, for each model, we compare the difference between the prediction of classFull and classNet for each multipole $C_{\ell}^{XY}$ with $X, Y \in \{T, E, B, \phi\}$ to the amplitude of cosmic variance plus Planck instrumental noise,

$$\Delta_{\ell} = \left| \frac{C_{\ell}^{\text{Net}} - C_{\ell}^{\text{Full}}}{\sigma_{C_{\ell}}} \right|$$

where $C_{\ell}^{\text{CV}}$ represents the contribution from cosmic variance and $N_{\ell}$ reflects approximately the Planck noise level.

Note that $\sigma_{C_{\ell}}$ is dominated by cosmic variance until $\ell \sim 2200$ for the TT spectrum. Cosmic variance has a significant contribution up to $\ell \sim 1000$ for the EE spectrum and $\ell \sim 300$ for the lensing potential spectrum, while above the experimental error dominates. The noise is assumed to vanish for the TE spectrum.

The ratio $\Delta_{\ell}$ states how measurable the deviation of observables between CLASSNET and CLASSFULL is for a given $\ell$. For instance, $\Delta_{\ell} \sim 0.1$ means that the error induced by the neural networks is one order of magnitude below theoretical and instrumental errors for this $\ell$. The next section will confirm that the low values of $\Delta_{\ell}$ presented in this section allow for unbiased parameter estimation from current data.

In figs. 13 to 15 we show the maximum deviation $\Delta_{\ell}$ on the TT, EE, TE, BB, and $\phi\phi$ spectrum within the best-fitting 68%, 95% and 99% of models. Figure 13 shows that 95% of TT spectra have $\Delta_{\ell} \leq 0.04$ at all multipoles – only 1% of the model actually reach $\Delta_{\ell} = 0.1$ for some multipoles. The most extreme deviation within our validation set is $\Delta_{\ell} = 0.13$ for a single $\ell$, but the average deviations across all models and $\ell$ values is found to be below $\Delta_{\ell} = 0.02$, showing that CLASSNET predicts really accurate temperature spectra. Regarding the EE spectrum, the highest deviation has a similar magnitude and occurs at relatively low $\ell \sim 5$ (reionization peak). However, significant deviations are relatively rare, since we

---

19 We recall that the contribution from cosmic variance for the $C_{\ell}^{XY}$ spectrum is given by $C_{\ell}^{\text{CV}}$ for $X = Y$ and $\sqrt{\frac{1}{2}(C_{\ell}^{XX})^2 + \frac{1}{2}C_{\ell}^{XX}C_{\ell}^{YY}}$ in the general case.

20 We use an estimate of the Planck 2015 noise level that corresponds to the noise file of the planck-fake-realistic likelihood in the MontePython v>3.0 package [54].

21 We define this threshold as where the noise becomes ten times as large as the cosmic variance.

22 As mentioned in section 4.2, this could be reduced by simply expanding the network [N5].
obtain $\Delta_\ell < 0.1$ for 94% of cases, and for $\ell \geq 10$ even the highest deviations are always below 0.06. The average deviation is as low for the EE spectrum as for the TT spectrum. Next, we find similar results for the TE spectrum, which builds up from the same network predictions as the TT and EE spectrum.

For the BB spectrum, we simply display relative errors on $C_{\ell}^{BB}$ rather than $\Delta_\ell$s, due to the fact that the Planck noise is larger than the signal in the BB case. We see that the spectra are always predicted up to better than one per cent, which is sufficient even in the context of future CMB polarisation observations. Finally, for the lensing potential spectrum $C_{\ell}^{\phi\phi}$, we also achieve $\Delta_\ell \leq 0.01$ for almost all $\ell$, showing that classNet can also safely be used for fitting Planck lensing data.

In order to check for the presence of systematic deviations in the predictions, we also show in figs. 16 to 22 the $C_{\ell}$ and $P(k,z)$ residuals as individual lines. In the respective left panels, we show on a logarithmic scale the power spectra calculated with classFull (green) or classNet (blue), and the absolute value of their difference in red. In the right panel we display the respective differences on a linear scale (note the scaling by two to three orders of magnitude in the $y$-axis), colored by the distance of the cosmological model to the center of the ellipsoidal training domain, to show that the residuals are randomly distributed across this domain, rather than smaller near the center (in which case outer lines would tend towards blue/violet).

In fig. 16 we can check that for the TT spectrum the residuals are one to two orders of magnitude smaller than cosmic variance. In these residuals, we observe a slight mismatch of the oscillation phase/frequency (predominantly caused by network [N2] $T_0$ reco) causing small oscillations in the difference between full calculation and the network prediction. These become most dominant for small multipoles $\ell$ where the time-saving small layout of the ISW network [N1] causes a small systematic deviation of the Sachs-Wolfe plateau. However, due to the large cosmic variance at small $\ell$ this deviation does not bias parameter inference, as observed in fig. 13 and in section 4.4.

A similar effect is seen in fig. 17. For the EE spectrum, the residuals are also very small and dominated by a small shift in the predicted phase of acoustic oscillations. Furthermore, a small difference is observable in the reionization peak at low $\ell$, which arises from the small size of the $T_2$ reio [N6] network – A further increase of the size of this network could reduce such deviations but would also require longer evaluation times. Since we saw no observable biases on the cosmological parameters from this particular design choice (see section 4.4), we decided not to extend the network.

The cross-correlation of TE in fig. 18 does show a small residual trend at low multipoles, which is again comparatively small compared to cosmic variance. Figures 19 and 20 show smoother residuals for the BB and $\phi\phi$ spectra: here the prediction error affects mostly the amplitude of the spectra, but it remains again well below cosmic variance.

Figures 21 and 22 show the prediction for the matter and CDM+baryon power spectra from classNet and classFull at two arbitrary redshifts ($z = 0$ and $z = 2$). The agreement is at the level of $\sim 1\%$ for $k > 5 \times 10^{-4}$Mpc$^{-1}$. Below this, systematic deviations occur, as a consequence of the quadratic extrapolation of the matter density source function to low wavenumbers, explained further in appendix A. However, wavenumbers below approximately $k \sim 5 \cdot 10^{-4}$Mpc$^{-1}$ have a negligible impact on all potentially observable quantities. The $P_m(k,z)$ and $P_{cb}(k,z)$ residuals are relatively flat, reflecting mainly a small error on the

23 Usually the blue lines are so close to the green that they mask the green lines.
Figure 13: TT angular power spectra residuals divided by the sum of cosmic variance and Planck instrumental noise, as defined in eq. (4.2). Regions of increasing intensity represent the 68%, 95% and 99% best predicted cases within the $\sim 10^3$ cosmological models of our validation set.

Figure 14: Same as fig. 13 but for TE (left) and EE (right). Shown logarithmically in $\ell$.

Figure 15: Left: Same as fig. 13 but for the lensing potential auto-correlation $\phi\phi$. Shown logarithmically in $\ell$. Right: Relative errors on the BB spectra – here we do not use the Planck noise spectrum, since Planck is noise-dominated for BB.

amplitude of the spectra. The residuals show only tiny oscillations on BAO scales, showing that BAO features are also accurately predicted by the networks.

We have demonstrated the excellent accuracy of classNet at the level of the source function and the observable power spectra. Note that classNet has not been designed for computing observables for a single model: in this case, classFull should always be preferred, since a few seconds of computation are not a large price to pay. classNet becomes vitally
important in parameter inference pipelines, when thousands or even millions of models need to be evaluated. To judge the performance of CLASSNet in these cases, we will now look at its performance for Bayesian parameter estimation.

### 4.4 Parameter Inference

Emulators such as CLASSNet are specially useful in the context of parameter inference, i.e. estimating a posterior distribution for a set of parameters of a specific cosmological model in the light of data. This is done by computing the likelihood of observables derived from experimental data, such as power spectra, given a theoretical prediction for these observables. The process involves evaluating an Einstein-Boltzmann Solver many times close to the maxima of the posterior following a Monte Carlo sampling algorithm. We are interested in measuring the accuracy of CLASSNet with respect to CLASSFull (i.e. to the full EBS computation) in the context of parameter inference on $\Lambda$CDM and its extensions with usual data sets.

We use the Planck 2018 data (TT, TE, EE + lensing), BAO data and Pantheon data
Figure 18: Same as fig. 16 but for TE power spectra. Note on the left that the scale is changing from a logarithmic to a linear representation.

Figure 19: Same as fig. 16 but for BB power spectra.

Figure 20: Same as fig. 16 but for $\phi\phi$ power spectra.
already described in section 3.1, in different combinations depending on the theoretical model under study. We use Cobaya \[55\][56] as our Bayesian inference framework, and its Markov Chain Monte Carlo (MCMC) implementation \[57, 58\] as the sampler (including its “drag” option to treat nuisance parameters as fast parameters).

The amount of evaluations required from the EBS depends on the desired accuracy of the sampled chains and the quality of prior knowledge – like covariance matrices and reference distributions – that can be supplied to the sampler, but it does not depend on whether \texttt{CLASSNET} or \texttt{CLASSFULL} is used. As such, we will use the same setup for both codes. For each case, we run four chains in parallel, each being allowed to access eight cores for threading during the EBS computation. Both \texttt{CLASSFULL} and \texttt{CLASSNET} runs use the same priors, same initial covariance matrices, and same starting points. The covariance matrix and starting points are determined by a \texttt{CLASSFULL} run with lax convergence threshold (Gelman-Rubin \(R - 1 = 0.05\)), the starting points of each of the chains in the final runs being the final
points of the chains in the initial less-converged run.\textsuperscript{24} Starting all runs from a good guess of the best fit and covariance matrix removes the burn-in phase and reduces the amount of randomness in the amount of evaluations needed to converge in the final run.

In order to quantify the accuracy of \textsc{classNet} with respect to \textsc{classFull}, for each cosmological model to be tested (i.e. ΛCDM and possible modifications), we perform a separate MCMC run with each of \textsc{classNet} and \textsc{classFull}. We then compare these runs to quantify, for each parameter \( x \), the bias on the mean value \( m^x \), as well as the bias on the error (or more precisely on the confidence interval) \( e^x \). For the means, the bias for each model and each parameter \( x \) is defined as

\[
m_{\text{model}}^x \equiv \frac{|\bar{x}^\text{Net} - \bar{x}^\text{Full}|}{\sigma^x_{\text{Full}}},
\]

where \( \bar{x} \) denotes the posterior mean and \( \sigma_x \) its 68\% confidence level interval half-length – with the exception of the parameters \( N_{\text{eff}} \) and \( \Omega_\nu h^2 \) that are only constrained from one side and for which we use instead half of the 95\% upper confidence limit. For the errors, we simply compute the relative difference

\[
e_{\text{model}}^x \equiv \frac{\sigma^x_{\text{Full}} - \sigma^x_{\text{Net}}}{\sigma^x_{\text{Full}}},
\]

with \( \sigma_x \) being again the 68\% confidence level interval half-length – or the 95\% upper confidence limit for \( N_{\text{eff}} \) and \( \Omega_\nu h^2 \).

Notice that the \textsc{classFull} (and \textsc{classNet}) mean and covariance vary between different individual MCMC runs (and in particular this means that the \textsc{classFull} result does not represent the exact true posterior). This implies that deviations of parameters (measured with \( m_{\text{model}}^x \)) that are below the intrinsic sampling variance between individual runs are irrelevant. To ensure that this sampling variance is very small, we set the Gelman-Rubin convergence criterion to \( R - 1 = 0.01 \). To assess the size of the intrinsic sampling variance, we perform five identical\textsuperscript{25} \textsc{Cobaya} runs with \textsc{classFull} in the full 11 dimensional extended model described in eq. (2.13). In these runs we obtain an average parameter deviation over all parameters \( x \) of \( m_{\text{ref extended}}^x = 0.0078 \) (\( |e|_{\text{ref extended}}^x = 0.019^{26} \)) and a maximum deviation of \( m_{\text{extended}}^x = 0.025 \) (\( |e|_{\text{extended}}^x = 0.025 \)). In figs. 23 and 24 we show how big the deviations \( m_{\text{model}}^x \) of the mean and \( e_{\text{model}}^x \) of the confidence limit are between \textsc{classNet} and for a variety of different models, and directly compare the corresponding numbers to the maximum sampling deviations (shown as grey/orange contours in the background). If the deviations are below this level, they could have been caused by chance and will be considered irrelevant.

Below we discuss the accuracy of \textsc{classNet}, first, for the minimal ΛCDM model introduced in section 3.1, then, for simple one- or two-parameter extensions, and finally, for the extended 11-parameter model. We show all biases on the means \( m_{\text{model}}^x \) for each model in fig. 23 and table 1 and all biases on the errors \( e_{\text{model}}^x \) in fig. 24 and table 2. We also present the triangle plots obtained with \textsc{classFull} or \textsc{classNet} in fig. 25 for the minimal ΛCDM model, in fig. 26 for the extended 11-parameter model and in appendix B for other models.

\textsuperscript{24}The important thing is only that the point is the same for all newly started runs, the choice of the final point was arbitrary and we could have easily chosen the bestfit point instead.

\textsuperscript{25}Except for the inherent randomness of the MCMC chain acceptance or rejection of proposed steps.

\textsuperscript{26}We state the mean of the absolute deviation from the averaged value since we are interested in typical deviation scales.
Figure 23: Deviation of means between CLASSNET and CLASSFULL measured in units of 68% CL widths (respectively half of the 95% upper CL for $\Delta N_{\text{eff}}, \Omega_{\nu} h^2$) for each parameter in each model. For each parameter the colored bar shows the observed deviation, while the grey/orange filled contour in the background shows the expected deviation purely from sampling uncertainties for a Gelman-Rubin convergence of $|R - 1| < 0.01$/$|R - 1| < 0.05$, respectively. See also table 1 for the precise values.

$\Lambda$CDM model: In fig. 25 we can see a comparison between a CLASSNET and CLASSFULL run for the case of the $\Lambda$CDM model. Differences are barely visible, with the possible exception of the primordial tilt $n_s$, for which the deviation is $m_{\Lambda\text{CDM}}^{n_s} = 0.14$, while the maximum sampling error is expected to be only around 0.025 at a convergence of $|R - 1| < 0.05$. Thus, CLASSNET biases the result on $n_s$ by 0.14$\sigma$, which is still acceptable for parameter inference. The reason for this small biasing is further detailed in appendix C.2 – in a nutshell, our systematic differences in the prediction of the $C_\ell$ happen to mimic a slightly more tilted TT angular power spectrum, in particular due to the $[N2]$ ($T_0$ reco) network, as visible also in fig. 16. The second most biased parameter is the baryon density, with a deviation $m_{\Lambda\text{CDM}}^{\Omega_b h^2} \sim 0.08$ which is about 3 times bigger than sampling variance. This is likely caused by the intrinsic degeneracy between $\Omega_b h^2$ and $n_s$. For other parameters, the biasing is even

Figure 24: Same as fig. 23 but for the relative deviation of the 68% CL (or respectively half of the 95% upper CL for $\Delta N_{\text{eff}}, \Omega_{\nu} h^2$) between CLASSNET and CLASSFULL. See also table 2 for the precise values.
Figure 25: 1- and 2-dimensional posterior contours for ΛCDM with Planck 2018 data with either classFull (standard CLASS, in red) or classNet (in blue). Differences are only barely visible for $n_s$ (see text for quantification). We only show here the contours for cosmological parameters, although our run also included the usual Planck nuisance parameters.

lower, with a parameter-averaged difference $\bar{m}_{\Lambda\text{CDM}} = 0.059$. All parameter correlations are very well captured by the classNet run. The confidence interval scales are well recovered with a maximum deviation of $\epsilon_{\text{mCDM}}^\Lambda = 0.029$. This underestimation is within the expected absolute sampling deviations of $\sim 0.035$.

We checked a posteriori that in our runs in classNet mode, only a fraction of $5.8 \cdot 10^{-4}$ of the models in the MCMC chains lay outside of the validation domain and required a classFull evaluation. Thus, despite being defined using the Planck+BAO+SN likelihood and the 11-parameter model, our training domain encompasses the well-fitting region for Planck 2018 alone and the 6-parameter ΛCDM model. This shows that, in the definition of the training domain, the role of BAO+SN data was mainly to restrict the range of the extended model parameters $\{\Omega_k, w_0, w_a\}$ rather than that of ΛCDM parameters. Our networks are thus found to be extremely efficient even for Planck-only fits, as long as spatial curvature and dynamical
| Model             | $\log(10^{10} A_s)$ | $n_s$ | $H_0$   | $\kappa_{\text{min}}$ | $\Omega_b h^2$ | $\Omega_c h^2$ | $\Delta N_{\text{eff}}$ | $\Omega_k$ | $\Omega_{c} h^2$ | $w_0$ | $w_a$ |
|-------------------|---------------------|------|---------|------------------------|-----------------|-----------------|--------------------------|----------|-----------------|-------|-------|
| $\Lambda$CDM     | -0.010              | 0.019| 0.018   | -0.010                 | -0.023          | 0.029           |                          |          |                 |
| $\Lambda$CDM+$\Delta N_{\text{eff}}$ | -0.027               | -0.040| -0.103 | -0.006                 | -0.044          | -0.096          | -0.137                   | -        |                 |
| $\Lambda$CDM+$\Omega_b h^2$    | -0.002              | 0.003| 0.035   | 0.003                  | -0.016          | 0.025           |                          | -        |                 |
| $\Lambda$CDM+$w_0$    | -0.011              | -0.001| -0.003 | -0.006                 | -0.018          | 0.015           |                          | -        |                 |
| $\Lambda$CDM+$w_0+w_a$ | -0.009              | -0.006| 0.017   | -0.002                 | -0.010          | 0.023           |                          | -        |                 |

Table 1: Bias on the mean $m_{\text{model}}^x$ according to eq. (4.3) for all models and parameters $x$ under consideration. The lower two lines show for comparison the maximum $m^x$ expected from finite MCMC sampling. See also fig. 23 for a graphical representation.

| Model             | $|R - 1| < 0.05$ (max) | $|R - 1| < 0.01$ (max) |
|-------------------|---------------------|---------------------|
| $\Lambda$CDM     | 0.079               | 0.023               |
| $\Lambda$CDM+$\Delta N_{\text{eff}}$ | 0.088               | 0.013               |
| $\Lambda$CDM+$\Omega_b h^2$    | 0.053               | 0.016               |
| $\Lambda$CDM+$w_0$    | 0.035               | 0.014               |
| $\Lambda$CDM+$w_0+w_a$ | 0.029               | 0.020               |
| $\Lambda$CDM+all    | 0.027               | 0.018               |

Table 2: Bias on the error $e_{\text{model}}^x$ according to eq. (4.4) for all models and parameters. The lowest two lines show for comparison the average $e^x$ expected from finite MCMC sampling. See also fig. 24 for a graphical representation.

dark energy are not included.
\textbf{\Lambda}CDM+$\Delta N_{\text{eff}}$ model: We repeat the analysis with a free number of effective relativistic degrees of freedom $\Delta N_{\text{eff}}$ and using the Planck+BAO likelihoods (see table 1, table 2 as well as fig. 27 in appendix B). The 95\% upper confidence limit on $\Delta N_{\text{eff}}$ rises when using classNET by a factor of $\sim 14\%$ which exceeds the reference sampling deviations of $|\epsilon^{\text{ref,}\Delta N_{\text{eff}}}| = 0.019$. We analyse the origin of this bias in appendix C.2. Through parameter degeneracies, this bias propagates also to $H_0$ and $n_s$ ($m_0 = m^{\text{ref,}a} \sim 0.17$ and $e^{H_0} \sim -0.10$). These values, which are still small, correspond to the largest biases observed across all our runs. Also in this case, we find that only a fraction of $\sim 10^{-4}$ of the sampled points lay outside the validation region of classNET and were obtained with classFULL evaluations.

\textbf{\Lambda}CDM+$\Omega_k$ model: Next, we investigate an extension of the \Lambda\text{CDM} model with spatial curvature, still with the Planck+BAO likelihoods (see table 1, table 2 as well as fig. 27 in appendix B). The constraints are all well recovered in this case, with only minor deviations in $m_{\nu}^a$ of order 0.12 and $m_{\Omega_k h^2}$ of 0.11. The deviation in the mean value of $\Omega_k$ is well below sampling deviation and thus unbiased. This also holds true for the estimates of the confidence limit for all parameters, as they do not exceed the reference sampling deviations. Additionally we find that none of the sampled points in the MCMC chains were required to be evaluated by classFULL.

\textbf{\Lambda}CDM+$\Omega_{\nu} h^2$ model: We now allow the previously-fixed neutrino mass to vary, with a flat prior on the parameter $\Omega_{\nu} h^2$ (\omega_{\text{ncdm}} in class, with three degenerate massive neutrinos). We constrain the parameter space again with the Plack+BAO likelihoods. Also in this case, most parameter contours are recovered almost perfectly (see table 1, table 2 as well as fig. 28 in appendix B). The parameter $\Omega_{\nu} h^2$ shows a slight deviation of $m_{\Omega_{\nu} h^2} \sim 0.11$, which propagates to a deviation on $H_0$ of $m_{H_0} \sim 0.06$. The same holds true for the confidence limits which both slightly exceed the sampling variation with $e^{\Omega_{\nu} h^2} = 0.07$ and $e^{H_0} = -0.04$. In this case, all sampled points were obtained with classNET.

\textbf{\Lambda}CDM+$w_0$ model: We introduce dark energy gradually, first by allowing for a floating equation of state parameter $w \neq 1$, assumed to be constant over time, while sticking to the Planck+BAO likelihoods (see table 1, table 2 as well as fig. 28 in appendix B). The additional parameter $w_0$ has negligible bias (comparable to the mean sampling deviation), and the other parameters are well recovered as well. All uncertainty estimates turn out to be unbiased. In this case, a small a fraction of $\sim 10^{-3}$ samples in the MCMC chains were obtained with classFULL. This can be attributed to the fact that the training domain included the supernovae likelihood while this run did not.

\textbf{\Lambda}CDM+$w_0+w_a$ model: For dynamical dark energy following the CPL parametrization, we add the parameters $w_0 + w_a$ and switch to the full Planck + BAO + Pantheon likelihood combination. All contours in this case align very nicely (see table 1, table 2 as well as fig. 29 in appendix B). Again, we only observe a slight bias of the posterior mean deviations for $n_s$ and $\Omega_b h^2$ of $\sim 0.1\sigma$, and confidence intervals are all accurately predicted. In this run, the chains were sampled without any classFULL evaluations.

\textbf{\Lambda}CDM+all model: Finally, we put everything together: we sample on all modifications of \Lambda\text{CDM} described in section section 2, creating a cosmological model with 11 free parameters. We use the full Planck + BAO + Pantheon likelihood combination. As shown in table 1, we find a small bias of $\sim 0.16\sigma$ for the posterior mean prediction of $n_s$ as well as a bias of $\sim 0.07\sigma$ for $H_0$. The 95\% upper bounds on the parameters $\Delta N_{\text{eff}}$ and $\Omega_{\nu} h^2$ are shifted by $e^{\Delta N_{\text{eff}}} \sim -0.1$ and $e^{\Omega_{\nu} h^2} \sim -0.04$, as can be seen in fig. 26 and table 2. Apart from
As already stated above, only a fraction of $5.8 \cdot 10^{-4}$ of the sampled chains were evaluated with classFull.

We have shown in this section that classNet can predict source functions well enough to be used for parameter inference from current data sets while assuming $\Lambda$CDM or its most common extensions. The deviations we found between classNet and classFull are slightly above what we found for the sampling variance in a small number of cases, but still...
not very significant. Figure 23 provides a visual representation of the deviations in all cases, and tables 1 and 2 a numerical summary. We should keep in mind that we have applied a very strong convergence criterion of $|R - 1| < 0.01$ when measuring the sampling variance.

5 Conclusions

With the new efficient and accurate network architecture presented in this work, we believe that we have reached a number of significant objectives:

- When using our new set of neural networks instead of a full integration of the system of linear cosmological perturbation equations, we fully remove the calculation of source functions $S_x$ from the list of bottlenecks in an EBS. This has been checked with our implementation of the networks in a version of CLASS called classNet, released publicly together with this work. It applies independently of the number of cores and of the computed observables.

- When classNet is used for computing only the matter and baryon + CDM power spectrum, it becomes faster than the usual CLASS code by a factor of about 55 on 4 CPUs (and even more on less CPUs). Then, the total execution time falls below the order of $O(0.1\text{s})$, that is well below the execution time of the typical likelihood of a survey. This can lead to a considerable speed up in a parameter inference run, that will then be limited only by the execution time of the likelihood.

- Our neural networks are trained for an extended cosmology, which includes five additional free parameters compared to the minimal ΛCDM model. The ease at which such new parameters can be included hints at the flexibility of the network to treat any non-standard cosmology. Moreover, the networks are compatible with any assumption regarding the primordial power spectrum of scalar adiabatic perturbations, allowing for a huge flexibility of possible models of inflation.

- We have demonstrated that classNet reaches sufficient accuracy for fitting current data sets such as Planck, BAOs from BOSS, and supernovae data from Pantheon, with a biasing of the reconstructed parameters in the range of 0.01σ to 0.1σ in most cases, or up to 0.17σ in only very few cases well documented in our Results section (mostly biasing $n_s$ or $\Delta N_{\text{eff}}$).

- Thanks to a new network splitting and a more efficient architecture, which relies on passing some exact background/thermodynamical functions (as well as some analytical approximations) as inputs to the network, the size of our network could be kept very small. Then the networks are both fast to evaluate and fast to retrain for cosmologies other than those considered in this work. Together with classNet, we also release some scripts to guide a new network training by the user.

Summarizing, the multitude improvements to the classNet code have allowed us to eliminate the perturbation module as a bottleneck of the EBSs, while remaining highly accurate for individual evaluations and parameter inference runs. Additionally, the extension of the parameter space far beyond ΛCDM, with up to five additional parameters, allows much broader applicability of classNet, and shows the promising future for other non-standard cosmologies.
This release already offers an opportunity for considerable savings of CPU time and electricity costs for cosmology groups. Still, we intend to keep working on the CosmicNet project with multiple goals: We will continue improving the design of the network, the hyperparameters, and the training strategy in order to seek for ever more robust, accurate, and efficient networks. Furthermore, we will optimize the use of neural networks for the purpose of parameter inference, with the possibility of using a parameter inference to guide the training like in reference [34]. Moreover, we plan to set up a centralized database of trained network weights, allowing for an efficient exchange of information between different groups, in order to avoid duplicate efforts and in order to increase reproducibility. Finally, we will explore different ways to speed up the remaining bottlenecks in EBSs, such as the line-of-sight integration.

We conclude that the CosmicNet project based on the highly efficient and accurate classNet branch has a promising future and will soon significantly reduce computational and economic costs for its users around the world.
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A Analytic approximations for network N7

A.1 Approximations for ΛCDM+$M_\nu$

The network [N7] is designed to predict relative differences between the true transfer functions – usually called source functions in the rest of this paper – $S_{\phi+\psi}(k, \tau)$, $S_{\delta_m}(k, \tau)$, $S_{\delta_{\nu}}(k, \tau)$ and some analytic approximation. For ΛCDM cosmologies extended to massive neutrinos, our analytic approximation can be inferred from the transfer functions of Hu & Eisenstein.27 (HE) [45, 59] We implemented these functions in classNet. We take advantage of the fact that the CLASS background and thermodynamics module contain accurate calculations of quantities that are usually approximated analytically within the HE algorithm, such as: the scale-independent growth factor $D$, the Hubble rate $H$, the redshift at baryon drag time, the sound horizon at that time, the redshift at equality and the wavenumber crossing the Hubble scale at this time. In our implementations, these quantities are read directly from CLASS.

A difficulty comes from the normalisation of these transfer functions. In CLASS (and other modern EBSs), the source functions $S_x(k, \tau)$ are normalised in the early universe to the condition $R(k, \tau_{ini}) = 1$ for all $k$, where $R$ is the comoving curvature perturbation. This is true in particular for $S_{\delta}(k, \tau) = \delta_x(k, \tau)$ with $x \in \{m, cb\}$. Instead, the HE transfer functions $T^\text{HE}_m(k, z)$ and $T^\text{HE}_cb(k, z)$ are, by convention, the same quantities first divided by $k^2$ and then normalised to one in the large wavelength limit,

$$T^\text{HE}_x(k, z(\tau)) = \left[ \frac{\delta_x(k, \tau)}{k^2} \right] / \lim_{k \to 0} \left[ \frac{\delta_x(k, \tau)}{k^2} \right] \quad \text{for } x \in \{m, cb\}. \quad (A.1)$$

In the HE scheme, the perturbations $\delta_x$ are implicitly expressed in the synchronous gauge, for which $[k^{-2}\delta_x(k, \tau)]$ is approximately independent of $k$ in the small $k$ limit (more precisely, for scales crossing the Hubble radius after radiation domination, $k \ll k_{eq}$). CLASS and the trained networks of classNet predict a gauge-independent version of the density perturbations, $\delta_x = \delta_x^{(g)} + 3Hx^{(g)} / k^2$, where $(\delta_x^{(g)}, x^{(g)})$ are the density and velocity perturbations of $x$ in an arbitrary gauge $g$. In the synchronous gauge, the second term is always subdominant: thus, irrespectively of the fact that CLASS is being run in the synchronous or newtonian gauge, we can think of $\delta_x$ in CLASS as being the synchronous gauge density perturbations. So the relation between the CLASS sources for $\delta_{m, cb}$ and the HE transfer functions reads

$$T^\text{HE}_x(k, z(\tau)) = \left[ \frac{S_x(k, \tau)}{k^2} \right] / \lim_{k \to 0} \left[ \frac{S_x(k, \tau)}{k^2} \right] \quad \text{for } x \in \{m, cb\}. \quad (A.2)$$

Then, in order to predict $S_x(k, \tau)$ from $T^\text{HE}_x(k, z(\tau))$, we need to predict $S_x(\tilde{k}, \tau) = \delta_x(\tilde{k}, \tau)$, that is, the linear growth factor of large-scale density fluctuations (with very small wavenumber $\tilde{k}$) between an early time at which we impose the normalisation condition $R(\tilde{k}, \tau_{ini}) = 1$ and a later time $\tau$ chosen during matter or dark energy domination (the network [N7] is not trying to accurately predict transfer functions during radiation domination).

In this context, since we are considering the limit of $k \to 0$, we can easily assume that the comoving wavelength $2\pi/\tilde{k}$ is even much larger than the current Hubble horizon $c/H_0$, ...

27We use the C subroutine TFmds_onek_mpc() available at http://background.uchicago.edu/~whu/transfer/transferpage.html

28These transfer functions are called respectively tf_cbnu and tf_cb in the code of Hu & Eisenstein.
and thus also much larger than the Hubble horizon at intermediate times, summarized by \( \tilde{k} \ll H \) for all times with \( H = a(\tau)H(\tau) \). An investigation into the synchronous adiabatic initial conditions (ICs) and the equations of motion on super-Hubble scales tells us that we simply have \( \delta_c = \delta_b = \delta_m = \frac{3}{2} \delta_\gamma = \frac{3}{2} \delta_\nu = -\frac{1}{2} h \) at all times of interest. Then, using the Einstein equations

\[
\frac{1}{2} Hh' = k^2 \eta' + \frac{3}{2} a^2 (\rho_\gamma + \rho_m \delta_m) ,
\]

\[
k^2 \eta' \lesssim \frac{4}{3} \rho_\gamma \theta_\tau + \rho_m \theta_m \ll 1,
\]

and the normalisation condition \( \eta = \mathcal{R} = 1 \), one finds that for adiabatic ICs the growing mode for \( \delta_m \) – during matter and radiation domination and on super-Hubble scales – is approximately of the form

\[ -\delta_m(\tilde{k}, \tau) \simeq -\frac{2}{5} \frac{a/a_0}{\Omega_m H_0^2} \frac{(\tilde{k} \tau_{\text{md}})^2}{10} \left[ 1 + 2(\sqrt{2} + 1) \frac{\tau_{\text{eq}}}{\tau_{\text{md}}} \right]. \]

At later times, the \( \Lambda \) or Dark Energy begins to suppress this growth even on super-Hubble scales. Then the growth is captured by the scale-independent growth factor \( D(\tau) \). This leads to a factor of \( D(\tau)/D(\tau_{\text{md}}) \) between \( \tau_{\text{md}} = \tau(z_{\text{md}} = 50) \) during matter domination, we know that

\[ \delta_m(\tilde{k}, \tau_{\text{md}}) \simeq -\frac{1}{10} \left( \frac{k \tau_{\text{md}}}{a_0} \right)^2 \left[ 1 + \frac{2}{3} \tau_{\text{eq}} \tau_{\text{md}} \right]. \]

Putting everything together, we can use the approximation

\[ S_x(k, \tau) \simeq -T_x^{\text{HE}}(k, z(\tau)) \frac{(k \tau_{\text{md}})^2}{10} \left[ 1 + 2(\sqrt{2} + 1) \frac{\tau_{\text{eq}}}{\tau_{\text{md}}} \right] \frac{D(\tau)}{D(\tau_{\text{md}})} \text{ for } x \in \{m, cb\}. \]

Since \( \tau_{\text{eq}} \) and \( D(\tau) \) are computed by \textsc{class} for each cosmology in the background module, this approximation can be implemented in \textsc{ClassNet}. In this work, for simplicity, we used a slightly simplified version,

\[ S_x(k, \tau) \simeq -T_x^{\text{HE}}(k, z(\tau)) \frac{(k \tau_{\text{md}})^2}{7.8} \frac{D(\tau)}{D(\tau_{\text{md}})} \text{ with } \tau(z_{\text{md}} = 50), \]

obtained by fixing \( \tau_{\text{eq}} \) to its Planck best-fit value. We actually ask the network to predict corrections between the true and approximate ratios \( S_x(k, \tau)/D(\tau) \), which depend only weakly on time, and we multiply the final prediction by \( D(\tau) \).

\[ ^{29} \text{Since when } a \to f_a \text{ also } k \to fk, \text{ this result is invariant under a rescaling of the scale factor } a(t). \]

\[ ^{30} \text{At very high redshift } D/a \text{ is not constant during radiation domination, but this } \sim 20\% \text{ difference in amplitude is well absorbed by the prediction of the network [N7].} \]
Finally, for metric fluctuations, the Einstein equation gives two useful relations in the sub-Hubble limit: $\phi = \psi$ and the Poisson equation $-k^2\phi = \frac{3}{2}a^2H^2m_\phi$. With the gauge-invariant expression of $\delta_m$, used in CLASS and CLASSNET, this relation remains true even on super-Hubble scales, such that we can always use

$$S_{\phi+\psi}(k, \tau) \simeq T_m^{\text{HE}}(k, z(\tau)) \left\{ \frac{3a^2(\tau)H^2(\tau)\Omega_m(\tau)\tau_{\text{md}}^2}{10} \left[ 1 + 2(\sqrt{2} + 1)\frac{\tau_{\text{eq}}}{\tau_{\text{md}}} \right] \frac{D(\tau)}{D(\tau_{\text{md}})} \right\}. \tag{A.9}$$

The factor between curly brackets is independent of $k$, and also approximately independent of time deep inside the matter dominated regime. We actually let the network predict this factor, which means that the role of the network $[N7]_{\phi+\psi}$ is to predict the ratio $S_{\phi+\psi}(k, \tau)/T_m^{\text{HE}}(k, z(\tau))$.

A.2 Approximations with curvature, dark radiation and dynamical dark energy

The Hu & Eisenstein transfer functions are designed to predict observables deep inside the sub-Hubble limit but, for CMB calculations, $S_{\phi+\psi}$ is needed up to scales approaching the Hubble scale. The HE transfer functions account for the effect of a non-zero spatial curvature parameter $K$ on $\delta_m$, up to factors of $s_g = (1 - 3K/k^2)^{1/2} = (1 - 3\Omega_k a_0^2 H_0^2/k^2)^{1/2}$ that become irrelevant deep in the sub-Hubble limit. To take them into account, we need to multiply the approximation (A.8) by a factor $s_g^2$. The same factor appears in the Poisson equation and cancels out, such that (A.9) does not need to be modified in presence of curvature.

The HE transfer functions assume no relativistic relics beyond photons and ordinary neutrinos. To account for the effect of $N_{\text{eff}}$ on the source functions $S_{\phi+\psi}, S_{h_m}, S_{k_{\text{ch}}}$, we use the existence of a well-known approximate degeneracy at the level of such observables between variations of $N_{\text{eff}}$ and $H_0$. In particular, any $\Lambda$CDM+$\Omega_k+N_{\text{eff}}$ model with $\Delta N_{\text{eff}} \neq 0$ is nearly degenerate with another model featuring $\Delta N_{\text{eff}} = 0$, a different value of $H_0$ and the same value of fractional densities $\Omega_x$. This degeneracy is explained in more details in [60], section IV.C and equations (6-8). We use it to generalise our approximations to the case of the $\Lambda$CDM+$\Omega_k+N_{\text{eff}}$ model.

Finally, the effect of dynamical dark energy on $S_{\phi+\psi}, S_{h_m}, S_{k_{\text{ch}}}$ is essentially contained in the expression of the growth factor $D(\tau)$. Since CLASSNET reads this factor from the CLASS background module for each cosmology, our approximations do cover the most general case studied in this paper.

A.3 Large-scale approximation scheme

The full derivation of the evolution of $\delta_m$ in the synchronous gauge following the Einstein equations A.3 actually gives a differential equation in matter/radiation domination. Using the Meszaros variable $y = a/a_{\text{eq}}$ the Hubble function can be put into a nice form

$$H^2 = (aH)^2 = \Omega_m H_0^2 \frac{a_{\text{eq}}}{a} \cdot (y^{-1} + y^{-2}).$$

Transforming the derivative $\delta_m' = \mathcal{H}d\delta_m/d\ln y$ allows us to rephrase the whole differential equation in terms of mostly dimensionless factors\footnote{Note that this term is invarian to a re-scaling of the scale factor $a$, since any transformation $a \to fa$ also rescales $k \to fk$.}

$$\frac{d\delta_m}{d\ln y} = 3 \frac{y + \frac{1}{2} \Delta}{1 + y} + \frac{a_{\text{eq}}a_0^{-3}}{\Omega_m H_0^2} \frac{1}{y - 1 + y^{-2}}, \tag{A.10}$$

with $\Delta = \delta_m k^2$. This first order differential equation can trivially be solved and one obtains

$$-\frac{\delta_m(a)}{k^2} = A \sqrt{1 + \frac{y}{y^2}} + \frac{a_{\text{eq}}a_0^{-3}}{\Omega_m H_0^2} f(y), \quad \text{with} \quad f(y) = \frac{2y^3 - 4y^2 + 16y + 32}{5y^2}. \tag{A.11}$$
One can quickly determine that at late times the homogeneous solution only grows as $y^{-3/2}$, while the particular solution grows as $y^1$, quickly dominating the overall term. However, if one wants to be very strict, one can also neglect terms of order $y^0$ or $y^{-1}$ and expand $f(y)$ to first order, obtaining $f(y) \approx 2/5 \cdot y$ in this limit. In this limit, one then finds $-\delta_m(a)/k^2 \approx 2/5 \cdot (a/a_0^3)/(\Omega_m H_0^2)$ as in eq. (A.5). However, it is trivial to keep the non-leading terms of $f(y)$ as well, vastly improving the accuracy of the approximation from around 3% to around 0.4%. Note, that this is true even when neglecting the homogeneous solution. It is determined from the initial conditions (e.g. $A = [\delta_{\text{ini}}/k^2 - f(y_{\text{ini}})a_{\text{eq}}^{-3}/(\Omega_m H_0^2)] \cdot \frac{y_{\text{ini}}^2}{\sqrt{1+y_{\text{ini}}}}$), but does not contribute significantly. The initial condition for $\delta_{\text{ini}}$ is usually taken to be $-k^2 \tau_{\text{ini}}^2/4 \cdot \left[1 - \frac{4\tau_{\text{ini}}/\tau_{\text{eq}}}{10(1+\sqrt{2})}\right]$, but is of little relevance here.

The addition of curvature turns out to be a rather simple modification, since all the initial conditions and equations of motion are unaffected except for the Einstein eq. (A.3), where a pre-factor of $(1-3K/k^2)$ appears in front of the $k^2 \eta$ term, leading directly to a factor of $(1-3K/k^2)$ for the dominant particular solution of the differential equation. Overall, the curvature can thus be dealt with by simply multiplying the solution with $(1-3K/k^2)$ where $K = -\Omega_k H_0^2$.

However, in addition to changing the solution of the $\delta_m$ for $k \to 0$, the curvature also introduces a minimal $k$ in both open $K < 0$ and closed $K > 0$ universes. In an open universe, one has $k_{\text{min}} = \sqrt{-K}$, while in a closed universe one has $k_{\text{min}} = \sqrt{(8-m)K}$ with $m = 0$ for scalar perturbations. As such, the network cannot rely on always receiving the same $k_{\text{min}}$ for every cosmology. However, dynamically adapting the $k$-grid of the network during evaluation is not possible as the number of the nodes is fixed in the architecture. As such, we choose to instead predict always the full $N_k$ nodes, and simply discard those nodes $i$ with $k_i < k_{\text{min}}$ and only compute the loss on these nodes. Additionally, for the final output the three nodes, one slightly below $k_{\text{min}}$ and two slightly above $k_{\text{min}}$, are fitted quadratically in order to interpolate at $k_{\text{min}}$.

### B Triangle Plots

In this section we show the remaining triangle plots for the various extensions of the $\Lambda$CDM model investigated in the main text. We always compare the $1\sigma$ and $2\sigma$ contours for either CLASSNET or CLASSFULL, which show in general an excellent agreement.
Figure 27: 1 and 2 \( \sigma \) contours in the case of extended \( \Lambda \text{CDM} \) with the Planck+BAO likelihoods. **Left:** Extended model with \( \Delta N_{\text{eff}} \). **Right:** Extended model with \( \Omega_k \).

Figure 28: 1 and 2 \( \sigma \) contours in the case of extended \( \Lambda \text{CDM} \) with the Planck+BAO likelihoods. **Left:** Extended model with \( \Omega_b h^2 \). **Right:** Extended model with \( w_0 \).
C Origin of parameter bias

We have seen in section 4.4 that classNet reaches sufficient accuracy for parameter estimation from current data. However, there are small biases on certain cosmological parameters. We found that the bias on the mean and/or error exceeds the MCMC sampling variance mainly for $n_s$, $\Omega_b h^2$ and $\Delta N_{eff}$ – up to a level of 10% to 17%, which is acceptable, but still worth investigating in view of future progress. To a lesser extent, the means and/or errors for $H_0$, $\Omega_m h^2$ and $\Omega_\nu h^2$ are also slightly biased, but at an even smaller level, depending on which data set is used. For other parameters, the bias is below the MCMC sampling variance.

Our goal in this appendix is to understand better the origin of these small biases. This hints at what should be our priority in future versions of the classNet networks.

C.1 CMB spectrum residuals

If the residuals of the classNet $C_\ell$ spectra (compared to the classFull calculations) had completely random shapes for each given cosmological model and were randomly distributed over parameter space, we would expect that network errors get averaged out during parameter estimation, first, when summing over $\ell$ values in each likelihood, and second, when moving around in parameter space. Conversely, a bias on the mean and/or error of a cosmological parameter can appear in two cases:

a) When the average shape of the power spectra residuals shows a systematic trend that can be compensated by a shift in a cosmological parameter;\footnote{It has recently been proposed in [61] that such a shift could be compensated by using the known systematic deviations within the validation set by absorbing the shifts within the likelihood underlying the inference.}

b) When the shape or amplitude of the residuals has a correlated dependence on the value of a cosmological parameter.

Figure 29: 1 and 2 $\sigma$ contours in the case of ΛCDM + $w_0 + w_a$, with the Planck+BAO+SN likelihoods.
The shape of the residuals for $C_{T}^{TT}$ and $C_{E}^{EE}$ was already displayed in figs. 16 and 17, colour-coded by the distance to the center of the training domain. However, by looking at these figures, it is very difficult to identify effects of type a), and state, for instance, whether the average shape of the residuals can be compensated by a small shift in $n_{s}$ or in $\Omega_{b}h^{2}$.

Effects of type b) are easier to highlight. For this purpose, it is enough to plot the residuals colour-coded by the value of each cosmological parameter in the basis passed to the networks, that is, $(\Omega_{b}h^{2}, \Omega_{m}h^{2}, H_{0}, \kappa_{\text{rei}}, \Omega_{\nu}, \Delta N_{\text{eff}}, \Omega_{k}, w_{0}, w_{a})$. In the following figures, we will plot the residuals corresponding to a uniform sampling of our ellipsoidal training domain, with all previous parameters being varied, while the primordial parameters $(A_{s}, n_{s})$ are fixed to their Planck best-fit value.

In fig. 30, we plot the $C_{T}^{TT}$ and $C_{E}^{EE}$ residuals color-coded as a function of the value of the $\Lambda$CDM parameters $(\Omega_{b}h^{2}, \Omega_{m}h^{2}, H_{0}, \kappa_{\text{rei}})$. For $C_{T}^{TT}$, no clear correlation appears, apart from a dependence of the residuals in the range $20 \leq \ell \leq 100$ on the value of $\Omega_{m}h^{2}$. Since $\Omega_{m}$ (or more precisely $\Omega_{bc} = \Omega_{m} - \Omega_{\nu}$) determines the value of the redshift of equality, $z_{\text{eq}}$, and thus the magnitude of the early ISW effect, we conclude that the accuracy of the network [N1] – in charge of most of this effect – could be improved in order to reduce the bias on $\Omega_{m}h^{2}$. For $C_{E}^{EE}$, we see a small correlation between the amplitude and phase of the oscillating part of the residuals with $\Omega_{b}h^{2}$ and $\Omega_{m}h^{2}$. This suggests that the network [N5] lacks a bit of accuracy when estimating the phase and amplitude of the acoustic oscillations in the photon multipoles $G_{0}, G_{2}, F_{2}$, which depend on the photon-to-baryon ratio $R = \frac{3\rho_{b}}{4\rho_{\gamma}}$, and on the redshift of equality $z_{\text{eq}}$, and thus, on $\Omega_{b}h^{2}$ and $\Omega_{m}h^{2}$.
Figure 30: Absolute deviation between the **CLASSFULL** and **CLASSNET** power spectrum of temperature (left) and polarisation (right) across a set of 994 cosmologies uniformly sampled from the test domain, colour-coded as a function of individual parameters: from top to bottom, $\Omega_b h^2$, $\Omega_m h^2$, $h$ and $\kappa_{\text{reio}}$. 
In fig. 31, we repeat the exercise for the extended parameters \((\Omega_k, w_0, w_a)\). No clear correlation appears, apart from a small feature for the \(C_{TT}^l\) residual as a function of \(\Omega_k\), very similar to the feature already observed for \(\Omega_m\). However, we should recall that these residuals are plotted for random samples of our training domain, in which all parameters vary simultaneously (rather than all parameters but one being fixed). Since the ellipsoidal training domain is defined with a positive correlation between values of \(\Omega_k\) and \(\Omega_m\), we are observing once again the correlation with \(\Omega_m\), caused by the limited accuracy of the ISW network \[N1\].

Finally, in fig. 32, we color-code the residuals as a function of the parameters \(\Omega_\nu\) and \(\Delta N_{\text{eff}}\). The color impression of these plots is very different, because we are now dealing with parameters with a lower bound in zero and a half-Gaussian distribution across the training region. It is thus expected that the majority of residuals have a blue-ish color (corresponding to
values close to zero/the peak of the mode). Still, we can see small correlations. For $C_{TT}^{\ell}$, we observe features at low $\ell$ which are again reminiscent of the correlation between the residuals and $\Omega_m$. Since the ellipsoidal training domain is defined with a positive correlation between values of $\Omega_\nu$ and $\Omega_m$, and also between $\Delta N_{\text{eff}}$ and $\Omega_m$, we expect that we are observing again the same feature as before. The same applies to $C_{EE}^{\ell}$.\footnote{We observe however an additional effect: for the largest value of $\Omega_\nu h^2$, CLASSNET seems to systematically mis-predict the phase and amplitude of the acoustic peaks in $C_{EE}^{\ell}$. This is likely related to the fact that for large $\Omega_\nu h^2$ values, neutrinos are already non-relativistic at decoupling, and the gravitational interactions between photon perturbations and neutrino perturbations prior to recombination become significantly different. It is likely that our networks are not trained with enough high-neutrino-mass models for accurately modeling this peculiar effect. However, this occurs only for very large values $\Omega_\nu \geq 0.004$ (i.e., $\sum m_\nu \geq 0.4$ eV) that are excluded by current data sets.}

Figure 32: Same as fig. 30 but for the extended parameters $\Omega_\nu h^2$ (top) and $\Delta N_{\text{eff}}$ (bottom).

In summary, these tests provide a plausible explanation for part of the bias observed in $\Omega_b h^2$ and $\Omega_m h^2$, likely due to the limited accuracy with which the network [N1] predicts the early ISW effect, and with which the network [N5] predicts the effects of the baryon-to-photon ratio and of the redshift of equality on the amplitude and phase of the acoustic oscillations relevant for the polarisation spectrum. The other biases on $n_s$, $H_0$, $\Omega_\nu h^2$, and $\Delta N_{\text{eff}}$ seem to originate more indirectly, either due to a propagation of the former biases through parameter correlations, or to an average shape of the residuals that can be counter-acted by a shift in some parameters.
C.2 Posterior slices

The analysis of residuals in the last section did not allow us to:

- investigate the origin of parameter bias for parameters that are not varied in the training set, such as the primordial tilt $n_s$ (on which the source functions do not depend),
- check which observable has a dominant contribution to the bias (e.g. temperature spectrum, polarisation spectrum),
- prove explicitly which networks contribute the most to parameter bias and need to be improved in priority in future versions.

To address these points, one could in principle repeat multiple parameter estimations in which one source function is predicted with \textit{classNet} and all others with \textit{classFull}, and in which different likelihood subsets are used. However, going through this method after each new network training would require lot of computing power, while our whole point is precisely to save computing time.

A much more economic approach consists in comparing posterior slices, that is, evaluating the likelihood and the posterior with either \textit{classNet} or \textit{classFull} when one parameter is varied while the others are all fixed close to their best-fit value. Since we adopt top-hat priors on the cosmological parameters of our basis, the logarithm of the likelihood and of the posterior are identical up to a constant term, and the difference between the log-posteriors, $\log P^{\text{Net}} - \log P^{\text{Full}}$, is equal to the difference between the log-likelihoods, $\log L^{\text{Net}} - \log L^{\text{Full}}$.

Here we perform such an investigation for the two parameters whose mean value, confidence limit or upper bound are the most biased by \textit{classNet}, namely, $n_s$ and $\Delta N_{\text{eff}}$. For each of them, we compute the full Planck likelihood $\text{planck}^{2018\_highl\_plick.TTTEEE}$ as well as the individual contribution from the low-$\ell$ likelihood, high-$\ell$ TT likelihood, high-$\ell$ TE likelihood and high-$\ell$ EE likelihood. We perform this exercise for 20 values of $n_s$ or 20 values of $\Delta N_{\text{eff}}$, with all source functions but one calculated by \textit{classFull}. This amounts in $2 \times 2 \times 20 \times 9 = 720$ \textit{class} calls and likelihood evaluations in Cobaya, which is nothing compared to an MCMC run.

Scalar tilt $n_s$: The left plot in fig. 33 shows the difference $\log P^{\text{Net}} - \log P^{\text{Full}}$ as a function of $n_s$, with just one source function predicted by the network at a time. Under the approximation of a Gaussian posterior, a linear term in $n_s$ induces a shift between the means $(\bar{n}_s^{\text{Net}}, \bar{n}_s^{\text{Full}})$ while a quadratic term additionally introduces a bias in the errors $(\sigma_{n_s}^{\text{Net}}, \sigma_{n_s}^{\text{Full}})$. Any constant offset is not observable in Bayesian parameter inference.

\begin{equation}
\log P^{\text{Net}} - \log P^{\text{Full}} = \left( \frac{x - \mu^{\text{Net}}}{\sigma^{\text{Net}}} \right)^2 - \left( \frac{x - \mu^{\text{Full}}}{\sigma^{\text{Full}}} \right)^2 = x^2 \left( \frac{1}{\sigma^{2\text{Net}}} - \frac{1}{\sigma^{2\text{Full}}} \right) - 2x \left( \frac{\mu^{\text{Net}}}{\sigma^{2\text{Net}}} - \frac{\mu^{\text{Full}}}{\sigma^{2\text{Full}}} \right) + \left( \frac{\mu^{2\text{Net}}}{\sigma^{4\text{Net}}} - \frac{\mu^{2\text{Full}}}{\sigma^{4\text{Full}}} \right).
\end{equation}

Without a quadratic contribution ($a = 0$) the errors coincide and the linear term describes a shift in means. The constant term describes the same shift but at second order and can thus be neglected. Without a linear term ($b = 0$) the quadratic contribution introduces a bias in the errors. From the definition of $b$ one infers a bias in the means which is modulated by $a$ since $\mu^{\text{Net}}/\mu^{\text{Full}} = 1/(1 + a\sigma^{2\text{Full}})$. A mixture of quadratic and linear contributions lead to biases in both means and errors.

\footnote{In fact quadratic, linear and constant terms can result in shifts in means and errors. Consider a Gaussian posterior:}
We do observe a linear dependence on $n_s$, as expected from the fact that the mean $\bar{n}_s^{\text{Net}}$ was biased by 0.10σ to 0.17σ in the Cobaya runs of section 4.4. It is immediately obvious from the figure that the network [N2] contributing to $S_{T_0,\text{reco}}$ is the dominant source of bias on $n_s$ (note that we usually omit the $\text{no}_{\text{iaw}}$ suffix for shortness). The dependence of $\log P^{\text{Net}} - \log P^{\text{Full}}$ on $n_s$ is almost linear, because the bias on the error $\sigma_{n_s}$ is insignificant compared to the bias on the mean $\bar{n}_s$.

Since $S_{T_0,\text{reco}}$ is only relevant for temperature, the bias must be related to the predicted shape of the spectra $C_{T}^{TT}$ and $C_{T}^{TE}$. By splitting the likelihood in several contributions, we checked that this bias appears mainly through the $\text{planck}_2018_{\text{highl_plick}}.TT$ likelihood, i.e. in the temperature power spectrum for $\ell > 30$, and also through the TE likelihood. As a matter of fact, the right plot in fig. 33, which show the difference $\log P^{\text{Net}} - \log P^{\text{Full}}$ for just the TT likelihood, looks very similar to the left plot. We conclude that the network [N2] tends to systematically tilt the shape of $S_{T_0,\text{reco}}$ as a function of $k$, with a small deficit of power in the large-$k$ region. This tilting propagates to $C_{T}^{TT}$ (and $C_{T}^{TE}$) at large $\ell$, and gets compensated during parameter evaluation by a slightly higher value of $n_s$. By eye, this is not totally obvious in the residual plot for $S_{T_0,\text{reco}}$ (fig. 10), $C_{T}^{TT}$ (fig. 16) and $C_{T}^{TE}$ (fig. 18), but fig. 33 proves it unambiguously. An expansion and/or improvement of the [N2] network could be considered in the future if higher accuracy becomes necessary.

**Number of effective relativistic degrees of freedom $\Delta N_{\text{eff}}$**: Figure 34 shows the contribution of each network to the difference $\log P^{\text{Net}} - \log P^{\text{Full}}$. Like for $n_s$, the network [N2] (that predicts $S_{T_0,\text{reco}}$) contributes the most to the shifting of the upper bound on $\Delta N_{\text{eff}}$, followed by the network [N5] (that predicts $S_{T_2,\text{reco}}$ and thus $S_P = \sqrt{6}S_{T_2}$ as well). By splitting the likelihood in different parts, we checked that the [N2]-error propagates to the posterior through the high-$\ell$ TT and TE likelihoods, while the [N5]-error propagates through the high-$\ell$ EE and TE likelihoods. Our interpretation is that during parameter estimation the parameters $n_s$ and $\Delta N_{\text{eff}}$ are both at play for fitting the small systematic error induced by the [N2] an [N5] networks in the high-$k$ source functions and thus in the high-$\ell$ temperature and polarisation spectra. The fiducial data is better fitted with slightly

![Figure 33: Left: Difference between log-posteriors derived from the full Planck likelihood as a function of $n_s$ (all other parameters being fixed close to their best-fit value) with one source function predicted by CLASSNET while all others are calculated by CLASSFULL. Right: Same for the the Planck high-$\ell$ temperature-only likelihood.](image-url)
too large values of $n_s$ and $\Delta N_{\text{eff}}$. A larger value of $n_s$ raises power at all wavenumbers larger than the pivot wavenumber (and thus at all large $\ell$’s), while a larger $\Delta N_{\text{eff}}$ can be used to keep a sharp exponential drop of power at large $\ell$ through the Silk damping effect. We are talking here of very small effects, corresponding to biases at the level of at most 0.08$\sigma$ to 0.17$\sigma$ in both $n_s$ and $\Delta N_{\text{eff}}$, which are difficult to anticipate visually when just looking at the shape of the residuals e.g. in figs. 16 and 18.

**Other Parameters:** We followed the same method for other parameters. Like for $n_s$ and $\Delta N_{\text{eff}}$, we found that the network [N2] ($S_{T0,\text{reco}}$) has the largest impact – through the TT and TE spectra – on differences between the classNet and classFull posteriors when cutting along a given parameter direction. Like for $\Delta N_{\text{eff}}$, we also found that [N5] ($S_{T2,\text{reco}}$) has the second largest contribution – through the TE and EE spectra.

To summarize, in section 4.4, we have proven that classNet performs very well in parameter estimation for various models. In this appendix, we have identified the most important networks to improve in case more accurate parameter estimation is needed. In appendix C.1, the tests based on correlations in the residuals suggested that [N1] and [N5] are worth improving, but this test only brings some hints and no definite conclusion. In appendix C.2, the posterior slices unambiguously pin-pointed which networks contribute the most to parameter bias. There, we found that the impact on the likelihoods of the parameter dependence induced by [N1] is negligible. If more accuracy becomes necessary, the network that should be improved in priority is [N2] (due to its induced biasing of $n_s$, $\Delta N_{\text{eff}}$), and then, to a lesser extent, [N5].

**D Implementation of the networks in the released CLASS**

In this appendix, we explain the detailed implementation of the classNet specificities into class, mainly to the attention of readers who want to retrain or modify classNet. Access to classNet can currently be found in the git branch classnet of the public github repository https://github.com/lesgourg/class_public.
D.1 File Structure and Implementation

All the data relevant for classNet is stored in a new directory `classnet_workspace/`. This includes the array of wavenumbers at which the source functions are predicted by the NNs, the fixed precision settings used for the generation of the training/validation/testing data, the normalisation of all NN input, the weights of the NNs, and the domain on which the NNs are trained and assumed to be valid. Furthermore, per default, all new data that is generated by the use of classNet is stored in this folder. This can include data sets to train new neural networks, benchmark scripts, data to test the classNet performance, as well as corresponding plots.

The pieces of code specific to classNet— including all the scripts used to generate the plots included in this paper – are stored in the `python/nn/` folder (relative to the main class/ directory) and sorted into subfolders. The models and example subfolders are particularly relevant for tests and modifications. The former defines the architecture and input of each individual NN, while the latter hosts some documented evaluation, testing and training scripts. The class code is entirely written in C and embedded in python through the classy wrapper located in python/classy.pxy. Additional pieces of code specific to classNet are entirely contained in (or interfaced with) this wrapper, with the exception of a few conditional statements in the perturbations.c module of the C code, allowing to skip the full ODE integration when the NNs are used instead. As a result, classNet is currently (and for the foreseeable future) only accessible through python. In the classy wrapper, each module of class is called sequentially within the .compute() function. Before the perturbation.c module is executed, the wrapper checks whether the user supplied any parameter related to the NNs. If not, the code proceeds with the usual integration of the coupled ODEs (classFull mode). If such parameters are found, the code instead loads the domain stored in the workspace folder in order to check whether the requested model parameters lie within the validation region – and are thus suitable for NN acceleration. If this is the case, the C flag perform_NN_skip is set to _TRUE_ allowing the C code to only compute the time sampling vector and the wavenumber sampling vector relevant for the given cosmology, while skipping the integration of the ODEs. In a next step, the classNet environment is set up by creating an instance of the predictor-class. As detailed in the class/python/nn/predictors.py file, the role of this class is to load the NNs, their k array, and the cosmological parameters. Then, the neural networks are evaluated for each of the time samples of the given cosmology, predicting the source function for all the k values of the network. However, these do not a priori coincide with the k values of the given cosmology. Thus, the source function are further interpolated and finally stored at the correct time and k values. At this point, the subsequent class modules can be run in the same way as in classFull.

D.2 Single classNet evaluation

The class input parameters specific to classNet are defined and set in the classy wrapper. The first one is the workspace directory path and name `workspace_path`, set by default to

<path-to-class>/classnet_workspace

The second is the flag `use_nn` set to by default to False. Note that the precision parameters should not differ from the ones used during the training process that are stored in within <path-to-workspace>/data/manifest.json.

---

While there exist a few C or C++ APIs for neural networks, calling them through python is at this point far more convenient and equally fast.
At this point, we did no implement any automatic check that these parameters coincide, and it is the responsibility of the user to control the NN precision parameters in situations where accuracy is critical.

An explanatory python script with a single classNet evaluation can be found within the class folder `<path-to-class>/python/nn/examples/example_evaluate.py`.

When the user wants to test and compare different versions of the same network, it is possible to switch between them using a “generation” parameter. For example, passing the parameter `Net_ST0_ISW=12` would attempt to load network `Net_ST0_ISW_12.pt` in the directory `<path-to-workspace>/models/`. By default, classNet will load the network `Net_ST0_ISW.pt` (without a “generation” index).

Besides, there is an input parameter `nn.verbose` – set to 1 by default – that controls the verbosity of the output. Finally, one can use the flag `nn.force` to force classy to use classNet also outside of the validation region, to be used only for testing or debugging.

### D.3 Multiple classNet evaluations within parameter inference code

**General usage.** The usage of classNet in the framework of parameter inference packages such as Cobaya [55, 56], MontePython [54, 62] or others is straightforward. We provide a Cobaya example script at

 `<path-to-class>/python/nn/examples/example_mcmc_cobaya.py`

and some MontePython input files at:

 `<path-to-class>/python/nn/examples/example_nn.param`
 `<path-to-class>/python/nn/examples/base2018TTTEEE_lensing_bao_nn.param`

that show how to perform a parameter scan of the ΛCDM model using the Planck likelihoods.

In fact, parameter inference packages can be used in combination with classNet in the exact same way as classFull, excepted that a few additional class parameters need to be specified in input:

`'use nn': 'yes',`

`'workspace_path': '<path-to-class>/classnet_workspace'`

The setting `'use nn': 'yes'` means that classNet will try to use the network each time that a new model in the chain falls within the region of trusted accuracy, and will default to the classFull mode otherwise. No further considerations about the switching between classNet and classFull have to be specified explicitly by the user.

**Checking the actual use of the networks.** When doing preliminary tests, the user may wish to control whether the code is using more often the classNet or classFull mode. This information can be either obtained in the standard output with the verbose parameter `'nn.verbose` set to 1 or more, or by asking the inference code to store the derived quantity `'nn.chi2'`. This value of the $\Delta \chi^2$ (see eq. (3.5)) is computed at the beginning of a classNet call to decide which mode is going to be used. It will then be stored as an extra column in the chains.\(^{36}\) Note that it is expected that during the burn-in phase a significant fraction of the calls require classFull. Nonetheless, we find that compared to the total number of

\(^{36}\)As explained in section 3.1, in the current released version, classNet is used each time that this $\Delta \chi^2$ is below 46.12.
sampled points, this happens only a small number of times and the total acceleration of the MCMC is marginally affected.

**Single load of the networks during parameter inference runs.** The parameter inference software will normally create one \texttt{Class} instance per chain at the beginning of the run. During the run, before calculating a new model, the input parameter and the output quantities of the previous run get cleared, but the \texttt{Class} instance itself is not deleted. It should be noted that the networks get loaded when the \texttt{CLASSNET} acceleration is performed, but remain loaded as long as the instance is not deleted. This saves a non-negligible fraction of runtime for subsequent computations.

**Choice of cosmological parameter basis.** The network was trained with a given set of model parameters. However, there is no obligation to stick to the same parameter basis during parameter inference. Indeed, once the user has defined a list of varied and fixed parameters in the input file of the parameter inference package, these parameters are passed to \texttt{CLASSNET} and interpreted by the \texttt{input} module like in any \texttt{CLASS} call. Later, these parameter are converted to the basis used by the networks and passed to them. This means, for instance, that the user is still free to use indifferently big or small omega’s for each species (with $\omega_x \equiv \Omega_x h^2$), or to specify $n_{\nu}$ instead of $\Omega_{\nu} cdm$ or $\Omega_{\nu} n cd m$. In all cases, the networks gets in input the total $\Omega_{\nu} h^2$, summed internally over all non-cold dark matter species, and the total $N_{\text{eff}}$, summed over all the species that are non-relativistic at the initial time used by \texttt{CLASS}.

However, \texttt{CLASSNET} does an automatic check that a few model parameters have been set correctly in order to match some key assumptions used during training. An error is returned whenever the user omits to fix the following three parameters:

- $'\Omega_{\Lambda}':0$,
- $'N_{\nu cd m}:1$,
- $'deg_{\nu cd m}:3$

As a matter of fact, the plain cosmological constant must be switched off with $\Omega_{\Lambda} = 0$ in order to activate the dark radiation fluid labelled as \texttt{fld}, whose density $\Omega_{\text{field}}$ gets computed automatically in the \texttt{input} module using the budget equation, and whose equation-of-state parameters $w_{0, \text{field}}$ and $w_{a, \text{field}}$ can be either fluctuated or set to fixed values. When $w_{0, \text{field}}=-1$ and $w_{a, \text{field}}=0$, the dark energy fluid is \textit{de facto} equivalent to a plain cosmological constant. The above settings for the parameters $N_{\nu cd m}$ and $deg_{\nu cd m}$ ensure that the user assumes three massive neutrinos degenerate in mass. Since this assumption was performed during training, it is required in order to guarantee an accurate use of the networks. With such settings, the \texttt{CLASS} parameter $N_{\nu ur}$ (the effective number of ultra-relativistic species) accounts for additional relativistic degrees of freedom, up to a shift of 0.0044 that can be seen as a “fudge factor” (accounting for non-thermal distortions in the active neutrino phase-space distribution inferred from the latest studies of neutrino decoupling). This means that a model with three active neutrinos plus $\Delta N_{\text{eff}}$ non-standard relativistic relics corresponds

\begin{footnote}
Thus, if the user wants a single massive neutrino, the networks need to be retrained. Note however that, in order to get some CMB and matter power spectra close to the predictions of realistic neutrino mass schemes (normal or inverted hierarchy), it is always much better to assume three degenerate massive neutrinos as we are doing here, see e.g. \cite{63}.
\end{footnote}
to $N_{\nu} = 0.0044 + \Delta N_{\text{eff}}$. After summing over the contribution of massless and massive neutrinos, CLASS finds internally $N_{\text{eff}} = 3.0440 + \Delta N_{\text{eff}}$, consistently with [64, 65].

CLASSNET also does an automatic check that some requirements are met at the level of precision parameters. By default, the parameter 'compute damping scale' is set to 'no' by CLASS. However, when using CLASSNET, it must be activated in order to pass an analytic approximation to the photon damping scale as an input to the networks. Thus the input file should include

'compute damping scale': 'yes'

Finally, in its current released version, CLASSNET checks that the parameters $P_{k_{\text{max}}}/\text{Mpc}$ or $P_{k_{\text{max}}}/h/\text{Mpc}$ have been set in such a way that the matter power spectra are not requested beyond $k = 100h\text{ Mpc}^{-1}$, since the networks have been trained with $P_{k_{\text{max}}}/\text{Mpc}:100$.

**Default parameter values.** When some parameters are omitted, CLASSNET defaults to the same values as the standard CLASS code, except for the neutrino mass, whose default value is set to $10^{-5}\text{eV}$ in CLASSNET instead of 0 in CLASS. (In practise, this makes no difference, since a neutrino of mass $10^{-5}\text{eV}$ is still ultra-relativistic today and thus indistinguishable from a massless one). The $\Lambda$CDM parameters have default values close to the Planck 2018 best fit. The default value of $N_{\nu}$ is 3.046 and should never be used, since CLASSNET always assumes already three massive neutrinos. Thus, the user not interested in extra relativistic degrees of freedom should set manually $N_{\nu}$ to 0.0044. The default value of spatial curvature is zero, and that of dark energy parameters is $(w_0_{\text{fld}}=-1, w_{a\text{fld}}=0)$, corresponding to a plain cosmological constant.

### D.4 Training

Training can be split into three parts:

1. generating a parameter sample within a domain for the training/validation/test sets (domain sampling),
2. computing the CLASSFULL results at each sample (data generation),
3. training the weights of the neural networks (training).

We outline these steps in the following subsections. Documented step-by-step scripts showing how to train the networks for an arbitrary set of models and parameters can be found in the python files `example_train_full.py` and `example_retrain.py` in the `<path-to-class>/python/nn/examples` directory. The former script has all its settings written explicitly in the file, and needs to be edited when used for different purposes. Instead, the latter can be called with additional command-line arguments.

All the tasks related to a given version of the networks – including their training, storage and evaluation – are handled by a single instance of a python class `Workspace`, defined in `python/nn/workspace.py`. This class can be seen as a wrapper of a given workspace directory – like the default directory `classnet_workspace/` provided by default, or another one with a path and name `workspace_path` defined by the user. Thus, all the training steps are coded as some functions of one instance of the `Workspace` class.

In the next paragraphs, we provide the necessary functions to retrain the networks using the methods outlined in this paper. All python scripts are stored in a python package.
classynet that is installed when compiling CLASS from the classnet branch. To create a workspace environment, one calls:

```python
import classynet
my_workspace = classynet.workspace.Workspace(workspace_path)
```

This includes the workspace path (to either an existing or new workspace directory). There is a more advanced function taking an additional argument `generation`, in case one wants to train only one or a few specific networks (out of the list of networks defined in section 2) with a specific version number:

```python
import classynet
my_workspace = classynet.workspace.GenerationalWorkspace(workspace_path, generations)
```

The optional argument `generations` is a dictionary with keys:

- `Net_ST0_Reco`
- `Net_ST0_Reio`
- `Net_ST0_ISW`
- `Net_ST1`
- `Net_ST2_Reco`
- `Net_ST2_Reio`
- `Net_phi_plus_psi`

For each key one can pass an integer value referring to the network generation to be trained or used, e.g. 'Net_ST0_Reco':2 if we want to train or use `Net_ST0_Reco_2.pt`.

### D.4.1 Domain sampling

The generation of a Domain instance can be called from the Workspace instance, either by creating a domain based on a bestfit point and a covariance matrix that might have been obtained from an MCMC run, or by loading a domain which has been created in advance and has its properties stored in a workspace.

The former can be done by calling the `save` function of the Domain class:

```python
domain = my_workspace.domain_from_path(bestfit_path, covmat_path, pnames, sigma_train=6, sigma_validation=5, sigma_test=5)
domain.save()
```

with appropriate paths to the bestfit and covariance matrix, as well as a list of parameters `pnames` to be sampled. The parameters `sigma_train`, `sigma_validate` and `sigma_test` specify the size of the ellipsoid on which we want to train, validate or test the networks.

Instead of being created from scratch, the domain can also be loaded from an existing workspace as

```python
domain = my_workspace.domain()
domain.save()
```

Next, the process of populating the domain with a given number of samples drawn from adapted Latin Hypercube Sampling (which was outlined in section 3) is achieved by the function `.sample_save()`:

```python
domain.sample_save(training_count, validation_count, test_count)
```

The arguments are the targeted number of samples. The samples are stored within the workspace within individual data directories.
D.4.2 Data generation

The process of data generation is achieved by the nested Generator class, which can be called via a function of the Workspace class. It reads the samples that were created in the previous step, runs CLASSFULL for each cosmology and saves the quantities used to train CLASSNET. These include the source functions and all the input parameters/functions described in section 2 (saved as sources.xxx.h5). To perform these steps, one first loads the sampled parameters with:

```python
training, validation, test = my_workspace.loader().cosmological_parameters()
```

These parameter samples are used to calculate the corresponding source source functions with:

```python
my_workspace.generator().generate_source_data(
    fixed, training, validation, test,
    fixed_training_only, processes)
```

Next to the lists of cosmological input parameters in each sample (training, validation, test), we additionally provide the function with dictionaries of fixed CLASS parameters fixed that specify the output and the precision of the generator. Additionally we provide extra precision parameters fixed_training_only used only for the training data set, to ensure the training quality. The argument processes is the number of threads to be run in parallel. Note that storing the source functions and the related cosmological quantities requires a large amount of disc space (300GB for 11 000 source functions).

It is interesting to comment on the last two steps performed within the python function generate_source_data(). Once all source functions and cosmological data have been generated, the k-array of the networks that are about to be trained is determined by combing the k-arrays of all generated data sets with:

```python
workspace.generator().generate_k_array()
```

This array is stored both in the network weights and in the manifest.json dictionary which is generated by calling:

```python
workspace.generator().write_manifest(fixed, pnames)
```

The last step also stores the minimal and maximal value of each source function and input parameter/function across all samples. These values are used later to automatically rescale the network input/output – usually to values varying between -1 and 1. Note that overwriting the k-array or the normalization information within a given workspace would corrupt an older training.

38 While generating the training data, we reduce the numerical noise in the calculation of the source functions by setting the following precision parameters: 'k_min_tau0':1e-4, 'tol_background_integration':1e-12, 'tol_perturbation_integration':1e-6, 'reionization_optical_depth_tol':1e-5.

39 In order to do so, the k-array with the most entries among the data set is extended by evenly sampling k values in logspace until reaching the lowest \( k_{\text{min}} \) over the data set.
D.4.3 Training

Once the previous files have been generated, the actual training of the network can start. All steps are embedded in a nested Trainer class. As a preliminary step, the source functions are interpolated at the $k$-array of the networks and all NN input/output quantities are rescaled. Then, the training of the NN weights proceeds as described in section 3. For instance, the training of all networks is achieved with:

```python
my_workspace.trainer().train_all_models(workers)
```

where `workers` is the number of threads to be used. Instead, a specific training of e.g. two networks `Net_ST1`, `Net_phi_plus_psi` can be achieved with:

```python
from classynet.models import Net_ST1, Net_phi_plus_psi
list = {'Net_ST1': Net_ST1,
        'Net_phi_plus_psi': Net_phi_plus_psi}
my_workspace.trainer().train_models(list, workers)
```

The number of epochs and the learning rate as a function of epoch can be specified for each individual network within the corresponding network specification file in the `<path-to-class>/python/nn/models/` folder. After each epoch, a checkpoint is saved in the `<path-to-workspace>/models/` directory as a pytorch `.pt` compressed file. We additionally store the final NN weights as a separate `.pt` file for easier access. With the network architecture adopted in this work, we expect that it might be necessary to re-train the most critical networks [N2] and [N5] multiple times, since the result of a single training is not necessarily optimal (see section 3). Posterior cuts through the Planck likelihoods can be further used to select the version yielding the smallest parameter biases.

---

40 Quantities which are denoted as “cosmo inputs” in section 2 are normalized by min-max to the range $[-1, 1]$. The quantities $\tau$, $\tau/\tau_{\text{reio}}$, $\tau/\tau_{\text{reco}}$ and the source functions $\delta_m$, $\delta_{cb}$ are traded against their logarithm in base 10. The visibility functions $g_{\text{reio}}$, $g_{\text{reio}}'$ and all other source functions are simply rescaled by their largest absolute value, such that they do not exceed the range $[-1, 1]$. 

---
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