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ABSTRACT. In a classical result, Bercovici and Pata showed that a natural bijection between the classically, free and Boolean infinitely divisible measures holds at the level of limit theorems of triangular arrays. This result was extended to include monotone convolution by the authors in [AW14]. In recent years, operator-valued versions of free, Boolean and monotone probability have also been developed. In a recent paper, Belinschi, Popa and Vinnikov showed that this bijection holds for the operator-valued versions of free and Boolean probability. In this paper, the authors show that this too extends to operator-valued versions of monotone probability theory. To prove this result, the authors develop the theory of composition semigroups of non-commutative functions and largely recapture Berkson and Porta’s classical results on composition semigroups of complex functions in this more general setting. Moreover, the second author’s result on the classification of Cauchy transforms for non-commutative functions is extended to the Cauchy transforms associated to more general completely positive maps.

1. INTRODUCTION

It is a remarkable fact that the classes of infinitely divisible measures in each of the four universal non-commutative probability theories have a natural bijection, arising from the Lévy-Hinčin representations of the measures, that is maintained at the level of limit theorems of triangular arrays. This is made precise in the following theorem:

**Theorem 1.1.** Fix a finite positive Borel measure $\sigma$ on $\mathbb{R}$, a real number $\gamma$, a sequence of probability measures $\{\mu_n\}_{n \in \mathbb{N}}$, and a sequence of positive integers $k_1 < k_2 < \cdots$. The following assertions are equivalent:

(a) The sequence $\underbrace{\mu_n \ast \mu_n \ast \cdots \ast \mu_n}_{k_n}$ converges weakly to $\nu^{\gamma,\sigma}$;

(b) The sequence $\underbrace{\mu_n \boxplus \mu_n \boxplus \cdots \boxplus \mu_n}_{k_n}$ converges weakly to $\nu^{\gamma,\sigma}_{\boxplus}$;

(c) The sequence $\underbrace{\mu_n \boxdot \mu_n \boxdot \cdots \boxdot \mu_n}_{k_n}$ converges weakly to $\nu^{\gamma,\sigma}_{\boxdot}$;

(d) The sequence $\underbrace{\mu_n \downarrow \mu_n \downarrow \cdots \downarrow \mu_n}_{k_n}$ converges weakly to $\nu^{\gamma,\sigma}_{\downarrow}$;

(e) The measures

$$
\frac{x^2}{x^2 + 1} \, d\mu_n(x) \to \sigma
$$
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weakly, and
\[ \lim_{n \to \infty} k_n \int_{\mathbb{R}} \frac{x}{x^2 + 1} d\mu_n(x) = \gamma. \]

The equivalence of (a), (b), (c) and (e) was proven in a classic paper due to Bercovici and Pata [BPa00]. The inclusion of part (d) was proven in our recent paper [AW14].

Voiculescu developed operator-valued notions of non-commutative probability [Voi87] where probability measures are replaced by certain completely positive maps from the ring of non-commutative polynomials to a C*-algebra. An analogous theorem in this more general setting was proven in [BPV12], namely the equivalence of parts (b) and (c). The first main result in this paper is the inclusion of (d) at this level of generality.

In order to study monotone infinitely divisible \( B \)-valued distributions, we must first develop the theory of composition semigroups of non-commutative functions in a manner analogous to Berkson and Porta’s study of these semigroups at the level of complex functions [BPo78]. This stems from the fact that the convolution operation for monotone probability theory satisfies the following relation for the associated \( F \)-transforms, \( F_{\mu \bowtie \nu} = F_\mu \circ F_\nu \), so that infinitely-divisible distributions form such a composition semigroup. In the second main result of the paper, we prove that any monotone infinitely-divisible distribution can be included in such a semigroup. Note that even in the scalar-valued case, this is a recent result, proved by Serban Belinschi in his thesis. Finally, we characterize generators of such composition semigroups, and a smaller set of generators of composition semigroups of \( F \)-transforms.

In Section 2, we provide background and preliminary results. In section 3, we study composition semigroups of vector-valued and non-commutative analytic functions. The main results of this section are Proposition 3.3, which shows that there is a natural notion of a time derivative for semigroups of vector-valued analytic functions \( \{f_t\}_{t \geq 0} \), and Theorem 3.5, which proves that, in the case of \( F \)-transforms and more general self-maps of the complex upper half plane, these semi-groups are in bijection with certain classes of functions defined through their analytic and asymptotic properties. This bijection provides a Lévy-Hinčin representation for these infinitely divisible distributions. In section 4 we prove the main result of the paper, namely the extension of Theorem 1.1 to the operator-valued case. In contrast to the previous section, this is achieved through a combinatorial methodology. We close the paper with section 5 which is primarily concerned with the extension of the main result in [Wil13], namely the classification of the Cauchy transforms associated to \( B \)-valued distributions, to a more general class of functions including the Cauchy transforms associated to more general CP maps.

\section{Preliminaries}

Let \( B \) denote a unital C*-algebra and \( X \) a self-adjoint symbol. We will define the ring of noncommutative polynomials \( B\langle X \rangle \) as the algebraic free product of \( B \) and \( X \). \( B_0\langle X \rangle \) are polynomials in \( B\langle X \rangle \) with zero constant term.

Let \( \mu : B\langle X \rangle \to B \) denote a linear map. We say that \( \mu \) is exponentially bounded with constant \( M \) if
\[ \|\mu(b_1 X b_2 \cdots X b_{n+1})\| \leq M^n \|b_1\| \|b_2\| \cdots \|b_{n+1}\| \]
We abuse terminology and say that the map is \textit{completely positive} if

\begin{equation}
\mu \otimes 1_n \left[ P_i(X) P_j^*(X) \right]_{i,j=1}^n \geq 0
\end{equation}

for every family $P_i(X) \in \mathcal{B}(X)$. We define a set $\Sigma_0$ to be those $\mathcal{B}$-bimodular linear maps $\mu$ satisfying (1) and (2).

As a general introduction to non-commutative functions, we refer to [KV12]. Let $\mathcal{B}, \mathcal{A}$ denote unital $C^*$-algebras. We define the \textbf{noncommutative space over} $\mathcal{B}$ as the set $\mathcal{B}_{nc} = \{ M_n(\mathcal{B}) \}_{n=1}^\infty$. A \textbf{non-commutative set} is a subset $\Omega \subset \mathcal{B}_{nc}$ that respects direct sums. That is, for $X \in \Omega \cap M_n(\mathcal{B})$ and $Y \in \Omega \cap M_p(\mathcal{B})$ we have that $X \oplus Y \in \Omega \cap M_{n+p}(\mathcal{B})$. We note that these definitions apply for more general $\mathcal{B}$ over any unital, commutative ring, but we focus on the $C^*$-algebraic setting. Given $b \in M_n(\mathcal{B})$ the \textbf{non-commutative ball} of radius delta about $b$ is the set $B_{\delta}^{nc}(b) := \cup_{k=1}^{\infty} B_{\delta}(\oplus^k b)$ where $B_{\delta}(\oplus^k b) \subset M_{nk}(\mathcal{B})$ is the standard ball of radius $\delta$.

A \textbf{non-commutative function} is a map $f : \Omega \to \mathcal{A}_{nc}$ with the following properties:

(a) $f(\Omega_n) \subset M_n(\mathcal{A})$

(b) $f$ respects direct sums: $f(X \oplus Y) = f(X) \oplus f(Y)$

(c) $f$ respects similarities: For $X \in \Omega_n$ and $S \in M_n(\mathbb{C})$ invertible we have that

\[ f(SXS^{-1}) = Sf(X)S^{-1} \]

provided that $SXS^{-1} \in \Omega_n$.

A non-commutative function is said to be \textit{locally bounded in slices} if, for every $n$ and element $x \in \Omega_n$, $f|_{\Omega_n}$ is bounded on some neighborhood of $x$ in the norm topology. It is a remarkable fact originally due to Taylor ([Tay72], [Tay73]) that a non-commutative function that is Gâteaux differentiable and locally bounded in slices is in fact analytic. A non-commutative function is \textit{uniformly analytic} at $b \in M_n(\mathcal{B})$ if it is analytic and bounded on $B_{\delta}^{nc}(b)$ for some $r > 0$.

Throughout, $\mathcal{B}$ shall denote a unital $C^*$-algebra. Let $M_n(\mathcal{B})$ denote the $n \times n$ matrices with entries in $\mathcal{B}$. Let $M^+_n(\mathcal{B}) \subset M_n(\mathcal{B})$ denote those elements $b \in M_n(\mathcal{B})$ with $\Im(b) > \epsilon 1_n$ and $M^+_n(\mathcal{B}) = \cup_{\epsilon > 0} M^+_{n,\epsilon}$. We form a non-commutative set

\[ H^+(\mathcal{B}) = \cup_{n=1}^{\infty} M^+_n(\mathcal{B}) \]

and refer to this set as the \textbf{non-commutative upper half plane}.

We define a family of sets in $H^+(\mathcal{B})$. For $\alpha, \epsilon > 0$ define a \textbf{non-commutative Stolz angle} to be

\[ \Gamma^{(\alpha)}_{\epsilon} := \{ b \in M^+_n(\mathcal{B}) : \Im(b) > \alpha \Re(b) \} \]

Let $\mu \in \Sigma_0$. We define the \textbf{Cauchy transform} of $\mu$ to be the analytic, non-commutative function $G_\mu = \{ G^{(n)}_\mu \}_{n=1}^{\infty}$ such that

\[ G^{(n)}_\mu(b) := \mu \otimes 1_n \left[ (b - X \otimes 1_n)^{-1} \right] : H^+(\mathcal{B}) \mapsto H^-(\mathcal{B}) \]

From this map, we may construct the \textbf{moment generating function}, the $F$-transform, the Voiculescu \textbf{transform} and the $\mathcal{R}$-\textbf{transform} respectively through the following equalities:

\[ H^{(n)}(b) := G^{(n)}(b^{-1}) : H^-(\mathcal{B}) \mapsto H^-(\mathcal{B}) \]

\[ F^{(n)}(b) := G^{(n)}(b^{-1}) : H^+(\mathcal{B}) \mapsto H^+(\mathcal{B}) \]

\[ \varphi^{(n)}_\mu(b) := (F^{(n)}_\mu)^{-1}(b) - b \]
\[ \mathcal{R}_\mu^{(n)}(b) := \phi_\mu^{(n)}(b^{-1}) \]

where the superscript \((-1)\) refers to the composition inverse. We also note that the moment generating function extends to a neighborhood of 0 for \(\mu \in \Sigma_0\) and that the Voiculescu-transform is only defined on a subset of \(H^+(\mathcal{B})\). The following result, proven in [Wil13] and [PV13], classifies the \(F\)-transforms in terms of their analytic and asymptotic properties.

**Theorem 2.1.** Let \(f = (f^{(n)}) : H^+(\mathcal{B}) \to H^+(\mathcal{B})\) denote an analytic, noncommutative function. The following conditions are equivalent.

(a) \(f = F_\mu\) for some \(\mu \in \Sigma_0\).

(b) The noncommutative function \(k = (k^{(n)})\) defined by \(k^{(n)}(b) := (f^{(n)}(b^{-1}))^{-1}\) has uniformly analytic extension to a neighborhood of 0. Moreover, for any sequence \(\{b_k\}_{k \in \mathbb{N}}\) with \(\|b_k^{-1}\| \downarrow 0\), assume that \(b_k^{-1}f^{(n)}(b_k) \to 1_n\) in norm.

(c) There exists an \(\alpha \in \mathcal{B}\) and a \(\sigma : \mathcal{B} \langle X \rangle \to \mathcal{B}\) that satisfies (1) and (2) such that, for all \(n \in \mathbb{N}\),

\[ f^{(n)}(b) = \alpha 1_n + b - \sigma \otimes 1_n(b(1 - Xb)^{-1}) \]

Moreover, the map \(\sigma\) in (c) is of the form \(\sigma(P(X)) = \rho(XP(X)X)\) for \(\rho\) such that its restriction to \(\mathcal{B}_0(X)\) is positive.

We will require several classical results in complex function theory to prove our results. Theorem 3.16.3 in [HP74] is a useful analogue of the classical Cauchy estimates in complex analysis. We also refer to this reference for an overview of the differential structure of vector valued functions, including the higher order derivative \(\delta^n\) utilized below.

**Theorem 2.2.** Let \(f\) be Gâteaux differentiable in \(\mathcal{U}\) and assume that \(\|f(x)\| \leq M\) for \(x \in \mathcal{U}\). Then

\[ \|\delta^n f(a; h)\| \leq Mn! \]

for \(a + h \in \mathcal{U}\).

Further, theorem 3.17.17 in [HP74] provides Lipschitz estimates for analytic functions. Indeed, for an analytic function \(f\) that is locally bounded by \(M(a)\) in a neighborhood of radius \(r_a\), we have that

\[ \|f(y) - f(x)\| \leq \frac{2M(a)\|x - y\|}{r_a - 2\|x - y\|} \]

**Notation 2.1.** We define a set \(\Lambda\) of maps \(\Phi : H^+(\mathcal{B}) \to H^-(\mathcal{B})\) through the following properties:

(i) The map \(\mathcal{R}(b) := \Phi(b^{-1})\) has uniformly analytic continuation to a non-commutative ball about 0 with \(\mathcal{R}(b)^* = \mathcal{R}(b)\)

(ii) For any sequence \(b_k \in \mathcal{B}\) with \(\|b_k^{-1}\| \downarrow 0\), we have that \(b_k^{-1}\Phi(b_k) \to 0\) as \(k \uparrow \infty\)

We define a family of functions \(\tilde{\Lambda}\) where we replace (i) and (ii) with the following weaker conditions

(I) For any \(\alpha, \epsilon > 0\) and sequence \(b_k \in \Gamma_{\alpha,\epsilon}^{(n)}\) with \(\|b_k^{-1}\| \downarrow 0\), we have that \(b_k^{-1}\Phi(b_k) \to 0\) as \(k \uparrow \infty\).

(II) For any \(\epsilon > 0\), \(\Phi\) is uniformly bounded on \(\sqcup_{n=1}^{\infty} M^{+\epsilon}_n(B)\).
Definition 2.2. Let $\mu, \nu \in \Sigma_0$. We define the monotone convolution to be the non-associative operation $(\mu, \nu) \mapsto \mu \triangleright \nu \in \Sigma_0$ defined implicitly though the equality

$$F_{\mu \triangleright \nu} := F_\mu \circ F_\nu.$$  

Note that this definition uses Theorem 2.1 in an essential way, to show that a composition of $F$-transforms is an $F$-transform. See Section 4 and references [Pop08, HS11, Pop12, HS13] for the relation between this definition and monotone independence of Muraki.

Definition 2.3. We say that $\mu$ is a $\triangleright$-infinitely divisible distribution if, for every $n$, there exists a distribution $\mu_n \in \Sigma_0$ such that

$$\mu = \underbrace{\mu_n \triangleright \mu_n \triangleright \cdots \triangleright \mu_n}_{n \text{ times}}$$

We define a composition semigroup of $F$-transforms $\{F_t\}_{t \in \mathbb{Q}^+}$ by letting $F_{p/q} := F_{\mu_p \circ \mu_q}$ where $\mu = \mu_p \circ \mu_q$ for all $p, q \in \mathbb{N}$. We will show in Theorem 3.5 that this semigroup extends to an $\mathbb{R}^+$ semigroup and that this is generated by a function $\Phi \in \Lambda$ in a sense that will be made specific. Moreover, one of the main results in [Wil13] is that the set $\Lambda$ is exactly the set of Voiculescu transforms associated to $\mathfrak{M}$-infinitely divisible distributions. This is not a coincidence and will drive the main result of this paper.

3. Lévy-Hinčin Representations for Semigroups of Non-Commutative Functions.

We begin this section with a result showing that the divisors of $\triangleright$-infinitely divisible distributions maintain the same exponential bound. A similar result can be proven in the combinatorial setting in an easier manner, but the bound is less sharp.

Proposition 3.1. Let $\mu$ denote a $\triangleright$-infinitely divisible distribution with exponential bound $M$. Then, for each $k$, the distribution $\mu_k$ satisfying $\mu = \mu_k \circ \mu_k$ has exponential bound $M$.

Proof. Let $Xb_1Xb_2\cdots b_{n-1}X = P(X) \in B(X)$ such that $\|b_1\| = \|b_2\| = \cdots = \|b_{n-1}\| = 1$ and assume that $\mu_k(P(X)) > M^n$. Then, using the Schwarz inequality for 2-positive maps, we have that

$$\|\mu_k(P^*(X)P(X))\|\|\mu_k(1)\| \geq \|\mu_k(P(X))\| \|\mu_k(P^*(X))\| = \|\mu_k(P(X))\|^2 > M^{2n}$$

Since $\mu_k(1) = 1$, we may assume that our monomial $P(X) = Xb_1Xb_2\cdots b_{n-1}X^2b_{n-1}^*X \cdots b^*_nX$ has the property that $\mu_k(P(X)) > M^{2n}$. Define an element $B \in M_{2n}(B)$ by

$$B = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & \cdots & 0 \\
1 & 0 & b_1 & 0 & 0 & 0 & \cdots & 0 \\
0 & b_1^* & 0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & b_2 & 0 & \cdots & 0 \\
0 & 0 & 0 & b_2^* & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & b_3 & \cdots & 0 \\
& & & & & & & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & b_{n-1}^* & 0 & 1 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0
\end{pmatrix}.$$
That is, the superdiagonal alternates between 1 and $b_i$, the subdiagonal alternates between 1 and $b_i^*$. Now, let $0 < \epsilon, \delta$ and

$$B_{\delta, \epsilon} = \delta B + \epsilon \left( \sum_{i=1}^{2n-1} e_{i,i} \right) + \frac{e_{2n, 2n}}{\delta^{2n-1}}$$

where $\epsilon$ is arbitrarily small and $\delta$ is chosen so that $B_{\delta, \epsilon}$ is a strictly positive element. Moreover, we have that

$$e_{1,1}(B_{\delta, \epsilon}XB_{\delta, \epsilon})^{2n}e_{1,1} = P(X) + O(\min(\delta, \epsilon)).$$

(5)

Thus, for $\epsilon$ small enough and an appropriate state $\phi \in \mathcal{B}^*$, we have that

$$\phi_{1,1} \circ (\mu_k \otimes 1_{2n})(B_{\delta, \epsilon}XB_{\delta, \epsilon}) > M^{2n}$$

(6)

(here $\phi \otimes e_{1,1} = \phi_{1,1}$). This implies that the scalar valued Cauchy transform associated to this random variable,

$$G^{\delta, \epsilon}_{\mu_k}(z) = \phi_{1,1} \circ (\mu_k \otimes 1_{2n})(z1_{2n+1} - B_{\delta, \epsilon}XB_{\delta, \epsilon})^{-1}$$

arises from a measure whose support has non-trivial intersection with $\mathbb{R} \setminus [-M, M]$, whereas the (similarly defined) $G^{\delta, \epsilon}_{\mu}$ has support contained in $[-M, M]$ (since its moments have growth rate smaller than powers of $M$). Using Stieltjes inversion, this implies that

$$\lim_{t \downarrow 0} -\Im G^{\delta, \epsilon}_{\mu_k}(x + it) > 0$$

(7)

for some $x > M$ (or the limit simply does not exist in the atomic case).

Calculating the imaginary part of this Cauchy transform, we have

$$\Im(\mu((z1_{2n} - B_{\delta, \epsilon}XB_{\delta, \epsilon})^{-1})^{-1}) = B_{\delta, \epsilon}^{-1}\Im(\mu(B_{\delta, \epsilon}^{-2}X - X)^{-1})B_{\delta, \epsilon}^{-1}$$

$$= B_{\delta, \epsilon}^{-1}\Im F^{(n)}_{\mu_k}(zB_{\delta, \epsilon}^{-2}B_{\delta, \epsilon})$$

$$\leq B_{\delta, \epsilon}^{-1}\Im F^{(n)}_{\mu_k}(zB_{\delta, \epsilon}^{-2}B_{\delta, \epsilon})^{-1}$$

$$= \Im(\mu((z1_{2n} - B_{\delta, \epsilon}XB_{\delta, \epsilon})^{-1})^{-1})$$

(8)

where the inequality follows from the fact that $F_{\mu} = F^{\delta, \epsilon}_{\mu_k} \circ F_{\mu_k}$ and $F$-transforms increase the imaginary part.

Rewriting the right hand side of (8), we have that

$$\Im(\mu((z1_{2n} - B_{\delta, \epsilon}XB_{\delta, \epsilon})^{-1})^{-1})$$

$$= [\mu((z1_{2n} - B_{\delta, \epsilon}XB_{\delta, \epsilon})^{-1})^*]^{-1}\Im(\mu((z1_{2n} - B_{\delta, \epsilon}XB_{\delta, \epsilon})^{-1}))\Im(\mu((z1_{2n} - B_{\delta, \epsilon}XB_{\delta, \epsilon})^{-1})^{-1})$$

(9)

$$= F_{\mu_k}^{\delta, \epsilon}(z)^*\Im(F_{\mu_k}^{\delta, \epsilon}(z))F_{\mu_k}^{\delta, \epsilon}(z)$$

We conclude that

$$\Im(\mu((z1_{2n} - B_{\delta, \epsilon}XB_{\delta, \epsilon})^{-1})^{-1}) \leq F_{\mu_k}^{\delta, \epsilon}(z)^*\Im(F_{\mu_k}^{\delta, \epsilon}(z))F_{\mu_k}^{\delta, \epsilon}(z).$$

(10)

Since $F_{\mu_k}^{\delta, \epsilon}$ extends to $\mathbb{R} \setminus [-M, M]$

$$\lim_{t \downarrow 0} G_{\mu_k}^{\delta, \epsilon}(x + it)$$

converges to a positive element in $\mathcal{B}$ and

$$\lim_{t \downarrow 0} \Im(F_{\mu_k}^{\delta, \epsilon}(x + it)) \to 0$$
it follows that the right hand side or (10) converges to 0 in norm, contradicting (7). This completes our proof.

**Proposition 3.2.** We have that \( F_{\mu_k} \to Id \) in norm as \( k \uparrow \infty \) uniformly on \( M_{\rho}^{c+}(B) \), and this convergence is also uniform over \( n \). Moreover, the functions \( F_{\mu_k}^{(n)}(b^{-1}) - b^{-1} \) and \( F_{\mu_k}^{(n)}(b^{-1})^{-1} \) extend analytically to \( B_{r}^{nc}(0) \) where the radius \( r \) is dependent only on \( M \) from Proposition 3.1 and satisfy

\[
F_{\mu_k}^{(n)}(b^{-1}) - b^{-1} \to 0_n
\]

\[
F_{\mu_k}^{(n)}(b^{-1})^{-1} = H_{\mu_k}^{(n)}(b) \to b
\]

where this convergence is uniform on \( B_{r}^{nc}(0) \).

**Proof.** Consider the Nevanlinna representations of each of these functions

\[
F_{\mu_k}^{(n)}(b) = \alpha \otimes 1_n + b - G_{\rho}^{(n)}(b)
\]

\[
F_{\mu_k}^{(n)}(b) = \alpha_k \otimes 1_n + b - G_{\rho_k}^{(n)}(b)
\]

defined in Theorem 2.1. Note that it is implicit in these results that \( \rho \) (resp: \( \rho_k \)) satisfies (1) with the same exponential constant \( M \) as \( \mu \) (resp: \( \mu_k \)) and satisfies (2), \( \alpha = k\alpha_k \) and \( \rho(P(X)) = \mu(XP(X)X) \) (resp: \( \rho_k(P(X)) = \mu_k(XP(X)X) \)) and, by Proposition 3.1, these exponential constants are bounded by \( M \).

Recalling that \( F_{\mu_k} \circ \cdots \circ F_{\mu_k} = F_{\mu} \) we have that

\[
G_{\rho}^{(n)}(b) = G_{\rho_k}^{(n)}(b) + G_{\rho_k}^{(n)} \circ F_{\mu_k}^{(n)}(b) + \cdots + G_{\rho_k}^{(n)} \circ F_{\mu_k}^{(n)} \circ \cdots \circ F_{\mu_k}^{(n)}(b)
\]

Letting \( b = z1_n \) for \( z \in \mathbb{C} \), we have that

\[
\lim_{|z|\uparrow \infty} zH_{\rho}^{(n)} \left( \frac{1}{z}1_n \right) = \lim_{|z|\uparrow \infty} zG_{\rho}^{(n)}(z1_n)
\]

\[
= \lim_{|z|\uparrow \infty} \sum_{\ell=1}^{k-1} zG_{\rho_k}^{(n)} \circ (F_{\mu_k}^{(n)})^\ell(z1_n)
\]

\[
= \lim_{|z|\uparrow \infty} \sum_{\ell=1}^{k-1} zH_{\rho_k}^{(n)} \circ [(F_{\mu_k}^{(n)})^\ell(z1_n)]^{-1}
\]

\[
= \lim_{|z|\uparrow \infty} \sum_{\ell=1}^{k-1} zH_{\rho_k}^{(n)} \circ G_{\nu_k}^{(n)}(z1_n)
\]

\[
= \lim_{|w|\uparrow 0} \sum_{\ell=1}^{k-1} \frac{1}{w} H_{\rho_k}^{(n)} \circ G_{\nu_k}^{(n)} \left( \frac{1}{w}1_n \right)
\]

\[
= \lim_{|w|\uparrow 0} \sum_{\ell=1}^{k-1} \frac{1}{w} H_{\rho_k}^{(n)} \circ H_{\nu_k}^{(n)}(w1_n)
\]
where \([F_{\mu_k}^{(n)}]^{-1} = G_{\nu_k}\) is the Cauchy transform of a distribution \(\nu_k \in \Sigma_0\) (this follows from Theorem 2.1). Moreover, we have that
\[
\lim_{|w| \to 0} \frac{1}{w} H_{\nu_k}^{(n)}(w1_n) = 1_n
\]
so that, passing to limits and utilizing the chain rule and the fact that \(H_{\nu_k}^{(n)}(0_n) = 0_n\), we have that
\[
\delta H_{\rho_k}^{(n)}(0_n; 1_n) = k \delta H_{\rho_k}^{(n)}(0_n; 1_n)
\]
Utilizing the main result in our appendix, Theorem 5.1, we conclude that
\[
(14) \quad \rho(1) = \mu(X^2) = k \mu_k(X^2) = k \rho_k(1).
\]
so that \(\rho_k(1) = O(1/k)\).

Now, assume that \(b \in M_n^{+,e}(B)\). We claim that \(\|b^{-1}\| \leq 1/\epsilon\). Indeed, observe that, for \(b = x + iy\) with \(y > \epsilon 1_n\),
\[
(15) \quad b = \sqrt{y} (i - \sqrt{y} - 1) x (\sqrt{y} - 1) \sqrt{y}
\]
(it follows easily from this equation that \(b\) is invertible, but this is known). Thus,
\[
(16) \quad b^{-1} = (\sqrt{y})^{-1} (i - \sqrt{y} - 1) x (\sqrt{y} - 1)^{-1} (\sqrt{y})^{-1}.
\]
Now, utilizing the spectral mapping theorem and the fact that the spectral radius agrees with the norm for normal operators, we have that \(\|b^{-1}\| \leq (\sqrt{y} - 1)^{-1}\). Moreover, since \(i + (\sqrt{y} - 1) x (\sqrt{y} - 1)^{-1}\) is normal and has spectrum with imaginary part larger than 1, we have that \((i + (\sqrt{y} - 1) x (\sqrt{y} - 1)^{-1}\) is normal and, by the same spectral considerations, has norm bounded by 1. These observations, combined with (15) imply our claim.

Thus, for \(b \in M_n^{+,e}(B)\), we have
\[
\|F_{\mu_k}^{(n)}(b) - b\| \leq \|\alpha_k\| + \|\rho_k \otimes 1_n ((b - X)^{-1}\|
\leq \|\alpha\|/k + \|(b - X)^{-1}\| \|\rho_k \otimes 1_n (1_n)\|
\leq \|\alpha\|/k + \|\rho_k(1)\| = \alpha + \rho(1)/\epsilon
\]
and the right hand side converges to uniformly over \(M_n^{+,e}(B)\), independent of \(n\).

Regarding the second part of our Proposition, we first observe that each of the moments converges to 0. Indeed, utilizing the Schwarz inequality for 2-positive maps as well as Proposition 3.1, we have that
\[
\|\mu_k(Xb_1Xb_2X \cdots b_tX)\|^2 \leq \|\mu_k(X^2)\| \|\mu_k(Xb_1X \cdots b_tX)\|
\leq \|\mu(X^2)\| M_2^2 \|b_1\|^2 \|b_2\| \cdots \|b_t\|^2
\]
To prove (12), expand the moment series
\[
F_{\mu_k}^{(n)}(b^{-1})^{-1} = H_{\mu_k}^{(n)}(b) = \sum_{p=0}^{\infty} \mu_k((bX)^p b).
\]
Note that Proposition 3.1 implies that this function is convergent for \(b \in B_r^{nc}(0)\). As the individual entries of the series go to zero, with the exception of the \(n = 0\) term, the function converges uniformly to the identity.
For the rest of the claim, observe that the moment generating function satisfies
\[ [H_{\mu_k}^{(n)}(b)]^{-1} = b^{-1} - \mu_k(X) + \mu_k(X)b\mu_k(X) - \mu_k(X)b^2 + \cdots = b^{-1} + f^{(n)}(b, X) \]
where \( f^{(n)}(b, X) \) is analytic in \( b \) and converges for \( \|b\| \) small where the radius of convergence is only dependent on \( M \). Thus, \( [H_{\mu_k}^{(n)}(b)]^{-1} = b^{-1} \) extends to a neighborhood of 0 whose radius is independent of \( n \) and \( k \) and agrees with \( F_{\mu_k}^{(n)}(b^{-1}) - b^{-1} \) when \( b \) is invertible. Moreover, the tail of the series expansion of \( f^{(n)}(b, X) \) is bounded in norm independent of \( n \) and \( k \) and the individual entries all go to 0 so that we conclude that \( f^{(n)}(b, X) \rightarrow 0 \) uniformly on \( b \in B_{\nu}^{ac}(0) \) as \( k \uparrow \infty \). This completes our proof.

We next prove a differentiation result for vector valued functions. We adapt a proof found in [BPo78] of a similar result for complex functions.

**Proposition 3.3.** Let \( A \) and \( B \) denote unital Banach algebras. Consider an open subset \( \Omega \subset A \). Let \( f_t : \Omega \mapsto B \) for all \( t \geq 0 \) be a composition semigroup of analytic functions. Assume that for every \( b' \in \Omega \), there exists a \( \delta > 0 \) such that
(a) \( \lim_{t \downarrow 0} f_t(b) - b \rightarrow 0 \) uniformly over \( b \in B_{\delta}(b') \)
(b) For any \( T > 0 \), we have that \( f_{t}(b) - b \) is uniformly bounded over \( b \in B_{\delta}(b') \) and \( t \in [0, T] \).

The, there exists an analytic \( \Phi : \Omega \mapsto B \) such that
\[
\frac{dF_t(b)}{dt} = \Phi(F_t(b)).
\]

**Proof.** Fix \( b' \in \Omega \) We first claim that there exists an \( \alpha > 0 \) such that
\[
\|f_{2t}(b) - 2f_t(b) + b\| \leq \frac{1}{10}\|f_t(b) - b\|.
\]
for all \( t \in [0, \alpha] \) and \( b \in B_{\delta/2}(b') \) where the value of \( \delta \) comes from the statement.

Indeed, fix \( b \in B_{\delta/2}(b') \) and define a family of complex functions \( g_t \) through the following equalities:
\[
h_t := \frac{f_t(b) - b}{\|f_t(b) - b\|};
g_t(\zeta) := f_t(b + \zeta h_t) - b : B_{\delta/2}(0) \mapsto B.
\]
where \( B_{\delta/2}(0) \) refers to the neighborhood of zero in the complex plane.

Consider the vector valued complex integral
\[
\int_{0}^{\|f_t(b) - b\|} \frac{d}{d\zeta} [g_t(\zeta) - \zeta h_t] d\zeta.
\]
By (a) and the Cauchy estimates in Theorem 2.2, the integrand can be made arbitrarily small for \( t \) small. By the fundamental theorem, this integral is equal to
\[
g_t(\|f_t(b) - b\|) - g_t(0) = f_t(b + (f_t(b) - b)) - (f_t(b) - b) - f_t(b) = f_{2t}(b) - 2f_t(b) + b.
\]
Using our bound on the integrand, equation (18) follows immediately.

We now use (18) to prove that for \( \alpha > 0 \) there exists an \( M > 0 \) such that
\[
\|f_t(b) - b\| \leq Mt^{2/3}
\]
for all $t \in [0, \alpha]$ and $b \in B_{\delta/2}(b')$. Indeed, pick $t \in [0, \alpha]$ and $m \in \mathbb{N}$ such that $2^m t \leq \alpha < 2^{m+1} t$. Note that inequality (18) and the triangle inequality imply that

$$2\|f_t(b) - b\| - \|f_{2t}(b) - b\| \leq \|f_{2t}(b) - 2f_t(b) + b\| \leq \frac{1}{10}\|f_t(b) - b\|$$

so that

$$\|f_t(b) - b\| \leq \frac{10}{19}\|f_{2t}(b) - b\| \leq 2^{-2/3}\|f_{2t}(b) - b\|$$

Using this estimate inductively, we have

$$\|f_t(b) - b\| \leq 2^{-2/3}\|f_{2t}(b) - b\| \leq \cdots \leq 2^{-2m/3}\|f_{2^m t}(b) - b\| = t^{2/3}\left(\frac{1}{2^m t}\right)^{2/3} M'$$

where $M'$ is a bound on $\|f_s(b) - b\|$ for $s \leq 2$ which exists by (b). Equation (20) follows with $M = 2^{2/3} M'/\alpha$.

Now, revisiting the argument for (18), inequality (20) implies that the integrand in (19) has bound equal to

$$2 M t^{2/3}$$

as a result of the Cauchy estimates. Thus, we have the following:

$$\|f_{2t}(b) - 2f_t(b) + b\| \leq 2t^{2/3}\|f_t(b) - b\| \leq 2 M t^{4/3}. \quad (22)$$

We may further conclude that

$$\left\| \frac{f_{2t}(b) - b}{2t} - \frac{f_t(b) - b}{t} \right\| \leq M t^{1/3} \quad (23)$$

Thus, we have that

$$\lim_{k \uparrow \infty} 2^k (f_{2^{-k}}(b) - b) \quad (24)$$

converges uniformly on $B_{\delta/2}(b')$ and we refer to this limit as $\Phi(b)$.

Using (23), we note that $\Phi$ is locally bounded. Indeed, we have that

$$\|2^p(f_{1/2^p}(b) - b) - \Phi(b)\| \leq \sum_{k=p}^{\infty}\|2^k(f_{1/2^k}(b) - b) - 2^{k+1}(f_{1/2^{k+1}}(b) - b)\|$$

$$\leq \frac{M}{2} \sum_{k=p}^{\infty}\left(\frac{1}{2^{1/3}}\right)^k = MC(p). \quad (25)$$

for all $b \in B_{\delta/2}(b')$. Local boundedness of $\Phi$ follows since $(f_{1/2^p}(b) - b)$ is locally bounded. Also note that $C(p) \to 0$ as $p \uparrow \infty$.

Regarding analyticity of $\Phi$, consider a state $\varphi \in B^*$, $b \in B_{\delta/2}(b')$, and an element $h \in B$ with $\|h\| \leq 1$. We define complex maps

$$H_m(z) : B_{\delta/2}(0) \subset \mathbb{C} \to \mathbb{C}$$

for $m \geq 0$ through the equalities:

$$H_0(z) := \varphi \circ \Phi(b + zh); \quad H_m(z) := 2^m \varphi \circ (f_{2^{-m}}(b + zh) - (b + zh)).$$
By (24), \( H_m \to H_0 \) for \( z \in B_{\delta/2}(0) \), and by (25), the limit is bounded on this set. Thus, \( H_0 \) is analytic in \( z \). By Dunford’s theorem ([Dun38]), it follows that \( \Phi(b + zh) \) is analytic in \( z \) and, therefore, Gâteaux differentiable. As this function is locally bounded, it is analytic.

Regarding (17), observe that \( \{f_t(b)\}_{t \geq 0} \) is compact since it is the continuous image of \([0, t]\). As (a) and (b) hold on neighborhoods of every point in this set, taking a finite cover, we have that (a) and (b) hold uniformly on a neighborhood of this set and, after a close look at the relevant constants, (25) is also maintained on this set. Now, fix \( t \geq 0 \) and let \( \ell_p/2^p \to t \) as \( p \to \infty \).

\[
f_t(b) - b = (f_t(b) - f_{t - \ell_p/2^p}(b)) + \sum_{j=1}^{\ell_p} (f_{j/2^p}(b) - f_{(j-1)/2^p}(b))
= (f_t(b) - f_{t - \ell_p/2^p}(b)) + \sum_{j=1}^{\ell_p} \frac{1}{2^p} [2^p f_{j/2^p}(b) - f_{(j-1)/2^p}(b)]
\]

As \( p \to \infty \),

\[
f_t(b) - f_{t - \ell_p/2^p}(b) = f_{\ell_p/2^p} \circ f_{t - \ell_p/2^p}(b) - f_{t - \ell_p/2^p}(b) \to 0
\]
since (a) holds on the entire path. Moreover, the remaining summand is simply a Riemann sum approximation of a sequence of functions converging uniformly to \( \Phi \circ f_s(b) \) for \( s \in [0, t] \). The following equation follows immediately:

\[
f_t(b) = b + \int_0^t \Phi \circ f_s(b) ds.
\]

We conclude that (17) holds, completing our proof. \( \square \)

**Corollary 3.4.** Let \( \mathcal{A} \) and \( \mathcal{B} \) denote Banach algebras and \( \Omega \subset \sqcup_{n=1}^\infty M_n(\mathcal{A}) \) a non-commutative set. Let \( F_t : \Omega \mapsto \sqcup_{n=1}^\infty M_n(\mathcal{B}) \) for all \( t \geq 0 \) and assume that they form a composition semigroup of analytic non-commutative functions. Assume that, for each \( n \), the composition semigroup of vector valued analytic functions \( \{F_t^{(n)}\}_{t \geq 0} \) satisfies the hypotheses of Proposition 3.3. Then there exists an analytic, noncommutative map \( \Phi : \Omega \mapsto \sqcup_{n=1}^\infty M_n(\mathcal{B}) \) such that

\[
\frac{dF_t^{(n)}(b)}{dt} = \Phi^{(n)}(F_t^{(n)}(b))
\]

for all \( n \in \mathbb{N} \), \( b \in \Omega_n \).

Moreover, if we strengthen these assumptions so that, for any \( n \) and \( b \in M_n(\mathcal{B}) \), there exists a \( \delta > 0 \)

(a) \( \lim_{t \to 0} F_t - Id \to 0 \) uniformly over \( B_{\delta}^{nc}(b) \).

(b) For any \( T > 0 \), we have that \( f_t(b) - b \) is uniformly bounded on \( B_{\delta}^{nc}(b) \) and \( t \in [0, T] \).

then \( \Phi \) is uniformly analytic.

**Proof.** We showed in Proposition 3.3 this map \( \Phi \) exists. We must show that it is a non-commutative function. However, this is immediate since, for \( b_1 \in M_n(\mathcal{B}) \) and \( b_2 \in M_p(\mathcal{B}) \), we have

\[
\Phi^{(n+p)}(b_1 \oplus b_2) = \lim_{k \to \infty} 2^k (F_{2^{-k}}^{(n+p)}(b_1 \oplus b_2) - b_1 \oplus b_2)
= \lim_{k \to \infty} 2^k ([F_{2^{-k}}^{(n)}(b_1) - b_1] \oplus [F_{2^{-k}}^{(n)}(b_2) - b_2])
= \Phi^{(n)}(b_1) \oplus \Phi^{(p)}(b_2).
\]
A similar proof shows that it also satisfies the defining invariance property so that our first claim holds.

With respect to the uniform analyticity, we refer to the proof of Proposition 3.3. Observe that inequality (18) holds for \( \alpha \) small enough. This \( \alpha \) is only dependent on the convergence of the integrand in (19). This converges to 0 uniformly on \( B^\infty_b \) by assumption (a) and the same Cauchy estimate so that the choice of \( \alpha \) is also uniform on this set. Moreover, the constant \( M \) in (20) is equal to \( 2^{2/3}M'/\alpha \) where \( M' \) is the upper bound on \( F_s - Id \) for \( s \leq \alpha \). Assumption (b) implies that this bound is uniform on \( B^\infty_b \). Thus, inequality (25) holds on all of this set, implying uniform analyticity.

\[ \square \]

**Theorem 3.5.** Let \( \{F_t\}_{t \in \mathbb{Q}} \) denote a composition semigroup of non-commutative functions \( F_t : H^+(\mathcal{B}) \mapsto H^+(\mathcal{B}) \) such that

1. \( \|F_t^{(n)}(b) - b\| \to 0 \) uniformly on \( M_n^{+,\epsilon}(\mathcal{B}) \) for all \( \epsilon > 0 \), independent of \( n \) as \( t \downarrow 0 \).
2. For any \( \alpha, \epsilon > 0 \) and sequence \( b_k \in \Gamma^{(n)}_{\alpha, \epsilon} \) with \( \|b_k^{-1}\| \downarrow 0 \), we have that \( b_k^{-1}F_t^{(n)}(b_k) \to 1_n \) as \( k \uparrow \infty \).
3. \( \exists F_t^{(n)}(b) \geq \exists b \) for all \( b \in M_n^+(\mathcal{B}) \) and \( t \geq 0 \).

Then \( \{F_t\}_{t \in \mathbb{Q}} \) extends to a semigroup \( \{F_t\}_{t \geq 0} \) and the map \( \Phi \) from Proposition 3.4 is an element of \( \bar{\Lambda} \). If the semigroup arises from a \( \triangleright \)-infinitely divisible distributions as in (4) then \( \Phi \in \Lambda \).

Conversely, given a map \( \Phi \in \bar{\Lambda} \) we may construct a semigroup of \( F \)-transforms satisfying the hypotheses above as well as the differential equation

\[ \frac{dF_t(b)}{dt} = -\Phi(F_t(b)) \]

If \( \Phi \in \Lambda \) then the semigroup arises from a \( \triangleright \)-infinitely divisible distribution.

We shall refer to this element \( \Phi \) as the *generator* or the semigroup \( \{F_t\}_{t \geq 0} \).

**Proof.** Let \( \Phi \in \bar{\Lambda} \). We produce our semigroup by the method of successive approximations.

Consider a sequence of non-commutative functions \( \{f_n(t, \cdot)\}_{t \geq 0, n \in \mathbb{N}} \) defined as follows:

\[ f_1^{(n)}(t, b) = b; \quad f_k^{(n)}(t, b) = b - \int_0^t \Phi(f_k^{(n)}(s, b))ds. \]

We claim that \( f_k(t, \cdot) \) is convergent and satisfies the semigroup property with generator \( \Phi \).

Observe that since \( \Phi \) is uniformly bounded by a constant \( M \) on sets of the form \( M_n^{+,\epsilon}(\mathcal{B}) \), it is uniformly Lipschitz with constant \( L \) on this set (independent of \( n \)). Note that, since \( \Phi : H^+(\mathcal{B}) \mapsto H^-(\mathcal{B}) \), we have that \( f_k^{(n)}(t, \cdot) : M_n^{+,\epsilon}(\mathcal{B}) \mapsto M_n^{+,\epsilon}(\mathcal{B}) \) so that this same Lipschitz constant can be used in the integrand in (28). We conclude that

\[ \|f_2^{(n)}(t, b) - f_1^{(n)}(t, b)\| = t\|\Phi(b)\| \leq tML \]
and we may conclude that
\[
\|f_3^{(n)}(t, b) - f_2^{(n)}(t, b)\| = \left\| \int_0^t [\Phi(f_2^{(n)}(s, b)) - \Phi(f_1^{(n)}(s, b))]ds \right\|
\leq L \left\| \int_0^t [f_2^{(n)}(s, b) - f_1^{(n)}(s, b)]ds \right\|
\leq L \int_0^t |Lms|ds \leq \frac{t^2L^2M}{2}
\]

Continuing inductively, we have that
\[
\|f_{k+1}^{(n)}(t, b) - f_{k}^{(n)}(t, b)\| \leq \frac{M(Lt)^{k+1}}{L(k+1)!}.
\] (30)

For any choice of \( t \in [0, \alpha] \), we have that
\[
f_{N+1}^{(n)}(t, b) - b = \sum_{k=0}^N f_{k+1}^{(n)}(t, b) - f_{k}^{(n)}(t, b)
\] (31)
is a convergent series as \( N \uparrow \infty \) and we may conclude that \( f_N(t, \cdot) \) converges to a function \( f(t, \cdot) \) uniformly on \( M_{n+\epsilon}^+(B) \), independent of \( n \).

It is clear that \( f(t, \cdot) \) satisfies (27). Regarding the asymptotics, let \( \alpha, \epsilon > 0 \) and fix a sequence \( b_\ell \in \Gamma^{(n)}_{\alpha, \epsilon} \) with \( \|b_\ell^{-1}\| \downarrow 0 \). Note that \( b_\ell^{-1}f_{1}^{(n)}(t, b_\ell) \equiv 1_n \) and satisfies \( \|f_{1}^{(n)}(t, b_\ell)\|^{-1} \downarrow 0 \) as \( \|b_\ell^{-1}\| \downarrow 0 \). We claim \( b_\ell^{-1}f_{1}^{(n)}(t, b_\ell) \to 1_n \) and satisfies \( \|f_{1}^{(n)}(t, b_\ell)\|^{-1} \downarrow 0 \) as \( \|b_\ell^{-1}\| \downarrow 0 \) for all \( \ell \).

Proceeding by induction, we have that for fixed \( k \)
\[
b_\ell^{-1}f_{k+1}^{(n)}(t, b_\ell) = 1_n - [b_\ell^{-1}f_{k}^{(n)}(s, b_\ell)] \int_0^t (f_{k}^{(n)}(s, b_\ell))^{-1}\Phi(f_{k}^{(n)}(s, b_\ell))ds
\]
which converges to \( 1_n \) in norm by induction. Moreover,
\[
\|[f_{k+1}^{(n)}(t, b_\ell)]^{-1}\| \leq \|b_\ell^{-1}\| |b_\ell[f_{k+1}^{(n)}(t, b_\ell)]^{-1}| \to 0.
\]

Thus, each \( f_k(t, \cdot) \) has the appropriate asymptotics and, since \( f(t, \cdot) \) is a uniform limit of these functions on \( M_{n+\epsilon}^+ \), our claim holds.

In order to complete our proof, we further assume that \( \Phi \in \Lambda \) and prove that the functions \( f(t, \cdot) \) are in fact the \( F \)-transforms of noncommutative distributions \( \mu_\epsilon \in \Sigma_0 \). To do so we must show that the function \( f(t, b^{-1})^{-1} \) has a uniformly analytic extension to a neighborhood of 0 for all \( t \geq 0 \). Note that, since \( \Phi \in \Lambda \), there exists a \( \delta > 0 \) and constants \( M, L > 0 \) such that \( \Phi^{(n)}(b^{-1}) \) extends to \( B_\delta^{un}(0) \) with upper bound \( M \) and Lipschitz constant \( L \).

Now fix \( \alpha > 0 \), we claim that, for \( \gamma > 0 \) small enough we have that \( f_k^{(n)}(t, b^{-1})^{-1} \) extends to \( B_{\gamma}(0_n) \subset M_n(B) \) for all \( n \) and satisfies \( f_k^{(n)}(t, b^{-1})^{-1} \in B_\delta(0_n) \) for all \( b \in B_{\gamma}(0_n) \). Choose any
\[ t \in [0, \alpha] \text{ and } b \in B_{\gamma}(0_n) \text{ where } \gamma < \delta \text{ is yet unspecified. We have} \]
\[
\| f_{k+1}^{(n)}(t, b^{-1})^{-1} - f_k^{(n)}(t, b^{-1})^{-1} \| \leq \sum_{n=1}^{\infty} \left\| \int_0^t b \Phi(b^{-1}) ds \right\|_{p/q}^n \| b \|
\]
\[
\leq \gamma \sum_{n=1}^{\infty} \left( \gamma M\alpha \right)^n
\]
\[
= \frac{\gamma^2 M\alpha}{1 - \gamma M\alpha}
\]

(32)

Deriving a similar inequality for general \( k \), we have that
\[
\| f_{k+1}^{(n)}(t, b^{-1})^{-1} - f_k^{(n)}(t, b^{-1})^{-1} \|
\]
\[
= \left\| \left( b^{-1} - \int_0^t \Phi \circ f_k^{(n)}(s, b^{-1}) ds \right)^{-1} - \left( b^{-1} - \int_0^t \Phi \circ f_{k-1}^{(n)}(s, b^{-1}) ds \right)^{-1} \right\|
\]
\[
= \left\| \left( 1_n - \int_0^t b \Phi(b) f_k^{(n)}(t, b^{-1}) ds \right)^{-1} \left( b \int_0^t \Phi(b) f_{k-1}^{(n)}(t, b^{-1}) ds - \Phi(b) f_k^{(n)}(t, b^{-1}) \right) \right\|
\]
\[
\leq \left( \frac{1}{1 - \gamma M\alpha} \right)^2 \gamma^2 L\alpha \| f_k^{(n)}(t, b^{-1})^{-1} - f_{k-1}^{(n)}(t, b^{-1})^{-1} \|
\]

By induction, we have that
\[
\| f_{k+1}^{(n)}(t, b^{-1})^{-1} - b \| = \sum_{\ell=1}^{k} \frac{M \gamma^2 L^{\ell-1} \alpha^\ell}{(1 - \gamma M\alpha)^{2\ell-1}}
\]

This is convergent as \( k \uparrow \infty \) for \( \gamma \) small and converges to 0 as \( \gamma \downarrow 0 \). Thus, for \( \gamma \) small enough, we have that \( f_{k+1}^{(n)}(t, b^{-1}) \in B_{\delta}(0_n) \) for all \( k \) and \( n \) and, therefore, converges to a limit function on \( B_{\gamma}(0_n) \) (since the differences in (32) are Cauchy). This limit function must agree with \( f(t, \cdot) \) by analytic continuation. This completes our proof that \( f(t, \cdot) \) is an \( F \)-transform for all \( t \).

To address the converse, consider a semigroup \( \{ F_t \}_{t \in \mathbb{Q}^+} \) satisfying the (i) and (ii) in the statement of the theorem. First note that this easily extends to an \( \mathbb{R}^+ \) composition semigroup. Indeed, define \( F_t(b) = \lim_{p/q \to t} F_{p/q}(b) \). To see that this is well defined, note that, as \( p/q, p'/q' \to t \), we have
\[
\| F_{p/q}^{(n)}(b) - F_{p'/q'}^{(n)}(b) \| = \| F_{p/q}^{(n)}(b) - F_{p'/q'}^{(n)}(b) \| \to 0
\]
uniformly on \( M_n^{+\cdot}(B) \) by property (i) and (iii). It is immediate that this is a composition semigroup over \( \mathbb{R}^+ \) satisfying (i), (ii) and (iii).
By Corollary 3.4, this semigroup may be differentiated to produce a function non-commutative function $\Phi$. Regarding the asymptotics of $\Phi$, consider the inequality

\begin{equation}
\|b^{-1}\Phi^{(n)}(b)\| \leq \left\| \frac{b^{-1}(F_i^{(n)}(b) - b)}{t} \right\| + \|b^{-1}\| \left\| \frac{(F_i^{(n)}(b) - b)}{t} - \Phi^{(n)}(b) \right\|.
\end{equation}

Utilizing inequality (25) in the proof of Proposition 3.3 produces

\begin{equation}
\left\| \frac{(F_{2n}^{(n)}(b) - b) - \Phi^{(n)}(b)}{2^N} \right\| \leq M \sum_{k=N+1}^{\infty} \left( \frac{1}{2^{1/3}} \right)^k
\end{equation}

where this $M = 2M'/\alpha$. As was noted in the proof of Corollary 3.4, uniform convergence in the sense of (i) and (ii) implies a uniform bound on $M$. Thus, (34) converges to 0 uniformly on $M_{\alpha}^+(\mathcal{B})$ so that, for fixed $t$ small enough, second term on the right hand side of (33) is smaller than any $\delta > 0$ for $b \in M_{\alpha}^+(\mathcal{B})$. Letting $b_k \in \Gamma_{\alpha,\epsilon}^{(n)}$ satisfy $\|b_k^{-1}\| \downarrow 0$, the first term on the right hand side of (33) converges to 0 by assumption (ii), and it follows that $\Phi \in \bar{\Lambda}$.

If $\{F_i\}_{i \geq 0}$ arises from a $\triangleright$-infinitely divisible measure, then it follows from Proposition 3.1 and Theorem 2.1 that $b_k^{-1}F_{\mu_k}^{(n)}(b_k) \to 1_n$ for any sequence $b_k \in M_n(\mathcal{B})$ with $\|b_k^{-1}\| \downarrow 0$ and a similar proof allows one to conclude that $\Phi$ satisfies condition (ii) in the definition of $\Lambda$.

It remains to show that $\Phi$ satisfies (i). However, Proposition 3.2 implies that there exists a fixed $r > 0$ such that each function $F_{\mu}^{(n)}(b^{-1}) - b^{-1}$ extends to $B_r(\{0\})$ and converges to 0 uniformly on this set. Thus, the strengthened hypotheses in Corollary 3.3 hold so that the non-commutative function defined by the equalities

\[ R^{(n)}(b) = \lim_{t \downarrow 0} \frac{F_i^{(n)}(b^{-1}) - b^{-1}}{t} \]

is uniformly analytic at 0 and, by continuation, is an extension of $\Phi^{(n)}(b^{-1})$ for each $n$. Thus, $\Phi \in \Lambda$, completing our proof.

\[ \square \]

The following proposition establishes continuity in generating the semigroups but is not strictly necessary for the coming sections.

**Proposition 3.6.** Assume that $\Phi_1, \Phi_2 \in \bar{\Lambda}$ generate the semigroups of noncommutative functions $\{F_1(t, \cdot)\}_{i \geq 0}$ and $\{F_2(t, \cdot)\}_{i \geq 0}$. If we assume that $\|\Phi_1^{(n)}(b) - \Phi_2^{(n)}(b)\| < \epsilon$ for all $b \in B_\delta(b') \subset M_n(\mathcal{B})$, a ball of radius $\delta$ where $\exists(b') > \delta 1_n$, then we may conclude that $\|F_1^{(n)}(1, b) - F_2^{(n)}(1, b)\| < C\epsilon$ for all $b \in B_\delta(b')$ where $C$ depends only on $\Phi_1$.

**Proof.** To prove our claim, we first note that, by the vector-valued chain rule,

\[ \frac{\delta^2 F_i^{(n)}(t, b)}{\delta t^2} = \delta \Phi^{(n)} \left( F_i^{(n)}(t, b), \frac{\delta}{\delta t} F_i^{(n)}(b, t) \right) \]

so that $F_i(t, b)$ is twice differentiable in $t$ and has uniformly bounded derivative for $b \in H^{+,\epsilon}(\mathcal{B})$ and $t \in [0, 1]$. We refer to the maximum of this bound over $i = 1, 2$ as $M_2$. 


Using the remainder estimates for the Taylor series associated to \( F_i \), we have the following:

\[
\|F_i(b, t + \gamma) - F_i(b, t + \gamma) - \gamma \Phi(F_i(b, t))\| \leq \frac{M_2 \gamma}{2}
\]

Let \( M_1 = \sup_{b \in M_n^{a,b}(g), n \in \mathbb{N}} \|\delta \Phi^{(n)}(b, \cdot)\| \). Utilizing the estimate (35) with \( \gamma = 1/N \), we produce the following inequalities:

\[
\begin{align*}
\|F_1^{(n)}(b, t_0 + 1/N) - F_2^{(n)}(b, t_0 + 1/N)\| & \leq \frac{M_2}{N^2} + \|\Phi_1^{(n)}(F_1^{(n)}(b, t_0) - F_2^{(n)}(F_2^{(n)}(b, t_0))\| + \|F_1^{(n)}(b, t_0) - F_2^{(n)}(b, t_0)\| \\
\|F_1^{(n)}(F_1^{(n)}(b, t_0) - F_2^{(n)}(F_2^{(n)}(b, t_0))\| + \|F_1^{(n)}(b, t_0) - F_2^{(n)}(b, t_0)\| & \leq \frac{M_2}{N^2} + \frac{\epsilon}{N} + \left(1 + \frac{M_1}{N}\right) \|F_1^{(n)}(b, t_0) - F_2^{(n)}(b, t_0)\|
\end{align*}
\]

Using this estimate inductively, we have that

\[
\|F_1^{(n)}(b, 1) - F_2^{(n)}(b, 1)\| \leq \left(\frac{\epsilon}{N} + \frac{M_2}{N^2}\right) \sum_{k=0}^{N-1} \left(1 + \frac{M_1}{N}\right)^k \to e^{M_1} - 1 \frac{\epsilon}{M_1}
\]

where the convergence occurs as \( N \uparrow \infty \). This implies our result.

\[ \square \]

4. **The Bercovici-Pata Bijection.**

**Definition 4.1.** Let \((S, <)\) be a poset. An order on \(S\) is an order-preserving bijection

\[ f : (S, <) \to (\{1, 2, \ldots, |S|\}, <) . \]

Denote by \( o(S) \) the number of different orders on \( S \).

**Lemma 4.2.** Let \((S, <)\) be a poset, and \( S = U \sqcup V \) a partition of \( S \). \( U \) and \( V \) are posets with the induced order.

(a) Suppose for all \( u \in U \) and \( v \in V \), \( u < v \). Then

\[ o(S) = o(U) o(V) . \]

(b) Suppose that all \( u \in U \) and \( v \in V \), \( u \) and \( v \) are unrelated to each other. Then

\[ \frac{o(S)}{|S|!} = \frac{o(U) o(V)}{|U|! |V|!} . \]

**Proof.** Part (a) is obvious. It is also clear that there is a bijection between the orders on \( S \) and triples \{order on \( U \), order on \( V \), a subset of \( \{1, 2, \ldots, |S|\} \) of cardinality \(|U|\)\}. Therefore

\[ o(S) = \left(\frac{|S|}{|U|}\right) o(U) o(V) . \]

This implies part (b). \[ \square \]
**Definition 4.3.** For a non-crossing partition \( \pi = \{ V_1, V_2, \ldots, V_k \} \), define a partial order on it as follows: for \( U, V \in \pi \),

\[ U \prec V \text{ if } \exists i, j \in U \forall v \in V : i < v < j. \]

In this case we say that \( U \) covers \( V \). Minimal elements with respect to this order are called the outer blocks of \( \pi \); the rest are the inner blocks.

See [HS11, HS13] for more on orders on non-crossing partitions.

**Definition 4.4.** Let \( \mu : B\langle X \rangle \to B \) be a \( B \)-bimodule map; at this point no positivity assumptions are made. Its monotone cumulant functional is the \( B \)-bimodule map \( K^\mu : B_0\langle X \rangle \to B \) defined implicitly by

\[ \mu[b_0 X b_1 X \ldots b_{n-1} X b_n] = \sum_{\pi \in NC(n)} o(\pi) \frac{\pi}{|\pi|!} K^\mu_\pi[b_0 X b_1 X \ldots b_{n-1} X b_n]. \]

Here \( K^\mu_\pi \) is defined in the usual way as in [Spe98].

**Remark 4.5.** For \( d \in \mathbb{N} \), define \( \tilde{\mu}_d \) to be the \( M_d(C) \otimes B \simeq M_d(B) \)-bimodule map

\[ 1_d \otimes \mu : M_d(B)\langle X \rangle \to M_d(B). \]

Then

\[ K^\mu_{\tilde{\mu}_d} = (K^\mu)_d. \]

The proof of this fact is identical to that of Proposition 6.3 of [PV13].

It follows that the generating function arguments in the rest of this section work equally well for each \( \tilde{\mu}_d \), and so the corresponding generating functions completely determine the states.

**Lemma 4.6.** For \( B \)-bimodule maps, \( \mu_i \to \mu \) if and only if \( K^{\mu_i} \to K^\mu \).

**Proof.** By assumption, \( \mu_n[b] = b = \mu[b] \). For \( n \geq 1 \), one implication is clear, and the other follows by induction on \( n \). \( \square \)

**Definition 4.7.** For \( \mu \) as above and \( \eta : B \to B \) a linear map, define \( \mu^{>\eta} \) via

\[ K^{\mu^{>\eta}}[b_0 X b_1 X \ldots b_{n-1} X b_n] = b_0 \eta(K^{\mu}[X b_1 X \ldots b_{n-1} X]) b_n. \]

Define the formal generating functions

\[ M^\mu(b) = \sum_{n=0}^{\infty} \mu[b(X b)^n] \]

and

\[ K^\mu(b) = \sum_{n=1}^{\infty} K^{\mu}[b(X b)^n]. \]

Note that as formal series,

\[ M^\mu(b) = G^\mu(b^{-1}). \]

Note also that these generating functions differ by a factor of \( b \) from the more standard ones, and are more appropriate for the computations with monotone convolution.

The following results may be contained in [Pop08], and are closely related to Proposition 3.5 in [HS13]. We provide a purely combinatorial direct proof.
Proposition 4.8. Let $\mu : B(\mathcal{X}) \to B$ be an exponentially bounded $B$-bimodule map. Then for each $d$
\[ \frac{\partial}{\partial t} M_{\mu}^{b,t}(b) = K_{\mu}^{0} M_{\mu}^{b,t}(b). \]

Proof. It suffices to prove the result for $d = 1$. We begin by proving this equality for each of the coefficients of the series expansions of $M_{\mu}^{b,t}$ and $K_{\mu}^{0} M_{\mu}^{b,t}$.

Towards this end, fix $n \in \mathbb{N}$ and $\pi \in NC(n)$. Denote by $V_{1}, \ldots, V_{k}$ the outer blocks of $\pi$, by $c(V_{i})$ the partition consisting of $V_{i}$ and the inner blocks it covers, and by $c_{j}(V_{i})$, $j = 1, 2, \ldots, |V_{i}| - 1$ the partition consisting of the inner blocks lying between the $j$th and the $(j + 1)$st elements of $V_{i}$. By Lemma 4.2 part (b),
\[ \frac{o(\pi)}{|\pi|!} = \prod_{i=1}^{k} \frac{o(c(V_{i}))}{|c(V_{i})|!}. \]

By part (a) of the lemma,
\[ o(c(V_{i})) = o \left( \bigcup_{j=1}^{\left| V_{i} \right| - 1} c_{j}(V_{i}) \right) \]
and so by part (b),
\[ \frac{o(c(V_{i}))}{(\left| c(V_{i}) \right| - 1)!} = \prod_{j=1}^{\left| V_{i} \right| - 1} \frac{o(c_{j}(V_{i}))}{|c_{j}(V_{i})|!}. \]

Since
\[ \frac{\partial}{\partial t} M_{\mu}^{b,t}[b(\mathcal{X}b)^{n}] = \sum_{\pi \in NC(n)} t^{\left| \pi \right| - 1} \frac{o(\pi)}{|\pi|!} K_{\mu}^{0} \left[ b\mathcal{X} \mathcal{X} \ldots b\mathcal{X} \right] \]
\[ = \sum_{\pi \in NC(n)} t^{\left| \pi \right| - 1} \frac{o(\pi)}{(\left| \pi \right| - 1)!} K_{\mu}^{0} \left[ b\mathcal{X} \mathcal{X} \ldots b\mathcal{X} \right], \]
the coefficient of $K_{\mu}^{0} \left[ b(\mathcal{X}b)^{n} \right]$ in its expansion is $t^{\left| \pi \right| - 1} \frac{o(\pi)}{(\left| \pi \right| - 1)!}$. On the other hand,
\[ K_{\mu}^{0} \left[ M_{\mu}^{b,t}(b) \left( \mathcal{X} M_{\mu}^{b,t}(b) \right) \right] = K_{\mu}^{0} \left[ M_{\mu}^{b,t}(b) \mathcal{X} M_{\mu}^{b,t}(b) \mathcal{X} \ldots M_{\mu}^{b,t}(b) \mathcal{X} M_{\mu}^{b,t}(b) \right] \]
\[ = \sum_{k_{0}, \ldots, k_{l} \geq 0} K_{\mu}^{0} \left[ \sum_{\pi_{0} \in NC(k_{0})} o(\pi_{0}) \frac{\partial(\pi_{0})}{|\pi_{0}|!} K_{\mu}^{0} \mathcal{X} \sum_{\pi_{1} \in NC(k_{1})} t^{\left| \pi_{1} \right|} \frac{o(\pi_{1})}{|\pi_{1}|!} K_{\mu}^{0} \mathcal{X} \ldots \mathcal{X} \sum_{\pi_{l} \in NC(k_{l})} t^{\left| \pi_{l} \right|} \frac{o(\pi_{l})}{|\pi_{l}|!} K_{\mu}^{0} \mathcal{X} \right] \]
\[ = \sum_{k_{0}, \ldots, k_{l} \geq 0} \sum_{\pi_{0} \in NC(k_{0}), \ldots, \pi_{l} \in NC(k_{l})} o(\pi_{0}) \frac{\partial(\pi_{0})}{|\pi_{0}|!} \ldots o(\pi_{l}) \frac{\partial(\pi_{l})}{|\pi_{l}|!} K_{\mu}^{0} \left[ K_{\mu}^{0} \mathcal{X} K_{\mu}^{0} \mathcal{X} \ldots K_{\mu}^{0} \mathcal{X} \right] t^{\left| \pi_{0} \right| + |\pi_{1}| + \ldots + |\pi_{l}|}, \]
where $K_{\mu}(b) = b$. Fixing $n = k_{0} + \ldots + k_{l} + l$, each term in this expansion is a multiple of $K_{\mu}^{0} \left[ b(\mathcal{X}b)^{n} \right]$, where $\pi$ is constructed from partitions $\pi_{0}, \pi_{1}, \ldots, \pi_{k}$ and an additional outer block of
l elements:

\[ V = \{ k_0 + 1, k_0 + k_1 + 2, \ldots, k_0 + \ldots + k_{l-1} + l \} \in \pi \]

and

\[ \pi_i = \text{restriction of } \pi \text{ to } [k_0 + \ldots + k_{i-1} + i + 1, k_0 + \ldots + k_{i} + i] \], \quad i = 0, 1, \ldots, l. \]

Note that \(|\pi_0| + |\pi_1| + \ldots + |\pi_l| = |\pi| - 1\). This identification has an inverse, which requires first choosing one of the \(k\) outer blocks of \(\pi\). Therefore the coefficient of \(K^\mu b(x)b^n\) in the expansion of \(K^\mu (M^\mu \bowtie t(b))\) is \(t|\pi|^{-1}\) times

\[
\sum_{i=1}^k \frac{\sigma \left( \bigcup_{j<i} c(V_j) \right)}{\left| \bigcup_{j<i} c(V_j) \right|!} \left( \prod_{j=1}^{l_i} \frac{\sigma(c_j(V_j))}{|c_j(V_j)|!} \right) \cdot \frac{\sigma \left( \bigcup_{j>i} c(V_j) \right)}{\left| \bigcup_{j>i} c(V_j) \right|!} = \sum_{i=1}^k \frac{\sigma(c_i(V_i))}{(|c_i(V_i)| - 1)!} \prod_{j \neq i} \frac{\sigma(c_j(V_j))}{|c_j(V_j)|!}
\]

\[
= \prod_{i=1}^k \frac{\sigma(c_i(V_i))}{|c_i(V_i)|!} \sum_{i=1}^k \frac{\sigma(c_i(V_i))}{|c_i(V_i)|!}
\]

Since this is the same coefficient as in the first expansion, the result is proved for each of the individual components of the respective series expansions for each \(n \in \mathbb{N}\).

Extending this to the series expansions and, therefore, the functions, observe that all of the sets over which the sums occur have cardinality whose growth rate is exponential over \(n\). Thus, for \(\|b\| \text{ small enough, the exponential boundedness of } \mu \text{ implies that the respective series are absolutely convergent. We may therefore conclude that the } t \text{ coefficients of the series expansions agree, provided that } b \in B_\delta(0) \text{ for } \delta > 0 \text{ small enough. Thus,}

\[
\frac{\partial}{\partial t} M^\mu \bowtie t(b) = K^\mu (M^\mu \bowtie t(b)).
\]

for \(b \in B_\delta(0)\).

To extend to arbitrary bounded sets in \(B^-\), consider the net of difference quotients

\[
D^\mu_h(b, t) = \frac{M^\mu \bowtie (b+h) - M^\mu \bowtie t(b)}{h}
\]

for \(t > 0\). We have just shown that

\[
\lim_{h \to 0} D^\mu_h(b, t) \to K^\mu (M^\mu \bowtie t(b))
\]

uniformly on \(B_\delta(0)\). By Theorem 2.10 in [BPV12], this implies that the same is true on all bounded sets in \(B^-\) (they have better references in their paper). Thus, at the level of functions,

\[
\frac{\partial}{\partial t} M^\mu \bowtie t(b) = K^\mu (M^\mu \bowtie t(b)),
\]

proving our result.
Corollary 4.9.

\[ M^{\mu_d^{(a)}}(b) = M^{\mu_d^{(a)}} \left( M^{\mu_d^{(b)}}(b) \right). \]

In particular,

\[ F^{\mu_r^{(a)}}(b) = F^{\mu_r^{(a)}} \left( F^{\mu_r^{(b)}}(b) \right), \]

so the combinatorial definition of monotone convolution powers coincides with the complex analytic one in Definition 2.2.

Proof. By Proposition 4.8, \( M^{\mu_r^{(a)}} \left( M^{\mu_r^{(b)}}(b) \right) \), as a function of \( s \), satisfies

\[ \frac{\partial}{\partial s} M^{\mu_r^{(a)}} \left( M^{\mu_r^{(b)}}(b) \right) = K^\mu \left( M^{\mu_r^{(a)}} \left( M^{\mu_r^{(b)}}(b) \right) \right), \quad M^{\mu_r^{(a)}} \left( M^{\mu_r^{(b)}}(b) \right) |_{s=0} = M^{\mu_r^{(b)}}(b). \]

Since, by the same proposition, \( M^{\mu_r^{(a)}}(b) \) also satisfies this differential equation with this initial condition, they coincide for all positive \( s \).

For the second statement, we observe that

\[ G^{\mu_r^{(a)}} \left( F^{\mu_r^{(b)}}(b) \right) = G^{\mu_r^{(a)}} \left( \left( G^{\mu_r^{(b)}}(b) \right)^{-1} \right) = M^{\mu_r^{(a)}} \left( M^{\mu_r^{(b)}}(b^{-1}) \right) = M^{\mu_r^{(a)}}(b^{-1}) = G^{\mu_r^{(a)}}(b). \]

□

Remark 4.10. Let \( \gamma \in \mathcal{B} \) be self-adjoint, and \( \sigma : \mathcal{B}(\mathcal{X}) \to \mathcal{B} \) be a completely positive but not necessarily a \( \mathcal{B} \)-bimodule map. Define \( \nu^{\gamma,\sigma}_\omega \) via its Boolean cumulant functional

\[ B^{\nu^{\gamma,\sigma}_\omega} [b_0 \mathcal{X}b_1] = b_0 \gamma b_1, \quad B^{\nu^{\gamma,\sigma}_\omega} [b_0 \mathcal{X}b_1 \mathcal{X} \cdots b_{n-1} \mathcal{X}b_n] = b_0 \sigma [b_1 \mathcal{X} \cdots b_{n-1}] b_n. \]

It is known [BPV12, ABFN13] that \( \nu^{\gamma,\sigma}_\omega \) is a completely positive \( \mathcal{B} \)-bimodule map. Similarly, define \( \nu^{\gamma,\sigma}_\mu \) via its monotone cumulant functional

\[ K^{\nu^{\gamma,\sigma}_\mu} [b_0 \mathcal{X}b_1] = b_0 \gamma b_1, \quad K^{\nu^{\gamma,\sigma}_\mu} [b_0 \mathcal{X}b_1 \mathcal{X} \cdots b_{n-1} \mathcal{X}b_n] = b_0 \sigma [b_1 \mathcal{X} \cdots b_{n-1}] b_n. \]

We could also define \( r^{\gamma,\sigma}_\mu \) via its free cumulant functional

\[ R^{r^{\gamma,\sigma}_\mu} [b_0 \mathcal{X}b_1] = b_0 \gamma b_1, \quad R^{r^{\gamma,\sigma}_\mu} [b_0 \mathcal{X}b_1 \mathcal{X} \cdots b_{n-1} \mathcal{X}b_n] = b_0 \sigma [b_1 \mathcal{X} \cdots b_{n-1}] b_n. \]

Lemma 4.11. Let \( k_i \to \infty \). For linear \( \mathcal{B} \)-bimodule maps \( \mu_i : \mathcal{B}(\mathcal{X}) \to \mathcal{B} \) and \( \rho : \mathcal{B}_0(\mathcal{X}) \to \mathcal{B} \), the following are equivalent.

(a) \( k_i \mu_i |_{\mathcal{B}_0} \to \rho \).
(b) \( k_i R^{\mu_i} \to \rho \).
(c) \( k_i B^{\mu_i} \to \rho \).
(d) \( k_i K^{\mu_i} \to \rho \).

Proof. We will prove the equivalence between (a) and (d); the rest are similar, and were proved in [BPV12]. Indeed, on \( \mathcal{B}_0(\mathcal{X}) \),

\[
k_i \mu_i [b_0 \mathcal{X}b_1 \mathcal{X} \cdots b_{n-1} \mathcal{X}b_n] = k_i K^{\mu_i} [b_0 \mathcal{X}b_1 \mathcal{X} \cdots b_{n-1} \mathcal{X}b_n] + \sum_{\pi \in NC(n), \pi \geq 2} \frac{1}{k_i^{\pi i} |\pi|^{-1} |\pi|!} (k_i K^{\mu_i})_\pi [b_0 \mathcal{X}b_1 \mathcal{X} \cdots b_{n-1} \mathcal{X}b_n].
\]

It follows immediately that (d) implies (a). The converse implication follows by induction on \( n \). □
Corollary 4.12. For linear $\mathcal{B}$-bimodule maps $\mu_i : \mathcal{B}\langle X \rangle \to \mathcal{B}$, the following are equivalent.

(a) $k_i \mu_i[X] \to \gamma$, $k_i \mu_i[Xb_1X \ldots b_{n-1}X] \to \sigma[b_1X \ldots b_{n-1}]$.

(b) $\mu_i \Join k_i \rightarrow \nu_{\Join}^{\gamma,\sigma}$.

(c) $\mu_i \Join k_i \rightarrow \nu_{\Join}^{\gamma,\sigma}$.

(d) $\mu_i \Join k_i \rightarrow \nu_{\Join}^{\gamma,\sigma}$.

Proof. We will prove the equivalence between (a) and (d); the rest are similar, see Lecture 13 in [NS06]. Indeed, by Lemma 4.6, the statement in part (d) is equivalent to

$k_iK^{\mu_i} \rightarrow K^{\nu_{\Join}^{\gamma,\sigma}}$,

which by definition of $\nu_{\Join}^{\gamma,\sigma}$ means

$k_iK^{\mu_i}[X] \to \gamma$, $k_iK^{\mu_i}[Xb_1X \ldots b_{n-1}X] \to \sigma[b_1X \ldots b_{n-1}]$.

This is equivalent to (a) by the preceding lemma.

Corollary 4.13. $\nu_{\Join}^{\gamma,\sigma}$ is a completely positive map.

Proof. We can choose completely positive $\mu_i$ such that $\mu_i \Join k_i \rightarrow \nu_{\Join}^{\gamma,\sigma}$, for example by taking $\mu_i = \nu_{\Join}^{\gamma,\sigma}$. Then $\nu_{\Join}^{\gamma,\sigma}$ is the limit of completely positive maps $\mu_i \Join k_i$, and as such is completely positive (monotone convolution of two completely positive maps is known to be positive, see Proposition 6.2 of [Pop08] and also [Pop12]).

Proposition 4.14. Monotone convolution semigroups of completely positive $\mathcal{B}$-bimodule maps are in a one-to-one correspondence with pairs $(\gamma, \sigma)$ as above.

Proof. $\{\nu_{\Join}^{\gamma,\sigma} : t \geq 0\}$ form a one-parameter monotone convolution semigroup of completely positive $\mathcal{B}$-bimodule maps. Conversely, if $\{\mu_t\}$ is such a semigroup, define

$\gamma = \frac{d}{dt} \bigg|_{t=0} \mu_t[X] = K^{\mu_1}[X] \in \mathcal{B}^{\alpha}$,

$\sigma[b_1X \ldots b_{n-1}] = \frac{d}{dt} \bigg|_{t=0} \mu_t[Xb_1X \ldots b_{n-1}X] = K^{\mu_1}[Xb_1X \ldots b_{n-1}X]$.

Since for $P_i \in \mathcal{B}\langle X \rangle$ and $c_i \in \mathcal{B}$,

$\sum_{i,j=1}^{N} c_i^* \sigma[P_i^*P_j]c_j = \frac{d}{dt} \bigg|_{t=0} \mu_t \left[ \sum_{i,j=1}^{N} c_i^*X P_i^*P_jXc_j \right] = \lim_{t \downarrow 0} \frac{1}{t} \mu_t \left[ \sum_{i,j=1}^{N} c_i^*X P_i^*P_jXc_j \right] \geq 0$,

$\sigma$ is completely positive.

Remark 4.15. A short calculation shows that

$\Phi(b) = \gamma + G_{\sigma}(b)$.

This, combined with Theorem 2.1, gives an alternative proof of the result in Theorem 3.5 that generators of semigroups arising from $\Join$-infinitely divisible distributions coincide with the set $\Lambda$. 

5. APPENDIX

In this appendix, we extend the main result in [Wil13], namely the classification of the Cauchy transform associated to distributions \( \mu \in \Sigma_0 \), to the Cauchy transform associated to more general CP maps.

**Theorem 5.1.** The following are equivalent:

(I) The analytic non-commutative function \( G = (G^{(n)})_{n \geq 1} : H^+(B) \to H^-(B) \) has the property that \( H = (H^{(n)})_{n \geq 1} \) defined through the equalities \( H^{(n)}(b) := G^{(n)}(b^{-1}) \) for all \( n \in \mathbb{N} \) and \( b \in M_n(B) \) has uniformly analytic extension to a neighborhood of 0 satisfying \( H^{(n)}(0) = 0 \).

(II) There exists a \( \mathbb{C} \)-linear map \( \sigma : B \langle X \rangle \to B \) satisfying (1) and (2) such that \( G^{(n)}(b) = \sigma((b - X)^{-1}) \).

**Proof.** We begin with (II) \( \Rightarrow \) (I). Let \( \sigma \) satisfy (1) and (2). By [PV13], lemma 5.8, we may conclude that there exists a \( \mathbb{Z} \)-infinitely divisible distribution \( \mu \in \Sigma_0 \) such that \( \rho_\mu(XP(X)X) = \sigma(P(X)) \) for all \( P(X) \in B \langle X \rangle \) (here, \( \rho_\mu \) denotes the free cumulant function associated to \( \mu \)). Thus, the Voiculescu transform of \( \mu \) satisfies the following equality:

\[
\varphi^{(n)}(b) = -\sigma((b - X)^{-1})
\]

for all \( n \in \mathbb{N} \) and where the inverse in the equality is considered as a geometric series, so that the right hand side is convergent for \( \|b^{-1}\| \) small enough dependent on (1). Since \( \mu \) is \( \mathbb{Z} \)-infinitely divisible, by Proposition 5.1 in [Wil13], we have that the left hand side of (36) extends to

\[
H^+(B) \cup H^-(B) \cup \sum_{n=1}^{\infty} \left\{ b \in M_n(B) : \|b^{-1}\| < C \right\}
\]

where \( C \) is a fixed constant, independent of \( n \).

Now, by Proposition 1.2 in [PV13], the fact that \( \mu \in \Sigma_0 \) implies that \( \mu \) is realized as the distribution arising from a non-commutative probability space \((A, E, B)\). That is,

\[
\mu(P(X)) = E(P(a))
\]

for fixed self-adjoint element \( a \in B \) and all \( P(X) \in B \langle X \rangle \). Thus, \( \sigma((b - X)^{-1}) = \rho_\mu(a(b-a)^{-1}a) \) and, since \( b-a \in M_n^+(B) \) and \( \rho_\mu \) is a CP map on \( B \langle X \rangle_0 \) we may conclude that \( \sigma((b - X)^{-1}) \in M_n^-(B) \) for all \( b \in M_n^+(B) \).

Further note that

\[
H(b) = \sigma((b^{-1} - X)^{-1}) = \sum_{k=0}^{\infty} \sigma((bX)^k b)
\]

is convergent in a neighborhood of zero since \( \sigma \) satisfies (1). It is also immediate that \( H(0) = 0 \). This completes one direction of our proof.

We now prove (I) \( \Rightarrow \) (II). We will follow the proof of Theorem 4.1 in [Wil13] and refer to this paper for the appropriate terminology.

We recover our operator \( \sigma \) through the differential structure of \( H \). Indeed, we define the map \( \sigma \) by letting

\[
\sigma \otimes 1_n(b_1 (X \otimes 1_n) b_2 \cdots (X \otimes 1_n) b_{\ell+1}) := \Delta^{\ell+1}_R H^{(n)}(0, \ldots, 0) (b_1, b_2, \ldots, b_{\ell+1})
\]

\( \ell+2 \)-times
for elements $b_1, b_2, \ldots, b_{\ell+1} \in M_n(B)$. It is a consequence of Proposition 3.1 in [Wil13] and [KV12] Theorem 3.10 that this is a well defined operator. Moreover, the equality
\[
\Delta^{\ell+1}_R H^{(n)}_{\ell+2 - \text{times}}(b, b, \ldots, b) = \frac{1}{(\ell + 1)!} \frac{d^{\ell+1}}{dt^{\ell+1}} H^{(n)}(0 + tb)|_{t=0}
\]
and the fact that the function is analytic in a neighborhood of 0 implies that
\[
H^{(n)}(b) = \sum_{k=0}^{\infty} \sigma \otimes 1_n((bX)^k b)
\]
once we show that $\sigma$ satisfies (1). Continuation will allow us to conclude that
\[
G^{(n)}_\ell(b) = \sum_{k=0}^{\infty} \sigma \otimes 1_n((b^{-1}X)^k b^{-1}) = \sigma \otimes 1_n((b - X)^{-1}).
\]
Thus, our theorem will follow when we can show that $\sigma$ satisfies properties (1) and (2).

To prove (1), we note that this is equivalent to showing that
\[
\|\sigma(b_1 X b_2 \cdots X b_{\ell+1})\| \leq C M^{\ell+1}
\]
for a fixed $C > 0$, provided that $\|b_1\| = \cdots = \|b_{\ell+1}\| = 1$. This will follow from uniform analyticity and matches the proof of the same fact in [Wil13]. Indeed, consider the element of $M_{\ell+2}(B)$
\[
B = \begin{pmatrix}
0 & b_1 & 0 & 0 & \cdots & 0 \\
0 & 0 & b_2 & 0 & \cdots & 0 \\
0 & 0 & 0 & b_3 & \cdots & 0 \\
& \vdots & & \vdots & \\
0 & 0 & 0 & 0 & \cdots & b_{\ell+1} \\
0 & 0 & 0 & 0 & \cdots & 0
\end{pmatrix}.
\]
Note that $H^{(\ell+1)}$ has a bound of $C$ on a ball of radius $r$ about 0, independent of $\ell$ since we are assuming that $H$ is uniformly analytic. Thus,
\[
\|\sigma(b_1 X b_2 \cdots X b_{\ell+1})\| = \|\delta^{\ell+1} H^{(\ell+2)}(0; B)\|
\]
\[
= \|\Delta^{\ell+1}_R H^{(\ell+2)}(0, \ldots, 0)(B, \ldots, B)\|
\]
\[
= \|r^{-(\ell+1)} \Delta^{\ell+1}_R H^{(\ell+2)}(0, \ldots, 0)(r B, \ldots, r B)\|
\]
\[
\leq C \left( \frac{1}{r} \right)^{\ell+1}
\]
where the last inequality follows from the Cauchy estimates in (2.2).

Thus, it remains to show (2). Once again, this will closely follow the proof of the analogous fact in Theorem 4.1 in [Wil13]. Indeed, we will first show that
\[
\sigma \otimes 1_n(P(X \otimes 1_n + b_0)^* P(X \otimes 1_n + b_0)) \geq 0
\]
for any monomial $P(X) = b_1 (X \otimes 1_n) b_2 \cdots X \otimes 1_n b_{\ell+1} \in M_n(B \langle X \rangle)$ and $b_0 \in M_n(B)$. We also assume that $|b_{\ell+1}| > \epsilon 1_n$ and the general case follows by letting $\epsilon \downarrow 0$. 

Towards this end, we consider elements \( C, E_0, E_1 \in M_{n(\ell+1)}(\mathcal{B}) \) defined as follows:

\[
C = \begin{pmatrix}
0 & c_1 & 0 & 0 & 0 & \cdots & 0 \\
c_1^* & 0 & c_2 & 0 & 0 & \cdots & 0 \\
0 & c_2^* & 0 & c_3 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & c_{\ell-1}^* & 0 & c_{\ell} \\
0 & 0 & \cdots & 0 & 0 & c_{\ell}^* & |c_{\ell+1}|^2
\end{pmatrix}; \quad E_0 = 1_n \oplus 1_n \oplus \cdots \oplus 1_n \oplus 0_n
\]

and \( E_1 = 1_{n(\ell+1)} - E_0 \) where \( c_i = \delta b_i \) for \( i = 1, \ldots, \ell \) and \( c_{\ell+1} = b_{\ell+1}/\delta^\ell \) for \( \delta > 0 \) to be specified. Note that \( b_1 X b_2 \cdots X b_{\ell+1} = c_1 X c_2 \cdots X c_{\ell+1} \). We define a function

\[
\hat{g}^{n(\ell+1)}(b) := g^{n(\ell+1)}(b - b_0) : M_{n(\ell+1)}(\mathcal{B}) \to M_{n(\ell+1)}(\mathcal{B})
\]

The following properties are rather trivial and their proof matches those of Theorem 4.1 in [Wil13].

(a) \( C + \epsilon E_0 > \gamma 1_n \) for some \( \gamma > 0 \) provided that \( \delta > 0 \) is small enough.
(b) The \( n \times n \) minor in the top left corner of

\[
[(C + \epsilon E_0)(X \otimes 1_{n(\ell+1)} + b_0 \otimes 1_{\ell+1})]^{2(\ell-1)}(C + \epsilon E_0)
\]

is equal to \( P(X + b_0)P^*(X + b_0) + O(\epsilon) \).
(c) \( \hat{g}^{n(\ell+1)}(b) = \sum_{p=0}^{\infty} \sigma([b^{-1}(X \otimes 1_{n(\ell+1)} + b_0 \otimes 1_{\ell+1})]^p b^{-1}) \) for \( b^{-1} \) in a neighborhood of 0.
(d) We have that \( z \hat{g}^{n(\ell+1)}(zb) \to \sigma(b^{-1}) \) in norm as \( |z| \uparrow \infty \) for \( b > \gamma 1_n \).
(e) \( \hat{h}^{n(\ell+1)}(b) := \hat{g}^{n(\ell+1)}(b^{-1}) \) has analytic extension to a neighborhood of zero.

The only of these properties that differs from the proof of Theorem 4.1 in [Wil13] is (d). It follows immediately from the series expansion in (37).

We now have the pieces in place to prove (38). Note that (a) implies that \( C + \epsilon E_0 \) is invertible so that the map

\[
z \mapsto \hat{g}^{n(\ell+1)}(z(C + \epsilon E_0)^{-1})
\]

sends \( \mathbb{C}^+ \) into \( M_n(\mathcal{B})^- \). Let \( B_{i,j} \in M_n(\mathcal{B}) \) for \( i, j = 1, \ldots, \ell + 1 \) and consider the element \( B = (B_{i,j})_{i,j=1}^{\ell+1} \in M_{n(\ell+1)}(\mathcal{B}) \). Given a state \( f \in M_n(\mathcal{B})^* \) we define a new state

\[
f_{1,1}(B) := f(B_{1,1}) : M_{n(\ell+1)}(\mathcal{B}) \to \mathbb{C}.
\]

We may define a map

\[
G_{f,C,\epsilon}(z) = f_{1,1} \circ \hat{g}^{n(\ell+1)}(z(C + \epsilon E_0)^{-1}) : \mathbb{C}^+ \to \mathbb{C}^-.
\]

Properties (c) and (d) imply the following for \( z \in \mathbb{C}^+; \)

\[
\lim_{|z| \to \infty} zG_{f,C,\epsilon}(z) = \lim_{|z| \to \infty} f_{1,1} \left[ z\hat{g}^{n(\ell+1)}(z(C + \epsilon E_0)^{-1}) \right] = f_{1,1}(\sigma(C + \epsilon E_0)) \geq 0
\]

where the last inequality follows from the fact that \( f_{1,1} \) is a state, \( \sigma \) satisfies (2) and property (a).

This implies that \( G_{f,C,\epsilon} \) is the Cauchy transform of a finite, positive measure \( \rho \).
Now, observe that the $z^{-2\ell+1}$ of term of the function $G_{f,C,\epsilon}$ is equal to $\rho(t^{2(\ell-1)}) > 0$. Furthermore, since

$$G_{f,C,\epsilon}(z) = G_\rho(z) = \sum_{\ell=0}^{\infty} \frac{\rho(t^{\ell})}{z^{\ell+1}}$$

we may conclude that

$$f_{1,1} \circ \sigma([(C + \epsilon E_0)(X \otimes 1_{n(\ell+1)} + b_0)]^{2(\ell-1)}(C + \epsilon E_0)) = \rho(t^{2(\ell-1)}) \geq 0.$$  

Recalling (b), it follows that $f \circ \sigma([P(X + b_0)P^*(X + b_0) + O(\epsilon)]) \geq 0$. Letting $\epsilon \downarrow 0$ and noting that $f$ was an arbitrary state, we have proven that

$$\sigma \otimes 1_n(P(X + b_0)P^*(X + b_0)) \geq 0$$

for any monomial $P(X) \in M_n(B\langle X \rangle)$.

The extension from the case of monomials to general elements in $B\langle X \rangle$ follows the proof in [Wil13] exactly so we will refrain from repeating it. This implies (2) and, therefore, our theorem.

\[ \square \]
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