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We propose a novel scheme of subband adaptive array (SBAA) for direct-sequence code division multiple access (DS-CDMA). The scheme exploits the spreading code and pilot signal as the reference signal to estimate the propagation channel. Moreover, instead of combining the array outputs at each output tap using a synthesis filter and then despreading them, we despread directly the array outputs at each output tap by the desired user’s code to save the synthesis filter. Although its configuration is far different from that of 2D RAKEs, the proposed scheme exhibits relatively equivalent performance of 2D RAKEs while having less computation load due to utilising adaptive signal processing in subbands. Simulation programs are carried out to explore the performance of the scheme and compare its performance with that of the standard 2D RAKE.
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1. INTRODUCTION

Digital mobile communications are affected by multipath fading and interference causing reduced channel capacity and impaired signal quality. One approach to overcome the problem is to use the spread spectrum or specifically code division multiple access (CDMA). The use of orthogonal codes with large processing gain can help to reduce the cochannel interference (CCI) and prevent users from interfering with each other, that is, reduce the multiple access interference (MAI) [1]. Another approach to cancelling interference and increasing channel capacity is to employ array antenna at the base station. The use of an array antenna with an appropriate adaptive algorithm adds another dimension, namely, spatial dimension to channel estimation resulting in spatio-temporal signal processing which has been realised as an efficient scheme for improvement of capacity and interference suppression [2].

The combination of an array antenna and CDMA to maximise performance benefits was first presented by Compトン in [3] and studied further in [4, 5, 6, 7, 8, 9]. It was clearly shown that this combination helps to greatly reduce interference and improve channel capacity. When the RAKE receiver is integrated with an adaptive array to become a two-dimensional (2D) RAKE, multipaths are better combined since information from both spatial and temporal domains can be exploited to estimate the propagation channel. Several schemes of 2D RAKE have been proposed and
studied in [5, 6, 7]. A typical configuration of 2D RAKE receivers often contains a beamforming structure followed by a conventional one-dimensional (1D) RAKE as presented in [6, 7]. By using these 2D RAKEs, the system performance has been shown to be greatly improved compared with that of 1D RAKE receiver alone or CDMA with adaptive array antenna without implementing RAKE combination. However, the beamforming structures used in these 2D RAKEs require large computation load which results in increased processing delay. The solution to reduce computational load is to use subband signal processing for array antenna or subband adaptive antenna (SBAA) which has been recently introduced in [10, 11, 12].

SBAA utilises analysis filter bank to decompose the received signal into subbands and performs adaptive signal processing in each subband. The output signals at output taps are then reconstructed using synthesis filter bank. By doing so, the computational load of SBAA decreases significantly compared with broadband beamformers such as tapped delay line adaptive array (TDLAA) [13]. Moreover, compared with conventional adaptive arrays performing only spatial processing (narrow-band beamformers), the use of SBAA helps to increase the correlation between multipaths [11] and allows implementation of parallel processing. Therefore, SBAA can be considered a prospective candidate for spatial-temporal processing.

In this paper, we propose a novel scheme of adaptive array for direct-sequence CDMA (DS-CDMA) using subband signal processing to make use of CDMA and SBAA advantages. The subband structure of the scheme is similar with that introduced in [10]. However, the method used to generate the reference signal and combine the array output used in the scheme is different. In our approach, we use the spreading code and pilot signal as the reference signal to estimate the propagation channel. To generate the reference signal, the user’s spreading code is first transformed to the frequency domain using fast Fourier transform (FFT) and then this transformed code is used to despread the pilot signal. Moreover, instead of combining the array outputs at output taps using a synthesis filter and then despreading them, we despread directly the array outputs by the desired user’s code and thus the synthesis filter is saved. Although
its configuration is far different from that of the 2D RAKE receivers, the proposed scheme exhibits relatively equivalent performance while having less computation load due to utilising adaptive signal processing in subbands. For this reason, we call the scheme an implicit 2D RAKE receiver.

We organise the rest of the paper as follows. In Section 2, we present the description of the proposed scheme of SBAA for CDMA, focusing on its capability to resolve multipath fading and suppress interference. In Section 3, we compare the performance of the implicit 2D RAKE with that of the standard 2D RAKE using simulation results obtained from computer programs. Finally, we conclude our paper in Section 4.

2. SBAA FOR DS-CDMA

2.1. Configuration description

In this section, we provide the description of the proposed SBAA scheme for DS-CDMA. The configuration of the scheme is shown in Figure 1.

Consider an asynchronous direct-sequence spread BPSK system, where after demodulation to remove the carrier frequency, the received signal of the \(i\)th user is given by

\[ s_i(t) = a_i c_i(t) b_i(t), \]

where \(a_i\) is the complex amplitude of the received signal, \(b_i(t)\) is the \(i\)th user’s symbol given for BPSK modulation as

\[ b_i(t) = b_u \in \{-1, 1\}, \quad u T_b \leq t < (u + 1) T_b, \]

and \(c_i(t)\) is the spreading code assigned to the \(i\)th user with

\[ c_i(t) = c_v \in \{-1, 1\}, \quad v T_c \leq t < (v + 1) T_c. \]

In (2) and (3), \(T_b\) and \(T_c\) are the bit and chip intervals, respectively. In the practical systems, \(T_b\) is often selected to be much larger than \(T_c\) to have high processing gain, that is, \(P_G = T_b/T_c \gg 1\).

Assume that the system is affected by multipath fading, where the received signal from the \(i\)th user contains \(P\) multipaths with different amplitudes \(a_{i,p}\), delays \(\tau_{i,p}\), and arrival angles \(\theta_{i,p}\). Taking into consideration the effect of all \(I\) users and local noise, the received signal at the array can be written as

\[ x(t) = \sum_{i=0}^{I-1} \sum_{p=0}^{P-1} a_{i,p} b_i(t - \tau_{i,p}) c_i(t - \tau_{i,p}) a(\theta_{i,p}) + n(t), \]

where \(a(\theta_{i,p})\) is the array response vector corresponding to the \(p\)th path of the \(i\)th user’s signal, and

\[ n(t) = \begin{bmatrix} n_1(t) & n_2(t) & \cdots & n_M(t) \end{bmatrix}^T \]

is the noise vector containing independent and identically distributed (i.i.d) noise in each element. For a linear uniformly spaced array, \(a(\theta_{i,p})\) is given by

\[
\mathbf{a}(\theta_{i,p}) = \begin{bmatrix} 1 & e^{-j(2\pi d/\lambda) \sin \theta_{i,p}} & \cdots & e^{-j(2(M-1)\pi d/\lambda) \sin \theta_{i,p}} \end{bmatrix}^T,
\]

where \(\lambda\) is the signal wavelength, \(d\) is the distance between array elements, and \([\cdot]^T\) denotes the vector transpose operation.

Now if we define

\[ s_{i,p}(t) = \alpha_i b_i(t - \tau_{i,p}) c_i(t - \tau_{i,p}) a(\theta_{i,p}) \]

as the signal vector received from the \(p\)th path of the \(i\)th user, then (4) can be rewritten as

\[ x(t) = \sum_{i=0}^{I-1} \sum_{p=0}^{P-1} s_{i,p}(t) + n(t). \]

Next, the received signal \(x(t)\) is decimated with a decimation rate \(D\) which is smaller than or equal to the number of subbands \(K\) before being converted into frequency domain subband samples. For \(D = K\), we have a critical sampling SBAA, and for \(D < K\), we have an oversampling SBAA. In our approach, we use the critical sampling to reduce the complexity in generating the reference signal for the training process. As a result, the decimation rate \(D\) in Figure 1 is equal to the number of subbands \(K\). Since critical sampling is assumed, the analysis filter works as a serial-to-parallel (S/P) converter and converts serial signal samples into parallel subband samples. These subband samples in time domain are then transformed into frequency domain subband samples using (FFT). Denote bold symbols with an overhead tilde as vectors containing samples in the frequency domain, the subband signal vectors at \(n\)th subband in frequency domain are given by

\[ \tilde{x}^{(n)}(t) = \sum_{i=0}^{I-1} \sum_{p=0}^{P-1} \tilde{s}_{i,p}^{(n)}(t) + \tilde{n}^{(n)}. \]

In order to perform the adaptive signal processing in subbands, it is necessary that the reference signal also be converted into frequency domain subbands as the received signal. In our proposed configuration of SBAA for DS-CDMA, the reference signal is generated from the desired user spreading code and the pilot signal. First, the user spreading code is transformed into frequency domain using the FFT transform, and then this frequency domain spreading code is used to spread the pilot signal. The result of this process is the frequency domain reference samples for each subband. Suppose that the 0th user is taken as the user of interest (desired user), while the rest \((I - 1)\) users are uninterested (undesired users). Assume that the pilot signal of the 0th user is \(d_0(t)\), then the frequency domain reference samples at the \(n\)th subband are given by

\[ \tilde{r}^{(n)}(t) = \sum_{k=1}^{K} c_0(t - [k - 1] T_c) d_0(t) e^{-j(2\pi n/K)(n-1)(k-1)}. \]

It should be pointed out that the spreading code length is equal to the number of subbands \(K\), and thus the array...
configuration is dependent on the initial selection of the spreading code length.

In the training process, the complex weights in subbands are updated by the error signal defined as the difference between the combined subband signal \( \tilde{f}^{(n)} \) and the reference signal in subbands \( \tilde{r}^{(n)} \) as follows:

\[
\tilde{e}^{(n)} = \tilde{f}^{(n)} - \tilde{r}^{(n)}. \tag{11}
\]

Using the mean square error \( E[(\tilde{e}^{(n)})^2] \) as a criterion to optimise the complex weights will result in the optimal weight vectors in subbands given by the well-known Wiener-Hopf equation

\[
\tilde{w}^{(n)} = (\tilde{R}^{(n)})^{-1}\tilde{p}^{(n)}, \tag{12}
\]

where \( \tilde{R}^{(n)} = E[\tilde{x}^{(n)}(\tilde{x}^{(n)})^H] \) are the covariance matrices and \( \tilde{p}^{(n)} = E[\tilde{x}^{(n)}(\tilde{r}^{(n)})^*] \) are the reference correlation vectors in subbands. Here \( E[\cdot] \), \( (\cdot)^* \), and \( (\cdot)^H \) denote the expectation, the complex conjugate, and the Hermitian operation, respectively.

The subband signals after being weighted by the optimal weights are combined according to each subband and the inverse FFT (IFFT) is then performed on the subband combined signals \( \tilde{f}^{(n)} \) to give the array outputs \( y_k(t) \) in time domain. To convert these array outputs to the serial signal, a synthesis filter or a parallel-to-serial (P/S) converter for the case of the critical sampling SBAA is often needed [12, 13, 14, 15, 16]. Since the signal-to-interference-plus-noise ratio (SINR) performance of SBAA does not depend on the synthesis filter [12], in our approach instead of converting \( y_k(t) \) into serial signal \( y(t) \) and then despreading this serial signal, we despread directly \( y_k(t) \) by the desired user’s spreading code \( c_0(t) \) to save the synthesis filter bank. The role of this despreading part is the same as that of the correlator in the direct-sequence spread BPSK receivers.

By using our proposed configuration of SBAA for DS-CDMA, several advantages can be achieved including a 2D RAKE’s function although its configuration is far different from that of the conventional 2D RAKE receiver. For this reason, hereafter we will call the proposed SBAA for DS-CDMA an implicit 2D RAKE receiver.

### 2.2. Implicit 2D RAKE versus 2D RAKE

In this section, we compare the performance of the proposed implicit 2D RAKE with that of the standard 2D RAKE. A standard RAKE receiver often employs a TDL with complex weights to coherently/incoherently combine delayed paths to maximise the output SINR [8]. This standard RAKE is also referred to as 1D RAKE since only the temporal structure of the received signal is exploited to estimate the channel response [6]. Due to the increasing research results on spatio-temporal processing, a new configuration of RAKE which is called the spatio-temporal RAKE receiver has been introduced in [5, 6, 7]. The spatio-temporal RAKE, which is also known as 2D RAKE receiver, is an extension of 1D RAKE where a conventional time domain RAKE receiver is combined with an adaptive array antenna to exploit both spatial and temporal structures of the received signal for maximum...
the performance of SBAA is in effect still not as good as that of TDLAA [12]. Assume that there are two multipaths with equal powers, incident at the array: the direct path with angle of arrival (AOA) of 0° and the delayed path with AOA = 30°. For a linear half-wavelength spaced array antenna, the two paths are orthogonal and thus totally uncorrelated. In this case, if the delay of the delayed path is smaller than the number of employed taps, the output SINR of the standard 2D RAKE is given by

\[
\text{SINR}_\text{out}[\text{dB}] = 10 \log_{10}(M) + 10 \log_{10}(P_g) + 10 \log_{10}(2) + \text{SNR}_m[\text{dB}],
\]

(14)

whereas the output SINR of the implicit RAKE decreases from the value of (14) to the value of (13) depending on the delay of the delayed path. When the delay is very large, there may be difference up to 3 dB in the output SINR of the two RAKE receivers. The performance degradation of the implicit 2D RAKE can be attributed to block mode, that is, decimation, in processing the received signals. As we will explain in the next part, by decimating the received signals, the 2D RAKE can achieve significantly reduced computational complexity sacrificing the multipath correlation. However, as clearly shown in [11], if the number of subbands, or equivalently the length of spreading code, is chosen large enough, the 2D RAKE can obtain almost full multipath correlation leading to smaller degradation. Moreover, it is noted that practical DS-CDMA systems often suffer multipath with delay of about several chips. Therefore, if the channel suffers from small delay and the length of spreading code is chosen large enough, the output SINR of the implicit 2D RAKE will be relatively equal to that of the standard 2D RAKE receiver. This conclusion will be supported by simulation results in Section 3.

(ii) Reduced computational load. This can be seen by comparing the processing methods of the implicit and standard 2D RAKE receivers. While the standard 2D RAKE processes the received signal in the chip-by-chip basis, this is done on block-by-block mode by the implicit 2D RAKE. As a result, the implicit 2D RAKE requires less mathematical operations than the standard 2D RAKE does. For a K tap and M element array antenna, the standard 2D RAKE employing the sample matrix inversion (SMI) algorithm requires \((KM)^3\) multiplications for each weight update. The implicit 2D RAKE with K subbands, on the other hand, needs only \(KM^3\) multiplications [13]. Taking into account \(2K \log_2 K\) multiplications due to both FFT and IFFT processing, the computational load required by the implicit RAKE is \(K(M^3 + 2 \log_2 K)\). Since DS-CDMA systems are often implemented with large processing gain \(P_g\), then \(K\) is large, and thus \((KM)^3 \gg (KM^3 + 2 \log_2 K)\). Consequently, the use of the implicit 2D RAKE helps to save a considerably large amount of computational load.
3. SIMULATION RESULTS

In this section, we carry out the performance analysis of the implicit 2D RAKE using simulation results by computer programs. We will focus our analysis mainly on two capabilities of the implicit 2D RAKE: (i) multipath combining capability and (ii) interference suppression capability. While interference suppression is the inherent capability of adaptive array antenna, multipath combining capability is gained thanks to the use of subband signal processing. We note here again that a conventional adaptive array performs only spatial processing (narrow-band beamforming), and thus does not have capability to combine multipath components. SBAA, on the other hand, was shown in [11] to be able to increase the multipath correlation, and thus has the capability to combine multipath components. We also compare the performance of the implicit 2D RAKE with that of the standard 2D RAKE to support our discussion in Section 2. The simulation model is given in Table 1.

For simplicity, when performing the simulation, we assume perfect synchronisation of the pilot signal and we use the recalculation method to obtain the output SINR. The 1 000 data symbols are first used as the training symbols to obtain the optimal weights by SMI algorithm. These symbols are then used again as the data symbols to calculate the output SINR.

3.1. Multipath combining capability

The multipath combining capability of the implicit 2D RAKE is illustrated in Figures 3, 4, and 5. In Figure 3, we assume that there are two multipaths incident at the array: the direct path with \( \theta_{0,0} = 0^\circ \) and delay \( \tau_{0,0} = 0 \) chip, and the delayed path with \( \theta_{0,1} = 30^\circ \) and delay \( \tau_{0,1} \) varying from 0 to 5 chips.

In Figure 4, we assume that there are two multipaths incident at the array: the direct path with \( \theta_{0,0} = 0^\circ \) and delay \( \tau_{0,0} = 0 \) chip, and the delayed path with \( \theta_{0,1} = 30^\circ \) and delay \( \tau_{0,1} \) varying from 0 to 5 chips.

In Figure 5, we assume that there are two multipaths incident at the array: the direct path with \( \theta_{0,0} = 0^\circ \) and delay \( \tau_{0,0} = 0 \) chip, and the delayed path with \( \theta_{0,1} = 30^\circ \) and delay \( \tau_{0,1} = 1 \) and 5 chips.

Figure 3: SINR versus delay of delayed path (\( \theta_{0,0} = 0^\circ / \tau_{0,0} = 0 \) chip, \( \theta_{0,1} = 30^\circ \)).

Figure 4: SINR versus AOA of delayed path (\( \theta_{0,0} = 0^\circ / \tau_{0,0} = 0 \) chip, \( \theta_{0,1} = 30^\circ / \tau_{0,1} = 1 \) and 5 chips).

Figure 5: SINR versus number of antennas (\( \theta_{0,0} = 0^\circ / \tau_{0,0} = 0 \) chip, \( \theta_{0,1} = 15^\circ / \tau_{0,1} = 1 \) chip, and \( \theta_{0,2} = -20^\circ / \tau_{0,2} = 2 \) chips).
20 chips. It is noticed that the output SINR of the implicit 2D RAKE decreases gradually between the two theoretical limits as the delay of the delayed path increases. The upper limit is the SINR value when the two paths are completely correlated and are calculated using (14), while the lower limit is the SINR value calculated using (13) corresponding to the case in which the two paths are totally uncorrelated. It is also noted that the performance of the standard 2D RAKE is better than that of the implicit 2D RAKE in that the output SINR of the standard 2D RAKE is kept almost constant at the upper theoretical limit. The reason why the implicit 2D RAKE cannot achieve the same output SINR of the standard 2D RAKE is explained as follows. Since the standard 2D RAKE utilises TDLs to combine multipaths if the delay of multipaths are within the length of TDLs, the correlation between multipath components are fully maintained and thus its output SINR is maximised. On the other hand, the correlation between multipaths in each subband of the implicit 2D RAKE decreases as the delay of delayed paths increases [11], causing the output SINR to deteriorate as shown Figure 3. Thus it is clear that if the delay is smaller than \( K \), the standard 2D RAKE combines multipaths better than the implicit 2D RAKE does. However, the practical DS-CDMA systems often suffer multipaths with delays of about several chips, and in such case, the implicit 2D RAKE can achieve relatively equivalent performance of the standard 2D RAKE particularly at low input SINR.

Figure 4 shows the output SINRs as the AOA of the delayed ray \( \theta_{0,1} \) varies. It can be seen that if the delayed ray arrives at the array from an AOA significantly different from the direct ray, then better output SINR can be achieved by both the 2D RAKES. The reason for this is that when the difference in the AOAs of the two paths is large enough, the 2D RAKES can produce a supplementary lobe with a certain gain pointing towards the AOA of the delayed ray. By doing so, the power of the delayed ray is optimally combined to maximise the output SINR. Whereas when the difference in the AOAs is small, the 2D RAKES cannot create the additional lobe, causing the two paths to share the same main lobe, and thus the power of the delayed path cannot be optimally combined, leading to poorer output SINR. It is also noticed that when the delay of the delayed path is small, namely, when \( \tau_{0,1} = 1 \) chip, the performances of the implicit 2D RAKE and the standard 2D RAKE are almost the same. However, as the delay of the delayed path increases, the performance of the implicit 2D RAKE becomes worse than that of the standard 2D RAKE. For \( \tau_{0,1} = 5 \) chips, the standard 2D RAKE can achieve approximately 1.7 dB better output SINR than the implicit 2D RAKE does.

Figure 5 compares the performances of the two 2D RAKES for different antenna elements and input SNRs. In this case, we assume that the received signal contains three multipaths: the direct path with \( \theta_{0,0} = 0^\circ/\tau_{0,0} = 0 \) chip, the first delayed path with \( \theta_{0,1} = 15^\circ/\tau_{0,1} = 1 \) chip, and the second delayed path with \( \theta_{0,2} = -20^\circ/\tau_{0,2} = 2 \) chips. We define the input SNR as the power ratio of each path to the noise, and compare the performances of the two 2D RAKES for 3 values of input SNR: \(-10 \) dB, \( 0 \) dB, and \( 10 \) dB. It is seen from Figure 5 that the performances of the two 2D RAKES are relatively equivalent, particularly, for low input SNRs. The reason why the implicit 2D RAKE cannot obtain the same output SINR as the standard 2D RAKE does at high input SNRs can be explained as follows. Since the signal power at the array output includes both the power of the desired signal and an amount of desired signal power correlated in the multipaths, the difference between output SINRs of the two 2D RAKE schemes depends mainly on the capability to extract the correlated signal power from multipaths. At low input SNR, since noise power is dominant, the output SINRs of both the two schemes thus are similar. However, at higher input SNR, the signal and the correlated signal power become dominant. Since the standard 2D RAKE has been shown to combine multipaths better, the correlated power it can extract from multipaths is thus larger than that the implicit 2D RAKE can do. Consequently, the SINR performance of the standard 2D RAKE is better than that of the implicit 2D RAKE at high input SNR.

3.2. Interference suppression capability

We now compare the MAI cancellation capabilities of the implicit 2D RAKE and the standard 2D RAKE. The propagation model is set up with one desired user and three other undesired users with interference to noise ratio INR = 0 dB as MAI sources. For each user’s signal, we assume there are one direct ray and two delayed rays with AOAs and delays as given in Figure 6. In the figure, the denotation \( a'/d \) means that the path is incident at the array from arrival angle \( a' \) with \( d \) chip delay. When there are no multipaths in all user’s signals, that is, each user’s signal contains only the direct path (with 0 delay), the propagation environment is called the interference only; whereas if there are multipaths, it is defined as the interference plus multipath environment.

The interference suppression capability of the two 2D RAKE schemes is shown in Figure 7, where the solid and the dotted lines denote the output SINRs of the interference plus multipath and the interference only environments, respectively. It is noticed that in the interference only environment, both the two 2D RAKES have the same interference suppression capability. However, when there exist multipaths, the performance of the implicit 2D RAKE deteriorates about 1.5 dB compared with that of the standard 2D RAKE. Therefore, it is concluded that although the implicit 2D RAKE achieves the same interference suppression capability with

| Table 1 |
|---------------------------------|
| **Simulation model**            |
| Type of array                   | Linear with \( d = \lambda/2 \) |
| Number of antennas              | \( M = 4 \) |
| Number of subbands (number of TDLs for standard 2D RAKE) | \( K = 31 \) |
| Type of modulation              | Direct-sequence BPSK          |
| Data length                     | 1000 symbols                  |
| Spreading code                  | Gold code with \( P_c = 31 \) |
| Adaptive algorithm              | Sample matrix inversion       |
| Input SNR                       | 0 dB                          |
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that of the standard 2D RAKE, it suffers the problem of multipaths of the interferences more seriously than the standard 2D RAKE does.

The normalised power patterns of the two 2D RAKEs corresponding to Case 4 of Figure 6 are compared in Figure 8. It is observed that the two 2D RAKEs produce the same power patterns in the interference only environment. However, when there are multipaths, the power pattern of the implicit 2D RAKE becomes worse in that its nulls are still not correctly pointed toward the direct path of interferences causing the poorer performance. Note that the multipaths are not perfectly combined in the implicit 2D RAKE, particularly, with 32 subbands as used in the simulation. Therefore, the nulls are slightly inclined from the direction of interferences. For larger number of subbands or spreading code length, it is expected that the power patterns of the two 2D RAKE will be the same.

4. CONCLUSION

We have presented a novel configuration of subband adaptive array for DS-CDMA mobile radio which is called the implicit 2D RAKE. It is clearly shown that the implicit 2D RAKE can obtain relatively equivalent performance as the standard 2D RAKE does while saving a large amount of computational load. The proposed configuration therefore can be well applied for DS-CDMA systems to maximise the performance benefits.

It should be noted that the performance of the implicit can be improved to be the same with that of the conventional 2D RAKE by combining with cyclic prefix data transmission scheme [16]. For CDMA, we have introduced the so-called cyclic prefix spread code [15] which can maximise the diversity gain of the implicit 2D RAKE in multipath fading environment. This proposed scheme will be a topic in a different paper.
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Special Issue on
Transforming Signal Processing Applications into Parallel Implementations

Call for Papers

There is an increasing need to develop efficient “system-level” models, methods, and tools to support designers to quickly transform signal processing application specification to heterogeneous hardware and software architectures such as arrays of DSPs, heterogeneous platforms involving microprocessors, DSPs and FPGAs, and other evolving multi-processor SoC architectures. Typically, the design process involves aspects of application and architecture modeling as well as transformations to translate the application models to architecture models for subsequent performance analysis and design space exploration. Accurate predictions are indispensable because next generation signal processing applications, for example, audio, video, and array signal processing impose high throughput, real-time and energy constraints that can no longer be served by a single DSP.

There are a number of key issues in transforming application models into parallel implementations that are not addressed in current approaches. These are engineering the application specification, transforming application specification, or representation of the architecture specification as well as communication models such as data transfer and synchronization primitives in both models.

The purpose of this call for papers is to address approaches that include application transformations in the performance, analysis, and design space exploration efforts when taking signal processing applications to concurrent and parallel implementations. The Guest Editors are soliciting contributions in joint application and architecture space exploration that outperform the current architecture-only design space exploration methods and tools.

Topics of interest for this special issue include but are not limited to:

- modeling applications in terms of (abstract) control-dataflow graph, dataflow graph, and process network models of computation (MoC)
- transforming application models or algorithmic engineering
- transforming application MoCs to architecture MoCs
- joint application and architecture space exploration
- joint application and architecture performance analysis
- extending the concept of algorithmic engineering to architecture engineering
- design cases and applications mapped on multiprocessor, homogeneous, or heterogeneous SOCs, showing joint optimization of application and architecture

Authors should follow the EURASIP JASP manuscript format described at http://www.hindawi.com/journals/asp/. Prospective authors should submit an electronic copy of their complete manuscript through the EURASIP JASP manuscript tracking system at http://www.hindawi.com/mts/, according to the following timetable:
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| Publication Date             | 3rd Quarter 2007  |

GUEST EDITORS:
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Special Issue on
Video Adaptation for Heterogeneous Environments

Call for Papers
The explosive growth of compressed video streams and repositories accessible worldwide, the recent addition of new video-related standards such as H.264/AVC, MPEG-7, and MPEG-21, and the ever-increasing prevalence of heterogeneous, video-enabled terminals such as computer, TV, mobile phones, and personal digital assistants have escalated the need for efficient and effective techniques for adapting compressed videos to better suit the different capabilities, constraints, and requirements of various transmission networks, applications, and end users. For instance, Universal Multimedia Access (UMA) advocates the provision and adaptation of the same multimedia content for different networks, terminals, and user preferences.

Video adaptation is an emerging field that offers a rich body of knowledge and techniques for handling the huge variation of resource constraints (e.g., bandwidth, display capability, processing speed, and power consumption) and the large diversity of user tasks in pervasive media applications. Considerable amounts of research and development activities in industry and academia have been devoted to answering the many challenges in making better use of video content across systems and applications of various kinds.

Video adaptation may apply to individual or multiple video streams and may call for different means depending on the objectives and requirements of adaptation. Transcoding, transmoding (cross-modality transcoding), scalable content representation, content abstraction and summarization are popular means for video adaptation. In addition, video content analysis and understanding, including low-level feature analysis and high-level semantics understanding, play an important role in video adaptation as essential video content can be better preserved.

The aim of this special issue is to present state-of-the-art developments in this flourishing and important research field. Contributions in theoretical study, architecture design, performance analysis, complexity reduction, and real-world applications are all welcome.

Topics of interest include (but are not limited to):
- Heterogeneous video transcoding
- Scalable video coding
- Dynamic bitstream switching for video adaptation
- Signal, structural, and semantic-level video adaptation
- Content analysis and understanding for video adaptation
- Video summarization and abstraction
- Copyright protection for video adaptation
- Crossmedia techniques for video adaptation
- Testing, field trials, and applications of video adaptation services
- International standard activities for video adaptation

Authors should follow the EURASIP JASP manuscript format described at http://www.hindawi.com/journals/asp/. Prospective authors should submit an electronic copy of their complete manuscript through the EURASIP JASP manuscript tracking system at http://www.hindawi.com/mts/, according to the following timetable:

| Event                      | Date               |
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| Manuscript Due             | September 1, 2006  |
| Acceptance Notification    | January 1, 2007    |
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Special Issue on
Knowledge-Assisted Media Analysis for Interactive Multimedia Applications

Call for Papers

It is broadly acknowledged that the development of enabling technologies for new forms of interactive multimedia services requires a targeted confluence of knowledge, semantics, and low-level media processing. The convergence of these areas is key to many applications including interactive TV, networked medical imaging, vision-based surveillance and multimedia visualization, navigation, search, and retrieval. The latter is a crucial application since the exponential growth of audiovisual data, along with the critical lack of tools to record the data in a well-structured form, is rendering useless vast portions of available content. To overcome this problem, there is need for technology that is able to produce accurate levels of abstraction in order to annotate and retrieve content using queries that are natural to humans. Such technology will help narrow the gap between low-level features or content descriptors that can be computed automatically, and the richness and subjectivity of semantics in user queries and high-level human interpretations of audiovisual media.

This special issue focuses on truly integrative research targeting of what can be disparate disciplines including image processing, knowledge engineering, information retrieval, semantic, analysis, and artificial intelligence. High-quality and novel contributions addressing theoretical and practical aspects are solicited. Specifically, the following topics are of interest:

- Semantics-based multimedia analysis
- Context-based multimedia mining
- Intelligent exploitation of user relevancy feedback
- Knowledge acquisition from multimedia contents
- Semantics based interaction with multimedia
- Integration of multimedia processing and Semantic Web technologies to enable automatic content sharing, processing, and interpretation
- Content, user, and network aware media engineering
- Multimodal techniques, high-dimensionality reduction, and low level feature fusion

Authors should follow the EURASIP JASP manuscript format described at http://www.hindawi.com/journals/asp/. Prospective authors should submit an electronic copy of their complete manuscript through the EURASIP JASP manuscript tracking system at http://www.hindawi.com/mts/according to the following timetable:
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Special Issue on
Super-resolution Enhancement of Digital Video

Call for Papers

When designing a system for image acquisition, there is generally a desire for high spatial resolution and a wide field-of-view. To achieve this, a camera system must typically employ small f-number optics. This produces an image with very high spatial-frequency bandwidth at the focal plane. To avoid aliasing caused by undersampling, the corresponding focal plane array (FPA) must be sufficiently dense. However, cost and fabrication complexities may make this impractical. More fundamentally, smaller detectors capture fewer photons, which can lead to potentially severe noise levels in the acquired imagery. Considering these factors, one may choose to accept a certain level of undersampling or to sacrifice some optical resolution and/or field-of-view.

In image super-resolution (SR), postprocessing is used to obtain images with resolutions that go beyond the conventional limits of the uncompensated imaging system. In some systems, the primary limiting factor is the optical resolution of the image in the focal plane as defined by the cut-off frequency of the optics. We use the term “optical SR” to refer to SR methods that aim to create an image with valid spatial-frequency content that goes beyond the cut-off frequency of the optics. Such techniques typically must rely on extensive a priori information. In other image acquisition systems, the limiting factor may be the density of the FPA, subsequent postprocessing requirements, or transmission bitrate constraints that require data compression. We refer to the process of overcoming the limitations of the FPA in order to obtain the full resolution afforded by the selected optics as “detector SR.” Note that some methods may seek to perform both optical and detector SR.

Detector SR algorithms generally process a set of low-resolution aliased frames from a video sequence to produce a high-resolution frame. When subpixel relative motion is present between the objects in the scene and the detector array, a unique set of scene samples are acquired for each frame. This provides the mechanism for effectively increasing the spatial sampling rate of the imaging system without reducing the physical size of the detectors.

With increasing interest in surveillance and the proliferation of digital imaging and video, SR has become a rapidly growing field. Recent advances in SR include innovative algorithms, generalized methods, real-time implementations, and novel applications. The purpose of this special issue is to present leading research and development in the area of super-resolution for digital video. Topics of interest for this special issue include but are not limited to:

- Detector and optical SR algorithms for video
- Real-time or near-real-time SR implementations
- Innovative color SR processing
- Novel SR applications such as improved object detection, recognition, and tracking
- Super-resolution from compressed video
- Subpixel image registration and optical flow

Authors should follow the EURASIP JASP manuscript format described at http://www.hindawi.com/journals/asp/. Prospective authors should submit an electronic copy of their complete manuscript through the EURASIP JASP manuscript tracking system at http://www.hindawi.com/mts/, according to the following timetable:
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Special Issue on

Advanced Signal Processing and Computational Intelligence Techniques for Power Line Communications

Call for Papers

In recent years, increased demand for fast Internet access and new multimedia services, the development of new and feasible signal processing techniques associated with faster and low-cost digital signal processors, as well as the deregulation of the telecommunications market have placed major emphasis on the value of investigating hostile media, such as powerline (PL) channels for high-rate data transmissions.

Nowadays, some companies are offering powerline communications (PLC) modems with mean and peak bit-rates around 100 Mbps and 200 Mbps, respectively. However, advanced broadband powerline communications (BPLC) modems will surpass this performance. For accomplishing it, some special schemes or solutions for coping with the following issues should be addressed: (i) considerable differences between powerline network topologies; (ii) hostile properties of PL channels, such as attenuation proportional to high frequencies and long distances, high-power impulse noise occurrences, time-varying behavior, and strong inter-symbol interference (ISI) effects; (iv) electromagnetic compatibility with other well-established communication systems working in the same spectrum, (v) climatic conditions in different parts of the world; (vii) reliability and QoS guarantee for video and voice transmissions; and (vi) different demands and needs from developed, developing, and poor countries.

These issues can lead to exciting research frontiers with very promising results if signal processing, digital communication, and computational intelligence techniques are effectively and efficiently combined.

The goal of this special issue is to introduce signal processing, digital communication, and computational intelligence tools either individually or in combined form for advancing reliable and powerful future generations of powerline communication solutions that can be suited with for applications in developed, developing, and poor countries.

Topics of interest include (but are not limited to)

- Multicarrier, spread spectrum, and single carrier techniques
- Channel modeling
- Channel coding and equalization techniques
- Multiuser detection and multiple access techniques
- Synchronization techniques
- Impulse noise cancellation techniques
- FPGA, ASIC, and DSP implementation issues of PLC modems
- Error resilience, error concealment, and Joint source-channel design methods for video transmission through PL channels
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Special Issue on
Numerical Linear Algebra in Signal Processing Applications

Call for Papers

The cross-fertilization between numerical linear algebra and digital signal processing has been very fruitful in the last decades. The interaction between them has been growing, leading to many new algorithms.

Numerical linear algebra tools, such as eigenvalue and singular value decomposition and their higher-extensions, least squares, total least squares, recursive least squares, regularization, orthogonality, and projections, are the kernels of powerful and numerically robust algorithms.

The goal of this special issue is to present new efficient and reliable numerical linear algebra tools for signal processing applications. Areas and topics of interest for this special issue include (but are not limited to):

- Singular value and eigenvalue decompositions, including applications.
- Fourier, Toeplitz, Cauchy, Vandermonde and semi-separable matrices, including special algorithms and architectures.
- Recursive least squares in digital signal processing.
- Updating and downdating techniques in linear algebra and signal processing.
- Stability and sensitivity analysis of special recursive least-squares problems.
- Numerical linear algebra in:
  - Biomedical signal processing applications.
  - Adaptive filters.
  - Remote sensing.
  - Acoustic echo cancellation.
  - Blind signal separation and multiuser detection.
  - Multidimensional harmonic retrieval and direction-of-arrival estimation.
  - Applications in wireless communications.
  - Applications in pattern analysis and statistical modeling.
  - Sensor array processing.
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