Nonlinear wave evolution with data-driven breaking
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Abstract
Wave breaking is the mechanism that dissipates energy input into ocean waves by wind and transferred across the spectrum by nonlinearity. It determines the properties of a sea state and plays a crucial role in ocean-atmosphere interaction, ocean pollution, and rogue waves. Owing to its turbulent nature, wave breaking remains too computationally demanding to solve using direct numerical simulations except for in simple, short-duration circumstances. To overcome this challenge, we present a blended machine learning framework in which a physics-based nonlinear evolution model for deep-water, non-breaking waves and a recurrent neural network are combined to predict the evolution of breaking waves. We use wave tank measurements rather than simulations to provide training data and use a long short-term memory neural network to apply a finite-domain correction to the evolution model. Our blended machine learning framework gives excellent predictions of breaking and its effects on wave evolution, including for external data.

1 Introduction
The importance of wave breaking, the mechanism that dissipates energy input into ocean waves, is twofold. First, wave breaking provides an upper limit to how tall or steep waves can become, thereby limiting the steepening effects of winds\textsuperscript{1}, currents
\textsuperscript{2}, crossing seas\textsuperscript{3}, refraction by bathymetry\textsuperscript{4}, abrupt depth transitions\textsuperscript{5,6}, and nonlinear focusing\textsuperscript{7,8,9}. Second, wave breaking itself plays a crucial role in important physical processes, such as the transport and dispersion of surface pollution including plastic debris and oil\textsuperscript{10}, the energy, momentum and mass fluxes in ocean-atmosphere interactions\textsuperscript{11,12} with climate applications such as atmosphere-ocean CO\textsubscript{2} exchange\textsuperscript{13,14}, and the formation of rogue waves\textsuperscript{15}.

Despite its ubiquity and importance, no satisfying models for wave breaking exist. In potential-flow models, such as (variants of) the nonlinear Schrödinger (NLS) equation\textsuperscript{7,16} and higher-order spectral methods (HOSM)\textsuperscript{17}, the effects of breaking and the vorticity the breaking induces are ignored as a direct consequence of the potential-flow assumption; they must be re-introduced through reduced-form breaking terms added to the model in ad-hoc fashion\textsuperscript{18,19,20,21}. Such reduced-form breaking terms have been validated for highly simplified cases, but not for realistic broad-banded spectra, and require parameter tuning, yielding them unfit for prediction. On a larger scale, spectral wave models, such as WaveWatch III,\textsuperscript{22,23,24} include wave breaking through empirically determined dissipation modules\textsuperscript{22,23,24}, but do not resolve individual waves.

Direct numerical simulations (DNS) of the Navier–Stokes equations have to be performed in 3D to explicitly resolve turbulence and have only recently been used to capture the entire pre- and post-breaking of only a single wave in 3D\textsuperscript{25}, although at very high computational cost. The 2D approximation\textsuperscript{26,27} offers a promising prospect, but remains so computationally demanding that only a very narrow region in space and time can be studied. In short, none of the three methods to describe breaking discussed above can be used in practical wave-resolving forecasting.

In other related fields, machine learning (ML) has recently been used to complement physical models with great success. In climate modelling, where the main uncertainty comes from estimating sub-grid processes, ML techniques can be used to emulate physical processes not resolved by the climate model\textsuperscript{28}. In fluid dynamics, ML in conjunction with the Navier–Stokes equations can be used to obtain the pressure on the wall of an aneurysm from just an image of the velocity field\textsuperscript{29}. Using ML, extreme event statistics in nonlinear dynamical systems can be correctly predicted from only a small number of
samples [30]. In so-called blended machine learning specifically, a simplified physics-based model is combined with a ML algorithm to capture the physical processes missing from the simplified model. The algorithm is then trained on data to learn the full solution or ground truth. This approach has been successfully applied to spatio-temporally non-local turbulence closures [31] and particle trajectories in vortical flows [32]. The key ingredient is to include memory of previous time steps in a recurrent neural network (RNN), allowing non-local representations by which the missing physical processes or ‘closure terms’ can be parameterized. While ML studies have been performed in the context of wave breaking, these have focused on the detection and classification of breaking waves [33–35], rather than their prediction and simulation.

In this paper we develop a blended machine learning framework to model wave breaking and its effects on nonlinear evolution of ocean waves. We show that the framework can be used for wave-resolving forecasting of breaking waves. In doing so, we overcome the challenge of having to explicitly model the turbulent nature of wave breaking. In the framework we develop, we use the viscous modified NLS (MNLS) equation [7, 16, 36, 37] as the physics-based model for non-breaking waves and wave tank measurements to serve as the ground truth.

Several mechanisms influence the evolution of waves, both in a tank and in the ocean. These include wind forcing, dispersion, nonlinear interactions, and dissipation as a result of kinematic viscosity, tank side-walls and wave breaking. The MNLS is a canonical wave model that can predict the nonlinear and dispersive evolution of the (complex) envelope $a$ of the free surface of unidirectional water waves accurately [38] and at very low computational cost, provided the waves are in deep water, do not break, there is no energy input from wind, and dissipative effects other than the kinematic viscosity are excluded. In non-dimensional form, the MNLS we use reads:

$$\frac{\partial a}{\partial \xi} + \frac{1}{2} \frac{\partial^2 a}{\partial \tau^2} + i a |a|^2 = \epsilon \left[ 8 |a|^2 \frac{\partial a}{\partial \tau} + 2a^2 \frac{\partial a^*}{\partial \tau} + 2iaH \left( \frac{\partial |a|^2}{\partial \tau} \right) \right] - \delta_0 a - i\delta_1 \frac{\partial a}{\partial \tau} - \delta_2 \frac{\partial^2 a}{\partial \tau^2},$$

(1)

where $\xi$ is dimensionless space, $\tau$ dimensionless time, the steepness $\epsilon = A_0 k_0 \sqrt{\nu}$ with $A_0$ the characteristic surface elevation amplitude and $k_0$ the carrier wave number, the $*$ symbol denotes the complex conjugate, $H$ a Hilbert transform, and the zeroth, first and second-order viscous contributions have coefficients $\delta_0 = 1/(2\epsilon \nu)$, $\delta_1 = 5\nu/2$, $\delta_2 = 5\epsilon \nu$ respectively, where $\nu = T_0 k_0^2 \nu$ with $T_0$ the carrier wave period and $\nu = 1.00 \times 10^{-6}$ m$^2$/s the kinematic viscosity.

From the listed mechanisms, the NLS terms [7] in eq. (1) capture the key physical processes (i.e., nonlinearity and dispersion) that are responsible for the Benjamin–Feir [39] or modulational instability (MI), which characterizes the evolution of non-breaking deep-water surface gravity waves. The higher-order terms [16] account for asymmetries in the spectrum and allow for steep (narrow-band) waves to be modelled accurately [35]. The MNLS is derived from the water-wave equations using a perturbation expansion in steepness and a slowly varying envelope approximation [16, 40]; as such, its validity is compromised for very broad-banded spectra. We emphasize that the spatial-evolution version of the MNLS we use (i.e., eq. (1)) captures linear dispersion exactly even for broad-banded spectra, whereas temporal-evolution versions require additional higher-order (spatial) derivatives [11, 12, 33, 44]. The bandwidth limitations of eq. (1) arise because of the combination of broad bandwidth and nonlinearity. The viscous damping terms in eq. (1) account for the kinematic viscosity, and more importantly, restrict growth of spurious high-frequency waves when the MNLS reaches unphysical amplitudes [36, 37]. We do not account for side-wall friction, which does not have a significant effect in our experiments. Furthermore, we study the effect of wave breaking in isolation and therefore omit wind forcing [45, 46].

For the blended framework, high-fidelity turbulence-resolving direct numerical simulations remain too computationally expensive as a method to generate training data. We instead use measurements of breaking waves in a wave tank as the ground truth (see Methods). We obtain a training data set consisting of three wave types. Modulated plane waves (Wave Category I) are the simplest idealized example of breaking waves, reaching their maximum amplitude due to MI. Dispersively focused irregular waves (Wave Category II) provide a more realistic representation of the ocean [17], and can reach a breaking amplitude due to focusing of the phases of the different-frequency wave components. Modulated plane waves and focused irregular waves (Wave Categories I-II) are chosen deliberately as they are the only two wave types for which breaking can be clearly and non-controversially detected in the spectrum. Finally, irregular waves with random phases (Wave Category III) are closest to a (unidirectional) sea state, where the number of breaking waves is sporadic, depending on the significant wave height, and breaking is harder to detect. The data set is split into training, validation and test sets, of which only the first two are used in the training and training optimization process of the model. In addition, the model is only trained on segments of the total propagation length of the experiments.

Although measurements have the added advantage of being closer to the ground truth than any model (measurement errors notwithstanding) thus capturing the relevant physical processes more completely, data is only available at a finite number of measurement locations, where wave gauges are positioned, and not at each solver step. While the wave envelope varies sufficiently slowly and can be interpolated, the phase cannot (see [31]). To overcome the requirement of conventional machine learning methods [38, 32, 31] to have the full ground truth at each solver step, we develop a finite-domain machine learning (FDML) correction, which applies a RNN over multiple solver steps. The RNN allows the network’s memory states to detect signals, such as steepening or spectral broadening, as predictors of wave breaking. In addition, it allows future information of the simplified model (MNLS) to influence the correction at earlier time steps. The algorithm is thus non-local and non-causal, partly explaining its efficiency. The FDML framework we develop can be used in other applications in which only part of the ground truth is available, such as in optical fibers, in which it is notoriously difficult to measure phase [49].
2 Results

2.1 Wave Category I: modulated plane waves

Figure 1: Example result (not used for training) for the spatial evolution of a modulated plane wave (Wave Category I) showing wave breaking at $\xi = 3.42$, as indicated by the black dotted line. a-d) Time domain. Color bar indicates surface envelope amplitude $a$ (see eq. (1)). a) MNLS simulations. b) MNLS+FDML simulations. c) Measurements. d) Mean squared error (MSE) at each wave gauge between measurements and MNLS or MNLS+FDML simulations. e-h) Frequency domain, similar panel configuration as in the time domain, with the color bar indicating the magnitude of the amplitude spectrum normalized by the maximum of the initial condition.

Figure 1 shows results for the canonical case of a modulated (or perturbed) plane wave (Wave Category I), consisting of a carrier wave perturbed by upper and lower sidebands, resulting in dynamics that are mainly determined by only three spectral modes. Due to modulational instability [39, 7], the spectral sidebands grow, and the spectrum broadens. In the time domain, this corresponds to an amplification of the amplitude. In the MNLS simulation (fig. 1a-e), an approximate recurrence back to the initial condition occurs, known as the Fermi–Pasta–Ulam–Tsingou (FPUT) recurrence [50, 51, 52]. In the experiment (fig. 1c), the amplitude amplification leads to breaking at $\xi = 3.42$, most notably resulting in the lower sideband becoming dominant (fig. 1g) [8, 53, 54].

We note that existing breaking models, such as the steepness threshold model by [19] and the nonlinear dissipation term in [18] correctly predict a spectral downshift for a modulated plane wave, although they have not been compared to experimental data therein (see Supplementary Information for a comparison with our results). The kinetic energy equation based model [20, 21] also gives good qualitative agreement for the downshift with modulated plane wave experiments, but requires parameter tuning.

Our MNLS+FDML model correctly predicts the permanent downshift of the peak (fig. 1f) and consequently of the spectral mean. The large amplitudes predicted by the MNLS alone (fig. 1a) leading to breaking and amplitude reduction in experiments (fig. 1c) are capped correctly (fig. 1b). The dispersive spread of the measurements (fig. 1c) at long distances is captured well by the MNLS+FDML model, although the light-colored ‘valleys’ of the envelope in the experiments are somewhat deeper and more broad. Importantly, our MNLS+FDML model does not apply an over-correction for non-breaking waves (see S12).
2.2 Wave Category II: dispersively focused irregular waves

To examine wave fields that form a more realistic representation of the real ocean environment, we apply our MNLS+FDML framework to focused irregular waves created using a JONSWAP spectrum \[47\] as the input condition. The phases of the components of this spectrum are chosen so that they all come into phase (according to linear theory) at position $\xi_f$ in the tank, creating a steep wave that will break at $\xi_f$ or before.

Figure 2: Example result (not used for training) for the evolution of focused irregular waves (Wave Category II) showing wave breaking at $\xi = 0.78$, as indicated by the black dotted line. a-d) Time domain. Color bar indicates surface elevation envelope. a) MNLS simulations. b) MNLS+FDML simulations. c) Measurements. d) Mean squared error (MSE) at each wave gauge between measured envelope and MNLS and MNLS+FDML. e-h) Frequency domain, similar panel configuration as in the time domain, with the color bar indicating the magnitude of the spectrum normalized by the maximum of the initial condition. The horizontal red dashed lines correspond to the gauge locations examined in fig. 3.

Figure 2 shows the evolution of an example wave, breaking at $\xi = 0.78$. The measured envelope evolution differs from the MNLS prediction, and equally from a non-breaking wave, in several ways. First, in the time domain, the MNLS model (fig. 2a) predicts a much higher amplitude around $\xi = 0.78$ than the measurement (fig. 2c), as also manifested from the much higher steepness (fig. 4c). Second, breaking causes a sudden loss of about 30% of the total energy (calculated as the norm of the envelope, i.e., $N(\xi) = \int \hat{u}^2 d\Omega$), as shown in fig. 4a, unlike the MNLS prediction. This energy loss (not a redistribution across the spectrum) is due to the turbulent nature of breaking. Third, the MNLS predicts strong dispersive spreading for $\xi > 0.78$ (fig. 2a,e) not present in the measurements (fig. 2c,g). The additional high-frequency components present in the MNLS predictions at long distances (fig. 2a) travel with slower speeds (fig. 2a), in accordance with the linear surface gravity wave dispersion relation. The discrepancy in high-frequency components between MNLS and measurements is most clearly displayed in the time series at $\xi = 1.33$ (gauge 7, fig. 2b) and at $\xi = 2.06$ (gauge 11, fig. 2i). Focusing in the time domain corresponds to a broadening of the spectrum at $\xi = 0.78$ in the MNLS simulations (fig. 4i). In reality, these additional high-frequency components are quenched by breaking (comparing fig. 2 to fig. 3, and fig. 4a to fig. 4f). Finally, wave breaking induces a downshift of the spectral peak and the spectral mean \[55, 58, 54\]. The MNLS prediction does not account for the former (fig. 3e and f), and even shows a slight upshift of the mean frequency, as shown in fig. 4b, whereas the downshift in the measurement is dramatic.

For the focused irregular waves, the architecture and training procedure of the FDML algorithm is identical to that used for the modulated plane wave, but the training data set consists of focused wave groups with initial JONSWAP spectra. The MNLS+FDML model is able to reproduce accurately the measured evolution in both the time and the frequency domain. The significant improvement compared to the MNLS model is indicated by the mean squared error (MSE) evolution in fig. 2d,h.
Figure 3: Envelopes and amplitude spectra of the focused irregular waves (Wave Category II) shown in fig. 2 at different spatial locations: initial condition (IC, dotted grey) measurements (solid blue), MNLS simulations (dashed yellow) and MNLS+FDML simulations (dashed-dotted green) at the wave gauge locations indicated by the red-dotted lines in fig. 2.

Figure 4: Evolution of summary parameters of the focused irregular waves (Wave Category II) shown in figs. 2 and 3: a) Evolution of the norm $N/N_0$ b) Evolution of the mean frequency $\Omega_c$. Note that $\Omega = 0$ corresponds to the central peak of the initial spectrum, which is lower than $\Omega_c$ for the initial condition. c) Evolution of the characteristic steepness $A_{max,k_0}$.

Examining the effect of breaking, fig. 2b shows the maximum amplitude of the envelope is attenuated to a value close to the measurement value, as corroborated by the sharp decline of the norm in fig. 4a. In addition, the suppression of the dispersive spreading at long distances is correctly predicted. In the spectrum, fig. 2f shows the spectral width at the breaking point is reduced. Figure 3f shows that the (slight) downshifting of the peak is correctly reproduced. The downshift of the mean frequency closely follows the measurements (fig. 4b). As for modulated plane waves, for non-breaking focused irregular waves our MNLS+FDML model does not apply an over-correction. We refer to the Supplementary Information for an example of a non-breaking wave.

To assess overall performance of the MNLS+FDML model, fig. 5 shows the mean squared error (MSE) for the full length of propagation, averaged over the experiments in the test set, i.e., those that were not used for training (see Supplementary Information for all cases from the test set). The FDML correction is responsible for an order-of-magnitude improvement compared to the MNLS prediction. To verify the generality of our MNLS+FDML model, we also predict wave breaking in an external data set of focused breaking waves recorded in the Multifunctional Ship Model Towing Tank at Shanghai Jiao Tong University, which has a much larger tank and wave dimensions than our training set, and find comparable results to those reported here. Results are displayed in SI 3.4

2.3 Wave Category III: random irregular waves

Moving yet further to a realistic random sea state, we investigate the ability of our MNLS+FDML model to provide forecasts of (unidirectional) irregular waves based on a broad-banded JONSWAP spectrum with peak enhancement factor $\gamma = 3.3$, with random instead of focused phases (Wave Category II). In this category, both dispersion and MI can lead to wave steepening. Random sea state forecasts face two challenges. First, based on a finite-duration measurement at a point, random irregular waves can, as a result of dispersion, only be forecast over a finite so-called predictable region, which narrows as the time
Figure 5: Mean squared error (MSE) relative to the ground truth for the MNLS+FDML model compared to the MNLS model, averaged over all experiments from the test set (the set of data not used for training) that are breaking. The shaded region corresponds to ±1 standard error across cases. Data is shown for the full propagation length. Wave Category I in the time domain (a) and frequency domain (b) and Wave Category II in the time domain (c) and frequency domain (d). We plot the dimensional distance $x$ on the horizontal axis, as the dimensionless distance $\xi$ is different for each sample.

Horizon of prediction increases or spectra become more broad banded [56]. Second, the signature of breaking is much less pronounced in the spectrum of (broad-banded) irregular waves. We therefore only compare the physical-space evolution. The training data generation for this method is detailed in [SI 5].

Figure 6: Example result (not used for training) for the evolution of the envelope of random irregular waves (Wave Category III), showing wave breaking at $\xi = 1.1$, as indicated by the red circle. The color bar indicates surface elevation envelope $a$. a) MNLS simulations. b) MNLS+FDML simulations. c) Measurements. d) Mean squared error (MSE) at each wave gauge between measured envelope and MNLS and MNLS+FDML simulations. e-g) Envelopes $a$ at the wave gauge locations indicated by the red-dotted lines in (a): measurements (solid blue), MNLS simulations (dashed yellow) and MNLS+FDML simulations (dashed-dotted green).

Because wave breaking in an irregular sea is generally sporadic, the dynamics (and the MSE) are dominated in large part by the waves that do not break. To assess the ability of the MNLS+FDML model to capture breaking, we select and
examine wave groups from the test data set that are sufficiently steep, according do the criterion $\hat{\Delta}k_0 > 0.28$, ensuring a high likelihood of breaking. These events are displayed in SI 5.3.

Figure 6 shows the evolution of a representative example, with a breaking event occurring around $\xi = 1.1$ (gauge 7). The MNLS overestimates the amplitude, even predicting a non-physically large amplitude indicated by the red circle in fig. 6, whereas the MNLS+FDML model corrects this over-estimation. For non-breaking waves, the performance of the MNLS+FDML model is comparable to that of the MNLS only, see fig. SI 5.7 When there is a breaking event, the MNLS+FDML model outperforms the MNLS model, see fig. [6]. The model has been trained on segments with a maximum length of half the propagation length in fig. 6. Although the MNLS+FDML model has been trained on a broad-banded JONSWAP spectrum (peak enhancement factor $\gamma = 3.3$), it works equally well for a more narrow-banded JONSWAP spectrum ($\gamma = 6$, see fig. SI 5.3).

3 Discussion

We have demonstrated that the MNLS+FDML framework developed herein can predict the uni-directional evolution of the wave envelope and its spectrum for an arbitrary propagation length, even if wave breaking occurs along the way. This includes the correct prediction of dissipation of total energy by breaking, as well as the resulting suppression of higher frequencies and the downshift of the mean and peak frequency of the spectrum. The attenuation of the maximum amplitude of the surface elevation and the reduction in dispersive spreading are also correctly predicted. We have shown that our developed method is successful for modulated plane waves (Wave Category I), JONSWAP spectrum-based dispersively focused wave groups (Wave Category II), and broad-banded JONSWAP random irregular wave evolution (Wave Category III), increasing the degree of realism step by step.

Our framework employs experimental data as the ground truth instead of a high-fidelity numerical model. Using measurements allows previously inaccessible physics to be included in the model, as opposed to just achieving a speed-up of the simulation of known physics by a more complex model [57, 58, 59, 60]. This direct access does come at a price when considered in the context of the growing body of work [61, 62, 63] in which machine learning algorithms discover partial differential equations (PDEs), parts thereof, or their solutions. First, the ground truth is not always known in full at the model solver step, as required in an infinitesimal-domain blended model [32, 31], because of the finite resolution of measurements and the difficulty interpolating all aspects of the ground truth information (e.g., phase) to the required time step (as in this paper) or because it is notoriously difficult to measure certain aspects of the ground truth, e.g., phase, such as in optics [49]. Second, convergence of the ML algorithm to a global minimum is not guaranteed if the error between measurements and the full solution (a PDE or PDE term to be discovered) is due to missing physics instead of simply Gaussian noise added to synthetic data [60, 61]. Third, when measurement data is only available in limited quantities, purely data-driven approaches are not successful, and a physics-based model is essential to compensate the lack of data [64, 61]. For instance, for optical fibers, the evolution dynamics can be described by a Neural Network instead of the NLS equation [55], when trained on large volumes of data. However, in the water-wave setting, obtaining such large quantities of wave tank experiments is prohibitively expensive.

While the finite-domain ML framework we have developed addresses some of these challenges, it has limitations. The evolution of the envelope over a finite domain strongly depends on the wave input, as the nonlinear interactions quickly mix the effects of all terms in the PDE. Therefore, over a finite domain, the difference in evolution with and without breaking has entangled in it the effects of both the wave type and its inherent nonlinear behavior and the breaking behavior. Consequently, the parameters that minimize the loss function of the network have different values for different wave types, and the FDML model cannot yet extrapolate from one wave type to another. If phase information at the solver step becomes available though either measurements or simulations, we envisage that the infinitesimal-domain method could remedy this limitation in future work as the effect of breaking on the spectrum and the nonlinear (non-breaking) spectral evolution itself then can become decoupled.

The main novelty of our work is the demonstration that the turbulent breaking process can be captured by a neural network with memory, and decoupled from the potential flow. As wave breaking is a complex phenomenon, the first step must be to select circumstances in which the signature of breaking is clearly detectable in both the time and frequency domain. Fulfilling this requirement, we choose Wave Categories I (modulated plane waves) and II (dispersively focused irregular waves), which are conventionally studied in the context of wave breaking [5, 60, 67, 26, 68]. Our results for Wave Category III (random irregular waves) act as a proof of concept for the applicability of our FDML model in wave-resolving forecasts of realistic random sea states. In this latter category, both dispersion and MI can steepen the waves.

To tackle more realistic sea states, we anticipate two future directions of development, distinguishing those that make use of the infinite-domain and those that make use of the finite-domain approach. In the finite-domain approach, the same approach as in this paper can readily be used for other combinations of models and measurement techniques, depending on the purpose of the study, such as deterministic wave forecasting, statistics, or extreme event detection. For each purpose the blended approach as in this work can be applied: a model that captures the basic physics without breaking, a machine learning layer with memory, and measurements that track the evolution at finite intervals.

Before turning to the challenging integration with other effects such as wind forcing, the effect of directional spreading...
should be examined. While the unidirectional wave is a valid approximation for sea states dominated by swell, most realistic sea states have a degree of directional spreading. To generalize our approach to directional sea states, the 1D MNLS equation will need to be replaced by the 2D MNLS [11, 13, 69] or a model that directly describes the surface elevation (instead of the envelope) and is less restrictive on bandwidth, such as higher-order spectral methods (HOSM) [17, 70], or the Zakharov equation [1, 71].

For the surface elevation, crest slow down is an additional signature of incipient breaking, which can be used to test validity of results [72]. Challenges will arise from dealing with the finite predictable region in 2D, from the boundaries of a finite spatial domain or a finite-size wave tank and from the need for large quantities of spatially resolved data to be suitable for machine learning. For the latter, different measurement techniques such as stereo-imaging [73, 74] could be used. Finally, although the effect of small degrees of directional spreading on breaking is understood [75], breaking in crossing seas is not and may be much less dissipative and amplitude-limiting [3].

For the infinitesimal-domain method, the first challenge in future work will be to identify and develop suitable, high-fidelity models that capture at least the most salient features of wave breaking, are able to do so for a range of wave types and conditions and can generate a sufficient amount of training data without excessive computational cost. Numerical models based on the Reynolds-averaged Navier–Stokes equation with a turbulence model are a promising candidate for this [70]. In addition, for this method, it will be crucial to guarantee stability such that the error of the predicted evolution as indicated in fig. 7, does not increase cumulatively with every step. To prevent such instability and non-physical results, hard physical constraints can be enforced on the output of the network, often implemented as some form of outer loop optimization [77, 78, 79, 80, 81] or added as a penalty in the cost function (so-called soft constraints).

In conclusion, we have developed a blended framework to predict the evolution of waves that includes the abrupt and turbulent process of wave breaking based on a canonical potential flow-based wave evolution equation. We foresee that being able to incorporate breaking effects in wave evolution equations in a simple way will help lift restrictions breaking has placed on the validity of models explaining the behaviour of waves subject to winds [1], currents [2], crossing seas [3], refraction by bathymetry [4], abrupt depth transitions [5, 6], and nonlinear focusing [7, 8, 9]. The experiment-based blended framework for wave breaking we have developed in this paper builds a suitable foundation for application to wave-resolving forecasting in real-world sea states, which should be the direction of future research.

4 Methods

Wave tank experiments - For Wave Categories I (modulated plane waves) and II (focused irregular waves), ground-truth training data was generated in the 40 m long, 2.7 m wide wave facility at Aix Marseille University, France, by means of a piston wavemaker. Waves were measured by 12 wave gauges placed along the center-line of the tank with a sampling rate of 400 Hz. Experiments for Wave Category III (random irregular waves) were performed in the 30 m long, 1 m wide facility at the University of Sydney, Australia, again by means of an piston wave maker. An array of 8 wave gauges was moved along the tank for repeated measurements, to obtain a final number of 24 wave gauges positions spaced 0.83 m apart (covering 19.1 m). The gauges had a sampling rate of 32 Hz. See fig. 7 for the experimental set-up.

MNLS simulations and non-dimensionalization - MNLS simulations were carried out by integrating eq. (1) numerically using a split-step Fourier method. The envelope constructed from the measured surface elevation \( \eta(t) \) at any wave gauge can be used as initial condition. The envelope can be constructed from the surface elevation by means of the Hilbert transform:

\[
\tilde{a}(t) = (\eta(t) + i\tilde{\eta}(t)) e^{-i(k_0 x - \omega_0 t)},
\]

where \( \tilde{\eta} \) is the Hilbert transform, \( \tilde{\eta} = \mathcal{H}[\eta] = \mathcal{F}^{-1} [-i \text{sign}(\omega) \mathcal{F}[\eta]] \), with \( \mathcal{F} \) a Fourier transform and \( \omega \) the angular frequency. To obtain a smooth envelope, bound modes are filtered from the measurement signal, and smoothing filters are applied. Quantities have been made dimensionless as \( a = \tilde{a}/\tilde{a}_0, \tau = t'/T_0 \), and \( \xi = x/L_0 \), where \( t' = t - x/c_g \) is the group time scale with \( c_g = \sqrt{g/k_0} \) the linear group velocity in the deep-water limit, \( T_0 = 1/(\omega_0 t' \), \( L_0 = 1/(2\epsilon k_0) \), \( \tilde{a} \) the dimensional envelope, \( \tilde{a}_0 \) its initial value, and \( \epsilon = \tilde{a}_0 k_0 / \sqrt{2} \) the steepness.

Wave Category I - The modulated plane wave consists of a carrier wave seeded by upper and lower sidebands with modulation frequency \( \Omega_M \), defined in dimensionless form as:

\[
a(0, \tau) = \sqrt{b_0} + \sqrt{b_{-1}} e^{i(\Omega_M \tau + \psi)} + \sqrt{b_{+1}} e^{i(-\Omega_M \tau + \psi)},
\]

where \( \sqrt{b_0}, \sqrt{b_{-1}}, \) and \( \sqrt{b_{+1}} \) are the amplitudes of the main mode and upper-and lower sidebands, respectively, and \( \psi \) the relative phase between the sidebands and the carrier mode. The amplitudes of the three modes of the initial condition are given by:

\[
b_0 = 1 - b_F, \quad b_{-1} = (1 - b_0 + \alpha)/2, \quad b_{+1} = (1 - b_0 - \alpha)/2,
\]

where \( b_F \) is sideband fraction, and \( \alpha \) the sideband unbalance. The dimensional signal for the wavemaker can be obtained as \( \eta(0, t) = \tilde{a}_0 a(0, \tau) e^{i\omega_0 t} \). Due to modulation instability (MI) [39, 81], the spectrum will broaden, and the amplitude of the wave will increase, attaining a maximum at the focus position \( \xi_f \), after which the modulation will decrease: the FPUE recurrence cycle [50, 51, 52]. By selecting the initial steepness \( \tilde{a}_0 k_0 / \sqrt{2} \), \( b_F \), \( \alpha \) and \( \Omega_M \), we can set the steepness at \( \xi_f \).
To generate a variety of waves, parameters were drawn from the following ranges: $f_0 = \omega_0/(2\pi) \in [1.30, 1.55]$ Hz, $a_0k_0 \in [0.12, 0.25]$, $b_F \in [0.01, 0.1]$, $\Omega_M \in [0.7, 1.55]$, $\psi \in [0, 2\pi]$ and $\alpha \in [-0.16, 0.16]$. A data set of 258 wave trajectories were generated and measured. Figure 1 shows the evolution of a breaking wave with initial parameters $f_0 = 1.40$ Hz, $a_0k_0 = 0.19$, $b_F = 0.09$, $\Omega_M = 1$, $\psi = \pi$ and $\alpha = 0$.

Wave Category II - For the focused irregular waves, the JONSWAP spectral density $S(\omega)$ is characterized by the shape parameter $\gamma$:

$$S(0, \omega) = \frac{K\gamma^2}{\omega^n} \exp \left[ -\frac{5}{4} \left( \frac{\omega_p}{\omega} \right)^4 \right] \gamma', \tag{5}$$

with $r = \exp \left[ -\frac{(\omega - \omega_p)^2}{2\sigma^2} \right]$. Here, $\omega_p$ is the peak frequency in rad/s and $\sigma_s$ the spectral width. $\sigma_s = 0.07$ for $\omega \leq \omega_p$ and $\sigma_s = 0.09$ for $\omega > \omega_p$. As the parameter $K$ scales the entire spectrum, it can be chosen to obtain the appropriate significant wave height $H_s$. When mimicking a random sea state, the phases of the spectrum are randomized. To focus the spectrum, the phases are chosen such that components $a_n(\omega_n)$ of the JONSWAP spectrum superimpose to a maximum at the same position in the tank, $x_f$, creating a maximum amplitude of the wave group at this position, and possibly a breaking event.

The surface elevation at the wavemaker reads:

$$\eta(0, t) = \sum_n a_n \cos (\omega_n t + k_n x_f). \tag{6}$$

Parameters were drawn from the following ranges: $\gamma \in [2, 5]$, $H_s \in [10, 60]$ mm, $f_p = \omega_p/(2\pi) \in [0.5, 1.25]$ Hz, $x_f \in [10, 24]$ m, such that each initial condition was generated based on a unique combination of these parameters. A data set of 180 wave trajectories were generated and measured. Note that for both wave categories, parameters cannot be selected randomly, as not every combination leads to a breaking event within the length of the tank. Figures 2 to 4 show the evolution of a breaking wave with initial parameters $f_p = 0.91$ Hz, $\omega_p = 5.7$ rad/s, $\gamma = 4$, $H_s = 30$ mm and $x_f = 14$ m.

Wave Category III - For the random irregular waves, the JONSWAP spectral density eq. (4) is used. Instead manipulating the phases to exhibit dispersive wave focusing, they are randomly drawn from a uniform distribution for each wave.
frequency in the spectrum. Parameters for the initial condition were $\gamma = 3.3$, $f_p = 1.25$ Hz, and four different significant wave height values: $H_s = 25, 34, 41, 54$ mm. For each wave height, three 20-minute experiments (about 1500 wave periods) were conducted. Shorter experiments were performed to create a test set with properties: $\gamma = 6.0$, $f_p = 1.25$ Hz, $\sigma_s = 1$, $H_s = 44$ mm.

**Neural Network and Algorithm** - The goal of training is to teach the network the discrepancy between the MNLS propagation prediction and the true propagation from measurements over an arbitrary number of solver propagation steps, when started from the same initial condition. As we do not have the phase information that allows us to Fourier transform the envelope between the time and frequency domain at each solver step, we correct the evolution of the time and frequency domain separately, by using two separate Neural Networks with identical architecture. One in the time domain and the other in the frequency domain. Below, we outline the structure of the algorithm for Wave Categories I and II (see SI 6 for further details). The procedure for Wave Category III is slightly different, as this involved segmenting a continuous time-series, and is outlined in SI 5.

### Obtaining the ground truth at solver step

- The wave tank experiments need to be interpolated such that the ground truth is available at very (fixed-size) solver propagation step $\Delta \xi$ instead of only at the wave gauge positions. The Nyquist–Shannon sampling theorem provides a lower bound for the sampling frequency to capture all the information from a continuous signal of final bandwidth. Following this, the slowly varying envelope is sufficiently sampled by our 12 gauges in space, and by the wave gauge sampling frequency in time. As we can only interpret the modulus of the envelope of the measurement and not its phase, we perform a spline interpolation on the modulus of the wave tank measurements separately in the time and frequency domains. Hereby moving from the envelope at discrete locations of the wave gauges $a_{\text{true}}(\xi_{wg})$ to the modulus of the envelope-field at interval $\Delta \xi$ for both domains:

$$a_{\text{true}}(\xi_{wg}) \rightarrow |a_{\text{true}}(\xi), |\hat{a}_{\text{true}}(\xi)|$$

### Data augmentation

- Simply using the entire experiment would not yield enough data, and we therefore augment the data by creating smaller propagation segments. In order to account for different stages of evolution of the wave, we can choose training samples starting at different positions $\xi_0$. Note that this is different from simply cutting the entire propagation comparison of MNLS and experiment into smaller pieces, as each segment requires its own MNLS simulation starting from its own initial condition. For each experiment, 3 segments lengths are selected. The starting position can only be at wave gauge positions $\xi_k$, as these are the only locations with access to the complex field (modulus and phase). An MNLS simulation can be started from this initial condition $a(\xi_k, \tau)$, a segment length $n_{\text{steps}}$, yielding $a_{\text{MNLS}}(\xi_k, \xi_k + n_{\text{steps}} \Delta \xi, \tau)$.

This prediction can then be compared to the same stretch of the measured field, or true evolution $a_{\text{true}}$ in eq. (7). Since only the modulus of the envelope is available at the solver step, an input-output training pair $s$ is the modulus of the envelope

$$s = [\text{input, output}] = |a|_{\text{MNLS}}(\xi_k, \xi_k + n_{\text{steps}} \Delta \xi), |a|_{\text{true}}(\xi_k, \xi_k + n_{\text{steps}} \Delta \xi)$$

Similarly, a separate training pair $\hat{s}$ can be created for the modulus of the spectrum of the envelope. To limit the number of free parameters, the number of modes (and, correspondingly, the length of the time vector) is truncated to $n_t = 512$. The input and output therefore each have matrix dimensions $[n_{\text{steps}}, n_t = 512]$. By varying the segment length and the starting gauge, many pairs $s \in S$ can be created. Note that the network is never trained on the entire propagation length available in the tank.

### Neural Network

- A neural network is a nonlinear function $F_{\text{NN}}$ of its parameters $\beta$ (the weights and biases) and the input:

$$|a|_{\text{pred}} = F_{\text{NN}}(\beta, |a|_{\text{MNLS}}).$$

The goal is to optimize $\beta$ such that the mean squared error (MSE) of the prediction and the true value of the envelope is minimized. We employ a separate network for the time and frequency domain. For the time-domain RNN, this cost function is simply defined as:

$$J(\beta) = \frac{1}{N} \sum_{i=1}^{N} (F_{\text{NN}}(\beta, |a|_{\text{MNLS}})_i - |a|_{\text{true},i})^2 = \frac{1}{N} \sum_{i=1}^{N} (|a|_{\text{pred},i} - |a|_{\text{true},i})^2,$$

where $i$ the grid point, and $N = n_{\text{steps}} \times n_t$, the total number of grid points. The definition for the frequency-domain network is the counterpart of eq. (10) for $|\hat{a}|$. To find the network parameters $\beta$ that minimize the cost function, $J(\beta)$, the Adam stochastic gradient descent method with bounded gradient is used. Details of the optimization include:

- For this optimization problem, different network architectures can be chosen for $F_{\text{NN}}$. Our work employs an RNN, for which the weights of the hidden states are updated based on the previous propagation step and passed on to the next recursively. As such, RNNs are able to return an output sequence, incorporating memory of all the propagation steps in the input sequence. This is crucial to detect breaking signatures along the evolution. The
main property of the finite-domain correction is that the system evolves for several propagation steps, after which the correction is applied. As a consequence, the correction uses information of future propagation steps and is non-causal. To mediate the problems of vanishing and exploding gradients that a fully connected RNN would have, we employ the long short-term memory (LSTM) method [82].

- The measurement data are divided into a training (80%), validation (15%) and test (5%) set. The first is used to minimize eq. (14), the second to evaluate performance after each training epoch (a complete pass through the training set), and the latter is never used in the optimization process, and only serves to validate the performance of the model.

- Since wave breaking does not possess any conserved quantities for the envelope evolution, no physical constraints can be added as either soft or hard constraints.

- As the time-vector is of length 512, consequently, the input and output layers must consist of 512 units. The LSTM layer is connected to the input and consists of 128 hidden units, followed by one dense, or fully connected, layer with 64 units. To promote generality, the dense layer has a dropout of 0.1, meaning this fraction of neurons will be randomly turned off during training. The dense layer is connected to the output layer. All layers have a leaky rectified linear unit (ReLu) activation function. The resulting model has a total of 369,728 parameters (degrees of freedom). Note that the architecture of the LSTM layer stays the same for all propagation steps; more propagation steps do not add more degrees of freedom.

- Note that for prediction, the MNLS trajectory must have the same time and propagation step as during training: $\Delta \xi = \Delta \tau_{\text{train}}$. Similarly for the time step $\Delta \tau = \Delta \tau_{\text{train}}$. Finally, the network is trained on data normalized by the maximum value of the initial condition.

- The MNLS solver has periodic boundary conditions, therefore it is equivariant to translations of the input in $\tau$. To account for this in physical space we add 40 random translations $n_{t_r} \in [0, n_t = 512]$ of the input and output vectors. Note that in frequency space, these shifts do not affect $\hat{a}$. Additional examples of these translated results are included in SI 2.2.

**MNLS + FDML correction** - Once the network is trained, MNLS + FDML model can be utilized as illustrated in figure fig. [7]. While the network has been trained on shorter segments, it can be used for longer, or arbitrary propagation length, and on unseen data. Like the MNLS, an initial-value or deterministic wave-forecasting problem is solved. That is, for a given initial condition at a position $x_0$, one wants to know the evolution up to and including a point $x_1$. If the initial condition is a time series measurement of the surface elevation, the complex envelope $\hat{a}(x_0, t)$ has to be obtained using the Hilbert transform. Subsequently, the MNLS solver can be used to propagate the solution forward to $x_1$. Over this finite stretch of evolution, the RNN applies a correction to the modulus of the time-domain envelope amplitude, or on the frequency-domain envelope amplitude to correct for breaking effects. Figures 7 and SI 2.1 show the entire propagation length available in the tank merely because this offers the most extensive comparison.

**Data availability**

Measurement data and code are available online at: https://tinyurl.com/8ermjt2t
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SI 1 Limitations of infinitesimal-domain machine learning

In the infinitesimal-domain approach, the machine learning correction occurs at each numerical step. The machine learning correction is therefore detached from the nonlinear interactions that will mix the effects of the individual terms of the PDE after several solver steps and as such could give information about the physical processed captured in the RNN term. However, to apply this approach, the complex envelope of the true evolution is required at each model step to act as the initial condition for the MNLS solver step (see fig. 7b). In our system, the phase information cannot be retrieved from experiments at the solver-step level. Figure SI 1.1 shows a comparison between an MNLS simulation and measurement data for a non-breaking wave. Let us define the complex envelope as $a(\xi, \tau) = |a(\xi, \tau)|e^{i\phi(\xi, \tau)}$, that is, consisting of modulus $|a|$ and phase $\phi$. Panel a and e demonstrate that the MNLS equation shows good agreement with the data for non-breaking waves. As the modulus of the envelope varies slowly with respect to the carrier wave, it is sufficiently sampled by the 12 gauges in the experiment, indicated by the green crosses in panels (c,g). Subsequently, one can obtain a smooth field at solver-step spacing through spline interpolation. In contrast, the phase information is under-sampled with respect to the Nyquist frequency. This is indicated in fig. SI 1.1c,g by the red crosses corresponding to the data, and the red line corresponding to the MNLS simulation. The resulting trajectory in the phase plane (fig. SI 1.1d,h) for a given point in time is therefore significantly altered, and no unambiguous interpolation in the complex plane can be made. To our knowledge, it is therefore not possible to obtain the phase information at each solver step necessary to perform the infinitesimal-domain machine learning correction.

In contrast, for the finite-domain machine learning (FDML) correction, fig. 7c, the phase information is only required for the initial condition.

Figure SI 1.1: Modulus and phase information of complex envelope $a(\xi, \tau) = |a(\xi, \tau)|e^{i\phi(\xi, \tau)}$. a) Modulus of the envelope, $|a|$, from MNLS simulations, and e) from measurements. b) Phase $\phi$ unwrapped in $\tau$ of the envelope from MNLS simulations, and f) from measurements. c,g) Modulus (green) and unwrapped phase (red) of MNLS simulations (solid line) and measurements (crosses) at cut-lines $\tau = A$ and $\tau = B$ (as shown in (a,e)), respectively. d,h) Phase trajectories in propagation direction $\xi$ of the envelope at cut-lines $\tau = A$ and $\tau = B$ (as shown in (a,e)), respectively. For MNLS simulations (solid line) and measurements (crosses). The numbers of the crosses indicate the wave gauge position with respect to the wavemaker.
SI 2 Wave Category I: modulated plane waves

SI 2.1 Non-breaking wave example result

For a non-breaking wave, fig. SI 2.1 shows the MNLS+FDML framework only applies a slight correction to the MNLS, which already closely resembles the experiment. Note that while the MNLS offers a good approximation for a non-breaking wave, it does not include all the physics involved in the real experiment such as finite water depth, side wall friction, transverse modes and broad bandwidth. In contrast, the FDML correction is trained to learn the discrepancy between the measurement and the MNLS simulation, whether that is breaking or other inaccuracies. Therefore, it can outperform the MNLS also on non-breaking cases. Secondly, the FDML correction is optimized based on the MSE. However, especially in the time domain, the MSE is not a perfect metric, as it heavily penalizes small phase-shifts.

Figure SI 2.1: Example result (not used for training) of the spatial evolution of a non-breaking modulated plane wave (Wave Category I). a-d) Time domain. Color bar indicates envelope amplitude $a$ (see eq. (1)). a) MNLS simulations. b) MNLS+FDML simulations. c) Measurements. d) Mean squared error (MSE) at each wave gauge between measurements and MNLS and MNLS+FDML simulations. e-h) Frequency domain, similar panel configuration as in the time domain, with the color bar indicating the magnitude of the amplitude spectrum normalized by the maximum of the initial condition. Parameters of the initial conditions: $f_0 = 1.42$ Hz, $\tilde{a}_0k_0 = 0.16$, $b_F = 0.16$, $\Omega_M = 1.1$, $\psi = 1.87\pi$ and $\alpha = 0$. 

\[ \text{Distance } \xi \]
\[ \text{Time } \tau \]
\[ \text{Distance } \xi \]
\[ \text{Time } \tau \]
\[ \text{Distance } \xi \]
\[ \text{Frequency } \Omega \]
\[ \text{Distance } \xi \]
\[ \text{Frequency } \Omega \]
The MNLS is equivariant to translations in the time domain. Therefore, the FDML correction should also be able to apply corrections to arbitrarily translated input. This is achieved by including randomly translated inputs in the training set. Figure SI 2.2 shows the same example as in fig. 1 translated in $\tau$ by 60 time steps.

Figure SI 2.2: Example result (not used for training) of the spatial evolution of a breaking modulated plane wave translated in time (Wave Category I). a-d) Time domain. Color bar indicates envelope amplitude $a$ (see eq. (1)). a) MNLS simulations. b) MNLS+FDML simulations. c) Measurements. d) Mean squared error (MSE) at each wave gauge between measurements and MNLS and MNLS+FDML simulations. e-h) Frequency domain, similar panel configuration as in the time domain, with the color bar indicating the magnitude of the amplitude spectrum normalized by the maximum of the initial condition. Parameters of the initial conditions are same as in fig. 1.
Figures SI 2.3 and SI 2.4 show the experiments from the test set for Wave Category I (summarized in fig. E). Note that these are for evolution over the whole length of the tank, starting from the first wave gauge. Augmenting the data by starting at different points and using smaller propagation lengths could create many more samples.

Figure SI 2.3: Test experiments 1-6 in Wave Category I. Each with a different combination of wave parameters.
Figure SI 2.4: Test experiments 7-13 in Wave Category I. Each with a different combination of wave parameters.
SI 3  Wave Category II: dispersively focused irregular waves

SI 3.1  Non-breaking wave example result

The evolution of a focused packet that does not undergo wave breaking confirms the FDML correction does not apply a correction in the non-breaking case. In fig. SI 3.1 the MNLS and MNLS+FDML prediction are nearly identical in the frequency domain; thus no correction is applied, as confirmed by the low and comparable MSE (fig. SI 3.1h). In physical space, the FDML correction applies a slight over-damping.

Figure SI 3.1: Example result (not used for training) for the spatial evolution of non-breaking dispersively focused irregular waves (Wave Category II). a-d) Time domain. Color bar indicates elevation envelope a) MNLS simulations. b) MNLS+FDML simulations. c) Measurements. d) Mean squared error (MSE) at each wave gauge between measured envelope and MNLS and MNLS+FDML. e-h) Frequency domain, similar panel configuration as in the time domain, with the color bar indicating the magnitude of the spectrum normalized by the maximum of the initial condition. Parameters of the initial conditions: $f_p = 0.91 \text{ Hz}$, $(\omega_p = 5.7 \text{ rad/s})$, $\gamma = 3.3$, $H_s = 10 \text{ mm}$ and $x_f = 18 \text{ m}$.
The MNLS+FDML solver can start from any arbitrary initial condition, as long as the complex envelope is available. In fig. SI 3.2 the initial condition is the third wave gauge in the tank. The propagation length of the simulation can be set arbitrarily. In fig. SI 3.2 the propagation length is set such that the simulation extends beyond the physical tank length, indicated by the white space in panels c and g. Wave parameters are the same as in figs. 2 to 4.

Figure SI 3.2: Example result (not used for training) for the spatial evolution of dispersively focused irregular waves (Wave Category II) with alternative starting point and propagation length. a-d) Time domain. Color bar indicates elevation envelope. a) MNLS simulations. b) MNLS+FDML simulations. c) Measurements. d) Mean squared error (MSE) at each wave gauge between measured envelope and MNLS and MNLS+FDML. e-h) Frequency domain, similar panel configuration as in the time domain, with the color bar indicating the magnitude of the spectrum normalized by the maximum of the initial condition. Parameters of the initial conditions are the same as in figs. 2 to 4.
Figure SI 3.3: Test experiments 7-13 in Wave Category II. Each with a different combination of wave parameters.
Figure SI 3.4: Test experiments 7-13 in Wave Category II. Each with a different combination of wave parameters.
SI 3.4 External dataset

Figure SI 3.5: Verification of the MNLS+FDML model on an external data set obtained at Shanghai Jiao Tong University (not used for training) with breaking occurring at $\xi = 0.77$ ($x = 76$ m). a-c) Time domain. d-f) Spectrum. a,d) MNLS simulation. b,e) Gauge 3. c,f) Gauge 4.

To verify the generalization properties and robustness of our MNLS+FDML model, we use it to predict wave breaking in an external data set of focused breaking waves recorded in the Multifunctional Ship Model Towing Tank at Shanghai Jiao Tong University. This tank used to has a length of 300 m, a width of 16 m, and a water depth of 7.3 m. Initial parameters were based on a Gaussian spectrum with $f_p = 0.47$ Hz ($\omega_p = 2.95$ rad/s) variance 0.06, $H_s = 120$ mm and linear focusing at $x_f = 144$ m. The initially Gaussian spectrum was focused based on linear wave theory to reach a maximum amplitude at $\xi_f = 1.46$ from the wavemaker, but broke at $\xi = 0.77$ ($x = 76$ m). Four wave gauges are placed along the centre-line of the tank at $\xi = 0.75$, 0.78, 0.81 and 0.85. Breaking occurs between the first and second gauge. Due to the non-linearity of the waves, the spectrum broadens as the waves evolve, and a spectral tail develops, giving the spectrum a more JONSWAP-like shape. The initial condition for the simulations is the surface elevation record from the first wave gauge.

Figure SI 3.5a,d, displaying the physical space and spectral evolution respectively, show that the wave gauges only record a very small part of the total focusing-defocusing cycle of the wave, while the MNLS+FDML model was trained to cover larger parts of the cycle. Nevertheless, the FDML correctly suppresses the shoulder in the spectrum upon breaking (fig. SI 3.5e,f) and caps off the high peak of the envelope predicted by the MNLS (fig. SI 3.5c).

The significant wave height of this wave group was 120 mm, corresponding to a wave amplitude-based Reynolds number $\text{Re} = \frac{a_s^2 \omega_p}{\nu} = 1.1 \times 10^4$, where $a_s = H_s/2$ is the significant amplitude. This is a much larger wave than in the experiments used to train the network. For the example in figs. 2 to 4, $\text{Re} = 1.3 \times 10^3$ ($H_s = 30$mm), an order of magnitude lower. This demonstrates the robustness of our MNLS+FDML model across a range of scales.
SI 4  Comparison with Kato & Oikawa (1995)

SI 4.1  Wave Category I: modulated plane waves

For modulated plane waves (Wave Category I), the wave breaking model developed in Kato & Oikawa (1995) [18] is able to reproduce some features of wave breaking, such as energy dissipation, amplitude attenuation and shortening of the FPUT recurrence cycle. However, it fails to capture the full strength of the downshift in the spectrum, and therefore gives different dynamics at greater distance from the breaking point. The KO95 model has one free parameter $\beta$ (see their equation 2.1). When $\beta$ is set too low there is no effect on the evolution. When set too high there is too much dissipation and the wave field disappears. For fig. SI 4.1, $\beta = 0.2$ was set such that the effect on the evolution was maximal, while the amount of energy dissipation remained reasonable.

Figure SI 4.1: Comparison to the breaking model of Kato & Oikawa (1995) (KO95) for the evolution of a breaking modulated plane wave (Wave Category I). a-d) Time domain. Color bar indicates elevation envelope a. a) MNLS simulations. b) MNLS+KO95 simulations. c) MNLS+FDML simulations. d) Measurements. e-h) Frequency domain, similar panel configuration as in the time domain, with the color bar indicating the magnitude of the spectrum normalized by the maximum of the initial condition. Parameters of the initial conditions are the same as in fig.1.
Figure SI 4.2: Mean squared error (MSE) at each wave gauge between measured envelope and MNLS, MNLS+FDML and MNLS+KO95 corresponding to fig. SI 4.1 a) Time domain. a) Frequency domain.

SI 4.2 Wave Category II: dispersively focused irregular waves

For the dispersively focused irregular waves (Wave Category II), the KO95 \textsuperscript{18} wave breaking model was performed with $\beta = 0.3$ (see their equation 2.1). Like for Wave Category II, this parameter was tuned such that it would have a maximal effect, limited by a reasonable dissipation of the energy of the wave. The MNLS + KO95 model gives a slight attenuation of the peak amplitude, but seems to turn on too late (fig. SI 4.3b). That is, after the breaking event in the experiment has already taken place. Suppression of the higher frequencies is only very slight in the frequency domain (fig. SI 4.3f). Overall, for the continuous spectrum of Wave Category II, the KO95 correction term is not as effective as for Wave Category I. The modification to the MNLS evolution is only minimal, as reflected by their similar MSE values in fig. SI 4.4.

Figure SI 4.3: Comparison to the breaking model of Kato & Oikawa (1995) (KO95) for the evolution of breaking dispersively focused irregular waves (Wave Category II). a-d) Time domain. Color bar indicates elevation envelope $a$. a) MNLS simulations. b) Kato 1995 simulations. c) MNLS+FDML simulations. d) Measurements. e-h) Frequency domain, similar panel configuration as in the time domain, with the color bar indicating the magnitude of the spectrum normalized by the maximum of the initial condition. Parameters of the initial conditions are the same as in figs. 2 to 4.
Figure SI 4.4: Mean squared error (MSE) at each wave gauge between measured envelope and MNLS, MNLS+FDML and MNLS+KO95 corresponding to fig. SI 4.3. a) Time domain. b) Frequency domain.
SI 5 Wave Category III: random irregular waves

SI 5.1 Training data and algorithm

The goal for Wave Category III is to be able to predict the evolution of a finite time series up to a certain prediction horizon. The available experimental data consists of three time series of 20 minutes, or 1500 wave periods, for four different wave heights: $H_s = 25, 34, 41, 54$ mm, with a total of 12 experiments. For the lowest wave height there are no breaking events, for the highest value many breaking events occur.

Training pairs are created as follows. After determining a time and spatial step, the envelope is interpolated to those steps over the domain. Then, sections of 512 time steps and either 60 or 120 propagation steps are created, as illustrated in fig. SI 5.1b by the dashed rectangles. For each wave gauge, the next section is shifted 64 steps from the previous, as illustrated by the red rectangle, shifted from the yellow. This is repeated for each subsequent wave gauge. The green rectangle is positioned at the second wave gauge.

![Figure SI 5.1: a) Sections in space and time are created from the total wave record for random irregular waves (Wave Category III). b) For each section, an MNLS simulation is performed. c) For both the simulation and the measurement, the edges are discarded to account for information getting lost near the edges in the simulation to create a truncated section. A training pair $s$ consists of the MNLS simulation and the interpolated measurement over the section.](image)

For each section created, the boundaries of the first time step are made periodic such that it can serve as an initial condition for the MNLS simulation. The MNLS simulation is performed over the segment length (fig. SI 5.1b). To take into account the fact that information can leave and come in through the boundaries, we discard the outer 64 time steps of both the measurement and the MNLS simulation, in analogue to the principle of the predictable region. This reduces the number of time steps from 512 to 386 (fig. SI 5.1b). Note that to be rigorous, this predictable region should depend on the propagation length, and the spectral properties, but we ignore this here. These truncated sections then form a training pair $s$, as shown in fig. SI 5.1b. To account for the truncated input and the amount of information contained in this input, the network architecture is slightly different than for the other wave categories. It consists of 384 input neurons, 384 output neurons, 256 LSTM neurons, and 256 dense neurons. The rest of the training algorithm is identical to that of Wave Categories I and II, outlined in the Methods section and SI 6.

For each of the 12 experiments, a section in time is reserved for validation (grey shaded) and testing (white shaded), as marked shaded areas in fig. SI 5.2 These areas will not be used for training.
Figure SI 5.2: Example of a total experiment for random irregular waves (Wave Category III). Test-section is colored white, validation section is colored grey.
SI 5.2 Narrow-banded result: $\gamma = 6$

Note the clear reduction in the MNLS+FDML model MSE at the wave breaking location. Also note that the model was trained on about 1/5 of the propagation length displayed here. Due to the narrower spectrum, the predictable region is extended.

Figure SI 5.3: Example result (not used for training) for the evolution of the envelope irregular waves (Wave Category III), for a narrow-banded sea: $\gamma = 6$, in the time domain, showing wave breaking at $\xi = 1.7$, as indicated by the red circle. Color bar indicates surface elevation envelope $a$. a) MNLS simulations. b) MNLS+FDML simulations. c) Measurements. d) Mean squared error (MSE) at each wave gauge between measured envelope and MNLS and MNLS+FDML. e-g) Envelope at different spatial locations: measurements (solid blue), MNLS simulations (dashed yellow) and MNLS+FDML simulations (dashed-dotted green) at the wave gauge locations indicated by the red-dotted lines in (a). The red circle indicates a wave breaking event.

SI 5.3 Other wave examples

As a clear breaking signature is difficult to identify in an irregular sea, we identify steep waves instead, which may or may not break, and illustrate the performance of the MNLS+FDML method in the vicinity of these steep events. Figure SI 5.4 shows in red the regions of steepness $\tilde{a}k_0 > 0.28$, for each of the three cases with $H_s = 0.54$ mm (the steepest experiment). Each possible breaking event is indicated with a number. Figures SI 5.5 and SI 5.6 show the MNLS and MNLS+FDML simulation for each event.

Figure SI 5.4: Test region for the three instances of the $H_s = 54$ mm experiment. Regions with steepness $\tilde{a}k_0 > 0.28$ are marked in red and numbered.
Figure SI 5.5: Simulations around the regions indicated in fig. SI 5.4.
Figure SI 5.6: Simulations around the regions indicated in fig. SI 5.4
SI 5.4  MSE test set

Figure SI 5.7 displays the MSE averaged over both space and time for the first 200 data pairs from the test-set (as in fig. SI 5.1, but for the test region), of each wave height, the dashed line indicating the MNLS+FDML model, and the solid line the MNLS model. While figures fig. 6 and fig. SI 5.3 show a local dip in MSE at the location of a wave breaking event, this does not affect the global MSE of the sample. Indeed, the performance of the MNLS and the MNLS+FDML models are comparable in fig. SI 5.7 indicating that averaged MSE is not a useful metric to confirm the ability of the MNLS+FDML model to predict breaking in irregular seas, in which breaking remains sporadic.

Figure SI 5.7: Mean Squared Error (MSE) for the first 200 test samples of each wave height. a) $H_s = 25$ mm b) $H_s = 34$ mm c) $H_s = 41$ mm d) $H_s = 44$ mm.
The three algorithms (Algorithm 1-3) below outline the training procedure of the neural network for Wave Categories I and II. The method for Wave Category III is slightly different, as the raw data is a long continuous record rather than separate experiments, and is outlined in [SI 5].

**SI 6.1 Algorithm 1: Obtain ground truth at solver step**

The wave tank experiments need to be interpolated such that the ground truth is available at every solver step, instead of only at the wave gauge positions. In both the time and the frequency domain, the absolute value of the envelope varies slowly in the propagation direction and is sufficiently sampled according to the Nyquist–Shannon theorem, and can be interpolated using a *pchip* spline. To make the algorithm applicable to different data-sets, the propagation and time-step are scaled so that the amount of variation over a typical length scale are comparable. The length of the time vector corresponds to the number of input neurons of the network and should therefore be high enough such that the MNLS can be solved, but not too high to avoid too many parameters to be tuned. In our study we used $n_t = n_{\text{RNN}} = 512$ for wave Categories I and II, and $n_t = n_{\text{RNN}} = 384$ for wave Category III. Note that in the illustration of algorithm 1 we show the evolution of only one of these time-points.

---

**Algorithm 1: Obtain ground truth at solver step**

1: **procedure** Ground Truth$(\mathcal{E})$

2: $\mathcal{E}\{e_1, e_2, \ldots e_{N_E}\}$

3: Set $\Delta \xi_{\text{train}} = k_0 \Delta x = 0.2$

4: Set $\Delta \tau_{\text{train}} = \omega_0 \epsilon \Delta t = 0.01$

5: for $e \in \mathcal{E}$ do

6: $\Delta x = 0.2/k_0$  

7: $\Delta t = 0.01/(\omega_0 \epsilon)$

8: for PS,FS do:

9: $e[\Delta t_{\text{wave gauge}}, \Delta x_{\text{wave gauge}}] \rightarrow \bar{e}[\Delta t, \Delta x]$

10: end for

11: $\bar{\mathcal{E}}\{\bar{e}_1, \bar{e}_2, \ldots \bar{e}_{N_E}\}$

12: end for

13: **end procedure**
To increase the number of learning cases, each experiment is split up in segments of different propagation lengths and with different starting points, as shown in fig. [SI 6.1] For each experiment, 3 segments lengths are selected. Only segments terminating before the end of the wave tank, i.e., segments that are fully covered by the experiments are used for training. The starting position can only be at wave gauge positions, as these are the only locations with access to the complex envelope (modulus + phase).

---

**Algorithm 2: Algorithm 3. MNLS simulations for training pairs**

```
procedure MNLS simulations for training pairs(\(E\))

2: for \(e \in E\) do

4: \(n_{\text{steps,seg}} = l_i, i = 1, 2, 3\)

6: for \(l_i\) do: \(k=1\)

8: while \(x_k + l_i \leq x_{\text{max}}\) do

10: \(a_{\text{true}}(0, l_i) = e(x_k, x_k + l_i)\)

12: \(a_{\text{MNLS},0} = a_{\text{true},0}\)

14: \(j = 1\)

16: while \(j \leq n_{\text{steps,seg}}\) do

18: \(a_{\text{MNLS},j} = \text{MNLS}(a_{\text{MNLS},j-1})\)

20: \(j = j + 1\)

22: end while

24: for PS,FS do:

26: save: \(s = \{|a|_{\text{MNLS}}[n_{\text{steps,seg}}, 512], |a|_{\text{true}}[n_{\text{steps,seg}}, 512]|\}\)

28: end for

30: end while

32: end for

34: \(S\{s_1, s_2, ... s_{N_S}\}\)

▷ Set of training pairs, based on \(N_S\) unique wave parameter-, segment length- and start position combinations

▷ Chose 3 different segment lengths

▷ Gauge number \(k\)

▷ While the segment fits in the tank

▷ Select segment of true propagation

▷ Get complex initial condition from wave gauge

▷ Propagate MNLS solver over segment using split-step Fourier method

▷ Save training pair in PS and FS

Figure SI 6.1: Different starting point give different discrepancies between MNLS and true evolution.
As described in the Methods section, the network architecture is a simple LSTM, depicted in fig. SI 6.2. The parameter vector of the network $\beta$ consists of all the weights and biases of each neuron, as well as additional parameters for the gate functions of the LSTM unit. The goal is find the optimal $\beta$ such that the cost function eq. (10) is minimized. To this end, the network is fed with training pairs $s = [\text{input, output}] = [|a|_{\text{MNLS}}(\xi_k, \xi_k + n_{\text{steps}}\Delta\xi), |a|_{\text{true}}(\xi_k, \xi_k + n_{\text{steps}}\Delta\xi)]$ in batches.

To minimize eq. (10) over each batch, several optimization schemes can be employed. We use the Adam gradient descent variant provided by the TensorFlow package, to which we have added a gradient limit to avoid explosion of the gradient. The training procedure is outlined in Algorithm 3. As the MNLS is equivariant to translations of the time axis and has periodic boundary conditions, in the time domain, 40 random translations in time are added to augment the data (i.e., to create more training pairs).

Algorithm 3: Training procedure

```plaintext
1: procedure TRAINING($W, E$)  
2: $E\{e_1, e_2, ..., e_{N_E}\}$  
3: $S\{1, 2, ..., n_S\}$  
4: Shuffle $E$  
5: fraction$_{\text{train}} = 0.80,$ fraction$_{\text{val}} = 0.15,$ fraction$_{\text{test}} = 0.05$  
6: $\rightarrow E_{\text{train}}, E_{\text{val}}, E_{\text{test}} \subset E$  
7: $\rightarrow S_{\text{train}}, S_{\text{val}}, S_{\text{test}} \subset S$  
8: for PS, FS do:  
9: RNN($\beta_0, a$)  
10: for $n_{\text{epochs}}$ do  
11: for $n_{\text{batches}}$ do  
12: $l_i \in L$  
13: $s \in S_{\text{train}} = \{|a|_{\text{MNLS}}, i|n_{\text{steps}}, 512|, |a|_{\text{true}}, i|n_{\text{steps}}, 512|\}$  
14: Calculate $J$ (eq. (10))  
15: end for  
16: Minimize $J(\beta)$ (eq. (10)) $\rightarrow \beta$  
17: Print: MSE training and MSE validation  
18: end for  
19: end for  
20: end procedure
```

1 Note that an LSTM can only be trained on batches of equal length
6.4 Using the MNLS-FDML solver

The utilization of the MNLS-FDML scheme is the same as that of the MNLS solver, but also includes breaking effects, i.e., it takes the form of an initial value problem or deterministic wave forecasting. That is, for a given initial condition at a position \( x_0 \) we would like to know the evolution up to and including a point \( x_1 \). If the initial condition is a time series measurement of the surface elevation, the complex envelope \( a(x_0, t) \) has to be obtained using the Hilbert transform (see main text). Subsequently, the MNLS solver can be used to propagate the solution forward an arbitrary number of steps. After this propagation, the RNN applies a correction for the absolute value of the physical envelope and its Fourier spectrum, as depicted in fig. 7d.

Algorithm 4: Utilization MNLS-FDML correction

1: procedure MNLS-FDMLC(\( \eta_{x_0,t} \))
2: given: \( \eta_{x_0,t} \)
3: \( \eta_{x_0,t} \rightarrow A_{x_0,t} \)
4: \( A_{x_0,t} \rightarrow a_{\xi=0,\tau} \)
5: Set \( \Delta \xi = 0.2 \)
6: Set \( \Delta \tau = 0.01 \)
7: Set \( n_{\text{steps}} \)
8: while \( i \leq n_{\text{steps}} \) do
9: Propagate MNLS solver over desired length using the Split-Step scheme
10: \( a_{\text{MNLS},i} = \text{MNLS} (a_{\text{MNLS},i-1}) \)
11: \( i = i + 1 \)
12: end while
13: for PS,FS do
14: \( |a|_{\text{pred}} = \text{RNN}(\beta, |a|_{\text{MNLS}}) \)
15: end for
16: end procedure

\( \triangleright \) Given a time series measurement at position \( x_0 \)
\( \triangleright \) Obtain complex envelope
\( \triangleright \) Make Nondimensional
\( \triangleright \) Set time and propagation step solver
\( \triangleright \) Set desired number of propagation steps
\( \triangleright \) Apply correction over propagated steps
Figure SI 7.1 shows the mean squared error (MSE) of the training and validation set as a function of training epoch. In one epoch, the neural network is trained with all the training data once. The training data is then shuffled to continue training for the next cycle or epoch.

Figure SI 7.1: Training history of the RNNs for a) Wave Category I: Time domain RNN, b) Wave Category I: Frequency domain RNN, c) Wave Category II: Time domain RNN, d) Wave Category II: Frequency domain RNN, e) Wave Category III: Time domain RNN. Mean squared error (MSE) of the training set (blue line), validation set (orange line). The MSE of the untrained model on the test set is indicated by the red cross. The MSE of the test set after the training is complete is indicated by the green cross. Note that due to the randomly selected starting point and propagation length given to the experiments in the test set, the value of the MSE can vary slightly.