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ROBERT HASLHOFER AND DANIEL KETOVER

Abstract. We prove that any manifold diffeomorphic to $\mathbb{S}^3$ and endowed with a generic metric contains at least two embedded minimal two-spheres. The existence of at least one minimal two-sphere was obtained by Simon-Smith in 1983. Our approach combines ideas from min-max theory and mean curvature flow. We also establish the existence of smooth mean convex foliations in three manifolds. We apply our methods to solve a problem posed by S.T. Yau in 1987 on whether the planar two-spheres are the only minimal spheres in ellipsoids centered about the origin in $\mathbb{R}^4$. Finally, considering the example of degenerating ellipsoids we show that the assumptions in the multiplicity one conjecture and the equidistribution of widths conjecture are in a certain sense sharp.

1. Introduction

The min-max method goes back to Birkhoff who in 1917 proved the following theorem:

**Theorem 1.1** (G.D. Birkhoff 1917 [3]). Any closed Riemannian two-sphere contains at least one closed geodesic.

The difficulty in proving Theorem 1.1 is that a two-sphere is simply connected, and thus minimization methods to produce minimizing critical points for the length functional do not work.

Birkhoff’s idea was to use Morse theoretic arguments to produce higher index (i.e. unstable) geodesics. Loosely speaking, he considered sweep-outs of the two-sphere by closed curves, and argued that the longest slice in a sweep-out that is “pulled tight” is a closed geodesic. Birkhoff left open the question of whether the geodesic produced by Theorem 1.1 is embedded (i.e. does not have self-intersections). Using heat flow methods, Grayson [14] later proved the existence of an embedded closed geodesic in the setting of Theorem 1.1.

Birkhoff considered one parameter families of curves to produce his closed geodesic. There are also higher non-trivial families of curves one can consider to produce more geodesics. Lusternik and Schnirelmann later used these families to prove:
Theorem 1.2 (L. Lusternik and L. Schnirelmann 1947 [26]). Any closed Riemannian two-sphere contains at least 3 simple closed geodesics.

In the work of Lusternik and Schnirelmann, it was not clear if the geodesics obtained are indeed simple (embedded). This was later shown to be true by Grayson [14] using his heat flow methods.

In one higher dimension, one can consider sweep-outs of three-spheres by two-spheres, and hope to produce an embedded minimal two-sphere. In 1983, Simon and Smith carried this out (adapting the more general min-max theory of Almgren and Pitts to the case of surfaces with fixed topology) and proved:

Theorem 1.3 (L. Simon and F. Smith 1983 [30]). Let $M$ be a Riemannian three-manifold diffeomorphic to $S^3$. Then $M$ contains an embedded minimal two-sphere.

In analogy with the case of simple closed geodesics on two-spheres, there are higher parameter families of two-spheres on three-spheres that one can consider and hope to produce additional minimal two-spheres. Let us briefly describe these families. Let $G$ denote the space of (possibly degenerate) geodesic spheres in round $S^3$ and let $P \subset G$ denote the subset consisting of great spheres. Note that $P$ is homeomorphic to $RP^3$. There’s a natural map

$$\pi : G \rightarrow P,$$

sending a point in $G$ to the great sphere parallel to it. Thus $G$ is an interval bundle over $P$.

Recall that $H_i(P, \mathbb{Z}_2) = \mathbb{Z}_2$ for $i = 0, 1, 2, 3$, and let $a_i$ be a generator of $H_i(P, \mathbb{Z}_2) = \mathbb{Z}_2$. Then the families $\pi^{-1}(a_0), \pi^{-1}(a_1), \pi^{-1}(a_2), \pi^{-1}(a_3)$ give four non-trivial sweep-outs of $S^3$. One might hope that each of the four families produces via min-max a distinct minimal two-sphere.\footnote{In fact, White exhibited certain three-spheres (Theorem 4.5 in [31]) containing precisely 4 embedded minimal two-spheres.}

The major difficulty is the phenomenon of multiplicity in min-max theory. Namely, it could happen that the min-max spheres associated with the second, third and fourth family, just give the sphere associated to the first family counted with higher integer multiplicities.

To explain the min-max approach in somewhat more detail, recall that by Hatcher’s solution of the Smale conjecture the space of embedded two-spheres in $S^3$ together with trivial two-spheres consisting of a point deformation retracts onto $G/\partial G \simeq \mathbb{R}P^4$. We can consider the area functional on this space, and a minimal sphere is precisely
a critical point of this functional. The central theorem of Lusternik-Schnirelmann theory (see e.g. Theorem 1.15 in [12]) says that the number of critical points of a smooth real-valued function defined on a manifold $M$ is bounded from below by one plus the maximal cup-length (with respect to some ring) of the cohomology ring of $M$. Since the cohomology ring of $\mathbb{RP}^4$ with $\mathbb{Z}_2$ coefficients has cup-length 4, it follows that one expects 5 critical points of the area functional (in other words, minimal surfaces). Since the absolute minimizer of the area functional has zero area and is achieved by a point, Lusternik-Schnirelmann theory thus predicts the existence of 4 non-trivial minimal two-spheres. Again, the issue in making this sketch rigorous is that from the point of view of min-max theory, minimal spheres with differing integer multiplicities count as distinct critical points of the area functional and thus may not be geometrically distinct.

The problem of bounding the number of critical points in terms of a topological count is in some ways a Riemannian analog to the Arnol’d conjecture in symplectic geometry.

Let us summarize some progress on the problem of finding minimal two-spheres (besides the one from Simon-Smith) in three-spheres:

Using degree methods, i.e. an approach different from min-max theory, White [31] proved the existence of at least 2 minimal two-spheres in the situation that $M$ has positive Ricci curvature.

More recently, Marques-Neves [27] applied Lusternik-Schnirelmann theory to obtain the existence of at least 4 embedded minimal surfaces in any three-manifold. Assuming positive Ricci curvature, they obtain infinitely many minimal surfaces as conjectured by Yau. In either case, nothing is known about the topological type of their minimal surfaces, i.e. their proof does not establish the existence of any embedded minimal two-sphere besides the one from Simon-Smith.

In this paper, using combined efforts from min-max theory and mean curvature flow we prove the existence of at least one additional embedded minimal two-sphere besides the one from Simon-Smith:

**Theorem 1.4** (Existence of minimal two-spheres). Let $M$ be a three-manifold diffeomorphic to $S^3$ and endowed with a bumpy metric. Then $M$ contains at least 2 embedded minimal two-spheres. More precisely, exactly one of the following alternatives holds:

1. $M$ contains at least 1 stable embedded minimal two-sphere, and at least 2 embedded minimal two-spheres of index one.
(2) M contains no stable embedded minimal two-sphere, at least 1 embedded minimal two-sphere $\Sigma_1$ of index one, and at least 1 embedded minimal two-sphere $\Sigma_2$ of index one or two. In this case

\begin{equation}
|\Sigma_1| < |\Sigma_2| < 2|\Sigma_1|.
\end{equation}

In other words, Theorem 1.4 proves the existence of at least 3 embedded minimal two-spheres if there is a stable one, and of at least 2 embedded minimal two-spheres if there is no stable one, both without any assumptions on the curvature. We recall that a metric is called \textit{bumpy} provided that its immersed minimal surfaces don’t have non-trivial Jacobi fields. This is a generic property for metrics [34]. In particular, any metric can be perturbed slightly to be bumpy.

Regarding the intersection properties of the minimal two-spheres produced by Theorem 1.4, it is easy to see that the 3 embedded minimal two-spheres from case (1) are pairwise disjoint, but that the 2 embedded minimal two-spheres from case (2) always intersect each other.

A natural family of examples of three-spheres to test Theorem 1.4 on are ellipsoids. Namely, given $a > b > c > d > 0$, consider the ellipsoid

\begin{equation}
E(a, b, c, d) := \left\{ \frac{x_1^2}{a^2} + \frac{x_2^2}{b^2} + \frac{x_3^2}{c^2} + \frac{x_4^2}{d^2} = 1 \right\} \subset \mathbb{R}^4.
\end{equation}

It contains at least 4 minimal ‘planar’ two-spheres, which are obtained by the intersection of $E(a, b, c, d)$ with the coordinates hyperplanes \{ $x_i = 0$ \}.

In one of his early problem sections on minimal surfaces, S.T. Yau asked (c.f. Section 4 in [35]):

\textbf{Yau’s problem (1987):} Are the only minimal two-spheres in an ellipsoid centered about the origin in $\mathbb{R}^4$ the planar ones?

It is a classical theorem of Almgren [2] that in round spheres, the only immersed minimal two-spheres are planar. White [34] proved that when $a$, $b$, $c$ and $d$ are close enough, then all minimal two-spheres in $E(a, b, c, d)$ are planar.

We obtain the following negative answer to Yau’s question:

\footnote{As will be clear from the course of the proof, the second minimal two-sphere $\Sigma_2$ arises with \textit{multiplicity one} from a two-parameter min-max procedure. Marques-Neves have announced in the Almgren-Pitts setting that when the min-max surface is obtained with multiplicity one, the index is equal to the number of parameters. It is likely their argument would thus apply to show that the index of $\Sigma_2$ is two.}

\footnote{For $A$ a set, throughout this paper $|A|$ or $\mathcal{H}^2(A)$ will denote the 2-dimensional Hausdorff measure of $A$.}
Theorem 1.5 (Answer to Yau’s question). For fixed \( b, c \) and \( d \), if \( a \) is chosen sufficiently large, then the ellipsoid \( E(a,b,c,d) \) contains a non-planar embedded minimal two-sphere.

Fix \( b, c, d \) and write \( E(a) := E(a,b,c,d) \). To prove Theorem 1.5, we will show that for \( a \) large enough (i.e. as the ellipsoids become sufficiently elongated) the second minimal two-sphere \( \Sigma_2(a) \subset E(a) \) produced by Theorem 1.4 is not planar. In particular, for \( a \gg b \) the ellipsoid \( E(a) \) contains at least 5 embedded minimal two-spheres.

The degenerating ellipsoids also are interesting with respect to other conjectures in min-max theory. Marques-Neves conjectured that generically, the min-max process does not produce unstable components with multiplicity \([29]\). The elongated ellipsoids are a “critical” family of examples where the conjecture comes closer and closer to failing as the metrics degenerate. Namely, we prove the following proposition:

**Proposition 1.6.** As \( a \to \infty \), the minimal two-spheres \( \Sigma_2(a) \) converge as varifolds to a minimal two-sphere with multiplicity two.

For a more detailed discussion of this, as well as for the relation with the equidistribution of width conjecture, please see Section 9.

Related to the study of minimal two-spheres in the three-sphere is the study of the space of embedded projective planes in \( \mathbb{RP}^3 \). By the version of Smale’s conjecture\(^4\) for \( \mathbb{RP}^3 \), the space of embedded \( \mathbb{RP}^2 \)’s in \( \mathbb{RP}^3 \) is expected to retract onto \( \mathbb{RP}^3 \). As the cup-length of \( \mathbb{RP}^3 \) with \( \mathbb{Z}_2 \) coefficients is three, by Lusternik-Schnirelmann theory one expects 4 minimal projective planes (unlike in the case of two-spheres in the three-sphere, the area minimizing projective plane does count as a non-trivial critical point). We obtain the following theorem:\(^5\)

**Theorem 1.7** (Projective Planes in \( \mathbb{RP}^3 \)). Let \( M \) be a 3-manifold diffeomorphic to \( \mathbb{RP}^3 \) endowed with a metric of positive Ricci curvature. Then \( M \) admits at least 2 embedded minimal projective planes.

Let us now sketch the main ideas of our proof of Theorem 1.4.

If \( M \) admits a stable embedded minimal two-sphere, then the manifold is a kind of dumbbell. We can then consider 1-parameter sweep-outs of both halves. More precisely, using the the lower index estimates obtained by the second-named author and Y. Liokumovich \([24]\).

---

\(^4\)Bamler-Kleiner have recently announced a proof of this conjecture.

\(^5\)We thank André Neves for bringing this problem to our attention.
it follows that each of the two balls bounded by the stable two-sphere contains an unstable two-sphere of index one in its interior.

Let us now consider the case that $M$ does not contain any stable embedded minimal two-spheres. Using Simon-Smith’s existence theorem we obtain 1 embedded minimal two-sphere of index one. To obtain a second embedded minimal two-sphere we have to work much harder. To get started, sliding the Simon-Smith sphere a bit to both sides (using the lowest negative eigenfunction of the stability operator) we can decompose $M = D_1 \cup Z \cup D_2$ where $Z$ is the short cylindrical region obtained by sliding the Simon-Smith sphere around, and $D_1$ and $D_2$ are smooth embedded 3-discs with mean convex boundary. To proceed, we prove the following general theorem establishing the existence of smooth mean convex foliations in three-manifolds:

**Theorem 1.8** (Existence of smooth mean convex foliations in three-manifolds). Let $D \subset M^3$ be a smooth three-disc with mean convex boundary. Then exactly one of the following alternatives holds true:

1. There exists an embedded stable minimal two-sphere $\Sigma \subset \text{Int}(D)$.
2. There exists a smooth foliation $\{\Sigma_t\}_{t \in [0,1]}$ of $D$ by mean convex embedded two-spheres.

Note that in our application we are always in case (2). We have stated Theorem 1.8 in its more general form since it is clearly of independent interest, and will likely have several other applications in the geometry of three-manifolds. In fact, we’ve been informed recently that it even has applications in the field of inverse problems [1].

To obtain some intuition for Theorem 1.8 imagine (without worrying too much about the details for the moment) that the disc $D$ evolves by mean curvature flow [20]. Recall that mean-convexity is preserved under mean curvature flow. In the simplest possible scenario, the mean curvature flow of $D$ remains smooth and either becomes extinct in finite time in a round point, giving the foliation from (2), or converges for $t \to \infty$ to a minimal embedded two-sphere, giving (1).

Of course, in general the situation is much more complicated since the mean curvature flow typically develops local singularities. One way to continue the flow through singularities is given by the level set method [13, 8], and in fact our proof shows that case (2) happens if and only if the level set flow becomes extinct in finite time. The main issue however is that the foliation produced by the level set flow is in general singular.

To produce a smooth foliation instead of a singular foliation we use mean curvature flow with surgery. Mean curvature flow with surgery in general ambient manifolds has been constructed by Brendle-Huisken
However, since we also need a canonical neighborhood theorem for our application we instead extend the approach from Haslhofer-Kleiner to the setting of general ambient manifolds. This extension, and in particular the canonical neighborhood theorem for mean curvature flow with surgery in general ambient manifolds, which is again of independent interest, are discussed in Section 7. We then combine the existence theorem, the canonical neighborhood theorem, and methods from the recent topological application of mean curvature flow with surgery by Buzano-Haslhofer-Hershkovits to produce the desired smooth foliation.

Having discussed Theorem 1.8 in quite some detail, let us now sketch how it can be used to finish the proof of Theorem 1.4. Recalling that $M = D_1 \cup Z \cup D_2$ and using the foliations of $D_1$ and $D_2$ produced by Theorem 1.8 we can build an optimal foliation of $M$, by which we mean a foliation $\{\Sigma_t\}_{t \in [-1,1]}$ of $M$ by two-spheres so that the Simon-Smith sphere sits in the middle of the foliation as $\Sigma_0$ and all other slices have less area. From the one parameter family $\{\Sigma_t\}$ we can then form a two parameter family $\{\Sigma_{s,t}\}$. Loosely speaking, $\Sigma_{s,t}$ consist of the two surfaces $\Sigma_s$ and $\Sigma_t$ joined by a very thin tube.

As long as the tube in the surface $\Sigma_{s,t}$ is very thin, it contributes negligible area and thus we obtain

$$\sup_{s,t} |\Sigma_{s,t}| \approx 2|\Sigma_0|. \quad (1.4)$$

Using the catenoid estimate from Ketover-Marques-Neves, by opening up the neck near $(s, t) \approx (0, 0)$ (where the area of $\Sigma_{s,t}$ is close to $2|\Sigma_0|$) we can improve (1.4) to show

$$\sup_{s,t} |\Sigma_{s,t}| < 2|\Sigma_0|. \quad (1.5)$$

The bound (1.5) guarantees that the minimal surface produced from two-parameter min-max is not simply twice the minimal sphere $\Sigma_0$ realizing the width of $M$. Finally, by Lusternik-Schnirelmann theory, the minimal surface produced cannot be $\Sigma_0$ with multiplicity one. This finishes the sketch of our existence proof for the second embedded minimal two-sphere.

Finally, we make a few remarks about the necessity of using the mean curvature flow in this paper. Assuming the manifold has no stable spheres, we can use min-max arguments to obtain an optimal "sweepout" with the Simon-Smith sphere $\Sigma_0$ sitting with largest area in the middle. To form the two-parameter family $\Sigma_{s,t}$ however we need to take the connect sum of $\Sigma_s$ and $\Sigma_t$, and for this it is crucial that $\Sigma_s$
and $\Sigma_t$ are disjoint for $s \neq t$. For this reason we cannot use an optimal *sweepout* but rather need an optimal *foliation*, which the mean curvature flow provides.

This article is organized as follows. In Section 2 we discuss the topology of the space of embedded two-spheres. In Section 3 we show how to produce optimal foliations using Theorem 1.8 as a black-box. In Section 4 we construct the two-parameter sweep-out $\{\Sigma_{s,t}\}$. In Section 5 we show how all the ingredients can be combined to prove Theorem 1.4 (using Theorem 1.8). In Section 6 we prove the existence of smooth mean convex foliations in Euclidean space. In Section 7 we extend the surgery construction from Haslhofer-Kleiner to general ambient manifolds. In Section 8 we extend the construction of smooth mean convex foliations to general ambient manifolds and thus conclude the proof of Theorem 1.8. In Section 9 we analyze the examples of ellipsoids to answer Yau’s question and discuss the relationship with the multiplicity one conjecture and the equidistribution of width conjecture of Marques-Neves. Finally, in Section 10 we prove Theorem 1.7.
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2. Topology of Space of Embedded Two-spheres

In order to apply min-max theory to the space of embedded two-spheres in a three-sphere, we need to first understand the topological type of this space.

Letting $S^3$ denote the round three-sphere in $\mathbb{R}^4$, let us consider the geodesic spheres

\[(2.1) \quad \mathcal{G}(a, b, c, d, e) := \{ax_0 + bx_1 + cx_2 + dx_3 = e\} \cap S^3,\]

and the space of all (also degenerate) geodesic spheres:

\[(2.2) \quad \mathcal{G} := \bigcup_{a,b,c,d,e \in \mathbb{R}} \mathcal{G}(a, b, c, d, e).\]

Note that $\partial \mathcal{G}$ consists of the degenerate (i.e. point) spheres and thus is identified naturally with $S^3$. 
We will now define a space $S$ of embedded two-spheres (including some controlled degenerations) in $S^3$. To this end, consider the spaces

$$X := \{ \phi(S^2) \mid \phi : S^2 \to S^3 \text{ is a smooth embedding} \}$$

and

$$Y := \{ \phi(S^2) \mid \phi : S^2 \to S^3 \text{ is a smooth map whose image is a 1d graph} \}.$$ 

Let us endow $X \cup Y$ with the flat metric. To turn $X \cup Y$ into a metric space, we thus identify points of $Y$ to a single point to obtain the quotient space $S := (X \cup Y)/Y$.

It follows from Hatcher’s proof of Smale’s conjecture (see item (14) in the Appendix [19]) that the space $S$ is homotopy equivalent to $G/\partial G$.

The space $G$ is homeomorphic to $\mathbb{RP}^4 \setminus B$ where $B$ is an open ball. One can see this as follows. Consider the subset of $P \subset G$ consisting of the great spheres, i.e., the intersection of $S^3$ with a 3-plane in $\mathbb{R}^4$ passing through the origin. The space $P$ is homeomorphic to $\mathbb{RP}^3$. Recall from the Introduction that there is a natural map

$$\pi : G \to P$$

sending a geodesic sphere to the great sphere it is parallel to. This exhibits $G$ as a twisted interval bundle over $\mathbb{RP}^3$, which gives that $G$ is homeomorphic to $\mathbb{RP}^4 \setminus B$.

Combining the above, we see that $G/\partial G$ is obtained from $\mathbb{RP}^4 \setminus B$ by identifying $\partial B$ to a point, and thus that $S$ is homotopy equivalent to $\mathbb{RP}^4$. It follows that the homology groups are given by

$$H_k(S, \mathbb{Z}_2) = \mathbb{Z}_2 \text{ for each } k = 1, 2, 3, 4.$$ 

For the purposes of Lusternik-Schnirelmann theory, it will be useful to also consider the cohomology ring, which is given by

$$H^*(S, \mathbb{Z}_2) = \mathbb{Z}_2[\alpha]/(\alpha^5),$$

where $\alpha$ denotes a generator of $H^1(S, \mathbb{Z}_2)$.

The group $H_1(S, \mathbb{Z}_2)$ is generated by choosing a great sphere and considering the geodesic spheres parallel to it. The group $H_2(S, \mathbb{Z}_2)$ is generated by the two-parameter family of spheres consisting of a non-trivial loop of great spheres in $P$ together with the parallel geodesic spheres to each great sphere in the loop. More explicitly, these two groups are represented by the one-parameter family

$$\mathbb{RP}^1 \to G, \quad [a_0, a_1] \mapsto G(a_0, 0, 0, a_1),$$

and the two-parameter family

$$\mathbb{RP}^2 \to G, \quad [a_0, a_1, a_2] \mapsto G(a_0, a_1, 0, 0, a_2).$$
Now we will consider general sweep-outs into a three-sphere. Let $X$ be a simplicial complex and let

$(2.9) \quad \Phi : X \to S$

be a sweep-out. Let $\omega$ denote a cohomology class in $H^*(S, \mathbb{Z}_2)$. Then we say $\Phi$ detects $\omega$ if

$(2.10) \quad \Phi^*(\omega) \neq 0$.

Recall that $\alpha$ denotes a generator of $H^1(S, \mathbb{Z}_2)$. The sweep-out $\Phi$ detecting $\alpha \in H^1(S, \mathbb{Z}_2)$ is equivalent to the following (c.f. Section 4.1 in [27]): there exists a cohomology class $\lambda$ in $H^1(X, \mathbb{Z}_2)$ with $\lambda^i$ non-zero so that if $\gamma : S^1 \to X$ is a closed curve, then $\Phi \circ \gamma : S^1 \to S$ is a nontrivial sweep-out of $M$ if and only if $\lambda(\gamma) \neq 0$.

In particular, a smooth family of surfaces parameterized by $S^1$ detects the generator $\alpha$ if and only if it is a non-trivial sweep-out of $M$.

For each $i \in \{1, 2, 3, 4\}$ let $S_i$ be the set of all sweep-outs (parameterized by some complex) which detect $\alpha^i$. For each $i \in \{1, 2, 3, 4\}$, we then define the min-max widths:

$(2.11) \quad \omega_i(M) := \inf_{\Phi \in S_i} \sup_{x \in \text{Dom}(\Phi)} |\Phi(x)|,$

where $\text{Dom}(\Phi)$ denotes the domain of $\Phi$. Note from the definition that if a sweep-out detects $\alpha^i$, it detects $\alpha^j$ for any $1 \leq j \leq i$. It follows from this that $\omega_1(M) \leq \omega_2(M) \leq \omega_3(M) \leq \omega_4(M)$. By the Isoperimetric Inequality (c.f. Appendix A in [10]) it follows that $\omega_1(M) > 0$.

**Theorem 2.1** (Min-Max Theorem). Let $M$ be a Riemannian 3-sphere. For each $i \in \{1, 2, 3, 4\}$ is associated a stationary integral varifold $V_i$

$(2.12) \quad V_i = \sum_{j=1}^{k_i} m_i^j \Sigma_i^j,$

where for each $i$, $\{\Sigma_i^j\}_{j=1}^{k_i}$ is a collection of pairwise disjoint embedded minimal two-spheres and $m_i^j$ are positive integer multiplicities.

Moreover, there holds

$(2.13) \quad \omega_i(M) = |V_i| = \sum_{j=1}^{k_i} m_i^j |\Sigma_i^j|.$

and

$(2.14) \quad 0 < \omega_1(M) \leq \omega_2(M) \leq \omega_3(M) \leq \omega_4(M).$
We have the following index bounds for each \( i \in \{1, 2, 3, 4\} \):

\[
\sum_{j=1}^{k_i} \text{index}(\Sigma_j^i) \leq i.
\]

The existence of the minimal surface realizing \( \omega_1(M) \) in Theorem 2.1 was proved by Simon-Smith [30] in 1983. Simon-Smith explicitly considered smooth sweepouts with integer coefficients but the situation considered here with \( \mathbb{Z}_2 \) coefficients is the same. The necessary changes for the spheres arising from higher parameter sweepouts are straightforward (see for instance the Appendix of [11]). The upper bound on the Morse index (2.15) follows from work of Marques-Neves [27].

**Remark 2.2.** Because of the possibility of integer multiplicities, note that Theorem 2.1 only guarantees the existence of one minimal two-sphere \( \Sigma \), as it may happen that \( V_1 = \Sigma, V_2 = 2\Sigma, V_3 = 3\Sigma \) and \( V_4 = 4\Sigma \). It is natural to conjecture that for generic metrics, the multiplicities in (2.13) are all 1, and that Theorem 2.1 should produce at least 4 distinct embedded minimal two-spheres as predicted by Lusternik-Schnirelmann theory.

### 3. Optimal Foliations

Let \( M \) be a manifold diffeomorphic to the three-sphere. We call a one parameter family of sets \( \{\Sigma_t \subset M\}_{t \in [-1,1]} \) an optimal sweep-out of \( M \) by two-spheres if

1. \( \Sigma_t \) is a smooth embedded two-sphere for all \( t \in (-1,1) \)
2. \( \Sigma_{-1} \) and \( \Sigma_1 \) are one-dimensional graphs
3. \( \Sigma_0 \) is an unstable minimal two-sphere whose area realizes the 1-width \( \omega_1(M) \)
4. \( |\Sigma_t| < |\Sigma_0| \) for all \( t \neq 0 \)
5. \( \Sigma_t = \exp_{x \in \Sigma_0} (t\phi(x)\nu(x)) \) for \( t \) near 0, where \( \phi \) is the normalized first eigenfunction of the stability operator \( L_{\Sigma_0} \). In particular, \( |\Sigma_t| \leq |\Sigma_0| - ct^2 \) for some \( c > 0 \) and \( t \) near 0
6. \( \Sigma_t \) varies smoothly for \( t \in (-1,1) \) and
7. \( \Sigma_t \to \Sigma_{\pm 1} \) in the Hausdorff topology as \( t \to \pm 1 \).

We call an optimal sweep-out by two-spheres an optimal foliation by two-spheres if in addition \( \Sigma_s \) and \( \Sigma_t \) are disjoint whenever \( s \neq t \).

The goal of this section is to prove the following theorem:

**Theorem 3.1** (Existence of optimal foliations). Let \( M \) be a Riemannian three-manifold diffeomorphic to \( S^3 \). Suppose \( M \) admits no stable
minimal two-spheres. Then \( M \) admits an optimal foliation by two-spheres.

Recall that the 1-width \( \omega_1(M) \) is defined in (2.11) as min-max value over sweep-outs detecting \( \alpha \). Let us also consider the quantity

(3.1) \( \gamma(M) := \inf_{\Sigma \in \mathcal{S}_{\text{min}}} |\Sigma|, \)

where \( \mathcal{S}_{\text{min}} \) denotes the space of embedded minimal two-spheres in \( M \).

We need the following lemma (c.f. Lemma 3.5 in [28]):

**Lemma 3.2** (Realizing the 1-width). Let \( M \) be a three-sphere containing no stable embedded two-spheres. Then the infimum in (3.1) is achieved by an index one minimal two-sphere \( \Sigma \) with multiplicity one. Moreover, \( \Sigma \) realizes the 1-width of \( M \), in particular \( \gamma(M) = \omega_1(M) \).

**Proof.** By Simon-Smith’s Theorem (i.e. the \( i = 1 \) case in Theorem 2.1) the set \( \mathcal{S}_{\text{min}} \) is non-empty and thus (3.1) is well-defined. Since the monotonicity formula gives a lower bound for the area of minimal surfaces, we see that \( \gamma(M) > 0 \).

If \( \mathcal{S}_{\text{min}} \) is a finite set, then the infimum (3.1) is achieved by a minimal two-sphere \( \Sigma \). If \( \mathcal{S}_{\text{min}} \) is infinite we claim the infimum is still attained. To see this, let \( \Sigma_i \in \mathcal{S}_{\text{min}} \) be a minimizing sequence with \( |\Sigma_i| \to \gamma(M) \). Since the areas of \( \Sigma_i \) are uniformly bounded, after passing to a subsequence they converge to a smooth minimal two-sphere \( \Sigma \), potentially with multiplicity \( k \). If \( k > 1 \), then \( |\Sigma| \leq |\Sigma_i|/k \) which contradicts the fact that \( \Sigma_i \) was a minimizing sequence. Thus \( k = 1 \) and \( \Sigma_i \to \Sigma \) smoothly. It follows that \( |\Sigma| = \gamma(M) \).

Since \( M \) contains no stable minimal two spheres, \( \Sigma \) is unstable. It then follows from Lemma 3.5 in [28], that \( \Sigma \) must have index one. Observe that \( \omega_1(M) \geq \gamma(M) \), since otherwise by Simon-Smith’s Theorem (i.e. the \( i = 1 \) case in Theorem 2.1) we could produce a minimal-two sphere with smaller area contradicting the definition of \( \gamma(M) \).

Finally, the argument below (which is proven without using the ‘moreover’-part of the lemma) shows that \( \Sigma \) is the maximal slice of an optimal sweep-out of \( M \) by two spheres, and thus \( \Sigma \) realizes \( \omega_1(M) \), and in particular \( \omega_1(M) \leq \gamma(M) \). \( \square \)

**Proof of Theorem 3.1 (using Theorem 1.8).** By assumption \( M \) does not contain any stable minimal two-spheres. Thus, by Lemma 3.2 there exists a minimal two-sphere \( \Sigma \) which realizes the infimum in (3.1), and moreover has index one and multiplicity one.

Choose a unit normal \( \nu \) on \( \Sigma \). Let \( \phi \) denote the lowest eigenfunction of the stability operator \( L_\Sigma \) with eigenvalue \( \lambda \), and normalized in \( L^2 \).
Since the lowest eigenfunction doesn’t change sign, we can assume that \( \phi \) is positive. Consider the family
\[
\Sigma_t := \exp_{x \in \Sigma}(t \phi(x) \nu(x)),
\]
where the parameter \( t \) is small enough. Note that for \( \varepsilon \) small enough \( \{\Sigma_t\}_{t \in [-\varepsilon, \varepsilon]} \) gives a foliation by smooth embedded two-spheres of a cylindrical neighborhood \( Z \) of \( \Sigma \). Moreover, Taylor expansion gives
\[
|\Sigma_t| = |\Sigma| - \frac{\lambda}{2} t^2 + O(t^3),
\]
and
\[
H_{\Sigma_t} = \lambda \phi t + O(t^2).
\]
Thus, if we choose \( \varepsilon \) small enough we obtain a decomposition
\[
N = D_1 \cup Z \cup D_2,
\]
where \( Z \) is foliated by smooth embedded two-spheres \( \{\Sigma_t\}_{t \in [-\varepsilon, \varepsilon]} \) with
\[
|\Sigma_t| \leq |\Sigma_0| - \frac{\lambda}{4} t^2,
\]
in particular \( |\Sigma_t| < |\Sigma_0| \) for \( t \neq 0 \), and where \( D_1 \) and \( D_2 \) are smooth embedded three-discs with mean convex boundary.

Theorem 1.8 provides smooth foliations \( \{\hat{\Sigma}_t^i\}_{t \in [0,1]} \) of the the discs \( D_i \) \((i = 1, 2)\) by a smooth family of mean convex embedded two-spheres, which in particular satisfies
\[
|\hat{\Sigma}_t^i| \leq |\partial D_i|,
\]
\( \hat{\Sigma}_0^i = \partial D_i \), and for \( t \to 1 \) terminates in one-dimensional graphs. Concatenating these foliations with the foliation of \( Z \) we conclude that
\[
\Sigma_t' = \begin{cases} 
\hat{\Sigma}^1_{(t-\varepsilon)/(1-\varepsilon)} & \text{for } -1 \leq t \leq -\varepsilon \\
\Sigma_\varepsilon & \text{for } -\varepsilon \leq t \leq \varepsilon \\
\hat{\Sigma}^2_{(t-\varepsilon)/(1-\varepsilon)} & \text{for } \varepsilon \leq t \leq 1
\end{cases}
\]
(or to be technically precise, rather a smoothed out concatenation of that) gives the desired optimal foliation of \( M \) by two-spheres. \( \square \)

**Remark 3.3.** An optimal sweep-out can also be produced via min-max methods as follows: Since \( D_i \) is mean convex, we can then consider sweep-outs of \( D_i \) by two-spheres and consider the min-max problem for manifolds with mean convex boundary. If the width \( W(D_i) \) of \( D_i \) was greater than \( |\partial D_i| \) then we could infer (c.f. Theorem 2.1 in [28]) that \( D_i \) contains in its interior a minimal two-sphere, necessarily disjoint from \( \Sigma \). This contradicts the fact that in a three-sphere without stable minimal two-spheres any two embedded minimal two-spheres must
intersect (see Lemma 3.4). It follows that \( W(D_i) \leq |\partial D_i| \). Thus we can concatenate a nearly optimal sweep-outs of \( D_i \) (that increases area above \( W(D_i) \) by less than \(|\Sigma_0| - |\Sigma_{\pm\epsilon}|\)) with the cylindrical family on \( Z \), to obtain an optimal sweep-out of \( M \). However, it can happen that different slices of this optimal sweep-out intersect each other, i.e. the min-max approach in general only produces an optimal sweep-out, but not an optimal foliation.

Let us end this section with the following standard lemma, which has been used in the above remark. The lemma will also be used in Section 5 and can also be used to check that the spheres in Theorem 1.4 indeed have the intersection properties as stated in the introduction.

**Lemma 3.4.** Let \( M \) be a three-sphere containing no stable embedded minimal two-spheres. Then any two minimal embedded two-spheres in \( M \) intersect.

**Proof.** Let \( \Sigma_1 \) and \( \Sigma_2 \) denote two embedded minimal two-spheres, necessarily unstable. Assume they are disjoint from each other. One can push off \( \Sigma_1 \) using the lowest eigenfunction of the stability operator in the direction of \( \Sigma_2 \), and then consider the level set flow from this mean convex initial condition. Since \( M \) contains no stable two-spheres, by the work of White [32, 33] the flow becomes extinct in finite time and produces a singular foliation of the region enclosed by the initial condition. On the other hand, by the avoidance principle the flow must stay disjoint from \( \Sigma_2 \); this gives the desired contradiction. \( \square \)

### 4. Two parameter families

In this section, we apply the catenoid estimate [25] together with the results of the previous sections to show:

**Theorem 4.1.** Let \( M \) be a Riemannian 3-sphere not containing any stable embedded minimal spheres, and let \( \{\Sigma_t\}_{t \in [-1,1]} \) be an optimal foliation of \( M \) with the 1-width \( \omega_1(M) \) realized by the minimal two-sphere \( \Sigma_0 \). Then there exists a two parameter sweep-out \( \{\Gamma_x\}_{x \in \mathbb{R}P^2} \) of \( M \) detecting \( \alpha^2 \) and with the property that

\[
(4.1) \quad \sup_{x \in \mathbb{R}P^2} |\Gamma_x| < 2|\Sigma_0|.
\]

In particular

\[
(4.2) \quad \omega_2(M) < 2\omega_1(M).
\]

**Proof.** It follows from the definition of optimal foliation (see Section 3) that there exists a \( c > 0 \) so that

\[
(4.3) \quad |\Sigma_t| \leq |\Sigma_0| - ct^2.
\]
at first for $|t|$ small, but after decreasing $c$, for all $t \in [-1,1]$.

By following two points on the foliation via normal motion we get two arcs $\alpha : [-1,1] \to M$ intersecting each surface $\Sigma_t$ precisely once, and disjoint for $t \in (-1,1)$. There exists a retraction map

$$R : (M \setminus \alpha) \times [0,1] \to M \setminus \alpha$$

satisfying the following properties (where $\Sigma'_t := \Sigma_t \setminus \alpha(t)$):

1. $R(\Sigma'_t, \mu) \subset \Sigma'_t$ for all $t$ and $\mu$
2. $R(\Sigma'_t, \mu_2) \subset R(\Sigma'_t, \mu_1)$ for all $\mu_2 \geq \mu_1$ and $t$
3. $R(a,0) = a$ for all $a \in M \setminus \alpha$
4. $R(\Sigma'_t, 1) = \beta(t)$
5. for $\mu$ small enough (depending on $t \neq \pm 1$), $R(\Sigma'_t, \mu)$ is a disc-type surface with boundary $\{ c \mid \text{dist}_{\Sigma'_t}(\alpha(t), c) = \mu \}$

Let us also define the annuli

$$C(s, t, \mu) = \bigcup_{r \in [s,t]} \partial R(\Sigma'_r, \mu),$$

where $\partial R(\Sigma'_r, \mu)$ is the (circle) boundary of $R(\Sigma'_r, \mu)$.

Note that by continuity, for all $a > 0$ there exists $b_1(a) > 0$ so that whenever $|s - t| \leq b_1(a)$ then

$$|C(s, t, \mu)| < a$$

for any $\mu$.

Moreover, for all $a > 0$ there exists $b_2(a) > 0$ so that whenever $\mu < b_2(a)$ for any $s, t \in [-1,1]$ there holds

$$|C(s, t, \mu)| \leq |C(-1, 1, \mu)| < a.$$

Finally we can define first the sets

$$\Gamma_{s,t} := \Sigma_s \cup \Sigma_t,$$

and then the surfaces

$$\Gamma_{s,t}' := R(\Sigma_s, \phi(s,t)) \cup R(\Sigma_t, \phi(s,t)) \cup C(s, t, \phi(s,t)),$$

where the function $0 \leq \phi(s,t) \leq 1$ will be specified in the course of the proof. Roughly speaking, the set $\Gamma_{s,t}'$ consists of $\Sigma'_s$ and $\Sigma'_t$ retracted a bit and joined by the annular “neck” $C(s, t, \phi(s,t))$. We will open up the neck near the diagonal. In particular, we will chose $\phi(s,t) = 1$ for $s = t$, i.e. $\Gamma_{s,t}'$ will be a trivial surface for $s = t$.

Let $\mu > 0$ and set $\varepsilon := \min(\mu/2, b_1(C\mu^2/8))$. Let us define the $\varepsilon$-diagonal

$$D_{\varepsilon} := \{(s,t) \in [-1,1]^2 : |t - s| \leq \varepsilon\}.$$
Let us set $\phi(s,t)$ to be the following on $D_\varepsilon$:

$$
\phi(s,t)|_{D_\varepsilon} = \begin{cases} 
1 - (s - t)/\varepsilon & t \leq s \\
1 - (t - s)/\varepsilon & s \leq t 
\end{cases}
$$

The function $\phi(s,t)$ on $[-1, 1]^2 \setminus D_\varepsilon$ can be any non-negative function always less than $b_2(C\varepsilon^2/8)$ that vanishes on $\partial([-1, 1]^2 \setminus D_\varepsilon)$. Here, $\phi < b_2$ determines the thickness of the neck in $\Gamma'_{s,t}$ between $\Sigma_s$ and $\Sigma_t$ where the necks are very thin, so the precise form of the function is not important in that region. The most delicate region is near $(s, t) \approx (0, 0)$, and in fact we will use the catenoid estimate in the region (4.11)

$$B_{\varepsilon, \mu} := \{(s, t) \in D_\varepsilon : |s| \leq \mu\}.$$

Arguing region by region, let us first estimate the area of $\Gamma'_{s,t}$ for $(s, t) \in [-1, 1]^2 \setminus D_\varepsilon$. For $(s, t) \in [-1, 1]^2 \setminus D_\varepsilon$ it follows that either $|t|$ or $|s|$ is at least $\varepsilon/2$ (since by definition on this set $|t - s| > \varepsilon$). Thus from (4.3) we obtain

(4.12) $|\Gamma'_{s,t}| \leq 2|\Sigma_0| - C\varepsilon^2/4$.

Since we choose $\phi(s,t) < b_2(C\varepsilon^2/8)$ on $[-1, 1]^2 \setminus D_\varepsilon$ we have

(4.13) $|C(s,t, \phi(s,t))| \leq C\varepsilon^2/8$.

Since $\Gamma'_{s,t}$ is obtained from $\Gamma''_{s,t}$ by removing disks and adding the annular neck $C(s,t, \phi(s,t))$, combining (4.14) and (4.13) we infer that

(4.14) $|\Gamma''_{s,t}| \leq 2|\Sigma_0| - C\varepsilon^2/8$

for $(s, t) \in [-1, 1]^2 \setminus D_\varepsilon$.

Let us now estimate the areas of $\Gamma'_{s,t}$ for $(s, t) \in D_\varepsilon \setminus B_{\varepsilon, \mu}$. Since $|s| > \mu$ using the Taylor expansion (4.3) we obtain

(4.15) $|\Gamma'_{s,t}| \leq 2|\Sigma_0| - C\mu^2/4$.

Using that $\varepsilon \leq b_1(C\mu^2/8)$, and arguing as above, we infer that

(4.16) $|\Gamma'_{s,t}| \leq 2|\Sigma_0| - C\mu^2/8$

for $(s, t) \in D_\varepsilon \setminus B_{\varepsilon, \mu}$.

So far we have established that $|\Gamma'_{s,t}| < 2|\Sigma_0|$ for $(s, t) \in [-1, 1]^2 \setminus B_{\varepsilon, \mu}$. It remains to use the catenoid estimate to adjust the family $\Gamma'_{s,t}$ in the region $B_{\varepsilon, \mu}$ so that the areas of surfaces corresponding to this region in parameter-space are also below $2|\Sigma_0|$. Note that everything above remains valid if we need to shrink $\varepsilon$ further, which applying the catenoid estimate may require.
Let us further divide the region $B_{\varepsilon,\mu}$ into its part “above” the diagonal, and its part “below.” Namely, set
\begin{equation}
B_{\varepsilon,\mu}^+ := B_{\varepsilon,\mu} \cap \{s \leq t\}
\end{equation}
and
\begin{equation}
B_{\varepsilon,\mu}^- := B_{\varepsilon,\mu} \cap \{t \leq s\}.
\end{equation}
We will handle $B_{\varepsilon,\mu}^-$ as the argument works mutatis mutandis for $B_{\varepsilon,\mu}^+$.

Set $r(x) = \text{dist}_{\Sigma_0}(x, \alpha(0))$. Let us define the following logarithmic cutoff function:
\begin{equation*}
\eta_\tau(x) = \begin{cases} 
1 & r(x) \geq \tau \\
(1/\log(\tau))(\log \tau^2 - \log r(x)) & \tau^2 \leq r(x) \leq \tau \\
0 & r(x) \leq \tau^2
\end{cases}
\end{equation*}
Let $\phi$ denote the normalized lowest eigenfunction of the stability operator so that $\Sigma_t = \exp_{p \in \Sigma_0}(t\phi(p)\nu(p))$ for $|t| < 2\mu$, where we now choose the constant $\mu$ small enough.

Assume $s \in [-\mu, -\mu]$. Let us denote the surface
\begin{equation}
\Lambda_{s,\tau}^\prime := \{\exp_p(((s - \varepsilon + \varepsilon\eta_\tau(p))\phi(p)\nu(p)) \mid p \in \Sigma_0 \setminus B_{\tau^2}(\alpha(0))\}
\end{equation}
and the surface
\begin{equation}
\Lambda_{s,\tau}^\prime\prime := \{\exp_p((s - \varepsilon)\phi(p)\nu(p)) \mid p \in \Sigma_0 \setminus B_{\tau^2}(\alpha(0))\}.
\end{equation}
Finally for $s \in [-\mu, -\mu]$ denote the closed surface
\begin{equation}
\Lambda_{s,\tau} := \Lambda_{s,\tau}^\prime \cup \Lambda_{s,\tau}^\prime\prime.
\end{equation}
Loosely speaking, $\Lambda_{s,\tau}$ consists of $\Sigma_{s - \varepsilon}$ together with $\Sigma_s$ with one disk removed from each and in their place a “logarithmic” neck obtained from the cutoff function $\eta_\tau(x)$ that joins the two layers.

It follows from Theorem 2.4 in [25] (the Catenoid Estimate) that if we shrink $\varepsilon$ enough, there exists $\overline{\tau} > 0$ so that for all $\tau \in [0, \overline{\tau}]$, and $s \in [-\mu, \mu]$ we can estimate the area of $\Lambda_{s,\tau}$ as:
\begin{equation}
|\Lambda_{s,\tau}| \leq 2|\Sigma_0| - C\varepsilon^2.
\end{equation}
and
\begin{equation}
|\Lambda_{s,\tau}| \leq 2|\Sigma_0| - C\overline{\tau}^2.
\end{equation}
The only difference in establishing (4.22) and (4.23) from the setting of Theorem 2.4 in [25] is that here the components of $\Lambda_{s,\tau}$ are not symmetrically placed about the minimal surface $\Sigma_0$. The point is that for $s \in [-\mu, \mu]$, the sum of the squared distance of $s - \varepsilon$ from zero and the squared distance of $s$ from zero is at least $\varepsilon^2/2$, and thus upon
Taylor expanding the areas for $\Lambda_{s,\tau}$, one still obtains a negative $\varepsilon^2$ term, which overpowers the $\varepsilon^2/(-\log \varepsilon)$ coming from “opening the neck”.

Thus we can replace the sweep-out $\Gamma'_{s,t}$ in the region
\begin{equation}
B_{\varepsilon,\mu}^{-} \cap \{ s - \varepsilon \leq t \leq s - \varepsilon/2 \}
\end{equation}
by the surface $\Lambda_{s,(2\tau/\varepsilon)(t-(s-\varepsilon))}$.

Using the globally defined retractions $R$, (c.f. lines 2.58-2.65 in [25]) one can replace the sweep-out $\Gamma'_{s,t}$ in
\begin{equation}
B_{\varepsilon,\mu}^{-} \cap \{ s - \varepsilon/2 \leq t \leq s \}
\end{equation}
while still maintaining the bound (4.22) so that $\Gamma'_{s,t}$ is a trivial surface consisting of the point $\beta(s)$ for each $s \in [-\mu, \mu]$. This completes the construction of the required amendments to $\Gamma'_{s,t}$ in the region $B_{\varepsilon,\mu}^{-}$, and thus also in $B_{\varepsilon,\mu}$.

Note that we have adjusted the sweep-out $\Gamma'_{s,t}$ in $B_{\varepsilon,\mu}$ and thus the resulting sweep-out is not continuous over the two intervals $\partial B_{\varepsilon,\mu}^{-} \cap \{ s = \pm \mu \}$ (it is continuous over the other parts of $\partial B_{\varepsilon,\mu}$ since we have chosen that the neck-size $\phi(s,t) = 0$ on these intervals). But because of (4.15), by shrinking $\varepsilon$ if necessary it is clear that we can make a transition region between the logarithmically cut-off surfaces in the amended sweep-outs and retracted surfaces while maintaining the area bound (4.11). Indeed, by (4.16) area of $\Gamma'_{s,t}$ is less than $2|\Sigma_0|$ by a definite amount independent of $\varepsilon$, and “opening the neck” logarithmically, linearly using retractions $R$, or any interpolation between these two functions only adds area of order $\varepsilon^2$. This completes the construction of the family $\Gamma_{s,t}$ satisfying the area bound (4.1).

It remains to show that we get a two-parameter sweep-out which detects $\alpha^2$. Note that because we are using $\mathbb{Z}_2$ coefficients, the sweep-out $\Gamma_{s,t}$ is invariant under flipping through the diagonal:
\begin{equation}
\Gamma_{s,t} = \Gamma_{t,s}.
\end{equation}

Making the identifications of (4.26), we obtain a sweep-out parameterized by a triangle in $[-1, 1]^2$, which after appropriate boundary identifications gives a sweep-out parameterized by $\mathbb{RP}^2$. We will now show that this sweep-out $\{ \Gamma_x \}_{x \in \mathbb{RP}^2}$ detects $\alpha^2$. To this end, let $\lambda$ represent a generator of $H^1(\mathbb{RP}^2, \mathbb{Z}_2)$ so that $\lambda^2 \neq 0$. As $\pi_1(\mathbb{RP}^2) = \mathbb{Z}_2$, consider the curve $\gamma$ in $\mathbb{RP}^2$ given by $s \to (s, -1)$ for $s \in [-1, 1]$ which represents the only non-trivial element of the fundamental group of $\mathbb{RP}^2$. The surfaces $\{ \Gamma_{s,-1} \}_{s \in [-1,1]}$ corresponding to $\gamma$ give a 1-sweep-out of $M$ as they are equal to the optimal foliation $\{ \Sigma_s \}_{s \in [-1,1]}$. Moreover, $\lambda(\gamma) = 1$. On other hand, any homotopically trivial closed curve $\gamma \subset \mathbb{RP}^2$ retracts
to a point and thus $\lambda(\gamma) = 0$. Thus by the criterion in Section 2, the sweep-out $\{\Gamma_x\}_{x \in \mathbb{R}^2}$ detects $\alpha^2$. □

5. Proof of Theorem 1.4

In this section, we prove Theorem 1.4 which we restate.

**Theorem 5.1** (Existence of minimal two-spheres). Let $M$ be a three-manifold diffeomorphic to $S^3$ and endowed with a bumpy metric. Then $M$ contains at least 2 embedded minimal two-spheres. More precisely, exactly one of the following alternatives holds:

1. $M$ contains at least 1 stable embedded minimal two-sphere, and at least 2 embedded minimal two-spheres of index one.
2. $M$ contains no stable embedded minimal two-sphere, at least 1 embedded minimal two-sphere $\Sigma_1$ of index one, and at least 1 embedded minimal two-sphere $\Sigma_2$ of index one or two. In this case

\[(5.1) \quad |\Sigma_1| < |\Sigma_2| < 2|\Sigma_1|.

**Proof.** Suppose first $M$ contains an embedded stable minimal two-sphere $\Sigma$. Then by [24], we obtain that each of the two balls in $M$ bounded by $\Sigma$ contains in its interior an index 1 minimal sphere. Thus in this case $M$ contains three minimal two-spheres, more precisely 1 stable and 2 index one spheres, and thus case (1) is satisfied.

Suppose now that $M$ contains no embedded stable minimal two-spheres. Let us apply the Min-Max Theorem 2.1 to the families detecting $\alpha$ and $\alpha^2$ to obtain stationary integral varifolds $V_1$ and $V_2$, which are collections of pairwise disjoint embedded minimal two-spheres, possibly with multiplicity. Since by Lemma 3.4 any two embedded minimal two-spheres intersect, it follows that $V_1$ and $V_2$ are in fact connected minimal two-spheres $\Sigma_1$, $\Sigma_2$ occurring with multiplicity $k_1$ and $k_2$, respectively.

By Lemma 3.2 it follows that $k_1 = 1$ and thus that $|\Sigma_1| = \omega_1(M)$. Moreover, $\Sigma_1$ is a smallest area minimal two-sphere in $M$, and its index is one.

By Theorem 4.1, we obtain

\[(5.2) \quad k_2|\Sigma_2| = \omega_2(M) < 2\omega_1(M) = 2|\Sigma_1|.

Combining this with the property that $\Sigma_1$ is a smallest area minimal two-sphere, and thus in particular $|\Sigma_1| \leq |\Sigma_2|$, we infer that $k_2 = 1$.

Suppose first that $\omega_2(M) > \omega_1(M)$. This implies in particular that $\Sigma_1 \neq \Sigma_2$. By (2.13), it follows that the index of $\Sigma_2$ is at most 2. This completes the proof in the case that $\omega_2(M) > \omega_1(M)$. 
Suppose instead that $\omega_2(M) = \omega_1(M)$. By Lusternik-Schnirelmann theory (see Theorem 5.2 below) $M$ contains infinitely many embedded minimal two-spheres of area $\omega_1(M)$. But this infinite family of two-spheres, as they have uniformly bounded areas, must have a convergent subsequence. This results in a Jacobi field, violating the bumpiness of the metric. It follows that this case cannot occur.

Thus case (2) is established when $M$ contains no stable embedded minimal two-spheres. This completes the proof. □

It remains to prove that (in the notation of the above proof)

**Theorem 5.2.** If $\omega_2(M) = \omega_1(M)$, then $M$ contains infinitely many embedded minimal two-spheres of area $\omega_1(M)$.

Theorem 5.2 is well-known to experts (c.f. Theorem 6.1 in [27]) but we include a brief proof for the reader’s convenience. The following vanishing lemma is the essential topological ingredient needed in the proof (for a short proof of the lemma, see the Appendix of [15]):

**Lemma 5.3 (Lusternik-Schnirelmann vanishing lemma).** Let $X$ be a CW complex and $A$ and $B$ be open subsets of $X$. Let $\alpha, \beta \in H^*(X, R)$ be cohomology classes, where $R$ is any ring. If $\alpha|_A = 0$ and $\beta|_B = 0$, then $\alpha \cup \beta$ vanishes on $A \cup B$.

**Proof of Theorem 5.2.** Suppose $M$ contains only finitely many minimal embedded two-spheres of area $\omega_1(M)$. Denote by $S_{\min}$ the space of such two-spheres.

Consider a minimizing sequence of sweep-outs $\Phi_i$ defined on $X_i$ the area of whose maximal slice is approaching $\omega_2(M) = \omega_1(M)$. Thus we have

\[(5.3) \quad \sup_{x \in X_i} |\Phi_i(x)| \leq \omega_1(M) + \epsilon_i,\]

where $\epsilon_i \to 0$.

Let $\epsilon > 0$. For each $i$, consider the following subsets of $X_i$:

\[(5.4) \quad A_i := \{x \in X_i \mid F(\Phi_i(x), S_{\min}) < \epsilon\}\]

and

\[(5.5) \quad B_i := \{x \in X_i \mid F(\Phi_i(x), S_{\min}) > \epsilon/2\}.\]

Since by assumption $A_i$ is a neighborhood in the $F$-metric of finitely many minimal surfaces, it follows that $\alpha|_{A_i} = 0$ provided $\epsilon$ is chosen small enough, c.f. [28].

If $\alpha|_{B_i} = 0$, then since $X_i = A_i \cup B_i$, it follows from Lemma 5.3 that $\alpha \cup \alpha|_{X_i}$ also vanishes. This contradicts the fact that the families $\Phi_i$
detect $\alpha \cup \alpha$ by assumption. Thus $\alpha|_{B_i}$ does not vanish, and thus the families $\Phi_i|_{B_i}$ give non-trivial sweep-outs of $M$.

Consider now the min-max width
\begin{equation}
W = \inf_i \sup_{x \in B_i} |\Phi_i(x)|.\tag{5.6}
\end{equation}

On the one hand, from (5.3) we have
\begin{equation}
W \leq \omega_1(M).\tag{5.7}
\end{equation}

On the other hand, since $\Phi_i|_{B_i}$ detects $\alpha$, we obtain
\begin{equation}
\omega_1(M) \leq W,\tag{5.8}
\end{equation}
and thus
\begin{equation}
W = \omega_1(M).\tag{5.9}
\end{equation}

However, since the families $\Phi_i|_{B_i}$ are by definition of $B_i$ a definite distance away from the space of embedded minimal two-spheres of area $\omega_1(M)$, and $\omega_2(M) = \omega_1(M)$, it follows that the family $\Phi_i|_{B_i}$ contains no almost minimizing subsequence. Thus the “pull-tight” argument of Almgren-Pitts allows one to construct a homotopic family $\Phi_i'|_{B_i}$ with all areas strictly below $\omega_1(M)$. This contradicts (5.9), and finishes the proof. \hfill \square

6. Smooth mean convex foliations in Euclidean space

The goal of this section is to prove:

**Theorem 6.1.** Let $K \subset \mathbb{R}^3$ be a smooth 3-disc with mean convex boundary. Then there exists a smooth foliation $\{\Sigma_t\}_{t \in [0,1]}$ of $K$ by mean convex embedded 2-spheres.

To prove Theorem 6.1 we will follow the approach from Buzano-Haslhofer-Hershkovits [7]. In that prior work, using a variant of mean curvature flow with surgery where neck regions are deformed to tiny strings instead of being cut out completely, it has been shown in particular that there exists a mean convex isotopy $\{K_t\}_{t \in [0,T_1]}$ that deforms $K$ into a so-called marble-tree (see [7, Def. 5.1]). Unfortunately, in most situations the isotopy constructed in [7] is not monotone. We will now modify the approach to construct a mean convex isotopy $\{K'_t\}_{t \in [0,T_1]}$ that deforms $K$ into a marble-tree and has the additional good property that it is strictly monotone, i.e.
\begin{equation}
t_2 > t_1 \quad \Rightarrow \quad K'_{t_2} \subset \text{Int}(K'_{t_1}).\tag{6.1}
\end{equation}

Once this is achieved, the family $\Sigma_t = \partial K'_t$ (concatenated with a final bit which shrinks the marble-tree to its skeleton) will give the desired smooth mean convex foliation of $K$. 

Proof of Theorem 6.1. Given the initial domain $K \subset \mathbb{R}^3$ we choose all the parameters for the following argument suitably as in [7, p. 25].

Consider the evolution $\{K_t\}$ by mean curvature flow with surgery given by [18, Thm. 1.21] with initial condition $K$. Let $0 < t_1 < \ldots < t_\ell$ be the times where there is some surgery and/or discarding (see [18, Def. 1.17]). By the definition of a flow with surgery at each $t_i$ there are finitely many (possibly zero) $\delta$-necks with center $p_i^j$ and radius $r_{\text{neck}} = H_{\text{neck}}^{-1}$ that are replaced by a pair of standard caps [18, Def. 2.4]. Similarly, for each discarded component $C_j^i$ (see [18, Def. 1.17]) [7, Prop. 7.4] gives a finite collection of $\varepsilon$-neck points whose centers and radii are denoted by $p_{\pm, j}^k$ and $r_{\pm, j}^k$. Write $B_j^i := B_{10r_{\text{cap}}r_{\text{neck}}}(p_i^j)$ and $B_{j,k}^i := B_{10r_{\text{cap}}r_{\text{neck}}}(p_{\pm, j}^k)$, where $\Gamma_{\text{cap}}$ is the cap separation parameter for the surgeries (see [18, Def. 2.4]). These balls are disjoint and the isotopy $\{K_t\}_{t \in [0,T_1]}$ constructed in [7, Sec. 9] is monotone outside of

\[(6.2) \quad X := \bigcup_{i,j} B_j^i \cup \bigcup_{i,j,k} B_{j,k}^i,\]

i.e. we have that

\[(6.3) \quad t_2 \geq t_1 \Rightarrow K_{t_2} \setminus X \subseteq K_{t_1} \setminus X.\]

We will now modify the construction to make the isotopy monotone also inside $X$, and in fact strictly monotone everywhere.

Proposition 6.2 (Replacement for [7, Prop. 7.4]). For $\varepsilon$ small enough, every capped $\varepsilon$-tube (see [7, Def. 7.3]) is mean convex isotopic to a marble tree, and the isotopy can be chosen strictly monotone.

Proof of Proposition 6.2. Let $(K, \gamma)$ be an $\varepsilon$-neck, with $\varepsilon$ small enough so that the following argument works.

Our argument starts similarly as in the proof of [7, Prop. 7.4]. Namely, let $p_{\pm} \in \gamma$ be $\varepsilon$-neck points that are as close as possible to the endpoints $\tilde{p}_{\pm}$, respectively. Let $I \subset \gamma$ be a maximal collection of $\varepsilon$-neck points with $p_{\pm} \in I$ such that for any pair $p, q \in I$ the separation between the points is at least $100 \max\{\varepsilon^{-1}, \Gamma_{\text{cap}}\} \max\{H(p)^{-1}, H(q)^{-1}\}$. For each $p \in I$ we replace the $\varepsilon$-neck with center $p$ by a suitable pair of opposing standard caps as in [7, Def. 6.2]. Denote the post-surgery domain by $K^\sharp$. Let $\tilde{\gamma}$ be the disjoint union of almost straight curves connecting the opposing standard caps as in [7, Lem. 6.4]. Note that these curves are a perturbation of pieces of $\gamma$.

\[\text{We remark that it is also possible to give an alternative proof of Proposition 6.2 without performing surgeries. However, the construction of suitable isotopies through the surgery necks is needed for the next corollary.}\]
Let $\mathcal{G}_{rs}$ be the gluing map from \cite{non-symmetric} Thm. 4.1, with small enough string radius $r_s$. Let $K_t^2$ be the mean curvature flow evolution of $K^2$, and let $\{\tilde{\gamma}_t\}$ be the family of curves which follows $K_t^2$ by normal motion starting at $\tilde{\gamma}_0 = \tilde{\gamma}$. We claim that for $t$ small enough, and for a suitable family of curves $\{\tilde{\gamma}'_t\}$ very close to $\{\tilde{\gamma}_t\}$, there exists a strictly monotone mean convex isotopy between $K$ and $\mathcal{G}_{rs}(K_t^2, \tilde{\gamma}_t')$.

To see this we fix a partition $0 < \bar{t}_1 < \bar{t}_2 < \bar{t}_3 < \bar{t}$, where $\bar{t}$ is small enough, and construct a suitable isotopy step by step as follows.

Note first that if there is a surgery with center $p$, then for $t$ small enough $K_t^2$ can be expressed locally as a graph in $B_{6\Gamma_{\text{cap}}^r_{\text{neck}}}(p)$ with small $C^{20}$-norm over a pair of opposing evolving standard caps $K_t^s$ starting at distance $\Gamma_{\text{cap}}^r_{\text{neck}}$ from $p$ (c.f. \cite{symmetric} Def. 2.4).

Using the graphical representation we can project to these standard caps while at the same time letting evolve the configuration a little bit to ensure that the deformation is strictly monotone. Choosing $\bar{t}_1$ small and then recalling that $\varepsilon$ is very small, we can thus find a strictly monotone mean convex isotopy $\{L_t\}_{t \in [0, \bar{t}_1]}$ starting at $L_0 = K^2$, such that for each surgery point $p$ we have that $L_{\bar{t}_1} \cap B_{5\Gamma_{\text{cap}}^r_{\text{neck}}}(p)$ is exactly a pair of opposing standard caps. Moreover, we can slightly perturb the family $\{\tilde{\gamma}_t\}$ to get a family $\{\tilde{\gamma}'_t\}$ with the property that $\tilde{\gamma}'_{\bar{t}_1}$ connects these opposing standard caps in exactly straight lines.

Next, using \cite{symmetric} Prop. 3.12 we can find a strictly monotone mean convex isotopy $\{L_t\}_{t \in [\bar{t}_1, \bar{t}_2]}$, such that at time $\bar{t}_2$ for each surgery point $p$ we have that $L_{\bar{t}_2} \cap B_{5\Gamma_{\text{cap}}^r_{\text{neck}}}(p)$ is pair of standard caps connected by a neck of radius $\rho(0.98)r_{\text{neck}}$, where $\rho$ is the radius function from gluing the ball and the cylinder \cite{symmetric} Prop. 4.2).

Third, taking into account property (a) of the standard cap from \cite{non-symmetric} Def. 2.8 and using the fact that the gluing in the rotationally symmetric case is described by the explicit model from \cite{symmetric} Prop. 4.2, we can now decrease the neck radius from $\rho(0.98)r_{\text{neck}}$ down to $2r_s$ via a strictly monotone mean convex isotopy $\{L_t\}_{t \in [\bar{t}_2, \bar{t}_3]}$.

Finally, interpolating again between the rotationally symmetric and non-symmetric situation via the graphical representation as above we can find a strictly monotone mean convex isotopy $\{L_t\}_{t \in [\bar{t}_3, \bar{t}]}$ with $L_\bar{t} = \mathcal{G}_{rs}(K_\bar{t}^2, \tilde{\gamma}_\bar{t}')$. During the process we shrink the string radius from $2r_s$ to $r_s$ to ensure that the deformation is strictly monotone.

It remains to construct a strictly monotone mean convex isotopy that deforms $\mathcal{G}_{rs}(K_\bar{t}^2, \tilde{\gamma}_\bar{t}')$ into a marble tree. To this end, if we choose $\bar{t}$ very small, then $K_\bar{t}^2$ is as close as we want to $K^2$. Then, inferring as in the proof of \cite{symmetric} Prop. 7.4 that the connected components of $K_\bar{t}^2$ are either convex or capped off cylinders we see that there exists a strictly
monotone mean convex isotopy \( \{ L_t \}_{t \in [0,1]} \) starting at \( L_0 = K_t^+ \) such that \( L_1 \) is a finite union of round balls. Letting \( r_{\min} \) be the smallest radius among the radii of the balls of \( L_1 \), let \( \{ L_t \}_{t \in [1,2]} \) be a strictly monotone mean convex isotopy that concatenates smoothly at \( t = 1 \) and shrinks all balls further to balls of radius \( r_{\min}/10 \). Let \( \{ \gamma_t \}_{t \in [0,2]} \) be the family of curves which follows \( L_t \) by normal motion starting at \( \gamma_0 = \gamma_t^0 \). Let \( r_s(t) \) be a slowly decreasing positive function starting at \( r_s(0) = r_s \) from above. Then \( \{ \mathcal{G}_r(t) (K_t^X, \gamma_t') \}_{t \in [0,2]} \) is a strictly monotone mean convex isotopy that deforms the domain \( \mathcal{G}_r(t) (K_t^X, \gamma_t') \) into a marble tree with marble radius \( r_{\min}/10 \) and string radius \( r_s(2) \).

Taking a smooth concatenation of the above isotopies, this proves the proposition. □

**Corollary 6.3** (Replacement for [7, Prop. 6.5]). There exists a constant \( \delta > 0 \) with the following significance. Let \( \delta \leq \delta \), assume \( K^+ \) is obtained from \( K^- \) by performing surgeries on a disjoint collection of \( \delta \)-necks, and let \( \gamma \) be the union of the almost straight lines connecting the tips of the opposing standard caps as in [7, Lem. 6.4]. Let \( \{ K_t^+ \} \) be a strictly monotone mean convex evolution of \( K_t^+ \), and let \( \{ \gamma_t \} \) be the family of curves which follows \( K_t^+ \) by normal motion starting at \( \gamma_0 = \gamma_t^0 \). Then, for \( r_s \) small enough, every small enough \( \delta \), and a suitable perturbation of \( \{ \gamma_t \} \) which we denote again by \( \{ \gamma_t \} \), there exists a strictly monotone mean convex isotopy between \( K^- \) and \( \mathcal{G}_r(t) (K_t^X, \gamma_t) \).

**Proof of Corollary 6.3.** This follows from the proof of Proposition 6.2. □

Continuing the proof of Theorem 6.1, let us first construct suitable isotopies for the discarded components \( C_i^j \) at time \( t_i \).

**Claim 6.4.** All discarded components \( C_i^j \) are isotopic to a marble tree, with an isotopy which strictly monotone and mean convex.

**Proof of Claim 6.4.** Our topological assumption on the initial domain \( K \) together with the nature of the surgery process (see [18, Def. 1.17]) implies that all discarded components are diffeomorphic to balls. Thus, by Corollary [7, Cor. 8.9], each discarded component is either (a) convex or (b) a capped \( \varepsilon \)-tube. Contracting to a small ball in case (a), respectively using Proposition 6.2 in case (b), we can find a strictly monotone mean convex isotopy to a marble tree. □

Let \( \mathcal{A}_i \) be the assertion that each connected component of the pre-surgery domain \( K_t^i := K_t^- \) is isotopic to a marble tree, with an isotopy which is strictly monotone and mean convex. Since \( K_t^- = \emptyset \), we see
that at the final time $t_\ell$ there was only discarding and no replacement of necks by caps (see [18, Def. 1.17]). Thus, all connected components of $K^\ell = K^\ell_{t_\ell}$ get discarded, and Claim 6.4 shows that $A_\ell$ holds.

**Claim 6.5.** If $0 < i < \ell$ and $A_{i+1}$ holds, so does $A_i$.

**Proof of Claim 6.5.** Smooth evolution by mean curvature flow provides a strictly monotone mean convex isotopy between $K^i_{t_i}$ and $K^{i+1}_{t_i}$. Recall that $K^i_{t_i} \subseteq K^\ell_{t_\ell} \subseteq K^\ell = K^\ell_{t_\ell}$ is obtained by performing surgery on a minimal collection of disjoint $\delta$-necks separating the thick part and the trigger part and/or discarding connected components that are entirely covered by canonical neighborhoods (see [18, Def. 1.17]).

By induction hypothesis the connected components of $K^{i+1}_{t_i}$ are isotopic to marble trees, and by Claim 6.4 the discarded components are isotopic to marble trees as well, where all the isotopies can be chosen strictly monotone and mean convex. It follows that there exists a strictly monotonic mean convex isotopy $\{L_t\}_{t \in [0,1]}$ deforming $L_0 = K^i_{t_i}$ into a union of marble trees $L_1$. If $L_0$ has more than one connected component, then we glue together these isotopies as follows.

For each surgery neck at time $t_i$, select an almost straight line $\gamma_i^j$ between the tips of the corresponding pair of standard caps in $K^i_{t_i}$ as in [7, Lem. 6.4]. Let $\gamma = \bigcup_j \gamma_i^j$. Define $\gamma_t$ by following the points where $\gamma_t$ touches $\partial L_t$ via normal motion. By Corollary 6.3 the domain $K^i = K^i_{t_i}$ is isotopic to $G_{r_s}(L^i_t, \gamma_t)$ via a strictly monotone mean convex isotopy, provided $r_s$ and $\bar{t}$ are small enough. Finally define $\{\gamma_t\}_{t \in [\bar{t},1]}$ essentially by following the points where $\gamma_t$ touches $\partial L_t$ via normal motion. It can happen at finitely many times $t$ that $\gamma_t$ hits $\partial X$, see (6.2). In that case, we modify $\gamma_t$ according to [7, Lem. 9.4], and then continue via normal motion. Let $r_s(t)$ be a slowly decreasing positive function starting at $r_s(0) = r_s$ from above. Then $G_{r_s(t)}(L_t, \gamma_t)_{t \in [\bar{t},1]}$ gives the last bit of the desired isotopy. This finishes the proof of Claim 6.5. □

It follows from backwards induction on $i$, that $A_1$ holds. Smooth mean curvature flow provides a strictly monotone mean convex isotopy between $K$ and $K^1$. In particular, $K^1$ has only one connected component. Thus there exists a strictly monotone mean convex isotopy deforming $K$ into a marble tree. Finally, we can shrink the marble radius and the string radius to zero to obtain the final bit of the desired foliation. This finishes the proof of Theorem 6.1. □
7. Flow with Surgery in General Ambient Manifolds

Mean curvature flow with surgery in general ambient manifolds has been constructed by Brendle-Huisken [6]. For our application however, in addition to existence it is important to also have a canonical neighborhood theorem – most conveniently in the form of [18, Thm. 1.22]. The goal of this section is thus to extend the construction from Haslhofer-Kleiner [18] to general ambient manifolds.

Let us start by adapting some definitions to the setting of general ambient manifolds.

**Definition 7.1** (c.f. [18, Def. 1.1]). Let \( \alpha > 0 \). A smooth \( \alpha \)-Andrews flow \( \{K_t \subseteq U\}_{t \in I} \) in an open set \( U \subseteq M \) in a closed Riemannian three-manifold \( M \) is a smooth family of mean convex domains moving by mean curvature flow with \( \inf H \geq 4\alpha/\text{inj}(M) \) such that for every \( p \in \partial K_t \) the two closed balls \( B^\pm(p) \) with radius \( r(p) = \alpha/H(p) \) and center \( c^\pm(p) = \exp_p(\pm r(p) \nu(p)) \), where \( \nu \) is the inwards unit normal, satisfy \( B^+(p) \cap U \subseteq K_t \) and \( B^-(p) \cap U \subseteq U \setminus \text{Int}(K_t) \), respectively.

The notion of \((\alpha, \delta)\)-flow is then defined as in [18, Def. 1.3], where smooth \( \alpha \)-Andrews flows are now defined via Definition 7.1 and strong \( \delta \)-necks and surgery on such a neck are defined as follows.

**Definition 7.2** (c.f. [18, Def. 2.3]). We say that an \((\alpha, \delta)\)-flow \( K = \{K_t \subseteq U\}_{t \in I} \) has a strong \( \delta \)-neck with center \( p \) and radius \( s \) at time \( t_0 \in I \) if \( 4s/\delta \leq \text{inj}(M) \) and \( \{s^{-1} \cdot \exp^{-1}_p(K_{t_0+st} \cap B_{2s/\delta}(p) \cap U)\}_{t \in (-1,0]} \) is \( \delta \)-close in \( C^{[1/\delta]} \) in \( B_{1/\delta} \cap s^{-1} \cdot \exp^{-1}_p(B_{2s/\delta} \cap U) \subset \mathbb{R}^3 \) to the evolution of a solid round cylinder \( \bar{D}^2 \times \mathbb{R} \) with radius \( 1 \) at \( t = 0 \).

The notion of replacing the final time slice of a strong \( \delta \)-neck by a pair of standard caps (surgery) is then defined as in [18, Def. 2.4] where the items (3) and (4) of that definition are replaced by:

- (3') If \( B(p, 5\Gamma) \subseteq U \), then for every point \( p_\pm \in \partial K^\pm \cap B(p, 5\Gamma) \) with \( \lambda_1(p_\pm) < 0 \), there is a point \( p_- \in \partial K^- \cap B(p, 5\Gamma) \) with \( \frac{\Delta}{H}(p_-) \leq \frac{\Delta}{H}(p_\pm) + \delta'(s) \).

- (4') \( B(p, 10\Gamma) \subseteq U \), then \( s^{-1} \cdot \exp^{-1}_p(K^\pm) \) is \( \delta'(\delta) \)-close in \( B(0, 10\Gamma) \subset \mathbb{R}^3 \) to a pair of opposing standard caps at distance \( \Gamma \) from the origin.

In the above, \( \delta' \) is a positive function with \( \lim_{x \to 0} \delta'(x) = 0 \).

Having adapted the definitions to the setting of general ambient manifolds, let us now discuss the local curvature estimate, the convexity estimate and the global convergence theorem.
Theorem 7.3 (Local curvature estimate, c.f. [18, Thm. 1.6]). There exist $\bar{\delta} = \bar{\delta}(\alpha, M) > 0$, $\bar{r} = \bar{r}(\alpha, M) > 0$, $\rho = \rho(\alpha, M) > 0$, and $C_\ell = C_\ell(\alpha, M) < \infty$ with the following property. If $K$ is an $(\alpha, \delta)$-flow ($\delta \leq \bar{\delta}$) in a parabolic ball $P(p, t, r) \subset M \times \mathbb{R}$ centered at a boundary point $p \in \partial K_t$ with $H(p, t) \leq r^{-1}$ and $r \leq \bar{r}$, then

\begin{equation}
\sup_{P(p, t, r) \cap \partial K} |\nabla^\ell A| \leq C_\ell r^{1-\ell}.
\end{equation}

Proof. Observe that along any contradictory sequence $H(p_j, t_j) \leq r_j^{-1} \to \infty$ and $s_j \leq \frac{1}{4} \delta_j \text{inj}(M) \to 0$. Thus, after blowup everything reduces to the situation in Euclidean space and the proof from [18] goes through. The only nontrivial modification is to show that Huisken’s monotonicity formula holds with arbitrarily small error terms if the ambient space is almost Euclidean, but this has been proved by Hamilton [16, Thm. B].

Theorem 7.4 (Convexity estimate, c.f. [18, Thm. 1.8]). For all $\varepsilon > 0$, there exist $\bar{\delta} = \bar{\delta}(\alpha, M) > 0$, $\bar{r} = \bar{r}(\varepsilon, \alpha, M) > 0$, and $\eta = \eta(\varepsilon, \alpha, M) < \infty$ with the following property. If $K$ is an $(\alpha, \delta)$-flow ($\delta \leq \bar{\delta}$) in a parabolic ball $P(p, t, \eta r) \subset M \times \mathbb{R}$ centered at a boundary point $p \in \partial K_t$ with $H(p, t) \leq r^{-1}$ and $r \leq \bar{r}$, then

\begin{equation}
\lambda_1(p, t) \geq -\varepsilon r^{-1}.
\end{equation}

Proof. The argument is by selecting a sequence of counterexamples that avoids the post-surgery time-slices, similarly as in [18]. Since this has do be done somewhat carefully, let us spell out the details:

Fix $\alpha > 0$, and let $\bar{\delta} = \bar{\delta}(\alpha, M) > 0$ be small enough. Let $\varepsilon_0 \in [0, \alpha^{-1}]$ be the infimum of $\varepsilon$’s for which there are some constants $\bar{r}$ and $\eta$ such that the assertion of the theorem holds, and suppose towards a contradiction that $\varepsilon_0 > 0$.

It follows that there is a sequence $\{K^j\}$ of $(\alpha, \delta_j)$-flows, $\delta_j \leq \bar{\delta}$, in $P(p_j, t_j, j r_j)$ such that $H(p_j, t_j) \leq r_j^{-1} \to \infty$, but $\frac{\lambda_1}{H}(p_j, t_j) \to -\varepsilon_0$ as $j \to \infty$. By the choice of $\varepsilon_0$, it must be the case that $r_j H(p_j, \delta_j) \to 1$ as $j \to \infty$, since otherwise we could build a new sequence where $\frac{\lambda_1}{H}$ tends to something strictly smaller than $-\varepsilon_0$.

By Theorem 7.3 we have bounds for $A$ and its space-time derivatives in $P(p_j, t_j, \frac{5}{2} r_j)$. Suppose there is no $\gamma > 0$ such that the flow is unmodified by surgeries in $P(p_j, t_j, \gamma r_j)$ after passing to a subsequence. We may assume (after wiggling a bit by factors tending to 1 as $j \to \infty$), that $t_j$ is a surgery time, and that $(p_j, t_j)$ lies in $\partial K_{t_j} \cap B(p_j, 5 \Gamma s_j)$, c.f. [18, Def. 2.4]. The radius of the surgery neck $s_j$ is comparable to $r_j$, again by [18, Def. 2.4], in particular we see that $s_j \to 0$. Thus, by item
(3’) of the definition of replacing a neck by caps, and since $\delta'(s_j) \to 0$ as $j \to \infty$, after passing to some point at controlled distance in the pre-surgery manifold we may assume that $(p_j, t_j)$ lies in the presurgery manifold $\partial K^{-1}_{s_j}$, $H(p_j, t_j) = r_{s_j}^{-1}$, and $\frac{H}{r}(p_j, t_j) \to -\varepsilon_0$ as $j \to \infty$.

After modifying the sequence as described, the argument can be concluded as in [17, Proof of Thm. 1.8]. Namely, using Theorem 7.3 we can pass to a blow up limit $K^\infty$ which is a smooth mean curvature flow defined in a parabolic ball $P(0, 0, r) \subset \mathbb{R}^3 \times \mathbb{R}$ such that the ratio $\frac{\lambda_1}{H}$ attains a negative minimum $-\varepsilon_0$ at $(0, 0)$; this contradicts the strict maximum principle.

\[\square\]

**Theorem 7.5** (Global convergence theorem, c.f. [18, Cor. 2.30]). There exists $\bar{\delta} = \bar{\delta}(\alpha, M) > 0$ with the following property. If $K^j$ is a sequence of $(\alpha, \delta^j)$-flows $(\delta^j \leq \bar{\delta})$ in $M$ and $(p_j, t_j) \in \partial K^j$ is a sequence of points with $H(p_j, t_j) \to \infty$ then after passing to a subsequence and discarding connected components in $B(p, \Lambda_j H^{-1}(p_j, t_j))$ that do not contain $p_j$ for a suitable sequence $\Lambda_j \to \infty$, the sequence $\hat{K}^j_t = H(p_j, t_j) \cdot \exp_{p_j}(K_t + H^{-2}(p_j, t_j))$ converges smoothly and globally (c.f. [18 Def. 2.31]) to a limit $K^\infty = \{K^\infty_t \subset \mathbb{R}^3\}_{t \in (-\infty, 0]}$ which is a generalized $(\alpha, \delta)$-flow (see [18 Def. 2.29]) in Euclidean three-space with convex time slices.

**Proof.** Using Theorem 7.3 and Theorem 7.4 instead of [18, Thm. 1.6, Thm. 1.8], the proof from [18] goes through. \[\square\]

In particular, note that blowups limits from Theorem 7.5 (as well as the standard solution) are always defined in Euclidean space and thus the discussion of their properties from [18 Sec. 3] applies literally.

Finally, let us revisit the existence theorem and the canonical neighborhood theorem. The definition of $(\alpha, \delta, \mathbb{H})$-flows is as in [7, Def. 1.17] with the following modifications:

i. The parameter $\alpha$ is a parameter of the whole flow and not just of the initial domain.

ii. We assume in addition that $\inf H \geq 4\alpha/\text{inj}(M)$.

iii. We can simply set $\beta = 1$.

**Theorem 7.6** (Canonical neighborhood theorem, c.f. [18 Thm. 1.22]). For every $\varepsilon > 0$ there exists $H_{\text{can}} < \infty$ such that if $K$ is an $(\alpha, \delta, \mathbb{H})$-flow with $\delta$ small enough and $H_{\text{trig}} \gg H_{\text{neck}} \gg H_{\text{th}} \gg 1$, then every $(p, t) \in \partial K$ with $H(p, t) \geq H_{\text{can}}$ is $\varepsilon$-close to either (a) an ancient

\[\text{7}\] We tacitly assume the flows are defined at least for $t \in [t_j - \varepsilon, t_j]$ for some $\varepsilon > 0$.

\[\text{8}\] This is defined via the exponential map similarly as in Definition 7.2.

\[\square\]
\(\alpha\)-Andrews flow in \(\mathbb{R}^3\) or (b) the evolution of a standard cap preceded by the evolution of a round cylinder \(D^2 \times \mathbb{R} \subset \mathbb{R}^3\).

**Proof.** If not, then there is a sequence \(K^j\) of \((\alpha, \delta_j, H_j)\)-flows \((\delta_j \leq \delta)\) with \(H^j_{\text{trig}}/H^j_{\text{neck}} \to \infty\) and a sequence of points \((p_j, t_j) \in \partial K^j\) around which the flow (modulo rescaling) is not \(\varepsilon\)-close to any model from (a) or (b). However, by Theorem 7.5 after passing to a subsequence the rescaled flows \(\hat{K}^j\) converge smoothly and globally to a limit \(K^\infty\) which is a generalized \((\alpha, \bar{\delta})\)-flow in \(\mathbb{R}^3\). If \(K^\infty\) doesn’t contain surgeries, then it is an ancient \(\alpha\)-Andrews flow in \(\mathbb{R}^3\). If \(K^\infty\) contains surgeries, then arguing similarly as in [18, Sec. 4.1] we see that \(K^\infty\) must be the evolution of a standard cap preceded by the evolution of a round cylinder in \(\mathbb{R}^3\). In either case, for \(j\) large enough this gives a contradiction with not being \(\varepsilon\)-close to one of the models. \(\Box\)

**Theorem 7.7** (Existence theorem, c.f. [18, Thm. 2.21]). Let \(K \subset M^3\) be a mean convex domain. Then for every \(T < \infty\), choosing \(\delta\) small enough and \(H_{\text{trig}} \gg H_{\text{neck}} \gg H_{\text{th}} \gg 1\), there exists an \((\alpha, \delta, H)\)-flow \(\{K_t\}_{t \in [0, T]}\) with initial condition \(K_0 = K\).

**Proof.** Let us start with some basic a priori estimates for \((\alpha, \delta, H)\)-flows in general ambient manifolds. By compactness, the initial domain \(K\) satisfies \(H \geq H_0 > 0\) for some \(H_0 > 0\) (and also \(H \leq \gamma\) for some \(\gamma < \infty\)) and is \(\alpha_0\)-noncollapsed for some \(\alpha_0 > 0\).

By the evolution equation for the mean curvature [21, Cor. 3.5],

\(\partial_t H = \Delta H + |A|^2 H + \text{Rc}(\nu, \nu) H\),

along smooth mean curvature flow we get the lower bound

\(H \geq H_0 e^{-\rho t}\),

where \(\rho\) is a bound for the Ricci curvature of the ambient manifold. Since the minimum of the mean curvature doesn’t decrease under surgeries, we in fact get the a priori estimate

\(\inf H \geq H_0 e^{-\rho T}\),

for any \((\alpha, \delta, H)\)-flow \(\{K_t\}_{t \in [0, T']}\) which is defined on an interval \([0, T']\) with \(T' \leq T\) and has initial condition \(K_0 = K\).

Similarly, by an estimate of Brendle [5] the noncollapsing factor deteriorates at most exponentially in time. Using this and the fact that the surgery caps have a controlled noncollapsing constant, we see that for small enough \(\alpha > 0\) every \((\alpha, \delta, H)\)-flow \(\{K_t\}_{t \in [0, T']}\) which is defined on an interval \([0, T']\) with \(T' \leq T\) and has initial condition \(K_0 = K\)

\[\text{Other potential connected components clear out similarly as in [17, Cor. 2.15].}\]
is in fact an \((\alpha', \delta, \mathbb{H})\)-flow with \(\alpha' = 2\alpha\). After possibly decreasing \(\alpha\) further, we can assume in addition that \(8\alpha \leq \text{inj}(M) H_0 e^{-\rho T}\).

As a final modification, let us explain how to replace necks by caps in general ambient manifolds. To do this, we simply map to Euclidean space via the exponential map, replace the neck in Euclidean space by standard caps as in \[18\] Prop. 3.10 and map back to the manifold via the logarithm map. This obviously satisfies properties (1) and (2) of \[18\] Def. 2.4. Moreover, since the necks are at smaller and smaller scales as \(\delta\) decreases, it is also clear that properties (3') and (4') are satisfied for some function \(\delta'(x)\) that tends to zero as \(x\) tends to zero.

Using the above, and Theorem 7.6 instead of \[18\] Thm. 1.22, we can now prove existence of \((\alpha, \delta, \mathbb{H})\)-flows in general ambient manifolds via the same continuity argument as in \[18\] Sec. 4.2. □

8. Smooth foliations in general ambient manifolds

The goal of this section is to prove Theorem 1.8, which we restate here more precisely:

**Theorem 8.1.** Let \(K \subset M^3\) be a smooth 3-disc with mean convex boundary. Then one of the following alternatives holds true:

1. There exists a stable embedded minimal 2-sphere \(\Sigma \subset \text{Int}(K)\).
2. There exists a smooth foliation \(\{\Sigma_t\}_{t \in [0,1]}\) of \(K\) by mean convex embedded 2-spheres. More precisely:
   - \(\{\Sigma_t\}_{t \in [0,1]}\) is a smooth family of mean convex embedded 2-spheres.
   - \(\cup_{t \in [0,1]} \Sigma_t = K\)
   - \(\Sigma_{t_1} \cap \Sigma_{t_2} = \emptyset\) whenever \(t_1 \neq t_2\).
   - \(|\Sigma_{t_2}| < |\Sigma_{t_1}|\) whenever \(t_2 > t_1\).
   - \(\Sigma_0 = \partial K\)
   - For \(t \to 1\) the spheres \(\Sigma_t\) converge in the Hausdorff sense to a limit \(\Sigma_1\), and \(\Sigma_1\) is a finite union of smooth arcs.

**Remark 8.2.** With some additional effort it is possible to produce a smooth foliation by mean convex embedded 2-spheres which has the additional property that it terminates in a round point \(p\) (and thus in particular \(\Sigma_1 = \{p\}\)), but this is not needed for our application.

**Proof.** Let \(K \subset M^3\) be a smooth 3-disc with mean convex boundary.

---

\(^{10}\)Observe in particular that [18] Claim 4.7 holds, since \(H_{\text{neck}}^j \to \infty\) makes the ambient space look more and more Euclidean at the scales of the necks.
Consider the level set flow \( \{ K_t \}_{t \geq 0} \) starting at \( K_0 = K \). Let
\[
K_\infty := \bigcap_{t \geq 0} K_t.
\]

Consider first the case \( K_\infty \neq \emptyset \). By a result of White \[33\] the boundary of \( K_\infty \) is a union of finitely many stable minimal surfaces. Since the genus is monotone under level set flow \[32\] these minimal surfaces must be spheres, i.e. in the case \( K_\infty \neq \emptyset \) we can find a stable minimal 2-sphere in the interior of \( K \).

Assume from now on that \( K_\infty = \emptyset \), i.e. that the level set flow becomes extinct in finite time. Observe first that any mean curvature flow with surgery starting at \( K \) gives a family of closed sets that is a set theoretic subsolution in the terminology of Ilmanen \[22\]. Since the level set flow is the maximal set theoretic subsolution, we get an a priori bound \( T < \infty \) for the extinction time of any mean curvature flow with surgery starting at \( K \).

We can now choose the surgery parameters suitably so that in particular both the existence theorem (Theorem \[7.7\]) and the canonical neighborhood theorem (Theorem \[7.6\]) apply. By choosing the curvature parameters large enough we can ensure that at the neck scale \( H_{\text{neck}}^{-1} \) the ambient space looks as close as we want to Euclidean space. The gluing map \( \mathcal{G}_{r_s} \) can then simply be defined by mapping to Euclidean space with the exponential map, using the gluing map from \[7\], Thm. 4.1] in Euclidean space, and mapping back with the logarithm. Since the ambient space looks as close as we want to Euclidean space at the neck scale the construction of the foliation from Section \[6\] applies.

The only little point that hasn’t been explained yet is that \( |\Sigma_{t_2}| < |\Sigma_{t_1}| \) whenever \( t_2 > t_1 \), but this follows easily from the first variation formula given that the foliation is mean convex. \(\square\)

9. Ellipsoids and Yau’s question

In this section, we illustrate our results in detail in the special case of ellipsoids, and answer Yau’s question. We then discuss the relationship with the multiplicity one conjecture and the equidistribution of width conjecture.

Since it is difficult to tell whether the ellipsoids are bumpy, we need to generalize Theorem \[1.4\] to the case of non-generic metrics:

**Theorem 9.1.** Let \( M \) be a three-manifold diffeomorphic to a three-sphere not containing any stable minimal two-spheres. Suppose \( M \) admits an optimal foliation \( \{ \Lambda_t \}_{t \in [-1,1]} \) so that \( \Sigma_1 := \Lambda_0 \) is an index
\[1\]Since \( K_t \) is smooth for a.e. time the genus is well defined for a.e. time.
1 minimal two-sphere realizing the 1-width $\omega_1(M)$. Then either $M$ contains infinitely many minimal two-spheres of area $|\Sigma_1|$, or else $M$ contains a minimal two-sphere $\Sigma_2$ with area $\omega_2(M) = |\Sigma_2|$ satisfying:

(9.1) $|\Sigma_1| < |\Sigma_2| < 2|\Sigma_1|$. 

The proof of Theorem 9.1 follows immediately from considering the proof of Theorem 1.4.

Let us now turn to the ellipsoids. For two-dimensional ellipsoids with different major axis lengths, the three geodesics provided by Lusternik-Schnirelmann coincide with the intersections of the ellipsoid with the coordinate planes. Moreover, these three are the only three closed embedded geodesics. One dimension higher, there is a remarkably different phenomenon when the ellipsoid becomes very elongated, which we will now explain.

Recall from the introduction, given $a > b > c > d > 0$, we consider the ellipsoid

(9.2) $E(a, b, c, d) := \left\{ \frac{x_1^2}{a^2} + \frac{x_2^2}{b^2} + \frac{x_3^2}{c^2} + \frac{x_4^2}{d^2} = 1 \right\} \subset \mathbb{R}^4$.

For each $i = 1, 2, 3, 4$ denote by

(9.3) $\Gamma_i := E(a, b, c, d) \cap \{x_i = 0\}$

the minimal ‘planar’ two-sphere. Note that the areas of $\Gamma_i$ are increasing in $i$. From now on we fix $b, c, d$, and consider $E(a) := E(a, b, c, d)$. We will now prove Theorem 1.5 which we restate:

**Theorem 9.2 (Answer to Yau’s Question (1987)).** For $a \gg b$, $E(a)$ contains an embedded non-planar minimal two-sphere.

*Proof.* Let $\Sigma_1(a)$ denote the 1-width of $E(a)$. We can assume $\Sigma_1(a) = \Gamma_1(a)$ (otherwise the theorem is proved). Thus from Lemma 3.2 we know $\Sigma_1(a)$ is a smallest area embedded minimal two-sphere, has index 1, and sits in an optimal foliation $\{\Lambda_t\}_{t \in [-1,1]}$ with $\Sigma_1(a) = \Lambda_0$ (that is easy to construct explicitly).

By Theorem 9.1 either $E(a)$ contains infinitely many two-spheres of area $\Sigma_1(a)$, or else a minimal two-sphere $\Sigma_2(a)$ satisfying

(9.4) $|\Gamma_1(a)| < |\Sigma_2(a)| < 2|\Gamma_1(a)|$.

In the first case where $E(a)$ contains infinitely minimal two-spheres of area $|\Sigma_1(a)|$, the theorem is proved as these cannot all be planar since when $a < b < c < d$, $E(a)$ contains only four planar minimal two-spheres.
In the second case we obtain a minimal two-sphere $\Sigma_2(a)$ satisfying (9.4). If $\Sigma_2(a)$ were planar, then (9.4) would imply
\[
|\Gamma_2(a)| < 2|\Gamma_1(a)|.
\]
However, when $a \gg b$ (i.e. for very elongated ellipses) we can see directly that (9.5) fails.

The area of $\Gamma_1(a)$ is given by some function $F(b, c, d)$ obtained by elliptic integrals. For $a$ much larger than the other parameters, $\Gamma_2(a)$ resembles a cylinder of length $a$ and cross section the ellipse in $\mathbb{R}^2$ given by $x_3^2/c^2 + x_4^2/d^2 = 1$. The length of this cross section is again a function $G(c, d)$ obtained by elliptic integrals. Thus, the area of $\Gamma_2(a)$ is approximately $a \cdot G(c, d)$. Letting $a \to \infty$, and holding the other parameters fixed, we see that (9.5) fails for $a$ large enough.

This completes the proof. \hfill \Box

Another reason to expect that when $a$ is large, the second width of $M$ is not realized by $\Gamma_2(a)$ comes from estimating the Morse index. Combined with the index estimates of Proposition 9.8, the following proposition gives a second proof of Theorem 1.5.

**Proposition 9.3.** If $a \gg b$, then the index of the second planar sphere $\Gamma_2(a) \subset E(a)$ is greater than 2.

**Proof.** We fix $b, c$ and $d$ and consider $\Gamma_2(a) = \Gamma_2(a, b, c, d)$ as a function of $a$. Explicitly, we have:
\[
\Gamma_2(a) = \left\{ \frac{x_1^2}{a^2} + \frac{x_3^2}{c^2} + \frac{x_4^2}{d^2} = 1 \right\} \subset \mathbb{R}^4.
\]
Note that $\Gamma_2(a)$ converges as $a \to \infty$ to $\mathbb{R} \times F$, where
\[
F = \left\{ \frac{x_3^2}{c^2} + \frac{x_4^2}{d^2} = 1 \right\} \subset \mathbb{R}^2.
\]
Recall that the index of $\Gamma_2(a)$ is the maximal dimension of a subspace on which $L := L_{\Gamma_2(a)} = -\Delta - |A|^2 - \text{Ric}(\nu, \nu)$ is negative definite. To show that the index is larger than 2 for $a$ large enough, we will find three functions $\phi_1, \phi_2$ and $\phi_3$ on $\Gamma_2(a)$ with disjoint support so that for $i = 1, 2, 3$ we have
\[
\int_{\Gamma_2(a)} \phi_i L \phi_i < 0.
\]
To this end, from (9.6) and the convergence $\Gamma_2(a) \to \mathbb{R} \times F$ we infer that there exists $\mu > 0$ such that
\[
|A|^2 + \text{Ric}(\nu, \nu) > \mu \text{ as } a \to \infty \text{ on any compact subset of } \mathbb{R}^4.
\]
Fix $N > \max\left(\frac{1}{\mu}, 2\right)$. For $A, B \in \mathbb{R}$ with $A < B$ let us define the following linear cutoff function on $\mathbb{R}^4$:

$$\phi_{A,B}(x_1, x_2, x_3, x_4) = \begin{cases} 
0 & x_1 \leq A - 1 \\
 x_1 + 1 - A & A - 1 \leq x_1 \leq A \\
 1 & A \leq x_1 \leq B \\
-x_1 + B + 1 & B \leq x_1 \leq B + 1 \\
0 & x_1 > B + 1.
\end{cases}$$

Let $\phi_{A,B}$ also refer to the restriction of $\phi_{A,B}$ to $\Gamma_2(a)$. We will show that taking $a$ large enough, the functions

(9.10) $\phi_1 := \phi_{-4N,-2N}, \quad \phi_2 := \phi_{-N,N}, \quad \phi_3 := \phi_{2N,4N}$

defined on $\Gamma_2(a)$ satisfy (9.8). Note also that the functions $\phi_1, \phi_2, \phi_3$ have disjoint support. Let us compute for $\phi_2$ (the analogous computation works for $\phi_1$ and $\phi_3$):

$$\int_{\Gamma_2(a)} \phi_2 L\phi_2 = \int_{\Gamma_2(a)} |\nabla \phi_2|^2 - \int_{\Gamma_2(a)} (|A|^2 + \text{Ric}(\nu, \nu))\phi_2^2$$

$$\leq |\Gamma_2(a) \cap \{|x_1| \leq N + 1\}|$$

(9.11)

$$- \int_{\Gamma_2(a) \cap \{|x_1| \leq N\}} (|A|^2 + \text{Ric}(\nu, \nu)).$$

As $a \to \infty$ we have

(9.12) $|\Gamma_2(a) \cap \{|x_1| \leq N + 1\}| \to 2|F|,$

and

(9.13) $|\Gamma_2(a) \cap \{|x_1| \leq N\}| \to 2N|F|.$

Using (9.9), (9.11), (9.12), (9.13) and the choice of $N$ we conclude that

(9.14) $\limsup_{a \to \infty} \int_{\Gamma_2(a)} \phi_2 L\phi_2 \leq 2|F| - 2N\mu|F| < 0.$

This completes the proof. $\square$

We obtain the following corollary:

**Corollary 9.4.** For some critical value of $a$, $E(a)$ contains an embedded minimal two-sphere with a non-trivial Jacobi field that does not arise from deformation of the minimal surface by ambient isometry.

It is a long-standing question of Yau whether a three-manifold with positive Ricci curvature can contain a continuously varying family of minimal surfaces. One way to hope to prove that it cannot occur is to
rule out non-trivial Jacobi fields. Corollary 9.4 shows that such fields may in fact exist.

**Remark 9.5.** In fact, the proof of Proposition 9.3 shows that the Morse index of $\Gamma_2(a)$ approaches infinity as $a \to \infty$.

**Remark 9.6.** In the case of Lusternik-Schnirelmann geodesics on two-dimensional ellipsoids, the second planar geodesic converges to two stable lines on a flat cylinder as $a \to \infty$. The above argument to construct many negative variations fails, since the curvature term appearing in the second variation formula for length is the Gaussian curvature which vanishes on the two-dimensional cylinder. Needless to say, the catenoid estimate argument to show $\omega_2 < 2\omega_1$ also fails in two dimensions as the “neck” one would add would contribute significant length.

9.1. Multiplicity One Conjecture. Marques-Neves have made the following multiplicity one conjecture [29]:

**Conjecture 9.7 (Marques-Neves).** Given a min-max procedure on a compact manifold, if the metric is bumpy then any two-sided unstable component of the min-max limit must occur with multiplicity one.

The ellipsoids discussed in the previous section do not violate this conjecture, but show that it is sharp in the sense that as metrics degenerate to a non-compact limit one can have multiplicity in the limit. Namely, assuming recently announced work of Marques-Neves, we obtain the following proposition. Recall that $E(a) \to P \times \mathbb{R}$, where $P$ is a two dimensional ellipsoid:

**Proposition 9.8 (Ellipsoids).** For a large enough, any minimal two-sphere $\Sigma_1(a)$ realizing the 1-width of $E(a)$ has index 1 and nullity 0. The two-width $\omega_2$ of $E(a)$ is realized by a minimal sphere $\Sigma_2(a)$ with index 2 or else with index 1 and non-trivial nullity. In either case,

(9.15) \[ |\Sigma_2(a)| < 2|\Sigma_1(a)|. \]

Moreover,

(9.16) \[ \Sigma_1(a) \to P \times \{0\} \text{ in the sense of varifolds as } a \to \infty \]

and

(9.17) \[ \Sigma_2(a) \to 2(P \times \{0\}) \text{ in the sense of varifolds as } a \to \infty \]

**Remark 9.9.** Loosely speaking, for a large, $\Sigma_2(a)$ resembles two parallel copies of $\Gamma_1(a)$ joined by a small neck. An interesting problem is to study where precisely the neck is located, and whether it is rigid.
Proof. Note that the only finite area minimal surfaces in $P \times \mathbb{R}$ are of the form $P \times \{t\}$ for some $t \in \mathbb{R}$ (this follows from the maximum principle and the monotonicity formula).

Let $V$ denote a varifold limit of $\Sigma_1(a)$ as $a \to \infty$. Since $E(a)$ has positive Ricci curvature, it follows by Frankel’s theorem that $\Sigma_1(a)$ contains a point in $P \times \{0\}$. Since each $\Sigma_1(a)$ contains a point in $P \times \{0\}$, by the monotonicity formula, $V$ contains a point in $P \times \{0\}$, and in particular $V$ is not the empty set. By the area bounds,

$$|\Sigma_1(a)| \leq |\Gamma_1(a)|,$$

it follows from Choi-Schoen [9] that $V$ is a smooth minimal surface (potentially with multiplicity). Again by the area bound (9.18), it follows that the multiplicity with which $V$ occurs is 1 and thus $V = P \times \{0\}$ as claimed. The index of $\Sigma_1(a)$ is 1 by Lemma 3.2. To see that $\Sigma_1(a)$ does not have nullity, observe that by the smooth convergence $\Sigma_1(a) \to V$, if it had nullity, and since $V$ is stable, the nullity of $V$ would be at least 2. This is a contradiction as the nullity of $V$ in $P \times \mathbb{R}$ is 1.

Let us now consider the index and nullity of the second minimal two-sphere $\Sigma_2(a)$. Let $g_i$ be a sequence of bumpy metrics approaching $E(a)$. Note that we can assume that $g_i$ have positive Ricci curvature and thus do not admit any stable two-spheres. Thus Theorem 1.4 implies that the 2-width of the metric $g_i$ is realized by an index 1 or 2 minimal surface $\Sigma_2^i(a)$ and is obtained with multiplicity 1. Marques-Neves have announced that in this case, one can assume that the index of $\Sigma_2^i(a)$ is equal to the number of parameters used in the sweepouts to produce it, and thus is 2. Thus as $i \to \infty$ the sequence $\Sigma_2^i(a)$ converges to a minimal sphere $\Sigma_2(a)$ in $E(a)$ with index 2 or else index 1 and non-trivial nullity (a stable surface is ruled out as $E(a)$ admits no such surfaces). Moreover, $\Sigma_2(a)$ realizes the 2-width of $E(a)$. Note that the convergence is with multiplicity 1 (otherwise, one obtains a positive Jacobi field in violation of the fact that $E(a)$ contains no stable two-spheres).

Now let $V$ denote a varifold limit of $\Sigma_2(a)$ as $a \to \infty$. Since each $\Sigma_2(a)$ contains a point in $P \times \{0\}$, again by the monotonicity formula, $V$ contains a point in $P \times \{0\}$, and in particular $V$ is not the empty set.

We claim $V$ is the varifold $P \times \{0\}$ counted with multiplicity 2. Since the surfaces $\Sigma_2(a)$ have bounded area and genus, and stay in a compact region in $P \times \mathbb{R}$, it follows by Choi-Schoen [9] that $V$ is a smooth minimal surface of finite area, potentially counted with multiplicity $k$. Since the only finite area smooth minimal surfaces are of the form...
$P \times \{t\}$ and $V$ contains a point in $P \times \{0\}$, it follows that $V$ is the surface $P \times \{0\}$ counted with some integer multiplicity. By the width bound and the earlier part of this proposition,

\[(9.19) \quad |\Sigma_2(a)| < 2|\Sigma_1(a)| \rightarrow 2|P \times \{0\}|\]

we see that $k$ is either 1 or 2. Finally observe that $k$ cannot be equal to 1, since in that case the local regularity theorem would imply smooth convergence. By converge of eigenvalues of the stability operator under smooth convergence, the two negative eigenvalues of $\Sigma_2(a)$ (or one negative and one zero eigenvalue) converge to zero as $a \rightarrow \infty$. But the nullity of $P \times \{0\}$ is 1, not 2. This is a contradiction. Thus $\Sigma_2(a) \rightarrow 2(P \times \{0\})$ as claimed. \hfill \Box

**Remark 9.10.** One way to understand this example is to observe that the space of essential embedded two-spheres in $S^2 \times \mathbb{R}$ retracts onto a single two-sphere. Since $E(a)$ (which as a topological $S^3$ has interesting four parameter families of embedded two-spheres) is converging to a space with much less topology in the space of embedded two-spheres it is reasonable that one has fewer options for the limiting two-sphere and thus multiplicity is forced. Morally, this is somewhat reminiscent of the fact that multiplicity can occur for mean curvature flow as $t \rightarrow \infty$.

**9.2. Equidistribution of Widths.** In [27] Marques-Neves consider applying min-max theory to the space of 2-cycles with $\mathbb{Z}_2$ coefficients in a three-manifold. This space is homotopy equivalent to $\mathbb{R}P^\infty$ and thus one can consider non-trivial $k$ parameter sweepouts for any positive integer $k$ (corresponding to non-trivial $\mathbb{R}P^k \subset \mathbb{R}P^\infty$). They considered the corresponding $k$-widths $\omega_k$ and conjectured that the minimal surfaces $\Sigma_k$ realizing the $k$-widths should become equidistributed in the ambient manifold as $k \rightarrow \infty$.

The elongated ellipsoids provide an interesting family of examples which do not disprove the conjecture but show that given any positive integer $k$, one can find a manifold all of whose first $k$-widths are realized by minimal surfaces arbitrarily close in the Hausdorff topology to a single minimal surface (and thus are not equidistributed). Namely, we have the following:

**Proposition 9.11.** Given any $k \in \mathbb{N}$, and $\varepsilon > 0$, there exists $a(k, \varepsilon) > 0$ so that whenever $a > a(k, \varepsilon)$ the minimal surfaces $\{\Sigma_j(a)\}_{j=1}^k$ realizing the first $k$-widths in $E(a)$ are contained in an $\varepsilon$-neighborhood (in Hausdorff topology) of $P \times \{0\}$. 
Proof. Suppose $k$ is given and fixed. Let $\omega_k(a)$ denote the $k$-width in $E(a)$ realized by a minimal surface $\Sigma_k(a)$ (potentially with multiplicity). Note that we have the trivial linear bound
\begin{equation}
\omega_k(a) \leq k|P \times \{0\}|
\end{equation}
for all $a$. If the assertion of the proposition failed, there would be a sequence of $a_i \to \infty$ and some integer $j$ satisfying $1 \leq j \leq k$ so that $\Sigma_j(a_i)$ is not contained in any $\varepsilon$-neighborhood of $P \times \{0\}$. By the area bounds (9.20), it follows that we can take a subsequential limit $V$ of $\Sigma_j(a_i)$ that is a stationary integral varifold with bounded area. But as in the previous section, $\Sigma_j(a_i)$ intersect $P \times \{0\}$ and so $V$ cannot vanish by the monotonicity formula and moreover contains a point in $P \times \{0\}$. But the only stationary integral varifold with bounded area in $P \times \mathbb{R}$ is a slice of the form $P \times \{t\}$ for some $t \in \mathbb{R}$, and we necessarily have $t = 0$ in our case. This is a contradiction. \qed

10. Minimal embedded projective planes in $\mathbb{RP}^3$

In this final section, we prove the following theorem:

**Theorem 10.1 (Projective Planes in $\mathbb{RP}^3$).** Let $M$ be a 3-manifold diffeomorphic to $\mathbb{RP}^3$ endowed with a metric of positive Ricci curvature. Then $M$ admits at least two embedded minimal projective planes.

Unlike in the study of two-spheres in the three-sphere, we do not need the mean curvature flow in Theorem 10.1 and the argument only uses min-max theory. On the other hand, we do need to assume positive Ricci curvature as otherwise we could obtain the existence of a minimal projective plane and potentially a minimal two-sphere. The result can also be interpreted as a kind of non-orientable analog to Theorem 3.3 in [25].

**Proof.** Let $\mathcal{P}$ denote the space of projective planes embedded in $M$ and denote
\begin{equation}
\mathcal{A}(M) := \inf_{\Sigma \in \mathcal{P}} |\Sigma|.
\end{equation}
The infimum in (10.1) is achieved by an embedded minimal projective plane $\Sigma_0$ (see for instance Proposition 5 in [3]). We will now use $\Sigma_0$ and a one-parameter min-max argument to produce a second minimal projective plane.

Since $M$ has positive Ricci curvature, there is a double cover $\tilde{M}$ of $M$ in which the lift $\tilde{\Sigma}_0$ of $\Sigma_0$ is an unstable minimal two-sphere bounding 3-balls $B_\pm$ on both sides. Note that $B_+$ and $B_-$ are interchanged by the deck group of the covering, and that $\tilde{\Sigma}_0$ is fixed by the group.
Since $\tilde{M}$ has positive Ricci curvature, we can easily obtain an optimal foliation $\{\tilde{\Sigma}_t\}_{t \in [0,1]}$ of $B_+$ by embedded two-spheres. Now for $t \in [0,1]$ let

$$\tilde{\Gamma}_t := \tilde{\Sigma}_t \cup \tilde{\Sigma}_0,$$

and consider the set $\Gamma'_t$ obtained by projecting $\tilde{\Gamma}_t$ down to $M$. Note that

$$\sup_{t \in [0,1]} |\Gamma'_t| = 3|\Sigma_0|.$$

Finally, for each $t$, we connect the two disjoint components of $\Gamma'_t$ by a very skinny tube whose area approaches 0 as $t \to 0$ and thus we obtain a family of surfaces $\Gamma_t$ so that $\Gamma_t \to \Sigma_0$ as $t \to 0$. For $t$ near 1, using the catenoid estimate again we can open up the neck of the tube to retract $\Gamma_t$ to $\Sigma_0$. It is not hard to see that this new family $\Gamma_t$ is a non-trivial family of projective planes. After applying the catenoid estimate, we obtain that the amended family satisfies

$$\sup_{t \in [0,1]} |\Gamma_t| < 3|\Sigma_0|.$$

Considering the saturation of the family $\Gamma_t$ we can consider the associated min-max value and minimal surface $\Sigma_1$. Since $M$ has positive Ricci curvature, $\Sigma_1$ is connected. By the genus bounds obtained in [23], it follows that $\Sigma_1$ is itself a projective plane obtained with odd multiplicity. If $\Sigma_1$ is not equal to $k\Sigma_0$ for some integer $k$ then we are done.

Suppose that $\Sigma_1 = k\Sigma_0$ for some odd integer. By (10.4), $k < 3$. Thus the only possibility is that $k = 1$ and $\Sigma_1 = \Sigma_0$.

However, in this case the following elementary Lusternik-Schnirelmann argument produces a second projective plane: Suppose there exists a sequence of pulled tight sweep-outs $\Gamma^i_t$ satisfying:

$$\sup_{t \in \mathbb{S}^1} |\Gamma^i_t| \leq |\Sigma_0| + \varepsilon_i$$

for some sequence $\varepsilon_i \to 0$.

Let $\varepsilon > 0$. For each $i$, we can consider the following subsets of $\mathbb{S}^1$

$$A_i := \{t \in \mathbb{S}^1 \mid \mathcal{F}(\Gamma^i_t, \Sigma_0) < \varepsilon\}$$

and

$$B_i := \{t \in \mathbb{S}^1 \mid \mathcal{F}(\Gamma^i_t, \Sigma_0) > \varepsilon/2\}.$$

Since the $\Gamma^i_t$ are non-trivial sweep-outs, it follows that $B_i$ is non-empty as long as $\varepsilon$ is chosen small enough and $i$ is large enough.
Consider a min-max sequence $\Gamma^i_{t_i}$ obtained from $B_i$ (by (10.5) any sequence of parameters $t_i$ in $B_i$ will suffice). If the min-max sequence $\Gamma^i_{t_i}$ is almost minimizing, then it has a smooth limit distinct from $\Sigma_0$ as it is obtained from the set $B_i$ a definite distance from $\Sigma_0$. Thus we obtain a second minimal embedded projective plane $\Sigma_2$ with area equal to that of $\Sigma_0$.

If instead $\Gamma^i_{t_i}$ is not almost minimizing, then for $i$ large we can decrease area of $\Gamma^i_{t_i}$ below $|\Sigma_0|$. This contradicts the fact that $\Sigma_0$ realizes the infimum for the areas of projective planes in $M$. \hfill {$\square$}
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