Abstract

With the proliferation of mobile devices and the Internet of Things, deep learning models are increasingly deployed on devices with limited computing resources and memory, and are exposed to the threat of adversarial noise. Learning deep models with both lightweight and robustness is necessary for these equipments. However, current deep learning solutions are difficult to learn a model that possesses these two properties without degrading one or the other. As is well known, the fully-connected layers contribute most of the parameters of convolutional neural networks. We perform a separable structural transformation of the fully-connected layer to reduce the parameters, where the large-scale weight matrix of the fully-connected layer is decoupled by the tensor product of several separable small-sized matrices. Note that data, such as images, no longer need to be flattened before being fed to the fully-connected layer, retaining the valuable spatial geometric information of the data. Moreover, in order to further enhance both lightweight and robustness, we propose a joint constraint of sparsity and differentiable condition number, which is imposed on these separable matrices. We evaluate the proposed approach on MLP, VGG-16 and Vision Transformer. The experimental results on datasets such as ImageNet, SVHN, CIFAR-100 and CIFAR10 show that we successfully reduce the amount of network parameters by 90%, while the robust accuracy loss is less than 1.5%, which is better than the SOTA methods based on the original fully-connected layer. Interestingly, it can achieve an overwhelming advantage even at a high compression rate, e.g., 200 times.

1 Introduction

Despite Deep Neural Networks (DNNs) have made impressive achievements on machine learning tasks from computer vision to speech recognition and natural language processing [7, 5, 23], DNNs are vulnerable when it encounters the specially-crafted adversarial examples [16, 32, 60]. This problem provokes people to worry about the potential risk of the DNNs and attracts the researchers’ interest in the adversarial robustness of models. Current research of adversarial robustness mainly focuses on the standard DNNs, such as VGG [48], ResNet [22] and EfficientNet [51]. On the contrary, most researchers have not placed required emphasis on the robustness of lightweight networks. Lightweight DNNs are widely equipped in embedded devices due to the limitation of their computation, memory and power resources [21, 30, 63]. The vulnerability of lightweight DNNs is unacceptable and dangerous for embedded systems that need high level of robustness. For instance, the misclassification of traffic signs by self-driving cars could lead
to traffic accidents. Therefore, for the embedded systems, it is necessary to construct lightweight DNN models that are robust with respect to various perturbations.

However, recent research has shown that it is challenging to achieve accuracy, lightweight, and robustness at high level simultaneously [55, 20, 69]. On the one hand, most of the existing lightweight technologies, such as pruning [21, 61] and low-rank based factorization [11, 30], tend to either decrease the rank of parameter matrix or cause an ill-conditioned matrix, which may result in the models being vulnerable to perturbations from the environment [26]. An example shown in Fig. 1 demonstrates that the more the network is pruned, the more the robust accuracy is lost. On the other hand, the strategies focused on robust training are likely to limit the success of achieving model lightweight, as deep and wide model capacities contribute to the robustness [35, 66].

With the goal of solving the natural contradiction between lightweight and robustness, this paper designs a model that is both lightweight and robust, in which the fully-connected layer is replaced by several separable transformation matrices through the Kronecker product with joint constraints. First of all, in order to reduce the parameters while avoiding the parameter matrix tends to low rank, the fully-connected layer is converted into several separable small matrices through the Kronecker product. This leads to the significant reduction in model parameters, however, the dimension of the parameter matrix of the fully-connected layer is maintained. In other words, this transformation hardly affects the expressiveness of features. Secondly, we imposed a sparsity constraint on all underlying separable small matrices. Moreover, we propose a differentiable constraint on the condition number of the parameter matrix, which structurally strengthens the robustness of the model. Finally, we incorporate the proposed separable transformations associated with joint constraints into the framework of adversarial training, with the goal of further enhancing the model robustness against imperceptible but deliberately designed adversarial noise.

2 Related Work

Adversarial Attack and Defense. Szegedy et al. [50] first discovered that models trained on huge datasets are vulnerable to adversarial examples. Goodfellow et al. [16] explored the underlying reasons for the existence and generalizability of adversarial examples. Additionally, they presented two methods to generate adversarial examples in a white-box setting, the fast gradient method (FGM) and the fast gradient sign method (FGSM). After that, a large number of adversarial attack algorithms have been proposed, such as C&W Attack [4], DeepFool [36], the Jacobian-based Saliency Map (JSMA) [40], the Basic Iterative Method (BIM) [32], the Projected Gradient Descent attack (PGD) [35] and the structured adversarial attack [60]. Meanwhile, plenty of adversarial defense methods have also been proposed, including adversarial training [35], ensemble training [52], gradient masking [39], obfuscated gradients identification [2], adding randomness [59], replacing the output activation by an interpolating function [54, 65], using Neural Architecture Search (NAS) technology to improve model robustness [19], and defensive distillation [41, 40].

Lightweight and efficient methods. Most lightweight networks are obtained by either compressing existing over-parameterized DNN models, called model compression, or designing small networks directly. The typical model compression techniques include pruning [21, 61], factorizing [11, 64, 30], quantizing [56, 14, 63], or distilling [24, 42] the pre-trained weights while maintaining competitive accuracy. To avoid the pre-training over-parameterized large models, one could also focus on directly building small and efficient network architectures that could be trained from scratch. For example, SqueezeNet [29] proposed lightweight CNN architectures by using smaller-sized filters, less input channels, and delayed downsampling. Many notable deep learning models such as Xception [7], MobileNet V1 [27], MobileNet V2 [45], ShuffleNet [67] and CondenseNet [28] employed depthwise separable convolution. All these methods pay little attention to the robustness of lightweight models.
Robust and lightweight learning method. Some recent works have attempted to build models that are both robust and lightweight by incorporating model compression techniques into the adversarial defense framework. Sehwag et al. [46] formulated the pruning process as an empirical risk minimization problem within adversarial loss objectives. Madaan et al. [34] proposed to suppress vulnerability by pruning the latent features with high vulnerability. Ye et al. [62] incorporated the weight pruning into the framework of adversarial training associated with min-max optimization, to enable model compression while preserving robustness. Other than weight pruning, Lin et al. [33] proposed a novel defensive quantization method by controlling the neural network’s Lipschitz constant during quantization. The authors developed in [15] distillation methods that produce robust student networks by minimizing discrepancies between the outputs of a teacher on natural images and the outputs of a student on adversarial images. Recently, Gui et al. [18] proposed a unified framework for adversarial training with pruning, factorization and quantization being the constraints. The aforementioned methods combined the model compression and adversarial defense strategies, with the main focus on achieving adversarially robust models, without addressing inherent contradictions between model compression and model robustness.

3 Learning Robust and Lightweight Transformation with Separable Structures

Most deep learning models consist of dozens levels of linear transformations and activation functions, as follows,

\[ y = Wx + b, \quad h = \sigma(y) \]  

(1)

where \( x, b, W \) being an input signal, the bias term, and the corresponding linear transformation matrix, respectively. \( h \) is the output response, \( \sigma(\cdot) \) denotes an activation function. If \( x, h \) lie in 1-dimensional (1D) tensor space, Eq. (28) covers prominent deep learning models like CNNs, RNNs and auto-encoders. For example, each row of \( W \) could be a reshaped convolutional filter of CNNs with \( W \) being a collection of matrices that contains all convolutional filters in certain layer [68]. For the fully-connected (FC) layer of CNNs or auto-encoders, \( W \) is a common linear transformation matrix. Generally, given a multi-dimensional (MD) input signal \( \mathcal{X} \), one common way in a DNN is to reshape \( \mathcal{X} \) into a 1-dimensional tensor \( x \) and feed it to the system Eq.(28). This may result in the loss of spatial geometry structure information and expensive computation costs when encountering high-dimensional input signal.

Learning a both robust and lightweight model, we want the system in Eq. (28) to have the following properties: i) \( W \) has a small amount of parameters, and its entries are sparse in a reduced data format. ii) \( h \) is robust to small changes around the input data, which could be achieved by learning a well-conditioned transformation \( W \) and preventing major changes from activation function.

To address the difficulty of a learning model in attaining both properties without degrading each other, we exploit well-conditioned matrices with small sizes that work for the system of Eq. (28). In the following, we first introduce separable structured linear transformations that have very small sizes, such that we can effectively impose the robustness and the sparsity constraints on the separable small-sized matrices.

3.1 Learning Separable Structured Transformations

We consider the general case here by assuming that the input signal is a multi-dimensional tensor. It is worth noting that the dimension of transformation is essentially limited by memory and computing resources. Consequently, the transformation is allowed to have a separable structure. In other words, the input tensor is replaced by the tensor product (a.k.a. Kronecker product) of several small-sized matrices.

In order to establish the multiplication of a higher-order signal tensor by separable matrices, we define the \( n \)-mode product as follows, by referring to the concept of tensor operation in [53].

**Definition 1** (\( n \)-mode product). The \( n \)-mode product of a tensor \( \mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) by a matrix
A ∈ ℝ^{K_n × I_n} with n ≤ N, is denoted by \( \mathcal{X} ×_n A \), which is an \( (I_1 × I_2 × \cdots × I_{n-1} × K_n × I_{n+1} × \cdots × I_N) \)-tensor. For all \( k_n = 1, \cdots , K_n \), the entries of the tensor \( \mathcal{X} ×_n A \) are defined as

\[
(\mathcal{X} ×_n A)_{i_1i_2 \cdots i_{n-1}k_n i_{n+1}i_N} = \sum_{i_n=1}^{I_n} X_{i_1i_2 \cdots i_N} A_{k_n i_n}
\]

with \( X_{i_1i_2 \cdots i_N} \), \( A_{k_n i_n} \) being entries in \( \mathcal{X} \) and \( A \), respectively.

Let us now refer to the linear transformation in Eq. (28). Suppose a tensor signal \( \mathcal{X} ∈ \mathbb{R}^{I_1 × I_2 × \cdots × I_N} \) is multiplied by \( T \) separable transformation matrices, \( \mathcal{A} := \{A^{(1)} ∈ \mathbb{R}^{K_1 × I_1}, A^{(2)} ∈ \mathbb{R}^{K_2 × I_2}, \ldots , A^{(T)} ∈ \mathbb{R}^{K_T × I_T} \} \). The response \( \mathcal{Y} ∈ \mathbb{R}^{K_1 × K_2 × \cdots × K_N} \) is formulated as the \( n \)-mode product of \( \mathcal{X} \) and these \( T \) separable transformation matrices as

\[
\mathcal{Y} = \mathcal{X} ×_1 A^{(1)} ×_2 A^{(2)} ×_3 \cdots ×_T A^{(T)}. \tag{2}
\]

The increasing of \( T \) reduces the computational load of the model, but it may degrade the expressiveness of the parameters [43, 47]. Instead, the transformation in Eq. (30) can be conveniently converted to the 1D model of (28) with a structured transformation as follows:

\[
\text{vec}(\mathcal{Y}) = \left( A^{(1)} ⊗ A^{(2)} ⊗ \cdots ⊗ A^{(T)} \right) \text{vec}(\mathcal{X}), \tag{3}
\]

where the vector space isomorphism \( \text{vec} : \mathbb{R}^{a × b} \rightarrow \mathbb{R}^{ab} \) is defined as the operation that stacks the columns on top of each other, e.g., \( x = \text{vec}(\mathcal{X}) \) and \( y = \text{vec}(\mathcal{Y}) \). Therein, \( ⊗ \) denotes the Kronecker product operator. We refer to a large, linear transformation matrices \( \mathcal{W} \) that can be represented as a concatenation of smaller matrices \( \mathcal{A} := \{A^{(1)}, A^{(2)}, \ldots , A^{(T)}\} \) as a separable transformation,

\[
\mathcal{W} = A^{(1)} ⊗ A^{(2)} ⊗ \cdots ⊗ A^{(T-1)} ⊗ A^{(T)}, \tag{4}
\]

with the property [17] of

\[
A^{(1)} ⊗ A^{(2)} ⊗ A^{(3)} = (A^{(1)} ⊗ A^{(2)}) ⊗ A^{(3)} = A^{(1)} ⊗ (A^{(2)} ⊗ A^{(3)}), \tag{5}
\]

\[
\|A^{(1)} ⊗ A^{(2)} ⊗ A^{(3)}\| = \|A^{(1)}\| \|A^{(2)}\| \|A^{(3)}\|, \tag{6}
\]

\[
\text{rank}(\mathcal{W}) = \text{rank}(A^{(1)}) \text{rank}(A^{(2)}) \cdots \text{rank}(A^{(T)}). \tag{7}
\]

As shown in Eq. (28) and Eq. (22), the overall dimension of \( \mathcal{W} \) is \( K_1 × I_1 × K_2 × I_2 × \cdots × K_T × I_T \). In comparison, \( \mathcal{A} \) has a much smaller size \( K_1 × I_1 + K_2 × I_2 + \cdots + K_T × I_T \). In other words, the size of problem (30) is much more lightweight than the size of problem (28) given the same input signal.

### 3.2 Learning Robust and Lightweight Model via Separable Transformations

In this subsection, we show how to incorporate the aforementioned separable transformations of tensors into a task-specific learning model, e.g., classification, with the proposed regularizations.

Let \( \mathcal{X} ∈ \mathbb{R}^{I_1 × I_2 × \cdots × I_N} \), \( z \) be an input tensor signal and the corresponding label, respectively. \( \mathcal{X} \) together with \( z \) follow an underlying data distribution \( \mathcal{D} \) in data space. A well-trained classifier model is a mapping \( f : \mathcal{X} ↦ z \) with a collection of separable parameters \( \mathcal{A} \), denoted by \( z = f(\mathcal{A}, \mathcal{X}) \). Therein, the layer of linear transformation is constructed by Eq. (30). Generally, there exists a suitable loss function \( L(\mathcal{A}, \mathcal{X}, z) \) to measure the risk of mapping \( f \). For example, \( L \) is the cross-entropy loss for a neural network \( f [35] \). The goal of the model \( f \) is to find parameters \( \mathcal{A} \) that minimize the risk \( E_{(X,z) \sim \mathcal{D}} [L(\mathcal{A}, \mathcal{X}, z)] \).

Furthermore, it is expected that this model is robust to perturbations and contains as few parameters as possible. To achieve this goal, the following develops several constraints that are imposed on parameters \( \mathcal{A} \) defined in Eq. (30).

Considering the MD tensor operation in the model, it is difficult to directly develop constraints for the system (30). However, the mutual transformation (see Eq. (29) and Eq. (22)) between MD model and 1D model enables solving MD transformation problem to take advantage of 1D classic and high efficient algorithms. In order to develop learning paradigms for further promoting lightweight and robustness by using separable parameters, we now derive the following propositions between the MD model and the
1D model, and hence construct appropriate regularizations.

### 3.2.1 Sparsity Constraint for Pruning

In order to further reduce the computational load and the complexity of separable parameters, in the following, one way is to prune the unimportant connections with small weights in training models.

**Definition 2** ($s$–sparse tensor). If a tensor $\mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$ satisfies sparsity condition $\|\mathcal{X}\|_0 \leq s$, for $s \in \mathbb{Z}^+$, we call the tensor $\mathcal{X}$ is $s$-sparse. Here, $\|\mathcal{X}\|_0$ denotes the number of nonzero terms in $\mathcal{X}$.

**Proposition 1.** Given $\mathbf{W} = \mathbf{A} \otimes \mathbf{B}$ with $\mathbf{W} \in \mathbb{R}^{K_1 \times K_2 \times I_1}$, $\mathbf{A} \in \mathbb{R}^{K_1 \times I_1}$ being $s_A$–sparse and $\mathbf{B} \in \mathbb{R}^{K_2 \times I_2}$ being $s_B$–sparse, the sparsity of $\mathbf{W}$ is $s_A K_1 K_2 + s_B I_1 I_2 - s_A s_B$.

The model pruning is to make $T$ separable matrices $\mathcal{A}$ have few nonzero elements, while ensuring $\mathcal{A}$ without reducing expressiveness. As shown in Proposition 1, the sparsity of whole 1D system is determined by the sparsity of each separable matrix. Therefore, a natural way for pruning is to promote the sparsity of each element in $\mathcal{A}$, given by,

$$g(\mathcal{A}) = \sum_{t=1}^{T} \sum_{i_n,k_n} g\left(\mathbf{A}_{i_n,k_n}^{(t)}\right)$$

with $\mathbf{A}_{i_n,k_n}^{(t)}$ being an element of $\mathbf{A}^{(t)}$. For example, by appealing to the $\ell_p$ norm with $0 < p \leq 1$, $g(\mathbf{A}^{(t)}) = \|\mathbf{A}^{(t)}\|_p$ is used. Promoting the sparse structure of $\mathcal{A}$ helps its pruning in the training process, but it may lead to ill-conditioned matrices for $\mathcal{A}$, see Fig. 2.

### 3.2.2 Moderate Condition Number

The condition number of $\mathbf{W}$ in Eq. (28) determines how much a small perturbation of the input $\mathbf{x}$ can change the output $\mathbf{y}$. A matrix with the condition number being close to one is said to be "well-conditioned", while a matrix with a large condition number is said to be "ill-conditioned", which causes the vanishing and exploding gradient problem [10].

Both reached the limit, a unitary matrix has a condition number of 1, while a low-rank matrix has a condition number equal to infinite. The unitary transformation may degrade the expressiveness of learning models, but the low-rank transformation is sensitive to perturbations. Therefore, the transformation with a moderate condition number is necessary for many linear learning models.

**Definition 3** ($\ell_2$–norm condition number [10]). The $\ell_2$–norm condition number of a full-rank matrix $\mathbf{A} \in \mathbb{R}^{K \times I}$ is defined as

$$\kappa(\mathbf{A}) = \frac{\sigma_{\max}(\mathbf{A})}{\sigma_{\min}(\mathbf{A})}$$

where $\sigma_{\max}(\mathbf{A})$ and $\sigma_{\min}(\mathbf{A})$ are maximal and minimal singular values of $\mathbf{A}$.

A robust linear system like Eq. (28) often requires the transformation matrix is as “well-conditioned” as possible. Considering the equal conversion between a linear tensor system (30) and its 1D version in Eq. (29), the perturbation analysis for the problem (30) can be achieved by observing the Kronecker product linear system (29) [58]. Therefore, let all separable matrices are full rank, with the properties in Eq. (23) and Eq. (24), the condition number for the Kronecker product linear system (29) associated with Kronecker decomposition (22) is deduced as

$$\kappa(\mathbf{W}) = \kappa(\mathbf{A}^{(1)})\kappa(\mathbf{A}^{(2)})\cdots\kappa(\mathbf{A}^{(T)}).$$

The proof is given in Supplementary Material.

According to Eq. (24), Eq. (25) and Eq. (21), properties of the whole tensor system (30) are heavily dependent on the construction of each separable matrix $\{\mathbf{A}^{(t)}\}$. Hence, in order to improve the robustness of defined tensor system, it is necessary to approximately hold a moderate condition number for each
separable matrix \( \{A^{(t)}\} \). According to the definition of \( \ell_2 \)-norm condition number, one viable way is to develop some smooth measures to prevent singular values from being essentially small and extremely large.

Let \( \{\sigma_i\}_{i=1}^k, k = \min\{a, b\} \) denote the singular values of a separable matrix \( A^{(t)} \in \mathbb{R}^{a \times b} \) in decreasing order of magnitude, and \( \sigma_{\max}(A^{(t)}) \) denotes the largest one. It is known that \( \|A^{(t)}\|_F = \sum_{i=1}^k \sigma_i^2 \geq \sigma_{\max}(A^{(t)})^2 \). Thus, imposing a penalty as in Eq. (10) could result in a small \( \sigma_{\max}(A^{(t)}) \).

\[
\rho(A) = \frac{1}{2TK^2} \sum_{t=1}^T \|A^{(t)}\|_F^2, \tag{10}
\]

On the other hand, \( A^{(t)} \) is expected to be full rank, and the Gram matrix \( (A^{(t)})^\top A^{(t)} \) is positive definite, which implies \( \det(A^{(t)}) > 0 \). Recalling that \( \det(A^{(t)}) = \prod_i \sigma_i^2 \), thus the constraint term in Eq. (11) is provided to avoid the worst case of \( \prod_i \sigma_i^2 \) being exponentially small (e.g., the existence of zero or linear dependent columns/rows) and big (e.g., the existence of largely scaled columns/rows).

\[
\tau(A) = \frac{1}{2TK^2} \sum_{t=1}^T \left( \log \left[ \nu + \frac{1}{k} \det(A^{(t)} \cdot A^{(t)}) \right] \right)^2 \tag{11}
\]

with \( 0 < \nu \ll 1 \) being a small smoothing parameter. Additionally, the penalty \( \tau(A) \) also promotes the full rank of the elements in \( A \), i.e., \( \sigma_{\min}(A^{(t)}) > 0 \), as well as the full rank of \( A \) in matrix-vector-product, shown in Eq. (29). Such two constraints \( \rho(A) \) and \( \tau(A) \) work together to achieve a moderate condition number for the tensor system.

### 3.2.3 The Objective Function for RLST model

All above concepts allow us to develop learning paradigms for further promoting the lightweight and the Robustness by appealing to the classic concepts. To minimize the empirical risk \( \mathbb{E}_{(x,z) \sim D}[L(A, X, z)] \), we now construct a unified cost function for the classification model \( f \) to jointly learn robust and lightweight parameters with separable structures, as

\[
\min_{A} \left\{ \mathbb{E}_{(x,z) \sim D}[L(A, X, z)] + \mu_1 \rho(A) + \mu_2 \tau(A) + \mu_3 g(A) \right\} \tag{12}
\]

where three weighting factors \( \mu_1, \mu_2, \mu_3 \in \mathbb{R}^+ \) control the influence of regularizers on the final solution. In the paper, we refer to Eq. (12) as Robust and Lightweight model via Separable Transformations (RLST model).

### 3.3 Adversarial Training with both lightweight and Robustness

The aforementioned constraints could reduce the sensitivity of basic linear system (30) to the perturbations imposed on transformation matrices \( A \) and responses \( Y \). However, the multiple layers of linear transformation associated with nonlinear activations also suffer from hand-crafted adversarial attacks, which are implemented by adding crafted perturbations onto benign examples. In the following, we further improve the robustness of proposed RLST model by using adversarial training for tensors, which is known as an efficient learning framework against adversarially crafted attacks.

Given an input tensor signal \( X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) and corresponding label \( z \), classification model is denoted by \( z = f(A, X) \). The adversary’s goal is to find an adversarial example \( X^{adv} = X + \delta \) that fools the classifier \( f \), i.e., taking \( X + \delta \) as an input result in a much worse classification result of \( f \). Therein, \( \delta \) denotes a small additive perturbation. Formally, the tensor adversarial examples could be generated by the solving the following maximization problem:

\[
X^{adv} = \arg \max_{\|X^{adv} - X\|_p \leq \epsilon} L(A, X^{adv}, z), \tag{13}
\]

where \( \epsilon \in \mathbb{R}^+ \) is a small scaling parameter, \( L \) is the loss function used to train the adversarial model, e.g., cross-entropy for a neural network [35], and \( \| \cdot \|_p \) with \( p \geq 0 \) denotes the \( \ell_p \) norm of a tensor, which is used to measure the distance between \( X^{adv} \) and \( X \). The goal of tensor adversarial training against adversarial examples \( X^{adv} \) is to find model parameters \( A \) via optimizing the following min-max Empirical risk problem

\[
\min_{A} \mathbb{E}_{(x,z) \sim D} \arg \max_{\|X^{adv} - X\|_p \leq \epsilon} L(A, X^{adv}, z), \tag{14}
\]
The key requirement for developing a gradient algorithm to optimize the cost function Eq. (12) or Eq. (15), is the differentiability of \( LRST/ARLST \) function w.r.t. \( A \). By taking \( ARLST \) as an example, let \( J \) and \( A \) denote by the cost function in Eq. (15) and one of its separable parameter, the Euclidean gradient \( \nabla J(A) \) is computed as

\[
\nabla J(A) = \nabla_L(A) + \mu_1 \nabla_p(A) + \mu_2 \nabla_\tau(A) + \mu_3 \nabla g(A) \tag{16}
\]

Since the optimization on DNNs is nowadays well established, \( \nabla_L(A) \) is commonly available and its Euclidean gradient depends on the DNN architectures of use [22, 25]. In Eq. (16), it has

\[
\nabla_p(A) = 1 \frac{A}{k^2}, \nabla_\tau(A) = \frac{\eta}{\log(k)} A(\eta A^T A)^{-1}. \tag{17}
\]

Here, we enforce the sparsity of \( A \) by minimizing a \( \ell_p \) norm with \( 0 < p \leq 1 \). In practice, we use the following penalty term to constrain \( A \) instead of Eq. (8),

\[
g(A) = \frac{1}{2k_1} \sum_{i=1}^{k_1} (\frac{1}{p}a_{i,:}||p||^2)^2, \tag{18}\]

with \( a_{i,:} \): being the \( i^{th} \) row of \( A \). However, it is known that above \( \ell_p \) norm is non-smooth. In order to make the global cost function differentiable, we exchange Eq. (18) with a smooth approximation that is concretely given as

\[
g(A) = \frac{1}{2k_1} \sum_{i=1}^{k_1} \sum_{j=1}^{k_2} (\frac{1}{p}(a_{ij}^2 + \varpi)^{p/2})^2, \tag{19}\]

with \( 0 < \varpi < 1 \) being a smoothing parameter. Then, the Euclidean gradient \( \nabla g(A) \) is computed as

\[
\nabla g(A) = \frac{1}{k_1} \sum_{i=1}^{k_1} \sum_{j=1}^{k_2} (a_{ij}^2 + \varpi)^{p/2} \frac{p}{2} (a_{ij}^2 + \varpi)^{p/2} - 1 E_{ij} \tag{20}\]

By \( E_{ij} \), we denote a matrix whose \( j^{th} \) entry in the \( j^{th} \) column is equal to one, and all the rests are zero.

With the differentiability of the \( RLST/ARLST \) function, smooth solvers, such as stochastic gradient descent algorithms, can be used for optimization. A generic framework of our \( ARLST \) algorithm is summarized in Algorithm 1.

### 4 Experimental Evaluations

In this section, we investigate the performance of the proposed \( RLST/ARLST \) function from two aspects: the size of model parameters and the model robustness against different perturbations. For the convenience of referencing, we adopt the following way to name the algorithms for comparison: for example, the VGG-16 [48] under the framework of the \( ARLST \) algorithm is referred to as the VGG16-\( ARLST \).
Datasets. Our method is validated by experiments on image datasets, such as SVHN [37], Yale-B, MNIST, CIFAR-10 [31], CIFAR-100 [31] and ImageNet (ILSVRC2012) [44].

Implementation Settings. We report the model performance on robustness under the FGSM attack [16], the PGD attack [35], the AutoAttack (AA) [9] and the Square Attack (SA) [1]. The PGD attack is known as the strong first-order attack. The AA is an ensemble of complementary attacks which combine new versions of PGD with some other attacks. The SA is a black-box attack, which is an adversary attack without any internal knowledge of the targeted network. Unless otherwise specified, we set the PGD attack and the AA attack with the perturbation magnitude $\epsilon = 0.031$, the attack iteration numbers $n = 10$, and the attack step size $s = 0.0078$. We also set the number of queries in SA as 100, the perturbation magnitude of FGSM $\epsilon = 0.015$.

We evaluate the model performance by using the following metrics, as i) **Compression ratio (Cr):** the division of regular model size by lightweight model size; ii) **Natural Accuracy (NA):** the accuracy on classifying benign images; iii) **Robustness Accuracy (RA):** the accuracy on classifying images corrupted by adversarial attack; iv) **Var:** the variance of accuracy results from multiple experiments. In addition, **AT** denotes the Adversarial Training method defined in [66] and **NAT** denotes the results under natural training, i.e., evaluating a learning model without adversarial training with respect to specific known attack.

Three well-known and most related methods, ADMM [62], ATMC [18], and HYDRA [46], are used for the comparison.

All networks are trained with 100 epochs for all experiments in this paper, and they are conducted on NVIDIA RTX 2080Ti GPU (10 GB memory for each GPU). **Unless otherwise specified, the results of all tables are presented in percent.**

### Table 1: Comparison between a MLP and its variants.

|              | MLP       | MLP-HYDRA | MLP-ADMM | MLP-ATMC | MLP-RLST |
|--------------|-----------|-----------|----------|----------|----------|
| **MNIST**    |           |           |          |          |          |
| Parameters   | 322M      | 5.25M(61x) | 5.25M(61x) | 5.25M(61x) | 5.25M(61x) |
| Accuracy     | **97.99%**| 74.8%     | 92.9%    | 95.83%   | **97.99%**|
| **CIFAR-10** |           |           |          |          |          |
| Parameters   | 834.5M    | 14.5M(57x) | 14.5M(57x) | 14.5M(57x) | 14.5M(57x) |
| Accuracy     | 56.42%    | 47.54%    | 37.97%   | 52.42%   | **67.82%**|

### Table 2: Comparison between a VGG-16 and its variants under adversarial training with PGD attack.

|              | VGG16-HYDRA | VGG16-ADMM | VGG16-ATMC | VGG16-ARLST |
|--------------|-------------|------------|------------|-------------|
| **Cr**       | **NA/RA (Var)** | **NA/RA (Var)** | **NA/RA (Var)** | **NA/RA (Var)** |
| **SVHN**     |             |            |            |             |
| 1×(pretrain, NAT) | 96.1/3.5    | 96.1/3.5   | 96.1/3.5   | 96.1/3.5    |
| 1×(pretrain, AT) | 77.7/47.7(0.52/0.13) | 76.0/44.8(0.25/0.16) | 76.9/45.5(0.21/0.11) | **77.8/47.7(0.29/0.10)** |
| 10×           | 75.7/46.2(0.25/0.16) | 75.9/44.8(0.20/0.36) | 75.6/44.8(0.18/0.19) | **76.6/46.3(0.18/0.03)** |
| 20×           | 74.5/44.9(0.15/0.05) | 74.7/43.7(0.15/0.06) | 73.9/42.9(0.13/0.20) | **75.8/45.6(0.11/0.01)** |
| 100×          | 69.8/40.2(0.09/0.26) | 68.8/40.4(0.20/0.63) | 69.8/41.1(0.12/0.19) | **70.0/41.3(0.05/0.15)** |
| 200×          | 62.4/35.5(0.23/0.16) | 60.6/30.5(0.55/0.32) | 64.0/36.1(0.19/0.35) | **64.3/37.5(0.02/0.09)** |

### Table 3: Comparison on accuracy for sgns and its variants under adversarial training with PGD attack.

|              | sgns        | sgns-HYDRA | sgns-ADMM | sgns-ATMC | sgns-RLST |
|--------------|-------------|------------|-----------|----------|----------|
| **Cr**       | **NA/RA (Var)** | **NA/RA (Var)** | **NA/RA (Var)** | **NA/RA (Var)** |
| **SVHN**     |             |            |            |             |
| 1×(pretrain, NAT) | 96.2/1.2    | 96.2/1.2   | 96.2/1.2   | 96.2/1.2   |
| 1×(pretrain, AT) | 90.5/53.5(0.35/0.23) | 89.7/52.3(0.20/0.09) | 90.2/52.2(0.23/0.06) | **90.6/53.9(0.10/0.01)** |
| 10×           | 89.2/52.4(0.20/0.29) | 88.2/51.6(0.32/0.19) | 88.6/51.7(0.32/0.15) | **89.6/52.9(0.08/0.05)** |
| 20×           | 85.5/51.7(0.23/0.32) | 85.1/50.9(0.20/0.16) | 85.4/50.8(0.11/0.20) | **87.5/52.8(0.11/0.12)** |
| 100×          | 84.3/46.8(0.22/0.19) | 83.9/45.6(0.32/0.09) | 80.5/46.8(0.25/0.10) | **84.6/51.6(0.23/0.05)** |
| 200×          | 32.9/23.1(0.10/0.26) | 30.1/22.5(0.12/0.32) | 70.0/30.7(0.10/0.20) | **73.1/34.7(0.05/0.10)** |
4.1 MLPs

In order to initially evaluate the performance on improving the model lightweight by RLST, a simple MLP with three layers is tested on MNIST and CIFAR-10, in the framework of RLST, with $T = 2$, namely, MLP-RLST. For comparison, the MLP is also compressed by using ADMM, ATMC and HYDRA with the setting of NAT, namely, MLP-ADMM, MLP-ATMC and MLP-HYDRA.

As shown in Table. 1, MLP-RLST can reduce the model parameters of a MLP by more than 61× on MNIST, and more than 57× on CIFAR-10, while ensuring the same even better classification results in comparison of MLP. These results are much better than other methods, with the similar compression ratio. This indicates that MLP-RLST has more power on feature expressiveness when encountering a very high compression ratio. It is worth noting that on the CIFAR-10 dataset, MLP-RLST even outperforms the accuracy of MLP, which may be due to the fact that the former has less risk of overfitting.

4.2 ARLST with Adversarial Training

In order to evaluate both the robustness and the lightweight of proposed ARLST model, the NA, the RA, as well as the amount of model parameters, are considered for comparison with SOTA methods, ATMC, ADMM and HYDRA. We follow their basic settings without much post processing. By taking VGG-16 performed on CIFAR-10 dataset as an example, we follow its basic architecture and construct VGG-16-ARLST network.

As shown in Table. 2, by using the same pre-trained setting, VGG-16-ARLST outperforms ATMC, ADMM and HYDRA in two datasets under different levels of compression ratio. It is worth noting that the VGG-16-ARLST achieves overwhelming advantage when the compression ratio is very high, e.g., 200 times. Additionally, the VGG-16-ARLST has a smaller variance of the accuracies for five runs in the experiments. These results suggest that the VGG-16-ARLST has higher stability than above SOTA methods.

By taking the experimental results on SVHN as an
Table 3: Comparison between a Vision Transformer and its variants under adversarial training with FGSM attack.

| Attacks | HYDRA | ADMM | ATMC | ARLST |
|---------|-------|------|------|-------|
| Cr      | NA/RA (Var) | NA/RA (Var) | NA/RA (Var) | NA/RA (Var) |
| 1×(pretrain,NAT) | 94.71/6.41 (0.32/0.20) | 99.47/6.41 (0.32/0.20) | 99.47/6.41 (0.32/0.20) | 99.47/6.41 (0.32/0.20) |
| 1×(pretrain,AT) | 97.32/89.86 (0.25/0.22) | 96.98/89.21 (0.40/0.19) | 97.58/90.12 (0.15/0.09) | 97.98/90.94 (0.20/0.10) |
| 3×(AT) | 92.60/81.12 (0.31/0.23) | 91.98/81.08 (0.23/0.31) | 94.30/83.34 (0.25/0.16) | 94.65/83.96 (0.21/0.15) |

In previous experiments, we tested ARLST and other baselines against the PGD attack at certain fixed perturbation levels. Besides, we also tested all models against the FGS attack, the Square Attack (SA) and the AutoAttack (AA) on CIFAR-100 dataset when the compression rate is 100×. Table 4 shows the advantages achieved by ARLST. Table 5 gives a simple comparison to show the better performance of ARLST on ImageNet.

Table 5: Comparison between a VGG-16 and its variants on ImageNet-1K under adversarial training with FGSM attack.

| Attacks | HYDRA | ADMM | ATMC | ARLST |
|---------|-------|------|------|-------|
| Cr      | NA/RA | NA/RA | NA/RA | NA/RA |
| 5×      | 43.2/28.7 | 41.2/27.9 | 45.1/29.5 | 45.4/30.0 |
| 10×     | 41.6/27.0 | 40.1/26.0 | 42.9/27.8 | 43.9/28.7 |

4.3 Vision Transformer

To our best knowledge, there have been few existing studies on examining the robustness and Lightweight properties of both lightweight and robustness. We approximate the weight matrix of each linear layer by the tensor product of several separable structured small-sized matrices. Furthermore, we propose a
joint constraint of sparsity and differentiable condition number which is imposed on these separable matrices, with the goal of promoting both the lightweight and the robustness of the whole system. We conduct min-max adversarial training based on several models combined with the proposed method, namely ARLST, to defend against adversarial attacks. The experimental results of MLP, VGG-16 and ViT show that ARLST outperforms the SOTA method based on the original fully-connected layers, achieving higher robustness to various adversarial perturbations while having fewer network parameters and less risk of overfitting. Moreover, the proposed ARLST model is flexible and can be extended to other cases of deep learning models, such as the attention module and the graph neural networks.
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A Notations and Definitions

In the submitted manuscript, the material, vectors, matrices, tensors are denoted by bold lower case letters $v$, bold upper case ones $V$, and mathcal letter $\mathcal{V}$, respectively. $v \in \mathbb{R}^{ab}$ denotes a vector $v$ with the dimension $ab$. $V \in \mathbb{R}^{a \times b}$ denotes a matrix $V$ with the resolution $a \times b$. $V_i$, $V_{ij}$, $V_{i_1i_2\ldots i_T}$ denotes the $i^{th}$ column of matrix $V$, the entry in the $i^{th}$ row and the $j^{th}$ column of $V$, the entry in a tensor $V$ with indices $i_j$ indicating the position in the respective mode.

B Proof of Eq. (9) in the Submitted Manuscript

In the submitted manuscript, the Eq. (9) is shown as the following Eq. (21)

$$\kappa(W) = \kappa(A^{(1)})\kappa(A^{(2)})\cdots\kappa(A^{(T)}). \quad (21)$$

Before the proof, we refer to a large, structured transformation matrices $W$ that can be represented as a concatenation of smaller matrices $A := \{A^{(1)}, A^{(2)}, \ldots, A^{(T)}\}$ as a separable transformation,

$$W = A^{(1)} \otimes A^{(2)} \otimes \cdots \otimes A^{(T-1)} \otimes A^{(T)}, \quad (22)$$

with the properties [17] of

$$A^{(1)} \otimes A^{(2)} \otimes A^{(3)} = (A^{(1)} \otimes A^{(2)}) \otimes A^{(3)} = A^{(1)} \otimes (A^{(2)} \otimes A^{(3)}), \quad (23)$$

$$\|A^{(1)} \otimes A^{(2)} \otimes A^{(3)}\| = \|A^{(1)}\|\|A^{(2)}\|\|A^{(3)}\|, \quad (24)$$

and

$$\text{rank}(W) = \text{rank}(A^{(1)})\text{rank}(A^{(2)})\cdots\text{rank}(A^{(T)}). \quad (25)$$

**Theorem 1** (Theorem 4.2.15 in [26]). Let $A \in \mathbb{R}^{a \times b}$, $B \in \mathbb{R}^{c \times d}$ have rank $\text{rank}(A)$, $\text{rank}(B)$, and let $V_A, W_A, \Sigma_A, V_B, W_B, \Sigma_B$, be the matrices corresponding to their singular value decompositions.

Then we can easily derive the singular value decomposition of their Kronecker product:

$$A \otimes B = (V_A \Sigma_A W_A^T) \otimes (V_B \Sigma_B W_B^T) = (V_A \otimes V_B)(\Sigma_A \otimes \Sigma_B)(W_A \otimes W_B)^T. \quad (26)$$

In Eq. (26), the singular values of $V_A, W_A, V_B, W_B$ are equal to 1. $\Sigma_A$ and $\Sigma_B$ are diagonal and contain the singular values of $A$ and $B$. The condition number of $A \otimes B$ could be rewritten as

$$k(A \otimes B) = k((V_A \otimes V_B)(\Sigma_A \otimes \Sigma_B)(W_A \otimes W_B))$$

$$= k(V_A \otimes V_B)k(\Sigma_A \otimes \Sigma_B)k(W_A \otimes W_B)$$

$$= k(\Sigma_A \otimes \Sigma_B)$$

$$= \frac{\sigma_{\max}(\Sigma_A)\sigma_{\max}(\Sigma_B)}{\sigma_{\min}(\Sigma_A)\sigma_{\min}(\Sigma_B)}$$

$$= k(A)k(B)$$

Recalling the property in Eq. (23), it is easy to conclude the Eq. (21) if Eq. (22) holds.

C A 2D Example

In the following, the problem (28) could be easily rewritten into the large-scale form of Eq. (29). For example, by regarding $x \in \mathbb{R}^m$, $y \in \mathbb{R}^d$, $W \in \mathbb{R}^{d \times m}$ in Eq. (28), its two-dimensional system with separable structured transformations can be rewritten as

$$Y = AXB^T, \quad (27)$$

$$y = Wx, \quad h = \sigma(y) \quad (28)$$

$$\text{vec}(Y) = \left(A^{(1)} \otimes A^{(2)} \otimes \cdots \otimes A^{(T-1)} \otimes A^{(T)}\right)\text{vec}(X), \quad (29)$$

$$Y = \mathcal{X} \times_1 A^{(1)} \times_2 A^{(2)} \times_3 \cdots \times_T A^{(T)}. \quad (30)$$

where $A \in \mathbb{R}^{K_1 \times I_1}$, and $B \in \mathbb{R}^{K_2 \times I_2}$ have smaller $I_1$ and $I_2$. $X \in \mathbb{R}^{I_1 \times I_2}$ and $Y \in \mathbb{R}^{K_1 \times K_2}$ are reshaped two-dimensional matrices from $x$ and $y$. If we read $W = A \otimes B$ with $K_1K_2 = d$ and $I_1I_2 = m$, the dimension of the problem is reduced from $K_1K_2I_1I_2$ in Eq. (28) to $K_1I_1 + K_2I_2$ in Eq. (27). The ratio of
the parameters of two models is computed by \( \eta_1 = \frac{1}{K_1 I_1} + \frac{1}{I_2 K_2} \). The latter is much smaller than the former following the increase of \( K_1 I_1 \) and \( K_2 I_2 \).

Considering the matrix multiplication in Eq. (27), the computational complexity is also significantly reduced from \( O(Wx) = O(K_1 \times I_1 \times I_2 \times K_2) \) to \( O(AXB^\top) = O(K_1 \times I_1 \times I_2 + K_1 \times I_2 \times K_2) \), and the ratio of them is computed as \( \eta_2 = \frac{1}{K_2} + \frac{1}{I_1} \). The reduction of computational complexity depends on the sizes of \( \mathbf{X} \) and \( \mathbf{Y} \), i.e., \( I_1 \) of \( \mathbf{X} \) and \( K_2 \) of \( \mathbf{Y} \) with \( d, m \) being fixed.

Eq. (30) shows that the number of parameters \( \mathcal{A} \) and its computational complexity depend on the size of input tensor \( \mathcal{X} \) and the size of output tensor \( \mathcal{Y} \). The constructions of \( \mathcal{X} \) and \( \mathcal{Y} \) determine the structure of \( \mathcal{A} \) and the computational load.

## D ARLST with Adversarial Training

In the submitted manuscript, VGG-16-ARLST outperforms ATMC, ADMM and HYDRA in CIFAR-10 and SVHN dataset under different levels of compression ratio. As shown in Table 6, by using the same pre-trained setting, VGG-16-ARLST outperforms ATMC, ADMM and HYDRA in CIFAR-10 datasets under adversarial training with FGSM attack. It is worth noting that the VGG-16-ARLST achieves overwhelming advantage when the compression ratio is very high, e.g., 100 times. Additionally, the VGG-16-ARLST has a smaller variance of the accuracies for five runs in the experiments. These results suggest that the VGG-16-ARLST has higher stability than above SOTA methods.

## E The Application in CNNs

In this section, we construct the RLST function and the ARLST function for learning robust and lightweight models for classic CNNs. The following two parts in a common CNN can be modified by the proposed operator defined in Eq. (2) of the Submitted Manuscript.

### The FC layers

In most CNNs, the input before flatten is often a 3D (height, width, number of filters) tensor, and the Flatten operator reshapes the 3D tensor to have a shape that is equal to the number of elements contained in the tensor. Differently, the proposed tensor operator can directly operate the 3D input tensor and remove the Flatten layer. Hence, all classical FC layers become the tensor multiplication as shown in Eq. (2) of the Submitted Manuscript. It is worth noticing that the proposed operation is adapted to the structures of input tensor without flattening, which is different to the work in [57]. The latter used Kronecker product decomposition to approximate huge FC weight matrices after flatten layer. The similar methods based on Kronecker tensor decomposition are also shown in [8, 3, 6, 38]. The computation for tensor decomposition is expensive when processing high-dimensional signals.

By taking ZF–5 as an example performed on Extended Yale–B dataset, we follow its basic architecture and construct ARLST-ZF–5 network. The input before flatten is a 3D tensor with the size of 7 \( \times \) 7 \( \times \) 64. We then remove the flatten layer of ZF–5 and reshape the 3D tensor as 49 \( \times \) 64. Thus, each following FC layer could be constructed by two separable transformations, i.e., \( T = 2 \) in Eq. (2) of the Submitted Manuscript, and details are shown in Eq. (6) of the Submitted Manuscript. For example, in the first FC layer, \( ARLST-ZF–5 \) uses matrix \( A^{(2)} \in \mathbb{R}^{64 \times 49} \) and \( A^{(2)} \in \mathbb{R}^{64 \times 49} \), to replace a \( \mathbb{R}^{3136 \times 1024} \) transformation in original ZF–5 network. Hence, in the second FC layer, \( ARLST-ZF–5 \) uses two \( \mathbb{R}^{64 \times 64} \) matrices to replace a \( \mathbb{R}^{1024 \times 1024} \) transformation in original ZF–5 network. Finally, \( ARLST-ZF–5 \) uses matrix \( A^{(2)} \in \mathbb{R}^{1 \times 64} \) and \( A^{(2)} \in \mathbb{R}^{38 \times 64} \) to project the tensor to a 38–dimensional vector, by replacing a \( \mathbb{R}^{1024 \times 38} \) transformation in original ZF–5 network. The three FC layers of ZF–5 have 14, 534, 294 parameters, but \( ARLST-ZF–5 \) only has 259, 606 parameters, and 98.21% parameters have been reduced.

### The Asymmetric Convolutional Layers

Since the fully-connected layer can be treated as a kind of 1 \( \times \) 1 convolution, we expand the work to the con-
the number of output channels. Traditionally, let $X$ can be written as asymmetric convolutional layer, as shown in Fig. 5.

| CIFAR-10 | VGG16-HYDRA | VGG16-ADMM | VGG16-ATMC | VGG16-ARLS |
|----------|-------------|------------|------------|------------|
| Cr       | NA/RA (Var) | NA/RA (Var) | NA/RA (Var) | NA/RA (Var) |
| $1 \times$ (pretrain, NAT) | 96.2/22.4 | 96.2/22.4 | 96.2/22.4 | 96.2/22.4 |
| $1 \times$ (pretrain, AT) | 84.1/69.4 (0.23/0.15) | 82.3/64.5 (0.40/0.25) | 83.2/64.1 (0.22/0.09) | 85.2/70.4 (0.28/0.12) |
| $10 \times$ | 81.3/67.1 (0.18/0.50) | 81.1/61.6 (0.22/0.32) | 80.5/60.8 (0.29/0.20) | 83.8/69.8 (0.23/0.20) |
| $20 \times$ | 81.2/66.5 (0.25/0.33) | 78.5/59.9 (0.20/0.35) | 78.9/59.7 (0.19/0.25) | 82.6/68.4 (0.10/0.12) |
| $100 \times$ | 69.9/53.5 (0.25/0.35) | 65.3/48.9 (0.23/0.34) | 66.1/50.0 (0.32/0.15) | 74.5/58.3 (0.12/0.09) |
| $200 \times$ | 45.1/37.4 (0.19/0.20) | 20.5/10.3 (0.35/0.46) | 61.9/43.2 (0.29/0.25) | 63.9/49.1 (0.20/0.12) |

Table 6: Comparison between a VGG-16 and its variants under adversarial training with FGSM attack.

![Network structure of convolution layers.](image)

Table 7: Network structure of convolution layers.

| ID       | Filter size | Num | Strides | Act |
|----------|-------------|-----|---------|-----|
| Conv1-1  | [3,1][1,3]  | 16  | (1,1)   |     |
| Conv1-2  | [1,1]       | 16  | (1,1)   | ReLu |
| Conv2-1  | [3,1][1,3]  | 16  | (1,1)   |     |
| Conv2-2  | [1,1]       | 16  | (1,1)   | ReLu |
| Pool3    | [2,2]       |     | (2,2)   |     |
| Conv4-1  | [3,1][1,3]  | 32  | (1,1)   |     |
| Conv4-2  | [1,1]       | 32  | (1,1)   | ReLu |
| Conv5-1  | [3,1][1,3]  | 32  | (1,1)   |     |
| Conv5-2  | [1,1]       | 32  | (1,1)   | ReLu |
| Pool6    | [2,2]       |     | (2,2)   |     |
| Conv7-1  | [3,1][1,3]  | 64  | (1,1)   |     |
| Conv7-2  | [1,1]       | 64  | (1,1)   | ReLu |
| Conv8-1  | [3,1][1,3]  | 64  | (1,1)   |     |
| Conv8-2  | [1,1]       | 64  | (1,1)   | ReLu |
| Conv9-1  | [3,1][1,3]  | 64  | (1,1)   |     |
| Conv9-2  | [1,1]       | 64  | (1,1)   | ReLu |
| Pool10   | [2,2]       |     | (2,2)   |     |

Differently, the proposed method has the smaller parameter sizes and lower computational cost. For one layer of the proposed convolution and the depthwise convolutional layers. Given an input of a convolutional layer with $c$ channels $X \in \mathbb{R}^{p \times q \times c}$, all patches set can be written as $X = [X_1, X_2, \ldots, X_n]$ with the $i$th patch $X_i \in \mathbb{R}^{k_1 \times k_2 \times c}$. Considering a $c$-dimensional traditional convolutional layer with a filter size of $k_1 \times k_2 \times c$ to convolute the image patch $X_i$, where $k_1, k_2$ are the spatial size of the filter. Let $n$ denote the number of output channels. Traditionally, let $A \in \mathbb{R}^{k_1 \times k_2 \times c}$ be a square kernel, and $A \ast X_i$ is a convolution operation. In the work, we construct the asymmetric convolutional layer, as shown in Fig. 5. It replaces the square-kernel convolution operation by separable transformations in three directions, i.e., $A^{(1)} \in \mathbb{R}^{k_1 \times 1 \times 1}$ with $c$ channels, $A^{(2)} \in \mathbb{R}^{1 \times k_2 \times 1}$ with $c$ channels, and $A^{(3)} \in \mathbb{R}^{1 \times 1 \times c}$ with $n$ channels, as depicted in Fig. 5. The Kronecker product of $A^{(1)}, A^{(2)}, A^{(3)}$ forms a tensor $A \in \mathbb{R}^{k_1 \times k_2 \times c}$.

This is different from the depthwise separable convolution, which divides the standard filter with the size of $k_1 \times k_2 \times c \times n$ into two separable filters with the sizes of $1 \times k_1 \times k_2 \times c$ and $1 \times 1 \times c \times n$, respectively. Differently, the proposed method has the smaller parameter sizes and lower computational cost.
separable convolution, the ratio of parameters, and the ratio of computational complexity are given by

\[
\eta_1 = \frac{k_1c + k_2c + cn}{k_1k_2c + cn} = \frac{k_1 + k_2 + n}{k_1k_2 + n}, \tag{31}
\]

\[
\eta_2 = \frac{k_1cpq + k_2cpq + cnpq}{k_1k_2pqc + cnpq} = \frac{k_1 + k_2 + n}{k_1k_2 + n}. \tag{32}
\]

The numerator is smaller than the denominator following the increase of \(k_1\) and \(k_2\). Additionally, compared with the methods based on asymmetric convolutions, e.g. ACNet [12] and Inception V2 [49], the proposed method cancels the square-kernel convolution.