Reconstruction of Videos Taken by a Non-Regular Sampling Sensor
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Abstract—Recently, it has been shown that a high resolution image can be obtained without the usage of a high resolution sensor. The main idea has been that a low resolution sensor is covered with a non-regular sampling mask followed by a reconstruction of the incomplete high resolution image captured this way. In this paper, a multi-frame reconstruction approach is proposed where a video is taken by a non-regular sampling sensor and fully reconstructed afterwards. By utilizing the temporal correlation between neighboring frames, the reconstruction quality can be further enhanced. Compared to a state-of-the-art single-frame reconstruction approach, this leads to a visually noticeable gain in PSNR of up to 1.19 dB on average.

Index Terms—Video Processing, Non-Regular Sampling, Temporal Inpainting, Signal Extrapolation, Resolution Enhancement

I. INTRODUCTION

In the majority of all multimedia applications, high resolution (HR) images or videos are required. The best way to achieve this is by using a camera sensor that gives the preferred quality right away. In some cases, such as high costs for multiple HR sensors in multi-view scenarios or high energy consumption of such sensors in mobile devices, it is required to use low resolution (LR) sensors. An HR output, however, is still desirable. One possibility to achieve this may be single-image super-resolution where a reasonable HR image can be obtained from a single LR image [1], [2]. Another possibility to get an HR image has been shown in [3] where an LR sensor is covered with a non-regular sampling mask. The incomplete HR image that is captured this way has to be reconstructed afterwards. The principle of this approach is shown in Figure 1. On the left, an LR sensor that gives the LR image $f[u, v]$ is displayed. The area of the sensor that is sensitive to light is denoted in light-gray and $(u, v)$ depict the spatial coordinates on the LR grid. In the middle, an LR sensor that is covered with a non-regular sampling mask can be seen. Each large pixel of this LR sensor is divided into four quadrants, where three of them are randomly covered. As a consequence, only $1/4$ of the large pixel is sensitive to light anymore. This leads to the HR image $f[m, n]$ which is only partially available due to the masking. $(m, n)$ depict the spatial coordinates on this HR grid. Since the per-pixel area sensitive to light of such a covered LR sensor is equal to that of an HR sensor, the noise behavior is similar. As mentioned in [3], Frequency Selective Extrapolation (FSE) is used for the reconstruction of these missing pixels. This leads to the full HR image $\hat{f}[m, n]$ on the right where reconstructed pixels are denoted in dark-gray.

In this paper, a multi-frame reconstruction approach is proposed where a video is captured by a non-regular sampling sensor. The temporal correlation between neighboring frames is then exploited to enhance the overall reconstruction quality. This is achieved by projecting pixel information from neighboring frames into the area of missing pixels of the current frame to be extrapolated. This way, new sampling points are defined which are useful for reconstruction, since the performance of FSE highly depends on the number of available sampling points. For the projection of pixels from one frame into another frame, motion vectors are required. They are computed by using a modified block-based motion estimation algorithm [4].

The paper is organized as follows: The next section introduces a state-of-the-art method to reconstruct incomplete images and Section III presents the proposed multi-frame reconstruction approach for non-regular sampled video data. Simulation results are given in Section IV and Section V concludes this contribution.

II. STATE-OF-THE-ART SINGLE-FRAME RECONSTRUCTION

In Figure 2 a scene is captured by a non-regular sampling sensor giving a sampled video which consists of frames $f_t[m, n]$. The fully reconstructed frames $\hat{f}_t[m, n]$ are then obtained by applying Frequency Selective Extrapolation (FSE) independently on all frames $f_t[m, n]$. Up to this step, this corresponds to the reconstruction of single frames [3] and is from now on referred to as FSE-SF. FSE iteratively generates the sparse signal model

$$g[m, n] = \sum_{(k,l) \in \mathcal{K}} \hat{c}_{(k,l)} \varphi_{(k,l)}[m, n]$$

as a superposition of Fourier basis functions $\varphi_{(k,l)}[m, n]$ weighted by the expansion coefficients $\hat{c}_{(k,l)}$. This is done in a block-wise
manner for each frame of the video. The set $K$ contains the indices of all basis functions that have been selected for model generation. In every iteration, one basis function gets selected and before being added to the model, its corresponding weight is estimated. The model $g[m,n]$ is then used to replace missing pixels in the corresponding HR frame $f[m,n]$. In this paper, FSE additionally uses an optimized processing order [5]. Alternatively, it is also possible to employ other algorithms like Natural Neighbor Interpolation [6] or Steering Kernel Regression [7] for reconstruction. Since it has been shown in [3] that FSE outperforms other methods, only FSE is regarded in this paper.

Recently, it has been shown in [5] and [9] that the reconstruction quality for images captured by non-regular sampling sensors in multi-view scenarios can be further enhanced by utilizing the spatial correlation between neighboring views. In this scenario where a video is captured by a single non-regular sampling sensor it is also of interest to utilize dependencies between neighboring frames. Therefore, temporal correlation may be exploited as it is done for instance in super-resolution [10] or video coding [11].

III. PROPOSED MULTI-FRAME RECONSTRUCTION

Since the performance of FSE highly depends on the number of available sampling points, it is of interest to use pixel information from neighboring frames as additional support for the reconstruction process. This approach is called multi-frame FSE (FSE-MF$_N$), where $N$ is the number of utilized support frames for the extrapolation of one frame. To exploit temporal correlation between neighboring frames, motion estimation (ME) is required. ME should not be applied directly on the sampled frames $f_t[m,n]$, since the large area of missing pixels leads to impractical results. Therefore, an initial reconstruction of these frames is necessary and it is advisable to use an effective algorithm such as FSE to get good results from ME.

As shown in Figure 3, ME is applied between each frame $f_t[m,n]$ of the previously reconstructed HR video and a certain number of neighboring support frames and vice versa. The order of applying these different MEs can also be seen in this figure. It starts with an ME between $f_t[m,n]$ and the adjacent frame $f_{t-1}[m,n]$. The second ME is performed between $f_t[m,n]$ and $f_{t+1}[m,n]$, followed by $f_{t-2}[m,n]$, $f_{t+2}[m,n]$, and so on.

In this paper, a block-based ME algorithm is employed which is exemplarily described for the first ME. Instead of performing a straightforward block-matching as in [4], a modified matching is developed. Since it is desired to only use reliable pixels and not already extrapolated pixels, only original samples are considered for matching. Due to the knowledge of the sampling mask, the position of these pixels is available. A small square window $W$ is then taken around these pixels in $f_t[m,n]$. $W$ includes one original sample in the center surrounded by reconstructed and few other original samples. For each of these reference blocks, the best matching block in $f_t[m,n]$ is searched within a certain search range. To determine the best match between two blocks, sum of absolute differences (SAD) is employed. The relative position between these two blocks is represented by a motion vector (MV) computed with integer precision. This MV can be used to project pixels from one frame into a neighboring frame.

After MV computation, a consistency check as shown in Figure 4 is performed. There, an original sample of $f_{t-1}[m,n]$ is projected into a neighboring frame $f_t[m,n]$. When it points onto the position

![Figure 2. State-of-the-art single-frame approach (FSE-SF) for videos.](image)

![Figure 3. Motion estimation (ME) between the current frame $f_t[m,n]$ to be extrapolated and a certain number of neighboring frames.](image)

![Figure 4. Consistency check for refining the motion vectors.](image)

![Figure 5. Proposed multi-frame approach (FSE-MF$_N$) exemplarily shown for one specific frame and two support frames.](image)
of another original sample, the corresponding MV is removed, since there is already pixel information available. If it points onto a position between original samples, which is desirable, the median of all MVs of another original sample, the corresponding MV is removed, since it is then chosen and projected back into \( f_{t+1} \). This kind of processing is necessary, since on these positions no MVs are available. When the back-projection does not fall onto the same pixel where the projection started, the corresponding MV is also removed, since this pixel is probably projected onto a wrong position.

After all MVs are refined by the consistency check, these vectors can be used for motion compensation (MC). This means that reliable pixel information from neighboring support frames can be projected into the current block to be extrapolated. In Figure 3 this process is exemplarily shown for FSE-MF. After ME is applied between \( f_t \) and two adjacent frames \( f_{t-1} \) and \( f_{t+1} \), the corresponding MVs are refined. By means of these MVs, the sampled frames \( f_{t-1} \) and \( f_{t+1} \) from the neighborhood are projected onto \( f_t \). Missing pixels in \( f_t \) are then replaced with pixels of the projected frames in the order specified in Figure 3. The result is a sampled frame which includes an extended set of sampling points. Now, FSE has less pixels to extrapolate and more pixel information that can be used during model generation. The final reconstruction by FSE leads to \( \tilde{f}_t \). To obtain the full HR video, these steps have to be repeated for each frame \( f_t \).

### IV. Simulation Results

The proposed multi-frame reconstruction approach is evaluated for three 720p test sequences as shown in Figure 6 each with a different type of motion. Selecting the first 100 frames of each sequence leads to a comprehensive test set of 300 frames. For simulation and evaluation only the luminance is used and for generating the example images, FSE is applied on the three RGB color channels independently. In the Panslow sequence, there is almost no motion at first and around frame 40, a translational motion in horizontal direction starts. The Jets sequence consists of a global zoom and minor motion within the scene. The Spincalendar sequence contains only rotational motion. The same sampling mask is used for every frame of each sequence and all 100 frames are then reconstructed using both the proposed multi-frame reconstruction approach (FSE-MF) and the state-of-the-art single-frame approach (FSE-SF). All relevant parameters for FSE that are used during simulation are listed in Table 1. For an extensive discussion of these parameters please refer to [3]. All PSNR results are then computed excluding a margin of 4 pixels to avoid the influence of artifacts due to the black border of some frames.

In Figure 7 the average gain in PSNR for FSE-MF over FSE-SF is plotted over the number of utilized support frames (FSE-MF\(_{1\ldots8}\)). It can be seen that even for FSE-MF\(_1\), an average gain of up to 0.33 dB is achievable. It is also noticeable that the more support frames are employed, the higher the overall gain gets. For FSE-MFs, a maximum average gain of 1.19 dB can be achieved for Spincalendar. Motion estimation in Jets is more difficult especially for a larger number of support frames and therefore, the average gains for this sequence are not as high as for the other two sequences.

Figure 8 shows the gain in PSNR for FSE-MF\(_2\) compared to FSE-SF over all frames of each test sequence.
Since in this example FSE-MF$_2$ uses two adjacent support frames, frame 1 and frame 100 can only exploit one support frame which corresponds to FSE-MF$_1$. This applies analogously to FSE-MF$_{3-8}$. A maximum gain of 1.76 dB can be reached for frame 79 of the Panslow sequence using FSE-MF$_8$. Occasionally, the gain may be negative near the first or the last frame and when there is almost no motion. In the worst case, values of up to −0.1 dB are reached. Since this occurs very rarely and is visually not noticeable, this effect needs no special treatment.

Figure 9 shows three image detail examples for the comparison of FSE-SF and the proposed FSE-MF where for the latter the number of support frames is chosen to be 8. For visual comparison, the original frames can be seen in the upper row. The middle row shows how FSE-SF is able to reconstruct the corresponding non-regular sampled frames. The last row shows the visual results for FSE-MFs. It can clearly be seen that more pixel information is available in the corresponding sampled frames which leads to an enhanced reconstruction quality. Using only FSE-SF, it is noticeable that for all frames fine details cannot be reconstructed and ringing artifacts or blurring occurs. With the proposed FSE-MF, all frames appear sharper, fine details are reconstructed and especially small text is better readable.

V. Conclusion

In this paper, a multi-frame reconstruction approach has been proposed that is able to reconstruct a video captured by a non-regular sampling sensor. An enhanced reconstruction quality could be achieved by using a modified block-based motion estimation algorithm and by utilizing pixel information from neighboring frames. Compared to a state-of-the-art single-frame reconstruction approach, this led to a visually noticeable gain in PSNR of up to 1.76 dB for a specific frame and an average gain of up to 1.19 dB.

For future research, the influence of different image reconstruction algorithms during the initial reconstruction step and other motion estimation algorithms such as various block-based motion estimations or optical flow methods will be investigated. To enhance the reconstruction quality when there is no motion, varying the non-regular sampling mask over time is another topic for future research.
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