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Abstract. Support Vector Machine or commonly called SVM is one method that can be used to process the classification of a data. SVM classifies data from 2 different classes with hyperplane. In this study, the system was built using SVM to develop Arabic Speech Recognition. In the development of the system, there are 2 kinds of speakers that have been tested that is dependent speakers and independent speakers. The results from this system is an accuracy of 85.32% for speaker dependent and 61.16% for independent speakers.

1. Introduction
Arabic is one of the oldest languages in the world, there is little Speech Recognition in Arabic than any other language. In its development, Arabic Speech Recognition has many problems that make it difficult to develop. The most influencing factor in developing the Speech Recognition Arabic language is the large variety of dialect and morphological complexity [2]. Dialect variations can cause meaning differences in spoken word. In addition, in arabic there are some rules on how to read the word (tajwid) so it can affect the meaning of a word.

Speech Recognition or abbreviated SR is a technology that enables computers to recognize words spoken by humans on a mic or phone. In its use, SR has been used in a variety of problems, such as the use of computer command with voice or learning a foreign language. In addition, SR also helps interact with foreign people.

There are many methods that have been used in building an SR. However, the method often used to build an SR is the Hidden Markov Model or commonly called HMM. HMM is a model that assumes parameters of unknown parameters and hidden parameters. Therefore, the Speech Recognition Arabic that has evolved today is using the HMM approach [6].

Support Vector Machine or commonly called SVM is one method that can be used to process the classification of a data [4]. The author intends to use the approach in the development of Arabic Speech Recognition. With this system, it is expected to increase the choice in using Arabic Speech Recognition as a classifier of hijaiyah marked letters.

In this paper, the result of implementation Support Vector Machine for Arabic Speech Recognition is given. The proses of Mel Frequency Cepstrum Coefficient will be elaborated in section 2. In the next
section. Support Vector Machine proses will be explained. In the section 4, the result has been given to in detail. In the last section, there are the conclusion for all paper.

2. Mel Frequency Cepstrum Coefficient
Mel Frequency Cepstrum Coefficient or MFCC is the most commonly used approach for speech recognition. MFCC is the only acoustic approach that takes the human perception (physiology and behavioral aspects of the sound production organs) as a consideration for building speech recognition which means this approach can not process frequencies above 1KHz. This approach has two types of filters that are linearly at low frequencies below 1000Hz and logarithmic distances above 1000Hz.

There are several steps in the MFCC algorithm to generate a feature vector. These steps are pre-emphasis, frame blocking, windowing, Fast Fourier Transform, Mel Filter Bank Processing, discrete cosine transformation and Delta Energy and Delta Spectrum. The result of MFCC is a feature vector that will be used as a database to determine the classification of voice data.

![Figure 1. The Step of MFCC](image-url)

3. Support vector machine
Support vector machine or can be called SVM is one method of supervised learning that can be used for data classification [4]. SVM divides the data into two classes by maximizing margins between hyperplane with the two closest data in both classes [4]. The most optimal hyperplane is called a support vector. To obtain the best hyperplane calculations are needed to determine the distance between data with existing hyperplane. In the first learning process, we will find the minimum distance from each training data on hyperplane using formula 1 and 2.

\[
y_i(w^T, x_i + b) \geq 1 \quad ; i = 1,2 \ldots n
\]

\[x_i = \text{data input}
\]

\[y_i = \text{target}
\]

\[b = \text{position of the plane towards the coordinate center}
\]

\[w = \text{normal plane}
\]

Equation 2 can be solved using the optimal point of the lagrange function.

\[
L_p = L(w,b,a) = \frac{1}{2} ||w||^2 - \sum_{i=1}^{n} \alpha_i(y_i(w^Tx_i+b)-1)
\]

\[\alpha_i \text{is a lagrange multiplier. To find the optimal point, then w and b must be minimized so that L = 0. Under these conditions, then } \alpha \text{ can be known.}
\]

To make a decision from data testing, it takes a decision function created from the kernel function. There are many kernel functions that can be used for decision making, here are examples of frequently used functions:
Linear kernel: \( K(x_i, x_j) = x_i^T x_j \) \hspace{1cm} (3)

Polynomial kernel: \( K(x_i, x_j) = (\gamma x_i^T x_j + r)^d \) \hspace{1cm} (4)

\( d = \) degree  \\
\( x_i \text{ dan } x_j = \) vector data  \\
\( \gamma \text{ dan } r = \) parameter

Quadratic kernels also include polynomial kernels, but with a second order [16].

3.1. Multi-class SVM

Initially SVM can only be used to classify 2 classes only. However, in its development the researchers have developed a method that makes SVM can be used for the classification of more than 2 data classes. There is a way to implement multi-class SVM by combining some binary SVM or combining all data into an optimization system.

The "one against all" method is one of the methods that can be used for multi-class SVM problems. This method builds n the binary SVM model (n is the number of classes). Each model is in-training with all the data to look for solution. See table 2.1 and figure 3.2

| \( \gamma \) | \( y_i = 1 \) | \( y_i = -1 \) | Hypothesis |
|---|---|---|---|
| Class 1 | Not class 1 | \( f_1(x) = (w_1)x + b_1 \) |
| Class 2 | Not class 2 | \( f_2(x) = (w_2)x + b_2 \) |
| Class 3 | Not class 3 | \( f_3(x) = (w_3)x + b_3 \) |
| Class 4 | Not class 4 | \( f_4(x) = (w_4)x + b_4 \) |

4. Result and Comparison

4.1. Dependent speaker

Accuracy is a measure that approximates the correct size or is received from the quantity amount being measured. Accuracy gained from the number of test results is true divided by the amount of tested data. Table 4.1 is given to represent the results of the types of dependent speakers that have been produced during the study.
Table 4.1 illustrates the accuracy obtained on each letter that has been tested against the model with 2 different kernel functions. The biggest accuracy obtained by using linear and quadratic kernel functions is \( \text{ro} \) with 97.22% for linear kernel function and 61.11% for quadratic kernel function. The smallest accuracy obtained by using linear kernel function and quadratic kernel function is \( \text{tsa} \) with 72.22% for linear kernel function and 22.22% for quadratic kernel function. This indicates that the optimized model is used to classify \( \text{ro} \) letters rather than \( \text{tsa} \). In addition, the average accuracy obtained from systems with linear kernel function is 85.32% and quadratic kernel function is 43.45%. The distribution of letters that run on the system also affects the results of accuracy. With this division, the system does not need to create 168 class models directly. In addition the process of making the model can diroleh more quickly.

### Table 2. result of testing data with dependent speaker

| No | Letter | Hijaiyah | Accuracy Linear | Accuracy Quadratic | No | Letter | Hijaiyah | Accuracy Linear | Accuracy Quadratic |
|----|--------|----------|----------------|-------------------|----|--------|----------|----------------|-------------------|
| 1  | Alif   | ا        | 88.89%         | 44.44%            | 15 | Dhod  | ص         | 88.89%         | 47.22%            |
| 2  | Ba     | ب        | 75%            | 33.33%            | 16 | Tho   | ط         | 91.67%         | 52.78%            |
| 3  | Ta     | ت        | 77.78%         | 38.89%            | 17 | Zho   | ظ         | 80.56%         | 44.44%            |
| 4  | Tsá    | ث        | 72.22%         | 22.22%            | 18 | Ain   | غ         | 86.11%         | 58.33%            |
| 5  | Jim    | ج        | 86.11%         | 27.78%            | 19 | Ghoin | غ         | 77.78%         | 52.78%            |
| 6  | Ha     | ح        | 88.89%         | 52.78%            | 20 | Fa    | ف         | 83.33%         | 33.33%            |
| 7  | Kho    | خ        | 94.44%         | 44.44%            | 21 | Qof   | ق         | 86.11%         | 44.44%            |
| 8  | Dal    | د        | 88.89%         | 38.89%            | 22 | Kaf   | ك         | 86.11%         | 38.89%            |
| 9  | Dzal   | ذ        | 86.11%         | 41.67%            | 23 | Lam   | ل         | 88.89%         | 47.22%            |
| 10 | Ro     | ر        | 97.22%         | 61.11%            | 24 | Mim   | م         | 86.11%         | 30.56%            |
| 11 | Zai    | ز        | 88.89%         | 50%               | 25 | Nun   | ن         | 80.56%         | 47.22%            |
| 12 | Sin    | س        | 94.44%         | 47.22%            | 26 | Wa    | و         | 80.56%         | 41.67%            |
| 13 | Syin   | ش        | 80.56%         | 36.11%            | 27 | Ha    | ه         | 88.89%         | 44.44%            |
| 14 | Shat   | ص        | 83.33%         | 38.89%            | 28 | Ya    | ي         | 80.56%         | 55.56%            |

#### 4.2. Independent speaker

Tests on independent speaker types are performed using linear kernel functions. Table 4.2 represents the results of testing using linear kernel functions. There are 672 of testing data that has been tested in this system. This data comes from 1 person who speaks all the letters with different harakat.

In table 4.2 can be seen that the biggest accuracy obtained the letters \( \text{sin} \) (س) and \( \text{tho} \) (ط) is 87.5%. While the smallest accuracy obtained from the test results of this model is the letter \( \text{fa} \) (ف) with an accuracy of 25%. This indicates that the model is more optimize to classify the letters \( \text{sin} \) and \( \text{tho} \) rather than the letter \( \text{fa} \). In addition, the average accuracy obtained from the system is 61.16%.

### Table 3. result of testing data with independent speaker

| No | Letter | Hijaiyah | Accuracy | No | Letter | Hijaiyah | Accuracy |
|----|--------|----------|----------|----|--------|----------|----------|
| 1  | Alif   | ا        | 75%      | 15 | Dhod  | ص         | 75%      |
| 2  | Ba     | ب        | 54.17%   | 16 | Tho   | ط         | 87.50%   |
| 3  | Ta     | ت        | 75%      | 17 | Zho   | ظ         | 83.33%   |
| 4  | Tsá    | ث        | 54.17%   | 18 | Ain   | ع         | 75%      |
| 5  | Jim    | ج        | 66.67%   | 19 | Ghoin | غ         | 41.67%   |
| 6  | Ha     | ح        | 41.67%   | 20 | Fa    | ف         | 25%      |
4.3. Comparison
The best accuracy that obtained from support vector machine model with linear kernel function is \(ro (\text{ر})\) with 97.22% accuracy value for dependent speaker data testing. While for independent speaker test data, the best accuracy result obtained from support vector machine model with linear kernel function is \(sin (\text{س})\) and \(tho (\text{ث})\) with 87.5% accuracy. In addition, the average accuracy of both types is 85.32% for dependent speakers and 61.16% for independent speakers.

Meanwhile, support vector machine model with quadratic kernel function is only obtained from dependent speaker type. This happens because the support vector machine model with quadratic kernel function fails to classify data testing from independent speakers. The best accuracy results obtained from the support vector machine model with quadratic kernel function is the letter of \(ro (\text{ر})\) with an accuracy value of 61.11%. In addition, the average accuracy obtained from this model is 43.45%.

From the results of tests that have been done that the support vector machine model with the type of dependent speaker is better than the independent speaker type. This proves the dependency of a data affecting the results of the classification. In addition, kernel function also affects the result of classification, it is evident that linear function is better than quadratic function.

5. Conclusion
Based on the results of tests that have been implemented, it can be drawn some conclusions as follows, the treatment of training and testing into each letter (each letter has 6 classes) makes the system work faster than all data is processed together. The kernel function affects the accuracy of the system with the use of linear functions resulting in an average accuracy of 85.32% for speaker dependent and 61.16% for independent speakers. Dependency of a data affects the classification results. Models that use dependent speakers have better accuracy than independent speakers.
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