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**Abstract**

Measurements of event shapes and azimuthal correlations are presented for events where a Z boson is produced in association with jets in proton–proton collisions. The data collected with the CMS detector at the CERN LHC at \( \sqrt{s} = 7 \) TeV correspond to an integrated luminosity of 5.0 fb\(^{-1}\). The analysis provides a test of predictions from perturbative QCD for a process that represents a substantial background to many physics channels. Results are presented as a function of jet multiplicity, for inclusive Z boson production and for Z bosons with transverse momenta greater than 150 GeV, and compared to predictions from Monte Carlo event generators that include leading-order multiparton matrix-element (with up to four hard partons in the final state) and next-to-leading-order simulations of Z + 1-jet events. The experimental results are corrected for detector effects, and can be compared directly with other QCD models.

**1. Introduction**

A detailed study of the production of a Z boson in association with jets in pp collisions at the CERN Large Hadron Collider (LHC) is of great interest. Measurements of this process can be confronted with the predictions of perturbative quantum chromodynamics (QCD) at the highest accessible energies and for a broad range of kinematic configurations. Considerable theoretical progress has been made in this field, such as developments in next-to-leading-order (NLO) calculations for up to four hard partons in the final state. A measurement of event shapes suitable for hadron colliders has been proposed in Ref. [17], which provides resummed perturbative predictions in Ref. [18], which provides resummed perturbative predictions at next-to-leading-log (NLL) for these variables. A measurement of jets production at e\(^+\)e\(^-\) and ep colliders was used in the past to tune parton showers and fragmentation functions in MC event generators, as well as to measure the values of the strong coupling constant [12–16]. As to event functions in MC event generators, an improved understanding of Z + jets production over the largest possible regions of phase space can therefore provide a helpful tool for extracting small signals.

Previous studies of angular correlations between the Z and the "leading" jet (the one with the largest \( p_T \)) and between the two jets of largest \( p_T \) have been reported at the Tevatron by the D0 Collaboration [10] and at the LHC by the ATLAS Collaboration using 36 pb\(^{-1}\) of integrated luminosity [11]. In this Letter, the comparison of models with data for highly boosted Z bosons with \( p_T^Z > 150 \) GeV is of particular interest. This region of phase space is critical in searches for new phenomena that are based on a large apparent imbalance in the total transverse momentum. Such imbalance can be produced, e.g. by the Z → \( \nu\nu \) standard model (SM) background. The uncertainty of this background contribution is limited by the accuracy of current Monte Carlo (MC) models, which can be improved through studies of leptonic (\( \ell^+\ell^- \)) decays of Z bosons and their correlations with the associated jets.

In addition to azimuthal distributions, we provide the first measurements of variables that categorize the topological structure of Z + jets events. Multijet production at e\(^+\)e\(^-\) and ep colliders was used in the past to tune parton showers and fragmentation functions in MC event generators, as well as to measure the values of the strong coupling constant [12–16]. A set of event shape variables suitable for hadron colliders has been proposed in Ref. [17], which provides resummed perturbative predictions at next-to-leading-log (NLL) for these variables. A measurement of event shapes in multijet events was reported recently by the Compact Muon Solenoid (CMS) Collaboration [18].

This Letter extends measurements of angular correlations and event shapes in Z + jets events by probing the features of final states containing Z → \( \ell^+\ell^- \) decays, where \( \ell = \mu \) or e. Such final states, often referred to as Drell–Yan (DY), include contributions from \( \gamma^* \) and Z/\( \gamma^* \) interference terms arising from the irreducible background of virtual photons (\( \gamma^* \)) from quark–quark (qq) → \( \gamma^* \) → \( \ell^+\ell^- \) processes. The data were collected with the CMS detector at a center-of-mass energy of 7 TeV, and correspond to an integrated...
luminosity of 5.0 fb$^{-1}$. The observed angular distributions and event shapes in Z + jets production are compared with predictions from several MC generators, and comprise the first study of this kind to be reported at the LHC.

2. CMS detector

The origin of the CMS coordinate system is chosen at the center of the detector, with the z axis pointing along the direction of the counterclockwise proton beam. The azimuthal angle is denoted as φ, the polar angle as θ, and the pseudorapidity is defined as \( \eta = -\ln(\tan(\theta/2)) \). The central feature of the CMS detector is a superconducting solenoid of 6 m internal diameter that produces an axial magnetic field of 3.8 T. A silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass/plastic-scintillator hadron calorimeter (HCAL) are positioned within the field volume. Iron and quartz-fiber hadronic calorimeters are located outside the magnetic field volume, within each endcap region of the CMS detector, at \( 3 < |\eta| < 5 \). Muons are measured using gas-ionization detectors embedded in the fluxreturn yoke outside of the solenoid. A detailed description of the CMS detector can be found in Ref. [19].

3. Monte Carlo simulation

All production processes of concern, namely the Z + jets signal and backgrounds corresponding to top–antitop quark pairs (tt), dibosons (WZ, ZZ, WW), single top, and W + jets events are generated with MADGRAPH (version 5.1.1.0) [8], which provides up to four-parton final states and is interfaced to PYTHIA (version 6.4.24) [20] using the Z2 tune [21] to implement showering and hadronization of the partons. The CTEQ6L1 [22] parton distribution functions (PDF) are chosen for these calculations. Alternative models for signal include (i) SHERPA (version 1.3.1) [9] (with up to four-parton final states) using the CTEQ6m PDF [22] and the default tune, (ii) POWHEG [2–5] for generating Z + 1-jet events at NLO using the CT10 PDF [23] and interfaced to PYTHIA (version 6.4.24) with the Z2 tune for parton showering and hadronization, and (iii) stand-alone PYTHIA (version 6.4.24) with the Z2 tune. The cross sections for electroweak Z and W boson production are normalized to match the next-to-next-to-leading-order (NNLO) prediction obtained with FEWZ [24] and the CTEQ6m PDF. The tt cross section is normalized to the next-to-next-to-leading-log (NNLL) calculation from Ref. [25]. NLO precision obtained from MCFM [26] with CTEQ6m PDF is used for the cross section for diboson (WZ, ZZ, WW) and single top processes.

The detector response is simulated using a detailed description of the CMS detector based on the GEANT4 package [27], and the MC simulated events are reconstructed following the same procedures as used for data. During the data taking, an average of ten minimum-bias interactions occurred in each bunch crossing (pileup). The prevailing beam conditions are taken into account by reweighting the MC simulation to match the spectrum of pileup interactions observed in data.

4. Event selection and reconstruction

Event selection starts by requiring two high-p$_T$ leptons at the trigger level. For muons, this corresponds to an online p$_T$ threshold of 13 GeV (17 GeV during periods of higher instantaneous luminosity) for the muon of largest p$_T$ (leading muon), and 8 GeV for the subleading muon. For electrons, the corresponding trigger thresholds are 17 GeV and 8 GeV. Offline, muon candidates are reconstructed through a simultaneous fit to the hits recorded in the tracker and the muon detectors [28]. Electrons are reconstructed using both calorimeter and tracking information [29]. The two leptons of largest p$_T$ (i.e. the two leading leptons) in the event are required to be of opposite electric charge and have p$_T > 20$ GeV, |η| < 2.4, and invariant mass satisfying 71 < m$_{\ell\ell} < 111$ GeV to be considered Z boson candidates. The lepton candidates are also required to be isolated from other energy depositions in the event. In particular, an isolation variable is computed using the scalar sum of transverse momenta of tracks and calorimeter energy depositions within a cone defined by $\Delta R = \sqrt{(\Delta\phi)^2 + (\Delta\eta)^2} = 0.3$ around the direction of the lepton, where $\Delta\phi$ is in radians. The contribution from pileup to this p$_T$ sum is estimated from the distribution of the energy per unit area in the $\eta$–$\phi$ plane in each event [30], and is subtracted from the calculated sum. This corrected sum is required to be less than 15% of the measured p$_T$ of the lepton. Lepton reconstruction efficiencies are determined using simulation, and corrected for differences between data and simulation using the “tag-and-probe” technique described in Ref. [31].

The inputs to the CMS jet clustering algorithm are the four-momentum vectors of the particles reconstructed using the particle-flow (PF) technique [32,33], which combines information from different subdetectors. Jets are reconstructed using the anti-$k_T$ clustering algorithm [34], with a size parameter of $R = 0.5$, by summing the four-momenta of individual PF particles according to the FASTJET package of Refs. [35,36].

The reconstructed PF candidates are calibrated to account for any nonlinear or nonuniform response of the CMS calorimeter system to neutral hadrons. Charged hadrons and photons are sufficiently well-measured in the tracker and in the ECAL, and do not need such corrections. However, the resulting jets require small additional energy adjustments, mostly from thresholds set on reconstructed tracks and from the clustering procedure in the PF algorithm, but also from biases generated through inefficiencies in reconstruction. Jet-energy corrections are obtained using simulated events that are generated with PYTHIA (version 6.4.22), processed through a CMS detector simulation based on GEANT4, and then combined with measurements of exclusive two-jet and photon+jet events from data [37]. By design, jet energy corrections bring reconstructed jets from detector level to particle level [38], as opposed to the parton level. An offset correction is also applied to account for the extra energy clustered in jets from the presence of additional proton–proton interactions (in-time or out-of-time pileup) within the same or neighboring bunch crossings. The overall jet-energy corrections depend on the η and p$_T$ values of jets, and are applied as multiplicative factors to the four-momentum vector of each jet. These factors range between 1.0 and 1.2, and are approximately uniform in η. The jets accepted for analysis are required to satisfy p$_T > 50$ GeV and |η| < 2.5. In addition, all jet axes are required to be separated by $\Delta R > 0.4$ from those of lepton candidates from Z → ℓ$^+$ℓ$^-$ decays. From MC studies, it is found that the selection efficiency of Z + jets candidates is almost independent of jet multiplicity.

5. Observable quantities

The observable quantities used to describe the properties of Z + jets events are the differential cross sections as functions of the azimuthal angles $\Delta\phi(Z, j_i)$ between the transverse momentum vectors of the Z boson and the ith leading jet in the event; the azimuthal angles among the three jets of leading p$_T$($\Delta\phi(j_i, j_k)$), with $i < k$, and $i$ and $k$ corresponding to 1, 2, or 3; and the transverse thrust $T_\tau$, defined as [17]

$$T_\tau \equiv 1 - \frac{\sum_i p_T^{j_i} \cdot \hat{n}_T}{\sum_i p_T^{j_i}}.$$

(1)
where the four-momenta of the Z boson and the jets are used as inputs to calculate $\tau_T$, with $p_T^{\tau}$ being the transverse momentum vector of object $i$, and the sum running over the Z and each accepted jet in the event. The unit vector $\hat{r}_T$ that maximizes the sum, and thereby minimizes $\tau_T$, is called the thrust axis. In the limit of the production of back-to-back $Z + 1$-jet events, $\tau_T$ tends to zero (Fig. 1(a)). With additional jet emission (i.e. the appearance of a second jet), the values of thrust increase. Thrust is most sensitive to specifics of modeling of two-jet and three-jet topologies, while it is less sensitive to QCD modeling of larger jet multiplicities. For clarity of presentation, we display results in topologies, while it is less sensitive to QCD modeling of larger jet multiplicities. For clarity of presentation, we display results in topologies, while it is less sensitive to QCD modeling of larger jet multiplicities. For clarity of presentation, we display results in topologies, while it is less sensitive to QCD modeling of larger jet multiplicities.

![Fig. 1. Topology of Z+jets events: (a) for $\ln \tau_T \rightarrow -\infty$ and $\Delta \phi(Z, j_1) \rightarrow \pi$; (b) for $\ln \tau_T \rightarrow -1$ and $\Delta \phi(Z, j_1) \ll \pi$.](image)

To investigate the dependence of the topological properties on the complexity of the final state, the events are categorized as a function of jet multiplicity. In particular, the azimuthal distributions are reported in inclusive bins of one, two, or three jets. Furthermore, the phase space is characterized according to the $p_T$ of the Z boson, and measurements are performed either for all $p_T^Z$ or in the region of $p_T^Z > 150$ GeV. Figs. 2 and 3 show, respectively, the distributions in the associated jet multiplicity and the $p_T$ of $\mu^+\mu^-$ and $e^+e^-$ systems for $\geq 1$ jet events, prior to background subtraction. Both sets of distributions are presented at the detector level, and are within statistical uncertainty of the MC predictions for DY+jets, $t\bar{t}$, and other electroweak (EW) background sources. It should be noted that $p_T^Z$ refers to the transverse momentum of the Z boson, following background subtraction and unfolding of detector effects.

6. Analysis procedure and systematic uncertainties

The analysis procedure consists of the following steps: $Z \rightarrow \mu\mu$ and $Z \rightarrow e\mu$ candidates are selected as described in Section 4; the background is then subtracted and the resulting distributions are unfolded to the particle level; finally, the two channels are combined. The dominant sources of systematic uncertainty arise from uncertainties in jet-energy scale, resolution of jet $p_T$, background subtraction, and the unfolding procedure. Individual steps of the analysis procedure are detailed below.

The $Z + $ jets candidates include several sources of SM background (Fig. 2), which are subtracted using predictions of the MadGraph MC event generator. The dominant background is from $t\bar{t}$ production, and is about 11%, 4%, and 8%, for the $N_{jets} \geq 1$, $N_{jets} = 2$, and $N_{jets} = 3$ inclusive bins of jet multiplicity. An independent evaluation of the background from $t\bar{t}$ events is also obtained from an $e\mu$ control sample in data, which is selected by requiring the presence of an electron and a muon of opposite charge, but otherwise using the same criteria as used for selecting the $Z +$ jets events. For each jet multiplicity bin, the estimates obtained from data and MC simulation agree within 6%. The two estimates are consistent, given the uncertainties on the integrated luminosity (2.2%) [39] and on the $t\bar{t}$ cross section (6%) [25]. Background originating from dibosons is 0.06%, 0.06% and 0.01% for the WW, WZ and ZZ channels, respectively. The contribution from $Z \rightarrow \tau\tau$ is $< 0.08\%$, largely because of the requirement on the Z mass of $71 < m_{\mu\mu} < 111$ GeV. Contributions from W+jets to the two-electron final state are estimated to be 0.1%, and $< 0.1\%$ to the two-muon channel. The contribution from single top quark production is estimated as $< 0.1\%$. Background from multijet production, estimated using dilepton pairs of same electric charge, is found to be negligible. A total uncertainty of 10% is assigned to the expectation from all background sources. The limited contribution of backgrounds to the Z boson candidate sample is reflected in a $< 1\%$ uncertainty on the final measurement.

The particle level four-momentum vector of a lepton is computed in the MC simulation by adding the four-momentum vectors of any photons found within a radius of $\Delta R = 0.1$ of each lepton axis to the four-momentum vector of the lepton. For the observables of interest in this analysis, the use of this cone size makes the electron and muon channels essentially the same at the particle level. In this way, the difference in final-state radiation in the two-electron final state can be estimated using dilepton pairs of same electric charge, is found to be negligible. A total uncertainty of 10% is assigned to the expectation from all background sources. The limited contribution of backgrounds to the Z boson candidate sample is reflected in a $< 1\%$ uncertainty on the final measurement.

The background-subtracted, detector level distributions are mapped to the particle level by correcting for effects of detector resolution and efficiency. Migration of events among bins of inclusive jet multiplicity can be caused by detector resolution, especially from the mismeasurement of jet $p_T$. For example, an event containing a Z boson produced in association with N jets at the particle level, can migrate to the $N + 1$ jets final state as a result of detector resolution. The opposite effect can also occur leading to loss of events that migrate out of the geometric and kinematic acceptance. Such migrations correspond to as much as 30% and are treated in the detector unfolding procedure summarized below. Detector effects are expressed through a response matrix, which is determined from MC simulation, separately for each lepton flavor and each observable, by associating the particle level values...
Fig. 2. Distributions for $Z \rightarrow \mu\mu$ candidate events in data, compared with expectations from simulated signal and background contributions using MadGraph simulations normalized to the integrated luminosity of the data: (a) as a function of associated jet multiplicity $N_{\text{jets}}$, and (b) as a function of $p_T$ of the dimuon pair ($p_T^{\mu\mu}$) for $N_{\text{jets}} \geq 1$. The dibosons WW, WZ, ZZ and W + jets backgrounds are collectively denoted as EW in the legends. The plots in (c) and (d) show the ratios of the data to predictions from MC. The error bars on the data points represent only their statistical uncertainties and do not include systematic effects.

Fig. 3. Distributions for $Z \rightarrow ee$ candidate events in data, compared with expectations from simulated signal and background contributions using MadGraph simulations normalized to the integrated luminosity of the data: (a) as a function of associated jet multiplicity $N_{\text{jets}}$, and (b) as a function of $p_T$ of the dielectron pair ($p_T^{ee}$) for $N_{\text{jets}} \geq 1$. The dibosons WW, WZ, ZZ and W + jets backgrounds are collectively denoted as EW in the legends. The plots in (c) and (d) show the ratios of the data to predictions from MC. The error bars on the data points represent only their statistical uncertainties and do not include systematic effects.
Fig. 4. Normalized $\Delta \phi(Z, j_1)$ distributions for the leading jet in the inclusive jet multiplicity bins $N_{\text{jets}} \geq 1$, $\geq 2$, and $\geq 3$: (a) all $p_T$ and (b) $p_T > 150$ GeV. Plots in (c) and (d) show the corresponding ratios of the data (solid points), and of other MC predictions, relative to MadGraph. The ratio for Pythia MC is not included in these plots. The error bars on the data points represent their statistical uncertainties, the solid yellow shaded band around the points represents the sum of statistical and systematic uncertainties taken in quadrature, while the cross-hatched (cyan) bands reflect the statistical uncertainties on the MadGraph calculations. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

among the azimuthal observables, the distribution of $\Delta \phi(Z, j_1)$ has the largest systematic uncertainty. This variable is particularly sensitive to the jet-energy scale, which can affect jet multiplicity, and thus the acceptance of events that enter in the $\Delta \phi(Z, j_1)$ distribution. The uncertainty on jet-energy scale varies between 1 and 3% [37], and results in an uncertainty of 2–4% on the distribution in $\Delta \phi(Z, j_1)$, increasing monotonically for decreasing angles. The impact from the resolution on $p_T$ is estimated by changing jet resolutions by $\pm 10\%$ (corresponding to about one standard deviation) [37], and comparing the unfolding correction before and after these changes. This yields a dependence of $\approx 1\%$ in the normalized azimuthal distributions. The uncertainty from pileup is estimated by changing in simulation the number of generated minimum-bias interactions by $\pm 5\%$. The resulting uncertainty is $4\%$ for $\Delta \phi(Z, j_1) \approx 0$, which decreases to a negligible uncertainty for $\Delta \phi(Z, j_1) \approx \pi$. The overall systematic uncertainty on $\Delta \phi(Z, j_1)$ is about 5–6% at values of $\Delta \phi(Z, j_1) \approx 0$ and about 2% at values close to $\pi$.

The dominant systematic uncertainty on the thrust distribution, which corresponds to about 2%, is from the uncertainty in jet-energy scale, and can be understood as follows. When the energy scale is increased, more jets enter the two sums in Eq. (1), and both sums tend to shift to larger values. Conversely, when the jet-energy scale is decreased, their values decrease. The contribution from uncertainty in jet-energy resolution is found to affect
the transverse thrust by 1%, and the uncertainties from selection efficiencies are < 2% for the entire range of ln τT, while the uncertainties from pileup and background subtraction have negligible impact. The first conclusion is implied in Eq. (1), as soft additional pileup energy added to the hard jets contributes simultaneously to both the numerator and denominator and, to first order, cancels in the ratio. The second conclusion follows from the fact that the transverse thrust is measured in the inclusive Z + ≥1-jet sample, where the signal purity is almost 99%, and background subtraction has therefore only a minimal impact on the measurement of ln τT.

For $p_T > 150$ GeV the uncertainties on the azimuthal variables and on ln τT are evaluated following the same procedure as described above. However, in addition to the uncertainties originating from previously discussed effects, the statistical limitations of the MC samples become important and the systematic uncertainty on the result therefore increases. The impact of the uncertainties on the electron and muon selection efficiencies due to energy scale, trigger and resolution has been assessed and found to be negligible.

7. Results

The corrected differential cross sections (normalized to unity) are compared to the predictions of MadGraph, Sherpa, Powheg Z + 1-jet (NLO), and Pythia generators. The differential cross sections in the Δφ and ln τT variables are divided by the total Z+jets cross section for the range defined by the lepton and jet kinematic selection criteria, i.e. $p_T > 20$ GeV and $|\eta| < 2.4$ for leptons, and $p_T > 50$ GeV and $|\eta| < 2.5$ for jets, and $\Delta R > 0.4$ for jet-lepton separation. The distributions in data and MC are therefore normalized to unity. Fig. 4 shows $\Delta \phi(Z, j_1)$ as a function of jet multiplicity for inclusive Z+jets production, with $N_{jets} \geq 3$, and 3. Figs. 5 and 6 show the $\Delta \phi(Z, j_1)$ and $\Delta \phi(j_1, j_k)$ distributions, where $i,k$ represent jet indices in order of decreasing $p_T$, for $N_{jets} \geq 3$. For the sake of comparison, the $\Delta \phi(Z, j_1)$ results for $N_{jets} \geq 3$ from Fig. 4 are also included in Fig. 5. These distributions characterize essentially all the azimuthal correlations in the $N_{jets} \geq 3$ inclusive jet multiplicity bin. Finally, the Z+jets distributions in ln τT are presented in Fig. 7. For both azimuthal and ln τT distributions, the sum of statistical and systematic uncertainties
Fig. 6. Normalized $\Delta \phi(j_i, j_j)$ distributions for the inclusive $N_{\text{jets}} \geq 3$ jet multiplicity bin: (a) all $p_T^Z$ and (b) $p_T^Z > 150$ GeV. Plots in (c) and (d) show the ratios of the data and other MC predictions, relative to MadGraph, as described in Fig. 4.

taken in quadrature are presented as solid yellow shaded bands. The statistical uncertainty from the MadGraphMC is displayed as a cross-hatched band for each distribution.

Overall, the measured distributions in $\Delta \phi(Z, j_1)$ agree within uncertainties with the predictions from MadGraph. The predictions from Sherpa underestimate the measured distributions by about 10% whereas Powheg predictions overestimate by about 10%. The disagreements with Sherpa and Powheg (as well as between the two models) become less pronounced at larger inclusive jet multiplicities (Fig. 4). For $N_{\text{jets}} = 1$, the $Z$ boson and the accompanying parton are completely correlated, and $\Delta \phi(Z, j_1) \approx \pi$ (Fig. 1(a)). When $\Delta \phi(Z, j_1) < \pi$, the presence of additional hard QCD radiation is implied. Certain configurations of jets with $\Delta \phi(Z, j_1) < \pi/2$ probe events where the $Z$ boson is in the same hemisphere as the leading jet, and the $p_T$ of the $Z$ boson is therefore balanced by at least two (or more) subleading jets emitted in the opposite hemisphere (Fig. 1(b)). The importance of the multiparton LO + PS approach, as reflected in MadGraph and Sherpa, can be seen when the data are compared to stand-alone Pythia at $\Delta \phi(Z, j_1) < 2.5$ and $N_{\text{jets}} \geq 1$. For higher jet multiplicities of $N_{\text{jets}} \geq 2$ and $\geq 3$, the distribution in $\Delta \phi(Z, j_1)$ becomes more isotropic, although a strong correlation remains at $\Delta \phi = \pi$.

Within uncertainties, good agreement is observed between the data and MadGraph, Sherpa, and Powheg event generators for $N_{\text{jets}} \geq 3$. Stand-alone Pythia is also consistent with the distributions in $\Delta \phi(Z, j_3)$ and $\Delta \phi(j_2, j_3)$. In Pythia, these high-multiplicity configurations are generated exclusively from the PS contribution. The important role of the PS approximation in modifying the kinematics predicted from fixed-order calculations is emphasized in Powheg, where its predictive power in a multijet environment ($N_{\text{jets}} \geq 3$) is evident in Figs. 4–6. While Powheg represents an NLO prediction only for the leading jet, and additional radiation is modeled exclusively using parton showers, good agreement is observed for data with $N_{\text{jets}} \geq 3$.

For the region $p_T^Z > 150$ GeV, the $\Delta \phi(Z, j_1)$ distributions become more isotropic as jet multiplicity increases. In addition, and contrary to the result for all $p_T^Z$, the angular distributions between the subleading jets $\Delta \phi(j_i, j_j)$ also become isotropic (Fig. 6(b)). The improved performance of Pythia in this region is consistent with the increased phase space available for parton emission. A similar
observation can be made for distributions in $\ln \tau_1$, which are discussed below. The level of agreement between $\text{PYTHIA}$ and data for distributions in $\ln \tau_1$ improves for $p_T^Z > 150$ GeV (Fig. 7).

The corrected normalized differential distributions in $\ln \tau_1$ are displayed in Fig. 7. The distributions for large $p_T^Z$ indicate an accumulation of events at values of $\ln \tau_1 \approx -2$, as could be expected, because this region of phase space corresponds to contributions from events with a large spherical component, corresponding to production of two or more jets. Among the four examined models, $\text{POWHEG}$ and $\text{MadGRAPH}$ are more consistent with the data, being within 10% of the measured distributions, except at high values of $\ln \tau_1$, where $\approx 15$–20% deviations are observed. The level of agreement of $\text{SHERPA}$ with data corresponds to 10–15% for most of the bins, while $\text{PYTHIA}$ shows discrepancies of $> 20$%. $\text{PYTHIA}$ and $\text{SHERPA}$ also predict too small values of $\ln \tau_1$, especially at values dominated by configurations in which the leading jet is produced back-to-back with the $Z$ boson. This yields a larger proportion of back-to-back $Z + 1$-jet events relative to data at small $\ln \tau_1$, an effect that can also be observed in the $\Delta \phi(Z, j_1)$ distribution of Fig. 4.

8. Summary

This Letter reports studies of angular correlations among the objects in $Z + n$-jets final states. The measurements are based on data corresponding to an integrated luminosity of 5.0 fb$^{-1}$, collected with the CMS detector at the LHC in proton–proton collisions at $\sqrt{s} = 7$ TeV.

Azimuthal correlations among the $Z$ boson and the accompanying jets, $\Delta \phi(Z, j_1)$ and $\Delta \phi(j_1, j_2)$, are measured as functions of inclusive jet multiplicity ($N_{jets} \geq 1, 2, \text{ and } 3$). In addition, the transverse thrust event shape variable $\ln \tau_1$ is used to characterize the events. Two regions of phase space are probed: (i) all events, independent of $p_T^Z$, and (ii) the more highly boosted subset of events with $p_T^Z > 150$ GeV. The systematic uncertainties are smaller than those arising from statistical sources, which dominate in the extreme regions of phase space.

The data are compared with predictions from $\text{MadGRAPH}$, $\text{SHERPA}$, $\text{POWHEG}$ $Z + 1$-jet (at NLO), and stand-alone $\text{PYTHIA}$ $Z + 1$-jet (at LO). $\text{PYTHIA}$ corresponds to the simplest model, and is used to gauge the importance of additional corrections from LO and NLO ME formulations that are interfaced with programs that evolve parton showers. Stand-alone $\text{PYTHIA}$ provides an adequate description of event topologies when the phase space available for parton emission is large, e.g. for the highly boosted selection on $p_T^Z$. The $Z + 1$-jet ME calculation (at NLO) provided by $\text{POWHEG}$ shows agreement with data at large jet multiplicity in the entire phase space probed in this study, despite the fact that, beyond the subleading jet, additional radiation comes exclusively from parton showers.

The measurements presented in this study provide a detailed description of the topological structure of $Z + n$-jets production that is complementary to existing measurements of rates and associated jet multiplicities. As theoretical understanding evolves, these results can be used as additional probes of the validity of QCD predictions, while also providing confidence in the current MC models as useful tools for the description of SM processes and their application for determining background in searches for new phenomena.

Acknowledgements

We congratulate our colleagues in the CERN accelerator departments for the excellent performance of the LHC and thank the technical and administrative staffs at CERN and at other CMS institutes for their contributions to the success of the CMS effort. In addition, we gratefully acknowledge the computing centers and
personnel of the Worldwide LHC Computing Grid for delivering so effectively the computing infrastructure essential to our analyses. Finally, we acknowledge the enduring support for the construction and operation of the LHC and the CMS detector provided by the following funding agencies: BMWF and FWF (Austria); FNRS and FWO (Belgium); CPNP, CAPES, FAPERJ, and FAPESP (Brazil); MEYS (Bulgaria); CERN; CAS, MoST, and NSFC (China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus); MoER, SF0690030s09 and ERDF (Estonia); Academy of Finland, MEC, and HIP (Finland); CEAF and CNRS/IN2P3 (France); BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF and WCU (Korea); LAS (Lithuania); CINVESTAV, CONACYT, SEP, and UASLP-FAI (Mexico); MSI (New Zealand); PAEC (Pakistan); MSHE and NSC (Poland); FCT (Portugal); JINR (Armenia, Belarus, Georgia, Ukraine, Uzbekistan); MON, RosAtom, RAS and RFBR (Russia); MSTD (Serbia); SEIDI and CPAN (Spain); Swiss Funding Agencies (Switzerland); NSE (Taipei); ThEPCenter, IPST and NSTDA (Thailand); TUBITAK and TAEK (Turkey); NASU (Ukraine); STFC (United Kingdom); DOE and NSF (USA).

Open access

This article is published Open Access at scienceDirect.com. It is distributed under the terms of the Creative Commons Attribution License 3.0, which permits unrestricted use, distribution, and reproduction in any medium, provided the original authors and source are credited.

References

[1] H. Ita, Z. Bern, L.J. Dixon, F. Febres Cordero, D.A. Kosower, D. Maitre, Phys. Rev. D 85 (2012) 031501, http://dx.doi.org/10.1103/PhysRevD.85.031501.
[2] P. Nason, JHEP 0411 (2004) 040, http://dx.doi.org/10.1088/1126-6708/2004/11/040.
[3] S. Frixione, P. Nason, C. Oleari, JHEP 0711 (2007) 070, http://dx.doi.org/10.1088/1126-6708/2007/11/070.
[4] S. Alioli, P. Nason, C. Oleari, E. Re, JHEP 1006 (2010) 043, http://dx.doi.org/10.1007/JHEP06(2010)043.
[5] S. Alioli, P. Nason, C. Oleari, E. Re, JHEP 1101 (2011) 095, http://dx.doi.org/10.1007/JHEP01(2011)095.
[6] S. Frixione, B.R. Webber, JHEP 0206 (2002) 029, http://dx.doi.org/10.1088/1126-6708/2002/06/029.
[7] M.L. Mangano, M. Moretti, F. Piccinini, R. Pittau, A.D. Polosa, JHEP 0307 (2003) 001, http://dx.doi.org/10.1088/1126-6708/2003/07/001.
[8] J. Alwall, M. Herquet, F. Maltoni, O. Mattelaer, T. Stelzer, JHEP 1106 (2011) 128, http://dx.doi.org/10.1007/JHEP06(2011)128.
[9] T. Gleirscher, S. Höche, F. Krauss, M. Schönber, S. Schumann, F. Siegert, J. Winter, JHEP 0902 (2009) 007, http://dx.doi.org/10.1088/1126-6708/2009/02/007.
[10] V.M. Abazov, et al., D0 Collaboration, Phys. Lett. B 682 (2010) 370, http://dx.doi.org/10.1016/j.physletb.2009.08.029.
[11] A. Aktas, et al., H1 Collaboration, Eur. Phys. J. C 46 (2006) 343, http://dx.doi.org/10.1140/epjc/s2006-02493-x.
[12] S. Chekanov, et al., ZEUS Collaboration, Nucl. Phys. B 687 (2004) 34.
[13] E. Locci, et al., DELPHI Collaboration, Z. Phys. C 73 (1996) 11, http://dx.doi.org/10.1007/s000520050255.
[14] F. Abreu, et al., DELPHI Collaboration, Z. Phys. C 73 (1996) 11, http://dx.doi.org/10.1007/s000520050295.
[15] G. Dissertori, A. Gehmann-De Riddi, T. Gehrmann, E.W.N. Glover, G. Heinrich, G. Li, P. Levi Fpaque, JHEP 0908 (2009) 036, http://dx.doi.org/10.1088/1126-6708/2009/08/036.
[16] R. Barate, et al., ALEPH Collaboration, Phys. Rept. 294 (1998) 1, http://dx.doi.org/10.1016/S0370-1573(97)00045-8.
[17] A. Banfi, G.P. Salam, G. Zanderighi, JHEP 0408 (2004) 062, http://dx.doi.org/10.1088/1126-6708/2004/08/062.
[18] CMS Collaboration, Particle Flow event reconstruction in CMS and performance for jets, taus, and E_{miss}^{T}, CMS Physics Analysis Summary CMS-PAS-PFT-10-002, http://cdsweb.cern.ch/record/1247373.
[19] CMS Collaboration, CMS: Winter 2012 update, CMS Physics Analysis Summary CMS-PAS-SMP-12-002, 2012.
[20] CMS Collaboration, Jet energy calibration and jet energy resolution, arXiv:1105.1160, 2011.
[21] CMS Collaboration, CMS Physics Analysis Summary CMS-PAS-PFT-10-002, http://cdsweb.cern.ch/record/1247373.
[22] CMS Collaboration, Electron reconstruction and identification at CMS: Summer 2011 update, CMS Physics Analysis Summary CMS-PAS-EGM-11-007, 2011.
[23] CMS Collaboration, JHEP 1110 (2011) 132, http://dx.doi.org/10.1007/JHEP10(2011)132.
[24] CMS Collaboration, Particle-flow event reconstruction in CMS and performance for jets, taus, and E_{miss}^{T}, CMS Physics Analysis Summary CMS-PAS-PFT-09-001, http://cdsweb.cern.ch/record/1194487.
[25] CMS Collaboration, Commissioning of the particle-flow event reconstruction with the first LHC collisions recorded in the CMS detector, CMS Physics Analysis Summary CMS-PAS-PFT-10-002, http://cdsweb.cern.ch/record/1247373.
[26] M. Cacciari, G.P. Salam, G. Soyez, JHEP 0804 (2008) 063, http://dx.doi.org/10.1088/1126-6708/2008/04/063.
[27] M. Cacciari, G.P. Salam, Phys. Lett. B 641 (2006) 57, http://dx.doi.org/10.1016/j.physletb.2006.08.037.
[28] M. Cacciari, G.P. Salam, G. Soyez, Eur. Phys. J. C 72 (2012) 1896, http://dx.doi.org/10.1140/epjc/s10052-012-1896-2.
[29] CMS Collaboration, JINST 6 (2011) P10002, http://dx.doi.org/10.1088/1748-0221/7/10/P10002.
[30] CMS Collaboration, CMS Physics Analysis Summary CMS-PAS-PFT-10-002, http://cdsweb.cern.ch/record/1247373.
[31] C. Buttar, et al., Standard model handles and candles working group: Tools and jets summary report, arXiv:0803.0678, 2008.
[32] CMS Collaboration, Absolute calibration of the luminosity measurement at CMS: Winter 2012 update, CMS Physics Analysis Summary CMS-PAS-SMP-12-008, https://cdsweb.cern.ch/record/1434360, 2012.
[33] L. Lyons, D. Gibaut, P. Clifford, Nucl. Instrum. Meth. A 279 (1988) 110, http://dx.doi.org/10.1016/0168-9002(88)90018-6.
[34] CMS Collaboration, JINST 6 (2011) P10002, http://dx.doi.org/10.1088/1748-0221/7/11/P10002.
[35] A. Höcker, V. Karthvelishvili, Nucl. Instrum. Meth. A 372 (1996) 469, http://dx.doi.org/10.1016/0168-9002(95)01478-0.
[36] T. Ayde, Unfolding algorithms and tests using RooUnfold, arXiv:1105.1160, 2011.
I. Mikulec, M. Pernicka, D. Rabady, B. Rahbaran, C. Rohringer, H. Rohringer, R. Schöfbeck, J. Strauss, A. Taurok, W. Waltenberger, C.-E. Wulz

Institut für Hochenergiephysik der OeAW, Wien, Austria

V. Mossolev, N. Shumeiko, J. Suarez Gonzalez

National Centre for Particle and High Energy Physics, Minsk, Belarus

M. Bansal, S. Bansal, T. Cornelis, E.A. De Wolf, X. Janssen, S. Luyckx, L. Mucibello, S. Ochesanu, B. Roland, R. Rougny, M. Selvaggi, H. Van Haevermaet, P. Van Mechelen, N. Van Remortel, A. Van Spilbeeck

Universiteit Antwerpen, Antwerpen, Belgium

F. Blekman, S. Blyweert, J. D'Hondt, R. Gonzalez Suarez, A. Kalogeros, M. Maes, A. Olbrechts, S. Tavernier, W. Van Doninck, P. Van Mulders, G.P. Van Onsem, I. Villella

Vrije Universiteit Brussel, Brussel, Belgium

B. Clerbaux, G. De Lentdecker, V. Dero, A.P.R. Gay, T. Hreus, A. Léonard, P.E. Marage, A. Mohammadi, T. Reis, L. Thomas, C. Vander Velde, P. Vanlaer, J. Wang

Université Libre de Bruxelles, Bruxelles, Belgium

V. Adler, K. Beernaert, A. Cimmino, S. Costantini, G. Garcia, M. Grunewald, B. Klein, J. Lellouch, A. Marinov, J. Mccartin, A.A. Ocampo Rios, D. Ryckbosch, M. Sigamani, N. Strobbe, F. Thyssen, M. Tytgat, S. Walsh, E. Yazgan, N. Zaganidis

Ghent University, Ghent, Belgium

S. Basegmez, G. Bruno, R. Castello, L. Cea, C. Delaere, T. du Pree, D. Favart, L. Forthomme, A. Giammanco, J. Hollar, V. Lemaitre, J. Liao, O. Militaru, C. Nuttens, D. Pagano, A. Pin, K. Piotrzkowski, J.M. Vizan Garcia

Université Catholique de Louvain, Louvain-la-Neuve, Belgium

N. Beliy, T. Caeberts, E. Daubie, G.H. Hammad

Université de Mons, Mons, Belgium

G.A. Alves, M. Correa Martins Junior, T. Martins, M.E. Pol, M.H.G. Souza

Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil

W.L. Aldá Júnior, W. Carvalho, A. Custódio, E.M. Da Costa, D. De Jesus Damiao, C. De Oliveira Martins, S. Fonseca De Souza, H. Malbouisson, M. Malek, D. Matos Figueiredo, L. Mundim, H. Nogima, W.L. Prado Da Silva, A. Santoro, L. Soares Jorge, A. Sznajder, A. Vilela Pereira

Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil

T.S. Anjos, C.A. Bernardes, F.A. Dias, T.R. Fernandez Perez Tomei, E.M. Gregores, C. Lagana, F. Marinho, P.G. Mercadante, S.F. Novaes, Sandra S. Padula

a Universidade Estadual Paulista, São Paulo, Brazil

b Universidade Federal do ABC, São Paulo, Brazil

V. Genchev, P. Iaydjiev, S. Piperov, M. Rodozov, S. Stoykova, G. Sultanov, V. Tcholakov, R. Traynov, M. Vutova

Institute for Nuclear Research and Nuclear Energy, Sofia, Bulgaria

A. Dimitrov, R. Hadjiiiska, V. Kozhukarov, L. Litov, B. Pavlov, P. Petkov

University of Sofia, Sofia, Bulgaria
J.-L. Agram, J. Andrea, D. Bloch, D. Bodin, J.-M. Brom, M. Cardaci, E.C. Chabert, C. Collard, E. Conte, F. Drouhin, J.-C. Fontaine, D. Gelé, U. Goerlach, P. Juillot, A.-C. Le Bihan, P. Van Hove

Institut Pluridisciplinaire Hubert Curien, Université de Strasbourg, Université de Haute Alsace Mulhouse, CNRS/IN2P3, Strasbourg, France

S. Beaucheron, N. Beaupere, O. Bondu, G. Boudoul, S. Brochet, J. Chasseron, R. Chierici, P. Depasse, H. El Mamouni, J. Fay, S. Gascon, M. Gouzевич, B. Ille, T. Kurca, M. Lethuillier, L. Mirabito, S. Perries, L. Sgandurra, V. Sordini, Y. Tschudi, P. Verdier, S. Viret

Université de Lyon, Université Claude Bernard Lyon 1, CNRS-IN2P3, Institut de Physique Nucléaire de Lyon, Villeurbanne, France

Z. Tsamalaidze

Institute of High Energy Physics and Informatization, Tbilisi State University, Tbilisi, Georgia

C. Autermann, S. Beranek, B. Calpas, M. Edelhoff, L. Feld, N. Heracleous, O. Hindrichs, R. Jussen, K. Klein, J. Merz, A. Ostapchuk, A. Perieanu, F. Raupach, J. Sammet, S. Schael, D. Sprenger, H. Weber, B. Wittmer, V. Zhukov

RWTH Aachen University, I. Physikalisches Institut, Aachen, Germany

M. Ata, J. Caudron, E. Dietz-Laursonn, D. Duchardt, M. Erdmann, R. Fischer, A. Güth, T. Hebbeker, C. Heidemann, K. Hoepfner, D. Klingebiel, P. Kreuzer, M. Merschmeyer, A. Meyer, M. Olschewski, P. Papacz, H. Pieta, H. Reithler, S.A. Schmitz, L. Sonnenschein, J. Steggemann, D. Teyssier, S. Thüer, M. Weber

RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany

M. Bontenackels, V. Cherepanov, Y. Erdogan, G. Flügge, H. Geenen, M. Geisler, W. Haj Ahmad, F. Hoehle, B. Kargoll, T. Kress, Y. Kuessel, J. Lingemann, A. Nowack, L. Perchalla, O. Pooth, P. Sauerland, A. Stahl

RWTH Aachen University, III. Physikalisches Institut B, Aachen, Germany

M. Aldaya Martin, J. Behr, W. Behrenhoff, U. Behrens, M. Bergholz, A. Bethani, K. Borras, A. Burgmeier, A. Cakir, L. Calligaris, A. Campbell, E. Castro, F. Costanza, D. Dammann, C. Diez Pardos, T. Dorland, G. Eckstein, G. Flucke, A. Geiser, I. Glushkov, P. Gunnellini, S. Habib, J. Hauk, G. Hellwig, H. Jung, M. Kasemann, P. Katsas, C. Kleinwort, H. Kluge, A. Knutsson, M. Krämer, D. Krucker, E. Kuznetsova, W. Lange, J. Leonard, W. Lohmann, B. Lutz, R. Mankel, I. Marfin, M. Marienfeld, A.-M. Melzer-Pellmann, A.B. Meyer, J. Mnich, A. Mussgiller, S. Naumann-Emme, O. Novgorodova, F. Nowak, J. Olzem, H. Perrey, A. Petrukhin, D. Pitzl, A. Raspereza, P.M. Ribeiro Cipriano, C. Riedl, E. Ron, M. Rosin, J. Salfeld-Nebgen, R. Schmidt, T. Schoerner-Sadenius, N. Sen, A. Spiridonov, M. Stein, R. Walsh, C. Wissing

Deutsches Elektronen-Synchrotron, Hamburg, Germany

V. Blobel, H. Enderle, J. Erfle, U. Gebbert, M. Görner, M. Gosselin, J. Haller, T. Hermanns, R.S. Höing, K. Kaschube, G. Kaussen, H. Kirschenmann, R. Klanner, J. Lange, T. Peiffer, N. Pietsch, D. Rathjens, C. Sander, H. Schettler, P. Schleper, C. Schlückeckau, A. Schmidt, M. Schröder, T. Schum, M. Seidel, J. Sibille, V. Sola, H. Stadie, G. Steinbrück, J. Thomsen, L. Vanelderen

University of Hamburg, Hamburg, Germany

C. Barth, J. Berger, C. Böser, T. Chwalek, W. De Boer, A. Descroix, A. Dierlamm, M. Feindt, M. Guthoff, C. Hackstein, F. Hartmann, T. Hauth, M. Heinrich, H. Held, K. Hoffmann, U. Husemann, I. Katkov, J.R. Komaragiri, P. Lobelle Pardo, D. Martschei, S. Mueller, Th. Müller, M. Niegel, A. Nürnberg, O. Oberst, A. Oehler, J. Ott, G. Quast, K. Rabbertz, F. Ratnikov, N. Ratnikova, S. Röcker, F.-P. Schilling, G. Schott, H.J. Simonis, F.M. Stober, D. Troendle, R. Ulrich, J. Wagner-Kuhr, S. Wayand, T. Weiler, M. Zeise

Institut für Experimentelle Kernphysik, Karlsruhe, Germany
G. Abbiendi\textsuperscript{a}, A.C. Benvenuti\textsuperscript{a}, D. Bonacorsii\textsuperscript{a,b}, S. Braibanti-Giacomelli\textsuperscript{a,b}, L. Brigliadori\textsuperscript{a,b}, P. Capiluppi\textsuperscript{a,b}, A. Castro\textsuperscript{a,b}, F.R. Cavallo\textsuperscript{a}, M. Cuffiani\textsuperscript{a,b}, G.M. Dallavalle\textsuperscript{a}, F. Fabbris\textsuperscript{a}, A. Fanfani\textsuperscript{a,b}, D. Fasanella\textsuperscript{a,b}, P. Giacomelli\textsuperscript{a}, C. Grandi\textsuperscript{a}, L. Guiduccii\textsuperscript{a,b}, S. Marcellini\textsuperscript{a}, G. Masetti\textsuperscript{a}, M. Meneghelli\textsuperscript{a,b,2}, A. Montanari\textsuperscript{a}, F.L. Navarria\textsuperscript{a,b}, F. Odorici\textsuperscript{a}, A. Perrotta\textsuperscript{a}, F. Primavera\textsuperscript{a,b}, A.M. Rossi\textsuperscript{a,b}, T. Rovelli\textsuperscript{a,b}, G.P. Sirili\textsuperscript{a,b}, N. Tosi, R. Travaglini\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Bologna, Bologna, Italy
\textsuperscript{b} Università di Bologna, Bologna, Italy

S. Albergo\textsuperscript{a,b}, G. Cappello\textsuperscript{a,b}, M. Chiorboli\textsuperscript{a,b}, S. Costa\textsuperscript{a,b}, R. Potenza\textsuperscript{a,b}, A. Tricomi\textsuperscript{a,b}, C. Tuve\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Catania, Catania, Italy
\textsuperscript{b} Università di Catania, Catania, Italy

G. Barbagli\textsuperscript{a}, V. Ciulli\textsuperscript{a,b}, C. Civinini\textsuperscript{a}, R. D’Alessandro\textsuperscript{a,b}, E. Focardi\textsuperscript{a,b}, S. Frosali\textsuperscript{a,b}, E. Gallo\textsuperscript{a}, S. Gonzi\textsuperscript{a,b}, M. Meschini\textsuperscript{a}, S. Paololetti\textsuperscript{a}, G. Sguazzoni\textsuperscript{a}, A. Tropiano\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Firenze, Firenze, Italy
\textsuperscript{b} Università di Firenze, Firenze, Italy

L. Benussi, S. Bianco, S. Colafranceschi\textsuperscript{28}, F. Fabbri, D. Piccolo

\textsuperscript{a} INFN Laboratori Nazionali di Frascati, Frascati, Italy
\textsuperscript{b} Università di Roma Tor Vergata, Rome, Italy

P. Fabbricatore\textsuperscript{a}, R. Musenich\textsuperscript{a}, S. Tosi\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Genova, Genova, Italy
\textsuperscript{b} Università di Genova, Genova, Italy

A. Benaglia\textsuperscript{a}, F. De Guio\textsuperscript{a,b}, L. Di Matteo\textsuperscript{a,b,2}, S. Fiorendi\textsuperscript{a,b}, S. Gennai\textsuperscript{a,2}, A. Ghezzi\textsuperscript{a,b}, S. Malvezzi\textsuperscript{a}, R.A. Manzoni\textsuperscript{a,b}, A. Martelli\textsuperscript{a,b}, A. Massironi\textsuperscript{a,b}, D. Menasce\textsuperscript{a}, L. Moroni\textsuperscript{a}, M. Paganoni\textsuperscript{a,b}, D. Pedrini\textsuperscript{a}, S. Ragazzi\textsuperscript{a,b}, N. Redaelli\textsuperscript{a}, T. Tabarelli de Fatis\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Milano–Bicocca, Milano, Italy
\textsuperscript{b} Università di Milano–Bicocca, Milano, Italy

S. Buontempo\textsuperscript{a}, N. Cavallo\textsuperscript{a,c}, A. De Cosa\textsuperscript{a,b,2}, O. Dogangun\textsuperscript{a,b}, F. Fabozzi\textsuperscript{a,c}, A.O.M. Iorio\textsuperscript{a,b}, L. Lista\textsuperscript{a}, S. Meola\textsuperscript{a,d,29}, M. Merola\textsuperscript{a}, P. Paolucci\textsuperscript{a,2}

\textsuperscript{a} INFN Sezione di Napoli, Napoli, Italy
\textsuperscript{b} Università di Napoli ‘Federico II’, Napoli, Italy
\textsuperscript{c} Università della Basilicata (Potenza), Potenza, Italy
\textsuperscript{d} Università G. Marconi (Roma), Roma, Italy

P. Azzi\textsuperscript{a}, N. Bacchetta\textsuperscript{a,2}, M. Bellato\textsuperscript{a}, D. Bisello\textsuperscript{a,b}, A. Branca\textsuperscript{a,b,2}, R. Carlin\textsuperscript{a,b}, P. Checchia\textsuperscript{a}, T. Dorigo\textsuperscript{a}, F. Gasparini\textsuperscript{a,b}, A. Gozzelino\textsuperscript{a}, K. Kanishchev\textsuperscript{a,c}, S. Lacapra\textsuperscript{a,c}, I. Lazzizzera\textsuperscript{a,c}, M. Margoni\textsuperscript{a,b}, A.T. Meneguzzo\textsuperscript{a,b}, J. Pazzini\textsuperscript{a,b}, N. Pozzobon\textsuperscript{a,b}, P. Ronchese\textsuperscript{a,b}, F. Simonetto\textsuperscript{a,b}, E. Torassa\textsuperscript{a}, M. Tosi\textsuperscript{a,b}, S. Vanini\textsuperscript{a,b}, P. Zotto\textsuperscript{a,b}, A. Zucchetta\textsuperscript{a,b}, G. Zumerle\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Padova, Padova, Italy
\textsuperscript{b} Università di Padova, Padova, Italy
\textsuperscript{c} Università di Trento (Trento), Padova, Italy

M. Gabusi\textsuperscript{a,b}, S.P. Ratti\textsuperscript{a,b}, C. Riccardi\textsuperscript{a,b}, P. Torre\textsuperscript{a,b}, P. Vitulo\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Pavia, Pavia, Italy
\textsuperscript{b} Università di Pavia, Pavia, Italy

M. Biasini\textsuperscript{a,b}, G.M. Bilei\textsuperscript{a}, L. Fanò\textsuperscript{a,b}, P. Lariccia\textsuperscript{a,b}, G. Mantovani\textsuperscript{a,b}, M. Menichelli\textsuperscript{a}, A. Nappi\textsuperscript{a,b,†}, F. Romeo\textsuperscript{a,b}, A. Saha\textsuperscript{a}, A. Santocchia\textsuperscript{a,b}, A. Spiezia\textsuperscript{a,b}, S. Taroni\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Perugia, Perugia, Italy
\textsuperscript{b} Università di Perugia, Perugia, Italy
H.A. Salazar Ibarguen
Benemerita Universidad Autonoma de Puebla, Puebla, Mexico

E. Casimiro Linares, A. Morelos Pineda, M.A. Reyes-Santos
Universidad Autónoma de San Luis Potosí, San Luis Potosí, Mexico

D. Krofcheck
University of Auckland, Auckland, New Zealand

A.J. Bell, P.H. Butler, R. Doesburg, S. Reucroft, H. Silverwood
University of Canterbury, Christchurch, New Zealand

M. Ahmad, M.I. Asghar, J. Butt, H.R. Hoorani, S. Khalid, W.A. Khan, T. Khurshid, S. Qazi, M.A. Shah, M. Shoai
National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan

H. Bialkowska, B. Boimska, T. Frueboes, M. Górski, M. Kazana, K. Nawrocki, K. Romanowska-Rybinska, M. Szleper, G. Wrochna, P. Zalewski
National Centre for Nuclear Research, Swierk, Poland

G. Brona, K. Bunkowski, M. Cwiok, W. Dominik, K. Doroba, A. Kalinowski, M. Konecki, J. Krolikowski, M. Misiura
Institute of Experimental Physics, Faculty of Physics, University of Warsaw, Warsaw, Poland

N. Almeida, P. Bargassa, A. David, P. Faccioli, P.G. Ferreira Parracho, M. Gallinaro, J. Seixas, J. Varela, P. Vischia
Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal

I. Belotelov, P. Bunin, M. Gavrilenko, I. Golutvin, I. Gorbunov, A. Kamenev, V. Karjavin, G. Kozlov, A. Lanev, A. Malakhov, P. Moisenz, V. Palichik, V. Perelygin, S. Shmatov, V. Smirnov, A. Volodko, A. Zarubin
Joint Institute for Nuclear Research, Dubna, Russia

S. Evstyukhin, V. Golovtsov, Y. Ivanov, V. Kim, P. Levchenko, V. Murzin, V. Oreshkin, I. Smirnov, V. Sulimov, L. Uvarov, S. Vavilov, A. Vorobyev, An. Vorobyev
Petersburg Nuclear Physics Institute, Gatchina (St. Petersburg), Russia

Yu. Andreev, A. Dermenev, S. Gninenko, N. Golubev, M. Kirsanov, N. Krasnikov, V. Matveev, A. Pashenkov, D. Tlisov, A. Toropin
Institute for Nuclear Research, Moscow, Russia

V. Epshteyn, M. Erofeeva, V. Gavrilov, M. Kossov, N. Lychkovskaya, V. Popov, G. Safronov, S. Semenov, I. Shreyber, V. Stolin, E. Vlasov, A. Zhokin
Institute for Theoretical and Experimental Physics, Moscow, Russia

A. Belyaev, E. Boos, M. Dubinin, L. Dudko, A. Ershov, A. Gribushin, V. Klyukhin, O. Kodolova, I. Lokhtin, A. Markina, S. Obraztsov, M. Perfilov, S. Petrushanko, A. Popov, L. Sarycheva, V. Savrin, A. Snigirev
Moscow State University, Moscow, Russia

V. Andreev, M. Azarkin, I. Dremin, M. Kirakosyan, A. Leonidov, G. Mesyats, S.V. Rusakov, A. Vinogradov
PN. Lebedev Physical Institute, Moscow, Russia
B.A. Barnett, B. Blumenfeld, S. Bolognesi, D. Fehling, G. Giurgiu, A.V. Gritsan, Z.J. Guo, G. Hu, P. Maksimovic, M. Swartz, A. Whitbeck

Johns Hopkins University, Baltimore, USA

P. Baringer, A. Bean, G. Benelli, R.P. Kenny III, M. Murray, D. Noonan, S. Sanders, R. Stringer, G. Tinti, J.S. Wood

The University of Kansas, Lawrence, USA

A.F. Barfuss, T. Bolton, I. Chakaberia, A. Ivanov, S. Khalil, M. Makouski, Y. Maravin, S. Shrestha, I. Svintradze

Kansas State University, Manhattan, USA

J. Gronberg, D. Lange, F. Rebassoo, D. Wright

Lawrence Livermore National Laboratory, Livermore, USA

A. Baden, B. Calvert, S.C. Eno, J.A. Gomez, N.J. Hadley, R.G. Kellogg, M. Kirn, T. Kolberg, Y. Lu, M. Marionneau, A.C. Mignerey, K. Pedro, A. Peterman, A. Skuja, J. Temple, M.B. Tonjes, S.C. Tonwar

University of Maryland, College Park, USA

A. Apyan, G. Bauer, J. Bendavid, W. Busza, E. Butz, I.A. Cali, M. Chan, V. Dutta, G. Gomez Ceballos, M. Goncharov, Y. Kim, M. Klute, K. Krajczar 60, A. Levin, P.D. Luckey, T. Ma, S. Nahn, C. Paus, D. Ralph, C. Roland, G. Roland, M. Rudolph, G.S.F. Stephens, F. Stöckli, K. Sumorok, K. Sung, D. Velicanu, E.A. Wenger, R. Wolf, B. Wyslouch, M. Yang, Y. Yilmaz, A.S. Yoon, M. Zanetti, V. Zhukova

Massachusetts Institute of Technology, Cambridge, USA

S.I. Cooper, B. Dahmes, A. De Benedetti, G. Franzoni, A. Gude, S.C. Kao, K. Klapoetke, Y. Kubota, J. Mans, N. Pastika, R. Rusack, M. Sasseville, A. Singovsky, N. Tambe, J. Turkewitz

University of Minnesota, Minneapolis, USA

L.M. Cremaldi, R. Kroeger, L. Perera, R. Rahmat, D.A. Sanders

University of Mississippi, Oxford, USA

E. Avdeeva, K. Bloom, S. Bose, D.R. Claes, A. Dominguez, M. Eads, J. Keller, I. Kravchenko, J. Lazo-Flores, S. Malik, G.R. Snow

University of Nebraska-Lincoln, Lincoln, USA

A. Godshalk, I. Iashvili, S. Jain, A. Kharchilava, A. Kumar, S. Rappoccio, Z. Wan

State University of New York at Buffalo, Buffalo, USA

G. Alverson *, E. Barberis, D. Baumgartel, M. Chasco, J. Haley, D. Nash, T. Orimoto, D. Trocino, D. Wood, J. Zhang

Northeastern University, Boston, USA

A. Anastassov, K.A. Hahn, A. Kubik, L. Lusito, N. Mucia, N. Odell, R.A. Ofierzynski, B. Pollack, A. Pozdnyakov, M. Schmitt, S. Stoynev, M. Velasco, S. Won

Northwestern University, Evanston, USA

D. Berry, A. Brinkerhoff, K.M. Chan, M. Hildreth, C. Jessop, D.J. Karmgard, J. Kolb, K. Lannon, W. Luo, S. Lynch, N. Marinelli, D.M. Morse, T. Pearson, M. Planer, R. Ruchti, J. Slaunwhite, N. Valls, M. Wayne, M. Wolf

University of Notre Dame, Notre Dame, USA
M.W. Arenton, M. Balazs, S. Boutle, B. Cox, B. Francis, J. Goodell, R. Hirosky, A. Ledovskoy, C. Lin, C. Neu, J. Wood

University of Virginia, Charlottesville, USA

S. Gollapinni, R. Harr, P.E. Karchin, C. Kottachchi Kankanamge Don, P. Lamichhane, A. Sakharov

Wayne State University, Detroit, USA

M. Anderson, D.A. Belknap, L. Borrello, D. Carlsmith, M. Cepeda, S. Dasu, E. Friis, L. Gray, K.S. Grogg, M. Grothe, R. Hall-Wilton, M. Herndon, A. Hervé, P. Klubbers, J. Klukas, A. Lanaro, C. Lazaridis, R. Loveless, A. Mohapatra, M.U. Mozer, I. Ojalvo, F. Palmonari, G.A. Pierro, I. Ross, A. Savin, W.H. Smith, J. Swanson

University of Wisconsin, Madison, USA

* Corresponding author.
  E-mail address: George.Alverson@cern.ch (G. Alverson).
† Deceased.
1 Also at Vienna University of Technology, Vienna, Austria.
2 Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland.
3 Also at National Institute of Chemical Physics and Biophysics, Tallinn, Estonia.
4 Also at California Institute of Technology, Pasadena, USA.
5 Also at Laboratoire Leprince-Ringuet, École Polytechnique, IN2P3-CNRS, Palaiseau, France.
6 Also at Suez Canal University, Suez, Egypt.
7 Also at Zewail City of Science and Technology, Zewail, Egypt.
8 Also at Cairo University, Cairo, Egypt.
9 Also at Fayoum University, El-Fayoum, Egypt.
10 Also at Helwan University, Cairo, Egypt.
11 Also at British University in Egypt, Cairo, Egypt.
12 Now at Ain Shams University, Cairo, Egypt.
13 Also at National Centre for Nuclear Research, Swierk, Poland.
14 Also at Université de Haute-Alsace, Mulhouse, France.
15 Also at Joint Institute for Nuclear Research, Dubna, Russia.
16 Also at Moscow State University, Moscow, Russia.
17 Also at Brandenburg University of Technology, Cottbus, Germany.
18 Also at The University of Kansas, Lawrence, USA.
19 Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary.
20 Also at Eötvös Loránd University, Budapest, Hungary.
21 Also at Tata Institute of Fundamental Research – HECR, Mumbai, India.
22 Now at King Abdulaziz University, Jeddah, Saudi Arabia.
23 Also at University of Visva-Bharati, Santiniketan, India.
24 Also at Sharif University of Technology, Tehran, Iran.
25 Also at Isfahan University of Technology, Isfahan, Iran.
26 Also at Shiraz University, Shiraz, Iran.
27 Also at Plasma Physics Research Center, Science and Research Branch, Islamic Azad University, Tehran, Iran.
28 Also at Facoltà Ingegneria, Università di Roma, Roma, Italy.
29 Also at Università degli Studi Guglielmo Marconi, Roma, Italy.
30 Also at Università degli Studi di Siena, Siena, Italy.
31 Also at University of Bucharest, Faculty of Physics, Bucuresti-Magurele, Romania.
32 Also at Faculty of Physics of University of Belgrade, Belgrade, Serbia.
33 Also at University of California, Los Angeles, USA.
34 Also at Scuola Normale e Sezione dell’INFN, Pisa, Italy.
35 Also at INFN Sezione di Roma, Roma, Italy.
36 Also at University of Athens, Athens, Greece.
37 Also at Rutherford Appleton Laboratory, Didcot, United Kingdom.
38 Also at Paul Scherrer Institut, Villigen, Switzerland.
39 Also at Institute for Theoretical and Experimental Physics, Moscow, Russia.
40 Also at Albert Einstein Center for Fundamental Physics, Bern, Switzerland.
41 Also at Gaziosmanpasa University, Tokat, Turkey.
42 Also at Adiyaman University, Adiyaman, Turkey.
43 Also at Izmir Institute of Technology, Izmir, Turkey.
44 Also at The University of Iowa, Iowa City, USA.
45 Also at Mersin University, Mersin, Turkey.
46 Also at Ozyegin University, Istanbul, Turkey.
47 Also at Kafkas University, Kars, Turkey.
48 Also at Suleyman Demirel University, Isparta, Turkey.
49 Also at Ege University, Izmir, Turkey.
50 Also at Kahramanmaras Sütçü Imam University, Kahramanmaras, Turkey.
51 Also at School of Physics and Astronomy, University of Southampton, Southampton, United Kingdom.
52 Also at INFN Sezione di Perugia; Università di Perugia, Perugia, Italy.
53 Also at Utah Valley University, Orem, USA.
54 Now at University of Edinburgh, Scotland, Edinburgh, United Kingdom.
55 Also at Institute for Nuclear Research, Moscow, Russia.
56 Also at University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia.
57 Also at Argonne National Laboratory, Argonne, USA.
58 Also at Erzincan University, Erzincan, Turkey.
59 Also at Mimar Sinan University, Istanbul, Istanbul, Turkey.
60 Also at KFKI Research Institute for Particle and Nuclear Physics, Budapest, Hungary.
61 Also at Kyungpook National University, Daegu, Republic of Korea.