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Abstract

We study the vacuum structure of spin-3 higher-spin supergravity in AdS$_3$ spacetime. The theory can be written as a Chern-Simons theory based on the Lie superalgebra $sl(3|2)$. We find three distinct AdS$_3$ vacua, AdS$^{(1)}$, AdS$^{(2)}$ and AdS$^{(p)}$, each corresponding to one embedding of the $osp(1|2)$ subalgebra into the $sl(3|2)$ algebra. We explicitly construct the RG flows from AdS$^{(1)}$ to AdS$^{(p)}$ and from AdS$^{(2)}$ to AdS$^{(p)}$, which identifies AdS$^{(p)}$ as an IR vacuum and AdS$^{(1)}$, AdS$^{(2)}$ as two different UV vacua. Thus a duality is found between the two UV theories in the sense that the two theories, each with a chemical potential turned on, flow to the same IR theory. Moreover, we identify a similar structure in the Hamiltonian reductions of the 2d Wess-Zumino-Witten (WZW) model with $sl(3|2)$-valued currents by matching the chiral symmetries there with the asymptotic symmetries of the three different embeddings. Our computation gives an RG interpretation of (certain types of) the Hamiltonian reductions. In addition, it gives a hint of a duality between the 3d higher-spin supergravity and some conformally extended super-Toda theory as suggested by Mansfield and Spence for the bosonic case.
1 Introduction

The AdS/CFT duality with higher-spin fields on both sides has drawn a lot of attention in recent years. A long-term effort of Fronsdal, Fradkin, Vasiliev and collaborators has succeeded in constructing gravitational theories with spin $s > 2$ gauge fields in arbitrary dimensions. These higher-spin theories fit in the context of holography very well. In particular, there are two types, namely A-type and B-type, of parity invariant higher-spin
theories in AdS\textsubscript{4} spacetime. Klebanov and Polyakov conjectured a duality between the A-type minimal bosonic higher-spin theory in AdS\textsubscript{4} spacetime and the 3d $O(N)$ vector model [3]. Sezgin and Sundell proposed a duality between the B-type minimal bosonic higher-spin theory in AdS\textsubscript{4} spacetime and the 3d Gross-Neveu model [4]. In the same paper [4], the $\mathcal{N} = 1$ supersymmetric versions of these dualities were also conjectured. One exciting feature of higher-spin theory is its potential link with the tensionless limit of string theory, as speculated for a long time since [5, 6]. Recently, the authors of [7, 8] proposed a generalized duality between parity violating higher-spin theory and the (supersymmetric) Chern-Simons matter theory based on the observation in [9], which builds a direct connection to the type IIA string theory. Significant progress has been made on higher-spin holography. For example, exact or slightly broken higher-spin symmetry were shown to impose strong constraints on the CFT by Maldacena and Zhiboedov [10, 11]. Aharony, Gur-Ari and Yacoby clarified the interpolation between the A-type higher-spin theory and the B-type theory [12, 13]. Different attempts to understand physical origin of the higher-spin holography have been carried out in [14, 15, 16, 17]. A de-Sitter/CFT higher-spin holography is also conjectured in [18, 19, 20]. For a recent review, see [21] and the references therein.

At one-dimension lower, higher-spin theories have also been studied intensively in the context of AdS\textsubscript{3}/CFT\textsubscript{2} duality. Gaberdiel and Gupakumar proposed a duality between bosonic higher-spin gravity in AdS\textsubscript{3} and 2-dimensional $W_N$ minimal models [22]. This duality is refined later in [23, 24] and extended to even spin higher-spin theory [25]. The supersymmetric generalizations have been carried out by Creutzig, Hikida and Ronne [26, 27] and refined by Candu and Gaberdiel [28, 29]. This duality has been studied and checked intensively, including the match of the partition functions [30, 26, 27], the asymptotic symmetries [31, 32, 33, 34, 35, 36, 37], and the correlation functions [38, 39]. Classical solutions such as conical singularities [40, 41] and black holes with higher spin charges [42, 43, 44, 45, 46] are also constructed. Besides, non-AdS holography with higher-spin gauge fields was studied in [47]. For recent reviews, see [48, 49] and the references therein.

An interesting phenomenon observed by Ammon, Gutperle, Kraus and Perlmutter in [50] is that $sl(3,\mathbb{R})$ higher-spin gravity admits two distinct AdS\textsubscript{3} vacua with different asymptotic symmetries. The two vacua are obtained from different $sl(2,\mathbb{R})$ embeddings into $sl(3,\mathbb{R})$. A holographic RG flow triggered by a finite chemical potential connects the vacuum corresponding to the diagonal embedding in the UV and the principal embedding vacuum in the IR. A detailed relation between the operators in the UV theory and the operators in the IR theory is obtained by perturbing the RG flow and solving the linearized equation of motion. An extension of this work to the thermodynamic properties of higher-spin black holes is carried out in [51].

This paper extends the analysis to the supersymmetric setting. We consider the 3d spin-3 supergravity that can be described as a Chern-Simons theory with $sl(3|2)$ gauge fields. The supergravity sector is represented by an $osp(1|2)$ subalgebra. It turns out that there are three different ways to embed an $osp(1|2)$ into the defining $sl(3|2)$. The vacuum solutions corresponding to these 3 embeddings are labeled as AdS\textsuperscript{(1)}, AdS\textsuperscript{(2)} and AdS\textsuperscript{p}[1]. We analyze the vacuum structure of each embedding and explicitly construct a holographic RG flow from AdS\textsuperscript{(1)} to AdS\textsuperscript{(p)} and from AdS\textsuperscript{(2)} to AdS\textsuperscript{(p)}, respectively. In this sense, we identify AdS\textsuperscript{(p)} as an IR theory and the AdS\textsuperscript{(1)}, AdS\textsuperscript{(2)} as two different UV theories. Thus a duality is found between the two UV theories in the sense that the two theories, each with a chemical potential turned on, flow to the same IR theory. Moreover, this structure is very similar to the known

\footnote{In this paper, we will abuse the notation AdS\textsuperscript{(1)} for both the higher-spin theory with a certain $osp(1|2)$ embedding and its AdS vacuum solution.}
structure of the Hamiltonian reduction of the 2d Wess-Zumino-Witten (WZW) model with $sl(3|2)$-valued currents. It has been shown by Ahn, Ivanov and Sorin [74] that three different reductions of the $sl(3|2)$ WZW model exist, each containing the usual Virasoro algebra as a subalgebra of its chiral algebra. They have also shown that one of the three reductions can be obtained from the other two by secondary Hamiltonian reductions. We find an exact match between the chiral symmetries of these three resulting theories and the asymptotic symmetries of the three different embeddings. This gives a hint of a duality between the 3d higher-spin supergravity and some extended version of the Hamiltonian reduced 2d WZW models, as argued in [52, 53] for the bosonic case. In addition, our analysis suggests a physical interpretation of the Hamiltonian reduction procedures as RG flows.

2 3d higher-spin gravity, its AdS vacua and the RG flow

In this section, we review the known results about the higher-spin gravity in 3-dimensional AdS spacetime. We then briefly summarize the result in [50], namely the two distinct AdS vacua that correspond to the two different $sl(2,\mathbb{R})$ embeddings into $sl(3,\mathbb{R})$ and the RG flow between them.

2.1 Higher-spin gravity as a Chern-Simons theory

It is shown in [54, 55] that 3-dimensional gravity theory with a negative cosmological constant can be reformulated as two copies of Chern-Simons gauge theories

$$I_{EH} = I_{CS}(A, k_{CS}) - I_{CS}(\tilde{A}, k_{CS}), \quad I_{CS}(A, k_{CS}) = \frac{k_{CS}}{4\pi} \int_M \text{Tr}(A \wedge dA + \frac{2}{3} A \wedge A \wedge A),$$

where $A$ is the gauge connection that evaluates in $sl(2,\mathbb{R})$. The “Tr” stands for the trace. We denote the generators of the Lie algebra $sl(2,\mathbb{R})$ as $L_0, L^\pm$. Then the connection expands like

$$A = \sum_{m=-1}^{1} A^m L_m = \sum_{m=-1}^{1} \sum_{\mu=0,\pm} A^m L_m dx^\mu, \quad \tilde{A} = \sum_{m=-1}^{1} \tilde{A}^m L_m = \sum_{m=-1}^{1} \sum_{\mu=0,\pm} \tilde{A}^m L_m dx^\mu.$$  \(2.2\)

The component fields $A^m, \tilde{A}^m$ are related to the vielbeins $e^m_\mu$ and spin connections $\omega^m_\mu$ as

$$A^m_\mu = \omega^m_\mu + \frac{1}{\ell} e^m_\mu, \quad \tilde{A}^m_\mu = \omega^m_\mu - \frac{1}{\ell} e^m_\mu,$$  \(2.3\)

where $m = 0, \pm 1$ label generators of the $sl(2,\mathbb{R})$ algebra, $\mu = 0, \pm$ are spacetime indices. $\ell$ is a constant with mass dimension -1. After plugging (2.3), (2.2) into (2.1) and imposing the equation of motion, we recover the 3d Einstein-Hilbert action for pure gravity with the following identification [54, 55]

$$k_{CS} = \frac{\ell}{8G_3 (-\Lambda L_0^3)}, \quad \Lambda = -\frac{2}{\ell^2},$$  \(2.4\)

where $\Lambda$ is the cosmological constant. For AdS space, we have $\Lambda < 0$. With this identification, we regard $|\ell| = \sqrt{-2/\Lambda}$ as the characteristic AdS radius. Note that in the convention of [32], $\text{Tr}(L_a L_b) = \frac{1}{2} \eta_{ab}$, so $\text{Tr}(L_0^2) = -\frac{1}{2}$. Our relation (2.4) thus gives $k_{CS} = \frac{\ell^2}{4G_3}$ which agrees with the result in [32]. Meanwhile, the spacetime metric $g_{\mu\nu}$ is related to the vielbeins by

$$g_{\mu\nu} = \frac{1}{\text{Tr} L_0^2} \text{Tr}(e_\mu e_\nu) = \frac{\ell^2}{4 \text{Tr} L_0^2} \text{Tr}((\hat{A}_\mu - A_\mu)(\hat{A}_\nu - A_\nu)),$$  \(2.5\)
where \( e_\mu = \sum_{m=0, \pm 1} e_\mu^m L_m \).

Generalization to higher-spin theory is straightforward in the Chern-Simons language: we simply replace the \( sl(2, \mathbb{R}) \) algebra by a higher rank algebra \( \mathcal{H} \). The simplest case is \( \mathcal{H} = sl(3, \mathbb{R}) \), which is the spin-3 gravity considered in \([50]\). The action of this \( sl(3, \mathbb{R}) \) higher-spin theory is similar to (2.1)

\[
I_{HS} = I_{CS}(\Gamma, k_{CS}) - I_{CS}(\tilde{\Gamma}, k_{CS}) , \quad I_{CS}(\Gamma, k_{CS}) = \frac{k_{CS}}{4\pi} \int_M \text{Tr}(\Gamma \wedge d\Gamma + \frac{2}{3} \Gamma \wedge \Gamma \wedge \Gamma) , \tag{2.6}
\]

where the gauge connections are evaluated in the \( sl(3, \mathbb{R}) \) algebra

\[
\Gamma = \sum_{i=-1}^{1} A_i^{(2)} L_i^{(2)} + \sum_{i=-2}^{2} A_i^{(3)} W_i^{(3)}, \quad \tilde{\Gamma} = \sum_{i=-1}^{1} \tilde{A}_i^{(2)} L_i^{(2)} + \sum_{i=-2}^{2} \tilde{A}_i^{(3)} W_i^{(3)} , \tag{2.7}
\]

where \( L_i^{(2)}, W_i^{(3)} \) generate the spin-2 and spin-3 representations respectively and \( A_i^{(2)}, A_i^{(3)}, \tilde{A}_i^{(2)}, \tilde{A}_i^{(3)} \) are corresponding components of the gauge connections.

The metric in higher-spin theory is analogous to (2.5)

\[
g_{\mu\nu} = \frac{\ell^2}{4 \text{Tr}(L_0^{(2)})^2} \text{Tr}((\tilde{\Gamma}_\mu - \Gamma_\mu)(\tilde{\Gamma}_\nu - \Gamma_\nu)) . \tag{2.8}
\]

### 2.2 \( sl(2, \mathbb{R}) \) embeddings, AdS vacua and RG flow

In this subsection, we review the result in \([50]\). In the Chern-Simons language, the gauge connections that correspond to the AdS vacuum read:

\[
\Gamma_{\text{AdS}} = e^\rho L_1 dx^+ + L_0 d\rho , \quad \tilde{\Gamma}_{\text{AdS}} = -e^\rho L_{-1} dx^- - L_0 d\rho , \tag{2.9}
\]

where \( L_{0, \pm 1} \) are the \( sl(2, \mathbb{R}) \) generators and we omit the superscript (2) in \( L_i^{(2)} \). Then from (2.5) we can compute the metric of the corresponding geometric

\[
ds^2 = d\rho^2 - e^{2\rho} dx^+ dx^- , \tag{2.10}
\]

which represents an AdS\(_3\) spacetime.

This simple computation tells us that the properties, most importantly the trace structure, of the \( sl(2, \mathbb{R}) \) generators \( L_{0, \pm 1} \) determines the metric of the geometry. Since it is known that there can be different ways to embed an \( sl(2, \mathbb{R}) \) algebra to a higher rank Lie algebra, it is natural to ask what happens to the geometry if we consider different \( sl(2, \mathbb{R}) \) embeddings.

For the special case \( sl(3, \mathbb{R}) \), there are two different \( sl(2, \mathbb{R}) \) embeddings: a principal embedding and a non-principal which is usually called the “diagonal” embedding. The work \([50]\) showed that the gauge connections (2.9) corresponding to the principal embedding give an AdS\(_3\) vacuum with unit radius, which we denote as AdS\(_{(p)}\) with \( p \) standing for “principal”. The gauge connections corresponding to the diagonal embedding were shown to describe an AdS\(_3\) vacuum with radius \( 1/2 \). We denote it as AdS\(_{(d)}\) where \( d \) stands for “diagonal”.

We can further consider perturbation solutions around any AdS\(_3\) vacuum that goes back to the vacuum solution asymptotically. For instance, we can consider the perturbed asymptotic AdS\(_{(p)}\) solution

\[
\Gamma = \left( e^\rho L_1 - \frac{2\pi}{k_{CS}} e^{-\rho} L(x^+) L_{-1} - \frac{\pi}{2k_{CS}} e^{-2\rho} W(x^+) W_{-2} \right) dx^+ + L_0 d\rho , \tag{2.11}
\]
where $\mathcal{L}(x^+), W(x^+)$ are asymptotic fields. Due to the topological nature of the Chern-Simons action, much of the information about this perturbation is encoded in the asymptotic symmetry which is the gauge symmetry that preserves the form of (2.11). Following the procedure shown in [32, 33], the asymptotic symmetry of the principal embedding $\text{AdS}^{(p)}$ can be shown to be the $W_3$ algebra, which contains a spin-2 generator and a spin-3 generator.

The authors of [50] showed that the asymptotic symmetry of the $\text{AdS}^{(d)}$ vacuum is the $W_3^{(2)}$ algebra, which contains a spin-2 generator, 2 spin-3/2 generators and one spin-1 generator. Another interesting result in [50] is the RG flow from $\text{AdS}^{(d)}$ to $\text{AdS}^{(p)}$. This flow was explicitly constructed as an interpolation solution between the two vacua

$$A = \lambda e^\rho L_1 dx^+ + e^{2\rho} \tilde{L}_1 dx^- + L_0 d\rho, \quad (2.12)$$

where $L_1, (\tilde{L}_1)$ are the spin-2 generators of the principal (diagonal) embedding. A similar expression exists for the $\tilde{A}$ connection. This solution approaches to the $\text{AdS}^{(d)}$ in the $\rho \to \infty$ limit, while it approaches to the $\text{AdS}^{(p)}$ in the $\rho \to -\infty$ limit. In this sense, we get an RG flow from the $\text{AdS}^{(d)}$ vacuum in the UV to the $\text{AdS}^{(p)}$ vacuum in the IR.

The authors of [50] also found the relations between UV fields and IR fields. This is done by adding both the UV and IR perturbations

$$\delta \Gamma = (L_{I} e^{-\rho} L_{-1} + W_{I} e^{-2\rho} W_{-2}) dx^+ \quad (2.13)$$

$$+ \left( J_{UV} W_0 + G^{(1)}_{UV} e^{-\rho} L_{-1} + G^{(2)}_{UV} e^{-\rho} W_{-1} + T_{UV} e^{-2\rho} W_{-2} \right) dx^- \quad (2.14)$$

to the gauge connection of the interpolation solution (2.12). Then solving the linearized equation of motion leads to the relations between UV fields $O_{UV}$ and IR fields $O_{IR}$.

### 3 Higher-spin supergravity with different $osp(1|2)$ embeddings

In this section, we review the Chern-Simons formalism for higher-spin supergravity. We will use this formalism to study the spin-3 supergravity which can be expressed in terms of the Chern-Simons theory based on the Lie superalgebra $sl(3|2)$. To prepare for later sections, we discuss the different $osp(1|2)$ embeddings of the $sl(3|2)$ algebra, which is the supersymmetric version of the $sl(2, \mathbb{R})$ embedding of the $sl(3, \mathbb{R})$ algebra.

#### 3.1 Higher-spin supergravity as a Chern-Simons theory

Higher spin supergravity can be written as a Chern-Simons theory based on some superalgebra $\mathcal{G}$. We consider the $\mathcal{N} = 2$ higher-spin supergravity, where the relevant gauge superalgebra is $\mathcal{G} = sl(n|n-1)$ [26, 35]. For this choice the higher-spin gauge theory contains $\mathcal{N} = 2$ supermultiplets with spin ranging from 2 to $n$. The action reads

$$I_{HS} = I_{CS}(\Gamma, k_{CS}) - I_{CS}(\tilde{\Gamma}, k_{CS}), \quad I_{CS}(\Gamma, k_{CS}) = \frac{k_{CS}}{4\pi} \int_{M} \text{STr}(\Gamma \wedge d\Gamma + \frac{2}{3} \Gamma \wedge \Gamma \wedge \Gamma), \quad (3.1)$$

where $\Gamma$ is the gauge super-connection that evaluates in $\mathcal{G}$. The connections can be expanded in terms of the bosonic and fermionic generators of $\mathcal{G}$

$$\Gamma = \sum_{s, m} A_{m}^{(s)} L_{m}^{(s)} + \sum_{s, r} \psi_{r}^{(s)} G_{r}^{(s)}, \quad \tilde{\Gamma} = \sum_{s, m} \tilde{A}_{m}^{(s)} \tilde{L}_{m}^{(s)} + \sum_{s, r} \tilde{\psi}_{r}^{(s)} \tilde{G}_{r}^{(s)}, \quad (3.2)$$

where $L_{m}^{(s)} (\tilde{L}_{m}^{(s)})$ are bosonic generators, $G_{m}^{(s)} (\tilde{G}_{m}^{(s)})$ are fermionic generators, $A_{m}^{(s)} (\tilde{A}_{m}^{(s)})$ are the bosonic fields and $\psi_{m}^{(s)} (\tilde{\psi}_{m}^{(s)})$ are fermionic fields.
We realize the superalgebra $G = sl(n|n - 1)$ as supermatrices following the convention \cite{56} where $G$ is spanned by matrices of the form

$$M = \begin{pmatrix} E & B \\ C & D \end{pmatrix},$$ \hspace{1cm} (3.3)

in which $E$ and $D$ are $n \times n$ and $(n - 1) \times (n - 1)$ matrices that generate the $gl(n)$ and $gl(n-1)$ algebra respectively, $B$ and $C$ are $n \times (n - 1)$ and $(n - 1) \times n$ matrices respectively. The “STr” in (3.1) stands for the super-trace and is defined as

$$\text{STr}(M) = \text{Tr}(E) - \text{Tr}(D).$$ \hspace{1cm} (3.4)

Every element $g \in sl(n|n - 1)$ satisfies $\text{STr}(g) = 0$. Note that in this paper we follow the normalization of super-trace in \cite{56}, which is different from that in \cite{35}.

To minimize the confusion caused by different notations, we will use the representation of the $sl(3|2)$ algebra in the Racah basis following \cite{57}. In \cite{57}, the bosonic generators of $sl(n|n - 1)$ are

$$T^s_m, \hspace{0.5cm} 0 \leq s \leq n - 1, \hspace{0.2cm} -s \leq m \leq s, \hspace{0.5cm} \text{and} \hspace{0.5cm} U^t_u, \hspace{0.5cm} 0 \leq t \leq n - 2, \hspace{0.2cm} -t \leq u \leq t, \hspace{1cm} (3.5)$$

and the fermionic generators are

$$Q^r_p, \hspace{0.5cm} 1/2 \leq r \leq n - 3/2, \hspace{0.2cm} -p \leq r \leq p, \hspace{0.5cm} \text{and} \hspace{0.5cm} \bar{Q}^q_{\bar{r}}, \hspace{0.5cm} 1/2 \leq \bar{r} \leq n - 3/2, \hspace{0.2cm} -q \leq \bar{r} \leq q. \hspace{1cm} (3.6)$$

Each of these generators is associated with a $(2n - 1) \times (2n - 1)$ matrix, see \cite{57} for the concrete matrix realization of all the generators.

Coming back to (3.1), the relation between $k_{CS}$ and the parameter $\ell$ is similar to (2.4)

$$k_{CS} = \frac{\ell}{4 \sqrt{G_3}} \left(-\frac{1}{4} \text{STr}((L_0^{(2)})^2)\right).$$ \hspace{1cm} (3.7)

where $L_0^{(2)}$ are the bosonic generators of an $osp(1|2)$ subalgebra of $G$. The metric can be computed from the connection

$$g_{\mu\nu} = \frac{\ell^2}{4 \text{Tr}L_0^2} \text{STr}((\tilde{\Gamma}_\mu - \Gamma_\mu)(\tilde{\Gamma}_\nu - \Gamma_\nu)).$$ \hspace{1cm} (3.8)

### 3.2 Normalization

In this paper, we will consider different $osp(1|2)$ subalgebras of $sl(n|n - 1)$. Therefore, the $\text{STr}(L_0^{(2)})^2$ can be different for different embeddings. To compare results from different embeddings, we need a proper normalization. To simplify our notation, we will omit the (2) in $L_0^{(2)}$ throughout this paper.

As mentioned above, the key identity relating the frame-like language and the Chern-Simons language is (2.4). In the current supersymmetric case and following the definition (3.4) it becomes

$$(\text{STr}L_0^2) k_{CS} = \frac{\ell}{4 \sqrt{G_3}},$$ \hspace{1cm} (3.9)

where on the right hand side of the equation, the parameter $\ell$ is related to the cosmological constant and $G_3$ is the 3-dimensional gravity constant. On the left hand side of the equation, $k_{CS}$ is the Chern-Simons level and the $\text{STr}L_0^2$ is related to the different embeddings. This
equation is valid for all different embeddings. Since the factor \( \text{STr} L_0^2 \) changes among different embeddings, the \( k_{CS} \) and \( \ell \) cannot be fixed at the same time. We fix the value of \( k_{CS} \) among different embeddings, since the higher spin action (3.1) is unchanged when we identify different generators to span the \( osp(1|2) \) subalgebra.

Then suppose we identify some different \( L_{0,\pm 1} \) as the bosonic generators of the \( osp(1|2) \). We have the identification:

\[
k_{CS} = \frac{\ell'}{4G_3 (\text{STr}(L_0)^2)}.
\]

Since \( k_{CS} \) is fixed in the two identifications, we develop a relation between \( \ell \) and \( \ell' \):

\[
\ell/(\text{STr}(L_0)^2) = \ell'/(\text{STr}(L_0')^2) \Rightarrow \Lambda (\text{STr}(L_0)^2)^2 = \Lambda' (\text{STr}(L_0')^2)^2.
\]

Thus we see different identifications of the \( osp(1|2) \) subalgebra, which in general have different values of \( \text{STr}(L_0)^2 \), correspond to spacetimes with different cosmological constants.

### 3.3 \( osp(1|2) \) embeddings of \( sl(3|2) \)

In this subsection, we construct the three different \( osp(1|2) \) embeddings into the Lie superalgebra \( sl(3|2) \). The results in this section are useful for later discussions.

In [58], the authors discussed the \( osp(1|2) \) embeddings of the \( sl(n + 1|n) \) superalgebra in general. For our case \( sl(3|2) \), we will see that there are three different embeddings. Here we want to derive the explicit form of the decomposition of the adjoint representations of \( sl(3|2) \) for each of the embeddings. In other words, we want to find the explicit grouping of the generators of the \( sl(3|2) \) algebra into the representations of the \( osp(1|2) \) subalgebra. This is a supersymmetrical generalization of the bosonic \( sl(2,\mathbb{R}) \) embedding considered in [58, 50]. It is shown in [58] that any \( osp(1|2) \) embedding in a basic Lie superalgebra \( \mathcal{G} \) can be considered as the superprincipal \( osp(1|2) \) embedding of a regular subsuperalgebra \( \mathcal{K} \) of \( \mathcal{G} \). Further notice that not all the basic Lie superalgebras admit an \( osp(1|2) \) superprincipal embedding. The basic Lie superalgebras admitting a superprincipal \( osp(1|2) \) are the following [50]:

\[
sl(n \pm 1|n), \quad osp(2n \pm 1|2n), \quad osp(2n|2n), \quad osp(2n + 2|2n), \quad D(2,1;\alpha) \quad \text{with} \quad \alpha \neq 0, -1, \infty
\]

where \( D(2,1;\alpha) \) is a one-parameter family of exceptional Lie superalgebras with rank 3 and dimension 17. For the algebra \( \mathcal{G} = sl(3|2) \), there are three different regular subsuperalgebras \( \mathcal{K} = sl(3|2), sl(2|1), sl(1|2) \), so there are three different \( osp(1|2) \) embeddings into \( sl(3|2) \). We study each of the three embeddings in the following 3 subsections.

#### 3.3.1 The principal embedding: \( \mathcal{K} = sl(3|2) \)

This is the principal embedding. Following the notation in [58], the decomposition of the adjoint representation of \( sl(3|2) \), which is the algebra itself, reads

\[
\frac{\text{Ad}[sl(3|2)]}{sl(3|2)} = \mathcal{R}_2 \oplus \mathcal{R}_{3/2} \oplus \mathcal{R}_1 \oplus \mathcal{R}_{1/2}.
\]

where \( \mathcal{R}_j \) is an irreducible representation of \( osp(1|2) \) algebra with spin \( j \). Notice that \( \mathcal{R}_j \) can be decomposed as \( \mathcal{R}_j = \mathcal{D}_j \oplus \mathcal{D}_{j-1/2} \) with \( \mathcal{D}_j \) being the spin-\( j \) representation of \( sl(2) \). From this, we see that the bosonic sector of \( sl(3|2) \),

\[
sl(3|2)|_B = sl(3) \oplus sl(2) \oplus u(1).
\]

\[\text{We thank Thomas Hartman for clarifying this point to us.}\]
decomposes as

$$\text{Ad}[\text{sl}(3|2)] |_B = D_2 \oplus D_1 \oplus D'_1 \oplus D_0.$$  \hfill (3.14)

Notice that $D_2, D_1, D_0$ comes from the $\text{sl}(3)$ subalgebra, while the $D'_1$ comes from the $\text{sl}(2)$ subalgebra.  These correspond to a spin-2 representation, two spin-1 representations and a spin-0 (singlet) representation, which agrees with [35].

The fermionic sector contains

$$\text{Ad}[\text{sl}(3|2)] |_F = 2D_{3/2} \oplus 2D_{1/2}.$$  \hfill (3.15)

We see there are 2 spin-3/2 representations and 2 spin-1/2 representations, which again agrees with the result in [35]. As a simple consistency check, we count the number of bosonic and fermionic states. From (3.14), there are $5 + 3 + 3 + 1 = 12$ bosonic states. From (3.15), there are $2 \times 4 + 2 \times 2 = 12$ fermionic states, which is the same as the number of bosonic states. This agrees with the well known property of the $\text{sl}(n|n-1)$ superalgebra.

### 3.3.2 Non-principal embedding I: $\mathcal{K} = \text{sl}(2|1)$

In this section, we consider the $\text{osp}(1|2)$ superprincipal embedding of $\mathcal{K} = \text{sl}(2|1)$ in $\mathcal{G} = \text{sl}(3|2)$

$$\frac{\text{Ad}[\text{sl}(3|2)]}{\text{sl}(2|1)} = R_1 \oplus 3R_{1/2} \oplus 2\tilde{R}_{1/2} \oplus 2R_0 \oplus 2\tilde{R}_0,$$  \hfill (3.16)

where $\tilde{R}_j = \tilde{D}_j \oplus \tilde{D}_{j-1/2}$ represents a spin-$j$ representation of $\text{osp}(1|2)$ but with “wrong” statistics, in the sense that $\tilde{D}_i$ is spanned by fermionic (bosonic) generators if $i$ is an integer (half integer). In addition, $\tilde{R}_0 = D_0, R_0 = D_0$. We see that there is only one $\text{sl}(2)$ subalgebra in the decomposition (3.15); the $D_1$ in $R_1$. The decomposition of the bosonic subalgebra (3.13) under this $\text{osp}(1|2)$ embedding reads

$$\text{Ad}[\text{sl}(3|2)] |_B = D_1 \oplus 2D_{1/2} \oplus 2D_0 \oplus 3D'_0.$$  \hfill (3.17)

Thus we see that the $\text{sl}(3)$ subalgebra in the decomposition (3.14) gives the unique $\text{sl}(2)$ subalgebra, 2 (bosonic) spin-1/2 representations of the $\text{sl}(2)$ and 2 singlets. The $\text{sl}(2)$ part in (3.13) decomposes into 3 singlets.

The decomposition of the fermionic part under this $\text{osp}(1|2)$ embedding reads

$$\text{Ad}[\text{sl}(3|2)] |_F = 4D_{1/2} \oplus 4\tilde{D}_0.$$  \hfill (3.18)

We see the fermionic part breaks into 4 spin-1/2 representations and 4 singlets of $\text{sl}(2)$. We can do a similar state counting here. From (3.17), there are $3 + 2 \times 2 + 5 \times 1 = 12$ bosonic states. From (3.18), there are $4 \times 2 + 4 \times 1 = 12$ fermionic states, which is the same as the number of bosonic states.

### 3.3.3 Non-principal embedding II: $\mathcal{K} = \text{sl}(1|2)$

In this section, we consider the case of $\mathcal{K} = \text{sl}(1|2)$. This embedding reads

$$\frac{\text{Ad}[\text{sl}(3|2)]}{\text{sl}(1|2)} = R'_1 \oplus 5R_{1/2} \oplus 4R_0.$$  \hfill (3.19)

---

3 In this section, we use “$'$” to indicate any representation coming from the $\text{sl}(2)$ part in (3.13).

4 In this section, “spin” refers to the $\text{sl}(2)$ spin, the spacetime spin is the $\text{sl}(2)$ spin plus one.
We can again decompose the bosonic subalgebra into spin-$s$ representations $D_s$ of $sl(2, \mathbb{R})$
\[
\text{Ad}[sl(3|2)]|_B = D'_1 + 9D_0. 
\] (3.20)
Thus we learn that under this embedding, the bosonic subalgebra $sl(2)$ gives the only spin-1 representation, corresponding to the gravitational sector, and the $sl(3)$ subalgebra decomposes to 9 singlets.

The decomposition of the fermionic part in this $osp(1|2)$ embedding reads
\[
\text{Ad}[sl(3|2)]|_F = 6D_{1/2}. 
\] (3.21)
This means that there are 6 spin-1/2 representations. From (3.20), there are $3 + 9 \times 1 = 12$ bosonic states. From (3.21), there are $6 \times 2 = 12$ fermionic states, which agrees with the number of bosonic states.

4 The asymptotic symmetry

Following the procedure in [32, 33] for the bosonic case and [35] in the supersymmetric case, we can derive the asymptotic symmetries corresponding to the 3 different embeddings that we presented in section 3.3.1, 3.3.2, and 3.3.3.

4.1 The asymptotic symmetry of the principal embedding

We want to find the asymptotic symmetry algebra corresponding to the principal embedding. This can be done by a truncation of the result in [35]. However, for ease of comparison with the other embeddings, we compute it in a different representation, namely the explicit Racah basis realization [57]. This means all the elements of the Lie superalgebra $sl(3|2)$ are expressed in terms of bosonic bases (3.5) and fermionic bases (3.6). As discussed in section 3.3 for each $osp(1|2)$ embedding of the $sl(3|2)$ superalgebra, certain combinations of the $sl(3|2)$ generators form different $osp(1|2)$ representations. We now construct these representations by explicitly giving their generators in terms of the Racah basis.

By definition [58, 59, 60], the following new generators characterize the decomposition of the $sl(3|2)$ algebra under the principal embedding
\[
L_0 = -\frac{U^1_0 - 2T^1_0}{\sqrt{2}}, \quad L_1 = U^1_1 + 2\sqrt{2} T^1_1, \quad L_{-1} = U^{-1}_1 + \sqrt{2} T^{-1}_1, \quad J = -2\sqrt{3} T^0_0 - 3\sqrt{2} U^0_0 \\
K_0 = -\frac{\sqrt{2}}{3}(2 U^1_0 + T^1_0), \quad K_1 = \frac{4}{3\sqrt{2}}(\sqrt{2} U^1_1 + T^1_1), \quad K_{-1} = \frac{1}{3}(4 U^{-1}_1 + \sqrt{2} T^{-1}_1) \\
W_2 = -4 T^2_2, \quad W_1 = \sqrt{2} T^2_1, \quad W_0 = -\frac{1}{3} T^2_0, \quad W_{-1} = \frac{T^2_{-1}}{\sqrt{2}}, \quad W_{-2} = -T^2_{-2} 
\] (4.1)
where $T^s_m, U^1_u$ are the basis (3.5). Note that this gives an explicit Racah basis realization of the truncated $shs[\lambda]$ algebra given in [35] 5 In (4.1), $L_i$ are the bosonic generators of the $osp(1|2)$ subalgebra, $K_i$ generate the other spin-1 representation, namely the $D'_1$ in (3.14). $W_i$ form the spin-2 representation and $J$ is a singlet.

We spare the reader from the more complicated expressions of the fermionic generators, the form of them are determined so that the commutators of our principal embedding into the $sl(3|2)$ algebra agree with the truncated $shs[\lambda]$ commutators in [35] at $\lambda = -1$.

5The connection to the result in [35] is through the map $J \rightarrow L^{(3)}_m, L_m \rightarrow L^{(2)}_m, K_m \rightarrow L^{(5/2)}_m, W_m \rightarrow L^{(3)}_m$. 
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As shown in \[32\]–\[35\], after imposing the appropriate boundary conditions and gauge fixing, only the lowest mode of each spin-$s$ representation survives in the gauge connection $\Gamma$. In our present case, we have

\[
\Gamma = \Gamma_+ dx^+ + \Gamma_- dx^- + \Gamma_\rho d\rho,
\]

\[
\Gamma_+ = e^{-\rho L_0} \gamma e^{\rho L_0}, \quad \Gamma_\rho = e^{-\rho L_0} \partial_\rho e^{\rho L_0}, \quad \Gamma_- = 0,
\]

\[
\gamma = L_1 + \frac{2\pi}{k_{CS}} (LL_- + J J + AK_- + WW_-) + \frac{2\pi}{k_{CS}} (G_{1/2}^{1/2} - G_{3/2}^{3/2} + \bar{G}_{1/2}^{1/2} - \bar{G}_{3/2}^{3/2} ) , \quad (4.2)
\]

where all the calligraphic letters represent gauge fields that depend on $x^+$ only. For simplicity, we do not write out their $x^+$ dependence.

Now consider gauge transformations. As shown in \[32\], the most general gauge transformation can be parameterized as $\Lambda = \frac{k_{CS}}{2\pi} e^{-\rho L_0} \lambda(x^+) e^{\rho L_0}$, where

\[
\lambda = -\frac{1}{3} \sum_{i=-1}^3 \alpha_i L_i - \frac{1}{6} \rho J - 3 \sum_{i=-1}^3 \beta_i L_i + \frac{1}{4} \sum_{i=-2}^2 \gamma_i W_i + \frac{1}{2} \gamma \bar{\gamma} \rho L_0 \gamma e^{\rho L_0} + \frac{1}{3} \epsilon \bar{\epsilon} \bar{G}^3/2 G^3/2 + \frac{1}{4} \epsilon \bar{\epsilon} \bar{G}^3/2 G^3/2 \quad (4.3)
\]

and the Greek letters $\alpha, \beta, \gamma, \rho, \epsilon, \bar{\epsilon}$ stand for the gauge parameters associated with different generators. Their dependence on the $x^+$ is suppressed for simplicity. All different numerical factors are present to make sure that the global charge has the following form:\footnote{Here we choose the so-called “highest weight” or “Drinfeld-Sokolov” gauge.}

\[
Q(\Lambda) = \int d\phi \text{STr}(\Gamma(x^+)\Lambda(x^+)) = \int d\phi \left( \alpha_1 \mathcal{L} + \rho \mathcal{J} + \beta_1 A + \gamma_2 WW_- + \epsilon_{1/2} \bar{G}_{1/2} + \epsilon_{3/2} \bar{G}_{3/2} + \epsilon_{1/2} \bar{G}_{1/2} + \epsilon_{3/2} \bar{G}_{3/2} \right) ; (4.4)
\]

where the implicit $x^+$ dependence of the integrand is understood. The integration variable $\phi$ is the angular coordinate of AdS$_3$ and is related to the light-cone coordinates by $x_\pm = t/\ell \pm \phi$. The integral \[4.4\] is evaluated at constant time so the gauge fields are $\phi$ dependent only, which makes sense of the integration \[4.4\].

Now we proceed to compute the asymptotic symmetry algebra. We follow the exact procedure of \[33\]–\[35\]. The first step is to compute the variation of the gauge fields \[4.2\] under the gauge transformation with parameter $\lambda$ \[4.3\]. The variation is given by

\[
\delta_\lambda \gamma = d\lambda + [\gamma, \lambda] . \quad (4.5)
\]

Plugging \[4.2\] and \[4.3\] into \[4.5\] gives the variation of the various fields in the connection \[4.2\]. The asymptotic symmetry is defined to be the gauge transformations, parameterized

\footnote{Note that we take a different approach here comparing to the computation in \[35\] where the numerical factors are multiplied to the components in $\gamma$ (N$_c$ in \[35\] and $N_{CS}^{(p)}$ in \[35\]). We take this approach in this computation to be consistent with the computations of the two non-principal embeddings in section \[4.2\] and \[4.3\] where the super-trace structures of the generators in the non-principal embeddings are complicated. This point will be explained later.}
by \( \lambda \), that preserve the form of (4.2). This means only the lowest mode of each spin-\( s \) representation appears in \( \delta_{\lambda} \gamma \) (4.5), which leads to constraints on the gauge parameters. To find the Poisson bracket we apply the following relation \(^8\)

\[
\delta_\lambda V = \{Q(\lambda), V\}.
\]

Combining (4.4), (4.5) and (4.6) and imposing the constraints on the gauge parameters, we get the expression for the Poisson brackets.

To get the standard form of the commutators of the super-Virasoro algebra, we need a rescaling of the stress tensor \(^9\)

\[
\mathcal{L} \rightarrow 3\mathcal{L},
\]

and a shift of the zero mode

\[
\mathcal{L} \rightarrow \mathcal{L} - \frac{k_{CS}}{4\pi}.
\]

A further Sugawara type modification to the stress-tensor \( \mathcal{L} \)

\[
\mathcal{L} \rightarrow \mathcal{L} + \frac{\pi}{6k_{CS}} J^2,
\]

is also performed to ensure that the current \( J \) has the correct conformal dimension \( \Delta = 1 \).

To express the algebra in the commutators among modes, we adopt the conversion from the Poisson brackets to the Dirac brackets by

\[
i\{\cdot, \cdot\}_{PB} = \left[\cdot, \cdot\right]_{61}.
\]

Then the following mode expansion

\[
\mathcal{L}(\phi) = \frac{1}{2\pi} \sum_n L_n e^{i n \phi}
\]

(4.10)

gives the commutation relation

\[
\left[ L_m, L_n \right] = (m - n)L_{m+n} + \frac{c}{12} (m^3 - m) \delta_{m,-n},
\]

(4.11)

where the central charge is read off as \( c = 18k_{CS} \). This central charge is different from the central charge in \(^{35}\) due to the different super-trace normalization \( \text{STr}L_0^2 = \frac{3}{2} \) in this paper. If we had chosen the normalization used in \(^{35}\), namely \( \text{STr'}L_0^2 = \frac{1}{2} \), the resulting central charge will be the same as that in \(^{35}\). So the computation here really reproduces the result in \(^{35}\). In a similar fashion, we can work out the commutation relations among other fields, but since the result is the same as in \(^{35}\) after a truncation by setting \( \lambda = -1 \), we omit the other commutators. For the readers who are interested in the full result, section 3 in \(^{35}\) will be useful.

The important lessons from this section are (i) the asymptotic symmetry corresponding to the principal embedding being the super-\( W_3 \) algebra \(^{62}\) and (ii) the value of the central charge being \( c = 18k_{CS} \).

### 4.2 The asymptotic symmetry of the non-principal embedding I

Motivated by (3.16), we realize the non-principal embedding in section 3.3.2 by giving explicit expressions for the generators of the different \( osp(1|2) \) representations in (3.16). In terms of the Racah basis, the bosonic generators read

\[
\hat{L}_0 = -T_0^1/\sqrt{2}, \quad \hat{L}_1 = T_2^2, \quad \hat{L}_{-1} = -T_{-2}^2,
\]

(4.12a)

\(^8\)We follow the convention of \(^{61}\) for consistency.

\(^9\)Note that this rescaling is a consequence of putting the super-trace factors in the gauge parameter \(^{35}\) in our approach. In \(^{34}\), no rescaling is needed since we use a different approach.
\[\hat{M}_{1/2} = (T_1^1 - T_2^2)/(4x), \quad \hat{M}_{-1/2} = (T_1^1 + T_2^2)/(4x), \quad (4.12b)\]

\[\hat{N}_{1/2} = (T_1^2 + T_1^1)x, \quad \hat{N}_{-1/2} = (T_2^2 - T_1^1)x, \quad (4.12c)\]

\[\hat{J}_1 = \frac{i}{6} \left(2\sqrt{3}T_0^0 + \sqrt{2} \left(\sqrt{3}T_0^0 + 3U_0^0 + 3U_1^0\right)\right), \quad (4.12d)\]

\[\hat{J}_2 = -iU_{1,-1}^1, \quad \hat{J}_3 = iU_1^1, \quad (4.12e)\]

\[\hat{J}_4 = \frac{i}{6} \left(2\sqrt{3}T_0^0 + \sqrt{2} \left(\sqrt{3}T_0^0 + 3(U_0^0 - U_1^0)\right)\right), \quad (4.12f)\]

\[\hat{J}_5 = i\sqrt{3/2} T_0^2. \quad (4.12g)\]

The bosonic parameter \(x\) can be any nonzero constant and is largely irrelevant. The \(T_m^s, U_n^t\) are the supersymmetric Racah basis. The various "\(i\)" in the definition of \(\hat{J}_m\) are not necessary, they are introduced so that the resulting asymptotic symmetry algebra manifestly matches with the known result in [63]. We could just as well have defined a set of real bases, but then we would have to do some further field redefinitions after we find the asymptotic algebra in order to match it with the known result.

The \(\{\hat{L}_{-1}, \hat{L}_0, \hat{L}_1\}\) generate the \(sl(2)\) subalgebra. The \(\{\hat{M}_{-1/2}, \hat{M}_{1/2}\}\) and \(\{\hat{N}_{-1/2}, \hat{N}_{1/2}\}\) form 2 bosonic spin-1/2 representations of the \(sl(2)\) and the \(\hat{J}_i, i = 1, ..., 5\) are the 5 \(sl(2)\) singlets.

We also define the following 12 fermionic fields

\[\hat{G}_{1/2}^{-1} = -\sqrt{2}Q_{3/2}^{3/2}/(2\sqrt{2} x), \quad \hat{G}_{-1/2}^{-1} = (\sqrt{2}Q_{-1/2}^{3/2} + 2Q_{-1/2}^{1/2})/(4\sqrt{3} x), \quad (4.13a)\]

\[\hat{G}_{1/2}^{-2} = -(2Q_{1/2}^{1/2} - \sqrt{2}Q_{1/2}^{3/2})/(4\sqrt{3} x), \quad \hat{G}_{-1/2}^{-2} = -Q_{-3/2}^{3/2}/(2\sqrt{2} x), \quad (4.13b)\]

\[\hat{G}_{1/2}^{1} = x(\sqrt{2}Q_{1/2}^{3/2} + 2Q_{1/2}^{1/2})/\sqrt{3}, \quad \hat{G}_{-1/2}^{1} = \sqrt{2} x Q_{-3/2}^{3/2}, \quad (4.13c)\]

\[\hat{G}_{1/2}^{2} = \sqrt{2} x Q_{3/2}^{3/2}, \quad \hat{G}_{-1/2}^{2} = x(\sqrt{2}Q_{-1/2}^{3/2} - 2Q_{-1/2}^{1/2})/\sqrt{3}, \quad (4.13d)\]

\[\hat{X}_1 = i(\sqrt{2}Q_{2/2}^{1/2} + Q_{-2/2}^{1/2})/\sqrt{3}, \quad \hat{X}_2 = -i(\sqrt{2}Q_{1/2}^{3/2} + Q_{1/2}^{1/2})/\sqrt{3}, \quad \hat{X}_3 = -i(Q_{1/2}^{1/2} - \sqrt{2}Q_{1/2}^{3/2})/\sqrt{3}. \quad (4.13e)\]

Now we can perform the standard procedure to get the asymptotic symmetry algebra. Similar to the computation of the principal embedding in the previous subsection, we have:

\[
\Gamma = \Gamma_+ dx^+ + \Gamma_- dx^- + \Gamma_{\rho} d\rho,
\]

\[
\Gamma_+ = e^{-\rho L_0} \gamma e^{\rho L_0}, \quad \Gamma_{\rho} = e^{-\rho L_0} \partial_{\rho} e^{\rho L_0}, \quad \Gamma_- = 0,
\]

\[
\gamma = \hat{L}_1 + \frac{2\pi}{k_{CS}} \mathcal{L}_1 - 1 + \frac{2\pi}{k_{CS}} (\mathcal{M} \hat{M}_{-1/2} + N \hat{N}_{-1/2} + \sum_{i=1}^{5} J_i \hat{J}_i) + \frac{2\pi}{k_{CS}} \left( \sum_{i=-1,2,1} \mathcal{G}_i \hat{G}_{-1/2}^{-i} + \sum_{i=1}^{4} \mathcal{X}_i \hat{X}_i \right), \quad (4.14)\]

where all the fields, denoted by calligraphic letters, only depend on \(x^+\).
Now consider gauge transformations. The most general gauge transformation can be parameterized as $\Lambda = \frac{k_{CS}}{2\pi} e^{-\rho L_0} \lambda(x^+) e^{\rho L_0}$, where

$$\lambda = -\sum_{i=1}^{3} \alpha_i \hat{L}_i + 2 \sum_{i=\pm1/2} \nu_i \hat{M}_i - 2 \sum_{j=\pm1/2} \mu_j \hat{N}_j + (2\rho_1 + \rho_4 - \rho_5) \hat{J}_1 + \rho_3 \hat{J}_2 + 2\rho_2 \hat{J}_3 + (\rho_1 + 2\rho_4 - \rho_5) \hat{J}_4 - (\rho_1 + \rho_4) \hat{J}_5$$

(4.15)

and the Greek letters $\alpha, \mu, \nu, \rho, \sigma, \epsilon, \eta$ stand for the gauge parameters again. We suppress their $x^+$ dependence for simplicity.

The form of the gauge parameters (4.15) looks strange, especially the $\rho_i$ parameters. This is due to the super-trace structure of the non-principal embedding. The super-trace has the following general property

$$\text{STr}(L^s_m L^{-m}_t) \propto \delta^{st}.$$  

(4.16)

This means that a product of generators with different spins (i.e. $s \neq t$) has vanishing supertrace. However, in this non-principal embedding, there are multiple fields with spin $s = 1$, so the delta function in (4.16) does not exclude mixings between different spin-1 generators.

To make our derivation of the asymptotic symmetry algebra straightforward, we choose the form of the gauge parameters such that the global charge, defined as

$$Q(\Lambda) = \int d\phi \text{STr} (\Gamma(x^+) \Lambda(x^+)),$$  

(4.17)

have the indicative form

$$Q(\gamma) = \int d\phi \left( \alpha_1 \mathcal{L} + \mu_{1/2} \mathcal{M} + \nu_{1/2} \mathcal{N} + \sum_{i=1}^{5} \rho_i \mathcal{J}_i + \sum_{i} \epsilon_i \mathcal{G}_i + \sum_{i} \eta_i \mathcal{X}_i \right),$$  

(4.18)

where the relations between the fields, labelled by calligraphic letters, and the gauge transformation parameters, labelled by Greek letters, are clear. This simple form of the global charge (4.18) and the mixing between spin-1 generators are the origin of the strange combinations of the $\rho_i$ parameters in (4.15). If we had chosen a simple expression for the gauge parameters as in the principal embedding (4.13), the extraction of the asymptotic algebra is still possible but highly involved.

Now we proceed to compute the asymptotic algebra. Following the same procedure as in the principal embedding, we get the expression for the Poisson brackets. A Sugawara type modification to the stress-tensor $\mathcal{L}$

$$\mathcal{L} \rightarrow \mathcal{L} + \frac{\pi}{2k_{CS}} (\mathcal{J}_1^2 + \mathcal{J}_4^2 + 3\mathcal{J}_5^2 + 2\mathcal{J}_1\mathcal{J}_4 + 2\mathcal{J}_3\mathcal{J}_5 + 4\mathcal{J}_2\mathcal{J}_3 + 4\mathcal{X}_2\mathcal{X}_1 + 4\mathcal{X}_4\mathcal{X}_3)$$

(4.19)

and a shift of the zero mode

$$\mathcal{L} \rightarrow -(\mathcal{L} - \frac{k_{CS}}{4\pi}).$$

(4.20)

are performed to put the commutators in the form of the standard super-Virasoro algebra. Recall that when we convert from the Poisson brackets to the Dirac brackets, we use the relation $i\{\cdot, \cdot\}_{PB} = \{\cdot, \cdot\}$. The factor “$i$” in this relation is part of the reason why we complexify
the generators of the \( sl(2) \) singlets \( \hat{J}_i \) (4.11) and \( \hat{X}_\bar{i} \) (4.13). Finally, the following mode expansions

\[
\mathcal{L}(\phi) = \frac{1}{2\pi} \sum_n L_n e^{i\phi}, \quad \mathcal{J}_a(\phi) = \frac{1}{2\pi} \sum_n J_{m+n}^a e^{i\phi}, \quad \mathcal{X}_a(\phi) = \frac{1}{2\pi} \sum_n X_{m+n}^a e^{i\phi},
\]

\[
\mathcal{G}_j(\phi) = \frac{1}{2\pi} \sum_n G_n^j e^{i\phi}, \quad \bar{\mathcal{G}}_j(\phi) = \frac{1}{2\pi} \sum_n \bar{G}_n^j e^{i\phi},
\]

\[
\mathcal{M}_j(\phi) = \frac{1}{2\pi} \sum_n M_n^j e^{i\phi}, \quad \mathcal{N}_j(\phi) = \frac{1}{2\pi} \sum_n N_n^j e^{i\phi}.
\]

give us the commutation relations

\[
[L_m, L_n] = (m-n)L_{m+n} + \frac{c}{12}(m^3 - m)\delta_{m,-n}, \quad (4.21a)
\]

\[
[L_m, J_n^a] = -nJ_{m+n}^a, \quad (4.21b)
\]

\[
[L_m, G_n^a] = \left(\frac{m}{2} - n\right)G_{m+n}^a, \quad (4.21c)
\]

\[
[L_m, \bar{G}_n^a] = \left(\frac{m}{2} - n\right)\bar{G}_{m+n}^a, \quad (4.21d)
\]

\[
[L_m, M_n] = \left(\frac{m}{2} - n\right)M_{m+n}, \quad (4.21e)
\]

\[
[L_m, N_n] = \left(\frac{m}{2} - n\right)N_{m+n}, \quad (4.21f)
\]

\[
[J_m^a, J_n^b] = f^{abc} J_c^a + m k_{CS} h_{ab}^c \delta_{m+n}, \quad (4.21g)
\]

\[
[J_m^a, X_n^c] = g^{abc} X^c, \quad (4.21h)
\]

\[
\{X_n^a, X_\bar{n}^b\} = \gamma^{pqc} J_c^a + m k_{CS} \beta^{pq} \delta_{m+n}, \quad (4.21i)
\]

\[
[J_m^a, G_n^i] = \theta^{aij} G^j_{m+n}, \quad (4.21j)
\]

\[
[J_m^a, \bar{G}_n^i] = \bar{\theta}^{aij} \bar{G}^j_{m+n}, \quad (4.21k)
\]

\[
[J_m^5, N_n] = N_{m+n}, \quad (4.21l)
\]

\[
[J_m^5, M_n] = -M_{m+n}, \quad (4.21m)
\]

\[
\{X_n^a, \bar{G}_n^i\} = N_{m+n}, \quad \{X_n^a, G^i_{m+n}\} = N_{m+n}, \quad (4.21n)
\]

\[
\{X_n^3, G^3_n\} = \{X_n^3, \bar{G}^3_n\} = -M_{m+n}, \quad (4.21o)
\]

\[
[X_n^3, N_n] = G^3_{m+n}, \quad [X_n^3, M_n] = \bar{G}^3_{m+n}, \quad (4.21p)
\]

\[
[X_n^4, N_n] = \bar{G}^4_{m+n}, \quad [X_n^4, M_n] = G^4_{m+n}, \quad (4.21q)
\]

\[
[N_m, \bar{G}_n^i] = -2(m-n)X_{2i}, \quad [M_m, G^i_n] = 2(m-n)X_{2i-1} \quad (4.21r)
\]

\[
[M_m, N_n] = 2L_{m+n} - (m-n)(J_{m+n}^1 + J_{m+n}^4 + 3J_{m+n}^5) + U_{ab}^{33}(J_a J_b)_{m+n} + V_{ab}^{33}(X_a X_b)_{m+n} + 2k_{CS}(m^2 - \frac{1}{4})\delta_{m,-n}, \quad (4.21s)
\]

\[
\{\bar{G}_m, G_n^i\} = -2L_{m+n}\delta_{ij} + (m-n)[\delta_{ij}(J_{m+n}^1 + J_{m+n}^4 + J_{m+n}^5) - 2J^{2(i-1)+j}] + U_{ab}^{ij}(J_a J_b)_{m+n} + V_{ab}^{ij}(X_a X_b)_{m+n} - 2k_{CS}(m^2 - \frac{1}{4})\delta_{ij}\delta_{m,-n}, \quad (4.21t)
\]

where \( a, b = 1, \ldots, 5 \), \( p, q = 1, \ldots, 4 \), \( i, j = 1, \ldots, 2 \). The central charge is read off from the algebra as \( c = 6k_{CS} \). The non-vanishing structure constants \( f^{abc}, g^{abc}, \theta^{aij}, \bar{\theta}^{aij}, \gamma^{pqc} \) are listed in Appendix A. The expressions for \( U_{ab}^{ij} \) and \( V_{ab}^{ij} \) are complicated and are not enlightening since they will receive quantum corrections from the normal ordering, therefore we omit the expressions for them.
This algebra \( \{1, 2, 1\} \) is the non-linear \( u(2|1) \)-extended superconformal algebra discovered in [63]. To match our expressions \( \{1, 2, 1\} \) with the expressions in [63], we employ the following dictionary

\[
\begin{align*}
J_1 & \rightarrow \Sigma^{11}, & J_2 & \rightarrow \Sigma^{12}, & J_3 & \rightarrow \Sigma^{21}, & J_4 & \rightarrow \Sigma^{22}, \\
J_5 & \rightarrow \Sigma^{33}, & \chi_1 & \rightarrow \Sigma^{13}, & \chi_2 & \rightarrow \Sigma^{31}, & \chi_3 & \rightarrow \Sigma^{23}, & \chi_4 & \rightarrow \Sigma^{32}, \\
G_i & \rightarrow G^i, & i = 1, 2, & \ G_i & \rightarrow \tilde{G}^{-i}, & i = -1, -2, & \ N & \rightarrow G^3, & \ M & \rightarrow \tilde{G}^3,
\end{align*}
\]

at the following value of the parameters in [63]

\[
\kappa = k_{CS}, \quad \kappa' = k_{CS}, \quad \epsilon = 0, \quad \phi = -2, \quad \phi' = -1, \quad a = -2k_{CS}.
\]

As stated in [63], the resulting algebra is a nonlinear superconformal algebra (SCA) with \( u(2|1) \)-supersymmetry. We call this algebra \( u(2|1) \)-SCA. The spin-1 currents \( J_{1,\ldots,5}, \chi_{1,2} \) fall into the adjoint representation of the Lie superalgebra \( u(2|1) \). The multiplet \((G_1, G_2, N)\) and \((\tilde{G}_{-1}, \tilde{G}_{-2}, M)\) are the fundamental and anti-fundamental representations of the \( u(2|1) \) respectively. The spin-2 field \( L \) is a singlet of \( u(2|1) \).

- **The quantum algebra.** Note that what we have derived here is the classical version of the \( \mathcal{N} = 2 \) super-conformal algebra with quadratic non-linearity [63]. To get the full quantum algebra, we require all the commutators to satisfy the Jacobi identities. We can start with our classical result, set all coefficients of the non-linear commutators as well as the central charge as independent parameters. Requiring this ansatz to satisfy the Jacobi identities yields the full quantum algebra. The result turns out to be the same as those presented in [63], which is not surprising since our classical solution coincides with the ansatz in [63]. The key result for us is the new quantum corrected central charge

\[
c = 6k_{CS} + 3.
\]

For the full algebra that satisfying the Jacobi identities, we refer the reader to [63].

### 4.3 The asymptotic symmetry of the non-principal embedding II

The non-principal embedding [3.19] implies the following realization for the generators of the different \( osp(1|2) \) representations. In the Racah basis, the bosonic generators read

\[
\begin{align*}
\hat{L}_0 & = -U_0^1/\sqrt{2}, & \hat{L}_1 & = U_1^1, & \hat{L}_{-1} & = U_1^{-1}, \\
\hat{J}_1 & = \frac{1}{2\sqrt{2}}(T_{1}^{-1} - T_{1}^1 + T_{-1}^2 - T_{1}^2), & \hat{J}_2 & = \frac{-i}{2\sqrt{2}}(T_{1}^{-1} + T_{1}^1 + T_{-1}^2 + T_{1}^2), \\
\hat{J}_3 & = \frac{-1}{2\sqrt{2}}(T_0^1 + \sqrt{3}T_0^2), & \hat{J}_4 & = \frac{T_{2}^2 + T_{1}^2}{2}, & \hat{J}_5 & = \frac{-i(T_{2}^2 - T_{1}^2)}{2}, \\
\hat{J}_6 & = \frac{1}{2\sqrt{2}}(-T_{1}^{-1} + T_{1}^1 + T_{-1}^2 - T_{1}^2), & \hat{J}_7 & = \frac{i}{2\sqrt{2}}(T_{1}^{-1} + T_{1}^1 - T_{-1}^2 - T_{1}^2), \\
\hat{J}_8 & = \frac{1}{2\sqrt{2}}(-\sqrt{3}T_0^1 + T_0^2), & \hat{J}_9 & = -i\left(T_0^0 + \sqrt{3}U_0^0\right).
\end{align*}
\]

Note again that the various “\( i \)” are not necessary, they are introduced for the ease of comparison with known results, we can define the basis without complexification equally well.
The fermionic generators read

\[
\hat{G}^{-1}_{-1/2} = -\frac{1}{2}Q^{3/2} - \frac{1}{Q^{3/2}}, \quad \hat{G}^{-1}_{1/2} = \frac{1}{\sqrt{6}}Q^{1/2} + \frac{Q^{3/2}}{2\sqrt{3}},
\]

\[
\hat{G}^{-2}_{-1/2} = \frac{Q^{1/2}}{2\sqrt{3}} - \frac{1}{\sqrt{6}}Q^{2/3}, \quad \hat{G}^{-2}_{1/2} = \frac{Q^{1/2}}{2\sqrt{3}} + \frac{1}{\sqrt{6}}Q^{3/2},
\]

\[
\hat{G}^{-3}_{-1/2} = \frac{1}{\sqrt{6}}Q^{1/2} + \frac{Q^{2/3}}{2\sqrt{3}}, \quad \hat{G}^{-3}_{1/2} = -\frac{1}{2}Q^{3/2},
\]

\[
\hat{G}^{1}_{-1/2} = -\sqrt{\frac{2}{3}}\tilde{Q}^{1/2} - \frac{\tilde{Q}^{3/2}}{2\sqrt{3}}, \quad \hat{G}^{1}_{1/2} = \tilde{Q}^{3/2},
\]

\[
\hat{G}^{2}_{-1/2} = \frac{Q^{1/2}}{\sqrt{3}} + \sqrt{\frac{2}{3}}\tilde{Q}^{2/3}, \quad \hat{G}^{2}_{1/2} = \frac{Q^{1/2}}{\sqrt{3}} - \sqrt{\frac{2}{3}}\tilde{Q}^{3/2},
\]

\[
\hat{G}^{3}_{-1/2} = \tilde{Q}^{3/2}, \quad \hat{G}^{3}_{1/2} = \sqrt{\frac{2}{3}}\tilde{Q}^{1/2} - \frac{\tilde{Q}^{3/2}}{\sqrt{3}}.
\]

One difference of this embedding is that the super-trace $\text{STr} L^2_0 < 0$. Then from the relation (3.5), keeping $k_{\text{CS}}$ unchanged means $\ell$ changes sign. But this is fine: $\ell$ itself is not so important since it is related to the cosmological constant by $\Lambda = -\frac{2}{\ell^2}$, so it is $|\ell|$ that represents the AdS radius.

A more convenient way to understand this extra minus sign goes like this. After we get the embedding (3.19), we turn off all other fields and leave only the gravitational sector. The resulting action of the higher-spin theory\footnote{The superscript "(2)" represents the fact that only the spacetime spin-2 sector is left after the truncation.}

\[
I^{(2)}_{\text{HS}} = I^{(2)}_{\text{CS}}(\Gamma, k_{\text{CS}}) - I^{(2)}_{\text{CS}}(\tilde{\Gamma}, k_{\text{CS}}),
\]

is the same as the Einstein-Hilbert action (2.1) with a similar identification as (2.3). However, as discussed above, $\ell < 0$ for this non-principal embedding. This means the relation between the gauge fields and the vielbeins are

\[
\Gamma^{(2)} = \omega^{(2)} - \frac{1}{|\ell|} e^{(2)}, \quad \tilde{\Gamma}^{(2)} = \omega^{(2)} + \frac{1}{|\ell|} e^{(2)}.
\]

This looks a little unfamiliar comparing with the more conventional (2.3) where $\ell > 0$ by default and is interpreted as the AdS radius. Then it is natural to consider the following rewriting of the action (4.26)

\[
I^{(2)}_{\text{HS}} = I^{(2)}_{\text{CS}}(\Gamma', -k_{\text{CS}}) - I^{(2)}_{\text{CS}}(\tilde{\Gamma}', -k_{\text{CS}}),
\]

where $\Gamma' = \tilde{\Gamma}$ and $\tilde{\Gamma}' = \Gamma$. This is identical to the original formula (4.26) and we simply switch the role of the $\Gamma$ and $\tilde{\Gamma}$. The benefit of this rewriting is that the relations between the new gauge connection $\Gamma^{(2)}$ ($\tilde{\Gamma}^{(2)}$) and the vielbein/spin-connection take the conventional form as (2.3)

\[
\Gamma^{(2)} = \omega^{(2)} + \frac{1}{|\ell|} e^{(2)}, \quad \tilde{\Gamma}^{(2)} = \omega^{(2)} - \frac{1}{|\ell|} e^{(2)}.
\]

After this redefinition, nothing is special for this embedding except for the minus sign in front of the $k_{\text{CS}}$ in (4.28). This minus sign is crucial to get the correct expression for the central charge in the later computation.
This rewriting (4.28) should be carried over to the full higher-spin gauge connections for consistency and we will use the relabeled gauge connections \( \Gamma' \) and \( \tilde{\Gamma}' \) to do all the following computations. But to simplify the notation, we drop the "′" everywhere. Then the computation can be carried out in exactly the same way as in the previous two subsections with only one important thing to keep in mind: the Chern-Simons level used in this computation becomes \(-k_{CS}\). Now we carry out the explicit computation. The super-connection takes the general form as in (4.14) after imposing the asymptotic AdS boundary condition gauge fixing

\[
\Gamma = \Gamma_+ dx^+ + \Gamma_- dx^- + \Gamma_\rho d\rho,
\]

\[
\Gamma_+ = e^{-\rho \tilde{L}_0} \gamma e^{\rho \tilde{L}_0}, \quad \Gamma_\rho = e^{-\rho \tilde{L}_0} \partial_\rho e^{\rho \tilde{L}_0}, \quad \Gamma_- = 0,
\]

\[
\gamma = \hat{L}_{-1} + \frac{2\pi}{-k_{CS}} \left( \hat{L}_1 + \sum_{i=1}^{9} J_i \hat{J}_i + \sum_{i=-1,-2,-3,1,2,3}^{3} \mathcal{G}_i \hat{G}_i^{1/2} \right).
\]

In this case, the gauge parameter \( \Lambda \) takes the form

\[
\hat{\Lambda} = \frac{-k_{CS}}{2\pi} e^{-\rho \tilde{L}_0} \hat{\chi}(x^+) e^{\rho \tilde{L}_0},
\]

\[
\hat{\lambda} = -\left( 2 \sum_{i=1}^{8} \hat{\rho}_i \hat{J}_i + \hat{\rho}_9 \hat{J}_0 (6\hbar^2) + \sum_{i=1}^{3} \alpha_i \hat{L}_i + \sum_{i=-3,i\neq 0}^{3} \hat{\epsilon}_i \hat{G}_{-1/2}^{i} + \sum_{i=-3,i\neq 0}^{3} \hat{\epsilon}_i \hat{G}_{1/2}^{i} \right),
\]

such that the global charge in this case is

\[
Q(\tilde{\gamma}) = \int d\phi \hat{\Gamma} \hat{\Lambda} = \int d\phi \left( \alpha_1 \mathcal{L} + \sum_{i=1}^{9} \rho_i \mathcal{J}_i + \sum_{i=-1,-2,-3,1,2,3}^{3} \mathcal{G}_i \mathcal{G}_i \right).
\]

Following the same steps as in the previous case, we can derive the classical Poisson brackets.

To make the spin-1 currents to have correct conformal dimension, we add Sugawara type of modification terms to the stress tensor

\[
\mathcal{L} \rightarrow \mathcal{L} + \frac{\pi}{2k_{CS}} \sum_{i=1}^{9} \mathcal{J}_i \mathcal{J}_i.
\]

After a shift of the zero mode and field redefinitions

\[
\mathcal{L} \rightarrow \mathcal{L} + \frac{k_{CS}}{4\pi}, \quad \mathcal{G}_i \rightarrow \bar{\mathcal{S}}_i, \quad i = 1..3, \quad \mathcal{G}_i \rightarrow \mathcal{S}_{-i}, \quad i = -1..-3,
\]

a mode expansion

\[
\mathcal{L}(\phi) = \frac{1}{2\pi} \sum_n L_n e^{in\phi}, \quad \mathcal{J}_n(\phi) = \frac{1}{2\pi} \sum_n J_n e^{in\phi},
\]

\[
\mathcal{S}_j(\phi) = \frac{1}{2\pi} \sum_j S_{j}^{i} e^{in\phi}, \quad \bar{\mathcal{S}}_j(\phi) = \frac{1}{2\pi} \sum_j \bar{\mathcal{S}}_{j}^{i} e^{in\phi},
\]
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gives the following commutators between the generators

\[
[L_m, L_n] = (m - n)L_{m+n} + \frac{c}{12}(m^3 - m)\delta_{m-n},
\]

(4.33a)

\[
[L_m, J_{an}^a] = -nJ_{m+n}^a,
\]

(4.33b)

\[
[L_m, S_{in}^i] = (\frac{m}{2} - n)S_{m+n},
\]

(4.33c)

\[
[L_m, \bar{S}_{in}^i] = (\frac{m}{2} - n)\bar{S}_{m+n},
\]

(4.33d)

\[
[J_{m}^{a}, J_{n}^{b}] = f^{abc}J_{m+n}^{c} - 2m k_{CS}\delta^{ab}\delta_{m+n},
\]

(4.33e)

\[
[J_{m}^{a}, S_{n}^{i}] = (A^{a})^{ij}S_{m+n}^{j},
\]

(4.33f)

\[
[J_{m}^{a}, \bar{S}_{n}^{i}] = -(A^{a})^{ij}\bar{S}_{m+n}^{j},
\]

(4.33g)

\[
\{S_{m}^{i}, \bar{S}_{n}^{j}\} = 2L_{m+n}\delta^{ij} + (m - n)(A^{a})^{ij}J_{m+n}^{a} - \frac{2\pi}{k_{CS}}M_{ab}^{ij}J_{m+n}^{a}J_{m+n}^{b} + 2k_{CS}(m^2 - \frac{1}{4})\delta^{ij}\delta_{m-n},
\]

where the central charge is related to \( k_{CS} \) by \( c = 12\text{Str}(\hat{L}_2)\), \(-k_{CS}\) = 6\( k_{CS} \). The constants \( A_{ij}^a \) coincide with the set of the canonical generators of the \( u(3) \) algebra with \( f^{abc} \) being the structure constants [\( A^a, A^b \) = \( f^{abc}A^c \)]. It is not very enlightening to list values for the coefficients \( M_{ab}^{ij} \), since they are coefficient of the nonlinear terms and will be modified upon solving the Jacobi identities.

Remarkably, this algebra is precisely the 2-dimensional nonlinear superconformal algebra with \( u(3) \)-supersymmetry [64, 65]. We call this algebra \( u(3) \)-SCA. To compare with the results in [65], we can use the following dictionary

\[
A^a \rightarrow \lambda^a, \quad J_a \rightarrow W_a, \quad S_i \rightarrow G_i, \quad \bar{S}_i \rightarrow \bar{G}_i
\]

and the value of the parameter

\[
B = 2, \quad 2k_{CS} = S = S_0.
\]

The spin-1 currents form the adjoint representation of the \( u(3) \) symmetry algebra, and \( S_i \) and \( \bar{S}_i \) are the fundamental and anti-fundamental representations of the \( u(3) \) algebra respectively. Once again, the spin-2 field \( \mathcal{L} \) is a singlet of \( u(3) \).

- **The quantum algebra.** As in the previous case, the above algebra we derived is a classical version of the algebra in [64, 65]. We follow the same procedure to solve the Jacobi identities and since our classical solution once again coincides with the ansatz in [64, 65], the quantum algebra agrees with the result in [64, 65]. The key result for us is the new quantum corrected central charge

\[
c = \frac{6k_{CS}^2 + 13k_{CS} + 2}{k_{CS} + 2}.
\]

(4.34)

For the full algebra that satisfying the Jacobi identities, we refer the reader to [64, 65].

**Summary:** In this section, we have computed the asymptotic symmetries corresponding to the different \( osp(1|2) \) embeddings. The results of this section can be summarized in the following table

| embedding           | asymptotic symmetry | central charge | known results               |
|---------------------|---------------------|----------------|-----------------------------|
| principal embedding | super-W3            | \( c = 18k_{CS} \) | [66, 67, 62, 68]            |
| non-principal       | \( u(2|1) \)-SCA     | \( c = 6k_{CS} \) | [63]                        |
| non-principal       | \( u(3) \)-SCA      | \( c = 6k_{CS} \) | [64, 65]                    |
Further notice that the two different non-principal embeddings really give two different theories. This is because

1. The spectra of the asymptotic states are different. In the non-principal embedding \( (3.16) \), which is denoted as \( \text{AdS}^{(1)} \), there are states with “wrong” statistics: the bosonic fields \( M, N \) with spin \( s = 1/2 \) and the fermionic fields \( X_i, i = 1, ..., 4 \) with spin \( s = 0 \). However, all fields in the non-principal embedding \( (5.14) \) have “correct” statistics.

2. When we were deriving the asymptotic symmetry, which describes the global symmetry of the asymptotic \( \text{AdS}_3 \) spacetime, we imposed different boundary conditions for the different embeddings. This is reflected in the different forms of the asymptotic \( \text{AdS}_3 \) connections \( (4.2), (4.14) \) and \( (4.30) \) since their forms are determined by the boundary condition.

3. The asymptotic symmetries of the three different embeddings are different. This gives a hint that the dual CFTs should also be different.

5 Geometry corresponding to the different embeddings

In the previous sections, we have studied different \( \text{osp}(1|2) \) embeddings of the \( \text{sl}(3|2) \) higher-spin supergravity. Physically, this means identifying different states in the higher-spin theory as the gravity sector. In other words, we have identified different fields with vielbeins and spin connections in different embeddings. Thus if we consistently turn off all fields other than the gravity sector, each embedding admits a vacuum solution of the higher-spin theory. This means the \( \text{sl}(3|2) \) higher-spin supergravity possesses three vacua configurations.\(^{11}\) Each vacuum solution is obtained by solving the vacuum Einstein equation, which is the flatness condition in the Chern-Simons language

\[
d\Gamma + \Gamma \wedge \Gamma = 0, \quad d\tilde{\Gamma} + \tilde{\Gamma} \wedge \tilde{\Gamma} = 0, \tag{5.1}\]

where the gauge connection \( \Gamma, \tilde{\Gamma} \) contains only the gravity sector with all other fields turned off. The AdS vacuum solution reads

\[
\Gamma_{\text{AdS}} = e^\rho L_1 dx^+ + L_0 d\rho, \quad \tilde{\Gamma}_{\text{AdS}} = -e^\rho L_{-1} dx^- - L_0 d\rho \tag{5.2}\]

where \( L_{0,\pm 1} \) are the gravitational \( \text{sl}(2, \mathbb{R}) \) generators for each \( \text{osp}(1|2) \) embedding.

In this section, we will discuss the properties of the AdS vacua and the relations among them.

5.1 AdS vacua corresponding to different embeddings

For the three different embeddings, the generators of the \( \text{sl}(2) \) sector are shown in \( (4.1), (4.12a), (4.24a) \). Plugging these into \( (5.2) \) and \( (2.5) \), the metrics of the AdS vacuum of the three corresponding embeddings all take the standard form:

\[
ds^2 = \ell_i^2 (d\rho^2 - e^{2\rho} dx_+ dx_-), \quad i = p, 1, 2. \tag{5.3}\]

They represent \( \text{AdS}_3 \) vacua with AdS radius \( \ell_{\text{AdS}} \) being \( |\ell_p|, |\ell_1|, |\ell_2| \) respectively.

\(^{11}\)We will shortly show that the three vacua are different.
As discussed earlier in section 3.2, we fix the $k_{CS}$ in different embeddings, which leads to different AdS radii for different embeddings. In our specific case, we have

$$4 G_3 k_{CS} = \frac{\ell_p}{\text{STr}(L_0)} = \frac{\ell_1}{\text{STr}(\hat{L}_0)} = \frac{\ell_2}{\text{STr}(\hat{\hat{L}}_0)}.$$  \hspace{1cm} (5.4)

Following the definition (3.4), the super-traces can be computed as

$$\text{STr}(L_0^2) = \frac{3}{2}, \quad \text{STr}(\hat{L}_0^2) = \frac{1}{2}, \quad \text{STr}(\hat{\hat{L}}_0^2) = -\frac{1}{2}. \hspace{1cm} (5.5)$$

Then the AdS radii corresponding to the two non-principal embeddings are 1/3 of the AdS radius of the principal embedding.

### 5.2 RG flows between different AdS vacua

In this subsection, we will show that the theories derived from different embeddings are related by RG flows. We will identify the two non-principal embeddings as two UV theories and the principal embedding as an IR theory. We will construct interpolation solutions from each UV vacuum to the IR vacuum. Then we verify our proposal by showing that the solution flow to the UV vacuum at $\rho \to \infty$ and to the IR vacuum at $\rho \to -\infty$, which is similar to the construction in [50].

Before doing that, we want to address the motivation of the RG flow. We understand the holographic RG flow in the following sense

1. From what we will show next, we can explicitly construct solutions of the Chern-Simons equation of motion (5.1) that interpolate between different AdS vacua. This is the conventional treatment of the holographic RG flow.

2. As mentioned at the end of the previous section, different embeddings give different theories. So the interpolation solutions are not trivial field relabeling since they connect distinct theories.

3. From the dual CFT point of view, we will find operators triggering the RG flows by analyzing the asymptotics of the interpolation solutions.

To simplify our notation, we call the vacuum corresponding to the principal embedding $\text{AdS}^{(p)}$, the vacuum corresponding to the embedding (3.16) $\text{AdS}^{(1)}$ and the vacuum corresponding to the embedding (3.19) $\text{AdS}^{(2)}$.

#### 5.2.1 RG flow from UV vacuum $\text{AdS}^{(1)}$ to the IR vacuum $\text{AdS}^{(p)}$

To find the relation between different AdS vacua, we construct solutions of the equation of motion (5.1) interpolating between them. Unlike the bosonic case, the $sl(2)$ generators $L_0$, $\hat{L}_0$ of different embeddings are not proportional to each other, so the simple solution in [50] does not hold in the current supersymmetric case.

As a result, we consider the solution

$$\Gamma = \mu \left( \left( \frac{16}{9} e^{\rho/2+\rho} - \frac{4}{9} e^\rho \right) L_1 - \frac{4}{3} (e^{\rho/2+\rho} - e^\rho) K_1 \right) dx^+ + e^{\rho+2\rho} \hat{L}_1 dx^- + (L_0 + e^\rho \hat{L}_0) d\rho$$

$$\hat{\Gamma} = -\mu \left( \left( \frac{16}{9} e^{\rho/2+\rho} - \frac{4}{9} e^\rho \right) L_{-1} - \frac{4}{3} (e^{\rho/2+\rho} - e^\rho) K_{-1} \right) dx^- - e^{\rho+2\rho} \hat{L}_{-1} dx^+ - (L_0 + e^\rho \hat{L}_0) d\rho. \hspace{1cm} (5.6)$$
Note that the $\mu$ is an arbitrary constant parameter. In the $\rho \to \infty$ limit, we have $e^\rho \gg \rho$, $e^{\rho} \gg e^{\rho/2}$, so the dominant terms in the above solution are
\begin{align*}
\Gamma &= e^\rho \hat{L}_1 dx^- + e^\rho \hat{L}_0 \rho, \\
\hat{\Gamma} &= -e^{\rho} \hat{L}_{-1} dx^+ - e^\rho \hat{L}_0 \rho. \quad (5.7)
\end{align*}

We can define $\tilde{\rho} = e^\rho$, then the above result reads
\begin{align*}
\Gamma &= e^{\rho/2} \hat{L}_1 dx^+ + \hat{L}_0 \rho, \\
\hat{\Gamma} &= -e^{\rho/2} \hat{L}_{-1} dx^- - \hat{L}_0 \rho, \quad (5.8)
\end{align*}

which is the standard AdS vacuum (5.2) after switching $x^+$ with $x^-$. This means the interpolation solution (5.6) approaches to the AdS(1) vacuum in the UV.

In the $\rho \to -\infty$ limit, we have $e^\rho \to 0$, $e^\rho \gg e^{2\rho}$, so the solution (5.6) reads
\begin{align*}
\Gamma &= \frac{4}{3} \mu e^\rho L_1 dx^+ + L_0 \rho, \\
\hat{\Gamma} &= -\frac{4}{3} \mu e^\rho L_{-1} dx^- - L_0 \rho. \quad (5.9)
\end{align*}

Then a shift $\rho \to \tilde{\rho} = \rho + \ln \frac{4\mu}{3}$ will take it to the standard form (5.2). This means the interpolation solution (5.6) approaches the AdS(p) vacuum in the IR.

Further, notice that the interpolation only flows in one direction: we cannot find a solution that approaches the AdS(p) at large $\rho$ and approaches to AdS(1) vacuum at small $\rho$.\footnote{For example, if we naively change $e^\rho$ to $e^{-\rho}$ in the $d\rho$ term of (5.6), then the solution does not flow to the desired AdS vacuum solution at least in one of the two limits.}

### 5.2.2 RG flow from UV vacuum AdS(2) to the IR vacuum AdS(p)

For this case, we consider the solution\footnote{We do not find interpolation solutions with UV and IR generators in different components, namely with both $dx^+$ and $dx^-$ non-vanishing as (5.6).}
\begin{align*}
\Gamma &= \left( \frac{1}{3} (4e^{\mu \rho} - e^{\rho + \mu \rho}) L_1 - (e^{\mu \rho} - e^{\rho + \mu \rho}) K_1 \right) dx^+ + (\mu L_0 + e^\rho \hat{L}_0) d\rho, \\
\hat{\Gamma} &= -\left( \frac{1}{3} (4e^{\mu \rho} - e^{\rho + \mu \rho}) L_{-1} - (e^{\rho} - e^{\rho + \mu \rho}) K_{-1} \right) dx^- - (\mu L_0 + e^\rho \hat{L}_0) d\rho. \quad (5.10)
\end{align*}

In the limit $\rho \to \infty$, the above solution approaches to
\begin{align*}
\Gamma &= \left( -\frac{1}{3} e^{\rho} L_1 + e^{\rho} K_1 \right) dx^+ + e^\rho \hat{L}_0 \rho, \\
\hat{\Gamma} &= \left( \frac{1}{3} e^{\rho} L_{-1} - e^\rho K_{-1} \right) dx^- - e^\rho \hat{L}_0 \rho, \quad (5.11)
\end{align*}

Notice that since $\hat{L}_{\pm 1} = K_{\pm 1} - \frac{1}{3} L_{\pm 1}$, we can rewrite the above result as
\begin{align*}
\Gamma &= e^\rho \hat{L}_1 dx^+ + e^\rho \hat{L}_0 \rho, \\
\hat{\Gamma} &= -e^\rho \hat{L}_{-1} dx^- - e^\rho \hat{L}_0 \rho, \quad (5.12)
\end{align*}
which gives the standard form (5.2) after the redefinition $\tilde{\rho} = e^\rho$.\footnote{We do not find interpolation solutions with UV and IR generators in different components, namely with both $dx^+$ and $dx^-$ non-vanishing as (5.6).}
In the limit \( \rho \to -\infty \), the solution \((5.10)\) approaches to
\[
\Gamma = e^{\rho} L_1 dx^+ + \mu L_0 d\rho, \\
\hat{\Gamma} = -e^{\rho} L_{-1} dx^- - \mu L_0 d\rho.  
\] (5.13)

Then a rescaling \( \rho \to \tilde{\rho} = \mu \rho \) gives the standard gauge connection for the AdS vacuum
\[
\Gamma = \tilde{e} \tilde{\rho} L_1 dx^+ + \tilde{L}_0 d\tilde{\rho}, \\
\hat{\Gamma} = -\tilde{e} \tilde{\rho} \tilde{L}_{-1} dx^- - \tilde{L}_0 d\tilde{\rho}.
\] (5.14)

As shown in the previous subsection, a key point for us to understand this solution as an RG flow is that it is a one-direction flow: we do not find a solution which approaches the AdS\(^{(1)}\) vacuum in the \( \rho \to \infty \) limit and approaches the AdS\(^{(2)}\) vacuum in the \( \rho \to -\infty \) limit.

### 5.2.3 Interpolations between the two UV vacua AdS\(^{(1)}\) and AdS\(^{(2)}\)

We can also find interpolation solutions between AdS\(^{(1)}\) and AdS\(^{(2)}\). But they should not be understood as RG flows: there are solutions interpolating in both the two directions. Consider the following interpolation solution
\[
\Gamma = e^{a(\rho)} \tilde{L}_1 dx^+ + e^{b(\rho)} \tilde{L}_1 dx^- + (a'(\rho) \tilde{L}_0 + b'(\rho) \tilde{L}_0) d\rho,
\]
\[
\hat{\Gamma} = -e^{a(\rho)} \tilde{L}_{-1} dx^+ - e^{b(\rho)} \tilde{L}_{-1} dx^- - (a'(\rho) \tilde{L}_0 + b'(\rho) \tilde{L}_0) d\rho,
\] (5.15)

where \( a(\rho) \) and \( b(\rho) \) are arbitrary functions of \( \rho \).

- Interpolating from AdS\(^{(1)}\) to AdS\(^{(2)}\) as \( \rho \) decreases.

  Now consider \( a(\rho) = e^\rho \) and \( b(\rho) = e^{-\rho} \), then at \( \rho \to \infty \), \( a(\rho) \gg b(\rho) \), \( e^{a(\rho)} \gg e^{b(\rho)} \) and the solution \((5.15)\) approaches AdS\(^{(1)}\) after a field redefinition \( \rho \to \tilde{\rho} = e^\rho \)
\[
\Gamma = \tilde{e} \tilde{\rho} \tilde{L}_1 dx^+ + \tilde{L}_0 d\tilde{\rho}, \\
\hat{\Gamma} = -\tilde{e} \tilde{\rho} \tilde{L}_{-1} dx^- - \tilde{L}_0 d\tilde{\rho}.
\] (5.16)

In the \( \rho \to -\infty \) limit, \( a(\rho) \ll b(\rho) \), \( e^{a(\rho)} \ll e^{b(\rho)} \) and the solution \((5.15)\) approaches AdS\(^{(2)}\) after a field redefinition \( \rho \to \tilde{\rho}' = e^{-\rho} \)
\[
\Gamma = \tilde{e}' \tilde{\rho}' \tilde{L}_1 dx^+ + \tilde{L}_0 d\tilde{\rho}', \\
\hat{\Gamma} = -\tilde{e}' \tilde{\rho}' \tilde{L}_{-1} dx^- - \tilde{L}_0 d\tilde{\rho}'.
\] (5.17)

- Interpolating from AdS\(^{(2)}\) to AdS\(^{(1)}\) as \( \rho \) decreases.

  Now consider \( a(\rho) = e^{-\rho} \) and \( b(\rho) = e^\rho \), then at \( \rho \to \infty \), \( a(\rho) \ll b(\rho) \), \( e^{a(\rho)} \ll e^{b(\rho)} \) and the solution \((5.15)\) approaches AdS\(^{(2)}\) after a field redefinition \( \rho \to \tilde{\rho} = e^\rho \)
\[
\Gamma = \tilde{e} \tilde{\rho} \tilde{L}_1 dx^+ + \tilde{L}_0 d\tilde{\rho}, \\
\hat{\Gamma} = -\tilde{e} \tilde{\rho} \tilde{L}_{-1} dx^- - \tilde{L}_0 d\tilde{\rho}.
\] (5.18)

In the limit \( \rho \to -\infty \), \( a(\rho) \gg b(\rho) \), \( e^{a(\rho)} \gg e^{b(\rho)} \) and the solution \((5.15)\) approaches AdS\(^{(1)}\) after a field redefinition \( \rho \to \tilde{\rho}' = e^{-\rho} \)
\[
\Gamma = \tilde{e}' \tilde{\rho}' \tilde{L}_1 dx^+ + \tilde{L}_0 d\tilde{\rho}', \\
\hat{\Gamma} = -\tilde{e}' \tilde{\rho}' \tilde{L}_{-1} dx^- - \tilde{L}_0 d\tilde{\rho}'.
\] (5.19)
The origin of the existence of interpolations in both the two directions is the following commutators

\[ [\hat{L}_0, \hat{L}_{\pm 1}] = 0, \quad [\hat{L}_0, \hat{L}_{\pm 1}] = 0. \]  

(5.20)

This means the \( sl(2, \mathbb{R}) \) generators of these two embeddings decouple and the solution (5.15) is really a “direct sum” of two mutually commuting solutions

\[
\Gamma = \Gamma^{(1)} + \Gamma^{(2)}, \quad \tilde{\Gamma} = \tilde{\Gamma}^{(1)} + \tilde{\Gamma}^{(2)},
\]

(5.21)

where

\[
\Gamma^{(1)} = e^{a(\rho)} \hat{L}_1 dx^+ + a'(\rho) \hat{L}_0 d\rho, \quad \Gamma^{(2)} = e^{b(\rho)} \hat{L}_1 dx^- + b'(\rho) \hat{L}_0 d\rho,
\]

\[
\tilde{\Gamma}^{(1)} = -e^{a(\rho)} \hat{L}_{-1} dx^+ + a'(\rho) \hat{L}_0 d\rho, \quad \tilde{\Gamma}^{(2)} = -(e^{b(\rho)} \hat{L}_{-1} dx^- + b'(\rho) \hat{L}_0 d\rho).
\]

In this language, the commutators (5.20) translate to

\[ \Gamma^{(1)} \wedge \Gamma^{(2)} = 0, \]  

(5.22)

which allows \( \Gamma^{(1)}, \Gamma^{(2)} \) and \( \tilde{\Gamma} \) to be flat connections simultaneously. This gives another piece of evidence showing that the two non-principal embeddings give two different theories at UV. We are free to tune \( a(\rho) \) and \( b(\rho) \) independently, and as shown above, we can interpolate between the two AdS vacua in both directions with special choices of \( a(\rho) \) and \( b(\rho) \).

Actually, we can further rewrite (5.21) in the following way

\[
\Gamma^{(1)} = e^{a(\rho)} \hat{L}_1 dx^+ + \hat{L}_0 d a(\rho), \quad \Gamma^{(2)} = e^{b(\rho)} \hat{L}_1 dx^- + \hat{L}_0 d b(\rho),
\]

(5.23)

\[
\tilde{\Gamma}^{(1)} = -e^{a(\rho)} \hat{L}_{-1} dx^+ + \hat{L}_0 d a(\rho), \quad \tilde{\Gamma}^{(2)} = -(e^{b(\rho)} \hat{L}_{-1} dx^- + \hat{L}_0 d b(\rho)).
\]

(5.24)

Hence we see that \((A^{(1)}, \tilde{A}^{(1)})\) describes an AdS$_3$ vacuum with radial coordinate \( \tilde{\rho} = a(\rho) \), and \((A^{(2)}, \tilde{A}^{(2)})\) describes an AdS$_3$ vacuum with radial coordinate \( \tilde{\rho} = b(\rho) \). Therefore the solution (5.15) is a trivial combination of two independent solutions and do not behave as a standard RG flow.

Alternatively, the existence of interpolations in both the two directions might be understood as an RG cycle. As we will show in section 5.4, the RG flows in our discussion are triggered by Lorentz-violating operators so the c-theorem, which requires Lorentz invariance, does not forbid the existence of such an RG cycle.\footnote{This is because the two UV theories being the same means \( \Gamma^{(1)} \sim \Gamma^{(2)} \) up to relabeling, then the flat condition (or equation of motion) should read \( dT^{(1)} + \Gamma^{(1)} \wedge \Gamma^{(2)} = 0 \) with an extra \( dT^{(1)} \) term.} Note that our observation in this section does not behave in the same way as the limit cycles in 4D\footnote{We thank Thomas Hartman for suggesting this interpretation to us.}: our interpolation is constructed from two RG flows, each ending at a CFT. In addition, we have to turn on chemical potentials to trigger each of the constituent RG flows. Therefore, the conclusion in \cite{70} that the limit cycles are equivalent to conformal fixed points does not apply to our observation.

Summary: From the explicit computations we have done in this section, we show that the two non-principal embeddings give two UV theories that flow to the IR theory corresponding to the principal embedding. Thus we find a duality between the two UV theories in the sense that they flow to the same IR theory provided that some chemical potentials or operator perturbations are turned on.

\[ \text{Summary: From the explicit computations we have done in this section, we show that the two non-principal embeddings give two UV theories that flow to the IR theory corresponding to the principal embedding. Thus we find a duality between the two UV theories in the sense that they flow to the same IR theory provided that some chemical potentials or operator perturbations are turned on.} \]
5.3 Comparison with the bosonic spin-3 gravity

In this subsection, we want to investigate the relation between our results and the results in [50], which we have summarized in section 2.2. It is well understood that the principal embedding in our discussion is the $\mathcal{N} = 2$ supersymmetric extension of the principal embedding into the $sl(3)$ algebra. We claim that our non-principal embedding I, namely the AdS$^{(1)}$, in section 3.3.2 is a direct supersymmetrization of the diagonal embedding of the bosonic embedding in [50]. The evidence is as follows

1. From the embedding itself, we can truncate our non-principal embedding I in 3.3.2 to the diagonal embedding of $sl(3)$ discussed in [50]. We can truncate our result in two steps: first, turn off all the fermionic part of the $sl(3|2)$ superalgebra, which means we neglect (3.18); second, truncate out the $sl(2) \oplus u(1)$ part of the bosonic subalgebra (3.13), which means we drop the $3D_0 \oplus D_0$ representations of the decomposition (3.17). Then the resulting decomposition of the $sl(3)$ algebra from the truncation of (3.17) reads $sl(3) = D_1 \oplus 2\tilde{D}_{1/2} \oplus D_0$. This is precisely the decomposition obtained from the diagonal embedding of $sl(3)$ discussed in [50].

2. The RG flow solution (5.6) is similar to the RG solution in the bosonic case in the sense that the UV generators and the IR generators sit in opposite-chirality-components of the solution. In other words, the chemical potential term is separable from the AdS$_3$ vacuum solution in the UV.

While using a similar reasoning, we conclude that our non-principal embedding II, namely AdS$^{(2)}$, in section 3.3.3 is a new result due to the presence of supersymmetry and has no counterpart in the bosonic case. The argument goes as

1. If we consider a similar truncation of the non-principal embedding II (3.19), we reach the decomposition $sl(3) = 8D_0$. This is not observed in the bosonic case since this embedding is trivial and no spin-1 representation of the $sl(2)$, who has spacetime spin-2, is present. The resulting theory will not contain the gravity sector and thus should not be considered in the discussion in [50].

2. The RG solution (5.10) looks very different from that in the bosonic case since there is only a $dx^+$ component and the perturbations are not manifestly separable as in the bosonic case.

Therefore, we conclude that the non-principal $osp(1|2)$ embedding of $sl(3|2)$ in section 3.3.2 i.e. AdS$^{(1)}$, is a simple supersymmetric extension of the diagonal $sl(2)$ embedding of $sl(3)$ in [50]. While the other non-principal $osp(1|2)$ embedding of $sl(3|2)$ in section 3.3.3 i.e. AdS$^{(2)}$, is brought to us purely by supersymmetry. As a result, the duality we have claimed at the end of the previous subsection is also a bonus relation of supersymmetry.

The origin of this duality is not clear at this moment, but it must have something to do with the structure of the Lie superalgebra $sl(n|n - 1)$. The bosonic subalgebra of $sl(n|n - 1)$ looks like $sl(n|n - 1)|_B = sl(n) \oplus sl(n - 1) \oplus u(1)$. And the two sides of the duality correspond to identifying the (bosonic) gravitational $sl(2)$ subalgebra from $sl(n)$ and $sl(n-1)$, respectively. This is at least true for the $n = 3$ case. We would like to study this structure in full detail in the future.

5.4 Operators generating the RG flows

The above interpolation solutions can be obtained by adding terms to the AdS vacua solutions at UV and solving the equation of motion. Those extra terms trigger the RG flows.
• The operators triggering the RG flow from AdS\(^{(1)}\) to AdS\(^{(0)}\).

From UV point of view, the RG flow is triggered by the \(\mu\) term in (5.6). In the bases of the UV theory (4.12), the \(\mu\) term reads \(\mu(\sqrt{2}M_{1/2}-N_{1/2})\), which is real and the “i” shows up because “\(\hat{J}_3\)” is defined to be imaginary. However, this is not the final result due to the explicit \(\rho\) dependence. The correct expression for the UV theory should be obtained by taking the \(\rho \to \infty\) limit, where the leading terms are \(\mu\sqrt{2}e^{-\rho/2}(\hat{M}_{1/2} + \hat{N}_{1/2})\), with spin-3/2 generators \(\hat{M}_{1/2} + \hat{N}_{1/2}\). So the RG flow is triggered by adding this term to the AdS vacuum solution, which corresponds to adding “bosonic” spin-3/2 currents to the Lagrangian. This is very similar to the observation in the bosonic case [50].

But the situation is a little more involved in the current supersymmetric case. First of all, in the bosonic case [50] the \(L_0\) generator in the UV theory is proportional to the \(L_0\) generator in the IR theory. So the interpolation solution (2.27) in [50] has a simple \(dx^+\) term. But in the supersymmetric case, the \(L_0\) generator in the UV theory is not proportional to the \(L_0\), therefore from the solution (5.6), we have to include \(L_0\) in \(dp\) terms, which corresponds to \(\frac{1}{2}i(\hat{J}_1 - \hat{J}_3)\) in the UV bases (4.12).

Thus in order to construct the interpolation solution, we have to turn on some spin-1 fields corresponding to \(\hat{J}_1 - \hat{J}_3\) as well. Secondly, in the \(\mu\) dependent term, there is another spin-1 field \(\hat{J}_2\) turned on. Although it is suppressed in the UV limit \(\rho \to \infty\), it is still required to solve the equation of motion. In summary, in addition to the spin-3/2 fields, the spin-1 currents corresponding to \(\hat{J}_1, \hat{J}_3, \hat{J}_4\) are also needed to solve the equation of motion.

• The operators triggering the RG flow from AdS\(^{(2)}\) to AdS\(^{(0)}\).

As discussed in section (5.2.2), there is no solution that separate the chemical potential, i.e. \(\mu\), term from the AdS vacuum term. So the fields triggering the flow do not stand separately as in the previous case. Inspired from the analysis of the previous RG flow, we can capture the triggering fields by investigating the sub-leading fields in the UV limit \(\rho \to \infty\). From the form of the solution (5.6), we can see that in the \(dp\) term we need to turn on field \(L_0\), which reads \(\hat{L}_0 + \frac{1}{2}(\hat{J}_1 - \hat{J}_4)\) in the second UV bases (4.24). Although it is suppressed at \(\rho \to \infty\), this term will become more and more important as we flow to the IR theory and will be dominant there. Besides, in the UV limit \(\rho \to \infty\) the \(dx^+\) term also possesses a subleading term \(\hat{J}_1 - \hat{J}_4\) in the second UV bases (4.24).

Again due to the explicit \(\rho\) dependence, this subleading term in the UV becomes more and more relevant when flowing to the IR theory.

In summary, to trigger the flow, we need to add subleading terms proportional to \(\hat{J}_3 + \frac{1}{2}(\hat{J}_1 - \hat{J}_4)\) in the UV AdS vacuum. This corresponds to turning on some certain combinations of the spin-1 currents in the Lagrangian. From the UV point of view, the \(\mu\) parameter sources the \(L_0\) generator in the \(dp\) term of the interpolation solution (5.10) as a chemical potential. However, it enters the \(dx^+\) term of the solution in an unfamiliar exponential way. We hope to investigate the role of \(\mu\) in detail in the future. Nevertheless, as we will see in the next section, the \(\mu\) drops out when we try to relate fields in the UV theory to the fields in the IR theory AdS\(^{(0)}\).

5.5 Relations between UV and IR operators

As discussed in the previous subsection, we can construct interpolation solutions between UV theories and the IR theory. In this subsection, we want to find what fields in the IR theory do UV fields flow to. In practice, we consider the perturbations around the interpolation
solutions. By solving the linearized equation of motion we get the relations between UV and IR fields.

In the case we are considering, the $L_0$, $\hat{L}_0 \hat{L}_0$ generators in different embeddings are not proportional to each other. So the interpolation solutions have complicated $d\rho$ terms. A consequence of this complication is that the $\rho$ dependence of various fields are not separable in general: we cannot factor out the $\rho$ dependence for each field as in the bosonic case. However, as we will see below, this non-trivial $\rho$ dependence allows us to keep track of how do different fields mix along the flow, which is not observed in the bosonic case.

### 5.5.1 Relations between operators in AdS(1) and AdS(p)

We start by perturbing the RG flow, i.e. the interpolation solution, by adding all possible fields in the highest weight gauge

$$\Gamma = \mu \left( \frac{16}{9} e^{\rho/2 + \rho} - \frac{4}{9} e^{\rho} \right) L_1 - \frac{4}{3} (e^{\rho/2 + \rho} - e^{\rho}) K_1 \right) dx^+ + e^{\rho + 2 \rho} \hat{L}_1 dx^- \right) \tag{5.25}$$

$$+(L_0 + e^{\rho} \hat{L}_0) d\rho + \left( \mathcal{J}'_{IR} J + \frac{1}{9} (4e^{-2 - \rho}(A_{IR} + 3\mathcal{L}_{IR}) - e^{-\rho}(4A_{IR} + 3\mathcal{L}_{IR})) L_{-1} \right) dx^+$$

$$+(\frac{1}{3}(e^{-\rho}(4A_{IR} + 3\mathcal{L}_{IR}) - 4e^{-\rho}(A_{IR} + 3\mathcal{L}_{IR})) K_{-1} + W_{IR} e^{-2 \rho} W_{-2} \right) dx^+$$

$$+ \left( e^{-\rho} \hat{\mathcal{L}}_{UV} \hat{J}_{-1} + e^{-\rho} \hat{M}_{UV} \hat{M}_{-1} + e^{-2 - \rho} N_{UV} \hat{N}_{-1} \right) dx^- \tag{5.26}$$

$$+ \left( \mathcal{J}'_{UV} J'_{-1} + e^{-\rho} \sum_{i=2,3} \mathcal{J}'_{UV} J'_{-1} \right) dx^- \tag{5.27}.$$

where all the fields $\mathcal{O}'_{IR}$ ($\mathcal{O}'_{UV}$) depend on $(x^+, x^-, \rho)$. The $\Gamma$ connection is similar so we only focus on the $\Gamma$ connection.

Solving the $dx^+ d\rho$ and $dx^- d\rho$ components of the equation of motion respectively, we work out the explicit $\rho$ dependence of various fields

$$\Gamma^{(1p)} = \mu \left( \frac{16}{9} e^{\rho/2 + \rho} - \frac{4}{9} e^{\rho} \right) L_1 - \frac{4}{3} (e^{\rho/2 + \rho} - e^{\rho}) K_1 \right) dx^+ + e^{\rho + 2 \rho} \hat{L}_1 dx^- \right) \tag{5.28}$$

Now all the fields $\mathcal{O}_{IR}$ ($\mathcal{O}_{UV}$) depend on $(x^+, x^-)$ but not on $\rho$. Furthermore, in the UV limit $\rho \to \infty$, the $dx^-$ term in (5.28) reduces to the bosonic part of the asymptotic AdS(1) vacuum [4.14] up to normalization factor $\frac{2\pi}{k_{CS}}$. In the IR limit $\rho \to -\infty$, the $dx^+$ term in (5.28) reduces to the bosonic part of the asymptotic AdS(p) vacuum [4.2] up to normalization factor $\frac{2\pi}{k_{CS}}$.

Now consider the linearized $dx^+ dx^-$ component of the equation of motion, which gives

---

16 The equation of motion of the perturbed RG flow from AdS(2) to AdS(p) is linear due to the simple form of (5.10), therefore linearization is not necessary.
the following relations between the IR operators and the UV operators

\[ \hat{\mathcal{L}}_{\text{UV}} = -3 \frac{\partial^2_+ (A_{\text{IR}} + 3 \mathcal{L}_{\text{IR}})}{512 \mu^4}, \]  
(5.29a)

\[ \mathcal{M}_{\text{UV}} = \sqrt{2} \frac{\partial_+ (A_{\text{IR}} + 3 \mathcal{L}_{\text{IR}}) + 24 \mu W_{\text{IR}}}{64 \mu^2}, \]  
(5.29b)

\[ \mathcal{N}_{\text{UV}} = \sqrt{2} \frac{\partial_+ (A_{\text{IR}} + 3 \mathcal{L}_{\text{IR}}) - 24 \mu W_{\text{IR}}}{64 \mu^2}, \]  
(5.29c)

\[ \hat{\mathcal{J}}_{\text{UV}}^1 + \hat{\mathcal{J}}_{\text{UV}}^4 + 3 \hat{\mathcal{J}}_{\text{UV}}^5 = -\frac{i}{\mu} (A_{\text{IR}} + 3 \mathcal{L}_{\text{IR}}), \]  
(5.29d)

\[ \partial_+ (\hat{\mathcal{J}}_{\text{UV}}^1 + \hat{\mathcal{J}}_{\text{UV}}^4) = 6i \partial_+ \mathcal{J}_{\text{IR}}, \]  
(5.29e)

\[ \partial_+ \hat{\mathcal{J}}_{\text{UV}}^2 = \frac{\epsilon_{\mu e}}{2} e^{-e\phi/2} \partial_+ W_{\text{IR}} + (1 - 4e^{-e\phi/2}) \partial_- \mathcal{L}_{\text{IR}} + \frac{4}{3} (1 - e^{-e\phi/2}) \partial_+ A_{\text{IR}}, \]  
(5.29f)

as well as the relations

\[ \partial_+ \mathcal{M}_{\text{UV}} - \mathcal{N}_{\text{UV}} = \frac{2 \sqrt{\mu} \partial_- (\mathcal{M}_{\text{UV}} - \mathcal{N}_{\text{UV}})}{3}, \]  
(5.30a)

\[ \partial_+ (\mathcal{M}_{\text{UV}} - \mathcal{N}_{\text{UV}}) = \frac{2 \sqrt{\mu} \partial_- (\hat{\mathcal{J}}_{\text{UV}}^1 + \hat{\mathcal{J}}_{\text{UV}}^4 + 3 \hat{\mathcal{J}}_{\text{UV}}^5)}, \]  
(5.30b)

\[ \partial_+ \hat{\mathcal{J}}_{\text{UV}}^3 = \frac{4 \mu}{3} (\hat{\mathcal{J}}_{\text{UV}}^1 - \hat{\mathcal{J}}_{\text{UV}}^4), \]  
(5.30c)

\[ \partial_+ (\hat{\mathcal{J}}_{\text{UV}}^1 - \hat{\mathcal{J}}_{\text{UV}}^4) = -\frac{8 \mu}{3} \hat{\mathcal{J}}_{\text{UV}}^2. \]  
(5.30d)

The various factors “i” in the above expressions are not essential, they come from our complexification of the generators \[4.12\], we can absorb all the “i” in \[4.12\] and the results will no longer involve any “i”. In addition, we see a mixing between \(A_{\text{IR}}\) and \(\mathcal{L}_{\text{IR}}\) in both (5.28) and (5.29). This is a result of the \(N = 2\) supersymmetry that produces another set of spin-1 generators \(K_i\) besides the \(L_i\). The fact that the commutation relations \([L_i, \cdot]\) and \([K_i, \cdot]\), where \(\cdot\) stands for other generators in the algebra, are almost identical directly leads to the mixing observed above.

From (5.29f), we see that the IR field \(\mathcal{L}_{\text{IR}}\) is locally related to spacetime spin-1 fields in the UV, which agrees with the observation in the bosonic case [50]. From (5.29b) and (5.29c), we see the IR spin-3 field is related to a certain combination of the spin-3/2 fields in the UV by \(W_{\text{IR}} = \frac{2 \sqrt{\mu}}{3} (\mathcal{M}_{\text{UV}} - \mathcal{N}_{\text{UV}})\), which is a reasonable extension of the observation in the bosonic case [50].

Equation (5.29) also tells us how do the dimensions of various UV operators change along the flow. The operators \(\hat{\mathcal{L}}_{\text{UV}}, \mathcal{M}_{\text{UV}}, \mathcal{N}_{\text{UV}}, \mathcal{J}_{\text{UV}}^i\) have conformal dimension 4, 3, 3, 2 in the IR respectively. The conformal dimensions of these fields are all doubled, we do not know if this is accidental or not.

Equation (5.30) represents the chiral conservation of the UV currents \(\mathcal{L}_{\text{UV}}, (\mathcal{M}_{\text{UV}} - \mathcal{N}_{\text{UV}}), \mathcal{J}_{\text{UV}}^i, (\hat{\mathcal{J}}_{\text{UV}}^1 - \hat{\mathcal{J}}_{\text{UV}}^4).\) This is because \(\mu\) is turned off when we perturb around the UV vacua (i.e. in the UV limit), which makes the right hand side of equation (5.30) vanish identically. From the conservation laws, our choice of the generators \[4.12\] does not seem to be a best one when studying the behaviors of different operators. A certain recombination, namely \(\hat{\mathcal{J}}_{\text{UV}} = \hat{\mathcal{J}}_{\text{UV}}^1 - \hat{\mathcal{J}}_{\text{UV}}^4, \mathcal{M}_{\text{UV}} = (\mathcal{M}_{\text{UV}} - \mathcal{N}_{\text{UV}})\) might be more fundamental since their conservations are explicit in this analysis.
In addition to the agreement with the bosonic case, the unconventional $\rho$ dependence is not observed in the bosonic case. This is because the relation $\hat{L}_0 = L_0/2$ there leads to very simple $\rho$ dependences. Although our result seems a little complicated, it reveals the explicit $\rho$ dependences of various fields and hence tells explicitly how fields evolve along the flow. A good example is (5.29f), where $\rho$ is an explicit parameter characterizing the running of the UV (spacetime) spin-1 current $\hat{J}^2_{UV}$. The relations between the UV and the IR operators shown in (5.29) as well as those in the bosonic case [50] can be regarded as expansions of the UV operators in the set of bases of the IR operators. The special feature of (5.29f) is that the expansion coefficients change along the flow, representing the renormalization of the current. Concretely, in the UV limit $\rho \to \infty$, we have

$$\partial_+ \hat{J}^2_{UV} = i \partial_- (\mathcal{L}_{IR} + \frac{4}{3} \mathcal{A}_{IR}).$$

(5.31)

But this is not really the relation between UV operator $\partial_+ \hat{J}^2_{UV}$ and the IR operators since the relation is established at the UV scale and the $\mathcal{L}_{IR}, \mathcal{A}_{IR}$ are merely some basis vectors but not the real IR operators. We have to run down to the IR scale $\rho \to -\infty$, then the relation becomes

$$\partial_+ \hat{J}^2_{UV} = -3i \partial_- \mathcal{L}_{IR},$$

(5.32)

which can be interpreted as the true relation between the UV and IR operators. Note that we do not see similar runnings in either the bosonic case [50] or the other relations in (5.29) because of the canonical $\rho$ dependence. This $\rho$ dependent way to match the UV and IR operators will be used again in the next section.

5.5.2 Relations between operators in AdS$^{(2)}$ and AdS$^{(p)}$

We still want to perturb the RG flow, i.e. the interpolation solution (5.10), by adding all possible fields in the “highest weight” gauge. However, unlike the previous case, the UV part and the IR part do not sit in different components ($dx^+$ and $dx^-$) in (5.10). So the simple perturbation method we used in the previous section does not work here.

To deal with this, we only add perturbation terms in the UV vacuum to the interpolation solution (5.10). Solving the equation of motion gives a general $\rho$ dependent perturbed interpolation function between the UV and IR. We then run this interpolation function down to the IR, and compare this running result with the perturbed asymptotic AdS$^{(p)}$ gauge connection in the “highest weight” gauge. This matching gives relations between the fields in the UV and IR. We will demonstrate how this works now.

We perturb around (5.10) as

$$\Gamma^{(2p)} = \left( \frac{1}{3} (4e^{\mu \rho} - e^{\rho + \mu \rho}) L_1 - (e^{\mu \rho} - e^{\rho + \mu \rho}) K_1 \right) dx^+ + (\mu L_0 + e^{\rho} \hat{L}_0)d\rho$$

$$+ (\mathcal{L}_{UV} \hat{L}_{-1} + \sum_{i=1}^{9} \hat{J}_{i}^{UV} \hat{J}_i) dx^+, \quad (5.33)$$

where all the fields $\mathcal{O}_{IR}' (\mathcal{O}_{UV})$ depend on $(x^+, x^-, \rho)$. Solving the equation of motion gives

---

17 In addition, we take $\mu \to \infty$ in the IR. This can be seen from the form of the IR limit (5.9) that $\mu$ has to be large in order for the $dx^\pm$ term to be non-vanishing.
the following perturbed interpolation solution

\[ \Gamma^{(2p)} = \left( \frac{1}{3} (4e^{\mu p} - e^{\nu p + \mu p}) L_1 - (e^{\mu p} - e^{\nu p + \mu p}) K_1 \right) dx^+ + (\mu L_0 + e^{\rho} \hat{L}_0) dp \]

\[ + ((C_1 e^{-\mu p} + \frac{i}{2} C_2 e^{-\mu p} - (e^{-\nu p - \mu p} \hat{L}_{UV} + \hat{J}_6^6 e^{-\mu p})) \hat{J}_1 \]

\[ + i(C_1 e^{-\mu p} - \frac{i}{2} C_2 e^{-\mu p} - (e^{-\nu p - \mu p} \hat{L}_{UV} + \hat{J}_6^6 e^{-\mu p})) \hat{J}_2 \]

\[ + (C_3 - \sqrt{3} C_8) \hat{J}_3 + (\hat{J}_4^4 \cosh(2 i \mu p) + i C_5 \sinh(2 i \mu p)) \hat{J}_4 + \hat{L}_{UV} e^{-\nu p + \mu p} \hat{L}_1 \]

\[ + (C_5 \cosh(2 i \mu p) - i \hat{J}_4^4 \sinh(2 i \mu p)) \hat{J}_5 + (e^{-\nu p - \mu p} \hat{L}_{UV} + \hat{J}_6^6 e^{-\mu p} + \frac{i}{2} C_7 e^{\mu p}) \hat{J}_6 \]

\[ + i(e^{-\nu p - \mu p} \hat{L}_{UV} + \hat{J}_6^6 e^{-\mu p} - \frac{i}{2} C_7 e^{\mu p}) \hat{J}_7 + C_8 \hat{J}_8 + \hat{J}_9 \hat{J}_9 dx^+, \]

(5.34)

where the \( C_1, C_2, C_3, C_5, C_7, C_8 \) are integration constant to be determined later. Now we run to the IR theory along the perturbed flow, which is achieved by taking the \( \rho \to -\infty \) limit\(^{18}\) To compare with the perturbed AdS vacuum \((4.12)\) in the IR, we further rewrite this expression in the set of bases \((4.1)\) in the IR theory, which gives

\[ \Gamma^{(2p)} = e^{\mu p} L_1 dx^+ + \mu L_0 dp \]

\[ + \left( (e^{-\mu p} \hat{L}_{UV} + \hat{J}_6^6 e^{-\mu p} - \frac{1}{2} C_1 e^{\mu p}) K_1 - \frac{C_3}{4} K_0 - \frac{i}{8} e^{\mu p} (C_7 - C_2) K_1 \right) \]

\[ + \left( -\frac{1}{3} e^{-\mu p} \hat{L}_{UV} + \frac{4}{3} \hat{J}_6^6 e^{-\mu p} + \frac{2}{3} C_1 e^{\mu p}) L_1 - \frac{C_3}{4} L_0 + \frac{i}{6} e^{\mu p} (C_7 - C_2) L_1 \right) \]

\[ - \frac{1}{8} e^{2\mu p} (\hat{J}_4^4 - i C_5) W_{-2} + e^{-\mu p} C_1 W_{-1} - (\sqrt{3} C_8 - \frac{3}{4} C_3) W_0 \]

\[ \frac{i}{2} \sqrt{3} e^{\mu p} (C_2 + C_7) W_1 - \frac{1}{8} e^{2\mu p} (\hat{J}_4^4 + i C_5) W_2 + \frac{i}{2} \sqrt{3} \hat{J}_9^9 J \) \]

(5.35)

This result should be matched with the bosonic part of the perturbed asymptotic AdS connection \((4.2)\), which we rewrite here

\[ \Gamma = (L_1 e^\rho + \mathcal{L}_{IR} e^{-\rho} L_{-1} + J_{IR} J + A_{IR} e^{-\rho} K_{-1} + W_{IR} e^{-2\rho} W_{-2}) dx^+ + L_0 dp. \]

(5.36)

By comparing (5.35) and (5.36), we see that the non-highest-weight components, which are the coefficients of the \( K_1, K_0, L_0, W_{2,1,0,-1} \) generator, vanish. This fixes all the integration constants in (5.35) as

\[ C_1 = C_2 = C_3 = C_7 = C_8 = 0, \quad C_5 = i \hat{J}_4^4. \]

(5.37)

Under this parametrization, the perturbed interpolation solution (5.33) reduces to

\[ \Gamma^{(2p)} = \left( \frac{1}{3} (4e^{\mu p} - e^{\nu p + \mu p}) L_1 - (e^{\mu p} - e^{\nu p + \mu p}) K_1 \right) dx^+ + (\mu L_0 + e^{\rho} \hat{L}_0) dp \]

\[ + \left( (-e^{-\nu p - \mu p} \hat{L}_{UV} - \hat{J}_6^6 e^{-\mu p}) \hat{J}_1 + i(-e^{-\nu p - \mu p} \hat{L}_{UV} - \hat{J}_6^6 e^{-\mu p}) \hat{J}_2 \right) \]

\[ + \hat{J}_4^4 e^{-2\mu p} \hat{J}_4 + \hat{L}_{UV} e^{-\nu p + \mu p} \hat{L}_1 + (e^{-\nu p - \mu p} \hat{L}_{UV} + \hat{J}_6^6 e^{-\mu p}) \hat{J}_6 \]

\[ + i(e^{-\nu p - \mu p} \hat{L}_{UV} + \hat{J}_6^6 e^{-\mu p}) \hat{J}_7 + i \hat{J}_4^4 e^{-2\mu p} \hat{J}_5 + \hat{J}_9^9 \hat{J}_9 \) \]

(5.38)

\(^{18}\)This effectively sets \( e^{\rho} = 0 \). But we keep all the \( e^{\mu p} \) untouched since the unspecific constant \( \mu \) can be either positive or negative.
The UV limit of this perturbed interpolation is achieved at \( \rho \to \infty \), \( \mu = 0 \)

\[
\Gamma^{(2p)}_{UV} = \hat{L}_1 e^{\rho} dx^+ + e^\rho \hat{L}_0 d\rho + \left( - \hat{J}^6_{UV} \hat{J}_1 - i \hat{J}^6_{UV} \hat{J}_2 + \hat{J}^4_{UV} \hat{J}_4 + i \hat{J}^4_{UV} \hat{J}_5 + \hat{J}^6_{UV} \hat{J}_6 + i \hat{J}^6_{UV} \hat{J}_7 + \hat{J}^9_{UV} \hat{J}_9 \right) dx^+.
\] (5.39)

And the IR limit of this perturbed interpolation \( \text{(5.38)} \), which is ran down from the UV connection, reduces to

\[
\Gamma^{(2p)}_{IR} = e^{\mu \rho} L_1 dx^+ + \mu L_0 d\rho + \left( e^{-\mu \rho} (\hat{L}_{UV} + \hat{J}^6_{UV}) K_{-1} - \frac{1}{3} e^{-\mu \rho} (\hat{L}_{UV} + 4 \hat{J}^6_{UV}) L_{-1} \right.

\]

\[\left. - e^{-2\mu \rho} \hat{J}^4_{UV} W_{-2} + \frac{i}{2\sqrt{3}} \hat{J}^9_{UV} J \right) dx^+.
\] (5.40)

A further field redefinition \( \rho \to \hat{\rho} = \mu \rho \) put it to the conventional form

\[
\Gamma^{(2p)}_{IR} = e^{\hat{\rho}} L_1 dx^+ + L_0 d\hat{\rho} + \left( e^{-\hat{\rho}} (\hat{L}_{UV} + \hat{J}^6_{UV}) K_{-1} - \frac{1}{3} e^{-\hat{\rho}} (\hat{L}_{UV} + 4 \hat{J}^6_{UV}) L_{-1} \right.

\]

\[\left. - e^{-2\hat{\rho}} \hat{J}^4_{UV} W_{-2} + \frac{i}{2\sqrt{3}} \hat{J}^9_{UV} J \right) dx^+.
\] (5.41)

Comparing to \( \text{(5.36)} \), with the trivial identification \( \hat{\rho} = \rho \), we get the relations

\[
\mathcal{L}_{IR} = -\frac{1}{3} \hat{L}_{UV} - \frac{4}{3} \hat{J}^6_{UV} \tag{5.42a}
\]

\[
\mathcal{A}_{IR} = \hat{L}_{UV} + \hat{J}^6_{UV} \tag{5.42b}
\]

\[
\mathcal{W}_{IR} = -\hat{J}^4_{UV} \tag{5.42c}
\]

\[
\mathcal{J}_{IR} = \frac{i}{2\sqrt{3}} \hat{J}^9_{UV} \tag{5.42d}
\]

Thus we have established relations between the UV operators and the IR operators and the relations do not depend on the parameter \( \mu \). The spacetime spin-3 IR current \( \mathcal{W}_{IR} \) is locally related to the spacetime spin-1 UV current, and the spacetime spin-2 IR currents \( \mathcal{L}_{IR}, \mathcal{A}_{IR} \) are related to certain combination of the spacetime spin-2, 1 currents \( \hat{L}_{UV}, \hat{J}^6_{UV} \).

The R-current \( \mathcal{J}_{IR} \) in the IR theory is related to \( \hat{J}^9_{UV} \). From the CFT point of view, the conformal dimensions of the UV operators \( \hat{L}_{UV}, \hat{J}^6_{UV}, \hat{J}^9_{UV}, \hat{J}^9_{UV} \) becomes 2, 3, 2, 1 in the IR. The most significant difference between the current case and the previous case (also the bosonic case \[50\]) is that the spin-2 \( \hat{L}_{UV} \) field does not acquire anomalous dimension. Instead, the dimension of the spin-1 current \( \hat{J}^4_{UV} \) jumps by 2. We wish to give a detailed analysis of this interesting phenomena in the future.

- **An alternative approach to get the relation** \( \text{(5.42)} \)

The above solution is obtained by running from the perturbed UV vacuum to the IR theory around the interpolation. Alternatively, we can start from the perturbed IR vacuum and go to match with the perturbed UV vacuum. Since the interpolation solution is a pure algebraic expression, the result of the matching should not depend on the direction we go along the interpolation. We will illustrate this now.

We start by perturbing the interpolation \( \text{(5.10)} \) with IR fields \( \text{(5.36)} \)

\[
\Gamma^{(2p)} = \left( \frac{1}{3} (4e^{\mu \rho} - e^{\rho + \mu \rho}) L_1 - (e^{\mu \rho} - e^{\rho + \mu \rho}) K_1 \right) dx^+ + (\mu L_0 + e^\rho \hat{L}_0) d\rho

\]

\[\left. + (\mathcal{L}_{IR} L_{-1} + \mathcal{J}_{IR} J + \mathcal{A}_{IR} K_{-1} + \mathcal{W}_{IR} W_{-2}) \right) dx^+, \] (5.43)
where again all fields depend on \((x^+, x^-, \rho)\). Solving the equation of motion gives

\[
\Gamma^{(2p)} = \left( \frac{1}{3} (4e^{\mu \rho} - e^{\sigma + \mu \rho}) L_1 - (e^{\mu \rho} - e^{\sigma + \mu \rho}) K_1 \right) dx^+ + (\mu L_0 + e^{\rho} L_0) d\rho
\]

\[
+ \left( \frac{1}{9} e^{-\mu} (e^{-\nu} (-4A_{IR} - 3L_{IR}) + 4(A_{IR} + 3L_{IR})) L_{-1} + \mathcal{W}_{IR} e^{-2\mu \nu} W_{-2} \right)
\]

\[
+ J_{IR} J - \frac{1}{3} e^{-\mu} (-4A_{IR} - 3L_{IR} + e^{\rho} (A_{IR} + 3L_{IR})) K_{-1} \right) dx^+. \quad (5.44)
\]

We run this interpolation to the UV theory by taking \(\rho \to \infty, \mu = 0\) followed by a redefinition \(\tilde{\rho} = e^\rho\). We then rewrite this result in the set of bases of the UV theory

\[
\Gamma^{UV} = e^{\tilde{\rho}} \hat{L}_1 dx^+ + \hat{L}_0 d\tilde{\rho} + \left( \frac{A_{IR}}{3} + L_{IR} \right) \hat{J}_1 + i \left( \frac{A_{IR}}{3} + L_{IR} \right) \hat{J}_2
\]

\[
- \mathcal{W}_{IR} \hat{J}_4 - i \mathcal{W}_{IR} \hat{J}_5 - \left( \frac{A_{IR}}{3} + L_{IR} \right) \hat{J}_6 - i \left( \frac{A_{IR}}{3} + L_{IR} \right) \hat{J}_7 - 2\sqrt{3} i \hat{J}_{IR} \hat{J}_9
\]

\[
+ \left( \frac{A_{IR}}{3} + L_{IR} \right) e^{-\tilde{\rho} \hat{L}_{-1}} \right) dx^+. \quad (5.45)
\]

Comparing this with the perturbed UV connection in the “highest weight” gauge \((5.33)\), we get the following matching result

\[
\tilde{L}_{UV} = \frac{4}{3} A_{IR} + L_{IR}, \quad (5.46a)
\]

\[
\tilde{J}_{UV}^4 = -W_{IR}, \quad (5.46b)
\]

\[
\tilde{J}_{UV}^6 = -\frac{1}{3} (A_{IR} + L_{IR}), \quad (5.46c)
\]

\[
\tilde{J}_{UV}^9 = -2\sqrt{3} i J_{IR}. \quad (5.46d)
\]

This agrees with \((5.42)\), which shows the consistency of our computations.

Another observation from our computations in both the two cases, namely (i) matching the fields in AdS\(^{(1)}\) with fields in AdS\(^{(p)}\) and (ii) matching the fields in AdS\(^{(2)}\) with fields in AdS\(^{(p)}\), is that not any perturbation around the AdS vacuum is compatible with the RG flow. This is reflected in the fact that only a subset of the UV fields can be matched with IR fields in our analysis. The natural question to ask is why this is the case? Is this a limitation of our method or there are physical reasons behind? We hope to get back to this question in future work.

### 5.5.3 Dual operators in the two UV theories

As shown in the previous section, we relate the operators in the IR theory with the operators in the UV theories separately. Then the natural question to ask is are there operators in each of the two UV theories that flow to the same IR operator? If so, we thus find operators in the two different theories dual to each other in the sense that they flow to the same IR operator. This question is easy to answer given the matching result \((5.29)\) and \((5.42)\), we find four pairs of operators that flow to the same IR operators. The result is summarized in Table\[1\] Note that we do not direct set the UV operators equal to each other, since they are not directly related to each other. Rather, they are related by the same IR operators they flow into. In addition, some UV operators are related to the IR operators through identities with derivatives.\[19\] these type of UV operators are put in the curly bracket \(\{ \cdots \}\). Another

---

\[19\]This may be considered as relations between descendent fields.
Table 1: This table lists the pairs of UV operators in the two different UV theories. When the UV operators are related to the IR operators through identities with derivatives involved, we put the UV operators in the curly bracket \{ \cdots \}.

A relevant question is how to understand these different embeddings holographically. It has been shown, e.g. in [73], that the resulting theories obtained by classical Hamiltonian reduction of the WZW model based on some supergroup possesses super-W symmetry. In addition, it is shown in [74] that there are three different Hamiltonian reductions of the current
algebra associated with the Lie superalgebra $sl(3|2)$, each containing the usual Virasoro algebra as a subalgebra $^{20}$.

One of the reductions in [74] gives the $\mathcal{N} = 2$ super-$W_3$ algebra. As discussed in section 4.1, the asymptotic symmetry of our principal embedding is precisely the super-$W_3$ algebra. The second reduction in [74] gives rise to a $\mathfrak{u}(2|1)$ nonlinear superconformal algebra, which is the same algebra found in [63]. As discussed in section 4.2, this algebra matches with the asymptotic symmetry algebra of the non-principal embedding I. The third reduction in [74] gives rise to a $\mathfrak{u}(3)$ nonlinear superconformal algebra, which is the same algebra found in [64].

As discussed in section 4.3, this algebra matches with the asymptotic symmetry algebra of the non-principal embedding II. Thus we see an exact match between

1. the asymptotic symmetry algebras of the higher-spin theories corresponding to the three different embeddings of $osp(1|2)$ into the $sl(3|2)$ superalgebra and
2. the resulting algebra from the three different Hamiltonian reductions of the Lie super-algebra $sl(3|2)$.

The work [74] was done purely algebraically and does not depend on the field theory realization. So it is reasonable to believe that the structure of the three different reductions in [74] should also be present in the Hamiltonian reductions of the WZW model based on the supergroup $sl(3|2)$.

The close relation between the classical Hamiltonian reduction of some Lie (super)algebra and the asymptotic symmetry algebra of the higher-spin theory based on the same Lie (super)algebra has been known in the literature, see e.g. [32, 33, 30, 35]. However, our result contains more information in the sense that we give a physical interpretation to the different Hamiltonian reductions. The above matching relates a certain Hamiltonian reduction to the IR theory and two other Hamiltonian reductions to the UV theories. Since each Hamiltonian reduction is achieved by imposing a set of constraints on the $sl(3|2)$ current algebra, we further relate different sets of constraints to the WZW model with different higher-spin theories in the UV and in the IR, respectively. It turns out that the constraints corresponding to each UV theory form a subset of the constraints corresponding to the IR theories. This correspondence can be shown in the Figure 1 and Figure 2.

We can further establish a close relation between turning on some currents to trigger the RG flow in the higher-spin theory with putting more constraints to induce a further (secondary) Hamiltonian reduction. It is interesting to understand this correspondence in the future. Concretely, it is interesting to see how do the extra constraints imposed by the secondary Hamiltonian reduction [74] translate into the operators triggering the RG flow? If this translation is understood, can we apply it to the initial constraints put on the $sl(3|2)$?

Another motivation of this comparison between our results and the Hamiltonian reductions is the attempt to find Lagrangian descriptions of the CFT dual to the spin-3 supergravity with different embeddings. For the principal embedding, the dual CFT is proposed to be the $\mathbb{C}P^n$ minimal models [26, 28, 29] from the Kazama-Suzuki coset construction [75]. For the non-principal embeddings, we identify the symmetry algebras as two different non-linear extended superconformal algebras. But we do not have concrete realizations of these algebras at hand. As known for the bosonic case $^{21}$ even with a special choice of the parameter in a Toda field theory, which can be obtained from the Hamiltonian reduction of a WZW model, such that the Virasoro central charge of the Toda theory agrees with the central charge of

$^{20}$There are actually 5 different reductions, but two of them has either constrained stress supercurrent or a spin-0 current, both of which seem unusual and are not considered here [74].

$^{21}$We thank Thomas Hartman for pointing this out to the author.
Asymptotic symmetries
(from different \(osp(1|2)\) embeddings into \(sl(3|2)\))

\[
\begin{align*}
\text{Asymptotic symmetries} & \quad \text{Hamiltonian reduction} \\
(\text{from different } osp(1|2) \text{ embeddings into } sl(3|2)) & \quad (\text{from different constraints on the } sl(3|2) \text{ currents}) \\
sl(3|2) & \quad sl(3|2) \\
\downarrow & \quad \downarrow \\
u(2|1) \text{ SCA} & \quad u(2|1) \text{-SCA} \\
(\text{via } sl(2|1)) & \quad (\text{via } sl(1|2)) \\
N = 2 \, W_3 & \quad N = 2 \, W_3 \\
(\text{via } sl(3|2)) & \\
\end{align*}
\]

Figure 1: This figure shows the similarity between structures of the three different \(osp(1|2)\) embeddings into the \(sl(3|2)\) (left) and the three different Hamiltonian reductions of the \(sl(3|2)\) superalgebra (right). The “SCA” in both figures stands for “superconformal algebra”.

Asymptotic symmetries
(related by RG flows)

\[
\begin{align*}
\text{Asymptotic symmetries} & \quad \text{Hamiltonian reduction} \\
(\text{related by RG flows}) & \quad (\text{related by secondary Hamiltonian reductions}) \\
u(2|1) \text{ SCA} & \quad u(2|1) \text{-SCA} \\
(UV \text{ theory I}) & \quad (UV \text{ theory II}) \\
\downarrow & \quad \downarrow \\
N = 2 \, W_3 & \quad N = 2 \, W_3 \\
(\text{IR theory}) & \\
\end{align*}
\]

Figure 2: The figure on the left shows the physical interpretation of the relations between the three embeddings. The dotted arrows represent RG flows. The figure on the right shows that the \(N = 2 \, W_3\) algebra can be obtained from secondary Hamiltonian reductions of the \(u(3)\)-SCA and \(u(2|1)\)-SCA. The three objects in each diagram are the same as those shown up in Figure 1.

a certain \(W_n\)-minimal model, the Toda theory is not the Lagrangian description of the \(W_n\)-minimal model \[52, 53, 76\]. The obstruction is the mismatch of the spectrum: the minimal model contains more states than the Toda theory and certain projections are required for the matching. To overcome this difficulty, Mansfield and Spence suggested to consider the conformally extended Toda field theories instead of the original ones \[52, 53\]. We anticipate that the situation could be similar in our supersymmetric picture and a similar extension may be needed as well. It is interesting to work this out in the future and this may develop our understanding of the higher-spin holography.

6.2 \(osp(1|2)\) embedding and \(sl(1|2)\) embedding

The \(osp(1|2)\) superalgebra can be regarded as the \(N = 1\) supersymmetric extension of the bosonic \(sl(2)\) algebra, while \(sl(2|1)\) is the \(N = 2\) supersymmetric extension. Our discussion is in the context of \(N = 2\) supersymmetric higher-spin theory. Then a question arises: why do we consider the \(osp(1|2)\) embedding instead of the \(sl(1|2)\) embedding?

It is shown in \[58, 77\] that any \(sl(1|2)\) embedding provides an \(osp(1|2)\) embedding. Furthermore, for the Lie superalgebra \(sl(n|n - 1)\), the \(osp(1|2)\) embedding classifies the \(sl(1|2)\) embedding. Therefore considering the \(osp(1|2)\) embedding in our case is the same as considering \(sl(1|2)\) embedding. We use the \(osp(1|2)\) embedding since it is the simplest supersymmetric
extension of the $sl(2)$ algebra and we do not need to further group the $\mathcal{N} = 1$ multiplets into $\mathcal{N} = 2$ multiplets.

### 6.3 Generalizations to arbitrary superalgebra $sl(n+1|n)$

In this paper, we have given a detailed analysis of the 3 different embeddings of $osp(1|2)$ into $sl(3|2)$. One of them can be interpreted as an IR theory and the other two as UV theories. We find the two UV theories flow to the same IR theory. We can generalize this analysis to higher rank algebras, say $sl(4|3)$, and study the relations between the different embeddings. It is very possible that the principal embedding will again give a theory at IR\textsuperscript{22} then the question left is that do all the different non-principal embeddings flow to this same theory? Are there “cascade” scenarios, namely, are there embeddings corresponding to intermediate scales so that we can construct successive RG flows from some embedding A to some other embedding B then to the IR theory? In the present $sl(3|2)$ case, the structure is that the two non-principal embeddings give two UV theories flowing to the IR respectively. Our analysis in section 5.2.3 rules out the possibility of one UV theory being at an intermediate scale and of constructing two successive RG flows. However, the latter case is possible for higher-rank algebras. It is interesting to see what are the structures for general (bosonic or supersymmetric) higher-spin theories. No matter what is the answer, there could be some interesting relations/dualities appear and this construction may provide a playground for further studies.
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### A Structure constants of $u(2|1)$ algebra

The structure constants of the $u(2|1)$ algebra that show up in the non-principal embedding I in section 3.3.2 are listed here

\[ f^{122} = f^{313} = f^{324} = f^{231} = f^{433} = f^{242} = 1, \]
\[ f^{133} = f^{212} = f^{321} = f^{242} = f^{343} = -1, \]
\[ g^{111} = g^{133} = g^{252} = g^{231} = g^{433} = g^{544} = 1, \]
\[ g^{151} = g^{212} = g^{224} = g^{533} = g^{342} = g^{444} = -1, \]
\[ \gamma^{211} = \gamma^{215} = \gamma^{412} = \gamma^{142} = \gamma^{121} = \gamma^{125} = \gamma^{323} = \gamma^{323} = \gamma^{343} = \gamma^{435} = \gamma^{344} = \gamma^{345} = 1, \]
\[ \theta^{111} = \theta^{312} = \theta^{221} = \theta^{422} = 1, \]
\[ \bar{\theta}^{111} = \bar{\theta}^{212} = \bar{\theta}^{321} = \bar{\theta}^{422} = -1, \]

\textsuperscript{22}This is because the principal embedding leads to minimal number of primary fields after imposing the boundary conditions and gauge fixing conditions.
And the coefficients of the central terms are
\[
\begin{align*}
h^{11} &= h^{44} = 2, \\
h^{14} &= h^{41} = h^{23} = h^{32} = 1, \\
h^{15} &= h^{51} = h^{45} = h^{54} = -1, \\
\beta^{32} &= \beta^{34} = 1 \\
\beta^{21} &= \beta^{43} = -1.
\end{align*}
\]
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