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Abstract. In this paper we give a sum formula for the radical filtration of generalized Verma modules in any (possibly singular) blocks of parabolic BGG category which can be viewed as a generalization of Jantzen sum formula for Verma modules in the usual BGG category $O$. Combined with Jantzen coefficients, we determine the radical filtrations for all basic generalized Verma modules. The proof makes use of the graded version of parabolic BGG category. Explicit formulae for the graded decomposition numbers and inverse graded decomposition numbers of generalized Verma modules in any (possibly singular) integral blocks of the parabolic BGG category are also given.

1. Introduction

The Jantzen filtration and Jantzen sum formula of Verma module are powerful tool for determining the simplicity of Verma modules and computing the character formulae of simple modules in the usual BGG category $O$. Each Verma module in $O$ is rigid in the sense that its radical filtration coincides with its socle filtration. The work [BB] of Beilinson and Bernstein shows that the Jantzen filtration of each regular Verma module coincides with its radical filtration (and hence its socle filtration). For parabolic version of BGG category $O([R])$, the generalized Verma module in singular blocks is in general not rigid anymore. Though Jantzen has also introduced a filtration for each generalized Verma module and developed a determinant formula for the contravariant form in [J1], it is unclear whether it could play any parallel role as in the usual BGG category $O$ case, not to say the relationship between this “Jantzen filtration” and the radical filtration of generalized Verma module in this parabolic setting.

In this paper we prove a sum formula (Theorem 4.8) for the radical filtrations of generalized Verma modules in any (possibly singular) blocks of parabolic BGG category $O^p$. Our starting point is to develop an efficient method to determine radical filtrations of generalized Verma module with singularity. The radical filtrations of generalized Verma modules present critical information of related problems, such as homomorphism between generalized Verma modules [Bo, Bl, BEI, LI, L2, Mat1, Mat2, Mat3, X1, X2] and representation types of blocks [BN, P]. Normally, one can apply the $U_\alpha$-algorithm to compute the radical filtration of a Verma module or generalized Verma module with regular highest weight ([V2, GJ, J3, CC, D2, I3, BN]).
It depends on some recursive relations of Kazhdan-Lusztig polynomials. This algorithm also works for generalized Verma modules which are not “too singular” [BN]. In general, the radical filtration of a singular generalized Verma module can be calculated through a regular one [12, BN]. However, even when the singular category is small, this process might need information of a very large regular category and trigger a great many recursive computations. The sum formula which we obtained can be viewed as a generalization of Jantzen’s sum formula for Verma modules. It gives an evidence that the Jantzen filtration and the radical filtration of generalized Verma module might coincide (Remark 4.11). The proof makes essential use of the $Z$-graded representation of the parabolic BGG category. We present explicit formulae (Theorems 3.8 and 3.14) for the graded decomposition numbers and inverse graded decomposition numbers of generalized Verma modules in any (possibly singular) integral blocks of the parabolic BGG category. By the Koszul duality of the parabolic BGG category, the grading filtration and radical filtration on each generalized Verma module coincide. Those graded decomposition numbers encode all the information about the radical filtration of generalized Verma modules. Combined with the Jantzen coefficients [XZ] and other results, we can efficiently obtain the radical filtrations of generalized Verma modules with singularity in many cases. As an application, we give radical filtrations of basic generalized Verma modules defined and classified in [XZ]. Those modules are induced from maximal parabolic subalgebras and have maximal nontrivial singularity. The sum formula can also be used to determine the blocks of category $\mathcal{O}^p$ [HXZ, X3] and representation types of the blocks [XZhou].

The paper is organized as follows. The notations and definitions are presented in Section 2. In Section 3, we use the graded BGG resolution (Lemma 3.4) to derive the graded decomposition numbers for generalized Verma modules with singularity (Theorem 3.8), and use the known formulae of the inverse graded decomposition numbers of Verma modules ([BGS, Theorem 3.11.4]) in the usual BGG category $\mathcal{O}$ to derive the inverse graded decomposition numbers (Theorem 3.14) for generalized Verma modules with singularity. The sum formula for the radical filtrations of generalized Verma modules (Theorem 4.8) is proved in Section 4. As an application, we describe the radical filtrations of all the basic generalized Verma in the final section.

2. Notations and definitions

We mainly adopt the notations in [H3]. Let $\mathfrak{g}$ be a complex semisimple Lie algebra with a fixed Cartan subalgebra $\mathfrak{h}$ contained in a Borel subalgebra $\mathfrak{b}$. Denote by $\Phi \subset \mathfrak{h}^*$ the root system of $(\mathfrak{g}, \mathfrak{h})$. Let $\Phi^+$ be the positive system corresponding to $\mathfrak{b}$ with a simple system $\Delta \subset \Phi^+$. Every subset $I \subset \Delta$ generates a subsystem $\Phi_I \subset \Phi$ with a positive root system $\Phi_I^+ := \Phi_I \cap \Phi^+$. Denote by $W$ (resp. $W_I$) the Weyl group of $\Phi$ (resp. $\Phi_I$) with longest element $w_0$ (resp. $w_I$). Let $\ell(-)$ be the length function on $W$. The action of $W$ on $\mathfrak{h}^*$ is given by $s_\alpha \lambda = \lambda - \langle \lambda, \alpha^\vee \rangle \alpha$ for $\alpha \in \Phi$ and $\lambda \in \mathfrak{h}^*$. Here $(\cdot, \cdot)$ is the bilinear form on $\mathfrak{h}^*$ induced from the Killing form and $\alpha^\vee := 2\alpha / (\alpha, \alpha)$ is the coroot of $\alpha$. We say $\lambda \in \mathfrak{h}^*$ is regular if $\langle \lambda, \alpha^\vee \rangle \neq 0$ for all roots $\alpha \in \Phi$. Otherwise we say $\lambda$ is singular. We say $\lambda$ is integral if $\langle \lambda, \alpha^\vee \rangle \in \mathbb{Z}$ for all $\alpha \in \Phi$. An integral weight $\lambda \in \mathfrak{h}^*$ is dominant (resp. anti-dominant) if $\langle \lambda, \alpha^\vee \rangle \in \mathbb{Z}_{>0}$ (resp. $\langle \lambda, \alpha^\vee \rangle \in \mathbb{Z}_{\leq 0}$) for all $\alpha \in \Delta$. 

Let \( p_I \) be the standard parabolic subalgebra of \( g \) corresponding to \( I \) with Levi decomposition \( p_I := l_I \oplus u_I \), where \( l_I \) is the standard Levi subalgebra and \( u_I \) the nilpotent radical of \( p_I \). For simplicity, we frequently drop the subscript when \( I \) is fixed. Put
\[
\Lambda_I^+ := \{ \lambda \in \mathfrak{h}^* \mid \langle \lambda, \alpha' \rangle \in \mathbb{Z}^{>0} \text{ for all } \alpha \in I \}.
\]
For \( \lambda \in \Lambda_I^+ \), let \( F(\lambda - \rho) \) be the finite dimensional simple \( l_I \)-modules of highest weight \( \lambda - \rho \), where \( \rho := \frac{1}{2} \sum_{\alpha \in \Phi} \alpha \). The \emph{generalized Verma module} is defined by
\[
M_I(\lambda) := U(\mathfrak{g}) \otimes_{U(l_I)} F(\lambda - \rho),
\]
where \( F(\lambda - \rho) \) has trivial \( u_I \)-actions viewed as a \( p_I \)-module. The highest weight of \( M_I(\lambda) \) is \( \lambda - \rho \). Let \( L(\lambda) \) be the unique simple quotient of \( M_I(\lambda) \). They share the same infinitesimal character \( \chi_{\lambda} \), where \( \chi_{\lambda} \) is an algebra homomorphism from the center \( Z(\mathfrak{g}) \) of \( U(\mathfrak{g}) \) to \( \mathbb{C} \) so that \( z \cdot v = \chi_{\lambda}(z)v \) for all \( z \in Z(\mathfrak{g}) \) and \( v \in M_I(\lambda) \). Moreover, \( \chi_{\lambda} = \chi_{\mu} \) when \( \mu \in W\lambda \). For a fixed \( p = p_I \), let \( \mathcal{O}^p \) be the category of all finitely generated \( g \)-modules \( M \), which is semisimple under \( l \)-action and locally \( p \)-finite. These \( M_I(\lambda) \) are the fundamental objects of \( \mathcal{O}^p \). In particular, if \( I = \emptyset \), then \( M(\lambda) := M_I(\lambda) \) is the Verma module with highest weight \( \lambda - \rho \) and \( \mathcal{O}^p = \mathcal{O}^b \) is the usual Bernstein-Gelfand-Gelfand category \( \mathcal{O} \) [BGG]. For \( \lambda \in \mathfrak{h}^* \), let \( \mathcal{O}^\lambda \) be the full subcategory of \( \mathcal{O}^p \) containing modules \( M \) on which \( z - \chi_{\lambda}(z) \) acts as locally nilpotent operator for all \( z \in Z(\mathfrak{g}) \). We also write \( \mathcal{O}_\lambda = \mathcal{O}^\lambda_{\lambda} \) for simplicity.

When \( I \subset \Delta \) is fixed, define
\[
^IW := \{ w \in W \mid \ell(s_\alpha w) = \ell(w) + 1 \text{ for all } \alpha \in I \}.
\]
For \( \mu \in \mathfrak{h}^* \), set
\[
\Phi_\mu := \{ \beta \in \Phi \mid \langle \mu, \beta' \rangle = 0 \}.
\]
The singularity of \( \mu \) is measured by this subsystem \( \Phi_\mu \) of \( \Phi \). If \( \mu \) is integral, there exists a unique anti-dominant weight \( \lambda \in W\mu \). Put
\[
J := \{ \alpha \in \Delta \mid \langle \lambda, \alpha' \rangle = 0 \}
\]
and
\[
W^J := \{ w \in W \mid \ell(w s_\alpha) = \ell(w) + 1 \text{ for all } \alpha \in J \}.
\]
Every integral weight \( \mu \in W\lambda \cap \Lambda_I^+ \) can be uniquely written in the form \( \mu = w_I w \lambda \) for some \( w \in ^IW^J \), where
\[
^IW^J := \{ w \in ^IW \mid \ell(w) + 1 = \ell(w s_\alpha) \text{ and } w s_\alpha \in ^IW, \text{ for all } \alpha \in J \}.
\]
Let \( K(O) \) be the Grothendieck group of the category \( O \). In particular, \([M] \in K(O)\) is the element corresponding to \( M \in O \). The module \( M \) has a composition series with simple subquotients isomorphic to some \( L(\lambda) \). Denote by \([M : L(\lambda)]\) the multiplicity of \( L(\lambda) \). The radical filtration of \( M \) satisfying \( \text{Rad}^i M = M \) for \( i \leq 0 \) and \( \text{Rad}^i M = \text{Rad}(\text{Rad}^{i-1} M) \) for \( i > 0 \). Similarly, the socle filtration satisfying \( \text{Soc}^i M = 0 \) for \( i \leq 0 \) and \( \text{Soc}(M/\text{Soc}^i M) = \text{Soc}^i M/\text{Soc}^{i-1} M \) for \( i > 0 \). The quotient \( \text{Rad}_i M = \text{Rad}^i M/\text{Rad}^{i+1} M \) is semisimple.

3. Graded decomposition numbers and the inverse graded decomposition numbers

In this section, we recall the graded decomposition numbers and the inverse graded decomposition numbers for generalized Verma modules. We express those numbers explicitly in terms of the original Kazhdan-Lusztig polynomials. The results in the regular cases are already given in [BGS Theorem 3.11.4]. The formulae we present here, which works also for the singular cases, seems not explicitly presented in any papers elsewhere.
3.1. Koszul algebras and graded BGG resolutions. Let $p = p_I$ be the standard parabolic subalgebra of $g$ as before, where $I \subset \Delta$. Let $\mu$ be an anti-dominant integral weight such that

$$ I = \{ \alpha \in \Delta \mid \langle \mu, \alpha^\vee \rangle = 0 \}. $$

Let $\lambda$ be an anti-dominant integral and we define

$$ J := \{ \alpha \in \Delta \mid \langle \lambda, \alpha^\vee \rangle = 0 \}. $$

We shall denote the subcategory $\mathcal{O}_\lambda^\mu$ simply by $\mathcal{O}_\lambda^\mu$.

Then we have an equivalence of categories: $\mathcal{O}_\lambda^\mu \cong \text{mod-} A_\lambda^\mu$.

By [BCG] and [Web], we know that the $C$-algebra $A^\mu_\lambda$ is Koszul. The corresponding graded module category (with morphisms being degree 0 homomorphisms) is denoted by $A^\mu_\lambda\text{-gmod}$. For any $M, N \in A^\mu_\lambda\text{-gmod}$, we use hom$_0(M, N)$ to denote the space of homomorphisms from $M$ to $N$ in $A^\mu_\lambda\text{-gmod}$. For each $w \in I W^J$, we use $P^\mu(w_I w \lambda)$ to denote the projective cover of $L(w_I w \lambda)$ in $\mathcal{O}_\lambda^\mu$. Then the minimal projective generator of $\mathcal{O}_\lambda^\mu$ is given by $P^\mu_\lambda := \oplus_{w \in I W^J} P^\mu(w_I w \lambda)$.

We set

$$ A^\mu_\lambda := \text{End}_{\mathcal{O}_\lambda^\mu}(P^\mu_\lambda). $$

Then we have an equivalence of categories: $\mathcal{O}_\lambda^\mu \cong \text{mod-} A^\mu_\lambda$.

Let $q$ be an indeterminate over $\mathbb{Z}$ and $v := q^{1/2}$. Let $K_0(A^\mu_\lambda)$ be the enriched Grothendieck group of $A^\mu_\lambda\text{-gmod}$, which naturally becomes a $\mathbb{Z}[v, v^{-1}]$-module via $v^k M := M(k)$ for any $M \in A^\mu_\lambda\text{-gmod}$, where $M(k)$ is equal to $M$ upon forgetting its $\mathbb{Z}$-grading and $(M(k))_j := M_{j-k}$ for any $j \in \mathbb{Z}$.

By definition, $\mathcal{O}_\lambda^\mu$ is a full subcategory of $\mathcal{O}_\lambda$. There is a parabolic truncation functor (i.e., Zuckerman functor) $Z_p : \mathcal{O}_\lambda \to \mathcal{O}_\lambda^\mu$ by

$$ Z_p(M) := \text{the maximal quotient of } M \text{ which is locally finite over } p. $$

In particular,

$$ Z_p(M(w_I w \lambda)) = \begin{cases} M_I(w_I w \lambda), & \text{if } w \in I W; \\ 0, & \text{otherwise}. \end{cases} $$

Let $\epsilon : M(w_I w \lambda) \to M_I(w_I w \lambda)$ be the canonical surjection.

Recall that $w_I$ is the unique longest element in $W_I$. For each $1 \leq k \leq m := \ell(w_I) = |\Phi_I^+|$, we set $W^k_I := \{ w \in W_I \mid \ell(w) = k \}$. For any $w \in I W^J$, $w_I w \lambda \in \Lambda^+_I$.

Thus $F(\lambda - \rho)$ is a finite dimensional irreducible representation of the reductive Lie algebra $I_I$. By [H] Chapter 6, the irreducible finite dimensional $I_I$-module $F(w_I w \lambda - \rho)$ has a BGG resolution in the category of finite dimensional $U(I_I)$-modules (see [BGG2]). Since every $I_I$-module can be viewed as a $p_I$-module with trivial $w_I$-action, we can apply the exact functor $U(g) \otimes_{U(p_I)} -$ on the resolution and get the exact sequence

$$ 0 \to C_m \xrightarrow{\delta_m} \ldots \xrightarrow{\delta_{k+1}} C_k \xrightarrow{\delta_k} \ldots \xrightarrow{\delta_1} C_0 = M(w_I w \lambda) \xrightarrow{\epsilon} M_I(w_I w \lambda) \to 0, $$

where $C_i := Z_p(M(w_I w \lambda))$ and $\delta_i : C_i \to C_{i-1}$ is the $i$-th differential in the resolution.
where $C_k = \bigoplus_{z \in W^J} M(z w_J w \lambda)$.

By [BM] §2.2, $A^\mu_k$ can be realized as a $\mathbb{Z}$-graded quotient of $A_\lambda$ by a homogeneous ideal $\mathfrak{a}$. It follows that the Zuckerman functor $Z_p(-)$ allows a $\mathbb{Z}$-graded lift $Z_p: M \mapsto M/\mathfrak{a}M, \forall M \in A_\lambda\text{-gmod}$, and the surjection $M(w_J w \lambda) \twoheadrightarrow M/(w_J w \lambda)$ is unique up to a scalar. Hence the surjection $\epsilon$ admits a $\mathbb{Z}$-graded lift $\hat{\epsilon}: \Delta(w_J w \lambda) \twoheadrightarrow \Delta^\mu(w_J w \lambda)$ which is homogeneous of degree zero.

For any $x, y \in W$, we have $\dim \text{Hom}_\mathcal{O}(M(x \lambda), M(y \lambda)) \leq 1$. It follows that each map $\delta_k$ has a $\mathbb{Z}$-graded lift $\hat{\delta}_k$ which is homogeneous of degree one. As a result, we get the following lemma (compare [HM, Proposition A.2] and [M, Appendix]).

**Lemma 3.4** (Graded BGG resolution). Let $w \in {}^I W^J$ and $\lambda$ an anti-dominant integral weight. There is an exact sequence of homomorphisms in $A_\lambda\text{-gmod}$:

$$0 \rightarrow C_m \xrightarrow{\delta_m} \cdots \xrightarrow{\delta_{k+1}} C_k \xrightarrow{\delta_k} \cdots \xrightarrow{\delta_1} C_0 = \Delta(w_J w \lambda) \xrightarrow{\hat{\epsilon}} \Delta^\mu(w_J w \lambda) \rightarrow 0,$$

where $C_k = \bigoplus_{z \in W^J} \Delta(z w_J w \lambda)$, $\hat{\epsilon}$ is homogeneous of degree zero and each map $\delta_k$ is homogeneous of degree one.

Since $A^\mu_k$ can be realized as a $\mathbb{Z}$-graded quotient of $A_\lambda$, the Grothendieck group $K_0(A^\mu_k)$ becomes a $\mathbb{Z}[v, v^{-1}]$-submodule of $K_0(A_\lambda)$.

**Corollary 3.6.** Let $w \in {}^I W^J$ and $\lambda$ an anti-dominant integral weight. Then in the Grothendieck group $K_0(A_\lambda)$ we have

$$[\Delta^\mu(w_J w \lambda)] = \sum_{z \in W_J} (-1)^{\ell(z)} v^{\ell(z)} [\Delta(z w_J w \lambda)].$$

**Proof.** This follows directly from Lemma 3.4. \qed

### 3.2. Graded decomposition numbers and graded inverse decomposition numbers

For any $x, y \in W$ with $x \leq y$, we use $P_{x,y}$ to denote the corresponding Kazhdan-Lusztig polynomial introduced in [KL]. For convenience, set $P_{x,y} = 0$ when $x \not\leq y$ as in [H2]. Let $\lambda$ be an anti-dominant integral weight. By [BGS, Theorem 3.11.4(ii)], we know that for any $x \in W^J$ we have

$$[\Delta(x \lambda)] = \sum_{y \in W^J} P_{x w_0, y w_0} (v^{-2}) v^{\ell(x) - \ell(y)} [\mathcal{L}(y \lambda)].$$

The following theorem gives the graded decomposition numbers for arbitrary (possibly singular) integral blocks of the parabolic category $\mathcal{O}^p$ (see [BGS, Theorem 3.11.4(ii),(iv)] for the case of regular blocks).

**Theorem 3.8.** Let $x \in {}^I W^J$ and $\lambda$ an anti-dominant integral weight. Then in the Grothendieck group $K_0(A^\mu_k)$ we have

$$[\Delta^\mu(w_J x \lambda)] = \sum_{y \in W_J} \sum_{z \in W_J} (-1)^{\ell(z)} v^{\ell(z) - \ell(y)} P_{z w_J z w_0, y w_0} (v^{-2}) [\mathcal{L}(y \lambda)].$$

**Proof.** Applying (3.7) to Corollary 3.6 we get that

$$[\Delta^\mu(w_J x \lambda)] = \sum_{z \in W_J} \sum_{y \in W^J} (-1)^{\ell(z)} v^{\ell(z) + \ell(z w_J x) - \ell(y)} P_{z w_J z w_0, y w_0} (v^{-2}) [\mathcal{L}(y \lambda)].$$

$$= \sum_{y \in W^J} \sum_{z \in W_J} (-1)^{\ell(z)} v^{\ell(z) - \ell(y)} P_{z w_J z w_0, y w_0} (v^{-2}) [\mathcal{L}(y \lambda)].$$
It follows that by applying [BGS, Theorem 3.11.4(iv)] we can deduce that $\Ext^i(L(y), L(y)) \neq 0$ only if $i \equiv \ell(y) - \ell(x)$ (mod 2). As a result, we get the following lemma.

**Lemma 3.12.** Let $y \in W^J$ and $\lambda$ an anti-dominant integral weight. Then in the Grothendieck group $K_0(A_\lambda)$ we have

$$\dim \Ext^i(L(y), L(y)) = \sum_{x \in W^J} (-1)^{\ell(y) - \ell(x)} v^{\ell(y) - \ell(x)} P^J_{x,y}(q).$$

By Brauer-Humphreys reciprocity, $[\mathbb{L}(y)] = \mathbb{L}(\Delta(x))$ for any $x \in W^J$, for arbitrary integral blocks of the parabolic category $\mathcal{O}^p$ (see [BGS] Theorem 3.11.4(i),(iv)] for the case of regular blocks). It seems that this might be known to some experts (cf. [CPS] Appendix), but we couldn’t find a suitable reference anywhere.

**Theorem 3.14.** Let $x \in W^J$ and $\lambda$ an anti-dominant integral weight. Then in the Grothendieck group $K_0(A_\lambda)$ we have

$$[\mathbb{L}(w_I x, y)] = \sum_{z \in W^J} (-1)^{\ell(y) - \ell(x)} v^{\ell(y) - \ell(x)} P_{w_I x, w_I y}(q).$$

Proof. Let $x \in W^J$. Using [CM, Theorem 4.14] and applying the derived Zuckermann functor to $\Delta^p$ with $x$ replaced by $w_I x$, we get that

$$[\Delta^p(w_I x \lambda)] = \sum_{z \in W^J} (-1)^{\ell(y) - \ell(x)} v^{\ell(y) - \ell(x)} P_{w_I x, y}(q).$$
Note that $\mathbb{Z}_p(\mathcal{P}(y \lambda)) \neq 0$ only if $y \in \mathcal{I}W$, and $\mathbb{Z}_p(\mathcal{P}(w_1 w \lambda)) \cong \mathcal{P}(w_1 w \lambda)$ for $w \in \mathcal{I}W$. It follows that

$$\Delta^\mu(w_1 x \lambda) = \sum_{x \in \mathcal{I}W} \sum_{z \in \mathcal{W}_J} (-1)^{\ell(w)+\ell(z)-\ell(x)} v^{\ell(w)-\ell(x)} P_{w_1 x, z, w_1 w}(v^{-2}) |\Delta^\mu(w_1 w \lambda)|.$$

Equivalently, we get that

$$\ell(w_1 y \lambda) = \sum_{x \in \mathcal{I}W} \sum_{z \in \mathcal{W}_J} (-1)^{\ell(y)+\ell(z)-\ell(x)} v^{\ell(y)-\ell(x)} P_{w_1 x, z, w_1 w}(v^{-2}) |\Delta^\mu(w_1 x \lambda)|.$$

\[\square\]

**Definition 3.15.** Let $x, y \in \mathcal{I}W$. We define

$$I P^J_{x, y}(q) = \sum_{z \in \mathcal{W}_J} (-1)^{\ell(z)} P_{w_1 x, w_1 y}(q), \quad I Q^J_{x, y}(q) = \sum_{z \in \mathcal{W}_J} (-1)^{\ell(z)} P_{w_1 x, w_1 y}(q).$$

It follows from Theorems 3.8 and 3.14 that

$$\Delta^\mu(w_1 x \lambda) = \sum_{y \in \mathcal{I}W} v^{\ell(x)-\ell(y)} I Q^J_{x, y}(v^{-2}) |\ell(w_1 y \lambda)|,$$

$$\ell(w_1 y \lambda) = \sum_{x \in \mathcal{I}W} (-1)^{\ell(y)-\ell(x)} v^{\ell(y)-\ell(x)} I P^J_{x, y}(v^{-2}) |\Delta^\mu(w_1 x \lambda)|.$$

As a result, we get the following corollary.

**Corollary 3.16.** Let $I, J \subset \Delta$ and $x, y \in \mathcal{I}W$. Then

$$\sum_{z \in \mathcal{I}W, x \leq z \leq y} (-1)^{\ell(z)+\ell(y)} I P^J_{x, z}(q) I Q^J_{y, z}(q) = \delta_{x, y}.$$

Specializing $v$ to 1, we can get the ungraded decomposition number and inverse decomposition number of the parabolic category $\mathcal{O}^p$ as follows:

$$[M_I(w_1 x \lambda)] = \sum_{y \in \mathcal{I}W} \sum_{z \in \mathcal{W}_J} (-1)^{\ell(z)} P_{w_1 x, w_1 y}(1) |L(w_1 y \lambda)|,$$

$$[L(w_1 y \lambda)] = \sum_{y \in \mathcal{I}W} \sum_{z \in \mathcal{W}_J} (-1)^{\ell(y)-\ell(x)+\ell(z)} P_{w_1 x, w_1 y}(1) |M_I(w_1 x \lambda)|.$$

The polynomial $I P^J_{x, y}(q)$ is the so-called generalized Kazhdan-Lusztig-Vogan polynomials ([BH], §9.2). That says,

$$I P^J_{x, y}(q) = \sum_{i \geq 0} q^{\ell(y)-\ell(x)-i/2} \dim \text{Ext}^i_{\mathcal{O}^p}(M_I(w_1 x \mu), L(w_1 y \mu)).$$

In particular, $P_{x, y} := I P^0_{x, y}$ is equal to the ordinary Kazhdan-Lusztig polynomial (see for example Theorem 8.11 in [H3]), while $I P^0_{x, y}$ is equal to the relative (or parabolic) Kazhdan-Lusztig polynomials ([CC]). We also set $P^J_{x, y} := I P^J_{x, y}$. Similarly set $Q_{x, y} := I Q^0_{x, y}$ and $Q^J_{x, y} := I Q^J_{x, y}$.

**Lemma 3.18 ([DL] [Lu] [De] [Sa1] [2BH]).** Let $I, J \subset \Delta$. Then

1. $P_{x, y} = P_{x^{-1}, y^{-1}} = P_{w_0 x, w_0 y}$, where $x, y \in W$.
2. $I P_{x, y} = P_{w_1 x, w_1 y}$, where $x, y \in \mathcal{I}W$.
3. $Q_{x, y} = P_{w_1 x, w_1 y}$, where $x, y \in \mathcal{I}W$.
4. $Q^J_{x, y} = Q_{x, y}$, where $x, y \in \mathcal{I}W$. 
Let \( x \in \mathcal{I}W^J \) and \( \lambda \) an anti-dominant integral weight. By \([\text{BGS}]\) and \([\text{Bac}]\), \( A_\Lambda^u \) is Koszul. The grading filtration on \( \Delta^u(w_1x \lambda) \) coincides with its radical filtration up to a shift. Hence we get the following corollary.

**Corollary 3.19.** Let \( \lambda \) be an anti-dominant integral weight and \( x, y \in \mathcal{I}W^J \). Then we have
\[
^IQ^J_{x,y}(q) = \sum_{i \geq 0} [\text{Rad}_i M_I(w_1x \lambda) : L(w_1y \lambda)] q^{i(\ell(x) - \ell(y) - i)/2}.
\]

We need the following result about \( \mathcal{I}W^J \).

**Proposition 3.21** (\([\text{BN}]\) Proposition 2.4.2). Let \( I, J \subseteq \Delta \).

(i) There is a bijection \( \mathcal{I}f^I : \mathcal{I}W^J \rightarrow \mathcal{I}W^{-w_0I} \) given by \( \mathcal{I}f^I(w) = wJw^{-1}wIW_0 \).

(ii) There is a bijection \( \mathcal{I}g^J : \mathcal{I}W^J \rightarrow -w_0IW^J \) given by \( \mathcal{I}g^J(w) = w_0wJw^{-1}wI \).

**Corollary 3.22.** Let \( x, y \in \mathcal{I}W^J \). Then
\[
^IQ^J_{x,y} = -w_0^Ip^J_{y^J(x),y^J(y)}.
\]

**Proof.** Let \( J' = -w_0J \). Then \( J' \subseteq \Delta \). By Lemma 3.18 and Definition 3.10 we have
\[
^IQ^J_{x,y} = \sum_{z \in W_I} (-1)^{\ell(z)} P_{z,I}w_1xw_0y = \sum_{z \in W_I} (-1)^{\ell(z)} P_{w_0xw_0y} = \sum_{z \in W_I} (-1)^{\ell(z)} P_{w_0xw_0y} = \sum_{z \in W_I} (-1)^{\ell(z)} P_{y^J(x)} = ^Jp^I_{y^J(x),y^J(y)}.
\]

By Definition 3.10, \( ^IQ^J_{x,y} \) is a polynomial in \( q \). Combining this with Corollary 3.19 we obtain the following parity property on the radical filtration of generalized Verma modules.

**Lemma 3.23.** Let \( x, y \in \mathcal{I}W^J \) and \( \lambda \) an anti-dominant integral weight. The radical filtrations of generalized Verma modules satisfy the parity property, that is, \([\text{Rad}_i M_I(w_1x \lambda), L(w_1y \lambda)] = 0\) unless \( \ell(x) - \ell(y) \equiv i \mod 2 \).

Suppose that \( \nu \in \Lambda \) is a regular anti-dominant integral weight. Let \( T^\nu_\lambda(-) \), \( T^\nu_\lambda(-) \) be the translation functors as defined in \([\mathcal{L}]\) and \([\mathcal{H}] \) \( \S 7.1 \). By \([\mathcal{S}]\), we know that those translation functors allow \( Z \)-graded lifts. Let \( \Theta^\nu_\lambda(-) \), \( \Theta^\nu_\lambda(-) \) be their corresponding graded lift respectively. We choose these graded lifts in the same way as \([\mathcal{S}]\) and \([\mathcal{CM}] \) \( \S 2.2 \). In particular,
\[
\Theta^\nu_\lambda(L(x)) = \begin{cases} L(x \lambda)(-\ell(w_1J)), & \text{for } x \in W^J; \\ 0, & \text{for } x \not\in W^J. \end{cases}
\]

We also have \( \Theta^\nu_\lambda(\mathcal{P}(x \lambda)) = \mathcal{P}(x \nu) \) for \( x \in W^J \).

**Proposition 3.25** (\([\mathcal{CM}] \) Theorem 4.3). Let \( \lambda, \nu \) be defined as above and let \( z \in \mathcal{I}W \). Then
\[
\Theta^\nu_\lambda(\Delta^u(w_1z \nu)) = \begin{cases} \Delta^u(w_1y \lambda)(\ell(x) - \ell(w_1J)), & \text{if } z = yx, y \in \mathcal{I}W^J, x \in W_J; \\ 0, & \text{otherwise}. \end{cases}
\]
Proof. We need to explain the notation difference. First assume that \( z = yx \) for \( y \in tW^J \) and \( x \in W_J \). Denote \( y' = w_J y w_0 \) and \( x' = w_0 x w_0 \). Thus \( x' \in W_{J'} \), where \( J' = -w_0 J \). Proposition 3.24 implies that \( y' \in tW^{J'} w_{J'} \). It is easy to see that \( \ell(x') = \ell(x) \) and \( \ell(w_{J'}) = \ell(w_J) \). Set \( z' = w_J z w_0, \nu' = w_0 \nu \) and \( \lambda' = w_0 \lambda' \). Then \( \nu' \) is a regular dominant weight and \( \lambda' \) is a dominant weight with \( \Phi_{\lambda'} = \Phi_{\nu'} \). With \( z' = w_J z \) and \( z' = y' x' \), Theorem 4.3 yields
\[
\Theta_\nu^\lambda(\Delta^\mu(w_J z
u)) = \Theta_\nu^\lambda(\Delta^\mu(z
u')) = \Delta^\mu(y' \lambda')(\ell(x') - \ell(w_{J'})) = \Delta^\mu(w_J y\lambda)(\ell(x) - \ell(w_J)).
\]
The above argument also shows that \( z = yx \) for \( y \in tW^J \) and \( x \in W_J \) if and only if \( z' = y' x' \) for \( y' \in tW^{J'} w_{J'} \) and \( x' \in W_{J'} \), which implies the second part of the Proposition. □

We remark that Theorem 3.14 can also be deduced by applying Proposition 3.25 to the formulae of the graded inverse decomposition numbers in the regular case ([BGS, Theorem 3.11.4]).

Define a map \( t_\nu^\lambda : K(\mathcal{O}_\nu) \to K(\mathcal{O}_\lambda) \) such that \( t_\nu^\lambda([M]) = [T_\nu^\lambda M] \) for \( M \in \mathcal{O}_\nu \). The exactness of \( T_\nu^\lambda \) insures that \( t_\nu^\lambda \) is a linear transformation on \( K(\mathcal{O}_\nu) \). Thus Proposition 3.24 and Proposition 3.25 gives the following corollary, which we need in the next section.

Corollary 3.26. Let \( \lambda, \nu \) be defined as above. Then
\[
\begin{align*}
(1) \quad & t_\nu^\lambda([\text{Rad}^i M(z\nu)]) = [\text{Rad}^i M(z\lambda)] \text{ for } i \in \mathbb{Z} \text{ and } z \in W^J. \\
(2) \quad & t_\nu^\lambda([M(z\nu)]) = [M(z\lambda)] \text{ for } z \in W.
\end{align*}
\]

Proof. (1) We consider the graded functor \( \mathcal{T} := \Theta_\nu^\lambda(\ell(w_J)) \). Applying Proposition 3.25 we see that \( \mathcal{T}(\Delta(z\nu)) = \Delta(z\lambda) \) and \( \mathcal{T}(\Lambda(z\nu)) = \Lambda(z\lambda) \). Since \( \mathcal{T} \) is a \( \mathbb{Z} \)-graded functor and the grading filtrations of \( \Delta(z\nu) \) and \( \Delta(z\lambda) \) coincide with their radical filtration up to a shift, it follows that for any \( j \geq 0 \),
\[
\mathcal{T}(\text{Rad}^i(\Delta(z\nu))) = \mathcal{T}(\oplus_{j \geq i} \Delta(z\nu)_j) \subseteq \oplus_{j \geq i} \Delta(z\lambda)_j = \text{Rad}^i(\Delta(z\lambda)).
\]
Combining this with the equality \( \mathcal{T}(\Delta(z\nu)) = \Delta(z\lambda) \) and the fact that \( \mathcal{T} \) is an exact functor, we can deduce that all the above inclusion are actually equalities. This proves \( \mathcal{T}(\text{Rad}^i(\Delta(z\nu))) = \text{Rad}^i(\Delta(z\lambda)) \) which implies (1).

(2) This is an easy consequence of Proposition 3.25 or Theorem 7.6 in [IB]. □

The above results can also be found in [I2].

4. The sum formula of radical filtrations

In this section, we shall give a sum formula about radical filtrations of generalized Verma modules. It can be viewed as generalization of the Jantzen sum formula for Verma modules. For \( \mu, \nu \in \mathfrak{h}^* \), we write \( \nu \leq \mu \) if \( \text{Hom}_\mathcal{O}(M(\nu), M(\mu)) \neq 0 \). This gives a partial ordering which can be viewed as the Bruhat ordering on \( \mathfrak{h}^* \) ([BS, §2]).

Since each Verma module in the regular block of the usual BGG category \( \mathcal{O} \) is rigid, its Jantzen filtration coincides with its grading filtration up to a shift [BB]. When \( \mu \in \mathfrak{h}^* \) is regular, the following proposition is essentially equivalent to Jantzen sum formula ([I2]) for Verma module \( M(\mu) \) in the usual BGG category \( \mathcal{O} \). We need more effort when \( \mu \) is singular.
Proposition 4.1. Let $\mu \in \mathfrak{h}^*$. 
\[
\sum_{i>0} [\text{Rad}^i M(\mu)] = \sum_{\beta \in \Phi^+, s_\beta \mu < \mu} [M(s_\beta \mu)].
\]

Proof. Obviously $s_\beta \mu < \mu$ is equivalent to $\langle \mu, \beta^\vee \rangle \in \mathbb{Z}^>$ (see for example [H3]). With Soergel’s result ([So2 Theorem 11], see [H3 Theorem 11.13] for a English translation), it suffices to consider the integral case. When $\mu$ is regular, the Jantzen filtration of $M(\mu)$ coincides with its radical filtration [BB]. This is exactly the Jantzen sum formula [J2, B] for regular Verma modules. If $\mu$ is singular, there exists anti-dominant weight $\lambda \in W \mu$ so that $\mu = w \lambda$ for some $w \in W^J$, where $J = \{ \alpha \in \Delta \mid \langle \lambda, \alpha^\vee \rangle = 0 \}$. Let $\nu$ be a regular integral anti-dominant weight (e.g., $\nu = -\rho$). In view of Corollary 3.26, we obtain
\[
\sum_{i>0} [\text{Rad}^i M(\mu)] = \sum_{i>0} t^\lambda_\nu ( [\text{Rad}^i M(w \nu)] )
\]
where the second equality follows from the regular case, the fourth equality follows from the fact that $s_\beta w \nu < w \nu$ if and only if $w^{-1} \beta < 0$ and if and only if $s_\beta w \lambda < w \lambda$. To see this, it suffices to show that $s_\beta w \lambda \neq w \lambda$ for $\beta \in \Phi^+$ when $s_\beta w \nu < w \nu$. Otherwise $\beta = w \alpha$ for some $\alpha \in \Phi^+_J$ (note that $w \alpha > 0$ for $w \in W^J$). This forces $0 < \langle w \nu, \beta \rangle = \langle \nu, \alpha \rangle < 0$, a contradiction. □

Lemma 4.2. Let $i \in \mathbb{Z}_{\geq 0}$ and $\mu \in \Lambda^+_I$. Then
\[
[\text{Rad}^i M_I(\mu)] = \sum_{w \in W_I} (-1)^{\ell(w)} [\text{Rad}^{i-\ell(w)} M(w \mu)].
\]

Proof. We only need to consider the integral case in view of Soergel’s category equivalence ([So2 Theorem 11]). Then the lemma is an immediate consequence of Proposition 4.1. □

Setting $i = 0$ in Lemma 4.2 we obtain the following result (which also follows from Corollary 4.2).
\[
[M_I(\mu)] = \sum_{w \in W_I} (-1)^{\ell(w)} [M(w \mu)].
\]
This is Proposition 9.6 in [H3].

Definition 4.4. For any $\mu \in \mathfrak{h}^*$, we define
\[
\theta(\mu) := \sum_{w \in W_I} (-1)^{\ell(w)} [M(w \mu)].
\]

These are the character formulae defined in [J1], which can be used to determine the simplicity of generalized Verma modules.

Proposition 4.5 ([J2, Mat1, Ku]). Let $\mu \in \mathfrak{h}^*$.
Proof. Note that $\ell(w) = (1-\theta(w))\ell(\mu)$ for $w \in W_I$.
(2) If $\langle \mu, \alpha \rangle = 0$ for some $\alpha \in \Phi_I$, then $\theta(\mu) = 0$.
(3) If $\langle \mu, \alpha \rangle \in \mathbb{Z} \setminus \{0\}$ for all $\alpha \in \Phi_I$, there exists $w \in W_I$ so that $w\mu \in \Lambda^+_I$ and $\theta(\mu) = -(1-\ell(w)[M_I(w\mu)]$.

Lemma 4.6. Let $\mu \in \Lambda^+_I$. Then
$$\sum_{w \in W_I} (-1)^{\ell(w)} \sum_{\beta \in \Phi^+_I, s_\beta w\mu \prec w\mu} [M(s_\beta w\mu)] = \sum_{w \in W_I} (-1)^{\ell(w)+1} \ell(w) [M(w\mu)].$$

Proof. For any $w \in W_I$ and $\beta \in \Phi^+_I$ with $s_\beta w\mu \prec w\mu$, denote $w' = s_\beta w$. Then $(w')^{-1} \beta \in \Phi_I$ and
$$\langle \mu, ((w')^{-1}\beta)^\vee \rangle = \langle w'\mu, \beta^\vee \rangle = \langle s_\beta w\mu, \beta^\vee \rangle = -\langle w\mu, \beta^\vee \rangle \in \mathbb{Z}^{>0}.$$ 
One has $(w')^{-1} \beta \prec 0$ since $\mu \in \Lambda^+_I$. The number of $\beta \in \Phi^+_I$ with such a property is exactly $\ell(w')$ (see for example [12]). Since $\ell(w) \equiv \ell(w') + 1 \pmod 2$, we obtain
$$\sum_{w \in W_I} (-1)^{\ell(w)} \sum_{\beta \in \Phi^+_I, s_\beta w\mu \prec w\mu} [M(s_\beta w\mu)] = \sum_{w \in W_I} (-1)^{\ell(w') + 1} \ell(w') [M(w'\mu)].$$

Definition 4.7. We define
$$\Psi^+_\mu = \{ \beta \in \Phi^+_I \setminus \Phi^+_I \ | \ \langle \mu, \beta^\vee \rangle \in \mathbb{Z}^{>0} \}.$$ 

The following theorem gives a sum formula for the radical filtration of the generalized Verma module, which can be viewed as a generalization of Proposition [14].

Theorem 4.8. Let $\mu \in \Lambda^+_I$. Then
$$\sum_{i \geq 1} [\text{Rad}^i M_I(\mu)] = \sum_{\beta \in \Psi^+_\mu} \theta(s_\beta \mu).$$

Proof. Note that $\langle \mu, \beta^\vee \rangle = \langle w\mu, (w\beta)^\vee \rangle$. Thus for any $w \in W_I$, $\beta \in \Psi^+_\mu$ if and only if $w\beta \in \Psi^+_w\mu$. In view of Lemma [12], one has
$$\sum_{i \geq 0} [\text{Rad}^i M_I(\mu)]$$
$$= \sum_{i \geq 0} \sum_{w \in W_I} (-1)^{\ell(w)} [\text{Rad}^{i-\ell(w)} M(w\mu)]$$
$$= \sum_{w \in W_I} (-1)^{\ell(w)} \sum_{i \geq 0} [\text{Rad}^{i-\ell(w)} M(w\mu)] + \sum_{w \in W_I} (-1)^{\ell(w)} \ell(w) [M(w\mu)]$$
$$= \sum_{w \in W_I} (-1)^{\ell(w)} \sum_{\beta \in \Phi^+, s_\beta w\mu \prec w\mu} [M(s_\beta w\mu)] + \sum_{w \in W_I} (-1)^{\ell(w)} \ell(w) [M(w\mu)]$$
$$= \sum_{w \in W_I} (-1)^{\ell(w)} \sum_{\beta \in \Psi^+_w\mu} [M(s_\beta w\mu)]$$
$$= \sum_{w \in W_I} (-1)^{\ell(w)} \sum_{w^{-1}\beta \in \Psi^+_\mu} [M(ws_{w^{-1}}\beta\mu)]$$
$$= \sum_{\gamma \in \Psi^+_\mu} \theta(s_\gamma \mu),$$
where the third equality follows from Proposition 4.4 and the fourth equality follows from Lemma 4.6. □

Note that $M_I(\mu)$ is simple if and only if $\text{Rad}^i M_I(\mu) = 0$ for $i \geq 1$. With Theorem 4.8, we can recover the famous Jantzen’s simplicity criteria for generalized Verma modules obtained in [J1].

Theorem 4.10 ([J1 Collar 1]). Let $\mu \in \Lambda_I^+$. Then $M_I(\mu)$ is simple if and only if

$$\sum_{\beta \in \Psi^+_\mu} \theta(s_\beta \mu) = 0.$$ 

Remark 4.11. If $\mu$ is regular, (4.9) can be found in [I3, Corollary 7.1.4]. The Jantzen filtrations for Verma modules in the usual BGG category $O$ are well-known in the literature. As pointed out in Remark 9.17 of [H3], Jantzen introduced a similar “Jantzen filtration” for generalized Verma modules in [J2]. In fact, with Lemma 3, Satz 2 and the observation in the Bemerkung before Lemma 4 in [J2], along Jantzen’s line for Verma modules (see [J1] or [H3]), one can obtain the following generalization: Let $\mu \in \Lambda_I^+$. Then $M_I(\mu)$ has a filtration by submodules

$$M_I(\mu) = M_I(\mu)^0 \supset M_I(\mu)^1 \supset M_I(\mu)^2 \supset \ldots$$

with $M_I(\mu)^i = 0$ for large $i$, such that

1. Every nonzero quotient $M_I(\mu)^i/M_I(\mu)^{i+1}$ has a nondegenerate contravariant form.
2. $M_I(\mu)^1$ is the unique maximal submodule of $M_I(\mu)$.
3. There is a formula:

$$\sum_{i>0} [M_I(\mu)^i] = \sum_{\beta \in \Psi^+_\mu} \theta(s_\beta \mu).$$

With (4.9), one might expect $M_I(\mu)^i = \text{Rad}^i M_I(\mu)$, i.e., the Jantzen filtration of $M_I(\mu)$ coincides with its radical filtration (though $M_I(\mu)$ is in general not rigid anymore). Our Theorem 4.8 gives a strong evidence in support of this speculation. This seems to be true when $\mu$ is regular ([BB, Sh]). The singular case is not known.

5. Radical filtration for generalized Verma modules

In this section, we will use the sum formula (4.9) and other results to determine the radical filtration of basic generalized Verma modules defined in [XZ].

5.1. Jantzen coefficients and Gelfand-Kirillov dimension. First recall the Jantzen coefficients defined in [XZ].

Definition 5.1. Let $\mu \in \Lambda_I^+$. We can write (see Proposition 4.5)

\[
\sum_{\beta \in \Psi^+_\mu} \theta(s_\beta \mu) = \sum_{\mu > \nu \in \Lambda_I^+} c(\mu, \nu) [M_I(\nu)],
\]

where for each $\nu \in \Lambda_I^+$, $c(\mu, \nu) \in \mathbb{Z}$ is called the Jantzen coefficients associated to $(\mu, \nu)$.

The Jantzen coefficients can be calculated through a reduction process ([XZ §4]). In particular, given $\mu \in \Lambda_I^+$, $c(\mu, \nu)$ is nonzero for only finitely many $\nu \in \Lambda_I^+$. The following result follows directly from Proposition 4.5.
Lemma 5.3. Let \( \mu, \nu \in \Lambda^+_I \) with \( \mu > \nu \). Set
\[
(5.4) \quad \Psi^+_{\mu, \nu} := \{ \beta \in \Psi^+_\mu \mid \nu = w_\beta s_\beta \mu \text{ for some } w_\beta \in W_I \}.
\]
Then \( c(\mu, \nu) = \sum_{\beta \in \Psi^+_{\mu, \nu}}(-1)^{\ell(w_\beta)} \).

Example 5.5. Let \( \mathfrak{g} = \mathfrak{s}(3, \mathbb{C}) \) and \( I = \{ e_1 - e_2 \} \). Put \( \mu = (1, 0, -1), \nu = (1, -1, 0) \) and \( \zeta = (0, -1, 1) \). Then \( \Psi^+_\mu = \{ e_1 - e_3, e_2 - e_3 \} \). So
\[
\sum_{\beta \in \Psi^+_{\mu, \nu}} \theta(s_\beta \mu) = \theta(\nu) + \theta(s_{e_1 - e_2} \zeta) = [M_I(\nu)] - [M_I(\zeta)].
\]
Therefore \( c(\mu, \nu) = 1 \) and \( c(\mu, \zeta) = -1 \). Similarly \( c(\nu, \zeta) = 1 \), while the other Jantzen coefficients are vanished.

Recall that \( \text{Rad}_i M := \text{Rad}^i M / \text{Rad}^{i+1} M \) for each \( M \in \mathcal{O} \) and \( i \in \mathbb{Z} \). Theorem 5.8 implies the following result.

Corollary 5.6. Let \( \mu \in \Lambda^+_I \). Then
\[
(5.7) \quad \sum_{i \geq 1} i[\text{Rad}_i M_I(\mu)] = \sum_{\mu > \nu \in \Lambda^+_I} c(\mu, \nu)[M_I(\nu)].
\]

The following example shows how to use (5.7) to get the radical filtration of a generalized Verma module.

Example 5.8. Using notations in Example 5.5 and 5.7 yields
\[
\sum_{i \geq 1} i[\text{Rad}_i M_I(\zeta)] = 0.
\]
This forces \( \text{Rad}_i M_I(\zeta) = 0 \) for \( i \geq 1 \), that is, \( M_I(\zeta) = \text{Rad}_0 M_I(\zeta) = L(\zeta) \). Similarly,
\[
\sum_{i \geq 1} i[\text{Rad}_i M_I(\nu)] = c(\nu, \zeta)[M_I(\zeta)] = [L(\zeta)].
\]
We must have \( \text{Rad}_i M_I(\nu) = L(\zeta) \) and \( \text{Rad}_i M_I(\nu) = 0 \) for \( i > 1 \). At last,
\[
\sum_{i \geq 1} i[\text{Rad}_i M_I(\mu)] = c(\mu, \nu)[M_I(\nu)] + c(\mu, \zeta)[M_I(\zeta)] = [L(\nu)]
\]
implies \( \text{Rad}_i M_I(\mu) = L(\nu) \) and \( \text{Rad}_i M_I(\nu) = 0 \) for \( i > 1 \). To summarize:
\[
M_I(\mu) = \frac{L(\mu)}{L(\nu)} \quad M_I(\nu) = \frac{L(\nu)}{L(\zeta)} \quad M_I(\zeta) = L(\zeta)
\]

In order to determine the radical filtration of more generalized Verma modules, we might need the following results about Gelfand-Kirillov dimension. Details can be found in [VI]. Suppose \( M \) is a \( U(\mathfrak{g}) \)-module generated by a finite-dimensional subspace \( M_0 \). For each \( n \in \mathbb{N} \), we define \( \varphi_{M, M_0}(n) = \dim(U_n(\mathfrak{g})M_0) \), where \( U_n(\mathfrak{g}) \) is the \( \mathbb{C} \)-subspace of the universal enveloping algebra \( U(\mathfrak{g}) \) of \( \mathfrak{g} \) spanned by all the products \( y_1 y_2 \cdots y_s \), with \( s \leq n \) and \( y_i \in \mathfrak{g} \) for each \( i \).

Lemma 5.9 ([VI Lemma 2.1]). There exists a unique polynomial \( \overline{\varphi}_{M, M_0}(v) \in \mathbb{Q}[v] \) such that \( \overline{\varphi}_{M, M_0}(n) = \varphi_{M, M_0}(n) \) for large \( n \). The leading term of \( \overline{\varphi}_{M, M_0}(v) \) is \( c(M) \frac{v^d_M}{(d_M)!} \), where \( c(M), d_M \) are nonnegative integers independent of \( M_0 \).
The integer \( d_M \) is the \textit{Gelfand-Kirillov dimension} of \( M \). We write \( d_M = \text{GKdim}(M) \), while \( c(M) \) is called the \textit{Bernstein degree} of \( M \). For \( d \in \mathbb{Z}^\geq 0 \), denote by \( c_d(M) \) the coefficient of \( v^d/d! \) in the polynomial \( \varphi_{M,M_0}(v) \).

**Lemma 5.10** ([XZ Lemma 2.4]). Suppose \( 0 \to A \to B \to C \to 0 \) is an exact sequence of finitely generated \( U(\mathfrak{g}) \) modules \( A, B, C \). Then \( d_B = \max(d_A, d_C) \) and \( c_d(B) = c_d(A) + c_d(C) \), where \( d = d_B \).

The following result is well known.

**Lemma 5.11.** For \( \lambda \in \Lambda^+_I \), set \( d = \text{GKdim}(M_I(\lambda)) \). Then \( d = |\Phi^+ \setminus \Phi_I| \) and \( c_d(M_I(\lambda)) = \dim F(\lambda - \rho) \).

When \( I \) is fixed, a weight \( \mu \in \Lambda^+_I \) is called \textit{socular} if it appears as a summand in the socle of some generalized Verma modules. The following result can be found in [XZ] §1, §4.6.

**Lemma 5.12.** Let \( \mu \in \Lambda^+_I \). Then

1. \( \mu \) is socular if and only if \( \text{GKdim}(L(\mu)) = |\Phi^+ \setminus \Phi_I| \).
2. If \( \mu \) is socular, the set \( \{ \zeta \in \Lambda^+_I \mid [M_I(\zeta) : L(\mu)] > 0 \} \) contains a unique maximal element \( m(\mu) \). Moreover, \( M_I(m(\mu)) \) has simple socle \( L(\mu) \) and \( [M_I(m(\mu)) : L(\mu)] = 1 \).

From now on in this section, we will apply the previous results to obtain the radical filtration of basic generalized Verma modules.

### 5.2. basic generalized Verma modules

Let \( \Phi \) be an irreducible system and denote by \( \Delta = \{ \alpha_1, \ldots, \alpha_n \} \) the simple roots corresponding to the standard numbering of vertices in the Dynkin diagram of \( \Phi \) ([HI] §11.4]). Let \( \lambda \) be an integral anti-dominant weight with \( J = \{ \alpha \in \Delta \mid \langle \lambda, \alpha^+ \rangle = 0 \} \). Denote \( K = -w_0 J \) and \( \nu = w_0 \lambda \). Then \( \Delta \) is a maximal element \( \mu \) with \( \mu \in W(\lambda) \cap \Lambda^+_I \) a basic generalized Verma module, and call the weight \( \mu \) a \textit{basic weight}. We can assume that \( I = \Delta \setminus \{ \alpha_i \} \) and \( K = \Delta \setminus \{ \alpha_k \} \) for some \( i, k \in \{1, \ldots, n\} \). Thus the category \( \mathcal{O}_\lambda^I \) with \( p = p_I \) is determined by the triple \( (\Phi, i, k) \) which we called a \textit{basic system}. One of the main result in [XZ] is the following classification of basic systems.

**Theorem 5.13** ([XZ Theorem 5.8]). A basic system \( (\Phi, i, k) \) must be one of the following cases.

1. \((A_1, 1, 1), (A_2, 1, 1), (A_2, 1, 2), (A_2, 2, 1), (A_2, 2, 2), (A_3, 2, 2), (B_4, 3, 3);\)
2. \((B_2, 1, 1), (B_2, 1, 2), (B_2, 2, 1), (B_2, 2, 2), (B_3, 2, 2), (B_3, 3, 3), (C_4, 3, 3);\)
3. \((C_2, 1, 1), (C_2, 1, 2), (C_2, 2, 1), (C_2, 2, 2), (C_3, 2, 2), (C_3, 3, 2), (C_4, 3, 3);\)
4. \((D_4, 2, 2), (D_5, 3, 3);\)
5. \((E_6, 4, 4), (E_7, 4, 4), (E_7, 4, 5), (E_7, 5, 4), (E_8, 3, 4), (E_8, 4, 3), (E_8, 4, 4), (E_8, 4, 5), (E_8, 5, 4), (E_8, 5, 5);\)
6. \((F_4, 2, 2), (F_4, 2, 3), (F_4, 3, 2), (F_4, 3, 3);\)
7. \((G_2, 1, 1), (G_2, 1, 2), (G_2, 2, 1), (G_2, 2, 2).\)

When the category \( \mathcal{O}_\lambda^I \) associated with \( (\Phi, i, k) \) is semisimple, the Jantzen coefficients of the corresponding basic generalized Verma modules are zero. It suffices to consider the non semisimple cases [XZ] §6: \((A_1, 1, 1), (B_3, 2, 2)\) and \((C_3, 2, 2),\)
(E_7, 4, 4), (E_8, 4, 5), (E_8, 5, 4) and (E_8, 4, 4). Their basic weights and Jantzen coefficients are given in [XZ]. By [XZ, Lemma 5.2], all the basic weights of the basic system (\(\Phi, i, k\)) are of the form \(cw\omega_k\) for some \(c \in \mathbb{Z}^{>0}\) and \(w \in J^W K\). Note that \(cw\omega_k\) and \(w\omega_k\) lie in the same facet, it follows from [H3, Theorem 7.8] and the fact that Zuckerman functors commute with the translation function functors that there is an equivalence of categories which sends \(M_f(cw\omega_k)\) to \(M_f(w\omega_k)\) so that their radical filtration are in bijective correspondence. Therefore, it suffices to determine the radical filtration of those \(M_f(w\omega_k)\) for \(w \in J^W J\). For convenience, the basic weights are parameterized as \(\lambda^i = x_j\omega_k\), where \(x_j \in J^W K\) for \(1 \leq j \leq l\). Here we adopt the ordering in [XZ, §5] which makes \(s < t\) whenever \(\lambda^s > \lambda^t\). We also have \(\lambda^j = w_1 y_j\lambda\) with \(y_j = w_1 x_j w_0 \in J^W J\) and \(\lambda = w_0\omega_k\) in view of Proposition 3.21. Moreover, one has \(s < t\) and \(x_s < x_t\) whenever \(y_s > y_t\).

If the category \(\mathcal{O}_\lambda^R\) associated with \((\Phi, i, k)\) is not semisimple, then \(\Phi\) is one of \(A_1, B_3, C_3, E_7\) and \(E_8\). It follows that \(-w_0\) fix every simple root and \(K = J\). For convenience, denote \(M_s = M_f(\lambda^s), L_s = L(\lambda^s), c_{s,t} = c(\lambda^s, \lambda^t), I_{s,t} = I_{P_{s},t} = I_{P_{y},t}^J\) and \(I_{Q_{s},t}^J = I_{Q_{y},t}^J\).

5.3. Radical filtrations associated with \((A_1, 1, 1), (B_3, 2, 2)\) and \((C_3, 2, 2)\). These three basic systems share the same number of basic weights. The category \(\mathcal{O}_\lambda^R\) contains two generalized Verma modules. The unique nonzero Jantzen coefficient is \(c_{1,2} = 1\) (see [XZ, §6]). In view of [XZ, §6], we have \(\sum_{i \geq 1} i[\text{Rad}_i M_2] = 0\). This forces \(\text{Rad}_i M_2 = 0\) for \(i \geq 1\), that is, \(M_2 = L_2\) is a simple module. Similarly, we obtain

\[
\sum_{i \geq 1} i[\text{Rad}_i M_1] = [M_2] = [L_2].
\]

One must have \(\text{Rad}_i M_1 = 0\) for \(i > 1\) and \(\text{Rad}_1 M_1 = L_2\). The radical filtration of \(M_1\) is \(L_1 \triangleright L_2\). The Ext^1 poset of the categories is given in Figure 1.

\begin{center}
\begin{tikzpicture}
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\node at (1,0) {2};
\end{tikzpicture}
\end{center}

**Figure 1.** Ext^1 posets for \((A_1, 1, 1), (B_3, 2, 2)\) and \((C_3, 2, 2)\)

With the classification of basic weights in [XZ], one has \(\ell(y_1) = 1\) and \(\ell(y_2) = 0\). Therefore \(I_{Q_1,2}^J = 1 = I_{P_2}^J\) by [XZ, Corollary 5.22].

Evidently, \(\lambda^2\) is the unique socular weight and \(m(\lambda^2) = \lambda^1\) (see Lemma 5.12).

5.4. Radical filtrations associated with \((E_7, 4, 4)\). Now the category \(\mathcal{O}_\lambda^R\) contains 6 generalized Verma modules. All the nonzero Jantzen coefficients are given in Table 1 (see [XZ, §6]).

First (5.7) implies that \(M_6 = L_6\) and \(M_5 = L_5\). Next consider \(M_4\). One has

\[
\sum_{i \geq 1} i[\text{Rad}_i M_4] = c(4, 5)[M_5] + c(4, 6)[M_6] = [L_5] + [L_6].
\]

This forces \(\text{Rad}_1 M_4 = L_5 \oplus L_6\) and \(\text{Rad}_i M_4 = 0\) for \(i > 1\). Then consider \(M_3\).

\[
\sum_{i \geq 1} i[\text{Rad}_i M_3] = c(3, 4)[M_4] = 2[L_4] + 2[L_5] + 2[L_6].
\]
We need to apply the parity property of radical filtrations (see Lemma 3.23) of generalized Verma modules. The length of $y_i$ can be calculated from the weights $\lambda^i$. They are given in Table 2.

The parity property shows that $\text{Rad}_1M_3 = L_4 \oplus L_4$, $\text{Rad}_2M_5 = L_5 \oplus L_6$ and $\text{Rad}_1M_3 = 0$ for $i > 2$. More effort are needed to deal with $M_2$ and $M_1$. With 

$$\sum_{i \geq 4} i[\text{Rad}_1M_2] = [M_3] + 2[M_5] - [M_6] = [L_3] + 2[L_4] + 3[L_5],$$

the parity property shows that $\text{Rad}_2M_3 = L_4$ and $L_3$ is direct summand of $\text{Rad}_1M_2$. There are two possibilities for the position of $L_5$. Either the first layer $\text{Rad}_1M_2$ contain three copies of $L_5$, or $\text{Rad}_2M_2$ contains one copy of $L_5$. We are in a position to invoke the tool of Gelfand-Kirillov dimension. The basic weights $\lambda^1, \ldots, \lambda^6$ are presented in Table 3 (see [XZ §5]).

Using Lemma 5.11, we can get $d = 53$. Weyl’s dimension formula [H3] yields $c_d(M_1) = c_d(M_6) = 2$, $c_d(M_2) = c_d(M_5) = 4$ and $c_d(M_3) = c_d(M_4) = 6$. The previous argument and Lemma 5.10 imply $c_d(L_6) = 2$, $c_d(L_5) = 4$, $c_d(L_3) = c_d(L_4) = 0$ and 

$$c_d(\text{Rad}_1M_2) \leq c_d(M_2) = 4 < 3 \times 4 = 3c_d(L_5).$$

So $\text{Rad}_1M_2$ cannot contain three copies of $L_5$. This means $\text{Rad}_1M_2 = L_3$ and $\text{Rad}_3M_2 = L_5$. Similarly, we can obtain the radical filtration of $M_1$. To summarize:
Here \(2L_4 \) stands for \(L_4 \oplus L_4\) and \(L_5 \oplus L_6\). Evidently, \(\lambda^5\) and \(\lambda^6\) are socular weights, while \(m(\lambda^5) = \lambda^2\) and \(m(\lambda^6) = \lambda^3\).

![Diagram](image)

**Figure 2.** Ext¹ poset for \((E_7, 4, 4)\)

5.5. **Radical filtrations associated with** \((E_8, 5, 4)\) and \((E_8, 4, 5)\). The argument for the case \((E_8, 5, 4)\) is relatively easy. The Jantzen coefficients [XZ §6] and parity property are enough for us to determine all the radical filtrations:

| \(L_1\) | \(L_2\) | \(L_3\) | \(L_4\) | \(L_5\) | \(L_6\) | \(L_7\) | \(L_8\) | \(L_9\) |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| \(L_2L_5\) | \(L_3L_4L_8\) | \(L_5L_6\) | \(L_6\) | \(L_7\) | \(L_7L_8L_{11}\) | \(L_{10}\) | \(L_{10}\) | \(L_{12}\) |

| \(L_{10}\) | \(L_{11}\) | \(L_{12}\) | \(L_{13}\) | \(L_{14}\) | \(L_{15}\) | \(L_{16}\) | \(L_{17}\) | \(L_{18}\) |
| \(L_{13}\) | \(L_{13}\) | \(L_{14}\) | \(L_{15}L_{16}\) | \(L_{16}\) | \(L_{17}\) | \(L_{18}\) |

There are many socular weights in this case. They are described in Table 4.

| Socular weight \(\lambda^i\) | \(\lambda^1\) | \(\lambda^2\) | \(\lambda^3\) | \(\lambda^6\) | \(\lambda^7\) | \(\lambda^{10}\) | \(\lambda^{11}\) | \(\lambda^{12}\) | \(\lambda^{13}\) | \(\lambda^{14}\) | \(\lambda^{15}\) | \(\lambda^{16}\) | \(\lambda^{17}\) | \(\lambda^{18}\) |
|-----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| \(m(\lambda^i)\) | \(\lambda^1\) | \(\lambda^2\) | \(\lambda^3\) | \(\lambda^6\) | \(\lambda^7\) | \(\lambda^{10}\) | \(\lambda^{11}\) | \(\lambda^{12}\) | \(\lambda^{13}\) | \(\lambda^{14}\) | \(\lambda^{15}\) | \(\lambda^{16}\) | \(\lambda^{17}\) | \(\lambda^{18}\) |

**Table 4.**

For the dual case \((E_8, 4, 5)\), we have to use the powerful tools of generalized Kazhdan-Lusztig polynomials. Note that \(I = \Delta \backslash \{\alpha_4\}\) and \(J = \Delta \backslash \{\alpha_5\}\). Define the map \(g\) on the set \(\{1, \ldots, 18\}\) such that \(g(9) = 9, g(10) = 10\) and \(g(i) = 19 - i\).
otherwise. Corollary 3.22 yields \( i \rho_{i,j}^I = \rho_{g(i),g(j)}^I \) (as in §5.3, we need the basic weights described in [XZ §5] to get \( y_k \)). In view of Corollary 3.16 one has

\[
\sum_{i \leq k \leq j} (-1)^{\ell(y_k)+\ell(y_i)} \rho_{g(j),g(k)}^I \rho_{i,k}^I = \delta_{i,j},
\]

The length function on \( y_i \) is described in Table 5. This is also the corresponding table for \((E_8, 5, 4)\). We can easily determine \( i \rho_{i,j}^I \) from (3.20), (5.14) and the radical filtrations associated with \((E_8, 5, 4)\). For example, if \( i = 1, j = 2 \), one has \( i \rho_{1,2}^I = i \rho_{17,18}^I = x^4 \). If \( i = 2, j = 3 \), we have \( Q_{2,3} = i \rho_{16,17}^I = 1 \). Moreover,

\[
Q_{1,3} = i \rho_{17,18}^I Q_{2,3} - i \rho_{16,18}^I = x^4 - x^4 = 0.
\]

We can eventually get the full table of \( i \rho_{i,j}^I \) in this fashion. With (3.20) and Table 5, the radical filtrations follows immediately:

| \( i \) | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
|-------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| \( \ell(y_i) \) | 70 | 61 | 60 | 54 | 53 | 53 | 50 | 46 | 45 | 44 | 40 | 37 | 37 | 36 | 30 | 29 | 20 |

Table 5.

The socular weights are \( \lambda^{15}, \lambda^{17} \) and \( \lambda^{18} \), while \( m(\lambda^{15}) = \lambda^4 \), \( m(\lambda^{17}) = \lambda^2 \) and \( m(\lambda^{18}) = \lambda^1 \).
Figure 3. Ext^1 poset for (E_8, 4, 5) and (E_8, 5, 4)

5.6. Radical filtrations associated with (E_8, 4, 4). The category \( O_\lambda^p \) contains 47 generalized Verma modules. See the length \( \ell(y_i) \) in Table 6. One can determine

| \( i \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
|-------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|
| \( \ell(y_i) \) | 74 | 67 | 66 | 60 | 59 | 59 | 58 | 57 | 57 | 56 | 56 | 52 | 52 | 51 | 51 | 51 |
| \( i \) | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 |
| \( \ell(y_i) \) | 50 | 50 | 50 | 49 | 49 | 46 | 46 | 46 | 46 | 46 | 46 | 43 | 43 | 42 | 42 | 42 |
| \( i \) | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 46 | 47 |
| \( \ell(y_i) \) | 41 | 40 | 40 | 40 | 36 | 35 | 35 | 34 | 33 | 33 | 32 | 32 | 26 | 26 | 25 | 18 |

Table 6.

the radical filtrations for most generalized Verma modules (from \( M_{47} \) to \( M_{18} \), including \( M_{16} \) and \( M_{14} \)) by the previous methods although the process is quite time consuming. We might save some time if computer programs are used to take care of some tedious calculations. In order to further simplify the argument and finish the full table, we have to apply the powerful algorithm of duCloux \[\text{Duc1}\] and the latest version of his computer program \texttt{Coxeter3} \[\text{Duc2}\]. For the large Weyl group of \( E_8 \), it is not reasonable to obtain the Kazhdan-Lusztig polynomials directly. Even the leading coefficients of Kazhdan-Lusztig polynomials (the \( \mu \)-function \[\text{KL}\]) are very difficult to calculate when \( \ell(y_i) \) is large. Fortunately those \( \mu \)-functions which can be
obtained by the program \texttt{Coxeter3} in an ordinary PC, provide enough information of the radical filtrations:

| L_1   | L_2   | L_3   |
|-------|-------|-------|
| 2L_2L_6L_9 | L_3L_4L_5L_10L_13L_14 | L_6L_7L_9L_10 |
| L_7L_10  | L_8L_11L_13L_14L_17L_18L_22 | L_8L_11L_13L_14L_17L_18L_22 |
| L_17L_18  | L_15L_16L_20L_28L_33 | L_15L_16L_20L_28L_33 |
| L_28L_33  | L_24L_25L_30L_31L_36L_37L_40 | L_24L_25L_30L_31L_36L_37L_40 |
| L_36L_37L_40 | L_32L_33L_38L_39L_41 | L_32L_33L_38L_39L_41 |
| L_39      | L_35L_44L_45L_47 | L_35L_44L_45L_47 |
| L_47      | L_46   | L_46   |

| L_4   | L_5   | L_6   |
|-------|-------|-------|
| L_6L_7L_9L_10 | L_8L_17L_18L_22 | L_8L_22 |
| L_8L_11L_13L_14L_17L_18L_22 | L_15L_20L_28L_33 | L_15L_20L_28L_33 |
| L_22L_24L_25L_30L_31L_36L_37L_40 | L_22L_24L_25L_30L_31L_36L_37L_40 | L_22L_24L_25L_30L_31L_36L_37L_40 |
| L_27L_32L_33L_38L_39L_41 | L_27L_32L_33L_38L_39L_41 | L_27L_32L_33L_38L_39L_41 |
| L_35L_44L_45L_47 | L_41L_46 | L_35L_44L_45L_47 |
| L_46   | L_43   | L_43   |

| L_7   |
|-------|
| L_8L_11L_13L_14L_17L_18L_22 |
| L_9L_{10}L_{15}L_{16}L_{20}L_{28}L_{33} |
| L_11L_12L_13L_17L_18L_22L_24L_25L_30L_31L_36L_37L_40 |
| L_{15}L_{16}L_{20}L_{21}L_{27}L_{28}L_{32}L_{33}L_{38}L_{39}L_{41} |
| L_{18}L_{19}L_{23}L_{25}L_{30}L_{31}L_{32}L_{33}L_{36}L_{37}L_{40}L_{44}L_{45}L_{47} |
| L_{21}L_{28}L_{33}L_{38}L_{39}L_{41}L_{42}L_{46} |
| L_{26}L_{40}L_{43}L_{44}L_{45}L_{47} |
| L_{42} |
JANTZEN COEFFICIENTS

| $L_8$ | $L_9$ |
|-------|-------|
| $L_9L_{10}L_{15}L_{20}$ | $L_{11}L_{12}L_{13}$ |
| $L_{11}L_{12}L_{13}L_{17}L_{18}L_{22}L_{24}L_{25}L_{30}L_{31}$ | $L_{15}L_{16}L_{20}L_{21}$ |
| $L_{15}L_{16}L_{20}L_{21}L_{27}L_{28}L_{32}L_{33}L_{38}L_{41}$ | $L_{18}L_{19}L_{23}L_{25}L_{30}L_{31}$ |
| $L_{18}L_{19}L_{23}L_{25}L_{30}L_{31}L_{35}L_{36}L_{37}L_{40}L_{44}L_{45}$ | $L_{21}L_{28}L_{33}L_{38}L_{41}$ |
| $L_{21}L_{28}L_{33}L_{38}L_{39}L_{41}L_{46}$ | $L_{26}L_{40}L_{44}L_{45}$ |
| $L_{26}L_{40}L_{44}L_{45}L_{47}$ | $L_{42}$ |
| $L_{42}$ |       |

| $L_{10}$ | $L_{11}$ |
|---------|---------|
| $L_{11}L_{13}L_{14}L_{17}L_{18}$ | $L_{15}L_{16}L_{20}L_{21}$ |
| $L_{15}L_{16}L_{20}L_{21}L_{28}L_{33}$ | $L_{18}L_{19}L_{22}L_{23}L_{24}L_{25}L_{30}L_{31}$ |
| $L_{18}L_{19}L_{23}L_{25}L_{30}L_{31}L_{36}L_{37}L_{40}$ | $L_{21}L_{27}L_{28}L_{32}L_{33}L_{38}L_{41}$ |
| $L_{21}L_{28}L_{33}L_{38}L_{39}L_{41}$ | $L_{26}L_{35}L_{37}L_{40}L_{44}L_{45}$ |
| $L_{26}L_{35}L_{40}L_{44}L_{45}L_{47}$ | $L_{41}L_{42}L_{46}$ |
| $L_{42}L_{46}$ | $L_{43}L_{47}$ |
| $L_{47}$ |       |

| $L_{12}$ | $L_{13}$ |
|---------|---------|
| $L_{12}L_{15}L_{20}$ | $L_{15}L_{16}$ |
| $L_{17}L_{18}L_{22}L_{23}L_{25}L_{30}L_{31}$ | $L_{18}L_{19}L_{24}L_{25}L_{30}L_{31}$ |
| $L_{20}L_{21}L_{27}L_{28}L_{32}L_{33}L_{38}L_{41}$ | $L_{21}L_{28}L_{32}L_{33}L_{38}L_{41}$ |
| $L_{23}L_{25}L_{26}L_{30}L_{31}L_{36}L_{37}L_{40}L_{44}L_{45}$ | $L_{26}L_{35}L_{36}L_{37}L_{40}L_{44}L_{45}$ |
| $L_{27}L_{28}L_{33}L_{38}L_{39}L_{41}L_{42}$ | $L_{39}L_{41}L_{42}L_{46}$ |
| $L_{29}L_{30}L_{35}L_{37}L_{40}L_{43}L_{44}L_{45}L_{47}$ | $L_{43}L_{44}L_{45}L_{47}$ |
| $L_{32}L_{38}L_{41}L_{46}$ | $L_{46}$ |
| $L_{34}$ |       |

| $L_{14}$ | $L_{15}$ | $L_{16}$ |
|---------|---------|---------|
| $L_{14}$ | $L_{17}L_{18}L_{22}L_{24}L_{25}L_{30}L_{31}$ | $L_{19}L_{20}L_{24}L_{25}$ |
| $L_{16}$ | $L_{20}L_{21}L_{27}L_{28}L_{32}L_{33}L_{38}L_{41}$ | $L_{21}L_{28}L_{32}L_{33}$ |
| $L_{24}L_{25}$ | $L_{23}L_{25}L_{26}L_{30}L_{31}L_{35}L_{36}L_{37}L_{40}L_{44}L_{45}$ | $L_{26}L_{35}L_{36}L_{37}L_{40}$ |
| $L_{32}L_{33}$ | $L_{27}L_{28}L_{32}L_{33}L_{38}L_{39}L_{41}L_{42}L_{46}$ | $L_{39}L_{41}L_{42}L_{46}$ |
| $L_{35}$ | $L_{29}L_{30}L_{35}L_{37}L_{40}L_{43}L_{44}L_{45}L_{47}$ | $L_{43}L_{44}L_{45}L_{47}$ |
| $L_{46}$ | $L_{32}L_{38}L_{41}L_{46}$ | $L_{46}$ |
| $L_{47}$ | $L_{34}$ |       |
| $L_{33}$ | $L_{34}$ | $L_{35}$ | $L_{36}$ |
|---------|---------|---------|---------|
| $L_{35}L_{36}L_{37}L_{40}$ | $L_{38}L_{41}L_{46}$ | $L_{38}L_{39}L_{41}L_{46}$ | $L_{38}L_{39}L_{41}L_{46}$ |
| $L_{38}L_{39}L_{41}L_{46}$ | $L_{40}L_{43}L_{44}L_{45}L_{47}$ | $L_{40}L_{43}L_{44}L_{45}L_{47}$ | $L_{40}L_{43}L_{44}L_{45}L_{47}$ |
| $L_{40}L_{43}L_{44}L_{45}L_{47}$ | $L_{42}$ | $L_{42}L_{46}$ | $L_{44}L_{45}L_{47}$ |
| $L_{42}L_{46}$ | $L_{42}$ | $L_{42}L_{46}$ | $L_{46}$ |

| $L_{37}$ | $L_{38}$ | $L_{39}$ | $L_{40}$ |
|---------|---------|---------|---------|
| $L_{38}L_{39}L_{41}$ | $L_{40}L_{44}L_{45}$ | $L_{40}L_{44}L_{45}L_{47}$ | $L_{41}L_{42}$ |
| $L_{40}L_{43}L_{44}L_{45}L_{47}$ | $L_{42}L_{46}$ | $L_{42}L_{46}$ | $L_{43}L_{44}L_{45}L_{47}$ |
| $L_{42}L_{46}$ | $L_{47}$ | $L_{46}$ | $L_{46}$ |

There are five socular weights $\lambda^{34}$, $\lambda^{42}$, $\lambda^{43}$, $\lambda^{46}$ and $\lambda^{47}$, while $m(\lambda^{34}) = \lambda^{12}$, $m(\lambda^{42}) = \lambda^{7}$, $m(\lambda^{43}) = \lambda^{5}$, $m(\lambda^{46}) = \lambda^{2}$ and $m(\lambda^{47}) = \lambda^{1}$. 
Figure 4. Ext\(^1\) poset for \((E_8, 4, 4)\)
Remark 5.15. The Jordan-Hölder length of $M_7$ is 83. It is the longest basic generalized Verma module.

It is well-known that Hom spaces between Verma modules are at most one-dimensional. This is not the case for generalized Verma modules. The first counterexample was given in [11]. It is easy to see from the radical filtration of $M_{46}$ that

$$\dim \text{Hom}_{O^p}(M_{47}, M_{46}) = 2.$$ 

Since the Jordan-Hölder length of $M_{46}$ is 3, it is the shortest generalized Verma module with this property.
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