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Abstract
We consider the process of opinion formation, in a society where there is a set of rules $B$ that indicates whether a social instance is acceptable. Public opinion is formed by the integration of the voters’ attitudes which can be either conservative (mostly in agreement with $B$) or liberal (mostly in disagreement with $B$ and in agreement with peer voters). These attitudes are represented by stable fixed points in the phase space of the system. In this article we study the properties of a perturbative term, mimicking the effects of a publicity campaign, that pushes the system from the basin of attraction of the liberal fixed point into the basin of the conservative point, when both fixed points are equally likely.
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1 Introduction

In the present article we analyze the effects that publicity campaigns have on the opinion-formation process in a population of interacting agents. We assume that the agents, or voters, live in a working society, i.e. a society in which there exists a set of rules $B$ that determine the acceptability of a social issue. $B$ can be thought as laws, social conventions, or otherwise that fix a reference for what is considered normal social behavior [1–3]. $B$ also represents what we call society’s official position.

Opinions are highly dynamic mental representations of individuals’ beliefs, resulting from processes of inference frequently done with insufficient information. They play a fundamental role in individuals’ reaction to social situations that can trigger collective responses [4–6]. In our model each voter, or agent, is provided with a simple neural network that allows it to learn from the social reference $B$ and from other peers. Peer interaction occurs between connected agents; the information about these connections is stored into a directed graph that determines the topology of the society [7–9]. If this interaction is sufficiently strong, local consensuses, opposed to the rule $B$ may appear. The combination of these two sources of disorder, introduced through the set of examples for the learning process, and through the
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graph that fixes the social topology, produce a very exciting model with potential predictive capabilities.

There are several studies on the effects external influences exert on the opinion formation process in voters models [10,11], in particular in [12,13] it is concluded that the most effective strategy for budget allocation in advert campaigns is periodic in nature. Following that lead we will propose to model an advert campaign with a periodic perturbation.

By modeling a publicity campaign using a periodic perturbation, we can analyze the strategy (represented by the amplitude and frequency of the perturbation) is most adequate to change the public opinion in favor of the official position. The relevance of the present studies can be easily exemplified. The campaign for the 2016 UK referendum was based on incomplete or unreachable information: internal polls showed that 85% of the British population wanted more information from the Government. It also consumed vast amounts of resources (Vote Leave, the official leave campaign, obtained the right to spend up to £7,000,000, a free mailshot, TV broadcasts and £600,000 in public funds, whereas the official position of Government was backed by a £9,300,000 campaign [14]), and produced immediate effects. Understanding a process that consumes this quantity of resources is paramount.

The model we present in this article differs from the classical Deffuant model of opinion dynamics [15], where the interaction between voters takes place if the difference between the variables that indicate the opinions of the interacting agents is below a given threshold (bounded confidence model). In our model the interaction is between connected neighbors that learn to have an opinion on social instances presented to them and classified as acceptable or not by a social rule $B$. The stronger the connection the larger the influence peers have in the local neighborhood, opening the possibility for the emergence of local consensuses opposed to $B$ (the details are presented in Sect. 2).

The article is organized as follows: In Sect. 2 we describe the general setting of the system. In Sect. 3 we present numerical results obtained from the application of the formulae described in Sect. 2, and in Sect. 4 we present our discussion and final considerations.

## 2 The Model

The rule $B$ and the agents $\{a\}_a^{M}$ classify binary strings $S \in \{\pm 1\}^N$ that are presented to them with binary labels $\sigma_B \in \{\pm 1\}$ and $\{\sigma_a \in \{\pm 1\}\}_a^{M}$ respectively. They do so by using a simple neural network. In order to balance the level of sophistication of the model with its analytical tractability, we provided the agents and $B$ with a perceptron [16]. Each perceptron is characterized by an internal representation vector ($B \in \mathbb{R}^N$ for the rule $B$, and $J_a \in \mathbb{R}^N$ for the agents) such that the labels become $\sigma_B(S) = \text{sgn}(B \cdot S)$ and $\sigma_a(S) = \text{sgn}(J_a \cdot S)$, where $V \cdot S = \sum_{i=1}^{N} V_i S_i$ for all $V \in \mathbb{R}^N$, and $\text{sgn}(x) = 1$ if $x > 0$, $-1$ if $x < 0$, and $0$ if $x = 0$. In the proposed scenario we consider all internal representations, $B$ and all $J_a$, to be plastic (i.e. they change over time).

The connectivity of the system is given by the graph $G = \{\{a\}, \{\eta_{a,b}\}\}$ where $\{a\}$ is a set of vertexes associated with the agents and $\{\eta_{a,b}\}$ is a set of strengths $\eta_{a,b}$ that represent the influence of agent $b$ on agent $a$. In this work we will only consider real, non-negative values of strengths ($0 \leq \eta_{a,b} \in \mathbb{R}$). In the language of disordered systems strengths are quenched variables that are drawn from a suitable probability distribution (the particular distribution we used in this investigation is presented after Eq. (23)). The neighborhood of $a$ is defined as $\mathbb{N}_a = \{c \in [M] : \eta_{a,c} > 0\}$ [17]. The total number of vertexes (or agents) is $M$, and the average neighborhood size is defined as:
\[ v \equiv \frac{1}{M} \sum_{a=1}^{M} |N_a|, \]  

(1)

where \(|N_a|\) is the cardinality of the set \(N_a\). We will consider graphs with \(v \sim O(1)\) only. We say a bond \((a, b)\) is active if \(\eta_{a,b} > 0\) and passive otherwise.

### 2.1 Update Algorithms

Assuming that the population of interacting agents receives information taken from the set \(S \equiv \{ (\sigma_{B,n}, \sigma_{N_a,n}, S_n), n = 1, \ldots, T \}\), where the string \(S_n\) is presented at time \(n\) and then discarded, \(\sigma_{B,n} = \text{sgn}(B_n \cdot S_n)\) and \(\sigma_{N_a,n} = \{ \text{sgn}(J_{c,n} \cdot S_n) : c \in N_a \}\) is the set form by the labels given by agent \(a\)’s neighbors, the update equation for the internal representation of \(a\) is:

\[ J_{a,n+1} = J_{a,n} + \psi_{a,n} \frac{\sigma_{B,n} S_n}{\sqrt{N}}, \]  

(2)

where \(\sigma_B S/\sqrt{N}\) is the (unit length) Hebb vector [18], that indicates the direction \(J_a\) must grow to imitate \(B\) and \(\psi_{a,n}\) is the learning amplitude, that regulates how the information is incorporated in the internal representation of \(a\). The length of the opinion formation process \(T\) is considered to be proportional to the length \((N)\) of examples presented to the agents. The structure we propose for the learning amplitude \(\psi_{a}\) is the following:

\[ \psi_{a,n} \equiv f_n \frac{|J_{a,n}|}{\sqrt{N}} \psi_{a,n}, \]  

(3)

where \(f_n\) is a decaying function of \(n\) and it implements the annealing of the learning process [19], \(|J_a|/\sqrt{N} = \sqrt{\sum_{j=1}^{N} J_{a,j}^2/N}\) is a scaling factor that has no impact on the learning efficiency of the algorithm [20] and it has been only considered for technical purposes, and the factor \(\Psi_{a}\) carries information on the interaction of agent \(a\) with the rule \(B\) and with the neighbors \(c \in N_a\). To construct this factor we consider a mechanism of corroboration with peers [21–23], that works in the following way: if the opinion of \(a\) on the current social issue \(\sigma_a\) is identical to socially accepted position \(\sigma_B\) \((\sigma_a \sigma_B = 1)\) the change proposed in (2) should produce an internal representation \(J_a\) closer in direction to \(B\), whereas if the agent and the social rule disagree \((\sigma_a \sigma_B = -1)\) and if the collective influence of the agreeing neighbors of \(a\) \((c \in N_a\) and \(\sigma_a \sigma_c = 1\) is sufficiently strong, then the modification proposed in (2) should make \(J_a\) grow opposite to \(B\). Thus we propose the following factor:

\[ \Psi_a \equiv 1 - \Theta(-\sigma_B \sigma_a) \sum_{c \in N_a} \eta_{a,c} \Theta(\sigma_a \sigma_c), \]  

(4)

where \(\Theta(x) = 1\) if \(x > 0\) and 0 otherwise is the Heaviside step function.

The learning algorithm (4) works in the following way: In the absence of any inter-agent interaction the agents \(\{a\}\) learn from \(B\) only, and their internal representations \(\{J_a\}\) grow in the direction of \(B\). This accounts for the first term of the right-hand-side of Eq. (4). But disagreement between agent \(a\) and rule \(B\) may arise, i.e. \(\Theta(-\sigma_a(S)\sigma_B(S)) > 0\). In such cases there is a psychological cost for dissenting [24] which triggers the need in the agent to corroborate information with their peers [23]. If \(\sigma_a(S) \neq \sigma_B(S)\), the agent \(a\) checks with their closest peers \(c\) (where close refers to a criterion extracted from social impact theory [25,26]), whether \(\sigma_a(S) = \sigma_c(S)\) or not. If the integrated contribution of agreeing neighbors
is sufficiently large (second contribution at the right-hand side of (4)), $\Psi_a$ becomes negative and the internal representation vector $J_a$ grows opposite to $B$.

Let us define the unit vectors $b \equiv |B|^{-1}B$ in the direction of the internal representation of $B$, $j_a \equiv |J_a|^{-1}J_a$ in the direction of the internal representation of agent $a$ and $j_{a,\perp} = \left[1 - (j_a \cdot b)^2\right]^{-1/2}(j_a - (j_a \cdot b)b)$ in the direction of the component of $J_a$ perpendicular to $B$. Given that an agent’s classification is obtained through information processing using the internal representation vector $J_a$, and that any modification to the vector $B$ in the direction of $B$ does not produce any change on $B$’s classifications, we will construct the update algorithm for $B$ by considering the vector:

$$L \equiv \frac{1}{M} \sum_{c=1}^{M} j_{c,\perp}.$$  \hspace{1cm} (5)

which is the arithmetic average over all the components of the internal representations $J_c$ perpendicular to $B$. Observe that $B \cdot L = 0$. Then:

$$B_{n+1} = B_n + \frac{\lambda_o}{\sqrt{N}} f_n L_n,$$  \hspace{1cm} (6)

where $\lambda_o/\sqrt{N}$ is a suitable scale factor. Observe that if $\lambda_o \sim O(1)$ the updates of $B$ at each time step are very small, thus $\lambda_o/\sqrt{N}$ is a measure of the inverse inertia (if the mass of $B$ is infinite we wouldn’t expect any change at all, thus $\lambda_o = 0$). Observe also that $|B_{n+1}|^2 = |B_n|^2 + O(f_n^2 N^{-1})$, which implies that the length of the vector $B$ does not change with the update. In Eq. (6) the social rule is slightly modified through a wisdom-of-the-crowd effect.

To help describe the state of the system we define the variables:

$$\phi_a \equiv \sigma_B j_a \cdot S$$  \hspace{1cm} (7)

$$\beta \equiv \sigma_B b \cdot S$$  \hspace{1cm} (8)

and parameters:

$$R_a \equiv j_a \cdot b$$  \hspace{1cm} (9)

$$W_{a,b} \equiv j_a \cdot j_b$$  \hspace{1cm} (10)

$$Y_{a,b} \equiv j_{a,\perp} \cdot j_{b,\perp}.$$  \hspace{1cm} (11)

The variables depend explicitly on the information $\{\sigma_B,S\}$ whereas the parameters depend on the internal representations $\{\{J_a\},B\}$ only. The variable $\beta$ is positive or zero and the smaller the $\beta(S)$ the higher the likelihood of $S$ to be in the classification boundary (given by $B \cdot S = 0$). The variable $\phi_a(S)$ indicates how much the vector $J_a$ has to be modified to agree with $B$. If $\phi_a \gg 0$ the modification needed is negligible, if $\phi_a \simeq 0$ the modification needed is moderated and if $\phi_a \ll 0$ the modification needed is substantial. In this context agreement means that the chances of two different agents or agent and social rule, assign the same classification to a given string $S$ are larger than one half. The parameter $R_a$ represents the level of agreement of agent $a$ with $B$. $W_{a,b}$ represents the level of agreement between agents $a$ and $b$ and the parameter $Y_{a,b}$ represents the level of agreement between agents $a$ and $b$ on strings $S$ laying on the classification boundary $B \cdot S = 0$. Given that $W_{a,b} = R_a R_b + Y_{a,b} \sqrt{(1 - R_a^2)(1 - R_b^2)}$ we only need to know $\{R_a\}$ and $\{Y_{a,b}\}$ to know the state of the system.
2.2 Update Equations

Given a graph $G = \{\{a\}, \{\eta_{a,b}\}\}$ with vertexes $\{a\}$ and bonds $\{\eta_{a,b}\}$, the state of the system can be described by the sets of parameters $\{R_a\}$, defined on the vertexes and $\{Y_{a,b}\}$, defined on the bonds of $G$. The data accessible to the agent $a$ is $(\sigma_B, \phi_a, \phi_{\eta_{a,b}}, S)$ where $\phi_{\eta_{a,b}} \equiv \{\phi_c : c \in \eta_{a,b}\}$. The length of such a training set is $T = \alpha_{\text{max}} N$, which implies that $\alpha_{\text{max}} = T/N$. For a given number $1 \leq n < T$ of examples presented to the perceptrons there is a $0 < \alpha < \alpha_{\text{max}}$ such that $n = \alpha(n)N$. Observe that, given the that the minimum increment in the number of examples presented is 1, $\Delta \alpha(n) \equiv \alpha(n + 1) - \alpha(n) = 1/N$. By defining $\Delta t \equiv f N \Delta \alpha = f N$ and by using the update rules (2) and (6), we have that the equation for the evolution of the parameters $R_a$ and $Y_{a,b}$ are:

$$\frac{\Delta R_a}{\Delta t} = \Psi_a (\beta - R_a \phi_a) + \lambda_0 \sqrt{1 - R_a^2} Y_a + O(\Delta t) \tag{12}$$

$$\frac{\Delta Y_{a,b}}{\Delta t} = \frac{\Psi_a}{\sqrt{1 - R_a^2}} \left[ \frac{\phi_b - R_b \beta}{\sqrt{1 - R_b^2}} - Y_{a,b} \frac{\phi_a - R_a \beta}{\sqrt{1 - R_a^2}} \right] - \frac{\lambda_0 R_a}{\sqrt{1 - R_a^2}} (\sqrt{1 - R_a^2} Y_a - Y_{a,b} Y_a) + \Delta t \delta_{b,a} + O(\Delta t) \tag{13}$$

where $\sqrt{1 - R_a^2} \equiv \sqrt{1 - \bar{Y}_a^2}$ and $\Delta t \delta_{b,a}$ represents a set of terms, identical to the previous ones in (13) with the indexes $a$ and $b$ interchanged.

2.3 Perturbation

According to Definition (9) and Eq. (12) we can expect that, if the agent $a$ learns from the rule $B$, the overlap $R_a = 1 - r_a/N$, where the constant $0 < r_a \sim O(1)$. Using this hypothesis to model the action of a publicity campaign in favor of the rule $B$ and following the results reported in [13] we propose the following modification to the learning algorithm (2):

$$\mathbf{J}_{a,n+1} = \mathbf{J}_{a,n} + \sigma_B \frac{\sigma_B \mathbf{S}_n}{\sqrt{N}} + f_{\mathbf{J}} \frac{\mathbf{J}_{a,n}}{\sqrt{N}} \sqrt{1 + \frac{R_{a,n}}{N(1 - R_{a,n})}} \rho_n, \tag{14}$$

where the first two factors of the last term in the right-hand side of (14) are the annealing factor and the scaling factor (equivalent to (3)). The third factor is an increasing function of the overlap $R_a$, that produces a positive feedback in favor of the growth of $\mathbf{J}_a$ towards $\mathbf{B}$. Observed that this factor has an upper bound given by:

$$\sqrt{1 + R_a} \leq \frac{2}{\sqrt{r_a}}. \tag{15}$$

$0 \leq \rho_n$ is a periodic function of the iteration index $n$. By considering this perturbation, Eq. (12) becomes:

$$\frac{\Delta R_a}{\Delta t} = \Psi_a (\beta - R_a \phi_a) + \sqrt{1 - R_a^2} [\lambda_0 \sqrt{1 - R_a^2} + \rho_n(t)] + O(\Delta t), \tag{16}$$

where $\rho_n(t)$ is the continuous time version of the periodic function $\rho_n$. 

 Springer
2.4 Large System Size Limit: Differential Equations

We first consider the unperturbed set of Eqs. (12) and (13). For sufficiently large \( N \) and sufficiently small \( f \), the divided difference equation (12) and (13) can be transformed into differential equations. It also occurs that the components of the strings \( S \) are i.i.d variables with \( \mathcal{P}(S) = \prod_{j=1}^{N} \left[ \frac{1}{2} \delta_{S,j,1} + \frac{1}{2} \delta_{S,j,-1} \right] \) where \( \delta_{S,X} = 1 \) if \( S = X \) and 0 otherwise is the Kronecker delta. This stochastic character is inherited by the variables \( \beta \) and \{\( \phi_a \), \( \phi_b \)\}, whose joint probability, in the large \( N \) limit can be estimated. In particular, for a system with only two agents we have that the joint probability is given by:

\[
\mathcal{P}(\beta, \phi_a, \phi_b) = \mathcal{N}(\beta \mid \Sigma_{a,b} \Lambda(\phi_a, \phi_b), \Sigma_{a,b}^2, \mathcal{N}(\phi_b \mid W_{a,b} \phi_a, 1 - W_{a,b}^2 \mathcal{N}(\phi_a \mid 0, 1))
\]  

(17)

where \( \mathcal{N}(x \mid \mu, \sigma^2) = \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right) / \sqrt{2\pi\sigma^2} \) is a Gaussian distribution on \( x \), centered at \( \mu \) and with variance \( \sigma^2 \), and

\[
\Sigma_{a,b}^2 = \frac{(1 - R_a^2)(1 - R_b^2)(1 - Y_{a,b}^2)}{1 - W_{a,b}^2}
\]  

(18)

\[
\Lambda(\phi_a, \phi_b) = \frac{(R_a - W_{a,b} \phi_b) \phi_a + (R_b - W_{a,b} \phi_a) \phi_b}{\sqrt{(1 - R_a^2)(1 - R_b^2)(1 - Y_{a,b}^2)(1 - W_{a,b}^2)}}.
\]  

(19)

The full derivation of these expressions is presented in the appendix of [1]. For larger systems the joint probability is much harder to obtain, but it can be estimated by considering an independent bond approximation (also presented in [1]). Finally we have to consider the distribution of the parameters \{\( R_a \) and \{\( Y_{a,b} \)\}. For most cases, the distribution of the parameters, inferred from the distribution of the strings \( S \), is such that the variances \( \sigma_R^2 \equiv \langle (R_a - \langle R_a \rangle)^2 \rangle \) and \( \sigma_Y^2 \equiv \langle (Y_{a,b} - \langle Y_{a,b} \rangle)^2 \rangle \), of \( \langle x \rangle = \int dx \mathcal{P}(x) x \), satisfy \( \lim_{N \to \infty} \sigma_R^2 = \lim_{N \to \infty} \sigma_Y^2 = 0 \). Therefore these parameters are self-averaging [27], and in the large \( N \) limit we have that \( \lim_{N \to \infty} \langle R_a \rangle = \tilde{R}_a \) and \( \lim_{N \to \infty} \langle Y_{a,b} \rangle = \tilde{Y}_{a,b} \).

By defining:

\[
\rho_{a,b} = \frac{1}{2} - \frac{1}{\pi} \arctan \left( \frac{R_a - W_{a,b} R_b}{\sqrt{(1 - R_a^2)(1 - R_b^2)(1 - Y_{a,b}^2)}} \right)
\]  

(20)

and following [1], we obtain for the vertexes and bond variables of a given graph the following set of equations:

\[
\dot{R}_a = \left( 1 - \sum_{c \in N_a} \frac{\eta_{a,c}}{2} \right) \left( 1 - R_a^2 \right) + \lambda_o \sqrt{1 - R_a^2} \tilde{V}_a +
\]  

\[
+ \sum_{c \in N_a} \frac{\eta_{a,c}}{2} \left\{ \left( 1 - R_a^2 \right) \frac{\arccos(Y_{a,c})}{\pi} + \rho_{a,b} \left( R_c - W_{a,c} R_a \right) \right\}
\]  

(21)

\[
\dot{Y}_{a,b} = \left( 1 - Y_{a,b}^2 \right) \sqrt{1 - R_a^2} \left( \frac{1}{1 - R_a^2} \eta_{a,b} \rho_{a,b} - \frac{\lambda_o R_a}{\sqrt{1 - R_a^2}} \left( \tilde{V}_b - Y_{a,b} \tilde{V}_a \right) \right) + \lambda_{T,a,b}.
\]  

(22)
Following the analysis presented in [3] we know that active bonds, i.e.
those with interactions $\eta_{a,b} > 0$, have parameters $Y_{a,b}$ that converge to one in a short time. By observing that:

$$\lim_{Y_{a,b} \to 1} \rho_{a,b} = \Theta(R_b - R_a),$$

and

$$R_c - \lim_{Y_{a,c} \to 1} W_{a,c} R_a = \sin(\theta_a - \theta_c),$$

where $\theta_d = \arccos(R_d)$, we propose the following equation for the overlaps $\{R_a\}$:

$$\dot{R}_a = \left(1 - \sum_{c \in \mathbb{N}_a} \frac{\eta_{a,c}}{2}\right) (1 - R_a^2) +$$

$$+ \sqrt{1 - R_a^2} \left[ \sum_{c \in \mathbb{N}_a} \frac{\eta_{a,c}}{2} \Theta(R_c - R_a) \sin(\theta_a - \theta_c) + \lambda_o \right].$$  (23)

Observe that if all agents have, in average, the same number of connections $\nu \equiv M^{-1} \sum_{a=1}^M |\mathbb{N}_a|$, and the interactions $\{\eta_{a,c}\}$ are drawn from a narrow distribution with mean $\eta$, the (mean field) evolution of the overlap $R_a$ is given by:

$$\dot{R}_a = \frac{\eta}{2} \sqrt{1 - R_a^2} \sum_{c \in \mathbb{N}_a} \Theta(R_c - R_a) \sin(\theta_a - \theta_c) +$$

$$+ \left(1 - \frac{\nu \eta}{2}\right) (1 - R_a^2) + \lambda_o \sqrt{1 - R_a^2}.\quad (24)$$

We observed that the right-hand-side of Eq. (24) is the combination of the inter-agent interactions in the neighborhood $\mathbb{N}_a$ plus an autonomous term that is minus the gradient of the potential $V(R_a)$:

$$V(R) = - \left(1 - \frac{\nu \eta}{2}\right) \left(R - \frac{R^3}{3}\right) + \lambda_o \left[\arccos(R) - R \sqrt{1 - R^2}\right] - V_0.\quad (25)$$

It has been observed in [3] that there are four roots to the equation $\partial_R V(R) = 0$, which are $R = -1, -R_o, R_o, 1$ where $R_o \equiv \sqrt{1 - 4(\nu \eta - 2) - \lambda_o^2}$. $R = -R_o$ and $R = 1$ are the stable points. $R = 1$ is the stable point at which the system converges if the agents, at the end of the learning process classify strings in agreement with $B$, and $R = -R_o$ is the stable point at which the system converges if the agents classify strings mostly differently to $B$.

There is a particular value of the average interaction $\eta_o$ such that both stable points become energetically equivalent, i.e. $V(1) = V(-R_o)$. By numerical calculations we found out that the bi-stability condition is satisfied when $\kappa_o \equiv (2 \lambda_o)^{-1} (\nu \eta - \nu^2 - 2) = 1.12282(1)$, and thus $R_o = 0.454754(1)$.

By preparing the system at the bi-stable regime we have that Eq. (24) become:

$$\dot{R}_a = - \sin(\theta_a) \left[\lambda_o \kappa_o \sin(\theta_a - \lambda_o) - \frac{1 + \lambda_o \kappa_o \nu}{\nu} \sum_{c \in \mathbb{N}_a} \Theta(\theta_a - \theta_c) \sin(\theta_a - \theta_c)\right].\quad (26)$$
In a completely equivalent way we can transform the perturbed equation (16) into:

\[
\dot{\theta}_a = -\sin \theta_a \left[ \lambda_o \kappa_0 \sin \theta_a - \lambda_o - \frac{1 + \lambda_o \kappa_0}{v} \sum_{c \in \mathbb{N}_a} \Theta(\theta_a - \theta_c) \sin(\theta_a - \theta_c) - P(t) \right] \tag{27}
\]

The objective of our investigation is to study the effects of an official publicity campaign (the periodic perturbation) on the opinion formation process in a community of interacting agents that initially have a liberal attitude (i.e. the agents are initially located in the basin of the stable point \(-R_o\)). The campaign is official because the perturbation pushes the agents’ attitudes towards the official position given by \(B\), on a subject where most of the agents disagree with \(B\). For such a scenario we can translate the equation in overlaps (27) into an equation in phases:

\[
\dot{\theta}_a = \lambda_o \kappa_0 \sin \theta_a - \lambda_o - \frac{1 + \lambda_o \kappa_0}{v} \sum_{c \in \mathbb{N}_a} \Theta(\theta_a - \theta_c) \sin(\theta_a - \theta_c) - \lambda_o A v(\omega t) \tag{28}
\]

where \(\theta_a(0) \in (\phi_o, \pi)\), \(\phi_o \equiv \arccos(R_o) = 1.0987(1)\), and \(P(t) \equiv \lambda_o A v(\omega t) \geq 0\) is a periodic perturbation with amplitude \(\lambda_o A\) and frequency \(\omega\). By re-scaling the time \((1 + \lambda_o \kappa_0)t \rightarrow t\) and the frequency \((1 + \lambda_o \kappa_0)^{-1}\omega \rightarrow \omega\) we obtain:

\[
\dot{\theta}_a = -\frac{1}{v} \sum_{c \in \mathbb{N}_a} \Theta(\theta_a - \theta_c) \sin(\theta_a - \theta_c) + \lambda [\kappa_0 \sin \theta_a - 1 - A v(\omega t)] , \tag{29}
\]

where \(\lambda \equiv (1 + \lambda_o \kappa_0)^{-1}\lambda_o\). The first term of the right-hand side of (29) is the average interaction over the neighborhood of the agent, the second term carries with the perturbation and is proportional to the rate of change of \(B\).

2.5 Solution to the Perturbed Equation (29): Schrödinger Equation for the Smallest Phase (Smallest Phase Hypothesis)

The second term to the right-hand-side of (29) has two contributions, one autonomous and one time dependent, proportional to the constant \(A\). Observe that for every neighborhood \(\mathbb{N}_a\), there must be an agent \(m\) such its phase is the smallest, i.e. \(\theta_m^{(a)} = \min\{\theta_b : b \in \mathbb{N}_a \cup \{a\}\}\). Such an agent has a phase equation of the form:

\[
\dot{\theta}_m^{(a)} = \Lambda \left[ \kappa_o \sin \theta_m^{(a)} - 1 - A v(\omega t) \right] . \tag{30}
\]

The associated homogeneous equation to (30) is:

\[
\dot{\psi} = \Lambda [\kappa_o \sin \varphi - 1] , \tag{31}
\]

and has a solution of the form:

\[
\tan \left( \frac{\psi(t)}{2} \right) = \frac{\tan \frac{\pi - \varphi_o}{2} \left( \tan \frac{\psi(0)}{2} - \tan \frac{\varphi_o}{2} \right) e^{\Lambda \cot \varphi_o t}}{\tan \frac{\psi(0)}{2} - \tan \frac{\varphi_o}{2}} + \frac{\tan \frac{\varphi_o}{2} \left( \tan \frac{\pi - \varphi_o}{2} - \tan \frac{\psi(0)}{2} \right) e^{\Lambda \cot \varphi_o t}}{\tan \frac{\psi(0)}{2} - \tan \frac{\varphi_o}{2}} , \tag{32}
\]
where \( \pi - \phi_0 \) and \( \phi_o \) are the (stable and unstable) fixed points corresponding to \( -R_o \) and \( R_o \) respectively. Observe that for all initial condition \( \varphi(0) \in (\phi_o, \pi) \) the solution to the homogeneous equation asymptotically approaches the stable point \( \pi - \phi_o \). Observe also that the interaction term in (29) is zero only if \( \theta_a = \theta_m^{(a)} \). If the interaction is not zero, and thus negative, the derivative of \( \theta_a \) becomes negative and \( \theta_a \) is pulled closer to the value of \( \theta_m^{(a)} \). In consequence, if the perturbation \( Av(\omega t) \) is sufficiently strong to pull the phase of agent \( m \) out of the basin \((\phi_o, \pi)\) and into \((0, \phi_o)\), the other phases are attracted into the basin \((0, \phi_o)\) too. The hypothesis we will work with is that the agent with the smallest initial phase will keep this quality during the entire opinion formation process, i.e. \( \theta_m^{(a)}(t) \leq \theta_b(t) \) for all \( 0 \leq t \) and \( b \in \mathbb{N}_o \cup \{a\} \), thus, to know whether the perturbation \( Av(\omega t) \) is strong enough to pull the agents into the basin of attraction of \( R = 1 \) (the conservative basin) we only need to know if the perturbation is strong enough to pull \( \theta_m^{(a)} \) into \((0, \phi_o)\).

If the \( M \) agents in the population have been given initial conditions drawn randomly from a uniform distribution in \((\phi_o, \pi)\), it can be proven that, for sufficiently large \( M \), the expected minimum phase at \( t = 0 \) is:

\[
\mathbb{E}[\theta_m^{(a)}(0)] = \phi_o + \frac{1}{2M + 1} \sqrt{\frac{1 + R_o}{2}} F_1 \left( \frac{1}{2}, \frac{1}{2} + M, \frac{3}{2} + M; \frac{1 + R_o}{2} \right),
\]

\[
= \phi_o + \frac{c}{M} + o(M^{-1}), \tag{33}
\]

where \( F_1(a, b, d; z) \) is the Hypergeometric function [28] and

\[
c \equiv \lim_{M \to \infty} \frac{M}{2M + 1} \sqrt{\frac{1 + R_o}{2}} F_1 \left( \frac{1}{2}, \frac{1}{2} + M, \frac{3}{2} + M; \frac{1 + R_o}{2} \right) \sim O(1).
\]

Given that the expected initial condition for the agent with the smallest phase is slightly larger than \( \phi_o, \theta_m^{(a)}(0) = \phi_o + cM^{-1} \), and according to Eq. (32) the phase should not exceed \( \pi - \phi_o \), we can approximate (30) by:

\[
\dot{\theta}_m^{(a)} = \frac{2\Omega_o}{\pi - 2\phi_o} \left( \pi - \phi_o - \theta_m^{(a)} \right) \left( \theta_m^{(a)} - \phi_o \right) - Av(\omega t), \tag{34}
\]

where we have re-scaled the time and frequency such that \( \Delta t \to t \) and \( \omega \Delta^{-1} \to \omega \), and where \( \Omega_o = 2(\kappa_o - 1)(\pi - 2\phi_o)^{-1} = 0.260(1) \) is the characteristic frequency of the system. Since the focus of our attention will be place, from here onward, on the behavior of the minimum phase \( \theta_m^{(a)} \), described by (34), we will drop the sub index \( m \) and super-index \( (a) \) from now on. By completing squares in (34) we obtain:

\[
\dot{\theta} = \frac{2\Omega_o}{\pi - 2\phi_o} \left[ \left( \frac{\pi}{2} - \phi_o \right)^2 - \left( \frac{\pi}{2} - \theta \right)^2 \right] - Av(\omega t) \tag{35}
\]

and by concentrating the dependency on \( \theta \) on the left-hand side we have that:

\[
\frac{2\Omega_o}{\pi - 2\phi_o} \dot{\theta} + \left( \frac{\pi \Omega_o}{\pi - 2\phi_o} - \frac{2\Omega_o \theta}{\pi - 2\phi_o} \right)^2 = \frac{2\Omega_o \kappa_o - 1 - Av(\omega t)}{\pi - 2\phi_o}. \tag{36}
\]

By assuming the existence of a complex function \( \psi : \mathbb{R} \to \mathbb{C} \) not zero everywhere, we can write:

\[
\left\{ \frac{2\Omega_o}{\pi - 2\phi_o} \dot{\theta} + \left( \frac{\pi \Omega_o}{\pi - 2\phi_o} - \frac{2\Omega_o \theta}{\pi - 2\phi_o} \right)^2 \right\} \frac{\psi(z)}{\omega^2} = \frac{2\Omega_o \kappa_o - 1 - Av(\omega t)}{\pi - 2\phi_o} \frac{\psi(z)}{\omega^2}. \tag{37}
\]
where $z = \omega t$, we can identify the left-hand side of (37) with a kinetic energy term:

$$\frac{d^2}{dz^2} \psi(z) = \left\{ \frac{2\Omega_o \dot{\theta}}{\pi - 2\phi_o} + \left( \frac{2\Omega_o \dot{\theta}}{\pi - 2\phi_o} - \frac{\pi \Omega_o}{\pi - 2\phi_o} \right)^2 \right\} \frac{\psi(z)}{\omega^2}. \tag{38}$$

Thus, combining (37) and (38) together we obtain the Schrödinger equation of an electron in a periodic potential

$$\mathcal{V}(z) \equiv \frac{A2\Omega_o[1 - v(z)]}{(\pi - 2\phi_o)\omega^2}, \tag{39}$$

with total energy:

$$\epsilon(\omega, A) \equiv -\frac{2\Omega_o[\kappa_0 - 1 - A]}{(\pi - 2\phi_o)\omega^2}, \tag{40}$$

thus:

$$\left[ -\frac{d^2}{dz^2} + \mathcal{V}(z) \right] \psi(z) = \epsilon(\omega, A)\psi(z). \tag{41}$$

Observe that Eq. (38) suggests that $\psi(z) \propto \exp\left\{ \int_{t_0}^{t} dx \left[ \alpha\theta(x) + \beta \right] \right\}$. If we take the first and second derivatives with respect to $z$ to both sides of this equation we obtain that $\psi'(z) = \omega^{-1}[\alpha\theta(t) + \beta]\psi(z)$ and $\psi''(z) = \omega^{-2}\left\{ \alpha\dot{\theta} + (\alpha\theta(t) + \beta)^2 \right\} \psi(z)$ respectively. This implies that the parameters $\alpha$ and $\beta$ must be:

$$\alpha \equiv \frac{2\Omega_o}{\pi - 2\phi_o}, \quad \beta \equiv -\frac{\pi \Omega_o}{\pi - 2\phi_o}. \tag{42}$$

By using the expression of the first derivative of the wave function we have that the minimum phase can be expressed as:

$$\theta(t) = \frac{\pi}{2} + \frac{\omega}{\Omega_o} \left( \frac{\pi}{2} - \phi_o \right) \frac{d}{dz} \ln \psi(z). \tag{43}$$

Equation (34) is a non-homogeneous Riccati equation [29], with a solution given by the expression (43), where $z = \omega t$, and $\psi(z)$ is the eigenfunction to the Schrödinger problem defined by Eq. (41) [30]. The model we proposed is such that at $t = 0$ the perturbation has no impact on the opinion formation process, gradually growing afterwards, i.e. $v(0) = 0$. By imposing boundaries $0 \leq v(t) \leq 1$ we have that $1 - v(0)$ must be a maximum and thus $v'_0 \equiv v''(0)$ must be $0 < v'_0$. Thus, in the low frequency regime, i.e. $\omega \ll \Omega_o$ and for times that are below the period of $v$, i.e. $0 \lesssim t \ll \omega^{-1}$ the perturbation can be approximated by $v(\omega t) = \frac{v'_0}{2}(\omega t)^2 + O(\omega^3)$ and Eq. (41) can be re-expressed as:

$$\left[ \frac{d^2}{dt^2} + \left( \frac{A_v v'_0}{\pi - 2\phi_o} (\omega t)^2 - \Omega_o^2 \right) \right] \psi(t) \approx 0. \tag{44}$$

In a neighborhood of a posterior time $0 < t' \approx \omega^{-1}$ the perturbation can be expanded as $v(\omega(t' + \tau)) = v(\omega t') + \nu'(\omega t')\omega \tau + O(\omega^2)$. By assuming that the critical amplitude (i.e. the minimal amplitude needed to make the agents jump over the inter-basin barrier) behaves like $A_c(\omega) = \kappa_0 - 1 + \ell(\pi - 2\phi_o)\Omega_o^{-1}\omega + O(\omega^2)$, the Schrödinger equation in the neighborhood of $t'$ can be approximated by:

$$\left[ \frac{d^2}{d\tau^2} - (1 - v_0)\Omega_o^2 + (v'_0\Omega_o^2 \tau - 2v_0\ell) \omega \right] \psi(\tau) \approx 0, \tag{45}$$

Springer
where \( v_0 \equiv v(\omega t') \) and \( v' \equiv v'(\omega t') \). Both Eqs. (44) and (45) can be solved by a perturbation expansion [31], proposing functions of the form \( \psi = \psi_0 + \omega^2 \psi_2 + O(\omega^3) \) for (44) and \( \psi = \psi_0 + \omega \psi_1 + O(\omega^2) \) for (45).

For equation (44) the perturbative solution is such that at short times the phase (43) becomes \( \theta(t \ll \omega^{-1}) = \pi - \phi_0 - L \omega^2 \) where \( 0 < L \sim \text{O}(1) \). This indicates that in the low frequency regime the phase becomes *very close* to the stable point \( \pi - \phi_0 \) (equivalent to \( -R_o \)) in a short time. Changes in the agents’ liberal attitude are seen only at later times, when the perturbation becomes sufficiently strong. At those times we have that the equation that rules the dynamics of the system is (45), where the perturbation behaves linearly in \( \omega t \). Thus by considering a perturbative expansion as a solution of (45) with the initial condition

\[
\theta(t = 0) = \pi - \phi_0
\]

that ensures that the phase reaches the unstable point \( \theta(t = 0) = \pi - \phi_0 \) to the unstable point \( \theta(t > 0) = \phi_0 \), we have that the minimum amplitude \( A_c \) needed to take the phase \( \theta \) from the stable point \( \theta(t = 0) = \pi - \phi_0 \) to the unstable point \( \theta(t > 0) = \phi_0 \) is:

\[
A_{c, \text{Low}}(\omega) = (\kappa_o - 1) + \frac{v'_1}{4} \frac{1}{v_0 \sqrt{1 - v_0}} \ln \left( \frac{1 + \sqrt{1 - v_0}}{1 - \sqrt{1 - v_0}} \right) \left( \pi - 2 \phi_0 \right) \omega + O(\omega^2). \tag{46}
\]

At high frequencies \( \Omega_o \ll \omega \), the number of cycles covered by the perturbation during a characteristic time of the system is \( \omega \Omega_o^{-1} \gg 1 \), thus we can substitute \( v(\omega t) \) by its average over a period, i.e. \( \overline{v} \equiv (2\pi)^{-1} \int_0^{2\pi} dz v(z) \), in Eq. (41), thus the Schrödinger equation at high frequencies becomes:

\[
\frac{d^2}{dz^2} \psi(z) = \frac{2\Omega_o \left[ (\kappa_o - 1) - \overline{A} \right]}{\omega^2 (\pi - 2\phi_0)} \psi(z), \tag{47}
\]

with the initial condition:

\[
\phi_0 + \frac{c}{M} = \frac{\pi}{2} + \frac{\omega (\pi - 2\phi_0)}{2\Omega_o} \psi'(0) \tag{48} \psi(0).
\]

The minimal value of the perturbation’s amplitude \( A_c \) that ensures that the phase reaches the unstable point \( \phi_0 \) at \( t > 0 \) for high values of the frequency \( \omega \) is:

\[
A_{c, \text{High}} = \frac{2\Omega_o}{\overline{v}} \frac{c}{M}, \tag{49}
\]

which depends on the value of the phase at \( t = 0 \) but it is independent of the frequency.

Observe that the behavior of the critical amplitude at low and high frequencies, Eqs. (46) and (49) respectively, are such that no interpolation to intermediate values of the frequency are meaningful.

### 2.6 Particular Case \( v(\omega t) = \sin^2(\omega t/2) \)

As an illustrative example we study in this section the perturbation \( v(\omega t) = \sin^2(\omega t/2) \) that produces the Schrödinger equation (41) that can be transformed into Mathieu’s Equation \( \psi''(x) + [a - 2q \cos(2x)]\psi(x) = 0 \) [28,32], with variable \( x = \omega t/2 \) and parameters \( a \equiv 4\Omega_o \left[ (\kappa_o - 1) \right] \left[ (\pi - 2\phi_0) \omega^2 \right] \) and \( q \equiv 2\Omega_o \left[ (\pi - 2\phi_0) \omega^2 \right] \). The general solution to the Mathieu’s Equation can be expressed as a linear combination of even \( \mathcal{M}_c(a, q; x) \) and odd \( \mathcal{M}_s(a, q; x) \) Mathieu’s functions [28], such that \( \psi(x) = C_c \mathcal{M}_c(a, q; x) + C_s \mathcal{M}_s(a, q; x) \). Given that the equation of the phase (34) is of the first order, we expect the solution to present only one free constant (that can be adjusted through the particular initial conditions). Thus, from Eq. (48) we have that:

\[
\phi_0 + \frac{c}{M} = \frac{\pi}{2} + \frac{\omega (\pi - 2\phi_0)}{2\Omega_o} \frac{C_c \mathcal{M}_c(a, q; 0)}{C_c \mathcal{M}_c(a, q; 0)} \tag{50}
\]
where we have used that \( \mathcal{M}_s(a, q; 0) = \mathcal{M}'_s(a, q; 0) = 0 \) (both are odd functions). Thus

\[
\frac{C_t}{C_c} = \frac{\Omega_o}{\omega} \mathcal{M}_c(a, q; 0) \left( 1 - \frac{2}{\pi - 2\phi_o} \frac{c}{M} \right),
\]

and thus the wave function of the problem becomes:

\[
\psi(x) = \frac{C_c}{\mathcal{M}'_s(a, q; 0)} \left[ \mathcal{M}'_s(a, q; 0) \mathcal{M}_c(a, q; x)
- \Omega_o \omega \left( 1 - \frac{2}{\pi - 2\phi_o} \frac{c}{M} \right) \mathcal{M}_c(a, q; 0) \mathcal{M}_s(a, q; x) \right],
\]

where the primes indicate derivation with respect to \( x \). Following Eq. (43) we have that

\[
\theta(t; \omega, A) = \frac{\pi}{2} + \frac{\omega \pi - 2\phi_o}{2} \mathcal{M}_c(a, q; 0) \mathcal{M}_c(a, q; x) - \Omega_o \omega \left( 1 - \frac{2}{\pi - 2\phi_o} \frac{c}{M} \right) \mathcal{M}_c(a, q; 0) \mathcal{M}_s(a, q; x) \]

\[
\times \mathcal{M}_s(a, q; 0) \mathcal{M}_c(a, q; x) - \Omega_o \omega \left( 1 - \frac{2}{\pi - 2\phi_o} \frac{c}{M} \right) \mathcal{M}_c(a, q; 0) \mathcal{M}_s(a, q; x)
\]

where \( a \) and \( q \) are functions of the parameters of the system. There exists a set \( \mathcal{A}_\omega \) of amplitudes that make the perturbation sufficiently strong to make the phase reach the unstable point \( \phi_o \) at a posterior time \( t_o \), i.e. \( \mathcal{A}_\omega = \{ A \in \mathbb{R} : \exists t_o \text{ such that } \theta(t_o; \omega, A) = \phi_o \} \). The critical amplitude as a function of the frequency \( \omega \) is \( A_c(\omega) = \min \mathcal{A}_\omega \). We observed that for values of \( A < A_c \) the Schrödinger’s wave function is different from zero for all \( 0 < t \), whereas for \( A \geq A_c \), there exists \( 0 < t'_o \) such that \( \psi(\omega t'_o) = 0 \) and \( \psi'(\omega t'_o) < 0 \) (Fig. 1), which implies that the ratio \( \psi'(t)/\psi(t) \) becomes large and negative for \( t \rightarrow t'_o \), and from Eq. (53) we have that \( \theta \rightarrow \phi_o \). We also observe that the solution of the Mathieu’s equation \( \psi(z) \in \mathbb{C} \), is such that \( \Im(\psi(z))/\Re(\psi(z)) = C \) independent of \( z \), thus \( \psi'(z)/\psi(z) \in \mathbb{R} \), thus \( \theta(t; \omega, A) \), as expressed in (53), is real for all \( t \).

By analyzing the eigenvalue of the Schrödinger’s equation (41) at the critical amplitude \( \varepsilon_c(\omega) \equiv 2\Omega_o[A_c(\omega) - (\kappa_o - 1)]((\pi - 2\phi_o)/\omega)^2 \), we observe that for sufficiently low frequencies the critical amplitude (46) is such that \( \varepsilon_c(\omega < \Omega_o) > 0 \) and for sufficiently high frequencies and sufficiently large systems, i.e. \( O(1) \sim 4c[(\pi - 2\phi_o)/M]^{-1} < M \) which is a very mild assumption, the critical amplitude (49) is such that \( \varepsilon_c(\omega \gg \Omega_o) < 0 \). Therefore
we define the critical frequency of the system $\omega_c$ the frequency at which the eigenvalue of the Schrödinger equation becomes zero, i.e. $A_c(\omega_c) = \kappa_o - 1$.

### 3 Numerical Results

To obtain the perturbation’s critical amplitude we performed a numerical integration of systems of differential equations (30), with sizes $M = 5$, 10, 15, 20, 25, 30, 35, 40, and a sinusoidal perturbation $\sin^2(\theta t/2)$. To validate the smallest phase hypothesis the system is constructed in a way that the $M$ agents form a unique cluster and no agent is disconnected. By applying a second order Runge-Kutta method we integrated the trajectories in the intervals $t \in (0, 10\pi/\omega)$, where $\omega$ is the frequency of the perturbation. The agents were assigned initial phases $\theta_o(0)$ drawn from a flat distribution $\theta_o(0) \in (\phi_0, \pi)$, and the critical amplitude was found by applying a bisection method. The results are presented in Fig. 2. The first feature we observe from these curves is that all collide to the same curve for small values of the frequency $\omega \ll \Omega_o$. The linear, least-square fit of the data $A_{c_{Low}}(\omega) = A_0 + A_1\omega$ produces an intersect $A_0 = 0.123(1)$ indistinguishable from $(\kappa_o - 1)$ and a slope $A_1 = 2.379(1)$ that, by applying Eq. (46) corresponds to a time $t' = 1.074(1)\omega^{-1}$. Both results are consistent with Eq. (46) and with assumption $t' \approx \omega^{-1}$ leading to Eq. (45). Observe that the range of frequencies covered in Fig. 2 is bellow $\Omega_o$. We did not managed to obtain meaningful results for the high frequency regime, due to the technical difficulty associated to finding zeros of highly oscillating functions. Even so, the numerical analysis of the results presented a tendency $A_{c_{High}} \sim O(M^{-0.7(3)})$ which is consistent with Eq. (49).

Observe that the error bars for the measurement of the critical amplitude at low frequencies are negligible compared to the error bars associated to equivalent measurements at high frequencies. Error bars were computed by integrating 100 realizations of each system of differential equations (29). For high-frequencies the estimated error associated to each data point becomes one order of magnitude less than the amplitude $A_c$ itself [$O(10^{-1}A_c)$], whereas for the low-frequency regime, the error associated to each data point is negligible. The difference in behavior is due to the fact that for higher frequencies the perturbation effectively acts at very short times, $t \ll \Omega_o^{-1}$, thus the noise introduce through the initial conditions has an impact in the results. At low values of the perturbation frequency all phases have time to relax towards the stable point $\pi - \phi_o$, thus for the time when the perturbation is strong enough to produce changes in the system $(\Omega_o^{-1} \ll t')$, all phases are almost identical $\theta_i(t') = \pi - \phi_o - \varepsilon_a$, with $0 < \varepsilon_a \sim O(10^{-6})$. Thus the estimate of the variance computed from different realizations of the system is almost negligible.

To validate the hypothesis that the agent with the minimum phase remains unchanged over the entire process, we compare the numerical calculations with $M = 20, 30,$ and 40 presented in Fig. 2 with the critical amplitude obtained by numerically solving the equation $\theta(i; \omega, A_c) = \phi_o$, where $\theta(i; \omega, A_c)$ is given by Eq. (53), and $A_c$ is the minimal amplitude for which $i < \infty$ exists. The results are presented in Fig. 3. The match between the results obtained by the numerical integration of the system (29) and the application of the analytical solution (53) are indistinguishable for sufficiently small values of the frequency $\omega \ll \Omega_o$. For the intermediate ($\omega \sim \Omega_o$) and high frequency ($\omega \gg \Omega_o$) regimes the match is not as good, although the qualitative behavior of the curves is alike. We believe that the source of the discrepancy is the above mentioned technical difficulty of finding the zeros of highly oscillating functions. These results give support to the hypothesis and approximations used to derive expression (53).
Fig. 2 Critical amplitude of the perturbation as a function of the frequency, for systems with sizes $M = 5, 10, 15, 20, 25, 30, 35, 40$. The curves were obtained by integrating systems of differential equations, with perturbations of the form $A \sin^2(\frac{\omega t}{2})$. The dashed line represents the best fit for the low-frequency regime $A_c(\omega) = 0.123(1) + 2.379(1)\omega$.

We have observed that in the high frequencies ($\omega \gg \Omega_c$) regime the critical amplitude depends on the size of the system through the initial conditions. Thus, we computed the curve $\varepsilon_c(\omega)$ [Eq. (40)] for systems sizes $M = 10, 50, 100, 150, 300, 1000$. The result of this computation is presented in Fig. 4. In the inset of Fig. 4 we present the solution of the equation $\varepsilon_c(\omega_c) = 0$ as a function of $M$. We observe that the critical frequency depends on the size of the system as $\omega_c(M) = 1.75(1) \left[ 1 + 1.13(1)M^{\frac{1}{2}} \right]^{-1}$. This result indicates that the low frequency region becomes negligibly small for large values of $M$.

4 Discussion

We proposed a model of opinion formation in societies of adaptive agents where there is a set of rules $B$ that determined what is socially acceptable. In the present work we allow $B$ to adjust according to the average position of the population with a constant of proportionality $\lambda_o$, and we have also introduced a periodic perturbation that mimics the action of a publicity campaign in favor of $B$. The effectiveness of periodic publicity campaigns has been analyzed at length in [13], where a multi-channel approach is studied. Although we limit our approach to the single channel case, the use of a periodic function to model the publicity campaign is well based. By the application of statistical mechanics techniques we constructed a description of the system based on a set of differential equations ruling the evolution of the parameters $\{R_a\}$, that represent the agreement of the agents $\{a\}$ with $B$. For this system there are only two stable fixed points, dubbed the conservative point $R = 1$, and the liberal point $R =$
Fig. 3 Critical amplitude $A_c$ as a function of the frequency $\omega$ for systems with $M = 20$, 30, and 40 agents. The symbols correspond to numerical integration of the system of Eq. (24), whereas the continuous curves correspond to the numerical calculation of $A_c$ using Eq. (53). It can be observed that for sufficiently small values of the frequency curves and symbols overlap, whereas the quantitative discrepancies observed for larger values of the frequency can be associated with the technical difficulties of finding zeros of highly oscillating functions.

$$\sqrt{1 - 4(\nu \eta - 2)^2 \bar{\lambda}_o^2}$$

where $\nu$ is the average number of neighbors and $\eta$ is the average social strength.

By imposing mild conditions on the perturbation $v(z)$, i.e. $v$ is twice differentiable and bounded, we managed to reduce the the analysis of the system of differential equations (29) to the analysis of the equation (30) that rules the evolution of the smallest phase $\theta^{(a)}_m = \min \{\theta_a \equiv \arccos(R_a)\}$. By applying a quadratic approximation to (30) we obtained the Riccati equation (34), which admits an exact solution (43). Such a solution is linked to the solution of the Schrödinger equation (41) that describes the behavior of an electron in a periodic potential. By exploring the behavior of the solution of the Schrödinger equation (41) for values of the perturbation’s frequency $\omega$ much larger (smaller) than the characteristic frequency of the system $\Omega_o = 0.260(1)$, we estimated the value of the minimum perturbation’s amplitude $A_c$ needed to move agents with liberal attitude [i.e. with phases $\theta$ in the basin $(\phi_o, \pi)$] into the conservative basin $(0, \phi_o)$, as a function of $\omega$. We observed that for very low frequencies, the critical amplitude $A_{c,\text{Low}}(\omega)$ is a linear function of $\omega$, Eq. (46), whereas for high values of $\omega$ the critical amplitude strongly depends on the initial conditions $\theta^{(a)}_m(0)$. Given that the initial conditions of the system with $M$ agents are drawn from a uniform distribution in the interval $(\phi_o, \pi)$, the expected value of the minimum phase is $\phi_o + c M^{-1}$ with $c \sim O(1)$. Thus, we have obtained that $A_{c,\text{High}} \propto M^{-1}$.

To validate our results we performed a number of numerical integration of the set of Eq. (29), for system sizes $M = 5, 10, 15, 20, 25, 30, 35, 40,$ and for a periodic perturbation of the form $v(z) = \sin^2(z)$. For this particular case, the Schrödinger equation (41) is linked
Fig. 4 Schrödinger eigenvalue $\varepsilon_c(\omega)$ as a function of the frequency for system sizes $M = 10, 50, 100, 150, 300, 1000$. In the inset we present the value of the critical frequency $\omega_c$ as a function of the system size. The full line represents the best fit $\omega_c(M) = 1.75(1) \left[ 1 + 1.13(1)M^{1/2} \right]^{-1}$.

to Mathieu’s equation $\psi''(x) + [a - 2q \cos(2x)]\psi(x) = 0$, with variable $x = \omega t/2$ and parameters $a = 4\Omega_o[A - 2(\kappa_o - 1)][(\pi - 2\phi_o)\omega^2]^{-1}$ and $q = 2\Omega_oA[(\pi - 2\phi_o)\omega^2]^{-1}$. The numerical results obtained are presented in Figs. 2 and 3, which are consistent with the expressions obtained from the analysis of the equation of the smallest phase (30).

Our model is closely related to the scenario presented in [33], where the influence of a mass communication anti-marijuana campaign in adolescents is analyzed. In our model, $B$ represents the position of the government, the interacting agents are school-attending teenagers, and the social issue opinions are formed over the use of marijuana. It was found that exposure to social interaction about campaign messages can affect behavior, and such interactions are favored if the tone of the campaign is not perceived as oppressive (low $A$ in our model) and the ads are not ‘infrequent’ (above the characteristic frequency $\Omega_o$ in our model). These results are consistent with the smallest phase hypothesis and the high-frequency low-amplitude strategy of our findings.

In summary, our model indicates that if the government desires to regularly perturb the population of voters with publicity campaigns, it is more profitable (for the government) to do so with a frequency higher than the characteristic frequency of the system $\Omega_o$. In doing so, the amplitude of the oscillation decays with the size of the population $A_{c,\text{High}} \propto M^{-1}$, whereas for low frequencies $\omega \ll \Omega_o$ the amplitude is always larger than a minimum value $A_{c,\text{Low}} > \kappa_o - 1$. 
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