Spatial non-locality of electronic correlations beyond GW approximation
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Abstract

The question of spatial locality of electronic correlations beyond GW approximation is one of the central issues of the famous combination of GW and dynamical mean field theory, GW + DMFT. In this work, the above question is addressed directly (for the first time) by performing calculations with and without assumption of locality of the corresponding diagrams. For this purpose we use sc(GW + G3W2) approach where the higher order part (G3W2) is evaluated with fully momentum dependent Green’s function G and screened interaction W and with ‘local’ variant, where the single site approximation is assumed for both G and W. For all three materials studied in this work (NiO, α-Ce, LiFeAs), we have found the spatial non-locality effects to be strong. For NiO and LiFeAs they, in fact, are decisive for the proper evaluation of vertex corrections. The results of this study have direct impact on our understanding of approximations made in practical implementations of GW + DMFT method, where all diagrams beyond GW (DMFT part) are assumed to be local. Taking into account the fact that the first diagrams beyond GW represent the most important contribution also in GW + DMFT calculations, we conclude that the basic assumption of GW + DMFT, namely the locality of diagrams evaluated in the DMFT part, is not as good as it is believed to be.
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1. Introduction

Combination of GW approximation [1] and dynamical mean field theory (DMFT) [2] which is commonly abbreviated as GW + DMFT was proposed almost twenty years ago by Biermann et al [3]. It is an appealing combination of two ‘worlds’: GW approach which features large basis sets and k (momentum) dependent functions and DMFT with its minimal basis sets and local (single site) description. It is based on an intuitive assumption that nonlocal effects can be taken care of by low order diagrams (GW part) whereas higher order diagrams are essentially local in space and can be well described by DMFT. Despite its attractive features, GW + DMFT was implemented for realistic materials only a few years ago, [4], and its applications still are very sparse, [3, 5–7]. There are, however, numerous studies which address certain aspects of the approach [8–17]. The sparsity of applications could be explained by the fact that the method is computationally expensive. However, there might be another reason, namely that the above mentioned assumption about sufficiency of GW to describe all non-local effects is not justified well enough.

The interest in spatial non-locality effects in relation to DMFT calculations is raising recently. The issue was addressed by different variants of multisite extensions, [13, 18–22], as well as by studying specific to GW + DMFT questions [15, 23–29]. As the majority of DMFT-related applications are still done using a combination of density functional theory (DFT) and DMFT, the interest is not limited to higher
order diagrams beyond GW but rather consists in non-locality effects which are not captured by the DFT + DMFT. In this case, non-locality effects inherent to the GW itself also contribute, so the error related to their neglect is generally larger than in GW + DMFT case. Looking at the details of the studies on this subject, one can notice that practically all of them are done along the same line. Namely, one assumes a certain ansatz, such as the single site approximation for the DMFT part in DFT + DMFT calculations, and by direct comparison of the results with the experimental ones one decides about importance (or non-importance) of the effects which are not captured by the assumed ansatz. Undoubtedly, this approach reveals strong non-locality effects when DFT + DMFT is not able to describe experimental properties. However, more interesting and also more dangerous situation appears when DFT + DMFT does reproduce some experimental features. The danger of this situation consists in the fact that it is very suggestive for the following conclusion: DFT + DMFT captures all important physics of the studied material. In fact, it can also be that the experimental results are reproduced because of parameters (such as Hubbard U/J and the way the double counting in DFT + DMFT is handled) adjustment. That is, the real physics behind the measured property could be quite different from the one the DFT + DMFT suggests. Clearly, one should use more direct way to assess the role of non-locality effects in order to exclude ambiguities.

The non-locality issue in GW + DMFT, which is the main object of this study, is even more delicate than in DFT + DMFT. On the one hand, there is no adjustable parameters in GW + DMFT, at least in its original formulation. Also, undoubtedly, considerable part of non-locality effects is taken care of by the GW part. On the other hand, certain issues with practical implementation of GW + DMFT for crystalline materials, such as local approximation (on intermediate steps) for the Coulomb (or screened Coulomb) interaction and polarizability bring some ambiguities in the GW + DMFT as well. The reason is that above mentioned functions are intrinsically non-local (long ranged) and their replacement by local functions is rather questionable. In this respect, recent study of the non-local effects in LiFeAs [29] where authors use the difference between experimental spectra and QSGW (quasiparticle self-consistent GW approach) spectra as a measure of higher order effects is interesting. However, the authors’ principal conclusion that the above difference can be described assuming locality of self energy (beyond QSGW) doesn’t answer the question whether this higher order self energy (even if it is indeed local) can be quantitatively correctly evaluated using local approximation at the intermediate steps. In other words, exact self energy could be a result of mutual cancellation of a number of contributions (including the non-local ones). From this point of view, the question whether exact self energy is local or non-local is of secondary importance. The main question should, instead, be formulated as the following: is it possible to obtain accurate results for higher order self energy assuming local approximation for all intermediate steps of the evaluation? This question is directly related to GW + DMFT where self energy is evaluated as a sum (infinite) of all diagrams build from local Green’s function and local screened interaction.

This study addresses the question of non-locality effects in the diagrams beyond GW using direct method. In it, the same diagrams are evaluated in two different ways: with and without assumption of locality of functions involved in the evaluation of the diagrams. For simplicity, we consider only the next order of diagrams (as compared to the GW approximation) for both polarizability and self energy. For a number of weakly correlated materials this kind of vertex correction already represents a very good approximation [30–32]. For materials with stronger correlations, first order vertex correction is not sufficient but, even for such materials, these diagrams represent a major contribution and their accurate evaluation is decisive. Clearly, the effect of non-locality for these diagrams, if important, can tell us a lot about its total influence also in the case of strongly correlated materials. Thus, even if we do not evaluate all diagrams beyond GW, as it is supposedly done (for local diagrams) in GW + DMFT, we unambiguously address the issue of non-locality in GW + DMFT method.

2. Methods and calculation setups

All calculations in this work were performed using code FlapwMBPT [33]. In this study we use scGW method to generate initial Green’s function G and screened interaction W for subsequent vertex corrected iterations. Principal results of this study are obtained with sc(GW + G3W2) approximation, [30, 34]. This self-consistent vertex corrected scheme was successfully applied to study electronic structure of simple (mostly sp) materials [31] some time ago and, recently, was used to evaluate the band gap of van der Waals ferromagnet CrI3 [35] and electronic structure of LaNiO2 and CaCuO2 [34]. Both, scGW and sc(GW + G3W2), are based on Hedin’s theory [1]. They can also be defined using Ψ-functional formalism of Almbladh et al. [36]. Corresponding Ψ-functional which includes vertex corrections is shown in figure 1. In figure 1, the first diagram corresponds to scGW approximation, whereas the sum of the first and the second diagram represents sc (GW + G3W2) approximation. Diagrammatic representations for irreducible polarizability (figure 2) and for self energy (figure 3) in scGW and in sc(GW + G3W2) follow from the chosen approximation for Ψ-functional. Technical details of the GW part were described in references [37, 38]. Detailed account of the algorithms for sc(GW + G3W2) and also for other vertex corrected schemes implemented in the FlapwMBPT code can be found in references [30–32, 34]. Briefly, the algorithms are demonstrated in figure 4 where flowchart of sc(GW + G3W2) methods is shown. In scGW calculations, all steps are the same but polarizability and self energy are evaluated without vertex corrections, i.e. without second parts on the right-hand side of the corresponding blocks of the chart.

Let us now specify the setup parameters used in the calculations. Principal structural parameters for the studied solids have been collected in table 1. The most important set up parameters have been collected in table 2. All calculations have
been performed for the electronic temperature 600 K. For NiO, we assumed the ferromagnetic (FM) ordering for simplicity instead of experimentally observed antiferromagnetic (AFM) ordering.

In order to perform vertex corrected calculations using single site (local) approximation we used local orbitals (LOs) confined inside their muffin-tin (MT) spheres as a basis set (instead of \(\mathbf{k}\)-dependent band states in full calculations). This approximation was applied to the vertex part only, whereas in GW part we always use full \(\mathbf{k}\)-dependent basis functions. For clarity, let us say a bit more about local approximation. For screened interaction \(W\), the implementation of this approximation is relatively straightforward. The reason is that \(W\) is expanded in the so called product basis (PB) set (see for instance reference \[38\] for specifics of definitions in the FlapwMBPT code). PB set, by construction, differentiates between MT spheres and the interstitial region. Therefore, local approximation is simply implemented leaving in the expansion only those pairs of PB functions (representing two space arguments of \(W\)) which belong to the same MT sphere. Situation with local approximation is slightly more involved and described in appendix \(A\). Basis set of LOs (see appendix \(A\)) included both the solutions of radial equations (\(\phi\)) and their energy derivatives (\(\phi\)) for specific set of orbitals: Ni(4s, 3d); O(2s, 3s, 2p); Ce(6s, 6p, 5d, 4f); Li(2s, 2p); Fe(4s, 3d); As(5s, 4p). Below, we will use abbreviation ‘local’ to distinguish this kind of calculations as opposed to the full \(\mathbf{k}\)-dependent calculation which will be abbreviated as ‘full’. In order to mimic minimal basis sets usually applied in DMFT calculations, the second variant of local approximation was also studied. In this second variant, only some of the above orbitals (and also on specific atoms) were used: Ni(3d) in NiO; Ce 4f in \(\alpha\)-Ce, and Fe(3d) in LiFeAs. For this (minimal basis set) calculations we will use abbreviation ‘locmin’, or, if we discuss a specific material, more concise abbreviation like ‘Ni 3d only’. In DMFT calculations, normally only one orbital for every angular momentum channel is used. But it can be a Wannier function or other specially designed for single site calculations function. We do not specifically optimize the basis functions for local calculations but the use of double basis set (\(\phi\) and \(\phi\)) should compensate for that.

One important clarification has to be given however. Whereas in ‘full’ calculations the results depend only very marginally on such setup parameters as MT radius, specific choice of the shape of \(\phi\) and \(\phi\), and the number of bands included in the expansion (\(A.1\)), the situation with single site approximation is more complicated. In local approximations, \(G\) and \(W\) ‘operate’ in a certain subspace which effectively is cut out from the full space of basis functions. As a result, results do depend noticeably on the choice of MT radius, specific choice of the shape of \(\phi\) and \(\phi\), and on the number of bands included in the expansion (\(A.5\)). This dependence is similar to the dependence of DFT + DMFT results on projectors and Wannier functions discussed recently in reference [41]. With NdNiO\(_3\) as a model system, and using different Wannier and projector methods to define the correlation problem, authors of reference [41] have found different results for the orbital and band mass enhancements and for the orbital occupancies. They also have found different implications regarding the importance of multiorbital effects and charge transfer physics. Another finding is that the use of interaction parameters derived from the constrained random phase approximation only enhances the difference in results. Clearly, if one knows the answer from the beginning, like from full space evaluation of diagrams (in this study) or from experiment, one can ‘adjust’ the way of construction of the ‘local’ subspace in order to minimize the deviation from already known final answer. If, however, the final answer is unknown the above dependence represents a problem. Studying all these dependencies on the choice of local subspace is, however, beyond the scope of this work. In order to make the results of this work obtained within ‘local’ approximations well defined, they were all obtained with fixed
values of MT radii (Table 1), with \( \phi \) and \( \dot{\phi} \) as obtained from DFT radial equations with linearization centers chosen as centers of mass of occupied band, and with the restriction of bands included in summation in equation (A.5) specified in Table 2.

3. Results

3.1. NiO

Principal physical quantity for comparison in this work will be self energy which directly contributes to the Green function and, correspondingly, to observable properties such as photomission spectra. However, let us begin with another quantity—polarizability \( P \), which appears at the intermediate steps of the calculation. Polarizability defines the screening effects and contributes to screened interaction \( W \) through the corresponding Dyson’s equation \( W \) and satisfies certain conditions. An important one is

\[
P_k^\Gamma = \frac{\hbar^2}{4\pi^2\epsilon} \int \frac{d^3 r \, d^3 r'}{\Omega_0} P(r, r', \nu) \frac{e^{i k r} + e^{-i k r'}}{\sqrt{\Omega_0}} \frac{e^{i k r} - e^{-i k r'}}{\sqrt{\Omega_0}},
\]

(1)

where \( \mathbf{r} \)-integration is over the whole solid, \( \mathbf{r}' \)-integration is over the reciprocal lattice \( \Omega_0 \) of the unit cell, \( k \) is momentum (point in the Brillouin zone), \( \mathbf{G} \) and \( \mathbf{G}' \) are the reciprocal lattice translations, and \( \nu \) is bosonic frequency. The condition for the ‘head’ of polarizability states that it should behave at small momenta as \( P_k^\Gamma = B(\nu k^2) \) in exact theory. This behavior cancels the \( 1/k^2 \) divergence of the bare Coulomb interaction at small momenta. In self consistent diagrammatic approaches we normally have \( P_k^\Gamma = A + Bk^2 \) with \( A \) being small but not zero. The absolute value of \( A \) usually is much smaller than the absolute value of the ‘head’ at all \( k \)-points with non-zero momenta. In practice, we evaluate (by fitting) the coefficients \( A \) and \( B \) and use only the \( Bk^2 \) part to proceed. The \( A \) coefficient becomes smaller when the number of diagrams increases (order by order or by using the Bethe–Salpeter equation for polarizability). To a certain degree its value also depends on numerical approximations (cutoffs) within the same diagrammatic approach. In this respect, it is important to use \( k \)-dependent functions in the evaluation of polarizability. If, however, we accept the local approximation for the vertex part, the ‘head’ of the correction to polarizability becomes momentum independent with very large \( A \) coefficient. This was already discussed in reference [35] for layered van der Waals ferromagnet CrI\(_3\).

Figure 5 illustrates the above discussion using NiO as an example. The line from \( \Gamma \) to \( L \) point in the Brillouin zone was selected to represent the functions, but any other direction which starts at the \( \Gamma \) point qualitatively is very similar. In full scGW (GW + G3W2) calculation, the ‘head’ is slightly negative at \( k = 0 \) and there is slight improvement as compared to scGW case. This is also seen in the right window of the figure where only vertex part is shown. In ‘full’ calculation it is positive at \( \Gamma \) point which is to compensate negative value obtained in scGW. The compensation is not complete which tells us that first order correction to \( P \) is insufficient to make full polarizability perfectly correct. However, with the electronic structure being the main object for comparison in this work, the important contribution from \( W \) (and so from \( P \)) is related to the integral over the Brillouin zone which we evaluate in order to get self energy. Thus, certain average value of polarizability over the Brillouin zone represents the quantity of

| Solid  | Space group | \( a \) (Å) | \( c \) (Å) | Wyckoff positions | \( R_{MT} \) ( Å) |
|--------|-------------|-------------|-------------|------------------|-----------------|
| NiO    | 225         | 4.1684      |             | Ni: 0; 0; 0      | Ni: 2.19        |
|        |             |             |             | O: 1/2; 1/2; 1/2 | O: 1.69         |
| Ce     | 225         | 4.824       |             | 0; 0; 0          | 3.22            |
| LiFeAs | 129         | 3.7678      | 6.3151      | Li: 1/4; 1/4; 0.625 | Li: 2.72        |
|        |             |             |             | Fe: –1/4; 1/4; 0 | Fe: 2.27        |
|        |             |             |             | As: 1/4; 1/4; 0.23626 | As: 2.27        |

Table 1. Structural parameters of the solids studied in this work. Lattice parameters are in angstroms, MT radii are in atomic units (1 Bohr radius), and atomic positions are given relative to the three primitive translation vectors. Experimental structural data from references [39, 40] are used.

| Solid  | Semicore | \( L_{max} \) | \( \Psi / \rho \) | \( \kappa \) | \( \kappa_{max} \) | \( k\)-mesh, GW/vertex | \( N_{\text{ind}} \), GW/vertex |
|--------|----------|---------------|------------------|-----------|-----------------|------------------------|-----------------------------|
| NiO    | Ni: 3s, 3p | 6/6          | 8.0              | 6'6'6/2'2'2 | 100/28         |                        |                             |
|        | O: 2s    | 5/5          |                  |           |                 |                        |                             |
| \( \alpha \)-Ce | 5s, 5p, 4d | 5/5          | 7.0              | 6'6'6/2'2'2 | 70/25          |                        |                             |
| LiFeAs | Li: 1s   | 6/6          | 8.0              | 6'6'4/2'2'2 | 200/47         |                        |                             |
|        | Fe: 3s, 3p | 6/6          |                  |           |                 |                        |                             |
|        | As: 3s, 3p, 3d | 6/6     |                  |           |                 |                        |                             |

Table 2. Principal setup parameters for the studied solids. The following abbreviations are introduced: \( \Psi \) is for wave functions, \( \rho \) is for the electronic density, and \( V \) is for Kohn–Sham potential. \( N_{\text{ind}} \) is the number of bands used to expand Green’s function and self energy in GW/vertex part of the calculations.
interest. In this respect, one can see from the graph that proper
evaluation of the vertex correction to polarizability (using full
momentum dependence in all diagrams) increases amplitude
of polarizability but keeps its negative everywhere in the Brillouin
zone except very small volume near \( k = 0 \) where the amplitude is slightly reduced. The increase of amplitude for
\( k \neq 0 \) means stronger screening which is physically reason-
able because one of the inaccuracies of scGW is insufficient
screening [42]. The behavior of the ‘head’ of polarizability
obtained in both (‘local’ and ‘locmin’) single site approxima-
tions, on the other hand, is rather non-physical. Firstly, the cor-
rection to the scGW quantity is too big compared to the fully
\( k \)-dependent evaluation. This, obviously, is a result of miss-
ing of the interference effects (mutual cancellation of off-site
contributions at the intermediate steps of the evaluation of dia-
grams). Secondly, small momentum behavior is unacceptable.
This is a direct consequence of the momentum-independent
correction to polarizability inherent to single-site approxima-
tions (see right window in figure 5). Slight momentum depen-
dence of the corresponding curves seen in the right window is a result of phase factors in equation (1). The rather non-
physical behavior near the \( \Gamma \)-point found in single site vari-
ants makes the above described handling of the small moment-
um limit (representing the ‘head’ as \( \sum_{Q,G=0} = A + B k^2 \) and
using only tensor \( B \) to proceed) unstable, especially if there is
an anisotropy in dielectric properties (case of LiFeAs in this
study). Therefore, in single site approximations, we neglected
the vertex correction to the ‘head’ of polarizability at small
momenta and we used only its ‘body’ (i.e. matrix elements
of polarizability in plane wave representation with plane wave
indexes strictly corresponding to only nonzero momenta) to
evaluate the contribution from the \( \Gamma \)-point.

In our study of \( \alpha \)-Ce and LiFeAs we found very similar
(qualitatively) differences in polarizability evaluated with and
without single-site approximation as in the case of NiO. Quan-
titatively, the case of NiO is the most dramatic which makes us
to conclude even at this stage that spatial non-locality effects
in NiO are rather strong. Let us, however, continue discussion
by presenting other properties of this material.

Let us now directly compare self energies obtained with
and without single site approximation. The central quantity
for comparison will be vertex correction to self energy \( \Delta \Sigma \)
evaluated for selected band indexes and for selected high-
symmetry points in the Brillouin zone. Its exact definition
in symbolic language is \( \Delta \Sigma = G3W2 \), i.e. it represents
strictly only the contribution beyond GW diagram. We have
to clarify, however, that \( \Delta \Sigma \) doesn’t represent the difference
scGW + G3W2) – scGW because both parts (GW and
G3W2) in scGW + G3W2) in scGW (GW + G3W2) calculations include the effects of self-consistency beyond scGW and also the vertex correction
to W (through polarizability). Some figures also compare full
self energy \( \Sigma = GW + G3W2 \) where again all functions on
the right-hand side include vertex-self-consistency and vertex
corrected W. The difference in scGW + G3W2) calculations abbreviated as ‘full’, ‘local’, or ‘locmin’ consists only in the
evaluation of vertex part (with or without single site approx-
imation). GW part in all calculations is always performed in
exactly the same way (without approximations).

Figure 6 presents the results for the valence band maximum
(VBM) at \( L \) point in the Brillouin zone. This band state rep-
resents a mixture of Ni 3d and O 2p orbitals. First striking
difference in self energies is that correctly evaluated vertex cor-
rection (left window in figure 6) is rather well ‘localized’ in fre-
quency space. It becomes almost negligible when Matsubara’s
frequency exceeds 100 eV. Similar behavior was observed
before in simple semiconductors (see figure 18 in [30]) and
in CrI3 (figure 9 in [35]). This effect is a result of interfer-
ence (mutual cancellation) of contributions from different sites
in the evaluation of higher order diagrams. The interference
is missing in both single site variants and, as a result, cor-
responding vertex correction to self energy is rather slowly
diminishing function of frequency. Second striking difference
is very large (obviously non-physical) positive component of
the vertex correction at frequencies larger than 100–150 eV
for both single site approaches. Low frequency (negative part)
of the vertex correction also demonstrates large differences in
amplitude and position of the peaks. Total, i.e. GW plus vertex,
self energy which is shown in the right window of figure 6 rep-
resents a combined effect of both vertex corrections (to polar-
izability and self energy) plus the effects of self consistency.
The ‘local’ approach shows considerable difference in ampli-
tude and position of the principal peak and in general behavior
for frequencies larger than 50 eV. But the difference between
‘locmin’ and ‘full’ functions is particularly dramatic essen-
tially explaining huge difference in the band gaps obtained
within these two approximations (see below).

Another issue related to the ‘locmin’ type of approxi-
mations consists in the fact that some electronic states of
importance could be represented by other orbital characters
(different from the ones included in ‘locmin’ basis set), or
even by orbitals centered on other (not ‘correlated’) sites. In
order to assess vertex correction to the electronic states with
orbital character not included in the ‘locmin’ basis set we
compare vertex correction to self energy for conduction band
minimum (CBM) at the \( \Gamma \) point (figure 7). In fact, CBM rep-
resents a single band state which is formed from Ni 4s and O
2s. This state is almost invisible in a sea of Ni 3d band states in
\( k \)-integrated partial spectral function shown in figure 8. How-
ever, being the CBM state, it needs to be evaluated correctly.
As one can see, vertex correction (left window in figure 7) in
correct (‘full’) evaluation is also large. Its amplitude is even
larger than the amplitude of correction to the VBM state. Simi-
lar to figure 6, the ‘local’ approximation results in slow dimin-
ishing of correction as a function of frequency and in too big
positive amplitude of the correction for frequencies beyond
50 eV. Different from figure 6 is that low frequency values
obtained with ‘local’ approximation are too small as com-
pared to the correct ones whereas in figure 6 they are too big.
Obviously, the ‘locmin’ approach fails completely for CBM
state because in this case the correction is identically zero by
symmetry. Total self energy shown in the right window of
figure 7, again shows considerable differences between single
site approaches and the ‘full’ one in positions and amplitudes
of the peaks.
Figure 5. (Left window) The components $P_k G_k (\nu = 0)$ (see equation (1) for precise definition) of calculated irreducible polarizability as functions of momentum $k$ along the direction $\Gamma$–L in the Brillouin zone. In vertex corrected results, the difference (as compared to scGW) comes not only from vertex correction but also includes self-consistency effects in $G$ and $W$. (Right window) The same but only vertex correction ($\Delta P$) to polarizability (instead of full polarizability) is compared.

Figure 6. Imaginary part of NiO self energy as a function of Matsubara’s frequency. Diagonal matrix element for the VBM band at the $L$ point in the Brillouin zone is used for plotting. Left window shows the vertex correction, and in the right window one can see full self energy.

One more quantity we would like to compare is the value of $\Psi$ functional, i.e. the energy associated with diagrams presented in figure 1. Evaluation of $\Psi$ functional represents an important step in the calculation of electronic free energy of a material. Considering the fact that the value of functional is the result of integration over momenta and frequencies one would expect that single site approximations might be better suited for this case than for differential, i.e. momentum and frequency resolved, self energies. Table 3 shows the results. As one can see, the vertex part of $\Psi$ functional is about 20–100 times smaller than correlation only part of the GW functional. However, in terms of the differences between three variants of evaluation of the vertex part, NiO demonstrates a complete failure of both single site approximations. As we can see, the correct value is negative whereas both ‘local’ and ‘locmin’ variants result in positive value. This failure, therefore, can be considered as one more evidence of importance of non-local physics in the case of NiO.

The reasons for strong non-locality effects even in the diagrams beyond GW can be seen in figure 8 where partial (atom and orbital momentum resolved) spectral functions are presented. As one can see, upper part of the valence bands is formed predominantly by O 2p states with small admixture of Ni 3d whereas the lower conduction bands are formed mostly from Ni 3d states. Thus, most energy efficient transitions (fluctuations) which define the value of the diagrams are between oxygen and nickel sites, i.e. intrinsically non-local.

|          | NiO  | Ce  | LiFeAs |
|----------|------|-----|--------|
| $\Psi_{GW}$ | $-2457.9$ | $-3074.8$ | $-6814.2$ |
| $\Psi_{G3W2}$: ‘full’ | $-13.5$ | $-25.5$ | $-233.9$ |
| $\Psi_{G3W2}$: ‘local’ | $100.3$ | $-29.4$ | $-167.0$ |
| $\Psi_{G3W2}$: ‘locmin’ | $34.7$ | $-15.9$ | $-127.7$ |
Figure 7. Imaginary part of NiO self energy as a function of Matsubara’s frequency. Diagonal matrix element for the CBM band at the Γ point in the Brillouin zone is used for plotting. Left window shows the vertex correction, and in the right window one can see full self energy.

Figure 8. Partial (atom and orbital resolved) spectral functions of NiO obtained with full sc(GW + G3W2) approach. Sums of spin-up and spin-down quantities are given. Analytical continuation of self energy [43,44] was used to get Green’s function on the real frequency axis.

Whereas comparison with experimental data is not the principal goal of the study, it is interesting to see how sc(GW + G3W2) fares in this respect because the method is still relatively new. Momentum-resolved spectral functions of NiO are presented in the left window of figure 9. VBM for this material is at the L point of the Brillouin zone and corresponds to spin-up functions, whereas the CBM is at the Γ point (also spin-up). Only results from scGW and full sc(GW + G3W2) calculations are shown in figure 9. As one can see, sc(GW + G3W2) allows to eliminate almost all discrepancy in the band gaps between scGW and experiment (4.3 eV, [45]). In both variants of calculations with local approximation for the vertex part we found, however, an unstable behavior of iterations. During first few iterations, band gap reduced from its scGW value to approximately 2.3 eV ('local' case) and 1.5 eV ('locmin' case) and then was fluctuating around these values with amplitude of about 0.1 eV with no sign of convergence. Obviously, one can conclude that we cannot neglect non-locality effects in NiO even for diagrams beyond GW approximation. We didn’t include corresponding spectral functions in figure 9 in order to avoid too many spectral lines.

In the right window of figure 9, total spectral function of NiO as obtained in ‘full’ sc(GW + G3W2) calculations is compared with the photoemission and inverse photoemission spectra (PES + BIS, [46]) and with hard x-ray photoemission spectroscopy (HAXPES, [47]) experimental data. As one can see, spectral features seen in experiments at about 7–8 eV below the gap are also decently reproduced in sc(GW + G3W2) calculations. In order to demonstrate the strength of correlation effects in ferromagnetically ordered NiO, the renormalization factor $Z_{\lambda\mu}^{-1} = \delta_{\lambda\mu} - \frac{\partial \Sigma_{\lambda\mu}(\omega)}{\partial \omega}|_{\omega=0}$ has been plotted as a function of band index (figure 10, left window). As one can judge from the figure, minimal values of $Z$ are at the level of 0.9 which manifests about weakness of correlation effects in magnetically ordered phase of NiO. Finally, correlation part of self energy as a function of real frequency is presented in the right window of figure 10. This graph is given here just for the reference purposes and can serve (for instance) to estimate (roughly) the correction of the Hartree–Fock band gap when one includes correlation effects at the level of sc(GW + G3W2).

As it was already stated above, thorough study of the properties of any specific material does not represent the main goal of this work. In respect to NiO, which traditionally is considered as strongly correlated material, and which was found in this work to be weakly correlated in its FM ordered phase, a comment has to be given. The opinion of strong correlations in NiO originates mostly from the fact that DFT calculations cannot open a gap in this material (even in its magnetically ordered phase). However, proper inclusion of nonlocal exchange-correlation effects allows one to obtain quite accurately the band gap and other important spectral features, as it was demonstrated above for magnetically ordered phase. Even application of Hartree–Fock method (i.e. only nonlocal exchange included, but no correlation) opens a gap in magnetically ordered NiO. Thus, there seems to be nothing wrong with a claim, that magnetically ordered phase of NiO (which
Figure 9. (Left window) Spin-up spectral function of NiO at \( \Gamma \) and \( L \) points in the Brillouin zone evaluated with scGW and sc(GW + G3W2) approaches. (Right window) Total spectral function of NiO evaluated in sc(GW + G3W2) calculation is compared with PES + BIS (reprinted figure with permission from [46], Copyright (1992) by the American Physical Society) and HAXPES (reprinted figure with permission from [47], Copyright (2016) by the American Physical Society) experimental data.

Figure 10. (Left window) Diagonal elements of renormalization factor \( Z \) of NiO evaluated in sc(GW + G3W2) calculation as a function of band index for \( \Gamma \) and \( L \) points in the Brillouin zone. (Right window) Correlation part of self energy (NiO) as a function of real frequency from sc(GW + G3W2) calculation. Shown are real parts of diagonal matrix elements for VBM (\( \text{L-point} \)) and CBM (\( \text{\Gamma-point} \)).

is observed experimentally at not too high temperatures) is weakly correlated. However, in the high temperature paramagnetic phase, the situation is a lot more complicated. In author’s opinion, the correct way to describe paramagnetic phase of NiO is to use spin-polarized approach but with direct modeling of thermal disorder in a large supercell. This kind of modeling was recently performed [48] at the level of DFT + U approach with encouraging results. Whereas there are all reasons to expect that scGW or sc(GW + G3W2), when applied instead of DFT + U for a large supercell with disorder, will also result in insulating paramagnetic behavior of NiO, such calculations are totally beyond of capabilities of modern computers.

3.2. \( \alpha \)-Ce

\( \alpha \)-Ce belongs to the category of strongly correlated solids. It can be seen, for instance, from the right window of figure 11 where spectral function of this material evaluated in scGW and in sc(GW + G3W2) calculations is compared with experimental photoemission results [49]. Principal drawback of the calculations is that they do not show essential spectral weight of f-electrons at \(-2\,\text{eV}\) and at \(-0.3\,\text{eV}\) as seen in experiments. Whereas sc(GW + G3W2) approach moves the f-electron peak in the right direction (as compared to its position in scGW), it is not sufficient. Therefore, sc(GW + G3W2) does not provide enough of improvement for proper characterizing of this material. However, as it was discussed before, it is sufficient for an analysis of the quality of single site approximation. Thus, our analysis of \( \alpha \)-Ce should be considered simply as checking of the validity of single site approximation.

\( \alpha \)-Ce has one atom per primitive cell. This fact and also the fact that 4f electrons with their well localized wave functions play an important role in properties of this material makes one to expect that single site approximation should not be very bad in this case. However, looking at the partial spectral functions of \( \alpha \)-Ce shown in figure 11, one can question the quality of the minimal ‘locmin’ basis set (4f only). It is clear from figure
Figure 11. (Left) Partial (atom and orbital resolved) spectral functions of $\alpha$-Ce obtained with full sc(GW + G3W2) approach. See caption to figure 8 for other details. (Right) Total spectral function of $\alpha$-Ce as obtained in scGW and in sc(GW + G3W2) calculations is compared with PES experimental data (reprinted figure with permission from [49], Copyright (1982) by the American Physical Society).

Figure 12. Imaginary part of the vertex correction to self energy for $\alpha$-Ce as a function of Matsubara’s frequency. Shown are the diagonal matrix element for the spd-band at the Γ point (left window) and for the f-band at the X point (right window).

Figure 13. Partial (atom and orbital resolved) spectral functions of LiFeAs obtained with full sc(GW + G3W2) approach. See caption to figure 8 for other details.

11 that valence states, both occupied and unoccupied, have considerable (if not decisive) contribution of 5d orbitals with small but not negligible admixture of s and p orbitals. In order to check directly our assumption about quality of single site approximation and also our doubts about quality of minimal (‘locmin’) basis set, we show in figure 12 the vertex corrections to self energy evaluated with ‘full’, ‘local’, and ‘locmin’ approximations to the vertex part.

Left window of figure 12 shows the results for ‘spd’ band at Γ point. Clearly, ‘locmin’ approximation (4f basis functions only) fails for this state (correction is identically zero) because of symmetry considerations. The ‘local’ approximation shows reasonable description of the principal negative peak (exact amplitude but slightly shifted position). However, high frequency behavior of vertex correction is still far from accurate. Vertex correction to self energy for 4f band (at X point, right window in figure 12) also supports the fact that the ‘local’ approximation works for $\alpha$-Ce slightly better than for NiO. But the ‘locmin’ result shows considerable deviation from the correct function in both the amplitude of the principal peak and the frequency behavior. Also, one can see that both single site approaches have some irregularities in frequency dependence (in the range 30–70 eV) which, most likely, are related to the replacement of long range functions by their local variants at intermediate steps of the diagrams evaluation.
Figure 14. Imaginary part of LiFeAs self energy as a function of Matsubara’s frequency. Diagonal matrix element for the VBM band at the M point in the Brillouin zone is used for plotting. Left window shows the vertex correction, and in the right window one can see full self energy.

Figure 15. Height of the hole pocket at Γ-point (to the left from vertical line) and depth of the electron pocket at M-point (to the right from the vertical line). The values were obtained from the positions of peaks of the corresponding k-resolved spectral functions. Presented are the results obtained in DFT and in three variants of sc(GW + G3W2) calculations.

Quick look at the value of Ψ functional for α-Ce (table 3) suggests that in the case of this material, single site approximation (but with sufficient number of local basis functions) results in relatively good value of the functional. Single site approximation with 4f orbitals as a basis results in the value of Ψ functional which is almost twice less than the correct one.

3.3. LiFeAs

Partial spectral function of LiFeAs presented in figure 13 demonstrates predominant Fe 3d contributions for all states near the Fermi level, both occupied and unoccupied. From this point of view, one can expect a qualitatively correct description of states near the $E_F$ when only Fe 3d orbitals are included in the evaluation of higher order diagrams. However, closer examination of the characters of the states near the Fermi level discovers an interesting feature that at least some of the states of importance are represented by linear combinations formed from Fe 3d orbitals but located at two different Fe sites in the primitive cell (there are two formula units in LiFeAs primitive cell). For instance, the highest valence state at the M point (double degenerate) which defines the deepness of the corresponding electron pocket is formed by XZ and YZ orbitals of Fe centered at two different sites in primitive cell. Thus, one has to expect strong non-locality effects in the diagrams.

Figure 14 demonstrates the fact. As compared to NiO and α-Ce, single site approximations (‘local’ and ‘locmin’) differ less between each other. But both of them deviate strongly from the ‘full’ approximation which supports that the spatial non-locality effects in higher order diagrams are large in LiFeAs. This conclusion is assisted by the ‘final’ result, namely how the vertex correction modifies scGW electronic structure near the Fermi level. Figure 15 presents the height of the hole pocket at Γ-point (left part of the histogram) and the depth of the electron pocket at M point (right part of the histogram). As one can see, both single site approximations result in too strong reduction (especially ‘locmin’ approach) of the height of the hole pocket (we measure the effect by comparing sc(GW + G3W2) and DFT results). Also, they both result in too small reduction of the electron pocket at M point. Absolute deviations in the value of Ψ functional calculated with and without single site approximations are sufficiently large: 67 mRy for ‘local’ approximation and 106 mRy for ‘locmin’.

4. Conclusions

In conclusion, we studied the effects of spatial non-locality on the higher order diagrams (beyond GW) for three materials: FM NiO, α-Ce, and LiFeAs. Different from all previous studies on this subject, our research was based on direct comparison of the results obtained with and without using the single site approximation. All previous studies, instead, were based on an assessment of locality of self energy without checking if the local approximation is appropriate also for the intermediate steps which have to be done in the process of evaluation of self energy.
Our results undoubtedly demonstrate that non-local effects for the higher order diagrams are important for all three materials. For NiO and LiFeAs they, in fact, are decisive. For α-Ce, the single site approximation itself is not dramatically wrong. However, our direct comparison of the results for α-Ce revealed another issue: using only 4f functions as a local basis set for this material is not sufficient for quantitatively correct results.

In addition to three materials studied in this work, one can also mention CrI3 where the non-local effects were found important recently, [35]. Obviously, it is too early to generalize the conclusion for all materials. Probably, there are some of them where single site approximation is appropriate for certain applications. However, based on the results of this study, it seems a lot more logical to think that principal assumption of the GW + DMFT method, namely, the locality of all diagrams beyond the GW, is numerically incorrect for majority of materials.
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Appendix A. Specifics of the local approximation for G

In this appendix we present precise definition of single site (local) approximation for Green’s function G as it is used in the main text. We will omit frequency/time argument for simplicity. We start with the representation of G as a sum over the band states \( \Psi^t_i(r) \):

\[
G(r, r') = \frac{1}{Nk} \sum_k \sum_{\lambda\lambda'} \Psi^k_\lambda(r) G^{k}_{\lambda\lambda'} \Psi^k_{\lambda'}(r'), \tag{A.1}
\]

where \( k \) is momentum, and \( \lambda \) are band indexes. Because of translation invariance, argument \( r' \) can be restricted to be in the central unit cell whereas argument \( r \) can be anywhere in solid (not only in the central unit cell). Actually, expression (A.1) is the representation of \( G \) in scGW calculations (when we use ‘real space’ to evaluate polarizability or self energy, [37]) and in full sc(GW + G3W2) (i.e. without local approximation) calculations. Important observation is that both space arguments can be in the MT sphere or in the interstitial region.

First step in the definition of the local approximation consists in requirement that both \( r \) and \( r' \) can be only in some MT sphere, but not in the interstitial region. Mathematically it can be written with the help of the following representation for the band states (exact by construction of the LAPW + LO basis set):

\[
\Psi^t_i(r)|_i = \sum_i Z^t_i \phi^t_i(r), \tag{A.2}
\]

with \( t \) being the atom in unit cell and index \( i \) running over all orbitals which are used in construction of LAPW + LO basis set inside the sphere at atom \( t \). Specifically, index \( i \) distinguishes not only between different angular momentum quantum numbers but also between the so called \( \phi \), \( \phi^t \), and the LOs of the basis set LAPW + LO within the same angular momentum index. The coefficients \( Z^t_i \) are uniquely defined from the variational coefficients representing an expansion of band states in LAPW + LO basis set and from the augmentation procedure.

When the definition (A.2) is used in the representation (A.1), one obtains:

\[
G(r, r')|_{r'_t = t} = \sum_{ij} \phi^t_i(r) G^{R}_{ij} \phi^t_j(r'), \tag{A.3}
\]

with vectors \( R \) being the translation vectors (in real space). The coefficients \( G^{R}_{ij} \) are, therefore, defined as the following:

\[
G^{R}_{ij} = \frac{1}{Nk} \sum_k \phi^{kr} \sum_{\lambda\lambda'} Z^{kr}_{\lambda\lambda'} G^{k}_{\lambda\lambda'} Z^{k\lambda'}_{r'k}. \tag{A.4}
\]

Second step in making the ‘local’ approximation consists in further requirement which makes things local: considering only \( R = 0 \) and \( t = t' \). From equation (A.4) it follows immediately:

\[
G^{t}_{ij} = \frac{1}{Nk} \sum_k \sum_{\lambda\lambda'} Z^{kr}_{\lambda\lambda'} G^{k}_{\lambda\lambda'} Z^{k\lambda'}_{rt}. \tag{A.5}
\]

and, correspondingly, the single site approximation for \( G \) is following from (A.3):

\[
G(r, r')|_{r'_t = t} = \sum_{ij} \phi^t_i(r) G^{t}_{ij} \phi^t_j(r'). \tag{A.6}
\]
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