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Abstract
This paper introduces a data-dependent approximation of the forward kinematics map for certain types of animal motion models. It is assumed that motions are supported on a low-dimensional, unknown configuration manifold $Q$ that is regularly embedded in a high dimensional Euclidean space $X := \mathbb{R}^d$. This paper introduces a method to estimate a forward kinematics map from the unknown configuration submanifold $Q$ to an $n$-dimensional Euclidean space $Y := \mathbb{R}^n$ of observations. A known reproducing kernel Hilbert space (RKHS) is defined over the ambient space $X$ in terms of a known kernel function, and computations are performed using the known kernel defined on the ambient space $X$. Estimates are constructed using a certain data-dependent approximation of the Koopman operator defined in terms of the known kernel on $X$. However, the rate of convergence of approximations is studied in the space of restrictions to the unknown manifold $Q$. Strong rates of convergence are derived in terms of the fill distance of samples in the unknown configuration manifold $Q$, provided that a novel regularity result holds for the Koopman operator. Additionally, we show that the derived rates of convergence can be applied in some cases to estimates generated by the extended dynamic mode decomposition (EDMD) method. We illustrate characteristics of the estimates for simulated data as well as samples collected during motion capture experiments.

1 Introduction

Geometric methods that model the dynamics of complex multibody systems, such as those representing the motion of animals, are now well-established. [1,2].
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These techniques have been used in many cases to study the motion of an animal that is modeled as a collection of rigid bodies defined by bones that are interconnected by ideal joints. In these formulations, motions take values in certain types of smooth manifolds, and forward kinematic maps are defined over these manifolds. One attractive feature of these formulations is that such formulations are coordinate-free and intrinsic. Still, for many animal motion studies, the dimension of the full configuration manifold can be large. The study of human motion, bat motion, or the flight of birds are just a few such cases. For these animals, as well as others, it is often important to be able to identify submanifolds that provide accurate representations of particular motion regimes.

This paper extends our most recent work in [5]. In the paper [5], the authors explore methods to generate approximations of kinematics maps over certain smooth manifolds in applications that estimate the motion of reptiles. The analysis in [5] determines error bounds that closely resemble the more common case over Euclidean domains, but for the estimation of the functions over the motion manifolds. However, in [5] it is assumed that a known “template manifold” underlies a given motion regime. This paper seeks to generalize these results to the case when the underlying motion manifold is unknown.

As we explain more fully below, this paper defines an estimation algorithm that does not require explicit knowledge of the unknown manifold. However, despite the fact that the manifold is unknown, strong direct theorems of approximation are derived that tell how fast estimates converge over the unknown manifold. The results are derived using Koopman theory, a popular operator-theoretic approach to the study of nonlinear dynamic systems. The analysis in this paper has the added benefit that it strengthens or refines convergence results in some recent papers on the approximation of Koopman operators.

In this paper, we assume that the motion of the animal is governed by the uncertain equations

\[ x_{i+1} = f(x_i), \]
\[ y_{i+1} = G(x_{i+1}), \]

where \( X := \mathbb{R}^d \) is the state space, \( Y := \mathbb{R}^n \) is the output space, the function \( f : X \to X \) that determines the dynamics is unknown, and the observable function \( G : X \to Y \) is unknown. It is further assumed that this evolution law exhibits some additional “hidden” structure. Specifically, it is assumed that there is a compact, smooth Riemannian manifold \( Q \) that is regularly embedded in \( X \) that is invariant under the flow generated by Equation (1). The task is to collect finite samples \( \{(x_{k_i}, y_{k_i})\}_{i=1}^M \in Z = X \times Y \) of state and output pairs at discrete times \( T_M := \{k_i \in \mathbb{N} \mid 1 \leq i \leq M\} \) along a trajectory and use them to build an estimate of the observable function \( G \). Here \( \mathbb{N} \) is the collection of nonnegative integers. It is possible to choose the \( k_i \) sequentially so that \( k_1 = 1, k_2 = 2, \ldots \) etc, but the approach in this paper does not require uniform sampling in time. Ultimately, convergence of estimates of the forward kinematics map depends on the fact that the samples \( \{x_{k_i}\}_{i=1}^M \) “fill out” \( Q \) as...
$M \to \infty$, whether they are samples uniformly in time or not.

The analysis of the system in Equations 1 and 2 is carried out using the Koopman operator. Recall that for this system the Koopman operator $U_f$ is defined via the composition operator

$$U_f g := g \circ f$$

for any function $g$ in some suitable family. The Koopman operator can be used in a number of different ways to understand both the qualitative and quantitative behavior of nonlinear dynamical systems. A more careful review of relevant recent research along these lines is given in Section 1.1 below. For now we just review how the system above can be related to forecasting problems expressed in terms of the Koopman operator. The study of forecasting problems is one of the more direct applications of Koopman operators: see reference [6] for a detailed account of forecasting using the Koopman operator in continuous time.

Suppose that $\{S(t)\}_{t \geq 0}$ is a semigroup on the state space $X$ that defines a dynamical system. By definition the trajectory of the system induced by the semigroup is given by

$$x(t+h) = S(h)x(t)$$

for each $t \geq 0$ and $h \geq 0$. Correspondingly, the outputs $y(t+h) \in Y$ at time $t+h$ are defined as

$$y(t+h) = G(x(t+h)).$$

The problem of forecasting in this continuous time setting is to predict the future output $y(t+h)$ at the time $t+h$ using knowledge of the state $x(t)$ at time $t$. The problem in continuous time can be simplified by discretizing the system at times $t_i = ih$. By setting $x_i := x(ih)$ and $y_i := y(ih)$, we have

$$x_{i+1} = S(h)x_i$$
$$y_{i+1} = G(x_{i+1}) = (G \circ f)(x_i) = (U_f G)(x_i).$$

By choosing $f(x) := S(h)x$, the discretized forecasting problem has the form of our governing Equations 1 and 2. The above question makes clear that if we are able to approximate the action of the Koopman operator $U_f$ on any $g$, we can use the approximation to obtain a forecast $y_{i+1} = (U_f G)(x_i)$ of the future output from knowledge of the current state. Here we also note that the $i^{th}$ step of the discrete flow in Equation 1 is given by

$$x_{i+1} := ((U_f)^i f)(x_0).$$

Thus, obtaining an approximation of the action $U_f$ on $f$ can enable forecasting for a future state of the system. In this sense it is possible to interpret approximation of $U_f$ as solving a problem of system identification.

The general strategy outlined above is quite practical. Examples 1 and 2 described below show that the model class described above is very rich: there are a wide variety of models of animal motion that have the form above that are obtained when geometric methods [1, 2] are discretized in time.
Example 1 This first example illustrates how quite general motion estimation problems of the type governed by Equation (1) may arise. For a wide variety of animal models, it is popular to create models that consist of rigid bodies connected by ideal joints. Such a model for human motion can be constructed by choosing as states the rigid body motion of a core body, spherical joints for the hips and shoulders, and revolute joints for all the remaining joints of the body. For human motion, the full configuration manifold might be taken as

\[ \hat{X} := SE(3) \times SO(3) \times S^1 \times SO(3) \times S^1 \times SO(3) \times S^1 \times SO(3) \times S^1 \times SO(3) \times S^1 \]

In the above expression \(SE(3)\) and \(SO(3)\) designates the special Euclidean group and special orthogonal group, respectively, in three dimensions. The symbols \(S^1\) is the circle, or one-dimensional torus. Since these are all compact Riemannian manifolds, it is known by the Nash embedding theorem that \(\hat{X} \subset X = \mathbb{R}^d\) for a \(d\) large enough. Standard geometric methods as in (1, 2) describe how equations of motion generate a flow \(\{S(t)\}_{t \in \mathbb{R}^+}\) in continuous time over \(\hat{X}\). By discretizing the flow at times \(t_i := ih\) with \(h\) a fixed time step, we obtain the evolution law \(x_{i+1} = S(h)x_i\). The discretization yields dynamics of the form in Equation (1) with \(f = S(h) : \hat{X} \subset X \rightarrow \hat{X} \subset X\). If we suppose that the output space \(Y\) consists of the inertial positions of \(j\) distinguished points on the body, the kinematics map \(G : \hat{X} \rightarrow \mathbb{R}^{3j}\) := \(Y\). In motion capture studies that seek to study certain motion regimes, it is then natural to hypothesize an existence of an unknown submanifold \(Q \subseteq \hat{X} \subseteq X\). At the discrete times \(T_M := \{k_i \mid 1 \leq i \leq M\}\), a set of sample states \(\Xi_M := \{\xi_{M,i} := x_{k_i} \mid 1 \leq i \leq M\}\) and outputs \(\Upsilon_M := \{\upsilon_{M,i} := y_{k_i+1} \mid 1 \leq i \leq M\}\) are collected along trajectories of the uncertain system. The estimation problem is then to use the measurements \(\{(\xi_{M,i}, \upsilon_{M,i})\}_{i=1}^M\) to build approximations of \(UfG : Q \rightarrow Y\), where manifold \(Q\) is unknown. The strategy in this paper can be realized, at least in principle, using RKH spaces with bases that are the product of bases for functions over \(SO(3)\) or other homogeneous manifolds. Such bases are studied, for example, in (7, 8).

Example 2 In this paper, we perform numerical studies of some simpler problems that are common in studies of animal motion. Instead of modeling or studying motions in the full configuration space above, it is often of interest to understand the motion for just an appendage, or across a joint. Such studies can be used in the design of prosthetics. For simplicity, we carry out numerical studies in this paper when \(Q\) is a unknown Riemannian manifold that is regularly embedded in \(X := \mathbb{R}^d\). Again, if we assume that \(Y\) is defined in terms of the inertial positions of \(j\) points on the body, we have \(G : X \rightarrow Y\) with \(Y := \mathbb{R}^{3j}\). The estimation task is to use samples \(\{(\xi_{M,i}, \upsilon_{M,i})\}_{i=1}^M \subset X \times Y\) to build approximations of \(G\), even though the manifold \(Q\) is unknown.
1.1 Related Research

Overall, the recent research that is most relevant to this paper includes studies of formulation of animal motion, machine learning theory, and Koopman operator theory. We examine how each category relates to this paper in turn.

A theoretical foundation for the formulation of models of animal motion can be found in [1,2]. In addition, there are a wide variety of kinematic studies that evaluate specific animal motions [9–11]. Some notable recent studies have focused on discovering fundamental principles of locomotion [12] and lower-dimensional representations of motion models across a vast number of different animals [13]. However, it seems that applying learning algorithms to obtain kinematic models has been primarily applied to human motion [14,15]. Recent learning methods have utilized neural networks and deep learning to synthesize and predict human motion [16,17]. To address the time-dependent nature in synthesizing human motion, recurrent neural networks (RNNs) have been implemented [18,19]. To the authors’ knowledge, none of these efforts case the animal motion estimation problem in terms of Koopman theory, as is done in this paper.

Some parts of this paper extend certain problems of machine or statistical learning theory to the case where we want to estimate functions (kinematics maps) over manifolds. A theoretical background on distribution-free learning theory over Euclidean spaces can be found in [20–22]. Versions of learning theory cast over RKH spaces are also relevant, particularly when we want to extend the learning problems to some manifold. The approaches in [23] and [24], that are formulated in Euclidean Spaces, are a good starting point in this case.

Recent research in Koopman theory often synthesizes the viewpoints of learning theory and dynamical systems theory. Koopman operator theory has been one of the primary tools that is used to pose learning problems over time-dependent data, especially with strong nonlinear dynamics at play [25]. Excellent texts such as [26–28] as well as a number of survey articles including [29] give ample motivation for the study and use of Koopman theory. As observed in [30], with increases in computational power, the proliferation of experiments that yield high-dimensional data, and breakthroughs in the study of linear dynamics, there has been a surge of renewed interest in the Koopman operator and its spectral decomposition over the last decade. An extensive overview of the spectral properties of both the discrete and continuous Koopman operator can be found in [28, 29].

As explained in studies on Koopman theory such as [28,30,31], perhaps the most compelling theoretical reason for the use of Koopman operator theory is the trade-off it enables from the study of a nonlinear system to an linear system. Most frequently, the approach is used when the original system as in Equation 1 is nonlinear and finite-dimensional. Via Koopman theory, the system governing the evolution of observables in Equation 6 is linear, as is the Koopman operator $U_f$. However, the linear system that governs the dynamics of the observables is infinite-dimensional. Consequently, Koopman theory often requires a careful consideration of practical finite-dimensional approximations
of the infinite-dimensional operator. Many recent studies focus on the convergence of approximating the Koopman operator or quantities associated with the Koopman operator such as the Koopman modes \[30, 32\].

Convergence studies of Koopman theory have also been related to dynamic mode decomposition (DMD) algorithm \[33\]. A number of studies have used the Koopman operator framework to examine the rates of convergence of EDMD method \[34, 35\] to the Galerkin approximation of the Koopman operator. Additional convergence studies include those based on the infinitesimal generator \[36\] of the Koopman operator, as well as convergence of eigenfunctions of the Koopman operator \[31\]. The behavior of these eigenfunctions under conjugate transformations are examined in \[37\]. As powerful and promising as these methods are, none of these references study rates of convergence of the estimates.

The primary difference between the approach taken in this paper to these recent efforts like \[28, 30, 31\] is that we utilize the structure of direct approximation theorems to describe rates of convergence of approximations to the Koopman operator. To clearly explain the contributions of this paper, we review the structure of direct approximation theorems in Section 1.1.1. A careful description of convergence of approximations of the Koopman operator in recent efforts \[6, 30, 34, 36, 38\] is given in Section 1.1.2. Finally, these two subsections are employed in Section 1.2 to be precise about the nature of approximation theorems for Koopman operators in the recent literature.

### 1.1.1 Direct Approximation Theorems

The convergence of approximations of the Koopman operator in the recent literature has been studied in the uniform, strong, and weak operator topologies. We only discuss the uniform and strong operator topologies in this paper as they seem most relevant to the approach in this paper.

Let \((\mathcal{W}, \| \cdot \|_\mathcal{W})\) be some normed vector space and denote by \(\mathcal{L}(\mathcal{W})\) the collection of bounded linear operators that map \(\mathcal{W}\) into itself. By definition, a sequence of bounded linear operators \(\{T_n\}_{n \in \mathbb{N}}\) converges in the uniform operator topology if it holds that \(\|T_n - T\|_\infty \to 0\) as \(n \to \infty\) where the operator norm \(\| \cdot \|_\infty\) is defined in the usual way as

\[
\|T\|_\infty := \sup_{w \in \mathcal{W}, w \neq 0} \frac{\|Tw\|_\mathcal{W}}{\|w\|_\mathcal{W}}.
\]

The sequence \(\{T_n\}_{n \in \mathbb{N}} \subset \mathcal{L}(\mathcal{W})\) converges to \(T \in \mathcal{L}(\mathcal{W})\) in the strong operator topology if for any \(w \in \mathcal{W}\) we have \(\|T_n w - Tw\|_\mathcal{W} \to 0\) as \(n \to \infty\). The uniform operator topology is stronger (finer) than the strong operator topology since convergence of \(\|T-T_n\|_\infty \to 0\) implies that \(\|T w - T_n w\|_\mathcal{W} \leq \|T - T_n\|_\infty \|w\|_\mathcal{W} \to 0\). It is known that an operator \(T\) is compact if and only if there is a sequence of finite dimensional linear operators \(\{T_n\}_{n \in \mathbb{N}} \subset \mathcal{L}(\mathcal{W})\) that converge to \(T\) in the operator norm. It is a rather special case that Koopman operators are compact, but this case is studied under certain circumstances, for example in references \[31\], \[39\], and \[40\], which are discussed more fully below.
There is a standard framework in approximation theory for characterizing the rates of convergence of approximations that can be used to study the strong convergence of operators. This setup makes use of another linear space $S \subseteq W$. We use the symbol $S$ since it has a stronger topology than that on the weaker space $W$: it is assumed that $S$ is dense in $W$ and that there is a constant $C > 0$ such that $\|w\|_W \leq C\|w\|_S$ for all $w \in S$. Approximations are constructed in terms of a family $\{W_N\}_{N \in \mathbb{N}}$ that is a sequence of finite dimensional subspaces whose union is dense in $W$. Suppose that $P_N : W \rightarrow W_N$ is a family of uniformly bounded mappings, each $P_N$ onto $W_N$. We say that the pair of sequences $(W_N, P_N)$ and the pair of spaces $(W, S)$ satisfies a direct theorem of approximation with approximation rate $N^{-r}$ if there is some other constant $\tilde{C}$ such that we can write

$$\|w - P_N w\|_W \leq \tilde{C} N^{-r} \|w\|_S$$

for all $w \in S \subseteq W$. This inequality can be viewed as a statement that functions in the “smaller, more regular” space $S$ converge at a rate $r$ that characterizes such regularity. Often in machine learning theory or approximation theory the membership in the space $S \subseteq W$ is referred to as a “prior” on a function $f \in W$: it is information that conveys that approximations of such functions converge at a certain rate. The study of how priors and approximation operators $P_n$ can be selected to yield direct theorems of approximation is one of the central problems of approximation theory. This problem has been studied in great detail, see [41, 42] for a wide collection of choices of the spaces $W$ and $S$ over subsets of Euclidean Space. In this paper we use this construction to study the rates of convergence of approximations of the Koopman operator in the strong operator topology. We apply the analysis above when $w$ in Equation 7 is chosen to be $w := U_f g$, with $U_f$ the Koopman operator of a discrete deterministic system. The rate of approximation $N^{-r}$ will be defined in terms of the fill distance of samples in the manifold.

### 1.1.2 Approximations of Koopman Operators

As mentioned above, one of the compelling reasons that motivates the use of Koopman operators is the fact that, while the original dynamics is determined by a nonlinear function $f$ that acts on a finite dimensional space, the Koopman operator is linear and acts on an infinite dimensional space of functions. Any practical use of a Koopman operator must address questions related to its approximation. Of the recent articles [6, 31, 35, 37, 39, 40] that study approximations of the Koopman operator under various working assumptions, perhaps the most relevant to this paper are [6, 31, 39, 40]. We review each of these papers in some detail below to make clear the often subtle difference among the references and to clarify the contributions of this paper.

Reference [31] is a detailed analysis of the convergence of approximations $U_{M,N}$ determined by the EDMD algorithm of the Koopman operator $U_f$. The EDMD algorithm and its relationship to Koopman theory is discussed in some detail in Section 2.3. The integers $N, M$ denote the number of samples $M$ and
the dimension $N$ of a subspace of approximants $H_N$ used to build estimates. The convergence analysis is carried out in the Lebesgue space $L^2_{\mu}(Q)$ where $\mu$ is a measure on the manifold $Q$. The paper studies carefully the relationship of approximations of the EDMD algorithm of approximants $H_n \subset L^2_{\mu}(Q)$. A few different types of convergence are studied. Let $P_{\mu,N} : L^2_{\mu} \to H_n$ denote the $L^2_{\mu}$-orthogonal projection of $L^2_{\mu}$ onto $H_n$, and define the projected operator $U_n := P_{\mu,N}U_f|_{H_n}$ with $U_f|_{H_n}$ the restriction to the space of approximants $H_n$. The paper shows in Theorem 2 that for a fixed dimension $N$ of the approximant subspace $H_N$, the EDMD approximations $U_{M,N}$ converge to the projected operator $U_N := P_{\mu,N}U_f|_{H_n}$ as $m \to \infty$ in any operator norm (which are equivalent on $H_N$ due to the assumption that $N$ is fixed and finite). The paper also shows that $P_{N,\mu}U_fP_{\mu,N} \to U_f$ as $N \to \infty$ in the strong operator topology over $L^2_{\mu}(Q)$. The paper [31] does not address how the choice of different kernels influences or affects the choice of the space $H \subseteq L^2_{\mu}(Q)$, nor how the choice of such a prior determines the rate of convergence of the approximations.

An altogether different strategy is used to derive rates of convergence of certain types of Koopman operators in [39]. In contrast to [31] above, a regularized kernel Koopman operator $\mathcal{U}^\epsilon$ is introduced in terms of an integral operator that depends on covariance operators associated with the inputs and outputs. In this notation $\epsilon$ is the regularization parameter. Using $M$ samples, regularized approximations of the Koopman operator $\mathcal{U}^\epsilon$, as well as the associated regularized Frobenius-Perron operators, are defined in terms of integral operators whose integrands are the kernel of an RKH space defined over some compact set. Theorem 3.14 of [39] derives rates of convergence of empirical estimates $\hat{U}_{M,\epsilon}$ to the regularized operators $\mathcal{U}^\epsilon$. It is shown that the operator norm error $\|\mathcal{U}^\epsilon - \mathcal{U}_{M,\epsilon}\| = O_p(M^{-1/2}\epsilon^{-1})$ as the number of samples $M \to \infty$. Here the notations $O_p(\cdot)$ denotes the order in probability. In brief comments following the theorem, it is noted that this bound implies that the the regularization parameter should be chosen to be varying as the number of samples $M$ increases. As above, this convergence guarantee does not explain choice of kernels affects the rate of convergence for the choice of different kernels or priors.

Reference [6] studies kernel analog filtering (KAF) for certain types of forecasting problems. This paper considers deterministic dynamical systems that evolve in continuous time over a set $\Omega$. Moreover, it is assumed that the dynamical systems are measure preserving. The kernel analog filtering problem seeks a function $f_h$ that minimizes $\|f_h \circ X - \mathcal{U}^h Y\|_{L^2_{\mu}(\Omega)}$ with $\mu$ the invariant measure of the underlying dynamical system and $h$ is a time step or lag time. Here the Koopman operator $\mathcal{U}^h$ acting on the output function $Y$ corresponds to the composition of $Y$ acting on a flow map $\Phi_h : X \to X$ over a time-step $h$. Approximations in the paper [6] are studied in terms of eigenfunctions of a compact, self-adjoint operator associated with an integral operator having as integrand a kernel of an RKH space. For theoretical purposes, subspaces of approximants are defined in terms of the span of a finite collection of $N$ eigenfunctions. Finite dimensional approximations of the function $f_h$ in the paper can be understood as an approximation of a Koopman operator, see Equation
(19) of that reference. The convergence of approximations of the Koopman operator are studied in the Lebesgue space $L^2_\mu(\Omega)$ where $\mu$ is the measure that is invariant under the semigroup that determines the dynamical system. Theorem 11 proves convergence of the estimates as the dimension $N$ of the eigenspace used for approximations approaches infinity. In this sense Theorem 11 of [6] qualitatively resembles the convergence result in Theorem 2 in [31]. Theorem 14 of [6] additionally shows that empirical approximations, based on $N$ eigenfunctions and $M$ samples, converge to a regression function as $M, N \to \infty$. This conclusion is stronger than the analysis in [31] above. However, this paper does not discuss how the choice of the kernel, and a set of priors, affects the rate of convergence.

In contrast to the previous studies, reference [40] does examine rates of convergence using direct theorems of approximation of the Koopman operator under a few different situations. However, the approximations are generated by finite dimensional bases of wavelets, multi-wavelets, and eigenfunctions of the Koopman operator. Such constructions are only useful when the finite-dimensional bases are “well adapted” to the dynamics under study. Cases such as these might include evolutions on a torus where periodized standard bases can be defined. The studies [5, 43] examine the rates of convergence of the EDMD estimate to the Koopman operator by interpreting it as an empirical risk minimizer as examined in [21]. In the current paper, we consider smoother estimates generated from reproducing kernel Hilbert (RKH) spaces. This method is well-suited to taking scattered samples over unknown or irregular domains, or over subsets of manifolds.

1.2 Overview of New Results

To be precise about the contributions of this paper to the rapidly growing field of Koopman theory, we briefly summarize the overall strategy taken in this paper. This overall strategy is common to many of the approaches outlined in References [6, 29, 31, 35, 37, 39], but, as mentioned in the introduction, we focus on determining how to ensure error bounds not found in these references. Since $Q \subset X$ is unknown, but the ambient space $X$ is known, a kernel function $\hat{\mathcal{R}} : X \times X \to \mathbb{R}$ is selected that defines a reproducing kernel Hilbert space (RKHS) $H$ of real-valued functions over the known, “large set” $X$. A kernel section, or kernel basis function, centered at a point $x \in X$ is defined in terms of the kernel as $\mathcal{R}_x(\cdot) := \hat{\mathcal{R}}(x, \cdot)$. Finite dimensional spaces of approximants $H_M$ are defined in terms of bases $\{\mathcal{R}_{\xi_{M,i}}\}_{i=1}^M$, which depend on some set of samples $\Xi_M := \{\xi_{M,i} := x_{k_i} \mid 1 \leq i \leq M\}$. As mentioned before, these samples are collected along trajectories of the uncertain system at the discrete times $T_M := \{k_i \mid 1 \leq i \leq M\}$, which do not need be uniformly sampled in time. Hence, we have the spaces of approximants $H_M := \text{span}\{\mathcal{R}_{\xi_{M,i}} \mid \xi_{M,i} \in \Xi_M\}$. Approximations of the observable function $G$ for the uncertain system are built using the finite dimensional spaces $H_M$ and the $H$-orthogonal projection $\Pi_M : H \to H_M$. Data-dependent approximations $U^M_M$ of the Koopman operator $U^M_f$ are defined by the identity $U^M_M g := \Pi_M((\Pi_M g) \circ f)$, which has a coordinate representation shown in
Equation 15 in Section 3.4. By inspection of the coordinate expression, it is clear that the approximation $U^M_f$ of the Koopman operator $U_f$ can be constructed from the samples $\{(\xi_{M,i}, v_{M,i})\}_{i=1}^M$ and the choice of finite dimensional space $H_M$. This approximation does not require knowledge of the unknown function $f$. This paper introduces an approximation method in which the distribution of the samples $\{\xi_{M,i}\}_{i=1}^M$, the definition of the space $H_M$, and the choice of the kernel $\kappa$ determines the rate of convergence of $U^M_f g \to U_f g$. It should be emphasized that we make no assumption of ergodicity, nor that the evolution preserves a fixed measure.

There are three distinct contributions in this paper to the state-of-the-art in estimation methods for the system in Equations 1 and 2.

(1) Reduced Order Models of Animal Motion: Although Koopman methods have been studied for a wide variety of application areas, this paper is the first systematic study of the method for characterizing animal motions over submanifolds. The approach should be of general interest to those studying reduced order models of animal motions. The paper describes a rigorous formulation of a general method for approximating such motions, and the theory includes estimates of the rates of convergence in various function spaces as the number of samples $M$ (equal to the dimension of the subspace of approximants) increases. Such estimates are not available in the literature on motion estimation such as in [14–19].

(2) Convergence Rates for Koopman Approximations: In addition, this paper describes general, strong rates of convergence of data-dependent for some approximations of the Koopman operator. This result is of interest in its own right. Full details on the derivation and interpretation of these rates is given in the discussion of Theorem 2 below, but we briefly summarize the structure and novelty of these rates here. The primary result of this paper defines a regularity assumption in the framework of Koopman theory that is particularly powerful and enables determination of strong error bounds. The regularity assumption states that if the pullback space $f^*(H) := \{g : Q \to \mathbb{R} | g = h \circ f, h \in H\}$ is continuously embedded in a Sobolev space, then we get strong rates of convergence. These rates of approximation are bounded by $O(h^r_{\Xi,M,Q})$ where $h_{\Xi,M,Q}$ is the fill distance of samples $\Xi$ in the manifold $Q$, $$h_{\Xi,M,Q} := \sup_{q \in Q} \inf_{\xi_{M,i} \in \Xi} d_Q(q, \xi_{M,i})$$ where $d_Q$ is the metric over $Q$ and $r$ is an index that measures smoothness in a Sobolev space. Note that this is a special case of the rate of convergence in Equation 7 where $h^r_{\Xi,M,Q}$ is the same order as $N^{-r}$. Thus, even though the manifold $Q$ is unknown, we obtain a geometric characterization of the error. The convergence depends on how quickly samples fill up the unknown manifold. These rates for the Koopman approximation problem are qualitatively similar to rates of convergence that are familiar in regression in Euclidean spaces [20], interpolation over manifolds [8, 44], Chapter 10 of [42], and ambient approximation over manifolds [15]. None of the recent studies of Koopman approximations [6, 31, 35, 37, 39] derive such rates of convergence in terms of fill distances.
Convergence Rates of the EDMD Algorithm Finally, this paper defines a general data-dependent approximation of the Koopman operator as it acts on a variety of function spaces. In some instances, this data dependent operator can be interpreted as a specific implementation of the extended dynamic mode decomposition (EDMD) algorithm. With this identification it is possible to derive rates of convergence for the EDMD algorithm in certain types of function spaces. This result is described in Theorem 3 and also has no precedent in the recent studies of the EDMD algorithm, as in [35, 37].

2 Background Theory

2.1 Symbols and Nomenclature

In this paper, \( \mathbb{R} \) is the set of the real numbers. We write \( a \lesssim b \) to mean that there is a constant \( c \) that does not depend on \( a, b \) such that \( a \leq cb \), and \( \gtrsim \) is defined similarly. We let \( X = \mathbb{R}^d \) be the input space, and \( Y := \mathbb{R}^n \) be the output space. We assume that \( Q \) is a smooth, compact Riemannian manifold that is regularly embedded in \( X = \mathbb{R}^d \). The symbol \( C(Q, Y) \) represents the space of continuous, \( Y \)-valued functions over the manifold \( Q \), equipped with the usual supremum norm. We set \( L^2_\mu(Q, Y) \) to be the usual Lebesgue space of \( Y \)-valued, \( \mu \)-integrable functions over the manifold \( Q \), with \( \mu \) a measure on the manifold. If the second argument is left out, it is understood that the output space is simply real-valued \( C(Q) = C(Q, \mathbb{R}) \), \( L^2_\mu(Q) = L^2_\mu(Q, \mathbb{R}) \), etc. This paper also employs the scalar-valued Sobolev space \( W^{s,p}(Q) \) over the compact Riemannian manifold \( Q \), which is defined intrinsically in [8] or extrinsically in [44]. Roughly speaking, for integer \( s > 0 \) this space consists of all functions in \( L^p_\mu(Q) \) that have derivatives through order \( s \) that are elements of \( L^p_\mu(Q) \). The Sobolev spaces for real smoothness parameter \( s > 0 \) are obtained as interpolation spaces from those that have integer order. [8] We write \( W^{s,p}(Q, Y) \) for the \( Y \)-valued Sobolev spaces, \( W^{s,p}(Q, Y) := (W^{s,p}(Q))^n \) when \( Y = \mathbb{R}^n \).

2.2 Reproducing Kernel Hilbert Spaces

A number of constructions in reproducing kernel Hilbert spaces are used in this paper, and the reader is referred to standard sources like [46, 47] for a good introduction. The summary here is necessarily brief. Throughout the paper \( \mathcal{R} : X \times X \to \mathbb{R} \) will be an admissible kernel that defines a native space \( H \) of real-valued functions over \( X \). We always assume that the kernel \( \mathcal{R} \) is continuous, symmetric, and strictly positive definite in this paper, which means that for any finite set \( \Xi_M := \{ \xi_{M,i} \mid 1 \leq i \leq M \} \) of distinct points, the kernel matrix \( [[\mathcal{R}(\xi_{M,i}, \xi_{M,j})]] := \mathcal{R}(\Xi_M, \Xi_M) \in \mathbb{R}^{M \times M} \) is a positive definite matrix. Kernels of this type include the exponential kernel, inverse multiquadric kernel, or Matern-Sobolev kernel, among others [42]. The space \( H \) that is generated by a subset \( \Omega \subseteq X \) is defined as \( H := \text{span}\{ \mathcal{R}_x \mid x \in \Omega \} \) where the closure is taken with respect to the inner product that is defined as \( (\mathcal{R}_x, \mathcal{R}_y)_H = \mathcal{R}(x, y) \).
for all $x, y \in X$. The RKHS $H$ is characterized by the fact that it satisfies the reproducing property: we have $(\hat{r}_x, g)_H = g(x)$ for all $x \in X$ and $g \in H$.

In this paper, samples are generated along the trajectories of a discrete dynamical system over a subset $Q \subset X$. The system is defined in terms of an unknown function $f$ as in Equation (1) and the function $f$ defines an associated RKHS that is important for our analysis. For an RKHS $H$ and a mapping $f : Q \subset X \to Q \subset X$, we define the pullback space $f^*(H)$ to be the set $\{ h : Q \to \mathbb{R} \mid h = g \circ f, \text{ for some } g \in H \}$. The pullback space $f^*(H)$ is itself an RKHS, with its kernel $\hat{r}^* : Q \times Q \to \mathbb{R}$ defined as $\hat{r}^*(q_1, q_2) = \hat{r}(f(q_1), f(q_2))$ for all $q_1, q_2 \in Q$. [47] The norm on the pullback space that is induced by the pullback kernel $\hat{r}^*$ is equivalent to $\|h\|_{f^*(H)} := \inf\{\|g\|_H \mid h = g \circ f, g \in H\}$.

For a fixed $f : Q \to Q \subset X$ the Koopman operator $U_f$ is defined as $U_f g = g \circ f$: this definition makes sense for scalar-valued functions $g \in H$ as well as vector-valued functions $G \in H^n$. We define the trace or restriction operator $T g := g|_Q$. The space of restrictions $\mathcal{R} := T(H)$ is itself an RKHS space. It is induced by the kernel $\tau : Q \times Q \to \mathbb{R}$ that is the restriction of the kernel $\hat{r}$, so that $\tau(x, y) := \hat{r}(x, y)$ for all $x, y \in Q$. [46]

In this section, we review a few well-known observations regarding interpolation and projection for spaces defined in terms of scattered kernel bases. We summarize these properties for the finite-dimensional space $H_M := \text{span}\{\hat{r}_{\xi_{M,i}} \mid \xi_{M,i} \in \Xi_M, 1 \leq i \leq M\}$ that is defined in terms of scattered bases in $H$ that are located at the centers $\Xi_M := \{\xi_{M,1}, \ldots, \xi_{M,M}\}$. We let $\Pi_M : H \to H_M$ be the $H$-orthogonal projection onto the closed subspace $H_M \subset H$. Since we have assumed that the kernel $\hat{r}$ on $H$ is strictly positive definite, we have the representation

$$
\Pi_M g = \sum_{i,j=1}^{M} (\hat{r}(\Xi_M, \Xi_M)_{i,j})^{-1} g(\xi_{M,j}) \hat{r}_{\xi_{M,i}}.
$$

The projection operator $\Pi_M$ induces the $H$-orthogonal decomposition $H = H_M \oplus Z_M$ where $Z_M$ is the closed subspace $Z_M := \{f \in H \mid f(\xi) = 0 \text{ for all } \xi \in \Xi_M\}$. This decomposition implies that the complementary projection $I - \Pi_M$ satisfies $((I - \Pi_M)g)(\xi) = 0$ for all $\xi \in \Xi_M$. In other words, the orthogonal projection $\Pi_M g$ interpolates the function $g$ at the points in $\Xi_M$. When studying the convergence properties of estimates over the set $Q \subset X$, it is common that approximation errors are described in terms of the fill distance $h_{\Xi_M,Q}$ of the finite samples $\Xi_M \subset Q$ in the set $Q$. The fill distance is defined as $h_{\Xi_M,Q} = \sup_{q \in Q} \min_{\xi \in \Xi_M} d_Q(q, \xi)$ with $d_Q$ the metric on $Q$.

The relationships among the $H$-orthogonal projection $\Pi_M$, the scattered bases $\hat{r}_{\xi_{M,i}}$ in $H_M$, and the coordinate representation of $\Pi_M$, have been stated by considering $H_M$, a subset of the RKHS $H$ induced by the kernel $\hat{r} : X \times X \to \mathbb{R}$ of functions over the ambient space $X$. However, entirely analogous statements can be made for the projections onto finite-dimensional spaces $\hat{r}_M$ and $f^*(H_M)$, which are defined simply by defining scattered bases in terms of the translates of the kernels $\hat{r}_{\xi_{M,i}}$ and $\hat{r}^*_{\xi_{M,i}}$, respectively, for $\xi_{M,i} \in \Xi_M$. To simplify notation in this paper, we use the generic operator $\Pi_M$ to refer to any
of the (generally different) projections from $H, R$, or $f^*(H)$ onto $H_M, R_M$, or $f^*(H_M)$, respectively. The specific choice of the domain and range of $\Pi_M$ is clear from the context in any particular equation that follows.

### 2.3 Koopman Theory and EDMD Algorithm

We have noted earlier that the Koopman operator $U_f$ is defined from the identity $U_fg := g \circ f$ for some fixed function $f$. One of the most common ways of approximating $U_f$ is based on the extended dynamic mode decomposition (EDMD) algorithm. It has been studied carefully in recent work like [31, 35]. Here we summarize the EDMD method using nomenclature that is common in these references so that we can distinguish and compare it from the data-driven approximation studied in this paper. From a set of input-output samples, typically denoted $\{(x_i, y_i) \}_{i=1}^M$, of Equation 1, we define two data matrices $X$ and $X^+$ defined as follows,

$$X = [x_1, \cdots, x_M] \in \mathbb{R}^{d \times M},$$

$$X^+ = [x_2, \cdots, x_{M+1}] := f(X) \in \mathbb{R}^{d \times M}.$$

We want to use these data matrices to construct estimates of the Koopman operator $U_f$. Since the operator $U_f$ is infinite dimensional, we define a finite dimensional subspace for building approximations. Suppose we choose basis functions $\{\psi_i | 1 \leq i \leq N\}$ for our approximations. We introduce the vector $\psi = [\psi_1, \ldots, \psi_N]^T$. With the definition of the basis functions in $\psi$, data matrices for the EDMD algorithm are then determined as follows

$$\Psi(X) = [\psi(x_1), \cdots, \psi(x_M)] \in \mathbb{R}^{N \times M},$$

$$\Psi(X^+) = [\psi(x_2), \cdots, \psi(x_{M+1})] \in \mathbb{R}^{N \times M}.$$

Approximations of the Koopman operator $U_f$ are constructed in terms of the matrix solution $A_{N,M} \in \mathbb{R}^{N \times N}$ of the minimization problem

$$A_{N,M} := \arg \min_{A \in \mathbb{R}^{N \times N}} \| A\Psi(X) - \Psi(X^+) \|_F^2,$$

with $\| \cdot \|_F$ the Frobenius norm on matrices. The solution of this minimization problem is given by

$$A_{N,M} = \Psi(X^+) \left( \Psi^T(X)\Psi(X) \right)^{-1} \Psi^T(X).$$

Finally, the approximation $U_{N,M}$ of the Koopman operator $U_f$ is given by

$$(U_{N,M}g)(\cdot) := \alpha^T A_{N,M} \psi(\cdot)$$

for any function $g(\cdot) := \alpha^T \psi(\cdot)$ with $\alpha \in \mathbb{R}^N$. 
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3 Problem Formulation

The analysis in this paper exploits the relationship between approximation of Koopman operators and certain problems of statistical or machine learning. The distribution-free learning problem is a general problem that has been studied in a wide variety of contexts, most commonly for mappings between Euclidean spaces. As in [5] we are interested in this paper in formulating and solving this problem, not over some known compact subset such as $\Omega := [a, b]^d \subset \mathbb{R}^d$, but rather over the unknown manifold $Q$.

There are several features of this problem that make it challenging in comparison to the classical problem over $\mathbb{R}^d$. It is first necessary to state the learning problem precisely in terms of operators and functions defined over manifolds, but this seems to follow the form of the Euclidean case fairly closely. One complicating factor for the case at hand, however, is that samples we study in this paper are not generated from some independent and identically distributed (IID) measurement process. Rather, samples are collected along the trajectory of a discrete, typically nonlinear dynamic system over the unknown manifold, and the evolution law defining the samples is also unknown. Even if it were known, the fact that it defines a dependent process itself is a significant complication over the most common conventional case.

An additional, troublesome issue that this paper addresses is the question of how to define the function spaces defined over the unknown manifold when building approximations of the solution to the distribution-free learning problem. We want to build approximations in such a way that we obtain realizable algorithms that yield rates of convergence that can be proven in a spirit similar to the strategy in Euclidean spaces. This will mean that the regularity of $Q$, as a type of embedded manifold, will play a role in selecting the spaces for the formulation and its approximation.

3.1 Distribution-Free Learning in Euclidean Spaces

We begin by summarizing the general structure of the distribution-free learning problem for regression over compact subsets of $X := \mathbb{R}^d$, and subsequently, we discuss how the problem is cast in terms of the unknown manifold $Q$ for certain types of discrete evolution laws. When the distribution-free learning problem is applied to regression, we are faced with building approximations of some unknown function over $X$ that takes values in $Y = \mathbb{R}^n$. The typical case considers samples $\{(x_i, y_i)\}_{i=1}^M \subset X \times Y$. Here $X$ is the space of inputs and $Y$ is the output space. We can view the samples as perhaps noisy measurements of the functional relationship $y = G(x)$ where $G : X \to Y$ is unknown. As noted previously, it is usually assumed that the samples are independent and identically distributed, with $\nu$ the probability distribution over $X \times Y$ that generates the samples.

In the distribution-free learning problem, the probability distribution $\nu$ is unknown. The aim of learning theory is to build an approximation of the unknown function using the samples that makes some error measure small. Here
we use the familiar quadratic error for arbitrary functions $g : X \to Y$,

$$E_{\mu}(g) := \int_X \int_Y \|y - g(x)\|^2 \nu(dx, dy),$$  

(9)

where again we interpret $y = G(x)$ in the ideal, noise-free case. A great deal is

known about the structure of this particular problem in the space $L^2_\mu(\mathbb{R}^d, Y)$,

or even in $L^2_\mu(\Omega, Y)$ with $\Omega$ a nice compact subset of $X$ like $\Omega = [a, b]^d$. It is

known that the minimization of the quadratic error $E_{\mu}$ above is equivalent to minimizing the expression

$$E_{\mu}(g) = \int_X \|g(x) - G_\mu(x)\|^2 \mu(x) + E_{\mu}(G_\mu)$$  

(10)

where the measure $\nu$ is written as $\nu(dx, dy) = \mu_x(dy)\mu(dx)$, $\mu_x(dy)$ is the conditional probability over $Y$ given $x \in X$, $\mu(dx)$ is the marginal measure of $\nu$ over $X$, and $G_\mu(x) := \int_Y y\mu_x(dy)$ is the regressor function. Note that the term $E_{\mu}(G_\mu)$ does not depend on $g$. Additionally, we see that the term on the right of Equation (10) is minimized when $g(x) = G_\mu(x)$. Thus, the regressor $G_\mu$ is the optimal minimizer over $L^2_\mu(\mathbb{R}^d, Y)$. But it cannot be computed from this closed form expression since $\nu$, and therefore $\mu_x$, is unknown. In practice, then, the ideal error measure above is replaced with the discrete error

$$E_M(g) := \frac{1}{M} \sum_{i=1}^M \|y_i - g(x_i)\|^2_Y$$  

(11)

that depends on the samples $\{(x_i, y_i)\}_{i=1}^M$. The method of empirical risk minimization (ERM) seeks to minimize $E_M$ instead of $E_{\mu}$. (Note that the minimization in Equation (11) is over sequentially collected samples. This is the conventional or traditional assumption in the formulation of ERM. When discussing ERM we always use this notation, which is a special case of the setup in this paper.) Note that the discrete error $E_M$ above can be evaluated for any given $g$. When estimates $G_{M,N} = \arg \inf \{E_M(g) \mid g \in H_N\}$ that minimize the empirical risk are calculated for some $N$ dimensional space $H_N$ of approximants, it is then possible to address in what sense $G_{M,N} \to G_\mu$ as the number of samples $M$ and the dimension $N$ approach infinity. The theory for such approximations is mature, and a summary of the state art in these cases can be found [22].

3.2 Distribution-Free Learning over an Unknown Manifold

The manifold estimation problem studied in this paper modifies the classical learning problem above in a number of ways: some changes are minor, while others lead to subtle issues. Note carefully that the samples generated by Equations (1) are defined from a deterministic, nonlinear, dependent measurement
process, not one that is IID. It turns out that the assumption that samples are IID is central to many of the precise estimates of errors in distribution-free learning theory. We will analyze the system in Equation 1 in two ways in this and the next few sections. In this section, we assume that the samples \(\{ (\xi_{M,i}, \upsilon_{M,i}) \}_{i=1}^{M} \) are generated by choosing initial conditions randomly according to the unknown measure \(\mu\) on \(Q\), and then observations \(\upsilon_{M,i}\) are defined as in Equation 2. That is, the samples \(\{ (\xi_{M,i}, \upsilon_{M,i}) \}_{i=1}^{M} \) are understood as the initial condition responses of the system in Equations 1 and 2 as the initial condition is chosen randomly over the unknown manifold \(Q\). (Later we extend our analysis to the case when samples are dependent and determined along a trajectory.) In this case, the measure \(\nu\) that generates the samples has the particular form 
\[
\nu(dx,dy) = \delta_{G(f(x))}(dy) \mu(dx),
\]
and the regressor function is \(G_{\mu}(x) := \int_{Y} y \delta_{G(f(x))}(dy) = G \circ f\). With these definitions, the ideal error \(E_{\mu}\) in Equations 9 and 10 makes sense for the Lebesgue space of functions \(L^{2}_{\mu}(Q,Y)\) defined over the manifold \(Q\) without change. Likewise, the empirical error \(E_{M}\) in Equation 11 makes sense, since the evaluation operator is well-defined on \(H \subset C(X)\). In this situation, in contrast to the form of the regression error functional in Equation 10, we consider the ideal error 
\[
E_{\mu}(g) = \int_{Q} \| (U_{f}(g - G))(x) \|_{Y}^{2} \mu(dx) + E_{\mu}(U_{f}G),
\]
where \(U_{fh} = h \circ f\) defines the Koopman operator, \(U_{f}\) induced by the unknown function \(f\) that induces the unknown dynamics. Note that this expression can be interpreted as a measure of the error in estimating the regressor \(H_{\mu} = G \circ f\) by \(U_{f}G\). The corresponding discrete error function is then
\[
E_{M}(g) := \frac{1}{M} \sum_{i=1}^{M} \| v_{M,i} - (g \circ f)(\xi_{M,i}) \|_{Y}^{2} = \frac{1}{M} \sum_{\ell=1}^{n} \sum_{i=1}^{M} E_{i}^{(\ell)}(g) = \frac{1}{M} \sum_{\ell=1}^{n} E_{M}^{(\ell)}(g^{(\ell)})
\]
\[
= \frac{1}{M} \sum_{\ell=1}^{n} \sum_{i=1}^{M} \left| (G^{(\ell)} \circ f)(\xi_{M,i}) - (g^{(\ell)} \circ f)(x_{i}) \right|^{2},
\]
where we have introduced the component-wise notation \(g := (g^{(1)}, \ldots, g^{(n)})\) and \(G := (G^{(1)}, \ldots, G^{(n)})\).

### 3.3 Projection for Regression in the Pullback Space

We start with a straightforward analysis under the assumptions of the last Section 3.2. We interpret the empirical risk minimization in terms of projection or interpolation in a pullback space. We have chosen to start with this elementary case, since it makes clear some of the issues that distinguish the learning problem in this paper from the usual one in Euclidean space. We consider the component-wise minimization
\[
g_{M}^{(\ell)} := \text{argmin}\{ E_{M}^{(\ell)}(g) \mid g \in H_{M} \}
\]
with \(H_{M} := \text{span}\{ \mathcal{R}_{\xi_{M,i}} \mid \xi_{M,i} \in \Xi_{M} \}\) that is associated with Equation 12.
Theorem 1 Suppose that $f(\Xi_M) := \{f(\xi_{M,i}) \mid \xi_{M,i} \in \Xi_M\}$ are distinct points. The empirical risk minimizer $g_M^{(\ell)}$ satisfies

$$(Ufg_M^{(\ell)})(\cdot) := \sum_{i,j} \left( \mathbb{K}(f(\Xi_M), f(\Xi_M)) \right)_{i,j}^{-1} v_{M,i,j}^{(\ell)} \mathcal{R}(f(\xi_{M,i}), f(\cdot))$$

Proof 1 The proof of this theorem is a direct consequence of scattered data interpolation over the pullback space $f^*(H)$. Define the space of approximants in the pullback space $f^*(H)$ as

$$H^* := \text{span}\left\{ \mathcal{R}^*_{\xi_{M,i}} \mid \xi_{M,i} \in \Xi_M \right\} \subset f^*(H).$$

We can consider another minimization problem over the pullback space $f^*(H)$,

$$h_M^{(\ell)} = \arg\min_{h \in H^* \subset f^*(H)} \frac{1}{M} \sum_{i=1}^{M} |(v_{M,i}^{(\ell)} - h(\xi_{M,i}))|^2,$$

But Equation (14) is solved by the function $h_M^{(\ell)} \in f^*(H)$ that interpolates the samples $\{(\xi_{M,i}, v_{M,i}^{(\ell)})\}_{i=1}^{M}$, since in this case the right hand side of Equation (14) is precisely zero. The solution of this interpolation problem is given by

$$h_M^{(\ell)}(\cdot) = \sum_{i,j} \left[ \mathcal{R}^*(\xi_{M,i}, \xi_{M,j}) \right]^{-1} v_{M,i,j}^{(\ell)} \mathcal{R}^*(\xi_{M,i}, \cdot)$$

where $\mathcal{R}^*$ is the pullback kernel on the pullback space $f^*(H)$. The right hand side of Equation (4) is precisely the coordinate expression for the $f^*(H)$-orthogonal projection onto $H^*_M := f^*(H_M)$. Since the kernel $\mathcal{R}$ is assumed to be positive definite over $X \times X$, it follows that the pullback kernel $\mathcal{R}^*(\cdot, \cdot) = \mathcal{R}(f(\cdot), f(\cdot))$ is also strictly positive definite over $Q \times Q$. The assumption that $f(\Xi)$ are distinct points ensures that the Grammian in Equation (13) is invertible. From these observations it follows that

$$g_M^{(\ell)}(\cdot) := \sum_{i,j} \left( \mathbb{K}(f(\Xi_M), f(\Xi_M)) \right)_{i,j}^{-1} v_{M,i,j}^{(\ell)} \mathcal{R}(f(\xi_{M,i}), f(\cdot))$$

is a minimizer of $E_M^{(\ell)}$ over $H_M$.

Overall, Theorem 1 is quite informative. It shows that the distribution-free learning problem at hand, which is expressed in terms of an unknown manifold $Q$, measure $\mu$ on $Q$, and function $f : Q \to Q$, can in principle be solved as a simple regression problem on the pullback space $f^*(H)$. Unfortunately, the solution in Equation (13) is not of practical use in the problem at hand, since the solution depends on the unknown function $f$. This makes clear a point that distinguishes the learning problem on manifolds that we study here, where the dynamics propagates according to some unknown function $f$, from the classical regression problem.
3.4 Data-Driven Approximations

Finally, we study the uncertain system in Equations 1 and 2 in its full generality. The samples \(\{(\xi_{M,i}, \upsilon_{M,i})\}_{i=1}^{M}\) are collected along the deterministic, nonlinear system at discrete times \(T_M := \{k_i \mid 1 \leq i \leq M\}\). Now the measure \(\mu\) is taken to be some convenient probability measure over \(Q\) for defining average error, but it does not generate the samples randomly. In this section we define a data-driven approximation \(U^M_f\) of the Koopman operator, which is used to bound the excess risk, which is defined by the left hand side of the inequality

\[
E_\mu(g) - E_\mu(U_f G) = \int_Q \| (U_f(G - g))(x) \|^2_Y \mu(dx),
\]

\[
\lesssim \left( \max_{1 \leq \ell \leq n} \| U_f(G^{(\ell)}) - U_f(g^{(\ell)}) \|_{C(Q, \mathbb{R})} \right)^2.
\]

We make the structural assumption that the pullback space \(f^*(H)\) of functions over the manifold \(Q\) is continuously embedded in the space of restrictions \(\mathcal{R} := T(H)\), \(f^*(H) \hookrightarrow \mathcal{R}\), and furthermore, that the space of restrictions \(\mathcal{R}\) is embedded continuously in the Sobolev space \(W^{s,2}(Q)\). Following the strategy in [48], we define the data dependent approximation \(U^M_f g\) of \(U_f g\) to be given by

\[
U^M_f g := \Pi_M((\Pi_M g) \circ f),
\]

where this equation is interpreted componentwise for the vector-valued function \(g\). That is, \(U^M_f g := (U^M_f g^{(1)}, \ldots, U^M_f g^{(n)})\) for \(g = (g^{(1)}, \ldots, g^{(n)})\). Based on the discussion in Section 2.2, the coordinate expression for each component of this operator is

\[
U^M_f g^{(\ell)} := \sum_{i,j=1}^{M} (K(\Xi_M, \Xi_M))^{-1}_{i,j} \\
\times \sum_{p,q=1}^{M} (K(\Xi_M, \Xi_M))^{-1}_{p,q} g^{(\ell)}(\xi_{M,p}) K(\Xi_M, f(\Xi_M))_{p,j} \tilde{R}_{\xi_{M,i}}.
\]

(15)

**Theorem 2** Suppose that \(f^*(H) \hookrightarrow \mathcal{R} \approx W^{s,2}(Q)\). Then there are constants \(C, H > 0\) such that for all \(\Xi_M \subset Q\) that satisfy \(h_{\Xi_M, Q} \leq H\), we have

\[
\| (U_f G)(x) - (U^M_f G)(x) \|_Y \leq Ch_{\Xi_M, Q}^s \| G \|_{W^{s,2}(Q)}
\]

for all \(G \in W^{s,2}(Q)\) and \(x \in Q\).

**Proof 2** We define the approximation \(U^M_f G\) as above, \(U^M_f G = \Pi_M((\Pi_M G) \circ f)\). Note that the coordinate expression for \(U^M_f G\) can be calculated using the observations \(\{(\xi_{M,i}, \upsilon_{M,i})\}_{i=1}^{M} = \{(\xi_{M,i}, G(f(\xi_{M,i})))\}_{i=1}^{M}\). (Here we assume that we have collected the one additional measurement \(\xi_{M+1} = f(\xi_{M,M})\) that is...
also needed in the coordinate expression.) The proof of this theorem follows that strategy in [48], generalizing it to the case when \( Y = \mathbb{R}^n \), where

\[
\|(U_f G)(x) - (U_f^M G)(x)\|_Y \\
\lesssim \max_{1 \leq \ell \leq n} |(G^{(\ell)} \circ f)(x) - (\Pi_M((\Pi_M G^{(\ell)}) \circ f))(x)|,
\]

\[
\leq \max_{1 \leq \ell \leq n} \left\{ \|(I - \Pi_M)G^{(\ell)}\|_{C(Q,\mathbb{R})} \right. \\
+ \left. \|(I - \Pi_M)((\Pi_M G^{(\ell)}) \circ f))\|_{C(Q,\mathbb{R})} \right\}.
\]

Both term 1 and term 2 above are bounded using the many zeros Theorem \([4]\) on the manifold \( Q \). Term 1 is bounded using the fact that \( R \approx W^{s,2}(Q) \hookrightarrow W^{m,2}(Q) \) and subsequently

\[
\|(I - \Pi_M)G^{(\ell)}\|_{C(Q,\mathbb{R})} \lesssim \|(I - \Pi_M)G^{(\ell)}\|_{W^{m,2}(Q)},
\]

\[
\lesssim h^{s-m}_{\Xi, Q} \|(I - \Pi_M)G^{(\ell)}\|_{W^{s,2}(Q)},
\]

\[
\lesssim h^{s-m}_{\Xi, Q} \|G^{(\ell)}\|_{W^{s,2}(Q)}.
\]

In the above we have applied Theorem \([3]\) to the term \((I - \Pi_M)G^{(\ell)}\), which vanishes on \( \Xi_M \). We also use that fact that \( \Pi_M \) is a bounded operator on \( R = W^{s,2}(Q) \). We can similarly bound the second term: (term 2) \( \lesssim h^{s-m}_{\Xi, Q} \|U_f^j \Pi_M G^{(\ell)}\|_{W^{s,2}(Q)} \).

By virtue of the assumption that \( f^* (H) \hookrightarrow R \approx W^{s,2}(Q) \), we know (term 2) \( \lesssim h^{s-m}_{\Xi, Q} \|G^{(\ell)}\|_{W^{s,2}(Q)} \) also. Collecting the different inequalities for each of the components \( 1 \leq \ell \leq n \) finishes the proof.

We close this section by showing that the analysis of this section enables similar error bounds to be defined for certain cases of the EDMD algorithm.

**Theorem 3** Suppose that \( U_{M,M} \) is the approximation of the Koopman operator derived by the EDMD algorithm in Equation \([8]\) using the samples \( \{(\xi_{M,i}, v_{M,i})\}_{i=1}^M \), so that the basis vector \( \psi \) is selected as \( \psi := \{\mathcal{R}_{\xi_{M,i}}, \ldots, \mathcal{R}_{\xi_{M,i}}\}^T \). Under the hypotheses of Theorem \([2]\) we have

\[
\|(U_f G)(x) - (U_{M,M} G)(x)\|_Y \leq Ch^{s-m}_{\Xi, Q} \|g\|_{W^{s,2}(Q)}
\]

for the EDMD approximation \( U_{M,M} \) of the Koopman operator \( U_f \).

**Proof 3** In general, the EDMD approximation of the Koopman operator depends on two parameters, the number of samples \( M \) and the number of basis functions \( N \). It is a more general method of building an approximation of \( U_f \) than \( U_f^M \) in this paper. However, when \( M = N \) and the basis vector \( \psi \) is chosen as \( \psi := \{\mathcal{R}_{\xi_1}, \ldots, \mathcal{R}_{\xi_M}\}^T \), then the coordinate expression in Equation \([7]\) for \( U_f^M \) is precisely the same as that in Equation \([8]\). Since \( U_f^M = U_{M,M} \), the error bound follows.
We close this section with the description of the algorithm that generates an estimate that accords with the error bounds described above. Note that the discrete times $k_i \in T_M$ must be updated and stored in order to determine the selected outputs $\{y_k\}_{i=1}^M$ used in the estimate calculation. This list is updated adaptively based on two criteria: maintaining some minimal separation between points and generating samples that effectively cover the underlying manifold or subset of interest. Minimal separation is controlled by the parameter $\eta$, which is needed to ensure numerical stability of the kernel matrix $K(f(\Xi_M), f(\Xi_M))$. It is well-known that a lower bound on the smallest eigenvalue of the kernel matrix can often be related to the minimal separation of the points under consideration.\[42\] Our numerical experiments have established that this is a critical feature of the estimation problem, one that cannot be overlooked. Because of page limitations, we leave reporting of this qualitative aspect of the conditioning to a full, journal version of this paper to follow. This algorithm is based on the assumption that the sequential input/output samples $\{(x_i, y_i)\}_{i\in N}$ generated by the governing Equations 1 and 2, and measured by the agent, are available on a time scale that is much finer than that used for the generation of approximations. Estimation and approximation is carried out on a coarser time scale that is based on subselecting centers and outputs that satisfy separation and coverage criteria in the algorithm.

**Algorithm 1** Data-Dependent Approximation of the Koopman Operator Over an Orbit

| input: | Candidate sample library $\{x_i, y_i^{(\ell)}\}_{i=1}^m$, for component $\ell$, $1 \leq \ell \leq n$ of the output |
| initialization: | $\Xi_M = \xi_{M,1} = x_1$, $M = 1$ |
| for $x_i$ in $\{x_i\}_{i=2}^m$ do |
| if $\|\xi_{M,j} - x_i\| > \eta$, $\forall \xi_{M,j} \in \Xi_M$ |
| Add sample $x_i$ to the set of centers |
| $\Xi_{M+1} = \Xi_M \cup \{x_i\}$ |
| Add sample index $i$ to the set of indexed times |
| $k_i = i$, $T_{M+1} = T_M \cup \{k_i\}$, $M = M + 1$ |
| end for |
| Construct Kernel Matrix |
| $K(f(\Xi_M), f(\Xi_M))_{i,j} = [\Re(f(\xi_{M,i}), f(\xi_{M,j}))]$ |
| Calculate coefficient $\{\alpha_j\}_{j=1}^M$ of estimate |
| $\alpha_i = \sum_{i,j} (K(f(\Xi_M), f(\Xi_M)))_{i,j}^{-1} y_k^{(\ell)}$ |
| return | Estimate $U_F^M G^{(\ell)}(\cdot) = \sum_{i=1}^M \alpha_i \Re_{M,i}(\cdot)$ |

### 3.5 Sobolev Spaces by Restriction

The approach in this paper relies on defining a reasonable kernel over the manifold $Q$ that is not known a priori. Before proceeding to consider specific
examples and numerical studies, we summarize a few issues that must be considered in choosing a kernel. There are a wide range kernel functions, commonly referred to as radial basis functions (RBFs), the depend only on the distance between points on the underlying set. Many of these RBFs are defined over subsets of \( \mathbb{R}^d \) and depend on the Euclidean distance between points, see [42] for a summary. However, some kernels are defined over smooth manifolds using intrinsic information about the manifold, such as its intrinsic distance, its Riemannian metric, or its coordinate charts. One standard example to define the kernel in these cases uses eigenfunctions of the Laplace-Beltrami operator over the manifold and Mercer’s Theorem to define the kernel. We refer to these as intrinsic methods that define the kernel. Another intrinsic approach uses coordinate charts as in [42] Chapter 17. While the latter intrinsic methods to define the kernel on \( Q \) would provide a path to approximations if \( Q \) were known, they seem less well-suited to attack the problem when \( Q \) itself is unknown.

In an extrinsic method a kernel over the embedded manifold is obtained by restricting the kernel defined on the ambient Euclidean space to the submanifold. As mentioned previously, we define a restricted kernel \( \tau : Q \times Q \to R \) from our embedded manifold \( Q \subset \mathbb{R}^d \), where \( \tau(\cdot, \cdot) := \mathcal{R}(\cdot, \cdot)|_{Q \times Q} \). If \( \mathcal{R} \) is positive definite, so is its restriction \( \tau \) to \( Q \), making \( \tau \) well-suited for approximation problems over the submanifold. This philosophy is studied in detail in [44]. The main benefit of such an approach is that we do not necessarily need to know the submanifold \( Q \), but rather just that our inputs to our kernel actually come from this restriction rather than the full ambient space. Another benefit of this approach is that there is a large collection of candidate kernels defined over Euclidean space from which to choose.

Even though extrinsic methods can be attractive, they do have their drawbacks. There are some well-known trade-offs from this approach primarily related to the loss of smoothness in approximating functions. We note that, for any given \( k \)-dimensional submanifold \( Q \subset \mathbb{R}^d \), the trace operator \( T_Q f = f|_Q \), which restricts functions to a \( k \)-dimensional manifold \( Q \) actually extends to a continuous, and therefore bounded, linear operator \( T_Q : W^{s,2}(Q) \to W^{m,2}(Q) \) with \( m \leq s - (d - k)/2 \). Essentially, this means that restricting functions to the submanifold reduces smoothness by \( 1/2(d - k) \) for the reduction in dimension \( (d - k) \) [44]. Note, that the rates of convergence of the estimates from Theorems 2 and 3 are bounded by the fill distance raised to the power \( s \) which depends on the smoothness of the space. This reduction in smoothness, therefore, also decreases the rate at which the estimate converges.

4 Examples and Numerical Results

This section summarizes numerical results for some examples of estimates given a family of observations \( \{(\xi_{M,i}, u_{M,i})\}_{i=1}^M \) collected over an unknown manifold, \( Q \). We set the centers \( \Xi_M := \{\xi_{M,1}, \ldots, \xi_{M,M}\} \) in this section.
4.1 Example: The Pendulum

For our first example, we consider a simple case that can be expressed in closed form to illustrate the concepts behind the empirical estimate. The evolution corresponds to the dynamics of a pendulum with mass \( m = 1 \) hanging from a massless rod of length \( l = 1 \) that is approximated using the Störmer-Verlet discrete integration scheme as given in Example 1.4 in [49]. In this example, \( x^{(1)} \) and \( x^{(2)} \) correspond to the pendulum’s momentum and position respectively. The equations of motion are given as

\[
\dot{x}^{(1)} = -\sin(x^{(2)}) = f_1(x^{(2)}) \tag{16}
\]

\[
\dot{x}^{(2)} = x^{(1)} \tag{17}
\]

The discrete evolution is determined for the pendulum’s position \( x^{(2)}_i \), as well as approximations \( x^{(1)}_i \) and \( x^{(1)}_{i+1/2} \) of the derivative \( x^{(1)} = \dot{x}^{(2)} \) at the \( i \)th and \( i + 1/2 \) step. The approximations are calculated by

\[
x^{(1)}_i = \frac{x^{(2)}_{i+1} - x^{(2)}_{i-1}}{2h} \tag{18}
\]

\[
x^{(1)}_{i+1/2} = \frac{x^{(2)}_{i+1} - x^{(2)}_i}{h} \tag{19}
\]

where \( h \) is the time step. Note that in this formulation \( \ddot{x}^{(2)} = f_1(x^{(2)}) \) which can be approximated by a second-order difference quotient

\[
x^{(2)}_{i+1} - 2x^{(2)}_i + x^{(2)}_{i-1} = h^2 f_1(x^{(1)}_i) \tag{20}
\]

Using the positions \( x^{(2)}_i \) and the momentum \( x^{(1)}_i \) along with the second derivative \( f_1(x^{(1)}_i) \) and Equations [18, 19 and 20], we can determine a one step evolution \( f : Q \rightarrow Q \) to get \( (x^{(1)}_{i+1}, x^{(2)}_{i+1}) \) defined by the following recursion

\[
x^{(1)}_{i+1/2} = x^{(1)}_i + \frac{h}{2} f_1(x^{(2)}_i) \tag{21}
\]

\[
x^{(2)}_{i+1} = x^{(2)}_i + h x^{(1)}_{i+1/2} \tag{22}
\]

\[
x^{(1)}_{i+1} = x^{(1)}_{i+1/2} + \frac{h}{2} f_1(x^{(2)}_{i+1}), \tag{23}
\]

To generate the samples, the recursion is first taken over 256 steps, but the actual centers \( \Xi_M \) were chosen at iterations \( \{k_i\}_{i=1}^M \) such that there was sufficient separation between the centers. For this example, a total of 37 centers were used. For a set of centers \( \Xi_M \), the separation

\[
s_{\Xi_M} = \frac{1}{2} \min_{\xi_{M,i}, \xi_{M,j}} d_Q(\xi_{M,i}, \xi_{M,j})
\]
corresponds to the largest possible radius of disjoint balls centered around the samples \( \Xi_M \). As will be seen shortly, the separation will be key to numerical stability.

We build estimates for an unknown observable function \( G : X := \mathbb{R}^2 \to \mathbb{R} \) from samples collected over \( Q \subset \mathbb{R}^2 \). The function \( G \), and therefore the outputs \( y_i \), are defined for each \( x_i := (x_i^{(1)}, x_i^{(2)}) \in \mathbb{R}^2 \) by

\[
G(x_i) = y_i = 1.5 - \sin(x_i^{(2)}) + \frac{1}{9}(x_i^{(1)})^2. \tag{24}
\]

Figure 1 depicts the estimates of the Koopman operator acting on the observable function \( G \). In these studies, we use the Matern-Sobolev kernel,

\[
\mathcal{R}^{MS}(\xi_{M,j}, x) = \mathcal{R}^{MS}_{\xi_{M,j}}(x) = \left( 1 + \frac{\sqrt{3}\|x - \xi_{M,j}\|^2}{\beta} \right) \exp\left( -\frac{\sqrt{3}\|x - \xi_{M,j}\|^2}{\beta} \right)
\]

with \( \| \cdot \|_2 \) the standard Euclidean norm over \( \mathbb{R}^2 \), \( \xi_{M,j} \) corresponds to the \( j \)th kernel center, and the hyperparameter \( \beta \) measures the decay of the kernel function away from the center. From the figure, it is evident that the surface, \( U^MG \) generated from the RKHS basis intersects the true function surface \( U_fG \) along the manifold \( Q \) where the sample inputs are collected. This is a result of the interpolating properties of the RKHS approximation.

Approximations are also generated from compactly supported kernel functions as defined in [42]. Some examples of these types of kernels include

\[
\begin{align*}
\mathcal{R}^{CS}_1(\delta) &= (1 - \delta)^4(4\delta + 1) \\
\mathcal{R}^{CS}_2(\delta) &= (1 - \delta)^6(35\delta^2 + 18\delta + 3) \\
\mathcal{R}^{CS}_3(\delta) &= (1 - \delta)^8(32\delta^3 + 25\delta^2 + 8\delta + 1)
\end{align*}
\]

where the radial distance \( \delta = \|x - \xi_{M,j}\|_2 \) is defined from the kernel center \( \xi_{M,j} \), and the operator \( (\cdot)_+ \) returns the argument in the parenthesis if it is positive and zero otherwise. The positive-semidefinite property of the operator \( (\cdot)_+ \) ensures each kernel is compactly supported. Figure 2 compares the estimate using the Matern-Sobolev kernel with \( \beta = 1 \) to the estimate using the compactly supported kernel \( \mathcal{R}^{CS}_2 \).

Roughly speaking, the performance of the EDMD algorithm in Figures 1 and 2 can be assessed by considering two convergence regimes. Over the manifold \( Q \), excellent convergence is attained as guaranteed in Theorem 3. For locations outside the manifold, we can interpret Figures 1 and 2 as illustrating the accuracy of “out of sample” predictions depending on the regularity of the unknown function \( G \) and the hypothesis space. Out of samples predictions can have substantial error (that decreases as we approach the manifold). Notice how both estimates have substantial error away from the manifold with the estimate generated via compactly supported kernels quickly decaying to zero away from the manifold as a consequence of its compactly supported basis.
Figure 1: An example of the $U_f G$ approximation (in red) of $G$, represented by the light green surface. Using $M = 37$ samples collected over the composition $U_f G$ defined by Equations 21 through 23 and the unknown function 24, the finite dimensional approximation $U_f^M G$ is generated from the RKHS represented by the mesh blue surface. Minimizing the empirical risk over the samples corresponds to interpolating the function over the samples as represented by the red dashed line.
Figure 2: The estimate $U^M_f G$ of the composition $U_f G$ defined by Equations \ref{eq:21} through \ref{eq:23} and the unknown function defined by Equation \ref{eq:24} using the Matern-Sobolev kernel (a) with $\beta = 1$ and the estimate using the compactly supported kernel $K_{CS}^2$ (b). Both estimates use the same number of samples $M = 37$ and decay away from the manifold. However, the estimate (a) is still nonzero everywhere while the estimate (b) itself quickly decays to zero away from the manifold as a consequence of its bases being compactly supported.
Similar to many methods that use kernels for applications in learning theory [23], kernel families like the Sobolev-Matern kernels can depend on additional constants, the hyperparameters, that affect the shape of the kernel bases. The hyperparameters can have a profound effect on the convergence of finite-dimensional approximations, depending on the application. As noted in [5] and [43], oscillations in the estimate can be evident depending on how we choose the hyperparameter, $\beta$, from the Matern-Sobolev kernel function. Here we illustrate the improvement that can be achieved using $\beta$. Figure 3 illustrates estimates generated by the Matern-Sobolev kernel for various $\beta$. In these cases, larger values of $\beta$ decrease the decay of the kernel centers and lead to a wider spread of each kernel. From Figure 3 it is clear that estimates generated from the larger $\beta$ are “flatter” and exhibit less drastic changes in the estimate over small distances. As the $\beta$ parameter is decreased the decay rate increases from the center and lowers the spread of each kernel function. This can lead to the oscillations seen in the estimates for smaller $\beta$ values.

As illustrated in the comments above, Theorem 3 can be an important tool in studying the fidelity of Koopman approximations over a manifold. As mentioned in the introduction and the theoretical results, the solution to the distribution free learning problem satisfies particular rates of convergence. Figure 4 demonstrates the calculated error convergence of the estimate of the Koopman approximation to the true function as the number of samples increased. An increase in the number of centers collected on the manifold reduces the fill distance that bounds the error of the approximation. The decay rate is determined by selecting $t$ and $m$ as described in [48]. From the figure, it is clear that the error is bounded by $O(h^{-m})$, which is represented by the dashed line above the curve.

Clearly, the accuracy in Theorem 3 improves as the dimension of the space of approximation increase. However, practical use of the EDMD algorithm must also consider numerical stability as the dimension of function space increases. While stability of numerical approximations is well-documented in the literature on kernel approximations [42] it is not discussed anywhere in the recent literature on approximations of Koopman operators [25, 36]. For completeness, we review how numerical stability of Koopman approximations can be studied using results from kernel interpolation and approximation.

The solution, $U^H G$, of Equation 13 comes from projecting the true solution, $G$, onto a subspace, $H_M = \text{span}\{K_{\xi}, \xi \in \Xi_M\}$, defined over the set of centers, $\Xi_M$. This solution satisfies the equation

$$K_M\alpha^* = G(\Xi_M)$$

where we define the kernel matrix $K_M := K(\Xi_M, \Xi_M)$, output vector $G(\Xi_M) := [G(\xi_1), \ldots, G(\xi_M)]^T$ and $\alpha^* \in \mathbb{R}^M$ is a vector of coefficients corresponding to the $H_M$ projection. However, noise in both the sample inputs and the output measurements as well as computer precision effectively results in perturbations, $\Delta K_M$ and $\Delta G$ of the kernel matrix $K_M$ and the output vector $G(\Xi_M)$ respectively. In practice, a numerical solution $\hat{\alpha}$ is the exact solution of the nearby
Figure 3: The approximations $U^M G$ of the composition $U f G$ defined by Equations \ref{eq:21} through \ref{eq:23} and the unknown function defined by Equation \ref{eq:24} for various hyperparameters, $\beta$ of the Matern kernel: with $\beta = 5$ (a), $\beta = 1$ (b), $\beta = 0.5$ (c), $\beta = 0.2$ (d). Each of the estimates is generated with the same number of centers ($M = 37$). Regardless of the hyperparameter selected, it is clear that each estimate is still determined by an algorithm which fits the estimate to the empirical samples collected along the red line over the manifold $Q$. 
The rate of convergence of the estimate of the Koopman approximation. The rate of convergence is bounded by the fill distance represented by the dashed line above the curve.

\[
(K_M + \Delta K_M)\hat{\alpha} = G(\Xi_M) + \Delta G. \tag{26}
\]

The bounds between the exact solution and the numerical calculation are known to satisfy

\[
\|\alpha^* - \hat{\alpha}\| \lesssim C \text{cond}(K_M)\|\Delta K_M\|\|\Delta G\|. \tag{27}
\]

where the condition number \(\text{cond}(K_M) = \|K_M\|\|K_M^{-1}\|\). Using norm equivalences, if the uniform norm is substituted into Equation \(27\), the logarithm of the condition number can be used to estimate the number of digits of accuracy lost.

We investigated the numerical stability of the EDMD estimates by examining the condition number of the kernel matrix from sets of kernel centers which differed by some predetermined quasi-uniform spacing. Sample inputs were first generated by 256 steps of the recursion defined by Equations \(21\) through \(23\). The centers used to generate the estimates were then selected to satisfy a particular fill distance. The number of centers used, therefore, ranged from 2 to 64 with decreases in the specified fill distance leading to an increase in the number of centers. Figure \(5\) demonstrates the condition number of kernel matrices using various compactly supported kernels as the minimum spacing between the kernel centers is decreased. The slopes of each curve demonstrate that for increasing order of kernels, which belong to more restricted smooth spaces, the computation becomes more unstable compared to the kernels which belong to lower order smoothness spaces. Similarly, Figure \(6\) examines the condition number given the minimum spacing for kernel matrices defined by the Matern-Sobolev kernels with various hyperparameters, \(\beta\). As mentioned previously, larger \(\beta\) leads to a slower decay of the kernel function and, therefore, a larger “spread” of the kernel about its center. From the figure it is evident that this larger spread increases the condition number of the corresponding kernel matrices. The numerical instability correspondingly suffers as is evident from

---

Figure 4: The rate of convergence of the estimate of the Koopman approximation. The rate of convergence is bounded by the fill distance represented by the dashed line above the curve.
the higher condition number for curves of increasing $\beta$.

Overall, in terms of our comments following Equation 27 above, the range of the condition numbers in Figures 5 and 6 is significant. Even with double precision calculations, many significant figures can be lost for these condition numbers. Thus, while Theorem 3 provides a strong upper bound on accuracy, the upper bounds may not be realizable in practical computations. This topic has been the focus of much research in scattered data interpolation and approximation, but has not been studied in the EDMD literature.

On the other hand, we may be interested in the effect of non-uniform sampling. In Figures 5 and 6, the spacing between centers is relatively uniform amongst the samples and, therefore, the separation decreases along with the fill distance making it difficult to determine effects based solely on the separation. While the fill distance is the critical feature in determining the theoretical bounds on the error, the next set of results emphasized the numerical stability is dependant on the effects of the separation alone. As mentioned in [42], lower bounds for $\lambda_{\text{Min}}(K_M)$ can be solely determined as functions of the separation distance $s_{\Xi M}$. Strictly speaking, the condition number depends on both the minimum and maximum eigenvalues of the kernel matrix. However, [42] notes that the condition number seems to depend most strongly on $\lambda_{\text{Min}}(K_M)$. Specifically, the lower bound for the minimum eigenvalue of a kernel matrix defined by compactly supported kernels of $k$ smoothness as defined in [42] is a function $s_{\Xi M}^{2k+1}$ of the separation distance. To investigate the effects of this decreasing bound, samples are generated following the recursion of Equations 21 through 23 for 256 iterations. Of those samples, centers are selected satisfying a particular fill distance along the manifold. An additional center $\xi_{M+1}$ is then generated at some smaller distance from the initial center $\xi_{M,1}$. Consequently, the fill distance in these examples remains constant for each curve while decreasing the separation alone. We then examine the minimum eigenvalue of the kernel matrix as a function of the spacing between two samples.

Figure 7 illustrates the effect of decreasing the separation distance between just two centers while keeping the fill distance constant. Each curve differs by the initially set fill distance of the set of centers. Decreases in the fill distance inadvertently result in decreases in the separation as demonstrated by the shift in decreasing direction for the minimum eigenvalue between curves. However, it can be clearly observed that, for a fixed fill distance, decreases in the separation alone will rapidly decrease the minimum eigenvalue and, thus, increase the condition number of the matrix and potentially lead to poor numerical results.

4.2 Example: Human Kinematics Study

Our second example uses three-dimensional motion capture data collected in [50] during a human walking experiment on a treadmill. From their experiment, we collected 5000 marker coordinates relative to a fixed inertial frame defined by the camera’s fixed position. For this example, a small candidate kinematic model is defined from the full collection of experimental trajectories. The marker coordinates of the hip, knee, and ankle in the full data set are projected to the
Figure 5: Three cases of the condition number of the kernel matrix, $K_M$, versus the minimum separation distance of the collected centers from the simulated data. Each curve corresponds to the compactly supported Wendland functions of smoothness class $C^2$, $C^4$ and $C^6$. In this example, centers are quasi-uniformly distributed based on some predetermined spacing, $s_p$, which is of the same order as the fill distance, $h_{\Xi,M,Q}$, and the separation, $s_{\Xi,M}$. The number of centers ranged from $M = 2$ for the largest separation to 64 for the smallest. Note that as the separation distance decreases the condition number increases exponentially. Additionally, the condition number of the kernel matrix associated with higher order kernels is larger for the same separation distances.
Figure 6: This figure demonstrates the relationship between the fill distance and the condition number for the Matern-Sobolev kernel, $\mathcal{R}^{MS}_2$, for various values of the hyperparameter, $\beta$. In this example, centers are quasi-uniformly distributed based on some predetermined spacing, $s_p$, which is of the same order as the fill distance, $h_{\Xi_M, Q}$, and the separation, $s_{\Xi_M}$. Like the previous study, the number of centers, $M$, ranged from 2 to 64 based on the separation distance. The smaller spread of the kernel function corresponding to smaller $\beta$ lowers the condition number for estimates of similar fill distances. However, the rate of increase given by the slope is determined by the kernel type as is, therefore, relatively the same for each curve in this example.
Figure 7: A figure illustrating the behavior of the minimum eigenvalue of the Kernel Matrix $K$ given the minimum separation distance of the collected centers from the simulate data. For each curve, the separation, $s_{\Xi_M}$ is decreased between only two centers while keeping a constant fill distance $h_{\Xi_M, Q}$. The number of centers per curve $M$ ranged from 7 to 37 based on the specified fill distance between the centers.
sagittal plane that divides the left and right half of the body see Figure 8. With this projection, the joint angle $\theta^{(1)}$ roughly corresponds to hip flexion, and it is calculated from the projected vector $v^{(1)}$ that connects the hip to knee from the inertial $b^{(1)}$ vector in the plane. The knee flexion angle $\theta^{(2)}$ is calculated by taking the dot product between the vector $v^{(1)}$ and the vector connecting the knee to the ankle $v^{2}$ in the sagittal plane. We then work with the assumption that samples of these joint angles come from some configuration manifold $Q$. Here the indexes $\{k_{i}\}_{i=1}^{M}$ and thus the sample pairs $\{(\xi_{M,i}, v_{M,i})\}_{i=1}^{M}$ were chosen so that there was sufficient separation distance of at least 0.5 radians between the kernel centers, $\Xi_{M}$. For illustrative purposes, we chose to examine the kinematic maps $G^{(1)}$ and $G^{(2)}$ from the joint angles $\theta^{(1)}$ and $\theta^{(2)}$ to the ankle $y^{(1)}$ and $y^{(2)}$ associated with the $b^{(1)}$ and $b^{(2)}$ vectors in the body-fixed frame. By choosing the outputs $\{y_{k_{i}+1}^{(1)}\}_{i=1}^{M} = \{v_{M,i}^{(1)}\}_{i=1}^{M} = \Upsilon_{M}$ to be the ankle coordinates associated with the $b^{(1)}$ vector, we can visualize the Koopman operator acting on function $G^{(1)} : \theta^{(1)} \times \theta^{(2)} \rightarrow y^{(1)}$ as shown in Figure 9a. Similarly, we can define the outputs, $\Upsilon_{M}$ to be $\{y_{k_{i}+1}^{(2)}\}_{i=1}^{M}$ to estimate the action of the Koopman operator on the function $G^{(2)} : \theta^{(1)} \times \theta^{(2)} \rightarrow y^{(2)}$ mapping to coordinates associated with the $b^{(2)}$ vector as is shown in Figure 9b.

Figure 9 was generated using $M = 4249$ samples and the Matern-Sobolev kernel with $\beta = 2$. Both estimates are generated over the same submanifold $Q$ of the input space with coordinates $\theta^{(1)}$ and $\theta^{(2)}$. However, from the figure we can see that the Koopman operator acting on $y^{(1)}$, which corresponds to the height of the ankle from the hip, remains relatively constant throughout the motion while the Koopman operator acting on $y^{(2)}$, which associated with forward movement relative to the body, undergoes significant changes over the submanifold $Q$.

5 Conclusion

This paper has derived methods for estimation of forward kinematics of animal motions. We have derived a closed form expression for the empirical risk minimizer in a pullback RKHS space that depends on the unknown dynamics. We also have shown that approximations of the unknown function $G : Q \rightarrow Y$ can be constructed in terms of a data-dependent approximation of the the Koopman operator. For the kernel based method, we have derived error bounds based on scattered samples and kernel dependent bases defined over $Q$. Finally, we have presented numerical and experimental results to better illustrate the qualitative behavior of the algorithms.

Data Availability

The datasets generated during and/or analysed during the current study are available from the corresponding author on reasonable request.
Figure 8: An illustration of the inputs $\theta^{(1)}$ and $\theta^{(2)}$, which roughly correspond to hip and knee flexion respectively. These input variables can be mapped to measured marker coordinates placed on joints such as the knee or ankle.

Appendix

The proof of convergence for the approximation of the Koopman operator in Section 3.4 uses a version of the many zeros theorem that holds over compact, smooth, regularly embedded submanifolds $S \subset \mathbb{R}^d$.

**Theorem 4** ([44] Lemma 10) Let $Q$ be a $k$ dimensional smooth manifold, $s \in \mathbb{R}$ with $s > k/2$, and $m \in \mathbb{N}$ satisfy $0 \leq m \leq \lceil s \rceil - 1$. There there are constants $C, H$ such that if $h_{\Xi, M, Q} \leq H$ and $f \in W^{s, 2}(Q)$ satisfies $f|_{\Xi, M} = 0$, then

$$|f|_{W^{s, 2}(Q)} \leq C h_{\Xi, M}^{s-m} |f|_{W^{s, 2}(Q)}.$$  

To apply this theorem in applications, we will need to choose the kernel $K$ that is defined on all of $X$ in such a way that that the space of restrictions $R$ to $Q$ is equivalent to a Sobolev space over $Q$. This can be achieved using the strategy outline on page 1759 of [44]. The kernel $K$ on $X \times X$ is said to have algebraic decay if its Fourier transform $\hat{K}$ has algebraic decay in the sense that $\hat{K}(\xi) \sim (1 + \|\xi\|_2^2)^{-\tau}$ for $\tau > d/2$. If the kernel satisfies this algebraic decay condition, then it follows that $H = W^{\tau, 2}(\mathbb{R}^d)$. We then can use the following theorem, again from [44].

**Theorem 5** ([44] Theorem 5) If the kernel $K$ that induces $H$ satisfies the algebraic growth condition with exponent $\tau$, then we have $R = T(H) = W^{\tau - (d-k)/2, 2}(Q)$.  

34
Figure 9: The estimates of the coordinates of the ankle associated with (a) the $b^{(1)}$ vector and (b) the $b^{(2)}$ vector over the submanifold $Q$ of the input space given by the input coordinates $\theta^{(1)}$ and $\theta^{(2)}$. Here 5000 samples were initially examined. Of those, 4249 were selected that had sufficient separation of distance greater than 0.5 radians between inputs.
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