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Abstract—Agricultural research is essential for increasing food production to meet the needs of a rapidly growing human population. Collecting large quantities of agricultural data helps to improve decision-making for better food security at various levels. From international trade and policy decisions, down to individual farmers. At the same time, deep learning has seen a wave of popularity across many different research areas and data modalities. Satellite imagery has become available in unprecedented quantities, driving much research from the wider remote sensing community. The data hungry nature of deep learning models and this huge data volume seem like a perfect match. But has deep learning been adopted for agricultural tasks using satellite images? This systematic review of 193 studies analyzes the tasks that have reaped benefits from deep learning algorithms, and those that have not. It was found that while land use/land cover research has embraced deep learning algorithms, research on other agricultural tasks has not. This poor adoption appears to be due to a critical lack of labeled datasets for these other tasks. Thus, we give suggestions for collecting larger datasets. In addition, satellite images differ from ground-based images in a number of ways, resulting in a proliferation of interesting data interpretations unique to satellite images. So, this review also introduces a taxonomy of data input shapes and how they are interpreted in order to facilitate easier communication of algorithm types and enable quantitative analysis.
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I. INTRODUCTION

There are big agricultural challenges coming. The human population is expected to increase significantly in the next decades [122], which will require an estimated global yield increase of 25%–70% [47]. At the same time, a changing climate brings additional challenges [118] and the need to reduce the environmental impact of agriculture [38].

Collecting more agricultural data is one path to improving global food production and distribution. Remote sensing is an extremely useful tool for such because it provides a nondestructive and nonintrusive way to monitor agricultural fields simultaneously at a fine level of detail and across wide areas and times. This makes it a technology that can be used for fast and targeted interventions at a farm-level [41], regional studies of ecological change over time [99], county-level yield prediction for logistics [32], and international trade decisions [75]. To achieve these, there are many sources of worldwide satellite imagery freely available to the public. The most popular for agricultural purposes are: Sentinel [25], [120], Landsat [100], and Moderate Resolution Imaging Spectroradiometer (MODIS). Each of these satellite programs store and manage enormous collections of historical worldwide imagery, e.g., Sentinel added 7.34 PiB of imagery to their archive in 2021 [108]. The availability of this data is recognized as a key driver of research [80].

At the same time, deep learning has become the dominant approach in all generic computer vision dataset competitions [21], [64], [70]. On those tasks, deep learning outperforms traditional feature engineering and machine learning (ML) by a wide margin. It is generally agreed that these successes are only possible because of the availability of large training datasets [40]. Thus, given the large volumes of data available for remote sensing, a similar shift is expected in remote sensing algorithms. But has this been the case for agricultural tasks?

This systematic review of 193 studies investigates and quantifies the use of deep learning on satellite images across agricultural tasks. It was found that there were very few examples of modern deep learning methods from before 2020, after which they have become increasingly popular, with an explosion of research in just the last few years. However, this increase in popularity has been mostly for land use/land cover (LULC) tasks, and to a lesser extent in yield prediction. Research into other agricultural tasks have not seen the same level of adoption. Consequently, there was a wide variety of approaches taken for LULC tasks, but the most common approach for the other tasks is still a pixel-based random forest (RF) or multilayer perceptron (MLP). Nevertheless, it was found that where spatial convolutional neural networks (CNNs) were used, they consistently outperformed traditional ML methods across all tasks. However, long short-term memory models (LSTMs) did not consistently outperform traditional ML method for yield prediction. There were few papers that included attention-based models (both ViT [125] and custom architectures [36]), but there was no consistent improvement observed over other modern deep learning techniques in the reviewed studies.

Compared to ground-level images, satellite images have lower spatial resolutions, higher spectral resolution, and are typically processed to obtain reflectances (a physical measurement). Labels for remote sensing tasks are often annotated for objects (parcels of many pixels; e.g., a field), rather than being annotated at either image (classification) or pixel (segmentation)
level. Differences such as these between satellite images and ground-based have encouraged researchers to explore novel data interpretations to use deep learning on satellite images in ways not typically seen in generic computer vision research. For example, a single satellite image might naturally be used in a 2DCNN, but might also be flattened and used in an MLP, or the spectral data might be considered a sequence and be used in a 3DCNN. To describe these differences and quantify their utilisation, we introduce a taxonomy of data interpretations in Section VI-A.

Large labeled datasets are critical for training robust deep learning models. But, while there is an abundance of images, the corresponding labels can be much more difficult to come by. For some tasks, like crop segmentation, the labels can be discerned directly from the image, but for most agricultural tasks, the target quantity is not so directly visible. This can be because the relationship between reflectance and the target value is complicated by various soil and biochemical attributes, as in the case of predicting leaf area index (LAI), or because the target quantity is only knowable by analyzing a time sequence, as in yield prediction. For such tasks, collecting data from ground level is necessary, but is more expensive to obtain. So, this review analyzes the data sources for each task and highlights the publicly available data.

The ultimate goal of most agricultural research is to help improve the yield and quality of our crops. But, the processes which turn sunlight, water, carbon dioxide, nutrients and minerals into the food we eat are varied and complex. They can manifest as broad visible changes, or as subtle chemical changes. Agricultural research can target any one of those pathways. By using a systematic search, this review identifies which agricultural quantities researchers are attempting to measure from satellite images using deep learning in practice (see, Section VI). However, there remains open questions. Which quantities could or should be measured from space? Are there subtle signals in satellite images that truly provide information about the plants? Can deep learning uncover them if there are? While there have been some successes using deep learning on satellite images in crop segmentation and yield prediction, difficult challenges remain for other tasks.

In summary, the contributions of this review are as follows.
1) A gentle introduction to the use of satellite images, and how this differs to generic computer vision tasks.
2) A taxonomy of data shapes and interpretations, and a quantification of how often each is used for each task.
3) A tabulated list of references which includes this taxonomy, identifying which methods were used and which worked best in each study (see Supplementary materials).
4) Quantitative analysis of the performance of various deep learning approaches on agricultural tasks.
5) An investigation of what datasets and data sources are available.
6) Identification of the breadth of agricultural tasks using satellite images, including general information, specific challenges, and suggestions to help adopt/improve deep learning for each task.

II. SEARCH STRATEGY

To create an initial list of papers, we used a search query for Clarivate’s Web of Science. To broadly find papers at the intersection of deep learning, satellite images, and agriculture, we used both generic and specific terms for each (see Table I). For deep learning, this was specific algorithm names. For agriculture this was specific crop names from the Cropland Data Layer [123]. The result tagged library of studies is available as supplementary materials.

The initial search yielded 770 studies. We performed an initial rapid pass through the collection of studies to filter out studies that were not at the intersection of deep learning, satellite imagery, and agriculture, ultimately yielding 193 studies. The majority of these studies were for crop segmentation and yield prediction, thus, the studies for those tasks were further filtered as follows.

1) 2020 and earlier: Study is included if it has at least x citations on Google Scholar ($x = 50$ for crop segmentation; $x = 25$ for yield prediction).
2) Jan 2021–October 2022: All were included.

We did not include methods using automated aerial vehicle (AAV) imagery because we were interested in methods for resolving the tension between object size and pixel size in satellite imagery. For crop segmentation studies (Section VI-A), we only include studies which used multiple agricultural classes. Soil monitoring studies (Section VI-B) often only implied an agricultural significance, but, since soil has such a strong influence on agriculture, and relatively few studies, we include all found soil monitoring studies, even if they did not explicitly have an agricultural motivation.

Although this review is systematic, it is not exhaustive, and not just because of the above filtering. By limiting the review to studies indexed by Clarivate’s Web of Science, we are deliberately selecting for higher profile works than if we included searches across all published literature. We rely on the manual filtering stage to ensure that we only include relevant works. While the search terms may not reveal all possible relevant studies, we believe that they are sufficient to return a representative sample of all relevant studies.

There was also some inconsistency in terminology in the reviewed studies. In the interest of clarity, and to assist anyone unfamiliar with these terms, the variations are summarized in Table II.

III. SATELLITE IMAGES

Objects imaged by satellites are typically significantly smaller than the ground spatial distance covered by each pixel. For example, the color of each pixel in a satellite image of farmland might be aggregated from hundreds, thousands, or even millions of individual plants. This massive difference in scale between object and pixel sizes has encouraged researchers to focus on understanding the contents of individual pixels as a combination of various surface types. This naturally encouraged per-pixel algorithms [7], [8], rather than the typical computer vision approaches which primarily use the structured pattern of
While the spatial resolution relative to the imaged objects is much worse for satellite imagery, the spectral resolution is often significantly better. Almost all satellite imagery have at least 4 color channels (red, green, blue, and near-infrared), many have more than 10 color channels (e.g., Sentinel-2), and some have over 100 different color channels [112], providing significantly more information per pixel than typical ground-based sources. In addition, satellite image sensors are calibrated to obtain functions for converting from sensor brightness to reflectance—a physical property of the imaged surface—which allows quantitative analysis of the Earth's surface which is (mostly) independent of illumination and sensor.

At its core, reflectance is simply a ratio between reflected and incident light

\[ \rho = \frac{r}{i}. \]  

But determining each of these values is confounded by complex shape geometries, atmospheric effects, sensor calibration errors, unexpected solar variation, and the stochastic nature of photons.

Theoretically, with sufficiently precise measurements all surfaces could be uniquely identified by matching each pixel to a spectral signature measured in a lab. Indeed, this ideal is the basis of many hand-crafted models (e.g., Linear Mixture Model [2]). But, such a precise sensor does not exist, and significant noise is introduced by the lack of spatial and spectral resolutions, on top of the above errors calculating reflectance. These significant sources of noise have lead to the dominance of ML algorithms to learn the varied appearances of surfaces from data [58], [72]. Such ML algorithms require many training examples to discover the existence/degree of a relationship between reflectance and the variable of interest.

Fortunately, there are several sources of freely available satellite imagery with worldwide coverage to train these algorithms. In the reviewed studies, the most common are as follows.

1) MODIS imagery at 250–1000-m resolution which has been publicly available since 2000, along with many model-based maps, such as land surface temperatures, evapotranspiration, and LAI.

2) Landsat imagery which has been freely available to the public since 2008 [148], of which most reviewed studies used Landsat-8 imagery at 30-m resolution.

3) Sentinel imagery from the Sentinel program of the European Space Agency which has provided optical imagery at 10–60-m resolution and synthetic aperture radar (SAR) imagery at 5–40-m resolution since 2014.

The resolution of these data sources can dictate the resolution at which analysis can be performed; e.g., county-level yield prediction always uses MODIS imagery and field-level yield prediction always uses Landsat/Sentinel imagery. These are obvious pairings because MODIS pixels are larger than individual fields, and images of entire counties using Landsat/Sentinel imagery would require a significant amount of disk space and
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**TABLE I**

**SEARCH TERMS USED IN THE QUERY FOR CLARIVATE’S WEB OF SCIENCE**

| Deep Learning | Satellite | Agriculture | Topic |
|---------------|-----------|-------------|-------|
| All           | All       | All         | Abstract |

Deep Learn*, CNN, RNN, LSTM, GRU, Transformer, Neural Network, Deep Belief Network, Autoencoder

Satellite

Farm, Agri*, Crop

Wheat, Corn, Maize, Orchard, Coffee, Vineyard, Soy, Rice, Cotton, Sorghum, Peanut*, Tobacco, Barley, Grain, Rye, Oat, Millet, Speltz, Canola, ... [+52 more]

*wheat, *flower*, *berries*, *melon*, *berry

---

**TABLE II**

**SOME DEFINITIONS FOR (SOMETIMES INCONSISTENT) TERMINOLOGY FOUND IN THE LITERATURE**

| Words | Idea |
|-------|------|
| Radiative transfer; reflectance; backscatter | Reflectance is the proportion of light which reflects off of a surface. This is a physical property of the surface, and can be measured in a laboratory. Radiative transfer models describe the physical process of reflectance, while backscatter is reflectance that is the result of artificial lighting, typically microwaves. |
| Sub-pixel fractional estimation; Linear Unmixing Model; Linear Mixture Model | A model of a pixel as being some proportion of just a few types of land cover, and thus every pixel's colour is explainable as an (often linear) combination of these cover types (see Section III) |
| Downscale; upsample; finer resolution | Downscaling and upsampling have the same meaning because there is a conflict in terminology between remote sensing scientists and computer scientists, with inverse meanings. In this review, we have used "coarser" or "finer" to avoid confusion. |
| Multitemporal images; time series; Satellite Image Time Series (SITS); temporal data | Indicates the use of temporal data. Generally, stacked images of the same location over weeks/months (see Section V) |
| Multi-layer perceptron (MLP); Artificial Neural Network (ANN); Deep Neural Network (DNN) | Although ANN can technically refer to any Neural Network, it is typically used to refer to a small MLP. Generally, DNN refers to an MLP, but a DCNN refers to a CNN specifically. |
| Model inversion | Training a statistical model to predict the inputs of a theoretical model from either ground-measured outputs, or outputs of the theoretical model itself. A good summary of the ways this is used is given in [136]. |
| Object-based, field-based; parcel-based; superpixel | Using aggregated colour information across a whole object or field or parcel or superpixel for prediction. |
computation time. At the coarser resolutions, there was a strong preference in the reviewed articles to pose the problem as just time series analysis, rather than a spatio-temporal one. Further, in several works [53], [83], [109] and datasets like LUCAS [19], the problem is posed as a single-pixel problem, only providing labels for a set of sparsely distributed points. Although this does not preclude the use of CNNs [52], such a dataset discourages it.

Spatial resolution in satellite imagery has increased over the years, such that some commercial satellite providers now sell images with resolution as fine as 34 cm per pixel, a resolution sufficiently fine to detect individual trees from satellite images [31], [39], [68], [69]. This increased resolution has encouraged satellite imagery analysis to utilize the spatial information—as in generic computer vision—as well as the higher spectral resolution and reflectance calibration typically used for satellite images (e.g., [27], [105], [130]). We note that although spatio-temporal input has the richest information, it is not always available. For example, very-high resolution commercial satellite imagery is expensive and sparsely collected, thus most studies using commercial satellite imagery operated on a relatively small number of individual images (e.g., [18], [94], [107]).

IV. DEEP LEARNING

In many domains, ML has found accurate relationships in spite of many variations in appearance and much noise. The data-driven nature of ML techniques handles such variations and models arbitrarily complex relationships while simultaneously including tools to prevent overfitting to the noise. We found that in single-pixel problems, RFs, Support Vector Machines (SVMs), and multilayer perceptrons (MLPs) were generally close competitors, with each method being more accurate in different studies in roughly equal proportions (e.g. [30], [54], [109]).

Comparing to other ML methods, deep learning is known to be able to construct significantly more complex models [40], allowing them to be more robust to noisy training data. In addition, deep learning models learn to create their own features, which greatly reduces the need for manual feature engineering. This comes at the price of requiring larger datasets to observe this improved performance. In all studies reviewed in all tasks except yield prediction, modern deep learning methods outperformed traditional ML methods. In yield prediction, 2DCNNs consistently outperformed traditional ML methods, but LSTMs did not.

In the literature, various algorithms are called “deep learning.” In this review, we refer to three main types of modern deep learning: CNNs, Recurrent Neural Networks (RNNs), and Attention. With a decade since AlexNet [62], and an explosion of research, CNNs are the current de facto standard in generic computer vision tasks. RNNs are a common deep learning method for sequence modelling, but almost all studies use an extension of RNNs; either LSTM or Gated Recurrent Unit (GRU). “Attention” can mean many different things; here we will use it to mean, specifically, multihead attention as described by [125], as this is the basis for the recently popularized Vision Transformers [24] which have outperformed CNNs on recent ImageNet competitions. In this review we use “deep learning” to mean any neural network method, and “modern deep learning” to exclude MLP-only algorithms. We will not discuss the technical details of these deep learning algorithms in this review; instead we will mention the most significant modern advances and refer the reader to existing explanations for more details [13], [40], [55].

The ImageNet classification dataset [21] has had an enormous influence on the trajectory of computer vision research. It is common—when deep learning is applied to a new domain—for authors to use architectures that achieved a high rank in the ImageNet competition. In particular, AlexNet [62], VGG [111], and ResNet [44] have received the most attention. Similarly for segmentation models, models that performed well on the MS COCO and PASCALVOC datasets have been adopted. The most popular segmentation architectures are based on UNet [98] and DeepLabv3 [17].

Two of the most significant innovations of modern deep learning are focused around training deeper models: skip connections [44] and interlayer normalization (e.g., BatchNorm [50], LayerNorm [4], etc.). These two ideas have been almost universally adopted by all popular modern deep learning architectures, and with modern programming libraries these are easily incorporated into custom architectures created by individual studies (e.g. [5], [34]). Many works reviewed also used Dropout [46]; another popular addition to training deep learning models for training more robust models.

V. COMMON METHODS

A. Taxonomy

Satellite images are quantized measurements of our real world along multiple dimensions: One spectral, two spatial, and one temporal. In the best case every prediction is based on a 4-dimensional data cube of spatio-temporal (ST) data, but such data can be computationally expensive to use or impractical to obtain, so many works operate on data without a spatial or temporal (or both) dimension. The shape of input data puts important emphasis and limitations on models trained on such data, e.g., LSTMs are usually applied by processing each temporal sequence of pixels independently, which can observe changes over time, but would not be able to use spatial contextual clues in its prediction. Thus, we create a taxonomy of input types to help understand how satellite images are being used differently across studies and agricultural tasks.

Typically, studies will describe their input data, but not how they interpret that data for models. For example, a model might be called “pixel-based” because it operates on one pixel at a time. However, there are actually two ways that a single pixel in remote sensing can be interpreted. Is it a bag of features, or is it a spectral sequence? The latter interpretation is relatively common, but there has not previously been any consistent language or system to identify this distinction. Thus, we start from the typical terminology of pixel-based (type P), spatial (type S), temporal (type T), and spatiotemporal (type ST) (see Fig. 1). Then, in Fig. 2 we describe our taxonomy of different interpretations of those data shapes which authors have used to structure their data for use in modern deep learning algorithms.
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We name the interpretations by their initial data shape as the first character and their interpreted shape as the second character (i.e., [Shape]-[Interpretation]). The initial data shapes can then be interpreted as one of: A vector/bag of features (type X-f), a sequence of pixels (type X-s), a single image (type X-i), an image cube (type X-c), or an object (type X-o). For example, type T-s denotes an interpretation of a temporal sequence of pixels (T) for models that take advantage of the fact that it is a sequence (s), while type T-f denotes an interpretation of temporal data (T) as an stack of features with no time dimension (f) (see Table III for more examples). In Section VI, we use this taxonomy to quantify the most frequent types used for each task, but this taxonomy could also be useful outside of this review.

Traditional ML methods such as RFs, SVMs, and MLPs generally require a 1-D vector of features as input (types P-f and T-f), but modern deep learning methods generally have a multidimensional/sequential interpretation of the data (see Table IV). Several papers reframed the data to make specific modern deep learning methods more obvious candidates. The most common reinterpreting observed was treating spectral information as a sequence in order to apply sequence analysis algorithms. For example, type P-f and type P-s have precisely the same data, but by interpreting a single pixel (type P) as a sequence of colors (type P-s), 1DCNNs and LSTMs become obvious model choices. Similarly, temporal data (type T) can be interpreted as a spectral/temporal “image” (type T-i), and spatial data (type S) can be interpreted as a spatial/spectral image cube (type S-c) to use higher dimensional CNN kernels. Interpreting spectral information as a sequence is rarely theoretically justified, but multiple authors noted improved performance doing so [20], [63], [107].

Sometimes the interpretation comes about because of labels. In yield prediction especially (see Section VI-E), ground labels are often annotated at a field or county or country level (collectively, “objects”) which are shown as types S-o and ST-o, depending on whether temporal data was included. In such cases, the relationship between the color in the pixels and the final prediction are not necessarily present in each and every pixel contained within the the object, so a common method is to aggregate the information within an object before a model sees the data. Most commonly, the color information is averaged, however [57] showed good performance by computing a color histogram per county instead. These interpretations remove the spatial component, so after aggregation, S-o is subsequently reinterpreted as either P-f or P-s, and ST-o is subsequently reinterpreted as one of T-f, T-s, or T-i.

It is worth noting that a single 2-D image is actually a 3-D tensor of data: Two spatial and one spectral. A 2DCNN operates on this 3-D data by treating the spectral information as the “channels” dimension. Similarly, a temporal stack of 2-D images is a 4-D tensor of data: Two spatial, one spectral, and one temporal. A 3DCNN operates on a 4-D “image cube.” Thus, in the literature, an “image cube” may refer to the 3-D data from a single 2-D image after adding a singleton “channels” dimension (type S-c), or it may refer to the standard 4-D data, using the spectral information as the “channels” dimension (type ST-c).

The terminology used for this taxonomy can also be used for combinations not shown in Fig. 2. For example, Chelali et al. [15] and Paul et al. [87] both interpreted spatiotemporal as an image (type ST-i) without aggregation and in completely different ways. This taxonomy does not exhaustively describe every possible way to use data with modern deep learning algorithms, but describes the main cases with a consistent terminology. This enables more effective communication of technical details of algorithms.

B. Clouds

Cloud cover and other atmospheric effects present significant challenges to Earth Observation tasks using optical imagery by obscuring the targets of interest. It is common to simply exclude single and multitemporal pixels that are occluded by clouds [63] when operating at a pixel level (type P or type T), or interpolate the color information from earlier and later images (e.g., [5], [48], [49]) when using temporal data (type T or ST). Another common strategy is to create single image composites from images taken at different times (e.g., [73], [129]). Some authors remove entire images from their training set if there is too much cloud cover [81]. Discarding entire samples reduces the number of examples available for model training, and when using multitemporal data, discarding either the whole multitemporal pixel or individual images in the sequence degrades performance. One solution used by Rawat et al. [96] was to collect both Landsat-8 and Sentinel-2 images, and when a Sentinel-2 image was too cloudy, replace it with...
Fig. 2. Data can be interpreted in different ways to allow the use of different models. Each of these data shape/interpretations pairs is given a name like type X-x to denote the original type and its interpretation. Subfigures here match those from Fig. 1, i.e., a here show the interpretations of Fig. 1(a). The most notable distinctions are how spectral data is interpreted; as either a bag of features (P-f, T-s, S-i), or as a dimension in its own right (P-s, T-i, S-c). Although these depictions show spectral information, several studies replaced the spectral information with a set of other features: vegetation indices, topographical, atmospheric, soil, etc. (a) Type P (pixel data) can be interpreted as either a feature stack (P-f) or as a spectral sequence (P-s). For example, using a single pixel from a Landsat-8 image. Metzger et al. [79] showed a method to explicitly encode variable temporal sampling into a recurrent model’s architecture to prevent performance degradation. Other authors argue that deep learning is robust to occasional entire images being completely covered in cloud and use the data without explicitly handling clouds [27], [102], [121].

Cloud cover poses no issue for SAR imagery, so cloud cover can be mitigated by using both optical and SAR imagery (e.g., [133]). Few works took advantage of Sentinel-1 SAR imagery in addition to their own, but those that did noted improved performance [82], [86], [117], [133].

C. Temporal Mismatch

Ground-based in situ measurements are generally not coordinated with satellite imagery. Instead the measurements are taken, and then paired with images at the closest available time, leading to a temporal mismatch. In the reviewed studies there are three methods for handling this temporal mismatch (roughly in order of popularity): ignore it; interpolate ground labels to match image collection date [60]; or interpolate images to match measurement date [9]. Ignoring the mismatch is popular because it is a reasonable action to take if the property is not expected to change significantly during the timescale of mismatch, and most properties of interest do not change much over a few days to a week.

VI. Tasks

The reviewed studies were manually categorized into one of five groups of tasks (see Table V). These categories were determined based on the papers reviewed, rather than being imposed from the beginning and are roughly arranged in order of the plant’s life cycle: First, we consider how deep learning is used to describe where crops are being grown and the location of other farm equipment/landmarks (Section VI-A). Next, we explore how deep learning is used to evaluate the soil’s health (Section VI-B). We then consider methods for observing plants after establishment: evaluating the plant’s growth (Section VI-C), monitoring damage from disease or disaster (Section VI-D), and finally estimating crop yield (Section VI-E). See supplementary materials for the full list of studies.

A. LULC

The task of LULC is to either classify each pixel of satellite or automated aerial vehicle (AAV) imagery, or detect specific
TABLE III

| Name                                      | Type | Description                                                                 |
|-------------------------------------------|------|-----------------------------------------------------------------------------|
| Pixel feature stack                       | F-s  | A pixel-based algorithm that interprets the colour channels in a pixel as a single feature stack. |
| Pixel spectral sequence                   | P-s  | A pixel-based algorithm that interprets the colour channels in a pixel as a spectral sequence. |
| Colour over time feature stack            | T-f  | An algorithm that interprets a sequence of pixels as a single feature stack. |
| Temporal sequence                         | T-s  | An algorithm that uses a temporal sequence of pixels and takes advantage of that fact. |
| Spectral/Temporal Image                   | T-i  | An algorithm that interprets a temporal sequence of pixels as an image by treating the spectral dimension the same as a spatial one. |
| Spatial/Spectral Image Cube               | S-c  | An image-based algorithm that treats the spectral part of spatial data as a sequence to create an image cube. |
| Spatial image                             | S-i  | An algorithm that uses a spatial image and takes advantage of that fact. |
| Spatial feature stack                     | S-f  | An image-based algorithm that interprets spatial data as an unstructured feature stack. |
| Object-based pixel spectral sequence      | S-o(P-s) | An algorithm that uses aggregated spatial data to form an average pixel and then interprets that pixel as a spectral sequence. |
| Object-based pixel feature stack          | S-o(P-f) | An algorithm that uses aggregated spatial data to form an average pixel and then interprets that pixel as a spectral sequence. |

1) Existing Approaches: Out of all of the tasks reviewed in this article, the deep learning methods for crop segmentation were the most varied and novel, with researchers using most of the types from the taxonomy in Section V-A, and more. There seems to be two main reasons for this: 1) the popularity of the task; and 2) the relative ease of obtaining data, allowing datasets large enough to train modern deep learning methods. Most works reviewed were using at least 2000 data points, and many were in the 10 000s, which—while small by deep learning standards—are significantly larger than datasets used for the other reviewed satellite tasks. All major modern deep learning algorithms are represented in the reviewed papers: 1DCNNs (19 studies), 2DCNNs (27), 3DCNNs (8), LSTMs (22), GRUs (9), ConvLSTM/ConvGRU (7), and transformers (8)/other attention (6), with many studies comparing between these methods. In the reviewed articles, the best modern deep learning methods (CNN/RNN/Attn) outperformed all tree (22 comparisons) (including RF (21 comparisons)), SVM (12 comparisons), and MLP (6 comparisons) methods in all cases. It was observed that in many studies there were several deep learning algorithms tested, and almost all of these outperformed trees, SVMs and MLPs as well. The LULC tasks other than crop segmentation were generally detection tasks, and generally followed generic computer vision: Almost all of these studies used 2-D spatial CNNs on individual satellite images (type S-i; 22/25).

TABLE IV

| Each Model Has A Required Input Shape, and Each Data Interpretation is Intended to Rearrange the Input to Fit the Model |
|------------------------------------------------------------------------------------------------------------------|
| Tree | SVM | MLP | 1DCNN | 2DCNN | 3DCNN | RNN | CNN + RNN | Conv-RNN/Attn | Attention |
| Type X-f | ✓ | | ✓ | | ✓ | | | | |
| Type X-s | | ✓ | ✓ | | | | | | |
| Type X-i | ✓ | | ✓ | | | | | | |
| Type X-c | ✓ | ✓ | ✓ | | | | | | |

Type X-f is any feature stack interpretation, type X-s is any sequence interpretation, type X-i is any image interpretation, and type X-c is any image cube interpretation (see Fig. 2).

regions/objects in the images. LULC is by far the most common use of deep learning in satellite imagery in the reviewed articles (98/193), and within LULC crop segmentation was the most popular subtask (73/98 LULC studies; see Table VI and supplementary materials). This popularity is not surprising, as land cover mapping is considered the most important descriptor of the environment [45]. The power of LULC is widely recognized and governments across the world publicly provide large-scale LULC maps (e.g., [1], [19], [123]), created through a combination of visual inspection of satellite imagery, census information, local expertise, and automated methods (e.g., linear unmixing model). Automated methods are the least reliable of these, but are the easiest to scale up. Thus, the goal of research into LULC and crop segmentation is to improve the quality of the automated methods so that eventually they become at least as reliable as expert humans visually inspecting satellite images.
TABLE V

NUMBER OF PAPERS FOR EACH TASK. BY FAR, CROP SEGMENTATION WAS THE MOST POPULAR, FOLLOWED BY COUNTY-LEVEL YIELD PREDICTION

| Task                        | Number of Papers |
|-----------------------------|------------------|
| Crop Segmentation (73)      |                  |
| Field Boundary (8)          |                  |
| Tree Crown Delineation (6)  |                  |
| Dam Detection (4)           |                  |
| Other (8)                   |                  |

| Task                        | Monitoring Method |
|-----------------------------|--------------------|
| Crop Segmentation (73)      | Moisture (14)      |
| Field Boundary (8)          | Nutrients (6)      |
| Tree Crown Delineation (6)  | Salinity (4)       |
| Dam Detection (4)           |                    |
| Other (8)                   |                    |

| Task                        | Plant Growth       |
|-----------------------------|--------------------|
| Crop Segmentation (73)      | Canopy cover/LAI (14) |
| Field Boundary (8)          | Growth stage (2)   |
| Tree Crown Delineation (6)  | Other (3)          |
| Dam Detection (4)           |                    |
| Other (8)                   |                    |

| Task                        | Disease/damage     |
|-----------------------------|--------------------|
| Crop Segmentation (73)      | Disease (6)        |
| Field Boundary (8)          | Damage (4)         |
| Tree Crown Delineation (6)  |                    |
| Dam Detection (4)           |                    |
| Other (8)                   |                    |

| Task                        | Yield Estimation   |
|-----------------------------|--------------------|
| Crop Segmentation (73)      | County-level (23)  |
| Field Boundary (8)          | Field-level (7)    |
| Tree Crown Delineation (6)  | Plot-level (2)     |
| Dam Detection (4)           | Other (7)          |

TABLE VI

COUNTS OF STUDIES ON LAND COVER AND LAND USE (LULC)

| n  | VI | Labels | Model | Type               |
|----|----|--------|-------|--------------------|
|    | FS | IS     | MB    | Govt.              |
|    |    | Dataset |       |                    |
|    | Tree | SVM | MLP | CNN | RNN | Attm | PsE | PmE | PmS | PsS | PsC | PsT | PsTc |
| 73 | 25 | 26  | 17  | 8   | 18  | 10  | 28  | 21  | 23  | 54  | 31  | 14  |
|    | 17 | 12  | 18  | 18  | 18  | 2   | 4   | 7   |
| 8  | 0  | 0   | 7   | 0   | 2   | 0   | 0   | 0   | 0   | 8   | 0   | 0   | 0   |
|    | 0  | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 4  | 0  | 0   | 3   | 0   | 0   | 0   | 1   | 0   | 3   | 0   | 0   | 1   | 0   |
|    | 1  | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 6  | 1  | 2   | 4   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
|    | 0  | 0   | 2   | 3   | 1   | 1   | 2   | 0   | 0   | 4   | 0   | 0   | 0   |
| 8  | 2  | 7   | 0   | 1   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |

*VI counts studies that used vegetation indices. In the labels column: FS = Field survey, IS = Image survey, MB = Model-based, Govt. = Government. Note that studies may use multiple Models and types in the same study. Some uncommon types not shown; for full list see supplementary materials.

Fig. 3. One of the more common input methods for Crop Segmentation was spatiotemporal data treated as a 4-D image cube (type ST-c). This type of data typically comes from Landsat or Sentinel data sources which provide images at a uniform temporal resolution, and can be used in a 3DCNN, or 2DCNN/RNN hybrid, or Transformer models.

deep learning (excluding purely MLP methods): There were 28 deep learning studies reviewed from 2021 and 21 of those used modern deep learning methods.

Most studies in crop segmentation utilizing 2DCNNs created their own architectures/arrangement of layers, typically favoring shallower networks (< 10 layers), with only a few using common architectures used in generic computer vision like VGG, ResNet, and UNet (e.g., [52], [105], [130]). However, in the other LULC tasks, using those existing architectures was extremely common, with all but two studies [76], [89] using an existing architecture, and several using pretrained weights from ImageNet (e.g., [31], [67]). There were two main algorithms used to process spatiotemporal data (type ST-c; see Fig. 3) the first is to use a 3DCNN (e.g., [34], [52], [133]), and the second is to use 2DCNNs on the images and then use RNNs (GRUs/LSTMs) on the outputs (e.g., [66], [101], [116]), however these methods were not compared against each other.

In generic computer vision, transformers [24] achieve state-of-the-art performance on some major benchmarks, so one might wonder about their performance on satellite tasks. There were eight studies that directly referenced transformer networks, and a further six that used a similar multihead attention mechanism as is used in transformers. In all works that compared a transformer network to other modern deep learning methods, the transformer performed equal or worse [79], [101], [114], [115], [121], [140]. Although, we are aware of at least one study from outside the search criteria which shows an improvement [61]. Regardless, this is surprising. Transformer-based models would be expected to generally perform better. It has been noted that typical transformer networks require even more training data.
than CNNs [24], stating that even ImageNet (1 million labeled images) is too small, so it is possible that the datasets used in these satellite studies are simply not large enough for transformer networks to begin to outperform CNNs. The main other attention method used is a model called Pixel-Set Encoder and Temporal Attention Encoder (PSE-TAE) [36]. This was compared against other methods in only one of the reviewed studies, and it was outperformed by a 1DCNN with a Squeeze and Excitation module [115].

2) Datasets: When creating data sources for developing LULC models, it is impossible to both manually annotate every pixel and then manually verify each field at ground level. There is also inherent ambiguity of what is visible in these images, so, even with the huge manual effort that goes into creating these data sources, they are known to have significant error in them; e.g. the Cropland Data Layer (CDL) [123] has an error rate of 5%–15% for major crop types [12]. Many European countries require that farmers register what crops they grow—along with farm boundaries—when applying for government rebates. Notably, France, Switzerland, Norway, and others have started to provide this data publicly in a quasi-anonymized form providing high quality data sources with few errors. Although it should be noted that farmers may accidentally or deliberately misreport the crops they are growing [43], so even these are not error-free.

This review makes a distinction between a data source and a benchmark dataset. The former is a living collection of data that is frequently updated and covers wide areas, whereas a benchmark dataset is a fixed set of images and labels on which different methods can be compared directly across studies. LULC was the only task to have any benchmark dataset or named data sources. See Table VII for the list of data sources and benchmark datasets used by the reviewed studies.

Despite the availability of this data, only 22 out of the 73 reviewed crop segmentation studies used continually updated government data sources, and 9 used benchmark datasets. Of these, only 4 were on the same dataset as another study, and only 3 compared against other algorithms on the dataset. And among these, none were algorithms created specifically for that dataset; instead they were transferred from other, similar tasks. Over half of the crop segmentation studies (46/73) described methods for obtaining their own segmentation maps. There are three methods studies used to do this: manual field survey [26], visual inspection [147], and automated methods [43]. Manual field surveys are the more difficult, expensive, and reliable way to obtain ground data for training models. Using an automated method to obtain training data for models is cheaper and less reliable, and largely limits deep learning models to matching the automated method’s dynamics, rather than allowing it to learn the true distribution, so a few works used a combination of each. For example, Rahimi-Ajdadi and Khani [93] gathered 555 data points from field surveys, 360 from visual inspection, and 550 from automated methods. Zhou et al. [147] and Hamer et al. [43] used automated systems to initially label their satellite images, then manually fix the errors. Several works relied entirely on manual image surveys (e.g., [52], [83]), however only Saralioglu and Gungor [107] described a validation method for their manual image survey.

3) Analysis: LULC has recently seen an explosion of data sources that, together, provide a viable base to produce sophisticated deep learning solutions. These sources are being collected and collated into ever larger training datasets (e.g., [124]). As such, deep learning has been successfully and convincingly applied to LULC, incorporating the latest generic computer vision research [35], [101]. However, in the reviewed articles, almost all work was focused on creating static crop maps in similar locations. In the future, more work will be needed to model dynamic, multiannual changes [71], and to enable extending these models to regions of the world with little training data [124].

4) Recommendations: Out of the 73 crop segmentation studies reviewed, 10 used Landsat-8, 40 used Sentinel-2, and 18

---

**Table VII: Identified Crop Segmentation Satellite Benchmark Datasets and Data Sources**

| Name                  | Labels              | Task                  | Location               | Years             | Size               | Source | R  |
|-----------------------|---------------------|-----------------------|------------------------|-------------------|--------------------|--------|----|
| LUCAS [19]            | Point Data          | Classification        | Europe                 | 2006–2018         | 63,000 points; 11.8 MB | On Site | ✓ |
| Munich dataset [103]  | Shapefile           | Semantic Seg.         | Munich                 | 2016–2017         | 137,000 fields; 41.5 GB | Govt.  | ✓ |
| BreitwiesCrops [104]  | Superpixels         | Classification        | Britain                | 2017              | 750,000 superpixel segments; 4.6 GB | Govt.  | ✓ |
| DENETHOR [61]         | Shapefile           | Semantic Seg.         | Germany                | 2018–2019         | 4,500 fields; 254.5 GB | Govt.  | ✓ |
| ZueriCrop [121]       | Shapefile           | Semantic Seg.         | Switzerland            | 2019              | 116,000 fields; 38.5 GB | Govt.  | ✓ |
| Reunion Island [26]   | Shapefile           | Semantic Seg.         | Reunion Island         | 2019              | 50,000 fields; 290 MB | Model  | ✓ |
| Campo Verde [106]     | Shapefile           | Semantic Seg.         | Brazil                 | 2015–2016         | 2,000×256×256 tiles | Visual | ✓ |
| UOS2 [88]             | Segmentation        | Semantic Seg.         | Spain                  | 2020              | 5.5 GB               | Visual | ✓ |
| PASTIS-R [37]         | Segmentation        | Semantic Seg.         | France                 | 2019              | 240×128×128 tiles: 56 GB | Govt.  | ✓ |
| Sen4AgriNet [114]     | Segmentation        | Semantic Seg.         | France, Catalonia      | 2019–2020         | 500×500×52 images; 10 TB | Govt.  | ✓ |
| French Land Parcel    | Shapefile           | –                     | France                 | –                 | –                  | –      | – |
| Identiﬁcation System | Segmentation        | –                     | USA                    | –                 | –                  | –      | – |
| Cropland Data Layer   | Segmentation        | –                     | Europe                 | –                 | –                  | –      | – |
| Corine Land Cover     | Segmentation        | –                     | World                  | 2017–2021         | 74 million fields   | –      | – |

*Benchmark datasets (those with a tick in 8) have a clearly defined size, and thus can be used to compare different methods. Only the most popular public government (non-benchmark) sources are included here.*
used Sentinel-1. Thus, there is a strong preference in modern research to use Sentinel-2 over Landsat-8, likely due to the superior resolution. In addition, six studies evaluated the benefit of using both Sentinel-1 (SAR; active microwave) and Sentinel-2 (passive optical imaging). They unanimously found that taking advantage of the complementary information contained in each improved performance [82], [117], [133]. In particular, late fusion (averaging two model’s outputs) was found to be the most effective way to combine images from the two sources [37]. So, where appropriate it is recommended to combine Sentinel-1 and Sentinel-2 images.

For crop segmentation, unless there is an identified need, it is recommended to use an existing dataset for better comparisons with state-of-the-art.

2DCNNs appear to dominate all LULC tasks. These should be the first consideration for baselines in future research.

B. Soil Health

Soil health has an impact on all surface vegetation, however it can be difficult to measure from space. This is because measuring changes from satellite images is limited to measuring properties which cause a visible spectral change. There were three types of papers identified by this survey: 1) soil moisture; 2) soil nutrients; and 3) soil salinity. While soil moisture may cause obvious changes in visible spectra, changes in soil nutrients and salinity cause much less significant spectral changes [91]. So, instead, they are often inferred by observing the effect on vegetation. At the ground level, soil health is typically measured using a probe inserted into the soil that measures the chemistry directly.

1) Soil Moisture: Mapping soil moisture is useful for understanding hydrologic processes, vegetation states, and climatic conditions [28]. Active microwave imaging is often used to predict soil moisture because the dielectric properties of soil changes with moisture for microwave, highlighting areas with high moisture more clearly than with optical images [22]. There are several satellite-based worldwide spatially and temporally continuous active microwave imaging satellites used to estimate soil moisture from space [29], [56], [85], [128]. Rabiei et al. [92] provided a summary of different benefits and drawbacks to using different remote sensing techniques. They point out that much existing work utilizing the active microwave satellites and distributed networks of soil monitoring stations are at a much coarser resolution than is useful for a single field. In their work, they used relatively fine resolution optical imagery (10 m) with CNNs (type S-i), which they found to be superior to other ML methods.

2) Soil Nutrients/Heavy Metals: The correct balance of soil nutrients is essential for healthy plant growth, but this balance is not easily observable with remote sensing. In the presences of vegetation, soil nutrients can be correlated with remote sensing only when it causes a visual change. For example, a lack of nitrogen leading to poor plant growth. This means that such works on soil nutrients are limited to locations where such a pathway is the dominant one. And in the absence of vegetation, monitoring soil heavy metals is only feasible with exquisitely detailed spectral information [95], [144].

There were seven studies which attempted to measure soil nutrient or heavy metal content using deep learning on satellite imagery. All of them used MLPs, but only three of them compared with other methods. Within these, there was no consistent model which performed best: Wang et al. [131] and Zhang et al. [144] found that RFs worked better than MLPs and Song et al. [112] found that an MLP worked better than an RF or SVM. None of the works used CNNs or other modern deep learning architectures.

3) Soil Salinity: High soil salinity is a growing problem worldwide, and there is growing interest in mapping this environmental hazard using satellite imagery [78]. Despite the dire impacts of high soil salinity, there were only 4 studies that investigated predicting soil salinity from satellite imagery using deep learning with reference to agriculture. Only one used a modern deep learning approach [3], and they found that it performed significantly better than SVM models using over 500 data points. The three other studies [42], [91], [134] only used MLPs and were small in scope, with less than 100 data points each.

4) Existing Approaches: In the reviewed works, there were only 24 using deep learning to measure soil properties with satellite images (see Table VIII). Within this relatively small sample, the algorithms were remarkably consistent. Almost all of the works used a pixel-based algorithm (type P-f; see Fig. 4): 22 of the 24 studies used an MLP, and of these, around half did not compare against any other method. There were three works that used modern deep learning methods: two used a 2DCNN (type S-i) [3], [92] and observed improved performance, and one used an LSTM on type T-s data [143] without comparing against other algorithms.

5) Datasets: Although there is at least one global soil moisture dataset [23], it does not provide homogeneous measurements across sites and is not well adopted in the reviewed studies. There are no publicly available soil nutrients or soil salinity datasets mentioned in the reviewed articles.

6) Analysis: MLPs are the dominant approach for deep learning on Soil health monitoring with satellite images. Soil measurements are generally point measurements, and this seems to encourage authors to use type P-f data, only. In other tasks, applying CNNs have improved results, but they have barely begun to be explored for soil health monitoring. This is likely because soil measurements are generally point samples, and it is not immediately obvious that it is possible to apply spatial models. In addition, in spite of the observations that these values can change drastically over a season [92], only one work modelled soil properties over time.

The reviewed works generally had very small sample sizes; only one used more than 1000 in-situ training data points, and most used less than 100. Most of the studies collected their own data, and the resulting data was not generally made public. Collecting in-situ measurements is expensive, and the sample sizes were small. And although the algorithms used were consistent, the framing was not. For example, all of the soil nutrient papers
TABLE VIII
COUNTS OF STUDIES ON SOIL HEALTH

| n  | VI | Labels  | Model | Type |
|----|----|---------|-------|------|
|    |    | FS      | MB/FSe | Self | Govt |
| Moisture | 14 | 6  | 6  | 5  | 2  | 1  | 3  | 2  | 13 | 1  | 1  | 12 | 1  | 1  | 1  |
| Nutrients | 6  | 2  | 6  | 0  | 0  | 0  | 4  | 2  | 6  | 0  | 0  | 4  | 0  | 0  | 1  |
| Salinity | 4  | 3  | 4  | 0  | 0  | 0  | 1  | 2  | 3  | 1  | 0  | 3  | 0  | 1  | 0  |

n is the total number of studies. VI counts studies that used vegetation indices. In the labels column: FS = Field survey, MB/FSe = Model-based for train and Field Survey for evaluation, Self = Self-labeled, Govt = Government. Note that studies may use multiple models and types in the same study.

Fig. 4. Most common input method for soil health, plant physiology, and crop damage detection is to operate on each pixel independently, and treat the pixel as a unordered collection of features (type P-f). This simple method can easily be applied to any pixel-level data, but lacks any contextual information and is used in traditional ML methods like RF and SVM, as well as simple MLPs.

TABLE IX
COUNTS OF STUDIES ON PLANT PHYSIOLOGY

| n  | VI | Labels  | Model | Type |
|----|----|---------|-------|------|
|    |    | FS      | MB/FSe | Self | Govt |
| Canopy Cover/LAI | 14 | 3  | 6  | 1  | 7  | 0  | 1  | 1  | 14 | 0  | 0  | 10 | 10 | 0  | 0  | 0  | 4  |
| Other | 5  | 4  | 1  | 1  | 1  | 2  | 1  | 1  | 14 | 2  | 1  | 3  | 1  | 2  | 1  | 0  | 1  |

n is the total number of studies. VI counts studies that used vegetation indices. In the labels column: FS = Field survey, IS = Image Survey, MB = Model-based, MBs/FSe = Model-based for train and Field Survey for evaluation. Note that studies may use multiple Models and types in the same study.

attempted to correlate different properties. All of this hinders the creation of robust deep learning models.

7) Recommendations: An effort to gather existing data and harmonize data collection methods would help to create datasets at a sufficient size to train more robust deep learning models. In addition, innovations in data collection techniques could also greatly improve data availability as well. For example, refining the soil probes to be produced in quantity, streamlining reading probe outputs and enlisting the help of nonexperts.

C. Plant Physiology

Canopy Cover and LAI are the most commonly predicted plant physiology measurements from satellite imagery using deep learning (14/19; see Table IX). These two measures are used a proxy for overall plant growth [139]. Canopy cover is simply a measurement of the proportion of light being intercepted by the plant, and thus is fairly straightforward to measure with remote sensing. LAI is half of the green leaf area per unit ground surface area [16], which incorporates the extent of vertical/overlapping canopy cover. At ground level, LAI is typically measured with a device such as the LAI-2000. This device measures the canopy cover at multiple angles, and uses the assumption of uniformly randomly distributed leaves to calculate LAI. Canopy cover and LAI are highly correlated metrics [84], so these are considered together for this review.

1) Existing Approaches: The majority of plant physiology studies reviewed used only MLPs as their primary model without comparing against other ML methods (17/19). Out of these,
1/19 used single pixel data (type P-F), 3/19 used aggregated spatial data (type S-o(P-F)) and 1/19 used temporal data as a feature stack (type T-F) (see Fig. 4). There were no examples of modern deep learning for canopy cover or LAI prediction.

There were five plant physiology studies which were not predicting canopy cover or LAI. Instead, they predicted a variety of other properties: Water use efficiency [127], gross primary product [137], solar-induced fluorescence [59], and classifying growth stage [117], [146]. The first three of these works also used MLPs in a similar way. Thorp and Drajat [117] was the only work which compared modern deep learning approaches to traditional ML.

2) Datasets: The works which did not predict Canopy Cover or LAI had a variety of data sources; mostly government organisations. For example, Thorp and Drajat [117] used a large plant growth stage dataset collected by various people using a phone application for Statistics Indonesia. This highlights that larger datasets can be collected when supported by data collection and collation efforts. In contrast, all but one LAI study gathered their data independently. Sun et al. [113] used a public dataset of in-situ LAI measurements from the ImagineS field campaign as evaluation data.

3) Radiative Transfer Models: To supplement their small datasets, many works predicting LAI used a radiative transfer model (RTM) to generate training data. An RTM is a method to estimate the reflectance from physical properties of the object being imaged. Most of the studies used the PROSAIL model [51], to model the plants and the soil beneath them. It takes as input: The chlorophyll content, the water/dry matter content, the Leaf Area Index, average leaf inclination, ratio of diffuse to direct incident radiation, soil brightness, solar zenith angle, sensor zenith angle, and relative azimuth angle; and outputs reflectance. Since the physiological properties are the input to the PROSAIL model, the process of determining one of the physiological properties (e.g., LAI) from the reflectance is called “model inversion” in these contexts.

Three quarters of the LAI studies (8/13) collected ground-level physical properties and used an RTM in forward mode to generate training pairs of LAI/reflectance for their MLPs, and then tested them on real data. However, Tomicek et al. [119] found that the PROSAIL RTM predicted reflectances only correlated with Sentinel-2 images between $R^2 > 0.6$ for red, green, and blue bands and up to $R^2 > 0.9$ for red-edge and NIR bands, which implies fundamental limits on the accuracy of LAI estimation using this method. Despite the acknowledged errors, these studies treat the PROSAIL model as inherently correct, and thus no study compared PROSAIL in reverse mode to a ML model on a held-out test set of field survey data.

4) Recommendations: If it is possible to predict LAI from satellite images, it will require more data than an individual author can collect. There is a small public dataset of in-situ LAI measurements which should be considered in future LAI prediction work, but more such efforts are needed. Data sharing would be another good step for collecting larger datasets for robust training. Of the studies identified, 13 predicted LAI, 12 of which collected their own measurements and did not provide their data publicly.

D. Crop Damage

In the reviewed studies, there were two types of crop damage identified: 1) disease/pest damage (6); and 2) physical/generic damage (3). Plants affected by diseases and pests will generally not disappear or die all at once (with notable exceptions [6]). Instead, the leaves will progressively succumb to damage as the fungus or insect causing the problems grows out of control. Once the changes become wide-spread enough, they become visible via remote sensing [141]. Aside from diseases, pests, lack of nutrients, and poisoning, plants can also be threatened by extreme weather events. So, some works analyze the physical damage caused by macro-scale physical damage such as large storms [97] or too many dusty days blocking the sunlight [11].

1) Existing Approaches: There were nine works using deep learning to detect crop damage using satellite data (see Table X, and of these, only two used CNNs (type S-i) [97], [126] and one used a GRU (type T-s) [6]. All such works found improvements using modern deep learning algorithms.

Almost all of the reviewed studies posed the damage caused by disease and physical damage as a classification/regression problem (8/9). In these cases, the models were segmenting between “damage” and “no damage.” The exception was Rodriguez et al. [97], who used a modified ResNet-18 [44] CNN model to detect damage to Coconut crops in the Philippines by comparing tree density estimates before and after Typhoon Goni, making it the only study to measure the extent of the damage per unit area.

The threshold for considering an area to be infected with a disease varied significantly between studies. For example, Yuan et al. [142] required 80% of the plants to have visible pustules on the top of the canopy to be considered “infected” with powdery mildew, while Ma et al. [74] required more than 10% of the leaves to be infected to be considered “infected.” Obviously a more extensive spread of a disease makes the disease more visible, and hence, predictable. For example, Pignatti et al. [90] explicitly tested their MLP model at different times after initial infection and noted significantly improved accuracy for later predictions.

2) Datasets: All of the reviewed works collected their data themselves, mostly from field surveys. There were no external datasets mentioned. These studies were all straight-forward applications of well-known deep learning algorithms (mostly MLPs on single-pixel data). All of the studies used medium resolution images (between 1.5 and 30-m resolution) to match the resolution of the fields in the field surveys.

3) Recommendations: Given the progressive nature of plant diseases, it is odd that authors typically chose to frame the problem as a segmentation problem, rather than a regression problem. Under a regression framing, it is possible to use time series analysis to consider temporal relationships and provide a more comprehensive view of the damage. There is no good evidence for which temporal model to use for such temporal data; there was one work that found a GRU improved over MLP...
or RF models [6]. Authors could try LSTMs and transformers as well.

### E. Yield

The task of yield prediction is to predict the average yield per hectare for a parcel of land. Unlike LULC, which can be identified by a human expert from a satellite image moderately reliably [77], yield is generally measured at either the county-level by government bodies, or at the field-level by individual researchers. For the purposes of this review, “county” refers to anything larger than a field (e.g., “municipality,” “province,” “state,” etc.) due to their varying meaning across different studies/governments.

1) **Existing Approaches:** Over half of the reviewed yield prediction studies were at the county-level (23/41), and almost all of these used MODIS (21/23). The other two county-level yield prediction studies used Landsat/Sentinel images (see Table XI). There were four studies that measured grassland biomass, and one that merely measured county-wide NDVI. The rest (13/41) investigated yield at a farm-level or smaller, and generally used Landsat or Sentinel images (10/13), and some used WorldView-3 images (2/13).

County-level yield prediction works universally used ST-o data and aggregated to T-f, T-s or T-i data (see Fig. 5). This removes all spatial information and poses it as a relationship between a temporal sequence of spatially-aggregated color information (NDVI or reflectances) and the final yield. The most common aggregation method was to take the average, but a naive average includes significant noncrop information from bodies of water, residential areas, and other unfarmed land. So, some authors used LULC products (e.g., CDL) to exclude MODIS pixels which did not contain the crops they were interested in [65]. Even when using such a method, there are still significant sources of error in the aggregation: The fields may be mislabeled, and fields that are double-cropped may or may not contain the crop of interest at the time the image is taken.

Field-level yield prediction also used ST-o(T-s) data in much the same manner as for county-level. But, instead of using MODIS pixels which would be too large to describe individual fields, they used Landsat/Sentinel images. To avoid including noncrop information they generally only include pixels wholly within the field boundaries to avoid “border” effects.

Aggregating with a naive average loses a lot of information, so a few authors investigated using alternative methods. Instead of reducing each band to a single value, Khaki et al. [57] created a histogram for each color band and then used a 2DCNN on each county’s histogram. At smaller scales another option is to simply not do any aggregation at all. Engen et al. [27] set all pixels outside the field of interest to zero, used a 2DCNN on each image directly, and a GRU to process across images.

The county-level works used RFs, SVMs, MLPs, 1DCNNs, LSTMs, and even some 2DCNNs. They had many comparisons, but there were no obvious trends. This is unlike other tasks where modern deep learning algorithms showed almost universal improvements. More specifically, 10 studies compared LSTMs to traditional ML models and the LSTM performed better in only 6 of them, with the other four finding SVMs and trees to perform better. Similarly, in field-level yield prediction, only one of the two studies comparing LSTMs found improved performance over traditional ML.

2) **Climatic and Soil Variables:** Many county-level studies noted that using only reflectance wasn’t sufficient to model yield. So, nearly all of the county-level studies used climatic variables.
(e.g., ground temperature and precipitation) and soil properties (e.g., soil particle size and soil moisture content) in addition to the reflectances/VIs (22/23), and universally noted improved performance when compared to not using these variables [14], [135], [138]. However, there was no consistency in which soil variables were used, nor how the temperature was encoded, nor did any works compare their climatic data encoding to other encodings. For example, the temperature was variously classified/aggregated into Growing Degree Days, Killing Degree Days, and Freezing Degree Days before being fed into the model (e.g., [145]). It was also common to use various different temperature statistics (e.g., min/mean/max) and some studies even combined multiple sources of meteorological data (e.g., [54]). Thus, no particular climatic or soil properties are recommended here.

In contrast, few smaller-scale works used climatic/soil variables (2/7). This is because most operated in a single location, and such weather/soil information would be identical for all examples in their dataset. When operating at smaller scales but also across multiple locations climatic variables can be used. In such cases, it is better to interpolate weather data between stations, instead of selecting the values from the nearest station [27].

3) Datasets: Near universally, the county-level works used government-published data (22/23). Indeed, the county-level delineation is likely so popular precisely because that is the scale that governments collect aggregated yield information. Several of the county-level studies have over 1000 counties recorded for over 10 years. This scale of data is easy to obtain for a researcher, as it is all publicly downloadable.

In contrast, the reviewed field-level studies used small datasets containing less than 100 datapoints collected from field studies conducted specifically for that work. There were two notable exceptions. Zhang et al. [145] used a particularly large field survey containing 11,000 data points. Engen et al. [27] predicted at farm-scale across many thousand farms, using data collected by the Norwegian government from the farmers directly, similar to the other LULC sources from European governments.

At the finest resolution, two works utilized advanced combine harvesters that could measure yield as it was collected through the field. This allowed them to create dense spatial maps of yield and correlate this with the satellite images. By collecting a dense map, more information is extracted from each field, aggregation within a field is not necessary, and CNNs become an obvious choice.

4) Analysis: It is not clear why modern deep learning did not consistently outperform traditional ML for yield prediction, like it did for other tasks. The datasets are generally larger than those used in other tasks (not including LULC). But, most work in yield prediction operates on highly aggregated information. Wolanin et al. [138] found that using the average yield for a county as the prediction performs surprisingly well. So, perhaps performance using averaged reflectance is effectively saturated and whether one model does better than another is somewhat random.

The ability to describe a complex trait like yield with averaged reflectance values obviously has limits. So, instead of averaging to a single value per color, Khaki et al. [57] collected a histogram for each county, which improved results and showed that there is potential to explore novel aggregation techniques.

Farm/field-level yield prediction is still relatively new, and requires more support to collate large enough datasets to train robust deep learning models. And when such models become reliable, county-level yield prediction will naturally follow, albeit with significantly more computation required.
5) Recommendations: More investigation is needed to explain why modern deep learning methods have been roughly on par with traditional ML methods. The majority of reviewed studies compared only ML methods; it should be standard practice to include simple nonmachine learning baselines to contextualize the results and show the benefit of ML.

In addition, moving beyond modeling reflectance as a single averaged value is fertile ground to improve yield prediction. In particular, exploring ways to construct the problem to allow deep learning models to identify more complex relationships.

VII. DISCUSSION

This systematic review covers 193 studies at the intersection of Deep Learning on Satellite Imagery for Agriculture. These were identified using Clarivate’s Web of Science and the search criteria outlined in Section II. As such it will not cover all possible works at this intersection, and all claims about numbers of studies refer only to those identified by the search methodology.

In this review, we have observed that modern deep learning methods have become dramatically more popular in the last few years. This trend is likely to continue, as the research appears to be following generic computer vision. However, generic computer vision research has been partially propelled by large public benchmark datasets, which are mostly lacking in the agricultural tasks identified in this review, especially monitoring soil health, plant physiology, and crop damage. Without accessible large datasets, methods are not easily comparable and deep learning in these areas is constrained to those who have the resources to conduct large field surveys.

A. Datasets

There has never been more data available for training deep learning on satellite images, but this availability is very uneven, and underutilized. So there are two issues. First, there is a lack of labeled data for most agricultural tasks. And second, even when there is an abundance of labels, authors prefer to create their own dataset rather than compare results on existing datasets. Crop segmentation has several benchmark datasets (see Table VII; Section VI-A), but they have generally not been adopted. Only 3 out of the 193 studies compared their models against other published models on benchmark datasets. But, of these three, none compared against another study on the same dataset. Benchmarks are critically important for effective model comparison, and consequently driving algorithm innovation. But these benefits can only be realized if studies engage with the datasets as a competition, and diligently compare against existing algorithms.

All of the crop segmentation datasets identified were semantic segmentation. All semantic segmentation datasets with shapefile labels could become a panoptic segmentation dataset by additionally identifying individual fields. But, after inspecting each named dataset—and each reviewed study using those datasets—we note that none of them did so. Similarly, a multiyear segmentation dataset could become a change detection dataset, and similarly, no reviewed study did so.

All other tasks did not have benchmark datasets, but some had continuously updated data sources. There are some sources of public data for LAI, soil moisture, and county-level yield. But no researchers have published a specific list of examples to create a benchmark dataset. But, where do these large datasets come from? Large datasets for agricultural tasks require a significant investment in data collection, and a bit of ingenuity. In the reviewed studies, the large datasets were invariably the result of a dedicated governmental effort plus some way to distribute the work. For example, for growth stage classification in rice paddies, Thorp and Drajat [117] collected data from across the whole of Indonesia, as reported by 4778 crop surveyors and collated efficiently through a phone application.

And, for crop segmentation, governments have incentivized (or compelled) farmers to self-report their crops. While that level of support/adoption might be out of reach for most researchers, there is an unaddressed gap. Innovations in data collection could make medium sized datasets feasible, and are a necessary prerequisite to begin large-scale data collection besides.

For the Soil health (21/25), Plant physiology (15/19), Crop damage (8/9), and subcounty-level Yield prediction tasks (14/19), the authors created their own datasets by field surveys. For these tasks, there were no examples of authors using datasets collected by other authors for the same task. The rest were instead already collected by the government for another purpose (8/72), or automatically generated via a different algorithm (5/72). Although individually small collections, many of these data collection efforts could be released by their authors and included in future works, or could be used for guidance of data collection processes.

B. Models

There were 53 studies identified across soil health, plant physiology, and crop damage tasks, and among these only eight of them used modern deep learning algorithms and most of those were after 2020. Of these eight, only four compared the modern deep learning algorithm to a tree/forest, SVM, or MLP, but in all four cases the modern deep learning algorithm performed better. For soil health, plant physiology and crop damage tasks, the most common method was relatively straightforward use of P-f models. Since the search criteria specifically selected for deep learning algorithms, almost all of the reviewed papers for these tasks used MLPs (48/53). Very few studies of these less popular tasks used spatial algorithms (6/53), and almost none used time series algorithms (3/53), despite several using freely available satellite imagery with revisit times on the order of days.

The vast majority of modern deep learning methods were for LULC tasks, in which there was a very noticeable trend of modern deep learning algorithms performing better. In crop segmentation, modern deep learning algorithms were compared with trees, SVMs or MLPs in 25 studies, and performed better in all but one case. Vision Transformers [24] and variants were only found to be used in crop segmentation. Surprisingly, although these have performed very well in generic computer vision tasks, they did not show any particular improvement over CNNs and
RNNs. Transformers have been noted to require much more data than CNNs to achieve state-of-the-art performance, and it is possible that the transformers used in the reviewed studies have not been trained with enough data. So, there is room for further investigation of this phenomenon. Given the large volume of unlabeled data, perhaps utilizing unsupervised or semisupervised training methods could bridge the gap in data scale.

For as many examples of straightforward uses of standardized forms of modern deep learning algorithms (e.g., U-Net fine-tuned on type S-i data [88]), there were also many examples of specific ideas being directly transferred and adapted from generic computer vision to the satellite setting (e.g., discriminator loss [66], neural ordinary differential equations [79], channel attention maps [115]). However, there was only one main variation observed that explicitly took advantage of the differences between satellite imagery and ground-based imagery: Several works utilized the higher spectral resolution and convolved over the spectral dimension (types P-s, T-i, and S-c; e.g., [20], [63], [107]). There is a gap here; satellite imagery is not the same as ground-based images or video. There is temporal continuity at every pixel. There are spatial patterns at hugely varied scales. There is an order of magnitude more data available, and it is all associated with physical locations. All of these properties are not being taken advantage of in existing work tackling agricultural tasks, and are interesting directions for future research.

ACKNOWLEDGMENT

Certain data included herein are derived from Clarivate Web of Science. © Copyright Clarivate 2022. All rights reserved.

REFERENCES

[1] ABARES, “Catchment scale land use of Australia - update december 2020,” Australian Bur. Agricultural Resource Econ. Sci., Canberra, 2021, doi: 10.25814/ajw-ajw15.

[2] J. B. Adams et al., “Classification of multispectral images based on fractions of endmembers: Application to land-cover change in the Brazilian amazon,” Remote Sens. Environ., vol. 52, no. 2, pp. 137–154, May 1995, doi: 10.1016/0034-4257(94)00098-8.

[3] S. Akca and O. Gungor, “Semantic segmentation of soil salinity using in-situ EC measurements and deep learning based U-Net architecture,” CAFENA, vol. 218, Nov. 2022, Art. no. 16529, doi: 10.1016/j.cafena.2022.16529.

[4] J. L. Ba, J. R. Kiros, and G. E. Hinton, “Layer normalization,” Jul. 2016.

[5] P. Benedetti et al., “M(3)Fusion: A deep learning architecture for multiscale multimodal multisentinel satellite data fusion,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 11, no. 12, pp. 4939–4949, Dec. 2018, doi: 10.1109/JSTARS.2018.2876357.

[6] L. Bi, G. Hu, M. M. Raza, Y. Kandel, L. Leandro, and D. Mueller, “A gated recurrent units (GRU)-Based model for early detection of soybean sudden death syndrome through time-series satellite imagery,” Remote Sens., vol. 12, no. 21, Nov. 2020, Art. no. 3621, doi: 10.3390/rs12213621.

[7] T. Blaschke and J. Strobl, “What’s wrong with pixels? Some recent developments interfacing remote sensing and GIS,” Zeitschrift für Geoinformationssysteme, vol. 14, pp. 12–17, Jan. 2001.

[8] T. Blaschke et al., “Geographic object-based image analysis - towards a new paradigm,” ISPRS J. Photogrammetry Remote Sens., vol. 87, pp. 180–191, Jan. 2014, doi: 10.1016/j.isprsjprs.2013.09.014.

[9] M. Bocco, G. Ovando, S. Sayago, E. Willington, and S. Heredia, “Estimating soybean ground cover from satellite images using neural-networks models,” Int. J. Remote Sens., vol. 33, no. 6, pp. 1717–1728, 2012, doi: 10.1080/01431161.2011.600347.

[10] H. Bouggaou et al., “WRF model output harmonized reference data repository (CC-BY licensed data sets),” Feb. 2023.

[11] M. Bouroschani, M. Mohammad, F. Mircholi, and S. Fiedler, “Assessment of the impact of dust aerosols on crop and water loss in the Great Salt Desert in Iran,” Comput. Electron. Agriculture, vol. 192, Jan. 2022, Art. no. 106605, doi: 10.1016/j.compag.2021.106605.

[12] S. Byornet, Z. Yang, R. Mueller, and M. Craig, “Monitoring US agriculture: The US department of agriculture, national agricultural statistics service, cropland data layer program,” Geocarto Int., vol. 26, no. 5, pp. 341–358, Aug. 2011, doi: 10.1080/10106049.2011.562309.

[13] P. G. Brodick, A. B. Davies, and G. F. Asner, “Uncovering ecological patterns with convolutional neural networks,” Trends Ecol. Evol., vol. 34, no. 3, pp. 734–745, 2019, doi: 10.1016/j.tree.2019.03.006.

[14] Y. Cai et al., “Integrating satellite and climate data to predict wheat yield in Australia using machine learning approaches,” Agricultural Forest Meteorol., vol. 274, pp. 144–159, Aug. 2019, doi: 10.1016/j.agrformet.2019.03.010.

[15] M. Chelali, C. Kurtz, A. Puissant, and N. Vincent, “Deep-Strat: Classification of image time series based on spatio-temporal representations,” Comput. Vis. Image Understanding, vol. 208, Art. no. 103221, Jul. 2021, doi: 10.1016/j.cviu.2021.103221.

[16] J. M. Chen and T. A. Black, “Defining leaf area index for non-flat leaves,” Plant Cell Environ., vol. 15, no. 4, pp. 421–429, 1992, doi: 10.1111/j.1365-3040.1992.tb00992.x.

[17] L.-C. Chen, G. Papandreou, F. Schroff, and H. Adam, “Rethinking atrous convolution for semantic image segmentation,” Dec. 2017.

[18] Y.-J. Choung and D. Jung, “Comparison of machine and deep learning methods for mapping sea farms using high-resolution satellite image,” J. Coastal Res., vol. 114, no. sp1, pp. 420–423, Oct. 2021, doi: 10.2112/JCR-SI114-085.1.

[19] R. d’Andrimont et al., “LUCAS copernicus 2018: Earth-observation-relevant in situ data on land cover and use throughout the European Union,” Earth Syst. Sci. Data, vol. 13, no. 3, pp. 1119–1133, Mar. 2021, doi: 10.5194/essd-13-1119-2021.

[20] M. Debella-Gilo and A. K. Gjertsen, “Mapping seasonal agricultural land use types using deep learning on sentinel-2 image time series,” Remote Sens., vol. 13, no. 2, Jan. 2021, Art. no. 289, doi: 10.3390/rs1302089.

[21] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “ImageNet: A large-scale hierarchical image database,” in Proc. 2009 IEEE Conf. Comput. Vis. Pattern Recognit., Jun. 2009, pp. 248–255, doi: 10.1109/CVPR.2009.5206848.

[22] W. A. Dorigo et al., “The international soil moisture network: A data hosting facility for global in situ soil moisture measurements,” Hydrolog. Earth Syst. Sci., vol. 15, no. 5, pp. 1675–1698, May 2011, doi: 10.5194/hess-15-1675-2011.

[23] A. Dosovitskiy et al., “An image is worth 16x16 words: Transformers for image recognition at scale,” Jun. 2021, arXiv:2010.11929 [cs].

[24] M. Drusch et al., “Sentinel-2: ESA’s optical-high-resolution mission for GMES operational services,” Remote Sens. Environ., vol. 120, pp. 25–36, May 2012, doi: 10.1016/j.rse.2011.11.026.

[25] S. Dupuy and R. Gaetano, “Reunion island - 2019, land cover map (Spot67) - 1.5 m,” 2020.

[26] M. Engen et al., “Farm-scale crop yield prediction from multi-temporal data using deep hybrid neural networks,” Agronomy, vol. 11, no. 12, Dec. 2021, Art. no. 2576, doi: 10.3390/agronomy11122576.

[27] D. Entekhabi, I. Rodriguez-Iturbe, and F. Castelli, “Mutual interaction of soil moisture state and atmospheric processes,” J. Hydrool., vol. 184, no. 1, pp. 3–17, Oct. 1996, doi: 10.1016/0022-1694(95)02965-6.

[28] D. Entekhabi et al., “The soil moisture active passive (SMAP) mission,” Proc. IEEE, vol. 98, no. 5, pp. 704–716, May 2010, doi: 10.1109/JPROC.2010.2043918.

[29] P. Feng, B. Wang, D. L. Liu, and Q. Yu, “Machine learning-based integration of remotely-sensed drought factors can improve the estimation of agricultural drought in south-eastern Australia,” Agricultural Syst., vol. 173, pp. 303–316, Jul. 2019, doi: 10.1016/j.agsy.2019.03.015.
[109] A. Shelestov, M. Lavreniuk, N. Kussul, A. Novikov, and S. Skakun, “Analyzing google earth engine platform for Big Data processing: Classification of multi-temporal satellite imagery for crop mapping,” Front. Earth Sci., vol. 5, pp. 1–10, Feb. 2017, doi: 10.3389/feart.2017.00017.

[110] Y.-Q. Song, X. Zhao, H.-Y. Su, B. Li, Y.-M. Hu, and X.-S. Cui, “Predicting spatial variations in soil nutrients with hyperspectral remote sensing at regional scale,” Sensors, vol. 18, no. 9, Sep. 2018, Art. no. 3086, doi: 10.3390/s18093086.

[111] L. Sun, W. Wang, C. Jia, and X. Liu, “Leaf area index remote sensing based on deep belief network supported by simulation data,” Int. J. Remote Sens., vol. 42, no. 20, pp. 7637–7661, Oct. 2021, doi: 10.1080/01431161.2021.1942584.

[112] D. Sykas, M. Sdraka, D. Zografakis, and I. Papoutsis, “A sentinel-2 multiyear, multicountry benchmark dataset for crop classification and segmentation with deep learning,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 15, pp. 3323–3339, 2022, doi: 10.1109/JSTARS.2021.3165147.

[113] P. Tang, P. Du, G. Xia, P. Zhang, and W. Zhang, “Channel attention-based temporal convolutional network for satellite image time series classification,” IEEE Geosci. Remote Sens. Lett., vol. 19, 2022, Art. no. 8016505, doi: 10.1109/LGRS.2021.3095505.

[114] N. Teimouri, M. Dyrman, and R. N. Jorgensen, “A novel spatio-temporal FCN-LSTM network for recognizing various crop types using multi-temporal radar images,” Remote Sens., vol. 11, no. 8, Apr. 2019, Art. no. 990, doi: 10.3390/rs11080990.

[115] K. R. Thorp and D. Drajat, “Deep machine learning with Sentinel satellite data to map paddy rice production stages across West Java, Indonesia,” Remote Sens. Environ., vol. 265, Nov. 2021, Art. no. 112679, doi: 10.1016/j.rse.2021.112679.

[116] M. C. Tirado, R. Clarke, L. A. Jaykus, M. Quattrers-Gropol, and J. M. Frank, “Climate change and food safety: A review,” Food Res. Int., vol. 43, no. 7, pp. 1745–1765, Aug. 2010, doi: 10.1016/j.foodres.2010.07.003.

[117] J. Tomické, J. Misurec, and P. Lukes, “Prototyping a generic algorithm for crop parameter retrieval across the season using radiative transfer model inversion and Sentinel-2 satellite observations,” Remote Sens., vol. 13, no. 18, Sep. 2021, Art. no. 3659, doi: 10.3390/rs13183659.

[118] R. Torres et al., “GMES Sentinel-1 mission,” Remote Sens. Environ., vol. 120, pp. 9–24, May 2012, doi: 10.1016/j.rse.2011.05.028.

[119] M. O. Turkoglu et al., “Crop mapping from image time series: Deep learning with multi-scale label hierarchies,” Remote Sens. Environ., vol. 264, Oct. 2021, Art. no. 112603, doi: 10.1016/j.rse.2021.112603.

[120] X. Shi, Z. Chen, H. Wang, D.-Y. Yeung, W.-K. Wong, and W.-C. Woo, “Parameterizing crop parameter retrieval across the season using radiative transfer simulations,” Remote Sens., vol. 25, pp. 441–457, May 2019, doi: 10.3390/rs11030002.

[121] A. Wolanin et al., “Estimating and understanding crop yields with explainable deep learning in the Indian Wheat Belt,” Environ. Res. Lett., vol. 15, no. 2, Feb. 2020, Art. no. 024019, doi: 10.1088/1748-9326/ab68ac.

[122] Q. Wu et al., “Comparison of two inversion methods for leaf area index using HF-1 satellite data in a temperate mountain steppe,” Int. J. Remote Sens., vol. 36, no. 19–20, pp. 5192–5207, Oct. 2015, doi: 10.1080/01431161.2015.1040135.

[123] J. Xu et al., “DeepCropMapping: A multi-temporal deep learning approach with improved spatial generalizability for dynamic corn and soybean mapping,” Remote Sens., vol. 247, Sep. 2020, Art. no. 111946, doi: 10.3390/rs1208111946.

[124] S. Ye, S. Lu, X. Bai, and J. Gu, “ResNet-Locust-BN network-based automatic identification of east asian migratory locust species and instars from RGB images,” Insects, vol. 11, no. 8, Aug. 2020, Art. no. 458, doi: 10.3390/insects11080458.

[125] L. Yuan, J. Zhang, Y. Shi, C. Nie, L. Wei, and J. Wang, “Damage mapping of powdery mildew in winter wheat with high-resolution satellite image,” Remote Sens., vol. 6, no. 5, pp. 3611–3623, May 2014, doi: 10.3390/rs6053611.

[126] M. Zeynoddin and H. Bonakdari, “Structured-optimized sequential deep learning methods for soil moisture forecasting,” case study Quebec, Canada,” Neurocomput., vol. 224, pp. 42, 1995–1992, 2022, doi: 10.1016/j.neucom.2022.07.052.

[127] B. Zhang, B. Guo, B. Zou, W. Wei, Y. Lei, and T. Li, “Retrieving soil heavy metals concentrations based on Gaofen-5 hyperspectral satellite image at an opencast coal mine, Inner Mongolia, China,” Environ. Pollut., vol. 300, May 2022, Art. no. 118981, doi: 10.1016/j.envpol.2022.118981.

[128] L. Zhang, Z. Zhang, X. Luo, J. Cao, R. Xie, and S. Li, “Integrating satellite-derived climatic and vegetation indices to predict smallholder maize yield using deep learning,” Agricultural Forest Meteorol., vol. 331, Dec. 2021, Art. no. 108666, doi: 10.1016/j.agrformet.2021.108666.

[129] W. Zhao, Y. Qu, L. Zhang, and K. Li, “Spatial-aware SAR-optical time-series deep integration for crop phenology tracking,” Remote Sens. Environ., vol. 267, Jul. 2022, Art. no. 113046, doi: 10.1016/j.rse.2022.113046.

[130] Y. Zhou, J. Luo, F. Yang, Y. Chen, and W. Wu, “Long-short-term-memory-based crop classification using high-resolution optical images and multi-temporal SAR data,” Gisci. Remote Sens., vol. 56, no. 8, pp. 1170–1191, Nov. 2019, doi: 10.1080/15481603.2019.1628412.

[131] Z. Zhu et al., “Benefits of the free and open Landsat data policy,” Remote Sens. Environ., vol. 224, pp. 382–385, Apr. 2019, doi: 10.1016/j.rse.2019.02.016.
Brandon Victor is currently working toward the Ph.D. degree in computer science under Dr. Aiden Nibali and Dr. Zhen He with La Trobe University, Melbourne, Australia. He has experience with every stage in the development and deployment of deep learning solutions for custom projects, and he has worked on a variety of computer vision and deep learning projects, such as sports analytics, and now, satellites, and agriculture.

Aiden Nibali received the Ph.D. degree in computer science. He has many years of practical programming experience and deep neural network development. His work on AI projects is often cross-disciplinary, incorporating other research areas such as medical imaging, alcohol research, agriculture, and sports analysis. His research interests include the development of computer vision systems utilizing artificial intelligence.

Zhen He received the Ph.D. degree in computer science. He is an Associate Professor of computer science with La Trobe University, Melbourne, Australia. He leads a deep learning research group focused on computer vision tasks. His current research interests include applying AI to analyze digital pathology images. Dr. He’s team applies deep learning to a number of different application areas including: medical image analysis; precision agriculture; sports analytics; and alcohol exposure detection.