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ABSTRACT. The approximation of the value function associated to a stabilization problem formulated as optimal control problem for the Navier-Stokes equations in dimension three by means of solutions to generalized Lyapunov equations is proposed and analyzed. The specificity, that the value function is not differentiable on the state space must be overcome. For this purpose a new class of generalized Lyapunov equations is introduced. Existence of unique solutions to these equations is demonstrated. They provide the basis for feedback operators, which approximate the value function, the optimal states and controls, up to arbitrary order.

1. Introduction. This work is concerned with feedback stabilization of the 3-D Navier-Stokes equations around a possibly unstable stationary solution. The approximation is achieved by Taylor series-like expansions of the value function associated to an infinite-horizon optimal control problem. A related goal was achieved in [13] for the two-dimensional case. But the approach from [13] cannot be generalized to the 3-D case since it builds on the differentiability of the value function on the state space. This is not possible in dimension 3 and thus an independent approach and analysis is required.

Indeed the difficulty that arises is related to the lack of a convenient energy equality for the Navier-Stokes equations in dimension 3. Such an equality is available in dimension 2 and it is the basis for proving the uniqueness of weak variational solutions of the Navier-Stokes equations with initial data in $L^2(\Omega)$, where $L^2(\Omega)$ denotes square integrable vector-valued functions over $\Omega$. In dimension 3 we must...
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resort to strong variational solutions with initial data in $H^1(Ω)$. As a consequence we can expect that the value function associated to optimal control problems of the Navier-Stokes equations in dimension 3 is well-defined and enjoys certain smoothness properties in $H^1(Ω)$ but not over $L^2(Ω)$. Having in mind that Taylor expansions to nonlinear operators on a space $X$ involve multilinear forms on product spaces consisting of copies of $X$, it becomes clear that $X = H^1(Ω)$ is not a convenient space to work with, especially if ultimately, numerical realizations are desired. For this purpose $X = L^2(Ω)$ is significantly more convenient. Here we aim for an approximation of the value function with operators constructed in an $L^2(Ω)$-setting, in spite of the fact that the value function is differentiable on $H^1(Ω)$ only. These operators will be constructed as the solutions to generalized Lyapunov equations.

We next introduce the specific problem of interest. Let $Ω ⊂ R^3$ denote a bounded domain with $C^{1,1}$ boundary $Γ$, and let $B$ denote a control to state operator. We aim at designing a control $u$ such that the solution $(z, q)$ to the time-dependent Navier-Stokes equations

\[
\begin{align*}
\frac{∂z}{∂t} &= νΔz - (z \cdot \nabla)z - ∇q + \varphi + \bar{B}u \quad \text{in } Ω \times (0, T), \\
\text{div } z &= 0 \quad \text{in } Ω \times (0, T), \\
z &= ψ \quad \text{on } Γ \times (0, T), \\
z(0) &= \bar{z} + y_0
\end{align*}
\]

satisfies $\lim_{t \to ∞} z(t) = \bar{z}$ for perturbations $y_0$ with $\text{div } y_0 = 0$, which are assumed to be suitably small. Here $\bar{z}$ is the velocity component of a solution $\bar{(z, q)}$ to the stationary Navier-Stokes equations

\[
\begin{align*}
-νΔ\bar{z} + (\bar{z} \cdot \nabla)\bar{z} + ∇\bar{q} &= \varphi \quad \text{in } Ω, \\
\text{div } \bar{z} &= 0 \quad \text{in } Ω, \\
\bar{z} &= ψ \quad \text{on } Γ,
\end{align*}
\]

for given vector-valued functions $\varphi$ and $ψ$. All regularity assumptions will be specified below.

With the intention of formulating this problem as an infinite-horizon control problem, we define $(y, ρ) := (z, q) - (\bar{z}, \bar{q})$ and, instead of (1), we focus on the following generalized Navier-Stokes equations

\[
\begin{align*}
\frac{∂y}{∂t} &= νΔy - (y \cdot \nabla)z - (z \cdot \nabla)y - (y \cdot \nabla)y - ∇ρ + \bar{B}u \quad \text{in } Ω \times (0, T), \\
\text{div } y &= 0 \quad \text{in } Ω \times (0, T), \\
y &= 0 \quad \text{on } Γ \times (0, T), \\
y(0) &= y_0
\end{align*}
\]

Our goal consists in proving that $\lim_{t \to ∞} (y(t), ρ(t)) = (0, 0)$. To achieve this, we focus on the following problem:

\[
\inf_{y ∈ W_∞(D(A), Y), u ∈ L^2(0, ∞; U)} \frac{1}{2} \int_0^∞ \|y\|_Y^2 \, dt + \frac{α}{2} \int_0^∞ \|u(t)\|_U^2 \, dt, \quad \text{subject to: } (3), \quad (\bar{P})
\]

where the spaces $D(A), Y$ and $U$ are classical function spaces related to the Navier-Stokes equations that will be introduced below.
Let us mention some references that address problems similar to the one considered here. Regarding feedback control of the (three-dimensional) Navier-Stokes equations, we point to, e.g., [3, 4, 6, 7, 8, 18, 27] where different feedback methodologies based on spectral decomposition or Riccati equations have been analyzed. For (local) exact null controllability results of the (linearized) Navier-Stokes equations, see, e.g., [16, 19]. The idea of approximating the optimal feedback law by utilizing a Taylor series expansion of the minimal value function has its origin in finite-dimensional considerations proposed in [2, 22] which, later on, have been picked up in, e.g., [1, 23]. For a survey summarizing the approach (and related variants), we refer to [9]. One of the first references dealing with polynomial feedback laws of infinite-dimensional control systems can be found in [29]. For the special class of bilinear control systems, Taylor series expansions have recently been analyzed in detail in [12, 14]. The literature on open loop control of the Navier Stokes equation is quite rich. Topics such as necessary and sufficient optimality conditions, numerical approximation of the optimality systems are well investigated, in general. If one focuses on the work dedicated to time dependent optimal control in three space dimensions the literature is scarred, however. Here we mention [25, 30], for finite horizon optimal control problems subject to the Navier-Stokes equations.

The contents of the paper is structured as follows. Section 2 contains the problem statement and function space preliminaries. Differentiability properties of the value function are discussed in Section 3. The subsequent section is devoted to the introduction and analysis of the generalized Lyapunov equations. This leads to the polynomial feedback laws which are described in Section 5. Section 6 contains the error estimates for the value function, the optimal states, and controls. We finish with short conclusions.

Notation. For Hilbert spaces $V \subset Y$ with dense and compact embedding, we consider the Gelfand triple $V \subset Y' \subset V''$ where $Y'$ denotes the topological dual of $V$ with respect to the pivot space $Y$. For vector-valued functions $f \in (L^2(\Omega))^3$, we use the notation $f \in L^2(\Omega)$. Elements $f \in L^2(\Omega)$ will be denoted in boldface and distinguished from scalar-valued functions $g \in L^2(\Omega)$. Similarly, we use $H^2(\Omega)$ for the space $(H^2(\Omega))^3$. For a closed, densely defined linear operator $(A, D(A))$ in $Y$, its adjoint (again considered as an operator $Y$) will be denoted with $(A^*, D(A^*))$. Considering $A$ as a bounded linear operator $A \in \mathcal{L}(D(A), Y)$ its dual $A' \in \mathcal{L}(Y, [D(A)]')$ is uniquely defined. Let us recall that it is the unique extension of the operator $A^* \in \mathcal{L}(D(A^*), Y)$ to an element of $\mathcal{L}(Y, [D(A)]')$. In fact, we have

$$\langle A^* p, y \rangle_Y = \langle p, Ay \rangle_Y \quad \text{for all } p \in D(A^*), \text{ and } y \in D(A),$$

and

$$\langle Ay, p \rangle_Y = \langle y, A' p \rangle_{[D(A)], [D(A)]'} \quad \text{for all } p \in Y, \text{ and } y \in D(A).$$

Since $D(A^*)$ is dense in $Y$, this implies that $A'$ is the unique extension of $A^*$ to an operator in $\mathcal{L}(Y, [D(A)]')$. For an infinitesimal generator $A$ of an exponentially stable semigroup $e^{At}$ on $Y$, we consider the space $W(0, T; D(A), Y)$ which we endow with the norm

$$\|y\|_{W(0, T; D(A), Y)} := \left(\|Ay\|_{L^2(0, T; Y)}^2 + \|\frac{d}{dt}y\|_{L^2(0, T; Y)}^2\right)^{\frac{1}{2}}, \quad y \in W(0, T; D(A), Y).$$

(4)
Generally, given \( T \in \mathbb{R} \) and two Hilbert spaces \( X \subsetneq Y \), by \( W(0, T; X, Y) \) we denote the space

\[
W(0, T; X, Y) = \left\{ y \in L^2(0, T; X) \mid \frac{d}{dt} y \in L^2(0, T; Y) \right\}.
\]

For \( T = \infty \), the space \( W(0, T; X, Y) \) will be denoted by \( W_\infty(X, Y) \). For \( \delta \geq 0 \), we denote by \( B_Y(\delta) \) the closed ball in \( Y \) with radius \( \delta \) and center 0.

For \( k \geq 1 \), we make use of the following norm:

\[
\|(v_1, \ldots, v_k)\|_{V^k} = \max_{i=1, \ldots, k} \|v_i\|_V,
\]

on the product space \( V^k := V \times \cdots \times V \). Given a Hilbert space \( Z \), we say that \( \mathcal{T}: V^k \to Z \) is a bounded multilinear mapping (or bounded multilinear form for \( Z = \mathbb{R} \)) if for all \( i \in \{1, \ldots, k\} \) and for all \( (v_1, \ldots, v_{i-1}, v_{i+1}, \ldots, v_k) \in V^{k-1} \), the mapping \( v \in V \mapsto \mathcal{T}(v_1, \ldots, v_{i-1}, v, v_{i+1}, \ldots, v_k) \in Z \) is linear and

\[
\|\mathcal{T}\| := \sup_{v \in \mathcal{B}_V(1)} \|\mathcal{T}(v)\|_Z < \infty.
\]

The set of bounded multilinear mappings on \( V^k \) will be denoted by \( \mathcal{M}(V^k, Z) \). For all \( \mathcal{T} \in \mathcal{M}(V^k, Z) \) and for all \( (v_1, \ldots, v_k) \in V^k \), we have

\[
\|\mathcal{T}(v_1, \ldots, v_k)\|_Z \leq \|\mathcal{T}\| \prod_{i=1}^k \|v_i\|_V.
\]

Bounded multilinear mappings \( \mathcal{T} \in \mathcal{M}(V^k, Z) \) are said to be symmetric if for all \( v_1, \ldots, v_k \in V^k \) and for all permutations \( \sigma \) of \( \{1, \ldots, k\} \),

\[
\mathcal{T}(v_{\sigma(1)}, \ldots, v_{\sigma(k)}) = \mathcal{T}(v_1, \ldots, v_k).
\]

Finally, given two multilinear mappings \( \mathcal{T}_1 \in \mathcal{M}(V^k, Z) \) and \( \mathcal{T}_2 \in \mathcal{M}(V^\ell, Z) \), we denote by \( \mathcal{T}_1 \otimes \mathcal{T}_2 \in \mathcal{M}(V^{k+\ell}, Z) \) the bounded multilinear form defined by

\[
\mathcal{T}_1 \otimes \mathcal{T}_2(v_1, \ldots, v_{k+\ell}) = \langle \mathcal{T}_1(v_1, \ldots, v_k), \mathcal{T}_2(v_{k+1}, \ldots, v_{k+\ell}) \rangle_Z.
\]

Throughout the manuscript, we use \( M \) as a generic constant that might change its value between consecutive lines.

2. Analytical preliminaries.

2.1. Function spaces. Let us briefly summarize the classical functional analytic framework that allows us to consider (3) as an abstract differential equation on the space of solenoidal vector fields. Based on this formulation, we subsequently define our stabilization problem of interest. For more details on the following well-known decomposition, let us refer to, e.g., [5, 6, 17, 26, 28] for details. We introduce the spaces

\[
Y := \left\{ y \in \mathbb{L}^2(\Omega) \mid \text{div } y = 0, y \cdot \mathbf{n} = 0 \text{ on } \Gamma \right\},
\]

\[
V := \left\{ y \in \mathbb{H}_0^1(\Omega) \mid \text{div } y = 0 \right\},
\]

endowed with the canonical inner products and norms. Note that \( Y \) is a closed subspace of \( \mathbb{L}^2(\Omega) \) which is associated to the orthogonal decomposition

\[
\mathbb{L}^2(\Omega) = Y \oplus Y^\perp,
\]

where

\[
Y^\perp = \{ z = \nabla \rho \mid \rho \in H^1(\Omega) \}.
\]
In this context, we recall the Leray projector $P: \mathbb{H}^2(\Omega) \to Y$ which orthogonally projects $L^2(\Omega)$ onto $Y$. Consider the nonlinear operator $F: \mathbb{H}^2(\Omega) \cap V \to Y$ defined by

$$F(y) = P((y \cdot \nabla)y).$$  \hfill (9)

Let us further define the bilinear mapping $N(y, z) := P((y \cdot \nabla)z)$ for which we recall the following properties:

**Proposition 1.** Let $\Omega$ be a bounded domain of class $C^{1,1}$ in $\mathbb{R}^3$. Then there exists a constant $M$ such that

(i) $\|N(y, z)\|_Y \leq M\|y\|_{\mathbb{H}^2(\Omega)}\|z\|_V$, for all $y \in \mathbb{H}^2(\Omega) \cap V, z \in V$,

(ii) $\|N(y, z)\|_Y \leq M\|y\|_V\|z\|_{\mathbb{H}^2(\Omega)}$, for all $y \in V, z \in \mathbb{H}^2(\Omega) \cap V$,

(iii) $\|N(y, z)\|_V \leq M\|y\|_{\mathbb{H}^2(\Omega)}\|z\|_{\mathbb{H}^2(\Omega)}$, for all $y, z \in \mathbb{H}^2(\Omega) \cap V$.

**Proof.** The first two properties follow from the standard Sobolev embedding results $H^2(\Omega) \hookrightarrow C(\bar{\Omega}), H^1(\Omega) \hookrightarrow L^6(\Omega)$, and $H^2(\Omega) \hookrightarrow W^{1,4}(\Omega)$. For the third one, in addition we use that $P \in \mathcal{L}(\mathbb{H}^1(\Omega), [11, Proposition 4.3.7]).$ Here the $C^{1,1}$ property of the domain is used. \hfill $\square$

We shall also consider $N$ as a bilinear mapping from $V \times V$ to $V'$, which is defined by

$$N: V \times V \to V', \quad \langle N(y, z), w \rangle_{V', V} := \langle (y \cdot \nabla)z, w \rangle_{V', V}. \hfill (10)$$

We have the following properties, which can again be verified by standard Sobolev embedding results, and the fact that $\langle (y \cdot \nabla)z, w \rangle_{V', V} = \langle (y \cdot \nabla)w, z \rangle_{V', V}$, for all $(y, z, w) \in V^3$.

**Proposition 2.** Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^3$. Then there exists a constant $M$ such that

(i) $\|N(y, z)\|_{V'} \leq M\|y\|_V\|z\|_V$, for all $y, z \in V$,

(ii) $\|N(y, z)\|_{V'} \leq M\|y\|_{\mathbb{H}^2(\Omega)}\|z\|_V$, for all $y \in \mathbb{H}^2(\Omega) \cap V, z \in V$,

(iii) $\|N(y, z)\|_{V'} \leq M\|y\|_V\|z\|_{\mathbb{H}^2(\Omega)}$, for all $y \in V, z \in \mathbb{H}^2(\Omega) \cap V$.

Analogous properties can be obtained for the nonlinear operator $F$.

The Oseen-Operator is defined by

$$A_0: (\mathbb{H}^2(\Omega) \cap V) \times (\mathbb{H}^2(\Omega) \cap V) \to Y, \quad A_0(y, z) := N(y, z) + N(z, y). \hfill (11)$$

Given a stationary solution $\hat{z} \in V$, we associate with it the Stokes-Oseen operator $A$ that is defined as follows

$$\mathcal{D}(A) = \mathbb{H}^2(\Omega) \cap V, \quad Ay = P(\nu \Delta y - (y \cdot \nabla)\hat{z} - (\hat{z} \cdot \nabla)y). \hfill (12)$$

Considered as operator in $L^2(\Omega)$ the adjoint $A^*$, again as operator in $L^2(\Omega)$, can be characterized by

$$\mathcal{D}(A^*) = \mathbb{H}^2(\Omega) \cap V, \quad A^*p = P(\nu \Delta p - (\nabla \hat{z})^T p + (\hat{z} \cdot \nabla)p). \hfill (13)$$

As mentioned before, considering $A$ as an element of $\mathcal{L}(\mathcal{D}(A), Y)$ its dual $A' \in \mathcal{L}(Y, [\mathcal{D}(A)]')$ is the unique extension of the operator $A^* \in \mathcal{L}(\mathcal{D}(A), Y)$ to an element in $\mathcal{L}(Y, [\mathcal{D}(A)]')$.

For the control operator $\hat{B}$ in (3) we assume that $\hat{B} \in \mathcal{L}(U, L^2(\Omega))$. Let us set $B := P\hat{B} \in \mathcal{L}(U, Y)$. We are now prepared to project the controlled state equation
(3) onto the space of solenoidal vector fields $Y$. We arrive at the abstract control system
\[
\frac{d}{dt} y(t) = Ay - F(y) + Bu, \quad y(0) = y_0,
\]
where the pressure $\rho$ is eliminated, because the algebraic condition $\text{div} \, y = 0$ is automatically satisfied due to the definition of $Y$. Before we state the optimal control problem, we collect some generalizations of the estimates in Proposition 1 to the time-varying case.

**Corollary 1.** Let $y, z \in L^2(0, \infty; \mathcal{D}(A))$, $v \in L^\infty(0, \infty; V)$. Then
\[
\|N(y, z)\|_{L^1(0, \infty; V)} \leq M\|y\|_{L^2(0, \infty; H^2(\Omega))}\|z\|_{L^2(0, \infty; Y)},
\]
\[
\|N(y, z)\|_{L^1(0, \infty; Y')} \leq M\|y\|_{L^2(0, \infty; H^2(\Omega))}\|z\|_{L^2(0, \infty; Y')},
\]
\[
\|N(y, v)\|_{L^2(0, \infty; V)} \leq M\|y\|_{L^2(0, \infty; H^2(\Omega))}\|v\|_{L^\infty(0, \infty; V)},
\]
\[
\|N(y, z)\|_{L^2(0, \infty; Y)} \leq M\|y\|_{L^2(0, \infty; H^2(\Omega))}\|z\|_{L^2(0, \infty; Y)}.
\]

**Corollary 2.** For all $y, z \in L^2(0, \infty; \mathcal{D}(A)) \cap L^\infty(0, \infty; V)$ with
\[
\max\{\|y\|_{L^\infty(0, \infty; V)}, \|z\|_{L^\infty(0, \infty; V)}\} \leq \delta,
\]
there exists a constant $C > 0$ such that
\[
\|F(y) - F(z)\|_{L^2(0, \infty; Y)} \leq C\|y - z\|_{L^2(0, \infty; H^2(\Omega))}.
\]

**Proof.** Note that
\[
\|F(y) - F(z)\|_{L^2(0, \infty; Y)} = \|P(N(y, y) - N(z, z))\|_{L^2(0, \infty; Y)} \leq C\|N(y - z, y)\|_{L^2(0, \infty; Y)} + \|N(z, y - z)\|_{L^2(0, \infty; Y)}
\]
which, together with (18) and (19), shows the assertion. \qed

### 2.2. Existence of feasible solutions
Throughout the article we assume that the following assumptions hold true.

**Assumption A1.** The stationary solution satisfies $\bar{z} \in V$.

**Assumption A2.** The linearized system $(A, B)$ is exponentially stabilizable, i.e., there exists $K \in \mathcal{L}(Y, U)$ such that the semigroup $e^{(A - BK)t}$ is exponentially stable on $Y$.

Assumption A1 is commonly assumed in the context of stabilization of the Navier-Stokes equations. For sufficient conditions on the data $(\varphi, \psi)$, we refer to, e.g., [11, Theorem V.3.3].

Regarding Assumption A2, we refer to, e.g., [5] where finite-dimensional feedback operators are constructed on the basis of spectral decomposition as well as Riccati theory. Alternatively, exponential stabilizability of the linearized system also follows from exact controllability results available in [16].

We immediately obtain the following important consequences that will be used several times throughout the manuscript.

**Consequence C1.** There exist two constants $\lambda \geq 0$ and $\theta > 0$ such that
\[
\langle (\lambda I - A)v, v \rangle_Y \geq \theta\|v\|^2_Y \text{ for all } v \in V
\]
As is well-known, see e.g., [10, Theorem II.1.2.12] estimate (21) implies that $A_\lambda$ and, thus, $A$ generate analytic semigroups $e^{A_\lambda t}$ and $e^{At}$, on $Y$, respectively.
Below we will frequently make use of the spaces \( W(0,T;\mathcal{D}(A \lambda),Y) \) and \( W_\infty(\mathcal{D}(A \lambda),Y) \), respectively, endowed with the norm defined in (4). This notation will also be employed for systems associated to operators \( A \) that do not necessarily generate themselves an exponentially stable semigroup on \( Y \).

**Consequence C2.** For all \( (y_0,f) \in V \times \in L^2(0,\infty;Y) \) and \( T > 0 \) the system
\[
\dot{y} = Ay + f, \quad y(0) = y_0,
\]
has a unique solution \( y \in W(0,T;\mathcal{D}(A \lambda),Y) \). In addition, this solution satisfies
\[
\|y\|_{W(0,T;\mathcal{D}(A \lambda),Y)} \leq c(T)(\|y_0\|_V + \|f\|_{L^2(0,\infty;Y)})
\]
with a continuous function \( c \). In the case that \( y \in L^2(0,\infty;Y) \), we can replace (22) by the equivalent formulation
\[
\dot{y} = (A - \lambda I)y + \lambda y + f, \quad y(0) = y_0,
\]
with \( f_\lambda \in L^2(0,\infty;Y) \). Since \( A \lambda \) satisfies (21), from, e.g., [10, Part II, Chapter 1, Section 2] it follows that it generates an analytic, exponentially stable semigroup on \( Y \) and thus by, e.g., [10, Theorem II.1.3.1] there exists \( M_\lambda \) such that
\[
\|y\|_{W_\infty(\mathcal{D}(A \lambda),Y)} \leq M_\lambda(\|y_0\|_V + \|f_\lambda\|_{L^2(0,\infty;Y)}).
\]
Here, we use that \( [\mathcal{D}(A \lambda),Y]_{\frac{1}{2}} = V \), see [10, Theorem II.2.1.3].

**Consequence C3.** For all \( y_0 \in V \) and \( f \in L^2(0,\infty;Y) \), the system
\[
\dot{y} = (A - BK)y + f, \quad y(0) = y_0,
\]
has a unique solution in \( W_\infty(\mathcal{D}(A \lambda),Y) \), see [10, Theorem II.1.3.1]. In particular, it holds that
\[
\|y\|_{W_\infty(\mathcal{D}(A \lambda),Y)} \leq M_K(\|y_0\|_V + \|f\|_{L^2(0,\infty;Y)}).
\]

In the next lemma, by \( A_s \) we denote a general generator of an exponentially stable, analytic semigroup on \( Y \). The proof of the assertion is based on a classical fixed-point argument which has been used in similar contexts in, e.g., [13, 26] and is given in the Appendix A.

**Lemma 2.1.** Let \( A_s \) generate an exponentially stable, analytic semigroup \( e^{A_s t} \) on \( Y \), let \( C \) denote the constant specified in Corollary 2 and let \( F \) be as in (9). Then there exists a constant \( M_s \) such that for all \( (y_0,f) \in V \times L^2(0,\infty;Y) \) with
\[
\gamma := \|y_0\|_V + \|f\|_{L^2(0,\infty;Y)} \leq \frac{1}{4CM_s^2}
\]
the system
\[
\dot{y} = A_s y - F(y) + f, \quad y(0) = y_0,
\]
has a unique solution \( y \in W_\infty(\mathcal{D}(A_s),Y) \). Moreover, we have the following estimate on \( y \):
\[
\|y\|_{W_\infty(\mathcal{D}(A_s),Y)} \leq 2M_s \gamma.
\]
**Corollary 3.** There exists a constant $M_K > 0$ such that for all $(y_0, f) \in V \times \in L^2(0, \infty; Y)$ which satisfy

$$\gamma := \|y_0\|_{V} + \|f\|_{L^2(0, \infty; Y)} \leq \frac{1}{4CM_K^2}$$

there exists $u \in L^2(0, \infty; U)$ such that there exists a unique solution $y \in W_\infty(D(A_\lambda), Y)$ to

$$\dot{y} = Ay + Bu - F(y) + f, \quad y(0) = y_0. \quad (26)$$

Additionally, it holds that

$$\|y\|_{W_\infty(D(A_\lambda), Y)} \leq 2M_K\gamma \text{ and } \|u\|_{L^2(0, \infty; U)} \leq 2\|K\|_{L(Y)}M_K\gamma.$$\text{ Proof.} Since assumption $A2$ implies the existence of $K$ such that $e^{(A - BK)t}$ is an exponentially stable analytic semigroup on $Y$, the result is a consequence of Lemma 2.1 applied to the system

$$\dot{y} = (A - BK)y - F(y) + f, \quad y(0) = y_0.$$

The estimate on the control follows from the feedback representation $u = -Ky$. \qed

For the next statement, we can w.l.o.g. assume that $M_\lambda$ defined in Consequence $C2$ satisfies $M_\lambda \geq \frac{1}{2\gamma}$.

**Corollary 4.** Let $(y_0, f) \in V \times L^2(0, \infty; Y)$ and $u \in L^2(0, \infty; U)$ be such that there exists a solution $y \in L^2(0, \infty; Y)$ to

$$\dot{y} = Ay - F(y) + Bu + f, \quad y(0) = y_0.$$\text{ Further assume that $(y_0, f, u, y)$ are such that}

$$\gamma := \|y_0\|_{V} + \|f + \lambda y + Bu\|_{L^2(0, \infty; Y)} \leq \frac{1}{4CM_\lambda^2}.$$\text{ then $y \in W_\infty(D(A_\lambda), Y)$ and, moreover,}

$$\|y\|_{W_\infty(D(A_\lambda), Y)} \leq 2M_\lambda\gamma.$$\text{ Proof.} By assumption it holds that $y \in L^2(0, \infty; Y)$. As a consequence, we can focus on the equivalent system

$$\dot{y} = A_\lambda y - F(y) + \tilde{f},$$

where $\tilde{f} = f + \lambda y + Bu$. Application of Lemma 2.1 then shows the assertion. \qed

**Remark 1.** Note that a statement analogous to Corollary 4 is not available for $(y_0, f) \in Y \times L^2(0, \infty; Y)$ in dimension 3. Below this will prevent us from showing differentiability of the value function $V$ on $Y$, cf. also Remark 2.

With the previous considerations, we can state problem $(\bar{P})$ as the following abstract infinite-horizon optimal control problem:

$$\inf_{y \in W_\infty(D(A_\lambda), Y)} \int J(y, u), \text{ subject to: } e(y, u) = (0, y_0) \quad (P)$$

where $J : W_\infty(D(A_\lambda), Y) \times L^2(0, \infty; U) \to \mathbb{R}$ and $e : W_\infty(D(A_\lambda), Y) \times L^2(0, \infty; U) \to L^2(0, \infty; Y) \times V$ are defined by

$$J(y, u) = \frac{1}{2} \int_0^\infty \|y\|^2_{Y} dt + \frac{\alpha}{2} \int_0^\infty \|u(t)\|^2_{U} dt \quad (27)$$

$$e(y, u) = (\dot{y} - (Ay - F(y) + Bu), y(0)). \quad (28)$$
3. Differentiability of the value function on $V$. In this section, we show the differentiability on $V$ of the associated value function, defined by

$$V(y_0) = \inf_{y \in W_\infty(D(A), Y)}^{\text{subject to: } e(y, u) = (0, y_0)} J(y, u).$$

Our arguments are based on an analysis of the dependence of solutions to $(P)$ with respect to the initial condition $y_0$.

3.1. Existence of a solution and optimality conditions. This section is devoted to existence of solutions to $(P)$ with small initial data and associated first-order necessary optimality conditions.

**Lemma 3.1.** There exists $\delta_1 > 0$ such that for all $y_0 \in B_V(\delta_1)$ problem $(P)$ possesses a solution $(\bar{y}, \bar{u})$. Moreover, there exists a constant $M > 0$ independent of $y_0$ such that

$$\max(\|\bar{u}\|_{L^2(0, \infty; U)}, \|\bar{y}\|_{W_\infty(D(A), Y)}) \leq M\|y_0\|_V.$$ (29)

**Proof.** For now, let us define $\delta_1 = \frac{1}{2CM_K}$ with $C$ as in Corollary 2 and $M_K$ as in Corollary 3. By Corollary 3 (with $f = 0$) there exists a control $u \in L^2(0, \infty; U)$ with associated state $y$ satisfying

$$\max(\|u\|_{L^2(0, \infty; U)}, \|y\|_{W_\infty(D(A), Y)}) \leq M\|y_0\|_V,$$

where $M = 2M_K \max(1, \|K\|_{L(Y)})$. Let us take a minimizing sequence $(y_n, u_n)_{n \in \mathbb{N}}$ which we can assume to satisfy $J(y_n, u_n) \leq M^2\|y_0\|_V^2(1 + \alpha)$. Consequently, for all $n \in \mathbb{N}$ we obtain

$$\|y_n\|_{L^2(0, \infty; Y)} \leq M\|y_0\|_V\sqrt{2(1 + \alpha)} \quad \text{and} \quad \|u_n\|_{L^2(0, \infty; U)} \leq M\|y_0\|_V\sqrt{2(1 + \alpha)}.$$ (30)

After possible reduction of $\delta_1$, we can assume that

$$\|y_0\|_V + \|Ay_n + Bu_n\|_{L^2(0, \infty; Y)} \leq \left[1 + M\sqrt{2(1 + \alpha)}\left(\lambda + \frac{\|B\|_{L(U, Y)}}{\sqrt{\alpha}}\right)\right] \delta_1 \leq \frac{1}{4CM^2},$$

where $M$ is as in Consequence C2 and Corollary 4. Hence, the sequence $(y_n)_{n \in \mathbb{N}}$ is bounded in $W_\infty(D(A), Y)$ with sup $\|y_n\| \leq 2M\|y_0\|_V$. Extracting if necessary a subsequence, there exists $(\bar{y}, \bar{u}) \in W_\infty(D(A), Y) \times L^2(0, \infty; U)$ such that $(y_n, u_n) \rightharpoonup (\bar{y}, \bar{u}) \in W_\infty(D(A), Y) \times L^2(0, \infty; U)$, and $(\bar{y}, \bar{u})$ satisfies (29).

We are going to prove that $(\bar{y}, \bar{u})$ is feasible and optimal. Note that for each $T > 0$ and an arbitrary $z \in H^1(0, T; Y)$, we have for all $n \in \mathbb{N}$ that

$$\int_0^T \left\langle \frac{d}{dt}y_n(t), z(t) \right\rangle_Y dt = \int_0^T \left\langle Ay_n(t) - F(y_n(t)) + Bu_n(t), z(t) \right\rangle_Y dt.$$ (31)

From the convergence $\frac{d}{dt}y_n \rightharpoonup \frac{d}{dt}\bar{y}$ in $L^2(0, T; Y)$, we can pass to to the limit in the l.h.s. of the above equality. Similarly, using that $Ay_n \rightharpoonup Ay \in L^2(0, T; Y)$ it follows that

$$\int_0^T \left\langle Ay_n(t), z(t) \right\rangle_Y dt \rightharpoonup \int_0^T \left\langle Ay(t), z(t) \right\rangle_Y dt.$$
With the same argument, we find that
\[ \int_0^T \langle Bu_n(t), z(t) \rangle_Y \, dt \xrightarrow{n \to \infty} \int_0^T \langle B\bar{u}(t), z(t) \rangle_Y \, dt. \]

From the definition of \( F \) and Proposition 1(i)-(ii), it follows that
\[ \left| \int_0^T \langle F(y_n(t)) - F(\bar{y}(t)), z(t) \rangle_Y \, dt \right| \]
\[ \leq \int_0^T |\langle N(y_n(t) - \bar{y}(t), y_n(t), z(t) \rangle_Y | \, dt \]
\[ + \int_0^T |\langle N(\bar{y}(t), y_n(t) - \bar{y}(t)), z(t) \rangle_{V', V} | \, dt \]
\[ \leq \int_0^T \| N(y_n(t) - \bar{y}(t), y_n(t)) \|_Y \| z(t) \|_Y \, dt \]
\[ + \int_0^T \| N(\bar{y}(t), y_n(t) - \bar{y}(t)) \|_Y \| z(t) \|_Y \, dt \]
\[ \leq M \int_0^T \| y_n(t) - \bar{y}(t) \|_V \| y_n(t) \|_{\mathbb{H}^2(\Omega)} \| z(t) \|_Y \, dt \]
\[ + M \int_0^T \| \bar{y}(t) \|_{\mathbb{H}^2(\Omega)} \| y_n(t) - \bar{y}(t) \|_V \| z(t) \|_Y \, dt \]
\[ \leq M \left( \| y_n \|_{L^2(0,T; D(A_\lambda))} \| y_n - \bar{y} \|_{L^2(0,T; V)} \| z \|_{L^\infty(0,T; Y)} \right. \]
\[ + \left. \| \bar{y} \|_{L^2(0,T; D(A_\lambda))} \| y_n - \bar{y} \|_{L^2(0,T; V)} \| z \|_{L^\infty(0,T; Y)} \right). \]

Since \( D(A_\lambda) \) is compactly embedded in \( V \), by the Aubin-Lions lemma it follows that \( \| y_n - \bar{y} \|_{L^2(0,T; V)} \xrightarrow{n \to \infty} 0 \). Passing to the limit in (31) yields
\[ \int_0^T \left\langle \frac{d}{dt} \tilde{y}(t), z(t) \right\rangle_\mathbb{H} = \int_0^T \langle A\bar{y}(t) - F(\bar{y}(t)) + B\bar{u}(t), z(t) \rangle_Y \, dt. \]

Since \( H^1(0,T; Y) \) is dense in \( L^2(0,T; Y) \), it holds that \( e(\bar{y}, \bar{u}) = (0, y_0) \). From weak lower semi-continuity of norms we finally obtain
\[ J(\bar{y}, \bar{u}) \leq \liminf_{n \to \infty} J(y_n, u_n). \]

This shows that \( (\bar{y}, \bar{u}) \) is optimal.

Note that the bound (29) can be shown to hold for arbitrary optimal solutions since they necessarily have to satisfy (30) from which we can argue as above. \( \square \)

**Remark 2.** For the previous proof, Corollary 4 was essential. It is not available in dimension 3 with \( y_0 \in Y \) and \( y \in W_\infty(V, V') \). For this reason, we cannot expect differentiability of \( V \) on \( Y \).

**Lemma 3.2.** Let \( G \in \mathcal{L}(W_\infty(D(A_\lambda), Y), L^2(0, \infty; Y)) \) be such that \( \| G \| < \frac{1}{\lambda_n} \), where \( \| G \| \) denotes the operator norm of \( G \). Then, for all \( f \in L^2(0, \infty; Y) \) and \( y_0 \in V \), there exists a unique solution to the following system:
\[ \dot{y} = (A - BK)y(t) + (Gy)(t) + f(t), \quad y(0) = y_0. \]
Moreover,
\[
\|y\|_{W^1_\infty(D(A_\lambda), Y)} \leq \frac{M_K}{1 - M_K\|G\|} (\|f\|_{L^2(0, \infty; Y)} + \|y_0\|_Y).
\]

**Proof.** The assertion is a variant of [12, Lemma 2.5] and follows by the arguments provided in the latter reference.

**Proposition 3.** There exists \(\delta_2 \in (0, \delta_1]\) such that for all \(y_0 \in B_Y(\delta_2]\), and for all solutions \((\bar{y}, \bar{u})\) of \((P)\), there exists a unique costate \(p \in W^1_\infty(Y, [D(A_\lambda)]')\) satisfying
\[
-p - A'p - P((\bar{y} \cdot \nabla)p - (\nabla \bar{y})^T p) = \bar{y} \quad \text{in } L^2(0, \infty; [D(A_\lambda)]'),
\]
\[
\alpha \bar{u} + B^*p = 0.
\]

Moreover, there exists a constant \(M > 0\), independent of \((\bar{y}, \bar{u})\), such that
\[
\|p\|_{W^1_\infty(Y, [D(A_\lambda)]')} \leq M \left( \|\bar{y}\|_{L^2(0, \infty; Y)} + \alpha \|\bar{u}\|_{L^2(0, \infty; U)} \right)
\]

**Remark 3.** Equation (32) is satisfied in the sense that
\[
\langle p, z \rangle_{L^2(0, \infty; Y)} - \langle p, Az - P((\bar{y} \cdot \nabla)z + (z \cdot \nabla)\bar{y})) \rangle_{L^2(0, \infty; Y)} = \langle \bar{y}, z \rangle_{L^2(0, \infty; Y)},
\]
for all \(z \in W^1_\infty(D(A_\lambda), Y)\), where
\[
W^1_\infty(D(A_\lambda), Y) = \{ z \in W^1_\infty(D(A_\lambda), Y) \mid z(0) = 0 \}.
\]

**Remark 4.** Note that by the Intermediate Derivatives Theorem, see [21, Theorem 4.2], it follows that \(p \in W^1_\infty(Y, [D(A_\lambda)]')\) embeds continuously into \(C_b([0, \infty); V')\). Moreover, one can show that \(p(t) \overset{\text{loc}}{\rightarrow} 0\) in \(V'\). For the arguments of a proof, we refer to, e.g., [14, Appendix A].

**Proof.** For now, let us assume that \(\delta_2 = \delta_1\). Then problem \((P)\) has a solution \((\bar{y}, \bar{u})\) by Lemma 3.1. We are going to derive optimality conditions by proving that the linearization of \(e\) is surjective. Since \(F(y) = PN(y, y)\) and by Corollary 1, we conclude that \(N\) and \(F\) are Fréchet differentiable. Hence, \(e\) is Fréchet differentiable with
\[
De(y, u): W^1_\infty(D(A_\lambda), Y) \times L^2(0, \infty; U) \rightarrow L^2(0, \infty; Y) \times V
\]
\[
De(y, u)(z, v) = (z - (Az - P(N(y, z) + N(z, y)) + Bv), z(0)).
\]

We are going to show that \(De(\bar{y}, \bar{u})\) is surjective for \(\delta_2\) small enough. For an arbitrary pair \((r, s) \in L^2(0, \infty; Y) \times V\), we consider
\[
\dot{z} - (Az - P(N(\bar{y}, z) + N(z, \bar{y})) + Bv) = r, \quad z(0) = s.
\]

From Corollary 1 and Lemma 3.1, it follows that
\[
\|P(N(\bar{y}, z) + N(z, \bar{y}))\|_{L^2(0, \infty; Y)} \leq M\|\bar{y}\|_{W^1_\infty(D(A_\lambda), Y)}\|z\|_{W^1_\infty(D(A_\lambda), Y)} \leq M_\delta_2\|z\|_{W^1_\infty(D(A_\lambda), Y)}.
\]

By possibly reducing \(\delta_2\), we can w.l.o.g. assume that the operator
\[
G \in \mathcal{L}(W^1_\infty(D(A_\lambda), Y), L^2(0, \infty; Y))
\]

defined by
\[
(Gz)(t) := DF(y(t))(z(t)) = P(N(\bar{y}(t), z(t)) + N(z(t), \bar{y}(t)))
\]
satisfies \(\|G\| < \frac{1}{M_\delta}\). Lemma 3.2 implies the existence of a unique solution \(z \in W^1_\infty(D(A_\lambda), Y)\) to the system
\[
\dot{z} - ((A - BK)z + P(N(\bar{y}, z) + N(z, \bar{y}))) = r, \quad z(0) = s.
\]
The surjectivity of \(De(\bar{y}, \bar{u})\) follows by setting \(v = -Kz \in L^2(0, \infty; U)\). Moreover, we additionally have that
\[
\|z\|_{W_{\infty}(\mathcal{D}(A), Y)} \leq M \left( \|r\|_{L^2(0, \infty; Y)} + \|s\|_{V} \right) 
\]  
where the constant \(M\) is independent of \((r, s)\) and \(y_0\). The surjectivity of \(De(\bar{y}, \bar{u})\) implies the existence of a unique pair \((p, \mu) \in L^2(0, \infty; Y) \times V'\) such that for all \((z, v) \in W_{\infty}(\mathcal{D}(A), Y) \times L^2(0, \infty; U)\)
\[
DJ(\bar{y}, \bar{u})(z, v) - \langle (p, \mu), De(\bar{y}, \bar{u})(z, v) \rangle_{L^2(0, \infty; Y) \times V', L^2(0, \infty; Y) \times V} = 0. 
\]  
In the following, we use (38) to derive the costate equation (32) and relation (33). Note that \(J\) is differentiable with
\[
DJ(\bar{y}, \bar{u})(z, v) = \langle \bar{y}, z \rangle_{L^2(0, \infty; Y)} + \alpha \langle \bar{u}, v \rangle_{L^2(0, \infty; U)}
\]
\[
= \left\langle \begin{pmatrix} \bar{y} \\ \alpha \bar{u} \end{pmatrix}, \begin{pmatrix} z \\ v \end{pmatrix} \right\rangle_{L^2(0, \infty; Y) \times L^2(0, \infty; U)}.
\]
Moreover, for all \((z, v) \in W_{\infty}(\mathcal{D}(A), Y) \times L^2(0, \infty; U)\)
\[
\langle (p, \mu), De(\bar{y}, \bar{u})(z, v) \rangle_{L^2(0, \infty; Y) \times V', L^2(0, \infty; Y) \times V} = \langle p, \bar{z} \rangle_{L^2(0, \infty; Y)} - \langle p, A\bar{z} \rangle_{L^2(0, \infty; Y)} + \langle p, G\bar{z} \rangle_{L^2(0, \infty; Y)}
\]
\[
- \langle p, Bu \rangle_{L^2(0, \infty; U)} + \langle \mu, z(0) \rangle_{V', V}.
\]
Taking \(z = 0\) and letting \(v\) vary in \(L^2(0, \infty; U)\), from (38), (39) and (40), we obtain
\[
\alpha \bar{u} + B^*p = 0 \in L^2(0, \infty; U),
\]
and, hence, relation (33).

Taking \(v = 0\), we conclude that for all \(z \in W^0_{\infty}(\mathcal{D}(A), Y)\), we have
\[
\langle p, \bar{z} \rangle_{L^2(0, \infty; Y)} = \langle p, A\bar{z} - G\bar{z} \rangle_{L^2(0, \infty; Y)} + \langle \bar{y}, \bar{z} \rangle_{L^2(0, \infty; Y)}.
\]  
With Proposition 1(ii) and (ii) we obtain for all \(z \in W^0_{\infty}(\mathcal{D}(A), Y)\)
\[
\langle p, \bar{z} \rangle_{L^2(0, \infty; Y)} \leq \|p\|_{L^2(0, \infty; Y)} + \|G\bar{z}\|_{L^2(0, \infty; Y)} + \|\bar{y}\|_{L^2(0, \infty; Y)}
\]
\[
\leq M \left( \|p\|_{L^2(0, \infty; Y)} + \|\bar{y}\|_{L^2(0, \infty; Y)} \right) \|z\|_{L^2(0, \infty; H^2(\Omega))}
\]
\[
+ M \left( \|p\|_{L^2(0, \infty; Y)} + \|\bar{y}\|_{L^2(0, \infty; Y)} \right) \|z\|_{L^2(0, \infty; H^2(\Omega))}
\]
\[
+ \int_0^\infty \|\bar{y}(t)\|_{L^2(0, \infty; Y)} \|z(t)\|_{H^2(\Omega)} dt
\]
\[
\leq M \left( \|p\|_{L^2(0, \infty; Y)} + \|\bar{y}\|_{L^2(0, \infty; Y)} \right) \|z\|_{L^2(0, \infty; H^2(\Omega))}
\]
\[
+ \int_0^\infty \|\bar{y}(t)\|_{L^2(0, \infty; Y)} \|z(t)\|_{H^2(\Omega)} dt
\]
\[
\leq M \left( \|p\|_{L^2(0, \infty; Y)} + \|\bar{y}\|_{L^2(0, \infty; Y)} \right) \|\bar{y}\|_{L^\infty(0, \infty; H^2(\Omega))} \|z\|_{L^2(0, \infty; H^2(\Omega))}
\]
\[
\leq M \left( \|p\|_{L^2(0, \infty; Y)} + \|\bar{y}\|_{L^2(0, \infty; Y)} \right) \|\bar{y}\|_{L^\infty(0, \infty; H^2(\Omega))} \|z\|_{L^2(0, \infty; H^2(\Omega))}.
\]  
Since \(W^0_{\infty}(\mathcal{D}(A), Y)\) is dense in \(L^2(0, \infty; H^2(\Omega))\) for the \(L^2(0, \infty; H^2(\Omega))\)-norm, we can extend \(p\) to a bounded linear form on \(L^2(0, \infty; H^2(\Omega))\), i.e., \(p\) can be extended to an element of \(L^2(0, \infty; [\mathcal{D}(A)]')\), moreover the following bound holds true:
\[
\|p\|_{L^2(0, \infty; [\mathcal{D}(A)]')} \leq M \left( \|p\|_{L^2(0, \infty; H^2(\Omega))} + \|y_0\|_{V} \right). 
\]  
It follows that \(p \in W_{\infty}(Y, [\mathcal{D}(A)]')\) and that the costate equation (32) is satisfied.

Let us bound \(p \in L^2(0, \infty; Y)\). For this purpose, consider \(r \in L^2(0, \infty; Y)\) and assume that \((z, v)\) satisfy \(De(\bar{y}, \bar{u})(z, v) = (r, 0)\) and the bound (37) (with \(s = 0\).
From (38), the expression (39) of $DJ(\bar{y}, \bar{u})$, estimate (37), and estimate (29) on $(\bar{y}, \bar{u})$, we derive:

$$
\langle p, r \rangle_{L^2(0,\infty;Y)} = \langle (p, \mu), (r, 0) \rangle_{L^2(0,\infty;Y) \times V', L^2(0,\infty;Y) \times V} \\
= \langle De(\bar{y}, \bar{u})'(p, \mu), (z, v) \rangle_{W_\infty(D(A_\lambda), Y) \times L^2(0,\infty;U), W_\infty(D(A_\lambda), Y) \times L^2(0,\infty;U)} \\
= DJ(\bar{y}, \bar{u})(z, v) \\
\leq M (\|\bar{y}\|_{L^2(0,\infty;Y)} + \|\bar{u}\|_{L^2(0,\infty;U)}) (\|z\|_{L^2(0,\infty;Y)} + \|v\|_{L^2(0,\infty;U)}) \\
\leq M\|y_0\|_V \|r\|_{L^2(0,\infty;Y)}.
$$

Since $r$ was arbitrary and $M$ is independent of $r$, we obtain that $\|p\|_{L^2(0,\infty;Y)} \leq M\|y_0\|_V$. Combining this estimate with (42), we finally obtain (34).

3.2. **Sensitivity analysis with respect to $y_0$.** We define the space

$$
X := V \times L^2(0,\infty;Y) \times L^2(0,\infty;[D(A_\lambda)']') \times L^2(0,\infty;U),
$$

endowed with the $l_\infty$ product norm. Consider now the mapping $\Phi$, defined from $W_\infty(D(A_\lambda), Y) \times L^2(0,\infty;U) \times W_\infty(Y;[D(A_\lambda)']')$ to $X$ by

$$
\Phi(y, u, p) = \begin{pmatrix}
\dot{y} - Ay + F(y) - Bu \\
-\dot{p} - A'p - P((y \cdot \nabla)p - (\nabla y)^T) - y \\
\alpha u + B^*p
\end{pmatrix}.
$$

(44)

The well-posedness of $\Phi$ follows from the considerations on $e(y, u)$ and the costate equation (32) that have been given in the proof of Proposition 3.

**Lemma 3.3.** There exist $\delta_3 > 0$, $\delta_3' > 0$, and three $C^\infty$-mappings

$$
\mathcal{Y}, \mathcal{U}, \mathcal{P} : B_V(\delta_3) \to W_\infty(D(A_\lambda), Y) \times L^2(0,\infty;U) \times W_\infty(Y;[D(A_\lambda)']')
$$

$y_0 \mapsto (\mathcal{Y}(y_0), \mathcal{U}(y_0), \mathcal{P}(y_0))$

such that for all $y_0 \in B_V(\delta_3)$, the triplet $(\mathcal{Y}(y_0), \mathcal{U}(y_0), \mathcal{P}(y_0))$ is the unique solution to

$$
\Phi(y, u, p) = (y_0, 0, 0, 0),
$$

$$
\max (\|y\|_{W_\infty(D(A_\lambda), Y)}, \|u\|_{L^2(0,\infty;U)}, \|p\|_{W_\infty(Y;[D(A_\lambda)']')}) \leq \delta_3'
$$

(45)
in $W_\infty(D(A_\lambda), Y) \times L^2(0,\infty;U) \times W_\infty(Y;[D(A_\lambda)']')$. Moreover, there exists a constant $M > 0$ such that for all $y_0 \in B_V(\delta_3)$,

$$
\max (\|\mathcal{Y}(y_0)\|_{W_\infty(D(A_\lambda), Y)}, \|\mathcal{U}(y_0)\|_{L^2(0,\infty;U)}, \|\mathcal{P}(y_0)\|_{W_\infty(Y;[D(A_\lambda)']')}) \leq M\|y_0\|_V.
$$

(46)

**Proof.** Let us show the statement by means of the inverse function theorem. For this purpose, note that $\Phi$ only contains polynomial terms and thus is infinitely differentiable. It further holds that $\Phi(0, 0, 0) = (0, 0, 0, 0)$. Let us prove that $D\Phi(0, 0, 0)$ is an isomorphism and take $(w_1, w_2, w_3, w_4) \in X$ and $(y, u, p) \in W_\infty(D(A_\lambda), Y) \times L^2(0,\infty;U) \times W_\infty(Y;[D(A_\lambda)']')$. We have

$$
D\Phi(0, 0, 0)(y, u, p) = (w_1, w_2, w_3, w_4) \iff \begin{cases}
y(0) = w_1 \\
\dot{y} - Ay - Bu = w_2 \\
-\dot{p} - A'p - y = w_3 \\
\alpha u + B^*p = w_4.
\end{cases}
$$

(47)
By Proposition 6, the linear system on the left-hand has a unique solution \((y, u, p)\), moreover
\[
\| (y, u, p) \|_{W_\infty(D(A)), Y} \times L^2(0, \infty; U) \times W_\infty(Y, [D(A)]')} \leq M \| (w_1, w_2, w_3, w_4) \|_X.
\]
Hence, \(D\Phi(0, 0, 0)\) is an isomorphism and, with the inverse function theorem, we have \(\delta_3 > 0\), \(\delta_3' > 0\), and \(C^\infty\)-mappings \(\mathcal{Y}, \mathcal{U}, \mathcal{P}\) satisfying (45).

With regard to estimate (46), let us (possibly) reduce \(\delta_3\) such that the norms of the derivatives of the three mappings are bounded on \(B_\delta\) by some constant \(M > 0\). As a consequence, the three mappings are in particular Lipschitz continuous with modulus \(M\) and estimate (46) follows from the fact that \((\mathcal{Y}(0), \mathcal{U}(0), (\mathcal{P}(0)) = (0, 0, 0)\).

**Proposition 4.** There exists \(\delta_4 \in (0, \min(\delta_2, \delta_3)]\) such that for all \(y_0 \in B_\delta(\delta_4)\), the pair \((\mathcal{Y}(y_0), \mathcal{U}(y_0))\) is the unique solution to \((P)\) with initial condition \(y_0\). Moreover, \(\mathcal{P}(y_0)\) is the unique associated costate.

**Proof.** For now, assume that \(\delta_4 = \min(\delta_2, \delta_3)\) and consider \(y_0 \in B_{\delta}(\delta_4)\). Then, there exists a solution \((\bar{y}, \bar{u})\) to \((P)\) with associated costate \(\bar{p}\) due to Lemma 3.1 and Proposition 3. This solution has to satisfy
\[
\max(\| y \|_{W_\infty(D(A)), Y}, \| \bar{u} \|_{L^2(0, \infty; U)}, \| \bar{p} \|_{W_\infty(Y, [D(A)]')} ) \leq M \| y_0 \|_V.
\]
A (possible) reduction of \(\delta_4\) ensures that
\[
\max(\| Y \|_{W_\infty(D(A)), Y}, \| \bar{u} \|_{L^2(0, \infty; U)}, \| \bar{p} \|_{W_\infty(Y, [D(A)]')} ) \leq \delta_3.
\]
Since \(\Phi(\bar{y}, \bar{u}, \bar{p}) = (y_0, 0, 0, 0)\), Lemma 3.3 implies that
\[
(\bar{y}, \bar{u}, \bar{p}) = (\mathcal{Y}(y_0), \mathcal{U}(y_0), \mathcal{P}(y_0))
\]
which proves the assertion. 

**Corollary 5.** Assume that (A1) and (A2) hold true. Then there exists \(\delta_4 > 0\) such that the value function \(V\) is infinitely differentiable on \(B_\delta(\delta_4)\).

**Proof.** Note that by definition we have \(V(y_0) = J(\mathcal{Y}(y_0), \mathcal{U}(y_0))\). Since \(J\) is infinitely differentiable, differentiability of \(V\) is a consequence of the composition of infinitely differentiable mappings.

**Lemma 3.4.** There exists \(\delta_5 \in (0, \delta_4]\) such that for all \(y_0 \in B_\delta(\delta_5)\), it holds that
\[
\| \mathcal{Y}(y_0) \|_{L^\infty(0, \infty; V)} \leq \delta_4
\]
and
\[
p(t) = D\mathcal{V}(y(t)), \quad \forall t \geq 0 \quad (\text{in } V')
\]
where \(y = \mathcal{Y}(y_0)\) and \(p = \mathcal{P}(y_0)\). Additionally, it holds that \(D\mathcal{V}(y(\cdot)) \in L^2(0, \infty; Y)\).

The proof is given in Appendix A.

Using the optimality condition (33), we obtain the optimal control in feedback form.

**Corollary 6.** For all \(y_0 \in B_\delta(\delta_5)\),
\[
u(t) = -\frac{1}{\alpha} B^* D\mathcal{V}(y(t)), \quad \text{for } a.e. \ t > 0,
\]
where \(y = \mathcal{Y}(y_0)\) and \(u = \mathcal{U}(y_0)\).
In the two-dimensional case, see [14, Proposition 16], an approximation of the value function was obtained by investigating the equations which can be derived by successive differentiation of the Hamilton-Jacobi-Bellman equation for the optimal solution with respect to $V$. The HJB equation associated to $(P)$ is given by

$$
DV(y)(Ay - F(y)) + \frac{1}{2} \|y\|_Y^2 - \frac{1}{2\alpha} \|B^*DV(y)\|_U^2 = 0 \text{ for } y \in \mathcal{D}(A). \quad (49)
$$

In the 2-D case this equation is rigorous, in the 3-D case, however, it is only formal. In fact, the term $B^*DV(y)$ is not well-defined for $B \in L(U,Y)$ since $V$ is not differentiable on $Y$.

4. Multilinear Lyapunov operator equations. The purpose of this section is to analyze a sequence of certain multilinear operator equations. In the two-dimensional case, in [13] it is shown that these equations can be derived by successive differentiations of the HJB equation. Moreover, their solutions are multilinear forms that represent the derivatives of the value function in zero. In [13], this enabled us to derive a polynomial feedback law via a Taylor series expansion of the value function. In contrast to the 2-D case, at this point we cannot follow the arguments provided in [13]. In particular, so far we only know that $V$ is differentiable on $B_V(\delta_4)$ but not necessarily on $B_Y(\delta_4)$. As will be shown below, it is nevertheless possible to derive a unique sequence of multilinear forms that result in a polynomial feedback law which locally approximates the optimal control.

Let us begin with the algebraic operator Riccati equation

$$
\langle z_2, A^*\Pi z_1 \rangle_Y + \langle \Pi Az_1, z_2 \rangle_Y + \langle z_2, z_1 \rangle_Y - \frac{1}{\alpha} \langle B^*\Pi z_1, B^*\Pi z_2 \rangle_U = 0, \quad \forall z_1, z_2 \in \mathcal{D}(A). \quad (50)
$$

A general treatment of (50) for abstract linear control problems has been given in, e.g., [15, 20]. We emphasize that the stabilizability assumption $A_2$ and (21), which implies exponential detectability of $(A, \text{id})$, ensure the existence of a unique nonnegative stabilizing solution $\Pi \in L(Y)$ to (50). In the following, we use the notation

$$
A_\pi := A - \frac{1}{\alpha} BB^*\Pi
$$

for the closed-loop operator associated with the linearized stabilization problem. Since $A_\pi$ generates an analytic exponentially stable semigroup $e^{A_\pi t}$ on $Y$, for trajectories of the form $\tilde{y}(\cdot) = e^{A_\pi t} y$, $y \in V$ it follows that $\tilde{y} \in W_\infty(\mathcal{D}(A_\pi), Y)$. Similarly, for $y \in V'$, [10, Corollary II.3.2.1], we have that $\tilde{y}(\cdot) = e^{A} y \in W_\infty(Y, [\mathcal{D}(A^*_Y)]')$. Note, that [10, Corollary II.3.2.1] is stated for $T < \infty$. But we can follow its proof and apply [10, Theorem II.1.3.1(i)] instead of [10, Theorem II.1.3.1(ii)] to arrive at the conclusion for $T = \infty$.

From Corollary 5 we already know that $V$ is infinitely differentiable on $B_Y(\delta_4)$. We shall relate its $k$-th derivative $D^kV(0)$ in zero to a multilinear form $T_k \in \mathcal{M}(V^k, \mathbb{R})$. Below, we study such multilinear forms and show that they additionally satisfy

$$
T_k \in S_k(V, V') := \bigcap_{\ell=1}^{k} \mathcal{M}(V^{\ell-1} \times V' \times V^{k-\ell}, \mathbb{R}), \quad (51)
$$
Indeed, we have \( \tilde{T}_k \) can be extended from \( V \) to \( V' \) as bounded multilinear form separately in each coordinate. For \( \tilde{T}_k \in S_k(V,V') \), we introduce
\[
|\tilde{T}_k| = \sum_{\ell=1}^k \sup_{\|v_\ell\|_{V'} \leq 1} |\tilde{T}_k(v_1, \ldots, v_{\ell-1}, v_\ell, v_{\ell+1}, \ldots, v_k)|.
\]
Let us illustrate the definition of \( S_k(V,V') \) in the case that \( k = 2 \). For \( \tilde{T}_2 \in \mathcal{M}(V \times V, \mathbb{R}) \), we can define an associated operator \( \tilde{\Pi} \) via
\[
\tilde{\Pi} : V \to V', \quad \tilde{\Pi} : v \mapsto \tilde{\Pi}v := \tilde{T}_2(v, \cdot) \text{ for all } v \in V.
\]
Indeed, we have \( \tilde{\Pi} \in \mathcal{L}(V, V') \) since
\[
\|\tilde{\Pi}v\|_{V'} = \sup_{\|\tilde{v}\|_{V} \leq 1} |\langle \tilde{v}, \tilde{\Pi}v \rangle_{V,V'}| = \sup_{\|\tilde{v}\|_{V} \leq 1} |\tilde{T}_2(v, \tilde{v})| \leq M\|v\|_V.
\]
The following considerations further clarify the additional regularity which can be gained if \( \tilde{T}_2 \in S_2(V,V') \), rather than \( \mathcal{M}(V \times V, \mathbb{R}) \) only. For \( \tilde{T}_2 \in S_2(V,V') \) and hence \( \tilde{T}_2 \in \mathcal{M}(V \times V', \mathbb{R}) \) we have that \( v_1 \to \tilde{T}_2(v_1, \cdot) \) can be represented by an operator \( \Pi_1 \in \mathcal{L}(V) \) such that
\[
\tilde{T}_2(v_1, v_2) = \langle v_2, \Pi_1 v_1 \rangle_{V', V} \text{ for all } v_1 \in V, v_2 \in V'.
\]
Similarly, since \( \tilde{T}_2 \in \mathcal{M}(V' \times V, \mathbb{R}) \) we have that \( v_1 \to \tilde{T}_2(\cdot, v_1) \) can be represented by an operator \( \Pi_2 \in \mathcal{L}(V'') \) such that
\[
\tilde{T}_2(v_1, v_2) = \langle v_2, \Pi_2 v_1 \rangle_{V', V} \text{ for all } v_1 \in V', v_2 \in V.
\]
For \( (v_1, v_2) \in V \times V \) we have from (52) that
\[
\tilde{T}_2(v_1, v_2) = \langle v_2, \Pi_1 v_1 \rangle_{V', V} = \langle v_2, \Pi_2 v_1 \rangle_{V', V}, \text{ and thus for each } v_1 \in V
\]
\[
\langle v_2, (\Pi_1 - \Pi_2)v_1 \rangle_{V', V} = 0 \text{ for all } v_2 \in V.
\]
Thus \( (\Pi_1 - \Pi_2)|_V = 0 \), and since \( V \) is dense in \( V' \), and \( \Pi_2 \in \mathcal{L}(V') \), the operator \( \Pi_2 \) is the unique continuous extension of \( \Pi_1 \) from \( V \) to \( V' \). We denote both \( \Pi_1 \) and \( \Pi_2 \) by \( \Pi \). Since \( \Pi \in \mathcal{L}(V) \cap \mathcal{L}(V') \) interpolation implies that \( \Pi \in \mathcal{L}(Y) \). For \( (v_1, v_2) \in Y \times V \) we have \( \tilde{T}_2(v_1, v_2) = \langle v_2, \Pi v_1 \rangle_{Y', Y} = \langle v_2, \Pi v_1 \rangle_Y \). By continuity in the first coordinate of the inner product in \( Y \) therefore \( \tilde{T}_2(v_1, v_2) = \langle v_2, \Pi v_1 \rangle_Y \) for all \( (v_1, v_2) \in Y \times Y \). As a consequence, if \( \tilde{T}_2 \in S_2(V, V') \), then \( \tilde{T}_2 \in \mathcal{M}(Y^2, \mathbb{R}) \).

We turn to our first results on the existence of solutions of generalized Lyapunov equations.

**Theorem 4.1.** Let \( k \geq 3 \) and \( \mathcal{F} \in S_{k-1}(V,V') \). Then, there exists a unique \( \mathcal{T} \in S_k(V,V') \) such that for all \( (z_1, \ldots, z_k) \in \mathcal{D}(A)^k \),
\[
\sum_{i=1}^k \mathcal{T}(z_1, \ldots, z_{i-1}, A_z z_i, z_{i+1}, \ldots, z_k) = \mathcal{G}(z_1, \ldots, z_k),
\]
where:
\[
\mathcal{G}(z_1, \ldots, z_k) = \sum_{j=1}^{k-1} \sum_{i=1}^{k-j} \mathcal{F}(A_0(z_j, z_{j+1}), z_1, \ldots, z_{j-1}, z_{j+1}, \ldots, z_{j+i-1}, z_{j+i}, \ldots, z_k).
\]
Moreover, if \( \mathcal{G} \) is symmetric, then \( \mathcal{T} \), considered as an element of \( \mathcal{M}(V^k, \mathbb{R}) \), is also symmetric.
Proof. The main idea of the proof relies on an explicit integral representation of the solution to multilinear operator equations. For the Lyapunov operator equation, this can be found in, e.g., [15, Chapter 4], for multilinear equations arising in bilinear control problems, we refer to [14].

For arbitrary \( \ell \in \{1, \ldots, k\} \) assume that \( z_\ell \in V' \) and \( z_j \in V \) for \( j \neq \ell \). Let us define

\[
(\tilde{z}_1, \ldots, \tilde{z}_k) := (e^{A_1 t} z_1, \ldots, e^{A_k t} z_k)
\]

as well as

\[
\mathcal{T}(z_1, \ldots, z_k) = - \int_0^\infty \mathcal{G}(\tilde{z}_1, \ldots, \tilde{z}_k) \, dt.
\]  

As mentioned before, since \( \tilde{z}_j \) is the unique solution of \( \dot{y} = A_\pi y \) with \( y(0) = z_j \), we have \( \tilde{z}_j \in W_{\infty}(D(A_\pi), Y) \) if \( j \neq \ell \) and \( \tilde{z}_\ell \in W_{\infty}(Y, [D(A_\pi)]') \). In particular, it holds that

\[
\|\tilde{z}_j\|_{W_{\infty}(D(A_\pi), Y)} \leq M\|z_j\|_V, \quad \|\tilde{z}_\ell\|_{W_{\infty}(Y, [D(A_\pi)]')} \leq M\|z_\ell\|_{V'}.
\]

Well-posedness of \( \mathcal{T} \). Let us show that \( \mathcal{T} \) as defined in (54) satisfies \( \mathcal{T} \in S_k(V, V') \). For this, we first consider terms of the form

\[
\int_0^\infty |\mathcal{F}(A_0(\tilde{z}_j, \tilde{z}_{j+i}), \tilde{z}_1, \ldots, \tilde{z}_{j-1}, \tilde{z}_{j+1}, \ldots, \tilde{z}_{j+i-1}, \tilde{z}_{j+i+1}, \ldots, \tilde{z}_k)| \, dt
\]

for which \( j \neq \ell \) and \( j + i \neq \ell \). In this case, we obtain

\[
\int_0^\infty |\mathcal{F}(A_0(\tilde{z}_j, \tilde{z}_{j+i}), \tilde{z}_1, \ldots, \tilde{z}_{j-1}, \tilde{z}_{j+1}, \ldots, \tilde{z}_{j+i-1}, \tilde{z}_{j+i+1}, \ldots, \tilde{z}_k)| \, dt
\leq M \int_0^\infty \|A_0(\tilde{z}_j, \tilde{z}_{j+i})\|_{V'} \|\tilde{z}_\ell\|_V \left( \prod_{m \notin \{j, j+i, \ell\}} \|\tilde{z}_m\|_V \right) \, dt
\leq M \|\tilde{z}_\ell\|_{L^\infty(0, \infty; V')} \left( \prod_{m \notin \{j, j+i, \ell\}} \|\tilde{z}_m\|_{L^\infty(0, \infty; V)} \right) \int_0^\infty \|A_0(\tilde{z}_j, \tilde{z}_{j+i})\|_V \, dt
\leq M \|z_\ell\|_V \left( \prod_{m \notin \{j, j+i, \ell\}} \|z_m\|_V \right) \int_0^\infty \|A_0(\tilde{z}_j, \tilde{z}_{j+i})\|_V \, dt.
\]

Utilizing (15) yields

\[
\int_0^\infty \|A_0(\tilde{z}_j, \tilde{z}_{j+i})\|_V \, dt \leq M \|\tilde{z}_j\|_{L^2(0, \infty; L^2(\Omega))} \|\tilde{z}_{j+i}\|_{L^2(0, \infty; L^2(\Omega))}
\leq M \|z_j\|_V \|z_{j+i}\|_V,
\]

which shows

\[
\int_0^\infty |\mathcal{F}(A_0(\tilde{z}_j, \tilde{z}_{j+i}), \tilde{z}_1, \ldots, \tilde{z}_{j-1}, \tilde{z}_{j+1}, \ldots, \tilde{z}_{j+i-1}, \tilde{z}_{j+i+1}, \ldots, \tilde{z}_k)| \, dt
\leq M \|z_\ell\|_{V'} \prod_{m \neq \ell} \|z_m\|_V.
\]
For the terms with $j + i = \ell$, we utilize (16) to obtain
\[
\int_0^\infty |\mathcal{F}(A_0(\tilde{z}_j, \tilde{z}_\ell), \tilde{z}_1, \ldots, \tilde{z}_{j-1}, \tilde{z}_{\ell-1}, \tilde{z}_{\ell+1}, \ldots, \tilde{z}_k)| \, dt
\leq M \left( \prod_{m \notin \{j, \ell\}} \|z_m\|_{L^\infty(0, \infty; V)} \right) \int_0^\infty \|A_0(\tilde{z}_j, \tilde{z}_\ell)\|_{V'} \, dt
\leq M \left( \prod_{m \notin \{j, \ell\}} \|z_m\|_V \right) \|\tilde{z}_j\|_{L^2(0, \infty; H^2(\Omega))} \|\tilde{z}_\ell\|_{L^2(0, \infty; Y')} \leq M \|z_\ell\|_{V'} \prod_{m \notin \ell} \|z_m\|_V.
\]

Analogous estimates based on (17) yield
\[
\int_0^\infty |\mathcal{F}(A_0(\tilde{z}_\ell, \tilde{z}_{\ell+1}), \tilde{z}_1, \ldots, \tilde{z}_{\ell-1}, \tilde{z}_{\ell+1}, \ldots, \tilde{z}_{\ell+i-1}, \tilde{z}_{\ell+i+1}, \ldots, \tilde{z}_k)| \, dt
\leq M \|z_\ell\|_{V'} \prod_{m \notin \ell} \|z_m\|_V.
\]

From (55), (56), (57) together with (54) we obtain
\[
|T(z_1, \ldots, z_\ell, \ldots, z_k)| \leq M \frac{k(k-1)}{2} \|z_\ell\|_{V'} \prod_{m \notin \ell} \|z_m\|_V.
\]

Since $\ell$ was arbitrary this shows that $T \in S_k(V, V')$.

$T$ is a solution. Let us now show that $T$ solves (53). For $(z_1, \ldots, z_k) \in D(A^2)^k$ we define
\[
f_{ij} : t \in [0, \infty) \mapsto \mathcal{F}(A_0(\tilde{z}_j, \tilde{z}_{j+i}), \tilde{z}_1, \ldots, \tilde{z}_{j-1}, \tilde{z}_{j+1}, \ldots, \tilde{z}_{j+i-1}, \tilde{z}_{j+i+1}, \ldots, \tilde{z}_k)
\]
where $j \in \{1, \ldots, k-1\}$ and $i \in \{1, \ldots, k-j\}$ are arbitrary and $z_m(t) := e^{A_{\pi}t}z_m$.

By the previous considerations, we know that $f_{ij} \in L^1(0, \infty)$. Note that we have the decomposition $f_{ij}(t) = \tilde{F} \circ \tilde{f}_{ij}(t)$, where
\[
\tilde{F}(v_1, \ldots, v_k) := \mathcal{F}(A_0(A_{\pi}^{-1}v_j, A_{\pi}^{-1}v_{j+i}), v_1, \ldots, v_{j-1}, v_{j+1}, \ldots, v_{j+i-1}, v_{j+i+1}, \ldots, v_k),
\]
\[
\tilde{f}_{ij}(t) := e^{A_{\pi}t}(z_1, \ldots, z_{j-1}, A_{\pi}z_j, z_{j+1}, \ldots, z_{j+i-1}, A_{\pi}z_{j+i}, z_{j+i+1}, \ldots, z_k).
\]

Observe that since $F \in S_{k-1}(V, V')$, we have for $(v_1, \ldots, v_k) \in V^k$
\[
|\tilde{F}(v_1, \ldots, v_k)| \leq M \|A_0(A_{\pi}^{-1}v_j, A_{\pi}^{-1}v_{j+i})\|_{V'} \prod_{m \notin \{j, j+i\}} \|v_m\|_{V'}
\leq M \|A_{\pi}^{-1}v_j\|_Y \|A_{\pi}^{-1}v_{j+i}\|_{H^2(\Omega)} \prod_{m \notin \{j, j+i\}} \|v_m\|_{V'}
\leq M \|v_j\|_Y \|v_{j+i}\|_Y \prod_{m \notin \{j, j+i\}} \|v_m\|_{V'}.
\]

Hence, $\tilde{F} \in M(V^k, \mathbb{R})$. Moreover, since $(z, \ldots, z_k) \in D(A^2)^k$ we have $A_{\pi}e^{A_{\pi}t}A_{\pi}z_j \in L^1(0, \infty; V)$, see [24, Theorem II 6.13(c)], and thus $\tilde{f}_{ij} \in W^{1,1}(0, \infty; V^k)$. From [14, Lemma 9], it follows that $f_{ij} \in W^{1,1}(0, \infty)$ and $f_{ij}(t) = D\tilde{F}(\tilde{f}_{ij}(t))\tilde{f}_{ij}(t)$.

Let us now define the function
\[
g(t) := \sum_{j=1}^{k-1} \sum_{i=1}^{k-j} f_{ij}(t) = \mathcal{G}(\tilde{z}_1, \ldots, \tilde{z}_k).
\]
We obviously have \( g \in W^{1,1}(0, \infty) \) and \( g(T) - g(0) = \int_0^T g'(t) \, dt \). Moreover, there exists a sequence \( \{t_k\} \) with \( t_k \to \infty \) and \( |g(t_k)| \to 0 \) for \( k \to \infty \). Thus
\[
g(t) = g(t_k) + \int_{t_k}^t g'(s) \, ds \Rightarrow |g(t)| \leq |g(t_k)| + \int_{t_k}^t |g'(s)| \, ds.
\]

Since \( g' \in L^1(0, \infty) \), it follows that \( \int_{t_k}^\infty |g'(s)| \, ds \to 0 \) for \( t_k \to \infty \). This implies \( g(t) \to 0 \) for \( t \to \infty \). It can be verified that
\[
g'(t) = \sum_{i=1}^k \mathcal{G}(\tilde{z}_1, \ldots, \tilde{z}_{i-1}, A_x \tilde{z}_i, \tilde{z}_{i+1}, \ldots, \tilde{z}_k).
\]

Asymptotically, this leads to
\[
\mathcal{G}(z_1, \ldots, z_k) = g(0) = -\int_0^\infty g'(t) \, dt = -\int_0^\infty \sum_{i=1}^k \mathcal{G}(\tilde{z}_1, \ldots, \tilde{z}_{i-1}, A_x \tilde{z}_i, \tilde{z}_{i+1}, \ldots, \tilde{z}_k)
= \sum_{i=1}^k \mathcal{T}(z_1, \ldots, z_{i-1}, A_x z_i, z_{i+1}, \ldots, z_k)
\]

which shows that \( \mathcal{T} \) given in (54) solves (53) for \( z_i \in \mathcal{D}(A^2) \). By density of \( \mathcal{D}(A^2) \) in \( \mathcal{D}(A) \), the equation remains valid for \( z_i \in \mathcal{D}(A) \) by continuity.

**Uniqueness of \( \mathcal{T} \).** The uniqueness can be shown with the same arguments provided in [14] and to avoid unnecessary repetition, we instead refer to [14].

**Remark 5.** In the estimates of the previous proof it was used in (56) and (57) that only one coordinate belongs to \( V' \) and the others are in \( V \).

With regard to a result similar to (53) but for a different right hand side in (53), consider \( \mathcal{F} \in \mathcal{S}_{i+1}(V, V') \). For \( z_1, \ldots, z_i \in V \), the definition of \( \mathcal{S}_{i+1}(V, V') \) yields that \( \mathcal{F}(\cdot, z_1, \ldots, z_i) \in \mathcal{L}(V', \mathbb{R}) \). We particularly have that \( \mathcal{F}(\cdot, z_1, \ldots, z_i) \in \mathcal{L}(Y, \mathbb{R}) \). Identifying the last term with its Riesz representative in \( Y \), we can define \( B^* \mathcal{F}(\cdot, z_1, \ldots, z_i) \in \mathcal{U} \). With the same technique used in the proof Theorem 4.1, we obtain the following result.

**Theorem 4.2.** Let \( k \geq 3, i \in \{2, \ldots, k-2\} \), \( \mathcal{F}_1 \in \mathcal{S}_{i+1}(V, V') \) and \( \mathcal{F}_2 \in \mathcal{S}_{k-i+1}(V, V') \). Then, there exists a unique \( \mathcal{T} \in \mathcal{S}_k(V, V') \) such that for all \( (z_1, \ldots, z_k) \in \mathcal{D}(A)^k \),
\[
\sum_{i=1}^k \mathcal{T}(z_1, \ldots, z_{i-1}, A_x z_i, z_{i+1}, \ldots, z_k) = \mathcal{G}(z_1, \ldots, z_k), \quad (59)
\]
where:
\[
\mathcal{G}(z_1, \ldots, z_k) = \langle B^* \mathcal{F}_1(\cdot, z_1, \ldots, z_i), B^* \mathcal{F}_2(\cdot, z_{i+1}, \ldots, z_k) \rangle_U.
\]

For what follows, let us briefly recall a symmetrization technique introduced in [14]. Let \( i \) and \( j \in \mathbb{N} \), consider
\[
\mathcal{S}_{i,j} = \{ \sigma \in \mathcal{S}_{i+j} \mid (\sigma(1) < \cdots < \sigma(i) \text{ and } \sigma(i+1) < \cdots < \sigma(i+j)) \},
\]
where \( \mathcal{S}_{i+j} \) is the set of permutations of \( \{1, \ldots, i+j\} \). A permutation \( \sigma \in \mathcal{S}_{i,j} \) is uniquely defined by the subset \( \{\sigma(1), \ldots, \sigma(i)\} \); therefore, the cardinality of \( \mathcal{S}_{i,j} \)
is equal to the number of subsets of cardinality $i$ of $\{1, \ldots, i+j\}$ and, hence, $|S_{i,j}| = \binom{i+j}{i}$. For a multilinear form $T$ of order $i+j$, we set

$$\text{Sym}_{i,j}(T)(z_1, \ldots, z_{i+j}) = \left(\binom{i+j}{i}\right)^{-1} \left[ \sum_{\sigma \in S_{i,j}} T(z_{\sigma(1)}, \ldots, z_{\sigma(i+j)}) \right].$$

(60)

**Theorem 4.3.** There exists a unique sequence of symmetric multilinear forms $(T_k)_{k \geq 2}$, with $T_k \in \mathcal{S}_k(V, V')$ and a unique sequence of multilinear forms $(R_k)_{k \geq 3}$, with $R_k \in \mathcal{M}(\mathcal{D}(A)^k, \mathbb{R})$ such that for all $(z_1, z_2) \in V^2$,

$$T_2(z_1, z_2) := \langle z_1, \Pi z_2 \rangle_Y$$

(61)

and such that for all $k \geq 3$, for all $(z_1, \ldots, z_k) \in \mathcal{D}(A)^k$,

$$\sum_{i=1}^{k} T_k(z_1, \ldots, z_{i-1}, A_\pi z_i, z_{i+1}, \ldots, z_k) = R_k(z_1, \ldots, z_k),$$

(62)

where

$$R_k(z_1, \ldots, z_k) = \frac{1}{2\alpha} \sum_{i=2}^{k-2} \binom{k}{i} \text{Sym}_{i,k-i}(C_i \otimes C_{k-i})(z_1, \ldots, z_k)$$

$$+ \sum_{j=1}^{k-1} \sum_{i=1}^{k-j} T_{k-j}(A_0(z_j, z_{j+i}), z_1, \ldots, z_{j-1}, z_{j+1}, \ldots, z_{j+i-1}, z_{j+i+1}, \ldots, z_k)$$

(63)

with $C_i(z_1, \ldots, z_i) = B^*T_{i+1}(-, z_1, \ldots, z_i)$, and $\sum_{i=2}^{r} = 0$ for $r < 2$.

**Proof.** The statement follows by induction over $k$. We begin with $k = 2$. By definition and well-known results for linear quadratic control problems, see, e.g., [15, 20], we obtain that $T_2 \in \mathcal{M}(Y \times Y, \mathbb{R})$. Moreover, the operator $\Pi$ is the unique stabilizing solution to the algebraic Riccati equation. Hence, $T_2$ is unique. Let us show that $T_2 \in \mathcal{S}_2(V, V')$. For this purpose, note that the Riccati equation (50) can be rewritten as a Lyapunov equation for the closed-loop system:

$$\langle z_2, A^*_\pi z_1 \rangle_Y + \langle A_\pi z_1, z_2 \rangle_Y + \langle z_2, z_1 \rangle_Y + \frac{1}{\alpha} \langle B^*\Pi z_1, B^*\Pi z_2 \rangle_U = 0, \quad \forall z_1, z_2 \in \mathcal{D}(A).$$

Similar as in the proof of Theorem 4.1, we have the explicit integral representation

$$T_2(z_1, z_2) = -\int_0^\infty \langle \tilde{z}_2(t), \tilde{z}_1 \rangle_Y + \frac{1}{\alpha} \langle B^*\Pi \tilde{z}_1, B^*\Pi \tilde{z}_2 \rangle_U \, dt,$$

where $\tilde{z}_i(t) = e^{A_\pi t} z_i, i = 1, 2$. This implies the estimate

$$|T_2(z_1, z_2)| \leq M \int_0^\infty ||\tilde{z}_1||_Y ||\tilde{z}_2||_Y \, dt \leq M ||\tilde{z}_1||_{L^2(0, \infty; Y)} ||\tilde{z}_2||_{L^2(0, \infty; Y)}$$

$$\leq M ||z_1||_{V^*} ||z_2||_{V'}.$$

We thus have $T_2 \in \mathcal{M}(V' \times V', \mathbb{R})$ which in particular implies $T_2 \in \mathcal{S}_2(V, V')$.

For $k \geq 3$, the equations (62) are linear and existence and uniqueness of $T_k \in \mathcal{S}_k(V, V')$ and $R_k \in \mathcal{M}(\mathcal{D}(A)^k, \mathbb{R})$ follow from Theorem 4.1 and Theorem 4.2. Symmetry follows from the explicit integral representation of $T_k$ as well as from the
Remark 6. We point out that it is essential to allow that $T_k \in S(V, V')$ rather than $\mathcal{M}(V^k, \mathbb{R})$. In fact, since $B^* \in L(Y, U)$ the first summands on the right hand side of (63) would otherwise not be well-defined, though it would suffice to demand $T_k \in S(V, Y)$. Similarly the second summands would not be well-defined, since they contain the terms $A_0(z_i, z_{j+1})$.

Remark 7. For the analysis of the polynomial feedback law below it will be convenient to note that for the special case $z_i = y \in \mathcal{D}(A)$ for $i = 1, \ldots, k$ with $k \geq 3$, we obtain

$$kT_k(AY, y, \ldots, y) = \frac{1}{2\alpha} \sum_{i=1}^{k-1} \binom{k}{i} \langle B^*T_{i+1}(:,y, \ldots, y), B^*T_{k-i+1}(:,y, \ldots, y) \rangle_U$$

$$+ k(k-1)T_k(F(y), y, \ldots, y).$$

5. Polynomial feedback control. Let us next analyze the polynomial feedback law $u_d: V \to U$ obtained by

$$u_d(y_d) = -\frac{1}{\alpha} \sum_{k=2}^{d} \frac{1}{(k-1)!} B^*T_k(:,y_d, \ldots, y_d), \quad (64)$$

with $T_k$ given in (61) and (62). We then obtain the following closed-loop system

$$\dot{y}_d = Ay_d - F(y_d) + Bu_d(y_d), \quad y_d(0) = y_0. \quad (65)$$

The subsequent proofs rely on local Lipschitz continuity estimates for the nonlinear part of the feedback law. It will therefore be convenient to introduce

$$G_k(y) := -\frac{1}{\alpha(k-1)!} BB^*T_k(:,y, \ldots, y), \quad (66)$$

for each $k \geq 3$ such that we have

$$\dot{y}_d = A\pi y_d - F(y_d) - \frac{1}{\alpha} \sum_{k=3}^{d} \frac{1}{(k-1)!} BB^*T_k(:,y_d, \ldots, y_d)$$

$$\quad = A\pi y_d - F(y_d) + \sum_{k=3}^{d} G_k(y_d). \quad (67)$$

As mentioned before, for $T_k \in S_k(V, V')$ and fixed $y \in V$, the term $T_k(:,y, \ldots, y) \in L(Y, \mathbb{R})$. With $g_k(y, \ldots, y) \in Y$ let us denote its Riesz representative. Hence, we obtain

$$\|g_k(y, \ldots, y)\|_Y = \sup_{\mathbf{z} \in B_Y(1)} |T_k(\mathbf{z}, y, \ldots, y)| \leq M\|y\|^{k-1}_V.$$
One can easily show the following local Lipschitz estimate for $G_k$ which extends the 2-D result given in [13].

**Lemma 5.1.** For all $k \geq 3$, there exists a constant $C(k) > 0$ such that for all $y$ and $z \in V$,

$$
\|G_k(y) - G_k(z)\|_V \leq C(k)\|y - z\|_V \max(\|y\|_V, \|z\|_V)^{k-2}.
$$

Moreover, for all $\delta \in [0, 1]$, for all $\tilde{y}$ and $\tilde{z} \in W_\infty(D(A_\lambda), Y)$ with $\|\tilde{y}\|_{W_\infty(D(A_\lambda), Y)} \leq \delta$ and $\|\tilde{z}\|_{W_\infty(D(A_\lambda), Y)} \leq \delta$, it holds that

$$
\|G_k(\tilde{y}) - G_k(\tilde{z})\|_{L^2(0, \infty; Y)} \leq C(k)\delta \|\tilde{y} - \tilde{z}\|_{W_\infty(D(A_\lambda), Y)}.
$$

As a consequence, we obtain the local well-posedness of the closed-loop system.

**Theorem 5.2.** Let $C$ and $C(k)$ denote the constants from Corollary 2 and Lemma 5.1. There exists a constant $M_{\text{cls}} > 0$ such that for all $y_0 \in V$ with

$$
\|y_0\|_V \leq \frac{1}{4(C + \sum_{k=3}^{d} C(k)M_{\text{cls}}^2)}
$$

the closed-loop system (65) has a unique solution $y_d \in W_\infty(D(A_\lambda), Y)$, which satisfies

$$
\|y_d\|_{W_\infty(D(A_\lambda), Y)} \leq 2M_{\text{cls}}\|y_0\|_V.
$$

**Proof.** Similar to the proof of Lemma 2.1, we obtain the existence of a solution $y \in W_\infty(D(A_\lambda), Y)$, satisfying (68). Let us therefore focus on uniqueness and denote by $y$ and $z$ two solutions to (65) in $W_\infty(D(A_\lambda), Y)$. We set $e = y - z$. Again, as in the proof of Lemma 2.1, there exists $M > 0$ such that

$$
\frac{1}{2} \frac{d}{dt}\|e(t)\|_V^2 \\
\leq M \left(1 + \|y(t)\|_{H^2(\Omega)}^2 + \|z(t)\|_{H^2(\Omega)}^2 + \sum_{k=3}^{d} C(k)^2 \max(\|y(t)\|_V, \|z(t)\|_V)^{2(k-2)}\right)\|e(t)\|_V^2,
$$

for all $t \geq 0$. Since $y$ and $z \in W_\infty(D(A_\lambda), Y)$ and $e(0) = 0$, we obtain with Gronwall’s inequality that $e = 0$. \qed

6. **Error estimates.** In this section, we analyze the feedback law (64) and compare it to the optimal value $V(y_0)$. We follow a strategy used in [14] which is based on a polynomial function $V_d$ of the form

$$
V_d: V \to \mathbb{R}, \quad V_d(y) := \sum_{k=2}^{d} \frac{1}{k!} T_k(y, \ldots, y).
$$

The motivation for the specific definition of $V_d$ is that in the 2-D case, the sequence of multilinear forms $T_k$ coincides with derivatives $D^kV(0)$ of the value function considered as continuous multilinear forms on $Y^k$. Hence, in that case the expression for $V_d$ represents a Taylor series expansion of $V$ around 0 in the $Y$ topology. In the 3-D case we utilize the structure of the 2-D case to propose approximating feedback controls based on the generalized Lyapunov equations from Theorem 4.3. Using that $V$ is differentiable on $V$, we can eventually derive error estimates analogous to those obtained in [13].
We begin by showing that $V_d$ as defined in (69) satisfies a perturbed HJB equation. For this purpose, consider the following polynomial term for $y \in V$:

$$r_d(y) := \frac{1}{2\alpha} \sum_{k=d+1}^{2d-2} \sum_{\ell=k-d+1}^{d-1} \frac{1}{\ell!(k-\ell)!} \langle B^* \ell_{k+1}(\cdot, y, \ldots, y), B^* \ell_{k-\ell+1}(\cdot, y, \ldots, y) \rangle_{U^*} + \frac{1}{(d-1)!} T_d(F(y), y, \ldots, y).$$ (70)

Before stating the announced result, note that $V_d$ is Fréchet differentiable on $V$ with

$$DV_d(y) = \sum_{k=2}^{d} \frac{1}{(k-1)!} T_k(\cdot, y, \ldots, y).$$ (71)

Moreover, by Theorem 4.3, we know that $DV_d$ can be uniquely extended to an element in $\mathcal{L}(Y, \mathbb{R})$. As an element in $\mathcal{L}(Y, \mathbb{R})$ it satisfies the announced perturbed HJB equation.

**Proposition 5.** For all $d \geq 2$ and all $y \in D(A)$, we have

$$DV_d(y)(Ay - F(y)) + \frac{1}{2} \|y\|_V^2 - \frac{1}{2\alpha} \langle B^* DV_d(y), B^* DV_d(y) \rangle_U + r_d(y) = 0. \quad (72)$$

Moreover, for all $d \geq 2$, there exists a constant $C > 0$ such that for all $y \in V$,

$$|r_d(y)| \leq C \sum_{i=d+1}^{2d} \|y\|_{V^i}. \quad (73)$$

**Proof.** Let us prove (72). We fix $y \in D(A)$. Since $T_2$ is characterized by $\Pi$ which satisfies the algebraic Riccati equation 50, we obtain for $d = 2$

$$-DV_d(y)(Ay - F(y)) - \frac{1}{2} \|y\|_V^2 + \frac{1}{2\alpha} \langle B^* DV_d(y), B^* DV_d(y) \rangle_U$$

$$= -T_2(Ay - F(y), y) - \frac{1}{2} \|y\|_V^2 + \frac{1}{2\alpha} \langle B^* T_2(\cdot, y), B^* T_2(\cdot, y) \rangle_U$$

$$= -T_2(Ay, y) - \frac{1}{2} \|y\|_V^2 + \frac{1}{2\alpha} \langle B^* T_2(\cdot, y), B^* T_2(\cdot, y) \rangle_U + T_2(F(y), y) = r_2(y).$$

Now let $d \geq 3$. Our proof is based on Theorem 4.3. From Remark 7, we know that the expressions of the multilinear forms can be simplified when the mappings are evaluated at $(y, \ldots, y) \in Y^i$ and $(y, \ldots, y) \in Y^k$, respectively. In particular, we have

$$kT_k(Ay, y, \ldots, y) = \frac{1}{2\alpha} \sum_{i=1}^{k-1} \binom{k}{i} \langle B^* \ell_{i+1}(\cdot, y, \ldots, y), B^* \ell_{k-i+1}(\cdot, y, \ldots, y) \rangle_U$$

$$+ k(k-1)T_{k-1}(F(y), y, \ldots, y) \quad (74)$$

We are now ready to prove (72). By (71) we have

$$DV_d(y)(Ay - F(y))$$

$$= \sum_{k=2}^{d} \frac{1}{(k-1)!} T_k(Ay, y, \ldots, y) - \sum_{k=3}^{d+1} \frac{1}{(k-2)!} T_{k-1}(F(y), y, \ldots, y), \quad (75)$$
and in a similar manner
\[
B^* D V_d(y) = \sum_{i=2}^{d} \frac{1}{(i-1)!} B^* T_i(\cdot, y, \ldots, y) = \sum_{i=1}^{d-1} \frac{1}{i!} B^* T_{i+1}(\cdot, y, \ldots, y).
\]

As a consequence, we obtain
\[
\langle B^* D V_d(y), B^* D V_d(y) \rangle_U
= \left( \sum_{i=1}^{d-1} \frac{1}{i!} B^* T_{i+1}(\cdot, y, \ldots, y), \sum_{j=1}^{d-1} \frac{1}{j!} B^* T_{j+1}(\cdot, y, \ldots, y) \right)_U
= \langle B^* T_2(\cdot, y), B^* T_2(\cdot, y) \rangle_U
+ \sum_{k=3}^{d-2} \sum_{\ell=1}^{d-1} \frac{1}{\ell!(k-\ell)!} \langle B^* T_{\ell+1}(\cdot, y, \ldots, y), B^* T_{k-\ell+1}(\cdot, y, \ldots, y) \rangle_U
+ \frac{1}{(d-1)!} T_d(F(y), y, \ldots, y).
\]

From (75) and (76), we conclude that
\[
- D V_d(y)(Ay - F(y)) - \frac{1}{2} \|y\|_V^2 + \frac{1}{2\alpha} \langle B^* D V_d(y), B^* D V_d(y) \rangle_U
= - \frac{1}{2} \left[ 2T_2(Ay, y) + \|y\|_V^2 - \frac{1}{\alpha} \langle B^* T_2(\cdot, y), B^* T_2(\cdot, y) \rangle_U 
- \sum_{k=3}^{d} \frac{1}{k!} \left[ k T_k(Ay, y, \ldots, y) - k(k-1) T_{k-1}(F(y), y, \ldots, y) 
- \frac{1}{2\alpha} \sum_{\ell=1}^{k-1} \left( \frac{k}{\ell} \right) \langle B^* T_{\ell+1}(\cdot, y, \ldots, y), B^* T_{k-\ell+1}(\cdot, y, \ldots, y) \rangle_U \right] 
\right]
+ \sum_{k=d+1}^{2d-2} \sum_{\ell=k-d+1}^{d-1} \frac{1}{\ell!(k-\ell)!} \langle B^* T_{\ell+1}(\cdot, y, \ldots, y), B^* T_{k-\ell+1}(\cdot, y, \ldots, y) \rangle_U
+ \frac{1}{(d-1)!} T_d(F(y), y, \ldots, y).
\]

The terms in brackets in the above expression are equal to zero by (50) and (74). This proves (72). For the estimate (73), we use \( T_k \in S_k(V, V') \) and the definition (69) to obtain
\[
|r_d(y)| \leq M \sum_{k=d+1}^{2d-2} \sum_{\ell=k-d+1}^{d-1} \frac{1}{\ell!(k-\ell)!} \|T_{\ell+1}(\cdot, y, \ldots, y)\| \|T_{k-\ell+1}(\cdot, y, \ldots, y)\|_V
+ M |T_d(F(y), y, \ldots, y)|
\leq M \left( \sum_{k=d+1}^{2d-2} \sum_{\ell=k-d+1}^{d-1} \|y\|_V^\ell + \|F(y)\|_{V'} \|y\|_{V^{-1}}^{d-1} \right).
\]

The assertion now follows with Proposition 2. \( \square \)
Lemma 6.1. Let $d \geq 2$. Then, there exists $\delta > 0$ and a constant $M > 0$ such that for all $y_0 \in BV(\delta_0)$,

$$
\int_0^\infty r_d(y(t)) \, dt \leq C\|y_0\|^{d+1}_V \quad \text{and} \quad \int_0^\infty r_d(y_d(t)) \, dt \leq C\|y_0\|^{d+1}_V,
$$

where $\bar{y}$ is the optimal trajectory for problem (P) with initial value $y_0$.

Proof. By Proposition 4 and Theorem 5.2, for $\delta > 0$ sufficiently small there exists a constant $C_1$ such that for all $y_0 \in BV(\delta)$,

$$
\max \left( \|y_d\|_{W_\infty(D(A_\lambda),Y)}, \|\bar{y}\|_{W_\infty(D(A_\lambda),Y)} \right) \leq C_1\|y_0\|_V.
$$

Since we can assume that $\|y_0\|_V \leq 1$, the statement is a consequence of Proposition 5.

Let us now consider a perturbation $J_d$ of the cost function $J$ of the form

$$
J_d(y,u) := \frac{1}{2} \int_0^\infty \|y\|^2 \, dt + \frac{\alpha}{2} \int_0^\infty \|u\|^2 \, dt + \int_0^\infty r_d(y) \, dt.
$$

Next, we show that the polynomial feedback law $u_d(y_d) = -\frac{1}{\alpha} B^* D V_d(y_d)$ with the corresponding trajectory $y_d$ performs better than $(\bar{y}, \bar{u})$ with regard to the perturbed cost function $J_d$.

Lemma 6.2. Let $d \geq 2$. Then there exists $\delta > 0$ such that for all initial values $y_0 \in BV(\delta_0)$

$$
V_d(y_0) = J_d(y_d, u_d) \leq J_d(\bar{y}, \bar{u})
$$

where $(\bar{y}, \bar{u})$ is the optimal solution for problem (P) with initial value $y_0$.

Proof. By Lemma 6.1, it follows that $J_d(\bar{y}, \bar{u})$ and $J_d(y_d, u_d)$ are finite. We have that $\bar{y} \in H^1(0,\infty;Y)$ and, hence, for all $T > 0$, it holds that $\bar{y} \in W^{1,1}(0,T;Y)$. We can apply a chain rule established in [14] to each of the bounded multilinear forms which appear in $V_d(\bar{y}(\cdot))$. Omitting the time variable in what follows, we obtain

$$
\frac{d}{dt} V_d(\bar{y}) = D V_d(\bar{y})(A\bar{y} - F(\bar{y}) + B\bar{u}).
$$

By Proposition 5,

$$
\frac{d}{dt} V_d(\bar{y}) = -r_d(\bar{y}) - \frac{1}{2} \|\bar{y}\|^2 + \frac{1}{2\alpha} \langle B^* D V_d(\bar{y}), B^* D V_d(\bar{y}) \rangle_U + D V_d(\bar{y})(B\bar{u})
$$

$$
= -\ell_d(\bar{y}, \bar{u}) + \frac{1}{2\alpha} \langle B^* D V_d(\bar{y}), B^* D V_d(\bar{y}) \rangle_U + D V_d(\bar{y})(B\bar{u}) + \frac{\alpha}{2} \|\bar{u}\|^2_U,
$$

where $\ell_d(y, u) := \frac{1}{2} \|y\|^2 + \frac{\alpha}{2} \|u\|^2 + r_d(y)$. Hence, it follows that

$$
\frac{d}{dt} V_d(\bar{y}) = -\ell_d(\bar{y}, \bar{u}) + \frac{\alpha}{2} \|\bar{u} + \frac{1}{\alpha} B^* D V_d(\bar{y})\|_U^2.
$$

(77)

We deduce that

$$
V_d(\bar{y}(T)) - V_d(y_0) \geq - \int_0^T \ell_d(\bar{y}, \bar{u}) \, dt.
$$

(78)

With a similar derivation for $u = u_d$, we infer that

$$
V_d(y_d(T)) - V_d(y_0) = - \int_0^T \ell_d(y_d, u_d) \, dt,
$$

(79)
Finally, passing to the limit in (78) and (79), we obtain

\[
V_d(\bar{y}(T)) \xrightarrow{T \to \infty} 0 \quad \text{and} \quad V_d(y_d(T)) \xrightarrow{T \to \infty} 0.
\]

Finally, passing to the limit in (78) and (79), we obtain

\[
J_d(\bar{y}, \bar{u}) = \int_0^\infty \ell_d(\bar{y}, \bar{u}) \geq V_d(y_0) = \int_0^\infty \ell_d(y_d, u_d) = J_d(y_d, u_d).
\]

The lemma is proved. \(\square\)

We now prove that \(V_d\) is a Taylor expansion of \(V\) and analyze the quality of the feedback law \(u_d\) in the neighborhood of 0.

**Theorem 6.3.** There exists \(\delta > 0\) and a constant \(M > 0\) such that for all \(y_0 \in B_V(\delta)\)

\[
V(y_0) \leq J(y_d, u_d) \leq V(y_0) + 2M\|y_0\|^{d+1}_V, \quad (80)
\]

\[
|V(y_0) - V_d(y_0)| \leq M\|y_0\|^{d+1}_V. \quad (81)
\]

**Proof.** The following inequalities follow directly from Lemma 6.1 and Lemma 6.2:

\[
|V_d(y_0) - J(y_d, u_d)| \leq M\|y_0\|^{d+1}_V, \quad V_d(y_0) \leq J_d(\bar{y}, \bar{u}),
\]

\[
|V(y_0) - J_d(\bar{y}, \bar{u})| \leq M\|y_0\|^{d+1}_V, \quad V(y_0) \leq J(y_d, u_d),
\]

where \(\bar{u}\) is the unique solution to (\(P\)) with initial value \(y_0\). Therefore,

\[
J(y_d, u_d) - 2M\|y_0\|^{d+1}_V \leq V_d(y_0) - M\|y_0\|^{d+1}_V \leq J_d(\bar{y}, \bar{u}) - M\|y_0\|^{d+1}_V
\]

\[
\leq V(y_0) \leq J(y_d, u_d) \leq V_d(y_0) + M\|y_0\|^{d+1}_V,
\]

which proves inequalities (80) and (81). \(\square\)

**Theorem 6.4.** Let \(d \geq 2\). There exist \(\delta_0 > 0\) and \(M > 0\) such that for all \(y_0 \in B_V(\delta_0)\), it holds that

\[
\|\bar{y} - y_d\|_{L^\infty(D(A), Y)} \leq M\|y_0\|^{d}_V,
\]

\[
\|\bar{u} - u_d\|_{L^2(0, \infty; U')} \leq M\|y_0\|^{d}_V,
\]

where \((\bar{y}, \bar{u}) = (V(y_0), U(y_0))\), \(y_d\) is the solution of the closed-loop system (65) with initial condition \(y_0\), and \(u_d\) is the associated control.

The proof follows in part the arguments provided in [14] for the 2-D case. But it also requires some changes and thus it is given in the Appendix.

7. **Conclusions.** An asymptotic expansion for the value function to an optimal control problem associated to the Navier-Stokes equation in dimension three was developed. The terms of the expansion are multilinear forms arising as the solutions to generalized Lyapunov equations. To achieve the desired approximation properties it is essential to consider the domains of these multilinear forms as an appropriate combination of \(H^1(\Omega)\) and \(L^2(\Omega)\) spaces. In future work the impact of the generalized Lyapunov equations for the numerical realization of feedback mechanisms is of interest. This will require an independent effort, however.
Appendix A. Proofs.

Proof of Lemma 2.1. From [10, Theorem II.1.3.1] it follows that for all \((y_0, g) \in V \times L^2(0, \infty; Y)\) the system

\[
\dot{z} = A_s z + g, \quad z(0) = y_0
\]

has a unique solution \(z \in W_\infty(D(A_s), Y)\). Additionally, there exists a constant \(M_s\) such that

\[
\|z\|_{W_\infty(D(A_s), Y)} \leq M_s (\|y_0\|_V + \|g\|_{L^2(0, \infty; Y)}). \tag{82}
\]

Let us without loss of generality assume that \(M_s \geq \frac{1}{2}\). Similar to [13, Lemma 5], we are going to apply a fixed-point argument to the system (25). For this purpose, let us define

\[
\mathcal{M} = \{y \in W_\infty(D(A_s), Y) \mid \|y\|_{W_\infty(D(A_s), Y)} \leq 2M_s\gamma\}
\]

as well as the mapping \(Z : \mathcal{M} \ni y \mapsto z = Z(y) \in W_\infty(D(A_s), Y)\), where \(z\) is the unique solution of

\[
\dot{z} = A_s z - F(y) + f, \quad z(0) = y_0.
\]

If there exists a fixed point of \(Z\), then it is a unique solution of (25) in \(\mathcal{M}\). With \(C\) and \(M_s\) given, we shall use Corollary 2 with \(\delta = 2M_s\gamma \leq \frac{1}{2C\gamma} \leq 1\) and (82) to obtain

\[
\|z\|_{W_\infty(D(A_s), Y)} \leq M_s (\|F(y)\|_{L^2(0, \infty; Y)} + \|f\|_{L^2(0, \infty; Y)} + \|y_0\|_V) \\
\leq M_s \left(\frac{1}{2M_s}\|y\|_{W_\infty(D(A_s), Y)} + \gamma\right) \leq 2M_s\gamma.
\]

This implies \(Z(\mathcal{M}) \subseteq \mathcal{M}\). For \(y_1, y_2 \in \mathcal{M}\) consider \(z = Z(y_1) - Z(y_2)\) solving

\[
\dot{z} = A_s z - F(y_1) + F(y_2), \quad z(0) = 0.
\]

Again by (82) and Corollary 2, it follows that

\[
\|Z(y_1) - Z(y_2)\|_{W_\infty(D(A_s), Y)} = \|z\|_{W_\infty(D(A_s), Y)} \\
\leq M_s (\|F(y_1) - F(y_2)\|_{L^2(0, \infty; Y)} + \|y_1 - y_2\|_{W_\infty(D(A_s), Y)}) \\
\leq M_s \delta C \|y_1 - y_2\|_{W_\infty(D(A_s), Y)} \\
\leq \frac{1}{2} \|y_1 - y_2\|_{W_\infty(D(A_s), Y)}.
\]

Hence, \(Z\) is a contraction in \(\mathcal{M}\) and there exists a unique \(y \in \mathcal{M}\) with \(Z(y) = y\). Regarding uniqueness in \(W_\infty(D(A_s), Y)\), consider two solutions \(y, z \in W_\infty(D(A_s), Y)\). The difference \(e := y - z\) then satisfies

\[
\dot{e} = A_s e - F(y) + F(z), \quad e(0) = 0.
\]

Multiplication with \(e\) and subsequent integration yields

\[
\frac{1}{2} \frac{d}{dt} \|e\|^2_V = \langle A_s e, e \rangle_Y - \langle F(y) - F(z), e \rangle_{V', V}.
\]

Note that \(A_s\) satisfies an expression analogous to (21). We thus have

\[
\frac{1}{2} \frac{d}{dt} \|e\|^2_V \leq \alpha \|e\|^2_V - \beta \|e\|^2_V + \|F(y) - F(z)\|_{V'} \|e\|_V,
\]

or

\[
\frac{d}{dt} \|e\|^2_V - \alpha \|e\|^2_V \leq \|F(y) - F(z)\|_{V'} \|e\|_V.
\]

Thus, \(e < 0\) and the system (25) is stable.
with \(\alpha \geq 0\) and \(\beta > 0\). From Proposition 1 and Young’s inequality we conclude that
\[
\frac{1}{2} \frac{d}{dt} \|e\|^2 \leq \alpha \|e\|^2 + \beta \|e\|^2 + M \left( \|e\|_Y \|y\|_{H^2(\Omega)} + \|e\|_Y \|z\|_{H^2(\Omega)} \right) \|e\|_V
\]
\[
\leq \alpha \|e\|^2 + \beta \|e\|^2 + \frac{M}{\ell} \|e\|^2 + \frac{M}{\ell} \left( \|y\|^2_{H^2(\Omega)} + \|z\|^2_{H^2(\Omega)} \right).
\]
Choosing \(\ell\) large enough, this yields
\[
\frac{1}{2} \frac{d}{dt} \|e\|^2 \leq \left( \alpha + \frac{M}{\ell} \left( \|y\|^2_{H^2(\Omega)} + \|z\|^2_{H^2(\Omega)} \right) \right) \|e\|^2.
\]
Since \(y, z \in W_\infty(D(A_\delta), V)\) and \(e(0) = 0\) we can apply Gronwall’s inequality and obtain that \(e(t) = 0\) for all \(t \geq 0\). This shows uniqueness of solutions in \(W_\infty(D(A_\delta), V)\).

\textbf{Proof of Lemma 3.4.} By continuity of the mapping \(\mathcal{Y}\), there exists \(\delta_5 \in (0, \delta_4]\) such that for all \(y_0 \in B_V(\delta_5)\), \(\|\mathcal{Y}(y_0)\|_{L^\infty(0, \infty; V)} \leq \delta_4\).

We now claim the following: for all \(y_0 \in B_V(\delta_5)\), we have \(p(0) = DV(y_0)\), where \(p = P(y_0)\). To verify this claim, let \(y_0, \tilde{y}_0 \in B_V(\delta_5)\), and set \((u, p) = (\mathcal{Y}(y_0), U(y_0), P(y_0))\) and \((\tilde{y}, \tilde{u}) = (\mathcal{Y}(\tilde{y}_0), U(\tilde{y}_0))\). We have
\[
\mathcal{V}(\tilde{y}_0) - \mathcal{V}(y_0) = \left( \frac{1}{2} \|\tilde{y}\|^2 + \frac{\alpha}{2} \|\tilde{u}\|^2 \right) - \left( \frac{1}{2} \|y\|^2 + \frac{\alpha}{2} \|u\|^2 \right)
\]
\[
= \left( \left( \tilde{y} - y \right) \cdot \nabla \right) \left( \tilde{y} - y \right) + \left( \left( \tilde{y} - y \right) \cdot \nabla \right) y + \left( y \cdot \nabla \right) \tilde{y} - \tilde{y} - y.
\]
Combining (83) and (84) yields
\[
\mathcal{V}(\tilde{y}_0) - \mathcal{V}(y_0)
\]
\[
= \langle p(0), \tilde{y}(0) - y(0) \rangle_{V', V} + \frac{1}{2} \|\tilde{y} - y\|^2 + \frac{\alpha}{2} \|\tilde{u} - u\|^2
\]
\[
- \langle p, F(\tilde{y} - y) \rangle_{L^2(0, \infty; Y)} + \left( \alpha u + B^* p, \tilde{u} - u \right)_{L^2(0, \infty; U)}
\]
\[
+ \left( \tilde{p} + A^* p + \lambda y \right) \mathcal{V}(\tilde{y} - y) - \left( 0 \right)_{L^2(0, \infty; \|\cdot\|_{D(A_\delta)}^\gamma), L^2(0, \infty; \|\cdot\|_{D(A_\delta)})}.
\]
For \(y_0 = y_0 + h\), we have \(\|\tilde{y} - y\|_{D(A_\delta), V} \leq M\|h\|_V\) and \(\|\tilde{u} - u\|_{L^2(0, \infty; U)} \leq M\|h\|_V\), by the Lipschitz-continuity of the mappings \(\mathcal{Y}\) and \(\mathcal{U}\). It follows that the
three quadratic terms in the above relation are of order \( \|h\|^2_{V'} \) and thus that
\[
|\mathcal{V}(\tilde{y}_0) - \mathcal{V}(y_0) - (p(0), \tilde{y}_0 - y_0)_{V', V'} |
= \left| \frac{1}{2} \|\tilde{y} - y\|^2_{V'} + \frac{\alpha}{2} \|\tilde{u} - u\|^2_{L^2(0, 1; Y)} - \langle p, F(\tilde{y} - y) \rangle_{L^2(0, 1; Y)} \right| \leq M \|h\|^2_{V'}.
\]
This proves that \( D\mathcal{V}(y_0) = p(0) \), as announced.

Let \( y_0 \in B_V(\delta_0) \), set \( (y, u, p) = (\mathcal{V}(y_0), \mathcal{U}(y_0), \mathcal{P}(y_0)) \) and choose \( t \geq 0 \). To verify (48), we define
\[
\tilde{y}: s \geq 0 \mapsto y(t + s), \quad \tilde{u}: s \geq 0 \mapsto u(t + s), \quad \tilde{p}: s \geq 0 \mapsto p(t + s).
\]

By the dynamic programming principle, \( \tilde{u} \) is the solution to problem (P) with initial condition \( \tilde{y}(0) = y(t) \). The associated trajectory and costate are \( \tilde{y}, \tilde{p} \). Since \( \|y(t)\|_V \leq \delta_4 \), we can use the above arguments to obtain that \( D\mathcal{V}(\tilde{y}(0)) = \tilde{p}(0) \) and finally that \( D\mathcal{V}(y(t)) = p(t) \) in \( V' \). Since \( p \in L^2(0, \infty; Y) \), this equality also holds in \( L^2(0, \infty; Y) \).

Proof of Theorem 6.4. The main idea is to express the dynamics of the error \( e(t) := \tilde{y}(t) - y_d(t) \) in feedback form by utilizing classical results on remainder terms for Taylor approximations. Let us detail the most important steps. First, for \( \delta_5 \) sufficiently small, from Corollary 5 we know that \( \mathcal{V} \) is smooth and, hence, can be approximated by a Taylor series around 0. From Theorem 6.3 it also follows that
\[
|\mathcal{V}(y) - \sum_{k=2}^d \frac{1}{k!} \mathcal{T}_k(y, \ldots, y)| = o(\|y\|^d_{V'}), \quad \forall y \in B_V(\delta_5).
\]
Since the \( \mathcal{T}_k \) are multilinear forms on \( V^k \), the uniqueness of Taylor expansions implies that indeed \( D^k\mathcal{V}(0) = \mathcal{T}_k \). Consequently, with [31, Theorem 4A], we also obtain a Taylor series expansion of \( D\mathcal{V} \) of the form
\[
D\mathcal{V}(y) = \sum_{k=2}^d \frac{1}{(k-1)!} \mathcal{T}_k(\cdot, \ldots, \cdot, y) + R_d(y), \quad \forall y \in B_V(\delta_5)
\]
where the remainder term \( R_d \) is given by
\[
R_d(y) = \int_{0}^{1} \frac{(1 - \tau)^{d-1}}{(d-1)!} D^{d+1}\mathcal{V}(\tau y)(\cdot, \ldots, \cdot, y) \, d\tau.
\]
In particular, along the optimal trajectory \( \tilde{y}(\cdot) = \mathcal{V}(y_0)(\cdot) \) it holds that
\[
p(t) = \mathcal{P}(y_0)(t) = D\mathcal{V}(\tilde{y}(t)) = \sum_{k=2}^d \frac{1}{(k-1)!} D^k\mathcal{V}(0)(\cdot, \tilde{y}(t), \ldots, \tilde{y}(t)) + R_d(\tilde{y}(t)).
\]
By Proposition 3 we know that \( p \in L^2(0, \infty; Y) \). Similarly, since \( \tilde{y} \in W_\infty(D(A), Y) \) from Theorem 4.2 it follows that
\[
\sum_{k=2}^d \frac{1}{(k-1)!} D^k\mathcal{V}(0)(\cdot, \tilde{y}(\cdot), \ldots, \tilde{y}(\cdot)) \in L^2(0, \infty; Y).
\]
Using (85) we then obtain \( R_d(\tilde{y}(\cdot)) \in L^2(0, \infty; Y) \). Consider now the error dynamics which satisfy
\[
\dot{e} = A_x e - F(\tilde{y}) + F(y_d) + \sum_{k=3}^d (G_k(\tilde{y}) - G_k(y_d)) - \frac{1}{\alpha} BB^* R_d(\tilde{y}),
\]
with \( G_k \) as in (66). Defining a forcing term \( \mathbf{f} \) via

\[
\mathbf{f} := -F(\mathbf{y}) + F(\mathbf{y}_d) + \sum_{k=1}^{d} (G_k(\mathbf{y}) - G_k(\mathbf{y}_d)) - \frac{1}{\alpha} \mathbf{B} \mathbf{B}^* \mathbf{R}_d(\mathbf{y})
\]

yields a system of the form \( \dot{\mathbf{e}} = A_2 \mathbf{e} + \mathbf{f}, \mathbf{e}(0) = 0 \). Moreover, for \( \delta_0 \) sufficiently small, we have the following estimate

\[
\|\mathbf{f}\|_{L^2(0, \infty; Y)} \leq M(\delta_0)\|\mathbf{e}\|_{W_\infty(\mathcal{D}(A)), Y} + \|\mathbf{y}_0\|_{Y}^2,
\]

where the constant \( M \) is independent of \( \mathbf{y}_0 \) and \( \delta_0 \) can be made arbitrarily small by reducing the value of \( \delta_0 \). This shows the first estimate. The estimate for the controls \( \bar{u} \) and \( u_d \) then follow exactly as in the proof of [14, Theorem 22].

\[\square\]

**Appendix B. Linear optimality systems.** Here, we analyze a class of linear optimality systems that arise in the proof of Lemma 3.3. With the space \( X \) defined as in (43), for a given \( (\mathbf{y}_0, \mathbf{f}, \mathbf{g}, h) \in X \), we consider:

\[
\min_{\mathbf{y} \in W_\infty(\mathcal{D}(A)), Y} J[\mathbf{g}, h](\mathbf{y}, u) \quad \text{subject to: } e[\mathbf{f}, \mathbf{y}_0](\mathbf{y}, u) = 0, \tag{LQ}
\]

where \( J[\mathbf{g}, h] : W_\infty(\mathcal{D}(A)), Y \times L^2(0, \infty; U) \to \mathbb{R} \) and \( e[\mathbf{f}, \mathbf{y}_0] : W_\infty(\mathcal{D}(A)), Y \times L^2(0, \infty; U) \to L^2(0, \infty; Y) \times Y \) are defined by

\[
J[\mathbf{g}, h](\mathbf{y}, u) := \frac{1}{2} \int_0^\infty \|\mathbf{y}\|_Y^2 \, dt + \langle \mathbf{g}, \mathbf{y} \rangle_{L^2(0, \infty; [\mathcal{D}(A)]')} + \alpha L^2(0, \infty; \mathcal{D}(A)) \|u\|_U^2 dt + \langle \mathbf{h}, u \rangle_{L^2(0, \infty; U)}
\]

and \( e[\mathbf{f}, \mathbf{y}_0](\mathbf{y}, u) := (\dot{\mathbf{y}} - (A\mathbf{y} + B\mathbf{u} + \mathbf{f}), \mathbf{y}(0) - \mathbf{y}_0) \in L^2(0, \infty; Y) \times Y \).

**Proposition 6.** For all \( (\mathbf{y}_0, \mathbf{f}, \mathbf{g}, h) \in X \), there exists a unique triplet \( (\mathbf{y}, u, p) \in W_\infty(\mathcal{D}(A)), Y \times L^2(0, \infty; U) \times W_\infty(\mathcal{D}(A)), Y \times [\mathcal{D}(A)]' \) such that

\[
\begin{cases}
\dot{\mathbf{y}} - (A\mathbf{y} + B\mathbf{u}) = \mathbf{f} & \text{in } L^2(0, \infty; Y) \\
\mathbf{y}(0) = \mathbf{y}_0 & \text{in } V \\
-\dot{p} - A'p - \mathbf{y} = \mathbf{g} & \text{in } L^2(0, \infty; [\mathcal{D}(A)]') \\
\alpha u + B^*p = -\mathbf{h} & \text{in } L^2(0, \infty; U).
\end{cases}
\]

Moreover there exists a constant \( M > 0 \), independent of \( (\mathbf{f}, \mathbf{g}, h, \mathbf{y}_0) \), such that

\[
\|e(\mathbf{y}, u, p)\|_{W_\infty(\mathcal{D}(A)), Y \times L^2(0, \infty; U) \times W_\infty(\mathcal{D}(A)), Y \times [\mathcal{D}(A)]')} \leq M\|e(\mathbf{y}_0, \mathbf{f}, \mathbf{g}, h)\|_X.
\]

**Proof.** For finite horizon problems the proof would be standard. For the infinite horizon case the result cannot readily be obtained from the literature, and thus we decided to provide a proof here.

We prove the assertion with the help of the following two auxiliary statements.

**Claim 1.** There exists a constant \( M > 0 \) such that for all \( (\mathbf{f}, \mathbf{g}, h, \mathbf{y}_0) \in X \), the linear-quadratic problem (LQ) has a unique solution \( (\mathbf{y}, u) \) satisfying the following bounds:

\[
\|\mathbf{y}\|_{W_\infty(\mathcal{D}(A)), Y} \leq M\|e(\mathbf{y}_0, \mathbf{f}, \mathbf{g}, h)\|_X \quad \text{and} \quad \|u\|_{L^2(0, \infty; U)} \leq M\|e(\mathbf{y}_0, \mathbf{f}, \mathbf{g}, h)\|_X.
\]

\[
\tag{88}
\]
**Proof of Claim 1.** Due to Consequence C3, problem \((LQ)\) is feasible. Let us now consider a minimizing sequence \((\mathbf{y}_n, u_n)_{n \in \mathbb{N}}\). We can assume that for all \(n \in \mathbb{N}\),

\[
J[\mathbf{g}, h](\mathbf{y}_n, u_n) \leq M\|\mathbf{y}_0, f, g, h\|^2_X.
\]  
(89)

Let us show that the sequence \((\mathbf{y}_n, u_n)\) is bounded in \(W_\infty(D(A_\lambda), Y) \times L^2(0, \infty; U)\).

By Young’s inequality, for all \(\varepsilon > 0\) it holds that

\[
J[\mathbf{g}, h](\mathbf{y}_n, u_n) \geq \frac{1}{2} \|\mathbf{y}_n\|^2_{L^2(0, \infty; Y)} - \|\mathbf{g}\|_{L^2(0, \infty; [D(A_\lambda)]')} \|\mathbf{y}_n\|_{L^2(0, \infty; D(A_\lambda))} \]

\[
+ \frac{\alpha}{2} \|u_n\|^2_{L^2(0, \infty; U)} - \|h\|_{L^2(0, \infty; U)} \|u_n\|_{L^2(0, \infty; U)} \]

\[
\geq \frac{1}{2} \|\mathbf{y}_n\|^2_{L^2(0, \infty; Y)} - \frac{1}{2\varepsilon} \|\mathbf{g}\|^2_{L^2(0, \infty; [D(A_\lambda)]')} - \frac{\varepsilon}{2} \|\mathbf{y}_n\|^2_{L^2(0, \infty; D(A_\lambda))} \]

\[
+ \frac{\alpha}{2} \left(\|u_n\|^2_{L^2(0, \infty; U)} - \|h\|_{L^2(0, \infty; U)}\right) - \frac{\|h\|^2_{L^2(0, \infty; U)}}{2\alpha}. \]

Combining this estimate with (89), we obtain that

\[
\max(\|\mathbf{y}_n\|_{L^2(0, \infty; Y)}, \|u_n\|_{L^2(0, \infty; U)}) \]

\[
\leq M \left(\|\mathbf{y}_0, f, g, h\|_X + \sqrt{\varepsilon}\|\mathbf{y}_n\|_{L^2(0, \infty; D(A_\lambda))} + \frac{1}{\sqrt{\varepsilon}} \|\mathbf{g}\|_{L^2(0, \infty; [D(A_\lambda)]')}\right). \]

(90)

Consequence C2 now implies that

\[
\|\mathbf{y}_n\|_{W_\infty(D(A_\lambda), Y)} \]

\[
\leq M \left(\|\mathbf{y}_0\|_V + \|f\|_{L^2(0, \infty; Y)} + \|\mathbf{y}_n\|_{L^2(0, \infty; Y)}\right) \]

\[
\leq M \left(\|\mathbf{y}_0, f, g, h\|_X + \sqrt{\varepsilon}\|\mathbf{y}_n\|_{L^2(0, \infty; D(A_\lambda))} + \frac{1}{\sqrt{\varepsilon}} \|\mathbf{g}\|_{L^2(0, \infty; [D(A_\lambda)]')}\right), \]

for some constant \(M\) independent of \((\mathbf{y}_0, f, g, h)\) and \(\varepsilon\). Choosing \(\varepsilon\) sufficiently small, this yields

\[
\|\mathbf{y}_n\|_{W_\infty(D(A_\lambda), Y)} \leq M\|\mathbf{y}_0, f, g, h\|_X. \]

Utilizing (90) we further arrive at

\[
\|u_n\|_{L^2(0, \infty; U)} \leq M\|\mathbf{y}_0, f, g, h\|_X. \]

It follows that the sequence \((\mathbf{y}_n, u_n)\) is bounded in \(W_\infty(D(A_\lambda), Y) \times L^2(0, \infty; U)\) and has a weak limit point \((\mathbf{y}, u)\) satisfying (88). One can prove the optimality of \((\mathbf{y}, u)\) with the same techniques as those used for the proof of [14, Proposition 2]. The uniqueness of the solution directly follows from the linearity of the state equation and the strict convexity in \(u\) of the cost functional.

**Claim 2.** For all \((\mathbf{y}_0, f, g, h) \in X\), there exists a unique costate \(\mathbf{p} \in W_\infty(Y, [D(A_\lambda)]')\) satisfying the following relations:

\[
-A'\mathbf{p} - \mathbf{y} = g \]

(91)

\[
\alpha u + B^*\mathbf{p} = -h. \]

(92)
Here \((y, u)\) denotes the unique solution to \((LQ)\). Moreover, there exists a constant \(M > 0\) independent of \((y_0, f, g, h)\) such that 
\[
\|p\|_{W^\infty_c((y(0), y(0))), Y} \leq M \|y_0, f, g, h\|_{\mathcal{X}}.
\]

**Proof of Claim 2.** The mapping \(e[f, y_0]\) is continuous and affine, and thus its Fréchet derivative is given by 
\[
De: W^\infty_c(D(A), Y) \times L^2(0, \infty; U) \to L^2(0, \infty; Y) \times V
\]
\[
De(z, v) = (\dot{z} - (Az + Bv), z(0)).
\]

Let us argue that \(De\) is surjective: Let \((r, s) \in L^2(0, \infty; Y) \times V\) and consider 
\[
\dot{z} - (Az + Bv) = r, \quad z(0) = s.
\]

By Consequence C3 there exists \(w \in W^\infty_c(D(A), Y)\) such that 
\[
\dot{w} = (A - BK)w + r, \quad w(0) = s.
\]

Setting \(v = -Kw \in L^2(0, \infty; U)\) we have solved \(De(z, v) = (r, s)\). The remaining arguments are similar to those provided in the proof of Proposition 3 and are thus omitted here. \(\square\)

**Acknowledgment.** This work was supported in part by the ERC advanced grant 668998 (OCLOC) under the EU’s H2020 research program.

**REFERENCES**

[1] C. O. Aguilar and A. J. Krener, Numerical solutions to the Bellman equation of optimal control, *J. Optim. Theory Appl.*, 160 (2014), 527–552.

[2] E. Albrekht, On the optimal stabilization of nonlinear systems, *J. Appl. Math. Mech.*, 25 (1961), 1254–1266.

[3] M. Badra, Abstract settings for stabilization of nonlinear parabolic system with a Riccati-based strategy. Application to Navier-Stokes and Boussinesq equations with Neumann or Dirichlet control, *Discrete Contin. Dyn. Syst.*, 32 (2012), 1109–1208.

[4] M. Badra and T. Takahashi, Stabilization of parabolic nonlinear systems with finite dimensional feedback or dynamical controllers: Application to the Navier-Stokes system, *SIAM J. Control Optim.*, 49 (2011), 420–463.

[5] V. Barbu, *Stabilization of Navier-Stokes Flows*, Communications and Control Engineering Series, Springer, London, 2011.

[6] V. Barbu, I. Lasiecka and R. Triggiani, Tangential boundary stabilization of Navier–Stokes equations, *Mem. Amer. Math. Soc.*, 181 (2006).

[7] V. Barbu, S. Rodrigues and A. Shirikyan, Internal exponential stabilization to a nonstationary solution for 3D Navier-Stokes equations, *SIAM J. Control Optim.*, 49 (2011), 1454–1478.

[8] V. Barbu and R. Triggiani, Internal stabilization of Navier-Stokes equations with finite-dimensional controllers, *Indiana Univ. Math. J.*, 53 (2004), 1443–1494.

[9] S. Beeler, H. Tran and H. Banks, Feedback control methodologies for nonlinear systems, *J. Optim. Theory Appl.*, 107 (2000), 1–33.

[10] A. Bensoussan, G. Da Prato, M. Delfour and S. Mitter, *Representation and Control of Infinite Dimensional Systems*, Systems & Control: Foundations & Applications, Birkhäuser Boston, Inc., Boston, MA, 2007.

[11] F. Boyer and P. Fabrie, *Mathematical Tools for the Study of the Incompressible Navier–Stokes Equations and Related Models*, Applied Mathematical Sciences, 183, Springer, New York, 2013.

[12] T. Breiten, K. Kunisch and L. Pfeiffer, Infinite-horizon bilinear optimal control problems: Sensitivity analysis and polynomial feedback laws, *SIAM J. Control Optim.*, 56 (2018), 3184–3214.

[13] T. Breiten, K. Kunisch and L. Pfeiffer, Feedback stabilization of the two-dimensional Navier-Stokes equations by value function approximation, preprint, arXiv:1902.00394.

[14] T. Breiten and L. Pfeiffer, Taylor expansions of the value function associated with a bilinear optimal control problem, *Annales de l’Institut Henri Poincaré C, Analyse Non Linéaire*, 36 (2019), 1361–1399.
FEEDBACK STABILIZATION OF THE NAVIER-STOKES EQUATIONS

[15] R. F. Curtain and H. J. Zwart, An Introduction to Infinite-Dimensional Linear Systems Theory, Texts in Applied Mathematics, 21, Springer-Verlag, New York, 1995.

[16] E. Fernández-Cara, S. Guerrero, O. Y. Imanuvilov and J.-P. Puel, Local exact controllability of the Navier-Stokes system, J. Math. Pures Appl. (9), 83 (2004), 1501–1542.

[17] A. V. Fursikov, Stabilizability of two-dimensional Navier–Stokes equations with help of a boundary feedback control, J. Math. Fluid Mech., 3 (2001), 259–301.

[18] A. V. Fursikov, Stabilization for the 3D Navier-Stokes system by feedback boundary control. Partial differential equations and applications, Discrete Contin. Dyn. Syst., 10 (2004), 289–314.

[19] O. Y. Imanuvilov, Remarks on exact controllability for the Navier-Stokes equations, ESAIM. Control Optim. Calc. Var., 6 (2001), 39–72.

[20] I. Lasiecka and R. Triggiani, Control Theory for Partial Differential Equations: Continuous and Approximation Theories. I. Abstract Parabolic Systems, Encyclopedia of Mathematics and its Applications, 74, Cambridge University Press, Cambridge, 2000.

[21] J.-L. Lions and E. Magenes, Non-Homogeneous Boundary Value Problems and Applications. Vol. I/II, Grundlehren der mathematischen Wissenschaften, 181, Springer-Verlag, Berlin, 1972.

[22] D. L. Lukes, Optimal regulation of nonlinear dynamical systems, SIAM J. Control, 7 (1969), 75–100.

[23] C. Navasca and A. Krener, Patchy solutions of Hamilton-Jacobi-Bellman Partial differential equations, in Modeling, Estimation and Control, Lect. Notes Control Inf. Sci., 364, Springer, Berlin, 2007, 251–270.

[24] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations, Applied Mathematical Sciences, 44, Springer-Verlag, New York, 1983.

[25] M. Pošt´ a and T. Roub´ıˇ cek, Optimal control of Navier-Stokes equations by Oseen approximation, Comput. Math. Appl., 53 (2007), 569–581.

[26] J.-P. Raymond, Feedback boundary stabilization of the two-dimensional Navier–Stokes equations, SIAM J. Control Optim., 45 (2006), 790–828.

[27] J.-P. Raymond, Feedback boundary stabilization of the three-dimensional incompressible Navier-Stokes equations, J. Math. Pures Appl. (9), 87 (2007), 627–669.

[28] R. Temam, Navier-Stokes Equations. Theory and Numerical Analysis, Studies in Mathematics and its Applications, 2, North-Holland Publishing Co., Amsterdam-New York, 1979.

[29] L. Thevenet, J.-M. Buchot and J.-P. Raymond, Nonlinear feedback stabilization of a two-dimensional Burgers equation, ESAIM Control Optim. Calc. Var., 16 (2010), 929–955.

[30] F. Tröltzsch and D. Wachsmuth, Second-order sufficient optimality conditions for the optimal control of Navier-Stokes equations, ESAIM Control Optim. Calc. Var., 12 (2006), 93–119.

[31] E. Zeidler, Nonlinear Functional Analysis and Its Applications. I. Fixed-Point Theorems, Springer-Verlag, New York, 1986.

Received May 2019; revised January 2020.

E-mail address: tobias.breiten@uni-graz.at
E-mail address: karl.kunisch@uni-graz.at