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ABSTRACT. The problem of feed-forward control of overhead crane system is discussed. By combining the Kalman’s controllability theory and Hartman-Grobman theorem from dynamical system theory, a linear, continuous state feedback-based feed-forward controller that stabilizes the crane system at the desired end position of payload is designed. The efficacy of proposed controller is demonstrated by comparing the simulation experiment results for overhead crane with/without time-varying length of hoisting rope.

1. INTRODUCTION

For overhead crane control, it is required that the trolley should reach the desired location as fast as possible while the payload swing should be kept as little as possible during the transferring process. However, it is extremely challenging to achieve these goals simultaneously owing to the underactuated characteristics of the crane system, more specifically, underactuated with respect to the load sway dynamics, which makes the linear part of overhead crane system uncontrollable in the sense of Kalman’s control theory by a continuous control law. Due to this reason, the development of efficient control schemes for overhead cranes has attracted wide attention from the control community. For example, in [1] a nonlinear control law for container cranes with load hoisting using the feedback linearization technique and the decoupling strategy of swing angle-dynamics from trolley movement- and varying rope length- dynamics by Lyapunov function approach was investigated. The authors in [2] and [3] developed a sensorless vibration control system for overhead crane system with varying wire length by using simulation-based control technique.

In the paper [4] an adaptive nonlinear coupling control law has been presented for the motion control of overhead crane with constant rope length and without considering the mass moment of inertia of the load. By utilizing a Lyapunov-based stability analysis, the authors achieved asymptotic tracking of the crane position and stabilization of payload sway angle of an overhead crane.

A sliding mode controller composed of approximated control and switching action was designed in [5] for simultaneously combining control of cargo lifting, trolley moving, and cargo swing vanishing.

In [6], the problems of load operation and positioning under different wind disturbances by using dynamic model with a state simulator is discussed.

In all of these mentioned papers, but also in others, see, e.g. [7], [8] p. 273 and the reference therein, the control of sway-angle of payload is not considered and, therefore, this angle is assumed to be small what allows some approximations and truncations in the reference model (Remark 2.1). Also recall that for the mathematical models without considering a mass moment of inertia of the payload, what is usual for the simplified models of crane systems, the model is singular for
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Figure 1. Schematic diagram of the 2-D overhead crane system. The coordinates of payload are $z_p(t) = z(t) + l(t) \sin \theta(t)$, $y_p(t) = -l(t) \cos \theta(t)$

rope length near zero what makes the system practically unanalyzable from the point of view of engineering practice.

So, the purpose of this article is to show that by adding the control force for load sway damping (in the case of varying length of rope), the linear part of system becomes state controllable and the original overhead crane system asymptotically stabilizable at the required end position by linear and continuous state feedback and, moreover, the exact formulas for the control forces are given. The efficacy of proposed controller is demonstrated by comparing the computer simulation experiment results for overhead crane with and without varying length of hoisting rope, respectively.

Anti-swing control of automatic overhead crane system required to transfer the payload without causing excessive swing at the end position. With a fully-automated overhead crane, the operators make the settings, and the crane automatically takes care of repetitive or difficult actions. This is especially useful in demanding and hazardous environments. Also, automated overhead cranes can reduce labor costs, track inventory, optimize storage, reduce damage, increase productivity and reduce the capital expense. Most of the proposed anti-swing controls use feedbacks that require two sensors to measure the trolley position and swing angle. However, installing swing angle sensor on a real overhead crane is often troublesome and also more costly. Moreover, vibration measurement sensors are required and this causes faults of the crane systems especially in severe industrial environments ([2]). Our approach is based on the feed-forward design of the control forces $F_z$, $F_l$ and $F_\theta$, see Fig. 1 applied to the crane system using simulation-based control strategy and that will stabilize the system at the desired and in advance known end position of the payload.

2. CRANE SYSTEM DYNAMICS. REFERENCE MODEL

Basically, an overhead crane is made up of a trolley (cart) moving along a horizontal axis with a load hung from a flexible rope. The Fig. 1 shows the swing motion of the load caused by trolley movement, in which $z$ is the trolley moving direction, $y$ is the vertical direction, $\theta(t)$ is the sway angle of the load, $z(t)$ is the position of the trolley, $l(t)$ is the hoist rope length. The symbols $F_z$, $F_l$ and $F_\theta$ denote the control forces applied to the trolley in the $z$-direction, to the payload in the $l$-direction and in the direction perpendicular to $l$-direction, respectively.

The following assumptions are made throughout the paper:
i) The payload and trolley are connected by a massless, rigid rope, that is, a pendulum motion of the load is considered;

ii) The trolley moves in the $z$-direction;

iii) The payload moves on the $z-y$ surface;

iv) All frictional elements in the trolley and hoist motions can be neglected;

v) the rope elongation is negligible.

The information on the sway angle, sway angular velocity, trolley displacement and velocity, hoisting rope length and its time rate of change are not assumed to be known. So, this paper presents sensor less anti-swing control strategy for automatic overhead crane.

Using Lagrangian method, the Lagrangian equation with respective to the generalized coordinate $q_i$ can be obtained as

$$
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} = F_i, \quad (1)
$$

where $i = 1, 2, 3$, $L = KE - PE$ ($KE$ means the system kinetic energy and $PE$ denotes the system potential energy), $q_i$’s are the generalized coordinates, here $q_1, q_2$ and $q_3$ indicate $z, l$ and $\theta$, respectively, and $F_i$ represents nonconservative generalized force ($F_z, F_l$ and $F_\theta$) associated with those coordinates. For the system under consideration the total kinetic energy and potential energy is

$$
KE = \frac{1}{2}(M + m) \dot{z}^2 + \frac{1}{2}m \dot{l}^2 + \frac{1}{2}m(l \dot{\theta})^2 + m \ddot{z}(\dot{z} \sin \theta + l \dot{\theta} \cos \theta) + \frac{1}{2}l \dot{\theta}^2
$$

and

$$
PE = -glm \cos \theta,
$$

the potential energy of the trolley subsystem is kept unchanged. Here, $m$ is the payload mass, $M$ is the mass of the trolley with the hoist system, $I$ is the mass moment of inertia of the payload, and $g$ is the gravitational acceleration.

Using the Lagrangian equation (1), one obtain the following relations between the generalized coordinates $z, l$ and $\theta$:

$$
(M + m) \ddot{z} + ml \sin \theta + 2ml \dot{\theta} \cos \theta + lm \dot{\theta} \cos \theta - lm \dot{\theta}^2 \sin \theta = F_z, \quad (2)
$$

$$
m \ddot{z} \sin \theta + m \ddot{l} - lm \dot{\theta}^2 - glm \cos \theta = F_l, \quad (3)
$$

and

$$
lm \ddot{\theta} \sin \theta + (ml^2 + I) \ddot{\theta} + 2lm \dot{\theta} + glm \sin \theta = F_\theta. \quad (4)
$$

Let us introduce the state variables $x_1 := z$, $x_2 := l$, $x_3 := \theta$, $x_4 := \dot{z}$, $x_5 := \dot{l}$, and $x_6 := \dot{\theta}$. Now solving the equations (2), (3) and (4) with regard the variables $\dot{x}_4, \dot{x}_5$ and $\dot{x}_6$, one obtain the linear system of equations

$$
\begin{pmatrix}
M + m & m \sin(x_3) & mx_2 \cos(x_3) \\
m \sin(x_3) & m & 0 \\
xm_2 \cos(x_3) & 0 & mx_2^2 + I
\end{pmatrix}
\begin{pmatrix}
\dot{x}_4 \\
\dot{x}_5 \\
\dot{x}_6
\end{pmatrix}
= \begin{pmatrix}
F_z + mx_2x_6^2 \sin(x_3) - 2mx_5x_6 \cos(x_3) \\
F_l + mx_2x_5^2 + glm \cos(x_3) \\
F_\theta - 2mx_5x_6 - gm_2 \sin(x_3)
\end{pmatrix}
$$

and its solution

$$
\dot{x}_4 = \frac{1}{Mmx_2^2 + I \cos^2(x_3) + IM}
\times \left[ \cos(x_3) \left( F_\theta mx_2 + 2I \cos(x_3) \right) \\
+ \sin(x_3) \left( F_l mx_2^2 + F_l I + I \cos(x_3) \right) \right]
$$
\[
\begin{align*}
\dot{x}_5 &= \frac{1}{m(Mmx_2^2 + I m \cos^2 (x_3) + IM)} \times \\
&\quad \left[ F_1 I M + F_1 m^2 x_2^2 + F_1 m + M m^2 x_2^2 x_6^2 \\
&\quad + \frac{1}{2} F_\theta m^2 x_2 \sin (2x_3) - F_2 m^2 x_2^2 \sin (x_3) + F_1 M m x_2^2 \\
&\quad - F_1 m \sin (x_3) - F_2 m^2 x_2^2 \cos^2 (x_3) + I m^2 \cos (x_3) + I m^2 x_2 x_6^2 \cos^2 (x_3) \\
&\quad + M m^2 x_2^2 \cos (x_3) + I m g m \cos (x_3) + I m^2 x_2 x_6 \sin (2x_3) + I M m x_2 x_6^2 \right],
\end{align*}
\]

and
\[
\begin{align*}
\dot{x}_6 &= \frac{1}{M m x_2^2 + I m \cos^2 (x_3) + IM} \times \\
&\quad \left[ F_\theta M + F_\theta m \cos^2 (x_3) - F_2 m x_2 \cos (x_3) + F_1 M x_2 \cos (x_3) \sin (x_3) \\
&\quad - 2 M m x_2 x_5 x_6 - M m x_2 \sin (x_3) \right],
\end{align*}
\]

where \(F_2, F_1, F_\theta\) represent the control forces.

Now let us substitute \((M + m) u_1\) instead of \(F_2\), \(m u_2 - g m \cos (x_3)\) instead of \(F_1\) (here the term \(-g m \cos (x_3)\) compensates the weight of load) and \(I u_3\) instead of \(F_\theta\), where \(u_1, u_2, u_3\) are new control variables. The reference mathematical model for design a feed-forward controller takes the form of control system \(\dot{x} = G(x, u)\), \(G = (G_1, \ldots, G_6)^T\) with
\[
\begin{align*}
G_1 &= x_4, \\
G_2 &= x_5, \\
G_3 &= x_6, \\
G_4 &= - \frac{1}{M m x_2^2 + I m \cos^2 (x_3) + IM} \times \\
&\quad \left[ \cos (x_3) (I m u_3 x_2 + 2 I m x_5 x_6) \\
&\quad + \sin (x_3) (m^2 u_2 x_2^2 + I m u_2 - g m^2 x_2^2 \cos (x_3)) \\
&\quad - I u_1 (M + m) - m (M + m) u_1 x_2^2 \right], \\
G_5 &= \frac{1}{M m x_2^2 + I m \cos^2 (x_3) + IM} \times \\
&\quad \left[ I m u_2 + m^2 u_2 x_2^2 + I m u_2 + I M x_2 x_6^2 \\
&\quad - g m^2 x_2^2 \cos (x_3) - I m u_1 \sin (x_3) - m^2 u_1 x_2^2 \sin (x_3) + M m u_2 x_2^2 \\
&\quad - I m u_1 \sin (x_3) + g m^2 x_2^2 \cos^3 (x_3) - m^2 u_2 x_2^2 \cos^2 (x_3) \\
&\quad + M m x_2 x_6^2 + \frac{1}{2} I m u_3 x_2 \sin (2x_3) + I m x_5 x_6 \sin (2x_3) \right].
\end{align*}
\]
Remark 2.1. The use of the control force $F_0$, represented by control variable $u_3$, admits the greater angles of the payload sway during transportation, and therefore, one must work with complete system, and the often used small-angle approximations of the type $\sin \theta \approx 0$ (or $\cos \theta \approx 0$, $\theta^2 \approx 0$ and $\cos \theta \approx 1$ can not be applied in our analysis.

3. Theoretical background. Control law design

Our approach to the asymptotic stabilization of the overhead crane system is based on the two cornerstones of modern control theory and theory of dynamical systems.

Consider a linear time-invariant (LTI) system $\dot{x} = Ax + Bu$, where $A$ and $B$ are $n \times n$ and $n \times m$ constant real matrices, respectively. A fundamental result of linear control theory is that the following three conditions are equivalent, see, e. g. [9]:

(i) the pair $(A, B)$ is controllable;
(ii) $\text{rank} \mathcal{C}_{(A,B)} = n$, where $\mathcal{C}_{(A,B)} =: (B AB A^2B \cdots A^{n-1}B)$ is an $n \times mn$ Kalman’s controllability matrix;
(iii) for every $n$-tuple real and/or complex conjugate numbers $\lambda_1$, $\lambda_2$, $\ldots$, $\lambda_n$, there exists an $m \times n$ state feedback gain matrix $K$ such that the eigenvalues of the closed-loop system matrix $A_{cl} = A - BK$ are the desired values $\lambda_1, \lambda_2, \ldots, \lambda_n$.

In general, the nonlinear control system

$$\dot{x} = G(x, u), \ t \geq 0, \ x \in \mathbb{R}^n \ u \in \mathbb{R}^m, \ =: d/dt,$$

with the state feedback of the form $u = -Kx$ and for which is assumed that $x = 0$ is its solution, that is, $G(0, 0) = 0$, is studied. It is well-known, that if the pair $(A, B)$, where $A = G_x(0, 0)$ and $B = G_u(0, 0)$ are the corresponding Jacobian matrices with respect to the state and input variables, respectively, and evaluated at $(0, 0)$ is controllable, then the LTI system $\dot{x} = (A - BK)x$ is in some neighborhood of the origin topologically equivalent, and preserving the parametrization by time, to the system $\dot{x} = G(x, -Kx)$, provided that the eigenvalues of the matrix $A - BK$ have non-zero real part. The precise statement about this property gives the Hartman-Grobman theorem, see, e. g. [10], p. 120), providing the exact geometric characterization of the trajectories of the closed-loop system in the neighborhood of the equilibrium state. Thus, if the matrix $K$ is chosen such that all eigenvalues of $A - BK$ have negative real parts, the nonlinear system $\dot{x} = G(x, -Kx)$ is locally asymptotically stable in the neighborhood of $x = 0$.

Here is meant the usual definition of local asymptotic stability, that is, the solution $x = 0$ of the system $\dot{x} = G(x, -Kx)$ is asymptotically stable if for every $\varepsilon > 0$ there exists $\delta > 0$ such that if $||x(0)|| \leq \delta$ then $||x(t)|| \leq \varepsilon$ for all $t \geq 0$, and, moreover, $||x(t)|| \to 0^+$ with $t \to \infty$, see, e. g., [11], p. 19]. Here $|| \cdot ||$ denotes the Euclidean vector norm.

Now, by imposing the natural requirement for the real working devices on the boundedness of the state variables $x_i$, $i = 1, \ldots, 6$, namely that $||x|| \leq \Delta$ for some constant $\Delta > 0$, the local asymptotic stability of the closed-loop system $\dot{x} = G(x, -Kx)$ around its equilibrium position

$$-Mmu_1x_2^2 \sin (x_3) + Imx_2x_6^2 \cos^2 (x_3) \right],$$

and

$$G_6 = \frac{1}{Mmx_2^2 + Im \cos^2 (x_3) + IM} \times \left[ IMu_3 - x_2 [2Mmx_6 + m (M + m) u_1 \cos (x_3)]
\right.
\left. + x_2 \sin (x_3) [m \cos (x_3) (mu_2 - gm \cos (x_3)) - Mgm] + Im \mu_3 \cos^2 (x_3) \right].$$
x = 0 by (formal and general) computing the lower bound of the region of attraction will be
proved. In the engineering practice, one do not need to know this region explicitly because all
generated trajectories are verified and validated for their suitability and appropriateness, and,
moreover, a theoretical analysis of such highly coupled control systems that are investigated in
the present paper is practically impossible.

Let the gain matrix K is such that the real parts of all eigenvalues of the matrix \( A_{cl} \) are negative. Then

\[
\dot{x} = G(x,Kx) = A_{cl}x + R_1(x),
\]

where \( R_1(x) \) is the Taylor’s remainder, obviously \(|R_1(x)| = o(|x|)\) as \(|x| \to 0^+\). This implies
that there exists a constant \( \sigma = \sigma(K) > 0 \) such that \(|R_1(x)| \leq \sigma(K)|x|\) for all \(|x| \leq \tilde{\Delta}(\sigma)\).

Let us consider as a Lyapunov function candidate \( V(x) = x^TPx \), where symmetric and positive
definite matrix \( P \) is a solution of Lyapunov equation

\[
PA_{cl} + A_{cl}^TP = -Q(K)
\]

for appropriate choice of the symmetric and positive definite matrix \( Q \), which can be solved as an
optimization problem with regards to the gain matrix \( K \). Let the constant \( \sigma(K) \) is such that

\[
\lambda_{\min}(Q(K)) > 2\sigma(K)\lambda_{\max}(P),
\]

where \( \lambda_{\min} \) and \( \lambda_{\max} \) denote the minimal and maximal eigenvalue of the matrix, respectively. Then
along the trajectories of the system \( \dot{x} = G(x,Kx) =: g_K(x) \) is

\[
\dot{V}(x(t)) = x^TPg_K(x(t)) + g_K^T(x(t))Px
\]

\[
= x^T(A_{cl}x + R_1(x)) + [x^TA_{cl}^T + R_1^T(x)]Px
\]

\[
= x^T(PA_{cl} + A_{cl}^TP)x + 2x^TPR_1(x) = -x^TQx + 2x^TPR_1(x),
\]

by using the fact that \( x^TPR_1(x) \) is a scalar, that is, \( x^TPR_1(x) = (x^TPR_1(x))^T = R_1^T(x)Px \).

Because for each \( n \times n \) symmetric and positive definite real matrix \( C \) is

\[
\lambda_{\min}(C)||x||^2 \leq x^TCx \leq \lambda_{\max}(C)||x||^2, \ x \in \mathbb{R}^n
\]

(a special case of Rayleigh-Ritz’s theorem, [12] p. 176)) and

\[
x^TPR_1(x) = \frac{x^TPx}{||x||^2}x^TR_1(x) \leq \lambda_{\max}(P)||x||||R_1(x)|| \leq \sigma(K)\lambda_{\max}(P)||x||^2,
\]

one get that

\[
\dot{V}(x(t)) \leq -\left(\lambda_{\min}(Q(K)) - 2\sigma(K)\lambda_{\max}(P)\right)||x||^2 < 0
\]

for \(|x| \leq \tilde{\Delta}, x \neq 0\), which implies local asymptotic stability of the zero solution of the closed-loop
system \( \dot{x} = G(x,Kx) \).

One of the main aim of the present paper lies in comparing the performance of designed
simulation- and state feedback-based feed-forward control for overhead crane system stabilizing
the system in its end position for the crane with variable and constant length of the hoisting rope,
Section 4 and Section 5, respectively.
Because $A^2 = 0$, for the rank of the controllability matrix the equality
\[ \text{rank} C_{A,B} = \text{rank}(B \ AB \ A^2B \ A^3B \ A^4B \ A^5B) = \text{rank}(B \ AB) \]
holds and since
\[ (B \ AB) = \begin{pmatrix} 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \]
with $\det(B \ AB) = -1 \neq 0$, the linear part of the system $\dot{x} = G(x, u)$ is controllable. As has been analyzed above, all eigenvalues of the closed-loop matrix $A_d = A - BK$ can be arbitrarily assigned by appropriately selecting a state feedback gain matrix $K$.

**Remark 4.1.** At this place it is worth noting that if the sway angle control force $F_\theta$ is not considered, the crane system may not be locally asymptotically stabilizable at the desired final position by using the linear state feedback control law.

Let the desired (and permissible) eigenvalues of the closed-loop system $\dot{x} = A_d x$ are $p = [-0.1 - 0.15 - 0.2 - 0.25 - 0.3 - 0.35]$ that are determined in practice on the basis of the crane work parameters such as maximum permissible velocity of the used equipments, for example. In general, it is advisable to choose these eigenvalues real to avoid the oscillating trajectories. For the (negative) real eigenvalues, the convergence to the equilibrium point for $t \to \infty$ will be monotonous. The MATLAB output of the pole placement command $K = \text{place}(A,B,p)$ gives
\[ K = \begin{pmatrix} 0.1050 & 0 & 0 & 0.6500 & 0 & 0 \\ 0 & 0.0300 & 0 & 0 & 0.3500 & 0 \\ 0 & 0 & 0.0250 & 0 & 0 & 0.3500 \end{pmatrix}, \]
which locally asymptotically stabilizes the equilibrium point $x_e = 0$ of the system $\dot{x} = G(x, -Kx)$. The routine `place` in MATLAB uses the algorithm of [13] which, for multi-input systems, optimizes the choice of eigenvectors for a robust solution and the sensitivity of the assigned poles to perturbations in the system and gain matrices is minimized. A general theory regarding pole placement problem for linear systems can be found in the work [9, p. 335].

Now, let the desired end position of the payload is $\tilde{x}_{e,1} = 10$, $\tilde{x}_{e,2} = 3$ and $\tilde{x}_{e,i} = 0$, for $i = 3, 4, 5, 6$, corresponding to the placement $z = \tilde{x}_{e,1}$ and $y = -\tilde{x}_{e,2}$ in Fig. 1. The state variables transformation $\tilde{x} = \Phi(x)$ defined by the formula
\[ \Phi : \tilde{x}_1 = \tilde{x}_{e,1} + x_1, \tilde{x}_2 = \tilde{x}_{e,2} - x_2, \tilde{x}_3 = x_3, \tilde{x}_4 = x_4, \tilde{x}_5 = -x_5, \tilde{x}_6 = x_6 \]
is used. Obviously, $\Phi^{-1}(\tilde{x}_e) = 0.$ Then the original system $\dot{x} = G(x, u)$ transformed to the new equilibrium point $\tilde{x}_e$ is $\dot{x} = \tilde{G}(\tilde{x}, \tilde{u}),$ where

$$\tilde{G}(\tilde{x}, \tilde{u}) = (\tilde{x}_4, \tilde{x}_5, \tilde{x}_6, G_4(\Phi^{-1}(\tilde{x}), \tilde{u}), -G_5(\Phi^{-1}(\tilde{x}), \tilde{u}), G_6(\Phi^{-1}(\tilde{x}), \tilde{u}))^T,$$

$\tilde{u}$ instead of $u.$ The direct calculation gives that $\tilde{A} = \tilde{G}_3(\tilde{x}_e, 0) = A$ and

$$\tilde{B} =: \tilde{G}_6(\tilde{x}_e, 0) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$

It will be finding the feedback control law in the form $\tilde{u} = -\tilde{K}x,$ and so $\dot{x} = \tilde{G}\left(\tilde{x}, -\tilde{K}\Phi^{-1}(\tilde{x})\right)$ with $\tilde{A}_d = \tilde{A} - \tilde{B}\tilde{K}\Phi^{-1}((\tilde{x}_e),$ where $\Phi^{-1}(\tilde{x}_e)$ denotes the Jacobian matrix of the inverse of the transformation $\Phi$ and evaluated at $\tilde{x}_e.$ The sufficient condition to have the matrices $A_d = A - BK$ and $\tilde{A}_d$ the same eigenvalues is to be $BK = \tilde{B}\tilde{K}\Phi^{-1}(\tilde{x}_e),$ that is, the feedback gain matrix $\tilde{K}$ may be directly derived from the matrix $K$ by multiplying the second row and second and fifth column of $K$ by the number $(-1)$.

For the purpose of numerical simulation the following data will be used:

$M = 0.2 \ [\times 10^3 \text{ kg}], \ m = 10 \ [\times 10^3 \text{ kg}], \ I = 4 \ [\times 10^3 \text{ kg m}^2], \ g = 9.81 \ [\text{ m s}^{-2}].$

Now, let the starting position is $\tilde{x}(0) = (0 \ 3 \ 0 \ 0 \ -0.5 \ 0)^T,$ corresponding $z = 0$ and $y = -3$ in Fig. 1 that is, the payload starts from rest and is pulled upwards with the velocity of $\tilde{x}_5 = -0.5 \ [\text{ m s}^{-1}].$ The time evolution of the state variables $\tilde{x}_i, \ i = 1, \ldots, 6$ is displayed in Fig. 2 and the corresponding control forces $\tilde{F}_z, \ \tilde{F}_l$ and $\tilde{F}_g$ are depicted in Fig. 3.

Summarizing, the general strategy in stabilizing the system under consideration at the desired end position is as follows:

i) First, the controllability of the linear part of mathematical model of the overhead crane system derived above must be verified;

ii) Secondly, the range of the eigenvalues $\lambda_i$ of the closed-loop system taking into account the technical limitations of the specific overhead crane is established, for example, the maximum permissible velocities of the trolley and hoist device or the jerk during starting;

iii) Thirdly, using the appropriate state variables transformation the equilibrium point $x = 0$ of the system $\dot{x} = G(x, -Kx)$ is translated to the new position $\tilde{x}_e,$ which is the desired end position of payload;

iv) Fourthly, for the desired eigenvalues of the closed-loop system, the gain matrix $K$ using the MATLAB command `place` is calculated;

v) Finally, the numerical simulation in the MATLAB environment is performed and the appropriateness of the generated trajectory is verified. Subsequently, the control forces

$$\tilde{F}_z(t) = (M + m)\dot{\tilde{u}}_1(t) \ [= F_z(t)],$$

$$\tilde{F}_l(t) = m\ddot{\tilde{u}}_2(t) - gm \cos(x_3(t)) \ [= \tilde{F}_l(t) + F_l(t) = -2gm \cos(x_3(t))],$$

and

$$\tilde{F}_g(t) = I\ddot{\tilde{u}}_3(t) \ [= \tilde{F}_g(t)],$$

$\tilde{u}(t) = -\tilde{K}x(t),$ stabilizing the overhead crane system at the desired end location of payload, to the system are applied.
5. Application to the overhead crane with constant length of rope. Simulation experiment in MATLAB

For comparison purpose, in this section the simulation experiment with the same data as in previous section is performed, with this difference that \( \dot{l}(t) = \dot{x}_2(t) \equiv \dot{x}_{2,2} = 3 \) and so \( \ddot{l}(t) = \dot{x}_{3}(t) \equiv 0 \). Thus, the number of state variables and governing equations reduces to four and only one control force is considered, \( F_z \), so, the control system is underactuated. Specifically, from the equations (2) and (4) with \( F_\theta \equiv 0 \), one get for \( \dot{x}_4 \) and \( \dot{x}_6 \) the system of linear equation

\[
\begin{pmatrix}
M + m & lm \cos(x_3) \\
lm \cos(x_3) & ml^2 + I
\end{pmatrix}
\begin{pmatrix}
\dot{x}_4 \\
\dot{x}_6
\end{pmatrix} = 
\begin{pmatrix}
F_z + lmx_2^2 \sin(x_3) \\
glm \sin(x_3)
\end{pmatrix},
\]

and after substituting \( u_1 \) for \( F_z \) one get the system \( \dot{x} = G(x, u) \), \( x = (x_1, x_3, x_4, x_6)^T \), \( u = u_1 \), \( G = (G_1, G_3, G_4, G_6)^T \), where

\[
G_1 = x_4, \\
G_3 = x_6,
\]
Figure 4. The solutions $\tilde{x}_i$, $i = 1, 3, 4, 6$ of the reference model with constant rope length

\[
G_4 = \frac{1}{l^2 m^2 \sin^2 (x_3) + M l^2 m + I m + I M}
\times \left[ I u_1 + \sin (x_3) \left( l^3 m^2 x_6^2 + I l m x_6^2 \right) \\
+ l^2 m u_1 + \frac{1}{2} g l^2 m^2 \sin (2x_3) \right],
\]

\[
G_6 = -\frac{1}{l^2 m^2 \sin^2 (x_3) + M l^2 m + I m + I M}
\times \left[ \cos (x_3) \left[ l^2 m^2 x_6^2 \sin (x_3) + I m u_1 \right] \\
+ l m \left( M g + g m \right) \sin (x_3) \right].
\]

Now, the controllability of linear part of this system with

\[
A = G_x(0,0) = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & g l^2 m^2 & 0 & 0 \\ 0 & \frac{g l m (M + m)}{M m l^2 + l (M + m)} & 0 & 0 \end{pmatrix},
\]

\[
B = G_{u_1}(0,0) = \begin{pmatrix} 0 \\ 0 \\ \frac{m^2 l^4}{l m + M (m^2 + I)} \\ \frac{l m + M (m^2 + I)}{-M m l^2 + l (M + m)} \end{pmatrix},
\]

will be verified. The controllability matrix $C_{(A,B)} = (B \ A B \ A^2 B \ A^3 B)$ is a square matrix and

\[
\det C_{(A,B)} = -\frac{g^2 l^4 m^4}{(M m l^2 + l (M + m))^2} \neq 0,
\]

which implies the controllability of the linear part of the system under consideration.
For the simulation experiment the eigenvalues \( p = [-0.2, -0.25, -0.3, -0.35] \) of the closed-loop system are used, representing a conservative selection from the set of eigenvalues used in the previous section, and which are achieved for the gain matrix

\[
K = (0.0010, 99.1882, 0.0159, -2.1061).
\]

The starting position is the same as in the previous simulation with a variable rope length, namely, \( \hat{x}(0) = (0 0 0 0)^T \). In the Figs. 4 and 5 is depicted the time evolution of the state variables \( \hat{x}_1, \hat{x}_3, \hat{x}_4, \hat{x}_6 \) and the control force \( \hat{F}_z \), respectively.

Comparing the corresponding figures, one can see substantial prolongation of the transportation time to the end position although with significantly less payload sway.

6. Conclusions

In this paper, a linear control law for fully automated overhead crane systems with the aim to suppress the sway motion and to reduce the overall time of transportation using the state feedback-based feed-forward was proposed. It was shown that by the appropriate choice of the state feedback gain matrix the crane system can be asymptotically stabilized around the desired end position. Although the technical realization of the additional device for control of the sway angle (to ensure the controllability of linear part of system) requires some one-off costs of implementation, the numerical simulations indicate a substantial reduction of the transportation time (up to 50%) in comparison with the overhead crane system with fixed rope length, as demonstrate the first sub-figures on top-left in the Figs. 2 and 4, and which may be desirable under certain circumstances.
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