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ABSTRACT Internet of Things (IoT) technologies are opening new opportunities and services for different smart grid applications such as advanced meter infrastructures (AMI), distributed energy resources, and electric vehicles. Among these applications, AMIs represent the first step toward future smart grid implementation by enabling the reading and recording of electric power consumption on request or a schedule. In this study, the main focus is designing an IoT-based architecture to support AMIs’ daily reporting and billing in a residential grid. First, the network modeling for AMI is discussed. Long range (LoRa) technology, as one of the promising candidates for long range low power wide area networks (LPWANs), has been studied and discussed. A comprehensive analysis of the LoRa-based architecture is given for a case study of an actual residential grid, Puerto Montt, Chile. The results are analyzed and discussed for packet delivery ratio, energy consumption, throughput, number of collisions, and frequency distribution.

INDEX TERMS Smart meters, Internet of Things, residential grid, LoRa.

I. INTRODUCTION

Nowadays, electric power utilities are moving towards grid modernization addressing many issues such as shortage of skilled workforce, aging assets, and regulation requirements for increasing awareness of environmental and emission concerns [1]. Under this scenario, the smart grid (SG) concept aims for a new electrical power grid, which replaces the traditional one-way communication grid by enabling two-way communication between customers and utilities. Furthermore, it enables the operation of different applications such as smart meters, distributed energy resources, real-time measurements, monitoring systems, and fast response using reliable communication and information exchange [2]. Advanced metering infrastructure (AMI) represents the first step towards smart grid as they provide the necessary infrastructure to support wide system measurement and visibility [3]. Automatic communication between customers and utilities [4], reduced tampering [5] and enabling customers to respond to their expectations to manage and generate their own electricity [6] are among the direct benefits of the smart grid infrastructure. However, with advances in wireless technologies, a knowledge gap in the analysis of the capability of recent technologies to support multiple applications of the AMI system is identified [7].

AMI brings many benefits to both utilities and customers. It provides bi-directional communication that enables the delivery of real-time consumption from households and production information and then disseminates such real-time information to utilities and customers [8]. The communication network supporting AMI can be divided into different sub-networks, such as utility-side network (UN), wide area networks (WANs), neighborhood area network (NANs), and home area networks (HANs). The UN concerns the utility domain, while WANs provide the physical medium to communicate between utilities and households on a large scale, which must meet the requirements of reliability and availability [9]. The NANs support data aggregation from groups of houses using data aggregation points (DAPs) or data concentrators (DCs) that collect the data sent from HANs. The HANs represent the internal home network at customer premises, where customers connect their appliances to the electrical grid, and their consumption is measured by a smart meter (SM). From this perspective, HANs are one of the core components of AMI, given their data generation capabilities (i.e., electric measurement). Therefore, its communication...
with utilities and reception of control and price signals are critical components of the AMI system.

NANs are crucial in deploying AMI networks because their traffic is related to SMs (i.e., periodic, delay-sensitive, and often fixed payload packets). Therefore, appropriate communication schemes must be considered in the design of NAN [8]. Considering the economic constraints and the flexibility in AMI installation when deployments are performed in different environments, wired schemes are not feasible owing to many significant drawbacks [10]; however, their high data rates, reliability, and robust interference mechanisms must be considered. On the other hand, wireless-based solutions are good candidates for use in AMI deployments owing to their low cost, scalability, and connectivity in inaccessible areas [2].

NANs are expected to serve a significant number of applications, in addition to SM data collection, such as outage detection, demand response, electric vehicle charging, and security distribution [11]. Among the different traffic types that can be found in AMI networks are: scheduled meter reading, on-demand meter reading, time-of-use (TOU) usage, firmware updates, and outage and restore management (ORM) [4]. Each type of traffic has a specific behavior [11], which can be summarized as follows: given the nature of applications, upstream traffic volume will be higher than downstream; traffic per region will vary and so the requirements (i.e., traffic profile will not be the same); all links must be operating and have available resources when smart meters send measurement data which is a critical and resource-demanding task of the network; and alert overhead (additional data rate requirements are added when networks operate under emergencies).

When planning the communication network of AMI, a vital consideration is that AMI devices communicate in frequency bands that can be easily monitored to protect the devices from being jammed or compromised [12], especially at NAN premises. The use of encrypted communication, which may add overhead, can provide an extra layer of defense for AMI communication, achieving integrity, availability, and confidentiality of data. In order to minimize delay, proper scheduling of data transmission and gateway location are among the problems that need to be considered in the design of an AMI network [11].

Low power wide area network (LPWAN) is a technology mainly targeted for M2M and IoT networks, in which devices can last up to 5-10 years by relying on batteries [13]. With the introduction of these technologies, new services can be expected to support data collection [14]. Various organizations in the industry, academia, and government have begun implementing such solutions to collect numerous types of data using sensor devices [14].

It is important to note that the AMI networks can be considered operational technology (OT) networks and not as proper information technology (IT) networks. The reason for this is due to the natural difference between these domains: IT includes traditional computing, storage, and telecommunication systems, while OT includes technologies that run real-time processes such as electricity distribution, manufacturing plants, and transportation systems [15]. Smart meters are the core of OT and part of the electricity distribution network, but the meter data management system (MDMS) and back-office (not visible to customers) functions are IT applications. Given the importance of both domains, a convergence has been increasing in many industries.

This work aims to fill the research gap related to the feasibility of LoRa technology in supporting AMI in a real suburban neighborhood area network. First, we proposed an IoT-based architecture for AMI, consisting of three layers: the perception layer, communication network layer, and application layer. Details about network modeling and simulation for the communication network layer were considered using the FLoRa simulator. An actual case study for a residential grid in Puerto Montt, Chile, is considered. The results are analyzed and discussed in terms of packet delivery ratio, energy consumption, throughput, and number of collisions.

II. RELATED WORK

The main components of the AMI network are smart meters, data aggregation points (DAP), and meter data management systems (MDMS). Several studies have been done (simulation and implementation) to prove that emerging technologies can satisfy the needs and demands of AMI networks in terms of scalability, data rates, energy-aware schemes, collision avoidance schemes, and terrain constraints.

Concerning network design, specific cases and constraints were provided for the network domain. The authors in Ref. [16] investigated the capacity analysis of a wireless backhaul for smart meters in a smart grid. Uplink traffic from smart meters to utilities is more interesting in terms of network capacity, as these have more data to deliver than the opposite downlink communication. The importance of this process is advised in [1], where the communication network infrastructure must be built in such a way that supports long-term operation and business requirements. Such a design should support future network extensions such as expected future applications and technology development and trends.

Regarding communication network design, the authors in [4] presented two main scenarios of AMI operation: regular operation, also known as scheduled meter reading, when all customers are receiving the corresponding electric power; and the outage and restoration management (ORM) scenario, when there is an electric outage affecting a group of customers and more control messages flowing on the AMI network. According to Ref. [11], SMs can support a wide range of data collection frequencies that can be configured remotely. Residential premises can be polled every 5 to 60 minutes, while industrial or commercial premises can be collected in seconds. This data collection frequency, along with their traffic volume, will vary for every utility depending on their metering systems and specific needs for
| Reference | Work Type                  | Area of Application            | Used Neighborhood      | Comment                                                                                                                                 |
|----------|----------------------------|--------------------------------|------------------------|-----------------------------------------------------------------------------------------------------------------------------------------|
| [2]      | Theoretical - Survey       | SM-DAP-Utility                 | Generic                | Authors presented the state-of-the-art for smart grid technology and described the devices involved, architecture for AMI deployments, communication schemes, and data traffic requirements. |
| [4]      | Simulation                 | SM-DAP                         | Urban - Real Case Study | Network and capacity planning for AMI deployments in an urban environment using a Narrow-band IoT scheme. The results are presented in terms of the SNR, RSSI, and coverage. |
| [5]      | Simulation                 | SM-DAP                         | City of Medan, Indonesia | Good theoretical approach using Medan as case study, lacks of simulation or performance evaluation of proposed solution.                   |
| [7]      | Simulation                 | SM-DAP-Utility                 | Real case study        | Performance analysis of different communication schemes for AMI networks applied in a real-world scenario, in terms of throughput and latency. |  |
| [8]      | Simulation                 | SM-DAP-Utility                 | Laboratory Setup       | Experimental demonstration of the AMI network communication using the NS-3 simulator and different backhaul technologies to connect SM to utility, such as LTE, WMAX, Wi-Fi and CoAP. |
| [11]     | Simulation - Network planning | SM-DAP                        | Generic                | Proposed network planning method to optimally allocate a gateway to the AMI networks. Data traffic types, delivery ratio, delay, and collection time were the main parameters of the study. |
| [13]     | Implementation             | IoT application in urban scenario | University campus      | Implementation of LoRa end-devices communicating weather information, provides feasibility study for LoS and NLoS.                      |
| [14]     | Implementation             | IoT application using LoRa in urban scenario | University campus      | Implementation of a case study for LoRa technology to evaluate the scalability of LoRa networks without carrier sense.                      |
| [15]     | Implementation             | Service and rescue operations  | Harsh environments     | Implementation of LoRa technology in harsh environments and proves the usability of LoRa for critical operations.                      |
| [19]     | Simulation                 | SM-DAP                         | Generic                | Simulation regarding different packet size, transmission frequency and traffic types are carried out, analyzing transmission times and how an AMI network behaves by changing these parameters. |
| [24]     | Implementation             | IoT application using LoRa in agricultural premises | Rural premises         | Implementation of LoRa to provide smart sensors for agricultural applications, proving that LoRa is capable of delivering high-quality links; however vegetation has a considerable impact on link quality. |
| [25]     | Theoretical                | General, all-in-one            | General Study          | Theoretical study of LoRa links, applying obtained results for possible use cases in terms of reliability, scalability and performance. |
| [29]     | Architecture               | SM-DAP-Utility                 | Generic                | Layered architecture proposed to support smart grid traffic, considering the power, access, service, and application layers. Power demand and time were the main parameters of the study. |
| [31]     | Architecture               | SM-DAP-Utility                 | Generic                | Application of IoT network communication paradigm in smart grid deployments, defined by considering several layers: collection, communication and processing. |
| [32]     | Implementation             | SM-DAP                         | Laboratory Setup       | HAN-NAN communication using ZigBee communication scheme, using a laboratory implementation and a single coordinator node. |
| [34]     | Implementation             | SM-DAP                         | University campus      | Narrow-band IoT performance evaluation, considering university campus implementation. The results were analyzed in terms of coverage, reliability, latency, battery life, and security. |
| [46]     | Implementation             | SM-DAP-Utility                 | Generic                | Feasibility study of the LoRa scheme for AMI deployment, in terms of delivery ratio, energy consumption, number of nodes and operational parameters of LoRa. |
| [47]     | Architecture - Network Planning | SM-DAP                      | Real case study - Urban, suburban and rural | Network planning based on a clustering algorithm, optimal deployment topology generation based on the SM and DAP locations. The node distribution, distance, coverage density, and execution times were evaluated. |
| Present Work | Simulation            | SM-DAP Utility                 | Real case study - suburban | Performance analysis of LoRa communication used on NAN premises, taking as input topology the model developed in [47] applied in a real suburban neighborhood as a case study. |
implementation [3]. In Ref. [17], the authors defined three types of AMI traffic: periodic keep-alive (packets every 1 min), periodic response/request (packets every 240 min), and aperiodic alarm-based (on demand). As several utilities may exist, data traffic from smart meters will have different packet sizes according to the requirements [11]. In general, SM traffic presents the following patterns [18]: small packet size, large amount of packets in the network and interval timing requests. For small applications, such as remote meter reading, a small packet is sufficient (i.e., 20-500 bytes), but when applications scale in complexity, the packet size may increase as well (up to 40000 bytes) [19]. On the other hand, industrial appliances may require more control, monitoring, and updates, as they are more prone to load variation in comparison to residential zones [20].

For network planning, the authors of Ref. [5] presented a framework for network and capacity planning that takes into consideration parameters such as link budget (Okumura-Hata model), number of gateways, area/surface to cover (in numbers), and cell size. Given that the scope of application is theoretically applied to a case study in a specific city, the work did not consider a simulation or performance evaluation of the proposed solution. To design a communication network for AMI, the capacity of the backhaul network and the number of smart meters covered by base stations determine the expected delay of communication [20].

Regarding protocol usage, in [16], CoAP is chosen as the primary application protocol given the traffic type that will flow through the AMI network: control commands, load profile generation, and log data from SMs. As these packets are small, communication must be fluid using specialized protocols for these tasks. The authors in [1] stated that UDP over IP is preferred, given the data traffic volume and quantity that AMI networks will operate. However, when reliability is a critical constraint, TCP-based communication must be employed or implement reliability mechanisms under the application layer. In [20], when comparing TCP and UDP for M2M communication for SM IoT-based scenario, concerning delays, UDP achieved better results.

Considering IoT architectures, and as AMI networks are a particular case, the AMI network must achieve two main goals [5]: efficient communication (i.e., massive connectivity) and defense against environmental conditions. The capabilities of LoRa wireless scheme, shown in Ref. [21], are demonstrated with an implementation of an end-to-end temperature measurement system. The authors in Ref. [22] presented time-performance indicators for LoRa technology when applied to distributed systems in IoT, providing insights and proving that for smart metering, smart building, and process industry fields is a promising scheme.

The actual implementations of AMI have been considered in different case studies. The authors in Ref. [3] showed an already implemented AMI network using a 900 MHz RF-mesh network alongside cellular networks, polling data at different rates. In another experiment, with security purposes, the authors in Ref. [12] used the IEEE 802.15.4 radio technology to test AMI technology. 900 MHz RF-mesh networks were the most popular in the United States. Details of the real AMI deployments of the SM networks are given in Ref. [7].

In the particular case of LoRa technology, several aspects have been covered in different case studies to prove that this scheme can meet the minimum communication requirements for AMI networks. The authors in Ref. [22] compared LoRa technology with wireless local area networks (WLANs) and RF devices for service and rescue operations in extreme environments. Evaluations were performed in terms of battery consumption, range, and link robustness to shadowing. In conclusion, LoRa technology could achieve a high delivery ratio in adverse conditions (i.e., snow). A line-of-sight (LoS) and non-line-of-sight (NLoS) study based on the received strength signal indicator (RSSI) and delay was carried out in Ref. [13], where the authors indicated that LoRa technology could be efficiently used for industrial IoT applications. However, the study has not pointed to SM or AMI traffic, nor how scalability issues can be addressed on these networks when operating with LoRa. In Ref. [14], the authors carried out a performance evaluation of an actual implementation of LoRa technology for IoT architecture. In terms of collisions, they state that these networks do suffer from collisions if carrier sense mechanisms are not enabled and, if the number of nodes in the network increases, a mechanism is needed to ensure reliability against communication issues and proper network scaling.

On the other hand, LoRa technology can be deployed at agricultural premises, as given in Ref. [24], depending on the obstacles presented in the LoS of links, which has a direct effect on the signal-to-noise ratio (SNR) value; nonetheless, LoRa performs well, making it feasible for rural premises. Finally, a theoretical analysis of LoRa links is presented in Ref. [25], where the authors showed that a single LoRa cell could handle up to millions of nodes. However, they stated that devices with critical constraints of uplink traffic must be placed near the gateway, and delays are of concern when devices are located far away from the gateway (i.e., when networks start to scale to thousands or million devices). The idea of LoRa networks is to communicate directly with nodes, removing the need to reconstruct and maintain a complex hop network [26].

The effect of multiple gateways is discussed in Ref. [27]. When using a single gateway configuration, the duty cycle limitations restrict the convergence time and ADR functionality. However, when deploying multi-gateway networks, and as these are deployed in the field, nearby nodes can communicate with their nearest gateway, reducing convergence times, increasing data rates, and dealing with higher traffic loads. This situation does not add more complexity, as gateways act as relays for the network server and are the primary method of increasing scalability. In addition, it contributes to improving the network performance by the balancing load between gateways [27].
This work studies the feasibility of LoRa technology for supporting an AMI network. The main contributions are: (1) Proposing an IoT-based architecture for AMI, which consists of three layers: perception layer, communication network layer, and application layer; (2) Development of a ready-to-deploy topology given by the output of a network planning process; (3) Study the feasibility of LoRa technology as a promising candidate for supporting AMI network deployment; (4) Performance evaluation of the communication network layer for a real case study of a residential grid in Puerto Montt, Chile. The results were evaluated for data delivery ratio, energy consumption, throughput, collisions, and frequency distribution.

III. IoT-BASED ARCHITECTURE FOR AMI

The advanced metering infrastructure (AMI) consists of four different network domains: home area network (HAN), neighborhood area network (NAN), wide area network (WAN), and utility network (UN). The HAN is related to the communication between appliances and the smart meter (SM). The NAN is related to the communication between smart meters and a concentrator device called data aggregation point (DAP), which acts as a gateway to gather data from houses. The WAN is related to the communication channel between DAPs and the utility network, which must deliver the data generated by SMs to utility premises. The UN is related to all data tasks that utilities are in charge of, such as billing systems, demand response (DR) programs, control, and grid administration.

On the other hand, Internet of Things (IoT) technologies enable physical objects to see, hear, think and perform jobs by having them “talking” together in order to share information, and coordinate decisions [28]. IoT technologies will transform static devices into smart devices by exploiting their underlying technologies, such as ubiquitous and pervasive computing, embedded devices, and communication technologies. In terms of dimensions, smart objects with their tasks generate specific applications and services that can transform them into different domains. The main benefit of the use of IoT in smart grids is the contribution to the quality of life and growth of the world’s economy. As this will open a new world of benefits, applications must grow proportionally to match the required needs of industry and customers; and devices must also be developed to fit customer needs in terms of availability anywhere and anytime.

In order to merge both already described worlds, certain characteristics must be accomplished: flexible layered architecture, given the heterogeneity of possible connected objects and critical tasks that they must complete. To meet these requirements, several authors have proposed different architectures as a general topic to approach this task [1], [28]–[31]. Figure 1 shows the IoT-based architecture for AMI in a residential grid.

A. PERCEPTION LAYER

The perception layer consists of sensor nodes and measuring devices. Here, the physical sensor level covers data collection and processing. Different types of sensor nodes and measuring devices such as meter reading, location querying, temperature reading, motion sensors and humidity can be found. Several devices can also be found at the home/building level, such as home appliances, home energy management systems (HEMS) and SMs. In this work, we consider smart meters in this layer as fixed points where smart meters send...
their data to utility premises, forwarding it to the following layers.

B. COMMUNICATION NETWORK LAYER

The communication network layer is in charge of communicating among end devices (perception layer) with MDMS servers and vice versa. The first task of this layer is to enable data transfer under secure channels of measurements using different transmission media. The second function is the storage function, which can be met using middleware software that communicates with the storage servers and the different devices that can be found. WAN and NAN are the core networks in this regard, and must be designed to meet different requirements for reliability and availability for data links. In this domain, several wired/wireless communication schemes can be found, such as optical fiber, WiMAX [10], ZigBee [32], LoRa [21], [33], and NB-IoT [34].

C. APPLICATION LAYER

The application layer is in charge of all the tasks related to data processing, display, and disposition of data to customers and utilities for the different applications that are intended. For customers, smart services and remote management must meet different requirements. For utilities, business-side tasks include business model applications, graphs, flowcharts, and big data analysis for the perceived data from the perception layer. Under this domain, the following applications may coexist: user dashboard and measurement display, meter data management system (MDMS), and billing systems. An important constraint for this layer is that, as both customer and utility data will be stored and operated together, both must share a common protocol or communication interface to speak with other systems. An example could be using utility on-premise servers to store customer and company data, along with cloud storage as a backup method.

IV. LoRa TECHNOLOGY FOR AMI COMMUNICATION

LoRa is known as the PHY layer of communication defined by the Semtech Corporation [35]. It operates under an ALOHA transmission scheme and uses the chirp spread spectrum (CSS) as a modulation technique, and uses the ALOHA transmission scheme and chirp spread spectrum (CSS) modulation as a PHY layer. Under this scheme, symbols are encoded into chirps, which are signals whose instantaneous frequency sweeps linearly through the bandwidth [37] according to the chosen spreading factor and particular initial value. One symbol carries SF bits; then a CSS signal carries \( M = 2^{SF} \) different symbols, each one of them distinguished by an individual chirp with different starting frequencies. Device communication with different SFs can be possible because frequencies are quasi-orthogonal to each other [38] and network separation between SFs is possible. The transmission time on air is greatly affected by the correct decision of the parameters mentioned above and payload size. For example, a packet with 20 bytes can vary from 9ms to 2s. Hence, this parameter has a tremendous impact on the scalability of LoRa deployments.

Regarding physical access to the spectrum, limitations depend on the regulations of each country. These limitations can affect the performance and scalability of LoRa deployments due to the excessive use of available bands by other applications not related to LoRa. It is important to note that technical or operational requirements are not an issue for good LoRa operations. Concerning packet size, as several studies have used their packet size according to their needs, there is no standard referring to packet size relative to every application’s domain. Packet size includes headers and payloads, each of them with its corresponding CRC bits. However, the maximum payload size for a LoRa frame is 256 bytes [39].

LoRaWAN is the MAC layer that operates over LoRa networks and is defined by the LoRa Alliance. The devices under this scheme operate using a star-of-stars topology [35]. As stated in Ref. [13], there exist three classes of communication for LoRaWAN devices, all of them are bidirectional:

1) Class A: uplink transmissions followed by downlink and devices have the lower power consumption. Smart meters are classified in this category.

values can be selected: 125, 250, and 500 kHz. Higher bandwidths give higher data rates but lower sensitivity, and vice versa.

4) Spreading factor (SF): ratio between the data symbol and chirp rates which is an exponential factor. A higher SF means a higher SNR (i.e., sensitivity and range) and a lower data rate, and vice versa. Values range from 7, 8, 9, 10, 11, and 12. When increasing sequentially in SF, the transmission power is halved while the transmission time and energy are doubled.

5) Code rate (CR): The forward error correction (FEC) rate affects the time-on-air packet transmission. A high code rate translates into more possibilities for detecting and repair data errors at the bit level. Values range from 4/5, 4/6, 4/7, and 4/8. Radios with different CRs can only operate if they use an explicit header (the payload CR is included in the header of the packet).

In [5], LoRa data rates vary between 0.3 and 27 kbps for each channel in order to save the battery, which is why it only operate if they use an explicit header (the payload CR is included in the header of the packet).
2) Class B: scheduled reception at predefined time slots (i.e., beacon frames at predetermined intervals).
3) Class C: devices are always in reception mode upon transmission, making control data receivable at any time. These types of devices are found in industrialized domains, where maximum control is required at any time, and energy constraints are not a problem.

The LoRaWAN has a critical component named adaptive data rate (ADR), which controls the performance of the LoRa network by modifying the data rate parameter (i.e., SF) based on current wireless channel conditions. In the initial conditions, there exists a convergence time that helps the network to reach its optimal operation [40]. With the correct selection of transmission parameters of end-devices, these can operate in an energy-efficient manner (i.e., reducing their overall energy consumption), increasing the overall packet delivery ratio, and, therefore, make networks scalable. For these reasons, using this component when LoRa networks operate is optional, but highly recommended.

Given the importance of this mechanism, explanations of its operation must be provided. The mechanisms operate on two sides: end-device side (end nodes) and network server-side:

1) End-device side: the ADR is defined in the LoRaWAN protocol specification. If the node does not receive an ACK packet when requested, the data rate decreases (i.e., SF increases, thus increasing the communication range). For each uplink frame sent without a downlink response frame, this process is repeated. The end-devices algorithm commands the time employed to decrease data rates. The flowchart explaining how this mechanism operates is shown in Figure 2.

2) Network server-side: there is no official definition of ADR, but Semtech Corporation recommends the following implementation. The network server (or gateway) records the highest SNR value for each incoming packet and, if the device associated with the device does not use the fastest data rate and the lowest transmission power, it calculates the expected most suitable data rate for the device. Then, this new value is assigned to the end-device according to its current data rate and received SNR values, and it is transmitted to end-devices via downlink frames. This algorithm increases the data rate (i.e., decreases the SF), and the network server algorithm commands the time employed to increase data rates. The flowchart explaining how this mechanism operates is shown in Figure 3.

Several benefits can be found when operating LoRa networks with ADR mechanism. A single gateway can handle many end devices and enables nodes to reactivate their links to the gateway when the connection is lost by gradually increasing the data rate. Given the intrinsic characteristics of the CSS modulation scheme, LoRa links are robust against multipath fading and interference phenomena. This situation is explained by the use of frequency hopping at each transmission (i.e., each device operates at different spreading factors), as this mechanism is used to mitigate them [41]; however, certain combinations are more convenient when deploying networks that require long-distance communications [42]. In addition, as signals may be reflected or refracted on surfaces, and as CSS signals are spread over the entire bandwidth, signals with constructive or destructive interference will be collected, owing to the energy distribution in the entire bandwidth. Finally, given the orthogonal nature of the spreading factors, this allows for the proper reception of signals simultaneously [43].

However, a possible drawback of ADR is the nature of IoT communication. It must be performed when is strictly necessary. Hence, when sending acknowledgements to end-devices, these messages may not arrive at the destination given the restricted duty cycle constraints of operation [45], and may arrive when it is too late for end-devices (lost communication). Also, as several devices may join the network, convergence times may increase as the nodes are redistributed (in frequencies) to support an optimal operation.
The importance of operating with an ADR mechanism was advised by [26], where the authors showed that LoRa networks do not scale well when operated under static settings, and a single gateway for an extensive LPWAN network is not sufficient. In AMI networks, all changes in channel conditions are handled and performed by the gateway. In this case, the DAP must handle hundreds to thousands of devices.

V. SIMULATION SETUP

Regarding the simulation setup, certain initial conditions must be considered when deploying the AMI network in this case study:

1) Initial data rates: each device starts with a randomly assigned data rate (or spreading factor). The convergence time will depend on the number of nodes and the initial SFs. The random choice of SF is justified as follows: if every node has the highest SF, the end-device ADR mechanism will operate on every node, making convergence times higher and, possibly, generating a high number of collisions. On the other hand, all devices with lower SF will converge at a higher rate with respect to end-device algorithm as the gateway can manipulate all nodes considering any set of possibilities.

2) New nodes join the network: if the network has a specific order, new nodes may interfere with the current order, making a new reorganization process as new nodes may not be using the optimal SF.

3) Final data rates: the final distribution of SFs will vary depending on the distance between the nodes and the gateway and the number of nodes in the network. It is possible that every node can have the same SF if there are no numerous collisions.

4) Arbitrary implementations of ADR in LoRaWAN: as there is no standard for deploying or implementing the ADR mechanism at the network server-side [44], issues can arise: if end-devices do not transmit uplink frames, the possibility of not receiving downlink ACK or control frames is high, leading to keep the data rate without any changes. Hence, energy limitations and scalability issues may occur. To address this, we consider the implementation of FLoRa for the ADR mechanism [46]. LoRa Alliance defines the ADR mechanism operating at end-devices (i.e., increase only SF), while the ADR mechanism operates at network server-side estimate link quality using SNR values and changing TP decreasing SF if necessary.

Regarding LoRa PHY modeling, FLoRa uses the log-distance path loss model with shadowing, which calculates the path loss based on the distance between the transmitter and receiver, as given in Equation 1.

$$PL(d) = PL(d_0) + 10n \cdot \log\left(\frac{d}{d_0}\right) + X_\sigma$$

Re-arranging the terms, we obtain the reception power at the receiver in dBm, as given in Equation 2.

$$P_{RX}(d) = P_{TX} - P_{TX} - PL(d_0) - 10n \cdot \log\left(\frac{d}{d_0}\right) - X_\sigma$$

where $P_{RX}$ is the reception power at the receiver, $P_{TX}$ is the transmission power of the end-devices, $PL(d_0)$ is the mean path loss for distance $d_0$, $n$ is the path loss exponent, $d$ is the distance from the gateway and end-device, $d_0$ is the path length, and $X_\sigma$ is a zero-mean Gaussian distributed random variable with standard deviation $\sigma$ modeling the shadow fading or slow fading of the links.
It should be noted that the range can only be changed by changing the transmission power. Other PHY parameters (i.e., SF, CR, and BW) did not have any influence. However, on the receiver side, the communication range is limited by the sensitivity threshold $S_{RX}$, which is influenced by LoRa parameters such as SF and BW. Most implementations of propagation models use the log-distance path loss model, which is commonly used for studying deployment in densely populated areas. The simulation parameters are presented in Table 2.

**TABLE 2. Simulation parameters.**

| Parameters               | Value     |
|--------------------------|-----------|
| Carrier Frequency        | 915 MHz   |
| Bandwidth                | 125 kHz   |
| Coding Rate              | 4/8       |
| Spreading Factor         | 7 up to 12|
| Transmission Power       | 2 dBm up to 14 dBm |
| Path Loss ($\sigma$)     | 3.57 dB   |
| Path Loss Distance ($d_0$)| 40m       |
| $PL(d_0)$                | 127.41 dB |
| Path Loss Exponent (n)   | 2         |
| Number of Gateways       | 1         |
| Number of Nodes          | 34, 68, 102, 136, 170 |
| Payload Size (end-devices)| 20 Bytes |
| Payload Size (control)   | 15 Bytes  |
| Packets sent             | {12, 24, 48, 96} per day |

A. NEIGHBORHOOD AREA NETWORK

A real neighborhood was employed to evaluate the performance of the AMI network. The suburban neighborhood is located in Puerto Montt, Chile. This case was chosen because the suburban study for the NAN is aligned with the work presented in [47] for planning the AMI network. Smart meters are modeled by their (longitude, latitude) coordinates obtained using Google Maps and modeled on an X-Y axis using imaging software to obtain a plane representation of the ground. This area is shown in Figure 5.

We evaluated the performance of the AMI network by performing a total 12-day simulation of the network, from which we took the average of 30 runs or executions of the same scenario to obtain good comparison samples (owing to different random seeds and network behavior). Every simulation scenario was performed by increasing the number of nodes from 34 to 170, in steps of 34 nodes, to view how the network behaves. Given the flexibility in LoRa networks to operate with or without the ADR scheme, the following sections present the network behavior in the suburban neighborhood considering both scenarios, and a comparison between both schemes is presented. Finally, to study the message frequency in AMI networks, we considered four communication schemes: sending packets every 15, 30, 60, and 120 min.

B. CONVERGENCE TIME

This section presents the results from the simulation scenario regarding convergence time.

As presented in [40], the LoRaWAN MAC layer has an optional ADR mechanism that, if enabled, helps to recognize the network by changing the operation frequency of end-devices and transmission power to take advantage of the frequency ranges available in LoRa. As more packets flow in the network, the network server can have more data to
consider and make better decisions. This behavior is shown in Figure 6. We can observe that, when increasing the communication time, certain metrics start to converge. In this case, regarding delivery ratio, ADR-enabled behavior tends to stabilize after 12 days of operation, as variations of this metric are less abrupt. In the case of ADR-disabled, as there is no change in network operation, metrics can be considered the same during this period.

![Convergence Time (Delivery Ratio) v/s Days](image)

**FIGURE 6.** Convergence time.

Given this observation, we chose to simulate every scenario for a total period of 12 days, as storage limitations started to arise when storing per node and gateway metrics. Nonetheless, given the behavior of the curves, we conclude that if networks can operate for extended periods of time, the metrics will tend to converge to a specific value.

C. DELIVERY RATIO

This section presents the results from the simulation regarding the delivery ratio. The delivery ratio for LoRa networks is defined as the ratio between the number of messages correctly received by the network server and the total number of packets sent by every node, which gives a number between 0 and 1. If this rate is close to 1, the network can be considered with an ideal behavior, whereas a rate close to 0 means that every transmitted packet may not reach the destination. The results are shown in Figure 7.a and 7.b.

For a small number of nodes, LoRa networks with ADR-disabled achieve a better delivery ratio than those with ADR-enabled. This situation can be explained in the following context: a small number of nodes implies a less saturated spectrum and fewer possible collisions. Under these circumstances, network ordering can be optional when deploying these networks in small areas.

While increasing the number of nodes, the communication with ADR disabled tends to be more unstable than ADR enabled, as this value decreases dramatically from 0.99 to 0.88 in the case of 170 nodes. In contrast, for ADR-enabled networks, the value of the delivery ratio decreases at a lower rate which means that the network still achieves a steady state.

The maximum decrease is 0.03 and 0.01 when transmitting 12 and 96 packets per day, respectively.

When varying the transmission frequency, all curves show a standard behavior corresponding to their frequency: more messages imply a lower delivery ratio, as more nodes are transmitting simultaneously and occupying the same channel. When the ADR is disabled, this translates into a more rapid decay value behavior, changing the value even for an 11% for the worst-case scenario (96 packets per day). However, when ADR is enabled, there is a slight increase in the delivery ratio value, which can be explained by more frequent changes in SF and transmission power in end-devices and, therefore, increases the overall network behavior for the same scenario (96 packets per day) when the node number increases.

From the results given, we can conclude that an ADR-enabled scheme is preferred for networks with a high density of nodes, as their performance does not decrease dramatically over time. Nonetheless, overall, the results for both schemes are over 85%, which is expected for a network with these characteristics. In general, ADR-disabled networks behave better than ADR-enabled networks with a small number of end devices; the delivery ratio decreases as the node number increases and transmission frequency for both modes.

D. ENERGY CONSUMPTION

This subsection presents the analysis of the energy consumption for end-devices obtained by the simulation for the suburban neighborhood, concerning the number of nodes and packet frequency. The plots are shown in Figures 8.a and 8.b. It is important to note that the energy consumption shown in the plots corresponds to the accumulated energy consumption of every node in the network in millijoule (mJ).

The ADR-disabled case shows that for every packet frequency, the energy consumption can be considered similar in every case for a small number of nodes (i.e., 34 and 68). A particular case is when the node number is doubled (from 34 to 68), where energy consumption increases from 166 to 195, translating into an overall increase of 14.87%, matching the big step in consumption. After that variation, the behavior tends to match what is expected. As more frequent communication between end-devices and the network server (i.e., utility domain) is done, this is translated into more energy usage from nodes, which is evident from curve behavior, reaching a top value of 225 mJ for the case of 15-min communication from 170 nodes.

On the other hand, when ADR-enabled networks are considered, the effect of transmission control is noticeable. When frequent transmissions occur in a network, this is the most energy-efficient scenario. This behavior can be explained by the activation of the ADR mechanism in the network, which takes place at least four times a day (96 packets per day). Compared to the case with ADR-disabled, the less frequent communication scheme has the worst energy consumption among the four cases. However,
The results show that a substantial energy reduction of up to 56% can be achieved when deploying LoRa-based AMI networks, especially when frequent communication.

TABLE 3. Energy consumption for end nodes.

| Energy Consumption (mJ) | 12 packets per day | 24 packets per day | 48 packets per day | 96 packets per day |
|-------------------------|--------------------|--------------------|--------------------|--------------------|
| Node Number             | No ADR | ADR   | %     | No ADR | ADR   | %     | No ADR   | ADR   | %     | No ADR | ADR   | %     |
| 34                      | 169.33 | 90.82 | 46.37 | 169.12 | 83.96 | 50.35 | 195.67    | 99.66  | 49.07 | 195.74 | 90.85 | 53.59 |
| 68                      | 200.56 | 104.63| 47.83 | 201.22 | 95.72 | 52.43 | 210.31    | 111.59  | 46.94 | 211.69 | 101.99 | 51.82 |
| 102                     | 215.74 | 120.17| 44.3  | 217.47 | 109.93| 49.45 | 215.74    | 120.17  | 44.3  | 217.47 | 109.93| 49.45 |
| 136                     | 220.5  | 104.55| 52.59 | 225.53 | 102.21| 54.68 | 220.5     | 104.55  | 52.59 | 225.53 | 102.21| 54.68 |

The four scenarios achieved better results compared with the ADR-disabled scenarios. Table 3 presents the results for both scenarios.
Energy reductions of up to 55%, 53%, and 49% were achieved when 48, 24, and 12 packets per day were transmitted, respectively. Considering only this variable, the use of ADR in LoRa networks has a noticeable impact on energy consumption, making it a must-use feature for energy-constrained devices such as smart meters. It is important to note that, in countries that are still transitioning to apply new technologies such as LoRa, the entire electrical grid cannot be significantly changed, as it could affect millions of customers in different cities. Given this constraint, old meters will operate as SMs when a wireless battery-constrained device is attached to them. Under these circumstances, having a device configured with an optimal energy consumption pattern is very important to ensure the device’s longevity and, therefore, for the AMI network.

E. THROUGHPUT

This section analyzes and comments on the throughput perceived by the gateway or DAP of the AMI network regarding uplink and downlink communication. The plots are shown in Figures 9.a and 9.b for reception throughput, and Figures 10.a and 10.b for transmission throughput.

The reception throughput corresponds to all the acknowledgment and control messages perceived by the gateway, which are sent to the end devices. With this information, and with ADR-enabled, a general improvement in speeds is perceived in every case (node number and packet frequency). As more data flows in this direction, we can infer that end devices tend to transmit only in their specified time windows with more network control on transmissions. Therefore, the network server can perceive more data from end-devices and send more acknowledgments, which explains the higher value of this metric. A significant improvement is perceived
when 96 packets per day are transmitted and when the node number is higher, which can also be related to the lower energy consumption. As more nodes have their transmission windows coordinated, there is less wasted energy when transmitting. In addition, the slight improvement in the delivery ratio can be attributed to this behavior.

On the other hand, networks operating with ADR-disabled perceive a convergence value in throughput, mainly when transmissions occur at a more frequent rate (48 and 96 packets per day). Owing to node number restrictions in our case study, we cannot conclude if there is a final convergence value. However, networks with lower packet transmission do not perceive this pattern. These results are similar to those of the ADR-enabled scenario.

As a result, the general perspective is that networks with a higher number of nodes can benefit from the ADR mechanism, as they can achieve higher reception throughput due to the spectrum order and reallocation of nodes (spreading factor changes). However, when networks have a lower number of nodes and their packet transmission frequency is not critical or of high importance, the ADR mechanism can be considered optional because the performances of both scenarios are very similar.

The transmission throughput corresponds to all the data flow that the gateway perceives and is forwarded to the network server, which corresponds to the data packets transmitted by the end devices. As the results for both scenarios (ADR-enabled and ADR-disabled) are very similar, we can conclude that networks operating with or without these mechanisms transmit the same amount of data. However, the big difference among them is how end devices transmit their data. As different SF changes occur with ADR-enabled, a better energy usage is achieved, and more acknowledgements and control messages flow from the network server to the end-devices.

The conclusion from this perspective is that it does not matter if the ADR mechanism is enabled or not; the data will be sent equally in either case. However, the internal order of node frequencies will make a big difference when utilities perceive the data from SMs when networks operate with a higher number of nodes, which is the case in many neighborhoods. If neighborhoods have a significant number of nodes, an ADR-enabled scheme will be preferred. However, if there is a small number of nodes, network operators can bypass this mechanism and operate without an ADR.

F. Collisions

This section analyzes and comments on the number of perceived collisions concerning the gateway. The simulation results are presented in Fig. 11.a and 11.b. Table 4 provides detailed numerical insights for collision analysis.

The simulation results show that there is a noticeable reduction in collisions in the case of ADR-enabled networks. In the case of changing packet frequency or node number, the ADR-enabled networks show a better overall performance concerning collisions, with a reduction ranging from 4.67% to 0.85%, comparing ADR-disabled and ADR-enabled operations respectively, in their worst-case scenarios (96 packets per day and 170 nodes). When the packet frequency is low (12 packets per day) and the node number is high, this mechanism helps in providing better energy usage, a higher reception throughput, and fewer collisions. These benefits are achieved at the expense of a lower delivery ratio (compared to the scenario with ADR-disabled). Comparing ADR-disabled scenarios, improvements are seen by having less than 0.9% collisions, with respect to the total packets transmitted; consistent with the energy usage of the ADR-disabled scenarios and the continuous decrease in the delivery ratio value.

When the node number is low (i.e., 12 packets per day), for any value of the packet frequency, and comparing the total percentages of collisions, ADR-enabled networks present a general improvement ranging from 0.04-0.19%, which translates into better overall behavior. As node number continues to increase, as well as packet frequency, the percentage
of collisions in ADR-enabled cases are lower with respect to ADR-disabled cases, as can be seen in Table 4. However, when there is a high packet frequency (i.e., 96 packets per day), improvements start to be noticeable, which can be explained by the continuous evaluation of the ADR mechanism. This will continuously be triggered when

| Node Number | Packet Number | No ADR % | ADR % | Packet Number | No ADR % | ADR % |
|-------------|---------------|----------|-------|---------------|----------|-------|
| 34          | 4896          | 4.37     | 0.09  | 2.11          | 0.04     | 1.63  |
| 68          | 9792          | 2.52     | 0.26  | 0.63          | 0.09     | 0.59  |
| 102         | 14688         | 0.39     | 15.77 | 15.77         | 15.77    | 15.77 |
| 136         | 19584         | 113.63   | 28.2  | 113.63        | 28.2     | 113.63|
| 170         | 24480         | 181.67   | 47.57 | 181.67        | 47.57    | 181.67|

| Node Number | Packet Number | No ADR % | ADR % | Packet Number | No ADR % | ADR % |
|-------------|---------------|----------|-------|---------------|----------|-------|
| 34          | 19584         | 63.53    | 0.32  | 27.17         | 0.14     | 107.17|
| 68          | 39168         | 374.43   | 0.96  | 107.17        | 0.27     | 431.1 |
| 102         | 58752         | 847.73   | 1.44  | 186.53        | 0.32     | 716.57|
| 136         | 78336         | 1687.5   | 2.15  | 309.07        | 0.4      | 1113.5|
| 170         | 97920         | 2657.9   | 2.71  | 470.33        | 0.48     | 1671.17|

**TABLE 4. Collisions at LoRa gateway.**

**FIGURE 12.** SF distribution with 34 nodes sending 1152 packets.

**FIGURE 13.** SF distribution with 68 nodes sending 1152 packets.
$N = 20$ packets are transmitted for every end-device and can cause, in this case, a slight decrease in network performance. A possible improvement is to store the previous network status and operation, so automatically, the network can revert its operation to a previous status where it was operating at an optimal point.

Another point is the number of collisions per case, which is consistent with the transmitted packet frequency. However, when networks operate with ADR-disabled and considering a high packet frequency (i.e., 96 packets per day), several collisions occur owing to static network operation, regarding the operating frequency of devices and transmission power. Even when the packet frequency is low (i.e., 12 and 24 packets per day), networks with ADR-enabled tend to perform better, nonetheless, at the expense of having a slightly lower delivery ratio.

The conclusion from this point is that networks with ADR mechanism enabled tend to have an overall better performance considering collisions, reception throughput, and energy consumption, at the expense of a slightly lower delivery ratio. Indeed, these facts are trade-offs that must be taken into consideration by network engineers in terms of how much margins are the requirements for giving importance to specific metrics.

**G. SF DISTRIBUTION**

This section analyzes and comments on the distribution of SF in the neighborhood area, comparing results with and without ADR, and how the effect of more transmitted packets is reflected in the final distribution. We chose the distribution result of the 29th run in each case, as it is one of the 30 executed runs. The chosen scenario is when nodes communicate with the network server every 15 min, as this is the scenario where changes can be seen due to more transmitted packets, and causing more iterations of the ADR mechanisms. Figures 12 to 16 show the differences between ADR enabled
and disabled in the considered suburban neighborhood. It is essential to note that the LoRa gateway (LoRa-GW) node is located where a number mark is drawn, differentiating it from other nodes (i.e., end-devices or SMs).

The simulation results show that when the ADR mechanism is disabled, no SF change is taken in the network, resulting in every node having its initial SF value. As these are generated randomly, a diverse distribution is expected in every case regarding the size. However, when activating ADR mechanisms, the difference was noticeable at the first moment. When there are a small number of nodes (e.g., 34 or 68 nodes), every node has the same spreading factor when communication is almost constant with the network server (every node sends packets every 15 min). The mentioned behavior is shown in Figs. 12 and 13.

On the other hand, when the number of nodes increases, different SF values start to increase. When 102 nodes are present, two SFs occur, meaning that the need for different transmission windows or frequencies is present at this point in node numbers. Delivery ratio values can be considered the same; therefore, this mechanism helps to maintain and upgrade the network conditions. Final scenarios with a higher number of nodes translate into more diversity in the SF values, as presented in Figs. 14, 15, and 16.

From the above results, with ADR enabled, it is worth mentioning that SMs near the LoRaGW are assigned to a lower SF value (i.e., higher data rates can be achievable), while far-located devices have higher SF values (lower data rates) in order to maintain link quality given geographical conditions. This result is validated by the analyses given in the state-of-the-art results, where nodes near the gateway have the best data rates, whereas far-located devices have the opposite case. Under these circumstances, the proposed architecture and communication schemes can serve as future IoT-based network for AMI in suburban neighborhoods.

VII. CONCLUSION

This paper proposed an IoT-based architecture for AMI networks, which is a key component for deploying the future smart grid concept. A particular case of LoRa communication technology is considered as a promising candidate for deploying the proposed architecture. Several aspects are discussed regarding physical layer characteristics, media access control (MAC) layer characteristics, and the importance of ADR mechanism for dynamic behavior and scalable LoRa networks. A simulation scenario of the AMI system was considered for a suburban neighborhood. Several aspects are discussed and evaluated to determine if LoRa technology can be operated under different circumstances. The simulation results were compared considering two different operation scenarios of LoRa networks under various metrics, such as delivery ratio, energy consumption, throughput, collisions, and SF distribution. The proposed solution was used to deploy the smart meters in an AMI network and enables the network to be dynamic and solve scalability issues in future configurations (adding more smart meters). Future work aims to extend the current simulation model to support multiple gateways in a neighborhood area network. Furthermore, the actual implementation of the LoRa network on the university campus is in progress, and the results of the LoRa implementation will be compared with the simulation results.
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