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Abstract

Random matrices formed from i.i.d. standard real Gaussian entries have the feature that the expected number of real eigenvalues is non-zero. This property persists for products of such matrices, independently chosen, and moreover it is known that as the number of matrices in the product tends to infinity, the probability that all eigenvalues are real tends to unity. We quantify the distribution of the number of real eigenvalues for products of finite size real Gaussian matrices by giving an explicit Pfaffian formula for the probability that there are exactly \( k \) real eigenvalues as a determinant with entries involving particular Meijer \( G \)-functions. We also compute the explicit form of the Pfaffian correlation kernel for the correlation between real eigenvalues, and the correlation between complex eigenvalues. The simplest example of these — the eigenvalue density of the real eigenvalues — gives by integration the expected number of real eigenvalues. Our ability to perform these calculations relies on the construction of certain skew-orthogonal polynomials in the complex plane, the computation of which is carried out using their relationship to particular random matrix averages.

1 Introduction

A basic question in random matrix theory is to ask for the probability distribution of the number of real eigenvalues for an ensemble of \( N \times N \) random matrices with real entries. With the ensemble made up of standard Gaussian random matrices, i.e. in the circumstance that each element is independently chosen as a real standard Gaussian, Edelman \[13\] was the first person to obtain results on this problem. The approach taken centered on knowledge of the explicit functional form of the probability density function (PDF) for the event that there are \( k \) real eigenvalues denoted \( \{ \lambda_l \}_{l=1}^k \), and \( N - k \) complex eigenvalues denoted \( \{ x_j \pm iy_j \}_{j=1}^{(N-k)/2} \) with \( (x_j, y_j) \in \mathbb{R} \times \mathbb{R}_+ \) (the fact that the complex eigenvalues occur in complex conjugate pairs implies \( k \) must have the same parity as \( N \)). Thus it was shown that this is equal to

\[
\frac{1}{k!(N-k)/2)!} \frac{1}{Z_N} \left| \Delta \left( \{ \lambda_l \}_{l=1}^k \cup \{ x_j \pm iy_j \}_{j=1}^{(N-k)/2} \right) \prod_{j=1}^{(N-k)/2} e^{-\lambda_j^2/2} \prod_{j=1}^{(N-k)/2} 2e^{x_j^2+y_j^2} \operatorname{erfc}(\sqrt{2} y_j), \right. (1.1)
\]

where \( \Delta(\{z_p\}_{p=1}^m) := \prod_{j<k} (z_i - z_j) \) denotes the Vandermonde determinant and

\[
Z_N = 2^{N(N+1)/2} \prod_{l=1}^N \Gamma(l/2). \quad (1.2)
\]
Integrating (1.1) over \( \{ \lambda_i \} \cup \{ x_j + iy_j \} \) gives the probability \( p_{N,k} \) that there are exactly \( k \) real eigenvalues. The simplest case to compute is when \( k = N \) and thus all eigenvalues are real, for which the probability was found to equal \( 2^{-N(N-1)/4} \).

Questions relating to the probability that all eigenvalues are real for random matrices with real entries occur in applications. Consider first the tensor structure \( A = (a_{ijk}) \in \mathbb{R}^{p \times p \times 2} \), represented as the column vector \( \text{vec}A \in \mathbb{R}^{4p^2} \). As reviewed in [35], it is of interest to find matrices \( U = [\vec{u}_1 \ldots \vec{u}_R] \in \mathbb{R}^{p \times R}, V = [\vec{v}_1 \ldots \vec{v}_R] \in \mathbb{R}^{p \times R}, W = [\vec{w}_1 \ldots \vec{w}_R] \in \mathbb{R}^{2 \times R} \) such that

\[
\text{vec}A = \sum_{r=1}^{R} \vec{w}_r \otimes \vec{u}_r \otimes \vec{v}_r
\]

for \( R \) — referred to as the rank — as small as possible. It turns out that with both \( (a_{ij1}) =: X_1 \in \mathbb{R}^{p \times p} \) and \( (a_{ij2}) =: X_2 \in \mathbb{R}^{p \times p} \) random matrices, entries chosen from a continuous distribution, one has that \( R = p \) if all the eigenvalues of \( X_1^{-1}X_2 \) are real, and \( R = p + 1 \) otherwise [50]. In the Gaussian case these probabilities have been computed in [22] and [9] as equal to \( (\Gamma((p+1)/2))^p/G(p+1) \), where \( G(x) \) denotes the Barnes \( G \)-function, and the corresponding large \( R \) asymptotic form has been computed in [9].

A second example comes from quantum entanglement. Lakshminarayan [38] considered the problem of quantifying when two-qubits \( | \psi_1 \rangle \) and \( | \psi_2 \rangle \) are an optimal pair, in the case that the states are chosen from a uniform distribution on the unit 3–sphere. The condition of being an optimal pair is known [45] as particular inequalities for certain weighted inner products between the qubits. It was shown in [38] that these can be interpreted as the condition for the probability that the random matrix product \( X_1X_2 \), with each \( X_i \) a \( 2 \times 2 \) real Gaussian matrix, having all eigenvalues real, which was furthermore shown to be equal to \( \pi/4 \).

An intriguing effect was observed in the study [38], which seems to have escaped early notice. Thus, noting from the result of Edelman cited above that for a single real Gaussian \( 2 \times 2 \) random matrix the probability of all eigenvalues being real is equal to \( 2^{-1/2} \), while for a product of two independent Gaussian \( 2 \times 2 \) random matrices it is \( \pi/4 \), the fact that \( 2^{-1/2} < \pi/4 \) led Lakshminarayan to investigate if the probability of all eigenvalues being real was an increasing function of the number of matrices in the product. Numerical simulation indicated that this is indeed the case, and further the probability that all eigenvalues are real tends to unity as the number of random matrices in the product tends to infinity.

Evidence that this is also true for products of \( d \times d \) real Gaussian matrices was given in [38], while the follow up work [28] provided similar evidence for random matrices with independent non-Gaussian entries. A proof in the instance of the latter circumstance that the entries are all independent and identically distributed with a PDF containing an atom has recently been given in [19].

The appearance of the work [38] coincided with the appearance of works containing other surprising advances relating to the eigenvalues of products of random matrices. Consider the random matrix product

\[
P_m = X_1 \cdots X_m
\]

where each \( X_i \) is an \( N \times N \) standard Gaussian matrix. In the case of complex entries, Akemann and Burda [3] showed that the eigenvalues form a determinantal point process in the complex plane. This means that the \( k \)-point correlation function for the eigenvalues \( \rho_{(k)}(z_1, \ldots, z_k) \) is fully determined by a single function \( K(w, z) \), referred to as the correlation kernel, according to

\[
\rho_{(k)}(z_1, \ldots, z_k) = \det[K(z_j, z_l)]_{j,l=1,\ldots,k}.
\]

In the case of real entries, Forrester [19] found a closed form expression for the probability that all eigenvalues are real.

To specify this latter result requires introducing the Meijer \( G \)-function

\[
G^{m,n}_{p,q}(a_1, \ldots, a_p ; b_1, \ldots, b_q \mid z) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \prod_{j=1}^{m} \Gamma(b_j - s) \prod_{j=1}^{n} \Gamma(1 - a_j + s) \prod_{j=m+1}^{p} \Gamma(1 - a_j - s) \prod_{j=n+1}^{q} \Gamma(1 - b_j - s) z^s ds,
\]
Theorem 1. Consider the random matrix product (1.3), in which each X was shown in [19] that, for each X where

\[ G \]

A simple identity for the Meijer G-function — evident from the definition (1.5) — shows that \( a_{j,k} \) is equal to the Meijer G-function occurring in [18]. Moreover, these explicit formulas were used to prove that \( p_{N,k}^m \to 1 \) as \( m \to \infty \). Extension to rectangular matrices where given in [31, 29, 30], while special arithmetic properties were shown to be present in the case \( m = 2 \) [37].

A primary aim of the present paper is to extend this result to the calculation of \( p_{N,k}^m \), for general \( 0 \leq k \leq N \) with the same parity as \( N \). The following theorem will be proved in section 3.3.

**Theorem 1.** Consider the random matrix product (1.3), in which each \( X_i \) is a real Ginibre matrix. Let

\[ b_{j,l}(\zeta) := (\zeta - 1)(a_{j,l} - 2^{-(2l - 1)}a_{j,l - 1}) + 2^{-(2j - 1)/2}h_{j,l}\delta_{j,l} \]

with \( h_j = (2\sqrt{\pi}j\Gamma(2j + 1))^m \), \( a_{j,l} \) \( (l > 0) \) given by (1.7) and \( a_{j,0} = 0 \). For \( N \) even, the probability \( p_{N,2k}^m \) that exactly \( 2k \) eigenvalues are real is given by

\[ p_{N,2k}^m = \left( \prod_{j=1}^{N} \frac{1}{\Gamma(j/2)} \right)^m [\zeta^k] \det \left[ b_{j,l}(\zeta) \right]_{j,l=1,...,N/2} \]

while for \( N \) odd we have

\[ p_{N,2k+1}^m = \left( \prod_{j=1}^{N} \frac{1}{\Gamma(j/2)} \right)^m [\zeta^k] \det \left[ b_{j,l}(\zeta) \right]_{j,k=1,...,(N+1)/2} \]

with \( \tilde{a}_{j,l} \) from (1.7). In both (1.9) and (1.10) \( \zeta \) is a generating function parameter for the probabilities and \( [\zeta^k]f(\zeta) \) denotes the coefficient of \( \zeta^k \) in the power series expansion of \( f(\zeta) \), i.e., for \( N \) even

\[ 1 = \sum_{k=0}^{N/2} p_{N,2k}^m = \left( \prod_{j=1}^{N} \frac{1}{\Gamma(j/2)} \right)^m \det \left[ b_{j,l}(1) \right]_{j,l=1,...,N/2} \]

and similarly for the \( N \) odd case in terms of (1.10).

A formula closely related to Theorem 1 in the case \( m = 1 \) was derived by Akemann and Kanzieper [33], and this working was soon after refined [5] to obtain a formula equivalent to (1.9). Also for this case Forrester and Nagao [24] gave a result more general than (1.9), applying to a real random matrix formed from a general linear combination of Gaussian symmetric and anti-symmetric matrices.

We now turn our attention to the other primary aim of our work. This relates to the statistical state formed by the eigenvalues of the product (1.3). In the complex case, it has been remarked that the statistical state is a determinantal point process. In the real case, it is known from the work of Ipsen and Kieburg [31] that the eigenvalue correlations form instead a Pfaffian point process. Thus, considering for definiteness the real eigenvalues, one now has

\[ \rho_{k}^{\text{real}}(x_1, \ldots, x_k) = \text{Pf} \left[ \mathbf{K}^T(x_j, x_l) \right]_{j,l=1, \ldots, k}, \quad \mathbf{K}^T(x, y) = \begin{bmatrix} D(x, y) & S(x, y) \\ -S(y, x) & I(x, y) \end{bmatrix}, \]

where \( \gamma \) is an appropriate contour relating to the validity of the inverse Mellin transform formula. With \( p_{N,k}^m \) denoting the probability that the random matrix product \( P_m \) has exactly \( k \) real eigenvalues it was shown in [19] that, for each \( X, \) a real Ginibre matrix, we have

\[ p_{N,k}^m = \left( \prod_{j=1}^{N} \frac{1}{\Gamma(j/2)} \right)^m \times \begin{cases} \det \left[ a_{j,k} \right]_{j=1,\ldots,N/2} & N \text{ even} \\ \det \left[ a_{j,k} \right]_{j=1,\ldots,(N+1)/2,} \tilde{a}_{j,k} \right]_{j=1,\ldots,(N+1)/2} & N \text{ odd} \end{cases} \]

with

\[ a_{j,k} = G_{m+1,m+1}^m \left( \frac{\pi}{2} - j, \ldots, \frac{\pi}{2} - j, 1 \right) \quad \text{and} \quad \tilde{a}_{j,k} = \Gamma(j - 1/2)^m. \]
where $D(x, y)$ and $\tilde{I}(x, y)$ are antisymmetric functions of $x$ and $y$.

A concern of the present paper is to compute the explicit form of the correlation kernel in (1.11) in the case of the real eigenvalues of $[30]$ for real standard Gaussian matrices, and also for the case of the complex eigenvalues. In this paper, we will see that these correlation kernels possess many similarities with other results for product of random matrices. For example, the kernel for the Pfaffian point process

Theorem 2. Define

$$w_r(\lambda) = G_{0, m}^{m, 0}(0, \ldots, 0, \frac{\lambda^2}{2m}) = \prod_{j=1}^{m} \int_{-\infty}^{\infty} d\lambda^{(j)} e^{-\left(\lambda^{(j)}\right)^2/2} \delta(\lambda - \lambda^{(1)} \ldots \lambda^{(m)}). \quad (1.12)$$

We have

$$\lim_{N \to \infty} \rho_{(1)}^{(1)}(x) = \int_{-\infty}^{\infty} dv |x - v| w_r(x)w_r(v)G_{0, m}^{1, 0}(0, \ldots, 0, -xv). \quad (1.13)$$

For singular values of products of complex Ginibre matrices, it is similarly the case that the kernel for the scaled determinantal point process in the neighbourhood of the origin can be expressed in terms of Meijer $G$-functions [36]; see also the recent review [4]. Moreover, for fixed $N$, knowledge of the real-to-real eigenvalue correlations gives information about the moments of the distribution function for the probability that there are $k$ real eigenvalues. In particular, integration of the spectral density (one-point function) gives the expected number of real eigenvalues.

The rest of this paper is organised as follows. In section 2 we find the joint eigenvalue PDF for a Gaussian product matrix with a given number of real eigenvalues. In section 3 we introduce the generalised partition function and find the skew-orthogonal polynomials; we combine these results with the joint eigenvalues PDF to prove Theorem 1. Section 4 focuses on the real-to-real and the complex-to-complex eigenvalue correlations. In particular, we study local and global scaling limits for the spectral densities and use the real spectral density to compute the expected number of real eigenvalues.

The final section briefly sketches how all these results may be extended to products of rectangular matrices.

2 Joint probability density function

Our first task is to find the explicit functional form for the eigenvalue PDF of the random matrix product (1.3) in the case that each $X_i$ is an independent $N \times N$ standard real Gaussian matrix. With this specification the joint probability measure for $\{P_m, X_1, \ldots, X_m\}$ is equal to

$$\delta(P_m = X_1 \cdots X_m) \left( \prod_{l=1}^{m} \left( \frac{1}{2\pi} \right)^{N^2/2} e^{-\frac{1}{2} \text{Tr} X_l X_l^T} (dX_l) \right) (dP_m). \quad (2.1)$$

Actually this task, extended to the general bi-orthogonal invariant ensembles, has already been addressed by Ipsen and Keiburg [31]. However the workings therein are not sufficient for all our purposes. In particular proportionality constants are ignored, meaning that it is not possible to proceed to derive the formulas of Theorem 1 for the probabilities $P_{N,k}^{m}$. These normalisation constants were included in the thesis [30] but the PDF were given in terms of $2 \times 2$ matrices, which is impractical for our purpose. Furthermore, the case that the working of [31] [30] — which is a generalisation of the strategies used in [49] and [47] in the cases $m = 1$ and $m = 2$ respectively — treats the real and complex eigenvalues on an equal footing, whereas we prefer to proceed in the way used in [13] for $m = 1$ which distinguishes the real and complex eigenvalues from the outset. Below we give a more practical formulation of the joint eigenvalue PDF.
Theorem 3. Let
\[ w_r(\lambda) = G_{0,m}^{m,0}(0, \ldots, 0 | \frac{\chi^2}{2m}) = \prod_{j=1}^{m} \left[ \int_{-\infty}^{\infty} d\lambda(j) e^{-(\lambda(j))^2/2} \right] \delta(\lambda - \lambda^{(1)} \cdots \lambda^{(m)}), \]  
referred to as the real (or one-point) weight function and let
\[ w_c(x, y) = 2\pi \int_{-\infty}^{\infty} d\delta \frac{|\delta|}{\sqrt{\delta^2 + 4y^2}} W\left( \begin{bmatrix} \mu_+ & 0 \\ 0 & \mu_- \end{bmatrix} \right), \quad \mu_{\pm} = \frac{1}{2} (\pm |\delta| + [\delta^2 + 4(x^2 + y^2)]^{1/2}) \]  
with
\[ W(G) = \prod_{l=1}^{m} \left[ \int_{\mathbb{R}^{2 \times 2}} (dG^{(l)}) e^{\frac{-1}{2} Tr G^{(l)} G^{(l)^T} / 2\pi} \right] \delta(G - G^{(1)} \cdots G^{(m)}), \]  
referred to as the complex (or two-point) weight function.

Consider the product (1.3). Given that there are \( k \) real eigenvalues (of the same parity as the matrix dimension \( N \)), the joint eigenvalue PDF is
\[ \frac{1}{k!((N-k)/2)!} \left( \frac{1}{Z_N} \right)^m |\Delta\left( \{\lambda_i\}_{i=1}^k \cup \{x_j \pm iy_j\}_{j=1}^{(N-k)/2} \right) | \prod_{j=1}^{k} w_r(\lambda_j) \prod_{j=k+1}^{(N+k)/2} w_c(x_j, y_j) \]  
with \( Z_N \) given by (2.2) and \( w_r, w_c \) as above.

Proof. The starting point is to use a generalised real Schur decomposition to triangularise the matrices \( \{X_l\} \) which appear in the product (1.3). Assuming that the product matrix (1.3) has \( k \) real eigenvalues, the decompositions states that for invertible matrices (Gaussian matrices are invertible almost surely) we may write [30] Prop. A.26
\[ X_l = Q_l(D_l + T_l)Q_l^{-1}, \quad l = 1, \ldots, m \]  
with \( Q_{m+1} := Q_1 \). Here each \( Q_l \) is a real orthogonal matrix in \( O^*(N)/O^*(2)^{(N-k)/2} \) with \( O^*(N) \) defined to be the set of matrices in \( O(N) \) with the first entry in each column positive. Each \( D_l \) is a (block) diagonal matrix with the first \( k \) diagonal entries scalars \( \{\lambda^{(l)}_1, \ldots, \lambda^{(l)}_k\} \) and the next \( (N-k)/2 \) block entries \( 2 \times 2 \) matrices \( \{G^{(l)}_{s,k}\}_{s=k+1}^{(N-k)/2} \), while each \( T_l \) is a strictly upper triangular matrix consisting of \( N(N-1)/2 - (N-k)/2 \) independent Gaussian random variables.

The generalised Schur decomposition may be verified by applying an ordinary Schur decomposition on the product matrix (1.3) itself and then using (partial) QR decompositions on \( \{Q_lX_l\}_{l=1,\ldots,m-1} \) recursively (see [30] Appendix A for details). We stress that while it is possible to choose \( m-1 \) of the matrices \( D_l \) in (2.6) to be strictly diagonal rather than block diagonal (due to the \( m-1 \) QR decompositions), we do not do so as it would complicate the derivation of the Jacobian.

For the following, it will be convenient to introduce the product \( D := D_1 \cdots D_m \) which again is a block diagonal matrix. The first \( k \) diagonal entries are scalars, \( \{\lambda^{(l)}_1, \ldots, \lambda^{(l)}_k\}_{l=1}^k \), while the latter \( (N-k)/2 \) entries are \( 2 \times 2 \) matrices, \( \{G_{s,k}^{(l)}\}_{s=k+1}^{(N-k)/2} \). With this notation, the Jacobian for the above given change of variables reads [30] Prop. A.26
\[ \prod_{l=1}^{m} (dX_l) = \prod_{j<p} (\lambda(D_{pp}) - \lambda(D_{jj})) \prod_{l=1}^{m} (dT_l)(Q_l^T dQ_l) \prod_{l=1}^{m} \left( \prod_{j=1}^{k} d\lambda_j^{(l)} \prod_{s=k+1}^{(N+k)/2} dG_{s,k}^{(l)} \right), \]  
where \( \lambda(D_{pp}) \) refers to the eigenvalue(s) of the \( (pp) \)-th entry of the block diagonal matrix \( D \), i.e. \( \lambda(D_{pp}) = \lambda_p \) for \( p = 1, \ldots, k \) and \( \lambda(D_{pp}) \) denotes the two (complex) eigenvalues of the \( 2 \times 2 \) block \( G_p \) for \( p > k \).
Thus, using the notation \( \{ x_j \pm iy_j \} \) with \((x_j, y_j) \in \mathbb{R} \times \mathbb{R}^+\) for the complex eigenvalues, we have
\[
\prod_{j<p} |\lambda(D_{pp}) - \lambda(D_{jj})| = \begin{cases} 
|\lambda_j - \lambda_p| & \text{if } j < p \leq k, \\
(\lambda_j - x_p)^2 + y_p^2 & \text{if } j \leq k < p, \\
((x_j - x_p)^2 + (y_j - y_p)^2)(x_j - x_p)^2 + (y_j + y_p)^2 & \text{if } k \leq j < p.
\end{cases}
\]
This notation is the same as used by Edelman [13, Eq. (6)]. More compactly, we may write
\[
\prod_{j<p} |\lambda(D_{pp}) - \lambda(D_{jj})| = \left| \Delta \left( \{ \lambda_l \}_{l=1}^k \cup \{ x_j \pm iy_j \}_{j=1}^{(N-k)/2} \right) \right| \prod_{j=1}^{(N-k)/2} \frac{1}{2y_j},
\]
where the Vandermonde determinant is defined as in (1.1).

For the weight function in (2.1), we have
\[
\prod_{l=1}^m e^{-\frac{1}{2} \text{Tr} X_l X_l^T} = \prod_{l=1}^m e^{-\frac{1}{2} \sum\limits_{i=1}^{N} \left( \lambda_i^{(l)} \right)^2 - \frac{1}{2} \sum\limits_{i=k+1}^{N+k} \text{Tr} G_s^{(l)}(G_s^{(l)})^T} e^{-\frac{1}{2} \sum\limits_{i<j} \left( \lambda_i^{(l)} \right)^2},
\]
where we can integrate out the dependence on \( \{ T_l \} \) and \( \{ Q_l \} \) according to
\[
\int (dT_l) e^{-\frac{1}{2} \sum\limits_{i<j} \left( \lambda_i^{(l)} \right)^2} = (2\pi)^{N(N-1)/2-(N-k)/2} \quad \text{and} \quad \int (Q_l^T dQ_l) = \frac{\pi^{N(N+1)/4-(N-k)/2}}{\Pi l_{j=1}^N \Gamma(j/2)}.
\]
The latter is equal to \( \text{vol} O^*(N)/\text{vol} O^*(2))^{(N-k)/2} \).

Using all the above results, it follows that, for a given \( k \), the joint probability measure for the eigenvalues is equal to
\[
\prod_{j<p} |\lambda(D_{pp}) - \lambda(D_{jj})| \prod_{j=1}^k \delta(\lambda_j - \lambda_j^{(1)} \cdots \lambda_j^{(m)}) d\lambda_j \prod_{s=k+1}^{(N+k)/2} \delta(G_s - G_s^{(1)} \cdots G_s^{(m)}) (dG_s)
\times \prod_{l=1}^m \left[ \frac{1}{Z_N} \prod_{j=1}^k \left( e^{-\frac{1}{2} \left( \lambda_i^{(l)} \right)^2} d\lambda_i^{(l)} \right) \prod_{s=k+1}^{(N+k)/2} \left( e^{-\frac{1}{2} \text{Tr} G_s^{(l)}(G_s^{(l)})^T} \right)^{N/2} \right] \quad (2.8)
\]
We have, at this point, not yet explicitly introduced the constraint that the eigenvalues of each \( G_s \) are not real and thus are consequently a complex conjugate pair. For this reason, we have a similarity with [30, Prop. 4.26].

In order to explicitly impose our constraint that the product matrix has exactly \( k \) real eigenvalues, we suppose an orthogonal similarity transformation has been used to bring each matrix \( G_i \) into the form
\[
\begin{bmatrix}
x & b \\
-c & x
\end{bmatrix}
\]
with \( b, c > 0 \). The eigenvalues are then \( x \pm iy \) with \( y^2 = hc \), and we know too (see e.g. [16] Proof of Prop. 15.10.1 and Prop. 15.10.2) that changing variables from the elements of \( G_i \) to \{ \( x, y, \delta, \theta \) \}, where \( \theta \) parametrises the orthogonal similarity transformation and \( \delta = b - c \) introduces the Jacobian
\[
\frac{4y|\delta|}{\sqrt{\delta^2 + 4y^2}}.
\]
The fact that the integrand in (2.4) is invariant under real orthogonal transformations allow us to simplify further. Firstly, we may integrate out \( \theta \), which contributes with an extra factor of \( \pi \). Secondly, we may replace the matrix \( G_i \) by the diagonal matrix of its singular values, \( \mu_+ \) and \( \mu_- \) say. In terms of the variables \( x, y, \delta \) it is straightforward to compute that the singular values are given by (2.3). Combining these results completes the proof. \( \square \)
Due to the relatively involved expression for the two-point weight (2.3), it might be beneficial to briefly expand on the simplest cases, \( m = 1 \) and \( m = 2 \), where explicit expressions are known.

For \( m = 1 \), the joint PDF (2.3) must, of course, reduce to the classical result (1.1). Inspection of (2.3) shows that the integration therein are immediate for \( m = 1 \) due to the delta functions. In the real case we then read off that \( w_r(\lambda) = e^{-\lambda^2/2} \). In the complex case, substituting in (2.3) gives

\[
w_c(x, y) = \sqrt{\frac{2}{\pi}} \int_{-\infty}^{\infty} d\delta \frac{e^{-\delta^2/2}}{\sqrt{\delta^2 + 4y^2}} = 2e^{-x^2+y^2} \text{erfc}(\sqrt{2}y),
\]

(2.10)

where the second equality first appeared in [13], albeit out by a factor of 2 as remarked in [41]. Substituting these evaluations in (2.5) indeed reproduces (1.1).

Returning now to the case \( m = 2 \), the Meijer G-function (2.2) is a modified Bessel function,

\[
w_r(\lambda) = 2K_0(|\lambda|).
\]

(2.11)

To simplify (2.3) requires simplifying (2.4). For this purpose, and without yet restricting \( m \), we introduce \( 2 \times 2 \) real matrices \( \{M^{(l)} = G^{(l)} \cdots G^{(1)}\}_{l=1,\ldots,m} \) and set \( M^{(0)} \) equal to the \( 2 \times 2 \) identity matrix. We note that

\[
(dG^{(1)}) \cdots (dG^{(m)}) = |\det M^{(1)}|^{-1} \cdots |\det M^{(m)}|^{-1} (dM^{(1)}) \cdots (dM^{(m-1)}),
\]

which allows the integration over \( M^{(m)} \) to be carried out in (2.4) using the delta function, showing that

\[
W(G) = \prod_{l=1}^{m-1} \left[ \int_{R^{2+2}} \frac{(dM^{(l)})}{|\det M^{(l)}|} e^{-\frac{1}{2} \text{Tr}((M^{(l-1)} M^{(l-1)T})^{-1} M^{(l)} M^{(l)T})} \right] \frac{\sqrt{2\pi}}{e^{\frac{1}{2} \text{Tr}((M^{(m-1)} M^{(m-1)T})^{-1} GG^T)}}.
\]

(2.12)

This is the two-by-two matrix version of [30] Eq. (2.20)]. A further change variables \( A^{(l)} = M^{(l)} M^{(l)T} \) for each \( l = 1,\ldots,m - 1 \) shows

\[
W(G) = \prod_{l=1}^{m-1} \left[ \int_{A > 0} \frac{(dA^{(l)})}{|\det A^{(l)}|^{3/2}} e^{-\frac{1}{2} \text{Tr}((A^{(l-1)})^{-1} A^{(l)})} \right] \frac{\sqrt{2\pi}}{e^{\frac{1}{2} \text{Tr}((A^{(m-1)})^{-1} GG^T)}}\cdot
\]

(2.13)

where the integration is over positive-definite real symmetric matrices \( A^{(l)}, l = 1,\ldots,m - 1 \). In the case \( m = 2 \) we can also express the integral in terms of modified Bessel functions.

**Lemma 4.** We have

\[
I(\mu_+, \mu_-) := \int_{A > 0} \frac{(dA)}{|\det A|^{3/2}} e^{-\frac{1}{2} \text{Tr} \left( A + A^{-1} \begin{bmatrix} \mu_+^2 & 0 \\ 0 & \mu_-^2 \end{bmatrix} \right)} = 8 \int_0^\infty \frac{s}{(s^2 - 1)^{3/2}} K_0(s\mu_+) K_0(s\mu_-) \, ds.
\]

**Proof.** Write for the \( 2 \times 2 \) positive definite matrix \( A \)

\[
A = \begin{bmatrix} b_1 & c \\ c & b_2 \end{bmatrix}.
\]

Then \( A > 0 \) is equivalent to

\[
b_1, b_2 > 0 \quad \text{and} \quad b_1 b_2 - c^2 > 0.
\]

Using the notation \( h = b_1 b_2 - c^2 \) for the determinant, and expressing this equation as a delta function constraint allows us to write

\[
I(\mu_+, \mu_-) = \frac{1}{2\pi} \int_0^\infty db_1 \int_0^\infty db_2 \int_{-\infty}^\infty dc \int_{-\infty}^\infty dw \int_0^\infty \frac{dh}{h^{3/2}} e^{-\frac{1}{2} (b_1 + b_2) - \frac{1}{2} (b_1 \mu_+^2 + b_2 \mu_-^2) + i w (h - (b_1 b_2 - c^2))}.
\]
The working now is elementary. We first integral over $c$, change variables $h \mapsto b_1 b_2 h$, $w \mapsto w/b_1 b_2$, and integrate over $w$, then $b_1$ and $b_2$, using the fact that
\[
\int_0^\infty e^{-i b - \frac{1}{2} s} \frac{db}{b} = 2 K_0(\frac{\mu}{\sqrt{b}}).
\]
The last step is to change variables $s = 1/\sqrt{b}$.

Alternative expressions for $I(\mu_+, \mu_-)$ are known. One, which involves not the $K_0$ Bessel function but rather the $I_0$ Bessel function is based on changing variables to the eigenvalues and eigenvectors of $A$, $B$, and using the matrix integration formula for the integral over Haar measure of the $2 \times 2$ orthogonal group restricted to matrices with elements in the first entry of each column positive,
\[
\frac{1}{\text{vol} O^*(2)} \int e^{Tr XYO^T} (O^T dO) = e^{\frac{1}{2}(x_1+x_2)(y_1+y_2)} I_0(\tau), \quad \tau = -\frac{(x_1-x_2)(y_1-y_2)}{2},
\]
implying that [31]
\[
I(\mu_+, \mu_-) = \frac{\pi}{2} \int_0^\infty da_1 \int_0^\infty da_2 \frac{[a_1 - a_2]}{(a_1 a_2)^{3/2}} e^{-(a_1 + a_2)} e^{-\frac{1}{4}(\frac{1}{a_1} + \frac{1}{a_2})(\mu_+^2 + \mu_-^2)} I_0\left(\frac{1}{4} \left( \frac{1}{a_1} - \frac{1}{a_2} \right) (\mu_+^2 - \mu_-^2) \right).
\]
Another, which is based on working similar to that used in the proof of Lemma 4 but starting from (2.12) rather than (2.13) tells us that [7]
\[
I(\mu_+, \mu_-) = 4 \sqrt{\pi} \int_0^\infty \frac{1}{\sqrt{t}} \exp\left( - (\mu_+^2 + \mu_-^2) t - \frac{1}{4t} \right) K_0(2\mu_+ - t) dt.
\]
There is some advantage in the form (2.14), due to its functional dependence on $\mu_+^2 + \mu_-^2$ and $\mu_+ + \mu_-$, which according to (2.3) are given in terms of $\delta, x, y$ by
\[
\mu_+^2 + \mu_-^2 = \delta^2 + 2(x^2 + y^2), \quad \mu_+ + \mu_- = x^2 + y^2.
\]
Recalling the definition of $I(\mu_+, \mu_-)$ in (2.13), this tells us that
\[
W(G) = \frac{1}{2\sqrt{\pi \text{vol} O(2)}} \int_0^\infty \frac{1}{\sqrt{t}} \exp\left( - (\delta^2 + 2(x^2 + y^2)) t - \frac{1}{4t} \right) K_0(2(x^2 + y^2) t) dt.
\]
Substituting in (2.13) and using the integral in (2.10) to integrate over $\delta$ we obtain [7]
\[
w_c(x, y) = 4 \int_0^\infty \frac{1}{t} \exp\left( - 2(x^2 - y^2) t - \frac{1}{4t} \right) K_0(2(x^2 + y^2) t) \text{erfc}(2\sqrt{ty}) dt.
\]
In the following, we will see that it is possible to calculate the probability finding exactly $k$ eigenvalues without such explicit knowledge of the two-point weight function (2.24). Here, we make note of them to make contact with the existing literature and as a reference for a comment in section 4.1.

Finally, we note that an important difference compared to the result presented in [30, Prop. 4.26] is the shift from the two-by-two matrix weight function (2.24) to (2.23) which will be essential in the remaining sections.

3 Generalised partition function, skew-orthogonal polynomials and proof of Theorem 1

3.1 Generalised partition function

Let us denote the joint PDF (2.25) by $Q(P_m)$, and define the generalised partition function for $k$ real and $(N-k)/2$ complex conjugate pairs of eigenvalues by
\[
Z_{k,(N-k)/2}[u, v] = \prod_{j=1}^k \int_\mathbb{R} d\lambda_j u(\lambda_j) \prod_{i=1}^{(N-k)/2} \int_{\mathbb{R} \times \mathbb{R}^+} dx_i dy_i v(x_i, y_i) Q(P_m).
\]
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We have that with \( u = v = 1 \) the generalised partition function \( Z_N[u, v] \) is the probability of finding \( k \) real eigenvalues and \((N - k)/2\) complex conjugate pairs of eigenvalues. Functional differentiation of

\[
Z_N[u, v] := \sum_{k=0}^{N} Z_{k,(N-k)/2}[u, v],
\]

where the sum is restricted to \( k \) of the same parity of \( N \) allows the correlation functions to be computed; see e.g. [15] \$15.10\].

Independent of the specific functional form of \( w_r \) and \( w_c \) in (2.5), an observation of Sinclair [17] tells us that due to the product of difference \( \Delta \), the method of integration over alternative variables implies that \( Z_{k,(N-k)/2}[u, v] \) can be written as a Pfaffian. The details of the necessary working can be found in e.g. [10] Prop. 15.10.3, \( N \) even and [11] \$4.3.1 (\( N \) even) and \$4.3.2 \( N \) odd)]. We report the final result only.

**Proposition 5.** Let \( \{p_{l-1}(x)\}_{l=1,...,N} \) be a set of monic polynomials, with \( p_{l-1}(x) \) of degree \( l - 1 \). Let

\[
\alpha_{j,k} = \int_{-\infty}^{\infty} dx \, u(x)w_r(x) \int_{-\infty}^{\infty} dy \, u(y)w_r(y)p_{j-1}(x)p_{k-1}(y)\operatorname{sgn}(y - x)
\]

\[
\beta_{j,k} = 2i \int_{\mathbb{R} \times \mathbb{R}^+} dx dy \, v(x, y)w_c(x, y)\left(p_{j-1}(x + iy)p_{k-1}(x - iy) - p_{k-1}(x + iy)p_{j-1}(x - iy)\right),
\]

and

\[
\mu_k := \int_{-\infty}^{\infty} w_r(x)u(x)p_{k-1}(x) \, dx.
\]

For \( k, N \) even we have

\[
Z_{k,(N-k)/2}[u, v] = \left(\frac{1}{Z_{k,N}}\right)^m [\zeta^{k/2}]\operatorname{Pf}[\zeta \alpha_{j,l} + \beta_{j,l}]_{j,l=1,...,N},
\]

while for \( k, N \) odd we have

\[
Z_{k,(N-k)/2}[u, v] = \left(\frac{1}{Z_{k,N}}\right)^m [\zeta^{(k-1)/2}]\operatorname{Pf}\left[\begin{array}{cc}
[\zeta \alpha_{j,l} + \beta_{j,l}] & [\mu_j] \\
[-\mu_l] & 0
\end{array}\right]_{j,l=1,...,N}
\]

with \( [\xi^k]f(\xi) \) defined as in Theorem [7] and \( Z_{k,N} \) given by [12].

### 3.2 Skew orthogonal polynomials

The matrix \( [\zeta \alpha_{j,l} + \beta_{j,l}] \) is antisymmetric. For \( \zeta = 1 \) and \( u = v = 1 \), it is possible to choose the monic polynomials \( \{p_{l-1}(x)\}_{l=1,...,N} \) so that this anti-symmetric matrix is block diagonal, with the blocks \( 2 \times 2 \) anti-symmetric matrices

\[
\left[\begin{array}{cc}
0 & h_{j-1} \\
-h_{j-1} & 0
\end{array}\right],
\]

\( j = 1, \ldots, N/2 \), \( N \) even, and \( j = 1, \ldots, (N-1)/2 \), \( N \) odd, with the last diagonal entry 0 in this latter case. In fact, from a theoretical perspective this is also true for general \( \zeta \), however our method for these polynomials (given below) is only valid if \( \zeta = 1 \). The use of skew-orthogonal polynomials is standard in random matrix theory; see e.g. [10] Ch. 6. A Gram–Schmidt procedure shows that the construction of such polynomials is always possible, and that they are unique up to the mapping

\[
p_{2m+1}(x) \mapsto p_{2m+1}(x) + \gamma_{2m}p_{2m}(x).
\]

This mapping, for \( \gamma_{2m} \) an arbitrary constant, leaves the skew-orthogonality property unchanged.
With \( \alpha_{j,i} \) and \( \beta_{j,i} \) specified by (3.8) define the skew-product
\[
\langle p_j, p_l \rangle := (\alpha_{j,i} + \beta_{j,i})|_{u=v=1}.
\] (3.7)
In the case \( m = 1 \), when the underlying point eigenvalues PDF is given by (1.1), the corresponding skew-orthogonal polynomials were first determined by Forrester and Nagao [23]. They were found to be
\[
p_{2j}(x) = x^{2j}, \quad p_{2j+1}(x) = x^{2j+1} - 2jx^{2j-1}
\] (3.8)
with normalisation
\[
h_{j-1} := (\alpha_{2j-1,2j} + \beta_{2j-1,2j})|_{u=v=1} = 2\sqrt{2\pi}\Gamma(2j-1).
\] (3.9)
The case \( m = 2 \) has been considered by Akemann and collaborators [7, 6]. In fact these authors determined the skew-orthogonal polynomials for a more general model, in which the matrices \( X_1 \) and \( X_2 \) in [13] with \( m = 2 \) are a general linear combination of Gaussian symmetric and anti-symmetric matrices, as already noted below Theorem 1. Specialising to the case that \( X_1 \) and \( X_2 \) are both standard Gaussian matrices, we read off the skew-orthogonal polynomials
\[
p_{2j}(x) = x^{2j}, \quad p_{2j+1}(x) = x^{2j+1} - (2j)^2x^{2j-1}
\] (3.10)
with normalisation
\[
h_{j-1} := (\alpha_{2j-1,2j} + \beta_{2j-1,2j})|_{u=v=1} = (2\sqrt{2\pi}\Gamma(2j-1))^2.
\] (3.11)
Comparing the skew-orthogonal polynomials (3.8) and (3.10) as well as the normalisations (3.9) and (3.11), a simple pattern seems apparent: the coefficient in the odd skew-orthogonal polynomials as well as the normalisations constants are raised to powers of \( m \), with \( m = 1 \) and \( m = 2 \), respectively. This pattern indeed persists in the general case.

**Proposition 6.** For the skew-product (3.7) and \( m \in \mathbb{Z}_+ \), the polynomials
\[
p_{2j}(x) = x^{2j}, \quad p_{2j+1}(x) = x^{2j+1} - (2j)^m x^{2j-1}
\] (3.12)
form a skew-orthogonal set with normalisation
\[
h_{j-1} := (\alpha_{2j-1,2j} + \beta_{2j-1,2j})|_{u=v=1} = (2\sqrt{2\pi}\Gamma(2j-1))^m.
\] (3.13)
In [23] the method used to find the skew-orthogonal polynomials was to first establish that with \( m = 1 \)
\[
\langle x^{2j+1}, x^{2k} \rangle = \begin{cases} 
-2^{j+k+3/2}j!\Gamma(k+1/2), & j \geq k, \\
0, & j < k,
\end{cases}
\] (3.14)
which in turn made essential use of knowledge of the explicit functional form of \( w_r(x) \) and \( w_r(x, y) \). Some of the details of the working are given in [16] Proof of Prop. 15.10.4. Soon after Sommers [48] noted that knowledge of the functional form of the averages of the product of two characteristic polynomials \( C_N(z) = \prod_{j=1}^k (z - \lambda_j)^{N+k-1/2} (z - (x_s + iy_a))(z - (x_s - iy_a)) \), summed over \( k \) contains sufficient information to fully determine the skew-orthogonal polynomials. Subsequently, Akemann, Kieburg and Phillips [6] Eqs. (4.6)–(4.7) gave the explicit matrix averages formulas
\[
p_{2n}(z) = \langle \det(zI_{2n} - G) \rangle_G, \\
p_{2n+1}(z) = zp_{2n}(z) + \langle \det(zI_{2n} - G) \text{Tr } G \rangle_G,
\] (3.15)
for the skew-orthogonal polynomials, where in the present setting the average over \( G \) is over the \( m \) standard Gaussian matrices \( X_1, \ldots, X_m \) of size \( 2n \times 2n \).

Forrester [17] gave a systematic way to compute averages of the form (3.15) in the cases that \( G \) is drawn from an ensemble invariant under real orthogonal transformations. This method was based on the use of zonal polynomials, and was built on ideas contained in [25]. Here we will show that elementary methods suffice to evaluate (3.15).
Proof of Proposition 6. According to (1.3), $P_m$ is the product of $m$ independent standard Gaussian matrices $X_1, \ldots, X_m$. Moreover, from the rule for matrix multiplication, and this specification of the $X_i$, we see that elements taken from distinct rows $j_1, \ldots, j_r$ and columns $k_1, \ldots, k_r$, each $j_\mu \neq k_\nu$ are uncorrelated, so that with $P_m = [y_{jk}]_{j,k=1,\ldots,N}$
\[
\left\langle \prod_{j=1}^{r} y_{j,k} \right\rangle_{X_1,\ldots,X_m} = 0.
\]

(3.16)

From the definition of a determinant we have
\[
\text{det}(zI_{2n} - P_m) = \sum_{\sigma \in S_{2n}} \varepsilon(\sigma) \prod_{l=1}^{2n} (z\delta_{l,\sigma(l)} - y_{l,\sigma(l)}),
\]

(3.17)

where $\varepsilon(\sigma)$ denotes the parity of the permutation $\sigma$ and $\delta_{l,\sigma(l)}$ denotes the Kronecker delta. Averaging over $X_1, \ldots, X_m$ using (3.16) shows that the only non-zero term comes from the identity permutation and furthermore this average is equal to $z^{2n}$. This establishes $p_{2j}(z)$ in (3.12).

For the odd polynomials, multiplication by $\text{Tr} P_m = \sum_{j=1}^{2n} y_{j,l}$ shows that a non-zero value will appear after averaging when there is a single monomial $y_{j,l}$ in the expansion of $\text{det}(zI_{2n} - P_m)$. We see from (3.17) that this is only possible in the case of the identity permutation, and that we require the coefficient of $z^{2n-1}$ therein. Thus
\[
\left\langle \text{det}(zI_{2n} - P_m) \text{Tr} P_m \right\rangle_{X_1,\ldots,X_m} = -z^{2n-1} \sum_{l=1}^{2n} (y_{l,l} X_1,\ldots,X_m = -z^{2n-1}(2n)^m.
\]

Here the final equality follows by noting that $y_{j,l}$ consists of a sum of $(2n)^{m-1}$ terms which are monomials in the elements of the $X_i$, and due to (3.16) the only terms that survives this averaging after squaring are the $(2n)^{m-1}$ perfect squares, which contribute unity. Substituting this result into (3.15) establishes $p_{2j+1}(z)$ in (3.12).

It remains to establish (3.13). On this point, we first note that from the meaning of $Z_{k,(N-k)/2}[u,v]_{u=v=1}$ as the probability that there are exactly $k$ real eigenvalues, it follows that $Z_{N}[u,v]_{u=v=1} = 1$, where $Z_N[u,v]$ is specified by (3.2). On the other hand, it follows from (3.11) that for $N, k$ even
\[
Z_{N}[u,v] = \left( \frac{1}{2^{N(N+1)/4} \prod_{l=1}^{N} \Gamma(l/2)} \right)^m \text{Pf}[\alpha_{j,l} + \beta_{j,l}]_{j,l=1,\ldots,N}.
\]

(3.18)

Setting $u = v = 1$, and using the skew-orthogonal polynomials, the RHS can be evaluated to give
\[
1 = \left( \frac{1}{2^{N(N+1)/4} \prod_{l=1}^{N} \Gamma(l/2)} \right)^{m} \prod_{l=1}^{N/2} h_{l-1},
\]

and (3.13) follows.

Remark 7. Examination of the above proof shows that invariance of a single matrix entry under the reflection $y_{jk} \mapsto -y_{jk}$ implies
\[
p_{2n}(z) = z^{2n} \quad \text{and} \quad p_{2n+1}(z) = z^{2n+1} - \text{Tr} P_m^2 \cdot z^{2n-1}.
\]

3.3 Probability of $k$ real eigenvalues

It has already been remarked below the definition of the generalised partition function (3.1) that with $u = v = 1$ this quantity can be interpreted as the probability $P_{N,k}$ that for the ensemble of matrices specified by (1.3), with each $X_i$ therein an $N \times N$ real standard Gaussian, there are exactly $k$ real eigenvalues. This assumes $k$ and $N$ have the same parity; if not the probability is zero. According to
Proposition 5] these probabilities can be written as Pfaffians. Let us suppose the polynomials therein are furthermore even (odd) when there degree is even (odd). We then know, by the symmetry of the integrands, that each \((\zeta_{\alpha_j,l} + \beta_{j,l})\) is symmetric in \(j,l\). Furthermore making use of the fact that the \((\zeta_{\alpha_j,l} + \beta_{j,l})\) is anti-symmetric in \(j,l\) allows the Pfaffian to be written as a determinant of half the size, telling us that for \(N,k\) even

\[
P_{N,k}^m = \left( \frac{2^{-N(N+1)/4}}{\prod_{l=1}^{N} \Gamma(l/2)} \right)^m \left[ \frac{\zeta^{k/2}}{\prod_{l=1}^{N} \Gamma(l/2)} \right] \left[ \left( \zeta_{\alpha_{j-1,2l} + \beta_{j-1,2l}} \right)_{u=v=1}^{j,l=1,\ldots,N/2} \right],
\]

and for \(N,k\) odd

\[
P_{N,k}^m = \left( \frac{2^{-N(N+1)/4}}{\prod_{l=1}^{N} \Gamma(l/2)} \right)^m \left[ \frac{\zeta^{(k-1)/2}}{\prod_{l=1}^{N} \Gamma(l/2)} \right] \left[ \left( \zeta_{\alpha_{j-1,2l} + \beta_{j-1,2l}} \right)_{u=v=1}^{j,l=1,\ldots,(N+1)/2} \right],
\]

We are now well established to prove Proposition 7.

**Proof of Theorem 7.** We choose the polynomials \(\{p_j(x)\}\) as the skew-orthogonal polynomials \(\{x, y\}\) so we have

\[
\left( \zeta_{\alpha_{j-1,2l} + \beta_{j-1,2l}} \right)_{u=v=1}^{j,l=1,\ldots,N/2} = \left( \zeta - 1 \right) \alpha_{j-1,2l} + b_{j,l} \delta_{j,l}.
\]

Thus we have been able to eliminate the dependence on \(\beta_{j,k}\), which from the definition \((3.3)\) involves the weight \(w_c(x,y)\) — a quantity which from \((2.3)\) is not in general known in terms of explicit special functions. The remaining quantity \(\alpha_{j-1,2l}\) is given by \((3.3)\), and the weight therein \(w_c(x)\) is given as a Meijer G-function according to \((2.2)\). In fact this very same quantity, up to a proportionality has appeared in the earlier study \([18\text{ Proposition 3}]\) and we read off the evaluation

\[
\alpha_{j-1,2l} \left|_{u=v=1} = 2^{(j+k-1)/2}a_{j,k} - 2^{(j+k-3)/2}a_{j,k-1}, \quad k, l = 1, 2, \ldots \right.
\]

where we use the definition \((3.7)\) with \(a_{j,0} := 0\) since the lowest order odd skew-orthogonal polynomial is a monomial. Substituting \((3.22)\) in \((3.21)\), and substituting the result in turn in \((3.19)\) we obtain after minor manipulation the formula \((1.9)\).

To deduce \((1.10)\) we require the additional evaluation, also contained in \([18\text{ Proposition 3}]\), \(\mu_{2j-1} = \Gamma(j-1/2)m\), and similarly substitute in \((3.20)\). \(\blacksquare\)

For \(m = 1\) the probabilities \(p_{N,k}^1\) have been known since the late nineteenth and they are all of the form \(r + \sqrt{s}\) where \(r\) and \(s\) are rational numbers \([13]\). Tabulations can be found in \([13\text{ Table 5}]\) and \([5\text{ Table 2}]\). Recently, an evaluation of the Meijer G-function

\[
G_{3,3}^{3,2} \left( \frac{a_1, a_2, c}{b_1, b_2, c + n} \left| z \right. \right), \quad n \in \mathbb{N}
\]

as a summation over a linear combination of \(\{2F_1(\mu + a, \mu + b; \mu + c; 1 - z)\}_n\) has been given by Kumar \([37]\), and this was used to show

\[
G_{3,3}^{3,2} \left( \frac{3/2 - j, 3/2 - j, 1}{0, k, k} \left| 1 \right. \right) = \pi \frac{\Gamma(k)\Gamma(2j + 2k - 1)}{\Gamma^2(j + k)} \sum_{\mu = 0}^{k-1} \frac{16^{\mu - 2j - k}\Gamma^2(2\mu + 2j - 1)}{\Gamma(\mu + 1)\Gamma(\mu + j)\Gamma(\mu + 2j + k - 1)},
\]

which allows us to get explicit expressions for the probabilities \(p_{N,k}^m\) (i.e. \(m = 2\)). Note in particular that this is of the form \(\pi^2\) times a rational number, a feature which was conjectured in \([18]\). Substituting in \((1.9)\) and \((1.10)\) in the case \(m = 2\) makes the structure of the probabilities explicit for \(p_{N,k}^2\). These are all polynomials of degree \([N/2]\) in \(\pi\) with rational coefficients; probabilities for low values of \(N\) are tabulated in Table \([1]\). It is worth noting that similar probabilities for the real spherical and the truncated
orthogonal ensembles are also given as polynomials in $\pi$ and $1/\pi$; see [11] and references therein for an extensive summary.

Beyond the cases $m = 1$ and $m = 2$, evaluation formulas for the Meijer $G$-function in [17] are challenging. In addition to the contour integral representation (1.5), we may also write the Meijer $G$-function as an $m$-fold integral on the real line,

$$G_{m+1,m}^{m+1,0}(\frac{3/2-j;\ldots,3/2-j,1}{0,k,\ldots,k}|1) = \frac{\Gamma(j+k-1/2)^m}{1} \cdot \prod_{\ell=1}^{m-1} \int_{x_m}^{\infty} dx_{\ell} \int_{x_{\ell+1}/x_\ell}^{\infty} \frac{dx_{\ell}}{1+x_{\ell}} \left(1+x_{\ell+1}ight)^{j-1/2} \left(1+x_{\ell}ight)^{j+k-1/2} x_k^{j+k-1/2},$$

which may be checked to agree with [628] for $m = 2$. Such $m$-fold integral representations give a relation to product of random scalars. However, explicit expressions in terms of elementary functions remain unknown for $m \geq 3$.

With an explicit method for calculating the probability of finding $k$ real eigenvalues, it seems natural to ask for different types of number statistics. A prime example would be the expected number of real eigenvalues. Albeit such expectation values may be calculated using Theorem 1, we will see in section 4.2 to ask for different types of number statistics. A prime example would be the expected number of real eigenvalues. To obtain a more efficient formula. The interest in real eigenvalue statistics, of course, extends beyond the expected number of real eigenvalues. Another common question is to ask for extreme value statistics, i.e. the probability that there are abnormally many (or few) real eigenvalues. As mentioned in the introduction, the probability that all eigenvalues are real has already be studied in [18], which led to the remarkable conclusion that this probability tends to unity for $m \to \infty$. It is more challenging to ask for the probability of finding only a few real eigenvalues in the large-$N$ limit, say the probability that an even dimensional product matrix has no real eigenvalues.

A step in this direction was taken in [20], where using the relation to the Brownian annihilation process $A+A \to \emptyset$, the first two terms of the large $s$ asymptotics of the probability that there are no real eigenvalues in an interval of size $s$ near the origin for $N \to \infty$ real Ginibre ($m = 1$) was computed. It was realized Kanzieper et al. [34] that heuristic at least this result implies for large $N$

$$\frac{1}{\sqrt{N}} \log p_N^{(3)} = -\frac{1}{\sqrt{2\pi}} \zeta(\frac{3}{2}) + \frac{C}{\sqrt{N}} + \cdots$$

(3.24)

with $\zeta(x)$ denotes the Riemann zeta function and

$$C = \log 2 - \frac{1}{4} + \frac{1}{4\pi} \sum_{n=2}^{\infty} \frac{1}{n} \left( -\pi + \sum_{p=1}^{n-1} \frac{1}{p(n-p)} \right) \approx 0.0627,$$

(3.25)

and moreover these authors gave a rigorous proof of the leading term. It is not known how to generalize the workings of [34], which are based on Theorem 1 beyond $m = 1$. However, our Theorem 1 at least allows us to establish numerical estimates, e.g. fitting $aN^{1/2} + bN^0 + cN^{-1/2}$ to $\log p_N^{(3)}$ for $N = 50, 52, \ldots, 120$ suggest that

$$\lim_{N \to \infty} \frac{1}{\sqrt{N}} \log p_N^{(3)} \approx -1.474$$

(3.26)

for $N$ even. We note that $1.474 > \zeta(3/2)/\sqrt{2\pi} \approx 1.042$, which is in the agreement with the expectation that $p_N^{(3)}$ decreases with increasing $m$.

4 Correlation functions

The Pfaffian formulae of Proposition 5 for the generalised partition function, combined with the simplification inherent in the use of skew-orthogonal polynomials, $\{p_i(x)\}$, allow the $k$-point correlation to be expressed in the form (1.11) with entries given in terms of $\{p_i(x)\}$. While (1.11) refers to the real-to-real
Table 1: Probabilities, $p_{N,k}^{P_2}$, of finding $k$ real eigenvalues given a product of two $N \times N$ real Ginibre matrices for small $N$ and $k$. The tabulated values are (left to right) the exact expression for the probability, the decimal expansion of the exact value, and the numerical values obtained from a simulation with one million realizations of the matrix product. For comparison, the rightmost column present the equivalent values for the standard Ginibre ensemble (i.e. $m = 1$).

|         | Exact         | Approx.       | Simul.       | $(P_{N,k}^{P_2})$ |
|---------|---------------|---------------|--------------|------------------|
| $P_{2,0}$ | $1 - \frac{1}{4} \pi$ | 0.2146 | 0.2146 | (0.2929) |
| $P_{2,2}$ | $\frac{1}{4} \pi$ | 0.7854 | 0.7856 | (0.7071) |
| $P_{3,1}$ | $1 - \frac{5}{12} \pi$ | 0.5091 | 0.5091 | (0.6464) |
| $P_{3,3}$ | $\frac{5}{12} \pi$ | 0.4909 | 0.4909 | (0.3536) |
| $P_{4,0}$ | $1 - \frac{755}{2016} \pi + \frac{201}{4192} \pi^2$ | 0.0840 | 0.0841 | (0.1527) |
| $P_{4,2}$ | $\frac{755}{2016} \pi - \frac{201}{4192} \pi^2$ | 0.6738 | 0.6746 | (0.7223) |
| $P_{4,4}$ | $\frac{201}{4192} \pi^2$ | 0.2422 | 0.2413 | (0.1250) |
| $P_{5,1}$ | $1 - \frac{4185}{16384} \pi + \frac{10013}{4194304} \pi^2$ | 0.2918 | 0.2922 | (0.4567) |
| $P_{5,3}$ | $\frac{4185}{16384} \pi - \frac{10013}{4194304} \pi^2$ | 0.6140 | 0.6137 | (0.5120) |
| $P_{5,5}$ | $\frac{10013}{4194304} \pi^2$ | 0.0942 | 0.0942 | (0.0631) |
| $P_{6,0}$ | $1 - \frac{3821355}{8388608} \pi + \frac{873624317}{17179869184} \pi^2 - \frac{64011585}{89816380948832} \pi^3$ | 0.0419 | 0.0420 | (0.0935) |
| $P_{6,2}$ | $\frac{3821355}{8388608} \pi - \frac{873624317}{17179869184} \pi^2 + \frac{19203475}{89816380948832} \pi^3$ | 0.5140 | 0.5139 | (0.6529) |
| $P_{6,4}$ | $\frac{873624317}{17179869184} \pi^2 - \frac{19203475}{89816380948832} \pi^3$ | 0.4152 | 0.4154 | (0.2481) |
| $P_{6,6}$ | $\frac{64011585}{89816380948832} \pi^3$ | 0.0029 | 0.0027 | (0.0005) |
| $P_{7,1}$ | $1 - \frac{2392247}{67108864} \pi + \frac{105417740207}{439804651104} \pi^2 - \frac{31625592537}{140737488855328} \pi^3$ | 0.1813 | 0.1817 | (0.3374) |
| $P_{7,3}$ | $\frac{2392247}{67108864} \pi - \frac{105417740207}{439804651104} \pi^2 + \frac{94876597611}{140737488855328} \pi^3$ | 0.5960 | 0.5959 | (0.6639) |
| $P_{7,5}$ | $\frac{105417740207}{439804651104} \pi^2 - \frac{94876597611}{140737488855328} \pi^3$ | 0.2157 | 0.2154 | (0.0846) |
| $P_{7,7}$ | $\frac{31625592537}{140737488855328} \pi^3$ | 0.0070 | 0.0070 | (0.0007) |
eigenvalue correlations, this same structure remains true for the general correlation functions. In fact, the entries of the correlation kernel also have the same structure; see e.g. [11] §4.5 and §4.6.

Let $\mathbb{C}_+ = \{ x + iy \in \mathbb{C} : y > 0 \}$ denote the upper complex half-plane, and specify $w_r(x)$ and $w_c(x, y)$ according to (2.2) and (2.3). Define

$$q_j(\mu) = \left\{ \begin{array}{ll}
w_r(x)p_j(x), & \mu = x \in \mathbb{R} \\
(\frac{1}{2}w_c(x, y))^{1/2}p_j(x + iy), & \mu = x + iy \in \mathbb{C}_+ \end{array} \right. $$

$$\tau_j(\mu) = \left\{ \begin{array}{ll}
-\frac{1}{2}\int_{-\infty}^{\infty} \text{sgn}(x - y)q_j(y) \, dy & \mu = x \in \mathbb{R} \\
iq_j(x + iy), & \mu = x + iy \in \mathbb{C}_+ \end{array} \right. $$

$$\epsilon(\mu, \eta) = \left\{ \begin{array}{ll}
\text{sgn}(\mu - \eta), & \mu, \eta \in \mathbb{R}, \quad \text{odd} \end{array} \right. $$

In this notation, the entries of the correlation kernel (1.11) in the case of the correlation between real eigenvalues only, or the correlation between complex conjugate pairs of eigenvalues are given by

$$S(\mu, \eta) = 2 \sum_{j=0}^{N/2-1} \frac{1}{u_j} \left( q_{2j}(\mu)\tau_{2j+1}(\eta) - q_{2j+1}(\mu)\tau_{2j}(\eta) \right),$$

$$D(\mu, \eta) = 2 \sum_{j=0}^{N/2-1} \frac{1}{u_j} \left( q_{2j}(\mu)q_{2j+1}(\eta) - q_{2j+1}(\mu)q_{2j}(\eta) \right),$$

$$\tilde{I}(\mu, \eta) = 2 \sum_{j=0}^{N/2-1} \frac{1}{u_j} \left( \tau_{2j}(\mu)\tau_{2j+1}(\eta) - \tau_{2j+1}(\mu)\tau_{2j}(\eta) \right) + \epsilon(\mu, \eta).$$

For $N$ odd these expressions require modification; see e.g. [21], [11] §4.6. For efficiency of presentation, we will restrict attention to the $N$ even case.

Our main interest in section 4.1 and 4.2 will be spectral densities (one-point correlation functions) and quantities derivable from these. For this reason, we focus on the complex-to-complex and the real-to-real eigenvalue correlations, but real-to-complex correlations can be treated in a similar manner.

### 4.1 Complex eigenvalues

We see from (4.1) and (4.2) that in the case of the correlation between complex eigenvalues, up to factors involving $w_c(x, y)$ all the quantities are polynomials, and are related by

$$\tilde{I}(w, z) = iS(\bar{w}, z), \quad D(w, z) = -iS(w, \bar{z}).$$

Thus it suffices to consider $S(w, z)$, where $w = u + iv$ and $z = x + iy$. For this, (4.1) and (4.2) tell us that

$$S(w, z) = 2i(w_c(u, v)w_c(x, y))^{1/2} \sum_{j=0}^{N/2-1} \frac{p_{2j}(w)p_{2j+1}(\bar{z}) - p_{2j+1}(w)p_{2j}(\bar{z})}{h_j}$$

Upon use of the skew-orthogonal polynomials given by Proposition 9 this simplifies to

$$S(w, z) = 2i(w_c(u, v)w_c(x, y))^{1/2} \sum_{j=0}^{N-2} \frac{(\bar{z} - w)(w\bar{z})^j}{(2\sqrt{2\pi})^m j!^m}.$$
order unity). For simplicity, let us focus on the one-point function (i.e. the spectral density) which for complex eigenvalues is given by $\rho_{(1)}(z) = \rho(z, z)$.

The global scaling regime for the spectral density is known from free probability [11, 27, 44],

$$\lim_{N \to \infty} N^{m-1}\rho_{(1)}(N^{m/2}w) = \frac{|w|^{(2/m)-2}}{m\pi} \chi(1 > |w|),$$  \hspace{1cm} (4.5)

where $\chi(A) = 1$ if $A$ is true, 0 otherwise. This holds because the full spectral density (i.e. including complex as well as real eigenvalues) is dominated by the complex spectrum in the global scaling regime. We note that there also exists a global scaling regime for the real spectrum, albeit sub-dominant. We will return to this limit in section 4.2.

On the local scale, the region near the origin is of greatest interest since it gives rise to new types of correlations where the pre-kernels are related according to (4.3). On the other hand, the weight functions are simpler in the real case (2.2) than in the complex case (2.3).

5.2 Real eigenvalues

In this section we focus on the part of the spectrum which is located on the real axis. Similarly to the complex spectrum described above, all correlations may be expressed in terms of the pre-kernel $S(x, y)$. We see from (4.11) and (4.2) that

$$D(x, y) = -\frac{\partial}{\partial y} S(x, y), \quad \tilde{T}(x, y) = -\int_x^y S(t, y) dt + \frac{1}{2} \text{sgn}(x - y),$$

which produce the correlation functions by insertion in (4.4). We note that the relations between the pre-kernels (4.8) are more complicated for the real-to-real correlations than for the complex-to-complex correlations where the pre-kernels are related according to (4.3). On the other hand, the weight functions are simpler in the real case (2.2) than in the complex case (2.3).

Using (4.11) and (4.2) and the skew-orthogonal polynomials (Proposition 9), we write the pre-kernel as

$$S(x, y) = \int_{-\infty}^{\infty} dv (x - v) \text{sgn}(y - v) w_r(x) w_r(v) \sum_{j=0}^{N-2} \frac{(xv)^j}{(j!)^m}. \hspace{1cm} (4.9)$$

For $m = 1$ (i.e. the ordinary Ginibre ensemble), the sum may be rewritten as an incomplete gamma function times an exponential and the integral over $v$ can be performed, which yields [14]

$$S(x, y) |_{m=1} = \frac{1}{\sqrt{2\pi}} \left( e^{-(x-y)^2/2} \frac{\Gamma(N-1, x)}{\Gamma(N-1)} + 2^{N-3} e^{-x^2/2} x^{N-1} \text{sgn}(y) \frac{\gamma((N-1)/2, y^2/2)}{\Gamma(N-1/2)} \right). \hspace{1cm} (4.10)$$
This formulation of the pre-kernel is extremely useful in the study of large-$N$ asymptotics. Unfortunately, there are no direct generalisation of this result to $m \geq 2$, which makes asymptotic analysis more challenging. However, it is possible to perform the integral over $v$ in (4.10) for arbitrary $m$. To do so, we rewrite (4.9) as

$$
S(x, y) = \sum_{j=0}^{N-2} \frac{w_{r}(x) x^{j}}{(2\sqrt{2\pi} j!)^{m}} (x A_{j}(y) - A_{j+1}(y)), \quad A_{j}(y) := \int_{-\infty}^{\infty} w_{r}(v) \text{sgn}(y - v) v^{j} \, dv. \tag{4.11}
$$

Now, standard identities for the Meijer $G$-function give

$$
A_{j}(y) = \begin{cases} 
-2^{(1+j)/2} G_{1,m+1}^{m+1,0} \left(0, (1 + j)/2, \ldots, (1 + j)/2 \right) \left| y^{2}/2m \right|, & j \text{ odd} \\
y^{1+j} G_{1,m+1}^{m+1,1} \left(0, \ldots, 0, -(j + 1)/2 \right) \left| y^{2}/2m \right|, & j \text{ even}.
\end{cases} \tag{4.12}
$$

This form of the pre-kernel $S(x, y)$ is useful if we are interested in the expected number of real eigenvalues. We recall that the expected number of real eigenvalues, $E(\#\text{reals})$, can be found by integration over the real spectral density $\rho_{(1)}^{r}(x) = S(x, x)$. Thus, it follows from (4.11) that

$$
E(\#\text{reals}) = \int_{-\infty}^{\infty} \rho_{(1)}^{r}(x) \, dx = 2 \sum_{j=0}^{N-2} \frac{\alpha_{j+1,j+2}}{(2\sqrt{2\pi} j!)^{m}}, \tag{4.13}
$$

where

$$
\alpha_{j,k} = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \, w_{r}(x) w_{r}(y) x^{j-1} y^{k-1} \text{sgn}(y - x).
$$

The quantity $\alpha_{j,k}$ is precisely the same quantity appearing in the study [19], which evaluates to $\alpha_{2j-1,2k} = 2^{(j+k-1)/2} m_{a_{j,k}}$ with $a_{j,k}$ given by the Meijer $G$-function [17]. In the case where the first index of $\alpha_{j,k}$ is even and the second index odd, we use the anti-symmetric property $\alpha_{j,k} = -\alpha_{k,j}$. This gives

$$
E(\#\text{reals}) = 2 \sum_{j=0}^{N-2} (-1)^{j} \left( \frac{2^{j}}{\sqrt{\pi j!}} \right)^{m} a_{[j/2+1],[j/2+1]}, \tag{4.14}
$$

where $\lceil \cdot \rceil$ and $\lfloor \cdot \rfloor$ denote the ceiling and floor function, respectively. We recall that the formulae above assume that $N$ is even (for odd $N$ the expression (4.14) is altered by the addition of unity). As already mentioned, an evaluation of $a_{j,k}$ in terms of arithmetic constants is only known for $m = 1, 2$; consequently the same holds for (4.14). The $m = 1$ case is known since the mid nineties [14], while the $m = 2$ case is evaluated using (5.29); the results for small $N$ are tabulated in Table 2. As anticipated, Table 2 reveals that the expected value of real eigenvalues are consistently larger for $m = 2$ than for $m = 1$. For $m > 2$ a computation of the expectation value (4.14) requires numerical evaluation of the Meijer $G$-functions.

The expected number of real eigenvalues can, of course, also be obtained using the probabilities given by Theorem 4. In fact, for $m = 2$ and small $N$ the expected number of real eigenvalues follows immediately from Table 2 e.g. for $N = 4$ we see that

$$
E(\#\text{reals})|_{m=2,N=4} = 0 \left( 1 - \frac{755}{2048} \pi + \frac{201}{8192} \pi^{2} \right) + 2 \left( \frac{755}{2048} \pi - \frac{201}{4192} \pi^{2} \right) + 4 \left( \frac{201}{8192} \pi^{2} \right) = \frac{755}{1024} \pi,
$$

which agrees with Table 2.

Let us return to the pre-kernel (4.9) and consider large-$N$ asymptotics for the spectral density. Similarly to section 4.1, we focus on the local density near the origin and the global density. Using (4.17), it is immediately seen that the local scaling regime near the origin gives (1.13) announced in Theorem 2. Compared to the same result for the complex density (4.16), the real density has the advantage that the
Table 2: Expected value of the number of real eigenvalues for a product of two $N \times N$ Ginibre matrices. The tabulated values are (top to bottom) the exact expression for the probability, the decimal expansion of the exact value, and numerical values obtained from a simulation with one million realizations of the matrix product. The bottom row shows the corresponding expectation values for the Ginibre ensemble for comparison. It is evident that the exact expressions exhibit a special arithmetic pattern.

| $\mathbb{E}[\# \text{reals}]_{m=2}$ | $N = 2$ | $N = 3$ | $N = 4$ | $N = 5$ | $N = 6$ | $N = 7$ |
|-----------------------------------|--------|--------|--------|--------|--------|--------|
| Exact                             | $\frac{1}{2\pi}$ | $1 + \frac{5}{16\pi}$ | $\frac{755}{1024\pi}$ | $1 + \frac{4185}{8192\pi}$ | $\frac{382155}{4194304\pi}$ | $1 + \frac{226977\pi}{16777208\pi}$ |
| Aprox.                            | 1.5708 | 1.9817 | 2.3168 | 2.6049 | 2.8622 | 3.0966 |
| Simul.                            | 1.5704 | 1.9813 | 2.3168 | 2.6030 | 2.8607 | 3.0948 |
| $(\mathbb{E}[\# \text{reals}]_{m=1})$ | (1.4142) | (1.7071) | (1.9445) | (2.1490) | (2.3312) | (2.4971) |

weight function $w_r(x)$ has a known expression as a Meijer $G$-function \((2.2)\) for all $m$ while $w_c(x, y)$ does not. We note that for $m = 1$ the Meijer $G$-functions in \((1.14)\) are all simple exponentials; this allows integration over $v$ and confirms that the local spectral density is constant for $m = 1$. Moreover, for $m = 1$ the corresponding $k$-point correlation takes on the explicit form

$$K^r(x, y) = \begin{bmatrix} \frac{1}{\sqrt{2\pi}} & -\frac{i}{\sqrt{2\pi}} & \frac{1}{\sqrt{2\pi}} \text{erfc}(x-\sqrt{2}) \\ \frac{1}{\sqrt{2\pi}} & \frac{1}{\sqrt{2\pi}} & 0 \\ -\frac{i}{\sqrt{2\pi}} & \frac{i}{\sqrt{2\pi}} & \frac{1}{\sqrt{2\pi}} \text{erfc}(y-\sqrt{2}) \end{bmatrix}, \quad (4.15)$$

as obtained in \([22, 48, 10]\). We remark that it has been argued by Beenakker and co-workers \([8]\) that the statistical state implied by \((4.15)\) is realised by the level crossings of so-called Majorana zero modes for a disordered semiconducting wire at a Josephson junction, in a weak magnetic field. And this same correlation kernel appears in the seemingly unrelated problem of the annihilation process $A + A \to \emptyset$ in the limit $t \to \infty$ \([10, 51]\).

A study of the global scaling regime for the real spectrum is more challenging. Unlike the complex spectral density (section 4.1), we have no help from free probability. A qualified guess for this spectral density might be obtained by looking at the $m$-th power of a real Ginibre matrix rather than at the product of $m$ independent matrices. It is immediate that the $m$-th power and the $m$-th product share the same complex macroscopic spectral density, thus assuming that this extends to the real spectrum we expect that

$$\lim_{N \to \infty} \frac{N^{(m-1)/2} \rho_{(1)}(N^{m/2}x)}{\mathbb{E}(\# \text{reals})} = \frac{|x|^{(1/m)-1}}{2m} \chi(x^2 < 1), \quad (4.16)$$

where $\chi(A)$ is defined as in \((1.5)\). For $m = 1$ the density \((4.16)\) is well-known \([13]\); a verification follows from \((1.10)\) using known asymptotics for the incomplete gamma functions. Moreover, we see that the real spectrum \((4.16)\) develops a non-integrable singularity at the origin when $m$ tends to infinity similarly to \((1.5)\) as we would expect. For $m \geq 2$ we have no rigorous derivation of \((4.16)\) but the form \((4.16)\) is supported by (i) a heuristic saddle point analysis and (ii) numerical data.

Let us first look at the saddle point analysis, which takes \((4.10)\) as the starting point. The first step is to introduce an approximation for the sum in \((4.9)\). We know from \([3]\) Appendix C that

$$e^{-mNx^1/m} \sum_{j=0}^{N-2} \frac{(Nx)^j}{(j!)^m} \approx \frac{1}{\sqrt{m}} \left( \frac{2\pi x^{1/m}}{N} \right)^{(1-m)/2} \quad (4.17)$$
for $|x| < 1$ while exponentially suppressed in $N$ for $|x| > 1$. An approximation for the weight function is known from the literature on special functions [15], and we have

$$w_r(N^{m/2}x) \approx \frac{1}{\sqrt{m}} \left(\frac{4\pi x^2/m}{N}\right)^{(m-1)/2} e^{-\frac{1}{2}mN x^2/m}. \quad (4.18)$$

We insert these approximations into (4.9) and want to evaluate the integral over $v$ using a saddle point approximation. Note that there are two maxima of the integrand symmetrically distributed around $v = x$ (the integrand is equal to zero at $v = x$). These two maxima tend to $x$ from left or right, respectively, as $N$ tends to infinity. Thus, we will use an ansatz $v_* = x \pm f(x)$ for our saddle points where $f(x)$ is sub-dominant in $N$. With this ansatz and expanding to lowest order, the saddle points are found to be

$$v_* \approx x \pm \sqrt{\frac{m}{N} x^{1-(1/m)}}.$$

Evaluation at either of these saddle points yields the conjectured form (4.16) up to a normalisation.

Finally, let us compare the density (4.16) with a simulation of the random matrix product. Figure 1 shows the visual similarity between the density (4.16) for $m = 2$ and numerical data stemming from a simulation of 1000 matrix products with $N = 1024$. It should be noted that convergence is expected to be exponentially fast in the bulk but considerably slower near the edges. Similar numerical tests have been performed for $m = 3, 4, 5$ and it has been verified that the difference between the analytic formula (4.16) and the numerical data decreases with increasing $N$. Furthermore, we expect that the real global density (4.16) is universal in the sense that the Gaussian entries may be replaced by other independent variables under suitable assumptions on their moments. This type of universality is known to hold for the complex spectra [27, 44] and the expectation that such results extend the real spectra is strengthened by numerical comparison generated from random sign ($\pm 1$) matrices. Although it seems a very natural problem, this type of universality for the real global spectrum has received little attention in the literature; this is true even for the classical Ginibre ensemble ($m = 1$).

![Figure 1: The dotted curve shows the global spectral density (4.16) for $m = 2$, while the histogram shows the distribution of the real eigenvalues from 1000 realisations of a product of two $1024 \times 1024$ real asymmetric Gaussian matrices (36390 eigenvalues in total).](image-url)
5 Rectangular matrices

A generalisation to the case of rectangular matrices is also available and we briefly treat it here. The main idea when dealing with a product of random matrices is to reformulate problem as a product of square random matrices with the same eigenvalue properties; this is possible due to a general reduction procedure presented in [31] (see also [30] Prop. 2.4). After this reformulation, the approach is similar to the previous sections because Proposition 5 as well as the formulae (4.1) and (4.2) are completely general. Due to this similarity we will only sketch the main ideas here.

We consider a product matrix,

$$P^\nu = X_1 \cdots X_m,$$  \hspace{1cm} (5.1)

where each matrix $X_i$ has dimensions $(N + \nu_{i-1}) \times (N + \nu_i)$ with $\{\nu_i\}_{i=0,\ldots,m}$ denoting non-negative integers such that $\nu_0 = \nu_m = 0$. Here the constraint is introduced to ensure that the product matrix is square and has $N$ non-trivial eigenvalues. We note that if $\nu_0 = \nu_m > 0$ but $\nu_j = 0$ for some $0 < j < m$ (i.e. the smallest matrix dimension is still $N$) then there will be $\nu_0$ eigenvalues which are trivially equal to zero (and therefore real) but the joint PDF otherwise remains the same except for an obvious change in normalisation. Consequently, all formulae given below may effortlessly be extended to the $\nu_0 > 0$ case if desired.

The generalisation of the probabilities (1.6) with (1.7) for a purely real spectrum have already appeared in the thesis [30], Prop. 4.29]. They are given by

$$p_{N,N}^\nu = \prod_{k=1}^{m} \prod_{j=1}^{N} \frac{1}{\Gamma(\nu_j + k/2)} \times \begin{cases} \det \left[ a_{j,k}^{\nu} \right]_{j=1,\ldots,N/2}^{k=1,\ldots,N/2}, & N \text{ even} \\ \det \left[ a_{j,k}^{\nu} \right]_{j=1,\ldots,(N+1)/2}^{k=1,\ldots,(N-1)/2} \left[ \tilde{a}_{j}^{\nu} \right]_{j=1,\ldots,(N+1)/2}, & N \text{ odd} \end{cases},$$  \hspace{1cm} (5.2)

with

$$a_{j,k}^{\nu} := \frac{\nu_j + \nu_k}{2} \left( \frac{3+\nu_j}{2} \cdots \frac{3+\nu_m}{2} - \frac{j}{2} \right) \left( \frac{k+\nu_j}{2} \cdots \frac{k+\nu_m}{2} - 1 \right), \quad \text{and} \quad \tilde{a}_{j}^{\nu} := \prod_{k=1}^{m} \Gamma\left(j + \frac{\nu_k - 1}{2}\right).$$  \hspace{1cm} (5.3)

These formulae allow us to make some straightforward generalisations of the exact expressions presented by Kumar [37] in the $m = 2$ case. Following [37], we have

$$G_{3,2}^0\left( \frac{3}{2} - i, \frac{3}{2} - i, \frac{3}{2} - i, 1 \left| 1 \right. \right) = \Gamma(j)\Gamma(i + j - \frac{1}{2})\Gamma(i + j + \frac{1}{2}) \sum_{k=0}^{j-1} \frac{\Gamma(k + i - \frac{1}{2})\Gamma(k + i + \frac{1}{2} - j + \frac{1}{2})}{\Gamma(k + 1)\Gamma(k + 2i + j + \nu - 1)}.$$  \hspace{1cm} (5.4)

The next step would be to rewrite gamma functions with a non-integer argument using Gauss’ duplication formula. The right-hand side of (5.4) evaluates as $r\pi^2$ for even $\nu$ and $r\pi$ for odd $\nu$ where $r$ denotes some rational constant (depending on both $N$ and $\nu$). This difference in the power of $\pi$ for even and odd $\nu$ has a remarkable consequence: for even $\nu$ the probabilities (5.2) are given as a rational number times $\pi^{N/2}$ but for odd $\nu$ these constants are simple rational constants (i.e. there is no powers of $\pi$). The probabilities of a purely real spectrum are tabulated in Table 3 for small values of $N$ and $\nu$.

As we have seen in previous sections, to extend the probabilities for a purely real spectrum (5.2) to the probabilities $P_{N,k}^\nu$ we need a formula for the joint PDF of the eigenvalues and a formula for the skew-orthogonal polynomials, i.e. generalisations of Theorem 3 and Proposition 4. Given such generalisations the rest of the results presented in previous sections may be extended as well due to the generality of Proposition 5.

**Proposition 8.** Given a Gaussian product matrix (5.1) of dimension $N$ with $k$ real eigenvalues, $\{\lambda_i\}_{i=1}^k$, and $(N - k)/2$ complex conjugate pairs of a eigenvalues, $\{x_j + iy_j\}_{j=1}^{(N-k)/2}$, the joint PDF for these eigenvalues is given by

$$\frac{1}{k!(N-k)/2)!} \left| \Delta \left( \{\lambda_i\}_{i=1}^k \cup \{x_j \pm iy_j\}_{j=1}^{(N-k)/2} \right) \right| \prod_{j=1}^{k} w^\nu_{\lambda_j}(\lambda_j) \prod_{j=k+1}^{(N+k)/2} w^\nu_{x_j}(x_j, y_j).$$  \hspace{1cm} (5.5)
The normalisation is given by

$$Z^{m,ν}_N = 2^{mN(N+1)/4} \prod_{i=1}^{m} \prod_{j=1}^{N} \Gamma \left( \frac{j + \nu_i}{2} \right).$$  \hspace{1cm} (5.9)

**Proof.** The proof follows the same lines as the proof of Theorem 3. We use generalised real Schur decomposition to get an expression for the joint PDF in terms of real eigenvalues and 2 × 2 matrices, see [30, Prop. 4.26]. Finally, changing variables in this expression from the general to a matrix using an orthogonal similarity transformation and introducing the singular values, $μ_±$, completes the proof.

**Proposition 9.** For the skew-product defined in accordance with the joint PDF given by Proposition the polynomials

$$p_{2j}(x) = x^{2j}, \quad p_{2j+1} = x^{2j+1} - x^{2j-1} \prod_{k=1}^{m} (2j + \nu_k)$$  \hspace{1cm} (5.10)

form a skew-orthogonal set with normalisation

$$h_{j-1} = \prod_{k=1}^{m} \frac{2\sqrt{2\pi}}{2\nu_k} \Gamma(2j + \nu_k - 1).$$  \hspace{1cm} (5.11)

---

### Table 3: Consider a product of two Gaussian matrices, $X_1X_2$, with dimensions $N \times (N + \nu)$ and $(N + \nu) \times N$ for $X_1$ and $X_2$, respectively. The table provides exact probabilities for a purely real spectrum for various values of $N$ and $\nu$ (the $\nu = 0$ column have previously appeared in [37]). These probabilities are all given as a rational number times a power of $\pi$ depending on $N$ and whether $\nu$ is odd or even.

| $p^N_{\nu}$ | $\nu = 0$ | $\nu = 1$ | $\nu = 2$ | $\nu = 3$ |
|-------------|-----------|-----------|-----------|-----------|
| $N = 2$     | $\frac{1}{4}\pi$ | $\frac{1}{2}$ | $\frac{7}{40}\pi$ | $\frac{1}{15}$ |
| $N = 3$     | $\frac{5}{8}\pi^2$ | $\frac{1}{2}$ | $\frac{7}{20}\pi^2$ | $\frac{1}{30}$ |
| $N = 4$     | $\frac{201}{32}\pi^2$ | $\frac{3}{8}$ | $\frac{231}{22}\pi^2$ | $\frac{33}{35}$ |
| $N = 5$     | $\frac{1001}{128}\pi^2$ | $\frac{1}{2}$ | $\frac{74989}{40563187}\pi^2$ | $\frac{18461}{130512000}$ |
| $N = 6$     | $\frac{64011585}{512}\pi^3$ | $\frac{1}{2}$ | $\frac{35184372088832}{35184372088832}\pi^3$ | $\frac{41985893}{5961890169}$ |
| $N = 7$     | $\frac{1497348825532537}{8192}\pi^3$ | $\frac{1}{2}$ | $\frac{74919403772568609}{74919403772568609}\pi^3$ | $\frac{31831456748000000}{31831456748000000}$ |

where

$$w_2^\nu(\lambda) = G_{0,m}^{m,0} \left( \frac{\lambda^2}{2m}, \ldots, \frac{\lambda^{2m}}{2m} \right) = \prod_{j=1}^{m} \left[ \int_{\mathbb{R}} d\lambda^{(j)} \left( \frac{\lambda^{(j)}}{2} \right)^{\nu_j/2} e^{-\frac{1}{2}(\lambda^{(j)})^2} \right] \delta(\lambda - \lambda^{(1)} \ldots \lambda^{(m)}).$$  \hspace{1cm} (5.6)

$$w_2^\nu(x, y) = 2\pi \int_{\mathbb{R}} d\delta \frac{|\delta|}{\sqrt{\delta^2 + 4y^2}} W^\nu \left( \begin{bmatrix} \mu_+ & 0 \\ 0 & \mu_- \end{bmatrix} \right)$$  \hspace{1cm} (5.7)

with $\mu_\pm$ as in [23] and

$$W^\nu(G) = \prod_{l=1}^{m} \left[ \int_{\mathbb{R}^{2\times2}} (dG^{(l)}) \det \left( \frac{G^{(l)}G^{(l)T}}{2} \right)^{\nu_l/2} e^{-\frac{1}{2\pi^2} \text{Tr} G^{(l)}G^{(l)T}} \right] \delta(G - G^{(1)} \ldots G^{(m)}).$$  \hspace{1cm} (5.8)

The normalisation is given by

$$Z^{m,ν}_N = 2^{mN(N+1)/4} \prod_{i=1}^{m} \prod_{j=1}^{N} \Gamma \left( \frac{j + \nu_i}{2} \right).$$  \hspace{1cm} (5.9)
Proof. For a product square matrices, we found the skew-orthogonal polynomials by exploiting that elements taken of different rows and columns are uncorrelated. This property is still true for rectangular matrices, thus skew-orthogonal polynomials (5.10) are obtained following the exact same steps. Likewise for the normalisation (5.11) where we evaluate the generalised partition function (3.1) at \( u = v = 1 \) and use (5.9).

With these two propositions established, it is straightforward to extend the rest of our results from square to rectangular matrices. In particular, we have that the probability of finding exactly \( 2k \) eigenvalues are real is given by

\[
P_{P_{N,2k}} = \prod_{l=1}^{m} \prod_{j=1}^{N} \frac{1}{\Gamma((j + \nu_l)/2)} [\zeta^k] \det \left[ b_{j,l}^\nu(\zeta) \right]_{j,l=1,...,N/2},
\]

for \( N \) even, while the probability of finding \( 2k + 1 \) real eigenvalues is

\[
P_{P_{N,2k+1}} = \prod_{l=1}^{m} \prod_{j=1}^{N} \frac{1}{\Gamma((j + \nu_l)/2)} [\zeta^k] \det \left[ b_{j,l}^\nu(\zeta) \right]_{j,k=1,...,(N+1)/2, k=1,...,(N-1)/2} \det \left[ \tilde{a}_{j,l}^\nu \right]_{j=1,...,(N+1)/2},
\]

for \( N \) odd. Here, we have defined

\[
b_{j,l}^\nu(\zeta) := (\zeta - 1) (a_{j,l}^\nu - 2^{-2} \prod_{i=1}^{m} (2(l + \nu_i) - 1) a_{j,l-1}^\nu) + 2^{-2(l-1)/2} a_{j,l}^\nu \delta_{j,l}
\]

(5.14) with \( b_{j,l}^\nu \) given by (5.11), \( a_{j,l}^\nu \) and \( \tilde{a}_{j,l}^\nu \) \((j, l > 0)\) given by (5.3) and \( a_{j,0}^\nu = 0 \). The similarity with Theorem 4 is immediate.

Moreover, the local densities at the origin is given by

\[
\frac{2y w_r(x, y)}{(2\sqrt{2\pi})^m} \prod_{l=1}^{m} \frac{\nu_l^1}{2^{\nu_l}} e^{\gamma,0,1,0} \Bigg( \nu_m, \ldots, \nu_1 \Bigg) - |z|^2
\]

(5.15) for the complex eigenvalues and

\[
\int_{-\infty}^{\infty} dv |x - v| w_r(x) w_r(v) \prod_{l=1}^{m} \frac{\nu_l^1}{2^{\nu_l}} e^{\gamma,0,1,0} \Bigg( \nu_m, \ldots, \nu_1 \Bigg) - xv
\]

(5.16) for the real eigenvalues. This generalises (4.6) and (1.13), respectively. The generalised formulae (5.15) and (5.16) follows from the derivations in Section 4.1 and 4.2 now using the weights and polynomials from Proposition 8 and 9. The global densities remains unaltered as long as \( \{\nu\} \) are kept fixed in the large-\( N \) limit.
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