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We consider the problem of computing energy distribution of inner harmonic oscillations of a nanoparticle in its phase space, when the particle moves in a medium in heat equilibrium under certain temperature. It is assumed that the particle obeys the Brownian motion under the action of the medium and the force field given by a potential function. In the present paper we provide and study an equation describing the problem, generalizing the Klein–Kramers equation. It is shown that for large value of medium resistance, the process of energy distribution of inner harmonic oscillations of the nanoparticle is represented as the composition of a rapid transition process and a slow process. After the rapid transition process, the system goes to a quasi-stationary state. The slow process is approximately described by the standard Schrödinger equation used for description of quantum processes. Thus, the process being studied can serve as a model of quantum processes.
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1 Introduction

The purpose of the paper is to give an example of a mathematical model, based on natural assumptions, in which the quantum or classical behavior of
the modeled process occurs depending on the values of the parameters of the model.

In this paper we consider the mathematical model of distribution of certain characteristic (energy of inner harmonic oscillations) of a nanoparticle in its phase space. It is assumed that the particle moves in a medium and obeys the Brownian motion under the action of the medium and a field of external forces given by certain potential function. We will be interested not in the probability distribution of the position of the particle in the phase space (as in the standard problem on the Brownian motion) but in the distribution of the energy of inner harmonic oscillations of the nanoparticle in its phase space. It is also assumed that the frequency of inner oscillations of the nanoparticle is large.

Let us be more exact. In the paper, we consider a classical particle whose state is given by coordinates, momenta, and certain parameters providing inner state of the particle.

The particle moves under the action of a force field in a medium being in heat equilibrium with certain temperature.

The medium resists to the movement of the particle with the force proportional to the velocity of the particle, and changes randomly the velocity of the particle under collisions of the particle with the particles of the medium. That is, the particle is in the Brownian motion.

It is assumed that the inner state of the particle is described by certain parameter whose value oscillates harmonically with a large frequency \( \omega \gg 1 \) which is constant and does not change in the proper time of the particle.

**Problem:** Find the distribution of energy of inner harmonic oscillations of the particle in its phase space, for the particle obeying the Brownian motion in the heat medium and action of external force field given by a potential function.

A state of such process is naturally described by the distribution of amplitudes and phases of inner oscillations in the phase space, i.e. a complex valued function on the phase space.

In the paper, we provide a mathematical model of this process in the form of the modified Klein–Kramers equation. The Klein–Kramers equation [1, 2] describes the Brownian motion of the particle in the phase space. Further, we study the constructed mathematical model depending on various values of the parameters of the model. It is shown that in the case of large specific resistance of the medium, the process passes several stages in time. During the first rapid stage the function giving the state of the process transfers to
one of quasi-stationary states. In the second slow stage the function evolves already in the subspace of quasistationary states subject to the standard Schrödinger equation.

Further dissipation of the process leads to the fact that any superposition of eigenstates of the Hamilton operator goes to one of eigenstates (the decoherence process). At the last stage, the mixed state of heat equilibrium (the Gibbs state) arises, due to the heat action of the medium and transitions between eigenstates of the Hamilton operator due to large random deviations.

If, on the contrary, the medium resistance per unit of mass of the particle is small, then it is shown that in the considered model the density of energy distribution satisfies the classical Liouville equation, i.e. the process behaves as a classical system.

The main result: The presented process can model quantum processes depending on the values of the parameters.

2 The mathematical model of the process

Thus, in this paper we consider a particle moving in a heat medium. The states of the particle are determined by classical coordinates \(x \in \mathbb{R}^3\) and momenta \(p \in \mathbb{R}^3\), and also by parameters determining the inner state of the particle. It is assumed that the inner state performs small oscillations with a large frequency \(\omega\), and in the approximation being considered, it is described by a vector \(\vec{a} \in V\) from a vector space \(V\), evolving according to the harmonic oscillations law with the frequency \(\omega\).

It is assumed that under the motion of the particle the oscillating vector of inner state \(\vec{a} \in V\) is transferred parallel to itself with a trivial connection. Hence, if we fix \(\vec{e}\), the direction of the vector \(\vec{a}\), then the remaining degrees of freedom of the vector \(\vec{a} = \vec{e}A \cos(\omega \tau + \alpha)\) oscillating in the proper time \(\tau\), are given by the amplitude \(A\) and the phase \(\omega \tau + \alpha\). The amplitude and the phase provide, in the standard way, the complex number \(\varphi = A \exp(-i(\omega \tau + \alpha)) \in C\), where \(i\) is the imaginary unit. The minus sign before the exponent is chosen so as to make the final expressions taking the form familiar in physics. The complex number \(\varphi \in C\) determines the inner state vector uniquely by the formula \(\vec{a} = \vec{e} \ast \text{Re}(\varphi)\), where \(\text{Re}(\varphi)\) is the real part of the complex number \(\varphi\).

Thus, under the assumptions considered, a state of the process at the
moment of time $t$ is described by the distribution $\varphi(x, p, t) \in C$, where $(x, p) \in R^6$ are the coordinates and the momenta of the particle, and $\varphi$ is a complex number providing the inner state vector of the particle at a point of the phase space of the particle at the moment of time $t$.

The quantity $|\varphi(x, p, t)|^2 = A^2(x, p, t)$ is proportional to the energy distribution of inner oscillations of the particle in the phase space at the moment $t$, where $|\varphi|$ denotes the absolute value of the complex number $\varphi$, and $A$ is the amplitude of inner harmonic oscillations. In the paper, we study the evolution process of the distribution $\varphi$ and respectively of $|\varphi|^2$.

Let us now proceed to the assumptions on actions on the particle forcing it to change its state.

The particle is acted on by an external force field given by the potential function $V(x)$. Besides that, the particle moves in a medium being in heat equilibrium with the temperature $T$ and the medium resistance $\beta$. The particle performs the Brownian motion. If we denote by $f(x, p, t)$ the density of the probability distribution of the particle in the phase space at the moment of time $t$, then this density $f(x, p, t)$ for our Brownian motion should satisfy the standard Klein–Kramers equation \[1, 2\]:

$$
\frac{\partial f}{\partial t} = \sum_{k=1}^{3} \left( \frac{\partial H}{\partial x_k} \frac{\partial f}{\partial p_k} - \frac{\partial H}{\partial p_k} \frac{\partial f}{\partial x_k} \right) + \beta \frac{\partial}{\partial p_k} \left( p_k f + k_B T m \frac{\partial f}{\partial p_k} \right),
$$

(1)

where $H = \sqrt{m^2 c^2 + p^2} + V(x)$ is the Hamilton function; $m$ is the mass of the particle; $k_B$ is the Boltzmann constant.

Thus, the origin of the vector of inner state of the particle performs the Brownian motion given by equation (1).

Let us now consider how the phase of the inner state vector of the particle evolves.

It is assumed that the phase of the inner state vector of the particle moves with a constant large velocity $\omega$ in the coordinate system related with the moving particle. That is, in this coordinate system the complex number $\varphi$, corresponding to the inner state vector of the particle, evolves according to the formula $\varphi = \varphi_0 \exp(-i \omega \tau)$, where $i$ is the imaginary unit, $\tau$ is the proper time of the particle.

It is also assumed that the velocity $\omega$ is so large that the effects of special relativity can influence on the phase of the inner state vector of the particle even for small velocities of the motion of the particle itself.

Let us express the proper time $\tau$ of the particle, i. e. the time in the coordinate system related to the moving particle, through the time $t$ in the
stationary coordinate system by formulas of special relativity. If a particle
with the coordinates \(x = (x_1, x_2, x_3)\) moves with the velocity \(v = (v_1, v_2, v_3)\),
then, according to the formulas of special relativity, the proper time is ex-
pressed through the time \(t\) of the observer by the following formula:
\[
\tau = \frac{t - (x v/c^2)}{\sqrt{1 - (v^2/c^2)}},
\]
respectively,
\[
d\tau = \frac{dt - (v/c^2)dx}{\sqrt{1 - (v^2/c^2)}},
\]
where \(x v = x_1 v_1 + x_2 v_2 + x_3 v_3\) is the scalar product of the vectors \(x\) and \(v\);
\(c\) is the light velocity. Note that according to special relativity theory,
the proper time of the particle is not changed under the change of its velocity.
Hence the latter formula has no summand with the factor \(dv\).

For the free particle with the momentum \(p = (p_1, p_2, p_3)\) and the rest
mass \(m\), the energy \(E = c\sqrt{p^2 + m^2c^2}\) and, respectively,
\[
v = \frac{\partial E}{\partial p} = \frac{pc}{\sqrt{p^2 + m^2c^2}}, \quad \sqrt{1 - \frac{v^2}{c^2}} = \frac{mc}{\sqrt{p^2 + m^2c^2}} = \frac{mc^2}{E}.
\]

Substituting these expressions into (2), after transformations we obtain:
\[
\tau = \frac{Et - xp}{mc^2} \quad \text{and} \quad d\tau = \frac{Edt - pdx}{mc^2}.
\]

The next important assumption is that formula (4) holds not only for the
free motion of the particle but also for motion in the potential force field
(at least in the case when the potential energy is much smaller than the rest
energy of the particle, i.e. when \(V(x) \ll mc^2\)), if instead of \(E\) we substitute
into this formula the Hamilton function \(H = E + V(x)\). We obtain:
\[
\tau = \frac{Ht - xp}{mc^2} \quad \text{and} \quad d\tau = \frac{Hdt - pdx}{mc^2}.
\]

Let us consider the distribution in the phase space of complex vectors
\(\varphi(x, p, t)\), whose arguments change with constant velocity \(\omega\) in the proper
time. If \(\varphi(x, p, t) = \varphi_0\), for \(\tau = 0\), then
\[
\varphi(x, p, t) = \varphi_0 \exp(-i\omega\tau).
\]
Substituting formula (4) into this expression and denoting
\[
h \overset{def}{=} mc^2/\omega,
\]
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we obtain
\[ \varphi(x, p, t) = \varphi_0 \exp(-i\omega\tau) = \varphi_0 \exp\left(-\frac{i\omega(Ht - xp)}{mc^2}\right) = \varphi_0 \exp\left(-\frac{i(Ht - xp)}{\hbar}\right). \] (8)

Denote by \( D_{x_k} \) and \( D_{p_k} \), for \( k = 1, 2, 3 \), the differentiation operators of \( \varphi(x, p, t) = \varphi_0 \exp(-i\omega\tau) \) under infinitely small parallel transport (shift) of \( \varphi \) by \( dx_k \) and \( dp_k \), respectively, without the change of the proper time \( \tau \). Formulas (4) and (8) imply that
\[ D_{x_k} = \partial/\partial x_k - ip_k/\hbar \quad \text{and} \quad D_{p_k} = \partial/\partial p_k, \quad \text{where} \quad k = 1, 2, 3. \] (9)

Note also that such coordinate and momenta shift operators do not commute. The commutators of their differential operators read as follows:
\[ [D_{p_k}, D_{x_k}] = -i/\hbar \quad \text{and} \quad [D_{p_k}, D_{x_j}] = 0, \quad \text{where} \quad k \neq j \quad \text{and} \quad k, j = 1, 2, 3. \]

Thus, such coordinate and momenta shifts of the wave functions \( \varphi \) on the phase space realize a representation of the Heisenberg group. This representation was considered by E. Prugovecki in the paper [3].

Now we are completely ready to present the modified Klein–Kramers equation modelling the studied process of distribution of amplitudes and phases of inner harmonic oscillations in the phase space. We have seen that the state of the process at each moment of time \( t \) is given by a complex valued function \( \varphi(x, p, t) \) on the phase space \((x, p) \in \mathbb{R}^6\). The energy distribution of these harmonic oscillations in the phase space is proportional to \(|\varphi(x, p, t)|^2\), and evolution of the function \( \varphi(x, p, t) \) in time is given by the following modified Klein–Kramers equation:
\[
\frac{\partial \varphi}{\partial t} = \sum_{k=1}^{3} \left( \frac{\partial H}{\partial x_k} D_{x_k} \varphi - \frac{\partial H}{\partial p_k} D_{p_k} \varphi \right) - \frac{i}{\hbar} H \varphi + \frac{\beta}{m} \sum_{k=1}^{3} D_{p_k} \left( i\hbar D_{x_k} \varphi + k_B T m D_{p_k} \varphi \right), \tag{10}
\]
where \( \hbar = mc^2/\omega \).

The modified Klein–Kramers equation is obtained from the Klein–Kramers equation (1) by replacement of the operators \( \partial/\partial x_k \) and \( \partial/\partial p_k \) by the differentiation operators (9) \( D_{x_k} \) and \( D_{p_k} \), respectively, by addition to the
right hand side of the summand $-(i/\hbar)H\varphi$ and the replacement in the diffusion operator of multiplication operator of the function $\varphi$ by $p_k$ by the action of the operator $i\hbar D_{x_k} = (p_k + i\hbar \partial/\partial x_k)$ on the function $\varphi$.

The adding of the summand $-(i/\hbar)H\varphi$ is related to the fact that $\varphi$ describes the harmonic oscillations of the particle at the point $(x,p)$ with the frequency $\omega$ in the form $\varphi = \varphi_0 \exp(-i\omega \tau)$ in the proper time $\tau$ of the particle or in the form $d\varphi = -i\omega \varphi d\tau$. And according to formula (5) one has $d\tau = (H/(mc^2))dt$ for $dx = 0$.

After substitution into (10) of expressions (9) for $D_{x_k}$ and $D_{p_k}$, the modified Klein–Kramers equation is represented in the following form:

$$\frac{\partial \varphi}{\partial t} = A\varphi + \gamma B\varphi,$$

$$A\varphi = \sum_{k=1}^{3} \left( \frac{\partial H}{\partial x_k} \frac{\partial \varphi}{\partial p_k} - \frac{\partial H}{\partial p_k} \left( \frac{\partial}{\partial x_k} - \frac{i p_k}{\hbar} \right) \varphi \right) - \frac{i}{\hbar} H\varphi$$

$$B\varphi = \sum_{k=1}^{3} \frac{\partial}{\partial p_k} \left( (p_k + i\hbar \frac{\partial}{\partial x_k}) \varphi + k_B T m \frac{\partial \varphi}{\partial p_k} \right);$$

$H(x,p) = c\sqrt{m^2c^2 + p^2} \approx mc^2 + p^2/(2m)$ is the Hamilton function of the system; $i$ is the imaginary unit; $\hbar$ by definition equals $mc^2/\omega$; the parameter $\gamma = \beta/m$ is the specific resistance coefficient of the medium, i.e. the medium resistance coefficient $\beta$, per unit of mass $m$ of the particle; $k_B$ is the Boltzmann constant; $T$ is the temperature of the medium in which the particle moves.

The modified Klein–Kramers equation has been considered in [5, 6, 7]. For the sake of completeness we shall present some results of these papers in the present paper.

Let us first consider the case when $\gamma = \beta/m$ is a large quantity, i.e. when the contribution of the operator $B$ into the general process of evolution of the wave function is large. The main result obtained under this assumption is that the motion described by equation (11) asymptotically decomposes into a rapid motion and a slow one. The result of the rapid motion is that the arbitrary wave function $\varphi(x,p,0)$ reaches at the time of order $1/\gamma$ the subspace of eigenfunctions of the operator $B$ with eigenvalue $0$. This subspace is parameterized by functions $\psi(x)$, depending only on coordinates $x$. The slow motion takes place already in the subspace of such functions. That is,
the rapid motion yields stationary solutions of the diffusion equation

\[ \frac{\partial \varphi}{\partial t} = \gamma B \varphi = \gamma \sum_{k=1}^{3} \frac{\partial}{\partial p_k} \left( \left( p_k + i \hbar \frac{\partial}{\partial x_k} \right) \varphi + k_B T m \frac{\partial \varphi}{\partial p_k} \right) = 0. \]  

Let us state a more exact statement.

**Theorem 1.** Let \( \varphi(x,p,0) \) be a complex valued function on the phase space whose Fourier transform with respect to \( x \) tends to 0 as \( p \to \infty \). The solution \( \varphi(x,p,t) \) of the diffusion equation (14) exponentially in time with the index \( -\gamma t \), i.e. at the time of order \( \frac{1}{\gamma} \), goes to the function \( \varphi_0 = P_0 \varphi \), of the following form:

\[ \varphi_0 = P_0 \varphi = \frac{1}{(2\pi\hbar)^3} \left( \frac{k_B T m}{\pi \hbar^2} \right)^{3/2} \int_{\mathbb{R}^3} \psi(y) e^{-\frac{k_B T m (x-y)^2}{2\hbar^2}} e^{i p(x-y)} dy, \]  

where \( \psi(y) = \left( \frac{\pi \hbar^2}{k_B T m} \right)^{3/2} \int_{\mathbb{R}^3} \varphi(y,p,0) dp. \)

The functions of the form (15) form a linear subspace of stationary functions for equation (14) in the space of functions \( \varphi(x,p) \). This subspace is parameterized by functions \( \psi(y) \), depending only on coordinates \( y \in \mathbb{R}^3 \). The operator \( P_0 \) is the projection operator onto this subspace.

Proof of Theorem 1 is given in Appendix 1 to this paper.

The constant before integral in formula (16) is chosen so that the following equality holds:

\[ \int_{\mathbb{R}^6} |\varphi_0(x,p)|^2 dxdp = \int_{\mathbb{R}^3} |\psi(y)|^2 dy. \]

The representation of the Galileo group on the subspace of functions of the form (15), but without using the medium temperature parameter in the formula, has been considered by E. Prugovecki in [3], and the generalization of this representation has been used by him in [4] for unification of quantum mechanics and relativity theory.

**Theorem 2.** The motion described by equation (14) decomposes asymptotically for large \( \gamma \) into a rapid motion and a slow one. After the rapid motion the function \( \varphi(x,p,0) \) goes at the time of order \( \frac{1}{\gamma} \) to the function \( P_0 \varphi \) from Theorem 1.

The slow motion starting with the function \( P_0 \varphi \) of the form (15) with nonzero function \( \psi(y) \) goes in the subspace of such functions, and is parameterized by the function \( \psi(y,t) \) depending on time. This function \( \psi(y,t) \)
satisfies the Schrödinger equation of the form \( i\hbar \partial \psi / \partial t = \hat{H} \psi \), where

\[
\hat{H} \psi = -\sum_{k=1}^{3} \frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial y_k^2} + V(y) \psi + mc^2 \psi - \frac{3kT}{2} \psi + O(1/\gamma); \tag{17}
\]

\( \hat{H} \) is an operator differing from the standard Hamilton operator by constant summands.

Proof of Theorem 2 is given in Appendix 2 to this paper.

Note that in this model, reversibility of the quantum process given by the operator (17) is the result of description of a non-invertible process given by equations (11, 12, 13), but in the 0-approximation with respect to the parameter \( 1/\gamma \).

We shall not use what follows, but one would like to mention that in [7] one considers the approximation of the operator \( \hat{H} \) from Theorem 2 with precision up to \( O(1/\gamma^2) \), and one states that in the motion described by equation (11), there is a more slow motion determined by dissipation of the process, after which any superposition of eigenstates of the Hamilton operator goes to one of eigenstates. This motion corresponds in quantum mechanics to the decoherence process [8]. In the same paper an assumption has been made that the mixed heat equilibrium state (the Gibbs state) arises in the additional much more slow motion of this process due to the heat action of the medium and the transitions between the eigenstates of the Hamilton operator due to large random deviations.

There is a lot of papers devoted to the study of processes described by the Klein–Kramers equation. The remarkable surveys of this subject are the papers [9, 10]. It is typical for such processes that they are represented in the form of rapid and slow motions, and also that jumps between quasi-stationary states occur.

Let us now consider the case when \( \gamma = 0 \). In this case, the modified Klein–Kramers equation (11, 12, 13) is represented as follows:

\[
\frac{\partial \varphi}{\partial t} = \sum_{k=1}^{3} \left( \frac{\partial H}{\partial x_k} \frac{\partial \varphi}{\partial p_k} - \frac{\partial H}{\partial p_k} \left( \frac{\partial}{\partial x_k} - \frac{ip_k}{\hbar} \right) \varphi \right) - \frac{i}{\hbar} H \varphi. \tag{18}
\]

Let us introduce the notation \( \rho = |\varphi|^2 = \varphi \varphi^* \), where the sign \( * \) denotes the operation of complex conjugation. According to our definitions, the function \( \rho \) describes the distribution of energy of inner harmonic oscillations of the particle in the phase space.
Theorem 3. If the function \( \varphi \) satisfies the modified Klein–Kramers equation for \( \gamma = 0 \), i.e., equation (18), then \( \rho = \varphi \varphi^* \) satisfies the classical Liouville equation:

\[
\frac{\partial \rho}{\partial t} = \sum_{k=1}^{3} \left( \frac{\partial H}{\partial x_k} \frac{\partial \rho}{\partial p_k} - \frac{\partial H}{\partial p_k} \frac{\partial \rho}{\partial x_k} \right).
\] (19)

Proof. Let us apply to both sides of equation (18) the operation of complex conjugation. We obtain:

\[
\frac{\partial \varphi^*}{\partial t} = \sum_{k=1}^{3} \left( \frac{\partial H}{\partial x_k} \frac{\partial \varphi^*}{\partial p_k} - \frac{\partial H}{\partial p_k} \left( \frac{\partial}{\partial x_k} + \frac{ip_k}{\hbar} \right) \varphi^* \right) + \frac{i}{\hbar} H \varphi^*.
\] (20)

By the property of derivative of a product, we have:

\[
\frac{\partial \rho}{\partial t} = \frac{\partial (\varphi \varphi^*)}{\partial t} = \varphi^* \frac{\partial \varphi}{\partial t} + \varphi \frac{\partial \varphi^*}{\partial t}.
\]

If we substitute into this expression instead of \( \partial \varphi / \partial t \) and \( \partial \varphi^* / \partial t \) their expressions by formulas (18) and (20) respectively, open the brackets, join the similar terms and join in groups, taking \( \partial H / \partial x_k \) and \( \partial H / \partial p_k \) out of brackets, then we obtain the required expression (19).

Theorem 3 implies that if the particle in the medium does not interact with the medium \( (\gamma = 0) \), then the energy distribution of inner harmonic oscillations of the particle moves along the classical trajectories of the particle. That is, in this model for an isolated particle not interacting with the medium, quantum effects do not arise.

3 Conclusion

In the paper we considered a mathematical model of the process of energy distribution in the phase space for inner harmonic oscillations of a particle in the Brownian motion. A state of such process is described by a complex valued function on the phase space of the particle.

It is shown that in the model considered, the process for \( \gamma = \beta / m \gg 1 \) decomposes into a rapid (of order \( 1 / \gamma \)) and a slow motions. After the rapid motion the system, starting with a state represented by arbitrary function on the phase space, goes to states represented by functions belonging to certain distinguished subspace. The elements of this distinguished subspace
correspond to functions depending only on coordinates (or only on momenta). The slow motion, starting with a nonzero function from this subspace, goes inside the subspace and is described by the usual Schrödinger equation.

If, on the contrary, the resistance of the medium per unit of mass of the particle is small, then in the considered model, the energy distribution density of oscillations satisfies the classical Liouville equation, which corresponds to the classical process.

Among the conclusions of this paper, one should mention the following ones.

In the presented model the processes described by the usual equations of quantum mechanics, arise as approximate descriptions, resulting from asymptotics of the processes studied here, of energy distribution of inner harmonic oscillations of the particle in its phase space under interaction with medium. Therefore, such processes can serve as a convenient model for processes of quantum mechanics.

The invertibility of quantum processes in this model is a result of approximate description of the process in θ-approximation with respect to the parameter $1/\gamma$.

And, finally, it is shown that if in this model one excludes interaction of the particle with the medium, then the process is described by the laws of classical mechanics.

Note also that in the presented model, one can consider the process with a small value of the parameter $\gamma$, when this process is already not exactly described by the laws of classical mechanics, but is not yet described by the laws of quantum mechanics.

It is also important to note that in the proposed model the value of the parameter $\hbar \overset{\text{def}}{=} mc^2/\omega$ is determined by the mass of the particle and the frequency of its inner oscillations and, in the general case, can be arbitrary. Moreover, for interacting particles the value $\hbar$ for each particle can be different. That is, the universality of the Planck constant $\hbar$ in quantum mechanics is not derived in this model, and for such derivation one needs additional conditions.

The approach proposed in this paper reminds the approach proposed in the paper [12], where one considered the model of quantum mechanics in the form of Brownian motion, but it uses the diffusion coefficient in the form of a complex number, and arising of complex numbers in the model has no substantiation.
Appendix

Appendix 1. Proof of Theorem 1

Let us substitute into equation (14) the presentation of \( \varphi(x,p,t) \) as a Fourier integral of the following form:

\[
\varphi(x,p,t) = \mathcal{F}_h \tilde{\varphi} \overset{\text{def}}{=} \frac{1}{(2\pi \hbar)^{3/2}} \int_{\mathbb{R}^3} \tilde{\varphi}(s,p,t) e^{isx/\hbar} ds,
\]

where \( \varphi(s,p,t) = \mathcal{F}_h^{-1} \varphi \overset{\text{def}}{=} \frac{1}{(2\pi \hbar)^{3/2}} \int_{\mathbb{R}^3} \varphi(x,p,t) e^{-isx/\hbar} dx. \)

We obtain that \( \tilde{\varphi}(s,p,t) \) satisfies the following equation:

\[
\frac{\partial \tilde{\varphi}}{\partial t} = \gamma \sum_{k=1}^{3} \frac{\partial}{\partial p_j} \left( (p_j - s_j) \tilde{\varphi} + k_B T m \frac{\partial \tilde{\varphi}}{\partial p_j} \right).
\]

The operator in the right hand side of this equation is well known (see, for example, [11]). This operator has a complete set of eigenfunctions in the space of functions tending to zero as \( |p| \) tends to infinity. The eigenvalues of this operator are the non-positive integers multiplied by \( -\gamma \), i.e. \( 0, -\gamma, -2\gamma, ... \). The eigenvalue 0 corresponds to eigenfunctions of the form

\[
\tilde{\varphi}_0(s,p) = \frac{1}{(2\pi)^{3/2}} \tilde{\psi}(s) \exp \left( -\frac{(p-s)^2}{2k_B T m} \right),
\]

where \( \tilde{\psi}(s) \) is an arbitrary complex valued function of \( s \in \mathbb{R}^3 \).

The remaining eigenfunctions are obtained as derivatives of the functions \( \tilde{\varphi}_0(s,p) \) with respect to \( p \), and have the eigenvalues \( -\gamma, -2\gamma, ... \) respectively, depending on the order of the derivative, and the projector \( P_0 \) onto the subspace of eigenfunctions with eigenvalue 0, up to a constant \( C \), reads as follows:

\[
\tilde{\varphi}_0(s,p) = P_0 \tilde{\varphi} = \frac{C}{(2\pi k_B T m)^{3/2}} \tilde{\psi}(s) e^{-\frac{(p-s)^2}{2k_B T m}}, \quad \text{where} \quad \tilde{\psi}(s) = \frac{1}{C} \int_{\mathbb{R}^3} \tilde{\varphi}(s,p) dp.
\]

Hence, considering equation (23) in the basis of eigenfunctions, we obtain that each solution \( \tilde{\varphi}(s,p,t) \) of this equation exponentially in time with index...
−1/γ tends to a stationary solution of the form \( \tilde{\varphi}_0 \). Thus, using the presentation \((21)\) of the function \( \varphi_0(x,p,t) \) through \( \tilde{\varphi}_0(s,p,t) \), we obtain that stationary solutions \( \varphi_0(x,p) \) of equation \((14)\) read as follows:

\[
\varphi_0(x,p) = \frac{1}{(2\pi \hbar)^{3/2}} \frac{C}{(2\pi k_B T_m)^{3/2}} \int_{\mathbb{R}^3} \tilde{\psi}(s) e^{-\frac{(p-s)^2}{2k_B T_m}} e^{i\frac{ps}{\hbar}} ds.
\]

Let us represent the function \( \tilde{\psi}(s) \), in its turn, in the form of the inverse Fourier transform:

\[
\tilde{\psi}(s) = \frac{1}{(2\pi \hbar)^{3/2}} \int_{\mathbb{R}^3} \psi(y) e^{-i\frac{sy}{\hbar}} dy.
\]

Substituting this expression into the previous expression and integrating over \( s \), we obtain:

\[
\varphi_0(x,p) = P_0 \varphi(x,p) = \frac{1}{(2\pi \hbar)^3} \frac{C}{(2\pi k_B T_m)^{3/2}} \int_{\mathbb{R}^6} \psi(y) e^{-\frac{k_B T_m(x-y)^2}{2\hbar^2}} e^{i\frac{yp}{\hbar}} dy,
\]

which coincides with formula \((15)\) of Theorem 1 up to the value of the constant \( C \). The value of the constant \( C \) can be arbitrary, but here it is chosen from the following equality:

\[
\int_{\mathbb{R}^6} \varphi_0 \varphi_0^\ast dx dp = \int_{\mathbb{R}^3} \psi \psi^\ast dy.
\]

Simple computations show that in this case one has

\[
C = \left( \frac{k_B T_m}{\pi \hbar^2} \right)^{3/2}.
\]

Note that the integral of the obtained expression \( P_0 \varphi \) with respect to \( dp \) yields \( C \psi(x) \). This implies that \( P_0^2 = P_0 \). That is, \( P_0 \) is a projection operator.

Theorem 1 is proved.

**Appendix 2. Proof of Theorem 2**

Consider the process given by equations \((11, 12, 13)\). For large \( \gamma \) the main contribution to the right hand side of this equation gives the operator \( B \). By
Theorem 1, if one does not take into account the contribution of the operator $A$, then a state of the process after the time of order $1/\gamma$ will be described by a function of the form (15).

Let $\varphi_0(x, p, t)$ be the function of the form (15) corresponding to the function $\psi(y, t)$. Let us substitute this expression $\varphi_0(x, p, t)$ into equations (11, 12, 13) instead of $\varphi$. Let us take into account that $B\varphi_0 = 0$, by Theorem 1. Then let us apply to both sides of the obtained equation the operation given by equality (16), i.e. let us take the integral of both parts over $p$, multiplying it by the constant standing before the integral in formula (16). We have:

$$
\frac{1}{(2\pi h)^3} \int_{\mathbb{R}^6} \frac{\partial \psi(y, t)}{\partial t} e^{-\frac{k_B T m (x-y)^2}{2h^2}} e^{ip(x-y)/h} dy dp =
$$

$$
= \frac{1}{(2\pi h)^3} \int_{\mathbb{R}^6} A\psi(y, t) e^{-\frac{k_B T m (x-y)^2}{2h^2}} e^{ip(x-y)/h} dy dp.
$$

Let us integrate the left hand side of this equality over $p$ and over $y$; noting that one has the delta function there, we obtain:

$$
\frac{\partial \psi(x, t)}{\partial t} = \frac{1}{(2\pi h)^3} \int_{\mathbb{R}^6} A\psi(y, t) e^{-\frac{k_B T m (x-y)^2}{2h^2}} e^{ip(x-y)/h} dy dp.
$$

Taking into account expression (12) for the operator $A$, we obtain from the latter equality and from additivity of integral:

$$
\frac{\partial \psi}{\partial t} = \frac{1}{(2\pi h)^3} \int_{\mathbb{R}^6} \left( \sum_{j=1}^{3} \frac{\partial V}{\partial x_j} \frac{\partial}{\partial p_j} - \frac{p_j}{m} \frac{\partial}{\partial x_j} \right) \psi(y, t) e^{-\frac{k_B T m (x-y)^2}{2h^2}} e^{ip(x-y)/h} dy dp = I_1 + I_2 + I_3 + I_4, \quad \text{where} \quad (25)
$$

$$
I_1 = \frac{1}{(2\pi h)^3} \int_{\mathbb{R}^6} \sum_{j=1}^{3} \frac{\partial V(x)}{\partial x_j} \frac{\partial}{\partial p_j} \left( \psi(y, t) e^{-\frac{k_B T m (x-y)^2}{2h^2}} e^{ip(x-y)/h} \right) dy dp; \quad (26)
$$

$$
I_2 = -\frac{1}{(2\pi h)^3} \int_{\mathbb{R}^6} \sum_{j=1}^{3} \frac{p_j}{m} \frac{\partial}{\partial x_j} \left( \psi(y, t) e^{-\frac{k_B T m (x-y)^2}{2h^2}} e^{ip(x-y)/h} \right) dy dp; \quad (27)
$$

$$
I_3 = -\frac{i}{\hbar} \frac{1}{(2\pi h)^3} \int_{\mathbb{R}^6} \left( m c^2 + V(x) \right) \psi(y, t) e^{-\frac{k_B T m (x-y)^2}{2h^2}} e^{ip(x-y)/h} dy dp; \quad (28)
$$

$$
I_4 = \frac{i}{\hbar} \frac{1}{(2\pi h)^3} \int_{\mathbb{R}^6} \sum_{j=1}^{3} \frac{p_j^2}{2m} \psi(y, t) e^{-\frac{k_B T m (x-y)^2}{2h^2}} e^{ip(x-y)/h} dy dp. \quad (29)
$$
Consider the integral $I_1$ given by expression (26). Let us exchange summation and integration, take out of the sign of integral the expressions not depending on integration variables, compute derivatives with respect to $p_j$, and integrate the remaining integrals over $p$ and $y$. We obtain:

$$I_1 = \frac{1}{(2\pi \hbar)^3} \sum_{j=1}^{3} \frac{\partial V(x)}{\partial x_j} \int_{\mathbb{R}^6} \psi(y,t) i\frac{(x_j - y_j)}{\hbar} e^{-\frac{k_B T m (x-y)^2}{2\hbar^2}} e^{ip(x-y)/\hbar} dy dp = 0 \ (30)$$

Consider the integral $I_2$ given by expression (27). Let us exchange summation and integration in it, take the factor $1/m$ out of the sum and integral signs, take the derivatives with respect to $x_j$ out of the sign of integral, replace the expressions $p_j \exp(ip(x-y)/\hbar)$ by the equal expressions $i\bar{\hbar} \frac{\partial}{\partial y_j} \exp(ip(x-y)/\hbar) / (\partial y_j)$, and integrate the obtained integrals by parts. We have:

$$I_2 = -\frac{1}{m(2\pi \hbar)^3} \sum_{j=1}^{3} \frac{\partial}{\partial x_j} \int_{\mathbb{R}^6} \psi(y,t) e^{-\frac{k_B T m (x-y)^2}{2\hbar^2}} \frac{i\hbar}{\partial y_j} \left(e^{ip(x-y)/\hbar}\right) dy dp$$

$$= -\frac{i\hbar}{m(2\pi \hbar)^3} \sum_{j=1}^{3} \frac{\partial}{\partial x_j} \int_{\mathbb{R}^6} \frac{\partial \psi(y,t)}{\partial y_j} e^{-\frac{k_B T m (x-y)^2}{2\hbar^2}} e^{ip(x-y)/\hbar} dy dp$$

$$+ \frac{i\hbar}{m(2\pi \hbar)^3} \sum_{j=1}^{3} \frac{\partial}{\partial x_j} \int_{\mathbb{R}^6} \psi(y,t) \frac{k_B T m}{\hbar^2} (x_j - y_j) e^{-\frac{k_B T m (x-y)^2}{2\hbar^2}} e^{ip(x-y)/\hbar} dy dp$$

$$= -\frac{i\hbar}{m} \sum_{j=1}^{3} \frac{\partial^2 \psi(x,t)}{\partial x_j^2}. \ (31)$$

Consider the integral $I_3$ given by expression (28). Let us take out of the integral sign in it the expressions not depending on integration variables, and integrate the remaining integral over $p$ and $y$. We obtain:

$$I_3 = -\frac{i}{\hbar} (mc^2 + V(x)) \left(\frac{1}{(2\pi \hbar)^3}\right) \int_{\mathbb{R}^6} \psi(y,t) e^{-\frac{k_B T m (x-y)^2}{2\hbar^2}} e^{ip(x-y)/\hbar} dy dp$$

$$= -\frac{i}{\hbar} (mc^2 + V(x)) \psi(x,t). \ (32)$$

Consider the integral $I_4$ given by expression (29). Let us exchange summation and integration in it, take the factor $1/2m$ out of the sum and integral signs, replace the expression $p_j^2 \exp(ip(x-y)/\hbar)$ by the equal expression
through the second derivatives with respect to $y_j$ of the form $\hbar^2 \frac{\partial^2 \exp(i p (x - y) \hbar)}{\partial y_j^2}$, and integrate the obtained integrals by parts with respect to $y_j$. We have:

$$I_4 = -\frac{i}{2m \hbar (2\pi \hbar)^3} \sum_{j=1}^{3} \int_{\mathbb{R}^6} \psi(y, t) e^{-\frac{k_B T m (x - y)^2}{2\hbar^2}} \hbar^2 \frac{\partial^2}{\partial y_j^2} e^{ip(x - y) / \hbar} dy dp$$

$$= -\frac{i\hbar}{2m (2\pi \hbar)^3} \sum_{j=1}^{3} \int_{\mathbb{R}^6} \left( \frac{\partial^2 \psi}{\partial y_j^2} + \frac{2k_B T m}{\hbar^2} (x_j - y_j) \frac{\partial \psi}{\partial y_j} \right.
+ \left( \frac{k_B T m}{\hbar^2} \right)^2 (x_j - y_j)^2 \psi - \frac{k_B T m}{\hbar^2} \psi) \times e^{-\frac{k_B T m (x - y)^2}{2\hbar^2}} e^{ip(x - y) / \hbar} dy dp$$

$$= -\frac{i\hbar}{2m} \left( \sum_{j=1}^{3} \frac{\partial^2 \psi(x, t)}{\partial x_j^2} - 3 \frac{k_B T m}{\hbar^2} \psi(x, t) \right). \quad (33)$$

Let us substitute the obtained expressions for the integrals $I_1, I_2, I_3, I_4$ into equality (25), join the similar terms, and multiply both parts of the equality by $i\hbar$. We obtain,

$$i\hbar \frac{\partial \psi}{\partial t} = -\sum_{j=1}^{3} \frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x_j^2} + V \psi + mc^2 \psi - \frac{3k_B T}{2} \psi,$$

which coincides with equality (17) required in Theorem 2.
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