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Abstract

Many policies allocate harms or benefits that are uncertain in nature: they produce distributions over the population in which individuals have different probabilities of incurring harm or benefit. Comparing different policies thus involves a comparison of their corresponding probability distributions, and we observe that in many instances the policies selected in practice are hard to explain by preferences based only on the expected value of the total harm or benefit they produce. In cases where the expected value analysis is not a sufficient explanatory framework, what would be a reasonable model for societal preferences over these distributions? Here we investigate explanations based on the framework of probability weighting from the behavioral sciences, which over several decades has identified systematic biases in how people perceive probabilities. We show that probability weighting can be used to make predictions about preferences over probabilistic distributions of harm and benefit that function quite differently from expected-value analysis, and in a number of cases provide potential explanations for policy preferences that appear hard to motivate by other means. In particular, we identify optimal policies for minimizing perceived total harm and maximizing perceived total benefit that take the distorting effects of probability weighting into account, and we discuss a number of real-world policies that resemble such allocational strategies. Our analysis does not provide specific recommendations for policy choices, but is instead fundamentally interpretive in nature, seeking to describe observed phenomena in policy choices.

1 Introduction

Societies frequently wrestle with tough decisions regarding the allocation of benefits or burdens among their populations (see, e.g., [Calabresi and Bobbitt 1978, Viscusi 2018]). These decisions—particularly those that involve harm—are immensely difficult yet often unavoidable. As Sunstein 2003 points out, governments regularly pursue policies that lead to harms, including death, among the public:

*If government allows new highways to be built, it will know that people will die on those highways; if government allows new power plants to be built, it will know that some people will die from the resulting pollution. [...] Of course it would make sense, in most or all of these domains, to take extra steps to reduce risks. But that proposition does not support the implausible claim that we should disapprove, from the moral point of view, of any action taken when deaths are foreseeable.*
These considerations remain true even when the prospective harms are reduced as much as possible; to the extent that they haven’t been eliminated altogether, we must reason about the impact of policies that produce foreseeable harms.

To make matters more complicated, many of these allocations deal in probabilities of some outcome occurring: when we raise the speed limit by a certain amount, for example, we can estimate to some approximate level the number of additional traffic fatalities that will result [Farmer, 2019], but we can say much less about who in particular will die. Thus, for matters involving harm, the policy process necessarily involves a set of choices (even if these choices arise only implicitly) between different distributions of harm over the population. For example, policy $P$ might produce a probability $p_i$ that individual $i$ is harmed, while policy $Q$ might produce a probability $q_i$ that individual $i$ is harmed, for each individual in the population. (To keep the discussion simple, we will think about a single kind of “harm” that can befall people as a result of the policy, rather than adding the complexity of different degrees of harm.)

Comparing probability distributions resulting from different policies How should we compare the two distributions of harm that arise from policies $P$ and $Q$, respectively? Much of the work that underpins mathematical models in these domains, including many of the loss functions that go into algorithmic decisions, tend to be based on expected cost—the idea that we should favor the policy that produces the lower expected harm. In our case, policy $P$ produces a sequence of probabilities $(p_1, p_2, \ldots, p_n)$ over the $n$ members of the population, and its expected harm is the sum $p_1 + p_2 + \cdots + p_n$; we can write a similar expression for the probabilities of harm $(q_1, q_2, \ldots, q_n)$ produced by policy $Q$.

Of course, real-life policymaking is complex, and it is not clear that minimization of expected harm is typically the chief criterion in selecting among policy options. But there is also a more basic problem with using expected harm as the criterion: many policy questions about competing distributions of harm begin after we’ve already reduced the total amount of harm to a roughly fixed, low target level, and so the debate is between distributions that all have the same expected level of harm. How, then, should we think about preferences between these competing policy proposals?

An example: The Selective Service System We can see the outlines of such debates in a number of settings where a risk of harm is being allocated across a population. In the policies for drafting people into the military in the United States, for example, the government has considered a number of different implementations for randomizing the selection of inductees. (Here, required service in the military is the cost, or harm, that is being allocated according to a probability distribution.) Under a given policy $P$, individual $i$ would learn that they had a probability $p_i$ of being drafted. Crucially, difficult questions about the implementations of draft systems persist regardless of the desired size of the military; that is, for a given size of the military, the sum of the draft probabilities $p_i$ over the population is pinned to this number, but some distributions of these probabilities have been nonetheless viewed as preferable to others.

What accounts for these preferences? We note that discussions of revisions to the draft framed uncertainty itself as a cost being borne by members of the population. As the U.S. Selective Service System notes, prior to the introduction of a structured process for randomization, men knew only that they were eligible to be drafted from the time they turned 18 until they reached age 26: “[t]his lack of a system resulted in uncertainty for the potential draftees during the entire time they were within the draft-eligible age group. All throughout a young man’s early 20’s he did not know if he would be drafted.” The systems that were subsequently introduced specified priority groups according to age, which had the effect of deliberately producing non-uniform probabilities of being drafted; under these systems, some people learned that their probability of being drafted was higher than average, and others learned that their

\[1\] Under U.S. law, only men are, or have ever been, required to register for the draft.
probability was lower than average. Viewed in terms of distributions, these policy changes had the effect of concentrating the probabilities more heavily on a subset of the eligible population, rather than diffusing the probabilities more evenly across everyone. The quote from the Selective Service System points out that a process that diffuses probabilities too widely seems to create unnecessary (and harmful) levels of uncertainty; but there are, of course, corresponding objections that could be raised to processes that concentrate probabilities too heavily on too small a group.

An abstraction of these questions would therefore consider multiple probability distributions of harm—for example, policy $P$ producing $(p_1, p_2, \ldots, p_n)$, policy $Q$ producing $(q_1, q_2, \ldots, q_n)$, and perhaps others—and ask which of these should be preferred as a choice for society. In posing such questions, we are guided by the belief that studying reactions to distributions of harm should draw closely on those parts of the behavioral sciences that have considered how people subjectively evaluate probabilities. We therefore develop a framework based on the concept of probability weighting from behavioral economics.

Our model will allow us to evaluate the Selective Service System’s argument, and similar arguments in other domains, at a broad level—the contention that completely uniform randomization over the draft-eligible population is a sub-optimal policy because the cumulative level of uncertainty felt by the population is unnecessarily high. At first glance, this argument is counter-intuitive: since the size of the military is the same under all the draft policies being considered, isn’t the cumulative level of uncertainty felt by the population also the same under all policies? On closer inspection, though, we find that this decision—to shift the probabilities in a non-uniform direction, and to interpret this as reducing cumulative uncertainty—is very much consistent with the predictions of probability weighting.

A stylized example To further motivate the models that follow, we can adapt our discussions about harm allocations—and complex scenarios such as the military draft—into a stylized example in which a fixed amount of harm must be allocated across a given population. We will argue that different allocations of harm have very different subjective resonances, and it is these differences that behavioral theories of probability weighting aim to illuminate.

Thus, as a thought experiment, consider the following hypothetical example. Suppose we need to allocate 1 unit of harm among 100 individuals. For simplicity, let’s assume all 100 individuals are equally deserving and willing to bear the harm. We might allocate the harm to one specific person (say, Bob), while giving the other 99 people certainty that they are not at risk—hence the probability distribution $(1, 0, \ldots, 0)$. Feeling sorry for Bob, we might instead divide the risk between him and another member of the population, Chloe—and ultimately flip a coin to decide which of them is to bear the harm, while the other 98 people are free and clear; i.e. the distribution $(1/2, 1/2, 0, \ldots, 0)$. Or we could have a third person, David, join Bob and Chloe in the risk pool, lowering the risk for each of them to one-third $(1/3, 1/3, 1/3, 0, \ldots, 0)$. Finally, we might allocate the risk evenly among all 100 individuals, and select the recipient of the harm by random lottery: $(0.01, \ldots, 0.01)$.

How might a policymaker select among these policies? Each of them, ultimately, results in the same amount of harm (1 unit) befalling the population, yet they strike us as intuitively quite different. We may consider it blatantly unfair to single Bob out as a certain victim by concentrating the risk completely on him; and indeed, a long line of work in psychology on the so-called identifiable victim effect suggests that we tend to find such outcomes particularly troubling [Jenni and Loewenstein, 1997].

### Footnotes

2 Specifically, men were drafted according to “priority year,” with the youngest men being drafted first. During the year a man was 20 years old, he was in the top priority group, with reduced likelihood of being called up each subsequent year. Within each group, call-up order was randomized by lottery according to birthday.

3 Philosophy has also grappled with the observation that we tend to recoil at the idea of, for example, harvesting one person’s organs to save the lives of five other people. Such cases reveal an intuitive distaste for distributions that aim to reduce the overall amount of harm experienced by a population by focusing those harms on a small
On the other hand, a random lottery distributes the risk equally among all 100 individuals—but in the interim, it forces everybody to worry about their chances of being harmed. (This is the form of uncertainty, and corresponding psychological cost, that the Selective Service System was concerned with in our example of the draft lottery.) The second and third options provide intermediate alternatives. In the second alternative, no one person is harmed with certainty, while at the same time, the smallest possible number of individuals need bear the risk.

The fact that we may prefer some of the above alternatives to others immediately suggests that a cost-benefit analysis based on expected harm is not sufficient to capture our intuitions—since all the options involve the same expected amount of harm. Likewise, our intuitive reactions to these different proposals do not neatly map onto common concerns with distributive justice, where we tend to worry about the relative impact of allocations on different social groups or subgroups within the population, given existing social inequalities. In this case, our reactions have nothing to do with any details about who Bob, Chloe, and Dave happen to be or the social groups to which they belong. What we perceive to be the more desirable allocation instead seems to rest on how we perceive the benefits or harms of being subject to uncertain outcomes.

An interpretive analysis  Our intention in exploring people’s subjective perceptions of risk probabilities is, emphatically, *not* to prescribe a “best” mode of allocating probabilities of risk, nor to endorse the underlying policy decisions that give rise to a need to allocate such risk in the first place, nor to treat superficially the variety of other procedural and moral concerns that attend the allocation of harms and benefits to people. Ours is a purely interpretive undertaking; we find that preferences for certain allocation policies involving probabilities are difficult to explain unless we take probability weighting into account.

Policy experts disagree about the extent to which cognitive errors ought to be explicitly incorporated into account in public decision-making. While some consider it foolish to base policies on what are essentially misunderstandings, others suggest that we might reasonably consider the “psychic benefits” to the public of protecting against “imaginary” risks [Schneier 2008, Viscusi 2018, Portney 1992, Pollak 1998]. We stake no claim in this debate; our goal is to explore descriptively how people’s subjective perceptions of probabilities might impact preferences regarding such allocations—and how these impacts potentially explain peculiar real-life allocation policies. In this way, our work follows a style of research that seeks to shed light on observed policy outcomes by linking them to our behavioral understanding of latent human preferences for certain types of outcomes over others (see, e.g., Srivastava et al. 2019, Zhu et al. 2018, Lee et al. 2018 for earlier work in this genre).

All of this still leaves us with a basic question. We have seen examples so far (with others to come) of policy-making favoring some level of randomization, while also steering away from completely uniform randomization that would spread risk of harm diffusely across a population. Is there a model that predicts this type of “intermediate” position that avoids both a concentration of risk on identifiable victims as well as too diffuse a distribution over the whole population? And can such a model be derived from known psychological models of human behavior? In this work we will argue that a preference for these types of intermediate distributions of risk can be derived naturally from the concept of probability weighting, one of the subset of people [Thomson 1976]. Note that our framework does not apply to these cases because concentrating costs in these instances actually reduces the total cost (e.g., reducing the total number of deaths from five to one); in our settings, the way a policy allocates harms does not affect the amount of harm imposed on the overall population.

4To put it differently, the purpose of our work is *not* to argue that probability-weighting tends to result in distributions that disproportionately harm members of specific social groups. Rather, we study human perceptions toward distributions that allocate the same type of harm unevenly across otherwise-equal individuals (without specifying their group memberships). As we show later in the paper, behavioral principles suggest why people have strong reactions to uneven distributions even when the specific people who are harmed by or benefit from the allocation do not belong to distinct social groups.
most empirically well-grounded human biases studied in behavioral economics [Kahneman and Tversky, 2013], to which we now turn.

Plan for the remainder of the paper  Motivated by the premise that understanding people’s perceptions of harm/benefit allocations are crucial in designing acceptable policies, we posit that models that solely rely on expected-value comparisons may miss crucial aspects of human perceptions toward uncertain allocations—which are in part shaped by probability weighting. As a result, expected-value optimizing algorithms may produce allocations that are behaviorally repugnant to people. Our model can partially explain these reactions using one of the fundamental principles in behavioral sciences. To our knowledge, our work is the first to explore the attractiveness of different uncertain allocation policies by exploring optimal allocations under probability weighing. We make several connections between the optimal allocation patterns suggested by our theory and real-world policy choices that would be otherwise difficult to explain. The rest of the paper is organized as follows: in Section 2, we provide an overview of theoretical models of probability weighting as they relate to our work. Section 3 introduces our new optimization-based framework, which utilizes probability weighting to understand preferences toward policies that lead to uncertain allocations. In Sections 4 and 5, respectively, we explore the implications of probability weighting in preferences toward distributions of harm and benefit, and discuss several real-world policy choices that align with the patterns suggested by our theory. We conclude in Section 6 with a brief summary and several directions for future work.

2 Probability Weighting

A model based on probability weighting  Probability weighting begins from the qualitative observation that people tend to overweight small probabilities—behaving as though they are larger than they actually are—and tend to underweight large probabilities—behaving as though they are smaller than they actually are. More generally, probability weighting is the premise that when faced with an uncertain event of probability \( p \), people will tend to behave with respect to this event—for example, when determining risks or evaluating gambles involving the event—as though its probability were not \( p \) but a value \( w(p) \), the weighted version of the probability. This weighting function \( w(p) \) has the two properties noted above: that \( w(p) \) is larger than \( p \) when \( p \) is small, and \( w(p) \) is smaller than \( p \) when \( p \) is large. If we think in terms of the graph of \( w(p) \) as a function of \( p \), people refer to these properties as the “inverse S-shaped” nature of the probability weighting curve. There are a number of different models that derive inverse S-shaped probability weighting curves from simple observations; one influential functional form was provided by Prelec [1998], who derived it from a set of underlying axioms about preferences for different types of gambles. (See Figure 1 for several examples of Prelec’s S-shaped probability weighting functions.) The concept of probability weighting has been invoked to explain a number of peculiar behavioral patterns; one of the canonical examples is people’s participation in gambling and lotto games [Quiggin, 1991, Kahneman, 2011].

We use probability weighting here to ask the following basic question. Suppose there are \( r \) units of harm to be allocated across a population of \( n \) people, and we are evaluating policies that assign individual \( i \) a probability \( p_i \) of receiving harm, subject to the constraint that the sum of \( p_i \) over all individuals \( i \) is \( r \). In the motivating settings discussed so far, it is natural

To elaborate further on this connection, note that the cost of buying a lotto ticket is always set to be higher than the expected benefit (i.e., the likelihood of winning times the prize), otherwise lottery owners would lose money. Nonetheless, people participate in these games in large numbers. Work in behavioral economics has advanced probability weighting as one explanation for this irrational behavior, via the tendency to over-weigh small probabilities—here the chance of winning the lottery [Quiggin, 1991, Kahneman, 2011].
Max. perceived benefit

| $r = 1$ | $(\delta, 0.5(1 - \delta), 0.5(1 - \delta), 0, \cdots, 0)$ for some $\delta < \min\{\ell, 1 - 2\ell\}$ | $(\frac{1}{n}, \frac{1}{n}, \cdots, \frac{1}{n})$ for all $n$ larger than a constant $q$ |
| $r > 1$ | $(\delta, \frac{r - \delta}{k}, \frac{r - \delta}{k}, \cdots, \frac{r - \delta}{k}, 0, \cdots, 0)$ for $k < n$, $\delta < \min\{\ell, r - k\ell\}$ | $(\frac{r - j - \gamma}{n - j - 1}, \cdots, \frac{r - j - \gamma}{n - j - 1}, \gamma, 1, \cdots, 1)$ for $\gamma > \max\{\ell, r - j - \ell(n - j - 1)\}$ |

Table 1: The summary of our findings regarding the allocation of probabilities across $n$ individuals for a probability weighting $w(.)$ that is monotone, concave up to an inflection point $\ell$, and convex beyond $\ell$.

to think of the cost borne by individual $i$ as the perceived probability $w(p_i)$—either because individual $i$ perceives it this way (via the psychological cost of their own uncertainty) or because the rest of society views it this way (via our discomfort at the idea that $i$ is an identifiable victim with a perceived probability $w(p_i)$ of being harmed). We can therefore ask: which probability distribution minimizes this total cost, the sum of $w(p_i)$ over all individuals $i$? Notice that this question allows for distinctions among probability distributions that all produce the same total expected harm for the population: in particular, all the distributions under consideration have a total expected harm of $r$, but they can nevertheless differ substantially in the sum of $w(p_i)$ over all individuals $i$.

We find that the distributions minimizing the weighted sum of harm probabilities $w(p_i)$ in fact correspond to intermediate distributions of the type we have been discussing qualitatively: distributions that concentrate the risk on a subset of the population, such that each member of the at-risk subset has a probability of harm that is strictly less than 1, while most of the population has a probability of harm equal to 0. The analysis leading to this conclusion involves some subtlety: sums of $S$-shaped functions do not exhibit the nice properties that simpler function classes do, and so minimizing them requires additional complexity in the analysis.

With this model in place, we can also explore the natural complement to this dynamic. Our discussion thus far has focused on probabilities of harm, but there is an analogous class of questions about distributing probabilities of benefit across a population—for example, in the availability of opportunities like higher education or financial assistance programs. Suppose there are $r$ units of benefit available to the population as a whole, and we are considering policies that assign a probability $p_i$ that individual $i$ receives the benefit. Which distributions maximize the sum of $w(p_i)$ over all individuals $i$—that is, maximizing the total perceived benefit? As with risks of harm, we do not argue that such a policy is necessarily desirable, only that it may have added or diminished attractiveness in its perceived impact; to the extent that such policies are favored in practice, the theory of probability weighting might therefore offer a suggestive description.

We find that the distributions maximizing this sum of perceived probabilities of benefit are quite different from the distributions minimizing the sum of perceived probabilities of harm. In particular, when the total available benefit $r$ is small relative to the size of the population under consideration, the maximizing distribution is a uniform lottery which assigns all $n$ people a probability of $r/n$; but as $r$ increases, the maximizing distribution changes abruptly to one in which a subset of the population receives a portion of the benefit with certainty, and the rest of the population is given a uniform lottery for the remainder.

**Implications of probability weighting** Given that a society developing policy seems to favor some probability distributions of harm or benefit over others, even when they have the same expected value, it is natural to ask whether a model based on probability weighting can shed light on the nature of these preferences. Our modeling activity thus works out what
the favored policies would look like if society were seeking to maximize or minimize the total weighted probability. As we discuss in Sections 4.2 and 5.1, properties of these minimizing and maximizing distributions can be observed in a variety of real-world settings. We consider a number of allocation policies that have been adopted in practice that involve distributions of uncertain harms and benefits that closely resemble what our model suggests are optimal under probability weighting. Because the attractiveness of these policies is difficult to explain otherwise, we present them as inductive evidence that probability weighting may be playing a meaningful role in guiding societal preferences for certain allocations and in determining the actual distributions of harms and benefits in society.

Prior work on probability weighting Several models in economics aim to capture people’s preferences regarding choices that have uncertain outcomes. Expected utility theory posits that people are expected-utility maximizers and that they weight probabilities linearly. However, empirical evidence suggests people often do not treat probabilities linearly (see, e.g., [Quatrone and Tversky, 1988] [Etchart-Vincent, 2004] [Humphrey and Verschoor, 2004] [Berns et al., 2008]). Instead, they overweight small probabilities and underweight large probabilities. Major alternatives to the expected utility theory, including rank dependent utility [Quiggin, 1982, 2012], prospect theory [Kahneman and Tversky, 2013], and cumulative prospect theory [Tversky and Kahneman, 1992], propose the concept of a probability weighting function to capture this behavioral effect. (Note that all these alternatives share the assumption of additive separability across outcomes with the expected utility theory.) A probability weighting function is a widely-studied model of probability distortions in decision making under risk. A large number of probability weighting functions have been proposed (see, e.g., [Gonzalez and Wu, 1999] and [Tversky and Kahneman, 1992]). Prelec [1998] observes that unlike utility functions, which are characterized by concavity, in empirical studies probability weighting functions are:

- **regressive** intersecting the diagonal from above,
- **asymmetric** with fixed point at about 1/3,
- **s-shaped** concave on an initial interval and convex beyond that,
- **reflective** assigning equal weight to a given loss-probability as to a given gain-probability.

Prelec uses the above observation to axiomatize a subproportional function, \( w(p) = \exp\left(-\ln(p)^\alpha\right) \), \( 0 < \alpha < 1 \), that satisfies all four of the above properties, and that has an invariant fixed point and inflection point at \( p = 1/e = .37 \). Probability weighting has been featured in various domains, including stock market and the pricing of financial securities (see, e.g., [Barberis and Huang, 2008]).

In what follows, we build on this prior work, showing that we can derive theoretically what would be the optimal allocation of harms and benefits under probability weighting—allocations that occasionally defy intuition—and we point to a number of concrete cases where we seem to observe such policies in practice.

### 3 Behavioral Model

Consider a society \( S \) consisting of \( n \) individuals, denoted by \( S = \{1, 2, \ldots, n\} = [n] \). A policymaker needs to choose a policy \( \pi \) that probabilistically allocates some notion of benefit/burden to individuals in \( S \). Let \( B \) denote the set of all possible levels of benefit/burden that an individual in \( S \) can receive. Unless otherwise specified, for simplicity we assume \( B = \{0, 1\} \), with 1 indicating benefit/burden and 0 indicating the absence of it.

A policy \( \pi \) distributes a **fixed** level of benefit/harm across individuals \( S \). We use the notation \( p^\pi_i \in [0, 1] \) to refer to the probability of benefit/harm imposed on a particular individual \( i \in S \).
through policy $\pi$. (When $\pi$ is clear from the context, we drop the superscript $\pi$ and use the simplified notation $p_i$ to indicate the probability of individual $i$ receiving the benefit/harm.)

For any feasible/admissible policy $\pi$, we assume

$$\sum_{i \in S} p_i = r, \tag{1}$$

where $r$ captures the expected amount of benefit/harm that must be distributed. (Note that we consider settings in which $r$ is fixed (or changes negligibly) in the number of individuals it is allocated across.)

Following prospect theory, we assume for every individual $i$, there exists an inverse S-shaped function $w_i : [0, 1] \to [0, 1]$, such that $w_i(p)$ determines individual $i$’s perception of probability $p \in [0, 1]$. Throughout for simplicity, we assume $w(.)$ and its derivative $w'(.)$ are continuous.

A concrete instance of a widely-studied probability weighting function is the following [Prelec, 1998]:

$$w(p) = e^{-\beta(-\ln p)^\alpha}. \tag{2}$$

See Figure 1 for $\beta = 0.5$ and various levels of $\alpha$. The parameter $\alpha$ determines the curvature and $\beta$ determines the elevation of the probability weighting function.

**Perceived social welfare** Given a policy $\pi$, let $p = (p_1, p_2, \cdots, p_n)$ denote the distribution of benefit/harm across individuals in $S$ through the policy $\pi$. We assume that an individual $i$’s judgment of policy $\pi$ can be captured by a score function, $\sigma_i : [0, 1]^n \to \mathbb{R}$, which maps $p$ to a real number. The score indicates $i$’s perception regarding the overall benefit/burden that policy $\pi$ imposes on the society $S$. In particular, we assume the score function is additively separable across individuals and is defined as follows:

$$\sigma_i(p) = \sum_{j \in S} t_{ji} \times w_i(p_j).$$

In the above, $t_{ji}$ indicate the level of priority that individual $i$ allocates to $j$ in the context of the allocation problem at hand. For example, the priority $t_{ji}$ may represent $i$’s perception of $j$’s desert/need when allocating benefit, or $j$’s desert/ability to bear the harm when allocating harms. Without loss of generality, we assume $\sum_{j \in S} t_{ji} = 1$ for all $i \in S$ to normalize subjective priorities.

The overall perceived welfare of a policy $\pi$ is calculated by averaging the score function across all individuals, and it is equal to $\sum_{i \in S} \sum_{j \in S} t_{ji} \times w_i(p_j)$. For simplicity, throughout we assume that the probability weighting function is the same for all individuals. Under this assumption, the perceived welfare simplifies to $\sigma(t, p) = \sum_{j \in S} t_j \times w(p_j)$, where $t_j = \sum_{i \in S} t_{ji}$ is the overall

![Prelec Weighting Function](image)

**Figure 1:** Prelec’s probability weighting function for $\beta = 0.5$. 
priority of individual j and t = (t_1, · · · , t_n). Unless otherwise specified, throughout our analysis we also assume that for all i, j, t_{ij} = 1/n, that is, priorities are all equal. With this assumption, the perceived welfare simplified to \( \sigma(p) = \sum_{j \in S} w(p_j) \).

In order to design a policy that probability-weighting individuals perceive positively, the policymaker aims to understand the distribution that optimizes the perceived welfare:

\[
\text{optimize } p \in [0,1]^n \sum_{i \in S} w(p_i) \text{ s.t. } \sum_{i \in S} p_i = r. \tag{3}
\]

In allocating harms, the policymaker is naturally interested in allocations that minimize \( \sum_{i \in S} w(p_i) \). Conversely, when allocating benefits, he/she is interested in allocations that maximize \( \sum_{i \in S} w(p_i) \).

In the next two sections, we characterize solution(s) to (3). Our findings show that perceptions toward harm vs. benefit distributions are fundamentally different. When allocating benefit among n individuals, the perceived-benefit-maximizing solution consists of providing every individual with a non-zero chance of obtaining the benefit. In contrast, when allocating harms, the equal allocation of risk is sub-optimal, and the perceived-harm-minimizing allocation instead concentrates the risk across \( k < n \) individuals leaving the rest to enjoy 0 risk of harm.

4 Perceived Harm Minimizing Allocations

We begin our analysis with the case of allocating \( r \) units of harm among \( n \) individuals, and characterize the perceived harm minimizing distributions. We will show that for any given total harm level \( r \), the optimal solution to (3) concentrates the risk on a subset of the population, such that each member of the at-risk subset has a probability of harm bounded away from 1, while most of the population has a probability of harm equal to 0.

Our analysis utilizes the following two lemmas. All omitted proofs can be found in the technical appendix.

**Lemma 1** Let \( f : [0,\ell] \rightarrow [0,1] \) be a strictly concave function, \( m \geq 2 \) an integer, and \( 0 < c \leq m\ell \) a constant. Let \( x^* = (x_1^*, \cdots, x_m^*) \) specify the unique optimal solution to the following minimization problem:

\[
\min_{x_1,\cdots,x_m \in [0,\ell]} \sum_{i=1}^m f(x_i) \text{ s.t. } \sum_{i=1}^m x_i = c. \tag{4}
\]

Then for at most one \( i \in \{1,\cdots,m\} \), \( x_i^* \in (0,\ell) \).

**Lemma 2** Let \( f : [\ell,1] \rightarrow [0,1] \) be a strictly convex function, \( m \geq 2 \) an integer, and \( c \in [m\ell,m] \) a constant. Then \( (c/m,\cdots,c/m) \) is the unique optimal solution to the following minimization problem:

\[
\min_{x_1,\cdots,x_m \in [\ell,1]} \sum_{i=1}^m f(x_i) \text{ s.t. } \sum_{i=1}^m x_i = c. \tag{5}
\]

Armed with the above two lemmas, we can characterize the perceived harm minimizing allocations of \( r \) units of harm among \( n \) individuals.

**Theorem 1** Consider the allocation of \( r \) units of harm among \( n \) individuals. Let \( \ell \) specify the inflection point of the probability weighting function, \( w(.) \). Let \( p^* \) be a minimizer of (3). Then

1. For at most one individual \( i \in S \), \( 0 < p_i^* < \ell \);
2. For any \( j \in S \) with \( p_j^* \geq \ell \), \( p_j^* = p \) where \( p \geq \ell \) is a constant.
Proof  We first show that in the perceived harm minimizing allocation, at most one individual receives \( 0 < p_i^* < \ell \). Suppose not and there are at least two individuals (say 1 and 2) such that \( 0 < p_1^* \leq p_2^* < \ell \). Next, we apply Lemma 1 to \( w : [0, \ell] \rightarrow [0, 1] \), \( m = 2 \), and \( c = p_1^* + p_2^* \) to argue that there exist an operation to improve the objective value in (3). Let \( (p_1', p_2') \) specify the unique optimal solution to the following minimization program:

\[
\min_{p_1, p_2 \in [0, \ell]} w(p_1) + w(p_2) \text{ s.t. } p_1 + p_2 = p_1' + p_2'.
\]  

(6)

Then according to Lemma 1, for at most one \( i \in \{1, 2\} \), \( p_i' \in (0, \ell) \), otherwise \( w(p_1) + w(p_2) \) can be improved. If there exists an operation to improve \( w(p_1) + w(p_2) \), the same operation can be utilized to improve \( (3) \) keeping \( p_3^*, \cdots, p_n^* \) (and subsequently, \( w(p_3^*), \cdots, w(p_n^*) \) in (3) unchanged). This would contradicts our initial assumption that for at least two individuals \( 0 < p_1^* \leq p_2^* < \ell \).

Second, we show that for all \( j \in S \) with \( p_j^* \geq \ell \), \( p_j^* = p \) where \( p \geq \ell \) is a constant. Suppose not, and there are two individuals with unequal probabilities in the \([\ell, 1]\) interval. Without loss of generality, we assume \( \ell \leq p_1^* < p_2^* \). Applying Lemma 2 to \( w : [\ell, 1] \rightarrow [0, 1] \), \( m = 2 \), and \( c = p_1^* + p_2^* \), we can improve the objective value of (3) by redistributing the probability of harm \( (p_1^* + p_2^*) \) among individuals 1, 2 as follows: set both \( p_1 = p_2 = (p_1^* + p_2^*)/2 \). Since this operation reduces the objective value, it contradicts the assumption that there are two individuals with unequal probabilities in \([\ell, 1]\).

Theorem 1 implies that for any given total harm level \( r \), the number of individuals who receive a positive probability of harm is always bounded regardless of the number of individuals \( n \). Let \( k(n, r) \) specify the number of individuals whose probability of harm is greater than or equal to \( \ell \) through the optimal solution, \( \mathbf{p}^* \). (More precisely, \( k(n, r) = |\{i \in S \text{ s.t. } p_i^* = p \geq \ell\}| \).

Corollary 1  For any given total harm level \( r \), there exists \( K \in \mathbb{N} \) such that \( k(n, r) \leq K \) for any \( n \in \mathbb{N} \).

It is also easy to see that for a fixed \( n \), \( k(n, r) \) must increase roughly linearly in \( r \). This is simply because according to the above theorem, there is at most one individual with \( 0 < p_i^* < \ell \). And when the remaining \((r - p_i^*)\) units of harm is allocated equally among \( k(n, r) \) individuals, it leads each one of them to receive a probability harm \( p \geq \ell \). Since \( p = (r - p_i^*)/k(n, r) \) and \( 0 < p_i^* < \ell \), we have

\[
\frac{r - \ell}{k(n, r)} \leq p \leq \frac{r}{k(n, r)}
\]

\[
\Rightarrow \frac{r - \ell}{p} \leq k(n, r) \leq \frac{r}{p}
\]

\[
(\ell \leq p \leq 1) \Rightarrow r - \ell \leq k(n, r) \leq \frac{r}{\ell}
\]

So \( k(n, r) \) is sandwiched between two linear functions of \( r \). Figure 2 demonstrates \( k \) as a function of \( r \) for \( n = 50 \) when \( w \) is the Prelec probability weighting function.

Through our simulations, we observe that for settings depicted in Figure 2, there exist no individual with \( p_i^* < \ell \), so \( r \) is divided equally among \( k(r) \) individuals. Based on Figure 2, we conjecture that \( k(r) = [c \times r] \) for a constant \( c \). In what follows, we derive the slope \( c \) for \( w(p) = e^{-\beta(-\ln p)^\alpha} \).

For a given \( r \), the objective value (3) associated with dividing \( r \) equally between \( x \) people is equal to \( xw(r/x) \). While semantically, \( x \) has to be an integer, we can define the function \( g(r, x) = xw(r/x) \) over real numbers to facilitate optimization (over a continuous domain of \( x \)). Now note that \( g(r, x) \) is the perspective function of \( w : [\ell, 1] \rightarrow [0, 1] \). Since \( w \) is convex in the feasible region for \( r/x \), we know that its perspective \( g \) must also convex [Boyd and Vandenberghe 2004]. So for a fixed value of \( r \), there exists a unique minimizer \( x^* \) for \( g(r, x) = xw(r/x) \). Approximating \( k(r) \) with \( c \times r \), we can write \( g(r, k) = g(r, cr) = cre^{-\beta(\log c)^\alpha} \). Define
Figure 2: The optimal $k$ for various values of $r$ ($n = 50$). $k$ is roughly a linear function of $r$ with a slope of $(\alpha \beta) \frac{1}{1 - \alpha}$.

$$h(r, c) := c r e^{-\beta (\log c)^{\alpha}}.$$ We can derive $c$ by setting $\frac{\partial g}{\partial r}$ to 0. Note that

$$\frac{\partial g}{\partial k} = \frac{\partial g}{\partial h} \frac{\partial h}{\partial c} \frac{\partial c}{\partial k}.$$  

Also, it is easy to observe that $\frac{\partial g}{\partial r} = 1$ and $\frac{\partial c}{\partial r} = 1/r > 0$. So it must be the case that $\frac{\partial h}{\partial c} = 0$.

$$\frac{\partial h}{\partial c} = r e^{-\beta (\log c)^{\alpha}} \times \alpha \times (\log c)^{\alpha - 1}$$

$$= r e^{-\beta (\log c)^{\alpha}} (1 - \beta (\log c)^{\alpha - 1}) = 0$$

From the last equation, we obtain $c = (\alpha \beta)^{\frac{1}{1 - \alpha}}$.

As another concrete example, we can derive the perceived harm minimizing policy for the special case of $r = 1$ and the Prelec probability function:

**Theorem 2** Consider the distribution $r = 1$ units of harm among $n$ individuals. Suppose $w(.)$ is the Prelec function with $\beta = 1$. For any $\alpha < 1$ and $n > 1$, $(0.5, 0.5, 0, \ldots, 0)$ is the unique minimizer of $[3]$.  

**Proof** The proof is by induction. The base holds for $n \leq 5$. (To verify the base, first note that we can have at most two $i$'s with $p_i$'s in the convex region because $3 \times 1/e > 1 = r$. A local improvement argument establishes that we can have at most one individual with an allocated probability of $x \leq 1 - 2/e$ in the concave region. It is easy to see that for $x \in (0, 1 - 2/e]$, $w(x) + 2w(0.5(1 - x))$ is increasing in $x$, which establishes that the minimum happens at $x = 0$.)

The induction hypothesis is that the statement holds for a value of $n \geq 5$. Next, we show that it holds for $n > 5$ as follows: Let vector $\mathbf{p}$ be the optimal solution to $[3]$. If there exists a component $0 \leq i \leq n$ with $p_i = 0$, then we can apply the induction hypothesis to the remaining $(n - 1)$ individuals and we are done.

Otherwise, pick the component $i$ for which $p_i$ is minimum. We must have $p_i \leq 1/n$ because all $p$'s should add up to 1. We must also have at least one $j \neq i$ for which $p_j \leq (1 - p_i)/(n - 1)$. (Otherwise, the sum of all $p$'s would be greater than $(n - 1) \times (1 - p_i)/(n - 1) + p_i = 1$, which is a contradiction.

Now if we set the $i$’th component to 0 and $j$’th component to $p_j + p_i$, we have reduced the objective value $w(p_1) + \cdots + w(p_n)$. This is because $p_i + p_j \leq p_i + (1 - p_i)/(n - 1) \leq 2/n$ (it is easy to verify that $p_i + (1 - p_i)/(n - 1)$ is increasing in $p_i$ for any $n \geq 3$, so $p_i + (1 - p_i)/(n - 1)$ is maximized at $p_i = 1/n$ (the upper bound on $p_i$) and it amounts to $2/n$ there).

Now observe that for $n \geq 6, 2/n < 1/e$ So when increasing $p_j$ to $p_j + p_i$ and reducing $p_i$ to 0, we remain entirely in the concave region of $w$. So this action reduces the sum of weighted

\[\text{Note that for } \beta = 1, \ell = 1/e \text{ regardless of the value of } \alpha.\]
probabilities at \(i\)’th and \(j\)’th components. More precisely, because \(w\) is concave in this region, we have:

\[
\begin{align*}
    w(p_i) - w(0) &\geq w(p_i + p_j) - w(p_j) \\
    \Leftrightarrow w(p_i) + w(p_j) &> w(p_i + p_j) + w(0)
\end{align*}
\]

4.1 Heterogeneous Priorities

Next, we focus on the case of heterogeneous priorities (i.e., non-uniform \(t\)), and characterize the optimal solution(s) when individuals have various priority levels. Recall that the optimization problem with heterogeneous priorities can be written as follows:

\[
\begin{align*}
    \text{optimize } p \in [0, 1]^n \\
    \text{s.t. } \sum_{i \in S} t_i \times w(p_i) \leq r.
\end{align*}
\]

where \(t_i = \sum_{j \in S} t_{ij}\) is the overall priority of individual \(i\). We will use the notation \(\sigma(t, p)\) to refer to the objective function of (7), and \(C\) to refer to all feasible solutions to it, i.e., \(C = \{ p \in [0, 1]^n \mid \sum_{i=1}^n p_i = r \}\). Note that \(C\) does not vary with \(t\). Let \(\sigma^*(t)\) be the value function of (7), and \(C^*(t)\) its set of optimal solutions for parameter \(t\). Since \(C\) is constant and therefore, continuous (i.e., both upper and lower hemicontinuous) in \(t\), we can apply the Maximum theorem [Berge, 1997] to establish that the correspondence \(C^*(t)\) is upper-hemicontinuous in \(t\).

Corollary 2 Let \(\sigma^*(t)\) be the value function of (7), and \(C^*(t)\) its set of optimal solutions. Then \(\sigma^*\) is continuous and \(C^*\) is upper hemicontinuous in \(t\) with nonempty and compact values.

In particular, the correspondence is upper-hemicontinuous at \(t = 1\) (the case of homogeneous priorities). Therefore, the optimal solution for values of \(t\) sufficiently close to 1 are close to the optimal solutions at 1 which we have already characterized.

But for values of \(t\) that are not sufficiently close to 1, does the support and shape of the optimal solution substantially change? The answer is no, as long as \(t \gg 0\) (that is, for all \(i \in S, t_i > 0\)).

Proposition 1 Consider the distribution of \(r\) units of harm among \(n\) individuals with priorities specified through vector \(t\). For any \(t \gg 0\) and any \(p^* \in C^*(t)\),

1. There exists at most one individual \(i\) with \(0 < p_i^* < \ell\);
2. For all \(j \in S\) with \(p_j^* \geq \ell\), \(t_j \times w'(p_j^*) = c\) where \(c\) is a constant.

Let \(k(t, r)\) specify the number of individuals whose probability of harm is greater than or equal to \(\ell\) through an optimal solution, \(p^* \in C^*(t)\). Given the above Proposition and with a reasoning similar to the one provided previously for uniform priorities, it is easy to see that \(r - \ell \leq k(t, r) \leq \frac{r}{\ell}\).

4.2 Examples and Discussion

When policymakers make risk allocation decisions in the real world, the resulting policies sometimes resemble the perceived harm-minimizing allocations that our theory predicts. In this Section, in addition to the already-discussed example of military draft, we present several examples of policies—allocating significant, but potentially diffuse harms—that we would struggle to explain without recourse to probability weighting. We offer these real-world examples not to claim that policymakers do—or should—explicitly take the effects of probability weighting on
people’s preferences into account when making policy decisions, nor that the policies we detail here are, empirically, the most common ways policymakers allocate risk. But we offer them here as suggestive evidence that probability weighting may play a role—even an implicit one—in leading policymakers or the public to perceive certain outcomes as more attractive in real-world settings, and is therefore important to consider.

The concrete examples that we review here are unmistakably unpleasant to think about, and the reader may find it morbid to dwell on them. Yet the distastefulness of these contexts is precisely the reason why we suggest that probability weighting may play a role in them. The fact that these decisions involve such extreme harms may explain why decision-makers might rely, implicitly, on psychological distortions that give the impression that the chosen allocation has helped to reduce the total amount of harm.

Environmental pollutants A recurring setting in which the public is confronted with uncertain risks of harm is in the effect of environmental pollutants on people’s health. We draw on this setting as a stylized example for probability weighting by adapting a hypothetical scenario from Robert Sapolsky on the diffusion of risk [Sapolsky 1994]. In his scenario, Sapolsky asks us to consider the psychological impact of dangers from pollution concentrated in a small area versus pollution that is spread more diffusely over a large area. We will see that probability weighting provides a potential way of thinking about some of the different reactions we have to contrasting scenarios.

In particular, consider the following three hypothetical scenarios involving harms from pollution. In Scenario 1, the public learns that a company has decided to unsafely dispose of a certain amount of toxic waste by burying it on a remote plot of land next to a house where 3 people live far from the rest of the population; the concentration of the chemicals is so high that each of these three people acquires a rare, deadly disease that has a typical prevalence in the population of essentially 0. In Scenario 2, we learn that a company has decided to unsafely dispose of this same amount of toxic waste by spreading it diffusely over a larger region where a community of people live, in the process increasing the disease risk by some intermediate level such that three people will die of the same rare disease in expectation. In Scenario 3, we learn that a company has, again, disposed of this same amount of toxic waste by venting it into the air over a metropolitan area where three million people live, giving each of them a .0001% chance of acquiring this rare disease. (Again, we suppose this chance is significantly higher than the base-rate of this disease in the population, which is effectively zero.)

We begin by positing that the public might well have different subjective reactions to these stories if they were presented in isolation. At a minimum, the three stories have very different structures. The first evokes the image of a specific set of three people who have died as a direct result of the company’s actions; they are the identifiable victims in the story [Jenni and Loewenstein 1997]. The second evokes the image of the community that is involved, and the people who are now at elevated risk of the disease. And in the third, the company’s actions have had an impact on millions of people, all of whom have been endangered by its actions.

These different subjective framings of the scenarios should be contrasted with the fact that, in each case, the company’s recklessness leads to three deaths from the same disease in expectation. This suggests that something other than the expected number of deaths is leading to the subjective differences. Moreover, the differences are also hard to fit in any simple way into an equity principle, since in all three scenarios, most people in society are completely unaffected by the harm from this particular pollution incident, and so the contrasts are more about the number of people affected and how seriously than about any sense in which all of society is sharing the harm equally.

Probability weighting provides a framework for thinking about the contrasts. If $k$ people are impacted by the pollution, each receiving a probability of $r/k$ of contracting the resulting disease, then the total perceived harm from this allocation of risk, under the model in this
section, is $kw(r/k)$. Even though the total harm $r$ is fixed in the three scenarios, the total perceived harm $kw(r/k)$ changes as we vary $k$, and so under probability weighting, the total perceived harm will appear different across the scenarios. Moreover, Theorem 1 shows that for some choices of these parameters, it is possible to view the intermediate scenario as producing the lowest perceived harm—when the harm is diffuse enough that we neither have identifiable victims (as in Scenario 1), nor that we produce positive risk for too large a population (as in Scenario 3).

Beyond the specifics of the formal model, however, our purpose in this example is also to highlight a broader qualitative point rooted in the contrasts drawn by Sapolsky’s example [Sapolsky, 1994]: that probability weighting can lead us to have very different reactions to a fixed amount of expected harm, and that our reactions can be non-monotone in the sense that harm to an intermediate-sized group can, in principle, generate less discomfort than harm to a group that is either too small or too large.

The executioner’s conscience. Governments that enact capital punishment have sometimes done so with significant attention to the moral guilt felt by executioners. (There is, of course, no small degree of dark irony in a policy aimed at alleviating the pain of killing somebody.) Military firing squads traditionally involved at least one rifle carrying a blank cartridge—called the “conscience round”—distributed at random, so that all members of the squad could avoid knowing with certainty that their own actions directly led to the death of the victim [Sapolsky, 1994; Brennan-Marquez et al., 2019]. Some executions by lethal injection have carried forward a similar practice. Lethal injection machinery used for a time in some states involved dual sets of syringes and dual switches to activate them, which were to be thrown simultaneously by two people. A computer would randomize which of the two vials would be injected into the prisoner and which would be discarded, and would then erase the determination—therefore giving both executioners a means of avoiding the certainty of knowing whether they, individually, had delivered the injection to the prisoner [Sapolsky, 1994].

While acknowledging the perversity of a policy that focuses on the pain an execution causes to an executioner, we detail this strategy because it closely fits the situation we model, as follows. In a dual execution team, the “harm”—again, here construed as the moral guilt of having killed a person—is distributed according to probabilities $(0.5, 0.5, 0, 0, ... , 0)$ (as predicted in Theorem 2). Why? What is the advantage of orchestrating the execution in such a way, which certainly is more complicated and costly than simply omitting the placebo? With a single executioner, the operator knows without doubt that they performed the execution, which presumably causes them psychic harm. But with dual teams—the solution we know to be optimal according to Theorem 2—we distribute this harm over two people. Both executioners are spared the moral weight of certainty—after all, there’s only a 50% chance each was the killer. And in fact, if we were to randomize the harm over more people, we would end up with a sub-optimal allocation from a perceived harm perspective (even putting aside the monetary costs of additional redundancy in the system). As we know from probability weighting, three people bearing a 33% chance of harm is perceived to be more harmful than two people each bearing 50%.

This situation is also interesting because, in many real-world instances of harm allocation, probabilities are assigned—but then at some future point, the uncertainty is resolved and it becomes clear who actually experienced the harm. In contrast, in this case, the uncertainty is (deliberately) never resolved—by design, the computer discards the determination. The cost that agent $i$ experiences even after the event is the weighted probability $w(p_i)$ that they caused the death. Therefore, the total perceived harm remains at $w(p_1) + w(p_2) + ... + w(p_n)$ both before and after the deed. This perceived harm is precisely the objective function we study.
5 Perceived Benefit Maximizing Allocations

Next, we analyze the case of allocating \( r \) units of benefit among \( n \) individuals, and characterize the perceived benefit maximizing allocations. We will show that the number of individuals who receive a non-zero probability of benefit is always \( n \) regardless of the size of benefit, \( r \). In addition and perhaps surprisingly, for a fixed value of \( n \), if the total benefit level \( r \) is sufficiently large relative to \( n \), the optimal solution allocates probabilities in a two-tier manner where a subset of individuals receive the benefit with certainty and the remaining individuals have equal (but less than 1) chances of obtaining the remaining benefit.

Our analysis utilizes the following two lemmas. All omitted proofs can be found in the technical appendix.

**Lemma 3** Let \( f : [0, \ell] \rightarrow [0, 1] \) be any strictly concave function, \( m \geq 2 \) an integer, and \( 0 < c \leq m \ell \) a constant. Then \((c/m, \ldots, c/m)\) is the unique optimal solution to the following maximization problem:

\[
\max_{x_1, \ldots, x_m \in [0, \ell]} \sum_{i=1}^{m} f(x_i) \quad \text{s.t.} \quad \sum_{i=1}^{m} x_i = c. \tag{8}
\]

**Lemma 4** Let \( f : [\ell, 1] \rightarrow [0, 1] \) be any strictly convex function, and \( m \ell < c \leq m \) a constant. Let \( x^* = (x^*_1, \ldots, x^*_m) \) specify the unique optimal solution to the following maximization problem:

\[
\max_{x_1, \ldots, x_m \in [\ell, 1]} \sum_{i=1}^{m} f(x_i) \quad \text{s.t.} \quad \sum_{i=1}^{m} x_i = c. \tag{9}
\]

Then for at most one \( i \in \{1, \ldots, m\} \), \( x_i^* \in (\ell, 1) \).

Armed with the above two lemmas, we can characterize the perceived benefit maximizing allocation of \( r \) units of benefit among \( n \) individuals.

**Theorem 3** Consider the distribution of \( r \) units of benefit among \( n \) individuals. Let \( \ell \) specify the inflection point of the probability weighting function, \( w(.) \). Let \( p^* \) be a maximizer of \( f(.) \). Then

1. For at most one individual, \( \ell < p_i^* < 1 \);
2. For all \( j \in S \) with \( 0 \leq p_j^* \leq \ell \), \( p_j^* = p \) where \( 0 \leq p \leq \ell \) is a constant.

**Proof** We first show that in the perceived benefit maximizing allocation, at most one individual receives \( \ell < p_i^* < 1 \). Suppose not and there are at least two individuals (say 1 and 2) such that \( \ell < p_1^* \leq p_2^* < 1 \). According to Lemma 3, we can improve the objective value by redistributing the probability of benefit \((p_1^* + p_2^*)\) among individuals 1,2 as follows: we reduce \( p_1 \) and increase \( p_2 \)–keeping \( p_1 + p_2 \) constant at \((p_1^* + p_2^*)\)–until either \( p_1 \) reaches \( \ell \) or \( p_2 \) reaches 1. Note that this operation improves the objective value and in either case it contradicts our initial assumption that for at least two individuals \( \ell < p_i^* \leq p_2^* < 1 \).

Second, we show that for all \( j \in S \) with \( 0 \leq p_j^* \leq \ell \), \( p_j^* = p \) where \( 0 \leq p \leq \ell \) is a constant. Suppose not, and there are two individuals with unequal positive probabilities in the \([0, \ell]\) interval. Without loss of generality, we assume \( 0 \leq p_1^* < p_2^* \leq \ell \). According to Lemma 3, we can improve the objective value by redistributing the probability of harm \((p_1^* + p_2^*)\) among individuals 1,2 as follows: set both \( p_1 = p_2 = (p_1^* + p_2^*)/2 \). Since this operation improves the objective value, it contradicts the assumption that there are two individuals with unequal probabilities in \([0, \ell]\).

Next and as a concrete example, we focus on the special case of the Prelec probability weighting functions with \( \beta = 1 \), and derive the perceived benefit maximizing policy for \( r = 1 \). According to theorem 3, it is easy to observe the following:
Corollary 3 Consider the distribution \( r = 1 \) units of benefit among \( n \) individuals. Suppose \( w(.) \) is the Prelec function with \( \beta = 1 \). For any \( \alpha < 1 \) and \( n > 1 \), the unique maximizer of [3] is either

- the uniform allocation \((1/n, \cdots, 1/n)\);
- or \((\epsilon, \cdots, \epsilon, 1 - (n - 1)\epsilon)\) for some \( \epsilon \leq \min\{1/e, \frac{1 - \alpha}{n - 1}\}\).

Moreover, we can show that for sufficiently large \( n \), \((1/n, \cdots, 1/n)\) is the unique maximizer.

Theorem 4 Consider the distribution \( r = 1 \) units of benefit among \( n \) individuals. Suppose \( w(.) \) is the Prelec function with \( \beta = 1 \) and \( \alpha < 1 \). Then there exists a value \( q(\alpha, \beta) \in \mathbb{N} \) such that for any \( n > q(\alpha, \beta) \), \((1/n, \cdots, 1/n)\) is the unique global maximizer of [3].

Proof Note that since \( w \) is concave up to the inflection point \( \frac{1}{e} \), its derivative is positive and decreasing in \( p \). Also we know that the derivative amount to \( +\infty \) at \( p = 0 \), so there exists a value \( 0 < q < \frac{1}{e} \) at which \( w'(q) = 1 \). We can choose \( n \) large enough such that \( \frac{1}{n - 1} < q \). We next show that for such values of \( n \), no distribution of the form \((\frac{\epsilon}{n - 1}, \cdots, \frac{\epsilon}{n - 1}, 1 - \epsilon)\) with \( \epsilon < 1 - \frac{1}{e} \) can be optimal.

The proof is by contradiction. Suppose not and \((\frac{\epsilon}{n - 1}, \cdots, \frac{\epsilon}{n - 1}, 1 - \epsilon)\) is a maximizer of [3] for some \( \epsilon < 1 - \frac{1}{e} \). Next, we show that we can strictly improve the objective by moving from this distribution to \((\frac{1}{n - 1}, \cdots, \frac{1}{n - 1}, 0)\). This is a contradiction with the assumption that \((\frac{\epsilon}{n - 1}, \cdots, \frac{\epsilon}{n - 1}, 1 - \epsilon)\) is a maximizer. To establish the above claim, we can write:

\[
\sigma\left(\frac{\epsilon}{n-1}, \cdots, \frac{\epsilon}{n-1}, 1-\epsilon\right) = w(1-\epsilon) + (n-1)w\left(\frac{\epsilon}{n-1}\right) \\
\leq 1 - \epsilon + (n-1)w\left(\frac{\epsilon}{n-1}\right) \\
\leq (n-1)\left[1 - \epsilon + w\left(\frac{\epsilon}{n-1}\right)\right] \\
\leq (n-1)\left[w\left(\frac{1}{n-1}\right) - w\left(\frac{\epsilon}{n-1}\right) + w\left(\frac{\epsilon}{n-1}\right)\right] \\
\leq (n-1)w\left(\frac{1}{n-1}\right)
\]

In the second line of the above derivation, we utilized the fact that \(1 - \epsilon > \frac{1}{e}\)–the fixed point and point of inflection of \(w(.)\). So \(w(1-\epsilon) < 1 - \epsilon\). In the third line, we utilized the fact that \(w\left(\frac{1}{n-1}\right) - w\left(\frac{\epsilon}{n-1}\right) > \frac{1-\epsilon}{n-1}\). To see this, note that

\[
w\left(\frac{1}{n-1}\right) - w\left(\frac{\epsilon}{n-1}\right) = \int_{\frac{\epsilon}{n-1}}^{\frac{1}{n-1}} w'(p)dp > \int_{\frac{\epsilon}{n-1}}^{\frac{1}{n-1}} 1dp = \frac{1-\epsilon}{n-1}.
\]

Conditions for two-tier optimal allocations According to Theorem 3, when \( r > 1 \), the perceived benefit maximizing solution can consist of individuals who receive the benefit with certainty (i.e., \( p_i^* = 1 \)). Next we ask: how large should \( r \) be relative to \( n \) for at least one individual to receive the benefit with certainty in the perceived benefit maximizing allocation? The following Proposition establishes that the necessary and sufficient condition is \( r = \Theta(n) \).

Proposition 2 If \( r \geq (n - 1)\ell + 1 \), there exists an individual \( i \in S \) with \( p_i^* = 1 \). Moreover, there exists a constant \( q \) such that if \( r \leq q \times n, p_i^* < 1 \) for all \( i \).

Figure 3 depicts the minimum \( r \) required for at least one individual to receive the benefit with certainty as a function of \( n \) when \( w(.) \) is the Prelec probability weighting function with \( \alpha = 0.9 \) and \( \beta = 1 \).
Figure 3: The minimum \( r \) required for at least one individual to receive the benefit with certainty when the probability weighting function is the Prelec function with \( \alpha = 0.9 \) and \( \beta = 1 \).

**Heterogeneous priorities**  Similar to the case of allocating harms, a heterogeneous priority vector \( t \) does not significantly impact the shape and support of the perceived benefit maximizing allocations, as long as for all \( i \in S \), \( t_i > 0 \).

**Proposition 3**  Consider the distribution of \( r \) units of benefit among \( n \) individuals with priorities specified by \( t \). For any \( t \succ 0 \) and any \( p^* \in C^*(t) \), \( p^* \succ 0 \).

### 5.1 Examples and Discussion

As with the case of distributions of harm, it is useful to interpret the theoretical results for distributions of benefit by asking how they reflect real-world scenarios. As in our previous discussion of examples, we emphasize again that in any real-world instance of benefit allocation, numerous factors impact the ultimate distribution, and we do not claim that probability weighting is the only factor shaping the benefit allocations in the examples that follow. Instead, we argue that the instances presented here collectively serve as inductive evidence for probability weighting playing a possible role in how benefits are distributed in society, and of policymakers grappling with choices between distributions of uncertain benefits.

**Uniform lotteries**  We begin by observing that when the total benefit \( r \) is small relative to the size of the population under consideration \( (n) \), the allocation that maximizes the perceived benefit is a uniform lottery in which everybody has an equal chance of receiving the benefit. Examples of uniform lotteries are widespread: what is interesting is that our model produces this natural outcome without an overt preference for equalizing probabilities among people. Rather, the equalization of probabilities is arising for a different reason: because probability weighting inflates small probabilities, we find that assigning everyone a small but equal probability of receiving the benefit serves to maximize the sum of weighted probabilities. In this way, an objective that maximizes total perceived welfare produces an outcome that indirectly optimizes for a certain type of equity in the probabilities as well.

Note also that this forms a strong contrast with the case of harm distributions. For probabilities of harm, this same principle from probability weighting—that small probabilities are inflated—implies that uniform lotteries will produce an unnecessarily large perceived total cost to the population. Hence, for harms, the optimal solution was to run a lottery over a much smaller subset of the population. This reflects an important contrast between uncertain harms and uncertain benefits as viewed through the lens of probability weighting: we may prefer to spread a small possibility of benefit very widely across the population, but would view the same distribution as producing unacceptable levels of total perceived risk when it is used for allocating harms.
**Systems with discrete tiers** Once the total benefit $r$ is sufficiently large (relative to the size of the population $n$), the maximum perceived distribution takes on a very different form: it provides benefit to a subset of the population with probability 1, and runs a uniform lottery on the remainder. (Potentially there may also be one intermediate value as well.) This form of the solution, in which benefit is assigned in a small number of discrete “tiers of service,” has a more unusual structure; informally, the probability weighting model discovers that it can significantly improve the perceived benefit to a subset of the population by pushing their probabilities up to 1, while reducing the perceived benefit to the rest of the population only very slightly when it shifts their probabilities correspondingly downward to balance the total.

Despite this unusual structure, we can find a number of cases in practice where probabilistic allocations of benefit use structures based on a small number of discrete tiers. As above, we do not claim that this arises directly from explicit probability-weighting considerations, but that a recurring preference for such solutions suggests that this type of approach—which is difficult to motivate via other simple probabilistic models—reflects a consistency with the underlying principles of probability weighting.

One paradigmatic example of this multi-tiered approach is in the allocation of hunting permits. For safety and conservation reasons, states often impose limits on how many of a given animal species may be hunted in a season. There are often more people who want to hunt a particular type of animal than there are animals that the state deems appropriate to be hunted—requiring states to determine how to allocate this benefit among them. States approach this problem by running “tag lotteries” in which each tag grants the right to harvest one animal. States differ in how they structure these lotteries. Some conduct uniform lotteries in which each entrant has equal odds of obtaining a tag, while others structure them to reward longtime entrants who have not successfully drawn tags in previous rounds. They may do so by, for example, giving hunters an additional entry for each year they have been unsuccessful, increasing their chances—though not ensuring with certainty—that they receive the benefit in the current round. Still others let hunters accumulate “preference points” for each unsuccessful year, and then guarantee tags to all hunters who meet some point threshold, while allocating any remaining tags by random lottery [Bales]—effectively creating a two-tiered structure of benefit allocation, like that predicted by our model (Theorem 3).

When states design these allocation mechanisms, they find themselves wrestling explicitly with how to distribute uncertain benefits fairly and how to balance between certainty and randomness. For example, in the late 2000s, Montana—which had used a preference point system to reward more senior hunters, to the degree that the process had become essentially a seniority queue in which hunters could wait decades for some prized tags—reformed its system to reserve a small number of tags for random lottery, in order to incentivize new, young hunters to participate [Mourier]. Through this two-tier system, Montana gave many longtime hunters the certainty of knowing they’d be able to hunt; but by injecting a modest amount of uncertainty into the system via a second random tier, the state aimed to encourage others to behave based on a belief that they, too, might partake of the benefit.

Allocation systems with a small number of tiers, each with different probabilities, arise in other cases where permission to enter a restricted activity is being granted; for example, entries in the New York City marathon follow a similar high-level structure, with a portion of the entries allocated based on deterministic criteria and the rest allocated by lottery [Malone2020]. Upgrade policies in brand loyalty programs can be viewed as setting different probabilities of receiving benefits for a small number of different tiers as well, though of course the specifics of each policy can become complex. An intriguing feature of all these examples is that we typically think of the use of tiers as a way of controlling the cognitive complexity of a policy: it is easier for people to understand a small number of categories than a continuum of different probability values. In contrast, the model based on probability weighting has no intrinsic reason to group the allocation probabilities into a small number of tiers, since any distribution is an
allowable option for it; the fact that it nevertheless creates small numbers of discrete tiers for its optimal solutions suggests a fundamental connection between this type of tiered discretization and the structure of preferences based on probability weighting.

6 Conclusion and Future Directions

We have considered policies that distribute probabilities of harm, or probabilities of benefit, across a population, and have asked how we might distinguish among policies that produce different distributions with the same total expected impact. The theory of probability weighting from behavioral economics provides one natural proposal: since people systematically perceive probabilities to be different from their actual values, two distributions with the same expectation will not in general have the same sum of weighted probabilities. Accordingly, we have investigated which types of distributions optimize certain functions of these perceived (weighted) probabilities, and have found that distributions with the characteristics of these optima show up in a diverse range of policy contexts. Our point in this analysis is not to recommend such distributions as being normatively preferable to others, but instead to argue that a societal preference for them is consistent with (and hence captured well by) basic principles from the behavioral science of probability perception.

Our results also reveal a number of opportunities for further research, both empirical and theoretical.

As we’ve emphasized throughout, we do not expect that our model fully accounts for the diverse considerations that inform decisions regarding the allocation of probabilistic harms and benefits. By design, our model highlights one aspect of a complex process that might help account for the preferences and policies that we seem to observe in practice. But far more empirical work is necessary to establish what role probability weighting actually plays in any given policymaking process. Our model points to particular types of allocation policies that are worthy of further investigation. Such work could help uncover empirical details that support alternative plausible explanations, but it could also find that policymakers struggle to offer a coherent justification for their chosen allocation, perhaps lending support to the idea that their judgments might rest, implicitly, on distorted perceptions of probabilities. Empirical methods from behavioral economics would no doubt be useful in this work as well, testing how various stakeholders involved in the policymaking process actually perceive the relevant probabilities of harm and benefit.

We also observe that the types of distributions favored by models based on probability weighting can be seen to align with principles of distributive justice in some cases (particularly when probabilities are distributed more uniformly), and to contrast with these principles in other cases (such as real-world instances where policies choose to concentrate risk on smaller sets, for example). It would be interesting to search for deeper foundations that might underpin these similarities and contrasts.

Since our analysis is stylized, we should be able to bring similar thinking to bear in other domains and extend our reasoning beyond the types of cases we’ve considered here. For the sake of concreteness, we’ll discuss these extensions in terms of harm rather than benefit, but the questions generally apply in both cases.

To start, we are modeling cases in which there is a single kind of harm (engaging in a dangerous activity or not, being exposed to a hazardous environment or not) and the risk is experienced once. It would clearly be of interest to incorporate multiple levels of harm or harms that evolve over time. Moving to this non-binary setting would require that we incorporate behavioral models that account for ranked levels of utility into probability weighting (e.g., by distinguishing between relative losses and gains), as well as behavioral biases around costs incurred in the present versus the future. All of these might shed further light on settings where these types of policy questions arise.
Probability weighting is also not the only systematic behavioral bias that people exhibit when dealing with probabilities. For example, the phenomenon of base rate neglect leads people to overweight the evidence of a single instance rather than correctly taking into account the background distribution that the instance comes from. People also systematically display over-confidence when estimating the probability of beneficial outcomes that are based on their own agency [DellaVigna 2009]. It would be interesting to see how these might be integrated into a framework for analyzing distributional questions as we do here.

Of course, none of these behavioral effects tell us how to choose among policies offering different distributions, but they can provide insight, in some cases, into why people express the policy preferences that they do. By integrating consideration of a robust behavioral bias like probability weighting into these contexts, we may better understand policy preferences for different mechanisms with uncertain allocations.
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7 Remaining Proofs from the Main Text

7.1 Proof of Lemma [1]

Proof Suppose the statement does not hold, and there exist $i, j \in \{1, \ldots, m\}$ with $i \neq j$ and $x^*_i, x^*_j \in (0, \ell)$. Without loss of generality, we assume $0 < x^*_1 \leq x^*_2 < \ell$. Next, we construct $x'$, another feasible solution to (4), from $x^*$ and show that $x'$ leads to a lower objective value compared to $x^*$, that is, $\sum_{i=1}^m f(x'_i) < \sum_{i=1}^m f(x^*_i)$. This observation would be a contradiction with the optimality of $x^*$.

We construct $x'$ as follows: If $x^*_1 + x^*_2 \leq \ell$, replace $x^*_1$ and $x^*_2$ in $x'$ with 0 and $(x^*_1 + x^*_2)$, respectively. Otherwise and if $x^*_1 + x^*_2 > \ell$, replace them with $(x^*_1 + x^*_2) - \ell$ and $\ell$. It is trivial to verify that in both cases, $x'$ remains a feasible solution to (4). Next we prove that $x'$ improves the objective function. (We provide the proof for the case in which $x^*_1 + x^*_2 \leq \ell$, but the proof is identical for the case of $x^*_1 + x^*_2 > \ell$)

First, note that $\sum_{i=1}^m f(x'_i) = \sum_{i=1}^m f(x^*_i) - f(x^*_1) - f(x^*_2) + f(x^*_1 + x^*_2) + f(0)$, so it suffices to show that $-f(x^*_1) - f(x^*_2) + f(x^*_1 + x^*_2) + f(0) < 0$ or equivalently, $f(x^*_1 + x^*_2) + f(0) < f(x^*_1) + f(x^*_2)$. To prove this, note that we can write $f(x^*_1) + f(x^*_2)$ as follows:

$$= f\left(\left(x^*_1 + x^*_2\right) \frac{x^*_1}{x^*_1 + x^*_2} \right) + f\left(\frac{x^*_2}{x^*_1 + x^*_2}\right)$$

$$= f\left(\left(x^*_1 + x^*_2\right) \frac{x^*_1}{x^*_1 + x^*_2} + 0 \frac{x^*_1}{x^*_1 + x^*_2} + \frac{0}{x^*_1 + x^*_2} \right)$$

Applying the definition of concavity to the two terms in the equation above, we obtain that:

$$\frac{x^*_1}{x^*_1 + x^*_2} f(x^*_1 + x^*_2) + \frac{x^*_1}{x^*_1 + x^*_2} f(0) + \frac{x^*_1}{x^*_1 + x^*_2} f(0) + \frac{x^*_1}{x^*_1 + x^*_2} f(x^*_1 + x^*_2)$$

or equivalently, $f(x^*_1) + f(x^*_2) > f(x^*_1 + x^*_2) + f(0)$. Therefore, we have that $\sum_{i=1}^m f(x'_i) > \sum_{i=1}^m f(x^*_i)$.

7.2 Proof of Lemma [2]

Proof Let $x^* = (x^*_1, \ldots, x^*_m)$ specify the optimal solution to (5). Suppose the statement does not hold, and $x^*$ contains two unequal numbers. Without loss of generality, suppose $x^*_1 \neq x^*_2$ with $\ell \leq x^*_1 < x^*_2 \leq 1$. Let $x'$ be another potential solution obtained from $x^*$ by replacing $x^*_1$ and $x^*_2$ in $x^*$ with $\frac{x^*_1 + x^*_2}{2}$ in $x'$. Next, we show that $x'$ is a feasible solution to (5) and $\sum_{i=1}^m f(x'_i) < \sum_{i=1}^m f(x^*_i)$. This observation would be a contradiction with the optimality of $x^*$.

To show that $x'$ is feasible, note that since $x^*_1, x^*_2 \in [\ell, 1]$, their average is also in $[\ell, 1]$. Also, note that $x'_1 + x'_2 = \frac{x^*_1 + x^*_2}{2} + \frac{x^*_1 + x^*_2}{2} = x^*_1 + x^*_2$, so $\sum_{i=1}^m x'_i = \sum_{i=1}^m x^*_i = c$. To prove that $x'$ improves the objective function in (5), note that $f$ is strictly convex, so using the definition of convexity, we know that:

$$\frac{1}{2} f(x'_1) + \frac{1}{2} f(x'_2) > f\left(\frac{1}{2} x^*_1 + \frac{1}{2} x^*_2\right),$$

or equivalently, $f(x'_1) + f(x'_2) > 2 f\left(\frac{x^*_1 + x^*_2}{2}\right) = f(x'_1) + f(x'_2)$. Therefore, we have that $\sum_{i=1}^m f(x'_i) > \sum_{i=1}^m f(x^*_i)$.

7.3 Proof of Proposition [1]

Proof We first show that in the optimal solution to (7), at most one individual receives $0 < p^*_i < \ell$. Suppose not and there exist two individuals 1, 2 with $0 < p^*_1 \leq p^*_2 < \ell$. It must be the case that $t_1 > t_2$, otherwise we could reduce the objective value by swapping $p^*_1$ and
$p_2^*$. Next we show that we can improve the objective value by redistributing the probability of
harm ($p_1^* + p_2^*$) among individuals 1,2 as follows: we reduce $p_1$ and increase $p_2$—keeping $p_1 + p_2$
constant at ($p_1^* + p_2^*$)—until either $p_1$ reaches 0 or $p_2$ reaches $\ell$. Note that this operation
strictly improves the objective value because: (1) according to Lemma 1 the reduction in $w(p_1)$ is larger
than the increase in $w(p_2)$; (b) the reduction in $w(p_1)$ is multiplied by $t_1$, while the increase in
$w(p_2)$ is multiplied by $t_2$. This local improvement contradicts our initial assumption that in an
optimal allocation, there can exist two individuals with $0 < p_1^* \leq p_2^* < \ell$.

Second, we show that for all $j \in S$ with $p_j^* \geq \ell$, $t_j \times w'(p_j^*) = c$ for a constant $c$. Suppose
not, and there are two individuals (say 1,2) with assigned probabilities in the $[\ell, 1]$ interval such that
$t_1 w'(p_1^*) \neq t_2 w'(p_2^*)$. Without loss of generality, we assume $t_1 w'(p_1^*) < t_2 w'(p_2^*)$. Now note
that we can improve the objective value by redistributing the probability of harm ($p_1^* + p_2^*$)
among individuals 1,2 by solving the following convex optimization problem:

$$
\min_{\epsilon < p_1, p_2 < 1} t_1 w(p_1) + t_2 w(p_2) \text{ s.t. } p_1 + p_2 = p_1^* + p_2^*.
$$

We can equivalently write the above as

$$
\min_{p_1, p_2 \in \mathbb{R}} t_1 \tilde{w}(p_1) + t_2 \tilde{w}(p_2) \text{ s.t. } p_1 + p_2 = p_1^* + p_2^*.
$$

where $\tilde{w}(\cdot)$ denotes the extended-value extension of $w : [\ell, 1] \rightarrow [0, 1]$. Writing the stationarity
conditions for the above equivalent problem, we obtain:

$$
t_1 \tilde{w}'(p_1) = t_2 \tilde{w}'(p_2) = c
$$

$$
\Rightarrow t_1 w'(p_1) = t_2 w'(p_2) = c
$$

which is a contradiction with our initial assumption.

### 7.4 Proof of Lemma 3

**Proof** The proof is identical to Lemma 2. The only difference is that the optimization operator is maximization (instead of minimization), and concavity changes the direction of the inequalities in the proof.

### 7.5 Proof of Lemma 4

**Proof** The proof is identical to Lemma 3. The only difference is that the optimization operator is maximization (instead of minimization), and concavity changes the direction of the inequalities in the proof.

### 7.6 Proof of Theorem 4

**Proof** Note that since $w$ is concave up to the inflection point $\frac{1}{e}$, its derivative is positive and
decreasing in $p$. Also we know that the derivative amount to $+\infty$ at $p = 0$, so there exists a
value $0 < q < \frac{1}{e}$ at which $w'(q) = 1$. We can choose $n$ large enough such that $\frac{1}{n-1} < q$. We next show
that for such values of $n$, no distribution of the form $\left(\frac{\epsilon}{n-1}, \cdots, \frac{\epsilon}{n-1}, 1-\epsilon\right)$ with $\epsilon < 1 - \frac{1}{e}$
can be optimal.

The proof is by contradiction. Suppose not and $\left(\frac{\epsilon}{n-1}, \cdots, \frac{\epsilon}{n-1}, 1-\epsilon\right)$ is a maximizer of
(3) for some $\epsilon < 1 - \frac{1}{e}$. Next, we show that we can strictly improve the objective by moving
from this distribution to $\left(\frac{1}{n-1}, \cdots, \frac{1}{n-1}, 0\right)$. This is a contradiction with the assumption that
\( \left( \frac{\epsilon}{n-1}, \ldots, \frac{\epsilon}{n-1}, 1 - \epsilon \right) \) is a maximizer. To establish the above claim, we can write:

\[
\sigma \left( \frac{\epsilon}{n-1}, \ldots, \frac{\epsilon}{n-1}, 1 - \epsilon \right) = w(1 - \epsilon) + (n-1)w \left( \frac{\epsilon}{n-1} \right) \\
\leq 1 - \epsilon + (n-1)w \left( \frac{\epsilon}{n-1} \right) \\
\leq (n-1) \left( 1 - \epsilon + w \left( \frac{\epsilon}{n-1} \right) \right) \\
\leq (n-1) \left[ w \left( \frac{1}{n-1} \right) - w \left( \frac{\epsilon}{n-1} \right) + w \left( \frac{\epsilon}{n-1} \right) \right] \\
\leq (n-1)w \left( \frac{1}{n-1} \right)
\]

In the second line of the above derivation, we utilized the fact that \( 1 - \epsilon > \frac{1}{\epsilon} \) – the fixed point and point of inflection of \( w(.) \). So \( w(1 - \epsilon) < 1 - \epsilon \). In the third line, we utilized the fact that \( w \left( \frac{1}{n-1} \right) - w \left( \frac{\epsilon}{n-1} \right) > \frac{1-\epsilon}{n-1} \). To see this, note that

\[
w \left( \frac{1}{n-1} \right) - w \left( \frac{\epsilon}{n-1} \right) = \int_{\frac{1}{n-1}}^{\frac{\epsilon}{n-1}} w'(p)dp > \int_{\frac{1}{n-1}}^{\frac{1}{n-1}} 1dp = \frac{1 - \epsilon}{n-1}.
\]

\[\square\]

### 7.7 Proof of Proposition 2

**Proof**  We first show that if \( r \geq (n-1)\ell + 1 \), then at least one individual receives the benefit with certainty. Suppose not, and for all \( i \in S \), \( p_i^* < 1 \). Combining this fact with theorem 3, we can deduce that for every \( i \in S \), one of the following must be the case: (1) \( 0 \leq p_i^* \leq \ell \), or (2) \( \ell < p_i^* < 1 \). We also know according to theorem 3 for at most one individual \( i \), \( \ell < p_i^* < 1 \). The maximum total benefit in a distribution with these properties realizes when \( (n-1) \) individuals belong to category 1 with \( p = \ell \) and one individual belongs to category 2 with \( p \) very close but smaller than 1. So the maximum total benefit in such distribution is less than \( (n-1)\ell + 1 \), which is a contradiction with \( r \geq (n-1)\ell + 1 \).

Second, we show that there exists a constant \( q \) such that if \( r \leq q \times n \), no one receives the benefit with certainty. Let \( 0 < q \leq \ell \) be the point at which \( w'(.) = 1 \). We can show that for \( r \leq q \times n \), no one will receive the benefit with certainty in the optimal solution \( \mathbf{p}^* \). Suppose not, and there exists \( i \in S \) such that \( p_i^* = 1 \). Let \( m \leq (n-1) \) specify the number of individuals with \( p^* \leq q \). Also, let \( S_m \subset S \) denote the set of those individuals for whom \( p^* \leq q \). With a reasoning similar to the one presented in the proof of Theorem 3, it is easy to observe that the objective value can be strictly improved by taking 1 unit of benefit from \( i \), and distributing it equally among individuals in \( S_m \cup \{i\} \). This is contradiction with the initial assumption that there exists an individual \( i \) with \( p_i^* = 1 \).

\[\square\]

### 7.8 Proof of Proposition 3

**Proof**  Suppose not and there exists an \( i \) with \( p_i^* = 0 \). Pick another individual \( j \) with \( 0 < p_j^* \leq 1 \). We have that \( w'(p_j^*) = w'(0) = +\infty \) and \( w'(p_j^*) < +\infty \), so we can reduce \( p_j^* \) by an infinitesimal amount \( \epsilon \) and increase \( p_i^* \) at the same time, keeping \( p_i^* + p_j^* \) constant. If \( \epsilon \) is chosen to be small enough, then this operation will improve the perceived benefit, which is a contradiction.

\[\square\]