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Abstract: This paper is a survey of the existing methods of building a parallel Corpus. The paper starts with a short introduction to a parallel corpus followed by the applications of a parallel corpus. Parallel corpus built in different language pairs and the method adopted is discussed and presented. The paper covers some of the methodologies of the major parallel corpus built. The survey report is restricted to corpus built aligned at sentence and document level.
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I. INTRODUCTION

Natural language applications which are built to run on computers have tremendous importance and requires the support of a good corpus. A corpus is a representative subset of a language having an optimum and adequate size so that it is useful for any linguistic analysis. If a Corpus contains content from a single language, it is known as a Monolingual Corpus, while a Corpus containing text in two languages is known as a bilingual Corpus. A Bilingual Corpus is either comparable or parallel.

A comparable corpus contains comparable text in two languages that talks about the similar concept in source and target language. The text is collected from the same sampling frame, similar meaning and same domain, but are not exact translations of each other [1]. While a parallel corpus is a bilingual corpus that contains text in source language with its equivalent translation in the target language [2].

Literature shows that there have been no attempt to define architecture and scope of parallel corpora. Given that such is the status a comparison of methods of building corpora becomes a difficult task. In general a corpus is simply a collection of documents as source with free structure defined by the agency building the corpus and dictated by the context for which the corpus is being developed. Not very extensive literature is available for building a parallel Corpus. Though parallel corpus for different language pairs are in abundance. The paper is an attempt to bring together the different approaches in building a parallel corpus here. The paper also discusses the applications of a parallel corpus.

II. NEED OF PARALLEL CORPUS

This section discusses the various applications and need of a parallel corpus.

Development of Computations tools

Computational tools like frequency counting systems, text summarization systems, question answering systems corpus-based language processing tools like lexical Collocator, Concordancer, local word grouper, text annotator, text editor, word tagger, sentence parser, lemmatiser, spell-checker, grammar checker, morphological parsing, word processing systems etc. are dependent on the availability of language resources [3] [4]. Tools like translation memories, machine translation systems, bilingual concordances and word processors require parallel corpus [5].

Study of Linguistic Features

A word in a language can be used in different contexts and with different meanings. A very simple example would be the usage of the word “bank” which may mean a financial bank or a river bank. Studying a word with its neighbouring words helps in disambiguating its meaning and making sense. Hence, multilingual text helps to study the change in the usage of a word from one language to another, which can be used in knowledge extraction and in the study of the patterns of language use. It can also help to study the frequency distribution in the original and the translated texts [2]. These are helpful to the educators and linguists in language teaching [6]. Corpora tagged with extra linguistic information can be a useful resource for theoretical linguistic analysis including the study of language, change in the language and its semantics, polysemy study, ambiguity study etc. as well as for designing sophisticated language processing tools like morphological processors, sentence parsers, information retrieval systems, machine translation systems, etc [4]. Another usage of multilingual texts is the comparative study of languages [7].

Machine Translation

One of the very important application of language resources is Machine translation which has gained importance over the last few years. In the 1990’s Mona Baker was the first scholar to apply corpus for translation studies [2]. Machine Translation systems are either Rule Based or Statistical [8]. Statistical MT systems are dependent on the availability and quality of a large parallel corpus [9][10][11] that is a good representative of the language and other lexical resources like Dictionary [1][12]. During translation, a word is
replaced with its possible translation from a dictionary obtained during training of the system or through external dictionary. For learning a dictionary during the training, a large parallel corpus is required. Linguistic resources like dictionaries are helpful in improving the speed and quality of the translation process [13] [4].

**Transliteration**

Texts like names of places, persons etc. which do not require translation from one language to another are simply converted from one language to another and the process is known as transliteration. Training a transliteration system also requires sufficient amount of data [10]. Most of the transliteration systems learn from the training data, identifies the named entities in one language and transliterate in the other language [14]. A Machine transliteration has further usage in machine translation, question-answering systems, cross lingual information retrieval systems etc [14].

**Cross Language Information Retrieval**

The ability to retrieve information in a language by making a query in another language is referred to as Cross Language Information Retrieval [15]. Commonly used approaches of CLIR are:

- Document translation
- Query translation.

Due to its large resource requirements, the preferred approach is Query translation over document translation, since it does not require translation of the whole document. Even the Query translation approach is dependent on the availability of parallel texts and machine translation systems [15]. Bilingual dictionaries and morphological analyzers can be used to build cross language information retrieval systems [15][16].

**Language Teaching**

The corpora developed for local languages is a very handy tool for teaching languages in classrooms and gives better results than “intuition controlled classroom teaching” [6]. Students are able to learn the actual categories and proper contextual use of various lexical items. Also it enables to learn the appropriate use of words depending on its context, know the various types of sentences and other linguistic features. It thus helps in improving the linguistic skills of the language learners. These corpora can be further used as help in writing articles, books revising written texts etc. [4]. Another application of corpora in language teaching is teacher development activities, language testing, inter-language analysis [17].

A parallel corpus can be of great help to researchers in the areas such as statistical machine translation, cross lingual information retrieval and Bilingual lexicography. A sentence aligned parallel corpora is a major linguistic resource for statistical machine translation. Ref [18] list a number of potential uses of parallel corpora in NLP.

A lot of literature shows a parallel corpus been built manually or by human translations. The translations obtained through this approach has to deal with various issues. The translators can provide multiple alternate translations for each sentence. Also the chances of occurrence of human errors is more. Even if built manually, a corpus must have a structure and no agreed structure seems to be in existence.

**III. PARALLEL CORPUS BUILDING APPROACHES**

The Parallel corpus building approaches have been broadly divided into four types discussed in this section.

**A. Sentence alignment Approach**

First method would be based on deriving a parallel corpus from a Comparable Corpora through alignment of parallel sentences. The first automatic parallel text alignment was attempted by [19], which is based on the idea that long sentences will be translated into long sentences and short sentences into short ones. Their approach works remarkably well on language pairs with high length correlation, such as French and English. Alignment performance degrades when the length correlation breaks down, such as in the case of Chinese and English [20]. Even the Gale-Church algorithm may fail at regions that contain several sentences with similar lengths for language pairs with high length correlation [5].

In a parallel bilingual corpus, the correct alignment of the various textual elements (i.e. paragraphs, sentences, phrases, words) is an essential job for statistical alignment using the principle of probability theory and using probabilities estimated from the contents of the corpus. A number of different approaches to sentence alignment have been adopted such as sentence length, word co-occurrence, cognates, use of dictionaries and parts of speech etc. to produce a parallel bilingual corpus [21].

Ref [22] has built a sentence and word aligned parallel corpus for English-Inuktitut by taking 155 documents from the transcribed proceedings of 155 days from the Nunavut Legislative Assembly already in electronic format. The sentence length approach is adopted to find parallel sentences from these 155 documents by using Anchor words with a dynamic programming search to find the path with the largest number of alignments. A precision of 91.4% and recall rate of 92.3% was achieved.

Instead of the Standard length based approach, ref [23] has used a new alignment approach based on time overlaps to mine a parallel corpus for different language pairs. The methodology has been applied in discovering a corpus of 23,000 pairs of aligned subtitles covering about 2,700 movies in 29 languages. The entire database of about 308,000 files from http://www.opensubtitles.org, a free online collection of movie subtitles in many languages has been downloaded. The pre-processing and cleaning of these subtitles was done and then converted into XML based Corpus files after sentence alignment.

Ref [24] has proposed an automatic method of building a Chinese-Hungarian dictionary from a Chinese-English and English-Hungarian dictionary. A parallel corpus of 60 literatures and religion books are collected manually from the Web and pre-processing done on them. After a pre-processed version of the books are obtained, automatic method of sentence alignment is done on them to obtain a sentence aligned parallel corpus and a word aligned dictionary for the given pair of languages.
Ref [25] have done alignment of parallel corpora at document, sentence and vocabulary levels on English, Spanish and French. The approach adopted in language independent. The basic requirement of this approach is a set of documents written in two languages. Following steps are followed: separating the set of documents in the two languages, aligning the documents by identifying equivalent translations, aligning the sentences in the pair of translated documents and generating a bilingual vocabulary by word alignment.

Ref [26] have built a parallel corpus of movie subtitles for Tehran English-Persian Parallel Corpus by aligning the sentences in the files using the sentence length approach. Ref [5] has built an English-Manipuri parallel corpus by aligning sentences in a comparable corpora and tested its efficiency in a MT system. A basic requirement in all these methods is the availability of comparable corpora in the desired pair of languages. Moreover, if the comparable corpora selected for building a parallel corpora are not good enough or not fully comparable, then the results will vary [5]. Mining translations in them is very challenging. And often the parallel fragments contain non parallel fragments at the beginning or end.

B. Web Mining Approach

Another method of building a parallel corpus is through mining of parallel content from the Web. Bilingual Websites are identified which may or may not contain parallel content. Some of the work has been discussed here. Seed words are used for crawling of web content, after which the retrieved pages are cleaned, tokenized and loaded into corpus query tools. The accuracy of such corpora cannot be judged and most often depends on the use it will be put to.

Ref [27] have built an English-Chinese parallel corpus that is aligned at document and sentence level. The parallel data is taken from bilingual Websites containing good quality content in the two language from multiple domains through web crawling. The process starts from document alignment till sentence boundary detection. The HTML documents are parsed and aligned. The alignment step is divided into two stages: document alignment and sentence alignment with an intermediate step of sentence boundary detection. The complete process is automated and manual alignment process was applied at later stages with the help of human translation. Although 15 million sentences were there in the corpus, but only 2 million of them were only released that were proofread by human translators. To avoid any copyright issues, anonymous operations were carried out manually to remove any proper names with certain placeholders.

Ref [28] have proposed a method of extracting parallel sentences from the Wikipedia by identifying the cross lingual links in Wikipedia and using them to generate feature vectors for each sentence pair. These feature vectors are then classified into parallel or non-parallel links. The link structure and metadata of the Wikipedia article is used to identify the parallel sentences. It is a scalable and language independent approach that can be extended to any pair of 272 languages available on the Wikipedia. The approach is based and dependent on the existence of cross lingual links between articles in different languages on the same topics. Even though Wikipedia links exist, but the content on the two links in the two languages are not same and has lot of noise. The cross lingual links between the parallel Wikipedia articles are studied to extract various statistics which are further used to generate feature vectors for each sentence pair. These feature vectors are used to classify the sentences to parallel or non-parallel and is able to achieve an accuracy of 78%. Sentence similarity is achieved using their semantics rather than syntax.

Ref [29] has built a Chinese-English parallel corpus of 160K sentence pairs by harvesting comparable patents from the Web. Initially, more than 22 million bilingual sentence pairs have been mined, out of which 7 million high quality parallel sentences have been considered.

Ref [30] have built a Spanish-Portuguese Parallel Corpus aligned at sentence and word levels. The initial parallel data is manually collected from a Websource. The TCA (Translation corpus aligner) has been implemented to obtain the set of alignments which consist of m-to-n relations marked by XML tags. Manual adjustments were made wherever needed to generate a 1-1 alignment. Two versions of the corpus are built, one represents the aligned corpus in its original format, with capital letters, punctuation marks and alignment tags (XML) and the other in the GIZA++ format. The corpus consists of 17,681 sentence pairs.

Ref [31] has built a Parallel corpus by Web crawling for English-Spanish. First bilingual websites are identified manually or through search engine. Second step is the alignment of document pages. A total of 2039272 bilingual sentence pairs were extracted through sentence alignment in the bilingual web link pairs obtained through web crawling. Acquiring parallel text from the Web is a challenging problem, through monolingual approaches have been well established [31]. The problem with this approach is that quality and scale of parallel data is dependent on the initial pairs of the bilingual websites and are difficult to obtain on a large scale of low resources languages like Hindi and Marathi. The retrieval error is carried forward in the next stage of sentence alignment. Even when the manual approach was adopted the parallel links on the websites [31] did not contain parallel data. The translation were missing or were incorrect. Hence this approach is not feasible for Hindi-Marathi.

C. Manual Approach

The third method of building a parallel corpus are manual and time consuming. Ref [32] have built a parallel bilingual syntactically annotated corpus of Czech-English as part of a Project carried out at the Charles University. The target text is obtained manually by translating an existing monolingual syntactically annotated corpus, thereby reducing the annotation efforts to annotation of a text in a single language. Annotation is done at three levels: morphological layer (lowest), analytic layer (middle) and superficial semantic layer (highest). Dependency parse trees are created concentrated around the verb.
Ref [33] have built a Japanese – Chinese parallel corpus doing human translation of Japanese text into Chinese. The Corpus is morphologically and syntactically annotated with alignments at word and phrase levels. Japanese sentences from a newspaper were collected and manually obtained the Chinese sentences. Word alignment is done through GIZA++. Syntactic annotation is done with the help of tools.

Another parallel corpus built through the manual approach is by [34]. The alignment is done automatically with manual verification and POS tagging. Manual the texts in both the languages are collected from internet from different genres and domains in reasonable proportions. The first annotation done is sentence alignment. Textual structural annotation of paragraph, word and sentence have been annotated in the corpus. After alignment, human verification is done and errors are removed [34].

Ref [35] have built a Swedish Turkish Parallel Corpus from texts collected manually from fiction and technical documents. The corpus is passed through the complete Corpus Annotation procedure to obtain a parallel Corpus in XML Corpus Encoding Standard. The BLARK (Basic Language Resource Toolkit) has been used for building and annotating. The tool UPLUG tool has been used to automatically link sentences and word alignment of the source and target texts.

A bidirectional parallel corpora, COMPARA has been created for Portuguese and English by [36]. The text excerts have been taken from the beginning, middle and end of books. Digitized versions of the texts were obtained by removing extra linguistic elements like page nos, figures etc. The corpus is encoded with the IMS Workbench format. Alignment of a particular word with multiple words in the other languages. The text in both the languages were annotated with the parsers available. The corpus consists of 3 million words from 72 source texts and 75 translations. The complete method of building the corpus is manual. The corpus is encoded with the IMS corpus workbench format. The focus has been more on identifying the decisions to be made in building the corpus and highlighting the aspects of corpus compilation that are unique to a parallel corpora. Unavailability of language resources limits most of the existing approaches for sentence similarity.

ILCI (Indian Language Corpora Initiative) handled by a consortia of different participating institutions in India has built many monolingual and parallel corpora for various Indian languages. The parallel corpora is built by collecting sentence in source language and translated by human translators to the target language. Data has been taken manually from promotional materials, published and distributed by Government and/or private institutions/agencies. The sentences are POS tagged by the Bureau of Indian Standards (BIS) tagset. A Health text Parallel Corpus of 25000 sentences for Hindi-Marathi is also freely available for research purposes [37]. As in the year 2011, this corpora was not publicly available. But now it is available for download for research purposes.

Ref [38] have built a parallel corpus for different languages centered around Czech with a focus on texts related to fiction. The parallel text is manually corrected for avoiding any errors and passed through the process of pre-processing, tokenization and morphological processing. Linguistic Markup is only done for the languages that have readily available tools.

Ref [9] have used Amazon’s Mechanical Turk to build parallel corpus for six Indian languages: Bengali, Hindi, Malayalam, Tamil, Telugu and Urdu. The source data is the 100 most viewed documents on Wikipedia for each language and the translations are obtained through human translators. The parallel corpus thus obtained is used to build translation models and accuracy evaluated for each translation model for each language pair. The first step was to build the bilingual dictionaries. These dictionaries were then used to build glosses of the source sentence and then compared to the manual translations obtained. The method adopted by them had the prerequisite of availability of electronic text and a lot of human effort and intervention was required.

Ref [39] have built an Arabic-Spanish-English parallel Corpus. The entire process has been done in two stages: basic processing (tokenization and segmentation) and alignment. The corpus has been annotated with POS tags and encoded in the Corpus Encoding Standard TMX (Translation Memory Exchange). Three monolingual corpora in each language is taken for aligning of sentences to produce a sentence aligned parallel corpus.

Ref [11] have attempted to build a parallel corpus for English to Urdu Statistical Machine Translation. Similar to Marathi, morpho syntactic synthesis is done from Urdu to Hindi, as in the case of Hindi, the Postpositions exist separately. The parallel corpus was collected and sentence alignment was done manually with the help of a tool developed during the study.

D. Machine Translation Approach

Ref [40] has built a parallel corpus for multiple languages (English-German, English-Spanish, English-Czech) by taking source text and obtaining target text through five MT systems (Joshua, Lucy, Metis, Aperture, MaTrEx). The parallel corpus thus obtained is annotated with meta-information. The training of the MT systems is done on a separate dataset. It was concluded by them that the various MT systems perform complementary to each other. The size of the Corpus built is 2051 sentences translated by five different MT systems in six translation directions and annotated with various metadata information provided by the translation model. The corpus is further annotated with linguistically motivated information. XLIFF (XML Localisation Interchange File Format) is used to represent and store the corpus data.

Ref [41] has proposed a standard pipeline to provide uniform linguistic annotation to corpus resources using state of the art NLP technologies so as to obtain uniformly annotated data. The proposed pipeline provides a framework to create annotated corpora that can be used to compare and analyze different approaches to MT.

Most of the methods of building a parallel corpus are dependent on the availability of electronic text in both the languages and then through different approaches the parallel
Text is extracted. Other methods is manual and requires a lot of human intervention. It is clear from the work of earlier researchers that there is still no standard method of building a parallel corpus.

Table 1: Summary of existing methods of building a Parallel Corpus

|   | Input                          | Output                                      | Language Pair                  |
|---|-------------------------------|---------------------------------------------|--------------------------------|
| 1 | Martin, Johnson, Farley and Maclachlan (2003) | Parallel Documents | Sentence and Word aligned Parallel Corpus (text) | English-Inuktitut |
| 2 | Tiedemann (2007)              | Parallel Documents | Sentence aligned (XML) | Multiple languages |
| 3 | Pilevar, Failli and Pilevar (2011) | Parallel Documents | Sentence aligned (txt) | English-Persian |
| 4 | Singh (2012)                  | Comparable Corpora | Sentence aligned (txt) | English-Manipuri |
| 5 | Liu (2013)                    | Parallel Documents | Sentence aligned (txt) |                  |
| 6 | Tian, Wong, Chao, Quaresma and Oliveira (2014) | Bilingual Websites | Document and Sentence aligned (txt) | English-Chinese |
| 7 | Sridhar et.al. (2011)         | Bilingual Websites | Sentence aligned (txt) | English-Spanish |
| 8 | Bharadwaj and Verma (2011)    | Wikipedia | Sentence aligned (txt) | |
| 9 | Bin, Jiang, Chow and Benjamin (2010) | Comparable Data from the Web | Sentence aligned | Chinese-English |
| 10| Aziz, Pardo and Paraboni (2008) | Word and Sentence aligned (XML) | Spanish-Portuguese |
| 11| Curin et. al. (2004)          | Manually obtained translations in target language | Parallel Syntactically Annotated Corpus | Czech-English |
| 12| Garcia (2009)                 |                              | (IMS Workbench Format) | Portugese-English |
| 13| Choudhary and Jha (2011)      | Manually obtained translations in target language | Sentence aligned (in Excel files) | Different Pairs of Indian Languages including Hindi-Marathi |
| 14| Rosen and Vavrin (2012)       | Manually obtained translations in target language | Syntactically annotated and sentence aligned (txt format) |
IV. CONCLUSIONS

The paper discusses the three approaches used by different authors. None of the methods seem to be having a special applicability. The choice of the approach seems to be dictated by the liking of the building team, purpose for which the corpus is being built, and to some extent the domain. From information technology point of view it is evident that none of the sources seem to have made any attempt at defining requirements of optimum sizes and standardizations of architectures and frameworks to help the builders of corpora.
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