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To reduce costs and improve organizational efficiency, the adoption of innovative services such as Cloud services is the current trend in today’s highly competitive global business venture. The aim of the study is to guide the software development organization (SDO) for Cloud-based testing (CBT) adoption. To achieve the aim, this study first explores the determinants and predictors of Cloud adoption for software testing. Grounded on the collected data, this study designs a technology acceptance model using fuzzy multicriteria decision-making (FMCDM) approach. For the stated model development, this study identifies a list of predictors (main criteria) and factors (subcriteria) using systematic literature review (SLR). In the results of SLR, this study identifies seventy subcriteria also known as influential factors (IFs) from a sample of 136 papers. To provide a concise understanding of the facts, this study classifies the identified factors into ten predictors. To verify the SLR results and to rank the factors and predictors, an empirical survey was conducted with ninety-five experts from twenty different countries. The application value in the industrial field and academic achievement of the present study is the development of a general framework incorporating fuzzy set theory for improving MCDM models. The model can be applied to predict organizational Cloud adoption possibility taking various IFs and predictors as assessment criteria. The developed model can be divided into two main parts, ranking and rating. To measure the success or failure contribution of the individual IFs towards successful CBT adoption, the ranking part of the model will be used, while for a complete organizational assessment in order to identify the weak area for possible improvements, the assessment part of the model will be used. Collectively, it can be used as a decision support system to gauge SDO readiness towards successful CBT.

1. Introduction

Over the past decades, software applications are becoming complex, dynamic, component based, and distributed, therefore making software testing a challenging task [1]. Industry reports show that software of 20,000 lines of code might take seven weeks of uninterrupted execution for a thorough regression test [2]. Many software development organizations (SDOs) consider test process automation to shorten development cycle and decrease testing costs [3]. Moreover, it is time-consuming and laborious to conduct some types of testing manually like regression testing, while through test automation, they can be performed efficiently [4]. Once tests have been automated, they can be run repeatedly and quickly. Test automation also proves to be an economical method for the regression testing of software with lengthy maintenance spell [4]. However, this type of testing demands huge investment from an SDO on various testing tools and related resources which may go out of use over a period of time because technology and application advance over time. Since SDO is supposed to retain pace with the industrial changes, SDO finds it hard and unfeasible to upgrade them every time [2]. Due to the essential value-added feature of Cloud Computing (CC), paradigms such as on large resource pool,
self-service on demand, measured service, broad network access, and rapid elasticity application development, deployment, and testing in the CC environments have been greater than before. This results in the reduction of delivery time, increased productivity, and capital and operational cost saving. Besides numerous benefits, it also postures several challenges for the quality of service (QoS) assurance including high-availability, multitenancy issues, elasticity, privacy, and security [5]. CC is regarded by many authors as a paradigm shift in computing, in lieu of an important change in the way computing services are offered, developed, attained, and paid for [6]. In practice, in this model, a Cloud service provider (CSP), serving the public, uses a pool of computing services via multitenancy. Potential clients can acquire and use these services over the Internet with automated user-friendly interfaces. Using the pay-as-you-go model, the service consumption is automatically metered [7].

At present, Cloud services are offered in at least three different models, i.e., Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), and Software-as-a-Service (SaaS). These services are typically organized in one of the four infrastructures which are public, private, hybrid, or community Cloud settings. In the near past, numerous business organizations have shown a growing interest in the adoption of Cloud services to support various corporate functions [8]. CC is one of the five most persuasive technologies across the globe and is ranked the third widely invested significant IT service in 2013 [9]. According to the latest 2018 McKinsey report, over the next three years, organizations will make a fundamental shift from developing IT to utilizing IT [10]. Companies of all sizes are moving to off-premise Cloud services, among a significant move are noticed in large enterprises. The market share of CC is increasing fast, 30% small and medium businesses (SMBs) have already acquired five or more Cloud services while 60% have acquired a minimum of one Cloud service [11]. While cost reduction is often perceived to be the main factor in adopting CC services, the report shows that quality is a key predictor for Cloud adoption, while compliance and security remain key inhibitors for acceptance, specifically for large organizations [10].

As stated above there are three basic service models of CC, i.e., IaaS, PaaS, and SaaS. However, when we want to conduct Cloud testing, there emerges a new service model called Software Testing-as-a-Service (STaaS) or simply TaaS. A new term, known as TaaS or STaaS, has become a hot topic of discussion in different research groups as well as IT businesses and the Cloud industry [12]. The term of “TaaS” was originally coined and properly introduced by Tieto (http://www.tieto.com/) in 2009 in Denmark. Afterward, TaaS has been widely accepted by both industry and academic communities owing to its advantages in utility style service models, scalable testing environment, demanded testing services, and cost reduction [12]. This model has been assimilated into commercial products like Sogeti and Tieto. TaaS in a CC environment is deliberated as a new service and business model where a TaaS service provider creates a software testing environment and provides them as-a-testing service to accomplish testing tasks and activities for SDO to test application software under-test (SUT) or a web-based system running over a Cloud infrastructure [12]. In connection to software testing, the terms “testing in the Cloud,” “Cloud-based testing (CBT),” “Cloud testing,” “STaaS,” and “TaaS” are now widely used as synonyms.

To cope with the challenges of software testing; employing CC technology would be the best choice. While many organizations are adopting CC with careful assurance, testing seems to be one of the areas where they are willing to be more optimistic to move. Adoption of CC for software testing process is considered to be a safe decision because testing data does not contain any sensitive business information [2]. However, the adoption of CC for software testing is still in the initial stage [13]. The adoption rate of CC depends on the identification of novel factors. Before taking any important adoption decision, the significant factors for Cloud adoption should be ranked. Studies focusing on the adoption of CC for software testing are still lacking. Furthermore, conducting testing in the CC environment is neither cost-effective nor it is the best possible solution to all testing problems. Furthermore, not every type of software is the best candidate for testing in the Cloud [14].

SDO concerned about CBT must be conscious about the characteristics and types of software that are suitable to be tested in the Cloud environment, which enables them to better employ CBT [15]. Unit testing (particularly large regression suites), performance testing, and high-volume automated testing are the ideal choices to be migrated to the Cloud environment [14]. Unlike traditional web-based software testing, TaaS on Cloud infrastructure has several distinct requirements and unique features [12]. Some of the requirements from different perspectives are (1) the applications or SUT must be accessible online. The SUT might be a SaaS application or non-SaaS application. Additionally, this takes into account different levels of testing, for example regression or performance testing; (2) diverse deployment models of the Cloud such as private, public, hybrid, or community are used to host testing platforms and infrastructure; (3) testing of the Cloud itself [16].

Moreover, it is not straightforward to move testing to the Cloud; several quantitative and qualitative factors influence the decision to adopt CC. For example, all the traditional artifacts must be relocated to a new platform while still adhering to the original quality attributes and functionality. Questions like why tests are migrated to the Cloud, which techniques will be suitable, which test needs to be migrated, and when to migrate to the Cloud demand to be answered before proceeding with the CBT [17]. When transferring testing to the Cloud platform, the tools that are used in the course of the testing need to be switched to an innovative Cloud environment while still coinciding with the development environment. These artifacts consist of the test environment (such as testbeds and tools), test plans, testing method, test cases, test results and its documentation, and so on. Equal rewards should be reapplied provided that high risks are posed while moving application testing to the CC platform [14].

1.1. Aims and Objectives. Specifically, this study explores the determinants and predictors of Cloud adoption in the
context of software testing and develops a Cloud testing adoption assessment model (CTAAM) for decision-making towards CC adoption for software testing, specifically known as CBT. CTAAM was developed based on the input from experts’ judgment using fuzzy multicriteria decision-making (FMCDM) approach. For the proposed model development, we performed a systematic literature review (SLR) for data collection by applying our customized search strings [18]. From results of the SLR study, we identify seventy influential factors (IFs) from a sample of 136 papers. To validate the SLR findings and to rank the IFs, an empirical survey was conducted in the software testing industry with ninety-five experts from 20 different countries. Based on the collected data, we performed a two-phase analysis based on FMCDM methods. We develop CTAAM model based on the two-phase analysis results. For evaluation of the CTAAM two case studies were conducted in SDO. To rank the IFs, we used our developed FMCDM based framework. For this purpose, we have developed an evaluation scale with 133 items based on previous researches.

1.2. Contribution of the Study. This study contributes positively to the academic literature on the Cloud adoption in the context of software testing by identifying various criteria and is the foundation of Cloud adoption for future research in this field. Unlike other researchers, we formulate Cloud adoption as MCDM problem. Since several qualitative and quantitative factors influence decision towards Cloud adoption indicating that adoption is a kind of MCDM problem. Furthermore, unlike other researchers, we have combined the fuzzy set theory with MCDM to better handle vagueness, uncertainty, expert heterogeneity, human biasness, and subjectivity. In detail, in our framework model, the linguistic terms with parallel values in triangular fuzzy numbers (TFNs) format are used to translate the linguistic term. To handle expert heterogeneity, this study makes CTAAM capable of accumulating the decision of several experts by means of various predictors and factors as measurement criteria.

The model will do an organization assessment based on various IFs and predictors as evaluation criteria and can be applied to predict organizational Cloud adoption possibility taking various IFs and predictors as assessment criteria. The developed model can be divided into two main parts ranking and rating. To measure the success or failure contribution of the individual IFs towards successful CC adoption the ranking part of the model will be used while for a complete organizational assessment in order to identify the weak area for possible improvements the assessment part of the model will be used. Collectively, it can be used as a decision support system (DSS) to gauge SDO readiness towards successful CC adoption for CBT. The industrial contribution of the model is that it can be used as an assessment tool for SDO vendors and will indicate their weakness using an extended fuzzy version of the Motorola instrument specifically extended for this study. The models developed through FMCDM approach can handle uncertainty and vagueness in the expert judgments but they cannot identify the weak and strong areas of an organization. Therefore, our framework model in this study uses Motorola assessment tool [19, 20] in the case study. Similar to our previous studies [21–23], this study also prolonged the Motorola evaluation tool to a fuzzy environment by suggesting the TFNs scale for its three dimensions. The existing Motorola guidelines [19, 20] were appropriate for a 5-point Likert scale only. We update the guidelines to 7-point Likert and introduce TFNs instead of even numbers (0, 2, 4, 6, and 10). We have designed seven point linguistic scales for assessing the importance weights of 133 items. Scale development is another contribution.

Theoretical contribution of the fuzzy study is the design and structure of a general framework to improve multicriteria decision models. Other researchers and practitioners can use the proposed model structure and procedure as a template to develop FMCDM models and framework for decision-making, organizational capability improvement, and assessment for enterprises, organization, or companies in the other relevant fields. Moreover, the ranking part of the CTAAM can be adopted to design a standalone prioritization or weighting tool and to rank the impact of different risk or success factors while the assessment part of the CTAAM can be adopted to develop mini assessment tool. Collectively, it can be adopted as a DSS.

1.3. Paper Outline. The rest of the paper is organized as follows. In the second section, a brief review of the studies conducted in the domain of CBT followed by quick motivation for using fuzzy set theory is presented. Section 3 describes the research methodologies for data collection and analysis. This is then followed by results obtained through ranking and rating in Section 4. Section 5 discusses the results while Section 6 discusses the study limitations. Finally, Section 7 concludes the paper.

2. Background and Motivation

Cloud testing is the process of software testing based on CC technology [5]. Cloud testing can be testing the Cloud itself or TaaS over Cloud. In this study, we focus on testing applications in the Cloud, i.e., TaaS. A group of expert architects and performance testers from the UK leading web load and performance testing company (http://www.CloudTesting.com/) initiated Cloud-based testing service for load and performance testing of website and Web applications [24].

The present literature around CBT is in the form of reports and industrial white papers. However, as the academic research on CBT gains popularity, scientific research has also been growing [22, 25–29]. Researchers examine specific types of testing [28], its architecture [30], applicability through case studies [31], experiments [31], and industrial survey [25]. Other related research, focusing on overviewing [32], surveying [25, 33], and summarizing the existing work [34].

The survey paper [35] poses some questions to the CC research community, which involve suitable solutions to software testing. Fernandes and Gemmer [36] have defined
the CC paradigm and its implications for IT organizations. Bertolino et al. [37] identify various references and buzzwords. Bai et al. [24] suggest new developments in Cloud testing tools like SaaS testing, cross-Cloud testing, real-time results processing and dynamic adaptive testing, dependability testing, service-level-agreement conformance testing, and security and reliability testing. Nachiyappan and Justus [38] give an overview of Cloud testing tools. In a comparative study, they discuss various challenges to CC testing tools. Titinen [39] in their master thesis identify critical factors for software testing tools selection. They also classify testing tools into test management, execution, comparison, framework, and measurement tools. Murthy and Suma [40] conduct a study on CC testing tools, and Devasena et al. [41] propose a load testing tool for Cloud.

However, this research area is still immature [26]. For the time being, a vast majority of the preceding researches addresses the testing of the core architecture of the Cloud. Furthermore, the majority of the preceding work focuses on Cloud service evaluation. Conversely, customization of those services regarding software testing has been largely ignored in the preceding literature. What’s more, few studies focus on Cloud adoption [42–48] but they are not conducted form software testing, the only exception are [22, 25]. A recent survey on testing in the Cloud [49] identified lack of a Cloud testing adoption model that guides decision-maker, when and how to move testing to the Cloud, based on various decision factors as a research gap. Therefore, our study will be an attempt to bridge some of the most important research gaps by developing a research model that is adaptable and scalable for SDO.

2.1. Motivation and Novelty. The decisions on whether to adopt Cloud as a testing tool are essential since incorrect decisions might consequence in a loss in terms of resources and efforts. A shortage of knowledge and information about a certain technology makes it uncertain and vague. Thus, unavoidably, most of the critical decisions are made under nondeterministic conditions while any carelessness may result in the dire consequences. Models and frameworks have been recommended to support the decision-makers for CC adoption, incorporating various aspects such as demand behaviors, business objectives, and quality of services, migration cost, and technical challenges. For instance, an MCDM model for ranking and selecting Cloud services includes six factors, namely, accountability, costs, assurance, agility, performance, and security [50]. Although there are numerous models for decision-making [42–48, 51–55] but they are not conducted form software testing, the only exceptions are [14, 22, 25]. Furthermore, most of them [42–48, 51–53] are not based on the fuzzy set theory. Furthermore, they are proposed for either service selection [46] or Cloud provider selection [46]. Interestingly, none of them is proposed for software testing or TaaS. The only exception is found in [14], in which authors propose a decision framework called SMART-T. SMART-T originated from Service-Oriented Architecture (SOA) Migration, Adoption, and Reuse Technique (SMART) [56] where T shows testing. SMART-T contains three parts: business drivers, technical factors, and operational results. SMART-T is developed based on business drivers and technical factors. Additionally, it is not developed based on the fuzzy set theory. Moreover, we did not find any study from the perspective of CC adoption, handling vagueness, or uncertainty in experts’ decision-making.

Our study will contribute to the existing literature on Cloud adoption and software testing. Unlike the preceding researchers, we formulate Cloud adoption as the MCDM problem. Since several qualitative and quantitative factors influence in decision towards Cloud adoption indicating that adoption is a kind of MCDM problem. Compared with the preceding studies, our study has the following significance. Firstly, very few studies on CBT have been conducted. Secondly, no compressive study on Cloud adoption for software can be found in the relevant literature. Therefore, this paper is the initial effort to provide new valuable discernments on the adoption of CC technology for software testing, which is considered to be an emerging research perspective in automated testing. Thirdly, besides the importance of CBT, very limited evidence in the relevant literature can be found that discuss aspects of CBT adoption through systematic theoretical evaluation and models. In fact, the application of operational research models and theories, especially technology adoption theories and the MCDM approaches for Cloud adoption in the context of software testing remains unexplored. Consequently, proposing a Cloud testing adoption assessment model (CTAAM) and linking various influential factors to its core constructs of organizational adoption intention is deliberated as a valuable tool, which is the fundamental innovation of this study. Lastly, previous studies have only utilized MCDM [45–47, 51, 57] approach in ranking the influential factors and its dimension and predicting the organizations’ intention to adopt Cloud technologies but they are not conducted for software testing, the only exception is [25]. Besides, we did not find any study, handling vagueness or uncertainty in experts’ decision-making as well as causal relations among the identified factors simultaneously from the perspective of CC adoption. To handle expert heterogeneity, this study develops a model capable of aggregating the decision of multiple experts by using multiple predictors and factors as measurement criteria. In our proposed framework, multiple experts can participate in both the ranking survey and rating assessment case study. Additionally, unlike the preceding studies, this study provides the experts with a self-effacing linguistic scale as presented in column 1 of Tables 1 and 2.

2.2. Application of Fuzzy Set Theory to Multicriteria Decision-Making (MCDM). In real-world decision problems experts typically have to decide with imprecise, vague, or incomplete data [58]. Vagueness exists in the natural language terms, such as good or best, better than, smaller than, considerable, important, significant, not implemented, partially implemented, fully implemented, achieving, achieved, outstanding, qualified, marginally qualified, etc. [59, 60]. Vagueness or fuzziness in data may be due to poor boundaries of scale
Table 1: Linguistic scale for ranking of items.

| Linguistic terms                  | Corresponding scale |
|-----------------------------------|---------------------|
| Not contributing at all           | (0.0, 0.0, 0.1)     |
| Contributing sometime             | (0.0, 0.1, 0.3)     |
| Slightly contributing             | (0.1, 0.3, 0.5)     |
| Not sure                          | (0.3, 0.5, 0.7)     |
| Moderately contributing           | (0.5, 0.7, 0.9)     |
| Strongly contributing             | (0.7, 0.9, 1.0)     |
| Extremely contributing            | (0.9, 1.0, 1.0)     |

Figure 1 shows the x coordinates of the three vertices of the triangle in the fuzzy set 

\[
\mu_A(a) = \begin{cases} 
0, & \text{if } a \leq 1, \\
\frac{a - 1}{m - 1}, & \text{if } l \leq a \leq m, \\
\frac{u - a}{u - m}, & \text{if } m \leq a \leq u, \\
0, & \text{if } a \geq u, 
\end{cases}
\]  

2.5. Linguistic Scale. The conventional scaling approaches face difficulties in labeling the criteria that are overly complicated or hard to define [67]. To counter the consequences of fuzziness the linguistic scale is used. Linguistic terms with parallel TFNs offer practical means for dispensing incidents of subjectivity. The appropriateness of substitutes versus criteria and the importance weights of criteria are assessed using a linguistic scale with corresponding fuzzy numbers [59, 60]. Several researchers [21–23, 59, 60, 65, 66] recommend the linguistic scale for describing such situations.

Inspired by the above-reported studies, in this paper, the linguistic terms with parallel TFNs scores are used to reproduce the information. Precisely, we have designed seven Likert linguistic scales for ranking IFs via 133 items. Seven Likert linguistic scales as presented in Table 2 were used to rank the significance of the identified factors via its items found via SLR in phase 2.

Likewise, seven linguistic scales as presented in Table 2 grounded on Motorola evaluation tool are designed. The case study companies were asked to rate the level of

Table 2: Linguistic scale for rating of items.

| Linguistic term                  | Corresponding scale |
|-----------------------------------|---------------------|
| Very poor implementation          | (0.0, 0.0, 0.1)     |
| Poor implementation               | (0.0, 0.1, 0.3)     |
| Weak implementation               | (0.1, 0.3, 0.5)     |
| Fair implementation               | (0.3, 0.5, 0.7)     |
| Marginally implemented            | (0.5, 0.7, 0.9)     |
| Fully implemented                 | (0.7, 0.9, 1.0)     |
| Outstanding                       | (0.9, 1.0, 1.0)     |

2.3. Fuzzy Multicriteria Decision-Making (FMCDM). Zadeh [67] is the first researcher to incorporate "fuzzy sets theory" and proposed the MCDM approach for subjective decision-making. It has been widely adopted to model uncertainties in human decision-making. It also meritiously resolves uncertainties in collecting data for MCDM. Several researchers have identified that the subjective vagueness of expert judgment can be dispensed by integrating the fuzzy set theory [59, 60, 65, 66] with MCDM. In a fuzzy set, linguistic terms are used to denote fuzzy variables that are then translated to the corresponding numerical values using the predefined linguistic scale [65, 66].

2.4. Fuzzy Numbers and Fuzzy Sets. A fuzzy set has a membership function which assigns a score of association to objects within its universe of information between 0 and 1. All real numbers greater than one is a familiar example of a class of objects where boundaries are not clear or poorly defined [58]. To cope with the fuzziness usually articulated in decision data rising from the qualitative independent judgment of the experts due to the uncertainty, incomplete or vague data, the scale based on crisp numbers might be inadequate to model the real-world MCDM problems [62]. Furthermore, the influential factors are not likewise significant as the influential factors may be quite different regarding their contribution to success [59]. Thus, it is more forthright and realistic for experts to rank the IFs for example "factor F extremely contributing towards CC adoption" rather than to guess "factor "F" 70% contributing towards CC adoption". Converting heterogeneous information to a single form might result in a loss of important information [63].

In practice, decision-making usually requires subjective data provided by the expert [64]. It is obvious that different experts have different preference structures, knowledge levels, and complex decision capabilities based on their experiences [65, 66]; therefore, a good decision-making model must tolerate vagueness or ambiguity in expert judgment [60, 65]. Numerous researchers have recommended incorporating fuzzy set theory [54, 55, 58–67] dispensing subjectivity in decision-making by human experts. Fuzzy statistics in FMCDM methods are represented by fuzzy numbers via fuzzy sets. In fuzzy sets, the degree of association is allocated to objects in their universe of discourse. An object in this approach can fit some sophisticated classes of objects with only a partial association [67].

Table 1: Linguistic scale for ranking of items.

| Linguistic terms                  | Corresponding scale |
|-----------------------------------|---------------------|
| Not contributing at all           | (0.0, 0.0, 0.1)     |
| Contributing sometime             | (0.0, 0.1, 0.3)     |
| Slightly contributing             | (0.1, 0.3, 0.5)     |
| Not sure                          | (0.3, 0.5, 0.7)     |
| Moderately contributing           | (0.5, 0.7, 0.9)     |
| Strongly contributing             | (0.7, 0.9, 1.0)     |
| Extremely contributing            | (0.9, 1.0, 1.0)     |
implementation of items across the three dimensions of Motorola evaluation tool [21], i.e., results, deployment, and approach as presented in Table 3.

3. Research Methodology

In terms of the proposed research model, we have developed it by including empirical research methodology based on a mixture of quantitative and qualitative research techniques for data collection and a two-phase FMCDM approach for analysis as deliberated in the following subsections.

Phase#1: to identify critical influential factors (CIFs), for data collection at the early stage, SLR was used.

Phase#2: to rank the identified CIFs using fuzzy FMCDM and at the same time to validate the SLRs findings, a questionnaire survey was carried out.

Phase#3: based on the inputs from the questionnaire survey and SLR the CTAAM was developed in phase 3.

Phase#4: to assess the CTAAM through the FMCDM approach and at the same time to evaluate its effectiveness in real-world environment case study was executed.

3.1. Systematic Literature Review (SLR). This study conducts SLR [68] to find the critical factors of the adoption of CC for software testing. Before conducting the SLR, we design a review plan known as a protocol. We have published the SLR protocol with initial results in a conference paper [18].

3.1.1. Review Plan. It reduces researchers’ bias and enhances review accuracy and repeatability [68]. Particularly, it outlines rationale for the study, search strategies, study questions, literature inclusion/exclusion and quality assessment checklists, and data extraction and synthesis plans [68]. Figure 2 illustrates the main phases of the SLR process.

Construction of Search Terms. In terms of the searching phase, the scope of the study is acknowledged as follows:

Population. Primary studies on “Cloud-based testing,” “testing in the Cloud,” “Cloud testing,” “testing-as-a-service,” and “TaaS.”

Intervention. Published primary studies reporting success factors for Cloud-based software testing.

Outcomes of Relevance. List of factors related to the CBT adoption.

Experimental Design. Any forms of empirical study.

The below example shows the aforementioned parts:

[What factors/challenges] —> “INTERVENTION”

In [Cloud software testing] —> “POPULATION”

Which impacts upon

[Adoption of Cloud] —> “OUTCOMES OF RELEVANCE”

KEYWORDS_ABSTRACT_TITLE

(Software OR Application OR program) AND (Test* OR Validate* OR verification OR maintenance OR accepting) AND (Cloud OR Cloud computing OR TaaS OR Testing as a service) AND (factors OR motivators OR drivers OR elements OR parameters OR characteristics OR adopt* decision OR criteria OR “lesson learned”)

Search plan: We used an automatic search method for publication selection because manual search is not easy for digital libraries where the numbers of available documents are over several thousands. The final search string is given below.

Literature Selection: In this step, the investigators have to list sources to be searched, inclusion, and exclusion and quality criteria.

Selection of sources: Following the guidelines for SLR [68], we selected seven search engines/databases related to the study subject to run an exhaustive search [68]. Databases are chosen based on the characteristics, such as coverage of indexed articles (journals, conferences, or books), availability of the study, and importance to the software engineering area. Following are the seven databases, we selected.

(1) ACM_digital library http://www.acm.org/
(2) Scholar_Google https://scholar.google.com
(3) IEEE_Xplore-http://ieeexplore.ieee.org/
(4) Cite_Seer-http://citeseer.ist.psu.edu/
(5) Science_Direct-http://www.sciencedirect.com/
(6) Springer_Link-http://link.springer.com/
(7) Wiley_online library-https://onlinelibrary.wiley.com/

Inclusion and Exclusion Criterion: An inclusion and exclusion criterion is defined to verify the importance and usefulness of each study. The relevant criteria are listed in Table 4.

Quality Criteria: The quality checks are listed in Table 5. The checklist will be scored based on three possible answers; yes, partial, and no. If any of the checks are not relevant to any articles, then it will be excluded from the evaluation of that particular study only. Those studies that will not provide the basic information about their research methods will score less than 50% in quality assessment and will be excluded.
Data extraction: Primary reviewers will independently review all papers. In the case of needs for guidance, the secondary reviewers will be approached.

Execution of the review: The review was conducted from June 2017 to September 2018. To support the protocol trial, we used the EndNote X7 tool for the control group of primary studies and paper selection and storage. Moreover, Microsoft Access was used to manage the data extraction and quality assessment.

3.2. Empirical Survey. To rank the identified CIFs using FMCDM and at the same time to validate the SLR’s findings, a questionnaire survey was carried out in the software development industry. Questionnaire survey serves as an appropriate method of gathering tacit quantitative and qualitative facts [69]. The process of a questionnaire survey can be divided into two phases, designing and sampling. In the design phase, a set of questions are designed to be answered by the sample. In the sampling phase, the investigator discovers, lists, selects, and invites suitable experts to contribute in the questionnaire survey [70]. Both are described briefly in the below subsections.

3.2.1. Implementing Online Questionnaire Survey. Surveys can be developed using either commercial or self-developed tools. We have used Google drive where we typed

| Score       | Approach                                                                 | Deployment                                                                 | Results                                      |
|-------------|---------------------------------------------------------------------------|---------------------------------------------------------------------------|----------------------------------------------|
| Very poor   | (i) Items not evident OR (ii) No ability to implement OR (iii) No management indebtedness of the need OR | (i) No department of the organization can use the items OR (ii) No department of the organization express interest | (i) No change                               |
| Poor        | (i) Poor organizational skills OR (ii) Poor management recognition of the need OR (iii) Poor organizational commitment | (i) Some department of the organization uses the item OR (ii) Some department of the organization express interest | (i) Ineffective                              |
| Weak        | (i) Supportive action for the items starts OR (ii) Some departments of the organization can instrument the items OR (iii) Management starts recognizing the needs | (i) Fragmented or inconsistent use of item OR (ii) Implemented in some departments of the organization OR (iii) Item use subject to experimenting in some departments of the organization | (i) Inconsistent results OR (ii) Spotty results OR (iii) Indication of effectiveness only for some departments of the organization |
| Fair        | (i) Process for items putting into practice defined (ii) Numerous supportive actions for the items take place OR (iii) Widespread commitment but no full assurance by management | (i) Item use subject to experimenting in some major departments of the organization OR (ii) Uniformity in use or less fragmented use OR (iii) Used in some major departments of the organization OR | (i) Unpredictable results for other departments of the organization OR (ii) Reliable and positive results for some important departments OR |
| Marginally Implemented | (i) Supportive items took in place OR (ii) Some managers become preemptive and assure to implement OR (iii) Items implementation across every part of the organization OR | (i) Item use subject to experimenting in several departments of the organization OR (ii) Item used in many departments of the organization OR (iii) Item mostly stable across various departments of the organization | (i) Positive quantifiable results in maximum departments OR (ii) Constantly positive results over time throughout the organization |
| Implemented | (i) Item established as an indispensable part of the process OR (ii) Most of the administration is proactive OR (iii) Supporting items facilitates and encourages the use of practice OR (iv) The entire management is committed OR | (i) Item use subject to experimenting in nearly every department of the organization OR (ii) Installed in nearly every department of the organization OR (iii) Constant use across nearly every department of the organization | (i) Constantly positive outcomes over time across nearly every department OR (ii) Positive measurable outcomes in nearly all departments |
| Outstanding | (i) Management provides enthusiastic leadership and commitment OR (ii) Organizational excellence in the practice recognized even outdoor the firm | (i) Item use subject to experimenting in every department of the organization OR (ii) Consistent use with the passage of time throughout the organization OR (iii) Consistent setup in every part of the organization | (i) Requirement exceeded OR (ii) Guidance exceeded OR (iii) Constantly world-class outcomes |

Table 3: Key evaluation dimensions of Motorola assessment tool.
questions and required scripts and web pages came out as results. It is a commercially available online application. It also helps in collecting responses from participants, because it facilitates resending of the link through e-mail in case of no response. The questionnaire design was piloted through six members of our laboratory and necessary changes were made accordingly.

3.2.2. Data Gathering. Survey inquiry is deliberated as a suitable method of gathering tacit qualitative and quantitative data [69]. The questions of the questionnaire are of two types: open-ended, also called subjective, and close-ended, called objective. The subjective questions allow a variety of answers from the respondents, while for objective, only one choice can be chosen from the available choices. This method of data gathering assists in reducing the threat of bias relating to the investigator’s prejudices. It encourages the respondent to give her/his view regarding a specific question [69, 70]. Before a questionnaire, each participant was sent a questionnaire invitation letter. This letter outlined the main theme of the questionnaire survey, the expected duration, and measures that could be taken to ensure privacy and confidentiality. We concentrate on obtaining the linguistic weight for the influential factors (items) because not all the factors are equally important for the adoption of CC in connection to software testing.

3.3. Analysis Approach. For analysis purposes, we use the FMCDM framework presented in the next section.

3.3.1. FMCDM Framework for Measuring the Possibility of Cloud Adoption for Software Testing. This paper aims to increase empirical knowledge of CC adoption for software testing. Recently, the use of MCDM approaches has been increasing in information science and software engineering. In this paper, we successfully adopt FMCDM for the evaluation and assessment of CBT in the software industry. For
In the stated research model development, we have incorporated a five-phase empirical research methodology using a mix of qualitative and quantitative research techniques for data collection and MCDM approach for model development and evaluation. An FMCDM framework model as shown in Figure 3 was developed to rank and rate the identified alternative criteria by assembling multiple experts in decision-making as deliberated below.

Phase#1: Identification of the Influential Factors via SLR. To find the influential factors for the adoption of CC for CBT, the review protocol was executed to select papers through five distinct stages. In the first stage, after the selection of the databases, the search string was applied to the selected sources and we got 1,650 research articles for further process. The number of returned papers in each database is shown in Table 6. In the second stage, we read the titles and keywords and apply inclusion criteria. In the third stage, we read the abstracts and conclusions and apply exclusion criteria. At stage-3, we also excluded 29 studies that were repeated across different databases. In the fourth phase, we read the full text of the remaining articles and applied quality criteria along with inclusion/exclusion, which results in the studies to be described in the review. After the data extraction and execution stage, we extract a list of quotes from the sample of 136 papers, where each quote described a list of influential factors. The primary reviewers in conjunction with the secondary reviewers reviewed these quotes to classify these quotes into different categories. Initially, 82 categories were identified; these were reviewed and merged into 70 different factors.

3.3.2. Classification of the Identified Factors into Different Dimensions. This study presents the participants with the ease to understand linguistic terms, parameterized by TFNs to precise the individual disagreement or agreement about the importance of identified predictors (main criteria) and factors (subcriteria). We are concerned about finding the ranks because all the criteria (factors and predictors) are not equally important. To rank the predictors, we divided it into small factors called subcriteria.

Table 4: Inclusion criteria/exclusion criteria.

| Inclusion criteria                                                                 |
|-----------------------------------------------------------------------------------|
| 1. Studies that describe factors for cloud-based software testing (CBT)          |
| 2. Studies that describe the evaluation of tools, methods, processes, and techniques for CBT. |
| 3. Studies that describe advice/strength/weakness of the CBT framework            |
| 4. Studies that describe lessons learned in adopting CBT tools/services            |
| 5. Studies that describe techniques/process for migrating software testing to cloud platform |
| 6. Studies that describe criteria for what and when to shift software testing to cloud platform |
| 7. Studies that describe solutions to the challenges in CBT testing domain         |
| 8. Studies that evaluate CBT service provider practical capabilities for automatic software testing |

| Exclusion criteria                                                                 |
|-----------------------------------------------------------------------------------|
| 1. Studies written in a language other than English                               |
| 2. Studies that do not mention practices/solutions/challenges/tools/methods or techniques in automatic software testing in the Cloud |
| 3. Studies conducted in a domain other than software engineering                  |
| 4. Studies with less than four pages of contents                                  |
| 5. Studies published in more than one sources                                    |
| 6. Studies which get a low score on the quality checklist                          |

Table 5: Quality criteria.

| Quality criteria                                                                 |
|-----------------------------------------------------------------------------------|
| 1. Is it clear how the factors that influence the adoption are identified?        |
| 2. Are the findings supported by extensive data?                                 |
| 3. Are the objectives clearly stated?                                            |
| 4. Are the experimental or observational units adequately described?             |
| 5. Is the paper based on based on some standard theory or model?                 |
| 6. Are negative findings presented?                                              |
| 7. Are the implications clearly stated?                                           |
| 8. Are all the data proposed in the data extraction form possible to extract?    |
| 9. If there is a control, what are these variables that may affect study results? |
| 10. Is the study context well defined?                                            |
| 11. Are the testing strategies formally described?                               |
| 12. Is there a link between interpretation along with conclusion and data?       |
variables that are supposed to positively affect the adoption decision while the 11 barriers collectively form one variable that is supposed to negatively affect adoption decision (Figure 4).

3.3.3. Scale Development and Validation. The questions and the items to measure factors for this study have been borrowed from the preceding research on CC adoption. The scales used to collect the survey data about various predictors and factors used for this study are illustrated in Appendix-A in Supplementary materials. The finest means for assuring content validity is to select items from the earlier confirmed scale [71]. Therefore, in this study, we try to borrow items from preceding research to show generalized insights. To further improve the questionnaire design and contents, the questionnaire was sent to two experts in this field and two experts in academia conducting research in the relevant field. Their comments were incorporated accordingly.

Table 6: Papers included/excluded during different phases.

| Search venue          | After phase 1 | After phase 2 | After phase 3 | After phase 4 |
|-----------------------|---------------|---------------|---------------|---------------|
| Science direct        | 177           | 83            | 80            | 14            |
| ACM                   | 123           | 55            | 50            | 17            |
| IEEE xplor            | 842           | 250           | 229           | 76            |
| Springer link         | 77            | 32            | 21            | 13            |
| CiteSeer              | 63            | 07            | 06            | 03            |
| Google scholar        | 400           | 58            | 21            | 12            |
| Wiley                 | 13            | 03            | 03            | 01            |
| Total                 | 1650          | 533           | 464           | 136           |

Figure 3: FMCDM model for measuring the possibility of successful Cloud adoption for software testing.
Based on the outcomes of SLR, we have identified ten main criteria and seventy subcriteria as illustrated in Figure 4. These criteria were measured through one hundred and thirty-three items in an expert-based questionnaire survey. The items are presented in Appendix-A in Supplementary materials.

**Phase 2: Weighting the Influential Factors via Empirical Survey.** To rank the influential factors and validate the findings of SLR, an empirical questionnaire survey was performed. Survey investigation is considered an appropriate method for collecting tacit quantitative and qualitative data [69]. SLR results were used as input to the...
questionnaire. The importance weights of main and sub-criteria are assessed through a linguistic scale denoted by TFNs [59, 60]. In this study, we incorporate the fuzzy scores both in the weighting survey (see Table 1) and implementation case study (Table 2). Specifically, based on TFNs as shown in the second column of Tables 1 and 2, we translated the expert opinions for processing through the FMCDM framework.

3.3.4. Obtaining the Significant Weight of the Influential Factors via FMCDM. The process for computing the significant weights of items is described in the following steps:

Step 1: Generate a decision matrix \( \bar{A} \) for the significance weights of items \( (I, b = 1, 2, 3, \ldots, n) \). The participants of the survey (\( E^a, a = 1, 2, 3, \ldots, m \)) are then asked to give their subjective judgment about the significant weight of each item (\( \bar{a}^a_b \)) through the linguistic variables as given in Table 1, e.g.,

\[
E^1 E^2 E^3 \ldots E^m
\]

\[
I_1 \begin{bmatrix} \bar{a}^1_1 & \bar{a}^1_2 & \bar{a}^1_3 & \cdots & \bar{a}^1_n \end{bmatrix} \\
I_2 \begin{bmatrix} \bar{a}^2_1 & \bar{a}^2_2 & \bar{a}^2_3 & \cdots & \bar{a}^2_n \end{bmatrix} \\
\vdots \quad \vdots \\
I_n \begin{bmatrix} \bar{a}^n_1 & \bar{a}^n_2 & \bar{a}^n_3 & \cdots & \bar{a}^n_n \end{bmatrix}
\]

\( \bar{A} = I_1 \bar{a}^1_1 + \bar{a}^1_2 + \bar{a}^1_3 + \cdots + \bar{a}^1_n, a = 1, 2, \ldots, m; b = 1, 2, \ldots, n \).

where \( m \) represents the total number of experts and \( n \) represents the total number of items and, \( \bar{a}^a_b = (l\bar{a}^a_b, m\bar{a}^a_b, u\bar{a}^a_b) \) represents the fuzzy weight of the \( b \)th items given by \( a \)th respondents.

Step 2: As the independent assessment of each expert, vary according to his or her, perception, knowledge, role, and experience of the subject matter. Thus, we calculate the average score to cumulative the fuzzy importance of each item by \( m \) experts.

\[
\bar{\omega}_b = \frac{1}{m} \left[ \sum_{a=1}^{m} \bar{a}^a_b \right],
\]

where \( \bar{\omega}_b = (l\omega_b, m\omega_b, u\omega_b) \) represents the cumulative fuzzy importance weight of the \( b \)th item.

Step 3. The cumulative fuzzy importance \( \bar{\omega}_b \) is used to calculate the best nonfuzzy performance (BNF) value \( \text{BNP}_{W_b} \). BNP\(_{W_b}\) can be obtained using

\[
\text{BNP}_{W_b} = \frac{(l\omega_b - l\bar{\omega}_b) + (m\omega_b - l\bar{\omega}_b)}{3} + l\omega_b,
\]

where \( \text{BNP}_{W_b} \) denotes the best nonfuzzy performance (BNP) score for the TFN \( \bar{\omega}_b \) while \( W_b \) is the significant weight of the \( b \)th item in the crisp numeral format. The local ranks will be obtained through \( W_b \).

Step 4. After the defuzzification of TFNs in step 4, crisp numbers are calculated and normalized through (7) while the items global ranks \( R_b \) will be obtained through equation (7):

\[
R_b = \frac{W_b}{\sum_{b=1}^{n} W_b},
\]

where \( R_b \) denotes the normalized importance of the \( b \)th item such that \( \sum_{b=1}^{n} R_b = 1 \).

Step 5. Since each item measures different aspects of the subcriteria, we incorporate the average score method to cumulative the best fuzzy importance \( W_f \) of each subcriteria (factors).

\[
W_f = \frac{\sum_{b=1}^{k} W_b}{k},
\]

where \( W_b \) represents the BNP weight of each item in the particular factor (subcriteria), \( k \) represents the total number of items measuring that factors while \( \sum_{b=1}^{k} W_b \) is the aggregate BNP weight of all the items in that factor.

3.3.5. Computing the Significant Weight of the Predictor via FMCDM

Step 6. Using \( W_b \) (BNP weight of items), we can obtain \( W_p \), BNP weight of predictor using

\[
W_p = \sum_{b=1}^{h} W_b,
\]

where \( W_b \) represents the BNP weight of each item in the particular predictor, while \( h \) represents the total number of items in that predictor. We also obtain and normalize the crisp number for each predictor and each factor within predictor using equations (10) and (11):

\[
R_f = \frac{W_f}{\sum_{f=1}^{h} W_f},
\]

where \( R_f \) represents the normalized significance weight of the \( b \)th factor such that \( \sum_{f=1}^{h} R_f = 1 \).

\[
R_p = \frac{W_f}{\sum_{b=1}^{n} W_b},
\]

where \( \sum_{b=1}^{n} W_b = W_f \), sum of the weight of all items and \( R_p \) represents the normalized significance weight of the \( b \)th predictor such that \( \sum_{b=1}^{h} R_b = 1 \).

Phase#3: Rating of the Influential Factors via Case Study. To assess the CTAAM through MCDM approach and at the same time evaluate its effectiveness in real-world
environment, two case studies were executed. Case study can provide adequate evaluation in real-world industrial environments[72]. Similar to the questionnaire survey, here we also translate the expert’s judgment to TFNs format but unlike them, we use the extended version of the Motorola evaluation tool [21] to evaluate the SDO readiness towards Cloud adoption for CBT. For the assessment of influential factors and to find the implementation of various dimensions in the assessment case study, we also incorporate the fuzzy set theory. Seven linguistic scales as illustrated in Table 2 based on the dimension of Motorola evaluation tool design for case companies to rate factors across the three dimensions of Motorola evaluation tool [73] such as approach, deployment, and results as presented in Table 3.

3.3.6. Obtaining the Readiness of the Software Testing Organizations for Cloud Adoption via FMCDM. The procedures for calculating the degree of implementation of the items in particular organizations are described in the following steps:

(i) Step 1: Generate three matrices \( B_A, B_D, \) and \( B_R \) for the rate of implementation of the items \((l_{b}, b = 1, 2, 3, \ldots, n). A, D, \) and \( R \) denotes the three dimensions of the Motorola evaluation tool as presented in Table 3. The respondents of the survey \((E^{a}, a = 1, 2, 3, \ldots, m)\) are asked to give their expert judgment about the degree of implementation of the items in their respective organizations following the guidelines of Motorola evaluation tool as illustrated in Table 3, by using the linguistic scale as presented in Table 2, e.g.,

\[
B_A = \begin{bmatrix}
I_1 & I_2 & I_3 & \ldots & I_n \\
\bar{b}_{11} & \bar{b}_{12} & \bar{b}_{13} & \ldots & \bar{b}_{1m} \\
\bar{b}_{21} & \bar{b}_{22} & \bar{b}_{23} & \ldots & \bar{b}_{2m} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\bar{b}_{n1} & \bar{b}_{n2} & \bar{b}_{n3} & \ldots & \bar{b}_{nm}
\end{bmatrix}, \quad a = 1, 2, \ldots, m; b = 1, 2, \ldots, n,
\]

where \( n \) denotes the total number of items and \( m \) denotes the total number of respondents and \( \bar{b}_{b}^{3} = (l_{b}, m_{b}, u_{b}) \) denotes the fuzzy implementation score of the items provided by the \( b^{th} \) respondent. After obtaining the three-dimensional assessment score \((B_A, B_D, B_R)\), we calculate the average score \( B_M \) using

\[
B_M = \frac{B_A + B_D + B_R}{3},
\]

where \( M \) represents mean, one example is given in Table 7.

Step 2: As each expert judgment for the same items might be different according to their role, expertise, understanding, and perception of the subject matter. Therefore, we used the average score approach to get the cumulative fuzzy implementation score of each item by \( m \) experts by equation (14):

\[
\bar{q}_b = \frac{1}{m} \left( \sum_{a=1}^{m} \bar{b}_{ab} \right),
\]

where \( \bar{q}_b = (l_{q_b}, m_{q_b}, u_{q_b}) \) denotes the aggregate fuzzy importance of the \( b^{th} \) item.

Step 3. The accumulated TFN \( \bar{q}_b \) is obtained to calculate the BNP score. BNP_{Q_b} can be obtained using equation (15):

\[
BNP_{Q_b} = \left[ \frac{(u_{q_b} - l_{q_b}) + (m_{q_b} - l_{q_b})}{3} \right] + l_{q_b},
\]

where BNP_{Q_b} denotes the BNP value for the TFN \( \bar{q}_b \) and \( Q_b \) denotes the rating for the \( b^{th} \) item in the crisp number format.

Step 4. Since each item measures different aspects of the subcriteria, we calculate the average score to aggregate the best fuzzy importance \( Q_f \) of each subcriterion (factor).

\[
Q_f = \frac{\sum_{b=1}^{k} Q_b}{k},
\]

where \( Q_b \) represents the BNP implementation of the individual items in the corresponding factors (subcriteria), \( k \) represents the total number of items in that factor while \( \sum_{b=1}^{k} Q_b \) is the sum of the BNP weight of all items in that factor.

Phase#4: Evaluation via FMCDM. Once we came up with ranking and rating, then it is easy to estimate the possibility of success. The success value will be evaluated with predefined standard, i.e., \( \geq 70\% \) for adoption. The process is explained as follows.

3.3.7. Determining the Possibility of Successful Cloud Adoption for Software Testing. Once we came up with \( R_b \) and \( R_f \) the weights of the items and factors (subcriteria) and \( Q_b \) and \( Q_f \) the implementation of the items and factors in
| Table 7: An example of the predictor (main criterion) ranking using factor (subcriteria). |
|---------------------------------------------------------------|
| Expert | M28 | M27 | M26 | M25 | M24 | M23 | M22 | M21 | M20 |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| E1     | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 |
| E2     | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 | 0.5 |
| E3     | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 |
| E4     | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 |
| E5     | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 |
| E6     | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 |
| E7     | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 | 0.5 |
| E8     | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 |
| E9     | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 |
| E10    | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 |
| E11    | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 |
| E12    | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 | 0.5 |
| E13    | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 |
| E14    | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 |
| E15    | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 |
| E16    | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 |
| E17    | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 | 0.5 |
| E18    | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 |
| E19    | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 |
| E20    | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 |
| E21    | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 |
| E22    | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 | 0.5 |
| E23    | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 |
| E24    | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 |
| E25    | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 |
| E26    | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 |
| E27    | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 | 0.5 |
| E28    | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 |
| E29    | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 |
| E30    | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 |
| E31    | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 |
| E32    | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 | 0.5 |
| E33    | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 |
| E34    | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 |
| E35    | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 |
| E36    | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 |
| E37    | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 | 0.5 |
| E38    | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 |
| E39    | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 |
| E40    | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 |
| E41    | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 |
| E42    | 0.3 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.3 | 0.5 | 0.7 | 0.5 |
| E43    | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 | 0.9 | 0.5 | 0.7 |
| E44    | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 | 1.0 | 0.7 | 0.9 |
| E45    | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 | 1.0 | 0.9 | 1.0 |
| Expert | M2S1  | M2S2  | M2S3  | M2S4  | M2S5  | M2S6 (1) | M2S6 (2) | M2S7 (1) | M2S7 (2) | M2S8  |
|--------|-------|-------|-------|-------|-------|----------|----------|----------|----------|-------|
| E43    | (0.3, 0.5, 0.7) | (0.5, 0.7, 0.9) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.5, 0.7, 0.9) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.3, 0.5, 0.7) |
| E44    | (0.5, 0.7, 0.9) | (0.3, 0.5, 0.7) | (0.7, 0.9, 1.0) | (0.9, 1.0, 1.0) | (0.5, 0.7, 0.9) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.5, 0.7, 0.9) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) |
| E45    | (0.7, 0.9, 1.0) | (0.7, 0.9, 1.0) | (0.3, 0.5, 0.7) | (0.5, 0.7, 0.9) | (0.5, 0.7, 0.9) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.7, 0.9, 1.0) | (0.3, 0.5, 0.7) | (0.9, 1.0, 1.0) |
| E46    | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.3, 0.5, 0.7) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.9, 1.0, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.3, 0.5, 0.7) | (0.5, 0.7, 0.9) |
| E47    | (0.3, 0.5, 0.7) | (0.5, 0.7, 0.9) | (0.5, 0.7, 0.9) | (0.3, 0.5, 0.7) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.9, 1.0, 1.0) | (0.3, 0.5, 0.7) | (0.5, 0.7, 0.9) |
| E48    | (0.5, 0.7, 0.9) | (0.9, 1.0, 1.0) | (0.7, 0.9, 1.0) | (0.9, 1.0, 1.0) | (0.1, 0.3, 0.5) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) |
| E49    | (0.5, 0.7, 0.9) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.7, 0.9, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) |
| E50    | (0.1, 0.3, 0.5) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.5, 0.7, 0.9) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) |
| E51    | (0.3, 0.5, 0.7) | (0.7, 0.9, 1.0) | (0.3, 0.5, 0.7) | (0.9, 1.0, 1.0) | (0.1, 0.3, 0.5) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) |
| E52    | (0.5, 0.7, 0.9) | (0.9, 1.0, 1.0) | (0.7, 0.9, 1.0) | (0.9, 1.0, 1.0) | (0.7, 0.9, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) | (0.9, 1.0, 1.0) |
| E53    | (0.3, 0.5, 0.7) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.7, 0.9, 1.0) | (0.7, 0.9, 1.0) | (0.7, 0.9, 1.0) | (0.7, 0.9, 1.0) | (0.7, 0.9, 1.0) | (0.9, 1.0, 1.0) |
| wj     | (0.41, 0.60, 0.79) | (0.57, 0.76, 0.92) | (0.48, 0.68, 0.86) | (0.54, 0.73, 0.88) | (0.50, 0.70, 0.86) | (0.53, 0.71, 0.86) | (0.62, 0.81, 0.95) | (0.65, 0.82, 0.95) | (0.50, 0.69, 0.85) | (0.65, 0.80, 0.89) |
| \(W_b\) | 0.599916 | 0.747017 | 0.675099 | 0.713857 | 0.685898 | 0.701087 | 0.792826 | 0.804194 | 0.680771 | 0.777891 |
| \(Avg\) | 0.599916 | 0.747017 | 0.675099 | 0.713857 | 0.685898 | 0.746957 | 0.742482 | 0.777891 |
the respective organizations, then it is easy to estimate the possibility of success \( P_{\text{success}} \) based on items using equation (17) as well as based on factors by equation (18)

\[
P_{\text{success}} = R_b \times Q_b, \tag{17}
\]

\[
P_{\text{success}} = R_f \times Q_f. \tag{18}
\]

From the possibility of success, we can easily compute the possibility of failure.

Phase#5: Assessment via FMCMD Using Motorola Assessment Tool. In the result of the evaluation, in case of a low outcome (less than 70%), the model will pinpoint weak influential factors and predictors for further improvements while in case of high rate outcomes it will direct adoption and will signpost towards areas for enhancements.

3.3.8. Identify the Weak Area for Future Enhancement. The BNP weights of items are used to compute the BNP weights of factors and predictors. If \( I_f \) represents the implementation of factor and \( I_P \) represents the implementation of predictor, then it can be found using (19) and (20), respectively:

\[
I_f = \frac{Q_f}{k}, \tag{19}
\]

where \( k \) represents the total number of items in that factor \( Q_f = \sum_{b=1}^{h} Q_b \) is the aggregate BNP implementation of all items implements that factor.

\[
I_P = \frac{Q_f}{h}, \tag{20}
\]

where \( h \) represents the total number of items in that predictor and \( Q_f = \sum_{b=1}^{h} Q_b \) is the aggregate BNP implementation of all the items that measure that predictor.

4. Results and Analysis

This section demonstrates the outcomes of our study. This study proposes a technology acceptance model for CBT, based on the factors identified through the SLR and questionnaire survey, using the codified knowledge of experts and an intelligence technique for decision-making regarding CBT. The outcomes presented here are obtained based on the analysis of collected data in the first phase, i.e., ranking and rating of these data through the industrial survey and case study using FMCMD.

4.1. Results Obtained via Ranking the Criteria through an Empirical Survey. This section presents the results obtained by employing FMCMD techniques to analyze the data collected through SLR. We have identified 133 items to measure the ten predictors called the main criteria using 70 subfactors via FMCMD.

4.1.1. Weights of the Factors (subcriteria) Using FMCMD. One hundred thirty-three items as shown in Appendix-A in Supplementary materials, were used in our scale to rank predictors and factors through a questionnaire survey. Ninety-five experts participate in the weighting process through a questionnaire survey. The weight calculation processes are as follows:

1. These experts are asked to give their subjective judgment about the items using the linguistic scale presented in Table 1.
2. The linguistic evaluations are then transcribed into the corresponding TFN as shown in Table 7 while taking predictor M2: “perceived performance expectancy” as an example.
3. Because the perceptions of each expert are different due to their role, industrial experience, qualification, etc., equation (5) is used to get the synthesized aggregate TFN (\( \bar{w}_b \)) as listed in Supplementary Table 2 column 4.
4. Then, defuzzification of the TFN is carried out to obtain BNP in a crisp format using equation (6). The outcomes are shown in Supplementary Table 2 (BNP_WJ). The BNP value is used in the further calculation for global ranking \( R_b \) and local ranking as shown in Supplementary Table 2 column 7.
5. The crisp number obtained in step 4 is normalized and the normalized importance \( R_b \) of items are obtained by using equation (7) which are further used to find an overall rank for each item. The outcomes are presented in Supplementary Table 2 column 8 (second last column). \( R_b \) is used to obtain a global rank of each item as shown in Supplementary Table 2 column 9 (last column). As some factors and barriers are measured using more than one item, the individual item scores of a factor in BNF format are then converted to an average score in the same BNF format using equation (8) as shown in Supplementary Table 2 (last row). Referring to equation (8), the BNP weight of the factor (subcriteria) \( W_f \) is an average of the BNP weight of all the items in that respective factor.

Using \( W_f \), we obtained the local rank of the factors (subcriteria) within predictors (main criteria) as shown in Supplementary Table 2 second last column (\( W_f \)).
Table 7, where \( R_p \) is the normalized weight of the predictor and \( W_t = \sum_{i=1}^{n} W_i \) shows the total weight, \( W_i \) is the sum of the BNP weight \( W_i \) of all the items and is accessible from Supplementary Table 2 (last row).

4.2. Results Obtained via Rating of the Influential Factors. To obtain the actual level of implementation of the influential factors using different items in the SDO organizations, a case study is carried out. The case study is a suitable method for providing enough evidence in the real-world industrial environment.

To be more certain and confident in our assessment, two distinct case studies were carried out at two distinct SDO companies. Companies are chosen because they provided particularly detailed descriptions of different SDO activities. If an item or factor has a strong implementation in the company, then the likelihood of success in the adoption of Cloud for future projects increases. The possible implementation of factor (subcriteria) concerning to each predictor (main-criteria) is calculated as follows:

- **Step 1**: The participants in the case study were requested to provide their independent views about the extent of implementation of each item in their respective organizations from the three dimensions of Motorola by choosing linguistic terms shown in Supplementary Table 3 incorporating the Motorola guidelines given in Table 3.

- **Step 2**: The linguistic terms are then transcribed into corresponding TFN. An example of M2 (PPE): "perceived performance expectancy" are shown in Table 8.

- **Step 3**: Three-dimensional scores in TFN format are then converted to an average score in the same TFN format using equation (13) as shown in Table 8.

- **Step 4**: To aggregate the subjective judgments of the participants on the assessment of factors (because the perception of each expert is different due to their role, experiences, and education level, etc.). Equation (14) is used to get the synthesized TFN as listed in Table 8 (last row).

- **Step 5**: Then defuzzification of the TFN is carried out to obtain BNP in the crisp format using equation (15) as shown in Supplementary Table 3.

4.4. Results Obtained through Evaluation of Predictors in the Case Organization. The implementation for company-A is given in Table 9. It is clear from Table 9 that company-A has not implemented any of the predictors (main-criteria). Furthermore, \( P_{\text{Success}} \) is less than 70%. Our model did not suggest company-A to adopt Cloud at this time because there is a 50% chance of both success and failure. To increase the chances of adoption, Company-A must focus on the perceived business concerns which are not implemented. Similarly, based on the results presented in Table 10 Company-B, has implemented seven predictors; however, \( P_{\text{Success}} \) is still less than 70%. Based on the implementation score, Company-B is relatively more secure if moving to the Cloud environment. For complete implementation, Company-B must focus on the weak factors under perceived business concerns (M10), which will further increase trust and will stimulate Company-B to adopt the Cloud.

5. Summary and Discussion

The objective of this study is to prioritize the predictors as well as to rank the overall subcriteria. Firstly, the ten main criteria are ranked as CC adoption “Feasibility planning and risk analysis, 0.11”; “Perceived degree of Cloud resource utilization, 0.1168”; “Perceived effort expectancy, 0.1141”; “Organization competency and capacity, 0.1128”; “Perceived degree of trust, 0.111”; “Perceived business concerns, 0.1020”; “Organizational dynamics and business drivers, 0.0999”; “External stimuli, 0.0924”; “Perceived performance expectancy, 0.0745”; and “Perceived economic benefits of Cloud adoption, 0.057.”

According to the rank of predictors, we find that feasibility planning and risk analysis, perceived degree of Cloud resource utilization, and perceived effort expectancy are the top three predictors of Cloud adoption in the context of software testing. It means, currently testing in the Cloud does not apply to all types of software. Furthermore, most of the testing techniques cannot be applied in the Cloud environment. Additionally, currently testing in the Cloud is not fully automated and testers are left with the laborious tasks of writing scripts and configuring the test environment. Utilization of Cloud resources is also limited due to the viability and suitability of different types of software to be tested and types of tests performed in the Cloud environment. Furthermore, human testers are still needed to conduct testing. This might be the reason that “perceived economic” benefit of Cloud adoption has low weight and ranks low. Besides, perceived performance expectancy is the second least significant predictor in our study. This might be the reason that the adoption of CC in the domain of software testing is very slow compared with that in other fields. The following studies support the results:

(i) The first step in moving to the Cloud is the deep understanding of CC resources and how they relate to their needs. It is also imperative that SDO realizes and analyzes the CC value-added features and goes on only if there is a growing need for this approach [56].
| Expert Dimension | M231 | M232 | M234 | M236 | M237 | M238 |
|------------------|------|------|------|------|------|------|
| E1               |      |      |      |      |      |      |
| M                | (0.3, 0.5, 0.7) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) |
| M2S1             | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) |
| M2S2             | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) |
| M2S3             | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) |
| M2S4             | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) |
| M2S5             | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) |
| M2S6             | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) |
| M2S7             | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) |
| M2S8             | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) | (0.5, 0.7, 0.9) | (0.7, 0.9, 1.0) |
(ii) To find an answer to the question "when to migrate testing to the CC platform?" one must check the characteristics of SUT, perceived support of the testing methods in the CC environment, preferences, nature, and dependency of test execution [74]. If the majority of these subfactors cannot operate in the Cloud environment, then Cloud adoption is considered feasible; otherwise, a decision to stop the migration can be made [74].

(iii) Before going to adopt the Cloud testing service, you have to look at ways through which testing is conducted and testing services the service providers offer, in order to plan best to maximum utilize Cloud platform for their testing [25].

(iv) TaaS can be effusively embraced by the industry if it supports more types of testing such as agile development via continuous regression testing [56].

(v) Perceived ease of use contributes significantly towards a willingness to adopt CC services [45]. The outcomes show that convenience and ease of use are the key motivators for Cloud services adoption [45].

(vi) Automation could encourage the adoption of a service. On the contrary, if a service requires tremendous human effort, this might negatively affect adoption [75].

(vii) Despite the great importance of Cloud-based testing, it is extremely complex and at present lacks proper tools to support it [76].

(viii) Extra efforts are required to deploy application and setup test environment in the Cloud [77].

(ix) For simple test cases, the use of CC might increase the task cost and system complexity [78].

(x) Automation encourages the adoption of the CBT technique. On the contrary, if a tool or service requires huge efforts, this might limit its adoption [75].

(xi) To improve quality and reduce the cost of test automation is the most important means [79].

(xii) According to a topical survey [80], presently 28% of test cases are automated whereas the executives demand to raise this amount shortly. Employing test automation mainstream in the software industry, more and more companies will adopt CBT.

(xiii) The authors of [56] suggest that future work on TaaS needs to focus on entirely automatic test cases. They examine the currently available tools and services and find that only BlazeMeter can offer fully automated performance and load testing [56].

The ranks of the subcriteria in connection to "CC adoption" for software testing are given in Supplementary Table 2. Among the 70 subcriteria, top ten criteria are support for multidirectional testing, 0.018547; top management support, 0.018471; interface usability, 0.017637; standardization; 0.016031; reduced employee cost, 0.017257; pricing and deployment models, 0.016830; employee support for CBT; 0.016723; resources availability, 0.016637; perceived IT risks, 0.013693; and service automation, 0.016500.

Ten least significant factors in decreasing order of weights from 61 to 70 are regulation requirements, 0.012336; improve developer-tester collaboration, 0.011930; risk analysis, 0.011784; competitor’s pressure, 0.011492; security, 0.011027; incompatibility, 0.008024; performance uncertainty and outage, 0.007983; legal concerns, 0.005898; insufficient QoS guarantee via SLA, 0.004413; and concerns over confidentiality, 0.004020.

Priyadarshini et al. [71] rank the factors through fuzzy AHP. They identify organizational risks, sharing and collaboration, confidentiality and integrity, and security and privacy as top factors. According to them, security and privacy, sharing and collaboration, confidentiality, and integrity are the top four factors that have a major effect on the adoption of CC. Competitive pressure is ranked in the middle by us (and it is ranked 20th out of 51 by them), but unlike them, we have relatively low weight for security and privacy. The reason might be that testing data is not sensitive; therefore, organizations are not worried about the security of data.

(i) Migrating the testing to the CC environment is anticipated to be a safe decision because the testing will not contain any sensitive business data [2].

(ii) Migration will have a nominal impact on corporate work as usual deeds [26].

(iii) For organizations having no concerns for security, software testing can be one of the suitable areas that can be moved to the Cloud platform [49].

However, the privacy of the personal information and test results still concerns to SDO. Assurance of privacy, disaster recovery, and back up inspire the confidence of the client in Cloud adoption for software testing.

(i) Since testing does not contain sensitive information, the security concerns are related to the privacy of resources and confidentiality of test results [81].

(ii) Before adopting Cloud for software testing, one should decide whether the Cloud is safe for their sensitive information [35].

(iii) An acceptable testing service essentially addresses concerns related to multitenance as well as to the safety of uploaded material and confidentiality of test results [82].

(iv) All tenants’ data in Cloud are stored in a shared infrastructure using a shared single instance, hence making it difficult to ensure data confidentiality [83].

To assess our proposed framework, we have executed two case studies in the SDO planning to adopt Cloud for software testing shortly. At the end of the case study, a focus group session was conducted among the participants to
obtain feedback and the model was revised accordingly. Case study method proves the most powerful instrument for validation in empirical software engineering [72].

In this study, the Motorola assessment instrument and the TFN scale are used in a fuzzy environment. Our contribution is the introduction of TFN scores and the updated guidelines for a 7-point Likert scale. The existing Motorola guidelines are suitable for a 5-point Likert scale only; we have added two more rows, one at the start and the other at the end to make it convenient for measurement on a 7-point Likert scale. The same instrument is also used for the evaluation of SOVRM [84], SPIIMM [354], and SOPM [20]. This tool has been used in CMMI to evaluate the organizations’ present position comparable to the CMM and to recognize weak areas that require improvements and management attention [73].

Evaluation results regarding factors using the Motorola assessment instrument are presented in Table 3. According to Motorola assessments, factors having an average evaluation or implementation score greater than 0.7 will be considered implemented while scores less than 0.7 will be marked as weakness. For instance, in predictor perceived economic benefits (M1), two factors such as market place establishment (MIS6) and access to global markets (M1S7) are not implemented properly. The reason might be that Company-A, which does not want these two goals to be achieved through CC adoption.

(i) The biggest challenge is to ensure global availability all the time [56].

(ii) Currently, there is no comprehensive model to test the mobile CC applications. Furthermore, they state that the new Cloud testing methods are restricted to the applications with special features and can only support limited types of tests [85].

All factors in perceived performance expectancy (M2) have scores less than 0.7 except better service availability and reliability (M2S3). It means Company-A is optimistic only about Cloud reliability and availability. It can be observed from Table 3 that “improves developer-tester collaboration” (M2S1) gets a very low implementation score, i.e., lower than 35%. It means regarding Company-A, adoption of CC will not improve developer and tester communication to a high level. Additionally, “better usability and easy deployment” gets a score (56%) which is found very high in the other Cloud adoption study such as [45, 86]. The reason might be that as compared with other Cloud services, testing is not fully automated. The following literature proves the claim:

(i) CC adoption is neither feasible and risk-free all the time nor an automatic or easy process [13].

(ii) The use of CC might increase the task cost and system complexity in case of simple tests [78].

(iii) According to a well-established French testing company called Sogeti, merely 28% of the test cases are presently automated, whereas the executives demand to raise this amount soon. Utilizing test automation in the software industry more and more companies will adopt CBT [80].

(iv) Future work on TaaS needs to focus on entirely automatic test cases. They have examined the currently available tools and services and found that

| Name of predictor | Qp | # items | Ip | PSuccess |
|-------------------|----|---------|----|----------|
| M01: perceived economic benefits of Cloud adoption | 4.7540 | 9 | 0.5282 |
| M02: perceived performance expectancy | 5.4460 | 10 | 0.5446 |
| M03: perceived effort expectancy | 8.1333 | 14 | 0.5810 |
| M04: perceived degree of Cloud resource utilization | 8.6905 | 14 | 0.6208 |
| M05: organizational dynamics and business drivers | 7.4556 | 12 | 0.6213 |
| M06: perceived degree of trust | 8.2571 | 16 | 0.5161 |
| M07: external stimuli (pressure + support) | 5.0429 | 12 | 0.4202 |
| M08: organizational competency and readiness | 8.3413 | 13 | 0.6416 |
| M09: feasibility planning and risk analysis | 9.8943 | 16 | 0.6184 |
| M10: perceived business concerns | 8.0921 | 18 | 0.4496 |

| Name of predictor | Qp | # items | Ip | PSuccess |
|-------------------|----|---------|----|----------|
| M01: perceived economic benefits of Cloud adoption | 6.174 | 9 | 0.6860 |
| M02: perceived performance expectancy | 6.996 | 10 | 0.6996 |
| M03: perceived effort expectancy | 10.031 | 14 | 0.7165 |
| M04: perceived degree of Cloud resource utilization | 10.325 | 14 | 0.7375 |
| M05: organizational dynamics and business drivers | 9.4556 | 12 | 0.7880 |
| M06: perceived degree of trust | 8.2571 | 16 | 0.5161 |
| M07: external stimuli (pressure + support) | 7.0429 | 12 | 0.5869 |
| M08: organizational competency and readiness | 9.1930 | 13 | 0.7072 |
| M09: feasibility planning and risk analysis | 11.843 | 16 | 0.7402 |
| M10: perceived business concerns | 10.921 | 18 | 0.6067 |
only BlazeMeter can offer fully automated performance and load testing [56].

In connection to the perceived degree of Cloud resource utilization (M4), we got a relatively low implementation of factors “varieties of service utilization” (M4S3), “support for Global software development” (M4S5), and “support for ubiquity and mobile testing” (M4S6).

(i) Not all types of testing are suitable to be performed in the Cloud. For instance, high-volume automated testing, unit testing (particularly large regression suites), and performance testing are ideal choices to be migrated to the Cloud environment [14].

(ii) TaaS can be effusively embraced by the industry if it supports more types of testing such as agile development via continuous regression testing [56].

(iii) The biggest challenge is to ensure global availability all the time [56].

(iv) Currently, there is no comprehensive model to test the Cloud mobile applications. Furthermore, they state that the new Cloud testing methods are restricted to applications with special features and can only be used in some types of tests [85].

6. Conclusion

This study proposes that software testing should be moved to the Cloud. Additionally, this study explores the determinants and predictors of Cloud adoption for software testing. For this purpose, this study explores the technical aspect of software testing in the Cloud through the FMCMDM approach and further develops a technology acceptance model. An expert system based on the codified knowledge of an expert and artificial intelligence techniques such as MCDM is applied to help organizations decide Cloud adoption for software testing. The proposed model includes various predictors and determinants that will guide software development organizations (SDO) towards Cloud adoption for software testing. The model is developed using a five-phase analytic approach. Data are collected via SLR and questionnaire-based survey while analysis is made through fuzzy multicriteria decision-making (FMCDM) approach.

The results of this study suggest that Cloud service providers need to provide support to SDO who are presently working in the CBT domain, develop a cooperative environment for the CC adoption, and eliminate any ambiguity regarding this technology. Besides, the CC providers should clarify the advantages of Cloud services over in-house services. Furthermore, they must focus on concerns such as locality and privacy faced by the SDO and resolve those problems by forming an unrelenting relationship with the clients. The Cloud providers have to assure the SDO that their testing data are safe and accessible upon request around the clock. They should increase their reliability to get confidence, faith, and trust of the SDO about their services. A trial chance may be provided to the SDO to try the Cloud services out before its actual implementation. The provider government has to play a significant role in building trust regarding government intrusion among the SDO. The Client needs to implement CBT and it is very off-beamed to think that CBT is meant for larger companies only.

7. Threats to Validity

The empirical survey was based on the results of SLR; this two-phase framework ensures content validity. Construct validity is concerned with measurement scale whether the measurement scales represent the attributes being measured. The attributes of this research study were taken from a considerable amount of previous research [25, 42–48] and experiencing a systematic literature review [20, 87, 88]. The respondents of the survey confirm the relevance of the attributes selected. Further, the inner reliability of survey responses was assessed using Cronbach’s alpha coefficient, which is 0.89 (>0.70), which demonstrates the reliability of data and scale. To internal validity, the SLR findings were used as input for the design of the questionnaire.

The empirical study part of this research engaged participants mainly from the Asian countries only. However, to lessen population prejudice, contributors from other countries such as North America were also invited to include diverse perspectives. Fifty experts voluntarily participated in this exploratory study and there were no previous bonds between the participants and researchers. Contributors were informed that their participation is entirely voluntary and they can withdraw at any time during any stage of the survey if they want. However, to ensure external validity and to diminish any possible bias, the ninety-five contributors were chosen from 20 different countries. Besides, most of the participants had worked in a range of small, medium, and large multinational organizations. Although we cannot claim that all the contributors from these 20 countries would agree with us, we believe that they provide a descriptive sample. In an empirical survey-based research, it is hard to obtain a fully representative sample and to deal with them in an entirely objective fashion [89]. To overcome these limitations, only those participants were included who are involved in test automation. The claim/relevant expertise of the participants were verified by inculcating some open-ended questions in the questionnaire, which were difficult to answer by an ordinary tester or manager etc. This situation might create difficulties when contributors’ judgments may be inaccurate or factors supposed to have a significant interrelation for adoption may not be significant at all. However, similar to other opinion-based empirical research studies [25, 43–48], we have full confidence that the findings of this research are based on the data that have been collected from the relevant participants who have been involved and have vastly diversified experience in SDO.
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