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Abstract

In this chapter, a detailed study on physics and methodology of small field dosimetry are reported. It introduces talking about how small radiation fields came into existence and the importance of accurate small-field dosimetry. In addition, it discusses small and long cavity theories for evaluating accurate dose response. It sheds the spot on pencil beam algorithms for evaluating dose response and uses Monte Carlo (MC) simulation in categorizing primary and scattering components of the radiotherapeutic photon beam. Moreover, it summarizes all commercial dosimeters used in small-field dosimetry. It gives good knowledge about detectors and equipment like ionization chambers for reference dosimetry in small and non-reference fields and different types of solid-state detector. The importance and applications of Monte Carlo techniques in small-field dosimetry and radio-therapeutic treatment methods based on small field are reported. For this purpose, different commonly used Monte Carlo codes are handled like Electron Gamma Shower (EGSnrc), Geant4, PENEOPE, and Monte Carlo N-Particle (MCNP). A review on the recent studies of using Monte Carlo simulation particularly on the small-field dosimetric studies is also reported. This chapter also discusses the recommendations of the code of practices (COPs) for dosimetry of small radiation fields. It mentions all recommendations provided by TRS-483 for accurate beam data collection and accurate dosimetric measurements. It gives good knowledge to the user for selecting a suitable dosimeter in small-field dosimetry through investigation of different practical methods and Monte Carlo simulations.
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1. Introduction

In the current state of external photon beam radiation therapy, the “small fields” are generated by collimating the photon beam, flattened or unflattened. This is done with the help of collimating system available on medical electron linear accelerators (linacs), which includes secondary jaws, multi-leaf collimators (MLCs), tertiary collimators, etc. [1]. The small photon beams differ from traditionally used
radiation fields (4 cm × 4 cm up to 40 cm × 40 cm) in terms of their size. Due to their small size, the penumbra region generated from the edges of the fields overlap, resulting in apparent field widening of the fields [2]. As a result the traditional detectors used for dosimetry become large relative to the size of the field, and this may lead to unintended errors while performing measurements for small field [3].

The widely accepted Code of Practices (COPs) reported in the Technical Reports Series No.398 of IAEA have procedures to determine absorbed dose to water from measurements made with an ionization chamber in photon, electron, proton, and heavy-ion beams [4–7]. The ionization chambers are used to perform the measurement using the calibration coefficients obtained from primary standard dosimetry laboratories (PSDL) in terms of absorbed dose to water under reference conditions. However, these COPs do not consider the conditions deviating from reference conditions in detail [8].

As a result of technological improvements and introduction to new radiation therapy techniques, the small static radiation beams are rapidly used, which is achieved by using standard or add-on MLCs or by the design of the radiation equipment. Consequently, the uncertainties related to the clinical dosimetry based on traditionally used COPs have been considerably increasing, and errors related to dosimetry have been growing larger. The main causes of this increase in the size of dosimetric errors are that it is not possible to achieve the reference conditions as recommended by traditional COPs on some radiation equipment and non-standardization of dose measurement procedures in small and composite radiation fields. Hence, many accidents have been reported that have occurred due to the use of recommendations of traditional COPs in dosimetry of small fields [8, 9].

The dosimetry of small fields is quite important. The beam data once configured during commissioning will be used for treatment in the future, so there should be high accuracy in the dosimetry of these small fields. To achieve high accuracy in beam data measurement in small fields and to be able to measure the dose in small fields with high precision, it is quite important to understand the physical aspects of the small fields. The measurement of output factors, beam profiles, and depth dose data is highly influenced by the beam energy, scattering, and field dimensions at the level of detector. The knowledge of the important characteristics of small fields is required to measure the dose parameters and to collect data for treatment. Hence, in 2017 a joint working group from the International Atomic Energy Agency (IAEA) and American Association of Physicists in Medicine (AAPM) proposed a new COP, Technical Report Series (TRS) No. 483 (Dosimetry of Small Static Fields Used in External Beam Radiotherapy). [9] This COP provides recommendations related to the relative and reference dosimetry of small and composite fields. Hence, this chapter discusses the concepts related to the dosimetry of small and composite field sizes.

2. Field size definition

In general, two types of field sizes have been defined by the International Electrotechnical Commission. The first is called the geometric field size; it is defined as two-dimensional projection by the source of radiation of the collimator opening on a plane orthogonal to the central axis of the primary photon beam. The second is called the irradiation field size; it is defined as the two-dimensional area bounded by specific isodose lines in a plane orthogonal to the central axis of the radiation beam. An alternative way to define irradiation field size is by using full width at half maximum (FWHM) of radiation beam profiles obtained along the lateral direction (in-line or crossline profiles) at isocenter depth. This FWHM is equal to the opening of the collimating jaws at the isocenter. Therefore, at isocenter the geometrical and irradiation fields are in consonance with each other. Hence, this agreement can be
verified by FWHM measurement of the beam profile along the lateral direction. However, in the small beam condition due to the partial blockage of primary source of photon and reduction in the head scatter along the central axis, the output of radiation is reduced. As a consequence the condition of lateral charged particle equilibrium (LCPE) is not fulfilled. Hence, due to the reduction in the radiation output along the central axis, the value of maximum dose also gets reduced, and agreement between the geometrical and irradiation fields is lost. Figure 1 illustrates the overlapping of penumbra region with decrease in field size, as it leads to decrease in output and increase in penumbra width. Hence, the parameters like FWHM breaks down for small-field sizes [3, 10]. In case of small beams due to the overlap of penumbra region, the FWHM of the profile gets broader relative to the collimator settings, and this effect is called apparent field widening.

2.1 Conditions of small beam

2.1.1 Definition of small field

Any radiation beam which fulfills at least one of the following conditions can be named as small field:

i. The absence of LCPE along the central axis of the radiation field (see Figure 1).

ii. The partial blockage of the radiation source by the collimating devices along the central axis (see Figure 2).

iii. The detector size is equal to or larger than the size of the radiation beam (see Figure 3).

Conditions I and II are related to the size of the radiation beam, whereas condition III refers to the size of the detector. If all the above mentioned conditions are fulfilled, then the penumbra region overlaps with the volume of the detector.

Figure 1. Schematic illustration of the definition of geometrical and irradiation field size using the concept of geometrical projection and FWHM of radiation beam profile for both broad and small beam conditions: (a) for large field sizes, where condition of LCPE is fulfilled and radiation source is not blocked, the full width at half maximum (FWHM) of the lateral dose profiles is equal to the opening of the collimating jaws at the isocenter. Hence, for large field sizes at isocenter, geometrical field size and irradiation field size are in agreement with each other; (b) for the field sizes of the order of the range of secondary charged particles, the penumbra region of opposite jaws. It results in small error in determining the field size from the FWHM of lateral beam profiles; (c) however, for small field sizes due to the reduction in the radiation output along the central axis, the value of maximum dose is reduced. Hence, the FWHM of lateral beam profile is pushed outward and agreement between the geometrical and irradiation fields is lost.
2.1.1.1 Conditions based on field size

For the radiation beams with FWHM lesser than the maximum range of the secondary electrons, the LCPE is absent. The absence of LCPE makes it difficult to perform measurements for absorbed dose to water for detectors made of non-water equivalent material. In order to find a relation between the size of the beam and the size of the detector for which the LCPE exists, LCPE range ($r_{LCPE}$) has been proposed. $r_{LCPE}$ can be defined as the minimum radius of circular photon field for which the ratio of collisional kerma in water and dose deposited in water is equal to 1 at the center of the beam. Figure 2 illustrates the concept of LCPE, where the ratio of collisional kerma in water and dose deposited in water are calculated using Monte Carlo simulations at a depth of 5 cm along the central axis of the radiation beam [11].

$r_{LCPE}$ (in cm) can be manifested as a function of beam quality of photon beam, Tissue Phantom Ratio (TPR), $TPR_{20,10}(10)$:

$$r_{LCPE} = 8.369 \times TPR_{20,10}(10) - 4.382$$  \hspace{1cm} (1)

In the case of beam quality defined in terms of percentage depth dose at a depth of 10 cm, $%dd(10,10)_x$, $r_{LCPE}$ can be calculated using the correspondence between $%dd(10,10)_x$ and $TPR_{20,10}(10)$ [12]:

$$r_{LCPE} = 77.97 \times 10^{-3} \times %dd(10,10)_x - 4.382$$  \hspace{1cm} (2)

The second condition related to the partial blockage of the primary radiation source is illustrated in Figure 3. It is based on the finite size of the extended focal spot, which can be determined by FWHM measurement of bremsstrahlung spectrum emitted by the radiation source. The partial shielding of the radiation source by the beam modifier, used for the definition of small beam, results in decrement of radiation output along the central axis of the radiation beam relative to the unshielded condition. The radiation beams with size equal to or less than the FWHM of the emission spectra emitted from the source, the effect of partial occlusion of radiation source becomes more dominant. Since the source size is generally

---

Figure 2. The ratio of collisional kerma in water and absorbed dose in water at a depth of 5 cm. Source to surface distance (SSD) of 80 cm is used for Co$^{60}$ and SSD of 100 cm was used for photon beam. X axis represents the radius of the beam and the Y axis represents the ratio of the quantities.
less than 5 mm, as it can be observed from Figure 2, the loss of LCPE also starts for radiation beams with a radius of 5 mm. Therefore, the partial blockage of radiation source starts when loss of charge equilibrium starts [1]. The partial blockage of radiation source results in a decrease in the beam output. Hence, result in the sharp dose gradient, as a consequence of which the response of the detector is affected.

Therefore, the absence of LCPE and partial blockage of small beams of photon radiation source is the main cause of the decrease in the radiation output along the beam axis. This effect gets more dominant with increase in the energy of the radiation beam and decrease in the density of the medium.

2.1.1.2 Conditions related to detector size

The last condition is related to the size of the detector relative to the size of the radiation beam. The signal produced by the detector on irradiation is directly proportional to the average of the deposited dose within the detector’s sensitive volume. The signal obtained from the detector is responsive to the uniformity of deposited radiation dose over the sensitive volume of the detector, also known as volume averaging as illustrated in Figure 4 [13]. Hence, in order to obtain dose
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*Figure 3.*
A schematic illustration of the source occlusion effect.

![Figure 4](image)

*Figure 4.*
A schematic representation of volume averaging effect along the central axis of the beam. The Gaussian curve in black represents the actual beam profile; the measured profile obtained using the detector (5 mm long) is given represented by dashed line; the dimensions of the detector along the scanning axis is represented by double arrow; the variation between the measured profile and Gaussian curve is given by dash-dotted line.
deposited to the water from the signal produced by the detector, the correction factor must be used for the volume averaging. It can be defined as a ratio of dose deposited in water at the point of reference in the nonexistence of the detector to the average of the dose deposited over the detection volume of the detector in the nonexistence of the detector. It can be acquired by integrating the three-dimensional distribution of dose over the detector’s sensitive volume [14–19].

The general expression that can be used in calculation of correction factor for averaging of the signal over the detector’s sensitive volume is:

\[
k_{vol} = \frac{\int \int_{A} w(x, y) \, dx \, dy}{\int \int_{A} w(x, y) \cdot OAR(x, y) \, dx \, dy}
\]

where \((x, y)\) are the positions of the points on the axis orthogonal to the beam axis, \(A\) is the projected area of the detector’s sensitive volume in a plane perpendicular to the central axis of the beam, \(OAR(x, y)\) gives the off-axis ratio at position \((x, y)\), and \(w(x)\) is the weighting function that represents extension of cavity of the air-filled detector along the central axis \((z)\) of the beam in relation to the lateral coordinates of the beam \((x\) and \(y)\).

The volume averaging effect and the disturbance caused by the existence of detector to the fluence of the charged particles are two main effects observed in small beam dose measurement. As discussed above, due to the presence of dose gradients and absence of LCPE, the perturbation effect becomes dominant and cannot be modeled easily. Along with this, the errors related to the averaging of the detector signal along its volume become larger. Consequently, the dose gradients and nonexistence of LCPE make it difficult to perform dosimetric measurements for small beams.

The radiation fields, having the distance between the edges of the field and outer surface of the detector volume less than the \(r_{LCPE}\) within a medium, satisfy the small beam condition. In order to prevent such condition and perform dosimetric measurements accurately, the FWHM or the radius of the photon beam must be equal to the sum of \(r_{LCPE}\) and half of the detector’s outer volume.

2.2 The machine-specific reference field \((f_{msr})\)

For radiotherapy radiation emitters, where the reference beam size \((f_{ref})\) of 10 cm × 10 cm cannot be obtained, a new concept of machine-specific reference \((msr)\) field size has been proposed. The dimensions of the msr field \((f_{msr})\) should be as close as possible to that of \(f_{ref}\) and must be at least equal to the sum of \(r_{LCPE}\) and half of the detector’s outer volume.

3. Detectors and equipment

3.1 Ionization chambers for reference dosimetry in small and non-reference fields

An ideal air-filled detector to be used for measurement of dose deposited in water must be equivalent to the water and not perturb the charged particle fluence; its response must not be affected by dose rate or directional dependence; it must show good sensitivity, in terms of signal to noise ratio and time taken to obtain the
signal; the detector signal must be beam energy independent and directly proportional to the dose deposited in water; and it must show minimum fluctuations, leakage, and no effect of cable irradiation.

The detector size must be such that it fulfills rLCPE criteria. The positioning of the air-filled detector must be such that the charged particle fluence remains approximately uniform over the sensitive volume of the detector.

### 3.1.1 The square equivalent msr field \( (f_{msr}) \) greater than \( 6 \text{ cm} \times 6 \text{ cm} \)

Modern radiotherapy linear accelerators are available in two general models, that is, with flattening filter (WFF) and flattening filter free (FFF). For WFF radiation emitters, air-filled detectors with sensitive volume range between 0.3 and 1 cm\(^3\), since these detectors are often water resistant and easy to use for in-phantom measurements have negligible leakage effect and good signal to noise ratio [20]. In the case of FFF radiation emitters, air-filled detectors with sensitive volume lying in the range of 0.1–0.3 cm\(^3\) are preferred over the commonly used Farmer type air-filled detectors [21]. In case the Farmer type air-filled detectors is used in FFF beam, then the beam profiles must be corrected for their non-uniformity; the factor for correction can be 1.5% for FFF photon beam of 6 MV [22, 23].

### 3.1.2 The square equivalent msr field \( (f_{msr}) \) less than \( 6 \text{ cm} \times 6 \text{ cm} \)

A comparative study was performed by Le Roy et al. [24] using 24 small volume air-filled detectors of 8 different types, to study the probability of their use in high-energy photon beams for reference dosimetry, with beam size ranging down to 2 cm \( \times \) 2 cm. The authors reported that out of eight different types of air-filled detectors only three types of chambers were found suitable for small beam dosimetry, which includes CC04, CC01 models from IBA, and AISL from Exradin.

In case of very small circular msr fields as that of Gamma Knife machine having the diameter of the radiation beam 1.6 or 1.8 cm. It is found that these fields exhibit LCPE, \( f_{LCPE} \) was found to be 0.6 cm for \(^{60}\)Co [25]. The chambers fulfilling the condition of \( f_{LCPE} \) in msr fields are suitable for use in these very small circular fields for reference dosimetry.

The air-filled detectors with sensitive volume less than 0.3 cm\(^3\) and air cavity length of 7 mm are preferred for dosimetric measurements for \( f_{msr} \) less than 6 cm \( \times \) 6 cm. The criteria used for selection of detector volume and air cavity length can be demonstrated by relating it with the size of the radiation beam and beam energy. The detector with air cavity of 7 mm satisfies \( f_{LCPE} \) condition for field sizes down to 4 cm in 10 MV beam, down to 3 cm in 6 MV beam, and down to 2 cm for \(^{60}\)Co radiation beam.

### 3.2 Different types of detectors for relative dosimetry in small radiation beams

The concept of relative dosimetry is based on the determination of various dosimetric beam parameters, such as measurement of dose distribution with depth along central axis of the beam, lateral beam profiles, etc. as a function of the size of the radiation beam and its shape. The choice of appropriate detector is based on the specific type of parameter being measured. Hence, two or more suitable detectors of different kinds can be used to perform the same measurement to be sure about the accuracy of measurements.

For the measurements of output factor, volume averaging effect, dependence on the: size of the radiation beam; beam energy; dose rate; equivalence to water and overall perturbation are the deciding factors to find the suitable detector for
measurements. However, in case of beam profile measurements, the detectors with high spatial resolution, direction-independent response, dose-rate independence, and suitable volume are preferred. Since the selection of detector with suitable volume makes it possible to measure penumbra region accurately, uniformity in directional response may result in accurate measurement of beam profiles; dose rate independence is also important for accurate measurement of beam profiles. Otherwise, correction factors are required for each of these effects for accurate measurement. As in the case of dose-rate dependence, correction factor needs to be applied in case of FFF beams, as these beams have high dose rate per pulse in the center of the beam in comparison to the edges. Otherwise it may lead to overestimation in the region of beam with high dose rate.

There is no ideal detector available for relative dosimetry of small beams. A number of detectors that can be used for relative dosimetry have been described in literature, and each of these detectors has been discussed briefly below:

- **Small air-vented ionization chambers:** These detectors are also known as minichambers or pinpoint chambers. The sensitive volume of these detectors ranges from 0.001 to 0.3 cm$^3$. These can be used for measurements in radiation beams with size down to 2 cm $\times$ 2 cm [24, 26]. These detectors are dose-rate independent and have uniform response in all directions and appropriate response for photons of low energy.

- **Micro-ionization chambers:** Also known as microchambers. The sensitive volume of these detectors ranges from 0.002 to 0.01 cm$^3$. These detectors have small volume averaging effect, and sensitivity is also reduced due to small sensitive volume.

- **Liquid ionization chambers (LICs):** These chambers are filled with dielectric liquids, which results in higher chamber signal per detector volume than air-filled ionization chambers, due to the higher density of liquid than air. The chambers are almost water equivalent; hence the chamber perturbation effect is reduced. However, the chambers are dose-rate dependent because of its large recombination effect.

- **Silicon diodes:** The sensitive volume of these detectors is less than 0.2 mm$^3$. These detectors exhibit angular dependency because of its construction and material composition and small volume averaging effect. The axis of symmetry of these detectors must be placed on the central axis of the beam. These detectors exhibit over-response in the case of low-energy photons due to the non-water equivalence. For small beam measurement, the use of unshielded diodes is preferred over the use of shielded diodes, and for field sizes below 1 cm, output correction factors are needed to be applied [26–30]. For very small beam size measurements, stereotactic diodes can be utilized. The sensitivity of these detectors depends on the accumulated dose, and they have limited lifetime. Therefore, time-to-time checking for constancy of relative response must be performed.

- **Diamond detectors:** These detectors exhibit high sensitivity, energy independence, and uniform response in all directions [31]. However, having dose-rate dependence and substantial pre-irradiation are required. The natural diamond detectors have been replaced by the artificial chemical vapor deposition (CVD) diamonds [32–34]. The bias voltage is not required for these detectors while using them for dosimetric measurements [35, 36]. However,
due to the difference in mass density relative to water, output correction factors are required when these detectors are used in field sizes below 1 cm [37].

- **Plastic and organic scintillators**: In these detectors light is produced in the scintillator when it is exposed to radiation. These detectors are almost energy independent, equivalent to water in terms of mass energy coefficient and electron density, and exhibit linear response for measurement of dose deposition in water [14, 19, 38–40]. Hence, these detectors can be directly used to determine the dose deposited. The corrections are needed to be applied for the production of Cerenkov light in optical fiber, which is used to transport the signals outside the treatment room. Different methods such as the use of hollow core fibers or the use of spectral filtration had been proposed to correct it [41]. Exradin W1 was found to be the only commercially available plastic scintillator.

- **Radiochromic film dosimetry**: Radiochromic films are the detectors with superior dimensional resolution. These are self-developing films and do not need chemical processing for development [42]. In case of high-energy photon beams, the radiochromic films are almost equivalent to tissue, resistant to water, and nearly energy independent [42, 43]. These films can be read with the help of suitable flatbed scanner. Before reading the films, it must be calibrated in terms of dose deposited in water, the spatial non-uniformity in the response of film must be carefully considered, and the response of the scanner and effect of orientation of film on the signal must be considered and should be corrected [44]. The radiochromic film can be used for measurements of lateral beam profiles, penumbra region, and field output factors.

- **Thermoluminescent dosimeters (TLDs)**: TLDs are available in the form of powder, chips, microchips, rods, and ribbon. The most commonly used TLD material is LiF:Mg,Ti. In order to determine the dose deposited in water from the reading of thermoluminescence response, correction factors must be applied for non-linear relationship with the signal and dose deposited and also fading of the signal and energy correction. In order to accurately perform measurements in small beams of photon, careful handling and control of procedures are required to obtain measurement uncertainty within 2% or better [19].

- **Optically stimulated luminescence detectors (OSLDs)**: The linearity in response, dependence on beam energy, and dependence on dose rate are similar to that of TLDs. OSLDs are generally composed of Al₂O₃:C and are available in the form of rods, chips, and nano-dots. The principle used in measurement of dose is similar to that of TLDs. In OSLD system, laser light is used to eject the energy trapped as luminescence. They can be used both as passive dosimeters and online readout system by connecting them with laser-based readout system and optical fiber.

- **Radiophotoluminescent (RPL) dosimeters**: These are solid-state dosimeters (SSD) based on the principle of radiophotoluminescence. They are accumulation type dosimeters and use silver activated phosphate glass for the measurement to absorbed dose. RPL dosimeters are generally available in the form of glass rods. When this silver-activated glass rod is exposed to radiation, it resulted in formation of stable luminescence centers in silver ions. They can be read using
the technique of pulsed ultraviolet laser excitation. RPL dosimeters exhibit linear response, flat energy response in the energy range of keV and MeV, good reproducibility, good spatial resolution, and negligible fading of signal [45, 46].

- **Alanine**: Its macroscopic interaction coefficients and density are close to that of water. The exhibit volume averaging effect because of its large size, low sensitivity, and high doses of radiation is needed to be delivered to obtain reproducibility of less than 0.5%.

### 3.3 Solid-state dosimeters and dose response compensation in external radiotherapy

This section shed light on describing the dosimetric response of solid-state dosimeters that are used for the dose measurement of external radiotherapy. Two approaches are presented for this purpose. The first approach, implementation of empirical method approach that considers the radiation beam, is separated into two components: primary and scattered beams. The spectral variation of radiotherapeutic beam is evaluated by their contribution in the dose to the medium that contains the region of interest. Solid-state dosimeters of high-density materials have an over-response issue that is commonly used in large and small fields. Hence, compensation factor should be calculated based on beam parameters such as energy, field size, depth, and other irradiation parameters. Dealing with over-response issue is not an easy task; however, it generates a significant improvement in accuracy in dose measurements over non-compensated measurements.

The second approach is to implement a compensation method based on a modified cavity theory. In this method, dose response of solid-state dosimeter is described considering the local spectrum and monoenergetic response. The local spectrum could be obtained by convolution method of pencil beam kernels using a pre-evaluated database that considers different separated types of particles according to their history of interaction (primary photon and electron and secondary photons and electrons). On the other hand, monoenergetic response of solid-state dosimeter could be calculated using the Monte Carlo simulation using different codes like PENELOPE [47, 48]. The accuracy of compensation methods should be evaluated by comparing simulated data with the corresponding measurements. This approach could be applied in situations where there is no lateral electron equilibrium compared to the previous method of compensation. Since the compensation accuracy depends on the local reconstructed spectrum, it is possible to implement this process in more complex irradiation conditions such as small fields. However, this method requires specific information such as the field size, beam quality, and detector position. Yet using two dosimeters whose materials in the sensitive volume are different can be instead used without considering beam information and enough to evaluate over-response correction.

#### 3.3.1 The first approach: primer-released contribution separation

Cunningham [49] proposed a method for separation of primary beam component out of beam spectrum through dose calculation technique for irregular fields. He assumed that dosimeter placement does not introduce any local spectral disturbance in the volume of interest and the difference of dose response between solid-state dosimeter and water depends on the material difference and the ionization spectrum. The primary component of the spectrum photon beam is dependent on the design of the collimation system, for example, the primary collimator and flattening filter [50]. Accordingly, the difference between dosimetric response of
solid-state dosimeter and water is due to the primary component of the beam that remains almost invariant for the given beam quality and does not depend on the volume. On the other hand, the scattered component of the photon beam depends largely on the volume surrounding it; therefore, it depends on dosimeter depth, irradiated field size, etc. Hence, it is convenient to calculate the difference of the response caused by these two components separately and additively combine the two parts at the end of the calculation. To quantify the response rate provided by the primary and scattered components, a scattered factor ($SF$) could be introduced, defined as follows:

$$SF_{w} = \frac{D_{pr}^{w}}{D_{w}^{pr}}$$

$$SF_{SSD} = \frac{D_{pr}^{SSD}}{D_{SSD}^{pr}}$$

where $D_{w}^{pr}$ and $D_{w}^{pr}$ correspond to the dose contributions in water by primary and scattered components of photon beam, respectively. A scattered factor of solid-state dosimeter may be defined in the same manner, as shown in Eq. (5). The scattered factor is dependent on the field size and depth position of the dosimeter.

The total dose of water ($D_{w}$) or SSD ($D_{SSD}$) is the sum of the two components, primary and scattered. This can be expressed in terms of scatter factor as follows:

$$D_{w} = D_{w}^{pr}(1 + SF_{w})$$

$$D_{SSD} = D_{SSD}^{pr}(1 + SF_{SSD})$$

The response factor (RF) of SSD dose to water ratio is defined as:

$$RF_{SSD}^{w} = \frac{D_{SSD}}{D_{w}}$$

Therefore, the dose response of SSD could be corrected and applied to all SSD measurement by the evaluation of $RF_{SSD}^{w}$ before the measurement implementation. Eq. (8) can also be expressed in terms of scattered factor, combining Eqs. (6) and (7):

$$RF_{SSD}^{w} = \frac{D_{SSD}^{pr}(1 + SF_{SSD})}{D_{w}^{pr}(1 + SF_{w})}$$

In this way, expressing the response factor to fulfill the following objectives: The ratio between the primary dose of SSD to the dose of water ($D_{SSD}^{pr}/D_{w}^{pr}$) can be considered relatively stable, because once the charged-particle equilibrium (CPE) is established, the local spectra of the primary electrons and photons remain invariant which are independent of irradiation condition variations. Therefore, the $RF_{w}^{SSD}$ variation is due to the difference of the scattered component of both water and SSD. As a result, $RF_{w}^{SSD}$ depends on the determination of the primary dose ratios and scattered factors ($SF_{SSD}$, $SF_{w}$). However, it could not be easy to evaluate the primary and scattered doses separately in experiments, especially for high-energetic photons, because it needs massive buildup of material, which is necessary to achieve CPE to introduce significant attenuation and wide contribution [51]. Nevertheless, the response factor could be evaluated in a small field where CPE is still achieved. So in small-field dosimetry, the evaluated $RF_{w}^{SSD}$ is close to the $D_{SSD}^{pr}/D_{w}^{pr}$ since the main
primary contribution component is dominant. Rewriting Eq. (9) for the last condition of small-field irradiation as reference condition to the following equation:

$$RF_{w}^{SSD} = \frac{D_{w}^{ref}(1 + \gamma_{w})}{D_{w}(1 + \gamma_{w})}$$

(10)

where $D_{w}^{ref}/D_{w}^{ref}$ is the dose–response factor of SSD to the water in the reference condition (small field). $\gamma_{SSD}$ and $\gamma_{w}$ are introduced instead of $SF_{SSD}$ and $SF_{w}$ in Eq. (9), respectively, and could be written as follows:

$$\gamma_{SSD} = \frac{D_{SSD}}{D_{SSD}^{ref}} - 1$$

(11)

$$\gamma_{w} = \frac{D_{w}}{D_{w}^{ref}} - 1$$

(12)

where $D_{SSD}$ and $D_{w}$ correspond to the dose response of SSD and water in an arbitrary requirement. Both factors are used to describe primary component variation with respect to the scattering component in the reference condition. To calculate the response factor by interpolation or extrapolation, measure both the dose in water by ionization chamber and in SSD to establish a response factor table. So in experimental measurement setup as illustrated in Figure 5, choosing small-field area to be a reference condition that avoids scattering component for dose response of SSD. PMMA sheets could be arranged around the solid-state dosimeter to establish homogenous tissue equivalent material. Mentioning that, at least 10 cm thickness of PMMA should be placed below the detector to create a homogeneous volume for the backscattered radiation. However, the measurement of the dose at a reference point in water phantom is established by ionization chamber. In small-field dosimetry beyond the buildup region, the relative difference of dose response between SSD and ionization chamber in water should be minimum, as low as possible as the result of the stability of primary component of radiation. Therefore, it is easy to explore the scattering factors in a large field. On the other hand, the

**Figure 5.**

Geometrical configuration.
spectral variation between SSD and ionization chamber is also affected by the depth of dosimeter. $\gamma_{SSD}$ and $\gamma_w$ could be evaluated from representing normalized maximum dose ratio or percentage depth dose for both dosimeters.

The relationship between $\gamma_{SSD}$ and $\gamma_w$ in small-field sizes may be linear due to the main contribution primary component. But the response factor linearity allows us to separate two sources that vary the local spectrum at the position of the detector: The size of the square field ($A$) and depth ($z$). Therefore, the response factor can be modeled by:

$$RF_{SSD} = 1 + k(z) \times (A - A_{ref})$$

where the factor $k(z)$ is a function of depth and $A_{ref}$ corresponds to the size of the reference field (small-field size). Modeling of $k(z)$ could be established from the slopes of plotted $RF_{SSD}(A)$ against the depth.

The previous characterization method of $RF_{SSD}$ can be applied for a series of square field sizes with orthogonal collimators. However, in the case of irregular or circular fields, it must be expressed in terms of an equivalent square field for the interpolation. The method of equivalent square field is a simple empirical method for calculating the dose of irregular field size [52]. There are several ways to calculate the equivalent square field according to the literature: Equivalent tables for rectangular fields [53], sum of the small rectangles [54], and Clarkson integration of [55, 56]. Sterling’s formula [57] can be used to calculate the equivalent square fields of the two rectangular fields:

$$ESQ = \frac{2WL}{W + L}$$

where $ESQ$ is the side length of the equivalent square field, $W$ is the width of the rectangle, and $L$ is the length of the rectangle.

This method of empirical compensation consists primarily of establishing a response correction factors table by the experimental approach. It is based on the separation of primary and scattering contribution parts of photons and electrons in the beam. However, the primary contribution part to the SSD cannot be evaluated through the measurement in the air as the local spectral variation in the air with respect to that in the water causes a large SSD response difference. Therefore, an arbitrary square field should be selected as a reference field for a given energetic beam. In this reference field, the maximum tissue ratio of SSD is compared with that measured of water by ionization chamber. Although it is possible to apply this method of compensation in irregular fields, it is difficult to implement it in more complex fields such as IMRT or non-rectangular fields, because this method requires a lot of effort for measuring, adjustments, and approximations that could be uneasy in more complex fields.

### 3.3.2 Cavity theory approach

The cavity theory was originally developed to convert the absorbed dose in the ionization chamber to the absorbed dose in the medium of interest [58]. When the measurement is performed with a solid-state dosimeter, the material of the detector, in general, is different from that of the medium in which it is introduced. If we consider the detector as a cavity introduced into the uniform medium of interest, the absorbed dose in the detector $D_{det}$ is different with respect to the absorbed dose in the medium at this position in the absence of the detector, $D_{med}$. The main
objective of the cavity theory is to determine the response factor $RF_Q$, given by Eq. (15):

$$RF_Q = \left(\frac{D_{\text{det}}}{D_{\text{med}}}\right)_Q$$  \hspace{1cm} (15)

where $Q$ corresponds to a given beam quality. **Figure 6** illustrates the schematic application of cavity theory to convert detector absorbed dose for a given beam quality to the dose in the medium of interest by $RF_Q$ [59].

There are two possible cavities where $RF_Q$ could be derived, the large cavity and small cavity. The terms “small and large” refer to the size of the cavity relative to the bearing surfaces of secondary particles, i.e., the electrons and positrons.

### 3.3.3 Small cavity theory (SCT)

Small cavity theory is also referred to as Bragg-Gray cavity theory. First, William Bragg proposed it then Louis Harold Gray completed it [60]. Bragg-Gray proposed two conditions: (a) Cavity size should be small enough compared to the range of the charged particles inside the irradiated volume. So that, the fluence of charged particles and local fluence are not disturbed by the presence of the cavity in the middle (see **Figure 7**). (b) The absorbed dose in the cavity is completely deposited by charged particles which pass through the cavity.

The realization of the first condition ensures that the local influence is invariant, with or without the existence of this detector is to say $\Phi_{\text{det}}(E) = \Phi_{\text{med}}(E)$. The

**Figure 6.** Application of the cavity theory: The detector’s absorbed dose for a given beam quality converted to the dose in the medium of interest by $RF_Q$ [11].
second condition ensures that the dosimetric contribution from the photon is negligible. This is a valid condition for high-energy photon beams in most situations [61]. Under these conditions, $D_{med}$ is related to $D_{det}$ as:

$$\frac{D_{det}}{D_{med}} = \frac{\int_{0}^{E_{max}} \Phi_{med}(E)(S_{col}(E)/\rho_{det})dE}{\int_{0}^{E_{max}} \Phi_{med}(E)(S_{col}(E)/\rho_{med})dE}$$  \hspace{2cm} (16)$$

where $(s_{col}(E)/\rho)_{det}$ and $(s_{col}(E)/\rho)_{med}$ are collision stopping power of the detector and the medium, respectively, and $E_{max}$ is the maximum energy in the spectrum of ionization chamber fluence.

Secondary particles (delta rays) are considered prerequisite to assess the dose by the stopping power that reaches a balance in the cavity. Another way to express this requirement is that the electron is considered to lose energy in the continuous slowdown cavity. However, it could generate high-energy secondary electrons by hard collisions in the cavity. These secondary electrons will come out of the cavity, and thus the delta ray balance is no longer valid. To take into account the effects of delta rays in an approximate way, Spencer and Attix proposed an extension of the cavity of theory [62]. Spencer-Attix theory considered the separation of electron particles into two parts: The fast electrons with an energy greater than a threshold ($\Delta$) and slow electrons with energy below the threshold. Slow electrons are considered to deposit the energy locally inside the cavity, while the fast electrons are considered completely capable of crossing the cavity. The dose contribution by fast electrons is estimated by the restricted stopping power, $L_{\Delta}/\rho(E)$. The restricted stopping power is defined as the stopping power limited to lose energy below the threshold energy ($\Delta$). The total dose in the cavity can be written as:

$$D = \int_{\Delta}^{E_{max}} \Phi(E) \left(\frac{L_{\Delta}(E)}{\rho}\right) dE + (E.T.)$$  \hspace{2cm} (17)$$

The first term on the right side of Eq. (17) corresponds to the dose deposited by fast electrons, and the second term takes into account the dose deposited by slow electrons, often termed as end track term (ET) suggested by Nahum [63] to estimate the contribution of slow electrons.
E.T. = $\Phi(\Delta) \frac{S_{\text{col}}(\Delta)}{\rho} \Delta$ \hspace{1cm} (18)

where $\Phi(\Delta)$ is the electron differentiated fluence energy valued at $\Delta$ and $\frac{S_{\text{col}}(\Delta)}{\rho}$ is the nonrestricted stopping power evaluated at $\Delta$. Instead of estimating the dose ratio in the detector and the medium by Bragg-Gray theory, it can be expressed as:

$$\frac{D_{\text{det}}}{D_{\text{med}}} = \frac{\int_{0}^{E_{\text{max}}} \Phi_{\text{med}}(E)(L_{\Delta}(E)/\rho)_{\text{det}} dE + \Phi(\Delta)(S_{\text{col}}(\Delta)/\rho)_{\text{det}} \Delta}{\int_{0}^{E_{\text{max}}} \Phi_{\text{med}}(E)(L_{\Delta}(E)/\rho)_{\text{med}} dE + \Phi(\Delta)(S_{\text{col}}(\Delta)/\rho)_{\text{med}} \Delta}$$ \hspace{1cm} (19)

$\Delta$ is defined as the minimum energy needed for electron to pass through the cavity of interest. The value of $\Delta$ depends on the size and the material of the cavity. There are many studies based on determining $\Delta$ to apply the Spencer-Attix theory to some ionization chambers where $\Delta = 10$ keV is used [64–66].

3.3.4 Large cavity theory (LCT)

On the other hand, large cavity is opposite to small cavity, whenever the size of the detector is much larger than the range of the electron that passes through the cavity. In this case, the range of delta ray is small in large cavity compared to the size of the cavity (see Figure 8). Hence, electronic equilibrium is established in most of the cavity size [59]. If the radiation source is a photon, it interacts with the material in the cavity and hence produces secondary electrons. As these created electrons are unable to pass through the cavity, the electronic control is established in the cavity of the detector. It should be noted that the electronic balance is not
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**Figure 8.**
Large cavity of high energetic photon beam deposition in a type of detector.
achieved in the border regions of the large cavity, due to the difference in the material around the border. However, the electronic balance is achieved in most of the cavity and the average absorbed dose in the detector can be determined using the following equation:

\[
D = \int_{0}^{E_{\text{max}}} \left( \frac{\mu_{\text{en}}(E)}{\rho} \right)_{\text{det}} \cdot \psi_{\text{det}}(E) dE
\]  

(20)

where \( (\mu_{\text{en}}(E)/\rho)_{\text{det}} \) is the mass absorption coefficient of the detector and \( \psi_{\text{det}}(E) \) is energy fluence of photon energy \( E \) in the detector.

3.4 Dose model for the SSD crystal in the photon beam

3.4.1 Spectrum convolution calculation

To apply cavity theory, the first step is to obtain the spectrum at the position of interest. Fluence pencil kernels may be used to calculate the local spectrum in a homogeneous phantom. This model had been extensively used to calculate the dose in treatment planning system (TPS) [55, 67–69]. Its idea is to convolute the energy depositions for each pencil beam energy through wide beam spectrum. The most interesting approach to pencil beam fluence has been proposed by [47, 70] which calculated the local spectra via dividing it into high and low energies using small and large cavity theory approximations, respectively. However, it could be easy to calculate other physical quantities, such as the fluence spectrum in an irradiated water phantom as in Figure 9. Eklund and Ahnesjö [28, 70] use fluence pencil kernel database to evaluate the spectrum. In this database, the fluence pencil kernel has been defined as the spatial distribution of fluence, resulted from the irradiation of semi-infinite water slab with point of the monodirectional and monoenergetic beam in water phantom of infinite thickness. Monte Carlo simulation had a good feature of interaction for the evaluation of these spectra. As the energy deposited in the phantom is laterally symmetric, the parameters to describe the fluence pencil can be reduced to three parameters, as shown in schematic geometry for fluence pencil kernel acquisition of monoenergetic beam (see Figure 10).
Here r is the lateral distance of the axis of irradiation from the position of interest; z is the depth of the point of interest; E is the energy of monoenergetic ionization chamber beam. Also, these database separated particles into four categories, depending on their histories of interaction, as shown in Figure 5:

- The incident photons, without any interaction are primary photons.
- The electrons created in interactions of primary photons are primary electrons.
- All other photons are scattered that are created by primary photon or secondary electrons such as Rayleigh and Compton effect, bremsstrahlung, and pair production.
- The electrons created by the scattered photons are scattered electrons.

The first two types of particles (primary photons and electrons) are the main component of the beam, while the last two are the scattered component. This separation of particles is only possible with the feature of tracking the particle’s interaction history in Monte Carlo simulation. To obtain the spectrum of charged particle fluence $\Phi_E(x, y, z)$ at the point of interest ($x$, $y$, and $z$) at a given irradiation field size, a convolution integration on energy is applied, as follows:

$$
\Phi_E(x, y, z) = \int_0^{E_{\text{max}}} \int \int \Psi(x', y', E) \phi(x - x', y - y', z, E) dx' dy' dE
$$

(21)

where $\Psi(x', y', E)$ is the lateral distribution photon energy fluence of the beam and $\phi(x - x', y - y', z, E)$ is the fluence pencil kernels to position ($x$, $y$, $z$). Note also
that $\Psi(x', y', E)$ may vary depending on the dose deposition in the irradiation field, which is the case of IMRT.

3.5 Response model of SSD

In reality, the response behavior of any dosimeter deviates in two cavity theories, because the extreme conditions for both theories are never completely filled. To determine if the dosimeter cavity is large or small, the size of the cavity is compared with the range of the electrons. If the dosimeter is irradiated with a polyenergetic beam, the cavity of theories cannot be applied directly due to the varied response to particles of different energies. In 2004, Yin et al. [30] proposed a method to treat the primary and scattered components separately by different cavity theories, assuming that the primary particles satisfy conditions of SCT while the scattered particles satisfy the LCT. The total dose measured in the Si-diode dosimeter [30] considered the sum of primary and scattered contributions using Eq. (22):

$$
D_{cav} = \int_\Delta^{E_{\text{max}}} \frac{\Phi_{cav}^p(E)}{\rho} \cdot \frac{L_{\text{cav}}^p(E)}{\rho} \cdot \frac{\mu_{cav}^p(E)}{\rho} \cdot \Delta + \int_0^{E_{\text{max}}} \frac{\Psi_{cav}^p(E)}{\rho} \cdot \frac{\mu_{cav}^p(E)}{\rho} \cdot dE
$$

(22)

where $\Phi_{cav}^p(E)$ is the primary electron fluence and $\Psi_{cav}^p(E)$ is the energy of the scattered photon fluence. $\frac{L_{\text{cav}}^p(E)}{\rho}$ is the restricted stopping power, and $\frac{\mu_{cav}^p(E)}{\rho}$ is the mass absorption coefficient of material in the cavity. This model proved quite precisely the dose in water, verified by measurement [27]. Eklund and Ahnesjö [26] introduced some solution to calculate dose response through the two assumptions: (1) Ensuring all primary electrons satisfy the SCT condition if the detector size is rather small. Nevertheless, there are still low-energetic electrons in the spectrum that cannot pass through the cavity of the dosimeter. (2) The scattered photons are considered to satisfy the condition of LCT, indicating that CPE is assumed to be located in the cavity of the dosimeter. The validity of this assumption depends on the energy of the scattered photon. To solve this situation, Eklund and Ahnesjö [71] introduced two solutions for the condition of the hypothesis is closer to reality: Instead of calculating the primary low-energetic electron contribution by LCT, they calculate the contribution from primary photons in LCT that create low-energetic primary electrons. From this calculation of the fluence spectra, it is possible to find the low-energetic primary photons. Therefore, a partitioning of the primary electrons was performed, where the high-energetic primary electrons followed the SCT and the contribution of low-energy electron primary was calculated using their father or primary photons. Ideally, the scattered photons should be partitioned in the same way to treat low component of high energy differently. $K(E)$ correction had been introduced, which is defined as follows:

$$
K(E) = \frac{D_{cav}^p(E)}{\Psi(E) \cdot \frac{\mu_{cav}^p(E)}{\rho}}
$$

(23)

where $D_{cav}^p(E)$ is the dose deposited in the cavity of the detector, by the primary photons of energy E (or primary electrons) with a fluence of photons $\Psi(E)$ and its primary electrons. The denominator of this expression represents the collision kerma of the cavity, which is equivalent to the dose if CPE exists locally. Computing $D_{cav}^p(E)$ is only possible by a total particle transport calculation as by Monte Carlo
simulation. With the introduction of partitioning primary electron and the approximation, factor CPE $K(E)$ in Eq. (21) gives:

$$D_{cav} = \int_{E_\Delta}^{E_{\text{max}}} \Phi_{cav}^{E_{\text{max}}, E_{\Delta}}(E) \cdot \left( \frac{L_{cav}^\rho(E)}{\rho} \right) dE + \Phi_{cav}^{E_{\text{max}}, E_{\Delta}}(E) \cdot \left( \frac{L_{cav}^\rho(E)}{\rho} \right) \cdot \Delta$$



$$+ \int_0^{E_{\text{max}}} K(E) \left( \Psi_{cav}^{0,E_{\Delta}}(E) + \Psi_{cav}^\rho(E) \right) \cdot \left( \frac{\mu_{cav}^\rho(E)}{\rho} \right) dE$$

(24)

where $\Phi_{cav}^{E_{\text{max}}, E_{\Delta}}(E)$ is the fluence of primary electrons produced by the photon with a higher energy $E_A$ and $\Psi_{cav}^{0,E_{\Delta}}(E)$ is the fluence of primary photons with smaller energy $E_A$. Applying Eq. (24), one can calculate the water dose, SSD dose, and response factor of Eq. (19). In order to compare the calculated response factor with the measured one, it is necessary to normalize the response factor determined for a reference, which gives:

$$RF_{\text{calc}}^{\text{norm}}(A, r) = \frac{RF_{\text{calc}}^{\text{norm}}(A, r)}{RF_{\text{calc}}^{\text{norm}}(A_{\text{ref}}, r_{\text{ref}})}$$

(25)

The reference value of field size is square field of 10 cm $\times$ 10 cm, and the reference position from the axis is at a depth of 10 cm in the phantom.

Crop et al. [2] had conducted one of the most detailed studies on the response of air-filled detectors in small photon beams. Author’s considered the effect of different perturbation effects: (a) perturbation caused by differences in the composition of detector with respect to water ($p_{\text{wall}}$), (b) perturbation caused by replacement of water by detector ($p_{a,w}$), (c) effect caused by the existence of central electrode of the air-filled detectors, and (d) volume averaging effect for two detectors with different volume. The results of the study are illustrated in Figure 11; it was a Monte Carlo-based study for 6 MV photon beam considering photon beams down to 0.8 cm $\times$ 0.8 cm. The maximum variation was reported for $P_{\text{vol}}$ and $P_{a,w}$.

---

Figure 11.
Results reported by Crop et al. for different perturbation effects. Maximum deviation was reported for the volume averaging effect and perturbation caused by replacement of water by detector media.
In general case of large radiation beam, the value of total perturbation factor is approximately 0.99. However, for small photon beams, these perturbation factors become extremely large and no longer remain independent. Hence, Monte Carlo calculation of perturbation factors must be preferred over the use of SCT. Along with this, the size of the detector with respect to the source size and incorrect alignment can result in large values of correction factors. The perturbation caused by the displacement error in calculation of absorbed dose using Monte Carlo for PTW 60012 diode is illustrated in Figure 12. Similar results have been reported by various authors, for the Monte Carlo-based studies for computation of different perturbation factors [37, 72–77].

4. Energy spectrum and beam quality for small photon beams

4.1 Energy spectrum

The collimating devices utilized to project small photon beams result in blockage of photon source and scattered component of photon beam generated from the interaction of primary photon beam with other components of linear accelerator head, as a consequence of which the low energy photons are removed from the central axis of the beam. However, there may be probable increase in the amount of secondary component of beam for off-axis fields. The material composition of flattening filter is a deciding factor about whether the radiation beam will be softened or hardened. Along with this, there is a decrement in phantom scatter in small beams in comparison to the large field sizes. However, the decrement in phantom scatter is more noticeable than head scatter. Both effects are responsible for making the photon spectrum hard along the central axis of the beam. As a result the mass energy coefficient ratio and stopping power ratio of water and material of the detector are changed. Also in the small beams and the absence of LCPE, the
low-energy electrons reaching the axis of the beam will be reduced. Hence, the mean electron energy is increased, as a result of which stopping power ratio is also affected.

However, various Monte Carlo-based studies have revealed that the charged particle spectrum generated inside water is not much affected by the change in photon fluence. Hence, the stopping power ratio of water to air does not vary more than 0.5% at 10 cm of depth for 6 MV photon beam for field sizes ranging from 10 cm \( \times \) 10 cm to 0.3 cm \( \times \) 0.3 cm or circular fields of 0.3 cm diameter \[78, 79\], for depth ranging up to 30 cm maximum variation of 1% has been reported \[70\]. However, the response of diode detectors is affected by this hardening of the photon beam due to the noticeable change in the mass-energy absorption coefficient ratio of water and silicon. For field sizes ranging from 10 cm \( \times \) 10 cm to 0.5 cm \( \times \) 0.5 cm, the variation of 3–4% has been reported in the response of the unshielded diodes as a result of reduction in phantom scatter \[71, 80\].

4.2 Beam quality

For reference dosimetry in photon beams of high energy and large field sizes of beam quality \( Q \), the radiation quality correction factor \( k_{Q,0} \) is required. There are two methods defined to account for beam quality \[1, 3, 7\]. First is the tissue phantom ratio at the depth of 20 and 10 g/cm\(^2\) using water as a medium for 10 cm \( \times \) 10 cm beam size and source-to-detector distance (SDD) of 100 cm, \( TPR_{20,10}^{10,10}(10,10) \) \[1\]. The second method is based on percentage depth dose at a depth of 10 cm to 10 cm \( \times \) 10 cm beam size and source to surface distance of 100 cm, \%dd(10,10). These beam quality indices are utilized to calculate .

For some calibration laboratories, it is possible to provide calibration of air-filled detectors using clinical linear accelerator photon beam from calibration laboratories. This methodology for calibration of measurement equipment is much more realistic as there are small variations on the absorbed dose to water calibration factor for radiation equipment of the same kind, as the quality of beam varies moderately between the modern equipment of the same type. Therefore, it is possible to use the same radiation beam quality correction factor for similar model of air-filled detectors and radiation emitting equipment of the same kind. Hence, the dosimetric measurements on such machines can be performed without correction for beam quality. This methodology has been applied at some level for Gamma Knife® (Elekta AB, Stockholm), Cyberknife®, and TomoTherapy® (Accuray Inc., Sunnyvale, CA) radiation generators. Also, the components of the clinical linear accelerators such as secondary jaws and multi-leaf collimators are employed for having better machine uniformity and accurate small-field size definition \[25–27\]. It is important to remember that by the above method of calibration of equipment, there is no requirement for beam quality correction factors, and even then beam quality indices are crucial from commissioning and quality check procedure perspectives. Since the nominal photon beam energies used for intensity-modulated radiation therapy (IMRT), volumetric modulated arc therapy (VMAT), and stereotactic methods are below 10 MV, and the variation of \( k_{Q,0} \) to quality of the beam is small \[1, 2\]. A large number of add-ons are utilized in IMRT and stereotactic radiotherapy treatment methods, which makes it impossible to prepare tables for beam quality correction factors for each and every combination of radiation emitters, add-ons, and detector types. Hence, \( k_{Q,0} \) is not available in all machine/detector combinations. As a result the beam quality index or beam quality correction factor is required to relate the beam quality used for the detector calibration and the beam quality of the user machine. Since, it is sometimes not possible to
calibrate the detector in beam quality similar to that of user, and hence the values for all combination of machine/detector are not available. In that case the question arises, whether it is fine to use TPR\textsubscript{20,10}(10,10)\textsubscript{x} or %dd(10,10)\textsubscript{x} for dose measurements in fields smaller than 10 cm × 10 cm on the same radiation emitter. As discussed above the stopping power ratio variation with change in field size is small. Hence, the beam quality indices measured for large photon beams can be utilized for small beams. The variation of stopping power ratios with beam size and other perturbation factors can be merged together into an output correction factor.

In the conditions where the conventional beam size of 10 cm × 10 cm, a number of methods have been proposed to determine the beam quality:

a. A concept of machine-specific reference field (msr), f\textsubscript{msr}, has been proposed by Alfonso et al. [81].

b. Machine-specific beam quality index has been proposed for TomoTherapy [82]. According to this methodology beam quality index is measured using similar methods as used for determination of the %dd(10, 10)\textsubscript{x} in the conditions achievable in case of TomoTherapy. In this proposed methodology, authors calculated correction factors for beam quality with the help of Monte Carlo techniques and compared them with measurements as a function of conventional index to establish a relation between the machine-specific beam quality index and the conventional beam quality index [83].

c. In the third method, it is proposed to measure TPR\textsubscript{20,10}(S), the ratio of dose deposited at 20 and 10 g/cm\textsuperscript{2} depths for an S cm × S cm square field size at source-to-detector distance of 100 cm. The measurement of TPR\textsubscript{20,10}(S) is performed on the machine where 10 cm × 10 cm field size is not achievable for series of square field sizes S, and comparison is made with the measurements performed using radiation emitter where 10 cm × 10 cm beam size is achievable; the measurement data is extrapolated [78, 79, 84]. Using this extrapolated data relationship for the beam quality index of 10 cm × 10 cm beam size, TPR\textsubscript{20,10}(10) and TPR\textsubscript{20,10}(S) are derived [85].

It was observed by Sauer et al. that the third methodology to measure beam quality index in nonstandard field sizes is effective for circular or rectangular fields using the concept of equivalent square field method [79, 85] and for flattening filter-free beams by surety of correction factor for deficiency in the lateral scatter because of conical beam profiles. It must be noted that the relation between the stopping power ratio and beam quality index in case of FFF radiation fields and WFF beams is not similar [86–89]. The relations to calculate TPR\textsubscript{20,10}(10) and %dd (10,10)\textsubscript{x} can be derived for small beams (S lying between 4 and 12 cm) [90].

**Figure 13** illustrated the variation of TPR\textsubscript{20,10}(S) for beam size of S cm × S cm for field sizes ranging from 4 cm × 4 cm to 12 cm × 12 cm with energy of photon beam ranging from 4 and 10 MV [79, 90] (squares representing the measurement data [79] and curved representing Monte Carlo results [90]).

### 4.3 Measurement of TPR\textsubscript{20,10}(10)

The determination of TPR\textsubscript{20,10}(10) from the measurements obtained for TPR\textsubscript{20,10}(S), where S is the equivalent square f\textsubscript{msr}, by using the measurement data in the analytic expression given by Palmans (Eq. (26)) [90]. **Figure 14** shows the experimental set-up to be used for measurement of TPR\textsubscript{20,10}(S), with source-to-detector distance of 100 cm and at a depth of 20 g/cm\textsuperscript{2} and 10 g/cm\textsuperscript{2}.
TPR_{20,10}(S) for 10 cm × 10 cm can be derived using the following relationship:

$$TPR_{20,10}(10) = \frac{TPR_{20,10}(S) + c \cdot (10 - S)}{1 + c \cdot (10 - S)}$$  \hspace{1cm} (26)$$

This relation is valid when 4 cm ≤ S ≤ 12 cm, where C = (16.15 ± 0.12) × 10^{-3}.
4.4 Measurement of %dd(10,10)\textsubscript{x}

Similar to the determination of TPR\textsubscript{20,10}(10) from measurements of TPR\textsubscript{20,10}(S), the %dd(10,10)\textsubscript{x} can be determined from the %dd(10) for S cm \times S cm msr field size using the analytic relation provided by Palmans \[90\]. Figure 15 illustrates the experimental setup for the measurement of %dd(10, S) for S cm \times S cm beam size and measurement depths of maximum dose (z\textsubscript{max}) and 10 g/cm\textsuperscript{2} at a source-to-surface distance of 100 cm.

Lead foil is not required in the measurements of %dd(10,S) for WFF radiation beams (below 10 MV). However, the use of lead foil of 1 mm thickness is recommended for %dd(10,S) measurements in FFF radiation beams; in order to remove the electron contamination and analytic expression, Eq. (27) is used to calculate %dd(10,10)\textsubscript{Pb}. Then %dd(10,10)\textsubscript{x} can be obtained from %dd(10,10)\textsubscript{Pb} using the relation provided by AAPM Task Group report 21.

The %dd(10,10)\textsubscript{x} can be calculated using the following expression:

\[
% dd(10, 10) = \frac{\% dd(10, S) + 80c(10 - S)}{1 + c(10 - S)}
\] (27)

where 4 cm \leq S \leq 12 cm and C \approx (53.4 \pm 1.1) \times 10^{-3}.

5. Determination of absorbed dose

In case of radiation-emitting equipment, where field beam of 10 cm \times 10 cm (f\textsubscript{ref}) can be established, the dose measurement is performed using the
recommendation provided by task group series (TRS) 398 and other equivalent protocols [1–7]. However, in radiation equipment where \( f_{\text{ref}} \) setting is not feasible, \( f_{\text{msr}} \) is used. The full width at half maximum of \( f_{\text{msr}} \) must satisfy small-field condition.

\[
F\text{WHM} \geq 2 \ r_{LCE} + d \tag{28}
\]

5.1 Measurement of absorbed dose in \( f_{\text{msr}} \)

5.1.1 Calibration coefficient for \( f_{\text{msr}} \) is available

In situations where calibration coefficient in terms of absorbed dose to water \((N_{D\text{-}w}, Q_{\text{msr}}) \) is available for machine-specific reference field \((f_{\text{msr}})\) and beam quality similar to that of the user beam \((Q_{\text{msr}})\), the absorbed dose to water at depth of reference \((z_{\text{ref}})\) in the nonexistence of detector in water can be determined using the following relation:

\[
D_{w, Q_{\text{msr}} f_{\text{msr}}} = M_{Q_{\text{msr}} f_{\text{msr}}} N_{D\text{-}w, Q_{\text{msr}} f_{\text{msr}}} \tag{29}
\]

where \( M_{Q_{\text{msr}} f_{\text{msr}}} \) is the detector reading \( f_{\text{msr}} \) beam corrected for influential quantities, such as temperature, pressure, perturbation factors, etc.

5.1.2 Calibration factor available for \( f_{\text{ref}} \) \((10 \text{ cm} \times 10 \text{ cm})\) and beam quality \((Q_{\text{ref}})\)

correction factor

In conditions where calibration coefficient \((N_{D\text{-}w}, f_{\text{ref}})\) is provided by calibration laboratory in terms of \( f_{\text{ref}} \) and correction factor quality of beam \( Q_{\text{ref}} \). The absorbed dose to water can be calculated using the following relation:

\[
D_{w, Q_{\text{msr}} f_{\text{msr}}} = M_{Q_{\text{msr}} f_{\text{msr}}} N_{D\text{-}w, Q_{\text{msr}} f_{\text{msr}}} k_{Q_{\text{msr}}, Q_{\text{ref}}} f_{\text{msr}} f_{\text{ref}} \tag{30}
\]

where \( M_{Q_{\text{msr}} f_{\text{msr}}} \) is the detector reading reworked for influential quantities and \( k_{Q_{\text{msr}}, Q_{\text{ref}}} f_{\text{msr}} f_{\text{ref}} \) is the correction factor for difference in beam quality and field size.

5.1.3 Calibration factor available for \( f_{\text{ref}} \) \((10 \text{ cm} \times 10 \text{ cm})\) without beam quality \((Q_{\text{ref}})\)

correction factor

In the situation where the correction factor for the generic quality of beam, correcting for the difference in beam quality and effect of difference in field size, is not provided by the calibration laboratory, the dose deposited can be determined using the following relation:

\[
D_{w, Q_{\text{msr}} f_{\text{msr}}} = M_{Q_{\text{msr}} f_{\text{msr}}} N_{D\text{-}w, Q_{\text{msr}} f_{\text{msr}}} k_{Q_{\text{msr}}, Q_{\text{ref}}} f_{\text{msr}} f_{\text{ref}} \tag{31}
\]
where $M^f_{Q_{msr}}$ is the detector reading for $f_{msr}$ reworked for influential quantities, $N_{D,w, Q_0}^{f_{ref}}$ is the detector calibration factor in terms of absorbed dose to water in $f_{ref}$ beam and $Q_0$ quality of beam, $k_{Q_{msr}^f_{ref}}$ is the correction factor for difference in detector response of detector in beam quality $Q_0$ in field size $f_{ref}$ and response of detector in beam quality $Q$ in $f_{ref}$ beam size, and $k_{Q_{msr}^f_{ref}}$ is the beam quality correction factor to account for the difference between the response of detector in beam quality $Q$, $f_{ref}$ beam size and beam quality $Q_{msr}$ and beam size of $f_{msr}$.

In order to determine the dose deposited in water for FFF radiation beam, the following relation can be used:

$$D_{Q_{msr}}^{f_{msr,f}} = M_{Q_{msr}}^{f_{msr,f}} N_{D,w, Q_0}^{f_{ref}} k_{Q_{msr}^f_{ref}} k_{Q_{WFF}^{f_{ref}}} k_{Q_{WFF}^{f_{ref}}} k_{Q_{msr}^f_{ref}}$$

Figure 16 summarizes the different conditions discussed above for the determination of dose deposited in water.

Figure 16. Schematic summary of the determination of absorbed dose in case of small beams considering the case of machine specific reference field according to the formalism given by TRS 483. The arrows and formulas labeled (1), (2) and (3) refer to Section 6.1.1, 6.1.2 and 6.1.3, respectively.
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5.2 Measurement of field output factors

To measure the dose deposited by clinical radiation beams with respect to the msr field in Ref. dosimetry, field output factors \( f_{\text{clin}}^{\text{msr}} \) are determined. They are also known as relative dose factors [91] or total scatter factors [1, 56, 79]. It is defined as the ratio of dose deposited in water by clinical beam \( f_{\text{clin}} \) with the quality of beam \( Q_{\text{clin}} \) to the dose deposited in water in msr field \( f_{\text{msr}} \) with quality of beam \( Q_{\text{msr}} \):

\[
\frac{\Omega_{\text{clin}}^{Q_{\text{clin}}}}{\Omega_{\text{msr}}^{Q_{\text{msr}}}} f_{\text{clin}}^{\text{msr}} = \frac{D_{w,Q_{\text{clin}}} f_{\text{clin}}}{D_{w,Q_{\text{msr}}} f_{\text{msr}}}
\]  

The output factors are utilized to calculate the dose deposited to water in clinical beams \( f_{\text{clin}} \) from the dose deposited to water in machine-specific reference beams \( f_{\text{msr}} \). \( \Omega_{\text{clin}}^{Q_{\text{clin}}} f_{\text{clin}}^{\text{msr}} \) can be determined using the detector readings by using the following relation:

\[
\Omega_{\text{clin}}^{Q_{\text{clin}}} f_{\text{clin}}^{\text{msr}} = \frac{M_{Q_{\text{clin}}^{Q_{\text{msr}}}} f_{\text{clin}}}{M_{Q_{\text{msr}}^{Q_{\text{msr}}}} k_{Q_{\text{clin}}^{Q_{\text{msr}}}} f_{\text{msr}}}
\]

where \( k_{Q_{\text{clin}}^{Q_{\text{msr}}}} f_{\text{clin}}^{\text{msr}} \) is the output correction factor; it can be determined either by direct measurements or using Monte Carlo techniques.

6. Monte Carlo simulation in small-field dosimetry

Monte Carlo techniques are widely used as an alternative in situations where measurements are either difficult or are not possible. Many authors have reported about the possibility of using MC techniques for small-field dosimetry [92–98]. Monte Carlo techniques can be used to calculate the correction factors as discussed in Section 6 of this chapter. It can also be used as a reference or standard with respect to different techniques of relative and absolute dose measurements with acceptable accuracy. With the use of Monte Carlo techniques, the dosimetry in low-density materials can be understood where it is difficult to perform measurements due to the presence of non-equilibrium conditions [99–105]. In radiation dosimetry two approaches are followed for the use of MC techniques. First approach is to calculate correction factors for the dosimeters to be used for dosimetric measurements. In the second approach, the dosimetric quantities are directly calculated, which is equivalent to performing measurements in ideal conditions. However, it is important to verify the MC model against the beam modeling parameters before using it for radiation dosimetry calculations.

6.1 General purpose of Monte Carlo codes for radiation dosimetry

It is possible to explicitly model the interaction of every particle using Monte Carlo techniques. The main characteristics of Monte Carlo techniques used for radiation dosimetry are:
1. The generation of particles is based on the distribution function used to describe the radiation source.

2. The random numbers are obtained in the range of (0, 1) using the pseudorandom number generators.

3. The probability distribution functions are sampled using interaction cross sections.

4. The step of a particle is defined as the distance between two consecutive events (collision/scatter).

5. “Scoring” for each and every outcome is performed to calculate quantities, such as dose deposited in a medium.

6. In order to reduce the statistical uncertainty in the calculation, it is recommended to perform simulations using a large number of particles ($\sim 1 \times 10^9$).

There are various Monte Carlo codes available which can be used in radiation dosimetry of stereotactic fields. The most commonly used MC codes are Electron Gamma Shower [106], GEANT4 [107], and the Monte Carlo N-Particle code [108]. Due to highly accurate radiation transport algorithm for electrons and photons and easy to use BEAM package, EGSnrc is one of the most frequently used Monte Carlo codes for small-field dosimetry.

6.2 Monte Carlo studies for small-field dosimetry

Heydarian et al. [109] performed a study using diamond detectors, diodes, films, and EGS4 Monte Carlo code, for field sizes ranging from 7 to 23 mm on Siemens Mevatron linac. Sciello et al. [110] investigated the application of Monte Carlo-based calculation algorithm for treatment planning in stereotactic radiosurgery for Varian 2100C. Authors reported large difference between the treatment planning system (TPS) and MC calculation, especially near the inhomogeneous regions. Verhaegen et al. [92] performed a dosimetric study using the BEAM/EGS4 Monte Carlo code for 6 MV SRS unit for circular field sizes with diameter ranging from 1.25 to 5 cm at isocenter. The authors reported a good agreement between the measurement and computational results for most of the detectors in terms of cone factor. De Vlamynck et al. [111] performed clinical dosimetry using Markus parallel plate ion chamber and diamond detector in 6 MV photon beam of SL 25 (Elekta) linac and compared the results with Monte Carlo calculations. The depth dose distributions for measured and calculated data were found in good agreement with each other; however slight discrepancies were reported for lateral beam profiles. Cheung et al. [112] verified the accuracy of treatment planning system (Leksell GammaPlan) using Gafchromic films and Monte Carlo methods for field sizes ranging from 4 to 18 mm on a Gamma Knife unit. Variations up to 10% were observed for Gafchromic films which were attributed to the energy dependency of films. Westermark et al. [113] performed a comparative study using diamond detector, liquid ion chamber, plastic scintillator, silicon diode, and Monte Carlo techniques for small-field sizes ($\phi > 4$ mm) of 6 and 18 MV photon beams in order to study the response of various dosimeters. Deng et al. [114] generated a multiple source model by following the procedure of beam commissioning for Cyberknife unit for Monte Carlo-based treatment planning. Authors reported largest variation of 9.5% for ionization
chamber IC-10 and attributed this variation to the volume averaging effect of the chamber. Paskalev et al. [115] investigated the dose distribution for circular field (1.5 and 3 mm) for 10 MV photon beam using Varian Clinac-18 and reported maximum variation of 0.3 mm between the measured and calculated 50% isodose surface. Tsougos et al. [116] performed a Monte Carlo-based dosimetric study for in-house developed 6 MV SRT unit and compared it against conventional dosimetric techniques. Francescon et al. [117] investigated total scatter factor for Cyberknife unit for three different collimator opening diameters ranging from 5 to 10 mm. Comparison was made between the experimental and Monte Carlo results. Heydarian et al. [118] investigated the dosimetric parameters of a SRS linac using experimental measurements and Monte Carlo methods and reported good agreement between the Monte Carlo and experimental data. Scott et al. [29] investigated the effect of source occlusion on output of the linac for small-field sizes and large focal spot sizes and found that output factors are sensitive to the dimensions of the electron spot size hitting the target. Sargison et al. [119] proposed a methodology for measurement and reporting of relative output factors for small fields using both experimental and Monte Carlo methods. In 2014, Sargison et al. [120] presented two scientific quantitative definitions of very small-field size and reported that careful methodology is required for setting of field sizes and placement of detectors for field sizes less than 12 mm for 6 MV photon beams. In 2019, Francescon et al. [121] investigated the sensitivity of dosimetric correction factors to interunit variation and reported variation up to 9% between the measured data corrected using the recommendations of TRS-483 and Monte Carlo results. Casar et al. [122] provided detector-specific output correction factors for small-field sizes using the recommendations of TRS-483.

6.3 Monte Carlo codes optimized for radiation therapy and out-of-field doses for small fields

Considering the ability of Monte Carlo techniques to calculate absorbed dose in non-equilibrium conditions, it can be an ideal tool for clinical use. However, due to its lengthy computational sessions, it is difficult to use them in clinic. In the above section, we discussed about the general purpose of Monte Carlo tools which can model different types of particles (gamma, electron, positron, etc.) and different kinds of physics models to simulate the interactions of particles over the large range of energy of incident particles. The introduction of Monte Carlo-based treatment planning systems, which uses some approximations and simplification in comparison to full Monte Carlo codes, can help to overcome the limitations of contemporary TPS. In Monte Carlo-based TPS, a part of dose calculation is performed using Monte Carlo methods, and the remaining part is performed using approximation-based algorithms [123, 124]. Another option is to use Monte Carlo codes that are optimized specially for radiation therapy applications. TG105 report can provide more information about the use of Monte Carlo methods for clinical applications [125]. However, it is possible that the highly efficient Monte Carlo codes that can completely simulate the radiation transport within acceptable timeframe will be still required. Hence, the use of Monte Carlo methods in small-field dosimetry will increase the confidence in the accuracy of calculation of dose distributions.

Apart from the difficulty in calculating dose deposited within the field, TPS algorithms are also not able to calculate the doses out-of-field accurately, since the measurement data obtained to be used for commissioning of TPS extends only a few centimeters beyond the edges of the field. Penumbra region is defined as a region of steep dose fall, where radiation dose falls from 80 to 20% of maximum dose within the field. The dose protruding beyond the field is not considered in the calculation.
of the dose distribution or its contribution to the procedure of inverse optimization. Hence, the dose distribution obtained from TPS is expected to be inaccurate in regions beyond the edges of the primary field. The predictions in low-dose regions near the primary field by TPS have been shown to be inaccurate as well. Jang et al. [126] investigated the inaccuracies in dose calculation in low-dose regions for intensity-modulated radiotherapy (IMRT) and reason behind these inaccurate calculations by comparing their results against Monte Carlo methods. Authors reported error up to 25% in low-dose regions and found that the inadequate modeling of transmission through MLC leaves and leaf scatter in TPS to be the main cause of error. In the treatments performed using IMRT techniques, doses of 2 Gy per fraction is delivered over large fractions to deliver a total dose of 60–70 Gy to the tumor volume. However, stereotactic radiotherapy follows hypofractionated regime, in which doses of 10–20 Gy per fraction is delivered. Hence, the dose deposited out-of-field due to each fraction is of concern. Petti et al. [127] investigated the doses outside the treatment field and cause of it for treatment using Cyber Knife and compared them against the doses obtained using Gamma Knife and IMRT for similar treatment. The out-of-field doses were found higher by a factor of two to five for Gamma Knife and by a factor of four for IMRT treatments. According to the authors, the leakage radiation is the main cause of out-of-field doses. Chuang et al. [128] investigated for the reduction in out-of-field doses after installation of shielding upgrade and reported the reduction of 20–50% in out-of-field doses. Comparison of difference in peripheral doses absorbed using different equipment for stereotactic treatment was made by Di Betta et al. [129] and used the data for estimation of risk of stochastic effects. Authors reported that the risk of adverse side effects for treatment using 5 Gy per fraction due out-of-field doses is negligible. Lastly, there are relatively fewer studies available on out-of-field doses due to the small fields. More studies are required on it, which can be helpful to investigate the effects of out-of-field doses.

7. Conclusion

Considering the importance of accurate small-field dosimetry, this chapter discusses all important aspects related to it in details. It includes the physics of small radiation fields, cavity theory, and methodology of small-field dosimetry to understand the response of dosimeters and brief discussion on several dosimeters. It also discusses the recommendations of COP for dosimetry of small radiation fields. Moreover, it discusses the small and long cavity theories for computing the accurate dose response. In addition, pencil beam algorithms as a tool for the dose response evaluation is reported, and uses of Monte Carlo simulation in categorizing the primary and scattering components of the radiotherapeutic photon beam are handled. Also this chapter focuses on the application and importance of Monte Carlo techniques in small-field dosimetry and treatment methods that are based on small fields, such as stereotactic treatments and IMRT. Available general purpose Monte Carlo codes used for applications in radiotherapy is also mentioned. Such Monte Carlo codes have the ability to simulate transport of radiation within a medium in great details. EGSnrc, Geant4, PENELOPE, and MCNP are some of the most commonly used Monte Carlo codes for small-field dosimetry studies. Its accurate algorithm to model the transport of radiation and easy-to-use graphical user interface of BEAM code of EGSnrc makes it one of the most widely used MC code. A thorough recent literature review is performed on the small-field dosimetric studies performed using Monte Carlo codes. The studies on out-of-field doses, limitation of contemporary treatment planning systems, use of Monte Carlo codes
optimized specially for their use in radiation therapy simulation, and need of use of full Monte Carlo for dose calculations are also reviewed. It was concluded that still more studies on these issues are required in order to investigate the effects related to inaccurate dosimetry in depth. Hence, it can be concluded from the above discussion that the user must select a suitable dosimeter and follow the recommendations provided by TRS-483 for accurate beam data collection and accurate dosimetric measurements.
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