PROBABILITY LAWS FOR THE DISTRIBUTION OF GEOMETRIC LENGTHS WHEN SAMPLING BY A RANDOM WALK IN A FUCHSIAN FUNDAMENTAL GROUP

PETER S. PARK

Abstract. Let $S = \Gamma \setminus \mathbb{H}$ be a hyperbolic surface of finite topological type, such that the Fuchsian group $\Gamma \leq \text{PSL}_2(\mathbb{R})$ is non-elementary, and consider any generating set $\mathcal{S}$ of $\Gamma$. When sampling by an $n$-step random walk in $\pi_1(S) \cong \Gamma$ with each step given by an element in $\mathcal{S}$, the subset of this sampled set comprised of hyperbolic elements approaches full measure as $n \to \infty$, and for this subset, the distribution of geometric lengths obeys a Law of Large Numbers, Central Limit Theorem, Large Deviations Principle, and Local Limit Theorem. We give a proof of this known theorem using Gromov’s theorem on translation lengths of Gromov-hyperbolic groups.

1. Introduction

Let $S = \Gamma \setminus \mathbb{H}$ be a hyperbolic surface of finite topological type, where $\Gamma \leq \text{PSL}_2(\mathbb{R})$ is a Fuchsian group that acts on $\mathbb{H}$ by fractional linear transformations. By the assumption of finite topological type, the fundamental group $\pi_1(S) \cong \Gamma$ is finitely presented, and in particular, finitely generated. Fix a finite spanning set $\mathcal{S}$ of $\Gamma$, i.e., a subset whose multiplicative closure is equal to all of $\Gamma$. Then, $g \in \Gamma$ has a notion of algebraic length, defined by

$$\ell_{\mathcal{S}}(g) := \inf_{k \in \mathbb{Z}_{\geq 0}, e_1, \ldots, e_k \in \mathcal{S}} k.$$

If $g \in \Gamma$ is hyperbolic, then it also has a notion of geometric length defined as follows. In the bijective correspondence between conjugacy classes of $\pi_1(S)$ and free homotopy classes of loops in $S$, the hyperbolic conjugacy classes precisely correspond to free homotopy classes of loops with a unique representative that is geodesic with respect to the hyperbolic metric of $S$. This gives the definition of the geometric length $\text{geom}(g)$ of $g$: the length of the geodesic representative of the free homotopy class of loops corresponding to the conjugacy class of $g$.

In the absence of a straightforward formula for the geometric length of a given word—such as the Pythagorean Theorem for the unit square torus with the standard fundamental group generators—a general question naturally arises:

**What can we say about the relationship between the algebraic length and the geometric length?**

The simplest case in our setting is when $S$ is a pair of pants, i.e., $S^2$ minus three disjoint open disks endowed with a hyperbolic metric that makes the three boundary components, which we denote by $B_1, B_2,$ and $B_3$, geodesics. The hyperbolic metric can uniquely be described by specifying the geometric lengths of $B_1, B_2,$ and $B_3$. Note that $\pi_1(S)$ is isomorphic to the free group $F_2$ on two generators, and we can choose the two free generators $X$ and $Y$ to be loops around $B_1$ and $B_2$ respectively, so that $XY$ is a loop around $B_3$. In the case that $\mathcal{S} = \{X, Y, X^{-1}, Y^{-1}\}$, Chas–Li–Maskit [4] conjectured from computational evidence the following correlative relationship between algebraic and geometric length.
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Conjecture 1.1 (Chas–Li–Maskit). Let $S$ be the pair of pants such that $B_1, B_2,$ and $B_3$ have geometric lengths $\ell_1, \ell_2,$ and $\ell_3$. Let $\mu_n$ denote the uniform random distribution on the set $R_n$ of cyclic reduced $\mathcal{S}$-words of algebraic length $n$. There exist positive constants $\kappa = \kappa(\ell_1, \ell_2, \ell_3)$ and $\nu = \nu(\ell_1, \ell_2, \ell_3)$ such that for any $a < b$,

$$\lim_{n \to \infty} \int_{R_n} \chi_{[a,b]} \left( \frac{\text{geom}(w) - \kappa n}{\sqrt{n}} \right) d\mu_n(w) = \int_a^b \frac{e^{-\frac{s^2}{2\nu^2}}}{\sqrt{2\pi\nu}} ds.$$ 

Indeed, since all conjugacy classes of a uniformizing Fuchsian group of a pair of pants are hyperbolic, they have a well-defined notion of geometric length. In the above, $\mathcal{S}$-words are symbolic expressions in the elements of $\mathcal{S}$, cyclic $\mathcal{S}$-words are equivalence classes of $\mathcal{S}$-words up to cyclic conjugation, and a word or cyclic word is reduced if and only if no adjacent pairs of elements are inverses (with the caveat that for cyclic words, the first and last $\mathcal{S}$-elements are considered adjacent). Cyclic reduced words are useful because they are in bijective correspondence with conjugacy classes; for instance, our earlier work [15] asymptotically computes the growth of conjugacy classes.

Let $W_n$ denote the uniform random distribution on the set $W_n$ of $\mathcal{S}$-words of symbolic length $n$. There exist positive constants $\kappa = \kappa(\ell_1, \ell_2, \ell_3)$ and $\nu = \nu(\ell_1, \ell_2, \ell_3)$ such that for any $a < b$,

$$\lim_{n \to \infty} \int_{W_n} \chi_{[a,b]} \left( \frac{\text{geom}(w) - \kappa n}{\sqrt{n}} \right) d\mu_n(w) = \int_a^b \frac{e^{-\frac{s^2}{2\nu^2}}}{\sqrt{2\pi\nu}} ds.$$ 

The above theorem is a special case of the following.

Theorem 1.3. Let $S = \Gamma \backslash \mathbb{H}$ be a hyperbolic surface of finite topological type, such that the Fuchsian group $\Gamma \leq \text{PSL}_2(\mathbb{R})$ is non-elementary. Then, for any spanning set $\mathcal{S}$ of $\Gamma$ and any probability measure $\mu$ on $\mathcal{S}$ (with support equal to $\mathcal{S}$), the $n$th convolution power $\mu^{*n}$ on the set $W_n$ of $\mathcal{S}$-words of symbolic length $n$ satisfies the following:

1. Let $H_n \subseteq W_n$ denote the subset comprised of elements that are hyperbolic in $\Gamma$. We have that as $n \to \infty$, the measure of $W_n \backslash H_n$ limits to 0.
There exist positive constants \( \kappa = \kappa(\Gamma, \mathcal{S}, \mu) \) and \( \nu = \nu(\Gamma, \mathcal{S}, \mu) \) such that for any bounded, continuous function \( \psi \) on \( \mathbb{R} \), we have
\[
\lim_{n \to \infty} \int_{H_n} \psi \left( \frac{\text{geom}(w) - \kappa n}{\sqrt{n}} \right) d\mu^*(w) = \int_{\mathbb{R}} \psi(s) e^{-s^2/2\nu} ds.
\]
Note that conclusion 2 above is equivalent to the statement that the distribution
\[
\text{geom}(w) - \kappa n \quad \text{with law} \quad \mu^*(w)
\]
(\text{with law} \( \mu^* \)) converges in distribution to the Gaussian distribution with mean 0 and variance \( \nu \).

In particular, this means that in the statement of conclusion 2, the function \( \psi \) can be taken to be the characteristic function of an interval. Thus, in the case that \( S \) is a pair of pants—where \( \mathcal{S} \) can be taken to be \([X,Y,X^{-1},Y^{-1}]\), \( \mu \) can be taken to be
\[
\frac{1}{4} \delta_X + \frac{1}{4} \delta_Y + \frac{1}{4} \delta_{X^{-1}} + \frac{1}{4} \delta_{Y^{-1}},
\]
and all elements of \( \Gamma \) are hyperbolic—taking \( \psi = \chi_{[a,b]} \) in Theorem 1.3 yields Theorem 1.2.

We will prove Theorem 1.3 by applying the theory of random walks on certain linear groups—specifically, a non-commutative CLT-type theorem for matrix products arising from a random walk, each of whose possible steps represents multiplying by a matrix corresponding to an element of \( \mathcal{S} \). This theory has been built by Furstenberg–Kesten [5], Le Page [13], Guivarc’h–Raugi [10], Gol’sheǐd–Margulis [8], and Benoist–Quint [1]. Due to their work, we know that if a random walk on a matrix group satisfies certain hypotheses, the logarithms of the operator norms of the resulting matrices satisfy natural probability laws, including not only the CLT, but also the Law of Large Numbers (LLN), the Large Deviations Principle (LDP), and the Local Limit Theorem (LLT). These probability laws are useful for our purposes, since the geometric length of a hyperbolic element of \( \Gamma \) is precisely the logarithm of the operator norm of its corresponding \( \text{PSL}_2(\mathbb{R}) \)-matrix.

We further use the CLT and LLN (specifically, the positiveness of the first Lyaponuv exponent) in this context, along with a result of Gromov [9, Corollary 8.1.D] (the positiveness of translation lengths on hyperbolic groups), to prove the first statement of Theorem 1.3. This shows that the \( n \)-step random-walk matrices are hyperbolic with probability (limiting to) 1 as \( n \to \infty \), and thus, the probability laws on the logarithms of the operator norms of these matrices have a geometric interpretation as probability laws on the geometric lengths of their corresponding geodesics. This geometric interpretation for the CLT is precisely the second statement of Theorem 1.3.

Note. It has come to our attention that the statements of this paper are known—for example, they follow from Corollary 14.16 and Theorem 14.22 of [2]—and that the Chas–Li–Maskit Conjecture has recently been proven in [6].

2. Random walks on linear groups

Let \( V := \mathbb{R}^2 \) with a choice of Euclidean norm \( \cdot \cdot \), and let \( \| \cdot \| \) denote the operator norm on \( \text{SL}(V) \). Let \( \mu \) be a Borel probability measure on \( G := \text{SL}(V) \). Let \( A \) denote the support of \( \mu \), and \( \Gamma_\mu \), the closed sub-semigroup of \( G \) spanned by \( A \). For nonzero \( v \in V \), let \( \overline{v} \) be the line spanned by \( v \), and extend the group action of \( G \) on \( V \) to one on the set of lines in \( V \), given by \( g \overline{v} = \overline{gv} \). We say that a group acts strongly irreducibly on \( V \) if and only if no proper finite union of vector subspaces of \( V \) is invariant under that group action.

Suppose the following hypotheses hold; note that hypothesis (1) is not optimal and can be weakened to a finite second moment hypothesis [1], but suffices for our purposes.

1. \( \int_G \| g \|^2 \, d\mu(g) < \infty \) for some \( \alpha > 0 \).
2. \( \Gamma_\mu \) is unbounded and acts strongly irreducibly on \( V \).
By Jensen’s Inequality, hypothesis (1) implies that the first moment
\[ \int_G \log \| g \| \, d\mu(g) \]
is finite; accordingly, it follows from the submultiplicativity of \( \| \cdot \| \) that the first Lyapunov exponent
\[ \lambda_1 := \lim_{n \to \infty} \frac{1}{n} \int_G \log \| g \| \, d\mu^*(g) \]
is finite. In the above, the \( n \)th convolution power \( \mu^* \) is a measure corresponding to the distribution of \( g = g_n \cdots g_1 \) for i.i.d. random matrices \( g_1, \ldots, g_n \) in \( G \) chosen according to law \( \mu \).

Furthermore, define the one-sided Bernoulli space \( B := A^\mathbb{Z}_{>0} := \{ (g_1, g_2, \ldots) : g_n \in A \text{ for all } n \} \), endowed with the Bernoulli probability measure \( \beta := \mu^\otimes A^\mathbb{Z}_{>0} \). Then, we have the following LLN-type theorem due to Furstenberg.

**Theorem 2.1** ([2, Theorem 1.6]). Suppose hypotheses (1) and (2) hold. For \( \beta \)-almost all \( b \in B \), we have
\[ \lim_{n \to \infty} \frac{1}{n} \log \| g_n \cdots g_1 \| = \lambda_1, \]
and furthermore, \( \lambda_1 > 0 \).

We also have the following CLT-type theorem for \( \log \| g \| \).

**Theorem 2.2** ([2, Theorem 1.7]). Suppose hypotheses (1) and (2) hold. The limit
\[ \Phi := \lim_{n \to \infty} \int_G (\log \| g \| - \lambda_1 n)^2 \, d\mu^*(g) \]
equals positive. For any bounded, continuous function \( \psi \) on \( \mathbb{R} \), we have
\[ \lim_{n \to \infty} \int_G \psi \left( \frac{\log \| g \| - \lambda_1 n}{\sqrt{n}} \right) \, d\mu^*(g) = \int_{\mathbb{R}} \psi(s) \frac{e^{-s^2/2}}{\sqrt{2\pi}} \, ds. \]

Equivalently, the distribution
\[ \frac{\log \| g \| - \lambda_1 n}{\sqrt{n}} \]
(with law \( \mu^* \)) converges in distribution to the Gaussian distribution with mean 0 and variance \( \Phi \).

Moreover, we have the following LDP-type theorem.

**Theorem 2.3** ([2, Theorem 1.9]). For any \( t_0 > 0 \), we have
\[ \limsup_{n \to \infty} \mu^*(\{ g \in G : |\log \| g \| - \lambda_1 n| \geq nt_0 \})^{1/n} < 1. \]

Finally, we have the following LLT-type theorem.

**Theorem 2.4** ([2, Theorem 1.10]). For any \( a_1 < a_2 \), we have
\[ \lim_{n \to \infty} \sqrt{n} \mu^*(\{ g \in G : \log \| g \| - \lambda_1 n \in [a_1, a_2] \}) = \frac{a_2 - a_1}{\sqrt{2\pi} \Phi}. \]

**Remark.** The survey *Random walks on reductive groups* [2] by Benoist–Quint initially gives Theorems 2.1 to 2.4 as statements about the random-walk distribution of \( \log |gv| \) for an arbitrary \( v \in V \setminus \{0\} \). However, the analogous probability laws for \( \log \| g \| \) can be easily deduced from those for \( \log |gv| \) by a renormalization, as stated in [2, p. 16].
3. Proof of Theorem 1.3

In our setting, \( \Gamma \backslash \mathbb{H} \) has no orbifold points by assumption, so \( \Gamma \) is torsion-free. Furthermore, since \( \Gamma \) is non-elementary, it contains a free subgroup \( F \cong \mathbb{F}_2 \) comprised entirely of hyperbolic matrices (see, for instance, [12, Proposition 3.1.2]). Let \( X, Y \in \text{SL}_2(\mathbb{R}) \) be two matrices such that \( \overline{X} \) and \( \overline{Y} \) (where placing a bar above an \( \text{SL}_2(\mathbb{R}) \) matrix denotes its \( \text{PSL}_2(\mathbb{R}) \) equivalence class) freely generate \( F \). Suppose \( \mathcal{S} = \{ \overline{Z}_1, \ldots, \overline{Z}_k \} \), where \( \overline{Z}_1, \ldots, \overline{Z}_k \) are all distinct. Correspondingly, let \( A = \{ Z_1, \ldots, Z_k \} \). We wish to prove probability laws for the distribution of geometric lengths from \( H_n \), when sampling by a random walk with law given by a probability measure

\[
\sum_{j=1}^k c_j \delta_{Z_j}
\]

for arbitrary positive constants \( c_1, \ldots, c_k \) that add to 1. In order to apply the theorems introduced in Section 2, we need to show that \( H_n \subseteq W_n \) approaches full measure as \( n \to \infty \), as well as verify hypotheses (1) and (2) for our setting.

**Lemma 3.1.** Hypotheses (1) and (2) hold for \( \mu \).

**Proof.** Hypothesis (1) is clear. The first part of hypothesis (2) is clear; indeed, \( X \) is hyperbolic, and thus \( X^n \) is unbounded as \( n \to \infty \). Furthermore, \( \Gamma_\mu \) acts strongly irreducibly on \( V \). Indeed, because \( X \) and \( Y \) do not commute, the major and minor axes of \( X \) and \( Y \) correspond to four distinct lines in \( V \). Thus, given a line \( \ell \) in \( V \), without loss of generality, we can assume that \( \ell \) is not equal to either the major or the minor axis of \( X \) (of \( Y \), for the other case). Then, for any set \( L \) of finitely many lines in \( V \), there exists sufficiently large \( n \) so that \( X^n \ell \notin L \). \( \square \)

The above lemma proves Theorems 2.1 to 2.4 for the law \( \mu \). In particular, Theorem 2.2 holds, demonstrating the CLT-type statement regarding \( \log \| g \| \) for \( g \in A^n \), with mean \( \lambda_1 \) and variance \( \Phi \). However, only conjugacy classes of hyperbolic matrices \( g \) have a well-defined notion of geometric length, which is then given by \( \log \| g \| \). It still remains to show that \( H_n \subseteq W_n \) approaches full measure as \( n \to \infty \). For the sake of adherence to our most recent notation, let \( H_n \) denote the subset of \( A^n \) comprised of elements that are hyperbolic in \( \text{SL}_2(\mathbb{R}) \).

**Lemma 3.2.** We have that as \( n \to \infty \), the measure of \( A^n \setminus H_n \) limits to 0.

**Proof.** We need to show that the subset of \( g \in A^n \) that are non-hyperbolic (i.e., parabolic, since \( \Gamma \) is torsion-free) as \( \text{SL}_2(\mathbb{R}) \)-matrices has measure going to 0 as \( n \to \infty \). There are finitely many primitive parabolic conjugacy classes \( C_1, \ldots, C_n \) in \( \Gamma \); each \( C_j \) can be \( \text{PSL}_2(\mathbb{R}) \)-conjugated to

\[
\begin{pmatrix}
1 & t_j \\
0 & 1
\end{pmatrix}.
\]

A parabolic conjugacy class of \( \Gamma \) is precisely a power of one such class \( C_j \) (with the caveat that the identity conjugacy class is the trivial power of any \( C_j \)). For each \( C_j \), define

\[
s_j = \inf_{\mathcal{S} \text{-word } w \text{ contained in some nontrivial power } C_j^a} \frac{\text{symbolic length of } w \text{ in } \mathcal{S}}{a}.
\]

Suppose for the sake of a contradiction that \( s_j = 0 \). Then, there would be primitive \( \mathcal{S} \)-words \( \{ w_i \}_{i \in \mathbb{Z}_{>0}} \), each of which is contained in some nontrivial power \( C_j^{a_i} \), such that

\[
\frac{\ell_\mathcal{S}(w_i)}{a_i}
\]

monotonically decreases to 0, since the algebraic length \( \ell_\mathcal{S}(w_i) \) is upper-bounded by the symbolic length. We then have that \( w_i^{a_i} \) is conjugate to \( w_i^{a_i} \) for all \( i \in \mathbb{Z}_{>0} \). This implies that the translation
length [7, p. 146] of $w_1$, defined by

$$\liminf_{u \to \infty} \frac{\ell_G(w_1^u)}{u},$$

is 0. However, it is a result of Gromov [9, Corollary 8.1.D] that the translation length of an infinite-order element of a hyperbolic group is nonzero, and by the Švarc–Milnor Lemma [14, 17], any finitely-generated Fuchsian group $\Gamma$ is hyperbolic. This contradiction shows that $s_j > 0$.

Thus, for $g \in A^n$ that are parabolic as $SL_2(\mathbb{R})$-matrices, say contained in a power of $C_j$, we have that $\|g\|$ is at most

$$\left\| \begin{pmatrix} 1 & \frac{n}{s} t_j \\ 0 & 1 \end{pmatrix} \right\|,$$

using the bound that the exponent of the power of $C_j$ in which $g$ is contained is $\leq n/s_j$. It is well-known that

$$\left\| \begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix} \right\|$$

grows like a polynomial in $|x|$ as $|x| \to \infty$. Consequently, for all $n > 1$ (so that $\log n > 0$), we have

$$\log \|g\| \leq C_j \log n$$

for some constant $C_j > 0$.

Let $\epsilon > 0$ be arbitrary. Fix $\alpha > 0$ large enough so that

$$\int_{-\infty}^{-\alpha} e^{-\frac{s^2}{2\pi}} ds \leq \frac{\epsilon}{2}.$$  

Using the positivity of $\lambda_1$ given by Theorem 2.1, there exists $N_1 > 0$ so that for all $n > N_1$,

$$\frac{\lambda_1 n - C_j \log n}{\sqrt{n}} \geq \alpha.$$  

Next, an analogous discussion to that of Section 1 demonstrates that the statement of Theorem 2.2 holds for $\psi = \chi_{(-\infty, -\alpha]}$. Thus, there exists $N_2 > 0$ such that for all $n > N_2$,

$$\int_G \chi_{(-\infty, -\alpha]} \left( \frac{\log \|g\| - \lambda_1 n}{\sqrt{n}} \right) d\mu^* n(g)$$

is within $\epsilon/2$ of

$$\int_{-\infty}^{-\alpha} e^{-\frac{s^2}{2\pi}} ds.$$  

Applying the triangle inequality, we conclude that for $n > \max(N_1, N_2)$,

$$\int_G \chi_{(-\infty, -\alpha]} \left( \frac{C_j \log n - \lambda_1 n}{\sqrt{n}} \right) \left( \frac{\log \|g\| - \lambda_1 n}{\sqrt{n}} \right) d\mu^* n(g)$$

$$\leq \int_G \chi_{(-\infty, -\alpha]} \left( \frac{\log \|g\| - \lambda_1 n}{\sqrt{n}} \right) d\mu^* n(g)$$

$$\leq \int_G \chi_{(-\infty, -\alpha]} \left( \frac{\log \|g\| - \lambda_1 n}{\sqrt{n}} \right) d\mu^* n(g) - \int_{-\alpha}^{-\infty} \frac{e^{-\frac{s^2}{2\pi}}}{\sqrt{2\pi}} ds + \int_{-\infty}^{-\alpha} \frac{e^{-\frac{s^2}{2\pi}}}{\sqrt{2\pi}} ds$$

$$\leq \frac{e}{2} + \frac{e}{2} = \epsilon.$$  

This completes the proof that the subset of $A^n$ comprised of elements that, as $SL_2(\mathbb{R})$-matrices, are contained in powers of $C_j$ approaches zero measure as $n \to \infty$. Since there are finitely many $C_j$, we have proven our claim.  \qed
It follows that Theorems 2.1 to 2.4 yield the LLN, CLT, LDP, and LLT for the distribution of geometric lengths when sampling from $\mathcal{S}$-words of length $n$ that are hyperbolic in $\Gamma$, with law $\mu^*$. This is with the caveat that for Theorem 2.1, while the subset of $b \in B$ such that $g_n \ldots g_1$ is non-hyperbolic for all $n$ is not necessarily zero measure, the theorem statement relates to geometric length in the following way. The subset of $b \in B$ for which there exists $N_b$ such that $g_n \ldots g_1$ is non-hyperbolic for all $n > N_b$ has zero measure. This is because

$$\{b \in B : g_n \ldots g_1 \text{ is non-hyperbolic for all } n > j\}$$

has zero measure for any $j \geq 0$, so

$$\bigcup_{j \geq 0} \{b \in B : g_n \ldots g_1 \text{ is non-hyperbolic for all } n > j\}$$

also has zero measure. Thus, for almost all $b \in B$, there exists an increasing sequence of positive integers $\{n_{b,j}\}_{j \in \mathbb{Z}_>0}$ such that $g_{n_{b,j}} \ldots g_1$ is hyperbolic for all $j$, and

$$\lim_{j \to \infty} \frac{1}{n_{b,j}} \log \|g_{n_{b,j}} \cdots g_1\| = \lambda_1.$$

4. CONCLUDING REMARKS

In this section, we describe some potential future directions of inquiry. An obvious such direction is Conjecture 1.1 for $S$ a pair of pants, which perhaps could be proven by a method inspired by the theory of random walks on a uniformizing Fuchsian group. Another line of inquiry is given by the Law of the Iterated Logarithm (LIL) for random walks on matrix groups.

**Theorem 4.1 ([2, Theorem 1.8]).** Suppose hypotheses (1) and (2) hold. For $\beta$-almost all $b \in B$, the set of limit points of

$$\left\{ \frac{\log \|g_n \cdots g_1\| - \lambda_1 n}{\sqrt{2\Phi n \log \log n}} : n \in \mathbb{Z}_>0 \right\}$$

is $[-1, 1]$.

Our proof of Lemma 3.1 demonstrates that the conclusion of Theorem 4.1 holds. However, this statement is about norms of all matrices in a specified Fuchsian-group random-walk path $b \in B$, not just the norms of hyperbolic such matrices, for which the norm has a geometric meaning: the geometric length of the corresponding closed geodesic. In order to give our desired geometric interpretation of Theorem 2.1, we showed that for any $b \in B$, we can take an increasing subsequence $\{n_j\}_{j \in \mathbb{Z}_>0}$ of $\mathbb{Z}_>0$ for which the matrices $g_{n_j} \ldots g_1$ are hyperbolic, so that the LLN-type statement held for this subsequence. We would also like a geometric interpretation of Theorem 4.1, which begs the question: can one take such a subsequence so that the set of limit points of

$$\left\{ \frac{\log \|g_{n_j} \cdots g_1\| - \lambda_1 n_j}{\sqrt{2\Phi n_j \log \log n_j}} : j \in \mathbb{Z}_>0 \right\}$$

demonstrates a LIL-type behavior? We conjecture that the answer is yes, given that LIL-type statements for subsequences are known [11, 16, 18, 19].

ACKNOWLEDGMENTS

This exposition was supported by the National Science Foundation Graduate Research Fellowship Program (grant number DGE1745303). The author would like to thank Alex Eskin and Alex Wright for helpful conversations, and the anonymous referee for directing us to [2, Corollary 14.16 and Theorem 14.22].
References

[1] Y. Benoist and J.-F. Quint, *Central limit theorem for linear groups*, Ann. Probab. **44** (2016), no. 2, 1308–1340. MR3474473

[2] ______. *Random walks on reductive groups*, Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in Mathematics], vol. 62, Springer, Cham, 2016. MR3560700

[3] M. Chas and S. P. Lalley, *Self-intersections in combinatorial topology: statistical structure*, Invent. Math. **188** (2012), no. 2, 429–463. MR2909769

[4] M. Chas, K. Li, and B. Maskit, *Experiments suggesting that the distribution of the hyperbolic length of closed geodesics sampling by word length is Gaussian*, Exp. Math. **22** (2013), no. 4, 367–371. MR3171098

[5] H. Furstenberg and H. Kesten, *Products of random matrices*, Ann. Math. Statist. **31** (1960), 457–469. MR0121828

[6] I. Gekhtman, S. J. Taylor, and G. Tiozzo, *A central limit theorem for random closed geodesics: proof of the Chas-Li-Maskit conjecture*, arXiv e-prints (2018), available at https://arxiv.org/abs/1808.08422.

[7] S. M. Gersten and H. B. Short, *Rational subgroups of biautomatic groups*, Ann. of Math. (2) **134** (1991), no. 1, 125–158. MR1114609

[8] I. Ya. Golshevich and G. A. Margulis, *Lyapunov exponents of a product of random matrices*, Uspekhi Mat. Nauk **44** (1989), no. 5(269), 13–60. MR1040268

[9] M. Gromov, *Hyperbolic groups*, Essays in group theory, 1987, pp. 75–263. MR919829

[10] Y. Guivarc’h and A. Raugi, *Frontière de Furstenberg, propriétés de contraction et théorèmes de convergence*, Z. Wahrsch. Verw. Gebiete **69** (1985), no. 2, 187–242. MR779457

[11] A. Gut, *Law of the iterated logarithm for subsequences*, Probab. Math. Statist. **7** (1986), no. 1, 27–58. MR863246

[12] J. H. Hubbard, *Teichmüller theory and applications to geometry, topology, and dynamics. Vol. 1*, Matrix Editions, Ithaca, NY, 2006. Teichmüller theory, With contributions by Adrien Douady, William Dunbar, Roland Roeder, Sylvain Bonnot, David Brown, Allen Hatcher, Chris Hruska and Sudeb Mitra, With forewords by William Thurston and Clifford Earle. MR2245223

[13] É. Le Page, *Théorèmes limites pour les produits de matrices aléatoires*, Probability measures on groups (Oberwolfach, 1981), 1982, pp. 258–303. MR669072

[14] J. Milnor, *A note on curvature and fundamental group*, J. Differential Geometry **2** (1968), 1–7. MR0232311

[15] P. S. Park, *Conjugacy growth of commutators*, arXiv e-prints (2018), available at https://arxiv.org/abs/1802.09507. To appear in J. Algebra.

[16] R. Schwabe and A. Gut, *On the law of the iterated logarithm for rapidly increasing subsequences*, Math. Nachr. **178** (1996), 309–320. MR1380715

[17] A. S. Švarc, *A volume invariant of coverings*, Dokl. Akad. Nauk SSSR (N.S.) **105** (1955), 32–34. MR0075634

[18] M. Weber, *La loi du logarithme itéré sur les sous-suites*, C. R. Acad. Sci. Paris Sér. I Math. **303** (1986), no. 3, 77–80. MR851080

[19] ______. *The law of the iterated logarithm on subsequences—characterizations*, Nagoya Math. J. **118** (1990), 65–97. MR1060703

Department of Mathematics, Harvard University, Cambridge, MA 02138

E-mail address: pspark@math.harvard.edu