Possibilities of Using Kalman Filters in Indoor Localization
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Abstract: Kalman filters are a set of algorithms based on the idea of a filter described by Rudolf Emil Kalman in 1960. Kalman filters are used in various application domains, including localization, object tracking, and navigation. The text provides an overview and discussion of the possibilities of using Kalman filters in indoor localization. The problems of static localization and localization of dynamically moving objects are investigated, and corresponding stochastic models are created. Three algorithms for static localization and one algorithm for dynamic localization are described and demonstrated. All algorithms are implemented in the MATLAB software, and then their performance is tested on Bluetooth Low Energy data from a real indoor environment. The results show that by using Kalman filters, the mean localization error of two meters can be achieved, which is one meter less than in the case of using the standard fingerprinting technique. In general, the presented principles of Kalman filters are applicable in connection with various technologies and data of various nature.
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1. Introduction

The Kalman filter represents a theoretical basis for various recursive methods in the examination of stochastic (linear) dynamic systems. The algorithm is based on the idea that the unknown state of the system can be estimated using certain measured data. The filter is named after Rudolf Emil Kalman, a Hungarian mathematician living in the United States, who published it in the article [1] in 1960. In the next period, various algorithms based on the principles of the Kalman filter were derived by various authors. These algorithms are all referred to as Kalman filters, and can be suitably used in certain specific situations, for example, resulting from failure to meet some theoretical assumptions of the classical Kalman filter in solving practical problems. The Kalman filter, or generally, Kalman filters, can be used in various application domains, including localization, object tracking, and navigation.

The development in the area of mobile technologies and smart solutions stimulates the need to deal with the issue of locating mobile devices or objects in space. An intelligent location-aware system can adapt and provide the user with information relevant to their geographical context.

Services based on the awareness of the user’s location are known as location-based services (LBS) [2–4]. For the use of these services, it is important to be able to determine the position of a device (and a person using this device) not only in outdoor space but also very often inside buildings (indoor localization). In addition to static positioning, it is possible to track a dynamically moving object and also predict its motion.

Indoor localization is used in a number of areas [5], for example, navigation in public buildings, along with the intelligent provision of necessary or interesting context information to the user, depending on where they are currently located. Among other application areas of indoor localization rescue and crisis management, security and military applications, smart homes, targeted marketing,
entertainment and tourism, and many more can be mentioned. Indoor localization also gains increasing importance in connection with today’s popular concepts such as augmented reality.

1.1. Related Work

Unfortunately, there is no standardized solution for locating mobile devices or objects inside buildings. The Global Positioning System (GPS) and other global navigation satellite systems satisfactorily solve the problem of determining the location in outdoor areas, but their use is unavailable inside buildings.

Various radio technologies used within existing wireless networks in buildings, such as Wi-Fi, Bluetooth (especially Bluetooth Low Energy, BLE), Zigbee, etc. are often employed for indoor localization. Additionally, light or acoustic waves can be used for localization. Each of these technologies allows for certain localization accuracy, and its implementation is associated with greater or lesser financial and time costs. In addition to these technologies, approaches making use of data collected from the inertial measurement unit (IMU) incorporated into mobile devices are also applied.

In general, there are various localization techniques [5]. The first group consists of approaches based on the principles of trigonometry, and the knowledge of the angles from which the signal arrives from the reference points (transmitters) of a known position or the knowledge of the distances of the localized object to these known reference points. However, these approaches are not suitable for use in indoor environments with many obstacles, where there is no direct visibility between the localized object and the reference points.

Another localization technique which is frequently used indoors is called fingerprinting. Fingerprinting consists of two phases. In the first (off-line) phase a reference fingerprint map is created by measuring and storing the received signal strength indicator (RSSI) from the individual transmitters at predetermined locations with known positions. During the second (on-line) phase the position of the localized object is determined by comparing the currently measured RSSIs and fingerprints from the reference map. This technique will be described in more detail in the following section.

Pedestrian dead reckoning (PDR) is another localization technique, which is based on a different kind of information. This technique uses data on the movement of the mobile device provided by its sensors (accelerometer, gyroscope, magnetometer–i.e., IMU), and, assuming the initial position is known, it then estimates the evolution of the current position over time. The advantage of PDR is its independence of the existence of radio networks, but on the other hand, it is necessary to know the exact initial position, the accuracy of the estimates also depends on the quality of the sensors, and the estimation errors tend to accumulate and grow over long periods of time.

1.1.1. Fingerprinting

Fingerprinting is a widely used technique in indoor localization and often serves as a benchmarking technique for newly developed algorithms. Its implementation is usually not costly and difficult, as it uses wireless radio networks, that often exist in buildings. Typically, this is Wi-Fi technology (IEEE 802.11), or currently popular Bluetooth Low Energy (BLE) technology (for example iBeacon protocol and transmitters, which Apple introduced in 2013 [6]). The disadvantage of fingerprinting is the need to re-create a new reference fingerprint map for any change in the network infrastructure.

Determination of the position by the fingerprinting technique consists of measuring the current signal strength from individual transmitters, i.e., creating a current fingerprint at a particular current location, and then comparing this fingerprint with fingerprints from the reference map. The aim is to find the most similar reference fingerprint, the similarity being measured by the distance of the fingerprints in the space of all fingerprints. Different metrics can be used to calculate the distance, usually the Manhattan metric or the Euclidean metric. This procedure is referred to as the nearest neighbour (NN) algorithm. The position associated with the nearest reference fingerprint is then considered to be the current estimated position.
In a more general sense, several \( (k) \) most similar reference fingerprints can be found, and the estimated position can be calculated as the average of the positions of these reference fingerprints. This is known as the \( k \)-nearest neighbours (KNN) algorithm.

Another, even more general, modification of the above procedure is the weighted \( k \)-nearest neighbours (WKNN) algorithm, which calculates the position as the weighted average of the positions of the \( k \) reference fingerprints, with more similar fingerprints having a higher weight. The WKNN algorithm is used in indoor localization most often, theoretically, higher value of \( k \) leads to more accurate results but at the cost of increased computational demands, in practice, it is often chosen \( k = 3 \), \( k = 4 \).

One of the first systems for indoor localization based on radio networks was RADAR [7], designed by Microsoft researchers.

1.1.2. Motivation for Using Kalman Filters

However, the disadvantages of using the radio signal in indoor localization follow from the physical patterns of its propagation and the nature of the indoor environment. The signal inside a building collides with a number of different obstacles from different materials (walls, furniture, people, etc.) and thus absorbs, refracts or reflects. Signal properties (signal strength) vary in such a complex environment, depending on location and time, in a way that cannot be simply described and formalized.

Measured signal strength at a particular location also depends on the mobile device (receiver), its current orientation during the measurement, etc. As a result of all the above, it is difficult to achieve the ideal accuracy of localization that would be required inside a building.

Therefore, there is constantly an effort to find extensions or improvements to existing techniques or techniques that are completely new, which will allow for higher accuracy of localization. Very often, these are different mathematical and statistical methods that help to reduce the impact of noise in radio data generated by the aforementioned physical principles of signal propagation.

Kalman filters are an example of such a method. Kotanen et al. [8] are one of the first who represent possibilities of using the extended Kalman filter (EKF) in indoor localization. They deal with solving a problem of static localization within a single room, the filter being applied to data on the distances of the localized object to the reference transmitting points calculated from the measured strength of the Bluetooth signal. The extended Kalman filter is also used by Yim et al. [9], their localization technique is based on existing wireless local area networks in buildings.

Two modifications of the standard Kalman filter called the position Kalman filter (PKF) [10,11] and the fingerprint Kalman filter (FKF) [12] have been developed for use in indoor localization. Both algorithms are originally used by authors for static localization in a building with a Wi-Fi network. The PKF has as its input already calculated position estimates (obtained, for example, by the fingerprinting technique), while the FKF works directly with the measured signal strength, and therefore has a better ability to filter the noise contained therein, subsequent position estimation is based on the principles of the fingerprinting technique and the WKNN algorithm.

These approaches are further applied and developed by other authors, for example, Lee et al. [6] use the first mentioned approach along with BLE beacons, Fang et al. [13] extend the FKF by adaptive calculation of noise covariance etc.

The Kalman filter can also be used as a tool to combine data of a different nature from different sources. This is used, for example, by Coronel et al. [14], Lee et al. [15], Chen et al. [16], Chen et al. [17], Yu et al. [18], Liu et al. [19] when dealing with a dynamic localization problem, they combine radio data and motion data from the respective mobile device sensors.

In addition to Kalman filters, particle filters are also used in indoor localization [20–23]. Particle filters have more general application possibilities, but the disadvantage is higher computational costs limiting their real-time use on devices with limited performance. Additionally, the accuracy achieved...
is not significantly better. Localization techniques using neural networks, genetic algorithms, etc. also exist.

The aim of this text is to provide an overview of the possibilities of using Kalman filters in indoor localization. Different localization algorithms based on the Kalman filtering idea will be described and implemented. The algorithms will be based on the above-mentioned papers and some of them will be modified and extended in various ways. Emphasis will also be placed on their practical demonstration and subsequent testing under realistic conditions, as some of these algorithms are tested by their authors only in precisely prepared laboratory conditions (such as localization in one empty room with four radio transmitters at corners, etc.) or on simulated data. In addition to the original use for static localization, some algorithms will also be employed when solving a problem of localization of a dynamically moving object. Corresponding stochastic models for representing these problems will be created. The obtained results will be discussed so that the text can help and serve as a starting point inspiration for practitioners and researchers dealing with indoor localization and related tasks.

2. Materials and Methods

A brief introduction to Kalman filters and the possibilities of their use in indoor localization follows.

2.1. Introduction to Kalman Filters

The Kalman filter is a tool to estimate the state of a stochastic linear dynamic system using measured data contaminated by noise. The estimate produced by the Kalman filter is statistically optimal in some sense (for example when considering the minimization of the mean square error; see [24] for details). The use of the Kalman filter is illustrated in Figure 1.

![Figure 1. Scheme of applying the Kalman filter.](image-url)
The Kalman filter works with all available information, i.e., it uses all available measured data, the system model together with a statistical description of its inaccuracies, noise, and measurement errors, as well as information about the initial conditions and the initial state of the system.

2.1.1. The Kalman Filter Algorithm

Let us consider a stochastic linear dynamic system in discrete time represented by the following state-space model (let us assume here that the system has no inputs)

\[ x_k = \Phi_{k-1} x_{k-1} + w_{k-1}, \]
\[ z_k = H_k x_k + v_k. \]

Equation (1), referred to as the state equation, describes system dynamics, the vector \( x_k \in \mathbb{R}^n \) is the (unknown) system state vector at time \( t_k \), the matrix \( \Phi_{k-1} \in \mathbb{R}^{n \times n} \) represents dynamic evolution of the system state between times \( t_{k-1} \) and \( t_k \). Equation (2) is called the measurement equation, the vector \( z_k \in \mathbb{R}^m \) is referred to as the system output vector, the measurement vector or the observation vector, the matrix \( H_k \in \mathbb{R}^{m \times n} \) then describes the relationship between the system state and the measurement. Since this is a stochastic system, the vectors \( x_k \) and \( z_k \), \( k = 0, 1, 2, \ldots \), can be considered random variables, their sequences \( \{x_k\} \) and \( \{z_k\} \) are then random (stochastic) processes.

\( \{w_k\} \) and \( \{v_k\} \) are random noise processes, let us assume that they are uncorrelated Gaussian processes with zero mean and covariance matrix \( Q_k \) and \( R_k \), respectively, at time \( t_k \) (the processes have properties of Gaussian white noise).

Furthermore, let \( x_0 \) be a random variable with a Gaussian (normal) distribution with known mean \( x_0 \) and known covariance matrix \( P_0 \). In addition, let \( x_0 \) and both noises always be uncorrelated. So, we can summarize that for all \( t_k \)

\[ E(w_k) = 0, \]
\[ E(v_k) = 0, \]
\[ E(w_k w_{k_2}^T) = Q_k \delta(k_2 - k_1), \]
\[ E(v_k v_{k_2}^T) = R_k \delta(k_2 - k_1), \]
\[ E(w_{k_1} v_{k_2}^T) = 0, \]
\[ E(x_0 w_k^T) = 0, \]
\[ E(x_0 v_k^T) = 0, \]

where the symbol \( \delta \) denotes the Kronecker delta

\[ \delta(k) = \begin{cases} 1, & k = 0, \\ 0, & k \neq 0. \end{cases} \]

The aim of the Kalman filter is to find an estimate of the state vector \( x_k \) at time \( t_k \), denoted as \( \hat{x}_k \), so that this estimate is optimal (for example, in terms of minimizing the mean square error).

The algorithm of the Kalman filter is recursive, the calculation at general time \( t_k \) consists of two main steps-first, the a priori estimate \( \hat{x}_{k(-)} \) at time \( t_k \) is calculated by substituting the a posteriori estimate from time \( t_{k-1} \) into the deterministic part of the state equation, and then this estimate is updated (corrected) using the measurement taken at time \( t_k \), which results in obtaining the a posteriori estimate \( \hat{x}_{k(+)} \) at time \( t_k \).
The following relation can be written for the a priori estimate of the state $\hat{x}_{k(-)}$ at time $t_k$, the uncertainty of this estimate being expressed by the a priori error covariance matrix $P_{k(-)}$

$$\hat{x}_{k(-)} = \Phi_{k-1} \hat{x}_{k-1(+)}$$

$$P_{k(-)} = \Phi_{k-1} P_{k-1(+)} \Phi_{k-1}^T + Q_{k-1}.$$ 

Subsequent to obtaining the measured data $z_k$, the a posteriori estimate of the state vector $\hat{x}_{k(+)}$ is determined by the combination of the a priori estimate and the difference between the actual and the expected value of the measurement weighted by the matrix $K_k$, its uncertainty is expressed by the a posteriori error covariance matrix $P_{k(+)}$

$$\hat{x}_{k(+)} = \hat{x}_{k(-)} + K_k [z_k - H_k \hat{x}_{k(-)}],$$

$$P_{k(+)} = P_{k(-)} - K_k H_k P_{k(-)} ,$$

$$K_k = P_{k(-)} H_k^T [H_k P_{k(-)} H_k^T + R_k]^{-1}.$$ 

A detailed derivation of the given equations of the Kalman filter can be found, for example, in [25]; more detailed presentations of the algorithm, its features and its theoretical assumptions are provided, for example, in [24–26]; practical aspects of the implementation of the filter are discussed, for example, in [26]. The time complexity of one recursion of the Kalman filter is determined by matrix multiplication (usually $n \geq m$ in practice); asymptotic complexity when considering the naïve matrix multiplication algorithm is $O(n^3)$, when using, for example, the Strassen algorithm, it is $O(n^{2.807})$.

### 2.1.2. The Extended Kalman Filter

The use of the Kalman filter, as mentioned above, assumes the system is linear. In reality, however, the system dynamics or the relationship between its state and measurements (or both) may often be nonlinear. The system model then has this form (noise is still assumed to be additive)

$$x_k = \phi_{k-1}(x_{k-1}) + w_{k-1},$$

$$z_k = h_k(x_k) + v_k,$$

where $\phi_{k-1}$ and $h_k$ are (generally) non-linear functions.

One of the modifications of the standard Kalman filter, which allows operating with non-linear systems, is the extended Kalman filter (EKF). The EKF is based on the linearization of the non-linear function around the current estimate and is particularly suitable for weakly non-linear systems. Equations of the EKF have the following form

$$\dot{\hat{x}}_{k(-)} = \dot{\phi}_{k-1}(\hat{x}_{k-1(+)}),$$

$$P_{k(-)} = \Phi_{k-1} P_{k-1(+)} \Phi_{k-1}^T + Q_{k-1}.$$ 

$$\dot{\hat{x}}_{k(+)} = \dot{\hat{x}}_{k(-)} + K_k [z_k - h_k(\hat{x}_{k(-)})],$$

$$P_{k(+)} = P_{k(-)} - K_k H_k P_{k(-)} ,$$

$$K_k = P_{k(-)} H_k^T [H_k P_{k(-)} H_k^T + R_k]^{-1} ,$$

where $\Phi_{k-1}$ and $H_k$ are the Jacobi matrices

$$\Phi_{k-1} = \frac{\partial \phi_{k-1}}{\partial x} \mid_{\hat{x}_{k-1(+)}},$$
2.2. Kalman Filters and Indoor Localization

From the point of view of indoor localization, it is obvious that the sought position is represented in the system model by the unknown vector $x$. As a measurement vector $z$, different data can be understood. The following part of the text will describe the implementation of three algorithms for static localization and one algorithm for dynamic localization, with measurements $z$ always being data of a different nature.

The problem of localization within one floor of a building, i.e., the determination of the coordinates in a two-dimensional space (in the plane), is addressed.

BLE data was used in practical experiments, as the BLE technology is frequently employed in practice, but the procedures described could also be applied to data of other radio technologies.

2.2.1. Static Localization

When dealing with the problem of static localization, it is assumed that the position of the localized object does not change over time, which implies that the matrix $\Phi_k$ is equal to the identity matrix for all $t_k$, i.e., that the state equation of the system model has the form

$$
\begin{pmatrix}
    x_k \\
    y_k
\end{pmatrix} = 
\begin{pmatrix}
    1 & 0 \\
    0 & 1
\end{pmatrix}
\begin{pmatrix}
    x_{k-1} \\
    y_{k-1}
\end{pmatrix}
+ w_{k-1}.
$$

This assumption is common to all three of the following algorithms.

Algorithm 1

The original idea was published by Kotanen et al. [8]; later, this approach was investigated and applied by, for example, Yim et al. [9] or Lee et al. [6]. The algorithm is based on the calculation of the distances to the individual transmitting devices (beacons) from the strength of their signal measured at the current location. The following relation can be used to convert signal strength to distance

$$
d = d_0 \cdot 10^{(P_{RX}(d_0) - P_{RX}(d))/10n},
$$

where $P_{RX}(d)$ is the measured signal strength at the current location, $P_{RX}(d_0)$ is the signal strength at the reference distance $d_0$ (usually 1 m) from the beacon, and $n$ is the path loss exponent. We used the specific values of $n = 4$ (indoor environment) and $P_{RX}(1 \text{ m}) = -62$ (the value corresponds to the transmission power of 0 dBm, which the beacons in our experiments had [27]).

Elements of the measurement vector are these calculated distances, then the measurement equation of the system model has the form

$$
\begin{pmatrix}
    d_{1k} \\
    d_{2k} \\
    \vdots \\
    d_{mk}
\end{pmatrix} =
\begin{pmatrix}
    \sqrt{(x_1 - x_k)^2 + (y_1 - y_k)^2} \\
    \sqrt{(x_2 - x_k)^2 + (y_2 - y_k)^2} \\
    \vdots \\
    \sqrt{(x_m - x_k)^2 + (y_m - y_k)^2}
\end{pmatrix} + v_k,
$$

where $d_i$ is the distance to the $i$-th beacon, and $[x_i, y_i]$ are the coordinates of the $i$-th beacon, $i = 1, 2, \ldots, m$ ($m$ is the number of beacons). As a result of the non-linearity in the measurement equation, the use of the EKF algorithm is suitable. The values of the elements of the matrices $Q_k$ and $R_k$ for individual time instants are determined experimentally from test data.
The advantage of this algorithm is its simplicity, as it does not require special prior preparation, such as the off-line phase of fingerprinting. On the other hand, however, it does not achieve high accuracy of localization, as the principle of the conversion of measured signal strength to distance generally leads to significant errors in the context of indoor localization.

Algorithm 2

The algorithm is based on the principles of the PKF (position Kalman filter) [10,11], since already calculated position estimates are understood as the measurement vector elements. These estimates are obtained using some other technique (e.g., fingerprinting + WKNN). Unlike the previous algorithm, this is not a localization technique in the true sense, but only a tool that should refine existing estimates. This ability, however, is limited to a certain extent by not working with raw measured data, which makes it possible to reduce the impact of noise only indirectly.

The measurement equation has this simple form

\[
\begin{pmatrix}
z_x k \\
z_y k
\end{pmatrix} =
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
x_k \\
y_k
\end{pmatrix} + v_k.
\]

The entire system model is linear, so the standard Kalman filter can be used.

Algorithm 3

The third algorithm described is the FKF (fingerprint Kalman filter) proposed by Ali-Löytty et al. [12]. The algorithm calculates the position estimates directly from the signal strength data, which are considered in the system model as the measurements, together with using the principles of the fingerprinting technique. A prerequisite for its use is therefore the prior creation of a reference fingerprint map.

The state equation of the model is the same as for the other algorithms, and the calculation of the a priori position estimate is identical to applying the first step of the standard Kalman filter. However, the measurement equation is not explicitly expressed, and the relations for calculating the a posteriori position estimate are slightly different, but the Kalman filter principle is maintained. Differences arise from the fact that the measurement estimate (which is then used in the calculation of the a posteriori position estimate) is not constructed according to the measurement equation, but by the fingerprinting technique and the WKNN algorithm. The equations for calculating the a posteriori position estimate and the corresponding a posteriori error covariance matrix have the form

\[
\hat{x}_k(+) = \hat{x}_k(-) + P_{xxk}P_{zzk}^{-1}[z_k - \hat{z}_k],
\]

\[
P_{k(+)} = P_{xxk} - P_{xxk}P_{zzk}^{-1}P_{zxx},
\]

\[
\hat{z}_k = \sum_{i \in I_F} \beta_{i,k} \bar{a}_i,
\]

\[
P_{xxk} = \sum_{i \in I_F} \beta_{i,k} \left[ P_{i} + [p_i - \hat{p}_k][p_i - \hat{p}_k]^T \right],
\]

\[
P_{zxxk} = \sum_{i \in I_F} \beta_{i,k} [p_i - \hat{p}_k][\bar{a}_i - \hat{z}_k]^T,
\]

\[
P_{zzk} = \sum_{i \in I_F} \beta_{i,k} [\bar{a}_i - \hat{z}_k][\bar{a}_i - \hat{z}_k]^T,
\]

\[
\hat{p}_k = \sum_{i \in I_F} \beta_{i,k} P_i,
\]
where $x$ denotes the state vector of sought coordinates, $z$ measurement (measured signal strength values from transmitting devices (beacons)), $\beta_i$ weight of the $i$-th reference fingerprint, $\bar{a}_i$ mean of reference map signal strength values, $p_i$ coordinates of the $i$-th reference fingerprint, $P_{a_i}$ (co)variance of reference map signal strength values, $P_{p_i}$ (co)variance of uniform distribution in the $i$-th cell of the reference map; $I_F$ is the set of indices to the set of all reference fingerprints. There are several ways to calculate $\beta_i$ and $P_{p_i}$, a description of one of them together with detailed explanation and derivation of the FKF equations is given in [12].

2.2.2. Dynamic Localization

In the problem of dynamic localization, not only the current position, but also the velocity of motion is considered as unknown, in this case, the state equation of the system model has the form

$$
\begin{bmatrix}
    x_k \\
    y_k \\
    u_x k \\
    u_y k
\end{bmatrix} =
\begin{bmatrix}
    1 & 0 & \Delta t & 0 \\
    0 & 1 & 0 & \Delta t \\
    0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x_{k-1} \\
    y_{k-1} \\
    u_{x k-1} \\
    u_{y k-1}
\end{bmatrix} + w_{k-1}.
$$

Algorithm 4

The already calculated position estimates in individual time instants are taken as the measurements in this algorithm, so the measurement equation of the system model has the form

$$
\begin{bmatrix}
    z_x k \\
    z_y k
\end{bmatrix} =
\begin{bmatrix}
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    x_k \\
    y_k \\
    u_x k \\
    u_y k
\end{bmatrix} + v_k.
$$

The state equation and the measurement equation are linear, so the standard Kalman filter can be used.

The aim of the algorithm is to refine the motion trajectory estimate by combining the a priori information about the expected position in the current time instant calculated on the basis of the motion model and the information about the estimated position obtained from the radio network data.

The algorithm can be further extended by the ability to detect outlying observations (measurements) that follows from the principles of the Kalman filter. If any of the individual position estimates given to the Kalman filter as a measurement is outlying, it will not be included in the filter calculations and will not damage the estimate of the entire trajectory. The outlying nature of the measurement is judged by the difference between its actual and expected value known as the innovation.

The Kalman filter also allows solving the situation of a missing measurement at some time instant, if this occurs, the a priori estimate obtained according to the state equation of the system model will be considered as the current estimate. This procedure also allows the algorithm to be used for future position prediction.

3. Results and Discussion

3.1. Implementation and Testing of the Algorithms

Implementation was performed in MATLAB R2019a. The graphical output of the implementation of the Algorithm 3 shown in Figure 2 serves to illustrate the results of the static localization experiments. The graphs at the top of the figure show the evolution of the estimates of the coordinates $x$ and $y$ during 40 iterations of the algorithm, the graph at the bottom depicts the evolution of the estimation errors. The results of the implementation of the Algorithm 4 for dynamic localization are illustrated in Figure 3. The graphs in the figure offer the possibility of comparing the actual true positions, the original position estimates obtained from the measured radio data and the position estimates after the
application of the Kalman filter. The lower graph then shows the original and new magnitude of the estimation error at individual time instants.

**Figure 2.** Graphical output of the implementation of Algorithm 3. (The error is measured in the units of the used coordinate system, with 50 units corresponding to the distance of 1 m).

**Figure 3.** Graphical output of the implementation of Algorithm 4. (The errors are measured in the units of the used coordinate system, with 50 units corresponding to the distance of 1 m).
Testing of all algorithms was carried out on real data from the building of the Faculty of Informatics and Management of the University of Hradec Kralove. On the second floor of this building, there is a total of 17 BLE transmitters Estimote Beacon (HW revision D3.4). All devices were set to a transmission power of 0 dBm and a transmission interval of 100 ms.

For the purpose of testing the static localization algorithms, 20 locations were selected to carry out a continuous signal strength measurement of 20 s each. Two walking paths were designed to test the dynamic localization algorithms, the first path led around the floor, the second path was straight, leading down the corridor only on one side of the floor. Due to the use of the fingerprinting technique, a reference map consisting of 171 fingerprints was also created.

Figures 4–6 show a floor plan with 20 locations (squares) where the static localization algorithms were tested, as well as the estimates of their positions obtained by Algorithms 1–3 (circles) (individual locations are differentiated by colors). Figure 7 shows the first walking path, Figure 8 the second walking path, the actual trajectory of motion is shown in green, its estimate obtained by the fingerprinting technique in red, and the resulting estimate, according to Algorithm 4 in blue.

![Floor Plan](image)

**Figure 4.** Visualization of test results for the Algorithm 1.
The values of the noise covariance matrices (resp. variances) were determined experimentally in all the experiments. The initial values of the state vectors and the corresponding error covariance matrices can be chosen to some extent arbitrarily or various strategies can be used (for example, the known position of the beacon, whose measured signal is the strongest at the given location, can be considered the initial estimate of the unknown position, etc.).

Figure 4. Visualization of test results for the Algorithm 1.

Figure 5. Visualization of test results for the Algorithm 2.

Figure 6. Visualization of test results for the Algorithm 3.

Figure 7. Visualization of test results for the Algorithm 4–path 1.
3.2. Results and Discussion

All the described algorithms were tested on the prepared data, and the fingerprinting technique with the WKNN algorithm was applied for comparison purposes. The following descriptive statistics were calculated from the results: mean estimation error (ME), root mean square error (RMSE), median error (MDNE), maximum error (MAXE).

3.2.1. Static Localization

The results of the testing of the static localization algorithms are summarized in Table 1 (values are expressed in meters and rounded to 2 decimal places).

|                      | ME    | RMSE  | MDNE  | MAXE   |
|----------------------|-------|-------|-------|--------|
| Fingerprinting       | 3.03  | 3.77  | 3.01  | 8.70   |
| Algorithm 1          | 7.85  | 8.73  | 8.35  | 14.60  |
| Algorithm 2          | 2.94  | 3.46  | 2.97  | 6.10   |
| Algorithm 3          | 2.06  | 2.64  | 1.88  | 6.00   |

Algorithm 1 provides the worst results, and the data analysis also shows that the noise distribution does not meet the assumptions required by the Kalman filter. The results obtained using Algorithm 2 are slightly better than those gained only by the standard fingerprinting technique, the improvement is evident especially in the reduction of the maximum error, the decrease in the mean error is not so significant. Algorithm 3 achieves the best results in all criteria, the mean error is 2 m, which is one meter less than in the case of fingerprinting.

The values of the noise covariance matrices (resp. variances) were determined experimentally in all the experiments. The initial values of the state vectors and the corresponding error covariance matrices can be chosen to some extent arbitrarily or various strategies can be used (for example,
the known position of the beacon, whose measured signal is the strongest at the given location, can be considered the initial estimate of the unknown position, etc.).

### 3.2. Results and Discussion

All the described algorithms were tested on the prepared data, and the fingerprinting technique with the WKNN algorithm was applied for comparison purposes. The following descriptive statistics were calculated from the results: mean estimation error (ME), root mean square error (RMSE), median error (MDN E), maximum error (MAX E).

#### 3.2.1. Static Localization

The results of the testing of the static localization algorithms are summarized in Table 1 (values are expressed in meters and rounded to 2 decimal places).

|           | ME   | RMSE | MDN E | MAX E |
|-----------|------|------|-------|-------|
| Fingerprinting | 3.03 | 3.77 | 3.01  | 8.70  |
| Algorithm 1  | 7.85 | 8.73 | 8.35  | 14.60 |
| Algorithm 2  | 2.94 | 3.46 | 2.97  | 6.10  |
| Algorithm 3  | 2.06 | 2.64 | 1.88  | 6.00  |

Algorithm 1 provides the worst results, and the data analysis also shows that the noise distribution does not meet the assumptions required by the Kalman filter. The results obtained using Algorithm 2 are slightly better than those gained only by the standard fingerprinting technique, the improvement is evident especially in the reduction of the maximum error, the decrease in the mean error is not so significant. Algorithm 3 achieves the best results in all criteria, the mean error is 2 m, which is one meter less than in the case of fingerprinting.

#### 3.2.2. Dynamic Localization

Tables 2 and 3 contain a summary of the test results of Algorithm 4 for dynamic localization and its comparison with the fingerprinting technique, i.e., with the original data on which the Kalman filter (Algorithm 4) was applied.

**Table 2. Summary of test results for dynamic localization algorithms–path 1.**

| Patd 1      | ME   | RMSE | MDN E | MAX E |
|-------------|------|------|-------|-------|
| Fingerprinting | 3.01 | 4.48 | 2.13  | 21.33 |
| Algorithm 4  | 2.09 | 2.56 | 1.82  | 6.85  |

**Table 3. Summary of test results for dynamic localization algorithms–path 2.**

| Patd 2      | ME   | RMSE | MDN E | MAX E |
|-------------|------|------|-------|-------|
| Fingerprinting | 1.63 | 2.09 | 1.37  | 4.68  |
| Algorithm 4  | 0.51 | 0.57 | 0.55  | 0.99  |

In the case of the path 1, that led around the floor, using Algorithm 4 reduced the mean error from 3 m to 2 m, the maximum error was also significantly reduced. A significant reduction in the error occurred on straight sections of the corridors; on the contrary, the error slightly increased in the corners. This follows from the Kalman filter principles—the system model maintains the trend of the previous motion and does not expect an immediate change in the direction of motion by cornering, so it takes some time for the filter to adapt to the new direction of motion. This is also evident from Figure 7. It is
also confirmed that the Kalman filter is generally more suitable for tracking the motion of large and heavy objects, whose motion trajectory is smooth.

Path 2 was designed to illustrate again the phenomenon described above. Thus, when dealing with localization of an object moving at an unknown constant velocity, a mean error of only about 0.5 m can be achieved.

The described problem could be partially eliminated by using the PDR technique, which would replace the a priori estimation of the position according to the given state equation of the system model, see, for example, [14–19].

In the performed experiment, it was assumed that the object moves at a constant speed of 1 m/s. In general, however, the speed of motion may not be constant but may change arbitrarily (the tracked object may even stop) and the Kalman filter adapts to these changes, but also with a certain delay, similar to the case of changing the direction of motion.

The swiftness of adaptation to changes in motion can be influenced by setting the values of the covariance matrices (variances) of the noises. If the measurement noise is high, the filter will give more weight to the position estimates predicted by the model, the effect of the measurements is suppressed, and changes in motion are reflected more slowly. Conversely, in the case of significant inaccuracies (noise) of the model, the effect of the measurements is more pronounced in the estimates and it is possible to react more quickly to changes in motion. However, it is always necessary to find a suitable compromise between confidence in measurements and a model.

All the data, source codes, and complete testing results are available as Supplementary Materials.

4. Conclusions

The text studied the possibilities of using Kalman filters in indoor localization. Three algorithms for static localization and one algorithm for locating dynamically moving objects were described. All algorithms were implemented in MATLAB, and subsequently tested on data from a real indoor environment. The results showed that by using Kalman filters, the mean localization error of two meters can be achieved in both types of problems, which is one meter less than in the case of using the standard fingerprinting technique. The best results were obtained by applying the Kalman filter directly to the raw data on the measured radio signal strength. The advantage of Kalman filters can also be seen in the low computational costs, which do not prevent their real-time use. Despite the improvements brought by the use of Kalman filters, it is still difficult to reach the ideal accuracy of localization that would be required in a complex indoor environment with the use of noisy radio data. Some additional improvement could be achieved by combining Kalman filters with other techniques, such as the PDR technique mentioned above. In general, the presented ideas and principles of Kalman filters are applicable in connection with various technologies and data of various nature.

Supplementary Materials: The source codes and data used for the experiments and the testing results are available at http://www.mdpi.com/2227-7390/8/9/1564/s1.
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