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ABSTRACT
DNA molecules are highly compacted in the eukaryotic nucleus where distal regulatory elements reach their targets through three-dimensional chromosomal interactions. G-quadruplexes, stable four-stranded non-canonical DNA structures, can change local chromatin organization through the exclusion of nucleosomes. However, the relationship between G-quadruplexes and higher-order genome organization remains unknown. Here, we found that G-quadruplexes are significantly enriched at boundaries of topological associated domains (TADs). Architectural protein occupancy, which plays critical roles in the formation of TADs, was highly correlated with the content of G-quadruplexes at TAD boundaries. Moreover, adjacent boundaries containing G-quadruplexes frequently interacted with each other because of the high enrichment of architectural protein binding sites. Similar to CCCTC-binding factor (CTCF) binding sites, G-quadruplexes also showed strong insulation ability in the separation of adjacent regions. Additionally, the insulation ability of CTCF binding sites and TAD boundaries was significantly reinforced by G-quadruplexes. Furthermore, G-quadruplex motifs on different strands were associated with the orientation of CTCF binding sites. These findings suggest a potential role for G-quadruplexes in loop extrusion. The enrichment of transcription factor binding sites around regulatory elements containing G-quadruplexes led to frequent interactions between regulatory elements containing G-quadruplexes. Intriguingly, more than 99% of G-quadruplexes overlapped with TFBSs. The binding sites of CTCF and cohesin proteins were preferentially located surrounding G-quadruplexes. Accordingly, we proposed a new mechanism of long-distance gene regulation in which G-quadruplexes are involved in distal interactions between enhancers and promoters.

Introduction
G-quadruplexes, the non-canonical secondary structures formed in guanine-rich nucleic acid sequences, have been shown to carry out critical roles in a diverse range of biological processes [1]. To form G-quadruplexes, at least two square planes where four guanines are located in the same plane, should be stabilized by a monovalent cation. Most DNA sequences capable of forming G-quadruplexes can be recognized by a canonical motif pattern, G≥3N1–7G≥3N1–7G≥3N1–7G≥3, where N represents the G-quadruplex loops and G can be any nucleotide [2]. All DNA sequences that conform to this pattern are known as potential G-quadruplex structures (PG4). PG4s tend to distribute around transcription start sites (TSSs), 5′-untranslated regions, the 5′ ends of first exons, and regulatory elements, and are depleted in coding regions [3,4]. Therefore, PG4 motifs have a powerful bias toward particular genomic regions rather than being randomly distributed in the genome. Previous studies have investigated the existence and function of G-quadruplexes in biologically relevant contexts [5]. Taking advantage of polymerase stalling at G-quadruplexes, Chambers et al. established a high-throughput method to determine the accurate positions of G-quadruplexes in vitro [6]. By adopting the single chain variable fragment of an antibody, Schaffitzel et al. first reported the visualization of G-quadruplexes in vivo [7]. Hoffmann et al. found that the mouse monoclonal antibody 1H6 could bind synthetic G-quadruplexes enabling immune electron microscopy to observe G-quadruplexes in
different organisms [8]. Moreover, Hansel-Hertsch et al. used G-quadruplex chromatin immunoprecipitation sequencing (G4 ChIP-seq) with the BG4 antibody to demonstrate the existence of G-quadruplexes in vivo [9]. More recently, this same group described the detailed G4 ChIP-seq method that robustly determined genome-wide G-quadruplexes formation in chromatin [10].

Having been observed in some eukaryotic genomes [7–9], G-quadruplexes were initially only found at telomere where their disruption allowed telomere extension [11,12]. Hansel-Hertsch et al. reported that G-quadruplexes were primarily found in regulatory and nucleosome-depleted regions and co-localized with active genes [9]. Hegyi et al. proposed that G-quadruplexes forming between enhancers and promoters could facilitate enhancer–promoter interactions [13]. Today, it is generally believed that G-quadruplexes have both negative and positive effects on transcription [4,14]. Mao et al. found that DNA G-quadruplexes can sequester DNA methyltransferase 1, thereby preventing CpG islands undergoing methylation [15]. The unfolding of G-quadruplexes, which requires interaction with helicases, has been implicated in transcriptional and post-transcriptional regulation [16], and a deficiency of human G-quadruplex helicases was shown to significantly upregulate the transcription levels of genes containing G-quadruplexes [9].

Most eukaryotic genomes are tightly folded inside the nucleus. The recently developed powerful Hi-C technology [17–19] was used to show that chromosomes are partitioned into topologically associated domains (TADs) that are highly correlated with gene regulation [20–23]. The formation of TAD boundaries plays critical roles in aging [24], cell differentiation [25,26], and cell fate [24,27]. Chromatin interactions within TADs were shown to be quite frequent, while interactions across different TADs were limited because of the insulation ability of TAD boundaries. Although TADs are normally conserved across different cell types, TAD boundaries vary because of the existence of architectural proteins such as CCCTC-binding factor (CTCF) [28–30]. Gong et al. demonstrated that higher TAD boundary insulation was associated with elevated CTCF levels, and that the insulation ability of TAD boundaries varied across different cell types [31]. Moreover, the disruption of TAD boundaries led to unexpected interactions between regulatory elements and genes [30,32]. For example, by imposing temperature stress on Drosophila chromosomes, Li et al. observed a decline in the TAD boundary strength, leading to an increase in long-distance inter-TAD interactions [33]. Several studies reported the close correlations between TAD boundaries and different genomic elements [17,34,35]. Gorkin et al. concluded that in most cases the formation of a TAD boundary requires more than one sequence element, such as architectural proteins, TSSs of active genes, and transcription factor binding sites (TFBSs) [36].

There is considerable evidence that G-quadruplexes are capable of excluding nucleosomes [37,38], but the relationship between G-quadruplexes and higher-order chromatin structures such as TADs remains unclear. Our study aimed to answer the following questions: 1) whether G-quadruplexes are associated with TADs; 2) whether G-quadruplexes can potentially impact on long-range interactions between regulatory elements; and 3) what is the relationship between G-quadruplexes and TFBSs. In this study, the accurate positions of G-quadruplexes in vivo were achieved from G4 ChIP-seq generated by Mao et al. [15]. G-quadruplex sequences (G4 sequences), which can form G-quadruplexes in vitro, were derived from Chambers et al. [6]. Our analysis revealed that G-quadruplexes are correlated with three-dimensional chromatin structures and transcription factors (TFs) including some key architectural proteins.

**Results**

**TAD boundaries are rich in G-quadruplexes**

TADs, which are identified by computational algorithms measuring the directionality of interactions in the genome, are a fundamental unit of genome organization [20]. Since G-quadruplexes could change local chromatin structure through exclusion of nucleosomes [38], we wondered that G-quadruplexes would be related to the higher-order genome organization such as the domain-wide level structures.
Hi-C sequencing data of K562 cell lines generated by Rao et al. were used to call TADs [17], and G-quadruplexes were identified by G4 ChIP-seq in K562 cell lines [15]. We observed a high accumulation of G-quadruplexes at TAD boundaries, with the G-quadruplex profile found to gradually decline towards the central regions of TADs (Figure 1a). Global analysis showed that G-quadruplexes are more enriched at TAD boundaries (Student’s t-test, \( p = 8.21 \times 10^{-56} \)). Likewise, G4 sequences (Figure 1b) and PG4 motifs (Figure 1c) preferentially located at TAD boundaries rather than inside TADs (Student’s t-test, \( p = 6.95 \times 10^{-68} \) and \( 4.03 \times 10^{-80} \), respectively).

Previous research demonstrated that most G4 ChIP-seq peaks overlapped with ATAC-seq peaks [9]. Because TAD boundaries also contain large amounts of ATAC-seq peaks (Figure. S1A, Student’s t-test, \( p = 9.36 \times 10^{-79} \)), we considered that the enrichment of G-quadruplexes at TAD boundaries may be simply caused by more accessible chromatin. The proportion of ATAC-seq peaks containing G-quadruplexes is 2.71% (8,953/330,208). However, 3.92% (3,612/92,180) of ATAC-seq peaks at TAD boundaries contained G-quadruplexes, suggesting that chromatin accessibility alone is not sufficient for the enrichment of G-quadruplexes at TAD boundaries. Intriguingly, the relative density of G-quadruplexes at TAD boundaries is 1.7 times higher than that at central regions of TADs, compared with 1.3 and 1.2 times higher for G4 sequences and PG4 motifs, respectively. This represents a significantly higher relative peak density for G4 ChIP-seq than G4 sequences and PG4 motifs at TAD boundaries (Student’s t-test, \( p = 1.39 \times 10^{-308} \) for G4 ChIP-seq peaks versus G4 sequences; \( p = 1.05 \times 10^{-269} \) for G4 ChIP-seq peaks versus PG4 motifs). Therefore, we concluded that the enrichment of G-quadruplexes at TAD boundaries not only

Figure 1. G-quadruplexes are highly enriched at TAD boundaries. (a-c) Relative density of G4 ChIP-seq peaks/G4 sequence/PG4 motifs across TADs. The x-axes indicate genomic distance from middle sites of TADs. The y-axes indicate relative peak density across TADs. (d) Hi-C contact matrices at 10 kb resolution from chromosome 1 of K562 cell lines. The TADs are highlighted in yellow rectangles. ATAC-seq peaks/G4 sequences/G4 ChIP-seq peaks are shown in upper/left panels of contact matrices.
depends on the sequence property but also depends on the in-vivo chromatin context (Figure 1d). We also found that G-quadruplexes are depleted in non-TAD regions, and that the relative density of G-quadruplexes inside TADs is significantly higher than in non-TAD regions (Figure S1B and Figure S1C, Student’s t-test, \( p = 8.14 \times 10^{-66} \)). The heatmap of contact matrices is generated by JuiceBox [39,40].

The recruitment of architectural proteins, such as CTCF, RAD21, and SMC3, to a particular region is essential for the formation of TADs [17,34]. In this study, we divided all TAD boundaries into two groups: G4-containing boundaries and non-G4-containing boundaries. The TAD boundaries containing G-quadruplexes were defined as G4-containing boundaries; and those boundaries without G-quadruplexes were defined as non-G4-containing boundaries. A total of 7,250 boundaries were identified, including 2,489 G4-containing boundaries and 4,761 non-G4-containing boundaries. CTCF and cohesin protein ChIP-seq peaks around G4-containing and non-G4-containing boundaries were shown in Figure 2, which revealed them to be highly enriched around TAD boundaries (Figure 2a–c, Figure S2A–C). This is in agreement with findings that TAD boundaries are rich in architectural protein binding sites [33,41].

CTCF and cohesin protein ChIP-seq peak counts around G4-containing boundaries were significantly higher than those around non-G4-containing boundaries (Figure 2a–c, Student’s t-test, \( p = 9.20 \times 10^{-71}, 1.94 \times 10^{-22}, \) and \( 1.20 \times 10^{-41} \) for CTCF, RAD21, and SMC3 ChIP-seq peak counts between two types of boundaries, respectively). These results indicate that G-quadruplexes are associated with the binding
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**Figure 2.** CTCF, RAD21, and SMC3 ChIP-seq peak counts at TAD boundaries. All TAD boundaries were divided into: G4-containing boundaries and non-G4-containing boundaries. (a–c) The top panels represent CTCF (a), RAD21 (b), and SMC3 (c) peak counts around TAD boundaries. Red lines and blue lines indicate G4-containing boundaries and non-G4-containing boundaries, respectively. The y-axes indicate ChIP-seq peak counts per 10 kb per boundary. The Student’s t-test p-value for CTCF, RAD21, and SMC3 ChIP-seq peak counts between the two types of boundaries was \( 9.20 \times 10^{-71}, 1.94 \times 10^{-22}, \) and \( 1.20 \times 10^{-41} \), respectively. (d–f) The bottom panels represent the relationship between architectural protein (CTCF (d), RAD21 (e), and SMC3 (f)) and G-quadruplexes at G4-containing boundaries. The data points represent different TAD boundaries. The x-coordinates of the plots represent the number of G4 ChIP-seq peaks overlapping with the TAD boundaries, and the y-coordinates of the plots represent the number of architectural protein ChIP-seq peaks overlapping with the TAD boundaries. We calculated G4 ChIP-seq peak counts and architectural protein ChIP-seq peak counts in a 50 kb (±25 kb around TAD boundary) window around each TAD boundary. Different colours show the counts of overlapping boundaries. The black continuous line indicates the linear fit between architectural protein ChIP-seq peak counts and G-quadruplex counts at TAD boundaries (the Pearson correlation coefficient between G4 ChIP-seq peak counts and CTCF, RAD21, and SMC3 ChIP-seq peak counts at TAD boundaries was 0.62, 0.40, and 0.63, respectively \( (p = 3.10 \times 10^{-82}, 5.77 \times 10^{-65}, \) and \( 6.98 \times 10^{-77} \), respectively).
of architectural proteins at TAD boundaries. Furthermore, TAD boundaries containing more G-quadruplexes overlapped with more architectural protein ChIP-seq peaks (Figure 2d–f). As reported in previous studies [17,34], TAD boundaries can separate adjacent TADs by the binding of CTCF and cohesin proteins. The disruption of CTCF and cohesin protein in TAD boundaries can lead to unexpected interactions across adjacent TADs, thus causing pathogenicity [32]. Our results indicate that G-quadruplexes relate to the TAD boundaries because of the correlation between G-quadruplexes and architectural protein binding.

Because of the close relationship between architectural proteins and TAD boundaries, we hypothesized that TADs consisting of G4-containing boundaries would have different properties to those consisting of non-G4-containing boundaries. To test this, we checked corner scores which indicate the possibility that a pixel is at the corner of a contact domain [17], and boundary–boundary interactions in K562 cell lines. The corner scores of TADs in K562 cell lines were calculated by Rao et al. [17]. Figure 3a shows that TADs with low corner scores normally consist of non-G4-containing boundaries, while TADs with high corner scores normally consist of G4-containing boundaries. From Figure 3a, it can be seen that there is almost no difference in the corner score between TADs with one or more G-quadruplexes; however, there are significant differences between TADs with no and one G-quadruplex. The same phenomenon is evident in Figure 3d. We found that adjacent boundaries containing G-quadruplexes could contact each other significantly more frequently than those without G-quadruplexes (Figure 3b–c, Student’s t-test, \(p = 4.11 \times 10^{-32}\)). Only interactions between two adjacent boundaries were calculated because the boundary insulation ability would affect interactions across boundaries. Combined with earlier findings (Figure 2), these results suggest that abundant CTCF and cohesin protein binding sites around G4-containing boundaries lead to more stable TADs and a high frequency of boundary–boundary interactions. The relationship between G-quadruplexes and TAD corner scores and boundary–boundary interactions is illustrated in Figure 3d for a representative genome region in K562 cell lines. We speculated that G-quadruplexes are associated with the high enrichment of CTCF and cohesin at G4-containing boundaries, which further influence boundary-boundary interactions (Figure 3e).

**G-quadruplexes are correlated with the role of CTCF in chromatin structure**

We applied an insulation score metric, which estimates the ability of a given locus to separate adjacent regions [21,42], to show the insulation ability of G-quadruplexes. The insulation score of one locus equals the interaction strength between adjacent genome regions, with lower insulation scores indicating fewer interactions between two neighbouring regions of the locus.

Insulation scores around G-quadruplexes and CTCF binding sites were calculated. Because G-quadruplexes are highly correlated with CTCF binding sites, we only selected G4 ChIP-seq peaks located distal (>10 kb) to CTCF binding sites. G-quadruplexes in vivo displayed a strong insulation ability in the separation of adjacent regions (Figure 4a–b), suggesting that G-quadruplexes are capable of separating adjacent regions similar to CTCF binding sites. And there was no significant difference in insulation scores between CTCF binding sites and CTCF-distal G-quadruplexes (Figure 4a, Student’s t-test, \(p > 0.001\)). Furthermore, almost all G-quadruplexes displayed high insulation abilities (Figure 4b). To test whether the insulation ability of G-quadruplexes was affected by the CTCF binding sites, we showed the insulation scores of G-quadruplexes with respect to their distance to the nearest CTCF binding sites (Figure 4c). Regardless of the distance to the nearest CTCF binding sites, the insulation scores of G-quadruplexes were significantly lower than those of random selected regions (Student’s t-test, \(p = 2.79 \times 10^{-150}\)). As shown in Figure 4e, to exclude the influence of different proximal CTCF densities we only selected isolated CTCF binding sites locate distally (>10 kb) from other CTCF binding sites, then classified CTCF binding sites into two groups: those overlapping G-quadruplexes (1,253) and those without G-quadruplexes (26,549). CTCF binding sites overlapping G-quadruplexes showed significantly
stronger insulation abilities than those without G-quadruplexes (Figure 4e, Student’s t-test, $p = 6.29 \times 10^{-36}$), suggesting that G-quadruplexes can strengthen the insulation ability of CTCF binding sites.

A strong relationship between TAD boundaries and CTCF was previously reported, with CTCF binding sites shown to be highly enriched at TAD boundaries to separate two adjacent TADs [41]. We suspected that G-quadruplexes enriched in TAD boundaries are also involved in separating adjacent TADs. We calculated the insulation scores of G4-containing boundaries and non-G4-containing boundaries. The insulation abilities of G4-containing boundaries were significantly higher than non-G4-containing boundaries (Figure 4e, Student’s t-test, $p = 1.98 \times 10^{-174}$), suggesting that G-quadruplexes potentially relate to the insulation ability of TAD boundaries similar to CTCF binding sites.

It is widely accepted that CTCF forms loops must be capable of discriminating between CTCF binding sites.

Figure 3. The relationship between G-quadruplexes and TADs. (a) TAD corner score plot used to identify the link between G-quadruplexes and TAD corner score. All TADs were categorized into groups by TAD corner scores in equal intervals. The y-axes indicate the average G4 ChIP-seq peak counts of the group. (b) Interactions between adjacent G4-containing boundaries. (c) Interactions between adjacent non-G4-containing boundaries. (d) The Hi-C contact matrix for representative genomic regions of chromosome 22 in K562 cell lines. TADs are marked by yellow rectangles. The black circles indicate the corner/boundary–boundary interaction frequency were quite low. (e) Adjacent G4-containing boundaries with many architectural protein binding sites strongly interact with each other; as a contrast, adjacent non-G4 containing boundaries with few architectural protein binding sites weakly interact with each other.
sites in forward and reverse orientations [43]. The homer, a software for motif finding, was used to find the genomic positions of CTCF motifs in the whole human genome [44]. As suggested by Rao et al. [17], we designated the consensus DNA sequence, which is written as 5’–CCACNAGGTGGCAG–3’, for CTCF binding sites as the forward orientation. We found that 5’ loop anchor sites are rich in forward CTCF motifs, while 3’ loop anchor sites are rich in reverse CTCF motifs (Figure 5a–b), consistent with previous findings demonstrating that the CTCF motifs that anchor a loop should be in the convergent orientation [17,45]. The PG4 motifs on the plus strand are enriched at the forward CTCF motifs (Figure 5c). In contrast, the reverse CTCF motifs are rich in the PG4 motifs on the minus strand (Figure 5d). Likewise, the G4 sequences on the plus strand were also enriched surrounding the forward CTCF motifs (Figure 5e), and the G4 sequences on the minus strand preferred to locate around the reverse CTCF motifs (Figure 5f). The results suggested PG4 motifs on different strands potentially characterize CTCF binding sites with different orientations.

Although previous studies proved that the CTCF motif orientations play critical roles during loop extrusion, the mechanism by which cohesin proteins recognized the orientations of CTCF motifs remains unclear. Herein, we proposed a possibility that G-quadruplexes on different strands, in term of their relative position to the different orientations of CTCF motifs, participate in loop extrusion through stall the slide of cohesin proteins. We calculated the distance between G-quadruplexes/CTCF/RAD21/SMC3 ChIP-seq peaks and forward/reverse CTCF motifs (Figure S3A–B). In line with previous study, we found a characteristic shift pattern between CTCF motifs and cohesin protein ChIP-seq peaks [46]. Surprisingly, similar to cohesin protein ChIP-seq peaks, G-quadruplexes tend to distribute downstream of forward CTCF motifs (average distance = 3.15 bp, 2.18 bp, and 5.21 bp for G-quadruplexes, SMC3, and RAD21, respectively) and upstream of reverse CTCF

---

**Figure 4.** The relationship between G-quadruplexes and CTCF binding sites. (a) Insulation scores around CTCF binding sites and CTCF-distal G-quadruplexes. The black continuous line and grey dotted line indicate CTCF-distal G-quadruplexes and CTCF binding sites, respectively. (b) Heatmap of CTCF distal-G-quadruplexes insulation score. Each row represents a G4 ChIP-seq peak located distal (>10 kb) to CTCF binding sites. Blue represents a high insulation ability and low insulation score, and yellow indicates a low insulation ability and high insulation score. (c) Insulation scores of G-quadruplexes. The x-axes indicate the distance between G-quadruplexes and their closest CTCF ChIP-seq peaks. (d) Insulation scores around CTCF binding sites. The black continuous line and grey dotted line indicates CTCF binding sites overlapped with G-quadruplexes and CTCF binding sites only, respectively. (e) Insulation scores of G4-containing boundaries (black) and non-G4-containing boundaries (grey).
motifs (average distance = −4.49 bp, −2.31 bp, and −5.79 bp for G-quadruplexes, SMC3, and RAD21, respectively). In contrast, CTCF ChIP-seq peaks prefer to locate upstream of forward CTCF motifs (average distance = −1.56 bp) and downstream of reverse CTCF motifs (average distance = 0.75 bp). We further calculated the distance between cohesin protein binding sites and G-quadruplexes/CTCF binding sites (Figure S3C, average distance = 9.19 bp, 10.80 bp, 9.52 bp, and 10.77 bp for G-quadruplexes to RAD21, CTCF to RAD21, G-quadruplexes to SMC3, and CTCF to SMC3, respectively). There was almost no difference between G-quadruplexes and

Figure 5. PG4 motifs are correlated with the orientation of CTCF motifs. The distribution of CTCF motifs surrounding 5’ (a) and 3’ (b) loop anchors. The red lines and the blue lines indicate forward CTCF motifs and reverse CTCF motifs, respectively. The distribution of PG4 motifs based on matching strand around forward (c) and reverse (d) CTCF motifs. The distribution of G4 sequence based on matching strand around forward (e) and reverse (f) CTCF motifs. The red lines and the blue lines indicate PG4 motifs/G4 sequences on the plus strand and the minus strand, respectively.
CTCF binding sites. We speculated that at least in some cases G-quadruplexes can help CTCF binding sites to prevent cohesin flow-through.

**G-quadruplexes are correlated with the strong interactions between enhancers and promoters**

G-quadruplexes in promoters are capable of regulating gene expression in both positive way and negative way [14,47]. However, it was unclear whether G-quadruplexes potentially relate to long-distance regulation.

In K562 cell lines, 3.31% (1,034/31,237) of enhancers and 29.43% (5,245/17,819) of promoters overlapped with G-quadruplexes. We defined these enhancers and promoters as G4-containing enhancers and G4-containing promoters, respectively. Using Hi-C sequencing data, we identified an enhancer–promoter pair as an interaction pair if the false discovery rate (FDR) of the interaction was lower than 0.01. The FDR of regulatory element interactions was calculated by Fit-Hi-C [48]. Only enhancers and promoters located on the same chromosomes were considered enhancer–promoter pairs. If either end of an interaction pair contained G-quadruplexes, the pair was defined as a G4-containing interaction. If neither end of an interaction contained G-quadruplexes, the pair was defined as a non-G4-containing interaction. A total of 15,657 G4-containing enhancer–promoter interactions and 24,161 non-G4-containing enhancer–promoter interactions were identified. We found that the interaction frequency of G4-containing enhancer–promoter pairs (interaction frequency = 15.01) was significantly higher than that of non-G4-containing pairs (interaction frequency = 11.92) (Figure 6a, Student’s t-test, p = 1.71 × 10^{-44}). Likewise, G4-containing enhancer–enhancer (interaction frequency = 17.21)/promoter–promoter interactions (interaction frequency = 12.86) were also significantly stronger than non-G4-containing enhancer–enhancer (interaction frequency = 11.77)/promoter–promoter (interaction frequency = 10.61) interactions (Figure 6a, Student’s t-test, p = 5.08 × 10^{-33} and 9.16 × 10^{-21}, respectively). Moreover, genes with G4-containing promoters (average FPKM = 16.89) were expressed at significantly higher levels than other genes (average FPKM = 9.32, Student’s t-test, p = 2.92 × 10^{-22}).

We speculated that G-quadruplexes are associated with protein binding to enable stable interactions of regulatory elements. To investigate this, we calculated the distribution of ATAC-seq peaks and some known protein binding sites around enhancers and promoters. ATAC-seq peaks on G4-containing enhancers and promoters were significantly higher than non-G4-containing enhancers and promoters (Figure 6b–c, Student’s t-test, p = 2.66 × 10^{-96} and 1.54 × 10^{-108}). A total of 301 ChIP-seq datasets of K562 cell lines were combined by the online analysis tool, ReMap [49]. ChIP-seq peaks of TFs on G4-containing enhancers were also significantly higher than those on non-G4-containing enhancers (Figure 6d, Student’s t-test, p < 7.71 × 10^{-151}), and the same was observed for promoters (Figure 6e, Student’s t-test, p < 5.58 × 10^{-176}). Because of the high enrichment of ATAC-seq peaks on G4-containing enhancers/promoters, we wondered whether these G-quadruplexes are functional or merely a reflection of chromatin accessibility on regulatory elements. We selected 8,955 most accessible ATAC-seq peaks, as many as G4 ChIP-seq peaks, according to ChIP-seq peak values. We compared the interaction strength of G4-containing regulatory pairs with that of the regulatory pairs overlapped with the most accessible ATAC-seq peaks. The average interaction strength of G4-containing regulatory pairs (15.00) is significantly higher than that of the pairs overlapped with the most accessible ATAC-seq peaks (12.95, Student’s t-test, p = 8.92 × 10^{-21}). The results indicated that G-quadruplexes are more than merely a reflection of chromatin accessibility, but also play a role in the regulation of long-range interactions.

**G-quadruplexes are highly correlated with TFBSs**

We next used ReMap to check the overlapping regions between G-quadruplexes and some known TFBSs [49], and observed a significant overlap between G-quadruplexes and known TFBSs. Using the bedtools [50], we generated a control dataset containing 8,955 randomly selected human genomic regions with the same length as G-quadruplexes.
A total of 99.55% (8,915/8,955) of G-quadruplexes overlapped with TFBSs compared with no random control sequences (0/8,955). PHF8 was the most enriched TF in the intersection (Figure 7a). PHF8 functions as a histone lysine demethylase, and removes mono-methyl marks at H4K20, leading to chromatin opening for transcription [51]. E2F4 is a member of the E2F family that plays an important role in the suppression of proliferation-associated genes. However, similar to G-quadruplexes, E2F4 can function as an activator as well as a repressor [52]. The observed high intersection between E2F4 binding sites and G-quadruplexes suggest a potential role for G-quadruplexes in tumours (Figure 7a). G-quadruplexes were rich in the binding sites of NEUROD1, which regulates expression of the insulin gene and acts as a transcriptional activator (Figure 7a). NEUROD1 was also previously shown to alter chromatin structures at enhancers and promoters [53]. Likewise, the binding sites of CTCF, RAD21, and SMC3 were also enriched in G-quadruplexes according to ReMap calculation [49]. ChIP-seq peak counts of architectural proteins around G-quadruplexes were shown in Figure S4A--
C, suggesting that G-quadruplexes are associated with architectural proteins binding sites. These proteins form the base of loop structures and TAD boundaries.

To characterize the link between G-quadruplexes and TF binding, ChIP-seq peaks of all known TFs in K562 cell lines around G-quadruplexes are shown in Figure 7b. TF ChIP-seq peaks were abundant around G-quadruplexes, suggesting that G-quadruplexes tend to co-localize with TFs to change chromatin structures. However, because most G-quadruplexes overlapped with ATAC-seq peaks, it remains unclear whether the enrichment of TFBSs is caused by ATAC-seq or G-quadruplexes. To exclude factors caused by accessible regions, we obtained the 8,955 most accessible ATAC-seq peaks, as many as G4 ChIP-seq peaks, according to peak values calculated by MACS [54]. Overlapped peaks (3,784/8,955) of G4 ChIP-seq and ATAC-seq were discarded. TF ChIP-seq peak counts on G-quadruplexes were significantly higher than those on the most accessible ATAC-seq peaks, suggesting that G-quadruplexes highly relate to the binding of TFs (Figure 7c–d, Student’s t-test, $p = 5.12 \times 10^{-94}$).

**Discussion**

In this work, we characterized the critical roles of G-quadruplexes in chromatin structures. G-quadruplexes were thought to regulate local chromatin structures through exclusion of nucleosome [37,38], gene transcription [9,55], and co-binding with proteins [56]. However, the relationship between G-quadruplexes and three-dimensional chromosome organization was unknown.

We found that G-quadruplexes relate not only to local structures but also to the domain-wide level of organization. At TAD boundaries, frequent transcription of genes is known to generate large amounts of single-stranded DNA [28,57]. We speculated that abundant PG4 motifs (Figure 1c) and continual transcriptional events would facilitate the formation of G-quadruplexes at TAD boundaries. Consistent with our expectations, we observed a significant accumulation of G-quadruplexes TAD boundaries (Figure 1a–d).

TAD boundaries are rich in architectural proteins required for the formation of TADs [28,34]. To identify links between G-quadruplexes and TAD boundaries, we divided all boundaries into:
G4-containing and non-G4-containing boundaries. We investigated the distribution of architectural proteins, including CTCF, RAD21, and SMC3, which play key roles in the formation of TADs (Figure 2) [43,58,59]. G4-containing boundaries were found to harbour more architectural protein binding sites (Figure 2), suggesting that G-quadruplexes might relate to the formation of TADs by co-binding with architectural proteins. Our calculation suggested that G-quadruplexes highly relate to the boundary–boundary interactions (Figure 3). Adjacent G4-containing boundaries were shown to strongly interact with each other, while weak interactions were seen for adjacent non-G4-containing boundaries.

We found that G-quadruplexes have insulation ability to block interactions between flanking regions (Figure 4a–c). Because of this, G-quadruplexes could aid the separation of adjacent TADs by CTCF binding sites (Figure 4d). Furthermore, because of the high enrichment of architectural protein binding sites and strong insulation abilities of G-quadruplexes, G4-containing boundaries have stronger insulation abilities than non-G4-containing boundaries (Figure 4e).

From these findings, we proposed a model to characterize the relationship between G-quadruplexes and TADs (Figure 8a). In our model, G4-containing boundaries harboured abundant architectural protein binding sites which lead to frequent boundary–boundary interactions. Additionally, G4-containing boundaries have significantly stronger insulation ability.

The SMC complex can extrude DNA at a high speed to form higher-order genome organization by which cohesin proteins promote the generation of TADs [58,59]. In the chromatin extrusion model, CTCF can stop the sliding of the SMC complex to form loop structures and TADs [60]. However, other studies found that G-quadruplexes can positively regulated gene expressions [9]. Regardless of the viewpoint, these previous investigations mainly focused on local G-quadruplexes in promoters. We found that the interaction frequency of G4-containing enhancer–promoter pairs was significantly higher than that of non-G4-containing pairs (Figure 6a). In addition, we observed significant overlap between G-quadruplexes and known TF binding sites. More than 99% of G-quadruplexes overlapped with TFBSs, suggesting that G-quadruplexes are highly associated with TF binding sites. Moreover, architectural proteins including CTCF, RAD21, and SMC3 were significantly enriched in intersections. We herein proposed a new mechanism in which G-quadruplexes regulate genes from afar through three-dimensional interactions. In model C, G-quadruplexes are associated with the
frequent interaction of enhancers and promoters (Figure 8c). Abundant TFBSs around G4-containing regulatory elements can strengthen enhancer–promoter interactions by protein–protein interactions.

Materials and methods

Identification of genomic elements

The sequences of all human genes were downloaded from RefSeq Genes of GRCh37/hg19 datasets [62]. Only protein coding genes were selected as our candidate sets. The regions around TSSs (−2,000 bp to 500 bp) were designated as promoters as suggested by He et al. [63]. In the case of genes with more than one TSS, we selected the TSS closest to the 5′ end. Protein coding genes with TSSs located within the border of another gene were excluded. A total of 17,819 promoters of protein coding genes were retained.

Enhancers of K562 cell lines were derived from research by Yip [64], which identified enhancers from the intersection of gene-distal regulatory modules (DRMs) and predicted enhancers of
ChromHMM and Segway. Enhancers overlapping with promoter regions were excluded. A total of 31,237 enhancers were retained in K562 cell lines.

**G4 sequence data and G4 ChIP-seq data**

G4 sequence data were originally derived by Chambers et al. [6], and were downloaded from the Gene Expression Omnibus (GEO) repository under accession number GSE63874. Across the genome, 716,311 observed G4 sequences were found in G4-stabilizing ligand pyridostatin (PDS) liquid and 525,908 observed G4 sequence were found in K⁺ liquid. Of these, 409,365 G4 sequences (K⁺: 78%, PDS: 57%) occurring in both experimental conditions were selected as our G4 sequences data.

G4 ChIP-seq data in K562 cell lines generated by Mao et al. were adopted to identify exact positions of G-quadruplexes in vivo [15]. G4 ChIP-seq data were achieved from the GEO repository under accession number GSE107690. To identify exact G-quadruplex regions, we performed peak calling by MACS v2.0 with default parameters [54].

**Hi-C and TAD boundaries**

Hi-C data produced by Rao et al. [17] were obtained from the GEO repository under accession number GSE63525. Five kb-resolution contact matrixes of K562 cell lines were used to call TADs. To normalize the Hi-C matrices, the matrix balancing algorithm proposed by Knight and Ruiz was adopted [65]. This algorithm based on inner–outer iteration schemes efficiently balance a matrix when the original matrix is not too sparse. To avoid an increased number of interactions at short distances, we used the methods of Rao et al. [17] in which each entry \( (M_{i,j}) \) of the matrix is divided by the expected value corresponding to the distance \( i-j \).

From the 5,985 previous defined TADs of K562 cell lines [17], all TADs shorter than 200 kb were excluded as suggested by Hong et al. [34]. This left a total of 4,457 TADs in K562 cell lines. The start/end sites of retained TADs were chosen as candidate boundaries. For overlapping TADs, the midpoint of the overlap region was designated as the boundary. When a gap occurred the two ends, we merged them into a boundary if the spacing was less than 100 kb, as suggested by Hong et al. [34].

**Relative density of G4 ChIP-seq peak/G4 sequences/PG4 motifs along TADs**

We calculated relative peak density in the range of 50% ×L upstream and downstream of the TADs. \( L \) indicates the length of TADs. Each TAD was divided into 2000 equal-sized bins. Next the number of G4 ChIP-seq peaks/G4 sequences/PG4 motifs per bin was counted. Conducting this analysis across all TADs yielded a matrix. The sum of each column was taken. To account for differences in total peak count for different data (G4 ChIP-seq peaks/G4 sequences/PG4 motifs), normalization was conducted by taking sum of peak/motif counts in all TADs and dividing the bin sums by this normalizing factor.

**Insulation score**

The insulation score metric was proposed by Crane et al. to estimate the ability of a given locus in the separation of adjacent regions [21,42]. The insulation score indicates the interaction strength between adjacent regions of the locus. Lower insulation scores indicate higher insulation, representing fewer interactions between adjacent regions of the locus. The score is calculated by sliding a square window along the diagonal of the contact matrix and recording the interactions within the window. If \( C \) is the binned contact matrix and \( w \) is the window size in bins, then the insulation score \( I \) for bin number \( i \) can be calculated as follows:

\[
I(i, w) = \frac{\sum_{i-w+1 \leq j < i+w+1} C(j, k)}{w^2}
\]

To normalize the insulation score, we divide \( I(i, w) \) by the central moving average (300 bins window).

**ChIP-seq data**

We downloaded the ATAC-seq data and ChIP-seq datasets of CTCF, RAD21, and SMC3 of K562 cell
lines from the UCSC ftp server (http://genome.ucsc.edu) [66–69]. Then we performed peak calling by MACS v2.0 with default parameters [54].

**Determination of distances between G-quadruplexes and CTCF motifs**

We used the middle points of ChIP-seq peaks to represent the binding sites. And the distances between G-quadruplexes and their closest CTCF motifs were calculated by BEDTools [50]. Only the pairs with distance < 100 bp were retained. We used the same strategy on calculation of the distances between CTCF binding sites and cohesin protein binding sites.

**Interaction of regulatory elements**

To assess the interaction strength between a pair of regulatory elements (enhancer-promoter, enhancer-enhancer, and promoter-promoter), we used Hi-C interaction reads counts to represent the interaction strength. For example, for an enhancer (X) and a promoter (Y), their interaction strength can be calculated as follows:

\[ H_{X,Y} = \sum h_{i,j} \]  
where \( H_{X,Y} \) is the interaction strength of X and Y; and \( h_{i,j} \) is the Hi-C reads of which one end should be located in gene promoter regions (Y) and the other end should be located in enhancer regions (X). Then we used Fit-HiC to evaluate the FDR of the interaction pairs (interaction pairs with FDR<0.01 were retained) [48].

**RNA-seq data**

The paired-end RNA-seq data for K562 cell lines, generated by the ENCODE/Caltech group, were downloaded from the UCSC ftp server [68,69]. All the RNA-seq reads were mapped to the human reference genome (GRCh37/hg19) using Tophat [70]. We used cufflinks to generate transcriptome assembly [71].

**Enrichment analysis**

The method of enrichment analysis is proposed by Hansel-Hertsch et al. [9]. The most accessible genomic regions according to ATAC-seq peaks were selected. The count of ATAC-seq peaks is equal to that of G4 ChIP-seq peaks. We exclude the overlapped data of ATAC-seq peaks and G4 ChIP-seq peaks. All TF ChIP-seq peak file were randomly shuffled (N = 6) across the human genome. We counted the overlap peaks between the TF ChIP-seq peaks and G4 ChIP-seq peaks/ATAC-seq peaks. Enrichment between TF ChIP-seq and G4 ChIP-seq/ATAC-seq data sets were calculated from the ratio of the direct overlaps with the randomly shuffled overlaps.
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