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ABSTRACT
Large-batch training approaches have enabled researchers to utilize distributed processing and greatly accelerate deep neural networks training. However, there are three problems in current large-batch research: (1) Although RNN approaches like LSTM have been widely used in many applications, current large-batch research is principally focused on CNNs. (2) Even for CNNs, there is no automated technique for extending the batch size beyond 8K. (3) To keep the variance in the gradient expectation constant, theory suggests that a Sqrt Scaling scheme should be used in large-batch training. Unfortunately, there are not many successful applications. In this paper, we propose Dynamic Adaptive-Tuning Engine (DATE) for better large-batch training. DATE achieves a 5.3x average speedup over the baselines for four LSTM-based applications on the same hardware. We finish the ImageNet training with ResNet-50 in two minutes on 1024 v3 TPUs (76.7% top-1 accuracy), which is the fastest version as of June of 2019.
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1 INTRODUCTION
Speeding up Deep Neural Network (DNN) training is important because it can improve the productivity of machine learning researchers and developers. Since the acceleration of training through exploiting model parallelism is limited, current research principally focuses on data parallelism. Specifically, a large-batch training approach has enabled us to successfully exploit large-scale distributed processing [1, 13, 20, 27, 35, 47, 49]. For example, by scaling the batch size from 256 to 32K [48], researchers are able to reduce the training time of ResNet50/ImageNet from 29 hours [14] to 2.2 minutes [47]. However, there are three problems with current large-batch approaches:

- Although RNN techniques like LSTM [15] have been widely used, the current large-batch study is mostly focused on CNN applications. On the other hand, adaptive solvers like Adam [23] do not beat well-tuned Momentum SGD for ImageNet training. We want to evaluate Adam for large-batch LSTM training.
- Even for CNN applications, significant hyper-parameter tuning is required to increase the batch size beyond 8K with no loss in accuracy. For batch sizes lower than 8K, linear scaling usually works well for most applications. However, for batch sizes beyond 8K, even solvers like LARS [48] require users to manually tune the hyper-parameters (including learning rate, warmup, weight decay, and momentum).
- Prior successful large-batch training relies on a linear scaling scheme [13]. However, to keep the variance in the gradient expectation constant, theory [24] suggests a Sqrt Scaling scheme should be used. Currently there are not many successful large-batch applications using Sqrt Scaling. Our goal is to show how to make Sqrt Scaling effective in practice.

To solve these problems, we propose a new approach called Dynamic Adaptive-Tuning Engine (DATE). DATE enables Sqrt Scaling to perform well in practice and as a result we achieve a much better performance than the previous Linear Scaling learning rate scheme. DATE also includes other techniques like efficient warm-up, auto LR (learning rate) decay, and runtime LR adaptive updating. For the GNMT application (Seq2Seq) with LSTM, we are able to scale the batch size by a factor of 16 without losing accuracy and without tuning the hyper-parameters mentioned above. For the PTB dataset with LSTM, we are able to scale the batch size by a factor of 32 without losing accuracy and without tuning the hyper-parameters. Beyond RNN applications, we also successfully applied DATE in ImageNet training with ResNet-50. DATE is able to achieve a constant accuracy when we scale the batch size to 32K. DATE works better than previous large-batch tuning techniques (Figure 1). We also provide some theoretical explanations for the key techniques.
of DATE. DATE achieves a 5.3× average speedup over the baselines for 4 LSTM-based applications on the same hardware (Figure 2). DATE achieves 119% weak scaling efficiency (super-linear speedup) as we increase the number of TPUv2 chips from 8 to 512. DATE also achieves a good scaling efficiency for several state-of-the-art deep learning models on latest TPUv3 chips (Figure 4 - Figure 9). We finish the ImageNet training with ResNet-50 in two minutes on 1024 v3 TPUs (76.7% top-1 accuracy), which is the fastest version with 76.5% accuracy as of June of 2019. We also did not tune the hyper-parameters.

2 BACKGROUND AND RELATED WORK

2.1 Data-Parallelism Mini-Batch SGD

Let us refer to \( w \) as the DNN weights, \( X \) as the training data, \( n \) as the number of samples in \( X \), and \( Y \) as the labels of \( X \). Let us also denote \( x_i \) as a sample of \( X \) and \( l(x_i, y_i, w) \) as the loss computed by \( x_i \) and its label \( y_i \) (\( i \in \{1, 2, \ldots, n\} \)). A typical loss function is cross-entropy [12]. The goal of DNN training is to minimize the loss defined in Equation (1).

\[
L(w) = \frac{1}{n} \sum_{i=1}^{n} l(x_i, y_i, w)
\] (1)
At the $t$-th iteration, we use forward and backward propagation to get the gradients of weights based on the loss. Then we use the gradients to update the weights, which is shown in Equation (2):

$$w_{t+1} = w_t - \eta \nabla l(x, y, w)$$  \hspace{1cm} (2)

where $\eta$ is the learning rate (LR). This method is called as Stochastic Gradient Descent (SGD). Usually, people do not use a single sample to compute the loss and the gradients. Instead, they use a batch of samples at each iteration. Let us refer to the batch of sample at $t$-th iteration as $B_t$. The size of $B_t$ is $b$. Then we update the weights based on Equation (3):

$$w_{t+1} = w_t - \frac{\eta}{b} \sum_{x \in B_t} \nabla l(x, y, w)$$  \hspace{1cm} (3)

This method is called as Mini-Batch SGD. To simplify the notation, we define the gradient estimator as $\nabla w_t := \frac{1}{b} \sum_{x \in B_t} \nabla l(x, y, w)$ and the updating rule in Equation (4) can be denoted as

$$w_{t+1} = w_t - \eta \nabla w_t$$  \hspace{1cm} (4)

where we use the gradients $\nabla w_t$ to update the weights $w_t$.

### 2.2 Model Parallelism

#### 2.2.1 Limitation

Due to the data dependency between different layers in forward propagation and backward propagation, the developers can not parallelize across different layers. Thus, model parallelism requires the developers to parallelize within each layer. In this way, a wider neural network provides a higher parallelism. However, modern deep learning researchers prefer deep neural networks to wide neural networks. The reason is that, given the fixed number of parameters, the deep model can achieve better results than the wide model. For example, a typical layer of BERT (the state-of-the-art NLP model) [8] is a 1024-by-1024 matrix. The widest layer of BERT is a 1024-by-4096 matrix. If we disable the data parallelism (i.e. set batch size as one), we can not even make full use of the computational power of one GPU or CPU chip to accelerate a 1024x1024x1024 matrix multiply.

#### 2.2.2 Work with Data Parallelism

For applications with an extremely wide model or a large single sample, model parallelism can work with data parallelism (e.g. Mesh-tensorflow [38]). Assume we have $P$ nodes in this situation, we partition these $P$ nodes into $G$ groups (e.g. $G=256$, $P=1024$). We use model-parallelism within each group and data-parallelism across different groups. In this paper, $G = P$ works well for all of our applications. Thus, we only enable model parallelism within a single node. We focus on maximizing the data parallelism (i.e. maximizing the batch size).

### 2.3 Large-Batch Training Difficulty

Increasing the batch size allows us to scale to more nodes without reducing the workload on each node. On a modern architecture like TPUs, reducing the workload often leads to a lower efficiency. However, when we increase the batch size after a certain point (e.g. 1024) without a careful optimization scheme, the algorithm usually suffers from slow convergence. The test accuracy of the converged solution becomes significantly lower than the baseline [13, 16, 22, 28]. Keskar et al [22] suggested that there is a generalization problem when training with large-batches. The algorithm usually converges to sharper local minima, so the test accuracy will be much lower even when the training accuracy remains high. For small batches, the training accuracy and test accuracy are closer to each other. Hoffer et al [16] and Li et al [28] suggests that training longer will help the algorithm to generalize better and keep the accuracy higher. On the other hand, Goyal et al [13] can scale the batch size to 8K without losing accuracy by using a LR scheduling technique.
2.4 Large Batch Training Techniques

When we increase the batch size ($B$), we need to increase the peak LR to prevent losing accuracy [13]. There are two rules for increasing the peak LR:

**Soft Scaling Rule** [24]: When we increase the batch size by $k$ times, we should increase the LR by $\sqrt{k}$ times to keep the variance of the gradient estimator constant.

**Linear Scaling Rule** [24]: When we increase the batch size by $k$ times, we should increase the LR by $k$ times based on the assumption that $\nabla l(x, y, w_t) \approx \nabla l(x, y, w_{t+k})$, where $j < B$.

**Warmup Scheme** [13]: Usually, under linear scaling rule, $k\eta$ is extremely large, which may make the algorithm diverge at the beginning. Therefore, people set the initial LR $\eta$ to a small value and increase it gradually to $k\eta$ in a few epochs (e.g. 5 or 10). This method is called **Gradual Warmup Scheme**. There is another method called as **Constant Warmup Scheme**, which uses a constant small LR during the first a few epochs. Constant warmup scheme works efficiently for prototyping object detection and segmentation [10], [29]. Goyal et al. [13] showed that gradual warmup performs better than constant warmup for ResNet-50 training. Boutou et al. [3] showed that there should be an upper bound of LR regardless of batch size. Our experimental results are in line with these findings. Chen et al. [4] also used linear scaling LR scheme in their experiments when they increase the batch size from 1600 to 6400. However, they did not show the accuracy of the small-batch baseline.

Krizhevsky [24] reported 1 percent loss in accuracy when he increased the batch size from 128 to 1024. He achieved 56.7% accuracy for a batch size of 1024 in ImageNet training with AlexNet. Iandola et al. [19] also scaled the batch size to 1K for AlexNet and GoogLeNet. Li [27] used a batch size of 5120 for ResNet-101 to train Imagenet dataset on 160 GPUs. Goyal et al. [13] scaled the batch size to 8K for ImageNet training with ResNet-50. They used data parallelism to process ResNet-50 model on 256 NVIDIA P100 GPUs (equal to 32 NVIDIA DGX-1 stations). The LARS algorithm [48] was proposed to scale the batch size to 32K for ImageNet training. The LARS algorithm was implemented on 2048 Intel KNL chips and finished the ImageNet/ResNet-50 training in 15 minutes [49]. The LARS algorithm was also implemented on TPU-v3 Pod to finish the ImageNet/ResNet-50 training in 22 minutes [47]. Codreanu et al. [5] scaled DNN training on 1024 SkyLake CPUs and finished ImageNet training with ResNet50 in 44 minutes. Akiba et al. [1] scaled the batch size to 32K and finished the ImageNet training with ResNet50 in 15 minutes. However, their baseline’s accuracy was missing. Jia et al. [20] combined LARS algorithm with mixed-precision training [33] and finished the ImageNet training with ResNet50 in 8.6 minutes. The other related directions include K-FAC [32] and dynamic batch size [7, 39]. However, there is no auto-tuning technique for CNN with a batch size beyond 8K. Moreover, there is no existing autotuning work for large-batch RNN applications like LSTM. The hand-tuned process is painful and time-consuming. In this paper, we study the large-batch algorithms for LSTM applications. We propose an auto-tuning framework for large batches called DATE (Dynamic Adaptive-Tuning Engine), which not only performs well for LSTM applications, but also performs well for CNN applications.

2.5 Distributed TPU Systems (TPU Pod)

TPU (Tensor Processing Unit) [21] is a powerful architecture targeting machine learning applications. TPU v1 is focused on inference tasks like speech and image recognition. TPU v2 and TPU v3 provide the high floating-point performance for the training process. TensorCore is the most basic building block of the TPU system. A TPU-v2 Chip consists of two compute nodes called TensorNodes. Each TensorNode can be thought of as a core in a CPU. The TensorNode has a dense compute unit called TensorCore (Figure 3) and a sparse compute unit. The MXU (Matrix Multiplier Unit) within each TensorCore features a drastically different architecture than typical CPUs and GPUs, called a systolic array. In matrix multiply, a MXU reuses the inputs several times as part of producing the output. Each value can be inputted once, but used for various operations without being moved back to a register. Arithmetic Logic Units (ALUs) are energy-efficient because they are only connected by adjacent wires. The design is simplified because the ALUs perform only multiplications and additions in the constant patterns. The MXU design is called systolic because the data flows in waves through the chip, which is the same way that the heart pumps blood. The specific type of systolic array in the MXU is optimized for reducing power and improving area efficiency in matrix multiply (i.e. the dominate operation in deep learning). It is not optimized for the general-purpose computing. This brings an engineering trade-off: the higher operation density and energy efficiency comes from the reduced control, registers and operational flexibility.

A group of 16-by-16 TPU chips connected via 2D torus is a TPU Pod (Figure 3). The Cloud TPU-v2 server includes four TPU chips. Each Cloud TPU-v2 server provides 180 TFLOPS and 64 GB High Bandwidth Memory (HBM). A TPU-v2 Pod is made up of 64 TPU-v2 servers. In theory, a TPU-v2 Pod can provide 11.5 petaflops performance (16/32 bit mixed precision) and 4 terabytes of HBM memory. TPU’s 16-bit format is called bfloat16, which is different from IEEE 754 16 bit (IEEE 754 has 1 sign bit, 5 exponent bits, and 10 mantissa bits). When combined with the 1 “hidden bit”, there are effectively 11 mantissa bits. bfloat16 has 1 sign bit, 8 exponent bits, and 7 mantissa bits).

3 DATE: DYNAMIC ADAPTIVE-TUNING ENGINE (FOR LARGE-BATCH TRAINING)

In this section, we introduce DATE framework for large-batch training. We present the main features of DATE one-by-one.

3.1 Linear Epoch Gradual Warmup (LEGW)

The warmup technique has been successfully applied in the CNN applications [13, 48]. However, before this paper, most of the RNN implementations did not use warmup techniques. On the other hand, warmup has become an additional parameter that requires developers to tune, which further increases the efforts of DNN system implementation. To make things worse, large-batch training usually converges to a sharp local minimum, so a tiny change in the hyper parameters may have a significant influence on the test accuracy (Table 1). We propose the Linear-Epoch Gradual Warmup (LEGW or Leg-Warmup) scheme. When we increase the batch size by $k$ times, we also increase the warmup epochs by $k$ times. The intuition is that larger batch size usually needs a large LR. However,
3.2 Explanation of LEGW

In general, it is hard to prove why a specific learning rate schedule works. However, some experimental findings on the change of local Lipschitz constant during iterations partially explain why LEGW works better than previous methods.

Consider the update along the gradient direction \( g = \nabla f(x) \). Assume the update is \( x \to x - \eta \cdot g \), the question is: how to choose learning rate \( \eta? \) One classical idea is to form a second order approximation around current solution \( x \). \( f(x + \Delta) \approx \hat{f}(x + \Delta) := f(x) + \Delta^T \nabla f(x) + \frac{1}{2} \Delta^T \nabla^2 f(x) \Delta \),

\[
\arg \min_{\eta} \hat{f}(x - \eta g) = \frac{1}{g^T \nabla^2 f(x) g} = \frac{1}{g^T \nabla^2 f(x) g / \|g\|^2} = \frac{1}{L(x, g)}.
\]

Therefore, ideally the learning rate should be inversely proportional to \( L(x, g) \). Moreover, it is known [11] that the update \( -\eta g \) will decrease the objective function in a small compact region \( S \) if \( \eta < \min_{x' \in S} \frac{1}{L(x', g)} \). The optimal learning rate is also called the local Lipschitz constant along the gradient direction, and \( L(x, g) \) can be viewed as its approximation. In Figure 11, we plot the values of \( L(x, g) \) for all the iterations in MNIST training with LSTM. It is hard to compute \( L(x, g) \) exactly since \( \nabla^2 f(x) \) involves all the training samples. So we approximate it using a small batch and compute the Hessian-vector product by finite difference. For the same reason it is hard to apply a second order method exactly, but the plots in the figures show an interesting phenomenon that explains why linear warmup works. We observe that the value of \( L(x, g) \) usually has a peak in the early iterations, implying a smaller step size should be used in the beginning (which implies warmup is needed). Furthermore, the peak tends to shift toward right (almost linearly) as batch size grows. This intuitively explains our linear warm-up strategy: when batch size increases, the warm up should be longer to cover the “peak region”.

### 3.3 Sqrt Learning Rate Scaling

To keep the variance in the gradient expectation constant, theory [24] suggests that Sqrt Scaling should be used in large-batch training. In practice, however, researchers observe that Linear Scaling performs much better than Sqrt Scaling [13, 24, 27, 49]. The constant-epoch warmup scheme was used together with Linear Scaling in previous applications. For example, Goyal et al. [13] manually set the warmup length as five epochs. The efficiency of Linear Scaling only works up to 8K batch size, although researchers are able to scale the batch size to 32K with significant hyper-parameter tuning (tuning learning rate, warmup, weight decay and momentum for different batch sizes). With LEGW, the Sqrt Scaling scheme can work well in practice, and is able to match expectations of the theoretical analysis. The results are shown in Section 4. We assume that Sqrt Scaling is built on top of LEGW. The reason is that the constant number of warmup steps performs better with the constant variance.

### 3.4 Roller Coaster Schedule

The adaptive solvers like AdaGrad [9] use the sum of all historical gradients to decay the learning rate (e.g. \( \frac{\sqrt{L(x, g)} \cdot \eta}{\sqrt{\sum_{i} L(x_i, g_i)} \cdot \eta_i} \)), which is easily out of control at runtime because of the vanishing and exploding gradient problems [2]. Thus, in the real-world systems, the state-of-the-art approach uses a manual way to reduce the learning rate. For example, in ResNet-50 training, the authors manually reduce the learning rate by a factor of 10 at 30th, 60th, and 80th epoch [13]. In ResNet-101 training, the authors manually reduce the LR by factor of 10 at 50th epoch and 100th epoch [27]. The way of manual tuning makes the decay scheme too complicated to be used by amateurs. In this paper, we use an automatic way to decay the learning rate. Let us assume \( t \) is the current number of iterations we have finished and \( T \) is the total number of iterations we need to finish. We use a roller-coaster way to decay the learning rate after the warmup stage:

\[
\eta = \max \left( \frac{1}{(1 - w/E) T} \times \frac{B}{B_0} \eta_0, \tilde{\eta} \right)
\]

where \( \tilde{\eta} \) is the lower bound of the LR. There is no need to tune \( \tilde{\eta} \); we set \( 10^{-6} \) as the default. This way maintains a stable decay all the way from the post-warmup point to the final stage, which helps the algorithm converges to the minimum. In our experiments, this approach is consistently better than the polynomial decay (power=0.5, 1.0, 2.0) in more than 10 repeated runs.

### 3.5 Dynamic Per-Layer Stabilized Learning

One successful idea of the LARS solver [48] is to use the ratio between the L2 norm of the weight and the L2 norm of the gradient at each iteration to adaptively update the LR. In this way, different layers will have different speeds of learning. However, one weakness of LARS is that it requires the users to build on top of a momentum solver. The users need to manually input the hyper-parameters like LR and weight decay. If we switch the kernel from momentum to RMSprop [43], we observe LARS does not converge in some situations. We use MNIST with LeNet to illustrate the idea here. For small-batch baseline (batch size = 256), RMSprop achieves 1% testing error rate (i.e. 99% testing accuracy). When we scale the batch size...
size to 8K, RMSprop only achieves 2.8% error rate. After adding LARS correction to RMSprop, the accuracy becomes even worse. It only achieves a 21.8% error rate. For these adaptive solvers, they already gave a larger learning rate to the weights with a smaller historical gradient. LARS gives them an even larger learning rate (Layer 4 in Figure 12). For the slowly-learning layer (i.e. with a small learning rate), LARS gives them an even smaller learning rate (Layer 5 in Figure 12). Thus, we correct LARS by a dynamic upper limit and a dynamic lower limit for LARS ratio at runtime. We also removed the weight decay from LARS. In this way, we can reduce the error rate from 21.8% to 1.0% for the 8K batch size.

3.6 Minimal Tuning Effort

By using DATE, the users do not need to manually tune any hyperparameters for scaling batch size. For example, the users only need to input the hyper parameters of a baseline (e.g. batch size = 256) to the framework. Then the system can automatically scale to the batch size the users want. The users can treat DATE as a black-box large-batch training tool. Here, we use a specific example (i.e. MNIST training by LeNet) to illustrate the details inside DATE framework.

First, we explain the way used in state-of-the-art deep learning system [13], which is a manually-tuned approach. The LeNet/MNIST training has 30 epochs. The baseline’s batch size, number of iterations, learning rate, and warmup epochs are $B_0=1024, I_0=17555, \eta_0=1.25 \times 10^{-5}$, and $w_0=2$, respectively (notations are explained in Algorithm 1). The baseline works in this way:

- In the initial two epochs (117 iterations), the users gradually increase LR from 0 to 1.25×10^{-3} in a linear way.
- In the (2, 10) epochs (469 iterations), the constant learning rate of 1.25×10^{-3} will be used.
- In the (10, 20) epochs (586 iterations), the constant learning rate of 1.25×10^{-4} will be used.
- In the (20, 27) epochs (410 iterations), the constant learning rate of 1.25×10^{-5} will be used.
- In the (27, 30) epochs (176 iterations), the constant learning rate of 1.25×10^{-6} will be used.

If the user scales up the batch size by $k$ times, they need to increase the learning rate by $k$ times. For example, the 8K batch size uses a peak learning rate of 0.01. In the same way, the users first warm up the LR in the first two epochs and then reduce the LR by multiplying it by 0.1 at 10th, 20th, and 27th epoch. The idea is illustrated in Figure 10.1. Some users may feel there are too many parameters to tune in this scheme. The users may need to decide in which epoch to decay the learning rate, and how much the learning rate should be reduced each time.

In DATE, the user only needs to input the baseline information. DATE automatically do the following for a batch size of 8K (input of $B$ in Algorithm 1):

- In the initial 16 epochs (117 iterations), DATE gradually increases LR from 0 to $1.25 \times 10^{-3} \times \sqrt{\frac{8197}{1024}}$ (line 6 of Algorithm 1). DATE also uses adaptive method to update LR at the runtime.
- From 16th epoch to 30th epoch (from 118th to 220th iteration), DATE uses a LR of $\max(\frac{(220-i)}{(17-30) \times 1920} \times 1.25 \times 10^{-3} x \sqrt{\frac{8197}{1024}}, 10^{-6})$ at $t$-th iteration. DATE also uses adaptive method to update LR at the runtime.

The idea is illustrated in Figure 10.5. Figure 10 includes the main features of DATE framework and a comparison to the state-of-the-art approach. Algorithm 1 is an overview of DATE framework.

| Algorithm 1: Framework of DATE |
|-----------------------------|
| Input: |
| $n$ labeled data points ($x_i, y_i$) for training; |
| Another $k$ labeled data points ($\tilde{x}_i, \tilde{y}_i$) for testing; |
| $i \in \{1, 2, \ldots, n\}$, $j \in \{1, 2, \ldots, k\}$; |
| A baseline with Batch Size $B_0$, learning rate $\eta_0$, warmup epochs $w_0$ and total number of iterations $I_0$; |
| A target large batch size $B$; |
| Output: |
| Trained Model of large batch $B$; |
| Test Accuracy of large batch $B$; |
| $E = \frac{B}{B_0}$ (the current epoch) |
| if $E < w$ then |
| $\eta = \frac{B}{B_0} \eta_0$ or $(\frac{B}{B_0})^2 \eta_0$ |
| else |
| $\eta = \max(\min(\eta_{\text{runtime correction}})$, upper_limit) |
| End |
| $L = \text{the number of layers}$ |
| for $j = 1 : L$ do |
| $x = \text{the weight of layer-}j$ |
| $g = \text{the gradient of layer-}j$ |
| if $\|g\|_2 == 0 \text{ or } \|x\|_2 == 0$ then |
| $r = \min(\max(1.0, \text{lower_limit}), \text{upper_limit})$ |
| else |
| $r = \min(\max(\frac{\text{w0}_j}{\text{w0}_0}, \text{lower_limit}), \text{upper_limit})$ |
| $\eta = r \eta (\text{runtime correction})$ |
| apply_gradient_update($w, g, \eta$) based on the optimizer (SGD, momentum, AdaGrad, or RMSProp) |

4 EXPERIMENTAL RESULTS

In all the comparisons of this paper, different methods will use the same hardware and run the same number of epochs (i.e. the same number of floating point operations). We use several real-world applications to evaluate our approach. The models and datasets are shown in Table 2. Besides the LSTM applications, we also include the traditional CNN applications like MNIST/LeNet training and ImageNet/ResNet-50 training.

| Table 2: The applications we used to evaluate our method. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Model           | Dataset         | Type            | Samples         | Metric & Reference |
| LeNet           | MNIST           | Small           | 60K/10K         | 99.2% accuracy    |
| 1-layer LSTM    | MNIST           | Small           | 60K/10K         | 96.7% accuracy    |
| PTB-small       | PTB             | Medium          | 930K/82K        | 116 perplexity    |
| PTB-large       | PTB             | Medium          | 930K/82K        | 54 perplexity     |
| GNMT            | wmt16           | Large           | 3.5M/3K         | 21.8 BLEU         |
| ResNet50        | ImageNet        | Large           | 1.3M/3K         | 75.3% accuracy    |
4.1 The LSTM applications

4.1.1 Handwritten Digits Recognition for MNIST. We use the MNIST dataset [26] to train a pure-LSTM model. We partition each image as 28-step input vectors. The dimension of each input vector is 28-by-1. Then we have a 128-by-28 transform layer before the LSTM layer, which means the actual LSTM input vector is 128-by-1. The hidden dimension of LSTM layer is 128. Thus the cell kernel of LSTM layer is a 256-by-512 matrix. The state-of-the-art single-layer LSTM achieved 97.27% accuracy for MNIST dataset [34, 44, 50]. After a careful model design, we achieved 98.7% accuracy in 25 epochs training. The baseline uses a momentum solver (momentum=0.9) and constant learning rate. The baseline’s batch size is 128. Our goal is to scale the batch size to 8K without losing accuracy. A batch size over 8K on a V100 GPU or a TPU-v2 server will get no additional speedup, so we stop at 8K. The effect of DATE is shown in Figures 16, 17 and 18. These figures show that DATE is able to beat the comprehensive tuning solver and the Adam solver.

4.1.2 Language Modeling for PTB Dataset. The Penn Treebank (PTB) [31] dataset selected 2,499 stories from a three year Wall Street Journal (WSJ) collection of 98,732 stories for syntactic annotation. The vocabulary has 10,000 words. After word embedding, the input vector length is 200 and 1500 for PTB-small model and PTB-large model\(^2\), respectively. The sequence length is 20 and 35 for PTB-small and PTB-large. Our LSTM model has two layers. The hidden dimensions of both these two layers are 200 for PTB-small and 1500 for PTB-large. For both layers, the LSTM Cell Kernel is an 400-by-800 matrix for PTB-small and 3000-by-6000 matrix for PTB-large. We use perplexity to evaluate the correctness of our LSTM model (a lower perplexity means a better result). After a 13-epoch training, PTB-small can achieve a perplexity\(^3\) of 116. After a 55-epoch training, PTB-large can achieve a perplexity\(^4\) of 78. For PTB-small, the baseline uses a momentum optimizer (momentum=0.9) and exponential learning rate decay. The model uses constant learning rate in the first seven epochs. Then the learning rate will be decayed by 0.4 after each epoch. For PTB-large, the baseline uses the LARS solver [48] and poly decay (power=2.0). The baseline’s batch size is 20. Our goal is to scale the batch size to 640 without increasing perplexity. The effect of DATE is shown in Figure 16, which is able to beat the Adam solver. The batch size over 640 will lead to an out-of-memory error on a V100 GPU, so we stop at 640.

4.1.3 Google Neural Machine Translation (GNMT). GNMT or seq2seq [30, 46] is a state-of-the-art machine translation technique. We use WMT16 English-German translation dataset for training. The encoder and decoder are using shared embeddings. The encoder includes 4 LSTM layers. The hidden dimension is 1024. The first layer is bidirectional, the rest are unidirectional. The residual connections start from 3rd layer. The decoder includes 4 unidirectional LSTM layers with hidden size 1024 and a fully-connected classifier. The residual connections start from 3rd layer. We use normalized Bahdanau attention (gnmt_v2 attention mechanism). We use BLEU score on newstest2014 dataset as the quality metric (higher is better). The BLEU score is reported by sacrebleu package. The baseline achieves a BLEU score\(^5\) of 21.80. The effect of DATE is shown in Table 3 and Figure 16, which demonstrates that we can scale the batch size to 4K without losing accuracy. A batch size over 4K will lead to an out-of-memory error on a TPU, so we stop at 4K.

4.2 Compared to Adaptive Solvers

Our goal is to minimize the tuning effort for large-batch training. To evaluate this we need to pick an adaptive solver as a baseline for comparison. We fully evaluate a total of seven solvers: SGD [37], Momentum [36], Nesterov [40], Adagrad [9], RMSprop [12], Adam [23], Adadelta [51]. We pick Adam and Adadelta as the baseline for adaptive solvers because they do not require the users to input hyper-parameters. For MNIST and PTB datasets, we observe Adam performs much better than Adadelta (Figure 13). Moreover, Adam is able to beat the existing tuning techniques (Figure 15). Thus, we use Adam as the adaptive solver baseline for comparison.

The comparison between Adam and DATE is shown in Figure 16. We observe DATE performs better than Adam for PTB and GNMT applications in the same number of epochs. DATE’s accuracy changes less than Adam when we scale up the batch size. It is worth noting that we carefully tuned the learning rate of Adam solver and made sure it gets the best performance. For MNIST application, the tuning space is [0.0001, 0.0002, 0.0003, ..., 0.0010]. For PTB application, the tuning space is [0.001, 0.002, 0.003, ..., 0.020] and [0.0001, 0.0002, 0.0003, ..., 0.0020]. For GNMT application, the tuning space is [0.001, 0.002, 0.003, ..., 0.020] and [0.0001, 0.0002, 0.0003, ..., 0.0020]. Figure 14 also shows that DATE performs better than the tuned Adam solver for PTB-large and GNMT applications. Therefore, we conclude that DATE is a better auto-tuning scheme compared to state-of-the-art approaches.

4.3 Comparison to Comprehensive Tuning

To prove the effectiveness of DATE, we make a comparison between DATE and the comprehensive tuning baseline for the largest batch size. For the MNIST dataset, since the model uses a constant learning rate for momentum solver. We comprehensively tune the learning rate and find only the range of [0.01, 0.16] is effective. After tuning the learning rate from 0.01 to 0.16, we observe that DATE’s accuracy is higher than the best tuned version (Figure 17.1). For PTB dataset, the baseline uses the SGD optimizer. We comprehensively tune the initial learning rate for baseline and we find only the range from 0.1 to 1.6 is effective. Then we tune the learning rate within the effective range, the baseline’s highest accuracy is still lower than DATE’s accuracy (Figure 17.2). We also run the training algorithms long enough to make sure all of them are converged. For MNIST dataset, we increase the number of epochs from 25 to 100. For PTB dataset, we increase the number epochs from 13 to 50. Even when comprehensive turning versions are allowed to run longer, DATE

\(^1\)https://github.com/tensorflow/models/tree/master/master/official/mnist
\(^2\)https://medium.com/machine-learning-algorithms
\(^3\)https://github.com/tensorflow/models/blob/master/official/mnist
\(^4\)https://github.com/tensorflow/models/blob/master/tutorials/rnn/ptb/ptb_word_lm.py
\(^5\)https://github.com/mlperf/training/tree/master/rnn_translator
\(^6\)https://github.com/KaimingHe/deep-residual-networks
\(^7\)https://github.com/tensorflow/models/blob/master/official/mnist
\(^8\)https://github.com/tensorflow/models/blob/master/tutorials/rnn/ptb/ptb_word_lm.py
\(^9\)https://github.com/mlperf/training/tree/master/rnn_translator
\(^10\)https://github.com/mlperf/training/tree/master/rnn_translator
Table 3: By using DATE, we can scale the batch size of GNMT training from 256 to 4K without influencing the BLEU score. The baseline’s BLEU score is 21.8. Since linear warmup epochs means fixed the warmup iterations, DATE sets the warmup iterations as 200.

| Batch Size | Init LR | Warmup Epochs | BLEU |
|------------|---------|---------------|------|
| 256        | $2^{10}/10^4$ | 0.0145 epochs | 22.7 |
| 512        | $2^{10}/10^4$ | 0.0290 epochs | 22.9 |
| 1024       | $2^{10}/10^4$ | 0.0580 epochs | 22.6 |
| 2048       | $2^{10}/10^4$ | 0.1160 epochs | 22.5 |
| 4096       | $2^{10}/10^4$ | 0.2328 epochs | 22.2 |

Table 4: DATE scales the batch size for ImageNet training by ResNet-50 without tuning hype-parameters. According to Stanford DAWN benchmark, 93% top-5 accuracy for ImageNet is the metric of a correct ResNet50 model.

| Batch Size | Init LR | Warmup Epochs | Top-5 Accuracy |
|------------|---------|---------------|----------------|
| 1024       | $2^{10}$ | 10/2 epochs   | 0.9536         |
| 2048       | $2^{10}$ | 10/2 epochs   | 0.9525         |
| 4096       | $2^{10}$ | 10/2 epochs   | 0.9534         |
| 8192       | $2^{10}$ | 10/2 epochs   | 0.9535         |
| 16384      | $2^{10}$ | 10/2 epochs   | 0.9535         |
| 32768      | $2^{10}$ | 10 epochs     | 0.9535         |

is still able to beat them in accuracy (Figure 18). To repeat, DATE does not require hyper-parameter tuning.

4.4 ImageNet Training with ResNet-50

To show its robustness, we also apply DATE to the large-scale image classifications. We use DATE in ImageNet training with ResNet50. According to Stanford DAWN benchmark[^11], 93% top-5 accuracy is the metric of a correct ResNet50 implementation. We are able to scale the batch size to 32K and achieve the target accuracy without tuning hype-parameters (Table 4). We achieved a constant performance and a higher accuracy compared to existing tuning schemes (Figure 1).

4.5 Energy-Efficient Communication

The communication is becoming a major cost for the energy consumption [6]. In our profiling result, the cost of a single floating point operation is around 100 pJ. However, the cost to move a word off-chip to a neighboring node is around 2500 pJ. In addition to the speed improvement, we want to reduce the energy cost of the communication over the network. Our results shown that DATE can significantly reduce the communication energy cost (Figure 19).

5 SPEEDUP AND SCALING

For ImageNet training with ResNet50, our auto-tuning approach is able to scale the batch size to 32K without losing accuracy. On a TPU-v2 Pod, we are able to finish the training in 7 minutes. The baseline [13] can only scale the batch size to 8K, which takes 16 minutes on the same TPU-v2 Pod. Ying et al. [47] are able to finish the ImageNet training with ResNet-50 in 2.2 minutes by LARS solver [48]; however, they use a better hardware (i.e. TPU-v3 Pod).

If we port their code to TPU-v2 Pod, they achieve the same speed as us. The difference between our results and theirs is that they need to tune the hyper-parameters manually while we design an auto-tuning technique. This paper does not claim the contribution of implementing LARS on TPUs. We claim the contribution of the design of DATE and implementing DATE on TPUs, which does not decrease the system speed. We got 119% weak scaling efficiency when we scale from one cloud TPU server to one TPU Pod (equals to 64 cloud TPU servers). The training on one cloud TPU server requires 8 hours and 52.5 minutes (76.1x speedup). The reason behind the superlinear speedup is that we reduce the number of iterations linearly as we increase the batch size (line 2 of Algorithm 1). The number of communication messages is linear with the number of iterations. For the other four LSTM-based applications, DATE can also help the system utilize a much larger batch size without sacrificing accuracy. This leads to significant speedups on all the four datasets (Figure 2). For example, our GNMT baseline with a batch size of 256 needs more than 2 hours to finish the training on a cloud TPU-v2. With DATE, the GNMT with a batch size of 4096 can finish the training in 33 minutes on the same cloud TPU-v2. In summary, DATE achieves a 5.3x average speedup over the baselines for 4 LSTM-based applications on the same hardware.

5.1 Scaling on Various Models

In this section, we present more scaling results. We also want to study the impact of DATE on different architectures that achieve the same goal on the same dataset. We pick the ImageNet dataset as it has driven the deep learning and HPC communities in recent years. We pick several state-of-the-art models that were proposed in recent years: AlexNet [25], Inception-v4 [41], MnasNet [42], MobileNet [17], ResNet-50 [14], and SqueezeNet [18]. As mentioned in previous sections, DATE can achieve the consistent accuracy without hyper-parameter tuning when we scale the batch size to extremely large cases. In this section, we focus on the system scaling abilities of DATE. We focus on weak scaling study in this section because we want to make sure each node is fully utilized as we scale the number of nodes. We use 128 v3 TPU chips (latest TPUs) in the section. The data in previous sections are measured by v2 TPU chips. The baseline uses four TPU chips and a batch size of 256 (i.e. 64 per chip). We keeps workflow per chip constant and increases the number of chips from 4 to 16, 32, 64, and 128. Figure 4 - Figure 9 show the scaling results. From these figures we can see that DATE can achieve good scaling results for all the models. The best scaling efficiency (100.08%) is achieved on ResNet-50 while the worst scaling efficiency is achieved on AlexNet (76.66%). The scaling efficiency of ResNet-50 in this section is different from the efficiency in Section 4.4. The reason is that they use the different hardware (chips and network).

To explain the difference in scaling efficiency for different models, let us define the computational intensity here, which is a similar concept in the Roofline study [45]. We define the computational intensity as the ratio between the computation volume and the communication volume. Here, the computation volume means the number of floating-point operations required to process each image.

[^11]: https://dawn.cs.stanford.edu/benchmark/
The communication volume means the number of parameters transferred in each message. For deep learning applications, the number of parameters transferred in each message is equal to the number of parameters in the gradients (i.e., the number of parameters in the model). For AlexNet, the model has 61 million parameters and it requires 1.5 billion operations to process each image. Thus, AlexNet has a computational intensity of 24.6. For ResNet-50, the model has 25 million parameters and it requires 7.7 billion operations to process each image. Thus, ResNet-50 has a computational intensity of 308. That is the reason why ResNet-50 has a much higher than scaling efficiency than AlexNet (100.08% vs 76.66%). DATE is well optimized as it can achieve a good scaling efficiency even the model has a low computational intensity. The same analysis works for other models.

6 CONCLUSION
DATE is an auto-tuning method equipped with auto-tuning warmup, LR Scaling, LR decay and adaptive LR updating techniques. In practice, DATE performs well on both RNN applications and CNN applications. For LSTM applications, we are able to scale the batch size by a factor of 64× without losing accuracy and without tuning the hyper-parameters. For CNN applications, DATE is able to keep accuracy constant even as we scale the batch size to 32K, and we have demonstrated that DATE works uniformly better than previous large-batch auto-tuning techniques (Figure 1). For four LSTM applications, while running on the same hardware, DATE achieves a 5.3× average speedup. We also provide some theoretical explanations for the key techniques of DATE.
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11.1 SGD with batch size 512.

11.2 SGD with batch size 1K.

11.3 SGD with batch size 2K.

11.4 SGD with batch size 4K.

Figure 11: The approximation of Lipchitz constant for different batch sizes.

13.1

13.2

Figure 13: By just using the default hyper parameters, we find Adam works much better than Adadelta for MNIST and PTB datasets. Perplexity and Error Rate: lower is better.

14.1

14.2

Figure 14: For Perplexity, lower is better. For BLEU score, higher is better. From these figures, we can observe that DATE performs better than the tuned Adam solver for PTB-large and GNMT applications.
Figure 15: Adam can beat existing tuning techniques. We tune the learning rate for batch size = 128 and refer to it as $\eta_0$. Let us also refer to batch size as $B$. In Figure 15.1, all the tuning versions use $\eta_0$. In Figure 15.2, all the tuning versions use the linear scaling scheme (i.e. $\eta_0 \times B/128$). In Figure 15.3, all the tuning versions use the linear scaling scheme (i.e. $\eta_0 \times B/128$) and poly decay with power = 2. In Figure 15.4, all the tuning versions use the linear scaling scheme (i.e. $\eta_0 \times B/128$), poly decay with power = 2, and 5-epoch warmup.

Figure 16: For the perplexity, lower is better. For BLEU score, higher is better. DATE performs much better than Adam solver for PTB and GNMT applications (running the same number of epochs). Even we comprehensively tuned the learning rate of Adam, it still can not beat DATE.
Figure 17: The data in this figure is collected from 8K batch size. Even when we comprehensively tune the learning rate of the baseline, it still is not able to beat DATE. For other hyper-parameters, DATE uses the same setting with the baseline.

Figure 18: The data in this figure is collected from 640 batch size. Even we comprehensively tune the initial learning rate of the baseline, it still is not able to beat DATE. For other hyper-parameters, DATE uses the same setting with the baseline. Furthermore, we run the training long enough to make sure all of them are converged. DATE is still better.

Figure 19: Let us use $E_r$ to denote the network communication energy cost in pJ. In our experiments, the baseline uses a batch size of 256. Large-batch approach increases the batch size to 32K and reduces the communication energy cost from $E_r$ to $\sqrt{\frac{32768}{256}}E_r$. The baseline conducts the hyper-parameter tuning 100 times. LEGW reduces the the communication energy cost from $E_r$ to $E_r/100$ by enabling auto-tuning. DATE combines them together and reduces the communication energy cost from $E_r$ to $\sqrt{\frac{32768}{256} \cdot \frac{1}{100 \times 32768/256}}E_r$. 
SUMMARY OF THE EXPERIMENTS REPORTED
We wrote our source codes based on a private version of Google’s TensorFlow framework. For all the applications, we changed the optimizer engine of TensorFlow to our own implementation. For each application, we build a python project to implement the neural networks. The kernel is implemented in C/C++. We have three platforms: (1) a cloud server with eight V100 GPUs. (2) a cloud server with eight TPU-v2 chips. and (3) a cluster with 512 TPU-v2 chips (TPU Pod).

ARTIFACT AVAILABILITY

Software Artifact Availability: Some author-created software artifacts are NOT maintained in a public repository or are NOT available under an OSI-approved license.

Hardware Artifact Availability: There are no author-created hardware artifacts.

Data Artifact Availability: There are no author-created data artifacts.

Proprietary Artifacts: There are associated proprietary artifacts that are not created by the authors. Some author-created artifacts are proprietary.

List of URLs and/or DOIs where artifacts are available:
Not published; Available upon request.

BASELINE EXPERIMENTAL SETUP, AND MODIFICATIONS MADE FOR THE PAPER

Relevant hardware details: TPU-v2

Operating systems and versions: Debian GNU/Linux 9.7 (stretch)

Compilers and versions: N/A

Applications and versions: ImageNet/ResNet-50; PTB; MNIST/LSTM

Libraries and versions: private TensorFlow

Key algorithms: SGD; LARS; Adam Optimizer

Input datasets and versions: ImageNet 2012; MNIST; PTB

Paper Modifications: For all the applications, we changed the optimizer engine of TensorFlow to our own implementation. We implement the DATE optimizer. For each application, we build a python project to implement the neural networks.

Output from scripts that gathers execution environment information:

Distributor ID: Debian
Description: Debian GNU/Linux 9.7 (stretch)
Release: 9.7
Codename: stretch
uname -a
+ lscpu
Architecture: x86_64
CPU op-mode(s): 32-bit, 64-bit
Byte Order: Little Endian
CPU(s): 2
On-line CPU(s) list: 0,1
Thread(s) per core: 2
Core(s) per socket: 1
Socket(s): 1
NUMA node(s): 1
Vendor ID: GenuineIntel
CPU family: 6
Model: 85
Model name: Intel(R) Xeon(R) CPU @ 2.00GHz
Stepping: 3
CPU MHz: 2000.182
BogoMIPS: 4000.36
Hypervisor vendor: KVM
Virtualization type: full
Li1d cache: 32K
Li1s cache: 32K
Li2 cache: 256K
L3 cache: 56320K
NUMA node0 CPU(s): 0,1

flags: fpu vme de pse tsc msr pae mce cx8 apic sep mtrr pge mca cmov pat pse36 clflush
mmx fxsr sse sse2 ss ht syscall nx pdpe1gb rdtscp lm constant_tsc rep_good nopl xtopology
nonstop_tsc pni pclmulqdq ssse3 fma cx16 pcid
sse4_1 sse4_2 x2apic movbe popcnt aes xsave avx
f16c rdrand hypervisor lahf_lm abm 3dnowprefetch invpcid_single ssbd ibrs ibpb stibp kaiser fsgsbase tsc_adjust bm1
hle avx2 smep bmi2 emms invpcid rtm mpx avx512f avx512dq rdseed adx smap clflushopt clwb avx512cd avx512bw avx512vl xsaveopt xsaves arat arch_capabilities
+ cat /proc/meminfo
MemTotal: 7663544 kB
MemFree: 1217236 kB
MemAvailable: 5879748 kB
Buffers: 131488 kB
Cached: 4745548 kB
SwapCached: 0 kB
Active: 5618900 kB
Inactive: 598316 kB
Active(anon): 1348468 kB
Inactive(anon): 75552 kB
Active(file): 4278512 kB
Inactive(file): 522764 kB
**ARTIFACT EVALUATION**

Verification and validation studies: For machine learning classification, we usually use 70% of the dataset as the training data, 20% of the dataset as the test data, and 10% of the dataset as the validation data. In this way, we are confident that our results are solid and do not come from over-fitting.

Accuracy and precision of timings: For all the results including timings and accuracy, we run the same experiments six times and use the average.

---
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| Resource        | Usage          |
|-----------------|----------------|
| Unevictable     | 0 kB           |
| Mlocked         | 0 kB           |
| SwapTotal       | 0 kB           |
| SwapFree        | 0 kB           |
| Dirty           | 60 kB          |
| Writeback       | 0 kB           |
| AnonPages       | 1340328 kB     |
| Mapped          | 178644 kB      |
| Shmem           | 75764 kB       |
| Slab            | 179968 kB      |
| SReclaimable    | 161292 kB      |
| Sunreclaim      | 18676 kB       |
| KernelStack     | 1824 kB        |
| PageTables      | 6216 kB        |
| NFS_Unstable    | 0 kB           |
| Bounce          | 0 kB           |
| WritebackTmp    | 0 kB           |
| CommitLimit     | 3831772 kB     |
| Committed_AS    | 1804792 kB     |
| VmallocTotal    | 3439738367 kB  |
| VmallocUsed     | 0 kB           |
| VmallocChunk    | 0 kB           |
| HardwareCorrupted| 0 kB          |
| AnonHugePages   | 0 kB           |
| ShmemHugePages  | 0 kB           |
| ShmemPmdMapped  | 0 kB           |
| HugePages_Total | 0              |
| HugePages_Free  | 0              |
| HugePages_Rsvd  | 0              |
| HugePages_Surp  | 0              |
| Hugepagesiz    | 2048 kB        |
| DirectMap4k     | 360436 kB      |
| DirectMap2M     | 7503872 kB     |
| DirectMap1G     | 0 kB           |
| + env           |                |

**LS_COLORS**

```
1:.*.tzo=01;31:*.*.zip=01;31:*.*.Z=01;31:*.*.gz=01;31;1:*.tar=01;31;1:*.tgz=01;31;1:*.arj=01;31;1:*.taz=01;31;1:*.lha=01;31;1:*.lz4=01;31;1:*.lzh=01;31;1:*.lzma=01;31;1:*.tlz=01;31;1:*.txz=01;31;1:*.lz=01;31;1:*.lzo=01;31;1:*.xz=01;31;1:*.zst=01;31;1:*.tzst=01;31;1:*.bz2=01;31;1:*.bz=01;31;1:*.tbz=01;31;1:*.tbz2=01;31;1:*.tz=01;31;1:*.deb=01;31;1:*.rpm=01;31;1:*.jar=01;31;1:*.war=01;31;1:*.ear=01;31;1:*.rar=01;31;1:*.alz=01;31:*.ace=01;31:*.zoo=01;31:*.cpio=01;31;1:*.*.7z=01;31:*.rz=01;31:*.cab=01;31:*.jpg=01;35:*.jpeg=01;35:*.mjpg=01;35:*.mjpeg=01;35:*.gif=01;35:*.bmp=01;35:*.pbm=01;35:*.pgm=01;35:*.ppm=01;35:*.tga=01;35:*.xbm=01;35:*.xpm=01;35:*.tif=01;35:*.tiff=01;35:*.png=01;35:*.svg=01;35:*.svgz=01;35:*.mng=01;35:*.pcx=31:*.tif=01;35:*.tiff=01;35:*.png=01;35:*.svg=01;35:*.svgz=01;35:*.mng=01;35:*.pcx=01;35:*.jpg=01;35:*.jpeg=01;35:*.mjpg=01;35:*.mjpeg=01;35:*.gif=01;35:*.bmp=01;35:*.m4a=00;36:*.ogg=00;36:*.ra=00;36:*.wav=00;36:*.oga=00;36:*.opus=00;36:*.spx=00;36:*.xspf=00;36:
```

**PATH**

```
+ env
MAIL=/var/mail/xxx
USER=xxx
SSH_CLIENT=35.230.107.188 34836 22
SHLVL=1
HOME=/home/xxx
OLDPWD=/home/xxx
SSH_TTY=/dev/pts/0
LOGNAME=xxx
_.=/usr/bin/nohup
XDG_SESSION_ID=659
TERM=xterm-256color
PATH=/usr/local/bin:/usr/bin:/bin:/usr/local/games:
  + env
XDG_RUNTIME_DIR=/run/user/1003
LANG=en_US.UTF-8
```
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**ARTIFACT EVALUATION**

Verification and validation studies: For machine learning classification, we usually use 70% of the dataset as the training data, 20% of the dataset as the test data, and 10% of the dataset as the validation data. In this way, we are confident that our results are solid and do not come from over-fitting.

Accuracy and precision of timings: For all the results including timings and accuracy, we run the same experiments six times and use the average.
Used manufactured solutions or spectral properties: N/A

Quantified the sensitivity of results to initial conditions and/or parameters of the computational environment: We use the same setting with the baseline. All the parameters are presented in our paper. We believe it should be easy to reproduce.

Controls, statistics, or other steps taken to make the measurements and analyses robust to variability and unknowns in the system. For all the results including timings and accuracy, we run the same experiments six times and use the average.