I. INTRODUCTION

Microcavity polaritons are bosonic quasiparticles that appear in a semiconductor microcavity with an embedded quantum well (QW) when the cavity is tuned to an excitonic transition in the QW. In the last decade they have emerged as quasiparticles with many favorable properties for studying quantum optics and many-body physics in integrated photonic structures. Bose-Einstein condensation of polaritons and their superfluid properties have been investigated in detail both experimentally and theoretically. In these studies, the tunability of the polariton properties is often exploited. For example, the number of quantum wells is varied to change the Rabi frequency; etching, strain and surface acoustic waves have been used to create potentials for the polaritons.

A tuning parameter that has received relatively little attention is the introduction of charges in the QW that interact with the polaritons. In the case of low charge concentration, trionic bound states exist and a trionic state could be resolved. From the theoretical side, the mixed electronic-polaritonic system was proposed to reach superconductivity at higher temperatures, possibly even room temperature, thanks to a strongly attractive electron-electron interaction mediated by the polaritons. They have shown that strong light-matter coupling is possible, even though neither an excitonic nor a trionic state could be resolved. From the experimental side, the mixed electronic-polaritonic system was proposed to reach superconductivity at higher temperatures, possibly even room temperature, thanks to a strongly attractive electron-electron interaction mediated by the polaritons. For what concerns the effect of the electron gas on the polaritons, various contributions both from the experimental and theoretical side have been made. Here, the polariton quasiparticle itself was assumed not to be affected by the electron gas.

The purpose of this paper is to investigate the effect of the two-dimensional electron gas (2DEG) on the single particle polariton properties. A first theoretical study on the modification of the single particle polariton properties due to the charges inside the quantum well started from an estimate of the oscillator strength computed in the context of the Mahan singularity. Indeed, the optical excitation of an electron gas (metal or doped semiconductor) is a central problem in many-body physics that was introduced by Mahan and to which Nozières, De Dominicis and Anderson made seminal contributions. They showed that the absorption becomes singular at the so-called Fermi edge \( \omega_F \) with some characteristic powerlaw:

\[
A(\omega) \sim \frac{1}{|\omega - \omega_F|^\alpha}.
\]

This Fermi edge singularity is still an active topic of research that has recently attracted the attention of the community working on ultracold atomic gases.

In this article, we will use a method by Combescot and Nozières to calculate fully numerically the electron gas optical susceptibility for all frequencies. Therefore, we also have access to energies far away from the Fermi edge singularity. The optical modes in a microcavity with an embedded quantum well are given by the photon spectral function \( A(\omega) \), defined as

\[
A(\omega) = \frac{1}{\pi} \text{Im} D^{\text{ret}}(\omega),
\]

\[
D(i\omega) = \frac{1}{i\omega - \omega_c - \mathcal{F}(i\omega)},
\]

where \( D^{\text{ret}}(\omega) = D(i\omega \to \omega + i\eta^+) \) is the retarded photon Green’s function with \( \omega_c \), the energy of the bare cavity mode (i.e. no quantum well inside). The momentum dependence is neglected, because photon momenta are always negligible as compared to the electron and hole momenta. Cavity losses can be easily incorporated by giving \( \omega_c \) an imaginary part. We prefer not to include them in our analysis, in order to highlight the polariton properties stemming from the electron-hole dynamics. The photon self energy due to interactions with the quantum well is given by \( \mathcal{F}(i\omega) \). The latter quantity is nothing but the optical susceptibility of the 2DEG inside the quantum well. The hybrid light-matter modes are thus found if we succeed in calculating \( \mathcal{F}(i\omega) \).
This paper is organized as follows: in Section II the formalism for calculating the electron gas response function and the notations used in this paper are presented. Section III discusses the polariton single particle properties such as the polariton energies, linewidth, Hopfield coefficients, effective mass and Rabi splitting. The last section IV gives a summary and outlook.

II. OPTICAL SUSCEPTIBILITY OF THE 2DEG

Following Combescot and Nozières (CN), the optical response of the 2DEG can be described as a sudden quench of the quiescent Fermi sea of conduction electrons with a scattering potential, induced by the appearance of the valence band hole, at the time of excitation. The transient behaviour of the unperturbed single particle eigenstates in presence of this scattering potential determines the full optical response. Within linear response theory and for a valence band hole with infinite mass, the optical susceptibility is given by

\[ \chi(t - t') = -i \sum_{k,k'} g_k g_{k'} \langle 0 | \mathcal{T} \hat{\sigma}_k(t) \hat{\sigma}_{k'}(t') | 0 \rangle. \]  

Here, \( g_k \) is the optical interband matrix element and \( \hat{\sigma}_k, \hat{\sigma}_{k'} \) are the creation operators for a conduction band electron, resp. valence band hole. \( \mathcal{T} \) is the usual time-ordering operator. The optical susceptibility \( \chi(\omega) \) in Eq. (1) is given by the Laplace transform of the real time response function:

\[ \chi(\omega) = \int_0^\infty e^{i\omega t} \chi(t) dt. \]  

Upon neglecting electron-electron interactions, we assume for the initial state \( |0\rangle \), i.e. before optical excitation, a Slater determinant of single particle plane wave states \( |K\rangle \). The response function (2) can then be recast into the form (see Ref. [18] for details)

\[ \chi(t) = -i L(t) G(t) \]  

with

\[ G(t) = -e^{-i\varepsilon_k t} \text{det} [\lambda_{KK'} < k_F(t)] \]  

\[ -L(t) = \sum_{p,p' > k_F} g_p g_{p'} e^{-i\varepsilon_{p'} t} \times [\lambda_{pp'} - \sum_{K,K' < k_F} \lambda_{pK} (\lambda^{-1})(KK') \lambda_{K'p'}], \]  

where the key quantity is the time-dependent matrix \( \lambda(t) \):

\[ \lambda_{KK'}(t) = \sum_{\bar{p}} \langle K | \bar{p} \rangle \langle \bar{p} | K' \rangle e^{-i(\bar{p} - \varepsilon_{K})(t)}. \]  

This matrix \( \lambda(t) \) contains the overlaps between the single particle plane wave states \( |K\rangle \) with energy \( \varepsilon_k = k^2/2 \) (units are such that \( \hbar = m_e = 1 \) and the bottom of the conduction band is chosen as the zero of energy) before the transition, and the single particle scattering states satisfying \( H_f | \bar{p} \rangle = \varepsilon_{\bar{p}} | \bar{p} \rangle \), where the latter Hamiltonian is given by

\[ H_f = \varepsilon_h + \sum_k \varepsilon_k \hat{c}_k^\dagger \hat{c}_k + \sum_{k,k'} V_{kk'} \hat{c}_k^\dagger \hat{c}_{k'}. \]  

Due to its infinite mass, the valence band hole with energy \( \varepsilon_h \) acts as a static external single particle potential for the conduction electrons. In the above we assumed that the photon only couples to zero angular momentum states \( l = 0 \), hence the summation indices in the above expressions are one-dimensional variables. Physically, the separate terms appearing in the expressions (5) and (6) have the following interpretation: Eq. (5) accounts for the dynamical self energy of the valence band hole. The first term in Eq. (6) represents the direct scattering of an electron above the Fermi sea on the valence band hole potential while the second term denotes the indirect scattering. The latter is mediated by electrons inside the Fermi sea. In the remaining part of this paper we work with a scattering potential that is separable in \( k \)-space, meaning \( V_{kk'} = V_{uk_uk'_k} \) with \( u_k \) some form factor, which is the same choice as in CN. In particular we focus on the case of an attractive potential \( V < 0 \), for which it is known that in two dimensions this always results in the presence of a bound state. Because of this particular choice we can check our numerical results against the analytical results found in CN.

In the long time limit \( t \gg \varepsilon_F^{-1} \), CN analytically showed that the response function is given as a sum of two powerlaws:

\[ \chi(t) \gg \varepsilon_F^{-1} \]  

\[ = C_1 e^{i\omega_1 t} + C_2 e^{i\omega_2 t} \]  

with \( C_{1,2} \) some constants. The powerlaw decay is a manifestation of the so-called Anderson orthogonality catastrophe which states that the many-particle wave functions with and without the presence of the scattering potential are orthogonal to each other. The scattering potential creates multiple low-energy intraband electron-hole pairs near the Fermi level and as such, the overlap of the wave function before and after the optical excitation decreases with time as a powerlaw. For the optical absorption, there are two different thresholds:

\[ \omega_1 = \omega_B + \Delta + \varepsilon_F, \]  

\[ \omega_2 = \Delta + 2\varepsilon_F. \]  

In a non-interacting picture, when filling up all single particle energy levels, the minimum energy required for absorption would be the Fermi energy \( \varepsilon_F \), i.e. the energy to put an electron into the lowest unoccupied state in the conduction band. However, after the appearance of the scattering potential an energy shift \( \Delta = \sum_{\bar{p} < k_F} (\varepsilon_{\bar{p}} - \varepsilon_{\bar{p}}) \) arises due to the filling of the new single particle energy levels \( \varepsilon_{\bar{p}} \). Finally, also the energy level of the bound state
\( \varepsilon_B < 0 \) should be added. This corresponds to the first threshold \( \omega_1 \). The second threshold \( \omega_2 \) arises from the breaking up of the bound state; the particle occupying the bound state energy level should be put on top of the Fermi sea. This cost is \( |\varepsilon_B| + \varepsilon_F \) and should be added to the first threshold. The powerlaw exponents \( \alpha_{1,2} \) in Eq. 11 can be related to the scattering phase shift at the Fermi level of the conduction electrons scattering of the potential25:

\[
\alpha_1 = \left( \frac{\delta_{SF}}{\pi} - 1 \right)^2, \\
\alpha_2 = \left( \frac{\delta_{SF}}{\pi} - 2 \right)^2. \tag{11}
\]

According to Friedel20, the phase shift at momentum \( p \) is given as

\[
\delta_p = (\varepsilon_p - \varepsilon_F) \pi \nu_p, \tag{12}
\]

with \( \nu_p \) the density of states. For the Hamiltonian 25 and the particular choice of the separable potential, the threshold energies 10 and the corresponding powerlaw exponents 11 are depicted in Fig. 1 as a function of Fermi energy.
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Figure 1. a) thresholds \( \omega_{1,2} \) normalized to the binding energy of the bound state \( \varepsilon_B \) as a function of Fermi energy. b) shows the corresponding powerlaw exponents \( \alpha_{1,2} \) as a function of Fermi energy. The exponent \( \alpha_1 \) is seen to be smaller than one, corresponding to a singular behaviour in absorption. Restoring units, \( V = -2.5 \frac{\hbar^2}{m^*} \) was used for the strength of the potential.

The exponent of the first threshold \( \omega_1 \) satisfies \( \alpha_1 < 1 \) for all densities, meaning that this first threshold exhibits the so-called ‘Fermi edge singularity’: the optical absorption exhibits singular behaviour at \( \omega_1 \), with a powerlaw tail (the divergence of the optical absorption is readily seen from the Laplace transform of the first term in Eq. 9), which goes like \( |\omega - \omega_1|^{\alpha_1-1} \). For the second exponent \( \alpha_2 > 1 \) holds, corresponding to a non-singular onset of absorption. In the case of an undoped quantum well it holds that \( \alpha_1 = 0 \) and the first threshold corresponds to the excitation of the well-known quantum well exciton for which the absorption is most singular, i.e a delta function. The second threshold than corresponds to the onset of continuum absorption, above which free interband electron-hole pairs are excited.

We have numerically computed the response function \( \mathcal{F}(t) \) in the time domain using the Eqs. 11–13 for the separable model potential mentioned earlier. We computed the time series up to \( t \approx 100 \varepsilon_F^{-1} \), far in the asymptotic regime. In the long time limit the singular threshold dominates the response function and Eq. 11 can than be approximated by its first term:

\[
\mathcal{F}_{SPA}(t) = C_1 e^{i\omega_1 t}. \tag{13}
\]

We extrapolate the numerical time series using this expression. To avoid any manifestations of the Gibbs phenomenon in the frequency domain we damp the time evolution with an exponential with a relaxation time \( \tau \) much larger than \( t \approx 100 \varepsilon_F^{-1} \) such that we do not destroy the important features of the long-time behaviour of the response function. This numerical damping time sets our resolution around threshold; in frequency space we cannot look closer to threshold than approximately \( 1/\tau \).

In Fig. 2a the modulus of the response function is plotted on a double logarithmic scale to evidence the powerlaw nature of the decay. Solid lines correspond to the full numerical simulation. For zero density the response function asymptotically reaches a constant value, while for higher densities the response function decays over several orders of magnitude reflecting the Anderson orthogonality catastrophe. Figs. 2b–d give the absorption proportional to \(-\text{Im}[\mathcal{F}(i\omega)]\) for the same densities considered in the left panel. For an undoped quantum well, the absorption becomes a delta function which is typical for the absorption due to a well-defined quasiparticle, in this case an exciton-like state. For increasing electron gas density, the ‘excitonic’ absorption evolves continuously towards a lineshape exhibiting the so-called Fermi edge singularity: a sharp onset and a powerlaw tail on the right hand side of the singularity. Note that in theory the onset should be a sudden step, but due to numerical damping with an exponential it is slightly rounded.

To extract the constant \( C_1 \) in Eq. 13, we performed a numerical fit of the above single powerlaw approximation (SPA) to the long time behaviour of the full numerical result. This is indicated by the dashed lines in Fig. 2a. The constant \( C_1 \) is in general a complex number. However, because the absorption should in theory contain a sharp onset at the threshold energy, this fixes the phase of \( C_1 \). The Laplace transform of the above expression 13 then becomes

\[
\mathcal{F}_{SPA}(\omega) = \frac{A_1 e^{i\pi (1 - \alpha_1)}}{(\omega - \omega_1 + i\eta^2)^{\alpha_1}}, \\
A_1 = |C_1| \Gamma(1 - \alpha_1), \tag{14}
\]

with \( \Gamma(x) \) the Gamma function. The fitted value \( A_1 \) as a function of Fermi energy is depicted in Fig. 3 represented by the crosses. As expected, it is of order one.
To compare both methods, we have plotted by using Eqs. (4-8). The Laplace transform is given by

\[ F_{kp=0}(t) = -i \sum_n e^{-i\varepsilon_n t} |\phi_n(r = 0)|^2, \]  

(15)

by using Eqs. (14). The Laplace transform is given by

\[ F_{kp=0}(\omega) = \sum_n \frac{|\phi_n(r = 0)|^2}{\omega - \varepsilon_n + i\eta}. \]  

(16)

In the regime where the SPA is valid, only the bound state \( n = 0 \) determines the optical response. We than see that the SPA becomes exact by comparing Eqs. (14) and (10) (\( \alpha_1 = 0 \) for zero density, see Fig. 1a). For the prefactor we find \( A_1 = C_1 = |\phi_B(r = 0)|^2 \) where \( \phi_B(r) \) is the relative electron wave function of the bound state.

In a previous paper by Averkiev and Glazov\(^{10}\) (AG) the 2DEG optical susceptibility has been calculated, starting from an ad hoc modification of the interband matrix element, mimicking the powerlaw divergence asymptotically close at the first threshold. Their result for the modulus of the 2DEG optical susceptibility is given by

\[ |F_{AG}(\omega)| = \frac{A_2}{|\omega - \omega_1|^{1-\alpha_1}}, \]

\[ A_2 = \frac{1}{2\sin(|1-\alpha_1|)}. \]  

(17)

Both Eqs. (14) and (17) have the same functional form. To compare both methods, we have plotted \( A_2 \) on Fig. 3 with the open circles. For low densities the approximations made in Ref.\(^{10}\) break down, where for higher densities, it reproduces the correct order of magnitude.

III. POLARITON PROPERTIES

In this paper we are interested in the eigenmodes of the coupled cavity-quantum well system, when a 2DEG is present in the quantum well. The main quantity is now given by the photon spectral function Eq. (1), in which we use for the optical susceptibility \( F(\omega) \) the results from the previous section.

A. Polariton energies, linewidth

Because the singular threshold \( \omega_1 \) shifts with the electron density, see Fig. 1b, we can keep the cavity mode energy \( \omega_c \) constant and use the 2DEG density as the tuning parameter. A typical anti-crossing spectrum for the choice \( g = 0.1 \sqrt{|\varepsilon_B|} \) in Eq. (3) is depicted in Fig. 3b, where the cavity mode (red dashed) is fixed. The singular threshold is depicted as the black solid line. Open circles mark the polariton energies, the poles of \( A(\omega) \), given by Eq. (1) using the full numerical time series for the optical susceptibility \( F(\omega) \), computed from Eqs. (2-7).

Some representative line shapes are shown in Fig. 4. Within our treatment, the lower polariton has zero linewidth. This is due to the fact that the lower polariton energy always lies below the threshold energy \( \omega_1 \), where \( \text{Im}[F(\omega)] = 0 \). At the lower polariton energy, there are no decay channels into matter excitations. In practice, the lower polariton linewidth will thus be determined by the photon life time, at least for the case of the infinite hole mass. When the hole mass is finite, hole relaxation will reduce the life time of the lower polariton\(^{21,22}\).

The upper polariton on the other hand does show an intrinsic broadening due to the electron gas dynamics. In
particular, around resonance, the upper polariton inherits the strong asymmetric form from the electron gas optical absorption. Its full width at half maximum (FWHM) is plotted in Fig. 4b. The FWHM reaches its maximum at zero detuning between the photon and the singular threshold. At high densities the upper polariton linewidth (open circles) is seen to approach the linewidth of the electron gas response function (black solid line), as expected. The latter increases itself as a function of density. Its full width at half maximum (FWHM) increases for larger light-matter couplings, so that the shorter time response (crosses) appears in Figs. (a-b), because the Rabi oscillations are now faster than the Fermi time.

The discrepancy between the SPA (crosses) and the full numerical result (open circles) is indeed larger.

Figure 4. a) Avoided crossing between the singular threshold (black solid) and the cavity mode (red dashed). The Fermi energy serves as the detuning parameter while the photon energy (red dashed) is fixed. Black dotted lines indicate several cuts at fixed densities. The corresponding lineshapes of these cuts are depicted in (c) as a function of frequency. There again, the red dashed line is the photon energy. Figure b) shows the upper polariton full-width at half maximum (crosses, circles) as a function of Fermi energy. A light-matter coupling \( g = 0.1 \sqrt{|\epsilon_B|} \) is used.
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Figure 5. (a-c) present the same quantities as in Fig. 4 but for a larger light-matter coupling strength \( g = 1.5 \sqrt{|\epsilon_B|} \). The discrepancy between the full numerical result (circles) and the long time response (crosses) appears in Figs. (a-b), because the Rabi oscillations are now faster than the Fermi time.
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B. Rabi splitting vs density

Instead of fixing the cavity mode, we can tune the photon into resonance with the singular threshold for every density. We then obtain the Rabi splitting as a function of Fermi energy shown in Fig. 6 for two different values of the light-matter coupling \( g = 0.1 \sqrt{|\epsilon_B|}, \ g = 1.5 \sqrt{|\epsilon_B|} \). Note that, similar to Figs. 4b, the difference between the full numerical result (circles) and the SPA (crosses) becomes larger for stronger light-matter coupling and that the discrepancy is largest at low densities. In general the Rabi splitting decreases as a function of the Fermi energy for high densities. We attribute this to the Anderson Orthogonality Catastrophe; the recombination of all the intraband electron-hole pairs excited due to the scattering potential into a single photon becomes less probable so that the overall light-matter overlap decreases. As more intraband pairs get created for increasing electron density, the overall Rabi splitting decreases as a function of density.

Furthermore, we observe a small increase of the Rabi splitting at small Fermi energy in Fig. 6. We attribute it to the influence of the continuum (the second threshold \( \omega_2 \)) on the upper polariton energy. This is illustrated in Fig. 7 where we show the upper polariton energy (circles) as a function of Fermi energy. The second threshold \( \omega_2 \) is depicted by the red solid line. The upper polariton energy is seen to follow \( \omega_2 \) in the region where the Rabi
splitting is increasing (note the different scales on Figs. 6b and 7). For larger Fermi energy $\omega_2$ is pushed to higher energies, see Eq. (10). The influence of the continuum then becomes negligible and our numerical results are close to the SPA (crosses).

![Figure 6. Rabi splitting as a function of Fermi energy for two different choices of the light-matter coupling $g$. For larger $g$ a discrepancy between the exact numerical result (open circles) and the SPA (crosses) appears at low densities. Note the different scales on the vertical axes.](image1)

![Figure 7. Upper polariton energy $\omega_{up}$ (circles = fully numerical; crosses = SPA) as a function of Fermi energy. Red solid line depicts the second threshold $\omega_2$. $g = 1.5\sqrt{|\varepsilon_B|}$ is used for the light-matter coupling strength.](image2)

### C. Spectral weights

A further useful characterization of the polariton state is offered by the Hopfield coefficients, that express how much the character of the polariton is photon or matter like. The polariton wave function can be written as

$$|\Psi_{LP,UP}\rangle = C_{LP,UP}|\Psi_{\text{photon}}\rangle - \sqrt{1 - |C_{LP,UP}|^2}|\Psi_{\text{matter}}\rangle,$$

defining the photonic Hopfield coefficient $C_{LP,UP}$ of the lower and upper polaritons respectively. In terms of the photonic spectral function, the photonic Hopfield coefficient of the lower polariton is given by the integral of the spectral function around the lower polariton energy. We identify the upper polariton Hopfield coefficient with the integral over the other frequencies. According to the sum rule for the spectral function,

$$1 = \int_{-\infty}^{\infty} d\omega \mathcal{A}(\omega)$$

we then simply have $|C_{UP}|^2 = 1 - |C_{LP}|^2$.

Fig. 5a-b shows the photonic Hopfield coefficients for the lower (blue crosses) and upper (red circles) polariton as a function of Fermi energy. The fixed cavity mode energy was chosen the same as in Fig. 4b. The Fermi energy serves again as the detuning parameter and the resonance is represented by the black dashed line. For large Fermi energy, the photon is strongly red-detuned with respect to the singular threshold and the lower polariton becomes almost purely photonic. As in the case of the simple exciton-polariton, the character of the lower polariton crosses over from matter like at positive photon detuning to photon like at negative photon detuning for small light-matter coupling. The detuning window in which the crossover takes place, is determined by the Rabi frequency.

Remarkably, for larger light-matter coupling the Hopfield coefficients at resonance are different from the value $1/2$, that is obtained for a simple two-level system. The photonic content of the lower polariton is plotted as a function of Fermi energy in Fig. 8; where the photon was taken into resonance with the singular threshold for all Fermi energies. Only at zero density and small light-matter coupling, the polariton consists of equal amounts of photon and matter. For larger light-matter coupling, $g = 1.5\sqrt{|\varepsilon_B|}$ vs $g = 0.1\sqrt{|\varepsilon_B|}$, not only the bound state contributes to the optical response but also the continuum states become an important part of the description, resulting in $|C_{LP}|^2 > 1/2$ at zero density.

### D. Lower polariton effective mass

Within our approximations (in particular the infinite hole mass) the lower polariton is still a quasi particle with infinite intrinsic life time, even in the case of a highly doped quantum well. Its lineshape remains a delta function, despite the electron gas dynamics. The latter only affects the upper polariton lineshape as discussed in previous section. It is therefore interesting to consider the lower polariton effective mass $m_{LP}$. Let’s assume a quadratic in-plane dispersion relation for both the cavity photon and lower polariton. Furthermore, we assume that the electron dynamics happens on a length scale much shorter than the polariton wave length (this amounts to assuming a flat dispersion relation for the electron degrees of freedom as compared to the photon dispersion relation). The lower polariton effective mass
the regime $\Delta_0 \gg |\varepsilon_B|$. On the other hand, it turns out that in the presence of the electron gas the lower polariton remains a good quasi particle. We calculated some experimentally accessible quantities such as the photonic Hopfield coefficient and the lower polariton effective mass as a function of $2$DEG density. Further, the role of the Fermi edge singularity and Anderson Orthogonality Catastrophe on the upper polariton lineshape and FWHM were elucidated. Also, we have shown

\begin{align}
\frac{m_{LP}}{m_c} &= \left( \frac{d\varepsilon_{LP}}{d\Delta_0} \right)^{-1},
\end{align}

where $\varepsilon_{LP}$ is the lower polariton energy and $\Delta_0 = \omega_c(k_\parallel) - \omega_1(k_\parallel) = 0$ is the detuning at normal incidence (i.e. at zero in-plane momentum $k_\parallel$) between the cavity mode and the singular threshold. In Fig. 9, the lower polariton effective mass as a function of $\Delta_0$ is depicted for several $2$DEG densities. For a fixed large $\Delta_0 \gg 0$, the higher electron densities yield a larger lower polariton mass. On the other hand, it turns out that in the regime $\Delta_0 \lesssim 0$ the behaviour is opposite, as can be seen from the inset in Fig. 9, showing a more detailed zoom of the left part of the main figure. It is found that in the presence of the electron gas, the lower polariton mass converges faster towards the bare photon mass for a higher density $2$DEG. Both are consequences of the decreased Rabi splitting for a higher density electron gas.

It is instructive to compare our numerical results with the simple two-level model for exciton-polariton formation in an empty quantum well. Then, the lower polariton energy is given by

\begin{align}
\varepsilon_{LP} &= \frac{\omega_c + \omega_1}{2} - \frac{\sqrt{\Delta_0^2 + \Omega_R^2}}{2},
\end{align}

with $\omega_c(1)$ the photon (singular threshold) energy. Combining both Eqs. 18, 19, we find

\begin{align}
\left( \frac{m_{LP}}{m_c} \right)_{\text{two level}} &= 1 - \frac{2}{\Delta_0/\sqrt{\Delta_0^2 + \Omega_R^2}}.
\end{align}

In Fig. 9 the dashed lines represent the lower polariton effective mass obtained by using the above two-level model. The Rabi frequency used in the expression 20 is taken from Fig. 6. In the limit of zero electron density the two-level model coincides with the full numerical result. This is expected since for $\Omega_R \ll |\varepsilon_B|$ we are only probing the long time response of the electron gas (for which the SPA becomes exact at zero density). For nonzero electron densities, a difference between the SPA and the two-level system becomes apparent at positive $\Delta_0$: due to the presence of the electron gas, the lower polariton appears to be heavier than expected on the basis of the two-level model.

**IV. CONCLUSION AND OUTLOOK**

We have discussed the linear properties of the hybrid light-matter states occurring as the result of the strong coupling between a microcavity photon and an embedded charged quantum well. Within our approximations, it is found that in the presence of the electron gas the lower polariton remains a good quasi particle. We calculated some experimentally accessible quantities such as the photonic Hopfield coefficient and the lower polariton effective mass as a function of $2$DEG density. Furthermore, the role of the Fermi edge singularity and Anderson Orthogonality Catastrophe on the upper polariton lineshape and FWHM were elucidated. Also, we have shown
that the short time dynamics of the electron gas can be probed by increasing the strength of the light-matter coupling.

For what concerns the zero linewidth of the lower polariton, corrections due to a finite hole mass are expected, but its description needs an extension of the CN approach.\textsuperscript{19,23,24} Also the effect of the spin degree of freedom of the optically injected electron needs further investigation. In the present treatment the spin polarization was the same as the spin of the electrons in the Fermi sea.
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