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Abstract
The near-horizon geometries of spinning D3-, M2- and M5-branes are examined by the probes immersed in a co-rotating frame. It is found that the geometries become unstable at critical values of the spin angular velocity by emitting the branes. We show that this instability corresponds to the metastability of the black hole systems and different from the known (local) thermodynamic instability. For the D3 case, the instability found here is in complete agreement with the known metastability of the $\mathcal{N} = 4$ super-Yang–Mills theory with $R$-symmetry chemical potentials.

PACS number: 11.25.Uv

1. Introduction
The main objective of this paper is to examine the behavior of probes immersed in the near-horizon geometries of spinning branes. The motive originates from the AdS/CFT correspondence [1–3]. In its original and simplest form, the AdS/CFT correspondence conjectures the equivalence between the $S^5$ compactification of type IIB supergravity and the strongly coupled $\mathcal{N} = 4$ super-Yang–Mills theory in the ’t Hooft limit. This conjecture has been generalized to numerous varieties and one of the most interesting cases is the correspondence between the AdS black hole system and the finite temperature field theory [4]. One can further consider giving rotations to the black hole system. One could give the rotations to the AdS bulk and consider the Kerr–AdS black hole system [5], or to the $S^5$ and consider the $R$-charged black hole system [6–8]. Our current interest is the correspondence between the latter black hole system in the grand canonical ensemble and the finite temperature $\mathcal{N} = 4$ theory with the $R$-symmetry chemical potentials.

In [6, 9–11], the phase diagrams in the parameter space of the temperature and the chemical potential are investigated for both sides of the correspondence. Despite the fact that the field theory analysis was carried out in the weak coupling regime, the phase diagrams...
show impressive qualitative agreement (see figure 1). The Hawking–Page phase transition line on the gravity side has the similar counter part in the field theory side as the confinement/deconfinement phase transition line. The local thermodynamic instability line of the black hole system has the corresponding instability line of the plasma phase in the field theory side. There is one more known structure in the phase diagrams, namely the metastability lines of the systems. The analysis of the black hole system shows the existence of the metastability line. If we denote the chemical potential of the system by \( \Phi \), the line is given as \( \Phi = 1/R \) with \( R \) being the radius of the AdS space, independent of the temperature. In [10], it is shown that the field theory exhibits precisely the same critical line at \( \Phi = 1/R \) in the phase diagram. It has been argued that the metastability of the field theory is the manifestation of the violation of the BPS bound that follows from the superconformal algebra. Since the bound is protected against the quantum corrections and the change in the coupling strength, it is pleasing that we have the quantitative agreement between the metastability lines of the black hole system and the finite temperature field theory.

In this paper, we would like to obtain further insight into the metastability using the probe analysis. There are two distinct hints that suggest the investigation using a probe. First on the gravity side, it is known that the five-dimensional \( iR \)-charged black hole solutions can be immersed into the \( S^5 \) compactification of the ten-dimensional supergravity theory [6, 8]. Moreover, the ten-dimensional geometry can be identified as the near-horizon limit of spinning D3-branes [8]. Therefore, one can interpret the black hole as the effective geometry created by the spinning D3-branes in the near-horizon limit. Second on the field theory side, the metastability was found by computing the one-loop scalar effective potential. The effective potential can be plotted against the expectation values of various scalar eigenvalue configurations. It was shown that the potential barrier that separates the metastable state and the unstable direction is lowest when the potential profile is made with respect to the expectation.

1 After this manuscript was sent to the journal, the paper by Hollowood et al appeared [23]. They carried out the low-temperature analysis of the weakly coupled field theory and obtained the result depicted as the dotted curve in the low-temperature region.

2 The field theory is defined on a 3-sphere and \( R \) is the radius of this sphere. Chronologically, the metastability line in the field theory phase diagram was found first.
value of a single eigenvalue splitting from the rest of the eigenvalues stacked up in one place [10]. Recall that if we view the $\mathcal{N} = 4$ theory as the world volume theory of the D3-branes, the scalar expectation value corresponds to the location of the branes. Then the above two facts suggest that the metastability is caused by the fragmentation of the branes from the spinning stack, and it is most likely to occur by one-by-one splitting. The probe analysis, therefore, is suitable for the investigation of such a phenomenon. We can interpret the probe immersed in the background of the spinning branes as a split brane from the stack and analyze the profile of the probe action with respect to various locations in the bulk. The analysis below confirms the expectation.

In the following sections, we carry out the probe analysis for the spinning D3-branes, because this case has the concrete dual field theory and we know its behavior. Then in the appendices, we do a similar analysis for the M2 and M5 cases. The analyses start by establishing the higher dimensional supergravity background geometry that we probe. The geometries are asymptotically the product of the AdS space and the sphere. The sphere is ‘twisted’ and the angular momentum and the angular velocity correspond to the charge and the chemical potential, respectively, as seen from the AdS bulk. Then the probe is immersed in a co-rotating frame of the background and the action is obtained. The co-rotating frame is adopted to make the probe action well defined everywhere outside the horizon and to be consistent with the conservation of the angular momentum. Then the action is separately examined for the cases with flat and spherical horizon geometries. Finally, apart from the probe analysis, we study the reduced action of the corresponding lower dimensional black hole system and show that the splitting of the brane appears as the metastability of the black hole.

Along the analysis, it becomes clear that the one-by-one fragmentation of the branes studied here is different from the known (local) thermodynamic instability of the spinning branes [13–15]. The mechanism of the latter instability is not addressed in this paper and is yet to be seen.

### 2. Immersing charged $\text{AdS}_5$ black holes in ten dimensions

We start with summarizing the relevant results of Cveti et al [8]. Along the way, we correct typos and establish our notations. The idea of [8] is to obtain the charged $\text{AdS}_5$ black hole solution of the five-dimensional supergravity as the $S^5$ compactification of the ten-dimensional one which can also be identified as the near-horizon limit of spinning D3-branes.

The action of the five-dimensional $\mathcal{N} = 2$ gauged $U(1)^3$ supergravity can be written as [7]

\[
\begin{align*}
S_5 &= \frac{1}{16\pi G_5} \int d^5x \sqrt{-g} \left[ \mathcal{R} - \frac{1}{2} \sum_{i=1}^{3} \left( \partial_\mu \ln X_i \right) \left( \partial^\mu \ln X_i \right) - \frac{1}{4} \sum_{i=1}^{3} X_i^{-2} F_{i\mu\nu} F_{i}^{\mu\nu} + \frac{V}{R^2} \right] \\
&\quad + \frac{1}{16\pi G_5} \int F_1^{(2)} \wedge F_2^{(2)} \wedge A_3^{(1)},
\end{align*}
\]

where only the bosonic sector is shown. The determinant of the metric is denoted by $g$ and $\mathcal{R}$ is the scalar curvature. The fields $X_i$ with $i = 1, 2, 3$ are the scalars and they satisfy the constraint

\[X_1 X_2 X_3 = 1.\]

The potential $V$ is defined as

\[V := 4 \sum_{i=1}^{3} X_i^{-3}.\]
The 1-form fields $A^{(1)}_{[i]}$ correspond to the $U(1)^3$ gauged symmetry and $F^{(2)}_{ij} := dA^{(1)}_{[i]}$. The parameter $R$ is the length scale of the theory which is related to the cosmological constant of the asymptotic AdS geometry.

The black solution is

$$ds_5^2 = -H(r)^{-2/3} f(r) \, dr^2 + H(r)^{1/3} [f(r)^{-1} \, dr^2 + r^2 \, d\Omega_3^2],$$

where the function $H(r)$ is

$$H(r) = H_1(r) H_2(r) H_3(r) \quad \text{with} \quad H_i(r) = 1 + \frac{q_i}{r^2},$$

where, as we will see, the parameters $q_i$ are related to the $U(1)^3$ charges. We also have the function

$$f(r) = k - \left( \frac{r_0}{r} \right)^2 + \left( \frac{r}{R} \right)^2 H(r),$$

with three possibilities; $k = 0$, $1$ or $-1$. Those three cases have different horizon geometries, namely $\mathbb{R}^3$, $S^3$ and $\mathbb{H}^3$, respectively, and the unit metrics $d\Omega_{3,k}^2$ are chosen accordingly. In the following, we concentrate on the $k = 0$ and $1$ cases, because the former case is directly related to the near-horizon geometry of spinning D3-branes and the latter is to the field theory defined on $S^3$. The horizon is at $r = r_H$ which is the largest root of $f = 0$. The parameter $r_0$ is the ‘non-extremality’ in that $r_0 = 0$ corresponds to the extremal solution. This parameter can be expressed in terms of others as

$$r_0 = r_H \left\{ k + \left( \frac{r_H}{R} \right)^2 H(r_H) \right\}^{1/2}.$$  

The solutions to the scalars and gauge fields are

$$X_i(r) = H(r)^{1/3} / H_i(r),$$

and

$$A_{i\mu}(r) = -\frac{e_i}{r^2 + q_i} \delta_{\mu,0} \quad \text{with} \quad e_i := \sqrt{q_i \left( r_0^2 + k q_i \right)},$$

where $e_i$ are the $U(1)^3$ electric charges that satisfy Gauss’s law.

We would like to interpret the above five-dimensional solution as descending from a compactified higher dimensional theory. Recall that the AdS$_5$ Schwarzschild black hole, which is the special case of the above solution with $k = 1$ and $q_i = 0$, is known to descend from a solution to the $S^5$ compactification of type IIB supergravity. Therefore, the natural candidate for the higher dimensional theory is the type IIB compactified on $S^5$. Also, the nonzero charges can be attributed to the momenta in the extra compact space, so the rotations in $S^5$ are required. Thus motivated, Cveti et al [8] introduce the ansatz for the ten-dimensional metric

$$ds_{10}^2 = \tilde{\Delta}^{1/2} ds_5^2 + R^2 \tilde{\Delta}^{-1/2} \sum_{i=1}^3 X_i^{-1} \left\{ \mu_i^2 + \mu_i^2 (d\phi_i + R^{-1} A_i^{(1)})^2 \right\},$$

where the function $\tilde{\Delta}$ is given by

$$\tilde{\Delta} = \sum_{i=1}^3 X_i \mu_i^2,$$

and the constraints (2) and $\sum \mu_i^2 = 1$ are satisfied. In the metric (10), the part $ds_5^2$ is where we would like the solution (4) to fit in and the second term describes the 5-sphere with ‘twists’

---

3 The expression for $e_i$ is valid for $k = 0$ and $1$, and not for $k = -1$.  

---

4
Thus the metric (4), in fact, fits into (10). The 4-form dimensional equations of motion that can be derived from the variation of the action (1) also with respect to the same five-dimensional metric.

Plugging these ansatz into the type IIB equations of motion, one obtains the five-dimensional action. This is explicitly demonstrated in the reference for the geometry of spinning D3-branes in the near-horizon limit. This is nothing but the effective equation (9). We have corrected a sign of the above expression in the original and included the constant $\beta$ as defined in equation (11). Since we are interested in making the potential profile of the probe action with respect to the various locations of the probe, we consider the simple immersion map of the probe D3-brane as shown in table 1. We do not allow the map to depend on the D3 time coordinate so that the probe action does not contain kinetic terms, desirable for us to make the profile.

This procedure, however, encounters immediate shortcomings. Note that there is a region outside the horizon where the Killing vector field $\partial_t$ becomes spacelike. This is because while $f \to 0$ as $r \to r_H$, $A_{t0}$ approach finite constants, so there is a range of $r$ where $g_{tt} > 0$ in the metric (14). This is the ergo-region that exists on the extra compact space $S^5$. A probe

3. Proving the geometry of post-near-horizon limit

3.1. Probe action in co-rotating frame

We now want to probe the geometry described in the previous section,
\[
\text{ds}^2_{10} = \tilde{A}^{1/2} \left[ -H^{-2/3} f \text{d}r^2 + H^{1/3} \left\{ f^{-1} \text{d}r^2 + r^2 \text{d}\Omega^2_{3+1} \right\} \right] + R^2 \tilde{A}^{-1/2} \sum_{i=1}^{3} X_i^{-1} \left\{ \text{d}\mu_i^2 + \frac{e_i}{R^2} (\text{d}\phi_i + R^{-1} A_{i0} \text{d}t)^2 \right\}.
\]

We note that this solution has the inverse temperature $\beta = 4\pi (H^{1/2} f'/f')|_{r = r_H}$ and the angular velocities of the horizon $\Omega_{3+1} = -A_{i0}(r_H)/R$. Since we are interested in making the potential profile of the probe action with respect to the various locations of the probe, we consider the simple immersion map of the probe D3-brane as shown in table 1. We do not allow the map to depend on the D3 time coordinate so that the probe action does not contain kinetic terms, desirable for us to make the profile.

This procedure, however, encounters immediate shortcomings. Note that there is a region outside the horizon where the Killing vector field $\partial_t$ becomes spacelike. This is because while $f \to 0$ as $r \to r_H$, $A_{t0}$ approach finite constants, so there is a range of $r$ where $g_{tt} > 0$ in the metric (14). This is the ergo-region that exists on the extra compact space $S^5$. A probe
inside this region must rotate (in the 5-sphere) faster than the speed of light to be static with respect to an asymptotically static observer. The operational outcome is that the probe action becomes imaginary, near but outside the horizon, because the action includes the square root of the induced metric determinant. Another problem is that we have $\lambda_{10} \rightarrow 0$ as $r \rightarrow \infty$. This is unwanted because $\lambda_{10}(\infty)$ should be the chemical potentials of the black hole system (see [11, 17]), as well as those of the boundary field theory, so it is not consistent for these to vanish at the boundary.

There is a natural resolution that solves both problems at a stroke. As emphasized by Hawking et al in [5], there exists a co-rotating Killing vector field that is timelike everywhere outside the horizon. Though the reference deals with the Kerr–AdS black holes, this fact is also true for our rotating $S^5$. This is a special feature of asymptotically AdS spaces and could never happen in the asymptotically flat case. This suggests that we should immerse the probe brane in a co-rotating frame of the background. Now this procedure is equivalent to constructing the probe action where the probe is rotating with respect to an asymptotically static observer. As mentioned in the introduction, we interpret the probe as a split brane from the background-generating spinning branes. Then it is natural to consider the probe rotating such that it conserves the angular momentum of the total system, in particular at the horizon, the probe should be rotating at the same velocity as the horizon. We, therefore, move onto the co-rotating frame from which the horizon appears static and the $S^5$ keeps finite angular velocities at the boundary of the AdS bulk.

Such a frame can be obtained by a simple coordinate transformation

$$\phi_i \rightarrow \phi_i + \Omega_{Hi} t. \quad (15)$$

It is then clear that the only change in the metric (14) is the shift in $\lambda_{10}$,

$$\lambda_{10} = \frac{e_i}{r_i^2 + q_i} - \frac{e_i}{r^2 + q_i}, \quad (16)$$

and also the new form of $C^{(4)}$ is given as

$$C^{(4)} = \left[ \left( \frac{r}{R} \right)^4 e^2 \frac{1}{R^2} \sum_i \left\{ \frac{e_i^2}{r_i^2 + q_i} - \left( r_i^2 - kr_i^2 + q_i \right) \right\} \right] dt \wedge \epsilon_3$$

$$+ \sum_i \left( \frac{e_i}{R^2} \right) \mu_i^2 (R d\phi_i) \wedge \epsilon_3. \quad (17)$$

In the new frame, we have $\lambda_{10} \rightarrow 0$ as well as $f \rightarrow 0$ as $r \rightarrow r_H$. Consequently, one can check that $g_{00}$ of the metric is strictly negative everywhere outside the horizon and this will make our probe action well defined for all $r \geq r_H$. Moreover, the new $\lambda_{10}$ at the boundary have nonzero constants, allowing us to interpret them as the chemical potentials of the black hole system and of the boundary field theory. Henceforth, we define

$$\Phi_i := \lambda_{10}(\infty)/R = \frac{1}{R r_i^2 + q_i}, \quad (18)$$

where the factor of $R$ is inserted for the dimensional reason, and we call these the chemical potentials of the system. Note that the shift in $\lambda_{10}$ is a gauge transformation as seen from the
five-dimensional theory described by the action (1). And this is precisely the gauge chosen in the reduced action analysis of [11].

In the following two subsections, we are going to analyze the probe action immersed in the co-rotating frame with the map represented in table 1. The probe action has the form

\[ V_{D3} = W V - W Z, \]

where we omit the overall minus sign and also drop the tension of the brane and the volume factor, i.e., the integral of \( d\tau \wedge e^{\varphi} \). The first term \( W V \) represents the world volume part with respect to the induced metric \( G_{D3} \),

\[ W V := \sqrt{-\det G_{D3}} = \left( \frac{r}{R} \right)^3 \Lambda \left( H^{1/3} f - H \Delta^{-1} \sum_i X_i^{-1} \mu_i^2 A_i^3 \right)^{1/2}, \]

and the second term \( W Z \) represents the Wess–Zumino term, that is, the RR-coupling part of the action. It is the pullback of the 4-form \( C^4 \) with respect to the immersion map,

\[ W Z := \left( \frac{r}{R} \right)^4 \Delta + \sum_i \frac{1}{R^2} \left( \frac{e_i^2}{r_H^2 + q_i} - \left( r_0^2 - kr_H^2 + kq_i \right) \right) \mu_i^2. \]

3.2. The case with \( k = 0 \)

In this subsection, we analyze the probe action with \( k = 0 \). As mentioned earlier, the background geometry with \( k = 0 \) arises directly as the near-horizon limit of spinning D3-branes and the probe may be considered as a split brane from the spinning stack. It is not too complicated to analyze the action in full generality but for the sake of clarity, we concentrate on representative special instances. We, therefore, consider the cases with the charge configurations \((q_1, q_2, q_3) = (q, 0, 0)\) and \((q, q, q)\). In the following analyses, we set \( R = 1 \) and measure the quantities in the units of \( R \).

The \((q, 0, 0)\) configuration. In this case, the probe action contains one of the two angles that parametrize the directional cosines \( \mu_i \). It is easy to see that the potential is minimized when the angle is \( \pi/2 \) and we concentrate on this special angle. Figure 2 is plotted for the chemical potential \( \Phi_1 = 0 \) in the solid curve and for \( \Phi_1 = 0 \) in the dashed curve.

In general, we have the instability for any \( \Phi > 0 \) and this can be seen in the asymptotic expansions

\[ W V = r^4 - \frac{1}{2} \Phi r^3 + O(1) \quad \text{and} \quad W Z = r^4 + O(1). \]

This shows that when \( \Phi = 0 \), the probe action approaches constant at the asymptotic region due to the cancellation between \( W V \) attraction and \( W Z \) repulsion. Therefore, the probe ‘feels’ no force acting on it at the boundary. This suggests that the configuration is in a BPS state, and in fact, Bilal and Chu showed that when a D3-brane is placed on the boundary of the (pure) AdS5 space, the configuration is fully BPS [18]. Therefore, we can conclude that the instability observed for \( \Phi > 0 \) is manifesting the violation of the BPS bound at the boundary.

On the other hand, the behavior of the action near the horizon is \( W V \sim O(\sqrt{r - r_H}) \) and \( W Z \sim O(r - r_H) \), so the Wess–Zumino part vanishes faster than the world volume part, implying that the pull from the world volume part wins out over the RR repulsion from \( W Z \). We can take the derivative of the potential with respect to \( r \) and examine the force that the probe feels near the horizon,

\[ \frac{\partial V_{D3}}{\partial r} = r_H^3 \sqrt{r_H(r_H^2 + q/2)/(r_H^2 + q)} \frac{1}{\sqrt{r - r_H}} + O(1). \]
Figure 2. The plot of the probe action in $(q, 0, 0)$ configuration. The position $r$ is measured in the units of $R$. The solid curve is plotted for $q = 0.50$ and $r_H = 1.20$ which correspond to the chemical potential $\Phi = 0.61$. The dashed curve is plotted for $q = 0$ and $r_H = 1.20$ which correspond to the chemical potential $\Phi = 0$.

Figure 3. The plot of the probe action in $(q, q, q)$ configuration. The position $r$ is measured in the units of $R$ and $r_H = 1.20$ for all the cases. The solid curve is plotted for $q = 2.00$ which corresponds to the chemical potential $\Phi = 2.19$. The dashed curve is plotted for $q = 0$ which corresponds to the chemical potential $\Phi = 0$. The dotted curve is plotted for $q = 2r_H^2$ which corresponds to the chemical potential $\Phi = 2.94$.

This shows that the WV pull always wins and there exists no local instability near the horizon. We will remark more on this point in section 3.4.

The $(q, q, q)$ configuration. In this case, the probe action is independent of the two angles that parametrize the directional cosines $\mu_i$. This is because in this case, we have $\Delta = 1 = X_i$ and the $S^3$ part of the metric (14) becomes free of the $X$-scalar dependence. Figure 3 is plotted for the chemical potential $\Phi = 2.19$ in the solid curve and for $\Phi = 0$ in the dashed curve. The asymptotic structure is similar to the case with $(q, 0, 0)$ configuration and we again have the instability for any $\Phi > 0$.

The behavior near the horizon is slightly different. We have, for this case,

$$\frac{\partial V_{D3}}{\partial r} = \sqrt{(r_H^2 - q/2)(r_H^2 + q)^3/r_H^3} \frac{1}{\sqrt{r - r_H}} + O(1). \quad (24)$$
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Figure 4. The plot of the probe action in (q, 0, 0) configuration. The position r is measured in the units of R. For all the curves, r_H = 1.20. The dash-dot curve is plotted for q = 0.10 which corresponds to the chemical potential Φ = 0.40. The dashed curve is plotted for q = 1 which corresponds to the chemical potential Φ = 1. The solid curve is plotted for q = 4.00 which corresponds to the chemical potential Φ = 1.34.

We thus see that there is a critical value of the charge \( q_c = 2r_H^2 \) above which the probe action becomes ill-defined. At the critical point, the attraction from the leading world volume part vanishes and the RR repulsion causes the local instability at the horizon, unless \( r_H = 0 \). See the dotted curve of figure 3. This behavior can be understood by noting the temperature of the background

\[
\beta = \frac{\pi r_H^2}{(r_H^2 - q/2)\sqrt{r_H^2 + q}}
\]

(25)

We see that at the critical value \( q_c \), the temperature becomes zero and beyond which, the system is not defined\(^6\). Therefore, the black brane (with \( k = 0 \)) at zero temperature is locally unstable.

To summarize, we have found that any nonzero chemical potential destabilizes the system against the one-by-one fragmentation of the branes, if they tunnel through the potential barrier that separates the near-horizon and the unstable asymptotic regions. For any finite background temperature, the system is locally stable against the brane splitting near the horizon. Finally, we remark that the configuration (q, q, 0) has similar behavior to the one with (q, 0, 0).

3.3. The case with \( k = 1 \)

Let us now probe into the \( k = 1 \) geometry which has the direct relevance to the \( \mathcal{N} = 4 \) SYM theory defined on \( S^3 \) and its phase structure \([10]\). As before, we are going to examine the representative configurations, \((q_1, q_2, q_3) = (q, 0, 0) \) and \((q, q, q)\).

The \((q, 0, 0)\) configuration. In this case, just as in the situation with \( k = 0 \), the probe action contains one of the two angles that parametrize the directional cosines \( µ_i \), and we set this angle to \( \pi/2 \). Figure 4 is plotted for the chemical potential, \( \Phi = 0.40 \) in the dash-dot curve, \( \Phi = 1 \) in the dashed curve and for \( \Phi = 1.34 \) in the solid curve.

\(^6\) For the configuration \((q, 0, 0)\), we have \( \beta = \pi \sqrt{r_H^2 + q(r_H^2 + q/2)} \) and the background temperature never becomes zero.
We have the critical value of the chemical potential $\Phi_\zeta = 1$ above which the system becomes unstable. This can be seen in the graphs as well as in the asymptotic expansions
\begin{equation}
WV = r^4 + \frac{1}{2}(1 - \Phi_\zeta^2) r^2 + \mathcal{O}(1) \quad \text{and} \quad WZ = r^4 + \mathcal{O}(1) \quad (26)
\end{equation}
We observe that at the critical value $\Phi_\zeta = 1$, the probe on the boundary feels no force because the attraction from the world volume part and the repulsion from the Wess–Zumino part exactly balance. This is similar to the behavior of the $k = 0$ case at $\Phi = 0$. Even though the analysis of Bilal and Chu [18] does not directly apply to the D3-probe of $k = 1 S^3$ topology, the analogy with the $k = 0$ case strongly suggests that we do have the BPS state at $\Phi_\zeta = 1$ and the instability stems from the violation of the BPS bound at the boundary. We will comment more on this point, in connection with the result from the dual field theory, later in the conclusion.

The probe action acts in a much similar way around the horizon as in the $k = 0$ case. We have
\begin{equation}
\frac{\partial V_{D3}}{\partial r} = r_H^3 \sqrt{r_H \left( r_H^2 + (q + 1)/2 \right) / \left( r_H^2 + q \right)} \frac{1}{\sqrt{r - r_H}} + \mathcal{O}(1) \quad (27)
\end{equation}
showing that there exists no local instability near the horizon.

**The $(q, q, q)$ configuration.** In this case, just as in the situation with $k = 0$, the probe action is independent of the two angles that parametrize the directional cosines $\mu_i$. Figure 5 is plotted for the chemical potential, $\Phi = 0.41$ in the dash-dot curve, $\Phi = 1.00$ in the dashed curve, $\Phi = 1.89$ in the solid curve and $\Phi = 3.14$ in the dotted curve. The asymptotic structure is similar to the case with $(q, 0, 0)$ configuration and we again have the instability for $\Phi > 1$.

The behavior near the horizon is slightly different from $(q, 0, 0)$ but similar to $k = 0$. We have, for this case,
\begin{equation}
\frac{\partial V_{D3}}{\partial r} = \sqrt{2r_H^2 + (1 + 3q)r_H^4 - q^3} \left( r_H^2 + q \right) / (2r_H) \frac{1}{\sqrt{r - r_H}} + \mathcal{O}(1) \quad (28)
\end{equation}
We thus see that there is a critical value of the charge, \( q_c \), satisfying
\[
2r_H^6 + (1 + 3q_c)r_H^4 - q_c^3 = 0, \tag{29}
\]
avove which the probe action becomes ill-defined. At the critical point, the attraction from
the leading world volume part vanishes and the RR repulsion of WZ-term causes the local
instability at the horizon, unless \( r_H = 0 \). See the dotted curve of figure 5. As one can see in
the background temperature
\[
\beta = \frac{2\pi r_H^2 (r_H^2 + q)^{3/2}}{2r_H^6 + (1 + 3q)r_H^4 - q^3},
\]
the critical value of the charge corresponds to zero temperature and beyond which the system
is not defined. We see that the black hole system at zero temperature is locally unstable.

To summarize, we have found the critical value of the chemical potential, \( \Phi_c = 1 \), above which
the system becomes unstable against the one-by-one fragmentation of the branes, if they tunnel
through the potential barrier. For any finite background temperature, the system is locally
stable against the brane splitting near the horizon. Finally, we remark that the configuration
\((q, q, 0)\) has similar behavior to the one with \((q, 0, 0)\).

3.4. Comments on the geometry of pre-near-horizon limit

We have so far examined the effective geometry of spinning D3-branes in the near-horizon
limit. We now briefly comment on the geometry of the branes without taking the limit. This
geometry, being asymptotically flat, has no Killing vector field that is timelike everywhere
outside the horizon, and the connection to the dual field theory is not direct. However, we
have interpreted the probe brane as a brane splitting from the stack of spinning branes and
such a picture probably is more intuitively straightforward in the geometry before taking the
near-horizon limit. The main reason for probing this geometry is to make sure that the lack
of the local instability near the horizon observed in the previous subsections is not due to
the limit and show that the local thermodynamic instability of the spinning branes found in
\[13–15\] does not correspond to the one-by-one fragmentation of the branes. This geometry
should suffice for this purpose, though the behavior of the probe far away from the horizon is
unclear.

The asymptotically flat geometry of spinning D3-branes is shown in \[8, 19, 20\]. One can
compute the angular velocity of the horizon and change the metric to the co-rotating frame
in which the horizon appears static. The same transformation should be applied to the RR
4-form of the theory as well. Then the probe action can be obtained with respect to the similar
immersion map as represented in table 1. This action is ill-defined far away from the horizon
due to the presence of the ergo-region, but behaves properly near the horizon. Restricting the
analysis to the region near the horizon, we find the action behaving very similar to the previous
post-near-horizon-limit analyses; we have no local instability for any finite temperature. This
shows that the special local instabilities of the previous subsections are different from the
thermodynamic instability of the spinning branes which is present at finite temperature.

4. Analysis of reduced action

In this section, we show that the observed brane fragmentation corresponds to the metastability
of the five-dimensional black hole (or brane) system. Since the metastability is not a local

\[7\] There is only one real root to the equation and we take that to be \( q_c \).

\[8\] The inverse temperature for \((q, 0, 0)\) is \( \beta = 2\pi \sqrt{r_H^2 + q/(2r_H^2 + q + 1)} \) and the background temperature never
becomes zero.
phenomenon, the usual action evaluated on a known solution—the on-shell action—is not appropriate for our purpose. We need the action, known as the reduced action [16, 17], that is valid off shell in the space of physical parameters. The construction of the reduced action for the system of our interest is detailed in [11]. Though the reference deals only with the $k = 1$ case, the extension to the $k = 0$ case is straightforward. We thus refer the reader to the paper for the details and here we merely describe the idea of the construction.

The construction starts with the Euclidean action of the system (including the Gibbons–Hawking and counter terms) and one places it in a finite box. Then, restrict the analysis to a class of geometries that satisfy certain conditions, such as static spherical symmetry. The restriction results in a specific form of the metric and this is analogous to a metric ansatz that one makes in solving the Einstein equations. In addition to the geometrical restriction, one imposes the appropriate Euclidean black hole topology on the manifold, yielding a condition that the metric must satisfy. Next, the thermodynamic data are encoded on the wall of the box. The data, in the case of a grand canonical ensemble, are the temperature and chemical potential and they are encoded by setting the circumference of the $S^1$ time circle and the value of the gauge field, respectively, at the wall. Then, the Hamiltonian constraint and Gauss' law are solved and eliminated from the action functional and it is integrated with the topology condition and the boundary data. Finally, the wall of the box is removed to infinity while rescaling the temperature and the chemical potential appropriately, resulting in the simplified reduced action parametrized in terms of the horizon radius and the electric charge. Note that the dynamical equations of motion have not been used in reducing the action. Thus the reduced action is valid throughout the parameter space and a black solution corresponds to a saddle point of the action in the parameter space. Therefore, this action captures the global structure of the theory.

The resulting action has the form

$$I_\ast = \beta \left( E - \sum_i e_i \Phi_i \right) - S,$$

(30)

where

$$E := \frac{1}{R^3} \left( \frac{3}{2} r_0^2 + k \sum_i q_i \right), \quad S := 2\pi \left( \frac{r_H}{R} \right)^3 H(r_H)^{1/2},$$

(31)

and the parameters $e_i$, $r_0$ and the function $H$ are as defined in the previous sections. The parameters $\beta$ and $\Phi_i$ are independent input data, as the grand canonical ensemble should be. We note that the overall dimensionless constant $\omega_3/8\pi G_5$, with $\omega_3$ being the integral of $e^{(3)}$, is omitted and the Casimir energy which appears for the $k = 1$ case is also dropped. Extremized with respect to the parameters $r_H$ and $q_i$, the reduced action correctly reproduces the on-shell expressions for $\beta$ and $\Phi_i$. Moreover, considering $I_\ast$ as the zero-loop approximation to the free energy of the system, one can compute the thermodynamic quantities by taking the appropriate derivatives of $I_\ast$. Then it is easy to verify that the resulting quantities satisfy the first law of thermodynamics when evaluated at the on-shell values of $\beta$ and $\Phi_i$.

The stability of the system for given temperature and chemical potentials can be observed from the behavior of the action with respect to the parameters $r_H$ and $q_i$. In particular, the local stability can be examined by computing the Hessian of the action with respect to $r_H$ and $q_i$, as was done for the $k = 1(q, 0, 0)$ case by Cveti and Gubser in [9].

The results are summarized in the following two subsections. We will find that the metastabilities of the systems set in exactly at the same critical values of the chemical potentials as the probe analysis. The local thermodynamic instabilities are also found but they are different from the special local instabilities of the probe analysis.
4.1. The case with $k = 0$

Figure 6 is the plot of the reduced action for the case with $k = 0$ in $(q_1, 0, 0)$ configuration. In the plot, we see the existence of the local minimum, corresponding to the large black brane solution, and the unstable direction, separated by the unstable saddle point corresponding to the small black brane solution. In other words, the large black brane is metastable. The expansion of the reduced action,

$$I_s = \beta r_H (3r_H^2/2 - \Phi)q + \mathcal{O}(\sqrt{q}),$$

shows that the unstable direction exists for any $\Phi > 0$ in the direction of large $q$ and small $r_H$. This is in agreement with the probe analysis.

In the configuration $(q_1, q_2, q_3)$ or $(q, q, q)$, i.e., when we have the constraint $q_1 \equiv q_2$ or $q_1 \equiv q_2 \equiv q_3$, we do not have the metastability. This is because the constraints reduce the dimension of the parameter space and shut the unstable direction. However, note that these configurations are continuously connected to the $(q, 0, 0)$ case in the parameter space. Therefore, if we allow the parameters to fluctuate around the constraints, nothing prevents the system from decaying into the unstable direction found above. We thus have the instability for generic configurations with $\Phi > 0$.

The local instability has similar behavior. One finds the instability for $(q_1, 0, 0)$ but not under the constraints $q_1 \equiv q_2$ and $q_1 \equiv q_2 \equiv q_3$. Allowing the constraints to fluctuate, one discovers the local instabilities similar to the $(q, 0, 0)$ case. This means that the surfaces of the constraint equations are locally unstable in the larger parameter space. The thresholds of the stability appear as straight lines with zero intercepts in the $T$–$\Phi$ plane and the slopes of the lines are listed in the table below for some cases.

| $(q_1, q_2, q_3)$ | $(q, 0, 0)$ | $(q, q, 0)$ | $(q, q, q)$ |
|-------------------|-------------|-------------|-------------|
| Slope             | $\pi/\sqrt{2}$ | $\pi$ | $2\pi$ |
Figure 7. The plot of $I_*$ against $r_H$ and $q$ for the $k = 1(q, 0, 0)$ case. The temperature and chemical potential are set to $T = 0.45$ and $\Phi = 1.05$, both measured in the units of $R$. The local minimum is at $(r_H, q) \approx (0.996, 1.23)$ and the unstable saddle point is at $(0.359, 5.38)$.

(The temperature and chemical potential are taken as the horizontal and vertical axes, respectively. See figure 8 for the actual plot.) At these critical lines, the large and small black brane saddle points merge and this opens up the unstable direction without the potential barrier. When the chemical potential becomes larger than this critical value at a fixed temperature, the saddle point of the action cease to exist.9

Recall that the local instability of the probe action in the $(q, q, q)$ configuration occurred only at zero temperature. The local instability of the reduced action observed here is, therefore, essentially different.

4.2. The case with $k = 1$

This case has been studied in detail in [11]. The plot of the reduced action for the $(q, 0, 0)$ configuration is reproduced in figure 7. This case has the critical metastability line at $\Phi_c = 1$ independent of the temperature, in agreement with the probe analysis. The other parameter configurations behave similarly to what has been described in the $k = 0$ case.

The local instability curves are shown in figure 8 for some cases, superposed with the instability lines of $k = 0$, the metastability lines and also with the Hawking–Page phase transition curves. One of the local instability curves asymptotes to the $k = 0$ instability line. This is expected, because the larger $T$ is, the larger $r_H$ also is, and large $k = 1$ black hole approaches the $k = 0$ case in this limit. Note also that $k = 1$ black hole does not exist for sufficiently low temperature except for the $(q, q, q)$ configuration. (See [11] for the interpretation of the low-temperature region.)

9 One can also obtain the critical line in $q$–$r_H$ plane similar to the one in [9]. In this case, crossing the critical line corresponds to moving from large to small black brane solution at a given set of the temperature and the chemical potential.
Figure 8. The instability curves of the cases with \((q, 0, 0)\) and \((q, q, q)\) are plotted on the left and right diagrams, respectively. The thick solid and dashed curves represent the local stability thresholds, dotted curves are the Hawking–Page phase transition lines, the dash-dot lines are the local instability lines of the \(k = 0\) cases and the thin solid lines are the metastability lines. The thick solid curve and the dash-dot line merge at large value of \(T\).

5. M2 and M5 cases

We have carried out the similar analyses for the M2 and M5 cases in appendices A and B. As far as the metastability is concerned, we find the same results as the D3 case, namely the metastability sets in at \(\Phi = 0\) and \(1\) for \(k = 0\) and \(1\), respectively. Though we do not know the corresponding conformal field theories for those cases, we can expect that they exhibit the similar metastabilities as the \(\mathcal{N} = 4\) theory observed in [10].

As an aside, we briefly mention the low-temperature structure of these \(k = 1\) cases. In general, there are two local instability curves and a Hawking–Page phase transition curve. Those curves end at the points where the horizon radii go to zero. The end points are all at \(\Phi = 1\) but they may not be at zero temperature. Let us denote the end point of the curve that asymptotes to the \(k = 0\) line by \(T_0\), the one for the other instability curve by \(T_1\) and the one for the Hawking–Page phase transition curve by \(T_2\). For the D3 case in figure 8, we have \(T_0 = T_1 = T_2 = 1/\pi\) for \((q, 0, 0)\) and for \((q, q, q)\). \(T_0 = T_1 = T_2 = 0\). Now for the M2 and M5 cases, those temperatures may not coincide. We list those temperatures together with the asymptotic slopes of one of the instability curves that merge to the \(k = 0\) instability straight lines. See also figures 9 and 10 in the appendices.

| M2  | \((q, 0, 0, 0)\) | \((q, q, 0, 0)\) | \((q, q, q, 0)\) | \((q, q, q, q)\) | M5  | \((q, 0)\) | \((q, q)\) |
|-----|-----------------|-----------------|-----------------|-----------------|-----|-----------|-----------|
| Slope | \(\sqrt{2}/3\pi\) | \(\pi\) | \(4\pi/3\) | \(2\pi\) | Slope | \(\pi/\sqrt{3}\) | \(\pi\) |
| \(T_0\) | \(3/(4\pi)\) | \(1/(2\pi)\) | \(1/(4\pi)\) | \(0\) | \(T_0\) | \(\sqrt{2}/\pi\) | \(1/(2\pi)\) |
| \(T_1\) | \(1/(\sqrt{2}\pi)\) | \(1/(2\pi)\) | \(1/(4\pi)\) | \(0\) | \(T_1\) | \(3/(2\pi)\) | \(1/(2\pi)\) |
| \(T_2\) | \(3/(4\pi)\) | \(1/(2\pi)\) | \(1/(4\pi)\) | \(0\) | \(T_2\) | \(3/(2\pi)\) | \(1/(2\pi)\) |

This is a curious phenomenon, but so far, the physical significance is unclear.
6. Conclusion

We have carried out the probe analysis of the geometry generated by the spinning branes. It is found that the probe tends to tunnel through the potential barrier and fly away to infinity when the chemical potential of the system (i.e., the angular velocity in the 5-sphere) goes beyond the critical value. The probe can be interpreted as describing the behavior of a brane splitting from the spinning stack. Therefore, our finding implies the instability of the spinning branes by emitting the branes one at a time. Apart from the fragmentation by tunneling, the probe is locally stable near the stack at any finite temperature. This suggests that the fragmentation process analyzed in this work is different from the known local thermodynamic instability of the spinning branes.

By analyzing the reduced action of the corresponding black hole system, we have shown that the instability of the branes manifests as the metastability of the black hole. In this analysis, we obtained the metastable critical line as well as the local stability critical curves. The metastable critical lines exactly coincide with those of the probe analysis and they are distinct from the local instability curves.

We have argued that the fragmentation is due to the violation of the BPS bound at the boundary. For the D3 case, we have the dual field theory—the $\mathcal{N} = 4$ SYM theory with $R$-symmetry chemical potentials—and its metastability also is due to the violation of the BPS bound [10]. The metastability critical line of the field theory phase diagram precisely coincides with the one found in this paper, as expected from the independence of the bound on the coupling strength. Moreover, as explained in the introduction, the runaway behavior of the split brane nicely corresponds to the similar behavior of the scalar field eigenvalue in the field theory side. Thus we have complete agreement in the AdS/CFT conjecture, in this regard, and this work provides the reason and mechanism of the metastability. (The analysis of [10] is carried out for the field theory defined on $S^3$ and corresponds to the $k = 1$ case of this paper. However, it is clear that when the theory is defined on $\mathbb{R}^3$, the lack of the conformal curvature coupling of the scalars makes the critical value of the chemical potential zero, in agreement with the $k = 0$ case of this work.)

We remark that the critical value of the chemical potential for the $k = 1$ case is $\Phi = 1/R$ and this is the angular velocity of the 5-sphere whose linear velocity is at the speed of light. Therefore, for this case, we observe an interesting connection between the BPS bound and the limit imposed by the speed of light.

As was mentioned in the introduction, the brane picture of the local thermodynamic instability is yet to be seen. This may involve a more drastic fragmentation into bigger chunks, if the consideration on the entropy favors such a process. This could also be the localization of the charges as discussed in [15].
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Appendix A. Spinning M2-branes

In this appendix, we carry out the detailed analysis for spinning M2-branes, similar to the D3 case. The discussion closely parallels the main text.
A.1. Immersing charged AdS4 black holes in eleven dimensions

In [8], the immersion of the charged AdS4 black holes in 11 dimensions is also discussed. The black hole is a solution to the $\mathcal{N} = 2$ gauged supergravity in four dimensions and the metric is given as [21, 22]

$$dx_4^2 = -H^{-1/2} f dt^2 + H^{1/2} (f^{-1} d\rho^2 + \rho^2 d\Omega_2^2),$$  \hspace{1cm} (A.1)

where $H := H_1 H_2 H_3 H_4$, $H_i := 1 + q_i / \rho$, $f = k - \rho_0 / \rho + (\rho/R)^2 H$, $\rho_0 = \rho H(k + (\rho H/R)^2 H(\rho H))$, and $\rho H$ satisfies $f'(\rho H) = 0$. We again concentrate on the cases with $k = 0$ and 1. The solutions to the scalar fields $X_i$ and the gauge fields $A_i^{(0)}$ are

$$X_i = H^{1/4}/H_i, \quad \text{and} \quad A_i^{(0)} = -\frac{e_i}{\rho + q_i} dt, \quad \text{with} \quad e_i := \sqrt{q_i(\rho_0 + k q_i)}. \hspace{1cm} (A.2)$$

We note that the expression for $e_i$ is valid for $k = 0$ and 1, and not for $k = -1$.

The $S^7$-reduction metric ansatz for the 11-dimensional supergravity is given as

$$ds_{11}^2 = \tilde{\Delta}^{2/3} dx_4^2 + (2R)^2 \tilde{\Delta}^{-1/3} \sum_{i=1}^{4} X_i^{-1} \{ d\mu_i^2 + \mu_i^2 (d\phi_i + (2R)^{-1} A_i^{(0)})^2 \}, \hspace{1cm} (A.3)$$

where $\tilde{\Delta} := \sum X_i \mu_i^2$ and the constraints $\Pi_i X_i = 1$ and $\sum \mu_i^2 = 1$ are satisfied. The part $ds_4^2$ is where we would like the metric (A.1) to fit in as an 11-dimensional solution. We also have the ansatz for the 4-form field strength as

$$F^{(4)} = R^{-1} \sum_i \left( X_i^2 \mu_i^2 - \tilde{\Delta} X_i \right) e^{(0)} - R \sum_j \left( \# d\ln X_i \right) \wedge d(\mu_i^2)$$

$$+ 2R^2 \sum_j X_i^{-2} d(\mu_i^2) \wedge (d\phi_i + (2R)^{-1} A_i^{(0)}) \wedge * F_i^{(0)}, \hspace{1cm} (A.4)$$

where $e^{(0)}$ is the volume form with respect to the metric $ds_4^2$, $\#$ denotes the Hodge dual also with respect to the same four-dimensional metric and the signs are corrected from the original.

Plugging these ansatz into the equations of motion of the 11-dimensional supergravity, one obtains the four-dimensional equations of motion. Equations (A.1) and (A.2) satisfy the latter equations of motion and indeed the four-dimensional metric fits into the 11-dimensional metric (A.3) as desired. The 3-form field $A^{(0)}$ that satisfies $F^{(0)} = dA^{(0)}$ is

$$A^{(0)} = \left[ \left( \frac{\rho}{R} \right)^3 \Delta - \sum_i \frac{\rho_0 + k(\rho H + q_i)}{R} \mu_i^2 \right] dt \wedge e^{(0)} + 2 \sum_i \left( \frac{e_i}{R} \right) \mu_i^2 (R d\phi_i) \wedge e^{(3)}, \hspace{1cm} (A.5)$$

where $\Delta := H^{1/4} \tilde{\Delta}$ and the volume form $e^{(3)}$ is with respect to $R^2 d\Omega_2^2$. We have corrected a sign in the 3-form and included the constant $(\rho_0 - k \rho H) / R$ which does not contribute to the 4-form $F^{(0)}$ but makes the value of the probe action at $\rho = \rho_H$ zero. As for the D3 case, [8] explicitly demonstrates that the metric (A.3) with $k = 0$ arises as the near-horizon limit of the geometry generated by spinning M2-branes.

A.2. Probing the geometry of post-near-horizon limit

A.2.1. Probe action. We now want to probe the geometry described by the metric (A.3) with (A.1). We note that the solution has the inverse temperature $\beta = 4\pi (H^{1/2} / f)'|_{\rho = \rho_H}$ and the angular velocities of the horizon $\Omega_{Hi} = -\dot{A}_{i0}(\rho H) / R$. We apply the coordinate transformation

$$\phi_i \rightarrow \phi_i + \Omega_{Hi} t, \hspace{1cm} (A.6)$$

and the angular velocities of the horizon $\Omega_{Hi} = -\dot{A}_{i0}(\rho H) / R$. We apply the coordinate transformation

$$\phi_i \rightarrow \phi_i + \Omega_{Hi} t, \hspace{1cm} (A.6)$$

and the angular velocities of the horizon $\Omega_{Hi} = -\dot{A}_{i0}(\rho H) / R$. We apply the coordinate transformation

$$\phi_i \rightarrow \phi_i + \Omega_{Hi} t, \hspace{1cm} (A.6)$$
and move onto the co-rotating frame. This transformation has the only effect in the metric by the shift

\[ A_{i0} = \frac{e_i}{\rho_H + q_i} = \frac{e_i}{\rho + q_i}, \] (A.7)

and we define the chemical potentials of the system by

\[ \Phi_i := A_{i0}(\infty)/R = \frac{1}{R} \frac{e_i}{\rho_H + q_i}. \] (A.8)

where we inserted the factor of \( R \) for the dimensional reason. The 3-form \( A^{(3)} \) now takes the new form

\[
A^{(3)} = \left( \frac{\rho}{R} \right)^3 \Delta \left[ \sum_i \frac{1}{R} \left( \frac{e_i^2}{\rho_H + q_i} + (\rho_0 - k\rho_H + kq_i) \right) \mu_i^2 \right] d\tau \land \epsilon^{(2)} + 2 \sum_i \left( \frac{e_i}{R} \right) \mu_i^2 (Rd\phi_i) \land \epsilon^{(2)}. \] (A.9)

In the following, we are going to analyze the probe immersed parallel to the horizon, very similar to the D3 case. The probe action has the form

\[ V_{M2} = WV - WZ, \] (A.10)

where we omit the overall minus sign and also drop the volume factor, i.e., the integral of \( d\tau \land \epsilon^{(2)} \), and the tension of the brane. The first term \( WV \) represents the world volume part with respect to the induced metric \( GM_{2} \).

\[
WV := \sqrt{-\det G_{M2}} = \left( \frac{\rho}{R} \right)^2 \Delta \left( H^{1/2} f - H^{-1} \sum_i X_i^{-1} \mu_i^2 A_{i0} \right)^{1/2}. \] (A.11)

and the second term \( WZ \) represents the 3-form coupling of the probe and is given by the pullback of the 3-form \( A^{(3)} \) with respect to the immersion map,

\[ WZ := \left( \frac{\rho}{R} \right)^3 \Delta \sum_i \frac{1}{R} \left[ \frac{e_i^2}{\rho_H + q_i} + (\rho_0 - k\rho_H + kq_i) \right] \mu_i^2. \] (A.12)

A.2.2. The case with \( k = 0 \). In this subsection, we are going to briefly summarize the results for the \( k = 0 \) case. We present the results for the charge configurations \((q_1, q_2, q_3, q_4) = (q, 0, 0, 0)\) and \((q, q, q, q)\). One can also work out the cases with \((q, q, 0, 0)\) and \((q, q, q, 0)\) and finds that they are similar to the behavior of \((q, 0, 0, 0)\) configuration. In the following analyses, we set \( R = 1 \) and measure the quantities in the units of \( R \).

The \((q, 0, 0, 0)\) configuration. In this case, the probe action contains one of the three angles that parametrize the directional cosines \( \mu_i \). It is easy to see that the potential is minimized when the angle is \( \pi/2 \) and we concentrate on this special angle. One can plot the potential with various parameters and find the similar results to figure 2.

The behavior of the action at asymptotically large \( \rho \) can be seen in the expansions

\[ WV = \rho^3 - \frac{1}{2} \Phi^2 \rho + \mathcal{O}(1) \quad \text{and} \quad WZ = \rho^3 + \mathcal{O}(1). \] (A.13)

Therefore, we see that for any \( \Phi > 0 \), the probe tends to fly away if it tunnels through the potential barrier. When \( \Phi = 0 \), the probe feels no force at the boundary of the background spacetime due to the exact cancellation between the pull from the \( WV \) part and the repulsion from \( WZ \).
We can examine the force acting on the probe near the horizon by taking the derivative of the potential and expand that around the horizon,

\[
\frac{\partial V_{M2}}{\partial r} = \frac{1}{2} \rho_H^2 \sqrt{\rho_H (3\rho_H + 2q)/(\rho_H + q)} \frac{1}{\sqrt{\rho - \rho_H}} + O(1). \tag{A.14}
\]

As in the D3 case, the pull from the world volume part of the probe action wins out over the repulsion from WZ near the horizon. We also see that there is no local instability. This is related to the fact that the temperature of the system,

\[
\beta = \frac{4\pi}{3\rho_H + 2q}, \tag{A.15}
\]

never becomes zero.

The \((q, q, q, q)\) configuration. In this case, the probe action is independent of the angles that parametrize the directional cosines \(\mu_i\). The plot appears qualitatively the same as figure 3. The asymptotic structure is similar to the \((q, 0, 0, 0)\) case and we again have the instability for any \(\Phi > 0\). The derivative of the action near the horizon is

\[
\frac{\partial V_{M2}}{\partial r} = \frac{1}{2} \rho_H^2 \sqrt{(3\rho_H - q)(\rho_H + q)} \frac{1}{\sqrt{\rho - \rho_H}} + O(1). \tag{A.16}
\]

We see that in general the world volume pull dominates near the horizon, except when \(q = 3\rho_H\). At the critical value \(q = 3\rho_H\), the probe brane is locally unstable at the horizon and when the value of \(q\) exceeds the critical point, the action becomes ill-defined. This is related to the fact that the temperature of the system,

\[
\beta = \frac{4\pi \rho_H}{(3\rho_H - q)(\rho_H + q)}, \tag{A.17}
\]

becomes zero at \(q = 3\rho_H\) and beyond which the system is not defined.

A.2.3. The case with \(k = 1\). We are now going to summarize the results for the \(k = 1\) case. We present the results for the charge configurations \((q_1, q_2, q_3, q_4) = (q, 0, 0, 0)\) and \((q, q, q, q)\). One can also work out the cases with \((q, q, 0, 0)\) and \((q, q, q, 0)\) and one finds that they are similar to the behavior of \((q, 0, 0, 0)\) configuration.

The \((q, 0, 0, 0)\) configuration. As in the \(k = 0\) case, the probe action contains one of the three angles that parametrize the directional cosines \(\mu_i\), and we again set that angle to \(\pi/2\). One can plot the action with various parameters and find the similar results to figure 4.

The asymptotic behavior of the action can be seen in the expansions

\[
WV = \rho^3 + \frac{1}{2}(1 - \Phi^2)\rho + O(1) \quad \text{and} \quad WZ = \rho^3 + O(1). \tag{A.18}
\]

Therefore, we see that for \(\Phi > 1\), the probe tends to fly away if it tunnels through the potential barrier. When \(\Phi = 1\), the probe feels no force at the boundary of the background spacetime due to the exact cancellation between the pull from \(WV\) and the repulsion from \(WZ\).

The derivative of the potential expanded around the horizon is

\[
\frac{\partial V_{M2}}{\partial r} = \frac{1}{2} \rho_H^2 \sqrt{(3\rho_H^2 + 2q\rho_H + 1)/(\rho_H + q)} \frac{1}{\sqrt{\rho - \rho_H}} + O(1). \tag{A.19}
\]

We see that there is no local instability. This is related to the fact that the temperature of the system,

\[
\beta = \frac{4\pi \sqrt{\rho_H(\rho_H + q)}}{3\rho_H^2 + 2q\rho_H + 1}, \tag{A.20}
\]

never becomes zero.
The \((q, q, q, q)\) configuration. In this case, the probe action is independent of the angles that parametrize the directional cosines \(\mu_i\). The plot appears qualitatively the same as figure 5. The asymptotic structure is similar to the \((q, 0, 0, 0)\) case and we again have the instability for \(\Phi > 1\). The derivative of the action near the horizon is

\[
\frac{\partial V_M}{\partial r} = \frac{1}{2} (\rho_H + q) \sqrt{\left(3 \rho_H^4 + 8 q \rho_H^3 + 6 q^2 \rho_H^2 + \rho_H^2 - q^4\right) \rho_H} \frac{1}{\sqrt{\rho_H}} + O(1). \tag{A.21}
\]

We see that in general the world volume pull dominates near the horizon, except when \(q\) takes the critical value \(q_c\) that satisfies the equation

\[
3 \rho_H^4 + 8 q \rho_H^3 + 6 q^2 \rho_H^2 + \rho_H^2 - q^4 = 0.
\]

At the critical value, the probe brane is locally unstable at the horizon and when the value of \(q\) exceeds the critical point, the action becomes ill-defined. This is related to the fact that the temperature of the system,

\[
\beta = \frac{4 \pi \rho_H (\rho_H + q)^2}{3 \rho_H^4 + 8 q \rho_H^3 + 6 q^2 \rho_H^2 + \rho_H^2 - q^4}, \tag{A.22}
\]

becomes zero at \(q_c\) and beyond which the system is not defined.

A.3. Analysis of reduced action

In this section, we show that the previously observed brane fragmentation corresponds to the metastability of the four-dimensional black hole system by analyzing the reduced action. We note that the reduced action in a grand canonical ensemble always takes the form

\[
I_* = \beta \left( E - \sum_i e_i \Phi_i \right) - S, \tag{A.23}
\]

where \(E\) is the energy of the system, \(S\) is the entropy computed from the surface area of the black hole, \(e_i\) are the charges that satisfy Gauss’ law and \(\beta\) and \(\Phi_i\) are the thermodynamic input data imposed at the boundary. Therefore, rather than deriving the reduced action from scratch, we postulate

\[
E := \frac{1}{R^2} \left( 2 \rho_0 + k \sum_i q_i \right), \quad S := 4 \pi \left( \frac{\rho_H}{R} \right)^3 H(r_H)^{1/2}. \tag{A.24}
\]

where the parameters \(e_i, \rho_0\) and the function \(H\) are defined in the previous subsections. Extremized with respect to the parameters \(\rho_H\) and \(q_i\), the reduced action correctly reproduces the on-shell expressions for \(\beta\) and \(\Phi_i\). Moreover, the thermodynamic quantities derived from \(I_*\) satisfy the first law.

The stability of the system can be observed from the behavior of the action with respect to the parameters \(\rho_H\) and \(q_i\). One finds qualitatively the same plots as figure 6 for \(k = 0\) and figure 7 for \(k = 1\). Inspections similar to the D3 case show that the black hole systems become metastable at the critical values of the chemical potentials 0 and 1 for \(k = 0\) and \(k = 1\), respectively. The local stability can also be investigated from the reduced action. The results are summarized in figure 9. As stated in section 5, the local instability curves of the \((q, 0, 0, 0)\) configuration do not end at the same temperature and the precise values are listed in table 3. Apart from this, the AdS\(_4\) black hole phase diagram has a similar structure to the five-dimensional one in the \(T-\Phi\) parameter space. We remark that the phase diagram obtained in [9] is plotted in the space of \(\rho_H\) and \(q\), and shows a very different structure to the five-dimensional counterpart.
Appendix B. Spinning M5-branes

In this appendix, we carry out the analysis for spinning M5-branes, similar to the D3 case. The discussion closely parallels the main text.

B.1 Immersing charged AdS7 black holes in eleven dimensions

In [8], the immersion of the charged AdS7 black holes in 11 dimensions is also discussed. The black hole is a solution to the $\mathcal{N} = 4$ gauged supergravity in seven dimensions and the metric is given as [9]

$$ds^2 = -H^{-4/5}f \, dt^2 + H^{1/5}(f^{-1}d\rho^2 + \rho^2d\Omega_5^2),$$  \hspace{1cm} (B.1)

where $H := H_1H_2H_3 := 1 + q_i/\rho^2$, $f := k - (\rho_0/\rho)^4 + (\rho/R)^2H$, $\rho_0 = \rho_H[k + (\rho_H/R)^2H(\rho_H)]^{1/4}$, and $\rho_H$ satisfies $f(\rho_H) = 0$. We again concentrate on the cases with $k = 0$ and 1. The solutions to the scalar fields $X_i$ and the gauge fields $A_\mu^{(1)}$ are

$$X_i = H^{2/5}/H_i \quad \text{and} \quad A_\mu^{(1)} = -\frac{e_i}{\rho^2 + q_i}dt, \quad \text{with} \quad e_i := \sqrt{q_i(\rho^4 + kq_i)}. \hspace{1cm} (B.2)$$

We note that the expression for $e_i$ is valid for $k = 0$ and 1, and not for $k = -1$.

The $S^4$-reduction metric ansatz for 11-dimensional supergravity is given as

$$ds^2_{11} = \tilde{\Delta}^{1/3} \bar{ds}_5^2 + (R/2)^2\tilde{\Delta}^{-2/3} \left[ X_0^{-1}d\mu_0^2 + \sum_{i=1}^2 X_i^{-1}\left\{d\mu_i^2 + \mu_i^2(d\phi_i + (2/R)A_i^{(1)})^2\right\}\right], \hspace{1cm} (B.3)$$

where $X_0 := (X_1X_2)^{-2}$, $\mu_0^2 + \mu_1^2 + \mu_2^2 = 1$ and $\tilde{\Delta} := \sum_{a=0}^2 X_a^2\mu_a^2$. The part $\bar{ds}_5^2$ is where we would like the metric (B.1) to fit in as an 11-dimensional solution. We also have the ansatz for the 7-form field strength as

$$*F^{(4)} = (4/R) \sum_{a=0}^2 \left\{ X_a^2\mu_a^2 - \tilde{\Delta}X_a \right\}e^\gamma + (2/R)\tilde{\Delta}X_0e^\gamma + (R/4) \sum_{a=0}^2 (\#d\ln X_a \wedge d(\mu_a^2))$$

$$+ (R^2/8) \sum_i X_i^{-2}d(\mu_i^2) \wedge (d\phi_i + (2/R)A_i^{(1)}) \wedge \#F_7^{(1)}, \hspace{1cm} (B.4)$$

Figure 9. The instability curves of the cases with $(q, 0, 0, 0)$ and $(q, q, q, q)$ are plotted on the left and right diagrams, respectively. The thick solid and dashed curves represent the local stability thresholds, dotted curves are the Hawking–Page phase transition lines, the dash-dot lines are the local instability lines of the $k = 0$ cases and the thin solid lines are the metastability lines. The dash-dot lines both have zero intercepts. The thick solid curve and the dash-dot line merge at large value of $T$. 
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where \( \ast \) denotes the Hodge dual in the 11-dimensional metric, \( \epsilon^{(n)} \) is the volume form with respect to the metric \( ds^2 \), \( \bar{\ast} \) denotes the Hodge dual also with respect to the same seven-dimensional metric.

Plugging these ansatz into the equations of motion of the 11-dimensional supergravity, one obtains the seven-dimensional equations of motion. Equations (B.1) and (B.2) satisfy the latter equations of motion and indeed the seven-dimensional metric fits into the 11-dimensional metric (B.3) as desired. The 6-form field \( A^{(6)} \) that satisfies \( \ast F^{(4)} = dA^{(6)} \)

\[
A^{(6)} = \left( \frac{\rho}{R} \right)^6 \Delta - \sum_i \left( \frac{\rho_0^4 + k(-\rho_H^4 + q_i)}{R^4} \mu_i^2 \right) dt \wedge \epsilon^{(5)} + \frac{1}{2} \sum_i \left( \frac{e_i}{R^2} \right) \mu_i^2 \left( Rd\phi_i \wedge \epsilon^{(5)} \right) ,
\]

(B.5)

where \( \Delta := H^{3/5} \tilde{\Delta} \) and the volume form \( \epsilon^{(5)} \) is with respect to \( R^2 d\Omega_{\tilde{\Delta}}^2 \). We have included the constant \( (\rho_0^4 - k\rho_H^4)/R^4 \) which does not contribute to the 7-form \( \ast F^{(4)} \), but makes the value of the action at \( \rho = \rho_H \) zero. As for the D3 case, [8] explicitly demonstrates that the metric (B.3) with \( k = 0 \) arises as the near-horizon limit of the geometry generated by spinning M5-branes.

B.1. Probing the geometry of post-near-horizon limit

B.1.1. Probe action. We now want to probe the geometry described by the metric (B.3) with (B.1). We note that the solution has the inverse temperature \( \beta = 4\pi (H^{1/2}/f')|_{\rho=\rho_H} \) and the angular velocities of the horizon \( \Omega_{Hi} = -A_{i0}(\rho_H)/R \). We apply the coordinate transformation

\[
\phi_i \rightarrow \phi_i + \Omega_{Hi} t ,
\]

(B.6)

and move onto the co-rotating frame. This transformation has the only effect in the metric by the shift

\[
A_{i0} = \frac{e_i}{\rho_H^4 + q_i} - \frac{e_i}{\rho_H^4 + q_i},
\]

(B.7)

and we define the chemical potentials of the system by

\[
\Phi_i := A_{i0}(\infty)/R = \frac{1}{R} \frac{e_i}{\rho_H^4 + q_i},
\]

(B.8)

where we inserted the factor of \( R \) for the dimensional reason. The 6-form \( A^{(6)} \) now takes the new form

\[
A^{(6)} = \left( \frac{\rho}{R} \right)^6 \Delta + \sum_i \frac{1}{R^4} \left[ \frac{e_i^2}{\rho_H^4 + q_i} - \left( \rho_0^4 - k\rho_H + q_i \right) \right] \mu_i^2 dt \wedge \epsilon^{(5)} + \frac{1}{2} \sum_i \left( \frac{e_i}{R^2} \right) \mu_i^2 \left( Rd\phi_i \wedge \epsilon^{(5)} \right) ,
\]

(B.9)

In the following, we are going to analyze the probe immersed parallel to the horizon, very similar to the D3 case. The probe action has the form

\[
V_{MS} = WV - WZ ,
\]

(B.10)

where we omit the overall minus sign and also drop the volume factor, i.e., the integral of \( dt \wedge \epsilon^{(5)} \), and the tension of the brane. The first term \( WV \) represents the world volume part with respect to the induced metric \( G_{MS} \),

\[
WV := \sqrt{-\det G_{MS}} = \left( \frac{\rho}{R} \right)^5 \tilde{\Delta} \left( H^{1/5} f - H \tilde{\Delta}^{-1} \sum_i X_i^{-1} \mu_i^2 A_{i0} \right)^{1/2} ,
\]

(B.11)
and the second term $WZ$ represents the 6-form coupling of the probe and is given by the pullback of the 6-form $A^{6\mu}$ with respect to the immersion map
\[ WZ := \left( \frac{\rho}{R} \right)^6 \Delta + \sum_i \frac{1}{R^4} \left( \frac{e_i^2}{\rho_H^4 + q_i} - (\rho_H^4 + kq_i) \right) \mu_i^2. \] (B.12)

**B.1.2. The case with $k = 0$.** In this subsection, we are going to briefly summarize the results for the $k = 0$ case. We present the results for the charge configurations $(q_1, q_2) = (q, 0)$ and $(q, q)$. In the following analyses, we set $R = 1$ and measure the quantities in the units of $R$.

*The $(q, 0)$ configuration.* Let us parametrize the directional cosines as
\[ \mu_0 = \sin \theta, \quad \mu_1 = \cos \theta \sin \psi, \quad \text{and} \quad \mu_2 = \cos \theta \cos \psi. \] (B.13)

The action in this case contains both $\theta$ and $\psi$. It is easy to see that the potential is minimized when the angles are set to $\theta = 0$ and $\psi = \pi/2$ and we concentrate on these special angles. One can plot the potential with various parameters and find the similar results to figure 2.

The behavior of the action at asymptotically large $\rho$ can be seen in the expansions
\[ WV = \rho^6 - \frac{1}{4} \Phi^3 \rho^3 - \frac{1}{4} \Phi^4 \rho^2 + O(1), \quad \text{and} \quad WZ = \rho^6 + O(1). \] (B.14)

Therefore, we see that for any $\Phi > 0$, the probe tends to fly away if it tunnels through the potential barrier. When $\Phi = 0$, the probe feels no force at the boundary of the background spacetime due to the exact cancellation between the pull from $WV$ and the repulsion from $WZ$.

We can examine the force acting on the probe near the horizon by taking the derivative of the potential and expand that around the horizon,
\[ \frac{\partial V_{MS}}{\partial r} = \rho_H^5 \sqrt{\rho_H (3 \rho_H^4 + q) / 2 (\rho_H^4 + q)} \frac{1}{\sqrt{\rho - \rho_H}} + O(1). \] (B.15)

As in the D3 case, the pull from the world volume part of the probe action wins out over the repulsion from $WZ$ near the horizon. We also see that there is no local instability. This is related to the fact that the temperature of the system,
\[ \beta = \frac{2 \pi \rho_H \sqrt{\rho_H^4 + q}}{3 \rho_H^3 + q}. \] (B.16)

never becomes zero.

*The $(q, q)$ configuration.* In this case, the probe action depends on the angle $\theta$. One can easily verify that the potential is minimized when $\theta = 0$ and we concentrate on this special angle. The plot appears qualitatively the same as figure 3. The asymptotic structure is similar to the $(q, 0)$ case and we again have the instability for any $\Phi > 0$. The derivative of the potential near the horizon is
\[ \frac{\partial V_{MS}}{\partial r} = \rho_H \sqrt{\rho_H (3 \rho_H^4 - q) / (\rho_H^4 + q)} \frac{1}{\sqrt{\rho - \rho_H}} + O(1). \] (B.17)

We see that in general the world volume pull dominates near the horizon, except when $q = 3 \rho_H^4$. At the critical value $q = 3 \rho_H^4$, the probe brane is locally unstable at the horizon and when the value of $q$ exceeds the critical point, the action becomes ill-defined. This is related to the fact that the temperature of the system,
\[ \beta = \frac{2 \pi \rho_H^3}{3 \rho_H^4 - q}, \] (B.18)

becomes zero at $q = 3 \rho_H^4$ and beyond which the system is not defined.
B.1.3. The case with $k = 1$. We are now going to summarize the results for the $k = 1$ case. We present the results for the charge configurations $(q_1, q_2) = (q, 0)$ and $(q, q)$.

The $(q, 0)$ configuration. As in the $k = 0$ case, the probe action depends on the angles $\theta$ and $\psi$ defined in (B.13). The potential is minimized when $\theta = 0$ and $\psi = \pi/2$ and we concentrate on these special angles. One can plot the action with various parameters and find the similar results to figure 4.

The asymptotic behavior of the action can be seen in the expansions

$$W_{V} = \rho^6 + \frac{1}{2}(1 - \Phi^2)\rho^4 - \frac{1}{8}(1 - \Phi^2)^2 \rho^2 + O(1) \quad \text{and} \quad W_{Z} = \rho^6 + O(1).$$  (B.19)

Therefore, we see that for $\Phi > 1$, the probe tends to fly away if it tunnels through the potential barrier. When $\Phi = 1$, the probe feels no force at the boundary of the background spacetime due to the exact cancellation between the pull from $W_{V}$ and the repulsion from $W_{Z}$.

The derivative of the potential expanded around the horizon is

$$\frac{\partial V_{MS}}{\partial r} = \rho_H \sqrt{\rho_H(3\rho_H^4 + 2\rho_H^2 + q)}/2(\rho_H + q) \frac{1}{\sqrt{\rho - \rho_H}} + O(1).$$  (B.20)

We see that there is no local instability. This is related to the fact that the temperature of the system,

$$\beta = \frac{2\pi \rho_H \sqrt{\rho_H^2 + q}}{3\rho_H^4 + 2\rho_H^2 + q},$$  (B.21)

never becomes zero.

The $(q, q)$ configuration. In this case, the probe action depends on $\theta$. The potential is minimized when $\theta = 0$ and we concentrate on this angle. The plot appears qualitatively the same as figure 5. The asymptotic structure is similar to the $(q, 0)$ case and we again have the instability for $\Phi > 1$. The derivative of the potential near the horizon is

$$\frac{\partial V_{MS}}{\partial r} = \rho_H \sqrt{\rho_H(3\rho_H^8 + 2\rho_H^6 + 2q\rho_H^4 - q^2)}/2 \frac{1}{\sqrt{\rho - \rho_H}} + O(1).$$  (B.22)

We see that in general the world volume pull dominates near the horizon, except when $q$ takes the critical value $q_c$ that satisfies the equation $3\rho_H^8 + 2\rho_H^6 + 2q\rho_H^4 - q^2 = 0$. At the critical value, the probe brane is locally unstable at the horizon and when the value of $q$ exceeds the critical point, the action becomes ill-defined. This is related to the fact that the temperature of the system,

$$\beta = \frac{2\pi \rho_H^3 (\rho_H^4 + q)}{3\rho_H^8 + 2\rho_H^6 + 2q\rho_H^4 - q^2},$$  (B.23)

becomes zero at $q_c$ and beyond which the system is not defined.

B.2. Analysis of reduced action

In this section, we show that the previously observed brane fragmentation corresponds to the metastability of the seven-dimensional black hole system by analyzing the reduced action. As for the M2 case, we postulate

$$I = \beta \left( E - \sum_i e_i \Phi_i \right) - S.$$  (B.24)
Figure 10. The instability curves of the cases with \((q, 0)\) and \((q, q)\) are plotted on the left and right diagrams, respectively. The thick solid and dashed lines represent the local stability thresholds, dotted curves are the Hawking–Page phase transition lines, the dash-dot lines are the local instability lines of the \(k = 0\) cases and the thin solid lines are the metastability lines. The dash-dot lines both have zero intercepts. The thick solid curve and the dash-dot line merge at large value of \(T\).

where

\[
E := \frac{1}{R^5} \left( S \rho_0^4 + k \sum_i q_i \right), \quad S := \pi \left( \frac{\rho_H}{R} \right)^5 H(r_H)^{1/2},
\]

where the parameters \(e_i, \rho_0\) and the function \(H\) are defined in the previous subsections. Extremized with respect to the parameters \(\rho_H\) and \(q_i\), the reduced action correctly reproduces the on-shell expressions for \(\beta\) and \(\Phi_j\). Moreover, the thermodynamic quantities derived from \(I_e\) satisfy the first law.

The stability of the system can be observed from the behavior of the action with respect to the parameters \(\rho_H\) and \(q_i\). One finds qualitatively the same plots as figure 6 for \(k = 0\) and figure 7 for \(k = 1\). Inspections similar to the D3 case show that the black hole systems become metastable at the critical values of the chemical potentials 0 and 1 for \(k = 0\) and \(k = 1\), respectively. The local stability can also be investigated from the reduced action. The results are summarized in figure 10. As stated in section 5, the local instability curves of the \((q, 0)\) configuration do not end at the same temperature and the precise values are listed in table 3. Apart from this, the AdS\(_7\) black hole phase diagram has the similar structure to the five-dimensional one in the \(T-\Phi\) parameter space. We remark that the phase diagram obtained in [9] is plotted in the space of \(\rho_H\) and \(q\), and shows a very different structure to the five-dimensional counterpart.
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