Assessing the performance of MM/PBSA and MM/GBSA methods. 8. Predicting binding free energies and poses of protein–RNA complexes
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ABSTRACT

Molecular docking provides a computationally efficient way to predict the atomic structural details of protein–RNA interactions (PRI), but accurate prediction of the three-dimensional structures and binding affinities for PRI is still notoriously difficult, partly due to the unreliability of the existing scoring functions for PRI. MM/PBSA and MM/GBSA are more theoretically rigorous than most scoring functions for protein–RNA docking, but their prediction performance for protein–RNA systems remains unclear. Here, we systemically evaluated the capability of MM/PBSA and MM/GBSA to predict the binding affinities and recognize the near-native binding structures for protein–RNA systems with different solvent models and interior dielectric constants ($\varepsilon_{in}$). For predicting the binding affinities, the predictions given by MM/GBSA based on the minimized structures in explicit solvent and the GB$^G$rn1 model with $\varepsilon_{in} = 2$ yielded the highest correlation with the experimental data. Moreover, the MM/GBSA calculations based on the minimized structures in implicit solvent and the GB$^G$rn1 model distinguished the near-native binding structures within the top 10 decoys for 117 out of the 148 protein–RNA systems (79.1%). This performance is better than all docking scoring functions studied here. Therefore, the MM/GBSA rescoring is an efficient way to improve the prediction capability of scoring functions for protein–RNA systems.
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INTRODUCTION

In many biological processes, protein–RNA interactions play crucial roles, such as regulation of gene expression, RNA splicing, protein synthesis, etc. (Glisovic et al. 2008; Licatalosi et al. 2008; Wang et al. 2012). Some protein–RNA interactions are even involved in a number of diseases, ranging from neurological disorders to cancers (Lukong et al. 2008). In fact, RNA rarely acts alone, and most RNAs function only in complex with specific proteins (Dawson and Bujnicki 2016). Therefore, revealing the protein–RNA specific recognitions and binding patterns is quite significant for both understanding the important processes of life and designing new drugs (Zhang et al. 2017). Several experimental methods have been developed to determine RPIs (Anko and Neugebauer 2012; Campbell and Wickens 2015), such as ultraviolet crosslinking and immunoprecipitation (CLIP) (Ule et al. 2003), high-throughput sequencing of CLIP cDNA library (HITS-CLIP) (Licatalosi et al. 2008), photoactivatable-ribonucleoside-enhanced crosslinking and immunoprecipitation (PAR-CLIP) (Hafner et al. 2010), individual nucleotide resolution CLIP (iCLIP) (Konig et al. 2010), targets of RNA-binding protein identified by editing (TRIBE) (McMahon et al. 2016), covalent RNA marks (Lapointe et al. 2015), interactome capture (IC) (Castello et al. 2012), and serial RNA interactome capture (Ser IC) (Conrad et al. 2016), etc. By combining high-throughput experimental methods with cross-linking, next-generation sequencing, microarrays, and mass spectrometry, thousands of proteins interacting with RNAs have been simultaneously identified in human cells, where 30% of these had not been reported as RNA-binding proteins previously (Hafner et al. 2010; Baltz et al. 2012; Castello et al. 2012; Ray et al. 2013; Iwakiri et al. 2016). The
best way to uncover the underlying mechanisms of PRI is to analyze the atomic details of interactions based on the three-dimensional structures of protein–RNA complexes (Iwakiri et al. 2016). However, there is a clear underrepresentation of protein–RNA structures in the RCSB Protein Data Bank (PDB) because the experimental structural determination of protein–RNA complexes at high resolution is still challenging and much more difficult than that of the isolated components (Perez-Cano et al. 2017). By August 2017, the number of biological macromolecular structures reached up to 131,905 in PDB, but only 2028 are protein–RNA complexes. More specifically, 1556 protein–RNA complexes were solved by X-ray crystallography, 115 by nuclear magnetic resonance (NMR) spectroscopy, 351 by electron microscopy, and six by other methods.

As a promising tool that is complementary to experimental methods, the computational technique is urgently required to elucidate PRI at the atomic level (Puton et al. 2012; Tuszynska et al. 2014; Si et al. 2015; Iwakiri et al. 2016). In recent years, some protein–protein docking methods have been modified and adapted to deal with nucleic acid molecules as receptors and/or ligands (Puton et al. 2012). However, there are many different features between protein–RNA interfaces and protein–protein interfaces (Huang et al. 2013): (i) the atom packing of protein–RNA interfaces is looser than that of protein–protein interfaces; (ii) positively charged amino acids and negatively charged phosphate groups in RNA prefer to appear at protein–RNA interfaces (Perez-Cano et al. 2010); (iii) stacking interactions of the bases of nucleotides with aromatic rings of charged amino acids often occur at protein–RNA interfaces (Gupta and Gribskov 2011; Iwakiri et al. 2012; Li et al. 2012). These features of protein–RNA interfaces are largely responsible for the poor prediction capability for protein–RNA complexes by using protein–protein docking approaches.

To the best of our knowledge, only two standalone docking software packages, including NPDock (Tuszynska et al. 2015) and 3dRPC (Huang et al. 2013), have been developed specifically for predicting protein–RNA complexes. Similar to most docking protocols, a protein–RNA docking approach includes two steps: sampling and scoring (Zhang et al. 2017). Several approaches have been developed to solve the sampling issue, such as the information-driven method used in HADDOCK (Dominguez et al. 2003), the fast Fourier transformation (FFT) algorithm in GRAMM (Vakser and Aflalo 1994) and FTDock (Katchalski-Katzir et al. 1992), the distance geometry algorithm in DOCK (Kuntz et al. 1982), and the genetic algorithm in DARWIN (Taylor and Burnett 2000). However, there is no ideal scoring function developed specifically for protein–RNA scoring, where the scoring function is the real way to characterize the main difference between protein–protein interactions and protein–RNA interactions (Zhang et al. 2017). Thus, there is an urgent need to explore a reliable scoring function specific to protein–RNA docking. Up to now, several scoring methods have been developed for protein–RNA docking, such as the QUASI-RNP and DARS-RNP developed by Tuszynska and Bujnicki (2011), DECK-RP by Huang et al. (2013), ITScore-PR by Huang and Zou (2014), RpvEscore by Li (Zhang et al. 2017), and 3dRPC-Score by Xiao (Li et al. 2017), etc. Also, several other scoring methods originally developed for protein–protein docking were modified to adapt the systems involving RNA and DNA, such as the modified RosettaDock (Guilhot-Gaudeffroy et al. 2014) and the modified ZDOCK (Iwakiri et al. 2016). These scores have gained success in some protein–RNA systems. Kashyap (Kashyap et al. 2015) found that the moderate-affinity hydrogen bonding network between the nitrogen bases in the stem–loop RNA and a concave face on the RRM surface primarily mediate TAF15–RRM RNA interaction. Fan et al. (2017) found that the poly(A)-like sequence and sMLD of tmRNA are all involved in the protein–RNA interaction, through charged interaction and hydrogen bonds. However, the few reported docking algorithms for PRI show limited predictive capability, mainly due to incomplete sampling of the conformational space of both protein and RNA molecules, as well as the inaccuracy of the scoring function in identifying the correct docking models (Perez-Cano et al. 2017). As such, the reliability of their predictions may be compromised (Chen et al. 2004; Zheng et al. 2007; Perez-Cano et al. 2010; Setny and Zacharias 2011; Tuszynska and Bujnicki 2011; Walia et al. 2012). Fortunately, three protein–RNA docking benchmarks were published (Barik et al. 2012; Perez-Cano et al. 2012; Huang and Zou 2013), which provide an opportunity to evaluate and optimize the existing protein–RNA docking protocols more exhaustively and objectively, and finally construct a framework to develop new ones (Perez-Cano et al. 2017).

The protein–RNA interactions are difficult to be predicted or modeled because of two reasons: (i) the inherent flexibility of RNA molecules and (ii) the highly negatively charged RNA molecules (Guilhot-Gaudeffroy et al. 2014). Numerous studies highlighted the importance of electrostatic interactions between the positively charged amino acids of proteins and the negatively charged phosphate groups of RNA (Allers and Shamoo 2001; Ellis et al. 2007; Bahadur et al. 2008; Gupta and Gribskov 2011; Kondo and Westhof 2011; Iwakiri et al. 2012, 2013), which is one of the major challenges for developing a reliable scoring function to model the protein–RNA interactions. Due to the good performance of the molecular mechanics/Poisson Boltzmann surface area (MM/PBSA) and molecular mechanics/generalized Born surface area (MM/GBSA) methodologies in predicting protein–small molecule complexes and protein–protein complexes, these two approaches have become attractive to predicting protein–RNA complexes (Genheden and Ryde 2015). Our group has comprehensively evaluated the performance of MM/PBSA and MM/GBSA in predicting the binding affinities for extensive protein–small molecule data sets and protein–protein data sets and has examined their
reranking capability to recognize the near-native binding poses from the decoys generated by traditional molecular docking (Hou et al. 2011a,b; Xu et al. 2013; Sun et al. 2014a,b; Chen et al. 2016). However, up to now, no study has been done to evaluate the performance of MM/PBSA and MM/GBSA for protein–RNA systems based on extensive benchmarks. Hence, in this study, we evaluated the capability of MM/GBSA and MM/PBSA in predicting the binding affinities of 55 protein–RNA complexes. Then we investigated the ranking capability of MM/GBSA and MM/PBSA to identify the near-native structures from the protein–RNA decoys generated by the modified ZDOCK based on three protein–RNA complex benchmarks (Barik et al. 2012; Perez-Cano et al. 2012; Huang and Zou 2013). The conclusion of the MM/GBSA application from this study is valid only in the case when both protein and RNA structures have been experimentally solved but the complex structure or the binding free energy is unknown.

RESULTS AND DISCUSSION

Performance of the existing docking software in predicting binding affinities of protein–RNA interactions

Before investigating the performance of MM/GBSA and MM/PBSA in predicting protein–RNA interactions, we first tested the performance of three docking scores, DARS, QUASI, and DECK, to predict the binding affinities (pK_d) for the 55 protein–RNA complexes in data set I. As shown in Figure 1, all correlation coefficients between the docking scores and the observed pK_d are relatively low, where QUASI shows better prediction capability (r_p = −0.468 and r_s = −0.438) than DARS (r_p = −0.414 and r_s = −0.379) and DECK (r_p = −0.034 and r_s = 0.018). This is to say, the existing docking scores might not give reliable predictions for protein–RNA interactions, and we need to explore better scoring methods for the prediction of protein–RNA binding affinities. According to our previous experience in protein–small molecule and protein–protein predictions that MM/GB (PB)SA rescoring may improve the performance of traditional molecular docking calculations, therefore, MM/GBSA and MM/PBSA were used to predict the binding affinities of the protein–RNA complexes in data set I.

Investigating the MM/GBSA approach in predicting pK_d with the implicit solvent model

First, the 55 complexes in data set I were minimized in the implicit solvent model, and then their binding free energies were predicted by MM/GBSA. As shown in Figure 2, GB^{GBn1} exhibits the best prediction capability, and GB^{GBn2} shows the worst capability. The MM/GBSA predictions based on GB^{GBn1} and ε_{in} = 2 yield the best correlation between the predicted ∆G_{bind} and pK_d (r_p = −0.539 and r_s = −0.483). When ε_{in} was set to 2, the MM/GBSA predictions based on GB^{HCT}, GB^{OBC1}, and GB^{OBC2} exhibit similar prediction capability (r_p = −0.522 to −0.524), and those based on GB^{GBn2} still show the worst prediction capability (r_p = −0.248 and r_s = −0.109). The results reported in this study are different from those reported in our previous study for protein–protein systems, where the ∆G_s calculated from the GB^{OBC1} model with a low interior dielectric constant (ε_{in} = 1) show the best correlation with the experimental binding affinities (Hou et al. 2011a; Chen et al. 2016). What is noteworthy is that the GBn method is not recommended for systems involving nucleic acids according to the AMBER14 reference manual. However, in this study GBn is the best choice for the binding affinity predictions. One possible reason may be that this study focuses on the prediction of binding affinities based on crystal structures rather than MD trajectories.

Investigating the ε_{in} effects in predicting pK_d with the implicit solvent model

As shown in our previous studies, the MM/GBSA and MM/PBSA approaches are quite sensitive to ε_{in} for protein–small molecule systems and protein–protein systems (Dwyer et al. 2000; DeLano 2002; Kastritis and Bonvin 2013; Chen et al. 2016). But the phenomenon is not noticeable in protein–RNA systems. The MM/GBSA calculations with ε_{in} = 1 can

FIGURE 1. Correlation between docking scores (DECK, DARS, and QUASI) and experimental data (pK_d). r_p is Pearson correlation coefficient and r_s is Spearman ranking coefficient.
get the remarkable improved prediction capabilities compared with \( \varepsilon_{\text{in}} = 2, 4, \) or 6 in protein–protein systems. However, the scenario is quite different for protein–RNA systems with most GB models (GB\(^{HCT}\), GB\(^{OBC2}\), and GB\(^{GBn1}\)), where when \( \varepsilon_{\text{in}} \) is set to 1, 2, 4, and 8, the \( r_p \) range from −0.508 to −0.524 and the \( r_s \) range from −0.470 to −0.483, indicating that the protein–RNA systems are not quite sensitive to the change of the interior dielectric constant in most cases. Whereas there is an exception of the GB\(^{GBn2}\) model, the prediction accuracy is related to \( \varepsilon_{\text{in}} \) (Fig. 2). In summary, for the minimized structures with the ff14SB force field, the MM/GBSA calculations based on the GB\(^{GBn1}\) model with a relatively low interior dielectric constant (\( \varepsilon_{\text{in}} = 2 \)) can achieve the best predictions (\( r_p = −0.539 \) and \( r_s = −0.483 \), Fig. 2).

Improving the performance of MM/GBSA with the explicit solvent model

To study the influence of solvent models on \( \Delta G_s \) calculations, we also calculated the \( \Delta G_s \) based on the minimized structures with the TIP3P explicit solvent model. As shown in Figure 3, the \( \Delta G_s \) calculated by MM/GBSA based on GB\(^{GBn1}\) and \( \varepsilon_{\text{in}} = 2 \) yield the best correlation with the experimental data (\( r_p = −0.557 \) and \( r_s = −0.519 \), Fig. 3). On the whole, the prediction accuracy of MM/GBSA based on the structures minimized with explicit solvent is better than that based on the structures minimized with implicit solvent. Especially, the \( r_p \) based on the minimized structures with the explicit water model are −0.423, −0.518, −0.537, and −0.542 for \( \varepsilon_{\text{in}} = 1, 2, 4, \) and 8, respectively, using the GB\(^{GBn2}\) model, which are significantly improved in comparison with those estimated using the implicit water model (0.172, −0.247, −0.467, and −0.508 for \( \varepsilon_{\text{in}} = 1, 2, 4, \) and 8, respectively). Taken together, our results suggest that minimizations in explicit water are necessary to improve the prediction capability of MM/GBSA for protein–RNA systems. The predictions given by MM/GBSA based on the GB\(^{GBn1}\) model with \( \varepsilon_{\text{in}} = 2 \) can yield the best correlation between the predicted binding free energies and the experimental data (\( r_p = −0.557 \) and \( r_s = −0.519 \)), and they are also better than those given by MM/PBSA (\( r_p = −0.501 \), see below) and a number of empirical scoring functions used in protein–RNA docking (\( r_p = −0.468 \)).
Investigating the effect of MD simulation on the performance of MM/GBSA

To take the conformation fluctuation into account, we then ran 1 nsec MD simulations for all the complexes using two types of solvent models (TIP3P explicit solvent and GB implicit solvent) and calculated the $\Delta G$s based on the MD trajectories. As shown in Figure 4, for implicit solvent, the predictions of MM/GBSA based on the 1 nsec MD trajectories are very good, with the $r_p$s of GB$^{HCT}$, GB$^{OB1}$, GB$^{OB2}$, and GB$^{GB1}$ ranging from $-0.508$ to $-0.555$ and $r_s = -0.497$ to $-0.515$.

As shown in Figure 4, for MM/GBSA, the GB$^{GB1}$ model with $\varepsilon_{in} = 8$ can achieve the best predictions ($r_p = -0.578$ and $r_s = -0.568$). On the whole, the prediction based on the 1 nsec MD trajectories in explicit solvent is better than those based on the implicit solvent model. The results show that compared with the minimized structures, short MD simulations (1 nsec) in the TIP3P explicit solvent can slightly improve the prediction accuracy (as shown in Fig. 4). However, considering the high computational cost, MD simulations may not be the best choice for most protein–RNA systems, which typically have 100,000+ atoms in TIP3P water boxes.

Performance of MM/PBSA in predicting pK$_a$s

Besides MM/GBSA, we have also examined the predicting accuracy of MM/PBSA. As shown in Figure 5, based on the minimized structures, the $r_p$s ranged from $-0.04$ to $-0.43$, whereas the prediction accuracy of MM/PBSA can be dramatically improved based on the 1 nsec MD trajectories ($r_p = -0.24$ to $-0.50$ and $r_s = -0.29$ to $-0.50$), indicating that MM/PBSA, a physically more rigorous model, is more sensitive to the conformation samplings of the binding poses. This observation is consistent with our previous studies on protein–small molecule systems (Chen et al. 2016). Taking all the results into account, MM/PBSA performs much worse than MM/GBSA, and even worse than some docking scoring functions. Thus, MM/PBSA is not recommended to predict the binding free energies for protein–RNA systems. Again, this observation is also consistent with our previous study (Hou et al. 2011b; Chen et al. 2016).

Performance of docking software in identifying the near-native structures

In protein–RNA docking, RNAs are usually considered as ligands, and a decoy structure will be considered as a near-
native structure if the RMSD between the docked RNA and the crystallized RNA is less than a threshold. However, up to now, there is no unified criterion for the selection of a RMSD threshold. A threshold of 10 Å was used in Iwakiri’s study (Iwakiri et al. 2016), while a threshold of 5 Å was used in Puton’s study (Puton et al. 2012). Hence, we first evaluated the effect of the threshold values on the success rates of protein–RNA docking. ZDOCK_M was used to generate the rigid-body docking decoys for the protein–RNA complexes with the bound-state structures as the reference coordinates. Here, we investigated three thresholds of RMSD values (3 Å, 5 Å, and 10 Å). The calculated success rates for each threshold value are illustrated in Figure 6.

When 3 Å was used as the threshold, we found that ZDOCK_M was able to produce near-native structures 77%, 82%, and 78% of protein–RNA complexes collected in the Barik benchmark, Huang benchmark, and Perez benchmark, respectively (Barik et al. 2012; Perez-Cano et al. 2012; Huang and Zou 2013). The success rates could reach up to 93%, 96%, and 91%, when 5 Å was used as the threshold, and 98%, 97%, and 96% with 10 Å as a threshold for the three above-mentioned data sets sequentially. Hence, we chose 5 Å as the threshold because of the reasonable success rate.

Figure 7 illustrates the performance of the four docking scores (ZDOCK_M, 3dRPC, DARS, and QUASI) evaluated by the three benchmarks. For the Barik benchmark, the success rates of ZDOCK_M for the top1, top10, and top100 predicted decoys are 54.6%, 70.4%, and 84.0%, respectively. In contrast, the success rates for DARS decrease to 31.8%, 50.0%, and 65.9% for the top1, top10, and top100 predicted decoys, respectively. And a similar result was obtained for the QUASI scoring function: 29.5% for top1, 43.1% for top10, and 70.4% for top100. It should be noted that 3dRPC performs the worst in the four docking scores. Moreover, ZDOCK_M performs the best among the four docking scores for the other two benchmarks (Huang benchmark and Perez benchmark). In summary, counting the average numbers of the near-native structures found within the top10 predicted structures (decoys), the hits generated by ZDOCK_M were almost 1.5 – 1.9 times more than those generated by 3dRPC, DARS, and QUASI for the Barik benchmark, 1.6 – 3.0 times more for the Huang benchmark and 1.6–2.0 times more for the Perez benchmark. Therefore, ZDOCK_M is the best docking score in recognizing the near-native structures for protein–RNA systems.

As mentioned above, there is no widely established criterion to define a success rate. Thus, before comparing the success rates of different scoring functions, we have to define a ranking level. However, this is not an easy thing because different criterions may lead to very different results. For example, compared to the Barik benchmark, in terms of the top1 level, DARS is better than QUASI (the success rate is 31.8% for DARS and 29.5% for QUASI). While in terms of the top15 level, the success rate of DARS is the same as that of QUASI (50.0%). However, in terms of the top18 level, DARS is worse than QUASI, where the success rate is 50.0% for DARS and 52.2% for QUASI. Therefore, a comprehensive index is necessary to characterize the overall performance of the scoring functions. Here, the area under the success rate curve (ASC) was used as an index to evaluate the performance of docking scores and other rescoring results (i.e., MM/GB[PB]SA). The larger the value of ASC, the better the ranking capability of a scoring function. Taking the Barik data set (Fig. 7A) as an example, the ASC values for ZDOCK_M, 3dRPC, DARS, and QUASI are 3148, 2890, 3008, and 2950, respectively. Hence, the order of the overall performance is ZDOCK_M > DARS > QUASI > 3dRPC.

**Capability of MM/GBSA in recognizing the correct protein–RNA binding poses**

As shown above, MM/GBSA has an outstanding prediction capability in predicting the binding affinities for protein–RNA systems, implying that MM/GBSA may have great potential to identify the correct binding structures from the decoys generated by protein–RNA docking. Therefore, we
examined the reranking capability of MM/GBSA using the three benchmarks. For each protein–RNA complex, the top100 structures ranked by the ZDOCK_M scores were minimized in an implicit solvent model (GBOB1) and an explicit solvent model, and were rescored by MM/GBSA. The reranking capabilities of MM/GBSA with four different interior dielectric constants (1, 2, 4, and 8) were compared. The calculated ASCs of MM/GBSA are shown in Figure 8.

The prediction accuracy of the MM/GBSA calculations based on the minimized structures in the implicit water model could be improved with lower $\varepsilon_{\text{in}}$. When $\varepsilon_{\text{in}}$ was set to 1, MM/GBSA yielded the best ranking capability among the four dielectric constants ($\varepsilon_{\text{in}} = 1, 2, 4, \text{ and } 8$), no matter which GB model was used in MM/GBSA. Among the five GB models, the GBGBn1 model exhibits the best ranking capability, where the ASC is 81.6 for the Barik benchmark, 87.9 for the Huang benchmark, and 84.8 for the Perez benchmark. On the contrary, based on the minimized structures in the explicit water model, the prediction accuracy of MM/GBSA could be improved with a higher $\varepsilon_{\text{in}}$. When $\varepsilon_{\text{in}}$ was set to 8, MM/GBSA yields a better ranking capability, where the ASC is 76.6 for the Barik benchmark, 81.6 for...
Through comparing the results based on implicit and explicit water models, we reach a conclusion that the explicit water model is not quite necessary to improve the reranking capability of MM/GBSA.

After removing the redundant crystal structures collected by the three benchmarks, we generated a database with 148 protein–RNA complexes. The comparison of ZDOCK_M, 3dRPC, NPDock (DARS and QUASI), and MM/GBSA (GBGBn1 model) is shown in Figure 9. In terms of the top1 level and the top10 level, the success rates of ZDOCK_M are 57.4% and 72.3%, respectively, which are better than those of DARS (29.0% and 45.2%), QUASI (21.0% and 39.9%), and 3dRPC (12.2% and 30.4%). It is exciting to observe that MM/GBSA can further improve the performance of distinguishing the near-native binding structures from the decoys based on the ZDOCK_M scores. For the 148 protein–RNA complexes, when \( \epsilon_{in} \) is set to 1, the success rates of the GBGBn1 model are 61.4% at the top1 level and 79.1% at the top10 level. When \( \epsilon_{in} \) is set to 2, the success rates of GBGBn1 are 54.7% at the top1 level and 75.6% at the top10 level. However, for relatively high interior dielectric constants (\( \epsilon_{in} = 4 \) or 8), the reranking capability of MM/GBSA is worse than that of ZDOCK_M, where the success rates at \( \epsilon_{in} = 4 \) are 45.9% and 70.3% and the success rates at \( \epsilon_{in} = 8 \) are 43.2% and 65.6%. In conclusion, MM/GBSA based on the GBGBn1 model with \( \epsilon_{in} = 1 \) achieves the best reranking capability (top1: 61.4% and top10: 79.1%), and can be used for rescoring the binding poses generated by ZDOCK_M.

**Performance of MM/PBSA in poses reranking**

The reranking capability was also tested for MM/PBSA, and the corresponding ASCs are shown in Figure 10. The best ASC comes from the minimized structures in implicit water with \( \epsilon_{in} = 8 \), but the ASCs are only 70.08, 70.76, and 73.24 for the Barik, Huang, and Perez benchmarks, respectively. Therefore, MM/PBSA is worse in reranking the docking poses, and this result is consistent with our previous conclusions on protein-small molecule systems and protein–protein systems (Sun et al. 2014b; Chen et al. 2016).

**Conclusion**

In this study, we examined the capability of MM/PBSA and MM/GBSA in predicting the binding free energies and identifying the correct binding poses for protein–RNA complexes. Our conclusions are as follows:

1. We evaluated the performance of MM/GBSA and MM/PBSA to predict the binding free energies of 55 protein–RNA complexes. The best predictions come from MM/GBSA calculated by the GBGBn1 model with \( \epsilon_{in} = 8 \) based on 1 nsec MD trajectories in the TIP3P explicit solvent (\( r_p = -0.578 \) and \( r_s = -0.568 \)).

2. As to the binding affinity prediction for protein–RNA complexes, considering the balance of computational cost and prediction accuracy, the computational protocol of simple minimization of binding poses in explicit solvent using the ff14SB force field, and calculating the binding free energies using the GBGBn1 model with \( \epsilon_{in} = 2 \) yields a satisfactory correlation (\( r_p = -0.557 \)) between the predicted and measured binding affinities, which is better than MM/PBSA (\( r_p = -0.510 \)) and a
number of empirical scoring functions used in protein–RNA docking ($r_p = -0.468$).

3. For identifying the near-native binding structures of protein–RNA complexes, MM/GBSA calculated by the GB$^8$Sn1 model with $\epsilon_{in} = 1$ based on minimized structures in implicit solvent can improve the ranking capability of the near-native structures from the decoys given by ZDOCK_M. Taking the success rate of top1 as the criterion, the successful rate for MM/GBSA, 79.1%, is superior to those for ZDOCK_M (72.3%), DARS of NPDock (45.2%), QUASI of NPDock (39.9%), and 3dRPC (30.4%), suggesting that MM/GBSA is a powerful scoring function for protein–RNA docking studies.

**MATERIALS AND METHODS**

**Benchmark data sets**

The benchmark data set (data set I) was collected from PDBbind (http://pdbbind.org/) (Liu et al. 2017), where three criteria were used in searching: (i) Entries must be "Protein-Nucleic Acid Complexes," (ii) the protein name field must be "Protein," and (iii) the ligand name field must be "RNA." The search result list contains 67 protein–RNA complexes with crystallographic structures and experimental binding affinities ($K_d/K_i$). Generally, the structure of a protein–RNA complex is not suitable for docking if its binding interface is formed by multiple separate chains (Huang and Zou 2014). Specifically, we empirically allowed for no more than two chains in a protein or RNA to ensure the interpretability of results provided by docking or MM/GBSA calculations. Finally, after carefully examining the original experimental data, such as counting the number of chains in the downloaded PDB files and reviewing the experimental binding affinities reported by the original papers, only 55 out of the 67 protein–RNA complexes were used in this study (Supplemental Table S1). Within this data set, the complex of the ribosomal protein tthl1 and 80 nt 23s RNA (PDB entry: 3U4M) has the lowest binding affinity ($K_d = 2.14 \times 10^{-12}$ mol/L), and the Ndb RRM–UCUU complex (PDB entry: 2L41) has the lowest binding affinity ($K_d = 7.63 \times 10^{-4}$ mol/L). The experimental binding affinities cover an extremely broad range of nine orders of magnitude.

The decoy data set (data set II) was obtained from three existing protein–RNA rigid docking (data set I and data set II, the crystal structure was downloaded from the RCSB Protein Data Bank, and MSE residues were converted into MET, HIS residues were converted into HID, HIE, or HIP according to their protonated states, CYS residues involved in disulfide bonds according to PDB files were converted into CYX, small molecules were removed, a "TER" label was added to the location of missing residues in order to satisfy the requirement of the AMBER software (Case et al. 2005). The protonation states of residues were determined using the H++ web server (http://biophysics.ccs.vt.edu/).

Each protein–RNA complex was prepared by the leAP module in Amber14. The fli4SB force field was used for the proteins and RNAs (Maier et al. 2015). Each system was immersed in a TIP3P (Price and Brooks 2004) water box with 8 Å out of the solute in each direction. Counterions, Na$^+$ or Cl$^-$, were added to neutralize the unbalanced charges. Following the routine steps of minimization in the AMBER program, each system was then minimized by three steps: First, all the heavy atoms in the backbone of the protein were restrained with an elastic constant of 50 kcal-mol$^{-1}$-Å$^{-2}$ (2000 cycles of steepest descent and 3000 cycles of conjugate gradient minimizations); next, the elastic constant was weakened to 10 kcal-mol$^{-1}$-Å$^{-2}$ (2000 cycles of steepest descent and 3000 cycles of conjugate gradient minimizations); finally, the whole system was minimized for 5000 steps without any restraint (2000 cycles of steepest descent and 3000 cycles of conjugate gradient minimizations). The cutoff for calculating the short-range interactions (electrostatic and van der Waals interactions) was set to 8 Å, and the particle mesh Ewald (PME) algorithm was used to handle the long-range electrostatic interactions (Darden et al. 1993).
Moreover, in order to investigate the impact of implicit and explicit solvent models on the performance of MM/GBSA and MM/PBSA for protein–RNA systems, each complex was prepared in vacuo and minimized with the modified GB model developed by Onufriev et al. (2000) for 5000 steps without any restraint (2000 cycles of steepest descent and 3000 cycles of conjugate gradient minimizations).

**Molecular dynamics (MD) simulations**

Each system was gradually heated from 0 to 300 K during a period of 50 ps in the NVT ensemble. Then, 1 nsec equilibration simulation was performed in the NTP ($T = 300$ K and $P = 1$ atm) ensemble. In the MD simulation process, the SHAKE algorithm was used to constrain all of the covalent bonds involving hydrogen atoms (Ryckaert et al. 1977), and the time step was set to 2 fs. The snapshots were collected at an interval of 10 ps. Finally, 100 frames were used for the following MM/PBSA and MM/GBSA calculations.

**MM/PBSA and MM/GBSA calculations**

For each system, the binding free energy was calculated by the MM/PBSA and MM/GBSA approaches based on the final structure derived from the minimization stage or the 100 snapshots extracted from the 1 nsec MD trajectory (Equations 1 to 4).

$$
\Delta G_{\text{bind}} = G_{\text{com}} - (G_{\text{Protein}} + G_{\text{RNA}}),
$$

$$
\Delta G_{\text{bind}} = \Delta H - T\Delta S \approx \Delta G_{\text{MM}} + \Delta G_{\text{vdw}} - T\Delta S,
$$

$$
\Delta E_{\text{MM}} = \Delta E_{\text{int}} + \Delta E_{\text{elec}} + \Delta E_{\text{vdw}},
$$

$$
\Delta G_{\text{vdw}} = \Delta G_{\text{GB/GM}} + \Delta G_{\text{SA}},
$$

where $\Delta G_{\text{bind}}$ represents the total binding free energy, and it can be decomposed into three terms: gas-phase interaction energy ($\Delta G_{\text{MM}}$), which contains electrostatic ($\Delta E_{\text{elec}}$) and van der Waals ($\Delta E_{\text{int}}$) interactions, desolvation energy ($\Delta G_{\text{vdw}}$), which contains polar ($\Delta G_{\text{GB/GM}}$) and nonpolar ($\Delta G_{\text{SA}}$) parts, and the change of the conformational entropy ($-T\Delta S$), which was not considered due to the high computational cost and low prediction accuracy (Muzioli et al. 2011; Xu et al. 2012, 2013; Sun et al. 2014b). In the MM/PBSA calculations, the atomic radii optimized by Tan and Luo were used (Tan et al. 2006), where the grid size was set to 0.5 Å. The partial charges of proteins and RNAs used in the PB calculations were taken from the force field parameters. In the MM/GBSA calculations, five GB models were used to estimate the polar part of desolvation ($\Delta G_{\text{GB}}$), including the GB model developed by Hawkins and coworkers (GB$^{\text{HCT}}$) (Hawkins et al. 1996), two modified GB models developed by Onufriev and coworkers (referred to as GB$^{\text{OBC1}}$ and GB$^{\text{OBC2}}$) (Onufriev et al. 2000), and two modified GB models developed by Roe and coworkers (referred to as GB$^{\text{GBa1}}$ and GB$^{\text{GBa2}}$) (Roe et al. 2007; Nguyen et al. 2013). In order to evaluate the impact of the dielectric constant on the performance of MM/GBSA and MM/PBSA, four interior dielectric constants, 1, 2, 4, or 8, were used for both the MM/GBSA and MM/PBSA calculations. The nonpolar part of the solvation energy ($\Delta G_{\text{SA}}$) was estimated by using the LCPO algorithm: $\Delta G_{\text{SA}} = \gamma \Delta A + b$ (Weiser et al. 1999), where $\gamma$ and $b$ were set to 0.0072 and 0, respectively. In this study, we assumed that the conformational entropies of the subunits did not have remarkable differences in different complex structures for each protein–RNA system.

**Estimation methods**

For data set I, Pearson correlation coefficient ($r_p$) was used to evaluate the linear correlation between $\Delta G_{\text{bind}}$ and $K_d$, and Spearman ranking coefficient ($r_s$) was used to evaluate the capability of MM/GBSA or MM/PBSA to rank $K_d$ (Chen et al. 2016). For data set II, success rate was used to evaluate the reranking efficiency of MM/GBSA, i.e., the proportion of the success case, determined by the number of near-native structures that could be found in the top $N$ predictions (Chen et al. 2016).

**SUPPLEMENTAL MATERIAL**

Supplemental material is available for this article.
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