EIGENSHEMES OF TERNARY TENSORS
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Abstract. We study projective schemes arising from eigenvectors of tensors, called eigenschemes. After some general results, we give a birational description of the variety parametrizing eigenschemes of general ternary symmetric tensors and we compute its dimension. Moreover, we characterize the locus of triples of homogeneous polynomials defining the eigenscheme of a ternary symmetric tensor. Our results allow us to implement algorithms to check whether a given set of points is the eigenscheme of a symmetric tensor, and to reconstruct the tensor. Finally, we give a geometric characterization of all reduced zero-dimensional eigenschemes. The techniques we use rely both on classical and modern complex projective algebraic geometry.

1. Introduction

Tensors are natural generalizations of matrices in higher dimension. Just as matrices are crucial in linear algebra, tensors play the same role in multilinear algebra, and find applications in several branches of mathematics, as well as many applied sciences. And, just as for matrices, it is possible to give a notion of eigenvectors and eigenvalues for tensors, as introduced independently in 2005 by Lim [15] and Qi [22]. As we shall soon see, when dealing with eigenvectors it is not restrictive to focus on partially symmetric tensors. In this paper, a partially symmetric tensor is an element of $\text{Sym}^{d-1} \mathbb{C}^{n+1} \otimes \mathbb{C}^{n+1}$.

Let $T$ be a partially symmetric tensor. If we choose a basis for $\mathbb{C}^{n+1}$, then we can identify $T$ with a tuple of homogeneous polynomials $(g_0, \ldots, g_n)$. An eigenvector of $T$ is a vector $v$ such that

$$(g_0(v), \ldots, g_n(v)) = \lambda v$$

for some constant $\lambda$. Such vectors are called $E$-eigenvectors in [23, Section 2.2.1]. Since property (1) is preserved under scalar multiplication, it is natural to consider the rational map $T : \mathbb{P}^n \dashrightarrow \mathbb{P}^n$ defined by $T(P) = (g_0(P) : \ldots : g_n(P))$ and regard eigenvectors as points in $\mathbb{P}^n$; hence the name eigenpoints instead of eigenvectors. In the symmetric case we define the eigenpoints of a homogeneous polynomial $f$ as the fixed points of the polar map, or equivalently the eigenpoints of the partially symmetric tensor $\nabla f = (\partial_0 f, \ldots, \partial_n f)$.

Tensor eigenpoints appear naturally in optimization. As an example, consider the problem of maximizing a polynomial function $f$ over the unit sphere in $\mathbb{R}^{n+1}$. Eigenvectors of the symmetric tensor $f$ are critical points of this optimization problem. Another interesting framework in which eigenvectors of symmetric tensors arise is the variational context: by Lim’s Variational Principle [15], given a symmetric tensor $f$, the critical rank one symmetric tensors for $f$ are exactly of the form $v^d$, where $v$ is an eigenvector of $f$. This has applications in low-rank approximation of tensors (see [21]) as well as maximum likelihood estimation in algebraic statistics. Finally, in [18] Oeding and Ottaviani employ eigenvectors of tensors to produce an algorithm to compute Waring decompositions of homogeneous polynomials.

Remark 1.1. The property of being an eigenvector is invariant under the action of the group $\text{SO}_{n+1}(\mathbb{R})$ of orthogonal transformations, as proven in [23, Theorem 2.20]. However, it is important
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to stress that it is not invariant under linear transformations. For this reason, when we speak of “the eigenscheme of a tensor $T$” we are abusing terminology. In order to avoid ambiguities, we choose once and for all a basis $\{v_0, \ldots, v_n\}$ of $\mathbb{C}^{n+1}$ such that $v_0, \ldots, v_n$ are real vectors and they are orthonormal with respect to the Euclidean scalar product in $\mathbb{R}^{n+1}$. With this choice we identify the space $\text{Sym}^d \mathbb{C}^{n+1}$ of symmetric tensors with the space $\mathbb{C}[x_0, \ldots, x_n]_d$ of degree $d$ homogeneous polynomials.

In the same way we identify the space $\text{Sym}^{d-1} \mathbb{C}^{n+1} \otimes \mathbb{C}^{n+1}$ with the space $(\text{Sym}^{d-1} \mathbb{C}^{n+1})^{\otimes(n+1)}$. In order to remember this important choice, we always think of partially symmetric tensors as tuples of polynomials. Once the basis is chosen, we can safely compute eigenvectors as in (1).

Because of their many real-life applications, and since they are not linear invariant, one might argue that the right setting to study eigenvectors is affine Euclidean geometry over the real numbers. Nevertheless, we will study them through the lenses of complex projective geometry. One of the reasons is that being an eigenpoint of a tensor is an algebraic condition, described by the vanishing of minors of suitable matrices.

**Definition 1.2.** Let $T = (g_0, \ldots, g_n)$ be a partially symmetric tensor. The *eigenscheme* of $T$ is the closed subscheme $E(T) \subseteq \mathbb{P}^n$ defined by the $2 \times 2$ minors of

$$
\begin{pmatrix}
  x_0 & x_1 & \ldots & x_n \\
  g_0 & g_1 & \ldots & g_n
\end{pmatrix}.
$$

When $T$ is symmetric, that is, a homogeneous polynomial $f$, we have $g_i = \partial_i f$ and we denote its eigenscheme by $E(f)$.

**Remark 1.3.** It is possible to define the eigenscheme of a tensor which is not partially symmetric, as in [5, Definition 1.1] or in [3, Section 1]. However, with the choice of a basis described in Remark 1.1, it is apparent from the definition that for every tensor $T$ there exists a partially symmetric tensor $T'$ such that $E(T') = E(T)$. For this reason, it is not restrictive to consider partially symmetric tensors. When we discuss properties of elements in $(\mathbb{C}^{n+1})^\otimes d$, it is understood that the basis is chosen.

Eigenpoints have also connections to dynamical systems. If we call $T : \mathbb{P}^n \dashrightarrow \mathbb{P}^n$ the rational map defined by $T(P) = (g_0(P) : \ldots : g_n(P))$, then $P$ is an eigenpoint if and only if either $P$ is a fixed point for $T$ or $T$ is not defined at $P$. In order to make this distinction precise, we will use the notion of regular eigenscheme, introduced in [6, Definition 2.3] by Çelik, Galuppi, Kulkarni and Sorea (see Definition 2.1).

The basic questions about eigenschemes concern their dimension, their degree and, in the zero-dimensional case, their configuration. The case $d = 2$ of matrices is discussed by Abo, Eklund, Kahle and Peterson in [2]. Other partial results are proved by Abo, Seigal and Sturmfels in [3]. The eigenscheme of a general symmetric tensor of format $3 \times 3 \times \ldots \times 3$ is zero-dimensional, and its degree $d^2 - d + 1$ was first computed in [13] by Kuznetsov and Kohlshevnikov. It is particularly interesting to look at tensors with unusual or pathological properties, such as having eigenpoints with higher multiplicity, or a higher dimensional eigenscheme. This was addressed in [3, Section 4] and in [1].

For the convenience of the reader, we present here the structure of the paper and we summarize our main contributions. In Section 2, we use basic algebraic geometry to gain some knowledge on the general geometry of eigenschemes. For a general tensor, we give a sharp bound on the number of eigenpoints which can lie on a linear space (Proposition 2.6) and we describe an infinite family of polynomials with a positive-dimensional regular eigenscheme (Proposition 2.12). Section 3 focuses on ternary forms. The following theorem collects the results from Proposition 3.6 and Corollary 3.8.

**Theorem A.** Let $f, g \in \mathbb{C}[x_0, x_1, x_2]_d$ be general homogeneous polynomials and let $q = x_0^2 + x_1^2 + x_2^2$ be the isotropic conic. Then $E(f) = E(g)$ if and only if $g = \lambda f + \mu q^k$ for some $\lambda \in \mathbb{C}^*$ and $\mu \in \mathbb{C}$.
Moreover, the variety parametrizing zero-dimensional eigenschemes of ternary forms is rational and has dimension

\[
\begin{cases}
\binom{d+2}{2} - 1 & \text{if } d \text{ is odd} \\
\binom{d+2}{2} - 2 & \text{if } d \text{ is even}.
\end{cases}
\]

Here we find a discrepancy with [3, Theorem 5.5]. In Theorem 3.11, we characterize which tuples of generators arise from Definition 1.2. The precise statement is the following.

**Theorem B.** The subset of \((\mathbb{C}[x_0, x_1, x_2]^d)^{\otimes 3}\) parametrizing determinantal bases of ideals of eigenschemes of ternary forms is a linear subspace defined by

\[x_0f_0 - x_1f_1 + x_2f_2 = \partial_0f_0 - \partial_1f_1 + \partial_2f_2 = 0.\]

It turns out that the topic of eigenschemes is directly related to some beautiful classical results due to Bateman and Laguerre, and we explore this connection in Sections 4 and 5. Roughly speaking, the generators of the ideal of the eigenscheme of a ternary form define a rational map \(\mathbb{P}^2 \rightarrow \mathbb{P}^2\). By employing both classical and modern techniques, we are able to characterize the fibers of such maps and as a consequence we deduce the possible configurations of eigenschemes in any degree.

**Theorem C.** Let \(d \geq 3\). A set \(Z \subseteq \mathbb{P}^2\) of \(d^2 - d + 1\) points is the eigenscheme of a tensor in \((\mathbb{C}^3)^{\otimes d}\) if and only if

1. \(\dim I_Z(d) = 3\),
2. \(Z\) contains no \(d + 1\) collinear points, and
3. for every \(k \in \{2, \ldots, d - 1\}\), no \(kd\) points of \(Z\) lie on a degree \(k\) curve.

This is shown in Theorems 5.5 and 6.4 and generalizes [19, Proposition 2.1] and [3, Theorem 5.1]. One of the ingredients is the numerical character of a set of points in \(\mathbb{P}^2\), introduced by Gruson and Peskine.

In this work it was useful to make experiments with the software Macaulay2, freely available at [www.math.uiuc.edu/Macaulay2](http://www.math.uiuc.edu/Macaulay2).

\begin{equation}
2. \text{Basic results on eigenschemes}
\end{equation}

Since the introduction of eigenschemes of tensors is relatively recent, many questions are still unanswered. For instance, given a configuration of eigenpoints, it is natural to ask if they are in special position. Under mild assumptions, we give a sharp bound on the number of eigenpoints which can lie on a linear space.

While the general tensor has a zero-dimensional eigenscheme, it is very interesting to see what happens when it has a positive-dimensional component. The goal to classify all possible subschemes of \(\mathbb{P}^n\) arising as eigenschemes of tensors seems to be still open. However, we have some initial results in this direction. We first recall the definition of regular eigenscheme.

**Definition 2.1.** Let \(T = (g_0, \ldots, g_n) \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^\otimes (n+1)\) be a partially symmetric tensor. The irregular eigenscheme of \(T\) is the subscheme \(\text{Sing}(T) \subseteq \mathbb{P}^n\) defined by the ideal \((g_0, \ldots, g_n) \subseteq \mathbb{C}[x_0, \ldots, x_n]\). If \(T\) is symmetric, then we identify it with a homogeneous polynomial \(f\). In this case \(g_i = \partial_i f\) and the irregular eigenscheme is indeed the singular locus of \(f\). The residue of \(E(T)\) with respect to \(\text{Sing}(T)\) is called the regular eigenscheme and denoted by \(R(T)\). We can compute the ideal of \(R(T)\) as the saturation

\[I_{R(T)} = I_{R(T)}^\infty = I_{E(T)} : (I_{\text{Sing}(T)})^\infty.\]
In the present section, we bound the degree of a \((n-1)\)-dimensional component of the eigenscheme and we give a necessary condition for the regular eigenscheme of a polynomial to have positive dimension. What strikes us as remarkable is the role played by the isotropic quadric. We are able to employ it in order to exhibit a family of plane curves with a positive-dimensional regular eigenscheme.

We start by proving a few easy properties that will be useful in the rest of the article. When \(f \in \mathbb{C}[x_0, \ldots, x_n]_3\), several features of \(E(f)\) have been worked out in \([6]\). We generalize some of them for arbitrary \(d\). The next lemma addresses the number of eigenpoints of the general tensor.

**Lemma 2.2.** Let \(d \geq 3\) and let \(T \in (\mathbb{C}^{n+1})^\otimes d\).

1. If \(\dim E(T) = 0\), then \(\deg E(T) = \frac{(d-1)^{n+1}-1}{d-2}\). If \(T\) is general, then \(E(T)\) is reduced.
2. \(E(T) \neq \emptyset\). In particular, if \(f\) is a smooth polynomial then \(R(f) \neq \emptyset\).

**Proof.** Part (1) was already solved in \([5, Theorem 2.1]\). For part (2), we observe that the proof presented in \([6, Lemma 2.2(2)]\) for cubics applies verbatim to any \(d \geq 3\) and also to partially symmetric tensors. The extension to general tensors comes from Remark 1.3. \(\square\)

For cubic polynomials, \([6, Proposition 3.3]\) gives an inequality between the dimension of the singular locus and the dimension of the regular eigenscheme. Once more, it is immediate to see that the proof can be extended not only to every \(d \geq 3\), but also to not necessarily symmetric tensors.

**Proposition 2.3.** Let \(d \geq 3\). If \(T = (g_0, \ldots, g_n) \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^\oplus(n+1)\), then \(\dim \text{Sing}(T) + 1 \geq \dim R(T)\). In particular, \(\dim R(f) = 0\) whenever \(f\) is a smooth polynomial.

**Proof.** By definition, eigenvectors \(v\) of \(T\) are solutions of the equations

\[
g_i(v) = \lambda v_i
\]

for every \(i \in \{0, \ldots, n\}\) and for some \(\lambda \in \mathbb{C}\). Solutions with \(\lambda = 0\) are irregular eigenpoints, while solutions with \(\lambda \neq 0\) are regular. In order to compute the equations of \(E(T)\), one approach is to consider the ideal generated by (2) in the larger ring \(\mathbb{C}[x_0, \ldots, x_n, \lambda]\) and to eliminate \(\lambda\). However, equations (2) are not homogeneous. In order to work with homogeneous forms, we raise \(\lambda\) to the power \(d - 2\). This does not change the eigenvector. Consider then a projective space of dimension \(n + 1\), with coordinates \(x_0, \ldots, x_n, \lambda\). Let \(H\) be the hyperplane of this \(\mathbb{P}^{n+1}\) defined by \(\lambda = 0\) and let \(\pi: \mathbb{P}^{n+1} \to \mathbb{P}^n\) be the projection from \((0: \ldots: 0: 1)\). Then

\[
E(T) = \pi(\{(x_0: \ldots: x_n: \lambda) \in \mathbb{P}^{n+1} \mid g_i(x_0: \ldots: x_n) = \lambda^{d-2}x_i \forall i\})
\]

and \(\text{Sing}(T) = \pi(H \cap \{(x_0: \ldots: x_n: \lambda) \in \mathbb{P}^{n+1} \mid g_i(x_0: \ldots: x_n) = \lambda^{d-2}x_i \forall i\})\). The projection \(\pi\) corresponds to the operation of eliminating \(\lambda\). Since all fibers of \(\pi\) have dimension 1, we have

\[
\dim \text{Sing}(T) = \dim(\pi^{-1} \text{Sing}(T)) - 1 = \dim(\pi^{-1}E(T) \cap H) - 1.
\]

Now we observe that \(H\) is not contained in \(\pi^{-1}E(T)\), so intersecting \(\pi^{-1}E(T)\) with \(H\) decreases the dimension of at least 1, therefore

\[
\dim(\pi^{-1}E(T) \cap H) \geq \dim(\pi^{-1}E(T)) - 2 = \dim E(T) - 1 \geq \dim R(T) - 1.
\]

If \(f\) is a smooth polynomial, then this implies \(\dim R(f) \leq 0\). We already know that \(\dim R(f) \neq -1\) by Lemma 2.2(2). \(\square\)

It is natural to wonder how basic operations between polynomials reflect on their eigenscheme. The next lemma gathers some elementary results in this direction.

**Lemma 2.4.** Let \(T = (g_0, \ldots, g_n) \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^\oplus(n+1)\).

1. If \(S \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^\oplus(n+1)\), then \(E(T + S) \supseteq E(T) \cap E(S)\).
(2) Let \( h \in \mathbb{C}[x_0, \ldots, x_n]_{d-2} \) and \( \lambda \in \mathbb{C}^* \). If \( T' = (\lambda g_0 + x_0 h, \ldots, \lambda g_n + x_n h) \), then \( E(T) = E(T') \).

(3) Assume that \( d = 2k \) is even and that \( T \) is symmetric, that is, \( T \) corresponds to a form \( f \in \mathbb{C}[x_0, \ldots, x_n]_{2k} \). Let \( q = x_0^2 + \ldots + x_n^2 \). Then \( E(f) = E(\lambda f + \mu q) \) for every \( \lambda \in \mathbb{C}^* \) and every \( \mu \in \mathbb{C} \).

**Proof.** Part (1) and (2) follow from a direct computation. Part (3) is a special case of part (2), where we take \( h = 2\mu kd^{k-1} \).

We turn our attention to configurations of eigenpoints. Possible configurations of eigenpoints of cubic surfaces are addressed in [6, Section 5]. The authors prove that they are parametrized by an open set of a linear subspace of the Grassmanian \( \text{Gr}(3, \mathbb{P}^1) \). Now we want to take a more basic approach and see how many eigenpoints can be in a linear special position. Since all linear spaces of a given dimension are equivalent up to orthogonal transformation, we can give them coordinates thanks to [23, Theorem 2.20]. We start with a technical result.

**Lemma 2.5.** Let \( f \in \mathbb{C}[x_0, \ldots, x_n] \) and let \( L \subseteq \mathbb{P}^n \) be a linear subspace of equations \( x_{k+1} = \ldots = x_n = 0 \). Denote by \( f_{|L} \in \mathbb{C}[x_0, \ldots, x_k] \) the restriction of \( f \) to \( L \), defined by

\[
 f_{|L}(x_0, \ldots, x_k) = f(x_0, \ldots, x_k, 0, \ldots, 0)
\]

and let \( E(f_{|L}) \subseteq L \) be the eigenscheme of this restriction. Then \( L \cap E(f) \subseteq E(f_{|L}) \).

**Proof.** By Definition 1.2,

\[
 I_{L \cap E(f)} = (x_i \partial_j f - x_j \partial_i f \mid 0 \leq i < j \leq n) + (x_{k+1}, \ldots, x_n) \subseteq \mathbb{C}[x_0, \ldots, x_n].
\]

On the other hand, \( I_{E(f_{|L})} = (x_i \partial_j f - x_j \partial_i f \mid 0 \leq i < j \leq k) \subseteq \mathbb{C}[x_0, \ldots, x_k] \), so when we regard it under the embedding of \( L \) in \( \mathbb{P}^n \), it becomes

\[
 I_{E(f_{|L})} = (x_i \partial_j f - x_j \partial_i f \mid 0 \leq i < j \leq k) + (x_{k+1}, \ldots, x_n) \subseteq \mathbb{C}[x_0, \ldots, x_n].
\]

Therefore \( I_{E(f_{|L})} \subseteq I_{L \cap E(f)} \) and this means that \( E(f_{|L}) \supseteq L \cap E(f) \).

Observe that the analogous statement of Lemma 2.5 does not hold for the regular eigenscheme. Consider for instance the polynomial \( q = x_0^2 + \ldots + x_n^2 \) defining the isotropic quadric \( Q \). Then \( E(q) = R(q) = \mathbb{P}^{n} \). Let \( p \in Q \) and let \( L = T_p Q \). Then \( p \in R(f) \) but \( p \notin \text{Sing}(f_{|L}) \), hence \( p \notin R(f) \setminus R(f_{|L}) \). Therefore in general \( L \cap R(f) \) does not need to be a subscheme of \( R(f_{|L}) \).

**Proposition 2.6.** Let \( T \in (\mathbb{C}^n+1)^{\otimes d} \).

(1) If \( \dim E(T) = 0 \), then \( E(T) \) contains no \( d + 1 \) collinear points.

(2) Assume that \( T \) is symmetric and let \( f \in \mathbb{C}[x_0, \ldots, x_n]_d \) be the corresponding homogeneous polynomial. Let \( L \subseteq \mathbb{P}^n \) be any \( k \)-dimensional linear space. If \( \dim(E(f_{|L})) = 0 \), then

\[
 \deg(L \cap R(f)) \leq \deg(L \cap E(f)) \leq \frac{(d-1)^{k+1} - 1}{d-2}.
\]

**Proof.** (1) Thanks to Remark 1.3, we can assume that \( T \) is partially symmetric, hence \( I_{E(T)} \) is defined by \( \binom{n+1}{2} \) polynomials of degree \( d \). This means that \( E(T) \) is the base locus of a linear system of degree \( d \) divisors of \( \mathbb{P}^n \). If \( d + 1 \) of the base points are collinear, then the whole line is contained in the base locus by Bézout’s theorem, and therefore the base locus of \( I_{E(T)}(d) \) has positive dimension.

(2) By Lemma 2.2, both the eigenscheme and the regular eigenscheme of the restriction \( f_{|L} \in \mathbb{C}[x_0, \ldots, x_k]_d \) have degree at most \( \frac{(d-1)^{k+1} - 1}{d-2} \). The second inequality of our statement comes from Lemma 2.5, while the first inequality follows from Definition 2.1.

\[\square\]
In particular, the general polynomial has at most \( d \) collinear eigenpoints, \( d^2 - d + 1 \) coplanar eigenpoints, and so on. Notice that the assumption that \( \dim E(f_{L}) = 0 \) is necessary for our proof. Indeed, there are forms with a zero-dimensional eigenscheme whose restriction to a linear space has a positive-dimensional eigenscheme, as witnessed by the following example.

**Example 2.7.** Let \( g = x_0^2 x_1 + x_1^2 x_2 + x_1 x_3^2 \) and let \( L = V(x_4) \subseteq \mathbb{P}^4 \). With the command `random` in Macaulay2, we take a general element \( h \in \mathbb{C}[x_0, \ldots, x_4] \) and we set \( f = g + x_4 h \). Then \( \dim E(f) = \dim R(f) = 0 \), while \( \dim E(f_{L}) = \dim R(f_{L}) > 0 \).

Now we want to shed some light on eigenschemes of positive dimension. The locus of such tensors has not been studied yet. Our first result generalizes [16, Lemma 38] and will also play a role in Section 3. For the special case \( n = 2 \), observe that our statement already appears in proof of [3, Thorem 5.5].

**Lemma 2.8.** Let \( T = (g_0, \ldots, g_n) \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^{\otimes (n+1)} \) and let
\[
\Lambda = \mathbb{P}((x_i g_j - x_j g_i \mid 0 \leq i < j \leq n)) \subseteq \mathbb{P}(\mathbb{C}[x_0, \ldots, x_n])
\]
be the linear subspace spanned by the generators of \( I_{E(T)} \). Then \( \dim \Lambda \leq 0 \) if and only if there exists \( h \in \mathbb{C}[x_0, \ldots, x_n] \) such that \( g_i = x_i h \) for every \( i \in \{0, \ldots, n\} \). In this case \( \Lambda = \emptyset \).

When \( T \) is symmetric, we can identify \( T \) with a polynomial \( f \in \mathbb{C}[x_0, \ldots, x_n] \). In this case, \( \dim \Lambda \leq 0 \) if and only if there exist \( \lambda \in \mathbb{C} \) and \( k \in \mathbb{N} \) such that \( f = \lambda(x_0^2 + \ldots + x_n^2)^k \). In particular, \( d = 2k \) is even.

**Proof.** One implication is easy. Indeed, if \( g_i = x_i h \) then it is straightforward to verify that \( x_i g_j - x_j g_i = 0 \). Let us consider the other direction. By hypothesis, for every \( 0 \leq i < j \leq n \) there exists \( \lambda_{ij} \in \mathbb{C} \) such that
\[
x_i g_j - x_j g_i = \lambda_{ij} (x_0 g_1 - x_1 g_0).
\]

For \( i = 0 \) and \( i = 1 \) we obtain that
\[
\begin{align*}
x_0 g_j - x_j g_0 &= \lambda_{0j} (x_0 g_1 - x_1 g_0) \\
x_1 g_j - x_j g_1 &= \lambda_{1j} (x_0 g_1 - x_1 g_0)
\end{align*}
\]
for every \( j \in \{2, \ldots, n\} \), and thus
\[
\begin{align*}
x_0 (g_j - \lambda_{0j} g_1) &= (x_j - \lambda_{0j} x_1) g_0 \\
x_1 (g_j + \lambda_{1j} g_0) &= (x_j + \lambda_{1j} x_0) g_1.
\end{align*}
\]

Therefore there exist \( h_0, h_1, h_{0j}, h_{1j} \in \mathbb{C}[x_0, \ldots, x_n] \) such that
\[
\begin{align*}
g_0 &= x_0 h_0 \\
g_1 &= x_1 h_1 \\
g_j - \lambda_{0j} g_1 &= h_{0j} (x_j - \lambda_{0j} x_1) \\
g_j + \lambda_{1j} g_0 &= h_{1j} (x_j + \lambda_{1j} x_0).
\end{align*}
\]

We substitute (4) in (3) to obtain
\[
\begin{align*}
x_0 h_{0j} (x_j - \lambda_{0j} x_1) &= x_0 h_0 (x_j - \lambda_{0j} x_1) \\
x_1 h_{1j} (x_j + \lambda_{1j} x_0) &= x_1 h_1 (x_j + \lambda_{1j} x_0).
\end{align*}
\]

We substitute \( h_{0j} = h_0 \) and \( h_{1j} = h_1 \) in (4) and we subtract, then we get
\[
\begin{align*}
g_j - \lambda_{0j} x_1 h_1 &= h_0 (x_j - \lambda_{0j} x_1) \\
g_j + \lambda_{1j} x_0 h_0 &= h_1 (x_j + \lambda_{1j} x_0)
\end{align*}
\]
and we subtract, then we get
\[
\begin{align*}
g_j - \lambda_{0j} x_1 h_1 &= h_0 (x_j - \lambda_{0j} x_1) \\
g_j + \lambda_{1j} x_0 h_0 &= h_1 (x_j + \lambda_{1j} x_0)
\end{align*}
\]
and so $h_0 = h_1$. Define $h = h_0 = h_1 = h_{ij} = h_{1j}$. Then (4) implies
\[ g_j - \lambda_0 x_i h = h(x_j - \lambda_0 x_i) \Rightarrow g_j = x_j h \text{ for every } j \in \{0, \ldots, n\}. \]

We conclude by observing that in this case $I_{E(T)} = 0$, so $\Lambda = \emptyset$. Note that the case $\dim \Lambda = 0$ never occurs.

Now that we have proven our claim about partially symmetric tensors, we assume that $T$ is symmetric. This means that there is a polynomial $f \in \mathbb{C}[x_0, \ldots, x_n]_d$ such that $g_j = \partial_j f$ for every $j \in \{0, \ldots, n\}$. We argue by induction on $d$. The cases $d \leq 1$ are straightforward, so we assume that $d \geq 2$. By Schwarz’ theorem we have
\[ x_i \partial_j h = \partial_j (x_i h) = \partial_j g_i = \partial_i \partial_j f = \partial_i g_j = \partial_i (x_j h) = x_j \partial_i h, \]
so $x_i \partial_j h = x_j \partial_i h$ for every $i < j$. This implies that
\[ \dim(\mathbb{P}((x_i \partial_j h - x_j \partial_i h \mid 0 \leq i < j \leq n))) \leq 0. \]

Since $\deg h < d$, we deduce by induction hypothesis that $h = \lambda'(x_0^2 + \ldots + x_n^2)^{k'}$ for some $\lambda' \in \mathbb{C}$ and some $k' \in \mathbb{N}$. By Euler’s formula,
\[ \deg(f) \cdot f = \sum_{j=0}^{n} x_j \partial_j f = \sum_{j=0}^{n} x_j^2 h = \lambda'(x_0^2 + \ldots + x_n^2)^{k'+1}. \]

If we set $k = k' + 1$ and $\lambda = \frac{\lambda'}{\deg(f)}$, then our statement on $f$ is proven. \hfill \Box

Corollary 2.9. Let $T \in (\mathbb{C}^{n+1})^\otimes d$.

(1) $E(T)$ is not a pure dimensional hypersurface.

(2) The $(n-1)$-dimensional components of $E(T)$ have degree at most $d-1$.

(3) Assume that $T = (g_0, \ldots, g_n) \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^\otimes (n+1)$. Then $E(T) = \mathbb{P}^n$ if and only if there exists $h \in \mathbb{C}[x_0, \ldots, x_n]_{d-2}$ such that $g_i = x_i h$ for every $i \in \{0, \ldots, n\}$.

Proof. Thanks to Remark 1.3, we can assume that $T$ is partially symmetric.

(1) Suppose that $E(T)$ is a pure dimensional hypersurface. Then $I_{E(T)}$ is principal and so $\dim \Lambda = 0$, in contradiction to Lemma 2.8.

(2) A $(n-1)$-dimensional component $V$ of $E(T)$ is a fixed component of the linear system $\Lambda \subseteq \mathbb{P}(\mathbb{C}[x_0, \ldots, x_n]_d)$, so it has degree at most $d$. If we had $\deg V = d$, then all generators would be multiples of $V$, so $\dim \Lambda = 0$, in contradiction to Lemma 2.8.

(3) One implication follows from Lemma 2.4(2), while the other is Lemma 2.8. \hfill \Box

We know that the general polynomial has a zero-dimensional eigenscheme. The locus of homogeneous polynomials with a positive-dimensional eigenscheme is not well understood. This set contains all polynomials with a positive-dimensional singular locus, but there exist also forms $f$ for which $\dim R(f) > 0$. We take a more geometric viewpoint and we determine a necessary condition for this to happen. This condition involves the position of $f$ relative to the isotropic quadric.

Proposition 2.10. Let $f \in \mathbb{C}[x_0, \ldots, x_n]$ be a homogeneous polynomial and let $q = x_0^2 + \ldots + x_n^2$ be the isotropic quadric.

(1) Let $P \in \mathbb{P}^n$. Then $P \in V(f) \cap R(f)$ if and only if $P \in V(q) \cap V(f)$ and $T_P V(q) = T_P V(f)$.

(2) If $V(f)$ meets $V(q)$ transversally, then $\dim R(f) \leq 0$.
Proof. (1) Assume that \( P \in R(f) \cap V(f) \). Since \( P \in TPV(f) \), the condition \( \nabla f(P) \cdot P = 0 \) is satisfied. The assumption \( P \in R(f) \) implies that \( P = \nabla f(P) \), thus \( P \cdot P = \nabla f(P) \cdot P = 0 \) and therefore \( P \in V(q) \). If we let \( x = (x_1, \ldots, x_n) \) be the vector of the variables, then the space \( TPV(q) \) is defined by the linear polynomial \( P \cdot x \), which is the same as the polynomial \( \nabla f(P) \cdot x \), because \( P \in R(f) \). Hence \( TPV(q) = TPV(f) \). Conversely, assume that \( TPV(q) = TPV(f) \). Up to a multiplicative constant, this means \( P \cdot x = \nabla f(P) \cdot x \). Therefore \( P = \nabla f(P) \) and so \( P \in R(f) \). Now we prove that \( P \in V(f) \). Since \( P \in V(q) \cap R(f) \), the Euler identity implies that \( deg(f) \cdot f(P) = \nabla f(P) \cdot P = P \cdot P = 0 \).

(2) Assume by contradiction that \( \dim R(f) \geq 1 \). Then \( R(f) \cap V(f) \neq \emptyset \). A point in \( R(f) \cap V(f) \) cannot belong to \( \text{Sing}(f) \), because \( V(q) \) and \( V(f) \) are transverse, hence \( R(f) \cap V(f) \neq \emptyset \). By part (1), there exists a point \( P \in R(f) \cap V(f) \cap V(q) \) such that \( TPV(f) = TPV(q) \). This contradicts our hypothesis that \( V(q) \) and \( V(f) \) are transverse.

\[ \square \]

Now that we have a necessary condition for the eigenscheme to have positive dimension, we would like to find a sufficient one. Of course, it is easy to exhibit examples with a positive-dimensional singular locus, so we focus on \( R(f) \). The following results allow us to build an infinite family of curves in \( \mathbb{P}^2 \) with a zero-dimensional singular locus and a positive-dimensional regular eigenscheme. As a byproduct, this will also show that the bound we established in Corollary 2.9(2) is sharp for ternary forms.

Lemma 2.11. Let \( c \) be a plane conic tangent to the isotropic conic at \( P \) and \( Q \). Let \( l = \langle P, Q \rangle \). Then there exists \( \lambda \in \mathbb{C} \) such that \( x_i \partial_j c - x_j \partial_i c = \lambda (x_i \partial_j l - x_j \partial_i l) \) for every \( 0 \leq i < j \leq 2 \). In particular, \( E(c) \) consists of the line \( l \) and the unique point in \( E(l) \).

Proof. Thanks to [23, Theorem 2.20], we may assume that \( \partial_i l \neq 0 \) for every \( i \in \{0, 1, 2\} \). First we want to prove that each of the conics \( x_i \partial_j c - x_j \partial_i c \) is the union of \( l \) and another line. For this purpose we show that if we evaluate \( x_i \partial_j c - x_j \partial_i c \) at a general point of \( l \) we get 0. A point of \( l = \langle P, Q \rangle \) can be written as \( aP + bQ \) for some \( a, b \in \mathbb{C} \). Let \( (P_0 : P_1 : P_2) \) and \( (Q_0 : Q_1 : Q_2) \) be coordinates for \( P \) and \( Q \). Since \( c \) is tangent to \( q \) at \( P \), we have that \( \partial_i c(P) = \partial_i q(P) = 2P_i \). The same holds for \( Q \), hence

\[
(x_i \partial_j c - x_j \partial_i c)(aP + bQ) = (aP_i + bQ_i) \partial_j c(aP + bQ) - (aP_j + bQ_j) \partial_i c(aP + bQ) \\
= (aP_i + bQ_i)(a \partial_j c(P) + b \partial_j c(Q)) - (aP_j + bQ_j)(a \partial_i c(P) + b \partial_i c(Q)) \\
= 2(aP_i + bQ_i)(aP_j + bQ_j) - 2(aP_j + bQ_j)(aP_i + bQ_i) = 0.
\]

If we identify \( l \) with the polynomial defining it, then \( l \mid x_i \partial_j c - x_j \partial_i c \), so there exist linear forms \( s_{ij} \) such that \( x_i \partial_j c - x_j \partial_i c = ls_{ij} \). Next we determine \( s_{ij} \). By equating the coefficients of \( x_i^2 \) and \( x_j^2 \) of the last expression we obtain \( \partial_i \partial_j c = (\partial_i l)(\partial_j s_{ij}) \) and \( -\partial_j \partial_i c = (\partial_j l)(\partial_i s_{ij}) \). If we call \( \lambda_{ij} = -\frac{\partial_i \partial_j c}{(\partial_i l)(\partial_j l)} \in \mathbb{C} \), this implies that \( \partial_i s_{ij} = \lambda_{ij} \partial_i l \) and \( \partial_j s_{ij} = \lambda_{ij} \partial_j l \). Let \( k \) be the third index and \( A \) be the point with coordinates \( x_i = x_j = 0 \). Then

\[
0 = (x_i \partial_j c - x_j \partial_i c)(A) = l(A)s_{ij}(A) = \partial_k l \cdot \partial_k s_{ij}.
\]

Thanks to our assumption that \( \partial_k l \neq 0 \), we deduce that \( \partial_k s_{ij} = 0 \) and therefore \( s_{ij} = x_i \partial_k s_{ij} + x_j \partial_j s_{ij} = \lambda_{ij}(x_i \partial_j l - x_j \partial_i l) \) by Euler’s identity. Thus

\[
x_i \partial_j c - x_j \partial_i c = \lambda_{ij}(x_i \partial_j l - x_j \partial_i l).
\]
Now we prove that $\lambda_{01} = \lambda_{02} = \lambda_{12}$. Indeed
\[
0 = x_0(x_1\partial_2 c - x_2\partial_1 c) - x_1(x_0\partial_2 c - x_2\partial_0 c) + x_2(x_0\partial_1 c - x_1\partial_0 c) \\
= x_0\lambda_{02}(x_1\partial_2 l - x_2\partial_1 l) - x_1\lambda_{02}(x_0\partial_2 l - x_2\partial_0 l) + x_2\lambda_{01}(x_0\partial_1 l - x_1\partial_0 l) \\
= l((\lambda_{12} - \lambda_{02})x_0x_1\partial_2 l + (-\lambda_{12} + \lambda_{01})x_0x_2\partial_1 l + (\lambda_{02} - \lambda_{01})x_1x_2\partial_0 l)
\]
This implies that
\[
(\lambda_{12} - \lambda_{02})x_0x_1\partial_2 l + (-\lambda_{12} + \lambda_{01})x_0x_2\partial_1 l + (\lambda_{02} - \lambda_{01})x_1x_2\partial_0 l
\]
is the zero polynomial. Since all partial derivatives of $l$ are not zero, we get the desired equality by evaluating (5) at $(1 : 0 : 0)$, $(0 : 1 : 0)$ and $(0 : 0 : 1)$. \qed

**Proposition 2.12.** Let $P, Q$ be points on the isotropic conic $q = x_0^2 + x_1^2 + x_2^2$ and let $l$ be the line $\langle P, Q \rangle$. Let $c_1, \ldots, c_s$ be conics which are all tangent to $q$ at $P$ and $Q$. Then

(1) $E(c_1 \cdot c_2 \cdot \ldots \cdot c_s)$ is the scheme-theoretic union of $l$, a curve of degree $2(s - 1)$ and the point $E(l)$.

(2) $E(l \cdot c_1 \cdot c_2 \cdot \ldots \cdot c_s)$ is the scheme-theoretic union of a curve of degree $2s$ and the point $E(l)$.

Such 1-dimensional components of the eigenscheme are also tangent to $q$ at $P$ and $Q$.

**Proof.**

(1) Let $f = c_1 \cdot \ldots \cdot c_s$. By Lemma 2.11 we obtain
\[
x_i\partial_j f - x_j\partial_i f = \sum_{u=1}^s (x_i\partial_j c_u - x_j\partial_i c_u) \prod_{v \neq u} c_v = l(x_i\partial_j l - x_j\partial_i l) \sum_{u=1}^s \left( \lambda_u \prod_{v \neq u} c_v \right)
\]
for some $\lambda_u \in \mathbb{C}$. It is important to observe that in Lemma 2.11 we proved that the numbers $\lambda_u$ do not depend on $i$ and $j$. Hence the common zero locus of the three polynomials $x_i\partial_j f - x_j\partial_i f$ are $l$, the degree $2(s-1)$ curve $\sum_{u=1}^s \lambda_u \prod_{v \neq u} c_v$ and the unique point satisfying $x_i\partial_j l - x_j\partial_i l = 0$ for every $0 \leq i < j \leq 2$. By definition, this point is $E(l)$.

(2) Let $f = l \cdot c_1 \cdot \ldots \cdot c_s$. By Lemma 2.11 we obtain
\[
x_i\partial_j f - x_j\partial_i f = (x_i\partial_j l - x_j\partial_i l) \prod_{v=1}^s c_v + l \sum_{u=1}^s \left( x_i\partial_j c_u - x_j\partial_i c_u \prod_{v \neq u} c_v \right) \\
= (x_i\partial_j l - x_j\partial_i l) \left( \prod_{v=1}^s c_v + l^2 \sum_{u=1}^s \left( \lambda_u \prod_{v \neq u} c_v \right) \right).
\]
Hence $E(f)$ consists of the degree $2s$ curve $\prod_{v=1}^s c_v + l^2 \sum_{u=1}^s k_u \prod_{v \neq u} c_v$ and the point $E(l)$. \qed

**Example 2.13.** Let $P = (1 : i : 0)$ and $Q = (3i : -4i : 5)$. Then $l$ is the line defined by $5x_0 + 5ix_1 - (4 + 3i)x_2 = 0$ and $c$ is the conic
\[
(1 - i)x_0^2 + (1 + i)x_1^2 + \left( \frac{49}{25} - \frac{77}{25}i \right) x_2^2 + 2x_0x_1 - \left( \frac{6}{5} - \frac{8}{5}i \right) x_0x_2 - \left( \frac{8}{5} + \frac{6}{5}i \right) x_1x_2 = 0.
\]
Theorem 2.12 states that $E(l \cdot c)$ consists of the point $E(l) = \{(4 - 3i : 3 + 4i : -5)\}$ together with the conic $c + \lambda l^2$. According to the proof of Lemma 2.11, we have
\[
\lambda = \frac{\partial_i \partial_j c}{\partial_i l \cdot \partial_j l} = \frac{-2}{25} i.
\]
3. Eigenschemes of ternary forms

When dealing with ternary forms, we are able to say something more precise on eigenschemes and their ideals. For instance, the ideal of the eigenscheme of a general plane curve is saturated and we can compute its Hilbert series. We also study the variety parametrizing configurations of eigenpoints, we compute its dimension and we construct a simple birational model. Furthermore, we characterize bases of ideals of eigenschemes of plane curves.

Proposition 3.1. Let $T = (g_0, g_1, g_2) \in (\text{Sym}^{d-1} \mathbb{C}^3)^{\oplus 3}$ and $S = \mathbb{C}[x_0, x_1, x_2]$. If $\dim E(T) = 0$, then $I_{E(T)}$ is saturated and the sequence

$$0 \rightarrow S(-d-1) \oplus S(-2d+1) \rightarrow S(-d)^{\oplus 3} \rightarrow I_{E(T)} \rightarrow 0$$

is a minimal free resolution of $I_{E(T)}$. As a consequence, the Hilbert series of $E(T)$ is

$$\text{Hilb}(S/I_{E(T)}, t) = \frac{1 - 3t^d + t^{d+1} + t^{2d-1}}{(1-t)^3}$$

and $\deg E(T) = d^2 - d + 1$.

Proof. Thanks to [9, Section 20.4], the quotient $S/I_{E(T)}$ is Cohen-Macaulay and therefore $I_{E(T)}$ is saturated. The minimal free resolution of $I_{E(T)}$ is presented in [3, Section 5] for the case in which $E(T)$ is reduced, and the argument carries over to any form with a zero-dimensional eigenscheme. $\square$

Remark 3.2. Let $d \geq 3$ and let $T \in (\mathbb{C}^{n+1})^{\oplus d}$. If $\dim E(T) = 0$, then $I_{E(T)}$ is still saturated (see for instance [9, Corollary A2.13]). However, the ideal does not need to be saturated, in general. As an example, if $f = x_0x_2^3 + x_1x_3^2 + x_2x_3x_4$ then $I_{E(f)}$ is not saturated. In this case $\dim E(f) = 2$.

Next we take a step back and we look at all possible configurations of eigenpoints in the plane. We start by defining the variety which parametrizes them.

Definition 3.3. Let $d \in \mathbb{N}$ and let $(\mathbb{P}^2)^{(d^2-d+1)}$ be the symmetric power of $\mathbb{P}^2$ with itself $d^2 - d + 1$ times, which parametrizes unordered sets of $d^2 - d + 1$ points in the plane. Define

$$\phi_d : \mathbb{P}(\mathbb{C}[x_0, x_1, x_2]^d) \rightarrow (\mathbb{P}^2)^{(d^2-d+1)}$$

$$f \mapsto E(f).$$

This rational map is defined on all forms $f$ such that $E(f)$ is reduced and zero-dimensional. Following [3, Section 5], we define $\text{Eig}_{d,\text{Sym}}$ to be the closure of the image of $\phi_d$.

Remark 3.4. In the proof of [3, Theorem 5.5], the authors show that $\text{Eig}_{d,\text{Sym}}$ is birational to the projectivization of the quotient vector space $U/H$, where

$$U = \left\{ \left( \begin{array}{ccc} x_0 & x_1 & x_2 \\ \partial_0 f & \partial_1 f & \partial_2 f \end{array} \right) \mid f \in \mathbb{C}[x_0, x_1, x_2]^d \right\}$$

and

$$H = \left\{ \left( \begin{array}{cc} 1 & 0 \\ g & \lambda \end{array} \right) \mid g \in \mathbb{C}[x_0, x_1, x_2]_{d-2}, \left( \begin{array}{cc} 1 & 0 \\ g & \lambda \end{array} \right) U \subseteq U \text{ and } \lambda \in \mathbb{C} \right\}.$$

They claim that $\dim H = 1$ and deduce that $\dim \text{Eig}_{d,\text{Sym}} = \dim \mathbb{P}(\mathbb{C}[x_0, x_1, x_2]^d)$. In particular, they state that $\phi_d$ is generically finite. However, this is true only when $d$ is odd. Indeed, Lemma 2.4(3) shows that the general fiber of $\phi_d$ has dimension at least one whenever $d$ is even. In the next lemma we show that $\dim H = 2$ when $d$ is even, thereby computing the generic fiber of $\phi_d$.
Lemma 3.5. Let \( q = x_0^3 + x_1^2 + x_2^2 \) and let \( d \geq 2 \). If \( d \) is odd, then
\[
H = \left\{ \begin{pmatrix} 1 & 0 \\ g & \lambda \end{pmatrix} \mid \lambda \in \mathbb{C} \right\}.
\]
If \( d = 2(k - 1) \) is even, then
\[
H = \left\{ \begin{pmatrix} 1 & 0 \\ g & \lambda \end{pmatrix} \mid g = \mu q^{k-2} \text{ and } \lambda, \mu \in \mathbb{C} \right\}.
\]
In particular, if \( d \) is odd then \( \dim H = 1 \) and if \( d \) is even then \( \dim H = 2 \).

Proof. Let \( g \in \mathbb{C}[x_0, x_1, x_2]_{d-2} \) such that
\[
\begin{pmatrix} 1 & 0 \\ g & \lambda \end{pmatrix} \in H.
\]
Then for every \( f \in \mathbb{C}[x_0, x_1, x_2]_d \) there exists \( F \in \mathbb{C}[x_0, x_1, x_2]_d \) such that
\[
\begin{pmatrix} 1 & 0 \\ g & \lambda \end{pmatrix} \begin{pmatrix} x_0 & x_1 & x_2 \\ \partial_0 f & \partial_1 f & \partial_2 f \end{pmatrix} = \begin{pmatrix} x_0 & x_1 & x_2 \\ \partial_0 F & \partial_1 F & \partial_2 F \end{pmatrix},
\]
hence \( \partial_i F = x_i g + \lambda \partial_i f \) for every \( i \in \{0, 1, 2\} \). This implies that
\[
F = \frac{1}{d}(x_0 \partial_0 F + x_1 \partial_1 F + x_2 \partial_2 F) = \frac{q g}{d} + \lambda f
\]
and therefore \( x_i g + \lambda \partial_i f = \partial_i F = \frac{2x_i q^2 + \partial_i g}{d} + \lambda \partial_i f \). Thus
\[
(d - 2)x_i g = q \partial_i g. \tag{6}
\]
If \( d = 2 \), then \( g \) is constant, as required. If \( d = 3 \), then \( x_i g = q \partial_i g \) and so \( g = 0 \), because \( q \) is irreducible and \( g \) is a linear form. If \( d \geq 4 \), then there exists \( g_1 \in \mathbb{C}[x_0, x_1, x_2]_{d-4} \) such that \( g = g_1 q \). Therefore
\[
(d - 2)x_1 g_1 q = q \partial_1 (g_1 q) \Rightarrow (d - 2)x_1 g_1 = q \partial_1 g_1 + 2x_1 g_1 \Rightarrow (d - 4)x_1 g_1 = q \partial_1 g_1.
\]
This means that \( g_1 \) satisfies the same property that \( g \) satisfies by (6), so we can repeat the procedure and say that there exists \( g_2 \in \mathbb{C}[x_0, x_1, x_2]_{d-6} \) such that \( g_1 = g_2 q \). At each step, the degree of the form decreases by 2, thus preserving the parity of the degree. There are two possibilities for \( g_{k-2} \). If \( d = 2k - 1 \) is odd, then \( g_{k-2} \) is a linear form and relation (6) implies \( g_{k-2} = 0 \) and so \( g = 0 \). On the other hand, if \( d = 2k - 2 \) is even, then \( g_{k-2} \) is a constant, so \( g = q g_1 = q^2 g_2 = \ldots = q^{k-2} g_{k-2} \).

We want to study the variety \( \text{Eig}_{d, \text{Sym}} \). We start by computing its dimension.

Proposition 3.6. Let \( f, g \in \mathbb{C}[x_0, x_1, x_2]_d \) be general homogeneous forms and let \( q = x_0^2 + x_1^2 + x_2^2 \) be the isotropic conic.

1. If \( d = 2k \) is even, then \( E(f) = E(g) \) if and only if \( g = \lambda f + \mu q^k \) for some \( \lambda \in \mathbb{C}^* \) and \( \mu \in \mathbb{C} \). In particular, the general fiber of the map \( \phi_d \) of Definition 3.3 is a line and \( \dim \text{Eig}_{d, \text{Sym}} = \binom{d+2}{2} - 2 \).

2. If \( d \) is odd, then \( E(f) = E(g) \) if and only if \( g = \lambda f \) for some \( \lambda \in \mathbb{C}^* \). In particular, \( \phi_d \) is birational and \( \dim \text{Eig}_{d, \text{Sym}} = \binom{d+2}{2} - 1 \).

Proof. One implication by Lemma 2.4(3). Conversely, assume that \( E(f) = E(g) \). Since \( f \) and \( g \) are general, [3, Theorem 2.1] implies that both \( E(f) \) and \( E(f+g) \) are reduced of dimension zero and they have the same degree. By Lemma 2.4,
\[
E(f) = E(f) \cap E(g) \subseteq E(f+g),
\]
so \( E(f) = E(f+g) \). Assume that \( d \) is odd. By Lemma 3.5, \( E(f) \) has only one preimage under \( \phi_d \), up to scalar. The only possibility is that \( f \) is a multiple of \( f + g \). On the other hand, if \( d = 2k \) is
even, then the general fiber of \( \phi_d \) is birational to \( H \), as we pointed out in Remark 3.4. We conclude by Lemma 3.5. \( \square \)

**Remark 3.7.** Proposition 3.6 implies that \( \text{Eig}_{d,\text{Sym}} \) is a rational variety whenever \( d \) is odd, and we now prove that this also holds when \( d \) is even. The map \( \phi_d \) can be factored. Let \( \alpha \) be the projectivization of the linear map

\[
\mathbb{C}[x_0, x_1, x_2]_d \rightarrow (\mathbb{C}[x_0, x_1, x_2]_d)^{\oplus 3}
\]

\[
f \mapsto (x_i\partial_j f - x_j\partial_i f)_{i<j},
\]

and call

\[
T_d = \alpha(\mathbb{P}(\mathbb{C}[x_0, x_1, x_2]_d)) \subseteq \mathbb{P}((\mathbb{C}[x_0, x_1, x_2]_d)^{\oplus 3})
\]

(7)

the closure of the image of \( \alpha \). Then \( T_d \) is a linear subspace of \( \mathbb{P}((\mathbb{C}[x_0, x_1, x_2]_d)^{\oplus 3}) \) and there is a commutative diagram

\[
\begin{array}{ccc}
\mathbb{P}(\mathbb{C}[x_0, x_1, x_2]_d) & \rightarrow & \text{Eig}_{d,\text{Sym}} \\
\alpha & \downarrow \psi_d & \downarrow \phi_d \\
T_d & & \\
\end{array}
\]

where \( \psi_d(f_0, f_1, f_2) \) is the set of points defined by the ideal \( (f_0, f_1, f_2) \). Proposition 3.6 allows us to compute the general fiber of \( \psi_d \) as well.

**Corollary 3.8.** Let \( d \in \mathbb{N} \). Then \( \psi_d : T_d \rightarrow \text{Eig}_{d,\text{Sym}} \) is birational.

*Proof.* Assume first that \( d \) is odd. By Lemma 2.8, \( \alpha \) is an isomorphism. Since \( \phi_d = \psi_d \circ \alpha \) is birational by Proposition 3.6(2), \( \psi_d \) is birational as well. Now assume that \( d \) is even. The fibers of \( \alpha \) are lines by Lemma 2.8, and the general fiber of \( \phi_d \) is a line by Proposition 3.6. This implies that \( \psi_d \) is generically injective. \( \square \)

Since every triple \( (f_0, f_1, f_2) \in T_d \) arises as minors of a certain matrix, we will refer to the elements \( f_0, f_1 \) and \( f_2 \) as determinantal equations of an eigenscheme. The linear space \( T_d \) plays an important role in our setting. It parametrizes all determinantal bases of ideals of eigenschemes and it is a birational model for \( \text{Eig}_{d,\text{Sym}} \). For this reason, we seek to understand it better. We start by stating a more general result on the defining equations of the eigenscheme of a partially symmetric tensor. This lemma and its proof are precisely the equivalence (i) \( \Leftrightarrow \) (iii) of [8, Theorem 7.3.13], which we will recall in its complete statement in Section 5. The reason why we state this equivalence separately is that it does not require the hypothesis of irreducibility which appears in [8, Theorem 7.3.13], and we will take advantage of this fact. Next result is related to [3, Proposition 5.2].

**Lemma 3.9.** Let \( f_0, f_1, f_2 \in \mathbb{C}[x_0, x_1, x_2]_d \). Then

\[
x_0f_0 + x_1f_1 + x_2f_2 = 0 \tag{8}
\]

if and only if there exist \( g_0, g_1, g_2 \in \mathbb{C}[x_0, x_1, x_2]_{d-1} \) such that

\[
f_0 = x_1g_2 - x_2g_1, \quad f_1 = x_2g_0 - x_0g_2, \quad f_2 = x_0g_1 - x_1g_0. \tag{9}
\]

*Proof.* If \( f_0, f_1, f_2 \) satisfy (9), then it is immediate to check that they satisfy (8) as well. Conversely, assume that (8) holds and let \( S = \mathbb{C}[x_0, x_1, x_2] \). The Koszul complex in the ring \( S \) is an exact sequence of \( S \)-modules

\[
0 \rightarrow S \xrightarrow{\alpha} \mathbb{S}^{\oplus 3} \xrightarrow{\beta} S^{\oplus 3} \xrightarrow{\gamma} S \rightarrow S/(x_0, x_1, x_2) \rightarrow 0,
\]
where the maps are $\alpha(h) = (hx_0, hx_1, hx_2)$, $\gamma(h_0, h_1, h_2) = h_0x_0 + h_1x_1 + h_2x_2$ and $\beta$ is defined by the matrix

$$
\begin{pmatrix}
0 & -x_2 & x_1 \\
x_2 & 0 & -x_0 \\
-x_1 & x_0 & 0
\end{pmatrix}.
$$

The syzygy $x_0f_0 + x_1f_1 + x_2f_2 = 0$ implies that $(f_0, f_1, f_2)$ is in the kernel of $\gamma$, and since the Koszul complex is exact, the triple $(f_0, f_1, f_2)$ lies in the image of $\beta$. It follows that there exist $g_0, g_1, g_2 \in \mathbb{C}[x_0, x_1, x_2]_{d-1}$ such that (9) holds.

\[\square\]

**Remark 3.10.** We point out that in Lemma 3.9 we follow the choice of the signs of $f_0, f_1, f_2$ given in [8, Theorem 7.3.13]. We shall see in Section 5 that such a choice is convenient when investigating a geometric characterization of zero-dimensional reduced eigenschemes. The opposite sign for $f_1$ gives rise to the following equivalent formulation of Lemma 3.9:

Let $f_0, f_1, f_2 \in \mathbb{C}[x_0, x_1, x_2]_d$. Then $x_0f_0 - x_1f_1 + x_2f_2 = 0$ if and only if there exist $g_0, g_1, g_2 \in \mathbb{C}[x_0, x_1, x_2]_{d-1}$ such that $f_0 = x_1g_2 - x_2g_1$, $f_1 = x_0g_2 - x_2g_0$, and $f_2 = x_0g_1 - x_1g_0$.

The choice of sign for $f_1$ illustrated in Remark 3.10 will be functional to next result. We give necessary and sufficient conditions for a triple of polynomials to belong to the locus $T_d$ of determinantal triples of generators for symmetric tensors.

**Theorem 3.11.** Let $d \geq 2$. Three homogeneous forms $f_0, f_1, f_2 \in \mathbb{C}[x_0, x_1, x_2]_d$ are the determinantal equations defining the eigenscheme of a form $f \in \mathbb{C}[x_0, x_1, x_2]_d$ if and only if

\[\begin{align*}
x_0f_0 - x_1f_1 + x_2f_2 &= 0 \quad \text{and} \\
\partial_0f_0 - \partial_1f_1 + \partial_2f_2 &= 0.
\end{align*}\]

Proof. It is immediate to check that conditions (10) and (11) are necessary. On the other hand, if they are satisfied then Remark 3.10 implies that there exist $g_0, g_1, g_2 \in \mathbb{C}[x_0, x_1, x_2]_{d-1}$ such that

\[f_0 = x_1g_2 - x_2g_1, \quad f_1 = x_0g_2 - x_2g_0, \quad f_2 = x_0g_1 - x_1g_0.\]

We will prove that there exists $f \in \mathbb{C}[x_0, x_1, x_2]_d$ such that $x_ig_j - x_jg_i = x_i\partial_jf - x_j\partial_if$ for every $0 \leq i < j \leq 2$. If we substitute (12) in (11) we obtain

\[\begin{align*}
0 &= \partial_0f_0 - \partial_1f_1 + \partial_2f_2 \\
&= x_1\partial_0g_2 - x_2\partial_0g_1 - x_0\partial_1g_2 + x_2\partial_1g_0 + x_0\partial_2g_1 - x_1\partial_2g_0 \\
&= -(x_0(\partial_1g_2 - \partial_2g_1) - x_1(\partial_0g_2 - \partial_2g_0) + x_2(\partial_0g_1 - \partial_1g_0)).
\end{align*}\]

We proceed by induction on $d$. If $d = 2$, then $\partial_1g_2 - \partial_2g_1$ are constants and so (13) implies that $\partial_ig_j - \partial_jg_i = 0$ for every $i < j$. But $(\partial_1g_2 - \partial_2g_1, \partial_0g_2 - \partial_2g_0, \partial_0g_1 - \partial_1g_0)$ is the curl of the vector field $(g_0, -g_1, g_2)$, defined everywhere in $\mathbb{C}^3$. Hence the field is conservative, which means that there exists $f \in \mathbb{C}[x_0, x_1, x_2]_2$ such that $\partial_if = \partial_if$ for every $i \in \{0, 1, 2\}$.

If $d > 2$, then (13) does not immediately imply that $\partial_ig_j - \partial_jg_i = 0$. However, (13) shows that the triple $(\partial_1g_2 - \partial_2g_1, \partial_0g_2 - \partial_2g_0, \partial_0g_1 - \partial_1g_0)$ satisfies (10). It is easy to see that it also satisfies (11), so by induction hypothesis we know there exists $h \in \mathbb{C}[x_0, x_1, x_2]_{d-2}$ such that

\[\begin{align*}
\partial_1g_2 - \partial_2g_1 - x_1\partial_2h + x_2\partial_1h &= 0, \\
\partial_0g_2 - \partial_2g_0 - x_0\partial_2h + x_2\partial_0h &= 0, \\
\partial_0g_1 - \partial_1g_0 - x_0\partial_1h + x_1\partial_0h &= 0.
\end{align*}\]
Observe that \((g_0, g_1, g_2)\) is not the unique triple in \(\mathbb{C}[x_0, x_1, x_2]_{d-1}\) satisfying (10). If we let \(k\) be the third index, then the triple \((g_0 + x_0 h, g_1 + x_1 h, g_2 + x_2 h)\) satisfies
\[
x_i(g_j + x_j h) - x_j(g_i + x_i h) = x_i g_j - x_j g_i = f_k.
\] (15)
Again we observe that the left hand sides of equations (14) are precisely the curl of the vector field \((g_0 + x_0 h, -g_1 - x_1 h, g_2 + x_2 h)\). Hence there exists a polynomial \(f \in \mathbb{C}[x_0, x_1, x_2]_d\), such that
\[
\partial_0 f = g_0 + x_0 h, \quad \partial_1 f = g_1 + x_1 h, \quad \partial_2 f = g_2 + x_2 h.
\] (16)
By substituting these expressions in the left hand side of (15) we deduce that
\[
f_0 = x_1 \partial_2 f - x_2 \partial_1 f, \quad f_1 = x_0 \partial_2 f - x_2 \partial_0 f, \quad f_2 = x_0 \partial_1 f - x_1 \partial_0 f.
\]

**Remark 3.12.** We point out that Theorem 3.11 can be also proved by means of computer algebra. Indeed, if we consider the Weyl algebra \(\mathbb{C}[x_0, x_1, x_2]/(\partial_0, \partial_1, \partial_2)\) and the map
\[
\varphi : D^{\oplus 3} \to D^{\oplus 2},
\]
then the statement of Theorem 3.11 means that the kernel of \(\varphi\) equals the image of the map \(D \to D^{\oplus 3}\) given by \(f \to (x_1 \partial_2 f - x_2 \partial_1 f, x_0 \partial_2 f - x_2 \partial_0 f, x_0 \partial_1 f - x_1 \partial_0 f)\). One way to do so is by using the package \(D\)-modules of the software Macaulay2 [14].

The choice of sign we underline in Remark 3.10 and we employ in Theorem 3.11 appears to be the right one in order to generalize equations (10) and (11) to eigenschemes of symmetric tensors in \(\mathbb{C}[x_0, \ldots, x_n]_d\). Indeed, we formulate the following conjecture.

**Conjecture 3.13.** Let \(n \geq 2\). A set \(\{f_{ij} \mid 0 \leq i < j \leq n\} \subseteq \mathbb{C}[x_0, \ldots, x_n]_d\) of \(\binom{n+1}{2}\) homogeneous polynomials is the set of determinantal equations of the eigenscheme \(E(f)\) of some \(f \in \mathbb{C}[x_0, \ldots, x_n]_d\) if and only if
\[
x_i f_{jk} - x_j f_{ik} + x_k f_{ij} = 0 \quad \text{and} \quad \partial_i f_{jk} - \partial_j f_{ik} + \partial_k f_{ij} = 0
\]
for every \(0 \leq i < j < k \leq n\).

**Remark 3.14.** We can regard equalities (10) and (11) as linear conditions on the coefficients of \(f_0, f_1\) and \(f_2\). In other words, the two equations determine the linear equations defining \(T_d\) in \(\mathbb{P}((\mathbb{C}[x_0, x_1, x_2]_d)^{\oplus 3})\). Let us analyse them. Equation (10) is the condition on a degree \(d+1\) polynomial to be identically zero, so it corresponds to imposing \(\binom{d+3}{2}\) linear conditions on the coefficients of \(f_0, f_1\) and \(f_2\). Equation (11) imposes \(\binom{d+1}{2}\) more conditions. If \(d\) is even, then
\[
\dim T_d = \binom{d+2}{2} - 1 = \dim \mathbb{P}((\mathbb{C}[x_0, x_1, x_2]_d)^{\oplus 3}) - \binom{d+3}{2} - \binom{d+1}{2},
\]
so (10) and (11) give independent conditions. On the other hand, when \(d\) is odd we have
\[
\dim T_d = \binom{d+2}{2} - 2 = \dim \mathbb{P}((\mathbb{C}[x_0, x_1, x_2]_d)^{\oplus 3}) - \binom{d+3}{2} - \binom{d+1}{2} + 1,
\]
so (10) and (11) give one condition less than expected. Let us observe that in the case \(d = 3\) some equivalent equations are given in [3, Proposition 5.3].

**Remark 3.15.** As observed in [3, Section 5], Lemma 3.9 can be translated into an algorithm testing whether a given configuration of \(d^2 - d + 1\) points in \(\mathbb{P}^2\) is the eigenscheme of some tensor \(T\), and reconstructing \(T\) from its eigenpoints. We follow Remark 3.10 for the choice of the sign of \(f_1\). Given a set of points \(Z \subseteq \mathbb{P}^2\), we proceed as follows.
EIGENSHEMES OF TERNARY TENSORS

- Determine a minimal set of generators of \( I_Z \); if \( I_Z \) is not generated by three polynomials of degree \( d \), then \( Z \) is not an eigenscheme.
- If \( I_Z \) has three generators \( h_0, h_1, h_2 \) of degree \( d \), we look at the Hilbert-Burch matrix; if it has not the form \( \begin{pmatrix} l_0 & p_0 \\ l_1 & p_1 \\ l_2 & p_2 \end{pmatrix} \) with \( l_0, l_1, l_2 \) linearly independent linear forms, then \( Z \) is not an eigenscheme by [3, Proposition 5.2].
- If \( l_0, l_1, l_2 \) are linearly independent, set \( A \in \text{GL}_3(\mathbb{C}) \) to be the matrix such that \( (l_0, l_1, l_2)^\top = A \cdot (x_0, x_1, x_2)^\top \).
  
  If we set \( (f_0, f_1, f_2)^\top = A \cdot (h_0, h_1, h_2)^\top \), then \( f_0, f_1, f_2 \) satisfy equation (10) by construction, and therefore \( Z \) is an eigenscheme.
- A partially symmetric tensor \( T \) with \( E(T) = Z \) is given by the triple of forms \( (g_0, g_1, g_2)^\top = A^{-1} \cdot (p_0, p_1, p_2)^\top \).

If such algorithm gives a positive answer, then \( Z \) is the eigenscheme of a partially symmetric tensor and \( f_0, f_1, f_2 \) are its determinantal equations. Then we can employ Theorem 3.11 to check if there exists a polynomial \( f \) such that \( Z = E(f) \). By Corollary 3.8, the determinantal equations of the eigenschemes of a polynomial are unique. We proceed as follows.

- Check if \( f_0, f_1, f_2 \) satisfy also (11); if not, then \( Z \) is not the eigenscheme of a symmetric tensor.
- If \( f_0, f_1, f_2 \) satisfy (11), then there exists a polynomial \( h \in \mathbb{C}[x_0, x_1, x_2]_{d-2} \) such that the equations (16) hold. We conclude by solving the affine linear system (16) in the coefficients of \( f \) and \( h \). If \( d \) is odd, the solution is unique up to a proportionality factor. If \( d \) is even, then there are finite many possibility for \( h \). Two non proportional solutions give rise to two polynomials differing by a multiple of a power of the isotropic conic.

In the last part of this section we briefly schematise the two algorithms. As computing the minimal resolution of an ideal requires exact arithmetic, in the effective implementation we work over \( \mathbb{Q} \).

Algorithm 1 Test if points are the eigenscheme of a tensor in \( (\text{Sym}^{d-1} \mathbb{Q}^3)^{\otimes 3} \)

**Input:** \( d \geq 2, \) a set \( Z \) of \( d^2 - d + 1 \) rational points in \( \mathbb{P}^2 \).

\[ I = \bigcap_{p \in Z} I_p, \text{ with } I_p \subseteq \mathbb{Q}[x_0, x_1, x_2] = S \text{ the homogeneous prime ideal defining } p. \]

if \( I \) is not generated by three forms of degree \( d \):

\[ \text{return } \text{False} \]

else compute the minimal resolution of \( I \):

\[ \begin{pmatrix} l_0 & p_0 \\ l_1 & p_1 \\ l_2 & p_2 \end{pmatrix} \]

\[ 0 \to S(-d - 1) \oplus S(-2d + 1) \xrightarrow{S(-d)} I \to 0 \]

if there exists \( A \in \text{GL}_3(\mathbb{Q}) \): \( (l_0, l_1, l_2)^\top = A \cdot (x_0, x_1, x_2)^\top \):

\[ \text{return } \text{(True, } A^{-1} \cdot (p_0, p_1, p_2)^\top \text{)} \]

else \n
\[ \text{return } \text{False} \]

The second algorithm tests if a configuration of points is in particular the eigenscheme of a symmetric tensor \( f \in \mathbb{Q}[x_0, x_1, x_2] \). If so, it returns such a polynomial \( f \). Observe that if \( d \) is even, Proposition 3.6 established that \( f \) is only unique up to summing the \( \frac{d}{2} \)-th power of the isotropic quadric.
Let \( I \) then it is easy to see that the complex vector space \( \text{Eig}_3(3) \) has dimension 3 and the base locus of the eigenscheme of a 3 \( \times \) 3 tensor if and only if no six of the seven points lie on a conic. As a consequence, the general set of 7 points in \( \mathbb{P}^2 \) is not the eigenscheme of a plane cubic curve. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigenscheme of a cubic curve contains three collinear points. Therefore, it is legitimate to wonder whether eigenpoints of ternary cubics are in special position. In many examples, we noticed that the eigensscheme of a plane cubic is a Bateman configuration. Thanks to [19, Lemma 9.1], we recover the fact that no six of the seven points are contained in a conic. Whenever we have a set \( Z \subseteq \mathbb{P}^2 \) with these properties, it is possible to define a rational map associated to \( Z \).

**Definition 4.1.** Let \( f \in \mathbb{C}[x_0, x_1, x_2]_3 \) and let \( g \in \mathbb{C}[x_0, x_1, x_2]_2 \) be a smooth conic. We set \( Z(g, f) \subseteq \mathbb{P}^2 \) to be the subscheme defined by the minors of

\[
\begin{pmatrix}
\partial_0 g & \partial_1 g & \partial_2 g \\
\partial_0 f & \partial_1 f & \partial_2 f
\end{pmatrix}.
\]

When \( f \) is general, \( Z(g, f) \) consists of 7 reduced points, as shown in [19, Lemma 9.1]. In this case we call \( Z(g, f) \) the Bateman configuration associated to \( g \) and \( f \).

If we consider the isotropic quadric \( q = x_0^2 + x_1^2 + x_2^2 \), then \( Z(q, f) = E(f) \), so the eigenscheme of a general ternary cubic is a Bateman configuration. Thanks to [19, Lemma 9.1], we recover the fact that no six of the seven points are contained in a conic. Whenever we have a set \( Z \subseteq \mathbb{P}^2 \) with these properties, it is possible to define a rational map associated to \( Z \).

**Definition 4.2.** Let \( Z \subseteq \mathbb{P}^2 \) be a set of seven points. If no six points of \( Z \) are contained on a conic, then it is easy to see that the complex vector space \( I_Z(3) \) has dimension 3 and the base locus of the
linear system \( \mathbb{P}(I_Z(3)) \) is exactly \( Z \). In this case, the Geiser map associated to \( Z \) is the rational map \( \gamma_Z : \mathbb{P}^2 \dashrightarrow \mathbb{P}^2 \) defined by the linear system \( \mathbb{P}(I_Z(3)) \). By blowing-up the plane \( \mathbb{P}^2 \) along \( Z \) we get a generically finite morphism
\[
\tilde{\gamma}_Z : \text{Bl}_Z \mathbb{P}^2 \to \mathbb{P}^2.
\]

Geiser maps are a classical topic and several of their properties are understood. As an example, \( \gamma_Z \) is generically finite of degree 2. The ramification locus of \( \tilde{\gamma}_Z \) is given by the Jacobian locus \( \Sigma \) defined by the determinant of the Jacobian \( \text{Jac}(I_Z) \), that is the locus of singular points of the net (see [7, Book I, Chapter IX, Theorem 25]).

When \( Z \) is general, \( \Sigma \) is a curve of degree 6 which is singular at \( Z \) as illustrated in [7, Book I, Chapter IX, Theorem 27]. We define \( B(Z) \) to be the branch locus of \( \tilde{\gamma}_Z \), that is the direct image of \( \Sigma \). For modern references, see for instance [8, Section 8.7.2] and [19, Section 7], where it is proven that a general Geiser map is branched along a smooth Lüroth quartic.

**Lemma 4.3.** Let \( Z \subseteq \mathbb{P}^2 \) be a set of seven distinct points such that no six points lie on a conic, and let \( B(Z) \subseteq \mathbb{P}^2 \) be the associated branch locus. If \( B(Z) \) is a smooth curve of degree four, then \( Z \) contains no three points on a line.

**Proof.** For a subset \( Y \subseteq Z \) of six points, we denote by \( \pi : \text{Bl}_Y \mathbb{P}^2 \dashrightarrow \mathbb{P}^2 \) the projection from the seventh point. There are two possible cases.

Assume that there is a subset \( Y \) of six points of \( Z \), not containing any collinear triple. Since they do not lie on a conic, \( \text{Bl}_Y \mathbb{P}^2 \) is isomorphic to a smooth cubic surface \( S \) in \( \mathbb{P}^3 \). It is known (see [20, Section 3]) that the ramification curve for the projection \( \pi \) is a quartic Lüroth curve, which is singular if and only if the seventh point lies on one of the 27 lines of \( S \). Now recall that such lines correspond to the six exceptional divisors of \( \text{Bl}_Y \mathbb{P}^2 \), the six conics passing through five points of \( Y \), and the 15 lines joining two points of \( Y \). The exceptional divisors are excluded in our case, because the seven points are distinct, and the conics are excluded by hypothesis. Therefore \( B(Z) \) is singular if and only if the seventh point is collinear with two other points.

Assume now that for any choice of six points of \( Z \) there is always a collinear triple; then it is simple to check that we have at least three alignments. The blow-up of \( \mathbb{P}^2 \) in six points of \( Z \) is isomorphic to a singular irreducible cubic surface \( S \) in \( \mathbb{P}^3 \). As before, denote by \( \pi : S \dashrightarrow \mathbb{P}^2 \) the projection from the image \( A \) of the seventh point. The ramification curve \( R_\pi \) is given by the points of tangency of the tangent lines to \( S \) passing through \( A \). The latter are the intersection of \( S \) with the first polar \( P_A \) of \( S \) with respect to \( A \), hence \( R_\pi \) has degree 6. Since \( P_A \) intersects \( S \) tangentially in \( A \), the curve \( R_\pi \) is singular in \( A \). Moreover, since any first polar of a hypersurface contains its singular locus, the ramification curve \( R_\pi \) has at least one singular point distinct from \( A \) by construction. It may happen that \( S \) contains the line through \( A \) and some singular point. In any case, the image of \( R_\pi \) under the projection \( \pi \) is either a singular curve of degree 4, or a plane curve of degree 3 or less, or a finite set points, which contradicts the hypothesis on \( B(Z) \). \( \square \)

**Remark 4.4.** In [19, Proposition 7.1], the authors state that \( B(Z) \) is smooth whenever \( Z \) contains no six points on a conic. This is true only with the further assumption that no three points of \( Z \) are collinear.

**Proposition 4.5.** If \( f \in \mathbb{C}[x_0, x_1, x_2]_3 \) is general, then \( E(f) \) contains no 3 points on a line and no 6 points on a conic.

**Proof.** We already observed that \( E(f) \) does not contain 6 points on a conic by [3, Theorem 5.1] or [19, Lemma 9.1]. Moreover, by the proof of [19, Theorem 10.4], since \( f \) is general the branch locus of
the associated Geiser map is a smooth Lüroth quartic. Hence by Lemma 4.3 the eigenscheme \( E(f) \)
contains no collinear triples.

\[ f = x_0^2 + x_1 x_2 - 2x_0 x_1 x_2 + x_0^3 + x_0^2 x_1 - x_0 x_1^2 - x_1^3 \]

has no collinear triples. In this case the Jacobian curve has equation

\[ 12x_0^4 - 18x_0^3 x_1 - 210x_0^2 x_1^2 + 30x_0^3 x_1^3 + 96x_0^2 x_1^4 - 54x_0 x_1^5 + 2x_0^3 x_1^2 x_2 - 6x_0^4 x_1 x_2 + 6x_0^3 x_1^2 x_2^2 \\
+ 294x_0^2 x_1 x_2^2 + 78x_0 x_1 x_2^3 - 62x_1 x_2^4 + 62x_0^2 x_1^2 x_2^2 + 234x_0^2 x_1 x_2^3 + 156x_0 x_1^2 x_2^3 - 150x_1 x_2^4 + 18x_0^2 x_2^4 \\
+ 114x_0^3 x_2^4 + 270x_0^2 x_1 x_2^3 - 36x_1^2 x_2^4 + 66x_0^2 x_1^2 x_2^3 - 6x_0 x_1 x_2^4 + 6x_0^2 x_1^2 x_2^3 - 6x_0^3 x_1 x_2^3 - 6x_0 x_1^2 x_2^2. \]

The branch curve \( B(f) \) is the smooth quartic given by the equation

\[ x_0^4 - 7x_0^3 x_1 + 5x_0^2 x_1^2 + 4x_0 x_1^3 + x_1^4 - x_0^3 x_2 + 9x_0^2 x_1 x_2 + 3x_0 x_1^2 x_2 + 14x_0 x_1 x_2^2 - 6x_1^2 x_2^2 - 7x_1 x_2^3 + 2x_2^4. \]

Moreover, by making experiments with random forms, it is possible to check that if \( f \) is a general triangle, then \( E(f) \) consists of 7 reduced points, no three of which on a line and no six of which on a conic. The same holds when \( f \) is the union of a general conic and a line.

5. Eigenschemes as base loci of Laguerre nets

In this section we analyze the geometry of reduced zero-dimensional eigenschemes of tensors \( T \in (\mathbb{C}^3)^{\otimes d} \) with \( d \geq 4 \). As usual, by Remark 1.3 we assume that \( T = (g_0, g_1, g_2) \in (\text{Sym}^{d-1}(\mathbb{C}^3))^\otimes 3 \). We recall from Definition 1.2 that the ideal of the eigenscheme is generated by the 2 \( \times \) 2 minors of the matrix

\[ \begin{pmatrix} x_0 & x_1 & x_2 \\ g_0 & g_1 & g_2 \end{pmatrix}, \quad (17) \]

where \( g_i \in \text{Sym}^{d-1}(\mathbb{C}^3) \). We set

\[ f_0 = x_1 g_2 - x_2 g_1, \quad f_1 = x_2 g_0 - x_0 g_2, \quad f_2 = x_0 g_1 - x_1 g_0. \quad (18) \]

It turns out that such eigenschemes are a class of configurations of points arising as base loci of the classical Laguerre nets, see [7, Book II, Chapter IV, Section 3].

**Definition 5.1.** Let \( d \geq 4 \) and let \( V \subseteq \mathbb{C}[x_0, x_1, x_2]_d \) be a vector subspace of dimension 3. Let \( \Lambda = \mathbb{P}(V) \subseteq \mathbb{P}(\mathbb{C}[x_0, x_1, x_2]_d) \) be a net of plane curves of degree \( d \). If there exists a basis \( f_0, f_1, f_2 \) of \( V \) such that

\[ x_0 f_0 + x_1 f_1 + x_2 f_2 = 0, \]

then \( \Lambda \) is called a Laguerre net.

**Remark 5.2.** By choosing as basis of \( I_{E(T)} \) the minors of (17) with the suitable sign, it is straightforward to see that the three generators of \( I_{E(T)} \) satisfy (19). Therefore eigenschemes of tensors arise as base loci of Laguerre nets.

We recall that a net of degree \( d \geq 4 \) is called irreducible if all the curves of \( \Lambda \) are irreducible. As shown in [8, Theorem 7.3.13], an irreducible Laguerre net is characterized by one of the following equivalent conditions.

**Theorem 5.3.** Let \( d \geq 4 \) and let \( V \subseteq \mathbb{C}[x_0, x_1, x_2]_d \) be a vector subspace of dimension 3. Assume that \( \Lambda = \mathbb{P}(V) \) is an irreducible net. Then the following properties are equivalent.

(i) There exists a basis \( f_0, f_1, f_2 \) of \( V \) such that

\[ x_0 f_0 + x_1 f_1 + x_2 f_2 = 0. \]
(ii) For any basis \( f_0, f_1, f_2 \) of \( V \), there exist three linearly independent linear forms \( l_0, l_1, l_2 \) such that
\[
l_0 f_0 + l_1 f_1 + l_2 f_2 = 0.
\]

(iii) There exists a basis \( f_0, f_1, f_2 \) of \( V \) such that
\[
f_0 = x_1 g_2 - x_2 g_1, \quad f_1 = x_2 g_0 - x_0 g_2, \quad f_2 = x_0 g_1 - x_1 g_0,
\]
where \( g_0, g_1, g_2 \) are homogeneous forms of degree \( d - 1 \).

(iv) The base locus of a general pencil in \( \Lambda \) is the union of the base locus of \( \Lambda \) and a set of \( d - 1 \) collinear points.

Point (iv) of Theorem 5.3 gives some insight on subpencils of irreducible Laguerre nets, and we shall see that such information allows us to deduce some geometric properties of the rational map associated to an irreducible Laguerre net.

The eigenscheme of the general tensor is zero-dimensional and reduced, hence the Laguerre net \( \mathbb{P}(I_{E(T)}(d)) \) has no fixed components. However, it does not need to be irreducible. As an example, consider the Fermat polynomials \( f = x_0^d + x_1^d + x_2^d \); in this case the generators \( x_i \partial_j f - x_j \partial_i f \) of \( I_{E(T)} \) are reducible. Therefore we are going to study component-free Laguerre nets, rather than irreducible ones. Let us first fix some notation. Let \( Z \) be the reduced zero-dimensional eigenscheme of a tensor \( T \in (\mathbb{C}^3)^{\otimes d} \). Let us indicate by
\[
\Lambda_Z = \mathbb{P}(I_Z(d))
\]
the net spanned by the generators of \( I_Z \). Similarly to what we did in Section 4 for \( d = 3 \), we can consider the rational map
\[
\lambda_Z : \mathbb{P}^2 \dashrightarrow \mathbb{P}(I_Z(d))^\vee
\]
\[
P \mapsto (f_0(P) : f_1(P) : f_2(P)),
\]
where \( f_0, f_1, f_2 \) is the basis (18) of \( I_Z(d) \). Geometrically, if \( P \in \mathbb{P}^2 \setminus Z \), then
\[
\lambda_Z(P) = \{[g] \in \mathbb{P}(I_Z(d)) \mid g(P) = 0\}.
\]
In other words, \( \lambda_Z(P) \) is the pencil consisting of the degree \( d \) plane curves containing \( Z \) and \( P \). By blowing up \( \mathbb{P}^2 \) at \( Z \) we obtain a generically finite morphism
\[
\tilde{\lambda}_Z : \text{Bl}_Z \mathbb{P}^2 \to \mathbb{P}^2.
\]

**Definition 5.4.** The map \( \tilde{\lambda}_Z : \text{Bl}_Z \mathbb{P}^2 \to \mathbb{P}^2 \), which resolves the indeterminacy locus of \( \lambda_Z \), is called the Laguerre morphism associated to \( Z \).

If \( \Lambda_Z \) is an irreducible net, from Theorem 5.3(iv) we immediately get that the morphism \( \tilde{\lambda}_Z \) is generically finite of degree \( d - 1 \), and every finite fiber of the rational map \( \lambda_Z \) consists of \( d - 1 \) collinear, not necessarily distinct, points. The following result shows that an analogous statement holds for Laguerre nets which are not necessarily irreducible.

**Theorem 5.5.** Let \( d \geq 4 \). Let \( T \in (\mathbb{C}^3)^{\otimes d} \) such that \( E(T) \) is reduced of dimension 0 and set \( Z = E(T) \). Then the Laguerre map \( \lambda_Z \) is generically finite of degree \( d - 1 \) and its finite fibers consist of zero-dimensional subschemes of degree \( d - 1 \) contained in a line. Moreover, every curve contracted by \( \lambda_Z \) is a line and the number \( \nu \) of contracted lines satisfies \( \nu \leq 3(d - 1) \).

As a consequence, if \( k \in \{2, \ldots, d - 1\} \) then no \( kd \) points of \( E(T) \) lie on a curve of degree \( k \).
Proof. By Remark 1.3, we assume that $T = (g_0, g_1, g_2)$ is partially symmetric and we consider generators $f_0, f_1, f_2$ of $I_Z$ of the form (18).

A direct computation shows that for any point $P = (P_0 : P_1 : P_2) \in \mathbb{P}^2 \setminus Z$, the point $\lambda Z(P) = (f_0(P) : f_1(P) : f_2(P))$ is the intersection of the two lines

$$P_0 x_0 + P_1 x_1 + P_2 x_2 = 0 \quad \text{and} \quad g_0(P) x_0 + g_1(P) x_1 + g_2(P) x_2 = 0.$$ 

So for the general $Q = (Q_0 : Q_1 : Q_2) \in \mathbb{P}^2$, the fiber $\lambda Z^{-1}(Q)$ consists of the points $P \in \mathbb{P}^2$ such that

$$P_0 Q_0 + P_1 Q_1 + P_2 Q_2 = g_0(P) Q_0 + g_1(P) Q_1 + g_2(P) Q_2 = 0,$$

that is the general fiber is the intersection of the polar line $L_Q$ relative to the isotropic conic and the curve of equation $Q_0 g_0 + Q_1 g_1 + Q_2 g_2 = 0$. Hence, on the blow-up $\text{Bl}_Z \mathbb{P}^2 \subseteq \mathbb{P}^2 \times \mathbb{P}^2$, the fibers of $\lambda Z$ are generically contained in the divisor $W$ with bihomogeneous equation $x_0 y_0 + x_1 y_1 + x_2 y_2 = 0$. Since both $\text{Bl}_Z \mathbb{P}^2$ and $W$ are irreducible, and since $\lambda Z$ is the restriction of the second projection $p_2 : \mathbb{P}^2 \times \mathbb{P}^2 \to \mathbb{P}^2$, it follows that $\text{Bl}_Z \mathbb{P}^2 \subseteq W$; in particular, every fiber of $\lambda Z$ is contained in a line, and by construction the same holds for $\lambda Z$. As a consequence, the map $\lambda Z$ contracts only lines.

To bound the number of contracted lines, we observe that the ramification divisor of $\lambda Z$ is exactly the Jacobian divisor $J$ of the net $\Lambda_Z$, given by the determinant of the matrix with entries the partial derivatives of $f_0, f_1, f_2$. Indeed, a point $P \in \mathbb{P}^2 \setminus Z$ is a ramification point if and only if the pencil of degree $d$ curves with base locus $Z \cup P$ consists of curves intersecting tangentially at $P$, and there is always a singular curve in the pencil with $P$ as a singular point (see [7, Book I, Chapter IX, Theorem 25]). The locus of all singular points of the curves in the net is given precisely by the Jacobian divisor. Such a divisor has degree $3(d - 1)$. We claim that $J$ contains every contracted line $L$; indeed, since $\lambda Z(L)$ is a point for any $P \in L \setminus Z$, the pencil $\Gamma_P$ through $Z \cup P$ is constant, hence all the points of $L$ are fixed for $\Gamma_P$. This means that $L$ is a fixed component of $\Gamma_P$. We write $\Gamma_P = L + |C_P|$, where $|C_P|$ is a pencil of degree $d - 1$ curves. For any point $R \in L \setminus (Z \cup P)$, there exists a curve of $|C_P|$ passing through $R$, hence the general point of $L$ is a singular point for some curve of $\Gamma_P$, and hence for some curve of $\Lambda_Z$. As every contracted curve is a line, the maximal number of such lines is $\deg J = 3(d - 1)$.

Finally, if $kd$ points of $Z$ belong to a curve $C$ of degree $k$, then for every $R \in C$, the pencil through $Z \cup R$ has $C$ as a fixed component; it follows that $C$ is contracted by $\lambda Z$. By the first part of the present proof, the only possibility is $k = 1$. \hfill \Box

Remark 5.6. The bound $\nu \leq 3(d - 1)$ is sharp; indeed, the Fermat polynomials

$$f = x_0^d + x_1^d + x_2^d$$

have a reduced, zero-dimensional eigenscheme of degree $\frac{(d-1)^2 - 1}{d-2}$. They have exactly $3(d - 1)$ sets of $d$ collinear points, and every such line is contracted by $\lambda E(j)$. The ramification divisor of $\lambda E(j)$ splits as the union of $3(d - 1)$ lines, and the branch locus of $\lambda E(j)$ is the union of $3(d - 1)$ distinct points.

For $d = 4$, the eigenscheme is the set

$$\{(1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1), (1 : 1 : 0), (0 : 1 : 1), (1 : -1 : 0), (1 : 0 : -1), (0 : 1 : -1), (1 : 1 : -1), (1 : -1 : 1), (-1 : 1 : 1), (1 : 1 : 1)\}$$

If we label these points $p_0, \ldots, p_{12}$, then the 9 quadruples of collinear points are

$$\{0, 1, 3, 6\}, \{0, 2, 4, 7\}, \{0, 5, 11, 12\}, \{0, 8, 9, 10\}, \{1, 2, 5, 8\}, \{1, 4, 10, 12\}, \{1, 7, 9, 11\}, \{2, 3, 9, 12\}, \{2, 6, 10, 11\}.$$
By Proposition 2.6, zero-dimensional eigenschemes of tensors in $(\mathbb{C}^{n+1})^\otimes d$ never contain $d+1$ collinear points. Now we focus on tensors with zero-dimensional reduced eigenscheme containing $d$ collinear points. The next result can be seen as a generalization of Proposition 4.5.

**Theorem 5.7.** Let $d \geq 3$. The eigenscheme $E(f)$ of a general homogeneous polynomial $f \in \mathbb{C}[x_0, x_1, x_2]_d$ contains no $d$ collinear points. As a consequence, the general element of $(\mathbb{C}^3)^{\otimes d}$ has no $d$ collinear eigenspins.

**Proof.** Consider a symmetric tensor $f \in \mathbb{C}[x_0, x_1, x_2]_d$. The case $d = 3$ is solved in Proposition 4.5, so we assume that $d \geq 4$ and we consider the Laguerre associated to $E(f)$. Since any subset of $d$ collinear points determines a line contracted by $\lambda$, we are interested in characterizing the locus of polynomials which give rise to such a contraction.

By the proof of Theorem 5.5, the fiber of $\lambda_{E(f)}$ over $Q = (Q_0 : Q_1 : Q_2)$ is given by $V(Q_0x_0 + Q_1x_1 + Q_2x_2, Q_0\partial_0 f + Q_1 \partial_1 f + Q_2 \partial_2 f)$, hence we see that a fiber is a line if and only if either the first polar $P_0(f) = Q_0\partial_0 f + Q_1 \partial_1 f + Q_2 \partial_2 f$ is identically zero, or the polar line $L_Q = Q_0x_0 + Q_1x_1 + Q_2x_2$ is a component of $P_Q(f)$. The first case occurs if and only if $V(f)$ consists of concurrent lines (see [7, Book I, Chapter 9, Theorem 30]). To analyse the second case, we write $L_Q$ in parametric equations with parameters $(t_0 : t_1)$. By substituting such expressions in $P_Q(f)$, we get a homogeneous polynomial of degree $d-1$ in $t_0, t_1$. Therefore the condition $V(L_Q) \subseteq V(P_Q(f))$ is satisfied if and only if the $d$ coefficients of such a polynomial are zero. These equations are bihomogeneous of bidegree $(d, 1)$ in the $Q_i$ and the coefficients of $f$, so they determine $d$ hypersurfaces in $\mathbb{P}^2 \times \mathbb{P}(\mathbb{C}[x_0, x_1, x_2]_d)$. Let us set $\mathcal{L} \subseteq \mathbb{P}^2 \times \mathbb{P}(\mathbb{C}[x_0, x_1, x_2]_d)$ to be their zero locus. Let $\pi_1$ and $\pi_2$ denote the projections. We want to prove that $\pi_2(\mathcal{L}) \neq \mathbb{P}(\mathbb{C}[x_0, x_1, x_2]_d)$. We claim that the $d$ equations defining $\mathbb{P}(\mathbb{C}[x_0, x_1, x_2]_d)$ are all independent, so that

$$\text{codim } \mathcal{L} = d.$$  

Indeed, the restriction of the first projection $\pi_1 : \mathcal{L} \to \mathbb{P}^2$ is surjective, and all its fibers have codimension at most $d$. Since the codimension is upper semicontinuous, in order to prove (21) it suffices to exhibit a specific fiber having codimension $d$. Let $Q = (0 : 0 : 1)$. Then

$$L_Q = (t_0 : t_1 : 0) \text{ and } P_Q(f) = \partial_2 f,$$

so the condition $V(L_Q) \subseteq V(P_Q(f))$ becomes $\partial_2 f(t_0, t_1, 0) \equiv 0$. This is equivalent to require that all the coefficients of the monomials $x_0^{d-1}x_2, x_0^{d-2}x_1x_2, \ldots, x_1^{d-1}x_2$ are zero, and the latter are $d$ linearly independent conditions. Hence $\text{codim } \pi_2^{-1}(Q) = d$ and (21) follows. Therefore

$$\text{codim } \pi_2(\mathcal{L}) \geq d - 2 > 0$$

and our statement follows.

Now we consider tensors that are not necessarily symmetric. Let $\mathcal{C} \subseteq (\mathbb{P}^2)^{(d^2 - d + 1)}$ be the locus of all degree $d^2 - d + 1$ reduced subschemes containing $d$ collinear points. Notice that $\dim \mathcal{C} = 2 + d + 2(d - 1)^2 < \dim (\mathbb{P}^2)^{(d^2 - d + 1)}$, so $\mathcal{C}$ is a proper closed subscheme of $(\mathbb{P}^2)^{(d^2 - d + 1)}$. In order to conclude, we just need to show that there is a symmetric tensor $f$ such that $E(f) \in (\mathbb{P}^2)^{(d^2 - d + 1)} \setminus \mathcal{C}$.

By the first part of this theorem, it is enough to take a general polynomial. □

**Remark 5.8.** Now we want to highlight a connection with some existing literature. We identify $\mathbb{P}(I_Z(d))^\vee = \mathbb{P}^2$. Let us determine the class of $S = \text{Bl}_Z \mathbb{P}^2$ in the Chow ring $A(\mathbb{P}^2 \times \mathbb{P}^2)$. By choosing $L_1$ and $L_2$ as generators of the Picard groups of the two factors, and by setting $p_i : \mathbb{P}^2 \times \mathbb{P}^2 \to \mathbb{P}^2$ to be the two projections, we have that the divisors $h_1 = p_1^* L_1$ and $h_2 = p_2^* L_2$ are generators for $A(\mathbb{P}^2 \times \mathbb{P}^2)$. Then it is simple to check that the class of $S$ in $A(\mathbb{P}^2 \times \mathbb{P}^2)$ is given by

$$[S] = (d - 1)h_1^2 + dh_1h_2 + h_2^2.$$
As seen in the proof of Theorem 5.5, an eigenscheme $Z$ determines an embedding of $S$ in the divisor $W \subseteq \mathbb{P}^2 \times \mathbb{P}^2$ defined by the equation $x_0 y_0 + x_1 y_1 + x_2 y_2 = 0$. The class of $W$ is $h_1 + h_2$, and the restriction of the second projection $p_2|_W$ realizes $W$ as a projective bundle over $\mathbb{P}^2$. Observe that such an equation corresponds to the projective bundle associated to the twisted universal quotient bundle $\mathcal{Q}(1)$ of $\mathbb{P}^2$, which is in turn isomorphic to the tangent bundle $Т_{\mathbb{P}^2}$, so that $W = \mathbb{P}(Т_{\mathbb{P}^2})$.

Moreover, we have seen in the proof of Theorem 5.5 that $S$ is contained in the intersection of the two divisors determined by the equation (20), that is, $S \subseteq W \cap D'$ where $D'$ has equation

$$y_0 g_0(x_0, x_1, x_2) + y_1 g_1(x_0, x_1, x_2) + y_2 g_2(x_0, x_1, x_2) = 0.$$  

(22)

The class of such a complete intersection is

$$(h_1 + h_2) \cdot ((d - 1)h_1 + h_2) = (d - 1)h_1^2 + dh_1 h_2 + h_2^2 = [S],$$

hence $S = W \cap D'$. By setting $t_1 = h_1|_W$ and $t_2 = h_2|_W$, we see that $S$ determines uniquely a section in $H^0(\mathcal{O}_W((d - 1)t_1 + t_2))$.

Finally, we believe that our construction is related to that performed in [18, Section 3.1] to determine the degree of eigenschemes, and in [1, Section 5.2] to study the dimension and degree of eigendiscriminants. According to [1, Lemma 5.6], given a vector space $V$ and an order $d$ tensor $A \in V^\odot d$, there exists a unique section class $[s] \in \mathbb{P}(H^0(Т_{\mathbb{P}^2}(d - 2)))$ such that the zero scheme $(s)_0$ is equal to the eigenscheme of $A$. Then we notice that

$$p_1, \mathcal{O}_W((d - 1)t_1 + t_2) \cong Т_{\mathbb{P}^2}(d - 2).$$

Remark 5.9. Let us determine the branch divisor $\tilde{\lambda}_Z, K_{\tilde{\lambda}_Z}$ for $d = 4$. In this case the Laguerre morphism is generically finite of degree 3. Observe that $\tilde{\lambda}_Z, p_1^* L_1 \sim 4L_2$; indeed, by construction we have $\tilde{\lambda}_Z, p_1^* L_1 = \lambda_Z, L_1$, and the image of a general line under the Laguerre map is a quartic curve, since $\lambda_Z$ is defined by degree 4 polynomials. Moreover, since the exceptional divisors $E_i$ on $S$ are lines for any $i \in \{1, \ldots, 13\}$, we have $\tilde{\lambda}_Z, E_i \sim L_2$. Finally, from the definition of the push-forward cycle and from the fact that $\tilde{\lambda}_Z$ is a degree three cover, we have $\tilde{\lambda}_Z, \lambda^2 Z \sim 3L_2$.

This implies that $\tilde{\lambda}_Z, K_{\tilde{\lambda}_Z} \sim 10L_2$. When $\tilde{\lambda}_Z$ is a finite cover, by [17, Proposition 8.1] the dual of its Tschirnhausen bundle is precisely $Т_{\mathbb{P}^2}(1)$. Moreover, by [17, Proposition 4.1], $\tilde{\lambda}_Z, K_{\tilde{\lambda}_Z} \sim 2c_1(Т_{\mathbb{P}^2}(1))$, and indeed we have $c_1(Т_{\mathbb{P}^2}(1)) = c_1(Т_{\mathbb{P}^2}) + 2L_2 = 5L_2$. On the other hand, by [17, Lemma 10.1], the branch divisor of a general triple cover $\rho$ between smooth surfaces has only cusps as singularities, corresponding to the total ramification points, and their number is $3c_2(\mathcal{E})$, where $\mathcal{E}$ is the Tschirnhausen bundle of $\rho$. Then the branch divisor has $3c_2(Т_{\mathbb{P}^2}(1)) = 3 \cdot 7 = 21$ cusps. This setting is confirmed by the following example.

Example 5.10. Consider the irreducible form $f = x_0^3 x_2 - x_0 x_1^2 x_2 - x_0 x_1 x_2^2 + x_1^3 + x_2^3$. The scheme $E(f)$ is reduced, zero-dimensional and has degree 13. The Jacobian divisor is the curve defined by the polynomial

$$20x_0^5 x_2 - 44x_0^4 x_1 - 32x_0^3 x_1^2 - 164x_0^2 x_1^3 + 32x_0 x_1^4 + 60x_1^5 x_2 - 8x_0^3 x_2^2 - 64x_0^2 x_1 x_2^2 + 224x_0 x_1^2 x_2^2 + 224x_1^3 x_2^2$$

$$+ 72x_0^4 x_1 x_2 + 96x_0^3 x_2^2 + 240x_0^2 x_1 x_2^3 - 124x_0 x_1^2 x_2^3 + 48x_1^3 x_2^3 + 220x_0^2 x_1^3 x_2^3 - 48x_1^4 x_2^3 + 348x_0^2 x_1^4 x_2^2$$

$$- 60x_0 x_1^5 x_2^2 - 44x_0^4 x_2^3 - 80x_0^3 x_1 x_2^3 - 56x_0^3 x_1^2 x_2^3 - 600x_0^2 x_1^3 x_2^3 - 556x_0 x_1^4 x_2^2 x_2 - 720x_0^2 x_1^5 x_2 - 112x_0^3 x_2^4$$

$$+ 16x_0^4 x_1^2 + 108x_0^3 x_2 x_2 + 144x_0^2 x_2^2 x_2 + 328x_0 x_1 x_2^3 + 96x_0 x_1 x_2^4 - 52x_1^2 x_2^4 - 52x_1 x_2^5 + 320x_0 x_1^2 x_2^3$$

$$+ 216x_0^2 x_1^3 x_2^2 + 720x_0 x_1^4 x_2 - 52x_1^5 x_2 - 32x_0^2 x_2^5 - 624x_0^2 x_1 x_2^5 - 96x_0 x_1 x_2^6 - 112x_1^2 x_2^6 - 60x_0^2 x_2^7 + 60x_1^2 x_2^7.
The branch locus is a curve of degree 10. The curve \( B(f) \) has equation

\[
4x_1^0 + 24x_0^3x_3 - 408x_0^3x_1^3 - 76x_0^3x_1^4 + 768x_0^5x_1^4 - 356x_0^3x_1^7 - 24x_0^2x_1^7 - 24x_0^2x_1^7 - 4x_0^2x_1^2 + 144x_0^2x_1^2x_2
\]

and other singularities have higher multiplicity, we believe that the branch locus has indeed 21 cusps as singularities.

Lemma 6.2. Assume \( \chi \) associated to a zero-dimensional scheme \( Z \), Definition 2.4]. The numerical character is a sequence of positive integers \( d_i \) for \( i = 0, \ldots, d \). Finally, if \( n \) be a zero-dimensional subscheme and let \( \chi \) be a zero-dimensional subscheme and set \( \chi(Z) = (n_0, \ldots, n_d) \) for any \( i \in \{0, \ldots, d \} \), we will say that \( \chi(Z) \) is connected.

We will need the following relations. For references, see [12, Theorem 2.7] and [11, Proposition I.2.1].

Lemma 6.2. Let \( Z \subseteq \mathbb{P}^2 \) be a zero-dimensional subscheme and let \( \chi(Z) = (n_0, \ldots, n_d) \) be its numerical character.

1. The degree of \( Z \) is

\[
\deg Z = \sum_{i=0}^{d} (n_i - i).
\]

2. Let \( S = \mathbb{C}[x_0, x_1, x_2] \). Let

\[
0 \to \bigoplus_{i=1}^{t-1} S(-\alpha_i) \to \bigoplus_{j=1}^{t} S(-\beta_j) \to I_Z \to 0
\]
be the minimal free resolution of $I_Z$, where $d < \alpha_1 \leq \ldots \leq \alpha_{t-1}$ and $\beta_1 \leq \ldots \leq \beta_t$. Then

$$\# \{i \mid \beta_i = d\} = \# \{i \mid n_i = d\} + 1.$$  

Moreover, for any $s \geq d + 1$ we have

$$\# \{i \mid \alpha_i = s\} = \# \{i \mid \beta_i = s\} - \# \{i \mid n_i = s\} + \# \{i \mid n_i = s - 1\}.$$  

We also recall a result from [10, Page 112]:

**Proposition 6.3.** Let $Z \subseteq \mathbb{P}^2$ be a zero-dimensional subscheme and let $\chi(Z) = (n_0, \ldots, n_{d-1})$ be its numerical character. If $n_{s-1} > n_s + 1$ for some $1 \leq s \leq d - 1$, then there exists a curve $C$ of degree $s$ such that $\chi(C \cap Z) = (n_0, \ldots, n_{s-1})$ and $\chi(\text{Res}_C(Z)) = (n_s - s, \ldots, n_{d-1} - s)$.

These results allow us to prove the following theorem, generalizing [3, Theorem 5.1]. Observe that we can assume that the line $x_2 = 0$ is in general position with respect to $Z$, up to an orthogonal transformation.

**Theorem 6.4.** Let $d \geq 3$ and let $Z \subseteq \mathbb{P}^2$ be a reduced subscheme of dimension 0 and degree $d^2 - d + 1$. Assume that

(1) $\dim I_Z(d) = 3$,
(2) no $d + 1$ points of $Z$ are collinear, and
(3) for any $k \in \{2, \ldots, d - 1\}$, no $kd$ points of $Z$ lie on a degree $k$ curve.

Then there exists a tensor $T \in (\text{Sym}^{d-1} \mathbb{C}^3)^{\otimes 3}$ such that $E(T) = Z$.

**Proof.** For $k = d - 1$, assumption (3) ensures that $d$ is the minimum degree of a curve containing $Z$ (compare to Definition 6.1). Let $\chi(Z) = (n_0, \ldots, n_{d-1})$ be the numerical character of $Z$. Since $\dim I_Z(d) = 3$, Lemma 6.2(2) implies that

$$n_{d-1} = n_{d-2} = d$$

and $n_{d-3} \geq d + 1$.

Now we claim that $\chi(Z)$ is connected. Indeed, assume by contradiction that $\chi(Z)$ is not connected and let $k \in \{1, \ldots, d - 2\}$ be the maximal integer such that

$$n_{k-1} > n_k + 1.$$  

By Proposition 6.3, there exists a curve of degree $k$ containing a subset $Z'$ of $Z$, with $\chi(Z') = (n_0, \ldots, n_{k-1})$.

In order to find a contradiction, we are going to show that $\deg(Z') \geq kd$. Since

$$\sum_{i=0}^{d-2} n_i = \sum_{i=0}^{d-1} n_i - n_{d-1} = \deg(Z) + \sum_{i=0}^{d-1} i - d$$

$$= d^2 - d + 1 + \frac{d(d-1)}{2} - d = \frac{(d-1)(3d-2)}{2},$$

we can write

$$\sum_{i=k}^{k-1} n_i = \frac{(d-1)(3d-2)}{2} - \sum_{i=k}^{d-2} n_i.$$  

If $i \in \{k, \ldots, d-3\}$, then the maximality of $k$ implies that $n_i \leq n_{i+1} + 1$. Hence $n_i \leq n_{d-2} + (d-2-i) = 2d - 2 - i$. Notice that the same inequality also holds for $i = d - 2$. Thus

$$\sum_{i=k}^{d-2} n_i \leq (d-k-1)(2d-2) - \frac{(d-2)(d-1)}{2} + k(k-1).$$
Therefore
\[
\sum_{i=0}^{k-1} n_i \geq \frac{(d - 1)(3d - 2)}{2} - \left( (d - k - 1)(2d - 2) - \frac{(d - 2)(d - 1)}{2} + \frac{k(k - 1)}{2} \right)
\]
\[
= 2k(d - 1) - \frac{k(k - 1)}{2}.
\]
It follows that
\[
\deg(Z') = \sum_{i=0}^{k-1} (n_i - i) \geq 2k(d - 1) - \frac{2k(k - 1)}{2} = 2k(d - 1) - k(k - 1).
\]
(23)
So \(Z'\) is a subset of at least \(2k(d - 1) - k(k - 1)\) points of \(Z\) contained in a degree \(k\) curve for some \(k \in \{1, \ldots, d - 2\}\). If \(k = 1\), then we have \(2d - 2 \geq d + 1\) collinear points, in contradiction to assumption (2). If \(k \geq 2\), then we have at least \(kd\) points on a degree \(k\) curve, in contradiction to assumption (3).

We deduce that \(\chi(Z)\) is connected. In particular, \(n_{d-3} = d + 1\).

Next we show that \(\chi(Z)\) is strictly decreasing for \(i \in \{0, \ldots, d - 2\}\). Indeed, the lexicographically maximal connected numerical character with \(n_{d-1} = n_{d-2} = d\) and \(n_{d-3} = d + 1\) is
\[
\chi_{\text{max}} = (2d - 2, 2d - 3, 2d - 4, \ldots, d + 2, d + 1, d, d).
\]
By Lemma 6.2(1), a set of points with this character would have degree
\[
d + \sum_{i=d}^{2d-2} i - \sum_{i=0}^{d-1} i = d + \frac{(2d - 2)(2d - 1)}{2} - d(d - 1) = d^2 - d + 1 = \deg Z,
\]
thus \(\chi(Z) = \chi_{\text{max}}\). In particular, there is exactly one integer among the \(n_i\) equal to \(d + 1\), and precisely \(n_{d-3} = d + 1\). Therefore we can apply Lemma 6.2(2) to get
\[
\#\{i \mid \alpha_i = d + 1\} = \#\{i \mid \beta_i = d + 1\} - \#\{i \mid n_i = d + 1\} + \#\{i \mid n_i = d\}
\]
\[
= \#\{i \mid \beta_i = d + 1\} - 1 + 2 \geq 1.
\]
So there is at least one syzygy in degree \(d + 1\) among the three generators of degree \(d\), of the form
\[
l_0f_0 + l_1f_1 + l_2f_2 \equiv 0.
\]
(24)
Next we observe that our geometric assumptions on \(Z\) imply that the linear forms \(l_0, l_1, l_2\) are linearly independent. Indeed, assume by contradiction that \(l_2 = \alpha l_0 + \beta l_1\) for some \(\alpha, \beta \in \mathbb{C}\). By (24) we have
\[
l_0(f_0 + \alpha f_2) = -l_1(f_1 + \beta f_2),
\]
which implies that there exists a degree \(d - 1\) form \(h\) such that
\[
f_0 + \alpha f_2 = l_1h \quad \text{and} \quad f_1 + \beta f_2 = -l_0h.
\]
These relations imply that \(I_Z\) is generated also by
\[
I_Z = (f_0, f_1, f_2) = (f_2, l_0h, l_1h).
\]
In particular, \(Z\) contains \(V(f_2, h)\), which are \((d - 1)d\) points on the degree \(d - 1\) curve \(V(h)\). But this contradicts our hypothesis (3) with \(k = d - 1\). By writing explicitly the forms \(l_0, l_1, l_2\), we can rewrite the relation (24) in the form
\[
x_0\tilde{f}_0 + x_1\tilde{f}_1 + x_2\tilde{f}_2 = 0,
\]
where \(\tilde{f}_0, \tilde{f}_1, \tilde{f}_2\) are three other generators of \(I_Z\). By Lemma 3.9 we conclude that \(\tilde{f}_0, \tilde{f}_1, \tilde{f}_2\) are the determinantal equation of the eigenscheme of a partially symmetric tensor \(T\). \(\Box\)

In Theorem 6.4, we assumed that \(Z\) is reduced. Actually, the same argument proves the analogous result for non-reduced zero-dimensional subschemes of \(\mathbb{P}^2\).
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