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Abstract

Object detection is a core problem in computer vision. With the development of deep ConvNets, the performance of object detectors has been dramatically improved. The deep ConvNets based object detectors mainly focus on regressing the coordinates of bounding box, e.g., Faster-R-CNN, YOLO and SSD. Different from these methods that considering bounding box as a whole, we propose a novel object bounding box representation using points and links and implemented using deep ConvNets, termed as Point Linking Network (PLN). Specifically, we regress the corner/center points of bounding-box and their links using a fully convolutional network; then we map the corner points and their links back to multiple bounding boxes; finally an object detection result is obtained by fusing the multiple bounding boxes. PLN is naturally robust to object occlusion and flexible to object scale variation and aspect ratio variation. In the experiments, PLN with the Inception-v2 model achieves state-of-the-art single-model and single-scale results on the PASCAL VOC 2007, the PASCAL VOC 2012 and the COCO detection benchmarks without bells and whistles. The source code will be released.

1. Introduction

Object detection is one of the most fundamental problems in computer vision. It has various real-world applications, ranging from robotics, autonomous car, to video surveillance and image retrieval. Object detection is very challenging since it suffers from scale variation, viewpoint change, intra-class variation, shape variation, and occlusion of object, as well as background clutters. Deep ConvNets are excellent at learning representation, thus, to some extent, deep ConvNets based object detectors are more robust to the challenges mentioned above. However, explicit modeling is still beneficial to solving the object detection problem. Different from the previous deep ConvNets based detectors which focus on learning better features for this task, in this paper, we propose to study better object model to achieve better object detector in the framework of deep ConvNets.

After the deep ConvNets had obtained great successes on image classification [20], utilizing deep ConvNets for object detection is becoming a new challenge. The developments of object detection using deep learning can be summarized into two stages. In the first stage, the object detectors based on deep ConvNets follows the “sliding window” strategy. They learn classifiers to check candidate windows one by one and obtain the top scoring candidate windows after non-maximum suppression as the detection results, such as OverFeat [29], R-CNN [12], Fast-R-CNN [12]. These kinds of methods have some limitations: 1) The detector only sees local information when making a decision and is hard to reason about global context. 2) Even most of the deep CNN features of candidate windows are
shareable, learning additional features for individual windows and classifying them are still computationally expensive. Thus, these methods are relatively slow. In the second stage, deep detectors can directly predict/regress object bounding boxes using a single ConvNet, such as Deep MultiBox [8], YOLO [26], Faster-R-CNN [28], and SSD [25]. A common strategy is to map a labeled bounding-box to a grid in the convolutional feature map and then each cell responses to predicting the coordinates and class label (e.g., $x, y, w, h, c$) of the mapped bounding box. When predicting the coordinates, usually a cell has multiple anchors for different default aspect ratios of bounding box. The crux of these methods is representing a various number of bounding boxes using a fixed length vector (the grids with no matched bounding box will be ignored during training). Deep ConvNets are excellent at learning a mapping between the input image and a fixed length vector contains its semantic information and there is no extra computation for a large number of candidate windows. Thus YOLO, Faster-R-CNN, SSD etc. have obtained very impressive object detection accuracy and speed.

However, current bounding box regression methods still suffer from the large variation of the aspect ratios of bounding boxes, scale variation, and occlusion. To address these problems, we propose a new solution for object detection based deep networks. We cast the object detection problem into two sub-problems: a point detection problem and a point linking problem. As shown in Fig. 1, there are two kinds of points in our system, the center point of an object bounding box which is denoted as $O$ and a corner point of an object bounding box, e.g. $C_A$. There are four corner points in Fig. 1 which are the top-left corner, the top-right corner, the bottom-left corner and the bottom-right corner. It is clear that any pair of center point and corner point can determine a bounding box. In order to detect the point pair, there are two tasks, the first task is to localize the two points that is termed as point detection, and the second task is to associate the two points, say the points belonging to the same object, which termed as point linking. This is the general object detection idea in this paper, which is point-based object detection framework. Compared to the previous bounding box regression methods, this new framework has three advantages: 1) It is very flexible to represent bounding box in any scale and any aspect ratio. 2) For each bounding box, there are at least four pairs of points, object detection performance can be boosted via voting. 3) It is naturally robust to occlusion, since it can infer object location using local cues.

We implement this point-based object detection framework using a single deep network, termed as Point Linking Network (PLN). In PLN, both point detection and point linking are implemented in a joint loss function. As shown in Fig. 1, each grid cell represents a grid cell the convolutional feature map of the input image. A grid cell is responsible for predicting the center point inside includes its confidence, $x$-offset, $y$-offset and link, as well as the corner point inside also includes its confidence, $x$-offset, $y$-offset and link. The details will be introduced in Section 3. We have tested it on the standard object detection benchmarks, PASCAL VOC 2007 & 2012, and COCO. The results show PLN is superior to the widely used Faster-RNN, YOLO and SSD in the same data augmentation setting.

2. Related Work

Recently, object detection has become one of the most active and productive areas in computer vision, mainly driven by two factors: deep convolutional neural networks (CNN) [21, 20] and large-scale image datasets [7, 24]. Numerous insightful ideas and effective algorithms have been proposed, since the emergence of the pioneering work R-CNN [13], which developed an object detection paradigm that first finds object proposals and successively classifies each proposal with a trained CNN model.

To improve R-CNN, He et al. [14] presented SPP-net, which adopts a spatial pyramid pooling layer to generate a fixed-length representation regardless of image scale and aspect ratio. Girshick [11] proposed to process whole image with several convolutional and max pooling layers to produce feature maps and compute a fixed-length feature for each proposal via a RoI pooling layer. Later, Ren et al. [28] introduced a Region Proposal Network (RPN) to replace the time-consuming region proposal computation procedure. The resultant model, called Faster R-CNN, achieves excellent performance on standard benchmarks for object detection while running much faster. Different from RCNNs, the proposed PLN method is proposal free.

Different from the R-CNN paradigm, the YOLO framework [26] casts object detection as a regression problem to spatially separated bounding boxes and associated class probabilities. YOLO is able to run in real-time but makes more localization errors. YOLO9000 [27], as an extension to YOLO, made several modifications (such as batch normalization, high resolution classifier and direct location prediction) and outperformed prior arts for object detection while still running significantly faster. Alternatively, SSD [25] completely eliminates proposal generation and subsequent feature re-sampling stages, by discretizing the output space of bounding boxes into a set of default boxes over different aspect ratios and scales and integrating predictions from multiple feature maps of different scales. However, PLN is able to generating bounding boxes in any scale and any aspect ration.

Making use of the inherent multi-scale, pyramidal hierarchy of deep convolutional networks, Lin [22] constructed feature pyramids with a top-down architecture with lateral connections. This method obtains state-of-the-art accuracy
on the COCO detection benchmark [24]. Dai et al. [6] devised a region-based object detector that is fully convolutional with almost all computation shared. Position-sensitive score maps are used to handle different parts of objects. The ResNet [15] has advanced image classification with identity mappings and much deeper networks, and it has proven to be very effective when superseding previous base model (for example, VGG-16 [31]) in detection systems. These tricks also work with the proposed PLN method. In PLN, we choose the Inception-v2 network as base network without any special design in the feature extraction layer.

PLN is related to some semantic segmentation methods, such as FCN [30] and Deeplab [5], since we are trying to segment out the corner points and center points. In addition, PLN is similar to problem of multi-person pose estimation problem [18, 4]. However, PLN aims at object detection and is much faster than these pose estimation methods.

Before the era of deep learning, Deformable Part Model (DPM) [10] has been the state-of-the-art object detector for a long period of time. Different from current deep object detectors, DPM is part based and robust to object deformation. In this paper, we draw inspiration from DPM to perform part-based object detection, within in the current deep learning based object detection framework.

### 3. Point Linking Network for Object Detection

#### 3.1. Network Design for Object Detection

Following the setting of the single-shot object detectors [25, 27], we resize the input image $I$ into a fixed size with equal height and width. The base network of PLN is Inception-v2 which is a fast and accurate network for object detection according to the survey paper proposed by Google [17]. The convolutional feature map of $I$ shown in Fig. 1. Thus, a grid cell in $F$ is associated with a type of point or not, which are indicated using $S_{x,y}$. If we want to predict multiple object predictions, we set $B > 1$. Without the loss of generalizability, we suppose the corner is a top-right corner. The 1st to the $B$-th predictions are for center points and the $(B + 1)$-th to the $(2B)$-th predictions are for corner points. Each prediction contains four items: $P_{ij}$, $Q_{ij}$, $[x_{ij}, y_{ij}]$, $[L_{x,ij}, L_{y,ij}]$, where $i \in [1, \ldots, S^2]$ is the spatial index and $j \in [1, \ldots, 2 \times B]$ is the point index. The meaning of the four items are explained as follows.

- $P_{ij}$ is the probability that a point exists in the grid cell; it has two forms, $P(O)_{ij}$ and $P(C)_{ij}$ denotes the existence of center point and corner point, respectively.
- $Q_{ij}$ is the probability distribution over object classes; suppose there are $N$ classes; $Q(n)_{ij}, n \in [1, \ldots, N]$, is the probability that the point belongs to the $n$-th class.
- $[x_{ij}, y_{ij}]$ represents the accurate position of the point which is relative to the top-right corner of the cell grid in $I$ and normalized by the size of grid cell. Thus, both $x_{ij}$ and $y_{ij}$ are both in the range of $[0, 1]$.
- $[L_{x,ij}, L_{y,ij}]$ denotes the link of the point. There is a special design. Both $L_{x,ij}$ and $L_{y,ij}$ are vectors in the length of $S$. The $k$-th element $L(k)_{x,ij}$ and $L(k)_{y,ij}$, $k \in [1, S]$, is the probability of the point linked to the grid cell in the $k$-th row and the $k$-th column, respectively. The probabilities are normalized to make sure $\Sigma_{k=0}^{S} L(k)_{x,ij} = 1$ and $\Sigma_{k=0}^{S} L(k)_{y,ij} = 1$. Thus, $[L_{x,ij}, L_{y,ij}]$ means the point indexed with $(i, j)$ is linked to the grid cell with the row index of $\arg \max_k L(k)_{x,ij}$ and the column index of $\arg \max_k L(k)_{y,ij}$. Besides of the spatial index, if the point is a center point, $j \in [1, B]$, it links to the corner point with the point index of $(j + B)$; if the point is a corner point, $j \in [B + 1, 2B]$, it links to the center point with the point index of $(j - B)$. For simplicity, we use $\pi(L_{x,ij}, L_{y,ij})$ to denote the linked index which include both the spatial index and the point index.

#### 3.2. Loss Function

Based on the above definitions, we give the training loss of a point indexed with $(i, j)$. There are two cases, a grid cell contains a type of point or not, which are indicated using $P_{ij}$ and $Q_{ij}$. It does not matter the point inside is a center point or a corner point. If the cell grid indexed with $i$ and $j$ contains the point, $P_{ij} = 1$ and $Q_{ij} = 0$; otherwise, $P_{ij} = 0$ and $Q_{ij} = 1$. Thus, the loss function of this cell grid is given as follows:

$$\text{Loss}_{ij} = P_{ij} \text{Loss}_{ij} + Q_{ij} \text{Loss}_{ij}$$

Then, if the grid cell contains a point, the grid cell needs to predict the existence, the class distribution probabilities, the precise location, and the linked point. The loss function
Loss\(_{ij}^{pt}\) is formulated as follows:

\[
\text{Loss}_{ij}^{pt} = (P_{ij} - 1)^2 + w_{\text{class}} \sum_{n=1}^{N} \left( Q(n)_{ij} - \hat{Q}(\hat{n})_{ij} \right)^2 +
\]
\[
+ w_{\text{coord}} \left( (x_{ij} - \hat{x}_{ij})^2 + (y_{ij} - \hat{y}_{ij})^2 \right)
\]
\[
+ w_{\text{link}} \sum_{k=1}^{S} \left( (L(k)_{x_{ij}} - \hat{L}(\hat{k})_{x_{ij}})^2 + (L(k)_{y_{ij}} - \hat{L}(\hat{k})_{y_{ij}})^2 \right),
\]

in which, the variables with a hat are the ground truths, which are easily to be obtained from the original bounding box annotations in object detection benchmarks. Basically, we minimize the least squares errors of the point existence, classification scores, x-offset, y-offset, and rough location of the linked point. \(w_{\text{class}}, w_{\text{coord}},\) and \(w_{\text{link}}\) are the weight parameters for the point existence, the precise location, and the rough location of the linked point respectively.

Meanwhile, the loss function of a grid with no point inside is given as follows:

\[
\text{Loss}_{ij}^{nopt} = P_{ij}^2,
\]

which means the existence \(P_{ij}\) should be approached to zero.

In summary, the final loss function of PLN is given as

\[
\text{Loss} = \sum_{i=1}^{S^2} \sum_{j=1}^{2B} L_{ij}.
\]

It is the sum over all grid cells and all types of points. Notice that, in the proposed Loss, we simply use Euclidean loss to regress the predictions. From our experiences, we found out that the Euclidean loss in PLN is robust and it is not necessary to design different loss functions for different types of predictions.

3.3. Inference

Inferencing the object detection results from PLN is straightforward. For a pair of points indexed with \((i, j)\) and \((s, t)\), the probability of the point pair being an object of the \(n\)-th class is given by

\[
\text{P}_{ij,st}^{obj} = P_{ij} P_{st} Q(n)_{ij} Q(n)_{st} \frac{L(s_x)_{ij}^w L(s_y)_{ij}^w + L(i_x)_{st}^w L(i_y)_{st}^w}{2}
\]

In which, we decompose the spatial index \((i, s)\) into its x-component and y-component respectively. \(i_x, i_y, s_x,\) and \(s_y\) are all in the range of \([1, S]\). Recall that we have a hard constraint that a link can only be existed between a pair of center point and corner point, which is denoted as \(|j - t| = B\). Thus, \(L(s_x)_{ij}^w L(s_y)_{ij}^w\) means the probability point \((i, j)\) links to \((s, t)\) and \(L(i_x)_{st}^w L(i_y)_{st}^w\) means the probability point \((s, t)\) links to \((i, j)\).

Eq. (5) involves a problem with five loops and seems to be computationally expensive. However, 1) the numbers of the loops are relative small. In the experiments, we have \(S \leq 20, B = 2\) and \(N = 20\). 2) There are some heuristics can be applied to reduce the computations. For example, we just need to search a top-right corner point in the top-right areas. Thus, the inference process can be quickly computed.

3.4. Branches Merging via NMS

As shown in Fig. 1, we can generate four center-corner pairs from an object bounding box. In PLN, we have four branches for regressing the object bounding box as shown in Fig. 2. The four branches sharing the Inception-v2 base network are individuaily trained using the loss function given in Section 3.2 and using the same ground truth. In testing, the four branches are inferred (Section 3.3) individually. Finally, the inferred bounding boxes of the four branches are fed into the non-maximum suppression (NMS) process to obtain the final detection results. As explained in our introduction, the four branches merging method helps to improve object detection performance by handling the occlusion problem.
4. Experiments

We perform experiments on a large variety of object detection datasets including the PASCAL VOC 2007 dataset [9], the PASCAL VOC 2012 dataset, the People-Art dataset [3], and the COCO dataset [23].

4.1. Implementation Details

We implement the proposed PLN detector in TensorFlow [1]. The PLNs are mainly based on Inception-v2 [19] pre-trained on the ImageNet image classification dataset provided in TensorFlow\(^2\). The Inception-v2 model of Tensorflow was trained using RMSProp optimizer, so we train PLNs using this optimizer as well. Specifically, we remove the final pooling layer, softmax layer and auxiliary branch of inception, then add some convolutional layers after the last inception block. Previous works have proven that adding some convolutional layers after ConvNet can improve detection performance. We thus use convolution layers to generate H \times W feature map, and then use sigmoid and softmax operator to restrict the feature which represents probability of point existence, probability distribution over class, precise locations, and the link information to the matching point. Four branches are used to predict the point pairs of object, including (center, left-top), (center, right-top), (center, left-bottom) and (center, right-bottom). In the testing phase, we put all bounding boxes of four branches together, then apply non-maximum suppression to form the final object boxes.

We fine-tune the networks with an initial learning rate of 0.001, then slowly raise the learning rate from 0.001 to 0.005. We continue training with 0.005 for 30000 iterations. Throughout training, we use a batch size of 64, a momentum of 0.9, and a decay of 0.00004. We use a mount of data augmentation to train network. In training time, we randomly choose a simplified SSD data augmentation and a modified YOLO data augmentation. The simplified SSD data augmentation means that we only crop image patches applied in SSD but does not apply the photometric distortions. The modified YOLO data augmentation means that we change the jitter parameters from \([-0.2, 0.2]\) to \([-0.3, 0.1]\). The reason is because the SSD data augmentation usually crops image patch within the image, it tends to enlarge the objects. To remedy this issue, we change the jitter parameters in YOLO data augmentation to crop larger image patch outside of the original image to remedy it.

We mainly focus on comparing PLN detector with three typical as well as the state-of-the-art deep detectors: Faster R-CNN [28], YOLO [26], and SSD[25]. YOLO and SSD are single-shot detectors; Faster R-CNN and YOLO are single-scale detector. Here, we refer SSD as a multi-scale detector since it uses multi-scale deep feature hierarchies to predict object bounding box. The PLN detector is single-shot and single-scale.

The source code of PLN will be released.

4.2. PASCAL VOC 2007

We comprehensively evaluate PLN on the PASCAL VOC 2007 dataset. The training data includes VOC 2007 trainval and VOC 2012 trainval, which has 16551 images in total. The testing data is VOC 2007, which has 4952 images. On this dataset, we compare PLN with Fast R-CNN, Faster R-CNN, YOLO and SSD using the mean Average Precision (mAP) measure.

Table 1 shows the results of Faster R-CNN, SSD, YOLOv2 and the PLN detectors with different sizes of input image. The sizes of input images are 448 \times 448, 512 \times 512 and 640 \times 640. The sizes of corresponding convolutional feature maps are 14, 16, and 20 respectively. By increasing the image sizes from 448 to 640, PLN has a very consistent performance improvement. The mAP of PLN448 is similar to SSD512, is higher than SSD300 and Faster R-CNN. PLN512 is better than SSD512 which obviously shows the advantage of the proposed pointing linking detection loss function over the previous coordinate regression method. PLN640 obtains a mAP of 78.8\% which outperforms the previous state-of-the-art YOLOv2 by 0.2\% mAP. The sizes of input image of YOLOv2 is 544 \times 544, slightly smaller than PLN640. However, YOLOv2 utilizes a pre-trained model using high resolution ImageNet images, which is computationally expensive. Our PLN detectors do not use the high resolution pre-trained model and will also be beneficial from it.

Some detection results on this dataset are shown in Fig. 3. As it shown, PLN640 can accurately detect object in a wide range of scales. In this figure, the first row shows some hard examples missed by our detector, the second row shows false positives, and the third row shows some interesting "false" false positives found by PLN640, which are actually true positives, however they are not labeled in ground-truth, e.g., the small or heavily occluded person and bottle.

4.2.1 Ablation studies

In this section, we carry out ablation studies, which show the progress of how we designed the PLN detector. All the experiments are carried out on the PASCAL VOC 2007 dataset. The experiment results are given in Table 2.

**Predicting center-corner pair is better than corner-corner pair.** Compared with the previous detectors, we find object of a given image by predicting point pair of object. In the beginning, we use deep ConvNets to predict left-top and right-bottom point. Then, we realize that bounding box can
Table 1. PASCAL VOC 2007 test detection results. The image size for YOLOv2 is 544 × 544. Faster R-CNN restricts its input images has a minimum dimension of 600. The two SSD models have different input sizes of 300 × 300 and 512 × 512. The proposed PLN has the input sizes of 448 × 448, 512 × 512 and 640 × 640.

| Method          | mAP | aero | bike | bird | boat | bottle | bus | car | cat | chair | cow | table | dog | horse | mbike | person | plant | sheep | sofa | train | tv |
|-----------------|-----|------|------|------|------|--------|-----|-----|-----|-------|-----|-------|-----|-------|-------|--------|-------|-------|------|-------|----|
| Faster [28]     | 76.4| 79.8 | 80.7 | 76.2 | 68.3 | 55.9   | 85.1| 85.3| 89.8| 56.7   | 87.8| 69.4   | 88.3| 88.9  | 80.9  | 78.4   | 78.6  | 79.8  | 85.3 | 72.0  |
| SSD300 [25]     | 74.3| 75.5 | 80.2 | 72.3 | 66.3 | 47.6   | 83.0| 84.2| 86.1| 54.7   | 78.3| 73.9   | 84.5| 85.3  | 82.6  | 76.2   | 48.6  | 73.9  | 76.0 | 83.4  | 74.0|
| SSD512 [25]     | 76.8| 82.4 | 84.7 | 78.4 | 73.8 | 53.2   | 86.2| 87.5| 86.0| 57.8   | 83.1| 70.2   | 84.9| 85.2  | 83.9  | 79.7   | 50.3  | 77.9  | 73.9 | 82.5  | 75.3|
| YOLOv2 [27]     |     |      |      |      |      |        |     |     |     |        |     |        |     |       |       |        |      |      |     |       |     |
| PLN448          | 76.8| 80.8 | 85.9 | 76.7 | 64.8 | 56.4   | 84.6| 82.8| 88.7| 60.8   | 80.6| 71.7   | 86.7| 85.6  | 83.2  | 76.8   | 52.4  | 80.9  | 76.5 | 86.0  | 74.4|
| PLN512          | 77.8| 78.9 | 86.5 | 77.5 | 72.0 | 58.0   | 84.9| 85.3| 86.2| 62.1   | 83.3| 73.9   | 84.7| 85.6  | 86.0  | 78.6   | 52.3  | 80.5  | 77.6 | 85.8  | 75.9|
| PLN640          | 78.8| 83.4 | 85.8 | 80.4 | 68.6 | 63.7   | 86.3| 86.2| 88.0| 61.4   | 85.5| 72.7   | 86.3| 87.8  | 85.6  | 81.0   | 50.8  | 84.4  | 75.9 | 85.8  | 76.4|

Figure 3. Visualization of the detection results on PASCAL VOC 2007. The ground-truth of objects are drawn in blue color, the true positives are drawn in yellow color, and the false positives are drawn in red color. Zoom in to find the “false” false positives.

Table 2. Effects of various design choices and components on the performance of PLN detector. The results are tested on the PASCAL VOC 2007 dataset. Except the row of “higher resolution”, the results are given by PLN448.

|                     | PLN          |
|---------------------|--------------|
| left-top/right-bottom pair | √            |
| center/left-top pair  | √            |
| multi points per-grid| √            |
| larger receptive field| √            |
| data-aug for small size obj | √            |
| merging four branches | √           |
| higher resolution (640 × 640) | √       |

| mAP | 71.9 | 72.1 | 73.2 | 74.4 | 75.8 | 76.8 | 78.8 |

also be determined by a center-corner pair and center point is much easier to be localized than corner point. Therefore we change to predict center and left-top point, which makes our method improve 1.1% mAP as we expected. Please refer to the second column and the third column in Table 2. The reason why center point is easier to be localized by ConvNet is because it is inside the object and has richer information around.

**Predicting multiple point pairs per-grid helps.** Inspired by the design of predicting multiple bounding boxes per-grid in YOLO [26], we predict multiple point pairs to increase the recall of PLN detector. Specifically, we set \( B = 2 \) in Section 3.1. It just improves 0.2% mAP using when using the left-top/right-bottom point pair. Please refer to the first column and the second column.

**Larger receptive field of the convolutional feature map is beneficial.** Though the points could be localized using local information, it needs large receptive fields to predict the object category and the linked point. In order to obtain larger receptive field compared to the original Inception-v2, we apply dilation convolution to the convolutional feature map as the last convolutional layer in PLN, as shown in Fig 2. It does not increase much computation because of the low dimension of feature map which specified by the detection parameters (such as, number of object
classes and number of grid cells). Different from classification, detection needs more detail, so we also fuse a high resolution Inception block feature map to the last inception block. After that, we obtain a 1.2% mAP improvement. Please refer to the third column and the fourth column.

Data augmentation of small size objects In the task of classification, we crop large image patches to augment dataset, it always relatively enlarges objects in the images. When using these data to train our network, it helps to detect large objects, but it decreases the performance of detecting small objects. We use a randomly switched data augmentation of YOLO and SSD, but the proposed data augmentation method tends to jitter outside of the cropped image patches to make the objects inside smaller. It improves performance of the system by 1.4% mAP.

Merging multiple branches is beneficial. Occlusion is a big challenge in object detection. PLN detector using a single point pair may be easily affected by corner point missing. However, the other corner points may be visible. Therefore, we use four branches to predict four different center-corner points pairs. In the testing, we merge the bounding boxes of the four branches, then apply NMS to obtain the final object detection results. It improves 1.0% mAP. We also test the mAP of four branches separately, and the results are given in Table 3. The results show that the four corner points give similar performance and merging them gives obvious performance gain.

Table 3. Detection performance of different branches and the merged results.

| Branches       | mAP  |
|----------------|------|
| left-top branch| 75.4 |
| right-top branch| 75.7 |
| left-bottom branch| 75.5 |
| right-bottom branch| 75.2 |
| Merging branches| 76.8 |

Higher resolution of input image is beneficial to detection. Object detection requires larger input image for preserving the details to localize small objects. Fast and Faster R-CNN take input images whose minimum dimension is 600. SSD shows that using image resolution of 512 is better than 300. In our experiments, we compare three different input sizes, including 448, 512 and 640. The results can be observed from Table 2. It shows that PLN detector obtains 1.0% mAP improvement by increasing the input image size both from $448 \times 448$ to $512 \times 512$ and from $512 \times 512$ to $640 \times 640$.

4.2.2 Error Analysis

We use the methodology and tools of Hoiem et al. [16] to analyze the detection results of PLN448. The error types include localization error (correct class, .1<$\text{IoU}$<.5), similar class error (mis-classified to the similar classes, $\text{IoU}$>.1), other class error (mis-classified to the other classes, $\text{IoU}$>.1) and background error ($\text{IoU}$<.1). For more details about this tool, please refer to [16].

From the pie chart in Fig. 4, PLN has fewer location error than YOLO, and just a little worse than Faster R-CNN. It does not be influenced by background clutters seriously as YOLO. Overall, PLN is more balanced on different types of errors. We can also find that location error and background error are the main factors that affect the performance of the three detectors.

4.2.3 Speed

In the object detection papers, different detectors tend to use different base models. YOLOv2 uses Darknet19, SSD adopts VGG16, while Faster R-CNN employs ResNet101. According to the survey paper by Google researchers [17], Inception-V2 is a good trade-off speed/accuracy and has fewer FLOPs than VGG16 and ResNet101.

However, except the base net, we have additional conv layers in the four branches and the inference computations as shown in Fig. 2, which makes PLN slower than YOLOv2 and SSD. The original PLN448 has a speed of 10fps on a GTX 1080 GPU using an unoptimized python implementation, in which the time taken by Inception-V2, additional conv layers and inference are 13%, 84% and 3%, respectively. Then, we remove a 3*3 conv layer and replace four 3*3 conv layers with 1*1 conv layers, in which the time taken by Inception-V2, additional conv layers and inference are 32%, 62% and 6%, respectively. This simplified PLN448 obtains 24fps with 0.5 mAP accuracy drops on VOC 2007. The results show that the most time costing part is the additional conv layers. We will further study how to reduce the computation using small filters and residual connections to pursue the speed of SSD/YOLO.

4.3. PASCAL VOC 2012

In the experiments on PASCAL VOC 2012, we follow the standard protocol to use VOC 2012 trainval, VOC 2007
trainval and VOC 2007 test for training, and use VOC 2012 test for testing. We use the same hyper-parameters as used in the VOC 2007 experiments. Our detection results are uploaded to the evaluation server and the mAPs are reported in Table 4 and compared with the other methods.

In Table 4, we show the detection results of PLN512\(^4\) and PLN640\(^5\) on PASCAL VOC 2012. The results show that PLN has obtained significantly better average precision on most of the difficult classes, such as boat, bottle and chair. The mAP over 20 classes is 0.760, which is the state-of-the-art. In addition, the results also show that increasing image size from 512 to 640 has consistent performance gain as observed in PASCAL VOC 2007 dataset.

We also show a comparison of detection results using different corner points and their merged results in Fig. 5. As shown in the figure, the plotted plant in the 2nd row can only be detected using the right-bottom corner and the dining table can only be detected using the left-top corner; however, they are all correctly detected in the merged results. The results show that the fused results are more robust to occlusion as claimed in the introduction section.

4.4. People-Art Dataset

We also verify our algorithm on People-Art dataset, which only consists of people, in 43 different styles. People in this dataset is quite different from those in common photographs. We train our model only on PASCAL VOC 2010 using 448 input size, and test on the test dataset of People-Art. We first train our model with 0.001 learning rate for 200 iterations, and then increase learning rate to 0.005 for 3w iterations. Throughout training, we use a batch size of 40, a momentum of 0.9, and a decay of 0.00004. Other settings are same as PASCAL VOC. Thus we train our model with 20 categories and use this model to detect people of People-Art dataset. From the Table 5, it can be observed that our method can generalize well on dataset of other domain.

4.5. COCO dataset

To further validate PLN, we evaluate it on the COCO dataset, which is the most challenging object detection benchmark to date. We use COCO trainval to train PLN512. The trainval set contains about 120k training images. We first train our model with 0.001 learning rate for 400 iterations, and then increase learning rate to 0.005 for 700k iterations. Throughout training, we use a batch size of 50, a momentum of 0.9, and a decay of 0.00004. Other settings are same as the experiment setting of PASCAL VOC.

Table 6 shows the detection results on COCO test-dev2015 of PLN512 compared with YOLOv2 [27], SSD [25], ION [2] and Faster R-CNN [28]. PLN512 achieves best detection result in both mAP@[0.5:0.95] and mAP@[0.5] among the compared methods in the table.

We focus on comparing PLN512 with the single-shot detectors, YOLOv2 and SSD512, since the three detectors have similar base network structure. The results show that PLN512 is significantly better than YOLOv2, which proves the effectiveness of the proposed detection loss function. Even without the multi-scale predictions, we can find that PLN512 is still better than SSD512 in both mAP@[0.5 and mAP@[0.5:0.95], which is not a trivial achievement.

5. Conclusion

In this paper, a novel deep object detection network is proposed. It is totally a new object detection framework and different from the sliding windows, object proposal, and bounding boxes regression frameworks. In this new framework, object detection is done by linking the center point and corner point of object. Thus, it is robust to object occlusion, scale variation, and aspect ratio variation. The point linking and point detection are implemented in a single deep network trained in an end-to-end manner. The superior results compared to Faster R-CNN with deep residual networks, the latest YOLOv2 and SSD512 on PASCAL VOC and COCO have proven the effectiveness of the proposed PLN method.
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