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Abstract—Vehicle-to-everything (V2X) communication is expected to support many promising applications in next-generation wireless networks. The recent development of integrated sensing and communications (IS&C) technology offers new opportunities to meet the stringent sensing and communication (S&C) requirements in V2X networks. However, considering the relatively small radar cross section (RCS) of the vehicles and the limited transmit power of the road site units (RSUs), the power of echoes may be too weak to achieve effective target detection and tracking. To handle this issue, we propose a novel sensing-assisted communication scheme by employing an intelligent omni-surface (IOS) on the surface of the vehicle. First, a two-phase ISAC protocol, including the S&C phase and the communication-only phase, was presented to maximize the throughput by jointly optimizing the IOS phase shifts and the sensing duration. Then, we derive a closed-form expression of the achievable rate which achieves a good approximation. Furthermore, a sufficient and necessary condition for the existence of the S&C phase is derived to provide useful insights for practical system design. Simulation results demonstrate the effectiveness of the proposed sensing-assisted communication scheme in achieving a high throughput with low transmit power requirements.

I. INTRODUCTION

Vehicle-to-everything (V2X) communications are expected to play an important role in next-generation wireless networks to support promising applications, such as autonomous driving and intelligent transportation [1]. Besides high-quality information transmission, the environment sensing capability of vehicles is also of great importance due to the stringent requirements of localization accuracy and latency in V2X networks [2]. Fortunately, the recent advances in multiple-input and multiple-output (MIMO) and millimeter-wave (mmWave) technologies offer new opportunities to simultaneously provide high-throughput and low-latency wireless communications, as well as ultra-accurate and high-resolution wireless sensing with the same wireless infrastructure [3], [4]. Following these advantages, the investigation on integrated sensing and communications (IS&C) technology is well underway [5].

Through the joint design of sensing and communication (S&C) on the same infrastructure, IS&C can exploit the integration gain to achieve a flexible trade-off between S&C [6], [7]. Furthermore, the synergy between S&C offers the potential to achieve the coordination gain in V2X networks, and some useful sensing-assisted communication mechanisms are proposed [8], [9]. For example, the authors in [8] proposed a novel extended Kalman filtering (EKF) framework to predict the kinematic parameters of vehicles and allocate the transmit power of the road site units (RSUs) based on S&C requirements, thus reducing the overhead of the communication beam tracking. In [9], the beamwidth is dynamically changed to exploit the beamforming gain of massive antennas in a more flexible way. However, the echo signals may be too weak to be utilized to detect and track the targets effectively, since the radar cross section (RCS) of the served vehicles in urban environments is generally small and the transmit power of RSUs may be limited. Moreover, high-frequency signals generally suffer from large fading loss when penetrating into vehicles, which seriously degrades the communication performance.

Recently, intelligent omni-surfaces (IOSs) have been proposed as a promising technique to achieve larger S&C coverage and improved S&C quality [10]. Specifically, the signals received at the IOS can be reflected towards the incident side and/or refracted towards the other side of the IOS, thereby achieving a more flexible way to reconfigure wireless channels. Existing works on intelligent surfaces mostly focus on assisting low-mobility users, where the IOSs are generally deployed in fixed locations [11]. However, the S&C performance under this deployment strategy may be constrained for high-mobility vehicles due to the severe penetration loss and the limited coverage of IOSs. In a most recent work [12], an intelligent refracting surface (IRS) is deployed on the surface of a high-speed vehicle to aid its data transmission, where a training-based channel estimation technique is adopted for reliable transmission. However, the signaling overhead of channel training in [12] would be large for more precise positioning requirements, and the potential for communication improvement benefited from sensing needs to be further exploited.

Based on the above discussion, we propose a novel sensing-assisted communication scheme by deploying an IOS on the surface of vehicles to enhance both the S&C performance. In the considered system, we present a two-phase ISAC protocol, including the S&C phase and the communication-only phase, to fulfill effective sensing-assisted communication improvements. During the S&C phase, the parts of signals are refracted into the vehicle to improve the communication performance while others are reflected towards the RSU to assist the tracking of the vehicle, as shown in Fig. 1.
During the communication-only phase, the signal power is concentrated on the communication user with the exploitation of the sensing results obtained in the former phase. In this work, the throughput maximization problem is considered by jointly optimizing the IOS phase shifts and the S&C duration. However, solving this ISAC optimization problem is highly non-trivial since there is no closed-form expression of the achievable rate caused by the inaccurate location information of vehicles. To handle this issue, we derive a closed-form expression and present a sufficient and necessary condition to facilitate problem analysis. The main contributions of this paper can be summarized as follows:

- We propose a novel IOS-aided sensing-assisted communication scheme for vehicle communication systems, where the throughput is maximized by jointly optimizing the IOS phase shifts and the S&C duration. By presenting a two-phase protocol, the state estimation and measurement results during the S&C phase can be effectively utilized for communication improvement.
- We derive a closed-form expression of the achievable rate under uncertain estimation information, based on which, a fundamental trade-off between S&C is unveiled.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we consider an IOS-aided sensing-assisted system, where one mmWave RSU provides ISAC services for an IOS-mounted mobile vehicle. It is assumed that the RSU employs a uniformly linear array (ULA) with $M_t$ transmit antennas along the $x$-axis, and two perpendicular ULAs with $M_r$ receive antennas along the $x$- and $y$-axis, respectively, as shown in Fig.1. The vehicle is assumed to drive along a straight road that is parallel to the $x$-axis to simplify the analysis [8]. In the considered system, the motion parameters, e.g., angle, distance, and velocity of the vehicle, can be estimated by analyzing the echo signals. These parameters can be deemed as functions of time $t \in [0, T]$, with $T$ being the maximum service duration. For notational convenience, $T$ is equally divided into several small time slots, indexed by $n \in N = \{1, \ldots, N\}$, and $N = T/\Delta T$. It is assumed that the motion parameters keep constant within each time slot $\Delta T$ [13]. $\psi_n^x$ and $\psi_n^y$ respectively denote the azimuth and elevation angles of the geometric path between the IOS and the RSU. The Doppler frequency and the round-trip delay of echoes reflected from the IOS are denoted by $\mu_n$ and $\tau_n$.

A. Channel Model

As shown in Fig. 1, the estimated angles of the vehicle relative to the ULAs along the $x$- and $y$-axis are denoted by $\phi_n$ and $\phi_n$, respectively, which will be transmitted to the

IOS controller for phase shift design. A uniform planar array (UPA) is equipped at the IOS. The number of IOS elements equipped on the vehicle is denoted by $L = L_x \times L_y$, where $L_x$ and $L_y$ denote the number of elements along the $x$- and $y$-axis, respectively. The half-wavelength antenna spacing is assumed for the UPA and the ULAs. The channel between the RSU and the IOS follows free-space pathloss models and the channel power gain from the RSU to the IOS can be expressed as $\beta_{G,n} = \beta_0 d_n^{-2}$, where $\beta_0$ is the channel power at the reference distance 1 m, $d_n$ represents the distance from the RSU to the IOS during the $n$th time slot. $H_{n}^{DL} \in \mathbb{C}^{M_r \times L}$ is the downlink channel matrix from the RSU to the IOS, given by

$$H_{n}^{DL} = \sqrt{\beta_{G,n}} a_I(\phi_n, -\varphi_n) a_R^T(\varphi_n). \quad (1)$$

In (1), $a_R(\varphi_n) = [1, \ldots, e^{-j\pi(M_t-1)\cos(\varphi_n)}]^T$, $a_I(\phi_n, -\varphi_n) = [1, \ldots, e^{-j\pi(L_u-1)\cos(\phi_n)}]^T \otimes [1, \ldots, e^{-j\pi(L_u-1)\cos(\phi_n)}]^T$, and $j$ denotes the imaginary unit. Here, $\cos(\phi_n) = \sin(\psi_n^x)\cos(\psi_n^y)$, $\cos(\phi_n) = \sin(\psi_n^x)\sin(\psi_n^y)$, and $\otimes$ denotes the Kronecker product. $H_{n}^{UL,x}, H_{n}^{UL,y} \in \mathbb{C}^{L \times M_r}$ are the uplink channel matrices from the IOS to the receive ULAs along the $x$- and $y$-axis, respectively, given by

$$H_{n}^{UL,x} = \sqrt{\beta_{G,n}} b_R(\phi_n, -\varphi_n), \quad (2)$$

$$H_{n}^{UL,y} = \sqrt{\beta_{G,n}} b_R(\varphi_n, \phi_n), \quad (3)$$

where $b_R(x) = [1, \ldots, e^{-j\pi(M_r-1)\cos(x)}]^T$. Since the IOS-device channel changes much more slowly compared to the RSU-IOS channel, it is practically quasi-static and can be assumed to be an approximately line-of-sight (LoS) channel, given by $h = \sqrt{\beta_0} [1, \ldots, e^{-j\pi(L_u-1)\Phi_n} \otimes [1, \ldots, e^{-j\pi(L_u-1)\Omega_n}]^T$, where $\Phi_n \triangleq \sin(\psi_n^x)\cos(\psi_n^y)$, $\Omega_n \triangleq \sin(\psi_n^y)\cos(\psi_n^x)$, and $\beta_0$ denotes the power gain of the channel from the IOS to the communication device inside the vehicle. $\psi_n^{x,z}$ and $\psi_n^{y,z}$ are respectively the azimuth and elevation angles of the geometric path connecting the IOS and the communication device. $h$ can be obtained by conventional channel estimation methods [14].

B. Proposed Sensing-assisted Communication Framework

To effectively balance the S&C performance and fully exploit the improvement brought by sensing, we design a two-phase sensing-assisted communication scheme to maximize the throughput of the high-mobility user. As shown in Fig. 2,
each time slot is divided into two phases with a time splitting ratio of \( \eta \) and \( 1-\eta \), where both S&C services are provided in the former phase by splitting the power of the signals incident on the IOS to two different directions, while the latter phase is solely designed for communication by setting the IOS to be a totally refracting state. Here, the power of the refracted and reflected signals has a splitting ratio of \( \beta_{S,C}^f \) and \( \beta_{S,C}^r \) where \( \xi \in \{S,C,C\} \) represents the state of the phases, i.e., the S&C phase and the communication-only phase. Here, \( \beta_{S,C}^f + \beta_{S,C}^r = 1 \) and \( \beta_{S,C}^f \beta_{S,C}^r \in [0, 1] \). Then, during the \( \xi \) phase, the refraction- and reflection-coefficient matrices of the IOS are given by

\[
\begin{align*}
\Theta_{S,C}^f = \text{diag}(\sqrt{\beta_{S,C}^f, e^{j \phi_{S,C}^f} \ldots, \sqrt{\beta_{L_1}, e^{j \phi_{L_1}}} \ldots )} \\
\Theta_{S,C}^r = \text{diag}(\sqrt{\beta_{S,C}^r, e^{j \phi_{S,C}^r} \ldots, \sqrt{\beta_{L_1}, e^{j \phi_{L_1}}} \ldots )} 
\end{align*}
\]

where \( \phi_{S,C}^f \) and \( \phi_{S,C}^r \) are \( \in [0, 2\pi) \), respectively denote the refraction and reflecting phase shifts of the \( i \)th IOS element, \( i \in L = \{1, \ldots, L\} \).

As illustrated in Fig. 2, in the proposed protocol, during the S&C (communication-only) phase, the RSU beamforming and IOS phase shift vectors are jointly designed based on the state estimation results (state tracking results). Specifically, the state evolution model of the vehicle can be given by [8]

\[
\begin{align*}
\varphi_n = \varphi_{n-1} + d_{n-1}^f v_{n-1} \Delta T \cos (\varphi_{n-1}) + \omega_f \\
\phi_n = \phi_{n-1} + d_{n-1}^r v_{n-1} \Delta T \cos (\phi_{n-1}) + \omega_r \\
\omega_n = \omega_{n-1} + \omega_w, \\
d_{n} = d_{n-1} - v_{n-1} \Delta T \sin (\varphi_{n-1}) + \omega_d \\
v_n = v_{n-1} + \omega_v
\end{align*}
\]

where \( v_n \) denotes the estimated velocity of the vehicle. The covariance matrix of \( \omega_f, \omega_r, \omega_d, \) and \( \omega_v = Q_v = \text{diag}(\sigma_d^2, \sigma_d^2, \sigma_d^2, \sigma_d^2) \). Then the state estimation model can be expressed as

\[
x_n = \varphi_{n-1}, \varphi_{n-1}, \phi_{n-1}, \phi_{n-1}, v_{n-1}, v_{n-1}
\]

and the measured signal vector as

\[
y_n = [\tilde{\varphi}_n, \tilde{\phi}_n, \tilde{\phi}_n, \tilde{\phi}_n, v_n, v_n]
\]

where \( \tilde{\varphi}_n, \tilde{\phi}_n, \tilde{\phi}_n, \tilde{\phi}_n, \) are the estimated values of \( \varphi, \phi, \phi, \phi, v, \) and the Kalman filter is adopted for beam prediction and tracking. By denoting the state estimation variables as \( x_n = [\varphi_{n-1}, \varphi_{n-1}, \phi_{n-1}, \phi_{n-1}, v_{n-1}, v_{n-1}] \) and the measured signal vector as \( y_n = [\tilde{\varphi}_n, \tilde{\phi}_n, \tilde{\phi}_n, \tilde{\phi}_n, v_n, v_n] \), during the \( n \)th time slot, the measurement model can be formulated as

\[
y_n = [\varphi_{n-1}, \varphi_{n-1}, \phi_{n-1}, \phi_{n-1}, v_{n-1}, v_{n-1}]
\]

and the prediction MSE matrix is given by

\[
M_n = G_{n-1} M_{n-1} G_{n-1}^T + Q_v
\]

where \( G_n = \text{diag}(\sigma_d^2, \sigma_d^2, \sigma_d^2, \sigma_d^2) \). Then, the state tracking variable is

\[
x_{n} = [\tilde{\varphi}_n, \tilde{\phi}_n, \tilde{\phi}_n, \tilde{\phi}_n, v_n, v_n]
\]

and the Kalman gain is

\[
K_n = M_n^{-1} (Q_v + M_n^{-1})^{-1}
\]

C. Radar Measurement Model

The S&C performance can be maximized by aligning the beam’s direction towards the vehicle based on the estimation and measurement results. Hence, the transmit beamforming vectors during the S&C phase and the communication-only phase are respectively given by

\[
\begin{align*}
f_{S,C}^C &= \frac{\phi_n}{\sqrt{M_{S,C}}} \\
f_{C}^C &= \frac{\phi_n}{\sqrt{M_{C}}} 
\end{align*}
\]

where \( \phi_n \) denotes the estimated angle based on the state estimation model and \( \phi_n \) is the angle of the state tracking (c.f. (5)). Similarly, during the S&C phase, the receive beamforming filter for the ULAs along the \( x \) - and \( y \) -axis are respectively given by

\[
\begin{align*}
v_n^x &= \sqrt{\frac{1}{2}} b_R (\varphi_{n-1}) \\
v_n^y &= \sqrt{\frac{1}{2}} b_R (\varphi_{n-1})
\end{align*}
\]

At the \( n \)th time slot, the ULAs along the \( x \) -axis receives the echoes contributed by the IOSs, expressed as

\[
\tilde{r}_n^x = H_n^x \Theta_{S,C}^R C_n(l-\tau_n) + z_n^x, (l), \quad (\delta (\tau_0 - l, \mu - \mu_0) + \tilde{z}_n)
\]

where \( \delta (\tau_0 - l, \mu - \mu_0) \) is the normalized matched-filtering output function obtained by time and frequency reversing and conjugating its own waveform for the complex transmit signal \( s_n(l) \). In (6), \( \tilde{z}_n \) denotes the normalized measurement noise, and \( W \) denotes the matched-filtering gain. The angle \( \varphi_n \) can be readily measured by super-resolution algorithms like multiple signal classification (MUSIC) [15]. As analyzed in Section II-B, the AoA estimation result \( \hat{\varphi}_n = \hat{\varphi}_n + \hat{z}_n \), where \( \varphi_n \) and \( \phi_n \) represents the angle estimation errors, \( \hat{\varphi}_n \in CN(0, \sigma_{\varphi_n}^2) \) and \( \hat{\varphi}_n \in CN(0, \sigma_{\phi_n}^2) \).

The estimation error is inversely proportional to the received echo’s power at the RSU [16], i.e.,

\[
\begin{align*}
\operatorname{cov}(\hat{\varphi}_n, \hat{\varphi}_n) &= \frac{1}{\gamma_{S,C}^x \sin^2 \varphi_n - 1} \\
\operatorname{cov}(\hat{\varphi}_n, \hat{\varphi}_n) &= \frac{1}{\gamma_{S,C}^y \sin^2 \varphi_n - 1}
\end{align*}
\]

where \( \gamma_{S,C}^x \) and \( \gamma_{S,C}^y \) respectively denotes the signal-to-noise ratio (SNR) at the receive ULAs of the RSU along the \( x \) - and \( y \) -axis after match-filtering. Due to the uncertainty of the estimated information, the SNR of the received echoes at the \( x \) -axis ULAs is given in expectation form, i.e.,

\[
\gamma_{S,C}^x = \frac{\Delta \sigma_{\varphi_n}^2}{\gamma_{S,C}^x} \text{E}[\sum (\varphi_n)^2] b_R (\varphi_n) [\Theta_{S,C}^R C_n(l)]^2
\]

D. Communication Model

The communication device inside each vehicle mainly receives signals via the RSU-IOS-device link since other...
non-line-of-sight (NLOS) links between the RSU and the
communication device are practically assumed to be negli-
gible due to severe penetration loss, especially for mmWave
signals. During the S&C phase, the signal received at the
communication device can be given by $y_{\text{C}}(t) = h^T \Theta_{\text{C}}^{(m)} H^{(m)} f_{\text{C}}(t) + z(t)$, where $f_{\text{C}}(t)$ denotes the
noise at its receive antenna. The signal-to-noise ratio (SNR) of
the user during the S&C phase can be denoted by $\gamma_n^{\text{C}}$, and
the corresponding achievable rate is given by

$$R_n^{\text{C}} = \log_2 \left(1 + \frac{1}{\sigma_c^2} \mathbb{E}[\|h^T \Theta_{\text{C}}^{(m)} H^{(m)} f_{\text{C}}(t)\|^2]\right),$$

where (a) holds based on Jensen’s inequality, i.e., $\mathbb{E} \log(x) \leq \log \mathbb{E}[x]$. During the communication-only phase, the
signal received at the communication device can be given by $y_{\text{C}}^o(t) = h^T \Theta_{\text{C}}^{o} H^{o} f_{\text{C}}(t) + z(t)$, where $f_{\text{C}}(t)$ denotes the
beamforming vector of the RSU during the communication-only
phase at the nth time slot. Similarly, the corresponding achievable rate is given by

$$R_n^{o} = \log_2 \left(1 + \frac{1}{\sigma_c^2} \mathbb{E}[\|h^T \Theta_{\text{C}}^{o} H^{o} f_{\text{C}}(t)\|^2]\right),$$

where $\gamma_n^{\text{C}}$ denotes the SNR of the communication device.
Then, during the nth time slot, the average achievable rate can be given by

$$R_n = \eta R_n^{\text{C}} + (1 - \eta) R_n^{o}.$$

### E. Problem Formulation

During each time slot, we aim to maximize the minimum throughput among the communication devices in the consid-
ered system by jointly optimizing the phase shift matrices of
IOSs and the S&C duration ratio.

$$\begin{align*}
\text{max}_{\Theta_{\text{C}}^{(m)},\Theta_{\text{C}}^{o}} & \quad \frac{R_n}{\eta} \\
\text{s.t.} & \quad \theta_{l,n}^{R}, \theta_{l,n}^{o} \in [0, 2\pi), \forall l, n, \\
& \quad \beta_{l,n}^{T}, \beta_{l,n}^{C} \in [0, 1], \beta_{l,n}^{T} + \beta_{l,n}^{C} = 1, \forall l, n, \\
& \quad \eta \in [0, 1].
\end{align*}$$

Solving (P1) optimally is highly non-trivial due to the lack of
closed-form objective function and closely coupled variables.
To tackle this issue, we first derive a closed-form achievable rate achieving a good approximation, and then present some
useful insights for the proposed scheme.

### III. SENSING-ASSISTED COMMUNICATION

In this section, the optimal phase shift is given first, based
on which, a closed-form expression of the achievable rate is
derived.

**Lemma 1:** At the optimal solution of (P1), during the S&C
phase, the reflecting and refracting phase shifts, $\theta_{l,n}^{R}$ and $\theta_{l,n}^{C}$, of the $l$-th row and $n$-th column element of the IOS is obtained by

$$\begin{align*}
\theta_{l,n}^{R} &= \pi(l - 1) q_R + \pi(l - 1) q_R + \theta_0, \\
\theta_{l,n}^{C} &= \pi(l - 1) q_C + \pi(l - 1) q_C + \theta_0,
\end{align*}$$

where $\theta_0$ is the reference phase at the origin of the coordi-
nates, $q_R^x = -2 \cos(\varphi_{n-1})$, $q_R^y = 2 \cos(\varphi_{n-1})$, $q_C^x = -\cos(\varphi_{n-1}) + \sin(\psi_{n-1}) \cos(\psi_{n-1}^z)$, $q_C^y = \cos(\varphi_{n-1}) + \sin(\psi_{n-1}) \sin(\psi_{n-1}^z)$.

**Proof:** Due to page limitation, we put the corresponding
proof in [17], and the proofs of all subsequent lemmas and
propositions in this work are put in [17].

Similar to Lemma 1, the optimal phase gradients $q_R$ and $q_C$ during the communication-only phase can be given by $q_R^x = -\cos(\varphi_{n-1}) + \sin(\psi_{n-1}^z \cos(\psi_{n-1}^u)$ and $q_R^y = \cos(\varphi_{n-1}) + \sin(\psi_{n-1}) \sin(\psi_{n-1}^z)$.

**Lemma 2:** At the optimal solution of (P1), $\beta_{l,n}^{R,T} = \beta_{l,n}^{R,R}$, $\beta_{l,n}^{C,T} = \beta_{l,n}^{C,R}$, where $\xi \in \{S & C, C \}$ and $l, l' \in L$.

According to Lemma 2, all IOS elements share the same
refracted and reflected power splitting ratio, denoted by $\beta_{l,n}^{R}$ and $\beta_{l,n}^{C}$. In particular, during the communication-only phase, $\beta_{l,n}^{R} = 0$ and $\beta_{l,n}^{C} = 1$. For notational simplification, $\beta_{l,n}^{R,C} = \beta_{l,n}^{C,R}$. Then, $|\alpha_{l,n}^{R}(\varphi_{n-1}) f_{n}^{R,C}|^2$ can be expressed as

$$|\alpha_{l,n}^{R}(\varphi_{n-1}) f_{n}^{R,C}|^2 = P_{\text{max}} F_{M,t}(\cos(\varphi_{n-1}) - \cos(\varphi_{n})),$$

where the Fejér kernel $F_{M,t}(x) = \frac{1}{M} \sin\left(\frac{\pi x}{2}\right)^2$.

Similarly, the receive beamforming gain in (8) can be given by

$$|a_{l,n}^{R}(\varphi_{n-1}) f_{n}^{R,C}|^2 = P_{\text{max}} F_{M,t}(\cos(\varphi_{n-1}) - \cos(\varphi_{n})).$$

Based on Lemmas 1 and 2, the passive beamforming gain achieved by the IOS can be given by

$$\gamma_n^{S_x} = \frac{P_{\text{max}} \Delta T \sigma_{a}}{\Delta \sigma_{a}^2} \left(\frac{F_{M,t}(\Delta \cos(\varphi_{n}) \cos(\varphi_{n}))}{\Delta \cos(\varphi_{n})}ight)^{16}$$

where $\Delta$ and $\Delta \cos(\varphi_{n})$ are independent of each other, we could analyze the
received power at two ULAs separately. At the ULA along the
x-axis, the SNR of the received echoes can be given by

$$\gamma_n^{S_x} = \frac{P_{\text{max}} \Delta T \sigma_{a}}{\Delta \sigma_{a}^2} \left(\frac{F_{M,t}(\Delta \cos(\varphi_{n}) \cos(\varphi_{n}))}{\Delta \cos(\varphi_{n})}ight)^{16}$$

Under the perfect angle information, i.e., $\Delta \cos(\varphi_{n}) = 0$, a power gain of order $M^2 L^2$ can be achieved. However, $\gamma_n^{S_x}$ in (16) involves the expectation step, which makes it challenging to solve (P1) optimally.

**Proposition 1:** When $L_x \rightarrow \infty$ and $L_y \rightarrow \infty$, the SNR of the received echo can be approximated as

$$\gamma_n^{S_x} \approx \frac{P_{\text{max}} \Delta T \sigma_{a}}{\Delta \sigma_{a}^2} \left(\frac{F_{M,t}(\Delta \cos(\varphi_{n}) \cos(\varphi_{n}))}{\Delta \cos(\varphi_{n})}ight)^{16}$$

where $h(x, y) \approx \sum_{k=0}^{\infty} \frac{1}{k!} e^{-\frac{2\Delta y^2 e^{-2(l+1)x^2}}{\Delta \sigma_{a}^2}}$. Proposition 1 presents a closed-form achievable rate when the number of IOS elements is large, which is verified to achieve a good approximation by the Monte Carlo simulations.
in Section V. According to the analysis in (7), we have
\[ \sigma_{\phi_n}^2 = \frac{\sigma_R^2}{\gamma_n^2 \sin^2 \phi_n} = \frac{A_{\phi_n}}{\eta \beta R}, \]  
(18)
where \( A_{\phi_n} = \frac{\Delta \sigma_R^2}{\gamma_n^2 \sin^2 \phi_n} \Delta \sigma_R^2 \) is the parameter, and \( \phi_n \) represents the angle variance when \( \eta = 1 \) and \( \beta R = 1 \). Since \( d \gg \nu \Delta T \), the angle variance of the state tracking error in (5) can be given by
\[ \sigma_{\phi_n}^2 = \delta_{\phi_n}^2 - \sigma_{\phi_n}^2 \]  
(19)
In (19), it can be seen that the variance of the state tracking error decreases monotonically with the variance of angle estimation \( \sigma_{\phi_n}^2 \). Similarly, we have \( \sigma_{\phi_n}^2 = \frac{\sigma_R^2 A_{\phi_n}}{\sigma_{\phi_n} \eta \beta R + A_{\phi_n}} \).

**Proposition 2:** When \( L_x \to \infty \) and \( L_y \to \infty \), the achievable rates during the S&C and communication-only phases can be respectively approximated as
\[ \bar{R}_n^{S\&C} = \log_2 \left( 1 + \hat{P} \left( 1 - \beta^R \right) h(\varphi_n, \sigma_{\phi_n}^2) h(\sigma_{\phi_n}^2) \right) \]  
and
\[ \bar{R}_n^{C} = \log_2 \left( 1 + \hat{P} h(\varphi_n, \sigma_{\phi_n}^2) \right), \]
where \( \hat{P} = \frac{4P_{\max}^{R} \eta \beta R}{\lambda_n \beta R L M_t} \).

In Proposition 2, the accurate angles \( \varphi_n \) and \( \phi_n \) cannot be obtained, which can be practically assumed to be \( \varphi_{n-1} \) and \( \tilde{\phi}_{n-1} \), respectively. Then, the achievable rate can be rewritten as a function about \( \theta \) and \( \beta R \), and the optimal solution of (P1) can be obtained via a two-dimension search over \( \theta \) and \( \beta R \). To gain more insights, we will further provide some useful performance analysis to illustrate the benefits between S&C and provide useful insights for practical system design.

**IV. PERFORMANCE ANALYSIS**

In this section, some practical approximations are adopted to draw some useful insights. In \( h(x, y) \) (defined in Proposition 1), the terms \( e^{-2i(x,y)^2} + e^{-2i(x,y)^2} \) is negligible when \( k \geq 1 \) or \( k \leq -1 \), and thus, we have
\[ h(x, y) \approx \frac{1}{\sqrt{2\pi |y| \sin x}} \left( 1 + e^{-2i(x-y)^2} \right) = \tilde{h}(x, y). \]
(20)
This approximation is practical since the variance of the estimated angle is much less than \( 2\pi \). Then, the achievable rate can be approximately given by
\[ \bar{R}_n \approx \eta \log_2 \left( 1 + \hat{P} \left( 1 - \beta^R \right) \tilde{h}(\varphi_{n-1}, \sigma_{\phi_n}^2) \tilde{h}(\sigma_{\phi_n}^2) \right) + (1 - \eta) \log_2 \left( 1 + \hat{P} \tilde{h}(\varphi_{n-1}, \sigma_{\phi_n}^2) \right). \]
(21)

Furthermore, a condition that specifies whether it is necessary for the IOS to reflect signals for sensing is derived in the following. For \( x \in [A, \pi - A] \) with \( 2\delta_x^2 \gg 1 \), we have \( e^{-2i(x-y)^2} \approx 1 \). This approximation is practical since \( 2(\pi - \phi_n) \ll \sigma_{\phi_n}^2 \) holds under most general parameter setups. In this case, \( \bar{R} \) can be further approximated as
\[ \bar{R} = \eta \log_2 \left( 1 + C_1 (1 - \beta^R) + (1 - \eta) \right) \times \log_2 \left( 1 + C_1 \left( \frac{\sigma_{\phi_n}^2 \eta \beta^R + A_{\phi_n}}{A_{\phi_n}} \right) \right), \]
where \( C_1 = \frac{2P_{\max}^{R} \eta \beta R}{\pi \sin(\varphi_{n-1}) \sin(\sigma_{\phi_n}^2) \sigma_{\phi_n}^2 \sigma_{\phi_n}^2} \).

**Proposition 3:** At the optimal solution of (P2), it follows that the S&C phase is needed if and only if \( \sigma_{\phi_n}^2 + \sigma_{\phi_n}^2 \geq \sigma_{\phi_n}^2 \geq 2 \).

In Proposition 3, it is shown that \( \eta^* \geq 0 \) when \( \sigma_{\phi_n}^2 + \sigma_{\phi_n}^2 \geq 2 \); otherwise, \( \eta^* = 0 \). Intuitively, the derived sufficient and necessary condition in Proposition 3 tends to be satisfied when the estimation accuracy is lower or the measurement accuracy is higher.

**V. SIMULATION RESULTS**

In this section, Monte Carlo simulation results are provided for characterizing the performance of the proposed sensing scheme and for gaining insight into the design and implementation of IOS-assisted ISAC systems. The main system parameters are listed in Table I. The coordinate of the RSU is (0 m, 0 m, 20 m), the initial location of the vehicle is (-100 m, 20 m, 0 m), and the vehicle’s speed is 20 m/s. We compare the proposed schemes with two benchmarks:

- **Refraction:** The reflecting phase shifts \( \Theta^R_n \) are designed randomly with the optimal \( \eta, \beta R \), and \( \Theta^T_n \).
- **Prediction:** The beamforming and phase shifts are designed only based on the state estimation, i.e., \( \eta = 0 \).

As shown in Fig. 3, the SNR \( \gamma_n^2 \) of Monte Carlo simulations with \( L_x = 40 \) approaches to the closed-form expression of the SNR derived in Proposition 1, which confirms that it achieves a good approximation. In Fig. 4, at the optimal solution, \( \eta^* = 0.18 \) and \( \beta R^* = 0.8 \). It can be shown that with any given \( \beta R \), the achievable rate first increases and then decreases with the increase of the S&C duration ratio \( \eta \).

**TABLE I**

| Parameter | Value | Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|-----------|-------|
| \( T \)   | 10s   | \( N \)   | 500   | \( M_t \) | 8     |
| \( M_r \) | 8     | \( L_x \) | 80    | \( L_y \) | 80    |
| \( \sigma_R^2 \) | \( 10^{-1} \) | \( \sigma_{\phi_n}^2 \) | 0.1W | \( \beta_0 \) | \(-30dB\) |
| \( \sigma_x^2 \) | \(-70dBm\) | \( \sigma_{\phi_n}^2 \) | 0.1 | \( \Delta t \) | 0.1ms |
| \( \sigma_{\phi_n}^2 \) | \(-70dBm\) | \( f_c \) | 30GHz | \( \Delta T \) | 0.02s |
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The main reason is that appropriately increasing the sensing duration can reduce the variance of parameter measurements and improve the beamforming gain, however, the communication performance gain brought by sensing cannot compensate for the performance loss caused by sensing time and power consumption during the S&C phase, especially for the ratio $\rho$ approaching to one.

In Fig. 5, it can be seen that the achievable rate of the benchmark schemes fluctuates greatly since the state estimation error of the vehicle location is relatively large, leading to a significant performance loss caused by beam misalignment of the RSU and the IOS. Our proposed method provides higher throughput and stable data transmission for the communication user. The main reason is that both the state estimation and measurement results are exploited to improve the beam alignment performance, and the optimal ratio of sensing time and reflecting power is taken to achieve a better tradeoff between S&C performance, thereby leading to an effective communication performance improvement benefiting from sensing.

Fig. 6 shows the performance comparison among the transmit power, the number of IOS elements, and the average achievable rate. Specifically, when the transmit power threshold $P_{\text{max}}$ is less than 0.01 W, the achievable rate of our proposed scheme is significantly improved compared to the benchmark schemes. Moreover, to achieve the same achievable rate, the proposed scheme can significantly reduce the transmit power requirements, and the main reason is that proper power/time allocation for sensing can effectively improve the beam alignment, thereby providing a large beamforming gain of the RSU and the IOS within the communication-only duration.

VI. CONCLUSIONS

In this paper, we investigated a new IOS-enabled sensing-assisted communication system and proposed a two-phase ISAC protocol to fulfill efficient balance between S&C. The IOS phase shift and the sensing duration were jointly optimized to maximize the achievable rate. A closed-form expression of the achievable rate under uncertain locations was derived to facilitate resource allocation. Furthermore, a sufficient and necessary condition for the existence of the S&C phase is derived to further simplify the problem. The numerical results validated the efficiency of our design over the benchmark schemes and also confirmed the benefits of the sensing-assisted communication framework.
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