Position measurement of a levitated nanoparticle via interference with its mirror image
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Interferometric methods for detecting the motion of a levitated nanoparticle provide a route to the quantum ground state, but such methods are currently limited by mode mismatch between the reference beam and the dipolar field scattered by the particle. Here we demonstrate a self-interference method to detect the particle’s motion that solves this problem. A Paul trap confines a charged dielectric nanoparticle in high vacuum, and a mirror retro-reflects the scattered light. We measure the particle’s motion with a sensitivity of $1.7 \times 10^{-12} \text{m}/\sqrt{\text{Hz}}$, corresponding to a detection efficiency of 2.1%, with a numerical aperture of 0.18. As an application of this method, we cool the particle, via feedback, to temperatures below those achieved in the same setup using a standard position measurement.

In state-of-the-art levitated optomechanics experiments, dipole radiation elastically scattered by a sub-micron particle is collected by a lens with high numerical aperture (NA) [1, 2], and interference with a Gaussian reference beam enables reconstruction of the particle’s motion [3, 4]. The detection efficiency achievable with these techniques has two fundamental limits [3]: first, the particle radiation away from the lens aperture is not collected, and thus information about the particle’s position is lost. Second, the dipole radiation wavefront and polarization do not match the Gaussian beam profile, reducing the interferometric visibility and thus the position measurement sensitivity. Both the limited collection efficiency and the mode mismatch present a challenge for achieving quantum control of a levitated particle’s motion. While optically levitated particles have been cooled to their motional ground state [1, 2, 5], the quantum regime has remained out of reach for particles confined in ion traps [6, 7] and magnetic traps [8–10], in which optical access is limited by the trap geometry. These latter approaches are nevertheless of particular interest for quantum-mechanical experiments with macroscopic objects, as they offer an environment free of light-induced decoherence.

Remarkable collection efficiencies for both nanoparticle emitters and atomic ion fluorescence have been achieved with deep parabolic mirrors [11–13], but such setups are optimized for enhanced light-matter interaction rather than interferometric position detection. Near-ideal mode matching is obtained in experiments in which the dipolar emission is referenced to its mirror image via homodyne detection. For example, self-interference detection is exploited in trapped-ion experiments for detecting mechanical motion with sensitivities at the level of single quanta [14, 15], and similar techniques are used in fluorescence microscopy [16, 17] for determining the structure and diffusion of chemical components in biological tissue with sub-wavelength resolution [18]. Recently we argued that, compared to known methods, self-homodyne detection is the closest realization of a quantum-limited measurement for the position of a dipolar scatterer [19], but until now, this technique has not been adapted to a levitated optomechanics experiment, nor has its efficiency been compared experimentally to that obtained with other methods.

Here we report on the optical detection of the motion of a silica nanoparticle by self-interference, and we compare the detection efficiency with both a forward-detection technique implemented in parallel and ideal quantum-limited detection. Furthermore, we show that the position signal obtained with the self-homodyne method enables real-time feedback cooling of the particle’s motion. In our proof-of-principle demonstration, the nanoparticle is trapped in a linear Paul trap under high vacuum, but the detection technique can be extended to setups that confine dipolar emitters by magnetic or optical forces. The self-homodyne method allows us to measure the position of a nanosphere relative to a mirror. The essence of self-homodyne can be understood by considering a movable mirror, a detector, and a levitated particle illuminated by a laser beam (Fig.1a). The particle is located between the mirror and the detector. Laser light scattered by the particle may impinge directly on the detector, or it may be reflected first from the mirror and only afterwards reach the detector. Here, we consider a planar mirror and a planar detector, so we also include two confocal lenses that collimate the scattered light. These two light fields — the one that is directly scattered, and the one that is first reflected — interfere at the detector; the interference phase depends on the distance between particle and mirror (Fig.1b). In contrast, if the mirror position is held fixed, one observes a signal proportional to the particle position (Fig.1c).

We employ two different modes to control the mirror’s position via a piezoelectric stage: either we actively stabi-
FIG. 1. Basic principles of the self-homodyne technique. (a) The particle is illuminated by a laser beam and two unfocal lenses collect the scattered light. The image created by one lens is reflected back to the particle by a distant flat mirror. The reflected light interferes with the directly scattered light, and the other lens images the two fields on a detector. The phase of the interferometric signal measured by the detector depends on the mutual particle–mirror distance along the \( \hat{q} \) axis. Inset shows a camera image of the nanoparticle and its mirror image. Here, for visualization purposes, the images are displaced from each other. (b) Typical detector output (blue) when the mirror is linearly displaced in time with a piezo translation stage. The driving ramp voltage of the mirror (red) occurs with a sub-hertz period. Insets show camera images obtained at maximum and minimum of the interferometric fringe, respectively. (c) Time trace of the particle’s displacement \( q \) for the case of a fixed mirror position. Particle oscillations occur at frequencies of a few kilohertz.

lize the mirror’s position in order to monitor the particle, or we apply a linear ramp to calibrate the amplitude of the particle’s motion. In the first case, the mirror position is locked to a point at which the fringes in Fig.1b have a maximum slope, so that we have both linear detection and the best sensitivity. The lock compensates for drifts in the mirror position; it is able to distinguish between changes in the mirror position and changes in the nanoparticle’s position because the former occur on time scales much longer than the nanosphere period of oscillation. Note that the lock will only work if the nanosphere’s amplitude of motion \( \Delta q \) is below \( \lambda/4 \), that is, within the turning points of the error signal, and linear detection requires the stronger condition \( \Delta q \ll \lambda/4 \).

In the second case, when we are interested in calibrating the nanosphere’s amplitude of motion along the axis \( \hat{q} \) of Fig.1a, we ramp the voltage applied to the piezo and measure the signal \( V(t) \) recorded by the detector. In the linear regime around the setpoint, for low values of the NA, we can convert \( V(t) \) to a displacement \( q(t) \) along \( \hat{q} \) using the expression \( q(t) = V(t)/S \), where \( S = 4\pi A/\lambda \) is the maximum slope of the interference fringe and \( A \) is the fringe amplitude [20]. A low NA ensures that any phase change induced by the ramping mirror cannot be distinguished from a displacement of the particle along \( \hat{q} \). The more general case for any NA is derived and discussed in the Supplemental Material. This calibration relies only on the wavelength of the illuminating field; in contrast to other calibration techniques [21], no prior knowledge is required of the particle’s mass or charge, and the particle does not need to be in thermal equilibrium with the background gas. For the measurements described below, the calibration is performed under high vacuum.

Having examined the core components, we now con-
sider the larger experimental apparatus (Fig. 2a). The nanoparticle, a silica sphere 300 nm in diameter, is confined in a linear Paul trap [22] under pressures as low as $2 \times 10^{-8}$ mbar. The trap drive frequency is $\nu_{\text{drive}} = 11$ kHz, and the secular trap frequencies are $(\nu_x, \nu_y, \nu_z) = (2.1, 3.2, 1.1)$ kHz, where $\hat{z}$ is the trap axis. Self-homodyne detection is implemented with a 780 nm laser beam. The beam is polarized along the $\hat{z}$ axis and illuminates the nanoparticle in the direction perpendicular to the mirror-particle axis $\hat{q}$; the beam waist at the trapping position is $0.29(1)$ mm. Due to the Paul trap geometry, the self-homodyne detection axis $\hat{q}$ intersects both the $\hat{x}$ and the $\hat{y}$ axes at $\theta = 45^\circ$, enabling displacement detection along both axes with equal sensitivity. When a nanoparticle is loaded into the Paul trap, it has an amplitude of motion larger than an optical wavelength. To cool the particle into the regime in which self-homodyne detection operates, we implement an auxiliary detection scheme. A 987 nm laser beam is focused on the particle with a waist of $2.7(3)$ µm along the $\hat{q}$ axis; its polarization is perpendicular to the $\hat{z}$ axis. We detect forward-scattered light from this beam in a split detection scheme, which we refer to as forward detection [3, 6]. Polarizing beam splitters are used to decouple the 780 nm and 987 nm detection paths. From the forward detection signal, we generate an error signal that is used to cool the particle to the millikelvin regime via feedback along all three motional axes [6]. Both the feedback and minimization of excess micromotion localize the particle well below $\lambda/4$, enabling linear detection through self-homodyne.

Implementing forward detection allows us not only to cool the particle but also to compare the detection efficiencies of the two methods. For this comparison, two spectra are acquired simultaneously with the same particle. By fitting the calibrated self-homodyne spectrum with a Lorentzian, we extract the particle’s temperature, which we use as a calibration for the spectrum obtained with the forward-detection method.

In Fig. 2b, we plot the motional spectra acquired with the self-homodyne and forward detection techniques. The two spectra have overlapping peaks at several frequencies that correspond to resonant motion of the particle. However, the noise floor of the self-homodyne spectrum is $38$ dB below that of the forward detection spectrum, and the new method resolves motional peaks that were hidden below the forward-detection noise floor. The noise floor of a calibrated motional spectrum corresponds to the measurement imprecision [23]; the imprecision of the self-homodyne measurement is $3.0(1) \times 10^{-24}$ m$^2$/Hz. The square root of this value corresponds to the motional sensitivity. From calculations based on [19], we expect the ratio of the measurement imprecision for the two cases to be $26$ dB for identical detection conditions. Taking into account the different powers and losses in the two optical paths, we predict a ratio of $32$ dB. We attribute the additional $6$ dB to the particle not being centered in the focus of the forward beam [6].

Recently, measurement-based feedback cooling of nanoparticles to the motional ground state has been achieved in high-NA optical traps via detection of backward-scattered light [1, 2]. The backward-detection technique is more efficient than forward detection, but nevertheless, from calculations based on Refs. [3, 19] at our working NA of 0.18, we expect the self-homodyne imprecision to be $0.58$ times smaller than that achieved with backward detection. We refer to Ref. [19] for a detailed comparison of the three methods.

We now turn our attention to how our implementation of self-homodyne detection compares to an ideal detection scenario. First, we characterize how the calibrated self-homodyne spectra depend on the scattered power over the full solid angle, $P$, which is tuned by adjusting the self-homodyne beam power. As this power is varied, we correct for particle displacements induced...
by radiation pressure forces by applying electric fields in order to preserve optical alignment. For each value of $P$, we calibrate the motional spectrum by scanning the self-homodyne mirror. The calibrated spectra are shown in Fig. 3a; we see in Fig. 3b that the spectra overlap at the particle’s mechanical frequency and in Fig. 3c that each spectrum approaches a unique noise floor at high frequencies.

The data of Fig. 3 show that increasing the power in the measurement field reduces the detection imprecision, as expected. Increasing the power does not, however, shift the mechanical resonance shown in Fig. 3b, which tells us that the role of the gradient force is negligible, consistent with the fact that the self-homodyne beam is nearly collimated. We also see in Fig. 3b that the resonant peak height remains constant, from which we deduce that radiation-pressure shot noise is not heating the particle [24] and thus that back action plays a negligible role at these laser powers and this pressure, as expected from calculations based on our system parameters (see Supplemental Material).

With these results in hand, we are now able to make a comparison with ideal detection. The detection imprecision is calculated as [19]

$$S_{imp} = \frac{5\hbar c\lambda}{8\pi \eta_{det} P},$$

(1)

where $\hbar$ is the reduced Plank constant, $c$ is the speed of light in vacuum, and $\eta_{det}$ is the detection efficiency, which is a function of the NA, the interference visibility and the optical losses (see Supplemental Material). The working NA is fixed by the lenses used in the setup, which in our implementation are outside of the vacuum chamber; all the other relevant loss channels are independently measured. From these known losses, we calculate $\eta_{det}$ to be 0.021(4). Including this value in Eq. 1, we predict the imprecision as a function of $P$, which agrees with our measured data, as shown in Fig. 3d. For comparison, in the same figure, we plot both the ideal case, corresponding to $\eta_{det} = 1$, and the imprecision of the forward technique extracted from our measurements.

The improved detection efficiency with respect to forward detection motivates us to harness the self-homodyne method for feedback cooling of the particle. We emphasize that this experiment was not designed to reach the ground state but rather as a proof-of-principle demonstration. The output of the self-homodyne detector is filtered and phase shifted in order to generate a feedback signal, which is applied to a set of electrodes in order to displace the particle. To ensure that the particle is cooled primarily via the self-homodyne signal, we reduce the gain of the feedback cooling based on forward detection by 37 dB in the radial plane; the forward-feedback alone cools the particle to 200 K in this plane. Motion along $\hat{z}$ is not detected via self-homodyne, so we do not suppress cooling via forward detection along that axis. In Fig. 4a, we plot self-homodyne spectra for different values of the feedback strength. As the feedback increases, the peak heights decrease due to the cooling force, and they shift to the right due to the spring force induced by the feedback (see Supplemental Material).

The temperatures $T_y$ achieved along the $\hat{y}$ axis via feedback cooling are deduced by fitting the calibrated spectra with a Lorentzian and are plotted in Fig. 4b as a function of the cooling rate $\gamma_{fb}$. For comparison, in the same figure, we plot $T_y$ achieved with forward-detection feedback. We observe two distinct behaviors of the temperatures achieved with the two techniques: In the case of self-homodyne-based feedback, $T_y$ is proportional to $\gamma_{fb}^{-1}$, yielding a minimum measured temperature of 18(1) mK. In the case of forward-detection feedback, $T_y$ exhibits a minimum that arises from the balance between cooling strength and measurement noise introduced by the feedback loop. This minimum temperature is 3.8 times the one reached with self-homodyne.

From a fit to the self-homodyne data and from the imprecision values determined from the calibrated spectra, we infer that for a higher value of the cooling rate, $\gamma_{fb} = 2\pi \times 31$ kHz, self-homodyne-based cooling would reach a minimum temperature $T_{min} = 1$ mK [25], corresponding to a phonon occupation number $\bar{n} = 5 \times 10^{3}$, as shown in the inset of Fig. 4b. This value is almost two orders of magnitude lower than the limit temperature achieved with forward cooling. We do not reach $T_{min}$ here; this value of $\gamma_{fb}$ lies in the overdamped regime ($\gamma_{fb} \gg \nu_y$), where the filter electronics are not able to separate the radial modes effectively. Thus, we infer that noise limits the lowest achievable temperature. We calculate that this noise has some contribution from pressure
but is dominated by other sources, which may include fluctuations in the voltage on the trap electrodes, laser intensity fluctuations, or residual micromotion induced by the high $q$ parameter of the trap ($q = 0.8$). Further measurements would be needed to distinguish between these sources.

In conclusion, we have realized self-homodyne detection of a nanoparticle’s motion in a Paul trap and have demonstrated feedback cooling of that motion. The interferometric visibility between the nanoparticle and its image was measured to be 70%. By including a hemispherical mirror inside the vacuum chamber [26, 27], we expect to obtain a visibility close to unity, and by increasing the NA to 0.35, we expect to reach the motional ground state ($\bar{n} < 1$), provided that measurement back-action is the main source of decoherence. We thus anticipate that the self-homodyne method will overcome the obstacle of limited optical access in Paul traps[6, 28] as well as in hybrid traps[7, 29] and magnetic traps[8–10]. Given the low intrinsic decoherence in these traps due to the lack of photon scattering, we expect that this detection approach will enable quantum experiments with macroscopic objects with a unique degree of isolation. As a final remark, the self-homodyne scheme can be used to measure $q^2$ if the mirror’s position is locked to the minimum of the interference fringe in Fig. 1b [14]. It has been pointed out that in an environment with sufficiently low decoherence, such a measurement would project a macroscopic wavefunction into a superposition state [30].
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**Appendix A: Position calibration**

In the main text, we describe the calibration of the nanoparticle’s amplitude of motion under the paraxial approximation, which is valid for a low numerical aperture (NA). This approximation allows us to assume that we will measure the same oscillation independent of whether it is the mirror or the scatterer that is displaced. Here we quantify the extent to which our experimental parameters deviate from the paraxial approximation.

We use the coordinate system shown in Fig. 5 to describe the setup. Note that, in contrast to the convention used in the main text, here the Cartesian coordinates $\{x, y, z\}$ no longer coincide with the axes of motion in the Paul trap, which we will not consider in this appendix. Our detector collects light over the solid angle $D$ defined by the angular intervals $\phi = [0, 2\pi)$ and $\theta = [0, \theta_D]$, with $\theta_D = \arcsin(\text{NA})$. The normalized intensity $I_{\text{tot}}$ at the detector depends on the position $x_0$ of the scatterer [19]:

$$I_{\text{tot}} = \int_D \left(1 + \rho^2 - 2\rho \cos \psi\right) dp,$$

with

$$\psi = \frac{4\pi}{\lambda} (\hat{n} \cdot x_0 + R_s)$$

and

$$dp = \frac{3}{8\pi} \left(1 - |\hat{\epsilon} \cdot \hat{n}|^2\right) d\Omega.$$  \hspace{1cm} (A3)

Here, $\rho$ is the reflectivity of the electric field at the mirror, $dp$ is the differential dipole-radiated power, $\lambda$ is the wavelength, $\hat{n}$ is a generic direction in space, $R_s = f + d$ is the sum of the lens focal length $f$ and the distance $d$ to the mirror, and $\hat{\epsilon} = \hat{y}$ is the polarization direction of the illuminating field. Note that $R_s$ is the length of all optical paths from the focal point to the flat mirror because the lens collimates the outgoing spherical wavefronts into plane waves, such that any point of the mirror is equidistant from the focal point. Also note that the sum $1 + \rho^2$ is constant and can be ignored when we evaluate the variation of the detected intensity induced by the nanoparticle’s or the mirror’s movements. Therefore, we limit our analysis to the term

$$I = -2\rho \int_D \cos \psi \ dp.$$  \hspace{1cm} (A4)

Inserting Eqs. A2 and A3 into Eq. A4 and using the angle addition formula, we obtain

$$I = \int_D \cos \left(\frac{4\pi R_s}{\lambda}\right) \int_D \cos \left(\frac{4\pi}{\lambda} \hat{n} \cdot x_0\right) dp - \sin \left(\frac{4\pi R_s}{\lambda}\right) \int_D \sin \left(\frac{4\pi}{\lambda} \hat{n} \cdot x_0\right) dp,$$  \hspace{1cm} (A5)

where the terms $\cos \left(\frac{4\pi R_s}{\lambda}\right)$ and $\sin \left(\frac{4\pi R_s}{\lambda}\right)$ have been

\[\text{brought in front of the integral sign because they have}\]
no dependence on \( \hat{n} \). In our experiments, the amplitude of the particle’s motion is smaller than the wavelength. To first order in \( |x_0|/\lambda \), the first integral in Eq. A5 has a constant value independent of the particle and mirror positions, while the second term is zero for particle displacements in the \( xy \)-plane. We thus study how \( I \) varies as a function of the particle’s displacements along only the \( z \) axis: We set \( x_0 = (0, 0, q) \) and substitute \( \hat{n} \cdot x_0 = q \cos \theta \) into Eq. A5. Denoting the first integral on the right-hand side of Eq. A5 as \( a = \int_{D} \cos(\frac{4\pi q}{\lambda} \cos \theta) dp \) and the second integral as \( b = \int_{D} \sin(\frac{4\pi q}{\lambda} \cos \theta) dp \), we use a trigonometric identity to rewrite \( I \) in a more convenient form as

\[
I = -A \cos \left( \frac{4\pi R_s}{\lambda} + \phi \right), \quad \text{where} \quad (A6)
\]

\[
A = 2\rho \sqrt{a^2 + b^2} \quad \text{and} \quad \phi = \arctan \left( \frac{b}{a} \right). \quad (A7)
\]

Equation A6 shows us that the intensity \( I \) at the detector varies sinusoidally as a function of the optical path \( R_s \), which in turn depends linearly on the mirror–lens distance \( d \). Note that \( a \) and \( b \), and therefore the amplitude \( A \) and the phase \( \phi \), are functions of \( q \) and \( \theta_D \) that do not depend on the optical path \( R_s \).

1. Mirror displacement

Expanding the expression for the interference amplitude \( A \) from Eq. A7 up to second order in the collection angle \( \theta_D \) yields

\[
A = \frac{3\rho \theta_D^2}{4}, \quad (A8)
\]

the value of which does not depend on the particle position \( q \). We remind the reader that the lens–mirror distance \( d \) enters in the optical path as \( R_s = f + d \), where \( f \) is the fixed focal length of the lens. The detector sensitivity to mirror displacements is thus expressed as

\[
\chi_m = \max \left( \frac{\partial I}{\partial R_s} \right) = \frac{4\pi A}{\lambda}, \quad (A9)
\]

which does not depend on the particle position.

2. Particle displacement

Information about the particle position is encoded in the interference phase \( \phi \) of Eq. A6. Expanding the expression for \( \phi \) from Eq. A7 up to second order in \( \theta_D \) yields

\[
\phi = \frac{4\pi q}{\lambda} \left( 1 - \frac{\theta_D^2}{4} \right), \quad (A10)
\]

from which we see that the phase \( \phi \) is linearly proportional to the particle position \( q \). To read out \( q \), we stabilize the lens–mirror distance \( d \) so as to satisfy the relation \( R_s = f + d = \frac{\lambda}{8}(2n + 1) \), where \( n \) is an integer. This condition ensures that for \( q \ll \lambda \), the particle motion is mapped linearly onto the intensity \( I \) with maximum sensitivity. Substituting this value for \( R_s \) into Eq. A6 together with the expression for \( \phi \) found in Eq. A10, and neglecting terms \( O(\theta_D^4) \), we obtain an expression for \( I \) as a sinusoidal function of \( q \),

\[
I = -A \sin \left( \frac{4\pi q}{\lambda} \left( 1 - \frac{\theta_D^2}{4} \right) \right), \quad (A11)
\]

from which we determine the maximum detector sensitivity to particle displacements:

\[
\chi_p = \max \left( \frac{\partial I}{\partial q} \right) = \frac{4\pi A}{\lambda} \left( 1 - \frac{\theta_D^2}{4} \right). \quad (A12)
\]

Here again, we have used the fact that, to second order in \( \theta_D \), the amplitude \( A \) is independent of \( q \).

In the main text, the calibration of the self-homodyne detection method assumes that \( \chi_p = \chi_m \). Equations A12 and A9 now allow us to quantify the error of this approximation. In our setup, \( NA = \sin(\theta_D) = 0.18 \), for which we extract the relative difference between the mirror and particle sensitivities

\[
\delta_\chi = \frac{2\chi_m - \chi_p}{\chi_m + \chi_p} = 0.008, \quad (A13)
\]
which validates our approximation. Figure 6 shows the value of $\delta_\gamma$ calculated using the full analytical solution of Eq. A5 for values of the numerical aperture $0 < NA < 1$. We see that the deviation remains below 10% if the condition $NA \leq 0.6$ is satisfied.

Appendix B: Power calibration

In this section, we calculate the nanoparticle’s scattered light power $P$ that has been used in Figs. 3a and 3d in the main text to extract the self-homodyne detection efficiency. The setup for a power measurement is illustrated in Fig. 7a. The particle is illuminated with a laser beam linearly polarized along the $z$ axis, and a fraction of the scattered power is collected by a lens with numerical aperture $NA = 0.18$. The total scattered power $P$ is obtained from

$$P = \frac{P_{\text{col}}}{\eta_{\text{col}}},$$  \hspace{1cm} (B1)

where $\eta_{\text{col}}$ and $P_{\text{col}}$ are the lens collection efficiency and collected power, respectively. We calculate $\eta_{\text{col}}$ as

$$\eta_{\text{col}} = \frac{\int_0^{\theta_D} dP}{\int_0^\Omega dP} = 0.012,$$  \hspace{1cm} (B2)

where $\theta_D = \arcsin(NA)$ and $dP$ is the dipole radiation emission per unit solid angle $\Omega$. Note that we have modeled the nanoparticle as a dipolar scatterer since the particle’s radius $r = 150$ nm is smaller than the wavelength $\lambda = 780$ nm. The power $P_{\text{col}}$ is directly measured by a calibrated detector. During a measurement of $P_{\text{col}}$, the mirror is blocked in order to avoid interference with the nanoparticle’s image that would lead us to overestimate or underestimate the collected power. A typical detector output is shown in Fig. 7b: no interference is observed, and the noise is dominated by shot noise. For an illumination beam power of $430$ mW, we find $P = 84(10)$ nW, where the error is due to the uncertainty in the NA estimation. Eq. B1 has been used to extract the values of $P$ in the main text.

As an independent estimation of $P$, we calculate the total power scattered by a dielectric sphere with radius $r$ and index of refraction $n_p$ illuminated by a laser beam with intensity $I_0$, using the Rayleigh approximation. This power is

$$P = I_0 \sigma,$$  \hspace{1cm} (B3)

where $\sigma = \frac{8\pi}{3} \left( \frac{\alpha_p k^2}{4\pi \epsilon_0} \right)^2$ is the scattering cross section, with $k = 2\pi/\lambda$ the wave number, $\alpha_p = 4\pi r^3 \epsilon_0 (n_p^2 - 1)/(n_p^2 + 2)$ the particle’s polarizability, and $\epsilon_0$ the vacuum permittivity. Here, $I_0 = \frac{2I_0}{\pi w_0^2}$, with $P_0$ and $w_0$ the beam power and electric-field waist (1/e radius), respectively. We determine the beam waist from a measurement of the intensity of the particle’s image as its position with respect to the beam is varied along the $z$ axis. This procedure is illustrated in Fig. 7(c), in which we see a sequence of images of the particle at different positions, obtained with a CMOS camera. The images are calibrated using the known distances between the electrodes. We extract $2w_0 = 0.58(1)$ mm from a Gaussian fit to the intensity profile (Fig. 7(d)). According to the manufacturer, the particle size and index of refraction are $r = 150(15)$ nm, and $n_p = 1.45$, respectively. By inserting these values into Eq. B3 along with a beam power $P_0 = 430$ mW, we find a total scattered power $P = 0.09(5)$ µW, in agreement with the APD measurement. The large error in estimating $P$ with Eq. B3 follows from the large uncertainty in the particle’s radius and from the fact that $P \propto r^6$.

Appendix C: Detection imprecision

The self-homodyne detection imprecision for displacements along the particle–mirror axis $q$ is given in Eq. 1 of the main text. The detection efficiency $\eta_{\text{det}}$ in that equation is a function of the NA, the interferometric visibility $V$, and optical losses. It can be written as [19]

$$\eta_{\text{det}} = \eta_v \eta_{\text{opt}} \eta_{\text{QE}} \frac{128 - 90 \cos \theta_D - 35 \cos 3\theta_D - 3 \cos 5\theta_D}{128},$$  \hspace{1cm} (C1)

where we have decomposed the efficiency into a product of the loss sources. Here $\theta_D = \arcsin 0.18$ is our lens half-aperture angle, $\eta_v = V^2 = 0.7^2$ expresses the losses due to mode mismatch, $\eta_{\text{opt}} = 0.9$ represents the optical path losses, and $\eta_{\text{QE}} = 0.82$ is the quantum efficiency of our detector. Note that, as shown in Fig. 8a, the angle between the detection axis $q$ and each of the two radial trap axes is $45^\circ$, so the imprecision in detecting the motion along these axes accrues an additional factor of 2. This factor is included in Eq. 1 of the main text.

Appendix D: Micromotion minimization

We minimize excess micromotion with three techniques that have been adapted from methods used in experiments trapping atomic ions [31, 32]. In all three cases, we control the nanoparticle’s position in the trap’s ra-
FIG. 6. Relative deviation $\delta_{\chi}$ of the calibration measurement from the sensitivity to position displacement of the dipolar scatterer as a function of the system numerical aperture (NA).

FIG. 7. Procedure for determining the total scattered power $P$ of the particle. (a) Sketch of the setup. A laser beam linearly polarized along the $z$ axis illuminates the nanoparticle, and a lens with numerical aperture $\text{NA} = \arcsin(\theta_D) = 0.18$ collects the scattered light. The mirror is blocked, so only one image is formed at the detector. (b) Detector time trace obtained with the mirror covered by the screen. (c) Camera images for different positions of the particle along the Paul trap axis $z$. (d) Intensity of the nanoparticle’s image on the camera as a function of the particle’s position along the $z$ axis. The orange line is a Gaussian fit, from which we extract the waist $w_0$ and its uncertainty.

dial plane by applying DC voltages to compensation electrodes.

The first, rough method is to minimize the height of the micromotion peak in the motional spectrum — that is, the peak corresponding to motion at the trap drive frequency — while the particle’s position in the trap is varied. The second, more accurate compensation step is to observe correlations between the phase of the AC trap voltage and the phase of the particle’s motion at the trap drive frequency. When the particle is moved across a null line of the trap field, the phase of the particle’s motion at the trap drive frequency jumps by $\pi$ with respect to the phase of the AC field applied to the electrodes. Thus, excess micromotion along one trap axis is minimized when the particle is placed at the phase-jump point. The procedure is repeated along two orthogonal axes in the trap’s radial plane. We measure the particle’s micromotion by filtering the signal from the forward detector at the trap drive frequency, and at the same time, we monitor the trap voltage with a pick-off signal from the trap’s electrodes.

In the last and most precise method, we scan the mirror position and observe interference fringes at the detector. If micromotion is not minimized, the fringe contrast is reduced. Therefore, we translate the particle in the radial plane and find a position that maximizes the fringe contrast. A typical procedure for minimizing micromotion is to apply the methods in the order described above.
write the potential energy in matrix form:

\[ U = \frac{1}{2} m \begin{pmatrix} x & y \end{pmatrix}^T \begin{pmatrix} \omega_x^2 & 0 \\ 0 & \omega_y^2 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}. \]  

(E2)

The matrix \( U \) is diagonal, so we can directly read off the eigenvalues, which are proportional to \( \omega_x^2 \) and \( \omega_y^2 \), as well as the eigenvectors \( \hat{x} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) and \( \hat{y} = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \), which represent the Paul trap radial axes. Note that each radial axis connects opposing trap electrodes [33], as shown in Fig. 8a.

Now we include feedback. In addition to a viscous cooling force, feedback produces a spring-like force [34] that modifies the stiffness of the trap. Feedback is applied along the detection axis \( q \) by means of two electrodes. As discussed in Appendix C, the angle between \( \hat{q} \) and each of the two radial trap axes is 45°, as shown in Fig. 8(a). As a result, the spring force shifts both mode frequencies, and the orientation of the eigenvectors rotates in the radial plane.

We model the spring force by adding the term \( \frac{1}{2} m a^2 (x + y)^2 \) to the Hamiltonian E1, where the spring constant \( ma^2 \) is proportional to the feedback gain. The matrix representation for the potential including the spring force now contains off-diagonal terms:

\[ U = \frac{1}{2} m \begin{pmatrix} x & y \end{pmatrix}^T \begin{pmatrix} \omega_x^2 + \alpha^2 & \frac{\alpha^2}{\omega_y^2 + \alpha^2} \\ \frac{\alpha^2}{\omega_y^2 + \alpha^2} & \omega_y^2 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}. \]  

(E3)

We diagonalize the \( 2 \times 2 \) matrix in Eq. E3 to find the new eigenfrequencies \( \nu_x' \), \( \nu_y' \) and eigenvectors \( x', y' \):

\[ \nu_{x',y'}^2 = \frac{1}{2} \left( 2\omega_x^2 + \omega_y^2 + \omega_y^2 + \sqrt{4\omega_x^4 + \omega_y^4 - 2\omega_x^2\omega_y^2 + \omega_y^4} \right), \]  

(E4)

\[ x' = \begin{pmatrix} c_x' \\ 1 \end{pmatrix}, \; y' = \begin{pmatrix} c_y' \\ 1 \end{pmatrix}, \text{ where } c_{x,y} = \frac{1}{\alpha^2} \left( \nu_x^2 \nu_y' - \nu_y^2 \right) - 1. \]  

(E5)

Note that for \( \alpha \to 0 \), i.e., in the absence of feedback, the eigenfrequencies become the bare trap frequencies \( \omega_x \) and \( \omega_y \). We identify the eigenfrequencies \( \nu_{x'} \) and \( \nu_{y'} \) from the measured PSDs. By inserting them into Eq. E4, we determine the value of \( \alpha \) for each feedback gain setting, which we then use in Eq. E5 to determine the eigenvectors.

We calculate the angle \( \theta_{FB} \) that \( y' \) subtends with respect to the self-homodyne detection axis \( q \). The power spectral density of the radial motion \( S_{qq} \) is then calculated as

\[ S_{qq} = S_{x',x'} \sin^2 \theta_{FB} + S_{y',y'} \cos^2 \theta_{FB}, \]  

(E6)

where \( S_{x',x'} \) and \( S_{y',y'} \) are the single-sided PSDs of the particle’s oscillation along \( x' \) and \( y' \). Finally, the values for the particle’s temperature along the \( y' \) axis given in the main text are calculated using the expression

\[ T_{y'} = \frac{m \nu_y^2 \langle q^2 \rangle}{k_B}, \]  

(E7)

where \( m = 2.0(2) \times 10^{-17} \text{ kg} \) is the particle mass measured by inducing particle-charge jumps [6], \( k_B \) is the Boltzmann constant, and \( \langle q^2 \rangle \) is the measured motional variance, which is extracted from a fit of the calibrated spectra with a Lorentzian function [21].

Figure 8(b) shows \( \theta_{FB} \) as function of \( \alpha \). Figures 8(c)–(d) show PSDs of the particle motion under feedback cooling via self-homodyne detection, as measured using forward and self-homodyne detection over a range of feedback gain settings. Increasing the feedback gain rotates the \( y' \) axis towards the \( q \) axis. As a consequence, the
FIG. 8. (a) The feedback force that cools the particle also leads to new eigenvectors of the particle’s motion, which are no longer parallel to the \(x\) and \(y\) axes of the Paul trap. The new eigenvectors are \(\hat{x}'\) and \(\hat{y}'\), and \(\hat{y}'\) subtends an angle \(\theta_{FB}\) with respect to the self-homodyne detection axis \(q\). The axis \(p\) is the forward-detection axis. (b) The angle \(\theta_{FB}\) as a function of the gain parameter \(\alpha\). In the inset, \(\alpha\) is plotted as a function of the electronic feedback gain and fitted with the equation \(\alpha = A \sqrt{\nu}\), where \(A = 2700 \pm 200\). (c) The power spectral density (PSD) of the radial motion acquired with the self-homodyne method and (d) the forward-detection method for the same gain settings as in (b). The vertical dashed line indicates the highest eigenfrequency \(\nu_{y'}\) reached along the \(y'\) axis, as \(\theta_{FB} \to 0\). Motion at this frequency is not detected with the forward-detection method.

forward detection method, which is sensitive to particle displacements along the \(p\) axis of Fig. 8(a), becomes less sensitive to motion along the \(y'\) axis. For the largest gain setting, the peak corresponding to the \(y'\) mode vanishes under the noise floor of the forward-detection PSD.

Appendix F: Radiation-pressure back-action

Radiation-pressure shot noise from scattered light generates a back-action force on the particle, which for the highest power of the illumination beam used in our experiments yields a single-sided PSD of [3]

\[
S_{BA} = \frac{4 \hbar kP}{c} = 4 \times 10^{-43} \text{N}^2/\sqrt{\text{Hz}}, \tag{F1}
\]

where \(c\) is the speed of light in vacuum, \(\hbar\) is the reduced Planck constant, and \(k = 2\pi/\lambda\). Another source of noise for the particle’s motion is random collisions with the background gas at room temperature \((T = 300 \text{K})\). This process has a force PSD given by

\[
S_{\text{gas}} = 4k_B T \gamma m = 4.6 \times 10^{-41} \text{N}^2/\sqrt{\text{Hz}}, \tag{F2}
\]

The linewidth \(\gamma = 2\pi \times 8.6 \mu\text{Hz}\) accounts for gas damping and is calculated for our background pressure of \(2 \times 10^{-8}\) mbar from a measured value of \(\gamma = 2\pi \times 4.3 \text{Hz}\) at a pressure of \(1 \times 10^{-5}\) mbar, using the fact that under our experimental conditions, \(\gamma\) scales linearly with pressure [22]. With these values, \(S_{\text{gas}}\) is two orders of magnitude larger than \(S_{BA}\), meaning that we are still far from the back-action-dominated regime, given our system parameters.

Appendix G: Fits to feedback-cooling data

In this section, we provide more detail on the fits in Fig. 4b of the main text. For large values of the feedback-cooling rate \(\gamma_{fb}\) compared to the natural damping rate \(\gamma_0\), the steady-state temperature \(T_y\) as a function of the cooling rate \(\gamma_{fb}\) is [6, 25]

\[
T_y = \frac{A}{\gamma_{fb}} + B \gamma_{fb}, \text{ where} \tag{G1}
\]

\[
A = \gamma_0 T_0 \quad \text{and} \quad B = \frac{\pi m \omega_y^2}{2k_B} S_{\text{imp}}. \tag{G2}
\]

Here \(T_0\) is the equilibrium effective temperature of the thermal bath and \(S_{\text{imp}}\) is the position measurement imprecision. Equation G1 yields a minimum temperature

\[
T_{\text{min}} = 2\sqrt{AB}, \quad \text{at the cooling rate} \tag{G3}
\]

\[
\gamma_{fb}^{\text{min}} = \sqrt{A/B}. \tag{G4}
\]

In the case of self-homodyne-based feedback, we have data for \(T_y\) as function of \(\gamma_{fb}\) only for \(\gamma_{fb} \ll \gamma_{fb}^{\text{min}}\), so it
is not possible to measure $T_{\min}$ directly. In this regime, the first term on the right-hand side of Eq. G1 dominates over the second term. Accordingly, we fit our data with the equation

$$T_y = \frac{A}{\gamma_{B}^{\beta}}, \quad \text{(G5)}$$

where $A$ is the fit parameter, as shown in Fig. 4b of the main text. To estimate the minimum temperature achievable with feedback cooling based on self-homodyne detection, we solve Eq. G3 with the value of $A = 112(7) \text{rad K}$ from the fit and the value of $B$ calculated from Eq. G2. The values $\omega_y = 2\pi \times 3.2 \text{kHz}$ and $S_{\text{imp}} = 3 \times 10^{-24} \text{m}^2/\text{Hz}$ are extracted from a calibrated spectrum. We obtain $T_{\min} = 1 \text{mK}$.

In the case of forward-detection-based feedback cooling, the data for $T_y$ as a function of $\gamma_B$ reach a minimum, so we fit these data with Eq. G1, with both $A$ and $B$ as fit parameters, as shown in Fig. 4b of the main text. We obtain $A = 105(20) \text{rad K}$ and $B = 6.5(7) \times 10^{-5} \text{K/ rad}^2$.
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