Information asymmetries: recognizing the limits of the GDPR on the data-driven market
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Abstract

Online search engines, social media platforms, and targeted advertising services often employ a “data-driven” business model based on the large-scale collection, analysis, and monetization of personal data. When providing such services significant information asymmetries arise: data-driven companies collect much more personal data than the consumer knows or can reasonably oversee, and data-driven companies have much more (technical) information about how this data is processed than consumers would be able to understand. This article demonstrates the vulnerable position consumers continue to find themselves in as a result of information asymmetries between them and data-driven companies. The GDPR, by itself, is in practice unable to mitigate these information asymmetries, nor would it be able to provide for effective transparency, since it does not account for the unique characteristics of the data-driven business model. Consumers are thus faced with an insurmountable lack of transparency which is inherent in, as well as the inevitable consequence of, the magnitude of the information asymmetries present on the data-driven market.

© 2020 Peter J. van de Waerdt. Published by Elsevier Ltd.
This is an open access article under the CC BY license.
(http://creativecommons.org/licenses/by/4.0/)

1. Introduction

Due to continued improvements in the field of information technology and the rise in its usage, new markets have emerged which operate primarily on the collection, analysis, processing, and monetization of personal data.¹ This is currently the case for many social media platforms, advertising networks and other online service providers: they have
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become ‘data-driven’. While Google and Facebook are the most prominent operators of a data-driven business model, the combined weight of all of the smaller actors on the online advertising market should not be underestimated either. Data-drivenness has become ubiquitous on the Internet, and it is easy to see how it can be highly beneficial to the consumer: it allows various useful services to be provided for a low price and in a personalized manner. Despite such benefits, however, it is not completely without its costs or risks.

In this article, the conduct of data-driven companies (DDCs) on their respective online markets, as well as the consequences thereof, will be examined from the perspective of information asymmetries. The term ‘information asymmetries’ in this context refers to the substantial differences that exist between the information available to the DDCs versus that available to the consumers themselves. Although information asymmetries are common in nearly all markets, and are therefore also a subject of consumer protection law, they are especially problematic on the data-driven market. On this market there is asymmetry not only with regards to the contract but, crucially, also with regards to the volume and the manner of personal data processing. As a result, consumers find themselves in a vulnerable position vis-à-vis DDCs. Serious risks arise that consumers will be unable to make well-informed decisions about the use of their data, or to invoke their rights. The usage of the term “information asymmetries” throughout this article should be understood in this full context.

While there is a wealth of literature in the field of data protection recognizing information asymmetries as a significant concern, there has not been an exhaustive examination of how information asymmetries come into being and how intertwined they are with the inner workings of data-driven markets. The full complexity of DDC’s data processing, and how the resulting information asymmetries are interconnected with the difficulties of ensuring transparency on these markets, has not been examined in detail. This article aims to provide such insight and in doing so illustrate why DDCs present a unique challenge for European data protection law. Indeed, the information asymmetries perspective is valuable because it vividly illustrates just how much of the data collection, data analysis, profiling, and behavioral targeting process remains unknown, incomprehensible, or unworkable to the average consumer. The volume and complexity of the data processing conducted by DDCs makes for a unique source of substantial information asymmetries, which in turn puts up an immense wall to ensuring effective transparency.

Specifically, this article aims to answer the following questions: How do information asymmetries between consumers and DDCs arise; to what extent is the General Data Protection Regulation (GDPR) of the European Union (EU) able to mitigate this discrepancy on the data-driven market; how are information asymmetries linked to lacking transparency; and to what extent would ensuring effective transparency even be possible in light of the information asymmetries? The ties between information asymmetry and transparency are especially vital elements of this research, since effective transparency is a prerequisite for citizens to exercise their rights under the GDPR. Lacking transparency because of information asymmetry could result in consumers being unaware that their rights are being violated in the first place, or whom to address their concerns to even if they do realize.

To explain this in more detail this article will commence in Section 2 with a description of what the information asymmetries between DDCs and consumers are, as well as how they arise over the course of providing a service. This will be followed in Section 3 with an explanation of how the GDPR addresses these information asymmetries and to what extent it succeeds in closing the gap between the citizen and DDCs. Having discussed the existence of and response to information asymmetries on the data-driven market, Section 4 will then address the main argument of this article. Namely, that information asymmetry and transparency are integrally connected, and that a push for greater transparency in itself will not effectively mitigate the information asymmetries or strengthen the data protection of citizens on the data-driven market.

To do so, this section will explain the fundamental differences between DDCs and conventional companies in terms of data collection and profiling. Furthermore, it will examine the ongoing development of explainable algorithms and whether they can aid it mitigating information asymmetries. Finally, this Section will delve into the close interrelation between information asymmetry, lacking transparency and potential bias in algorithmic profiling activities, focusing on how these factors exacerbate one another.

Thus, this article aims to provide a thorough overview of a specific problem in data protection law, namely the effects of information asymmetries on the data-driven market. It does so by focusing on the GDPR; examining whether the GDPR in itself has the potential to mitigate this problem through stimulating transparency or providing data subject rights. Obviously there are other perspectives from which to examine this issue as well: notably EU competition law and consumer protection law, or indeed a combination of various fields of law. Robust long-term solutions to the problems inherent in far-reaching information asymmetries and dominant data-driven companies are expected to be varied, complex, and take account of many relevant areas of law. They are the subject
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4 For the purposes of this article the term ‘citizen’ refers to citizens of the European Union, as they are the ones covered by the GDPR. They are also referred to as the consumers of online services, users of online platforms, or as data subjects.
of further research and as such are not dealt with in detail here.

2. How and why information asymmetries arise

In order to understand how information asymmetries between consumers and DDCs arise, it must first be understood how DDCs earn their revenue. While the data-driven market is often popularly characterized as “selling personal data”, this is not always accurate. Nevertheless, it is true that the monetization of personal data is the primary source of income for prominent DDCs such as Google and Facebook. This is achieved by way of advertising, specifically targeted advertising. For instance, Google has acquired its own advertising network in DoubleClick, which has ties to the majority of the most visited websites in the world. Facebook, meanwhile, serves ads on its social media platform and on Instagram but focuses specifically on mobile advertising.

Targeted advertising, otherwise known as behavioral targeting, is a method whereby DDCs analyze personal data in order to determine the interests of an individual consumer and show them advertisements which correspond to those interests. For example: if a user visits a website related to movies and television shows the DDC will take note of this interest. It can subsequently use this to display more advertisements for the latest blockbusters. This method of advertising is efficient because targeted ads lead to greater profitability than generalized ads: companies will simply waste fewer resources showing ads to consumers who will never be interested in their product. In essence, DDCs provide a service to advertisers. A service to show their ads to those consumers most likely to be interested in them. Put differently, DDCs rent out advertising space, as well as the attention of Internet users, to the advertisers.

Since the main source of revenue for DDCs, targeted advertising, is based predominantly on the collection and analysis of personal data, information asymmetries can quickly materialize. The information asymmetries that arise from this can be divided into two categories: those which arise from personal data collection, and those which arise from personal data analysis.

2.1. Information asymmetries from personal data collection

Information asymmetries start to arise from the moment the actual collection of personal data takes place. In particular, DDCs amass personal data through methods and in quantities that the consumer cannot oversee or control. There are a number of ways in which this occurs.

Firstly, DDCs do not only collect data actively and knowingly provided by the user. They also amass data “observed” from the consumer’s usage of the social media platform, search engine or other online service which they provide. DDCs collect and store data points based on every action the user takes on the platform or while using the service. For example, commenting on a photo of kittens is simultaneously the ordinary use-case of a social media platform as well as a data point for the service provider. By signaling to his friends that he likes cats, the user is unconsciously doing the same for the DDC in question. In the case of search engines, the process of data collection is even more vast: all of the users’ search queries can be collected, combined, stored in a personal profile, and subsequently used for targeting.

There are even scenarios in which users provide information to certain DDCs merely by checking into their account, such as the collection of IP-addresses or geolocation data. If geolocation tracking has not been disabled, or if the user does not realize that her uploaded photos and videos contain geolocation data, a DDC can collect information on where a specific account is currently being accessed. If the service
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is being used on a smartphone this could, in the extreme, allow the service provider to compose a map of the user’s daily routine.\textsuperscript{18}

In addition to provided personal data and observed personal data, DDCs can bolster a personal dataset through other means. Facebook is able to cross-reference information provided by a user’s friends and include it in the dataset,\textsuperscript{19} and it can collect personal data on third-party websites through its widespread Like button.\textsuperscript{20} This practice of combining personal data from across different Facebook services, including subsidiaries such as the image hosting platform Instagram and the Virtual Reality platform Oculus, was the subject of the much-discussed Bundeskartellamt case against Facebook.\textsuperscript{21} The Bundeskartellamt held that Facebook had not obtained valid consent for these data collection practices, as it had made the use of the main Facebook social media platform conditional on consenting to the full range of subsidiary data collection practices.\textsuperscript{22}

Furthermore, in 2019 the United States Federal Trade Commission (FTC) brought an action against Facebook. In it, the FTC alleged that Facebook allowed third-party developers to access not only the personal data of users who had consented to having their data collected, but also to the data of all of those users’ Facebook friends.\textsuperscript{23} This included the collection of interest data, video activity, and even website URL history data,\textsuperscript{24} all without the consent of the affected friends.\textsuperscript{25} While users were theoretically able to prevent their friends from consenting on their behalf, few Facebook users were aware this practice even existed. Fewer still were able to find the, unhelpfully labeled, applicable setting.\textsuperscript{26} In short, there are worrying examples of DDCs collecting large quantities of personal data without the knowledge or consent of the data subject.

The above are all examples of data collection by companies which provide a service directly to the consumer. However, not all DDCs are service providers to European citizens: some do not require any open interaction with the consumer, yet are still able to collect a wealth of personal data. Advertising networks are the most prominent example of this phenomenon.\textsuperscript{27} Ad networks are DDCs which offer advertisements to the Internet user on behalf of the host website she visits. When a user visits a website that has outsourced its advertisements to an ad network, her browser receives the instruction to contact that ad network.\textsuperscript{28} Along with the advertisement the ad network will also send a cookie to be placed on the user’s computer.\textsuperscript{29} The ad network is then able to collect the user’s personal data across every website on which it delivers its ads by using its own cookie to identify the user.\textsuperscript{30} In particular, the ad network can read and store the web addresses (URLs) from which the user’s browser requests its ads.\textsuperscript{31} Over time the ad network will use this information to create a behavioral profile. As a user visits more different websites, enters new search queries, or offers up data points in other ways, her profile becomes more detailed: she may be categorized by age, location, income level, and a plethora of other factors.\textsuperscript{32}

When compared to the other more overt forms of data collection, consumers are unlikely to be aware that their information is being collected by the websites they visit, much less that these ad networks also do so.\textsuperscript{33} Nevertheless, ad networks are ubiquitous on the Internet: even in 2013 Google’s advertising network was already operating on 70% of websites.\textsuperscript{34} While Google’s advertising network is the largest and most recognized, ad networks are in fact run by a mass of DDCs which are unfamiliar to most consumers.\textsuperscript{35} They deliver their
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cookies through virtually invisible means, such as a single pixel on the host website.36

Additionally, ad networks also enter into contracts with one another on a vast scale, distributing personal data amongst themselves in order to bring new individual users into their personal data network or improve the datasets they already have available.37 Research by Junqué de Fortuny et al. suggests that, in terms of accuracy and predictive modeling, it is indeed worthwhile for smaller DDCs to broaden and deepen their datasets by pooling their data.38 Companies have also emerged to offer complementary services, such as matching different companies’ cookies to the same user, additional data analytics, or data brokering.39

Taken together, all of these companies and networks are engaged in a complicated tangle of contracts, subcontracts, and partnering networks.40 Van Eijk charted all of these networks and their interconnections, using Denmark as a case study, and found hundreds of different companies contracting amongst each other.41 Similarly, one estimate held that the average Dutch citizen is already included in hundreds of different databases across many different actors.42 Due to the complexity and fragmentation of the data-driven market, the flows of personal data are nearly impossible for the average citizen to oversee. A consumer thus cannot realistically supervise or make decisions as to which companies have collected what type of information on him, how much, and what they have learned from analyzing it. In the foreseeable future even more data flows are expected to materialize from even more companies, as an increasing number and range of varied devices become connected to the Internet. It would go beyond the scope of this article to examine these Internet of Things data flows in detail, but suffice it to say that adding those to the vast data collection which already exists will increase the level of complexity further still.

Even when a consumer takes active steps to prevent data collection by third parties, such as by installing browser extensions which block cookies, it is not guaranteed that his personal data will not be collected. Other means to identify individual users also exist: device fingerprinting is one such technique. In this process a computer is recognized by the combination of its browser settings, operating system, installed add-ons, and other features. Taken together, these form a pattern that is almost certainly unique to an individual.43 Google itself was fined by the FTC for using a workaround which it used to continue placing cookies by circumventing browser settings designed to prevent it from doing so.44

Ultimately, at a fundamental level consumers lack an insight into how DDCs collect their personal data and how comprehensive this collection can be. Information asymmetries between consumers and companies arise both in terms of the volume and the means of data collection: much more data is being amassed than the consumer can reasonably oversee, by an exorbitant amount of interconnected parties, through a variety of means which are far from self-evident.

2.2. Information asymmetries from personal Data Analysis

In addition to the many ways in which personal data is collected from the user, DDCs also have other means of amassing information. Besides data that was actively shared by the consumer or data obtained through observing his actions, there exists “inferred” data: personal data acquired through data analysis.45 Data analysis, also known as data mining, is particularly significant in terms of information asymmetries because it can be used to gather personal data without the user’s continuous involvement.

Data analysis aims to find correlations between interests and attributes, and establishes predictive indicators related to the user in order to achieve this aim. The precise functioning of data mining is intricate and employs many different methods of analysis, such as clustering data into groups based on similarity, or classifying new data points into predefined categories.46 In essence, however, all data analysis works by extrapolating the information which the DDC has previously collected on the totality of its users. Fundamentally, the algorithm studies group dynamics: if many users born before 1985 have a known interest in visiting museums and subsequently click on URLs related to classical music, this reveals a number of data points.47 There is an indication that interests in museums and classical music are related and users over the age of thirty-five are more likely to be interested in those pastimes. Once a new user enters into the DDC’s personal data network and exhibits one of these attributes, the algorithm will use this and other factors to determine the likelihood that she will also exhibit the other associated attributes.48 Group information is thus used to determine that a person with certain attributes is likely to also have other specific attributes on the basis that many other users also share this combination of
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traits. The data analysis that DDCs perform is based around millions of such correlations. As a result, DDCs obtain new personal data about individuals on their own accord: a consumer who directly provides a social media platform with five different data points about herself may in fact be providing many more indirectly, including potentially sensitive ones. An estimate by the European Data Protection Supervisor held that major DDCs are able to profile their users based on as many as 52,000 different attributes.

The algorithms which perform data analysis are expected to improve further in the future, making their inferences more accurate as well as more expansive: the analysis will be both broader and deeper. For example, it is not a great leap of logic to determine that computer enthusiasts are often also interested in video games and vice versa; this can already be done presently. However, it may also be the case that computer enthusiasts tend to prefer specific clothing styles, music, food and drink, or news sources, even though such behavior has not been observed thus far. As algorithms improve, such relations as well as even more distant ones could be established with increasing accuracy and subsequently used for advertising purposes. Scaling up the data collection to serve as new inputs will aid this development even further.

Technological means have also made it increasingly feasible to further analyze data subjects psychologically; to know the character of the user in detail. There is a significant amount of research regarding how many different kinds of information can be used to infer psychological traits of individuals. For example, research by Reese and Danforth found that the images a user posts on Instagram can reveal the likelihood that they suffer from depression. Their study suggests that depressed persons are more inclined to post pictures in black-and-white and share fewer group photos. Similarly, the language a person employs in their Facebook posts can reveal their mental wellbeing through a broad program of "sentiment analysis". These results do not have to be based on overt data points that directly reveal sensitive details: sufficiently advanced algorithms can make such deductions even based on seemingly innocent data. One study, in which Facebook Likes were used to accurately predict individuals’ sexual orientation, found that, for unclear reasons, within the reviewed study group a liking of Britney Spears was moderately indicative of homosexuality. A later study found that under some circumstances personality determinations made by algorithms can be more accurate than those made by human beings.

Such information about an individual’s inner world can be highly valuable for the purposes of advertising. Knowing an individual’s personality traits means that a company can create and show ads designed to appeal to their set of values. A highly introverted person may not be convinced by a smartphone ad which emphasizes how popular the product already is, but he may be receptive to an ad emphasizing the smartphone’s options for personalization. Research has shown that consumers respond positively to products, brands and marketing messages that represent the same values he or she holds. Additionally, by tracking and analyzing how a user browses through an online storefront, algorithms can learn how she behaves during her personal decision-making process and therefore how best to appeal to her in that critical moment. DDCs therefore have an incentive to bolster their datasets through ever deeper levels of analysis.

All of the above serves to illustrate that the information asymmetries which arise from the collection of personal data by DDCs are magnified greatly through the use of data mining. Having previously collected a set of personal data from the consumer, data analysis is used to expand and enrich the dataset without requiring further involvement or knowledge of the data subject. The personal information obtained in this manner can be highly sensitive and detailed. Although it is currently unclear to what extent practices such as psychological profiling are being used for targeted advertising purposes, the fact remains that such information is readily available to a number of major DDCs. Indeed, the very fact that it is unknown how extensively and to what level of detail users are being profiled is indicative of the information asymmetries on the data-driven market. Ultimately, DDCs can attain even more personal data through data analysis while costumers are
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unable to assess if or to what extent this is happening, what new data points have been found, how such a conclusion was reached, and what effects it will have on their Internet experience in general or the ads they are being served specifically.

3. **GDPR approach to information asymmetries**

In the foregoing Section it was discussed how information asymmetries between consumers and DDCs form. With the General Data Protection Regulation, the EU legislator has endeavored to protect the personal data rights of its citizens as one of its primary goals. The question then presents itself whether the GDPR succeeds in mitigating the information asymmetries on the data-driven market. Does it in fact ensure that consumers can make informed decisions about their online data? This Section will focus on a few facets of the GDPR in detail: the information rights of data subjects, the restrictions on profiling, and the requirements of consent.

3.1 **Information rights and obligations**

Chapter III, subsection 2 of the GDPR is entirely devoted to the information that should be provided to data subjects as well as the rights that have been granted to them to access the personal data being processed.

First and foremost, any data controller must provide the data subject with a significant amount of specific information when processing their personal data. Arts. 13 and 14 GDPR mandate that information relating to the processor’s own identity, the purposes and legal bases of the processing, any third-party recipients of the data, the data subject’s GDPR rights, and a great deal more must be provided. The same obligations also apply if a DDC places a cookie on the data subject’s device. If the data processing activities also involve automated decision-making or profiling, the obligation to inform the consumer intensifies further. The data subjects must be informed of the fact that profiling will be used and they must be granted an insight into the “logic” behind the profiling.
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was not displayed in the accessible profile. There is thus reason to believe that behavioral profiles are much broader and more detailed than what the consumer is shown when she employs her right to access. The same is true for Facebook: while it claims not to use medical information for its targeted advertising and does not show this data in access requests, an investigation by the Dutch data protection authority revealed at least one example of a woman who had been subjected to such targeting. This casts serious doubts on whether DDCs are GDPR-compliant in providing full insight into the data they hold on their users. Moreover, it is exceedingly difficult to verify whether full insight has actually been granted, since there are no practical methods to check if all data has been provided. The only option would be to painstakingly examine all of the ads being served and compare them to the provided data: a time-consuming and imperfect method at best. Barrington investigations by data protection authorities, consumers themselves cannot know whether or not they have received all the relevant data in accordance with the GDPR.

Although the GDPR has a robust framework of information obligations to be met by a data controller, it also contains provisions that allow a data controller to escape some of these obligations. The most pressing of these is art. 11 GDPR: “Processing which does not require identification”. This article concerns the practice of pseudonymization as well as other situations in which it is no longer necessary for a data controller to be able to identify a data subject. If the data controller has tied its data relating to a certain individual to a pseudonym in such a way that it is no longer able to identify this person, it does not have to maintain additional information for the sole purpose of complying with its information obligations. A consumer making use of her access rights would need to demonstrate that the data in question concerns her in order for her information rights to be restored. In effect, the data controller can use robust pseudonymization in order to avoid having to provide all of the necessary information as required by Chapter III, Section 2 GDPR. Merely removing all direct identifiers, such as the user’s name, will not be sufficient: the DDC will also have to ensure that the combination of all available data points does not allow it to single out this individual. As more data is collected this requirement will make it increasingly difficult to rely on art. 11 GDPR. However, for smaller advertising networks lower in the food chain this may still be a valid option, making it difficult for data subjects to access their data which has been collected by these companies.

Furthermore, the above scenarios are all based on the information that must be provided by, or can be requested from, a single data controller. Yet it must be recognized that the data-driven market for targeted advertising is characterized by a large number of competing and cooperating DDCs. As a result, the personal data on any one individual is widely spread out. Some information may be available to several companies because they all placed a cookie through the same website, whereas other data is only stored by a single DDC after it was found through analysis. In order to get a complete picture of one’s online data footprint the data subject must somehow manage to identify, be informed by, and invoke their rights vis-à-vis potentially hundreds of different companies at the same time. In practice, this is hardly a realistic scenario.

More fundamentally, even if the data subject does receive all of the necessary data required by the GDPR she will still lack an essential piece of information. Namely: how exactly did her clicks and search queries lead to the ads being shown? To a certain extent an answer to this question is already required by the GDPR: meaningful information about the logic involved in the process of profiling must be provided to the consumer. However, the GDPR is unclear on how detailed this logic must be to comply with Arts. 13(2)f and 14(2)f. After all, there is a world of difference between providing the consumer with the complete algorithms that carry out the profiling activities, or at the other extreme to merely tell the consumer such algorithms exist. As Kamarinou et al. observe: “does the term ‘logic’ refer to the data set used to train the algorithm, or to the way the algorithm itself works in general, for example the mathematical/statistical theories on which the design of the algorithm is based, or to the way the learned model worked in the particular instance when processing the data subject’s personal data?”

While data subjects do have the right to access information regarding the logic behind behavioral targeting, it is highly unlikely that complete information on this matter could possibly be given to the consumer in an understandable and meaningful way. Algorithms used by DDCs for their targeted advertising...
tising will certainly be incomprehensible to the average consumer and even the more experienced and tech-savvy consumers would still find them difficult to understand.\textsuperscript{85} Indeed, the Article 29 Working Party has clarified that there is no obligation on data controllers to provide “a complex explanation of the algorithms used or disclosure of the full algorithm”.\textsuperscript{86} Conversely, the Working Party also states that complexity is not in itself an excuse for failing to provide meaningful information.\textsuperscript{87}

The information asymmetries that arise from profiling thus expose an inherent difficulty with the information obligations in the GDPR. The GDPR appears to ask for a difficult, if not impossible, balance between transparency and detail. On the one hand, a controller is obliged to provide the consumer with a wealth of information, especially if she makes use of her right to access her personal data.\textsuperscript{88} On the other hand, the data controller is also obliged to provide all of this information in an understandable and legible manner.\textsuperscript{89} However, providing more information and, in particular, more detailed information will also make it harder for consumers to understand. Even if the information is framed in a legible and simple way it will remain virtually impossible for a consumer to derive any actual meaning from having access to all of their Google search queries, previously watched Youtube videos, Google Maps locations, and all of the other data points which Google processes. In effect, a data controller can overload a consumer with data, essentially reducing transparency by increasing information. As a result, the data subject will still be unable to determine which actions or which data points led to him being placed in a certain category for the purposes of targeted advertising.

Ultimately, while the GDPR contains a number of measures intended to ensure that the consumer is fully informed regarding any data processing that might take place for targeted advertising purposes, these measures are difficult to effectively invoke in practice and will not on their own solve the information asymmetries on the data-driven market. The GDPR also leaves a pointed catch-22: by requiring DDCs to give the consumer more information about the processing activities it will also make it increasingly time-consuming and complex for consumers to achieve a comprehensive understanding of the dataset. On balance the information asymmetries and the ability of consumers to make informed decisions will therefore broadly remain the same.

### 3.2. Profiling and automated decision-making

As has been discussed in Section 2, the information asymmetries in the data-driven market primarily arise over the course and for the purpose of behavioral targeting: the creation of personal interest profiles. As such, it is noteworthy that the GDPR also has a number of provisions specifically regulating profiling.

Art. 22 GDPR establishes the right not to be subjected to decisions based solely on automated decision-making, if those decisions produce legal effects or similarly significantly affect the data subject.\textsuperscript{90} While this provision is phrased as a right for the data subject, it is interpreted as a prohibition imposed on the data controller.\textsuperscript{91} For the purposes of this article, art. 22 GDPR can be summarized as: DDCs may not make significant decisions about consumers without some form of human involvement.

Since art. 22 GDPR is framed as an individual right, it does not make any pronouncement on the profiling of groups.\textsuperscript{92} This poorly reflects current DDC practice, however, as profiling algorithms are programmed specifically to first define groups of similar people, which are assumed to stay the same over time, and subsequently place new individuals into these groups.\textsuperscript{93} While the decision to place an individual in a certain group based on her analyzed behavior would be covered by art. 22 GDPR, the underlying decisions identifying specific groups and assigning characteristics to them are not caught. This will make it difficult for data subjects to challenge base assumptions of the decision-making process. Has the algorithm accurately defined the groups in which it is categorizing individual users, and are the attributes it has assigned to its groups fair?

The more challenging and fundamental question regarding art. 22 GDPR, however, is exactly when decisions are sufficiently significant to trigger its protection. First and foremost, art. 22 GDPR covers those decisions which produce legal effects for the data subject, such as when a municipality takes a decision on whether or not to grant government benefits to a person.\textsuperscript{94} However, the more challenging and the more relevant element is that decisions which do not strictly have a legal effect, but still significantly affect the consumer in a similar way, are also caught.\textsuperscript{95} An example of this could be the
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decision on whether or not to grant insurance coverage to a person. It is as of yet uncertain how broadly the term “similarly significantly affect” must be interpreted. The Article 29 Working Party itself has struggled with this, offering the following rather circular explanation in its original draft of the Guidelines on Automated Decision-Making: “For data processing to significantly affect someone the effects of the processing must be more than trivial and must be sufficiently great or important to be worthy of attention.” The updated version of the Guidelines removes this phrasing and adds some useful examples, but still acknowledges that it is difficult to be precise about the scope of the term “significantly affects”.

This question is particularly relevant for automated decision-making and profiling for targeted advertising purposes. For example, the decision whether to grant a loan is a decision comparable to decisions having a legal effect, but does art. 22 GDPR also cover asking a higher price from certain individuals as compared to others, or the decision not to show certain advertisements or job offers to specific groups of people? Insurance companies could decide not to advertise to people whose interest profiles include motocross or mixed martial arts. In this scenario, the ability of those consumers to get insured hypothetically remains as is, but they will not be offered the same discounts, effectively charging them a higher price, or they may not be alerted to some products at all. If such an outcome is the result of the advertising algorithms, they have still been subjected to automated decision-making which affects them and their ability to choose insurers. The Article 29 Working Party also envisions a number of scenarios in which targeted advertising may lead to a significant effect on the data subject. Factors could be the intrusiveness of the profiling activities, the ways in which the ads are delivered, exploiting known vulnerabilities of a person, or raising the pricing for certain individuals to a point where it becomes prohibitive. Nevertheless, the precise point where typical targeted advertising becomes a decision based solely on automated profiling, significantly affecting the data subject in a manner comparable to a decision having legal effect, remains unclear.

While the above mainly addresses the use of personal profiles for the purposes of targeted advertising under art. 22 GDPR, there remains within the GDPR another extremely fundamental issue with personal profiles. Namely: their classification. While the GDPR explicitly acknowledges that behavioral profiles constitute personal data, it is not immediately clear at what point they will also belong to the special categories of personal data of art. 9 GDPR. This provision offers special protection to data which reveals race, ethnicity, religion, sexual orientation, health, and other equally sensitive types of data. It can be argued that sufficiently detailed personal profiles also encompass these types of data. For example, search queries can reveal an individual’s health concerns or her need for medication. In addition, while photographs do not automatically belong to the special categories, they can nonetheless qualify as “biometric data” if they are being processed through technical means for the purposes of identification. Facial recognition data, for instance for the purposes of recommending which friends to tag in a posted group photo, could therefore qualify as biometric data. As such, it is highly probable that many DDCs already process a substantial amount of sensitive data protected under art. 9 GDPR, and should therefore be conforming to the stricter set of rules the GDPR demands.

Even if the input data itself would not be protected as sensitive information, the inferences drawn from it during the profiling activities can lead to outputs which belong to the special categories of art. 9 GDPR. Metadata alone can indicate calls with a doctor or psychologist and an individual’s sexual orientation could be deduced from location data over time, browsing habits, and potentially from many more sources. The Article 29 Working Party in its Guidelines on Automated Decision-making cites a study, also referenced in note 57 above, in which Facebook Likes were used to accurately predict sexual orientation, ethnicity, religion, and personality traits. While human beings may not be able to make these connections at first glance, if sufficiently advanced algorithms use such data as inputs they will be able to make highly accurate determinations.

However, the GDPR does not answer the question of when a behavioral or interest profile becomes accurate and specific
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enough to warrant it being caught by art. 9 GDPR. It is not easy to determine how much certainty an algorithm provides that a profile includes data from the special categories at all.\textsuperscript{108} Nor is there a settled rule on which level of certainty that the profile includes data from the special categories is required to trigger art. 9 GDPR’s protection. Does art. 9 GDPR cover profiles which proclaim a 55% chance that the data subject is Muslim, or a 90% chance that they are Caucasian, or a 30% chance that they are transgender? While it is not clear which of these situations are caught by art. 9 GDPR, if any, these data points are nonetheless highly sensitive and core to the identity of the data subject in question. As a result of the uncertainty on the status of detailed personal profiles, it is likely that many user profiles maintained by DDCs contain such sensitive information, yet are not being subjected to the stricter regime that the GDPR prescribes.

Ultimately, while the GDPR contains a number of provisions aimed at shielding the consumer from the effects of information asymmetries that are inherent in profiling, there are still significant gaps in its protection of EU citizens’ rights. This leads to a situation in which DDCs use personal data to make decisions with varying degrees of significance about the individual consumer while the information asymmetries keep the inner workings of the decision-making process opaque. The GDPR does not currently provide an adequate solution to these issues, as there are still too many uncertainties about the exact extent to which it covers such practices. Consequently, substantial information asymmetries as a result of data analysis and profiling practices still remain.

3.3. Consent and purpose

Finally, the existence of information asymmetries raises questions about consent, which is a cornerstone of EU data protection law and the primary legal ground for data processing on the data-driven market.\textsuperscript{109} Art. 4(11) GDPR defines consent as “freely given, specific, informed and unambiguous” indication that the data subject agrees with the processing of her or his personal data.\textsuperscript{110}

The most apparent problem with the use of consent as a legal ground for personal data processing by DDCs is that the GDPR requires informed consent.\textsuperscript{111} Placing a cookie also requires the data subject to be informed and be given the possibility to refuse.\textsuperscript{112} In order for consent to be properly “informed”, the Article 29 Working Party lists a number of essential elements: the data controller’s identity, the purpose of the processing, what (type of) data will be collected, the right to withdraw consent, the use of automated decision-making, and possibility of data transfers.\textsuperscript{113} However, the core principle of informed consent goes beyond simply requiring a list of raw information: the data subject must know and understand what they are agreeing to.\textsuperscript{114}

It is this latter aspect that is especially problematic on the data-driven market. Merely showing the privacy policy and asking the user to click “I agree” is not sufficient to meet the legal standards of informed consent.\textsuperscript{115} Given how much working knowledge the consumer lacks about the processing activities, from the data collection and analysis stage to the steps connecting her activity to the ads she is served, this would be deeply unjust. Nevertheless, this has proven to be a long-standing difficulty. In 2013 Google was reprimanded by the Dutch Data Protection Authority for spreading out essential information across different web pages and for using vague terminology when describing its processing activities.\textsuperscript{116} Google therefore could not legally use informed consent as its grounds for processing, as data subjects could not “determine the nature and scope of the processing activities”.\textsuperscript{117} In order for consent to be valid, DDCs will thus have to walk the fine line between not sufficiently informing their users on the one hand, and providing them with clear and intelligible information using plain language on the other.\textsuperscript{118}

While it may be difficult for DDCs to ensure valid informed consent, it is at least equally problematic to obtain “specific” consent.\textsuperscript{119} This condition is closely related to the principle of purpose limitation, which requires that any data shall only be collected for specified purposes and not processed in a manner that is incompatible with those purposes.\textsuperscript{120} Each individual purpose must be defined in advance and consent must be asked on an opt-in basis for each separate data processing purpose.\textsuperscript{121}
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Due to the nature of behavioral targeting, however, it is inherently impossible to establish ex ante what data will be collected and what processing activities will take place. After all, the intention is to observe whatever the user’s online activity is and will be, and adjust advertisements accordingly.\(^\text{122}\)

It is comparatively simple to establish informed consent if a supermarket asks for a person’s age for a loyalty card system: the company knows exactly what information it intends to collect, and it can claim a well-defined purpose for doing so. For instance, to establish whether the consumer is old enough to use the loyalty card to buy alcohol. With behavioral profiles it is clear that a user’s activity will be used to establish an interest profile, target advertisements, and potentially improve the service, but there are also still many unknowns. What will the activity data actually show; how sensitive will this information be; what conclusions will the algorithms for data analysis reach; how will these be incorporated into their interest profiles; how will that profile be used for the advertising in particular? These questions are difficult to answer precisely because the processing activities employed on the data-driven market do not have a set end goal. Nor does it have a predefined hypothesis for which it only collects a statistically significant sample.\(^\text{123}\) Instead, the objective is to find as many correlations as possible, to establish as many interests as possible, and to do so with as great a level of detail as possible. Self-learning data analysis algorithms are built exactly for finding correlations between data points and using that working knowledge to categorize individuals into whichever groups are deemed relevant.\(^\text{124}\)

It is difficult to reconcile this process with the requirement of specific consent or purpose limitation.\(^\text{125}\) Even discounting the fact that many people are not aware that such processing is taking place, it is unlikely that they would agree to all of this data collection from now until an undefined point in the future. Nevertheless, DDCs still rely on consent as their primary legal ground for the processing of data.\(^\text{126}\) This is possible because the GDPR still places a large part of the responsibility to be informed, and to give informed consent, on the consumers themselves. Once the data controller has met its information obligations, it is the consumer who has to ensure that she accumulates, reads, and comprehends all of it. However, the scope of the DDCs’ data processing is so broad and the information asymmetries so damaging to the consumers’ reasonable understanding of the processing activities that the standards of informed and specific consent are almost impossible to meet in this context. This has led Edwards and Veale to refer to consent as a “debased currency” which can increasingly be seen as meaningless or illusory.\(^\text{127}\)

Ultimately, while the consent requirements of the GDPR are still useful and workable in many different areas, one would be hard pressed to argue that consent on the data-driven market is functional for ensuring a high standard of data protection.

4. The limits of transparency in combating information asymmetries on the data-driven market

The above Sections outlined the myriad ways in which information asymmetries arise and to what extent they remain even after the EU intervention of the GDPR. The information asymmetries which arise on the data-driven market raise a number of particular concerns in terms of privacy and data protection. This Section will focus on the issue of transparency and how it is integrally connected to the existing information asymmetries. The finding that consumers lack information about the data processing activities to which they are subject might lead one to conclude that increasing transparency is the way forward. However, this Section will detail the limits of what transparency can achieve in mitigating information asymmetry. In contrast to many other markets, on the data-driven market specifically there is little to gain from increasing consumer information in itself.

4.1. Transparency on the data-driven market: a different beast

The primary consequence of information asymmetries between consumers and companies is a pointed lack of transparency. Yet there is a world of difference in how much transparency can be provided by regular companies with narrow data processing goals and activities, or by DDCs whose business models revolve entirely on the monetization of personal data.

It is submitted that in relation to many conventional companies, the requirements of the GDPR are reasonably attainable and doing so goes a long way to fulfilling the “high level of [data] protection” it aims to ensure.\(^\text{128}\) “Conventional companies” here meaning those actors which are not fundamentally driven by the collection, analysis and monetization of personal data, and thus bearing fewer information asymmetries. In particular, the data processing activities that typically take place over the course of a traditional consumer–company relationship are much more limited in scope, are more focused on a clearly identified goal, and do not typically require detailed profiling.

As a straightforward example, consumers buying products at online stores generally face far fewer information asymmetries or other accompanying issues under the GDPR. A small specialized webshop, for the purposes of closing a contract with a customer, naturally requires the customer’s log-in credentials, e-mail address, bank information, a name, and a mailing address to send a package to. Additional data could entail usage data such as previously purchased items, an alternate mailing address, loyalty card data, or data necessary for sending newsletters. Due to this comparatively limited usage of personal data, such a company could easily inform the consumer about its data processing, postulate a valid pur-
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pose for it, and allow the user to exercise her rights where necessary. To a lesser extent the same is true for hospitals, schools, sports clubs, and government institutions. Although each would likely present its own challenges, the data processing that is required for these actors to function is limited in scope and directed towards a specified end goal. This is a fundamentally different modus operandi from DDCs and the data-driven market. DDCs are different due to the ubiquitous data collection, the complexity of data processing combined with the use of advanced analysis algorithms, the incentive for ever more data collection and more detailed analysis, and deeply entangled interconnections. Even if the GDPR were to be followed to the letter it is not justifiable to assume that the average consumer can oversee this entire process, understand it, and effectively invoke his rights.

The difficulties of ensuring transparency on the data-driven market start at the first point of contact. Whereas with a typical webstore a contract is only closed when a consumer buys a product, in relation to a DDC’s online service, such as a social media platform, they are effectively entering into a contract with the service provider at the moment they subscribe. In return for access to the social media platform or search engine the consumer agrees to have his data collected and to be shown targeted advertisements. However, the exact details of the transaction between consumer and service provider can easily get lost on the consumers in question. They could even lose sight of the fact that it is a transaction at all. Yet given the information asymmetries that can arise on the data-driven market it is especially vital that the terms of the contract are fully understood by both parties.

The privacy policy is an essential component that determines the consumer’s position vis-à-vis the data-driven service provider, and is the main means by which data controllers aim to fulfill their obligations to inform pursuant to Arts. 13 and 14 GDPR. However, while research shows that European consumers indicate some reluctance about sharing personal information, and that one of their main concerns is the lack of insight into the data processing activities, very few consumers report reading privacy policies in full. Additionally, privacy policies are generally poorly understood and user settings aimed at giving consumers more agency over their personal data are often difficult to find or even ineffective. For example, in 2018 it was reported that Google still collected locational data even if the user had opted out of this feature.

In the collection stage the consumer is inadequately informed about the data that is being amassed and the purposes underlying the collection. As was discussed in Section 2.1, every action a user makes on a data-driven service can be a data point for the service provider, even if said action is simply the ordinary use of the service. The greater transparency problem, however, lies in the analysis stage. The creation of profiles is almost entirely delegated to algorithms which are often self-learning. Not only is the computer code involved in the creation of an algorithm already of a high level of complexity, the actual results they deliver are practically impossible to understand for human beings. This is because the datasets which these algorithms analyze are both immense and extraordinarily varied, and because the methods of ‘reasoning’ which algorithms employ are different from the deductive reasoning human beings are familiar with. While algorithms are able to analyze and systemize the input data in order to reach a conclusion it will be almost impossible for a human being to reverse-engineer the results. This will prove especially true if the algorithm is frequently updated by the DDC and more still if it is self-learning: such algorithms build on their own previous conclusions to enhance the analysis. Additionally, algorithms can be connected to other algorithms and work based on each other’s conclusions, thereby considerably expanding the amount of inferences that can be made. At this level of complexity not even IT experts are able to comprehend these algorithms and their operating procedures. It has been submitted that not even knowing the source code and input data for these systems will be sufficient to replicate and verify the results.

The immense complexity of both behavioral profiling algorithms and the data-driven market as a whole brings about a virtually insurmountable lack of transparency. Not only is there an imbalance between the information that is available to the DDC and the consumer, there also exist inherent fundamental difficulties that prevent consumers from being informed about how their personal data is processed. Consequently, consumers should be excused for failing to read pri-
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vacy policies or their inability to effectively investigate their online data footprint. Due to the multitude of actors operating on the targeted advertising market, all of the processing that takes place, and the complexity of the analysis, identifying all of the relevant controllers, reading their respective privacy policies, and determining what they mean for one’s privacy in practice, would be a herculean task. Even if each DDC composed their privacy policy as concisely, clearly and simply as the GDPR requires, few (if any) consumers would find the time to read them all or be able to oversee the data flows they authorize.

This is deeply problematic, because transparency is an essential tool for consumers to exercise their rights and maintain control and autonomy over their privacy. In fact, one could go one step further still: transparency is necessary for a person to know what their rights are in the first place. Transparency first and foremost serves as a safeguard. It allows data subjects to know how their data is being processed and if necessary to act upon it. Most of the rights granted to the data subject in the GDPR presuppose that the consumers know what personal data is being processed or at the very least know which are the relevant data controllers. Even taken together the many rights intended to empower the data subjects will only be effective if data subjects are actually able to identify relevant data controllers, investigate the data processing being performed, and ultimately control their online personal data footprint. However, the information asymmetries with regards to DDCs are so substantial that not even this prerequisite can be fulfilled in practice. It will therefore be difficult for consumers to make informed decisions or to protect themselves from excessive data collection, unwarranted sharing of data with third parties, and the potential consequences of profiling.

4.2. The explainability of behavioural targeting algorithms

Explainability could potentially be an important element of increasing transparency in behavioral profiling and reducing information asymmetries. To what extent can it be comprehensively explained to a consumer how a particular decision was reached, why she was classified as belonging to a certain group, or why she is seeing different advertising from her friends?

At present, it is considered very difficult to achieve functional explainability of behavioral profiling systems, for reasons already laid out in Section 4.1: the complexity of the algorithms, the volume and variety of the input data, the self-learning capabilities of the system once it is operational, and the fact that algorithmic reasoning does not directly translate to human thinking patterns. Rich vividly illustrates the latter point with an interesting analogy in which he compares profiling algorithms to police dogs trained to sniff out drugs. We are all able to understand how a drug dog was trained, why a dog may make certain errors, and how error-prone dogs can be retrained for better accuracy. We even have a vague understanding of why an input (a specific scent) leads to an output (alerting the officers), even though our human senses cannot replicate it. However, the internal rules and thought processes which lead from input to output are unknown and indeed unknowable. The animal’s “thought process” is impossible to capture in a human understanding of causation, reasoning and logic. Much like these dogs, algorithms do not “think” as a user might expect either.

Naturally, some important nuance should be added to this view. In their highly constructive work “Playing with the Data” Lehr and Ohm caution against the tendency of legal scholars to view algorithms as an impenetrable black box. They urge us to remember that algorithms do not drop out of the sky fully-formed, but are developed, trained, optimized, adjusted, and evaluated by human beings in various different roles. Throughout that process complexities are introduced and openings arise for bias to sneak into the system in various ways, but there are also opportunities for increasing explainability. Developers could opt for different models which allow for more transparency, at least if the likely loss of accuracy in doing so is deemed acceptable. Moreover, during the development stages programmers could research methods to chart how the provided inputs relate to the final output, particularly by showing how strongly each inputs affect the output. Since this is inefficient to do on a case-by-case basis other methods have been employed: for example, plotting how individual input variables affect the overall accuracy of the algorithm during the training phase. If certain variables introduce a significant decrease in accuracy, the algorithm may be displaying some bias with regards to those variables.

By employing these sorts of explainability tests during the development of a profiling algorithm, developers are able to oversee more clearly how the algorithm is operating and whether it is making obviously undesirable inferences based on the training data. They can try to discover weaknesses in the system and fix them before any resulting biases have consequences during its operation in the real world. In some cases it can thus be a useful tool to track down bias or even discrim-
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inatory elements within an algorithm ex ante. That is, before consumers, facing their information asymmetries and thus unable to verify this for themselves, are made subject to it.

However, the practical benefits of explainable algorithms for the average consumer are limited, and whether it will significantly improve consumers’ ability to understand the decision-making process remains to be seen. Under the current state of the art, explainable AI is primarily useful in the development, training, testing, and fine-tuning stages of algorithms, where the researcher has full control of the system under review.156 To developers with the correct tools, testing the system by having it explain itself, followed by comparing those explanations to the output, can help them make the algorithm more robust, more accurate and less biased before using it in an operational setting. In contrast, end users are only able to request an explanation ex post and have no insight into these crucial developmental stages of the algorithm: they can only work with the operational algorithm as is.

More importantly, research into making AI output explainable to a lay-person is currently primarily focused on relatively rudimentary decision-making processes rather than on extensive neural networks.157 For example, explainable AI can be developed to provide insights into why an insurance request was denied, why a person was hired over the other applicants, or what factors determine whether a loan should be granted. While these determinations are undoubtedly big in impact for the addressee, especially if he suspects bias, the algorithm itself need not be as complex as those employed by DDCs. The decision-making process is only focused on a single outcome to be determined with little room for grey areas. Furthermore, there are generally a limited number of predefined variables that factor into the decision, which an explainable AI could easily rank on importance. If the decision to deny a person car insurance is based on age, gender, traffic violations committed in the past, and drinking habits, a simple model showing the relative relevance of each of these factors could be provided to the consumer requesting the insurance. In doing so, it would allow this person to challenge the decision on the substance, including potential bias, ("Why did my gender account for 50% of the algorithm’s final decision?") or on the procedure ("How did you obtain information about my drinking habits?").

While the benefits of such explanations should not be underestimated, it must also be recognized that the added value of explainable AI diminishes as the algorithm becomes more complex. In particular, the algorithm diminishes in explainability and transparency as more distinct variables are used to make a determination, and as the algorithm is charged with an unlimited amount of potential determinations to be put into an interest profile.158 Here too a stark contrast can be seen between DDCs and other companies whose business model does not primarily revolve around the monetization of personal data. Since DDCs operate by collecting large volumes of personal data and processing this to create behavioral profiles which may contain any number of different data points and subsequent analytic findings, it currently remains prohibitively difficult to build workable explainability measures for the end-user into the algorithms being employed.159 As such, the information asymmetries which are present in these kinds of business models cannot simply be diminished by incorporating explainability instances, even if such measures may be suitable for traditional companies and less complex data processing.

4.3. Transparency and bias

The existence of information asymmetries and the lack of transparency are also the base of associated concerns. The most pressing of these is the potential for undisclosed bias in the profiling and decision-making stages. In fact, potential bias and lacking transparency are intrinsically linked. Because of lacking transparency one cannot weed out all of the biases in a system; yet because it is unclear to what extent an algorithm contains biases at all, transparency itself becomes impossible to fully realize.160

Due to the essential role that personal data collection and analysis plays in the data-driven business model, the service providers have a strong incentive to increase their data collection and improve their analysis. However, it is not only the volume of personal data collection and analysis that is cause for concern. It is equally important to examine the methods by which algorithms reach their conclusion. Doing so reveals a fundamental concern of data analytics: algorithms use the information of past group dynamics to predict present individual behavior. A person’s likely interests and behavior are determined primarily by looking at what other people similar to her have already shown to have done previously.161 In effect, the DDC is not setting up profiles to be the most fair and accurate representation of an individual.162 Instead, profiling is aimed at creating a caricature of an individual for the primary purpose of effective targeted advertising. Superficial attributes are magnified, compared to the attributes of other people, and used to draw conclusions about an individual person. Profiling algorithms are thus inherently intended to differentiate between people.163 As an additional result of how algorithms reach their conclusions, personal profiles are inherently skewed towards reinforcing former behavior, especially when they are used for advertising purposes.164

It should come as no surprise, therefore, that data analysis can lead to self-fulfilling prophecies and discrimination.165
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some cases, DDCs have actively allowed targeting based on discriminatory characteristics: up until recently Facebook allowed advertisers to exclude specific races or genders from seeing their ads even if these ads were related to housing, jobs, or credit. More often, however, biases become entrenched in the algorithm without any overt malicious intent, which nonetheless causes the algorithm itself to end up discriminatory. At a certain level of complexity it simply becomes too difficult to assess exactly which groups the algorithm has identified or what traits it associates with them. For example, if the programmers behind an advertising algorithm even subconsciously believe ‘leadership’ to be a predominantly masculine trait, it is possible that women searching for new employment will eventually receive different ads than men. Previous discrimination or biased training data could influence the output as well. For instance, facial recognition software has had difficulties distinguishing the faces of people of color mainly because Caucasian people have been overrepresented in the training data, and similar situations can occur in profiling for targeted advertising purposes. If few women have previously been hired for certain jobs, algorithms might not be able to accurately assess which job opportunities to advertise to them. Women being hired at lower rates than men could lead a profiling system to conclude that men are more suitable for the position since, after all, more men have successfully held that position in the past. In that scenario, historical instances of discrimination would be used as a basis for current discriminatory decisions. Even in a hypothetical scenario in which the algorithm was written completely neutrally, its self-learning capabilities could therefore still lead it to discriminatory results on the basis of the input it receives. Moreover, as such inferences make their way into the algorithm’s database it will also continue to propagate and systematize them: from that moment on it will adjust a user’s online experiences based on the ‘knowledge’ it has gained.

Throughout this entire process consumers are often unaware that such processes are taking place behind the services that they are using for free. Here the lacking transparency and information asymmetries thus cause the greatest concerns. DDCs make automated decisions on their users with potentially far-reaching consequences without a counteracting power on the consumer’s part to monitor or exercise an effective check on this process. Consumers do see the results of data analysis in the form of targeted ads, but they cannot know how the algorithms came to these results or on the basis of what specific data. It is not clear whether an individual was profiled in a certain manner because of their own characteristics, or because they are part of a group which the algorithm has defined. Even if bias does exist within the system, it does not necessarily mean that it will affect the final outcome: the bias could only be a negligible factor in the final decision, or it could be balanced out by counteracting biases. Consequently, it is practically impossible to determine whether or to what extent bias was a factor in the decision-making process or profiling output.

Indeed, it can be difficult to determine whether any singular data point is even truly “neutral” or is actually a proxy for being a member of a minority. A straightforward example is address data. On the surface, a person’s address is a neutral data point, since in itself it does not reveal anything about the person who lives there. Nevertheless, combined with other data, such as income levels in the area or the percentage of minority inhabitants of the street, it could reveal potentially sensitive and protected data. While it is theoretically possible to painstakingly remove all such proxies from the system during the training and finetuning phases, this will also greatly diminish the algorithm’s accuracy. Consequently, a balancing exercise will have to be performed between mitigating potential bias at the cost of accuracy, or a more accurate model that comes with the added uncertainty of not knowing which biases have been embedded in the system.

The aggravating factor in the data analysis stage is that DDCs do not require the consumer’s continuous cooperation in order to analyze their data. Provided some data has already been collected and there is sufficient information collected from other users, algorithms can be used to infer new data in order to enhance the user’s behavioral profile. Consequently, the only actual protection against data analysis that the consumer can effect is to limit the amount of data that is collected in the first instance. As was discussed in Section 2, the
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data-driven market makes this very challenging for the average consumer.

In essence, the issues of potential discrimination, information asymmetries and lacking transparency therefore go hand in hand. If the system is insufficiently transparent for users or third parties to scrutinize, biases in the system can go unaddressed and decisions continue to be made on an unjust basis. On the other hand, the knowledge that biases are effectively an inevitable factor in any profiling algorithm makes it difficult to dissect how a decision was reached. Without functional oversight and a check on this decision-making power the data-driven market and the principle of non-discrimination can thus be difficult to reconcile.

Moreover, while transparency and bias are intrinsically linked, transparency in itself is not a suitable remedy for bias, if it is even possible to achieve. As Edwards and Veale observe, ex post transparency is not a suitable remedy in cases of actual algorithmic discrimination.\(^{178}\) Certainly, making the decision more explainable can help developers root out the problematic training data or fine-tune the program itself by removing harmful inferences. Yet to those being discriminated against an explanation of why a discriminatory decision was made is not satisfactory: they wanted the discrimination to never have occurred.\(^{179}\)

Ultimately, regardless of any transparency measures, the tension between behavioral profiling and non-discrimination will remain, especially as they are exacerbated by information asymmetries and lacking transparency. Indeed, the data-driven business model quintessentially revolves around finding and exploiting any differences between individuals, whereas the principle of non-discrimination is founded on the notion that certain differences between human beings should be expressly ignored.\(^{180}\)

5. Conclusion

It must be concluded that the many information asymmetries which exist between consumers and data-driven companies on the online data-driven market are a serious concern, and the General Data Protection Regulation is not able to mitigate them to an appreciable extent. An inherent consequence of these information asymmetries is that transparency in the DDCs’ business model remains lacking, and indeed may effectively not be possible at all. This is deeply concerning on the data-driven market especially, because information asymmetries on this market primarily involve the processing of personal data. They thus affect consumers’ data protection rights and their ability to make informed decisions about their online privacy.

Information asymmetries between consumers and data-driven companies arise on a number of online markets due to a business model based on both collecting extensive personal data and then analyzing it for the best possible targeting of advertising. These information asymmetries are the cause of a number of critical problems, most notably a lack of transparency and, integrally connected to that, a potential for undisclosed bias. As such, information asymmetries can threaten the privacy and data protection of EU citizens since companies, effectively unilaterally, collect information and make automated decisions about individuals. Meanwhile, there is no effective countervailing consumer power to act as a check on such practices. Moreover, these issues are unavoidable in a market which is based on the large-scale collection and monetization of personal data.

The General Data Protection Regulation does offer a number of rights and obligations to mitigate these issues, but in practice many gaps in its coverage remain. To a large extent this can be attributed to unclear terminology and a lack of interpretational guidance in applying the relevant GDPR provisions to DDCs. More importantly, the lack of transparency on the data-driven market, caused by the volume and variety of data collection as well as the extensive use of complex algorithms, is a major detriment to the effective enforcement of data protection law. Due to insurmountable information asymmetries citizens often do not even have sufficient information to know their privacy has been infringed, or by whom, let alone to invoke their data protection rights.

It is also essential to recognize the fundamental differences between DDCs and conventional companies in this regard. Whereas the latter companies typically only require a limited amount of data, for a delineated purpose, and without profound use of detailed profiling, DDCs operate wholly on the collection and analysis of personal data. In doing so, they generate far greater information asymmetries than the consumer will be able to overcome even with the aid of the rights granted by the GDPR. The distinction between DDCs and other companies even affects the extent to which the algorithms being employed can be (re)designed for explainability. Under the current state of the art, algorithms being used for rudimentary decision-making can be made to explain their decision-making process and the way different data points factor into the outcome. However, this will be practically impossible for complex self-learning profiling systems designed to find as much information about a person’s behavior as possible.

Following this reasoning to its logical conclusion, a vital question presents itself. Namely, is the data-driven business model fundamentally incompatible with the GDPR? In other words: does the GDPR prohibit an entire market?

Under the current state of the law this seems doubtful. While the GDPR certainly does require the consumer to be informed in a number of ways, such as through arts. 12 – 15 or when relying on informed consent, a substantial portion of the responsibility for being informed still falls upon the consumers themselves. In particular the GDPR’s focus on transparency and data subject rights effectively puts the onus of acting on the consumer. Consumers themselves are made responsible for gathering information, reading and understanding privacy policies, investigating the data processing activities to which they are exposed, and finally exercising the applicable rights. As this article has shown, it is not realistic to require this level of investment from the consumer with regards to DDCs, given the deep-rooted information asymmetries they would have to overcome. Furthermore, even if con-
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consumers were to succeed in informing themselves about one DDCs data processing activities, it is virtually impossible to do so for every single DDC they encounter online. In short, the GDPR is equipped for making data controllers provide blanket information, but does not seem equipped for situations in which providing all this information still does not ensure de facto transparency for the consumer.

To tackle this problem the balance between DDCs and consumers would have to shift, placing less of the burden on the consumers than is currently the case. The GDPR would need to be substantially updated to more effectively account for DDCs and their unique characteristics as compared to conventional companies. The current online reality has already outpaced the reality which the GDPR appears to have been written for. The GDPR may indeed have already been lacking in this respect before it was even adopted. Regardless, merely applying the GDPR as it currently is will not be sufficient to protect the privacy of citizens against the many actors which exploit a data-driven business model.

Broad solutions to this issue will therefore have to be found which fully appreciate the inequality between consumers and data-driven companies that is a result of the information asymmetries which are inherent in the data-driven market. Upgrading the GDPR itself would certainly be a worthwhile endeavor, but more research is also required into the regulation of data-driven companies beyond the borders of data protection law alone. As the German Bundeskartellamt has already discerned, there is considerable potential in areas such as competition law and consumer protection law to constrain the data processing activities of dominant data-driven companies beyond what the General Data Protection Regulation can achieve on its own.

Declaration of Competing Interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Funding

This research was performed as part of a PhD project. It was funded through bursary grants by the University of Groningen, The Netherlands.