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ABSTRACT

Many self-supervised speech models, varying in their pre-training objective, input modality, and pre-training data, have been proposed in the last few years. Despite impressive successes on downstream tasks, we still have a limited understanding of the properties encoded by the models and the differences across models. In this work, we examine the intermediate representations for a variety of recent models. Specifically, we measure acoustic, phonetic, and word-level properties encoded in individual layers, using a lightweight analysis tool based on canonical correlation analysis (CCA). We find that these properties evolve across layers differently depending on the model, and the variations relate to the choice of pre-training objective. We further investigate the utility of our analyses for downstream tasks by comparing the property trends with performance on speech recognition and spoken language understanding tasks. We discover that CCA trends provide reliable guidance to choose layers of interest for downstream tasks and that single-layer performance often matches or improves upon using all layers, suggesting implications for more efficient use of pre-trained models. 1

Index Terms— Self-supervised pre-training, model analysis, speech representation learning

1. INTRODUCTION

Self-supervised models have become a nearly ubiquitous approach for learning speech representations and improving performance on downstream tasks [1–5], but our understanding of their properties and strategies for their use is still limited. Some recent work has begun developing an understanding of the extent of speaker [6, 7], para-linguistic [8, 9], articulatory [10], and acoustic-linguistic [11] properties encoded in these models, which in some cases has resulted in improved fine-tuning strategies [7, 11].

In this work, we contribute to understanding pre-trained models beyond their empirical performance. We extend our previous work that focused on wav2vec 2.0 [11] to a range of additional models. We measure the extent of acoustic, phonetic, and word content encoded in individual layers for 11 pre-trained models, using a lightweight analysis tool based on canonical correlation analysis (CCA). We find that phonetic and word information concentrates in different layers for different models, and the layer-wise trends reflect the pre-training objectives, despite differences in training data.

We also seek to leverage these insights for downstream tasks. In recent work, “frozen” pre-trained representations are commonly used for a variety of tasks without fine-tuning [3]. We study whether high phone/word content according to our analysis also correlates with the usefulness of the corresponding frozen representation for related tasks. We find that (i) both phone and word content are well-correlated with layer-wise speech recognition performance, (ii) word content is highly correlated with layer-wise performance on spoken language understanding (SLU) tasks, and (iii) performance from a single intermediate layer can match or outperform using all layers (frozen), which suggests avenues for the development of more efficient application of pre-trained models.

2. BACKGROUND

Self-supervised models are trained with an objective function that solves a pretext task formulated using unlabeled data. Many self-supervised speech representation models have been proposed in the last few years [1]. We present analysis for eleven speech models differing in (i) training objective, (ii) training data modality (using either only speech or image-speech pairs), (iii) training data languages (English or multilingual), and (iv) model size. The pre-trained checkpoints for these models are obtained from their publicly available sources.

A typical model architecture has two components. The raw audio (or filter banks) is passed through a set of convolutional layers (or a linear projection). The resulting frame-level local features are then processed through a set of self-attention layers. The models we use have 7 convolutional (or 1 linear) and 12 or 24 transformer layers, with the exception of FaST-VGS [12] (discussed below).

All the models in this work use a masking-based pretext task, thus using both left and right context to recover the masked segment (target). The target comes from either the local features – wav2vec 2.0 (W2V2) [13], XLSR-53 [14], FaST-VGS+ [15] or from one of the intermediate transformer layers, represented as a discrete cluster ID – HuBERT 2 [16], WavLM 3 [17], AV-HuBERT 4 [18]. Models of the first type are trained with a contrastive loss and the latter with a classification loss.

In addition to discrete cluster ID prediction, WavLM augments the input data to simulate noisy/overlapped speech. The classification loss for WavLM uses the cluster IDs from HuBERT’s intermediate layers (the same layers that are used in HuBERT’s pre-training). XLSR-53 is trained on spoken data from 53 languages. For the audio-visual models, AV-HuBERT, FaST-VGS 5 and FaST-VGS+, we use the audio branch alone, as our analyses use only speech input. The FaST-VGS and FaST-VGS+ models are initialized from the pre-trained W2V2-small model 6 along with additional CNN, self-attention, and cross-attention layers. This “audio branch” is trained along with a visual branch with a cross-modal contrastive loss. FaST-VGS+ extends FaST-VGS with an additional masking-based contrastive loss. The AV-HuBERT model is trained on a lipreading dataset with a pre-training objective that uses multi-modal discrete

1Codebase: https://github.com/ankitapasad/layerwise-analysis/

2W2V2 and HuBERT small models are pre-trained on 960 hours LibriSpeech, and the corresponding large models on 60k hours LibriLight data.

3WavLM-small is pre-trained on 960 hours LibriSpeech and WavLM-large on 94k hours consisting of LibriLight, GigaSpeech, and VoxPopuli.

4AV-HuBERT models are pre-trained on LRS3.

5FaST-VGS and FaST-VGS+ models are pre-trained on SpokenCOCO.

6FaST-VGS uses 8 of the 12 W2V2-small transformer layers; FaST-VGS+ uses all 12 layers. The W2V2-small CNN layer weights are kept frozen.
CCA is a statistical technique that measures the relationship between two continuous random vectors represented by the maximum correlation. We use a variant of CCA, projection-weighted CCA (PWCCA), which computes a weighted mean of the canonical correlations in the model projections. We use PWCCA to measure the similarity between layer representations as in [11]. For frame-level analyses, 500 utterances (80k frames) are sampled from the LibriSpeech [21] dev-clean set. The transformations are extracted from randomly initialized model (rand-init) with 7 CNN and 1724 transformer layers. We also extract representations from a randomly initialized model (rand-init) and from randomly initialized model (rand-init) with 7 CNN and 1724 transformer layers. We use PWCCA to measure the similarity between layer representations as in [11].

As in our previous work analyzing [12][11], we use CCA to measure the content of different acoustic and linguistic properties encoded in the pre-trained speech models. CCA [19] is a statistical technique that measures the relationship between two continuous random vectors represented by the maximum correlation.

In addition to the CCA-based analyses, we also measure the performance of individual layers on downstream tasks, using a prediction model on top of the CNN feature encoder (or linear layer for transform layers), in order to check whether the model architecture itself has an inductive bias that could account for the observed trends. For the experiments on downstream tasks, we consider tasks related to phonetic recognition (PR), automatic speech recognition (ASR), and action and scenario classification. The ASR model is evaluated using a language model. For these models, we only evaluate every other layer to limit computation cost.
the input as we go deeper into the network, possibly learning more from the visual modality and retaining less from the audio modality.

In the randomly initialized model, the representations change little across layers, providing evidence that the findings for other models are due to the effect of pre-training and not an artifact of the architecture.

5.2. Measures of acoustic/linguistic content

Frame-level acoustic content. In Fig. 2, we measure the correlation between pre-trained features and the widely used spectrogram (mel filter bank) features. For all models, the final CNN layers or the initial transformer layers are highly correlated with spectrogram features. Our findings are consistent with recent work using synthetic audio to analyze W2V2 CNN layers [23]. This suggests a possible replacement of the CNN module with spectrogram features, and Wu et al. [24] report comparable performance with this modification in some settings.

For the randomly initialized models, we see a non-trivial trend in the CNN layers, presumably because the CNN architecture has an inductive bias similar to the filtering mechanism of mel feature extraction. However, the correlation values are as low as the lowest scores for the pre-trained models.

Phonetic and word-level information. Fig. 3 and 4 show the layer-wise phonetic and word similarity respectively. Models that have a strong autoencoder-style dynamic (W2V2, XLSR-53, and FaST-VGS−, as seen in Fig.1) tend to have a peak in both phonetic and word content in one or more of the intermediate layers, with a drop in the highest layers. These models have the same masking-based contrastive loss that recovers the local features. FaST-VGS−’s objective also includes a cross-modal loss. FaST-VGS, on the other hand, is trained with only a cross-modal loss, so the reason for FaST-VGS’s autoencoder-style behavior is unclear.

For the models which are trained to predict discrete units learned in an intermediate layer (HuBERT, WavLM, AV-HuBERT) the phonetic and word information appears to be concentrated toward higher layers than for the other (“autoencoder-like”) models. The finding for phonetic content is consistent with trends observed in HuBERT measured via clustering [16]. Hsu et al. also report that the first iteration of HuBERT trained to predict discrete units learned from mel cepstral features (as opposed to an intermediate layer) has a peak phonetic content at a lower layer. Such findings suggest that the trend may be more affected by the latent feature layer used in the pre-training objective rather than the form of the objective itself. In related work, analyses done by Chung et al. [25] suggest that self-supervised models are more affected by the training objective than the architecture; however, their work did not consider layer-wise trends or the multiple flavors of masked prediction objectives analyzed here. Finally, our findings for word-level content in HuBERT are consistent with a recent study analyzing acoustic word embeddings for word discrimination [26].

5.3. Implications for downstream tasks

Next, we study the relationship between layer-wise phone/word content and downstream task performance. Fig. 5 shows the correlation (specifically, Spearman’s $\rho$ rank correlation, to account for potentially non-linear relationships) between layer-wise CCA scores and downstream performance for W2V2 and HuBERT. As might be expected, PR and ASR performance are well-correlated with both CCA-phone and CCA-word scores. Semantic task (SLURP-action, SLURP-scenario, and IC) performance is much more correlated with CCA-word than with CCA-phone, presumably because these tasks benefit more from word information than phone information.

Fig. 6 shows scatter plots for four of the settings in Fig. 5, including some of the low-scoring correlation combinations. We note that most of the top-performing layers are common for the CCA measure and the task performance, even though the Spearman’s correlation does not capture this well in the presence of some outliers.

---

5SLURP-action and SLURP-scenario have similar trends and takeaways (despite differences in absolute scores) so we present only SLURP-scenario.
These findings imply that CCA similarity scores are indeed informative for downstream tasks. We compare the best layer performance to the task performance using a learnable weighted sum of all layers (all-layers), as in [3]. Fig. 7 shows the scores from all-layers and the best single-layer performance, along with the best layer for the latter. We find that (i) the best single-layer ASR performance for W2V2-small, HuBERT-small, and HuBERT-large is better than that of all-layers (by 4-9% relative), (ii) the best single-layer performance for semantic tasks matches or outperforms the all-layers performance, with the exception of SLURP-action with HuBERT models (not shown in the figure), (iii) the best-performing layer is always lower than at least the top two layers and is close to the layers observed to have the most phonetic and word-level content as measured by CCA (see Figs. 3 and 4). Specifically, for all semantic tasks, the best-performing layer is one of the top 3 in terms of CCA-word; and for ASR and PR, the best-performing layer is one of the top 6 in terms of both CCA-phone and CCA-word.

It is evident that a single intermediate layer often matches the all-layers performance. But evaluating each individual layer to find the best-performing layer is much more computationally demanding than evaluating CCA, which requires fewer samples and has a closed-form solution. Our findings suggest using CCA-word/CCA-phone to narrow down the choice of layers, thus reducing compute requirements for task-specific adaptation. Furthermore, using an intermediate layer also reduces space and compute resources as we discard the top few layers. Similar results have been found for text models when applying light-weight analysis tools to guide efficient fine-tuning [27].

We note that although analyses like ours are often indicative of downstream performance, task performance depends not only on the representation but also on modeling and optimization issues. For example, layers 22 and 24 of W2V2-large do not converge on speech recognition tasks despite having a decent CCA-phone score of 0.6.

Alternatively to the presented approach, it is natural to ask whether the layer weights learned in all-layers experiments are themselves a good indicator of usefulness for downstream tasks. In our experiments, the mean rank correlation between layer weights and task performance is 0.66 across all ten (task, model) pairs. In contrast, the mean rank correlation between CCA-word and task performance is 0.90, even though CCA-word is a generic measure while layer weights are task-specific. The relative unreliability of layer weights as an analysis tool is not too surprising and is similar to findings for attention weights in NLP models [28, 29].

6. CONCLUSION

The analyses presented here are, to our knowledge, the largest cross-model layer-wise comparisons for pre-trained speech representations. Our findings suggest that useful phone/word information tends to concentrate in different layers depending on the model (and specifically its pre-training objective) and that these findings can help guide application of the models for downstream tasks. It is encouraging to see that multiple studies in the recent literature, using different analysis tools, point to some similar conclusions.

We are able to derive implications for a variety of tasks by analysing a few fundamental acoustic-linguistic properties. Since our analytical method is task-agnostic, it is more scalable than popular task-specific probing approaches for layer-wise analysis [7, 8, 10]. Our analysis techniques are easily extensible to additional properties besides the ones we have studied here (e.g., speaker, prosody, syntax). We make our code publicly available in the hope that it will enable additional large-scale analyses, and help to navigate the increasingly large landscape of representation models.
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