A mathematical model for solving integer linear programming problems
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A suggested algorithm to solve fully rough integer linear programming (FRILP) problems is introduced in this paper in order to find rough value optimal solutions and decision rough integer variables, where all parameters and decision variables in the constraints and the objective function are rough intervals (RIs). In real-life situations, the parameters of linear programming problem model may not be defined precisely, because of globalization of the market, uncontrollable factors, etc., hence for that the FRILP problem solving methodology is presented using the slice-sum method with the branch and bound technique, where we will construct two integers linear programming (ILP) problems with interval coefficients and variables. One of these problems is an ILP problem, where all of its coefficients are upper approximations interval (UAI) of rough intervals and represents rather satisfactory solutions, the other is an ILP problem where all of its coefficients are lower approximations interval (LAI) of rough intervals and represents complete solutions. Thereafter, the two ILP problems are sliced into four crisp problems. Integer programming is used because many linear programming (LP) problems require that the decision variables should be integers. In addition, rough intervals are very important to tackle the uncertainty and imprecise data in decision making problems. Furthermore, the proposed algorithm enables us to search for the optimal solution in the largest range of possible solutions. A flowchart is also provided to illustrate the problem-solving steps. Finally, some examples are given to demonstrate the results.
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INTRODUCTION

Linear programming (LP) is one of the most popular models used in decision making and optimization problems. Lots of research, studies and applications of LP models have been reported in numerous books, monographs, articles and chapters in books like Chinneck and Ramadan (2000). Taha (1997) introduced Integer programming (IP) problems as optimization problems that minimize or maximize the objective function, taking into consideration the limits of constraints and integer variables. More widely, the applications of integer programming can be used to appropriately describe the decision problems concerning the effective use of resources in engineering technology, business management and other numerous fields. According to Pawlak and Skowron (2007), for a vague concept rough (R), a lower approximation is contained for all objects which surely belong to the concept R and an upper approximation is contained for all objects which possibly
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belong to the concept R. In other words, the lower approximation of the concept is the union of all the elementary concepts which are included in it, whereas the upper approximation is the union of all the elementary concepts that have non-empty intersection with the concept. The concept of rough variable, which is a measurable function from rough space to the set of real numbers, was proposed by Liu (2012). Garg (2015) also presented an alternative approach for solving the multi-objective reliability optimization problem by utilizing the uncertain, vague and imprecise data. Pandian et al. (2016) believed that transportation problem has all or some parameters as rough integer intervals. They also proposed a new method named, a slice-sum method to solve Rough Integer Interval Transportation Problem (RIITP), where transportation cost, supply and demand are rough integer intervals. Rani et al. (2016) presented an algorithm for solving multi-objective optimization problem under the optimistic and pessimistic viewpoint. Garg and Arora (2018) developed a methodology for solving the decision-making problems under the environment in which the ratings of all alternatives on attributes and preference information on attributes are incomplete and expressed with the sets. Pandian et al. (2018) introduced a new method namely; level-bound method that was proposed to solve fuzzy interval integers transportation problems. Jamkhaneh and Garg (2018) presented generalized intuitionistic fuzzy sets and their corresponding operations, and some new arithmetic and geometric mean operations are defined to aggregate the different preferences of the decision makers during the process. Garg (2018) presented an alternative method, under the fuzzy environment, for computing the various arithmetic operations of a system, using the sigmoidal number and used a-cut approach for finding the membership function of the system. More widely applied integer programming can be used to appropriately describe the decision problems with the effective use of resources in engineering technology, business management and other numerous fields (Shaocheng, 1994; Taha, 1997). Osman et al. (2016) introduced a solution approach for rough interval multi-objective transportation problem (RIMOTP). The concept of solving conventional interval programming combined with fuzzy programming is used to build the solution approach for RIMOTP. (De 2017) deals with a triangular dense fuzzy set having special property on Cauchy sequence. (De and Mahata 2019a) deals with a classical economic order quantity (EOQ) model under monsoon type fuzzy demand rate. Also, De and Mahata (2019b) introduced a comprehensive study of an economic order quantity model under fuzzy monsoon demand and the solution was obtained with the help of a nonlinear optimization technique that requires maximum aspiration level of the fuzzy membership of the objective function. In this paper, the focus of our study is to develop a method for solving integer linear programming problems with rough interval coefficients to find rough value optimal solutions and decision rough integer variables in order to reach solutions, such as completely satisfactory solutions (sure solutions) and rather satisfactory solutions (possible solutions) by lower approximation interval and upper approximations interval respectively. All parameters and decision variables in the constraints and the objective function are rough intervals (RIs). The linear programming problems with integer restrictions on the decision variables are called integer programming problems which form a special class of the linear programming. This type of problems is of particular importance in business and industry where quite often the discrete nature of variables is involved in many decision-making situations. For example, in the manufacturing field, the problem is that the frequently scheduled interims of batches, lots, distribution and shipment must involve a discrete number of trucks, aircrafts, or freight cars; hence, integer programming problem has been applied to solve many real-world problems. Nonetheless, this still fails to deal with the imprecise and uncertain data. Many researchers have succeeded in capturing imprecise information by fuzzy linear programming problem (Bellman and Zadeh, 1970). For more clarification, the coefficients of integer linear programming problems (some or all) in the objective function and constraints are assumed to be known and fixed during the model application period, which in practice is not possible due to some measurement errors or instability of the market conditions... etc. In this study, these situations can be modelled efficiently through rough intervals integer linear programming. The motivation behind the study is to enable the decision maker to make the right decision in the field of proposed solutions, while dealing with the uncertain and imprecise data. The elements of the paper are organized as follows. First, some bases of the preliminaries of RIs are presented, followed by suggestion of a solution method for ILP with interval coefficients and variable. Thereafter, a case study to illustrate the general formulation of the problem under consideration and an integer linear programming with fully rough intervals is presented, which comprises the use of a slice-sum method (Pandian et al., 2016) for solving FRILP problems as well as numerical examples for demonstrating the solution procedure of the proposed method and finally, concluding remarks are outlined.

**BASIC PRELIMINARIES**

Here some definitions and properties of rough intervals are given. An RI can be considered as a qualitative value from uncertainty and vague concept defined on a variable $x$ in real numbers ($\mathbb{R}$). In addition, the transformation of the linear programming problem decision parameters and decision variables into the upper and lower approximation intervals is usually a hard work for many cases, and
The conversion process needs the following definitions to be known. Further details are found in Hamazehee et al. (2014) and Rebolledo (2006):

**Definition 1**

“The qualitative value $A$ is called a rough interval (RI) when two closed intervals are assigned: $A^o$ and $A^s$ on $\mathbb{R}$ to where $A \subseteq A^o$. Moreover,

1. If $x \in A$, then $A$ surely takes $x$ (denoted by $x \in A$).
2. If $x \in A^o$ then $A$ possibly takes $x$.
3. If $x \notin A^s$ then $A$ possibly takes $x$.

where $A^o$ and $A^s$ are called the lower approximation interval (LAI) and the upper approximation interval (UAI) of $A$, respectively. Moreover, $A$ is denoted by $A = (A^o, A^s)$. Also, the intervals $A^o$ and $A^s$ are not the complement of each other” (Hamazehee et al., 2014).

Note: We can symbolize $A^o = [a_{LL}, a_{UL}]$ and $A^s = [a_{LU}, a_{UU}]$ where $LL$, $UL$, $LU$, and $UU$ represent lower lower, upper lower, lower upper, upper upper respectively.

**Example 1**

If $A$ is the concept of “Hot” as the qualitative value defined on a temperature variable $x$ in $\mathbb{R}$, one may consider:

$A = (A^o, A^s) = \left[[25^o, 45^o]; [15^o, 65^o]\right]$

Then, by Definition 1, the temperature variable $x$ surely takes a value between 25 and 45°C. Similarly, $x$ possibly takes a value between 15 and 65°C. Note that, common sense and general knowledge can help define $A^o$ and $A^s$.

For instance:

- The temperature of the human body is about 37°C; any warmer temperature would not be considered “Cold”.
- On average, a human hand cannot hold an object, whose temperature is over 65°C, because it is “Hot”.
- If something is colder than the environment (let us say 15°C, it cannot be considered “Warm” anymore.

**Definition 2**

“The arithmetic operations on RIs are depending on interval arithmetic, so we will state some of these arithmetic operations as follows” (Rebolledo, 2006):

Let $A^R = \left[[a_{LL}, a_{UL}]; [a_{LU}, a_{UU}]\right]$ and $B^R = \left[[b_{LL}, b_{UL}]; [b_{LU}, b_{UU}]\right]$ be two RIs if $A^R, B^R \geq 0$. Then,

- **Addition:** $A^R + B^R = \left[[a_{LL} + b_{LL}, a_{UL} + b_{UL}]; [a_{LU} + b_{LU}, a_{UU} + b_{UU}]\right]$.
- **Subtraction:** $A^R - B^R = \left[[a_{LL} - b_{UL}, a_{UL} - b_{LU}]; [a_{LU} - b_{UU}, a_{UU} - b_{LU}]\right]$.
- **Negation:** $-A^R = \left[[-a_{UL}, -a_{LL}]; [-a_{LU}, -a_{UU}]\right]$.
- **Intersection:** $A^R \cap B^R = \left[\min\{a_{LL}, b_{LL}\}, \max\{a_{UU}, b_{UU}\}\right] . \left[\min\{a_{LU}, b_{LU}\}, \max\{a_{UL}, b_{UL}\}\right]$.
- **Union:** $A^R \cup B^R = \left[\min\{a_{LL}, b_{UL}\}, \max\{a_{UL}, b_{UU}\}\right]$ . \left[\min\{a_{LU}, b_{LU}\}, \max\{a_{UL}, b_{UL}\}\right]$.

**INTEGER LINEAR PROGRAMMING WITH INTERVAL COEFFICIENTS**

The more relevant method of solving integer linear programming with interval coefficients (ILPIC) was first proposed by Shaocheng in 1994. After that, Chinneck and Ramadan completed Shaocheng (1994) studies in 2000. They transformed the original interval LP into two LPs with crisp coefficients. Thereafter, linear programming with rough interval coefficients (LPRIC) was discussed by Hamzehee et al. (2014). Here, we will consider all parameters and decision variables in the constraints and the objective function to be rough intervals (RIs). Also, the decision variables are considered integers, and the problem is introduced as follows:

\[ Z = \text{Max} \sum_{j=1}^{n} \left[c_{ij}, c_{ij}^{U}\right]x_{j} \quad , \quad j \in I \]
\[ s.t \sum_{i=1}^{n} \left[a_{ij}, a_{ij}^{U}\right]x_{i} \leq \left[b_{ij}, b_{ij}^{U}\right] \quad , \quad i \in I \]
\[ x_{j} \geq 0 \text{ integers}, I = 1, \ldots, m, \quad J = 1, \ldots, n \]

Where for all $i, j : [c_{ij}, c_{ij}^{U}], [a_{ij}, a_{ij}^{U}]$ and $[b_{ij}, b_{ij}^{U}]$ are closed intervals on real numbers $\mathbb{R}$ and where lower (L), upper (U) refer to the minimum and the maximum in the interval respectively.

Now, from a previous study by Chinneck et al. (2000), we can use some definitions and theorems for maximization of problem (1) for the inequality constraints as follows:

\[ \sum_{j=1}^{n} \left[a_{ij}, a_{ij}^{U}\right]x_{j} \leq \left[b_{ij}, b_{ij}^{U}\right] \]

The above inequality constraints have $p$ interval coefficients in the right and/or left-hand sides. Thereafter, it can be transformed into $2^p$ different extreme inequalities by setting the interval coefficients at appropriate
Table 1. Production data for an example 2.

| Product | Required production time in department (h/unit) | Seasonal profit ($/unit) |
|---------|-----------------------------|---------------------------|
| A       | [3.5] [2.4] [1.2]          | [1.3]                     |
| B       | [2.4] [1.3] [3.5]          | [2.4]                     |

Available time [550,700] [380,500] [200,300] -

combinations of the bounding values on the coefficient ranges**, such as in inequality constraints where $P = 2, 2^2 = 4$. Let $S_k$ be the set of all solutions for the extreme inequality. Then:

$$S^U = \bigcup_{k=1}^{2^p} S_k \quad \text{and} \quad S^L = \bigcap_{k=1}^{2^p} S_k$$

**Definition 3**

"For inequality constraints, if there exists one extreme inequality that its solution set is the same as $S^U$ ($S^L$), then it is called the maximum value range (minimum value range) inequality" (Hamazehee et al., 2014).

**Theorem 3a**

Consider inequality constraints, where $x_j \geq 0 \forall j = 1,2, ..., n$. Then, $\sum_{j=1}^{n} a_{ij}^j x_j \leq b_i^j$ and $\sum_{j=1}^{n} a_{ij}^j x_j \leq b_i^j$ be the minimum value range and maximum value range inequalities, respectively (Hamazehee et al., 2014).

**Theorem 3b**

Consider ILPIC problem (1) (Hamazehee et al., 2014). Then, for any given feasible solution $x \in \mathbb{R}^n$, we have:

$$\sum_{j=1}^{n} c_{ij}^j x_j \geq \sum_{j=1}^{n} c_{ij}^j x_j,$$

for all $x_j \geq 0$, $j = 1,2, ..., n$.

**Definition 4**

“For a given feasible solution $x \in \mathbb{R}^n$ of ILPIC Problem (1), the value $\sum_{j=1}^{n} c_{ij}^j x_j$ ($\sum_{j=1}^{n} c_{ij}^j x_j$) is called the most suitable value (the least suitable value) of the objective function" (Hamazehee et al., 2014).

From the above Theorems 1 and 2 and the Definitions 3 and 4, we can find the best and worst optimal solutions of the ILPIC Problem (1). By transforming the original ILPIC problem (1) into two classical ILP problems, we can call them $ILP^U$ and $ILP^L$.

(1) The best optimal solution is found by solving:

$$ILP^U = \max \sum_{j=1}^{n} c_{ij}^j x_j, \quad j \in J$$

s.t. $\sum_{j=1}^{n} a_{ij}^j x_j \leq b_i^j, \quad i \in I$

$x_j \geq 0 \text{ integers } j = 1, ..., m, i = 1, ..., n$ (2)

(2) The worst optimal solution is found by solving:

$$ILP^L = \max \sum_{j=1}^{n} c_{ij}^j x_j, \quad j \in J$$

s.t. $\sum_{j=1}^{n} a_{ij}^j x_j \leq b_i^j, \quad i \in I$

$x_j \geq 0 \text{ integers } j = 1, ..., m, i = 1, ..., n$ (3)

Briefly, $ILP^U$ and $ILP^L$ used the greatest and the smallest suitable value of the objective function and the maximum (minimum) value range inequalities of problem (1).

Note that, there are 3 possible outcomes for ILPIC problem (1) as follows:

- If $ILP^U$ and $ILP^L$ have optimal solutions, then ILPIC problem (1) has a finite bounded optimal range.
- If $ILP^L$ is unbounded then ILPIC problem (1) is unbounded.
- If $ILP^U$ is infeasible then ILPIC problem (1) is infeasible.

More clarification and proof can be found in Hamazehee et al. (2014).

**Example 2.** A company produces two sorts of products, A and B, and three departments $1, 2$ and $3$ are assigned to produce them. Each product takes a time to be produced by the three departments; the following Table 1 shows the details.

| Product | Required production time in department (h/unit) | Seasonal profit ($/unit) |
|---------|-----------------------------|---------------------------|
| A       | [3.5] [2.4] [1.2]          | [1.3]                     |
| B       | [2.4] [1.3] [3.5]          | [2.4]                     |

Available time [550,700] [380,500] [200,300] -

Here, the optimal range of ILPI for Example 2 can be obtained by solving two classical ILPs as follows:

The best optimal solution
Table 2. The first plan.

| Product | Required production time in department (h/unit) | Seasonal profit ($/unit) |
|---------|-----------------------------------------------|--------------------------|
|         | 1                                             | 2                        | 3                         |
| A       | [3,4]                                         | [2,4]                    | [1,2]                     | [2,3]                     |
| B       | [2,4]                                         | [3,4]                    | [3,5]                     | [2,3]                     |
| Available time | [600,650]                              | [400,450]                | [200,300]                | -                         |

Table 3. The second plan.

| Product | Required production time in department (h/unit) | Seasonal profit ($/unit) |
|---------|-----------------------------------------------|--------------------------|
|         | 1                                             | 2                        | 3                         |
| A       | [2,4]                                         | [2,3]                    | [1,3]                     | [2,4]                     |
| B       | [2,3]                                         | [2,4]                    | [3,4]                     | [2,3]                     |
| Available time | [550,700]                              | [380,500]                | [230,260]                | -                         |

Formulating linear programming model requires that specific values be chosen for the model coefficients. However, the values of many of these coefficients are only approximately known. For instance, the Director of the company wishes to know the range of optimal solutions that could be returned by an ILP model with uncertain coefficients. On the other hand, the manager may put some plans or ask the opinions of some experts to determine the uncertain coefficients. Now, we will give a case study to clarifying the idea.

Case study

A company produces two sorts of products, A and B, and three departments 1, 2 and 3 are required to produce them. Each product takes a time to be produced by the three departments. Production experts put three plans for production due to the uncertainty of parameters. Each plan gives the approximate production time of each product in the three departments and seasonal profit of each product as shown in Tables 2, 3 and 4, e.g. the required production time for product A in Department 1 due to the first plan is between 3 and 4 h per unit and its seasonal profit is between $2 and $3 per unit with hours of production time available in the three departments.

The production experts would like to allocate the production capacity so that not only find the optimal product mixture but also use the three plans together. In order to solve this problem, the parameters should be determined. Since the parameters are given by the three plans, one way to involve all plans is representing the parameters by rough interval. In Table 5, the upper and lower approximations of rough interval coefficients are computed based on the union and intersection of the plan.

Case study

A company produces two sorts of products, A and B, and three departments 1, 2 and 3 are required to produce them. Each product takes a time to be produced by the three departments. Production experts put three plans for production due to the uncertainty of parameters. Each plan gives the approximate production time of each product in the three departments and seasonal profit of each product as shown in Tables 2, 3 and 4, e.g. the required production time for product A in Department 1 due to the first plan is between 3 and 4 h per unit and its seasonal profit is between $2 and $3 per unit with hours of production time available in the three departments.

The production experts would like to allocate the production capacity so that not only find the optimal product mixture but also use the three plans together. In order to solve this problem, the parameters should be determined. Since the parameters are given by the three plans, one way to involve all plans is representing the parameters by rough interval. In Table 5, the upper and lower approximations of rough interval coefficients are computed based on the union and intersection of the plans.

Now, in the case study, let $x_1$ and $x_2$ denote the respective amounts of products 1 and 2 which should be produced. Then, the model of this optimization problem can be formulated in Example 3 as follows:

\[
\text{LPRI} = ([\text{ILP}^U], [\text{ILP}^L]) = \text{Max} \end{aligned}
\]

\[
\begin{aligned}
\left\{[[2,3]; [1,4]] \otimes [x_1^1, x_1^2] \cap [x_1^m, x_1^u] \right\} \\
\left\{[[2,3]; [2,4]] \otimes [x_2^1, x_2^2] \cap [x_2^m, x_2^u] \right\} \\
\left\{[[3,4]; [2,5]] \otimes [x_3^1, x_3^2] \cap [x_3^m, x_3^u] \right\} \\
\left\{[[3,4]; [1,2]] \otimes [x_4^1, x_4^2] \cap [x_4^m, x_4^u] \right\}
\end{aligned}
\]

\[
\begin{aligned}
\text{s.t.} \end{aligned}
\]

\[
\begin{aligned}
[[3,4]; [2,5]] \otimes [x_1^1, x_1^2] \cap [x_1^m, x_1^u] \leq [[600,650]; [550,700]]
\end{aligned}
\]
Table 4. The third plan.

| Product | Required production time in department (h/unit) | Seasonal profit ($/unit) |
|---------|-----------------------------------------------|--------------------------|
|         | 1     | 2     | 3     |
| A       | [3.5] | [2.4] | [1.2] |
| B       | [2.4] | [1.3] | [3.5] |

Available time [550,700] [380,500] [200,300]

Table 5. The coefficients of the problem.

| Product | Required production time in department (h/unit) | Seasonal profit ($/unit) |
|---------|-----------------------------------------------|--------------------------|
|         | 1     | 2     | 3     |
| A       | (3,4]: [2,5]) | (2,3]: [2,4]) | (1,2]: [1,3]) |
| B       | (2,3]: [2,4]) | (3,3]: [1,4]) | (3,4]: [3,5]) |

Available time (600,650]: [550,700]) (400,450]: [380,500]) (230,260]: [200,300])

Example 3 may involve other constraints and variables, in other words, the constraints can be of the form ≤, ≥ or =. Also, variables can be sign-restricted (x ≤ 0 or x ≥ 0) or unrestricted in sign.

This study will be limited to the variables which are sign-restricted as described.

Problem formulation

The general formula of the integer linear programming problem with fully rough interval for coefficients and variables (ILPFRI) may be presented as:

\[
\begin{align*}
\text{Max } & \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \left[ c_{ij}, c_{ij}^{UL} \right] \cdot \left[ x_{ij}, x_{ij}^{UL} \right] - \left[ a_{ij}, a_{ij}^{UL} \right] \cdot \left[ x_{ij}, x_{ij}^{UL} \right] \right) \\
\text{Subject to } & \sum_{j=1}^{m} \left( \left[ a_{ij}, a_{ij}^{UL} \right] \cdot \left[ x_{ij}, x_{ij}^{UL} \right] \right) \leq \left[ b_{i}, b_{i}^{UL} \right], \\
& x_{ij}, x_{ij}^{UL}, a_{ij}, a_{ij}^{UL}, b_{i}, b_{i}^{UL} \geq 0, \text{ where } i = 1, 2, \ldots, \text{and rough integers variables} 
\end{align*}
\]

Remark 1: According to rough interval properties introduced earlier, we have

Definition 5

In problem (4), we can define the following sets:

1) \( S^{LU} = \left\{ x \in \mathbb{R}^{n} \mid \sum_{j=1}^{m} a_{ij} x_{ij}^{LU} \leq b_{i}, x_{j} \geq 0 \right\} \)
2) \( S^{LL} = \left\{ x \in \mathbb{R}^{n} \mid \sum_{j=1}^{m} a_{ij} x_{ij}^{LL} \leq b_{i}, x_{j} \geq 0 \right\} \)
3) \( S^{UL} = \left\{ x \in \mathbb{R}^{n} \mid \sum_{j=1}^{m} a_{ij}^{UL} x_{ij} \leq b_{i}, x_{j} \geq 0 \right\} \)
4) \( S^{UU} = \left\{ x \in \mathbb{R}^{n} \mid \sum_{j=1}^{m} a_{ij}^{UL} x_{ij} \leq b_{i}, x_{j} \geq 0 \right\} \)

Where

\( (l = 1, \ldots, m; j = 1, \ldots, n) \)

and \( x_{ij}, x_{ij}^{UL}, a_{ij}, a_{ij}^{UL}, b_{i}, b_{i}^{UL} \geq 0 \)

Definition 6

Consider all of the corresponding ILPFRI problems and LP of problem (4) (Atteya, 2016; Bazaraa, 2010).

a) The interval \( [ILP^{LU}, ILP^{UL}](ILP^{LU}, ILP^{UL}) \) is called the surely (possibly) optimal range symbolized \( [ILP^{LU}, ILP^{UL}](ILP^{LU}, ILP^{UL}) \) of problem (4), if the optimal range of each (ILPFRI) is a superset (subset) of \( [ILP^{LU}, ILP^{UL}](ILP^{LU}, ILP^{UL}) \).

b) Let \( [ILP^{LU}, ILP^{UL}](ILP^{LU}, ILP^{UL}) \) be surely (possibly) optimal range of the problem (4). Then the rough interval...
is called the rough optimal range of problem (4); also any point, optimal value belongs to 
\( [ILP^{LU}, ILP^{OU}] \) and is called a completely (rather) satisfactory solution of the problem (4).

c) A solution \( x^* \) is surely feasible, iff it belongs to the lower approximation of the feasible set.

d) A solution \( x^* \) is possibly feasible, iff it belongs to the upper approximation of the feasible set.

e) A solution \( x^* \) is surely not feasible, iff it does not belong to the upper approximation of the feasible set.

Solution procedures

In order to solve problem (4), we will construct two integers linear programming (ILP) problems with interval coefficients and variables. One of these problems is an ILP problem where all of its coefficients are upper approximations interval (UAI) of rough intervals and represents rather satisfactory solutions, while the other is an ILP problem where all of its coefficients are lower approximations interval (LAI) of rough intervals and represents complete solutions. Then the two ILP problems are sliced into four crisp problems through the following steps.

Step 1: Find the possibly optimal range solution \( ILP^{DAI} = [ILP^{LU}, ILP^{OU}] \) by solving the upper approximation interval of problem (4).

\[
ILP^{DAI} = \max \sum_{j=1}^{m} [c^L_{ij}, c^U_{ij}] \otimes [x^L_{ij}, x^U_{ij}]
\]

\[
\sum_{j=1}^{m} \sum_{i=1}^{n} [a^L_{ij}, a^U_{ij}] \otimes [x^L_{ij}, x^U_{ij}] \leq [b^L_{ij}, b^U_{ij}]
\]

\[
x^L_{ij} \geq 0 \text{, where } j = 1, \ldots, m, \quad l = 1, \ldots, n \text{ and integer variables}
\]

Step 2: Find the surely optimal range solution \( ILP^{DAI} = [ILP^{LU}, ILP^{OU}] \) by solving the lower approximation of problem (4).

\[
ILP^{DAI} = \max \sum_{j=1}^{m} [c^L_{ij}, c^U_{ij}] \otimes [x^L_{ij}, x^U_{ij}]
\]

\[
\sum_{j=1}^{m} \sum_{i=1}^{n} [a^L_{ij}, a^U_{ij}] \otimes [x^L_{ij}, x^U_{ij}] \leq [b^L_{ij}, b^U_{ij}]
\]

\[
x^L_{ij} \geq 0 \text{, where } j = 1, \ldots, m, \quad l = 1, \ldots, n \text{ and integer variables}
\]

Step 3: According to Definition 6, the possibly optimal range solution of \( ILP^{DAI} \) problem (5) can be obtained by slicing it into two classical ILPs as follows:

\[
ILP^{DU} = \max \sum_{j=1}^{n} c^U_{ij} x^U_{ij}
\]

\[
\sum_{j=1}^{n} a^U_{ij} x^U_{ij} \leq b^U_{ij}
\]

\[
x^U_{ij} \geq 0 \text{ and integers } i \in I, \quad j \in J
\]

\[
j = 1, \ldots, m, \quad l = 1, \ldots, n
\]

and

\[
ILP^{LU} : = \max \sum_{j=1}^{n} c^L_{ij} x^L_{ij}
\]

\[
\sum_{j=1}^{n} a^L_{ij} x^L_{ij} \leq b^L_{ij}
\]

\[
x^L_{ij} \geq 0 \text{ and integers } i \in I, \quad j \in J
\]

\[
j = 1, \ldots, m, \quad l = 1, \ldots, n
\]

By Definition 5, the feasible solution set of problems (7) and (8) is equivalent to \( S^{LU}(S^{OU}) \). Thus, the interval \( [ILP^{LU}, ILP^{OU}] \) is the optimal possible solution range of problem (5).

We can see that the interval \([ILP^{LU}, ILP^{OU}]\) is equivalent to the possibly optimal range of problem (4). Toward this end, since problem (1) is an arbitrary corresponding LPIC problem of (4), we have

\[
\left[ c^L_{ij}, c^U_{ij} \right] = \left[ c^L_{ij}, c^U_{ij} \right] \text{ or } \left[ b^L_{ij}, b^U_{ij} \right] = \left[ b^L_{ij}, b^U_{ij} \right]
\]

\[
\left[ a^L_{ij}, a^U_{ij} \right] = \left[ a^L_{ij}, a^U_{ij} \right] \text{ or } \left[ a^L_{ij}, a^U_{ij} \right] = \left[ a^L_{ij}, a^U_{ij} \right]
\]

\[
x^L_{ij} \geq 0 \text{ and integers } i \in I, \quad j \in J
\]

\[
j = 1, \ldots, m \quad l = 1, \ldots, n
\]

Step 4: The surely optimal range solution of \( ILP^{DAI} \) problem (6) can be obtained by solving two classical LPs as:

\[
ILP^{LU} = \max \sum_{j=1}^{n} c^U_{ij} x^U_{ij}
\]

\[
\sum_{j=1}^{n} a^U_{ij} x^U_{ij} \leq b^U_{ij}
\]

\[
x^U_{ij} \geq 0 \text{ and integers } i \in I, \quad j \in J
\]

\[
j = 1, \ldots, m \quad l = 1, \ldots, n
\]

and

\[
ILP^{LU} = \max \sum_{j=1}^{n} c^L_{ij} x^L_{ij}
\]

\[
\sum_{j=1}^{n} a^L_{ij} x^L_{ij} \leq b^L_{ij}
\]

\[
x^L_{ij} \geq 0 \text{ and integers } i \in I, \quad j \in J
\]

\[
j = 1, \ldots, m \quad l = 1, \ldots, n
\]

By Definition 5, the feasible solution set of problems (9) and (10) is equivalent to \( S^{LU}(S^{OU}) \). Thus, the interval \([ILP^{LU}, ILP^{OU}]\) is the optimal solution range of problem (6). Also, the interval \([ILP^{LU}, ILP^{OU}]\) is the optimal possible solution range for problem (5) and the interval \([ILP^{LU}, ILP^{OU}]\) is the sure solution range (6).

Where the rough value optimal solutions (\( Z^{BR} \)) and decision rough integer variables \( (x^R_{ij}) \) in problem (4) will be as:

\[
Z^{BR} = [z^{L UL}, z^{U UL}]; \quad [z^{L OU}, z^{U OU}]
\]

\[
x^R_{ij} = [x^L_{ij}, x^U_{ij}]; \quad [x^L_{ij}, x^U_{ij}]
\]

\[
(j = 1, \ldots, n).
\]

Where the possibly optimal values range solutions for \( ILP^{DAI} = [ILP^{LU}, ILP^{OU}] \).

Also, the surely optimal values range solutions for \( ILP^{DAI} = [ILP^{LU}, ILP^{OU}] \). In addition, \( [x^L_{ij}, x^U_{ij}] \) is the integer completely satisfactory solutions, and \( [x^L_{ij}, x^U_{ij}] \) is integer rather satisfactory solutions.

Now, a relation has been established between optimal solutions of the integer linear programming problem with fully rough interval in problem (4) and four problems \( ILP^{LU}, ILP^{OU}, ILP^{LU} \) and \( ILP^{OU} \) problems (7), (8), (9) and (10) respectively. The established relation is used in the proposed method, slice-sum method.

**Theorem 4**

If the set \( \{x^U_{ij}, \forall j \in J \} \) is an optimal solution for the \( (ILP^{OU}) \) or
To solve the problem indicated in the case study, we should solve two integer linear programming fully interval problems $ILP^{DLI} = [ILP^{OLI}, ILP^{UI]}$ as follows:

$$ILP^{DLI} = [ILP^{OLI}, ILP^{UI}] = \max \sum \epsilon x_i [x_{ij}^L, x_{ij}^U] \otimes \sum \eta x_i [x_{ij}^L, x_{ij}^U]$$

Subject to

$$\sum \epsilon x_i [x_{ij}^L, x_{ij}^U] \otimes \sum \eta x_i [x_{ij}^L, x_{ij}^U] \leq [550, 700]$$

$$\sum \epsilon x_i [x_{ij}^L, x_{ij}^U] \otimes \sum \eta x_i [x_{ij}^L, x_{ij}^U] \leq [380, 500]$$

In the ILPFI Problem, $(7)$ is transformed to ILP problems where their feasible sets are $S^{L,I}$ and $S^{U,I}$ respectively.

- In the ILPFI Problem, $(7)$ is transformed to ILP problems where their feasible sets are $S^{L,I}$ and $S^{U,I}$ respectively.

$$ILP^{DLI} = [ILP^{OLI}, ILP^{UI}] = \max \sum \epsilon x_i [x_{ij}^L, x_{ij}^U] \otimes \sum \eta x_i [x_{ij}^L, x_{ij}^U]$$

Subject to

$$\sum \epsilon x_i [x_{ij}^L, x_{ij}^U] \otimes \sum \eta x_i [x_{ij}^L, x_{ij}^U] \leq [600, 650]$$

$$\sum \epsilon x_i [x_{ij}^L, x_{ij}^U] \otimes \sum \eta x_i [x_{ij}^L, x_{ij}^U] \leq [400, 450]$$

Since $(7)$ is an optimal solution for the problem $(8)$, then the set of rough integer intervals $\{x_{ij}^L, x_{ij}^U\}$ is an optimal solution for the problem $(4)$ with maximum optimal value $(2, 2)$. Hence, the theorem is proved (Pandian et al., 2016). Figure 1 shows flowchart of the solution steps, which was provided for more clarification.
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Figure 1. Flowchart of the proposed approach for solving fully rough integer linear programming problems.

Table 6. Optimal values and solutions of ILP programs in the case study.

| Problem       | $ILP_{LL}$ | $ILP_{UL}$ | $ILP^{UL}$ | $ILP^{LL}$ |
|---------------|------------|------------|------------|------------|
| Optimal values | 66         | 230        | 660        | 1040       |
| $x_{1}^{R}$   | 66         | 115        | 210        | 240        |
| $x_{2}^{R}$   | 0          | 0          | 10         | 20         |

We used “WinQSB” program (Olga et al., 2009) to find rough value optimal solutions ($Z^R$) and decision rough integer variables ($x_{j}^{R}$) and apply branch and bound algorithm (Gupta and Mohan, 2006) to find integer optimal solutions for the case study as shown in Table 6. Optimal values and solutions of ILP programs in the case study are presented in Table 6. Here the integer rough optimal solutions is

$$x_{1}^{R} = [115, 210] : [66, 240]$$

$$x_{2}^{R} = [0, 10] : [0, 20]$$

The rough optimal values range solutions for

$$[ILP_{LL}] : [ILP_{UL}] = [1230, 660] : [66, 1040]$$

Where the possibly optimal values range solutions for $ILP^{UL} = [ILP^{UL}, ILP^{LL}] = [66, 1040]$.

Also, the surely optimal values range solutions for $ILP^{LL} = [ILP^{LL}, ILP^{UL}] = [230, 660]$. In addition, $[x_{1}^{LL}, x_{2}^{LL}] = [115, 210], [x_{1}^{UL}, x_{2}^{UL}] = [0, 10]$ is integer completely satisfactory solutions and $[x_{1}^{LL}, x_{2}^{LL}] = [66, 240], [x_{1}^{UL}, x_{2}^{UL}] = [0, 20]$ is integer rather satisfactory solutions.

We think that this is the way to the solution, where the director of
the company has put all the possible solutions to avoid the economic crises and market fluctuations (the uncertainty of parameters).

**Example 3**

Consider the following ILPFRI problem as follows:

\[ \text{ILPFRI} = [\text{ILPL}_{\text{LAI}}]: [\text{ILP}_{\text{LAI}}] = \text{Max} \]

\[
\begin{aligned}
\{ & \{12.30\} \otimes x^L_1 \otimes \{1.40\} \otimes x^U_1 \\
\{ & \{1.14\} \otimes \{x^L_3 \otimes \{1.60\} \otimes \{x^U_3 \}
\end{aligned}
\]

Subject to

\[
\begin{aligned}
\{ & \{1.2.3\} \otimes x^L_1 \otimes \{1.2.3\} \otimes x^U_1 \\
\{ & \{1.2\} \otimes \{x^L_1 \otimes \{1.2\} \otimes \{x^U_1 \}
\end{aligned}
\]

Where

\[
\begin{aligned}
x^L_1 = \{x^L_{11}, x^L_{12}\}, & \\
x^U_1 = \{x^U_{11}, x^U_{12}\}, & \\
x^L_3 = \{x^L_{31}, x^L_{32}\}, & \\
x^U_3 = \{x^U_{31}, x^U_{32}\}
\end{aligned}
\]

In order to solve problem (Example 3), we will solve two ILPFRI problems as follows:

\[ \text{ILP}_{\text{LAI}} = \text{Max} \]

\[
\begin{aligned}
\{ & \{12.30\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.420\} \otimes \{x^U_{LU}, x^U_{LU}\} \\
\{ & \{1.14\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.60\} \otimes \{x^U_{LU}, x^U_{LU}\} \\
\{ & \{1.54\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.54\} \otimes \{x^U_{LU}, x^U_{LU}\}
\end{aligned}
\]

Subject to

\[
\begin{aligned}
\{ & \{1.34\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.44\} \otimes \{x^U_{LU}, x^U_{LU}\} \\
\{ & \{1.34\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.44\} \otimes \{x^U_{LU}, x^U_{LU}\} \\
\{ & \{1.34\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.44\} \otimes \{x^U_{LU}, x^U_{LU}\}
\end{aligned}
\]

And

\[ \text{ILP}_{\text{LAI}} = \text{Max} \]

\[
\begin{aligned}
\{ & \{12.30\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.420\} \otimes \{x^U_{LU}, x^U_{LU}\} \\
\{ & \{1.14\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.60\} \otimes \{x^U_{LU}, x^U_{LU}\} \\
\{ & \{1.34\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.44\} \otimes \{x^U_{LU}, x^U_{LU}\}
\end{aligned}
\]

Subject to

\[
\begin{aligned}
\{ & \{1.34\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.44\} \otimes \{x^U_{LU}, x^U_{LU}\} \\
\{ & \{1.34\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.44\} \otimes \{x^U_{LU}, x^U_{LU}\} \\
\{ & \{1.34\} \otimes \{x^L_{LU}, x^L_{LU}\} \otimes \{1.44\} \otimes \{x^U_{LU}, x^U_{LU}\}
\end{aligned}
\]

According to Solution Procedures, the optimal range of ILPIC Problems \( \text{ILP}_{\text{LAI}} \) and \( \text{ILP}_{\text{LAI}} \) can be obtained by solving four classical LPs as follows:

\[ \text{ILP}_{\text{LAI}} := \text{Max} \]

\[
\begin{aligned}
30x^L_1 + 20x^U_1 + x^L_2 + x^U_2 + 6x^L_3 + 5x^U_3 + x^L_6 \\
\text{Subject to}
\end{aligned}
\]

\[
\begin{aligned}
x^L_1 + x^U_1 + x^L_3 + x^U_3 + x^L_6 + x^U_6 \leq 60 \\
x^L_1 + x^U_1 \leq 30 \\
x^L_3 + x^U_3 \leq 15 \\
x^L_6 + x^U_6 \leq 20 \\
x^L_1 \geq 0, \ j = 1,2,3,4,5,6 \ \text{integers}
\end{aligned}
\]

And

\[ \text{ILP}_{\text{LAI}} := \text{Max} \]

\[
\begin{aligned}
12x^L_1 + 4x^U_1 + x^L_3 + x^U_3 + x^L_5 + x^U_5 \\
\text{Subject to}
\end{aligned}
\]

\[
\begin{aligned}
3x^L_1 + 4x^U_1 + 4x^L_3 + 5x^U_3 + 5x^L_5 + 4x^U_5 \leq 25 \\
5x^L_1 + 3x^U_1 \leq 5 \\
5x^L_3 + 4x^U_3 \leq 5 \\
3x^L_5 + 4x^U_5 \leq 4 \\
x^L_1 \leq x^L_1, x^U_1 \geq 0, \ j = 1,2,3,4,5,6 \ \text{integer.}
\end{aligned}
\]

And

\[ \text{ILP}_{\text{LAI}} := \text{Max} \]

\[
\begin{aligned}
18x^L_1 + 12x^U_1 + x^L_3 + 2x^U_3 + x^L_5 + x^U_5 \\
\text{Subject to}
\end{aligned}
\]

\[
\begin{aligned}
2x^L_1 + 3x^U_1 + 3x^L_3 + 3x^U_3 + 3x^L_5 + 2x^U_5 \leq 30 \\
3x^L_1 + 2x^U_1 \leq 8 \\
3x^L_3 + 2x^U_3 \leq 8
\end{aligned}
\]
2x_1^{ll} + 3x_6^{ll} \leq 5
\quad x_j^{ll} \leq x_j^{uu}, x_j^{ll} \geq 0, \quad j = 1, 2, 3, 4, 5, 6 \text{ integer.}

ILP^{ul} := \max

25x_1^{ul} + 18x_2^{ul} + x_3^{ul} + 3x_4^{ul} + 3x_5^{ul} + x_6^{ul}

subject to

x_1^{uu} + 2x_3^{ul} + x_4^{ul} + 2x_5^{ul} + x_6^{ul} \leq 35
2x_1^{ul} + x_2^{uu} \leq 16
x_1^{ul} + x_1^{ul} + x_1^{ul} \leq 10
x_1^{ul} + 2x_6^{ul} \leq 15
x_1^{ul} \leq x_1^{ul}, x_1^{ul} \geq 0, \quad j = 1, 2, 3, 4, 5, 6 \text{ integers.}

To find rough value optimal solutions (Z^n), decision rough integer variables (x^n) and apply branch and bound algorithm (Gupta and Mohan, 2006) to find integer optimal solutions of Example 3 as shown in Table 7.

The possibly optimal values range solutions for

ILP^{ul} = [ILP^{ll}, ILP^{uu}] = [14, 1065] \text{ also}

the surely optimal values range solutions for

ILP^{uul} = [ILP^{ul}, ILP^{uu}] = [46, 328] \text{ in addition, the rough optimal values range solutions ILPR}

= ([ILP^{ll}], [ILP^{uu}]) = ([46, 328], [14, 1065])

Where

\begin{align*}
[x_1^{ll}, x_1^{uu}] &= [2, 8], [x_2^{ll}, x_2^{uu}] = [0, 0], \\
[x_3^{ll}, x_3^{uu}] &= [0, 0], [x_4^{ll}, x_4^{uu}] = [4, 10], \\
[x_5^{ll}, x_5^{uu}] &= [2, 8], [x_6^{ll}, x_6^{uu}] = [0, 0].
\end{align*}

Are the integers completely satisfactory solutions. And

\begin{align*}
[x_1^{ll}, x_1^{uu}] &= [1, 3], [x_2^{ll}, x_2^{uu}] = [0, 0], \\
[x_3^{ll}, x_3^{uu}] &= [0, 0], [x_4^{ll}, x_4^{uu}] = [1, 15], \\
[x_5^{ll}, x_5^{uu}] &= [1, 15], [x_6^{ll}, x_6^{uu}] = [0, 0].
\end{align*}

are the integers’ rather satisfactory solutions. Also,

\begin{align*}
x_1^R &= (2, 8): [1, 3], x_2^R = (0, 0): [0, 0], \\
x_3^R &= (0, 0): [0, 0], x_4^R = (4, 10): [1, 15], \\
x_5^R &= (2, 8): [1, 15], x_6^R = (0, 0): [0, 0].
\end{align*}

are the integers rough optimal solutions.

Note that, decision variables and the optimal values are rough intervals. Thus, we have completely satisfactory solutions and rather satisfactory solutions. Then, we give the decision maker more freedom to choose.

**DISCUSSION**

Comparing the linear programming with rough Interval coefficients by Hamazehee et al. (2014), who only used the rough interval with coefficients in linear programming problems, and with fuzzy interval integer transportation problems by Pandian et al. (2018), who used a new method namely; level-bound method that was proposed to solve fuzzy interval integers transportation problems, this study used fully rough intervals integer linear programming problems, where all parameters and decision variables in the constraints and the objective function are rough intervals, since many linear programming problems in our real life require that the decision variables be integers. In addition, rough intervals are very important to tackle the uncertainty and imprecise data in decision making problems. Moreover, the proposed algorithm enables us to search for the optimal solution in the largest range of possible solutions. Furthermore, N suggested solutions are obtained to enable the decision maker to choose the best decisions. On the other hand, some solutions, such as completely satisfactory solutions (surely solutions) as in problem (6) (step 2), are successfully reached, which lets us be sure that the optimal solution is in the lower approximation interval. While the rather satisfactory solutions (possible solutions), as in problem (5) (step 1), makes it possible that the optimal solution is in the upper approximation interval. The slice-sum method can be served as an important tool for the decision makers, when they are handling various types of logistic problems with rough variable parameters. Furthermore, the branch and bound technique is used to reach the integer programming. The results, in the form of rough intervals method, do not ignore any part of the solution area. The motivation behind the study is to enable the decision maker to make the right decision in the field of proposed solutions, in case of having to deal with the uncertainty and imprecise data. Finally, to clarify the idea and support this paper, some examples are solved by “WinQSB” program (Olga et al., 2009) in order to illustrate the new concepts.

**Conclusion**

Some basic concepts of rough intervals are reviewed in this research paper. Then we presented a methodology for solving fully rough integer linear programming problems and found rough value optimal solutions and decision rough integer variables, where all parameters and decision variables in the constraints and the objective functions are rough intervals. The proposed model depends on slice-sum method, branch and bound.
method and integer programming, which is a good technique for many LP problems which require that the decision variables are integers. Also, the used rough intervals are very important to tackle the uncertainty in decision making problems. In addition, we obtained N suggested solutions in order to enable the decision maker to take the best decision. Furthermore, we got on solutions such as completely satisfactory solutions (surely solutions) and rather satisfactory solutions (possibly solutions) by lower approximation interval and upper approximations interval respectively. The results are in the form of intervals and the interval method does not ignore any part of solution area. It is thought that the rough intervals are useful new tools to tackle the uncertainty, vague and imprecise data in decision making problems. Also, a flowchart of the steps to solve the problem is provided for more clarification.
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