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Abstract
We prove entropy rigidity for finite volume strictly convex projective manifolds in dimensions $\geq 3$, generalizing the work of [1] to the finite volume setting. The rigidity theorem uses the techniques of Besson, Courtois, and Gallot’s entropy rigidity theorem. It implies uniform lower bounds on the volume of any finite volume strictly convex projective manifold in dimensions $\geq 3$.
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1 Introduction
In this note we prove the following theorem, which generalizes Theorem 1.10 of [1] to the finite volume setting:

**Theorem 1.1** Let $Y_\Omega$ be a finite volume, strictly convex projective manifold of dimension $n \geq 3$, equipped with its Hilbert metric. Suppose that $Y_0$ is a hyperbolic structure on the same manifold. Then there is a number $N(F_\Omega) \geq 1$ such that

$$N(F_\Omega) h(F_\Omega)^n \text{Vol}(Y, F_\Omega) \geq h(g_0)^n \text{Vol}(Y, g_0).$$

Furthermore, equality holds if and only if $(Y, F_\Omega)$ is isometric to $(Y, g_0)$.

Here, $h$ refers to volume growth entropy of metric balls in the universal cover with respect to the given metric. While interesting in its own right, Theorem 1.1 has a corollary of particular geometric interest.

**Corollary 1.2** There is a constant $D > 0$, depending only on dimension, such that if $Y$ is a finite volume, strictly convex projective manifold of dimension at least three which also admits a hyperbolic structure $g_0$, then
\[ \text{Vol}(Y, F_{G}) \geq \mathcal{D} \text{Vol}(Y, g_{0}). \]

In particular, \( \text{Vol}(Y, g_{0}) \) is a constant in dimension \( n \geq 3 \) by Mostow-Prasad rigidity [26], and hence we obtain a universal lower bound on volume.

In [1] a second corollary of Theorem 1.1 was that if \( Y_{G} \) is deformed so that \( h(F_{G}) \to 0 \), then \( \text{Vol}(Y, F_{G}) \to \infty \). This no longer applies in the finite volume, non-compact setting for the reason. In the setting of finite volume strictly convex projective manifolds, the volume growth entropy agrees with the critical exponent of the Poincaré series for the action of the group on the universal cover [15, Théorème 9.2]. Moreover, for the case of an \( n \)-manifold, the critical exponent is bounded below by \( \frac{n-1}{2} \) (see [15, Lemme 9.4], or for a proof in english, the case \( n = 2 \) is proven in [17, Lemma 4.3.3] and generalizes to higher dimensions) which is the critical exponent of a maximal rank parabolic subgroup acting on hyperbolic \( n \)-space. Thus, it is not possible for the volume growth entropy to be arbitrarily small, unlike what is known to occur in some cocompact examples in small dimensions (see [25, Theorem 1.4 & Corollary 1.6], or [31, Corollary 3.7] for arbitrary surfaces). It is possible that for any family of representations for which the volume growth entropy converges to \( \frac{n-1}{2} \), then the volume of the quotient must diverge to infinity. There is some experimental evidence of this behavior in dimension 2, and the volume does diverge to infinity with the entropy\(^{1} \), but the result does not immediately follow Theorem 1.1.

1.1 Background

Theorem 1.1 is inspired by the work of Besson, Courtois, and Gallot on entropy rigidity in the Riemannian setting [3,4]. They prove that on a compact manifold supporting a negatively-curved locally symmetric metric, that metric strictly minimizes \( h(g) \frac{1}{n} \text{Vol}(Y, g) \) among all Riemannian metrics \( g \). Their method of proof – the barycenter method – is now a fundamental tool with far-reaching impact; it will be the method of this paper. Their work was extended to finite volume Riemannian metrics in [5] and [29]; the arguments of [5] accomplishing this extension are the model for the present work. A nice survey of the barycenter method can be found in [12].

Strictly convex projective manifolds are a natural place to look for analogues of rigidity theorems which rely on the dynamics and geometry of negatively curved spaces. Hyperbolic manifolds are the first examples of strictly convex projective manifolds, realized as quotients of the Beltrami-Klein model of hyperbolic space, but unlike for hyperbolic geometry on \( n \geq 3 \) manifolds, the deformation space of strictly convex projective structures on a manifold can be nontrivial. Most relevant to this work, there are examples in every dimension of nontrivial moduli spaces of strictly convex projective structures of finite volume, which arise as deformations of the hyperbolic model via the Johnson-Millson bending construction [21], constructed by [9,23]. There are other known deformable examples in dimension 3 that arise from a generalization of Thurston’s gluing equations [2, Theorem 0.4].

These nonhyperbolic strictly convex projective structures admit a Finsler geometry via the Hilbert metric, which retains some but not all traits from hyperbolic space. For example, strict convexity of the geometry is equivalent to rel hyperbolicity of the fundamental group, and hence Gromov-hyperbolicity of the metric space, when the action has finite covolume [13, Theorem 0.15]. On the other hand, the Hilbert geometry is not even CAT(0) in general. Though strictly convex projective structures are coarsely hyperbolic, our assumption that

---

\(^{1}\) see experimental work and images generated by Marianne DeBrito, Andrew Nguyen, and Marisa O’Gara as a part of the LoGM program at the University of Michigan here: https://gitlab.eecs.umich.edu/logm/wi20/entropy-project-outputs
the quotient admits a hyperbolic metric is nontrivial and presumably necessary; there are
closed manifolds in any dimension greater than three which admit strictly convex projective
structures, but do not admit a hyperbolic metric [7,22].

The Hilbert metric is compatible with a projectively invariant Hausdorff measure called
the Busemann-Hausdorff measure which determines our notion of finite volume, though
we note that finite volume is well-defined for any choice of projectively invariant volume
measure and refer the reader to the nice survey of Marquis for more details [24]. (See [27]
and the essays therein for other fundamentals and a survey of the area.)

Together with Adeboye, the authors proved Theorem 1.1 and its corollaries for closed,
strictly convex projective manifolds in [1]. As in [1], the particularly nice geometric properties
of the Hilbert metric simplify some portions of the proofs when compared with the general
Riemannian case. In particular, the equality case of Theorem 1.1 has a much simpler proof in
our setting, and the geometry of the cusps is much more well-controlled, which allows us to
mimic the argument of [5] when extending to finite volume, rather than the more complicated
but more general argument of [29].

1.2 Outline of the paper

In Sect. 2 we define the basic objects involved in the argument and collect a few important
facts about them. In Sect. 3, we prove a number of geometric lemmas which will be used in
the proof. Section 4 contains a quick review of the Besson–Courtois–Gallot argument and
proofs of our main theorems, conditional on a specific map between \((Y, F_\Omega)\) and \((Y, g_0)\)
being proper. Showing that this ‘natural map’ is proper is the key step in moving from the
compact to finite-volume setting and the main work of this paper; it is carried out in Sect. 5.
Finally, in Sect. 6 we complete the proof of Theorem 1.1 and its corollaries.

2 Preliminaries

Let \(\Omega\) be a properly convex domain in \(\mathbb{RP}^n\), meaning there exists an affine chart in which
\(\Omega\) is bounded. Then \(\Omega\) is strictly convex if in such an affine chart, the intersection of its
topological boundary \(\partial \Omega\) with any line in the complement of \(\Omega\) is at most one point. The
Hilbert metric on any properly convex domain is defined as follows; chose an affine chart in
which \(\Omega\) is bounded, and for any \(x, y \in \Omega\), take \(a, b\) to be the intersection points in \(\partial \Omega\) of
any projective line containing \(x\) and \(y\). Then

\[d_\Omega(x, y) = \frac{1}{2} \log \left[ \frac{[x : y : b]}{[a : x : y : b]} \right]\]

where \([a : x : y : b] = \frac{|a - y||b - x|}{|a - x||b - y|}\) denotes the Euclidean cross-ratio in an affine chart, a
projective invariant.

Let \(F_\Omega\) be the Finsler metric on \(\Omega\) induced by the Hilbert distance. This metric induces
a projectively invariant volume form – the Hilbert volume – and we will denote volumes
computed with this volume form by \(\text{Vol}(\cdot, F_\Omega)\). (See [1] for the definition of this volume.)

Suppose that \(\Gamma\) acts freely and properly discontinuously on \(\Omega\) by projective transfor-
mations, which are isometries of the Hilbert metric, so that \(Y = \Omega/\Gamma\) is a manifold with
\(\text{Vol}(Y, F_\Omega) < +\infty\). In [1] the case where \(Y\) is compact was handled, so we assume through-
out that \(Y\) is finite volume but not compact.
Although we work specifically with the Hilbert volume, we note that it is a straightforward consequence of Benzačerí’s compactness theorem any two projectively invariant volumes on \( \Omega \) are equivalent (up to bounded multiplicative bounds, see [24, Prop.9.4]). In particular (see [24, Cor. 9.5]), finiteness of the volume of \( Y \) does not depend on the specific choice of volume.

We assume further that \( Y \) supports a hyperbolic metric \( g_0 \). We will denote the Hilbert and hyperbolic structures on \( Y \) by \( Y_\Omega = (Y, F_\Omega) \) and \( Y_0 = (Y, g_0) \), respectively. As the underlying manifold for these two structures is the same, there is a homeomorphism between them; in particular this is a proper map. Let us denote this map by \( f : Y_\Omega \to Y_0 \). We mark the universal covers of these spaces and lifts of various objects to these universal covers using ~’s. For example, \( \tilde{f} : \tilde{Y}_\Omega \to \tilde{Y}_0 \) is the \( \Gamma \)-equivariant lift of \( f \).

\( \partial_\infty \tilde{Y}_- \) denotes the boundary at infinity. We note that \( \tilde{f} \) extends to a \( \Gamma \)-equivariant homeomorphism between \( \partial_\infty \tilde{Y}_\Omega \) and \( \partial_\infty \tilde{Y}_0 \), which we also denote by \( \tilde{f} \). We will denote a cusp of \( Y_- \) by \( \Theta \) and use \( \tilde{\Theta} \) to refer to a point in \( \partial_\infty \tilde{Y}_- \) to which that cusp is asymptotic when lifted to the universal cover.

For any closed, convex set \( C \) in \( \tilde{Y}_0 \) and any point \( x \in \tilde{Y}_0 \setminus C \), let \( v(x, C) \) be the unit tangent vector based at \( x \) which is tangent to the unique distance-minimizing geodesic from \( x \) to \( C \). We write \( v(x, \xi) \) instead of \( v(x, \{\xi\}) \) when \( \xi \) is a point; in this case we allow \( \xi \) to lie in \( \tilde{Y}_0 \) \( \cup \) \( \partial_\infty \tilde{Y}_0 \).

Two families of measures on \( \partial_\infty \tilde{Y}_\Omega \) and \( \partial_\infty \tilde{Y}_0 \) are at the heart of Besson, Courtois, and Gallot’s approach to entropy rigidity. The more simple is the family of visual measures. For any \( y \in \tilde{Y}_0 \), let \( \exp : T^1_y \tilde{Y}_0 \to \partial_\infty \tilde{Y}_0 \) send a unit tangent vector to the endpoint at infinity of the geodesic ray it generates.

**Definition 2.1** To each \( y \in \tilde{Y}_0 \), we associate the visual measure \( v_y \) on \( \partial_\infty \tilde{Y}_0 \) by pushing forward under \( \exp \) the Hausdorff measure \( \sigma_y \) induced by the angular metric on \( T^1_y \tilde{Y}_0 \).

On \( \partial_\infty \tilde{Y}_\Omega \), the Patterson-Sullivan measures play a central role. Before introducing them we must define another central object for our arguments.

**Definition 2.2** Given \( o \in \tilde{Y}_- \) and \( \alpha \in \partial_\infty \tilde{Y}_- \), the Busemann function centered at \( \alpha \) and based at \( o \) is \( B_{o, \alpha} : \tilde{Y}_- \to \mathbb{R} \) defined by

\[
B_{o, \alpha}(y) = \lim_{t \to \infty} d(y, c(t)) - d(o, c(t))
\]

where \( c(t) \) is any geodesic ray heading to \( \alpha \). We specifically denote Busemann functions in \( \tilde{Y}_\Omega \) by \( B^\Omega \) and those in \( \tilde{Y}_0 \) by \( B^0 \). A horosphere centered at a point at infinity \( \alpha \) is a level set for the Busemann function \( B^{-, \alpha}(-) \), and a horoball centered at \( \alpha \) is the convex interior of a horosphere.

Note that \( B_{o, \alpha}^{-}(y) \) is 1-Lipschitz in \( y \) with gradient \( dB_{o, \alpha}^{-}(y) = -v(y, \alpha) \).

**Definition 2.3** The Patterson-Sullivan density is an assignment \( x \mapsto \mu_x \) of a finite measure on \( \partial_\infty \tilde{Y}_\Omega \) to each point in \( \tilde{Y}_\Omega \) satisfying the following two properties:

- (quasi-\( \Gamma \)-invariance) \( \mu_{\gamma x} = \gamma_* \mu_x \) for all \( \gamma \in \Gamma \) and all \( x \in \tilde{Y}_\Omega \), and
- (transformation rule) \( \frac{d\mu_x}{d\nu_x}(\beta) = e^{-h B^{\Omega}_{\gamma\beta}(x)} \)

where \( h = \delta\Gamma \) is the critical exponent for the action of \( \Gamma \) on \( \tilde{Y}_\Omega \) or, equivalently by [15, Theorem 1.11], the volume growth entropy of \( (\tilde{Y}_\Omega, F_\Omega) \).
In the setting of strictly convex real projective structures on finite volume manifolds, Crampon constructs the Patterson-Sullivan measures explicitly so that they have full support on the limit set of $\Gamma$ ([17, Sect. 4.2.1], which is equal to the boundary of $\Omega$ in the cofinite case [14, Corollaire 1.5]. Crampon provides a proof for surfaces that the critical exponent of the group $\Gamma$ acting on $\Omega$ with the Hilbert metric is strictly larger than the critical exponent of a parabolic group acting on the hyperbolic plane [17, Lemma 4.3.3]. The proof is a standard ping-pong argument which extends to higher dimensions by [14, Corollaire 7.18], a generalization of Crampon’s ([17, Lemma 1.3.4]. Thus, in our setting, the critical exponent is strictly larger than the critical exponent of a maximal rank parabolic subgroup acting on $\mathbb{H}^n$, which is constant equal to $\frac{n-1}{2}$. As an application, one can extend Crampon’s argument in [17, Proposition 4.3.5] to show that the Patterson-Sullivan measures have no atoms.

Note that the results of Crampon and Crampon-Marquis assuming both strict convexity of $\Omega$ and that the boundary of $\Omega$ is $C^1$ still apply, because Cooper-Long-Tillman proved that these properties are equivalent when the action is cofinite [13, Theorem 0.15].

By $\mathcal{M}(\partial_\infty \tilde{Y}_-)$ we denote the set of all finite measures on $\partial_\infty \tilde{Y}_-$. Throughout, $||\lambda|| := \lambda(\partial_\infty \tilde{Y}_-)$ will denote the total mass of $\mu$.

Definition 2.4 Fix some basepoint $o \in \tilde{Y}_0$. For any finite measure $\lambda$ on $\partial \tilde{Y}_0$ and $y \in \tilde{Y}_0$, let

$$B(y, \lambda) := \int_{\alpha \in \partial \tilde{X}} B^0_{o,\alpha}(y) d\lambda(\alpha).$$

$B^0_{o,\alpha}$ is convex along geodesic segments and strictly convex along segments which do not have an endpoint at $\alpha$, hence $B(y, \lambda)$ has a unique minimum for non-atomic $\lambda$ [3, Appendix A]. Denote this minimum by $\text{bar}(\lambda)$; this is the barycenter of $\lambda$. It is a straightforward exercise to check that the barycenter of $\lambda$ is $\Gamma$-equivariant:

$$\text{bar}(\gamma \ast \lambda) = \gamma \cdot \text{bar}(\lambda)$$

for all $\gamma \in \Gamma$.

3 Geometric lemmas

3.1 Cusps in convex projective manifolds

The arguments in this paper which go beyond those in [1] are primarily about the cusps of the finite volume but noncompact Hilbert geometry. As in hyperbolic geometry, a cusp is a small neighborhood of a boundary component in the manifold, and its holonomy group is called the cusp group. The boundary component of a cusp is called an end. In the finite volume case, all cusps are maximal rank cusps, meaning the boundary component is compact. A nice simplifying feature in this setting is the following description of the cusps:

**Theorem 3.1** ([13, Theorem 0.4], [13, Theorem 0.5], [14, Theorem 1.7]) Every maximal rank cusp in a strictly convex real projective manifold is projectively equivalent to a hyperbolic cusp of the same dimension, meaning the cusp holonomies are conjugate.

In particular, the end of a maximal rank cusp is a single point, and Theorem 3.1 implies the stabilizing cusp group is virtually $\mathbb{Z}^{n-1}$, where $n$ is the dimension of the manifold.

On the level of the universal cover, each lift of an end is a bounded parabolic point, which is a point in the boundary of the universal cover whose stabilizer contains only parabolic isometries, and preserves and acts cocompactly on each horosphere centered at the fixed bounded parabolic point [13, Proposition 5.6], [14, Théorème 3.3]. Parabolic isometries are...
defined as elements of the group for which the infimum of the displacement of a point with respect to the Hilbert metric is equal to zero and not realized. Though the notion of parabolic point is more general than the notion of bounded parabolic point, there is no need for this distinction in our setting, hence we will use the term parabolic point to refer throughout to the lift of an end in the quotient to the universal cover. A stabilizer of a parabolic point is called a parabolic group.

A more explicit result implying Theorem 3.1 is the following:

**Theorem 3.2** ([14, Théorème 7.14]) Let $\Omega$ be a properly, strictly convex domain in $\mathbb{RP}^n$ with $C^1$ boundary, and let $P$ be a maximal rank parabolic subgroup of $\text{PSL}(n+1, \mathbb{R})$ preserving $\Omega$ which fixes the boundary point $p$. Then there exist $P$-invariant osculating ellipsoids to $\Omega$ at $p$, denoted $\mathcal{E}_{in}$ and $\mathcal{E}_{out}$, meaning

- $\mathcal{E}_{in} \subset \Omega \subset \mathcal{E}_{out}$,
- $\partial \mathcal{E}_{in} \cap \partial \Omega = \partial \mathcal{E}_{out} \cap \partial \Omega = \{p\}$,
- $\mathcal{E}_{in}$ is a horoball in $\mathcal{E}_{out}$ endowed with the Hilbert metric.

With this theorem we easily establish the following fact, which will be employed later:

**Lemma 3.3** For any $\epsilon_0 > 0$, any parabolic point $\tilde{\Theta}$ in $\partial_\infty \tilde{\Omega}$ with stabilizer $\Gamma_{\tilde{\Theta}}$, and any finite set of elements $p_1, \ldots, p_{n-1} \in \Gamma_{\tilde{\Theta}}$, there exists an open horoball $U$ centered at $\tilde{\Theta}$ such that if $x \in U$ then $d_{\Omega}(x, p_i x) < \epsilon_0$ for all $i = 1, \ldots, n-1$.

**Proof** Let $\Omega$ be a properly convex domain in $\mathbb{RP}^n$, and represent $\Gamma$ as a discrete group of projective transformations acting cofinitely on $\Omega$ such that the quotient $\Omega/\Gamma$ is isometric to $Y_{\Omega}$ when endowed with the Hilbert metric (and hence $\Omega$ is isometric to $\tilde{Y}_{\Omega}$). By Theorem 3.2, there is a $\Gamma_{\tilde{\Theta}}$-invariant ellipsoid $\mathcal{E}$ contained in $\Omega$, and tangent to $\Omega$ at $\tilde{\Theta}$. Since $\mathcal{E}$ with the Hilbert metric is isometric to hyperbolic $n$-space, for all $\epsilon > 0$ there is a horoball $H^\mathcal{E}$ centered at $\tilde{\Theta}$ in the metric space $(\mathcal{E}, d_\mathcal{E})$ such that for all $x \in H^\mathcal{E}$ and $i = 1, \ldots, n-1$, we have $d_\mathcal{E}(x, p_i x) < \epsilon$.

Since $\Gamma_{\tilde{\Theta}}$ preserves both $\Omega$ and $\mathcal{E}$ as a parabolic group, $\Gamma_{\tilde{\Theta}}$ preserves and acts cocompactly on horospheres for the metric spaces $(\Omega, d_\Omega)$ and $(\mathcal{E}, d_\mathcal{E})$. Thus since $\mathcal{E}$ is a subset of $\Omega$, there exists a horoball $H^\Omega$ for the metric space $(\Omega, d_\Omega)$ which is contained in $H^\mathcal{E}$.

Lastly, it is a straightforward observation using the cross-ratio that if $\mathcal{E} \subset \Omega$, then $d_\mathcal{E} \geq d_\Omega$ when restricted to $\mathcal{E}$. Thus for all $x \in H^\mathcal{E} \subset H^\Omega$ and all $i = 1, \ldots, n-1$,

$$d_\Omega(x, p_i x) \leq d_\mathcal{E}(x, px) < \epsilon.$$

$\square$

### 3.2 Barycenters of visual and Patterson-Sullivan measures

In this section we first prove some general lemmas about the barycenter map and the families of visual and Patterson-Sullivan measures. Then we prove some specific results on the behavior of these objects for points in the cusp of one of our manifolds.

Below we will denote a closed half-space in the hyperbolic space $\tilde{Y}_0$ by $H$. The hyperplane boundary of $H$ in $\tilde{Y}_0$ is denoted $\partial H$. The boundary at infinity of $H$ is denoted by $\partial_\infty H$.

**Lemma 3.4** For any $y \in \tilde{Y}_0$, $\text{bar}(v_y) = y$. 

[Springer]
Proof Fix a basepoint \( o \in \tilde{Y}_0 \). By Definition 2.4, \( \text{bar}(v_y) \) occurs at the unique point \( y' \in Y \) where \( d_{\text{B}}(y', v_y) = 0 \). A simple calculation using the fact that \( d_{\text{B}}(y', \alpha) = -v(y', \alpha) \) proves that this happens when \( y' = y \).

The following Lemma is similar in spirit to [5, Lemma 3.2].

**Lemma 3.5** There is a uniform constant \( D > 0 \) such that the following holds. If \( \lambda \in \mathcal{M}(\partial_{\infty} \tilde{Y}_0) \), \( \text{bar}(\lambda) \) is defined, and \( H \) is a closed halfspace in \( \tilde{Y}_0 \) such that \( \lambda(\partial_{\infty} H) > \frac{2}{3} \| \lambda \| \), then \( d_{g_0}(\text{bar}(\lambda), H) \leq D \).

**Proof** First, for the hyperbolic space \( \tilde{Y}_0 \), it is clear that there exists a constant \( D \) such that for any \( \alpha \in \partial_{\infty} H \), if \( d_{g_0}(y, H) > D \) then \( \langle v(y, H), v(y, \alpha) \rangle > \frac{1}{2} \). (Here \( \langle v_1, v_2 \rangle = g_0(v_1, v_2) \).) Suppose \( \lambda(\partial_{\infty} H^+) > \frac{2}{3} \| \lambda \| \) and let \( y \) be any point with \( d_{g_0}(y, H) > D \). Then

\[
\langle v(y, H), -d_{\text{B}}(y, \lambda) \rangle = \int_{\alpha \in \partial \tilde{Y}_0} \langle v(y, H), v(y, \alpha) \rangle d\lambda(\alpha)
\]

\[
= \int_{\alpha \in \partial_{\infty} H} \langle v(y, H), v(y, \alpha) \rangle d\lambda(\alpha)
\]

\[
+ \int_{\alpha \notin \partial_{\infty} H} \langle v(y, H), v(y, \alpha) \rangle d\lambda(\alpha)
\]

\[
> \frac{1}{2} \lambda(\partial_{\infty} H) - (\| \lambda \| - \lambda(\partial_{\infty} H)) > 0,
\]

since \( \lambda(\partial_{\infty} H) > \frac{2}{3} \| \lambda \| \). Since \( d_{\text{B}}(y, \lambda) \neq 0 \), \( y \) cannot be \( \text{bar}(\lambda) \).

**Lemma 3.6** For all measurable \( A \subset \partial_{\infty} \tilde{Y}_0 \),

\[
e^{-hd_{\Omega}(x,y)\mu_x}(A) \leq \mu_x \langle y A \rangle \leq e^{hd_{\Omega}(x,y)\mu_x}(A).
\]

**Proof** The transformation rule of the Patterson-Sullivan family and the 1-Lipschitz property of Busemann functions (Definitions 2.3 and 2.2) together imply

\[
e^{-hd_{\Omega}(x,y)\mu_x} \leq \frac{d\mu_x^{-1}(\beta)}{d\mu_x}(\beta) \leq e^{hd_{\Omega}(x,y)\mu_x}.
\]

The result now follows from the quasi-\( \Gamma \)-invariance of the Patterson-Sullivan measures. 

Key in our arguments in Sect. 5 will be control of the visual and Patterson-Sullivan measures for points in a cusp. These are provided by the following Lemmas.

**Lemma 3.7** Let \( H \) be any open halfspace in the hyperbolic space \( \tilde{Y}_0 \) such that \( \partial_{\infty} H \) contains \( \tilde{\Theta} \). Then there exists a horoball \( B'_1 \subset \tilde{Y}_0 \) based at \( \tilde{\Theta} \) such that for all \( y \in B'_1 \), \( v_y(\partial_{\infty} H) > \frac{2}{3} \| v_y \| \).

**Proof** Consider the upper-halfspace model for \( \tilde{Y}_0 \cong \mathbb{H}^n \) (see Fig. 1). Without loss of generality, we may assume \( \tilde{\Theta} \) is the ideal point with infinite vertical coordinate, and that \( H \) is the complement of the Euclidean ball of radius one centered at the origin.

Let \( D \) be the Euclidean ball of radius one centered at the origin in \( \partial_{\infty} \mathbb{H}^n \). That is, \( D \) is the complement in the boundary at infinity of \( \partial_{\infty} H \). It is easy to see that in the visual metric induced on \( \partial_{\infty} \mathbb{H}^n \) by a point \( z_t = (0, \ldots, 0, t) \), \( D \) is a ball of radius \( r_t \) with \( r_t \) strictly decreasing to 0 as \( t \to \infty \). Therefore we may take \( t^* \) sufficiently large that for \( z := z_{t^*} \), \( v_z(D) < \frac{1}{3} \| v_z \| \). Note that \( t^* > 1 \). Let \( B'_1 \) be the horoball centered at \( \tilde{\Theta} \) whose boundary
contains \( z \); that is, \( B'_1 \) is all points with vertical coordinate \( \geq t^* \). To complete the proof, we show that for any \( y \in B'_1, v_y(D) < \frac{1}{3} \| v_z \| \).

Let \( a = (0, \ldots, 0, 1) \) and let \( b \) be the closest point on \( \partial H \) to \( y \). Note that \( d(z, a) \leq d(y, b) \). The hyperplane \( \partial H \) is isometric to \( \mathbb{H}^{n-1} \) and any isometry \( g \) of \( \partial H \) extends uniquely to an (orientation-preserving) isometry \( \bar{g} \) of \( \mathbb{H}^n \). Let \( g \) be an isometry of \( \partial H \) taking \( b \) to \( a \).

Its extension \( \bar{g} \) takes the geodesic ray perpendicular to \( \partial H \) at \( b \) to the perpendicular ray from \( a \). Hence \( \bar{g}(y) \) lies on the vertical axis, and since \( d(z, a) \leq d(y, b) = d(\bar{g}(y), \bar{g}(b)), \bar{g}(y) = (0, \ldots, 0, t) \) for some \( t \geq t^* \). Note finally that \( \bar{g}(D) = D \). Therefore,

\[
v_y(D) = v_{\bar{g}(y)}(\bar{g}(D)) = v_z(D) \leq v_z(D) < \frac{1}{3} \| v_z \| = \frac{1}{3} \| v_y \|,
\]

as desired. \( \square \)

**Lemma 3.8** (Compare with Lemma 5.2 in [5]) Let \( H \) be any open half-space in \( \tilde{\mathcal{Y}}_0 \) for which \( \partial_{\infty} H \) contains the bounded parabolic point \( \tilde{\Theta} \). Then there exists a horoball \( B_1 \subset \tilde{\mathcal{Y}}_0 \) based at \( \tilde{\Theta} \) such that for all \( x \in \tilde{f}^{-1}(B_1), \tilde{f}_* \mu_x(\partial_{\infty} H) > \frac{2}{3} \| \mu_x \| \).

**Proof** For any non-identity element \( \gamma \) of the parabolic subgroup \( \Gamma_{\tilde{\Theta}} \) stabilizing \( \tilde{\Theta} \), choose a fundamental domain \( D_\gamma \) for the action of \( \gamma \) on \( \partial_{\infty} \tilde{\mathcal{Y}}_0 \). Then there exist integers \( a_\gamma, k_\gamma \) such that

\[
\partial_{\infty} \tilde{\mathcal{Y}}_0 \setminus \partial_{\infty} H \subseteq \bigcup_{i=a_\gamma}^{a_\gamma+k_\gamma} \gamma^i(D_\gamma).
\]
Then we can compute as follows:

\[
\tilde{f}_* \mu_x \left( \partial_\infty \tilde{Y}_0 \setminus \partial_\infty H \right) \leq \sum_{i=0}^{k_y} \tilde{f}_* \mu_x \left( \gamma^{i+a \gamma} (D \gamma) \right) \leq \sum_{i=0}^{k_y} e^{hd_\Omega(x, y \gamma)} \tilde{f}_* \mu_x \left( \gamma^{a \gamma} (D \gamma) \right)
\]

\[
\leq \sum_{i=0}^{k_y} e^{i-hd_\Omega(x, y \gamma)} \tilde{f}_* \mu_x \left( \gamma^{a \gamma} (D \gamma) \right) = \frac{1 - e^{(k_y+1)hd_\Omega(x, y \gamma)}}{1 - e^{hd_\Omega(x, y \gamma)}} \tilde{f}_* \mu_x \left( \gamma^{a \gamma} (D \gamma) \right).
\]

The second inequality comes from applying Lemma 3.6 and using the \( \Gamma \)-equivariance of \( \tilde{f} \).

The third comes from a simple application of the triangle inequality. On the other hand,

\[
\| \tilde{f}_* \mu_x \| = \sum_{i \in \mathbb{Z}} \tilde{f}_* \mu_x \left( \gamma^{i+a \gamma} (D \gamma) \right) \geq \sum_{i \in \mathbb{Z}} e^{-hd_\Omega(x, y \gamma)} \tilde{f}_* \mu_x \left( \gamma^{a \gamma} (D \gamma) \right) \geq \frac{1}{1 - e^{-hd_\Omega(x, y \gamma)}} \| \tilde{f}_* \mu_x \| \gamma^{a \gamma} (D \gamma).
\]

Again, the first inequality uses Lemma 3.6 and the second the triangle inequality. Therefore,

\[
\frac{\tilde{f}_* \mu_x \left( \partial_\infty \tilde{Y}_0 \setminus \partial_\infty H \right)}{\| \tilde{f}_* \mu_x \|} \leq \frac{1 - e^{(k_y+1)hd_\Omega(x, y \gamma)}}{1 - e^{hd_\Omega(x, y \gamma)}} - e^{-hd_\Omega(x, y \gamma)}.
\]

Now choose \( \epsilon_0 > 0 \) so small that \( e^{k_y} - e^{-\epsilon_0} < \frac{1}{3} \). By Lemma 3.3 and the properness of \( \tilde{f} \), we can choose a horoball \( B_1 \) centered at \( \tilde{\Theta} \) such that for all \( x \in \tilde{f}^{-1}(B_1) \), we have \( d_\Omega(x, y \gamma) < \epsilon_0 \). Therefore, for all such \( x \) the argument above bounds \( \tilde{f}_* \mu_x \left( \partial_\infty H \right) \) as desired, since \( \| \tilde{f}_* \mu_x \| = \| \mu_x \| \) by definition of the push-forward.

\[\square\]

### 4 The natural map and its Jacobian

We now turn to the natural map, the main tool of the Besson–Courtois–Gallot approach. The arguments in this section will only be sketched as they are standard adaptations of the barycenter method. Details specific to the Hilbert geometry setting can be found in [1] (or [11] for the Finsler manifold setting), and details on the method in general can be found in [3] with a survey in [12].

**Definition 4.1** The natural map is \( \Phi : \tilde{Y}_0 \rightarrow \tilde{Y}_0 \) given by

\[\Phi(x) = \text{bar}(\tilde{f}_* \mu_x).\]

It is easy to check that the natural map is \( \Gamma \)-equivariant, and so descends to a natural map \( \Phi : Y_\Omega \rightarrow Y_0 \). This map is used to compare the volumes of \( Y_\Omega \) and \( Y_0 \) since its Jacobian can be bounded.

**Definition 4.2** Let \( g \) be any Riemannian metric on \( Y_\Omega \). We define the eccentricity factor of \( F_\Omega \) with respect to \( g \) as

\[N(F_\Omega, g) := \sup_{y \in Y_\Omega} \max_{v \in S^1(y)} \frac{F_\Omega(v)^n \text{Vol}_g(B_{F_\Omega}(1, y))}{\text{Vol}_g(B_g(1, y))},\]
where $B_{1}(1, y)$ is the ball of radius of 1 in the tangent space at $y$ with respect to the given norm.

It is an easy exercise to see that $N(F_{\Omega}, g) \geq 1$.

**Remark 4.3** We note that, a priori, $N(F_{\Omega}, g)$ may be infinite, since $Y_{\Omega}$ is non-compact. The statement of Theorem 1.1 holds in this case, but does so trivially and Corollary 1.2 does not follow in this case. In Sect. 6 we will show that there is in fact a $g$ such that $N(F_{\Omega}, g) < \infty$.

**Proposition 4.4** For any Riemannian metric $g$ on $Y_{\Omega}$, the Jacobian of $\tilde{\Phi}$ at any point $y \in \tilde{Y}_{\Omega}$ satisfies

$$|Jac(\tilde{\Phi})(y)| \leq \frac{h(F_{\Omega})^{n}}{h(g_{0})^{n}}N(F_{\Omega}, g).$$

If equality holds at any $y$, then $D_{y} \tilde{\Phi} : (T_{y} \tilde{Y}_{\Omega}, F_{\Phi(y)}) \to (T_{\tilde{\Phi}(y)} \tilde{Y}_{0}, g_{0})$ is an isometry composed with a homothety.

Proposition 4.4 is proved in §3.2 of [1], following Boland and Newberger’s [11] adaptation of [3]. The argument is conducted entirely at the level of the universal covers, so it works in any setting where the natural map can be defined and differentiated, without the requirement that the quotient be compact.

In the argument in §3.2 of [1], it is noted that differentiability of the natural map hinges on differentiability of the Busemann functions $B_{x, \beta}^{\Omega}(-)$ (Definition 2.2). In the setting of strictly convex Hilbert geometries admitting a finite volume quotient, the boundary is $C^{1+\alpha}$ for some $\alpha > 0$ at every point in $\partial \Omega$ [15, Corollary 1.5]. Since the Finsler metric has the same regularity as the boundary, the Busemann functions $B_{x, \beta}^{\Omega}(y)$ are differentiable in $y$.

5 The natural map is proper

To use the Jacobian bound given by 4.4 to compare the volumes of $Y_{\Omega}$ and $Y_{0}$, we need to know that $\Phi$ is proper. This was also the case for the extensions [5] and [29] of entropy rigidity to the Riemannian, finite-volume setting. Our proof closely follows [5], avoiding some of the complications in [29] by relying on the particularly nice geometric properties of Hilbert geometries.

We prove that $\Phi$ is proper by proving that it is homotopic via a proper homotopy to the proper map $f$. It is easy to check that a map proper homotopic to a proper map is itself proper. The particular homotopy we use is as follows:

**Definition 5.1** Let

$$\tilde{\Psi} : [0, 1] \times \tilde{Y}_{\Omega} \to \tilde{Y}_{0},$$

$$(t, x) \mapsto \text{bar}(t \tilde{f}_{x} \mu_{x} + (1 - t)v_{f(x)}).$$

By Definition 4.1, $\tilde{\Psi}(1, x) = \tilde{\Phi}(x)$, and by Lemma 3.4, $\tilde{\Psi}(0, x) = \tilde{f}(x)$.

**Lemma 5.2** $\tilde{\Psi}$ is continuous.

**Proof** First, $\tilde{f}_{x}, x \mapsto \mu_{x}$, and $f_{x} : \mathcal{M}(\partial_{\infty} \tilde{Y}_{\Omega}) \to \mathcal{M}(\partial_{\infty} \tilde{Y}_{0})$ are continuous. Then using that $\nu_{-} : \tilde{Y}_{0} \to \mathcal{M}(\partial_{\infty} \tilde{Y}_{0})$ is continuous, $x \mapsto v_{f(x)}$ is continuous. Finally $\text{bar} : \mathcal{M}(\partial_{\infty} \tilde{Y}_{0}) \to \tilde{Y}_{0}$ is continuous. So $\tilde{\Psi}$ is continuous in $x$ for all $t \in [0, 1]$.

Continuity in $t$ follows from the continuity of $\text{bar}$. $\square$
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It is clear that $\tilde{\Psi}$ is $\Gamma$-equivariant in its second variable, and so descends to a homotopy of maps between $Y_{\Omega}$ and $Y_0$. Our goal is to prove:

Proposition 5.3

We approach the proof of Proposition 5.3 via the following Lemma. The scheme of the proof is similar to the approaches to Theorem 3.1 and Proposition 5.1 in [5].

Lemma 5.4
Proof of Lemma 5.4 Suppose that the condition given in the statement of the lemma holds. Let $K \subset Y_0$ be compact. We want to show that $\Psi^{-1}(K) \subset [0, 1] \times Y_{\Omega}$ is compact. Without loss of generality, we can assume that $K$ is of the form $Y_0 \setminus \left( \bigcup_{i=1}^{n} U_{0}^{(i)} \right)$, where $U_{0}^{(i)}$ is a neighborhood of the $i$th cusp of $Y_0$.

For each $i$, pick $U_{1}^{(i)} \subset U_{0}^{(i)}$ as described in the statement of the Lemma. $Y_0 \setminus \left( \bigcup_{i=1}^{n} U_{1}^{(i)} \right)$ is compact, and $f$ is a proper map, so $f^{-1} \left( Y_0 \setminus \left( \bigcup_{i=1}^{n} U_{1}^{(i)} \right) \right)$ is compact.

Now suppose that $\Psi_t(x) \in K = Y_0 \setminus \left( \bigcup_{i=1}^{n} U_{0}^{(i)} \right)$. Then by the condition of the Lemma, $f(x) \notin \bigcup_{i=1}^{n} U_{1}^{(i)}$ and so $x \in f^{-1} \left( Y_0 \setminus \left( \bigcup_{i=1}^{n} U_{1}^{(i)} \right) \right)$, a compact set. $\Psi^{-1}(K)$ is closed, so $\Psi^{-1}(K)$ is a closed subset of $[0, 1] \times f^{-1} \left( Y_0 \setminus \left( \bigcup_{i=1}^{n} U_{1}^{(i)} \right) \right)$. Therefore, $\Psi^{-1}(K)$ is compact, as desired.

Proof of Proposition 5.3 We prove the condition of Lemma 5.4. Lift a cusp $\Theta$ in $Y_0$ to a bounded parabolic point $\tilde{\Theta} \in \partial_{\infty} \tilde{Y}_0$. Then there exists a horoball $B_0$ in $\tilde{Y}_0$ centered at $\tilde{\Theta}$ which is contained in a lift $\tilde{U}_0$ of $U_0$ around $\tilde{\Theta}$.

Let $H_0$ be a halfspace in $\tilde{Y}_0$ so that $\partial_{\infty} H_0$ contains $\tilde{\Theta}$ and $\tilde{Y}_0 \setminus H_0$ contains a fundamental domain for the action of $\Gamma_{\tilde{\Theta}}$ on the horosphere $\partial B_0$. Let $D$ be the constant provided by Lemma

Springer
3.5. Let $H_1$ be a second halfspace, chosen so that $H_1$ contains $\Theta$ and the $D$-neighborhood of $H_1$ is contained in $H_0$. Using Lemma 3.8, let $B_1$ be a horoball based at $\Theta$ inside $H_1$ such that for all $x \in f^{-1}(B_1)$,

$$f\ast\mu_x(\partial_{\infty}H_1) > \frac{2}{3}\|\mu_x\|.$$ 

By Lemma 3.7, we can shrink $B_1$ if needed so that for all $y \in B_1$, we have moreover that $v_y(\partial_{\infty}H_1) > \frac{2}{3}$ (See Fig. 2b.). Let $U_1$ be the projection of $B_1$ to $Y_0$.

Now suppose that $\tilde{f}(x) \in B_1$, i.e., $x$ projects to a point in $Y_0$ which maps to $U_1$ under $f$. Then $\tilde{f}(x) \in B_1$, $f\ast\mu_x(\partial_{\infty}H) > \frac{3}{2}\|\mu_x\|$, and $v_{\tilde{f}(x)}(\partial_{\infty}H) > \frac{2}{3}$. Therefore, for all $t \in [0, 1]$,

$$(t\tilde{f}\ast\mu_x + (1 - t)v_{\tilde{f}(x)})(\partial_{\infty}H) > t\left(\frac{2}{3}\|\mu_x\|\right) + (1 - t)\frac{2}{3} = \frac{2}{3}(t\|\mu_x\| + (1 - t)v_{\tilde{f}(x)}) = \frac{2}{3}||t\tilde{f}\ast\mu_x + (1 - t)v_{\tilde{f}(x)}||.$$

By Lemma 3.5, for all $t \in [0, 1]$, $d_{g_0}(\text{bar}(t\tilde{f}\ast\mu_x + (1 - t)v_{\tilde{f}(x)}), H_1) < D$. Therefore, by the choice of $H_1$, for all $t$, $\Psi_t(x) \in H_0$. Thus, $\Psi_t(x) \in U_0$ for all $x \in f^{-1}(U_1)$, proving the condition of Lemma 5.4 as desired.

\section{6 Proof of the main theorem}

We are now ready to prove our main theorem, but before doing so we need a Riemannian metric on $Y_\Omega$ so that $N(F_\Omega, g) < \infty$. We have such a choice in the Blaschke metric, also known as the affine metric (see for instance [8, Definition 2.2] and [19,20]). This metric exists for any properly convex manifold and is easily seen to be projectively invariant, so it descends to $Y_\Omega$. Moreover, we have the following uniform comparison between the Hilbert and Blaschke metrics observed by Benoist and Hulin:

\begin{proposition}[{[8, Proposition 3.4]}] Given any properly convex domain $\Omega$ in $\mathbb{RP}^n$, there exists a constant $K_n \geq 1$ depending only on $n$ such that for all $v \in T\Omega$,

$$\frac{1}{K_n}A_\Omega(v) \leq F_\Omega(v) \leq K_n A_\Omega(v)$$

where $A_\Omega$ is the norm defined by the Blaschke metric.
\end{proposition}

\begin{remark}
In fact, Proposition 6.1 is true for any natural projectively invariant norm defined for properly convex open sets, by a cocompactness argument following a theorem of Benzecri [6]. See also [24, §9, Prop9.7].
\end{remark}

\begin{remark}
Under the assumption that $\Omega$ admits a discrete action by a noncompact group $\Gamma$ of projective transformations, the Blaschke and Hilbert metrics agree if and only if $\Omega$ is an ellipsoid. Since the fundamental group of a finite volume manifold is not compact, this applies to our setting.

To see this, first assume $\Omega$ is an ellipsoid. Then $\Omega$ admits a transitive action by a group of projective transformations, which are isometries for both the Blaschke metric and the Hilbert metric, hence the metrics agree in this case.

Conversely, if the metrics agree, then the Hilbert metric is a regular Finsler metric, meaning the norm is $C^2$ with positive definite Hessian, since the Blaschke metric is in fact analytic.
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and positive definite ( [19], or see [30, §1.2] for the statements in less generality which is relevant here). If the Hilbert norm is a regular Finsler norm then either $\Omega$ is an ellipsoid or has a compact isometry group ( [28], see also [18, Theorem 2.2]). By assumption, it follows that $\Omega$ is an ellipsoid.

**Lemma 6.4** Let $g_\Omega$ be a family of projectively invariant Riemannian metrics on properly convex domains $\Omega$ in $\mathbb{R}P^n$. Then there is a constant $K_n(g_\Omega)$ such that for all properly convex domains $\Omega$,

$$K_n^{-2n} \leq N(F_\Omega, g_\Omega) \leq K_n^{2n}$$

where $N(F_\Omega, g_\Omega)$ is the eccentricity factor from Definition 4.2.

**Proof** For the proof, we suppress the subscripts and let $F = F_\Omega$ denote the Finsler Hilbert norm on $\Omega$ and $g = g_\Omega$ the Riemannian metric. Since the metric $g$ is projectively invariant, let $K = K_n(g)$ be the uniform constant comparing these metrics given in Remark 6.2. Then for all $y \in Y_\Omega$ and $v \in S_g(1, y)$, since $g$ is Riemannian,

$$K^{-2n} \leq \frac{(K^{-1})^n \text{Vol}_g(B(K^{-1}, y))}{\text{Vol}_g(B(1, y))} \leq \frac{F(v)^n \text{Vol}_g(B_F(1, y))}{\text{Vol}_g(B_g(1, y))} \leq \frac{K^n \text{Vol}_g(B_g(K, y))}{\text{Vol}_g(1, y)} \leq K^{2n}.$$

The result follows. \(\square\)

Note that by Remark 6.3, we can choose $K_n(A_\Omega) = 1$ where $A_\Omega$ is the Blaschke metric if and only if $\Omega$ is an ellipsoid, and hence $N_\Omega = 1$ if and only if $(\tilde{Y}_\Omega, F_\Omega)$ and $(\tilde{Y}_0, g_0)$ are already isometric.

We now prove our main theorem and its corollary:

**Theorem 6.5** Let $Y_\Omega$ be a finite volume convex projective manifold of dimension $n \geq 3$, equipped with its Hilbert metric. Suppose that $Y_0$ is a hyperbolic structure on the same manifold. Then

$$N_\Omega h(F_\Omega)^n \text{Vol}(Y, F_\Omega) \geq h(g_0)^n \text{Vol}(Y, g_0)$$

where $N_\Omega := N_\Omega(F_\Omega, A_\Omega) \geq 1$ is the eccentricity factor of the Hilbert metric relative to the Blaschke metric.

Furthermore, equality holds if and only if $(Y, F_\Omega)$ is isometric to $(Y, g_0)$.

**Proof** Proposition 5.3, together with the properness of $f$ immediately implies that the natural map $\Phi$ is proper. The fact that $\Phi$ is proper then allows us to compare the volumes of $Y_\Omega$ and $Y_0$ by integrating over compact exhaustions of these space and using the Jacobian bound of Proposition 4.4 to prove the desired inequality.

If equality holds, then the equality case of Proposition 4.4 must hold at almost all points. That it holds at a single point $x$ in $\tilde{Y}_\Omega$ tells us that the unit sphere in $T_x \tilde{Y}_\Omega$ is an ellipsoid, and in particular is $C^2$ with positive definite Hessian. Then the Hilbert norm is $C^2$ with positive definite Hessian, meaning it is a regular Finsler norm. As in Remark 6.3, if the Hilbert norm on a properly convex domain $\Omega$ is $C^2$, then either $\Omega$ is an ellipsoid or has a compact isometry group ( [28], see also [18, Theorem 2.2]). Since the fundamental group of the quotient is not compact and acts by isometries on $\tilde{Y}_\Omega = \Omega$, we conclude $\Omega$ must be an ellipsoid. Then the Mostow-Prasad Rigidity Theorem [26] implies that $(Y_\Omega, F_\Omega)$ and $(Y_0, g_0)$ are isometric. \(\square\)
Proof of Corollary 1.2 By Theorem 6.5,
\[ \text{Vol}(Y, F_\Omega) \geq \left( \frac{h(g_0)}{h(F_\Omega)} \right)^n N_\Omega^{-1} \text{Vol}(Y, g_0). \]
The volume growth entropy satisfies the inequality \( h(F_\Omega) \leq n - 1 = h(g_0) \) [30, Theorem 2], so by Lemma 6.4,
\[ \text{Vol}(Y, F_\Omega) \geq N_\Omega^{-1} \text{Vol}(Y, g_0) \geq K_n^{-2n} \text{Vol}(Y, g_0). \]
Taking \( D = K_n^{-2n} \) finishes the proof. \( \square \)

Remark 6.6 The inequality \( h_\Omega \leq n - 1 \) is proven in generality by Tholozan [30]. When \( \Omega \) admits a quotient of finite-volume, Barthelmé-Marquis-Zimmer showed that \( h_\Omega = n - 1 \) if and only if \( \Omega \) is an ellipsoid [10], generalizing a result of Crampon assuming the quotient is compact [16].
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