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ABSTRACT Finite-time leader-following consensus problem of second-order multi-agent system (MAS) with nonlinear dynamics under directed communication topology is investigated in this paper. Based on the event triggered mechanism, a novel finite-time integral sliding mode control strategy is proposed to guarantee that the consensus stability of MAS can be reached within the upper limit of the time, which can be predicted according to the initial state of MAS. The event-triggered condition on the basis of the defined novel measurement error effectively reduces the energy dissipation of the system and the update frequency of the controller, and the deduced lower bound expression of the event-triggered time interval avoids the occurrence of zeno behavior. Numerical simulation results illustrate the effectiveness and feasibility of the proposed algorithm.
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I. INTRODUCTION

In recent years, with the rapid development of high and novel technologies such as computers and artificial intelligence, the MAS with parallel computing capabilities and distributed collaborative control technology has been widely used in the fields of filters in sensor networks, collaborative control of drone formations, intelligent transportation and so on. The MAS interacts with information through the communication topology, thereby cooperating to complete tasks, so it has stronger fault tolerance, robustness and scalability [1]. And the information transmission and sharing capabilities of the system have become important factors affecting the consensus control of MAS.

In the traditional time-triggered mechanism, Agents exchange information and update control protocols after a fixed period of time. Its effectiveness and robustness have been relatively mature in the 1990s [2], [3], and have been widely used in first-order [4], [5], [6] and second-order [7], [8], [9] MAS. In an actual MAS, communication resources such as the bandwidth of the communication network and the energy of the agent itself are extremely limited. The traditional periodic sampling mechanism can reduce the communication frequency of the system to a certain extent. However, when the system is operating under relatively ideal situations or the states of the system tends to be consistent, still adopting a fixed time period for information interaction will inevitably cause the waste of limited communication resources. Therefore, it is necessary to design a reasonable communication trigger mechanism to economize limited communication resources, so as to realize the consensus control of MAS. Astrom K.J. proposed an event-triggered control strategy in the monograph [10], which is different from the time-triggered mechanism. The event-triggered mechanism is a communication trigger mechanism that only conducts information interaction when it is “needed”, that is, when the behavior set by the mechanism occurs (such as the error value of the system state reaches a certain threshold),
the system conducts information interaction, control protocols update and other operations. Therefore, the introduction of the event-triggered mechanism in the consensus control of MAS can greatly reduce the communication frequency, economize communication resources and reduce the energy loss of the agent itself. The control strategy based on the event-triggered mechanism has become a hotspot of research by scholars due to its flexibility, intelligence and development prospects.

The event-triggered mechanism has been applied earlier in the single agent system. In [11], the injection engine compressor control protocol based on the event-triggered mechanism can effectively reduce the update frequency of the controller. In MAS, Dimarogonas proposed a distributed event-triggered control protocol in [12], in which each agent updates the control protocol at its own event-triggered time, but needs to consider the state of the neighbor agent at the latest trigger time. In order to further economize communication resources and reduce the event-triggered frequency, the dynamic event-triggered mechanism starts from another angle and introduces internal dynamic variables on the basis of static event-triggered control, such as [13].

Another key factor that affects the consensus control of MAS is the convergence time. The asymptotic consensus of the system means that the state of the agent tends to be consistent when time tends to infinity, so the convergence speed cannot be guaranteed, such as the asymptotic consensus controllers in [5], [6], [7]. However, the finite-time consensus can make the system state consistent in a predictable time according to the initial conditions. It has greater research significance due to its faster convergence speed and better anti-interference performance, for example [8], [9]. In order to reduce the number of updates of the system while ensuring the convergence speed of the MAS, the finite-time consensus problem based on event-triggered mechanism under the fixed topology and switching topology respectively was studied [14], and reference [15] discussed the finite-time consensus problem based on event-triggered mechanism under the directed communication topology. However, in practical MAS, there is often the influence of nonlinear dynamics. Literature [16] designed a distributed finite-time consensus controller for the second-order nonlinear MAS under undirected communication topology, and reference [17] proposed a finite-time sliding mode algorithm with faster convergence speed for the consensus problem of second-order nonlinear MAS under directed network topology, but the controllers designed in [16], [17] did not possess the event-triggered mechanism that could economize communication resources. For two situations of leader and no leader, two non-linear event-triggered control strategies were proposed for the finite-time consensus problem under the undirected network topology in [18]. Due to the robustness of the sliding mode control for model uncertainty and external interference, in [19], a finite-time integral sliding mode control method was proposed to solve the consensus problem of second-order MAS with disturbances. Compared with the reference [19], not only a finite-time integral sliding mode control algorithm is utilized to eliminate the influence of bounded disturbances for the consensus problem of first-order MAS, but also the event-triggered mechanism was introduced in the controller [20].

If the event is triggered infinitely many times within a finite time, the phenomenon is called zeno behavior [21]. In the research of event-triggered strategy, a key task is to exclude zeno behavior. At present, there are two main ways to eliminate the occurrence of zeno behavior. One is that a fixed positive lower bound proved existing in time interval between any two adjacent event-triggered moments. For example, the event-triggered strategy combined with periodic sampling proposed only detected events at the sampling point [22], so the event-triggered time only occurs at the sampling point, and reference [23] proposed a non-periodic intermittent detection event-triggered condition ensuring that the time interval of the event-triggered moment is a fixed constant number. Another way is that proving that zeno behavior does not exist is the method of proof by contradiction. First assume that there is zeno behavior, then there is a convergence point in the sequence of event-triggered moments (the limit value of the event-triggered moment is a fixed normal number), and then prove that this assumption contradicts the inherent nature of the system, excluding the existence of zeno behavior [24], [25]. The application of event-triggered mechanism in the consensus control of MAS has achieved certain theoretical results, but most of the theoretical researches focus on the first-order MAS. In the second-order MAS, not only including the consensus of the position, but also the consensus of the speed, so it is more complicated and more difficult. In [26], a necessary condition for solving the consensus problem of second-order MAS is that the directed graph has a directed spanning tree. Finite-time event-triggered sliding mode control for one-sided Lipschitz nonlinear systems was investigated in [27], an observer-based sliding mode controller was utilized and LMIs was also used to get some sufficient conditions for finite time stability.

Motivated by the aforementioned works, event-triggered mechanism is utilized in the finite-time consensus control for second-order MAS. A novel event-triggered function is proposed for the designed finite-time event-triggered controller. The rest of this paper is organized as follows. Preliminaries including some algebraic knowledge and some useful lemmas is given in Section II, dynamics of the MAS is given in Section III, and the problem is proposed. Finite-time event-triggered controller is proposed in Section IV, also rigorous proof of stability and no zeno behavior is given. In Section V, a simulation example is given to illustrate the property of the proposed algorithm. And conclusion is given in Section VI.

II. PRELIMINARIES

For a system composed of n agents, it can be represented by a directed graph \( G = (V, E, A) \), where \( V = \{1, 2, \ldots, N\} \)
is used to describe the collection of agents in system, $V = \{(i, j), i, j \in V, i \neq j\}$ represents the set of edges, and the weighted adjacency matrix $A = (a_{ij}) \in \mathbb{R}^{n \times n}$. The directed edge $(i, j) \in E$ means that the agent can receive information from the agent $j$, and the direction of information flow is irreversible. If $(i, j) \in E$ then $a_{ij} > 0$ otherwise $a_{ij} = 0$.

For the MAS composed of one leader agent and $n$ follower agents, the leader agent is represented by node $0$, and its communication topology is a directed graph $G$. The communication topology of $n$ follower agents is represented by a directed graph $G = L + B$. Where $B = \text{diag}(b_1, \ldots, b_n)$, if the follower agent $i$ can receive the status information of leader agent, then $b_i > 0$, otherwise $b_i = 0$.

**Lemma 1 [28]:** For the system given by $\dot{x} = f(x)$, $f(0) = 0$, $x \in \mathbb{R}^n$, If there exists a function $V(x) \in C^1$ defined on a neighbourhood of the origin such that

1) $V(x)$ is positive definite;
2) $V(x) + cV^\eta(x) \leq 0$, where $\eta \in (0, 1)$, $c > 0$.

Then the origin is locally finite-time stable, and the finite time $T$ depending on the initial state $x(0)$ is:

$$T(x(0)) \leq \frac{V^{1-\eta}(x(0))}{c(1 - \eta)} \quad (1)$$

**Lemma 2 [29]:** For the system given by $\dot{x} = f(x)$, $f(0) = 0$, $x \in \mathbb{R}^n$. If there exists a function $V(x) \in C^1$ defined on a neighbourhood of the origin such that

1) $V(x)$ is positive definite;
2) $V(x) + c_1 V^\eta(x) + c_2 V(x) \leq 0$, where $\eta \in (0, 1)$, $c_1, c_2 > 0$.

Then the origin is locally finite-time stable, and the finite time $T$ depending on the initial state $x(0)$ is:

$$T(x(0)) \leq \frac{\ln\left((c_2 V^{1-\eta}(x(0)) + c_1)/c_1\right)}{c_2(1 - \eta)} \quad (2)$$

**Lemma 3 [30]:** If the directed graph $\tilde{G}$ of MAS contains a directed spanning tree, then the matrix $L$ is invertible, and all its eigenvalues have positive real parts.

**Lemma 4 [31]:** For $x_i \in \mathbb{R}$, $i = 1, \ldots, n$, $\alpha \in (0, 1]$, then

$$\left(\sum_{i=1}^n |x_i|\right)^\alpha \leq \sum_{i=1}^n |x_i|^\alpha \leq n^{1-\alpha} \left(\sum_{i=1}^n |x_i|\right)^\alpha \quad (3)$$

For $x \in \mathbb{R}^n$, $\alpha \in (0, 1)$, then

$$\|x\|^\alpha \leq n^{1-\alpha} \|x\|^\alpha \quad (4)$$

### III. PROBLEM STATEMENT

#### A. SYSTEMS DESCRIPTIONS

Considering the second-order nonlinear MAS composed of one leader agent and $n$ follower agents. The dynamics of the agent $j(i = 1, \ldots, n)$ are described as

$$\begin{align*}
\dot{x}_j &= v_j \\
\dot{v}_j &= u_j + f(x_j, v_j, t)
\end{align*} \quad (5)$$

where $x_j, v_j, f(x_j, v_j, t), u_j$ are the position, the velocity, the unknown nonlinear vector function, and the coupling input respectively.

The dynamics of the leader is given as below

$$\begin{align*}
\dot{x}_0 &= v_0 \\
\dot{v}_0 &= u_0 + f(x_0, v_0, t)
\end{align*} \quad (6)$$

B. NOTATION

For any vector $\psi = [\psi_1, \psi_2, \ldots, \psi_n]^T, \psi_i \in \mathbb{R}$, signum function $\text{sign}(\psi) = [\text{sign}(\psi_1), \ldots, \text{sign}(\psi_n)]^T$, and hyperbolic tangent function $\tanh(\psi) = [\tanh(\psi_1), \ldots, \tanh(\psi_n)]^T$. For matrix $\Theta \in \mathbb{R}^{n \times n}$, then $\|\Theta\|_2 = \sqrt{\lambda_{\text{max}}(\Theta^T \Theta)}$, $\lambda_{\text{max}}(\bullet)$ and $\lambda_{\text{min}}(\bullet)$ represent the maximum and minimum eigenvalues of the matrix, respectively. Let $I_m$ represents the m-dimensional unit matrix, and $I_n$ represents the m-dimensional unit vector. In the following, let “$\otimes$” denotes the Kronecker product, and “$\circ$” denote the product of the corresponding elements of two vectors of the same dimension, and let “$\|\bullet\|^2$” instead of “$\|\bullet\|_2^2$” to denote the 2-norm.

### IV. EVENT-TRIGGERED FINITE-TIME SLIDING MODE CONSENSUS ALGORITHM DESIGN

This section considers the finite-time consensus problem of the second-order nonlinear MAS, and its directed communication topology satisfies the Assumption

Define the consensus error of the agent $i$ as

$$e_{1i} = \sum_{j=1}^n a_{ij}(\tilde{x}_i - \tilde{x}_j) + b_i \tilde{x}_i$$

$$e_{2i} = \sum_{j=1}^n a_{ij}(\tilde{v}_i - \tilde{v}_j) + b_i \tilde{v}_i \quad (7)$$

where $\tilde{x}_i$ and $\tilde{v}_i$ respectively represent the position tracking errors and speed tracking errors of the agent $i$, and $\tilde{x}(t) = \tilde{v}(t)$, which are defined as follows.
\[
\begin{align*}
\ddot{x}_i(t) &= x_i(t) - x_0(t) + d_i \\
\ddot{v}_i(t) &= v_i(t) - v_0(t)
\end{align*}
\]  
(8)

where \(d_i \in \mathbb{R}^m\) represents the distance expected to maintain between the follower agent and the leader agent, and \(D = \begin{bmatrix} d_1^T, \ldots, d_n^T \end{bmatrix}^T\). Let \(e_1 = [e_{11}^T, \ldots, e_{1m}^T]^T, e_2 = [e_{21}, \ldots, e_{2m}]^T, \bar{X} = [x_1^T, \ldots, x_n^T]^T, V = [v_1^T, \ldots, v_n^T]^T\), then

\[
\begin{align*}
e_1 &= (L + B) \otimes I_m \cdot \bar{X} \\
e_2 &= (L + B) \otimes I_m \cdot \bar{V}
\end{align*}
\]  
(9)

Taking the derivative of (8), we can obtain

\[
\begin{align*}
\dot{e}_1 &= e_2 \\
\dot{e}_2 &= (L + B) \otimes I_m \cdot (\bar{U} + F - I_n \otimes f_0)
\end{align*}
\]  
(10)

where \(\bar{U} = [\bar{u}_1^T, \ldots, \bar{u}_n^T]^T, \bar{u}_i = u_i - u_0, \) and \(F = [f(x_1, v_1, t)^T, \ldots, f(x_n, v_n, t)^T]^T\). The sliding surface \(\tilde{S}\) is defined as

\[
\tilde{S} = C_1 \otimes I_m \cdot \text{sign}(e_1) + C_2 \otimes I_m \cdot e_2 + C_3 \otimes I_m \cdot e_1
\]  
(11)

where \(C_1 = \text{diag}(c_{11}, \ldots, c_{1n}), C_2 = \text{diag}(c_{21}, \ldots, c_{2n}), C_3 = \text{diag}(c_{31}, \ldots, c_{3n}), e_{ij} > 0, \forall i, j\). If \(\beta \gg 1\), then \(\text{sign}(e_1) \approx \tanh(\beta e_1)\), and it can be obtained that

\[
\tilde{S} = C_1 \otimes I_m \cdot \tanh(\beta e_1) + C_2 \otimes I_m \cdot e_2 + C_3 \otimes I_m \cdot e_1
\]  
(12)

Taking the derivative of (11), we can obtain

\[
\dot{\tilde{S}} = C_1 \otimes I_m \cdot \beta \left[ (1_{mn} - \tanh^2(\beta e_1)) \circ e_2 \right] + [C_2 \cdot (L + B)] \otimes I_m \cdot \left( \bar{U} + F - I_n \otimes f_0 \right) + C_3 \otimes I_m \cdot e_2
\]  
(13)

The integral sliding mode surfaces is defined as follows

\[
S = \tilde{S} - \int_0^t W^0(t) dt
\]  
(14)

where \(W(t) = -(L + B) \otimes I_m \cdot \tilde{S}\), and \(\eta \in (0, 1)\) is strictly the ratio of positive odd numbers. The derivative of (13) is

\[
\dot{S} = \dot{\tilde{S}} - W^0
\]  
(15)

The event-triggered finite-time sliding mode consensus controller is designed as follows

\[
\dot{U}(t) = [C_2 \cdot (L + B)]^{-1} \otimes I_m \cdot \left[ -C_1 \otimes I_m \cdot \beta \left[ (1_{mn} - \tanh^2(\beta e_1)) \circ e_2 \right] - \tanh^2(\beta e_1) \circ e_2 - C_3 \otimes I_m \cdot e_2(t_k) + W^0(t_k) - K_1 \otimes I_m \cdot \text{sign}(S(t_k)) - \mu \cdot \text{sign}(S(t_k)) - K_2 \otimes I_m \cdot S(t_k) \right]
\]  
(16)

where \(K_1 = \text{diag}(k_{11}, \ldots, k_{1n}), K_2 = \text{diag}(k_{21}, \ldots, k_{2n}), k_{ij} > 0, \forall i, j, \) and \(\mu = \|C_2 \cdot (L + B)\|_{\|\|} \| \| (1_{mn} - \tanh^2(\beta e_1)) \|_{\|} + \rho_2 \| e_2 \| + \rho_1 \| D \| \| \). For \(t \in [t_k, t_{k+1})\), \(t_k\) is the latest event-triggered time for all follower agents, and the follower agent only updates the control protocol at the event-triggered time.

Since the leader agent moves independently and its trajectory is not affected by the follower agents, the leader agent has no trigger time. The measurement error of the event-triggered mechanism is defined as

\[
e(t) = C_1 \otimes I_m \cdot \beta \left[ (1_{mn} - \tanh^2(\beta e_1)) \circ e_2 - \left( (1_{mn} - \tanh^2(\beta e_1(t_k))) \circ e_2(t_k) \right) \right] + C_3 \otimes I_m \cdot (e_2 - e_2(t_k)) - W^0 + W^0(t_k) + K_1 \otimes I_m \cdot \text{sign}(S) - \text{sign}(S(t_k))) + K_2 \otimes I_m \cdot (S - S(t_k))
\]  
(17)

**Theorem 1:** Consider the leader-following second-order non-linear MAS (5) and (6), the event-trigger error controller (16) can make the tracking errors converge to zero in finite time, if the event-triggered function is chosen as

\[
h(t) = \| e \| - \lambda_{\text{min}}(K_1) - \lambda_{\text{min}}(K_2) \| S \| + \delta
\]  
(18)

where \(0 < \delta < \lambda_{\text{min}}(K_1), \) and the convergence time \(T\) meets

\[
T \leq \frac{\sqrt{2V_1(0)}}{\delta} + \frac{(2V_2(0) - \frac{1}{2}n)}{(1 - \eta)\lambda_{\text{min}}(L + B)} \left[ \ln \left( \frac{\sqrt{2V_3(0)} \lambda_{\text{min}}(C_2^{-1}C_3) / \lambda_{\text{min}}(C_2^{-1}C_1) + 1}{\lambda_{\text{min}}(C_2^{-1}C_3)} \right) \right]
\]  
(19)

where \(V_1, V_2\) and \(V_3\) are the selected Lyapunov functions which are given in the proof.

When the event-triggered function \(h(t) \geq 0, \) which means that \(\| e \| - \lambda_{\text{min}}(K_1) - \lambda_{\text{min}}(K_2) \| S \| + \delta, \) the event is triggered, then all followers update the control protocol at the same time.

**Proof:** First select the Lyapunov function as

\[
V_1 = \frac{1}{2} S^T S
\]  
(20)

Taking the derivative of (19), substituting (13) and (15) into it, we can obtain

\[
\dot{V}_1 = S^T \left[ C_2 \cdot (L + B) \right] \otimes I_m \cdot (F - I_n \otimes f_0) + S^T \left[ -C_1 \otimes I_m \cdot \beta \left[ (1_{mn} - \tanh^2(\beta e_1)) \circ e_2 \right] - \tanh^2(\beta e_1) \circ e_2 - C_3 \otimes I_m \cdot e_2(t_k) + W^0(t_k) - K_1 \otimes I_m \cdot \text{sign}(S(t_k)) - \mu \cdot \text{sign}(S(t_k)) - K_2 \otimes I_m \cdot S(t_k) \right]
\]  
(21)

Based (15 and 16)

\[
\dot{V}_1 = S^T \left[ C_2 \cdot (L + B) \right] \otimes I_m \cdot (F - I_n \otimes f_0) + S^T (e - K_1 \otimes I_m \cdot \text{sign}(S) - \mu \cdot \text{sign}(S) - K_2 \otimes I_m \cdot S) \leq \| S \| \left[ \| C_2 \cdot (L + B) \| \| F - I_n \otimes f_0 \| + \| e \| - (\lambda_{\text{min}}(K_1) + \mu) - \lambda_{\text{min}}(K_2) \| S \| \right]
\]  
(22)

Based on Assumption 2 and the properties of the norm, we can find that
According to Lemma 1, under the action of the controller (16), the state of the system can reach and remain on the sliding mode surface \( \hat{S} = 0 \) within finite time, and the convergence time \( T_2 \) satisfies

\[
T_2 \leq \frac{(2V_2(0))^{\frac{1+\eta}{2}}}{(1-\eta)\lambda_{\min}(L + B)}
\]  

(31)

Based on (12) and the sliding mode surface \( \hat{S} = 0 \), we can obtain

\[
\varepsilon_2 = -\left( C_1^{-1} C_1 \right) \otimes I_m \cdot \text{sign}(\varepsilon_1) - \left( C_2^{-1} C_3 \right) \otimes I_m \cdot \varepsilon_1
\]  

(32)

Selecting the Lyapunov function as

\[
V_3 = \frac{1}{2} \varepsilon_T^T \varepsilon_1
\]  

(33)

Taking the derivative of (33) and substituting (32) into the derivative, we can obtain

\[
\dot{V}_3 = \varepsilon_1^T \left[ -\left( C_1^{-1} C_1 \right) \otimes I_m \cdot \text{sign}(\varepsilon_1) - \left( C_2^{-1} C_3 \right) \otimes I_m \cdot \varepsilon_1 \right]
\]

\[
\leq -\lambda_{\min} \left( C_1^{-1} C_1 \right) \| \varepsilon_1 \| - \lambda_{\min} \left( C_2^{-1} C_3 \right) \| \varepsilon_1 \|^2
\]

\[
\leq -\sqrt{2} \lambda_{\min} \left( C_2^{-1} C_1 \right) V_3^\frac{3}{2} - 2 \lambda_{\min} \left( C_2^{-1} C_3 \right) V_3
\]  

(34)

It can be seen from Lemma 2 that the position consensus error of the MAS can achieve in finite time. And on the sliding surface , it can be seen from (33) that the speed consensus error can also achieve in finite time. The convergence time satisfies

\[
T_3 \leq \frac{\ln \left( \sqrt{2} V_3(0) \lambda_{\min} \left( C_2^{-1} C_3 \right) / \lambda_{\min} \left( C_1^{-1} C_1 \right) + 1 \right)}{\lambda_{\min} \left( C_2^{-1} C_3 \right)}
\]  

(35)

Next, we need to analyze whether the system has a minimum event-triggered time interval strictly greater than zero, which means that there is no zero behavior. When the event-triggered function (18) satisfies \( h(t) \geq 0 \), the event is triggered. Combining (17), we can see that between any two adjacent event-triggered moments, \( \| e \| \) increases from zero to \( \lambda_{\min} (K_1 + \lambda_{\min} (K_2)) \| S \| - \delta \). Therefore, when the growth rate is the fastest, the event-triggered time interval is the smallest. In this case, when the minimum time interval is a value greater than zero, it can be guaranteed that there is no zero behavior.

Theorem 2: Based on Assumptions 1 and 2, the MAS which is given in (5) and (6). The event-triggered error controller is designed in (16) and event-triggered function is given in (18), the system does not have zero behavior under any initial conditions, and the event-triggered time interval \( T_m \) satisfies

\[
T_m \geq \frac{\lambda_{\min} (K_1) - \delta}{\sigma}
\]  

(36)

where \( \sigma \) represents the maximum growth rate of \( \| e \| \) which is given as below.
\[
\sigma = 2mn\beta^2\|C_1\|\|\varepsilon_2\|_{\text{max}}(\beta\sqrt{m}n\|C_1\| + \|C_3\|)
\]
\[
\|\dot{\varepsilon}_2\|_{\text{max}} + \eta(nm)^{3-2\eta}\|L + B\|(2V_2(0))^{2\eta - 1}
\] (37)

**Proof:** When the sliding mode surface \(S = 0\) and \(\dot{S} = 0\), combining (16) to derive \(\|e\|\) as follows

\[
\frac{d\|e\|}{dt} \leq \left\| \frac{de}{dt} \right\|
\]
\[
\leq \left\| \frac{d}{dt} \left[ C_1 \otimes I_m \cdot \beta \left( \frac{1}{m} - \tanh^2(\beta\varepsilon_1) \right) \circ \varepsilon_2 \right] + C_3 \otimes I_m \cdot \varepsilon_2 - W^0 \right\|
\leq \beta\|C_1\| - 2\beta\tanh(\beta\varepsilon_1) \circ \left( \frac{1}{m} - \tanh^2(\beta\varepsilon_1) \right) \circ \varepsilon_2^2
\]
\[
+ \left( \frac{1}{m} - \tanh^2(\beta\varepsilon_1) \right) \circ \varepsilon_2 + \|C_3\|\|\dot{\varepsilon}_2\|
\]
\[
+ \left\| \eta W^{\eta - 1} \circ \dot{W} \right\|
\leq 2mn\beta^2\|C_1\|\|\varepsilon_2\|_{\text{max}} + \left( \beta\sqrt{m}n\|C_1\| + \|C_3\| \right)\|\dot{\varepsilon}_2\|
\]
\[
+ \eta\|L + B\|W^{\eta - 1}\|W^{\eta}\|
\] (38)

By Lemma 4, we can obtain

\[
\eta\|L + B\|W^{\eta - 1}\|W^{\eta}\|
\leq \eta (nm)^{3-2\eta}\|L + B\|W^{2\eta - 1}
\leq \eta (nm)^{3-2\eta}\|L + B\|P^{2\eta - 1}
\leq \eta (nm)^{3-2\eta}\|L + B\|(2V_2(0))^{2\eta - 1}
\] (39)

Since the MAS (5) can achieve finite-time consensus under the action of the controller (16) and the event-triggered function (18), both \(\|\varepsilon_2^2\|\) and \(\|\dot{\varepsilon}_2\|\) have upper bounds, which are taken as \(\|\varepsilon_2^2\|_{\text{max}}\) and \(\|\dot{\varepsilon}_2\|_{\text{max}}\). And combining (39), we can obtain

\[
\frac{d\|e\|}{dt} \leq 2mn\beta^2\|C_1\|\|\varepsilon_2\|_{\text{max}} + \left( \beta\sqrt{m}n\|C_1\| + \|C_3\| \right)\|\dot{\varepsilon}_2\|_{\text{max}} + \eta(nm)^{3-2\eta}\|L + B\|(2V_2(0))^{2\eta - 1}
\]
\[
\leq \sigma
\] (40)

For any \(t \in [t_k, t_{k+1})\), \(t_k\) is the latest event-triggered moment for all follower agents, the time interval \(T_m = t_{k+1} - t_k\), and \(\|e(t_k)\| = 0\) at the event-triggered moment, we can obtain

\[
\|e(t)\| - \|e(t_k)\| = \|e(t)\| \leq (t - t_k)\sigma \leq T_m\sigma
\] (41)

When the event-triggered function (18) satisfies \(h(t) \geq 0\), the event is triggered, we have
FIGURE 3. Position tracking error.

\[ \|e(t)\| \geq \lambda_{\text{min}}(K_1) + \lambda_{\text{min}}(K_2)\|S\| - \delta \]
\[ \geq \lambda_{\text{min}}(K_1) - \delta \]  \hspace{1cm} (42)

Combining (41) and (42), we can obtain (36). It can be seen from (36) that the event-triggered time interval is strictly greater than zero, so there is no zeno behavior.

V. EXAMPLE SIMULATION

Considering the MAS composed of four agents, including three follower agents and one leader agent, and the leader node is 0. The directed communication topology is shown in Fig. 1. Hence we have

\[ L = \begin{bmatrix} 0 & 0 & 0 \\ -1 & 1 & 0 \\ -1 & -1 & 2 \end{bmatrix} \quad B = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \]
The simulation model of MAS as follows

\[ \dot{x}_i = v_i, \quad x_i \in \mathbb{R}^m \]
\[ \dot{v}_i = u_i + f(x_i, v_i, t), \quad v_i \in \mathbb{R}^m \]

The initial positions of the system are selected as \( x_0(0) = [4, 3, 4]^T, \ x_1(0) = [1, 3, 4]^T, \ x_2(0) = [0, -1, -2]^T, \ x_3(0) = [-6, -6, -3]^T \). The initial states of speed are selected as \( v_0(0) = [-1, 0, -5]^T, \ v_1(0) = [2, 4, 3]^T, \ v_2(0) = [1, 2.5, 1.5]^T, \ v_3(0) = [-3, 5, 0]^T \). Select the distances expected to maintain between the follower agent and the leader agent as \( d_1 = [2, 2, 2]^T, \ d_2 = [5, 5, 5]^T, \ d_3 = [8, 8, 8]^T \). Take the nonlinear function as \( f(x_i, v_i, t) = -0.01(\cos(t) \cos(x_i) + \sin(x_i)) \). Adopting controller (15) and event-triggered function (17), where \( \beta = 100, \ \rho_1 = \rho_2 = 0.0025, \ \eta = 0.6, \ \delta = 0.001, \ K_1 = \text{diag}(0.01, 0.01, 0.01), \ K_2 = \text{diag}(0.01, 0.01, 0.01), \ C_1 = \text{diag}(0.001, 0.001, 0.001), \ C_2 = \text{diag}(0.2, 0.2, 0.2), \ C_3 = \text{diag}(0.2, 0.2, 0.2) \). The controller of the leader agent is designed as \( u_0 = [\sin(t), \cos(t), 0.1 \cos(0.08t)]^T \).

Under the action of the controller (16) and the event-triggered function (18), the position tracking trajectory, position tracking errors, velocity tracking trajectory, velocity tracking error and three-dimensional trajectory of MAS are shown in Fig. 2, Fig. 3, Fig. 4, Fig. 5, and Fig. 6 respectively.

From Fig. 2 to Fig. 6, it can be seen that the position and speed of all follower agents can accurately track the leader agent in finite time, and the upper bound of finite time of reaching consensus can be predicted by (19).

The event-triggered time interval of MAS for the 15s is shown Fig. 7. In order to show the superior performance of the proposed event-triggered control strategy in reducing the energy dissipation of the system and the update frequency of the controller, the denser part marked by the rectangular
In this paper, we deal with the finite-time leader-following consensus problem of the second-order MAS. The proposed finite-time integral sliding mode algorithm effectively eliminates the influence of nonlinear dynamics in the system due to its inherited robustness, and forces the states of MAS to reach the designed terminal sliding mode surface in finite time and maintain on it. Compared with the traditional time-triggered control strategy, the proposed algorithm combined with the event-triggered mechanism economizes the communication bandwidth and computing resources of the system. For the purpose of verifying the theoretical analysis and the effectiveness of the proposed algorithm, a simulation example is conducted for the MAS. Also, we can find that the event-triggered time interval has a lower limit, so zeno behavior can be avoided.

VI. CONCLUSION

In this paper, we deal with the finite-time leader-following consensus problem of the second-order MAS. The proposed finite-time integral sliding mode algorithm effectively eliminates the influence of nonlinear dynamics in the system due to its inherited robustness, and forces the states of MAS to reach the designed terminal sliding mode surface in finite time and maintain on it. Compared with the traditional time-triggered control strategy, the proposed algorithm combined with the event-triggered mechanism economizes the communication bandwidth and computing resources of the system. For the purpose of verifying the theoretical analysis and the effectiveness of the proposed algorithm, a simulation example is conducted for the MAS. Also, we can find that the event-triggered time interval has a lower limit, so zeno behavior can be avoided.
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