Formation of spinful dark excitons in Hubbard systems with magnetic superstructures
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The possibility to form excitons in photoilluminated correlated materials is central from fundamental and application oriented perspectives. In this paper we show how the interplay of electron-electron interactions and a magnetic superstructure leads to the formation of a peculiar spinful dark exciton, which can be detected in ARPES-type experiments and optical measurements. We study this by using matrix product states (MPS) to compute the time evolution of single-particle spectral functions and of the optical conductivity following an electron-hole excitation in a class of one-dimensional correlated band-insulators, simulated by Hubbard models with on-site interactions and alternating local magnetic fields. An excitation in only one specific spin direction leads to an additional band in the gap region of the spectral function only in the spin direction unaffected by the excitation and to an additional peak in the optical conductivity. As both is formed only after the excitation, this is interpreted as a dark exciton, which shows only in one spin direction. Recombination of the excitation happens on much longer time scales than the ones amenable to MPS. We discuss implications for experimental studies in correlated insulator systems.

I. INTRODUCTION

It is a central question if and how the interplay of strong electronic correlations and the excitation of a quantum many-body system by light leads to the formation of quasiparticles or of transient order, like charge density waves (CDW) or superconducting (SC) states\textsuperscript{1–24}. Correlation effects are also discussed as possible sources for increasing the efficiency of photovoltaic devices\textsuperscript{25–27}, e.g., via the formation of multiple exciton generation due to impact ionization. An important question is how excitons are formed, and which characteristics they possess in the presence of strong correlations\textsuperscript{28–31}. A hallmark of excitons is that Coulomb interaction leads to a binding energy between an electron excited to the conduction band and the remaining hole in the valence band\textsuperscript{32}. In Mott insulators, excitons lead to resonances, which can be in the gap region of the optical conductivity or within the Hubbard bands, and multiple exciton peaks are possible\textsuperscript{29,30,33}. More recently, the question has been studied how to identify excitons in ARPES-type measurements\textsuperscript{34–38}. For example in the theoretical studies\textsuperscript{34,39,40}, the binding energy of the exciton is shown to lead to a midgap signature in the corresponding spectral function. Common to these studies is the presence of nearest-neighbor or longer-range Coulomb-interactions, which lead to the binding between the excited electron and the hole.

In this paper, we investigate the formation of excitons in Hubbard systems with only on-site electron-electron interactions and an additional magnetic superstructure, but without longer-range Coulomb-interactions. This is motivated by a one-dimensional toy model of manganites\textsuperscript{41} and the observation of orbital-selective Mott phases (OSMP)\textsuperscript{42–45}. We treat the effect of a single, direct electron-hole excitation, in which an electron is assumed to be instantly excited over the gap without changing its momentum. Furthermore, we study the excitation in a single spin direction only, so that the electrons of the other spin direction are not touched by the incoming light. Such a spin-selective excitation can be studied using circularly polarized light and was shown in previous work to lead to the formation of spatially periodic charge-density or spin-density patterns\textsuperscript{43}. Here, we use time-dependent matrix product states (MPS)\textsuperscript{46,47} to study the time evolution of single-particle spectral functions\textsuperscript{48–55}. In addition, we also compute the time-dependent optical conductivity\textsuperscript{56,57}. In both quantities the photocexcitation leads to additional signals only in the opposite spin direction than the one excited, which can be interpreted as a peculiar spinful dark exciton. We study the recombination process of the electron-hole excitation and find its time scale to be much longer than the ones amenable to MPS, which in the present case would correspond to \textasciitilde 30fs in pump-probe experiments.

The remainder of this paper is structured as follows: In Sec. II we introduce the models; in Sec. III we define the quantities studied by us, which are the time-dependent spectral functions and the time-dependent optical conductivity, and our numerical approach to compute them using MPS. Our findings are presented in Sec. IV: In Sec. IV A we discuss in detail the spectral functions in equilibrium and the effect of the Hubbard interaction $U$; in Sec. IV B the effects of the electron-hole excitation immediately after its application are analyzed; in Sec. IV C we present our interpretation of the features as spinful dark excitons based on the findings on the spectral functions and the optical conductivity immediately after the excitation; in Sec. IV D we discuss the time evolution of the spectral function and of the optical conductivity, which show recombination of the excited electron-hole pair and stability of the excitonic feature on the time scales treated by us. Finally, a summary is provided in Sec. V. The Appendix contains further aspects on the
large \( U \) behavior of the spectral functions and on the computation of the \( k \)-space properties in systems with a superstructure in the presence of open boundary conditions (OBC).

II. MODEL

We study variants of the one-dimensional Hubbard model\textsuperscript{58–61} with a magnetic superstructure,

\[
\hat{H} = \hat{H}_0 + \hat{H}_U + \hat{H}_\Delta + \hat{H}_V,
\]
\[
\hat{H}_0 = -t_\hbar \sum_{r,\sigma} \left( \epsilon^{\uparrow}_{\sigma,r+1} \hat{c}_{\sigma,r} + \epsilon^{\downarrow}_{\sigma,r} \hat{c}^\dagger_{\sigma,r+1} \right),
\]
\[
\hat{H}_U = U \sum_{r} \hat{n}_{\uparrow,r} \hat{n}_{\downarrow,r},
\]
\[
\hat{H}_\Delta = \sum_{r} \Delta_r S^z_r \quad \text{with} \quad S^z_r = \frac{1}{2} \left( \hat{n}_{\uparrow,r} - \hat{n}_{\downarrow,r} \right).
\]

Here, \( t_\hbar \) denotes the hopping amplitude, \( U \) the on-site Coulomb repulsion, \( \epsilon^{\sigma}_{\sigma,r} \) annihilates (creates) a particle of spin \( \sigma \) at site \( r \), \( \hat{n}_\sigma,r = \hat{c}^\dagger_{\sigma,r} \hat{c}_{\sigma,r} \) is the particle density, and with \( \Delta_r \) we describe an on-site Zeeman term of strength \( \Delta \). We will consider two different setups, the first one with \( \Delta_r \) alternating every two sites, \( (\Delta, \Delta, -\Delta, -\Delta) \), and the second one with a site wise alternating \( \Delta_r \), i.e. \( (\Delta, -\Delta) \). We will use the superscripts \( 4\Delta \) and \( 2\Delta \) to distinguish between these two superlattices. As discussed in Ref. 41, these correspond to the ground states of a one-dimensional toy-manganite system at quarter and half filling, respectively. These ground states can be seen as crystals of polarons, in which immobile \( t_{2g} \) electrons form the magnetic superlattice, which is experienced by itinerant \( e_g \) electrons via Hund’s coupling leading to the effective model (1). Note that in Refs. 42–45 similar structures were also found in OSMP states, which are obtained in ladder systems like BaFe\(_2\)Se\(_2\), although the coupling of the conduction electrons there is realized via a Heisenberg exchange term rather than a Zeeman term.

Due to the four-site (two-site) unit cell, \( H_{0}^{4\Delta} \) (\( H_{0}^{2\Delta} \)) exhibits four (two) clearly separated bands for finite \( \Delta \) which we label by band indices \( \nu = 1, 2, 3, 4 \) (\( \nu = 1, 2 \)). In the non-interacting case \( U = 0 \), \( H_{0}^{4\Delta} \) possesses the band structure\textsuperscript{41}

\[
\epsilon^{4\Delta}_{\nu}(k) = s_\nu \hbar \sqrt{2 + \frac{\Delta^2}{4\hbar^2} + s_\nu 2 \cos^2(2k) + \frac{\Delta^2}{4\hbar^2}},
\]
\[
s = \begin{pmatrix} -1 & -1 & +1 & +1 \\ +1 & -1 & -1 & +1 \end{pmatrix}
\]
with momenta
\[
k = \frac{\pi}{4} + \frac{2\pi p}{4N}, \quad p \in \{0, \ldots, N - 1\},
\]
\( N \) being the number of unit cells. Diagonalizing \( H_{0}^{2\Delta} \) gives

\[
\epsilon^{2\Delta}_{\nu}(k) = s_\nu \hbar \sqrt{\frac{\Delta^2}{4\hbar^2} + 2 (\cos(2k) + 1)}, \quad s_\nu = (-1)^\nu,
\]
now for the momenta
\[
k = -\frac{\pi}{2} + \frac{2\pi p}{2N}, \quad p \in \{0, \ldots, N - 1\}.
\]

The first Brillouin zone (BZ), thus, is \([-\pi/4, \ldots, \pi/4]\) for \( H_{0}^{4\Delta} \) and \([-\pi/2, \ldots, \pi/2]\) for \( H_{0}^{2\Delta} \), respectively.

These bands give a point of orientation to the identification of relaxation and recombination processes after an excitation of the model also in the presence of interactions.

III. MPS CALCULATION OF NON-EQUILIBRIUM DYNAMICAL RESPONSE FUNCTIONS

We study the time evolution of the non-equilibrium single-particle spectral function

\[
A^S_\nu(k, \omega, t) = \mathcal{F}_{\nu \rightarrow \omega} \left\langle \Psi \right| \hat{a}_{\sigma,k}(t' + t) \hat{a}_{\sigma,k}(t) \left| \Psi \right\rangle
\]
and the time-dependent optical conductivity

\[
\sigma(\omega, t) = \sigma_1(\omega, t) + \imath \sigma_2(\omega, t) = \frac{\mathcal{F}_{\nu \rightarrow \omega} \left[ \mathcal{J}_p(t') \right]}{\imath (\omega + \imath \eta) L \mathcal{F}_{\nu \rightarrow \omega} \left[ A_p(t', t) \right]}
\]
before and after an excitation, with \( \mathcal{F} \) denoting the Fourier transform. In the following, these expressions are explained and we discuss in some detail how these quantities are obtained with time-dependent MPS methods\textsuperscript{47}. The time evolutions in the above expressions are computed using an MPS-implementation of the time-dependent variational principle (TDVP)\textsuperscript{47,62,63} in its two-site implementation from the SymMPS toolkit\textsuperscript{64}. If not mentioned otherwise, we use systems with OBC and our parameters are \( L = 32 \) lattice sites, time step \( \delta t = 0.05 \), and maximum MPS bond dimension \( \chi_{\max} = 1000 \).

A. Computation of time-dependent spectral functions with MPS

For non-interacting systems in equilibrium, the spectral function yields the system’s band structure,

\[
A^S_\nu(k, \omega) \propto \delta(\omega - \epsilon^{\nu >}_{\nu}(k)).
\]
Here, \( < \) or \( > \) denotes the lesser or greater spectral function, describing the occupied or unoccupied part of the band structure, respectively. In non-equilibrium setups the spectral function takes up an additional time dependence and its change in the course of time will characterize the response of the system to an excitation. We
will mainly study the time evolution of $A^<(k, \omega)$, since it gives direct insight into the redistribution of populations of the occupied bands in the course of time, and also for the possible formation of new features after the excitation.

We compute the spectral function via Fourier transforming the corresponding real-space Green’s function, e.g., for obtaining the lesser spectral function,

$$G^<_\sigma(r, r', t', t) = \langle \Psi | \hat{c}_{\sigma, r}^\dagger(t' + t) \hat{c}_{\sigma, r}(t') | \Psi \rangle .$$

(13)

Note that in equilibrium the state $|\Psi\rangle$ is an eigenstate of $\hat{H}$ (usually the ground state, if one is interested in properties at temperature $T = 0$), so that for a time-independent Hamiltonian the time-dependence reduces to a single time variable $t'$, over which the Fourier transform to $\omega$-space is performed. However, in a non-equilibrium situation, $|\Psi\rangle$ is either a state after some initial perturbation at time $t = t_0 \equiv 0$, or the Hamiltonian is modified at time $t_0$, e.g., in a quantum quench, so that it is not possible to reduce Eq. (13) to a single time variable. One performs the Fourier-transform to $\omega$-space by integrating over one of the two time variables (or a linear combination of them) using the second one as an explicit time-dependence of the resulting $\omega$-dependent quantity, leading to what we call a time-dependent spectral function.

In this approach, a freedom of choice is present for how to perform the Fourier transform in detail. Equation (13) is expressed using relative time coordinates. An alternative are Wigner coordinates, $t_{rel} = t'$ and $t_{ave} = t + t'/2$. However, as discussed, e.g., in Ref. 48 both choices yield qualitatively similar results.

To obtain the $k$- and $\omega$-dependent spectral function, we first need to perform a transform of Eq. (13) from real-space to (quasi-)momenta $k$, which for the OBC used by us is described in detail in Ref. 23 and in App. B. With the annihilation (creation) operators $\hat{a}_{\sigma, k}^{(\dagger)}$ defined there we obtain from the data computed using Eq. (13):

$$G^<_\sigma(k, t', t) = \langle \Psi | \hat{a}_{\sigma, k}^{\dagger}(t' + t) \hat{a}_{\sigma, k}(t) | \Psi \rangle ,$$

(14)

$$A^<_\sigma(k, t, t') = \mathcal{F}_{\omega \rightarrow 0}[G^<_\sigma(k, t', t)] ,$$

(15)

where we follow Ref. 24 and apply (up to factors $2\pi$) the Fourier-transform

$$A^<_\sigma(k, \omega, t) = 2\text{Re} \left[ \int_0^\infty dt' e^{-i\omega t'} e^{-\eta t'} G^<_\sigma(k, t', t) \right] .$$

(16)

Here we have introduced a regularization via the damping factor $\eta$, which leads to a broadening of the signal, thus limiting the resolution in frequency. In the actual calculation, we discretize the integral. Due to this damping, the signals after a time $t_{max}$ decay to zero, so that we can restrict the simulations to this range. Likewise, the maximum time $t_{max} = 8.0$ determines the smallest possible value for the frequencies that can be resolved.

To artificially increase the resolution of our data, we apply zero padding such that the input signal of the Fourier transform is of length $8 \cdot 2^{\log_2(t_{max}/\delta t + 1)}$. Note that in Eq. (16) we perform the Fourier transform, implicitly assuming time-reversal symmetry,

$$G^<_\sigma(k, t', t) = G^<_\sigma^*(k, -t', t).$$

(17)

It is illustrative to consider the details of the computation needed to obtain the time-dependent spectral functions with MPS: In the Schrödinger picture we need to compute

$$|\Psi(t)\rangle = U(t, 0) |\Psi\rangle ,$$

(18)

$$|\phi(t' + t, t)\rangle = U(t' + t, t) \hat{c}_{\sigma, r} |\Psi(t)\rangle ,$$

(19)

$$|\Psi(t' + t)\rangle = U(t' + t, t) |\Psi(t)\rangle = U(t' + t, 0) |\Psi\rangle ,$$

(20)

where $U(t_2, t_1)$ is the time evolution operator for a real time evolution from time $t_2$ to $t_2$ and the operator application in Eq. (19) is conducted variationally. The real space and two-time-dependent lesser Green’s function is then computed by the overlap

$$G^<_\sigma(r, r', t, t') = \langle \Psi(t' + t) | \hat{c}_{\sigma, r}^{\dagger} \phi(t' + t, t) \rangle .$$

(21)

Note that this procedure works for time-independent and time-dependent systems alike.

Note that the $k$-dependence in Eqs. (14) and (15) corresponds to the extended zone scheme. Both the Greens functions, as well as the spectral functions can be transformed to the reduced zone scheme, i.e. the first BZ, see Eqs. (B6) or (B7), respectively leading to the band index $\nu$. Unless explicitly mentioned, we will show the sum over the band index $\nu$.

For the sake of comparison with exact diagonalization at equilibrium, we also show results obtained from the Lehmann representation:

$$A^<_\sigma(k, \omega) = \sum_n \langle n | \hat{\alpha}_{\sigma, k} | \text{GS} \rangle^2 \delta(E_0 - E_n - \omega)$$

(22)

in the extended zone scheme and

$$A^<_\sigma(k, \omega) = \sum_{n, \nu} \langle n | \hat{\alpha}_{\sigma, \nu, k} | \text{GS} \rangle^2 \delta(E_0 - E_n - \omega)$$

(23)

in the first BZ. Here, $|n\rangle$ describe the system’s eigenstates, $E_n$ their corresponding eigenenergies, $E_0$ is the ground state energy, and $\delta$ the Dirac delta function. We will consider only a single unit cell, so that Eq. (23) equals its $k$-independent form,

$$A^<_\sigma(\omega) = \sum_{n, \nu} \langle n | \hat{\epsilon}_{\sigma, \nu} | \text{GS} \rangle^2 \delta(E_0 - E_n - \omega)$$

$$= \sum_k A^<_\sigma(\omega) .$$

(24)
For the greater Greens functions similarly one has
\[ \mathcal{G}_{\sigma}^{\tau}(r, r', t', t) = \langle \Psi | \hat{c}_{\sigma, r}(t) \hat{c}_{\sigma, r}^\dagger(t' + t) | \Psi \rangle \] (25)
leading to
\[ \mathcal{A}_{\sigma}(k, \omega) = \sum_{\tau, \tau'} \left| \langle \tau | \hat{\sigma}_{\tau, \nu, k} | \text{GS} \rangle \right|^2 \delta(E_{\nu} - E_0 - \omega) . \] (26)

**B. Computation of the optical conductivity**

We apply the scheme introduced in Refs. 56 and 57. In this way one does not need to compute the costly current-current correlation functions, instead it suffices to compute the response-current following a probe-pulse, which we model via Peierls substitution\textsuperscript{70–72}

\[ \hat{H}_{t_0} \rightarrow \hat{H}_{t_0, p} = -i\hbar \sum_{\tau, r} \left( e^{iA_p(t', t)} \hat{c}_{\sigma, r+1}^\dagger \hat{c}_{\sigma, r} + \text{h.c.} \right) \] (27)
and which we assume to be Gaussian shaped,

\[ A_p(t', t) = A_0 e^{-\frac{(t + t' - \Delta t)^2}{2\sigma^2}} \cos(\omega_0(t + t' - \Delta t)) . \] (28)
The value of the shift \( \Delta t \) is chosen to be small, so that the peak of the pulse is very close to the instant \( t' \geq 0 \),

\[ j(t', t) = -i\hbar \sum_{\tau, r} \left( e^{iA_p(t', t)} \hat{c}_{\sigma, r+1}^\dagger \hat{c}_{\sigma, r} - \text{h.c.} \right) , \] (29)
and in the time evolution operator \( U_p(t_1, t_2) \), in which \( \hat{H}_{t_0} \) is replaced by \( \hat{H}_{t_0, p} \). Note that for spin-resolved results, we omit the sum over \( \sigma \) and compute two current operators for \( \sigma = \uparrow \) and \( \sigma = \downarrow \) individually. Other than this the scheme works analogously. The response current \( j_p \) is the difference to the current present in the system at time \( t \) without the probe pulse,

\[ j_p(t', t) = \langle \Psi(t) | U_p(t, t' + t) j(t', t) U_p(t' + t, t) | \Psi(t) \rangle - \langle \Psi(t) | U(t, t' + t) j(t', t) U(t' + t, t) | \Psi(t) \rangle . \] (30)

This gives the expression
\[ \sigma(\omega, t) \equiv \sigma_{\uparrow}(\omega, t) + i\sigma_{\downarrow}(\omega, t) = \frac{j_p(\omega, t)}{i(\omega + i\eta) L A_p(\omega, t)} , \] (31)
where
\[ A_p(\omega, t) = \mathcal{F}_{\nu \rightarrow -\omega}[A_p(t', t)] \quad \text{and} \quad j_p(\omega, t) = \mathcal{F}_{\nu \rightarrow -\omega}[j_p(t', t)] \] (32)
describe the Fourier transforms of the time-dependent vector potential of the probe pulse and of the current, respectively.

To compute the Fourier transforms, we proceed as described after Eq. (16). Note, however, that in this case we do not assume time-reversal symmetry, so that we take track of the real and the imaginary part and we include a damping factor \( \eta \) in both cases. (In general we take \( \eta \neq \eta \).) Furthermore, we apply zero padding enhancing our data by 16 times its length with zeros. We ensure that we are in the linear-response regime by choosing amplitude and width of the probe pulse small enough. Unless stated otherwise, we will work with probe pulses with \( \Delta t = 0.25 \), \( \tau = 0.05 \), \( A_0 = 0.5 \) and \( \omega_p = 2.38 \). Furthermore, we choose \( \eta = 0.1 \), \( t' \in [0, 25] \), and use time steps of \( \delta t = 0.05 \). Note that for these computations we took \( \chi_{\text{max}} = 500 \). Regarding the accuracy at small frequencies we use the following estimate: For the minimum frequency resolvable we take \( \omega_{\text{min}} = 2\pi/\nu_{\text{max}} \sim \pi/10 \sim 0.3 \). In addition, we need to consider the broadening \( \eta \) which adds to the above value. In a conservative estimate, we multiply this value by two such that we consider results at frequencies larger than \( \omega_{\text{min}} \sim 1 \).

**IV. RESULTS**

We now discuss our results first in equilibrium at temperature \( T = 0 \), and second directly after an electron-hole type excitation, which we apply only to one spin direction, which serves two purposes: i) this allows us to study in more detail the interplay of the excitation and interaction effects between the electrons by analyzing the subsequent evolution in the two spin directions separately; ii) this procedure is reminiscent of spin-selective excitations, which can be realized, e.g., in spin-polarized ARPES experiments, typically by circularly polarized light\textsuperscript{73}. A similar spin-selective photoexcitation of such models has been studied in Ref. 23, where the formation of periodic patterns in real space is reported. Here, in contrast, we are interested in the effect on the dynamical quantities, as further detailed below. After investigating the stronger correlation effects at half filling in the model \( \hat{H}^{4\Delta} \), we will see to which extend they are also realized in \( \hat{H}^{2\Delta} \).

**A. Effect of \( U \) on the spectral functions**

For strongly interacting systems the distribution of the spectral weight cannot be associated to bands in a stricter sense due to the strong scattering between the electrons. Nevertheless, it is a good point of reference for our systems and we will compare the results for the spectral function at finite \( U \) with the non-interacting band structure.

We first investigate \( \hat{H}^{4\Delta} \) restricting ourselves to half or quarter filling, such that in the non-interacting system either the lowest or the lowest two bands are fully occupied, realizing a band-insulator in both cases. As discussed before, at quarter filling this corresponds to the ground state of the toy-manganite system of Ref. 41.
FIG. 1. Single particle spectral functions $A<(k,\omega)$ and $A>(k,\omega)$ in equilibrium for $\hat{H}^{4\Delta}$ with $U/t_h = 4$, $L = 32$, $\Delta/t_h = 2$ obtained with MPS for OBC in the first BZ at quarter, (a) and (b), and half filling, (c) and (d), respectively. Only the results for the $\uparrow$-direction are shown, as the results for the $\downarrow$-direction are identical. The green dashed lines show the band structure of the non-interacting system calculated with PBC, the green dots correspond to the calculation with OBC. The discontinuities at the edges of the first BZ ($k = \pi/33$ and $k = 8\pi/33$) are due to OBC. ($\chi_{\text{max}} = 500$.)

When going to half filling, due to the larger number of interacting particles, we expect stronger correlation effects at finite $U$.

Figure 1 displays the lesser and greater spectral functions, $A<(k,\omega)$ and $A>(k,\omega)$, folded back to the first BZ, for an $L = 32$-site system with $U/t_h = 4$, and $\Delta/t_h = 2$, which are approximately the ab-initio values of Ref. 41. The dashed lines show the position of the non-interacting bands (5) and serve as a reference. At quarter filling, for $A<(k,\omega)$, c.f. Fig. 1(a), $U$ plays only a minor role: the results resemble the non-interacting case, apart from a slight shift to higher frequencies and a weak flattening of the occupied band. While the second band is rather well reproduced, the third band shows a considerable shift. In addition, a new feature at $\omega \approx 6$ is obtained, which is approximately at an energy of $U/t_h$ higher than the third band. The fourth band in the non-interacting case appears to have split into two.

At half filling, the effect of the interaction is substantial also for $A<(k,\omega)$. As seen in Fig. 1(c), an additional band below the lowest $\nu = 1$ band of the non-interacting system is realized. Due to the particle-hole symmetry of the system at half filling the greater spectral function $A>(k,\omega)$ reflects the behavior of $A<(k,\omega)$, but mirrored at $U/2t_h$, see Fig. 1(d). This can be interpreted as two Hubbard bands (a filled lower Hubbard band and an empty upper Hubbard band), which, however, due to the finite value of $\Delta$, possess a further fine structure. The system hence is a 'hybrid' of a band and of a strongly correlated insulator, with a stronger reminiscence to Mott-Hubbard insulators due to the existence of the two symmetric Hubbard bands. In the following we will therefore refer to our system as correlated band insulator. The features in all cases shown so far appear to be rather flat, i.e. the dispersion depends only weakly on $k$.

In Fig. 2 we show results for the cross section of the spectral function at $k = 4\pi/33 \approx \pi/8$, which is at the center of half of the first BZ. We complement these MPS results by full diagonalization (FD) of one unit cell, i.e. $L = 4$ for OBC, for which we obtain the spectral function via the Lehmann representation (23). This is useful, since we have a comparably large broadening $\eta \approx 0.1$ in the MPS results. Note that one can substantially increase the resolution by going to larger systems or by applying Chebyshev expansions. However, further below we will compute the spectral functions out-of-equilibrium, which is computationally a substantially more costly task, restricting ourselves to treat small systems with a finite resolution. In order to discuss the results on the same footing, we use the same set up also for the discussion of the equilibrium properties. We find a good agreement between our MPS and the FD results. In particular, the positions of the weights of the FD results are in nearly perfect agreement with the peak positions of the MPS data for larger systems, indicating that this structure remains when going to large systems.

Thus, we use the FD results in Fig. 3 to further analyze
the influence of $U$ on the band structure. We focus on the half filled case. Further details and results for larger values of $U$ are discussed in App. A. Fig. 3 shows that already at small or moderate values of $U$ additional weights appear in the spectral function, which cannot be traced back to the non-interacting band structure. For example, we find that a weak additional structure is formed at $\omega \approx -3$, which appears to split up when increasing $U$. Also, we observe that both the first (around $\omega \approx -2$) and the second band (around $\omega \approx 0$) are subject to a renormalization with growing $U$. However, while the position of the second band appears to saturate at a value of $\omega \approx 0$, a new structure emerges in the vicinity of the first band, which for $U \gtrsim 10$ then becomes the dominant feature, apparently taking over the weight from the original first band. Starting at $U \approx 2$ we find that one of the new signals beneath the original first band at $\omega \approx -2.5$ substantially gains weight with increasing $U$. This explains the apparent band splitting of the $\nu = 1$ band observed in Fig. 2(b). We also encounter further weak signals at $\omega \approx -4$, which show a trace in Fig. 2(b). Thus, at $U = 4$, $\mathcal{A}^{\nu}(k, \omega)$ displayed in Figs. 1(c) and 2(b), predominantly possesses two renormalized bands, which stem from the non-interacting band structure, and additional features, which are correlation induced, two of them with significant weight. The total spectral function, hence, is composed of two Hubbard bands with an additional peak structure.

To test if these features are realized also in other Hubbard systems with a magnetic superlattice, we now consider the same quantities for $\hat{H}^{4\Delta}$ at half filling. Figure 4 shows $\mathcal{A}^{\nu}(k, \omega)$ and $\mathcal{A}^{\gamma}(k, \omega)$ in the first BZ for a system with $L = 32$ sites at $U/t_h = 4$, and $\Delta/t_h = 2$ in analogy to Fig. 1. Compared to $\hat{H}^{4\Delta}$ we find a stronger dispersion, which decreases for larger $U$. Similar to the behavior found for $\hat{H}^{4\Delta}$, a renormalization of the band structure is obtained, as well as the formation of an additional signal below and above the dominant contribution for $\mathcal{A}^{\nu}(k, \omega)$ in Fig. 4(a) and $\mathcal{A}^{\gamma}(k, \omega)$ in Fig. 4(b), respectively. This is further illustrated in Fig. 5, which shows the cross sections at $k = 4\pi/33 \approx \pi/8$ and additional FD results for a single unit cell. We find $\mathcal{A}^{\nu}(k, \omega)$ to be almost entirely determined by contributions corresponding to first band index $\nu = 1$, while the same applies to $\mathcal{A}^{\gamma}(k, \omega)$ for $\nu = 2$. Note that the stronger dispersion makes the agreement between the MPS and the FD less good compared to what is seen for $\hat{H}^{4\Delta}$. Due to the smaller unit cell of $L = 2$, the spectrum in the Lehmann representation has fewer features than for $\hat{H}^{4\Delta}$ consisting only of two contributions as seen in Fig. 5. From Fig. 6, where we have again analyzed the influence of $U$ on a system composed of one unit cell analogously to Fig. 3, we learn that with growing $U$ both of these signals are only subject to a slight renormalization.

B. Electron-hole-like excitation

We consider an excitation, which resembles the absorption of a single photon with the energy corresponding to the gap at a fixed value of $k$. By construction, it induces a direct transition from the highest occupied band labeled.

FIG. 2. Cross section of the data shown in Fig. 1 for (a) quarter and (b) half filling. Solid lines: $\mathcal{A}^{\nu}_\uparrow(k = 4\pi/33, \omega)$; dashed lines: $\mathcal{A}^{\nu}_\downarrow(k = 4\pi/33, \omega)$. The total spectral function is shown in red, the contribution from the four band indices $\nu = 1, 2, 3, 4$ are given in blue, green, cyan, and magenta, respectively. Vertical dashed light green lines: peak positions in the non-interacting case obtained for PBC. Vertical gray (black) bars: excitation energies for $\mathcal{A}^{\nu}_\uparrow$ ($\mathcal{A}^{\nu}_\downarrow$) as obtained from Eq. (24) for one unit cell, i.e. $L = 4$. The heights of the bars correspond to their respective weights. All bars have been scaled such that in each cross section the largest bar (irrespective of belonging to $\mathcal{A}^{\nu}_\uparrow$ or $\mathcal{A}^{\nu}_\downarrow$) takes a value of 0.8 times the plot’s maximum range in y-direction. ($\chi_{\text{max}} = 500$.)

FIG. 3. $\mathcal{A}^{\nu}(k, \omega)$ as a function of $U$ obtained from FD of a single unit cell of $\hat{H}^{4\Delta}$ with OBC according to Eq. (24) for the case of half filling. The intensity of the line color indicates the weight $w$ of the respective peaks $w_n(U) = \sum_\tau |\langle n| \hat{c}_{k, \tau} |\text{GS}\rangle|^2$. At $U = 0$ the non-interacting band structure is reproduced. The figure was cut at $E_0 - E_n = -5$ below which all peaks occur with $w \ll 0.2$. 

FIG. 4. (a) $\mathcal{A}^{\nu}(k, \omega)$ and $\mathcal{A}^{\gamma}(k, \omega)$ for $U/t_h = 2$ and $\Delta/t_h = 2$ in the first BZ for a system with $L = 32$ sites at $U/t_h = 4$, and $\Delta/t_h = 2$ in analogy to Fig. 1. Compared to $\hat{H}^{4\Delta}$ we find a stronger dispersion, which decreases for larger $U$. Similar to the behavior found for $\hat{H}^{4\Delta}$, a renormalization of the band structure is obtained, as well as the formation of an additional signal below and above the dominant contribution for $\mathcal{A}^{\nu}(k, \omega)$ in Fig. 4(a) and $\mathcal{A}^{\gamma}(k, \omega)$ in Fig. 4(b), respectively. This is further illustrated in Fig. 5, which shows the cross sections at $k = 4\pi/33 \approx \pi/8$ and additional FD results for a single unit cell. We find $\mathcal{A}^{\nu}(k, \omega)$ to be almost entirely determined by contributions corresponding to first band index $\nu = 1$, while the same applies to $\mathcal{A}^{\gamma}(k, \omega)$ for $\nu = 2$. Note that the stronger dispersion makes the agreement between the MPS and the FD less good compared to what is seen for $\hat{H}^{4\Delta}$. Due to the smaller unit cell of $L = 2$, the spectrum in the Lehmann representation has fewer features than for $\hat{H}^{4\Delta}$ consisting only of two contributions as seen in Fig. 5.
FIG. 4. Single particle spectral functions $A^<(k,\omega)$ (a) and $A^>(k,\omega)$ (b) in equilibrium for $\hat{H}^{2\Delta}$ with $U/t_h = 4$, $L = 32$, $\Delta/t_h = 2$ obtained with MPS for OBC at half filling. Only the results for the $\uparrow$-direction are shown, as the results for the $\downarrow$-direction are identical. The green dashed lines show the band structure of the non-interacting system calculated with PBC, the green dots correspond to the calculation with OBC. In contrast to Fig. 1 there is no discontinuity at the edges of the first BZ.

by $\nu$ to the lowest unoccupied band $\nu + 1$. This is possible here also for the interacting system, since the peak structure within the Hubbard bands of this correlated band insulator can be labeled by the $\nu$-values of the non-interacting system, as seen, e.g., in Fig. 2. However, care needs to be taken: i) due to the scattering between the electrons, the weight according to the quantum number $\nu$ is in general not strictly restricted to one $(k,\omega)$-point; ii) in contrast to the non-interacting case, in which the complete weight of the electron is transferred to the higher band, correlation effects can cause some weight to remain in the lower Hubbard band. Nevertheless, we find that for the correlated band insulators treated here, this is a useful modeling since the largest part of the weight is transferred to the higher band.

We choose the excitation to affect only particles of the spin-$\uparrow$ direction. More precisely, we take $k = 4\pi/33 \approx \pi/8$ for $\hat{H}^{4\Delta}$ and $k = 8\pi/33 \approx \pi/4$ for $\hat{H}^{2\Delta}$, since in this case finite size or boundary effects mainly affecting the edges of the first BZ (see Fig. 1) are smallest and neglected in the following. The Green’s functions according to Eq. (14) are hence obtained by $|\Psi\rangle = \Lambda |\text{GS}\rangle$ with

$$\Lambda = \hat{a}_{\uparrow,(\nu+1),k}\hat{a}_{\uparrow,\nu,k}$$

with the operators $\hat{a}_{\sigma,\nu,k}$ defined in Eq. (B6). For $\hat{H}^{4\Delta}$ we treat excitations with $\nu = 2$ at half and $\nu = 1$ at quarter filling, respectively. For $\hat{H}^{2\Delta}$ we consider only half filling and treat excitations with $\nu = 1$.

**Immediate effects**

First, we investigate the effect directly after the excitation, i.e., at $t = 0$. In Fig. 7 we show the results for

FIG. 5. Cross section of the data shown in Fig. 4 for half filling. Solid lines: $A^<^\uparrow(k = 8\pi/33,\omega)$; dashed lines: $A^<_\uparrow(k = 8\pi/33,\omega)$. The total spectral function is shown in red, the contribution from the two band indices $\nu = 1,2$ are given in blue and green, respectively. Vertical dashed light green lines: peak positions in the non-interacting case obtained for PBC. Vertical gray (black) bars: excitation energies for $A^<^\uparrow$ ($A^<_\uparrow$) as obtained from Eq. (24) for one unit cell, i.e. $L = 2$. The heights of the bars correspond to their respective weights. All bars have been scaled such that in each cross section the largest bar (irrespective of belonging to $A^<^\uparrow$ or $A^<_\uparrow$) takes a value of 0.8 times the plot’s maximum range in y-direction.

FIG. 6. $A^<^\uparrow(k,\omega)$ as a function of $U$ obtained from FD of a single unit cell of $\hat{H}^{2\Delta}$ with OBC according to Eq. (24) for the case of half filling. The intensity of the line color indicates the weight $\omega$ of the respective peaks $\omega_\nu(U) = \sum_n |\langle n|\hat{c}_{\uparrow,\nu}|\text{GS}\rangle(U)|^2$. At $U = 0$ the non-interacting band structure is reproduced.
FIG. 7. Single particle spectral functions $A^\sigma_<(k,\omega,t=0)$ immediately after the electron-hole excitation (34) for $\hat{H}^{4\Delta}$ with $U/t_h = 4$, $L = 32$, $\Delta/t_h = 2$ obtained with MPS for OBC in the first BZ at quarter, (a) and (b) ($\chi_{\text{max}} = 500$), and half filling, (c) and (d), respectively. (a) and (c) show the $\uparrow$-direction, (b) and (d) the $\downarrow$-direction. The green dashed lines show the equilibrium band structure of the non-interacting system calculated with PBC, the green dots correspond to the calculation with OBC.

FIG. 8. Cross section of the data shown in Fig. 7 at $k = 4\pi/33$ (solid lines) for quarter, (a) and (c) ($\chi_{\text{max}} = 500$) and half filling, (b) and (d). The dotted (dashed) lines show the ground state results of Fig. 2 for the lesser (greater) spectral functions. The total spectral function is shown in red, the contribution from the four band indices $\nu = 1, 2, 3, 4$ are given in blue, green, cyan, and magenta, respectively. Vertical dashed light green lines: ground state peak positions in the non-interacting case obtained for PBC. Vertical gray (black) bars: excitation energies for $A^\sigma_<$ ($A^\sigma_>$) in the ground state as obtained from Eq. (24) for one unit cell, i.e., $L = 4$. The heights of the bars correspond to their respective weights. All bars have been scaled such that in each cross section the largest bar takes a value of 0.8 times the plot’s maximum range in y-direction. The red arrow highlights the in-gap spectral weight in $A^\sigma_<(k,\omega,t=0)$ (see text for further details).
the correct eigenbases in order to avoid artificial time.

This is not the case when performing the transform to states of the non-interacting Hamiltonian, see App. B.

constant in time, as expected. However, this is only the function after the excitation is found numerically to be

ν-tained from the ν

significantly reduced, as desired, and at the same k-value states at higher energies get populated, with a clear maximum in the lowest 'band' within the upper Hubbard band.

Note that for \( U = 0 \) – up to a small weight due to the limited resolution – a perfect transfer of weight is obtained from the ν- to the \( \nu + 1 \)-band and that the spectral function after the excitation is found numerically to be constant in time, as expected. However, this is only the case when applying the k-space transform to the eigenstates of the non-interacting Hamiltonian, see App. B.

This is not the case when performing the transform to other seemingly suitable bases, e.g. for OBC to a plane-wave basis or a simple sin-transform. Even though in equilibrium this typically leads to (small) finite size corrections, when dealing with the time-dependent non-equilibrium spectral function it is important to work in the correct eigenbases in order to avoid artificial time dependencies.

At \( U = 0 \), the spin-\( \downarrow \) direction is completely unaffected, due to the absence of interactions between both spin channels. From Figs. 7(a) and (b) we find that – apart from the slight renormalization discussed before – at quarter filling the situation in excellent approximation resembles the non-interacting case. This further indicates that at this filling and value of the parameters interaction effects are not dominant. However at half filling, shown in Figs. 7(c) and (d), the behaviour differs significantly from the non-interacting case: a small, but finite weight remains in \( \mathcal{A}_\nu^- (k, \omega, t = 0) \), and the population in \( \mathcal{A}_\nu^- (k, \omega, t = 0) \) is smeared out to higher energies and also weakly to neighboring k-values, both of which we associate to the present scattering between the electrons. Most prominently, however, we find the electrons in the \( \downarrow \)-direction to be affected as well, even though we did not apply an excitation there. We observe a new band in between the lower and the upper Hubbard band, at an energy \( \omega \approx 2.5 \). Note that at this value of \( \omega \) there is no weight in the FD- or MPS-treatment of the equilibrium spectral function.

We further illustrate these findings at half filling on the corresponding cross sections at \( k = 4\pi/33 \) in Fig. 8. The dominant effect is that the spectral weight of the \( \nu = 2 \) contribution to \( \mathcal{A}_\nu^- (k, \omega) \), which makes for most of the corresponding band, has vanished after application of the operator (34). We find that it has been transferred mainly to the \( \nu = 3 \) contribution of \( \mathcal{A}_\nu^- (k, \omega) \), and both lines almost perfectly overlap. The remnant of weight in

FIG. 9. Cross section of \( \mathcal{A}_\nu^- (k, \omega, t) \) for \( \hat{H}^{4\Delta}_c \) with \( U/t_h = 16, L = 32, \Delta/t_h = 2 \) at \( k = 4\pi/33 \) before the excitation \((t = -\infty, \) dashed lines) and directly after the excitation \((t = 0, \) solid lines) for half filling. The total spectral function is shown in red, the contribution from the four band indices \( \nu = 1, 2, 3, 4 \) are given in blue, green, cyan, and magenta, respectively. Vertical dashed light green lines: ground state peak positions in the non-interacting case obtained for PBC. Vertical gray (black) bars: excitation energies for \( \mathcal{A}_\nu^- (k, \omega, t) \) in the ground state as obtained from Eq. (24) for one unit cell, i.e. \( L = 4 \). The heights of the bars correspond to their respective weights. All bars have been scaled such that in each cross section the largest bar takes a value of 0.8 times the plot’s maximum range in y-direction. The red arrow highlights the in-gap spectral weight in \( \mathcal{A}_\nu^- (k, \omega, t = 0) \) \((\chi_{\text{max}} = 500)\).

(a) \( \hat{H}^{4\Delta}_c \):

\[
\begin{align*}
\langle \Psi_{\text{GS}} \rangle &= |\downarrow\uparrow\uparrow\uparrow\rangle \\
E_0 &= -2\Delta \\
\uparrow\text{-excitation:} \\
|\Psi_1\rangle &= |\downarrow\uparrow\uparrow\rangle \\
E_{\Phi_1} &= U - \Delta \\
\hat{c}_{\uparrow} |\Psi_1\rangle &= |0 \downarrow 0 \uparrow\rangle \\
E_{n=1} &= U - \Delta/2 \\
\downarrow\uparrow 0 \uparrow \rangle \\
E_{n=2} &= -\Delta/2 \\
\Rightarrow \quad E_{\Phi_1} - E_n &= \begin{cases} -\Delta/2, & n = 1 \\
U - \Delta/2, & n = 2 \\
\end{cases} \\
|\Psi_2\rangle &= |\uparrow\downarrow\downarrow\rangle \\
E_{\Phi_2} &= 2U \\
\hat{c}_{\downarrow} |\Psi_2\rangle &= |0 \uparrow 0 \downarrow\rangle \\
E_{n=3} &= U + \Delta/2 \\
\uparrow\downarrow 0 \downarrow \rangle \\
E_{n=4} &= U + \Delta/2 \\
\Rightarrow \quad E_{\Phi_2} - E_{n=1,2} &= U - \Delta/2
\end{align*}
\]

(b) \( \hat{H}^{2\Delta}_c \):

\[
\begin{align*}
\langle \Psi_{\text{GS}} \rangle &= |\uparrow\rangle \\
E_0 &= -\Delta \\
\uparrow\text{-excitation:} \\
|\Psi_1\rangle &= |\uparrow\rangle \\
E_{\Phi} &= U \\
\hat{c}_{\uparrow} |\Psi_1\rangle &= |\uparrow\rangle \\
E_{n=1} &= -\Delta/2 \\
\Rightarrow \quad E_{\Phi} - E_{n=1} &= U - \Delta/2
\end{align*}
\]

FIG. 10. Sketch of the states and energies needed to compute \( \mathcal{A}_\nu^- (\omega) \) after an excitation in the \( \uparrow \)-direction, which shifts the particle by one site, in the atomic limit \( t_h = 0 \) (a) for \( \hat{H}^{4\Delta}_c \) and (b) for \( \hat{H}^{2\Delta}_c \). The difference in energies corresponds to the position of the mid-gap peak, here for both cases at \( U - \Delta/2 \).
FIG. 11. Single particle spectral functions $\mathcal{A}^\sigma(k,\omega,t=0)$ immediately after the electron-hole excitation (34) for $\hat{H}^{2\Delta}$ with $U/t_h = 4$, $L = 32$, $\Delta/t_h = 2$ obtained with MPS for OBC in the first BZ at half filling. (a) shows the $\uparrow$-direction, (b) the $\downarrow$-direction. The green dashed lines show the equilibrium band structure of the non-interacting system calculated with PBC, the green dots correspond to the calculation with OBC. The blue dotted line depicts the maxima of $\mathcal{A}^\sigma(k,\omega)$ extracted from Fig. 4(b).

The highest occupied band of $\mathcal{A}^\sigma(k,\omega)$ is seen to mostly come from its $\nu=3$ contribution, which is unaffected in our modeled excitation (34). Since this contribution is zero in the non-interacting case, this feature can be associated to the stronger interaction effects at half filling, which were essentially absent at quarter filling. Turning our attention to $\mathcal{A}^\downarrow(k,\omega,t=0)$ in Fig. 8(d) we find that also in this case the $\nu=2$ contribution of $\mathcal{A}^\downarrow(k,\omega)$ has dropped quite significantly and the new feature appears as indicated by the red arrow in Fig. 8(d) at the mid-gap energy value $\omega \approx 2.5$.

This is a remarkable finding, which we further analyze by changing the value of $U$. In Fig. 9, we show the same cross sections as in Fig. 8 at half filling for $U = 16$. Here, the new midgap-feature in the spin-$\downarrow$ direction is clearly visible. Its energy is at $\omega \approx U - \Delta$, which appears to be outside the upper Hubbard band. Such a feature can be obtained in the atomic limit $t_h \to 0$, c.f. Fig. 10: computing $\mathcal{A}^\sigma(k,\omega)$ after the electron-hole excitation for a single unit cell, one finds a signal in the spin-$\downarrow$-direction at $\omega = U - \Delta/2$, which lies in the gap, and one in the spin-$\uparrow$-direction at $\omega = U + \Delta/2$, which can lie inside the upper Hubbard band. In the results of Figs. 7 and 11, which are away from the atomic limit, the aforementioned signal in the $\downarrow$-direction is obtained, but it is more difficult or impossible to identify one in the $\uparrow$-direction, even when changing the value of $\Delta/t_h$, see Fig. 15 for results at $\Delta/t_h = 8$.

We present our results for $\hat{H}^{2\Delta}$ for which we show the full lesser spectral functions after the excitation $\mathcal{A}^\sigma(k,\omega,t=0)$ in Fig. 11. Due to the simpler band structure, the effects of the excitation in $H^{2\Delta}$ are easier to analyze. First, we note that in the $\uparrow$-direction in Fig. 11(a) the remaining weight in the lower band is significantly less than for the situation at half filling in $H^{4\Delta}$, c.f. Fig. 7(c). Second, in addition we find a mid-gap band at $\omega \approx 2.4$ in the $\downarrow$-direction, as seen in Fig. 11(b), the only difference being that in this case the weight in the mid-gap band is not as equally distributed as in Fig. 7(b) but rather more accumulated at larger mo-
FIG. 13. Real part of the optical conductivity $\sigma_1(\omega,t)$ for $\hat{H}^{4\Delta}$ with $\Delta/t_h = 2$ and $U/t_h = 0, 4, 16$ (a) to (c)) at half filling in the ground state, i.e. $t = -\infty$, (red) and immediately after the excitation, i.e. $t = 0$ (blue). Data points: Obtained from Fourier transforming according to (32) and (33), respectively, with damping $\tilde{\eta} = 0$. Solid lines: Application of 16 times zero padding.

menta. This additional feature is also seen in the cross section at $k = 8\pi/33$ in Fig. 12. As expected, in the $\uparrow$-direction the dominant $\nu = 1$ contribution $\mathcal{A}_c^<(k,\omega)$ has vanished entirely in $\mathcal{A}_c^<(k,\omega, t = 0)$ and is transferred to the energy corresponding to the $\nu = 2$ contribution of $\mathcal{A}_c^>(k,\omega)$, c.f. Fig. 12(a). Due to the simpler band structure, there is only a slight remnant caused by the $\nu = 2$ contribution to $\mathcal{A}_c^>(k,\omega)$. As for the $\downarrow$-direction in Fig. 12(b), the mid-gap state does not correspond to any frequency of $\mathcal{A}_c^>(k,\omega)$ and is even further away from its $\nu = 2$ contribution as in the case of $\hat{H}^{4\Delta}$, c.f. Fig. 8(d).

We attribute the other deviations between the spectral functions before and after the excitation again to scattering processes. A midgap state is again found in the atomic limit, see Fig. 10. In summary, these findings indicate that the formation of mid-gap bands is generically obtained in photo excited Hubbard systems with a magnetic superstructure.

C. Optical conductivity and exciton states

We further analyze the situation by computing the optical conductivity at half filling before and after the excitation, as shown for $\hat{H}^{4\Delta}$ in Fig. 13 at values of $\Delta/t_h = 2, U/t_h = 0, 4$ and 16, and in Fig. 14 for the same values of $\Delta/t_h$ and $U/t_h$ for $\hat{H}^{2\Delta}$. In addition we present in Figs. 15 and 16 reference results of the spectral function and the optical conductivity after the excitation for $\hat{H}^{4\Delta}$ at $\Delta/t_h = 8$. Note that for the optical conductivity we will not discuss features at frequencies $\omega \rightarrow 0$, since our approach has the largest uncertainties there, as discussed in Sec. III B.

Before the excitation, we find in both models multiple
FIG. 15. Single particle spectral functions $A_<(k,\omega,t=0)$ immediately after the electron-hole excitation (34) for $\hat{H}^{4\Delta}$ with $U/t_h = 4$, $L = 32$, $\Delta/t_h = 8$ obtained with MPS for OBC in the first BZ at half filling. (a) shows the $\uparrow$-direction, (b) the $\downarrow$-direction. The green dashed lines show the equilibrium band structure of the non-interacting system calculated with PBC, the green dots correspond to the calculation with OBC. The blue dotted line depicts the maxima of $A_>(k,\omega)$. ($\chi_{\text{max}} = 500$.)

FIG. 16. Real part of the spin-resolved optical conductivity $\sigma(\omega,t)$ for $\hat{H}^{4\Delta}$ with $\Delta/t_h = 8$ and $U/t_h = 4$ at half filling, (a): $\uparrow$-direction; (b): $\downarrow$-direction. Red denotes the ground state, i.e. $t = -\infty$, blue the results immediately after the excitation, i.e. $t = 0$. Data points: Obtained from Fourier transforming according to (32) and (33), respectively, with damping $\bar{\eta} = 0.1$. Solid lines: Application of 16 times zero padding.

Table I. Peak positions in the optical conductivity $\omega_{\sigma_1}$ vs. peak-to-peak distance in the spectral function $\omega_A$ for $\hat{H}^{4\Delta}$ and $\hat{H}^{2\Delta}$ at $\Delta = 2$ and various $U$. Note that at $U = 0$ the dispersion in the spectral function is strongest so that the results may deviate.

| $\hat{H}^{4\Delta}$ | $\hat{H}^{2\Delta}$ |
|---------------------|---------------------|
| $U$                | $\omega_{\sigma_1}$ | $\omega_A$ | $\omega_{\sigma_1}$ | $\omega_A$ |
| 0                   | 0.87                | 0.62       | 2.07                | 2.01       |
|                     | 3.17                | 2.71       |                     |            |
| 4                   | 3.93                | 3.93       | 5.23                | 5.2        |
|                     | 5.62                | 5.76       | 8.95                | 8.64       |
|                     | 6.16                | 6.51       |                     |            |
|                     | 8.60                | 8.33       |                     |            |
| 16                  | 15.60               | 15.18      | 16.75               | 16.72      |
|                     | 17.35               | 16.76      | 20.0                | 19.94      |
|                     | 17.95               | 17.73      | 22.3                | 21.5       |
|                     | 18.73               | 19.30      |                     |            |

However, in all cases when $\Delta > 0$, additional peaks appear immediately after the excitation. At equilibrium, peaks in the optical conductivity below the Mott gap indicate the formation of excitons in interacting electron systems. Here, the question arises if this is true also after an excitation; in case of exciton formation, we expect additional signals in both the optical conductivity and the spectral function. The latter is expected to show a feature at an energy, which corresponds to the conduction band (upper Hubbard band) minus the binding energy $E_b$ of the exciton. In a Mott insulator, the relation between $E_b$, the Mott gap $E_M$ and the peak position of the exciton signal in the optical conductivity $\omega_{\text{exc}}$ is $E_b = E_M - \omega_{\text{exc}}$. The Mott gap can be read off directly from the spectral function, so that we do not need further computations and we can directly check for this expectation.

We find that we need to differentiate between $\hat{H}^{4\Delta}$ and $\hat{H}^{2\Delta}$. Peaks at energies $\omega \sim U/t_h$ or higher, whose values for the most prominent peaks are listed in Tab. I. These values correspond rather well to the energy differences between the peak positions of the highest occupied band in $A_<(k,\omega)$ and the peak positions of the empty bands in $A_>(k,\omega)$. Hence, the peaks seen in the equilibrium optical conductivity correspond to transferring a particle from the lower Hubbard band to the higher Hubbard band. This is obtained for $\hat{H}^{2\Delta}$ and for $\hat{H}^{4\Delta}$.
\( H^{2\Delta} \). For \( H^{4\Delta} \) we find an additional peak at \( \omega \approx 2 \) in the optical conductivity independent of the interaction strength \( U \), see Fig. 13. Since at \( U = 0 \) the spin-\( \uparrow \) and spin-\( \downarrow \) electrons are not coupled, there is no additional signal in the spectral function. Thus, in general its origin cannot be traced back to the formation of excitons. Hence, additional peaks in the optical conductivity after a photo excitation do not necessarily indicate the formation of excitons.

This is further supported by the findings presented in Fig. 16 where we show the optical conductivity before and after the excitation for \( U = 4 \) and \( \Delta = 8 \) and resolved for both spin directions. We notice that apart from the peak at \( \omega \approx 2 \), here we encounter other new peaks after the excitation at \( \omega \approx 7.5, 8, 9.5 \). While the peak at \( \omega \approx 2 \) is only in the \( \uparrow \)-direction, the peaks at \( \omega \approx 7.5, 8, 9.5 \) are only in the \( \downarrow \)-direction. These correspond to additional features in \( A^\uparrow_1(k,\omega,t>0) \), and hence can be related to the formation of three \( \downarrow \)-excitons. However, they do not show at the expected energies \( E_{M} - E_b \) below the lower Hubbard band but rather at \( E_{M} - \omega_{exc} \).

For finite \( U \) and \( \Delta = 2 \) the mid-gap states are at energies \( \omega \approx 2 \) below the upper Hubbard band, c.f. Figs. 8(d) and 9(b). Figure 13 can then be interpreted such that two effects are superimposed and the additional peak at \( \omega \approx 2 \) is caused by both, the exciton and the particular band structure of \( H^{4\Delta} \): The upper and lower Hubbard bands show two internal bands, which according to Eq. (5) are separated by \( \omega \approx 2 \) for large \( \Delta \). When an \( \uparrow \)-electron is in the third band, it takes \( \omega \approx 2 \) to shift it to the fourth band, explaining the peak in Fig. 13 at \( U = 0 \). A more detailed analysis shows this peak to only stem from the spin-\( \uparrow \) direction. Generically, in the non-interacting case, we find no such peak in the spin-\( \downarrow \) direction, and also at finite \( U \) the major contribution is only in the spin-\( \uparrow \) direction, see Fig. 16 as an illustrative example.

For \( H^{2\Delta} \) the situation is clearer due to the simpler band structure. We again find peaks at \( \omega \approx 2 \) after the excitation, but this time it depends on \( U \), c.f. Fig. 14. At \( U > 0 \), these additional peaks are again only in the \( \downarrow \) direction. However, note that for \( U = 0 \) also the ground state optical conductivity shows a peak at \( \omega \approx 2 \) in contrast to the cases of finite \( U \), further indicating they cannot be of the same origin. As for \( H^{4\Delta} \) we find the exciton band at energies approximately \( E_{M} - \omega_{exc} \) above the lower Hubbard band in the spectral function for the \( \downarrow \)-direction. Note however that this new band is nearly dispersionless, or at least it has a smaller curvature than the upper Hubbard band.

### 1. Exciton confinement

The findings are explained by the alternating magnetic background potential, which hinders the motion of the hole and of the doublon after the excitation, as illustrated in Fig. 17 for a single localized excitation for \( H^{2\Delta} \): At finite \( U/t_h \), the \( \downarrow \)-electrons after the excitation are on the one hand repelled by the excited \( \uparrow \)-electron and would favor to move away, on the other hand they are hindered by the staggered potential in their motion, so that an effective binding to the original place is realized. Furthermore, at half filling the energy of the system grows with the separation \( d \) of the hole and the doublon as \( d \cdot \Delta \). This leads to a confinement of doublon and hole, since the energy is lowest if both are neighboring each other, and hence to the formation of an exciton. Note that the exciton is able to move through the system, since the energy remains the same as long as doublon and hole sit next to each other. The \( \uparrow \)-electron can furthermore not directly move back to the original place, since it has no channel to distribute the energy gained after the excitation, see the detailed discussion in Ref. 23, where this mech-
anism lead to the formation of long-lived spatial density patterns. Such a recombination process is only possible when scattering to further particles takes place and is studied further in the next section.

In Ref. 39, midgap states in the spectral function of correlated insulators were associated to excitons in two-dimensional extended Hubbard systems with nearest neighbor (n.n.) interaction $V$, which is the cause for the binding between hole and doublon. In comparison, the exciton observed here has some unusual properties: i) in contrast to Refs. 28 and 29 the excitonic signature in $\sigma(\omega, t)$ appears only after the photoexcitation, indicating this is a dark exciton$^{79-81}$; ii) the exciton is formed without a $V$-term in the Hubbard Hamiltonian, i.e., even at very strong screening; iii) the features differ for both spin directions; iv) it appears at a different energy.

The study of exciton signatures in ARPES is an ongoing topic$^{34-38}$. In these experiments, an electron is emitted, and hence only the breaking of an exciton can be observed, i.e. one needs to photoexcite the system first (as in pump-probe setups) to create the exciton. An in-gap feature below the conduction or upper Hubbard band, respectively for band or Mott insulators, is expected to appear, which is at a position lower by $E_0$ than the edge of the upper band$^{34,40}$. Here, however, the exciton feature in the spectral function appears at an energy $E_0$ above the lower Hubbard band. This is the case, since the upper Hubbard band in the $\uparrow$-direction remains empty even after the excitation. Hence, removing a $\downarrow$-electron in the photoemission process will cost the energy given by the band structure plus the binding energy of the exciton, leading to the feature at the observed energy. The same would also be true if the excitation was not only acting on one spin-direction, so that the spectral function will show such a feature at this energy also in this case. This has an interesting consequence: in correlated band insulators as the ones treated here, trARPES measurements can obtain an additional feature not at the energy expected for bright excitons, but at the energy given by the lower Hubbard band plus the binding energy.

The discussion in this section leads us to conclude that an on-site Hubbard interaction $U$ in the presence of a magnetic superstructure generically can lead to the formation of dark excitons in the spin direction opposite to the excited one, which is further supported by the similarity of our findings for the two different models $\hat{H}^{4\Delta}$ and $\hat{H}^{2\Delta}$.

\subsection*{D. Transient behavior}

Now we analyze the time evolution of the excited system. We focus on the behavior of $\hat{H}^{2\Delta}$, whose time evolution shows essentially the same behavior as the one of $\hat{H}^{4\Delta}$ but is easier to discuss. In Fig. 18 we display $\mathcal{A}_\sigma^>(k, \omega, t)$ at selected times $t$, including $t = 0$ directly after the excitation corresponding to Figs. 11(a) and (b). Comparing Figs. 18(a) and (i), in the $\uparrow$-direction we find the main effect is a recombination of the electron-hole pair. However, also at neighboring $k$-values small effects are visible. To further analyze this, we display in Fig. 19 the time evolution of the populations in various $(k, \omega)$-regions of interest (ROI) in the spectral function. The red and the green lines show the population in the ROI to which the particle was excited to or from which it was taken from ($k = 8\pi/33$ and approximately $\omega \in [-2, 0]$ or $\omega \in [4, 6]$, respectively). The blue line shows the sum of the both. We find that the populations in the ROIs are $\sim 0.1$ or $\sim 0.7$, respectively, at time $t = 0$. As discussed previously, for a non-interacting system we would expect populations of 0 and 1, and the deviation is due to correlation effects. The interactions induce a recombination of this electron-hole pair, and we see that on a time scale $\sim 10$ the weight of both regions becomes the same. The recombination process continuous, but will take much longer than the time scales treated by us. The sum of both weights is approximately constant in time, but shows small fluctuations. Note that its value is different from 1, since there are small weights at the same $k$-value also outside these ROIs (taking these into
account we find the contributions indeed sum up to 1). Since the sum of both contributions is approximately constant, scattering from or to other $k$-values seems to play a minor role. Indeed, we find that for all $k$-values further away the populations within our estimated accuracy do not change in time. However, for the neighboring $k$-values, we find that interband scattering leads to a redistribution of weights from the lower to the upper Hubbard band in the course of time, which leads to a change linear in time of the populations in these ROIs on the time scales investigated by us, see Fig. 19.

In the $\downarrow$-direction, the populations do essentially not change in time on the time scales treated by us. Interestingly, this is also true for the total weight of the excitonic band, which is approximately 1. This indicates that the excitonic state has a lifetime substantially longer than the time scale investigated.

We complement this discussion by the time-dependence of the optical conductivity for $\hat{H}^{2\Delta}$ shown in Fig. 20. We focus in particular on the features induced by the excitation finding that the additional peak at $\omega \approx 2$ is stable and does essentially not change with time. We see that the other features at frequencies $\omega \gtrsim 1$ also do not change in time, and that no further features appear. At low frequencies, we observe a time-dependent oscillation at $\omega \to 0$; however, as discussed in the method section, we believe that the approach is not accurate enough to make precise statements about this behavior and leave this to future research.

V. CONCLUSION AND OUTLOOK

We investigated the time evolution of one-dimensional Hubbard-like systems at half filling with a magnetic superstructure following a spin-selective electron-hole excitation studying the spectral function and the optical conductivity in and out-of-equilibrium.

In a first step, we treat the ground state spectral function and identify at finite interactions $U$ an upper and a lower Hubbard band, which posses an additional fine structure caused by the super structure. An FD calculation for a system consisting of only a single unit cell confirmed our MPS-obtained results. In the ground state optical conductivity we find peaks which can be identified with band transitions in the spectral function.

Afterwards, we computed the time evolution of two variants of the system after an excitation in the spin-$\uparrow$ direction only. We observed recombination of the excited electron and the hole in $A_{\sigma}^+(k,\omega,t)$. At $t \sim 10$ we found the populations to have become equally strong. In addition, at neighboring $k$-values inter band scattering leads to a roughly linear population growth in the upper Hubbard band in the spin-$\uparrow$ direction. For $\hat{H}^{4\Delta}$ we do find an additional peak in $\sigma_{\sigma,\downarrow}(\omega,t)$ in the gap region. However, this feature is also found for $U = 0$ and, hence, does not indicate the formation of an exciton but is due to the complex band structure. Indeed, for the simpler band structure of $\hat{H}^{2\Delta}$ this feature disappears. Thus, in the spin-$\uparrow$ direction no indication of exciton formation is obtained.

However, we found for $U > 0$ in all cases an in-gap signal in the spin-$\downarrow$ direction even though it was not touched by our excitation. In the optical conductivity additional peaks are realized only in the $\downarrow$-direction, which we associate with the features in the spectral function. Since this is obtained only for $U > 0$, we can rule out the super structure as the sole cause of this effect. Furthermore, for a doublon-hole pair the energy increases linearly with separation, i.e. there is a confinement of the doublon-hole pair to nearest neighbors. At $U > 0$ this leads to a finite binding energy, i.e. excitons are formed, which appear only after the photo excitation and only in the opposite spin direction, which we therefore call spinful dark excitons. In the spectral function these excitons form a band, which is at the value of the binding energy above the edge of the lower Hubbard band. Note that in Mott insulators multiple excitons can be formed$^{28}$ which we see in Figs. 15 and 16.

In the time evolution we find these new features to be nearly independent of time in both the spectral function and the optical conductivity on the time scales treated by us.

It would be interesting to investigate for such effects...
also be studied in ultracold gases on optical lattices before (ground state, \( t = -\infty \), red; c.f. Fig. 14(b)) and after \( t \geq 0 \), blue) the excitation (34). The data was damped using \( \tilde{\eta} = 0.1 \) and 16 times zero padding was applied in (32) and (33).
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**FIG. 20.** Real part of the time-dependent optical conductivity \( \sigma_\omega (\omega, t) \) for \( \hat{H}^{2\Delta} \) with \( \Delta/t_b = 2 \) and \( U/t_b = 4 \) at half filling before (ground state, \( t = -\infty \), red; c.f. Fig. 14(b)) and after \( t \geq 0 \), blue) the excitation (34). The data was damped using \( \tilde{\eta} = 0.1 \) and 16 times zero padding was applied in (32) and (33).

in materials where magnetic super structures are realized. Examples are CE-structures in manganites\(^{82}\), or orbital-selective Mott phases in iron-based ladder compounds such as \( \text{BaFe}_2\text{Se}_3\)\(^{42-45}\). Alternatively, this can also be studied in ultracold gases on optical lattices\(^{83-85}\), on which it is possible to realize superlattices\(^{86,87}\) and to investigate for spectral functions\(^{88}\).
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**Appendix A: Equilibrium spectral functions at larger \( U \)**

In order to further investigate the impact of \( U \) on the band structure, we give a more detailed analysis at this point. We begin with \( \hat{H}^{2\Delta} \), where in Sec. IV A we have already analyzed the effect \( U \) has on \( A_\gamma^\uparrow (k, \omega) \) at half filling, c.f. Fig. 3. Fig. 21(b) additionally depicts \( A_\gamma^\uparrow (k, \omega) \), illustrating the symmetry of \( A_\gamma^\uparrow (k, \omega) \) and \( A_\gamma^\uparrow (k, \omega) \) at \( U/2 \) as expected from particle-hole symmetry. Clearly, the weight takeover, which is highlighted in the inset, also occurs for \( A_\gamma^\uparrow (k, \omega) \), which is best seen at \( U/t_b = 14 \). From the inset, we find that at \( U/t_b = 8 \) the weights of the overtaking and overtaken line are roughly equal, while at \( U/t_b = 16 \) the process is more or less completed.

Interestingly, we find a similar behavior also at quarter filling as is shown in Fig. 21(a). Here, there is only little change to \( A_\gamma^\uparrow (k, \omega) \) with growing \( U \) as expected due to the low particle density. While it comes only with a very small renormalization and three almost negligible side bands, \( A_\gamma^\uparrow (k, \omega) \) exploits a much richer structure. In addition to a similar weight takeover to the third band in the case of half filling, which is highlighted in the inset, the fourth band showcases another interesting phenomenon: At \( U = 0 \) one expects to find a sole signal of weight 1 analytically, but when looking into the numbers, we find in fact two signals of weight 0.5 each. Hence, two signals appear to have collapsed into one resulting in a degeneracy. This shows an actual band splitting when increasing \( U/t_b \), unlike the weight take over we discussed above. In the latter case, it is not clear from our computations that it must be a contribution from the same band the weight from a fading-out line is transferred to. The degeneracy, however, leaves no other explanation than an actual splitting. Note that only one of the two major branches from the split fourth band scales with \( U \), the other one is only slightly renormalized around \( \omega \approx 2.5 \). Again, the former branch is subject to weight takeover for larger \( U/t_b \).

For \( \hat{H}^{2\Delta} \), the spectral function for a single unit cell gained from (24) is rather simple consisting of only two contributions, a dominant band, which survives in the case \( U = 0 \), and a sub band, which takes only some weight from the dominant one for large \( U \), c.f. Fig. 6. Both contributions are also subject to some renormalization and \( A_\gamma^\uparrow (k, \omega) \) will scale with \( U \), making a detailed analysis as in Fig. 21 obsolete. The spectral functions simply flattens out considerably for large \( U \) such that the comparison to the analytical computation using the Lehmann representation will agree neatly to the MPS data. As for the case of \( \hat{H}^{2\Delta} \) we may interpret the system as being composed of two Hubbard bands with a fine
structure, which due to the considerably simpler structure of $\hat{H}^{2A}$ is less evolved consisting of only a sub band for both $\mathcal{A}_\uparrow^z(k,\omega)$ and $\mathcal{A}_\downarrow^z(k,\omega)$.

Appendix B: Transformation to quasi-momenta in case of OBC

Concerning the Fourier transform to $k$-space of the spectral functions as presented in Sec. III A, it is most straightforward to implement it using periodic boundary conditions (PBC). In our case with an extended unit cell this results to a transform in a modified plain-wave basis, which are the eigenstates of the non-interacting Hamiltonian in one unit cell. However, MPS work best for systems with open boundary conditions (OBC), for which some care needs to be taken. As pointed out in Refs. 89–91, this can be rather involved and non-trivial effects, e.g. Zak phases, can come into play. While these are interesting aspects, they lie outside the focus of our study, so that we want to identify the most direct way to obtain a transformation to (quasi-)momenta in the case of OBC, such that in the non-interacting case the time-dependent spectral function does not change in time.

For simple systems, a transform using sin-functions is useful\(^77\); however, for systems with an extended unit cell this can be more involved and it can be very cumbersome to write down the generalized plain-wave basis analytically. Therefore, instead, we numerically diagonalize the non-interacting Hamiltonian of the entire system and transform into its eigenbasis. As described in more detail in Ref. 23, this results in the generalized Fourier transform

$$ G^\sigma_{\phantom{\rightarrow}}(k',t) = \sum_{r,r'} P_{r,k}^\sigma \overline{P}_{r',k}^\sigma G^\sigma_{\phantom{\rightarrow}}(r,r',t) . \tag{B1} $$

The matrices $P_{r,k}^\sigma$ are obtained from the diagonalization (for $U = 0$) of (1) with OBC, through the definition of the annihilation and creation operators

$$ \hat{a}_{\sigma,k} = \sum_j P_{j,k}^\sigma c_{\sigma,j}^\dagger , \quad \hat{a}_{\sigma,k}^\dagger = \sum_j P_{j,k}^\sigma c_{\sigma,j} . \tag{B2} $$

Here, we choose the hermitian matrices $P^\sigma$ such that they hold the eigenvectors of the non-interacting Hamiltonian $H^\sigma$ given by

$$ \hat{H}_0 = \sum_{\sigma} \sum_{i,j} H_{i,j}^\sigma c_{\sigma,i}^\dagger c_{\sigma,j} , \tag{B3} $$

and, thus,

$$ H^\sigma = P^\sigma D^\sigma P^\sigma \iff H_{i,j}^\sigma = \sum_m P_{i,m}^\sigma D_{m,m}^\sigma P_{j,m}^\sigma . \tag{B4} $$

The matrices $D^\sigma$ are diagonal holding the eigenvalues of $H^\sigma$. Renaming $m \to k$ and $D_{m,m}^\sigma \to \epsilon^\sigma(k)$ we may identify them with the system’s dispersion relation. Note that similar to the sine transform, this method only gives half of the Brillouin zone, i.e.

$$ k = \frac{\pi p}{L + 1} , \quad p \in \{1, \ldots, L\} . \tag{B5} $$

For $L \to \infty$ and $k > 0$ the newly defined $\epsilon^\sigma(k)$ will converge to Eq. (5) or (8), respectively. We further stress...
that the procedure outlined above produces results in the extended zone scheme. One may, however, fold back manually to the first Brillouin zone defining corresponding momentum space operators for OBC through

$$
\hat{a}^{\dagger}_{\sigma,\nu,k'} = \begin{cases} 
\hat{a}^{\dagger}_{\sigma,k'}, & \nu = 1 \\
\hat{a}^{\dagger}_{\sigma,(L/2+1)\pi/(L+1)-k'}, & \nu = 2 \\
\hat{a}^{\dagger}_{\sigma,(L/2)\pi/(L+1)+k'}, & \nu = 3 \\
\hat{a}^{\dagger}_{\sigma,-k'}, & \nu = 4,
\end{cases}
$$

introducing again the band index \( \nu \) and calculating the momenta \( k' \) using (B5) with \( p' \in \{1, \ldots, L/4\} \) for \( \hat{H}_0^{4\Delta} \) and

$$
\hat{a}^{\dagger}_{\sigma,\nu,k'} = \begin{cases} 
\hat{a}^{\dagger}_{\sigma,k'}, & \nu = 1 \\
\hat{a}^{\dagger}_{\sigma,-k'}, & \nu = 2,
\end{cases}
$$

for \( p' \in \{1, \ldots, L/2\} \) in the case of \( \hat{H}_0^{2\Delta} \).
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