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ABSTRACT
Over the past decades, for One-Class Collaborative Filtering (OCCF), many learning objectives have been researched based on a variety of underlying probabilistic models. From our analysis, we observe that models trained with different OCCF objectives capture distinct aspects of user-item relationships, which in turn produces complementary recommendations. This paper proposes a novel OCCF framework, named as ConCF, that exploits the complementarity from heterogeneous objectives throughout the training process, generating a more generalizable model. ConCF constructs a multi-branch variant of a given target model by adding auxiliary heads, each of which is trained with heterogeneous objectives. Then, it generates consensus by consolidating the various views from the heads, and guides the heads based on the consensus. The heads are collaboratively evolved based on their complementarity throughout the training, which again results in generating more accurate consensus iteratively. After training, we convert the multi-branch architecture back to the original target model by removing the auxiliary heads, thus there is no extra inference cost for the deployment. Our extensive experiments on real-world datasets demonstrate that ConCF significantly improves the generalization of the model by exploiting the complementarity from heterogeneous objectives.

CCS CONCEPTS
• Information systems → Collaborative filtering; • Computing methodologies → Learning from implicit feedback.

KEYWORDS
One-class collaborative filtering, Consensus learning, Learning objective, Model optimization, Recommender system

1 INTRODUCTION
One-Class Collaborative Filtering (OCCF) aims to discover users’ preferences and recommend the items that they might like in the future, given a set of observed user-item interactions (e.g., clicks or purchases) [28, 43]. To effectively learn users’ preferences from such implicit feedback, many learning objectives (or objective functions) have been researched based on a variety of underlying probabilistic models. In particular, pair-wise ranking objective [44], metric-learning objective [16], and binary cross-entropy [14] have shown good performance. However, there is no absolute winner among them that can always achieve the best performance, because their superiority varies depending on datasets, model architectures, and evaluation metrics [48]. Since empirical comparison of all the choices is exceedingly costly in terms of both computing power and time consumption, most existing work simply leverages a generally good one for their model optimization.

In this paper, we analyze OCCF models optimized by various learning objectives and observe that models trained with different objectives capture distinct aspects of user-item relationships. We observe that the test interactions (i.e., the ground truth of the users’ preference) correctly predicted¹ by each model are significantly different, regardless of their quantitative recommendation performance; a model with low performance still correctly predicts considerable portions of the test interactions that the other models predict incorrectly. Further, we demonstrate that the different and complementary knowledge induced by heterogeneous objectives can be exploited to provide more accurate recommendations to a larger number of users, compared to the case of considering each single-faceted knowledge. The observations lead us to exploit the complementary knowledge for training a model to have a more complete understanding of user-item relationships.

We propose a new end-to-end OCCF framework, named as ConCF (Consensus learning for OCCF), that exploits the complementarity from heterogeneous objectives throughout the training process, generating a more generalizable model (Figure 1). ConCF constructs a multi-branch variant of a given target model by adding auxiliary heads, each of which is trained with different objective functions. Then, it generates consensus of multiple views from different heads, and guides the heads based on the consensus. Concretely, each head is trained with two loss terms – (1) the original collaborative filtering loss, and (2) a consensus learning loss that matches its prediction to the consensus. The consensus, which consolidates the predictions from differently optimized heads, contains rich and accurate information not sufficiently discovered by a single head. With the guidance, the heads are collaboratively evolved based

¹We consider the test interactions included in the top-N ranking list as correct predictions, also known as top-N recommendation [29].
on their complementarity during training, which again results in generating more accurate consensus iteratively.

The consensus learning, exploiting the complementarity from heterogeneous learning objectives, poses three unique challenges:

**C1:** Since each objective is based on different probabilistic models, the distributions and semantics of their prediction scores are different. Thus, the predictions from different heads need to be represented as a unified form so that they can learn interchangeably from each other. For example, BPR objective [44] encodes user-item relations as unbounded scores where larger values indicate higher relevance, whereas CML objective [16] learns the unit-ball metric space where user-item relations are encoded as their Euclidean distances in the range of [0, 2]. So, a score ‘0’ for a user-item pair implies a weak relation in the former, but a very strong relation in the latter. These discrepancies make the naive score-based learning [25, 27, 61] among the heads inapplicable.

**C2:** To generate informative consensus beneficial for all heads, it is essential to identify reliable predictions from each head and selectively reflect them into the consensus. As shown in our analysis, the user-item relationships correctly captured by each objective are significantly different. Thus, only the reliable predictions correctly captured by each head should be included in the consensus. Without considering the reliability, the consensus will contain incorrect predictions, providing inaccurate supervision for the heads.

**C3:** To exploit the complementarity, heterogeneous OCCF objectives having different convergence behaviors need to be properly balanced so that model parameters converge to useful features across all heads. In case that some of the heads are too dominant during training, it incurs the imbalance that impedes the remaining heads from being fully optimized. This results in the degradation of the quality of the consensus and the overall effectiveness of ConCF.

ConCF introduces solutions to the aforementioned challenges: **First,** to cope with the discrepancy among the outputs of the heads, ConCF utilizes ranking information, a universal form of knowledge that can be derived from all heads. Concretely, ConCF uses the information of relative preference priorities (e.g., user $u$ prefers item $i$ over item $j$) revealed from the predictions to exchange the knowledge among the heads. Utilizing the ranking information also has strengths in the top-$N$ recommendation, which provides a short item ranking list [20]. **Second,** to generate informative consensus, ConCF takes into account not only the predicted rankings but also their reliability revealed from temporal consistency of the predictions. The temporal consistency measures how consistent the predicted ranking is during training, and according to our findings, this is an important indicator to identify reliable predictions. By selectively reflecting the temporal-consistent predictions from each head, ConCF generates accurate consensus that every head can agree on, providing informative supervision for all heads. **Third,** for balancing the heads optimized in a different way, we enforce all the heads to be trained at similar rates by dynamically adjusting the gradient scale of each head on the shared parameters. We apply the gradient normalization technique [7], enabling the shared parameters to converge to beneficial features across all heads without additional hyperparameters for controlling the effects of each heads.

In test time, we convert the multi-branch architecture back to the original single-branch model by removing the auxiliary heads, thus there is no additional inference cost for deployment. Further, the consensus from multiple heads can be also used as a high capacity model in the scenario where there is less constraint on the inference cost. The key contributions of our work are as follows:

- Through our extensive analyses, we address the necessity of consolidating multiple views from heterogeneous OCCF objectives, which has not been studied well in the previous literature.
- We propose ConCF that exploits the complementarity from heterogeneous objectives throughout the training process. ConCF effectively deals with the challenges of the consensus learning from the heterogeneous objectives having distinct nature.
- We validate the superiority of ConCF by extensive experiments on real-world datasets. ConCF achieves superior performance compared to the model optimized by a single objective. Also, ConCF generates a more generalizable model in a single-stage process than the alternative strategies of the conventional two-stage knowledge distillation or ensemble models.

## 2 PRELIMINARIES

### 2.1 Problem Formulation

Let $\mathcal{U}$ and $\mathcal{I}$ denote a set of users and a set of items, respectively. Given implicit user-item interactions (e.g., click, purchase), we build a binary matrix $\mathbf{R} \in \{0, 1\}^{|\mathcal{U}| \times |\mathcal{I}|}$, where $r_{ui} = 1$ if the user $u$ has interacted with the item $i$, otherwise $r_{ui} = 0$. Let $\mathcal{O}^+ = \{(u, i) \mid r_{ui} = 1\}$ denote a set of observed user-item interactions, and let $\mathcal{O}^- = \{(u, i) \mid r_{ui} = 0\}$ denote a set of unobserved user-item pairs. Also, let $\mathcal{O}_\preceq = \{(u, i, j) \mid r_{ui} = 1 \land r_{uj} = 0\}$ denote a set of triples $(u, i, j)$ such that user $u$ has interacted with $i$ but has not interacted with $j$. The goal of one-class collaborative filtering (OCCF) is to obtain the relevance score $r_{ui} \in \mathbb{R}$ indicating how likely the user would interact with (or prefers to) the item $i$. Based on the predicted scores, we recommend top-$N$ unobserved items with the highest scores for each user, called as top-$N$ recommendation.

### 2.2 Learning Objectives for OCCF

We select five learning objectives for OCCF that have been widely adopted in recent work. We briefly review their key concepts and underlying probabilistic models. In case that there are lots of variants, we focus on the representative basic form. Note that any OCCF
objective can be flexibly adopted in the proposed framework. In this regard, we use alphabets to denote the objectives throughout the paper, i.e., CF-x, x ∈ {A, B, C, D, E}.

Let $r_{ui}$ denote a relevance score of $(u, i)$ pair predicted by a model (Figure 1a), and let $\theta$ denote the model parameters.

**CF-A.** Bayesian personalized ranking (BPR) [44] has been broadly used for model optimization [12, 13, 18, 47, 54, 60]. It maximizes the posterior probability $p(\theta \mid O) \propto p(\theta) \cdot p(O \mid \theta)$. The probability that user $u$ prefers item $i$ to item $j$ is defined as $\sigma(r_{ui} - r_{uj})$, where $\sigma(\cdot)$ is the sigmoid function and $r_{ui}$ has unbounded range. By taking the negative log-posterior, the loss function is formulated as follows:

$$L_{CF-A} = - \sum_{(u,i,j) \in O} \log \sigma(r_{ui} - r_{uj}), \quad (1)$$

The prior $p(\theta)$ is computed as $||\theta||^2$ by adopting a normal distribution. We omit the prior from Eq.1 for simplicity.

**CF-B.** Many recent studies have adopted metric learning [10, 16, 32, 33, 52, 65]. The strength of the user’s preference on the item is considered inversely (or negatively) proportional to their Euclidean distance in the representation space, i.e., $r_{ui} = -||u - i||_2$. One of the most representative work [16] adopts triplet loss as follows:

$$L_{CF-B} = \sum_{(u,i,j) \in O} [-r_{ui} + r_{uj} + m]^+, \quad (2)$$

where $[x]^+ = \max(x, 0)$ is the hinge loss, and $m$ is the margin. The space has a unit-ball constraint that enforces the size of all user and item representations less than or equal to 1.

**CF-C.** Binary cross-entropy is a highly popular choice for model optimization [14, 19, 35, 45, 55, 59]. It assumes the observations are sampled from the Bernoulli distribution, i.e., $p(O^+, O^- \mid \theta) = \prod_{(u,i) \in O^+ \cup O^-} \hat{p}_{ui}^{1}(1 - \hat{p}_{ui})^{(1 - r_{ui})}$ where $\hat{p}_{ui} \in [0, 1]$. By taking the negative log-likelihood, the loss function is defined as follows:

$$L_{CF-C} = - \sum_{(u,i) \in O^+ \cup O^-} r_{ui} \log \hat{p}_{ui} + (1 - r_{ui}) \log(1 - \hat{p}_{ui}), \quad (3)$$

**CF-D.** Another popular choice is to utilize Gaussian distribution for the observation sampling distribution [17, 31, 34, 42, 57], i.e., $p(O^+, O^- \mid \theta) = \prod_{(u,i) \in O^+ \cup O^-} N(r_{ui} \mid \hat{r}_{ui}, \sigma^2)$, with a fixed variance $\sigma^2$. The score $\hat{r}_{ui}$ has unbounded range. By taking the negative log-likelihood, the loss function is defined as follows:

$$L_{CF-D} = \frac{1}{2} \sum_{(u,i) \in O^+ \cup O^-} (r_{ui} - \hat{r}_{ui})^2 \quad (4)$$

**CF-E.** The multinomial distribution, which is widely used in language models [2], has been adopted in many recent work [5, 6, 34, 39]. It assumes each user’s observations are sampled as $p(O_u^+, O_u^- \mid \theta) = \prod_{i \in I} \hat{p}_{ui}^{r_{ui}^1}(1 - r_{ui}^{1 - r_{ui}})$ where $\sum_{i \in I} \hat{r}_{ui} = 1$ and $r_{ui} \in [0, 1]$. By taking the negative log-likelihood, the loss function is defined as follows:

$$L_{CF-E} = - \sum_{(u,i) \in O^+ \cup O^-} r_{ui} \log \hat{r}_{ui} \quad (5)$$

**Remarks.** Most previous studies use a single OCCF objective for model optimization. However, the heterogeneous objectives, which are based on different assumptions and probabilistic models, inject different inductive biases into the model [3]. These inductive biases make the model prefer some hypotheses over other hypotheses, and thus better at solving certain problems and worse at others [3]. In the next section, we investigate the complementarity of knowledge induced by heterogeneous learning objectives.

2.3 Analyses of Complementarity induced by Heterogeneous Learning Objectives

We provide in-depth analyses of the knowledge induced by heterogeneous objectives on three real-world datasets. We independently train five models (Fig.1a) with each CF function in Section 2.2, and their performances are summarized in the leftmost chart in Fig.2a. All other controllable factors except for the loss function are fixed. See Appendix A.1 for details of experiment setup.

2.3.1 Pairwise Exclusive- inclusive Ratio (PER). $PER(x; y)$ quantifies the knowledge of user-item relationship captured by the model $x$ but failed to be effectively captured by the model $y$. Let $x$ denote the set of test interactions correctly predicted by the latter, i.e., $PER(A; E) = \frac{|H_x - H_y|}{|H_x|}$. A high PER value means that the two models capture significantly different aspects from the same dataset. We compute PER for all pairs of models trained with each learning objective, and the PER maps are summarized in Figure 2a.

**Observations.** The models trained with different objectives have considerably high PER overall. Even the model with low performance still better predicts considerable portions of the test interactions than the other models with much higher performance, e.g., on CiteULike, the model trained by CF-E achieves 26% higher performance than that by CF-A, but it fails to correctly predict 35% of the test interactions correctly predicted by the latter, i.e., $PER(A; E) = 0.35$.

$^5$We assume that the knowledge captured by a model is revealed by its predictions. Here, we consider the test items (i.e., the ground truth of the user’s preference) that are in the top-50 ranking list as the correct predictions.
2.3.2 Complementary Hit Ratio (CHR). We investigate the complementarity that a model can learn from the other models. Given a set of trained models $\mathcal{M}$, we define CHR for a model $y$ as follows:

$$
CHR(y; \mathcal{M}) = \frac{|\bigcup_{x \in \mathcal{M}} H_x - H_y|}{|\bigcup_{x \in \mathcal{M}} H_x|}.
$$

$\bigcup_{x \in \mathcal{M}} H_x$ is the total test interaction set correctly predicted by $\mathcal{M}$, $CHR(y; \mathcal{M})$ quantifies the complementary knowledge that cannot be fully captured by the model $y$ but can be better understood by the other models. Intuitively, a high CHR value means that the model can take huge benefits from the complementarity of the other models, whereas $CHR(y; \mathcal{M}) = 0$ means that the model already captures all the knowledge of the other models.

We provide two statistical analyses using CHR. (1) We compare CHR values induced by learning objective with values induced by two other factors, which influence the information that a model learns, investigated in recent work: initialization [61] and model size (i.e., capacity) [25]. Given a model $y$, we generate a set of models (including $y$) with five different conditions for each factor$^3$, i.e., $M_f$ with different initial conditions, $M_c$ with different initial conditions, and $M_o$ with different learning objectives. Then, we compute CHR for each factor, i.e., $CHR(y; M_f)$, $CHR(y; M_c)$, and $CHR(y; M_o)$, and report the results in Table 1. (2) Given $M_o$, we compute user-level CHR$^5$, then we present CDF of CHR for the users in Figure 2b.

**Observations.** (1) Learning objective incurs significantly high CHR (up to 75% higher than that from model size on CiteULike). This indicates that the learning objective is an important factor affecting the knowledge captured by a model. The other factors can be also exploited in the proposed framework to enhance the complementarity. In this work, however, we focus on the learning objective which has not been studied well in the previous literature. (2) Considerable complementarity exists for the majority of users, e.g., on CiteULike, most users have CHR larger than 0.4, which indicates that only less than 60% of the total correct prediction set (i.e., $\bigcup_{x \in \mathcal{M}_o} H_x$) is reached with a single learning objective.

In sum, we conclude as follows: (1) The learning objective is a key factor that determines the knowledge captured by the model. (2) Models trained with different objectives learn distinct aspects of user-item relationships, which in turn produces complementary recommendations. (3) The complementarity can be exploited to provide more accurate recommendations to more users, compared to the case of considering each single-faceted knowledge.

---

3 Proposed Framework—ConCF

We present our framework, named as ConCF (Consensus learning for OCCF), which exploits the complementarity from heterogeneous objectives throughout the training process, generating a more generalizable model (Fig.1b). We first provide an overview of ConCF (Section 3.1). Then, we introduce a consensus learning strategy from heterogeneous objectives (Section 3.2). Lastly, we present our solution to balance the heterogeneous objectives without additional hyperparameters (Section 3.3). The training details and Algorithm of ConCF are provided in Appendix A.2.

3.1 Overview

In training, ConCF constructs a multi-branch variant of a given target model by adding auxiliary heads, each of which is trained with heterogeneous learning objectives. Then, it generates consensus of multiple views from different heads, and it guides the heads based on the consensus. The superscript $t$ denotes $t$-th training step (or epoch). The overall loss function is formulated as:

$$
L_t = \sum_{x \in \mathcal{F}} \lambda_x L_{t,x},
$$

where $\mathcal{F}$ is the set of the heads, $L_{t,x}$ is the loss function for head $x$ at training step $t$, and $\lambda_x$ is the trainable parameter for dynamically balancing the heads during training. Each head $x$ is trained with two loss terms: the original CF loss ($L_{t,CF,x}$) and the consensus learning loss which aligns its prediction to the consensus ($L_{t,CL,x}$).

$$
L_{t,x} = L_{t,CF,x} + \alpha L_{t,CL,x}
$$

where $\alpha$ is the hyperparameter controlling the effect of the consensus learning. After training, we convert the multi-branch architecture back to the original single-branch model by removing the auxiliary heads, thus there is no additional inference cost for the deployment. Further, the consensus from multiple heads can be also used as a high capacity model in the scenario where there is less constraint on the inference cost.

3.2 Collaborative Evolution with Consensus

The consensus learning from the heterogeneous objectives raises several challenges. First, the distributions and semantics of their prediction scores are different, thus the predictions from the heads need to be represented as a unified form so that they can learn interchangeably from each other. For example, $r_{ui} = 0$ means a weak relation with CF-A, but a very strong relation with CF-B. These discrepancies make the naive score-based knowledge exchange [25, 27, 61] inapplicable. Second, to generate informative consensus beneficial to all heads, it is essential to identify reliable predictions from each head and selectively reflect them into the consensus. As shown in Section 3.3, the user-item relationships correctly predicted by each objective are significantly different. Without considering the reliability, the consensus will contain incorrect predictions, providing inaccurate supervision for the heads.

We propose an effective strategy to resolve the challenges. Instead of the score (i.e., $r_{ui}$) itself, we utilize ranking information (e.g., $r_{ui} > r_{uj} > r_{uk}$). These relative preference priorities are the universal form of knowledge that can be derived from all heads, enabling the knowledge exchange among the heads with different output distributions. Further, we devise a new way of generating

---

Table 1: CHR induced by three factors. All values are computed for the same model $y$ having the identical initial condition, embedding dimension 64, and optimized by CF-A.

| Factors                | CiteULike | Ciao  | Foursquare |
|------------------------|-----------|-------|------------|
| Initial condition      | 0.30      | 0.23  | 0.29       |
| Model size             | 0.32      | 0.28  | 0.38       |
| Learning objective     | 0.56      | 0.43  | 0.54       |

$^3$For the initial condition, we use the default initialization schemes provided in PyTorch and control it by setting different random seeds. For the model size, we control the user/item embedding dimension $\in \{32, 48, 64, 80, 96\}$, and the size of subsequent layers are changed accordingly. It is worth noting that different model sizes necessarily entail different initial conditions.

$^5$Eq 7 is computed for each user, i.e., $|\bigcup_{x \in M_o} H_x - H_y| / |\bigcup_{x \in M_o} H_x|$, where $H_y$ is the test interactions of user $u$ correctly predicted by model $x$.
the consensus, considering both the predicted rankings and their reliability revealed from temporal consistency of the predictions.

3.2.1 Generating consensus. For each user, we generate the item ranking list by sorting the prediction scores from each head. Let \( \pi^t_x \) denote the ranking list from head \( x \) at training epoch \( t \) (\( u \) is omitted for simplicity). We assess the importance of each item in terms of top-N recommendation, then consolidate the importance from each head to generate the consensus. Concretely, we generate the ranking consensus \( \pi^t \) from \( \{ \pi^t_x \mid x \in \mathcal{F} \} \) by reranking items according to their overall importance. The importance is assessed by two factors: ranking position and consistency. The ranking position indicates the user’s potential preference on each item, naturally, high-ranked items need to be considered important for the top-N recommendation. The consistency indicates how consistent the predicted ranking is during training, and according to our analysis, this is an important indicator to identify reliable predictions.

**Ranking position.** Let \( \text{rank}^t(x,i) \) denote the rank of item \( i \) in \( \pi^t_x \) where a lower value means a higher ranking position, i.e., \( \text{rank}^t(x,i) = 0 \) is the highest rank. The importance of item \( i \) by ranking position is defined as follows:

\[
R^t_{x,i} = f(\text{rank}^t(x,i)),
\]

where \( f \) is the monotonically decreasing function. In this work, we use \( f(k) = e^{-k/T} \) to put more emphasis on top positions where \( T \) is a hyperparameter controlling the emphasis.

**Consistency.** To identify reliable predictions (i.e., correct top-ranked predictions) from each ranking list \( \pi^t_x \), we define consistency of predicted ranking position as follows:

\[
C^t_{x,i} = f(\text{std}[\text{rank}^{t-W}(x,i), \ldots, \text{rank}^t(x,i)])
\]

where \( \text{std}[\cdot] \) is the standard deviation. We compute the consistency of recent predictions from \( t - W \) to \( t \), where \( W \) is the window size. This metric gives higher importance to more consistent predictions.

Finally, the ranking consensus is generated by reranking items based on the consolidated importance. For each item \( i \), the importance \( I^t_i \) is computed as follows:

\[
I^t_i = \mathbb{E}_{x \in \mathcal{F}}[R^t_{C^t_{x,i}}], \quad \text{where } R^t_{C^t_{x,i}} = \text{combine}(R^t_{x,i}, C^t_{x,i}).
\]

The proposed strategy penalizes the frequently changed predictions, and pushes the items having not only high rank but also high consistency (green and blue in head A, red and green in head E) across the heads to the top of the ranking consensus \( \pi^t \).

3.2.2 Consensus learning. After generating the consensus, we enhance the performance of each head using the consensus. The consensus can be thought of as the teacher model in the general two-stage knowledge distillation (KD) [15]. However, unlike the general KD relying on the pretrained teacher that makes static predictions, the consensus collaborative evolves with the heads based on their complementarity, which can generate more accurate supervision beyond the static teacher. That is, the improved heads generate more accurate consensus again, interactively boosting the recommendation quality throughout the training process.

We train each head \( x \) to match its ranking orders with the consensus \( \pi^t \). To this end, we use the listwise learning-to-rank approach [58]. It defines a likelihood of the ranking order as a permutation probability based on the Plackett-Luce model [41] and trains the model to maximize the likelihood of the ground-truth ranking order. We define the top-N version of the permutation probability, which ignores the detailed ranking orders below the N-th rank, enabling each head to better focus on learning the top-N ranking results [20].

\[
p(\pi^t_{0:N} \mid \theta) = \prod_{k=1}^{N} \frac{\exp(\hat{r}_{u,\pi^t(k)})}{\sum_{i \in \mathcal{F}} \exp(\hat{r}_{u,\pi^t(i)})},
\]

where \( \pi^t_{0:N} \) is the top-N partial list, \( \theta \) is the model parameters, \( \pi^t(k) \) is the k-th item of \( \pi^t \), and \( \hat{r}_{u,\pi^t(k)} \) is the relevance score for \( (u, \pi^t(k)) \) predicted by head \( x \). Then, we train each head to derive scores that agree with the consensus ranking by maximizing its log-likelihood. The consensus learning loss is defined for users in the same batch \( B \) used for the original CF loss as follows:

\[
\mathcal{L}^t_{CL-x} = - \sum_{u \in B} \log p(\pi^t_{0:N} \mid \theta).
\]

where \( \pi^t_{0:N} \) is the top-N ranking consensus for user \( u \).

3.2.3 Empirical evidence. We investigate the reliability of the prediction measured by the consistency metric. We analyze the dynamics of model predictions during training on CiteULike5. First, we compare the computed consistency of correct predictions (i.e., test interactions) and that of incorrect predictions in the top-100 ranking list at epoch 50. For each user’s ranking list, we compute consistency for the item in each ranking position. We then compute the average consistency of all users for each ranking position and summarize the results for 10 equispaced bins for better legibility. We report the results from CF-A (i.e., \( C^{50}_{A} \)) in Fig.4a (left) and the results from all objectives (i.e., \( E_{A} \)) in Fig.4b (left).

We observe that regardless of the learning objectives, for each rank bin (1) the model tends to make consistent predictions on some user-item interactions but changes its prediction more frequently on others, (2) the correct predictions have higher average consistency than the incorrect predictions. These observations indicate that the consistency reveals the reliability of each prediction and also show that even the items with the same rank need to have different importance based on the consistency in forming consensus. Also, the model tends to make more consistent predictions for high-ranked items, indicating that the ranking consistency is a suitable indicator for assessing the reliability of the top-N recommendation.

\[\text{The experimental setup is identical to Section 2.3. The window size is set to 20.}\]
Further, we investigate whether consistency is indeed effective for generating accurate consensus. In Figure 4 (right), we compare the accuracy of consensus generated by two importance criteria: (1) R-consensus by $E_x[x_{\gamma}^t]$, (2) RC-consensus by $E_x[R_{\gamma}^t]$. RC-consensus can be thought of as a kind of majority voting scheme of ensemble; items with the same rank are considered to have the same importance, and items with an overall high rank across the heads would be ranked near the top in the consensus. As discussed earlier, this is insufficient to create an informative consensus. It even generates the consensus more incorrect than the predictions of some models (reported in Section 4.1). Note that in Fig.4a, R-consensus is equivalent to the original predictions by the model.

We observe that RC-consensus produces more accurate consensus than R-consensus (up to 16% in Fig.4b). Moreover, considering the consistency from all heads produces larger improvements compared to the case of a single head (Fig.4a vs. Fig.4b). This again shows the efficacy of the proposed consensus generation strategy, which identifies and consolidates reliable predictions from each head.

**Remarks.** In sum, ConCF uses ranking information along with the consistency to create consensus, and guides the heads by using the ranking consensus. Our strategy is inspired by the consistency regularization of semi-supervised learning (SSL) in image classification [26, 64] that deals with the uncertainty of unlabeled data by penalizing inconsistent predictions that change frequently during training. Also, our observations are consistent with recent findings of SSL that frequently changed predictions are unreliable [64].

### 3.3 Balancing Heterogeneous Objectives

In ConCF, the heads are optimized by heterogeneous objectives having different convergence behaviors. Thus, proper balancing of the heads is essential to effectively exploiting the complementarity. If a few heads are too dominant during training, the shared parameters would be biased in favor of the heads, which incurs imbalances that impede the remaining heads from being fully optimized. This degrades the overall effectiveness of the framework.

We enforce all the heads to be trained at similar rates by dynamically adjusting the gradient scale of each head on the shared parameters ($\theta_x$). We apply gradient normalization technique [7], enabling the shared parameters to converge to beneficial features across all heads without additional hyperparameters for balancing the heads. At each training step $t$, we define relative training ratio for each head $x$ as follows:

$$y^t_x = \frac{L^t_x / L^t_0}{E_{x \in F}[L^t_x / L^t_0]}$$

(15)

where $L^0_0$ is the initial loss of the training. For $y^t_x$, a lower value indicates head $x$ is optimized faster compared to the other heads. Based on the computed ratio, we adjust the gradient scale by each head. For each head $x$, let $G^t_x = ||\nabla_{\theta_x} \lambda^t_x L^t_0||_2$ denote the gradient scale by the loss of head $x$. The target gradient scale is defined as $E_{x \in F}[G^t_x] \times y^t_x$. The gradient normalization is conducted by minimizing the distance between the gradient scales.

$$L^t_b = \sum_{x \in F} |G^t_x - E_{x \in F}[G^t_x] \times y^t_x|$$

(16)

The target scale is treated as a constant, and $L^t_b$ is differentiated only with respect to $\lambda^t_x$. The computed gradient $\nabla_{\lambda^t_x} L^t_b$ is then applied via standard gradient descent update rules to update $\lambda^t_x$. Finally, $\lambda^{t+1}_x$ is normalized so that $\sum_{x \in F} \lambda^{t+1}_x = 1$.

### 4 EXPERIMENTS

We provide a summary of the experiment setup due to limited space. Refer to Appendix A.1 for more detail.

**Dataset.** We use three real-world datasets: CiteULike [53], Ciao [50], and Foursquare [38]. These datasets are publicly available and widely used in recent work [16, 20, 25, 28].

**Evaluation protocol.** We randomly split each user’s interaction history into train/valid/test sets in a 60%/20%/20% split [16]. We evaluate all models by two top-N ranking metrics [16, 34]: Recall@N ($R@N$) and NDCG@N ($N@N$). We report the average value of five independent runs, each of which uses differently split data.

**Compared training schemes.** (a) SingleCF uses a single objective for optimization as done in the most previous studies (Fig.1a). We train five independent models with each CF objective described in Section 2.2. (b) ConCF uses multi-branch architecture trained by heterogeneous objectives along with consensus learning (Fig.1b). After training, we can make recommendations by using either 1) a preferred head (e.g., based on the system requirement for further processing) or 2) the consensus generated by all heads. The former adds no extra inference cost compared to SingleCF and the latter can be adopted in the scenarios where computational cost is less constrained. We report the results of both cases in Table 2.

### 4.1 Experiment Results

We provide various experiment results supporting the superiority of ConCF. Supplementary experiments including hyperparameter study can be found in Appendix.

**4.1.1 Effectiveness of ConCF.** In Table 2, ConCF achieves significantly higher performance than all SingleCF models for all the datasets. In particular, the performances achieved by each learning objective are considerably improved in ConCF beyond the best SingleCF model.
Comparison of three schemes. ‘ConCF (w/o CL)’ is ConCF without consensus learning loss.

We compute user-level with various perspectives: • for user groups.

We further analyze the impacts of ConCF on users with different sparsity levels. We sort users in decreasing order according to their number of interactions (i.e., sparsity) and equally divide them into four groups; G-1 is the group of top-25% users having many interactions, whereas G-4 is the group of users having few interactions. We compute user-level Gain.Best and report the average value for each user group in Fig.5a. We observe that ConCF provides more accurate recommendations to all user groups, but particularly, the users with high sparsity (e.g., G-4) take more benefits from ConCF. In ConCF, various aspects captured by the heterogeneous objectives provide a more complete understanding of the users, which can be particularly effective for the users with very limited information.

4.1.2 Consensus learning analysis. To validate the effectiveness of the consensus learning, we compare three training schemes: SingleCF, ConCF (w/o CL), and ConCF. Since all these schemes can generate the consensus by consolidating the predictions from all models/heads, we report the performance of their best model (for SingleCF) or best head (for ConCF) as well as that of their head and the final consensus (i.e., RC-con). We analyze the results of ConCF. It can be seen as the ensemble model; the predictions from multiple models are consolidated to make the final prediction. Because the knowledge captured by a single objective is limited, each SingleCF model has limited performance. This leads to unsatisfactory ensemble results despite the effectiveness of RC-con.

- The consensus of the SingleCF models is not as effective as that of ConCF. It can be seen as the ensemble model; the predictions from multiple models are consolidated to make the final prediction. Because the knowledge captured by a single objective is limited, each SingleCF model has limited performance. This leads to unsatisfactory ensemble results despite the effectiveness of RC-con.

- ConCF (w/o CL) cannot effectively improve the performance of each head, and also its consensus shows limited performance.

We conduct the paired t-test with 0.05 level and all Gains are statistically significant.

Table 2: Recommendation performances. Gain.Best denotes the improvement of the best objective, which generates the best SingleCF model, in ConCF. Gain.Con. denotes the improvement of consensus over the best SingleCF model. We conduct the paired t-test with 0.05 level and all Gains are statistically significant.

| Dataset       | CiteULike | Ciao | Foursquare |
|---------------|-----------|------|------------|
| Training scheme | Objective | R@20 | N@20 | R@50 | N@50 | R@20 | N@20 | R@50 | N@50 | R@20 | N@20 | R@50 | N@50 |
| SingleCF      | CF-A      | 0.1411 | 0.0870 | 0.2513 | 0.1160 | 0.1151 | 0.0766 | 0.1797 | 0.0952 | 0.1207 | 0.0897 | 0.1987 | 0.1151 |
|               | CF-B      | 0.1551 | 0.0892 | 0.2851 | 0.1251 | 0.0645 | 0.0348 | 0.1547 | 0.0615 | 0.0897 | 0.0573 | 0.1746 | 0.0847 |
|               | CF-C      | 0.1483 | 0.0774 | 0.2652 | 0.1086 | 0.1182 | 0.0784 | 0.1814 | 0.0964 | 0.1123 | 0.0786 | 0.1939 | 0.1052 |
|               | CF-D      | 0.1759 | 0.1011 | 0.3132 | 0.1375 | 0.1042 | 0.0676 | 0.1755 | 0.0879 | 0.1026 | 0.0655 | 0.1948 | 0.0956 |
|               | CF-E      | 0.1938 | 0.1125 | 0.3179 | 0.1451 | 0.0975 | 0.0539 | 0.1853 | 0.0797 | 0.1548 | 0.1123 | 0.2542 | 0.1457 |
| ConCF         | CF-A      | 0.2371 | 0.1378 | 0.3701 | 0.1734 | 0.1347 | 0.0845 | 0.2237 | 0.1134 | 0.1605 | 0.1115 | 0.2638 | 0.1451 |
|               | CF-B      | 0.2350 | 0.1339 | 0.3733 | 0.1698 | 0.1350 | 0.0878 | 0.2213 | 0.1123 | 0.1720 | 0.1219 | 0.2773 | 0.1562 |
|               | CF-C      | 0.2412 | 0.1395 | 0.3763 | 0.1756 | 0.1334 | 0.0880 | 0.2221 | 0.1131 | 0.1639 | 0.1125 | 0.2782 | 0.1495 |
|               | CF-D      | 0.2360 | 0.1259 | 0.3716 | 0.1634 | 0.1349 | 0.0884 | 0.2266 | 0.1140 | 0.1757 | 0.1235 | 0.2876 | 0.1579 |
|               | CF-E      | 0.2418 | 0.1407 | 0.3721 | 0.1750 | 0.1367 | 0.0881 | 0.2248 | 0.1137 | 0.1714 | 0.1243 | 0.2759 | 0.1584 |

Table 3: CHR by three training schemes.

| Training schemes | CiteULike | Ciao | Foursquare |
|------------------|-----------|------|------------|
| SingleCF         | 0.56      | 0.43 | 0.54       |
| ConCF (w/o CL)   | 0.42      | 0.39 | 0.51       |
| ConCF            | 0.18      | 0.10 | 0.17       |

ConCF (w/o CL), which ablates the consensus learning (i.e., $L_{CL}$) from ConCF, can be seen as conventional multi-task learning. Here, the knowledge of the objectives is exchanged only through the shared parameters without guidance on the predictions. Its limited performance shows the importance of providing accurate and direct guidance on the predictions. Unlike the other two schemes, in ConCF, the heads learn reliable predictions from each other by negotiating their differences and reaching consensus throughout the training.

- RC-con is highly effective in generating consensus. R-con sometimes even generates more inaccurate consensus than the best head/model (e.g., Foursquare), whereas RC-con always generates informative consensus beneficial for all heads. This shows our strategy considering the reliability effectively consolidates the knowledge from heterogeneous objectives.

In Table 3, ConCF shows the lowest CHR values, which indicates the head effectively learns the complementary knowledge from the other objectives. For ConCF (w/o CL) and ConCF, CHR is computed in terms of the head optimized by CF-A, i.e., $CHR(A; F)$. As shown in the previous analysis (Table 1). This result supports the superior performance of ConCF on Table 2 and Fig.5b.

4.1.3 Comparison with homogeneous objectives. In Table 4, we analyze the importance of heterogeneous objectives in ConCF on CiteULike. ConCF (w/o Het) is a variant of ConCF that uses the homogeneous objectives. We also present the results of PCL [56] which is the state-of-the-art online KD method for image classification.
Table 4: Comparison with homogeneous learning objectives.

| Training scheme | Objective | R@20 | N@20 | Rg@50 | Ng@50 |
|-----------------|-----------|------|------|-------|-------|
| SingleCF        | CF-E      | 0.1938 | 0.1125 | 0.3179 | 0.1451 |
| PCL [56]        | CF-E 1    | 0.2196 | 0.1350 | 0.3363 | 0.1662 |
|                 | CF-E 2    | 0.2101 | 0.1291 | 0.3340 | 0.1621 |
|                 | CF-E 3    | 0.2133 | 0.1295 | 0.3471 | 0.1644 |
|                 | CF-E 4    | 0.2139 | 0.1298 | 0.3494 | 0.1615 |
|                 | CF-E 5    | 0.2164 | 0.1318 | 0.3383 | 0.1635 |
|                 | Ensemble  | 0.2103 | 0.1331 | 0.3422 | 0.1674 |
| ConCF (w/o Het) | CF-E 1    | 0.2236 | 0.1369 | 0.3479 | 0.1689 |
|                 | CF-E 2    | 0.2227 | 0.1400 | 0.3458 | 0.1718 |
|                 | CF-E 3    | 0.2282 | 0.1389 | 0.3495 | 0.1702 |
|                 | CF-E 4    | 0.2266 | 0.1400 | 0.3486 | 0.1712 |
|                 | CF-E 5    | 0.2256 | 0.1378 | 0.3441 | 0.1682 |
|                 | Consensus | 0.2321 | 0.1407 | 0.3521 | 0.1731 |

Table 5: R@50 comparison with two-stage KD. T1: the best SingleCF model (0.3179), T2: RC-con of all SingleCF models (0.3736).

| Teacher | Training scheme | Best model/head | Consensus |
|---------|-----------------|-----------------|-----------|
| two-stage | T1 SingleCF (CF-E) + KD | 0.3207 | - |
|         | T2 SingleCF (CF-E) + KD | 0.3672 | - |
|         | T2 ConCF (w/o CL) + KD | 0.3704 | 0.3750 |
| one-stage | ConCF | 0.3763 | 0.3896 |

It trains multiple classifier heads simultaneously by (multiclass) cross-entropy (i.e., CF-E) and guides the classifiers to minimize KL divergence from the ensemble Softmax logits that integrate the heads. Here, the complementarity of the heads is mainly originated from the different initializations.

We observe that ConCF (w/o Het) still achieves considerably higher performance than the SingleCF model, however, it cannot achieve comparable performance to ConCF. These results are consistent with the findings of Table 1 and again show the importance of exploiting the heterogeneous objectives. Also, ConCF (w/o Het) performs better than PCL, which shows the effectiveness of utilizing ranking information for top-N recommendation [20, 51].

4.1.4 Comparison with two-stage KD. In Table 5, we compare ConCF with conventional KD approach [15] on CitEULike. Unlike ConCF where the consensus is dynamically updated during training, the teacher in two-stage KD makes static predictions. We apply KD to SingleCF and ConCF (w/o CL). Here, we use CF-E as it shows the best performance in the previous experiments. ConCF (w/o CL) is guided by the static teacher via distillation. All distillations are conducted in the same way using the listwise learning (Sec. 3.2.2).

We observe that the two-stage KD cannot generate the target model which significantly exceeds the teacher’s performance. Also, ConCF achieves the best performance among all training schemes. In ConCF, the consensus collaboratively evolves with the heads based on their complementarity, which can generate more accurate supervision beyond the static teacher.

5 RELATED WORK

We briefly introduce the work related to our study. Recent OCCF methods are summarized in terms of their learning objectives in Section 2.2, and other related work including AutoML and multi-objective optimization are provided in Appendix A.3.

Multi-task Learning. Multi-task learning (MTL) trains a single model that handles multiple tasks [8, 40]. MTL model learns commonalities and differences across different tasks, which can result in both improved efficiency and accuracy for each task [40]. Extensive research has been conducted to improve the quality of MTL [40, 49] have focused on designing the architecture for MTL, such as how to model task-specific and shared information. [7, 37] have focused on balancing the losses from multiple tasks. ConCF also takes advantage of MTL, achieving better generalization and significantly reducing the parameters compared to training a separate model for each objective. We also tried the various MTL architectures [40, 49], but no significant improvement is observed.

Knowledge Distillation. Most KD methods [15, 20–22, 24, 29, 51] have focused on model compression that transfers knowledge from a large pre-trained teacher model to improve a small target model. Based on the extra supervision from the teacher, they have successfully improved the performance of the target model. Despite their effectiveness on model compression, they require at least a two-stage training process and are also heavily dependent on the pre-trained teacher model [27, 61]. In computer vision, many studies [11, 27, 46, 56, 61] have focused on online KD which optimizes a target model by distilling knowledge among multiple models (or branches) in a single-stage training. They consolidate the output from the multiple classifiers and guide the classifiers to follow the ensemble Softmax logits. The ensemble logits integrate varying predictions of the classifiers that start from different initial conditions, which can help to improve the learning of the target model [27]. For recommender system, [25] proposes an online KD method that simultaneously trains two models having different capacities, and [62] jointly trains an embedding-based model along with a meta-path based model for better explainability.

Although the aforementioned methods have improved performance by training multiple models simultaneously, they rely on a single objective to train the models. Thus, they cannot exploit the complementarity from the heterogeneous objectives. Also, they do not utilize ranking information for consolidating and guiding the models, which leads to sub-optimal ranking performance.

6 CONCLUSION

We first provide in-depth analyses showing the necessity of consolidating knowledge from heterogeneous OCCF objectives, which has not been studied well in the previous studies. Motivated by the analyses, we propose a novel ConCF framework whereby the multiple heads trained by heterogeneous objectives collaboratively evolve based on their complementarity throughout the training process. ConCF generates the ranking consensus by selectively reflecting the reliable predictions from each head, and enhances the heads by using the consensus. The improved heads generate more accurate consensus again, interactively boosting the recommendation quality. We validate the superiority of ConCF by extensive experiments. Especially, the comparison with various training schemes shows the effectiveness of each proposed component. We leave the study of exploiting the complementarity from multiple factors (e.g., model size, initialization) simultaneously for future work.
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A APPENDIX

A.1 Experiment Setup

The source code of ConCF is publicly available through the author’s GitHub repository6.

Dataset. We use three real-world datasets: CiteULike [53], Ciao [50], and Foursquare [38]. These datasets are publicly available and widely used in recent studies [16, 20, 28]. We follow the preprocessing of [28], Table 6 summarizes the statistics of the datasets.

| Dataset     | # Users | # Items | # Interactions | Density  |
|-------------|---------|---------|---------------|----------|
| CiteULike   | 5,219   | 25,181  | 125,580       | 0.096%   |
| Ciao        | 7,265   | 11,211  | 149,141       | 0.183%   |
| Foursquare  | 19,465  | 28,593  | 1,115,108     | 0.200%   |

Evaluation methodology. We randomly split each user’s interaction history into training/validation/test sets in a 60%/20%/20% split [16]. We set the maximum number of epochs to 500 and adopt the early stopping strategy; it terminates when R@50 on the validation set does not increase for 20 successive epochs. We keep the model with the best validation R@50 and report test set metrics with it. Users and items that have less than 10 interactions are only included in the training set as done in [16]. As we focus on the top-N recommendation task for implicit feedback, we evaluate all methods by using two widely used ranking metrics [16, 23, 34]: Recall@[N] (R@N) and Normalized Discounted Cumulative Gain@[N] (N@N). R@N measures how many test items are included in the top-N list and N@N assigns higher scores on the upper-ranked test items. We report the average value of five independent runs, each of which uses different random seeds for the data splits.

Model architecture. An overview of SingleCF and ConCF is illustrated in Figure 1. In this work, we focus on the pure OCCF setting where the identity of each user (and item) is available [14]. The user-item encoder first maps the user/item id into embedding vectors, and the embeddings are fed into subsequent layers [14]. Then, the head predicts a relevance score for each user-item pair by using the output representations of the user-item encoder. We employ a two-layer perceiver with relu activation for the user-item encoder and a single-layer perceiver for the head. Note that a variety of modeling architectures can be flexibly adopted in the proposed framework. We leave trying more diverse architectures including feature-based models and sequential models for future study.

Implementation details. We implement ConCF and all the baselines by using PyTorch and use the Adam optimizer to train all models. The learning rate is set to 0.01 as it generally achieves the best performance for the separate networks. The batch size is set to 1024. For all models, we set the dimension size \( d \) of user/item embedding to 64 and \( [d \to d/2 \to d/4] \) for the encoder. We uniformly sample a negative pair for each observed interaction as it shows good performance in recent work [28, 48]. We also notice that advanced sampling techniques [9] can be used, but it is not the focus of this work. For ConCF, the importance of top positions in generating consensus \( T \) is set to 10, the importance of consensus learning loss \( \alpha \) is set to 0.01, and the target length of the recommendation list \( N \) in Eq.13 is set to 50. We apply CF-E on both row-wise and column-wise of the binary matrix \( R \). The gradient normalization for balancing is applied to the shared user/item embeddings. The details of the consistency computation are provided in A.2.

A.2 Training Details

The training procedure of ConCF is provided in Algorithm 1. Also, we provide an analysis of hyperparameters for training in Table 7.

Algorithm 1: Algorithm of ConCF.

| Input | Training data \( \mathcal{D} \), # total epochs \( T \), Ranking prediction queue \( Q \) with updating period \( p \) |
|-------|----------------------------------------------------------|
| Output| A trained target model \( \{ \theta_s, \theta_x \} \), or a multi-branch model \( \{ \theta_s, \theta_x \} \forall x \) |
| 1    | Initialize model parameters \( \theta_s, \theta_x \forall x \) |
| 2    | Initialize balancing parameters \( \lambda_0 = 1 \forall x \) |
| /* Training */ |
| for \( t = 0, 1, ..., T \) do |
| for each batch \( B \in \mathcal{D} \) do |
| Compute \( L^t_{CF-X} \forall x \) |
| if Warm-up \( (t < |Q| \times p) \) then |
| Compute \( L^t_x = L^t_{CF-X} \forall x \) // Eq.9, 14 |
| else |
| Compute \( L^t_x = L^t_{CF-X} + \alpha L^t_{CL-X} \forall x \) // Eq.8 |
| Compute \( L^t \) and Update \( \lambda \forall x \) // Eq.16 |
| Update model parameters \( \theta_s, \theta_x \forall x \) |
| if \% p == 0 then |
| Compute ranking predictions and Update \( Q \) |
| Generate consensus \( \pi^t \) for all users |
| /* Testing */ |
| Deploy with a target model \( \{ \theta_s, \theta_x \} \) |
| Deploy with a multi-branch model \( \{ \theta_s, \theta_x \} \forall x \) |

6https://github.com/SeongKu-Kang/ConCF_WWW22
dynamics need to be considered important for the consistency computation.

**Other details.** For the model parameters, \( \theta_s \) denotes the shared parameters for all heads (i.e., the user/item embedding, the user-item-encoder), and \( \theta_x \) denotes the parameters of each head \( x \) (line 1). In the early stages of the training, we warm up the heads only with the original CF losses, ensuring enough prediction dynamics for generating consensus be collected and making each head sufficiently specialized for each CF objective (line 6-7). For \( \alpha \) which controls the effects of \( L_{CL}^{t_i} \), we observe the stable performance with \( \alpha \geq 0.01 \) (Table 7). In this work, we set \( \alpha = 0.01 \) (line 9). Lastly, the balancing parameters \( \lambda_c \) can be updated every batch or every epoch, we consistently obtain better results with the former. As shown in Table 7, the performance is degraded without balancing.

### A.3 Other Related Work

**AutoML and Loss function selection.** In the field of AutoML, there have been a few attempts to automate the loss function search [30, 36, 63]. Recently, [36, 63] select the most appropriate loss function among several candidate loss functions for each data instance by using Gumbel-Softmax. There exists a fundamental difference between our work and the AutoML approach. Our work is to **consolidate** the complementary aspects from the heterogeneous objectives, whereas the AutoML approach **selects** the most proper loss function **in an exclusive manner**. However, our analyses in Section 2.3 show that each objective captures different aspects of the user-item relationships, thus selecting a single objective provides an incomplete understanding.

To further ascertain our approach, we test the idea of exclusive selection. ConCF-S is a variant of ConCF where each instance is trained by a single head (instead of all heads) selected by Gumbel-Softmax, and AutoML [36, 63] trains each instance with a selected loss function without the consensus learning. We observe that ConCF-S achieves better performance than SingleCF (Table 2), however, ConCF outperforms ConCF-S by a large margin. For the AutoML approach, the performance of the best head is slightly degraded compared to SingleCF because it utilizes fewer training instances. The ensemble result, which consolidates the predictions from all heads by the selection mechanism, shows a slightly better performance than SingleCF. These results show that the exclusive selection is not effective enough to fully exploit the heterogeneous objectives, and again verify the effectiveness of our approach.

**Multi-Objective Optimization.** Multi-Objective Optimization (MOO) [1, 4] aims to optimize more than one criterion (or desired goals) that may have trade-offs [4]. Although the term ‘objective’ serves as the main keyword in both MOO and our work, it is a distinct research direction from our work. Unlike MOO which aims at generating a single model simultaneously satisfying multiple conflicting goals (e.g., accuracy and diversity), our work aims at consolidating the knowledge from the differently optimized models for the same criterion (i.e., ranking accuracy). To this end, we utilize online consensus of separate heads (or models) having independent learning parameters, which raises novel challenges different from MOO.

| Hyperparameters | Best head | Consensus |
|-----------------|-----------|-----------|
| Without balancing (Section 3.3) | 0.3453 | 0.3575 |
| \( \alpha = 0 \) | 0.3228 | 0.3747 |
| \( \alpha = 0.01 \) | 0.3763 | 0.3896 |
| \( \alpha = 0.1 \) | 0.3712 | 0.3836 |
| \( \alpha = 1 \) | 0.3719 | 0.3823 |

| \(|Q| = \text{total epochs}\) | \(p = 1\) | \(p = 10\) | \(p = 20\) |
|-----------------|---------|---------|---------|
| \(\alpha = 0\) | 0.3632 | 0.3665 | 0.3685 |
| \(\alpha = 0.01\) | 0.3648 | 0.3657 | 0.3664 |
| \(\alpha = 0.1\) | 0.3660 | 0.3664 | 0.3685 |

| \(|Q| = 5\) | \(p = 1\) | \(p = 10\) | \(p = 20\) |
|-----------------|---------|---------|---------|
| \(\alpha = 0\) | 0.3579 | 0.3691 | 0.3712 |
| \(\alpha = 0.01\) | 0.3772 | 0.3872 | 0.3907 |
| \(\alpha = 0.1\) | 0.3763 | 0.3896 | 0.3907 |

| \(|Q| = 10\) | \(p = 1\) | \(p = 10\) | \(p = 20\) |
|-----------------|---------|---------|---------|
| \(\alpha = 0\) | 0.3708 | 0.3829 | 0.3936 |
| \(\alpha = 0.01\) | 0.3781 | 0.3907 | 0.4012 |
| \(\alpha = 0.1\) | 0.3779 | 0.3895 | 0.4001 |

### A.4 Supplementary Results

In Table 9, we compare different levels of parameter sharing among the objectives in ConCF on CiteULike. ‘Full sharing’ shares all parameters except for the heads, whereas ‘No sharing’ shares no parameters, and each objective occupies a separate model. Overall, parameter sharing between ‘full sharing’ and ‘no sharing’ shows good results, and in our experiment, sharing the user/item embeddings shows the best results. It is worth noting that the embeddings typically account for most parameters of OCCF model (more than 99% on CiteULike).

| Parameter sharing | Best head | R-con | RC-con |
|-------------------|-----------|-------|-------|
| Full sharing      | 0.3515    | 0.3512 | 0.3688 |
| Embedding + 1 layer | 0.3702 | 0.3618 | 0.3805 |
| Embedding         | 0.3763 | 0.3683 | 0.3896 |
| No sharing        | 0.3662 | 0.3671 | 0.3836 |