Abstract. We shall study the existence of almost split sequences in tri-exact categories, that is, extension-closed subcategories of triangulated categories. Our results unify and extend the existence theorems for almost split sequences in abelian categories and exact categories (that is, extension-closed subcategories of abelian categories), and those for almost split triangles in triangulated categories in [4, 17, 20, 23, 26, 29]. As applications, we shall obtain some new results on the existence of almost split sequences in the derived categories of all modules over an algebra with a unity or a locally finite dimensional algebra given by a quiver with relations.

Introduction

Since its introduction in the last seventies; see [5, 6], the Auslander-Reiten theory of almost split sequences has been playing a fundamental role in the modern representation theory of algebras; see, for example, [3, 7]. Later, Happel introduced the analogous theory of almost split triangles in triangulated categories; see [15, 16], making the Auslander-Reiten theory applicable in other areas of mathematics such as algebraic topology and algebraic geometry; see [28, 18, 19]. Since then, this theory has been further developed separately for exact categories and triangulated categories; see [4, 17, 20, 22, 24, 26, 29]. Our purpose is to unify and extend these results by working with tri-exact categories. Observe that the existence of almost split sequences in a Krull-Schmidt category will help us to classify the indecomposable objects and describe certain morphisms in terms of the Auslander-Reiten quiver; see [25]. We shall outline the content of the paper section by section.

In Section 1, in addition to laying down the foundation, we shall also study modules over an \( R \)-algebra, which are reflexive with respect to the minimal injective co-generator for \( \text{Mod} R \), where \( R \) is a commutative ring. These modules will play the same role as those of finite length over an artin algebra. In case the algebra is reflexive and noetherian, we shall establish a duality between the \( R \)-noetherian modules and the \( R \)-artinian modules; see [1, 4], which generalizes the well-known Matlis duality; see [3, 13].

In Section 2, we shall study mainly the stable categories of a tri-exact category. The stable categories were first considered by Auslander and Reiten for modules over an artin algebra in order to establish the existence of almost split sequences; see [6]. Later, Lenzing and Zuazua defined the stable categories of an abelian category without projective or injection objects; see [24], which carry over easily
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to an exact category; see [26]. We shall extend them to tri-exact categories and show that every exact category is equivalent to a tri-exact category with equivalent stable categories. This ensures that the study of almost split sequences in exact categories and abelian categories is covered under our tri-exact setting. We should point out that a triangulated category coincides with its stable categories.

In Section 3, we shall study the existence of an individual almost split sequence in a tri-exact category. Historically, one derives an almost split sequence from an Auslander-Reiten formula in an abelian category; see [4] and [24] (1.1), and an almost split triangle from a Serre formula in a triangulated category; see [20] (2.2) and [29] (I.2.3), but the converses do not hold in general. These formulae involve taking the “dual” of some stable Hom-spaces against injective modules over various rings; see [4, 7, 20, 24]. Recently, some necessary and sufficient conditions were found for the existence of an almost split sequence in an exact $R$-category, where the “dual” is taken against an injective co-generator for $\text{Mod}_R$; see [26] (2.2). By taking the “dual” against injective modules over rings mapping to the stable endomorphisms of two prescribed objects, we shall obtain some necessary and sufficient conditions for the existence of an almost split sequence in a tri-exact category; see (3.7), which essentially cover all the previously mentioned results.

In Section 4, we shall be concerned with the global existence of almost split sequences in a tri-exact category. It is known that an Ext-finite abelian $R$-category with $R$ being artinian has almost split sequences if and only if it admits an Auslander-Reiten duality; see [7, 14, 24] and a Hom-finite triangulated category over a field has almost split triangles on the right (or left) if and only if it admits a right (or left) Serre functor; see [29] (I.2.3). We shall deal this problem for Hom-reflexive Krull-Schmidt tri-exact categories. This class of categories includes the category of noetherian modules and that of artinian modules over a noetherian $R$-algebra with $R$ being noetherian complete local, which are not Hom-finite if the algebra is not artinian; see [4]. We shall show that such a tri-exact $R$-category has almost split sequences on the right (or left) if and only if it admits a right (or left) Auslander-Reiten functor; see (4.8). In the right (or left) triangulated case, the existence of almost split sequences on the right (or left) is equivalent to the existence of a right (or left) Auslander-Reiten functor, or equivalently, a right (or left) Serre functor with a proper image; see (4.10).

In Section 5, we shall study the existence of almost split triangles in the derived categories of an abelian category with enough projective objects and enough injective objects. This has been done for the bounded derived category of finite dimensional modules over a finite dimensional algebra; see [16, 15]. In the most general case, we shall show that an almost split triangle in the bounded derived category starts with a bounded complex of injective objects and ends with a bounded complex of projective objects; see (5.2) and (5.3). In case the abelian category admits a Nakayama functor with respect to a subcategory of projective objects; see (5.4), we shall establish an existence theorem of an almost split triangle in the bounded derived category; see (5.5). In case the subcategory of projective objects is Hom-reflexive, we shall describe all possible almost split triangles in the bounded derived category; see (5.12). These results will be applicable to the derived categories of module over an general algebra, a reflexive noetherian algebra, or a locally finite dimensional algebra given by a quiver with relations.
1. Preliminaries

The main objective of this section is to fix the notation and the terminology, which will be used throughout this paper, and collect some preliminary results. However, we shall also obtain some new results on modules over an algebra. Throughout this paper, morphisms in any category are composed from the right to the left.

1) Modules. All rings and algebras except for those given by a quiver with relations have an identity. Let $\Sigma$ be a ring or an algebra. We shall denote by $\text{Mod}\Sigma$ the category of all left $\Sigma$-modules, and by $\text{mod}\Sigma$ the full subcategory of $\text{Mod}\Sigma$ of modules of finite length. For convenience, we shall identify the category of all right $\Sigma$-modules with $\text{Mod}\Sigma^{\text{op}}$, where $\Sigma^{\text{op}}$ is the opposite ring or the opposite algebra of $\Sigma$. A map $f : M \to N$ in $\text{Mod}\Sigma$ is called \textit{sole essential} provided that $\text{Im}(f) \cap \text{Soc}(N)$ is non-zero whenever $\text{Soc}(N)$ is non-zero.

Let $M$ be a left or right $\Sigma$-module. Then $M^{*} = \text{Hom}_{\Sigma}(M, \Sigma)$ is a right or left $\Sigma$-module, respectively. Given $u \in M$, we have $\hat{u} \in M^{**} = \text{Hom}_{\Sigma}(M^{*}, \Sigma)$, sending $f \in M^{*}$ to $f(u)$. The map $\rho_{u} : M \to M^{**}$, sending $u$ to $\hat{u}$, is clearly a natural $\Sigma$-linear map. It is well known; see, for example, [30, (3.15)] that $M$ is finitely generated projective if and only if it has a finite projective basis $\{u_{i}; f_{i}\}_{1 \leq i \leq n}$, where $u_{i} \in M$ and $f_{i} \in M^{*}$, such that $u = \sum_{i=1}^{n} f_{i}(u)u_{i}$ (or $u = \sum_{i=1}^{n} u_{i}f_{i}(u)$) for all $u \in M$. We shall denote by $\text{proj}\Sigma$ the full subcategory of $\text{Mod}\Sigma$ of finitely generated projective modules. The following statement is probably well-known.

1.1. Lemma. Let $\Sigma$ be a ring or an algebra. Then $\text{Hom}_{\Sigma}(\_, \Sigma) : \text{proj}\Sigma \to \text{proj}\Sigma^{\text{op}}$ is a duality.

Proof. Let $P \in \text{proj}\Sigma$ with a finite projective basis $\{u_{i}; f_{i}\}_{1 \leq i \leq n}$. Given $f \in P^{*}$ and $u \in P$, we obtain

$$(\sum_{i=1}^{n} f_{i}(u))(u) = \sum_{i=1}^{n} (f_{i}(f(u))) \cdot u = \sum_{i=1}^{n} f_{i}(u)f(u_{i}) = f(\sum_{i=1}^{n} f_{i}(u)u_{i}).$$

Since $u = \sum_{i=1}^{n} f_{i}(u)u_{i}$, we conclude that $f = \sum_{i=1}^{n} f_{i}(\hat{u})$. That is, $\{f_{i}; \hat{u}_{i}\}_{1 \leq i \leq n}$ is a projective basis of $P^{**}$. In particular, $P^{*} \in \text{proj}\Sigma^{\text{op}}$. If $u \in P$ is non-zero, since $u = \sum_{i=1}^{n} f_{i}(u)u_{i}$, we see that $\hat{u}$ is non-zero. That is, $\rho_{u}$ is a monomorphism. As shown above, $P^{**}$ has a projective basis $\{\hat{u}_{i}; f_{i}\}_{1 \leq i \leq n}$. Given $\varphi \in P^{**}$, we obtain

$$\varphi = \sum_{i=1}^{n} \hat{f}_{i}(\varphi)\hat{u}_{i} = \sum_{i=1}^{n} \varphi(f_{i})\hat{u}_{i} = \rho_{\varphi}(\sum_{i=1}^{n} \varphi(f_{i})u_{i}).$$

Thus, $\rho_{\varphi}$ is an isomorphism. The proof of the lemma is completed.

Throughout this paper, $R$ will stand for a commutative ring and $I_{R}$ for a minimal injective co-generator for $\text{Mod}R$; see [1] (18.19]). We shall use frequently the functor $D = \text{Hom}_{R}(\_, I_{R}) : \text{Mod}R \to \text{Mod}R$. The following statement is probably known.

1.2. Proposition. Let $U$ be a module over a commutative ring $R$.

(1) If $U$ is of finite length $n$, then $DU$ is also of length $n$.
(2) If $U$ is finitely co-generated, then $DU$ is finitely generated.
(3) If $DU$ is artinian or noetherian, then $U$ is noetherian or artinian respectively.

Proof. Assume first that $U$ is simple. In particular, $U = Ru$ for some $u \in U$. Consider some non-zero linear functions $f, g \in DU$. Since $I_{R}$ is a minimal injective co-generator, $\text{soc}(I_{R})$ contains exactly one copy of $U$; see [1] (18.19]). Therefore, $g(U) = f(U)$, and hence, $g(u) = rf(u)$ for some $r \in R$. This yields $g = rf$. Thus, $DU$ is also simple. By induction, we can establish Statement (1).
Assume next that $U$ is finitely co-generated, that is, $U$ has an essential socle $S = S_1 \oplus \cdots \oplus S_t$, where the $S_i$ are simple; see [11 (10.4)]. Consider the canonical projections $p_i : S \to S_i$ and the canonical injections $q_i : S_i \to S$, and fix some monomorphisms $f_i : S_i \to I_R$, for $i = 1, \ldots, t$. Letting $g : S \to U$ be the inclusion, we obtain $R$-linear maps $g_i : U \to I_R$ such that $g_i = f_i p_i$, for $i = 1, \ldots, t$. Given any $R$-linear map $g : U \to I_R$, as seen above, $g g_i = r_i f_i$ for some $r_i \in R$. This yields $g q = \sum r_i r_i f_i p_i = (\sum r_i p_i) q$. Since $q$ is an essential monomorphism, $g = \sum r_i p_i$. Statement (2) is established.

Finally, given a submodule $V$ of $U$, we denote by $V^\perp$ the submodule of $DU$ of $R$-linear maps vanishing on $V$ and by $\perp(V^\perp)$ the submodule of $U$ of elements annihilated by the $R$-linear maps in $V^\perp$. Then, $V \subseteq \perp(V^\perp)$. We claim that $V = \perp(V^\perp)$.

Let $A$ be an $R$-algebra. A left or right $A$-module $M$ is called $R$-noetherian or $R$-artinian if $\nu_M$ is noetherian or artinian; and $A$ is called a noetherian or reflexive $R$-algebra if $A$ is $R$-noetherian or $R$-reflexive, respectively. Note that our definition of a noetherian $R$-algebra is different from the classical one, where $R$ is assumed to be noetherian. Consider the exact functors $D = \text{Hom}_R(-, I_R) : \text{Mod}A \to \text{Mod}A^{\text{op}}$ and $D = \text{Hom}_R(-, I_R) : \text{Mod}A^{\text{op}} \to \text{Mod}A$. Given a left or right $A$-module $M$, we obtain a canonical $A$-linear monomorphism $\sigma_M : M \to D^2 M$ so that $\sigma_M(x)(f) = f(x)$, for $x \in M$ and $f \in DM$. We shall say that $M$ is $R$-reflexive if $\sigma_M$ is bijective.

1.3. Lemma. Let $A$ be an $R$-algebra. The full subcategory $\text{RMod}A$ of $\text{Mod}A$ of $R$-reflexive modules is abelian, contains all modules of finite $R$-length, and admits a duality $D : \text{RMod}A \to \text{RMod}A^{\text{op}}$.

Proof. Considering the canonical monomorphisms and applying the Snake Lemma, we see that $\text{RMod}A$ is closed under taking submodules and quotient modules, that is, it is abelian. If $M \in \text{Mod}A$ is of $R$-length $n$, by Proposition [12 (1)], so is $D^n M$, and consequently, $\sigma_M : M \to D^2 M$ is an isomorphism. Finally, by the definition of reflexive modules, $D : \text{RMod}A \to \text{RMod}A^{\text{op}}$ and $D : \text{RMod}A^{\text{op}} \to \text{RMod}A$ are mutual quasi-inverse. The proof of the lemma is completed.

Consider now the endofunctors $\nu_A = D \text{Hom}_A(-, A)$ and $\nu_A^{\ast} = \text{Hom}_A(D(-, A)$ of $\text{Mod}A$. Put $\text{inj}A = \nu_A(\text{proj}A)$ which, by Lemma [13], contains only injective modules. Let $\text{mod}^\ast A$ stand for the full subcategory of $\text{Mod}A$ of finitely generated modules, and $\text{mod}^\ast A$ for that of modules finitely co-generated by $\text{inj}A$.

1.4. Theorem. Let $A$ be a reflexive noetherian $R$-algebra.

1. The functors $\nu_A : \text{proj}A \to \text{inj}A$ and $\nu_A^{\ast} : \text{inj}A \to \text{proj}A$ are mutual quasi-inverses, where $\text{proj}A$ and $\text{inj}A$ have as objects all $R$-noetherian projective modules and all $R$-artinian injective modules, respectively.

2. There exists a duality $D = \text{Hom}_R(-, I_R) : \text{mod}^\ast A^{\text{op}} \to \text{mod}^\ast A$, where $\text{mod}^\ast A$ and $\text{mod}^\ast A$ are abelian subcategories of $\text{RMod}A$, whose objects are all $R$-noetherian modules and all $R$-artinian modules, respectively.

Proof. Since $A$ is $R$-reflexive and $R$-noetherian, we deduce from Lemma [13] that $\text{mod}^\ast A$ is an abelian subcategory of $\text{RMod}A$, whose objects are clearly the $R$-noetherian $A$-modules. In particular, the objects of $\text{proj}A$ are the $R$-noetherian projective $A$-modules. On the other hand, since $A^{\text{op}}$ is also a reflexive noetherian
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\(R\)-algebra, \(\text{mod}^+A^{\text{op}}\) is an abelian subcategory of \(\text{RMod}_A^{\text{op}}\). Consider the equivalence \(\text{Hom}_A(-, A) : \text{proj}_A \to \text{proj}^{\text{op}}_A\) and the duality \(D : \text{RMod}_A^{\text{op}} \to \text{RMod}_A\). In view of the duality \(D\), we see that \(\text{inj}_A\) is a subcategory of \(\text{RMod}_A\), whereas the functors \(\nu_A : \text{proj}_A \to \text{inj}_A\) and \(\nu_A' : \text{proj}_A \to \text{proj}_A\) are mutual quasi-inverses.

Being finitely co-generated by \(\text{inj}_A\), by Lemma \(\text{[1.3]}\) \(\text{mod}_{\Lambda}\) is a subcategory of \(\text{RMod}_A\). Given \(M \in \text{RMod}^{\text{op}}_A\), we see that \(M \in \text{mod}^{\Lambda}\) if and only if \(DM \in \text{mod}^{\text{op}}\Lambda\). Thus, we obtain a duality \(D : \text{mod}^{\text{op}}\Lambda \to \text{mod}\Lambda\). In particular, \(\text{mod}\Lambda\) is abelian. Since \(\text{mod}^{\text{op}}\Lambda\) contains only \(R\)-noetherian modules, by Proposition \(\text{[1.2]}(3)\), \(\text{mod}\Lambda\) contains only \(R\)-artinian modules. On the other hand, if \(M \in \text{Mod}_A\) is \(R\)-artinian, then \(R\) \(M\) is finitely co-generated, and by Proposition \(\text{[1.2](2)}\), \(DM\) is finitely generated over \(R\). In particular, \(DM \in \text{mod}^{\text{op}}\Lambda\), and hence, \(D^2M \in \text{mod}\Lambda\). Since \(\text{mod}\Lambda\) is abelian and \(\sigma_M : M \to D^2M\) is a monomorphism, \(M \in \text{mod}\Lambda\). Finally, let \(I\) be an \(R\)-artinian injective \(A\)-module. Then, \(I\) is an injective object in \(\text{mod}\Lambda\). Hence, \(I \cong DP\), where \(P\) is a projective object in \(\text{mod}^{\text{op}}\Lambda\). It is then easy to see that \(P \in \text{proj}^{\text{op}}_A\), that is, \(I \in \text{inj}_A\). The proof of the theorem is completed.

Remark. A noetherian algebra over a commutative noetherian complete local ring is reflexive; see \([4\text{, Section 5]}\). Thus, Theorem \([1.4]\) generalizes the well-known Matlis duality; see \([4\text{, Section 5]}\) and \([13\text{, (3.2.13)}]\).

We conclude this subsection with algebras given by a quiver with relations. Let \(Q\) be a locally finite quiver with vertex set \(Q_0\). An infinite path in \(Q\) is called left infinite if it has no starting point and right infinite if it has no ending point. Given a field \(k\), an ideal \(J\) in the path algebra \(kQ\) is called weakly admissible if it lies in the ideal generated by the paths of length two; and locally admissible if, for any \(x \in Q_0\), there exists \(n_x \in \mathbb{Z}\) for which \(R\) contains all paths of length \(\geq n_x\), starting or ending with \(x\). Consider \(A = kQ/J\), where \(J\) is locally admissible, with a complete set of pairwise orthogonal primitive idempotents \(\{e_x \mid x \in Q_0\}\). One calls \(A\) locally finite dimensional if \(e_xAe_y\) is finite dimensional for all \(x, y \in Q_0\); and strongly locally finite dimensional if \(J\) is locally admissible; see \([12\text{, Section 1}(4)]\). Assume that \(A\) is locally finite dimensional. We shall denote by \(\text{Mod}\Lambda\) the category of all left \(\Lambda\)-modules \(M\) such that \(M = \oplus_{x \in Q_0} e_xM\), and by \(\text{mod}^+\Lambda\) the full subcategory of \(\text{Mod}\Lambda\) of finite dimensional modules. Given \(x \in Q_0\), one obtains a projective module \(P_x = A e_x\) and an injective module \(I_x = D(A^\text{op} e_x)\); see \([12\text{, Section 3]}\). Let \(\text{proj}_A\) and \(\text{inj}_A\) be the strictly additive subcategories of \(\text{Mod}\Lambda\) generated by the \(P_x\) with \(x \in Q_0\) and by the \(I_x\) with \(x \in Q_0\), respectively. Observe that \(A\) is strongly locally finite dimensional if and only if all \(P_x\) and \(I_x\) with \(x \in Q_0\) are finite dimensional.

2) Additive categories. Throughout this paper, all functors between additive categories are additive. Let \(\mathcal{A}\) be an additive category. A strictly additive subcategory of \(\mathcal{A}\) is a full subcategory which is closed under finite direct sums, direct summands and isomorphisms. An object in \(\mathcal{A}\) is called strongly indecomposable if it has a local endomorphism ring. One says that \(\mathcal{A}\) is Krull-Schmidt if every non-zero object is a finite direct sum of strongly indecomposable objects; and in this case, \(\mathcal{A}/\mathcal{I}\) is Krull-Schmidt, for every ideal \(\mathcal{I}\) in \(\mathcal{A}\).

A morphism \(f : X \to Y\) in \(\mathcal{A}\) is called left minimal if every morphism \(h : Y \to Y\) such that \(f = hf\) is an automorphism; left almost split if \(f\) is not a section such that every non-section morphism \(g : X \to M\) factors through it; and minimal left almost
split if it is left minimal and left almost split. In the dual situations, one says that 
\( f \) is right minimal, right almost split, and minimal right almost split, respectively.

3) **Stable categories of exact categories.** Let \( \mathcal{C} \) be an exact category, that is 
an extension-closed subcategory of an abelian category \( \mathcal{A} \); see [26, Section 2]. 
Given \( X, Y \in \mathcal{C} \), one writes \( \text{Ext}^1_{\mathcal{C}}(X,Y) = \text{Ext}^1_{\mathcal{A}}(X,Y) \). A morphism 
\( f : X \rightarrow Y \) in \( \mathcal{C} \) is called *injectively trivial* in \( \mathcal{C} \) if the push-out map
\[
\text{Ext}^1_{\mathcal{C}}(Z, f) : \text{Ext}^1_{\mathcal{C}}(Z, X) \rightarrow \text{Ext}^1_{\mathcal{C}}(Z, Y) : \delta \mapsto f \cdot \delta
\]
vanishes for all \( Z \in \mathcal{C} \); and *projectively trivial* in \( \mathcal{C} \) if the pull-up map
\[
\text{Ext}^1_{\mathcal{C}}(f, Z) : \text{Ext}^1_{\mathcal{C}}(Y, Z) \rightarrow \text{Ext}^1_{\mathcal{C}}(X, Z) : \zeta \mapsto \zeta \cdot f
\]
vansishes for all \( Z \in \mathcal{C} \). Denoting by \( \mathcal{I} \) the ideal of injectively trivial morphisms 
and by \( \mathcal{P} \) that of projectively trivial morphisms, one obtains the *injectively stable 
category* \( \mathcal{C} = \mathcal{C}/\mathcal{I} \) and the *projectively stable category* \( \mathcal{C} = \mathcal{C}/\mathcal{P} \) of \( \mathcal{C} \); see [26, 23]. In the sequel, we shall write as usual \( \text{Hom}_{\mathcal{C}}(X,Y) = \text{Hom}_{\mathcal{A}}(X,Y) \) and
\( \text{Hom}_{\mathcal{A}}^1(X,Y) = \text{Hom}_{\mathcal{A}}^1(X,Y) \), for all \( X, Y \in \mathcal{C} \).

4) **Triangulated categories.** Let \( \mathcal{A} \) be a triangulated category, whose translation functor will always be written as [1]. An exact triangle
\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow{g} & & \downarrow{\delta} \\
Z & \xrightarrow{\delta} & X[1]
\end{array}
\]
in \( \mathcal{A} \) is called *almost split* if \( f \) is minimal left almost split and \( g \) is minimal right 
almost split; see [16, (4.1)]. In this case, \( X \) and \( Z \) will be called the *starting term*
and the *ending term*, respectively.

1.5. **Definition.** A full subcategory \( \mathcal{C} \) of a triangulated category \( \mathcal{A} \) is called *extension-closed* provided, for any exact triangle \( \begin{array}{ccc} X & \xrightarrow{f} & Y \\
\downarrow{g} & & \downarrow{\delta} \\
Z & \xrightarrow{\delta} & X[1]
\end{array} \) in \( \mathcal{A} \), that \( Y \in \mathcal{C} \) whenever \( X, Z \in \mathcal{C} \). In this case, we shall simply call \( \mathcal{C} \) a *tri-exact category.*

Observe that an extension-closed subcategory of a triangulated category is strictly 
additive, but it is not necessarily closed under the translation functor [1].

1.6. **Definition.** An extension-closed subcategory \( \mathcal{C} \) of a triangulated category \( \mathcal{A} \)
will be called

1. *left triangulated* provided, for any exact triangle \( \begin{array}{ccc} X & \xrightarrow{f} & Y \\
\downarrow{g} & & \downarrow{\delta} \\
Z & \xrightarrow{\delta} & X[1]
\end{array} \) in \( \mathcal{A} \), that \( X \in \mathcal{C} \) whenever \( Y, Z \in \mathcal{C} \).

2. *right triangulated* provided, for any exact triangle \( \begin{array}{ccc} X & \xrightarrow{f} & Y \\
\downarrow{g} & & \downarrow{\delta} \\
Z & \xrightarrow{\delta} & X[1]
\end{array} \) in \( \mathcal{A} \), that \( Z \in \mathcal{C} \) whenever \( X, Y \in \mathcal{C} \).

Let \( \mathcal{C} \) be a full subcategory of \( \mathcal{A} \). For \( n \in \mathbb{Z} \), we denote by \( \mathcal{C}[n] \) the full subcategory of \( \mathcal{A} \) generated by the objects \( X[n] \) with \( X \in \mathcal{C} \). Clearly, \( X \in \mathcal{C}[n] \) if and only if \( X[−n] \in \mathcal{C} \). Turning exact triangles in \( \mathcal{A} \), we obtain the following observation.

1.7. **Lemma.** An extension-closed subcategory \( \mathcal{C} \) of a triangulated category is left 
triangulated if and only if \( \mathcal{C}[−1] \subseteq \mathcal{C} \); and right triangulated if and only if \( \mathcal{C}[1] \subseteq \mathcal{C} \).

Observe that a left or right triangulated subcategory of a triangulated category is a left or right triangulated category as defined in [2, (1.1)] and will be simply called a *left triangulated category* with a left translation \([-1]\) or a *right triangulated category* with a right translation [1], respectively.
5) DERIVED CATEGORIES. Let \( \mathcal{A} \) be an additive category. We shall denote by \( C(\mathcal{A}) \) the complex category of \( \mathcal{A} \). The full subcategories of \( C(\mathcal{A}) \) of bounded-above complexes, of bounded-below complexes, and of bounded complexes will be written as \( C^+ (\mathcal{A}) \), \( C^- (\mathcal{A}) \) and \( C^b (\mathcal{A}) \), respectively. Given \( * \in \{ +, -, 0 \} \), let \( K^* (\mathcal{A}) \) stand for the homotopy category, that is the quotient of \( C^* (\mathcal{A}) \) modulo the null-homotopic morphisms, which is triangulated with a canonical projection functor \( P^* : C^* (\mathcal{A}) \to K^* (\mathcal{A}) \); and \( D^* (\mathcal{A}) \) for the derived category, that is the localization of \( K^* (\mathcal{A}) \) with respect to the quasi-isomorphisms, which is also triangulated with a canonical localization functor \( L^* : K^* (\mathcal{A}) \to D^* (\mathcal{A}) \). Given a morphism \( f \) in \( C^* (\mathcal{A}) \), we shall write \( f = \mathbb{P}^*(f') \in K^* (\mathcal{A}) \) and \( f = \mathbb{L}^*(f') \in D^* (\mathcal{A}) \). Given a complex \( M^* \in C^b (\mathcal{A}) \), its width \( w(M^* ) \) is an integer defined by \( w(M^* ) = 0 \) if \( M^i = 0 \) for all \( i \in \mathbb{Z} \), and otherwise, \( w(M^* ) = t - s + 1 \), where \( s \leq t \) such that \( M^s \) and \( M^t \) are non-zero, but \( M^i = 0 \) for all \( i \notin [s, t] \). Furthermore, given a complex \( (X^*, d') \) over \( \mathcal{A} \) and some integer \( n \), one defines two brutal truncations

\[
\kappa_{\geq n}(X^*): \quad \cdots \quad 0 \quad X^n \quad d^n \quad X^{n+1} \quad d^{n+1} \quad X^{n+2} \quad \cdots
\]

and

\[
\kappa_{\leq n}(X^*): \quad \cdots \quad X^{n-2} \quad d^{n-2} \quad X^{n-1} \quad d^{n-1} \quad X^n \quad 0 \quad \cdots,
\]

where \( X^n \) is the component of degree \( n \) in both complexes, with two canonical morphisms \( \mu_n^*: \kappa_{\geq n}(X^*) \to X^* \) such that \( \mu_n^p = 1_{X^p} \) for \( p \geq n \) and \( \mu_n^p = 0 \) for \( p < n \); and \( \pi_n^*: X^* \to \kappa_{\leq n}(X^*) \) such that \( \pi_n^p = 1_{X^p} \) for \( p \leq n \) and \( \pi_n^p = 0 \) for \( p > n \). The following statement is well-known; see \([27\mbox{ (III.4.4.2)}] \) and \([17\mbox{ (1.3)}]\).

1.8. LEMA. Let \( \mathcal{A} \) be an additive category. If \( X^* \in C(\mathcal{A}) \) and \( n \in \mathbb{Z} \), then \( K(\mathcal{A}) \) has an exact triangle \( \kappa_{\geq n}(X^*) \to X^* \to \kappa_{\leq n-1}(X^*) \to \kappa_{\geq n}(X^*)[1] \).

Consider now the derived category of an abelian category \( \mathfrak{A} \). Fix an integer \( n \). We shall denote by \( D^{\leq n}(\mathfrak{A}) \) and \( D^{\geq n}(\mathfrak{A}) \) the full subcategories of \( D(\mathfrak{A}) \) of complexes \( M^* \) with \( H^i(M^* ) = 0 \) for all \( i > n \) and of complexes \( M^* \) with \( H^i(M^* ) = 0 \) for all \( i < n \) respectively, where \( H^i(M^* ) \) is the \( i \)-th cohomology of \( M^* \). By Lemma \([17\mbox{ (1.6)}] \), \( D^{\leq n}(\mathfrak{A}) \) is right triangulated and \( D^{\geq n}(\mathfrak{A}) \) is left triangulated in \( D(\mathfrak{A}) \). Let \((X^*, d')\) be a complex over \( \mathfrak{A} \). Writing \( d^0 = q^n p^n \), where \( p^n : X^n \to C^n \) is the cokernel of \( d^{n-1} \), and \( d^{n+1} = i^n j^n \), where \( i^n : K^n \to X^n \) is the kernel of \( d_n \), we obtain two smart truncations

\[
\tau_{\geq n}(X^*): \quad \cdots \quad 0 \quad C^n \quad q^n \quad X^{n+1} \quad d^{n+1} \quad X^{n+2} \quad \cdots,
\]

where \( C^n \) is of degree \( n \), with a canonical projection \( p^n : X^* \to \tau_{\geq n}(X^*) \) so that \( p^n = p^n \) and \( p^n = 0 \) for all \( s > n \); and

\[
\tau_{\leq n}(X^*): \quad \cdots \quad X^{n-2} \quad d^{n-2} \quad X^{n-1} \quad j^{n-1} \quad K^n \quad 0 \quad \cdots,
\]

where \( K^n \) is of degree \( n \), with a canonical injection \( i^n : \tau_{\leq n}(X^*) \to X^* \) so that \( i^n = i^n \) and \( i^n = 1_{X^t} \) for all \( t < n \).

1.9. LEMA. Let \( \mathfrak{B} \) be an abelian subcategory of an abelian category \( \mathfrak{A} \). Consider \( X^* \in C^b(\mathfrak{A}) \) with \( * \in \{ 0, -1, + \} \) and \( Y^* \in C(\mathfrak{B}) \). If \( X^* \cong Y^* \) in \( D(\mathfrak{A}) \), then there exists \( Z^* \in C^b(\mathfrak{B}) \) such that \( X^* \cong Z^* \) in \( D^*(\mathfrak{B}) \).

Proof. We shall only consider the case where \( X^* \in C^b(\mathfrak{A}) \) and \( Y^* \in C(\mathfrak{B}) \) such that \( X^* \cong Y^* \) in \( D(\mathfrak{A}) \). Let \( s, t \) with \( s < t \) be such that \( X^p = 0 \) for \( p \notin [s, t] \). Then, \( H^p(Y^*) = 0 \) for all \( p \notin [s, t] \), and hence, the canonical injection \( i^n_q : \tau_{\leq t}(Y^*) \to Y^* \) and the canonical projection \( p^n_s : \tau_{\leq t}(Y^*) \to \tau_{\geq t}(\tau_{\leq t}(Y^*)) \) are quasi-isomorphisms;
see [27 (III.3.4.1), (III.3.4.2)]. As a consequence, \( \tau_{\geq s} (Y^*) \in C^b(\mathfrak{A}) \) such that \( X^* \cong \tau_{\geq s} (Y^*) \) in \( D^b(\mathfrak{A}) \). The proof of the lemma is completed.

In the same fashion, one can show that \( D^*(\mathfrak{A}) \) with \( * \in \{-, +, b\} \) fully embeds in \( D(\mathfrak{A}) \); see [27 (III.3.4.3), (III.3.4.4), (III.3.4.5)]. In the sequel, we shall always regard \( D^*(\mathfrak{A}) \) as a full triangulated subcategory of \( D(\mathfrak{A}) \).

2. Tri-exact structure and stable categories

The objective of this section is to study the tri-exact structure in a non-axiomatic fashion and introduce the stable categories of a tri-exact category. They are analogous to the exact structure and the stable categories of an exact category as described in [24, 26]. More importantly, we shall show that every exact category is equivalent to a tri-exact category with equivalent stable categories.

Throughout this section \( C \) will denote a tri-exact category, say an extension-closed subcategory of a triangulated category \( A \). Given \( X,Y \in C \), we shall write \( \text{Ext}^1_C(X,Y) = \text{Hom}_A(X,Y[1]) \), whose elements will be called extensions of \( Y \) by \( X \). Given an extension \( \delta \in \text{Ext}^1_C(X,Y) \) and two morphisms \( f \in \text{Hom}_C(M,X) \) and \( g \in \text{Hom}_C(Y,N) \), we shall define

\[ \delta \cdot f = \delta \circ f \in \text{Hom}_A(M,Y[1]) = \text{Ext}^1_C(M,Y) \]

and

\[ g \cdot \delta = g[1] \circ \delta \in \text{Hom}_A(X,N[1]) = \text{Ext}^1_C(X,N). \]

This yields the following trivial observation.

2.1. Lemma. Let \( C \) be a tri-exact category. Given an extension \( \delta \) and two morphisms \( f,g \) in \( C \), the following equations hold whenever the composites make sense:

\[ (g \cdot \delta) \cdot f = g \cdot (\delta \cdot f); \quad (\delta \cdot f) \cdot g = \delta \cdot (fg); \quad g \cdot (f \cdot \delta) = (gf) \cdot \delta. \]

The tri-exact structure of \( C \) consists of the tri-exact sequences as defined below.

2.2. Definition. Let \( C \) be an extension-closed subcategory of a triangulated category \( A \). A sequence of morphisms \( X \rightarrow Y \rightarrow Z \) in \( C \) is called a tri-exact sequence if it embeds in an exact triangle

\[ X \rightarrow Y \rightarrow Z \xrightarrow{\delta} X[1] \]

in \( A \). In this case, we say that the tri-exact sequence is defined by \( \delta \in \text{Ext}^1_C(Z,X) \), and call \( X \) the starting term and \( Z \) the ending term.

Remark. It is well-known; see [16 (1.2)] that a tri-exact sequence is a pseudo-exact sequence as defined in [25 Section 1]. The converse, however, is not true.

The following statement describes some basic properties of the tri-exact structure of a tri-exact category.

2.3. Lemma. Let \( C \) be a tri-exact category, and let \( X \xrightarrow{f} Y \xrightarrow{g} Z \) be a tri-exact sequence defined by an extension \( \delta \in \text{Ext}^1_C(Z,X) \).

1. A morphism \( u : X \rightarrow M \) factors through \( f \) if and only if \( u \cdot \delta = 0 \).
2. A morphism \( v : N \rightarrow Z \) factors through \( g \) if and only if \( \delta \cdot v = 0 \).
3. The morphism \( f \) is a section if and only if \( g \) is a retraction if and only if \( \delta = 0 \).
4. If \( X \) or \( Z \) is strongly indecomposable, then \( g \) is right minimal or \( f \) is left minimal, respectively.
Proof. Assume that \( C \) is an extension-closed subcategory of a triangulated category \( A \). Statements (3) and (4) follow from some well-known properties of \( A \); see \([10 (1.4)](10 (1.4))\) and \([20 (2.4) (2.5)](20 (2.4) (2.5))\). Given a morphism \( u : X \to M \) in \( C \), we obtain a commutative diagram with rows being exact triangles

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow{u} & & \downarrow{g} \\
M & \xrightarrow{f'} & L
\end{array}
\quad
\begin{array}{ccc}
Z & \xrightarrow{\delta} & X[1] \\
\downarrow{\delta} & & \downarrow{u[1]} \\
M & \xrightarrow{u} & M[1]
\end{array}
\]

in \( A \), where \( L \in C \). If \( u \cdot \delta = 0 \), then \( f' \) is a section, and hence, \( u \) factors through \( f \). If \( u \) factors through \( f \) then, by rotating the top exact triangle to the left, we see that \( u \circ (-\delta[-1]) = 0 \), and hence, \( u \cdot \eta = u[1] \circ \delta = 0 \). This establish Statement (1). Dually, we can prove Statement (2). The proof of the lemma is completed.

We are ready to introduce the stable categories of \( C \). Fix an object \( M \) in \( C \). Given a morphism \( f : X \to Y \) in \( C \), we obtain two \( \mathbb{Z} \)-linear maps

\[
\text{Ext}^1_C(M, f) : \text{Ext}^1_C(M, X) \to \text{Ext}^1_C(M, Y) : \delta \mapsto f \cdot \delta
\]

and

\[
\text{Ext}^1_C(f, M) : \text{Ext}^1_C(Y, M) \to \text{Ext}^1_C(X, M) : \zeta \mapsto \zeta \cdot f.
\]

This consideration yields a covariant functor \( \text{Ext}^1_C(-, -) : C \to \text{Mod}\mathbb{Z} \) and a contravariant functor \( \text{Ext}^1_C(-, -) : C \to \text{Mod}\mathbb{Z} \).

A morphism \( f : X \to Y \) in \( C \) is called \textit{injectively trivial} if \( \text{Ext}^1_C(M, f) = 0 \) for all \( M \in C \); and \textit{projectively trivial} if \( \text{Ext}^1_C(f, M) = 0 \) for all \( M \in C \); compare \([24 \text{Section 2}](24 \text{Section 2})\). Moreover, an object \( X \in C \) is called \textit{Ext-injective} if \( 1_X \) is injectively trivial, or equivalently, \( \text{Ext}^1_C(M, X) = 0 \) for all \( M \in C \); and \textit{Ext-projective} if \( 1_X \) is projectively trivial, or equivalently, \( \text{Ext}^1_C(X, N) = 0 \) for all \( N \in C \). Clearly, the injectively trivial morphisms and the projectively trivial morphisms form two ideals written as \( P_C \) and \( I_C \) in \( C \), respectively. The following observation is important.

2.4. LEMMA. Let \( C \) be an extension-closed subcategory of a triangulated category.

(1) If \( X \in C \cap C[1] \), then \( P_C(M, X) = 0 \) for all \( M \in C \).

(2) If \( X \in C \cap C[-1] \), then \( I_C(X, N) = 0 \) for all \( N \in C \).

Proof. We shall only prove Statement (1). Let \( f : M \to X \) be projectively trivial, where \( X \in C \cap C[1] \). Since \( X[-1] \in C \), we see that \( 1_X \in \text{Ext}^1_C(X, X[-1]) \) is such that \( \text{Ext}^1_C(f, X[-1])(1_X) = 0 \), that is, \( f = 0 \). The proof of the lemma is completed.

We are ready to define the stable categories of a tri-exact category.

2.5. DEFINITION. Let \( C \) be a tri-exact category. We shall call \( \mathcal{C} = C/I_C \) the \textit{injectively stable category}, and \( \mathcal{Z} = C/P_C \) the \textit{projectively stable category}, of \( C \).

REMARK. In view of Lemmas \([1.4](1.4) \) and \([2.4](2.4) \) we see that \( \mathcal{C} = C \) in case \( C \) is a left triangulated category, and \( \mathcal{Z} = C \) in case \( C \) is a right triangulated category.

We shall put \( \text{Hom}_C(X, Y) = \text{Hom}_C(X, Y) \) and \( \text{Hom}_C(X, Y) = \text{Hom}_C(X, Y) \), for all \( X, Y \in C \). Consider a morphism \( f : X \to Y \) in \( C \). We shall write \( f \) and \( f \) for its images in \( \text{Hom}_C(X, Y) \) and \( \text{Hom}_C(X, Y) \), respectively. In this way, we may define \( f \cdot \zeta = f \cdot \zeta \) and \( \delta \cdot f = \delta \cdot f \), for all \( \zeta \in \text{Ext}^1(M, X) \) and \( \delta \in \text{Ext}^1(M, Y) \).

2.6. LEMMA. Let \( C \) be a Krull-Schmidt tri-exact category.
(1) If $X \in \mathcal{C}$ is indecomposable, then there exists an indecomposable object $M$ in $\mathcal{C}$ such that \( \text{Hom}_\mathcal{C}(X, -) \cong \text{Hom}_\mathcal{C}(M, -) \) and \( \text{Ext}^1_\mathcal{C}(X, -) \cong \text{Ext}^1_\mathcal{C}(M, -) \).

(2) If $X \in \overline{\mathcal{C}}$ is indecomposable, then there exists an indecomposable object $N$ in $\mathcal{C}$ such that \( \overline{\text{Hom}}_\mathcal{C}(-, X) \cong \overline{\text{Hom}}_\mathcal{C}(-, N) \) and \( \overline{\text{Ext}}^1_\mathcal{C}(-, X) \cong \overline{\text{Ext}}^1_\mathcal{C}(-, N) \).

Proof. We shall only prove the first statement. Let $X \in \mathcal{C}$ be indecomposable. Since $\mathcal{C}$ is Krull-Schmidt, $\text{End}(X)$ is semiperfect; see [26] (1.1). Thus, $\text{End}(X)$ has a complete orthogonal set \( \{e_1, \ldots, e_n\} \) of primitive idempotents such that $e_i \text{End}(X)e_i$ is local, for $i = 1, \ldots, n$; see [1] (27.6). Since $\text{End}(X)$ is local, we may assume that $e_1 = 1_X$. Let $q : M \to X$ and $p : X \to M$ be morphisms such that $pq = 1_M$ and $qp = e_1$. Observing that $\text{End}(M) \cong e_1 \text{End}(X)e_1$, we see that $M$ is indecomposable in $\mathcal{C}$. Given $Y \in \mathcal{C}$, since $1_X - e_1$ is projectively trivial, we obtain two $\mathbb{Z}$-linear isomorphisms $\text{Ext}^1_\mathcal{C}(p, Y) : \text{Ext}^1_\mathcal{C}(M, Y) \to \text{Ext}^1_\mathcal{C}(X, Y)$ and $\text{Hom}_\mathcal{C}(p, Y) : \text{Hom}_\mathcal{C}(M, Y) \to \text{Hom}_\mathcal{C}(X, Y)$, which are evidently natural in $Y$. The proof of the lemma is completed.

Next, we shall relate exact categories to tri-exact categories. Fix an abelian category $\mathfrak{A}$ and consider its derived category $D(\mathfrak{A})$. Given an object $X$ in $\mathfrak{A}$, we obtain a stalk complex $X[n]$ whose component of degree $-n$ is $X$. Given a morphism $f : X \to Y$ in $\mathfrak{A}$, we obtain a morphism $f[n] : X[n] \to Y[n]$ whose component of degree $-n$ is $f$. Consider the canonical embedding functor

\[ D : \mathfrak{A} \to D(\mathfrak{A}) : X \mapsto X[0] ; f \mapsto \tilde{f}[0] , \]

where $\tilde{f}[0]$ is the image of $f[0]$ under $L \circ F : C(\mathfrak{A}) \to D(\mathfrak{A})$; see [27] (III.3.4.7). Let $\mathcal{C}$ be an extension-closed subcategory of $\mathfrak{A}$. We shall denote by $\mathcal{C}^\prime$ the full subcategory of $D(\mathfrak{A})$ of complexes $X^\prime$ with $H^0(X^\prime) \in \mathcal{C}$ and $H^n(X^\prime) = 0$ for $i \neq 0$.

2.7. Lemma. Let $\mathcal{C}$ be an extension-closed subcategory of an abelian category $\mathfrak{A}$.

(1) The category $\mathcal{C}^\prime$ is an extension-closed subcategory of $D(\mathfrak{A})$.

(2) Given $X^\prime \in \mathcal{C}^\prime$, there exists a natural isomorphism $\theta_{X^\prime} : X^\prime \to H^0(X^\prime)[0]$ in $\mathcal{C}^\prime$.

Proof. Given $X^\prime \in \mathcal{C}^\prime$, consider the smart truncations $\tau_{\leq 0}(X^\prime)$ and $\tau_{> 0}(\tau_{\leq 0}(X^\prime))$. Since $H^0(X^\prime) = 0$ for all $i \neq 0$, the canonical injection $i_0^0 : \tau_{\leq 0}(X^\prime) \to X^\prime$ and the canonical projection $p_0^0 : \tau_{\geq 0}(X^\prime) \to \tau_{> 0}(\tau_{\leq 0}(X^\prime))$ are quasi-isomorphisms; see [27] (III.3.4). Observing that $\tau_{> 0}(\tau_{\leq 0}(X^\prime)) = H^0(X^\prime)[0]$, we obtain an isomorphism $\theta_{X^\prime} : X^\prime \to H^0(X^\prime)[0]$ in $\mathcal{C}^\prime$, which is evidently natural in $X^\prime$.

Let $X^\prime \to Y^\prime \to Z^\prime \to X^\prime[1]$, where $X^\prime, Z^\prime \in \mathcal{C}^\prime$, be an exact triangle in $D(\mathfrak{A})$. By the long exact sequence of cohomology, $H^n(Y^\prime) = 0$ for all $i \neq 0$ and $H^0(X^\prime) \to H^0(Y^\prime) \to H^0(Z^\prime) \to 0$ is a short exact sequence in $\mathfrak{A}$. Since $H^0(X^\prime), H^0(Z^\prime) \in \mathcal{C}$, we see that $H^0(Y^\prime) \in \mathcal{C}^\prime$. The proof of the lemma is completed.

By Lemma 2.7 restricting the canonical embedding $D : \mathfrak{A} \to D(\mathfrak{A})$ yields an equivalence $D_{\mathcal{C}^\prime} : \mathcal{C} \to \mathcal{C}^\prime$. We shall say that a functor $F : \mathcal{C} \to \text{Mod}\mathbb{Z}$ is essentially equivalent to a functor $\tilde{F} : \mathcal{C} \to \text{Mod}\mathbb{Z}$ provided that $F \cong \tilde{F} \circ D_{\mathcal{C}^\prime}$.

2.8. Lemma. Let $\mathcal{C}$ be an extension-closed subcategory of an abelian category $\mathfrak{A}$, and consider an object $X$ in $\mathcal{C}$.

(1) The functors $\text{Ext}^1_\mathcal{C}(X, -)$ and $\text{Ext}^1_{\mathcal{C}^\prime}(X, -)$ are essentially equivalent to the functors $\text{Ext}^1_\mathcal{C}(X[0], -)$ and $\text{Ext}^1_{\mathcal{C}^\prime}(X[0], -)$, respectively.

(2) The functors $\text{Hom}_\mathcal{C}(X, -)$ and $\text{Hom}_{\mathcal{C}^\prime}(X, -)$ are essentially equivalent to the functors $\text{Hom}_\mathcal{C}(X[0], -)$ and $\text{Hom}_{\mathcal{C}^\prime}(X[0], -)$, respectively.
Proof. Given an extension $\delta \in \text{Ext}^1_{\mathcal{C}}(M, N)$ represented by a short exact sequence

$$0 \to N \xrightarrow{f} L \xrightarrow{g} M \to 0$$

in $\mathcal{C}$, it is well-known that $D(\mathcal{A})$ has an induced exact triangle

$$N[0] \xrightarrow{f[0]} L[0] \xrightarrow{g[0]} M[0] \xrightarrow{\delta} N[1].$$

This yields an isomorphism

$$\mathbb{E}_{M,N} : \text{Ext}^1_{\mathcal{C}}(M, N) \to \text{Ext}^1_{\mathcal{C}}(M[0], N[0]) : \delta \mapsto \delta,$$

such, for all $f \in \text{Hom}_{\mathcal{C}}(X, M)$, $\delta \in \text{Ext}^1_{\mathcal{C}}(Z, X)$ and $g \in \text{Hom}_{\mathcal{C}}(N, Z)$, that $\mathbb{E}_{N,M}(g \cdot \delta \cdot f) = \tilde{f}[0] \cdot \tilde{\delta} \cdot \tilde{g}[0]$, see (IV.2.1.1). Thus, Statement (1) holds.

To show Statement (2), we claim that a morphism $f : X \to Y$ in $\mathcal{C}$ is injectively trivial if and only if $\tilde{f}[0]$ is injectively trivial in $\mathcal{C}$. Assume first that $\tilde{f}[0]$ is injectively trivial in $\mathcal{C}$. Given any $\delta \in \text{Ext}^1_{\mathcal{C}}(Z, X)$, we obtain $\mathbb{E}_{Z,Y}(f \cdot \delta) = \tilde{f}[0] \cdot \tilde{\delta} = 0$, and hence, $f \cdot \delta = 0$. That is, $f$ is injectively trivial in $\mathcal{C}$. Conversely, assume that $f$ is injectively trivial in $\mathcal{C}$. Let $\zeta \in \text{Ext}^1_{\mathcal{C}}(Z', X[0])$. Setting $Z = H^0(Z')$, by Lemma (2), we have an isomorphism $\theta_{Z'} : Z' \to Z[0]$ in $\mathcal{C}$. Thus, $\zeta \cdot \theta_{Z'}^{-1} = \tilde{\delta}$ for some $\delta \in \text{Ext}^1_{\mathcal{C}}(Z, X)$. Observing that $\tilde{f}[0] \cdot \tilde{\delta} = \mathbb{E}_{Z,Y}(f \cdot \delta) = \mathbb{E}_{Z,Y}(0) = 0$, we obtain $\tilde{f}[0] \cdot \tilde{\delta} = 0$. That is, $\tilde{f}[0] \cdot \tilde{\delta} = 0$. This establishes our claim. As a consequence, $D_{\mathcal{C}} : \mathcal{C} \to \mathcal{C}$ induces an equivalence between the injectively stable categories. In particular, $\mathbb{H}_{\mathcal{C}}(X, -)$ is essentially equivalent to $\mathbb{H}_{\mathcal{C}}(X[0], -)$. In a dual fashion, we may establish the second part of Statement (2). The proof of the lemma is completed.

The following statement is needed in the next section.

2.9. Lemma. Let $\mathcal{C}$ be an extension-closed subcategory of an abelian category $\mathcal{A}$, and let $F, G : \mathcal{C} \to \text{Mod}Z$ be functors essentially equivalent to $\hat{F}, \hat{G} : \mathcal{C} \to \text{Mod}Z$, respectively. Then there exists a (mono, iso)morphism $\eta : F \to G$ if and only if there exists a (mono, iso)morphism $\hat{\eta} : \hat{F} \to \hat{G}$.

Proof. Let $\zeta : F \to \hat{F} \circ D_{\mathcal{C}}$ and $\xi : G \to \hat{G} \circ D_{\mathcal{C}}$ be isomorphisms. Firstly, assume that $\hat{\eta} : \hat{F} \to \hat{G}$ is a morphism. Given $X \in \mathcal{C}$, we set $\eta_X = \xi_X^{-1} \circ \hat{\eta}_X[0] \circ \zeta_X$. Since $\xi_X$ is a monomorphism or isomorphism in case $\hat{\eta}_X[0]$ is a monomorphism or isomorphism, respectively. This yields a desired (mono, iso)morphism $\eta : F \to G$.

Conversely, assume that $\eta : F \to G$ is a morphism. Given $X' \in \mathcal{C}$, by Lemma (2), there exists a natural isomorphism $\theta_{X'} : X' \to X[0]$, where $X = H^0(X')$. We define $\hat{\eta}_{X'}$ to be the composite of the following morphisms

$$\hat{F}(X') \xrightarrow{\hat{F}(\theta_{X'})} \hat{F}(X[0]) \xrightarrow{\xi_X^{-1}} F(X) \xrightarrow{\eta_X} G(X) \xrightarrow{\xi_X} \hat{G}(X[0]) \xrightarrow{\hat{G}(\theta_{X'})} \hat{G}(X'),$$

which is a monomorphism or isomorphism if $\eta_X$ is a monomorphism or isomorphism respectively. This yields a desired (mono, iso)morphism $\hat{\eta} : F \to G$. The proof of the lemma is completed.

3. Almost split sequences

The objective of this section is to study the existence of an individual almost split sequence in a tri-exact category. Using similar but more general techniques, we shall unify and extend the results under various classical settings; see [2] [20] [26] [21] [29].
In particular, Auslander’s existence theorem for an almost split sequence in the category of all modules over a ring; see [4] and Krause’s existence theorem for an almost triangle in a triangulated category fit well into our setting; see [20].

Throughout this section, \( \mathcal{C} \) stands for a tri-exact category, say an extension-closed subcategory of a triangulated category \( \mathcal{A} \). The following notion plays a fundamental role in our investigation.

3.1. Definition. Let \( \mathcal{C} \) be a tri-exact category. A tri-exact sequence
\[
X \rightarrow f \rightarrow Y \rightarrow g \rightarrow Z
\]
defined by an extension \( \delta \in \text{Ext}^1_{\mathcal{C}}(Z,X) \) is called almost split if \( f \) is minimal left almost split and \( g \) is minimal right almost split. In this case, \( \delta \) is called almost-zero.

Remark. An almost split sequence with a non-zero middle term is an Auslander-Reiten sequence as defined in [25, (1.3)]. The converse is probably not true.

Modifying slightly the proof of the proposition stated in [15, (3.5)], we obtain the uniqueness of an almost split sequence in a tri-exact category as follows.

3.2. Proposition. Let \( \mathcal{C} \) be a tri-exact category. If
\[
X \rightarrow Y \rightarrow Z
\]
is an almost split sequence in \( \mathcal{C} \), then it is unique up to isomorphism for \( X \) and for \( Z \).

The following statement says in particular that the study of almost split sequences under various classical settings can be unified under our tri-exact setting.

3.3. Proposition. Let \( \mathcal{C} \) be an extension-closed subcategory of an abelian category \( \mathfrak{A} \). Then every almost split sequence
\[
0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0
\]
in \( \mathcal{C} \) induces an almost split sequence
\[
X[0] \rightarrow Y[0] \rightarrow Z[0] \rightarrow 0
\]
in \( \hat{\mathcal{C}} \); and every almost split sequence in \( \hat{\mathcal{C}} \) can be obtained in this way.

Proof. Since \( D_{\mathcal{C}} : \mathcal{C} \rightarrow \hat{\mathcal{C}} \) is an equivalence, the first part of the proposition follows immediately. Assume that \( \hat{\mathcal{C}} \) has an almost split sequence
\[
X' \rightarrow f' \rightarrow Y' \rightarrow g' \rightarrow Z'
\]
defined by an extension \( \eta' \in \text{Ext}^1_{\mathcal{C}}(Z',X'[1]) \). Applying the long exact sequence of cohomology, we obtain a short exact sequence
\[
\delta : 0 \rightarrow H^0(X') \rightarrow H^0(Y') \rightarrow H^0(Z') \rightarrow 0
\]
in \( \mathcal{C} \), where \( f = H^0(f') \) and \( g = H^0(g') \). In view of Lemma [2.7(2)], there exists a commutative diagram with vertical isomorphisms
\[
\begin{array}{ccc}
X' & \xrightarrow{f'} & Y' & \xrightarrow{g'} & Z' & \xrightarrow{\delta} & X'[1] \\
\downarrow \theta_{X'} & & \downarrow \theta_{Y'} & & \downarrow \theta_{Z'} & & \downarrow \theta_{X'[1]} \\
H^0(X')[0] & \xrightarrow{\tilde{f}[0]} & H^0(Y')[0] & \xrightarrow{\tilde{g}[0]} & H^0(Z')[0] & \xrightarrow{\tilde{\delta}} & H^0(X')[1]
\end{array}
\]
in \( D(\mathfrak{A}) \), where the rows are exact triangles. In particular, \( \tilde{f}[0] \) is minimal left almost split and \( \tilde{g}[0] \) is minimal right almost split in \( \hat{\mathcal{C}} \). Since \( D_{\mathcal{C}} : \mathcal{C} \rightarrow \hat{\mathcal{C}} \) is an equivalence, \( \delta \) is almost split in \( \mathcal{C} \). The proof of the proposition is completed.

The following characterization of an almost split sequence in a tri-exact category is adapted from those in the classical settings; see [6] [20].
3.4. Theorem. Let $\mathcal{C}$ be a tri-exact category. If $X \xrightarrow{f} Y \xrightarrow{g} Z$ is a tri-exact sequence in $\mathcal{C}$, then the following statements are equivalent.

1. The sequence is an almost split sequence in $\mathcal{C}$.
2. The morphism $f$ is left almost split and $g$ is right almost split.
3. The morphism $f$ is left almost split and $Z$ is strongly indecomposable.
4. The morphism $g$ is right almost split and $X$ is strongly indecomposable.
5. The morphism $f$ is minimal left almost split or $g$ is minimal right almost split.

Proof. Let $\eta \in \text{Ext}_C^1(Z, X)$, defining the tri-exact sequence stated in the theorem. If Statement (2) holds, then $X$ and $Z$ are strongly indecomposable; see [18, (2.2)], and by Lemma 2.3(4), $g$ is right minimal and $f$ is left minimal, that is, Statement (1) holds. Moreover, by Lemma 2.3(4), either of Statements (3) and (4) implies Statement (5). Assume now that Statement (5) holds. To prove Statement (2), we assume that $\mathcal{C}$ is an extension-closed subcategory of a triangulated category $\mathcal{A}$. If $g$ is minimal right almost split, using the same argument given in [20, (2.6)], we may show that $f$ is left almost split. If $f$ is minimal left almost split, one can dually show that $g$ is right almost split. The proof of the theorem is completed.

The rest of this section is devoted to the study of the existence of an almost split sequence in a tri-exact category. We start with some properties of almost-zero extensions; compare [18, (2.2)], [24, (3.1)] and [29, Page 306].

3.5. Lemma. Let $\mathcal{C}$ be a tri-exact category with $\delta \in \text{Ext}_C^1(Z, X)$ being almost-zero.

1. A factorization $\delta = \eta \cdot f$ exists whenever a non-zero extension $\eta \in \text{Ext}_C^1(L, X)$ or a non-zero morphism $f \in \text{Hom}_C(Z, L)$ is given.
2. A factorization $\delta = \bar{g} \cdot \zeta$ exists whenever a non-zero extension $\zeta \in \text{Ext}_C^1(Z, L)$ or a non-zero morphism $\bar{g} \in \text{Hom}_C(L, X)$ is given.

Proof. Given a non-zero extension $\eta \in \text{Ext}_C^1(L, X)$, using the same proof of the first statement of the sublemma stated in [29, Page 306], we obtain $\delta = \eta \cdot f$ for some morphism $f \in \text{Hom}_C(Z, L)$. Given a non-zero extension $\zeta \in \text{Ext}_C^1(Z, L)$, by a dual argument, we can show that $\delta = \bar{g} \cdot \zeta$ for some $\bar{g} \in \text{Hom}_C(L, X)$.

Now, let $f : Z \to L$ be a non projectively trivial morphism in $\mathcal{C}$. Then, there exists some $\zeta \in \text{Ext}_C^1(L, M)$ such that $0 \neq \zeta \cdot f \in \text{Ext}_C(Z, M)$. By the first part of Statement (2), there exists some $g : M \to X$ in $\mathcal{C}$ such that $\delta = g \cdot (\zeta \cdot f) = (g \cdot \zeta) \cdot f$. This establishes the second part of Statement (1). Dually, one can verify the second part of Statement (2). The proof of the lemma is completed.

Given $X, Z \in \mathcal{C}$, by Lemma 2.1, $\text{Ext}_C^1(Z, X)$ is an $\text{End}(X)$-$\text{End}(Z)$-bimodule so that $\bar{f} \cdot \delta \cdot \bar{g} = f \cdot \delta \cdot g$, for $f \in \text{End}(X), \delta \in \text{Ext}_C^1(Z, X)$ and $g \in \text{End}(Z)$. Given $M \in \mathcal{C}$ strongly indecomposable, we always write $S_M = \text{End}(M) / \text{rad}(\text{End}(M))$, which is a simple left $\text{End}(M)$-module if $M$ is not Ext-injective; and a simple right $\text{End}(M)$-module if $M$ is not Ext-projective.

3.6. Theorem. Let $\mathcal{C}$ be a tri-exact category with $X, Z \in \mathcal{C}$ strongly indecomposable. Consider non-zero ring homomorphisms $\Gamma \to \text{End}(X)$ and $\Sigma \to \text{End}(Z)$. Let $I\Gamma$ be an injective cogenerator of the left $\Gamma$-module $S_X$ and $I\Sigma$ an injective cogenerator of the right $\Sigma$-module $S_Z$. If $\delta \in \text{Ext}_C^1(Z, X)$ is non-zero, then $\delta$ being almost zero is equivalent to each of the following statements.

1. There exists a monomorphism $\Psi : \text{Ext}_C^1(Z, X) \to \text{Hom}_F(\text{Hom}_C(-, X), I\Gamma)$ such that $\Psi_X(\delta)$ lies in the socle of the left $\text{End}(X)$-module $\text{Hom}_F(\text{End}(X), I\Gamma)$. 

(2) There exists a monomorphism \( \Phi : \text{Ext}_C^1(-, X) \to \text{Hom}_C(\text{End}_C(Z, -), I_\Sigma) \) such that \( \Phi_Z(\delta) \) lies in the socle of the right \( \text{End}(Z) \)-module \( \text{Hom}_C(\text{End}(Z), I_\Sigma) \).

**Proof.** Let \( \delta \in \text{Ext}_C^1(Z, X) \) be non-zero. We shall only consider Statement (1). Let \( I \) be an injective cogenerator of the left \( \Gamma \)-module \( S_X \). Assume first that \( \delta \) is almost-zero. Consider the \( \text{End}(X) \)-submodule \( S \) of \( \text{Ext}_C^1(Z, X) \) generated by \( \delta \), which is simple by Lemma 3.8 (2). Since \( \text{End}(X) \) is local, \( S \cong S_X \) as left \( \text{End}(X) \)-modules, and consequently, \( S \cong S_X \) as \( \Gamma \)-modules. Thus, we may find a \( \Gamma \)-linear map \( \psi : \text{Ext}_C^1(Z, X) \to I \) with \( \psi(\delta) \neq 0 \). Given \( L \in C \), by Lemma 3.8 (2), we obtain a non-degenerate \( Z \)-bilinear form

\[
\langle -, -, \rangle_L : \text{Hom}_C(L, X) \times \text{Ext}_C^1(Z, L) \to I : (\bar{g}, \zeta) \mapsto \psi(\bar{g} \cdot \zeta).
\]

Since \( \psi \) is left \( \Gamma \)-linear, by Lemma 2.1 we obtain a \( Z \)-linear monomorphism

\[
\Psi_L : \text{Ext}_C^1(Z, L) \to \text{Hom}_\Gamma(\text{Hom}_C(L, X), I) : \zeta \mapsto \langle -, -, \rangle_L,
\]

which is natural in \( L \). This yields a monomorphism \( \Psi \) as stated in Statement (1). Since \( \Psi_X \) is a left \( \text{End}(X) \)-linear monomorphism, \( \Psi_X(S) \) is a simple submodule of the left \( \text{End}(X) \)-module \( \text{Hom}_\Gamma(\text{End}(X), I) \). This establishes Statement (1).

Conversely, assume that \( \Psi : \text{Ext}_C^1(Z, -) \to \text{Hom}_\Gamma(\text{Hom}_C(-, X), I) \) is a monomorphism such that \( \Psi_X(\delta) \) is in the left \( \text{End}(X) \)-socle of \( \text{Hom}_\Gamma(\text{End}(X), I) \). Then, \( \Psi_X(\delta) \) vanishes on \( \text{rad}(\text{End}(X)) \). Consider the non-splitting tri-exact sequence

\[
X \xrightarrow{f} Y \xrightarrow{g} Z
\]

in \( C \) defined by \( \delta \). Let \( u : X \to L \) be a non-section morphism in \( C \). In view of the commutative diagram

\[
\begin{array}{ccc}
\text{Ext}_C^1(Z, X) & \xrightarrow{\Psi_X} & \text{Hom}_\Gamma(\text{End}(X), I) \\
\downarrow \text{Ext}_C^1(Z, u) & & \downarrow \text{Hom}_\Gamma(\text{Hom}_C(u, X), I) \\
\text{Ext}_C^1(Z, L) & \xrightarrow{\Psi_L} & \text{Hom}_\Gamma(\text{Hom}_C(L, X), I),
\end{array}
\]

we obtain \( \Psi_L(\bar{u} \cdot \delta) = \Psi_X(\delta) \circ \text{Hom}_C(\bar{u}, X) \). For any morphism \( v : L \to X \) in \( C \), since \( vu \in \text{rad}(\text{End}(X)) \), we see that \( \Psi_L(\bar{u} \cdot \delta)(\bar{v}) = \Psi_X(\delta)(\bar{v} \bar{u}) = 0 \). Thus, \( \Psi_L(\bar{u} \cdot \delta) = 0 \), and hence, \( \bar{u} \cdot \delta = 0 \). By Lemma 2.3(1), \( u \) factors through \( f \). That is, \( f \) is left almost split. Since \( Z \) is strongly indecomposable, by Theorem 3.8 (3), the tri-exact sequence \( (\ast) \) is almost split. The proof of the theorem is completed.

**Remark.** In view of Lemmas 2.8 and 2.9 and Proposition 3.3, it is easy to see that Theorem 3.6 covers the result stated in [26, (2.2)].

We are ready to obtain our main existence theorem of an almost splits sequence.

**3.7. Theorem.** Let \( C \) be a tri-exact category with \( X, Z \in C \) strongly indecomposable. Consider non-zero ring homomorphisms \( \Gamma \to \text{End}(X) \) and \( \Sigma \to \text{End}(Z) \). Let \( r I \) be an injective cogenerator of the left \( \Gamma \)-module \( S_X \) and \( I_\Sigma \) an injective cogenerator of the right \( \Sigma \)-module \( S_Z \). The following statements are equivalent.

1. There exists an almost split sequence \( X \xrightarrow{f} Y \xrightarrow{g} Z \) in \( C \).
2. There exists a monomorphism \( \Psi : \text{Ext}_C^1(Z, -) \to \text{Hom}_\Gamma(\text{Hom}_C(-, X), r I) \) such that the left \( \text{End}(X) \)-linear map \( \Psi_X \) is socle essential.
3. There exists a monomorphism \( \Phi : \text{Ext}_C^1(-, X) \to \text{Hom}_\Gamma(\text{Hom}_C(Z, -), I_\Sigma) \) such that the right \( \text{End}(Z) \)-linear map \( \Phi_Z \) is socle essential.
Proof. By Theorem \[3.6\] it suffices to prove that Statement (2) implies Statement (1). Let \( I \) be an injective co-generator of the left \( \Gamma \)-module \( S_X \) with a monomorphism \( \Psi : \text{Ext}^1_C(Z, -) \to \text{Hom}_\Gamma(\overline{\text{Hom}}_C(-, X), I) \) such that the left \( \text{End}(X) \)-linear map \( \Psi_X : \text{Ext}^1_C(Z, X) \to \text{Hom}_\Gamma(\text{End}(X), I) \) is socle essential. Consider the canonical projection \( p : \text{End}(X) \to S_X \) and fix a non-zero \( \Gamma \)-linear monomorphism \( q : S_X \to I \). Then, \( qp \) is a non-zero element in \( \text{Hom}_\Gamma(\text{End}(X), I) \) annihilated by \( \text{rad}(\text{End}(X)) \).

Since \( \text{End}(X) \) is local, \( qp \) belongs to the left \( \text{End}(X) \)-socle of \( \text{Hom}_\Gamma(\text{End}(X), I) \). Since \( \Psi_X \) is socle essential, there exists \( \delta \in \text{Ext}^1_C(Z, X) \) such that \( \Psi_X(\delta) \) lies in the left \( \text{End}(X) \)-socle of \( \text{Hom}_\Gamma(\text{End}(X), rI) \). By Theorem \[3.6(1)\], \( \delta \) defines an almost split sequence as stated in Statement (1). The proof of the theorem is completed.

Remark. Observe, for any ring \( \Sigma \), that a \( \Sigma \)-linear monomorphism \( f : M \to N \) is socle essential if \( M \) has a nonzero socle or \( N \) has an essential socle. Thus, we see from Lemmas \[2.8\] and \[2.9\] and Proposition \[3.8\] that Theorem \[3.7\] includes the results stated in \[21\] (4.1) and \[20\] (2.3).

By abuse of terminology, a functor \( F \) is called a subfunctor of another functor \( G \) if there exists a monomorphism \( F \to G \). We shall drop the additional hypotheses on \( \Psi_Z \) and \( \Phi_X \) stated in Theorem \[3.7\] in some special cases as below.

3.8. Theorem. Let \( C \) be a tri-exact category with \( X, Z \in C \) strongly indecomposable. Consider non-zero surjective ring homomorphisms \( \Gamma \to \text{End}(X) \) and \( \Sigma \to \text{End}(Z) \). Let \( rI \) be an injective envelope of the left \( \Gamma \)-module \( S_X \) and \( I_Z \) an injective envelope of the right \( \Sigma \)-module \( S_Z \). The following statements are equivalent.

1. There exists an almost split sequence \( X \to Y \to Z \) in \( C \).
2. \( \text{Ext}^1_C(Z, -) \) is a non-zero subfunctor \( \text{Hom}_\Gamma(\overline{\text{Hom}}_C(-, X), rI) \).
3. \( \text{Ext}^1_C(-, X) \) is a non-zero subfunctor of \( \text{Hom}_\Sigma(\overline{\text{Hom}}_C(Z, -), I_Z) \).

Proof. By Theorem \[3.7\] it suffices to prove that Statement (2) implies Statement (1). Let \( \Psi : \text{Ext}^1_C(Z, -) \to \text{Hom}_\Gamma(\overline{\text{Hom}}_C(-, X), I) \) be a non-zero monomorphism, where \( I = rI \). In particular, there exists some \( L \in C \) such that \( \text{Ext}^1_C(Z, L) \neq 0 \). Thus, \( \Psi_L(\delta)(\bar{f}) \neq 0 \) for some \( \delta \in \text{Ext}^1_C(Z, L) \) and \( f \in \text{Hom}_C(L, X) \).

Since \( \text{Ext}^1_C(Z, L) \to \text{Hom}_\Gamma(\overline{\text{Hom}}_C(\overline{\text{Hom}}_C(f, X), L)) \) is a commutative diagram, we obtain \( \Psi_X(\bar{f} \cdot \delta)(\bar{1}_X) = \Psi_L(\delta)(\bar{f}) \neq 0 \). Thus, \( \Psi_X \) is a non-zero left \( \text{End}(X) \)-linear monomorphism, which is also left \( \Gamma \)-linear.

Since the ring homomorphism \( \rho : \Gamma \to \text{End}(X) \) is surjective, \( S_X \) is a simple left \( \Gamma \)-module and \( \rho^* = \text{Hom}_\Gamma(\rho, I) : \text{Hom}_\Gamma(\text{End}(X), I) \to \text{Hom}_\Gamma(\Gamma, I) \) is a left \( \Gamma \)-linear monomorphism. Let \( \psi : \text{Hom}_\Gamma(\Gamma, I) \to I \) be the canonical \( \Gamma \)-linear isomorphism. Then, \( \psi = \nu \circ \rho^* \circ \Psi_X : \text{Ext}^1_C(Z, X) \to I \) is a non-zero \( \Gamma \)-linear monomorphism. Since \( S_X \) is the essential \( \Gamma \)-socle of \( I \), it is contained in \( \text{Im}(\psi) \).

In particular, \( \text{Ext}^1_C(Z, X) \) has a simple left \( \Gamma \)-submodule \( S \) such that \( \psi(S) = S_X \) and \( \rho \) is surjective, \( S \) is a simple left \( \text{End}(X) \)-submodule of \( \text{Ext}^1_C(Z, X) \), and hence, the left \( \text{End}(X) \)-linear monomorphism \( \Psi_X \) is socle essential. By Theorem \[3.7(2)\], \( C \) has a desired almost split sequence. The proof of the theorem is completed.
tion I.3], we have a surjective ring homomorphism from $\Sigma = \text{End}_{A^\text{op}}(\text{Tr}Z)^\text{op}$ onto $\text{End}_{A}(Z)$. Let $I$ be the injective envelope of the right $\Sigma$-module $S_Z$. Then, $X = \text{Hom}_\Sigma(\text{Tr}Z, I)$ is a strongly indecomposable module in $\text{Mod}A$ such that $\text{Ext}^1_{\Sigma}(-, X) \cong \text{Hom}_\Sigma(\text{Hom}_A(Z, -), I)$; see [4, (I.11.3), (I.3.4)]. By Theorem 3.8 there exists an almost split sequence $0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0$ in $\text{Mod}A$. This is Auslander’s theorem stated in [4, (II.5.1)].

(2) Let $\mathfrak{A}$ be a locally finitely presented Grothendieck ableian category with a finitely presented strongly indecomposable object $Z$. Consider the canonical projection $\Sigma = \text{End}(Z) \rightarrow \text{End}(Z)$. Given any injective module $I \in \text{Mod}^{\text{op}}, \text{Krause obtained a monomorphism } \text{Ext}^1_{\mathfrak{A}}(-, \tau_I(Z)) \rightarrow \text{Hom}_\Sigma(\text{Hom}_\mathfrak{A}(Z, -), I)$, for some $\tau_I(Z) \in \mathfrak{A}$; see [21, (1.2)]. However, it is not known whether or not $\tau_I(Z)$ is strongly indecomposable even if $I$ is the injective envelope of $S_Z$. Thus, we cannot apply Theorem 5.5 to obtain an almost split sequence in $\mathfrak{A}$.

We can weaken the assumption that both $X$ and $Z$ are strongly indecomposable as stated in Theorem 3.8 in some special cases as below.

3.9. Theorem. Let $\mathcal{C}$ be an extension-closed subcategory of a triangulated category, and let $Z \in \mathcal{C}$ be strongly indecomposable with a non-zero monomorphism

$$\Phi : \text{Hom}_{\mathcal{C}}(-, X) \rightarrow \text{Hom}_{\text{End}(Z)}(\text{Hom}_{\mathcal{C}}(Z, -), I),$$

where $X \in \mathcal{C} \cap \mathcal{C}[1]$ and $I$ is an injective envelope of the right $\text{End}(Z)$-module $S_Z$. If $\Phi_X$ is bijective, then $\mathcal{C}$ has an almost split sequence $X[-1] \rightarrow Y \rightarrow Z$.

Proof. Assume that $\Phi_X$ is bijective. Observing that $X[-1] \in \mathcal{C}$ is such that $\text{Ext}^1_{\mathcal{C}}(-, X[-1]) = \text{Hom}_{\mathcal{C}}(-, X)$. By Theorem 3.8(3), it amounts to show that $\text{End}(X)$ is local. Put $\Sigma = \text{End}(Z)$. By Lemma 2.4(1), $\text{Hom}_{\mathcal{C}}(Z, X) = \text{Hom}_{\mathcal{C}}(Z, X)$, which is a right $\Sigma$-module. Now, $\Phi_X : \text{End}(X) \rightarrow \text{Hom}_{\Sigma}(\text{Hom}_{\mathcal{C}}(Z, X), I)$ is a right $\text{End}(X)$-linear isomorphism, while $\Phi_Z : \text{Hom}_{\mathcal{C}}(Z, X) \rightarrow \text{Hom}_{\Sigma}(\Sigma, I)$ is a right $\Sigma$-linear monomorphism. Considering the canonical $\Sigma$-linear isomorphism $\rho : \text{Hom}_{\Sigma}(\Sigma, I) \rightarrow I$, we obtain a commutative diagram of surjective $\mathbb{Z}$-linear maps

$$\begin{array}{ccc}
\text{End}_{\Sigma}(I) & \xrightarrow{\text{Hom}_{\mathcal{C}}(\rho, I)} & \text{Hom}_{\Sigma}(\text{Hom}_{\mathcal{C}}(Z, X), I) \\
\downarrow{\theta} & & \downarrow{\text{Hom}_{\Sigma}(\Phi_Z, I)} \\
\text{End}(X) & \xrightarrow{\Phi_X} & \text{Hom}_{\Sigma}(\text{Hom}_{\mathcal{C}}(Z, X), I).
\end{array}$$

Since $\text{End}_{\Sigma}(I)$ is local; see [11, (25.4)], it suffices to show that $\theta$ is a ring homomorphism. Fix arbitrarily a morphism $u : Z \rightarrow X$ in $\mathcal{C}$. Given $f \in \text{End}_{\Sigma}(I)$, in view of the above commutative diagram, we see that $\Phi_X(\theta(f)) = f \circ \Phi_Z \circ \rho$, and consequently, we obtain an equation

$$\Phi_X(\theta(f))(u) = f(\Phi_Z(u)(1_\Sigma)).$$

On the other hand, considering the commutative diagram

$$\begin{array}{ccc}
\text{End}(X) & \xrightarrow{\Phi_X} & \text{Hom}_{\Sigma}(\text{Hom}_{\mathcal{C}}(Z, X), I) \\
\downarrow{\text{Hom}_{\mathcal{C}}(u, X)} & & \downarrow{\text{Hom}_{\Sigma}(\text{Hom}_{\mathcal{C}}(Z, u), I)} \\
\text{Hom}_{\mathcal{C}}(Z, X) & \xrightarrow{\Phi_Z} & \text{Hom}_{\Sigma}(\Sigma, I),
\end{array}$$

we obtain an equation

$$\Phi_Z(u)(1_\Sigma) = \Phi_X(1_X)(u).$$
Let $f_i \in \text{End}_R(I)$, and write $g_i = \theta(f_i) \in \text{End}(X)$, for $i = 1, 2$. We deduce from the equation (1) that
\[ \Phi_X(\theta(f_1 f_2)(u)) = (f_1 f_2)(\Phi_Z(u)(1_2)) = f_1 (f_2(\Phi_Z(u)(1_2))) = f_1 (\Phi_X(g_2)(u)). \]
Since $\Phi_X$ is right $\text{End}(X)$-linear, combining the equations (1) and (2) yields
\[ \Phi_X(g_1 g_2)(u) = \Phi_X(g_1)(g_2 u) = f_1 (\Phi_X(g_2 u)(1_2)) = f_1 (\Phi_X(1_2)(g_2 u)) = f_1 (\Phi_X(g_2)(u)). \]
Thus, $\Phi_X(\theta(f_1 f_2)) = \Phi_X(g_1 g_2)$, and consequently, $\theta(f_1 f_2) = g_1 g_2 = \theta(f_1) \theta(f_2)$. Since $\theta$ is surjective, $\theta(1_1) = 1_X$. The proof of the theorem is completed.

**Remark.** If $C$ is a left triangulated subcategory of a triangulated category, then $C \subseteq C[1]$. In particular, Theorem 3.9 covers the essential part of Krause’s result stated in [20] (2.2), where the isomorphism $\text{End}(X) \cong \text{End}_{\text{End}(Z)}(I)$ is only verified to be an abelian group isomorphism.

In a dual fashion, we may establish the following statement.

3.10. **Theorem.** Let $C$ be an extension-closed subcategory of a triangulated category, and let $X \in C$ be strongly indecomposable with a non-zero monomorphism
\[ \Psi : \text{Hom}_C(Z, -) \to \text{Hom}_{\text{End}(X)}(\text{Hom}_C(-, X), I) \]
where $Z \in C \cap C[-1]$ and $I$ is an injective envelope of the left $\text{End}(X)$-module $S_X$. If $\Psi_Z$ is bijective, then $C$ has an almost split sequence $X \rightarrowtail Y \twoheadrightarrow Z[1]$.

4. **Auslander-Reiten functors**

The objective of this section is to study the existence of almost split sequences in a Hom-reflexive tri-exact $R$-category, where $R$ is a commutative ring. Our main results will relate the global existence of almost split sequences in the category to the existence of an Auslander-Reiten functor, which is a generalization of an Auslander-Reiten duality considered in [24]; and in the left or right triangulated case, to the existence of a Serre functor with a proper image, which differs slightly from the classical notion of a Serre functor defined in [29] (I.1); see also [10].

Throughout this section, $C$ will stand for a tri-exact $R$-category, say an extension-closed subcategory of a triangulated $R$-category $A$. We shall say that $C$ has almost split sequences on the right (respectively, left) if every strongly indecomposable not Ext-projective (respectively, not Ext-injective) object is the ending (respectively, starting) term of an almost split sequence; and that $C$ has almost split sequences if it has almost split sequences on the right and on the left. Recall that the exact functor $D = \text{Hom}_R(-, I_R) : \text{Mod} R \to \text{Mod} R$ restricts to a duality $D : \text{RMod} R \to \text{RMod} R$, where $I_R$ is the minimal injective co-generator for $\text{Mod} R$, whereas $\text{RMod} R$ is the category of reflexive $R$-modules. We shall say that $C$ is Hom-reflexive (respectively, Hom-finite) if $\text{Hom}_C(X, Y)$ is reflexive (respectively, of finite length) over $R$, for all $X, Y \in C$; and Ext-reflexive if $\text{Ext}_C^1(X, Y)$ is reflexive over $R$, for all $X, Y \in C$. Hom-finite $R$-categories are Hom-reflexive; see [13], and the converse is not true. The following statement is important for our purpose; compare [29] (2.4).

4.1. **Lemma.** Let $R$ be a commutative ring, and let $M, N \in \text{Mod} R$ defining a non-degenerate $R$-bilinear form $\langle -, - \rangle : M \times N \to I_R$. If $M$ or $N$ is reflexive, then both $M$ and $N$ are reflexive with $R$-linear isomorphisms $\phi_M : M \to DN : u \mapsto \langle u, - \rangle$ and $\psi_N : N \to DM : v \mapsto \langle -, v \rangle$. 

Proof. By the hypothesis, $\phi_M$ and $\psi_N$ are monomorphisms. Consider the canonical monomorphisms $\sigma_M : M \to D^2M$ and $\sigma_N : N \to D^2N$. It is easy to verify that $\phi_M = D(\psi_N) \circ \sigma_M$ and $\psi_N = D(\phi_M) \circ \sigma_N$, where $D(\phi_M)$ and $D(\psi_N)$ are surjective. If $M$ is reflexive, so are $DM$ and $N$; see $(\ref{L3})$. In particular, $\sigma_M$ and $\sigma_N$ are surjective, so are $\phi_M$ and $\psi_N$. The proof of the lemma is completed.

We shall first strengthen the results on the existence of an individual almost split sequence under the Hom-reflexive setting. The following preparatory result is well-known under some classical settings; see, for example, $\cite{14, 24, 29}$.

4.2. Lemma. Let $\mathcal{C}$ be a Hom-reflexive tri-exact $R$-category. Consider an almost-zero extension $\delta \in \text{Ext}^1_C(Z, X)$ and a linear form $\theta \in \text{DExt}^1_C(Z, X)$ such that $\theta(\delta) \neq 0$. Given any object $L \in \mathcal{C}$, there exist natural $R$-linear isomorphisms

$$\Omega_{L, X} : \text{Hom}_C(L, X) \to \text{DExt}^1_C(Z, L) : g \mapsto \theta \circ \text{Ext}^1_C(Z, g)$$

and

$$\Theta_{Z, L} : \text{Hom}_C(Z, L) \to \text{DExt}^1_C(L, X) : f \mapsto \theta \circ \text{Ext}^1_C(f, X).$$

Proof. Given $L \in \mathcal{C}$, by Lemma $(\ref{L3})$ we obtain two non-degenerate $R$-bilinear forms

$$<-, -> : L : \text{Hom}_C(L, X) \times \text{Ext}^1_C(Z, L) \to \text{I}_R : (\bar{g}, \zeta) \mapsto \theta(\bar{g} \cdot \zeta)$$

and

$$L<-, -> : \text{Ext}^1_C(L, X) \times \text{Hom}_C(Z, L) \to \text{I}_R : (\zeta, \bar{f}) \mapsto \theta(\zeta \cdot \bar{f}).$$

Since $\mathcal{C}$ is Hom-reflexive, by Lemma $(\ref{L3})$ $\text{Hom}_C(L, X)$ and $\text{Hom}_C(Z, L)$ are reflexive $R$-modules. By Lemma $(\ref{L1})$ we obtain two isomorphisms $\Omega_{L, X}$ and $\Theta_{Z, L}$ as stated in the lemma, which are clearly natural in $L$; see $(\ref{R2})$. The proof of the lemma is completed.

The following result improves Theorem $(\ref{37})$ under the Hom-reflexive setting.

4.3. Theorem. Let $\mathcal{C}$ be a Hom-reflexive tri-exact $R$-category with $X, Z \in \mathcal{C}$ strongly indecomposable. The following statements are equivalent.

1. There exists an almost split sequence $X \rightarrowtail Y \twoheadrightarrow Z$ in $\mathcal{C}$.

2. There exists a non-zero isomorphism $\Omega_X : \text{Hom}_C(-, X) \to \text{DExt}^1_C(Z, -)$.

3. There exists a non-zero isomorphism $\Theta_Z : \text{Hom}_C(Z, -) \to \text{DExt}^1_C(-, X)$.

Proof. Given an almost-zero extension $\delta \in \text{Ext}^1_C(Z, X)$, we choose $\theta \in \text{DExt}^1_C(Z, X)$ such that $\theta(\delta) \neq 0$. By Lemma $(\ref{L2})$ we see that $\text{Hom}_C(Z, -) \cong \text{DExt}^1_C(-, X)$ and $\text{Hom}_C(-, X) \cong \text{DExt}^1_C(Z, -)$. Thus, Statement (1) implies Statements (2) and (3).

Let now $\Omega_X : \text{Hom}_C(-, X) \to \text{DExt}^1_C(Z, -)$ be a nonzero isomorphism. In particular, $Z$ is not Ext-projective, and hence, we have a nonzero canonical algebra homomorphism $R \to \text{End}(Z)$. Moreover, since $\mathcal{C}$ is Hom-reflexive, we obtain an isomorphism $\Psi_X : \text{Ext}^1_C(Z, -) \to \text{DHom}_C(-, X)$. By Theorem $(\ref{37})(2)$, we obtain an almost split sequence as stated in Statement (1). Similarly, we may show that Statement (3) implies Statement (1). The proof of the theorem is completed.

Remark. In case $R$ is artinian, Theorem $(\ref{3})$ is known for an Ext-finite abelian $R$-category; see $\cite{14, 24}$ and for a Hom-finite exact $R$-category; see $\cite{26}$.

We shall weaken the condition that both $X$ and $Z$ are strongly indecomposable stated in Theorem $(\ref{3})$ in some special cases as below.

4.4. Theorem. Let $\mathcal{C}$ be a Hom-reflexive extension-closed subcategory of a triangulated $R$-category.
(1) If $X \in \mathcal{C}$ is strongly indecomposable and $Z \in \mathcal{C} \cap \mathcal{C}[1]$, then $\mathcal{C}$ has an almost split sequence $X \rightarrowtail Y \twoheadrightarrow Z$ if and only if $\text{Hom}_\mathcal{C}(-, X) \cong D\text{Ext}_\mathcal{C}^1(-, Z) \neq 0$.

(2) If $Z \in \mathcal{C}$ is strongly indecomposable and $X \in \mathcal{C} \cap \mathcal{C}[-1]$, then $\mathcal{C}$ has an almost split sequence $X \rightarrowtail Y \twoheadrightarrow Z$ if and only if $\text{Hom}_\mathcal{C}(Z, -) \cong D\text{Ext}_\mathcal{C}^1(Z, -) \neq 0$.

**Proof.** We shall only prove the sufficiency of Statement (1). Let $X \in \mathcal{C}$ be strongly indecomposable and $\text{Hom}_\mathcal{C}(-, X) \cong D\text{Ext}_\mathcal{C}^1(-, Z) \neq 0$, where $Z = M[1]$ for some $M \in \mathcal{C}$. It suffices to show that $\text{End}(M)$ is local. Since $\text{Ext}_\mathcal{C}^1(-, Z) \cong \text{Hom}_\mathcal{C}(M, -)$, we obtain an isomorphism $\Psi : \text{Hom}_\mathcal{C}(-, X) \rightarrow D\text{Hom}_\mathcal{C}(M, -)$. In particular, $\Psi_{X,X} : \text{End}(X) \rightarrow D\text{Hom}_\mathcal{C}(M, X)$ is a right $\text{End}(X)$-linear isomorphism and $\Psi_{M,X} : \text{Hom}_\mathcal{C}(M, X) \rightarrow D\text{End}(M)$ is a right $\text{End}(M)$-linear isomorphism. Since $M \in \mathcal{C}[-1]$, by Lemma 2.12, we have $\text{Hom}_\mathcal{C}(M, X) = \text{Hom}_\mathcal{C}(M, X)$, which is a left $\text{End}(X)$-module. Since $\text{End}(X)$ is reflexive, we obtain a commutative diagram

$$
\begin{array}{ccc}
\text{End}(M) & \xrightarrow{\sigma} & D^2\text{End}(M) \\
\downarrow{\theta} & & \downarrow{D(\Psi_{M,X})} \\
\text{End}(X) & \xrightarrow{\Psi_{X,X}} & D\text{Hom}_\mathcal{C}(M, X)
\end{array}
$$

of $R$-linear isomorphisms, where $\sigma$ is the canonical isomorphism. It remains to show that $\theta$ is an algebra homomorphism. Indeed, we fix arbitrarily a morphism $u \in \text{Hom}_\mathcal{C}(M, X)$. Given any $f \in \text{End}(M)$, in view of the above commutative diagram, we obtain an equation

$$
(1) \quad \Psi_{X,X}(\theta(f))(u) = \Psi_{M,X}(u)(f).
$$

On the other hand, consider the commutative diagram

$$
\begin{array}{ccc}
\text{End}(X) & \xrightarrow{\Psi_{X,X}} & D\text{Hom}_\mathcal{C}(M, X) \\
\downarrow{\text{Hom}_\mathcal{C}(\bar{u}, X)} & & \downarrow{D\text{Hom}_\mathcal{C}(M,u)} \\
\text{Hom}_\mathcal{C}(M, X) & \xrightarrow{\Psi_{M,X}} & D\text{End}(M).
\end{array}
$$

Given any $v \in \text{End}(X)$, we obtain an equation

$$
(2) \quad \Psi_{M,X}(v\bar{u})(f) = \Psi_{X,X}(v)(uf).
$$

Let now $f, g \in \text{End}(M)$. Since $\Psi_{X,X}$ is also right $\text{End}(X)$-linear, we deduce from the equations (1) and (2) that

$$
\Psi_{X,X}(\theta(f)\theta(g))(u) = \Psi_{X,X}(\theta(f))(\theta(g)u) = \Psi_{M,X}(\theta(g)\bar{u})(f) = \Psi_{X,X}(\theta(g))(\theta(f)u).
$$

Since $\Psi_{M,X}$ is right $\text{End}(M)$-linear, we deduce from the equation (1) that

$$
\Psi_{X,X}(\theta(g))(uf) = \Psi_{M,X}(uf)(g) = \Psi_{M,X}(uf)(g) = \Psi_{X,X}(\theta(fg))(u).
$$

This yields $\Psi_{X,X}(\theta(f)\theta(g)) = \Psi_{X,X}(\theta(fg))$, and hence, $\theta(fg) = \theta(f)\theta(g)$. The proof of the theorem is completed.

4.5. **COROLLARY.** Let $\mathcal{C}$ be a Hom-reflexive extension-closed subcategory of a triangulated $R$-category.

(1) If $\mathcal{C}$ is left triangulated with $X \in \mathcal{C}$ strongly indecomposable, then $X$ is the starting term of an almost split sequence if and only if the functor $D\text{Hom}_\mathcal{C}(-, X)$ is representable by a nonzero object in $\mathcal{C}[-1]$. 
(2) If $C$ is right triangulated with $Z \in C$ strongly indecomposable, then $Z$ is the ending term of an almost split sequence if and only if the functor $D\text{Hom}_C(Z, -)$ is representable by a nonzero object in $C[1]$.

In order to study the global existence of almost split sequences in $C$, we need to generalize the classical notion of an Auslander-Reiten duality; see [7, 24].

4.6. Definition. Let $C$ be a tri-exact $R$-category.

1. A right Auslander-Reiten functor for $C$ is a functor $\tau : C \rightarrow \overline{C}$ with binatural $R$-linear isomorphisms $\Theta_{X,Y} : \text{Hom}_C(X,Y) \rightarrow \text{DExt}^1_C(X,\tau Y)$, where $X, Y \in C$.

2. A left Auslander-Reiten functor for $C$ is a functor $\tau^- : \overline{C} \rightarrow C$ with binatural $R$-linear isomorphisms $\Omega_{X,Y} : \text{Hom}_C(X,Y) \rightarrow \text{DExt}^1_C(\tau^- Y, X)$, where $X, Y \in C$.

The following statement collects some properties of an Auslander-Reiten functor.

4.7. Proposition. Let $C$ be a Hom-reflexive tri-exact $R$-category. Then, a right (or left) Auslander-Reiten functor for $C$ is faithful. If $C$ is, in addition, right (or left) triangulated, then a right (or left) Auslander-Reiten functor is fully faithful.

Proof. We shall only consider a right Auslander-Reiten functor $\tau : C \rightarrow \overline{C}$ with binatural $R$-linear isomorphisms $\Theta_{X,Y} : \text{Hom}_C(X,Y) \rightarrow \text{DExt}^1_C(Y,\tau X)$. Given a morphism $u : X \rightarrow Y$, considering the commutative diagram

$$
\begin{array}{ccc}
\text{End}(Y) & \xrightarrow{\Theta_{Y,Y}} & \text{DExt}^1_C(Y,\tau Y) \\
\text{Hom}_C(Y,Y) & \xrightarrow{\Theta_{X,Y}} & \text{DExt}^1_C(Y,\tau X),
\end{array}
$$

we obtain $\Theta_{X,Y}(u) = \Theta_{Y,Y}(1_Y) \circ \text{Ext}^1_C(Y,\tau (u))$. If $\tau (u) = 0$, then $\Theta_{X,Y}(u) = 0$, and hence, $u = 0$. That is, $\tau$ is faithful. Next, assume that $C$ is a Hom-reflexive right triangulated subcategory of a triangulated $R$-category. By Lemmas [17] and [24][2], $C[1] \subseteq C = \overline{C}$. This yields a functor $F = [1] \circ \tau : C \rightarrow C$ with isomorphisms $\Phi_{X,Y} : \text{Hom}_C(X,Y) \rightarrow \text{DHom}_C(Y,FX)$, which are binatural in $X$ and $Y$. Given $f \in \text{Hom}_C(X,Y)$ and $g \in \text{Hom}_C(Y,FX)$, considering the commutative diagram

$$
\begin{array}{ccc}
\text{Hom}_C(Y,FX) & \xleftarrow{\text{Hom}(Y,g)} & \text{Hom}_C(Y,Y) \\
\text{DHom}(Y,FX) & \xrightarrow{\Phi_{X,Y}} & \text{DHom}_C(Y,FY) \quad \text{DHom}(Y,F(f)) & \xrightarrow{\Phi_{X,Y}} & \text{DHom}_C(Y,FY),
\end{array}
$$

we obtain the following equations

$$(*) \quad \Phi_{Y,FX}(g)(F(f)) = \Phi_{Y,Y}(1_Y)(F(f)g) = \Phi_{X,Y}(f)(g).$$

Since $FX \in C[1]$, by Lemma [23][1], $\text{Hom}_C(Y,FX) = \text{Hom}_C(Y,FX)$. Thus, we obtain an isomorphism $\Phi_{Y,FX} : \text{Hom}_C(Y,FX) \rightarrow \text{DHom}_C(FX,FY)$, which makes

$$
\begin{array}{ccc}
\text{Hom}_C(X,Y) & \xrightarrow{\Phi_{X,Y}} & \text{DHom}_C(Y,FX) \\
\text{DHom}(Y,FX) & \xrightarrow{\Phi_{X,Y}} & \text{DHom}_C(FX,FY),
\end{array}
$$

commute, where $\sigma$ is the canonical isomorphism. Indeed, for any $f \in \text{Hom}_C(X,Y)$ and $g \in \text{Hom}_C(Y,FX)$, in view of the equations in $(*)$, we see that
is Krull-Schmidt, by Lemma 2.6(1), we may extend a full right (respectively, left) Auslander-Reiten functor \( \tau \). We shall prove the theorem only for right Auslander-Reiten functors. Consequently, there exist almost split sequences in \( C \).

There exist almost split sequences in \( C \) if and only if it admits a right Auslander-Reiten equivalence, or equivalently, a left Auslander-Reiten equivalence; and in this case, \( C \) is Ext-reflexive.

**Proof.** We shall prove the theorem only for right Auslander-Reiten functors. Consider a full right Auslander-Reiten functor \( \tau : C \rightarrow \overline{C} \). Let \( Z \in C \) be indecomposable but not Ext-projective. By definition, there exist \( R \)-linear isomorphisms \( \Theta_{Z,Y} : \text{Hom}_C(Z,Y) \rightarrow D\text{Ext}_C^1(Y,\tau Z) \), which is natural in \( Y \). Therefore, \( \text{Hom}_C(Z,-) \equiv D\text{Ext}_C^1(-,\tau Z) \). By Proposition 4.7, \( \text{End}(\tau Z) \equiv \text{End}(Z) \), which is local. By Lemma 2.6(1), \( \text{Ext}_C^1(-,\tau Z) \equiv \text{Ext}_C^1(-,X) \) for some indecomposable \( X \in C \). Then, \( \text{Hom}_C(Z,-) \equiv D\text{Ext}_C^1(-,X) \). By Theorem 4.3 there exists an almost split sequence \( X \rightarrow L \rightarrow Z \) in \( C \).

Assume that \( C \) has almost split sequences on the right. For each indecomposable and not Ext-projective object \( M \in \overline{C} \), we fix an indecomposable object \( \tau M \in C \), an almost-zero extension \( \delta_M \in \text{Ext}_C^1(M,\tau M) \), and a linear form \( \theta_M \in D\text{Ext}_C^1(M,\tau M) \) such that \( \theta_M(\delta_M) \neq 0 \). Let \( X, Y, Z \in \overline{C} \) be indecomposable and not Ext-projective. Considering \( \theta_X \) and \( \theta_Y \), by Lemma 4.2 we obtain two \( R \)-linear isomorphisms

\[
\Theta_{X,Y} : \text{Hom}_C(X,Y) \rightarrow D\text{Ext}_C^1(Y,\tau X) : f \mapsto \theta_X \circ \text{Ext}_C^1(f,X)
\]

and

\[
\Omega_{\tau X,\tau Y} : \text{Hom}_C(\tau X,\tau Y) \rightarrow D\text{Ext}_C^1(Y,\tau X) : \bar{g} \mapsto \theta_Y \circ \text{Ext}_C^1(\bar{g},Y).
\]

This yields an \( R \)-linear isomorphism

\[
\tau_{X,Y} = \Omega_{-1}^{-1} \circ \Theta_{X,Y} : \text{Hom}_C(X,Y) \rightarrow \text{Hom}_C(\tau X,\tau Y).
\]

Let \( f \in \text{Hom}_C(X,Y) \) and \( \zeta \in \text{Ext}_C^1(Y,\tau X) \). Since \( \Theta_{X,Y}(f) = \Omega_{\tau X,\tau Y}(\tau_{X,Y}(f)) \), by definition, we obtain an equation

\[
(\star) \quad \theta_X(\delta \cdot f) = \theta_Y(\tau_{X,Y}(f) \cdot \delta \cdot g).
\]

Let \( g \in \text{Hom}_C(Y,Z) \) and \( \delta \in \text{Ext}_C^1(Z,\tau X) \). By the above equation, we obtain

\[
\theta_X(\delta \cdot (gf)) = \theta_X((\delta \cdot g) \cdot f) = \theta_Y(\tau_{X,Y}(f) \cdot \delta \cdot g) = \theta_Z((\tau_{Y,Z}(g) \cdot f) \cdot \delta)
\]

That is, \( \Theta_{X,Z}(gf)(\delta) = \Omega_{X,Z}(\tau_{Y,Z}(g) \cdot f)(\delta) \), from which we conclude that \( \tau_{X,Z}(gf) = \tau_{Y,Z}(g) \cdot f \). In particular, since \( \tau_{X,X} \) is bijective, \( \tau_{X,Z}(1_X) = 1_X \). Since \( C \) is Krull-Schmidt, by Lemma 2.6(1), we may extend \( \tau \) to a fully faithful functor \( \tau : C \rightarrow \overline{C} \). It remains to show that the isomorphism \( \Theta_{X,Y} \) is binatural. It is natural in \( Y \) by Lemma 4.2. We claim, for \( h \in \text{Hom}_C(X,Z) \), that the diagram
\[
\begin{array}{ccc}
\Hom_C(Z,Y) & \xrightarrow{\theta_{Z,Y}} & D\Ext^1_C(Y,\tau Z) \\
\Hom_C(h,Y) & \downarrow & \downarrow D\Ext^1_C(Y,\tau \delta(h)) \\
\Hom_C(X,Y) & \xrightarrow{\theta_{X,Y}} & D\Ext^1_C(Y,\tau X)
\end{array}
\]

is commutative. Indeed, for any \( u \in \Hom_C(Z,Y) \) and \( \delta \in \Ext^1_C(Y,\tau Z) \), we obtain
\[
D\Ext^1_C(Y,\tau \delta(h))(\theta_{Z,Y}(u)) = \theta_{Z,Y}(\theta_{Y,Z}(\tau X_Z(h) \cdot \delta)) = \theta_Z(\tau X_Z(h) \cdot \delta \cdot u).
\]

On the other hand, applying the definition of \( \theta_{X,Y} \) and the equation (*), we obtain
\[
\theta_{X,Y}(u h)(\delta) = \theta_X((\delta \cdot u) \cdot h) = \theta_Z(\tau X_Z(h) \cdot \delta \cdot u).
\]

This shows that \( \theta_{X,Y} \) is natural in \( X \). This establishes Statement (1).

Next, assume that the right Auslander-Reiten functor \( \tau : \mathcal{C} \rightarrow \overline{\mathcal{C}} \) is an equivalence. Since \( \tau \) is dense, \( \mathcal{C} \) has almost split sequences on the left. Let \( X, Y \in \mathcal{C} \) be indecomposable. If \( Y \) is Ext-projective, then \( \Ext^1_C(X,Y) = 0 \). Otherwise, we obtain \( Y \cong \tau Z \), where \( Z \in \mathcal{C} \) is indecomposable and not Ext-projective. In this case, \( D\Ext^1_C(X,Y) \cong D\Ext^1_C(X,\tau Z) \cong \Hom_C(Z,X) \). Since \( \Hom_C(Z,X) \) is reflexive, by Lemma 1.3 so are \( \Hom_C(Z,Y) \) and \( \Ext^1_C(X,Y) \). Being Krull-Schmidt, \( \mathcal{C} \) is Ext-reflexive. The proof of the theorem is completed.

**Remark.** Theorem 4.8(2) generalizes Lenzing and Zuazua’s result stated in [24 (1.1)] for Ext-finite abelian categories over a commutative artinian ring.

**Example.** Let \( Q \) be a quiver of type \( A_\infty \) with a unique source vertex. The category of finitely presented representations of \( Q \) over a field \( k \) is a Hom-finite abelian \( k \)-category, which admits a right Auslander-Reiten functor, but no left Auslander-Reiten functor; see [9 (1.15), (3.7)].

Finally, we shall specialize to left or right triangulated \( R \)-categories. For this purpose, we shall modify the classical notion of a Serre functor; see [29 (1.1)].

**4.9. Definition.** Let \( \mathcal{C} \) be a tri-exact \( R \)-category.

1. A left Serre functor for \( \mathcal{C} \) is a functor \( \mathcal{S} : \mathcal{C} \rightarrow \overline{\mathcal{C}} \) with binatural \( R \)-linear isomorphisms \( \Phi_{X,Y} : \Hom_C(X,Y) \rightarrow D\Hom_C(SY,X) \), with \( X, Y \in \mathcal{C} \).

2. A right Serre functor for \( \mathcal{C} \) is a functor \( \mathcal{S} : \mathcal{C} \rightarrow \overline{\mathcal{C}} \) with binatural \( R \)-linear isomorphisms \( \Psi_{X,Y} : \Hom_C(X,Y) \rightarrow D\Hom_C(Y,SX) \), with \( X, Y \in \mathcal{C} \).

**Remark.** In case \( \mathcal{C} \) is a triangulated \( R \)-category, by Lemma 2.7, our left or right Serre functors coincide with those given by Reiten and van den Bergh in [29 (1.1)].

**4.10. Theorem.** Let \( \mathcal{C} \) be a Hom-reflexive Krull-Schmidt tri-exact \( R \)-category.

1. If \( \mathcal{C} \) is right triangulated, then it has almost split sequences on the right if and only if it admits a right Auslander-Reiten functor, or equivalently, a right Serre functor whose image lies in \( \mathcal{C}[1] \).

2. If \( \mathcal{C} \) is left triangulated, then it has almost split sequences on the left if and only if it admits a left Auslander-Reiten functor, or equivalently, a left Serre functor whose image lies in \( \mathcal{C}[-1] \).

3. If \( \mathcal{C} \) is triangulated, then it has almost split sequences if and only if it admits a right or left Serre equivalence, or equivalently, a right or left Serre equivalence.
Thus, \( \mathcal{C}[1] \subseteq \mathcal{C} = \overline{\mathcal{C}} \); see \((1.3)\) and \((2.3)\). Let \( \tau : \mathcal{C} \to \mathcal{C} \) be a right Auslander-Reiten functor with binatural isomorphisms \( \Theta_{X,Y} : \text{Hom}_C(X,Y) \to D\text{Ext}^1_C(Y, \tau X) \).
Since \( \text{Ext}^1_C(Y, \tau X) = \text{Hom}_C(Y, (\tau X)[1]) \), we see that \( S = [1] \circ \tau : \mathcal{C} \to \mathcal{C} \) is a right Serre functor, whose image lies in \( \mathcal{C}[1] \). Conversely, let \( S : \mathcal{C} \to \mathcal{C} \) be a right Serre functor with binatural isomorphisms \( \Psi_{X,Y} : \text{Hom}_C(X,Y) \to D\text{Hom}_C(Y, SX) \).
Suppose that \( S(\mathcal{C}) \subseteq \mathcal{C}[1] \). Then, \( \text{Hom}_C(Y, SX) = \text{Ext}^1_C(Y, (SX)[1]) \), for \( X, Y \in \mathcal{C} \). Thus, \( \tau = [-1] \circ S : \mathcal{C} \to \mathcal{C} \) is a right Auslander-Reiten functor. The proof of the theorem is completed.

**Remark.** Theorem \([4,10]\) generalizes Reiten and van den Bergh’s result stated in \([29, (1.2.4)]\) for a Hom-finite triangulated category over a field.

**Example.** Let \( A = kQ/J \) be a strongly locally finite dimensional algebra over a field \( k \), where \( Q \) is a locally finite quiver without infinite paths and \( J \) is locally admissible. Since all modules in \( \text{mod} A \) have finite projective and finite injective dimension, we will see from Theorem \([5,12]\) that \( D^b(\text{mod} A) \) has almost split sequences. Further, for each \( n \in \mathbb{Z} \), the right triangulated category \( D^{\geq n}(\text{mod} A) \) has almost sequences on the left, and the left triangulated category \( D^{\leq n}(\text{mod} A) \) has almost sequences on the right. More examples can be found at the end of this paper.

5. **Almost split triangles in derived categories**

The main objective of this section is to study almost split triangles in the derived categories of an abelian category with enough projective objects and enough injective objects. Our results are applicable to the derived categories of modules categories over an algebra with a unity or a locally finite dimensional algebra given by a quiver with relations. In particular, they include Happel’s result obtained in \([17]\) for the bounded derived category of finite dimensional modules over a finite dimensional modules. We shall start with an arbitrary abelian category \( \mathfrak{A} \) and quote the following well-known statement; see, for example, \([51, (10.4.7)]\).

5.1. **Lemma.** Let \( X', Y' \) be complexes over an abelian category \( \mathfrak{A} \). If \( X' \) is bounded-above of projective objects or \( Y' \) is bounded-below of injective objects, then there exists an isomorphism \( L_{X',Y'} : \text{Hom}_{\mathcal{K}(\mathfrak{A})}(X',Y') \to \text{Hom}_{\mathcal{D}(\mathfrak{A})}(X,Y) \), which is induced from the localization functor \( L : \mathcal{K}(\mathfrak{A}) \to \mathcal{D}(\mathfrak{A}) \).

Let \( \mathcal{P} \) and \( \mathcal{I} \) be strictly additive subcategories of \( \mathfrak{A} \) of projective objects and of injective objects, respectively. By Lemma 5.1, we can view \( K^b(\mathcal{P}) \) and \( K^b(\mathcal{I}) \) as full subcategories of \( D^b(\mathfrak{A}) \). A projective resolution over \( \mathcal{P} \) of a complex \( Z' \in C^{-}(\mathfrak{A}) \) is a quasi-isomorphism \( s' : P' \to Z' \) with \( P' \in C^{-}(\mathcal{P}) \), which is finite if \( P' \in K^b(\mathcal{P}) \). Dually, an injective co-resolution over \( \mathcal{I} \) of a complex \( X' \in C^{+}(\mathfrak{A}) \) is a quasi-isomorphism \( i' : X' \to I' \) with \( I' \in C^{+}(\mathcal{I}) \), which is finite if \( I' \in K^b(\mathcal{I}) \).

5.2. **Theorem.** Let \( \mathfrak{A} \) be an abelian category such that \( D^*(\mathfrak{A}) \) with \( * \in \{ 0, +, - , b \} \) has an almost split triangle \( X' \longrightarrow Y' \longrightarrow Z' \longrightarrow X'[1] \), where \( X' \) is a bounded-below complex and \( Z' \) is a bounded-above complex.
(1) If $Z^*$ admits a projective resolution over a strictly additive subcategory $\mathcal{P}$ of projective objects of $\mathfrak{A}$, then it admits a finite projective resolution over $\mathcal{P}$.

(2) If $X^*$ admits an injective co-resolution over a strictly additive subcategory $\mathcal{I}$ of injective objects of $\mathfrak{A}$, then it admits a finite injective co-resolution over $\mathcal{I}$.

Proof. We shall view $D^*(\mathfrak{A})$ as a full triangulated subcategory of $D(\mathfrak{A})$; see [27 Chapter III]. Let $\mathcal{P}$ be a strictly additive subcategory of projective objects $\mathfrak{A}$ with $s^* : P^* \rightarrow Z^*$ a quasi-isomorphism with $P^* \in C^-(\mathcal{P})$. Write $W^* = X'[1]$, a complex in $D^+(\mathfrak{A}) \cap D^*(\mathfrak{A})$. Let $n$ be an integer such that $W^i = 0$ for all $i < n$. Write $\delta^* : Z^* \rightarrow X'[1]$ for the third morphism in the almost split triangle stated in the theorem. By Lemma 5.1 $\delta^* \hat{s} = \hat{t}$ for some complex morphism $\hat{t} : P^* \rightarrow W^*$.

Consider the brutal truncation $\kappa_{\geq n}(P^*)$ and the associated canonical morphism $\mu^* : \kappa_{\geq n}(P^*) \rightarrow P^*$. Being bounded, $\kappa_{\geq n}(P^*)$ lies in $D^*(\mathfrak{A})$. We claim that $\hat{\mu}^*$ is a retraction in $K(\mathfrak{A})$. Otherwise, by Lemma 5.1 $\hat{s} \hat{\mu}^*$ is not a retraction in $D^*(\mathfrak{A})$, and hence, $\hat{t} \hat{\mu}^* = \delta^*(\hat{s} \hat{\mu}^*) = 0$. By Lemma 6.1 $\hat{t} \hat{\mu}^* = 0$. In particular, there exist morphisms $h^i : P^i \rightarrow W^{i-1}$ with $i \geq n$ such that $t^i = t^i \mu^i = h^i + d^i P^i + d^i W^i h^i$, for all $i \geq n$. Setting $h^i = 0 : P^i \rightarrow W^{i-1}$ for $i < n$, we obtain $t^i = h^i + d^i P^i + d^i W^i h^i$, for all $i \in \mathbb{Z}$. That is, $t^i = 0$, and hence, $\delta^* = 0$, a contradiction. This establishes our claim. In particular, $H^i(P^*) = 0$ for all $i < n$.

Let $u^* : P^* \rightarrow \kappa_{\geq n}(P^*)$ be a complex morphism such that $\hat{\mu}^* u^* = 1_{P^*}$. Then, there exist $f^{i+1} : P^{i+1} \rightarrow P^i$ such that $1_{P^i} - u^i = f^{i+1} d^i P^i + d^i P^{i+1} f^i$, for $i \in \mathbb{Z}$. In particular, $1_{P^{n-1}} = f^n d^{n-1} P^{n-1} + d^{n-2} P^{n-1}$ and $d^{n-1} P^{n-1} = d^{n-1} f^n d^{n-1} P^{n-1}$. Write $d^{n-1} P^{n-1} = j v$, where $v : P^n \rightarrow C$ is the cokernel of $d^{n-1} P^{n-1}$. Since $\text{Im}(d^{n-2} P^{n-2}) = \text{Ker}(d^{n-1} P^{n-1})$, by the Snake Lemma, $j : C \rightarrow P^n$ is a monomorphism. Since $j v = j v f^n j v$, we obtain $1_\mathcal{Q} = (u f^n) j v$, and hence, $C \in \mathcal{P}$. Thus, the smart truncation $\tau_{\geq n}(P^*)$ lies in $C^0(\mathcal{P})$. Since $H^i(P^*) = 0$ for all $i < n$, the canonical projection $p^* : P^* \rightarrow \tau_{\geq n}(P^*)$ is a quasi-isomorphism; see [27 (III.3.4.2)]. Therefore, $Z^* \cong \tau_{\geq n}(P^*)$ in $D^*(\mathfrak{A})$. By Lemma 5.1 $\tau_{\geq n}(P^*)$ is a finite projective resolution of $Z^*$ over $\mathcal{P}$. Dually, we may establish Statement (2). The proof of the theorem is completed.

If $\mathfrak{A}$ has enough projective (respectively, injective) objects, then every bounded-above (respectively, bounded-below) complex over $\mathfrak{A}$ admits a projective resolution (respectively, injective co-resolution); see [11 (7.5)].

5.3. COROLLARY. Let $\mathfrak{A}$ be an abelian category such that $D^b(\mathfrak{A})$ has an almost split triangle $X^* \rightarrow Y^* \rightarrow Z^* \rightarrow X'[1]$.

(1) If $\mathfrak{A}$ has enough projective objects, then $Z^*$ has a finite projective resolution.

(2) If $\mathfrak{A}$ has enough injective objects, then $X^*$ has a finite injective co-resolution.

EXAMPLE. Given any ring $\Sigma$, Corollary 5.3 applies in $D^b(\text{Mod}\Sigma)$; and if $\Sigma$ is noetherian, then Corollary 5.3(1) applies in $D^b(\text{mod}^+\Sigma)$.

Next, we shall obtain some sufficient conditions for the existence of an almost split triangle in the derived categories of $\mathfrak{A}$. For this purpose, we need to assume that $\mathfrak{A}$ is an abelian $R$-category and consider $D = \text{Hom}_R(-, R) : \text{Mod} R \rightarrow \text{Mod} R$, where $R$ is a minimal injective co-generator for $\text{Mod} R$.

5.4. DEFINITION. Let $\mathfrak{A}$ be an abelian $R$-category. Given $\mathcal{P}$ a strictly additive subcategory of projective objects of $\mathfrak{A}$, a functor $\nu : \mathcal{P} \rightarrow \mathfrak{A}$ is called a Nakayama functor if there exist binatural isomorphisms $\beta_{p, X} : \text{Hom}_\mathfrak{A}(X, \nu P) \rightarrow D\text{Hom}_\mathfrak{A}(P, X)$, for all $P \in \mathcal{P}$ and $X \in \mathfrak{A}$. 
Remark. Given a Nakayama functor $\nu : \mathcal{P} \to \mathfrak{A}$, we see easily that $\nu P$ is an injective object of $\mathfrak{A}$, for every $P \in \mathcal{P}$. Hence $\nu \mathcal{P}$, the image of $\mathcal{P}$ under $\nu$, is a strictly additive subcategory of injective objects of $\mathfrak{A}$.

As an example, we have the following probably known statement.

5.5. Lemma. Let $A$ be an $R$-algebra. Then $\nu_A = D\text{Hom}_A(-, A) : \text{proj} A \to \text{Mod} A$ is a Nakayama functor for $\text{Mod} A$.

Proof. Given $P \in \text{proj} A$ and $X \in \text{Mod} A$, it is well known; see [1] (20.10)] that there exists a binatural $R$-linear isomorphism

$$\eta_{P,X} : \text{Hom}_A(P, A) \otimes_A X \to \text{Hom}_A(P, X) : f \otimes x \mapsto [u \mapsto f(u)x].$$

Considering the $R$-$A$-bimodule $\text{Hom}_A(P, A)$ and the adjoint isomorphism, we obtain the following binatural isomorphisms

$$\text{Hom}_R(\text{Hom}_A(P, X), I_R) \xrightarrow{\sim} \text{Hom}_R(\text{Hom}_A(P, A) \otimes_A X, I_R) \xrightarrow{\sim} \text{Hom}_A(X, \text{Hom}_R(\text{Hom}_A(P, A), I_R)).$$

The proof of the lemma is completed.

The following statement collects some properties of a Nakayama functor.

5.6. Lemma. Let $\mathfrak{A}$ be an abelian category with $\mathcal{P}$ a strictly additive subcategory of injective objects of $\mathfrak{A}$. Then every Nakayama functor $\nu : \mathcal{P} \to \mathfrak{A}$ is faithful, and it is fully faithful in case $\mathcal{P}$ is Hom-reflexive over $R$.

Proof. Let $\nu : \mathcal{P} \to \mathfrak{A}$ be a Nakayama functor with binatural $R$-linear isomorphisms $\beta_{P,X} : \text{Hom}_\mathfrak{A}(X, \nu P) \to D\text{Hom}_\mathfrak{A}(P, X)$, where $P \in \mathcal{P}$ and $X \in \mathfrak{A}$. Fix two objects $L, P \in \mathcal{P}$. Given $f : L \to P$ and $g : P \to \nu L$, considering the commutative diagram

$$\begin{align*}
\text{Hom}_\mathfrak{A}(\nu L, \nu P) & \xrightarrow{(\nu L, \nu f)} \text{Hom}_\mathfrak{A}(\nu L, \nu L) \xrightarrow{(g \nu L)} \text{Hom}_\mathfrak{A}(L, \nu L) \xrightarrow{\beta_{L,L}} \text{Hom}_\mathfrak{A}(P, \nu L) \\
DH\text{Hom}_\mathfrak{A}(P, \nu L) & \xrightarrow{D(\nu L, g)} DH\text{Hom}_\mathfrak{A}(L, \nu L) \xrightarrow{D(\nu L, f)} DH\text{Hom}_\mathfrak{A}(L, L) \xrightarrow{\beta_{L,L}} DH\text{Hom}_\mathfrak{A}(L, P),
\end{align*}$$

we obtain the following equations

$$\beta_{P,L}(\nu f)(g) = \beta_{L,L}(1_{\nu L})(gf) = \beta_{L,L}(gf)(1_L) = \beta_{L,P}(g)(f).$$

We claim these equations imply the commutativity of the diagram

$$\begin{array}{ccc}
\text{Hom}_\mathfrak{A}(L, P) & \xrightarrow{\sigma} & D^2\text{Hom}_\mathfrak{A}(L, P) \\
\downarrow & & \downarrow D(\beta_{L,P}) \\
\text{Hom}_\mathfrak{A}(\nu L, \nu P) & \xrightarrow{\beta_{P,L}} & DH\text{Hom}_\mathfrak{A}(P, \nu L),
\end{array}$$

where $\sigma$ is the canonical injection. Indeed, using the equations in (*), we see that

$$D(\beta_{L,P})(\sigma(f))(g) = \sigma(f)(\beta_{L,P}(g)) = \beta_{L,P}(gf)(f) = \beta_{P,L}(\nu f)(g).$$

As a consequence, $\nu : \text{Hom}_\mathfrak{A}(L, P) \to \text{Hom}_\mathfrak{A}(\nu L, \nu P)$ is a monomorphism, and it is an isomorphism if $\text{Hom}_\mathfrak{A}(L, P)$ is reflexive. The proof of the lemma is completed.

Remark. If $\mathcal{P}$ is Hom-reflexive over $R$, then every Nakayama functor $\nu : \mathcal{P} \to \mathfrak{A}$ co-restricts an equivalence $\nu : \mathcal{P} \to \nu \mathcal{P}$. In this case, we shall always denote by $\nu' : \nu \mathcal{P} \to \mathcal{P}$ a quasi-inverse of $\nu : \mathcal{P} \to \nu \mathcal{P}$.

Example. Let $A = kQ/I$ be a locally finite dimensional algebra over a field $k$, where $Q$ is locally finite and $J$ is weakly admissible. Then $\text{proj} A$ is Hom-finite over
Let $F : \mathcal{A} \to \mathcal{B}$ be a functor between additive categories. Applying $F$ component-wise, one may extend $F$ to a functor $C(\mathcal{A}) \to C(\mathcal{B})$, sending null-homotopic morphisms to null-homotopic ones and cones to cones. The latter functor induces a triangle-exact functor $K(\mathcal{A}) \to K(\mathcal{B})$; see [27 (V.1.1.1)]. For the simplicity of notation, these functors will be written as $F : C(\mathcal{A}) \to C(\mathcal{B})$ and $F : K(\mathcal{A}) \to K(\mathcal{B})$.

5.7. PROPOSITION. Let $\mathfrak{A}$ be an abelian $R$-category admitting a Nakayama functor $\nu : \mathcal{P} \to \mathfrak{A}$, where $\mathcal{P}$ is a strictly additive subcategory of projective objects of $\mathfrak{A}$.

1. The triangle-exact functor $\nu_K(\mathcal{P}) \to K(\mathfrak{A})$ restricts to a triangle-exact functor $\nu : K^b(\mathcal{P}) \to K(\mathfrak{A})$, which is an equivalence if $\mathcal{P}$ is Hom-reflexive over $R$.

2. Given a complex $X^*$ over $\mathfrak{A}$ and a bounded complex $P^*$ over $\mathcal{P}$, we obtain a binatural $R$-linear isomorphism $\tilde{\beta}_{p,X^*} : \text{Hom}_{K(\mathfrak{A})}(X^*,\nu P^*) \to \text{DHom}_{K(\mathfrak{A})}(P^*,X^*)$.

Proof. If $\mathcal{P}$ is Hom-reflexive over $R$, then $\nu : \mathcal{P} \to \nu \mathcal{P}$ is an equivalence; see [12, (3.2)], and we have a Nakayama functor $\nu : \text{proj} \mathcal{A} \to \text{Mod} \mathcal{A}$, sending $P_x$ to $I_x$; see [12 (3.2), (3.6)]. This yields an equivalence $\nu : \text{proj} \mathcal{A} \to \text{inj} \mathcal{A}$ with a quasi-inverse $\nu : \text{inj} \mathcal{A} \to \text{proj} \mathcal{A}$, sending $I_x$ to $P_x$.

Sublemma. If $X^*$ is a bounded complex, then $\tilde{\beta}_{p,X^*}$ is an isomorphism.

Indeed, we start with the case where $w(X^*) = 1$, say $X^*$ concentrates at degree 0. Suppose first that $w(P^*) = 1$. If $P^*$ concentrates at degree 0, then $\tilde{\beta}_{p,X^*}$ can be identified with $\tilde{\beta}_{p_0,X^*}$, which is an isomorphism. Otherwise, $\tilde{\beta}_{p,X^*}$ is a zero isomorphism. Suppose now that $w(P^*) = s > 1$. By Lemma [LS] $K(\mathcal{P})$ has an exact triangle $Q^* \longrightarrow P^* \longrightarrow L^* \longrightarrow Q^*[1]$ with $w(Q^*) < s$ and $w(L^*) = 1$. This yields an exact triangle $\nu Q^* \longrightarrow \nu P^* \longrightarrow \nu L^* \longrightarrow \nu Q^*[1]$ in $K(\mathfrak{A})$. Since $I_R$ is injective, we obtain a commutative diagram with exact rows.

\[
\begin{array}{ccccccc}
(X^*, \nu L^*[1]) & \longrightarrow & (X^*, \nu Q^*) & \longrightarrow & (X^*, \nu P^*) & \longrightarrow & (X^*, \nu L^*) & \longrightarrow & (X^*, \nu Q^*[1]) \\
\downarrow \tilde{\beta}_{p_0,X^*} & & \downarrow \tilde{\beta}_{p,X^*} & & \downarrow \tilde{\beta}_{p,X^*} & & \downarrow \tilde{\beta}_{p_0,X^*} & & \downarrow \tilde{\beta}_{p,X^*} \\
D(L^*[1], X^*) & \longrightarrow & D(Q^*, X^*) & \longrightarrow & D(P^*, X^*) & \longrightarrow & D(L^*, X^*) & \longrightarrow & D(Q^*[1], X^*) \\
\end{array}
\]

where $(M^*, N^*) = \text{Hom}_{K(\mathfrak{A})}(M^*, N^*)$. By the induction hypothesis on $w(P^*)$, we see that $\tilde{\beta}_{p,X^*}$ is an $R$-linear isomorphism. Consider next the case where $w(X^*) = t > 1$. By Lemma [LS] $K(\mathfrak{A})$ has an exact triangle $Z^* \longrightarrow X^* \longrightarrow Y^* \longrightarrow Z^*[1]$, where $w(Z^*) < t$ and $w(Y^*) = 1$. This yields a commutative diagram with exact rows.

\[
\begin{array}{ccccccc}
(Z^*[1], \nu P^*) & \longrightarrow & (Y^*, \nu P^*) & \longrightarrow & (Z^*, \nu P^*) & \longrightarrow & (Y^*[1], \nu P^*) \\
\downarrow \tilde{\beta}_{p,Y^*} & & \downarrow \tilde{\beta}_{p,Y^*} & & \downarrow \tilde{\beta}_{p,Y^*} & & \downarrow \tilde{\beta}_{p,Y^*} & & \downarrow \tilde{\beta}_{p,Y^*[1]} \\
D(P^*, Z^*[1]) & \longrightarrow & D(P^*, Y^*) & \longrightarrow & D(P^*, Y^*) & \longrightarrow & D(P^*, Z^*) & \longrightarrow & D(P^*, Y^*[1]) \\
\end{array}
\]
By the induction hypothesis, $\tilde{\beta}_{\nu^iX^i}$ is an isomorphism. This proves the sublemma.

In general, assume that $P^i = 0$ for $i \notin [m, n]$, where $m < n$. Considering the brutal truncations $M^* = \kappa_{\geq m}(X^*)$ and $N^* = \kappa_{\leq n}(M^*)$ with canonical morphisms $\mu^*: M^* \to X^*$ and $\pi^*: M^* \to N^*$, we obtain a commutative diagram

\[
\begin{array}{ccc}
\text{Hom}_{K(\mathfrak{A})}(X^*, \nu P^*) & \cong & \text{Hom}_{K(\mathfrak{A})}(P^*, \nu P^*) \\
\beta_{\nu^iX^i} & \downarrow & \beta_{\nu^iM^i} \\
\text{DHom}_{K(\mathfrak{A})}(P^*, X^*) & \cong & \text{DHom}_{K(\mathfrak{A})}(P^*, M^*)
\end{array}
\]

By Lemma 5.1, we obtain a binatural $R$-linear isomorphism, and so are $\bar{\beta}_{\nu^iX^i}$ and $\bar{\beta}_{\nu^iM^i}$. This establishes our claim. Then, by Proposition 5.7(2), we obtain an isomorphism $\tilde{\beta}_{\nu^iX^i} = D(\bar{\mu}^i_{\nu^iX^i}) \circ \bar{\beta}_{\nu^iX^i} \circ \lambda^{-1}_{\nu^iX^i} : \text{Hom}_{D(\mathfrak{A})}(X^*, \nu P^*) \to \text{DHom}_{D(\mathfrak{A})}(P^*, X^*)$.

The proof of the proposition is completed.

 Remark. The isomorphism stated in Proposition 5.7(2) is known for the bounded derived category of a finite dimensional algebra; see [16, Page 350].

We are ready to obtain a sufficient condition for the existence of an almost split triangle in the derived categories of an abelian category with a Nakayama functor.

5.8. Theorem. Let $\mathfrak{A}$ be an abelian $R$-category with $P$ a strictly additive subcategory of projective objects of $\mathfrak{A}$ and $\nu : P \to \mathfrak{A}$ a Nakayama functor. If $P^* \in K^b(\mathfrak{A})$ and $\nu P^* \in K^b(\nu P)$ are strongly indecomposable, then $D^b(\mathfrak{A})$ has an almost split triangle $\nu P^*[-1] \to P^* \to \nu P^*$, which is also almost split in $D(\mathfrak{A})$.

Proof. Assume that $P^* \in K^b(\mathfrak{A})$ and $\nu P^* \in K^b(\nu P)$ are strongly indecomposable. By Lemma 5.1, $P^*$ and $\nu P^*$ are strongly indecomposable in $D^b(\mathfrak{A})$. In view of Proposition 5.7(2), we obtain an isomorphism

$\Phi : \text{Ext}^1_{D(\mathfrak{A})}(-, \nu P^*[-1]) = \text{Hom}_{D(\mathfrak{A})}(-, \nu P^*) \to \text{DHom}_{D(\mathfrak{A})}(P^*, -)$, which restricts to an isomorphism

$\Psi : \text{Ext}^1_{D(\mathfrak{A})}(-, \nu P^*[-1]) = \text{Hom}_{D^b(\mathfrak{A})}(-, \nu P^*) \to \text{DHom}_{D^b(\mathfrak{A})}(P^*, -)$.

Choose a non-zero $R$-linear form $\theta : \text{End}_{D^b(\mathfrak{A})}(P^*) \to I_R$, which vanishes on the radical of $\text{End}_{D^b(\mathfrak{A})}(P^*)$. Then, $\theta = \Psi^* P^*(\delta)$ for some $\delta^* \in \text{Ext}^1_{D^b(\mathfrak{A})}(P^*, \nu P^*[-1])$. Since $\theta$ is in the right $\text{End}_{D^b(\mathfrak{A})}(P^*)$-socle of $D\text{End}_{D^b(\mathfrak{A})}(P^*)$, by Theorem 5.8, $\delta^*$ is an almost-zero extension in $D^b(\mathfrak{A})$. On the other hand, since $D^b(\mathfrak{A})$ is a full triangulated subcategory of $D(\mathfrak{A})$, we see that $\delta \in \text{Ext}^1_{D(\mathfrak{A})}(P^*, \nu P^*[-1])$ such that $\Phi P^*(\delta) = \theta$, which lies in the right $\text{End}_{D(\mathfrak{A})}(P^*)$-socle of $D\text{End}_{D(\mathfrak{A})}(P^*)$. Hence, $\delta$ is an almost-zero extension in $D(\mathfrak{A})$. Therefore, $\delta$ defines an almost split triangle $\nu P^*[-1] \to P^* \to \nu P^*$ in $D^b(\mathfrak{A})$, which is also an almost split triangle in $D(\mathfrak{A})$. The proof of the theorem is completed.

Example. Let $A$ be an $R$-algebra. By Lemma 5.5 there exists a Nakayama functor $\nu_A : \text{proj} A \to \text{Mod} A$, and hence, Theorem 5.8 applies in $\text{D} (\text{Mod} A)$.

As an application of Theorem 5.8 we shall describe some almost split triangles in the derived categories of all modules over a locally finite dimensional algebra.

5.9. Corollary. Let $A = kQ/J$ be a locally finite dimensional algebra over a field $k$, where $Q$ is locally finite and $J$ is weakly admissible.
(1) If $P' \in K^b(\text{proj} A)$ is indecomposable, then $D^b(\text{Mod} A)$ has an almost split triangle $\nu_A P'[-1] \rightarrow M' \rightarrow P' \rightarrow \nu_A P'$, which is almost split in $D(\text{Mod} A)$.

(2) If $I' \in K^b(\text{inj} A)$ is indecomposable, then $D^b(\text{Mod} A)$ has an almost split triangle $I' \rightarrow M' \rightarrow \nu_A I'[1] \rightarrow I'[1]$, which is almost split in $D(\text{Mod} A)$.

Proof. Since $A$ is locally finite dimensional, $\text{proj} A$ is Hom-finite; see [12 (3.2)], and so is $K^b(\text{proj} A)$. Since the idempotents in $D^b(\text{Mod} A)$ split; see [23, Corollary A], so do the idempotents in $K^b(\text{proj} A)$. Thus, $K^b(\text{proj} A)$ is Krull-Schmidt; see [20 (1.1)]. Moreover, the Nakayama functor $\nu_A : \text{proj} A \rightarrow \text{Mod} A$ induces an equivalence $\nu_A : K^b(\text{proj} A) \rightarrow K^b(\text{inj} A)$ with a quasi-inverse $\nu_A^\ast : K^b(\text{inj} A) \rightarrow K^b(\text{proj} A)$; see [5.7]. If $P' \in K^b(\text{proj} A)$ is indecomposable, then so is $\nu_A P' \in K^b(\text{inj} A)$. By Theorem 5.8 there exists an almost split triangle as stated in Statement (1). On the other hand, if $I' \in K^b(\text{inj} A)$ is indecomposable, then so is $\nu_A I'[1] \in K^b(\text{proj} A)$. By Theorem 5.8 there exists an almost split triangle as stated in Statement (2). The proof of the corollary is completed.

Similarly, we can describe some almost split triangles in the derived categories of all modules over a reflexive noetherian algebra.

5.10. Theorem. Let $A$ be a reflexive noetherian $R$-algebra. Consider a strongly indecomposable complex $M' \in D^b(\text{Mod} A)$.

(1) If $M'$ is a complex over $\text{mod} A$, then $D^b(\text{Mod} A)$ has an almost split triangle $N' \rightarrow L' \rightarrow M' \rightarrow N'[1]$ if and only if $M'$ has a finite projective resolution $P'$ over $\text{proj} A$; and in this case, $N' \cong \nu_A P'[-1]$, a complex over $\text{mod} A$.

(2) If $M'$ is a complex over $\text{mod} A$, then $D^b(\text{Mod} A)$ has an almost split triangle $M' \rightarrow L' \rightarrow N' \rightarrow M'[1]$ if and only if $M'$ has a finite injective co-resolution $I'$ over $\text{inj} A$; and in this case, $N' \cong \nu_A I'[1]$, a complex over $\text{mod} A$.

Proof. Since $A$ is $R$-reflexive, by Lemma 1.3 we see that $\text{proj} A$ is Hom-reflexive over $R$. Thus, by Proposition 5.7(1), the Nakayama functor $\nu_A : \text{proj} A \rightarrow \text{Mod} A$ induces an equivalence $\nu_A : K^b(\text{proj} A) \rightarrow K^b(\text{inj} A)$, which has a quasi-inverse $\nu_A^\ast : K^b(\text{inj} A) \rightarrow K^b(\text{proj} A)$. In particular, a complex $P' \in K^b(\text{proj} A)$ is strongly indecomposable if and only if $\nu_A P' \in K^b(\text{inj} A)$ is strongly indecomposable. Moreover, by Theorem 1.3 $\text{mod} A$ is an abelian category with enough projective modules in $\text{proj} A$ and $\text{mod} A$ is an abelian category with enough injective modules in $\text{inj} A$, and consequently, every bounded complex over $\text{mod} A$ has a projective resolution over $\text{proj} A$ and every bounded complex over $\text{mod} A$ has an injective co-resolution over $\text{inj} A$; see [11 (7.5)]. Now, Statements (1) and (2) follow immediately from Theorems 5.8 and 5.9. The proof of the theorem is completed.

Example. If $R$ is a product of noetherian complete local commutative rings, then every noetherian $R$-algebra is reflexive; see [3, Section 5].

In case $R$ is noetherian complete local, the finiteness of the global dimension of a noetherian $R$-algebra is related to the existence of almost split triangles in its derived category.

5.11. Corollary. Let $A$ be a noetherian $R$-algebra, where $R$ is a product of commutative noetherian complete local rings. The following statements are equivalent.

(1) The global dimension of $A$ is finite.

(2) Every indecomposable complex in $D^b(\text{mod}^+ A)$ is the ending term of an almost split triangle in $D^b(\text{Mod} A)$. 
(3) Every indecomposable object in $D^b(\text{mod}^-A)$ is the starting term of an almost split triangle in $D^b(\text{Mod}A)$.

Proof. First of all, $A$ is a reflexive noetherian $R$-algebra. Moreover, $\text{mod}^-A$ is a Krull-Schmidt abelian subcategory of $\text{RMod}A$; see [3, Section 5], and by Theorem 1.1(2), so is $\text{mod}^-A$. Thus, $D^b(\text{mod}^-A)$ and $D^b(\text{mod}^A)$ are Krull-Schmidt; see [23, Corollary B]. Since $\text{mod}^A$ has enough projective modules in $\text{proj}A$ and $\text{mod}^-A$ has enough injective modules in $\text{inj}A$, we see that $D^b(\text{mod}^-A)$ and $D^b(\text{mod}^A)$ are full triangulated subcategories of $D(\text{Mod}A)$; see [3, (1.11)].

Let $A$ be of finite global dimension. Then, every bounded complex over $\text{mod}^A$ has a finite projective resolution over $\text{proj}A$ and every bounded complex over $\text{mod}^A$ has a finite injective co-resolution over $\text{inj}A$; see [11, (7.5)]. Thus, Statements (2) and (3) follow from Theorem 5.10. Conversely, assume that Statement (3) holds. Since $\text{mod}^A$ is Krull-Schmidt, we deduce from Theorem 5.10(2) that every module in $\text{mod}^-A$ is of finite injective dimension. By Proposition 1.4(2), every module in $\text{mod}^A\text{op}$ is of finite projective dimension, and hence, $A\text{op}$ is of finite global dimension; see [30, (9.12)]. Being left and right noetherian as a ring, $A$ is of finite global dimension; see [30, (9.23)]. The proof of the corollary is completed.

To conclude, we shall describe all possible almost split triangles in the bounded derived category of an abelian category with a Nakayama functor, enough projective objects and enough injective objects.

5.12. Theorem. Let $\mathfrak{A}$ be an abelian $R$-category with a Nakayama functor $\nu: \mathcal{P} \to \mathfrak{A}$, where $\mathcal{P}$ is a Hom-reflexive strictly additive subcategory of projective objects of $\mathfrak{A}$ such that $\mathfrak{A}$ has enough projective objects in $\mathcal{P}$ and enough injective objects in $\nu \mathcal{P}$.

(1) If $Z' \in D^b(\mathfrak{A})$ is strongly indecomposable, then there exists an almost split triangle $X' \longrightarrow Y' \longrightarrow Z' \longrightarrow X'[1]$ in $D^b(\mathfrak{A})$ if and only if $Z'$ has a finite projective resolution $P'$ over $\mathcal{P}$; and in this case, $X' \cong \nu P'$.

(2) If $X' \in D^b(\mathfrak{A})$ is strongly indecomposable, then there exists an almost split triangle $X' \longrightarrow Y' \longrightarrow Z' \longrightarrow X'[1]$ in $D^b(\mathfrak{A})$ if and only if $X'$ has a finite injective co-resolution $I'$ over $\nu \mathcal{P}$; and in this case, $Z' \cong \nu I'$.

(3) If every object in $\mathfrak{A}$ has a finite projective resolution over $\mathcal{P}$ (respectively, injective co-resolution over $\nu \mathcal{P}$), then $D^b(\mathfrak{A})$ has almost split triangles on the right (respectively, left); and the converse holds in case $\mathfrak{A}$ is Krull-Schmidt.

Proof. By Lemma 5.7(1), the Nakayama functor $\nu: \mathcal{P} \to \mathfrak{A}$ induces an equivalence $\nu: K^b(\mathcal{P}) \to K^b(\nu \mathcal{P})$ with a quasi-inverse $\nu^{-1}: K^b(\nu \mathcal{P}) \to K^b(\mathcal{P})$. Since $\mathfrak{A}$ has enough projective objects in $\mathcal{P}$ and enough injective objects in $\nu \mathcal{P}$, every bounded complex over $\mathfrak{A}$ has a projective resolution over $\mathcal{P}$ and an injective co-resolution over $\nu \mathcal{P}$; see [11, (7.5)]. In view of Theorems 5.2 and 5.8 we see easily that the first two statements hold true.

Next, assume that every object in $\mathfrak{A}$ has a finite projective resolution over $\mathcal{P}$. Then, every bounded complex over $\mathfrak{A}$ has a finite resolution over $\mathcal{P}$; see [11, (7.5)]. By Statement (1), $D^b(\mathfrak{A})$ has almost split triangles on the right. Conversely, suppose that $\mathfrak{A}$ has almost split triangles on the right. In particular, every strongly indecomposable object in $\mathfrak{A}$ is the ending term of an almost split triangle in $D^b(\mathfrak{A})$, and by Statement (1), it has a finite projective resolution over $\mathcal{P}$. If $\mathfrak{A}$ in addition is Krull-Schmidt, then every object in $\mathfrak{A}$ has a finite projective resolution over $\mathcal{P}$. This proves the first part of Statement (3), and the second part follows dually. The proof of the theorem is completed.
Example. (1) Let $A$ be an artin algebra over a commutative artinian ring $R$. Then $\text{mod} A$ is a Hom-finite abelian $R$-category with enough projective modules and enough injective modules. Considering the Nakayama functor $\nu_A : \text{proj} A \to \text{mod} A$, we see that Theorem 5.12 applies in $D^b(\text{mod} A)$, and in particular, it includes Happel’s results stated in [17].

(2) Let $\Lambda = kQ/J$ be a strongly locally finite dimensional algebra over a field $k$, where $Q$ is locally finite and $J$ is locally admissible. Then $\text{mod}^b \Lambda$ is a Hom-finite abelian $k$-category with enough projective modules in $\text{proj} \Lambda$ and enough injective modules in $\text{inj} \Lambda$. Considering the Nakayama functor $\nu_{\Lambda} : \text{proj} \Lambda \to \text{mod}^b \Lambda$, we see that Theorem 5.12 applies in $D^b(\text{mod}^b \Lambda)$. In case $Q$ has no infinite path, every module in $\text{mod}^b \Lambda$ has a finite projective dimension and a finite injective dimension, and by Theorem 5.12(3), $D^b(\text{mod}^b \Lambda)$ has almost split triangles.

(3) Let $\Lambda = kQ/J$, where $Q$ is a locally finite quiver and $J$ is the ideal in $kQ$ generated by the paths of length two. Then, every module in $\text{mod}^b \Lambda$ is of finite projective dimension over $\text{proj} \Lambda$ if and only if $Q$ has no right infinite path, and every module in $\text{mod}^b \Lambda$ is of finite injective dimension over $\text{inj} \Lambda$ if and only if $Q$ has no left infinite path. By Theorem 5.12, $D^b(\text{mod}^b \Lambda)$ has almost split triangles (on the left, on the right) if and only if $Q$ has no (left, right) infinite path.
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