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Abstract
Visual Question Answering (VQA) has recently become a popular research area. VQA problem lies in the boundary of Computer Vision and Natural Language Processing research domains. Various details about each dataset are given in this paper, which can help future researchers to a great extent. In this paper, we discussed and compared the experimental performance of the Stacked Attention Network Model (SANM) and bidirectional Long Short Term Memory (LSTM) and Multimodal Tucker Fusion (MUTAN) based fusion models. As per the experimental results, MUTAN accuracy and loss are 29% and 3.5, respectively. SANM model is giving 55% accuracy and a loss of 2.2, whereas the VQA model is giving 59% accuracy and 1.9 loss.

1 Introduction
The visual Question Answer model should have the ability to understand both visual and linguistic capabilities. These models must possess some capabilities to function. They are locating an object (finding the location of any object within any given image mostly based on coordinate position along with height and width), finding object attributes (retrieval of attributes of any given object, e.g., color, shape, or any other traits of an object), activity being performed by an object (e.g., sport being played, running, walking, etc.), understanding of any given scene which is basically providing a high-level representation of the environment. The VQA models are prone to bias to remove this problem; multiple answers are normally being provided for any question.

This paper has been structured in the following way. Section 2 will give related existing work or literature study. This will be followed by Section 3, which will give a study of existing datasets available which is relevant for this analysis along with dataset details like licensing, year of formation, and other statistics about image, question, answer, etc. Section 4 will give details about the experiment being conducted along with an analysis of the results. Section 5 has conclusion details.

2 Background Study
Assessing the performance of the VQA model is a bit tricky. Regular ML models metrics like Accuracy (for classification problems), MAE (for regression problems), etc., cannot estimate performance properly. To effectively quantify the performance of a VQA model, the metric (Shrestha, R et al., 2017) must have the following capabilities:

a. Consistency: This depicts the ability to provide a consistent answer for a different form of the same question.

b. Grounding/Localization: The main purpose is better model interpretability. This is the ability to localize the region in the image which is relevant with respect to the answer.

c. Plausibility: Providing a justifiable answer, e.g., for a question like, is it a sunny day? The answer will be either yes, no, or cannot say something of this like.

VQA models generate an attention map to perform object localization with respect to the question being asked. The attention maps are nothing but a matrix that identifies a region within an image that is relevant for an image-question pair. A ranking score is generated based on a number of overlaps of bounding regions (Shalini Ghosh et al., 2019). In a simple attention map mechanism mix of images and questions can derive whether a region is relevant or not with respect to that image. They propose a new architecture that represents the
image and question mix as a vector representation rather than pairwise confluence. This kind of vector representation can give accurate information about a region that is relevant for a specific context hence making this a context-aware region search (Xi, Y. et al., 2020). The authors proposed a very basic approach towards Visual Question Answer methods (Antol, S. et al., 2015). In this paper, the authors have shown the importance of captioning.

In a paper (Yang, Z. et al., 2016), the authors have adopted a stacked attention mechanism because the reasoning is complex; hence if multiple attention map mechanisms are stacked together, they perform well, as shown below how stacked attention map is able to pinpoint the region of an image which is related to a question. Figure 1 shows a sample example of how the stacked attention layer works for the question “What is sitting on the basket on a bicycle?”

![Figure 1: Multiple attention layers stacked together.](image)

The stacked attention mechanism is a sequential approach, i.e., the next layer of the attention mechanism attempts to reduce the error caused by the previous attention layer. This approach is like a bagging or bootstrap aggregating algorithm. Another attempt is to try boosting approach, i.e., instead of sequential attention layer using parallel attention layer and at the result aggregates all attention layers data (like boosting concept). The use of multiple layers parallel manner and aggregating the results to get combined data works well and reduces the chance of overfitting.

In the paper (Goyal, Y. et al., 2017), the authors have emphasized on visual part or image part in VQA. The language part can be biased based on various human and other unavoidable biases. In the paper (Anderson, P. et al., 2018), the authors proposed a mixed top-down and bottom-up approach for the generation of attention maps rather than the existing top-down approach for generating attention maps. The existing top-down approach is generating an attention map based on feature weights. The authors are claiming the attention maps are being generated for each feature. The proposed model generates the attentions map where each bounding box is associated with an attribute followed by an object, as shown in Figure 2.

![Figure 2: Attention map for a bottom-up approach.](image)

In the above image, the top left bounding box is attached to “object: sky “and the attribute of sky object, “color: blue.”

### 3 Related Datasets

This section is focused on the different dataset descriptions. Dataset is an important part of VQA.

**DVQA dataset:**

This dataset was developed in the year 2018. This is restricted only to research and educational purpose. This dataset also provides additional supplemental material. Along with the question-answer pair, detailed annotations of every object have been provided in the form of a bar chart. (Kafle, K. et al., 2018).

**VQA v1 and v2 Dataset:**

This dataset was developed in the year 2016. This dataset has 256016 images. The images are inherited from the COCO image database. VQAv1 and VQAv2 have around 0.6M and 1.1M questions, respectively. The dataset has 7.9M answers. The dataset has 50K abstract scenes and 15K questions, and 1.9M answers to cater to the need of analysis abstract scenes (Zhang, P. et al., 2016).

**VCR Dataset:**

The dataset has 290K multiple choice questions along with their answers (290K). The dataset maintains answers are of 7.5 words on average. (Zellers, R. et al., 2019).

**GQA Dataset:**

This dataset was developed in the year 2019. The dataset has 110K images, where each image is associated with a scene graph of objects and relations. The dataset has 22M multistep questions.
A new metric also has been added to this dataset which is a combination of Accuracy, consistency, validity, and plausibility (Hudson, D. A. et al., 2019).

**CLEVR:**
This dataset was developed in the year 2018. The train set has 70K images and 700K questions, validation, and test sets have 15K images and 150K questions. Scene graph annotations are additional supplemental material available to boost the performance (Johnson, J. et al., 2018).

### 4 Experimental Result and Performance Analysis

For the experiment, we have used 30 epochs with minibatch gradient descent with a batch size of 128. Each epoch took almost 1.5 hours for the stacked area network model and roughly 2 hours for the VQA model. Now we will discuss internal model details.

![Flowchart](image)

**Figure 3: Execution phases for VQA models.**

**Visual Question Answer (VQA) Model:**
As stated earlier, in any VQA model, image and question-answer have been trained or processed separately, and at a later point in time, the feature vectors from image and text have been combined in a different manner. In the VQA model, we have used the pre-trained CNN model VGG19 to retrieve the image feature vector. For question-answer processing, we have used the Embedding layer and followed by a bidirectional LSTM layer to understand word embedding sequences pattern.

During the experiment both image and text features are processed separately however we need to combine both the features so that the combined output can be fed into subsequent Neurons in Deep Learning frameworks. The image and text feature vectors have been combined using a torch tensor multiplication (like matrix multiplication). We have also ensured bypassing the argument to image and feature vector to have the same size. Followed by this step, we have used two hidden layers, and we have used tanh activation function in our hidden layer. The use of tanh activation function ensures we have bounded the output within -1 to 1 range. We have tried with relu and leaky relu but did not do well.

**Multimodal Tucker Fusion for Visual Question Answering (MUTAN):**
This model is similar to the VQA model with a small difference. In VQA, the image and text features are mixed using torch multiplication. However, in this model, image and text feature passed through separate deep neural network. Then the output from both the neural networks has been multiplied and forwarded to output generation.

**Stacked Attention Network Model (SANM):**
In this model also image and question-answer pairs have been processed in the same way as with the previous VQA model. However, there is a small change in combining image and text features. During the VQA model, we are doing simple torch tensor multiplication of text and image features, however, in this model, we are first creating a list of attention layers, and for each attention layer, we are combining image features and text features related to that attention map. Then all attention maps are stacked together, and they are further passed through a deep neural network with a single hidden layer where both image and text feature vectors have been passed with tanh as an activation function. Further, in the final layer, we have used softmax to extract which attention maps are relevant for that image-question pair. Then the combination of an image feature, word feature, and combined output from the stacked attention layer is passed through a shallow neural network for further processing.

**Model Performance:**
We have performed the experiment on VQA v2 dataset. Table 1 shows the experimental results for models. As stated, earlier the VQA model...
performance is slightly better than the SANM model.

| Image | Question                  | Output | SANM Model | VQA Model | Mutan |
|-------|---------------------------|--------|------------|-----------|-------|
|       | is the ball flying towards the batter? | 'yes' - 0.2597 | 'yes' - 0.1507 | 'yes' - 0.2160 |
|       | 'yes' - 0.2281 | 'no' - 0.1015 | 'no' - 0.1992 |
|       | 'both' - 0.1156 | 'ground' - 0.0380 | 'night' - 0.1057 |
|       | 'floor' - 0.0192 | 'red' - 0.0292 |

Table 1: Experimental Results on test dataset

From Figure 5, we can see during epoch 8 or 9, the difference between training and validation loss was almost 0. We have taken that model as our best model since it reduces overfitting and generalizes well. The Accuracy is around 55%, and the loss is around 2.2.

From Figure 6, we can see during epoch 8 or 9, the difference between training and validation loss is almost 0. We have taken that model as our best model since it reduces overfitting and generalizes well. The Accuracy is around 59%, and the loss is around 1.9. It is quite evident that the 2nd model is performing better than the 1st model.

5 Conclusions and Future Scope

Loosely speaking, so far, visual question answering models and datasets follow a specific pattern. Visual Question Answering dataset normally contains multiple images, which could be natural or synthetic, and along with this, each image contains a pair or combination of question and answer. Along with these in a few datasets, additional supplemental materials have been provided to support models as a feature to make better decisions. As per the VQA model is concerned with preprocessing image and text (question-answer) part preprocessing is going separately, i.e., no relation or dependency on each other. After preprocessing, the preprocessed data from image and text have been combined, which varies from model to model and then fed into Neural network models. This is overall architecture in simple terms. In this experiment, we have tested some of the VQA models successfully in our lab environment and produced results. We have also ensured to reduce overfitting by selecting the best model where training and validation loss difference is minimum.
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