Mode-selective Single-dipole Excitation and Controlled Routing of Guided Waves in a Multi-mode Topological Waveguide
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Topologically linked binary degrees of freedom of guided waves have been used to expand the channel capacity of and to ensure robust transmission through photonic waveguides. However, selectively exciting optical modes associated with the desired degree of freedom is challenging and typically requires spatially extended sources or filters. Both approaches are incompatible with the ultimate objective of developing compact mode-selective sources powered by single emitters. In addition, the implementation of highly desirable functionalities, such as controllable distribution of guided modes between multiple detectors, becomes challenging in highly compact devices due to photon loss to reflections. Here, we demonstrate that a linearly polarized dipole-like source can selectively excite a topologically robust edge mode with the desired valley degree of freedom. Reflection-free routing of valley-polarized edge modes into two spatially-separated detectors with reconfigurable splitting ratios is also presented. An optical implementation of such a source will have the potential to broaden the applications of topological photonic devices.

Photonic structures, such as waveguides, beam-splitters, and filters, represent an important family of optical components and devices that are crucial for compact (e.g., on-chip) generation and manipulation of light. For optical communication applications, key characteristics of such components include bandwidth, reconfigurability, and channel capacity. The latter can be enhanced by employing additional degrees of freedom (DoFs) of a light wave such as its polarization state or, in the case of a multi-mode waveguide, its mode index. Additional DoFs of a photon can be utilized for various important tasks, including creating entangled states for quantum information science applications. However, there are numerous challenges associated with using multi-mode waveguides. For example, different modes differ by their propagation speed, resulting in temporal separation between information-carrying pulses. In addition, preferential coupling to one specific mode often requires the emitter properties, such as the orientation of its dipole transition and its electromagnetic profile of that mode and mismatch those of the other.

Topological photonics exploits symmetries in real and reciprocal spaces to enable robust propagation of edge (or kink) modes guided by domain walls between gapped photonic crystals with different quantized topological indices. Examples of such topological indices associated with propagation bands include the Chern number that can have nonzero integer values with broken time-reversal symmetry (TRS), as well as the spin-Chern and the valley-Chern half-integer indices in the systems with preserved TRS. Topological robustness associated with the latter Chern indices is contingent on the conservation of the corresponding binary DoFs: spin and valley DoFs, respectively. The synthetic spin DoF is preserved by the property of spin-degeneracy; the valley DoF is preserved by the specific orientations of domain walls or photonic crystal terminations.

Therefore, topological photonics provides an entirely new way of thinking about propagation robustness, reflection suppression, and other empirically useful phenomena that can be engineered through preserving binary DoFs. For example, a domain wall between two photonic crystals with different topological indices can support topologically robust edge or kink (TREK) states. These TREK states are associated with conserved DoFs and do not suffer from back-scattering. Not surprisingly, advances in topological photonics have already contributed to conceptual developments in numerous photonic components and device, including waveguides, cavities, and lasers. Here we utilize the ideas from topological photonics to develop an approach to mode-selective excitation of multi-mode robust waveguides by single (point-like) emitters. We also demonstrate reflection-free routing (or beam-splitting) of the excited modes into two spatially-separated detectors [see schematic in Fig. (b)] with reconfigurable splitting ratios. Unbalanced beam splitting has been proposed and used in several multi-photon non-classical interference experiments.

The multi-mode waveguide (MMW) is formed by the do-
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main wall between two spin photonic crystals (SPCs) with opposite signed spin Chern number $C_{\text{SPC}}$, where $s = \uparrow, \downarrow$ labels the binary spin DoF, and $v = K, K'$ labels the binary valley DoF. This MMW supports two forward-propagating ($s = \uparrow$) TREK states with identical group velocities, but different phase velocities corresponding to $v = K$ and $v = K'$. The routing capability is enabled by placing a rhomboid-shaped valley photonic crystal (VPC) at the corner of the SPC domains. Domain walls between the band-gap-sharing SPC and VPC regions serve as single-mode waveguides supporting chiral TREK states labeled by their conserved spin and valley DoFs.

As a specific platform for realizing the SPCs and VPCs, we adopt the microwave photonic crystals introduced in Ref. and used in several experiments. The structure is comprised of an array of metallic rods arranged in a triangular lattice and placed between two metallic plates (at $z = \pm h/2$) which confines wave along the $\hat{z}$-direction. Non-trivial spin and valley textures are produced by breaking two distinct spatial symmetries. Specifically, by placing the cylindrical rods asymmetrically with respect to the mid-height ($z = 0$) plane, the mirror symmetry is broken, and nonzero valley-independent photonic spin-Chern indices $C_{\text{SPC}}^{\uparrow(\downarrow)K} = \pm \text{sgn}(\Delta_\nu)/2$ are induced. Here the $+$ ($-$) signs correspond to $\uparrow$ ($\downarrow$) spin-polarized states and $\text{sgn}(\Delta_\nu) = \text{sgn}(E_{\text{top}} - E_{\text{bot}})$, where $E_{\text{top}} = 0.15a_0$, $l = 0.12a_0$, $\Delta_\nu = 0.03a_0$, $h_v = 0.94a_0$, $h = a_0$, where $a_0 = 36.8$ mm is the lattice constant.

The bulk-edge correspondence predicts that, at SPC-VPC interfaces, only the TREK states with specific combinations of spin- and valley-DoFs exist. As an example, we consider the SPC$^+\text{VPC}^-$ interface (along the $\hat{z}$-direction in Fig. (c)). Here the $-$ sign represents $\Delta_\nu < 0$ for SPC (VPC), respectively. For the subspace of electromagnetic modes with $s = \uparrow$ and $v = K'$, the difference between

![FIG. 1. (a) Geometrical definitions of the PTI unit cells. Upper left (right): SPC$^+\text{-VPC}^-$ configuration: $\Delta_\nu > 0$ and $\Delta_\nu > 0$ when $\theta > 30^\circ$. Lower right: VPC$^+\text{-VPC}^-$ configuration: $\Delta_\nu < 0$. (b) Geometrical definitions of the PTI unit cells. Upper left (right): SPC$^+\text{-VPC}^-$ configuration: $\Delta_\nu > 0$ when $\theta < 30^\circ$. Lower right: VPC region serves as a single-mode waveguide supporting chiral TREK states labeled by their conserved spin and valley DoF. Gray background: bulk modes. (c) Band diagrams of the SPC-VPC interfaces. Unit cell parameters: $d_t = 0.345a_0$, $h_z = 0.85a_0$, $g_{\text{top}} = g_{\text{bot}} = 0.15a_0$, $l = 0.12a_0$, $w = 0.06a_0$, $d_v = 0.2a_0$, $g = 0.03a_0$, $h_v = 0.94a_0$, $h = a_0$, where $a_0 = 36.8$ mm is the lattice constant.

$\theta = 60^\circ$. A: valley-selective emitter embedded inside the MMW. B and C: receiving ports. Orange (cyan) arrow: $|\Psi^\uparrow|$, $|\Psi^\downarrow|$, $|\Psi^K|$. (b) Band diagrams of the two SPC-VPC interfaces from (b), for the tripods configuration $\theta = 60^\circ$. Only the spin up states excited by emitter A in the SPC$^+\text{-VPC}^-$ MMW are shown. Orange (cyan) solid lines: band-gap-spanning TREK states with $v = K$ ($v = K'$) valley DoF. Gray background: bulk modes. (d) Same as (c), but for the tripods configuration $\theta = 90^\circ$. In (c,d), half of the band diagram is for $k_y$, which is along the $y'$-direction labeled in insets. Inset: $|E_{\nu}|$ distributions of the TREK states at the corresponding SPC-VPC interfaces. Unit cell parameters: $d_t = 0.345a_0$, $h_z = 0.85a_0$, $g_{\text{top}} = g_{\text{bot}} = 0.15a_0$, $l = 0.12a_0$, $w = 0.06a_0$, $d_v = 0.2a_0$, $g = 0.03a_0$, $h_v = 0.94a_0$, $h = a_0$, where $a_0 = 36.8$ mm is the lattice constant.
the Chern indices is \( \Delta C = |C_{\text{VPC}}^{\uparrow K} - C_{\text{VPC}}^{\uparrow K'}| = 1 \), indicating that this interface supports one forward-propagating TREK state marked as \( \Psi^{\uparrow K} \) in Fig. 1(c), where \(+\hat{x}\) is the forward direction. Similarly, the SPC+–VPC− interface supports a \( \Psi^{\uparrow K} \) TREK state propagating along the \(-\hat{y} = \hat{x}/2 - \sqrt{3}\hat{y}/2 \) direction [Fig. 1(c)].

Propagation directions of such TREK states are exchanged by flipping the sign of \( \Delta_c \) of VPC: the \( \Psi^{\uparrow K} \) (\( \Psi^{\downarrow K} \)) state propagates along the \(+\hat{x}(-\hat{y})\)-direction [Fig. 1(d)]. For the specific VPC geometry shown in Fig. 1(a), such sign flip is accomplished by rotating the tripods. Therefore, the orientation angle \( \theta \) of the tripods inside the VPC domain [Fig. 1(b)] can be used for valley-dependent splitting of electromagnetic energy: depending on \( \theta \), a given valley component predominantly flows into either port B or C.

Valley-dependent beam splitting using large VPC domains prevents the TREK states from evanescent tunneling into an “unintended” port, and produces essentially \( \sim 100\% \) flow into an “intended” port. In contrast, when the VPC domain is a compact, “poor” insulator (with a narrow band gap), the tunneling effect becomes significant. The finite size of the VPC region enables tunneling of valley-polarized TREK states into the unintended port, thereby allowing the energy flow fraction to vary in a wide range. Using semi-analytical methods, we find that such change results from the considerable evanescent tunneling when the band gap is narrow.

TREK states can be excited by feeding optical energy into the structure either from an external source through a waveguide or directly by dipole-like emitters25 embedded inside the topological MMW. The latter approach can potentially lead to more compact devices. However, exciting a spin-valley-polarized TREK state \( \Psi^{sv} \) with a specific combination of spin and valley DoF \((s, v)\) by a single emitter can be challenging. An arbitrarily placed point source (e.g., a single quantum emitter for the optical, or an electrically-small antenna for the microwave frequency range) will, in general, couple to multiple modes supported by the MMW. For example, a \( \hat{z} \)-polarized dipole placed inside a SPC+–SPC− MMW generally radiates into all of the four TREK modes \( \Psi^{sv} \) modes, where \( s = \uparrow, \downarrow \) and \( v = K, K' \). For the TREK states excited by source A and traveling towards the beam splitter [indicated as the two arrows in Fig. 1(b)], the spin-DoF must be \( s = \uparrow \). Although the sign of the group velocity automatically selects the spin-DoF, the valley-DoF is still undetermined.

While it is possible to block one of the two valley-polarizations by adding an extra filter to the structure,39 such an approach compromises compactness and completely prevents one of the two valley-polarized photons \((v = K \text{ or } v = K')\) from entering the beam splitter. An alternative approach to exciting the TREK state with a specific valley polarization utilizes precisely phased radiation sources.25,40 However, this approach can hardly be compatible with the goal of developing single emitters for on-chip optical and potentially quantum information processing applications.

Here we demonstrate that a linearly polarized dipole-like source can selectively excite valley-polarized TREK states propagating from the emitter towards the valley-dependent beam splitter. The latter can distribute such polarized states

![FIG. 2. TREK mode profiles and the photonic band structure of the SPC+–VPC− MMW. (a) \( |E_z| \) distribution of the \( \Psi^{\uparrow K} \) (left) and \( \Psi^{\downarrow K} \) (right) TREK states in the mid-height \((z = 0)\) plane at \( \omega = \omega_0 \). Green crosses: source position \( \mathbf{r}_c \) for selectively exciting the \( K' \)-valley-polarized state. Symbol \( \otimes (\bigodot) \): rods attached to the top (bottom) plate. (b) Photonic band structure: bulk (gray shading) and TREK modes \((K = K')\) distribution of the \( \Psi^{\uparrow K} \) and \( \Psi^{\downarrow K} \) states. Dashed lines: backward-propagating \( \Psi^{\downarrow K} \) states moving away from the beam splitter. Parameters: same as in Fig. 1 Mid-gap frequency: \( \omega_0 = 0.744 (2\pi c/\lambda_0) \).](image-url)
metrically separated from both plates by foam (see Methods for details). The operating frequency \( f = \omega_0/2\pi \approx 6.1 \) GHz was set to the middle of the spectral band gap shared by SPC and VPC.

First, we experimentally validated the concept of valley-selective TREK launching at the SPC\(^+\)-SPC\(^-\) domain wall [Fig. 3(b)]. This was done by placing a \( z \)-directional antenna between two rods in the SPC\(^-\) domain adjacent to the SPC\(^+\)-SPC\(^-\) domain wall, as shown in Fig. 2(a). Tunneling through the VPC region was suppressed by selecting the tripods orientations, \( \theta = \theta_1 = 0^\circ \) and \( \theta = \theta_2 = 60^\circ \) to ensure the widest VPC band gaps. When the tunneling is minimized, only one port (B for \( \theta = \theta_1 \) and C for \( \theta = \theta_2 \)) is expected to receive the overwhelming majority of the \( K' \)-polarized radiation as illustrated by Figs. 3(c,d).

The tunneling effect is quantified by introducing the power fluxes \( W_{B(C)} \) captured by the corresponding port. The experimentally measured quantities \( W_{B(C)} \) are obtained by scanning the pick-up antenna attached to the moving stage as shown in Fig. S7 of the Supplementary Material. The experimental beam-splitting ratio, defined as \( R_{B(C)} \equiv W_{B(C)} / (W_{B} + W_{C}) \), is shown as circles in Fig. 3 for a range of tripod configurations. Specifically, \( R_{B(C)} \approx 0.87 \) when \( \theta = \theta_1 \), and \( R_{B(C)} \approx 1 - R_{B(C)} \approx 0.89 \) when \( \theta = \theta_2 \), confirming that the experimentally excited TREK state is indeed predominantly \( \Psi^{K'} \). We note that a backward-propagating \( \Psi^{K'} \) TREK state of equal magnitude is also excited, because \( \Psi^{K'} \) and \( \Psi^{K''} \) are time-reversal conjugates\(^{23,41} \). However, \( \Psi^{K''} \) propagates away from the VPC and cannot be measured by the detectors at port B or C.

For comparison, we simulated the structure with COMSOL Multiphysics and calculated the corresponding quantities \( R_{B(C)} \equiv W_{B(C)} / (W_{B} + W_{C}) \) [Fig. 3(a)]. \( W_{B(C)} \) is defined as \( W_{B(C)} = \int_{B(C)} dS(W) \). The surface integral is over the structural periphery at the corresponding port, and \( W \) is the time-averaged power flow perpendicular to that periphery. Simulation results are in good agreement with the experiment: \( R_{B(C)} \approx 0.88 \) when \( \theta = \theta_1 \), and \( R_{B(C)} \approx 1 - R_{B(C)} \approx 0.90 \) when \( \theta = \theta_2 \). Note that a balanced beam splitter corresponds to \( R_C = R_B = 0.5 \), i.e., it splits energy of the incoming TREK state equally between the two ports.

An important conclusion from these findings is that, even though the tunneling of the TREK states propagating towards their "intended" port into the "unintended" port is minimized by maximizing the VPC band gap for \( \theta = \theta_1 \), it cannot be entirely eliminated for a relatively compact beam-splitter used in this work. The tunneling causes an effective "averaging" effect, lowering the received energy ratio \( R_{B(C)} \) [for \( \theta = \theta_{1(2)} \)] below the excitation efficiency ratio \( \eta^{K'} / (\eta^{K'} + \eta^{K''}) \approx 0.98 \). This is because, with the maximized VPC band gap, the tunneling is still not negligible in this finite-sized structure (see Supplementary Material for details).

As shown in Fig. 3, this tunneling effect becomes more significant when the band gap narrows for \( \theta_1 < \theta \leq \theta_2 \) or \( \theta_2 < \theta < \theta_2 \), where \( \theta_2 = 30^\circ \) corresponds to the tripods orientation that closes the band gap. The experimentally measured and simulated beam splitting ratios change smoothly as \( \theta \) approaches \( \theta_2 \), and the band gap approaches zero. For example, when \( \theta = 33^\circ \), the exponential decay of the \( \Psi^{K'} \) state along the \( -\hat{y} \)-direction becomes significant (Fig. 3(b)), causing considerable amount of energy to tunnel to Port C. Below we develop a semi-analytical theory that describes how electromagnetic energy is distributed between the two ports in the presence of tunneling.

To quantitatively describe the tunneling phenomena, we use the following ansatz to represent the \( \Psi^{K'} \) TREK state propagating along the SPC-VPC domain wall towards detector B:

\[
\Psi^{K'}(x, y, t) = \left\{ \begin{array}{ll}
A_1 e^{-\kappa_1 x} e^{-(ik_2 - k_1) y}, & \text{in the SPC domain}, \\
A_2 e^{-\kappa_2 x} e^{-(ik_2 - k_1) y}, & \text{in the VPC domain},
\end{array} \right.
\]

for \( x > x_0 \) as defined in Fig. 4k. Here \( \omega \) and \( k \) are the angular frequency and the wave-vector, respectively, and \( k_{1(2)} \) is the decay constant into the VPC (SPC) domain along the transverse (\( \pm \hat{y} \)) direction. The resulting tunneling towards the structural periphery naturally leads to energy loss. Therefore, the amplitude of the TREK state also exponentially decays along its propagation direction with the decay constant \( \kappa \). Throughout this study, \( \kappa \) is a constant determined by the band gap width of the SPC. On the other hand, \( L_{\text{loc}} \) implicitly depend on \( \theta \), where \( L_{\text{loc}} \) is the localization distance along the transverse direction (see Supplementary Material for details). As the VPC band gap narrows, \( L_{\text{loc}} \) increases.

Because \( \kappa_1 \) and \( \kappa_1 \) are physically related to each other – finite \( \kappa_1 \) is the consequence of the transverse directional tun-
Fig. 2. The dashed black vertical line represents where $\min(R_B, R_C)$ changes from 0 to 0.5. Horizontal axis: localization distance $L_{\text{loc}}$ of the TREK state inside the VPC, determined by the VPC band gap. Filled circles (squares): filling-color-coded experimental data of $R_{B(C)}$ for $0^\circ < \theta < 30^\circ$ ($30^\circ < \theta < 60^\circ$). High (low) contrast between the two ports occurs when $\min(R_B, R_C) \rightarrow 0$ [min($R_B, R_C$) $\rightarrow 0.5$]. Vertical axis: valley-polarization selectivity of the excitation, $\eta^{1K'}/\eta^{1K}$. Red and blue regions: SPCs with axis: localization distance $L_{\text{loc}}$ of the TREK state inside the VPC, determined by the VPC band gap. Filled circles (squares): filling-color-coded experimental data of $R_{B(C)}$ for $0^\circ < \theta < 30^\circ$ ($30^\circ < \theta < 60^\circ$). High (low) contrast between the two ports occurs when $\min(R_B, R_C) \rightarrow 0$ [min($R_B, R_C$) $\rightarrow 0.5$]. Horizontal axis: localization distance $L_{\text{loc}}$ of the TREK state inside the VPC, determined by the VPC band gap. Filled circles (squares): filling-color-coded experimental data of $R_{B(C)}$ for $0^\circ < \theta < 30^\circ$ ($30^\circ < \theta < 60^\circ$). High (low) contrast between the two ports occurs when $\min(R_B, R_C) \rightarrow 0$ [min($R_B, R_C$) $\rightarrow 0.5$]. Vertical axis: valley-polarization selectivity of the excitation, $\eta^{1K'}/\eta^{1K}$. Red and blue regions: SPCs with

The judiciously positioned dipole source provides an excitation efficiency ratio as high as $\eta^{1K'}/\eta^{1K} \approx 43$. With the high excitation selectivity of the $\Psi^{1K'}$ state, our semi-analytical model predicts that $\min(R_B, R_C)$ can change from 0.07 for $L_{\text{loc}} = 3.4a_0$ (insignificant tunneling, high contrast between the two ports) to 0.20 for $L_{\text{loc}} = 6.7a_0$ (significant tunneling, moderate contrast between the two ports). In experiment, as $\theta$ changes from $60^\circ$ (corresponding to $L_{\text{loc}} = 3.4a_0$) to $40^\circ$ (corresponding to $L_{\text{loc}} = 6.7a_0$), the energy ratio of the minor port is tuned from $R_C \approx 0.11$ to $R_C \approx 0.23$ as $\theta$ changes from $0^\circ$ to $20^\circ$, this ratio is tuned from $R_B \approx 0.13$ to $R_B \approx 0.25$. The result demonstrates that, for this compact structure, the energy received by the minor port can increase by $\sim 100\%$ as $L_{\text{loc}}$ doubles. On the other hand, if the excitation selectivity was merely $\eta^{1K'}/\eta^{1K} \approx 3$, then, based on the semi-analytical result, $\min(R_B, R_C)$ can only be tuned from 0.27 to 0.34, i.e., only by $\sim 26\%$. As demonstrated in Fig. 4(b), the color contrast along the dashed black line ($\eta^{1K'}/\eta^{1K} \approx 3$) is much less significant than that along the gray line ($\eta^{1K'}/\eta^{1K} \approx 43$). Overall, the high selectivity of the excitation enables the remarkable tunability of $R_{B(C)}$ for this compact structure.

In summary, we demonstrate an approach for manipulating the edge mode supported by a topological MMW. The waveguide is a sharp domain wall between two SPCs with opposite spin-Chern numbers, which supports two TREK states co-propagating with identical group velocities and distinguished by their binary valley DoFs. In addition to the topological robustness of the TREK states, we have demonstrated another important feature of this MMW: a single linearly polarized emitter can excite, with high selectivity, only one of the two co-propagating TREK states. The high selectivity of excitation is verified by feeding the excited states into a compact junction of two topologically different SPC-VPC interfaces directed into separate output ports.

By controlling the band gap width of the VPC domain of the valley-DoF-sorter, it is possible to re-distribute the energy of a valley-polarized TREK state between the two output ports over a wide range: from $\sim 1 : 8$ to $\sim 1 : 3$, corresponding to the widest and the narrowest experimentally realized band gaps, respectively. We have presented a concise semi-analytical model to demonstrate that the physical reason for the energy re-distribution between the two output ports is evanescent tunneling. The model could pave the way for applications in optical, valleytronics information processing (see Supplementary Material for details). We expect that future efforts to extend the concept of valley-based MMWs with single emitter source to the optical spectrum will benefit various applications from telecommunications to quantum information science.
SUPPLEMENTARY MATERIAL

See Supplementary Material for details about the semi-analytical model, calculation of the excitation efficiency, the experimental setup, and future prospects for applications in optical valleytronics.
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ANALYTICAL DESCRIPTION OF THE EDGE MODE AT THE QVH-QSH PTI INTERFACE

The bulk of the valley photonic crystal (VPC) and the spin photonic crystal (SPC) are described by the following 8 × 8 Kane-Mele Hamiltonian with different perturbations:

\[
H = v(\delta k, \hat{\tau}_z \otimes \hat{\sigma}_x + \delta k, \hat{\tau}_0 \otimes \hat{\sigma}_y) + \Delta H,
\]

where \(\delta k = k - K\) or \(k - K'\), \(\hat{\tau}_z\), \(\hat{\sigma}_i\) (\(i = x, y, z\)) are Pauli matrices acting on the band, spin, and valley subspaces. \(v\) is the slope of the ungapped Dirac cone. The overall basis of this bulk Hamiltonian is \([\psi_{K'}^R, \psi_{K'}^L, \psi_{K}^R, \psi_{K}^L, \psi_{K'}^R, \psi_{K'}^L, \psi_{K}^R, \psi_{K}^L]^T\), where \(R(L)\) represents right (left) circular polarization. The perturbation term is \(\Delta H = H_1 \propto \Delta \hat{\tau}_z \otimes \hat{\sigma}_x \otimes \hat{\sigma}_y\) for SPC and \(\Delta H = H_1 \propto \Delta \hat{\tau}_0 \otimes \hat{\sigma}_y \otimes \hat{\sigma}_z\) for VPC.

Notice that the two differently perturbed Hamiltonians are both block-diagonal, i.e., they can be written as,

\[
\begin{pmatrix}
H_{1}^{K'} & H_{1}^K \\
H_{2}^{K'} & H_{2}^K
\end{pmatrix},
\]

where the empty entries are \(0_{2 \times 2}\).

The spin-valley conservation of the edge mode manifests itself in the simultaneous block-diagonalization of the two bulk Hamiltonians. First, we consider the SPC−VPC− interface (\(\Delta_1 < 0\) and \(\Delta_2 < 0\)). In this scenario, only the 2nd and 3rd diagonal entries (\(H_{1}^{K'}\) and \(H_{2}^{K'}\)) support edge modes, indicating that this type of interface only supports \(\Psi_{K'}\) and \(\Psi_{K}^l\) edge modes. For example, we focus on the valley \(K'\) and spin \(\uparrow\) polarization. The two PTIs are described by the following Hamiltonians,

\[
\begin{align*}
H_{1}^{K'}_{QVH} & \equiv H_1 \propto \Delta \hat{\tau}_z \otimes \hat{\sigma}_x + \delta k, \hat{\tau}_0 \otimes \hat{\sigma}_y - m_1 \hat{\sigma}_z, \\
H_{2}^{K'}_{QVH} & \equiv H_2 \propto \Delta \hat{\tau}_0 \otimes \hat{\sigma}_y + \delta k, \hat{\tau}_0 \otimes \hat{\sigma}_z + m_2 \hat{\sigma}_z.
\end{align*}
\]

Consider the envelope-function equation for the interface\(,\)

\[
[-\hat{\beta}_x \hat{\sigma}_x + \hat{\beta}_y \hat{\sigma}_y + m(y) \hat{\sigma}_z] \phi(x, y) = E \phi(x, y),
\]

\[
m(y) = \begin{cases} m_2, & \text{if } y > 0, \\
-m_1, & \text{if } y < 0,
\end{cases}
\]

where \(\hat{\beta}_x = -i \partial / \partial x, \hat{\beta}_y = -i \partial / \partial y, m_2 > 0, \) and \(m_1 > 0\).

The wavefunction ansatz is,

\[
\phi(x, y) = t \left( \frac{a_1}{b_1} \right) e^{ikx} e^{k_1y} \Theta(-y) + \left( \frac{a_2}{b_2} \right) e^{ikx} e^{-k_2y} \Theta(y),
\]
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\[
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\]
where $\Theta$ represents the Heaviside step function and $t$ is an undetermined parameter. $(a_1, b_1)^T$ and $(a_2, b_2)^T$ are the eigenvectors of $H_{\Omega \uparrow \downarrow}$ and $H_{\Omega \uparrow \downarrow}^\prime$. For the positive energy solution, \begin{equation}
(\begin{array}{c}
 a_1 \\
 b_1
\end{array}) = \left( \begin{array}{c}
 m_1 - E \\
 \nu (k_x - \kappa_1)
\end{array} \right) \quad \text{and} \quad \left( \begin{array}{c}
 a_2 \\
 b_2
\end{array} \right) = \left( \begin{array}{c}
 -m_2 - E \\
 \nu (k_x + \kappa_2)
\end{array} \right) \tag{S6}
\end{equation}
Solving Eq. S4 with the ansatz in Eq. S5 we find, \begin{equation}
E = \sqrt{m_1^2 + \nu^2 (k_x^2 - \kappa_1^2)} = \sqrt{m_2^2 + \nu^2 (k_x^2 - \kappa_2^2)},
\end{equation}

\begin{equation}
\begin{aligned}
m_1 - E & = k_x - \kappa_1 \\
-m_2 - E & = k_x + \kappa_2.
\end{aligned} \tag{S7}
\end{equation}

Although Eq. S7 has four different solutions, \begin{equation}
\begin{aligned}
\kappa_1 & = \pm m_1 / \nu, \quad \kappa_2 = \pm m_2 / \nu, \quad E = \pm k_x, \\
\kappa_1 & = k_x, \quad \kappa_2 = \pm \sqrt{-m_1^2 + m_2^2 + k_x^2} / \nu, \quad E = m_1,
\end{aligned} \tag{S8}
\end{equation}
the physical solution of the edge mode should have energy within the band gaps of both bulks ($E < \min (m_1, m_2)$), propagate along the $\hat{x}$-direction ($k_x \in \mathbb{R}$), and decay along the $y$-direction ($\kappa_1, \kappa_2 \in \mathbb{R}_+$). The only physical solution is $\kappa_1 = m_1 / \nu$, $\kappa_2 = m_2 / \nu$, and $E = k_x \nu$. For this solution, $t = -(m_2 + k_x \nu) / (m_1 - k_x \nu)$.

The SPC$^+-$VPC$^+$ ($\Delta_1 < 0$ and $\Delta_2 > 0$) interface is solved in the same way. The valley $\kappa$ and spin up polarized solution has the same decay constants and dispersion relation as Eq. S8.

Overall, the decay constant $\kappa$ is proportional to the half width of the band gap $m$. Furthermore, the spin and valley DoFs of the edge mode remain unchanged when the band gap size changes.

On the other hand, we evaluate the decay constant by fitting a decay function to COMSOL numerical data. In a periodic lattice structure, the wave decaying along the transverse direction can be described as a Bloch state form for $y' > 0$ (Fig. S1(b)), \begin{equation}
\psi(y') \sim e^{-\kappa y'} u(y'), \tag{S9}
\end{equation}
where $u(y')$ is a periodic function with the lattice constant $a_0$ as its periodicity, and $u(y')$ can be written as $\Sigma_n p_n \exp (i2\pi n y' / a_0)$, $n \in \mathbb{Z}_+$, and $p_n$ are the coefficients.

We extract the COMSOL-calculated time-averaged energy density ($\langle \langle U \rangle \rangle$) data at the SPC-VPC interface (Fig. S1(b)) along a zigzag direction (the $y'$-direction) that is $30^\circ$ from the transverse direction ($y$-direction). This choice is to avoid the proximity of metal, where the electromagnetic field changes drastically, affecting the quality of the fitting. To simplify the fitting procedure, we only consider the leading two terms ($n = 0, 1$) in Eq. S9 and fit the following function into the normalized time-averaged energy density for $y' > 0$ (SPC domain) and $y' < 0$ (VPC domain) separately, \begin{equation}
e^{-2\kappa |y'| \cos (\pi/6)} [p_0 + p_1 \cos (2\pi |y' - y_0|)], \tag{S10}
\end{equation}
where $\kappa$, $p_0$, $p_1$, and $y_0$ are fitting coefficients. The factor of 2 before $\kappa$ is because energy is proportional to the modulus square of the field ($\langle \langle U \rangle \rangle \propto |\psi|^2$). The $\cos (\pi/6)$ term comes from projecting $y'$ to $y$ (Fig. S1(b)).
The inverse of the decay constant, measured in the number of unit cells. As \( \theta \) changes from 0° to 27°, the band gap narrows, and the exponential decay becomes more smooth.

FIG. S3. Time-averaged energy density along the \( \hat{y}' \)-direction in Fig. S1(b) for 3 different tripod angle configurations: (a) \( \theta = 0° \); (b) \( \theta = 15° \); (c) \( \theta = 27° \). With only two leading terms in \( u(y) \), Eq. S10 provides sufficiently satisfactory fitting. For all 7 interfaces, the numerically calculated \( \kappa \) in the SPC domain are almost the same (deviation < 3.0%).

The analytical and numerical results of the decay constants for the SPC and the VPC with 7 different tripod configurations are presented in Fig. S2. The quantity \( 1/(\kappa a_0) \) represents the localization distance where the amplitude of the field reduces to \( 1/e \) of its maximum value. This distance is measured in the number of unit cells. For \( 30° < \theta < 60° \), \( \kappa \) can be calculated through \( \kappa(\theta) = \kappa(60° - \theta) \). Fig. S3 shows three examples of the \langle U \rangle distributions and the related fitting.

FINITENESS ALONG THE TRANSVERSE DIRECTION

When the photonic crystal is finite along the transverse direction (Fig. S4(a)), the exponential decay tail at the air-PTI interface causes optical energy to out-couple into free space. Therefore, the edge mode is also decaying along the longitudinal direction, because of the energy loss at the transverse directional boundaries. The edge mode can be written as,

\[
\psi(x, y) \propto \begin{cases} 
  e^{ikx}e^{-\kappa_1 y}, & \text{if } y > 0, \\
  e^{ikx}e^{\kappa_2 y}, & \text{if } y < 0
\end{cases}
\]  

(S11)

Qualitatively, \( \kappa_x \) should be negatively correlated with \( \kappa_2 \), because the more rapid the mode decays along the \( \hat{y}' \)-direction, the less energy tunnels into the free space, causing more energy to propagate along the \( \hat{x} \)-direction. Quantitatively, however, because the out-coupling efficiency at the air-PTI interface depends on the geometrical detail of the PTI and the nature of the electromagnetic wave, without knowing the exact boundary condition, one cannot calculate \( \kappa_x \). Therefore, we find \( \kappa_x \) through fitting an exponential decay curve to the COMSOL-calculated time-averaged energy density data of the edge mode along the longitudinal direction (Fig. S4(b)). For all 7 different tripod angle configurations, the inverse of \( \kappa_x \) is measured in the number
FIG. S4. (a) The SPC-VPC interface. Both PTIs are finite along the $\hat{y}$-direction. The edge mode (represented in orange) out-couples to free space at the air-PTI interface, resulting in energy loss. (b) The finite SPC-VPC interface used in COMSOL simulation. The blue line represents the $\hat{x}$-direction, where the energy density data is taken. In this setup, the tripod angle $\theta = 45^\circ$.

Then, we investigate the relation between $\kappa_1$ and $\kappa_x$. This relation cannot be derived with merely analytical approaches without knowing the exact boundary conditions. Therefore, we first consider two extreme cases ($\kappa_1 \to \infty$ or 0) and then choose a proper function to fit in the ($\kappa_1, \kappa_x$) data for the 7 different tripod orientations.

For the first case, $\kappa_1 \to \infty$, the exponential decay tail into the VPC domain is infinitely short, so, at the air-VPC interface, the amount of energy tunneled into the free space is zero. Meanwhile, at the air-SPC interface ($y = +4\sqrt{3}a_0$), the field amplitude decays to $e^{-4\sqrt{3}a_0\kappa_2}$ of its original value. Because $e^{-4\sqrt{3}a_0\kappa_2} \ll 1$ and the edge mode does not have a real-valued momentum along the $-\hat{y}$-direction, negligible amount of energy tunnels at the air-QSH interface. Overall, when $\kappa_1 \to \infty$, the energy loss into the free space is negligible, so the edge mode does not attenuate along the longitudinal direction, i.e., $\kappa_x \not\to 0$.

For the second case, $\kappa_1 \to 0$, the edge mode is a plane wave in the QVH domain ($y < 0$ half-plane). Though the wave amplitude does not decay for $y < 0$, the edge mode does not have a real-valued momentum along the $-\hat{y}$-direction, so the out-coupling at the air-QVH interface does not consume all the energy of the edge mode, i.e., is finite. Meanwhile, at the air-QSH interface, the energy loss is still negligible. Overall, when $\kappa_1 \to 0$, the energy loss efficiency along the transverse direction is not 100%, so the edge mode still has a finite attenuation along the longitudinal direction, i.e., $\kappa_x \not\to \infty$.

Concluding the two extreme cases, we find that the relation between $\kappa_1$ and $\kappa_x$ should satisfy,

$$\lim_{\kappa_1 \to \infty} \kappa_x \to 0 \quad \text{and} \quad \lim_{\kappa_1 \to 0} \kappa_x \to \kappa_x^0, \quad \kappa_x^0 \in \mathbb{R}_+.$$  \hspace{1cm} (S12)

A function that satisfies Eq. (S12) is $\kappa_x = \kappa_x^0 e^{-t\kappa_1}$. The fitted function is plotted in Fig. S5(b).
SEMI-ANALYTICAL ESTIMATION OF THE RATIO BETWEEN THE ENERGY RECEIVED AT THE TWO PORTS

To estimate the ratio between the received energy at the two ports with semi-analytical techniques, we consider the interface between two continuums (Fig. S6), which mimics our PTI structure. Assuming the wave at point $x_0$ is

$$\psi(x_0, y) = \begin{cases} A e^{(ik-\kappa)x_0} e^{-ky}, & \text{for } y > 0, \\ A e^{(ik-\kappa)x_0} e^{ky}, & \text{for } y < 0, \end{cases}$$ (S13)

we can write the wave amplitude along the interface section 1, 2, and 3 in Fig. S6(a) as,

$$\psi_{sec 1}(l_1) = A e^{(ik-\kappa)(3.5a_0-x_0-l_1/2)} e^{-\sqrt{3}/2\kappa l_1},$$
$$\psi_{sec 2}(l_2) = A e^{(ik-\kappa)(3.5a_0+x_0+l_2/2)} e^{-\sqrt{3}/2\kappa l_2},$$
$$\psi_{sec 3}(l_3) = A e^{(ik-\kappa)(x_0+l_3)} e^{-7\sqrt{3}/2\kappa a_0},$$ (S14)

where section 1 and 2 constitute “transmission” and 3 is “tunneling”. We have omitted the time-harmonics term $e^{-i\omega t}$, because it contributes 1 to the modulus square. We evaluate $\int dl |\psi|^2$ at the interface sections 1, 2, and 3.

$$\int dl |\psi|^2 = \begin{cases} \int_0^{a_0} dl_1 |\psi_{sec 1}(l_1)|^2 = |A|^2 e^{-\kappa_0(2a_0+7a_0)} \frac{1-e^{-6a_0(\kappa_0-\sqrt{3}\kappa_0)}}{-\kappa_0 + \sqrt{3}\kappa_0}, & \text{for section 1}, \\
\int_0^{a_0} dl_2 |\psi_{sec 2}(l_2)|^2 = |A|^2 e^{-\kappa_0(2a_0+7a_0)} \frac{1-e^{-6a_0(\kappa_0+\sqrt{3}\kappa_0)}}{-\kappa_0 + \sqrt{3}\kappa_0}, & \text{for section 2}, \\
\int_0^{a_0} dl_3 |\psi_{sec 3}(l_3)|^2 = |A|^2 e^{-2\kappa_0a_0-7\sqrt{3}\kappa_0a_0} \frac{1-e^{-12\kappa_0a_0}}{2\kappa_0}, & \text{for section 3}. \end{cases}$$ (S15)

For the spin up and valley $K'$ polarization, the semi-analytical description of the energy received at ports $C$ and $B$ are,

$$W_C = \eta_{\uparrow K} W_{tr} + \eta_{\uparrow K'} W_{tr}, \quad W_B = \eta_{\uparrow K} W_{tr} + \eta_{\uparrow K'} W_{tr}, \quad \text{for } 0^\circ < \theta < 30^\circ, \quad W_C = \eta_{\uparrow K} W_{tr} + \eta_{\uparrow K'} W_{tr}, \quad W_B = \eta_{\uparrow K} W_{tr} + \eta_{\uparrow K'} W_{tr}, \quad \text{for } 30^\circ < \theta < 60^\circ,$$ (S16)

where $W_{tr} \propto \int_{sec 1} |\psi|^2 + \int_{sec 2} |\psi|^2$ and $W_{tr} \propto \int_{sec 3} |\psi|^2$ are the transmitted and tunneled energy. $\eta_{\uparrow K'} (\eta_{\uparrow K})$ is the excitation efficiency for the $\Psi_{\uparrow K'} (\Psi_{\uparrow K})$ TREK state:

$$\eta_{\uparrow s} \propto |\mathbf{d} \cdot \mathbf{E}^{\uparrow s}(\omega, \mathbf{r})|^2,$$ (S17)

where $s = \uparrow, \downarrow$ and $v = K, K'$. $\mathbf{d}$ is the electric dipole moment, and $\mathbf{E}^{\uparrow s}(\omega, \mathbf{r})$ is the electric field profile of the eigenmode $\Psi_{\uparrow s}$ at frequency $\omega$ and position $\mathbf{r}$. In our setup, the dipole is $\hat{z}$-directional. Therefore, the excitation efficiency can be simplified as,

$$\eta_{\uparrow s} \propto |E_{\uparrow s}^{\uparrow}(\omega, \mathbf{r})|^2.$$ (S18)

EXCITATION EFFICIENCY OF THE ANTENNA SOURCE

The excitation efficiency ratio $\eta_{\uparrow K'}/\eta_{\uparrow K}$ (or $\eta_{\uparrow K}/\eta_{\uparrow K'}$) can be considerably high if an ideally small source is used. For example, at the spot marked by the magenta arrow in Fig. S7(a), $\eta_{\uparrow K'}/\eta_{\uparrow K} \equiv |E_{\uparrow K'}^1|^2 / |E_{\uparrow K}^1|^2 \approx 1 \times 10^4$, indicating that the $K'$ valley-polarized state can be excited by a $\hat{z}$-directional electric dipole with significantly high preference. With a $\hat{z}$-directional electric dipole placed at the marked position in Fig. S7(b), $\eta_{\uparrow K'}/\eta_{\uparrow K} \equiv |E_{\uparrow K'}^1|^2 / |E_{\uparrow K}^1|^2 \approx 4 \times 10^4$, and the $K$ valley-polarized state can be excited with significantly high preference.

To carefully estimate the excitation efficiency of the current probe used in our microwave experiments, we calculate the excitation efficiency of a current source with distribution $\mathbf{J}(\mathbf{r})$. The excited field amplitude $A$ satisfies $A \propto \int_{\mathcal{V}} \mathbf{E}(\mathbf{r}) \cdot \mathbf{J}(\mathbf{r}) d\mathcal{V}$, where $\mathbf{E}(\mathbf{r})$ is the electric field distribution of the excited eigen mode. The excitation efficiency satisfies $\eta \propto |A|^2$. A $\hat{z}$-directional current segment can be represented as

$$\mathbf{J}(\mathbf{r}) = j_0 \delta(x-x_0) \delta(y-y_0) [\Theta(z-l_0/2) - \Theta(z+l_0/2)] \hat{z},$$ (S19)

where $\Theta(z)$ is the Heaviside step function.

To take into consideration possible slight misalignments happened in experiment, we let the current segment be slightly and randomly tilted and rotated. Also, its mid-point is deviated from the designed position with a small, random deviation (see Fig. S8 for details). We vary the antenna length and perform this numerical procedure to study how the excitation ratio depends on the antenna length. The result is shown in Fig. S8(c). Generally, a longer antenna provides a slightly higher excitation ratio.
FIG. S6. Schematic diagrams of the TREK states propagating in the PTI structure. (a) The $\Psi^{sK'}$ state. (b) The $\Psi^{sK}$ state. For the $\Psi^{sK}$ state, the coordinates in Eq. S13 are changed: $x \to -y'$, $y \to -x'$.

FIG. S7. The ratio between the electric fields of the $K$ and $K'$ valley-polarizations for (a) $\hat{z}$-directional components, (b) $\hat{x}$-directional components. The plane is at $z = 0$.

FIG. S8. (a) Current segment (red line) in the SPC$^+$-SPC$^-$ waveguide, functioning as an excitation source. (b) The current segment of length $l$ is slightly tilted and rotated. The azimuthal angle $\zeta$ and polar angle $\xi$ that satisfy $0 < \zeta < 2\pi$ and $0 < \xi < \pi/18$ are uniformly distributed random variables. The mid-point of the current segment is deviated by $\delta r$ along $x$, $y$, and $z$ directions from the position labeled by the green cross [corresponding to the position in main text Fig. 2(a)], where $\delta r$ is a random number satisfying $-0.05a_0 < \delta r < 0.05a_0$, ($0.05a_0 \approx 1.8\text{mm}$ in the microwave experiment.) (c) The calculated excitation ratio of such random antennae with different lengths $l$. Each point is the result averaged over 100 random antennae of the same length.
FIG. S9. The manufactured structure used in experiment. (a) tripod angle \( \theta = 0^\circ \), corresponding to \( \Delta \tau > 0 \); (b) tripod angle \( \theta = 60^\circ \), corresponding to \( \Delta \tau < 0 \). The aluminum rods of the \( \Delta \tau < 0 \) SPC are not shown, because they are assembled on the top plate which is lifted for visualization. The structure is surrounded by electromagnetic wave absorbers to eliminate the undesired reflection caused by the external metallic structure.

FIG. S10. The semi-analytical model links the projections \( |\langle \Psi^{\uparrow K'} | \Phi \rangle|^2 \) and \( |\langle \Psi^{\uparrow K} | \Phi \rangle|^2 \) with the measurement results \( W_B \) and \( W_C \).

THE EXPERIMENTAL SETUP

Fig. S9 shows the structure used in the microwave experiment. The aluminum tripods used to build the VPC are fabricated using wire electrical discharge machining. Two pieces of structural foam (ROHACELL 51HF) are used to support the tripods between the two parallel plates. Another piece of structural foam with laser-cut holes is used for precisely locating the position and the directional angle of every tripod. The source is a 23mm long, \( \hat{z} \)-directional antenna.

We use a vector network analyzer (Keysight N5222A) to perform the measurement. Each set of measurement contains 257 transmission spectra taken at uniformly spaced positions \( r_i \) along periphery B or C of structure. To calculate the total amount of detected energy at a port, we sum \( |S_{21}(r_i)|^2 \) over all \( r_i \) along that periphery. The detect antenna is mounted on a motor-driven Velmex BiSlide rail. Electromagnetic wave absorbers are attached to one side of the rail to prevent reflection from the metallic surface.

EMBEDDING INFORMATION IN VALLEY-POLARIZED LIGHT

Any arbitrary spin-up state in the SPC\(^+\)-SPC\(^-\) waveguide can be written as \( \Phi = \cos(\alpha/2)\Psi^{\uparrow K} + e^{i\beta} \sin(\alpha/2)\Psi^{\uparrow K'} \). This state can represent the bit \( (\cos \alpha/2, e^{i\beta} \sin \alpha/2)^T \). To decode the information represented by \( \Phi \), one needs to measure the following two projections,

\[
|\langle \Psi^{\uparrow K'} | \Phi \rangle|^2 = \cos^2(\alpha/2) \quad \text{and} \quad |\langle \Psi^{\uparrow K} | \Phi \rangle|^2 = \sin^2(\alpha/2).
\]
However, because the topological band gap of the photonic crystal only spans a finite frequency range, the waveguide modes tunnel along the transverse direction. Additionally, in most practical scenarios, the size of the structure is limited. Consequently, the tunneling can compromise the measurement of the two projections, for example, when $30^\circ < \theta < 60^\circ$, $W_B/(W_B + W_C) \neq |\langle \Psi^{tK'} | \Phi \rangle |^2$ and $W_C/(W_B + W_C) \neq |\langle \Psi^{tK} | \Phi \rangle |^2$.

With the semi-analytical model (Eq. S16), one can calculate $|\langle \Psi^{tK'} | \Phi \rangle |^2$ and $|\langle \Psi^{tK} | \Phi \rangle |^2$ from the experimentally measured quantities $W_B$ and $W_C$, the localization distance $L_{loc}$, and the structural dimension (Fig. S10). Hence, this problem can be resolved without an ideally large photonic crystal.
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