A correspondence between the multifractal model of turbulence and the Navier-Stokes equations
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Abstract

The multifractal model of turbulence (MFM) and the three dimensional Navier-Stokes equations are blended together by applying the probabilistic scaling arguments of the former to a hierarchy of weak solutions of the latter on periodic boundary conditions. This process imposes a lower bound on both the multifractal spectrum \( C(h) \), which appears naturally in the Large Deviation formulation of the MFM, and on \( h \) the standard scaling parameter. These bounds respectively take the form: (i) \( C(h) \geq 1 - 3h \), which is consistent with Kolmogorov’s four-fifths law; and (ii) \( h \geq -\frac{2}{3} \). The latter is significant as it prevents solutions from approaching the Navier-Stokes singular set of Caffarelli, Kohn and Nirenberg.

1 Introduction

In a volume in which a significant number of papers are devoted to turbulent intermittency, it is a moot question whether any correspondence exists between the results derived from fractal theories of turbulence and those derived using the theory of weak solutions of the Navier-Stokes equations. The former uses the methods of fractal physics to determine the statistically steady behaviour of homogeneous, isotropic flows, while the latter uses Sobolev estimates of norms of the velocity field and its derivatives, spatially averaged in a periodic cube, to determine the long-time behaviour of Navier-Stokes solutions. Before studying this correspondence, a brief and mainly descriptive summary of both ideas are given in the rest of this section and the whole of §2.

Kolmogorov’s 1941 theory, widely known as K41, deals with homogeneous, isotropic flows by using structure function and scaling methods [1]. We begin with the incompressible Euler equations, which are invariant under the scaling transformation

\[
x' = \lambda^{-1} x, \quad t' = \lambda^{h-1} t, \quad u' = \lambda^{-h} u, \tag{1.1}
\]

for any value of \( h \). For some point \( x \) in a homogeneous, isotropic flow a sphere of radius \( r \) is drawn. Then the scaling in (1.1) suggests that the \( p \)-th order velocity structure function \( S_p \) should scale like [1]

\[
S_p(r) = \langle |u(x + r) - u(x)|^p \rangle_{st.av.} \sim r^{hp}. \tag{1.2}
\]
K41 showed that the value of $h$ should be fixed at $h = \frac{1}{3}$ to ensure that the energy dissipation rate $\varepsilon$ is homogeneous in space and time. Thus we have $S_p \sim r^{\beta/3}$. When $p = 3$ an exact relation is recovered where the right hand side of (1.2) is equal to $-\frac{4}{3} \varepsilon r$, with an $O(\nu)$ Navier-Stokes correction. This is called Kolmogorov’s four-fifths law \[1\].

Parisi and Frisch \[7\] then introduced an argument that relaxes the enforcement of the value $h = \frac{1}{3}$ to allow a continuous spectrum of exponents $h$, based on the scale invariance (1.1), provided the energy dissipation rate $\varepsilon$ is constant “on the average”. Exactly what this average means is determined by the introduction of $P_r(h)$, the probability of observing a given scaling exponent $h$ at the scale $r$. In the multifractal model’s original formulation $P_r(h)$ was computed by assuming that each value of $h$ belongs to a given fractal set of dimension $D(h)$ \[17\]. As explained in a set of lecture notes by Eyink \[3\] (see also \[14\]) a more precise mathematical definition can be established by using Large Deviation Theory. In this formulation $P_r(h)$ is chosen as

$$P_r(h) \sim r^{C(h)}, \quad (1.3)$$

where $C(h)$ is called the multi-fractal spectrum and has encoded within it all the properties of intermittency in the flow. The structure functions $S_p(r)$, instead of taking their K41-form as in (1.2) with $h = \frac{1}{3}$, are now expressed as

$$S_p(r) \sim r^{\zeta_p}, \quad (1.4)$$

$$\zeta_p = \inf_{h} \left[ hp + C(h) \right]. \quad (1.5)$$

The relation $\zeta_3 = 1$, corresponding to Kolmogorov’s four-fifths law, then leads to the constraint $C(h) \geq 1 - 3h$, equality being reached for a monofractal. In this case the equality $C(h) = 1 - 3h$, combined with the condition $\zeta_3 = 1$, results in $h = \frac{1}{4}$ with probability one. For the more general case where the inequality is strict, a whole family of exponents $h$ can be found with non-zero probability. The value $\zeta_3 = 1$ is achieved for an exponent $h$ shifted from $\frac{1}{3}$, which is the hallmark of intermittency. Altogether, this picture has been named the “multifractal” approach to intermittency in turbulence.

By blending the probabilistic scaling ideas of the MFM into the weak solution formulation of the Navier-Stokes equations on periodic boundary conditions, including the effect of derivatives to arbitrarily high order, it is shown in \[3\] that the lower bound

$$C(h) \geq 1 - 3h, \quad (1.6)$$

still holds. Thus the consistency with the four-fifths law holds for arbitrarily high derivatives. This is the first of the two main results of the paper. The second is the existence of a lower bound on $h$

$$h \geq (1 - d)/3, \quad (1.7)$$

which becomes $h \geq -\frac{2}{3}$ when $d = 3$. This is discussed in \[4\] and is of crucial importance: there it is suggested that bounding $h$ away from its Leray value of $h = -1$ prevents solutions from approaching the Navier-Stokes singular set of Caffarelli, Kohn and Nirenberg as $r \to 0 \quad [15]$.  

\[1\] Some of these arguments were anticipated by Onsager in 1949 \[2,3\] who posed the question whether energy is conserved in the Euler equations if the data is very rough. Using heuristic arguments he postulated that $h = \frac{1}{4}$ is the critical value below which energy conservation does not occur. For modern work on this problem see \[4,6\].

\[2\] In its original interpretation \[1,3,7\] in a $d$-dimensional spatial domain, $C(h)$ corresponds to the co-dimension of the fractal set, with a fractal dimension $D(h) = d - C(h)$. The subtle difference is that in the Large Deviation interpretation \[3,14\], it is theoretically possible to have $C(h) \geq d$. In \[3\] it is shown that this is indeed the case.
2 Weak solutions and length scales of the Navier-Stokes equations

2.1 Weak solutions of the three-dimensional Navier-Stokes equations

Consider a divergence-free velocity field \( u(x, t) \) evolving according to the Navier-Stokes equations \([16–21]\)

\[
(\partial_t + u \cdot \nabla) u + \nabla p = \nu \Delta u + f(x),
\]

on a three-dimensional periodic domain \( V = [0, L]^3_{\text{per}} \), with \( \nu \) as the viscosity and \( f \) is an \( L^2 \)-bounded forcing. We define a doubly-labelled set of norms in dimensionless form

\[
F_{n,m}(t) = \nu^{-1} L^{1/\alpha_{n,m}} \|\nabla^n u\|_{2m},
\]

for \( 1 \leq n < \infty \) and \( 1 \leq m \leq \infty \), where

\[
\|\nabla^n u\|_{2m} = \left( \int_V |\nabla^n u|^{2m} dV \right)^{1/2m}.
\]

The \( \alpha_{n,m} \) in the exponents of \( L^{1/\alpha_{n,m}} \) in (2.2) are defined by

\[
\alpha_{n,m} = \frac{2m}{2m(n+1) - 3}.
\]

This factor ensures that the \( F_{n,m} \) are dimensionless. In addition to the invariant Euler scalings on \( (x, t, u) \) in (1.1), a rescaling of \( \nu \) is required for Navier-Stokes invariance:

\[
x' = \lambda^{-1} x; \quad t' = \lambda^{h-1} t; \quad u' = \lambda^{-h} u; \quad \nu' = \lambda^{-(h+1)} \nu.
\]

It can then be directly verified that the \( F_{n,m}(t) \) defined in (2.2) are invariant under the scale invariance property (2.5) for every finite value of the dimensionless parameter \( \lambda \neq 0 \) and of \( h \). This invariance at every length and time scale in the flow makes the set of \( F_{n,m} \) invaluable as a tool for investigating a cascade of energy through the system. The higher derivatives, labelled by \( n \), are sensitive to ever finer length scales in the flow while higher values of \( m \) pick out the larger spikes, with the \( m = \infty \) case representing the maximum norm.

Before continuing, it is necessary to make a remark about the distinction between the angled brackets \( \langle \cdot \rangle_{\text{st.av.}} \) that denote a statistical average in K41 theory and the angled brackets \( \langle \cdot \rangle_T \) that denote a time average up to time \( T > 0 \) in the time-evolving Navier-Stokes equations. The latter pair of brackets are defined by

\[
\langle \cdot \rangle_T = T^{-1} \int_0^T \cdot dt.
\]

This is used initially in the definition of a space-time averaged velocity \( U \) that appears in the Reynolds number \( Re \). Their definitions are

\[
L^3 U^2 = \langle \|u\|_2^2 \rangle_T \quad \text{and} \quad Re = U L \nu^{-1}.
\]

As defined in (2.7), the Reynolds number \( Re \) is the response of the system to the forcing \( f(x) \). How this is related to both the Grashof number \( Gr \) through \( \|f\|_2 \), and to \( Re \) itself is explained in \([20, 22]\). Using both (2.6) and (2.7) the first result to note in this paper is that there exists a bounded, weighted, double hierarchy of their time averages proved in \([22]\):
**Theorem 1.** For $n \geq 1$ and $1 \leq m \leq \infty$, on periodic boundary conditions, weak solutions of the three-dimensional Navier-Stokes equations obey

$$\langle F_{\alpha n,m} \rangle_T \leq c_{n,m} Re^3 + O \left( T^{-1} \right),$$

where the $c_{n,m}$ are a set of constants.

Note that for $n = m = 1$ we have the correctly bounded energy dissipation rate for the standard three-dimensional Navier-Stokes equations, from which one can easily obtain a $Re^{3/4}$ bound on the inverse Kolmogorov length $L\lambda^{-1}_k$. As noted in [22], Theorem 1 in its fullest form encapsulates all the known Leray-type weak solution results in Navier-Stokes analysis which are distributional in nature but not unique [16–21]. In [22] it was also shown that to prove full regularity (existence and uniqueness of solutions) we would need to prove that

$$\langle F_{\alpha n,m}^{2} \rangle_T < \infty.$$  (2.9)

While this remains an open problem, there is no evidence that any bounds with the factor of 2 in the exponent exist.

### 2.2 A hierarchy of Navier-Stokes length scales

To extract a definition of a set of length scales from the three-dimensional Navier-Stokes equations consider the semi-norm

$$H_{n,m} = \int_V |\nabla^n u|^{2m} dV.$$  (2.10)

Using dimensional analysis we define a set of $t$-dependent length-scales $\{\lambda_{n,m}(t)\}$ such that

$$\lambda_{n,m}^{-2m(n+1)+3} \nu^{2m} = \left( \frac{L}{\lambda_{n,m}} \right)^{-3} H_{n,m}.$$  (2.11)

The re-scaled inverse volume $L^{-3}$ on the right hand side is inserted to be sure that (2.11) gives the correct definition of the Kolmogorov length when $m = n = 1$. Solving (2.11) for $\lambda_{n,m}$ gives

$$\left( L\lambda_{n,m}^{-1} \right)^{n+1} = F_{n,m}.$$  (2.12)

where $\alpha_{n,m}$ is defined in (2.4). This enables us to use Theorem 1 to obtain [22]:

**Lemma 1.** When $n \geq 1$ and $1 \leq m \leq \infty$ the $\lambda_{n,m}^{-1}(t)$ satisfy the time averages

$$\langle (L\lambda_{n,m}^{-1})^{(n+1)} \rangle_T \leq c_{n,m} Re^3 + O \left( T^{-1} \right).$$  (2.13)

Because $(n + 1)\alpha_{n,m} > 1$, a Holder inequality applied to the left hand side of (2.13) then gives

$$\langle L\lambda_{n,m}^{-1} \rangle_T \leq c_{n,m} Re^{\frac{3}{n+1}\alpha_{n,m}} + O \left( T^{-1} \right).$$  (2.14)

The exponent on upper bound on the right hand side of (2.14) has a finite limit:

$$\lim_{n,m \to \infty} \frac{3}{n+1}\alpha_{n,m} \to 3,$$  (2.15)

thus suggesting that both Richardson and Kolmogorov were correct in their assumption that viscosity finally halts the cascade process: see the discussion in [23].
2.3 A Navier-Stokes result in integer \( d \) dimensions

In [23] it has been shown how the results of Theorem 1 can be generalized to a \( d \)-dimensional domain\(^4\) for integer values \( d = 1, 2 \) and 3. This involves a generalization of the results of Theorem 1 where \( F_{n,m,d} \) is now defined as

\[
F_{n,m,d} = \nu^{-1} L^{1/\alpha_{n,m,d}} \| \nabla^n u \|_{2m},
\]

(2.16)

together with a more general definition of \( \alpha_{n,m} \) which is now called \( \alpha_{n,m,d} \)

\[
\alpha_{n,m,d} = \frac{2m}{2m(n + 1) - d}.
\]

(2.17)

The \( F_{n,m,d} \) possess the same invariance properties as \( F_{n,m} \) in (2.2) [23].

Theorem 2. For \( d = 2, 3 \), and for \( n \geq 1 \) and \( 1 \leq m \leq \infty \)

\[
\left\langle F_{n,m,d}^{(4-d)\alpha_{n,m,d}} \right\rangle_T \leq c_{n,m,d} \text{Re}^3.
\]

(2.18)

For \( d = 1 \) the same result holds for Burgers’ equation.

It should be stressed that there are no currently available methods that enable such a result to be proved for non-integer values of \( d \). This issue will be discussed at greater length in §5.

3 Lower bounds on \( h \) and \( C(h) \)

A correspondence between multifractal theory and the Navier-Stokes equations is more appropriate for the stage when \( T \) in the time averages \( \langle \cdots \rangle_T \) in (2.14) and (2.18) is large enough such that a Navier-Stokes turbulent flow has reached the fully developed stage. Multifractal theory enables us to obtain the scaling of \( H_{n,m} \), defined in (2.10), as a function of \( \nu \) (in the limit \( \nu \to 0 \)) via an \( h \)-dependent dissipation length scale \( \eta_h \) defined as that scale at which the local Reynold number \( (\delta u)\ell/\nu = 1 \) [10, 11]. As explained in [14], this separates the scales into two domains; a self-similar domain where \( \delta u \sim \ell^h \) for \( \ell > \eta_h \) and a laminar domain where \( \delta u \) is regular for \( \ell < \eta_h \). Thus a balance occurs when

\[
\eta_h \sim \nu^{\frac{1}{1+n}}.
\]

(3.1)

Moreover, in the laminar domain, \( \delta u \) can be Taylor-expanded, resulting in \( \delta u \approx \ell |\nabla u| \). Matching with the self-similar domain at \( \eta_h \) then provides the scalings

\[
|\nabla u| \sim \eta_h^{h-1}, \quad \text{and} \quad |\nabla^n u|_{2m} \sim \eta_h^{2m(h-n)}.
\]

(3.2)

Then, forming the correspondence

\[
L^{-3} \int_V |\nabla^n u|_{2m} dV \leftrightarrow \int_{\eta_h^{2m(h-n)}} P_{\eta_h}(h) dh,
\]

(3.3)

and using the scalings \( \eta_h \sim \nu^{1/(1+n)} \) and \( H_{n,m} \sim L^3 \nu^{\chi_{n,m}} \), in the limit \( \nu \to 0 \), we obtain

\[
\chi_{n,m} = \min_h \left( \frac{2m(h + 1) + C(h) - 2m(n + 1)}{1 + h} \right).
\]

(3.4)

\(^4\)In [23] the letter \( D \) was used as the dimension of the spatial domain. Here we use \( d \) to avoid confusion with the fractal dimension \( D(h) \) in multifractal theory.
Using the definition of $F_{n,m}$ in (2.2) and comparing this with eq. (2.12), we therefore obtain

$$\lambda_{n,m}^{-1} \sim \nu^\frac{\chi_{n,m}}{2m-1}. \quad (3.5)$$

Inserting this estimate into (2.14) of Lemma 1 and comparing powers of $\nu$, in the limit $\nu \to 0$, leads to the condition

$$\frac{\chi_{n,m}}{2m} - 1 \geq -\frac{3}{\alpha_{n,m}}. \quad (3.6)$$

In dimension $d$, the value of $\chi_{n,m}$ does not change and we have the more general condition

$$\frac{\chi_{n,m}}{2m} - 1 \geq -\frac{3}{(d-2)(\alpha_{n,m})}, \quad (3.7)$$

Developing eqs. (3.4) and (3.7) leads to

$$C(h) \geq 2m(n+1) \left(1 - \frac{3(1+h)}{4-d}\right) + \frac{3d(1+h)}{4-d}, \quad \forall(n,m) \geq 1. \quad (3.8)$$

In the limit $(n,m) \to \infty$ the right hand side of equation (3.8) goes to infinity, unless $h \geq (1-d)/3$, which means that the only scaling exponents that have a nonzero probability are those greater than

$$h_{min} = (1-d)/3. \quad (3.9)$$

When $d = 3$ we have the lower bound

$$h \geq -2/3, \quad (3.10)$$

the consequences of which will be discussed in §4.

Returning to (3.8), for any $h \geq h_{min}$, the sharpest bound on $C(h)$, uniform in $n, m$ comes from the values $m = n = 1$, leading to

$$C(h) \geq 1 - 3h, \quad \text{with} \quad C(h_{min}) \geq d. \quad (3.11)$$

The result $C(h_{min}) \geq d$ looks unusual but has a very low probability of occurrence. It is indeed one of the features allowed by Large Deviation Theory [3].

The first inequality in (3.11) is the same as that derived from the four-fifths law [14]. The second inequality $C(h_{min}) \geq d$ also provides a bound on the probability of observing the smallest exponent which has a very low probability of occurrence [15]. Note that that for $d = 3$, the condition for $n = m = 1$ reflects the fact that the energy dissipation is bounded, as stressed in [23]. Thus, we can say that while the hierarchy of bounds derived in Theorem 1 gives a lower bound on $h$, which is expressed in (3.9), the lower bound $C(h)$ in (3.11) is no better than that derived from the four-fifths law. We see also that the exponent corresponding to Leray scaling, namely $h_{min} = -1$, is only achieved at the singular dimension $d = 4$. All the constraints on the multifractal spectrum are assembled in Fig. [1]. Thanks to this, we can also place it in context the classical multifractal models, such as the log-normal model [24].

\[C(h) = (h - 1/3 - 3h/2)^2/2b, \quad (3.12)\]

Paladin and Vulpiani [10,11] introduced the idea of an $h$-dependent dissipation scale $\eta_h$ such that $L_{eta}^{-1} \sim R_{e}^{(1+h)}$. Comparing this with the estimate in (2.12) requires the assumption that their Reynolds number $R_e$ is equivalent to $Re$ of (2.7). Assuming this, we have $3(1+h) = (4-d)(n+1)\alpha_{n,m,d}$. Given that $m, n$ vary across the ranges $1 \leq m \leq \infty$ and $n \geq 1$ we end up with $(1-d)/3 \leq h \leq \frac{1}{2}$, which is consistent with (3.9).
4/5th law & Theorem 1

Theorem 1

Figure 1: The figure is compiled from the various constraints, including $C(h) \geq 1 - 3h$, and displays the admissibility range of the multifractal spectrum when $d = 3$. The yellow zone left of the vertical dotted line is excluded as a result of Theorem 1. The red zone below the horizontal continuous line is excluded as a result of normalization of $C(h)$ [14]. The green zone below the black dashed-dotted line is excluded as a result of both Theorem 1 and the four-fifths law. A few classical models that fit turbulence measurements for $d = 3$ are also shown: blue dotted line: log-normal model with $b = 0.045$ [14]; red dashed line: log-Poisson model with $\beta = 2/3$ [25].

and the log-Poisson model [12, 25]

$$C(h) = -\frac{2\beta - 3h - 1}{\ln(\beta)} \left[ 1 - \ln \left( \frac{2\beta - 3h - 1}{2 \ln \beta} \right) \right], \quad (3.13)$$

both of which are plotted in Fig. 1.

4 Singularities or no singularities? The CKN singular set

In their influential paper, Caffarelli, Kohn and Nirenberg [15] developed the work of Scheffer [26–28] by showing that for suitable weak solutions of the three-dimensional Navier-Stokes equations, the singular set in space-time has zero one-dimensional Hausdorff measure. We shall refer to this as the CKN singular set.

The scaling invariance (1.1) plays a significant role in their proof which uses the technical innovation of covering the CKN set with space-time parabolic cylinders instead of Euclidean balls. Of particular interest is their result [6] which shows that in the limit $r \to 0$, as solutions approach the CKN singular set, the velocity field $u$ must obey

$$|u| > cr^{-1}, \quad \text{as} \quad r \to 0, \quad (4.1)$$

where $r^2 = (x - x_0)^2 + \nu (t - t_0)$ is the distance from a suitably chosen point $(x_0, t_0)$ on the axis of a space-time parabolic cylinder. The $r^{-1}$ lower bound in (4.1) can be interpreted as a minimal rate of approach to the CKN singular set for which the corresponding value of $h$ is $h = -1$. This suggests that the lower bound $h = -\frac{d}{4}$ given in (3.10) prevents solutions from approaching this set. An alternative and more general way of expressing this result in $d$-dimensions is to say that for any $d < 4$, which implies that $h_{\text{min}} = \frac{1}{4}(1 - d) > -1$, the Leray scaling exponent $h = -1$ has no probability of occurrence. It should be stressed that this is not a rigorous proof of Navier-Stokes regularity for $d = 3$: the lower bound $h_{\text{min}}$ in (3.9) has its origin in the application of the MFM and the dissipation length scale $\eta_h$ to the Navier-Stokes equations. This is a collective result derived from blending the two models together. Nevertheless,

\footnote{See Corollary 1 to Proposition 1 in §1 of [15].}
to a physicist it is highly suggestive that Navier-Stokes singularities are prohibited on periodic boundary conditions. There are parallels with the case of the three dimensional Euler equations, where the formation of a singularity seems to be plausible for flows with boundaries \[29\], but are still elusive for the case with periodic boundary conditions.

5 Conclusion

The power of the multifractal method lies in the fact that a spread of values of the parameter \( h \) are employed. Whereas the discussion so far has been restricted to the lower bounds on \( h \) and \( C(h) \), now we wish to discuss the physical manifestations of these bounds. In its original formulation there exists a fractal dimension \( D(h) \) for each value of \( h \) \([1,3]\). Is there a parallel with the Navier-Stokes equations operating over an equivalent range of dimensions? Before addressing this question, at this stage it is worth considering the implications of the many numerical simulations performed on the three-dimensional Navier-Stokes equations \([30–41]\). The contours of the dissipation or strain fields are typically displayed in a cube and all have similar features; at intermediate times flattening occurs producing pancake-like structures, followed by the roll-up of these quasi-two-dimensional objects into quasi-one-dimensional, stretched filaments. Depending on both the initial conditions and the Reynolds number, this process may undergo repetition at a local level. Nevertheless, the trend towards filamentation is universal as the turbulence becomes more fully developed. The dimension of the set(s) on which dissipation accumulates appears to drop from 3 down to 1 and even below that as the filaments themselves begin to break down.

To put this in its historical context, the idea has lingered for many years that Navier-Stokes solutions might accumulate on an attractor embedded in the full domain-space whose dimension is less than 3. A simple finite dimensional example would be the Lorenz equations whose attractor, embedded in 3-dimensional phase space, has a box-counting dimension of about 2.05. In terms of the issues addressed in this paper the equivalent question to ask is whether Theorem 2 could be true for non-integer values of \( d < 3 \)? However, given the state of current methods in rigorous Navier-Stokes analysis, there is no question of being able to prove Theorem 2 when \( d \) is not an integer. Although this idea cannot be entirely ruled out, it is our belief that this is the wrong question to ask. Instead we prefer to look at the result in Theorem 2 in the following way. Inequality (2.18) shows how the exponent of \( F_{n,m,d} \) scales with the domain dimension \( d \). When \( n = m = 1 \), the surprising but crucial factor of \( 4 - d \) cancels to make \((4 - d)\alpha_{1,1,d} = 2\) for every value of \( d \). It also furnishes us with the correct bound on the averaged energy dissipation rate. When \( d = 2 \) we reach

\[
[(4 - d)\alpha_{n,m,d}]_{d=2} = 2\alpha_{n,m,2}.
\]  

The factor of 2 in the upper bound puts it into the category of (2.9) thereby confirming that the case \( d = 2 \) is critical for regularity. Writing out in full the exponent of \( F_{n,m,d} \), one finds that

\[
(4 - d)\alpha_{n,m,d} = \frac{2m(4 - d)}{2m(n + 1) - d},
\]  

which increases as \( d \searrow 0 \). What we do know is that an increasing exponent of \( F_{n,m,d} \) implies more, not less, regularity, which lies in the direction of increasing dissipation. In numerical simulations the apparent drop in the dimension of the sets on which vorticity or dissipation accumulates suggests that a flow may adjust itself to find the smoothest, most dissipative set on which to operate not the most singular, which is behaviour consistent with the avoidance of the singular set demonstrated in §4.
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