Target Recognition and Trajectory Planning of Apple Harvesting Robot considering Color Multimedia Image Segmentation Algorithm
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1. Introduction

The apple harvesting robot is the product of the continuous advancement of science and technology. It is a high-tech confrontation platform that stands for a kind of human wisdom and also a contest of comprehensive technology between two parties [1, 2]. The robot can make judgment on the highly complex trends in the field based on the corresponding rules so as to guide itself to make the optimal decision and then take the corresponding actions that are conducive to defeating the opponent [3]. During the contest between the two parties, the apple harvesting robot focuses closely on the vision system to carry out a comprehensive search for the related environmental information such as goals and balls. Subsequently, the laser, infrared, and other related ranging systems are used to conduct global positioning of the robot and comprehensive detection of the obstacles and then integrate the information obtained based on certain rules to form certain action instructions and demonstrate the operations accordingly [4, 5]. Hence, the requirements for real-time performance, robustness, and accuracy are very high. When the robot gradually approaches the center of the image in the center of the target fruit, it usually needs to recognize the image multiple times and implement the trajectory planning multiple times before it can accomplish the task [6]. In the past, the process of acquiring each image was actually carried out by executing a certain recognition algorithm repeatedly. The recognition time spent was usually close to almost the same. The final overall recognition time was actually the sum of the recognition time for all images [7]. In the whole harvesting process, the recognition time is an integral part. If the recognition time can be reduced, the harvesting speed of the robot can be significantly increased, and the gap between manual harvesting and machine harvesting can be further narrowed so as to improve its practical value tremendously. Therefore, in the study of this paper, the author has conducted a comprehensive application of the information relevance of the images to investigate the rapid recognition method and the corresponding trajectory planning method.

2. Rapid Recognition and Trajectory Planning Method

2.1. Image Segmentation. The reason for selecting the image segmentation method based on color features is that there is
a particularly evident color difference in the apple fruit and the background. A set of pictures of an orchard is taken in a natural environment, focusing closely on the background and apple fruit area. The background mainly refers to the branches, the sky, the green leaves, and other areas where the apple fruit is located. The values of the color factors R, G, and B are subject to comprehensive statistical and other related analyses. After statistical analysis, we can see that, regardless of the color difference R- or 2R-G-B, the apple fruit can be distinguished effectively from the background color based on its own method [8]. In normal circumstances, the R-G calculation method is not only relatively convenient, but also extremely simple. Hence, the color difference R-G is used as the color feature value in the image segmentation process of this paper. The color difference curve corresponding to R-G is shown in Figure 1.

As shown in Figure 1, we can determine the fixed threshold value and then use the value obtained to identify the corresponding fixed threshold on the fruit image. However, it is found through a large number of experiments that the segmentation method based on the fixed threshold value still has some defects. The main reason is that it is not particularly adaptable to the changes in light. On this basis, the author has applied the OTSU method, which is often referred to as the segmentation method based on the dynamic threshold value. As a dynamic threshold segmentation method, it has excellent performance. In the process of acquiring the dynamic threshold value, it is necessary to perform calculation on three aspects based on this method. The first aspect is the target class in the image, the second aspect is the background class with the minimum variance, and the third aspect is the background class with the maximum variance.

After the image segmentation is completed, there are still some relatively isolated small holes, tiny dots, and minor burrs. However, these noises can have a serious influence on the recognition. Thus, we need to take the relevant measures to eliminate the influence of the noise [9]. In this paper, we have applied the "Corrosion-remove-expansion" method effectively. First of all, the corresponding corrosion calculation is carried out, and then the image after segmentation is calculated based on a certain method. The purpose is to eliminate the target boundary point so that it can present a phenomenon of gradual inward shrinkage. Subsequently, the small area removal operation is fully applied, the purpose of which is to eliminate some remaining small areas based on the corresponding method. Finally, the expansion calculation is carried out comprehensively, the purpose of which is to expand some of the points of contact and then merge them into the target. Through the processing described above, we can segment the image into two parts: the first part is the background, and the second part is the fruit.

2.2. Identification of the Target Fruit. In the process of harvesting fruits, if a single-manipulator harvesting robot is used, it can only carry out the task in a manner of harvesting the fruits one by one. If there are multiple fruits in the image, then it is necessary to identify the target fruit to be harvested based on a certain method before the robot can complete the harvesting work successfully. The processed image needs to be marked based on the 8-domain marking method, and then the marked fruit area is selected as the basic object to obtain the two-dimensional centroid coordinates. The specific equation is shown as follows:

\[
\begin{align*}
  x &= \sum_{i,j \in \Omega} \frac{i}{n} \\
  y &= \sum_{i,j \in \Omega} \frac{j}{n}
\end{align*}
\]

where \(i\) and \(j\) are the horizontal and vertical coordinates of the pixels of the fruit image, \(N\) is the total number of pixels of the fruit image, and \(\Omega\) is the set of pixels that belong to the same fruit image.

At the same time, it is also necessary to calculate the corresponding side length. Finally, we can identify the target fruit based on the effective application of the principle that the target is the closest to the image center. The specific formula for the calculation of the distance is as follows:

\[
d = \sqrt{(x_o - x_c)^2 + (y_o - y_c)^2},
\]

where \(x_o\) and \(y_o\) are the coordinates of the centroid of the fruit and \(x_c\) and \(y_c\) are the coordinates of the center of the image.

2.3. Extraction of the Recognition Area. The target fruit information in the previous frame image has a relatively evident role. Especially for the target fruit in the next frame image, it has a relatively prominent reference role. That is to say, when the area of the next frame image is processed, we need to take the previous frame image as a basis [10]. In normal circumstances, for the purpose of acquiring the centroid coordinates of the fruit, the related work is often completed by gradually approaching the center of the image. Hence, when we complete the acquisition of the first image, the cases can often be reduced continuously through subsequent processing. After the processing described above, the image processing time will be reduced significantly, so that the overall harvesting time can be further cut, and finally the rapidness can be enhanced in the most effective way [11]. The specific steps are described as follows:

(1) For the images acquired, after we carry out certain processing by using the relevant methods, it is necessary to identify the harvesting target fruit effectively based on the principle that the fruit essence is the closest to the image center \((x_c, y_c)\). Those with their own side lengths \(l\) and \(m\) should also be identified. Finally, the coordinates at the top left corner of the minimum horizontal bounding rectangle \((x_l, y_l)\) should be determined, as shown in Figure 2.

(2) We segment the image into four areas based on a certain method, that is, areas A, B, C, and D, and...
determine which area the fruit is in through the center of the fruit and the center coordinates of the image. If it is located in area A, the coordinates \((x_t, y_t)\) and \((x_c + l/2, y_c + m/2)\) are taken as the base points to determine the rectangular processing area, and the details are shown in Figure 3; if it is located in area B, the coordinates \((x_t + l, y_t)\) and \((x_c - l/2, y_c + m/2)\) are taken as the base points to determine the rectangular processing area; if it is located in area C, the coordinates \((x_t, y_t + m)\) and \((x_c - l/2, y_c - m/2)\) are taken as the base points to determine the rectangular processing area; if it is located in area D, the coordinates \((x_t + l, y_t + m)\) and \((x_c - l/2, y_c - m/2)\) are taken as the base points to determine the rectangular processing area.

The image is acquired, and the rectangular processing area determined in step (2) is selected as the basic object. The corresponding processing is carried out based on the method in step (1). For the space beyond the area, we can fill it with white color based on the corresponding rules, and the details are shown in Figure 4. It is certain that there are also differences.

(3) It is necessary to convert the target fruit center coordinates obtained based on equation (1) by using the rectangular processing area coordinate system. The purpose is to convert it to the coordinate system of the acquired images. For the center of mass coordinates in the processing area where the target fruit is located, we can assume it to be \((x_g, y_g)\) and convert it to the corresponding coordinate system of the acquired images, and the center of mass coordinates \((x_g', y_g')\) of the target fruit can be obtained as follows:

\[
\begin{align*}
    x_g' &= \begin{cases} 
    x_g + x_t & (x_g \in A) \\
    x_g + x_c - l/2 & (x_g \in B) \\
    x_g + x_t & (x_g \in C) \\
    x_g + x_c - l/2 & (x_g \in D)
    \end{cases} \\
    y_g' &= \begin{cases} 
    y_g + y_t & (y_g \in A) \\
    y_g + y_c + m/2 & (y_g \in B) \\
    y_g + y_t & (y_g \in C) \\
    y_g + y_c - m/2 & (y_g \in D)
    \end{cases}
\end{align*}
\]

(4) It is necessary to determine the rectangular processing area in the next frame of the acquired image based on the method in step (2) and then use the method in step (3) for the related processing effectively. In this way, the continuous loop processing can be carried out until the center of mass coordinates and the coordinates of the image center are overlapped with each other.

2.4. Selection of Color Space. In the process of image processing, the commonly used color spaces, such as RGB and HSV, are diverse. For the camera input system of the vision...
system, it is necessary to adopt the CCD, and the most representative output mode is the RGB color space. In normal circumstances, if we need to segment a set of color graphics, the first choice of the method that comes to mind is often RGB [8, 12].

RGB space has very significant advantages. This advantage is that it is not only simple, but also intuitive. It does not require any conversion or classification in the process of application, and its speed is relatively high. However, it still has some defects. These defects are mainly manifested in two aspects as the following. Firstly, the RGB space is a color display space, which is not suitable for human visual characteristics in general. Secondly, if the conditions are different, the distribution of the measured RGB color values can present a scattered state. In this case, it will be difficult to determine the RGB value of a specific object. In addition, it is particularly prone to including some color objects that are not designated, and it is also possible to miss some objects that should be recognized [13]. In normal circumstances, if the positions are different on the game field, there may also be a huge gap in the light intensity. As a result, the RGB values of the color can vary significantly in different positions. Due to the several reasons described above, RGB is not applicable for color classification [14].

For this purpose, the RGB space to a point \((r, g, b)\) is converted to a point \((h, s, v)\) in the HSV space.

\[
\begin{align*}
    r &= \frac{R}{R + G + B} \\
    g &= \frac{G}{R + G + B} \\
    b &= \frac{B}{R + G + B} \\
    s &= \begin{cases} 
        \frac{(m - n)}{n}, & m \neq 0 \\
        0, & m = 0 
    \end{cases} \\
    h &= \begin{cases} 
        60 \frac{(g - b)}{(m - n)}, & r = m \& g \geq b \\
        360 + 60 \frac{(g - b)}{(m - n)}, & r = m \& g < b \\
        120 + 60 \frac{(b - r)}{(m - n)}, & g = m \\
        240 + 60 \frac{(b - r)}{(m - n)}, & g = m
    \end{cases} \\
    v &= m.
\]

Given the values of \(r, g, \) and \(b\), in which \(r, g, \) and \(b \in (0, 255)\), the corresponding range of the conversion is as follows: \(h \in (0, 360), s \in (0, 1), v \in (0, 1)\).

3. Test Results and Analysis

3.1. Image Segmentation Test. The OTSU segmentation algorithm and the fixed threshold segmentation algorithm are comprehensively compared by using a certain method. Two different apple fruit images taken under different light are selected. The details are shown in Figures 5(a) and 5(b). The image corresponding to Figure 5(a) is an image formed under strong light irradiation, and the image corresponding to Figure 5(b) is an image formed under weak light irradiation. In Figures 5(c) and 5(d), the fruit images obtained after segmentation based on a fixed threshold are shown, respectively. The segmentation threshold values of the above two are the same. Although there is a certain amount of noise from the branches and leaves in Figure 5(c), this type of noise due to branches and leaves is relatively small. In Figure 5(d), there is a more evident phenomenon of excessive segmentation. Thus, it can be observed that, with respect to the changes in light, segmentation based on the fixed threshold value is not quite adaptable. If the image is
taken under strong light conditions, then the segmentation effect is not perfect; on the other hand, if the image is taken under weak light conditions, it can also show a situation of excessive segmentation. Figures 5(e) and 5(f) show the fruit images segmented under the OTSU algorithm based on the dynamic threshold value, respectively. From the segmentation effect, it can be observed that its fruit segmentation effect is relatively good. Compared with the segmentation based on the fixed threshold value, its applicability of light is much stronger as well.

3.2. Matching Recognition Test. To verify whether the match is correct, we need to use the matching probability to carry out the corresponding test. An image of apple fruit taken in an environment with natural light is selected. In order to increase the difficulty of matching and substantially increase the magnitude, we should choose as complex background as possible, and there should be multiple apple fruits in the image as well. In addition, we also need to select 10 apples manually, the purpose of which is to use these 10 apples as the target fruits and the template images at the same time. The details are shown in Figure 6(a). The calculated value based on equation (4), R−G color difference value, and 2R−G−B color difference value are used as the image pixel gray value in this study, and relevant algorithms, such as rapid removing mean value and normalization product, are used for matching recognition effectively. It can be found through observation of Figures 6(b)–6(d) that after the RG color difference value is used, target fruits (1), (4), and (5) show matching errors. In addition, whether we use the gray scale calculated based on equation (4) or the 2R−GB color difference, its success rate can reach 100%.
3.3. Interference Recognition Test. In the process of gradually approaching the center of the images, due to the different shooting angles and various lighting effects, it is possible that some changes may occur in both contrast and brightness. Hence, it is particularly necessary to carry out the matching of the algorithm test by using the relevant methods.

In general, there are two methods to adjust the brightness of images. The first method is known as the nonlinear method, and the second one is known as the linear method. When the nonlinear method is used to adjust the brightness of images, it can easily lead to huge loss of image information, and the image after adjustment will look relatively flat without a solid sense of hierarchy. On the contrary, when the linear method is used to adjust the brightness of images, the image after adjustment often shows a strong sense of hierarchy, which is relatively realistic, vivid, and natural. Hence, the author adopts the photoshop as the method to adjust the brightness of the image in Figure 6 and then carries out the corresponding matching after the adjustment. There is a certain correlation between the brightness change and the matching probability. The specific relationship is shown in Figure 7. In this figure, the negative value on the horizontal axis stands for the gradual decrease in brightness, and the positive value stands for the gradual increase in brightness. It can be found through observation of the graph that the change range of brightness is within the interval of [-35, 40]. As long as it is within this interval, the matching probability can reach up to 100%. When the brightness adjustment is relatively large or small, a certain matching error may occur. However, the matching probability will be reduced significantly. Since the relevant capture work is often completed within a very short time in the process of gradually approaching the image center, the changes in brightness are not particularly evident. Hence, the basic requirements can be met effectively.

For the adjustment of the contrast, the author still carries out the relevant processing by using photoshop and then performs the matching recognition to match the changes in the matching probability and the contrast. The specific relationship is shown in Figure 8. Negative value herein refers to the gradual decrease in the contrast, whereas positive value refers to the gradual increase in the contrast. It can be found through the observation of the graph that the changes in the contrast will not affect the matching recognition, and the recognition is relatively accurate in all cases.

3.4. Algorithm Comparison Test. The three algorithms described above are compared by using some methods based on certain rules to verify the rapidity of recognition.

(1) Algorithm 1: the OTSU recognition algorithm is applied for the processing of each frame in the dynamic images.

(2) Algorithm 2: the OTSU recognition algorithm is applied for the processing of each frame in the dynamic images. The related information of the images is used in the image processing of the subsequent frame.

Figure 6: Comparison of the matching results. (a) Original image; (b) gray; (c) R-G; (d) 2R-G-B.
Algorithm 3: OTSU recognition algorithm is used for the processing of the dynamic image in each frame. The related information of the image is applied in the image processing of the next frame. Subsequently, the relevant algorithm for removing the mean value and normalization is adopted effectively.

We assume that, in the process of approaching the image center, the number of dynamic images acquired by the video sensor is 4 frames, the specific pixel size is $320 \times 240$, and 10 sets of pictures are analyzed and compared based on certain rules by using some methods. Finally, the corresponding recognition time is obtained. The specific mean time spent in

| Group number of the images | Algorithm 1 | Algorithm 2 | Algorithm 3 |
|---------------------------|-------------|-------------|-------------|
| 1                         | 1.10        | 0.93        | 0.72        |
| 2                         | 1.12        | 0.95        | 0.75        |
| 3                         | 1.16        | 0.96        | 0.73        |
| 4                         | 1.18        | 0.96        | 0.74        |
| 5                         | 1.12        | 0.95        | 0.73        |
| 6                         | 1.13        | 0.94        | 0.72        |
| 7                         | 1.19        | 0.95        | 0.74        |
| 8                         | 1.12        | 0.95        | 0.74        |
| 9                         | 1.14        | 0.96        | 0.75        |
| 10                        | 1.19        | 0.95        | 0.74        |

Figure 7: Relationship between the change in the brightness and the matching probability.

Figure 8: Relationship between the changes in the contrast and the matching probability.

Table 1: Comparison of recognition time.
Algorithm 1 is about 1.15 seconds, and the specific mean time spent in Algorithm 2 is 0.95 seconds. It can be observed that the application of associated information can reduce the processing time by up to 17%. The time spent in Algorithm 3 is 0.74 seconds. Thus, it can be seen that the application of rapid mean value and normalization related algorithm can shorten the processing time, with a particularly obvious effect. Compared with Algorithm 1, the reduction in the processing has reached 36%. From the above comparison, it can be known that the design method adopted in this paper has great advantages and can improve the harvesting speed of the robot significantly (Table 1).

4. Conclusions

Through the real-time image information processing, the most comprehensive monitoring of the changes in the lighting of the environment can be fully implemented, and the color threshold value can also be adjusted accordingly at the same time. In this way, the image segmentation can be carried out with a certain accuracy, so that the image information thus obtained is more accurate and objective and has relative adaptability. We have obtained the implementation effects of the segmentation algorithm based on different threshold values. Compared with the old methods, the method used in this paper is superior in the effectiveness, and the recognition time is also reduced by an impressive 36%.
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