Modeling HI at the field level
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We use an analytical forward model based on perturbation theory to predict the neutral hydrogen (HI) overdensity maps at low redshifts. We investigate its performance by comparing it directly at the field level to the simulated HI from the IllustrisTNG magneto-hydrodynamical simulation TNG300-1 (L = 205 h−1 Mpc), in both real and redshift space. We demonstrate that HI is a biased tracer of the underlying matter field and find that the cubic bias model describes the simulated HI power spectrum to within 1% up to k = 0.4 (0.3) h Mpc−1 in real (redshift) space at redshifts z = 0, 1. Looking at counts in cells, we find an excellent agreement between the theory and simulations for cells as small as 5 h−1 Mpc. These results are in line with expectations from perturbation theory and they imply that a perturbative description of the HI field is sufficiently accurate given the characteristics of upcoming 21cm intensity mapping surveys. Additionally, we study the statistical properties of the model error – the difference between the truth and the model. We show that on large scales this error is nearly Gaussian and that it has a flat power spectrum, with amplitude significantly lower than the standard noise inferred from the HI power spectrum. We explain the origin of this discrepancy, discuss its implications for the HI power spectrum Fisher matrix forecasts and argue that it motivates the HI field-level cosmological inference. On small scales in redshift space we use the difference between the model and the truth as a proxy for the Fingers-of-God effect. This allows us to estimate the nonlinear velocity dispersion of HI and show that it is smaller than for the typical spectroscopic galaxy samples at the same redshift. Finally, we provide a simple prescription based on the perturbative forward model which can be used to efficiently generate accurate HI mock data, in real and redshift space.

I. INTRODUCTION

The main goal of current galaxy surveys is to measure cosmological parameters using galaxy clustering as a probe of the underlying matter density field over large volumes and large redshift ranges. Spectroscopic galaxy redshift surveys such as DESI [1] and Euclid [2] will measure approximately 30 million galaxy positions, an order-of-magnitude better than the largest currently available spectroscopic sample of BOSS [3, 4].

Another way to probe the distribution of matter is to use neutral hydrogen (HI), relying on the technique of 21cm intensity mapping (IM) [5–9]. In this approach the aim is to collect an integrated HI signal from the hyperfine spin-flip transition of atomic hydrogen at 21cm across different redshifts. A number of upcoming 21cm surveys such as CHIME [10], HIRAX [11], SKA [12], Tianlai [13] and proposed PUMA [14] will use the 21cm line to probe the large-scale clustering of HI across the wide range of redshifts in the post-reionization (z < 6) universe, hopefully providing some of the tightest constraints on the ΛCDM cosmological model and its extensions.

One of the keys in achieving these ambitious goals is the simple, reliable and accurate theoretical description of the nonlinear density field of HI in terms of the initial conditions. The clustering of HI is somewhat different with respect to the standard galaxy clustering due to the particular form of the HI-halo connection. On average, the total HI mass in halos increases with the halo mass as a power law with an exponential cutoff at small halo masses. Together with the shape of the halo mass function, this results in HI signal originating mainly from small and intermediate halo masses $M_h \sim 10^{10–12} [h^{-1} M_\odot]$. This has two important consequences. First, as these halos are very abundant, the expected HI shot-noise is low [15, 16]. Second, the fraction of HI in central versus satellites significantly depends on the halo mass [16, 17]. For this reason it is hard to estimate whether the Fingers-of-God (FoG) effects in HI are larger or smaller compared to the FoG in typical galaxy samples, even though the velocity dispersion of HI is smaller than that one of the matter [16]. Finally, it is worth noting that, in contrast to the discrete nature of galaxy catalogs, the observed HI is smoothed by the angular and/or frequency resolution, and therefore represented by a continuous field.

However, despite these peculiarities, the HI is still expected to be a biased tracer of the underlying matter field. Since the nonlinear evolution of HI is expected to be local in space [18] and to obey the Equivalence Principle, the same bias expansion formalism developed for galaxies (see [19] for a review) is valid for the HI as well. This approach is inherently perturbative. Therefore, one can use analytical techniques to find a relatively simple relation between initial conditions and the final HI field, relying only on the basic features of gravitational dynamics and symmetries of the system. The major advantage
of perturbation theory is its universality and robustness. It is valid for any (local) baryonic physics, up to only a handful of free nuisance parameters which capture all the intricacies of the galaxy formation process, as formalized in the effective field theory approach to galaxy clustering [20–26].

Nevertheless, it is useful to carefully test these predictions against reality, since the relevant scales that determine the range of validity of perturbation theory can depend on the type of tracer considered. The main goal of this paper is to provide such careful analysis for the case of HI at low redshifts and in the context of planned IM surveys. To that end, we use the perturbative forward modelling to predict the HI maps and compare it to the state-of-the-art IllustrisTNG magnetohydrodynamical simulations which have been instrumental in studying the clustering of HI in the late universe [27–31]. Such field level comparison has a number of advantages over the standard fit to the power spectrum or other n-point functions. Firstly, choosing the same initial conditions for theory and simulations, one does not pay the price of cosmic variance. Secondly, in order to match the two realizations, amplitudes and phases of all Fourier modes have to be correct. This is a much more stringent test than looking at a particular summary statistics which unavoidably involves averaging over Fourier modes. Finally, at the field level one can also study observables such as counts in cells, which are not simply related to the n-point functions. For all these reasons, the field level methods have been exploited to study the performance of perturbation theory for dark matter [32, 33] as well as biased tracers, in real and redshift space [34, 35]. In the context of HI, this approach has been already used in several works [17, 36, 37], mainly at higher redshifts ($z > 2$). While based on the same ideas as in these earlier papers, our implementation of the field level analysis is slightly different, and we will comment on these differences in what follows. Other approaches, based on machine learning techniques, have also been used to predict HI at the field level [38, 39].

Another important advantage of the field level comparison is that it provides a clear path to study the difference between the theory and simulations. On large scales, where the unaccounted nonlinearities are very small, this difference is a true stochastic noise of galaxy formation, which depends on the number density and the type of tracers being observed. On small scales, this difference is dominated by the nonlinear evolution and can be used as a proxy of the truly nonlinear effects that cannot be captured by perturbation theory. We will show how both of these regimes can be exploited in order to gain a deeper understanding of clustering properties of HI. Those include measuring the true amplitude of the shot noise and estimating the HI nonlinear velocity dispersion.

Finally, perturbation theory can provide a good starting point to describe the HI density field even in the nonlinear regime. This is achieved by projecting the HI map to a few perturbative templates, allowing the coefficients in this projection, the so-called transfer functions, to be free functions of scale. These transfer functions are smooth and can be fitted by low-degree polynomials. As long as this simple expansion provides a decent phenomenological description of the nonlinear field, the transfer functions can be used to generate realistic HI mock data. We exploit this fact and provide a publicly available code Hi-Fi mocks\footnote{https://github.com/andrejobuljen/Hi-Fi_mocks} that can be used by the community to efficiently generate maps of HI whose properties resemble the one from the IllustrisTNG simulations, but with arbitrary volumes, different realizations of the initial conditions or even slightly different cosmologies.

The outline of the paper is the following. In §II we describe the theoretical model that we use to make HI maps given some cosmology and a realization of the initial conditions. In §III we describe the IllustrisTNG simulations that we use as a reference point of comparison. The results in real and redshift space for the best fit realization, the power spectrum analysis and counts in cells are presented in §IV. In §V we discuss in detail the HI noise properties, including the amplitude of the noise on large scales and nonlinear velocity dispersion. In §VI we show how to create fast and accurate HI mock data based on perturbative templates and in §VII we conclude and lay out directions for future research.

## II. Theoretical Model

In this section we briefly describe the perturbative model that we use to predict HI maps at a given redshift, for a given cosmology and initial conditions. We use the exact same formalism of [34] in real space and of [35] in redshift space and we refer the reader to these papers for more details. Before we provide the main ingredients of this approach, let us point out that it is designed to reproduce the correct one-loop power spectrum and the tree-level bispectrum, including all relevant dark matter nonlinearities, effective field theory counterterms, bias parameters and infrared resummation. Therefore, the one-loop power spectrum of this perturbative forward model is identical to the one computed by the nonlinear extensions of the Boltzmann codes, such as CLASS-PT [40], PyBird [41] or velocileptors [42].

The main difference in making a perturbative prediction at the field level compared to the n-point functions is the treatment of large displacements. While by the Equivalence Principle the large displacements do not affect the smooth part of the correlation functions [43–46] and impact only the features such as BAO [22, 47–49], their effect at the field level is much more dramatic. Inspired by the Lagrangian perturbation theory which treats the large displacements nonperturbatively, in this
paper we use the shifted operators of [34, 35] as the building blocks for describing the HI realizations. These shifted operators, which we denote with the tilde signs, have the following form (in redshift space)
\[
\tilde{\mathcal{O}}(\mathbf{k}, \mathbf{n}) \equiv \int d^3q \mathcal{O}(q) e^{-i\mathbf{k} \cdot (\mathbf{q} + \psi_1(q) + f \mathbf{n}(\psi_1(q) \cdot \mathbf{n}))},
\]
(1)
where \(q\) is the Lagrangian coordinate in the initial conditions, \(\psi_1\) is the Zel’dovich displacement field, \(\mathbf{n}\) is the line of sight direction and \(f\) is the logarithmic growth function. These operators are the building blocks in calculating Eulerian density field using Lagrangian perturbation theory [50–53]. Their statistics can be calculated straightforwardly [42], and the results can be shown to be equivalent to the IR-resummed Eulerian counterparts [34, 42]. Note that for simplicity we suppress the explicit time dependence, but all quantities in this expression have to be evaluated as functions of time. For instance, in order to obtain the Zel’dovich displacement field we use the initial density field \(\delta_1\) rescaled linearly to a given output redshift (\(z = 0, 1\) in our case):
\[
\psi_1(\mathbf{k}, z) = \frac{i}{k^2} \delta_1(\mathbf{k}, z).
\]
(2)
Clearly, in order to obtain the shifted operators in real space, one can set \(f = 0\) in Eq. (1) and drop the dependence on the line of sight.

Let us now turn to the question of which operators do we use in our forward model. We focus on the leading orders in perturbation theory, needed to ensure that the one-loop power spectrum and the tree-level bispectrum are predicted correctly. This implies that we have to keep all relevant terms up to cubic order in small density fluctuations. However, there is a simple trick which allows us to absorb the contribution of the cubic operators into the scale-dependent coefficients of the shifted linear field. To see this, let us decompose a generic cubic operator in the following way
\[
\hat{\mathcal{O}}_3 = \frac{\langle \hat{\mathcal{O}}_3 \delta_1 \rangle}{\langle \delta_1 \delta_1 \rangle} \delta_1 + \left( \hat{\mathcal{O}}_3 - \frac{\langle \hat{\mathcal{O}}_3 \delta_1 \rangle}{\langle \delta_1 \delta_1 \rangle} \delta_1 \right).
\]
(3)
We can define the second term in the brackets to be orthogonal to \(\delta_1\)
\[
\hat{\mathcal{O}}_3^\perp = \hat{\mathcal{O}}_3 - \frac{\langle \hat{\mathcal{O}}_3 \delta_1 \rangle}{\langle \delta_1 \delta_1 \rangle} \delta_1,
\]
(4)
since, by definition, \(\langle \hat{\mathcal{O}}_3^\perp \delta_1 \rangle = 0\). This means that these orthogonal contributions do not contribute to the one-loop power spectrum and can be neglected at this order in perturbation theory. The only impact of cubic operators is through the scale-dependent coefficient multiplying \(\delta_1\), which we refer to as the transfer functions
\[
\beta_3(\mathbf{k}, \mathbf{n}) \equiv \frac{\langle \hat{\mathcal{O}}_3^\perp \delta_1 \rangle}{\langle \delta_1 \delta_1 \rangle}.
\]
(5)
These functions can be computed analytically, without the need to perform the forward modeling for cubic operators on the grid. In conclusion, provided that the proper transfer functions are used, the only operators that have to be generated at the field level are \(\mathcal{O} = \{1, \delta_1, \delta_2 \equiv (\delta_2^-, \sigma_2^2), \mathcal{G}_2\}\), where \(\sigma_2^2 \equiv \langle \delta_2^2 \rangle\) is the r.m.s. fluctuation of the linear density field, while
\[
\mathcal{G}_2 = \left[ \frac{\partial \beta_3}{\partial \sigma_2^2} \right]^2 - \delta_1^2.
\]
(6)
is the second order bias operator related to the tidal field. In some analyses we will also explicitly include \(\mathcal{O} = \delta_1^2\). While this operator is not needed for the model for the reasons we have just explained, it is the only cubic term relevant for studying the properties of the noise, given that it has a flat auto-spectrum on large scales.

In order to simplify calculations in practice, it is convenient to use the basis of operators that are all orthogonal to each other, such that \(\langle \hat{\mathcal{O}}^\perp_3 \mathcal{O}^\perp_5 \rangle = 0\), for any \(a\) and \(b\). This is achieved by a simple linear transformation, which does not change the statistical properties of the map. We will use such orthogonal basis in all our analyses.

### A. Real-space model

Let us focus on real space first. The full HI field can be written as a sum of two contributions
\[
\delta_{\text{HI}}(\mathbf{k}) = \delta_{\text{HI}}^\text{model}(\mathbf{k}) + \epsilon_{\text{HI}}(\mathbf{k}),
\]
(7)
where \(\delta_{\text{HI}}^\text{model}\) is the theoretical model and \(\epsilon_{\text{HI}}\) is the model error which we assume to be uncorrelated with \(\delta_{\text{HI}}^\text{model}\). For example, on large scales, we expect \(\epsilon_{\text{HI}}\) to be dominated by the stochastic noise due to discreteness of galaxies as a tracer. We follow ref. [34] and use the following model for the HI field in terms of shifted and orthogonalized operators \(\hat{\mathcal{O}}^\perp(\mathbf{k})\):
\[
\delta_{\text{HI}}^\text{model}(\mathbf{k}) = \beta_1(\mathbf{k}) \tilde{\delta}_1(\mathbf{k}) + \beta_2(\mathbf{k}) \tilde{\delta}_2^\perp(\mathbf{k})
+ \beta_{G_2}(\mathbf{k}) \tilde{G}_2^\perp(\mathbf{k}) + \beta_3(\mathbf{k}) \tilde{\delta}_3^\perp(\mathbf{k}),
\]
(8)
where \(\beta_i(\mathbf{k})\) are transfer functions. At next-to-leading order in perturbation theory these functions have the following form [34] (see also Appendix A)
\[
\beta_1(\mathbf{k}) = b_1 + c_1^2 k^2 + b_2 \frac{\langle \tilde{\delta}_1 \tilde{\delta}_2 \rangle}{\langle \tilde{\delta}_1 \rangle} + b_{G_2} \frac{\langle \tilde{\delta}_1 \tilde{G}_2 \rangle}{\langle \tilde{\delta}_1 \rangle}
+ b_3 \frac{\langle \tilde{\delta}_1 \tilde{S}_3 \rangle}{\langle \tilde{\delta}_1 \rangle} - b_1 \frac{\langle \delta_1 \tilde{S}_3 \rangle}{\langle \delta_1 \delta_1 \rangle},
\]
(9)
\[
\beta_2(\mathbf{k}) = b_2, \quad \beta_{G_2}(\mathbf{k}) = b_{G_2}, \quad \beta_3(\mathbf{k}) = b_3,
\]
(10)
where \(b_1, c_1^2, b_2, b_{G_2}, b_3, b_3\) are constant free nuisance parameters. Note that the parameter \(c_1^2\) is the sum of the dark matter one-loop counterterm and the so-called non-local bias. The shape of cubic operators \(\Gamma_3\) and \(S_3\) can
be found in Appendix A. Let us stress that $S_3$ comes from the second order displacement acting on the halo density field in Lagrangian coordinates, and therefore, by the Equivalence Principle, it is not multiplied by a new free parameter.

We would like to emphasize once again that the exact form of the transfer function in Eq. (9) is needed in order to have the correct one-loop power spectrum. Sometimes in the literature the loop corrections are neglected and $\beta_1(k)$ is approximated as a constant [17]. While this may be a decent approximation at high redshifts ($z > 2$), the loop corrections to $\beta_1(k)$ in the late universe can be significant. Furthermore, the $\tilde{S}_3$ operator (usually neglected in the literature) is very important in order to get a reliable estimates of bias parameters, as an important additional cross check that our theoretical description makes sense. We will come back to this point in §IV when we fit the transfer functions in real space using perturbative templates.

Finally, let us comment on evaluating $\beta_1$ analytically. The IllustrisTNG simulation that we use as a reference has the box size of $L = 205 \, h^{-1}\text{Mpc}$. Given the periodic boundary conditions, this implies that the linear power spectrum has an infrared cutoff at $k_{IR} = 2\pi/L = 0.031 \, h \text{Mpc}^{-1}$. In all theoretical calculations, the same cutoff has to be implemented. Note that this implies that the typical displacements are significantly smaller than in the real Universe. Cutting the power spectrum below $k_{IR}$, we find that the velocity dispersion at redshift zero is $\sigma_v = 4.9 \, h^{-1}\text{Mpc}$, roughly 20% lower than $\sigma_v$ in $\Lambda$CDM and in excellent agreement with measurements from Illustris. Keeping this in mind, all correlators in Eq. (9) can be still evaluated following the standard methods for calculating the one-loop power spectrum in Lagrangian perturbation theory [42], using the modified linear power spectrum with the appropriate infrared cutoff.

### B. Redshift-space model

Let us next turn to redshift space. Following [35], we can write the perturbative model for the HI field as

$$\delta_{\text{HI}}^{\text{model}}(\mathbf{k}, \hat{n}) = \delta_{\text{HI}}(\mathbf{k}, \hat{n}) - \frac{3}{7} n f \tilde{g}_2(\mathbf{k}, \hat{n}) + \beta_1(k, \mu) \delta_1(\mathbf{k}, \hat{n}) + \beta_2(k, \mu) \delta_2(\mathbf{k}, \hat{n}) + \beta_3(k, \mu) \delta_3(\mathbf{k}, \hat{n}),$$  \hspace{1cm} (11)

where $\beta_i(k, \mu)$ are transfer functions which now depend on both $k$ and $\mu \equiv \mathbf{k} \cdot \hat{n}$. Here we define

$$\tilde{g}_2(\mathbf{q}) \equiv n_i n_j \frac{\partial^2}{\partial x_i \partial x_j} g_2(q),$$  \hspace{1cm} (12)

which can be used to compute the shifted operator $\tilde{g}_2^{\parallel}(\mathbf{k}, \hat{n})$ using Eq. (1). Note that in redshift space the model error depends on both $k$ and $\hat{n}$ such that the full HI field can be written as

$$\delta_{\text{HI}}^s(\mathbf{k}, \hat{n}) = \delta_{\text{HI}}^{\text{model}}(\mathbf{k}, \hat{n}) + \epsilon_{\text{HI}}(\mathbf{k}, \hat{n}).$$  \hspace{1cm} (13)

This model requires some explanations. While having a similar structure as in real space, Eq. (11) has new ingredients. In particular, the first line contains the Zel’dovich density in redshift space and shifted $g_2^s$ field. Note that both of these terms come without free coefficients. While these two terms can be in principle absorbed in other shifted operators (the same way as in real space $\delta Z$ is absorbed in $\delta_1, \tilde{g}_2$ and $\tilde{g}_3$, see [34]), we decide to keep them explicitly. Only this way it is guaranteed that $\beta_1, \beta_2, \beta_3$ and $\beta_4$ have the same limit when $k \to 0$ independently of $\mu$. This is important because it simplifies the analysis of the transfer functions in the low-$k$ limit and allows all $\mu$ bins to be combined. Such combination increases the signal-to-noise for the amplitude of each $\beta$ in redshift space, which in turn is important for comparison to real space results. This is another important difference in our work compared to previous literature, where the transfer functions are treated as constants independent of $\mu$ even without keeping $g_2^s$ in the model explicitly.

One important consequence of explicitly keeping $\beta_1, \beta_2, \beta_3$ in the model is that the low-$k$ limits of the transfer functions in real and redshift space are not necessarily the same. One can show that when $k \to 0$, theoretical expectation is

$$\beta_1^{\text{real}} = \beta_1^{\text{red}} + 1,$$  \hspace{1cm} (14)

$$\beta_2^{\text{real}} = \beta_2^{\text{red}},$$  \hspace{1cm} (15)

$$\beta_3^{\text{real}} = \beta_3^{\text{red}} + \frac{2}{7},$$  \hspace{1cm} (16)

$$\beta_3^{\text{real}} = \beta_3^{\text{red}}.$$  \hspace{1cm} (17)

We will test these relations once we fit the transfer functions in real and redshift space (see §VI for comparison of this theoretical prediction and the best-fit values of transfer functions from simulations).

In principle, one can compute the one-loop corrections for $\beta_1(k, \mu)$ in a similar way as in Eq. (9), and we give the equations in Appendix B. However, with the precision available from a single box of Illustris simulation, testing the redshift-space distortions (RSD) model by fitting this transfer function would not be very informative. For this reason we will provide only a phenomenological fit to $\beta_1(k, \mu)$ in this paper, and leave a more detailed analysis for the time when larger simulation volumes will be available. All other transfer functions are expected to be constant on large scales, at leading order in perturbation theory.

### C. Numerical implementation

We first generate a Gaussian linear density field using the same initial conditions (IC) as were used to for the full
hydrodynamical simulation (IllustrisTNG). We do it on a regular 256$^3$ grid at the initial redshift $z_{init} = 127$, using the linear power spectrum and random seed of TNG. We use the same ΛCDM cosmology as TNG: Ω$_{\Lambda}$ = 0.6911, Ω$_{M}$ = 0.3089, Ω$_{b}$ = 0.0486, σ$_8$ = 0.8159, $n_s$ = 0.9667 and $h = 0.6774$, in agreement with the results from Planck [54].

We generate a catalog of particles positioned on a regular 256$^3$ grid within the simulation box ($L = 205 \ h^{-1}\text{Mpc}$), which results in a particle separation $\Delta q = 0.8 \ h^{-1}\text{Mpc}$. At each particle’s Lagrangian position $q$ we compute the following: the displacement field $\psi_1(q)$, $\delta_1(q)$, $\delta_2(q)$ and $G_2(q)$. We then displace the particles by the displacement field $\psi_1(q)$ and place the displaced particles on the same regular grid using the cloud-in-cell (CIC) mass assigning scheme [55]. To obtain the shifted overdensity fields: $\delta_1$, $\delta_2$, $G_2$ and $\delta_3$ we additionally weight displaced particles by the appropriate weights: $\delta_1(q)$, $\delta_2(q)$, $G_2(q)$ and $\delta_3(q)$, respectively. We apply the same smoothing to $\delta_1$ when computing the shifted cubic term $\delta_3$ [34].

In redshift space, we follow a similar procedure, except that the displaced particles are additionally shifted along the line of sight. We choose the simulation $z$-axis to be the line of sight ($\hat{z}$) and for this choice the total displacement along the line of sight is then $(1 + f)\psi_{zz}$, where $f$ is the logarithmic growth rate [35]. Furthermore, we compute the $G_2^\parallel$ term in Fourier space in the initial conditions as $G_2^\parallel(k, \hat{n}) = \mu^2 G_2(k)$, before shifting it the usual way to obtain $G_2^\parallel$.

### III. SIMULATED HI FIELD

In this section we describe the simulations used to obtain the evolved HI field. We use the IllustrisTNG simulations [27–31]. We focus on the largest simulation box with highest resolution – TNG300-1, with a box size $L = 205 \ h^{-1}\text{Mpc}$. We note that the main results in ref. [16] were obtained from a smaller simulation – TNG100-1 ($L = 75 \ h^{-1}\text{Mpc}$) with higher mass resolution, which allowed to probe the HI distribution within smaller halos. However, for our work we need larger scales for two reasons. One reason is that the Zel’dovich displacement field receives a significant contribution from modes comparable/larger to the size of the smaller box, thus a larger box is needed to properly account for the large modes. Another reason is that we want to measure the performance of the model on large, BAO scales $\approx 100 \ h^{-1}\text{Mpc}$ relevant for future 21cm IM surveys, which again requires a larger box. Furthermore, we shall focus on outputs at
z = 0 and z = 1 as these are the key redshifts for several future surveys.

We compute the HI masses in post-processing following the approach from ref. [16]. We then assign the particles weighted by their HI masses on a regular \(256^3\) grid using Cloud-in-Cell (CIC) mass assignment scheme [55]. We correct for the CIC window to obtain the final HI overdensity field in real space. Similarly, in order to obtain the HI overdensity field in redshift space, we apply the RSD shift along the line of sight prior to mesh assignment. We caution the Reader that the HI simulation results are not fully converged against resolution (see Appendix A in [16]).

In order to compare to the standard HI shot noise estimates, we make use of halo catalogs with total HI masses obtained from the same simulation TNG300-1. The halos were identified using Friends-of-Friends (FoF) finder and the total HI mass per halo is computed by summing the HI masses of all the particles within each FoF halo [16].

IV. RESULTS

In this section we test how well the perturbative forward model matches the simulations and we present some results. Our main analysis is performed at the field level, where we fit the entire perturbative realization to simulations without restricting ourselves to any summary statistics. The key object in this approach is the mean-square error/residual power spectrum, in general given by

\[
P_{\text{err}}(k, \hat{n}) \equiv \langle |\delta_{\text{HI}}^{\text{truth}}(k, \hat{n}) - \delta_{\text{HI}}^{\text{model}}(k, \hat{n})|^2 \rangle. \tag{18}
\]

This definition implies that the error contains everything that is not included in the model and that therefore does not correlate with \(\delta_{\text{HI}}^{\text{model}}\). Consequently,

\[
P_{\text{HI}}^{\text{truth}}(k, \hat{n}) = P_{\text{HI}}^{\text{model}}(k, \hat{n}) + P_{\text{err}}(k, \hat{n}). \tag{19}
\]

In order to obtain the best fit model we minimize \(P_{\text{err}}\) in each \((k, \mu)\) bin. Since the model is linear in transfer functions, this minimization is equivalent to a linear regression in every bin. For the orthogonal basis of operators, the estimate of transfer functions is straightforward

\[
\beta_{\mu}(k, \mu) = \langle \mathcal{O}^\dagger_{\mu}(k, \hat{n}) \delta_{\text{HI}}^{\text{truth}}(k, \hat{n})^* \rangle / \langle \mathcal{O}^\dagger_{\mu}(k, \hat{n})^2 \rangle. \tag{20}
\]

Note that in real space the \(P_{\text{err}}\) and the transfer functions \(\beta_{\mu}\) are functions of the wavenumber amplitude \(k\) only.

Before diving into the details, let us comment on general expectations for the behaviour of the transfer functions. On large scales, where the model is known to be correct, transfer functions are simply numbers and they do not depend on scale. On the other hand, deeply in the nonlinear regime where the model is completely wrong, transfer functions approach zero. This can be seen directly from Eq. (20), if one assumes that the truth does not correlate with the model on very small scales. In the intermediate regime, the transfer functions can be modeled by perturbation theory, and we will test these predictions in this section.

Let us also comment on the expected size of the error \(P_{\text{err}}\). Even if the model is perfect, we still expect the nonzero error for realistic biased tracers, coming from the sampling noise due to the finite number of objects in simulations or galaxy catalogs. Therefore, on large scales, we expect the amplitude of the noise to have a flat power spectrum, with the amplitude approximately equal to \(1/\bar{n}\), where \(\bar{n}\) is the mean number density of galaxies. On the other hand, approaching the nonlinear regime, the error power spectrum can become dominated by the true nonlinearities not captured by the model. These include higher order terms in perturbation theory as well as nonperturbative contributions such as 1-halo term. We will exploit this fact in redshift space to estimate the size of the nonlinear velocity dispersion for HI.

A. Results in real space

Let us begin presenting our results starting from real space. Minimizing the error power spectrum as explained above, we measure the transfer functions in all \(k\) bins. In Fig. 1 we show a 2D slice of the simulated HI overdensity field in comparison to the best-fit cubic model and the residual at redshifts \(z = 0\) and \(z = 1\). We can see a general agreement between the simulation and best-fit model. Notable differences in the residuals are present at non-linear scales and match the positions of large overdensities. These differences are slightly more pronounced at later times, as expected from the nonlinear evolution. We note that a part of the difference is due to the accumulated projected error, given the thickness of the slice which is \(20 \, h \, \text{Mpc}^{-1}\).

A more quantitative way to compare the two maps is to calculate the cross-correlation coefficient between the simulated HI field and the best-fit model:

\[
r_{\text{HI}} = \frac{\langle \delta_{\text{HI}}^{\text{truth}} \delta_{\text{HI}}^{\text{best-fit}} \rangle}{\langle |\delta_{\text{HI}}^{\text{truth}}|^2 \rangle \langle |\delta_{\text{HI}}^{\text{best-fit}}|^2 \rangle^{1/2}}. \tag{21}
\]

We show the quantity \(1 - r_{\text{HI}}^2\) in Fig. 2, which can be shown to be equal to \(P_{\text{err}}/P_{\text{truth}}\) using Eq. (19) (see Appendix B in ref. [34]). It is clear that both for \(z = 0\) and \(z = 1\) the quadratic and cubic bias models have much better cross-correlation coefficient than the linear bias model, even on largest scales where the linear theory is supposed to work well. We will come back to this peculiar feature of HI clustering and discuss it in detail in Section V. It is important to note that the major source of disagreement between the simulations and the model on large scales is the sampling noise and not the failure of perturbation theory to predict the correct realization of the maps.

In order to see this more explicitly, we measure the best-fit power spectrum as well as the model error power
FIG. 2. Relative error of the best-fit model $P_{\text{err}}$ compared to the true HI power spectrum $P_{\text{truth}}$. This coincides with $1 - r_{\text{HI}}^2$, where $r_{\text{HI}}$ is the cross-correlation coefficient between simulations and model. We show this quantity for different bias models: linear, quadratic and cubic, at $z = 0$ (left) and $z = 1$ (right). We find that using quadratic or cubic models significantly decreases the relative error compared to the linear bias model.

FIG. 3. Real-space power spectrum: simulated (blue solid line), best-fit cubic model (blue dashed line) and error power spectra $P_{\text{err}}$ at $z = 0$ (left) and $z = 1$ (right). We show $P_{\text{err}}$ for different bias models used: cubic (solid orange line), quadratic (dashed orange) and linear (dotted orange line). We also show $P_{\text{err}}$ when using the best-fit PT template based transfer functions for the cubic bias model (thin red line).

spectrum. The results are shown in Fig. 3. As previously mentioned, the model error power spectrum is expected to be flat if all the relevant higher-order terms are properly accounted for. Indeed, we find that using either the quadratic or the cubic model results in almost scale-independent $P_{\text{err}}$. On large scales we also find an excellent agreement between the power spectra in simulations and for the best fit cubic bias model. Note that the sum of the model and error power spectrum is equal to the simulated power spectrum by construction.

It is instructive to see how different nonlinear terms in the model contribute to the model power spectrum. In Fig. 4 we show the relative contributions to the best-fit power spectrum of each of the operators. We find that at both redshifts the linear term $\langle \tilde{\delta}_1 \rangle$ dominates the signal. At $z = 0$ the quadratic term $\langle \tilde{\delta}_2 \rangle$ contributes $\sim 10\%$ and more on small scales, while the tidal field $\langle \tilde{\gamma}_2 \rangle$ is relevant at the level of $1 - 10\%$ on all scales. The picture changes at $z = 1$, where the quadratic term contributes $1 - 10\%$ on all scales, while all higher order terms are below the sub-percent level. It is important to stress that the $\langle |\tilde{\delta}_2|^{2}\rangle$ contains a large contribution which has a flat power spectrum. Indeed, this is the reason why including the quadratic operators significantly reduces the error power spectrum compared to the simple linear bias model. Therefore, the fact that $\langle |\tilde{\delta}_2|^{2}\rangle$ is larger than other nonlinear terms and even comparable to $\langle |\tilde{\delta}_1|^{2}\rangle$ on small scales for $z = 0$, should not be seen as a failure of perturbation theory, but rather as a success in describing
the true dynamics of HI clustering at the field level.

B. Best-fit transfer functions

So far we have compared the best-fit perturbative forward model and simulations and found an excellent agreement between the two. However, the transfer functions that we used to minimize the mean-squared error have been completely free in each k-bin. One may wonder if such large freedom is justified. In other words, if the transfer functions are very scale-dependent or cannot be predicted in perturbation theory, this would undermine the success of the perturbative forward modeling.

In this section we address this issue by comparing the measured best-fit transfer functions to perturbation theory predictions. As we have already discussed, below the nonlinear scale the transfer functions should be described by a handful of free (bias) parameters. We use the model from §IIA to test this prediction and measure the bias parameters. In this model only the first transfer function \(\beta_1\) is scale-dependent, while others are treated as constants. As this model is valid only in the perturbative regime, for the purposes of comparison we include only scales below \(k < 0.4 h \text{Mpc}^{-1}\). We fit jointly all transfer functions \(\beta_i(k)\) weighting each \(k\) bin by \(k\) to account for the different number of modes. The results are shown in Fig. 5, where dashed lines represent the best-fit curves, while the best-fit values of parameters are provided in Table I. We also perform a convergence test with respect to our grid size choice and show that our results are converged in Appendix C.

| \(z\) | 0   | 1   |
|------|-----|-----|
| \(b_1\) | 0.600 | 1.204 |
| \(c_1^2\) | 0.316 | 0.338 |
| \(b_2\) | -0.292 | -0.352 |
| \(b_3\) | 0.444 | 0.443 |
| \(b_{13}\) | -0.826 | -1.361 |
| \(b_{31}\) | -0.002 | -0.136 |

TABLE I. Best-fit transfer function parameters from the PT model at different redshifts obtained using \(k_{\text{max}} = 0.4 h \text{Mpc}^{-1}\).

As we can see, analytical prediction provides a decent fit for the transfer functions on scales \(k < 0.4 h \text{Mpc}^{-1}\). Note that the points in the first few bins have a large scatter, as a consequence of the numerical noise given that we use only a single realization in simulations. This scatter could in principle be reduced by averaging over several realizations of the simulated HI field or using simulations with much larger volumes. It is also instructive to look at the values of best-fit parameters. For the consistency of the theory, the bias parameters measured in transfer functions should have the same values as those inferred using other methods, such as separate universe simulations [56–58]. While the direct comparison with the biases for dark matter halos is not fully appropriate for HI, we can see from Table I that the values of \(b_1, b_2,\) and \(b_3\) are close to the expectation for halos with \(M_h \sim 10^{11} h^{-1} \text{M}_\odot\), which dominantly contribute to the HI signal. This is yet another confirmation that our perturbative framework is consistent.

Having obtained the best-fit PT template model for transfer functions, we are able to construct an approximate HI field using shifted operators and best-fit \(\beta_i(k)\) model. We test the performance of such an approximate model, hereafter PT template model, by measuring \(P_{\text{err}}\). The results are shown in Fig. 3 in thin red line. We find that using only 6 free parameters gives results similar to the case of free transfer functions in each \(k\)-bin, albeit with somewhat larger error on small scales. Note that differences in the error power spectrum on large scales are a consequence of the numerical noise and the fact that we fit the noisy data with a smooth function, unlike for the free transfer functions case where all bins are independent.

Finally, in Fig. 6 we show the fractional deviation of \(P_{\text{err}}\) from a constant when using PT template model. In comparison with the free transfer functions, the results show similar behaviour albeit with a larger scatter. As we already explained, this scatter is a result of the numerical noise. The fractional deviation of \(P_{\text{err}}\) from a constant can be also seen as the relative error on the overall power spectrum model

\[
\frac{P_{\text{err}} - \text{const.}}{P_{\text{HI}}^{\text{truth}}} = \left(\frac{P_{\text{model}}^{\text{HI}}}{P_{\text{HI}}^{\text{truth}}} + \text{const.}\right) - 1.
\]

The value of the constant is chosen as an average plateau of \(P_{\text{err}}(k)\) on \(k = 0.1 - 0.3 h \text{Mpc}^{-1}\). We can see that the perturbation theory model describes the power spectrum well for \(k < 0.4 h \text{Mpc}^{-1}\), with sub-percent relative error. Due to the noise in the measurements coming from a single realization it is hard to estimate the true amplitude of the error as a function of scale. We leave this for future work when more simulation boxes or larger volumes will be available. Let us only note that on general grounds we expect that the error power spectrum to be scale-dependent around the nonlinear scale, with relative corrections of the order of \((k/k_{\text{NL}})^2\). Including such terms in the error model would further improve the agreement with the simulated HI power spectrum.

C. 21cm IM surveys

It is useful to contrast the performance of the perturbative model that we tested in the previous section to the expected noise levels from future 21cm IM surveys. These surveys are typically split into two main categories: single dish and interferometric experiments. The main difference between these is the range of scales they probe, with the former mainly probing large scales due to the size of the beam especially at higher redshifts, while the latter are more sensitive to smaller scales. As
we are interested in testing the performance in the nonlinear regime, we focus on the interferometric approach. We follow the experimental setup similar to those of HI- RAX [11] and Stage-II survey such as PUMA [14]. These surveys will consist of square, compact arrays of respectively 32 × 32 and 256 × 256 dishes with the diameter of \( D_{\text{dish}} = 6 \) m.

In this paper we consider an idealized setup, in which we neglect the impact of foreground cleaning [59–62], the foreground wedge [63–66] and assume an idealized measurement. Even though this is not realistic, our main purpose is to demonstrate that even with such optimistic assumptions, the standard one-loop perturbative model is sufficiently accurate for upcoming 21cm IM surveys. Having this in mind, the total error in the power spectrum measurements depends only on the cosmic variance and thermal noise. We first focus on instrumental thermal noise. Temperature fluctuations from the instru-

---

**FIG. 4.** Relative contribution of different terms of the best-fit power spectrum using the cubic bias model in real space. Different panels correspond to different redshifts at \( z = 0 \) (left) and \( z = 1 \) (right).

**FIG. 5.** Transfer functions \( \beta_i(k) \) in real space for the cubic bias model at \( z = 0 \) (top) and \( z = 1 \) (bottom) (lines with different colors). We show the best-fit PT prediction (dashed lines) obtained using scales below \( k_{\text{max}} = 0.4 \) h Mpc\(^{-1} \) (vertical dotted lines). We also show the fits obtained using the following polynomials: \( \beta_1(k) = a_0 + a_1 k + a_2 k^2 + a_3 k^3 \), and \( \beta_i(k) = a_0 + a_2 k^2 + a_3 k^4 \) for higher order transfer functions (see table III) (black solid lines).
ment and its surrounding, as well as the sky temperature fluctuations, add power into the visibility measurements. The power spectrum of the observed 21cm signal contains this thermal noise power spectrum

$$P_{21}(k, \mu) = P_{\text{HI}}(k, \mu) + P_{\text{thermal}}(k, \mu). \quad (23)$$

We estimate it following the approach in refs. [9, 67, 68]

$$P_{\text{thermal}} = \frac{T_{\text{sys}}^2(z)X^2(z)Y(z)A_{21}^4(z)S_{21}}{A_{\text{eff}}^2 \text{FOV}(z)\nu_0n_{\text{pol}}n(u, z)}. \quad (24)$$

In the expression above the system temperature $T_{\text{sys}}$ is the sum of amplifier noise, background sky and ground temperatures, i.e. $T_{\text{sys}} = T_{\text{amp}} + T_{\text{sky}} + T_{\text{gnd}}$. We assume the following [14]: $T_{\text{amp}} = 62$ K, $T_{\text{gnd}} = 33$ K and

$$T_{\text{sky}} = 2.7 + 25 \left(\frac{\nu_{21}(z)}{400 \text{ MHz}}\right)^{-2.75} \text{ K}, \quad (25)$$

where $\nu_{21}(z) = \nu_0/(1 + z)$ is the observed frequency of the HI line emitted at redshift $z$, with $\nu_0 = 1420$ MHz being the rest-frame frequency of the 21cm line. Similarly, $\lambda_{21}(z) = \lambda_0(1 + z)$ is the observed wavelength of the HI emission from redshift $z$, with $\lambda_0 = 21$ cm. $X$ is the comoving radial distance and $Y(z) = \frac{c(1+z)^2}{\nu_0 H(z)}$. These terms are used to convert the angular and frequency space to the physical space. The total survey area $S_{21}$ is assumed to be $15000$ and $20000$ deg$^2$ for HIRAX and Stage-II surveys, respectively. Furthermore, we assume an effective area per beam given by $A_{\text{eff}} = \pi(D_{\text{dish}}/2)^2$ and each dish having an isotropic primary beam with the field of view $\text{FOV} = (1.22\lambda_{21}(z)/D_{\text{dish}})^2$. For the number density of baselines $n(u, z)$ we an approximation from ref. [14] using the parameters of a square array, where $u = L/\lambda_{21}$ is the baseline separation vector between two antennae in units of the observed HI wavelength. Finally, we assume $n_{\text{pol}} = 2$ as the number of polarisation per antennae and the observing time of $t_0 = 1$ yr.

The power spectrum of the thermal noise from Eq. (24) is scale-dependent through an uneven distribution of baselines which measure fluctuations on different spatial scales. This makes $P_{\text{thermal}}$ dependent on both $k$ and $\mu$. In particular, the lack of baselines with large separations results in high thermal noise power on small scales. In this way the thermal noise we include accounts for the availability of scales each survey will be able to probe.

The second component of the error in our idealized setup is the cosmic variance. For concreteness we imagine a slice of a survey centered at $z = 1$ with the survey area $S_{21}$. The Gaussian contribution to the covariance matrix is given by

$$C_{k,k'} = \frac{(2\pi)^3}{V_{\text{survey}}} \frac{P^2_{21}}{2\pi k^2 \Delta k}, \quad (26)$$

where $V_{\text{survey}}$ is the comoving volume of the slice we consider and $P_{\text{HI}}$ is the HI power spectrum. We choose a redshift bin width of $\Delta z = 0.2$ and $\Delta k \approx 0.03$ h Mpc$^{-1}$, the same $k$ binning that we have used throughout the paper.

The expected uncertainty from the combined cosmic variance and thermal noise for the two different setups that we consider is shown in the top panel of Fig. 7, with the same $k$-binning as we used for $P_{\text{HI}}$. To obtain only the $k$-dependent part of the thermal noise power spectrum we compute the monopole part of $P_{\text{thermal}}$ in each $k$-bin. We can see that the theoretical uncertainties are within the observational noise in the perturbative regime. For a HIRAX-like survey this is true even on smaller scales. A more quantitative way to test the significance of the deviation of theory from simulations is to calculate the signal

FIG. 6. Fractional deviation of the error power spectrum $P_{\text{err}}$ from constant using free transfer functions $\beta_i(k)$ (solid lines) and PT template fit with 6 free parameters (dashed lines), at $z = 0$ (left) and $z = 1$ (right). Note that this quantity is identical to the relative error of the perturbative model compared to the simulated HI power spectrum. The blue shaded region shows ±1% of $P_{\text{HI}}^{\text{true}}$. 

To noise for this difference give the error bars. We plot such cumulative signal to noise for a HIRAX-like survey at the bottom panel of Fig. 7. Perturbation theory model is clearly consistent with the data for $k < 0.4 \, h \, \text{Mpc}^{-1}$, and on smaller scales the significance of the difference compared to the truth never exceeds 3$\sigma$ level due to increasing thermal noise. In a realistic data analysis, where cosmological parameters are varied as well, we expect this difference to be even smaller. Therefore, this result can be also interpreted as a hint that the current level of theoretical modeling discussed in this paper is sufficient to analyse the data from the upcoming HI surveys such as HIRAX.

We would like to emphasise that these results should be taken with the grain of salt. Given a relatively small volume of the IllustrisTNG box and a single realization, the numerical noise in the transfer functions and the best-fit model, clearly visible in Fig. 7, can impact the signal-to-noise estimate. For this reason we do not explicitly show the cumulative signal-to-noise for the Stage II surveys that have much smaller error bars. Also, note that our choice of $\Delta z$ in this exercise is somewhat arbitrary. In the real data analysis the choice of $\Delta z$ will be driven by the compromise between increasing the cosmological volume in each $z$-bin and probing the redshift evolution across the bin. While specific choices in the future are likely to be different, we follow what is done in the galaxy power spectrum analysis of the most recent galaxy surveys such as BOSS [3].

D. One-point probability distributions

So far we have been mainly focusing on the power spectrum as the standard observable used in cosmological data analyses. However, as we pointed out in the introduction, one of the advantages of the field level method is that it allows to predict other, very different summary statistics. As an illustration we will focus on the one-point probability distribution function (PDF). One-point PDF of HI from TNG100-1 has also been studied in ref. [69]. Here we test our perturbative prediction for the one-point PDF by comparing the histograms of smoothed density fields from simulations and the best-fit cubic bias for various smoothing scales. The results are shown in Fig. 8.

For large smoothing scales the agreement between the two is rather good, particularly at $z = 1$, even for relatively large overdensities. Focusing on smaller smoothing scales, we find that the best-fit model tends to over-predict the number of pixels near the mean density ($\delta \sim 0$) and under-predicts the number of highly over-dense pixels. This is very much in line with what is expected from perturbation theory, as it is unable to account for compactness of highly non-linear objects, such as halos. In conclusion, this is yet another evidence that the perturbative description of the HI field works as expected, predicting the 1-point PDF correctly, including the proper shape of the distribution even in the tails, for smoothing scales as small as $R = 5 \, h^{-1}\text{Mpc}$.

E. Redshift-space

Let us finally turn to redshift space. We can in principle repeat every analysis we did for real space and they would lead to similar results. In this section we briefly present the most important tests of the perturbative forward model—comparison of theory and simulations at the level of the map and power spectrum.

In Fig. 9 we show a 2D slice of the simulated HI overdensity field in redshift space in comparison to the best-fit cubic model and the residuals at redshifts $z = 0$ and $z = 1$. As in the case of real space, we can see a general agreement between the simulation and the best-fit model.
FIG. 8. Histogram of the true, best-fit and the residual HI overdensity field using the cubic bias model at two redshifts: $z = 0$ (top panel) and $z = 1$ (bottom panel). Different panel columns correspond to applying a 3D Gaussian filter to residuals with varying smoothing scale $R$. Top rows in each panel show the simulated (blue) and the best-fit model (black lines) HI overdensity distribution. We find that the (cubic) bias model provides a good description of the simulated HI one-point pdfs, especially on larger smoothing scales. Bottom rows show the best-fit field level residuals (blue) compared to a Gaussian distribution with matching variance and zero-mean. Using larger smoothing scales $R$, the residuals (or model errors) are nearly Gaussian, with larger deviations present in a small fraction of pixels.

Notable differences in the residuals are again more pronounced on small scales and they match the locations of large overdensities.

In order to compare the anisotropic redshift space power spectrum to the theoretical prediction, we measure it in the three uniform wide $\mu$ bins centered around $\mu = 0.17$, $\mu = 0.50$ and $\mu = 0.83$. The results are shown in Fig. 10. Even though the measurements have a large scatter, we find that perturbation theory predicts the measured power spectrum well on large scales. Looking at the error, we can see that it is still flat in $k$ on large scales, with similar amplitude (in all bins) as in real space, as expected. On small scales the deviation from a flat power spectrum is more prominent than in real space. This is a consequence of the nonlinear velocity which can produce large distortions in redshift space.
We will comment more on this scale dependence in §V and use it to estimate the nonlinear HI velocity dispersion.

In Fig. 11 we show the redshift space transfer functions \( \beta_1(k, \mu) \). We find that these transfer functions are rather smooth, both in \( k \) and \( \mu \). On large scales, \( \beta_1 \) and \( \beta_g \) have the same value in each \( \mu \) bin, as a consequence of our choice to keep \( \delta_2 \) and \( \tilde{G}_2 \) explicitly in the model for HI field in redshift space. As expected, \( \beta_2, \beta_3 \) are rather flat on large scales and they can be approximated as being constant. The first transfer function \( \beta_1 \) is more scale dependent as expected, but the measurements in different \( \mu \) bins on large scales are very noisy, not allowing for a robust test of perturbative model in redshift space. For this reason, we will use a simple phenomenological fit for \( \beta_1 \) to account for the \( k \) and \( \mu \) dependence. We will come back to this and discuss details in §VI. The bottom line is that, in the same way as in real space, the transfer function behaviour on large scales is compatible with perturbation theory expectations.

Similarly to what we did for real space, in Fig. 12 we show the relative error of the model after subtracting a constant \( P_{\text{err}} \) piece. The value of the constant is chosen as an average plateau of \( P_{\text{err}}(k, \mu) \) on \( k = 0.1 - 0.3 \ h \ Mpc^{-1} \) scales in each \( \mu \)-bin. As before, the fractional deviation of \( P_{\text{err}}(k, \mu) \) from constant allows us to infer at which scales we expect our PT model to break down. We can see that the cubic model is able to accurately model the true HI power spectrum within 1% up to \( k_{\text{max}} \sim 0.3 \) \& \( 0.4 \ h \ Mpc^{-1} \) at redshifts \( z = 0 \) \& 1, respectively. We can also see that the model is accurate up to smaller scales (higher-\( k \)) for lower \( \mu \) bins, as these modes are less affected by the nonlinear RSDs.

V. HI NOISE PROPERTIES

We have argued in the introduction that one of the main advantages comparing the theory and simulations at the field level is that such procedure allows to clearly isolate the model error. Understanding the properties of this error is equally important as having a good model, both for standard analyses based on \( n \)-point functions as well as for the more ambitious methods such as field-level forward modelling. In this section we study the properties of the error in detail and comment on its peculiarities in the case of the HI field.
FIG. 10. Redshift-space power spectrum: simulated, best-fit model and error power spectrum $P_{err}(k, \mu)$ at $z = 0$ (left panel) and $z = 1$ (right panel). The power spectra are measured in three wide $\mu$ bins (different shading).

FIG. 11. Redshift space transfer functions $\beta_i(k, \mu)$ for the cubic bias model at at $z = 0$ (top) and $z = 1$ (bottom) (lines with different colors). We show the best-fit transfer functions (black solid lines) using the following polynomials: $\beta_1(k, \mu) = a_0 + a_1 k + a_2 k^2 + a_4 k^4 + a_{22} (k \mu)^2 + a_{44} (k \mu)^4$ and $\beta_i(k, \mu) = a_0 + a_2 k^2 + a_4 k^4 + a_{22} (k \mu)^2 + a_{44} (k \mu)^4$ for higher order transfer functions (see Table III). Different shading corresponds to different $\mu$-bins in all panels. For comparison we also show the low-$k$ values using polynomial fits in real space ($a_0$ values from Table III) (dotted lines).

### A. Non-gaussianity of the error

We can first have a look at the one point PDF of the model error. As we have seen in §IV D the cubic bias model provides a good description of the simulated HI field. However, we can also study the properties of the model error distribution. To obtain the model error distributions we compute the histogram of the residuals $(\phi_{HI}^{true} - \phi_{HI}^{model})$ for different 3D Gaussian smoothing scales and we show the results in bottom panels of Fig. 8. We estimate the level of non-Gaussianity by comparing the model errors to the Gaussian distribution with matching variance and zero-mean. We find that assuming a Gaussian likelihood in the data analysis at the field level is not adequate. This means that assuming a Gaussian likelihood violates from the Gaussian distribution, especially in the tails. This means that assuming a Gaussian likelihood in the data analysis at the field level is not adequate. However, these deviations become smaller and the model errors become nearly Gaussian when larger smoothing
scales ($R = 5$ or $10 \, h^{-1}\text{Mpc}$) are used. Some discrepancies in the tails of the distributions are still present, although the number of discrepant pixels is relatively small.

**B. Amplitude of the noise on large scales**

In previous section we found the noise power spectrum to be flat in $k$. Here we want to discuss its amplitude in detail. Naively, one may think that the only fluctuations on large scales are the linear modes (multiplied by the linear bias) and random fluctuations due to the discreteness of the bias tracer. It is then natural to define the HI stochasticity as the power spectrum of the following difference: $\delta_{\text{HI}} - b_1 \delta_{\text{m}}$. Using the best fit value for $b_1$, this can be expressed in terms of the HI-matter cross-correlation coefficient $r_{\text{HI,m}}$ [16, 70]:

$$P_{\text{HI}} - \frac{P_{\text{HI,m}}^2}{P_m} = P_{\text{HI}}(1 - r_{\text{HI,m}}^2),$$

(27)

where $P_{\text{HI,m}}$ and $P_m$ are the HI-matter cross and matter power spectrum, respectively. Note that the stochasticity is equivalent to $P_{\text{err}}$ for the linear bias model.

However, the measured amplitude of the stochasticity is significantly larger than the naive sampling noise, given by $1/\bar{n}$, where $\bar{n}$ is the number density of $M_{\text{HI}}$-weighted halos [16]. We call this quantity $M_{\text{HI}}$-weighted sampling noise and compute it following eq. 26 from Ref. [16]. Furthermore we find good agreement between $M_{\text{HI}}$-weighted sampling noise and the amplitude of high-$k$ plateau of $M_{\text{HI}}$-weighted halo power spectrum, similar to what was found in the case of TNG100-1 [16].
between stochasticity and sampling noise is well-known for small-mass halos [16, 34, 71, 72] and we show the measurements for Illustris in Fig. 14. This discrepancy between the $M_{\text{HI}}$-weighted sampling noise and stochasticity clearly indicates that something is inconsistent in the simple picture we have just described.

The resolution of this problem was given in [34]. Through the nonlinear bias operators, such as $\delta_2$, the galaxy density field on very large scales gets contributions from small but perturbative modes. These long-wavelength fluctuations have the flat power spectrum which is indistinguishable from the sampling noise, but it can have much larger amplitude for very dense tracers.

To explicitly test this hypothesis, we can compare the error power spectrum in the model which includes quadratic biases to the $M_{\text{HI}}$-weighted sampling noise. This is shown in Fig. 14. In the full quadratic and cubic model, $P_{\text{err}}$ is indeed comparable to the Poisson noise. This means that at the map level, perturbation theory correctly predicts the modes which lead to large stochasticity.

This has several important implications. First, the nonlinear bias is needed in order to have the correct map, not only on small scales in order to improve the model, but also on large scales in order to consistently predict all long-wavelength modes. Second, when calculating the covariance matrix for the power spectrum, the total noise-like contribution is much larger than the $M_{\text{HI}}$-weighted sampling noise and indeed it is given by the stochasticity. While in simulations we were exploiting the fact that we knew the initial conditions, which allowed us to disentangle the contributions to the noise from the nonlinear bias and Poisson sampling, in a real analysis the initial conditions are unknown, and as a consequence the two contributions to the noise power spectrum are indistinguishable. This is an important observation, since it implies that the realistic values for the amplitude of the noise in the HI power spectrum Fisher forecasts is given by stochasticity and it can be an order of magnitude larger than what is usually assumed [14, 67], making the forecasts overly optimistic.

Finally, one can ask if an alternative analysis can be done such that the “true” noise, close to the $M_{\text{HI}}$-weighted sampling noise, is the only price to pay in the total error budget. After all, since the long-wavelength fluctuations induced by the nonlinear bias are predictable, should not they be treated as a signal, rather than as noise? While this cannot be done in the power spectrum analysis, it is possible to achieve it including higher order $n$-point functions or doing the full forward modeling at the field level. As explained in [73], this situation is similar to the BAO reconstruction, where the information at the map level is used to sharpen the BAO peak, which can be measured in the 2-point function only with a limited precision.

C. Nonlinear velocity dispersion estimates

As we already emphasised, the error on small scales can be dominated by the nonlinearities that are not taken into account in the model. The dominant nonlinearity in redshift space are Fingers of God induced by the nonlinear velocity dispersion $\sigma_{v,\text{NL}}$. Their effect on the noise is to introduce a characteristic scale and angular dependence proportional at leading order to $\frac{1}{2} \sigma_{v,\text{NL}}^2 \mu^2 k^2$. We can use this fact to estimate the nonlinear velocity dispersion from the error power spectrum. We use the following model:

$$P_{\text{err}}(k, \mu) = c_{\epsilon, 1} \left( 1 + \frac{1}{2} \sigma_{v,\text{NL}}^2 \mu^2 k^2 \right),$$

where $c_{\epsilon, 1}$ and $\sigma_{v,\text{NL}}$ are free parameters. We obtain the best-fit values fitting $P_{\text{err}}(k, \mu)$ and weighting each $k$-bin by $k$. We show the best-fit model of $P_{\text{err}}$ in Fig. 13, while the best-fit values at both redshifts are presented in Table II.

| $z$  | $c_{\epsilon, 1}$ [$h^{-3}\text{Mpc}^3$] | $\sigma_{v,\text{NL}}$ [$h^{-1}\text{Mpc}$] |
|------|-------------------------------------|------------------------------------|
| 0    | 80.6                                | 2.87                               |
| 1    | 34.8                                | 2.54                               |

**TABLE II.** Best-fit parameters of the $P_{\text{err}}(k, \mu)$ model at different redshifts obtained using $k_{\text{max}} = 0.4 h \text{Mpc}^{-1}$.

We find that the constant part of $P_{\text{err}}$ is in agreement between real and redshift space. Our estimate of $\sigma_{v,\text{NL}}$ shows that the HI nonlinear velocity dispersion is smaller than for the typical galaxy samples at similar redshifts [35, 74], in line with the conclusions of previous studies [16]. However, this measurement has to be taken with a grain of salt, given the large numerical noise in the measured $P_{\text{err}}(k, \mu)$ on large scales.

VI. HI MOCK DATA

In all previous sections we focused on modeling based on perturbation theory. However, inspired by the perturbative templates (shifted operators), we can try to see how well such simple description works even on scales where formally perturbation theory does not apply. In other words, we can think of shifted operators as a phenomenological basis in which we can decompose the nonlinear field, with a set of smooth transfer functions. Even though unjustified in perturbative framework, such approach can be useful as a simple tool to easily generate realistic HI fields with the HI clustering properties similar to the ones of TNG simulation, even on small scales beyond $k_{\text{NL}}$. In this section we show how to do this.

For producing mocks, we will focus on scales up to $k_{\text{max}} = 1 h \text{Mpc}^{-1}$. The two main observations to keep in mind are that the measured transfer functions are smooth and they do not vanish at small scales, indicating that the
HI field still correlates with the perturbative templates. Given the smoothness of the transfer functions, we can describe them using simple, low-order polynomial in $k$ and $\mu$. In the case of real space we use the following model

$$\beta_1^\text{real}(k) = a_0 + a_1 k + a_2 k^2 + a_4 k^4,$$

$$\beta_i^\text{real}(k) = a_0 + a_2 k^2 + a_4 k^4.$$  

Note that in $\beta_1^\text{real}$ we also include the term linear in $k$. This is needed since several terms in Eq. (9) have very mild scale dependence around $k \sim 0.1 \text{h Mpc}^{-1}$, given the form of the loop corrections and the ΛCDM linear power spectrum. In the case of redshift space we include $\mu$-dependent terms equally for all transfer functions

$$\beta_i^\text{real}(k, \mu) = \beta_i^\text{real}(k) + a_{22}(k\mu)^2 + a_{44}(k\mu)^4.$$  

The polynomial coefficients $a_i$ and $a_{i\ell}$ are free parameters for each transfer function $\beta_i$, in both real and redshift space models. The total number of free parameters in the cubic bias model is thus 13 ($4 + 3 \times 3$) for real and 26 ($6 + 4 \times 5$) for redshift space, at a single redshift. We obtain the values of these parameters by doing the least-square fits to the measured transfer functions, weighting each $k$-bin by $k$. The polynomial fits for real and redshift space are shown in Figs. 6 (black solid lines) and 11 (dashed lines), respectively. All the best-fit parameter values are shown in table III. We find that this simple model provides a good description of the measured transfer functions at both considered redshifts and for our choice of $k_{\text{max}} = 1 \text{h Mpc}^{-1}$.

Before we move on, let us comment on the inferred values of transfer function parameters in the low-$k$ limit. As we argued in §IIIB we expect certain relations between real and redshift space transfer functions on large scales. This expectation turns out to be correct. As we can see

\[
\begin{array}{c|cc|cc}
\text{redshift space} & \text{real space} \\
\hline
z & 0 & 1 & 0 & 1 \\
\hline
a_0 & -0.28 & 0.27 & 0.69 & 1.28 \\
a_1 & 0.09 & 0.09 & -1.04 & -0.52 \\
a_2 & 0.40 & 0.08 & 1.19 & 0.46 \\
a_3 & -0.17 & -0.04 & -0.28 & -0.02 \\
a_{22} & -0.53 & -2.11 & - & - \\
a_{24} & 0.33 & 1.78 & - & - \\
\hline
\beta_2 & & & & \\
\hline
a_0 & -0.17 & -0.20 & -0.31 & -0.35 \\
a_1 & -0.02 & -0.002 & 0.14 & -0.001 \\
a_2 & 0.02 & 0.01 & -0.03 & 0.03 \\
a_{22} & 0.22 & -0.13 & - & - \\
a_{44} & -0.13 & 0.45 & - & - \\
\hline
\beta_{\ell 2} & & & & \\
\hline
a_0 & 0.09 & 0.04 & 0.44 & 0.47 \\
a_2 & 0.54 & -0.09 & 0.05 & -0.38 \\
a_3 & -0.34 & 0.16 & -0.12 & 0.26 \\
a_{22} & -0.42 & 0.62 & - & - \\
a_{44} & -0.20 & -1.02 & - & - \\
\hline
\beta_3 & & & & \\
\hline
a_0 & -0.07 & -0.16 & 0.001 & -0.16 \\
a_2 & -0.12 & -0.02 & -0.06 & 0.24 \\
a_3 & 0.11 & 0.02 & 0.03 & -0.14 \\
a_{22} & -0.10 & -0.26 & - & - \\
a_{44} & 0.23 & 0.48 & - & - \\
\end{array}
\]

TABLE III. Best-fit parameters of the transfer functions when using the polynomial model in real and redshift space $\beta_i(k, \mu)$ at different redshifts obtained using $k_{\text{max}} = 1 \text{h Mpc}^{-1}$ (see Figs. 5 and 11).
in table III, the following approximate relations hold

\begin{align*}
\beta_1 : & \quad \sigma^\text{real} \approx \sigma^\text{rad} + 1, \\
\beta_2 : & \quad \sigma_0^\text{real} \approx \sigma_0^\text{rad}, \\
\beta_3 : & \quad \sigma_0^\text{real} \approx \sigma_0^\text{rad} + \frac{2}{k}, \\
\beta_4 : & \quad \sigma_0^\text{real} \approx \sigma_0^\text{rad},
\end{align*}

both at $z = 0$ and $z = 1$. Even though the agreement is not perfect, up to $\Delta a_0 \sim 0.1$, the real space and redshift space results are compatible, given the large numerical noise at low-$k$ in the measured transfer function. This is yet another confirmation of the consistency of the theory.

So far we have only considered the part of the HI signal that comes from the model prediction and correlates with the IC. However, we also need to include the stochastic part in order to generate a realistic HI mock. To do that we generate 3D fields with the power spectrum matching the inferred $P_{\text{err}}$. In real space we generate a noise realization with an flat power spectrum amplitude of $P_{\text{err}} = (68.53, 33.00) \ [h^{-3}\text{Mpc}^3]$ at $z = (0.1)$, respectively. These amplitudes correspond to the $P_{\text{err}}$ plateau between scales $k = 0.1 - 0.3 \ h\text{Mpc}^{-1}$. In redshift space we generate a noise realization with the power spectrum constructed by doing a polynomial fit to the inferred $P_{\text{err}}(k, \mu)$ (see Fig. 13). For the polynomial model we use the following ansatz

\[ P_{\text{err}}(k, \mu) = a_0 + a_2 k^2 + a_3 k^3 + a_4 k^4 + \sum_{i=2}^{4} a_i (k \mu)^i, \]

and perform a weighted least-squares fit up to $k_{\text{max}} = 1 h\text{Mpc}^{-1}$, weighting by $k$ each $k$-bin as before. The best-fit parameters values are shown in table IV. Note that this is different from the model that we used in Eq. (28) where the goal was to estimate HI velocity dispersion and where we used only the scales in the perturbative regime.

With the polynomial model that we use here, the goal is to generate the most realistic noise in redshift space and be able to use it even on smaller scales. Finally, having generated the noise fields, we add them to the signal fields to obtain the final HI mock in either real or redshift space.

\[
\begin{array}{cccccc}
\hline
\text{z} & a_0 & a_2 & a_3 & a_4 & a_{22} & a_{33} & a_{44} \\
\hline
0 & 77.3 & 99.1 & -232.3 & 111.8 & 463.6 & -1282.1 & 861.9 \\
1 & 36.6 & 16.4 & -50.8 & 29.1 & 106.4 & -317.6 & 206.7 \\
\hline
\end{array}
\]

TABLE IV. Best-fit parameters using the polynomial fit from Eq. (35) to model $P_{\text{err}}(k, \mu)$ at different redshifts.

We can now use these fits to generate HI mocks. Since we measure the transfer functions without cosmic variance (using the same IC for the model and the simulated field), the transfer functions, and their smooth polynomial fits, can be applied to realizations with different IC as the dependence on IC is in the shifted fields. For any given realization of IC, we can then generate orthogonalized shifted fields and simply multiply them with the best-fit transfer function polynomials in order to obtain the HI signal map (cf. Eqs. 8 and 11). The code we provide along this paper – Hi-Fi mocks, is performing exactly this procedure.

This procedure has several free parameters. One is the grid size used to generate shifted fields and the other is the box size. In our fiducial analysis we use $N_{\text{mesh}} = 256^3$ which results in $\approx 16$ million particles. Given the size of TNG300-1 simulation ($L = 205 h^{-1}\text{Mpc}$) this configuration makes generating HI mocks achievable even on personal computers in short amount of time and the full HI mock can be obtained on a modern laptop in few minutes. We note that for larger box sizes a larger grid size is needed in order to accurately probe smaller scales. This makes computation times longer and memory load larger.

We can contrast this procedure to the more standard way of generating HI mocks using N-body simulations and techniques such as halo occupation distribution, subhalo abundance matching and semi-analytical models. This is usually done by populating dark matter halos with HI mass after running the full N-body simulation. Approximate approaches to the full N-body simulations, such as COLA [75] or FastPM [76], are able to accelerate this step. However the main bottleneck is running halo finder on top of simulation outputs which takes a comparable computational time. This step is not differentiable which makes using forward model in this setup unfeasible. Approaches based on machine learning techniques have been used to generate HI fields in cosmological boxes from dark matter field [38], however these require training, testing and at the moment lack the interpretability. On the other hand our method is computationally cheap as it does not require running N-body, it does not require running halo finders, requires no training and in the low-$k$ limit it is based on perturbation theory. Furthermore it can be easily calibrated to other hydrodynamical simulations or simulations with different baryonic feedback prescription.

\section{VII. CONCLUSIONS}

In this paper we tested a perturbative forward model against the simulated HI at the field level. We found an excellent agreement on large scales, with sub-percent precision for $k < 0.3 h^{-1}\text{Mpc}$ in real and redshift space, at redshifts of $z = 0$ and $z = 1$. This is confirmed looking at different statistics, such as cross correlation between the maps, the HI power spectrum and one-point probability distribution functions of the HI field. We also studied the properties of the HI noise. We confirmed the well-known fact that the stochasticity for HI can be much larger than the $M_{\text{HI}}$-weighted sampling noise, and explained the origin of this discrepancy. We argued that this has an important implication for the HI power spec-
trum Fisher matrix forecasts and that it motivates the field level inference. Finally, using perturbation theory as an inspiration for the basis of templates at the field level, we find a phenomenological fit for the HI maps and provide a simple and efficient code to generate mock HI data for arbitrary initial conditions and volumes. Our results can be also seen as an important validation step for the HI modelling and they show that the currently existing pipelines for galaxy clustering analysis based on perturbation theory can be in principle applied to the neutral hydrogen as well.

There are several interesting directions to explore in the future and we mention some of them here. First, we can use our Hi-Fi mocks code to generate realistic synthetic data in large volume boxes. The same code can be used to produce many realizations needed to estimate the covariance matrix. The currently existing pipelines for the power spectrum analysis can be then applied to these synthetic data. The resulting errors on the cosmological parameters would be the most realistic estimate of the constraining power of the HI power spectrum, even though in a very idealistic setup. A step towards a more realistic analysis requires inclusion of foregrounds, wedge and thermal noise, all of which can be added to the perturbative forward model. We leave this for future work.

Another direction is to explore the alternative summary statistics in more detail. We have already presented the results for one-point PDFs. Using predictions for the maps one can also study to what extent perturbation theory predicts the size function of voids, the nearest neighbour distribution etc.

A natural question to ask is whether the perturbative forward model can be used to reconstruct the initial conditions. The simplest way would be to do perturbative inversion at the field level. This is along the lines of advanced reconstruction algorithms based on perturbative expansion, such as $[77]$. Alternatively, one can try to do the full forward modeling where the posterior for cosmological parameters is obtained by marginalizing over all amplitudes and phases of the initial conditions. The perturbative approach is useful in this context because it provides a simple differentiable forward model. In the future we plan to use our model to do the full forward modeling where the posterior for cosmological parameters would be the most realistic estimate of the constraining power of the HI power spectrum, even though in a very idealistic setup.

Appendix A: Transfer functions in real space

In this appendix we derive the form of the real-space transfer functions used in the main text. The starting point for our forward model is

$$\delta_{HI}(k) = \int d^3q \left( 1 + \delta_{HI}(q) \right) e^{-ik \cdot (q + \psi(q))}, \quad (A1)$$

where the HI field in Lagrangian coordinates $q$ is expressed as

$$\delta_{HI}(q) = b_1^V \delta_1(q) + b_2^V \left[ \delta_2(q) - \sigma_2^2 \right] + b_3^V \mathcal{G}_2(q) + b_4^V \left[ \mathcal{G}_2 \delta(q) + b_5^V \mathcal{G}_3(q) + b_6^V \Gamma_3(q) \right] + b_7^V \nabla^2 \delta_1(q). \quad (A2)$$

The first line contains the linear and quadratic operators defined in the main text. Assuming the following form of the transfer functions and provide an estimate of the impact of different galaxy formation scenarios.
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of bias operators
\[
\mathcal{O}(k) = \int_{p_1, p_2, p_3} (2\pi)^3 \delta^3(k - p_1 - p_2 - p_3) \psi_{G}(p_1, p_2, p_3) \delta_1(p_1) \delta_1(p_2) \delta_1(p_3),
\]
where \( F_{\psi_3} \) is a symmetrized kernel, the nontrivial cubic terms in the bias expansion have the following kernels
\[
F_{\psi_3} = \frac{3}{2} \frac{(p_1 p_2)^2}{p_1 p_2} - \frac{(p_1 p_2)(p_1 p_2)(p_1 p_2) - \frac{1}{2}}, \quad F_{\Gamma_3} = \frac{4}{7} \left( 1 - \frac{(p_1 p_2)^2}{p_1 p_2} \right)
\]
Finally, the last term in Eq. (A2) is a higher derivative bias. Even though it is linear in \( \delta_1 \), this term is suppressed by the derivatives. Note that it has the same form as the leading order counterterm for the dark matter field.

The nonlinear displacement \( \psi(q) \) can be expanded in perturbation theory too. The leading term is Zel’dovich displacement \( \psi_1(q) \). Being the largest contribution it should be kept in the exponent, while higher order terms can be expanded. These higher order terms will mainly lead to operators which have the same form as in the bias expansion (but with fixed constants) and therefore can be absorbed in the bias coefficients. One exception is the second order shift acting on the HI density field, producing at cubic order
\[
S_3(q) = \psi_2(q) \cdot \nabla \delta_1(q).
\]
Such term cannot be written as a linear combination of bias operators and has the following kernel
\[
F_{S_3} = -\frac{3}{14} \left( 1 - \frac{(p_1 p_2)^2}{p_1 p_2} \right) \frac{(p_1 p_2 p_3)}{|p_1 p_2|^2}. \quad (A7)
\]
The uniform density displaced by Zel’dovich displacement in Eq. (A1) is just the Zel’dovich field, which can be written in perturbation theory as
\[
\delta_2(k) = \int d^3 q \left( \frac{1}{2} \partial_3 - \frac{1}{3} G_3 \right) e^{-ik \cdot (q + \psi_1)}, \quad (A8)
\]
where all fields in the integrand depend on \( q \).

In conclusion, the real space model can be expressed in terms of the shifted bias operators and \( S_3 \). The transfer function in Eq. (9) is then given by the sum of the linear bias, higher-derivative bias (and dark matter counterterm) and a set of all quadratic and cubic operators that correlate with \( \delta_1 \). Note that those do not include \( G_3, \dot{G}_2 \delta \) and \( \delta_3 \), since their correlation with \( \delta_1 \) either vanishes or renormalizes the linear bias.

Appendix B: Transfer functions in redshift space

In this appendix we review the forward model in redshift space and give formulas for the transfer functions.

In redshift space, the displacement in the exponent contains an additional term, with projected velocity along the line of sight
\[
\delta_{HI}(k, \mu) = \int d^3 q \left( 1 + \delta_{HI}(q) \right) e^{-ik \cdot (q + \psi(q)) + \frac{k}{z} \cdot \frac{\hat{v}(q \cdot z)}{z}}.
\]
Using the same bias model in Lagrangian space as before and expanding all nonlinear displacement terms in the exponent, we get the following expression [35]
\[
\delta_{HI}(k, \tilde{n}) - \delta_{HI}(k, n) + \frac{3}{7} \tilde{n}^{\parallel}(k, n) = \int d^3 q \left[ \delta_{HI} - \frac{3}{14} G_2 - \frac{3}{14} (1 + b_1^L) \delta_1 G_2 + \frac{1}{6} \Gamma_3 + \frac{1}{9} G_3 - \frac{3}{7} f b_1^L \delta_1 G_2 \right.
\]
\[
- \frac{5}{8} f \Gamma_3 - \frac{1}{2} f G_3 - \frac{9}{14} f K_3 - \frac{9}{14} f^2 \delta_1 \| G_2
\]
\[
- \left. R_{13}^{[2]} \psi_2 \psi_1 \right] \left( 1 + b_1^L \right) \delta_1 + f \hat{v}(q + R^{[1]} \psi_1), \quad (B2)
\]
where the operators projected along the line of sight are defined in the following way
\[
\mathcal{O}^\parallel(q, z) \equiv \tilde{z} \tilde{v} \cdot \nabla \delta_1 \mathcal{O}(q), \quad (B3)
\]
and the matrix \( R^{[n]} \) is given by
\[
R_{ij}^{[n]}(\hat{z}) \equiv \delta_{ij} + n f \tilde{z}_i \tilde{z}_j. \quad (B4)
\]
We also define
\[
K_3(q, z) \equiv \tilde{z}_i \partial_i \frac{\partial_3}{\sqrt{\hat{v}}} \delta_1(q) \partial_3 \mathcal{O}(q). \quad (B5)
\]
The first line in Eq. (B2) contains the terms that we model in the main text as a linear combination of shifted operators. The second line is the same as in real space. The third line contains new cubic operators with projection along the line of sight. Finally, the last term is the anisotropic second order shift which acts on the linear field. Note that for the new cubic operators in redshift space there are no new free parameters. This is consistent with the fact that velocities induced by gravity do not depend on the type of tracer.

Using Eq. (B2) it is easy to read off the form of the transfer function \( \beta_{15}^{\text{red}}(k, \mu) \) in redshift space. It has the following form
\[
\beta_{15}^{\text{red}}(k, \mu) = \beta_{15}^{\text{real}}(k) + \sum_i \left( \frac{\delta_1 \hat{G}_i^\parallel}{\delta_1} - b_1 \frac{\delta_1 \hat{S}_i^{\text{red}}}{\delta_1} \right), \quad (B6)
\]
where \( \hat{G}_i^\parallel \) runs over all new cubic operators with projections along the line of sight, including the appropriate coefficients as given in Eq. (B2), and \( \hat{S}_i^{\text{red}} \) is the operator in the last line of Eq. (B2).
Appendix C: Convergence test with respect to grid size

In this appendix we demonstrate the convergence with respect to the grid size of our results on the scales we focus on. Throughout this work we use $N_{\text{mesh}} = 256$ grid cells per side (or equivalently the cell size of $0.8\, h^{-1}\text{Mpc}$) to analyse simulated and predicted HI field. This choice determines the validity of our analysis. In order to test whether our results have converged we repeat our analysis using different number of grid cells per side. In particular we use lower ($N_{\text{mesh}} = 128$) and higher ($N_{\text{mesh}} = 512$) resolution and compare the resulting transfer function in Fig. 15, focusing on redshift $z = 1$. As expected we find significant differences on very small scales and also when using a lower resolution grid. However, for the fiducial grid size and on scales $k < 1\, h\, \text{Mpc}^{-1}$ that we focus on in this work, we find our results to have converged.

![FIG. 15. Best-fit transfer functions $\beta_i(k)$ obtained from the simulated HI field at $z = 1$ for different choices of grid size $N_{\text{mesh}}$. We find that on relevant scales for this work $k < 1\, h\, \text{Mpc}^{-1}$ our results are converged with respect to the grid size for all transfer functions.](image)
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