Hopfield neural network in agent based modeling

Abstract

In recent years, most of the researchers in the field of artificial intelligence focused on developing the Agent Based Modelling in order to simplified their learning algorithms. This version of simplification is useful to find a provable criterion for convergence in a dynamic system. In this paper, an agent based modelling (ABM) was developed by using NETLOGO as a platform to carry out logic programming in Hopfield network. The developed model seems to illustrate the task of doing logic programming in a simple, flexible and user friendly manner.
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Introduction

An Artificial Neural Network (ANN), otherwise known as connectionist system, neural net, parallel distributed processing models, neuromorphic systems to mention but few, is an information processing system which mimics the biological nervous system especially the brain. Neural network can be seen as a step towards understanding of intelligence. There are many neural network architectures which provide different performance for different applications. There are many neural network architectures which provide different performance for different applications. Common neural network architectures include Radial Basis network, Single layer network, Multilayer network, Competitive network and Hopfield network. Hopfield network is a recurrent neural network invented by John Hopfield in 1982 that consist of a set of N interconnected neurons which all neurons are connected to each others in both directions. It consist of synaptic connection pattern that are the building blocks of Lyapunov function, E (energy function) for dynamic activities. The knowledge presented in Hopfield network must be well founded in order to optimize Hopfield’s architecture. With that in mind, logic program will be embedded to Hopfield network. Logic program provides a natural way for problem-solving. Logic programming can be demarcated as an optimization problem, that is similar to other optimization problem such as travelling salesman problem. Compared to neural network which is a black box model, logic program is easier to understand, easier to verify and also easier to change.

The assimilation between both paradigm (Logic programming and Hopfield network) was presented by Wan Abdullah and revolve around propositional Horn clauses. Gadi Pinkas and Wan Abdullah proposed a bi-directional mapping between logic and energy function in a symmetric neural network. The aim of the mapping is to find the optimal assignments that corresponds to global minimum energy of the system. This optimal assignment will be the model of the corresponding logic program. The first agent based modelling to carry out logic programming in Hopfield network by using NETLOGO as platform was proposed by Sathasivam.

In this paper, we develop agent based modeling (ABM) for activation functions to do logic programming in Hopfield network. Agent-based modelling (ABM) alternatively called individual-based modelling or multi-agent based modelling. It is a powerful simulation modelling technique that have gained recognition in a number of applications in the last few years, including applications to real-world business problems. In agent-based modelling (ABM), a system is modelled as a collection of autonomous decision-making agents. Agent-based model (ABM) is kind of microscale model that simulate the simultaneous operations and interactions of multiple agents in an attempt to re-create and predict the appearance of complex phenomena. The process is one of emergence from the lower (micro) level of systems to a higher (macro) level. As such, a key notion is that simple behavioral rules generate complex behavior. Another central tenet is that the whole is greater than the sum of the parts. Individual agents are typically characterized as boundedly rational, presumed to be acting in what they perceive as their own interests, such as reproduction, economic benefit, or social status, using heuristics or simple decision-making rules. ABM agents may experience “learning”, adaptation, and reproduction. As these non-linear, adaptive interactions are mostly too complex to be captures by analytical expression, computer simulations are most often use, idea of such simulation is to specify the rules of behaviour of individual entities, as well as the rules of their interaction in a multitude of the individual entities using a computer model and to explore the consequences of the specified individual-level rules on the level of population as a whole, using results of simulation of their behaviour and interaction are known as agent-based stimulation, the properties of individual agents describing their behaviour and interaction are known as elementary properties, and the properties emerging on the higher, collective level are known as emerging properties. Agent-based modelling is appealing and interesting because of the collective level are often neither obvious nor expectable, even in many cases when the assumption on individual agent properties are very simple, the capability of generation complex and intriguing emergent properties arises not so much that the in-built rules of individual agent behaviour, as from the complexity of the network of interaction among the agents. Precisely this multitude of agents, as well as the multitude and complexity of their interaction are the main reasons why in most cases formal mathematical deduction of results of an agent based model is not possible ABMs are also called individual-based models (IBMs), and individuals within IBMs may be simpler than fully autonomous agents within ABMs. A review of recent literature on individual-based models, agent-based models, and multiagent systems shows...
that ABMs are also useful in non-computing related scientific domains including biology, ecology and social science. Agent-based modelling is related to, but distinct from, the concept of multi-agent systems or multi-agent simulation. ABM is also used to search for explanatory insight into the collective behaviour of agents obeying simple rules, typically in natural systems, rather than in designing agents or solving specific practical or engineering problems. It combines elements of game theory, complex systems, emergence, computational sociology, multi-agent systems, and evolutionary programming. Monte Carlo methods are used to introduce randomness.

The rest of the paper is organized as follows. Section II Contains Hopfield Neural Network. In Section III, We briefly discussed Logic Programming in Hopfield Network. IV. We talk about Activation Function Section V we discuss the significance and the usage of NETLOGO. Section VII discuss the implementation of Agent Based Modelling in logic programming. Section VIII discussion and section IX to conclude the study.

### Hopfield neural network

A Hopfield network is easier to be integrated with any paradigms to solve satisfiability problem. \(^4,13,14\) A Hopfield network is a network of \(N\) interconnected artificial neurons, which are fully interconnected. \(^1,15\) The connection weight from neuron \(j\) to neuron \(i\) is represented by the number \(w_{ij}\), in general, the number \(w_{ij}\) is symmetric, that is \(w_{ij} = w_{ji}\) and in Hopfield network \(w_{ij} = w_{ji} = 0\) (no self connection), the set of all such numbers is represented by the connection weight matrix \(W\), whose elements are . The local field of the connection is given by

\[
S_i(t+1) = \text{sgn} [\frac{1}{2} \sum_j w_{ij} S_j(t)]
\]

(1)

Where \(\ldots\) denotes the higher order connection. The updating rule reads

\[
S_i(t+1) = \text{sgn} [h_i(t)]
\]

(2)

In order to check the correctness of the final state, total energy of the neurons will be evaluated. An energy function for the Hopfield network is given by [6]:

\[
E = \frac{1}{2} \sum_j \sum_i w_{ij} S_i S_j + \sum_i w_{ii} S_i
\]

(3)

Where \(\ldots\) denoted the higher order connection of the network.

Hopfield network has \(N\) interconnected neurons that update their activation values asynchronously and independently of other neurons. Each neuron has both input and output which make it different from the classical feed-forward neural network, where the feed-forward network consists of input layers, hidden layers and output layers. Each layer consists of certain number of neurons. Hopfield network is being utilized in various area such as image processing, signal processing, data de-convolution, pattern matching, solving equations and optimizing functions, travelling salesman, scheduling and resource allocation to mention nut few.

The Hopfield network has demonstrated the interesting features. \(^4,5,16,17\)

Distributed representation: A memory is stored as pattern of activation across a set of processing elements, memories can be superimposed upon one another, and different memories can be represented by different patterns over the same set of processing elements.

Distributed asynchronous control: Each processing element makes decisions based only on its own local situation. All of these local actions add up to a global solution.

Content addressable memory: The network can store a number of patterns. It can retrieve a pattern if only a portion of the pattern is specified. The network will automatically find the closest match.

Fault tolerance: The network can still function properly, even if few of the processing elements misbehave or fail completely.

### Logic program hopfield neural network

A logic program consists of program clauses and is activated by an initial goal statement. Logic program provides a natural way for problem-solving. The fact that logic programming has gained ground as a vital application in computer science and artificial Intelligence (AI) is undisputable, it provides helpful programming languages for computer to express facts in which intelligent system can comprehend. Logic programming is easy to understand, easier to verify and change compare to other programming where deeper knowledge of understanding matters a lot. Thus, an inexperienced users and database users might find it very easy to comprehend. Moreover, logic programming is a high level language, easy to create prototype, and offer shorter and more readable programs that suits many AI applications. Logic programming is a programming paradigm based on formal logic. A program written in a logic programming language is a set of sentences in logical form, expressing facts and rules about some problem domain. \(^10\) It is made up a set of axioms and a goal statement. The program allows user to state a collection of axioms from which a theorem or goal can be proven. \(^19\) When the goal is stated by the user, the language implementation will search a collection of axioms and inference steps that together imply the goal. In almost all logic languages, axioms are written in a standard form known as Horn clause. A Horn clause consists of a head and a body:

\[
H \leftarrow B_1, B_2, B_3, ..., B_n
\]

(4)

Where \(H\) is the head and \(B_i\) are the body. Horn clause is a clause of disjunction of literals that have at most one positive literal. The below expression is a typical example of Horn clause:

\[

A \lor B \lor E \lor H
\]

Where the positive literal in the expression is \(H\), whereas the others literals are negative since the symbol (¬) is negation of the literal that follows it. A Horn clause that consist of exactly one positive literal is called a definite Horn clause.

Equation (5) above can be rewritten equivalently in a simplified form as shown below.

\[
(A \land B \land \ldots \land E) \rightarrow H
\]

(6)

The lexicon (non-logical symbol) of propositional logic consists of a set of proposition symbols. In equation (5) above, the proposition symbols are \(A, B, \ldots, E\) and \(H\). The logical symbols of propositional logic are: ¬, ↔, and →. Following are some terminologies of propositional logic in logic programming.

A sentence of the form \(A \lor B\) is a disjunction.
A sentence of the form $A \land B$ is a conjunction.

A statement of the form $A \to B$ is an implication, where $B$ is referred to as antecedent and $B$ is termed consequent.

A statement of the form $\neg A$ means negation of $A$ (Not $A$) this will change the state of $A$ from whatever state it is earlier.

Based on Wan Abdullah’s method, the following algorithm summarizes how a logic program can be done in a Hopfield network proposal by Wan Abdullah (Figure 1).

![Flow chart on algorithm how a logic program can be done in a Hopfield network.](image)

**Figure 1** Flow chart on algorithm how a logic program can be done in a Hopfield network.
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Activation function

The first activation function implemented in logic programming in Hopfield neural network was the sign function by McCulloch-Pitts (ideal model) proposed by Walter and Pitts. Although McCulloch-Pitts Activation Function helps the network to find global solution, this function is prone to few weaknesses such as computational burdening and lack of efficiency in producing desired results. McCulloch-Pitts neuron has been generalized in many ways and one of the obvious generalizations is to use activation functions other than threshold function. Figure 2 below shows different types of activation functions:

![Activation function](image)

Figure 2 Various types of activation function.

Netlogo

To assist in the development of agent-based models (ABM), a number of different platforms have been developed. These platforms vary in how much support they provide. Some factors in the program are represented by Swarm and Mason. ABM offers a set of software libraries to be used in programming a model. Repast, in its Symphony (sic) version, Netlogo offers a few more tools for quick construction of agent-based models. Some other agent-based modelling platforms provide fixed sets of rules that can be used with some chosen parameters, but these are often too restricted to capture the wide range of phenomena that one might want to model. Netlogo consists of a programming language (derived from the earlier Logo language) and a set of libraries, as well as a programming environment. Like Repast and Swarm it provides a set of programming facilities, however Netlogo also provides a graphical tool for quickly constructing interfaces for running agent-based models. One of the benefits of using Netlogo is its interface. More information on the interface can be found in the Netlogo Interface Guide. More information on linking these interface elements with the program can be found in the following subsection. To engage people who are experienced in the programming language, to be low threshold and no ceiling. It teaches programming concepts using agents in the form of turtles, patches, links and the observer. Netlogo was designed for multiple audiences in mind, in particular: teaching children in the education community and domain experts without a programming background to model related phenomena. Many scientific articles have been published using Netlogo. While for the link agents, they connect the mobile agents to make networks, graphs and aggregates which can let the users get more understanding on output of system. Moreover, its runs are exactly reproducible cross-platform. The model can be viewed in either 2D or 3D form. Programme can choose any interesting agent shapes to design the agent based modelling, and some interface builders like buttons, sliders, switches, choosers, monitors, notes, output area in the agent based modelling can be developed too. Those interface builders are ready to use and programmer do not need to write more programming language from them. Later in the next section will carry out the definition and more explanation of simulator and benefits of agent based modelling in NETLOGO.

In computational networks, the activation function defines the output of the neuron by the given input. The activation function for the original McCulloch-Pitts neuron was the unit step function. However, the artificial neuron model has since been expanded to include other functions such as the sigmoid, piecewise linear and transfer function. The activation function is sometimes called a “transfer”. The most commonly used transfer functions are logistic sigmoid function and hyperbolic tangent function. According to Kalveram, the logistic sigmoid function was being more frequently used than the hyperbolic tangent function in Hopfield neural network. Numerous researchers proved Hyperbolic activation function outperform most of the activation function.**
Implementation of agent based modelling in logic program

Sathasivam developed the first reverse analysis in Hopfield network. With that in mind, Agent Based Modelling (ABM) doing logic programming in Hopfield network will be presented (Figure 3). Netlogo will be used as a platform to develop agent based modelling (ABM). Agent based modelling designed to implement Hopfield network in doing logic programming. Netlogo is a multi-agent programming language and integrated modelling environment. There has been continuous development for connected learning and computer-based modelling. Furthermore, it is a well suited method for modelling complex systems that can give instructions to hundreds or thousands of agents to operate independently. It is because it is fully programmable and formed by simple language structure. It can instruct mobile agents move over a grid of stationary agents. While for the link agents, they connect the mobile agents to make networks, graphs and aggregates which can let the users get more understanding on output of system. Moreover, its runs are exactly reproducible cross-platform. The model can be viewed in either 2D or 3D form.

Programmer can choose any interesting agents shapes to design the agent based modelling, and some interface builders like buttons, sliders, switches, choosers, monitors, notes, output area in the agent based modelling can be developed too. Those interface builders are ready to use and programmer do not need to write more programming language from them. A simulator of Hopfield networks that use a conventional computer had created but not for building up a new network design every time or to store a new set of memories. Hence, Netlogo saves lots of energies and times for the programmer to rebuild new system from time to time. Thus, a computer program which emulates exactly what the user want needs to construct in order to simulate the action of Hopfield Network. It is easier for the programmer to modify the program and store a new set of data. Thus, an agent based modelling had designed for the user to run the simulator. Moreover, agent based Modelling which also called individual-based modelling is a new computational modelling paradigm which is an analyzing systems that representing the agents that involving and simulating of their interactions. Their attributes and behaviours will be group together through their interactions to become a scale. Programmer can design ABM in Netlogo by using button, input, output, slides and other functions that make ABM easy to understand and use. In addition, ABM reveals the appearance of the systems from low to high level outcomes and it make improvement by surpassing the traditional modelling limitations such as allowing agent learning and adaption, limited knowledge and access to information. This is because, the agent based modelling paradigm are commonly used in dynamics and complex communities such as telecommunication, health care and others that involving large populations which used explicitly capture social networks. In this section the steps involved in developing ABM for the logic programming method will be considered. Firstly, look into the steps involved in developing for activation functions to do logic programming in Hopfield Network as Figure 4 below:

**Figure 3** Layout of Agent Based Modelling using Netlogo.

Explanation for the Figure 4:-

Phase 1: Entering Values

A. Choose the type of activation function which is either Hyperbolic tangent activation function, Unipolar activation function, Bipolar activation function, McCulloch-Pitts function, Gaussian Activation Function, others………

B. Press the start-up / Reset Quick-Start button for the new user.

C. User can press next button to go for the next step and previous button to go for the previous step.

D. Later, key in NN, NC1, NC2, NC3, RELAX and COMBMAX.

E. The maximum of Number of neurons (NN) is 80.

Number of first order clauses (NC_1), Number of second order clauses (NC_2), Number of third clauses (NC_3) is related to the value of the NN that had entered. The maximum number of relaxation time (RELAX), and maximum combination for neurons (COMBMAX) is 100. All these values are chosen by try and error technique.

   a) Choose type of learning which is either Wan Abdullah’s Method or Hebb’s Rule.
b) Then, slide the slider to choose number of checking (NCHCHECK), number of learning event (NH), tolerance value (TOL) and number of trial (NT).

c) The maximum of NCHCHECK, NH and NT are 100 while the maximum of TOL is 0.001.

d) After all the value had been set, press the setup button to fix and set those values in the program.

e) Then, press go button to run the program.

f) The program will generate random program clauses. Example, if user declared NC1 as 3, then 3 first order clauses will be generated.

Phase 2: Training

A. Initialize initial states for the neurons in the clauses

B. Next, based on the idea for the Hopfield network that originated from the behaviour of neurons (particles) in a magnetic field, every particles will ‘communicates’ to each other to a completely linked forms with each of them are trying to reach an energetically favourable state that means a minimum of the energy function. This state is known as activation. Thus, all neurons in this state will rotate and thereby encourage each other to continue the rotation. So, let the network evolves until minimum energy is reached. The minimum energy corresponds to the energy needed to reach global minima values.

C. Test the final state (state obtained after the neurons relaxed). The system will determine the final state as a stable state if the state remains unchanged for more than five runs.

D. Following this, calculate corresponding final energy for the stable state.

E. If the different between the final energy and the global minimum energy is within tolerance value, then consider the solution as global solution or else go to step 1.

Finally, calculate global solution and also calculate ratio of global minima ratio

\[
\text{Global minima ratio} = \frac{\text{Number of global solutions}}{\text{Number of iterations}}
\] (7)

The relaxation will run for 100 trials and 100 combinations of neurons.

Lastly, the system will print out the output for each run.

Figure 4 Flow chart of agent based modelling.
Discussion

We test the agent based modelling with computer simulation. We generate a set of 3 random clauses with 4 variables and subject 10 neurons network through Wan Abdullah’s Method from events satisfying the generated clauses. The experiment was run for various numbers of neurons (NN) from 10 up to 80 and number of literals per clause (NC1, NC2, NC3). The network complexity increases as the number of neuron (NN) increases. The development of agent based modelling was done using Microsoft Window 7 professional 64-bit, with the following specification (500GB hard disk, 4096MB RAM and processor 3.40GHz) since the computer specification play a significant role in the performance of the Agent Based Modelling (ABM). The developed ABM was design in such a way that latest version of NETLOGO (5.3.1), tools and techniques were utilized. The interface of the ABM was designed in such a way the programmer/user see the series of procedures and stages involves so he/she has flexibility to adjust input parameters at the beginning of the programme and see the results of the global minima, hamming distance, computational time to mention but few at the end of the simulation. By using agent based modelling for activation functions to do logic programming in Hopfield Network computer we verified that we can obtains models for the logic program. This however shows that we can implement activation functions to do logic programming in Hopfield Network model through a specific procedure. Furthermore, using ABM, user can analyze the graphical design of the links more efficiently and systematically.

Conclusion

In this paper, we had developed agent based modeling for activation functions to do logic programming in Hopfield Network by using NETLOGO as platform. Agent Based Modelling (ABM) is easy to handle but designed in different ways that give the users know more in Netlogo such as the user input message, read data systems that ease the users to keys in and 2D animation that had carried out. They were very user friendly. Besides, the benefits of ABM can be summarized as below:

A. ABM is able to integrate or link logic program and Hopfield Network. It offers a natural description of a system.

B. ABM is able to produce models for the set of logic program because it captures emergent phenomena.

C. ABM is flexible. Users can change the training parameters.

D. Although, ABM develops model, the process for activation functions to do logic programming in Hopfield Network are quite efficient and the system still faces oscillation problem when involving in high complexity of system. Thus, to improve it a future work will carry out.
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