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We consider the inverse-folding problem for RNA secondary structures: for a given (pseudo-knot-free) secondary structure find a sequence that has that structure as its ground state. If such a sequence exists, the structure is called designable. We implemented a branch-and-bound algorithm that is able to do an exhaustive search within the sequence space, i.e., gives an exact answer whether such a sequence exists. The bound required by the branch-and-bound algorithm are calculated by a dynamic programming algorithm. We consider different alphabet sizes and an ensemble of random structures, which we want to design. We find that for two letters almost none of these structures are designable. The designability improves for the three-letter case, but still a significant fraction of structures is undesgnable. This changes when we look at the natural four-letter case with two pairs of complementary bases: undesgnable structures are the exception, although they still exist. Finally, we also study the relation between designability and the algorithmic complexity of the branch-and-bound algorithm. Within the ensemble of structures, a high average degree of undesgnability is correlated to a long time to prove that a given structure is (un-)designable. In the four-letter case, where the designability is high everywhere, the algorithmic complexity is highest in the region of naturally occurring RNA.

PACS numbers: 87.15.Aa, 87.14.Gg, 87.15.Cc

I. INTRODUCTION

RNA plays an important role in the biochemistry of all living systems \[{1,2}\]. Similar to the DNA, it is a linear chain-molecule build from four types of bases—i.e., adenine (A), cytosine (C), guanine (G), and uracil (U). It does not only transmit pure genetic information, but, e.g., works as a catalyst, for example in the ribosome. While for the former only the primary structure—i.e., the sequence of the bases—is relevant, for the latter the kind of higher order structures—i.e., secondary and tertiary structures, is essential for its function. We exemplary mention the following three examples: i) For successful protein synthesis three-dimensional structures of rRNA \[{3,4}\] and tRNA \[{5}\] molecules are inevitable. ii) The catalytic properties of ribozymes depend on their three-dimensional structures \[{6}\]. iii) The function of the internal ribosome entry site (IRES) of picornaviruses which directs binding of ribosomal subunits and cellular proteins in order to accomplish translation initiation, is based on higher order structures \[{7}\].

Like in the double helix of the DNA, complementary bases within RNA molecules can build hydrogen bonds between each other. As opposed to DNA, where the bonds are built between two different strands, in RNA bonds are formed between bases of the same RNA strand. The secondary structure is the information, which bases of the strand are paired, while the spatial structure is called the tertiary structure. The tertiary structure is stabilized by a much weaker interaction than the secondary structure. This leads to a separation of energy scales between secondary and tertiary structure, and gives the justification to neglect the latter in many cases to obtain a first fundamental understanding of the behavior of RNA \[{8}\]. Therefore, although the tertiary structure is important often for an RNA’s functionality, it is sufficient that we deal here with the secondary structure only.

One crucial point for the calculation of the secondary structure is the energy model, which is applied: On the one hand, if one aims to get minimum structures close to the experimentally observed one, one uses energy models that take into account many different structural elements \[{9,10,11,12}\], e.g., hair pin loops or bulges, each being described by a different set of experimentally obtained parameters. On the other hand, if one is interested in the qualitative behavior, one uses models as simple as possible while conserving the general behavior, e.g., in the simplest case a model which exhibits only one kind of base \[{13}\], or models where the energies depend only on the number and on the type of paired bases \[{14,15,16,17}\]. Here we will consider only models with the latter kind of interaction energy.

The standard procedure when dealing with RNA secondary structures is that one starts with a given sequence and calculates, e.g., the ground-state structure in which the RNA will fold for low temperatures. In this paper we look at the inverse problem: For a given secondary structure, does a sequence exist that has the given structure as its ground state? If this is the case, we call the structure designable. We answer this question for different alphabet sizes, i.e., different numbers of complementary bases. As an ensemble of structures we choose a set of random structures of given length and ask how large is the fraction designable structures. In a related study Mukhopadhyay \textit{et al.} \[{18}\] also considered different alphabet sizes, but they determined for a ground-state structure of a given sequence, by using a probabilistic algorithm, i.e., approximately, how many different other sequences have this structure as a ground state. Hence, by definition, all structures encountered are designable. In contrast, we generate structures randomly from scratch, and determine whether there is
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at least one sequence that has this structure as a ground state. Hence, we can generate structures, which might not be describable at all. The basic idea behind this approach is that nature needs as many different structures as possible to perform many different tasks, and, as it turns out, a minimum number of four letters is necessary for this. Furthermore, we use an exact branch-and-bound algorithm to verify (un-)designability. In another previous work Hofacker et al. [19] looked at the same question whether a given structure is designable. In contrast to our work, they used only a probabilistic approach, hence in some cases solutions may have been missed. Furthermore, they studied a very restricted ensemble of structures, where the structures are assembled from substructures found in nature already, which implies by definition a high degree of designability. Also they did not study the dependence on the alphabet size. Another difference of our work to previous publications is that we also study the relation between the designability and the algorithmic complexity, i.e., the running time of our exact algorithm.

The paper is organized as follows. In section Sec. II, we define our model—i.e., we formally define secondary structures and introduce our energy model and state the design problem. In Sec. III, we explain how to calculate a bound for the ground state with a dynamic programming algorithm and how to solve the design problem with a branch-and-bound algorithm augmented with a randomized algorithm. We also present thoroughly in Sec. III C how we generate the ensemble of random structures. Finally, in Sec. IV, we show the result of our numerical studies.

II. THE SECONDARY STRUCTURE MODEL AND DESIGN PROBLEM

A. RNA secondary structure model

Because RNA molecules are linear chains of bases, they can be described as a (quenched) sequence \( \mathcal{R} = (r_i)_{i=1,\ldots,L} \) of bases \( r_i \in \mathcal{A} \). We denote by \( L \) the length of the sequence and \( \mathcal{A} \) is the alphabet, which contains the underlying base types that build the RNA sequence. Typically \( \mathcal{A} = \{A, C, G, U\} \) is used, but we also consider here alphabets with two and three letters. Within this single stranded molecule some bases can pair and build a secondary structure. The Watson-Crick base pairs—i.e., A-U and C-G—have the strongest affinity to each other, they are also called complementary base pairs. Each base can be paired at most once. For a given sequence \( \mathcal{R} \) of bases the secondary structure can be described by a set \( S \) of pairs \( (i, j) \) (with the convention \( 1 \leq i < j \leq L \)), meaning that bases \( r_i \) and \( r_j \) are paired. For convenience of notation we further define a Matrix \( (S_{i,j})_{i,j=1,\ldots,L} \) with \( S_{i,j} = 1 \) if \((i, j) \in S\), and \( S_{i,j} = 0 \) otherwise. Two restriction are used:

1. [non-crossing condition] Here we exclude so called pseudo knots, that means, for any \((i, j), (i', j') \in S\), either \( i < j < i' < j' \) or \( i < i' < j' < j \) must hold—i.e., we follow the notion of pseudo knots being more an element of the tertiary structure [20].

2. [min-distance condition] Between two paired bases a minimum distance is required: \( |j - i| \geq h_{\text{min}} \) is required, due to the bending rigidity of the molecule. Our main results below will be for \( h_{\text{min}} = 2 \), but for comparison we discuss the unphysical case \( h_{\text{min}} = 1 \) as well. Larger—and more realistic—\( h_{\text{min}} \) values do not change the qualitative results compared to the \( h_{\text{min}} = 2 \) case, but are computationally more demanding.

In the following we assume that each structure \( S \) 'fits' to all considered sequences \( \mathcal{R} \)—i.e., for all pairs \((i, j) \in S\) the indices \( i \) and \( j \) are smaller or equal to the length \( L \) of the sequence \((1 \leq i, j \leq L)\). By \( S^{m,n} \) we denote a substructure of \( S \) between the \( m \)'th and \( n \)'th letter, i.e., \( S^{m,n} := \{(i, j) \in S | m \leq i < j \leq n\} \). Similar, a subsequence between the \( m \)'th and \( n \)'th letter is denoted by \( \mathcal{R}^{m,n} = (r_i)_{i=m,\ldots,n} \).

B. Energy models

In this section we define an energy model, which assigns every secondary structure \( S \) belonging to a sequence \( \mathcal{R} \) an energy \( E(S, \mathcal{R}) \). For a given sequence \( \mathcal{R} \) the minimum \( E(\mathcal{R}) = \min_S E(S, \mathcal{R}) \) is the ground-state energy of the sequence \( \mathcal{R} \).

Motivated by the observation that the secondary structure is due to building of numerous base pairs where every pair of bases is formed via hydrogen bonds, one assigns each pair \((i, j)\) a certain energy \( e(r_i, r_j) \) depending only on the kind of bases. The total energy is the sum over all pairs

\[
E_p(S, \mathcal{R}) = \sum_{(i,j) \in S} e(r_i, r_j),
\]
e.g., by choosing \( e(r, r') = +\infty \) for non-complementary bases \( r, r' \) pairings of this kind are suppressed. In our numerical studies we restrict our self to the energy model

\[
e(r, r') = \begin{cases} E_p & \text{if } r \text{ and } r' \text{ are compl. bases} \\ +\infty & \text{otherwise} \end{cases}
\]

with a pair energy \( E_p \leq 0 \) independent of the kind of bases. Another possible model is to assign an energy \( E_s \) to a pair \((i, j) \in S \) iff also \((i + 1, j - 1) \in S \). This stacking energy can be motivated by the fact that a single pairing gives some gain in the binding energy, but also reduces the entropy of the molecule, because through this additional binding it looses some flexibility. Formally the total energy of a structure can be written as

\[
E_s(S, \mathcal{R}) = \begin{cases} \sum_{(i,j) \in S} E_s S_{i+1,j-1} & \text{if all } (i, j) \in S: \\ +\infty & \text{if } r_i \text{ and } r_j \text{ are compl. bases} \end{cases}
\]

Real RNAs cannot be described by just one energy parameter, because the free energy depends on the type and the size of
the structural elements, e.g., hair pin loops. Here, we examine the sum of both models—stacking energy and pair energy—

\[ E(S, R) := E_p(S, R) + E_s(S, R), \]

where the parameters \( E_p \) and \( E_s \) can be freely adjusted, including both models discussed above. For real RNA both parameters, \( E_p \) and \( E_s \), are of the same order of magnitude, namely about 1 ... 10 kcal mol\(^{-1}\) \cite{2, 21, 22}, therefore we choose \( E_p = -2 \) and \( E_s = -1 \) in our simulations.

A sequence \( R \) is said to be compatible with a structure \( S \), if \( e(r_i, r_j) \leq 0 \) for all \((i, j) \in S \).

Further, we define for a structure \( S \) (independent of \( R \)) the energy

\[ E(S) := E_{\text{min}} |S| + \sum_{(i,j) \in S} E_s i, j - 1, \]

with \( E_{\text{min}} = \min_{r, r' \in A} e(r, r') \). For the energy model of Eq. \( \ref{eq:energy_model} \) it is \( E_{\text{min}} = E_p \). Thus, \( E(S) \) is a lower bound of \( E(S, R) \) for any \( R \).

### C. Designing RNA Secondary Structure

The energy model \( \ref{eq:energy_model} \) has been previously studied \cite{23}, in the standard way, i.e., by calculating ground states for given sequences. In this paper we take, as already mentioned in the introduction, a different point of view: we choose a random structure \( S \) and ask, whether there exists any sequence \( R \) that has this structure as its ground state.

The design problem can be more formally stated as following: For a given structure \( S \) find a sequence \( R \) such that \( E(S, R) = E(R) \) holds. If such a sequence exists, the structure \( S \) is called designable. However, we do not require that \( S \) is the unique ground state of this sequence, since this issue has been addressed previously \cite{13}.

The design problem for an energy model without stacking energy, i.e., which exhibits only a pair energy according to Eq. \( \ref{eq:energy_model} \), can be solved easily as follows (Fig. 1: assign to any pair \((i, j) \in S \) the letters \( A \) at position \( i \) and \( U \) at position \( j \), and for every unpaired position a base of type \( G \) (in the two letter case use \( A \) again). There are exactly \( |S| \) pairs of bases therefore the ground-state energy can not be below \( E_p |S| \), which is just the ground-state energy of the structure \( S \).

For the case \( E_s \leq 0 \) this construction scheme might fail as one can see in the example shown in Fig. 1 re-grouping of the enclosed base pairs leads to the formation of two adjacent pairs, i.e., a stack of size two. This results in an energy of the re-grouped structure below the energy of the given structure, hence the given structure is not a ground state of the given sequence. Nevertheless, the structure shown in the example is in fact designable, the slightly modified sequence—position 2 and 4 are swapped—\( \text{AUGAGAGUUAGU} \) has the given structure as a ground state.

The case \( h_{\text{min}} = 1 \), i.e., neighboring bases can be paired, is of little interest: both, from the physical point of view—the RNA molecule cannot be bent arbitrarily strong—as well as from the design problems point of view. As an undesignable example look at the structure sketched in figure Fig. 2: for any alphabet size there is only a finite number of different 2-tuples \((r_1, r_2)\), whenever there are more than this number of neighboring pairs paired in a structure, at least two of them must be of the same kind—e.g., \((A, U)\)—this two can be re-paired and gaining some stacking energy, rendering the structure undesignable.

### III. Algorithms

In principle the design problem can be solved by calculating the ground state energy \( E(R) \) of every compatible sequence \( R \) and testing whether this is equal to \( E(S, R) \), but, because the number of sequences growth exponentially with the sequence size \( L \) (roughly as \(|A|^{|L|-|S|}\)), this is impractical.

Therefore we use a branch-and-bound algorithm, where one tries to find an upper bound \( E^B(Q) := \max_{R \in Q} E(R) \) for the ground-state energies for a (large) set \( Q \) of sequences compatible with the structure \( S \). If this bound is below the energy \( E(S) \) of the structure—i.e., \( E^B(Q) < E(S) \)—then none of the sequences in \( Q \) can be a solution of the design problem.

Here, we consider in particular sets of sequences, where at some positions all sequences of the set have the same letter (but possible different ones for the different positions), and where for all other positions all possible combinations of letters occur, which are compatible with the sequence. Hence, these positions can be described by a joker letter. For a more formal definition of \( Q \), see below. In Sec. III A an algorithm

\[ \begin{array}{ccccccc}
A & A & G & U & G & A & U \\
\end{array} \]

FIG. 1: In the case \( E_s = 0 \) the structure can be easily designed, e.g., by building \((A, U)\)-pairs for the paired bases, and assigning \( c \) to the unpaired bases. However, this is not necessarily a solution for the \( E_s < 0 \) case: in this example two pairs could be re-paired (dashed lines) giving a lower overall energy.

\[ \begin{array}{cccccccc}
A & A & G & U & G & A & U & A \\
\end{array} \]

FIG. 2: In the case of \( h_{\text{min}} = 1 \) and \( E_s < 0 \) this is an example of an undesignable structure. There is only a finite number of different 2-tuples \((r_1, r_2)\), whenever there are more than this number of neighboring pairs paired in a structure, at least two of them must be of the same kind—e.g., \((A, U)\)—this two can be re-paired (dashed lines) gaining some stacking energy, rendering the structure undesignable.
A. Calculating a bound for the ground-state energy

In this section we introduce a modification of the algorithm presented in Ref. [23] which allows us to calculate an upper bound for the ground-state energy of sequence, where some bases are still unassigned, i.e., represented by the joker letter.

Thus, for a formal description of the algorithm we extend the alphabet by the joker-letter *, where * represents any letter in the original alphabet. Note that * is complementary to any \( r \in A \). The new alphabet is denoted by \( A^* := A \cup \{ \ast \} \). Sequences \( R^* = (r_i^*), i = 1 \ldots L \), \( r_i^* \in A^* \), over this extended alphabet \( A^* \), we call \( R^* \) a generalized sequence, represent a set \( Q \) of sequences over the original alphabet \( A \): \( Q = \{(r_i), i = 1 \ldots L | r_i \in A, r_i = r_i^* \text{ if } r_i^* \in A \} \). For a given structure \( S \) and a generalized sequence \( R^* \), the scheme explained in the following can be used to calculate the bound for the ground-state energy. Note that for a sequence without a *-letter this bound is equal to the ground-state energy.

We start the explanation of the algorithm by considering the contribution to the bound arising from a single pair \((i,j)\). If the letters in the sequence are fixed, i.e., \( r_i, r_j \in A \), then the energy contribution is simply \( e(r_i, r_j) \), since there is no choice. If at least one of the two letters is the joker letter *, then we have different choices. First, if \((i,j) \in S\), then the energy contribution must be negative, because otherwise, since we are considering ground states, bases \( i \) and \( j \) would not be paired leading to an energy contribution zero. On the other hand, we are looking for an maximum over all sequences described by the generalized \( R^* \), hence we have to take the maximum over all possible negative contributions, either over all possible combinations of two letters (two * symbols), or, over all possible letters at the one position with a * symbol. Second, if \((i,j) \notin S\), then the energy contribution should be positive if bases \( i,j \) are paired nevertheless, such that within the ground-state calculation, automatically the case is selected where bases \( i,j \) are not paired. We assume that for all possible cases with one or two * symbols, always combinations of letters are available, such that the pair energy is positive. Since in this case, the ground-state requirement will automatically disregard the pair \((i,j)\), instead of maximizing over all energies, we can simply assume the energy contribution \( r_\infty \) here. This leads to the energy contribution \( e^*_{R^*,S}(i,j) \) for a pair \((i,j)\) which depends on the given generalized sequence \( R^* \) and the given structure \( S \):

\[
e^*_{R^*,S}(i,j) = \begin{cases} 
e(r_i, r_j) & \text{if } r_i, r_j \in A \land |i-j| \geq h_{\min} \\ e^*_{\max} & \text{if } r_i = *, r_j = *, (i,j) \in S \\ e^*_{\max} & \text{if } r_i = *, r_j \in A, (i,j) \in S \\ +\infty & \text{else} \end{cases}
\]

(6)

with the largest possible negative pair energies

\[
E^*_{\max} := \max \{ e(r, r') < 0 | r, r' \in A \} \\
E^*_{\max} := \max \{ e(r, r') < 0 | r' \in A \} \\
E^*_{\max} := \max \{ e(r, r') < 0 | r \in A \}
\]

(7)

and for the maximum of the empty set: \( \max \emptyset := -\infty \). For alphabets, where each base has a complementary base, e.g., the two- and four-letter cases discussed below, with the energy \( e(r, r') \) from Eq. (2) \( e^*_{R^*,S} \) has the form

\[
e^*_{R^*,S}(i, j) = \begin{cases} e(r_i, r_j) & \text{if } r_i, r_j \in A \\ E_p & \text{if } r_i = * \land r_j = *, (i,j) \in S \\ +\infty & \text{else} \end{cases}
\]

(8)

For alphabets with letters that have no complementary counterpart, e.g., letter \( G \) in the three-letter alphabet of Sec. IV B the sets in Eq. (7) might be empty leading to an energy contribution \( -\infty \), i.e., resulting in an upper bound \( E^B(R^*) = -\infty \). In our implementation of the algorithm we do not consider (generalized) sequences, where at a position of a paired base such a letter appears, because this would lead do non-compatible sequences. Note that for the case that also the pair \((i-1, j+1)\) is present, additionally to \( e^*_{R^*,S}(i,j) \) a stacking-energy contribution \( E_s \) arises. This is handled by the following recursive equations, which perform the ground-state calculation. They are slightly modified compared to Ref. [23]. We denote by \( \hat{N}_{i,j} \) the maximum ground-state energy over the set of compatible subsequences given by the generalized subsequence \( r_i^*, r_{i+1}^*, \ldots, r_j^*, \). \( \hat{N}_{i,j} \) is defined in the same way, only that additionally it is assumed that letters \( r_i^* \) and \( r_{j+1}^* \) are paired, which leads simply to an additional stacking-energy contribution. The basic idea is that for the ground state of subsequence \( r_i^*, r_{i+1}^*, \ldots, r_j^* \) either the last letter \( j \) is not paired, or it is paired to another letter \( k \in \{i, i+1, \ldots, j-1\} \) (the requirement \( j-i \geq h_{\min} \) is treated through energy \( e^*_{R^*,S}(i,j) \)).

The ground state is the minimum over all these cases, where in each case, due to the exclusion of pseudo knots, the ground-state calculation decomposed into the calculation for shorter subsequences. The recursion equations for \( N_{i,j} \) and \( \hat{N}_{i,j} \) read as follows:

\[
N_{i,j} = \min_{k=i}^{j-1} \left[ N_{i,k-1} + e^*_{R^*,S}(k,j) + \hat{N}_{k+1,j-1} \right] \\
\hat{N}_{i,j} = \min_{k=i}^{j-1} \left[ N_{i,k-1} + e^*_{R^*,S}(k,j) + \hat{N}_{k+1,j-1} \right]
\]

(9)

for \( j-i > 0 \)

The values of \( N_{i,j} \) and \( \hat{N}_{i,j} \) are calculated “bottom up”, i.e., in a dynamic programming fashion, starting at small values of
to calculate the ground-state energy and the upper bound for two functions appear, $G$ sequences represented by this node. Within the algorithm, traverses the tree from the root towards the leafs calculating yet. Initially $T$ are generated from existing nodes, by selecting a node, i.e., each node represents a generalized sequence state. In the case that the problem has a solution a random-

In Fig. 3, a pseudo code of the algorithm is shown. There, the idea of the algorithm is that it constructs a tree, where each node represents a generalized sequence $R^*$, i.e., a set $Q$ of sequences, and all children of a node represent a partition of $Q$. The root node stands for the set of all sequences length $L$, i.e., which is described by the generalized sequence $(r^*_i)_{i=1,...,L}$, $r^*_i = \ast$. For every node $(r^*_i)$ in the tree with at least one $r^*_j = \ast$ its children are constructed by replacing $r^*_j$ with one letter from $A$. Sequences with no $\ast$-letters are the leaf nodes of the tree (sets with exactly one element/sequence).

In Fig. 3 a pseudo code of the algorithm is shown. There, $T$ contains all nodes of the tree which have not been treated yet. Initially $T$ contains only the root node. New nodes are generated from existing nodes, by selecting a node, i.e., a generalized sequence, selecting one position where a $\ast$ appears, and generating $|A|$ new nodes by replacing this $\ast$ by all possible letters $\alpha \in A$. In this way algorithm traverses the tree from the root towards the leaves calculating an upper bound of the ground state energies of the sequences represented by this node. Within the algorithm, two functions appear, $\text{GROUND-STATE-ENERGY}(R^*_a)$ and $\text{GROUND-STATE-BOUND}(R^*_a)$, which essentially use Eq. (46) to calculate the ground-state energy and the upper bound for it, respectively. If this upper bound is below the energy $E(S)$ of the structure $S$, none of the sequences represented by this node has this structure as a ground state, and the descend towards the children of this node can be stopped here: the algorithm ignores this node by not putting it into $T$. On the other hand, if a leaf node is reached and its ground state energy is equal to the energy of the structure, a solution is found and the algorithm terminates successfully.

The selection steps in line 4 and 5 require further explanations: We use a stack-like data structure, so the last inserted sequence in line 13 is used first here (depth-first search). The selection step of a joker-letter in line 5 is more difficult: we tried some strategies in which the next inserted base can be chosen. All this strategies were static ones, that means the order of insertion was chosen based on the concrete structure given, but the order was fixed before starting with the algorithm. At the end we found the following strategy to be the best: We first insert paired bases, and we choose the base pair $(i,j)$ first that encloses the most other bases—i.e., $S_{i:j}$ is the largest substructure of any $(i,j) \in S$. The procedure continues with the substructure $S_{i+1:j-1}$, if it is not empty, or continues with a pair $(i',j') \notin S_{i+1:j-1}$ enclosing the next largest substructure. At the end we insert the unpaired bases.

### 1. Branch-and-Bound algorithm

Our deterministic algorithm follows the Branch-and-Bound approach (e.g., in Ref. 25, pp. 499). Here, it finds a sequence $R^*$—if such a sequence exists—that has the $S$ as one ground-state.

The idea of the algorithm is that it constructs a tree, where each node represents a generalized sequence $R^*$, i.e., a set $Q$ of sequences, and all children of a node represent a partition of $Q$. The root node contains the set of all sequences length $L$, i.e., which is described by the generalized sequence $(r^*_i)_{i=1,...,L}$, $r^*_i = \ast$. For every node $(r^*_i)$ in the tree with at least one $r^*_j = \ast$ its children are constructed by replacing $r^*_j$ with one letter from $A$. Sequences with no $\ast$-letters are the leaf nodes of the tree (sets with exactly one element/sequence).

In Fig. 3 a pseudo code of the algorithm is shown. There, $T$ contains all nodes of the tree which have not been treated yet. Initially $T$ contains only the root node. New nodes are generated from existing nodes, by selecting a node, i.e., a generalized sequence, selecting one position where a $\ast$ appears, and generating $|A|$ new nodes by replacing this $\ast$ by all possible letters $\alpha \in A$. In this way algorithm traverses the tree from the root towards the leaves calculating an upper bound of the ground state energies of the sequences represented by this node. Within the algorithm, two functions appear, $\text{GROUND-STATE-ENERGY}(R^*_a)$ and $\text{GROUND-STATE-BOUND}(R^*_a)$, which essentially use Eq. (46) to calculate the ground-state energy and the upper bound for it, respectively. If this upper bound is below the energy $E(S)$ of the structure $S$, none of the sequences represented by this node has this structure as a ground state, and the descend towards the children of this node can be stopped here: the algorithm ignores this node by not putting it into $T$. On the other hand, if a leaf node is reached and its ground state energy is equal to the energy of the structure, a solution is found and the algorithm terminates successfully.

The selection steps in line 4 and 5 require further explanations: We use a stack-like data structure, so the last inserted sequence in line 13 is used first here (depth-first search). The selection step of a joker-letter in line 5 is more difficult: we tried some strategies in which the next inserted base can be chosen. All this strategies were static ones, that means the order of insertion was chosen based on the concrete structure given, but the order was fixed before starting with the algorithm. At the end we found the following strategy to be the best: We first insert paired bases, and we choose the base pair $(i,j)$ first that encloses the most other bases—i.e., $S_{i:j}$ is the largest substructure of any $(i,j) \in S$. The procedure continues with the substructure $S_{i+1:j-1}$, if it is not empty, or continues with a pair $(i',j') \notin S_{i+1:j-1}$ enclosing the next largest substructure. At the end we insert the unpaired bases.

### 2. Randomized steepest-descent Algorithm

We further implemented a randomized algorithm for finding a solution of the design problem for a given structure $S$ similar to Ref. 24 while in Ref. 19 a much more sophisticated method is explained. We start with a compatible sequence, e.g., every pair of the structure is assigned a A-U pair and all unpaired bases are assigned to G (again A if the al-
phabnet contains only two letters). Either this already solves
the design problem or we modify the sequence at one place as
following: for the given sequence we calculate a ground-state
structure \( S_0 \), then we choose a pair \( \varphi \), which is in exactly one
of the structures \( S \) and \( S_0 \) — i.e., \( \varphi \in S \cap S_0 \) — and randomly
modify one of these two bases — if \( \varphi \in S \) we keep the other
base complementary. We accept this step, if the ground-state
energy is not below that of the previous sequence. The pro-
duced is repeated until a sequence is found that solves the
design problem, or until a certain number of random steps has
been executed, in this case, the algorithm stops unsuccess-
fully.

Of course, this method can never prove that a certain struc-
ture is undesirable. However, we combined this strategy
with the branch-and-bound algorithm above: whenever a re-
jection step takes place — i.e., the condition in line 14 of algo-
rithm in Fig. 3 is reached — one random step with an indepen-
dently stored sequence is done. This can be quite efficient in
the designable case, because on average it requires much less
steps than the deterministic branch-and-bound algorithm. On
the other hand it doubles the efforts in the undesirable case.
This pays off in particular for the four-letter case discussed in
Sec. [IVC] because there almost all structures are designable.
Especially, for design times much larger than the sequence
length — i.e., \( T \geq 10L \) — the random-method is almost always
faster than the deterministic algorithm. This is different in the
two- and three-letter case, where the deterministic algorithm
requires less steps.

C. Generating random secondary structures

Later on we examine the designability of randomly gen-
erated secondary structures for a given sequence length \( L \).
We parametrize our ensemble by the probability \( p \) that a cer-
tain base in the sequence is paired (for rRNA \( p \) is typical in
the range 0.6 . . . 0.8 [24]). We construct each sample in two
steps: First, we draw the number of pairs \( P \) of the structure
from a binomial distribution between 0 and \( \lfloor L/2 \rfloor \) centered at
\( pL/2 \). Then, among all possible structures of length \( L \) having
\( P \) pairs, we select one randomly, such that each structure has
the same probability of being chosen. The achieve this, we
have to perform a preprocessing step first:

In the preprocessing step, we calculate the number \( S(P, L) \)
of possible structures of a sequence of length \( L \) and with \( P \)
pairs. The number \( S(P, L) \) is the number of possible struc-
tures \( S(P, L-1) \) of the smaller sequence plus the number of
possible structures, where base \( L \) is paired with base \( L-k \).
Hence, the value \( S(P, L) \) can be calculated by the following
recursion relation [27]:

\[
S(P, L) = S(P, L-1) + \sum_{k=1}^{L-1} \sum_{q=0}^{L-1-P} S(q, k-1) S(P-q-1, L-k-1),
\]

(10)

\[
S(P = 0, L) = 1, \quad S(P < 0, L) = S(P > L/2, L) = 0
\]

The first sum is over all possible distances between this two
bases; the second sum is over the number of pairs enclosed
by the pair \( (L-k, L) \). The product is the number of possible
structures having \( q \) pairs enclosed by \( (L-k, L) \) and the
remaining \( P-q-1 \) pairs in the range from 1 to \( L-k-1 \).

The construction of the matrix \( S(P, L) \) requires \( O(L^4) \) calculation
steps, but this is required only once for all lengths up to a ma-
ximum length \( L \). Note that for \( h_{\min} = 1 \) the number of struc-
tures can be calculated explicitly \( S(P, L) = \frac{1}{L+1} \binom{2L}{P} \binom{L}{2P} \).

Now, for each sample to be generated, where the number
of pairs \( P \) of pairs has been randomly chosen as explained above, the
actual structure is selected in the following way. First, note
that depending on \( h_{\min} \) there are values of \( P \) and \( L \), where
no structures exist, i.e., \( S(P, L) = 0 \), these cases are re-
jected immediately. Otherwise, the random structure is con-
structed with a backtracing algorithm: starting at \( S(P, L) \)
choose one of the summations according to its weight, in-
sert the corresponding pair to the structure and recurs into the
sub-sequences. As an example we show the random
construction of a structure of length \( L = 8 \) with \( P = 3 \)
pairs (see Fig. 4). The non-zero contributions to \( S(3, 8) = S(3, 7) + S(0, 1) S(2, 5) + S(1, 3) S(1, 3) + S(2, 5) S(0, 1) + S(2, 6) S(0, 0) \), each of the sumsmands represents a possible
pairing of base number 8 with another base — with the excep-
tion of the first summation, which counts the number of pos-
sible structure, where base number 8 is not paired at all.

We choose the last summation, meaning that base 8 is paired
with base 1. Leaving two pairs which must be distributed between
the bases from 2 to 7; here we choose to pair base 7 with base
5, leaving only one possibility for the remaining pair, namely
base 4 paired with base 2.

Finally, note that the average number of structures available
for given $p$ and $L$ is given by

$$s(p, L) = \sum_{P=0}^{[L/2]} \binom{[L/2]}{P} p^P (1-p)^{[L/2]-P} S(P, L).$$

$$\textbf{IV. NUMERICAL RESULTS}$$

For an ensemble of randomly chosen structures of given sequence length $L$ we examined, whether these structures are designable or not. We used different alphabets with two, three and four letters. All calculations for the results presented below were performed with the parameters $E_p = -2$, $E_s = -1$, and $h_{\min} = 2$. Note that increasing the stacking energy $E_s$ in comparison to the pair energy makes the design problem more difficult: in the limit $E_s \to -\infty$ it would be favorable to remove all non-stacked pairs from the structure, if this allows only one additional stacked pair. Considering the minimum distance $h_{\min}$ between two paired bases of natural RNA, it seems to be more appropriated to use a larger value for $h_{\min}$, e.g., $h_{\min} = 5$ would be more appropriate, but this increases the computational effort without changing the qualitative results: only $h_{\min} = 1$ has a different qualitative behavior (see Fig. 4).

A. Two-letter alphabet

The alphabet consists of two complementary letter, e.g., A and U, only. In Fig. 5 the fraction $U$ of the undesignable structures is shown as a function of the probability $p$ that a base is paired. Even for small sequences and low probabilities of bases being paired, almost all structures are undesignable. Missing error bars are of the size of the symbols or smaller, and omitted for legibility. (Parameter used: $E_p = -2$, $E_s = -1$, $h_{\min} = 2$, 1000 samples.)

![Fig. 5: The undesignability $U$ of random structures for an underlying two-letter alphabet is shown as function of the probability $p$ that a base is paired. Even for small sequences and low probabilities of bases being paired, almost all structures are undesignable. Missing error bars are of the size of the symbols or smaller, and omitted for legibility. (Parameter used: $E_p = -2$, $E_s = -1$, $h_{\min} = 2$, 1000 samples.)](image)

The maxima of this curve is at smaller $p$-value than the maximum of $U(p, L = 90)$. (Parameter used: $E_p = -2$, $E_s = -1$, $h_{\min} = 2$, 1000 samples.)

We also looked at the “time” $T$ required to find a solution—if any exists. “Time” means here, how often either of the two functions $\text{GROUND-STATE-ENERGY}(R_s^*)$ or $\text{GROUND-STATE-BOUND}(R_s^*)$ (see Fig. 3) is called; because this two function are called at least $L$-times, $T$ is at least $L$. In Fig. 4 the average of $\ln(T/L)$ is shown as a function of $p$. Because $T \geq L$ a value close to zero indicates, that a solution is found (on the average) almost immediately.

![Fig. 6: The undesignability $U$ of random structures for an underlying three-letter alphabet is shown as function of the probability $p$ that a base is paired. In comparison to the two-letter case (Fig. 5) many more of structures are designable, but still a reasonable fraction of structures is undesignable. In light gray the average number of structures is undesignable.](image)
\[ E_p = -2, \ E_s = -1, \ h_{\text{min}} = 2, \ 1000 \text{ samples.} \]

C. Four-letter alphabet

The alphabet consists of two pairs of complementary letters, e.g., A, U and C, G. In this case we observe that for all lengths up to \( L = 90 \) the undesignability \( U \) is essentially zero—i.e., so far we have not found any random structure that is undesignable. This means that four letters are sufficient, at least for moderate system lengths, to design all possible structures maybe needed in cell processes. Nevertheless, as shown in Sec. [IVD] structures exist, that are undesignable even in the four-letter case, but such structures must be quite rare for lengths up to \( L = 90 \). This means that in the limit of infinite RNA lengths, which is only of abstract academic interest, almost all random structures become undesignable, because the probability that somewhere in the infinite sequence there is an undesignable subsequence of finite length is one, as explained in the next section. Since, as already pointed out above, naturally occurring RNA have to be only of rather restricted length to perform their functions, this effect has no influence and a four-letter alphabet seems to be sufficient.

In Fig. [9] we show the average “time” \( T \) to find a solution as a function of \( p \), but here we used a combined deterministic-randomized algorithm, which is quite fast for low pairing probabilities—i.e., \( p < 0.4 \)—where on the average less than \( L \) ground-state calculations are necessary to find a solution. On the other hand for values \( p \approx 0.6 \) the design time \( T \) seems to grow faster than exponentially in the sequence length \( L \). This strong increase of the running time is not accompa-

FIG. 7: For the three-letter alphabet the design time \( T \) for designable structures is shown as a function of the pairing probability \( p \). The positions of the maxima are at similar positions as the corresponding maxima in Fig. [6]. Missing error bars are of the size of the symbols or smaller, and omitted for legibility. (Parameter used: \( E_p = -2, \ E_s = -1, \ h_{\text{min}} = 2, \ 1000 \text{ samples.} \))
FIG. 9: For the four-letter alphabet the design time \( T \) for designable structures is shown as a function of the pairing probability \( p \). The positions of the maxima are at similar positions as the corresponding maxima in Fig. 7. Missing error bars are of the size of the symbols or smaller, and omitted for legibility. (Parameter used: \( E_p = -2 \), \( E_s = -1 \), \( h_{\min} = 2 \), 1000 samples.)

This implies that structures \( S \) which contain a subchain \( C \) of length \( l \geq 16 \) are also designable. In the limit \( L \to \infty \) with pair probability \( p > 0 \) we expect that almost all random structures contain a subchain of size \( l \geq 16 \), thus making this structures designable. However, for native RNA this limit is not relevant: For an ensemble of 10,000 random structures of length \( L = 1024 \) and pair probability \( p = 0.7 \) we looked for each structure the subchain of the longest length \( l \) and found none longer than 11. Assuming that all designable structures in the four-letter case are designable because they contain a subchain longer than \( l = 15 \), such structures are very rare even for biological lengths.

Finally, we shortly want to mention the five-letter case: two pairs of two complementary bases (A-U, C-G) and an unpairable fifth letter (e.g., X). In this case it is easy to see that even structures as explained in Fig. 10 are designable: Start with a sequence of type ACUGACUGACUGACUG ACUGACUGACUGACUG... replace the bases at positions 2,5,8,11,14... with \( h_{\min} - 1 \) letters of type X, e.g., yielding in the case \( h_{\min} = 2 \): AXUGCUXACGXGAXUG... First, in this sequence stacked-pairs are impossible, because for non pair \( r_i r_{i+1} \) there is a required complementary pair \( r_{i+1} r_i \). Further, this sequence is compatible to the structure and there are exactly as many complementary bases pairs as there are pairs in the structure. Of course, this does not prove that with five letters all structures are designable, but designable structures are at least expected to be even much less frequently than in the four-letter case.

V. SUMMARY

We numerically investigated the RNA secondary structure design problem for different alphabet sizes. We used a deterministic branch-and-bound algorithm to get definite answers, whether a given structure is designable or not. Due to efficiency reasons in the designable cases, we combined this al-
algorithm with an acceptable one, gaining significantly performance improvements in the four-letter case.

We examined the designability for an ensemble of random structures as a function of the probability that a base of sequence is paired. Our findings for the two-letter case are that it is almost impossible to design most of the structures. In the three-letter case already for small sequence sizes ($L \approx 90$) about 10% of the structures are undesignable for biological relevant pairing probabilities, leading to the conclusion that for biological sequence sizes ($L \approx 1000$) again most structures are undesignable.

Interestingly, this changes when going to the (natural) four-letter alphabet: within our studies we have not found a single random structure that we could prove to be undesignable. Although, there are structures that are undesignable, they occur with very low frequencies.

We further studied the computational time required to design a structure. Although, this for sure depends strongly on the algorithm, we found in three-letter case that required time is maximal in the regime where the undesignability is largest. In the four-letter case the design times look similar to that of the three-letter case: again we observed a maximum of the design times in for $p \approx 0.6$, close to the region where naturally occurring RNA can be found. Although, (almost) all structures are designable, it is sometimes difficult to design them.
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