PRERESOLVING SUBCATEGORIES AND DERIVED EQUIVALENCES
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Abstract. It is well known that a resolving subcategory $A$ of an abelian subcategory $E$ induces several derived equivalences: the equivalence $D(A) \rightarrow D(E)$ holds in general and furthermore restricts to equivalence $D^b(A) \rightarrow D^b(E)$ if $\text{res.dim}_A(E) < \infty$ for any object $E \in E$. If the category $E$ is uniformly bounded, i.e. $\text{res.dim}_A(E) < \infty$, one obtains a derived equivalence $D(A) \rightarrow D(E)$.

In this paper, we show that all of the above statements hold for preresolving subcategories of (one-sided) exact categories. By passing to a one-sided language, one can remove the assumption that $A \subseteq E$ is extension-closed completely from the classical setting, yielding easier criteria and more examples. To illustrate this point, we consider the Isbell category $I$ and show that $I \subseteq \text{Ab}$ is preresolving but $I$ cannot be realized as an extension-closed subcategory of an exact category.

We also consider a criterion given by Keller to produce derived equivalences of fully exact subcategories. We show that this criterion fits into the framework of preresolving subcategories by considering the relative weak idempotent completion of said subcategory.
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1. Introduction

A basic technique in homological algebra is replacing an object in an abelian or exact category with a well-chosen resolution. For example, if an abelian category $E$ has enough projective objects, one can replace any object $E \in E$ with a projective resolution $P^* \rightarrow E$. The existence of such resolutions provides a triangle equivalence $K(\text{Proj} E) \rightarrow D(E)$.

The notion of a resolving subcategory [2] generalizes this setting: a resolving subcategory $A$ of an abelian or exact category $E$ allows one to take resolutions of all objects in $E$ by objects in $A$. For example, if $S$ is a ring, then the subcategory $F$ of flat $S$-modules is a resolving subcategory of $\text{Mod} S$. As $F$ is extension-closed in $\text{Mod} S$, the category $F$ inherits an exact structure (so that the derived category of $F$ is defined, see [20]) and we again find a triangle equivalence $D(F) \rightarrow D(\text{Mod} S)$.

The definition of a preresolving subcategory $A$ of $E$ is obtained from the definition of a resolving subcategory by removing the assumption that $A$ is extension-closed in $E$. Specifically, let $E$ be an exact category. A full additive subcategory $A$ of $E$ is called preresolving if $A$ is closed under kernels of deflations (we say that $A$ lies deflation-closed in $E$, see Definition 3.1), and for every $E \in E$ there is a deflation $A \rightarrow E$ for some $A \in A$.

Given a preresolving subcategory $A \subseteq E$, we may attach an $A$-resolution dimension to each object $E \in E$ as the smallest number $n \in \mathbb{N} \cup \{\infty\}$ such that there is an exact sequence $0 \rightarrow A^{-n} \rightarrow A^{-n-1} \rightarrow$
\[ \cdots \to A^0 \to E \text{ with each } A^i \in \mathcal{A}. \] We write \( \text{res} \dim_\mathcal{A}(\mathcal{E}) \) for the supremum of \( \text{res} \dim_\mathcal{A}(E) \), ranging over all \( E \in \mathcal{E} \).

As \( \mathcal{A} \) need not be extension-closed in \( \mathcal{E} \), the category \( \mathcal{A} \) need not inherit an exact structure from \( \mathcal{E} \). However, using the fact that \( \mathcal{A} \) lies deflation-closed in \( \mathcal{E} \), the subcategory \( \mathcal{A} \) still inherits a rich homological structure from \( \mathcal{E} \): it is a deflation-exact category (see Proposition 3.6 in the text). Deflation-exact categories still admit a natural (bounded) derived category [3, 11], and we obtain the following homological structure from \( E \).

Theorem 1.1. Let \( \mathcal{A} \) be a preresolving subcategory of a (deflation-)exact category \( \mathcal{E} \).

1. The embedding \( \mathcal{A} \subseteq \mathcal{E} \) lifts to a triangle equivalence \( D^b(\mathcal{A}) \to D(\mathcal{E}) \).
2. If \( \text{res} \dim_\mathcal{A}(E) < \infty \) for all \( E \in \mathcal{E} \), then the embedding lifts to a triangle equivalence \( D^b(\mathcal{A}) \to D^b(\mathcal{E}) \).
3. If \( \text{res} \dim_\mathcal{A}(E) < \infty \), then the embedding lifts to a triangle equivalence \( D(\mathcal{A}) \to D(\mathcal{E}) \).

Similar results can be found in various places in the literature (see for example [10, Lemma I.4.6], [16, Proposition 13.2.2], [28, Proposition 5.14] or [29, Lemma 3.8] and Remark 3.14 for a short comparison).

In section 6, we describe a more involved conflation structure on \( \mathcal{A} \) (namely, we endow \( \mathcal{A} \) with the largest deflation-exact structure such that the embedding \( \mathcal{A} \to \mathcal{E} \) maps conflations to conflations). Modifying condition C2 accordingly, we find a version of [18, Theorem 12.1] for subcategories \( \mathcal{A} \) which are not necessarily fully exact in \( \mathcal{E} \).

Theorem 1.2. Let \( \mathcal{E} \) be a deflation-exact category and let \( \mathcal{A} \subseteq \mathcal{E} \) be a full additive subcategory satisfying axioms C1 and C2’. If we endow \( \mathcal{A} \) with the largest deflation-exact structure such that the embedding \( \mathcal{A} \to \mathcal{E} \) maps conflations in \( \mathcal{A} \) to conflations in \( \mathcal{E} \), then the obvious functor \( D^b(\mathcal{A}) \to D^b(\mathcal{E}) \) is a triangle equivalence.

Moreover, if \( \text{res} \dim_\mathcal{A}(E) < \infty \) for all \( E \in \mathcal{E} \), the functor \( D^b(\mathcal{A}) \to D^b(\mathcal{E}) \) is an equivalence.

When \( \mathcal{E} \) is exact and \( \mathcal{A} \) is a fully exact subcategory, then Theorem 1.2 reduces to [18, Theorem 12.1].
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2. Preliminaries

In these preliminaries, we summarize results of [3, 11, 12] in a convenient form.

2.1. One-sided exact categories.

Definition 2.1. (1) A conflation category is an additive category \( \mathcal{E} \) together with a chosen class of kernel-cokernel pairs, called conflations, such that this class is closed under isomorphisms. The kernel part of a conflation is called an inflation and the cokernel part of a conflation is called a deflation. We depict inflations by the symbol \( \mathcal{I} \) and deflations by \( \mathcal{D} \).

(2) An additive functor \( F: \mathcal{C} \to \mathcal{D} \) between conflation categories is called (conflation-)exact if conflations are mapped to conflations.

(3) A map \( f: X \to Y \) in a conflation category \( \mathcal{E} \) is called admissible if \( f \) admits a deflation-inflation factorization, i.e. \( f \) factors as \( X \to I \to Y \). An admissible morphism is depicted by \( \to \).\( \to \).

(4) A cochain complex \( (X^*, d^*) \) in \( \mathcal{C}(\mathcal{E}) \) with \( \mathcal{E} \) a conflation category is called acyclic or exact if, for each \( i \in \mathbb{Z} \), the map \( d^i: X^i \to X^{i+1} \) is admissible and \( \text{ker}(d^i) \cong \text{coim}(d^i) \).

Remark 2.2. Let \( \mathcal{E} \) be a conflation category and let \( f: X \to Y \) be a map. If \( f \) is admissible, then the deflation-inflation factorization is unique up to isomorphism. Indeed, given a deflation-inflation factorization \( X \to I \to Y \) of \( f \), it is clear that \( f \) admits a kernel and a cokernel, moreover, \( \text{coker}(\text{ker}(f)) = \text{coim}(f) \cong I \cong \text{im}(f) = \text{ker}(\text{coker}(f)) \).
Definition 2.3. A \( \text{deflation-exact category} \ E \) is a conflation category satisfying the following axioms:

- **R0** For each \( X \in E \), the map \( X \to 0 \) is a deflation.
- **R1** The composition of two deflations is a deflation.
- **R2** The pullback of a deflation along any morphism exists and deflations are stable under pullbacks.

Dually, an \( \text{inflation-exact category} \) is a conflation category \( E \) such that the inflations satisfy the following axioms:

- **L0** For each \( X \in E \), the map \( 0 \to X \) is an inflation.
- **L1** The composition of two inflations is an inflation.
- **L2** The pushout of an inflation along any morphism exists and inflations are stable under pushouts.

Definition 2.4. Let \( E \) be a conflation category. In addition to the properties listed in definition 2.3, we also consider the following axioms:

- **R3** If \( i : A \to B \) and \( p : B \to C \) are morphisms in \( E \) such that \( p \) has a kernel and \( pi \) is a deflation, then \( p \) is a deflation.
- **R3+** If \( i : A \to B \) and \( p : B \to C \) are morphisms in \( E \) such that \( pi \) is a deflation, then \( p \) is a deflation.

The axioms \( L3 \) and \( L3+ \) are defined dually. A deflation-exact category satisfying \( R3 \) is called \( \text{strongly deflation-exact} \). Dually, an inflation-exact category satisfying axiom \( L3 \) is called a \( \text{strongly inflation-exact} \) category.

Remark 2.5. (1) Inflation-exact categories have also been called left exact categories in [3, 25] and right exact categories in [24]. Similarly, deflation-exact categories have also been referred to as right exact or left exact categories. As the use of left and right is not consistent, we prefer to use the above terminology.

(2) A deflation-exact category has the structure of a Grothendieck pretopology (see for example [15, 24]).

(3) Axiom \( R0 \) above is axiom \( R0^* \) in [3, 12]. This axiom ensures that all split kernel-cokernel pairs are conflations in a deflation-exact category (this is also required in [25]).

(4) An exact category in the sense of Quillen (see [23]) is a conflation category \( E \) satisfying axioms \( R0 \) through \( R3 \) and \( L0 \) through \( L3 \). In [17, Appendix A], Keller shows that axioms \( R0, R1, R2, \) and \( L2 \) suffice to define an exact category.

(5) Axioms \( R3 \) and \( L3 \) are sometimes referred to as Quillen’s obscure axioms (see [7, 27]).

(6) Axiom \( R3^+ \) implies axiom \( R3 \), dually, axiom \( L3^+ \) implies axiom \( L3 \).

(7) For a deflation-exact category \( E \), axiom \( R3^+ \) is equivalent to \( E \) being weakly idempotent complete and satisfying axiom \( R3 \).

The following proposition is used multiple times throughout this text (see [3, Proposition 5.7] or [12, Proposition 3.7]).

Proposition 2.6. Let \( E \) be a deflation-exact category. For a commutative diagram

\[
\begin{array}{ccc}
Y' & \xrightarrow{p'} & Z' \\
\downarrow{f} & & \downarrow{g} \\
Y & \xrightarrow{p} & Z
\end{array}
\]

whose horizontal arrows are deflation, the following are equivalent:

1. the square is a pullback square;
2. the square is bicartesian, i.e. both a pullback and pushout square;
3. the induced sequence \( (f, p') : Y' \to Y \oplus Z' \to (p, g) : Z \) is a conflation.

The following theorem (see [14, Theorem 1.1 and Theorem 1.2]) highlights the importance of axioms \( R3 \) and \( R3^+ \).

Theorem 2.7. Let \( E \) be a deflation-exact category.

1. The category \( E \) satisfies axiom \( R3 \) if and only if the Nine Lemma holds.
2. The category \( E \) satisfies axiom \( R3^+ \) if and only if the Snake Lemma holds.
2.2. Derived categories of one-sided exact categories. Let $\mathcal{E}$ be a one-sided exact category. The following is a small extension of [3, Lemma 7.2].

**Lemma 2.8.** The mapping cone $\text{cone}(f^*)$ of a map $f^*: X^* \to Y^*$ between acyclic complexes $X^*, Y^* \in C(\mathcal{E})$ is acyclic. Furthermore, for each $n \in \mathbb{Z}$, there are conflations:

$$\text{im}(d_{X}^{n-1}) \to X^n \oplus \text{im}(d_{X}^{n-1}) \to \text{im}(d_{\text{cone}(f)}^{n-1}) \to Y^n \oplus \text{im}(d_{Y}^{n-1}) \to \text{im}(d_{Y}^{n}).$$

**Proof.** The proof is as in [3, Lemma 7.2], where it was noted that, for each $n \in \mathbb{Z}$, there is a commutative diagram:

$$\begin{array}{ccc}
\text{im}(d_X^{n-1}) & \to & X^n \\
\downarrow & & \downarrow \\
\text{im}(d_Y^{n-1}) & \to & \text{im}(d_{\text{cone}(f)}^{n-1}) \\
\downarrow & & \downarrow \\
\text{im}(d_Y^{n-1}) & \to & Y^n \\
\end{array}$$

where the rows are conflations and the squares labeled BC are bicartesian. The required conflations are obtained by [12, Proposition 3.7].

Write $\text{Ac}(\mathcal{E}) \subseteq C(\mathcal{E})$ for the unbounded acyclic complexes. Analogous to exact categories [20], one can define the unbounded derived category $D(\mathcal{E})$ as the Verdier localization $K(\mathcal{E})/(\text{Ac}(\mathcal{E}))_{\text{thick}}$ of the homotopy category $K(\mathcal{E})$ by the thick closure of the triangulated subcategory of acyclic complexes. Note that $D(\mathcal{E})$ is the localization of $K(\mathcal{E})$ with respect to the saturated multiplicative system $\mathcal{S}$ of those maps $f^* \in \text{Mor}(K(\mathcal{E}))$ such that $\text{cone}(f^*) \in (\text{Ac}(\mathcal{E}))_{\text{thick}}$. The right bounded derived category $D^b(\mathcal{E})$ and bounded derived category $D^b(\mathcal{E})$ can be defined analogously.

**Convention 2.9.** We use the following convention: a map $f^* \in \text{Mor}(C(\mathcal{E}))$ such that $\text{cone}(f^*) \in (\text{Ac}(\mathcal{E}))_{\text{thick}}$ is called a quasi-isomorphism. Note that $\mathcal{S}$ is simply the multiplicative system in $K(\mathcal{E})$ obtained as the saturated closure of the quasi-isomorphisms, in particular, the derived category $D(\mathcal{E})$ is equivalent to the localization $K(\mathcal{E})[\mathcal{S}^{-1}]$.

Following the above convention, a composition of quasi-isomorphisms need not be a quasi-isomorphism but it does produce a morphism in $\mathcal{S} \subseteq \text{Mor}(K(\mathcal{E}))$.

The following proposition summarizes some useful properties of the derived category (see [11]).

**Proposition 2.10.** Let $\mathcal{E}$ be a deflation-exact category and let $* \in \{-, b\}$

1. The natural embedding $i: \mathcal{E} \to D(\mathcal{E})$ is fully faithful.
2. For all $X, Y \in \mathcal{E}$ and $n > 0$, $\text{Hom}_D(\mathcal{E})(\Sigma^n iX, iY) = 0$.
3. Every conflation $X \to Y \to Z$ in $\mathcal{E}$ maps to a triangle $iX \to iY \to iZ \to \Sigma iX$ in $D(\mathcal{E})$.
4. Axiom R3 holds if and only if every sequence $X \to Y \to Z$ that lifts to a triangle in $D(\mathcal{E})$ is a conflation in $\mathcal{E}$.
5. The category $\text{Ac}^*(\mathcal{E})$ is a thick triangulated subcategory of $K^*(\mathcal{E})$ if and only if $\mathcal{E}$ satisfies axiom $R3^*$.
6. The category $\text{Ac}^b(\mathcal{E})$ is a thick triangulated subcategory of $K(\mathcal{E})$ if and only if $\mathcal{E}$ is idempotent complete and satisfies axiom $R3$.

3. Preresolving subcategories and bounded derived equivalences

Throughout this section, $\mathcal{E}$ denotes a deflation-exact category (all results can be dualized to inflation-exact categories, see Remark 3.4).

3.1. Definitions and basic properties. We start by recalling the notion of a preresolving subcategory and the resolution dimension (see [28, Definition 2.1] or [26, Definition 2]).

**Definition 3.1.** A full additive subcategory $\mathcal{A} \subseteq \mathcal{E}$ is called preresolving if the following two conditions are met:

- **PR1** For every $E \in \mathcal{E}$ there exists a deflation $A \to E$ with $A \in \mathcal{A}$.
- **PR2** The subcategory $\mathcal{A} \subseteq \mathcal{E}$ is deflation-closed, i.e. for every conflation $X \to Y \to Z$, if $Y, Z \in \mathcal{A}$, then $X \in \mathcal{A}$.
Remark 3.4. The notions of a coresolving and a precoresolving subcategory of an exact or inflation-exact category are dual. 

Remark 3.5. 

Notation 3.3. 

Remark 3.2. It follows from axiom PR1 that each object in \( E \) has a resolution by objects in \( A \).

Proposition 3.6. Let \( A \subseteq E \) be a deflation-closed subcategory. The category \( A \) inherits a deflation-exact structure from \( E \) (the conflations are simply those conflations in \( E \) that lie in \( A \)). Moreover, if \( E \) satisfies axiom R3\(^+\) or R3, then \( A \) satisfies axiom R3\(^+\) or R3, respectively.

Proof. Axioms R0 and R1 follow directly from the definition. To show axiom R2, let \( X \to Y \to Z \) be a conflation in \( A \) and let \( A \to Z \) be any map in \( A \). Applying axiom R2 in \( E \), we obtain the following commutative diagram:

\[
\begin{array}{ccc}
X & \xrightarrow{P} & A \\
\downarrow & & \downarrow \\
X & \xrightarrow{Y} & Z \\
\end{array}
\]

By Proposition 2.6, the induced kernel-cokernel pair \( P \to A \oplus Y \to Z \) is a conflation in \( E \). As \( A \subseteq E \) is deflation-closed, it follows that \( P \in A \) as required.

That axiom R3\(^+\) is preserved is straightforward to show. That axiom R3 is preserved is shown in [12, Proposition 3.11].

If \( A \subseteq E \) is deflation-closed, Proposition 3.6 endows \( A \) with a natural deflation-exact structure; in this case, the derived category \( D(A) \) has been defined in [3]. It is clear that \( \mathcal{A}c(A) \subseteq \mathcal{A}c(E) \); however, in general, \( \mathcal{A}c(A) \neq C(A) \cap \mathcal{A}c(E) \). Thus, a complex \( A^* \subseteq C(A) \) which is acyclic in \( E \) need not be acyclic in \( A \), see Remark 3.10 below. For this reason, we make the following distinction.

Definition 3.7. As in Convention 2.9, let \( S \) denote the collection of morphisms \( f^* \in \text{Hom}_{C(E)}(X^*, Y^*) \) such that \( \text{cone}(f^*) \in \mathcal{A}c(E) \). If \( A \subseteq E \) is a deflation-closed subcategory, we write \( T \) for those morphisms \( f^* \in \text{Hom}_{C(A)}(A^*, B^*) \) such that \( \text{cone}(f^*) \in \mathcal{A}c(A) \). The bounded variants \( T^- \), \( T^b \), \( S^- \) and \( S^b \) are defined analogously.

Remark 3.8. If \( A \subseteq E \) is deflation-closed, and hence deflation-exact by Proposition 3.6, then \( D(A) = K(A)[T^-] \).

Proposition 3.9. Let \( A \subseteq E \) be a deflation-closed subcategory. Then \( \mathcal{A}c'(E) \cap C'(A) = \mathcal{A}c'(A) \). In particular, \( T^- = S^- \cap \text{Mor}(K(A)) \) and \( T^b = S^b \cap \text{Mor}(K^b(A)) \).

Proof. Let \( A^* \subseteq C(A) \). Without loss of generality, assume that \( A^k = 0 \) for all \( k > 0 \). It suffices to show that \( A^k \) is acyclic in \( A \) if and only if \( A^k \) is acyclic in \( E \).

If \( A^k \in \mathcal{A}c(A) \), then we have that \( A^k \in \mathcal{A}c(E) \) (as Proposition 3.6 yields that the embedding \( A \to E \) is conflation-exact). Conversely, assume that \( A^k \in \mathcal{A}c(E) \). In this case, \( d^{-1}_A : A^{-1} \to A^0 \) is a deflation and hence its kernel \( K^{-1} \to A^{-1} \) belongs to \( A \) as \( A \subseteq E \) is deflation-closed. Moreover, since the complex \( A^k \) is acyclic, we have \( K^{-1} \cong \text{im}(d^{-1}_A) \). Repeating this argument on the deflation \( A^{-2} \to \text{im}(d^{-2}_A) \), one finds that \( \text{im}(d^{-3}_A) \in A \). Proceeding in this fashion yields that \( A^k \) is acyclic in \( A \).
Remark 3.10. Proposition 3.9 does not need to hold for unbounded complexes. Indeed, consider the category $E = \text{mod}(A)$ of finitely generated $k$-modules over the $k$-algebra $A = k[X]/(X^2)$ and let $A = \text{add}(E)$ be the full additive subcategory generated by $A$. The complex
\[
\ldots \to X_A \to X_A \to X_A \to X_A \to \ldots
\]
belongs to $A$ and is acyclic in $E$. Clearly, the images of the differentials do not belong to $A$ and thus the above sequence is not acyclic in $A$.

### 3.2. Induced bounded derived equivalences

The goal of this section is to prove the following theorem.

**Theorem 3.11.** Let $A \subseteq E$ be a full additive subcategory and write $\phi: A \to E$ for the embedding.

1. If $A \subseteq E$ is preresolving, the functor $\phi$ lifts to a triangle equivalence $\Phi: D^-(A) \to D^-(E)$.
2. If $A \subseteq E$ is finitely preresolving, the functor $\phi$ lifts to a triangle equivalence $\Phi: D^b(A) \to D^b(E)$.

That the above functors are essentially surjective is settled by the following lemma.

**Lemma 3.12.** Let $A \subseteq E$ be a full additive subcategory satisfying axiom PR1.

1. For each $E^* \in C^*(E)$, there exists a complex $A^* \in C^*(A)$ and a map $f^*: A^* \to E^*$ in $C^*(E)$ such that $f^* \in S^-$.
2. Assume that $\text{res. dim}_A(E) < \infty$ for all $E \in E$. For each $E^* \in C^b(E)$, there exists a complex $A^* \in C^b(A)$ and a map $f^*: A^* \to E^*$ in $C^b(E)$ such that $f^* \in S^b$.

**Proof.** We only show the right bounded case as the bounded case is similar.

Let $E \in C^*(E)$. Without loss of generality we assume that $E^i = 0$ for all $i > 1$. By axiom PR1, there exists a deflation $A \to E^0$ with $A \in A$. By axiom R2, the pullback $P^{-1}$ of $d_{E^1}^*E^{-1} \to E^0$ along $A \to E^0$ exists. By the pullback property, we obtain the following commutative diagram:

\[
\begin{array}{cccccc}
A^* & \to & E^* & \to & P^{-1} & A^0 & 0 & \ldots \\
\downarrow f^* & & \downarrow & & \downarrow & & \downarrow \\
E^* & \to & E^* & \to & E^0 & 0 & \ldots \\
\end{array}
\]

By Proposition 2.6, $\text{cone}(f^*) \in \text{Ac}(E)$ and thus $f^*$ is a quasi-isomorphism. Similarly, by axiom PR1, there is a deflation $A^{-1} \to P^{-1}$. Taking the pullback $P^{-2}$ along $E^{-2} \to P^{-1}$, we obtain the following commutative diagram:

\[
\begin{array}{cccccc}
A^*_2 & \to & E^* & \to & P^{-2} & A^0 & 0 & \ldots \\
\downarrow f^*_2 & & \downarrow & & \downarrow & & \downarrow \\
A^*_1 & \to & E^* & \to & E^0 & 0 & \ldots \\
\end{array}
\]

As above, $f^*_2$ is a quasi-isomorphism. Iterating this procedure, one constructs a complex $A^*$ from right to left; moreover, the natural map $f^*: A^* \to E^*$ belongs to $S^-$ as one can check degreewise.

We are now in a position to prove Theorem 3.11.

**Proof of Theorem 3.11.** We only prove the first statement, the second is similar.

As $A \subseteq E$ is deflation-closed, $A$ inherits a deflation-exact structure from $E$ by Proposition 3.6. Hence $\phi: A \to E$ is an exact functor and thus lifts to a triangle functor $\Phi: D^-(A) \to D^-(E)$.

That $\Phi$ is essentially surjective follows from Lemma 3.12. By Lemma 3.12 and Proposition 3.9, the conditions of (the dual of) [16, Proposition 7.2.1 (ii)] are satisfied and thus $\Phi$ is fully faithful.

**Remark 3.13.** That $\Phi$ is fully faithful also follows from [16, Proposition 10.2.7] or [22, Lemma in section 1.6].

**Remark 3.14.** Theorem 3.11 is akin to [29, Lemma 3.8] (or [16, Proposition 13.2.2]), i.e. given an abelian category $E$ and a full additive subcategory $A \subseteq E$ such that every object of $E$ admits a finite $A$-resolution, the embedding lifts to a triangle equivalence $D^b(A; E) \to D^b(E)$. Here $D^b(A; E)$ is the derived category of $A$ relative to $E$ (see [29, Definition 3.6]), that is, $D^b(A; E) := K^b(A) / \text{Ac}^b(A; E)$ where $\text{Ac}^b(A; E) := \text{K}^b(A) \cap \text{Ac}^b(E)$ are the bounded cochain complexes in $A$ which are acyclic in $E$. If $A \subseteq E$ is finitely preresolving, Proposition 3.9 yields that $D^b(A; E) \simeq D^b(A)$ are triangle equivalent. As such, we recover [29, Lemma 3.8].
Remark 3.15. The bounded derived ∞-category of a one-sided exact category is defined in [11], following [1]. Given a preresolving subcategory \( A \) of a (one-sided) exact category \( E \), one obtains a functor \( \Phi_\infty: \mathsf{D}_\infty^b(A) \to \mathsf{D}_\infty^b(E) \) of stable ∞-categories. If \( A \) is finitely preresolving in \( E \), then \( \Phi_\infty \) is an equivalence (this follows Theorem 3.11, using [21, Theorem I.3.3] or [5, Proposition 5.14]). In particular, for any additive or localizing invariant \( K \) (in the sense of [5], such as non-connective \( K \)-theory) we have \( K(\mathsf{D}_\infty^b(A)) \cong K(\mathsf{D}_\infty^b(E)) \).

4. The Resolution Dimension and the Unbounded Derived Equivalence

Throughout this section, \( E \) denotes a deflation-exact category. The goal of this section is to prove Theorem 4.1 below, which is the unbounded analogue of Theorem 3.11. The strategy of the proof is identical to the proof of Theorem 3.11. Lemma 3.12 directly generalizes to the unbounded setting with the additional assumption that \( \mathrm{res} \dim A(E) < \infty \) (see Lemma 4.2 below). However, Proposition 3.9 does not directly carry over to the unbounded setting. Nonetheless, Corollary 4.6 below provides a suitable generalization such that the proof of Theorem 3.11 carries over verbatim.

**Theorem 4.1.** Let \( A \subseteq E \) be a uniformly preresolving subcategory. The embedding \( \phi: A \to E \) lifts to a triangle equivalence \( D(A) \to D(E) \).

The embedding \( A \to E \) lifts to a triangle functor \( D(A) \to D(E) \) by Proposition 3.6. The first step of our proof is to establish that \( \Phi \) is essentially surjective. This will be done in Lemma 4.2 below. The proof is an adaptation of [10, Lemma 1.4.6] to the (one-sided) exact setting.

**Lemma 4.2.** Let \( A \subseteq E \) be a preresolving subcategory with res. \( \dim A(E) = n \in \mathbb{N} \). Let \( E^* \in C(E) \). There exists a map \( f^*: A^* \to E^* \) in \( K(E) \) such that \( A^* \in C(A) \) and \( f^* \in S \).

**Proof.** Let \( E^* \in C(E) \). From Lemma 3.12, we obtain the following commutative diagram

\[
\begin{array}{ccccccc}
A^*_1 & \to & A^*_2 & \to & A^*_3 & \to & \ldots \\
\downarrow & & \downarrow & & \downarrow & & \\
E^* & \to & E^*_2 & \to & E^*_3 & \to & \ldots \\
\end{array}
\]

such that \( A^*_1 \), \( A^*_2 \), and \( f^*_1 \) are quasi-isomorphisms. We provide an \( n \)-step procedure to construct a morphism \( h^*: A^*_1 \to A^*_1 \) in \( S \) satisfying the following properties: \( A^*_i \in A \) for \( i \leq 2 \), and \( h^*: A^*_1 \to A^*_1 \) is the identity whenever \( i \notin \{−n, \ldots, 0, 1\} \).

Let \( C^* \in C^0(A) \) be a finite \( A \)-resolution of \( E^1 \) exhibiting that \( \mathrm{res} \dim(E) \leq n \). Consider the following commutative diagram:

\[
\begin{array}{ccccccc}
im(d_{C^1}^{-1}) & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\ldots & \to & A^{-2} & \to & B^{-1} & \to & B^0 & \to & P & \to & C^0 & \to & E^2 & \to & E^3 & \to & \ldots \\
\downarrow & \text{PB} & \downarrow & \text{PB} & \downarrow & \downarrow & \downarrow & \downarrow & \\
\ldots & \to & A^{-2} & \to & A^{-1} & \to & A^0 & \to & A^0 & \to & E^1 & \to & E^2 & \to & E^3 & \to & \ldots \\
\end{array}
\]

Here, the above diagram is constructed from right to left as follows: the squares labeled PB are pullback squares, which exist by axiom \( \mathbf{R2} \); the deflation \( B^0 \to P \) (with \( B^0 \in A \)) exists by axiom \( \mathbf{PR1} \). Note that \( B^{-1} \in A \) as it fits into the conflation \( B^{-1} \to A^{-1} \oplus B^0 \to A^0 \) and \( A \subseteq E \) is deflation-closed.

Consider now the following commutative diagram:

\[
\begin{array}{ccccccc}
A^*_i & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
A^*_i & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\ldots & A^{-2} & \to & B^{-1} & \to & \im(d_{C^1}^{-1}) \oplus C^0 & \to & C^0 & \to & E^2 & \to & \ldots \\
\downarrow & \text{PB} & \downarrow & \text{PB} & \downarrow & \downarrow & \downarrow & \downarrow & \\
\ldots & \to & B^{-1} & \to & B^0 & \to & E^1 & \to & E^2 & \to & \ldots \\
\end{array}
\]

Here, the top pullback square is a split pullback as \( B^0 \to E^1 \) factors through \( C^0 \to E^1 \). Note that all terms up to and including degree 1 of the complex \( A^*_i \) belong to \( A \), with the possible exception of
im(d_{i}^{-1}) \oplus C^{0}. By construction, res. \dim (\im(d_{i}^{-1}) \oplus C^{0}) < \res. \dim (E^{1}) \leq n. Hence, iterating the above procedure (the next step is to now taking a strictly shorter resolution of \im(d_{i}^{-1}) \oplus C^{0}), one obtains a complex \( A_{2}^{i} = A_{1}^{i} \oplus \ldots \oplus A_{2}^{i} \) such that all terms belong to \( A \) up to degree 1 and \( A_{2}^{i} \) maps to \( A_{1}^{i} \) via a map in \( S \). Furthermore, \( A_{2}^{i} \oplus A_{1}^{i} \oplus \ldots \oplus A_{2}^{i} \) for all \( l \geq 1 \), \( A_{2}^{0} = C^{0} \) and \( A_{2}^{1} = E^{k} \) for all \( k \geq 2 \). Iterating this entire procedure, one produces a string of morphisms \( E^{i} \leftarrow A_{1}^{i} \leftarrow A_{2}^{i} \leftarrow \ldots \) in \( S \) that stabilizes in each degree. The result follows. \( \square \)

In order to prove Theorem 4.1, it suffices the show that \( \der D(A) \to \der D(\mathcal{E}) \) is fully faithful. The following proposition already indicates that in many cases, fully faithfulness readily holds.

**Proposition 4.3.** Let \( \mathcal{A} \subseteq \mathcal{E} \) be a uniformly preresolving subcategory.

1. If \( \mathcal{A} \subseteq \mathcal{E} \) is closed under normal subobjects, i.e. \( X \in \mathcal{A} \) if \( X \to A \) is an inflation with \( A \in \mathcal{A} \), then the natural map \( \der D(\mathcal{A}) \to \der D(\mathcal{E}) \) is a triangle equivalence.

2. If \( \mathcal{A} \subseteq \mathcal{E} \) is extension-closed and \( \mathcal{E} \) satisfies axiom \textit{R3}, then the natural map \( \der D(\mathcal{A}) \to \der D(\mathcal{E}) \) is a triangle equivalence.

**Proof.** As \( \der D(\mathcal{A}) \to \der D(\mathcal{E}) \) is already essentially surjective by Lemma 4.2, it suffices to show that if \( A^{\bullet} \in \der C(\mathcal{A}) \cap \der Ac(\mathcal{E}) \), then \( A^{\bullet} \in \der Ac(\mathcal{A}) \). We show this property in both cases.

1. Assume that \( \mathcal{A} \subseteq \mathcal{E} \) is closed under normal subobjects. Let \( A^{\bullet} \in \der C(\mathcal{A}) \cap \der Ac(\mathcal{E}) \). Clearly \( \im(d_{A}^{i}) \subseteq \mathcal{A} \) for all \( i \in \mathbb{Z} \) as \( \im(d_{A}^{i}) \) is a normal subobject of \( A^{i+1} \). The results follows.

2. Assume that \( \mathcal{A} \subseteq \mathcal{E} \) is extension-closed and \( \mathcal{E} \) satisfies axiom \textit{R3}. The reader may verify that the proof of [28, Proposition 2.3] only uses that \( \mathcal{A} \subseteq \mathcal{E} \) is extension-closed and the Nine Lemma. By Theorem 2.7, the Nine Lemma holds in \( \mathcal{E} \) as \( \mathcal{E} \) satisfies axiom \textit{R3}. Now let \( A^{\bullet} \in \der C(\mathcal{A}) \cap \der Ac(\mathcal{E}) \) and consider \( \im(d_{A}^{i}) \subseteq \mathcal{E} \) for some \( i \in \mathbb{Z} \). The following sequence yields a resolution of \( \im(d_{A}^{i}) \):

\[
\im(d_{A}^{i}) \to A^{i-n} \to \ldots \to A^{i-1} \to A^{i} \to \im(d_{A}^{i}) \to 0.
\]

As \( \res. \dim_{\mathcal{A}}(\mathcal{E}) = n \), [28, Proposition 2.3] yields that \( \im(d_{A}^{i-n}) \in \mathcal{A} \). As \( i \) is chosen arbitrarily, \( A^{\bullet} \in \der Ac(\mathcal{A}) \). The result follows. \( \square \)

In order to prove Theorem 4.1 without the additional assumptions from Proposition 4.3, more work is needed. We start with the following lemma.

**Lemma 4.4.** Let \( \mathcal{A} \) be a preresolving subcategory in \( \mathcal{E} \). Let \( A^{\bullet} \to E \) and \( B^{\bullet} \to E \) be resolutions of \( E \in \mathcal{E} \) such that there is a commutative diagram

\[
\begin{array}{ccc}
B^{\bullet} & \xrightarrow{f^{\bullet}} & E \\
\downarrow & & \downarrow \\
A^{\bullet} & \xrightarrow{\alpha^{\bullet}} & E
\end{array}
\]

If \( \ker d_{A}^{k} \in \mathcal{A} \) for some \( k \leq 0 \), then \( \ker d_{B}^{k} \in \mathcal{A} \) (where \( d_{B}^{k} : A^{0} \to E \)). Moreover, \( \ker(f^{\bullet}) \in \der Ac(\mathcal{A}) \).

**Proof.** Assume that \( \ker(d_{A}^{k}) \in \mathcal{A} \). Replacing the complex \( A^{\bullet} \) by the truncated complex \( \tau E^{-k-1} A^{\bullet} \) with \( \ker(d_{A}^{k}) \) in degree \( k-1 \) and taking the cone of the above diagram, we obtain the following complex:

\[
\ldots \to B^{k-2} \to B^{k-1} \xrightarrow{(-d_{A}^{k-1})} B^{k} \oplus \ker(d_{A}^{k}) \to B^{k+1} \oplus A^{k} \to \ldots \to B^{0} \oplus A^{-1} \to E \oplus A^{0} \to E \to 0 \to \ldots
\]

By Lemma 2.8, the above complex is acyclic. It follows that \( \coker(-d_{B}^{k-2}) \cong \ker(-d_{B}^{k}) \) is isomorphic to the image of the admissible map \( B^{k-1} \xrightarrow{(-d_{B}^{k-1})} B^{k} \oplus \ker(d_{A}^{k}) \). One readily verifies that removing the contractible \( E \to \mathcal{E} \) from the above acyclic complex yields \( \ker(f^{\bullet}) \in \der Ac(\mathcal{E}) \cap \der C(\mathcal{A}) \). Proposition 3.9 now implies that \( \ker(f^{\bullet}) \in \der Ac(\mathcal{A}) \). It follows that \( \ker(d_{B}^{k}) \in \mathcal{A} \). \( \square \)

**Proposition 4.5.** Let \( \mathcal{A} \) be a preresolving subcategory in \( \mathcal{E} \). Let \( E \in \mathcal{E} \) with \( \res. \dim_{\mathcal{A}}(E) = n < \infty \). For any \( \mathcal{A} \)-resolution \( A^{\bullet} \to E \), there is a commutative diagram

\[
\begin{array}{ccc}
B^{\bullet} & \xrightarrow{f^{\bullet}} & E \\
\downarrow & & \downarrow \\
A^{\bullet} & \xrightarrow{\alpha^{\bullet}} & E
\end{array}
\]

where the top row is an \( \mathcal{A} \)-resolution and \( \ker d_{B}^{i} \in \mathcal{A} \). Moreover, \( \ker(f^{\bullet}) \in \der Ac(\mathcal{A}) \).
Proof. Let \( C^* \to E \) be an \( \mathcal{A} \)-resolution of \( E \) exhibiting that \( \text{res.} \dim \mathcal{A} \ E = n \) (so \( C^{-n-1} = 0 \) and hence \( \ker(d^{-n+1}) = C^{-n} \in \mathcal{A} \)). By axiom \( \textbf{R}2 \), we obtain the pullback \( P^0 \) of \( A^0 \to E \) along \( C^0 \to E \). By axiom \( \textbf{PR}1 \), there is a deflation \( B^0 \to P^0 \) with \( B^0 \in \mathcal{A} \). By axiom \( \textbf{R}1 \), we obtain the following commutative diagram

\[
\begin{array}{ccc}
\text{im}(d_C^{-1}) & \to & C^0 \\
\uparrow & & \uparrow \\
I_B^{-1} & \to & B^0 \\
\uparrow & & \uparrow \\
\text{im}(d_A^{-1}) & \to & A^0 \\
\end{array}
\]

whose rows are conflations. Note that the left squares are pullback squares and, by axiom \( \textbf{R}2 \), the induced vertical maps are deflations.

We now iteratively construct \( B^* \) as follows: Applying axiom \( \textbf{R}2 \) thrice, we obtain the following commutative diagram

\[
\begin{array}{ccc}
C^{-1} & \to & \text{im}(d_C^{-1}) \\
\uparrow & & \uparrow_{\text{PB}} \\
Q^{-1} & \to & \text{im}(d_C^{-1}) \\
\uparrow & & \uparrow_{\text{PB}} \\
B^{-1} & \to & \text{im}(d_C^{-1}) \\
\uparrow & & \uparrow_{\text{PB}} \\
A^{-1} & \to & \text{im}(d_A^{-1})
\end{array}
\]

where the deflation \( B^{-1} \to R^{-1} \) is obtained by axiom \( \textbf{PR}1 \). By axiom \( \textbf{R}1 \), one obtains the conflation \( I_B^{-2} \to B^{-1} \to I_B^{-1} \) and the induced maps \( \text{im}(d_C^{-2}) \leftarrow I_B^{-2} \to \text{im}(d_C^{-2}) \). Iterating this procedure, one obtains morphisms \( A^* \xrightarrow{f^*} B^* \to C^* \) such that \( B^* \) is an \( \mathcal{A} \)-resolution of \( E \). By Lemma 4.4, \( \ker(d^{-n+1}) \in \mathcal{A} \). That \( f^* \) is a quasi-isomorphism in \( \mathcal{C}(\mathcal{A}) \) is shown in the proof of Lemma 4.4. \( \square \)

Corollary 4.6. Let \( \mathcal{A} \) be a preresolving subcategory in \( \mathcal{E} \) with \( \text{res.} \dim \mathcal{A}(\mathcal{E}) = n \in \mathbb{N} \). For each \( E^* \in \mathcal{A}(\mathcal{E}) \cap \mathcal{C}(\mathcal{A}) \), there is a map \( \alpha^* : A^* \to E^* \) in \( T \) where \( A^* \in \mathcal{A}(\mathcal{A}) \). In particular, \( A^* \equiv E^* \) in \( \mathcal{D}(\mathcal{A}) \).

Proof. Choose \( k \in \mathbb{Z} \). The complex \( E^* \) yields an \( \mathcal{A} \)-resolution \( E^*_L \to \text{im}(d^L_E) \) of \( \text{im}(d^L_E) \in \mathcal{E} \) where \( E^*_L \) is the brutal truncation of \( E^* \) in degree \( k \). By Proposition 4.5, we obtain a commutative diagram

\[
\begin{array}{ccc}
B^* & \to & \text{im}(d^k_E) \\
\downarrow \alpha^* & & \downarrow \text{id} \\
E^*_L & \to & \text{im}(d^k_E)
\end{array}
\]

such that \( \text{cone}(f^*) \in \mathcal{A}(\mathcal{A}) \) and such that \( \text{im}(d^{k-n}_B) \in \mathcal{A} \). Consider now the following map

\[
\Sigma^{-1} \text{cone}(f^*) \to \ldots \to B^l \oplus E^l_L \to B^{l+1} \oplus E^l_L \to B^{l+2} \oplus E^l_L \to \ldots
\]

for each \( l \in \mathbb{Z} \). When \( l = k - n - 1 \), then \( \text{im}(d^l_B) \in \mathcal{A} \) and, by axiom \( \textbf{PR}2 \), we have \( \text{im}(d^l_{\text{cone}(g)}) \equiv \text{im}(d^l_E) \oplus B^{l+1} \in \mathcal{A} \). It follows that one can add a null-homotopic complex \( C^* \in \mathcal{C}(\mathcal{A}) \) to \( E^* \) such that \( C^* \oplus E^* \in \mathcal{A}(\mathcal{A}) \). This concludes the proof. \( \square \)
Remark 4.7. Let $\mathcal{A}$ be a preresolving subcategory in $\mathcal{E}$ with res. $\dim_{\mathcal{A}}(\mathcal{E}) = n \in \mathbb{N}$. The above proof yields that $\text{im}(d_E^l) \oplus B^{l+1} \in \mathcal{A}$ for all $l \in \mathbb{Z}$, it follows that res. $\dim_{\mathcal{A}}(\text{im}(d_E^l)) \leq 1$.

Using the above corollary, one readily verifies that the conditions of [16, Proposition 7.2.1] are satisfied. This completes the proof of Theorem 4.1.

5. Examples and applications

5.1. Examples.

Example 5.1. Consider the Isbell category $\mathcal{I}$ (see [19, Section 2]), that is, $\mathcal{I}$ is the full subcategory of the category $\text{Ab}$ of abelian groups containing no element of order $p^2$ (for a fixed prime $p$). Clearly $\mathcal{I} \subseteq \text{Ab}$ is deflation-closed (in fact, $\mathcal{I} \subseteq \text{Ab}$ is closed under subobjects) and thus $\mathcal{I}$ is a deflation-exact category satisfying axiom $\text{R3}^\dagger$ (see Proposition 3.6).

Clearly, $\mathcal{I}$ contains all projectives and thus $\mathcal{I} \subseteq \text{Ab}$ satisfies condition $\text{PR1}$. Hence $\mathcal{I} \subseteq \text{Ab}$ is preresolving. Furthermore, as $\text{Ab} = \text{Mod}(\mathbb{Z})$ global dimension one, we find that res. $\dim_{\mathcal{I}}(\text{Ab}) = 1$. By Theorems 3.11 and 4.1, we know that the natural functors $D^\gamma(\mathcal{I}) \simeq D^\gamma(\text{Ab})$ are triangle equivalences (for $\gamma \in \{-, b, \mathbb{Z}\}$).

Remark 5.2. (1) Note that the Isbell category $\mathcal{I}$ is not an extension-closed subcategory of $\text{Ab}$, as evidenced by the conflation $\mathbb{Z}/p\mathbb{Z} \rightarrow \mathbb{Z}/p^2\mathbb{Z} \rightarrow \mathbb{Z}/p\mathbb{Z}$. In particular, $\mathcal{I} \subseteq \text{Ab}$ is not a (finitely) resolving subcategory.

(2) By [3, Example 4.7], the category $\mathcal{I}$ is pre-abelian but does not satisfy axioms $\text{L1}$, $\text{L2}$ and $\text{L3}$. In particular, $\mathcal{I}$ is not exact.

Example 5.3. Let $\Gamma$ be an ordered group. Given a $\Gamma$-filtered ring $FR$ and a subset $\Lambda \subseteq \Gamma$, one can define the category of $FR$-glider representations $\text{Glid}_\Lambda(FR)$ (see [8, 13]). The category of $FR$-glider representations is a subcategory of the category of $FR$-prefragments $\text{Prefrag}_\Lambda(FR)$. By [13, Corollary 5.11], $\text{Glid}_\Lambda(FR) \subseteq \text{Prefrag}_\Lambda(FR)$ is closed under subobjects (in particular, $\text{Glid}_\Lambda(FR) \subseteq \text{Prefrag}_\Lambda(FR)$ is deflation-closed), but in general not under extensions. Moreover, by [13, Corollary 8.5], $\text{Glid}_\Lambda(FR)$ has enough projectives and the projectives belong to $\text{Prefrag}_\Lambda(FR)$. It follows that

$$\text{res. dim}_{\text{Glid}_\Lambda(FR)}(\text{Prefrag}_\Lambda(FR)) = 1.$$  

By Theorems 3.11 and 4.1, we find that the natural functors $D^\gamma(\text{Glid}_\Lambda(FR)) \simeq D^\gamma(\text{Prefrag}_\Lambda(FR))$ are triangle equivalences (for $\gamma \in \{-, b, \mathbb{Z}\}$). This recovers [13, Proposition 8.6].

5.2. Application: the exact hull. Throughout this section, let $\mathcal{E}$ denote a deflation-exact category satisfying axiom $\text{R3}^\dagger$. Following [11] and [24], there is an exact category $\mathcal{E}^{\text{ex}}$, called the exact hull of $\mathcal{E}$, together with an exact embedding $j: \mathcal{E} \rightarrow \mathcal{E}^{\text{ex}}$ which is 2-universal among exact functors to exact categories. Explicitly, the exact hull $\mathcal{E}^{\text{ex}}$ can be constructed as the extension-closure of $i(\mathcal{E})$ in $D^b(\mathcal{E})$ and inherits a conflation structure from the triangulated structure of $D^b(\mathcal{E})$. The aim of this section is to provide an alternative proof for the fact that $j$ lifts to a derived equivalence on the bounded derived categories (see [11, Theorem 7.15]) using Theorem 3.11.

The following is [11, Corollary 7.5].

Proposition 5.4. For every $Z \in \mathcal{E}^{\text{ex}}$, there exists a conflation $X \rightarrow Y \rightarrow Z$ in $\mathcal{E}^{\text{ex}}$ such that $X, Y \in \mathcal{E}$.

The above proposition yields that $\mathcal{E} \subseteq \mathcal{E}^{\text{ex}}$ satisfies condition $\text{PR1}$, in fact, $\text{res. dim}_{\mathcal{E}}(\mathcal{E}^{\text{ex}}) \leq 1$. Thus, to show that $j: \mathcal{E} \rightarrow \mathcal{E}^{\text{ex}}$ lifts to a derived equivalence $D^\gamma(\mathcal{E}) \rightarrow D^\gamma(\mathcal{E}^{\text{ex}})$ (for $\gamma \in \{-, b, \mathbb{Z}\}$), it suffices to show that $\mathcal{E} \subseteq \mathcal{E}^{\text{ex}}$ is deflation-closed.

Proposition 5.5. A deflation-exact category $\mathcal{E}$ satisfying axiom $\text{R3}^\dagger$ lies deflation-closed in its exact hull $\mathcal{E}^{\text{ex}}$.

Proof. Let $X \xrightarrow{f} Y \xrightarrow{g} Z$ be a conflation in $\mathcal{E}^{\text{ex}}$ with $Y, Z \in \mathcal{E}$. Viewing $g$ as a map between stalk complexes in $\mathcal{E}^{\text{ex}} \subseteq D^b(\mathcal{E})$, its cone is given by the two-term complex $Y \rightarrow Z$ with $Y$ in degree $-1$. Thus $X$ is isomorphic (in $D^b(\mathcal{E})$) to the two term complex $X^\bullet$ given by $Y \rightarrow Z$ with $Y$ in degree zero. On the other hand, Proposition 5.4 yields a conflation $A \rightarrow B \rightarrow X$ in $\mathcal{E}^{\text{ex}}$ with $A, B \in \mathcal{E}$. It follows that $X$ is also isomorphic to the two-term complex $U^\bullet$ given by $A \rightarrow B$ with $A$ in degree $-1$.

Hence there is an isomorphism $U^\bullet \rightarrow X^\bullet$ in $D^b(\mathcal{E})$ which can be represented by a roof $U^\bullet \xrightarrow{\alpha} V^\bullet \xrightarrow{\beta} X^\bullet$ in $K^b(\mathcal{E})$ where both $\alpha$ and $\beta$ are quasi-isomorphisms (here we used axiom $\text{R3}^\dagger$ and Proposition 2.10 to...
see that all isomorphisms are quasi-isomorphisms). By [11, Proposition 3.18], we may assume that $U^\bullet$ is a two-term complex $U^{-1} \rightarrow U^0$. It follows that the cone of $\beta$ is the acyclic complex

$$0 \rightarrow U^{-1} \rightarrow U^0 \rightarrow Y \xrightarrow{g} Z \rightarrow 0$$

in $K^b(\mathcal{E})$. It follows that $g$ is a deflation in $\mathcal{E}$ and thus $g$ admits a kernel $\ker(g) \in \mathcal{E}$. One readily verifies that $\ker(g) \cong X$ in $\mathcal{E}^{\text{ex}}$ as $j$ is an exact embedding. \hfill $\square$

**Remark 5.6.** We now have two conflation structures on $\mathcal{E}$: the original conflation structure, and the conflation structure induced from $\mathcal{E}^{\text{ex}}$. It follows from Proposition 2.10.(4), and the assumption that $\mathcal{E}$ satisfies axiom $\text{R3}^+$, that these conflation structures coincide.

We have now proved the following theorem.

**Theorem 5.7.** Let $\mathcal{E}$ be a deflation-exact category. If $\mathcal{E}$ satisfies axiom $\text{R3}^+$, then $\mathcal{E}$ is a preresolving subcategory of the exact category $\mathcal{E}^{\text{ex}}$ such that $\text{res. dim}_\mathcal{E}(\mathcal{E}^{\text{ex}}) \leq 1$. In particular, the embedding $j: \mathcal{E} \rightarrow \mathcal{E}^{\text{ex}}$ lifts to a triangle equivalence $D^*(\mathcal{E}) \rightarrow D^*(\mathcal{E}^{\text{ex}})$, where $* \in \{-, b, \emptyset\}$.

**Remark 5.8.** In general, a deflation-exact category $\mathcal{E}$ satisfying axiom $\text{R3}^+$ need not be a resolving subcategory of $\mathcal{E}^{\text{ex}}$ (since then, as an extension-closed subcategory of an exact category, $\mathcal{E}$ would be exact itself). If $\mathcal{E}$ does not satisfy axiom $\text{R3}^+$, $\mathcal{E}$ need not be a deflation-closed subcategory of $\mathcal{E}^{\text{ex}}$ (as is illustrated in [14, Example 7.6]).

6. A comparison to Keller’s theorem

For a preresolving subcategory $\mathcal{A}$ of a deflation-exact category $\mathcal{E}$, we have used axiom $\text{PR2}$ to show that the obvious induced conflation structure on $\mathcal{A}$ is a deflation-exact structure. In this section, we weaken the conditions required on $\mathcal{A}$, following [18, Theorem 12.1]. In this case, as $\mathcal{A}$ is not deflation-closed in $\mathcal{E}$, we cannot use Proposition 3.6) to endow $\mathcal{A}$ with a deflation-exact structure. In Definition 6.4, we present a different conflation structure on $\mathcal{A}$ and we show in Proposition 6.5 that this conflation structure endows $\mathcal{A}$ with the structure of a deflation-exact category. The derived category of $\mathcal{A}$ in Theorem 6.11 is taken with respect to this conflation structure.

We recall the following (dualized) definition from [18].

**Definition 6.1.** Let $\mathcal{E}$ be an exact category and let $\mathcal{A} \subseteq \mathcal{E}$ be a fully exact subcategory.

- **C1** For each $E \in \mathcal{E}$, there exists a deflation $A \twoheadrightarrow E$ with $A \in \mathcal{A}$.
- **C2** For each conflation $X \twoheadrightarrow Y \twoheadrightarrow C$ with $C \in \mathcal{A}$, there exists a commutative diagram

$$
\begin{array}{ccc}
A & \longrightarrow & B \\
\downarrow & & \downarrow \\
X & \longrightarrow & Y
\end{array}
\quad \begin{array}{ccc}
 & \longrightarrow & C \\
\downarrow & & \downarrow \\
 & \longrightarrow & C
\end{array}
$$

where the top row is a conflation in $\mathcal{A}$.

The following is [18, Theorem 12.1].

**Theorem 6.2.** Let $\mathcal{A} \subseteq \mathcal{E}$ be a fully exact subcategory of an exact category. If $\mathcal{A} \subseteq \mathcal{E}$ satisfies axioms $\text{C1}$ and $\text{C2}$, the induced functor $D^*(\mathcal{A}) \rightarrow D^*(\mathcal{E})$ is a triangle equivalence.

**Remark 6.3.**

(1) Axiom $\text{C1}$ is equal to axiom $\text{PR1}$.

(2) Keller remarks (see the paragraph above [18, Theorem 12.1]) that if $\mathcal{A} \subseteq \mathcal{E}$ is a fully exact subcategory of an exact category $\mathcal{E}$ and $\mathcal{A} \subseteq \mathcal{E}$ is deflation-closed and satisfies axiom $\text{C1}$, then axiom $\text{C2}$ is implied.

(3) As Keller requires $\mathcal{A} \subseteq \mathcal{E}$ to be extension-closed, $\mathcal{A}$ automatically inherits an exact structure from $\mathcal{E}$ (in particular, $D(\mathcal{A})$ is defined).

Inspired by the above remarks, we seek to weaken axiom $\text{PR2}$ in such a way that one obtains a natural deflation-exact structure on $\mathcal{A}$ and such that we obtain an analogue of Proposition 3.9.

The following definition and proposition yield a natural deflation-exact structure on $\mathcal{A} \subseteq \mathcal{E}$.

**Definition 6.4.** Let $\mathcal{E}$ be a deflation-exact subcategory and let $\mathcal{A} \subseteq \mathcal{E}$ be a full additive subcategory. A conflation $A \xrightarrow{f} B \xrightarrow{g} C$ in $\mathcal{E}$ with $A, B, C \in \mathcal{A}$ is called an $\mathcal{A}$-conflation if $g$ admits all pullbacks in $\mathcal{A}$, i.e. for any $h: D \rightarrow C$ in $\mathcal{A}$, the pullback in $\mathcal{E}$ of $h$ along $g$ belongs to $\mathcal{A}$.

**Proposition 6.5.** Let $\mathcal{E}$ be a deflation-exact category and let $\mathcal{A} \subseteq \mathcal{E}$ be a full additive subcategory. The $\mathcal{A}$-conflations define a deflation-exact structure on $\mathcal{A}$. 
Proof. Axiom R0 is clearly satisfied. Axiom R2 holds by definition of an A-conflation and the Pullback Lemma. It remains to show axiom R1, to that end, consider two A-conflations \( K \rightarrow B \rightarrow C \) and \( L \rightarrow A \rightarrow B \). Consider the following commutative diagram in \( E \):

\[
\begin{array}{cccc}
L & \rightarrow & L \\
\downarrow & & \downarrow \\
P & \rightarrow & A & \rightarrow & C \\
\downarrow & & \downarrow & & \downarrow \\
K & \rightarrow & B & \rightarrow & C
\end{array}
\]

Here the lower-left square is a pullback square in \( E \) (which exists by axiom R2). As \( A \rightarrow B \) is an A-deflation, the pullback \( P \) belongs to \( A \). The Pullback Lemma now shows that \( P \rightarrow A \rightarrow C \) is an A-conflation. \( \square \)

Remark 6.6. The conflation structure from Definition 6.4 is the largest conflation structure on \( A \) such that the embedding \( A \rightarrow E \) is conflation-exact. Indeed, the class of A-conflations is the largest subclass for which axiom R2 is satisfied.

We now modify axiom C2 accordingly.

Definition 6.7. Let \( E \) be a deflation-exact category and let \( A \subseteq E \) be a full additive subcategory. We define the following axiom:

\( C2' \) For each conflation \( X \rightarrow Y \rightarrow C \) with \( C \in A \), there exists a commutative diagram

\[
\begin{array}{cccc}
A & \rightarrow & B & \rightarrow & C \\
\downarrow & & \downarrow & & \downarrow \\
X & \rightarrow & Y & \rightarrow & C
\end{array}
\]

where the top row is an A-conflation.

The following proposition clarifies the difference between an A-conflation and an E-conflation with terms in \( A \).

Proposition 6.8. Let \( A \) be a full additive subcategory of a deflation-exact category \( E \) such that axiom C2' holds. Let \( i: Y \rightarrow Z \) be a conflation in \( E \).

1. If \( Y, Z \in A \), then there exists a \( B \in A \) such that \( X \oplus B \in A \).
2. If \( X, Y \) and \( Z \in A \), then there exists an \( B \in A \) such that

\[
X \oplus B \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} Y \oplus B \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} Z
\]

is an A-conflation.

Proof. Assume that \( Z \in A \). By axiom C2', we obtain an A-conflation \( A \rightarrow B \rightarrow Z \) that maps to \( (i, p) \) via maps \( f: A \rightarrow X \) and \( g: B \rightarrow Y \). By axiom R2, we obtain the following pullback square:

\[
\begin{array}{cccc}
A & \rightarrow & A \\
\downarrow & & \downarrow \\
X \oplus B \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} & \rightarrow & B \\
\downarrow & & \downarrow \\
X & \rightarrow & Y & \rightarrow & Z
\end{array}
\]

1. If \( Y \in A \), then using that \( A \rightarrow B \rightarrow Z \) is an A-conflation, we find that \( B \oplus X \in A \).
2. Assume that \( X, Y \in A \). As \( A \rightarrow B \rightarrow Z \) is an A-conflation and the A-conflations form a deflation-exact structure (Proposition 6.5), we can use Proposition 2.6 to obtain the A-conflation

\[
X \oplus B \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} Y \oplus B \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} Z
\]
The following diagram show that this $\mathcal{A}$-conflation is isomorphic to the desired $\mathcal{A}$-conflation:

\[
\begin{array}{ccc}
X \oplus B & (i - g) & Y \oplus B \\
\downarrow & (\text{id}, 0) & \downarrow \\
X \oplus B & (i - g) & Y \oplus B \\
\end{array}
\]

This concludes the proof. \(\square\)

**Corollary 6.9.** Let $\mathcal{A}$ be a full additive subcategory of a deflation-exact category $\mathcal{E}$ satisfying axiom $C2'$.

1. If $E^* \in \mathcal{A}(\mathcal{E}) \cap \mathcal{C}(\mathcal{A})$, then $E^*$ is homotopic to a complex $A^* \in \mathcal{A}(\mathcal{A})$.
2. If $E^* \in \mathcal{A}(\mathcal{E}) \cap \mathcal{C}(\mathcal{A})$, then $E^*$ is homotopic to a complex $A^* \in \mathcal{A}(\mathcal{A})$.

**Proof.** The is similar to Proposition 3.9 and uses Proposition 6.8 to add in a controlled manner objects to each $\text{im}(\partial_E^k)$ so that the resulting complex is the desired complex.

Let $\mathcal{E}$ be a deflation-exact category and let $\mathcal{A} \subseteq \mathcal{E}$ be a full additive subcategory. The relative weak idempotent completion $\hat{\mathcal{A}}_\mathcal{E}$ is the full subcategory of $\mathcal{E}$ generated by all kernels in $\mathcal{E}$ of retractions $r: A \to B$ in $\mathcal{E}$ with $A, B \in \mathcal{A}$.

If $\mathcal{A} \subseteq \mathcal{E}$ is an additive subcategory satisfying axiom $C1$, then $\hat{\mathcal{A}}_\mathcal{E}$ also satisfies axiom $C1$.

**Corollary 6.10.** Let $\mathcal{A}$ be a full additive subcategory of a deflation-exact category $\mathcal{E}$ satisfying axiom $C2'$.

1. The subcategory $\hat{\mathcal{A}}_\mathcal{E} \subseteq \mathcal{E}$ is deflation-closed and the embedding $\mathcal{A} \to \hat{\mathcal{A}}_\mathcal{E}$ lifts to a triangle equivalence $D(\mathcal{A}) \to D(\hat{\mathcal{A}}_\mathcal{E})$.
2. Assume that $\mathcal{A} \subseteq \mathcal{E}$ satisfies axiom $C1$. If $\text{res}. \dim_\mathcal{A}(E) = n$ for $E \in \mathcal{E}$, then $\text{res}. \dim_{\hat{\mathcal{A}}_\mathcal{E}}(E) \leq n$.

**Proof.** This follows from Proposition 6.8.

**Theorem 6.11.** Let $\mathcal{E}$ be a deflation-exact category and let $\mathcal{A} \subseteq \mathcal{E}$ be a full additive subcategory. If $\mathcal{A} \subseteq \mathcal{E}$ satisfies axioms $C1$ and $C2'$, then the induced functor $D(\mathcal{A}) \to D(\mathcal{E})$ is a triangle equivalence. Moreover, if $\text{res}. \dim_\mathcal{A}(E) < \infty$ for all $E \in \mathcal{E}$, the functor $D^b(\mathcal{A}) \to D^b(\mathcal{E})$ is essentially surjective.

**Proof.** This follows directly from Lemma 3.12 and Corollary 6.9. Alternatively, the functor $D(\mathcal{A}) \to D(\mathcal{E})$ factors as $D(\mathcal{A}) \to D(\hat{\mathcal{A}}_\mathcal{E}) \to D(\mathcal{E})$. The first map is a triangle equivalence by Corollary 6.10 and the second map is a triangle equivalence by Theorem 3.11. \(\square\)
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