VIRTUAL CRITERION FOR GENERALIZED EAGON-NORTHCOTT COMPLEXES
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Abstract. Given any map of finitely generated free modules, Buchsbaum and Eisenbud define a family of generalized Eagon-Northcott complexes associated to it [BE75]. We give sufficient criterion for these complexes to be virtual resolutions, thus adding to the known examples of virtual resolutions, particularly those not coming from minimal free resolutions.

Introduction

The Eagon-Northcott complex of a matrix has been an object of interest since its introduction in [EN62], where the authors showed that it is a minimal free resolution of the ideal of maximal minors of the matrix if the depth of this ideal is the greatest possible value. In 1975, Buchsbaum and Eisenbud described a family of generalized Eagon-Northcott complexes associated to a map of free modules, which are free resolutions if the depth of the ideal of maximal minors of the matrix is as large as possible [BE75,Eis04]. Our main result provides an analogue in the setting of virtual resolutions.

Let us recall the setup of virtual resolutions. Let $X$ be a smooth projective toric variety over an algebraically closed field $k$, and let $S$ be its Pic($X$)-graded Cox ring, which is a multi-graded polynomial ring with irrelevant ideal $B$, as defined in [Cox95]. In 2017, Berkesch, Erman, and Smith formalized the notion of virtual resolutions as a natural analogue to minimal graded free resolutions for smooth projective toric varieties [BES20]. In exchange for allowing some higher homology supported on the irrelevant ideal $B$, virtual resolutions tend to be shorter and to better capture geometrically meaningful properties of $S$-modules, such as unmixedness, well-behavedness of deformation theory, and regularity of tensor products.

Despite their utility, there continues to be a lack of families of examples of virtual resolutions. Our work adds a new method for explicitly constructing virtual resolutions, and it adds to the growing literature on developing virtual analogues of classical homological results [BKL Y20,Yan21,HNT21,DM19,Lop21,KLM+20,GLLM21,BHS21]. In particular, we show when the Eagon-Northcott and Buchsbaum-Rim complexes (and the other complexes in this generalized family) are virtual resolutions.

Let $X$ be a smooth projective toric variety with $S = \text{Cox}(X)$ and irrelevant ideal $B$. Our main theorem is as follows:

\textbf{Theorem 1.1.} Let $\varphi : F \to G$ be a Pic($X$)-graded map of free $S$-modules of ranks $f \geq g$ where $I_m(\varphi)$ denotes the ideal of $m \times m$ minors of $\varphi$, and let

\[ C^i : 0 \to F_e \overset{\varphi_e}{\longrightarrow} F_{e-1} \overset{\varphi_{e-1}}{\longrightarrow} \cdots \overset{\varphi_2}{\longrightarrow} F_1 \overset{\varphi_1}{\longrightarrow} F_0 \]
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\cite{MS03,EL18}.
be one of the generalized Eagon-Northcott complexes of $\varphi$ with $i \geq -1$ (see §2.2). Then $C^i$ is a virtual resolution whenever $\text{depth}(I_m(\varphi) : B^\infty) \geq f - m + 1$ for $f - e + 1 \leq m \leq g$.

Notably, if $\text{depth}(I_g(\varphi) : B^\infty) \geq f - g + 1$, then each of the complexes $C^i$ with $-1 \leq i \leq f - g + 1$ (including the Eagon-Northcott and Buchsbaum-Rim) is a virtual resolution of length $f - g + 1$ by Theorem 1.1. The proof of Theorem 1.1 involves a combination of the corresponding methods from [Eis04], Loper’s criterion for when a complex is a virtual resolution [Lop21], and several concrete arguments to address how these auxiliary results interact with saturation.

To illustrate its use, consider the graph of the twisted cubic in the following example.

Example 1.2 (Graph of the twisted cubic). Let $X = \mathbb{P}^1 \times \mathbb{P}^3$ with $S = k[x_0, x_1, y_0, y_1, y_2, y_3]$. This is $\text{Pic}(X) = \mathbb{Z}^2$-graded where $\deg(x_i) = (1, 0)$ and $\deg(y_i) = (0, 1)$. The irrelevant ideal $B$ is $\langle x_0, x_1 \rangle \cap \langle y_0, y_1, y_2, y_3 \rangle$. Consider the following map of $\text{Pic}(X)$-graded $S$-modules:

$$
\varphi := \begin{bmatrix}
x_0^2 & x_1^2 & x_0x_1 & x_1x_0 & x_1^3 & x_1^2
\end{bmatrix} : S(-3, -1)^4 \longrightarrow S(0, -1) \oplus S(-3, 0)
$$

The variety in $X$ defined by $I_3(\varphi)$, the ideal of $2 \times 2$ minors of $\varphi$, is precisely the graph of the embedding of the twisted cubic curve defined by $[s : t] \mapsto ([s : t], [s^3 : s^2t : st^2 : t^3])$. The Eagon-Northcott complex $C^0$ is computed to be

$$
C^0 : 0 \longrightarrow S(-6, -2) \oplus S(-3, -2)^4 \longrightarrow S(-3, -1)^6 \xrightarrow{I_2(\varphi)} S
$$

If $\text{depth} I_2(\varphi) = 3$, then Theorem A2.10c in [Eis04] would ensure that $C^0$ is a free resolution of $S/I_2(\varphi)$. However, since $\langle x_0, x_1 \rangle$ is a minimal prime of $I_2(\varphi)$, we have $\text{depth} I_2(\varphi) \leq 2$, and one can in fact check that $H_1(C^0) \neq 0$ (see Example 4.3). A similar computation shows that the Buchsbaum-Rim complex $C^1$ is not a free resolution of $\text{coker } \varphi$. However, since $\text{depth}(I_2(\varphi) : B^\infty) = 3$, Theorem 1.1 implies that both $C^0$ and $C^1$ are virtual resolutions.

This paper is organized as follows: in §2, we provide notation and necessary background about virtual resolutions and generalized Eagon-Northcott complexes, in §3, we give a proof of Theorem 1.1, and in §4, we explore more examples of the utility of our result.

Acknowledgements. The authors thank Daniel Erman for his valuable insight and guidance and Mahrud Sayrafi for helpful conversations. We also thank our anonymous referees for their valuable suggestions. The computer algebra system Macaulay2 [M2] was used extensively, in particular the VirtualResolutions package [ABLS20].

2. Background and Notation

2.1. Virtual Resolutions. On $\mathbb{P}^n$, minimal free resolutions capture geometric properties well because the maximal ideal, which plays a key role in the definition of such resolutions, is the irrelevant ideal. However, on toric varieties such as $\mathbb{P}^1 \times \mathbb{P}^1$, the irrelevant ideal $B = \langle x_0, x_1 \rangle \cap \langle y_0, y_1 \rangle$ is strictly contained in the maximal ideal. This inequality results in the minimal free resolution containing algebraic structure that is geometrically irrelevant.
By focusing on the irrelevant ideal, virtual resolutions are better able to represent important geometric information.

From now on, let \( X \) be a smooth projective toric variety with \( S = \text{Cox}(X) \) and irrelevant ideal \( B \).\(^2\) Given that there is a correspondence between Pic(\( X \))-graded \( B \)-saturated \( S \)-modules \( M \) and sheaves \( \tilde{M} \) on \( X \) (for more details see §5.2, [CLS11]; a generalization can be found in [Mus02]), allowing for some “irrelevant homology” in our complexes stands to make them shorter and closer linked to the geometric situation. This motivates the following definition.

**Definition 2.1** ([BES20]). A complex \( \mathcal{C} : \cdots \xrightarrow{\varphi_{2}} F_2 \xrightarrow{\varphi_{1}} F_1 \xrightarrow{\varphi_{0}} F_0 \) of Pic(\( X \))-graded free \( S \)-modules is called a **virtual resolution** of a Pic(\( X \))-graded \( S \)-module \( M \) if the corresponding complex \( \tilde{\mathcal{C}} \) of vector bundles on \( X \) is a locally free resolution of the sheaf \( \tilde{M} \).

Algebraically, \( \mathcal{C} \) is a virtual resolution if all of the higher homology groups are supported on the irrelevant ideal, i.e. for each \( i \geq 1 \), \( B^n H_i(\mathcal{C}) = 0 \) for some \( n \). Note that not all exact complexes are virtual resolutions, but not all virtual resolutions are exact, since they allow for a specific type of homology.

Our proof of Theorem 1.1 utilizes a result from [Lop21] which provides a virtual analogue of Buchsbaum and Eisenbud’s famous criterion for checking the exactness of a complex without directly computing the homology [BE73]. Given a Pic(\( X \))-graded map of free \( S \)-modules \( \varphi : F \rightarrow G \), we can choose a matrix representation for \( \varphi \). Let \( I_m(\varphi) \subseteq S \) be the ideal generated by the \( m \times m \) minors of this matrix, where, by convention, \( I_m(\varphi) = S \) for \( m \leq 0 \). Note that these ideals of minors are Fitting invariants of \( \text{coker } \varphi \), independent of the choice of matrix representation [Eis04, §20.2]. We define the rank of \( \varphi \) to be \( \text{rank}(\varphi) := \max\{m \mid I_m(\varphi) \neq 0\} \), and we set \( I(\varphi) := I_{\text{rank}(\varphi)}(\varphi) \) to be the corresponding ideal of minors, which will play a key role in our study of \( \varphi \). Loper’s criterion for a complex to be a virtual resolution is as follows.

**Theorem 2.2** ([Lop21]). Suppose

\[
\mathcal{C} : 0 \longrightarrow F_e \xrightarrow{\varphi_e} F_{e-1} \longrightarrow \cdots \xrightarrow{\varphi_1} F_1 \xrightarrow{\varphi_0} F_0
\]
is a Pic(\( X \))-graded complex of free \( S \)-modules. Then \( \mathcal{C} \) is a virtual resolution if and only if both of the following conditions are satisfied for each \( j = 1, \ldots, e \):

1. \( \text{rank } \varphi_j + \text{rank } \varphi_{j+1} = \text{rank } F_j \) \quad (taking \( \varphi_{e+1} = 0 \)),
2. \( \text{depth}(I(\varphi_j) : B^\infty) \geq j \)

Therefore, in order for a complex in the toric setting to be a virtual resolution, we only need to consider the depth of the \( B \)-saturation of the maximal ideals of minors of the complex’s differentials. By convention, the depth of the unit ideal is infinity, so that condition (ii) above is satisfied if \( (I(\varphi_j) : B^\infty) = S \).

2.2. **Generalized Eagon-Northcott Complexes.** Let \( \varphi : F \rightarrow G \) be any map of free \( R \)-modules where \( f = \text{rank } F \geq g = \text{rank } G \). Associated to \( \varphi \) is a family \( \{ \mathcal{C}^i \}_{i \in \mathbb{Z}} \) of **generalized Eagon-Northcott complexes** defined in [Eis04, §A2.6] by splicing together linear strands of particular Koszul complexes. Two of the most important of these complexes are \( \mathcal{C}^0 \), the Eagon-Northcott complex, and \( \mathcal{C}^1 \), the Buchsbaum-Rim complex, which are shown below. Here, \( \bigwedge^d F \) denotes the \( d \)-th exterior power of \( F \) and \( (\text{Sym}_d(G))^* \) denotes the dual of the \( d \)-th symmetric power of \( G \).

\(^2\)S and \( B \) are generalizations of the homogeneous coordinate ring and its maximal ideal, respectively. For more precise definitions, see [Cox95, §5.1], where Cox(\( X \)) is called the total coordinate ring.
$C^0 : 0 \rightarrow \bigwedge^f F \otimes (\text{Sym}_{f-g}(G))^* \rightarrow \cdots \rightarrow \bigwedge^{g+1} F \otimes (\text{Sym}_1(G))^* \rightarrow \bigwedge^g F \otimes (\text{Sym}_0(G))^* \xrightarrow{\bigwedge^g \varphi} R \rightarrow 0$

$C^1 : 0 \rightarrow \bigwedge^f F \otimes (\text{Sym}_{f-g-1}(G))^* \rightarrow \cdots \rightarrow \bigwedge^{g+2} F \otimes (\text{Sym}_1(G))^* \rightarrow \bigwedge^{g+1} F \otimes (\text{Sym}_0(G))^* \xrightarrow{\bigwedge^{g+1} \varphi} F \xrightarrow{\varphi_1} G \rightarrow 0$

This family of complexes has unique properties, leading to their use in a wide variety of situations [Sch86, GLP83, ZEKS13]. By their construction, each complex is dual to another: $C^i$ is dual to $C^{f-g-i}$. The most interesting complexes in this family are those $C^i$ with $-1 \leq i \leq f-g+1$. These complexes are of length $f-g+1$ and are generically free resolutions [Eis04, Theorem A2.10c]. The $C^i$ can be described explicitly, and they preserve homogeneity in the case that $R$ is a (multi)graded ring.

**Example 2.3.** Consider the homogeneous map

$$\varphi := \begin{bmatrix} x_{11} & x_{12} & x_{13} & x_{14} \\ x_{21} & x_{22} & x_{23} & x_{24} \end{bmatrix} : S(-1, -1)^4 \longrightarrow S(0, -1) \\
S(-1, 0)$$

where $S = k[x_{ij}] = \text{Cox}(\mathbb{P}^3 \times \mathbb{P}^3)$ is bigraded with $\deg(x_{1j}) = (1, 0)$ and $\deg(x_{2j}) = (0, 1)$. Let $m_{ij}$ be the $2 \times 2$ minor of $\varphi$ involving columns $i$ and $j$, so that $I_2(\varphi) = (m_{ij})$. The Eagon-Northcott complex $C^0$ and Buchsbaum-Rim complex $C^1$ are given by

$$C^0 : S(-3, -1) \oplus S(-2, -2) \oplus S(-1, -3) \rightarrow S(-2, -1)^4 \oplus S(-1, -2)^4 \rightarrow S(0, -1) \oplus S(-1, 0)$$

$$C^1 : S(-3, -2) \oplus S(-2, -3) \rightarrow S(-2, -2)^4 \rightarrow S(0, -1) \oplus S(-1, 0)$$

These are minimal free resolutions of $S/I_2(\varphi)$ and $\text{coker } \varphi$, respectively.

### 3. Main Result and Proof

Our main result gives a sufficient criterion for the generalized Eagon-Northcott complexes $\{C^i\}_{i \geq -1}$ of a Pic(X)-graded map of free $S$-modules $\varphi : F \rightarrow G$ with ranks $f \geq g$ to be virtual resolutions. This is a virtual analogue of [Eis04, Theorem A2.10c] (see §2.2) and will require Theorem 2.2 to prove. Note that while one could apply Theorem 2.2 directly to a given $C^i$ to determine if it is a virtual resolution, this would require checking depth$(I(\varphi_j) : B^{\infty})$ for each differential in $C^i$. The main utility of Theorem 1.1 is that it enables one to determine that the entire family $\{C^i\}_{i \geq -1}$ consists of virtual resolutions by only checking depth$(I_m(\varphi) : B^{\infty})$ for particular $m$ and the single map $\varphi$. The proof of Theorem 1.1 will require the following lemma, a virtual analogue of [Eis04, Theorem A2.10b].

**Lemma 3.1.** For $i \geq -1$, let

$$C^i : 0 \rightarrow F_e \xrightarrow{\varphi_e} F_{e-1} \xrightarrow{\varphi_{e-1}} \cdots \xrightarrow{\varphi_2} F_1 \xrightarrow{\varphi_1} F_0$$
be one of the generalized Eagon-Northcott complexes of \( \varphi \), and let \( r(j) = \sum_{\ell=j}^{e} (-1)^{\ell-j} \text{rank } F_{\ell} \).

Then for each \( 1 \leq j \leq e \), we have \( \text{rank } \varphi_j \leq r(j) \) and \( (I_{r(j)}(\varphi_j) : B^\infty) \) is contained in and has the same radical as the ideal \( (I_{s(j)}(\varphi) : B^\infty) \), where \( s(j) = \min(g, f-j+1) \).

**Proof.** This will follow readily from [Eis04, Theorem A2.10b] once we understand how taking radicals plays with saturation. We claim that for ideals \( I, J \) in a Noetherian ring \( R \),

\[
\sqrt{(I : J^\infty)} = (\sqrt{I} : J).
\]

(This is likely known to experts, but we provide a proof for completeness.) For the first containment, let \( r \in (\sqrt{I} : J^\infty) \). Then there exists \( a \) such that \( r^a \in (I : J^\infty) \) so there exists \( b \) such that \( r^a J^b \subseteq I \). For \( c = \max\{a, b\} \) and any \( j \in J \), we have \( (r j)^c = r^{c-a}(r^a j^c) \in r^a J^c \subseteq I \). Thus, \( r J \subseteq \sqrt{I} \), so \( r \in (\sqrt{I} : J) \). Conversely, let \( r \in (\sqrt{I} : J) \), and suppose \( J = \langle j_1, \ldots, j_n \rangle \). Then \( r j_i \in \sqrt{I} \) and we can choose \( a \gg 0 \) such that \( r^a j_i^a \in I \) for each \( i \). Since \( J^a \subseteq \langle j_i^a, \ldots, j_n^a \rangle \), we have \( r^a J^a \subseteq I \). Thus, \( r^a \in (I : J^\infty) \) and \( r \in (\sqrt{I} : J^\infty) \).

By [Eis04, Theorem A2.10b], \( \text{rank } \varphi_j \leq r(j) \), \( I_{r(j)}(\varphi_j) \subseteq I_{s(j)}(\varphi) \), and \( \sqrt{I_{r(j)}(\varphi_j)} = \sqrt{I_{s(j)}(\varphi)} \). Therefore, \( (I_{r(j)}(\varphi_j) : B^\infty) \subseteq (I_{s(j)}(\varphi) : B^\infty) \), and the above argument gives that \( \sqrt{(I_{r(j)}(\varphi_j) : B^\infty)} = (\sqrt{I_{r(j)}(\varphi_j)} : B) = (\sqrt{I_{s(j)}(\varphi)} : B) = (\sqrt{I_{s(j)}(\varphi)} : B^\infty) \).

**Proof of Theorem 1.1.** First, note that by the construction of the \( C^i \) the length satisfies \( f - g + 1 \leq e \leq f \). To show that \( C^i \) is a virtual resolution, we show that (i) and (ii) from Theorem 2.2 hold for all \( j = 1, \ldots, e \). The first property to show is that \( \text{rank } \varphi_j + \text{rank } \varphi_{j+1} = \text{rank } F_j \).

Since

\[
r(j + 1) + r(j) = (\text{rank } F_{j+1} - \text{rank } F_{j+2} + \cdots + (-1)^{e-j+1} \text{rank } F_e) + \cdots + (\text{rank } F_j - \text{rank } F_{j+1} + \cdots + (-1)^{(e-j)} \text{rank } F_e),
\]

condition (i) will follow if \( \text{rank } \varphi_j = r(j) \). By Lemma 3.1, we have \( \text{rank } \varphi_j \leq r(j) \). Suppose instead that \( \text{rank } \varphi_j < r(j) \). Then, since \( \text{rank } \varphi_j \) is the largest ideal of minors of \( \varphi_j \) that is nonzero, we have that \( I_{r(j)}(\varphi_j) = 0 \). Note that \( \text{depth}(I_{r(j)}(\varphi_j) : B^\infty) = \text{depth}(I_{s(j)}(\varphi) : B^\infty) \) since the depth of ideals is preserved under taking radicals ([Eis04, Cor. 17.8b]) and these ideals have the same radical by Lemma 3.1. Thus, \( \text{depth}(I_{s(j)}(\varphi) : B^\infty) = 0 \). However, since \( f - e + 1 \leq s(j) \leq g \) for each \( j \), this contradicts our assumption that \( \text{depth}(I_{s(j)}(\varphi) : B^\infty) \geq f - s(j) + 1 \geq 1 \). Thus, \( \text{rank } \varphi_j = r(j) \) for each \( j = 1, \ldots, e \).

For (ii), we need to show that \( \text{depth}(I_{r(j)}(\varphi_j) : B^\infty) \geq j \) for each \( j = 1, \ldots, e \). Since \( \text{rank } \varphi_j = r(j) \) by the above argument, we have \( I_{r(j)}(\varphi_j) = I_{\text{rank } \varphi_j}(\varphi_j) = I(\varphi_j) \). Saturating then gives \( (I_{r(j)}(\varphi_j) : B^\infty) = (I(\varphi_j) : B^\infty) \). Since \( \sqrt{(I_{r(j)}(\varphi_j) : B^\infty)} = \sqrt{(I_{s(j)}(\varphi) : B^\infty)} \) by Lemma 3.1, we have \( \text{depth}(I(\varphi_j) : B^\infty) = \text{depth}(I_{r(j)}(\varphi_j) : B^\infty) = \text{depth}(I_{s(j)}(\varphi) : B^\infty) \).

In the case that \( s(j) = g \), our assumption gives that \( \text{depth}(I(\varphi_j) : B^\infty) = \text{depth}(I_{s(j)}(\varphi) : B^\infty) \geq f - g + 1 \geq j \) since \( g \leq f - j + 1 \). Otherwise, if \( s(j) = f - j + 1 \), then \( \text{depth}(I(\varphi_j) : B^\infty) \geq f - (f - j + 1) + 1 = j \) since \( f - e + 1 \leq s(j) \leq g \). In any case, \( \text{depth}(I(\varphi_j) : B^\infty) \geq j \). Thus, \( C^i \) is a virtual resolution by Theorem 2.2.

**Remark 3.2.** If \( \text{depth}(I_g(\varphi) : B^\infty) \geq f - g + 1 \), then the complexes \( C^i \) with \( 1 \leq i \leq f-g+1 \) are virtual resolutions of length \( f - g + 1 \) by Theorem 1.1. In particular, \( C^{-1} \) is a virtual resolution of \( \bigwedge^{f-g+1}(\text{coker } \varphi^*) \), the Eagon-Northcott complex \( C^0 \) is a virtual resolution of
$S/I_g(\varphi)$, the Buchsbaum-Rim complex $C^i$ is a virtual resolution of $\text{coker } \varphi$, and $C^i$ is a virtual resolution of $\text{Sym}_i(\text{coker } \varphi)$ when $1 < i \leq f - g + 1$.

4. Examples of Virtual Resolutions

Theorem 1.1 gives a new way of producing virtual resolutions, especially those which are not themselves free resolutions. One aspect that is new is that our virtual resolutions are not constructed by paring down a minimal free resolution, as is the case in the construction of a virtual resolution of a pair in [BES20]. In particular, Theorem 1.1 tells us that we can restrict our search to finding Pic($X$)-graded maps $\varphi$ of free $S$-modules where depth $I_g(\varphi) < f - g + 1$ but depth($I_g(\varphi)$ : $B^\infty$) \geq f - g + 1. Note that while the depth of $I_g(\varphi)$ is bounded above by $f - g + 1$, saturating allows for the depth to increase, potentially to infinity if (I_g(\varphi) : B^\infty) = S. Under these conditions, we know that the Eagon-Northcott and Buchsbaum-Rim, along with the other complexes $C^i$ with $-1 \leq i \leq f - g + 1$, are virtual resolutions which may not be free resolutions. If, in addition, depth($I_m(\varphi)$ : $B^\infty$) \geq f - m + 1 for all $1 \leq m \leq g$, then Theorem 1.1 ensures that the remaining $C^i$ with $i > f - g + 1$ are virtual resolutions as well.

Example 4.1 (Graph of a Hirzebruch). Consider the Hirzebruch surface $\mathcal{H}_1 = \mathbb{P}(\mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(1))$ with projective coordinates $[x_0 : x_1 : x_2 : x_3]$ and Cox ring $C = k[x_0, x_1, x_2, x_3]$ with deg($x_0$) = deg($x_2$) = (1, 0), deg($x_3$) = (0, 1), and deg($x_1$) = (-1, 1) (see [CLS11, pg. 112]). The smallest ample line bundle on the Hirzebruch is $\mathcal{O}_{\mathcal{H}_1}(1, 1)$, and its global sections are given by

$$H^0(\mathcal{H}_1, \mathcal{O}_{\mathcal{H}_1}(1, 1)) = C_{(1,1)} = k\langle x_0x_3, x_2x_3, x_0^2x_1, x_0x_1x_2, x_1x_2^2 \rangle.$$

That is, its global sections are spanned by all combinations of generators whose total bidegree is (1, 1). Since $\mathcal{O}_{\mathcal{H}_1}(1, 1)$ is actually globally generated by these sections, we get a map $\varphi : \mathcal{H}_1 \to \text{Proj}(C_{(1,1)}) = \mathbb{P}^4$ defined by $[x_0x_3 \ x_2x_3 \ x_0^2x_1 \ x_0x_1x_2 \ x_1x_2^2]$.

Let $X = \mathcal{H}_1 \times \mathbb{P}^4$, so that our Cox ring is $S = C \otimes k[z_0, z_1, z_2, z_3, z_4]$ with grading deg($x_0$) = deg($x_2$) = (1, 0, 0), deg($x_3$) = (0, 1, 0), and deg($x_1$) = (-1, 1, 0) inherited from $C$ and deg($z_i$) = (0, 0, 1). This has irrelevant ideal $B = \langle x_0, x_2 \rangle \cap \langle x_1, x_3 \rangle \cap \langle z_0, z_1, z_2, z_3, z_4 \rangle$. Consider the Pic($X$)-graded map

$$\psi := \begin{bmatrix} x_0x_3 & x_2x_3 & x_0^2x_1 & x_0x_1x_2 & x_1x_2^2 \\ z_0 & z_1 & z_2 & z_3 & z_4 \end{bmatrix} : S(-1, -1, -1)^5 \rightarrow S(0, 0, -1) \oplus S(-1, -1, 0)$$

The variety in $X$ defined by $I_2(\psi)$ is precisely the graph of $\varphi$ constructed above. Then depth $I_2(\psi) = 2$ and depth($(I_2(\psi) : B^\infty)$ = 4 so by Remark 3.2, the Eagon-Northcott complex $C^0$ and the Buchsbaum-Rim complex $C^1$ are virtual resolutions of $S/I_2(\psi)$ and coker $\psi$, respectively:
Example 4.2. Let $X = \mathbb{P}^1 \times \mathbb{P}^2$ with $S = k[x_0, x_1, y_0, y_1, y_2, z_0, z_1, z_2]$, which is $\text{Pic}(X) = \mathbb{Z}^3$-graded with $\text{deg}(x_i) = (1, 0, 0), \text{deg}(y_i) = (0, 1, 0), \text{and} \text{deg}(z_i) = (0, 0, 1)$ and has $B = \langle x_0, x_1 \rangle \cap \langle y_0, y_1, y_2 \rangle \cap \langle z_0, z_1, z_2 \rangle$. Consider the $\text{Pic}(X)$-graded map:

$$
\varphi := \begin{bmatrix}
x_0^4 & x_0^3 x_1 & x_0^2 x_1^2 & x_0 x_1^3 & x_1^4 \\
0 & y_0^2 & y_1^2 & y_2^2 & 0 \\
z_0 & z_1 & z_2 & z_1 & z_0
\end{bmatrix} : S(-4, -2, -1)^5 \rightarrow S(-4, 0, -1)
$$

But since each $\mathcal{C}^i$ with $-1 \leq i \leq 3$ is a virtual resolution, one can check that these are not exact.

Example 4.3 (Graph of the degree $d$ rational normal curve). Let $X = \mathbb{P}^1 \times \mathbb{P}^d$ with $S = k[x_0, x_1, y_0, \ldots, y_d]$ and $d \geq 3$. Then $S$ is $\text{Pic}(X) = \mathbb{Z}^{2+}2$-graded with $\text{deg}(x_i) = (1, 0)$ and $\text{deg}(y_i) = (0, 1)$, and the irrelevant ideal $B$ is $\langle x_0, x_1 \rangle \cap \langle y_0, \ldots, y_d \rangle$. Consider the following map of $\text{Pic}(X)$-graded S-modules:

$$
\varphi := \begin{bmatrix}
x_0^d & x_0^{d-1} x_1 & \cdots & x_0 x_1^{d-1} & x_1^d \\
y_0 & y_1 & \cdots & y_{d-1} & y_d
\end{bmatrix} : S(-d, -1)^{d+1} \rightarrow S(-d, 0)
$$

The variety in $X$ defined by $I_2(\varphi)$ is the graph of the embedding of the degree $d$ rational normal curve into projective space. Let $f_{i,j}$ denote the $2 \times 2$ minor of $\varphi$ involving columns $i$ and $j$ (starting at 0) so that $I_2(\varphi) = \langle f_{i,j} \mid 0 \leq i < j \leq d \rangle$. Note that depth $I_2(\varphi) \leq 2$ since $\langle x_0, x_1 \rangle$ is a codimension 2 associated prime of $I_2(\varphi)$ (so Theorem A.2.10c from [Eis04] does not apply). The Eagon-Northcott complex of $\varphi$ is given by

$$
c^0 : 0 \rightarrow \bigoplus_{j=1}^{d} S(-jd, -(d+1-j))^{(d+1)} \rightarrow \cdots \rightarrow \bigoplus_{j=1}^{i} S(-jd, -(i+1-j))^{(i+1)} \rightarrow \cdots \rightarrow S(-d, -1)^{(d+1)} \xrightarrow{I_2(\varphi)} S
$$

and we wish to show that this is a virtual resolution of $S/I_2(\varphi)$ which is not a free resolution.

Let $J \subseteq S$ be the ideal

$$
J = I_2 \left( \begin{bmatrix}
x_0 & y_0 & \cdots & y_{d-1} \\
x_1 & y_1 & \cdots & y_d
\end{bmatrix} \right)
$$

which also defines the graph of the degree $d$ rational normal curve, and let $g_{i,j}$ for $0 \leq i < j \leq d$ be the $2 \times 2$ minors defining $J$. The following relations show that $J \subseteq (I_2(\varphi) : \langle x_0, x_1 \rangle) \subseteq S$.
$(I_2(\varphi) : B^\infty)$.

\begin{align*}
x_0^{d+j-2} \cdot g_{0,j} &= x_0^{d-j} f_{0,j} - x_0^{j-2} x_1 f_{0,j-1} & \text{for } 1 \leq j \leq d \\
x_1^{d-i+2} x_1^{i-1} \cdot g_{i,j} &= x_0 y_{i-1} f_{i-1,j} - x_1 y_{i-1} f_{i-1,j-1} - x_0 y_{j-1} f_{i-1,i} & \text{for } 1 \leq i < j \leq d
\end{align*}

Since $J$ is an ideal defining a rational normal scroll, we know that $S/J$ is Cohen-Macaulay, so depth $J = d$. Therefore, depth$(I_2(\varphi) : B^\infty) \geq d$, and thus, Remark 3.2 implies that each of the generalized Eagon-Northcott complexes $C^i$ for $-1 \leq i \leq d$ is a virtual resolution. In particular, the Eagon-Northcott complex $C^0$ is a virtual resolution of $S/I_2(\varphi)$ that is not exact since the relation $x_0^2 f_{1,2} - x_0 x_1 f_{0,2} + x_1^2 f_{0,1} = 0$ gives a nonzero element of $H_1(C^0)$.
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