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Abstract
We present a new approach, called meta-meta classification, to learning in small-data settings. In this approach, one uses a large set of learning problems to design an ensemble of learners, where each learner has high bias and low variance and is skilled at solving a specific type of learning problem. The meta-meta classifier learns how to examine a given learning problem and combine the various learners to solve the problem. The meta-meta-learning approach is especially suited to solving few-shot learning tasks, as it is easier to learn to classify a new learning problem with little data than it is to apply a learning algorithm to a small data set. We evaluate the approach on a one-shot, one-class-versus-all classification task and show that it is able to outperform traditional metalearning as well as ensembling approaches.

1. Introduction

Meta-learning is often defined informally as “learning to learn” (Thrun & Pratt, 1998; Rendell et al., 1987). That is, rather than learning to solve a particular learning problem (such as an image classification problem) the goal in meta-learning is to solve many learning problems in an attempt to learn how to learn to solve a particular class of problems.

Meta-learning is a compelling approach for solving very small-data learning problems, such as one-shot or few-shot learning (Fei-Fei et al., 2006). One can generate a data set that consists of a large number of learning problems, where each problem has just a few training examples, and then use that set to learn how to solve learning problems with just a few examples. This contrasts with competing approaches such as transfer learning (Torrey & Shavlik, 2010), where one solves one or more learning problems, and then adapt those solutions to a new, small-data learning problem. Meta-learning learns the learning process, rather than how to re-purpose an existing learner.

In this paper, we introduce a new approach to meta-learning, called meta-meta classification. Here, we use a large set of learning problems to design a set of k different learners, each of which has high bias and low variance, so that it is skilled at solving a specific type of learning problem. Further, the meta-meta classifier also learns how to examine a new learning problem and select which of the k learners should be used to solve that particular learning problem.

We call the method meta-meta classification to distinguish it from meta-classification, a term commonly used in ensemble methods (Dieterich, 2000). In ensembling, a meta-classifier is a classifier that aggregates the output from a family of learned scoring functions. For example, in bagging (Breiman, 1996), a meta-classifier may average the scores output from a family of scoring functions. In more sophisticated methods, the meta-classifier may itself be trained so that it learns to produce an accurate output from a set of less accurate scoring functions.

In contrast, by training over a corpus of learning problems rather than a single problem, a meta-meta-classifier designs a set of learners, while at the same time learning how to examine a new problem and choose which learners are best to solve that problem. Ultimately, given a new learning problem, the output of the meta-meta classifier is a problem-specific meta-classifier defined over the set of scoring func-
tions produced by the learners. Note that while a meta-meta-classifier learns how to produce a meta-classifier, it is not itself a meta-classifier.

Meta-meta-classification is particularly natural for very small-data learning problems. The underlying assumption here is that it is easier to classify a new learning problem with little data than it is to solve the new learning problem with little data. Intuitively, this may be the case: learned scoring functions are successfully used all the time to look at a particular object and predict its label. It does not seem to be inherently more difficult to look at a single object and its label (or small set of labeled objects in the case of few-shot learning) and identify which learners may apply to solving the problem. If it is possible to look at a restricted number of training examples and choose an appropriately biased, low-variance learner that best applies to the learning task, then the variance reduction realized by choosing a learner that is highly biased for the problem may result in very low error, even on highly data-restricted problems.

Our contributions. We define a new meta-learning strategy called meta-meta-classification, in which a meta-meta-classifier is trained to recognize the type of learning task at hand, and to use that recognition to choose a biased, low-variance learner appropriate for the task. We show how this strategy can be used to learn a highly accurate aggregate scoring function, even for one-shot learning problems. For example, on a one-shot, one-class-versus-all classification task defined over the ImageNet corpus, meta-meta-classification is able to achieve greater than 82% test accuracy, compared to less than 61% test accuracy for the baseline meta-learning approach, and less than 67% for a comparatively-sized ensemble of meta-learners.

2. Background and Problem Definition

2.1. Meta-meta-classification: Overview

Meta-meta-classification is an approach to supervised learning that is particularly relevant to the problem of one-shot or few-shot learning, as it relies on learning a set of learners designed specifically to have high inductive bias as a way to prevent over-fitting, as well as how to apply those learners when a new learning problem is encountered.

Specifically, for input (feature) domain $X$ and output (label) domain $Y$, a meta-meta-classifier takes as input a training set (a multi-set drawn from $X \times Y$), and then returns an aggregate scoring function $g^* : X \times Y \rightarrow \mathbb{R}$ that combines the output of the learners (in the context of ensemble-based learning, this aggregate scoring function is sometimes referred to as a meta-classifier). As in all forms of supervised learning, the goal is to produce an aggregate scoring function that gives relatively high values to pairs from $X \times Y$ that tend to occur together.

In contrast to classical ensemble approaches (such as stacking (Wolpert, 1992)), in meta-meta classification, the aggregate scoring function is constructed without examining how well the individual scoring functions output by the learners perform on the training set (or on a test set). Instead, the meta-meta classifier learns through experience how the learners should be combined for different types of problems. This makes meta-meta-classification particularly attractive for few-shot learning problems, as there is no need to have enough data to test the accuracy of the output of the learners.

A meta-meta classifier has two parts: a set of learners, and a meta-aggregation function.

The learners. In classical supervised learning, we have a single scoring function and a learning algorithm. But in meta-meta-classification, we instead assume an ensemble of $k$ learners, from which we wish to build an aggregate scoring function. The $i$th learner consists of a scoring function $f_{i,\theta^T} : X \times Y \rightarrow \mathbb{R}$, as well as a training algorithm $T_i, \theta^T$. Let $D$ be the set of all multi-sets drawn from $X \times Y$. The training algorithm $T_i, \theta^T : D \rightarrow \Theta^T$ maps a set of training examples drawn from $X \times Y$ to a particular value for $\theta^T_i$. As is typical, the scoring function $f_{i,\theta^T}$ is parameterized on the parameter set $\theta^T_i$ chosen from parameter space $\Theta^T_i$ by the training algorithm. More atypically, the training algorithm is itself parameterized on a parameter set $\theta^T_i$. This parameter set can contain any parameters that control the learning process: the learning rate, the number of learning iterations, the set of parameters to initialize the learning algorithm, etc.

The meta-aggregation function. The goal is to learn, by looking at a set of learning problems, how to examine a new problem-specific meta-classifier $g^*$. The meta-aggregation function is given this task.

For a function $f : X_1 \times X_2 \times \ldots \rightarrow \mathbb{R}$, let $f(x_1, \ldots, x_m) : X_{m+1}, X_{m+2}, \ldots \rightarrow \mathbb{R}$ denote the function resulting from currying $f$ with respect to the first $m$ inputs, and then evaluating the resulting curried function at $(x_1, \ldots, x_m)$. Then $f_{i,T_i,\theta^T(D_{trn})}(x_{test}) : Y \rightarrow \mathbb{R}$ is the result of applying the training algorithm in learner $i$—parameterized with $\theta^T_i$—to training set $D_{trn}$, and then “pre-loading” the resulting scoring function with $x_{test}$.

A meta-aggregation function examines $D_{trn}$, and then conditioned on that $D_{trn}$, combines each of the $k$ scoring functions $f_{i,T_i,\theta^T(D_{trn})}$ to create a new, more accurate aggregate scoring function.
we use that data to first determine which type of learning problem we are faced with, and then use a high-bias learner that has been designed to perform well on that specific class of problem.

Formally, a meta-aggregation function is a function:

\[ g_{\theta} : D \times (Y \rightarrow \mathbb{R})^k \rightarrow (Y \rightarrow \mathbb{R}) \]

By allowing the meta-aggregation function to examine the set \( D_{trn} \) and aggregate the scoring functions created by the \( k \) learners, we obtain the aggregate scoring function

\[ g^*(\theta, \sigma_1^T, ..., \sigma_k^T)(D_{trn}, x_{tst}, y_{tst}) \equiv g_{\theta_b} \left( D_{trn}, f_1, T_1, \sigma_1^T(D_{trn})(x_{tst}), \ldots, f_k, T_k, \sigma_k^T(D_{trn})(x_{tst}) \right)(y_{tst}). \]

A depiction of how the learners and the meta-aggregation function together produce an aggregate scoring function \( g^* \) is given in Figure 1.

2.2. Intuition: Why Meta-meta-classification?

If the training set \( D_{trn} \) is large, it is unclear that there is much benefit to meta-meta-classification. For large \( n = |D_{trn}| \), we may choose a general-purpose learner with small inductive bias that works well regardless of the problem at hand. However, if \( n \) is small—\( n = 1 \) in the case of one-shot learning—there may be a significant benefit to the introduction of a set of learners and a meta-meta-classifier. If sufficient information about the problem-generating distribution \( P \) is available through past experience, that we may learn a high-quality meta-meta classifier. After learning the meta-meta classifier, tiny training set \( D_{trn} \) may give enough information as to the exact nature of the classification task that the meta-aggregation function can accurately select an appropriate learner. This learner will ideally have high inductive bias, and be tailored to the specific learning problem. At the same time, it will hopefully have low variance, and will be accurate, even with the learner has been trained on very small \( D_{trn} \).

In fact, this is the benefit of meta-meta classification: it allows for the use of a set of highly biased, low variance learners each of which covers a small subset of the set of classification problems that are expectedly encountered.

For this to work, a key assumption is that the task of recognizing which type of learning problem we are faced with is less data-intensive than the task of actually solving the learning problem. Hence, faced with limited training data, we use that data to first determine which type of learning problem we are faced with, and then use a high-bias learner that has been designed to perform well on that specific class of problem.

2.3. Relationship to Other Approaches

Meta-meta-classification is related to several other ideas in machine learning. For example, consider neural architecture search (Zoph & Le, 2016; Pham et al., 2018) and related ideas. Both approaches effectively appeal to a meta-meta-classifier that attempts to choose the best learner for a given task. The key difference, however, is that neural architecture search typically assumes large \( n \), so that the meta-meta-classifier is trivial. When evaluating a learner, simply see how accurate the learner is on a holdout set. If the learned model is accurate on the holdout set, the learner is a good choice. In meta-meta-classification, the assumption is that there is little data available to evaluate the accuracy of a constructed classifier, and so the meta-meta-classifier \( g \) is introduced as an alternative to an accuracy test over a holdout set.

There is an obvious relationship between meta-meta-classification and boosting, bagging (Quinlan et al., 1996), and other ensemble methods. The aggregate scoring function enabled by the meta-meta-classifier is effectively controlling the use of an ensemble of learners. In ensemble methods, the function that aggregates the output from an ensemble of learners is often called a meta-classifier. However, the difference is that a meta-meta-classifier is trained how to produce a task-specific meta-classifier, it is not itself a meta-classifier. By looking at a large number of learning problems, the meta-meta-classifier learns how to select an appropriate, high-bias, low-variance learners from a set of learners, few of which are useful for any particular classification task.

Meta-meta-classification is related to other meta-learning approaches, for example, (Finn et al., 2017), as they also assume a distribution of learning tasks, and apply meta-learning to try to solve the one-shot learning problem. The key difference is that Finn et al.’s approach can be seen as trying to design a single learner (scoring function plus training algorithm) that works well for small-sized \( D_{trn} \), for any data-generating \( P \) sampled according to \( P \), rather than attempting to match the present learning task with an appropriate classifier.

3. Related Work

Meta-meta-classification broadly falls under the meta-learning or “learning to learn” paradigm (Hinton & Plaut, 1987; Thrun & Pratt, 1998; Bengio et al., 1992) which has been shown to produce promising results on few-shot classification problems. Meta-learning methods can be divided into three categories.

First are metric-based methods (Koch et al., 2015; Hadsell et al., 2006; Fink, 2005; Schroff et al., 2015; Shyam et al., 2017; Snell et al., 2017; Goldberger et al., 2005; Vinyals
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et al., 2016; Taigman et al., 2015) which aim to learn a similarity function or a distance metric between a pair of different samples. Neighborhood Components Analysis (NCA) (Goldberger et al., 2005) learns a Mahalanobis distance to maximize K-nearest-neighbors (KNN) leave-one-out accuracy. Siamese networks (Koch et al., 2015) use a pairwise verification loss to perform nearest-neighbors classification. Matching Networks (Vinyals et al., 2016) combine both embedding and classification to form an end-to-end differentiable nearest neighbours classifier. Prototypical Networks (Snell et al., 2017) apply an inductive bias in the form of class prototypes without full context embeddings.

Second are memory-augmented methods (Munkhdalai & Yu, 2017; Mishra et al., 2017; Duan et al., 2016; Wang et al., 2018; Santoro et al., 2016; Oreshkin et al., 2018) that learn to adjust model states using memory-augmented recurrent networks. For example, (Santoro et al., 2016) represents entries from a sample set in an external memory. AdaResNet (Munkhdalai et al., 2017) uses memory and the sample set to produce conditionally shifted neuron coefficients for the query set, and SNAIL (Mishra et al., 2017) uses an explicit attention mechanism to leverage specific information from past experience.

Third are optimization based methods (Finn et al., 2017; 2018; Yoon et al., 2018; Lee & Choi, 2018; Grant et al., 2018; Nichol & Schulman, 2018; Rusu et al., 2018; Rothfuss et al., 2018; Ravi & Larochelle, 2016; Zhang et al., 2018) that learn a network initialization that can quickly adapt to new tasks within a distribution of tasks with a very few steps of regular gradient descent. MAML (Finn et al., 2017) backpropagates the meta-loss through an inner learning loop. Reptile (Nichol & Schulman, 2018) incorporates an L2 loss that updates the meta-model parameters towards the task-specific models, and (Lee & Choi, 2018) learns a layer-wise attention mechanism to leverage specific information from past experience.

Meta-Learn \( (P, b, n_{trn}, n_{tst}) \)
// \( P \): Distribution of distributions to learn from
// \( b \): Meta-learning batch size (# of problems)
// \( n_{trn} \): # of training instances in a learning problem
// \( n_{tst} \): # of test instances to evaluate a scoring function
Initialize \( \theta = (\theta_g, \Theta_1^T, \Theta_2^T, ..., \Theta_k^T) \leftarrow \text{rand()} \)

while loss decreases do
  for \( j = 1 \) to \( b \) do
    Sample \( P \sim P \)
    Sample \( D_{trn,j} = \{(x_i,y_i)\}_{i=1}^{n_{trn}} \sim P \)
    Sample \( D_{tst,j} = \{(x_i,y_i)\}_{i=1}^{n_{tst}} \sim P \)
  end for
  \( \theta \leftarrow \theta - \frac{\alpha}{n_{trn}b} \sum_{j=1}^b \sum_{(x_i,y_i)\in D_{trn,j}} \nabla \ell (g^*_\theta(D_{trn,j},x_{tst}),y_{tst}) (\theta) \)
end while
return \( \theta \)

Algorithm 1 End-to-End Gradient Descent

Here, \( D_{trn} \) is a training data set, and \((x_{tst}, y_{tst})\) is a test pair.

Assume some loss function \( \ell : (Y \rightarrow \mathbb{R}) \times Y \rightarrow \mathbb{R} \). That is, \( \ell \) takes as an argument a scoring function defined over domain \( Y \), a “true” value for the output selected from \( Y \), and scores how accurately the scores reflect the “true” output. Generally, any loss function can be used for \( \ell \) : squared error if \( Y \) is the set of real numbers, cross-entropy if \( Y \) is a set of categories, etc.

The goal when learning a meta-meta classifier is to choose \((\theta_g, \Theta_1^T, \Theta_2^T, ..., \Theta_k^T)\) from the parameter space \( \Theta_g \times \Theta_1^T \times \Theta_2^T \times ... \times \Theta_k^T \) so as to minimize the expected loss of the meta-meta classifier (or the “meta-loss”):

\[
E_{(D_{trn},x_{tst},y_{tst}) \sim P} [\ell (g^*_\theta(D_{trn},x_{tst}),y_{tst})]
\]

There are many possible instantiations of this idea. We now briefly describe a couple of them.

4.2. Example: End-to-End Gradient Descent

Assume that each of the \( k \) learners utilizes gradient descent, and that \( g \) is differentiable with respect to \( \theta_g \). Further, assume that \( T_i \) performs one gradient update at learning rate \( \lambda \) using \( \Theta_i^T \) as the initialization of the gradient descent, so that \( \Theta_i^{T+1} = \Theta_i^T \) and:

\[
T_i,\Theta_i^T(D_{trn}) = \Theta_i^T - \frac{\lambda}{n} \sum_{(x,y) \in D_{trn}} \nabla \ell (f_i,\Theta_i^T(x),y)(\Theta_i^T).
\]

\( ^1 \)Here, \( \nabla \ell (f_i,\Theta_i^T(x),y)(\Theta_i^T) \) denotes “the gradient of the \( i \)th loss function with respect to parameter set \( \Theta_i^T \), evaluated at \( \Theta_i^T \).”
Then, letting $\theta = (\theta_g, \theta_1^T, \theta_2^T, \ldots, \theta_k^T)$ we can run a gradient descent algorithm to learn the meta-aggregation function parameters $\theta_g$ as well as each of the $\theta_l^T$ parameters for the various learners. Assuming meta-learning rate $\alpha$, we repeatedly sample $(D_{trn}, x_{tst}, y_{tst}) \sim P$ and for each sample, apply the following update rule:

$$
\theta = \theta - \alpha \nabla \ell \left( g_0(D_{trn}, x_{tst}, y_{tst}) \right) \left( \theta \right)
$$

Note that it is easily possible to extend this to training algorithms that perform more than a single gradient update; this merely requires expanding the expression computed by $T_i \theta_i^T$ for an appropriate number of gradient steps. In practice, however, only a small number of gradient updates will be used in a small-data setting; a large number of steps will typically result in over-fitting.

Also, in practice, it may make sense to back-propagate the meta-loss from more than a single $(x_{tst}, y_{tst})$ test pair, as more test pairs may give a more stable estimate of the meta-loss and decrease time-until-convergence.

Finally, there is nothing preventing the use of a batch of learning problems $P_1, P_2, \ldots$ during each iteration of gradient descent. Again, this may result in a more stable algorithm that takes less time to converge.

The full algorithm for end-to-end gradient descent, which uses a batch of learning problems as well as an arbitrarily-sized test set for back-propagation is in Algorithm 1.

### 4.3. Example: Clustering Plus Gradient Descent

Unfortunately, the algorithm from the previous subsection may not work well in practice. Note that while the meta-classifier is being trained in a supervised manner—the goal is to learn a meta-meta classifier that can generate an accurate meta-classifier, in one important sense, the algorithm is unsupervised.

Ultimately, the meta-aggregation function $g_0$ must look at a specific training set $D_{trn}$ and determine which of the learners is most appropriate for the underlying problem. If, at the time that $g_{\theta_g}$ is being learned, the learners themselves are being learned, this may be viewed as an unsupervised task; it is unclear how to segment the possible problems in $P$ into categories so that a reasonable learner or learners can be designed for each category.

In practice, unsupervised learning tasks are notoriously sensitive to initialization. Few machine learning practitioners running a $k$-means algorithm would sample the initial means from a Normal($\mu$, $I$) distribution, for example, as this would likely produce terrible results. Instead, the initial means may be sampled from the data set to be clustered.

Unfortunately, learning a meta-meta classifier consisting of a number of neural network learners via full gradient de-
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scent (Algorithm 1), starting with a typical, random neural-network initialization for individual learning parameters \(\theta_T^1, \theta_T^2, ..., \theta_T^k\), is akin to initializing a \(k\)-means algorithm poorly. In practice, all \(\theta_T^i\) values will be terrible, but one will be slightly less terrible than the others, and the meta-aggregation function will learn to route most problems to the corresponding learner. As a result, the other learners are starved of training data and ignored, and the learned solution is equivalent to what would have been returned from the MAML method (Finn et al., 2017).

One way around this is to sample a large number of distributions from \(P\) and explicitly cluster those distributions as a separate step. This requires having some way to cluster distributions of problems; we assume some embedding problem-specific embedding function that is able to map problem distributions (possibly non-deterministically) into a high-dimensional space, where they can be clustered using a \(k\)-means algorithm (here \(k\) is the number of learners that are to be meta-learned).

A procedure that uses such an explicit clustering step is depicted in Algorithm 2. The procedure is depicted pictorially in Figure 2. After first producing the \(k\) clusters of problem distributions, one learner is meta-learned per distribution cluster. Then, in a final step, the procedure trains the meta-aggregation function so that it is able to combine the output of the learners.

Finally, we point out that Algorithm 1 and Algorithm 2 can be used together. Algorithm 2 could be used to produce a high-quality initialization that is refined using Algorithm 1; the combined procedure is likely to outperform either individual methodology.

5. Experimental Evaluation

We evaluate the utility of meta-meta classification for a series of one-shot image classification tasks, where the goal is to recognize—given a single example—members of a single class which are mixed in with a number of other, “background” classes. We wish to answer two key questions. First, does increasing \(k\) (the number of learners) actually increase classification accuracy? Second, does meta-meta classification outperform a simple ensemble of meta-learners? That is, does the biased ensembling of meta-meta classification outperform the simple tactic of just using a number of independent meta-learners?

Meta-Meta Image Classification. We consider several different image classification tasks, but the first is to learn to classify images from the ImageNet database. We used the ILSVRC2012 dataset (Russakovsky et al., 2015), the most popular flavor of ImageNet data. For each learning problem we have one “positive” class and 50 “negative” classes selected from ILSVRC2012, and we are given one positive example as well as 50 negative examples sampled from the mixture of 50 negative classes (some negative classes may have multiple samples, and some may not be represented in the sample set). We hold back 10% of the 1000 ILSVRC2012 classes for testing, and 90% of the classes are available for meta-learning.

Meta-learning relies on being able to generate a distribution of learning problems. To generate a learning problem, we sample 51 classes from the ILSVRC2012 classes available for meta-learning, and one is randomly designated as a “positive” class. When learning the meta-meta classification, training set \(D_{\text{trn}}\) is generated by sampling one image from the positive class selected, and 50 images from the 50 negative classes.

Each \(f_i\) is the convolutional network architecture used by (Finn et al., 2017), which has 4 modules with a \(3 \times 3\) convolutions and 32 filters, a ReLU nonlinearity, and \(2 \times 2\) max-pooling. The scoring function is realized using a fully connected layer after the convolutions, and the last layer is fed into a softmax. Each \(\theta_T^i\) is the initial set of weights used when training the \(i\)th network. During training, five iterations of gradient descent are performed.

The meta-aggregation function \(g\) is realized by a simple, fully-connected neural network with two 256-neuron hidden layers. As input, this network accepts:
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Table 1. ImageNet ILSVRC2012 results. The 95% confidence interval of observed test accuracy, computed over 10,000 problems is given. $k$ denotes the number of models trained.

| $k$ | WHOLE DATA | WHOLE DATA | MM-CLASSIFIER | NEAREST CLUSTER | META-META CLASSIFIER |
|-----|-------------|-------------|----------------|------------------|-----------------------|
|     | HARD BAGGING | SOFT BAGGING | ON WHOLE DATA |                  |                       |
| 2   | 61.87 ± 0.0022 | 62.27 ± 0.0024 | 62.79 ± 0.0022 | 61.71 ± 0.0025 | 66.26 ± 0.0020 |
| 4   | 62.48 ± 0.0023 | 61.61 ± 0.0024 | 63.74 ± 0.0023 | 69.53 ± 0.0022 | 74.02 ± 0.0017 |
| 8   | 62.82 ± 0.0024 | 62.40 ± 0.0025 | 64.28 ± 0.0023 | 74.45 ± 0.002 | 77.92 ± 0.0017 |
| 16  | 63.12 ± 0.0024 | 63.34 ± 0.0025 | 66.11 ± 0.0024 | 74.70 ± 0.0022 | 82.49 ± 0.0016 |

Table 2. Cross-domain results (meta-learning on ImageNet, test on CUB2011).

| $k$ | WHOLE DATA | WHOLE DATA | MM-CLASSIFIER | NEAREST CLUSTER | META-META CLASSIFIER |
|-----|-------------|-------------|----------------|------------------|-----------------------|
|     | HARD BAGGING | SOFT BAGGING | ON WHOLE DATA |                  |                       |
| 2   | 63.60 ± 0.0022 | 64.38 ± 0.0025 | 64.63 ± 0.0025 | 71.53 ± 0.0020 | 70.87 ± 0.0020 |
| 4   | 66.36 ± 0.0022 | 66.27 ± 0.0023 | 66.99 ± 0.0023 | 69.76 ± 0.0022 | 72.44 ± 0.0017 |
| 8   | 66.94 ± 0.0024 | 67.04 ± 0.0025 | 67.52 ± 0.0025 | 74.29 ± 0.0015 | 77.98 ± 0.0014 |
| 16  | 67.21 ± 0.0025 | 67.72 ± 0.0026 | 69.61 ± 0.0026 | 84.04 ± 0.0012 | 85.67 ± 0.0011 |

1. $f_{i,\theta}(x_{tst}, -1)$ for $i$ in $\{1...k\}$ (that is, the “no” score each learner gives to the test image)

2. $f_{i,\theta}(x_{tst}, +1)$ for $i$ in $\{1...k\}$ (the “yes” score that each learner gives to the test image)

3. The 512-dimensional output of a ResNet network (He et al., 2016), where the final classification layers have been dropped, applied to the positive image in $D_{trn}$. This encoding allows the meta-aggregation function to classify the classification problem.

Here, $\theta_\phi$ consists of the weights used in the fully-connected neural network, as well as the ResNet network used to encode $D_{trn}$.

When using the three-step training process, our embedding function $h$ samples a training set from the distribution, and pushes the positive training instance in that set through a pre-trained ResNet network. We trained a modified ResNet-152 classifier on the classes reserved for meta-learning and used the penultimate layer for feature extraction. We changed the number of output channels of the convolutions from [64, 128, 256, 512] to [64, 64, 128, 256] and block expansion from 4 to 2. This was done just to decrease the extracted feature size from the usual 2048 to 512.

Finally, each $\theta_j^0$ is the starting parameters of the gradient descent used by the $j$th learner. Hence, in this instantiation of meta-meta classification, we are learning a set of MAML learners (Finn et al., 2017).

Additional One-Shot Learning Problems. We test three additional one-shot learning problems.

(1) Meta-learn on ImageNet ILSVRC2012, test on the CUB2011 Birds data set (Welinder et al., 2010). In this task, meta-learning is performed exactly as described above, on 900 classes selected from the ImageNet ILSVRC2012 data set. However, the testing distribution is different. Each positive class for testing is selected from among the CUB2011 Birds data set, and the negative classes are selected from among the 100 classes held back from the ILSVRC2012 data set. The goal is to perform cross-domain testing.

(2) Meta-learn on 87 classes from the Aircraft data set (Maji et al., 2013), test on 15 classes. During testing, one of the 15 test classes is chosen as the positive class, the other 14 classes are the negative classes. One training image is available from the positive class, and 50 from the 14 negative classes. The goal is to perform fine-grained testing.

(3) Meta-learn on 1200 characters from the Omniglot data set (Lake et al., 2015), test on 423 characters. During testing, a letter from the testing set is selected as the positive class, and 50 other test letters are selected as negative classes. Again, one image from the positive class is available, and 50 images of the other letters are available.

Competitive Methods Tested. To evaluate the efficacy of our ideas, we compare meta-meta classification against ensembles of meta-learners. In our experiments, the individual meta-learners in the ensemble are MAML learners (Finn et al., 2017). While a number of improvements to MAML have been suggested in the last couple of years (several of which were described in the Related Work section of this paper), we use MAML as a comparison point because our meta-meta classifier is effectively learning a set of MAML models. This facilitate an apples-to-apples comparison, though we note that MAML (both in meta-meta classification, and in the ensemble) could be replaced with any
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Table 3. Aircraft data set results.

| k  | Whole-data hard bagging | Whole-data soft bagging | MM-classifier on whole data | Nearest cluster on whole data | Meta-meta classifier |
|----|-------------------------|-------------------------|-----------------------------|-------------------------------|----------------------|
| 2  | 65.39 ± 0.0098          | 65.66 ± 0.0094          | 69.57 ± 0.0077              | 68.88 ± 0.0097               | 70.65 ± 0.0082       |
| 4  | 70.62 ± 0.0085          | 71.03 ± 0.0083          | 73.00 ± 0.0066              | 71.72 ± 0.0087               | 76.05 ± 0.0072       |
| 8  | 71.84 ± 0.0083          | 72.23 ± 0.0085          | 75.93 ± 0.0061              | 73.35 ± 0.0085               | 78.61 ± 0.0072       |

Table 4. Omniglot data set results.

| k  | Whole-data hard bagging | Whole-data soft bagging | MM-classifier on whole data | Nearest cluster on whole data | Meta-meta classifier |
|----|-------------------------|-------------------------|-----------------------------|-------------------------------|----------------------|
| 2  | 71.24 ± 0.011           | 70.69 ± 0.0092          | 73.26 ± 0.011               | 73.57 ± 0.0103               | 78.70 ± 0.0097       |
| 4  | 73.83 ± 0.011           | 77.32 ± 0.0092          | 79.16 ± 0.0067              | 77.07 ± 0.0088               | 85.27 ± 0.0058       |
| 8  | 77.70 ± 0.0099          | 77.61 ± 0.0088          | 85.25 ± 0.0062              | 80.15 ± 0.0084               | 90.87 ± 0.0047       |
| 16 | 79.38 ± 0.0088          | 79.56 ± 0.0097          | 88.04 ± 0.0059              | 82.02 ± 0.0082               | 92.07 ± 0.0044       |

reasonable alternative.

Overall, we evaluate the following five classifiers: (1) Whole-data hard bagging: this is hard bagging over an ensemble of MAML models all trained on the entire data set. (2) Whole-data soft bagging: soft bagging over an ensemble of MAML models. (3) Meta-meta classifier on whole data: here we first learn a set of MAML models, each on the whole data, but then learn a meta-meta classifier (step three of three-step meta-learning) on the MAML models. This is useful for testing the utility of segmenting the data. (4) Nearest cluster: this is essentially the first two steps of three-step meta-learning, with the final classifier replaced with a simple nearest neighbor classifier on the ResNet features. (5) Meta-meta classifier: this is the full three-step meta-learning.

Results. For each data set and each of the five competitive methods, we test a variety of different k values (2, 4, 8, 16, though due to the small number of classes in the Aircraft data set, we omit the size-16 model there). In each case, we randomly generate 10,000 learning problems to evaluate each method, and the method is scored using accuracy on 50 positive and 50 negative examples. All results (including average accuracy, 95% confidence interval width) are given in Tables 1, 2, 3, 4. For comparison, a single MAML model achieved 60.78% accuracy on ImageNet ILSVRC2012, 62.37% accuracy on the cross-domain bird recognition problem, and 64.92% and 65.95% accuracy on the aircraft and Omniglot problems.

Discussion. Across all of the learning tasks, the meta-meta classifier consistently had the best accuracy—often considerably higher than the other options, and much higher than a single MAML model. For example, on the ILSVRC2012 data set, a meta-meta classifier with 16 classes obtains more than 82% accuracy, compared to just under 61% accuracy with a single MAML model.

We close by considering the question: when will meta-meta classification fail? Meta-meta classification relies on finding problems at deployment that are similar to those encountered during meta-learning. In our implementation, “similarity” among problems is determined by looking at the positive example. In a situation where the positive image may not be enough to classify the problem, meta-meta classification will fail. However, extending the notion of similarity to take into account both positive and negative classes is not necessarily easy, and there is a concern that if both positive and negative examples are considered, problems will not segment as easily. This is a question for future work.

6. Conclusion

We have explored a new type of meta-learning, called meta-meta classification. The idea in meta-meta classification is to learn a set of meta-learners tailored to different problem types, as well as a function called a “meta-meta classifier” that is able to look at a particular problem and decide how to combine the meta-learners to solve that problem. Thus, a meta-meta classifier itself meta-learns to produce a meta-classifier over the output of the meta-learners. Meta-meta classification is predicated on the assumption that it is easier to classify a problem (and choose an appropriate set of meta-learners) than it is to learn to solve the problem with little data. We have shown through a series of experiments that meta-meta classification can have much higher accuracy than a standard meta-learner or even an ensemble of such meta-learners.
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