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Abstract

In the preliminary design of space missions it can be useful to identify regions of dynamics that drive the system’s behaviour or separate qualitatively different dynamics. The Lagrangian Coherent Structure (LCS) has been widely used in the analysis of dynamical systems, and generalises the concept of the stable and unstable manifolds to systems with arbitrary time-dependence. However, the use of three-dimensional LCS in astrodynamics has thus far been limited. This paper presents the application of a new numerical method introduced by the authors, DA-LCS, to astrodynamics systems using the Elliptic-Restricted Three-body Problem (ER3BP) as a test case. We are able to construct the full, three-dimensional LCS associated with the Sun-Mars ER3BP directly from the variational theory of LCS even for numerically challenging initial conditions. The LCS is analysed in detail, showing how it in this case separates regions of qualitatively different behaviour without any a priori knowledge. The paper then studies the effect of integration time and the parameterisation of the initial condition on the LCS found. We highlight how round-off errors arise from limits of floating-point arithmetic in the most challenging test cases and provide mitigating strategies for avoiding these errors practically.

1 Introduction

In designing space missions, it can be useful to identify regions of dynamics which drive system behaviour or separate regions of qualitatively different dynamics. In time-independent systems, classical dynamical systems theory identifies the invariant manifolds as separators of qualitatively different flow in phase space, which are found by studying the system’s behaviour over long time scales [39]. However, in systems with arbitrary time-dependence, such structures do not always exist. Instead, one often studies the behaviour of the system over some practical time period of interest.

Several different methods have been used to attempt to identify analogous structures to the invariant manifolds in systems with arbitrary time-dependence. The Finite-time Lyapunov Exponent (FTLE) is a metric that quantifies the separation of infinitesimally-close trajectories over time [53]. One might expect that high FTLE values signal the presence of
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separatrices in the flow, but studies have shown that the FTLE does not necessarily indicate the presence of separatrices [22] and in some cases the hyperbolicity of local dynamics can affect the FTLE value [18]. In astrodynamics research, the FTLE (and the closely-related Fast Lyapunov Indicator) has been used to study chaotic astrodynamics systems and profile behaviour since 1997 [16, 59, 26].

Since the FTLE does not necessarily highlight separatrices, and because it requires the computationally-expensive evaluation of derivatives, alternative heuristic measures have been investigated. The Lagrangian Descriptor (LD) has seen use in astrodynamics to attempt to identify regions of qualitatively different behaviour [47, 48]. The LD involves the integration of a positive, bounded quantity along a given trajectory. While for some choices of integrand, discontinuities in the LD scalar field can identify separatrices between regions of qualitatively different behaviour, the selection of the integrand can greatly change the result and must be selected for each particular flow [35]. Moreover, being a heuristic indicator there is no rigorous mathematical relation between the LD and any separatrices.

In 2000, Haller and Yuan [20] defined the Lagrangian Coherent Structure (LCS), surfaces that exert significant influence on nearby trajectories. A particular type of LCS, the hyperbolic LCS, is a surface that acts as the locally most repelling or attracting region of flow, playing an analogous role to the unstable and stable invariant manifolds respectively. Several equivalent methods for determining LCS exist [19]; original definitions of the hyperbolic LCS were made with respect to ridges of the FTLE [53], but it was later discovered that these can only be related rigorously to LCS under certain additional variational conditions [21].

A more recent formulation in Blazevski and Haller [7] presented a method to determine LCS in three-dimensions from their variational theory. This method studies the eigenvectors of the right Cauchy-Green Strain Tensor (CGST), which quantifies the deformation of a flow over a given trajectory, and seeks intersections of the repelling and attracting LCS with a set of hyperplanes, deemed ‘strainlines’ and ‘stretchlines’. This approach objectively and without any a priori knowledge determines LCS in systems with arbitrary time-dependence, while respecting their original mathematical definition as the locally most repelling or attracting surfaces.

The LCS has been used in a wide array of fields for profiling the behaviour of dynamical systems [12, 51, 57, 15]. LCS derived from the FTLE field has also been well-studied in astrodynamics. Gawlik et al. [17] investigated LCS and their representations in the planar Elliptic-Restricted Three-body Problem (ER3BP), and Short et al. [54] studied the use of LCS in various map representations in the planar ER3BP. Qingyu et al. [46] extracted the ridges of the FTLE field using a Particle Swarm optimisation algorithm in the planar and hyperbolic restricted three-body problem. Both Short et al. [55] and Oshima and Yanao [43] went on to analyse the behaviour of particles in the Sun-Earth-Moon bicircular problem using regions of high FTLE as initial conditions for strainlines and stretchlines.

Two MSc Theses, Ros Roca [50] and Parkash [44], applied the full variational theory of LCS to inform the identification of ballistic capture orbits in the planar ER3BP [31]. However, significant numerical difficulties and computational complexities in the numerical method were encountered which prevented the determination of the full LCS. This numerical difficulty comes from the correct approximation of $C_{T0}$ and the derivatives of its eigenvalues and eigenvectors. Near the repelling LCS, maximal repulsion is necessarily expected, and thus the CGST becomes large and potentially ill-conditioned. Moreover, the eigenvectors of the CGST must be determined accurately to correctly track along the structure of the LCS. The approximation of divided differences is often used to determine the derivatives of the flow and the derivatives of the eigenvectors and eigenvalues of $C_{T0}$, but the grid over
which to approximate the derivative must be chosen carefully, often without any *a priori*
insight [14]. Sánchez-Martín et al. [52], who were able to compute a two-dimensional LCS in
a galactic bar model, remarked that it was ‘crucial’ to correctly choose the grid-sizes used
for approximating derivatives to obtain a valid result.

A LCS is also computationally expensive to compute, especially in three-dimensions [14].
To reduce the computational expense, several different approaches have been considered.
Lipinski and Mohseni [28] used a ridge-tracking algorithm that prevented the computation
of trajectories away from the LCS, instead constructing each portion of the structure iteratively.
Many different approaches to adaptive mesh refinement have also been used to decrease
run-times and improve accuracy near complex features in the flow [40]. These methods
work in tandem with standard approaches to program parallelism and high-performance
computing techniques. Lin et al. [27] published work that details the parallelism of LCS
computation using the FTLE field on Graphics Processing Units (GPUs) using NVIDIA’s
CUDA programming paradigm.

To address both the numerical difficulties and computational expense, in Tyler and
Wittig [58] the authors recently outlined an improved numerical method, DA-LCS, for
computing LCS efficiently and automatically in three-dimensions, without the need to man-
ually determine or approximate derivatives. DA-LCS can produce insight where traditional
methods of approximating derivatives fails to produce any. Differential Algebra (DA), which
provides the full set of operations to store and manipulate Taylor polynomials in a computer
environment [6, 49, 38], is used to compute derivatives of flows of the dynamical system and
the eigenvectors of $C_{t_0}$ accurate to machine precision.

This paper will advance the use of LCS in astrodynamics by using this improved numerical
method to compute LCS in the Elliptic-Restricted Three-body Problem (ER3BP), with
applications to arbitrary astrodynamics systems. We will first introduce the numerical
method, and then apply it to a numerically challenging test case to show how it can be used
to accurately and automatically determine LCS in astrodynamics systems. We analyse the
LCS in detail, including highlighting how the LCS acts in this case as a separatrix between
qualitatively different behaviours. The paper then examines how the parameterisation of the
initial condition affects the LCS found, exploiting the fact that DA allows us to automatically
compute derivatives of parameterisations without further effort. From this investigation, we
highlight a numerical pitfall that must be considered when computing LCS practically and
provide guiding considerations on how to best choose how to define the initial conditions in
practice.

2 Background

2.1 Differential Algebra

In the following, we give a very brief introduction to Differential Algebra. For a comprehensive
treatment, the reader is referred to the literature [6].

Differential Algebra (DA) was originally introduced to determine high-order transfer
maps for particle accelerator systems [5], and provides the tools necessary to compute the
derivatives of functions within a computer environment [8, 6]. DA constructs a Taylor
series representation of an arbitrary map, and has seen widespread use in the study of
non-lineairities [34, 33, 12], the management of uncertainties [62, 63, 37, 2], and as a
tool for automatic differentiation [4, 38]. More generally, DA has also been applied to
numerous other astrodynamics problems, such as the Two-Point Boundary Value Problem;
A full introduction to the inner workings of DA is beyond the scope of this paper (see Berz [5]), but as an example to introduce DA, consider two real numbers \( a \) and \( b \in \mathbb{R} \). The approximation to \( a \) and \( b \) in a computational environment is their floating-point representation \( \hat{a}, \hat{b} \in \mathbb{F} \), which essentially stores a set number of digits of its binary expansion. Any operation defined in \( \mathbb{R} \), \( \square \), has a corresponding operation in \( \mathbb{F}, \boxtimes \), defined such that the result is another floating-point approximation of the operation on the real numbers \( a \) and \( b \), i.e. \( \hat{a} \times \hat{b} \) commutes with the floating-point representation of \( a \times b \).

Similarly, now consider two functions, \( c \) and \( d \), which are sufficiently smooth, \( k- \)differentiable functions of \( n \) variables: \( c, d : \mathbb{R}^n \to \mathbb{R} \). In the DA framework, a computer operates on the multivariate Taylor expansion of \( c \) and \( d \), \([c] \) and \([d]\), with corresponding operations to those defined in the real function space, such that the operation of \([c] \cdot [d]\) commutes with the DA representation of the product \( c \cdot d \).

Differential Algebra provides a full set of elementary operations to efficiently operate on these multivariate expansions [61]. This includes operations for common intrinsic functions such as division, square roots, trigonometric functions, and exponentials, as well as operations for differentiation and integration [63]. With these, any arbitrarily complicated function containing these operations can be coded and evaluated in DA.

Because we are constructing a Taylor expansion to arbitrary order, and we have access to operators for differentiation and integration, DA can be viewed as a form of automatic differentiation. Conceptually, this provides similar functionality as, for example, symbolic math libraries in Matlab or Python which compute algebraic expressions that can be differentiated analytically. But instead of representing functions as algebraic expressions, DA represents them as the coefficients of the Taylor expansion. This makes DA computationally more efficient, especially for complicated functions.

A key advantage of this automatic differentiation is that the derivatives of solutions of ODEs with respect to their initial conditions can be taken automatically, a concept known as flow expansion [9, 64, 45]. Practically, this is achieved by replacing the floating-point arithmetic in standard numerical ODE integration schemes by the DA arithmetic. In modern programming languages with operator overloading such as C++, this process is straightforward.

The Differential Algebra Computational Engine (DACE) is used to implement DA in the program [38]. The numerical integration is performed using the 7/8th Dormand-Prince Runge-Kutta integration as part of the Boost C++ library [1]. Custom norms are defined to connect the step-size control algorithms in the numerical integrators in Boost and DA objects: since evaluating a vector norm in DA yields another DA expression, for the purposes of Boost we define the norm of a DA object to map it into the non-negative real numbers. The norm of a DA object in this paper is the largest absolute value of any coefficient of the expansion in any order.

2.2 The Cauchy-Green Strain Tensor and Lagrangian Coherent Structures

The numerical method for computing LCS using DA, summarising the main results of Tyler and Wittig [58], is now introduced. For a more comprehensive introduction to the mathematical formulation, the reader is referred to Blazevski and Haller [7].
We study the behaviour of a dynamical system
\[ \dot{x} = f(x, t), \quad x \in D \subset \mathbb{R}^n, \quad t \in [t_0, T] \]
(1)
where \( f \) is a smooth vector field considered from time \( t_0 \) to time \( T \). Denoting a trajectory of the system starting at position \( x_0 \) at time \( t_0 \) up to a time \( T \) as \( x(t_0, x_0; T) \), the flow map of Equation 1 is given by
\[ F^T_{t_0}: \begin{cases} D \to D \\ x_0 \mapsto x(t_0, x_0; T) \end{cases} \]
(2)
which is assumed to be at least twice continuously differentiable. The right Cauchy-Green Strain Tensor (CGST) \( C^T_{t_0} \) is defined by the Jacobian of this flow map, \( \nabla F^T_{t_0} \), and describes the deformation of the flow at the end of the given trajectory
\[ C^T_{t_0} = (\nabla F^T_{t_0})^\top (\nabla F^T_{t_0}) \]
(3)
with \( ^\top \) the matrix transpose. \( C^T_{t_0} \) is positive-definite and symmetric, with real eigenvalues \( 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \) and associated real eigenvectors \( \zeta_1, \zeta_2, \ldots, \zeta_n \). Recalling that the full, three-dimensional LCS is the surface that is locally maximally repelling or attractive over a time interval \( [t_0, T] \), this surface is necessarily everywhere orthogonal to either \( \zeta_n \) or \( \zeta_1 \), respectively.

The LCS is constructed from its intersection with series of reference hyperplanes \( \mathcal{S} \). For repelling LCS, the intersections are termed reduced strainlines; for attracting LCS, the intersections are reduced stretchlines. In the following, we show the mathematical formulation for repulsive LCS, whose structure is derived from the dominant eigenvector \( \zeta_n \). A similar procedure applies to \( \zeta_1 \) to obtain attracting LCS.

We first sample points on each hyperplane in \( \mathcal{S} \) on a uniformly-spaced grid and compute the helicity \( H_{\zeta_n} \) at each point
\[ H_{\zeta_n} = \langle \nabla \times \zeta_n, \zeta_n \rangle. \]
(4)
Mathematically, points that satisfy \( H_{\zeta_n} = 0 \) are maximisers of repulsion. Numerically, this condition is relaxed such that points with helicity below some threshold \( \alpha > 0 \) are seed points for an ODE to propagate the strainline forward. The ODE is tangent to the reduced strainline and tracks within the hyperplane. In discretised form, the ODE is
\[ s'_i = \text{sign} (\zeta_i, n \cdot \zeta_{i-1,n}) \hat{n}_{\mathcal{S}_i} \times \zeta_i, n \]
(5)
where \( s_i \) is the \( i \)-th point on the strainline and the term \( \zeta_i, n \cdot \zeta_{i-1,n} \) is introduced to enforce continuity in the vector field by selecting the direction most closely aligned with the previous tangent vector. The unit vector \( \hat{n}_{\mathcal{S}_i} \) is the normal to the hyperplane at that point. The numerical integration of the ODE along the strainline continues until the sum of the helicity at each \( s_i \) divided by the number of steps performed \( (i) \) rises above \( \alpha \).

The trajectories of Equation 5 are segments of strainlines forming the LCS. However, since different initial points can belong to the same strainline, the trajectories often overlap. They must, therefore, be filtered to provide a single, continuous curve. If this occurs, the Fréchet distance defined in Driemel et al. [13] is used to filter strainline segments.

This analysis is repeated for each of the hyperplanes in \( \mathcal{S} \). The strainlines forming part of the LCS on each hyperplane are then interpolated to produce the full 3D structure of the LCS.
In Tyler and Wittig [58], we show how we use DA to compute Equations 4 and 5 to high accuracy. We first use DA to construct an expansion of $C_{T_0}$ with respect to the initial parameterisation using standard flow expansion techniques [60, 2, 30, 64], accurate to machine precision. This provides accurate determination of $\zeta_n$ for use in Equation 5. Using a novel modified power law method, another expansion of $\zeta_n$ with respect to the initial parameterisation is then constructed to obtain the seed points in Equation 4 to high accuracy. A key advantage of using DA is that the relevant quantities for the LCS are computed completely automatically, without the need to adjust grid sizes, or manually derive and implement explicit derivatives or variational equations.

3 Dynamical Models

3.1 Equations of Motion

This paper studies motion in the Sun-Mars Elliptic-Restricted Three-body Problem (ER3BP). A generalisation of the $n$-body problem for $n = 3$, the ER3BP tracks the motion of an infinitesimally small mass $m_3$ under the gravitational influence of two far larger masses $m_1$ (Sun) and $m_2$ (Mars), $m_1 > m_2 >> m_3$, which orbit each other in an ellipse. The system is parameterised by the mass parameter $\mu = m_2 / (m_1 + m_2)$ and the eccentricity of the ellipse of the orbit of $m_2$ about $m_1$, $e_p$. The special case of $e_p = 0$ yields an autonomous system where the classical invariant manifolds partition phase space, but for $e_p \neq 0$ these are not as easily defined. For the Sun-Mars case, $\mu = 3.227 \times 10^{-7}$ and $e_p = 0.0935$.

The equations of motion for this system for the motion of $m_3$ are defined in a rotating-pulsating reference frame centred on the barycentre of $m_1$ and $m_2$ where the $m_1$-$m_2$ distance is normalised to unity. For a position vector $\mathbf{x} = (x, y, z)$ with velocity $\mathbf{x}' = (x', y', z')$, the equations of motion are

\begin{align*}
    x'' &= 2y' + \frac{\partial \Omega}{\partial x} \quad (6) \\
    y'' &= -2x' + \frac{\partial \Omega}{\partial y} \quad (7) \\
    z'' &= \frac{\partial \Omega}{\partial z} \quad (8)
\end{align*}

where

\begin{equation}
\Omega = \frac{1}{1 + e_p \cos \nu} \left[ \frac{1}{2} (x^2 + y^2 - z^2 e \cos \nu) + \frac{\mu}{r_1} + \frac{1 - \mu}{r_2} \right] \quad (9)
\end{equation}

and

\begin{align*}
    r_1 &= \sqrt{(x + \mu)^2 + y^2 + z^2} \quad (10) \\
    r_2 &= \sqrt{(x - 1 + \mu)^2 + y^2 + z^2}. \quad (11)
\end{align*}

The variable $\nu$ is the true anomaly, the angle $m_2$ makes with respect to $m_1$ in an inertial Cartesian coordinate system, and is used as the independent variable. We use the notation $\dot{}$ to represent derivatives with respect to time, and $\dot{}'$ to represent derivatives with respect to the true anomaly $\nu$. 

3.2 Definition of initial conditions

The algorithm for computing LCS introduced in Section 2.2 is explicitly designed for a CGST that is $3 \times 3$ in dimension and hence represents the behaviour of a three-dimensional system. However, the ER3BP lives in a phase space in $\mathbb{R}^6$. To simplify visualisation and enable analysis of the ER3BP, we embed a three-dimensional sub-manifold in the six-dimensional phase space on which we then compute the LCS. We arrive at this embedding by first parameterising a region of interest in three dimensions in a non-rotating frame about Mars, and then defining a transformation $\Psi : \mathbb{R}^3 \mapsto \mathbb{R}^6$ to complete the full phase space and transform the initial condition into the ER3BP rotating-pulsating frame. After propagation under the ER3BP equations of motion, the inverse transformation $\Pi : \mathbb{R}^6 \mapsto \mathbb{R}^3$ takes the final condition back into the original parameterisation. This process is shown below for an arbitrary starting parameterisation $(\kappa, \beta, \varsigma) \in \mathbb{R}^3$:

$$
(x, y, z, x', y', z') \xrightarrow{f} (x, y, z, x', y', z')_F
$$

where the subscript $F$ implies final states. In the non-rotating frame, the distance unit is chosen such that the Sun-Mars distance is unity; the rationale behind this is given in Section 4.3. For more information on the conversion between the non-rotating and rotating reference frames, the reader is referred to Szebehely and Jefferys [56]. We refer to $(\kappa, \beta, \varsigma)$ as the parameterisation of the manifold and the map $\Psi \circ f \circ \Pi$ as the transformation.

Three pairings of $\Psi$ and $\Pi$ are explored in this paper and are elaborated in the following. A key advantage of DA-LCS is that for all $\Psi$ and $\Pi$ given below, provided the operations are coded using DA arithmetic the derivatives are computed fully automatically and so there is no need to manually derive or implement derivatives. This is particularly useful when considering that these transformations are in some cases non-trivial and otherwise very difficult to differentiate manually.

3.2.1 Orbital elements

In this transformation, the initial position and velocity are given by standard Keplerian orbital elements in the non-rotating frame, following their use in the literature to define initial conditions for ballistic capture in three dimensions [32].

The sub-manifold is parameterised by the radius of periapsis $r_p$, inclination $i$ and argument of periapsis $\omega$ of a purely Keplerian orbit around Mars. The hyperplanes $\mathcal{S}$ are given by fixed values of $i$ (Figure 1a). The full element set is obtained by fixing the remaining orbital elements $e = 0.95$, $\Omega = 118^\circ$, $M = 0$ based on values suggested in the literature to facilitate ballistic capture [21]. This choice of $\Omega$ maximises ‘interesting’ dynamical behaviour across all inclinations, as the high eccentricity leads to orbits which escape into heliocentric orbits rapidly. This presents a numerically very challenging test case to compute the LCS for.

The full orbital element set at each point is converted to equivalent Cartesian position and velocity in the non-rotating frame (subscript $I$), which is then transformed into the
ER3BP rotating-pulsating frame (subscript $R$) and propagated under the full equations of motion (Equation 12).

\[
\Psi_{OE} : \begin{cases} r_p \\ e \\ i \end{cases}_I \mapsto \begin{cases} \{x\} \\ \{y\} \end{cases}_I \mapsto \begin{cases} \{x\} \\ \{y\} \end{cases}_R
\]

\[
\Pi_{OE} : \begin{cases} x \\ y \\ z \end{cases}_R \mapsto \begin{cases} \{x\} \\ \{y\} \end{cases}_I \mapsto \begin{cases} \{r_p\} \\ \{i\} \end{cases}_I
\]

The inverse transformation $\Pi$ is as in Equation 13 and takes the final condition in the rotating-pulsating frame of the ER3BP, transforms it back into the non-rotating frame and converts this position and velocity into its equivalent instantaneous orbital elements. The radius of periapsis, inclination and argument of periapsis of the final condition are then isolated from the full set for computing $C_{10}^T$.

The conversion to-and-from orbital elements and Cartesian position is performed using standard conversion algorithms presented in Curtis [10] modified to support DA arithmetic.

### 3.2.2 Spherical coordinates

In this transformation, the sub-manifold is parameterised using spherical coordinates $\psi = (\rho, \theta, \phi)$ where hyperplanes are given by fixed $\phi$ (Figure 1b). This is a natural extension of the use of polar coordinates to compute ballistic capture sets in two dimensions in the literature [23]. The phase space is completed by uniquely associating a velocity with each point in physical space.

This velocity is defined such that it is the velocity a point in the orbital element transformation would have at the same Cartesian position. To ensure a valid comparison and avoid leaking information from one set of coordinates to the other, we need to define this velocity independently of any of the original orbital elements. For the initial Cartesian position $x = (x, y, z)$ corresponding to $\psi$ we have

\[
x = \rho \cos \theta \sin \phi \\
y = \rho \sin \theta \sin \phi \\
z = \rho \cos \phi
\]

and can define the velocity in the non-rotating frame at this point $v(x)$ as

\[
v(x) = \sqrt{GM \frac{1+e}{\rho^2}} \left[ \begin{pmatrix} x \\ y \\ z \end{pmatrix} \times \hat{n}(x) \right]
\]

where GM is the standard gravitational parameter of Mars in the non-rotating frame, and $e$ has the same meaning and values as before. The quantity $\hat{n}$ is the normal to the orbital
plane at that point and can be computed by considering the vector that points along the line of nodes \( \hat{\Omega} = (\cos \Omega, \sin \Omega, 0) \)\(^\top\)

\[
\hat{n}(x) = \text{sign}(z) \frac{\hat{\Omega} \times x}{||\hat{\Omega} \times x||}.
\] (18)

The value of \( \Omega \) used is the same as in the orbital elements transformation, and the sign \( z \) term is required to ensure the correct orientation of the unit normal. Equation 17 is well defined everywhere except on the line of nodes, where \( \hat{\Omega} \times x = 0 \). Since there is no one unique inclination passing through these points, additional information from the orbital elements transformation would be required to attach an equivalent velocity at these points. The reference hyperplanes should thus be selected or sampled in such a way to avoid these ill-defined points.

Once the full phase space is complete, it is converted into the ER3BP rotating-pulsating frame and propagated under the equations of motion

\[
\Psi_S : \left\{ \begin{array}{c}
\rho \\
\theta \\
\phi \\
\end{array} \right\}_I \mapsto \left\{ \begin{array}{c}
x \\
y \\
z \\
\end{array} \right\}_I \mapsto \left\{ \begin{array}{c}
x \\
y \\
z \\
\end{array} \right\}_{R}.
\] (19)

The spatial dimensions are then converted back into spherical coordinates in the non-rotating frame to compute \( C_{I_0}^{T} \)

\[
\Pi_S : \left\{ \begin{array}{c}
x \\
y \\
z \\
x' \\
y' \\
z' \end{array} \right\}_R \mapsto \left\{ \begin{array}{c}
x \\
y \\
z \\
\end{array} \right\}_I \mapsto \left\{ \begin{array}{c}
\rho \\
\theta \\
\phi \\
\end{array} \right\}_I.
\] (20)

### 3.2.3 Cartesian coordinates

The final transformation examined in this paper defines an initial condition in the non-rotating frame using Cartesian coordinates \( x = (x, y, z) \) with hyperplanes given by fixed values of \( z \) (Figure 1c). It is investigated here since it is conceptually simpler to visualise than the previous two approaches, but has not yet been investigated in the literature.

The velocity to complete the full phase space is specified in the same manner as for spherical coordinates, following the procedure from Equation 17 onward. Overall, this
transformation is the $\Psi - \Pi$ pair

$$
\Psi_C : \begin{cases} 
\{x, y, z\}_I 
\mapsto 
\begin{bmatrix} 
x \\
y \\
z 
\end{bmatrix} 
\mapsto 
\begin{bmatrix} 
x \\
y \\
z 
\end{bmatrix} 
\end{cases} 
I 
$$

$$
\Pi_C : \begin{cases} 
\{x, y, z\}_I 
\mapsto 
\begin{bmatrix} 
x \\
y \\
z 
\end{bmatrix} 
\mapsto 
\begin{bmatrix} 
x \\
y \\
z 
\end{bmatrix} 
\end{cases} 
I 
$$

4 Results

The results of the application of LCS to the Sun-Mars ER3BP are presented here. We first analyse in detail the LCS found for the Sun-Mars ER3BP using the orbital elements transformation and explain how we reconstruct the surface, then present results on the effect of orbit transformation and the choice of units that are beneficial for the user when numerically computing LCS.

4.1 The LCS Structure

In this example, we analyse the Sun-Mars ER3BP from an initial integration time of $t_0 = \nu_0 = 0$ to a final integration time of $T = \nu = 2\pi$ (1 full Martian year). $\Psi$ and $\Pi$ are the orbital elements transformation $\Psi_{OE}$ and $\Pi_{OE}$ and the helicity threshold $\alpha = 10^{-9}$. The set of reference planes $S$ are defined such that

$$
S_{OE} = \{ r_p \in [r, r_s], \omega \in [0, 2\pi], i \in [-85^\circ, -75^\circ, \ldots, 85^\circ] \} .
$$

The variables $r = 1.641 \times 10^{-5}$ and $r_s = 0.00513$ here are the radius and the Hill sphere of Mars in the scaled units of the non-rotating frame, respectively. A $100 \times 2500$ grid in $r_p$ and $\omega$ is used on each plane in $S$ to identify seed points. The motivation behind choosing this grid is elaborated later.

We produce the full structure of the LCS as a STL file, which is a common file format in 3D modelling applications. The STL file format contains a sequence of sets of three vertices that form triangles, and the collection of faces of the triangles are then displayed as a full structure by freely-available viewers, such as Blender\(^1\) or Meshlab\(^2\).

Since this file format is relatively straightforward to create, we create the STL file and thus the full structure using a triangulation algorithm. We first separate the full structure into a collection of strainlines on each reference plane in parameter space and, by leveraging that we expect there to be a nearby strainline in the neighbouring reference plane, we find the nearest neighbour to each point on a strainline in the neighbouring reference plane.

\(^1\)\url{https://blender.org}
\(^2\)\url{https://meshlab.net}
(a) Graphical depiction of the parameterisation of an initial condition using standard Keplerian elements. The light green plane represents an example hyperplane of fixed $i$.

(b) Graphical depiction of the spherical parameterisation of an initial condition. The light green ‘cone’ represents an example hyperplane of fixed $\phi$.

(c) Graphical depiction of the Cartesian parameterisation of an initial condition. The light green planes represent examples of different hyperplanes of fixed $z$.

Figure 1: The parameterisations explored in this paper to define the submanifolds. For orbital elements, the embedding is defined by fixing the remaining orbital elements. For spherical and Cartesian coordinates, the same unique velocity is associated with each point in space as would be obtained from the orbital element transformation at that point.
(a) The first step in reconstructing the full LCS structure is finding the nearest neighbours to points on adjacent reference planes by computing the Euclidean distance between them in parameter space.

(b) Triangles are formed between nearest neighbours in each reference plane, which can be written directly to a STL file and displayed and manipulated as a surface.

Figure 2: Diagrams to show how the full LCS surface is reconstructed by interpolating between strainlines on neighbouring reference planes.

(Figure 2a). This is performed by considering the Euclidean distance between points in adjacent reference planes in the parameter space of the submanifold.

Now the two points that should be interpolated between are known, a triangle is formed using the original point, its nearest neighbour in the next reference plane, and a point next to the original point in the same strainline (Figure 2b). This procedure is then repeated for every point in every strainline in the reference plane, and then repeated across all reference planes. By doing so, we are able to construct a triangulation of the full structure of the LCS for use in visualisation software.

The full, interpolated repelling LCS structure from the above procedure is given in Figure 3a. To show more clearly how the LCS is constructed from the strainlines on the reference hyperplanes, an example set of strainlines is shown on a section view of the full LCS in Figure 3b. The LCS is formed of two distinct sections: the ‘inner’ portion that encloses Mars (Figure 3c) and the two extending arms that emanate from the inner structure (Figure 3d); these two regions are now investigated in more detail.

In Figure 3c the inner structure is presented with the extending arms removed and example trajectories corresponding to some initial conditions inside and outside of the LCS are shown. In red we show a generic trajectory that begins inside the inner section, which continually orbits Mars over the integration period considered. Mars lies at the centre of the inner section. In blue are two trajectories that begin nearby but outside of the inner section, which both immediately escape from Mars’ sphere of influence. The LCS here is acting as separator between trajectories which have qualitatively very different behaviour. This matches the expected structure from investigations into ballistic capture where desired behaviour is defined beforehand [31], but the insight here is obtained without any a priori knowledge.

A more detailed presentation of one of the two ‘arms’ is given in Figure 3d, again with example trajectories highlighted and the respective initial conditions indicated by spheres. In green are two trajectories which begin outside of the LCS structure and are qualitatively similar in immediately escaping the sphere of influence of Mars, as was the case in Figure 3c.
(a) The full structure of the LCS obtained, which is comprised of an inner section and two large ‘arms’ which emanate from the inner section. The region in red is the point-of-view of the section plot shown in more detail in Figure 3c.

(b) Section view of one of the hyperplanes of fixed inclination with points that form the strainlines shown in black to highlight more clearly how the surface is reconstructed.

(c) Inner section of the LCS (highlighted in red in Figure 3a) with the ‘arms’ removed and three sample trajectories overlaid to show how it is acting as a separatrix. The trajectory taken from inside the LCS (red) remains orbiting Mars while the two trajectories that begin nearby but outside the inner section (blue) both immediately escape.

(d) Trajectories in the synodic frame of points taken from different parts of the LCS arms. Each trajectory is qualitatively different and the LCS is again acting as a separatrix.

Figure 3: A series of representative renderings of the LCS structure corresponding to the Sun-Mars ER3BP and reference hyperplanes outlined in the main text. How the LCS is constructed from the strainlines is shown in more detail, as well as how the LCS is acting a separator between qualitatively different behaviour.
More significantly, the remaining blue and red trajectories that are taken from different parts of the arms are also qualitatively different to both themselves and the two green trajectories outside of the LCS, highlighting how effectively the LCS is partitioning dynamical behaviour. In general, these ‘arms’ separate orbits which complete a different number of revolutions from each other, including those which immediately escape from Mars. This again matches expectations from the literature [31], which identifies these as ‘stable sets’.

4.2 Effect of the choice of orbit transformation and integration time

In the previous Subsection, we showed the result of DA-LCS to the Sun-Mars ER3BP with a single choice of transformation $\Psi_{OE}$ and $\Pi_{OE}$ and a single prescribed time period of investigation. However, there are many free choices available to the mission designer when using LCS, such as the initial and final times to consider, and the choices of $\Pi$ and $\Phi$. In this Subsection we present the effect of the choice of orbit transformation and integration time on the helicity field found. The structure of the LCS can then be inferred by regions of consistently low helicity, which are coloured dark blue in the plots. An advantage of DA-LCS is that it makes the implementation of other transformations straightforward via automatic differentiation.

We compare each $\Psi - \Pi$ pair introduced in Section 3.2 for two integration times. The integration starts at $t_0 = \nu_0 = 0$ and ends at the true anomaly corresponding to $T = \nu = \pi/4$ (68 days) and $T = 2\pi$ (1 Martian year) on the same set of initial conditions, to enable a fair comparison. The grid of initial conditions is chosen to be those which lie on the $i = 35^\circ$ hyperplane in the orbital elements transformation, again sampled on a 100 $\times$ 2500 grid with the same parameters as used in the construction of the full LCS. For each point on the hyperplane in the orbital elements transformation, we also compute the equivalent Cartesian position. This Cartesian position forms the initial condition for the Cartesian transformation, and converting this Cartesian position to spherical coordinates gives the equivalent initial condition in the spherical transformation. In this way, we can ensure that each transformation samples the same points to ensure a valid comparison. However, by choosing to replicate the points on the $i = 35^\circ$ plane exactly we will necessarily pass through the line of nodes, at which point the velocity attachment for spherical and Cartesian coordinates is ill-defined (Section 3.2.2). To avoid this we do not evaluate points within $2^\circ$ of the line of nodes. When using hyperplanes in $\phi$ or $z$, as discussed in Sections 3.2.2 and 3.2.3, this problem does not arise.

Figure 4 presents the helicity fields for each of the transformations for both integration times. We find that the integration time from $t_0$ to $T$ must be chosen to be sufficiently large to allow the time-dependent derivatives associated with the dynamical system in $\nabla F^T_{t_0}$ to dominate the time-independent derivatives associated with the transformations $\Psi$ and $\Pi$. For $T = \pi/4$, sufficient time has not passed for the derivatives associated with the dynamics to dominate, and the result is inconsistent between the different transformations. For $T = 2\pi$, however, the results are consistently representing the behaviour of the dynamical system. We find that $T = \pi$ is sufficient to ensure domination of the dynamics for all points in the domain for the examples shown here, though we note that many of the points farthest from Mars have orbital periods of thousands of days and much lower integration times are required for points closer to Mars.

Since the derivatives of the dynamics dominate the derivatives associated with the transformations after sufficient time, we would expect that each transformation yields similar helicity fields. The helicity fields signal qualitatively the same points as LCS, identifying
Figure 4: The effect of integration time on the helicity field for the ER3BP. The initial true anomaly is $\theta_0 = 0$ and the final true anomaly is either $T = \pi/4$ (68 days, top row), or $T = 2\pi$ (one Martian year, bottom row). In general, sufficient time is required to remove the effect of the transformations on the final derivatives. Regions of low helicity (dark blue) imply the location of an LCS.
the arms and the inner section as among the lowest helicity points for each transformation, despite differences in the actual value of helicity.

Examining the quantitative agreement of the transformations from visual inspection of Figure 4 is difficult since the width of the low-helicity regions is only approximately 40 km. To highlight such narrow regions, in Figure 5 we overlay the lowest-helicity points in each field. Accurate sampling transverse to this very narrow region to ensure we find the minimum helicity points motivated the use of the asymmetric $100 \times 2500$ grid choice in $r_p \times$ and $\omega$, with the denser grid in $\omega$ designed to densely sample initial conditions ‘across’ the low-helicity regions.

Figure 5 shows that the orbital elements and spherical transformations also quantitatively agree in both signalling the ‘arms’ and inner section as the strictly lowest regions of helicity in each case, as is to be expected. However, there is additional structure in the spherical transformation at this low helicity which does not agree with that predicted by the literature or the orbital elements case. With the Cartesian transformation this additional structure is signalled before the structure of the arms is completed. This structure is also discontinuous, despite the helicity being a continuous expression. By choosing a numerically challenging test case to benchmark DA-LCS on, we have exposed a numerical error that arises as a limit of floating-point arithmetic and manifests as ‘false positives’ in the helicity field. We discuss this error and mitigating strategies in Section 4.3.

We also find other structure at higher helicities in the orbital elements case, which arises as a result of the transformation also including some information on the final velocity in the three variables that parameterise the submanifold. Since obtaining $i$ and $\omega$ depends on the velocity, additional information on direction of escape and direction of final velocity is present compared to $\Pi_S$ and $\Pi_C$. In those, all final velocity information is discarded (Equations 20 and 22). This additional structure extends that found in ballistic capture [32, 31], but these points do not feature in the full LCS: to be consistent with the original definition of the LCS, the helicity threshold is chosen to find only the most repelling structures. This yields the inner section and the ‘arms’ before any additional structure.

4.3 Implementation considerations

A potential numerical pitfall exists when numerically constructing LCS in astrodynamics problems and is elaborated in this Subsection. We also provide guiding considerations on how to avoid these errors practically. We stress that since DA gives derivatives accurate to floating-point precision, the numerical difficulties given below are not as a result of DA-LCS, any particular software package or the mathematical definition of an LCS. Rather, they are a result of the finite precision of floating-point numbers and the large derivatives that arise in numerically challenging test cases.

Since computers approximate the field of real numbers using floating-point numbers, and these floating-point numbers have finite storage associated with them, there is a limit on the precision of numbers they can represent. Double-precision numbers have 64 bits of storage, which provides a maximum of 16 significant digits that can be represented accurately [11, 24]. Any error arising from this finite-precision representation compared to the evaluation in real numbers is known as round-off error [25].

Round-off error can occur in the evaluation of the helicity and construction of the LCS when $\nabla F_{t_0}$, $C_{t_0}$ or $\nabla \zeta_n$ become sufficiently ill-conditioned that the ratio of maximum to minimum absolute values of entries in those quantities approach $10^{16}$ in any relevant orders of the expansion. At this point, when the user requests a manipulation of these quantities,
Figure 5: Helicity fields for each of the transformations introduced previously with the lowest points in the helicity field overlaid. The integration time is $2\pi$ (1 Martian year.)
information on the smaller numbers is lost as a result of the finite precision. This error presents as false positives (false low values) in the helicity field.

We find that there are two mitigating strategies to prevent the ill-conditioning of these terms and prevent false positives in the helicity field in even the most challenging test cases. The first is to ensure the proper conditioning of relevant quantities by adjusting the magnitude of the terms of the orbit parameterisation. In Figure 6 we present the helicity fields computed for each of the transformations with two different unit lengths: Mars radius and Sun-Mars distance at Mars periapsis to deliberately induce this round-off error. When using Mars radius as unit length for the orbital elements transformation (Figure 6a) and the spherical coordinates transformation (Figure 6b) which are both formed of a radius term and two angles, the helicity field is ‘inverted’, with low-helicity values in trajectories which all have qualitatively similar behaviour in immediately escaping, and higher values in the arms and inner section. A trajectory that immediately escapes from Mars will have a large final radius and associated derivatives, but with the angle terms still bounded in \([0, 2\pi]\). The terms in \(C^T_{t_0}\) associated with the radius will thus dominate those associated with derivatives of the angles. When the helicity at this point is then evaluated, it becomes small not because of system dynamics, but because of a loss of precision of the arithmetic. Small numbers that would have otherwise contributed to the helicity have been lost to round-off error. Condition numbers \(C\) for \(\nabla \zeta_n\) of up to \(10^{40}\) have been observed when using Mars radius as the unit length with the orbital elements transformation.

However, this only occurs in regions of large final radius, i.e. points which immediately escape. Where the final radius is lower, such as in the arms where orbits complete several revolutions before escaping, the relevant terms are sufficiently well-conditioned and thus helicity values are sufficiently free of round-off errors that the ‘correct’ order of magnitude of helicity is obtained at this point. Thus, lower helicities are present in regions of trajectories which all have qualitatively similar behaviour (immediately escaping) rather than in regions that separate the behaviour of trajectories, giving rise to the apparent inversion.

We find we can aid the conditioning of relevant terms in transformations where some of the variables that parameterise the submanifold remain bounded, as is the case for angles in the orbital elements and spherical coordinates transformations. For these, the distance units should be chosen such that the entries of \(C^T_{t_0}\) are all of similar magnitude. This was achieved in this paper by using the Sun-Mars distance as unit length. Changing only the length unit in the orbital elements transformation from Mars radius in Figure 6a to the Sun-Mars distance in Figure 6d reduces the condition number to approximately \(C = 10^{14}\) such that the helicity can be accurately represented and yields the expected result. We stress that these numerical effects are not specific to DA-LCS, any particular software package, or the mathematical definition of LCS. Rather, it is inherent to floating-point arithmetic and has been highlighted by the choice of a numerically particularly challenging test case.

Scaling units to ensure the Jacobian is well-conditioned is more difficult in systems where all variables that parameterise the submanifold are unbounded, such as the Cartesian transformation. Here, where trajectories typically escape in the direction of \(x\) and \(y\) but stay close to the plane in \(z\), terms in \(z\) can be dominated. Scaling the length unit uniformly will affect all terms equally and not change the condition number, which is above \(10^{16}\) after even 68 days. This causes the poor numerical resolution in the Cartesian transformation observed earlier: scaling all terms of the parameterisation does not affect round-off error in regions of escape, causing the additional structure in trajectories that immediately escape to persist.

The second mitigating strategy is to use a transformation that is naturally more robust to ill-conditioning. Even when using Sun-Mars distance as the unit length in spherical
Figure 6: The helicity fields presented for each of the transformations using two unit lengths: Mars radius and Sun-Mars distance. We can see the conditioning of relevant terms by scaling the unit length such that $C^T_0$ is well-conditioned in parameterisations with some bounded terms.
coordinates (Figure 6e) there remains sufficient ill-conditioning in the trajectories which escape ($C \sim 10^{17}$) that false positives are present at the same helicity as the arms and inner section. However, for the orbital elements transformation the helicity can be evaluated accurately at all points in the field. We remark that we have seen satisfactory performance from spherical coordinates in less challenging test cases (see Tyler and Wittig [58]) with values of $\Omega$ or $e$ that yield trajectories which escape less quickly. The numerical stability of orbital elements has been noted by other authors in similar situations (for example, Martin and Schaub [36]).

We therefore recommend against the use of the Cartesian transformation, except in isotropic systems or where one scales each term in the parameterisation non-uniformly using different unit lengths. In challenging test cases, we recommend the use of orbital elements to define initial conditions, which have produced usable insight even for the challenging problem parameters selected here. They also provide a more natural expression of defining initial conditions in the context of mission design. Nonetheless, other transformations may still yield better results depending on the system being studied.

We again stress that since DA provides derivatives accurate to machine precision, the above numerical difficulties are a result of double precision floating-point arithmetic. The use of quadruple precision (allowing up to 36 significant digits) would prevent round-off errors until approaching condition numbers of $10^{36}$. However, quadruple precision is not currently implemented natively on most CPUs, and software solutions are generally computationally very intensive and do not necessarily guarantee reproducibility between platforms [24, 41].

5 Conclusion

We have presented the results of the application of DA-LCS, a new numerical method suggested by the authors for the computation of Lagrangian Coherent Structures in three-dimensions. A full three-dimensional Lagrangian Coherent Structure in the Sun-Mars ER3BP has been computed accurately with DA-LCS, even in a numerically challenging test case designed to benchmark the method against. Detailed analysis of the LCS highlighted how it in this case acts as a separator between regions of qualitatively different behaviour, generalising the concept of stable and unstable manifolds. We discovered that sufficient integration time is required to ensure the LCS found reflects the system dynamics, and that care must be taken in defining initial conditions to avoid regions of particularly poor numerical performance due to limitations in floating-point arithmetic. While the LCS was determined here for ER3BP, there is no obstacle to computing it in other systems provided the arithmetic can be readily replaced by DA operations; high-fidelity ephemeris models have been tested with DA-LCS and shown to yield similar insight as for the ER3BP case studied here.

We have several suggestions for future work. Firstly, we sampled the helicity on a $100 \times 2500$ grid to find seed points for the strainlines. However, the major advantage of a LCS is that strainlines can be propagated forward once a single seed point is known, avoiding the computation of trajectories that do not otherwise correspond to the structure of the LCS. It would be a worthwhile pursuit to examine whether more sophisticated grid search strategies would reduce computation time, potentially exploiting a DA expansion of the helicity in combination with a gradient descent method to identify minima through local optimisation rather than grid search. Moreover, the extension of LCS to $n-$dimensions would avoid the need to define the dimension reductions introduced in this paper, and is numerically
more simple to undertake than standard approaches if one follows the same methods used in DA-LCS. However, the interpretation and visualisation of $n$-dimensional structures remains a challenge, and so significant effort would be required to store, manipulate and visualise these structures.

To support this work and advance the use of LCS in astrodynamics, the source code for DA-LCS and the program used to produce this study will be made freely available under a GNU GPLv3 license.
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