Signatures of a momentum independent pseudogap in the electronic density of states and Raman spectroscopy of the underdoped cuprates
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Abstract
We propose a hybridization phenomenology to describe the pseudogap state of underdoped cuprates. We show how a momentum independent pseudogap opens asymmetrically from the Fermi-surface but symmetric to the zeroes of the hybridized bonding dispersion, which results in false d-wave characteristics of the pseudogap at the Fermi level. By comparing against a d-wave form factor we illustrate the difficulty in identifying a momentum independent order in momentum averaged quantities such as the electronic Raman response. We identify a suppression in the single-particle density of states which produces a hump feature which should be observable experimentally in tunnelling dI/dV spectra and distinguishes the s-wave and d-wave ordering scenarios.
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1. Introduction

There remains no consensus as to the mechanism behind the anomalous normal state pseudogap, or its connection, if any, to superconductivity in underdoped cuprates [1–3]. However, one common viewpoint is that the pseudogap stems from strong correlation physics, for which the simplest model is the 2D Hubbard model. While it may be that the answer to the pseudogap problem is to compute the exact electronic correlations throughout the phase
what the community at large strives for is instead the identification of a simple mechanism, or solvable effective Hamiltonian which contains the essence of the correlations responsible for the pseudogap. There have been many such proposals, such as, to name a few: loop currents [6], formation of spin singlets [7–9], charge or spin density waves (d-density wave) [10], the spin-fermion model, [11] quasi 1D spin liquids [12] and more recently charge density fields emerging from fluctuating antiferromagnetic orders [13, 14]. While each model is interesting in its own regard, it is not clear which, if any, is describing the physics which gives rise to the pseudogap.

Distinguishing between various phenomenologies requires direct experimental evidence. A monumental experimental observation was the work of Hashimoto et al [15] who identified that the pseudogap is particle-hole asymmetric. This has been verified through the subsequent observation of new Bogoliubov quasiparticle bands which appear below the superconducting transition temperature $T_c$ only in the presence of a particle-hole asymmetric pseudogap [16, 17]. If the pseudogap is not particle-hole symmetric, then any representation of the pseudogap along the Fermi momenta will not accurately depict the momentum dependence of the pseudogap order. Such a conclusion has been hinted at by recent experimental and computational work [18–22].

The goals of this paper are two-fold: (1) show that there exists at least one model where the inclusion of a momentum independent (s-wave) order-parameter results in an apparent d-wave pseudogap at the Fermi level. (2) Identify signatures of a momentum independent gap in momentum averaged observable quantities. To accomplish these goals, we employ a hybridization phenomenology consistent with one of the most successful models of the pseudogap phase [9, 23, 24]. We examine momentum resolved quantities, such as spectral density and energy dispersion, as well as momentum averaged quantities. We present results for the Raman $B_{1g}$ and $B_{2g}$ spectra in order to identify the features of the onset of a pseudogap order with either s- or d-wave symmetry. We also compute the single particle density of states in which we identify the most clear signatures of a momentum independent pseudogap from a momentum averaged quantity.

In section 2 we will build the relevant theoretical framework. Section 3 will contain results of the phenomenological band structure, section 4 will focus on momentum averaged quantities, and section 5 will contain a brief summary.

2. Theory

2.1. Hybridization phenomenology

Within a BCS (Bardeen–Cooper–Schrieffer) theory the superconducting gap originates at the intersection of two field operators, namely the fermionic electron (hole) creation (annihilation) operators. In the standard problem the dispersion takes the simplified form $E_{sc}(k) = \pm \sqrt{\epsilon^2_k + \Delta_{sc}^2(k)}$, which represents a superconducting gap, $\Delta_{sc}(k)$, opening at the Fermi level of the electronic dispersion, $\epsilon_k$. Therefore, the energy dispersion at a point along the Fermi momentum, $k_F$, reduces to $E_{sc}(k_F) = \pm \Delta_{sc}(k_F)$. We will see that this collapse at $k = k_F$ is not relevant for a particle-hole asymmetric pseudogap, and identify instead the momenta about which the dispersion of the pseudogap state collapses.

To accomplish this, we consider a general hybridization phenomenology of electron operators, $c_{k\sigma}$, coupling with an excitation defined by the operator, $D_{k\sigma}$, and we specify the
dispersions of these particles throughout the Brillouin zone as $\epsilon_k^{(D)}$ respectively. These two operators will share a constant energy contour in momentum space where $\epsilon_k^c = \epsilon_k^D$ along which hybridization can occur, reducing the overall energy of the system, forming a gap. The hybridization scenario follows as: [25, 26]

$$\mathcal{H} = \sum_{k\sigma} \epsilon_k^c c_{k\sigma}^c c_{k\sigma} + \epsilon_k^D D_{k\sigma}^d D_{k\sigma} - \lambda \left( c_{k\sigma}^c D_{k\sigma} + D_{k\sigma}^d c_{k\sigma} \right).$$  \hspace{1cm} (1)

The choice of $D_{k\sigma}$ operators may differ depending on the model [27]. For example in most charge, spin or d-density wave models the operator $D_{k\sigma} = c_{k+Q\sigma}$, an electron creation operator translated through a $Q$ scattering momentum. To continue, the Hamiltonian can be rewritten as

$$\mathcal{H} = \sum_{k\sigma} \Psi^\dagger(k) \begin{pmatrix} \epsilon_k^c & -\lambda \\ -\lambda^* & \epsilon_k^D \end{pmatrix} \Psi(k),$$  \hspace{1cm} (2)

where $\Psi^\dagger(k) = \left( c_{k\sigma}^c \ D_{k\sigma}^d \right)$. The problem is then diagonalized by defining $\epsilon_k^c = \frac{\epsilon_k^c - \epsilon_k^D}{2}$ and $\epsilon_k^d = \frac{\epsilon_k^c + \epsilon_k^D}{2}$, bonding and anti-bonding bands respectively. The result is a two-band system with energies given by $E_k^\pm = \epsilon_k^c \pm E_k$, where $E_k = \sqrt{\epsilon_k^c - \lambda^2}$. From the Hamiltonian of equation (2) we can write the Green’s function using $G(k, i\omega_n)^{-1} = i\omega_n - \mathcal{H}$. While the Hamiltonian and Green’s function are matrices, we consider only the coherent electronic element, $\langle c_{k\sigma}^c c_{k\sigma} \rangle$, of the Green’s function which can be written as

$$G(k, \omega) = \sum_{a=\pm} \frac{|W_k^a|^2}{\omega - E_k^a + i\Gamma},$$  \hspace{1cm} (3)

where $|W_k^a|^2 = \frac{1}{2} (1 \mp \frac{\epsilon_k^c}{E_k})$ and are assumed to be real. Off diagonal elements can be treated as well [28], however we will see in the following section that the model presented there neglects off diagonal contributions.

The resulting spectral density, $A(k, \omega) = -2 \text{Im} G(k, \omega)$, will show a hybridization gap, $\lambda$, which opens along the momenta corresponding to zeros of the bonding dispersion. If we define the momenta where this occurs to be $k_B$, such that $\epsilon_{k_B}^c = 0$, then the energy dispersion reduces to $E_{k_B}^\pm = \epsilon_{k_B}^c \pm \lambda$. The distinction between a gap opening at the Fermi momentum, $k_F$, (as was the case for a superconducting gap) from a gap opening away from the Fermi momentum, in this case at $k_B$, is the energy of the antibonding dispersion. We can therefore obtain a pseudogap in the hybridization scenario without resorting to a complicated momentum dependence of the order parameter, $\lambda$. Instead, the momentum dependence of the pseudogap has been moved off of $\lambda$, and is an element of the bonding and antibonding dispersions, $\epsilon_k^c$ and $\epsilon_k^d$, respectively, which contain elements of both the $c_{k\sigma}$ and $D_{k\sigma}$ fermion dispersions. This will be central to understanding the s-wave picture of the pseudogap.

### 2.2. Doping dependence through a Yang, Rice, Zhang (YRZ) ansatz

An optimal starting point for including a doping dependent phase diagram is the rather successful ansatz for the pseudogap self energy due to YRZ [9, 29–34] which was recently reviewed [23]. Recent work has reproduced this ansatz from a strong theoretical footing by mapping to a slave boson mean field theory in which fermions are factored into spinon and...
holon constituent particles which can then bind together forming a gap at the particle boundary [35]. This is therefore one of several phenomenologies which maps to the hybridization formulation of section 2.1.

The spirit of the YRZ ansatz is to start from an overdoped Fermi liquid system and build in a mechanism for the suppression of electronic states at the Fermi level originating from Mott insulating physics as the system is underdoped. What results is a simple noninteracting set of bands which contain the key elements needed to describe the basic qualitative features of experiments in the pseudogap state [23]. Naturally this approach has an intrinsic success related to low-energy hotspot physics, which will break down under extreme underdoping and will never correctly capture effects due to scattering. The original YRZ ansatz, produced through comparison to calculations of 2 and 4 leg Hubbard ladders, [36] enforced a $d$-wave symmetry to the pseudogap order parameter in the standard form

$$\Delta^d(k) = 0.5\Delta_p (\cos k_x - \cos k_y).$$

Here we will compare this standard assumption of the $d$-wave pseudogap form factor to a momentum independent order parameter which we will abbreviate throughout as $\Delta^{spg}(x)$.

We define the pseudogap scale as $\Delta_p = A_0\Delta_{pg}^0(x)$ where $x$ is doping, $\Delta_{pg}^0(x)$ is a doping dependent energy scale, and $A_0$ is a prefactor representing temperature dependence such that $A_0 = 1$ at $T = 0$ and $A_0 = 0$ at the pseudogap critical temperature, $T^*$ [18, 19].

The YRZ model can be phrased in terms of a hybridization process by taking the electronic dispersion,

$$\epsilon_k = -2t(x)(\cos k_x a + \cos k_y a) - 4t'(x)\cos k_x a \cos k_y a - 2t''(x)(\cos 2k_x a + \cos 2k_y a) - \mu_p$$

and $\epsilon^D_k = 2t(x)(\cos k_x a + \cos k_y a)$ [29]. The electronic dispersion is the third nearest-neighbor tight-binding energy from a Gutzwiller projected $t$-$J$ Hamiltonian which acts on an RVB wavefunction. This produces an effective tight binding dispersion which contains Gutzwiller renormalization factors, hopping amplitudes $t$-$t'$-$t''$ and an electronic chemical potential, $\mu_p$, which sets the filling of the electronic dispersion. The $\epsilon^D_k$ dispersion is fundamental to the YRZ ansatz and represents a particle which has a Fermi surface that is independent of doping, related to the half-filled Mott insulator, and which is perfectly susceptible to a vector nesting of $Q = (\pi, \pi)$ at the Fermi level. To continue, we construct the coherent piece of the single particle Green’s function which results in

$$G(k, \omega, x) = \sum_{a = \pm} \frac{g_\alpha(x)}{\omega - E_k^a + i\Gamma},$$

where $g_\alpha(x) = \frac{2x}{1 + x}$. The energy dispersions and weighting factors now contain doping dependent hopping parameters, the details of which are located in appendix A. It is this doping dependent YRZ Green’s function, equation (4), which we employ in the following sections.

3. Momentum resolved quantities

3.1. Hybridized spectral density

We explore the impact of a momentum independent pseudogap on perceived ARPES spectra. In figure 1(a) we trace the momentum and energy dependence of the spectral density $A(k, \omega, x = 0.16)$ along two contours in momentum space. These contours are labelled $k_B$ and $k_{na}$. The first contour, $k_B$, shown as a green-dashed curve represents the contour in momentum space along which the bonding dispersion, $\epsilon^b_k$, is equal to zero. The second contour, shown in
red, is the contour of nearest-approach (or minimum gap locus), which in this phenomenology is equivalent to the zeros of the bonding dispersion, except where there is a Fermi surface near the nodal region. In figures 1(b) and (c) we show the spectral density along $k_B$ and $k_{na}$ respectively for an example case at $x = 0.12$. In figure 1(b) one can see the momentum independent pseudogap and the collapse of the hybridized dispersion, i.e. $E_{k_B}^\pm \rightarrow \epsilon_{k_B}^+ \pm \Delta_{pg}^0$. The splitting of the band is not symmetric about the Fermi level, but is instead symmetric about the antibonding dispersion, $\epsilon_{k_B}^+$, traced as the dashed line in figure 1(b). If one was instead to follow the set of $k_{na}$ the result obtained is figure 1(c). Indeed, at negative $\omega$ these two cases are essentially identical save for the existence of a Fermi surface in the nodal region in figure 1(c).

What is apparent is that the gap at the antinodes in figure 1(c) is not caused by a momentum dependent pseudogap, but instead has a simpler explanation in the dispersive nature of the antibonding band, $\epsilon_{k_B}^+$. To further emphasize this point, we show a common treatment of ARPES experimental spectra which is to plot the negative energy spectral peak, here $-E_{k_{na}}^-$, as a function of the amplitude of the d-wave form as done in figure 2. The momentum independent pseudogap, $\Delta_{pg}^s$ (solid lines), produce what is an apparent d-wave pseudogap at the Fermi level in the antinodal region. This is purely caused by the antibonding dispersion, $\epsilon_{k_B}^+$, which we can see from figure 1(b) has a cosine-like behavior. The inclusion of a d-wave form factor, $\Delta_{pg}^d$ (red dashed), only acts to increase the apparent slope of the curve for the same parameter values and can be absorbed into the scaling factor of $t_0$. The inclusion of such a scaling factor $t_0 \rightarrow t_0/C$ is also shown in figure 2 (blue double-dashed–dotted lines), illustrating that the s- and d-wave cases are qualitatively identical. Increasing $\Delta_{pg}$ or decreasing the doping, $x$, results in a shift of the apparent gap onset to a lower value, which is a generic feature of models with Fermi arcs or pockets. Comparison to experimental data in the absence of superconductivity, shown in the inset of figure 1, reveals that both $\Delta_{pg}^s$ and $\Delta_{pg}^d$ are possible candidates to explain the momentum dependence of ARPES spectra along the minimum gap locus since neither deviate strongly from the experimentally suggested linear trend. The details of such a calculation in the

\[\text{Figure 1.} \quad (a) \text{An example at } x = 0.16 \text{ of the relevant } k\text{-space contours, } k_B \text{ and } k_{na}, \text{ at the Fermi level.} \quad (b) \text{Spectral density } A(k_B, \omega, x = 0.12) \text{ where } k_B \text{ is the length along the green dashed curve of frame (a).} \quad (c) \text{Spectral density } A(k_{na}, \omega, x = 0.12) \text{ for } k_{na} \text{ along the nearest approach contour, the red curve of frame (a). All quantities were evaluated with } A_0 = 0.5 \text{ using a momentum independent order, } \Delta_{pg}^s.\]
superconducting state have been presented previously which adds only a nodal d-wave component \[33, 37\].

To summarize, within this phenomenology a momentum independent gap opens along the bonding dispersion which results in symmetric bands relative to the energy of the antibonding dispersion and this will appear as a false d-wave pseudogap along the Fermi surface and at negative energies where ARPES can probe. As a result, both the \(\Delta_{s\ pg}\) and \(\Delta_{d\ pg}\) scenarios are consistent with ARPES observations.

4. Impact on momentum averaged quantities

4.1. \(B_{1g}\) and \(B_{2g}\) Raman spectra

Raman spectroscopy has been an influential technique for examining underdoped cuprates due to an ability to control which region of momentum space is sampled. For example, the \(B_{1g}\) (antinodal) and \(B_{2g}\) (nodal) Raman shifts have been used in the past to examine the normal state \[39–41\] but also to separate the pseudogap and superconducting energy scales \[42\]. In the normal state, experiments could be understood through the inclusion of an anisotropic insulating gap originating from a ‘hotspot near the antinode with an angular d-wave order parameter with a \(\cos (2\phi)\) dependence in the Brillouin zone angle, \(\phi\). In the present formulation of a hybridization phenomenology, and given the difficulty distinguishing \(\Delta_{pg}^s\) and \(\Delta_{pg}^d\) in momentum resolved ARPES, it is not at all understood how the Raman spectra with s- or d-wave pseudogap are distinct. We are therefore looking to start with the simplest model system where a distinction between an s- or d-wave structure of the pseudogap might be seen. For this reason, we compute the Raman shift at the one-loop level and employ the effective mass approximation for the \(B_{1g}\) and \(B_{2g}\) polarization vertices, \(\gamma^{B_{1g}}_k\) and \(\gamma^{B_{2g}}_k\) respectively. We also

**Figure 2.** The dominant negative energy spectral peak of a momentum independent order, \(\Delta_{pg}^d\) (solid lines), plotted as a function of the amplitude of the standard d-wave gap \(|\cos (k_x) - \cos (k_y)|\) compared with the standard \(\Delta_{pg}^d\) (dashed lines). For illustrative purposes, an arbitrary scaling factor C can be applied to each \(\Delta_{pg}^d\) case to fit the s-wave order (blue double-dashed-dotted lines). \(E_k\) is evaluated along \(k_{na}\) as the nearest approach contour is traversed from the nodal point (left) to the antinodal point (right). Inset: data on Bi-2212 from Vishik et al [38] for a range of doping, \(x\), above the superconducting transition temperature.
fix the scattering rate to be constant and all other parameters to be the same between the s-wave and d-wave cases. This should result in the clearest signatures of s or d-wave order that are possible from a momentum averaged Raman spectra. The calculation of Raman spectra follows from what are now standard treatments from Devereaux et al \cite{Devereaux43}. The extension of such a treatment to include multiband systems \cite{Devereaux44} results primarily in extra transitions between bands (interband) in addition to the low energy Drude-like (intraband) transitions which are sensitive to the band structure at the Fermi level. For what follows, a minimal set of relevant details can be found in appendix B.

A representative case at $x = 0.12$ is shown in figure 3 employing a momentum independent order, $\Delta_{pg}^s$ (solid lines). Shown in black is the unhybridized case, where $\Delta_{pg}^s = 0$. In that case, the band structure is a single band, and the Raman spectra represent only an intraband Drude-like response. At the onset of $\Delta_{pg}^s$, the single band breaks into two, $E_{k}^{\pm}$. The Raman spectra will then be comprised of a low energy intraband response and a higher energy interband transition, whose onset at $2\Delta_{pg}^s$ is marked by coloured arrows above each curve. The connection to a Drude response is important because the low energy spectra is dominated by this response, which gives a peak in both $\chi_{B1g}''(\omega)$ and $\chi_{B2g}''(\omega)$ near $\omega = \Gamma$, where $\Gamma$ is the elastic scattering rate.

As the pseudogap increases, the B1g spectra is extremely suppressed at low energy due to the erosion of Fermi surface which occurs in the antinodal region and is strongly sampled by the $\Gamma_{k,B1g}$ vertex. By contrast, in the B2g spectra the slope in the limit of $\omega \to 0$ is determined by the scattering rate and is essentially unmodified for increasing pseudogap. As a result there is only
very weak suppression of the Drude response whose peak location does not shift with the value of \( \Delta_{pg} \). It is important to point out that this suppression of the intraband response in either polarization contains no information regarding the scales of the pseudogap, since it contains only intraband \( (E_k^- \rightarrow E_k^-) \) transitions. In the case of \( \chi''_{B2g} \), this intraband suppression is weak due to the loss of states at the Fermi level, which occurs primarily in the antinodal region, and which is sampled only very weakly by the \( \gamma_k^{B2g} \) polarization vertex.

At larger values of \( \Delta_{pg} \), both the \( \chi''_{B1g} \) and \( \chi''_{B2g} \) spectra exhibit clear interband transitions at the same frequency of \( \omega = 2\Delta_{pg} \). These corresponding peaks are the lowest energy feature which is evidence for an s-wave pseudogap. A final point of interest is that the highest energy scale would occur in the nodal region for the transition \( \omega = \Delta_{max} \) shown in figure 1(c). This is the end of the interband transitions and is the least distinct indication of an ordering in the nodal region. We also show, for \( \Lambda_0 = 0.2 \) and 0.5, the case with the \( \Delta_{pg}^d \) form factor (dashed lines). What is evident is that the low energy Raman response with \( \Delta_{pg}^d \) is not qualitatively distinct from the momentum independent case in either the \( \chi''_{B1g} \) or \( \chi''_{B2g} \) spectra. Both the s- and d-wave cases show a similar low energy suppression. With \( \Delta_{pg}^d \) the interband transitions occur at lower energy in the nodal region due to having a smaller value of the gap at the edge of the Fermi pocket for the same input parameters, a previously understood effect [33]. Finally, the high energy feature at \( \Delta_{max} \) does not occur in the d-wave case, since the gap would vanish in the nodal region, and therefore cannot result in the transition shown in figure 1(c).

To summarize, examining the loss of low energy Raman signal due to the onset of a pseudogap does not allow for a clear distinction between an s- or d-wave pseudogap structure factor. Instead, both cases present a similar loss of Fermi surface in the antinodal region which reduces the Drude response, and this does not appear to be an indication of a nodal pseudogap ordering. A momentum independent pseudogap would be best inferred from the coincidence of higher energy interband transitions in the nodal B2g spectra to those in the B1g spectra.

**4.2. Density of states**

Given the difficulty of distinguishing s- and d-wave orders at low energy in a two-particle quantity, such as Raman spectroscopy, we instead compute the simplest measurable single particle quantity, the density of states, \( N(\omega) = \sum_{k\sigma} A(k, \omega) \), which can be related to the tunnelling conductance, \( dI/dV \) through

\[
\frac{dI}{dV} = -\int d\omega f^*(\omega - V)N(\omega).
\]

The density of states has been examined several times using the YRZ ansatz with the inclusion of a d-wave pseudogap [45, 46]. Such a calculation can be fit to experimental results of the density of states which show a single asymmetric suppression of states near to the Fermi level [45, 47]. Here we consider the impact of an s-wave pseudogap, which does not vanish at the node and is therefore expected to produce a reduction of \( N(\omega) \) away from the Fermi level.

In the cuprates, STM has been most successful for observing the occurrence of spatial gaps near to the Fermi surface, identified by sharp quasiparticle peaks at \( \pm \Delta \) centered at the origin of the superconducting gap, the Fermi level. It is also well known that the inclusion of a bosonic density of states as is the case for phonon-mediated superconductivity creates an imprint of the bosonic couplings at energies away from the Fermi level [48]. Such couplings are thought to be
responsible for peak-dip-hump structures seen in the cuprates [49]. In this case, we will see the impact of a simplified hybridization coupling and show that there are relevant structures in $\omega_N$ at frequencies away from the Fermi level, which are indeed sensitive to the structure of the pseudogap order.

We present in figure 4(b) a representative case of the density of states for $x = 0.12$ to illustrate the effects of a gradually increasing gap near the pseudogap onset. In our present formulation, the particle-hole asymmetry results in two separate effects; a suppression of $N(\omega)$ near to zero bias, and a secondary depressed structure at positive bias. Separating the two features is a hump structure caused by weight shifted from below (antinodal region) and above (nodal region) in energy [49, 50]. In order to understand the necessity of two distinct gaps from a single order, we show for the $A_0 = 0.5$ case the spectral density, $\omega_{kA}(\omega)$, as a function of $k_B$ in figure 4(a) using light-blue shading for the region of width $\Delta_{pg}$ in both the nodal and anti-nodal sectors and light-red shading for the region in-between. Considering these regions in figure 4(b), the light-red region shows an increase in $N(\omega)$ as compared to the normal state, while the light-blue regions are suppressed as compared to the normal state. This means that a single momentum independent order parameter has resulted in three separate energy features

**Figure 4.** (a) Reproduction of figure 1(b) with shading to identify regions of suppressed (blue) and enhanced (red) density of states. (b) Normalized density of states, $N(\omega)$ for increasing $\Delta_{pg}$ at fixed doping of $x = 0.12$. Marked with arrows are the suppression of $N(\omega)$ near the Fermi level due to a loss of antinodal (AN) states and a new feature at positive bias due to the loss of nodal (N) states at energies above the Fermi level. Each curve is offset by 0.2 for clarity. The dashed black curve is $A_0 = 0$, with no offset to emphasize the regions of enhanced and suppressed $N(\omega)$. A single case for $\Delta_d$ at $A_0 = 0.5$ is shown (dashed-green).
due to the particle-hole asymmetry of the antibonding dispersion. We also provide a contrasting example with a d-wave order (dashed-green). The primary distinction is that the density of states is no longer suppressed at positive energies, and instead has a single suppression near the Fermi level. This is the most clear distinction between s- and d-wave ordering from a momentum averaged quantity. The information regarding the value of the pseudogap order parameter in the nodal region is located at finite energies, not near to the Fermi level, where STM experiments generally focus.

It is worth remarking that such a positive bias suppression may have been seen experimentally (See for example, figure 3(e) in [51]) in connection with static ‘checkerboard charge ordering. Such charge ordering models can be phrased as a hybridization phenomenology with one or more scattering Q vectors and if the spatial modulation is correctly accounted for, the resulting spectra exhibit both a zero bias and positive bias suppression separated by a hump, suggestive of an isotropic in momentum electronic gap with a strongly particlehole asymmetric dispersion.

5. Conclusions

We have modified a successful ansatz to include a momentum independent hybridization gap and have shown how such a phenomenology results in a false d-wave pseudogap along the Fermi surface. We then compute the electronic Raman response at the onset of a pseudogap and identify the features of a momentum independent order. From this we assert that a suppression of Raman signal at low energies does not indicate a nodal pseudogap, but is a generic sign of the loss of antinodal Fermi surface states which reduces the intraband Drude response. A nodal pseudogap can only be suggested experimentally by an interband transition in $\chi^\omega_B (\omega)$ which would correlate with a similar transition in the $\chi^\omega_B (\omega)$ spectra. Further, we identify a two gap behavior in the density of states which occurs as an artifact of the dispersive nature of the bonding band, $\epsilon^{\uparrow}_k$, which has separate energies in the antinodal and nodal regions of the Brillouin zone. This two scale behaviour in $N (\omega)$ is the clearest signature of a momentum independent pseudogap order.

There exists now a significant literature comparing results of the YRZ ansatz to experimental work [23]. Previous works were focused on low energy probes in the presence of a d-wave superconducting gap which dominates low energy behaviour [24, 30, 31, 35, 45]. We emphasize that in this work, the inclusion of a momentum independent pseudogap would not significantly impact the low energy nodal region where d-wave superconductivity dominates. This need not be the case at higher energies, as described in figure 4. This is a main conclusion of this work, where we have demonstrated that the density of states at energies away from the Fermi level will be sensitive to the details of the zeros of $\epsilon^{\uparrow}_k$ which occur at momenta $k_B$. This second gap at positive bias, and the resulting hump in between, should be observable in tunnelling experiments which would support the assertion of a momentum independent pseudogap.
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Appendix A. YRZ phenomenology

The energy dispersions and weighting factors contain doping dependent hopping parameters: 
\( t(x) = g_t(x)t_0 + 3g_s(x)J/k \), \( t'(x) = g_t(x)t'_0 \), and \( t''(x) = g_t(x)t''_0 \), where \( t_0 \) is the bare hopping while \( g_t(x) = \frac{2x}{1+x} \) and \( g_s(x) = \frac{4}{(1+x)^2} \) are the energy renormalizing Gutzwiller factors for the kinetic and spin terms, respectively. [52, 53] The renormalization factors provide an approximate dependence of the hopping parameters on the doping of the system which allows for a loss of metallicity as one approaches the Mott insulator transition at half filling \((x = 0)\). Values of other parameters in the dispersion are taken from [9] to be: \( t'_0/t_0 = -0.3, \ t''_0/t_0 = 0.2, \ J/t_0 = 1/3 \), and \( \chi = 0.338 \) which are accepted values for the hole doped cuprates [8]. \( \Delta_{pg}(x) \) is then described phenomenologically in the doping phase diagram by the pseudogap line \( \Delta_{pg}(x) = 3t_0(0.2 - x) \). We further enforce a Luttinger sum rule which is solved self-consistently for \( \mu_p \) to obtain the desired hole doping, \( x \), in the hybridized system. It is important to note that in a fractionalized picture the Luttinger theorem is modified to account for states in each of the spinon/holon channels. This has been addressed previously [54] and here we avoid such details and instead maintain the simplest Luttinger theorem for the ansatz of the hybridized \( G(k, \omega, x) \). This can be expressed as

\[
1 - x = 2 \sum_{BZ} \Theta(\Re\{G(k, \omega = 0, x)\}) \quad \text{(A.1)}
\]

where \( \Theta \) is the Heaviside function and \( x \) is the percent of hole doping.

Appendix B. Computation of Raman spectra

The Raman response, \( \chi''(\Omega) \), is given by

\[
\chi''(\Omega) = \frac{\pi}{4} \sum_k (\gamma_k^\eta)^2 \int_{-\infty}^{\infty} d\omega [f(\omega) - f(\omega + \Omega)] \\
\times [A(k, \omega)A(k, \omega + \Omega)], \quad \text{(B.1)}
\]

where \( \eta \) is the choice of vertex B1g or B2g and \( f(\omega) \) is the Fermi function, which we evaluate in the \( T \to 0 \) limit. The vertex amplitude, \( (\gamma_k^\eta)^2 \), can be determined from the electronic energy dispersion, [55] such that

\[
\gamma_k^{B1g} = \frac{\partial^2 \epsilon_k^C}{\partial k_x^2} - \frac{\partial^2 \epsilon_k^C}{\partial k_y^2}, \quad \text{(B.2)}
\]

\[
\gamma_k^{B2g} = \frac{\partial^2 \epsilon_k^C}{\partial k_x \partial k_y}. \quad \text{(B.3)}
\]

Throughout this work we employ an elastic scattering rate of \( \Gamma = 0.04t_0 \) to give width to the low energy Drude response.
References

[1] Timusk T and Statt B 1999 Rep. Prog. Phys. 62 61
[2] Kohsaka Y, Hanaguri T, Azuma M, Takano M, Davis J C and Takagi H 2012 Nat. Phys. 8 534
[3] Valla T, Fedorov A V, Lee J, Davis J C and Gu G D 2006 Science 314 1914
[4] Gull E andMillis A J 2012 Phys. Rev. B 86 241106(R)
[5] LeBlanc J P F and Gull E 2013 Phys. Rev. B 88 155108
[6] Varma C 2010 Nature 468 184
[7] Lee P A, Nagaosa N and Wen X-G 2006 Rev. Mod. Phys. 78 17
[8] Ogata M and Fukuyama H 2008 Rep. Prog. Phys. 71 036501
[9] Yang K-Y, Rice T M and Zhang F-C 2006 Rev. Mod. Phys. 78 17
[10] Ogata M and Fukuyama H 2008 Rep. Prog. Phys. 71 036501
[45] Borne A J H, Carbotte J P and Nicol E J 2010 Phys. Rev. B 82 024521
[46] Storey J G, Tallon J L and Williams G V M 2013 Europhys. Lett 102 37006
[47] Pushp A, Parker C V, Pasupathy A N, Gomes K K, Ono S, Wen J, Xu Z, Gu G and Yazdani A 2009 Science 324 1689
[48] Carbotte J P, Nicol E J and Sharapov S G 2010 Phys. Rev. B 81 045419
[49] Fischer Ø, Kugler M, Maggio-Aprile I and Berthod C 2007 Rev. Mod. Phys. 79 353
[50] Gabovich A M and Voitenko A I 2013 arXiv:1312.6825
[51] Hanaguri T, Lupien C, Kohsaka Y, Lee D-H, Azuma M, Takano M, Takagi H and Davis J 2004 Nature 430 1001
[52] Vollhardt D 1984 Rev. Mod. Phys. 56 99
[53] Gutzwiller M C 1963 Phys. Rev. Lett. 10 159
[54] Qi Y and Sachdev S 2010 Phys. Rev. B 81 115129
[55] Devereaux T P and Hackl R 2007 Rev. Mod. Phys. 79 175