Korean fog probability retrieval using remote sensing combined with machine-learning
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ABSTRACT
Fog is a phenomenon that occurs very close to the ground or sea level, and when detected by satellite, it is difficult to distinguish it from the low-level cloud. Logistic regression can help identify the false detection of the low-level cloud as fog and improve the accuracy of fog detection. In this study, a Korean fog detection algorithm was developed by using a machine learning-based logistic regression model (LRM) at three time points throughout the day (daytime, nighttime, and dawn/dusk) according to the solar zenith angle. The visible reflectance (Ref) and infrared brightness temperature (BT) of Himawari-8, solar zenith angle, land/sea mask, digital elevation angle, clear-sky Ref, and clear-sky BT excluding cloud pixels, from 2017 to 2018, were used as training data. The model was constructed by selecting variables with high correlation with the target data through a stepwise elimination method among input data having independent relationships between variables. Cross-validation using test data (20% of training data) contributed to the optimization of LRM. The fog detection performance of LRM confirmed by cross-validation has a stability of 83%-94% with high accuracy. For quantitative validation in 2019 using a 3 × 3-pixel validation method, the average probability of detection (POD) in the spring was 0.89–0.92, while the false alarm rate (FAR) was 0.39–0.41; in autumn, the POD was 0.9–0.97 and FAR was 0.29–0.4. The sophistication of the threshold between fog and non-fog can affect the performance improvement of the model. Further evaluation of the fog detection accuracy confirmed the reliability of the fog probability based on the stepwise probability. Satellite images enabled quantitative comparisons and validation of the proposed method; the results indicate that the approach is stable, reliable, and accurate. LRM fog detection will contribute to the Korean fog detection forecast with high performance, while the machine learning method used to build LRM can improve the performance of other meteorological forecast systems.

1. Introduction
The deterioration of horizontal visibility caused by fog often results in land and sea traffic accidents around the Korean Peninsula, causing significant economic losses. The combination of fog and dust threatens human health and degrades the quality of life. Fog is classified based on the complex topography and fog generation mechanism (Lee et al. 2010; Won et al. 2000; Heo and Ha 2004). Ground-level observational data have been essential for forecasting and analyzing fog events; however, their use is limited as observational data over the sea at ground level are scarce and infrequent. Thus, the ground observation data that can be used to monitor fog events continuously and simultaneously on the Korean Peninsula are limited. Notably, geostationary-orbit satellites have become the most efficient way to provide data for real-time fog monitoring over the Korean Peninsula. Various technologies for fog detection have been developed using satellite data (Ahn, Sohn, and Hwang 2003; Yoo et al. 2006, 2010; Lee, Chung, and Ou 2011). Fog can be mainly detected by estimating cloud altitudes through the visible (VIS) channel during the daytime and the infrared (IR) channel at night; however, it is difficult to obtain the altitude when the temperature difference between the ground and clouds is extremely minimal (Ernst 1975; Eyre, Brownscombe, and Allam 1984). For nighttime fog detection, the dual-channel difference method (Eyre, Brownscombe, and Allam 1984) is typically used. Specifically, fog can be detected based on the
difference in brightness temperature between the shortwave infrared (SWIR: 3.9 μm) and IR(10.4 μm) wavelengths. In mid- and high-level clouds at night, the emissivity of the 3.9 μm channel is greater than that of the 10.4 μm channel, whereas in fog, the emissivity of the 3.9 μm channel is lower than that of the 10.4 μm channel; thus, it is easier to distinguish fog (low-level clouds) at night (Ellord 1995; Lee, Turk, and Richardson 1997; Wetzel, Borys, and Xu 1996). The Communications, Ocean, and Meteorological Satellite (COMS), a geostationary satellite that launched in June 2010, provided fog detection images every 15 min over the Korean Peninsula until the end of its mission in March 2020; overall, its fog detection rate has been favorable, excluding the false detection of low-level clouds and brief discontinuities at dawn and dusk (Lee, Chung, and Ou 2011). Various methods and techniques for fog detection have been developed using COMS data. For instance, Suh et al. (2017) developed a fog detection method using optical textures measured with the normalized local standard deviations of the IR1 and VIS channels. Yang et al. (2019) suggested a method to detect low stratus clouds and fog at dawn using data from two geostationary orbital satellites (COMS and Chinese Feng Yun).

Additionally, the recent development of geostationary satellites with advanced optical sensors capable of observing high-resolution multi-channels presents an opportunity to increase the accuracy of fog detection. Since the Himawari-8 satellite was launched in Japan in 2015, 16-channel data at 2 km resolution observed by the Advanced Himawari-8 Imager (AHI) have been accumulated and are provided by the National Meteorological Satellite Center (NMSC) in near real time for the Korean Peninsula. More recently, the Geo-Kompsat-2A (GK-2A) equipped with a next-generation COMS – the Advanced Meteorological Imager – was launched in Korea. Since completing an experimental phase, 16 channels of GK-2A have provided various meteorological outputs observed at 2 min intervals over the Korean Peninsula. In preparation for the release of the GK-2A outputs, several studies related to fog detection have been performed using data from the Himawari-8 satellite, which has optical properties similar to that of GK-2A. Utilizing Himawari-8 data, Han, Kim, and Suh (2017) presented a daytime fog detection method using the normalized albedo and local standard deviation and applying the differences between the sea-surface temperature and fog-top temperature to differentiate fog from low clouds. Kim et al. (2019) performed nighttime fog detection using Himawari-8 satellite data and found that the average probability of detection (POD) was 0.64 (0.24–0.89) and the average false alarm rate (FAR) was 0.56 (0.33–0.71), where both quantities varied with the fog intensity and weather conditions.

Others have attempted to address the challenges of natural phenomena such as weather, agriculture, and forests – all of which have several unpredictable variables – through machine learning using high-performance computers (Dengin and Yang 2010; Rasouli, Hsieh, and Cannon 2012; Cramer et al. 2017; Lee et al. 2017; Sokolov et al. 2020; Berndt et al. 2019). There have been several attempts to develop fog detection technology by combining satellite data and machine learning methods related to fog. Kim et al. (2020) developed a marine fog detection method based on the decision tree method using Geostationary Ocean Color Imager observations with Himawari-8 satellite data. Recently, the GOES-R Algorithm Working Group developed a method of determining hazardous low cloud probabilities using a naive Bayesian classifier by combining satellite data with numerical weather prediction (NWP) models, sea surface temperature (SST) analysis, and other data sets (e.g. digital surface elevation, surface emissivity, and surface-type maps) (Calvert et al. 2017).

In satellite remote sensing, the false detection rate is inevitably high due to the low-level clouds, haze, and mist, which are optically very similar to fog. Addressing these problems is challenging with the channel emission rate threshold of the satellite, and false detection rate reduction is therefore required. However, machine learning has the advantage of being able to detect fog by statistically finding the relationships between the multi-channel variables and fog, and continuously expand variables related to fog. In particular, logistic regression, which is a type of learned based on supervised learning, is suitable for categorical data and is very useful for distinguishing between fog and non-fog in satellite images since the probability of fog is calculated as a probability ranging from 0 to 1. In this study, three fog detection models, day, night, and dawn/dusk, were developed using logistic regression-based machine learning and Himawari-8 satellite data. Before developing the
machine learning-based fog detection algorithm, we developed a Fog Probability Index (FPI) with fog detection algorithm using the Himawari-8 data. The previously developed fog detection algorithm can also detect fog with a reflectivity of 0.64 μm (VIS) during the day and with brightness temperature differences (BTD: 3.9–11.2 μm) at night. The key aspect of the FPI is that it calculates the fog probability based on three-dimensional (3D) linear discriminant analysis (LDA) for the three BTDs (10.4–11.2, 11.2–12.4, 12.4–13.3 μm) most closely related to the fog probability. The FPI is classified as high (FPI < −2.5, red), moderate (−2.5 < FPI < 0, orange), or low (FPI > 0, yellow) to reflect the possibility of fog on the ground. However, the FPI does not provide fog probabilities at a detailed step, and the false detection rate remains higher than expected with regard to the detection of haze and mist as fog. Therefore, it is necessary to improve the FPI so that it can provide detailed fog information with high accuracy and eliminate the false detection of low-level clouds as fog in moderate fog conditions.

Rather than improving the FPI by updating the LDA discriminant coefficient and probability level thresholds, we developed the LRM proposed herein for fog detection. Our approach utilizes machine learning to detect fog accurately with a step-by-step probability. Hereafter, we demonstrate the advantages of the fog detection LRM over the existing algorithm in terms of its ability to provide fog probabilities with improved accuracy.

Section 2 describes the study area, data used, Himawari-8, Korea Meteorological Administration (KMA) Automatic Weather Station (AWS) visibility, and details regarding pre-processing methodologies, logistic regression, and ROC curve test. Section 3 includes the results of quantitative and qualitative validation of LRM along with case analysis. LRM model performance and limitation are discussed in Section 4. Lastly, a summary and the conclusions are presented in Section 5.

2. Materials and methods

2.1. Study area

Figure 1 indicates the study area with the locations of in-situ measurements (KAM AWS). As shown in Figure 1, the AWSs are mostly located on land. The image of LRM fog detection in the same format as Figure 1 corresponds to 900 × 900 pixels in 2 km, where the center latitude and longitude correspond to 38 °N and 126.5 °E, respectively. For input data training, the Himawari-8 satellite data of 2 km resolution were matched to the closest data obtained from ground observations at 232 sites in 1 h intervals. Although the satellite data have channel information for the entire Korean peninsula, as shown in Figure 1, most of the ground observation data are distributed over land, therefore, the training data were limited to those corresponding to land. In this study, the fog performance was verified in these two seasons because fog mainly occurs in spring and autumn in Korea. In addition, in address the shortage of direct observation data from the sea, a machine learning-based fog detection algorithm was developed using satellite data. After explaining the data and methods in this section, Section 3 will present the results in detail.

2.2. Data

2.2.1. Himawari-8

Himawari-8 is a geostationary orbiting satellite operated by the Japan Meteorological Agency and equipped with AHI optical sensors to observe 16 bands; the spatial resolution is 0.5 or 1 km for the VIS and near-IR (NIR) bands and 2 km for the IR bands. The AHI band of Himawari-8 observes three VIS bands (0.47, 0.51, and 0.64 μm) and 13 IR bands (6.2, 6.9, 7.3, 8.6, 9.6, 10.4, 11.2, 12.4, and 13.3 μm), including NIR (0.86, 1.6, and 2.3 μm) and SWIR (3.9 μm). Table 1 shows the band information about the Himawari-8 satellites. The observation area of Himawari-8 is provided as a full disk and five observation areas (Calvert et al. 2017). As the Himawari-8 satellite has accumulated multi-channel data since its launch in 2015, its data are suitable as training data for machine learning because they contain multiple long-term input variables. As Himawari-8 satellites observe the Korean Peninsula with channel information corresponding to bands similar to those of GK-2A, the successor to COMS-1, the machine learning-based fog detection model developed in this study could be replaced and developed by using GK-2A data. We analyzed the characteristics of the channels observed by the Himawari-8 satellite and set a threshold to distinguish fog from other clouds and yellow dust (Section 2.3.1).
2.2.2. **KMA AWS visibility**

The KMA built a visibility and present weather system on AWS in 2009 for fog and visibility observations. Visibility, which had been assessed only with the naked eye, has been observed since 2017 by performing verification, whereas in the case of present weather, data for only 22 points are provided by naked-eye observation. The AWSs can objectively analyze the present weather, such as visibility, temperature, dew point, wind speed, and rain versus snow, but the precision of meteorological phenomenon observations differs depending on the sophistication of the instruments and algorithms included in the equipment. The quality of the AWSs has been verified and reported by the KMA based on the present weather observed by the naked eye at 22 stations. The accuracy of the present weather was reported to be as high as 97.8% in the case of fog from January to November 2017, although the accuracy differed for each piece of observation equipment (Jeon 2017; Lee et al. 2019). In the Republic of Korea, the AWS system has 494 ground-level stations, and the related Automatic Surface Observation System has 96 locations. Among them, 232 of the stations measure the horizontal visibility and provide the present weather.

The visibility measured directly with a visibility meter built on an AWS has relatively high accuracy and has been used to validate data from other radar,
satellites, or numerical models. The AWS categorizes the horizontal visibility, measured with a backscattering millimeter sensor, into the following categories: 0–1 km for fog (with 0–200 m being thick fog) and 1–10 km for mist and haze. Humidity > 80% is classified as fog, while that < 75% is mist and haze. The present weather discriminant of the system of visibility/present weather uses the decision algorithm of the manufacturer, and the detailed method is not disclosed (Lee et al. 2019). Haze or mist that is easy to mistake for fog is classified differently according to the visibility and humidity conditions. Haze is a phenomenon in which visibility is hindered by dust or smoke in the air, and mist, which occurs through the same mechanism as fog, is the phenomenon in which very small water droplets and moist hygroscopic particles float in the air but visibility is more than 1 km. Lee and Suh (2018) also reported that the accuracy of the visibility reports is 96%–97%, as verified by 21 naked-eye observations of radiation and advection fog cases in 2016. They also showed that the visibility meters observe fog more often than the naked eye, with 1.2%–1.8% bias.

Along with visibility, a vital and commonly used parameter to identify fog is the relative humidity threshold (Sokolov et al. 2020; Doyle and Dorling 2002; Ding and Liu 2014; Liu et al. 2012). The KMA AWS visibility has an average relative humidity of 97.4% for 21 radiation and advection fog events in 2016, with the highest visibility accuracy occurring when the relative humidity was > 88% (Lee and Suh 2018). Thus, we used the visibility (< 1 km) and humidity conditions (> 90%) for the target value. In this study, to control the visibility quality, the minimum values calculated in 10 min intervals were used to exclude large values that were incorrectly measured due to temporary equipment errors in the visibility system.

2.3. Methodology

2.3.1 Pre-processing of input data

Figure 2 shows a flow chart of the entire process of constructing a machine learning model based on logistic regression, including the pre-processing of the input data. The sequence of the machine learning-based fog detection algorithm is as depicted in Figure 2. The input data are the training data, which are mainly based on the Himawari-8 satellite channel data, and the ground observation data, which are the target data, are matched with respect to time and space in 1 h intervals during the period from 2017 to 2018. Next, after removing the cloud pixels through the cloud removal process, the input data were divided into day, night, and dawn/dusk according to

![Figure 2. Fog probability retrieval model algorithm based on machine learning.](image-url)
the solar zenith angle (SZA) to construct each LRM model. At this stage, each model was randomly divided into training data and test data without duplication, and initial verification was performed on the model built based on the test data. After model building, ROC analysis was performed for the same period as that corresponding to the training data, from 2017 to 2018, to set the boundary value of the probability of distinguishing between fog and non-fog. After the model had been optimized and thresholds had been set, the fog detection algorithm was completed. After that, a model was selected for the new period data based on the SZA, and the fog probability was finally calculated according to the selected model. The calculated probability value between 0 and 1 was divided into fog and non-fog based on the set threshold. The machine learning-based fog detection algorithm is described below and further in sections 2.3.2 and 2.3.3.

We generated the training data by matching the Himawari-8 channel input data with 2 km spatial resolution in terms of time and space to the closest pixel selected among the 232 points from which the AWS target data were obtained. The input data used for training were as follows: Himawari-8 VIS (0.46, 0.51, and 0.64 μm) and NIR (0.86 and 1.6 μm) reflectance, IR (3.9, 8.6, 9.6, 10.4, 11.2, 12.4, and 13.3 μm) BT, SZA, land-sea mask (LSM), altitude of digital elevation model (DEM), normalized reflectance (NRef) (0.46, 0.51, 0.64, 0.86, and 1.6 μm), clear-sky reflectance (CSRef), and clear-sky BT. The Digital Elevation Model (DEM) is used to calculate the altitude, slope, and aspect of the terrain using remote sensing techniques (Jee et al. 2019). The reflectivity and BT for the clear-sky for 900 × 900 pixels were calculated every 10 min using the 15-day minimum reflectivity and maximum BTs of 0.64 μm and 10.4 μm, respectively. As the VIS channel reflectance has high variability due to the orbit and rotation period of the Earth, normalization of the VIS channel reflectance is required to achieve stable daytime fog detection. The normalization operator equation for the VIS channel reflectance (Yang et al. 2017) is as follows:

\[
1/F = 24.35/2 \cos(SZA) + \sqrt{498.5225(\cos(SZA))^2 + 1}
\]  

An NRef of 0.64 μm in the fog area appears around 10%–65%. Even when the NRef is applied, the maximum and minimum values differ slightly depending on the season, hence we attempted to minimize the false detection rate using the difference between the NRef and normalized CSRef. The BT and CSRef for 900 × 900 pixels were estimated as the minimum Ref (0.64 μm) and maximum BT (11.2 μm) for 15 days using Himawari-8 and were used on-time data among the data calculated every 10 min. In the case of the daytime model, all variables were used, but the VIS channel and DEM variables were excluded from the nighttime and dawn/dusk models, and the SWIR channel was also excluded from the dawn/dusk model. These items were excluded because the 3.9 μm channel emissivity is added to the ground reflectance by sunlight during the daytime. We also used the major BTDs (3.9–11.2, 10.4–11.2, 11.2–12.4, 12.4–13.3, and 11.2–8.6 μm) as input variables. These training variables were utilized again as input data after the model had been built. The training period was from 2017 to 2018, and the data were obtained in 1 h intervals. The training data were used after removing cloud and dust pixels by setting the BTD thresholds in Table 2 based on the Himawari-8 channel analysis. Satellite-based remote sensing requires high sensitivity to distinguish between low clouds and fog, making cloud removal a very important process for fog detection.

In this study, we constructed a cloud removal method by investigating and analyzing the characteristics of the AHI band of the Himawari-8 satellite as follows. The BTD between the 10.4 and 11.2 μm channels, which is the atmospheric window, can be used to distinguish between the area in which water droplets are distributed in the low-level cloud, including fog, and the upper clouds. We found that the BTD between 10.4 and 11.2 μm appears to be negative (−) for fog or low-level clouds, positive (+) for high-level clouds, and zero for clear skies. Figure 3a shows the BTD between the 10.4 and 11.2 μm channels at 1100 Korean Standard Time (KST) on 19 April 2019. Figures 3c and 3e respectively provide the COMS-1 Cloud Top Height (CTH) and an RGB fog image. The CTH and RGB fog image show that fog occurs on the

| BTD | Cutoff value | Explanation |
|-----|--------------|-------------|
| Ch.13–14(10.4–11.2 μm) | <0.5 K | low-level cloud removal |
| Ch.14–15(11.2–12.4 μm) | >0.5 K, <3.5 K | dust removal |
| Ch.15–16(12.4–13.3 μm) | >8.5 K | mid-level cloud detection |
| Ch.14–11(11.2–8.6 μm) | >1.4 K, <4.5 K | cirrus detection |
west coast and inland north. The BTD between the 10.4 and 11.2 μm channels is red (+) in upper middle clouds and blue (-) in the fog and low-level clouds. Next, for the CO₂ channel (13.3 μm), which peaks at 900 hPa (Li and Shibata 2006), the BTD between the window channel (12.4 μm) and the CO₂ channel decreases as the cloud height increases. Therefore, we could easily remove the middle and upper-level cloud pixels by finding statistically appropriate thresholds of the BTD between the CO₂ and water vapor channels. In addition, we found that the BTD between the 12.2 and 13.3 μm channels is typically lower than 7 K for low clouds and greater than 12 K for fog and has a linear correlation with the cloud altitude. The 10.4–11.2 BTD in Figure 3a is negative for both fog and low-level clouds, whereas the 12.2–13.3 BTD in Figure 3b distinguishes between fog and low-level clouds. In the 12.2–13.3 BTD, fog corresponds to values greater than 11 K, with a dark orange color, whereas the low-level clouds appear mostly in light green, with values of 9 K or less. Next, we found that the BTD between the 8.6 and 11.2 μm channels can clearly distinguish fog given that the BTDs are less than 1 K in cirrus clouds and that the 8.6 μm channel is sensitive to cirrus clouds, making such clouds easily removable. At 1000 KST on 24 September 2019, the upper middle clouds can be confirmed in the GK-2A 0.64 VIS channel (Figure 3f), and the upper middle clouds are clearly distinguished by less than 1 K in BTD (Figure 3e). Generally, as the reflectance of the VIS channel of yellow dust in the daytime is similar to that of fog, it is necessary to remove yellow dust for fog detection. It is possible to distinguish between yellow dust and fog using the 11.2 and 12.4 μm channels; this phenomenon is related to the optical thickness. At 0900 KST on 29 October 2019, the GK-2A Dust output (Figure 3h) indicated yellow dust (dark yellow) in the south of China, and the BTD (Figure 3g) was less than −0.4 K (dark blue) in the yellow dust area. On the other hand, the fog appeared above 0 K (pale blue) on the land of the Korean Peninsula.

We additionally analyzed the cloud removal performance. Under the cloud removal conditions used for training, it is possible that the low-level clouds were not properly removed by applying as large of a threshold as possible to minimize the possibility of fog being included when removing the low-level clouds. In order to remove the low-level clouds more clearly, the threshold can be reduced as much as possible while not removing the fog. At this time, if the boundary value of BTDch,13–14 is changed from 0.5 to −0.2 and that of BTDch,15–16 is changed from 8.5 to 11.6, the low-level clouds can be more completely removed than under the previous conditions. Therefore, we compared and analyzed the performance achievable using cloud removal condition 1 for training and subsequently cloud removal condition 2 (Table 3). The verification period was evaluated by dividing it into day, night, and dawn/dusk in March and September of 2019. The results confirmed that

Figure 3. Distribution of BTD between 10.4 μm and 11.2 μm (a), 12.4 μm and 13.3 μm (b), 11.2 μm and 8.6 μm (e), and 11.2 μm and 12.4 μm (g). COMS CTH (c), fog RG (d) and GK-2A VIS 0.64 μm (f), and dust/aerosol (h). Figure 3a–d correspond to 0300 KST on 19 April 2019; Figures 3e and 3f correspond to 1000 KST on 24 September 2019; Figures 3g and 3h correspond to 0900 KST on October 29.
50% and 80% of the cloud area was removed when cloud detection conditions 1 and 2 were used, respectively. Therefore, condition 2 yielded 20%–40% higher performance than condition 1, and its false detection rate was not significantly different from that of condition 1. Thus, in order not to miss the fog pixels as much as possible, the fog probabilities were calculated using the model trained on the input data from which the clouds were removed according to condition 1, but condition 2 was used when removing the clouds after producing the LRM fog detection probability.

2.3.2. Logistic regression

Logistic regression is a statistical method used to predict the likelihood of an event through a linear combination of independent variables. It is also a probability model that presents the relationship between the target data and independent variables as a specific function. In some ways, logistic regression is similar to linear regression, which describes the target data as a linear combination of independent variables; however, in a logistic model, the target variable is a categorical variable such as a specific factor and dividing categorical data by 0 or 1 is not appropriate for linear regression. Theoretically, an LRM can be created through logit transformations of the odds. Conceptually, the odds refer to the ratio of the probability that a random event will occur to the probability that it will not occur. In general, logistic regression refers to a binominal problem with dependent variables (i.e. two valid categories). There are also multinomial (or polynomial) logistic regressions in which a feature having two (or more) groups is the target.

In order to build the LRM, we changed the target variable with visibility and humidity conditions to a factor of 0 (clear sky) or 1 (fog) and randomly divided the training and testing data according to an 8:2 ratio. Conventionally, 70%–80% of the data are used for training in machine learning, with the remainder used for testing. We changed the ratio several times and chose to apply the 8:2 ratio for the model construction after finding that it yielded the highest accuracy. In order to select the best model, we performed cross-validation (CV) 20 times in the process of constructing and verifying the model through step-by-step elimination of variables for the training and testing data randomly extracted according to the 8:2 ratio. The model with the highest AUC and R² was selected as the best model. Here, R² is the standardized value of the mean square error (MSE) as the coefficient of determination. In order to train a regression model, the MSE is useful when comparing other regression models in CV. The R² and the MSE are as follow. Here, the total sum of squares (SST) is a measure of the total sample variance.

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \tag{2}
\]

\[
R^2 = 1 - \frac{MSE}{SST}, SST = \frac{1}{n} \sum_{i=1}^{n} (y_i - \mu)^2 \tag{3}
\]

In this CV process, the AUC had almost identical performance, confirming the stability of the model (Table 4). The AUC test results also confirm that the training model has high accuracy (Table 4). The AUC of a receiver operating characteristic (ROC) curve is a measure of the accuracy of a quantitative diagnostic test (DeLong, DeLong, and Clarke-Pearson 1988). We also investigated the impact of changing the fog to non-fog (clear-sky) ratio on the AUC when iteratively training the input variable of the training data on the target value. At this time, the accuracy of the training data was verified. We confirmed that a 1:1 ratio yielded extremely high accuracy and could reduce

| Table 3. Performance achieved under various cloud removal conditions for spring and autumn of 2019. |
|---------------------------------------------------------------|
| **Validation of Cloud Removal** |
| **Condition 1** | **Condition 2** |
| Model | Season | Hit | Miss | CN | POD | FAR | TS | Count | **Hit** | **Miss** | CN | POD | FAR | TS |
| Day | Spring | 13968 | 392 | 11869 | 257 | 0.54 | 0.03 | 0.53 | 8114 | 21479 | 563 | 4358 | 86 | 0.83 | 0.03 | 0.81 | 8114 |
| Autumn | 12909 | 636 | 8436 | 393 | 0.6 | 0.05 | 0.59 | 8417 | 19041 | 892 | 2304 | 137 | 0.89 | 0.04 | 0.86 | 8417 |
| Night | Spring | 1287 | 38 | 1569 | 51 | 0.45 | 0.03 | 0.44 | 1036 | 2330 | 69 | 526 | 20 | 0.82 | 0.03 | 0.8 | 1036 |
| Autumn | 1180 | 58 | 1315 | 109 | 0.47 | 0.05 | 0.46 | 527 | 2043 | 99 | 452 | 68 | 0.82 | 0.05 | 0.79 | 527 |
| Dawn/Dusk | Spring | 10775 | 352 | 12741 | 501 | 0.46 | 0.03 | 0.45 | 9350 | 19256 | 675 | 4260 | 178 | 0.82 | 0.03 | 0.8 | 9350 |
| Autumn | 13514 | 645 | 14188 | 842 | 0.49 | 0.05 | 0.48 | 8931 | 22834 | 1075 | 4668 | 412 | 0.82 | 0.04 | 0.79 | 8931 |

CN: corrective negative, POD: probability of detection, FAR: false alarm ratio, TS: threat score, POFD: probability of false detection
the training time. To create a 1:1 ratio, we performed downweight selection (i.e. choosing non-fog pixel data fitted to the number of fog pixels) rather than up-sampling in order to save time and achieve the same quality. In this study, we divided the input data by the SZA to construct three LRM models for the three-time sectors: day (SZA ≤ 83°), night (SZA > 90°), and dawn/dusk (83° < SZA ≤ 90°). The numbers of data points (pixels) for the training period were 13,160 in the daytime model, 39,880 in the nighttime model, and 5,758 in the dawn/dusk model.

After the model had been built, its characteristics, such as estimations, standard errors, z-statistics, and p-values, were confirmed. The p-value represents statistical significance when it is less than 0.05, and a small p-value indicates greater predictive power. To build an optimal model, we applied stepwise elimination to remove or add variables. This stepwise elimination method was utilized to construct a model with variables that had high correlations with the target variables. Table 5 summarizes the characteristics of the final daytime model constructed by stepwise variable elimination, shows the significance of predictor variables as well as the coefficients, standard errors, chi-squares, and significance for the selected variables. Here, chi-square is used for two or more variables; the two variables are independent and show authenticity. Significance identifies the correlation with the target data and is determined by < 0.001, < 0.01, < 0.05, or < 0.1, based on the chi-square. When the Chai-square is < 0.05, the correlation is high, and therefore these variables are selected for model construction. In this way, the three LRMs were constructed; Table 6 shows the variables and coefficients for each constructed model.

### Table 4. Cross-validation of LRM outputs (∗20) to confirm the stability of the model.

| Step | Day AUC | Day R² | Night AUC | Night R² | Dawn/Dusk AUC | Dawn/Dusk R² |
|------|---------|--------|-----------|----------|----------------|-------------|
| 1    | 0.902   | 0.619  | 0.841     | 0.419    | 0.859          | 0.457       |
| 2    | 0.900   | 0.623  | 0.837     | 0.421    | 0.842          | 0.470       |
| 3    | 0.904   | 0.620  | 0.840     | 0.42     | 0.841          | 0.467       |
| 4    | 0.906   | 0.619  | 0.839     | 0.42     | 0.850          | 0.463       |
| 5    | 0.905   | 0.620  | 0.842     | 0.419    | 0.846          | 0.464       |
| 6    | 0.905   | 0.620  | 0.840     | 0.42     | 0.858          | 0.482       |
| 7    | 0.902   | 0.622  | 0.846     | 0.415    | 0.844          | 0.466       |
| 8    | 0.906   | 0.619  | 0.842     | 0.418    | 0.862          | 0.455       |
| 9    | 0.912   | 0.615  | 0.845     | 0.417    | 0.847          | 0.466       |
| 10   | 0.903   | 0.621  | 0.848     | 0.415    | 0.874          | 0.447       |
| 11   | 0.910   | 0.616  | 0.834     | 0.412    | 0.838          | 0.472       |
| 12   | 0.906   | 0.619  | 0.839     | 0.409    | 0.863          | 0.453       |
| 13   | 0.908   | 0.617  | 0.836     | 0.41     | 0.861          | 0.456       |
| 14   | 0.909   | 0.617  | 0.843     | 0.406    | 0.838          | 0.470       |
| 15   | 0.908   | 0.619  | 0.838     | 0.409    | 0.862          | 0.455       |
| 16   | 0.907   | 0.618  | 0.838     | 0.409    | 0.864          | 0.455       |
| 17   | 0.899   | 0.623  | 0.839     | 0.41     | 0.853          | 0.459       |
| 18   | 0.905   | 0.62   | 0.837     | 0.408    | 0.862          | 0.453       |
| 19   | 0.912   | 0.616  | 0.839     | 0.408    | 0.853          | 0.460       |
| 20   | 0.904   | 0.62   | 0.834     | 0.412    | 0.851          | 0.460       |

AUC: area under the curve, R²: coefficient of determination

### Table 5. Significance of predictor variables in the logistic regression for daytime model.

| Variable | Estimate | Std. Error | Chi-Square | P(>Chi-Square) |
|----------|----------|------------|------------|----------------|
| Intercept| -1.907   | 0.045      | -42.730    | <2E-16         |
| LSMASK   | -0.077   | 0.026      | -2.936     | 0.00333        |
| SZA      | 0.407    | 0.049      | 8.290      | <2E-16         |
| CSTB     | -1.098   | 0.054      | -20.345    | <2E-16         |
| NALB01   | 0.500    | 0.102      | 4.998      | 5.79E-7        |
| NALB02   | -0.226   | 0.118      | -1.914     | 0.05558        |
| NALB03   | 0.325    | 0.102      | 3.175      | 0.0015         |
| DALB05   | -0.186   | 0.045      | -4.117     | 3.83E-5        |
| B07      | -0.241   | 0.078      | -3.111     | 0.00186        |
| B11      | -13.835  | 0.644      | -21.467    | <2E-16         |
| B13      | 13.356   | 1.286      | 10.385     | <2E-16         |
| B14      | -9.733   | 1.625      | -5.988     | 2.12E-09       |
| B15      | 5.620    | 0.663      | 8.470      | <2E-16         |
| B16      | 1.213    | 0.107      | 1.131      | <2E-16         |
| DEM      | 0.071    | 0.025      | 2.856      | 0.00428        |

Significance code: **** (0.001 ≤ P < 0.0001), ***(0.001 ≤ P < 0.01), ***(0.01 ≤ P < 0.05), ***(P > 0.05)
Table 6. Parameters and variables used in each model.

| Variables | Day | Night | Dawn/Dusk |
|-----------|-----|-------|------------|
| LSMAK     | Const. | –1.907 | Const. | –0.821 | Const. | –1.021 |
| SZA       | –0.777 | LSMAK | 0.057 | SZA | –0.108 |
| CSTB      | –0.075 | CSTB | 0.040 | BT | –226.22 |
| Ref       | 0.508 | BT1.9 | –83.539 | BT10.4 | 492.849 |
| Refi      | –0.226 | BT6.6 | 103.741 | B11.2 | –275.246 |
| Ref1      | 0.325 | BT9.6 | 0.659 | BT13.3 | 46.538 |
| Refii     | –0.186 | BT10.4 | 112.978 | BTD10.4–11.2 | 0.071 |
| Refi1     | –0.241 | BT12.4 | –174.853 | BTD12.4–13.3 | 12.146 |
| Refi2     | –13.835 | BT13.3 | 33.292 | BTD11.2–8.6 | –11.829 |
| BT        | 13.366 | BTD13.1–11.2 | 15.238 |
| BTi       | –9.733 | BTD10.4–11.2 | –3.544 |
| BTi1      | 5.62 | BTD12.4–13.3 | 8.756 |
| BTi2      | 5.306 | BTD11.2–12.4 | –13.836 |
| DEM       | 0.071 | BTD11.2–8.6 | 5.973 |

LSMAK: Land and Sea mask, SZA: Solar Zenith Angle, CSTB: Clear-sky Brightness Temperature, NRef: Normalized Reflectance, BT: Brightness Temperature, DE: Digital Elevation Angle

within each season. Figure 4 displays the ROC curves and cutoff values of each model for the entire 2017–2018 period, and Table 7 summarizes the monthly cutoff values. We confirmed that the accuracy was higher when the monthly cutoff value was used; therefore, verification was performed using the monthly cutoff value. To maximize the performance, the cutoff point of the POD versus POFD curve was determined by lowering the FAR (or POFD) to the maximum extent possible without causing the POD to drop significantly. The cutoff value is the probability at the point at which the curve meets the tangent line (inclination = 1). The accuracy of the daytime (nighttime, dawn/dusk) model was 0.87 (0.81, 0.85) for the POD and 0.19 (0.19, 0.26) for the FAR, averaged in the meteorological spring (March–May), and 0.9 (0.79, 0.93) for the POD and 0.21 (0.2, 0.25) for the FAR in autumn (September–November) based on the ROC test. Finally, the cutoff value was optimized using a tangent vector with a slope of 2.5 that could minimize the FAR by slightly lowering the POD in the ROC curve. The monthly cutoff value of each model was used for LRM verification, as presented in the next section.

3. Results

3.1. Quantitative validation

Fog on the Korean Peninsula is influenced by the topography, geography, and climate, and characteristically tends to occur along the mountains, seas, and coasts in spring and summer and occurs more frequently inland in autumn (Lee et al. 2004, 2010, 2018). We verified the fog detection capabilities of the LRMs in spring (March–May) and autumn (September–November), considering the fog characteristics of the Korean Peninsula. For verification, we matched the Himawari-8 input data with a resolution of 2 km to the pixel closest to the ground observation position every hour in 2019. For the ground observation data, which were the

Figure 4. Validation of LRMs using both training (black) and testing (red) data.
Table 7. Accuracy and cutoff value (inclination = 1) of probability of detection vs. probability of false detection in spring and autumn 2017–2018 for each model resulting from the receiver operating characteristic curve test.

|       | Daytime | Nighttime | Dawn/Dusk |
|-------|---------|-----------|-----------|
| Mar.  | POD     | 0.89      | 0.83      | 0.90      |
|       | POFD    | 0.15      | 0.16      | 0.20      |
|       | Cut-V   | 0.41      | 0.43      | 0.55      |
| Apr.  | POD     | 0.88      | 0.84      | 0.82      |
|       | POFD    | 0.13      | 0.21      | 0.22      |
|       | Cut-V   | 0.45      | 0.46      | 0.52      |
| May.  | POD     | 0.84      | 0.75      | 0.84      |
|       | POFD    | 0.27      | 0.20      | 0.35      |
|       | Cut-V   | 0.39      | 0.52      | 0.47      |
| Sep.  | POD     | 0.86      | 0.76      | 1.00      |
|       | POFD    | 0.22      | 0.21      | 0.30      |
|       | Cut-V   | 0.59      | 0.54      | 0.72      |
| Oct.  | POD     | 0.92      | 0.79      | 0.87      |
|       | POFD    | 0.21      | 0.21      | 0.28      |
|       | Cut-V   | 0.59      | 0.54      | 0.72      |
| Nov.  | POD     | 0.93      | 0.81      | 0.93      |
|       | POFD    | 0.20      | 0.18      | 0.18      |
|       | Cut-V   | 0.34      | 0.58      | 0.48      |

POD: probability of detection; POFD: probability of false detection; Cut-V: cutoff value

Table 8. Contingency table test for the validation of fog detection.

| Contingency | Satellite observations |
|-------------|------------------------|
|             | Yes | Hit (a) | Miss (c) | False alarm (b) | Corrective negative (d) |
| Groundobservations | Yes | Hit (a) | Miss (c) | False alarm (b) | Corrective negative (d) |

TS= A/(A+B+C)= Hit/(Hit + Miss + False)
POD= A/(A+C)= Hit/(Hit + Miss)
POFD= B/(B+D)= False/(False + C.N.)
FAR= B/(A+B)= False/(Hit + False)
PC= (A+D)/n= (Hit + C.N.)/n

target values, the conditions under which the visibility was less than 1 km and humidity was more than 90% were set as fog. Next, we adopted a contingency test using a 2 × 2 confusion matrix to validate the LRM (Table 6) (Marzban 1998). The contingency test included four categories: hit, false, miss, and corrective negative, depending on whether the observations and predictions matched each other (Table 8). In this study, the quantitative verification was performed by selecting the cases in which fog was detected from both the satellite and the ground in each scene of 900 × 900 pixels with central coordinates of 39°N latitude and 126.5°E longitude.

We compared the results of each model to measure quantitatively the improvement in fog detection achievable by our proposed machine learning-based LRM compared with FPI of the previously developed fog detection algorithm. Even though the previously developed fog detection algorithm generates hourly output, comparison was performed only for the daytime and nighttime models, as the FPI at dawn and dusk bases its detection on whether fog has been identified during the previous 5 h. In order to compare and verify the LRM and FPI, we matched the pixels of the satellite data closest to the ground observation data without considering the navigation error. The LRM (FPI) yielded an average POD of 0.82 (0.58) and an average FAR of 0.59 (0.64) during the daytime. During the nighttime, the LRM (FPI) produced an average POD of 0.72 (0.60) and an average FAR of 0.55 (0.66). The POD of the LRM was higher than that of the FPI, while the FAR tended to be lower. According to the average verification results for day and night, the LRM performs better than the FPI. The POD of LRM was higher than that of FPI by approximately 9–26% (Table 9). Additionally, the Himawari-8 (LRM) fog detection method achieves approximately 34–62% higher performance than that of COMS, with the FAR being 17–20% lesser from January to June of 2019 (Table 10).

The satellite pixel and ground observation position could be different points, or the ground station could be positioned across two satellite pixels. Thus, we adopted a 3 × 3-pixel validation method to minimize the navigation errors due to the difference in viewing angle between the satellite and ground observations (Cermak and Bendix 2011). The 3 × 3-pixel environment was classified as a hit if the satellite detected one or more fog pixels surrounding the ground station when the ground was fog-covered; if none of the satellite pixels caught the fog, it was considered a miss. Further, if the ground station pixel was not covered by fog but the satellite detected fog for all pixels, it was classified as a false alarm. Finally, if one or more satellite pixels did not detect fog, it was a corrective negative. Figure 5 illustrates this principle.

Using the 3 × 3 verification protocol, the performance of the LRM for the fog cases was investigated for each month in spring and autumn. Here, monthly verification was performed on scenes containing one or more pixels that detected fog by ground observation among the scenes obtained in 1 h intervals in 2019. The average POD, FAR, and TS in spring were
Table 9. Comparison of validation results between the LRM and FPI.

| Type | Comparison | LRM | FPI |
|------|------------|-----|-----|
|      | Month      | POD | FAR | TS | POD | FAR | TS |
| Day  | Spring     |     |     |    |     |     |    |
|      | Mar.       | 0.94| 0.47| 0.51| 0.59| 0.75| 0.18|
|      | Apr.       | 0.80| 0.65| 0.26| 0.49| 0.75| 0.14|
|      | May.       | 0.80| 0.56| 0.35| 0.69| 0.54| 0.33|
|      | Mean       | 0.85| 0.56| 0.37| 0.59| 0.68| 0.22|
| Autumn | Sep.      | 0.74| 0.58| 0.33| 0.65| 0.61| 0.24|
|      | Oct.       | 0.85| 0.67| 0.31| 0.59| 0.62| 0.28|
|      | Nov.       | 0.77| 0.61| 0.35| 0.44| 0.58| 0.24|
|      | Mean       | 0.79| 0.62| 0.33| 0.56| 0.60| 0.25|
| Night | Spring     |     |     |    |     |     |    |
|      | Mar.       | 0.72| 0.50| 0.37| 0.68| 0.68| 0.24|
|      | Apr.       | 0.78| 0.68| 0.28| 0.70| 0.75| 0.19|
|      | May.       | 0.64| 0.29| 0.52| 0.49| 0.57| 0.25|
|      | Mean       | 0.71| 0.49| 0.39| 0.62| 0.67| 0.23|
| Autumn | Sep.      | 0.66| 0.62| 0.30| 0.53| 0.67| 0.25|
|      | Oct.       | 0.67| 0.62| 0.32| 0.58| 0.69| 0.25|
|      | Nov.       | 0.83| 0.57| 0.39| 0.62| 0.57| 0.3 |
|      | Mean       | 0.72| 0.60| 0.34| 0.58| 0.64| 0.27|

LRM: logistic regression model, FPI: fog probability index, POD: probability of detection, FAR: false alarm ratio, TS: threat score, POFD: probability of false detection.

Table 10. Validation results of the COMS and LRM from Mar 1st to May 30th, 2019.

| Day (SZa<83') | Night (SZa > 89') |
|--------------|------------------|
| POD | FAR | TS | POFD | POD | FAR | TS | POFD |
| LRM | 0.85 | 0.37 | 0.31 | 0.71 | 0.49 | 0.39 |
| COMS | 0.23 | 0.10 | 0.23 | 0.37 | 0.69 | 0.37 |

LRM: logistic regression model, FPI: fog probability index, POD: probability of detection, FAR: false alarm ratio, TS: threat score, POFD: probability of false detection, COMS: Communications, Ocean, and Meteorological Satellite.

0.92, 0.29, and 0.64, respectively, during the day; 0.89, 0.41, and 0.51, respectively, during the night; 0.89, 0.39, and 0.54, respectively at dawn/dusk. In autumn, the average POD, FAR, and TS were 0.93, 0.4, and 0.58, respectively, during the day; 0.9, 0.36, and 0.59 during the night; and 0.97, 0.29, and 0.68 at dawn/dusk. In the validation results, we found a difference in seasonal performance, with higher performance in spring for the day model and in autumn for the night and dawn/dusk models based on the TS. We confirmed the reliability by decreasing the FAR as the probability increased step by step (see Section 4.2). For practical use, the FAR can be reduced by flexibly using the cutoff value boundary or by optimizing the boundary value by performing the ROC text using more data.

Next, we qualitatively compared the fog detection performance of GK-2A with LRM from September to November of 2019 (Table 12), and verified it using a 3 x 3-pixel verification method. GK-2A fog detection is currently being operated and used by NMSC for forecasting. Unlike COMS or Himawari-8(FPI) fog algorithm, GK-2A fog detection in the dawn/dusk period is calculated by adding newly created fog detection and the previous time fog detection. So, we compared the performance between LRM and GK-2A fog for the day, night, and dawn/dusk period, respectively (Table 12). Tables 11 and 12 show that the performances of LRM are slightly different when compared to FPI and compared to GK-2A because the data selected for each comparison object is slightly different. We found that LRM had significantly higher PODs and FARs than those of GK-2A, but the differences in PODs were higher than those in FARs between the LRM and GK-2A by approximately 10–50%; TSs were also higher in LRM. Overall, LRM has a better performance than that of GK-2A. These performance differences are the

Figure 5. Validation methodology for fog detection by satellite. If a ground observation indicates fog and one or more satellite pixels indicate fog, then (a) and (b) are classified as hits. If all satellite pixels indicate clear sky, then (c) is classified as a miss.
maximum during the dawn/dusk period, and followed by those in the night and day periods. In the dawn/dusk period, GK-2A fog detection is not directly produced, unlike that produced by the GK-2A’s algorithms during the day and night because of the low performance and strong sensitivity to the threshold values used for day and night fog detection. Therefore, previous fog detection results are used in the dawn/dusk period, depending on the temporal continuity of fog during that time (Suh et al. 2019). Furthermore, since GK-2A uses the previous fog detection results depending on the temporal continuity, the accuracy may be significantly different at dawn/dusk than at other times. In conclusion, LRM has a slightly higher FAR than that of GK-2A; it exhibits a better performance because of higher POD and TS. We compared the spring performance of Himawari-8 (LRM) with COMS fog detection (not GK-2A) during the qualitative analysis of this study because GK-2A is being used for fog detection since August 2019; hence, previous data are lacking.

### 3.2. Fog detection images and qualitative validation

Fog in satellite images has characteristics that can be distinguished through its spatial homogeneity and temporal continuity since it does not move over time and does not disappear suddenly. We analyzed fog cases to verify the LRM probability using other satellite images (Himawari-8 FPI, COMS-1, and GK-2A) and KMA AWS visibility images. In general, a quantitative score can confirm the fog detection performance, but as this is not an absolute indicator of performance, qualitative verification should also be conducted. Moreover, as most ground-level AWS observations are obtained on land, there is a spatial limitation in performing quantitative verification of satellite fog. However, ground-level observational data are the most accurate verification data for satellite fog detection. We also performed qualitative analysis by comparing the developed satellite fog detection images with the VIS or IR images, the fog detection products of other satellites, and AWS visibilities. The FPI expressed in the previously developed Himawari-8 fog detection algorithm was calculated by multiplying the sum of the three major BTDs (10.4–11.2, 12.4–13.3, and 11.2–12.4 μm) times the weight of the BTD between the 10.4 and 11.2 μm channels. Each BTD was multiplied times a weighting factor as follows, where $\omega_1$, $\omega_2$, $\omega_3$ are the Fisher’s linear discriminant values calculated through 3D LDA and have values of $\approx 0.92$, $0.38$, and $0.075$, respectively.

$$ FPI = BTD_{10.4–11.2} \times (\omega_1 \times BTD_{10.4–11.2}) + (\omega_2 \times BTD_{12.4–13.3}) + (\omega_3 \times BTD_{11.2–12.4}) $$  

(4)

Then, we divided the three stages of the FPI according to the statistical accuracy obtained from January to December in 2016 using 22 KMA naked eye observations. In this accuracy investigation, the POD, FAR, and TS performances of each stage in the FPI were approximately 90%, 30%, and 50% for high; 75%, 75%, and 20% for moderate; and 40%, 90%, and 5% for low, respectively.

The first case study was performed to distinguish between low-level clouds and fog in the LRM and examine the detailed fog probability reliability. Figure 6a, b, and c respectively show the cases of 0800 KST on March 15, 0300 KST on April 17, and 2400 KST on 29 April 2019. Further, Figure 6a was obtained using the dawn/dusk model, and Figure 6b and c are the results of the Nighttime model. Figure 6a provides high-accuracy probability information for a fog case occurring on the northwest coast and inland (near Seosan, Lat.: 36.8°N, Lon.: 126.5°E and Yeoncheon, Lat.: 38.1°N, Lon.: 127°E). In the case of a fog detected in the southwest region (Lat.: 37° – 38°N, Lon.: 124°–125°E) in Figure 6a, the LRM well detected the fog with high accuracy, whereas the FPI over-detected fog with a moderate level. In the COMS case, the fog area over the sea is expressed as the possibility of a low-level cloud, which can be expressed incorrectly as a low-level cloud because there is a gap between the sea level and surface temperature. According to COMS ATBD, the false detection rate is high over the sea because the same algorithm and threshold are used for the sea and land (NMSC 2012). Figure 6b shows that for a case of fog occurring inland on the northwestern coast, and the LRM and FPI well detected the fog, consistent with an area of less than 1 km of visibility on the ground. However, COMS over-detected a large area with fog, and the FPI similarly falsely detected the low-level clouds that occurred along the east coast boundary as fog. Figure 6c is also a case of inland fog. The FPI
detected a large area with a high probability of fog, but COMS did not detect it at all. However, as the LRM expresses the detailed probability for a rather large area, it detects fog areas more accurately than the FPI when the probability is high. Therefore, the results in Figure 6 confirm that the high-accuracy LRM can overcome the problem of over-detecting low-level clouds as fog in spring experienced by the FPI.

The second case shows the enhanced performance of the LRM in autumn compared with the other satellite images and AWS visibility. Figure 7 depicts a case of localized fog sporadically occurring inland. When comparing the other two satellite images with the LRM images, the FPI and GK-2A tend to over-detect fog. Figure 7a and b respectively show the cases of 0700 KST on October 19 and 0100 KST on 20 October 2019. Figure 7a is a case of sporadic fog occurring in the southern inland area of the Korean Peninsula. In the ground observation data, points with visibility less than 1 km are observed sporadically. The LRM detected the fog with high probability and best matched the ground observations. However, the FPI detected only a portion of the fog at a high level and the rest at a moderate level, and GK-2A over-detected the fog in the southeast with a high probability. Figure 7b shows a case of fog occurring over the southwestern inland area. The LRM displays relatively low probability near an area of high probability, and the high LRM probabilities show the highest accuracy among the three satellite images. Although the LRM detects a large area as fog, it calculates the fog probability in detail. Hence, if the fog has a significantly different intensity from the area around the fog, the actual fog area can be distinguished with high probability. On the other hand, the FPI and GK-2A falsely detected the area corresponding to haze or mist as fog because it was observed between 1 to 5 km according to the ground observations in the central western area (near Seosan, Lat.: 36.8°N, Lon.: 126.5°E). Further, GK-2A falsely detected fog over a large area in the eastern inland area with a high probability. Therefore, through qualitative comparative analysis with the ground observation results, we confirmed that the fog detection
performance of the LRM in autumn was better than those of the other fog detection algorithms, and that the accuracy of the fog probability was well reflected in the detection results.

4. Discussion

Machine learning-based fog detection algorithms developed in this study provide the fog probability with high accuracy for the first time. We verified the accuracy of each model qualitatively and confirmed that each model’s stability and seasonal performance were better than those of the previously developed Himawari-8 fog detection algorithm and GK-2A fog detection. The most important issue in the fog detection algorithm, falsely detecting low-level clouds as fog, was solved in LRM. In addition, since each model was constructed according to time, due to checking the continuity of the models, the discontinuity that appeared in the previously developed Himawari-8 and GK-2A fog detection algorithms did not appear. In addition, in the satellite fog detection algorithm, the fog detection discontinuity, which can occur frequently due to the discontinuity of the VIS light and SWIR channel (3.9 μm) during the dawn/dusk period, was not observed in the LRM.

Meanwhile, the fog detection algorithm LRM applying machine learning is the first to provide fog as a probability, unlike other fog detection algorithms. The GOES-R Fog/Low Stratus (FLS) Probability product is an example of the accuracy of fog detection as a probability. Using the NWP model and GOES-R ABI channel data, the National Oceanic and Atmospheric Administration; National Environmental Satellite, Data and Information Service; and University of Wisconsin-Madison–Cooperative Institute for Meteorological Satellite Studies have developed an FLS that can contribute to the instrument flight rule (IFR) (GOES-R fog product examples). However, the GOES IFR does not distinguish between low-level clouds and fog to provide information about the probability of fog including low-level clouds for safety in the flight area, rather than providing information about fog on the ground. Kim et al. (2020) developed a sea fog detection algorithm by training single-channel GOCI satellite image data using machine learning and achieved good performance. However, the channel data of GOCI satellites enables sea fog detection only during the day based on VIS channel data. Meanwhile, stable performance of LRMs for day, night, and dawn/dusk, and the continuity between models and accuracy of the probability were confirmed. Examining the reliability of the fog probabilities generated by each model showed that the probability reflects the intensity of the fog, with the false detection rate decreasing as the probability increases. In the qualitative analysis, it was confirmed that the probability of LRM is expressed with a low probability even though the fog area is over-detected. Therefore, the probability has resulted in improving the fog detection performance.

However, in terms of the qualitative performance of the LRM, we found that occasionally in the sea, clouds were detected as fog with a high probability.
As the LRM training data were used to build the model after removing the cloud pixels, the cloud pixels that were not removed from the input data were falsely detected as fog with a high probability. In particular, in the case of the sea, the proportion of the training data was relatively small compared to that of the land, making false detection inevitable. Conversely, considering that the fog formation mechanism differs between the land and sea, it may be beneficial to construct a separate machine learning model for the sea using ground observation data based on the naked eye observations made by the navy. However, we developed a single fog detection algorithm instead of individually developing models for the land and sea because some of the island data were included even though the training data were mainly distributed over the land. Developing a single algorithm for land and sea would allow for intuitive viewing at the same time without discontinuity on the land and sea. The reason why other data observed in the sea was not used together with land data when creating a single algorithm is that it is difficult to consistently correct bias of multiple observational data in order to avoid erroneous training.

4.1. Extension of input data

Through the qualitative verification process, we confirmed that the LRM detects fog well and provides sufficient probability information; however, we found that an inappropriate cutoff value caused a high FAR in the LRM. We verified the accuracy of these results by increasing the cutoff value of the monthly validation data of each LRM model (Figure 8). We confirmed that the threshold value for lowering the FAR as much as possible without significantly lowering the POD differs from the cutoff value of the ROC test. If the cutoff value reaches the lowest FAR possible, fog and non-fog (clear sky) can be distinguished more accurately. Here, if the LRM probability does not accurately reflect the fog reliability, setting the cutoff value can be extremely important for the fog detection performance. Therefore, it is necessary to apply a new technical method such as flexibly optimizing the cutoff value according to various conditions such as the season and time, or to propose a guideline for fog detection analysis of the LRM output image.

Conversely, as the amount of data was insufficient to perform the ROC analysis every month, the cutoff value was not optimized monthly for all models and did not always agree with the new data, which affected the quantitative performance. Moreover, the amount of fog data used for training was limited to fog generated on land to match the input data and true AWS values. In the LRM training, we divided the target data into fog and non-fog (clear sky) conditions and randomly selected the same number of non-fog data points as the number of fog points selected. As a result, we constructed the daytime, nighttime, and dawn/dusk models using 13,012, 39,880, and 5,758 pixels of input data, respectively. Thus, the training data tended to be insufficient even though 2 years of data were utilized. When testing the LRM using machine learning in R, the error message suggested that the model could not be created because the data were insufficient for classifying fog and non-fog instances. Unfortunately, owing to the limited number of fog data points used for training, we often noticed low-accuracy cases in some seasons or models.

Regarding the lack of sea data in the training, we occasionally identified over-detection of low-level clouds as fog in the seas in day or dawn/dusk models. Figure 9 shows that the probability of the LRM is high for the sea to the east, with a mixture of low-level clouds and fog. The FDI detects this same area as fog of an intermediate level. Meanwhile, in this area, GK-2A did not detect fog (red) except as some low-level clouds (yellow green). However, because GK-2A detects fog in non-fog areas and low-level clouds in fog areas near the Shandong Peninsula, unlike the LRM and FDI, additional observational data is required for sea fog validation. In the case of GK-2A, fog is expressed in six stages, separated from the low-level clouds, according to the difference between the SST and cloud top temperature. GK-2A fog is also produced in the low-level clouds (light green) in the case of thick fog at sea. If the LRM falsely over-detected low-level clouds as fog in the sea to the east, this error could be interpreted as the result of poor training due to insufficient training data. When developing a machine learning-based sea-only fog detection model, the model could be improved in relation to over-detection on the sea using the SST. Therefore, to build a more sophisticated model, it is...
necessary to use training data containing several fog cases over the ocean or to extend the target value of the training data to the ocean.

Highly accurate models can be built with more training data. While we were building the LRM model using Himawari-8 data, GK-2A was launched (in 2018), and it is continuing to accumulate data. Machine learning will allow for building a more accurate fog detection model using these long-term input data. Furthermore, with data accumulation, we can construct individual models for the ocean and land to increase the model accuracy given the different formation mechanisms for each surface. In particular, machine learning is a powerful fog detection strategy since it can expand various satellite data, satellite-based outputs, and numerical model data as input data. In addition, whenever the output of a numerical model is used as input into the LRM to perform fog detection, there is a time delay due to the calculation time required by the numerical model. In this study, for the first time, a model was developed to provide the probability of fog both over the sea and land of the Korean Peninsula through machine learning, and it was confirmed that the accuracy was higher than those of other fog detection products developed previously.

4.2. Reliability of fog probability

Our motivation for applying machine-learning logistic regression analysis for fog detection using satellite data was to predict fog with detailed probability and proven reliability. The reliability has already been qualitatively confirmed; we investigated the accuracy of each fog probability step. As the false detection rate decreased

**Figure 8.** Fog detection accuracy with increasing CV in spring and autumn 2019 for the day, night, and Dawn/dusk models based on machine learning.
as the probability increased in 0.05 steps, it was confirmed that the fog detection accuracy increased as the probability increased (Figure 10). As the probability increases, decreasing rates of FAR tend to be larger during autumn than spring. In addition, a quantitative result of LRM shows the performance tends to be better in autumn than in spring (Table 11). Therefore, the model is optimized for autumn, when fog frequently occurs inland, rather than in spring, when fog occurs near the west coast and over the sea to the west. The fact that our target data collectors were primarily distributed inland via KMA AWSs likely favored the increased inland accuracy, despite using data from satellites observing the entire Korean Peninsula for the training component.

Figure 9. Case of 0800 KST on 15 March 2019 and 0600 KST on 4 October 2019. From left to right, these images depict the LRM fog, Himawari-8 FPI, COMS-1 fog (below, GK-2A), and AWS visibility (below, National Oceanic and Atmospheric Administration-19). Images are composed of 900 × 900 pixels with center coordinates of 38 °N latitude and 126.5 °E longitude and intervals of 2 km.

Figure 10. Stepwise validation of fog detection probability at regular intervals in spring and autumn 2019 for the day, night, and Dawn/dusk models based on machine learning.
Conversely, over-detection of fog was occurred in the images because the probability boundary value between fog and non-fog was not optimized; however, the boundary enabled us to determine where the fog probability differed significantly. In other words, the LRM model clearly distinguished between fog and non-fog conditions (Figure 11).

### 4.3. Continuity of the three models

In the case of satellite-based weather output, time continuity is important because the VIS and SWIR channels are not available at dawn/twilight. The 3.9 μm channel is unique in that it detects both emitted terrestrial radiation and significant reflected solar radiation during the day (Lindstrom et al. 2017). It is important to resolve the fog detection discontinuity at dawn/dusk as the satellite detects the fog that occurs frequently after sunset or just before sunrise using the difference BT between the IR channel of the SWIR channel at night and the VIS channel reflectivity in the daytime. In general, fog has a long duration and does not move, unlike other clouds or yellow sand, hence fog detection during dawn/dusk is mainly produced by reflecting the detection results of the previous time. In this study, a machine learning-based regression analysis model was individually designed for fog detection in the dawn/dusk period rather than reflecting the fog detection during the previous period. Fortunately, there are many cases of fog at dawn/dusk, so the dawn/dusk model was well trained and showed relatively high accuracy. We investigated whether any of the three different LRMs (daytime, nighttime, and dawn/dusk) provided consistent and continuous fog detection. Figure 12 shows the LRM, FPI, GK-2A, and AWS visibility images from 0600 to 1000 KST on 6 November 2019. The case is an example of inland fog occurring at dawn in autumn and gradually disappearing as the morning breaks. In the case of the LRM, although each of the three models was built separately, the fog area is continuously detected well, and the probability reflects the intensity of the fog. Conversely, in the FPI and GK-2A results, discontinuities occurred over large areas of the sea over time. In addition, at 2300 KST and 2400 KST on October 28, both the FPI and GK-2A over-detected low-level clouds over land, where they were more strongly detected by GK-2A.

### 5. Conclusions and summary

We developed a fog detection algorithm based on a machine-learning LRM using Himawari-8 satellite data, which could estimate the fog probability between fog and non-fog (low-level clouds or clear-sky) conditions. For the model optimization, 20-fold CV and AUC tests were performed on training and test data. As a result, we confirmed the stability of the daytime LRM with an AUC of 90% or more, and

---

**Table 11. Validation results of the LRM using the 3 × 3-pixel validation method.**

| Model | Season | Month | Cut-V | Case (%) | POD | FAR | TS |
|-------|--------|-------|-------|----------|-----|-----|----|
| Day   | Spring | Mar.  | 0.64  | 27       | 0.94| 0.28| 0.66|
|       |        | Apr.  | 0.65  | 60       | 0.91| 0.39| 0.54|
|       |        | May.  | 0.74  | 25       | 0.90| 0.19| 0.71|
|       |        | Mean  |       |          | 0.92| 0.29| 0.64|
| Autumn| Sep.   | 0.78  | 45    | 0.96     | 0.41| 0.58|
|       | Oct.   | 0.62  | 30    | 0.94     | 0.42| 0.55|
|       | Nov.   | 0.73  | 18    | 0.90     | 0.36| 0.60|
|       | Mean   |       |       |          | 0.93| 0.40| 0.58|
| Night | Spring | Mar.  | 0.65  | 52       | 0.97| 0.39| 0.59|
|       |        | Apr.  | 0.65  | 58       | 0.97| 0.69| 0.31|
|       |        | May.  | 0.63  | 13       | 0.74| 0.16| 0.63|
|       | Mean   |       |       |          | 0.89| 0.41| 0.51|
| Dawn/Dusk | Spring | Mar.  | 0.65  | 10       | 0.99| 0.46| 0.54|
|       |        | Apr.  | 0.69  | 9        | 0.88| 0.53| 0.39|
|       |        | May.  | 0.85  | 4        | 0.79| 0.17| 0.70|
|       | Mean   |       |       |          | 0.90| 0.36| 0.59|
| Autumn| Sep.   | 0.82  | 6     | 0.96     | 0.24| 0.74|
|       | Oct.   | 0.7   | 12    | 0.94     | 0.29| 0.66|
|       | Nov.   | 0.75  | 5     | 1.00     | 0.35| 0.65|
|       | Mean   |       |       |          | 0.97| 0.29| 0.68|

LRM: logistic regression model, FPI: fog probability index, POD: probability of detection, FAR: false alarm ratio, TS: threat score, POFD: probability of false detection, Cut-V: cutoff value

---

**Table 12. Validation results of the GK-2A and Himawari-8 (LRM) from September 1st to November 30th, 2019 using the 3 × 3-pixel validation method.**

|         | Day (SZA ≤ 83°), Case (#): 36 | Night (SZA > 89°), Case (#): 125 | Dawn/Dusk (83° < SZA < 89°), Case (#): 7 |
|---------|-------------------------------|---------------------------------|----------------------------------------|
| Score   | POD | FAR | TS | POFD | POD | FAR | TS | POFD | POD | FAR | TS | POFD |
| LRM     | 0.94| 0.39| 0.58| 0.29 | 0.89| 0.31| 0.62| 0.16 | 0.92| 0.17| 0.75| 0.11 |
| GK-2A   | 0.63| 0.17| 0.52| 0.05 | 0.67| 0.23| 0.52| 0.06 | 0.37| 0.11| 0.31| 0.02 |

GK-2A: Geo-Kompasat-2A
those of the night and dawn/dusk models with AUCs of approximately 85%. In addition, in the performance evaluation based on test data, we confirmed that the overall performance was high, with a POD and FAR of approximately 85% and 20%, respectively, in the day model, and approximately 80%–85% and 25%, respectively, in the night and dawn/dusk models. To set the boundary between fog and non-fog, we tested the ROC curves for each month and for the entire period, and to evaluate the performance of the LRM quantitatively, we firstly performed verification by comparison with the FPI of fog detection algorithm that we developed previously. The LRM and FPI were verified based on the ground observation data for each 1 × 1 pixel without considering the navigation error, and the results were compared. The LRM algorithm performance was superior to that of the FPI, also shown by qualitative comparative analysis. To better evaluate the LRM performance, verification was performed by introducing a 3 × 3 verification technique that is widely used to verify satellite data based on ground observation data. The average spring (autumn) PODs were 0.92, 0.89, and 0.89 (0.93, 0.90, and 0.97) and the average spring (autumn) FARs were 0.29, 0.41, and 0.39 (0.40, 0.36, and 0.29) for the day, night, and dawn/dusk models, respectively. In the reliability investigation of the fog probability, we found that the accuracy increases as the fog probability increases. Our LRM can discriminate between fog and low-level cloud with high accuracy.

In conclusion, LRM fog detection algorithm developed in this study exhibits better performance than the existing FPI fog detection algorithms and has the advantage of providing accurate information by producing detailed fog probabilities. In addition, as the LRM calculates probabilities, it has the advantage of providing information on the fog intensity. The false

Figure 11. Case of 0500 KST on 6 November 2019. From left to right, these images depict the LRM fog, Himawari-8 FPI, GK-2A fog, and AWS visibility. All images are composed of 900 × 900 pixels with center coordinates of 38 °N latitude and 126.5 °E longitude and intervals of 2 km.
detection rate gradually decreased as the probability increased, proving the stepwise reliability of the fog probability. As a result, the fog probability improves the fog detection performance. LRM also has several positive development possibilities that can increase the accuracy of fog detection by expanding the input data using long-term input data or the addition of more variables such as SST, ground-level temperature, and fog surface homogeneity. Further, since GK-2A was released in 2018, 16 GK-2A channels similar to those of Himawari-8 have been collected. If the data are continuously accumulated, it will be possible to improve the LRM using long-term input data from GK-2A. The satellite fog detection algorithm cannot detect fog under clouds due to the characteristics of satellite observation, and there are many cases of discontinuity occurring at dawn/dusk due to discontinuity of the VIS and SWIR channels. In addition, as the low-level clouds and fog have very similar channel characteristics, false detection of low-level clouds as fog has often occurred due to the limitation of satellite observation. In this regard, there has been considerable demand to
improve the accuracy of satellite fog detection algorithms. With the recent launch of high-resolution multi-channel satellites, it is possible to develop highly accurate weather products by applying various observational data to machine learning. The high-accuracy LRM developed in this study exhibited substantial improvement in the qualitative analysis, in terms of the detection discontinuity occurring during the dawn/dusk period and the false detection of the low-level cloud.

Finally, we developed an algorithm with an unprecedented machine learning logistic regression method that provides real-time fog detection probabilities without interruption across the entire Korean peninsula, for both the land and sea, and achieves high-performance, continuous fog detection in time and space. In particular, ground observation data have mainly been used thus far to report fog conditions in Korea, but it has been difficult to provide various information due to limitations in time and space. However, it is expected that it will be possible to provide accurate information about fog by employing the machine learning-based fog detection algorithm using satellite data developed in this study in areas or times that are not observed on the ground, and it will be useful for real-time fog forecasting.

Disclosure statement
No potential conflict of interest was reported by the author(s).

Funding
This work was funded by the Korea Meteorological Administration’s Research and Development Program “Technical Development on Weather Forecast support and Convergence Service using Meteorological satellites” under Grant (KMA2020-00120).

ORCID
Jun-Hyung Heo http://orcid.org/0000-0002-2051-3861

Author Contributions
Conceptualization and design of the experiments, H.L. and J.H.; experiments, H.L.; formal analysis, H.L., J.H., and E.S.; data analysis, H.L., J.H., and E.S.; writing—original draft preparation, H.L.; writing—review and editing, H.L. and J.H.; project management, J.H. and E.S. All authors have read and agreed to the published version of the manuscript.

References
Ahn, M.-H., E.-H. Sohn, and B.-J. Hwang. 2003. “A New Algorithm for Sea Fog/stratus Detection Using GMS-5 IR Data.” _Advances in Atmospheric Science_ 20 (6): 99–913. doi:10.1007/BF02915513.

Berndt, E., C. Jewett, A. Molthan, C. Hain, K. K. Fuell, and E. Duran. 2019. “Machine-Learning Image Classification and Hazard Identification of Dust and Fog in Next-generation Geostationary Satellite Imagery.” American Geophysical Union, Fall Meeting, San Francisco, California, 9–13 December.

Calvert, C., M. Pavoloni, S. Lindstrom, C. Gravelle, and A. Terborg. 2017. “The GOES-R/JPSS Approach for Identifying Hazardous Low Clouds: Overview and Operational Impacts.” Proceedings of the 19th EGU General Assembly, Austria Center Vienna (ACV), Vienna, Austria, 23–28 April, 19378.

Cermak, J., and J. Bendix. 2011. “Detecting Ground Fog from Space a Microphysics-based Approach.” _International Journal of Remote Sensing_ 32 (12): 3345–3371. doi:10.1080/01431161003747505.

Cramer, S., M. Kampouridis, A. F. Frietas, and A. K. Alexandridis. 2017. “An Extensive Evaluation of Seven Machine Learning Methods for Rainfall Prediction in Weather Derivatives.” _Expert Systems with Applications_ 85: 169–181. doi:10.1016/j.eswa.2017.05.029.

DeLong, E. R., D. M. DeLong, and D. L. Clarke-Pearson. 1988. “Comparing the Areas under Two or More Correlated Receiver Operating Characteristic Curves: A Nonparametric Approach.” _Biometrics_ 44 (3): 837–845. doi:10.2307/2531595.

Dengxin, D., and W. Yang. 2010. “Satellite Image Classification via Two-layer Sparse Coding with Biased Image Representation.” _IEEE Geoscience and Remote Sensing Letters_ 8 (1): 173–176.

Ding, Y. H., and Y. J. Liu. 2014. “Analysis of Long-term Variations of Fog and Haze in China in Recent 50 Years and Their Relations with Atmospheric Humidity.” _Science Earth China Sciences_ 57 (1): 36–46. doi:10.1007/s11430-013-4792-1.

Doyle, M., and S. Dorling. 2002. “Visibility Trends in the UK 1950–1997.” _Atmospheric Environment_ 36 (19): 3161–3172. doi:10.1016/S1352-2310(02)00248-0.

Ellord, G. P. 1995. “Advances in the Detection and Analysis of Fog at Night Using GOES Multispectral Infrared Imagery.” _Weather Forecasting_ 10 (3): 606–619. doi:10.1175/1520-0434(1995)010<0606:ATDAIA>2.0.CO;2.

Ernst, J. A. 1975. “Fog and Stratus “Invisible” in Meteorological Satellite Infrared (IR) Imagery.” _Monthly Weather Review_ 103 (11): 1024–1026. doi:10.1175/1520-0493(1975)103<1024:FASIMS>2.0.CO;2.
Eyre, J. R., J. L. Browncombe, and R. J. Allam. 1984. “Detection of Fog at Night Using Advanced Very High-resolution Radiometer (AVHRR) Imagery.” Meteorology Magazine 113: 266–271.

Fog Product GOES-R Examples, Fog Detection Fusing GOES, Terra/Aqua or Suomi/NPP Satellite Data with Model Output. https://fusedfog.ssec.wisc.edu/category/low-irr-probability/.

Han, J. H., S.-H. Kim, and M.-S. Suh. 2017. “Development of Fog Detection Algorithm Using Himawari-8/AHI Data at Daytime.” Proceedings of the 19th EGU General Assembly, Austria Center Vienna (ACV), Vienna, Austria, 23–28 April, 5992.

Heo, K.-Y., and K.-J. Ha. 2004. “Classification of Synoptic Pattern Associated with Coastal Fog around the Korean Peninsula.” Journal of the Korean Meteorological Society 40: 541–556. in Korean with English abstract.

Himawari-8/9 Himawari Standard Data User’s Guide, 2017, Japan Meteorological Agency. Version 1.3.3 (https://www.data.jma.go.jp/mscweb/en/himawari8/segment/hsd_sample/HS_D_users_guide_en_v13.pdf).

Jee, J.-B., I.-S. Zo, K.-T. Lee, and J.-Y. Jo. 2019. “An Analysis of Radiative Observation Environment of Korea Meteorological Administration (KMA) Solar Radiation Station Based on 3-Dimensional Camera and Digital Elevating Module (DEM).” Atmosphere 29 (5): 537–550.

Jeon, J.-H. 2017. “Assessment of Present Weather Accuracy of Visibility/presenter Weather Equipment” Technical Report. Korea Meteorological Administration. Observation policy division. 4722 (in Korean).

Kim, D., M.-S. Park, Y.-J. Park, and W. Kim. 2020. “Geostationary Ocean Color Imager (GOCI) Marine Fog Detection in Combination with Himawari-8 Based on the Decision Tree.” Remote Sensing 12 (1): 149. doi:10.3390/rs12010149.

Kim, S.-H., M.-S. Suh, and J. H. Han. 2019. “Development of Fog Detection Algorithm during Nighttime Using Himawari-8/AHI Satellite and Ground Observation Data.” Asia-Pacific Journal of Atmospheric Science 55 (3): 337–350. doi:10.1007/s13143-018-0093-0.

Lee, H. H., A. Chulakadabba, A. Tonks, Z. Yang, and C. Wang. 2017. “Predicting the Occurrence of Haze Events in Southeast Asia Using Machine Learning Algorithms.” American Geophysical Union, Fall Meeting, New Orleans, Louisiana, 11 December.

Lee, H.-K., and M.-S. Suh. 2018. “A Comparative Study on the Visibility Characteristics of Naked-eye Observation and Visibility Meters of Fog over South Korea.” Korean Meteorological Society 28 (1): 69–83.

Lee, J. 2012. “Fog Detection Algorithm Theoretical Basis Documents.” NMSC 1.0: 18. (https://nmsc.kma.go.kr/resources/enhome/resources/satellites/coms/NMSC-SCT/ATBD-FOG_v1.0_Eng.pdf).

Lee, J.-R., J.-Y. Chung, and M.-L. Ou. 2011. “Fog Detection Using Geostationary Satellite Data: Temporally Continuous Algorithm.” Asia-Pacific Journal of Atmospheric Science 47 (2): 113–122. doi:10.1007/s13143-011-0002-2.

Lee, S.-J., S.-K. Oh, Y.-S. Lee, and M.-S. Suh. 2004. “Developments of Fog Detection over Korean Peninsula Using COMS Data.” Journal of the Korean Meteorological Society 19: 541–555.

Lee, T. F., F. J. Turk, and K. Richardson. 1997. “Stratus and Fog Products using GOES-8–9 3.9-μ M Data.” Weather Forecasting 12 (3): 664–677. doi:10.1175/1520-0434(1997)012<0664:SAFPUG>2.0.CO;2.

Lee, Y. H., J.-S. Lee, S. K. Park, D.-E. Chang, and H.-S. Lee. 2010. “Temporal and Spatial Characteristics of Fog Occurrence over the Korean Peninsula.” Journal of Geophysical Research 115: D14117. doi:10.1029/2009JD012284.

Lee, Y.-S., R. Choi, K.-H. Kim, S.-H. Park, J.-H. Nam, and S. Kim. 2019. “Present Weather Observation with in Situ Visibility and Humidity Measurements.” Korean Meteorological Society 29 (4): 439–450.

Li, J., and K. Shibata. 2006. “On the Effective Solar Pathlength.” Journal of the Atmospheric Sciences 63 (4): 4. doi:10.1175/JAS3682.1.

Lindstrom, S., T. Schmit, and J. Gerth. 2017. “Geostationary Operational Environment Satellite R Quick Guide.” UW-Madison CIMSS/NOAA. (http://cimss.ssec.wisc.edu/goes/OCLOFactSheetPDFs/ABIQuickGuideBand07.pdf)

Liu, D. Y., S. J. Niu, J. Yang, L. J. Zhao, J. J. Lü, and C. S. Lu. 2012. “Summary of a 4-year Fog Field Study in Northern Nanjing, Part 1: Fog Boundary Layer.” Pure and Applied Geophysics 169 (5–6): 809–819. doi:10.1007/s00024-011-0343-x.

Marzban, C. 1998. “Scalar Measures of Performance in Rare-event Situations.” Weather and Forecasting 13 (3): 753–763. doi:10.1175/1520-0434(1998)013<0753:SMOPIR>2.0.CO;2.

Mcfall, R. M., and T. A. Treat. 1999. “Quantifying the Information Value of Clinical Assessments with Signal Detection Theory.” Annual Review of Psychology 50 (1): 215–241. doi:10.1146/annurev.psych.50.1.215.

Rasouli, K., W. W. Hsieh, and A. J. Cannon. 2012. “Daily Streamflow Forecasting by Machine Learning Methods with Weather and Climate Inputs.” Journal of Hydrology 414-415: 284–293. doi:10.1016/j.jhydrol.2011.10.039.

Sokolov, A. E., Dmitriev, C. Gengembre, and H. Delbarre. 2020. “Automated Classification of Regional Meteorological Events in a Coastal Area Using in Situ Measurements.” Journal of Atmospheric and Oceanic Technology 37 (4): 723–739. doi:10.1175/JTECH-D-19-0120.1.

Suh, M.-S., J.-H. Han, N.-Y. Noh, and H.-Y. Yoo. 2019. “GK2A AMI Algorithm Theoretical Basis Document: Fog” NMSC 1.1 (https://nmsc.kma.go.kr/homepage/html/base/cmm/selectPage.do?page=static.edu.atbdGk2a).

Suh, M.-S., S.-J. Lee, S.-H. Kim, J.-H. Han, and E.-K. Seo. 2017. “Development of Land Fog Detection Algorithm Based on the Optical and Textural Properties of Fog Using COMS Data.” Korean Journal of Remote Sensing 33 (4): 359–375.

Swets, A. J. 1988. “Measuring the Accuracy of Diagnostic Systems.” American Association of Advanced Science 240 (4857): 1285–1290. doi:10.1126/science.3287615.
Wetzel, M. A., R. D. Borys, and L. E. Xu. 1996. “Satellite Microphysical Retrievals for Land-based Fog with Validation by Balloon Profiling.” *Journal of Applied Meteorology* 35 (6): 810–829. doi:10.1175/1520-0450(1996)035<0810:SMRFLB>2.0.CO;2.

Won, D. J., S. Y. Kim, K. E. Kim, and K. D. Min. 2000. “Analysis of Meteorological and Oceanographic Characteristics on the Sea Fog over the Yellow Sea (In Korean).” *Journal of the Korean Meteorological Society* 36: 631–642.

Yang, C., Z. Liu, F. Gao, P. P. Childs, and J. Min. 2017. “Impact of Assimilating GOES Imager Clear-sky Radiance with a Rapid Refresh Assimilation System for Convection-permitting Forecast over Mexico.” *Journal of Geophysical Research: Atmospheres* 122: 5472–5490.

Yang, J.-H., J.-M. Yoo, Y.-S. Choi, D. Wu, and J.-H. Jeong. 2019. “Probability Index of Low Stratus and Fog at Dawn Using Dual Geostationary Satellite Observations from COMS and FY-2D near the Korean Peninsula.” *Remote Sensing* 11 (11): 1283. doi:10.3390/rs11111283.

Yoo, J., M.-J. Jeong, Y. Hur, and D.-B. Shin. 2010. “Improved Fog Detection from Satellite in the Presence of Clouds.” *Asia-Pacific Journal of Atmospheric Science* 46 (1): 29–40. doi:10.1007/s13143-010-0004-5.

Yoo, J.-M., M.-Y. Yun, M.-J. Jeong, and M. Ahn. 2006. “Fog Detection over the Korean Peninsula Derived from Satellite Observations of Polar-orbit (MODIS) and Geostationary (GOES-9).” *Korean Earth Science Society* 27 (4): 450–463.