Complete asymptotic expansions for the relativistic Fermi-Dirac integral
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Abstract

Fermi-Dirac integrals appear in problems in nuclear astrophysics, solid state physics or in the fundamental theory of semiconductor modeling, among others areas of application. In this paper, we give new and complete asymptotic expansions for the relativistic Fermi-Dirac integral. These expansions could be useful to obtain a correct qualitative understanding of Fermi systems. The performance of the expansions is illustrated with numerical examples.
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1 Introduction

Fermi-Dirac integrals play a key role in different problems in applied and theoretical physics. For a few examples in stellar astrophysics, plasma physics and electronics, see [1], [2], [15], [6], [21] and [24].
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We use the following notations. The classical nonrelativistic Fermi-Dirac integral is defined as
\[ F_q(\eta) = \int_0^\infty \frac{x^q}{e^{x-\eta} + 1} \, dx, \quad q \geq 0, \quad \eta \in \mathbb{R}, \quad (1.1) \]
and the relativistic integral is
\[ F_q(\eta, \beta) = \int_0^\infty \frac{x^q \sqrt{1 + \beta x/2}}{e^{x-\eta} + 1} \, dx, \quad \beta \geq 0, \quad q \geq 0, \quad \eta \in \mathbb{R}. \quad (1.2) \]

It is interesting to note that of particular importance in numerous applications are the cases where \( q \) is a positive integer or \( q = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \) (some fundamental thermodynamic variables in a Fermi-Dirac gas are, for example, expressed in terms of such integrals). Several analytical and numerical studies of the nonrelativistic and relativistic Fermi-Dirac integrals can be found in the literature; among others, [16], [13], [9], [7], [23], [14], [11], [20] and [19].

An extensive study of these integrals can be found in Chapter 24 of [3]. In many of these publications the case of half-integer values of \( q \) is considered. In our approach we derive results for general values of \( q \), and we find that half-integer values of \( q \) need special analytical forms of the asymptotic results.

In the present paper, we take \( q \) as a fixed parameter and we derive new asymptotic expansions for large values of \( \eta \) or \( \beta \) of the relativistic Fermi-Dirac integral \( F_q(\eta, \beta) \) defined in (1.2). The new expansions are complete in the sense that all coefficients of the infinite expansions are defined in terms of computable analytic expressions. Numerical examples illustrate the performance of the expansions. As mentioned in [10], complete asymptotic expansions of the Fermi-Dirac functions are important in order to have a correct understanding of Fermi systems.

2 Properties of the relativistic Fermi-Dirac integral

First we take \( \eta < 0 \), then we can expand
\[ \frac{1}{e^{x-\eta} + 1} = \frac{e^{-x+\eta}}{e^{-x+\eta} + 1} = \sum_{n=1}^{\infty} (-1)^{n-1} e^{-n(x-\eta)}, \quad (2.1) \]
and obtain
\[ F_q(\eta, \beta) = \sum_{n=1}^{\infty} (-1)^{n-1} e^{n\eta} \int_0^\infty e^{-nx^q} \sqrt{1 + \beta x/2} \, dx, \quad \eta < 0. \quad (2.2) \]

We use the integral representation of the Kummer function (for details on Kummer functions we refer to [17])
\[ U(a, b, z) = \frac{1}{\Gamma(a)} \int_0^\infty e^{-zt} t^{a-1} (1 + t)^{b-a-1} \, dt, \quad \Re a > 0, \quad \Re z > 0, \quad (2.3) \]
and obtain
\[ F_q(\eta, \beta) = \left( \frac{2}{\beta} \right)^{q+1} \Gamma(q+1) \sum_{n=1}^{\infty} (-1)^{n-1} e^{n\eta} U \left( q + 1, q + \frac{\frac{2n}{\beta}}{2} \right), \quad \eta < 0. \quad (2.4) \]
An asymptotic expansion of the Kummer function for large values of $z$ is
\[
U(a, b, z) \sim z^{-a} \sum_{k=0}^{\infty} \frac{(a)_k (a-b+1)_k}{k!} (-z)^{-k}, \quad |\text{ph } z| \leq \frac{3}{2} \pi - \delta, \quad (2.5)
\]
where $\delta$ is a small positive number. We introduce
\[
U_q(s, \beta) = \left(\frac{2s}{\beta}\right)^{q+1} U\left(q + 1, q + \frac{5}{2}, \frac{2s}{\beta}\right) = \left(\frac{2s}{\beta}\right)^{-\frac{1}{2}} U\left(-\frac{1}{2}, -q - \frac{1}{2}, \frac{2s}{\beta}\right), \quad (2.6)
\]
where $s \neq 0$, $|\text{ph } s| < \pi$, $\beta > 0$, with limiting value $U_q(s, 0) = 1$.

We summarise the result for negative values of $\eta$ in the following lemma.

**Lemma 2.1.** We have the convergent expansion
\[
F_q(\eta, \beta) = \Gamma(q + 1) \sum_{n=1}^{\infty} (-1)^{n-1} \frac{e^{\eta n}}{n^{q+1}} U_q(n, \beta), \quad \eta < 0, \quad (2.7)
\]
in which $U_q(n, \beta) = 1 + O(1/n)$ for large values of $n$.

The asymptotic estimate of the positive function $U_q(n, \beta)$ follows from (2.5) and (2.6). Hence, $U_q(n, \beta)$ is a slowly varying part of the terms of the expansion in (2.7), in particular for larger values of $n$.

As in [22] (see also [5, p. 39]) we prove the following representation of $F_q(\eta, \beta)$ as a contour integral.

**Lemma 2.2.** We can write the relativistic Fermi-Dirac integral in the form
\[
F_q(\eta, \beta) = \frac{\Gamma(q + 1)}{2i} \int_{c-i\infty}^{c+i\infty} \frac{e^{\eta s}}{s^{q+1} \sin(\pi s)} U_q(s, \beta) \, ds, \quad (2.8)
\]
where $U_q(s, \beta)$ is defined in (2.6) and
\[
q > 0, \quad 0 < c < 1, \quad |\Im \eta| < \pi. \quad (2.9)
\]

**Proof.** We introduce
\[
\Phi_q(\eta, \beta) = \frac{\Gamma(q + 1)}{2i} \int_{c-i\infty}^{c+i\infty} \frac{e^{\eta s}}{s^{q+1} \sin(\pi s)} U_q(s, \beta) \, ds, \quad (2.10)
\]
with the condition on $c$ and $\eta$ as in (2.9). First we assume that, in addition, $\eta < 0$, and move the contour to the right, picking up the residues at $s = 1, 2, 3, \ldots$. This gives
\[
\Phi_q(\eta, \beta) = -\frac{2\pi i}{2i} \Gamma(q + 1) \sum_{n=1}^{\infty} \frac{e^{\eta n}}{n^{q+1}} \left(\lim_{s \to n} s \frac{s - n}{\sin(\pi s)}\right) U_q(n, \beta)
= -\Gamma(q + 1) \sum_{n=1}^{\infty} \frac{e^{\eta n}}{n^{q+1}} (-1)^n U_q(n, \beta), \quad (2.11)
\]
which is the expansion in (2.7) when \( \eta < 0 \). We have to prove that, when we take a finite sum of residues with the shifted contour integral, that this integral vanishes as \( \Re \to \infty \), which can be verified easily.

It follows that \( \Phi_q(\eta, \beta) \) of (2.8) and (2.10) is the same as \( F_q(\eta, \beta) \) of (1.2) and (2.7) when \( \eta < 0 \). But \( \Phi_q(\eta, \beta) \) and \( F_q(\eta, \beta) \) of (1.2) are analytic functions of \( \eta \) in the strip \( |\Im \eta| < \pi \). This proves the lemma.

A different proof follows from using a Mellin transform. We write \( F_q(\eta, \beta) \) as

\[
F(z) = \int_0^\infty \frac{x^q e^{-x} \sqrt{1 + \beta x/2}}{z + e^{-x}} \, dx, \quad z = e^{-\eta},
\]

and take the Mellin transform with respect to \( z \):

\[
\tilde{F}(s) = \int_0^\infty z^{s-1} F(z) \, dz.
\]

Using

\[
\int_0^\infty \frac{z^{s-1}}{z + a} \, dz = \frac{\pi a^{s-1}}{\sin(\pi s)}, \quad 0 < \Re s < 1,
\]

we find (see (2.2)–(2.4))

\[
\tilde{F}(s) = \frac{\pi}{\sin(\pi s)} \int_0^\infty e^{-x} x^q \sqrt{1 + \beta x/2} \, dx = \frac{\pi \Gamma(q + 1)}{s^{q+1} \sin(\pi s)} U_q(s, \beta).
\]

Upon inverting the Mellin transform we find again (2.8).

For the standard Fermi-Dirac integral the integral representation in (2.8) becomes

\[
F_q(\eta) = \frac{\Gamma(q + 1)}{2i} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{e^{\eta s}}{s^{q+1} \sin(\pi s)} \, ds,
\]

and the expansion in (2.7) becomes the well-known result ([5, p. 20],[10])

\[
F_q(\eta) = \Gamma(q + 1) \sum_{n=1}^\infty (-1)^{n-1} \frac{e^{n\eta}}{n^{q+1}}, \quad \eta < 0.
\]

**Remark 2.3.** In [3, §24.7b] the expansion given in Lemma 2.1 is derived for \( q = \frac{1}{2}, \frac{3}{2}, \ldots \), in which case the Kummer functions \( U_q(s, \beta) \), see (2.6), can be expressed in terms of modified Bessel functions \( K_{\nu}(z) \). In addition, still with \( \eta < 0 \), this reference gives expansions for large \( \beta \) by expanding the \( K \)-Bessel functions for small values of the argument \( z \).

### 3 Expansions for large values of \( \eta \)

First we summarise a result for \( \beta = 0 \).
Lemma 3.1. We have from [4], [5, p. 20] and [10]

\[ F_q(\eta) \sim \Gamma(q+1) \left( \eta^{q+1} \sum_{n=0}^{\infty} \frac{\tau_{2n}}{\Gamma(q + 2 - 2n) \eta^{2n}} + \cos(\pi q) F_q(-\eta) \right), \tag{3.1} \]

as \( \eta \to \infty, |\text{ph}\,\eta| < \frac{1}{2}\pi \). The coefficients are defined by

\[ \frac{\pi s}{\sin(\pi s)} = \sum_{n=0}^{\infty} \tau_{2n}s^{2n}, \quad |s| < 1. \tag{3.2} \]

We have \( \tau_0 = 1, \tau_2 = \frac{1}{6}\pi^2, \tau_4 = \frac{7}{360}\pi^4 \), and in general

\[ \tau_{2n} = 2 \sum_{m=1}^{\infty} \frac{(-1)^{m-1}}{m^{2n}} = 2 \left( 1 - 2^{1-2n} \right) \zeta(2n) = (-1)^{n-1} \left( 1 - 2^{1-2n} \right) \frac{(2\pi)^{2n}}{(2n)!} B_{2n}, \tag{3.3} \]

for \( n \geq 1 \), where \( B_n \) are the Bernoulli numbers.

The expansion in (3.1) has been studied in detail in [10], where in particular the role of term \( \cos(\pi q) F_q(-\eta) \) has been explained. Observe that this term vanishes if \( q = \frac{1}{2}, \frac{3}{2}, \ldots \), and that, when \( q \) assumes other values, it gives an exponentially small contribution compared to terms of the series in (3.1). For the convergent series expansion of \( F_q(-\eta) \) for \( \eta > 0 \) we refer to (2.17).

For \( \eta < 0 \) we have given in Lemma 2.1 a convergent expansion of \( F_q(\eta, \beta) \). For numerical application we can use that expansion for, say, \( \eta \leq -\frac{1}{2} \).

For large positive positive values of \( \eta \) we use the integral representation given in Lemma 2.2, equation (2.8), written as

\[ F_q(\eta, \beta) = \frac{\Gamma(q+1)}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{s\eta} \frac{f(s)}{s^{q+2}} \, ds, \quad f(s) = \frac{\pi s}{\sin(\pi s)} U_q(s, \beta). \tag{3.4} \]

For the asymptotic behaviour of a \( F_q(\eta, \beta) \) we need information about \( f(s) \) near the origin. This means that we need to express \( U_q(s, \beta) \) in terms of the \( \text{F}_1 \)-function.

We use the relation (see [17, Eqn. 13.2.42])

\[ U(a, b, z) = \frac{\Gamma(1-b)}{\Gamma(a-b+1)} \frac{\Gamma(b-1)}{\Gamma(a)} \text{F}_1 \left( a; b + z \right) + \frac{\Gamma(b-1)}{\Gamma(a)} \text{F}_1 \left( a-b+1; 2-b ; z \right), \tag{3.5} \]

and with (2.6) we obtain for \( q \neq \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \) and \( \beta > 0 \)

\[ U_q(s, \beta) = \left( \frac{2s}{\beta} \right)^{q+1} \frac{\Gamma(-q - \frac{3}{2})}{\Gamma(-\frac{1}{2})} \text{F}_1 \left( q + 1; q + \frac{1}{2}; \frac{2s}{\beta} \right) + \left( \frac{2s}{\beta} \right)^{-\frac{1}{2}} \frac{\Gamma(q + \frac{3}{2})}{\Gamma(q + 1)} \text{F}_1 \left( -\frac{1}{2}; q - \frac{1}{2}; \frac{2s}{\beta} \right). \tag{3.6} \]

We introduce the functions

\[ f_1(s) = \frac{\pi s}{\sin(\pi s)} \text{F}_1 \left( q + 1; q + \frac{5}{2}; \frac{2s}{\beta} \right), \]

\[ f_2(s) = \frac{\pi s}{\sin(\pi s)} \text{F}_1 \left( -\frac{1}{2}; q - \frac{1}{2}; \frac{2s}{\beta} \right). \tag{3.7} \]
Thus, we can write, for \( q \neq \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \),

\[
F_q(\eta, \beta) = \left( \frac{2}{\beta} \right)^{\eta + 1} \frac{\Gamma (q - \frac{3}{2}) \Gamma (q + 1)}{\Gamma (-\frac{1}{2})} F^{(1)}_q(\eta, \beta) + \left( \frac{2}{\beta} \right)^{-\frac{1}{2}} \Gamma \left( q + \frac{3}{2} \right) F^{(2)}_q(\eta, \beta),
\]

(3.8)

\[
F^{(1)}_q(\eta, \beta) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{\eta s} f_1(s) \frac{ds}{s},
\]

\[
F^{(2)}_q(\eta, \beta) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{\eta s} f_2(s) \frac{ds}{s^{q+\frac{1}{2}}}
\]

The asymptotic expansions of these functions are given in the following lemma.

**Lemma 3.2.** For fixed \( \beta \) and \( q \neq \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \) we have the expansion

\[
F^{(1)}_q(\eta, \beta) = \sum_{n=0}^{\infty} (-1)^n e^{-n\eta} \frac{1}{\eta^n} F_1 \left( q + \frac{1}{2}, -2n ; \frac{-2n}{\beta} \right),
\]

(3.9)

which converges for all \( \eta > 0 \), and

\[
F^{(2)}_q(\eta, \beta) \sim \eta^{q + \frac{1}{2}} \sum_{n=0}^{\infty} \frac{1}{\Gamma (q + \frac{3}{2} - n)} \eta^n + \sin(\pi q) \sum_{n=1}^{\infty} (-1)^n e^{-n\eta} n^{q+1} F_1 \left( -\frac{1}{2}, -2n ; \frac{-2n}{\beta} \right),
\]

(3.10)

where the first series is an asymptotic expansion for \( \eta \to +\infty \) and the second one converges for all \( \eta > 0 \). The coefficients \( a_n \) are defined by the expansion

\[
f_2(s) = \sum_{n=0}^{\infty} a_n s^n, \quad |s| < 1,
\]

(3.11)

with \( f_2(s) \) defined in (3.7). The first coefficients are

\[
a_0 = 1, \quad a_1 = \frac{2}{\beta (1 + 2q)}, \quad a_2 = \frac{\tau_2 \beta^2 (4q^2 - 1) - 2}{\beta^2 (4q^2 - 1)}, \quad a_3 = \frac{2 \beta^2 \tau_2 (2q - 1)(2q - 3) + 2}{\beta^2 (4q^2 - 1)(2q - 3)},
\]

(3.12)

where the coefficients \( \tau_{2n} \) are defined in (3.3).

In Figure 1 we show two sets of data, the relative errors of the expansions in (3.10) with or without the series in the second line of the equation. We see the effect of including the exponentially small convergent series in the interval \( 6 \leq \eta \leq 16 \): a better performance when we use the full expansion. The expansions are compared to values of the integral in (1.2) calculated with the Matlab adaptive numerical integration function.
Figure 1: The blue set (circles) of the relative errors show better results in the interval $6 \leq \eta \leq 16$ than the single asymptotic expansion in the first line of (3.10). The results are obtained for $q = 1/4$ and $\beta = 4/3$.

**Proof.** The expansion in (3.9) follows from shifting the contour of the integral of $F_1^{(1)}(\eta, \beta)$ in (3.8) to the left, and picking up the residues of the poles at $s = 0, -1, -2, \ldots$.

The coefficients $a_n$ in the first series in (3.10) follow from a Cauchy product of the coefficients $\tau_{2n}$ defined in (3.2)–(3.3) and those of the Kummer function in $f_2(s)$, see (3.7). When we compare the expansions in this lemma, we see that all terms in the second series in (3.10) have exponentially small terms for $n > 0$, whereas those in the first series have negative powers of $\eta$.

The results of the lemma can be derived by using the approach of [4] and [10] for the standard Fermi-Dirac integral, and we sketch a few steps of their method.

The first series in (3.10) can be obtained by using Watson’s lemma for loop integrals (see [18, Page 16]), which says that the integral

$$G_\lambda(\eta) = \frac{1}{2\pi i} \int_{-\infty}^{(0+)} s^{\lambda-1} e^{\eta s} f(s) \, ds$$

(3.13)

can be expanded in the form

$$G_\lambda(\eta) \sim \sum_{n=0}^{\infty} \frac{1}{\Gamma(1-\lambda-n)} \frac{a_n}{\eta^{n+\lambda}}, \quad \eta \to \infty,$$

(3.14)

by using the loop integral of the reciprocal gamma function

$$\frac{1}{\Gamma(z)} = \frac{1}{2\pi i} \int_{-\infty}^{(0+)} s^{-z} e^s \, ds, \quad z \in \mathbb{C}.$$

(3.15)

The coefficients $a_n$ are those in the expansion $f(s) = \sum_{n=0}^{\infty} a_n s^n$. Olver assumes in Watson’s lemma for loop integrals that $f(s)$ in (3.13) is analytic inside the loop around the
negative axis. The function \( f_2(s) \) defined in (3.7) has simple poles at \( s = -1, -2, -3, \ldots \). However, just as in the standard Watson’s lemma for Laplace-type integrals, only a small compact domain around the origin of the present function \( f_2(s) \) is sufficient to obtain the first asymptotic series in (3.10). The second series in (3.10) follows from the method of [4] and [10], and we refer to these papers for more details. For numerical purposes the second series is of no use for \( \eta \) large, because of the exponentially small contributions compared with those of the first series in (3.10). A similar observation can be made about the term with \( F_q(-\eta) \) in (3.1).

**Remark 3.3.** In the literature the expansion in Lemma 3.1 (without the term containing \( F_q(-\eta) \)) is also obtained by using Sommerfeld’s Lemma; see [3, Page 794], [8] and [7]. For the relativistic Fermi-Dirac integral [3, Page 826] gives large-\( \eta \) expansions, which are summarised in [19] and [12]. These expansions are different from the ones given in Lemma 3.2, and are given for \( q = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \) in terms of a parameter \( y \) defined by

\[
1 + y^2 = (1 + \eta \beta)^2; \ y \text{ should be bounded, with implies that } \beta = O(1/\eta).
\]

4 The case \( q = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \)

In this case the relation in (3.6) of \( U_q(s, \beta) \) in terms of the Kummer \( F \)-functions cannot be used, and we need the following representation for \( m = 0, 1, 2, \ldots \) (see [17, Eqn. 13.2.9])

\[
U(a, m + 1, z) = \frac{(-1)^{m+1}}{m! \Gamma(a - m)} \sum_{k=0}^{\infty} \frac{(a)_k}{k! (m + 1)_k} z^k \times 
\left( \ln z + \psi(a + k) - \psi(1 + k) - \psi(m + k + 1) \right) + 
\frac{1}{\Gamma(a)} \sum_{k=1}^{m} \frac{(k-1)! (1-a+k)_{m-k}}{(m-k)!} z^{m-k},
\]

(4.1)

where \( \psi(z) = \Gamma'(z)/\Gamma(z) \). This gives for \( U_q(s, \beta) \) defined in (2.6), with \( q = m - \frac{3}{2}, a = q + 1 = m - \frac{1}{2}, \) and \( z = (2s)/\beta \), the new form

\[
U_q(s, \beta) = z^m U \left( m - \frac{1}{2}, m + 1, z \right).
\]

(4.2)

For the representation of \( F_q(\eta, \beta) \) in (3.4) we write

\[
\frac{1}{s^{q+2}} f(s) = \frac{\pi s}{\sin(\pi s)} U_q(s, \beta) = \frac{2}{\beta} \left( \frac{\pi s}{\sin(\pi s)} \right) U \left( m - \frac{1}{2}, m + 1, z \right).
\]

(4.3)
Using (4.1) we obtain

\[ U \left( \frac{m}{2}, m + 1, z \right) = A_m P_q(s, \beta) + A_m Q_q(s, \beta) + R_q(s, \beta), \]

where

\[ A_m = \frac{(-1)^{m+1}}{m! \Gamma \left( -\frac{1}{2} \right)}, \quad P_{m,k} = \frac{\left( \frac{2}{\beta} \right)^k (m - \frac{1}{2})_k}{k!(m+1)_k}, \]

\[ Q_{m,k} = P_{m,k} \left( \ln \left( \frac{2}{\beta} \right) + \psi \left( m - \frac{1}{2} + k \right) - \psi (1 + k) - \psi (m + 1) \right), \]

\[ R_{m,k} = \frac{2^{-k}(k-1)! \left( \frac{2}{\beta} - m + k \right)_{m-k}}{\Gamma(m - \frac{1}{2})(m-k)!}. \]  

(4.5)

The two infinite series in (4.4) converge for all finite complex \( s \).

After these preparations we can write for the product in the right-hand side of (4.3)

\[
\frac{\pi s}{\sin(\pi s)} \ln s \sum_{k=0}^{\infty} P_{m,k}s^k + \sum_{k=0}^{\infty} Q_{m,k}s^k + \sum_{k=1}^{\infty} R_{m,k}s^{-k},
\]

(4.6)

where the coefficients \( p_{m,k} \) and \( q_{m,k} \) are obtained from Cauchy products

\[ p_{m,k} = \sum_{j=0}^{k} \tau_j P_{m,k-j}, \quad q_{m,k} = \sum_{j=0}^{k} \tau_j Q_{m,k-j}. \]  

(4.7)

The coefficients \( \tau_{2j} \) are given in (3.3), and \( \tau_j = 0 \) for odd index \( j \). The two infinite series in (4.6) converge for \( |s| < 1 \).

We see different contributions for the asymptotic expansion of \( F_q(\eta, \beta) \) that follow from the expansion in (4.6) and we write

\[ F_q(\eta, \beta) = \Gamma \left( \frac{m}{2} \right) \left( \frac{2}{\beta} \right)^{m-\frac{1}{2}} \left( \sum_{j=0}^{k} \tau_j P_{m,k-j} + \sum_{j=0}^{k} \tau_j Q_{m,k-j} \right)\]

\[ + \sum_{k=1}^{\infty} R_{m,k}s^{-k} + F_q^{(S)}(\eta, \beta), \]  

(4.8)

where \( F_q^{(S)}(\eta, \beta) \) will be given in the following lemma.
Lemma 4.1. For fixed $\beta$ and $q$, $q = m - \frac{3}{2}$, $m = 2, 3, 4, \ldots$ we have for $\eta \to +\infty$ the asymptotic expansions

$$F_q^{(P)}(\eta, \beta) \sim A_m \left(-\gamma + \ln \eta)p_{m,0} + \sum_{k=1}^{\infty} (-1)^k p_{m,k}(k-1)! \eta^{-k}\right),$$

$$F_q^{(Q)}(\eta, \beta) \sim A_m q_{m,0},$$

where $\gamma$ is Euler’s constant. The finite series in (4.6) gives a relation in terms of the standard Fermi-Dirac integral:

$$F_q^{(R)}(\eta, \beta) = \Gamma \left(m - \frac{1}{2}\right) \left(\frac{2}{\beta}\right)^{m-\frac{1}{2}} \sum_{k=1}^{m} \frac{R_{m,k}}{F(k)} F_{k-1}(\eta)$$

$$= \sum_{j=0}^{m-1} (-1)^j \left(-\frac{1}{2}\right)^j \left(\frac{2}{\beta}\right)^{-\frac{j}{2}} F_{m-j-1}(\eta).$$

In addition, we have the convergent expansion for all $\eta > 0$

$$F_q^{(S)}(\eta, \beta) = \frac{1}{2} \sqrt{\pi} \left(\frac{2}{\beta}\right)^{\frac{m}{2}} \sum_{n=1}^{\infty} (-1)^n e^{-n\eta-2n/\beta} U \left(\frac{3}{2}, m+1, 2n/\beta\right).$$

**Proof.** As in Lemma 3.2 we use a modification of Watson’s lemma for loop integrals. We substitute the two infinite series expansions given in (4.6) and observe that for $k \geq 1$ all integrals corresponding to the second series vanish, and for $k = 0$ we have

$$\frac{1}{2\pi i} \int_{-\infty}^{(0+)} e^{\eta s} s^{-1} ds = 1.$$  

(4.12)

Although all higher terms with coefficients $q_{m,k}$ vanish, we cannot write $F_q^{(Q)}(\eta, \beta) = A_m q_{m,0}$, because the expansions in (4.6) converge only for $s$ inside the unit circle. For the first series we have

$$\frac{1}{2\pi i} \int_{-\infty}^{(0+)} \ln s \ e^{\eta s} s^{-1} ds = -\gamma - \ln \eta.$$  

(4.13)

This follows by using the relation

$$\frac{\eta^{z-1}}{\Gamma(z)} = \frac{1}{2\pi i} \int_{-\infty}^{(0+)} e^{\eta s} s^{-z} ds,$$  

(4.14)

and the reciprocal gamma function in (4.14). We differentiate with respect to $z$ and take $z = 1$ afterwards. This gives (4.13). For $k \geq 1$ we evaluate the integrals related to the first series by integrating along the negative axis, with ph $s = -\pi$ below the axis and ph $s = \pi$ above the axis. The singularity at the origin is integrable. This gives

$$\frac{1}{2\pi i} \int_{-\infty}^{(0+)} \ln s \ e^{\eta s} s^{k-1} ds = \frac{1}{2\pi i} \int_{-\infty}^{0} (\ln |s| - \pi i) e^{\eta s} s^{k-1} ds + \frac{1}{2\pi i} \int_{0}^{-\infty} (\ln |s| + \pi i) e^{\eta s} s^{k-1} ds.$$  

(4.15)
Separating the terms, we see that the integrals containing \( \ln|s| \) cancel each other and the remaining parts give \((-1)^k \Gamma(k) \eta^{-k}\). This gives the terms of the infinite series in (4.9). The finite expansion for \( F_q^{(1)}(\eta, \beta) \) in (4.10) follows from the finite series in (4.6) and the contour integral of the standard Fermi-Dirac integral in (2.16). The expansion in (4.11) can be obtained by the method as described for the convergent series in (3.10) of Lemma 3.2. To evaluate the Kummer \( U \)-functions the relation in (4.1) may be used.

5 Expansions with respect to \( \beta \)

We start with the following result for \( \beta \to 0 \):

**Lemma 5.1.** For fixed \( \eta \) and \( q \),

\[
F_q(\eta, \beta) \sim \sum_{n=0}^{\infty} (-1)^n \left( \frac{-\frac{1}{2}}{n!} \right)_n \left( \frac{1}{2} \beta \right)^n F_{q+n}(\eta), \quad \beta \to 0, \tag{5.1}
\]

where \( F_q(\eta) \) is the standard Fermi-Dirac integral defined in (1.1).

A straightforward verification is based on using the expansion

\[
\sqrt{1 + \frac{1}{2} \beta x} = \sum_{n=0}^{\infty} (-1)^n \left( \frac{-\frac{1}{2}}{n!} \right)_n \left( \frac{1}{2} \beta x \right)^n, \quad |\beta x| < 2. \tag{5.2}
\]

A rigorous proof with an error bound follows from the representation in Lemma 2.2 by using the expansion in (2.5) with its error bound. For this we refer to [17, §13.7(ii)]; see also Remark 5.4.

For large values of \( \beta \) we write \( F_q(\eta, \beta) \) as in (3.8):

\[
F_q(\eta, \beta) = \left( \frac{2}{\beta} \right)^q \Gamma \left( -q - \frac{3}{2} \right) \Gamma(q + 1) \Phi_{q}^{(1)}(\eta, \beta) + \left( \frac{2}{\beta} \right)^{-\frac{1}{2}} \Gamma \left( q + \frac{3}{2} \right) \Phi_{q}^{(2)}(\eta, \beta), \tag{5.3}
\]

and we have the following result.

**Lemma 5.2.** For fixed \( \eta \) and \( q \), with \( q \neq \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \), and \( 0 < c < 1 \) we have

\[
F_q^{(1)}(\eta, \beta) \sim \sum_{k=0}^{\infty} \frac{c_k}{\beta^k} \Phi_{k}^{(1)}(\eta), \quad F_q^{(2)}(\eta, \beta) \sim \sum_{k=0}^{\infty} \frac{d_k}{\beta^k} \Phi_{k}^{(2)}(\eta, q),
\]

\[
c_k = \frac{2^k (q + 1)_k}{k! (q + \frac{3}{2})_k}, \quad d_k = \frac{2^k \left( -\frac{1}{2} \right)_k}{k! \left( -q - \frac{1}{2} \right)_k}, \tag{5.4}
\]

\[
\Phi_{k}^{(1)}(\eta) = \frac{1}{2i} \int_{c-i\infty}^{c+i\infty} e^{\eta s} s^k \frac{ds}{\sin(\pi s)},
\]

\[
\Phi_{k}^{(2)}(\eta, q) = \frac{1}{2i} \int_{c-i\infty}^{c+i\infty} e^{\eta s} s^{k-q-\frac{1}{2}} \frac{ds}{\sin(\pi s)},
\]

as \( \beta \to \infty \).
For \( q = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \) we write \( F_q(\eta, \beta) \) as in (4.8):

\[
F_q(\eta, \beta) = \Gamma\left(m - \frac{1}{2}\right)\left(2^{m-\frac{1}{2}}\right) \left(F^{(P)}_q(\eta, \beta) + F^{(Q)}_q(\eta, \beta)\right) + F^{(R)}_q(\eta, \beta),
\]

(5.5)

and we have the following result.

**Lemma 5.3.** For fixed \( \eta \) and \( q \), with \( q = m - \frac{3}{2}, m = 2, 3, 4, \ldots \), and \( 0 < c < 1 \), we have as \( \beta \to \infty \)

\[
F^{(P)}_q(\eta, \beta) \sim A_m \sum_{k=0}^{\infty} \tilde{P}_{m,k} \beta^k \Psi_k(\eta), \quad F^{(Q)}_q(\eta, \beta) \sim A_m \sum_{k=0}^{\infty} \tilde{Q}_{m,k} \Phi^{(1)}_k(\eta),
\]

(5.6)

and \( F^{(R)}_q(\eta, \beta) \) is the same as in (4.10). The function \( \Phi^{(1)}_k(\eta) \) is defined in (5.4) and

\[
\Psi_k(\eta) = -\frac{\partial}{\partial q} F_q(\eta) \bigg|_{q=-k-1}, \quad k = 0, 1, 2, 3, \ldots,
\]

(5.8)

where (see also (2.16))

\[
\tilde{F}_q(\eta) = \frac{F_q(\eta)}{\Gamma(q+1)} = \frac{1}{\Gamma(q+1)} \int_0^\infty \frac{x^q}{e^{x-\eta} + 1} dx = \frac{1}{2i} \int_{c-i\infty}^{c+i\infty} \frac{e^{\eta s}}{s^{q+1}\sin(\pi s)} ds, \quad 0 < c < 1.
\]

(5.9)

Observe that in (5.8) functions \( \tilde{F}_q(\eta) \) are used with \( q \leq -1 \). In the Appendix we give details of the interpretation of \( \tilde{F}_q(\eta) \) for such cases.

**Remark 5.4.** The expansion given in Lemma 5.1 for small values of \( \beta \) is also given in [3, §24.7c], complete with error bound of the remainder in the finite expansion. For large values of \( \beta \) this reference derives the expansion by using a similar procedure, which means that \( \sqrt{1 + (\beta x)/2} \) is written as \( \sqrt{\beta x/2} \sqrt{1 + 2/(\beta x)} \) and the second square root is
expanded in powers of \(2/(\beta x)\). By using this expansion in (1.2) (which is a dubious way to proceed, because \(\beta x\) is not large for all \(x\) in the interval of integration) an expansion is obtained which is related with our expansion of \(F_{q}^{(L)}(\eta, \beta)\) in (5.4). That is, the following expansion of \(F_{q}(\eta, \beta)\):

\[
\left(\frac{\beta}{2}\right)^\frac{1}{2} \sum_{k=0}^{K_{q}} (-1)^{k} \frac{1}{k!} \left(\frac{2}{\beta}\right)^{k} F_{q+\frac{1}{2}-k}(\eta), \quad \beta \rightarrow \infty,
\]

(5.10)

follows from [3, §24.7c], where it is given as an infinite expansion and where in our notation \(K_{q}\) is the largest positive integers for which \(q + \frac{1}{2} - K_{q} > -1\). The authors give a warning that \(F_{q}(\eta)\) is not defined for \(q \leq -1\), and that in their infinite expansion only the terms with \(q + \frac{1}{2} - k > -1\) can be retained. We observe that the finite sum in (5.10) equals the result for \(F_{q}^{(R)}(\eta, \beta)\) in Lemma 4.1, equation (4.10) and it shows up in Lemma 5.3 as well. Compared with our Lemma 5.3, we conclude that the large-\(\beta\) expansion given in [3, §24.7c] is incomplete.

6 Numerical testing

In this section we demonstrate the performance of the expansions given in the previous sections, without proposing an algorithm that can handle all cases of the parameters. In the literature many details can be found on numerical evaluations of the Fermi-Dirac integrals. Sometimes these algorithms use analytical expansions, for example asymptotic approximations with a limited number of terms, but many papers concentrate on numerical quadrature.

The most extensive numerical methods for the evaluation can be found in [16], which paper shows tables with \(10^{-20}\) relative precision with values of \(\eta\) up to \(5 \times 10^{4}\). The main method is based on the trapezoidal rule for the standard integral after several transformations are used and the influence of the poles is taken into account. Gauss quadrature has also been used in several papers, and for an overview we refer to [16].

We first consider a numerical test of the expansion (2.7) \((\eta < 0)\) implemented in Matlab. We sum terms in the expansion up to a precision of \(10^{-14}\). In Figure 2 we show the results obtained for \(\beta = 0\) (the standard Fermi-Dirac integral) and \(q = 3/4\); for comparison, we use (1.1) calculated with the Matlab adaptive numerical integration function. We see (Figure 2, left) that the relative accuracy obtained with the expansion was, as expected, \(\sim 10^{-14}\) for moderate/large values of \(\eta\). We also show (Figure 2, right) the number of terms needed to obtain this accuracy. As can be seen, just four terms are needed when \(\eta \leq -15\) and less than 10 terms for \(-15 \leq \eta \leq -5\). Figure 3 shows similar results for two other values of \(\beta\) (the relativistic Fermi-Dirac integral); for comparison, we use (1.2) evaluated with the Matlab numerical integration function.

For large positive \(\eta\) and \(q \neq \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots\), a test for (3.8), by using the expansions (3.9) and (3.10), is shown in Figure 4. We take \(n = 10\) in the expansions. In the figure we also show the results obtained without considering all the exponentially small terms in (3.10). It is interesting to note that these terms have a very minor effect on the accuracy of the expansion for large values of \(\eta\). However, as we mentioned in Section 3, the effect can be appreciated for smaller values of \(\eta\) (see Figure 1). The figure shows
Figure 2: Test of the expansion (2.17) for $\beta = 0$, $q = 3/4$ and different values of $\eta$. Left: Relative accuracy obtained with the expansion. Right: Number of terms needed in the expansion to obtain the accuracy shown in the left figure.

Figure 3: Test of the expansion (2.7) for $\beta = 4/3$, 10.5, $q = 3/4$ and different values of $\eta$. Left: Relative accuracy obtained with the expansion. Right: Number of terms needed in the expansion to obtain the accuracy shown in the left figure.
Figure 4: Test of (3.8) by using the expansions (3.9) and (3.10) for $\beta = 4/3, 10.5$ and $q = 1/4$. The results obtained without considering all the exponentially small terms in (3.10) are also shown.

that an accuracy better than single precision $\sim 10^{-8}$ can be obtained when $\eta \geq 15$ for the two values of $\beta$ considered in test.

Figure 5 shows examples of the accuracy of the expansion (4.8) for large positive $\eta$ and $q = 1/2, 3/2, 5/2, \ldots$. The expansions in (4.9), the series (4.10) and the convergent expansion (4.11) have been used in the calculations. For the evaluation of the standard Fermi-Dirac functions appearing in (4.10) we consider the expansion (3.1) with $n = 8$ terms. Note that, in this case, there is no contribution from the $\cos(\pi q)$ term in (3.1).

For $\beta$ large and $q \neq 1/2, 3/2, 5/2, \ldots$, a first test for a couple of values of $\eta$ ($\eta = 1.6, 10.5$) and $q$ ($q = 1.2, 10.3$) is shown in Figure 6, where we consider the expression (5.3) using the expansions given in (5.4). We sum terms up to $k = 5$ in the expansions. It is interesting to note that for $q = 1.2$ the auxiliary function $\Phi^{(2)}_k(\eta, q)$ in the series in (5.4) has to be computed by using the function $\hat{F}_q(\eta)$ defined in (5.8) with negative $q$. Therefore, this is an example where the result given [3, §24.7c] is incomplete. For details about $\hat{F}_q(\eta)$ we refer to the Appendix; see also Remark 5.4 about the incomplete result in [3, §24.7c]. As can be seen in the figure, when $\eta = 20.3$ an accuracy near double precision is obtained for $\eta > 20$.

Another test is shown in Table 1, where we show (for $\beta = 50, 100$) the relative errors in the approximations when we take different number of terms in the expansions. We take $q = 2.4, \eta = 9/2$ in the calculations. As shown in the table, for the two values of $\beta$ it is possible to obtain an accuracy better than single precision ($10^{-8}$) in the computation with four terms in the expansion. Finally, similar tests for (5.5) by using the expansions (5.6) (case of $\beta$ large and $q$ half-integer) are shown in Figure 7 and Table 2. The results given in this table show that, just one term is needed to obtain an accuracy better than single precision.
Figure 5: Test of (4.8) by using the expansions (4.9), the series (4.10) and the convergent expansion (4.11) for $\beta = 4/3, 10.5$ and $q = 3/2, 9/2$.

Figure 6: Test of (5.3) by using the expansions (5.4) for $\eta = 1.6, 10.5$ and $q = 1.2, 10.3$.

Table 1: Relative errors in the computation of the relativistic Fermi-Dirac integral by using (5.3) with the expansions (5.4) evaluated with different number of terms ($n_{\text{terms}} = k + 1$). We take $q = 2.4, \eta = 9/2$.

| $k$ | $\beta = 50$ | $\beta = 100$ |
|-----|--------------|---------------|
| 0   | $4.2 \times 10^{-3}$ | $2.1 \times 10^{-3}$ |
| 1   | $1.1 \times 10^{-5}$ | $2.8 \times 10^{-5}$ |
| 2   | $9.8 \times 10^{-8}$ | $1.2 \times 10^{-8}$ |
| 3   | $4.7 \times 10^{-9}$ | $2.9 \times 10^{-10}$ |
| 4   | $1.7 \times 10^{-12}$ | $5.3 \times 10^{-14}$ |
| 5   | $8.5 \times 10^{-15}$ | $2.2 \times 10^{-16}$ |
Figure 7: Test of (5.5) by using the expansions (5.6) for $\eta = 1.6, 20.3$ and $q = 3/2, 9/2$.

Table 2: Relative errors in the computation of the relativistic Fermi-Dirac integral by using (5.5) with the expansions (5.6) evaluated with different number of terms ($n_{terms} = k + 1$). We take $q = 3/2, \eta = 9/2$.

| $k_{max}$ | $\beta = 20$ | $\beta = 50$ |
|-----------|---------------|---------------|
| 0         | $2.5 \times 10^{-8}$ | $6.7 \times 10^{-10}$ |
| 1         | $3.1 \times 10^{-10}$ | $3.5 \times 10^{-12}$ |
| 2         | $4.6 \times 10^{-12}$ | $2.2 \times 10^{-14}$ |
| 3         | $5.9 \times 10^{-14}$ | $2.2 \times 10^{-16}$ |
| 4         | $8.9 \times 10^{-16}$ | $4.4 \times 10^{-16}$ |
| 5         | $2.2 \times 10^{-16}$ | $4.4 \times 10^{-16}$ |
7 Concluding remarks

We have derived new and complete asymptotic expansions of the relativistic Fermi-Dirac integral $F_q(\eta, \beta)$ for large values of $\eta$ or $\beta$. The expansions have a different form for half-integer values of $q$, a case that is very relevant in applications from physics. By concentrating on delivering full expansions, we have discovered and repaired an omission in the literature for the case that asymptotic expansions containing the standard Fermi-Dirac function $F_q(\eta)$ with $q \leq -1$ could not be handled appropriately.

A Interpretations of $\hat{F}_q(\eta)$ for $q \leq -1$

In the relations for the auxiliary functions given in (5.8) functions $\hat{F}_q(\eta)$ occur with $q \leq -1$. One possible interpretation is based on integration by parts. We have

$$\hat{F}_q(\eta) = \frac{1}{\Gamma(q+2)} \int_0^{\infty} \frac{e^{\eta} + 1}{e^z + 1} \frac{e^x - \eta}{(e^x - \eta + 1)^2} dx, \quad q \neq 0, 1, 2, \ldots, \tag{1.1}$$

because the integrated terms vanish. The new integral converges at $\infty$ in the same manner as the original one and the right-hand side is defined for $\Re q > -1$. Continuing this we conclude that $\hat{F}_q(\eta)$ can be defined for all complex values of $q$. For $\hat{F}_q(\eta, \beta)$ the same approach can be used.

A different method is based on writing the integral as a loop integral around the positive axis. We have

$$\hat{F}_q(\eta) = -e^{-\pi i q} \frac{\Gamma(-q)}{2\pi i} \int_{+\infty}^{(0+)} \frac{e^z - \eta}{e^z + 1} dz, \quad q \neq 0, 1, 2, \ldots, \tag{1.2}$$

where the contour of integration starts at $+\infty$ with $\text{ph} \, z = 0$, encircles the origin in the anti-clockwise direction, and returns to $+\infty$ with $\text{ph} \, z = 2\pi$. The contour cuts the negative axis, where $\text{ph} \, z = \pi$, and should not contain the poles $z_k = \eta + k\pi i, k \in \mathbb{Z}$ of $1/(e^z + 1)$. A similar representation can be given for $\hat{F}_q(\eta, \beta)$; in that case the contour should cut the negative axis inside the interval $(-2/\beta, 0)$.

We prove this integral representation first for $\Re q > -1$. In that case the singularity at the origin is integrable, and we can take the contour along the positive real axis, with the proper choice of the phase of $z$. This gives

$$-e^{-\pi i q} \frac{\Gamma(-q)}{2\pi i} \int_{+\infty}^{(0+)} \frac{(-z)^q}{e^z + 1} dz = -e^{-\pi i q} \frac{\Gamma(-q)}{2\pi i} \left( e^{2\pi i q} - 1 \right) \int_0^{+\infty} \frac{z^q}{e^z + 1} dz. \tag{1.3}$$

By using the definition of $\hat{F}_q(\eta)$ in (5.9), this can be written as

$$-e^{-\pi i q} \frac{\Gamma(-q)}{2\pi i} \left( e^{2\pi i q} - 1 \right) \Gamma(q + 1) \hat{F}_q(\eta) = \hat{F}_q(\eta), \tag{1.4}$$

where we have used $\Gamma(1 - q)\Gamma(1 + q) = \pi q / \sin(\pi q)$.

In this way, we have shown that $\hat{F}_q(\eta)$ has the integral representation in (1.2) for $\Re q > -1$. However, the right-hand side of (1.2) is an analytic function for all $\Re q < 0$.
\[ F_q(\eta) \] is an analytic function for all \( q \in \mathbb{C} \), as follows from the second integral in (5.9). Hence, using the principle of analytic continuation, we conclude that (1.2) holds for all \( q \) with the exception of the nonnegative integers.

When we use one of these forms of analytic continuation the function \( F_q(\eta) \) can be used for the auxiliary functions as in (5.8).

When \( \eta > 0 \), the functions \( \Phi_k^{(1)}(\eta) \) defined in (5.4) can be evaluated shifting the contour across the poles at \( s = 0, -1, -2, \ldots \). For example,
\[
\Phi_0^{(1)}(\eta) = \sum_{n=0}^{\infty} (-1)^n e^{-n\eta} = \frac{1}{e^{-\eta} + 1}.
\]

The same result can be obtained for \( \eta < 0 \) by shifting the contour in (5.4) to the right.

The functions \( \Phi_k^{(1)}(\eta), k \geq 1 \) also follow from
\[
\Phi_{k+1}^{(1)}(\eta) = \frac{d}{d\eta} \Phi_k^{(1)}(\eta), \quad k = 0, 1, 2, \ldots.
\]

The relation in (5.8) for \( \Psi_k(\eta) \) defined in (5.7) easily follows from (2.16).

A.1 Further details on the evaluation of the auxiliary functions

We give more details on the function \( \hat{F}_q(\eta) \) for \( q \leq -1 \). As we have observed, for \( q \leq -1 \) the numerical evaluation of \( \hat{F}_q(\eta) \) can be based on the integration by parts method (repeatedly applied), as shown in (1.1). Here we suggest a numerical quadrature method. We split up the contour of integration in (1.2), writing
\[
\hat{F}_q(\eta) = \hat{F}_q^{(1)}(\eta) + \hat{F}_q^{(2)}(\eta),
\]
\[
\hat{F}_q^{(1)}(\eta) = \frac{1}{\Gamma(q+1)} \int_0^1 \frac{x^q}{e^{x\eta} + 1} dx = -e^{-\pi i q} \frac{\Gamma(-q)}{2\pi i} \int_{1}^{(0+)} \frac{z^q}{e^{\eta z} + 1} dz,
\]
\[
\hat{F}_q^{(2)}(\eta) = \frac{1}{\Gamma(q+1)} \int_1^{\infty} \frac{x^q}{e^{x\eta} + 1} dx.
\]

\( \hat{F}_q^{(2)}(\eta) \) can be computed by numerical quadrature for all complex \( q \), and vanishes for \( q = -1, -2, -3, \ldots \). Details on the path of integration in the \( z \)-integral of \( \hat{F}_q^{(1)}(\eta) \) are similar as in (1.2). Because there are no singularities inside the contour when \( q = 0, 1, 2, \ldots \), the integral vanishes for these values of \( q \), but the product with \( \Gamma(-q) \) gives for these values the first integral of \( \hat{F}_q^{(1)}(\eta) \) in (1.7).

In particular for \( \Re q \leq -1 \) we consider the second integral of \( \hat{F}_k^{(1)}(\eta) \) in (1.7). We use the substitution \( z = e^{i\theta} \). This gives, with \( \mu = q + 1 \),
\[
\hat{F}_q^{(1)}(\eta) = e^{-\pi i(q+1)} \frac{\Gamma(-q)}{2\pi} \int_0^{2\pi} \frac{e^{i(q+1)\theta}}{e^{i\theta\eta} + 1} d\theta = \frac{\Gamma(-q)}{2\pi} \int_{-\pi}^{\pi} \frac{e^{i\mu\theta}}{e^{-e^{i\theta\eta} - 1}} d\theta.
\]

After algebraic manipulations we find that the real part of the integrand is even and the imaginary part is odd, and we obtain
\[
\hat{F}_q^{(1)}(\eta) = \frac{\Gamma(-q)}{2\pi} \int_{-\pi}^{\pi} f(\theta) d\theta = \frac{\Gamma(-q)}{\pi} \int_0^{\pi} f(\theta) d\theta,
\]
where
\begin{equation}
    f(\theta) = \frac{e^{-\eta \cos(\theta)} \cos(\mu \theta + \sin(\theta)) + \cos(\mu \theta)}{1 + 2e^{-\eta \cos(\theta)} \cos(\sin(\theta)) + e^{-2\eta - 2 \cos(\theta)}}; \quad \mu = q + 1.
\end{equation}

As remarked earlier, the integrals in (1.8) and (1.9) vanish when \( q = 0, 1, 2, \ldots \), that is, when \( \mu = 1, 2, 3, \ldots \). However, in that case, the first integral in (1.7) can be used for \( \hat{F}^{(1)}(\eta) \).

We observe that the integral of \( \hat{F}^{(1)}(\eta) \) in (1.9) is quite convenient for large positive values of \( \eta \). For large negative values we can multiply the numerator and denominator by \( e^{2\eta} \) to obtain again a convenient representation.

For the function \( \Psi_k(\eta) \) defined in (5.7) we can use a similar numerical algorithm using the relation of (5.8) and writing
\begin{equation}
    \Psi_k(\eta) = \Psi_k^{(1)}(\eta) + \Psi_k^{(2)}(\eta), \quad \Psi_k^{(j)}(\eta) = -\frac{\partial}{\partial q} \hat{F}^{(j)}(\eta) \bigg|_{q = -k-1}, \quad j = 1, 2.
\end{equation}

We have, using the integral representation in (1.9),
\begin{equation}
    \Psi_k^{(1)}(\eta) = \frac{k!}{\pi} \left( \psi(k+1) \int_0^{\pi} f(\theta) d\theta - \int_0^{\pi} g(\theta) d\theta \right),
\end{equation}
where
\begin{equation}
    g(\theta) = -\theta e^{-\eta \cos(\theta)} \sin(\mu \theta + \sin(\theta)) + \sin(\mu \theta) \frac{1}{1 + 2e^{-\eta \cos(\theta)} \cos(\sin(\theta)) + e^{-2\eta - 2 \cos(\theta)}}.
\end{equation}

For \( \Psi_k^{(2)}(\eta) \) we use (1.11) and the third line in (1.7). First we evaluate
\begin{equation}
    \frac{d}{dq} \frac{1}{\Gamma(q+1)} = -\frac{1}{\pi} \frac{d}{dq} \left( \sin(\pi q) \Gamma(-q) \right) = (-1)^k k!, \quad q = -k-1.
\end{equation}
Then we have
\begin{equation}
    \Psi_k^{(2)}(\eta) = (-1)^{k+1} k! \int_1^{\infty} \frac{x^{k-1}}{e^{x-\eta} + 1} \, dx, \quad k = 0, 1, 2, \ldots.
\end{equation}
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