REGULARIZABLE COLLINEAR PERIODIC SOLUTIONS
IN THE \( n \)-BODY PROBLEM WITH ARBITRARY MASSES

GUOWEI YU

Abstract. For \( n \)-body problem with arbitrary positive masses, we prove there are regularizable collinear periodic solutions for any ordering of the masses, going from a simultaneous binary collision to another in half of a period with half of the masses moving monotonically to the right and the other half monotonically to the left. When the masses satisfy certain equality condition, the solutions have extra symmetry. This also gives a new proof of the existence of Schubart orbit, when \( n = 3 \).

1. Introduction

The first solutions ever found in the three body problem were the homothetic Euler solutions discovered by Euler [9] in 1767, where the configuration is collinear and the masses expands and shrink homothetically. Later similar collinear homothetic solutions were found by Moulton [17] in 1910 for any \( n \geq 3 \).

Since collisions with more than two bodies in general are not regularizable, see [14] (except when \( n=3 \) with some special choices of masses, see [20] and [21]), there is no meaningful way to continue these homothetic solutions before or after the total collisions. Meanwhile simultaneous binary collisions\(^1\) are known to be regularizable (intuitively solutions are extended through these collisions by elastic bounces, see [11], [22], [7] and [8]), so we may ask if there are collinear solutions going from one simultaneous binary collision to another, and if they can be extended through these collisions to obtain regularizable periodic solutions.

The first solution of this type was found numerically by Schubart [18] in 1956 for \( n = 3 \) with two equal masses(see Remark 1.2 and Figure 2), and later proven by Moeckel [16] and Venturelli [24] using different methods(for cases with unequal masses, see [19] and [25]). In this paper, we will prove the following theorem which shows the existence of such solutions for any \( n \geq 3 \) with arbitrary choices of masses and ordering (see Figure 1 for an illuminating picture).

---

\(^1\)A simultaneous binary collision is a collision containing only binary collisions. For simplicity, the same name will be used, even if it only contains a single binary collision.
Theorem 1.1. Let $S_n$ be the permutation group of the index set $n = \{1, 2, \ldots, n\}$ with $n \geq 3$. For any choice of positive masses, time $T > 0$ and permutation $\sigma \in S_n$, there is a regularizable collinear $2T$-periodic solution $x(t) = (x_i(t))_{i=1}^n$ in $\mathbb{R}^n$ of the $n$-body problem with following properties.

(a). For any $t \in \mathbb{R}$, $x(t) = x(t + 2T) = x(2T - t) \in \mathbb{R}^n$. 
(b). For any $t \in (0, T)$, $x(t)$ is collision-free with $\dot{x}_{\sigma(i)}(t) > 0$ for odd $i$, $\dot{x}_{\sigma(i)}(t) < 0$ for even $i$.
(c). When $n$ is odd, $x(0)$ and $x(T)$ each contain $\frac{1}{2}(n - 1)$ pairs of binary collision with 
\[
x_{\sigma(1)}(0) < x_{\sigma(2)}(0) = x_{\sigma(3)}(0) < \cdots < x_{\sigma(2j)}(0) = x_{\sigma(2j+1)}(0) < \cdots < x_{\sigma(n-1)}(0) = x_{\sigma(n)}(0);
\]
\[
x_{\sigma(1)}(T) = x_{\sigma(2)}(T) < \cdots < x_{\sigma(2j-1)}(T) = x_{\sigma(2j)}(T) < x_{\sigma(n)}(T).
\]
(d). When $n$ is even, $x(0)$ contains $\frac{1}{2}(n - 2)$ pairs of binary collision and $x(T)$ contains $\frac{1}{2}n$ pairs of binary collision with 
\[
x_{\sigma(1)}(0) < x_{\sigma(2)}(0) = x_{\sigma(3)}(0) < \cdots < x_{\sigma(2j)}(0) = x_{\sigma(2j+1)}(0) < \cdots < x_{\sigma(n-2)}(0) = x_{\sigma(n-1)}(0) < x_{\sigma(n)}(0);
\]
\[
x_{\sigma(1)}(T) = x_{\sigma(2)}(T) < \cdots < x_{\sigma(2j-1)}(T) = x_{\sigma(2j)}(T) < \cdots < x_{\sigma(n-1)}(T) = x_{\sigma(n)}(T).
\]
(e). $\dot{x}_{\sigma(1)}(0) = \dot{x}_{\sigma(n)}(T) = 0$, when $n$ is odd, $\dot{x}_{\sigma(1)}(0) = \dot{x}_{\sigma(n)}(0) = 0$, when $n$ is even. Moreover
\[
\lim_{t \to 0} \frac{m_{\sigma(2j)}\dot{x}_{\sigma(2j)}(t) + m_{\sigma(2j+1)}\dot{x}_{\sigma(2j+1)}(t)}{m_{\sigma(2j)} + m_{\sigma(2j+1)}} = 0, \forall 1 \leq j \leq [(n - 1)/2];
\]
\[
\lim_{t \to T} \frac{m_{\sigma(2j-1)}\dot{x}_{\sigma(2j-1)}(t) + m_{\sigma(2j)}\dot{x}_{\sigma(2j)}(t)}{m_{\sigma(2j-1)} + m_{\sigma(2j)}} = 0, \forall 1 \leq j \leq [n/2].
\]
(f). $x(t)$ is $C^1$-block regularizable in the collinear $n$-body problem, and $C^0$-block regularizable in the planar or spatial $n$-body problem.

Remark 1.1. For the definition of block regularization, see Definition 2.2 and 2.3.

When the masses satisfy the following condition, we obtain solutions with extra symmetry.

(1)
\[
m_{\sigma(i)} = m_{\sigma(n+1-i)}, \ \forall i \in n.
\]
Theorem 1.2. If condition (1) holds, for any $T > 0$ and $\sigma \in S_n$, there is a collinear $2T$-periodic solution $x(t) = (x_i(t))_{i \in \mathbb{n}} \in \mathbb{R}^n$ satisfying properties given in Theorem 1.1 and for any $i \in \mathbb{n}$,

(g). $x_{\sigma(i)}(t) = -x_{\sigma(n+1-i)}(T-t)$, when $n$ is odd, $x_{\sigma(i)}(t) = -x_{\sigma(n+1-i)}(t)$, when $n$ is even.

Remark 1.2. When $n = 3$ and $m_1 = m_3$, Theorem 1.2 gives an alternative proof of the Schubart orbit, as the corresponding solution going from a binary collision between $m_1$ and $m_2$ to a binary collision between $m_2$ and $m_3$ during half a period with the masses forming an Euler configuration at a quarter of a period ($x_1(T/2) = -x_3(T/2), x_2(T/2) = 0$, see Figure 2).

By Newton’s universal gravitational law, the trajectories $x(t) = (x_i(t))_{i \in \mathbb{n}} \in \mathbb{R}^n$ of $n$ point masses, $m_i > 0, i \in \mathbb{n}$, moving in $\mathbb{R}^d (d \geq 1)$, satisfy the following equation

$$m_i \ddot{x}_i = -\sum_{j \in \mathbb{n} \setminus \{i\}} \frac{m_i m_j (x_i - x_j)}{|x_i - x_j|^3}, \ i \in \mathbb{n}.$$

When $d = 1$, it is called the collinear $n$-body problem, as all the masses are always moving in a straight line. Similarly when $d = 2$ or 3, it is called the planar or spatial $n$-body problem. Since the collinear problem is an invariant sub-system of the higher dimension problem, knowledge of it will be crucial in understanding the general problem, as shown by Moeckel in [15].

Our proof is variational in nature. It is well-known that solutions of (2) can be found as critical points of the following action functional

$$\mathcal{A}(x; t_1, t_2) = \int_{t_1}^{t_2} L(x, \dot{x}) \, dt = \int_{t_1}^{t_2} K(\dot{x}) + U(x) \, dt,$$

where

$$K(\dot{x}) = \frac{1}{2} \sum_{i \in \mathbb{n}} m_i |\dot{x}_i|^2, \ U(x) = \sum_{\{i < j\} \subset \mathbb{n}} \frac{m_i m_j}{|x_i - x_j|}.$$ 

For a long time very few results were obtained in the Newtonian $n$-body problem using variational methods, because of singularities due to collision. We denote the set of collision configurations as

$$\Delta = \{ x = (x_i)_{i=1}^n \in \mathbb{R}^{nd} : x_i = x_j, \ for \ some \ i \neq j \}.$$ 

The breakthrough is the proof of the famous Figure-Eight solution in the equal mass three body problem by Chenciner and Montgomery [4]. After that many new periodic solutions have been found and proved using action
minimization methods. The main difficulty is always to show the corresponding minimizers are collision-free. It is impossible to give a complete list of the literature, we refer the readers to [10], [1], [26] and the references within.

For almost all the periodic solutions found using minimization method, the masses need to satisfy various equalities required by the symmetric constraints. In particular some of the masses, if not all of them, need to be equal, for details see Section 3. Up to our knowledge, the only results that hold for unequal masses are [1], [3] and [2] (however the masses still need to satisfy certain conditions, which do not hold for any choice of masses).

From this point of view, Theorem 1.1 is the first result that establishes the existence of periodic solutions for any \( n \) and any choice of masses using action minimization methods.

The standard approaches to rule out collisions in action minimizers are local deformation, Marchal’s average method and level estimate. Here we use none of them, but just the monotonicity of the solution, so the proof is simple and elementary.

As the solutions we found are collinear, they can not always be collision-free. However since they are block-regularizable, they can still be used to explain the behavior of the nearby solutions and understand the global dynamics of the problem. Compare to collision-free periodic solutions, so far there are much less results about regularizable periodic solutions based on action minimization methods. Besides [24], [19] and [25] mentioned above, up to our knowledge there is also [13].

2. Proof of Theorem 1.1

Since the proofs for any \( \sigma \in S_n \) are the same, we will only give the details for \( \sigma = \text{Identity} \).

To find the desired minimizer, consider the following set of admissible paths.

**Definition 2.1.** \( \Gamma = \{ x \in H^1([0, T], \mathbb{R}^n) : x \text{satisfies the following conditions} \} \)

(i). \( x_1(0)x_n(0) \leq 0 \);

(ii). for any \( t \in [0, T] \), \( x_1(t) \leq x_2(t) \leq \cdots \leq x_{n-1}(t) \leq x_n(t) \);

(iii). when \( n \) is odd,

\[
x_1(0) \leq x_2(0) = x_3(0) \leq \cdots \leq x_{2j}(0) = x_{2j+1}(0) \leq \cdots \leq x_{n-1}(0) = x_n(0),
\]

\[
x_1(T) = x_2(T) \leq \cdots \leq x_{2j-1}(T) = x_{2j}(T) \leq \cdots \leq x_{n-2}(T) = x_{n-1}(T) \leq x_n(T);
\]

(iv). when \( n \) is even,

\[
x_1(0) \leq x_2(0) = x_3(0) \leq \cdots \leq x_{2j}(0)
\]

\[
= x_{2j+1}(0) \leq \cdots \leq x_{n-2}(0) = x_{n-1}(0) \leq x_n(0),
\]

\[
x_1(T) = x_2(T) \leq \cdots \leq x_{2j-1}(T) = x_{2j}(T) \leq \cdots \leq x_{n-1}(T) = x_n(T).
\]

For any \( x \in H^1([0, T], \mathbb{R}^n) \), set \( \mathcal{A}_T(x) = \mathcal{A}(x; 0, T) \).
Lemma 2.1. There is an \( x \in \Gamma \) with \( A_T(x) = \inf \{ A_T(y) : y \in \Gamma \} < \infty \).

Proof. It is not hard to see the infimum of \( A_T \) in \( \Gamma \) must be finite.

Since \( \Gamma \) is weakly closed in \( H^1([0, T], \mathbb{R}^n) \) and \( A_T \) is weakly lower semi-continuous, by a standard result in calculus of variation, it is enough to show \( A_T(x) \to \infty \), whenever \( \| x \|_{0, T} \| H^1 \to \infty \).

By Definition[2.1] for any \( x \in \Gamma \) we can define a new path \( z \in H^1([0, nT], \mathbb{R}^n) \) as

\[
z(t) = \begin{cases} x_{2j-1}(t - 2jT + 2T), & \text{if } t \in [(2j - 2)T, (2j - 1)T], \forall j = 1, 2, \ldots, \left\lfloor \frac{n+1}{2} \right\rfloor; \\ x_{2j}(2jT - t), & \text{if } t \in [(2j - 1)T, 2jT], \forall j = 1, 2, \ldots, \left\lfloor \frac{n}{2} \right\rfloor.
\end{cases}
\]

Notice that \( \| x \|_{0, T} \| H^1 \leq \| z \|_{0, nT} \| H^1 \), as

\[
\int_0^{nT} |z|^2 \, dt = \int_0^T \sum_{i=1}^n |x_i|^2 \, dt, \quad \int_0^{nT} |\dot{z}|^2 \, dt = \int_0^T \sum_{i=1}^n |\dot{x}_i|^2 \, dt.
\]

Meanwhile by condition (i) in Definition[2.1] there is a \( t_0 \in [0, nT] \) satisfying \( z(t_0) = 0 \). Then

\[
|z(t)| = |z(t) - z(t_0)| \leq \int_0^{nT} |\dot{z}| \, dt \leq (nT)^{\frac{1}{2}} \left( \int_0^{nT} |\dot{z}|^2 \, dt \right)^{\frac{1}{2}}
\]

As a result, \( \int_0^{nT} |z|^2 \, dt \leq n^2T^2 \int_0^{nT} |\dot{z}|^2 \, dt \). Let \( \mu = \min \{ m_1, m_2, \ldots, m_n \} \).

Then

\[
\| x \|_{0, T} \| H^1 \leq \| z \|_{0, nT} \| H^1 \leq (1 + n^2T^2) \int_0^{nT} |\dot{z}|^2 \, dt \leq (1 + n^2T^2) \int_0^T \sum_{i=1}^n |\dot{x}_i|^2 \, dt
\]

\[
\leq \frac{2(1 + n^2T^2)}{\mu} \int \frac{1}{2} \sum_{i=1}^n m_i |\dot{x}_i|^2 \, dt \leq \frac{2(1 + n^2T^2)}{\mu} A_T(x).
\]

In the rest of the section, let \( x \in \Gamma \) be a minimizer of \( A_T \) in \( \Gamma \). We extend \( x \) to a \( 2T \)-periodic Sobolev loop by setting

\[
x(t) = x(2T - t), \quad x(t) = x(t + 2T), \quad \forall t \in \mathbb{R}.
\]

Then \( x \) satisfies property (a) in Theorem[1.1]

**Lemma 2.2.** For any \( 0 \leq t_1 < t_2 \leq T, x_i(t_1) < x_i(t_2), \) if \( i \) is odd; \( x_i(t_1) > x_i(t_2), \) if \( i \) is even.

Proof. We give details for \( i \) being odd, while the other is similar and will be omitted.

First we prove a weaker result: for any \( 0 \leq t_1 < t_2 \leq T, x_i(t_1) \leq x_i(t_2), \) if \( i \) is odd. By a contradiction argument, assume there is an odd \( i_0 \) with
Without loss of generality, we may even assume 

However, this is absurd and it proves the weaker result stated above.

As a result,

Notice that \( A_T(x^*) < A_T(x) \), since

However, this is absurd and it proves the weaker result stated above.

Now let’s assume there is an odd \( i_0 < n \) and \( 0 \leq t_1 < t_2 \leq T \), such that

Without loss of generality, we may even assume \( t_1 > 0 \) (if not, just replace \( t_1 \) by \( t_2/2 \)). Then for any \( \varepsilon > 0 \) small enough, we can define a new path \( \hat{x} \in \Gamma \) as follows:

As a result,

\[
|\hat{x}_i(t) - \hat{x}_j(t)| \geq |x_i(t) - x_j(t)|, \quad \forall t \in [0, T], \quad \forall i \neq j;
\]

\[
\hat{x}_n(t) - \hat{x}_1(t) = x_n(t) - x_1(t) + \varepsilon, \quad \forall t \in [0, t_1].
\]

Meanwhile notice that

\[
C_1 = \sup \{x_n(t) - x_1(t) : t \in [0, t_1] \} > 0,
\]

as otherwise \( U(x(t)) = \infty, \quad \forall t \in [0, t_1] \). This implies \( A_T(x) = \infty \), which is absurd. Then

\[
\int_0^T U(\hat{x}) \, dt - \int_0^T U(x) \, dt \leq \int_0^{t_1} \frac{m_1 m_n}{\hat{x}_n(t) - \hat{x}_1(t)} - \frac{m_1 m_n}{x_n(t) - x_1(t)} \, dt
\]

\[
= -\frac{m_1 m_n \varepsilon}{(x_n(t) - x_1(t))^2 + \varepsilon(x_n(t) - x_1(t))} \, dt
\]

\[
\leq -\frac{m_1 m_n t_1 \varepsilon}{C_1^2 + C_1 \varepsilon}.
\]
At the same time a direct computation shows
\[
\int_0^T K(\dot{x}) \, dt - \int_0^T K(\dot{x}) \, dt = \frac{m_i}{2} \int_{t_0}^{t_2} \dot{x}_{i_0}^2 - \dot{x}_{i_0}^2 \, dt = - \frac{m_{i_0}}{2} \epsilon^2.
\]
Then the following inequality holds, for \( \epsilon \in (0, C_1) \) small enough, which is absurd.
\[
A_T(\dot{x}) - A_T(x) \leq - \frac{m_1 m_n t_1}{2 \epsilon C_1} \epsilon + \frac{m_{i_0}}{2(t_2 - t_1)} \epsilon^2 < 0.
\]
Now the only case that is not covered by the above argument is when \( i_0 = n \) with \( n \) being odd. In this case, assume \( t_2 < T \) (if not, just replace \( t_2 \) by \( (t_1 + t_2)/2 \) and like above, we have
\[
C_2 = \sup\{x_n(t) - x_1(t) : t \in [t_2, T]\} > 0.
\]
Then the same \( \hat{x} \) defined as above satisfies (5) and
\[
\hat{x}_n(t) - \hat{x}_1(t) = x_n(t) - x_1(t) + \epsilon, \quad \forall t \in [t_1, t_2].
\]
A contradiction now can be reached by a similar estimate as above. \( \square \)

**Proposition 2.1.** \( x(t), t \in (0, T), \) is a collision-free smooth solution of (2).

By Lemma 2.2 \( x(t) \) is collision-free, \( \forall t \in (0, T). \) As a result, if we make small enough perturbations near \( x(t) \), the new path still belongs to \( \Gamma. \) This means that \( x|_{[t-\delta,t+\delta]} \) is a fix-end local minimizer of \( A, \) for \( \delta > 0 \) small enough, which implies the above proposition.

**Proof of (b), (c) & (d) of Theorem 1.1.** For property (b), let’s assume \( i \) is odd (the proof for even \( i \) is similar). By a contradiction argument, assume there is an odd \( i_0 < n \) and a \( t_0 \in (0, T) \) with \( \dot{x}_{i_0}(t_0) = 0. \) By Lemma 2.2 and Proposition 2.1, there is a constant \( C_1 > 0, \) such that for any \( \epsilon > 0 \) small enough,
\[
0 \leq \dot{x}_{i_0}(t) \leq C_1(t - t_0), \quad \forall t \in [t_0, t_0 + \epsilon].
\]
Now define a new path \( \hat{x} \in H^1([0, T], \mathbb{R}^n) \) as follows:
\[
\hat{x}_{i_0}(t) = \begin{cases} x_{i_0}(t) & \text{when } t \in [0, t_0], \\ x_{i_0}(t) + (t - t_0)(2\epsilon - (t - t_0)) & \text{when } t \in [t_0, t_0 + \epsilon], \\ x_{i_0}(t) + \epsilon^2 & \text{when } t \in [t_0 + \epsilon, T]; \end{cases}
\]
\[
\hat{x}_i(t) = \begin{cases} x_i(t) & \text{when } t \in [0, T] \text{ and } i < i_0, \\ x_i(t) + \epsilon^2 & \text{when } t \in [0, T] \text{ and } i > i_0. \end{cases}
\]
As a result,
\[
|\hat{x}_i(t) - \hat{x}_j(t)| \geq |x_i(t) - x_j(t)|, \quad \forall t \in [0, T], \quad \forall i \neq j;
\]
\[
\hat{x}_n(t) - \hat{x}_1(t) = x_n(t) - x_1(t) + \epsilon^2, \quad \forall t \in [0, t_0].
\]
Meanwhile as \( C_2 = \sup \{ x_n(t) - x_1(t) : t \in [0, t_0] \} \) is a positive constant, we have

\[
\int_0^T U(\dot{x}) \, dt - \int_0^T U(x) \, dt \leq \int_0^{t_0} \frac{m_1 m_n}{\dot{x}_n(t) - \dot{x}_1(t)} - \frac{m_1 m_n}{x_n(t) - x_1(t)} \, dt
\]

\[
\leq -\int_0^{t_0} \frac{m_1 m_n \varepsilon^2}{(x_n(t) - x_1(t))^2 + \varepsilon^2(x_n(t) - x_1(t))} \, dt
\]

\[
\leq -\frac{m_1 m_n t_0 \varepsilon^2}{C_2^2 + C_2^2}.
\]

The definition of \( \dot{x} \) and \( \mathcal{I} \) then imply

\[
\int_0^T K(\dot{x}) - K(\dot{x}) \, dt = \frac{m_{i_0}}{2} \int_{t_0}^{t_0 + \varepsilon} \dot{x}_{i_0}^2 - \dot{x}_{i_0}^2 \, dt
\]

\[
= 2m_{i_0} \int_{t_0}^{t_0 + \varepsilon} \dot{x}_{i_0}(t)(\varepsilon + t_0 - t) + (\varepsilon + t_0 - t)^2 \, dt
\]

\[
\leq \int_{t_0}^{t_0 + \varepsilon} C_1(t - t_0)(\varepsilon + t_0 - t) + (\varepsilon + t_0 - t)^2 \, dt
\]

\[
\leq \frac{(2 + C_1)m_{i_0} \varepsilon^3}{3}.
\]

By the above estimates, for \( \varepsilon \in (0, \sqrt{C_2}) \) small enough, we have the following, which is absurd.

\[
A_T(\dot{x}) - A_T(x) \leq -\frac{m_1 m_n t_0 \varepsilon^2}{2C_2^2} + \frac{(2 + C_1)m_{i_0} \varepsilon^3}{3} < 0.
\]

What’s left now is when \( i_0 = n \) (with \( n \) being odd) and \( \dot{x}_{i_0}(t_0) = 0 \), for some \( t_0 \in (0, T) \). In this case, a contradiction can be reached by a similar argument as above, as

\[
\dot{x}_n(t) - \dot{x}_1(t) = x_n(t) - x_1(t) + \varepsilon^2, \quad \forall t \in [t_0, T],
\]

and \( C_3 = \sup \{ x_n(t) - x_1(t) : t \in [t_0, T] \} \) is a positive constant \( C_3 \).

For property (c) and (d), as \( x \in \Gamma \), it must satisfy Condition (iii) and (iv) in Definition 2.1. Then Lemma 2.2 implies the inequalities in these conditions must be strict. \( \square \)

Recall that the velocity of the center of mass of a smooth solutions must be a constant.

**Lemma 2.3.** \( v_0 = \sum_{i \in \mathbf{n}} m_i \dot{x}_i(t) / m_0 = 0, \forall t \in (0, T), \) where \( m_0 = \sum_{i \in \mathbf{n}} m_i. \)

**Proof.** Notice the path \( \dot{x}|_{[0, T]} \) with \( \dot{x}_i(t) = x_i(t) - v_0 t, \forall i \in \mathbf{n}, \) still belongs to \( \Gamma, \) and \( \forall t \in [0, t], \)

\[
2K(\ddot{x}) - 2K(\dot{x}) = \sum_{i \in \mathbf{n}} m_i (\ddot{x}_i^2 - (\dot{x}_i - v_0)^2) = \sum_{i \in \mathbf{n}} m_i (2v_0 \dot{x}_i - v_0^2) = m_0 v_0^2.
\]
As $U(\dot{x}(t)) = U(x(t))$, $v_0$ must be zero. Otherwise the following inequality holds, which is absurd.

$$A_T(x) - A_T(\dot{x}) = \int_0^T K(\dot{x}) - K(\dot{x}) \, dt = \frac{1}{2} m_0 v_0^2 T > 0.$$  

Proof of (e) of Theorem 1.1. By the definition of $\Gamma$, for any $\xi \in C^1([0,T], \mathbb{R}^n) \cap \Gamma$, $x + \varepsilon \xi \in \Gamma$, when $\varepsilon > 0$ is small enough. In the following it is always assumed that any $\xi$ that we choose from $C^1([0,T], \mathbb{R}^n) \cap \Gamma$ satisfying

$$A_T(x + \varepsilon \xi) < \infty, \quad \text{when } \varepsilon > 0 \text{ is small enough.}$$

Then the minimizing property of $x(t)$, Sundman estimates and Lebesgue dominated convergence theorem imply

$$\frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} A_T(x + \varepsilon \xi) = \int_0^T \sum_{i \in \mathbb{N}} (m_i \ddot{x}_i \xi_i + \partial_{x_i} U(x) \xi_i) \, dt = 0.$$  

By (2) and integration by parts,

$$\lim_{t \to T^-} \sum_{i \in \mathbb{N}} m_i \dot{x}_i(t) \xi_i(t) - \lim_{t \to 0^+} \sum_{i \in \mathbb{N}} m_i \dot{x}_i(t) \xi_i(t) = 0.$$  

It is known during a binary collision, the velocity of the center of mass of the pair involved in the collision has a finite limit, as they approaches the binary collision (see [23] or [10, Section 4]). This implies the following one-sided limits are well-defined and finite,

$$\eta_j^+ = \lim_{t \to 0^+} m_{2j} \dot{x}_{2j}(t) + m_{2j+1} \dot{x}_{2j+1}(t), \quad \forall 1 \leq j \leq \lfloor (n - 1)/2 \rfloor;$$

$$\eta_j^- = \lim_{t \to T^-} m_{2j-1} \dot{x}_{2j-1}(t) + m_{2j} \dot{x}_{2j}(t), \quad \forall 1 \leq j \leq \lfloor n/2 \rfloor.$$  

We shall use these to rewrite (9).

First let’s consider the case that $n$ is odd. Notice that for any $j$,

$$m_{2j} \dot{x}_{2j} \xi_{2j} + m_{2j+1} \dot{x}_{2j+1} \xi_{2j+1} = (m_{2j} \dot{x}_{2j} + m_{2j+1} \dot{x}_{2j+1}) \frac{\xi_{2j} + \xi_{2j+1}}{2} + (m_{2j} \dot{x}_{2j} - m_{2j+1} \dot{x}_{2j+1}) \frac{\xi_{2j} - \xi_{2j+1}}{2}.$$  

By Sundman’s asymptotic estimate (see [23] or [10, Section 4])

$$\lim_{t \to 0^+} \left( m_{2j} \dot{x}_{2j}(t) - m_{2j+1} \dot{x}_{2j+1}(t) \right) \left( \xi_{2j}(t) - \xi_{2j+1}(t) \right) = 0.$$  

As a result,

$$\lim_{t \to 0^+} \sum_{i \in \mathbb{N}} m_i \dot{x}_i(t) \xi_i(t) = m_1 \dot{x}_1(0) \xi_1(0) + \sum_{j=1}^{\lfloor n/2 \rfloor} \eta_j^+ \frac{\xi_{2j}(0) + \xi_{2j+1}(0)}{2}. $$
A similar result can be obtained, as $t$ goes to $T^-$,

\begin{equation}
\lim_{t \to T^-} \sum_{i \in \mathbb{N}} m_i \dot{x}_i(t) \xi_i(t) = \sum_{j=1}^{[n/2]} \eta_j \xi_{2j-1}(T) + \xi_{2j}(T) + m_n \dot{x}_n(T) \xi_n(T). \tag{11}
\end{equation}

With \(10\) and \(11\), when $n$ is odd, we can rewrite \(9\) as

\begin{equation}
0 = \left( m_1 \dot{x}_1(0) \xi_1(0) + \sum_{j=1}^{[n-1/2]} \eta_j^+ \xi_{2j}(0) + \xi_{2j+1}(0) \right) + m_n \dot{x}_n(0) \xi_n(0) \tag{12}
\end{equation}

When $n$ is even, by a similar argument, we can rewrite \(9\) as

\begin{equation}
0 = \left( m_1 \dot{x}_1(0) \xi_1(0) + \sum_{j=1}^{[n/2]} \eta_j^- \xi_{2j-1}(T) + \xi_{2j}(T) \right) + m_n \dot{x}_n(0) \xi_n(0) \tag{13}
\end{equation}

Four different cases shall be considered below, as we need to use different $\xi$ from $C^1([0,T], \mathbb{R}^n) \cap \Gamma$. Meanwhile we will always assume $\xi$ satisfies

\begin{equation}
\sum_{i \in \mathbb{N}} m_i \xi_i(t) = 0, \ \forall t \in [0,T]. \tag{14}
\end{equation}

Recall $v_0 = \sum_{i \in \mathbb{N}} m_i \dot{x}_i(t) = 0$ (see Lemma 2.3), as it will also be needed.

**Case 1: $n$ is odd and $t = 0$.** First let’s choose a $\xi$ satisfying

$\xi_i(0) = \xi_2(0) \neq 0, \forall i \in \mathbb{n} \setminus \{1\}; \ \xi_i(T) = 0, \forall i \in \mathbb{n}.

By \(14\), $m_1 \dot{x}_1(0) = -(m_0 - m_1) \xi_2(0)$. Then \(12\) implies

$\sum_{j=1}^{[n-1/2]} \eta_j^+ = 0 \Rightarrow m_1 \dot{x}_1(0)(\xi_1(0) - \xi_2(0)) = 0

\Rightarrow -m_0 \xi_2(0) \dot{x}_1(0) = 0 \Rightarrow \dot{x}_1(0) = 0.

Fix an arbitrary integer $j$ with $1 \leq j \leq [n/2]$. Then choose a $\xi$ satisfying

$\xi_{2j}(0) = \xi_{2j+1}(0) \neq 0, \ \xi_i(0) = 0, \forall i \in \mathbb{n} \setminus \{1, 2j, 2j+1\}; \ \xi_i(T) = 0, \forall i \in \mathbb{n}.

Then \(12\) and $\dot{x}_1(0) = 0$ imply

$\eta_j^+ \xi_{2j}(0) = 0 \Rightarrow \eta_j^+ = 0$

**Case 2: $n$ is odd and $t = T$.** First choose a $\xi$ satisfying

$\xi_i(0) = 0, \forall i \in \mathbb{n}; \ \xi_i(T) = \xi_1(T) \neq 0, \forall i \in \mathbb{n} \setminus \{1\}.$
By \([14]\), \(m_n \xi_n(T) = -(m_0 - m_n) \xi_1(T)\). Then \([12]\) implies
\[
\xi_1(T) \sum_{j=1}^{[n/2]} \eta_j + m_n \dot{x}_n(T) \xi_n(T) = 0 \quad \implies \quad m_n \dot{x}_n(T)(\xi_n(T) - \xi_1(T)) = 0
\]
\[
\implies -m_0 \xi_1(T) \dot{x}_n(T) = 0 \quad \implies \quad \dot{x}_n(T) = 0.
\]
Fix an arbitrary integer \(j\) with \(1 \leq j \leq [n/2]\). Then choose a \(\xi \in \Gamma\) with \(\xi_i(0) = 0, \forall i \in n; \xi_{2j-1}(T) = \xi_{2j}(T) \neq 0, \xi_i(T) = 0, \forall i \in n \setminus \{2j - 1, 2j, n\}\).

Then \([12]\) and \(\dot{x}_n(T) = 0\) imply
\[
\eta_j \xi_1(T) = 0 \quad \implies \quad \eta_j = 0.
\]

Case 3: \(n\) is even and \(t = 0\). First choose a \(\xi\) satisfying
\(\xi_1(0) \neq 0, \xi_i(0) = 0, \forall i \in n \setminus \{1, n\}; \xi_i(T) = 0, \forall i \in n\).
By \([14]\), \(m_n \xi_n(0) = -m_1 \xi_1(0)\). Then \([13]\) implies
\[
m_1 \dot{x}_1(0) \xi_1(0) + m_n \dot{x}_n(0) \xi_n(0) = 0 \quad \implies \quad m_1 \xi_1(0) \left(\dot{x}_1(0) - \dot{x}_n(0)\right) = 0
\]
\[
\implies \quad \dot{x}_1(0) = \dot{x}_n(0).
\]

Next choose a \(\xi\) satisfying
\(\xi_i(0) = \xi_2(0) \neq 0, \forall i \in n \setminus \{1, n\}; \xi_i(T) = 0, \forall i \in n\).

Then \([13]\) and \(v_0 = 0\) imply
\[
m_1 \dot{x}_1(0) \xi_1(0) + m_n \dot{x}_n(0) \xi_n(0) - \left(m_1 \dot{x}_1(0) + m_n \dot{x}_n(0)\right) \xi_2(0) = 0
\]
\[
\implies \quad m_1 \dot{x}_1(0) = m_n \dot{x}_n(0) \quad \implies \quad m_1 \dot{x}_1(0) = m_n \dot{x}_n(0) \xi_1(0) - (m_1 + m_n) \xi_2(0) \dot{x}_1(0) = 0
\]
\[
\implies \quad -m_0 \xi_2(0) \dot{x}_1(0) = 0 \quad \implies \quad \dot{x}_1(0) = \dot{x}_n(0) = 0.
\]

Fix an arbitrary integer \(j\) with \(1 \leq j \leq \frac{n}{2} - 1\). Then choose a \(\xi\) with \(\xi_{2j}(0) = \xi_{2j+1}(0) \neq 0, \xi_i(0) = 0, \forall i \in n \setminus \{1, 2j, 2j + 1, n\}; \xi_i(T) = 0, \forall i \in n\).

Using \([13]\), \([14]\) and \(\dot{x}_1(0) = \dot{x}_n(0) = 0\), we get
\[
\eta_j \xi_{2j}(0) = 0 \quad \implies \quad \eta_j = 0.
\]

Case 4: \(n\) is even and \(t = T\). Fix an arbitrary integer \(j\) with \(1 \leq j \leq n/2\) and choose a \(\xi\) satisfying
\(\xi_i(0) = 0, \forall i \in n; \xi_{2j-1}(T) = \xi_{2j}(T), \xi_i(T) = \xi_0 \neq 0, \forall i \in n \setminus \{2j - 1, 2j\}\).
By \([14]\),
\[
(m_{2j-1} + m_{2j}) \xi_2j(T) = -\xi_0 \sum_{i \in n \setminus \{2j - 1, 2j\}} m_i.
\]
Combing this with [13] and \( v_0 = 0 \), we get
\[
\eta_j (\xi_{2j}(T) - \xi_0) = 0 = - \frac{m_0 \xi_0}{m_{2j-1} + m_{2j}} \eta_j = 0 \implies \eta_j = 0.
\]

The rest of property (e) now follows from that fact that \( x(t) \) satisfies
\[
x(t) = x(t + 2T) = x(2T - t), \quad \forall t \in \mathbb{R}.
\]

Let \( M = \text{diag}(m_1, \ldots, m_1, \ldots, m_n, \ldots, m_n) \in \mathbb{R}^{nd \times nd} \) be the mass matrix. Then (2) is equivalent to the following vector field, whose corresponding flow will be denoted as \( \phi_t \).
\[
\dot{y} = v; \quad \dot{v} = M^{-1} \nabla U(y).
\]

**Definition 2.2.** We say a collision singularity \( y^* \in \Delta \) is \( C^k \) block-regularizable, if for any collision solution \( y^-|_{[t_0, \delta, t_0]} \) \( y(t) \notin \Delta, \ \forall t \neq t_0 \) with \( y^-(t_0) = y^* \), one can associate a unique ejection solution, \( y^+|_{[t_0, t_0 + \delta]} \) \( y(t) \notin \Delta, \ \forall t \neq t_0 \) with \( y^+(t_0) = y^* \), such that there are two co-dimension one cross sections \( \Sigma^\pm \) (with \( (y^+, y^\pm)(t_0 \pm \delta) \in \Sigma^\pm \) correspondingly) transversal to the vector field (15), and a \( C^k \)-homeomorphism \( \psi : \Sigma^- \rightarrow \Sigma^+ \) obtained as an extension of the Poincaré map from \( \Sigma^- \) to \( \Sigma^+ \) induced from the flow \( \phi_t \) by sending \( (y^-, y^-)(t_0 - \delta) \) to \( (y^+, y^+)(t_0 + \delta) \).

**Proposition 2.2.** Theorem A] [8 Corollary G] A simultaneous binary collision singularity is \( C^1 \) block-regularizable, when \( d = 1 \) and \( C^0 \) block-regularizable, when \( d = 2 \) and 3.

**Remark 2.1.** Block regularization was introduced by Easton [6]. When \( n = 4 \), the simultaneous binary collisions are \( C^\delta \) block-regularizable, when \( d = 1 \) see [12] and when \( d = 2 \) see [5].

**Definition 2.3.** Given a collision solution \( y \in H^1(\mathbb{R}, \mathbb{R}^d) \) of (2) with the set of collision instants \( \{ t \in \mathbb{R} : y(t) \in \Delta \} \) isolated in \( \mathbb{R} \), we say it is a \( C^k \) block-regularizable solution of (2), if for any collision instant \( t_0 \), there is a \( \delta > 0 \) small enough, such that \( y|_{[t_0, t_0 + \delta]} \) is the unique ejection solution associated with the collision solution \( y|_{[t_0 - \delta, t_0]} \) given in Definition 2.2.

**Proof of (f) of Theorem 1.1.** Since \( x(t) \) is \( 2T \) periodic, it is enough to show \( x|_{[t_0 - \delta, t_0 + \delta]} \) is block-regularizable, when \( t_0 = 0 \) and \( T \). As the argument is almost identical, we will only give the details for \( t_0 = 0 \).

Since at \( t_0 = 0 \), \( m_{2j} \) and \( m_{2j+1} \) forming the \( j \)-th binary collision, let \( \xi_j(t) = x_{2j+1}(t) - x_{2j}(t), \ s_j(t) = \xi_j(t)/|\xi_j(t)|, \ \forall j = 1, 2, \ldots, [(n-1)/2] \).

The intrinsic energy of the \( j \)-th pair then is
\[
\alpha_j(t) = \frac{1}{2} \frac{m_{2j}m_{2j+1}}{m_{2j} + m_{2j+1}} |\dot{\xi}_j(t)|^2 - \sqrt{\frac{m_{2j}m_{2j+1}}{m_{2j} + m_{2j+1}}} \frac{m_{2j}m_{2j+1}}{|\xi_j(t)|}.\]
Despite of the binary collisions at \( t = 0 \), the following limits exist and are finite (see \([8]\) or \([10]\)),

\[
\lim_{t \to 0^\pm} s_j(t) = s_j^\pm, \quad \lim_{t \to 0^\pm} \alpha_j(t) = \alpha_j^\pm.
\]

By results from \([7]\) and \([8]\), \( x|_{[-\delta, \delta]} \) is \( C^1 \) block-regularizable as a solution of the collinear \( n \)-body problem, and \( C^0 \) block-regularizable as a solution of the planar or spatial \( n \)-body problem, when the following identities hold

\[
s_j^- = s_j^+ \quad \text{and} \quad \alpha_j^- = \alpha_j^+, \quad \forall j = 1, 2, \ldots, [(n-1)/2].
\]

The first identities follow from the fact that \( x(t) \) is collinear with ordering of the mass preserving all the time. Meanwhile by \([4]\), \( x_i(t) = x_i(-t), \quad \dot{x}_i(t) = -\dot{x}_i(-t), \quad \forall t \in (0, \delta) \) and \( \forall i \in n \). Hence

\[
|\xi_j(t)| = |\xi_j(-t)|, \quad \dot{\xi}_j(t) = -\dot{\xi}_j(-t), \quad \forall j = 1, 2, \ldots, [(n-1)/2].
\]

This then implies \( \alpha_j^- = \alpha_j^+ \) for all corresponding \( j \)'s. \( \Box \)

3. Proof of Theorem 1.2

We will only explain it for \( \sigma = \text{Identity} \). Notice that in this case, \((1)\) becomes

\[
m_i = m_{n+1-i}, \quad \forall i \in n.
\]

The idea is to impose certain symmetric constraints. Let’s recall some basic notations and results following \([10]\). Let \( \Lambda = H^1(\mathbb{R}/2T, \mathbb{R}^n) \) be the space of \( 2T \)-periodic Sobolev loops. For any finite group \( G \), define its action on \( \Lambda \) as follows:

\[
g(y(t)) = (\rho(g)y_{\sigma(g)^{-1}(1)}, \rho(g)y_{\sigma(g)^{-1}(2)}, \ldots, \rho(g)y_{\sigma(g)^{-1}(n)})(\tau(g^{-1})t), \quad \forall g \in G,
\]

where

\begin{itemize}
  \item[(a).] \( \rho : G \to O(d) \) represents the action of \( G \) on \( \mathbb{R}^d \);
  \item[(b).] \( \sigma : G \to S_n \) represents the action of \( G \) on \( n \);
  \item[(c).] \( \tau : G \to O(2) \) represents the action of \( G \) on the time circle \( \mathbb{R}/2TZ \).
\end{itemize}

Then \( \Lambda^G = \{ y \in \Lambda | g(y(t)) = y(t), \quad \forall g \in G \} \) is the space of \( G \)-equivariant loops. By Palais’ symmetric principle, a critical point of \( \mathcal{A} \) in \( \Lambda^G \) is also a critical point of \( \mathcal{A} \) in \( \Lambda \), when

\[
m_i = m_j, \quad \text{if } \exists g \in G, \quad \text{such that } \sigma(g)(i) = j
\]

For us, the dihedral group \( D_2 := \langle f, h \mid f^2 = h^2 = (fh)^2 = 1 \rangle \) with following action will be used

\[
\rho(f) = \text{Id}, \quad \sigma(f) = \text{Id}, \quad \tau(f)t = 2T - t;
\]

\[
\rho(h) = -\text{Id}, \quad \sigma(h) = \prod_{i=1}^{n}(i, n+1-i), \quad \tau(h)t = \begin{cases} T - t, \quad & \text{when } n \text{ is odd,} \\
T, \quad & \text{when } n \text{ is even.}
\end{cases}
\]
For such a group action, (16) implies (17) and each $x \in \Lambda^{D_2}$ satisfies

$$x_i(t) = x_i(2T - t) \quad \text{and} \quad x_i(t) = \begin{cases} 
-x_{n+1-i}(T - t), & \text{when } n \text{ is odd}, \\
-x_{n+1-i}(t), & \text{when } n \text{ is even}.
\end{cases}$$

Let $\Omega = \{x|[0,T] : x \in \Lambda^{D_2}\}$. Theorem 1.2 now can be proven by similar arguments as in the proof of Theorem 1.1 with the desired solutions found as minimizers of $A$ in $\Omega \cap \Gamma$.
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