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There are numerous approximate color transforms reported in the literature that aim to reduce display power consumption by imperceptibly changing the color content of displayed images. To be practical, these techniques need to be content-aware in picking transformation parameters to preserve perceptual quality. This work presents a computationally-efficient method for calculating a parameter lower bound for approximate color transform parameters based on the content to be transformed. We conduct a user study with 62 participants and 6,400 image pair comparisons to derive the proposed solution. We use the user study results to predict this lower bound reliably with a 1.6% mean squared error by using simple image-color-based heuristics. We show that these heuristics have Pearson and Spearman rank correlation coefficients greater than 0.7 (p<0.01) and that our model generalizes beyond the data from the user study. The user study results also show that the color transform is able to achieve up to 50% power saving with most users reporting negligible visual impairment.

1 INTRODUCTION

The consumer demand for mobile devices capable of displaying 4K high definition video and content with high dynamic range (HDR) has shifted the mobile display market towards using emissive pixel display technologies like Organic Light Emitting Diodes (OLEDs) and Quantum Dot Light Emitting Diodes (QD-LEDs). However, the increase in pixel density and the display luminance requirements for HDR has caused these displays to consume an increasing proportion of overall device power [3]. This trend will continue for the foreseeable future as the efficiency of displays are bounded by analogue optoelectronic processes that limit their ability to be miniaturized.

In contrast to traditional backlit displays, the power consumption of an emissive pixel display is a function of the content being displayed [1]. This presents new opportunities to optimize display power from software by modulating the content on the screen. Crayon [10], transforms images to reduce display power consumption by imperceptibly changing the color and shape content of images displayed. Crayon was shown to achieve up to 60% power saving while preserving image quality. However, the Crayon color transform had a parameter $\lambda$ that needed to be manually tuned to achieve the desired trade-off between display power savings and transformed image acceptability, limiting its broad acceptability.

1.1 Contributions

We address the challenge of finding the optimal $\lambda$, by using a computationally-efficient model, derived from a user study of acceptability of color-transformed images. The model permits color transformation methods such as Crayon [10] to automatically determine their control parameters and to do so intelligently based on the input image. In particular, this work makes the following contributions:
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2.1 Least Squares ($\ell_2^2$) solution

By setting $\phi(y - x) = \frac{1}{2} ||y - x||_2^2$ in Equation 1 and calculating the derivatives with respect to $y^c[i]$, we calculated a global minimizer for $y$. This leads to the solution below.

$$y^c[i] = \frac{\lambda x^c[i] - \beta_c}{\lambda + \alpha_c}$$

2.2 Euclidean-distance ($\ell_2$) solution

Unlike with the $\ell_2^2$ solution, when $\phi(y - x) = ||y - x||_2$, the three channels are coupled together. By writing the problem in vector form with $\tilde{y}_i = (y^r[i], y^g[i], y^b[i])$, $\tilde{x}_i = (x^r[i], x^g[i], x^b[i])$ and $D_{\alpha}$ being a diagonal matrix with $\alpha_r$, $\alpha_g$, and $\alpha_b$ on the diagonal and setting $\beta_c = 0$ and $\gamma_c = 0$ to simplify the power model, the problem can be simplified with a
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change of variable, $\tilde{z}_i = \tilde{y}_i - \tilde{x}_i$ to get

$$\min_{\tilde{z}_i} \frac{1}{2}(\tilde{z}_i + \tilde{x}_i)^T D_\alpha (\tilde{z}_i + \tilde{x}_i) + \lambda \|\tilde{z}_i\|_2$$

(4)

This is minimized when $\tilde{z}_i$ is opposite to $\tilde{x}_i$ (i.e., $\tilde{z}_i = -\mu \tilde{x}_i$, for some $\mu > 0$). Substituting $\tilde{z}_i = -\mu \tilde{x}_i$ and differentiating with respect to $\mu$ gives the solution below.

$$\tilde{y}_i = (\mu + 1)\tilde{x}_i$$

with $\mu = \max(1 - \frac{\lambda \|\tilde{x}_i\|_2}{\tilde{x}_i^T D_\alpha \tilde{x}_i}, 0)$

(5)

3 USER STUDY

The aim of the study was to model the perceptual quality of transformed images to devise a way to dynamically pick optimal values for $\lambda$ in Equations 3 and 5. We used 14 base images from Unsplash [15] for the study (see Figure 1). We used a Huawei P30 Pro device as the target platform. We measured its display power as a function of the R,G,B values in a Binder MK56 thermal chamber with temperature regulated at 25 °C to remove the effect of ambient temperature on display power consumption (see Figure 3). We used these measurements to derive the power model parameters. We used, both $\ell_2^2$ and $\ell_2^2$ distance metrics, and the three color spaces, sRGB, CIE LAB, and CIE UVW, to transform the images, giving 6 distance metric and color space configurations. For each transform configuration, the $\lambda$ limits were chosen such that, when transforming a pure white image, the maximum and minimum $\lambda$ values would produce an image that consumes 95% and 40% of the power required to display the original image, respectively. We then normalized the $\lambda$ value to the range $[0, 1]$ for each transform configuration.

We transformed the 14 images for each of the 6 configurations using 20 $\lambda$ values, at 5% intervals in the normalized range. This resulted in 1,680 unique transformed images. We then split the transformed images into batches of 20 images and paired them with their originals. We also added two control image pairs, an identical pair and a pair with one of the images set to a black image, to each batch at random locations to allow us to validate participant responses.

We ran the study on Amazon’s Sage Maker platform using the Amazon Mechanical Turk workforce. We presented each participant with a batch of images and asked them to comment on the visual impairments on the transformed image of each pair, using the following 5-point double-stimulus-impairment-scale [6]: Score 5: Imperceptible, Score 4: Perceptible, but not annoying, Score 3: Slightly annoying, Score 2: Annoying, Score 1: Very annoying.

To simulate a real-world observation time, we asked the participants not to spend more than 20 seconds on each image pair. For each batch we collected responses from 5 different participants giving 8,400 image pair comparisons from 62 unique participants.

First, we discarded any batches that incorrectly labelled either of the control image pairs (i.e., the identical pair or the image paired with a black rectangle), resulting in 6,800 image pairs. Figure 4 shows the distribution of the raw scores as a function of the normalized $\lambda$ value for both $\ell_2^2$ and $\ell_2$ distances. The figure shows that when using the $\ell_2$ distance, the proportion of images with scores 4 and 5 drop off more rapidly than with the $\ell_2^2$ distance, showing that the $\ell_2^2$ distance is better at preserving perceived quality. Even down to a $\lambda$ value of 0.1 (~50% power saving), the majority of the participants said that the artifacts were “Imperceptible” or “Perceptible, but not annoying” for images that were transformed using $\ell_2^2$ distance. These observations on the difference in the effect of $\ell_2$ and $\ell_2^2$ were also reported in the original Crayon work. The results we present however encompass about five times as many unique images compared to the original crayon study.
Fig. 4. Raw score histograms show that the perceptual quality is better preserved for a wider range of $\lambda$ when using $\ell_2^2$ distance (top) compared to $\ell_2$ distance (bottom). Box and whisker plots above each histogram show the distribution of the scores over the range of $\lambda$ values on the x-axis.

Fig. 5. MOS variation with $\lambda$ for different images follow a similar trend when using $\ell_2^2$ distance (top) in contrast to $\ell_2$ distance (bottom).

3.1 Results

The individual responses for each unique image pair were then averaged to get mean opinion scores (MOS). Figure 5 shows the normalized MOS against $\lambda$ for the images in Figure 2. It shows that the change in MOS follows a similar trend for all the images when using $\ell_2^2$ distance while the results for the images using $\ell_2$ distance does not show as much similarity. We used this trend similarity when using $\ell_2^2$ distance, to formulate a method for efficiently predicting the expected user response, based just on the input image. Furthermore, the normalization of $\lambda$ and MOS will allow the results to be compared between different transform settings and be used with different power models.

3.2 Lambda ($\lambda$) Lower Bound Prediction

When using Crayon in a system, we need to decide on $\lambda$ based on what MOS we require. In the study, we set $\lambda$, and we got a range of scores from the users. However, the mapping from $\lambda$ to scores is multi-valued, and thus it is not invertible. Therefore, we chose to find what the smallest value of $\lambda$ that gives a particular MOS would be, to derive a function for the lower bound for $\lambda$ given MOS. To find an analytic solution for the lower bound, we filtered the results to find the scores on the lower boundary and fit the exponential below to these data points by adjusting the rate parameter $k$.

$$\lambda_{LB}(s) = \frac{e^{ks} - 1}{1000}$$ (6)
Fig. 6. Predicted lower bounds for the image in Figure 2b using the leave-out SVM model follow the trend of the data points better than the calculated fit for all three color spaces; RGB (top), CIE LAB (middle), and CIE UVW (bottom).

Fig. 7. The exponential model can fit the lower bound for \( \lambda \) against MOS when using \( \ell^2 \) distance for all three color spaces; RGB (top), CIE LAB (middle), and CIE UVW (bottom).

Figure 6 shows the raw \( \lambda \) values plotted against MOS for image in Figure 2b. The figure shows the data points on the lower bound highlighted in bold and the blue line is the exponential fit. Figure 7 shows the result of this process for the six images in Figure 2.

The aforementioned process for finding the lower bound relies on user study data and consequently, it is only applicable to the 14 images used in the study. In practice, we need to find the lower bound for a previously-unseen image. So we need to generalize the results from the user study to find a correlation between image properties and the lower bound.

We investigated 12 simple heuristics based on hue, luminance, and saturation distribution of the image pixels, to generalize beyond the data points from the user study. The aim was to see if \( k \) is correlated with any of these. For the original images used in the study, we found that mean luminance, and standard deviation of the saturation and hue across the image were correlated with the parameter \( k \) with Pearson and Spearman rank correlation coefficients around 0.7 (p<0.01).

Based on this we chose to use mean luminance, and the standard deviation of hue, saturation, and luminance as the image features to use in predicting \( k \) (i.e., the shape of the exponential).

Table 1 summarizes the average mean squared error (MSE) and MSE variance achieved for each color space, with 5-fold cross validation, by linear, cubic, and support vector machine (SVM) models. The MSE is the error between the \( k \) value predicted using the image heuristics and the value calculated with the user study results. We used the range of calculated \( k \) values for each color space was to calculate the percentage MSE.
We are able to predict the parameter $k$ to a maximum mean accuracy, over the 5-folds, of about 7% MSE. For both CIE LAB and CIE UVW color spaces, a simple linear model performs the best, while in RGB color space the SVM model has the best performance. We trained a further set of SVM models using all the images except the image in Figure 2b. Table 2 shows the results for these models and additionally, Figure 6 shows the lower bound prediction. These models performed with a maximum accuracy of 1.6% MSE when used to predict the lower bound for the image in Figure 2b. This indicates that the accuracy of our model could be increased with more data. This is an area we are actively exploring as an extension to this ‘late breaking results’ submission. Additionally the model is able to avoid fitting to the outlier point at MOS = 1 in the CIE LAB color space (Figure 6, middle). This indicates the learned model has generalized well.

This work can be extended with a larger user study with a larger set of images and more flexible models to increase the accuracy of the predictions. However, this carries the risk of getting to unreasonably numerical high accuracies and a false sense of safety. Given the inherent variation in subjective opinion, even within a single person, high numerical accuracies would result in a misplaced confidence in the real world performance of a given model. However, a larger study would also allow us to calculate useful, mean and variance estimates for user score. This would ultimately let our system provide accurate confidence intervals for the proportion of people that would score the image to be of satisfactory quality, given the chosen $\lambda$.

### 4 RELATED RESEARCH

Crayon is the work most closely related to this work [10]. But as outlined before, the original work does not provide a way to automatically tune transform parameters, which our work addresses. Stanley-Marbell et al. have proposed a similar system called Ishihara, that uses a large corpus of color matching data to merge easily confused colors to improve efficiency [13]. Most of the work on OLED power optimization in literature focusses on GUI color remapping [4], replacing UI colors with black [8] or obfuscating part of the screen [14]. Our work could be integrated with Chameleon [4] as it uses a similar formulation to Crayon [10]. Previous work exploring color mapping to minimize the use of the blue subpixels [2], display vignetting to reduce brightness in display edges [16], or brightness scaling to reduce overall brightness of the display [7] exist in literature.

Our work can also be posed as a no-reference (NR) image quality metric (IQM) for color approximation algorithms. The calculated $\lambda$ lower bound function could be inverted to infer MOS from image and $\lambda$. Typical NR-IQMs rely on a human vision model to infer the effects of artifacts and focus on luminance information in the image [5, 9].
Although they perform well for images with luminance artifacts, their performance on color artifacts have not been explored specifically. Other possible extensions include combining the color transformations with power-saving I/O encoding techniques [12] or even inferring permissible color approximation from programming languages that permit programmers to specify accuracy constraints [11].
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