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Abstract

In the bioinformatics field, there has been a growing interest in modelling dihedral angles of amino acids by viewing them as data on the torus. This has motivated, over the past years, new proposals of distributions on the bivariate torus. The main drawback of most of these models is that the related densities are (pointwise) symmetric, despite the fact that the data usually present asymmetric patterns. This motivates the need to find a new way of constructing asymmetric toroidal distributions starting from a symmetric distribution. We tackle this problem in this paper by introducing the sine-skewed toroidal distributions. The general properties of the new models are derived. Based on the initial symmetric model, explicit expressions for the shape parameters are obtained, a simple algorithm for generating random numbers is provided, and asymptotic results for the maximum likelihood estimators are established. An important feature of our construction is that no normalizing constant needs to be calculated, leading to more flexible distributions without increasing the complexity of the models. The benefit of employing these new sine-skewed distributions is shown on the basis of protein data, where, in general, the new models outperform their symmetric antecedents.
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1 Introduction

Toroidal data are observations taking values on the unit torus, that is, the product of unit circles, the typical example being the torus in three dimensions formed by the product of two unit circles.
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This also explains the alternative terminology of circular-circular or bivariate circular data in \( \mathbb{R}^3 \). Toroidal data appear in numerous domains. Typical examples are wind directions measured at two distinct moments of the day (see, e.g., Johnson and Wehry, 1977; Kato et al., 2008; Kato, 2009), earthquake data consisting of pre-earthquake direction of steepest descent and the direction of lateral ground movement (Rivest, 1997; Jones et al., 2015) or peak systolic blood pressure times, converted to angles, during two separate time periods (Fisher and Lee, 1983; Downs and Mardia, 2002). The interest in modelling especially circular-circular data has been strongly growing over the past years, mainly thanks to important applications in bioinformatics. In particular, it has been noted that dihedral angles of amino acids can be much better modelled by viewing them as data on the torus, which has led to crucial contributions in the protein structure prediction problem, see for instance Mardia et al. (2007), Fernández-Duran (2007), Boomsma et al. (2008), Harder et al. (2010), García-Portugués et al. (2019) or the monograph Hamelryck et al. (2012) and Chapters 1 and 4 of Ley and Verdebout (2019).

One of the most famous toroidal distributions is the bivariate von Mises density of Mardia (1975), which arises as a maximum entropy distribution with von Mises marginals. Several more parameter-parsimonious submodels have since been proposed in the literature, e.g. by Rivest (1988), Singh et al. (2002), Mardia et al. (2007) and Kent et al. (2008). The extensions to higher dimensions of the so-called Sine model by Singh et al. (2002) and Cosine model by Mardia et al. (2007) can be found in Mardia et al. (2008) and Mardia and Patrangenaru (2005), respectively. Details about these distributions are given in Section 3. Another famous class of toroidal distributions that allows specifying the marginal distributions has been put forward by Wehrly and Johnson (1980). Their construction resembles copulas in multivariate Euclidean spaces, which is why Jones et al. (2015) coin the term “circulas” in their general study of these models. A particularly salient special case is the bivariate wrapped Cauchy distribution of Kato and Pewsey (2015), which has wrapped Cauchy distributions both as marginal and conditional distributions. We refer the reader to Sections 2.4 and 2.5 of Ley and Verdebout (2017a) for an overview of further toroidal distributions.

A common trait of the large majority of these distributions is that they are symmetric around the location on the torus. However, several datasets are not symmetric, as noted for instance by Shieh et al. (2011) in the context of orthologous genes shared by circular prokaryotic genomes. Quoting Mardia (2013) in the context of protein data: “Another unexplored area is constructing plausible bivariate skew distributions, i.e. the field is still evolving, but it should be noted that for bioinformatics we generally need computationally efficient methods”. Thus there is a strong demand for asymmetric distributions on the torus, and we will palliate that need in this paper by introducing a general construction that skews any symmetric distribution. This thus allows us to exploit precisely the large amount of existing symmetric distributions and is a tool that can easily be used in conjunction with any future new construction of symmetric distributions.

Our proposal, which can be found in (2.1), inscribes itself in the vein of symmetry modulation à la Azzalini, also known as the perturbation approach. The idea consists in shifting the probability
The present paper is organized as follows. In Section 2 we introduce our mechanism to skew any symmetric toroidal distribution and provide the main properties of the resulting distributions. Special cases of sine-skewed toroidal distributions are described in Section 3 while inferential aspects are considered in Section 4. In Section 5 we show the superior fit provided by our sine-skewed distributions in comparison to their symmetric antecedents when modelling real data from bioinformatics, hereby showing the benefits from using our potentially asymmetric models in this field. Final conclusions are drawn in Section 6, while additional results are given in the online Supplementary Material.

2 Basic formulation and properties

2.1 The general expression of sine-skewed densities

The objective of this subsection is to provide a general formulation of our approach to obtain skewed distributions on the torus. Consider a (pointwise) symmetric density \( x \mapsto f(x - \mu; \vartheta) \), \( x \in \mathbb{T}^d := [-\pi, \pi)^d \), around a location \( \mu \in \mathbb{T}^d \), i.e., a toroidal density satisfying \( f(\mu + x; \vartheta) = f(\mu - x; \vartheta) \), where \( \vartheta \) denotes the set of all parameters involved in the density other than location. In general, this concerns concentration parameters \( \kappa \in (\mathbb{R}^+)^d \), but also a correlation parameter \( r \in \mathbb{R} \) (or a dependence matrix) and/or a \( d \)-dimensional peakedness/kurtosis vector \( \eta \in \mathbb{R}^d \) can be present in \( \vartheta \), depending on the distribution.

Starting from the base density \( f(x - \mu; \vartheta) \), our approach consists in transforming it into the density

\[
x \mapsto g(x - \mu; \vartheta, \lambda) := f(x - \mu; \vartheta) \left( 1 + \sum_{s=1}^d \lambda_s \sin(x_s - \mu_s) \right),
\]

where \( \lambda \in [-1, 1]^d \) plays the role of skewness parameter and satisfies \( \sum_{s=1}^d |\lambda_s| \leq 1 \). It is clear that \( x \mapsto g(x - \mu; \vartheta, \lambda) \) is always positive and integrates to 1 over \( \mathbb{T}^d \), see the next subsection for more
details. One can readily see that this density is asymmetric (probability mass shifted in the direction of \( \lambda \)) unless \( \lambda = 0 \) in which case we retrieve the base symmetric density \( f(x - \mu; \vartheta) \). One of the main advantages of this formulation is that a skewness parameter can be included without altering the normalizing constant. When \( d = 1 \), we retrieve the sine-skewed distributions on the circle from [Umbach and Jammalamadaka (2009)] and [Abe and Pewsey (2011)]. In the next subsections, we highlight the main properties of this model and how to generate random data.

2.2 Main properties

In this subsection, we study some basic properties of the toroidal sine-skewed distributions with associated density (2.1). First, the cumulative distribution function is analyzed, where the main advantage of the proposed distribution is pointed out: the proposed distributions provide a method of skewing any toroidal distribution without altering the normalizing constant. Second, we investigate when the marginals also follow a (sub-toroidal) sine-skewed distribution. Finally, the shape parameters of our new models are analyzed by providing the expressions of trigonometric moments.

Cumulative distribution function and normalizing constant. Without loss of generality, we can set \( \mu = 0 \). Denoting by \( F(\cdot; \vartheta) \) the cumulative distribution function (cdf) of the toroidal base symmetric distribution, the cdf of its sine-skewed version, \( G(x; \lambda) \), in a point \( x \in \mathbb{T}^d \), is obtained as

\[
G(x; \lambda) = F(x) + \sum_{s=1}^{d} \lambda_s \int_{-\pi}^{x} \ldots \int_{-\pi}^{x} \sin(t_s) f(t; \vartheta) dt
\]

\[
G(\pi; \lambda) - G(-\pi; \lambda) = F(\pi; \vartheta) - F(-\pi; \vartheta) = 1.
\]

Consequently, the normalizing constant does not need to be altered, which is a particularly nice property given the difficulty to calculate integrals on the multidimensional torus.

Marginals. Let \( X = [X_1, \ldots, X_d]^T \) follow a \( d \)-dimensional toroidal sine-skewed distribution and let \( m \) be a subset of \( \{1, \ldots, d\} \) and \( m^c \) its complementary. Studying the behaviour of the marginals (of any dimension lower than \( d \)) leads us to consider the following three scenarios:

- If the initial symmetric density \( f \) is pointwise symmetric in \( x_{m^c} := \{x_s : s \in m^c\} \) alone (while fixing the other components), then the distribution of \( X_m = [X_s]_{s \in m} \) is sine-skewed. For example, if the marginals of the base density are independent, the distribution of \( X_m \) is sine-skewed.
- If \( \lambda_s = 0 \) for all \( s \in m^c \), then \( X_m \) is sine-skewed.
- Otherwise, in general, it is not true that the marginals are also sine-skewed, and skewed distributions for \( X_m \) can be obtained even if \( \lambda_s = 0 \) for all \( s \in m \) (see Figure 4, right panel).
A formal proof of these statements can be found in Section S1 of the Supplementary Material.

**Trigonometric moments and shape parameters.** Assume again, without loss of generality and for the sake of simplicity, that $\mu = 0$. The characteristic function of the $d$-toroidal density is given by the sequence of numbers $\{\phi_p : p_s = 0, \pm 1, \pm 2, \ldots; 1 \leq s \leq d\}$, where $\phi_p = \mathbb{E}[\exp(i p^T X)] = \mathbb{E}[\cos(p^T X)] + i \mathbb{E}[\sin(p^T X)] =: \alpha_p + i \beta_p$. If $\alpha_p^0$ denotes the cosine moment of order $p$ of the base symmetric distribution (note that its sine moments are zero), then, for its sine-skewed version, these moments are given by

$$
\alpha_p = \alpha_p^0,
\beta_p = \frac{1}{2} \sum_{s=1}^{d} \lambda_s \left( \alpha_{p[p_1, \ldots, p_{s-1}, (p_s-1), p_{s+1}, \ldots, p_d]}^0 - \alpha_{p[p_1, \ldots, p_{s-1}, (p_s+1), p_{s+1}, \ldots, p_d]}^0 \right).
$$

The elements of the toroidal mean, which we denote by $\mu_1 = [\mu_{1:s}]_{s \in \{1, \ldots, d\}}$, are obtained as

$$
\mu_{1:s} = \operatorname{atan2}(\beta_{e_s}, \alpha_{e_s}) = \operatorname{atan2}\left( \frac{1}{2} \left( \lambda_s(1 - \alpha_{2e_s}^0) + \sum_{p=1, p \neq s}^d \lambda_p(\alpha_{e_s - e_p}^0 - \alpha_{e_s + e_p}^0) \right), \alpha_{e_s}^0 \right)
$$

where $e_s$ stands for the vector with all components zero except in the position $s$ which is equal to 1, and $\operatorname{atan2}(y,x)$ computes the principal value of the argument function applied to the complex number $x + iy$. Note that this definition guarantees that, at $\lambda = 0$, the mean coincides with the mean of $f$. In an analogous way, the elements of the concentration vector $\rho_1$ and variance $V$ can be computed:

$$
\rho_{1:s} = \sqrt{\alpha_{e_s}^2 + \beta_{e_s}^2} = \left( \alpha_{e_s}^0 \right)^2 + \frac{1}{4} \left( \lambda_s(1 - \alpha_{2e_s}^0) + \sum_{p=1, p \neq s}^d \lambda_p(\alpha_{e_s - e_p}^0 - \alpha_{e_s + e_p}^0) \right)^2,
$$

$$
V_s = 1 - \rho_{1:s}.
$$

A toroidal equivalent of the circular skewness and kurtosis parameters (see, e.g., [Mardia and Jupp 2000](#)) can be obtained via the cosine and sine moments about the mean direction $\mu_1$, that is, $\overline{\alpha}_p = \mathbb{E}[\cos(p^T (X - \mu_1))]$ and $\overline{\beta}_p = \mathbb{E}[\sin(p^T (X - \mu_1))]$. In that case, the skewness parameter $s$ is given by

$$
\overline{s}_{e_s} = \frac{\lambda_s(\alpha_{e_s}^0 - \alpha_{2e_s}^0) + \sum_{p=1, p \neq s}^d \lambda_p(\alpha_{e_s - e_p}^0 - \alpha_{e_s + e_p}^0)}{2\rho_{1:s}^2} 
\times \left( \left( \alpha_{e_s}^0 \right)^2 - \frac{1}{4} \left( \lambda_s(1 - \alpha_{2e_s}^0) + \sum_{p=1, p \neq s}^d \lambda_p(\alpha_{e_s - e_p}^0 - \alpha_{e_s + e_p}^0) \right)^2 \right) 
- \frac{\alpha_{e_s}^0 \alpha_{2e_s}^0}{\rho_{1:s}^2} \left( \lambda_s(1 - \alpha_{2e_s}^0) + \sum_{p=1, p \neq s}^d \lambda_p(\alpha_{e_s - e_p}^0 - \alpha_{e_s + e_p}^0) \right),
$$

$$
\overline{s}_s = \overline{s}_{e_s} / V_s^{3/2}.
$$
From the value of \( \bar{\alpha}_2 e_s \), the kurtosis parameter, \( \kappa \), can be obtained as

\[
\bar{\alpha}_2 e_s = \frac{\alpha_2 e_s}{\rho_1^2} \left( (\alpha_0 e_s)^2 - \frac{1}{4} \left( \lambda_s (1 - \alpha_2 e_s) + \sum_{p=1, p \neq s}^{d} \lambda_p (\alpha_0 e_s - e_p - \alpha_0 e_s + e_p) \right) \right) \\
+ \frac{\alpha_2 e_s}{2 \rho_1^2} \left( \lambda_s (1 - \alpha_2 e_s) + \sum_{p=1, p \neq s}^{d} \lambda_p (\alpha_0 e_s - \alpha_0 e_s + e_p) \right) \\
\times \left( \lambda_s (\alpha_0 e_s - \alpha_3 e_s) + \sum_{p=1, p \neq s}^{d} \lambda_p (\alpha_2 e_s - \alpha_2 e_s + e_p) \right),
\]

\[\kappa_s = (\bar{\alpha}_2 e_s - \rho_1^2)/V_s^2.\]

We refer the interested reader to Section S1 of the Supplementary Material for an overview of useful identities leading up to the expressions of \( \bar{\alpha}_2 e_s \) and \( \bar{\beta}_2 e_s \).

It is clear from the preceding formulas that, quite nicely, whenever trigonometric moments from the base symmetric distribution are available, one can readily compute their sine-skewed counterparts and even express the toroidal variance, skewness, and kurtosis.

2.3 Generating mechanism

Random number generation from our toroidal sine-skewed distributions is straightforward, provided that we can generate data from the base symmetric density \( f(\cdot - \mu; \vartheta) \). For each \( i \in \{1, \ldots, n\} \), where \( n \) is the sample size, the following algorithm shows how to generate data from our model:

1. Simulate a random number \( Y_i \) from the distribution associated to the base density \( f(\cdot - \mu; \vartheta) \).
2. Generate, independently, a random number \( U_i \) from the uniform distribution on \([0, 1]\).
3. The new data point \( X_i \) from the sine-skewed density will then be equal to

\[
X_i = \begin{cases} 
Y_i & \text{if } U_i \leq \left( 1 + \sum_{s=1}^{d} \lambda_s \sin(Y_{i;s} - \mu_s) / 2 \right) \\
-Y_i + 2\mu & \text{if } U_i > \left( 1 + \sum_{s=1}^{d} \lambda_s \sin(Y_{i;s} - \mu_s) / 2 \right).
\end{cases}
\]

After generating the random numbers, if needed, the module \( 2\pi \) can be employed to guarantee that each \( X_i \in \mathbb{T}^d \). A proof that the algorithm above provides the desired sine-skewed data is given in Section S1 of the Supplementary Material.
3 Special cases of sine-skewed toroidal distributions

As mentioned in the Introduction, a strength of our approach is that it can precisely make use of the various existing symmetric toroidal distributions from the literature as we can turn them all into their sine-skewed versions. In this section, we will present some of these well-known distributions and discuss their resulting sine-skewed equivalent. Except for the sine-skewed uniform distribution, all these models will have \(d(d + 5)/2\) parameters corresponding to location \(\mu\) (dimension \(d\)), concentration \(\kappa\) (dimension \(d\)), skewness \(\lambda\) (dimension \(d\)) and dependence \(R\) (dimension \(d(d - 1)/2\)). Their particular cases when \(\kappa = 0\) will correspond to the uniform distribution, those where \(R\) is the zero matrix will be related to the independent case, and \(\lambda = 0\) will lead back to the symmetric case.

3.1 Sine-skewed uniform distribution

The particular case where the base density \(f\) is the uniform toroidal distribution leads to the sine-skewed uniform with density

\[
g_{SU}(x - \mu; \lambda) = \frac{1}{(2\pi)^d} \left(1 + \sum_{s=1}^{d} \lambda_s \sin(x_s - \mu_s)\right).
\]

This density can be seen as a toroidal extension of the cardioid distribution on the circle, extension that is unimodal and symmetric around \(\mu + (\pi/2, \pi/2, \ldots, \pi/2)^T\), with concentration \(\lambda/2\). The marginals of this density are independent and the \(s\)-th univariate marginal corresponds to the cardioid density with mean \(\mu_s + \pi/2\) and concentration \(\lambda_s/2\) if the parametrization of Mardia and Jupp (2000, Equation 3.5.47) is employed.

3.2 Sine-skewed Sine distribution

From the original bivariate von Mises density introduced by Mardia (1975), different particular cases were proposed. The main issue with the original model is that it was “overparametrized” (see Ley and Verdebout 2017a, Subsection 2.4.2) with eight parameters, two for location, two for concentration and four for circular-circular dependence, which creates difficulties of interpretation. One of the simplest particular cases is the Sine model of Singh et al. (2002) with only five parameters, the location \(\mu\in\mathbb{T}^2\), the concentration \(\kappa\in(\mathbb{R}^+)^2\) and the correlation \(r\in\mathbb{R}\). Using the Sine distribution as the base density, the bivariate sine-skewed Sine distribution has the density

\[
g_{SS}(x - \mu; \kappa, r, \lambda) = C_{\kappa,r}^{-1} \exp(\kappa_1 \cos(x_1 - \mu_1) + \kappa_2 \cos(x_2 - \mu_2) + r \sin(x_1 - \mu_1) \sin(x_2 - \mu_2)) \times (1 + \lambda_1 \sin(x_1 - \mu_1) + \lambda_2 \sin(x_2 - \mu_2)),
\]

\[
C_{\kappa,r} = 4\pi^2 \sum_{i=0}^{\infty} \binom{2i}{i} \left(\frac{r^2}{4\kappa_1\kappa_2}\right)^i I_i(\kappa_1)I_i(\kappa_2),
\]
Figure 1: Bivariate sine-skewed Sine density functions (with $\mu = 0$), where the gray contour indicates the symmetric bivariate Sine density ($\lambda_1 = \lambda_2 = 0$) and the dark contour the sine-skewed version obtained for the skewness parameters indicated at the left. The other parameters are indicated in the labels. From left to right: effect of the concentration and dependence parameters. From top to bottom: effect of the skewness parameters. The crosses identify the mode locations.

where $I_i(\kappa)$ denotes the modified Bessel function of order $i$ evaluated at the value $\kappa$. Besides the original five parameters, two skewness parameters $\lambda_1, \lambda_2 \in [-1, 1]$, with $|\lambda_1| + |\lambda_2| \leq 1$, are introduced for this model. Focusing on the case $\kappa_1 \kappa_2 \neq 0$, this model is symmetric around $\mu$ when $\lambda = 0$ and, in that case, unimodality holds if $\kappa_1 \kappa_2 > r^2$, while the density is bimodal if $\kappa_1 \kappa_2 < r^2$ (see Mardia et al., 2007, Theorem 3). A representation of this model for different parameter configurations is shown in Figure 1. We can see from the third and fourth column of that figure that, starting from a bimodal Sine density and depending on the skewness parameters, new modes can be added (leading to a trimodal density) or disappear (yielding a unimodal density). An equivalent observation is made in the circular sine-skewed von Mises case by Abe and Pewsey (2011), where for some configurations of the concentration and skewness parameters bimodal densities are obtained.

Let us now calculate the density of the first marginal. To this end, we denote by $a(x_1)$ and $b(x_1)$ the quantities such that $\kappa_2 = a(x_1) \cos(b(x_1))$ and $r \sin(x_1 - \mu_1) = a(x_1) \sin(b(x_1))$. Then, using integration results involving the already mentioned modified Bessel function of order 0, $I_0$, as well
as the modified Bessel function of order 1, $I_1$, we get

$$
g_{1:ss}(x_1 - \mu_1; \mu_2, \kappa, r, \lambda) = \frac{1}{C_{\kappa, r}} \exp(\kappa_1 \cos(x_1 - \mu_1)) [2\pi I_0(a(x_1))(1 + \lambda_1 \sin(x_1)) + \lambda_2 I_1(a(x_1)) \cos(\mu_2 + b(x_1))], \tag{3.1}
$$

$$
a(x_1)^2 = \kappa_2^2 + r^2 \sin^2(x_1 - \mu_1),
$$

$$
\tan(b(x_1)) = (r/\kappa_2) \sin(x_1 - \mu_1).
$$

The second marginal can be obtained in a similar way. Regarding the first marginal, as expected from the results in Subsection 2.2, if $\lambda_2 = 0$, then the density $g_{1:ss}$ is a sine-skewed version of a symmetric density, but, in general (unless $r = 0$), not a sine-skewed von Mises. If $\lambda_1 = 0$ and $\lambda_2 \neq 0$, in general (if $r \neq 0$), the marginal density $g_{1:ss}$ is not (reflectively) symmetric.

An extension of the Sine model to the $d$-variate setting was provided by Mardia et al. (2008). The resulting $d$-variate sine-skewed Sine density is given by

$$
g_{ss}(x - \mu; \kappa, R, \lambda) = \frac{1}{C_{\kappa, R}} \exp(\kappa^T c(x, \mu) + s(x, \mu)^T R s(x, \mu)) (1 + \lambda^T s(x, \mu)),
$$

$$
c(x, \mu) = (\cos(x_1 - \mu_1), \ldots, \cos(x_d - \mu_d))^T,
$$

$$
s(x, \mu) = (\sin(x_1 - \mu_1), \ldots, \sin(x_d - \mu_d))^T,
$$

$$
R_{i,j} = R_{j,i}, \quad -\infty < R_{i,j} < \infty, \quad R_{i,i} = 0, \quad i, j \in \{1, \ldots, d\},
$$

where $\mu \in \mathbb{T}^d$, $\kappa \in (\mathbb{R}^+)^d$, $\lambda \in [-1, 1]^d$ with $\sum_{i=1}^d |\lambda_i| \leq 1$ and where, in general, the analytic expression of the normalizing constant $C_{\kappa, R}$ is unknown when $d > 2$.

### 3.3 Sine-skewed Cosine distribution

Another popular submodel of the bivariate density of Mardia (1975) is the so-called Cosine model of Mardia et al. (2007). A comparison between both models (Sine and Cosine) can be found in Mardia et al. (2007). Again five parameters are needed for the original density, and two are introduced as skewness parameters $\lambda_1, \lambda_2 \in [-1, 1]$ subject to $|\lambda_1| + |\lambda_2| \leq 1$. The sine-skewed Cosine density then reads

$$
g_{sc}(x - \mu; \kappa, r, \lambda) = C_{\kappa, r}^{-1} \exp(\kappa_1 \cos(x_1 - \mu_1) + \kappa_2 \cos(x_2 - \mu_2) + r \cos(x_1 - \mu_1 - x_2 + \mu_2)) \times (1 + \lambda_1 \sin(x_1 - \mu_1) + \lambda_2 \sin(x_2 - \mu_2)), \text{ with}
$$

$$
C_{\kappa, r} = 4\pi^2 \left( I_0(\kappa_1)I_0(\kappa_2)I_0(r) + 2 \sum_{i=1}^\infty I_i(\kappa_1)I_i(\kappa_2)I_i(r) \right).
$$

For the original symmetric case $\lambda = 0$, unimodality will depend on the values of $\kappa$ and $r$, holding when $-r < \kappa_1\kappa_2/(\kappa_1 + \kappa_2)$ (see Mardia et al., 2007, Theorem 2). In this case, since the concentration parameters are always positive, unimodality will hold if also $r$ is positive. Plots of its sine-skewed...
version are provided in Figure 2. As shown on the bottom-left panel, even when \( r > 0 \), unimodality may not hold for the sine-skewed Cosine distribution.

Regarding the marginals, the same density as in (3.1) is obtained, up to the value of the normalizing constant \( C_{\kappa, r} \) and the values of \( a(x_1) \) and \( b(x_1) \) which, in this case, are the quantities such that \( \kappa_2 + r \cos(x_1 - \mu_1) = a(x_1) \cos(b(x_1)) \) and \( r \sin(x_1 - \mu_1) = a(x_1) \sin(b(x_1)) \). Thus, similar comments as for the sine-skewed Sine distribution apply.

From the \( d \)-dimensional von Mises density proposed by Mardia and Patrangenaru (2005), as a particular case, the generalization of the Cosine distribution can be derived. In that case, the resulting \( d \)-variate sine-skewed Cosine density is

\[
g_{sc}(x - \mu; \kappa, R, \lambda) = \frac{1}{C_{\kappa, R}} \exp(\kappa^T c(x, \mu) + s(x, \mu)^T R s(x, \mu) + c(x, \mu)^T R c(x, \mu)) \\
\times (1 + \lambda^T s(x, \mu)),
\]

\( R_{i,j} = R_{j,i}, \quad -\infty < R_{i,j} < \infty, \quad R_{i,i} = 0, \quad i, j \in \{1, \ldots, d\}, \)

where \( \mu \in \mathbb{T}^d, \kappa \in (\mathbb{R}^+)^d \) and \( \lambda \in [-1, 1]^d \) with \( \sum_{s=1}^d |\lambda_s| \leq 1. \)
3.4 Bivariate sine-skewed wrapped Cauchy distribution

While Sine and Cosine models focus on having conditional von Mises densities, inherited logically from the bivariate von Mises distribution, Kato and Pewsey (2015) provide a way of constructing toroidal densities focusing on the wrapped Cauchy distribution. Starting from their density, the sine-skewed bivariate wrapped Cauchy distribution corresponds to

\[
g_{\text{SWC}}(x - \mu; \kappa, r, \lambda) = (1 - r^2)(1 - \kappa_1^2)(1 - \kappa_2^2)[4\pi^2(c_0 - c_1 \cos(x_1 - \mu_1) - c_2 \cos(x_2 - \mu_2) \nonumber \\
- c_3 \cos(x_1 - \mu_1) \cos(x_2 - \mu_2) - c_4 \sin(x_1 - \mu_1) \sin(x_2 - \mu_2))]^{-1} \\
\times (1 + \lambda_1 \sin(x_1 - \mu_1) + \lambda_2 \sin(x_2 - \mu_2)),
\]

(3.2)

\[
c_0 = (1 + r^2)(1 + \kappa_1^2)(1 + \kappa_2^2) - 8|\kappa_1|\kappa_2,
\]

\[
c_1 = 2(1 + r^2)\kappa_1(1 + \kappa_2^2) - 4|\kappa_1(1 + \kappa_1^2)\kappa_2,
\]

\[
c_2 = 2(1 + r^2)(1 + \kappa_1^2)\kappa_2 - 4|\kappa_1(1 + \kappa_1^2)\kappa_2,
\]

\[
c_3 = -4(1 + r^2)\kappa_1\kappa_2 + 2|\kappa_1(1 + \kappa_1^2)(1 + \kappa_2^2),
\]

\[
c_4 = 2r(1 - \kappa_1^2)(1 - \kappa_2^2),
\]

with location parameter \( \mu \in \mathbb{T}^2 \), concentration parameter \( \kappa \in [0, 1)^2 \), skewness parameter \( \lambda \in [-1, 1]^2 \) subject to with \(|\lambda_1| + |\lambda_2| \leq 1 \), and dependence parameter \(-1 < r < 1 \). The contour plots of the density (3.2) for different values of these parameters are shown in Figure 3.

The marginal distributions of the model by Kato and Pewsey (2015) are univariate wrapped Cauchy distributions. From the different (non-uniform) base symmetric densities investigated by Abe and Pewsey (2011) for the univariate case, the wrapped Cauchy is the only one providing always unimodal sine-skewed alternatives. In Kato and Pewsey (2015), it is mentioned that the bivariate wrapped Cauchy is always unimodal when \( \kappa_1, \kappa_2 > 0 \). This persistent unimodality feature is not inherited in the bivariate sine-skewed toroidal setting. Despite the fact that, in most of the investigated cases, unimodality was obtained, this property cannot be guaranteed to hold unless both marginals are independent. A counter-example to unimodality corresponds to the following choice of parameter values: \( \kappa_1 = 0.1, \kappa_2 = 0.5, r = 0.5, \lambda_1 = 1 \) and \( \lambda_2 = 0 \) (see Figure 4, left panels). Figure 4 (right panels) informs us about the behavior of the marginals. While \( \lambda_2 = 0 \) guarantees that the first marginal will be equivalent to the sine-skewed version of the circular wrapped Cauchy density with parameters \( \kappa_1 \) and \( \lambda_1 \), the same is not true for the second case as \( \lambda_1 \neq 0 \). In this case, note also that even if \( \lambda_2 = 0 \), a skewed univariate marginal in the second dimension is obtained.

4 Inference

Let \( X = (X_1, \ldots, X_n) \), with \( X_i = (X_{i;1}, \ldots, X_{i;d})^T \), denote a random sample of \( d \)-toroidal data generated by the distribution associated to the sine-skewed toroidal density (2.1). The objective of
Figure 3: Bivariate sine-skewed wrapped Cauchy density functions (with $\mu = 0$), where the gray contour indicates the symmetric bivariate wrapped Cauchy density ($\lambda_1 = \lambda_2 = 0$) and the dark contour the sine-skewed version obtained for the skewness parameters indicated at the left. The other parameters are indicated in the labels.

From left to right: effect of the concentration and dependence parameters. From top to bottom: effect of the skewness parameters. The crosses identify the mode locations.

Figure 4: Bivariate sine-skewed wrapped Cauchy density functions with parameters $\mu = 0, \kappa_1 = 0.1, \kappa_2 = 0.5$ and $r = 0.5$, where the dark continuous lines correspond to $\lambda_1 = 1$ and $\lambda_2 = 0$ and the gray continuous lines indicate the bivariate wrapped Cauchy density ($\lambda_1 = \lambda_2 = 0$). The crosses identify the mode locations, and in the two right-most settings the dotted lines stand for the univariate sine-skewed densities with parameters $\kappa_x$ and $\lambda_x$.

Left: entire support $\mathbb{T}^2$. Center-left: close-up to show the secondary mode. Center-right: first marginal. Right: second marginal.
this section is to explain how to estimate the various parameters, derive the asymptotic properties of the estimates and build a test for symmetry against sine-skewedness.

If the trigonometric moments of the base symmetric density are known, the method of moments estimators can easily be obtained by equating the expressions of the shape parameters (see Subsection 2.2) with their sample counterparts. The main issue of this approach is that, even for the univariate case, the solutions of those equations need not necessarily exist (see Abe and Pewsey, 2011, Subsection 4.3). For that reason, in the remainder of this section, we will focus on the maximum likelihood estimators.

4.1 Maximum likelihood estimation

Given a base density \( f(x - \mu; \vartheta) \), the log-likelihood function of its sine-skewed counterpart is given by

\[
\ell(\mu, \vartheta, \lambda) = \sum_{i=1}^{n} \log \left( 1 + \sum_{s=1}^{d} \lambda_s \sin(X_{i,s} - \mu_s) \right) + \sum_{i=1}^{n} \log f(X_i - \mu; \vartheta),
\]

whose maximization with respect to \( \mu, \vartheta, \lambda \) yields the maximum likelihood estimates (MLEs). Closed-form expressions in general do not exist for the MLEs, and we have to revert to numerical methods able to deal with a nonlinear optimization problem since we need to satisfy the constraint \( \sum_{s=1}^{d} |\lambda_s| \leq 1 \). We use the solver proposed by Ye (1987) implemented in the \texttt{Rsolnp} package (Ghalanos and Theussl, 2015) of the statistical software \texttt{R}, and suggest to use different initial points to avoid having a local maximum as a solution.

4.2 Asymptotic behavior of the maximum likelihood estimators

Denote by \((\mu_0, \vartheta_0, \lambda_0)\) the true parameter values and suppose that they lie in the interior of their domain. Then, from Equation (4.1), we can see that if the base density satisfies the assumptions for asymptotic normality results on the MLE of \( \mu, \vartheta \) (see Van der Vaart, 2000, Theorem 5.39 or the classical conditions in Subsection 5.6), then its sine-skewed counterpart will also satisfy them. We thus have

\[
\sqrt{n} \left( (\hat{\mu}^T, \hat{\vartheta}^T, \hat{\lambda}^T)^T - (\mu_0^T, \vartheta_0^T, \lambda_0^T)^T \right) \xrightarrow{d} N(0, \Sigma^{-1}),
\]
where $\rightarrow$ represents convergence in distribution and $\mathcal{J}$ denotes the Fisher Information matrix. The elements of that symmetric matrix $\mathcal{J}$ are equal to

$$
i_{\mu_j,\mu_k} = i_{\mu_j,\mu_k}^0 + \int_{T^d} \frac{\lambda_j \lambda_k \cos(x_j) \cos(x_k)}{1 + \sum_{s=1}^{d} \lambda_s \sin(x_s)} f(x; \vartheta) dx,$$

$$
i_{\mu_j,\lambda_k} = \int_{T^d} \frac{\lambda_j \cos(x_j) \sin(x_k)}{1 + \sum_{s=1}^{d} \lambda_s \sin(x_s)} f(x; \vartheta) dx,$$

$$
i_{\mu_j,\varphi_k} = i_{\mu_j,\varphi_k}^0 + \sum_{s=1}^{d} \lambda_s \int_{T^d} \frac{\lambda_j \varphi_k}{f(x; \vartheta)} \frac{\partial}{\partial x_j} \frac{\partial}{\partial \varphi_k} f(x; \vartheta) dx,$$

$$
i_{\lambda_j,\lambda_k} = \int_{T^d} \frac{\sin(x_j) \sin(x_k)}{1 + \sum_{s=1}^{d} \lambda_s \sin(x_s)} f(x; \vartheta) dx,$$

$$
i_{\lambda_j,\varphi_k} = 0,$$

$$
i_{\varphi_j,\varphi_k} = i_{\varphi_j,\varphi_k}^0 + \sum_{s=1}^{d} \lambda_s \int_{T^d} \frac{\sin(x_j) \varphi_k}{f(x; \vartheta)} \frac{\partial}{\partial x_j} \frac{\partial}{\partial \varphi_k} f(x; \vartheta) dx,$$

where the elements of $\mathcal{J}$ with a superscript 0 denote the values of the corresponding elements of the Fisher Information matrix for the base density.

### 4.3 Testing for symmetry

A question of natural interest in our investigation is whether the sine-skewed models indeed improve significantly on their symmetric antecedents for a given sample $\mathcal{X}$. This boils down to testing for the nested symmetry inside a sine-skewed toroidal distribution, which can be formulated as the hypothesis testing problem

$$H_0 : \lambda = 0 \quad \text{versus} \quad H_1 : \lambda \neq 0.$$ 

A likelihood ratio test is a straightforward and efficient procedure to tackle this problem. For each parameter $\psi \in \{\mu, \varphi, \lambda\}$, we denote as before by $\hat{\psi}$ the unconstrained maximum likelihood estimate and by $\hat{\psi}_0$ the maximum likelihood estimate under the null hypothesis of symmetry (i.e., the MLEs from the base symmetric distribution). The likelihood ratio test then rejects the null hypothesis at asymptotic level $\alpha$ whenever the test statistic $-2(\ell(\hat{\mu}_0, \hat{\varphi}_0, 0) - \ell(\hat{\mu}, \hat{\varphi}, \hat{\lambda}))$ exceeds $\chi^2_{d,1-\alpha}$, the $\alpha$-upper quantile of a chi-square distribution with $d$ degrees of freedom.

### 5 Application on protein data

Modeling the three-dimensional structure of proteins has become a topic of special interest in the protein bioinformatics field. Proteins are constructed from a linear sequence of monomers, called amino acids. The folded structure of a protein is determined by its amino acid sequence. The
relative orientation of subsequent amino acids can be described by the pairs of dihedral angles $\phi$ and $\psi$, which correspond to the rotations of the $N - C_\alpha$ and $C_\alpha - C'$ bonds in the backbone of the protein. A more detailed biochemical background for analyzing protein structures can be found in Mardia et al. (2018). In this section, our objective is to use the proposed bivariate sine-skewed toroidal distributions to model the pairs of dihedral angles on the different types of amino acids.

The analyzed dataset was obtained from the Top500 database, a selection of 500 files from the Protein Data Bank that are high resolution (1.8 Å or better), low homology, and high quality (see http://kinemage.biochem.duke.edu/databases/top500.php for details). In the employed data, all proteins with chain breaks and PDB files that caused errors upon parsing were removed, resulting in data on 402 proteins. Also, the amino acids with a C- or N-terminus are not employed as they do not have one of the corresponding rotation-angles. Then, for each type of amino acid, since there may be a dependency between two amino acids that are part of the same protein, just one pair of rotation-angle was selected for each protein.

From the total of 20 amino acid types, in this section, we focus on three of them as all of them present a similar pattern except for the glycine (G symbol) and proline (P symbol). The amino acid type chosen to represent the rest of them is the serine (S symbol). The full analysis of the 20 different amino acid types is provided in Section S2 of the Supplementary Material. The scatter (planar) plot of the toroidal protein data, also known as Ramachandran plot (Ramachandran, 1963) in the protein bioinformatics field, is represented in Figure 5 for each amino acid type (see also the figures from Section S2 of the Supplementary Material). The Ramachandran plot suggests that at least a bimodal distribution is needed. For that reason, the following mixture of two toroidal densities was employed:

$$g_M(x; \mu_1, \mu_2, \vartheta_1, \vartheta_2, \lambda_1, \lambda_2, p) = pg_1(x - \mu_1; \vartheta_1, \lambda_1) + (1 - p)g_2(x - \mu_2; \vartheta_2, \lambda_2), \quad (5.1)$$

where $p \in [0, 1]$ and $g_j$, with $j \in \{1, 2\}$, are two sine-skewed densities of the form (2.1). The parameter estimates are obtained via the optimization approach described in Subsection 4.1, after having adapted the optimization algorithm such that it takes into account the constraints of both mixture components and $0 \leq p \leq 1$. As base symmetric densities, we considered the three non-uniform distributions described in Section 3: the bivariate Sine, Cosine and wrapped Cauchy distributions. For comparative purposes, we also computed the MLEs of the mixtures of these symmetric distributions, corresponding to $\lambda_1 = \lambda_2 = 0$ in (5.1). In Table 1 we provide, for every amino acid type, the sample size, the MLEs, the maximum value of the log-likelihood function (LL), the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC) for each model. The test of symmetry described in Subsection 4.3 is applied at significance level $\alpha = 0.01$ and the rejection of the null hypothesis is indicated in Table 1 with an asterisk in the LL value. As we can see, in most cases the sine-skewed version improves on the original symmetric density, and for each amino acid type a sine-skewed toroidal distribution provides the best fit in terms of AIC: for S it is the sine-skewed wrapped Cauchy model, for G and P the sine-skewed Sine model. Regarding the BIC, for S and P, it is the same models, while for G the base Sine model has the lowest value. Table 2 includes a
Table 1: Parameter estimation for each component, log-likelihood (LL), AIC and BIC of the mixture of Sine (S), Cosine (C) and wrapped Cauchy (WC) distributions and their sine-skewed versions (respectively, SS, SC, SWC). In the LL value of the sine-skewed models, an asterisk (*) indicates when the null hypothesis of symmetry is rejected against the sine-skewed version at the level \( \alpha = 0.01 \). Each block corresponds to one amino acid type, from top to bottom: serine (S), glycine (G) and proline (P).
| Amino acid | Model | A | SWC | C | SWC | D | SS | E | SWC | F | SS | G | SS/S | H | SS | I | SWC | K | SWC | L | SWC |
|------------|-------|---|-----|---|-----|---|----|---|-----|---|----|---|------|---|----|---|-----|---|-----|---|-----|
| Amino acid | Model | M | SWC | N | SS | P | SS | Q | SWC | R | SWC | S | SWC | T | SS/S | V | SWC | W | SWC | Y | SS |

Table 2: Model providing the best fit on the basis of the AIC/BIC for each amino acid type. For G and T, a distinct model is obtained according to AIC and BIC.

summary indicating which is the best model in terms of AIC and BIC for all amino acid types, hence also those not treated here but in the Supplementary Material. We also see that in most cases the null hypothesis of symmetry is rejected at a significance level \( \alpha = 0.01 \). Thus, it is clear that the proposed sine-skewing transformation of this paper strongly improves the goodness-of-fit without overfitting the data.

The graphical representation of the fitted models is provided in Figure 5 and the Supplementary Material contains the figures corresponding to the remaining amino acid types. A common trait of all figures is that we can see that the best-fitting mixture of sine-skewed toroidal distributions corresponds to a very good fit of the data points in the Ramachandran plot.

6 Conclusion

In this paper, we have introduced the sine-skewed toroidal distributions, which are obtained by applying our sine-skewing transformation to any existing symmetric distribution on the torus. It is a very general way of allowing distributions to take into account potential skewness occurring in real data sets, and its simple implementation allows future researchers to immediately also build sine-skewed versions of their new distributions. We have thus filled a long-standing gap in the literature that had been identified by various authors such as Mardia (2013). Our proposal enjoys several nice features: the construction is simple, especially thanks to the absence of need to calculate a normalizing constant, the random number generation is very easy, trigonometric moments are readily obtained from the initial symmetric toroidal distribution, parameter estimation via maximum likelihood works well, and highly versatile shapes can be attained by sine-skewed toroidal distributions. A potential drawback, which is however shared by most distributions on the torus, is that unimodality cannot be always guaranteed.

We have seen in Section 5 the improved fit to dihedral angle data provided by sine-skewed toroidal distributions in comparison to the popular existing symmetric distributions. As mentioned in the Introduction, toroidal distributions are playing an increasingly important role in protein bioinformatics, in particular in the protein structure prediction problem. The sine-skewed transformation promises a crucial step forward in this active research area, and it is currently being implemented in the software R and Pyro to allow a user-friendly usage.
Figure 5: Ramachandran plot (gray points) and maximum likelihood fits (black contour) of mixtures of the base models and of mixtures of their sine-skewed versions for the protein data. The studied amino acid types are: serine (S), glycine (G) and proline (P).
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Abstract

Section S1 includes the needed proofs for deriving some of the properties shown in the main paper. Extra results regarding the protein data are provided in Section S2. In particular, for the amino acid types that are not analyzed in the main paper, this section contains extra tables and figures showing the achieved fitting when using different toroidal distributions and their sine-skewed versions.
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S1 Proofs of Section 2

S1.1 Marginals

Assume, without loss of generality, that $\mu = 0$. Given the subset $m \subset \{1, \ldots, d\}$ and denoting by $g_m$ the marginal density of $X_m$, we have, both if $f$ is pointwise symmetric in $x_{m^c} = \{x_s : s \in m^c\}$ alone (while fixing the other components) or if $\lambda_s = 0$ for all $s \in m^c$, that
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\[ g_m(x_m; \vartheta, \lambda_m) = \int_{-\pi}^{\pi} \cdots \int_{-\pi}^{\pi} f(x; \vartheta) \left( 1 + \sum_{s=1}^{d} \lambda_s \sin(x_s) \right) dx_m \]
\[ = f_m(x_m; \vartheta)(1 + \sum_{s \in m} \lambda_s \sin(x_s)) + \sum_{s \in m} \lambda_s \left( \int_{0}^{\pi} \cdots \int_{0}^{\pi} \sin(x_s) f(x; \vartheta) dx_m \right) \]
\[ + \int_{0}^{\pi} \cdots \int_{0}^{\pi} \sin(-x_s) f(-x; \vartheta) dx_m \]
\[ = f_m(x_m; \vartheta)(1 + \sum_{s \in m} \lambda_s \sin(x_s)), \]

where \( f_m \) stands for the marginal density of \( f \) with respect to the components in \( m \).

### S1.2 Trigonometric moments and shape parameters

In the following, given the trigonometric moments of any base density, we derive the trigonometric moments for its sine-skewed version:

\[
\alpha_p = \int_{-\pi}^{\pi} \cdots \int_{-\pi}^{\pi} \cos(p_1x_1 + \ldots + p_dx_d)f(x; \vartheta) \left( 1 + \sum_{s=1}^{d} \lambda_s \sin(x_s) \right) dx
\]
\[ = \int_{-\pi}^{\pi} \cdots \int_{-\pi}^{\pi} \cos(p_1x_1 + \ldots + p_dx_d)f(x; \vartheta)dx = \alpha^0_p;\]

\[
\beta_p = \int_{-\pi}^{\pi} \cdots \int_{-\pi}^{\pi} \sin(p_1x_1 + \ldots + p_dx_d)f(x; \vartheta) \left( 1 + \sum_{s=1}^{d} \lambda_s \sin(x_s) \right) dx
\]
\[ = \frac{1}{2} \sum_{s=1}^{d} \lambda_s \left( \alpha^0_{[p_1,\ldots,p_{s-1},(p_s+1),p_{s+1},\ldots,p_d]} - \alpha^0_{[p_1,\ldots,p_{s-1},(p_s-1),p_{s+1},\ldots,p_d]} \right).\]

Here we made use of symmetry arguments as well as trigonometric identities. The values of the second cosine and sine moments about the mean direction, needed for computing the skewness and kurtosis parameters, can be obtained from the previous values using the following identities:

\[
\bar{\beta}_{2\epsilon_s} = \mathbb{E}[\sin 2(X_s - \mu_{1;s})]
\]
\[ = (\cos^2(\mu_{1;s}) - \sin^2(\mu_{1;s}))\mathbb{E}[\sin(2X_s)] - 2 \sin(\mu_{1;s}) \cos(\mu_{1;s}) \mathbb{E}[\cos(2X_s)],\]
\[
\rho_{1;\alpha\beta_{2\epsilon_s}} = \beta_{2\epsilon_s}(\alpha^2_{\epsilon_s} - \beta^2_{\epsilon_s}) - 2\alpha_{2\epsilon_s} \beta_{\epsilon_s} \alpha_{\epsilon_s},\]
\[
\rho_{1;\beta\alpha_{2\epsilon_s}} = \alpha_{2\epsilon_s}(\alpha^2_{\epsilon_s} - \beta^2_{\epsilon_s}) + 2\beta_{2\epsilon_s} \beta_{\epsilon_s} \alpha_{\epsilon_s},\]
S1.3 Random number generation

Consider the random variable $Y$ with associated density function $f(\cdot - \mu; \vartheta)$ symmetric around $\mu$, and $U$ following a uniform distribution on $[0, 1]$. Consider the random variable

$$X = \begin{cases} 
Y & \text{if } U \leq \left( 1 + \sum_{s=1}^{d} \lambda_s \sin(Y_s - \mu_s) \right)/2 \\
-Y + 2\mu & \text{if } U > \left( 1 + \sum_{s=1}^{d} \lambda_s \sin(Y_s - \mu_s) \right)/2.
\end{cases}$$

The associated density of $X$ at a point $x$ is given by

$$\frac{1}{2}f(x - \mu; \vartheta) \left( 1 + \sum_{s=1}^{d} \lambda_s \sin(x_s - \mu_s) \right) + \frac{1}{2}f(-x + \mu; \vartheta) \left( 1 - \sum_{s=1}^{d} \lambda_s \sin(-x_s + \mu_s) \right).$$

Since $\sin(x_s - \mu_s) = -\sin(-x_s + \mu_s)$ and $f(x - \mu; \vartheta) = f(-x + \mu; \vartheta)$, the latter expression yields the desired density function (2.1).

S2 Further details on the analysis of the protein data

In this section, we include the extra results related to the 17 different amino acid types that are not included in the main paper. This section contains six tables, Tables S1-S6, providing, for every amino acid type, the MLEs of the mixtures of different base densities (the bivariate Sine, Cosine and wrapped Cauchy distributions) and the mixtures of their sine-skewed versions. Tables S1-S6 thus contain the estimated parameters, log-likelihood, AIC, BIC values and indicate when the null hypothesis of symmetry was rejected at significance level $\alpha = 0.01$ for each model. Finally, the Ramachandran plots of the different amino acid type data and maximum likelihood fits of the different models are provided in Figures S1-S6.
### Table S1

Parameter estimation for each component, log–likelihood (LL), AIC and BIC of the mixture of Sine (S), Cosine (C) and wrapped Cauchy (WC) distributions and their sine-skewed versions (respectively, SS, SC, SWC). In the LL value of the sine-skewed models, an asterisk (*) indicates when the null hypothesis of symmetry is rejected against the sine-skewed version at the level $\alpha = 0.01$. Each block corresponds to one amino acid type, from top to bottom: alanine (A), cysteine (C) and aspartic acid (D).

| Model | Comp | $\hat{\mu}_1$ | $\hat{\mu}_2$ | $\hat{\kappa}_1$ | $\hat{\kappa}_2$ | $\hat{\rho}$ | $\hat{\lambda}_1$ | $\hat{\lambda}_2$ | $\hat{\rho}$ | LL | AIC | BIC |
|-------|------|---------------|---------------|-------------------|-------------------|-------------|-------------------|-------------------|-------------|-----|-----|-----|
| A ($n = 396$) | S 1 | -1.118 | -0.622 | 100.716 | 40.829 | -34.773 | – | – | 0.488 | -510.3 | 1042.5 | 1086.3 |
| | S 2 | -1.771 | 2.448 | 2.397 | 0.217 | -0.343 | – | – | 0.512 | |
| | SS 1 | -1.864 | -2.123 | 41.498 | 1.997 | 38.564 | 0.368 | 0.421 | 0.601 | -492.2* | 1014.3 | 1074 |
| | SS 2 | -2.877 | 1.016 | 0.724 | 2.088 | 3.952 | 0.713 | 0.287 | 0.399 | |
| | C 1 | -1.115 | -0.632 | 72.251 | 2.984 | 0 | – | – | 0.482 | -539.5 | 1101.1 | 1144.9 |
| | C 2 | -1.759 | 2.429 | 2.198 | 0.269 | – | – | 0.518 | |
| | SC 1 | -1.097 | -0.644 | 101.564 | 38.614 | 0 | -0.995 | -0.001 | 0.48 | -520.3* | 1070.7 | 1130.4 |
| | SC 2 | -1.738 | 2.902 | 2.428 | 1.439 | 0.202 | -0.02 | -0.978 | 0.52 | |
| | WC 1 | -1.731 | 2.572 | 0.596 | 0.852 | -0.154 | – | – | 0.471 | -454.7 | 931.5 | 975.3 |
| | WC 2 | -1.1 | -0.681 | 0.932 | 0.895 | -0.333 | – | – | 0.529 | |
| | SWC 1 | -1.317 | 2.548 | 0.609 | 0.861 | -0.172 | -1 | 0 | 0.46 | -419.5* | 869 | 928.7 |
| | SWC 2 | -1.094 | -0.699 | 0.927 | 0.89 | -0.372 | 0 | 1 | 0.54 | |
| B ($n = 315$) | S 1 | -1.938 | 2.22 | 2.488 | 1.457 | -0.304 | – | – | 0.681 | -650.3 | 1322.6 | 1363.9 |
| | S 2 | -1.128 | -0.656 | 79.955 | 33.057 | -29.051 | – | – | 0.319 | |
| | SS 1 | -0.424 | 1.198 | 0.103 | 1.415 | -4.736 | -0.08 | 0.92 | 0.557 | -605.7* | 1241.3 | 1297.6 |
| | SS 2 | -1.914 | 0.325 | 14.943 | 7.603 | -16.318 | 0 | -1 | 0.443 | |
| | C 1 | -1.118 | -0.664 | 68.279 | 31.086 | 0 | – | – | 0.304 | -667.5 | 1356.9 | 1398.2 |
| | C 2 | -1.95 | 2.278 | 2.441 | 1.358 | 0.068 | – | – | 0.696 | |
| | SC 1 | -1.936 | -3.139 | 2.447 | 0.604 | 0.212 | 0.004 | -0.989 | 0.663 | -659* | 1347.9 | 1404.2 |
| | SC 2 | -1.122 | -0.728 | 41.705 | 14.973 | 0 | 0.02 | 0.953 | 0.337 | |
| | WC 1 | -2.025 | 2.462 | 0.667 | 0.698 | -0.158 | – | – | 0.597 | -629.4 | 1280.8 | 1322.1 |
| | WC 2 | -1.12 | -0.662 | 0.889 | 0.822 | -0.452 | – | – | 0.403 | |
| | SWC 1 | -2.129 | 2.676 | 0.641 | 0.684 | -0.253 | 0 | -1 | 0.59 | -604.3* | 1238.5 | 1294.8 |
| | SWC 2 | -1.104 | -0.685 | 0.887 | 0.825 | -0.448 | -1 | 0 | 0.41 | |
| D ($n = 398$) | S 1 | -1.693 | 2.076 | 2.496 | 1.787 | 0.109 | – | – | 0.576 | -752.8 | 1527.7 | 1571.5 |
| | S 2 | -1.237 | -0.501 | 51.781 | 30.899 | -33.49 | – | – | 0.424 | |
| | SS 1 | -1.739 | 0.064 | 26.16 | 19.058 | -27.505 | 0 | -1 | 0.488 | -694.4* | 1418.9 | 1478.7 |
| | SS 2 | -0.161 | 0.934 | 0.292 | 0.98 | -4.385 | 0 | 1 | 0.512 | |
| | C 1 | -1.69 | 2.015 | 2.709 | 1.092 | 0.351 | – | – | 0.62 | -800.4 | 1622.8 | 1666.7 |
| | C 2 | -1.166 | -0.601 | 34.994 | 19.676 | 0 | – | – | 0.38 | |
| | SC 1 | -1.201 | -0.618 | 23.089 | 18.874 | 0 | 0.781 | 0.171 | 0.368 | -791.2* | 1612.5 | 1672.3 |
| | SC 2 | -1.575 | -3.137 | 2.573 | 0.048 | 0.544 | 0 | 0.997 | 0.632 | |
| | WC 1 | -1.17 | -0.619 | 0.834 | 0.781 | -0.618 | – | – | 0.495 | -746.8 | 1515.5 | 1559.4 |
| | WC 2 | -1.511 | 2.183 | 0.7 | 0.67 | 0.279 | – | – | 0.505 | |
| | SWC 1 | -1.319 | 2.294 | 0.702 | 0.688 | 0.315 | -1 | 0 | 0.487 | -697.3* | 1424.5 | 1484.3 |
| | SWC 2 | -1.132 | -0.681 | 0.826 | 0.78 | -0.629 | 0 | 1 | 0.513 | |
Table S2: Parameter estimation for each component, log–likelihood (LL), AIC and BIC of the mixture of Sine (S), Cosine (C) and wrapped Cauchy (WC) distributions and their sine-skewed versions (respectively, SS, SC, SWC). In the LL value of the sine-skewed models, an asterisk (*) indicates when the null hypothesis of symmetry is rejected against the sine-skewed version at the level \( \alpha = 0.01 \). Each block corresponds to one amino acid type, from top to bottom: glutamic acid (E), phenylalanine (F) and histidine (H).

| Model | Comp | \( \hat{\mu}_1 \) | \( \hat{\mu}_2 \) | \( \hat{\kappa}_1 \) | \( \hat{\kappa}_2 \) | \( \hat{r} \) | \( \hat{\lambda}_1 \) | \( \hat{\lambda}_2 \) | \( \hat{p} \) | LL  | AIC  | BIC  |
|-------|------|-----------------|-----------------|-----------------|-----------------|------|-----------------|-----------------|------|-----|-----|-----|
| C     | 1    | -1.198          | -0.576          | 25.441          | 15.7            | 0    | -5.789          | -0.007          | 0.993 | 0.466 |
| SC    | 1    | -2.311          | 2.273           | 1.738           | 3.562           | 0.498| 0.993           | 0.004           | 0.48  | -519.5 |
|       | 2    | -1.177          | -0.651          | 20.022          | 17.758          | 0    | 0.002           | 0.992           | 0.52  | -519.5 |

| S     | 1    | -1.802          | 2.287           | 2.752           | 1.89            | -0.232| -1              | 0.513           | -573.8 | 1169.5 | 1213.3 |
|       | 2    | -1.159          | -0.589          | 75.887          | 34.314          | -30.109| -1              | 0.487           | -573.8 | 1169.5 | 1213.3 |

| SS    | 1    | -1.948          | 0.511           | 22.682          | 8.44            | -24.491| 0              | -1              | 0.554 | -525.8 |
|       | 2    | -0.321          | 1.236           | 0.347           | 2.15            | -5.789 | -0.007          | 0.993           | 0.466 | -525.8 |

| WC    | 1    | -2.268          | 2.488           | 0.65            | 0.804           | -0.141 | 0              | 0.442           | -509    | 1048.1 | 1107.8 |
|       | 2    | -1.133          | -0.681          | 0.911           | 0.874           | -0.333 | 0              | 0.558           | -509    | 1048.1 | 1107.8 |

| SWC   | 1    | -2.229          | 2.491           | 0.707           | 0.801           | -0.14  | 0              | 0.609           | -594    | 1217.9 | 1277.2 |
|       | 2    | -1.091          | -0.761          | 0.865           | 0.821           | -0.653 | 0              | 0.391           | -594    | 1217.9 | 1277.2 |

| F(\( n = 384 \)) | S     | 1    | -1.455          | -0.264          | 62.806          | 36.62           | -53.242| 0              | -1              | 0.394 | -668.6 |
|                 |       | 2    | -1.935          | 2.391           | 3.163           | 3.635           | -0.385 | -1              | 0.622           | -668.6 |

| F(\( n = 399 \)) | S     | 1    | -1.69           | 0.071           | 36.673          | 18.314          | -33.72 | 0              | -1              | 0.394 | -677.7 |
|                 |       | 2    | 2.798           | 1.028           | 0.106           | 1.074           | 6.389  | 0              | 1.066           | -677.7 |

| SC    | 1    | -1.093          | -0.744          | 101.157         | 46.888          | 0              | -1              | 0.29            | -704.7 | 1436.7 | 1480.2 |
|       | 2    | -1.908          | 2.212           | 3.495           | 1.764           | 0.068           | -1              | 0.71            | -704.7 | 1436.7 | 1480.2 |

| WC    | 1    | -2.203          | 2.226           | 2.696           | 1.791           | 0.233           | 0              | 0.745           | -699    | 1427.9 | 1487.2 |
|       | 2    | -2.014          | 2.458           | 0.722           | 0.792           | -0.118          | -1              | 0.629           | -699    | 1427.9 | 1487.2 |

| SWC   | 1    | -2.229          | 2.491           | 0.707           | 0.801           | -0.14  | 0              | 0.609           | -594    | 1217.9 | 1277.2 |
|       | 2    | -1.091          | -0.761          | 0.865           | 0.821           | -0.653 | 0              | 0.391           | -594    | 1217.9 | 1277.2 |

| S     | 1    | -1.093          | -0.744          | 101.157         | 46.888          | 0              | -1              | 0.29            | -704.7 | 1436.7 | 1480.2 |
|       | 2    | -1.908          | 2.212           | 3.495           | 1.764           | 0.068           | -1              | 0.71            | -704.7 | 1436.7 | 1480.2 |

| SS    | 1    | -1.198          | -0.576          | 25.441          | 15.7            | 0              | -5.789          | -0.007          | 0.993           | 0.466 | -525.8 |
|       | 2    | -0.321          | 1.236           | 0.347           | 2.15            | -5.789 | -0.007          | 0.993           | 0.466 | -525.8 |

| H(\( n = 359 \)) | S     | 1    | -1.718          | -0.003          | 29.748          | 21.5            | -31.047| 0              | -1              | 0.449 | -627.2 |
|                 |       | 2    | -0.379          | 1.137           | 0.045           | 1.704           | -4.809 | -0.184          | 0.816           | 0.551 | -627.2 |

| WC    | 1    | -2.014          | 2.358           | 0.692           | 0.708           | -0.096 | 0              | 0.569           | -690.7 | 1403.5 | 1446.2 |
|       | 2    | -1.139          | -0.687          | 0.858           | 0.835           | -0.559 | -1              | 0.431           | -655.7 | 1341.4 | 1399.7 |

| SWC   | 1    | -2.068          | 2.542           | 0.688           | 0.701           | -0.114 | 0.076          | -0.924          | 0.566 | -655.7 |
|       | 2    | -1.116          | -0.721          | 0.857           | 0.835           | -0.562 | 0              | 0.434           | -655.7 | 1341.4 | 1399.7 |

Each block corresponds to one amino acid type, from top to bottom: glutamic acid (E), phenylalanine (F) and histidine (H).
Table S3: Parameter estimation for each component, log–likelihood (LL), AIC and BIC of the mixture of Sine (S), Cosine (C) and wrapped Cauchy (WC) distributions and their sine-skewed versions (respectively, SS, SC, SWC). In the LL value of the sine-skewed models, an asterisk (*) indicates when the null hypothesis of symmetry is rejected against the sine-skewed version at the level $\alpha = 0.01$. Each block corresponds to one amino acid type, from top to bottom: isoleucine (I), lysine (K) and leucine (L).
| Model | Comp | \( \hat{\mu}_1 \) | \( \hat{\mu}_2 \) | \( \hat{\kappa}_1 \) | \( \hat{\kappa}_2 \) | \( \hat{r} \) | \( \hat{\lambda}_1 \) | \( \hat{\lambda}_2 \) | \( \hat{\rho} \) | LL | AIC | BIC |
|-------|------|----------------|----------------|----------------|----------------|---------|---------|---------|---------|-----|-----|-----|
|       |      | S (n = 358)   |                |                |                |         |         |         |         |     |     |     |
|       | 1    | -1.114        | -0.677         | 143.16         | 60.967         | -38.71  | -         | -       | 0.404   | -497.3 | 1016.6 | 1059.3 |
|       | 2    | -1.861        | 2.181          | 13.168         | 1.618          | -0.793  | -         | -       | 0.596   |        |       |     |
|       |      | SS (n = 358)  |                |                |                |         |         |         |         |     |     |     |
|       | 1    | -1.865        | 2.723          | 3.171          | 1.097          | 0.49    | 0        | -1      | 0.544   | -478.5 | 987    | 1045.2 |
|       | 2    | -1.733        | 0.896          | 110.398        | 0.087          | -79.524 | -0.105   | -0.837  | 0.456   |        |       |     |
|       |      | C (n = 358)   |                |                |                |         |         |         |         |     |     |     |
|       | 1    | -1.104        | -0.633         | 19.305         | 27.605         | 6.058   | -         | -       | 0.465   | -573.3 | 1168.5 | 1211.2 |
|       | 2    | -1.925        | 2.272          | 3.133          | 2.359          | 0       | -         | -       | 0.535   |        |       |     |
|       |      | SC (n = 358)  |                |                |                |         |         |         |         |     |     |     |
|       | 1    | -1.144        | -0.681         | 37.525         | 75.936         | 0       | 0.924    | 0.018   | 0.415   | -535.3 | 1100.6 | 1158.8 |
|       | 2    | -1.863        | -3.14          | 2.729          | 0.642          | 0.213   | -0.009   | -0.989  | 0.585   |        |       |     |
|       |      | WC (n = 390)  |                |                |                |         |         |         |         |     |     |     |
|       | 1    | -1.964        | 2.435          | 0.701          | 0.785          | -0.208  | -         | -       | 0.52    | -450   | 922.1  | 964.8  |
|       | 2    | -1.115        | -0.688         | 0.923          | 0.907          | -0.397  | -         | -       | 0.48    |        |       |     |
|       |      | SWC (n = 390) |                |                |                |         |         |         |         |     |     |     |
|       | 1    | -2.252        | 2.515          | 0.657          | 0.779          | -0.313  | 1        | 0       | 0.505   | -429.4 | 888.8  | 947    |
|       | 2    | -1.108        | -0.7           | 0.915          | 0.899          | -0.433  | 0        | 1       | 0.495   |        |       |     |
|       |      | N (n = 397)   |                |                |                |         |         |         |         |     |     |     |
|       | 1    | -1.788        | 1.288          | 4.168          | 0.911          | -0.679  | -         | -       | 0.677   | -877.6 | 1777.1 | 1820.9 |
|       | 2    | -0.039        | -0.035         | 11.995         | 49.093         | 40.82   | -         | -       | 0.323   |        |       |     |
|       |      | SC (n = 397)  |                |                |                |         |         |         |         |     |     |     |
|       | 1    | -1.637        | -0.039         | 19.373         | 14.888         | -17.886 | 0.289    | -0.711  | 0.478   | -844.5 | 1719   | 1778.8 |
|       | 2    | -0.361        | 1.051          | 0.249          | 1.821          | -3.64   | -0.057   | 0.943   | 0.522   |        |       |     |
|       |      | WC (n = 397)  |                |                |                |         |         |         |         |     |     |     |
|       | 1    | -1.018        | -0.231         | 0              | 3.543          | 1.927   | -         | -       | 0.53    | -1050.9 | 2123.8 | 2167.6 |
|       | 2    | -1.88         | 1.933          | 5.111          | 1.88           | 0.006   | -         | -       | 0.47    |        |       |     |
|       |      | SWC (n = 397) |                |                |                |         |         |         |         |     |     |     |
|       | 1    | -1.17         | -0.593         | 0.751          | 0.673          | -0.674  | 0.039    | 0.961   | 0.571   | -883.8 | 1797.7 | 1857.4 |
|       | 2    | -1.732        | 2.446          | 0.72           | 0.58           | -0.122  | -0.208   | -0.792  | 0.429   |        |       |     |

Table S4: Parameter estimation for each component, log–likelihood (LL), AIC and BIC of the mixture of Sine (S), Cosine (C) and wrapped Cauchy (WC) distributions and their sine-skewed versions (respectively, SS, SC, SWC). In the LL value of the sine-skewed models, an asterisk (*) indicates when the null hypothesis of symmetry is rejected against the sine-skewed version at the level \( \alpha = 0.01 \). Each block corresponds to one amino acid type, from top to bottom: methionine (M), asparagine (N) and glutamine (Q).
Table S5: Parameter estimation for each component, log–likelihood (LL), AIC and BIC of the mixture of Sine (S), Cosine (C) and wrapped Cauchy (WC) distributions and their sine-skewed versions (respectively, SS, SC, SWC). In the LL value of the sine-skewed models, an asterisk (*) indicates when the null hypothesis of symmetry is rejected against the sine-skewed version at the level \(\alpha = 0.01\). Each block corresponds to one amino acid type, from top to bottom: arginine (R), threonine (T) and valine (V).
Table S6: Parameter estimation for each component, log-likelihood (LL), AIC and BIC of the mixture of Sine (S), Cosine (C) and wrapped Cauchy (WC) distributions and their sine-skewed versions (respectively, SS, SC, SWC). In the LL value of the sine-skewed models, an asterisk (*) indicates when the null hypothesis of symmetry is rejected against the sine-skewed version at the level $\alpha = 0.01$. Each block corresponds to one amino acid type, from top to bottom: tryptophan (W) and tyrosine (Y).
Figure S1: Ramachandran plot (gray points) and maximum likelihood fits (black contour) of mixtures of the base models and of mixtures of their sine-skewed versions for the protein data. The studied amino acid types are: alanine (A), cysteine (C) and aspartic acid (D).
Figure S2: Ramachandran plot (gray points) and maximum likelihood fits (black contour) of mixtures of the base models and of mixtures of their sine-skewed versions for the protein data. The studied amino acid types are: glutamic acid (E), phenylalanine (F) and histidine (H).
Figure S3: Ramachandran plot (gray points) and maximum likelihood fits (black contour) of mixtures of the base models and of mixtures of their sine-skewed versions for the protein data. The studied amino acid types are: isoleucine (I), lysine (K) and leucine (L).
Figure S4: Ramachandran plot (gray points) and maximum likelihood fits (black contour) of mixtures of the base models and of mixtures of their sine-skewed versions for the protein data. The studied amino acid types are: methionine (M), asparagine (N) and glutamine (Q).
Figure S5: Ramachandran plot (gray points) and maximum likelihood fits (black contour) of mixtures of the base models and of mixtures of their sine-skewed versions for the protein data. The studied amino acid types are: arginine (R), threonine (T) and valine (V).
Figure S6: Ramachandran plot (gray points) and maximum likelihood fits (black contour) of mixtures of the base models and of mixtures of their sine-skewed versions for the protein data. The studied amino acid types are: tryptophan (W) and tyrosine (Y).