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Abstract—Superregenerative oscillators in nonlinear mode are investigated in detail using methodologies based on envelope transient, complemented with additional algorithms. A maximum-detection technique is applied to obtain the input-power threshold for nonlinear operation under different implementations of the quench signal. A mapping procedure enables the prediction of hangover and self-oscillation effects. It is based on the detection of the sequence of local maxima in the envelope amplitude after the application of a single input pulse. Using a contour-intersection method, and depending on the analysis time interval, it is possible to quantify the hangover effects and obtain the oscillation boundary, in terms of any two significant parameters. Then, a compact time-variant behavioral model is derived, valid in the absence of hangover and self-oscillation effects. It consists of a single time-variant Volterra kernel and is applicable provided that the amplitude transitions occur outside the sensitivity interval. The various methodologies are tested in a practical FET-based oscillator at 2.7 GHz. The prototype has been manufactured and measured, obtaining good agreement with the analysis results.
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I. INTRODUCTION

A SUPERREGENERATIVE oscillator (SRO), switched on and off by a quench signal, uses the fast growth of the oscillation amplitude during the start-up transient to obtain high gain amplification [1]-[6]. This is achieved with the advantages of a compact size, low consumption and low cost. SROs have been applied to replace costly amplifier chains in receivers [7]-[10], and, more recently, to implement active transponders [11]-[13]. During each quench period, the low-frequency quench signal shifts the dominant pair of complex-conjugate poles of the dc solution (at the oscillation frequency) from the left-hand side (LHS) of the complex plane to the right-hand side (RHS) and then back to the LHS. The SRO is sensitive to the input signal only during a time interval, known as sensitivity interval [2], located about the time value at which the poles cross from the LHS to the RHS. Outside this interval, even if these poles are on the RHS when the input signal is introduced, the oscillation does not have time enough to reach non-negligible amplitude before being switched off by the quench signal.

The SRO can operate in either linear or nonlinear mode [2]-[3], which strongly depends on the waveform and parameters of the quench signal. In linear (nonlinear) mode, the oscillation is quenched before (after) reaching the nonlinear stage of the oscillation build-up transient. As shown in [2], in linear mode the amplitude of the oscillation pulse is proportional to that of the input signal, whereas in the so-called logarithmic mode, the area under the oscillation envelope is approximately proportional to the logarithm of the input amplitude. The nonlinear mode provides a higher oscillation amplitude and is obtained for a broader choice of quench-signal parameters, so it enables a more robust oscillation [5]-[6], [14]-[15]. However, most previous theoretical studies of the SRO operation have been devoted to SROs in linear mode, which is more easily tractable in an analytical manner.

As stated in [2], in normal operation, the SRO output in a given quench cycle must respond only to the incoming signal during that cycle. However, in the presence of hangover effects, the SRO response will be affected by the remnants of the previous oscillation pulses. When applying a single input pulse, two or more output pulses [1]-[2] will be observed, since the oscillation is able to start again when the system enters the subsequent sensitivity periods. In nonlinear mode, the SRO can also exhibit a self-sustained oscillation [2], [16]. This occurs when the oscillation keeps building up from the remnant of the previous pulses, which greatly reduces the sensitivity to the input signal [17].

In this work, a novel methodology for the analysis and synthesis of SROs in nonlinear mode is presented. In these conditions, the use of an analytical method would necessarily involve a substantial degree of approximation, which might prevent a realistic prediction of the circuit behavior. Instead, the investigation will be based on the use of the envelope-transient method as a fundamental simulation tool [18]-[22], complemented with new techniques, implemented on in-house software. The aim is to obtain a global portrait of the SRO performance versus its most relevant parameters. Some of the techniques rely on a mapping procedure, based on the detection of the maxima of output signal. This way each solution is represented in terms of the sequence of output maxima, instead of using the steady-state envelope waveform of the fundamental harmonic component. The mapping procedure enables a simple representation of the steady-state solution versus any parameter, as well as an efficient detection of the qualitative variations of this solution. This is because it implies a reduction of the solution dimension and complexity, in a manner similar to...
to the dimension-reduction enabled by the Poincaré map [23], which is an essential tool in the analysis of nonlinear dynamical systems. A difference comes from the fact that the mapping is applied here to an envelope-domain waveform (amplitude of the fundamental component of the SRO output signal), instead of the full time-domain waveform.

Among the theoretical contributions of this work, the investigation of the SRO self-oscillation mechanism, shown to be due to the nonlinear behavior of the envelope of the damping function, as well as the investigation of the relationship between the mode of the output pulse, either nonlinear saturated or nonlinear non-saturated, and the kind of oscillation, either periodic or quasi-periodic (or irregular), respectively. A methodology to obtain the oscillation boundary in terms of two relevant parameters is also presented. All the various kinds of behaviors are general and intrinsic to the oscillation quenching phenomenon and can be expected in any SRO, regardless of its particular topology or technology, with only quantitative variations. The new systematic techniques provide insightful information into the effect of the most significant SRO parameters on its transient response, stability properties and type of steady-state solution, whose distinction is crucial in nonlinear circuits prone to exhibit self-oscillations.

In addition to the above theoretical investigations, a compact model of the SRO in nonlinear mode, valid in the absence of oscillation effects, will be derived. It takes into account that the SRO operation is time variant, due to the effect of the low-frequency quench signal. The model is an extension to time variant systems of the single-kernel Volterra model in the envelope domain, presented in [24]-[26]. It can also be considered as an extension of the time-variant model in [27] to nonlinear operation. As will be shown, through a proper timing contour-intersection techniques to predict hangover effects and nonlinear modes. Section III addresses the mapping and behavioral model for SROs in nonlinear mode, based on a quantitative technique to distinguish between linear and nonlinear operation. As will be shown, through a proper timing contour-intersection techniques to predict hangover effects and type of steady-state solution, whose distinction is crucial in nonlinear circuits prone to exhibit self-oscillations.

The paper is organized as follows. Section II briefly describes the envelope-transient analysis of the SRO and presents the quantitative technique to distinguish between linear and nonlinear modes. Section III addresses the mapping and contour-intersection techniques to predict hangover effects and self-oscillatory behavior. Section IV presents the new behavioral model for SROs in nonlinear mode, based on a single-kernel time-variant Volterra model

II. SRO IN NONLINEAR MODE

A. Summary of envelope-transient formulation

For convenience, the general circuit-level envelope domain equations, based on the modified nodal approach (MNA), are briefly recalled [18]-[20]. The circuit variables are expressed in a Fourier series with slowly time-varying harmonic terms, in the following general manner:

$$\tilde{x}(t) = \sum_{k=-\infty}^{\infty} \tilde{x}_k(t)e^{j\omega_k t}$$

(1)

where $\omega$ is the frequency of the input signal. Note that to achieve amplification the frequency $\omega$ must be close to the circuit self-oscillation frequency. The envelope-transient system is formulated as [18]-[20]:

$$\frac{d}{dt}G(\tilde{x}(t)) + \left[ D(t) \right] \tilde{x}(t) + \tilde{g}(t) = 0$$

(2)

where $\tilde{F}$ is the vector containing the time-varying harmonic components (at $k\omega$) of the resistive elements, $\tilde{G}$ is an analogous vector, corresponding to the reactive elements, $\left[ j\omega \right]$ is the matrix accounting for the derivatives of the complex exponential terms in (1), $\left[ D(t) \right]$ is the matrix containing the time-varying harmonic components of the impulse responses of the distributed elements, and $\tilde{g}$ is the vector of input sources. As explained in [27], this vector contains the low-frequency quench signal $V_q(t)$ and the complex envelope $V'_r(t)$ of the input signal at the carrier frequency $\omega_c$ as well as its complex conjugate $V''_r(t)$, at $-\omega_c$. System (2) is integrated at a much larger time step than the ordinary transient analysis. Its practical resolution through an error-minimization algorithm, after discretizing the time variable, is explained in detail in [18]-[20].

B. Input-power threshold for nonlinear operation

The SRO behaves in nonlinear mode when the input amplitude is large enough for the oscillator nonlinearity to become relevant. The threshold for nonlinear operation strongly depends on the waveform and parameters of the quench signal $V_q(t)$. Here a quantitative analysis methodology is proposed to determine this threshold. For this analysis, a sinusoidal input signal of amplitude $V_{in}$ at the frequency $\omega_c$ is considered. On the other hand, the particular waveform of the quench signal (e.g., sinusoidal, sawtooth or square) will be characterized by a set of parameters. For instance, in the case of a sinusoidal waveform, the quench signal is $V_q(t) = V_{dc} + V_p \cos(\omega_c t)$, so its parameters are $V_{dc}$, $V_p$ and $\omega_c$.

The analysis method is based on the detection of the maximum of the amplitude of the SRO output signal, $\max \left| X_{1,unc}(V_{in}, t) \right|$, determined with (2), where the subscript “1” indicates the first harmonic component. This maximum will be obtained at a particular time instant of the quench-signal period $T_q$. Then, the following ratio is defined:

$$K(V_{in}) = \frac{\max \left| X_{1,unc}(V_{in}, t) \right|}{V_{in}}$$

(3)

In linear mode, this ratio should be constant, in agreement with the derivations in [2], since the output pulse is proportional to $V_{in}$.

To analyze the influence of a particular parameter $\eta$ on the system linearity, a double sweep is performed in $\eta$ (which may correspond to $V_{dc}$ or $V_p$, for instance) and $V_{in}$, performing an envelope-transient analysis, based on (2), at each pair of values $(\eta, V_{in})$. The envelope simulation is carried out for one period of the quench signal $T_q$. At each point $(\eta, V_{in})$ of this double sweep, the output amplitude $\left| X_{1,unc}(\eta, V_{in}, t) \right|$ is exported. Next,
The described procedure has been applied to the FET-based oscillator in Fig. 1, built in Rogers 4003C substrate ($e_s = 3.55$, $H = 32$ mils). The oscillation frequency is $f_0 = 2.7$ GHz and the quench frequency is $f_q = 7.5$ MHz. The drain bias voltage is $V_{DS} = 1$ V. Note that the purpose of the work is not to obtain a state of the art design, but to investigate the nonlinear behavior of SROs in a global and insightful manner. The parameter used for the analysis of the ratio $K(\eta, V_{in})$ is $\eta = V_{dc}$. Fig. 2 presents the variation of $K(V_{in})$, expressed in dB, versus the input power $P_{in}$ for different values of $V_{dc}$. One can easily distinguish the linear-mode interval, with a constant $K$, and the nonlinear interval, where $K$ decreases with $P_{in}$. The effect of the $V_{dc}$ on the threshold between these modes is also evidenced. For higher $V_{dc}$, the threshold decreases. This is due to the fact that the critical pair of complex-conjugate poles stay longer on the RHS, so, under a same $V_{dc}$, the oscillation is able to grow for a longer time. For relatively high $V_{dc}$, the behavior is nonlinear from very small input power. In fact, from $V_{dc} = -1.05$ V, the SRO exhibits a self-oscillation, in which the output pulses become independent of the input signal. This will be studied in detail in Section III.

In the experimental characterization of the SRO, the input signal is generated with the ANRITSU MG3710A Vector Signal Generator setting $f_{in} = 2.7$ GHz, the sinusoidal quench signal is obtained with the Agilent 81180B Arbitrary Waveform Generator and the output signal is measured with a DS92084A Digital Storage Oscilloscope. Measurement results are superimposed in Fig. 2 for constant $f_q = 7.5$ MHz and $V_p = 0.3$ V, under variations of $V_{dc}$ between $-1.09$ V and $-1.07$ V. It is not possible to consider too small input power due to the presence of noise effects. The experimental measurements are in good qualitative agreement with the analysis predictions. There is a region with flat $K$ and a corner from which $K$ decreases with $P_{in}$. The corner decreases with $V_{dc}$ as predicted with simulations. Measurements for the lower $P_{in}$ values are subject to higher error, which explains the fluctuations observed.

C. Influence of the quench frequency

Another relevant parameter is the quench frequency $\omega_q$, due to its strong effect on the time derivatives in (2) and, as a result, on the SRO dynamics. This effect will be analyzed under a given type of quench signal, with a particular waveform and excursion. For instance, in the case of a sinusoidal quench signal, such as $V_q(t) = V_{dc} + V_p \cos(\omega_q t)$, one will keep $V_{dc}$ and $V_p$ at constant values and modify $\omega_q$. To quantify the influence of $\omega_q$, the maximum of the output pulse, $\max|X_{out}(t)|$, will be calculated versus $\omega_q$. This analysis has been applied to the oscillator in Fig. 1, for $V_{dc} = -1.08$ V and $V_p = 0.3$ V, with the results shown in Fig. 3(a). In the shadowed region, the SRO exhibits a self-oscillation, as will be shown Section III. When decreasing $f_q$, the amplitude tends to a saturation value that can be accurately determined as described in the following.

To calculate the saturated output amplitude of the first harmonic of the SRO output pulse, one should replace the quench signal with a dc signal $V_q$. This signal will be varied in the voltage in the excursion of the quench signal, easily determined from the quench-signal waveform. For instance, in the case of the sinusoidal waveform $V_q(t) = V_{dc} + V_p \cos(\omega_q t)$, the excursion is $V_{dc} - V_p$ to $V_{dc} + V_p$. Since, under variations of the dc signal $V_{dc}$, the circuit is not switched, the oscillation should attain a constant output amplitude $|X_{out}|$ for each $V_q$. A sufficiently large time offset must be used in this analysis, to ensure that the oscillation is in steady state for each $V_q$. The resulting curve, $|X_{out}|$ versus $V_p$, is presented in Fig. 3(b). Comparing Fig. 3(a) and Fig. 3(b), when the quench frequency

![Fig. 1. FET-based oscillator built in Rogers 4003C substrate ($e_s = 3.55$, $H = 32$ mils). The drain bias voltage is $V_{DS} = 1$ V. The oscillation frequency is $f_0 = 2.7$ GHz. (a) Schematic. (b) Photograph of the measured prototype.](image-url)
tends to zero, \( \max |X_{\text{out}}(t)| \) tends to the maximum of \( |X_{\text{out}}| \) versus \( V_q \). On the other hand, when \( \omega_q \) increases, the oscillation has shorter time to build up before being quenched again, so the output pulse is unable to reach the saturation amplitude. This explains the pulse amplitude reduction with \( \omega_q \), observed in Fig. 3(a).

Fig. 3(c) presents the first output pulse traced versus time normalized to one quench period \( T_q \) obtained for different values of the quench frequency \( f_q \). For \( f_q = 2 \) MHz and \( f_q = 3 \) MHz, the pulse reaches the saturation amplitude. For \( f_q = 6 \) MHz and \( f_q = 7.5 \) MHz, the pulse reaches the nonlinear-transient stage, with non-saturated amplitude. For \( f_q = 9.5 \) MHz, the SRO behaves in linear mode.

The response of the SRO to variations in the input power is different in the three cases of linear, non-saturated nonlinear and saturated nonlinear behavior. In linear mode, the increase of \( P_{\text{in}} \) gives rise to an increase of the pulse amplitude, as shown in Fig. 4(a), for \( f_q = 9.5 \) MHz. The two waveforms agree by just multiplying one of them by a scale factor. In non-saturated nonlinear mode, there is an increase of both the pulse width and amplitude, as shown in Fig. 4(b), for \( f_q = 7.5 \) MHz. In saturated nonlinear mode, there is an increase of the pulse width, as shown in Fig. 4(c), for \( f_q = 2 \) MHz.

In nonlinear mode, the area under the envelope is proportional to the logarithm of the input amplitude, as analytically derived in [2], [17], in an approximate manner. This has been validated here in a numerical manner, performing, for each \( V_{\text{in}} \), an integration of the envelope first output pulse:

\[
S(V_{\text{in}}) = \int X_{\text{out}}(V_{\text{in}}, t) \, dt
\]  

Fig. 4(d) presents the variation of \( S(V_{\text{in}}) \) versus \( P_{\text{in}} \) for \( f_q = 2 \) MHz and \( f_q = 7.5 \) MHz. In both cases, the variation is approximately linear, in agreement with [2]. At \( f_q = 2 \) MHz, the input amplitude affects the initial exponential growth, but once the waveform reaches the saturation amplitude, this effect vanishes, so the falling sections are overAPPED for all the \( V_{\text{in}} \) values, as shown in Fig. 4(c). Thus, the difference in the area \( S(V_{\text{in}}) \) is mostly due the initial exponential growth, as stated in [2]. As shown in Fig. 4(d), the area under the pulse envelope is significantly bigger in the case of saturated operation. For a same increment of \( P_{\text{in}} \), there is a much smaller ratio between the resulting area increment and the total area.

The distinction between the three types of response: linear, nonlinear non-saturated and nonlinear saturated will be crucial to understand the SRO self-oscillatory behavior, tackled in the next section.

### III. STABILITY ANALYSIS

#### A. Self-oscillation mechanism

In nonlinear mode, the pulses last longer and reach a higher amplitude, so hangover effects [1]-[2] are more likely than in linear mode. In addition, the circuit nonlinear damping may give rise to a self-sustained oscillation in the envelope scale. To illustrate this effect, a cubic nonlinearity oscillator, often used to model the SRO behavior [2]-[3], will be considered (Fig. 5). The nonlinear current is expressed as:
\[ i(v, t) = a(t)v + bv^3 \] (5)
where \( a(t) \) is a sinusoidal term, taking positive and negative signs, expressed as \( a(t) = A_d \cos(\omega_d t) \), and \( b > 0 \). The second order differential equation that governs the circuit behavior is:

\[ \ddot{v} + \frac{1}{C} \left[ G + a(t) + 3bv^2(t) \right] \dot{v} + \frac{1}{LC} v = \frac{1}{C} \frac{di_d(t)}{dt} \] (6)

where \( i_d(t) \) is the input current. The damping term [affecting the time derivative \( \dot{v}(t) \)] is:

\[ \zeta(t) = a(t) + G + 3bv^2(t) \] (7)

In the absence of a nonlinear dependence \((b = 0)\), the sign of \( \zeta(t) \) only depends on \( a(t) \) and, thus, on the action of the quench signal. Under nonlinear effects (when \( b > 0 \)), the damping term \( \zeta(t) \) is controlled not only by \( a(t) \), but also by the voltage amplitude \(|v(t)|\), which gives rise to a feedback mechanism that reduces the negative damping when \( v(t) \) increases. From the envelope-transient system (2), it is possible to calculate the first harmonic of \( v(t) \), given by \( V(t) \). Therefore, the envelope of the damping function can be approximated as:

\[ \zeta_{env}(t) = a(t) + G + 3b \left| V(t) \right|^2 \],

where \(|V(t)|\) is the magnitude of the first harmonic. In the following analyses, the sinusoidal input current \( i_d(t) \), at the frequency \( f_q = 2.7 \text{ GHz} \), has a limited time duration, within the sensitivity interval. It is implemented by introducing a rectangular pulse \( p_c(t) \) in the envelope scale, so it is given by \( i_d(t) = p_c(t)I_{in} \cos\omega t \).

In a first test, the parameters of the sinusoidal quench signal, at \( f_q = 6 \text{ MHz} \), are \( A_d = -0.00182 \ \Omega^{-1} \) and \( A_p = 0.0251 \ \Omega^{-1} \). Fig. 6(a) presents the amplitude of the first harmonic component of the node-voltage envelope during the first four periods of the quench signal. It exhibits a number of pulses of decaying amplitude, corresponding to hangover effects [2]. Fig. 6(a) also illustrates the double dependence of \( \zeta_{env}(t) \) on \( a(t) \) and \(|V(t)|\). Note that for \( b = 0 \), and under a sinusoidal quench signal \( a(t) \), the envelope of the damping signal \( \zeta_{env}(t) \) is strictly sinusoidal, since it is given by \( \zeta_{env}(t) = a(t) + G \). In the presence of \( b > 0 \), there will be deviations from this sinusoidal form, caused by the additional dependence on \(|V(t)|\), shown in the expression \( \zeta_{env}(t) = a(t) + G + 3b \left| V(t) \right|^2 \). These deviations are larger for a higher \(|V(t)|\). For \( A_p = 0.0251 \ \Omega^{-1} \) and \( b = 0 \) (linear case), one would obtain a pulse of extremely large amplitude (not represented), since this amplitude keeps growing as long as the envelope of the damping function fulfills \( \zeta_{env}(t) = a(t) + G < 0 \). However, with \( b > 0 \), the term \( \zeta_{env}(t) \) becomes positive from certain amplitude, which limits the pulse growth. Here the values \( b = 0.00448 \ \text{A/V}^2 \) and \( G = 0.02 \ \Omega^{-1} \) have been considered. Under the quench signal resulting from \( A_d = -0.00182 \ \Omega^{-1} \), \( A_p = 0.0251 \ \Omega^{-1} \), and \( f_q = 6 \text{ MHz} \), the non-saturated first pulse is only able to excite the system nonlinearity of the second and third pulses. In the fourth pulse, the envelope of the damping function is linear. One obtains a progressive decay to zero of the pulse amplitude, shown in Fig. 6(a). Under the quench signal resulting from \( A_d = -0.00182 \ \Omega^{-1} \), \( A_p = 0.0277 \ \Omega^{-1} \), the saturated first pulse is able to excite the system nonlinearity in all the subsequent pulses [see Fig. 6(b)].
Enveloped-applied during the first period of the quench signal. In the (in solid line) and values, as in the case of Fig. 7(a), corresponding to which there is no longer a flat self-oscillation of the SRO. Instead, amplitude for Adc Fig. 6. Cubic-nonlinearity oscillator at 6 behavior, the input signal, at the frequency presents a comparison of envelope-domain and transient simulations for Adc when this pulse reaches the saturation amplitude. Fig. 7(c) contains higher harmonic terms (of smaller amplitude). Of the first harmonic only, though the nonlinear solution perfect since the envelope-transient solution is traced in terms of the first harmonic only, though the nonlinear solution contains higher harmonic terms (of smaller amplitude). Fig. 7(d) presents the measurement results.

As shown in subsection A, the SRO envelope can also exhibit a non-periodic oscillation, when the pulses are not able to reach the saturation amplitude. This is the case of $f_q = 5 \text{ MHz}$, in Fig. 8. For $f_q = 7.5 \text{ MHz}$, the first output pulse is nonlinear and there are no hangover effects. For $f_q = 9.5 \text{ MHz}$, the behavior is linear.

As has been shown, the SRO can exhibit different forms of behavior when varying a parameter $\eta$, such as the quench frequency $f_q$. The next section presents a procedure to efficiently predict the evolution of the SRO behavior versus variations in one or two significant parameters. This will include a prediction of the oscillation boundary.
C. Mapping method

The evolution of the circuit solutions under variations in any parameter $\eta$ can be efficiently analyzed through a mapping method. As in subsections $A$ and $B$, this is based on the application of a single input pulse in the envelope scale, expressed as: $G(t) = p_\mu(t) G_{\text{in}}$. Then, the parameter $\eta$ is varied and the sequence of amplitude maxima of the output signal $X_{\text{out}}(t)$, obtained for each $\eta$, is detected. Several periods of the quench signal $M T_q$, where $M$ is a positive integer, must be considered. The resulting waveform is exported:

$$X_{\text{out}}(t_n) = X_{\text{out}}(t_{n-1}) + \Delta X_{\text{out}}(t_{n-1})$$

where the subscript $n$ is a counter of the time instants. The local maxima of the amplitude $X_{\text{out}}(t_n)$ are obtained by calculating the time derivative of this amplitude through finite differences:

$$\Delta X_{\text{out}}(t_n) = \frac{X_{\text{out}}(t_n) - X_{\text{out}}(t_{n-1})}{t_n - t_{n-1}}$$

which is applied from $n = 1$. The superscript $A$ refers to the amplitude of $X_{\text{out}}(t_n)$. The set of local maxima must fulfill:

$$\Delta X_{\text{out}}(t_n) < 0, \quad \Delta X_{\text{out}}(t_{n-1}) > 0$$

For convenience, the set of local maxima will be expressed in terms of an index $i$, used to count the quench periods. Thus, it will be denoted as $X_{\text{out}}^{i}(t_n)$, where $i = 1$ corresponds to the first maximum. Hangover and self-oscillation effects are analyzed by representing the set of local maxima $X_{\text{out}}^{i}(t_n)$ versus the particular parameter $\eta$.

The method has been applied to the FET-based oscillator in Fig. 1, considering a simulation time interval of $T = 8 \mu s$. When varying the quench frequency, this provides a minimum number $M = 7$ of quench signal periods in the whole frequency interval. Fig. 9(a) shows the map of maxima obtained for $V_{\text{dc}} = -1.146 \, V$, when varying the quench frequency $f_q$. There is only one output pulse for each $f_q$ (only one amplitude maximum) so there are no hangover effects. Fig. 9(b) shows the map obtained for $V_{\text{dc}} = -1.08 \, V$. For each $f_q$ there is a single higher amplitude point, corresponding to the first output pulse, and a set of lower amplitude points, corresponding to the following pulses. The map obtained when considering the time interval (5 $\mu$s, 8 $\mu$s), which avoids the transient effects, has been superimposed on the entire map [obtained when considering the interval (0 $\mu$s, 8 $\mu$s)] using a red color. In the lower frequency range, the SRO envelope oscillates with saturated amplitude, so a single point is obtained. Then, the envelope oscillation unlocks from the quench signal, so there is a transition to a quasi-periodic oscillation, which explains the distribution of points. The width of the pulse distribution increases for amplitudes below 0.15 $V$, due to a more irregular behavior. The two different operation intervals, with periodic and non-periodic behavior, have been respectively denoted as P and NP in Fig. 9(b).

As a final comment, the solution exhibits an invariance with respect to the phase of its self-oscillation components. Thus, under any variation of the initial conditions, there will be a change/translation of the steady-state waveform obtained through the integration of the envelope-transient system. This will give rise to a different distribution of the pulse maxima [Fig. 9(b)]. As a result, there is no continuity of the maxima of a same order (first maximum, second maximum…) when represented versus the parameter.

Fig. 9. FET-based SRO. Mapping method. The simulation time interval considered (0 $\mu$s, 8 $\mu$s) (a) Map of maxima obtained for $V_{\text{dc}} = -1.146 \, V$ when varying the quench frequency $f_q$. (b) Map of maxima obtained for $V_{\text{dc}} = -1.08 \, V$. For each $f_q$, there is a higher amplitude single point, corresponding to the first output pulse, and a set of lower amplitude points, corresponding to the following pulses. The map obtained when considering the time interval (5 $\mu$s, 8 $\mu$s), which avoids the transient effects, has been superimposed using a red color.

Fig. 10 and Fig. 11 respectively present the simulated and measured results obtained for $V_{\text{dc}} = 1 \, V$, $V_{\text{dc}} = -1.08 \, V$, $V_p = 0.3 \, V$ and four values of the quench frequency $f_q$: 2.1 MHz, 3.7 MHz, 6 MHz and 7 MHz. The behavior is consistent with the predictions in the map of Fig. 9(b). The experimental measurements in Fig. 11 confirm an amplitude reduction and a tendency to an irregular behavior as $f_q$ increases. Note that Fig. 10 presents the amplitude variation of the first harmonic of the output voltage, which is a positive quantity. In contrast, Fig. 11 presents the time-domain variation of the output voltage. There is a good agreement, both qualitatively and quantitatively. In the experimental measurements, the pulses are also affected by
the noise effects. The irregular behavior observed in Fig. 10(c) and Fig. 10(d), as well as Fig. 11(c) and Fig. 11(d), is consistent with the observations reported in [28].

2.1 MHz. (b) 3.7 MHz. (c) 6 MHz. (d) 7 MHz.

Fig. 10. FET-based SRO. Variation of the amplitude of the envelope of the output signal for $V_{ds} = 1$ V, $V_{ds} = -1.08$ V, $V_{ds} = -0.3$ V when considering different values of the quench frequency $f_{q}$. (a) 2.1 MHz. (b) 3.7 MHz. (c) 6 MHz. (d) 7 MHz.

Fig. 11. FET-based SRO. Measured output-voltage waveforms for $V_{ds} = 1$ V, $V_{ds} = -1.08$ V, $V_{ds} = -0.3$ V, and different values of the quench frequency $f_{q}$. (a) 2.1 MHz. (b) 3.7 MHz. (c) 6 MHz. (d) 7 MHz.

D. Envelope-domain contour intersection method

By means of contour intersections, it will be possible to efficiently predict the effect of two parameters, $\eta_1$ and $\eta_2$, on the hangover and self-oscillation effects. As in the previous analyses, a single input pulse in the envelope scale is considered, expressed as: $G_{in}(t) = p_{i}(t)G_{in}$, which in absolute time corresponds to a sinusoidal signal, at the frequency $\omega_i$ limited to a fraction of the first quench period. A double sweep is carried out in $\eta_1$ and $\eta_2$, performing an envelope-transient analysis for each pair ($\eta_1$, $\eta_2$). The considered integration time interval depends on the analysis goal. This goal can be the detection of the amplitude of second pulse (for $i = 2$) or the prediction of the oscillation boundary.

a) Contour levels of $X_{\text{last}}^{\text{max}}(2)$

Performing a double sweep in $\eta_1$ and $\eta_2$ and storing the second maximum $X_{\text{last}}^{\text{max}}(2)$, in the second quench period interval, $(T_{on}, 2T_{on})$, it is possible to create a 3-D grid, in terms of $(\eta_1, \eta_2, X_{\text{last}}^{\text{max}}(2))$. In the plane $(\eta_1, \eta_2)$, different contours are obtained from the intersection of this 3-D grid with given amplitude planes $X_{\text{last}}^{\text{max}}(2) = P$, where $P$ represents each particular value of the amplitude of the second pulse. Thus, each contour is composed by the set of parameters $(\eta_1, \eta_2)$, such that the amplitude of the second pulse is given by $P$.

As an example, Fig. 12 presents the contours $X_{\text{last}}^{\text{max}}(2) = P$ corresponding to $P = 0.1$ V, $P = 0.2$ V, $P = 0.3$ V and $P = 0.4$ V traced in the plane defined by $V_{ds}$ and the quench frequency $f_{q}$. Due to the system continuity, one can expect the hangover effects to disappear when the amplitude of the second pulse tends to zero.

b) Oscillation boundary

To obtain the self-oscillation boundary, the whole set of steady-state maxima must be considered. This calculation is based on the detection of an incipient steady-state oscillation, satisfying the amplitude condition $X_{\text{last}}^{\text{max}}(i) = \varepsilon$, where $\varepsilon$ is a sufficiently small number. The boundary will be composed by the set of $(\eta_1, \eta_2)$ pairs such that the largest local maximum or maxima of the SRO output signal satisfy $X_{\text{last}}^{\text{max}}(i) = \varepsilon$, where $i$ is a counter of the maxima fulfilling this amplitude condition.

Note that for each pair $(\eta_1, \eta_2)$, the whole set of amplitude maxima of the SRO output signal (in steady state) must be analyzed. In the case of a periodic oscillation, the counter $i$ will agree with the number of periods, since all the maxima are identical. However, in the case of a quasi-periodic or chaotic solution, the local maxima of the steady-state output signal will have different values. The condition $X_{\text{last}}^{\text{max}}(i) = \varepsilon$ will only be fulfilled by the largest maximum (or maxima), so $i$ will have particular integer values, comprised between $i = 1$ and the total number of analyzed periods $i = M$.

In this particular application, for the calculation of the oscillation boundary, the time offset is $t_{off} = 5$ $\mu$s and the maximum number of periods of the quench signal is $M_{\text{max}} = 22$. The boundary is also represented in Fig. 12, in the plane defined by $V_{ds}$ and the quench frequency $f_{q}$ for $V_{ds} = 0.3$ V. The amplitude threshold used is $\varepsilon = 10^{-4}$ V. Experimental measurements at this boundary are superimposed with very good agreement. The circuit self-oscillates below the boundary, in consistency with the simulated and experimental results of Fig. 10 and Fig. 11. As expected from the system continuity, the amplitude of the second pulse decreases when approaching the boundary. As gathered from Fig. 12, for a less negative dc bias, one should set the quench frequency to higher value to avoid oscillation effects.
IV. TIME DOMAIN MODEL OF THE SRO IN NONLINEAR MODE

When the hangover and oscillation effects have been suppressed, the derivation of a reduced-order model will enable an efficient inclusion of the SRO in system-level simulations. This nonlinear model of the SRO will be an extension to time variant systems of the single-kernel modified Volterra model proposed in [24]-[26]. It can also be considered as an extension of the time-variant model in [27] to nonlinear operation. In this extension, advantage is taken of the fact that the quench signal fully extinguishes the oscillation during a large fraction of each quench-signal period.

A. Summary of the time invariant single-kernel modified Volterra model in [24]-[26]

As stated in [24]-[26], a time invariant system with negligible long-term dynamics can be modeled with a single kernel modified Volterra model. To extract this single kernel, a sinusoidal envelope signal \( V_{en}(t) = V_{e} e^{\omega t} \) is introduced into the circuit, where \( \Omega \) is the envelope frequency. Assuming a band limited response, the output envelope will be \( V_{out}(t) = V_{out} e^{\omega t} \), where \( V_{out} \) varies with the excitation frequency \( \Omega \). Performing a double sweep in the envelope amplitude \( |V_{en}| \) and frequency \( \Omega \), the single kernel is calculated as:

\[
H(V_{en}(t), \omega_p + \Omega) = \frac{V_{out}(t)}{V_{en}(t)}
\]  

(11)

where \( \omega_p \) is a suitable carrier frequency, enabling the expression of \( H \) as a lowpass function, in terms of the offset frequency \( \Omega \). The single kernel in (11) is used to obtain the output envelope \( V_{out}(t) \) resulting from any time-varying input envelope \( V_{in}(t) \), which is calculated as:

\[
V_{out}(t) = \frac{1}{2\pi} \int_{-\frac{B}{2}}^{\frac{B}{2}} H(V_{in}(t), \Omega + \omega_p) V_{in}(\Omega) e^{\omega t} d\Omega
\]  

(12)

where \( B \) is the envelope bandwidth and \( V_{in}(\Omega) \) fulfills:

\[
V_{in}(t) = \frac{1}{2\pi} \int_{-\frac{B}{2}}^{\frac{B}{2}} V_{in}(\Omega) e^{\omega t} d\Omega
\]  

(13)

Using convolution, the relationship can be translated to the time domain as [24]-[26]:

\[
V_{out}(t) = \frac{1}{2\pi} \int_{-\frac{B}{2}}^{\frac{B}{2}} h(V_{in}(\tau), t, \Omega) V_{in}(\tau) e^{\omega t} d\tau
\]  

(14)

where \( h \) is the inverse Fourier transform of \( H \). In the following, the above single-kernel calculation is extended to the time-variant SRO.

B. Time-variant single-kernel modified Volterra model

In nonlinear and time variant conditions, the relationship between the envelopes of the output and input signals is the following:

\[
V_{out}(t) = \frac{1}{2\pi} \int_{-\frac{B}{2}}^{\frac{B}{2}} h(V_{in}(\tau), t, \Omega) V_{in}(\tau) e^{\omega t} d\tau
\]  

(15)

where

\[
h(V_{in}(\tau), t, \Omega) = \frac{1}{2\pi} \int_{-\omega_{pmin}}^{-\omega_{pmax}} H(V_{in}(\tau), t, \Omega + \omega_p) e^{\omega t} d\Omega
\]  

(16)

The above model will be able to accurately provide the SRO output if the input-amplitude variations take place outside the SRO sensitivity interval, where the system behaves independently of the input signal. This property, together with the full oscillation extinction through a significant fraction of the quench period, will enable the extension of the modified Volterra Kernel to model the time-variant SRO.

The time-variant Kernel \( H(V_{in}(\tau), t, \Omega + \omega_p) \) will be calculated for a limited set of discrete amplitude levels, \( V_{in,k} \), where \( k = 1 \) to \( K \), comprising those in the multi-level amplitude modulation. At each \( V_{in,k} \), one sweeps the frequency \( \Omega \) and obtains the ratio:

\[
H(V_{in,k}, t, \Omega) = \frac{V_{out}(t, \Omega)}{V_{in,k}}
\]  

(17)

To obtain the above relationship, the frequency \( \Omega \) is swept in the interval \( (\omega_{min} - \omega_p) \) and \( (\omega_{max} - \omega_p) \), and, at each \( \Omega \), an envelope-domain integration is performed [27] in the whole time interval considered in the input modulation. Once the set of functions \( H(V_{in,k}, t, \Omega) \) is available, the corresponding collection of impulse responses \( h(V_{in,k}(\tau), t, \Omega + \omega_p) \) are obtained in-house software. Discretizing the time variable \( t \) in (16), as \( t_0, t_1 \ldots t_n \), the impulse response is calculated as:

\[
h(V_{in,k}(t_{n-1}, t_n, \Omega), t, \Omega + \omega_p) e^{\omega t} d\Omega
\]  

(18)

which is done through a suitable combination of \( t_0 \) and \( V_{in,k}(t_n) \) following the variations of the input signal. Each time sample \( V_{out}(t_n) \) of the envelope of the output signal is determined through the following convolution integral:

\[
V_{out}(t_n) = \frac{1}{2\pi} \int_{-\omega_{pmin}}^{-\omega_{pmax}} h(V_{in,k}(t_{n-1}, t_n, \Omega), t, \Omega) e^{\omega t} d\Omega
\]  

(19)

Then, the envelope \( V_{out}(t) \) is given by the sequence of \( V_{out}(t_n) \) with \( t_0, t_1 \ldots t_N \). The whole algorithm, implemented in-house software, is summarized in Table I. Following this method, based on the extraction of the impulse response \( h(V_{in,k}(t, \Omega)) \), one can calculate the output to an arbitrarily modulated input signal (with a given set of amplitude levels), which is well suited for system-level simulations.
The above method has been applied to the circuit in Fig. 1. Fig. 13 shows the circuit response when varying the input amplitude between three distinct levels. The quench signal parameters are $f_q = 7.5$ MHz, $V_{dc} = -1.08$ V and $V_p = 0.3$ V, which provide a nonlinear response, without hangover and oscillation effects. In a first test (Fig. 13(a)), the amplitude variations never occur during the sensitivity period. The output pulses are overlapped with those obtained with circuit-level envelope-transient simulations. In a second test, some amplitude changes occur during the sensitivity interval (Fig. 13(b)). In this situation, there are some discrepancies with respect to the circuit-level envelope-transient simulations. They can be avoided through a proper timing of the quench signal.

The SRO behavior is nonlinear since the changes in the input magnitude give rise to a variation in the width of the output amplitude, as shown in Fig. 13(c), where the results of the compact model and circuit-level envelope-domain simulations are overlapped.

**Fig. 13.** FET-based SRO. Response when varying the input amplitude at different quench periods for $f_q = 7.5$ MHz, $V_{dc} = -1.08$ V and $V_p = 0.3$ V. (a) The amplitude variations never occur during the sensitivity period. (b) Some amplitude changes occur during the sensitivity interval. (c) Expanded view of a single pulse. The new method accurately predicts the increase of the pulse width with the input amplitude.

Fig. 14 shows the output signal when considering both amplitude and phase modulations. The quench-signal parameters are $f_q = 7.5$ MHz, $V_{dc} = -1.08$ V and $V_p = 0.3$ V. (a) Output amplitude obtained with (19). The solution is compared with circuit-level envelope-transient simulations, with overlapped results. The input amplitude has also been represented. (b) Output phase obtained with (19), compared with the results of circuit-level envelope-transient simulations. The input phase has also been represented.

**Table I**

**Algorithm for the Calculation of the SRO Output in the Logarithmic Mode**

1. **Read Time_vector**
   - Reading of the vector of time values exported from ADS

2. **Vin_t=A_t*exp(phase_t)**
   - Construction of the complex-envelope of the arbitrarily modulated input signal

3. **for n=1:N**
   - Beginning of the loop that calculates $V_{out}(t_n)$
   - **Vin_k=Vin(n)**
     - Detection of the input amplitude at $t_n$
   - **Read H(Vin_k,t_n,f)**
     - Reading of the function $f,H(V_{in,k},t_n,2\pi(f+f_q))$ exported from ADS.
     - Construction of the time-varying transfer function through a suitable combination of $t_n$ and $V_{in,k}$
   - **h_Vin_k=IFF(H_Vin_k)**
     - Calculation of the IFFT:
     - $h(t_n,t_c) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H(V_{in,k},t_n,\Omega + \omega_o) e^{j\omega_c t} d\Omega$
\[ V_{out}(n) = \text{Conv}(h_{\text{Vin}_k}, \text{Vin}_t) \]

Calculation of the convolution integral:

\[ V_{out}(n) = \int h(V(t_n - \tau), t_n) V(t_n - \tau) d\tau \]

end

C. Measurement results

The SRO operating in the nonlinear mode has been experimentally tested under an ASK input signal. Fig. 15 shows the photograph of the measurement setup. The modulated input signal is generated using the vector signal generator VSG25A, which provides the power \( P_{Rf} = -10 \) dBm. The input frequency is \( f_{in} = 2.55 \) GHz, which is the maximum one allowed by the VSG25A. Due to the difference with respect to the oscillation frequency \( f_o = 2.7 \) GHz, the required input power levels will be relatively high. At the output of the VSG there is a directional coupler whose coupled output with an attenuation of 10 dB is connected to the SRO input. Thus, the input power is \( P_{in} = -20 \) dBm. The direct output of the directional coupler allows the measurement of the input signal in a DSO90804A Digital Storage Oscilloscope, which is also used to measure the output signal.

The transistor bias voltage at the drain node is \( V_{DS} = 1 \) V. A 2-ASK modulation, with a modulation depth of 0.5, at the frequency \( f_{mod} = 750 \) kHz has been considered. The quench signal parameters are \( V_{dc} = -1.08 \) V and \( V_p = 0.7 \) V, at the frequency \( f_q = 7.5 \) MHz.

Fig. 16 presents the experimental results. Fig. 16(a) shows the input signal after the attenuation of 10 dB. Fig. 16(b) shows a comparison between the results obtained through (19) and those obtained with envelope-transient simulations. Fig. 16(c) compares the experimental results with the predictions by (19) and Fig. 16(d) presents an expanded view of two pulses for two different input amplitudes.

V. Conclusion

An in-depth study of super-regenerative oscillators (SROs) in nonlinear mode has been presented, covering gain, hangover and self-oscillation. A maximum-detection technique enables a quantitative determination of the input-power threshold for nonlinear operation, as well as the distinction between nonlinear saturated, nonlinear non-saturated and linear responses. Then, the self-oscillation mechanism is investigated in detail. This oscillation is shown to arise with a non-periodic behavior, due to the exponential reaction to the asynchronous pulse remnants, and then evolve to a periodic oscillation, when the oscillation envelope is locked by the quench signal. By means of mapping and contour-intersection procedures, oscillation and hangover effects are quantitatively analyzed under the variation of one or two parameters. The procedures enable the calculation of the self-oscillation boundary in terms of two relevant SRO parameters, such as the bias voltage and the quench frequency. A method has also been proposed to obtain a multi-level behavioral model of the SRO, based on the
calculation of a single time variant Volterra kernel. The model is valid in the absence of self-oscillation and hangover effects, provided that the amplitude changes take place outside the sensitivity interval.
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