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Abstract

3D Face model reconstruction from a single 2D image is fundamentally important for face recognition because the 3D model is invariant to changes of viewpoint, illumination, background clutter and occlusions. In this paper, an efficient 3D Face Reconstruction algorithm is proposed based on multi-view 2D images of human face based on similarity transform measurements. In this algorithm, the pose and depth estimation from 2D feature points of the respective face images is considered as an optimization problem and solved using Differential Evolution optimization. Further different strategies of differential evolution are used to optimize and the results are compared. Simple model integration method is proposed to improve the estimation accuracy of the 3D structure of face, when more than one non-frontal-view face images are available. Furthermore, Pearson Linear Correlation is computed to show the efficiency of the proposed approach. Experimental results on 2D Head Pose and 3D Bosphorus databases demonstrate the feasibility and efficiency of the proposed methods.

1. Introduction

Many practical 2D-face recognition systems have been developed with more than three decades of research. However, the algorithms used in these systems are based on 2D-images and assume that input face images are Clear, Frontal, with good illumination, without expressions and have large face region with sufficient details. Under these controlled conditions the 2D-face recognition systems achieve reasonable performance level\textsuperscript{1}. With the increased security requirements the installation of surveillance cameras increased, ranging from small-scale standalone applications in Financial Institutions and Supermarkets to large-scale multiple networked Closed-Circuit Televisions (CCTVs) in law enforcement for public streets. In these applications, wide angle cameras are normally used and installed in a way that the viewing area is maximized. In turn controlled conditions are hard to meet. In real time with the query image having arbitrary pose with very small face region when the person is far away from the camera the performance of 2D face recognition systems suffers dramatically.

One sensible way to improve the Face recognition performance under arbitrary pose is to use multiple training images under different poses. However, face images under different poses may not be available and use of multiple
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faces will greatly increase both the size of a database and the computation time required for recognition. A potential method to improve the recognition performance in low quality input video data is to employ super resolution algorithms prior to face recognition. For these methods to give satisfactory performance, the low quality images should comply data constraints like visual quality and face similarity and will be computationally burden. Therefore 3D face models have been developed to overcome the deficiencies of classical 2D based algorithms, and finds useful in offline applications of face recognition, face tracking and face animation, etc.

Presently, there are two main stream approaches usually adopted to create human facial 3D models. One of the approach is to use specialized 3D capture systems like 3D scanners to capture texture in addition to depth i.e., 3D shape. The high cost and speed limitations of present 3D scanning devices are the obvious short comings to acquiring sufficient and useful data. The second approach is to develop algorithms to reconstruct 3D face models from 2D images, such as video sequences or multi-view photographs. This approach, call 3D reconstruction algorithm is an important tool that can be used in surveillance and in various multimedia applications. During the past decade many 3D reconstruction algorithms have been developed and can be classified in to four groups, shape-from-shading (SFS), the 3D Morphable Model (3DMM), structure from motion (SFM) and Learning.

By exploring the shading information in an image, e.g., the intensity and its derivatives, SFS deals with the recovery of shape based on some reflectance models, such as the Lambertian model, specular reflectance model, and hybrid model, etc. For the SFS algorithm, although various constraints, including brightness, smoothness, and integrability, are explored in sequence, obtaining a unique correct solution is still an intractable problem. A 3D morphable model is generally built from a set of 3D point cloud of human head. As a crucial step, the 3D point cloud scans are first registered in a dense point-by-point correspondence, using an optical-flow algorithm to reduce artifacts. In these methods, statistical signal-processing techniques, such as principal component analysis (PCA), usually play an important role in obtaining feature subspace from shape and texture features of training samples. The feature subspace can be regarded as a generic 3D face model.

Learning based algorithms exploit the common information shared by the 2D image subspaces and 3-D shape to recover the 3-D shape. Thus the algorithms in this category require a coupled training set comprising of 2D and corresponding 3D faces. However, the reconstruction performance is affected by the illumination variation as these algorithms assume that the 2D and 3D faces are embedded in the corresponding linear subspaces.

Structure from motion (SFM) is a popular approach to recover the 3D shape of an object when multiple frames of an image sequence are available. In SFM, the 3D information about a collection of discrete structures, such as lines, curves and points, is recovered from a 2D collection of lines, curves and points. 2D images are formed by projections from the 3D world. As from the literature two well-known projection models are available, the perspective and the orthographic. Much research has been conducted on determining the motion and structure of moving objects under orthographic projection. Ullman proved that four point correspondences over three views yield a unique solution to motion and structure. Tomasi proved the rank-3 theorem, i.e., the rank of the observation matrix is 3 under an orthographic projection, and proposed a robust factorization algorithm to factor the observation matrix into a shape matrix and a camera motion matrix using the singular value decomposition (SVD) technique. Xioufakis and Delopoulus extracted the motion and shape parameters of a rigid 3D object by computing the rotation matrices via the eigenvalues and eigenvectors of appropriate defined 2 × 2 matrices, where the eigenvalues are the expression of four motion vectors in two successive transitions. Bregler assumed a 3D object to be non-rigid, and the observed shapes are represented as a linear combination of a few basis shapes. Further, a Gaussian prior is assumed for the shape coefficients, and the optimization is solved using the expectation-maximization (EM) algorithm. Koo and Lam proposed Similarity-transform-based (SM) method to derive the 3D structure of a human face from multi-view photographs. Unfortunately, the genetic algorithm (GA) is used in SM algorithm to estimate the depth and is usually encounters a heavy computational burden. Moreover, how to design a reasonable chromosome, how to make a feasible gene operation scheme and how to adjust the parameters remain difficult problems. To reduce the computation of the SM method, the Differential Evolution (DE) optimization based methods are proposed in this paper to estimate the depth values of facial feature points. In the DE optimization, not only the pose parameters, but also the depth values of the facial feature points, are considered as the variables to be optimized.

The CANDIDE 3D face model is a parameterized face mask specifically developed for the model based coding of human faces. During the past several decades, candied has been a popular face model used in different face-related
applications, because of its simplicity and public availability among all of the existing methods. The third version of the CANDIDE model, called CANDIDE-3, is composed of 113 vertices and 168 triangular surfaces, as shown in Fig. 1a. Each vertex is represented by its 3-D coordinates \((x, y, z(\text{Depth}))\). Further, to show the efficiency of the proposed depth estimation algorithm using DE optimization, Pearsons Linear Correlation coefficient is computed. As linear correlation is a common criteria to measure similarity between the true signal and estimated signal.

The work in this paper summarized as follows: First, Differential Evolution optimization is used to estimate the depth values of some important feature points of face images by means of the similarity transform. Further, six DE optimization strategies are investigated with regard to the accuracy levels and the training time required. Second, a model integration method is developed to further improve the depth-estimation accuracy when multiple non-frontal-view face images are available. Experimental results on 2D and 3D databases demonstrate the feasibility and efficiency of the proposed methods. The remaining part of the paper is organized as follows; in section 2, reconstruction of 3D face using DE optimization is explained. Experimental results are given in section 3, and concluding remarks are presented in section 4.

2. Reconstruction of 3D Face using Differential Evolution

2.1 Differential evolution

In the last two decades, research on global optimization has been very active, and many different deterministic and stochastic algorithms for continuous optimization have been developed. Among the stochastic approaches, Evolutionary Algorithms (EAs) offer a number of advantages that make them attractive: implicit parallelism, robust and reliable performance, global search capability, no need of specific information about the problem to solve, easy implementation, good insensitivity to noise, and no requirements for differentiable or continuous objective functions. Differential Evolution (DE), first introduced by Storn and Price, has recently been one of the most successful evolutionary algorithms with very few control parameters: Crossover rate (Cr), Scale FACTOR (F), and Population Size (NP). Unlike traditional EAs, DE perturbs the current population members with the scaled differences of randomly selected and distinct individuals. This way, in the first iterations, the elements are widely scattered in the search space and have great exploration ability. During optimization, the individuals tend to concentrate in the regions of the search space with the best fitness values.

In DE, new individuals that will be part of the next generation are created by combining members of the current population. Every individual acts as parent and is associated to a donor vector. In the basic version of DE, the donor vector \(V_i\) for the \(i^{th}\) parent \((X_i)\) is generated, by combining three random and distinct population members \(X_{r1}, X_{r2}\) and \(X_{r3}\), as follows:

\[
V_i = X_{r1} + F \cdot (X_{r2}, X_{r3})
\]

where \(F\) is scale factor and also a real-valued parameter that strongly influences DEs performance and typically lies in the interval \([0.4, 1]\). Other mutation strategies have been applied to DE, experimenting with different base vectors and different numbers of vectors for perturbation. After mutation, every parent-donor pair generates an offspring \(O_i\) by means of crossover operation. The newly-generated offspring is evaluated and its fitness and its parents are compared. The better survives and will be part of the next generation.
2.2 Differential evolution based 3D face reconstruction

In proposed algorithm the \( n \) facial features which are represented by the coordinates \( (x_i, y_i)_{i=1,2,3,...,n} \) are used to estimate the corresponding depth values, i.e., the \( z \) coordinates. These feature points are manually marked to avoid any potential marking errors and is shown in Fig. 1b. \( (M_{xi}, M_{yi}, M_{zi}) \) represent the \( i^{th} \) feature point of a frontal-view 3-D face model \( M \), and \( (q_{xi}, q_{yi}) \) the \( i^{th} \) feature point of a non-frontal-view 2D face \( q \). Then the rotation matrix \( R \) for \( q \) is given as follows:

\[
R = \begin{bmatrix}
\cos \phi & \sin \phi & 0 \\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\cos \psi & 0 & -\sin \psi \\
0 & 1 & 0 \\
\sin \psi & 0 & \cos \psi
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{bmatrix}
= \begin{bmatrix}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{bmatrix}
\tag{2}
\]

where the pose parameters \( \phi, \psi, \) and \( \theta \) are the rotation angles around the \( x, y, \) and \( z \) axes, respectively. Then the rotation and translation process for mapping the frontal-view face image to the non-frontal-view face image can be given by similarity transform:

\[
\begin{bmatrix}
q_{x1} & q_{x2} & \cdots & q_{xn} \\
q_{y1} & q_{y2} & \cdots & q_{yn}
\end{bmatrix}
= k \cdot
\begin{bmatrix}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23}
\end{bmatrix}
\begin{bmatrix}
M_{x1} & M_{x2} & M_{x3} & \cdots & M_{xn} \\
M_{y1} & M_{y2} & M_{y3} & \cdots & M_{yn} \\
M_{z1} & M_{z2} & M_{z3} & \cdots & M_{zn}
\end{bmatrix}
+ \begin{bmatrix}
t_{x1} & t_{x2} & \cdots & t_{xn} \\
t_{y1} & t_{y2} & \cdots & t_{yn}
\end{bmatrix}
\tag{3}
\]

where \( k \) is the scale factor and \( (t_x, t_y) \) are the translations along \( x \) and \( y \) axes. In matrix form equation above can be written as follows:

\[
q = k \cdot R_{2 \times 3} \cdot M + T
\tag{4}
\]

where \( q \) is a \( 2 \times n \) matrix such that each column represents the \((x, y)\) coordinates \((q_{xi}, q_{yi})^T\) of one feature point, \( M \) is a matrix such that each column represents \((x, y, z)\) the coordinates \((M_{xi}, M_{yi}, M_{zi})^T\) of one feature point, and \( T \) is a \( 2 \times n \) matrix such that all columns are \((t_{xi}, t_{yi})^T\).

In terms of the shape-alignment approach in\(^3\), the translation term \( T \) can be eliminated if both \( q \) and \( M \) are centered at the origin, then

\[
q = k \cdot R_{2 \times 3} \cdot M
\tag{5}
\]

Denote \( A = k \cdot R_{2 \times 3} \) then Eq. 5 can be written as

\[
q = A \cdot M
\tag{6}
\]

If the estimated pose of the non-frontal-view face and corresponding depths fit the projection model then distance between the feature points, \( q \), of the 2D face image concerned and the corresponding projection points, \( M \), of the 3D face model can be given by

\[
d = \|q - A \cdot M\|_2^2
\tag{7}
\]

Denoting \( f(x) = q - A \cdot M \), where \( x = (\phi, \psi, \theta, M_{z1}, M_{z2}, \ldots, M_{zn}) \) as the parameter vector, including the pose parameters and the depth values of the feature points. The required parameters in the similarity measurement \( \phi, \psi, \theta \), \( k \) and the depth values \( M_{zi} \) can be obtained by minimizing the distance \( d \) in Eq. 7 using DE Optimization.

Therefore, the DE optimization is employed to search for the optimal solution i.e., optimal pose and estimate the accurate depth of important features. DE is used as it is much simpler and straight forward to implement compared to genetic algorithm used in\(^3\) and most other Evolutionary algorithms. Despite simplicity, DE exhibits much better performance and finds the approximate solution in reasonable amount of computational time. On the other hand the numbers of control parameters [Crossover rate (Cr), Scale Factor (F), and population size (NP)] are very few when compared to Genetic algorithm.

2.3 Proposed DE optimization

The DE optimization can be carried in two steps, first the initial depth values are substituted with the candied depth values \( z_c \) and the pose parameters are estimated by

\[
\min_{M_{z1}, M_{z2}, \ldots, M_{zn}} \| f(\phi, \psi, \theta) \|_2^2
\tag{8}
\]
Secondly, given the estimated pose parameters, the depth values can be estimated by

$$\min_{\phi, \psi, \theta} \| f(z_1, z_2, \ldots, z_n) \|^2_2$$

(9)

The above method is termed as two step DE optimization and coined in this work as DE2. The iteration of DE2 is repeated until a predefined maximum number of iterations is reached i.e., iter < niter, and the other way to stop the iteration is when the difference between two successive iterations is small enough i.e., given a small positive real number $\epsilon$, if the condition $d_{k+1} - d_k < \epsilon$ is satisfied.

2.4 Model integration for multiple non-frontal-view face images

Note that one non-frontal view face image is sufficient to estimate the depth $M_{z_i}, i = 1, 2, \ldots, n$ values using DE optimization. And for cases when multiple non-frontal-view face images are available, a model integration method is proposed in this paper to further improve the depth-estimation accuracy (denoted as DE2-MI). Figure 2 shows the flow chart of the model-integration method. For each non-frontal-view image $q_i$ on set of depth values $z_i$ are computed with the initial candidate depths $z_c$ using the proposed DE2 optimization. The mean of the $z_i$ in Eq. 10 is substituted with $z_c$. The iteration is repeated a predefined no. of iterations.

$$\bar{z} = \frac{1}{N} \sum_{i=1}^{N} z_i$$

(10)

![Flow chart of the model integration method.](image-url)
Table 1. Differential optimization strategies & parameters.

| DE optimization schemes | Mutation Parameters | Parameters |
|-------------------------|---------------------|------------|
| DE2−S1                  | DE/rand/1           | Cr = 0.2; F = 0.4 |
| DE2−S2                  | DE/Local-to-best/1  | Population Size |
| DE2−S3                  | DE/best/1 with jitter | Step 1: 30 |
| DE2−S4                  | DE/rand/1 with per-vector-dither | Step 2: 220 |
| DE2−S5                  | DE/rand/1 with per-generation-dither | Crossover: Uniform |
| DE2−S6                  | DE/rand/1 either-or-algorithm | Iterations: 100 |

3. Experimental Results

We evaluated the performance of the proposed two step optimization method on two different databases. The first one is the Head Pose database\textsuperscript{25}. This is a standard 2D database for evaluating 2D pose estimation algorithms, and contains images under various poses (tilt, pan & roll). Although the true depth values of the feature points are not available, the pose estimation accuracy can be well evaluated. For this database, 15 feature points at the positions shown in Fig. 1b are used in experiments. In our experiments the facial feature points are manually located to avoid potential marking errors. The second database is the Bosphorus database\textsuperscript{26}, which is a relatively new 3D face database that includes a rich set of expressions, systematic variations of poses, and different types of occlusions. One prominent advantage of this database is that both 2D and 3D facial feature points are available. Therefore, a fair experimental comparison of this database can be performed for any algorithm without considering the marking errors. Moreover, the estimated depth values can be compared with the true depth values provided in this database. Each frontal-view face image in this database has 24 facial feature points marked and is shown in Fig. 1c. As there are no corresponding points in the CANDIDE model for the feature points 23 and 24, only the feature points 1-22 are used in experiments. All simulations were conducted using MATLAB. The parameters set for the Differential Evolution optimization scheme initially have been chosen based on the most commonly used, and then refined during the experimentation. The values chosen for control parameters and different DE strategies are shown in Table 1.

3.1 Experimental results on head pose database

Head Pose database contains 2790 monocular face images of 15 persons with variations in Pan (Horizontal variation) and Tilt (Vertical variation) angles from $-90$ to $+90$ degrees, sample images of one subject are shown in Fig. 3. A subset of the Head pose database is derived comprising of total 65 images, 15 frontal and 40 non frontal images consisting of Head pose variation limited to $[-45, 45]$.

Taking the subject shown in Fig. 4 having head pose variation in $Y$ and $Z$ direction as an example, the first series of experiments were carried out on this subject to serve as an illustration of the method described in this paper. In the experiments, the elements of the pose parameters $\phi$, $\psi$, and $\theta$ are initially set to be zeros. The scale parameter $k$ is set to be 1 in the first iteration. The scaled depth values of the CANDIDE model are used as the initial values of the model. The best estimated poses using DE2−S1 are shown in Fig. 5. These results show that the poses are satisfactorily estimated.
Fig. 4. Five sample poses of person 5 of head pose database: different pan and tilt angles.

Fig. 5. Head pose database images with adapted candide model.

Fig. 6. (a) PR−D; (b) PR−SD; (c) PR−SU; (d) PR−U (e) YR−R10; (f) Front.

Table 2. Correlation coefficients of the true and estimated depth values obtained with different training images for GA and the various DE2.

| Optimization | PR−D | PR−SD | PR−SU | PR−U | YR−R10 | Average ± Std |
|--------------|------|-------|-------|------|--------|---------------|
| GA           | 0.1962 | 0.2787  | 0.5568  | 0.7283  | 0.5128  | 0.4545 ± 0.2159 |
| DE2−S1       | 0.8939 | 0.8315  | 0.5409  | 0.5258  | 0.8113  | 0.7207 ± 0.1737 |
| DE2−S2       | 0.9002 | 0.8201  | 0.5201  | 0.4115  | 0.8779  | 0.7073 ± 0.2253 |
| DE2−S3       | 0.9049 | 0.8148  | 0.4861  | 0.4614  | 0.8931  | 0.7120 ± 0.2204 |
| DE2−S4       | 0.8962 | 0.8325  | 0.6649  | 0.5320  | 0.8884  | 0.7628 ± 0.1591 |
| DE2−S5       | 0.9024 | 0.8509  | 0.5610  | 0.4739  | 0.7698  | 0.7116 ± 0.1859 |
| DE2−S6       | 0.9104 | 0.5392  | 0.6590  | 0.6211  | 0.8804  | 0.7250 ± 0.1688 |

3.2 Experimental results on Bosphorus database

The first 30 subjects from the Bosphorus database were used in the experiments. Figure 6 shows the face images of one subject in this database. Note that images with unseen feature points cannot be selected as training images, as the corresponding depth values cannot be estimated. As a result, only five non-frontal view face images, PR−D, PR−SD, PR−SU, PR−U and YR−R10 can be used to train the model in the experiments. We can obtain one set of depth values for the facial-feature points when each non-frontal-view face image is combined with its corresponding frontal-view face image for the optimization. The correlation coefficients of the true depth values and the estimated depth values are given in Table 2. It can be seen that the different DE2 Optimization strategies have higher depth-estimation accuracy than the GA-based method. Further from the Table 2 it can be observed that when PR−SU and PR−U is used as the training sample the correlation is low for all DE2 Strategies. From this it can be mentioned that the DE2 optimization is sensitive to the samples taken for training.

Figure 7 shows the true depth values and the estimated depth values of the facial feature points obtained by DE2−MI. From Fig. 7, it can be seen that the depth values of most facial feature points are estimated correctly. It should be stressed that no prior information about the true depth is utilized in the whole optimization procedure. The achieved highest correlation coefficient by DE2−MI is 0.92, which is higher than the mean values and the best result obtained by other methods when only one nonfrontal-view face image is used. Therefore, the depth estimation accuracy level can be improved efficiently by the proposed model integration method when more non-frontal-view face images are available.
Figure 8 shows the correlation coefficients $c(M_{zb}, M_{zc})$ of the true depth values and the estimated depth values obtained by the DE2-S1-MI and DE2-S2-MI algorithm, for 30 subjects and the correlation coefficients $c(M_{zb}, M_{z})$ of the true depth values and the depth values of the candied model. We can see that the estimated depth values are closer to the true depth values for most subjects, as compared to the candied model. Therefore, proposed method can accurately estimate the depth values of face images.

3.3 Experimental comparisons of depth estimation for some similar methods

Since the proposed method belongs to the structure from motion algorithms, as a comparison, we present here the depth estimation results on the same face-image database with some rigid and nonrigid SFM algorithms, including the
Table 3. Mean and standard deviation of the correlation coefficients of depth estimation results obtained using different SFM methods.

| SFM Methods | Mean (μ) | STD (σ) |
|-------------|----------|---------|
| DE2−S1−MI  | 0.845    | 0.052   |
| DE2−S2−MI  | 0.848    | 0.050   |
| SM          | 0.454    | 0.216   |
| cICA        | 0.839    | 0.063   |
| NLS1        | 0.639    | 0.279   |
| c(Mzb, Zc)  | 0.837    | 0.055   |
| FAC−SMF     | 0.909    | 0.032   |
| EM−SMF      | 0.842    | 0.166   |

Table 4. Computational time (sec.) of DE optimization.

| Genetic algorithm DE2 all strategies |
|-------------------------------------|
| ≈50                                 |
| ≈10                                 |

popular rank-3 factorization method (denoted as FAC−SMF), the expectation-maximization algorithm (denoted as EM−SMF). Depth Estimation based on Constrained Independent Component Analysis cICA, NLS-based methods utilizing symmetrical information without regularization term (denoted as NLS2, NLS2−S, NLS1, NLS1−S). The mean and standard deviations of the correlation coefficients of the depth estimation using the different SFM methods are given in Table 3. As the candied model depth values are initially chosen for the optimization algorithm, the μ and σ of c(Mzb, Mzc) for all subjects are also given in Table 3. Further, the Computation time required for GA and DE2 is given in Table 4. The proposed depth-estimation methods provide a frame work to utilize the prior information about human faces and a generic 3D face model. Further, more prior information can be explored and utilized in the proposed model to improve the depth estimation accuracy of face images. The proposed algorithm is a SFM method that is specially designed for the depth value estimation of important face features for offline applications.

4. Conclusion

In this paper, we have proposed the Differential Evolution Optimization based algorithm to estimate the pose and reconstruct the 3D facial shape from 2D face images. The proposed algorithm requires one non-frontal-view and one frontal view face image to reconstruct the sparse 3D face model. The optimization is carried out in two steps. Further simple model integration is proposed for the cases when more than one non-frontal view image is available to improve the accuracy of the 3D model estimation. The computed Pearson correlation coefficients verify the proposed 3D face model estimation algorithm efficiency. Compared to the genetic algorithm-based SM method, and constrained independent component analysis, the proposed DE based algorithm have comparable reconstruction accuracy, while the training times required decrease significantly compared to genetic algorithm. Experiment results on Head Pose Database and 3D Bosphorus database have demonstrated the pose and depth estimation efficiency of the proposed methods. For future work, several limitations of the proposed approach deserve improvement. First, the other correlations need to be investigated to measure the similarity between estimated depth and true depth. Second, the proposed approach is sensitive to the training sample which requires further research to alleviate the sensitivity and make the algorithm robust.
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