The gap of Fredkin quantum spin chain is polynomially small
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We prove a new result on the spectral gap and mixing time of a Markov chain with Glauber dynamics on the space of Dyck paths (i.e., Catalan paths) and their generalization, which we call colored Dyck paths.

Let $2n$ be the number of spins. We prove that the gap of the Fredkin quantum spin chain Hamiltonian $[6, 20]$, is $\Theta(n^{-c})$ with $c \geq 2$. Our results on the spectral gap of the Markov chain are used to prove a lower bound of $O(n^{-15/2})$ on the energy of first excited state above the ground state of the Fredkin quantum spin chain. We prove an upper bound of $O(n^{-2})$ using the universality of Brownian motion and convergence of Dyck random walks to Brownian excursions. Lastly, the ‘unbalanced’ ground state energies are proved to be polynomially small in $n$ by mapping the Hamiltonian to an effective hopping Hamiltonian with next nearest neighbor interactions and analytically solving its ground state.
1. Context and summary of the results

In recent years there has been a surge of activities in developing new exactly solvable models that violate the area law for the entanglement entropy [2, 6, 17, 20]. The notion of exactly solvable in these works means that the ground state can be written down analytically and the gap to the first excited state is quantified. Understanding the gap is important for the physics of quantum many-body systems and in particular these models.

In [17] a surprising new class of exactly solvable quantum spin chain models were proposed. These models have positive integer spins ($s > 1$), the Hamiltonian is nearest neighbors with a unique ground state that can be seen as a uniform superposition of $s$–colored Motzkin walks defined below. The half-chain entanglement entropy provably violates the area law by a square root factor in the system’s size ($\sim \sqrt{n}$). The power-law violation of the entanglement entropy in that work provides a counter-example to the widely believed notion, that translationally invariant spin chains with a unique ground state and local interactions can violate the area law by at most a logarithmic factor in the system’s size.

In [2, 17] the gap to the first excited state was quantified and it was found that in both cases the gap vanishes as a polynomial in the system’s size. And in [16] the Hamiltonian for $s = 1$ was expressed in standard spin basis, and certain physically relevant quantities such as the spin correlation functions in the ground state, and the block von Neumann and Renyi entanglement entropies of the ground state were analytically calculated.

Recently, Olof Salberger and Vladimir Korepin extended the model presented in [17] to half-integer spin chains and named the new model Fredkin spin chain [6, 20]. The proposed Hamiltonian is 3–local, the ground state is unique and may be seen as a uniform superposition of $s$–colored Dyck walks. For $s = 1/2$ and $s > 1/2$, the half-chain entanglement entropy violates the area law by $\sim \log(n)$ and $\sim \sqrt{n}$, respectively. Although certainly gapless, the recent papers [6, 20] did not obtain the gap of their model. We prove that the gap of Fredkin spin chain [6, 20] vanishes as $n^{-c}$ with $c \geq 2$.

The area law has been rigorously proved in one-dimensional gapped systems [8]. Moreover, when the ground state is unique but the energy gap
vanishes in the thermodynamical limit, it is expected that the area-law conjecture still holds, but now with a possible logarithmic correction, which in one-dimension implies an entanglement entropy of $O(\log n)$. In other words, as long as the ground state is unique, the area-law can be violated by at most a logarithmic factor. This belief is mainly based on analysis of 1+1-dimensional critical system that in the continuum are describable by conformal field theories as well as Fermi liquids. In relativistic conformal field theories the elementary excitations (e.g., gap) scale as $1/n$. A corollary of the $O(1/n^2)$ upper bound on the energy gap in this work, therefore, is that the Fredkin spin-chain also does not have a relativistic conformal field theory continuum limit.

Section 2 defines the so called Fredkin Markov chain whose state space is the set of all Dyck paths (Catalan paths) and their generalization which we call colored Dyck paths. In section 2 we prove a lower-bound on the spectral gap of Fredkin Markov chain and hence an upper-bound on its mixing time. The main mathematical techniques used are the comparison theorem of Diaconis and Saloff-Coste [7] and our previous results [2, 17]. Section 2 is independent, purely mathematical and divorced from any “quantum” notions. Therefore it can be read independently.

In Section 3 we discuss the general mapping between certain quantum Hamiltonians and classical Markov chains and give an upper-bound on the gap of Fredkin quantum spin chain that is polynomially small in the system’s size. We do so by “twisting” the states in the ground state using phases that are proportional to the area under the Dyck paths, and then utilize universality of Brownian motion, and convergence of Dyck random walks to Brownian excursions to give the desired upper-bound. A polynomially small lower-bound on the gap is obtained in two steps: 1. Using the results of Section 2, the gap of Fredkin spin chain is lower-bounded in a particular subspace, which we denote as the “balanced” subspace. 2. The smallest eigenvalue (ground state) of the Hamiltonian restricted to the complement of that subspace (i.e., “Unbalanced” subspace) is lower bounded to be polynomially small by mapping the Hamiltonian onto an effective hopping Hamiltonian with next nearest neighbor interactions and explicitly solving its ground state and ground state energy.

2. New results on Markov chain mixing times

This section is self-contained and includes a new mathematical result on the mixing times of certain random walk Markov chains. The presentation in
this section, therefore, solely follows the mathematical literature of Markov chains and can be read independently of the other sections.

1. Preliminaries on Markov Chains. Let $P(x, y)$ be an irreducible Markov chain on the state space $\Omega$ with the stationary probability distribution $\pi$. Everywhere we take the stationary distribution to be uniform, all the graphs undirected, and assume the Markov chain is reversible

$$\pi(x)P(x, y) = \pi(y)P(y, x).$$

$P$ has eigenvalues $1 = \lambda_0 > \lambda_1 \geq \cdots \geq \lambda_{|\Omega|-1} \geq -1$. The gap of the Markov chain is defined to be $1 - \lambda_1$.

When a Markov chain starts in state $x_0$ and runs for $t$ steps, we denote the state at time $t$ by $P^t_{x_0}$. If the Markov chain is connected and aperiodic, then as $t \to \infty$ the distribution of $P^t_{x_0}$ converges to the unique stationary distribution $\pi$. The measure of the distance between $P^t_{x_0}$ and $\pi$ is usually given by the total variational distance defined by

$$\Delta_{x_0}(t) \equiv \|P^t_{x_0} - \pi\|_{TV} = \max_{A \in \Omega} |P^t_{x_0}(A) - \pi(A)|$$

$$= \frac{1}{2} \sum_{y \in \Omega} |P^t_{x_0}(y) - \pi(y)| = \frac{1}{2} \|P^t_{x_0} - \pi\|_1.$$

Following [19] we define the relationship between the mixing time and the second eigenvalue of the Markov chain matrix. For $\epsilon > 0$, the mixing time, starting from state $x_0$ is defined by

$$\tau_{x_0}(\epsilon) = \min\{t : \Delta_{x_0}(t') \leq \epsilon, \forall t' \geq t\}.$$

Everywhere we refer to mixing time as the time starting from the worst case, i.e.,

$$\tau(\epsilon) = \max_{x \in \Omega} \tau_x(\epsilon) \quad \text{mixing time}.$$

The mixing time is related to $\lambda_1$ by

$$\tau_x(\epsilon) \leq \frac{1}{1 - \lambda_1} \log \left( \frac{1}{\pi(x)\epsilon} \right) \quad \forall x \in \Omega$$

$$\tau(\epsilon) \geq \frac{\lambda_1}{2(1 - \lambda_1)} \log(1/2\epsilon).$$

2. Preliminaries on random walks. The paths considered in this paper are taken to be paths in the standard cartesian $xy$–plane. A Dyck
path from coordinates \((0, 0)\) to \((2n, 0)\) is a path with steps \((1, 1)\) and \((1, -1)\) that never passes below the \(x\)-axis. In other words a Dyck path on \(2n\) steps is a walk from left to right between the coordinates \((x_0, y_0) = (0, 0)\) and \((x_{2n}, y_{2n}) = (2n, 0)\). And at each step the \(y\)-coordinate changes by one \((x_{i+1}, y_{i+1}) = (x_i + 1, y_i \pm 1)\), and \(y_i \geq 0\) for all \(i\). Let \(s\) be a positive integer.

An \(s\)-colored Dyck path from \((0, 0)\) to \((2n, 0)\) is a Dyck path whose steps \((1, 1)\) and \((1, -1)\) each can have \(s \geq 1\) different colors. In addition, every step of a given color is uniquely matched with a step down of the same color. Note that \(s = 1\) corresponds to the standard Dyck paths (see Fig. 1 for an example).

Below, at times, we denote a step up by \(u \equiv (1, 1)\) and a step down by \(d \equiv (1, -1)\). When there are colorings, we use \(u^k\) and \(d^k\) to denote a step up and down of color \(k\), where \(1 \leq k \leq s\).

A peak on the walk is defined to be any coordinate whose height (i.e., \(y\)-coordinate) is larger than both of its neighbors.

3. Fredkin Markov Chain. The Markov chain in this paper and its predecessors \([2, 17]\) have local transition rules. Such Markov chains are said to have Glauber dynamics. Let us describe the uncolored Fredkin Markov chain first as it is more mainstream in the combinatorics community. The state space is the set of Dyck paths, and the Markov chain has the local transition rules shown in Fig. 2. These moves interchange a peak with a step up or down to its left or right. It is important to emphasize that any given Dyck walk can be related to any other by a series of these local moves. Moreover, applying any sequence of these local moves to any given Dyck results in a sequence of Dyck walks only.

The \(s\)-colored version is entirely similar except that any peak of a given color can be interchanged with any step up or down step of whatever color. Moreover, there is a transition rule that changes the color of a given peak. Some of these transition rules are shown in Fig. 3.
Figure 2: Local transition rules for the Fredkin Markov chain.

Figure 3: Local transition rules for the 2–colored Fredkin Markov chain. We are only showing exchange of a blue peak with red steps to convey the transition rules with an understanding that there are other moves. Namely, a peak of any given color (here blue or red) can be exchanged with a step down or up of any color (here blue or red).

4. Lower-bound on the gap of Fredkin Markov Chain. We wish to lower bound the spectral gap of the Fredkin Markov chain. Previously we considered another Markov chain on the space of $s$–colored Dyck paths, where the transition rules were as follows:
1. Pick a position between 1 and $2n-1$ on the Dyck path at random.
2. If there is a peak there, remove it to get a path of length $2n-2$.
3. Insert a peak at a random position between 0 and $2n-2$ with a color randomly chosen uniformly out of the $s$ possibilities.

The spectral gap of this Markov chain was proved to be $1 - \lambda_1 = \frac{s}{\sqrt{\pi n^{11/2}}}$ [17]. Let us call this Markov chain peak-displacing.

We use the comparison theorem of Diaconis and Saloff-Coste [7] to lower bound the gap of the $s$-colored Fredkin Markov chain in terms of the known gap of the peak-displacing Markov chain. Let us first describe the comparison theorem. We follow the presentation of [7].

Suppose $P, \pi$ and $\tilde{P}, \tilde{\pi}$ are two reversible Markov chains that are supported on the same state space $\Omega$. We think of $P, \pi$ as the chain whose mixing time or gap is unknown and desired, and think of $\tilde{P}, \tilde{\pi}$ as the chain with known eigenvalues. For each pair of states $x \neq y$ with $P(x, y) > 0$, fix a sequence of steps $x = x_0, x_1, x_2, \ldots, x_k = y$ with $P(x_i, x_{i+1}) > 0$. This sequence of steps defines a path $\gamma_{x,y}$ on the state space with the length $|\gamma_{x,y}| = k$. Let the set of edges in $P$ be $E = \{(x, y); P(x, y) > 0\}$ and the set of edges in $\tilde{P}$ be $\tilde{E} = \{(x, y); \tilde{P}(x, y) > 0\}$. Moreover, let $\tilde{E}(e) = \{(x, y) \in \tilde{E}; e \in \gamma_{x,y}\}$, where $e \in E$. In words, $\tilde{E}(e)$ is the set of paths that contain the edge $e$.

In our case, $\tilde{P}$ is the peak-displacing Markov chain and $P$ is the Fredkin Markov chain.

**Theorem. (Comparison theorem [7], [19])** Let $\tilde{P}, \tilde{\pi}$ and $P, \pi$ be reversible Markov chains on a finite set $\Omega$. Then

$$ (1 - \lambda_1(P)) \geq \frac{1}{A} \left( 1 - \lambda_1(\tilde{P}) \right), $$

where

$$ (2) \quad A = \max_{z \neq w; P(z,w) \neq 0} \left\{ \frac{1}{\pi(z)P(z,w)} \sum_{x \neq y; (z,w) \in \gamma_{x,y}} |\gamma_{x,y}| \tilde{\pi}(x) \tilde{P}(x, y) \right\}. $$

**Remark 1.** The quantity $A$ depends on the choice of canonical paths $\{\gamma_{x,y}\}$ that we are free to choose. They play an important role similar to the canonical path technique that was introduced by Jerrum and Sinclair [21]. However, the notion of paths in the comparison theorem is fundamentally different because the paths relate two different Markov chains.
Both the peak-displacing and Fredkin Markov chains have the $s$–colored Dyck paths as their vertex sets. They both have the uniform distribution of all ($s$–colored) Dyck walks as their stationary distribution. However, they have different edge sets $E$ and $\tilde{E}$.

**Lemma 1.** The spectral gap of Fredkin Markov chain is upper bounded by

$$1 - \lambda_1(P) \geq O(sn^{-15/2}) \min_{z \neq w} P(z, w).$$

*Proof.* Since in our case $\pi(x) = \tilde{\pi}(x) = s^{-n}/C_n$, where $C_n$ is the $n^{th}$ Catalan number we have

$$1 - \lambda_1(P) \geq A^{-1} \left\{ \frac{s}{\sqrt{\pi n^{11/2}}} \right\}.$$ 

We now define the set of canonical paths. First take the uncolored version $s = 1$. Let $x$ and $y$ be two Dyck paths of length $2n$, where $y$ is obtained from $x$ by randomly cutting a peak and inserting it at a random position. An example of this is shown in Fig. (4), where the right most peak in $x$ was cut and placed in the valley. Let the initial position of the peak (in $x$) be between $i$ and $i + 1$ and let its final position be between $j$ and $j + 1$ (in $y$). With no loss of generality take $j > i$ and define $k = j - i$. We define the canonical path to be $x = x_0, x_1, \ldots, x_k = y$, where each $x_\ell$ is a Dyck path that is obtained from $x_{\ell-1}$ by exchanging the peak with a step to its right. This results in “walking” the peak $k$ steps to the right until $x_k = y$. Fig. (5) shows the canonical path that takes $x$ to $y$, that are adjacent in $P$, shown in Fig. (4).

Turning to the colored case, suppose the peak to be displaced has different colors in $x$ and $y$. This can easily be implemented in the canonical path by adding a single step at the end of the path which changes the color of the peak at its final position. It remains to upper bound the quantity $A$. It is clear that the length of any canonical path is at most $2n$. Since $\pi = \tilde{\pi}$,
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and choosing a peak at random and inserting at a random position on a chain of length $2n$ with $s$ possible choices of random coloring corresponds to $\tilde{P}(x,y) \approx \frac{1}{s(2n)^s}$, Eq. (2) is bounded by

$$A \leq \max_{z \neq w: P(z,w) \neq 0} \left\{ \frac{2n}{P(z,w)} \sum_{x \neq y: (z,w) \in \gamma_{x,y}} \tilde{P}(x,y) \right\}$$

$$\leq \frac{1}{2ns} \max_{z \neq w: P(z,w) \neq 0} \sum_{x \neq y: (z,w) \in \gamma_{x,y}} \frac{1}{P(z,w)}$$

The final step is to upper-bound the number of canonical paths going through any edge of Fredkin Markov chain. Suppose $(z,w)$ is an edge in a canonical path that maximizes $A$. It is clear that $z$ and $w$ are equal everywhere except from three consecutive positions corresponding to exchange of a peak with a single step.
In any canonical path that has \((z, w)\) as an edge, the peak could have started its motion from, at most, \(2n\) places on the path and similarly can terminate its motion in at most \(2n\) positions. This gives us \(O(n^2)\) paths that use the edge with the maximum edge load.

Moreover, there can be at most \(n\) such peaks whose motion would result in the same edge \((z, w)\) as we now show. Suppose the edge is the local move that connects \(s_L\) \(udu\) \(s_R\) to \(s_L \ uud\) \(s_R\), where \(d\) and \(u\) denote a step down and up, respectively, and \(s_L\) and \(s_R\) denote a string on the left and a string on the right of the local move, respectively. In this configuration \(s_L\) and \(s_R\) count once as far as initial and final configurations are concerned; however, they can contribute \(O(n)\) times in the number of paths that use this local move. This can be seen if we take, as an example, \(s_L = udu\ldots ud\); any of the peaks \(ud\) could have started walking, leading to the local move. There can be \(O(n)\) choices of such peaks in \(s_L\), all leading to the particular transition described just above.

Therefore, the total number of canonical paths using the maximum edge load is \(O(n^3)\). In the case that the peak can change color at the last step, this upper bound becomes \(O(n^3s)\). With this we arrive at the upper-bound on \(A\)

\[ A \leq \frac{O(n^2)}{\min_{z \neq w}P(z, w)}. \]

Lastly we have the desired bound on the gap

\[ 1 - \lambda_1(P) \geq \frac{s \min_{z \neq w}P(z, w)}{O(n^{15/2})}. \]

The gap gives us an upper-bound on the mixing time of the Fredkin Markov chain via Eq. (1).

If we take \(P(z, w) = 1/2\), then we have a polynomial upper (lower)-bound on the spectral gap (mixing time) of Fredkin Markov chain. In Section 3.3 we define a suitable Markov chain in which \(P(z, w) \propto 1/n\), which also yields a polynomial upper bound.

5. An interesting failed attempt: Wilson’s lattice path Markov chain. In [22], David B. Wilson defines a lattice path from \((0, 0)\) to \((2n, 0)\) to be a connected path with steps \((1, 1)\) and \((1, -1)\). In other words, a lattice path on \(2n\) steps is a walk from left to right between the coordinates \((x_0, y_0) = (0, 0)\) and \((x_{2n}, y_{2n}) = (2n, 0)\). And at each step the \(y\)–coordinate changes by one \((x_i+1, y_i+1) = (x_i + 1, y_i \pm 1)\). See Fig. (6). In particular, such lattice paths can go below the \(x\)–axis.
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The lattice path Markov chain is local and has the lattice paths as its state space. The transition rules are as follows: Randomly pick two adjacent steps on the lattice path and if they correspond to a peak then randomly change it to a valley and vice versa. The mixing time of lattice path Markov chain [22], was proven by D.B. Wilson to be $\Theta(n^3 \log n)$ [22]. It is noteworthy that this scaling is exact.

Let positive lattice path Markov chain be a local Markov chain, that has the Dyck paths as its state space. The transition rules are the same as the lattice path Markov chain with the additional condition that if changing a peak to a valley results in the walk crossing the $x$–axis to become negative then the chain will skip that move in that time step (i.e., the chain sits idle). The mixing time that Wilson obtained also upper bounds the mixing time of the positive lattice path Markov chain:

**Lemma 2.** The mixing time of positive lattice path Markov chain is upper bounded by $O(n^3 \log n)$.

**Proof.** The positive lattice path Markov chain has the space of Dyck walks as its possible states, which is a subset of all possible lattice paths. D. J. Aldous’ Theorem says that if $X_t$ is a reversible Markov chain on the state space $\Omega$ with the stationary measure $\pi$ and spectral gap $\Delta$ and $B \subset \Omega$ is a non-empty subset, then the gap of the chain induced on $B$ is $\Delta_B \geq \Delta$ (see also [12, Theorem 13.20]). Therefore, the spectral gap of lattice path Markov chain lower-bounds the gap of positive lattice path chains.

So it seems quite natural that one would apply the comparison technique to positive lattice path Markov chain and leverage Wilson’s tight bound to ultimately lower bound the spectral gap of the Fredkin Markov chain.
Figure 7: The local move between two adjacent states in the lattice path Markov chain with no corresponding adjacent moves in the Fredkin chain.

Although the Fredkin Markov chain is similar to the positive lattice path Markov chain, it has a crucial difference.

For every Fredkin adjacent move there is a corresponding adjacent move in positive lattice paths. That is, there is a flipping of a peak or valley that relates any two adjacent states under Fredkin Markov chain. In Fig. (2) imagine flipping peaks to valleys and vice versa, then the resulting local moves coincide with Fredkin moves.

However, the converse is not true; there are adjacent states in the positive Markov chain that do not have equivalent adjacent states under the Fredkin Markov chain. In particular, any valley with side lengths of at least 2 has an adjacent state with a single peak at the bottom of the dale under positive Markov chain moves. But the Fredkin Markov chain cannot relate them with a single move. See Fig. (7) for an example of two adjacent states under a positive lattice path Markov chain with no single Fredkin local move that would relate them.

Although we could find paths of length $O(n)$ to relate the worst case scenario shown in Fig. (7), the bounds on $A$ ended up being exponentially large in $n$. This was because exponentially many canonical paths would end up needing to use a single edge. Therefore, in Section 3.3 we apply the comparison technique using a different Markov chain that gives us the desired result.

It will be very exciting if, like the lattice path Markov chain, an exact bound is obtained for the Fredkin Markov chain. We leave this problem for future work.
3. Hamiltonian gap of recent exactly solvable models

3.1. Mapping quantum spin Hamiltonians to classical Markov chains

There is a fascinating bridge between certain classical and quantum statistical mechanical systems. This connection goes beyond the well-known equivalence of certain $D$ dimensional quantum systems and $(D + 1)$ dimensional classical systems [18]. Suppose we have a quantum Hamiltonian

$$H = \sum_j H_j.$$  \hspace{1cm} (5)

**Definition 1.** $H$ is called $k$–local if each $H_j$ acts non-trivially only on a constant number ($k$) of particles (e.g., spins). For example a spin chain with nearest neighbors interaction is a 2–local Hamiltonian.

**Definition 2.** $H$ is Frustration Free (FF) if the ground state of $H$, which is the eigenvector corresponding to the lowest eigenvalue (ground state energy) of $H$, is also the ground state of every $H_j$.

**Definition 3.** $H$ is called Stoquastic with respect to a basis $B$ if each $H_j$ has non-positive off-diagonal entries with respect to $B$ [3].

**Definition 4.** The gap of a quantum Hamiltonian $H$ is the positive difference of its two smallest eigenvalues and is denoted by $\Delta(H)$.

Comment: The definition of the gap is different from the definition in the Markov chain literature, where the gap is the difference of the two largest eigenvalues.

Comment: The usage of Perron-Frobenius theorem in the context of quantum spin systems has a long history. In particular the non-positivity was utilized in Marshall’s paper [15] and Mattis-Lieb theory [14] as well as more recent works [1]. In particular, the stability of the gap along a path that connects the Hamiltonian to an exactly solvable Hamiltonian is a result of positivity.

The term stoquastic is meant to emphasize the connection between classical stochastic matrices and quantum Hamiltonians. Stoquastic Hamiltonians avoid the so-called sign problem and their ground state properties can be simulated using classical Monte Carlo algorithms [4, and references therein]. With no loss of generality the smallest eigenvalue of any FF Hamiltonian is taken to be zero and we have $H|\psi\rangle = 0$, where $|\psi\rangle$ is the ground state of $H$ and FF condition implies that $H_j|\psi\rangle = 0$ for all $j$. 


Remark 2. If we multiply the generator or generating matrix of continuous time Markov chains by minus one, the resulting matrix would be a stoquastic matrix. However, stoquastic matrices may have diagonal entries of any sign.

Using the Perron-Frobenius theorem, Bravyi and Terhal showed that the ground state $|\psi\rangle$ of any stoquastic FF Hamiltonian can be chosen to be a vector with non-negative amplitudes on a standard basis [4]. Suppose $H$ is restricted to the ground subspace. Following [4] let us define the transition matrix

$$P(x, y) = \delta_{x,y} - \beta \sqrt{\frac{\pi(y)}{\pi(x)}} \langle x | H | y \rangle$$

where $\beta > 0$ is real and chosen such that $P(x, y) \geq 0$ and $\pi(x) = \langle x | \psi \rangle^2$ is the stationary distribution. The eigenvalue equation $(\mathbb{I} - \beta H) |\psi\rangle = |\psi\rangle$ implies that $\sum_y P(x, y) = 1$. Therefore the matrix $P$ really defines a random walk.

Recall that the spectral gap of a Markov chain is the difference of its two largest eigenvalues, i.e. $1 - \lambda_1(P)$. Because of the minus sign in Eq. (6) the energy gap of the FF Hamiltonian is related to the gap of the Markov chain by

$$\Delta(H) = \frac{\lambda_1(P)}{\beta}.$$

This provides a powerful tool for quantifying the gap of a class of quantum local Hamiltonians using the arsenal of existing techniques for proving the gap of classical Markov chains.

We will use this connection along with the scaling of the gap proved for the Fredkin Markov chain in the previous section to prove the gap of the Fredkin quantum spin chain model [6, 20].

3.2. The Motzkin spin chain and its ground state

The predecessor of the Fredkin spin chain is the colored Motzkin spin chain [17], which we now describe. Throughout we take the length of the chain to be $2n$. Let us consider an integer spin $-s$ chain of length $2n$. It is convenient to label the $d = 2s + 1$ spin states by steps up and down of $s$ different colors as shown in Fig. (8). Equivalently, and for better readability, we instead use the labels $\{u^1, u^2, \ldots, u^s, 0, d^1, d^2, \ldots, d^s\}$ where $u$ means a step up and $d$ a step down. We distinguish each type of step by associating a color from the $s$ colors shown as superscripts on $u$ and $d$. 
A Motzkin walk on $2n$ steps is any walk from $(x, y) = (0, 0)$ to $(x, y) = (2n, 0)$ with steps $(1, 0)$, $(1, 1)$ and $(1, -1)$ that never passes below the $x-$axis, i.e., $y \geq 0$. An example of such a walk is shown in Fig. (9). In our model the unique ground state is the $s-$colored Motzkin state which is defined to be the uniform superposition of all $s$ colorings of Motzkin walks on $2n$ steps.

The Schmidt rank is $\frac{s^{n+1}-1}{s-1} \approx \frac{s^{n+1}}{s-1}$, and the half-chain entanglement entropy asymptotically is \cite{17}

$$S = 2\log_2 (s) \sqrt{\frac{2\sigma}{\pi}} \sqrt{n} + \frac{1}{2} \log_2 (2\pi\sigma n) + \left( \gamma - \frac{1}{2} \right) \log_2 e \text{ bits}$$

where $\sigma = \frac{\sqrt{s}}{2\sqrt{\pi}+1}$ and $\gamma$ is Euler’s constant. The ground state is a pure state (the Motzkin state), whose entanglement entropy is zero. However, the entanglement entropy quantifies the amount of disorder produced (i.e., information lost) by ignoring a subset of the chain. The leading order $\sqrt{n}$ scaling of the half-chain entanglement establishes that there is a large amount of quantum correlations between the two halves. Consider the following local operations to any Motzkin walk: interchanging zero with a non-flat step (i.e., $0u^k \leftrightarrow u^0$ or $0d^k \leftrightarrow d^0$) or interchanging a consecutive pair of zeros with a peak of a given color (i.e., $00 \leftrightarrow u^kd^k$). These are shown in Fig. (10). Any $s-$colored Motzkin walk can be obtained from another one by a sequence of these local changes.
To construct a local Hamiltonian with projectors as interactions that has the uniform superposition of the Motzkin walks as its zero energy ground state, each of the local terms of the Hamiltonian has to annihilate states that are symmetric under these interchanges. Physically, local projectors as interactions have the advantage of being robust against certain perturbations [11]. This is important from a practical point of view and experimental realizations. The local Hamiltonian that has the Motzkin state as its unique zero energy ground state is [17]

\[ H = \Pi_{\text{boundary}} + \sum_{j=1}^{2n-1} \Pi_{j,j+1} + \sum_{j=1}^{2n-1} \Pi_{\text{cross}}^{j,j+1}, \]

where $\Pi_{j,j+1}$ implements the local operations discussed above and is defined by
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\[
\Pi_{j,j+1} \equiv \sum_{k=1}^{s} \left[ |U_k\rangle_{j,j+1} \langle U_k| + |D_k\rangle_{j,j+1} \langle D_k| + |\varphi_k\rangle_{j,j+1} \langle \varphi_k| \right]
\]

with \( |U_k\rangle = \frac{1}{\sqrt{2}} \left[ |0u^k\rangle - |u^k0\rangle \right] \), \( |D_k\rangle = \frac{1}{\sqrt{2}} \left[ |0d^k\rangle - |d^k0\rangle \right] \) and \( |\varphi_k\rangle = \frac{1}{\sqrt{2}} \left[ |00\rangle - |u^kd^k\rangle \right] \). The term \( \Pi_{\text{boundary}} \equiv \sum_{k=1}^{s} \left[ |d^k\rangle_1 \langle d^k| + |u^k\rangle_{2n} \langle u^k| \right] \) selects the Motzkin state by excluding all walks that start and end at non-zero heights. Lastly, \( \Pi_{\text{cross}} = \sum_{k \neq i} |u^kd^i\rangle_{j,j+1} \langle u^kd^i| \) ensures that balancing is well ordered (i.e., prohibits \( 00 \leftrightarrow u^kd^i \)); these projectors are required only when \( s > 1 \) and do not appear in [2].

In [17] we proved that the energy gap to the first excited state is \( \Theta(n^{-c}) \).

### 3.3. The Fredkin spin chain and its energy gap

The Fredkin spin chain is a Fermionic extension of [17] in which \( d \) is even. The spin states are naturally labeled as shown in See Fig. (11).

In [20], the unique ground state is the \( s \)-colored Dyck state which is defined to be the uniform superposition of all \( s \) colored Dyck paths on \( 2n \) steps. An example of such a path was shown in Fig. (1).

Therefore, the Fredkin spin chain’s unique ground state, denoted by \( |D^s\rangle \), is

\[
|D^s\rangle = \frac{1}{\sqrt{N}} \sum_{w \in \{s \text{-colored Dyck walks}\}} |w\rangle
\]
where $N = s^n C_n$ is the normalization, with $C_n$ denoting the $n^{th}$ Catalan number. The Hamiltonian whose zero energy state is $|D^s\rangle$ is 3-local and reads

$$H = \sum_{j=1}^{2n-2} \Pi_{j,j+1,j+2} + \sum_{j=1}^{2n-1} \Pi_{j,j+1}^{\text{cross}} + \Pi_{\text{boundary}}$$

where

$$\Pi_{j,j+1,j+2} = \sum_{k_1,k_2=1}^s |U^{k_1,k_2}\rangle_{j,j+1,j+2}\langle U^{k_1,k_2}| + |D^{k_1,k_2}\rangle_{j,j+1,j+2}\langle D^{k_1,k_2}| + |\varphi^{k_1,k_2}\rangle_{j,j+1,j+2}\langle \varphi^{k_1,k_2}|$$

$$\Pi_{j,j+1}^{\text{cross}} = \sum_{k_1 \neq k_2=1}^s |u^{k_1,d^{k_2}}\rangle_{j,j+1}\langle u^{k_1,d^{k_2}}|$$

$$\Pi_{\text{boundary}} = \sum_{k=1}^s |d^{k}\rangle_{1}\langle d^{k}| + |u^{k}\rangle_{2n}\langle u^{k}|$$

and $|U^{k_1,k_2}\rangle = \frac{1}{\sqrt{2}} \left( |u^{k_1,u^{k_2}d^{k_2}}\rangle - |u^{k_2,d^{k_2}u^{k_1}}\rangle \right)$, $|D^{k_1,k_2}\rangle = \frac{1}{\sqrt{2}} \left( |d^{k_1,u^{k_2}d^{k_2}}\rangle - |u^{k_2,d^{k_2}u^{k_1}}\rangle \right)$ and $|\varphi^{k_1,k_2}\rangle = \frac{1}{\sqrt{2}} \left( |u^{k_1,d^{k_2}}\rangle - |u^{k_2,d^{k_2}}\rangle \right)$, where $k_1$ and $k_2$ denote the colors of each step.

$\Pi_{j,j+1,j+2}$ in the Hamiltonian implements the Glauber dynamics whose local moves are shown in Fig. (3). The projectors $|U^{k_1,k_2}\rangle\langle U^{k_1,k_2}|$ and $|D^{k_1,k_2}\rangle\langle D^{k_1,k_2}|$ implement the exchange of a peak with a step up or down and $|\varphi^{k_1,k_2}\rangle\langle \varphi^{k_1,k_2}|$ implements the recoloring of a peak (compare with Fig. (3)). $\sum_j \Pi_{j,j+1}^{\text{cross}}$ ensures that the matching steps up and down have the same color. Lastly, $\Pi_{\text{boundary}}$ ensures that the walk always starts and ends at height zero.

**Theorem.** The gap of Fredkin spin chain is $\Delta(H) = O(n^{-c})$, with $c \gg 1$.

Below we prove this theorem by the following strategy:

1. Upper-bound: Choose a state $|\phi\rangle$ which is a uniform superposition of Dyck paths except that each path has a complex phase whose exponent is proportional to the area between the Dyck path and the $x$–axis. We then utilize ideas from universality of Brownian motion and Brownian excursions to prove an $O(n^{-2})$ upper bound on the gap of the Hamiltonian.

2. Lower-bound in the balanced subspace: We restrict the Hamiltonian to the balanced subspace which is the subspace spanned by paths that start
The gap of Fredkin quantum spin chain is polynomially small at zero height and end at zero height and never become negative. We prove that the gap in this subspace is $\Delta(H) \geq O(sn^{-15/2})$. We obtain this by casting the original Hamiltonian onto a classical Markov chain and then use the results of Section 2.

3. Lower-bound in the unbalanced subspace: Prove that the lowest energy in the unbalanced subspace is polynomially small. We achieve this by expressing the Hamiltonian as an effective next-nearest neighbors hopping matrix. We then solve the ground state of the effective Hopping matrix exactly.

3.3.1. The upper-bound on the gap is $O(n^{-c})$, $c \geq 2$. Let $s = 1$ for now and $|\phi\rangle$ be any state with a constant overlap with the zero energy ground state $|D\rangle$. Let $|\langle \phi | D \rangle|^2 \leq 1/2$; we now show that $|\langle \phi | H | \phi \rangle| \geq \frac{1}{2} \Delta(H)$. First the test state can be written in the orthonormal eigenbasis of the Hamiltonian via

$$|\phi\rangle = \alpha_0 |D\rangle + \alpha_1 |e_1\rangle + \cdots + \alpha_{(C_n-1)} |e_{(C_n-1)}\rangle,$$

where $|e_1\rangle, \ldots, |e_{(C_n-1)}\rangle$ are the excited states of $H$. Since $|\langle \phi | D \rangle|^2 \leq 1/2$, we have

$$\langle \phi | H | \phi \rangle = \sum_{i \geq 1} |\alpha_i|^2 \langle e_i | H | e_1 \rangle \geq \langle e_1 | H | e_1 \rangle \sum_{i \geq 1} |\alpha_i|^2 \geq \frac{1}{2} \langle e_1 | H | e_1 \rangle,$$

where $\Delta(H) = \langle e_1 | H | e_1 \rangle$ is the energy gap. Therefore, all we need is a good test state $|\phi\rangle$ with a small overlap with the ground state for which we can prove $|\langle \phi | H | \phi \rangle| \geq O(n^{-c})$.

Lemma 3. The gap of Fredkin spin chain, $\Delta(H) \geq O(n^{-2})$.

Proof. Let $|\phi\rangle = \frac{1}{\sqrt{C_n}} \sum_{s \in D} e^{2\pi i \hat{A}_\theta} |s\rangle$, and we have

$$\langle \phi | D \rangle = \frac{1}{C_n} \sum_{s \in D} e^{2\pi i \hat{A}_\theta}$$

as $n \to \infty$, the random walk converges to a Wiener process and a random Dyck walk to a Brownian excursion. Currently the length of the walk is over $2n$ steps. We need to map this walk to the interval $[0, 1]$ and do so by scaling the walks such that they take the standard form.

Recall that a Brownian excursion, $B(t)$, is a Brownian motion that takes place on the unit interval, starts and ends at height zero, and never becomes
negative. That is, $B(t)$ is a Brownian motion on the $t \in [0, 1]$, with $B(0) = B(1) = 0$ and $B(t) \geq 0$. Let the area below the Brownian excursion be [9]

$$B_{ex} = \int_0^1 B(t) \, dt.$$  

Let $f_A(x)$ be the probability density function of $B_{ex}$. It is known that [9, p. 92]

$$f_A(x) = \frac{2\sqrt{6}}{\pi^2} \sum_{j=1}^{\infty} v_j^{2/3} e^{-v_j} U\left(-\frac{5}{4}, \frac{4}{3}; v_j\right) \quad x \in [0, \infty)$$

with $v_j = 2|a_j|^3/27x^2$ where $a_j$ are the zeros of the Airy function, $Ai(x)$, and $U$ is the confluent hypergeometric function. The expected value and standard of deviation of $B_{ex}$, respectively, are

$$\mathbb{E}[B_{ex}] = \frac{1}{2} \sqrt{\frac{\pi}{2}}$$

$$\sigma_{B_{ex}} = \sqrt{5/12 - \pi/8}.$$

The sum of the areas of the Dyck paths of length $2n$ is [5]

$$A_{2n} = 4^n - \frac{1}{2} \left(2n + 2\right) \left(\frac{2n + 2}{n + 1}\right) \sim 2 \frac{4^n}{\sqrt{\pi(n + 1)}}.$$  

Since $C_n \sim 4^n/n^{3/2} \sqrt{\pi}$, the expected area is

$$\mathbb{E}[^{\tilde{\text{A}}}_n] = \frac{A_{2n}}{C_n} \sim \sqrt{\pi} n^{3/2}.$$

We now define the scaling constant, $c$, by

$$\mathbb{E}[^{\tilde{\text{A}}}_n] = cn^{3/2} \mathbb{E}[B_{ex}].$$

This gives $c = 2\sqrt{2}$. Make the following change of variables $^{\tilde{\text{A}}}_p = 2\sqrt{2}n^{3/2}x$ and $\theta = \frac{n^{-3/2}}{2\sqrt{2}} \theta$. With these scalings we have mapped the problem onto a standard Brownian excursion.

The overlap, in the limit, is the characteristic function of the density of the area under the excursion

$$\lim_{n \to \infty} \langle \mathcal{D} | \phi \rangle \approx F_A(\theta) \equiv \int_0^\infty f_A(x) e^{2\pi ix \theta}.$$

$$\text{lim}_{n \to \infty} \langle \mathcal{D} | \phi \rangle \approx F_A(\theta) \equiv \int_0^\infty f_A(x) e^{2\pi ix \theta}.$$
Taking $\theta = 1/\sigma$ with $\sigma$ being the standard of deviation, as done in [17], we arrive at $\tilde{\theta} = \frac{n^{-3/2}}{2\sigma\sqrt{2}} = \frac{n^{-3/2}}{\sqrt{10/3}}$.

$$\sum_j \langle \phi | U \rangle_{j,j+1,j+2} \langle U | \phi \rangle$$ is nonzero only if it relates two walks that differ by a local move at the positions $j, j+1, j+2$. In particular,

$$\sum_j \langle \phi | U \rangle_{j,j+1,j+2} \langle U | \phi \rangle = \frac{1}{2C_n} \sum_{j=1}^{2n-2} \sum_{s,t \in D} e^{2\pi i(\tilde{A}_s - \tilde{A}_t)} \tilde{\theta} \langle s | U \rangle_{j,j+1,j+2} \langle U | t \rangle.$$

The change in the area is either zero or one. There are three types of nonzero contributions per $j, j+1, j+2$ in the foregoing equation

$$s_{j,j+1,j+2} = t_{j,j+1,j+2} : e^{2\pi i(\tilde{A}_s - \tilde{A}_t)} \tilde{\theta} \langle s | U \rangle_{j,j+1,j+2} \langle U | t \rangle = 1,$$

$$s_{j,j+1,j+2} = uud \quad t_{j,j+1,j+2} = uud : e^{2\pi i(\tilde{A}_s - \tilde{A}_t)} \tilde{\theta} \langle s | U \rangle_{j,j+1,j+2} \langle U | t \rangle = -e^{4\pi i\tilde{\theta}},$$

$$s_{j,j+1,j+2} = uud \quad t_{j,j+1,j+2} = udu : e^{2\pi i(\tilde{A}_s - \tilde{A}_t)} \tilde{\theta} \langle s | U \rangle_{j,j+1,j+2} \langle U | t \rangle = -e^{4\pi i\tilde{\theta}}.$$

The dependence is only on the difference of $\tilde{A}_s - \tilde{A}_t$ which is zero or two. Using the values of these three cases in Eq. 9, we find

$$\sum_{j=1}^{2n-2} \langle \phi | U \rangle_{j,j+1,j+2} \langle U | \phi \rangle = \frac{1}{2C_n} \sum_{j=1}^{2n-2} a_j \left[ 1 - \cos(4\pi \tilde{\theta}) \right] \approx \frac{1}{2C_n} \sum_{j=1}^{2n-2} 8\pi^2 \tilde{\theta}^2 a_j$$

where $a_j$ is the number of strings that have $uud$ or $udu$ in their $j, j+2, j+2$ positions. An entirely a similarly calculation gives

$$\sum_j \langle \phi | D \rangle_{j,j+1,j+2} \langle D | \phi \rangle = \frac{1}{2C_n} \sum_{j=1}^{2n-2} b_j \left[ 1 - \cos(4\pi \tilde{\theta}) \right] \approx \frac{1}{2C_n} \sum_{j=1}^{2n-2} 8\pi^2 \tilde{\theta}^2 b_j$$

where $b_j$ is the number of strings that have $dud$ or $udd$ in their $j, j+2, j+2$ positions. Summing up Eq. (10) and Eq. (11) and recalling that $\tilde{\theta} = \frac{n^{-3/2}}{\sqrt{10/3}}$, we have

$$\langle \phi | H | \phi \rangle = \frac{8\pi^2}{C_n} \left( \frac{n^{-3}}{10/3 - \pi} \right) \sum_{j=1}^{2n-2} a_j + b_j$$

Since $(a_j + b_j)/C_n = \mathcal{O}(1)$, we have that $\langle \phi | H | \phi \rangle = \mathcal{O}(n^{-2})$. If we take $s \geq 1$, then similar arguments give

$$\langle \phi | H | \phi \rangle \propto \frac{n^{-3}}{C_n s^2} \sum_{j=1}^{2n-2} \tilde{a}_j + \tilde{b}_j \sim \mathcal{O}(n^{-2}).$$

\[\square\]
3.3.2. The lower bound on the gap in balanced subspace is \(O(n^{-15/2})\). For now let us be restricted to the balanced subspace, where all the walks in the superposition start at height zero and end at height zero and never become negative. Moreover all up steps and down steps have correctly ordered matching colors.

In this subspace, \(|D^s\rangle\) is the unique ground state of the frustration free Hamiltonian

\[
H = \sum_{j=1}^{2n-2} \mathbb{I}_{d^j-1} \otimes \left\{ \sum_{k_1,k_2=1}^s |U^{k_1,k_2}\rangle_{j,j+1,j+2} \langle U^{k_1,k_2}| + |D^{k_1,k_2}\rangle_{j,j+1,j+2} \langle D^{k_1,k_2}| \right\} \otimes \mathbb{I}_{d^{2n-j-2}},
\]

where \(\Pi_{\text{boundary}}\) and \(\sum_{j=1}^{2n-1} \Pi_{\text{cross}}\) automatically vanish in the balanced subspace.

The Hamiltonian can be mapped to a classical Markov chain, denoted by the matrix \(P\), with the entries

\[
P(t,s) = \delta_{s,t} - \frac{1}{2s(n-1)} \sqrt{\frac{\pi(s)}{\pi(t)}} \langle t|H|s \rangle,
\]

where \(\pi(s) \equiv \langle s|D|^2 = n^{-n}C_n^{-1}\) is the stationary distribution. Note that the gap of the Hamiltonian is now related to the spectral gap of the Markov chain (because of the minus sign). Denote the gap by \(\Delta(H)\). Since they are related by a similarity transformation, we have that

\[
\Delta(H) = 2s(n-1)(1 - \lambda_2(P)).
\]

Since \(\pi(s) = \pi(t)\), the Markov chain takes the simpler form

\[
P(t,s) = \delta_{s,t} - \frac{1}{2s(n-1)} \langle t|H|s \rangle,
\]

**Lemma 4.** \(P\) defined by Eq. (14) is a reversible Markov chain

**Proof.** 1. \(P\) is stochastic. The row sums are equal to one:

\[
\sum_s P(t,s) = \sum_s \{ \delta_{s,t} - \frac{1}{2s(n-1)} \langle t|H|s \rangle \} = 1 - \sum_s \frac{\pi(t)^{-1/2}}{2s(n-1)} \langle t|H|s \rangle \sqrt{\pi(s)}
\]

\[
= 1 - \frac{\pi(t)^{-1/2}}{2s(n-1)} \sum_s \langle t|H|s \rangle \langle s|D \rangle = 1 - \frac{\pi(t)^{-1/2}}{2s(n-1)} \sum_s \langle t|H|D \rangle = 1
\]
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where we used the completeness \( \sum_s |s\rangle\langle s| = 1 \) and the fact that \( H|D^s\rangle = 0 \) as \( |D^s\rangle \) is the zero energy ground state of \( H \). Therefore, \( P \) has row sums equal to one.

2. \( P \) has a unique stationary state:

\[
\sum_t \pi(t) P(t,s) = \pi(s) - \sum_t \frac{1}{2s(n-1)} \sqrt{\pi(s)\pi(t)} \langle t|H|s \rangle
\]

\[
= \pi(s) - \sum_t \frac{1}{2s(n-1)} \langle t|D^s\rangle \langle t|H|s \rangle \langle s|D^s\rangle
\]

\[
= \pi(s) - \sum_t \frac{1}{2s(n-1)} \frac{1}{\sqrt{C_n s^{n/2}}} \langle t|H|s \rangle \langle s|D^s\rangle
\]

\[
= \pi(s) - \frac{1}{2s(n-1)} \langle D^s|H|s \rangle \langle s|D^s\rangle = \pi(s)
\]

3. \( P \) is reversible. Noting that \( \pi(t) = \pi(s) \) and, \( \langle t|H|s \rangle = \langle s|H|t \rangle \), it is easy to check that \( \pi(t)P(t,s) = \pi(s)P(s,t) \).

Lemma 5. \( P(s,s) \geq 1/2 \) and for \( s \neq t \), \( P(t,s) \) is nonzero if only if \( t \) and \( s \) differ by moving a peak by one position, in which case its value is

\[
P(t,s) = \frac{1}{4s(n-1)}.
\]

Proof. From Eq. (14) we have \( P(s,s) = 1 - \frac{1}{2s(n-1)} \langle s|H|s \rangle \geq 1/2 \) since \( \langle s|H|s \rangle \leq (n-1) \). Now take \( t \neq s \): it is clear that if \( s \) differs from \( t \) in more than three consecutive positions then \( P(s,t) = 0 \). Therefore \( P(s,t) \) is nonzero if and only if \( t \) is obtained from \( s \) by moving a single peak by one position. Now suppose \( s \) is obtained from \( t \) by moving a single peak. Then for any local move that moves only a single peak and leaves the rest of the positions equal we have \( \langle s|H|t \rangle = -1/2 \). Suppose \( s \) and \( t \) differ at positions \( j, j+1, j+2 \), then

\[
P(s,t) = -\frac{1}{2s(n-1)} \sum_{j=1}^{2n-2} \langle s|I_{d^{j+1}} \otimes \{|U\rangle_j \langle j+1| \otimes |D|^{j+2} \rangle \otimes |t\rangle
\]

\[
+ \langle D |_{j,j+1,j+2} \langle D | \otimes |d^{j+2} \rangle \otimes |t\rangle
\]

\[
= -\frac{1}{2s(n-1)} \langle s|I_{d^{j+1}} \otimes \{|U\rangle_j \langle j+1| \otimes |D|^{j+2} \rangle \otimes |t\rangle
\]

\[
+ \langle D |_{j,j+1,j+2} \langle D | \otimes |d^{j+2} \rangle \otimes |t\rangle = \frac{1}{4s(n-1)}.
\]
Using Eqs. (3) and (13) the lower bound on the gap in the balanced subspace is

\[
\Delta(H) \geq O(sn^{-15/2}).
\]

It remains to lower bound the smallest eigenvalues restricted to the unbalanced subspace.

3.3.3. The smallest energy in the unbalanced subspace is \( O(n^{-c}) \), \( c \gg 1 \). Above we proved a polynomial gap to the first excited state by restricting the Hamiltonian to a balanced subspace where no penalties result from boundary terms (i.e., height imbalance) or any of the \( \Pi^{\text{cross}}_{j,j+1} \)'s (i.e., mismatching of colors). We now prove a polynomially small lower bound on the energies of the states in the unbalanced subspace.

**Lemma 6.** The ground state energies (smallest eigenvalues) of the Hamiltonian restricted to the unbalanced subspace are at least \( O(n^{-c}) \) with \( c \gg 1 \).

**Proof.** We separate the proof into two parts: 1. height-balanced subspace with only mismatched colors and 2. height-imbalance subspace without any mismatches. Simultaneous occurrence of these penalties only increases the energy.

**Color mismatching only:** In this case the penalty is only due to \( \sum_j \Pi^{\text{cross}}_{j,j+1} \) as all the states have zero initial and final heights and they automatically vanish at the boundaries. The Hamiltonian restricted to this space is

\[
H = \sum_j \Pi_{j,j+1,j+2} + \sum_j \Pi^{\text{cross}}_{j,j+1}.
\]

Assume we have the minimum (a single mismatch) resulting in the smallest energy penalty. For example we can have \( w_0u_1w_1u_2w_3d_1w_4d_2w_5 \), where \( w_0, \ldots, w_5 \) are balanced \( s \)-colored Dyck walks and \( u_1 \) and \( u_2 \) are step ups of two different colors being balanced by \( d_1 \) and \( d_2 \), respectively (hence a mismatch of colors). Suppose \( u^2 \) is at the site \( i \) and \( d^2 \) is at the site \( k \). Now take the amplitude of \( \Pi_{i,i+1,i+2} \) and \( \Pi_{i-1,i,i+1} \) to zero which would pin \( u^2 \) to remain at site \( i \) and overall lower the energy. Also let’s take the amplitude of \( \Pi_{k,k+1,k+2} \) and \( \Pi_{k-1,k,k+1} \) to zero as to pin \( d^2 \) at site \( k \). This reduces the problem to a chain of length \( k - i \) with a single imbalance \( d^1 \). Therefore, a polynomial lower bound on the smallest energy of height-imbalance (only) subspaces lower bounds the purely mismatched subspace. So we now turn to lower bounding the smallest energy of the subspace with only a height-imbalanced.
**Height imbalance only:** In this subspace $\Pi^{cross}_{j,j+1}$ automatically vanishes on any state. So the Hamiltonian restricted to this subspace is

$$H = \sum_j \Pi_{j,j+1,j+2} + \Pi_{\text{boundary}}.$$ 

Our goal is to give $n^{-O(1)}$ lower bound to the minimum energy in the subspace where there are $p > 0$ extra down and $q > 0$ extra up steps. Any string on the imbalanced subspace is uniquely written as

$$s = w_0d^*w_1d^* \cdots d^*w_pw_0u^*v_1u^*v_2 \cdots u^*v_q$$

where $w_i$ and $v_i$ are colored-Dyck walks and $d^*$ and $u^*$ denote the unmatched steps down and up of any color, respectively. Since Dyck walks are of even length, it is clear that $p + q$ must be even.

Because of symmetry it is sufficient to consider $p > 0$ only, where there are only imbalance down steps. We can omit the boundary terms $|u^k\rangle_2 \langle u^k|$, which only decreases the energy. Our Hamiltonian becomes

$$H = \sum_j \Pi_{j,j+1,j+2} + \sum_{k=1}^s |d^k\rangle_1 \langle d^k|,$$

where $\Pi_{j,j+1,j+2}$ is as before. Note that for a chain of length $2n$ the number of imbalances needs to be even. Assume we have the minimum violation due to a height imbalance at the boundary and let’s focus on a string with a single step up imbalance denoted by $w_0d^k w_1 d^k w_2$, where as before $w_0$, $w_1$ and $w_2$ are balanced $s$-colored Dyck walks and $d^k$ is a step of color $k \in \{1, \ldots, s\}$. This allows us to drop $\sum_{k=1}^s |u^k\rangle_2 \langle u^k|$, which only decreases the energy. Let us denote the first imbalanced $d^k$ by $x$ and the rest of the imbalanced steps by $y$, then the Hamiltonians is

$$H^x = |x\rangle_1 \langle x| + \sum_j \Pi_{j,j+1,j+2} + \Theta^x_{j,j+1,j+2} + \Theta^y_{j,j+1,j+2},$$

where $\Theta^x_{j,j+1,j+2}$ is the projector that spans $\sum_{k=1}^s \frac{1}{\sqrt{2}} (|u^k d^k x\rangle - |x u^k d^k\rangle)$ and $\Theta^y_{j,j+1,j+2}$ projects onto $\sum_{k=1}^s \frac{1}{\sqrt{2}} (|u^k d^k y\rangle - |y u^k d^k\rangle)$. We only have $|x\rangle \langle x|$ as a $y$ step can never pass to the left of the $x$ down step. We think of $x$ and $y$ steps as ‘particles’ that can move on the chain. In any configuration of $y$ particles, the $x$ particle vanishes upon touching any $y$; therefore $y$ particles serve as kind of domain walls for $x$. Since our goal is to get a lower bound
on the energy, we can only analyze the interval between 1 and the first $y$
particle which is located in the position $m$ which is between the position of
$x$ and $2n$. So we can equivalently define the length of the chain to be $m$ and
analyze a single imbalance (i.e., $x$) on this chain. Since, we have a single
imbalance, $m$ necessarily is odd.

The Hilbert space now is the span of

$$|s⟩ \otimes |x⟩_j \otimes |t⟩,$$

where $j$ is odd and $D^s_k$ denotes the set of all $s$—colored Dyck walks of length
$k$. We can now use perturbation theory. Define $H_0^x$ by

$$H_0^x = \sum_j \Pi_{j,j+1,j+2} + \frac{\epsilon}{2} \left( \sum_j \Theta^x_{j,j+1,j+2} + |x⟩_1 ⟨x| \right),$$

where $0 < \epsilon \leq 1$. Since the Hamiltonian is a sum of projectors we have
$\Delta(H_0^x) \geq \Delta(H_0^x)$. The spectral gap of $H_0^x = \sum_j \Pi_{j,j+1,j+2}$ is $1/\text{poly}(m)$ as
we now show. This is sufficient because in principle $m$ can be as large as
$2n - 1$.

First note that the position of $x$—particle at $j$ is an invariant of $H_0^x$.
Also any $\Pi_{j,j+1,j+2}$ vanishes at $j$ where the $x$—particle is. So we can analyze
$H_0^x$ separately on the disjoint intervals $[1,j-1]$ and $[j+1,m]$. The ground
subspace of $H_0^x$ is spanned by normalized states

$$(17) \quad |ω_j⟩ = |D^s_{j-1}⟩ \otimes |x⟩_j \otimes |D^s_{m-j}⟩.$$ 

The gap of $H_0^x$ can be computed separately on these intervals. But above
we showed that the gap of the Hamiltonian in the balanced $s$—colored Dyck
space is polynomially small in the length of the chain. Therefore, we have
that $\Delta(H_0^x) \geq n^{-\mathcal{O}(1)}$.

Suppose now $\epsilon > 0$, the first order Hamiltonian acting on $|ω_j⟩$ states
describes a “hopping” of the particle $x$ over $u^k d^k$ pairs on the chain of
length $2n$ with a delta potential at $j = 1$.

Comment: The hopping is nonstandard in that the $x$ particle hops two
positions to the right (left) and the $u^k d^k$ pair moves one position to the left
(right).

The parameters of the hopping Hamiltonian can now be obtained. Let
us, as before, denote the number of the $s$—colored Dyck walks in $|D^s_k⟩$ by
$D^s_k = s^k C_k$, where $C_k$ is the $k^{th}$ Catalan number. The diagonal terms are:

$$α_j^2 = ⟨ω_j|\Theta^x_{j,j+1,j+2}|ω_j⟩ = \frac{s^m-j-J}{2} \frac{C_{m-j}}{s^m-j}$$

$$= \frac{1}{2s} \frac{C_{m-j}}{C_{m-j}}$$
The gap of Fredkin quantum spin chain is polynomially small

\[ \langle \omega_{j+1} | \Theta^x_{j,j+1,j+2} | \omega_{j+1} \rangle = 0 \]

\[ \beta_j^2 \equiv \langle \omega_{j+2} | \Theta^x_{j,j+1,j+2} | \omega_{j+2} \rangle = \frac{1}{2s} C_{j-1} \]

and off-diagonal terms are

\[ \langle \omega_j | \Theta^x_{j,j+1,j+2} | \omega_{j+1} \rangle = 0 \]

\[ -\alpha_j \beta_j \equiv \langle \omega_j | \Theta^x_{j,j+1,j+2} | \omega_{j+2} \rangle = \frac{s}{2} \frac{\sqrt{D_{j-1}^s D_{m-j}^s}}{\sqrt{D_{j+1}^s D_{m-j}^s}} = \frac{1}{2s} \frac{\sqrt{C_{j-1} C_{m-j-2}}}{\sqrt{C_{j+1} C_{m-j}}} \]

We arrive at the effective next nearest neighbors hopping Hamiltonian acting on \( \mathbb{C}^m \):

\[ (18) \quad H_{\text{eff}} = |1\rangle \langle 1| + \sum_{j=1}^{m-2} \Gamma_{j,j+1,j+2} \]

where \( \Gamma_{j,j+1,j+2} \) is a rank-1 operator

\[ \Gamma_{j,j+1,j+2} = \alpha_j^2 |j\rangle \langle j| + \beta_j^2 |j+2\rangle \langle j+2| \]

\[ - \alpha_j \beta_j \{ |j\rangle \langle j+2| + |j+2\rangle \langle j| \} \]

For example the matrix representation of \( \sum_{j=1}^{m-2} \Gamma_{j,j+1,j+2} \) for \( m = 5 \) is

\[
\begin{bmatrix}
\alpha_1^2 & 0 & -\alpha_1 \beta_1 & 0 & 0 \\
0 & \alpha_2^2 & 0 & -\alpha_2 \beta_2 & 0 \\
-\alpha_1 \beta_1 & 0 & \alpha_3^2 + \beta_1^2 & 0 & -\alpha_3 \beta_3 \\
0 & -\alpha_2 \beta_2 & 0 & \beta_2^2 & 0 \\
0 & 0 & -\alpha_3 \beta_3 & 0 & \beta_3^2 \\
\end{bmatrix}
\]

\[ = \frac{1}{2s} \begin{bmatrix}
\frac{C_0}{C_4} & 0 & -\sqrt{\frac{C_0}{C_4}} & 0 & 0 \\
0 & \frac{C_1}{C_3} & 0 & -\frac{C_1}{C_3} & 0 \\
-\sqrt{\frac{C_0}{C_4}} & 0 & 2 \frac{C_0}{C_2} & 0 & -\sqrt{\frac{C_0}{C_4}} \\
0 & -\frac{C_1}{C_3} & 0 & \frac{C_1}{C_3} & 0 \\
0 & 0 & -\sqrt{\frac{C_0}{C_4}} & 0 & \frac{C_0}{C_2} \\
\end{bmatrix}
\]

Ignoring the repulsive delta potential at \( j = 1 \), i.e., \( |1\rangle \langle 1| \), we have \( H_{\text{move}} = \sum_{j=1}^{m-2} \Gamma_{j,j+1,j+2} \), which is frustration free. It has the unique zero
energy ground state that is:

$$|g\rangle \propto s \sum_{j=1}^{m} \sqrt{C_{j-1}C_{m-j}} |j\rangle.$$  \hspace{1cm} (19)

The gap of $H^x_\epsilon$ can be related to the gap of $H_{\text{eff}}$ via the projection lemma [10]. This lemma says that

$$\lambda_1(H^x_\epsilon) \geq \epsilon \lambda_1(H_{\text{eff}}) - \frac{O(\epsilon^2 \|K\|)}{\lambda_2(H_{\text{eff}})} - 2\epsilon \|K\| \lambda_2(H^0_\epsilon),$$

where $K = |x\rangle_1 \langle x| + \sum_{j=1}^{m-2} \Theta_{j,j+1,j+2}$ is the perturbation operator. Since $\lambda_2(H^0_\epsilon) \geq m^{-O(1)}$, we can choose $\epsilon$ polynomially small in $1/m$ such that $2\epsilon \|K\|$ is small compared to $\lambda_2(H^0_\epsilon)$. With this choice of $\epsilon$ one gets

$$\lambda_1(H^x_\epsilon) \geq \epsilon \lambda_1(H_{\text{eff}}) - O(\epsilon^2) m^{O(1)}.$$

The problem reduces to showing that $\lambda_1(H_{\text{eff}}) \geq m^{-O(1)}$, where $H_{\text{eff}}$ is the single particle hopping Hamiltonian defined by Eq. (18).

We now use the projection lemma to bound the gap of $H_{\text{eff}}$ by first bounding the gap of $H_{\text{move}}$ and then treating $|1\rangle\langle 1|$ as a perturbation to $H_{\text{move}}$. As before we map $H_{\text{move}}$ onto a classical stochastic matrix that describes a random walk on $[1, m]$ with stationary distribution $\pi(j) \equiv \langle j|g\rangle^2$:

$$P(j,k) = \delta_{j,k} - \sqrt{\frac{\pi(k)}{\pi(j)}} \langle j|H_{\text{move}}|k\rangle.$$  

Similar to before, $\sqrt{\pi(k)}|k\rangle$ is in the kernel of $H_{\text{move}}$ and we have $\sum_k P_{j,k} = 1$ and $\sum_j \pi(j) P(j,k) = \pi(k)$. The entries of $P(j,k)$ can be bounded. The off diagonal elements are simply

$$P(j, j+2) = -\frac{\langle j+2|g\rangle}{\langle j|g\rangle} \langle j|H_{\text{move}}|j+2\rangle = \frac{\sqrt{C_{j+1}C_{m-j-2}}}{\sqrt{C_{j-1}C_{m-j}}} \alpha_j \beta_j = \frac{1}{2s} \frac{C_{m-j-2}}{C_{m-j}},$$

$$P(j+2, j) = -\frac{\langle j|g\rangle}{\langle j+2|g\rangle} \langle j+2|H_{\text{move}}|j\rangle = \frac{\sqrt{C_{j-1}C_{m-j}}}{\sqrt{C_{j+1}C_{m-j-2}}} \alpha_j \beta_j = \frac{1}{2s} \frac{C_{j-1}}{C_{j+1}}.$$
The Catalan numbers have the property that asymptotically they grow as $C_k \sim \frac{4^k}{k^{3/2} \sqrt{\pi}}$ and for any $k \geq 1$ one has $1/16 \leq C_k/C_{k+2} \leq 1$, which implies that

$$\frac{1}{32s} \leq P(j, j \pm 2) \leq \frac{1}{2s} \quad \forall j.$$  
This implies that the diagonal entries $P(j, j) \geq 0$ and therefore $P(j, k)$ is indeed a transition matrix from $j$ to $k$. The steady state is nearly uniform because

$$\frac{\pi(k)}{\pi(j)} \equiv \frac{\langle k| g \rangle}{\langle j| g \rangle} = \frac{C_{k-1}C_{m-k}}{C_{j-1}C_{m-j}}$$

is upper bounded by $m^{O(1)}$ and lower bounded by $m^{-O(1)}$. We can now bound the spectral gap of $P$ using the canonical path theorem of Jerrum and Sinclair [21]. This technique gives $1 - \lambda_2(P) \geq 1/\rho L$ and $\rho$ is the maximum edge load defined by [21]

$$\rho = \max_{(a,b) \in E} \frac{1}{\pi(a) P(a, b)} \sum_{s,t:(a,b) \in \gamma_{s,t}} \pi(s) \pi(t),$$

where $a, b$ are arbitrary vertices and $\gamma_{s,t}$ is a canonical path and we take $L \equiv \max_{s,t} |\gamma_{s,t}|$. This formula resembles Eq. (2) in the comparison theorem; however, it is different because it defines the canonical paths on the same Markov chain.

The Canonical path $\gamma(s, t)$ simply moves $x$ from $s$ to $t$. With the lower bound of $m^{-O(1)}$, in the denominator of Eq. (20), we arrive at $1 - \lambda_2(P) \geq m^{-O(1)}$. It proves that $\lambda_2(H_{\text{Move}}) \geq m^{-O(1)}$.

To finish the proof we apply the projection lemma to Eq. (18), treating $|1\rangle\langle 1|$ as a perturbation. Since

$$\langle 1| g \rangle^2 = \pi(1) = \frac{s^{m-1}C_0 C_m}{s^{m-1} \sum_{j=1}^{m} C_j C_{m-j}},$$

using the recursion property of Catalan numbers, we conclude that $\langle 1| g \rangle^2 = C_m/C_{m+1}$, which is a constant. This proves that $\lambda_1(H_{\text{eff}}) \geq m^{-O(1)}$. Moreover, recall from the discussion above, that this lower bound is sufficient for lower bounding the ground state when there is mismatches in the colors of the paths as well. This completes the proof.

Lemmas (3) and (6), and Eq. (16) prove the Theorem in (3.3).
4. Conclusions

We have proved that the energy gap of Fredkin spin chain is \( \Delta(H) = O(n^{-c}) \) with \( c \geq 2 \). This in particular implies that the continuum limit of this model will not be a conformal field theory either.

We now have quantum spin chain models that violate the area law exponentially more than previously thought possible. This started with [17], which is a local and an integer spin (bosonic) chain model. Here we proved that the corresponding fermionic model introduced in [6, 20] also has a gap that closes slowly (polynomially small with the system’s size) as in [17]. Violating the area law is not necessarily hard; however, proposing models that are local, translationally invariant with a unique ground state that violate the area law is more difficult. An outstanding challenge is to find an exactly solvable model that violates the area law maximally (i.e., fact or of \( n \)) and has a polynomially small gap. So far the maximum violation has been achieved with an exponentially small (in system size squared) gap [13, 23].
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