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Abstract. Given a nonlinear control system depending on two controls $u$ and $v$, with dynamics affine in the (unbounded) derivative of $u$ and a closed target set $\mathcal{S}$ depending both on the state and on the control $u$, we study the minimum time problem with a bound on the total variation of $u$ and $u$ constrained in a closed, convex set $U$, possibly with empty interior. We revisit several concepts of generalized control and solution considered in the literature and show that they all lead to the same minimum time function $T$. Then we obtain sufficient conditions for the existence of an optimal generalized trajectory-control pair and study the possibility of Lavrentiev-type gap between the minimum time in the spaces of regular (that is, absolutely continuous) and generalized controls. Finally, under a convexity assumption on the dynamics, we characterize $T$ as the unique lower semicontinuous solution of a regular HJ equation with degenerate state constraints.

1. Introduction. Let us consider the problem of minimizing the time

$$ t_{(x,u,v)}(x,u,v) := \inf \{ t \geq 0 : (x(t), u(t)) \in \mathcal{S} \} $$

over trajectory-control pairs $(x, u, v)$ verifying

$$ (u, v) \in BV(\mathbb{R}_+, U) \times \mathcal{M}(\mathbb{R}_+, V), \quad \text{Var}(u) \leq K \quad (K > 0); $$

$$ \dot{x}(t) = f(x(t), u(t), v(t)) + \sum_{i=1}^{m} g_i(x(t), u(t), v(t)) \dot{u}_i(t), \quad t \geq 0, $$

$$ x(0) = x_0 \in \mathbb{R}^n, \quad u(0) = u_0 \in U, $$

where the target $\mathcal{S} \subset \mathbb{R}^n \times U$ is a closed set with compact boundary, $V \subset \mathbb{R}^q$ is a compact set and $U \subset \mathbb{R}^m$ is a closed, convex set. Here $BV(\mathbb{R}_+, U)$ denotes the set of $U$-valued functions with bounded total variation $\text{Var}(u)$, and $\mathcal{M}(\mathbb{R}_+, V)$ is the set of Lebesgue measurable functions with values in $V$.

A solution $x$ to (3) can be provided by the usual Carathéodory solution only if $u$ is an absolutely continuous control and we call such solutions and controls regular. However, due to the unboundedness of $\dot{u}$, minimizing sequences of regular
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trajectories may converge to a discontinuous map and the existence of minimizers for problem (1) can be guaranteed just on some larger class of generalized or impulsive controls and solutions. Optimization problems involving a dynamic as in (3), that is, affine in the derivative of a control but with nonlinear dependence on the state, are studied since the 80s, in relation with the control of mechanical systems by means of moving constraints (see [6] and the references therein). Nowadays the applications of optimal impulsive control extend to several branches of science and technology (see e.g. [5], [10], [14]). This motivates the interest in the subject and poses new theoretical problems as well, mainly in relation with the need of considering nonlinear models, ordinary together with impulsive controls and various types of constraints.

In this paper we focus on the minimum time problem for a general, non-commutative \(^1\) control system, where the impulsive control \(u\) is constrained in a closed, convex set \(U\), possibly with empty interior, and the closed target \(S\) depends both on \(x\) and on \(u\). It is well known that, for non-commutative systems, there is no canonical way to define a trajectory \(x\) associated to \((u,v)\) as in (2) and several concepts of generalized control and solution have been proposed in the literature.

As a first result, in Section 2, after revisiting the notions of space-time (control and) solution, graph completion solution and limit solution, we show that the infimum of problem (1) obtained by minimizing the time over each one of these sets of solutions, is always the same value \(T(\pi_0, u_0, K)\) (see Theorems 2.5, 2.7). In particular, in the space-time approach introduced in [7] and extended in [20] to \(v\)-dependent data –which is equivalent to the method of discontinuous time substitution considered by the Russian school (see [21], [22], [25] and the references therein)–, by just identifying controls \(u\) and trajectories \(x\) with their graphs, (3) is embedded in the space-time system \(^2\)

\[
\begin{align*}
\dot{t}(s) &= \varphi_0'(s) \\
\dot{\xi}(s) &= f(\xi(s), \varphi(s), \psi(s))\varphi_0'(s) + \sum_{i=1}^{m} g_i(\xi(s), \varphi(s), \psi(s))\varphi_i'(s)
\end{align*}
\]

where the new space-time control \((\varphi_0, \varphi)\) is a \(1 + m\)-dimensional, Lipschitz continuous map with \(\varphi_0\) a non decreasing time parametrization. Considering space-time controls where \(\varphi_0'\) is zero on some intervals, is a way to define generalized trajectories for the original control system in the extended, space-time setting. This definition gives rise to a set-valued notion of generalized solution \(x(t) := \xi \circ \varphi_0^{-1}(t)\) to (3), (4) associated to a control \((u, v)\) with \((u, v)(t) \in (\varphi, \psi) \circ \varphi_0^{-1}(t)\). Therefore \(\varphi\) describes a parametrization of a completion of the graph of \(u\) and by the choice of suitable selections, this allows to define univalued graph completion solutions (see Subsection 2.2). The concept of limit solution due to [1], is based on the observation that, in the non commutative case, different sequences of regular controls might converge to the same control, while the sequences of the corresponding regular solutions to (3), (4) converge to different limits. Such limits (suitably defined), are called limit solutions. In fact, in [1] the non drift terms \(g_1, \ldots, g_m\) are independent of the ordinary control \(v\), while here we consider a notion of extended limit solution to (3), (4) recently introduced in [31]. Notice that graph completion and limit solutions

\(^1\)The control system (3) is said commutative if \(g_1, \ldots, g_m\) do not depend on \(v\), are at least \(C^1\) and the Lie brackets \([e_i, g_i], (e_j, g_j)] = 0\) for all \(i \neq j, i, j = 1, \ldots, m\).

\(^2\)The apex “'” denotes differentiation with respect to the new parameter \(s\), in order to distinguish it from the time variable, \(t\).
cannot be trivially identified: in particular, it is not obvious that a limit solution can be associated to a space-time control (see Subsection 2.3).

The present assumptions on the sets $U$ and $S$ are quite a novelty in the graph completion approach, where usually $U = \mathbb{R}^m$ and $S \subset \mathbb{R}^n$. The hypothesis that $U$ is convex, is actually not a restriction, since it is necessary to guarantee that for any control $u \in BV(\mathbb{R}_+, U)$ there exists a graph completion of it with the same variation. This is essential when the variation of $u$ is maximal, that is, $\text{Var}(u) = K$.

Furthermore, in Section 3, assuming convexity of the dynamics, we prove the existence of an optimal space-time trajectory-control pair and, by the results in Section 2, derive the existence of an optimal graph completion solution, which is an optimal limit solution too (see Theorem 3.1 and Corollary 1). In Section 4 we give some examples where a Lavrentiev-type gap between the infimum of the time over generalized and regular controls occurs. This phenomenon, already known in the calculus of variations (see e.g. [8]), is expected in the presence of endpoint constraints, since generalized trajectories may not be approximated by regular trajectories with the same endpoint (see, e.g., [23], [24], [40], [33], [28]). Then we provide new sufficient conditions to avoid it (see Theorem 4.4 and Propositions 2, 3). Let us point out that the no-gap requirement is mandatory in all the applications where only absolutely continuous controls are implementable, as, for instance, the mechanical examples in [6]. Finally, in Section 5, under convexity of the dynamics and no controllability, following the approach of [13], we characterize the map $(\tau_0, \pi_0, K) \mapsto T(\tau_0, \pi_0, K)$ on $\mathbb{R}^n \times U \times \mathbb{R}_+$, as the unique lower semicontinuous (l.s.c.) solution of a regular Hamilton-Jacobi equation with state constraints, which are degenerate because of the assumptions on $U$.

Some bibliographical remarks just on those papers on the impulsive minimum time problem, which are most related to our point of view are in order. In [33], for $U = \mathbb{R}^m$ and the target a subset of $\mathbb{R}^n$, under a quite strong controllability hypothesis, the authors show that the minimum time over space-time controls coincides with the infimum over regular controls and is the unique viscosity solution of a suitable boundary value problem among continuous functions. In [29], dropping the controllability and the $\epsilon$-dependence of the data, the last characterization is obtained among l.s.c. functions. Recently, in [19] the authors investigate an impulsive minimum time problem for a compact control set $U \subset \mathbb{R}^m$. They prove the existence of an optimal control and, following a level set approach, they characterize the associated capture basin. However, their impulsive optimization problem differs from our, since they take the infimum of the time just in the subclass of space-time controls associated to rectilinear graph completions of $u$ (see Subsection 2.2). Moreover, they disregard the explicit dependence of the minimum time function on the variation bound $K$, which plays here an essential role (see Example 5.1).

1.1. **Notation and preliminaries.** Let $E \subset \mathbb{R}^N$ be a nonempty subset. For any $r > 0$, $B_N(E, r) := \{ z \in \mathbb{R}^N : d(z, E) < r \}$, where $d(z, E)$ denotes the distance of $z$ from the set $E$. For any interval $I$ and function $f : I \rightarrow E$, $\text{Var}_I(f)$ denotes the (total) variation of $f$ on $I$. When the domain of $f$ is clear, we simply write $\text{Var}(f)$. Let $AC(I, E)$, $BV(I, E)$ denote the set of $AC$ (absolutely continuous) and $BV$ (with bounded variation) functions $f : I \rightarrow E$, respectively. The set $L^1(I, E)$ is the usual quotient space with respect to the Lebesgue measure. When no confusion on either the domain or the codomain may arise, we will sometimes omit one or both of them. We set $\mathbb{R}_+ := [0, +\infty]$. For any $f : E \rightarrow \mathbb{R}^M$ we call *modulus (of continuity) of $f*
any increasing, continuous function $\omega : \mathbb{R}_+ \to \mathbb{R}_+$ such that $\omega(0) = 0$, $\omega(r) > 0$ for every $r > 0$ and $|f(x_1) - f(x_2)| \leq \omega(|x_1 - x_2|)$ for all $x_1, x_2 \in E$.

Let us recall some basic concepts of non smooth analysis and viability theory, which may be found e.g. in [11], [4].

The contingent cone $T_E(z)$ to $E$ at $z \in E$ is defined by

$$w \in T_E(z) \iff \liminf_{h \to 0^+} \frac{d(z + hw, E)}{h} = 0.$$ 

The polar $T^-$ to a subset $T \subset \mathbb{R}^N$ is

$$T^- := \{ p \in \mathbb{R}^N : \forall w \in T, \ p \cdot w \leq 0 \}.$$ 

The paratingent cone $P^G_E$ to $E$ relative to a subset $G \subset E$ at $z \in G$ is defined by

$$w \in P^G_E(z) \iff \exists h_n \to 0^+, \ w_n \to w, \ z_n \to z \ (z_n \in G) \ \text{s.t.} \ z_n + h_nw_n \in E.$$ 

Let $E$ be a closed set. The limiting normal cone $N_E(z)$ of $E$ at $z \in E$ is

$$N_E(z) := \{ p : \exists z_i \to z, \ z_i \in E, \ p_i \to p \ \text{s.t.} \ \limsup_{z_i \to z_i} \frac{p_i \cdot (\hat{z} - z_i)}{|\hat{z} - z_i|} \leq 0 \ \forall i \}.$$ 

If $E$ is closed and convex, then the contingent cone is convex and coincides with the Clarke tangent cone; precisely, $T_E(z)$ is the closed cone spanned by $E - z$. In this case $T_E(z)$ is simply called the tangent cone to $E$ at $z$. Moreover, the polar cone to the tangent cone to $E$ is called the normal cone to $E$ at $z$. It coincides with the limiting normal cone and is still denoted by $N_E(z) = T_E(z)^-$.

$E$ is locally compact if for every $z \in E$ there exists $B_N(z, r), r > 0$, such that the set $E \cap B_N(z, r)$ is closed. A locally compact set $E$ is a viability domain of a set-valued map $\hat{F} : \mathbb{R}^N \rightrightarrows \mathbb{R}^N$ if, for every $z \in E$,

$$\hat{F}(z) \cap T_E(z) \neq \emptyset.$$ 

$E$ is called instead an invariance domain [a backward invariance domain] of $\hat{F}$, if, for every $z \in E$,

$$\hat{F}(z) \subset T_E(z) \ [\ -\hat{F}(z) \subset T_E(z)].$$ 

If $\hat{F}(\cdot) = F(\cdot, A)$ for some map $F : \mathbb{R}^N \times A \to \mathbb{R}^N$, we also say that $E$ is either a viability domain or an invariance domain [a backward invariance domain], respectively, for the control system $z'(s) = F(z(s), a(s))$.

Let $E$ be closed. Let $W : E \to \mathbb{R}$ be a bounded, l.s.c. function and let $M > 0$ be the supnorm of $W$. Extend $W$ to $\mathbb{R}^N$ by setting $W(z) = M + 1$ for any $z \notin E$.

The subdifferential $D^-W(z)$ of $W$ at $z \in E$ is defined by

$$D^-W(z) := \left\{ p \in \mathbb{R}^N : \liminf_{\hat{z} \to z} \frac{W(\hat{z}) - W(z) - p \cdot (\hat{z} - z)}{|\hat{z} - z|} \geq 0 \right\}.$$ 

It is well known that

$$p \in D^-W(z) \iff (p, -1) \in [T_{Epi(W)}(z, W(z))]^-,$$

where the epigraph of $W$ over $E$ is $Epi(W) := \{(z, r) : \ z \in E, \ r \geq W(z)\}$.

Let $\mathcal{H} : E \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}$ be a continuous map. $W$ is said to verify, for any $z \in E$,

$$\mathcal{H}(z, W, DW) \geq 0 \ \text{in the viscosity sense} \iff \mathcal{H}(z, W(z), p) \geq 0 \ \forall p \in D^-W(z).$$
2. The impulsive minimum time problem. In this section we revisit space-time solutions, graph completion solutions and limit solutions in relation with the minimum time problem and prove that the corresponding minimum time functions are the same (see Theorems 2.5, 2.7). In particular, in Theorem 2.8 we prove that graph completion solutions and limit solutions coincide.

Throughout the whole paper we assume that

\textbf{(H0)} $U \subset \mathbb{R}^m$ is a closed, convex subset, which is not a singleton; the control vector fields $f, g_1, \ldots, g_m$, are continuous, locally Lipschitz in $(x, u)$ uniformly w.r.t. $v \in V$, and there is some $M > 0$ such that

\[ |f(x, u, v)|, \quad |g_1(x, u, v)|, \ldots, \quad |g_m(x, u, v)| \leq M(1+|v(x, u)|) \quad \forall (x, u, v) \in \mathbb{R}^n \times U \times V. \]

Let $(\pi_0, \varpi_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+$. We define the set of regular controls as

\[ AC(\pi_0, K) := \{ u \in AC(\mathbb{R}_+, U) : \quad u(0) = \pi_0, \quad \text{Var}(u) \leq K \}. \quad (5) \]

For any $(u, v) \in AC(\pi_0, K) \times \mathcal{M}^3$ there is a unique Carathéodory solution $x$ to

\[
\begin{cases}
\dot{x}(t) = f(x(t), u(t), v(t)) + \sum_{i=1}^m g_i(x(t), u(t), v(t)) \dot{u}_i(t), & t \geq 0, \\
x(0) = \pi_0.
\end{cases}
\]

We use the notation $x[\pi_0, \varpi_0, u, v] := x$ and call $x$ a regular solution and $(x, u, v)$ a regular trajectory-control pair of (3), (4).

The minimum time over regular controls is given by

\[ T_{ac}(\pi_0, \varpi_0, K) := \inf_{(u, v) \in AC(\pi_0, K) \times \mathcal{M}} t(\pi_0, \varpi_0, u, v) \quad \forall (\pi_0, \varpi_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+, \]

where

\[ t(\pi_0, \varpi_0, u, v) := \inf\{t \geq 0 : \quad x[\pi_0, \varpi_0, u, v](t), (u(t)) \in S\}. \]

Hence $T_{ac} = 0$ on $S \times \mathbb{R}_+$ and we set $T_{ac} = +\infty$ if the set in the above minimization is empty. The next subsections are devoted to extend the minimum time problem to the case of impulsive controls and trajectories.

2.1. Space-time controls and solutions. To begin with, let us consider an auxiliary control system, the so-called space-time system. For $L > 0$ and $\pi_0 \in U$, let $\text{Lip}(\pi_0, L)$ denote the subset of $L$-Lipschitz maps

\[ (\varphi_0, \varphi) : \mathbb{R}_+ \to \mathbb{R}_+ \times U, \]

such that

\[ (\varphi_0, \varphi)(0) = (0, \pi_0), \quad \varphi'_0(s) \geq 0, \quad 0 < \varphi'_0(s) + |\varphi'(s)| \leq L \quad \text{for a.e. } s \in \mathbb{R}_+. \]

We use the apex “’” to denote differentiation with respect to the parameter $s$ in order to underline that it does not coincide, in general, with the time variable, $t$.

**Definition 2.1** (Space-time control and solution). Let $(\pi_0, \varpi_0) \in \mathbb{R}^n \times U$. We call an element $((\varphi_0, \varphi), \psi) \in \text{Lip}(\pi_0, L) \times \mathcal{M}$ for some $L > 0$, a space-time control and call space-time control system, the system

\[
\begin{cases}
\xi'(s) = f(\xi(s), \varphi(s), \psi(s)\varphi'_0(s) + \sum_{i=1}^m g_i(\xi(s), \varphi(s), \psi(s)) \varphi'_i(s) \\
\xi(0) = \pi_0.
\end{cases}
\]

We will write $\xi[\pi_0, \varpi_0, \varphi_0, \varphi, \psi]$ to denote the solution of (7).

\[ ^3 \text{Here and in the sequel we use, for brevity, } \mathcal{M} \text{ in place of } M(\mathbb{R}_+, V). \]
For brevity, in (7) we omit the equation $t'(s) = \varphi'_0(s)$, that actually justifies the term ‘space-time control system’. The set of regular trajectory-control pairs to (3), (4) is in one-to-one correspondence with the subset of space-time trajectory-control pairs $(\xi, \varphi_0, \varphi, \psi)$ with $\varphi'_0 > 0$ a.e. Precisely, by a standard application of the chain rule together with the well known fact that the inverse of an increasing absolutely continuous function $\varphi_0 : \mathbb{R}_+ \to \mathbb{R}$ is absolutely continuous if and only if $\varphi'_0(s) > 0$ for almost all $s \geq 0$, we have what follows.

**Proposition 1.** (i) Given $(u, v) \in AC(\bar{u}_0, K) \times \mathcal{M}$ for some $K > 0$ and $x := x[\bar{x}_0, \bar{u}_0, u, v]$, set

$$
\sigma(t) := \int_0^t (1 + |\dot{u}(\tau)|)d\tau \quad \forall t \in \mathbb{R}_+,
$$

$$
\varphi_0 := \sigma^{-1}, \quad \varphi := u \circ \varphi_0, \quad \psi := v \circ \varphi_0, \quad \xi := \xi[\bar{x}_0, \bar{u}_0, \varphi_0, \varphi, \psi].
$$

Then $((\varphi_0, \varphi), \psi) \in \text{Lip}(\bar{u}_0, 1) \times \mathcal{M}$, $(\xi, \varphi, \psi) \circ \sigma = (x, u, v)$, and $u$ and $\varphi$ have the same total variation. We will call such space-time trajectory the arc-length parametrization of $(x, u, v)$.

(ii) Vice-versa, given $((\varphi_0, \varphi), \psi) \in \text{Lip}(\bar{u}_0, L) \times \mathcal{M}$ with $\text{Var}(\varphi) \leq K$ for some $L$, $K > 0$ and

$$
\varphi'_0(s) > 0 \text{ for almost all } s \geq 0,
$$

let us set $\xi := \xi[\bar{x}_0, \bar{u}_0, \varphi_0, \varphi, \psi]$ and

$$
(u, v) := (\varphi, \psi) \circ \varphi_0^{-1}, \quad x := x[\bar{x}_0, \bar{u}_0, u, v].
$$

Then $(u, v) \in AC(\bar{u}_0, K) \times \mathcal{M}$, $(x, u, v) \circ \varphi_0 = (\xi, \varphi, \psi)$ and the total variations of $u$ and $\varphi$ coincide.

Considering space-time controls where $\varphi'_0$ is zero on some intervals, allows to define discontinuous solutions for the original control system.

**Remark 1.** The space-time system is \textit{rate-independent}. Precisely, as shown in [26, Sect.3], if $((\varphi_0, \varphi), \psi)$, $((\tilde{\varphi}_0, \tilde{\varphi}), \tilde{\psi})$ verify $((\varphi_0, \varphi), \psi) = ((\tilde{\varphi}_0, \tilde{\varphi}), \tilde{\psi}) \circ \hat{s}$ for some Lipschitz continuous, strictly increasing, surjective map $\hat{s} : \mathbb{R}_+ \to \mathbb{R}_+$, then one has $\xi = \hat{\xi} \circ \hat{s}$, if $\xi$ and $\hat{\xi}$ denote the solutions to (7) corresponding to $((\varphi_0, \varphi), \psi)$ and $((\tilde{\varphi}_0, \tilde{\varphi}), \tilde{\psi})$, respectively. It is thus not restrictive to consider in the sequel only $(\varphi_0, \varphi)$ verifying

$$
\varphi'_0(s) + |\varphi'(s)| = 1 \text{ a.e..}
$$

For any $(\bar{u}_0, K) \in U \times \mathbb{R}_+$, we define the set of feasible space-time controls as

$$
\Gamma(\bar{u}_0, K) := \{ (\varphi_0, \varphi) \in \text{Lip}(\bar{u}_0, 1) : \varphi'_0(s) + |\varphi'(s)| = 1 \text{ a.e.., } \text{Var}(\varphi) \leq K \}.
$$

Notice that when $(\varphi_0, \varphi) \in \Gamma(\bar{u}_0, K)$, the parameter $s$ coincides with the \textit{arc-length parameter} of the curve $(\varphi_0, \varphi)$ (with respect to the norm $\varphi'_0(s) + |\varphi'(s)|$) and we have the identity

$$
s = \varphi_0(s) + \text{Var}_{[0,s]}[\varphi] \quad \forall s \geq 0.
$$

As a consequence,

$$
\lim_{s \to +\infty} \varphi_0(s) = +\infty.
$$

\footnote{Since every $L^1$ equivalence class contains Borel measurable representatives, here and in the sequel we tacitly assume that the maps $v$ and $\psi$ are Borel measurable on compact intervals, when necessary.}
Let \((\bar{x}_0, \bar{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+\). Given \(((\varphi_0, \varphi), \psi) \in \Gamma(\bar{u}_0, K) \times \mathcal{M}\), we introduce the pseudo exit-time (from \((\mathbb{R}^n \times U) \setminus \mathcal{S}\))

\[
S = S_{(\bar{x}_0, \bar{u}_0)}((\varphi_0, \varphi), \psi) := \inf \{s \geq 0 : (\xi[\bar{x}_0, \bar{u}_0, \varphi_0, \varphi, \psi](s), \varphi(s)) \in \mathcal{S}\},
\]

(12) where \(S = 0\) when \((\bar{x}_0, \bar{u}_0) \in \mathcal{S}\) and we define \(S = +\infty\) if the above set is empty. The minimum time function over space-time controls is defined by

\[
T_{st}(\bar{x}_0, \bar{u}_0, K) := \inf_{((\varphi_0, \varphi), \psi) \in \Gamma(\bar{u}_0, K) \times \mathcal{M}} \varphi(0)(S_{(\bar{x}_0, \bar{u}_0)}((\varphi_0, \varphi), \psi)),
\]

(13) where, in view of (11), we set \(\varphi_0(+\infty) := +\infty\).

2.2. Graph completions and graph completion solutions. From a space-time trajectory-control pair we can obtain a notion of generalized solution to (3), (4) associated to a control \((u, v)\) in \(BV \times \mathcal{M}\). Precisely, given \((\bar{u}_0, K) \in U \times \mathbb{R}_+\) let us define the set of feasible controls \(u\) as

\[
BV(\bar{u}_0, K) := \{u \in BV(\mathbb{R}_+, U) : u(0) = \bar{u}_0, \ Var(u) \leq K\}.
\]

Definition 2.2 (Graph completion). Let \((u, v) \in BV(\bar{u}_0, K) \times \mathcal{M}\). We call a space-time control \(((\varphi_0, \varphi), \psi) \in \Gamma(K, \bar{u}_0) \times \mathcal{M}\) a graph completion of \((u, v)\) if for all \(t \geq 0\) there is \(s \geq 0\) such that \(((\varphi_0, \varphi), \psi)(s) = (t, u(t), v(t))\).

This definition gives rise naturally to a set-valued notion of solution for the original system (3), (4), by considering

\[
x_{set} : \mathbb{R}_+ \rightarrow \mathbb{R}^n, \quad x_{set}(t) := \xi \circ \varphi_0^{-1}(t) \quad \forall t \geq 0.
\]

In the literature, controls \(u \in BV\) which are right or left continuous are often considered and, accordingly, a univalued, right or left continuous selection of \(x_{set}\) is chosen. Recently, for general controls \(u \in BV\), [1] proposed a univalued notion of solution to (3), (4) associated to a pointwise selection of the (set-valued) inverse \((\varphi_0, \varphi)^{-1}\). This selection is called a clock.

Definition 2.3 (Clock). Given a graph completion \(((\varphi_0, \varphi), \psi) \in \Gamma(K, \bar{u}_0) \times \mathcal{M}\) of a control \((u, v) \in BV(\bar{u}_0, K) \times \mathcal{M}\), we call a clock any strictly increasing function \(\sigma : \mathbb{R}_+ \rightarrow \mathbb{R}_+\) such that

\[
(\varphi_0, \varphi)(\sigma(t)) = (t, u(t)) \quad \text{for every} \ t \geq 0, \text{and} \ \sigma(0) = 0.
\]

Definition 2.4 (Graph completion solution). Given a control \((u, v) \in BV(\bar{u}_0, K) \times \mathcal{M}\), let \(((\varphi_0, \varphi), \psi) \in \Gamma(K, \bar{u}_0) \times \mathcal{M}\) be one of its graph completions and let \(\sigma\) be a clock. Set \(\xi := \xi[\bar{x}_0, \bar{u}_0, \varphi_0, \varphi, \psi]\). We define a graph completion solution (shortly, g.c. solution) to (3), (4) associated to \(((\varphi_0, \varphi), \psi)\) and \(\sigma\), the map

\[
x(t) := \xi \circ \sigma(t) \quad \forall t \geq 0.
\]

\(\Sigma_{gc}(\bar{x}_0, \bar{u}_0, K, u, v)\) denotes the set of g.c. solutions associated to \((u, v)\).

Since \(U\) is convex, the simplest graph completion of \(u\) can be obtained by bridging each of its jumps with a straight segment (see e.g. [6, Lemma 10.1]).

Notice that if \(\text{Var}(u) = K\) this is the only possible graph completion of \(u\) belonging to \(\Gamma(\bar{u}_0, K)\), while when \(\text{Var}(u) < K\) also non rectilinear completions with variation not greater than \(K\) can be considered. In fact, in this case graph completions allow for jumps of the trajectory even at times \(t\) where \(u\) is continuous. Indeed at these instants, owing to the non-triviality of the Lie algebra generated by \\{(e_1, g_1), ..., (e_m, g_m)\}, a loop of \(u\) might determine a discontinuity in \(x\).
Let \((\overline{x}_0, \overline{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+.\) Given \((u, v) \in BV(\overline{u}_0, K) \times \mathcal{M},\) for any g.c. solution \(x \in \Sigma_{gc}(\overline{x}_0, \overline{u}_0, K, u, v)\) we set
\[
t(x, u, v) := \inf \{ t \geq 0 : (x, u)(t) \in \mathcal{S} \} \leq +\infty
\]
and define
\[
T_{gc}(\overline{x}_0, \overline{u}_0, K) := \inf_{(u, v) \in BV(\overline{u}_0, K) \times \mathcal{M}, \ x \in \Sigma_{gc}(\overline{x}_0, \overline{u}_0, K, u, v)} t(x, u, v).
\]
Notice that \(T_{gc}(\overline{x}_0, \overline{u}_0, K) = 0\) when \((\overline{x}_0, \overline{u}_0) \in \mathcal{S},\) while we define it to be equal to \(+\infty\) if no trajectory-control pairs reach the target.

**Theorem 2.5.** Assume \((H_0).\) Then \(T_{st} = T_{gc}.)\)

**Proof.** The inequality \(T_{st} \leq T_{gc}\) follows directly from the definitions, since any g.c. solution-control pair \((x, u, v)\) is a selection associated to a space-time trajectory-control pair \((S, \xi, \varphi_0, \varphi, \psi).\) It is thus enough to show that \(T_{gc} \leq T_{st}.\) Suppose, on the contrary, that there exist some \((\overline{x}_0, \overline{u}_0, K) \in \left((\mathbb{R}^n \times U) \setminus \mathcal{S}\right) \times \mathbb{R}_+\) and \(\varepsilon > 0\) such that
\[
T_{st}(\overline{x}_0, \overline{u}_0, K) < +\infty \quad \text{and} \quad T_{st}(\overline{x}_0, \overline{u}_0, K) \leq T_{gc}(\overline{x}_0, \overline{u}_0, K) - 2\varepsilon.
\]
Let \((\xi, \varphi_0, \varphi, \psi)\) be an \(\varepsilon\)-optimal space-time trajectory-control pair, so that it verifies \((\xi(S), \varphi(S)) \in \mathcal{S}\) and
\[
\varphi_0(S) \leq T_{st}(\overline{x}_0, \overline{u}_0, K) + \varepsilon \leq T_{gc}(\overline{x}_0, \overline{u}_0, K) - \varepsilon \quad (15)
\]
(here \(S = S_{(\overline{x}_0, \overline{u}_0)}((\varphi_0, \varphi, \psi)).)\) Now any increasing selection \(\sigma(t) \in \varphi_0^{-1}(t), \ t \geq 0\) satisfying
\[
\sigma(0) = 0, \quad \sigma(\varphi_0(S)) = S,
\]
is a clock and \((x, u, v) := (\xi, \varphi, \psi) \circ \sigma\) is a g.c. solution-control pair associated to \((\xi, \varphi_0, \varphi, \psi)\) and \(\sigma,\) with exit-time \(T := t(x, u, v) = \varphi_0(S),\) since \((x, u)(T) = (\xi, \varphi)(S).\) Therefore \(T_{gc}(\overline{x}_0, \overline{u}_0, K) \leq \varphi_0(S)\) and by \((15)\) this leads to the contradiction \(0 < -\varepsilon,\) which allows us to conclude that \(T_{st} = T_{gc}.\) \(\square\)

**Remark 2.** Several concepts of generalized control and solution considered in the literature rely on the graph completion approach, whose roots can be found already in the pioneer works \([34],[35],[38],[39],\) and can be proven to lead to the minimum time function \(T_{st},\) arguing similarly as above. This is true, in particular, for the generalized controls and solutions introduced by the Russian school (see e.g. \([18],[16],[12]\) concerning commutative systems, \([21],[25]\) for the general case and the references therein), the impulsive control \(\vartheta\) of \([3],[17],\) and the Fréchet generalized trajectories defined by \([15].\) The minimum time defined in \([19]\) instead, is in general strictly greater than \(T_{st},\) since the authors take the infimum only over the subset of rectilinear graph completions.

In all the above references one considers controls \(u\) with bounded variation. Very recently, in \([30],[32]\) the graph completion technique has been extended to the case of controls \(u\) with possibly unbounded variation.

The following example shows how the existence of an optimal control is verified, in general, only in the enlarged class of discontinuous controls \(u\) and g.c. solutions, defined as above. In particular, no optimal control exists in the subset of rectilinear graph completions of \(u.\)
Example 2.1. Consider the impulsive control system in \( \mathbb{R}^2 \)
\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{pmatrix} = 
\begin{pmatrix}
1 \\
0
\end{pmatrix} u_1 + 
\begin{pmatrix}
0 \\
x_1
\end{pmatrix} u_2 = g_1(x) \dot{u}_1 + g_2(x) \dot{u}_2
\]
with control set \( U := [0, 1] \times [0, 1] \), target \( S = \{(1, 1), (1, 1)\} \), bound on the variation \( K = 2 \) and initial condition
\[
(x_1, x_2)(0) = (0, 0), \quad (u_1, u_2)(0) = (0, 0).
\]
In this case, the minimum time to reach the target over the subset of regular (that is, absolutely continuous) controls and trajectories is equal to 0. Indeed, the following sequence \((u_h, x_h)\), where, for each \( h \),
\[
u_h(t) := \begin{cases}
(0, 0) & \text{if } t \in [0, 1/h] \\
(h(t - \frac{1}{h}), 0) & \text{if } t \in [1/h, 2/h] \\
(1, 1) & \text{if } t > 3/h.
\end{cases}
\]
and \( x_h := x[0, 0, 0, 0, u_h] \) given by
\[
x_h(t) = \begin{cases}
(0, 0) & \text{if } t \in [0, 1/h] \\
(h(t - \frac{1}{h}), 0) & \text{if } t \in [1/h, 2/h] \\
(1, 1) & \text{if } t > 3/h,
\end{cases}
\]
is a feasible minimizing sequence, since
\[
\text{Var}(u_h) \leq 2 \quad \text{and} \quad (x_h, u_h)(3/h) \in S \quad \text{for all } h.
\]
Clearly, the minimum time \( T_{ac}((0, 0), (0, 2)) = 0 \) over regular controls is just an infimum and a regular optimal control does not exist: an optimal trajectory-control pair \((\hat{x}, \hat{u})\) should be discontinuous at \( t = 0 \) and jump from \((\hat{x}, \hat{u})(0) = ((0, 0), (0, 0))\) to \((\hat{x}, \hat{u})(0^+) = ((1, 1), (1, 1))\). This 'lack of compactness' is exactly the reason why impulsive controls have been introduced.

Notice that the map \( \hat{x} : \mathbb{R}^+ \to \mathbb{R}^2 \),
\[
\hat{x}(0) = (0, 0), \quad \hat{x}(t) = (1, 1) \quad \text{for all } t > 0
\]
is an optimal g.c. solution corresponding to the control \( \hat{u} : \mathbb{R}^+ \to [0, 1] \times [0, 1], \)
\[
\hat{u}(0) = (0, 0), \quad \hat{u}(t) = (1, 1) \quad \text{for all } t > 0,
\]
associated to the space-time control and trajectory
\[
\left\{
\begin{array}{l}
(\phi_0, \varphi) := (0, (s, 0))\chi_{[0,1]} + (0, (1, s - 1))\chi_{[1,2]} + (s - 2, (1, 1))\chi_{[2, +\infty[}, \\
\xi[0, 0, 0, 0, \phi_0, \varphi] = (s, 0)\chi_{[0,1]} + (1, s - 1)\chi_{[1,2]} + (0, (1, 1))\chi_{[2, +\infty[}
\end{array}
\right.
\]
and to the clock
\[
\sigma(0) := 0, \quad \sigma(t) := t + 2 \quad \text{for all } t > 0.
\]

Let us remark that if we consider rectilinear graph completions only, no optimal g.c. solution exists for this minimum time problem. Precisely, the optimal control \( \hat{u} \) must verify \( \hat{u}(0) = (0, 0) \) and \( \hat{u}(0^+) = (1, 1) \), but the rectilinear completion is
\[
(\phi_0, \varphi)(s) = (0, s(1/\sqrt{2}, 1/\sqrt{2})) \quad s \in [0, \sqrt{2}]
\]
so that the corresponding space-time trajectory \( \xi := \xi[0, 0, 0, 0, \phi_0, \varphi] \) is given by
\[
\xi(s) = (s/\sqrt{2}, s^2/4) \quad s \in [0, \sqrt{2}].
\]
Now, the (unique) associated g.c. solution verifies \( \dot{x}(0^+) = \xi(\sqrt{2}) = (1, 1/2) \). Thus \((x, \dot{x})(0^+) \notin S\) and the target cannot be reached in time 0.

The point here is that different completions of the graph of \( u \) lead actually to different g.c. solutions \( x \), since the vector fields \( g_1, g_2 \) do not commute:

\[
[g_1, g_2](x) = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \neq \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

2.3. Limit solutions. The next definition is an adaptation of the notion of extended BV simple limit solution (shortly E-BVS limit solution), introduced in [31], to the case of free final time and impulsive controls \( u \) with a prescribed bound \( K \) on the variation.\(^5\)

**Definition 2.6** (Limit solution). Let \((\overline{x}_0, \overline{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+ \) and \((u, v) \in BV(\overline{u}_0, K) \times \mathcal{M}\). We say that a map \( x \in BV(\mathbb{R}_+, \mathbb{R}^n) \) is a limit solution (shortly, \( \ell \) solution) of the Cauchy problem (3), (4) if there are \( \psi \in \mathcal{M} \) and a sequence \((x_h, u_h, v_h)\), where \((u_h, v_h) \in AC(\overline{u}_0, K) \times \mathcal{M}\), \( x_h := x[\overline{x}_0, \overline{u}_0, u_h, v_h] \), such that for any \( T > 0 \):

(i) for every \( t \in [0, T] \),

\[
|(x_h, u_h)(t) - (x, u)(t)| + \|x_h, u_h, v_h) - (x, u, v)\|_{L^1([0, T])} \to 0 \text{ as } k \to +\infty;
\]

(ii) setting \( \sigma_k(t) := t + Var_{[0, t]}(u_k), V_k := Var_{[0, T]}(u_k) \leq K \), one has

\[
\|(v_k \circ \sigma_k)^{-1} - \psi\|_{L^1([0, T+k])} \to 0 \text{ as } k \to +\infty.
\]

We use \( \Sigma_{\ell}(\overline{x}_0, \overline{u}_0, K, u, v) \) to denote the set of \( \ell \) solutions associated to \((u, v)\).

**Remark 3.** Condition (ii) in Definition 2.6 takes into account the interplay between \( u \) and \( v \) which is due to the presence of the ordinary control \( v \) in the non-drift terms \( g_1, \ldots, g_m \). As shown in [31], when these latter maps do not depend on \( v \), Definition 2.6 can be equivalently stated without hypothesis (ii). More precisely, in this case \( x \) is an \( \ell \) solution if and only if it is the pointwise limit of a sequence of regular trajectories \( x_h = x[\overline{x}_0, \overline{u}_0, u_h, v] \) with \( u_h \) as above and \( v \) fixed. This was in fact the original notion of BVS limit solution, given in [1], [2] when \( g_1, \ldots, g_m \) do not depend on \( v \).

Let \((\overline{x}_0, \overline{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+\). For any \( \ell \) solution \( x \in \Sigma_{\ell}(\overline{x}_0, \overline{u}_0, K, u, v) \) associated to \((u, v) \in BV(\overline{u}_0, K) \times \mathcal{M}\), we define the exit–time

\[
t(x, u, v) := \inf\{t \geq 0 : (x, u)(t) \in S\} \leq +\infty
\]

and introduce the minimum time function

\[
T_{\ell}(\overline{x}_0, \overline{u}_0, K) := \inf_{(u, v) \in BV(\overline{u}_0, K) \times \mathcal{M}} \inf_{x \in \Sigma_{\ell}(\overline{x}_0, \overline{u}_0, K, u, v)} t(x, u, v).
\]

As in the case of g.c. solutions, we have \( T_{\ell}(\overline{x}_0, \overline{u}_0, K) = 0 \) when \((\overline{x}_0, \overline{u}_0) \in S\) and we set \( T_{\ell}(\overline{x}_0, \overline{u}_0, K) := +\infty \) if no trajectory-control pairs reaching the target exist.

**Theorem 2.7.** Assume (H0). Then \( T_{\ell} = T_{gc} \).

\(^5\)In fact, the general concept of limit solution has been developed for \( U \) compact, but it is easy to see that the boundedness of \( U \) is unnecessary, if we consider only controls \( u \) with a-priori bounded variation.
This result is a straightforward consequence of the following equivalence.

**Theorem 2.8.** Assume (H0) and let \((\overline{x}_0, \overline{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+\), \((u, v) \in BV(\overline{x}_0, K) \times \mathcal{M}\). A map \(x\) is an \(\ell\) solution to (3), (4) associated to \((u, v)\) if and only if it is a g.c. solution to (3), (4) associated to the same control.

**Proof.** Preliminarily, let us observe that the proof of [31, Thm. 5.2] of the identity on \([0, T]\) between E-BVS limit solutions and graph completion solutions, does not require to increase the variations of the involved controls. Precisely, if \(x\) is an E-BVS limit solution to (3), (4) on \([0, T]\] defined by an approximating regular sequence \((x_h, u_h, v_h)\) verifying for every \(h\) \(\text{Var}_{[0,T]}(u_h) \leq K\), then it is a graph completion solution associated to a feasible space-time control \(((\varphi_0, \varphi), \psi)\) on \([0, S]\) and to a clock \(\sigma : [0, T] \to [0, S]\), for some \(S \geq T\). In particular, in the proof of [31, Thm. 5.2], \((\varphi_0, \varphi)\) is defined as the uniform limit of the arc-length graph-parametrization of the \(u_h\). Hence by the variation’s bound \(K\) on the \(u_h\), Proposition 1 implies that \(\text{Var}_{[0,S]}(\varphi) \leq K\). Conversely, let \(x\) be a graph completion solution to (3), (4) on \([0, T]\] associated to a feasible space-time control \(((\varphi_0, \varphi), \psi)\) defined on \([0, S]\] with \(\text{Var}_{[0,S]}(\varphi) \leq K\), and to a clock \(\sigma : [0, T] \to [0, S]\). Then, again by the same theorem, \(x\) is an E-BVS limit solution to (3), (4) on \([0, T]\] and its proof yields that the regular approximating sequence \((x_h, u_h, v_h)\) defining \(x\) verifies \(\text{Var}_{[0,T]}(u_k) = \text{Var}_{[0,S]}(\varphi) \leq K\) for every \(k\).

By the above arguments we derive that if \(x\) is an \(\ell\) solution to (3), (4) corresponding to \((u, v)\), for any \(T > 0\) the map \(x\) is a g.c. solution to (3), (4) on \([0, T]\].

Conversely, if \(x\) is a g.c. solution to (3), (4), for any \(T > 0\) \(x\) is an \(\ell\) solution to (3), (4) on \([0, T]\]. The arbitrariness of \(T > 0\) allows us to conclude that the assertions of the theorem are proved. \(\square\)

In view of Theorems 2.5, 2.7 and 2.8, from now on let us call impulsive solution any \(x\) which is an \(\ell\) solution/g.c.solution to (3), (4) and let us simply use \(T\) to denote the unique minimum time function in impulsive control. Moreover, we set

\[
\mathcal{R} := \{(\overline{x}_0, \overline{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+ : T(\overline{x}_0, \overline{u}_0, K) < +\infty\}
\]  

(21)

3. Existence of time-optimal controls. Let us introduce the following hypothesis:

**H1.** For every \((x, u) \in (\mathbb{R}^n \times U) \setminus \mathcal{S}\), the set

\[
F(x, u) := \{(f(x, u, v)w_0 + \sum_{i=1}^{m} g_i(x, u, v) w_i, w_0, w) : v \in V, (w_0, w) \in \mathbb{R}_+ \times \mathbb{R}_m, w_0 + ||w|| \leq 1\}
\]  

(22)

is convex.

**Remark 4.** If the vector fields \(f\) and \(g_i\), \(i = 1, \ldots, m\), do not depend on \(v \in V\), then the set \(F(x, u)\) is trivially convex, for all \((x, u)\).

**Theorem 3.1.** Assume (H0), (H1). Then for any \((\overline{x}_0, \overline{u}_0, K) \in \mathcal{R} \setminus (\mathcal{S} \times \mathbb{R}_+)\) there exists an optimal space-time control \(((\varphi_0, \varphi), \psi) \in \Gamma(\overline{x}_0, K) \times \mathcal{M}\).

**Proof.** Let \(((\varphi_0h, \varphi_h), \psi_h) \subset \Gamma(\overline{x}_0, K) \times \mathcal{M}\) be a minimizing sequence and set

\[
\xi_h := \xi(\overline{x}_0, \overline{u}_0, \varphi_0h, \varphi_h, \psi_h), \quad S_h := S(\overline{x}_0, \overline{u}_0)(\varphi_0h, \varphi_h, \psi_h).
\]
Hence we have
\[ \lim_{h \to +\infty} \varphi_{0h}(S_h) = T(\overline{x}_0, \overline{u}_0, K) \] (23)
and, for each \( h \in \mathbb{N}, \)
\[ \int_0^{S_h} |\varphi'_h(s)| \, ds \leq K, \quad (\xi_h, \varphi_h)(S_h) \in \mathcal{S}. \] (24)
Moreover, for \( h \) large enough, \( S_h \) verifies \( S_h \leq \tilde{S} \) for \( \tilde{S} := T(\overline{x}_0, \overline{u}_0, K) + 1 + K. \)

Let us set \( (\varphi_{0h}, \varphi_h, \xi_h)(s) := (\varphi_{0h}, \varphi_h, \xi_h)(S_h) \) for all \( s \in [S_h, \tilde{S}] \). Since the sequence \( (S_h) \) is bounded and the sequence \( ((\varphi_{0h}, \varphi_h), \xi_h) \) is equi-bounded and equi-Lipschitzian in \([0, \tilde{S}]\), compactness and Ascoli-Arzelà’s Theorem, respectively, imply that there exist some subsequences (we do not relabel), a Lipschitz continuous functions \( (\varphi_0, \varphi, \xi) : [0, \tilde{S}] \to \mathbb{R} \times U \times \mathbb{R}^n \) and \( S \leq \tilde{S}, \) such that
\[ \lim_{h \to +\infty} S_h = S, \quad \lim_{h \to +\infty} \sup_{s \in [0, S]} |(\varphi_{0h}, \varphi_h, \xi_h)(s) - (\varphi_0, \varphi, \xi)(s)| = 0. \]
Notice that \( S > 0 \), since, for all \( h, S_h \geq \frac{d((\overline{x}_0, \overline{u}_0), S_h)}{L} > 0 \) if \( L > 0 \) is the common Lipschitz constant of the \((\varphi_{0h}, \varphi_h, \xi_h)\).

By passing to the limit in (23) and (24) as \( h \to +\infty \), we derive
\[ \varphi_0(S) = T(\overline{x}_0, \overline{u}_0, K) \] (25)
and
\[ \int_0^{S} |\varphi'(s)| \, ds \leq K, \quad (\xi, \varphi)(S) \in \mathcal{S}. \] (26)

Owing to (H1), Filippov’s Theorem applied to the control system
\[
\begin{align*}
\xi'(s) &= f(\xi(s), \varphi(s), \psi(s))w_0(s) + \sum_{i=1}^m g_i(\xi(s), \varphi(s), \psi(s))w_i(s) \\
\varphi'(s) &= w_0(s) \\
\psi'(s) &= w(s) \\
(\xi, \varphi)(0) &= (\overline{x}_0, 0, \overline{u}_0).
\end{align*}
\]
(27)
yields the existence of a measurable map \( (w_0, w, \psi) : [0, S] \to \mathbb{R}_+ \times \mathbb{R}^m \times V \), such that
\[ (w_0, w)(s) = (\varphi'_0, \varphi')(s), \quad w_0(s) + |w(s)| \leq 1 \quad \text{for almost all } s \in [0, S] \]
and \( \xi = \xi[\overline{x}_0, \overline{u}_0, \varphi_0, \varphi, \psi]. \)

In general, the control \((\varphi_0, \varphi, \psi)\) does not belong to \( \Gamma(\overline{u}_0, K) \times \mathcal{M} \), since the quantity \( \varphi'_0(s) + |\varphi'(s)| \) might be strictly smaller than 1 on a set of positive measure. To recover a feasible space-time control, let us introduce the change of variable
\[ \eta(s) := \int_0^s [\varphi'_0(r) + |\varphi'(r)|] \, dr \quad \forall s \in [0, S], \quad \tilde{S} := \eta(S). \]
Notice that \( \tilde{S} > 0 \) since, on the contrary, we would have \( \varphi'_0(r) + |\varphi'(r)| = 0 \) a.e., so that \( (\xi, \varphi)(S) = (\xi, \varphi)(0) \), while \( (\xi, \varphi)(S) \in \mathcal{S} \) but \( (\xi, \varphi)(0) = (\overline{x}_0, \overline{u}_0) \notin \mathcal{S} \). We can now obtain a space-time control in \( \Gamma(\overline{u}_0, K) \times \mathcal{M} \) by considering, e.g. the strictly increasing right-inverse \( s(\cdot) : [0, S] \to [0, S] \) of \( \eta \), and defining
\[
((\tilde{\varphi}_0, \tilde{\varphi}, \tilde{\psi}) := ((\varphi_0 \circ s, \varphi \circ s), \psi \circ s), \quad \tilde{\xi} := \xi[\overline{x}_0, \overline{u}_0, \tilde{\varphi}_0, \tilde{\varphi}, \tilde{\psi}].
\]
Indeed, \((\varphi_0, \varphi, \psi)\) is constant on any interval \([s_1, s_2]\) where \( \eta \) is constant, so that \((\tilde{\varphi}_0, \tilde{\varphi}, \tilde{\xi}) \circ \eta = (\varphi_0, \varphi, \xi) \) and clearly \( \tilde{\varphi}'_0(s) + |\tilde{\varphi}'(s)| = 1 \) for almost all \( s \in [0, \tilde{S}] \). Hence \((\tilde{\varphi}_0, \tilde{\varphi}, \tilde{\psi}) \in \Gamma(\overline{u}_0, K) \times \mathcal{M}, \)
\[ \tilde{\varphi}_0(\tilde{S}) = \varphi_0(S) = T(\overline{x}_0, \overline{u}_0, K) \quad \text{and} \quad (\tilde{\xi}, \tilde{\varphi})(\tilde{S}) = (\xi, \varphi)(S) \in \mathcal{S}, \]
Example 4.1. Consider the impulsive control system in $\mathbb{R}^3$
\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{pmatrix} =
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix} \begin{pmatrix}
u_1 \\
u_2
\end{pmatrix} +
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
u_2 \\
u_2
\end{pmatrix}
\]
with control set $U := [0, 1] \times [0, 1]$, target $S = \{(0, 0, 0), (0, 0)\}$, bound on the variation $K = 2$ and initial conditions
\[(x_1, x_2, x_3)(0) = (1, 0, 0), \quad (u_1, u_2)(0) = (1, 0).
\]

The associated space-time control system is
\[\xi' = f(\xi) \varphi_0(s) + g_1(\xi) \varphi_1(s) + g_2(\xi) \varphi_2(s),\]
and it is immediate to see that the space-time control
\[(\varphi_0, \varphi_1, \varphi_2)(s) := (0, 1 - s, 0) \quad \forall s \geq 0 \tag{28}\]
is (feasible and) optimal, with $T((1, 0, 0), (1, 0), 2) = \varphi_0(1) = 0$. On the contrary, the minimum function $T_{ac}((1, 0, 0), (1, 0), 2) = +\infty$, since $x_3(t) > 0$ \forall $t > 0$ in correspondence of any regular control $u \in AC$. Notice that the control system without drift, that is,
\[\xi' = g_1(\xi) \varphi_1(s) + g_2(\xi) \varphi_2(s),\]
is not controllable to the origin.

Example 4.2. Consider the impulsive control system in $\mathbb{R}^3$
\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{pmatrix} =
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
u_1 \\
u_2
\end{pmatrix} +
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
u_2 \\
u_2
\end{pmatrix}
\]
with control set $U := [0, 1] \times [0, 1]$, target $S = \{(0, 0, 0), (0, 0)\}$, bound on the total variation $K = 1$ and initial conditions
\[(x_1, x_2, x_3)(0) = (1, 0, 0), \quad (u_1, u_2)(0) = (1, 0).
\]
The space-time control in (28) is still optimal and verifies $V(\varphi) = K = 1$, so that $T((1, 0, 0), (1, 0), 1) = 0$. Notice that no feasible controls with total variation less than 1 exist and by the form of the drift one can easily deduce that there are
no feasible space-time controls with \( \varphi'_0(s) > 0 \) a.e.. Recalling that such controls correspond to regular controls for the original system (see Proposition 1), this proves that \( T_{ac}(1, 0, 0), (1, 0, 1) = +\infty \), even if the system without drift is the well known nonholonomic integrator, which is completely controllable to \( \mathcal{S} \).

Observe that \( T_{ac}(1, 0, 0), (1, 0, K) = T((1, 0, 0), (1, 0), K) = 0 \) for every \( K > 1 \).

**Remark 5.** In Definition 4.1 we consider regular controls that satisfy the target constraint exactly. In alternative, one might consider regular controls as approximations of generalized controls and require that they satisfy the endpoint conditions just approximately. Following the latter point of view, one would say that one has a *Lavrentiev-type gap* at \((\tau_0, \bar{\tau}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+\), when

\[
T(\tau_0, \bar{\tau}_0, K) < \lim_{\varepsilon \to 0^+} \inf_{(u, v) \in \mathcal{AC}(\tau_0, K)} t_\varepsilon(\tau_0, \bar{\tau}_0, u, v),
\]

where \( t_\varepsilon(\tau_0, \bar{\tau}_0, u, v) := \inf\{ t \geq 0 : (x(\tau_0, \bar{\tau}_0, u, v)(t), u(t)) \in B_{n+m}(\mathcal{S}, \varepsilon) \} \). By the density result in [26, Prop. 4.1], no gap of type (29) may occur.

### 4.1. No gap sufficient conditions.

Let \( \mathcal{A}(U) \) denote the smallest affine set containing \( U \) and let \( \text{vec}(U) \) be the associated vector space. By basic results in non smooth analysis (see e.g. [36], [4, Sect. 4.2]) one has:

**Lemma 4.2.** Let \( U \) be a nonempty closed, convex set. Then

(i) its relative interior \( D \) (w.r.t. \( \mathcal{A}(U) \)) is not empty;

(ii) for any \( \bar{u} \in U \), the tangent cone \( T_U(\bar{u}) = \bigcup_{h > 0} \frac{U - \bar{u}}{h} \subseteq \text{vec}(U) \) and, if \( \bar{u} \in D \), one has \( T_U(\bar{u}) = \text{vec}(U) \);

(iii) as a consequence, any Lipschitz continuous map \( \varphi : \mathbb{R}^n \to U \) verifies \( \varphi'(s) \in \text{vec}(U) \) for almost all \( s \geq 0 \) and \( D \) turns out to be both an invariance and a backward invariance domain for the differential inclusion

\[
\varphi'(s) \in \text{vec}(U) \cap B_m(0, 1).
\]

In particular, for any \( \bar{u} \in D \) such that \( \overline{B(\bar{u}, \varepsilon)} \cap U \subset D \) for some \( \varepsilon > 0 \), every 1-Lipschitz continuous solution \( \varphi \) of (30) such that \( \varphi(0) = \bar{u} \) verifies \( \varphi(s) \in D \) for all \( s \in [0, \varepsilon] \).

Let us set

\[
S^+_m(U) := \{(w_0, w) \in \mathbb{R}^n_+ \times \text{vec}(U) : w_0 + |w| = 1\}
\]

and introduce some controllability notions for the control system

\[
\begin{cases}
\xi'(s) = f(\xi(s), \varphi(s), \psi(s))w_0(s) + \sum_{i=1}^m g_i(\xi(s), \varphi(s), \psi(s))w_i(s) \\
\varphi'(s) = w(s)
\end{cases}
\]

with controls \( (w_0, w, \psi) \in \mathcal{M}(\mathbb{R}^n_+, S^+_m(U) \times V) \).

**Definition 4.3 (STLC).** The control system (32) is said to be small time locally controllable (in short, STLC) to the target set \( \mathcal{S} \) if for each \( \varepsilon > 0 \) there exists \( \delta \in [0, \varepsilon] \) such that for any \( (\bar{x}, \bar{u}) \in \mathbb{R}^n_+ \times U \) with \( d((\bar{x}, \bar{u}), \mathcal{S}) < \delta \) there exists a control \( (w_0, w, \psi) \in \mathcal{M}([0, \varepsilon], S^+_m(U) \times V) \) such that the associated solution \((\xi, \varphi)\) of (32) with \( (\xi, \varphi)(0) = (\bar{x}, \bar{u}) \) verifies \( (\xi(\varepsilon), \varphi(\varepsilon)) \in \mathcal{S} \).

We say that (32) is STLC to \( \mathcal{S} \) with non impulsive controls for some \( \alpha \in [0, 1[ \), if it is STLC to \( \mathcal{S} \) and, in addition, the control \( (w_0, w, \psi) \) verifies \( |w| \leq \alpha \). Finally, (32) is null STLC to \( \mathcal{S} \) if it is STLC to \( \mathcal{S} \) with \( w \equiv 0 \).

---

6By Proposition 1 one derives that (32) is STLC to \( \mathcal{S} \) with non impulsive controls if and only if the control system \( (x, u, v)(t) = (f(x, u, v) + \sum_{i=1}^m g_i(x, u, v) \omega_i) \) is STLC to \( \mathcal{S} \) with bounded controls \((\omega, v) \in \text{vec}(U) \times V\), verifying \( |\omega| \leq \frac{1}{\varepsilon_0} \).
Theorem 4.4. Let $D$ denote the relative interior of $U$. Assume $(H_0)$ and let $\mathcal{S} \subset \mathbb{R}^n \times D$.

(i) If (32) is null STLC to $\mathcal{S}$, then $T_{ac} = T$.

(ii) If (32) is STLC to $\mathcal{S}$ with non impulsive controls for some $\alpha \in [0,1]$, then $T_{ac}(\mathfrak{x}_0, \mathfrak{u}_0, K) = T(\mathfrak{x}_0, \mathfrak{u}_0, K)$ for all $(\mathfrak{x}_0, \mathfrak{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+$ such that $K > 0$ and $T(\mathfrak{x}_0, \mathfrak{u}_0, K') = T(\mathfrak{x}_0, \mathfrak{u}_0, K)$ for some $0 \leq K' < K$. (33)

Proof. Let $(\mathfrak{x}_0, \mathfrak{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+$. Clearly, $T(\mathfrak{x}_0, \mathfrak{u}_0, K) \leq T_{ac}(\mathfrak{x}_0, \mathfrak{u}_0, K)$, thus proving that $T(\mathfrak{x}_0, \mathfrak{u}_0, K) = T_{ac}(\mathfrak{x}_0, \mathfrak{u}_0, K)$ is equivalent to showing that, if we suppose $T(\mathfrak{x}_0, \mathfrak{u}_0, K) \leq T_{ac}(\mathfrak{x}_0, \mathfrak{u}_0, K) - \eta$ for some $\eta > 0$, (34) we get a contradiction.

Without loss of generality, one can assume $T(\mathfrak{x}_0, \mathfrak{u}_0, K) < +\infty$ and $(\mathfrak{x}_0, \mathfrak{u}_0, K) \notin \mathcal{S} \times \mathbb{R}_+$, so that there exists some $\eta/4$-optimal control $((\varphi_0, \psi), (\nu_0, K) \in \Gamma(\mathfrak{u}_0, K) \times \mathcal{M}$ with $\mathcal{S} := S(\mathfrak{x}_0, \mathfrak{u}_0)((\varphi_0, \psi), \mathfrak{u}_0)$ and associated solution $\xi := \xi(\mathfrak{x}_0, \mathfrak{u}_0, \varphi_0, \psi)|_\mathcal{S}$, such that $(\xi(S), \varphi(S)) \in \mathcal{S}$ and $T(\mathfrak{x}_0, \mathfrak{u}_0, K) \leq \varphi_0(S) + (\eta/4)$. Therefore (34) yields

$$\varphi_0(S) \leq T_{ac}(\mathfrak{x}_0, \mathfrak{u}_0, K) - \frac{3\eta}{4}. \quad (35)$$

Let us now consider the control sequence $((\varphi_{0h}, \varphi_h), \psi)$ where, for each $h$,

$$\varphi_h(s) = \mathfrak{u}_0 + \frac{h}{h + 1} \int_0^s \varphi'(r) dr, \varphi_{0h}(s) = \int_0^s (1-|\varphi'(r)|) dr \quad \text{for almost all } s \in [0, S], \quad (36)$$

and let $\xi_h := \xi(\mathfrak{x}_0, \mathfrak{u}_0, \varphi_{0h}, \psi)$. Notice that

$$\sup_{s \in [0, S]} |(\varphi_{0h}, \varphi_h)(s) - (\varphi_0, \varphi)(s)| \leq \rho_h \quad \text{for some } \rho_h \to 0^+ \text{ as } h \to +\infty$$

and

$$\varphi_h(s) = \frac{1}{n+1} \mathfrak{u}_0 + \frac{h}{n+1} \varphi(s) \in U \quad \forall s \in [0, S],$$

$$\text{Var}(\varphi_h) = \text{Var}(\varphi) - \frac{1}{n+1} \int_0^S |\varphi'(s)| ds,$$

$$\varphi_{0h}(S) = \varphi_0(S) + \frac{1}{n+1} \int_0^S |\varphi'(s)| ds. \quad (37)$$

By the continuity of the input-output map associated to the control system (7) (see [26, Thm. 4.1]) it follows that (for a larger $\rho_h$, if necessary)

$$\sup_{s \in [0, S]} |\xi_h(s) - \xi(s)| \leq \rho_h.$$

Therefore

$$d((\xi_h(S), \varphi_h(S)), \mathcal{S}) \leq |(\xi_h(S), \varphi_h(S)) - (\xi(S), \varphi(S))| \leq \rho_h. \quad (38)$$

Let us assume that the control system (32) is STLC to $\mathcal{S}$. Since $\mathcal{S} \subset \mathbb{R}^n \times D$ and has compact boundary, it is possible to choose

$$\varepsilon \in [0, \eta/4] \quad (39)$$

verifying

$$B_{n+1}(\mathcal{S}, 3\varepsilon) \cap (\mathbb{R}^n \times U) \subset \mathbb{R}^n \times D. \quad (40)$$

Let $\delta \in [0, \varepsilon]$ be as in Definition 4.3. Then by (38) for $h$ large enough, the value $(\bar{x}_h, \bar{u}_h) := (\xi_h(S), \varphi_h(S))$ satisfies

$$d((\bar{x}_h, \bar{u}_h), \mathcal{S}) < \delta, \quad B_m(\bar{u}_h, 2\varepsilon) \cap U \subset D \quad (41)$$
and by (37) we can also assume that
\[ \varphi_{0_h}(S) \leq \varphi_0(S) + \frac{\eta}{4}. \] (42)

**Case (i).** Let (32) be null STLC to \( S \). Then for each \( h \), there exists a control
\((1,0,\hat{\psi}_h)\in \mathcal{M}([0,\varepsilon], S^+_m(U) \times V)\) such that the solution \((\hat{\xi}_h, \hat{\phi}_h)\) of
\[
\begin{cases}
\hat{\xi}_h'(s) = f(\hat{\xi}_h(s), \hat{\phi}_h(s), \hat{\psi}_h(s)) \\
\hat{\phi}_h'(s) = 0 \\
(\hat{\xi}_h, \hat{\phi}_h)(0) = (\bar{x}_h, \bar{u}_h)
\end{cases}
\]
verifies \((\hat{\xi}_h(\varepsilon), \hat{\phi}_h(\varepsilon)) \in S\). Hence, setting \( \hat{S} := S + \varepsilon \), the control \((\hat{\varphi}_{0_h}, \hat{\phi}_h, \hat{\psi}_h)\) defined, for any \( s \in [0,\hat{S}] \), by
\[
((\hat{\varphi}_{0_h}, \hat{\phi}_h, \hat{\psi}_h)(s) :=
(((\varphi_{0_h}, \varphi_h, \psi)(s))_{[0,S]}(s) + ((\varphi_{0_h}(S) + (s - S), \bar{u}_h), \hat{\psi}_h(s - S))_{\mathcal{X}}[S,S](s),
\]
belongs to \( \Gamma(\bar{x}_0, K) \times \mathcal{M} \). Now, the associated solution \( \hat{\xi}_h := \xi[\bar{x}_0, \bar{x}_0, \hat{\varphi}_{0_h}, \hat{\phi}_h, \hat{\psi}_h] \) verifies \((\hat{\xi}_h(\hat{S}), \hat{\phi}_h(\hat{S})) \in S\) and by (42) and (35), we obtain that
\[
\hat{\varphi}_{0_h}(\hat{S}) = \varphi_{0_h}(S) + \varepsilon \leq \varphi_0(S) + \frac{\eta}{2} \leq T_{ac}(\bar{x}_0, \bar{x}_0, K) - \frac{\eta}{4}. \] (43)

**Case (ii).** Let (32) be STLC to \( S \) with non impulsive controls for some \( 0 < \alpha < 1 \) and let \( T(\bar{x}_0, \bar{x}_0, K') = T(\bar{x}_0, \bar{x}_0, K) \) for some \( 0 \leq K' < K \). Assume, as it is not restrictive, that
\[
\varepsilon \leq K - K' \] (44)
and, owing to (33), choose the \( \eta/4 \)-optimal control \(((\varphi_0, \varphi)_{[0,S]}(\varepsilon)) \in \Gamma(\bar{x}_0, K) \times \mathcal{M} \) and the associated solution \( \xi \) defined as above, verifying (all conditions (36)–(42) and) in addition,
\[
Var(\varphi) \leq K' < K,
\]
so that, by (37),
\[
Var(\varphi_h) = Var(\varphi) - \frac{1}{h + 1} \int_0^S |\varphi'(s)| \, ds \leq K' < K. \] (45)

By the assumptions, for each \( h \), there exists a control \((\bar{w}_{0_h}, \bar{w}_h, \bar{\psi}_h) \in \mathcal{M}([0,\varepsilon], S^+_m(U) \times V)\) with
\[
\bar{w}_{0_h} \geq 1 - \alpha > 0,
\]
whose associated solution \((\bar{\xi}_h, \bar{\phi}_h)\) of (32) with \((\bar{\xi}_h, \bar{\phi}_h)(0) = (\bar{x}_h, \bar{u}_h)\), verifies \((\bar{\xi}_h(\varepsilon), \bar{\phi}_h(\varepsilon)) \in S\). Moreover by (39)–(41) and Lemma 4.2, (iii), it follows that
\[
\bar{\phi}_h(s) \in D \quad \forall s \in [0,\varepsilon], \quad \int_0^\varepsilon |\bar{\psi}_h(s)| \, ds \leq K - K',
\]
so that, by (45), setting \( \hat{S} := S + \varepsilon \), the control \(((\hat{\varphi}_{0_h}, \hat{\phi}_h, \hat{\psi}_h)\) defined by
\[
((\hat{\varphi}_{0_h}, \hat{\phi}_h, \hat{\psi}_h)(s) := \left( \left( \varphi_{0_h}, \varphi_h, \psi \right)(s)_{[0,S]}(s) + \right. \left. \int_0^s \bar{w}_{0_h}(r - S) \, dr, \bar{\phi}_h(s - S), \bar{\psi}_h(s - S) \right)_{\mathcal{X}}[S,S](s) \quad \forall s \in [0,\hat{S}],
\]
belongs to \( \Gamma(\bar{x}_0, K) \times \mathcal{M} \). Now the associated solution \( \hat{\xi}_h := \xi[\bar{x}_0, \bar{x}_0, \hat{\varphi}_{0_h}, \hat{\phi}_h, \hat{\psi}_h] \) verifies \((\hat{\xi}_h(\hat{S}), \hat{\phi}_h(\hat{S})) \in S\) and by (39), (42) and (35), we have (43).
Notice that, in both cases (i) and (ii), for each \( h \), \( \varphi'_{0h}(s) > 0 \) for almost all \( s \in [0, \hat{S}] \). Hence by Proposition 1 it follows that \( (\xi_h, \hat{\varphi}_0, \hat{\varphi}_h) \) is the arc-length graph parametrization of a (admissible) regular trajectory-control pair \((x_h, u_h, v_h)\) for the original system (3), (4), with \((u_h, v_h) \in AC(\pi_0, K) \times M\) and exit-time \( t(\pi_0, \pi_0, u_h, v_h) \leq \hat{\varphi}_{0h}(\hat{S}) \). Thus (43) implies the contradiction

\[
T_{ac}(\pi_0, \pi_0, K) \leq t(\pi_0, \pi_0, u_h, v_h) \leq \hat{\varphi}_{0h}(\hat{S}) \leq T_{ac}(\pi_0, \pi_0, K) - \frac{\eta}{4},
\]

and the proof of the theorem is concluded. \( \square \)

There exists in the literature a variety of explicit controllability conditions which imply STLC with non impulsive controls or null STLC of (32) to \( S \) (see e.g. [20] and the references therein for some recent results and an overview on classical conditions). In the next corollary we consider just the simplest, first order conditions. Here \( N_S(x, u) \) denotes the limiting normal cone to \( S \) at \((x, u)\) (see the Notation).

**Proposition 2.** Assume (H0) and let \( S \subset \mathbb{R}^n \times D \).

(i) If \( \forall (x, u) \in \partial S \) one has

\[
\min_{v \in V} p \cdot (f(x, u, v)) < 0 \quad \forall p \in N_S(x, u) \cap \partial B_n(0, 1),
\]

then \( T_{ac} = T \).

(ii) If for every \( (x, u) \in \partial S \) one has

\[
\min_{(w_0, w) \in S_m^+(U) \times V} p \cdot (f(x, u, v)w_0 + \sum_{i=1}^m g_i(x, u)w_i) < 0 \quad \forall p \in N_S(x, u) \cap \partial B_n(0, 1),
\]

then \( T_{ac}(\pi_0, \pi_0, K) = T(\pi_0, \pi_0, K) \) for all \( (\pi_0, \pi_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+ \) such that (33) holds true for some \( K' \in [0, K] \).

**Proof.** Let us prove statement (ii). Since \( \partial S \) is compact, (48) yields that for some \( \eta > 0, \forall (x, u) \in \partial S \) and \( \forall p \in N_S(x, u) \cap \partial B_n(0, 1) \), one has

\[
\min_{(w_0, w) \in S_m^+(U) \times V} p \cdot (f(x, u, v)w_0 + \sum_{i=1}^m g_i(x, u)w_i) \leq -\eta.
\]

Indeed, if on the contrary there exist two sequences \((x_h, u_h) \subset \partial S \) and \((p_h) \subset N_S(x_h, u_h) \cap \partial B_n(0, 1)\) such that, for each \( h \),

\[
p_h \cdot (f(x_h, u_h, v)w_0 + \sum_{i=1}^m g_i(x_h, u_h)w_i) \geq -\frac{1}{h} \quad \forall (w_0, w) \in S_m^+(U) \times V,
\]

then there exist subsequences, not relabeled, verifying \( \lim_{h \to +\infty} (x_h, u_h) = (\bar{x}, \bar{u}) \) and \( \lim_{h \to +\infty} p_h = \bar{p} \), for some \((\bar{x}, \bar{u}) \in S, \bar{p} \in \partial B_n(0, 1)\). By [7, Prop. 4.2.6] we derive that the set-valued map \((x, u) \leadsto N_S(x, u)\) has a closed graph, so that \( \bar{p} \in N_S(\bar{x}, \bar{u}) \cap \partial B_n(0, 1) \). Hence taking the limit in (50) we would have a contradiction to (48).

Set

\[
M := \max\{|f(x, u, v)|, |g_1(x, u, v)|, \ldots, |g_m(x, u, v)| : (x, u, v) \in \partial S \times V\}.
\]

By a straightforward calculation (49) implies that, choosing \( \alpha \geq 1 - \left( \frac{\eta}{2M(m+1) \wedge 1} \right) \), one has

\[
\min_{(w_0, w) \in S_m^+(U) \times V} p \cdot (f(x, u, v)w_0 + \sum_{i=1}^m g_i(x, u)w_i) \leq -\frac{\eta}{2}.
\]
\( \forall (x, u) \in \partial S \) and \( \forall p \in N_S(x, u) \cap \partial B_u(0, 1) \). This is the well known Petrov’s condition for a general target, which by [9, Thm. 8.2.3] implies that (32) is STLC to \( S \) with non impulsive controls for \( \alpha \) as above. Now statement (ii) follows by Theorem 4.4, (ii).

We omit the proof of statement (i), since it is analogous and actually simpler. □

Remark 6. A condition similar to (i) of Proposition 2 has been already introduced in [33]. Incidentally, arguing as in [33], it is not difficult to prove that such condition, actually, the null STLC to \( S \), yields the continuity of \( T \) in \( \mathcal{R} \). Finer regularity properties of the origin as target can be found in [28].

STLC of (32) to \( S \) is far to be a necessary condition to have \( T_{ac} = T \). For instance, \( T_{ac} \) always coincides with \( T \) in the case of control systems without drift.

Proposition 3. Assume (H0) and \( f \equiv 0 \) in the control system (3). Then \( T_{ac} = T = 0 \) in \( \mathcal{R} \) and \( T_{ac} = T = +\infty \) otherwise.

Proof. This result is consequence of the more general fact that, when \( f \equiv 0 \), given \((\tau_0, \bar{u}_0, K)\), for any pair \(((\varphi_0, \varphi), (\psi, \psi)) \in \text{Lip}(\bar{u}_0, K) \times \mathcal{M}\), one has \( \xi(\tau_0, \bar{u}_0, \varphi_0, \varphi, \psi) = \xi(\tau_0, \bar{u}_0, \varphi_0, \varphi, \psi) \). Thus, if for any \(((\varphi_0, \varphi), (\psi, \psi)) \in \Gamma(\bar{u}_0, K) \times \mathcal{M}\) we set, for each \( h \geq 1 \), \( \varphi_0(h) := \frac{h}{s} \) for all \( s \geq 0 \), we obtain a (possibly not feasible) control \(((\varphi_0, \varphi), (\psi, \psi)) \) which, by Proposition 1, is a graph parametrization of a regular trajectory-control pair \((x_h, u_h, v_h)\) given by

\[
(x_h, u_h, v_h)(t) := (\xi, \varphi, \psi)(ht) \quad \forall t \geq 0.
\]

Now if \((\tau_0, \bar{u}_0, K) \in \mathcal{R} \) and \((\xi(S), \varphi(S)) \in \mathcal{S} \) for some \( S > 0 \), we get \((x_h, u_h)(s/h) \in \mathcal{S} \). Hence \( T_{ac}(\tau_0, \bar{u}_0, K) = T(\tau_0, \bar{u}_0, K) = 0 \). □

5. Boundary value problem. We assume for simplicity the convexity hypothesis (H1), implying that the minimum time function \( T \) is lower semicontinuous (in short, l.s.c.), and characterize \( T \) as unique l.s.c. solution of a HJB equation, verifying suitable boundary conditions. As usual, if (H1) does not hold all the results in this section remain true replacing \( T \) with the value function \( T^* \), obtained taking the infimum in (54) over relaxed trajectories, i.e. trajectories whose velocities evolve in the convex hull of the original velocity set (see e.g. [6, Subsect. 3.9]).

The purpose of the following example is to demonstrate that \( T \) (and hence \( V \) below) depends explicitly on \( K \). As a consequence, the dynamic programming principle and the associated HJ equation exhibit such a dependence too.

Example 5.1. Consider the unidimensional impulsive control system

\[
\dot{x} = xu - 1, \quad (x(0), u(0)) = (\tau_0, \bar{u}_0)
\]

with control set \( U := [-1, 1] \) and target \( \mathcal{S} = \{0\} \times [-1, 1] \). Let \((\tau_0, \bar{u}_0, K) \in [0, +\infty[ \times [-1, 1] \times \mathbb{R}_+\). One can easily derive that, setting \( \bar{S} := K \wedge (\bar{u}_0 + 1) \) and \( S := \bar{S} + \tau_0 e^{-\tau_0} \), the space-time trajectory-control pair

\[
\xi(s) = \tau_0 e^{-s} \chi_{[0, \bar{S}]}(s) + (\tau_0 e^{-\bar{S}} - (s - \bar{S})) \chi_{[\bar{S}, \bar{S}]}(s),
\]

\[
(\varphi_0, \varphi)(s) = (0, \bar{u}_0 - s) \chi_{[0, \bar{S}]}(s) + (s - \bar{S}, \bar{u}_0 - \bar{S}) \chi_{[\bar{S}, \bar{S}]}(s)
\]

is optimal and the impulsive minimum time function is defined by

\[
T(\tau_0, \bar{u}_0, K) = \begin{cases} 
\tau_0 e^{-K} & \text{if } 0 \leq K \leq \bar{u}_0 + 1, \\
\tau_0 e^{-(\bar{u}_0 + 1)} & \text{if } K > \bar{u}_0 + 1.
\end{cases}
\]
Along the optimal trajectory this function $T$ verifies the following Dynamic Programming Principle:

$$T(\pi_0, \bar{u}_0, K) = \varphi_0(s) + T(\xi(s), \varphi(s), k(s)) \quad \forall s \in [0, S],$$

where

$$k(s) := K - \int_0^s |\varphi'(r)| \, dr$$

represents the “variation remaining at $s$”. Indeed the dependence on the variable $k$ is crucial, since if we suppose that $T$ is constant along an optimal trajectory without taking into account the decrease of the variation, that is,

$$T(\pi_0, \bar{u}_0, K) = \varphi_0(s) + T(\xi(s), \varphi(s), K) \quad \forall s \in [0, S],$$

we get a contradiction. For instance, at any $(\pi_0, \bar{u}_0, K)$ with $\pi_0 > -1$ and $0 < K < (\pi_0 + 1)/2$, choosing $s = \hat{S} = K$, by (51) we would have

$$\pi_0 e^{-K} = T(\pi_0, \bar{u}_0, K) = \varphi_0(K) + T(\xi(K), \varphi(K), K) = T(\pi_0 e^{-K}, \bar{u}_0 - K, K) = \pi_0 e^{-2K}. $$

### 5.1. Boundary value problem and uniqueness.

Let us define the following Kruzkov-type transform of $T$,

$$V(\pi_0, \bar{u}_0, K) := 1 - e^{-T(\pi_0, \bar{u}_0, K)} \quad \forall (\pi_0, \bar{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+, $$

and the associated Hamiltonian

$$H(x, u, V, p_x, p_u, p_k) := \sup_{(w_0, w, v) \in S_m^+(U) \times V} \left\{ w_0 V - w_0 + p_x \cdot (f(x, u, v) w_0 + \sum_{i=1}^n g_i(x, u, v) w_i) - p_u \cdot w + p_k |w| \right\}. $$

Notice that the minimization in the definition of $H$ is taken for $(w_0, w)$ in the subset

$$S_m^+(U) = \{(w_0, w) \in \mathbb{R}_+ \times vec(U) : w_0 + |w| = 1\}. $$

This fact will play a crucial role in the proofs.

In the sequel we characterize the map $V$ instead of the minimum time function $T$, since $V$ is a (l.s.c.) bounded map satisfying the boundary value problem (53) below on the whole space $\mathbb{R}^n \times U \times \mathbb{R}_+, $ while $T$ is unbounded and defined just on the (unknown) set $\mathcal{R}$ (see (21)). Clearly, when $V$ is known, one derives both $T$ and $\mathcal{R}$ by

\[
\begin{aligned}
  T(\pi_0, \bar{u}_0, K) &= -\left[ \log(1 - V(\pi_0, \bar{u}_0, K)) \right], \\
  \mathcal{R} &= \{(\pi_0, \bar{u}_0, K) : V(\pi_0, \bar{u}_0, K) < 1 \}.
\end{aligned}
\]

Let us introduce a “transversality condition” on the target set $\mathcal{S}$, involving the relative interior $D$ of $U$:

**H2** For any $(\bar{x}, \bar{u}) \in \mathcal{S}$ and $\varepsilon > 0$, $\mathcal{S} \cap B_{n+m}((\bar{x}, \bar{u}), \varepsilon) \cap (\mathbb{R}^n \times D) \neq \emptyset$.

For instance, $\mathcal{S} \subset \mathbb{R}^n \times D$ and $\mathcal{S} = \hat{S} \times U$ for some closed set $\hat{S} \subset \mathbb{R}^n$ satisfy (H2). In particular, hypothesis (H2) guarantees that, if $(\bar{x}, \bar{u}) \in \mathcal{S}$, then either $\bar{u} \in D$ or $\bar{u} \in U \setminus D$ and there is $(x_h, u_h) \subset \mathcal{S}$ converging to $(\bar{x}, \bar{u})$, with $u_h \in D$ for all $h$.

The main results of this section are Theorems 5.1, 5.2 below, which allow us to characterize $V$. Their proofs are postponed to Subsection 5.2.
Therefore, if we define the set of
and the state and end-point constraints

verifying the initial condition

5.2. Proofs of Theorems 5.1 and 5.2. For any \((\xi_0, \varphi_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+\), we preliminarily introduce an equivalent formulation of the minimum time problem, as a free-time Mayer problem with bounded controls and subject to state and endpoint constraints:

\[
\inf_{S > 0, \ (w_0, w, \psi) \in \mathcal{M}([0, S], S_m^+(U) \times V)} \varphi_0(S),
\]

with \((\xi, \varphi_0, \varphi, k)\) solution of

\[
\begin{align*}
\xi'(s) &= f(\xi(s), \varphi(s), \psi(s))w_0(s) + \sum_{i=1}^{m} g_i(\xi(s), \varphi(s), \psi(s))w_i(s) \\
\varphi_0'(s) &= w_0(s) \\
\varphi'(s) &= w(s) \\
k'(s) &= -|w(s)|,
\end{align*}
\]

and verifying the initial condition

\[
(\xi, \varphi_0, \varphi, k)(0) = (\xi_0, 0, \varphi_0, K)
\]

and the state and end-point constraints

\[
k(s) \geq 0, \quad \varphi(s) \in U \quad \text{for} \ s \in [0, S], \ (\xi(S), \varphi(S)) \in \mathcal{S}.
\]

Therefore, if we define the set of admissible controls

\[
\Lambda(\xi_0, \varphi_0, K) := \{(S, w_0, w, \psi) : S > 0, \ (w_0, w, \psi) \in \mathcal{M}([0, S], S_m^+(U) \times V), \ s.t. \ (\xi, \varphi_0, \varphi, k) \text{ solution to } (55), (56) \text{ satisfies (57)}\},
\]

in the viscosity sense.

Remark 7. As shown in [27, Thm. 4.2], the minimization in the definition of \(H\) could be taken over the subset of \((w_0, w, v) \in S_m^+(U) \times V\) where either \(w_0 = 0\) or \(w = 0\). Hence in Theorem 5.1 we could replace \(H\) with

\[
\max \{\mathcal{H}_1(x, u, V, p_x), \mathcal{H}_2(x, u, p_x, p_u)\},
\]

where

\[
\mathcal{H}_1(x, u, V, p_x) := \mathcal{V} + \sup_{w \in V} \{-1 - p_x \cdot f(x, u, v)\},
\]

\[
\mathcal{H}_2(x, u, p_x, p_u, p_k) := \sup_{w \in V, |w| = 1} \{-p_x \cdot \sum_{i=1}^{m} g_i(x, u, v)w_i - p_u \cdot w + p_k\}.
\]

In this way, we obtain a quasi-variational inequality.

Theorem 5.2 (Uniqueness). Assume \((H0), (H1), (H2)\). Then \(V\) is the unique bounded, l.s.c. viscosity solution to (53).
we get

\[ T(\pi_0, \alpha_0, K) = \inf_{(w_0, w, \psi) \in \Lambda(\pi_0, \alpha_0, K)} \varphi_0(S). \]

We need the following preliminary result.

**Lemma 5.3.** Let \( U \subset \mathbb{R}^n \) be a closed, convex set, which is not a singleton. Let \( D \) denote its relative interior and set \( M := U \setminus D \). Then \( M \) is closed and nonempty and for any \( \tilde{u} \in M \) there exists \( w \in \text{vec}(U) \) such that \( w \notin P^M_U(\tilde{u}) \) and \( |w| = 1 \). Moreover, for any compact set \( Q \) there exists some \( \varepsilon > 0 \) such that

\[
\forall u \in U \cap B_m(M, \varepsilon) \cap Q \quad \exists w_u \in \text{vec}(U), \ |w_u| = 1, \ \text{verifying} \\
\bigl( \tilde{u} + [0, \varepsilon] B_m(-w_u, \varepsilon) \bigr) \cap U \cap Q \subset D \ \forall \tilde{u} \in U \cap B_m(u, \varepsilon) \cap Q.
\] (59)

**Proof.** Let \( \tilde{u} \in M \). By Lemma 4.2, \( D \) is nonempty. In the sequel, for any \( u \in U \), \( \text{Int}(T_U(u)) \) denotes the relative interior (w.r.t. \( \text{vec}(U) \)) of the tangent set \( T_U(u) \). By [4, Prop. 4.2.3] we derive that \( \text{Int}(T_U(u)) = \cup_{h>0} \frac{D-u}{h} \) and the set-valued map \( U \ni u \mapsto \text{Int}(T_U(u)) \) has open graph.

Since \( U \) is not a singleton, there exists \( \hat{u} \in D \), \( \hat{u} \neq \tilde{u} \), such that \([\hat{u}, \tilde{u}] \subset D \). Moreover, if we set

\[
h := |\hat{u} - \tilde{u}|, \quad \hat{w} := \frac{\hat{u} - \tilde{u}}{h} \neq 0,
\]

\( \hat{w} \) belongs to \( \text{Int}(T_U(\tilde{u})) \). We claim that \( w := -\hat{w} \) is the requested vector in \( \text{vec}(U) \) satisfying \( w \notin P^M_U(\tilde{u}) \). Indeed, if we suppose, on the contrary, that \( w \in P^M_U(\tilde{u}) \), there are \( h_n \to 0^+ \), \( w_n \to w \ (w_n \neq 0) \), \( u_n \to \tilde{u} \ (u_n \in M) \) such

\[
u_n + h_n w_n \in U.
\] (60)

Notice that (60) yields that \( w_n \in \text{vec}(U) \) for each \( n \). Since \( -w = \hat{w} \in \text{Int}(T_U(\tilde{u})) \), by (iv) above it follows that \( -w_n \in \text{Int}(T_U(u_n)) \) for \( n \) large enough, so that, for some \( h_n > 0 \), one has

\[
u_n - \hat{h}_n w_n \in D.
\] (61)

At this point, the segment \([u_n + h_n w_n, u_n - \hat{h}_n w_n]\) should be entirely contained in the convex set \( U \). But this is not possible, since (61) implies that the open segment \([u_n + h_n w_n, u_n - \hat{h}_n w_n]\) lays in \( D \), while \( u_n \in M \). This proves that \( w \notin P^M_U(\tilde{u}) \).

As shown in [13, Prop. 3], it follows that for every \( u \in M \) there exist \( w_u \in \text{vec}(U) \), \( |w_u| = 1 \) and \( \varepsilon_u > 0 \) such that

\[
\bigl( \tilde{u} + [0, \varepsilon_u] B_m(-w_u, \varepsilon_u) \bigr) \cap U \subset D \ \forall \tilde{u} \in U \cap B_m(u, \varepsilon_u).
\]

Then, since the set \( U \cap Q \) is compact, there exists some \( \varepsilon \in [0,1[ \) such that (59) holds.

**Proof of Theorem 5.1.** Thanks to the formulation (54) of the minimum time problem, the proof that \( V \) verifies the first supersolution condition in (5.1) derives in a standard way from the following Dynamic Programming Principle:

\[
\text{(DPP) for any } (\pi_0, \alpha_0, K) \in ((\mathbb{R}^n \times U) \setminus \mathcal{S}) \times \mathbb{R}_+ \text{ and } s > 0, \text{ one has} \\
V(\pi_0, \alpha_0, K) = \\
\inf_{(S, w_0, w, \psi) \in \Lambda(\pi_0, \alpha_0, K)} \left\{ \int_0^s e^{-\varphi_0(r)} w_0(r) \, dr + e^{-\varphi_0(s)} V(\xi(s), \varphi(s), k(s)) |_{[0,S]}(s) \right\}.
\]
Moreover, since the boundary datum \( h(x, u, k) = 0 \) verifies the so-called “compatibility condition”:

\[-H(x, u, h, h_x, h_u, h_k) = 0 \quad \text{in} \quad \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R},\]

the value function \( V \) satisfies the following Backward Dynamic Programming Principle:

\((\text{BDPP})\) for any \((\bar{x}_0, \bar{u}_0, K) \in \mathbb{R}^n \times D \times ]0, +\infty[\) if \( s \in ]-\infty, 0[\), and for every \((u_0, w, \psi)\) in \( \mathcal{M}(]-\infty, 0[, S^+_m(U) \times V)\), one has\(^7\)

\[
V(\bar{x}_0, \bar{u}_0, K) \geq e^{-\omega(s)}V(\xi(s), \varphi(s), k(s)) - \int_s^0 e^{-\omega(r)}w_0(r)\,dr.
\]

At this point, the choice of the minimization set in the definition of the Hamiltonian implies that the epigraph of \( V \) over \( \mathbb{R}^n \times D \times ]0, +\infty[\) is a backward invariance domain for the control system \(^8\)

\[
\begin{align*}
\xi'(s) &= f(\xi(s), \varphi(s), \psi(s))u_0(s) + \sum_{i=1}^m g_i(\xi(s), \varphi(s), \psi(s))w_i(s) \\
\varphi'(s) &= w(s) \\
k'(s) &= |w(s)|, \\
r'(s) &= w_0(s) r(s) - w_0(s)
\end{align*}
\]

with \((u_0, w, v) \in S^+_m(U) \times V\), arguing as in [13, Prop. 6]. Hence we can derive that \( V \) verifies the second supersolution condition in (53) by [13, Thm. 11].

The third relation in (53) is trivially satisfied. The last statement of the theorem is equivalent to show that, for every \((\bar{x}_0, \bar{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+,\) there exists a sequence \((\bar{x}_{0h}, \bar{u}_{0h}, K_h) \subset \mathbb{R}^n \times D \times ]0, +\infty[\) such that \(\lim_h (\bar{x}_{0h}, \bar{u}_{0h}, K_h) = (\bar{x}_0, \bar{u}_0, K)\) and

\[
\lim_{h \to +\infty} V(\bar{x}_{0h}, \bar{u}_{0h}, K_h) = V(\bar{x}_0, \bar{u}_0, K). \tag{63}
\]

If \((\bar{x}_0, \bar{u}_0, K) \notin \mathcal{R}\), then \(V(\bar{x}_0, \bar{u}_0, K) = 1\) and since \( V \) is l.s.c., this guarantees that \( V = 1 \) in some neighborhood of \((\bar{x}_0, \bar{u}_0, K)\) in \( \mathbb{R}^n \times U \times \mathbb{R}_+\), so that (63) is clearly true.

Let \((\bar{x}_0, \bar{u}_0, K) \in \mathcal{R} \setminus (S \times \mathbb{R}_+)\). Since the epigraph of \( V \) over \( \mathbb{R}^n \times D \times ]0, +\infty[\) is a backward invariance domain for (62) and \( V \) is l.s.c., it is enough to consider either \( \bar{u}_0 \in M \) or \( K = 0 \). If \( \bar{u}_0 \in M \) and \( K = 0 \), the result follows from the monotonicity of \( k \to V(\cdot, \cdot, k)\). If \( \bar{u}_0 \in M, \) by Lemma 5.3 easily derive that there exist \( \bar{w} \in \text{vec}(U), \bar{w} \notin P^M_U(\bar{u}_0), |\bar{w}| = 1 \) and \( \varepsilon > 0 \) such that the function \( \varphi \) solution to \( \varphi'(s) = \bar{w}, \varphi(0) = \bar{u}_0 \), belongs to \( D \) for all \( s \in [-\varepsilon, 0]\). At this point, for \((\bar{w}_0, \bar{w}, \bar{v})\) with \( \bar{w}_0 = 0 \) and \( \bar{v} \in V \) arbitrary, let us define the space-time trajectory-control pair \((\xi, \varphi_0, \varphi, k)\), verifying, for almost all \( s \in [-\varepsilon, 0]\),

\[
\begin{align*}
\xi'(s) &= \sum_{i=1}^m g_i(\xi(s), \varphi(s), \bar{v})\bar{w}_i \\
\varphi_0'(s) &= 0 \\
\varphi'(s) &= \bar{w} \\
k'(s) &= -1 \\
(\xi, \varphi_0, \varphi, k)(0) &= (\bar{x}_0, 0, \bar{u}_0, K).
\end{align*}
\]

\(^7\)Here we consider solutions to (55) also for \( s < 0\).

\(^8\)In system (62) we consider also the variable \( \varphi_0 \) to be consistent with the control system (55), even though the function \( V \) does not depend on \( \varphi_0 \), since the original problem is time-invariant.
Let \((s_h)\) be a sequence converging to 0, with \(\varepsilon < s_h < 0\) and introduce for any \(h\) the translation \((\tilde{\xi}_h, \varphi_0, \varphi, k_h)(s) := (\xi, \varphi_0, \varphi, k)(s + s_h)\). If we set \((\tilde{x}_{0h}, \tilde{u}_{0h}, K_h) := (\tilde{\xi}_h(0), \varphi_0(0), K - s_h)\), we have \(\lim_{h \to +\infty} (\tilde{x}_{0h}, \tilde{u}_{0h}, K_h) = (\bar{x}_0, \bar{u}_0, K)\), \(\bar{u}_0 \in D\), \(K_h > 0\) and by the Dynamic Programming Principle we obtain that

\[
V(\tilde{x}_{0h}, \tilde{u}_{0h}, K_h) \leq \int_0^{s_h} e^{-\varphi_0(r)} \bar{u}_0(r) \, dr + e^{-\varphi_0(-s_h)} V(\bar{x}_0, \bar{u}_0, K) = V(\bar{x}_0, \bar{u}_0, K).
\]

Hence we can conclude that (63) holds, owing to the lower semicontinuity of \(V\).

Let \((\bar{x}_0, \bar{u}_0, K) \in S \times \mathbb{R}_+\). In this case \(V(\bar{x}_0, \bar{u}_0, K) = 0\) by definition and the existence of a sequence as in (63), actually, with \(V(\bar{x}_{0h}, \bar{u}_{0h}, K_h) = 0\) for all \(h\), is ensured by hypothesis (H2).

In order to characterize \(V\) as unique solution to (53), for any \((\bar{x}_0, \bar{u}_0, K) \in \mathbb{R}^n \times D \times \mathbb{R}_+, \infty\) by definition, let us introduce the following subset of admissible controls

\[
\Lambda(\bar{x}_0, \bar{u}_0, K) := \{ (S, w_0, w, \psi) \in \Lambda(\bar{x}_0, \bar{u}_0, K) : (\xi, \varphi_0, \varphi, k) \text{ solution to (55), (56) verifies } (\varphi(s), k(s)) \in D \times \mathbb{R}_+, \infty \forall s \in [0, S], \}
\]

and define

\[
T(\bar{x}_0, \bar{u}_0, K) := \inf_{(S, w_0, w, \psi) \in \Lambda(\bar{x}_0, \bar{u}_0, K)} \varphi_0(S)
\]
and

\[
V(\bar{x}_0, \bar{u}_0, K) := 1 - e^{-T(\bar{x}_0, \bar{u}_0, K)}.
\]

Let \(V_0\) denote the l.s.c. envelope of \(V\), namely,

\[
V_0(\bar{x}_0, \bar{u}_0, K) := \liminf_{(y, \nu, \kappa) \to (\bar{x}_0, \bar{u}_0, K), \nu \in D, \kappa > 0} V_0(y, \nu, \kappa) \forall (\bar{x}_0, \bar{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+.
\]

The proof of Theorem 5.2 is based on the following proposition, which gives an approximation of admissible trajectories \((\xi, \varphi_0, \varphi, k)(\cdot)\) with possibly \(\varphi(s) \in M\) or \(k(s) = 0\) for some \(s\), by means of internal admissible trajectories, that is, admissible trajectories satisfying \((\varphi, k)(s) \in D \times \mathbb{R}_+, \infty\) for all \(s\).

**Proposition 4.** Assume (H0), (H2). Given \((\bar{x}_0, \bar{u}_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+, \infty\) by definition, assume that \((S, w_0, w, \psi) \in \Lambda(\bar{x}_0, \bar{u}_0, K)\) and let \((\xi, \varphi_0, \varphi, k)\) be the associated solution to (55), (56). Then there exists a sequence \((\tilde{x}_{0h}, \tilde{u}_{0h}, K_h) \subset \mathbb{R}^n \times D \times \mathbb{R}_+, \infty\) verifying

(i) \(\lim_{h \to +\infty} (\tilde{x}_{0h}, \tilde{u}_{0h}, K_h) = (\bar{x}_0, \bar{u}_0, K)\);

(ii) for each \(h\), there is some \((S, w_{0h}, w_h, \psi) \in \Lambda(\tilde{x}_{0h}, \tilde{u}_{0h}, K_h)\) such that the associated solution \((\xi_h, \varphi_{0h}, \varphi_h, k_h)(\cdot)\) of (55) satisfying \((\xi_h, \varphi_{0h}, \varphi_h, k_h)(0) = (\tilde{x}_{0h}, 0, \tilde{u}_{0h}, K_h))\) verifies

\[
\lim_{h \to +\infty} \left[ \sup_{s \in [0, S]} |(\xi_h, \varphi_{0h}, \varphi_h, k_h)(s) - (\tilde{\xi}_h, \varphi_0, \varphi, k)(s)| \right] = 0.
\]

We postpone the proof of Proposition 4 at the end of this section.

As a consequence, we have:

**Corollary 2.** Assume (H0), (H1), (H2). Then \(V = V_0\).

**Proof.** The relations \(V \leq V_0\) everywhere and \(V = V_0 \equiv 1\) outside \(\mathcal{R}\), are trivially satisfied. If \((\bar{x}_0, \bar{u}_0, K) \in S \times \mathbb{R}_+, \infty\) by definition, we have \(V(\bar{x}_0, \bar{u}_0, K) = V_0(\bar{x}_0, \bar{u}_0, K) = 0\), since
by (H2) there exists a sequence \((\bar{x}_h, \bar{u}_h) \subset S\) such that \(\bar{u}_h \in D\) for each \(h\) and 
\[
\lim_{h \to +\infty} (\bar{x}_h, \bar{u}_h) = (\bar{x}_0, \bar{u}_0).
\]
Therefore for any \(K\) one has \(V^0(\bar{x}_h, \bar{u}_h, K) = 0\) and 
\[
V^0(\bar{x}_0, \bar{u}_0, K) \leq \liminf_{h \to +\infty} V^0(\bar{x}_h, \bar{u}_h, K) = 0.
\]

If \((\bar{x}_0, \bar{u}_0, K) \in \mathcal{R} \setminus (S \times \mathbb{R}_+),\) by Theorem 3.1, there exists an optimal space-time control \((\xi_0, \varphi_0, \psi) \in \Gamma(\bar{u}_0, K) \times \mathcal{M}\). Hence the input \((S, w_0, w, \psi) := (S(\xi_0, \varphi_0), (\varphi_0, \varphi), \varphi', \psi') \in \Lambda(\bar{x}_0, \bar{u}_0, K)\) and the associated solution \((S, \xi, \varphi_0, \varphi, k)\) to (55), verify 
\[
T(\bar{x}_0, \bar{u}_0, K) = \varphi_0(S) \quad \implies \quad V(\bar{x}_0, \bar{u}_0, K) = 1 - e^{-\varphi_0(S)}.
\]
Now Proposition 4 implies that there is a sequence \((\bar{x}_{0h}, \bar{u}_{0h}, K_h) \subset \mathbb{R}^n \times D \times \mathbb{R}_+,\) converging to \((\bar{x}_0, \bar{u}_0, K)\) and some admissible controls \((S, w_{0h}, w_h, \psi) \in \Lambda^0(\bar{x}_{0h}, \bar{u}_{0h}, K_h),\) such that the associated solutions \((\xi_h, \varphi_{0h}, \varphi_h, k_h)\) to (55) satisfying \((\xi_h, \varphi_{0h}, \varphi_h, k_h)(0) = (\bar{x}_{0h}, \bar{u}_{0h}, K_h)\), verify, in particular, 
\[
\lim_{h \to +\infty} \varphi_{0h}(S) = \varphi_0(S).
\]
Hence 
\[
V^0(\bar{x}_0, \bar{u}_0, K) \leq \liminf_{h \to +\infty} V^0(\bar{x}_{0h}, \bar{u}_{0h}, K_h) \leq \lim_{h \to +\infty} (1 - e^{-\varphi_{0h}(S)}) = 1 - e^{-\varphi_0(S)} = V(\bar{x}_0, \bar{u}_0, K).
\]
This concludes the proof of the equality \(V = V^0\). \(\square\)

**Proof of Theorem 5.2.** We split the proof in two parts: first we show that any bounded, l.s.c. viscosity solution \(W\) of (53) verifies \(W \geq V\). Then we prove the inequality \(W \leq V^0\), which, owing to Corollary 2, implies that \(W \leq V\).

**Step 1.** Let 
\[
W : \mathbb{R}^n \times U \times \mathbb{R}_+ \to \mathbb{R}
\]
be a bounded, l.s.c. function satisfying 
\[
\begin{align*}
H(x, u, W, W_x, W_u, W_k) &\geq 0 & \text{in} & \quad ((\mathbb{R}^n \times U) \setminus S) \times \mathbb{R}_+, \\
W(x, u, k) &\geq 0 & \text{in} & \quad S \times \mathbb{R}_+
\end{align*}
\]
in the viscosity sense. The inequality \(W \geq V\) on \(\mathbb{R}^n \times U \times \mathbb{R}_+\) follows straightforwardly from [37, Thm. 4.5, (i)]. This shows that the value function \(V\) is the minimal bounded, l.s.c. viscosity supersolution of (65).

**Step 2.** Let 
\[
W : \mathbb{R}^n \times U \times \mathbb{R}_+ \to \mathbb{R}
\]
be a bounded, l.s.c. function satisfying 
\[
\begin{align*}
-H(x, u, W, W_x, W_u, W_k) &\leq 0 & \text{in} & \quad \mathbb{R}^n \times D \times [0, +\infty[ \\
W(x, u, k) &\leq 0 & \text{in} & \quad S \times \mathbb{R}_+, \\
W(x, u, k) &\geq \liminf_{(y, \nu, \varepsilon) \to (x, u, k), \nu \in D, \varepsilon > 0} W(y, \nu, \varepsilon) & \forall (x, u, k) \in \mathbb{R}^n \times U \times \mathbb{R}_+
\end{align*}
\]
in the viscosity sense. To prove the inequality \(W \leq V^0\) in \(\mathbb{R}^n \times U \times \mathbb{R}_+\), by the lower semicontinuity of \(W\) and the last condition in (66) (verified by both \(W\) and \(V^0\)), it suffices to show that 
\[
W \leq V^0 \quad \text{in} \quad \mathbb{R}^n \times D \times [0, +\infty[.
\]
By [13, Thm. 11] we can derive that 
\[
Epi(W) := \{(x, u, k, r) : (x, u, k) \in \mathbb{R}^n \times D \times [0, +\infty[, \ r \geq W(x, u, k)\}
\]
is a backward invariance domain for the control system (62). Let \((\pi_0, \pi_0, K) \in \mathbb{R}^n \times D \times [0, +\infty[\) and consider any control \((w_0, w, \psi) \in \mathcal{M}(\mathbb{R}_+, S_m^+(U) \times V)\) such that the associated solution \((\xi, \varphi, k, r)\) to (62) verifying \((\xi, \varphi, k)(0) = (\pi_0, \pi_0, K)\) and

\[
r(S) = W(\xi(S), \varphi(S), k(S)) \quad \text{for an arbitrary} \quad S > 0
\]

satisfies \((\varphi(s), k(s)) \in D \times [0, +\infty[\) for all \(s \geq 0\). Thus, setting \(\varphi_0(s) := \int_0^s w_0(r) \, dr\) for any \(s \geq 0\), we get

\[
r(0) = 1 - e^{-\varphi_0(S)} + e^{-\varphi_0(S)} W(\xi(S), \varphi(S), k(S)) \geq W(\pi_0, \pi_0, K)
\]

(67)

Now, if \((\pi_0, \pi_0, K) \in \mathcal{R}^0 := \{(x, u, k) : T^0(x, u, k) < +\infty\}\), for any \((S, w_0, w, \psi) \in \Lambda(\pi_0, \pi_0, K) \neq \emptyset\), one has

\[
r(S) = W(\xi(S), \varphi(S), k(S)) = 0
\]

and by (67) this implies that

\[
W(\pi_0, \pi_0, K) \leq 1 - e^{-\varphi_0(S)}.
\]

By the definition of \(V^0\), this yields that \(W \leq V^0\) in \(\mathcal{R}^0\). If \((\pi_0, \pi_0, K) \notin \mathcal{R}^0\), by the arbitrariness of \(S > 0\) and by (11), saying that \(\lim_{s \to +\infty} \varphi_0(s) = +\infty\), (67) implies that

\[
W(\pi_0, \pi_0, K) \leq 1 - V^0(\pi_0, \pi_0, K).
\]

By Step 1 and Step 2 the proof of the uniqueness result is concluded.

Incidentally, the inequality \(W \leq V^0\) proved in Step 1 above could have been alternatively obtained adapting the arguments of [13, Prop. 7]. Moreover, when the set \(U\) has nonempty interior, we could derive the inequality \(W \leq V^0\) in Step 2, by [37, Thm. 4.5, (iii)].

**Proof of Proposition 4.** Let \((\pi_0, \pi_0, K) \in \mathbb{R}^n \times U \times \mathbb{R}_+\) verify \(\Lambda(\pi_0, \pi_0, K) \neq \emptyset\), fix \((S, w_0, w, \psi) \in \Lambda(\pi_0, \pi_0, K)\) and let \((\xi, \varphi_0, \varphi, k)\) be the associated solution to (55), (56). We note at the outset that, by standard estimates, there exists some \(\tilde{M} > 0\) such that any solution \((\hat{\xi}, \hat{\varphi_0}, \hat{\varphi}, \hat{k})\) to (55) in \([0, S]\) associated to a control in \(\mathcal{M}([0, S], S_m^+(U) \times V)\) and with \((\xi, \varphi_0, \varphi, k)(S) \in B_{\tilde{M}+1}((\xi, \varphi_0, \varphi, k)(0), 1)\), verifies

\[
\sup_{s \in [0, S]} |(\hat{\xi}, \hat{\varphi_0}, \hat{\varphi}, \hat{k})(s)| \leq \tilde{M}.
\]

Choosing \(Q := B_{\tilde{M}}(0, \tilde{M})\), by Lemma 5.3, we derive that (59) holds for some \(\varepsilon \in [0, 1]\). So, if \(\hat{u} \in U \cap \tilde{Q}\) and \(0 < r < \varepsilon\),

\[
|\hat{u} - (\hat{u} - rw_0)| < r\varepsilon \quad \implies \quad \hat{u} \in D.
\]

(68)

Since \((S, w_0, w, \psi)\) is admissible, one has

\[
(\bar{x}, \bar{u}) := (\xi(S), \varphi(S)) \in \mathcal{S}
\]

and by hypothesis (H2) there exists a sequence

\[
(\bar{x}_h, \bar{u}_h) \subset \mathcal{S}, \quad \bar{u}_h \in D \quad \text{for each} \quad h, \quad \lim_{h \to +\infty} (\bar{x}_h, \bar{u}_h) = (\bar{x}, \bar{u}).
\]

Let us choose \(\Delta \sigma > 0\) and an integer \(N\) such that

\[
\Delta \sigma < \frac{\varepsilon}{4}, \quad N\Delta \sigma > S
\]

(69)

Set

\[
C_2 := \frac{4}{\varepsilon}, \quad C_1 := (1 + 2C_2)^{N+2} (> 1), \quad d := \frac{\varepsilon^2}{8}
\]

(70)
Without loss of generality, let us assume that, for each \( h \),
\[
|\bar{u}_h - \bar{u}| < \frac{d}{C_1} \wedge \frac{\Delta \sigma}{C_2}.
\] (71)

**Step 1.** Let us begin constructing an approximation of \( \varphi \) laying in \( D \) through a recursive procedure. The proof of this step is an akin adaptation of the proof of [13, Prop. 9]. For each \( h \in \mathbb{N} \), we are going to define a control \( w_h : [0, S] \to vec(U) \cap \overline{B_m}(0, 1) \) and a corresponding solution \( \varphi_h : [0, S] \to D \), which satisfy:

\[
\varphi_h(s) = \bar{u}_h, \quad \varphi_h(s) \in D \ \forall s \in [0, S];
\]
\[
|\varphi_h(s) - \varphi(s)| \leq C_1 |\bar{u}_h - \bar{u}| \ \forall s \in [0, S];
\]
\[
[0, S] \text{ is divided in subintervals } [s_{i+1}^h, s_i^h], \ i = 0, \ldots, n_h \leq N. \text{ Moreover,}
\]
\[
w_h(s) = w(s + \varepsilon_i^h) \ \forall s \in [s_{i+1}^h, s_i^h - \varepsilon_i^h], \ i = 0, \ldots, n_h - 1,
\]
where \( \varepsilon_i^h = C_2 |\varphi_h(s_i^h) - \varphi(s_i^h)|. \)

Here, we mean that, determined \( w_h, \varphi_h \) on the interval \([s_i^h, s_{i+1}^h]\), we choose a \( s_{i+1}^h \leq (s_i^h - \Delta \sigma) \vee 0 \) as illustrated below and extend \( w_h, \varphi_h \) to \([s_i^h, s_{i+1}^h]\). The construction is based on the assumption that, at any step, the final condition \( s' := s_i^h, u' := \varphi_h(s_i^h) \), satisfies
\[
u' \in D, \ |\varphi(s') - u'| < d, \ u' \in B_m(M, \varepsilon) \cap Q.
\] (73)

At the end of Step 1 we will show that (73) holds true.

Set \( \varepsilon' := C_2 |\varphi(s') - u'| \) and define the control \( \hat{w} : [0, s'] \to vec(U) \cap \overline{B_m}(0, 1) \) by
\[
\hat{w}(s) := \begin{cases} w' & s \in [s' - \varepsilon', s'], \\ w(s + \varepsilon') & s \in [0, s' - \varepsilon'], \end{cases}
\]
where \( w' := w_{u'} \) verifies (59). Then the solution \( \hat{\varphi} \) of
\[
\begin{cases} \hat{\varphi}'(s) = \hat{w}(s) & s \in [0, s'], \\ \hat{\varphi}(s') = u', \end{cases}
\] (74)
satisfies \( \hat{\varphi}(s) \in D \) for all \( s \in [s' - \Delta \sigma, s'] \). Indeed,
\[
\hat{\varphi}(s) = \begin{cases} u' - (s' - s) w' & s \in [s' - \varepsilon', s'], \\ u' - \varepsilon' w' - \varphi(s') + \varphi(s + \varepsilon') & s \in [s' - \Delta \sigma, s' - \varepsilon'][s'] \end{cases}
\] (75)
and by (69), (71) together with (59), it follows that \( \hat{\varphi}(s) \in D \) for all \( s \in [s' - \varepsilon', s'] \). Moreover, observing that
\[
\varepsilon' < C_2 d = \frac{4 \varepsilon^2}{\varepsilon} = \frac{\varepsilon}{2} < \varepsilon, \quad \Delta \sigma + d < \frac{\varepsilon^2}{4} + \frac{\varepsilon^2}{8} < \varepsilon,
\]
for any \( s \in [s' - \Delta \sigma, s' - \varepsilon'][s'] \), one has
\[
|\hat{\varphi}(s) - (\varphi(s + \varepsilon') - \varphi'(s'))| = |u' - \varphi(s')| = \frac{\varepsilon'}{C_2} = \frac{\varepsilon'}{4} < \varepsilon', \varepsilon,
\]
\[
|\varphi(s + \varepsilon') - u'| < |\varphi(s + \varepsilon') - \varphi(s')| + |\varphi(s') - u'| < \Delta \sigma + d < \varepsilon,
\]
and by (68) one derives that \( \varphi(s) \in D \), as long as \( \varphi(s) \in U \). Let us show that this is actually true for all \( s \in [s' - \Delta \sigma, s' - \varepsilon'] \). Indeed, let
\[
\hat{s} := \inf\{ s \in [0, s'] : \hat{\varphi}(s) \in D \}.
\]

Then \( \hat{\varphi}(\hat{s}) \in U \) and, if we assume that \( \hat{s} > s' - \Delta \sigma \), this implies that \( \hat{\varphi}(\hat{s}) \in U \). Therefore, by the invariance theorem we have that there is \( \delta > 0 \) such that \( \hat{\varphi}(s) \in D \) for \( s \in [\hat{s} - \delta, \hat{s}] \), in contradiction with the definition of \( \hat{s} \). Thus \( \hat{s} \leq s' - \Delta \sigma \).
Moreover, $\tilde{\varphi}(\tilde{s}) \in M$ if $\tilde{s} > 0$, again by the invariance theorem. So, one can choose $s'' \in [0, s')$ such that
\[
s'' \leq s' - \Delta \sigma, \quad \tilde{\varphi}(s) \in D \quad \forall s \in [s'', s'], \quad s'' = 0 \quad \text{or} \quad \tilde{\varphi}(s'') \in B_M(M, \varepsilon).
\]
To repeat the same argument in the subsequent step, (73) has to be satisfied for $s'$ and $u'$ replaced by $s''$ and $\tilde{\varphi}(s'')$, respectively. Then it remains to prove that
\[
|\tilde{\varphi}(s'') - \varphi(s'')| < d. \tag{76}
\]
Fix $h \in \mathbb{N}$ and let us prove this inequality directly for the pair $(\tilde{w}_h, \tilde{\varphi}_h)$ of (72), constructed as described above. By (71) we have
\[
|\tilde{\varphi}_h(s^0_h) - \varphi(s^0_h)| = |\tilde{\varphi}_h(S) - \varphi(S)| = |\bar{u}_h - \bar{u}| < d,
\]
and by (75) one obtains that, for any $i = 1, \ldots, n_h$,
\[
|\tilde{\varphi}_h(s^i_h) - \varphi(s^i_h)| = |\tilde{\varphi}_h(s^i_h) - \varepsilon^h_i w_h(s^i_{i-1}) - \varphi(s^i_{i-1}) + \varphi(s^i_h + \varepsilon^h_i) - \varphi(s^i_h)|
\leq |\tilde{\varphi}_h(s^i_h) - \varphi(s^i_{i-1})| + |\varepsilon^h_i (1 - w_h(s^i_{i-1})) + |\varphi(s^i_h + \varepsilon^h_i) - \varphi(s^i_h)|
\leq (1 + 2C_2) |\tilde{\varphi}_h(s^i_{i-1}) - \varphi(s^i_{i-1})|
\]
recalling that $\varphi$ is 1-Lipschitz continuous and $\varepsilon^h_i < d$.

We can now prove by induction the first of the following relation, while the second follows from (70), (71):
\[
|\tilde{\varphi}_h(s^i_h) - \varphi(s^i_h)| \leq (1 + 2C_2)^N |\bar{u}_h - \bar{u}| < d. \tag{77}
\]
At this point, using again the explicit expression (75) it is easy to conclude the proof by showing that $|\varphi(s^i_h) - \varphi(s^i_h)| \leq C_1 |\bar{u}_h - \bar{u}| \forall s \in [0, S].$

**Step 2.** Set $\bar{k} := k(S)$ and let $(\bar{k}_h)$ be an arbitrary sequence with $\bar{k}_h > 0$ for each $h$ and $\lim_{h \to +\infty} \bar{k}_h = \bar{k}$. Fixed $h \in \mathbb{N}$, let $(\varphi_{0h}, \bar{k}_h)$ be the solution of
\[
\left\{
\begin{array}{l}
\varphi_{0h}(s) = w_h(s), \quad \varphi_{0h}(0) = 0, \\
\bar{k}_h'(s) = -|w_h(s)|, \quad \bar{k}_h(S) = \bar{k}_h,
\end{array}
\right.
\]
where $w_h$ is the same as in Step 1. For any $s \in [0, S]$,\[
|\varphi_{0h}(s) - \varphi_0(s)| = \left| \int_0^s (1 - |w_h(\sigma)|) \, d\sigma - \int_0^s (1 - |w(\sigma)|) \, d\sigma \right| = \sum_{i=0}^{n_h-1} \int_{s_{i+1}}^{s_i} (1 - |w(\sigma)|) \, d\sigma \leq \sum_{i=0}^{n_h-1} \varepsilon^h_i \leq N C_2 (1 + 2C_2)^N |\bar{u}_h - \bar{u}|
\]
and the last inequality follows from (77) and the definition of the $\varepsilon^h_i$’s. Hence, in particular, $\lim_{h \to +\infty} \varphi_{0h}(S) = \varphi_0(S)$. Similarly, for any $s \in [0, S]$,\[
|\bar{k}_h(s) - k(s)| = \left| \bar{k}_h + \int_s^S |w_h(\sigma)| \, d\sigma - \bar{k} - \int_s^S |w(\sigma)| \, d\sigma \right| \leq |\bar{k}_h - \bar{k}| + \sum_{i=0}^{n_h-1} \varepsilon^h_i \leq |\bar{k}_h - \bar{k}| + N C_2 (1 + 2C_2)^N |\bar{u}_h - \bar{u}|.
\]
Moreover, $k_h(s) \geq \bar{k}_h > 0$ for each $h$ and $\lim_{h \to +\infty} k_h(0) = K$.

**Step 3.** For any $h$, let $\xi_h$ denote the solution of
\[
\left\{
\begin{array}{l}
\xi_h'(s) = f(\xi_h(s), \varphi_h(s), \psi(s)) \varphi_{0h}(s) + \sum_{i=1}^m g_i(\xi_h(s), \varphi_h(s), \psi(s)) \bar{k}_h'(s) \quad s \in [0, S], \\
\xi_h(S) = \bar{x}_h.
\end{array}
\right.
\]
Since $\bar{x}_h \to \bar{x}$ and
$$\sup_{s \in [0,S]} |(\varphi_{0,h}, \varphi_h)(s) - (\varphi_0, \varphi)(s)| \to 0 \text{ as } h \to +\infty,$$
by the continuity of the input-output map
$$\langle \bar{x}_0, \bar{u}_0, \bar{\varphi}_0, \bar{\varphi}, \bar{\psi} \rangle \mapsto \xi[\bar{x}_0, \bar{u}_0, \bar{\varphi}_0, \bar{\varphi}, \bar{\psi}]$$
proven in [26, Thm. 4.1], we derive that
$$\lim_{h \to +\infty} \sup_{s \in [0,S]} |\xi_h(s) - \xi(s)| = 0.$$ 

At this point we have shown that, choosing $(\bar{x}_{0_h}, \bar{u}_{0_h}, K_h) := (\xi_h, \varphi_h, k_h)(0)$, statement (i) of the proposition holds true. Moreover, $(\xi_h, \varphi_{0_h}, \varphi_h, k_h)$ is the solution of (55) satisfying $(\xi_h, \varphi_{0_h}, \varphi_h, k_h)(0) = (\bar{x}_{0_h}, 0, \bar{u}_{0_h}, K_h)$ associated to the control $(S, w_{0_h}, u_h, \psi)$ with $w_{0_h} := 1 - |w_h|$ a.e. Therefore $(S, w_{0_h}, u_h, \psi)$ belongs to $\Lambda^0(\bar{x}_{0_h}, \bar{u}_0, K_h)$ and the proof of Proposition 4 is concluded.
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