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Shared Lateral Control with On-Line Adaptation of the Automation Degree for Driver Steering Assist System: A Weighting Design Approach*

Anh-Tu Nguyen, Chouki Sentouh, Jean-Christophe Popieul and Boussaad Soualmi

Abstract—This paper addresses the shared lateral control for both lane-keeping and obstacle avoidance tasks of a driver steering assist system (DSAS). In this work, we propose a novel approach to deal with the interactions between the human (driver) and the machine (DSAS) by introducing into the vehicle system a fictive nonlinear term representing the driver activity. In this way, the actions of the DSAS are computed according to the driver behaviors (actions and intentions). Based on Takagi-Sugeno control technique together with Lyapunov stability tools, the designed controller is able to handle a large range of variation of vehicle longitudinal speed. In particular, this controller can deal with the system state constraints and also the control input saturation. As will be discussed later, the consideration of these constraints into the control design improves significantly the closed-loop performance under various driving situations. The interests of the proposed method are validated by simulations.

I. INTRODUCTION

Most of modern vehicles are equipped with a DSAS which can assist the driver in different driving situations. It has been proved that these systems contribute to reduce the workload of the driver and also the road accidents [1]. As a consequent, the control design of intelligent vehicle systems have attracted a great deal of attention from both academic and industrial researchers [2]–[5].

From the viewpoint of Human-Machine interactions, the introduction of a DSAS involves crucial impacts on driving process. Indeed, the DSAS acts on the steering system to modify the driver activity and also eventual risks coming from external environment. To this end, in many driving situations the conflict issues, i.e. when the driver and the DSAS do not have the same objectives, may arise. To prevent these situations, cooperative driving control strategies considering directly the Human-Machine interactions seem to be a promising solution [6]. The objective of such a control strategy is that the designed actions of the E-copilot do not prevent the driver to perform some specific tasks such as obstacle avoidance or lane-change maneuvers that have not been detected by the E-copilot or, even better, the E-copilot should help the driver to realize these maneuvers. Up to now, several studies have pointed out the need for an active coordination of authority between human driver and driving assistance systems [6]–[8]. In addition, existing works [6], [7], [9] have also shown that the integration of the driver behaviors in the control loop helps to improve effectively the conflict management between these two agents.

In our previous work [6], an interesting approach for vehicle lateral control that can share responsibility with driver was proposed to deal with both lane-keeping and obstacle avoidance tasks. Using the control technique based on Takagi-Sugeno (T-S) models [11], this approach is able to take into account a large range of variation of vehicle longitudinal speed. This consideration is crucial to guarantee a good closed-loop performance of the designed controller and also to allow for a better Human-Machine coordination under different driving situations. In that work, the cooperation degree is quantified by a linear quadratic (LQ) criterion to be minimized. However, the designed actions of the E-copilot cannot exploit the information on the driver behaviors and also his/her driving state coming from the supervision level. In this paper, we take a step further to design an “intelligent” controller for the DSAS which can overcome these drawbacks. To do that, a weighting factor (viewed as a system time-varying parameter) representing the driver activity will be judiciously introduced in the road-vehicle model. Considering directly this information in the control design seems very promising to solve the challenging conflict issue in the framework of shared lateral control. In order to deal with the variation of vehicle longitudinal speed and the introduced time-varying parameter, the control technique based on T-S model is employed. In particular, this control approach can guarantee various closed-loop properties in presence of actuator saturation, limitations on system states and also persistent disturbances bounded in amplitude. All design conditions are expressed in terms of linear matrix inequalities (LMIs) which can be effectively solved with numerical solvers [14].

For the proposed approach, it should be stressed that the control input saturation is not directly related to the physical actuator limitations of the steering system. This fact is due to the multiplication of the designed fictive torque and the weighting factor representing the driver activity. The bounds of this fictive torque are determined such that the whole capacity of the steering actuator (under the impacts of the weighting factor) can be exploited for the control performance. In many specific driving situations, such as
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lane-change or obstacle avoidance maneuver (in such a situation it is assumed that the driver must be fully conscious of his/her driving actions), the fictive torque tends easily to be saturated to compensate the important torque received from the driver. Therefore, considering the input saturation in the control design is therefore crucial for this application to prevent the loss of closed-loop stability [12], [13]. To the best of our knowledge, these results were not observed in any previous works.

II. MODELING FOR SHARED LATERAL CONTROL

Hereafter, only some highlights related to the control-based model are reviewed. The vehicle parameters used in this work are given in Table 1.

Table 1. Vehicle parameters

| Parameter | Description | Value |
|-----------|-------------|-------|
| M | Total mass of the vehicle | 1500 kg |
| l_e | Distance from the GC to front axle | 1.0065 m |
| l_r | Distance from the GC to rear axle | 1.4625 m |
| l_s | Distance from the GC to impact center of the wind force | 0.4 m |
| I_l | Look-ahead distance | 5 m |
| I_t | Tire length contact | 0.13 m |
| I_z | Vehicle yaw moment of inertia | 2454 kgm² |
| I_r | Steering system moment of inertia | 0.05 kgm² |
| R | Steering gear ratio | 16 |
| B | Steering system damping coefficient | 15 |
| C_l | Front cornering stiffness | 94270 N/rad |
| C_r | Rear cornering stiffness | 113272 N/rad |
| C_s | Longitudinal aerodynamic drag coefficient | 0.35 |
| C_y | Lateral aerodynamic drag coefficient | 0.45 |
| r_v | Time to tangent point | 0.5 s |
| T_p | Driver preview time | 0.8 s |

A. Simplified Road-Vehicle Model with Steering System

Based on the well-known “bicycle model” [1], the road-vehicle model integrating the electrical steering assistance system can be described by [6]:

\[ \dot{x}_i = Ax_i + B(T_r + T_d) + B_u w \]  

(1)

where the state vector \( x_i = [v_i \; r \; \psi_i \; y_i \; \delta] \) is composed by the lateral velocity \( v_i \), the yaw rate \( r \), the heading error \( \psi_i \), the lateral offset from the road centerline at a look-ahead distance \( l_i \), the steering angle \( \delta \) and its time derivative \( \dot{\delta} \). For system (1), the E-copilot torque \( T_r \) has to be designed whereas the driver torque \( T_d \) is measured. The lateral wind force \( f_w \) is considered as disturbance. The system matrices are given by:

\[
A = \begin{bmatrix}
0 & 0 & 0 & 0 & B_u \\
0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
1 & l_i & v_i & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}, \\
B = \begin{bmatrix}
e_i \\
0 \\
0 \\
e_i \\
0
\end{bmatrix}, \\
B_u = \begin{bmatrix}
e_i \\
0 \\
0 \\
e_i \\
0
\end{bmatrix},
\]

(2)

where

\[
a_1 = -C_r - C_l, \\
a_2 = l_i C_r - l_i C_l, \\
a_3 = l_i C_r + l_i C_l, \\
b_i = \frac{C_l}{M}, \\
e_i = \frac{L}{I},
\]

(3)

\[
T_v = \frac{C_l \eta_r}{l_i R_v}, \quad T_{r_d} = \frac{C_l \eta_r}{l_i R_r}, \quad T_{r_d} = -B_s T_{r_d}, \quad \rho = \frac{1}{l_i R_s}.
\]

B. Driver-in-the-Loop Vehicle Model

It has been shown in [6], [7] that the integration of the driver behaviors into the control design procedure plays a key role for shared lateral control in terms of conflict management between the E-copilot and the driver. For lane keeping and/or obstacle avoidance tasks, a simplified driver model [7] is used. To this end, the driver torque can be modeled as a linear combination of the near viewpoint angle \( \psi_{nor} \) and the angle representing the direction of the car heading and the tangent point \( \psi_{tg} \):

\[
T_a = K_{d1} \psi_{nor} + K_{d2} \psi_{tg},
\]

(4)

where the two gains \( K_{d1}, \; K_{d2} \) characterizing the driver style are identified with real-time data. The expressions of two visual angles are given as:

\[
\psi_{nor} = \frac{y_i}{v_T}, \quad \psi_{tg} = \psi_i + \psi_r + \psi_d, \quad \psi_{tg} = \hat{\psi}_i + \hat{\psi}_r, \quad \psi_{tg} = \hat{\psi}_d, \quad \psi_{tg} = \delta R.
\]

From (4)-(5), it follows that:

\[
T_v = T_{d1} v_i + T_{d2} r + K_{d1} \psi_{nor} + T_{d3} y_i + T_{d4} \delta, 
\]

(6)

where

\[
T_{d1} = K_{d1} \hat{\psi}_i, \quad T_{d2} = K_{d2} \left( \hat{\psi}_i + \psi_{tg} \right), \quad T_{d3} = K_{d3} / \left(v_T \right), \quad T_{d4} = K_{d4} \psi_{tg}.
\]

and \( T_{d4} = K_{d4} \psi_{tg} R \). By integrating the driver model (6) into road-vehicle system (1), the driver-in-the-loop model used for shared lateral control can be represented as:

\[
\dot{x}_i = A x_i + B T_r + B_u w
\]

(7)

where

\[
A = \begin{bmatrix}
a_{11} & a_{12} & 0 & 0 & B_u \\
a_{21} & a_{22} & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
1 & l_i & v_i & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}, \\
B = \begin{bmatrix}
e_i \\
0 \\
0 \\
e_i \\
0
\end{bmatrix}, \\
B_u = \begin{bmatrix}
e_i \\
0 \\
0 \\
e_i \\
0
\end{bmatrix}, \\
T_v + \rho T_{d1} + \rho T_{d2} + K_{d1} \rho \; T_{d3} \; T_{d3} + \rho T_{d4} + T_{d4} =
\]
III. INTELLIGENT COOPERATIVE CONTROL STRATEGY

This work aims at proposing an “intelligent” sharing control strategy for the DSAS to assist the driver in different driving situations. To this end, the resulting strategy must be able to take into account the interactions between the driver and the E-copilot to manage effectively all their eventual conflicts. In [8], the authors have provided an interesting study on the need for assistance according to the driver load and driver performance, see Figure 1. It can be observed that the assistance levels should be designed to relieve the driver in overload and underload conditions. The cooperative control strategy proposed in this work follows this idea.

![U-shape function representing the need for assistance according to driver load and performance][1]

Figure 1. U-shape function representing the need for assistance according to driver load and performance [8]

In order to realize the above cooperative control strategy, we propose to modulate the assistance torque $T_a$ in function of the driver activity as follows:

$$T_a = \mu(\theta_d)u,$$

where the fictive torque $u$ is computed by the controller and the normalized variable $\theta_d$ represents the driver activity as discussed later. Notice that the weighting function $\mu(\theta_d)$ in (8) allows for a continuous assistance from the DSAS. In this work, the weighting factor $\mu(\theta_d)$ is inspired from the generalized Bell-shape function of the form:

$$\mu(\theta_d) = \frac{1}{1 + \left(\frac{\theta_d - \omega_3}{\omega_1}\right)^{\omega_2} + \mu_{\text{min}}}$$

where the parameters $\omega_1$, $\omega_2$, $\omega_3$ and the minimal assistance level $\mu_{\text{min}}$ are parameterized to “mimic” the U-shape function, see Figure 2. From (7) and (8), the driver-in-the-loop vehicle model can be rewritten as:

$$\begin{align*}
\dot{x} &= A x + B u + B_w w \\
y &= C x,
\end{align*}$$

where $B_w = \begin{bmatrix} 0 & 0 & 0 & 0 & \mu(\theta_d) \rho \end{bmatrix}$. Note that since $\mu(\theta_d) > 0$, $\forall \theta_d$, the controllability of system (10) is always guaranteed.

![Weighting factor as a function of driver activity with $\omega_1 = 0.38$, $\omega_2 = -2$, $\omega_3 = 0.5$ and $\mu_{\text{min}} = 0.25$][2]

Figure 2. Weighting factor as a function of driver activity with $\omega_1 = 0.38$, $\omega_2 = -2$, $\omega_3 = 0.5$ and $\mu_{\text{min}} = 0.25$

For the proposed method, the driver activity variable $\theta_d$ depends on two factors: the driver activity variable $\theta_d$ and the driver state information coming from driver monitoring unit ($0 \leq DS \leq 1$). This normalized variable $\theta_d$ is of the form:

$$\theta_d = 1 - e^{(\sigma_d T_a) DS^\sigma}$$

The normalized driver torque is defined as $T_{a,N} = T_a / T_{a,max}$ where $T_{a,max}$ is the maximal torque that can be delivered by the driver. The tuning parameter $\sigma_d$ is used together with $T_{a,N}$ to represent the involvement level of the driver in the driving tasks whereas the parameters $\sigma_1$ and $\sigma_2$ represent the degree of influence of the driver torque and the driver state on the driver activity variable $\theta_d$. As can be observed in Figure 3, when the driver torque and/or the driver state remain small (which means that driver activity is not significant), the corresponding values of the normalized variable $\theta_d$ are small and high level of assistance is required. When the driver is highly involved in his/her driving tasks, i.e. $\theta_d$ tends to 1 (for example in the case where the driver need to realize a difficult driving task), important assistance from the DSAS is also required to help him/her. With a constant driver torque (respectively driver state), the driver activity increases according to the driver state (respectively driver torque).

![Driver activity function with $\sigma_1 = 2$, $\sigma_2 = \sigma_1 = 3$][3]

Figure 3. Driver activity function with $\sigma_1 = 2$, $\sigma_2 = \sigma_1 = 3$
IV. TAKAGI-SUGENO MODEL-BASED CONTROL DESIGN FOR COOPERATIVE DRIVING TASKS

In this section, the design conditions for input-saturated T-S systems are derived by using Lyapunov stability tools. Then, application to the shared lateral control issue is given.

A. Control Design for Input-Saturated T-S Systems

Consider the following Takagi-Sugeno model [11]:

\[
\begin{align*}
    \dot{x} &= \sum_{i=1}^{r} \eta_i(\theta) \left( A_i x + B_i^r \text{sat}(u) + B_i w \right) \\
    z &= \sum_{i=1}^{r} \eta_i(\theta) C_i x
\end{align*}
\]

(12)

where \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^n \), \( w \in \mathbb{R}^n \) and \( z \in \mathbb{R}^n \) are respectively the state, the control input, the disturbance and the performance output vectors of the system. The scheduling variable \( \theta \in \mathbb{R}^d \) is known and it may be a function of the system states. The saturation function \( \text{sat}(u) \) is defined by \( \text{sat}(u) = \max\{0, u\} \) where \( u \in \mathbb{R}^n \), \( i \in \{1, \ldots, n_1\} \), denotes the amplitude bound relative to the \( i \)th control input. The real constant matrices of appropriate dimensions \( A_i, B_i^r, B_i^w, C_i \), \( i \in \{1, \ldots, r\} \), represent the set of \( r \) local linear subsystems and the scalar membership functions \( \eta_i(\theta) \) satisfy the property:

\[
\sum_{i=1}^{r} \eta_i(\theta) = 1, \quad \eta_i(\theta) \geq 0, \quad \forall i \in \{1, \ldots, r\}.
\]

(13)

For system (12), it is assumed that the disturbance signal \( w \) is bounded in amplitude:

\[
\mathcal{W}_w = \{ w: \mathbb{R}^n \rightarrow \mathbb{R}^n, \quad w^T R w \leq \rho \}
\]

(14)

where the matrix \( R > 0 \) and the bound \( \rho > 0 \) are given.

Let us consider the parameter-dependent control law of the form:

\[
u = \sum_{i=1}^{r} \eta_i(\theta) K_i x
\]

(15)

where the feedback gains \( K_i, \quad i \in \{1, \ldots, r\} \), are determined to guarantee the following closed-loop properties:

- **Property 1**: For any admissible initial state, the states of system (12) are required to remain inside the polyhedral region described by, with \( h_k \in \mathbb{R}^n \):

\[
\mathcal{P}_k = \{ x \in \mathbb{R}^n : \quad h_k^T x \leq 1, \quad k \in \{1, \ldots, q\} \}
\]

(16)

- **Property 2**: When \( w = 0 \), there exist a positive-definite function \( \Psi(x) = x^T P x \), with \( P > 0 \) and a scalar \( \tau_1 > 0 \) such that \( \dot{\Psi}(x) < -\tau_1 \Psi(x) \) along the trajectories of closed-loop system for any initial state in the ellipsoid \( \mathcal{E}(P) \).

- **Property 3**: For \( \forall w \in \mathcal{W}_w \), with \( \rho > 0 \), the closed-loop trajectories initialized in \( \mathcal{E}(P) \) will always remain in this domain. Moreover, the \( L_2 \) norm of the output signal \( z \) satisfies: \( z^T(t) z(t) \leq \gamma, \quad x(0) = 0, \quad t \geq 0 \).

The following theorem allows for the design of a PDC controller that satisfies three above closed properties.

**Theorem 1.** Given positive scalars \( \rho \) and \( \tau_1 \), assume there exist positive definite matrices \( X \in \mathbb{R}^{n \times n} \), positive diagonal matrices \( S_i \in \mathbb{R}^{n \times n} \), matrices \( X_{i1} \in \mathbb{R}^{n \times n} \), \( X_{i2} \in \mathbb{R}^{n \times n} \), \( X_{i3} \in \mathbb{R}^{n \times n} \), \( X_{i4} \in \mathbb{R}^{n \times n} \), \( V_i \in \mathbb{R}^{n \times n} \), \( W_i \in \mathbb{R}^{n \times n} \), for \( i \in \{1, \ldots, r\} \) and positive scalars \( \tau_1 \), \( \gamma \) such that the following conditions hold:

\[
\begin{align*}
    &X \geq 0, \quad i, j \in \{1, \ldots, r\} \times \{1, \ldots, n_1\}, \\
    &X_iX_i^T \geq 2, \quad k \in \{1, \ldots, p\}, \\
    &\tau_1 - \tau_1 \rho > 0, \\
    &X \geq 0, \quad i \in \{1, \ldots, r\}, \\
    &\Psi_i < 0, \quad i \in \{1, \ldots, r\}, \\
    &\sum_{i=1}^{r} \Psi_i + \Psi_i + \Psi_j < 0, \quad i, j \in \{1, \ldots, r\}, \quad i \neq j,
\end{align*}
\]

(17) (18) (19) (20) (21)

where:

\[
\Psi_i = \begin{bmatrix}
    \Psi_{i1} & 0 & 0 & 0 \\
    0 & \Psi_{i2} & 0 & 0 \\
    0 & 0 & \Psi_{i3} & 0 \\
    0 & 0 & 0 & \Psi_{i4}
\end{bmatrix},
\]

\[
\Psi_{i1} = A_i X + B_i^r X_i^T + \tau_1 X_i / 2, \quad \Psi_{i2} = C_i X - X_i^T.
\]

Then, controller (15) with the feedback gains given by:

\[
K_i = V_i X_i^{-1}, \quad i \in \{1, \ldots, r\},
\]

(22)

guarantees the three aforementioned closed-loop properties. The proof is omitted due to the lack of space.

B. Application to the Control of DSAS

In what follows, we provide some highlights on how to apply Theorem 1 for the control design of the DSAS. To this end, note that the system (10) has 3 scheduling variables \( v_1, 1/l_i, \mu(\theta) \) which are all measured and bounded:

\[
9 \leq v_1 \leq 25, \quad 0.25 \leq \mu(\theta) \leq 1.
\]

(23)
By sector nonlinearity approach [15], the 8-rules T-S model (12) can be easily obtained. In this work, the control input is also bounded: \(-15 \leq \alpha \leq 15\), see Section I. The data on the disturbance (14) are \(R = \frac{1}{\sqrt{\mathcal{P}} f_{w_{\text{max}}}}\) and \(\rho = 1\) where the maximal wind force is given as \(f_{w_{\text{max}}} = 1200N\). In addition, following the same line as in [5], both “normal driving” constraints and physical limitations on some system states should be taken into account in the control design to improve the control performance:

\[-1.75 \leq y_i + (l_i - l_0)\psi_i \leq 1.75, \quad -0.51 \leq r \leq 0.51,\]
\[-0.087 \leq \psi_i \leq 0.087, \quad -0.1047 \leq \delta \leq 0.1047.\]  

(24)

Since all design conditions in Theorem 1 are expressed in terms of linear matrix inequalities (LMIs). In such a way, the feedback gains \(K_i\) with \(i \in \{1, \ldots, 8\}\) can be efficiently computed with available numerical solvers. In this work, LMI problems are done with YALMIP toolbox [16].

V. SIMULATION VALIDATION

In this section, the new approach is validated with different driving scenarios. All numerical simulations are done using complete nonlinear vehicle model and the regulator of longitudinal speed presented in [6]. The driver model proposed in [10] is used to simulate the human driver for all test scenarios. The digital database of the “Satory” test track [6] is used to simulate the course of the simulations.

A. Test 1: Disturbance Rejection

This scenario aims at showing the robustness performance of the designed controller. To this end, the vehicle is on a straight road section with \(v_s = 15m/s\) and subject to an important lateral wind force step \(f_w = 1200N\) occurring from \(t_s = 70s\) to \(t_s = 76s\), see Figure 4-a. This wind force generates a yaw moment disturbance which can be felt by the driver through the steering system. It can be observed from Figure 4-b that both driving agents work in cooperation to control the vehicle. The effects of lateral wind force are effectively rejected since both lateral deviation and heading errors remain very small.

B. Test 2: Driving Task with Different Assistance Levels

This test is “designed” to show the performance of the proposed shared lateral controller under different levels of assistance according to the road curvature, see Figure 5-a. To this end, the lane tracking task is composed by four phases. In Phase 1 (from 2s to 18s), the vehicle is fully controlled by the DSAS. Figure 5-b shows that \(\mu(\theta_s) = 1\) in this phase which means that maximal level of assistance is required to realize the driving task. Both controller and driver perform the lane following maneuver in Phase 2 (from 18s to 35s). During this phase, only small assistance level \(\mu(\theta_s) = 0.28\) is needed. For Phase 3 (from 35s to 40s), the driver is highly involved in his/her driving task \(\theta_s = 0.97\) and the E-copilot provides an important assistance \(\mu(\theta_s) = 0.96\) to help him/her. This situation corresponds to the driver overload zone in Figure 1. In Phase 4 (from 40s to 55s), the assistance torque is more important than the one delivered by the driver. This driving situation corresponds to the driver underload zone in Figure 1. We can see also from Figure 6 that all state constraints considered in the control design are respected in this scenario of test.
C. Test 3: Saturation and Control Resumption of the Driver

For this test scenario, it is assumed that the vehicle is on a straight road section and the driver desires to perform a lane-change maneuver which is not specified to the controller. In the first time (from 60s to 65s), the driver provides a positive torque for the lane-change maneuver but the Driver monitoring unit indicates that the driver is in a state of distraction or tiredness (DS = 0, see Figure 7-d). In this case, the DSAS prevents the driver to perform the maneuver with saturated control input (Figure 7-a) and maximal level of assistance (Figure 7-a). It is therefore difficult for the driver to perform this task in this state. From 65s to 75s, the driver is fully conscious of his/her driving actions (DS = 1). We can see that although the control input is still saturated (Figure 7-a), the driver can realize the maneuver without difficulty (Figure 7-c) because of small assistance level $\mu(\theta_d) = 0.25$ in this case (Figure 7-b). This test scenario points out that in many driving situations, the fictive control input can be easily saturated even if the physical limitations of the DSAS actuator are not reached (or even very small). Therefore, considering the control input in the design procedure is important for this application to achieve a good performance and also to the loss of stability.

![Figure 7. Input saturation and control resumption of the driver](image)

VI. CONCLUSIONS AND FUTURE WORKS

In this paper, a novel weighting approach has been proposed to deal with the shared lateral control problem between the driver and the DSAS. By introducing a measured weighting factor into the system, the control actions of the DSAS are computed according to the driver activity. By this way, eventual conflicts between the driver and the DSAS can be effectively managed. Based on T-S control technique, the proposed method allows for a large range of variation of the longitudinal speed. In particular, closed-loop performance under various design constraints is also guaranteed. The effectiveness of the proposed methodology is illustrated via different driving scenarios.

REFERENCES

[1] R. Rajamani, *Vehicle Dynamics and Control*. Boston, MA: Springer US, 2012.
[2] V. Cerone, M. Milanese, and D. Regruto, “Combined automatic lane-keeping and driver’s steering through a 2-DOF control strategy,” *IEEE Trans. Control Syst. Tech.*, vol. 17, no. 1, pp. 135–142, 2009.
[3] N. A. Oufroukh and S. Mammar, “Integrated driver co-pilot approach for vehicle lateral control,” in *Intelligent Vehicles Symposium*, Dearborn, Michigan, USA, 2014, pp. 1163–1168.
[4] J. E. Naranjo, C. Gonzalez, R. Garcia, T. de Pedro, and R. E. Haber, “Power-steering control architecture for automatic driving,” *IEEE Trans. Intell. Transp. Syst.*, vol. 6, no. 4, pp. 406–415, 2005.
[5] N. Minoiu, M. Netto, S. Mammar, and B. Lusetti, “Driver steering assistance for lane departure avoidance,” *Control Eng. Pract.*, vol. 17, no. 6, pp. 642–651, 2009.
[6] B. Soualmi, C. Sentouh, J. C. Popiel, and S. Debernard, “Automation-driver cooperative driving in presence of undetected obstacles,” *Control Eng. Pract.*, vol. 24, pp. 106–119, 2014.
[7] C. Sentouh, B. Soualmi, J.-C. Popiel, and S. Debernard, “Cooperative steering assist control system,” in *IEEE International Conference on Systems, Man, and Cybernetics*, Manchester, UK, 2013, pp. 941–946.
[8] F. Flemisch, F. Nashashibi, N. Rauch, A. Schieben, S. Glaser, G. Temme, P. Resende, B. Vanholme, C. Lüper, G. Thomaidis, H. Mosebach, J. Schomerus, S. Him, and A. Kausner, “Towards highly automated driving: Intermediate report on the HAVel-joint system,” in *3rd European Road Transport Research Arena*, Brussels, Belgium, 2010.
[9] M. A. Goodrich and E. R. Boer, “Designing human-centered automation: trade-offs in collision avoidance system design,” *IEEE Trans. Intell. Transp. Syst.*, vol. 1, no. 1, pp. 40–54, 2000.
[10] C. Sentouh, P. Chevrel, F. Mars, and F. Claveau, “A sensorimotor driver model for steering control,” in *IEEE International Conference on Systems, Man and Cybernetics*, 2009, pp. 2462–2467.
[11] T. Takagi and M. Sugeno, “Fuzzy identification of systems and its applications to modeling and control,” *IEEE Trans. Syst. Man Cybern.*, vol. SMC-15, no. 1, pp. 116–132, 1985.
[12] A.-T. Nguyen, M. Dambrine, and J. Lauber, “Lapunov-based robust control design for a class of switching non-linear systems subject to input saturation: application to engine control,” *IET Control Theory Appl.*, vol. 8, no. 17, pp. 1789–1802, 2014.
[13] A.-T. Nguyen, A. Dequidt, and M. Dambrine, “Anti-windup based dynamic output feedback controller design with performance consideration for constrained Takagi–Sugeno systems,” *Eng. Appl. Artif. Intell.*, vol. 40, pp. 76–83, 2015.
[14] S. Boyd, L. E. Ghaoui, E. Feron, and V. Balakrishnan, *Linear Matrix Inequalities in System and Control Theory*. SIAM, Philadelphia, 1994.
[15] K. Tanaka and H. O. Wang, *Fuzzy Control Systems Analysis and Design : A Linear Matrix Inequality Approach*. New York: Wiley, Wiley-Interscience, 2001.
[16] J. Löfberg, “YALMIP : A toolbox for modeling and optimization in MATLAB,” in *IEEE Int. Symposium on Computer Aided Control Syst. Design*, 2004, pp. 284–289.