Robust Singular Values based on L1-norm PCA
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Abstract—Singular-Value Decomposition (SVD) is a ubiquitous data analysis method in engineering, science, and statistics. Singular-value estimation, in particular, is of critical importance in an array of engineering applications, such as channel estimation in communication systems, electromyography signal analysis, and image compression, to name just a few. Conventional SVD of a data matrix coincides with standard Principal-Component Analysis (PCA). The L2-norm (sum of squared values) formulation of PCA promotes peripheral data points and, thus, makes PCA sensitive against outliers. Naturally, SVD inherits this outlier sensitivity. In this work, we present a novel robust non-parametric method for SVD and singular-value estimation based on a L1-norm (sum of absolute values) formulation, which we name L1-cSVD. Accordingly, the proposed method demonstrates sturdy resistance against outliers and can facilitate more reliable data analysis and processing in a wide range of engineering applications.

Index Terms—Singular value decomposition, principal component analysis, subspace signal processing, outliers.

I. INTRODUCTION

Singular-Value Decomposition (SVD) has established itself as a powerful tool, ubiquitous in various engineering applications. For example, applying SVD to the channel matrix of a multiple-input multiple-output (MIMO) channel decomposes the MIMO channel into multiple single-input single-output (SISO) channels with gains corresponding to singular values, which enables efficient power allocation and channel capacity estimation [1], [2]. Furthermore, SVD has been extensively employed in various watermarking schemes [3], [4], direction-of-arrival (DOA) estimation [5], [6], restructuring of deep neural network acoustic models [7], electromyography (EMG) signal analysis [8], etc.

Another data analysis method that is closely related to SVD is Principal-Component Analysis (PCA), which is also useful in a number of fields, such as machine learning, signal processing, and pattern recognition [9], [10], [11]. The traditional PCA method seeks to maximize the L2-norm of the variance of the projected coordinates on the principal components (PCs). However, because of its emphasis on the square of the coordinates, PCA is sensitive against corruption from gross and sparse outliers.

Thus, there has been considerable research effort in reformulating PCA employing the L1-norm instead (L1-PCA), which is able to suppress the effect of extreme data points [12], [13]. The exact solution to L1-PCA can be obtained in polynomial time with respect to the number of data points [14]. However, optimality can be traded for lower computational complexity, which has been implemented in a greedy approach [15], a semidefinite programming approach [16], an alternating algorithm [17], and a bit-flipping algorithm [18], just to name a few. Apart from L1-PCA, another line of research that aims to ameliorate the effect of outliers corruption is Robust Principal-Component Analysis (RPCA) [19], which strives to decompose a matrix into a sparse and a low-rank component.

On the other hand, besides the PCs, or equivalently the left singular vectors of SVD [20], a robust, outlier-resistant acquisition of singular values (SVs) is also of great interest. Regrettably, L1-PCs, while robust against outliers, do not possess the attractive property of their L2-norm counterpart to diagonalize the data matrix X [21], thus making the extension from L1-PCA to SVs estimation non-trivial.

In this paper, for the first time, we leverage the robustness of the subspace found by previous L1-PCA algorithms to apply to SVs estimation. To this end, we propose an algorithm named L1-cSVD that finds SVs and right singular vectors from a given L1-subspace by solving a reorthogonalization problem. We then test the performance of this L1-cSVD algorithm with synthetic and real dataset against the state-of-the-art RPCA, which corroborates the robustness of the proposed algorithm in preserving SVs when facing outliers.

The rest of this paper is organized as follows. Section II discusses the fundamentals of PCA and SVD as well as past progress on solving the L1-PCA problem. We propose and explain the L1-cSVD algorithm in section III. We detail the experimental studies to demonstrate the performance of our proposed algorithm in section IV. Finally, we supply our conclusion in section V.

II. TECHNICAL BACKGROUND

A. Standard SVD and PCA

SVD decomposes a \( D \times N \) matrix \( X \) as [20]

\[
X = U \Sigma V^T,
\]  

(1)
where \( U \in \mathbb{R}^{D \times d} \) and \( V \in \mathbb{R}^{N \times d} \) are orthonormal matrices, defined as the left and right singular vectors respectively. \( \Sigma \in \mathbb{R}^{d \times d} \) is a positive-valued diagonal matrix whose diagonal elements are the singular values (SVs), and \( d = \text{rank}(X) \). This is the “compact” SVD (cSVD) where the left and right singular vectors corresponding to zero SVs are disregarded [20]. For simplicity, we will refer to “compact” SVD as SVD throughout this paper.

Standard SVD is very closely related to PCA, since the first \( K (K \leq d) \) left singular vectors of \( U \) are also the first \( K \) PCs of \( X \), maximizing the L2-norm projection [9]

\[
Q_{L2} = \underset{Q\in S^{D \times K}}{\text{argmax}} ||Q^T X||_{2,2},
\]

where \( S^{D \times K} \) denotes the set of orthonormal matrices in \( \mathbb{R}^{D \times K} \) (Stiefel manifold) and \( || \cdot ||_{2,2} \) denotes the Frobenius or L2-norm of its matrix argument [20].

### B. L1-PCA

The proposed method builds on top of L1-PCA, which is mathematically formulated by replacing the L2-norm in the optimization problem of (2) with the L1-norm (sum of absolute values), as

\[
Q_{L1} = \underset{Q\in S^{D \times K}}{\text{argmax}} ||Q^T X||_{1,1}.
\]

L1-PCA can be extended to robust SVs estimation by taking the standard SVD of the projected matrix \( Q_{L1} Q_{L1}^T X \). The optimal solution to (3) was presented for the first time in [14] and has polynomial cost in \( N \). In this work, we focus on suboptimal approaches with lower time complexity.

1) Greedy Algorithm with Successive Nullspace Projection: Kwak [15] proposed an iterative algorithm to solve (3) when \( K = 1 \). The algorithm can be summarized as

\[
b(t) = \text{sgn}(X^T X b(t-1)),
\]

where \( b^{(1)} \subset \{ \pm 1 \}^N \) is an antipodal binary vector that can be randomly initialized. Then, the PC can be approximated to be \( q = X b / ||X b||_2 \). For \( K > 1 \), the PCs of \( Q \) are found in a greedy way, by replacing \( X \) with its projection onto the nullspace of the previously found PCs. It is important to note that because L1-PCA is not scalable, meaning the PCs themselves are dependent on the number of PCs being found, the greedy approach is suboptimal.

2) Iterative Alternating Algorithm: Nie et al. [17] presented a method that finds the column vectors of \( Q \) jointly. The iterative algorithm can be summarized as

\[
B^{(t)} = \text{sgn}(X^T Q^{(t-1)}), Q^{(t)} = U(B^{(t)}),
\]

where \( U(\cdot) \) returns the closest orthonormal matrix using the Procrustes theorem [20] and \( B^{(1)} \subset \{ \pm 1 \}^{N \times K} \) is a binary matrix that can be arbitrarily initialized.

### C. RPCA

Another line of research to the problem of robustly recovering a low-rank structure from a corrupted matrix is RPCA [19]. This approach seeks to decompose a matrix \( X \) into a low-rank component \( L \) and a sparse component \( S \) that models sparse outliers by solving the problem

\[
\text{minimize}_{L,S} \{ ||L||_* + \lambda ||S||_{1,1},
\]

where \( \cdot \) indicates the nuclear norm (sum of singular values). The problem essentially promotes the sparsity of \( S \) by minimizing its L1-norm and the sparsity of the SVs of \( L \) by minimizing the nuclear norm of \( L \) or equivalently the L1-norm of its SVs, thus making \( L \) low-rank. The performance of RPCA depends largely on \( \lambda \) [22]. In this work, we set \( \lambda = 1/\sqrt{M} \) where \( M \) is the larger dimension of \( X \) [19]. RPCA can be extended to SVs estimation by taking the conventional SVD of the extracted low-rank component, i.e., \((U,S,V) = \text{SVD}(L)\).

### III. PROPOSED METHOD

We now formulate our L1-norm based SVD approach to be

\[
X \approx U_{L1} \Sigma_{L1} V^T_{L1},
\]

where the left and right singular vectors \( U_{L1} \) and \( V_{L1} \), respectively, are orthonormal and \( \Sigma_{L1} \) is diagonal. As a result, this decomposition has to be an approximated one because the only exact decomposition with such constraints on \( U_{L1}, \Sigma_{L1} \)
and \( V_{L1} \) would be the solution of conventional SVD, due to its uniqueness property. We carry over the property of SVD that the left singular vectors are also the PCs and set \( U_{L1} \) to the L1-PCs obtained by solving (3), say, by means of the algorithm of [15]. Next, we focus on finding the SVs \( \Sigma_{L1} \) and the right singular vectors \( V_{L1} \).

We call our algorithm L1-“compact” SVD (L1-cSVD) to emphasize that we only collect \( K \leq D \leq N \) SVs and singular vectors from \( X \). In this section, we propose an algorithm to find the SVs from the left singular vectors \( U_{L1} \).

Conventional SVD has an attractive property which states that the left singular vectors \( U_{L2} = Q_{L2} \) from (2) also diagonalize \( X \); i.e., \( U_{L2}^T X = \Sigma_{L2} V_{L2} \) is an orthogonal matrix or equivalently \( U_{L2}^T X X^T U_{L2} \) is diagonal, and it is the only orthonormal matrix with this property. Thus, an orthonormal \( U_{L1} \) generally cannot diagonalize \( X \), while the formulation of L1-cSVD in (7) requires that \( \Sigma_{L1} \) is orthogonal. As a result, the problem of L1-cSVD becomes finding the closest orthogonal matrix \( \Sigma_{L1} V_{L1}^T \) to \( U_{L1}^T X \) using the L1-norm,

\[
(\Sigma_{L1}, V_{L1}) = \arg\min_{\Sigma \in \mathbb{C}^{N \times K}, \mathbf{V} \in \mathbb{R}^{K \times N}, \mathbf{V} \text{ orthonormal}} \| X^T U_{L1} - V \Sigma \|_{1,1}, \tag{8}
\]

This is a non-convex problem due to the orthonormality constraint on \( V \) [23]. We will solve for the matrices \( \Sigma \) and \( V \) suboptimally by an alternating method. For fixed \( V \), finding \( \Sigma \) can be equivalently decomposed into \( K \) individual problems

\[
\text{minimize}_{\sigma_i \in \mathbb{R}} \| (X^T U_{L1})(:,i) - \sigma_i v_i \|_1, \tag{9}
\]

\( i = 1,2,\ldots,K \), where \( \sigma_i \) is the \( i \)-th SV in \( \Sigma \). This problem is simply seeking a scaling factor \( \sigma_i \) that minimizes the L1-distance between vectors \( (X^T U_{L1})(:,i) \) and \( \sigma_i v_i \). The answer is found in [24] to be \( \sigma_i = (X^T U_{L1})_{j_{\text{opt}},i} / v_{j_{\text{opt}},i} \) where

\[
j_{\text{opt}} = \arg\min_{j \in \{1,2,\ldots,N\}} \| (X^T U_{L1})(:,i) - \frac{(X^T U_{L1})_{j,i} v_i}{v_{j,i}} \|_1, \tag{10}
\]

which performs exhaustive search on \( N \) candidates for \( \sigma_i \) chosen such that \( (X^T U_{L1})(:,i) \) is equal to \( \sigma_i v_i \) on the \( j \)-th entry. From the \( N \) candidates, the one that returns the least L1 error will be chosen to be \( \sigma_i \). On the other hand, for fixed \( \Sigma \), \( V \) is found by solving

\[
\text{minimize}_{\mathbf{V} \in \mathbb{R}^{K \times N}, \mathbf{V} \text{ orthonormal}} \| X^T U_{L1} - V \Sigma \|_{1,1}, \tag{11}
\]

which is essentially an L1-norm Orthogonal Procrustes problem. A solution to this problem using a smoothed version of the L1-norm has been studied in [25]. However, in this paper, for lower computational complexity, we will use the solution to the L2-Orthogonal Procrustes problem instead, since it is empirically observed that given the L1-informed \( U_{L1} \) and \( \Sigma_{L1} \), the L1 solution for \( V \) gives similar result to its L2 counterpart while taking much longer to solve. Thus, we set \( \mathbf{V} = \mathbf{U} \mathbf{V}_{opt}^T \) where \( (\mathbf{U}, \Sigma^{'}, \mathbf{V}^{'}) = \text{SVD}(X^T U_{L1} \Sigma^{-1}) \). This result for \( \mathbf{V} \) is then used to update the SVs \( \Sigma \), which is used to refine \( \mathbf{V} \) in an alternating fashion until convergence. Upon termination of the alternating updates, \( \mathbf{V}_{L1} = \mathbf{V} \) and \( \Sigma_{L1} = \Sigma \). The algorithm can be summarized in the pseudocode in Algorithm 1.

At this point, it is worth noting that finding \( \| A(:,s) - s \mathbf{V}_{L1}(:,s) \|_1 \) costs \( O(N) \) for a candidate \( s \). Since there are \( N \) candidates for \( K \) SVs, finding \( \Sigma_{L1} \) costs \( O(N^2 K) \) in total. \( \mathbf{V} \) is found with cost \( O(DK^2) \). Because \( N \geq D \geq K \), the complexity of finding \( \Sigma_{L1} \) and \( \mathbf{V}_{L1} \) is \( O(WKN^2) \), where \( W \) is the number of iterations. By considering \( W \) to be bounded by \( NK \), the complexity of this L1-cSVD algorithm is \( O(N^3 K^2) \) in addition to the cost of the L1-PCA algorithm chosen to find \( U_{L1} \).

IV. EXPERIMENTAL STUDIES

A. Algorithm Analysis: Convergence

To assess the convergence of the L1-cSVD algorithm, we define the normalized performance measurement \( M_P = \| U^T X - \Sigma \mathbf{V}^T \|_{1,1}/\| U^T X \|_{1,1} \) and plot its evolution for 4 different initializations on the same 8 \times 50 data matrix \( X \) (\( K = 5 \) SVs are obtained) in Fig. 1. We see that for all 4 initializations, L1-cSVD converges to the same value in just 6 iterations.

![Fig. 1. Evolution of the performance metric \( M_P \) for the L1-cSVD algorithm for 4 distinct random initializations of \( \mathbf{V} \).](image)

B. Performance Analysis with Synthetic Dataset

In this section, we will compare the SVs estimation criterion of the L1-cSVD algorithm against the conventional SVD and RPCA.

1) Signal Model: We consider a clean data matrix \( X^{\text{clean}} \in \mathbb{R}^{D \times N} \) of rank-K (\( K \leq D \leq N \)), containing data from the subspace spanned by \( U_0 \in \mathbb{R}^{D \times K} \), which is kept constant for the experiment. \( V_0 \in \mathbb{S}^{N \times K}_{+} \) is a random orthonormal matrix and the SVs \( \Sigma_0 \) are drawn from a log-uniform distribution. First, \( X^{\text{clean}} \) is corrupted by Gaussian noise \( \mathbf{N} \) with a signal-to-noise ratio \( \text{SNR} = \| \mathbf{N} \|_2^2 / \| \Sigma_0 \|_2^2 \). Then, the noisy data matrix is further corrupted by matrix \( \mathbf{O} \) containing outliers from a subspace spanned by \( \mathbf{R}_o \in \mathbb{R}^{D \times K_o} \), which is also kept constant for the experiment. The probability of corruption is
OSR = chosen to attain a certain outlier-to-signal ratio, defined as are drawn from a zero-mean normal distribution with variance chosen to attain a certain outlier-to-signal ratio, defined as $\text{OSR} = \frac{||O||_2^2}{||\Sigma_0||_2^2}$.

$$X^\text{corrupted} = X^\text{clean} + N + O = U_0\Sigma_0 V_0^T + N + \Gamma \otimes R_o S_o. \quad (12)$$

2) Singular-Value Preservation: We then define the normalized SVs estimation error metric to evaluate how well different algorithms preserve SVs under subspace outlier corruption

$$R_{sv} = \frac{||\Sigma^\text{estimated} - \Sigma^\text{clean}||_2^2}{||\Sigma^\text{clean}||_2^2}, \quad (13)$$

where $\Sigma^\text{clean}$ is calculated by applying the conventional SVD on the clean data matrix $X^\text{clean}$ and $\Sigma^\text{estimated}$ is the estimated SVs from the corrupted dataset $X^\text{corrupted}$ by applying different SVD algorithms.

In Fig. 2, we observe that L1-cSVD is just as good as SVD when outliers are not present. However, when the data is corrupted, L1-cSVD attains superior performance with a normalized SVs estimation error of $5-25\%$ for OSR between $-10\text{dB}$ and $5\text{dB}$, in which the SVs estimated by SVD starts to deviate strongly.

L1-PCA has the same SVs estimation error as standard SVD, indicating that the extension from robustness of PCs to robustness of SVs is not trivial. RPCA has the same performance at every OSR due to its ability to separate the sparse component effectively. However, the reconstructed low-rank component is not necessarily robust, since its SVs estimation error is about $40\%$. This can be attributed to $X^\text{corrupted}$ being noisy because the formulation in (6) does not take into account noise, which is neither low-rank nor sparse.

We are also interested in comparing the preservation of the individual SVs, defined by

$$R_{sv,i} = \frac{(\sigma_i^\text{estimated} - \sigma_i^\text{clean})^2}{(\sigma_i^\text{clean})^2}, \quad (14)$$

where $i = 1, 2, ..., K$.

The most significant finding is that the robustness of L1-cSVD is clearly demonstrated in the estimation of the first and also most important SV, which only deviates less than $10\%$ from the clean dominant SV for OSR up to almost $10\text{dB}$. On the other hand, RPCA incurs a constant $30-70\%$ error on all SVs across different OSR values.

In addition, the performance of RPCA is strongly dependent on the parameter $\lambda$, which might make it fail when data is corrupted by just benign noise. On the other hand, the proposed method L1-cSVD is non-parametric and thus does not suffer from the same issue.

C. Bayesian Classifier

In this section, we apply the robust L1-cSVD method to the Bayesian classifier problem. We choose the “Vowel” dataset from Penn Machine Learning Benchmarks (PMLB) [26]. The chosen dataset has $C = 11$ vowels to be classified, $N = 990$ samples evenly divided among the 11 classes and $D = 11$ numerical features available. From 90 samples of each of the 11 vowels, we use 75 for training and reserve 15 for testing.

We apply a Bayesian Classifier on each training dataset $X^{(i)}$ of the $i^{\text{th}}$ vowel, $i = 1, 2, ..., 11$, where we find the median vector $m_i \in \mathbb{R}^D$ (taken instead of the conventional mean vector for better outlier resistance), and the SVD of $X^{(i)} = U^{(i)} \Sigma^{(i)} V^{(i)T}$. Thus, given a test data point $y \in \mathbb{R}^D$, its Mahalanobis distance to the distribution of the $i^{\text{th}}$ vowel is [11]

$$d_i = \sqrt{\sum_{j=1}^{D} \frac{(U^{(i)T}y - m^{(i)})^2}{\sigma_j^2 / \sqrt{N}}}. \quad (15)$$

According to the Bayesian Classifier [11], $y$ is classified to the class with the smallest $d_i$.

To assess the robustness of L1-cSVD, we then additively corrupt 3 out of the 75 entries of the training dataset $X^{(i)}$.
with outliers of 25 times the average power of an entry of $X$. As a reference to our synthetic data experiment, the OSR in this case can be calculated to be 0 dB; i.e., the outlier has the same energy as the clean data.

![Fig. 4. The ground truth SVs of each vowel training dataset for clean data using SVD (blue, circles) along with the estimated SVs for corrupted training data using SVD (red, triangles), RPCA (orange, stars) and L1-cSVD (green, squares).](image)

We then classify the vowels based on the parameters trained by the corrupted training data using $U^{(i)}$ and $\Sigma^{(i)}$ from either SVD, RPCA, or L1-cSVD and compare the trained parameters. In Fig. (4), it can be clearly seen that L1-cSVD is able to reconstruct the SVs very well from corrupted data compared to the traditional SVD. Importantly, the first or dominant SVs are reconstructed almost exactly by L1-cSVD. On the other hand, RPCA tends to underestimate the SVs, possibly because the sparsity of SVs is overly promoted.

Thus, we proceed to train the corrupted dataset with L1-cSVD and compare its performance to applying SVD on corrupted and clean data. In Fig. (5), we can observe that L1-cSVD attains a higher correct prediction ratio than the conventional SVD, demonstrating its robustness against gross and sparse outliers.

In this experiment, we choose a linear array with $M = 8$ sensors uniformly spaced by $\lambda/2$ taking $T = 200$ snapshots of 3 incoming signals with directions of arrival (DOAs) $-45^\circ$, $0^\circ$ and $60^\circ$. The received signal can be written to be $Y = AS + N$ [5], where $Y \in \mathbb{C}^{M \times T}$ describes the signal of interest (SoI) received at a sensor at a time snapshot, $A \in \mathbb{C}^{M \times N_\theta}$ is the array manifold matrix with $a_{m,k} = \exp \left[ -jm\pi \sin(\theta_k) \right]$, and $N$ is noise with SNR = 10 dB. The DOAs grid is chosen to be from $-90^\circ$ to $90^\circ$ with $1^\circ$ spacing, so $N_\theta = 180$. Because L1-cSVD is developed for real data, $A$ and $Y$ are realified.

![Fig. 5. Histogram of for the correct prediction ratio when the corrupted data is trained with SVD (green) and L1-cSVD (red, dashed) for 1000 experiments with different corruption realizations. The correct prediction ratio using SVD on clean data is marked by the blue dotted line as a benchmark.](image)

![Fig. 6. DOA spectra produced by the $\ell_1$-SVD method [5] with (top) no jammers, (middle) jammers on, using conventional SVD for dimensionality reduction, and (bottom) the same jammers, using L1-cSVD for dimensionality reduction.](image)
to be $\hat{A} \in \mathbb{R}^{M \times N_S}$ and $\hat{Y} \in \mathbb{R}^{M \times T}$ by concatenating their real and imaginary components $[6, 14]$.

The task of DOA estimation is to reconstruct $S \in \mathbb{R}^{N_S \times T}$, which describes the amplitude of the incoming signals from $N_S$ DOAs at $T$ time snapshots. To better distinguish between spatially close sources, Malisiotov et al. [5] proposed a method that enforces sparsity within every column of $S$, since signal sources can be considered sparse in space but not in time, using the L12-norm. In addition, to reduce time complexity, a dimensionality reduction preprocessing step is used, where $\hat{Y}$ is replaced with $\hat{Y}^{SV} = U_K \Sigma_K$, where $U_K$ are the first $K$ left singular vectors and $\Sigma_K$ are the first $K$ SVs of $\hat{Y}$, with $K = 3$ being the expected number of sources. Thus, we solve

$$
\minimize_{S^{SV} \in \mathbb{C}^{N_S \times K}} ||\hat{Y}^{SV} - \hat{A}S^{SV}||_{2,2} + \lambda ||S^{SV}||_{1,2}, \tag{16}
$$

where $\lambda$ is a regularization parameter, to obtain the robust spatial spectrum. This method is called $\ell$1-SVD $[5]$, since it uses an L1-norm to enforce sparsity and SVD for dimensionality reduction. It is not to be confused with L1-cSVD in this work, which formulates and solves a compact SVD scheme using the L1-norm. Unfortunately, using conventional SVD for dimensionality reduction means that $Y^{SV}$ can be sensitive to outliers. To demonstrate this, we corrupt $Y$ with jammer signals coming from DOAs $-30^\circ, 30^\circ$ and $50^\circ$. Each jammer corrupts 10 time snapshots at random with power of 20 times the SoI power (OSR = 0 dB). We reconstruct $S^{SV}$ from the corrupted received signal using the $\ell$1-SVD method in [5] with either SVD and L1-cSVD used for dimensionality reduction for comparison.

In Fig. 6, it can be observed that by using L1-cSVD for dimensionality reduction before applying $\ell$1-SVD for DOAs estimation, the jammers’ peaks in the spectrum are effectively suppressed compared to using conventional SVD.

V. CONCLUSIONS

We presented a novel algorithm for signal value decomposition, based on L1-PCA. This algorithm is the first one to extend the robustness against outliers of L1-PCA problem to finding robust SVs. We showed that such an extension is not obvious and proposed a problem formulation to find more robust SVs. We solved this problem by means of the proposed non-parametric L1-cSVD algorithm, which utilizes the L1-PCA basis $U_{L1}$ and reorthogonalizes $U_{L1}^T X$ to find $\Sigma_{L1}$ and $V_{L1}$ with additional complexity $O(N^3K^2)$. Our algorithm was tested on SVs estimation, Bayesian Classification, and DOA estimation, on both real and synthetic data. All experiments demonstrate that the proposed L1-cSVD algorithm is more robust in SVs estimation against corruption from sparse and gross outliers compared to the conventional SVD and RPCA, while maintaining similar performance to SVD for clean data.
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