Quantum Machine Learning: Fad or Future?
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**Abstract**—For the last few decades, classical machine learning has allowed us to improve the lives of many through automation, natural language processing, predictive analytics and much more. However, a major concern is the fact that we’re fast approaching the threshold of the maximum possible computational capacity available to us by the means of classical computing devices including CPUs, GPUs and Application Specific Integrated Circuits (ASICs). This is due to the exponential increase in model sizes which now have parameters in the magnitude of billions and trillions, requiring a significant amount of computing resources across a significant amount of time, just to converge one single model. To observe the efficacy of using quantum computing for certain machine learning tasks and explore the improved potential of convergence, error reduction and robustness to noisy data, this paper will look forth to test and verify the aspects in which quantum machine learning can help improve over classical machine learning approaches while also shedding light on the likely limitations that have prevented quantum approaches to become the mainstream. A major focus will be to recreate the work by Farhi et al. in [1] and conduct experiments using their theory of performing machine learning in a quantum context, with assistance from the Tensorflow Quantum documentation.

**Index Terms**—quantum computing, machine learning, quantum machine learning

I. INTRODUCTION

The primary experiment conducted for this paper will focus on creating three neural networks with the goal of being able to recognize handwritten digits from the MNIST dataset, which comprises of 70,000 images of handwritten digits with a resolution of 28x28. The first neural network will be an 8-layer CNN with nearly 1.2 million parameters. This model will represent the state-of-the-art in current classical approaches of machine learning. Secondly, 3 versions of a single-layer quantum neural network will be created with a selection of 8, 18, and 32 parameters. The single layer is actually created through Tensorflow’s Parametrized Quantum Circuit (PQC) function which creates specialized layer that allows us to train our model circuit using the quantum data we provide. Finally, the third neural network will be roughly equivalent to our quantum neural networks in terms of the total parameters in the model, which in this case will be 13, 23, 37, across 3 layers. The visualizations of the model architecture we’ll use across this experiment are as follows:

![Model Architecture Visualization](image)

Fig. 1: Model Architecture Visualization

Before moving on to the details of the experiment and the results, it is imperative that we establish an understanding on how classical machine learning can be translated into quantum machine learning as it requires a completely different problem representation than what is standard in the current machine learning domain. Therefore, we will go on to provide details regarding the gates and operators that will be used, along with an overview of the translation of classical to quantum machine learning given a supervised learning problem. We will also discuss the model architectures and data representations that will be implemented as part of our experiment.

II. BACKGROUND

In this section we’ll discuss the overview and definitions of some of the quantum gates which will aid in understanding the overall report.

A. Pauli Operators

Pauli operators are logical operators or logical gates which when applied to input state allows us to express the effects of the environment on a qubit of the states [2]. In this implementation Pauli gates are used to make up the neural
network model circuit. There are in total 4 different kinds of Pauli operators.

1) Definitions:

1) X gate

X gate is a bit flip operation and changes the bit from 0 to 1 and vice versa. Representation of the X gate is as follows:

\[
|\psi\rangle = \alpha_1 |0\rangle + \alpha_0 |1\rangle
\]

\[
\begin{bmatrix}
0 & 1 \\
1 & 0 \\
\end{bmatrix}
\]

\[\text{Input} \quad \text{Output}\]
\[
\begin{array}{|c|c|}
\hline
0 & 1 \\
1 & 0 \\
\hline
\end{array}
\]

\text{TABLE I: Truth table for X gate}

If we consider the effect X gate on a bloch sphere instead of a matrix we see that it is actually a rotation of $\pi$ around the sphere [2].

2) Z gate

Z gate is a phase shift operation. It rotates the input by $\pi$ around the z axis on the bloch sphere [2]. Z gate is a special type of phase shift gate discussed in sec. II-B. Representation of the Z gate is as follows:

\[
\begin{bmatrix}
1 & 0 \\
0 & -1 \\
\end{bmatrix}
\]

\[Z |\psi\rangle = \alpha_0 |0\rangle - \alpha_1 |1\rangle \]

\[\text{Input} \quad \text{Output}\]
\[
\begin{array}{|c|c|}
\hline
|0\rangle & |0\rangle \\
|1\rangle & -|1\rangle \\
\hline
\end{array}
\]

\text{TABLE II: Truth table for Z gate}

B. Phase Shift Gate

Phase shift gate are the gates that map $|0\rangle$ to $|0\rangle$ and $|1\rangle$ to $e^{i\phi} |1\rangle$. The probability of the outcome does not change because of this but the phase of the quantum state is shifted. On the bloch sphere it is equivalent to tracing a latitudinal line of radian $\varphi$ [3]. The matrix representation for these functions are as follows:

\[
P(\varphi) = \begin{pmatrix}
1 & 0 \\
0 & e^{i\varphi}
\end{pmatrix}
\]  

\[C. \text{Hadamard Gate} \]

It is a gate which maps $|0\rangle$ to $|0\rangle + |1\rangle$ and maps $|1\rangle$ to $|0\rangle - |1\rangle$ this tells us that after applying Hadamard the measurement we get has an equal probability of being equal to 0 or 1 which means this gate is used for creating superpositions. This gate is a combination of two rotation. First one being the rotation of $\pi$ around the x axis and then $\frac{\pi}{2}$ around the y axis [4]. The matrix representation for the gate goes as follows:

\[
H = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}
\]  

\[\text{III. CLASSICAL TO QUANTUM CONVERSION} \]

In this section and a few sections after this, we will discuss in detail how the classical machine learning problem of classification through supervised learning is translated into a quantum machine learning algorithm. The notations and concepts described in these sections are in accordance to the algorithm proposed in [5]. To understand how the given problem is translated into a quantum circuit let us first understand the data representation. Data is represented as set of strings. To quantum processors act on $n+1$ qubits and the last bit acts as the readout bit. A unitary transformation is applied on each of the input state which depends on the parameter $\theta$. This is the parameter that our circuit needs to learn for each input state. The unitary transformation is represented as $U(\theta)$. For this implementation we say that each unitary function is of the form:

\[
U(\theta) = \exp(i\theta \Sigma)
\]  

Here the $\Sigma$ represents a generalised Pauli operator among the last three Pauli gates described in sec. II-A. It is not necessary that $\Sigma$ represents a single operator but in some scenarios can represent a combination of these gates. In this case it can also be said that it is a tensor product of the Pauli gates acting on the qubits.

The above unitary function acts on a subset of qubits and for the sake of simplicity the unitary function only depends on one parameter $\theta$.

We take a combination of unitary functions of length $L$ such that:

\[
\overrightarrow{U(\theta)} = U_L(\theta_L)U_{L-1}(\theta_{L-1})...U_1(\theta_1)
\]  

\[\text{(6)}\]

The above function depends on $L$ parameters. Moving on for each a computational basis states are constructed such that

\[
|z, 1\rangle = |z_1 z_2 .... z_n, 1\rangle
\]  

\[\text{(7)}\]
The readout bit in the above state is set to 1. After applying the unitary function on the above states the output is as follows:

\[ U(\vec{\theta}) = |z, 1\rangle \]  \hspace{1cm} (8)

We then apply a Pauli operator \( \sigma_y \), which we decide according to our implementation and are explained in detail in sec. II-A, on the readout qubit. We denote the operator as \( Y_{n+1} \). This operation gives us +1 or -1 as an output label and we aim to make them in accordance with the actual label which is \( l(z) \). The result of \( Y_{n+1} \) is not definite rather a real number between -1 and +1 and the equation for the procedure is represented as follows:

\[ \langle z, 1|U(\vec{\theta})Y_{n+1}U(\vec{\theta})|z, 1\rangle \]  \hspace{1cm} (9)

The output is a real number since it is the average of the outputs of \( Y_{n+1} \) when it is measured across multiple copies of Eq. (8) Our goal is to learn \( \vec{\theta} \) such that the outcome of the above function is near the actual label. For that we also calculate the loss through the following loss function.

\[ \text{loss}(\vec{\theta}, z) = 1 - l(z) \langle z, 1|U(\vec{\theta})Y_{n+1}U(\vec{\theta})|z, 1\rangle \]  \hspace{1cm} (10)

This will return 0 if the network is working perfectly and has no error and is predicting all the labels correctly. If the network is predicting randomly then the maximum loss is 1.

\[ \text{loss}(\vec{\theta}, z) = 2 \text{imag}(\text{Eq.}(11)) \]  \hspace{1cm} (12)

This means the differentiation of the loss function Eq. (10) is twice the imaginary part of Eq. (11), hence the term was enclosed in \text{imag}() bracket. This notation will be used to refer to the imaginary part of the equation throughout the report. Here the \( Y_{n+1} \) and the \( \Sigma_k \) both are Pauli operators forming the unitary operators. We can define the combined unitary operator as:

\[ U_1^\dagger..U_L^\dagger Y_{n+1}U_L..U_{k+1}\Sigma_kU_k..U_1 \]  \hspace{1cm} (13)

So equation 3 can now be written as:

\[ \text{loss}(\vec{\theta}, z) = 2 \text{imag}((z, 1|U|z, 1)) \]  \hspace{1cm} (14)

To measure the right hand side of the above equation the \( U \) acts on \( |z, 1\rangle \) using an auxiliary qubit. The process starts as follows:

\[ |z, 1\rangle \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) \]  \hspace{1cm} (15)

The auxiliary qubit is conditioned to be 1 and therefore when \( dU(\vec{\theta}) \) acts on the above equation it becomes:

\[ \frac{1}{\sqrt{2}}(|z, 1\rangle|0\rangle + dU(\vec{\theta})|z, 1\rangle|1\rangle) \]  \hspace{1cm} (16)

Applying Hadamard on the auxiliary qubit we get:

\[ \frac{1}{\sqrt{2}}(|z, 1\rangle + dU(\vec{\theta})|z, 1\rangle|1\rangle) + \frac{1}{2}(|z, 1\rangle - dU(\vec{\theta})|z, 1\rangle|1\rangle) \]  \hspace{1cm} (17)

After measuring auxiliary qubit from the above equation the probability to get 0 is

\[ \frac{1}{2} - \frac{1}{2} \text{imag}((z, 1|U|z, 1)) \]  \hspace{1cm} (18)

We repeat this process multiple times to make a good estimate of the imaginary part which in turn becomes the estimate of \( k_{th} \) component of the gradient. Once an optimal estimate
IV. ALTERNATE DATA REPRESENTATION

The main goal for the learning process as discussed in sec. IV is that parameter $\theta$ is learnt for the unitary function such that given a $n$-qubit state and the readout bit set to 1 the function returns $Y_{n+1}$ such that it is the appropriate label. For this purpose so far we’ve talked about representing each data point separately but in [5] an alternate representation of classical data is proposed which is in the form of superpositions. We do not utilize this approach in our implementation explained in the sec. VI but it is worth while to take a look and see how we can represent all the data points having the same label as a single superposition. For this representation data is divided into 2 superpositions one is represented as $|+1\rangle$ and the other one is represented as $|-1\rangle$ since the focus is on binary classification this suffices. Each state can be seen as a batch that contains all the data of the same labels.

$$
|+1\rangle = N_+ \sum_{z : (z) = 1} e^{i\varphi z} |z, 1\rangle
$$

$$
|-1\rangle = N_- \sum_{z : (z) = -1} e^{i\varphi z} |z, 1\rangle
$$

Here the $N$ terms are the normalization factors and since the phase does not really matter as a phase change would not affect the probability of the outcome as we discuss in sec. II-B in detail, we can keep the phase $\varphi$ as 0 for both.

The major difference in this approach from the one in sec. IV is that we give a superposition $|\psi\rangle$ as input rather than a data string $z$. And the readout bit is again set to 1. The unitary state becomes:

$$
U(\theta) |\psi, 1\rangle
$$

due to this difference a major change takes place in the loss function, Eq. (10). When the unitary function $\theta$ is applied to the input state $|-1\rangle$ the expected value of $Y_{n+1}$ is the average of all the samples of the that have the label -1 of the quantum neural network and same is the case with samples having +1 labels. Therefore the loss function which is optimized becomes:

$$
1 - \frac{1}{2} \langle (+1|U^\dagger(\theta))Y_{n+1}U(\theta)|+1\rangle - \langle (-1|U^\dagger(\theta))Y_{n+1}U(\theta)|-1\rangle
$$

VI. EXPERIMENT

A. Data Preprocessing

To implement the aforementioned theory in section 3 and 4, we first had to process the MNIST training data and make it binary. This meant that the most optimal and fastest approach was to pick any two of the ten class labels, represent them as either True and False values, and use that data as the input to the QNN, as shown in the function below.

```python
def filter(label_1, label_2, x, y):
    keep = (y == label_1) | (y == label_2)
    x, y = x[keep], y[keep]
    y = y == label_1
    return x, y
```

For the sake of our experiment we chose the labels of 3 and 6, however any other arbitrary labels could be chosen instead of them. After this, we had to address the first big limitation of quantum machine learning: the lack of general availability of quantum computational capacity. This meant that the image size of the MNIST dataset had to be downsampled from 28x28 to three potential values that we tested for i.e. 4x4, 3x3 and 2x2. After down sampling, we needed to convert the image itself to a circuit, which was done with the following code:

```python
def convert_to_circuit(image):
    # Encode downscaled image to a quantum datapoint
    values = np.ndarray.flatten(image)
    qubits = cirq.GridQubit.rect(DIMENSIONS, DIMENSIONS)
    circuit = cirq.Circuit()
    for i, value in enumerate(values):
        if value:
            circuit.append(cirq.X(qubits[i]))
    return circuit
```

B. Model Architecture

For the architecture of our QNN model, we decided to apply the unitary functions/gates on two qubits at a time, as suggested in [5]. One of the two qubits is the readout bit while the other one is any of the data qubits. From section 8 we can see that for our implementation the number of data qubits varies from 4x4 to 3x3 and 2x2. First we apply the X gate and the Hadamard gate on the readout qubit and then add a layer of XX and ZZ layer which is equivalent to applying X and Z gate on both the input qubits [7]. Finally we apply a layer of Hadamard on the readout qubit. For 17-qubit input where the data qubits are 4x4 and the readout qubit is set to be 1, the number of parameters are equal to $2 \times 16 = 32$. Similarly, for a 10-qubit input there are $2 \times 9 = 18$ parameters and for 5-qubit input we get $2 \times 4 = 8$ parameters. Following is the implementation of this architecture in code:

```python
def create_quantum_model(dim):
    # dim = [2, 3, 4]
    data_qubits = cirq.GridQubit.rect(dim, dim)
    # readout is a single qubit at [-1,-1]
    readout = cirq.GridQubit(-1, -1)
    circuit = cirq.Circuit()
    # Prepare the readout qubit
    circuit.append(cirq.X(readout))
    circuit.append(cirq.H(readout))
    # Apply gates
    for i, value in enumerate(values):
        if value:
            circuit.append(cirq.X(data_qubits[i]))
        if i % 2 == 0:
            circuit.append(cirq.Z(data_qubits[i]))
    circuit.append(cirq.H(readout))
    return circuit
```
bldr = CircuitLayerBuilder(
    data_qubits = data_qubits,
    readout=readout)

# Add layers
bldr.add_layer(circuit,cirq.XX,"xx1")
bldr.add_layer(circuit,cirq.ZZ,"zz1")

# Finally, prepare the readout qubit.
circuit.append(cirq.H(readout))

return circuit, cirq.Z(readout)

VII. RESULTS

A. Best QNN hyperparameters

To better understand the efficacy of a QNN over a classical NN, we first need to establish a baseline for what a competent QNN is. This can be defined in terms of finding the QNN with the best possible accuracy metric and then finding out what particular hyperparameter combination made that performance possible. Therefore, the first analysis of our result will be looking at accuracies of our 6 distinct QNNs and find a trend that allows us to extrapolate the optimal direction we need to take while tuning our hyperparameters.

As we can see, the primary driver for an increase in performance is the overall dimension of our input size. This entails that with an increased resolution, we can improve our performance significantly. However, a major hurdle to realizing that increase in performance is the exponential increase in computation required to handle a dimension increase of 1 pixel for each axis. While a QNN with input size 4x4 could process an epoch in one minute, increasing the input size to 5x5 increased the average epoch time to 90 minutes. Which brings us to epochs; we can see that while increasing the total epochs helps improve the model performance, the trade-off with regards to the increased training time may not be worth it, unless in the case of an input size of 3x3 where our model performance improved by nearly 50%. Next up, we try to understand the effect of batch size on the overall performance of the QNN, depicted in Figure 5.

Fig. 5: Comparison of QNN variations based on changes in training batch size

Here we can see that by doubling our batch size, we lose nearly one-third of our model accuracy performance. We believe that this is due to the fact that, with a smaller batch size, the model gets to learn over much more steps over a given epoch than it would with a larger batch size. Next up, we take a look at the effect of input dimensions on the models’ performance metrics.

Based on the graph above, we can empirically see that increased input dimensions allow for increased overall model accuracy but what is interesting is the accuracy delta between each of the input dimensions. While 4x4 allows for the best performance, the difference between the performance of 3x3 and 2x2 resolutions is very insignificant. This could be most likely due to how the downsampling process represented the data such that the models could not learn much from inputs of size 3x3 than they could from those of size 2x2.

Fig. 6: Comparison of QNN variations based on changes in input sizes
B. Comparative Analysis

Finally, we will now directly compare the results of our QNN and the classical (fair) model with regards to their performance accuracy at various input sizes. Figure 7 shows the unfortunate reality that even after catering to reducing the input size, model complexity, number of parameters, and training epochs, the QNN does not surpass the performance capability of even the fairly-designed one, let alone the fully-sized one. While it is to be noted that performance delta that is much less than 10%, we can empirically see that QNN does not measure up to the classical neural network approach.

![Fig. 7: Performance of QNN and classical (fair) models](image)

There was only one set of hyperparameters where the performance between the QNN and the fair model was the same and it is shown in Figure 8, where the QNN had the advantage of a really small batch size, highest possible input size and a low epoch that hindered the convergence of the fair model.

![Fig. 8: Model Comparison](image)

VIII. Conclusion

Through this experiment, we established the prominence of classical machine learning, discussed the potential obstacles that we may face in the future and whether quantum machine learning could help replace the conventional approaches along with conducting an experiment to confirm or deny the aforementioned claim. We also went on to discuss the theory behind how a classical neural network can be converted to a quantum neural network by representing the layers using unitary functions and changing our input from an image to a circuit representation as well. To test and compare our conversion with the classical versions, we conducted a thorough experiment that went on to showcase the unfortunate reality that quantum machine learning still has a ways to go. The primary obstacles included the limited computational capabilities in terms of being able to process data that is magnitudes smaller in resolution/detail (compared to even some of the basic classical implementations out there) along with a significant lack of software support and infrastructure that classical machine learning really benefits from in terms of optimization, libraries etc. A part of the experiment also focused on how various hyperparameters (epochs, input sizes, models sizes, and batch sizes) affect the performance of any given quantum neural network and we concluded the fact that the only QNN that can compete with a classical (fair) model would be a result of training for 3 epochs with a batch size of 16 and input size of 4x4. Thus, it is very evident that quantum machine learning is in a very nascent stage and for it to become useful enough to replace the classical approach, there has to be a lot of work done in developing both hardware and software capabilities that allow for increased efficiency, data processing, and parallelization. While the results may not have proven to be hopeful to any extent, there is certainly a lot of potential in quantum machine learning serving as an alternative methodology of making machine smarter.
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