SHARP ESTIMATES FOR PSEUDO-DIFFERENTIAL OPERATORS OF TYPE (1,1) ON TRIEBEL-LIZORKIN AND BESOV SPACES
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Abstract. Pseudo-differential operators of type $(1,1)$ and order $m$ are continuous from $F^{s+m}_{p,q}$ to $F^s_{p,q}$ if $s > d/\min(1,p) - d$ for $0 < p < \infty$, and from $B^{s+m}_{p,q}$ to $B^s_{p,q}$ if $s > d/\min(1,p) - d$ for $0 < p \leq \infty$. In this work we extend the $F$-boundedness result to $p = \infty$. Additionally, we prove that the operators map $F^{m,1}_{\infty}$ into $bmo$ when $s = 0$, and consider Hörmander’s twisted diagonal condition for arbitrary $s \in \mathbb{R}$. We also prove that the restrictions on $s$ are necessary conditions for the boundedness to hold.

1. Introduction

Let $S(\mathbb{R}^d)$ denote the Schwartz space and $S'(\mathbb{R}^d)$ the space of tempered distributions. A symbol $a$ in Hörmander’s class $S^m_{\rho,\delta}$ is a smooth function defined on $\mathbb{R}^d \times \mathbb{R}^d$, satisfying that for all multi-indices $\alpha$ and $\beta$ there exists a constant $c_{\alpha,\beta}$ such that

$$|\partial_x^{\alpha} \partial_\xi^{\beta} a(x,\xi)| \leq c_{\alpha,\beta}|1 + |\xi||^{m-\rho|\alpha|+\delta|\beta|}$$

for $(x,\xi) \in \mathbb{R}^d \times \mathbb{R}^d$,

and the corresponding pseudo-differential operator $T[a]$ is given by

$$T[a]f(x) = \int_{\mathbb{R}^d} a(x,\xi) \hat{f}(\xi) e^{2\pi i(x,\xi)} d\xi, \quad f \in S(\mathbb{R}^d).$$

Denote by $OpS^m_{\rho,\delta}$ the class of pseudo-differential operators with symbols in $S^m_{\rho,\delta}$.

It is well known that for $0 \leq \delta \leq \rho \leq 1$ the operator $T[a] \in OpS^m_{\rho,\delta}$ maps $S$ continuously into itself. Furthermore, unless $\delta = \rho = 1$ the adjoint operator of $T[a] \in OpS^m_{\rho,\delta}$ belongs to the same type of pseudo-differential operators (see [21, Appendix] and [11, p.94]) and thus $T[a]$ extends via duality to a mapping from $S'$ into itself.

However when $\rho = \delta = 1$ it has many different situations. Bourdaud [2, 3] has shown that they are not closed under taking adjoints. In this case it was proved by Ching [4] that not all operators of order $0$ are $L^2$ continuous. Afterwards Stein first proved that all operators in $OpS^0_{1,1}$ are bounded on $H^s(=L^2_s)$ for $s > 0$ in his unpublished work and Meyer [20] improved this result by proving the continuity of $OpS^m_{1,1}$ from $L^p_{s+m}$ to $L^p_s$ with $s > 0$ for $1 < p < \infty$. Bourdaud [3] gave a simplified proof of the result of Meyer and also showed, by duality and interpolation, that if $T[a], (T[a])^* \in OpS^0_{1,1}$, then $T[a]$ is bounded on $L^p_s$ for all $s \in \mathbb{R}$ and $1 < p < \infty$, in particular on $L^2$. The operators in $OpS^0_{1,1}$ are singular integral operators and by using $T1$ theorem by David and Journé [3], $T[a]$ is bounded in $L^2$ if and only if $(T[a])^*1 \in BMO$, which is actually a weaker condition than Bourdaud’s $(T[a])^* \in OpS^0_{1,1}$. Hörmander [9] introduced the twisted diagonal $\{(\xi,\eta) : \xi + \eta = 0\}$ in order to give the boundedness from $H^{s+m}(=L^2_{s+m})$ to $H^s$ for all $s, m \in \mathbb{R}$. That is, $T[a] \in OpS^m_{1,1}$ maps $H^{s+m}$ to $H^s$ with arbitrary $s \in \mathbb{R}$ if $a$ satisfies the twisted diagonal condition

$$\hat{a}(\eta,\xi) = 0 \quad \text{where} \quad C(|\eta + \xi| + 1) \leq |\xi|$$
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for some $C > 1$. More detailed references may be found in [10] [12] [16].

The continuity of the operators of type (1, 1) in Besov space and Triebel-Lizorkin space has been developed by Runst [24], Torres [26], and Johnsen [13]. Let

$$
\tau_{p, q} := \frac{d}{\min(1, p, q)} - d \quad \text{and} \quad \tau_p := \frac{d}{\min(1, p)} - d.
$$

**Theorem A.** Let $m \in \mathbb{R}$ and $0 < p, q \leq \infty$. Suppose $a \in S^m_{1, 1}$. Then

1. $T_{[a]}$ maps $F_p^{s+m, q}$ to $F_p^{s, q}$ if $p < \infty$ and $s > \tau_{p, q}$.
2. $T_{[a]}$ maps $B_p^{s+m, q}$ to $B_p^{s, q}$ if $s > \tau_p$.

Since the adjoint operators of $\text{Ops}_{1, 1}^m$ do not belong to the same class we may not generally use duality argument to define the operators on $S'$. For $0 < p, q < \infty$ and $s \in \mathbb{R}$, $S$ is dense in $F_p^{s, q}$, $B_p^{s, q}$, and thus $T_{[a]}$ is well-defined on the spaces by density arguments. For $0 < p < \infty$, $q = \infty$ and $s > \tau_{p, q}$, we choose $\epsilon > 0$ so that $s - \epsilon > \tau_{p, q}$. Then the embedding $F_p^{s+m, \infty} \hookrightarrow F_p^{s+m-\epsilon, p}$ and Theorem A with $0 < p = q < \infty$ imply that $T_{[a]}$ is well-defined on $F_p^{s+m, \infty}$ and, actually, $T_{[a]} : F_p^{s+m, \infty} \rightarrow S'$. Accordingly, the embedding $B_p^{s+m, \infty} \hookrightarrow F_p^{s+m-\epsilon, p}$ ensures that $T_{[a]} : B_p^{s+m, \infty} \rightarrow S'$ for $0 < p < \infty$ and $s > \tau_p$. The problem happens when $p = \infty$. Theorem A (2) was first proved in [24], but in the paper a flaw has been detected to define $T_{[a]} \in \text{Ops}_{1, 1}^m$ on $S'$. See the remark in [24, p. 16] (the flaw is just about the definition of $T_{[a]} \in \text{Ops}_{1, 1}^m$, and his arguments are still valid with the adaption of (1.2) below). Later, Johnsen [13-14] pointed out this issue, and gave a rigorous definition of $T_{[a]}$ on $S'$ by using a limiting argument. Let $a_j(x, \xi) := \phi_j * a(\cdot, \xi)(x)\hat{\phi}_k(\xi)$ be defined as in (1.1) below. Then we define $T_{[a]}$ by

$$
T_{[a]} f := \lim_{N \to \infty} \sum_{k=0}^N \sum_{j=0}^N T_{[a, j, k]} f, \quad f \in S'
$$

whenever the limit converges in $S'$. Note that the case $p = \infty$ for Besov spaces was studied in Theorem A, but it is unknown for $F_{\infty}$-spaces.

Another approach was given by Torres [26], who applied atoms and molecules for $F_p^{s, q}$, introduced by Frazier and Jawerth [8]. Every $f \in F_p^{s, q}$ can be written as $f = \sum_Q s_Q A_Q$ where $\{s_Q\}_Q$ is a sequence of complex numbers in $f_p^{s+m, q}$ and $A_Q$’s are atoms for $F_p^{s+m, q}$ (see [8] for more detail). Then Torres defined

$$
\tilde{T}_{[a]} f := \sum_Q s_Q T_{[a]} A_Q
$$

and proved that $\tilde{T}_{[a]}$ maps $F_p^{s+m, q}$ to $F_p^{s, q}$ by showing $T_{[a]}$ maps atoms for $F_p^{s+m, q}$ to molecules for $F_p^{s, q}$. His argument also works for $p = \infty$. Note that $\tilde{T}_{[a]}$ agrees with $T_{[a]}$ on $F_p^{s, q}$ for $0 < p < \infty$ by the density argument for $0 < p < \infty$. However, we should be careful to say that this implies the boundedness of the operator $T_{[a]}$ when $p = \infty$ because $T_{[a]}$ is not continuous on $S'$ as we mentioned above.

In this paper we extend $F$-boundedness results in Theorem A to $p = \infty$ with the adaption of (1.2). That is, $T_{[a]} \in \text{Ops}_{1, 1}^m$ maps $F_\infty^{s+m, q}$ into $F_\infty^{s, q}$ for $s > \tau_q(= \tau_{\infty, q})$ and $m \in \mathbb{R}$. We also prove that the condition $s > \tau_q$ can be dropped under the Hörmander’s twisted diagonal condition and furthermore, when $s = 0$, $T_{[a]} \in \text{Ops}_{1, 1}^m$ maps $F_\infty^{m, q}$ into $bmo(= F_\infty^{0, 2})$. 

Another main part of the paper is about negative results. We prove that the assumptions $s > \tau_{p,q}$ and $s > \tau_p$ in Theorem A are necessary conditions for the boundedness to hold. Moreover, we also discuss the sharpness of our new boundedness result for $p = \infty$, which is an “almost sharpness” of $F_\infty$-boundedness in the sense that $s > \tau_q$ is sharp when considering only a grid of dyadic cubes of a fixed side length in the definition of the $F_\infty$-norm.

Some negative results for $p, q > 1$ may be found in [3, 4] and [14], and the same technique can be applied to show the optimality of $s > \tau_{p,q} = \tau_p = 0$ for $p, q > 1$ (see Remark 2.8 below for more details). However, this method is not valid for min $(p, q) \leq 1$ and particular emphasis is given to the case min $(p, q) \leq 1$.

This paper is organized as follows. The main results are stated in Section 2. We give some key lemmas for the proof of our results in Section 3. Then we prove our results in Section 4 and Section 5.

## 2. Statements of main results

### Notations.
We use standard notation. Let $N$ be the collection of all natural numbers and $N_0 := N \cup \{0\}$. $Z$ denotes the collection of all integers. For $f \in S$ the Fourier transform is defined by the formula $\hat{f}(\xi) = \int_{\mathbb{R}^d} f(x)e^{-2\pi i (x, \xi)} dx$ and denote by $f^\vee$ the inverse Fourier transform of $f$. We also extend these transforms to $S'$. Let $\mathcal{D}$ denote the set of all dyadic cubes in $\mathbb{R}^d$, and for each $k \in \mathbb{Z}$, $\mathcal{D}_k$ stands for the subset of $\mathcal{D}$ consisting of the cubes with side length $2^{-k}$. For each $Q \in \mathcal{D}$ we denote the side length of $Q$ by $l(Q)$ and the characteristic function of $Q$ by $\chi_Q$, and for $r > 0$ we denote by $rQ$ the cube concentric with $Q$ having the side length $rl(Q)$. The symbol $X \lesssim Y$ means that there exists a positive constant $C$, possibly different at each occurrence, such that $X \leq CY$. $X \approx Y$ means $C^{-1}Y \leq X \leq CY$ for a positive unspecified constant $C$.

### Function spaces.
We recall the definitions of Besov spaces and Triebel-Lizorkin spaces from [8] and [25]. Let $\phi$ be a smooth function so that $\hat{\phi}$ is supported in $\{\xi : 2^{-1} \leq |\xi| \leq 2\}$ and $\sum_{k \in \mathbb{Z}} \hat{\phi}_k(\xi) = 1$ for $\xi \neq 0$ where $\hat{\phi}_k := 2^{kd} \hat{\phi}(2^k \cdot)$. Let $\hat{\Phi} := 1 - \sum_{k=1}^{\infty} \hat{\phi}_k$. Then we define convolution operators $\Pi_0$ and $\Pi_k$ by $\Pi_0 f := \Phi * f$ and $\Pi_k f := \phi_k * f$ for $k \geq 1$. For $0 < p, q \leq \infty$ and $s \in \mathbb{R}$ the (inhomogeneous) Besov spaces $B_{p,q}^s$ are defined as a subspace of $S'$ with (quasi-)norms

$$
\|f\|_{B_{p,q}^s} := \|\Pi_0 f\|_{L^p} + \left\|\{2^{sk} \Pi_k f\}_{k=1}^{\infty}\right\|_{L^q(\mathcal{L}^p)}.
$$

For $0 < p < \infty$, $0 < q \leq \infty$, and $s \in \mathbb{R}$ we define (inhomogeneous) Triebel-Lizorkin spaces $F_{p,q}^s$ to be a subspace of $S'$ with norms

$$
\|f\|_{F_{p,q}^s} := \|\Pi_0 f\|_{L^p} + \left\|\{2^{sk} \Pi_k f\}_{k=1}^{\infty}\right\|_{L^q(\mathcal{L}^p)}.
$$

When $p = q = \infty$ we apply

$$
\|f\|_{F_{\infty,\infty}^s} := \|f\|_{B_{\infty,\infty}^s},
$$

and for $p = \infty$ and $q < \infty$ we employ

$$
\|f\|_{F_{p,\infty}^s} := \|\Pi_0 f\|_{L^\infty} + \sup_{l(P) < 1} \left(\frac{1}{|P|} \int_P \sum_{k=1}^{\infty} 2^{skq} |\Pi_k f(x)|^q dx\right)^{1/q}
$$

where the supremum is taken over all dyadic cubes whose side length is less than 1. According to those norms, the spaces are quasi-Banach spaces (Banach spaces if $p \geq 1, q \geq 1$). Note that the spaces are a generalization of many standard function spaces such as $L^p$. 


spaces, Sobolev spaces, and Hardy spaces. We recall $L^p = F_p^{0,2}$ for $1 < p < \infty$, $h^p = F_p^{0,2}$ for $0 < p < \infty$, $L_s^p = F_s^{p,2}$ for $s > 0$, $1 < p < \infty$, and $bmo = F_\infty^{0,2}$.

2.1. Positive results.

**Theorem 2.1.** Let $m \in \mathbb{R}$, $0 < q < \infty$, and $\mu \in \mathbb{N}$. Suppose $a \in S_{1,1}^m$. If $s > \tau_q$ then

$$
\sup_{p \in \mathcal{D}_\mu} \left( \frac{1}{p} \right) \int \sum_{k=\mu}^\infty 2^{skq} |\Pi_k f(x)|^q \, dx \right)^{1/q}
$$

(2.1) \hspace{1cm} \lesssim \sup_{0 \leq k \leq \mu-1} \|2^{k(s+m)} \Pi_k f\|_{L_\infty} + \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int \sum_{k=\mu}^\infty 2^{(s+m)kq} |\Pi_k f(x)|^q \, dx \right)^{1/q}.

Here the implicit constant of the inequality is independent of $\mu$.

From Theorem 2.1 we immediately deduce the following conclusion.

**Corollary 2.2.** Let $m \in \mathbb{R}$ and $0 < q < \infty$. Suppose $a \in S_{1,1}^m$. If $s > \tau_q$ then

$$
T_{[a]} : F_{\infty}^{s+m,q} \rightarrow F_{\infty}^{s,q}.
$$

**Remark 2.3.** Theorem 2.1 is sharp in the sense that if $s \leq \tau_q$ then the inequality (2.1) does not hold. This will be stated in Theorem 2.7. In Section 1 we used the expression “almost sharpness” of $F_{\infty}$-boundedness because we do not obtain the sharpness of $F_{\infty}$-boundedness (for $0 < q \leq 1$) in Corollary 2.2. To be specific, the case $1 < q < \infty$ in Corollary 2.2 is sharp, but we do not conclude it for $0 < q \leq 1$. See Remark 2.8 below.

For the case $s = 0$ we have the following result.

**Theorem 2.4.** Suppose $m \in \mathbb{R}$ and $a \in S_{1,1}^m$. Then $T_{[a]}$ maps $F_{\infty}^{m,1}$ into $bmo(= F_{\infty}^{0,2})$.

The main value of this theorem is that $s$ can be taken to be $0(= \tau_q)$ provided one increases the value of $q$ in the space that $T_{[a]}$ maps in.

Now we extend Hörmander’s results to $F_{\infty}$-spaces which give a sufficient condition for the boundedness for arbitrary $s \in \mathbb{R}$.

**Theorem 2.5.** Suppose $0 < q < \infty$, $s, m \in \mathbb{R}$, and $a \in S_{1,1}^m$. If (1.7) holds for $C > 1$, then $T_{[a]}$ maps $F_{\infty}^{s+m,q}$ into $F_{\infty}^{s,q}$.

Note that the counterparts for $p < \infty$ may be found in [13].

2.2. Negative results.

The following theorem proves the optimality of $s > \tau_{p,q}$ and $s > \tau_p$ in Theorem 2.1.

**Theorem 2.6.** Let $0 < p, q \leq \infty$ and $m \in \mathbb{R}$.

1. Suppose $0 < p < \infty$ or $p = q = \infty$. If $s \leq \tau_{p,q}$ then there exists $a \in S_{1,1}^m$ so that $\|T_{[a]}\|_{p^{s+m,q} \rightarrow p} = \infty$.

2. If $s \leq \tau_p$ then there exists $a \in S_{1,1}^m$ so that $\|T_{[a]}\|_{B_{p}^{s+m,q} \rightarrow B_{p}^{\infty,q}} = \infty$.

The optimality of $s > \tau_q$ in Theorem 2.1 follows from the next result.
Theorem 2.7. Let $0 < q < \infty$, $m \in \mathbb{R}$, and $\mu \in \mathbb{N}$. If $s \leq \tau_q$ then there exists $a \in \mathcal{S}_{1,1}^m$ and $f \in \mathcal{S}'$ such that

$$\sup_{0 \leq k \leq \mu - 1} \|2^k(\phi_k + \phi_{k+1})f\|_{L^\infty} + \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_R \left( \sum_{k=1}^\infty 2^{k\mu} |\phi_k f(x)|^q \right)^{1/q} \right) < \infty,$$

and

$$\sup_{P \in \mathcal{D}_\mu} \left( \frac{1}{|P|} \int_P \sum_{k=1}^\infty 2^{sk} |\phi_k T[a]f(x)|^q \right)^{1/q} = \infty.$$

Remark 2.8. Theorem 2.6 and Theorem 2.7 for the case $1 < p, q$ can be proved by using the idea of Ching [4], which is to construct $a \in \mathcal{S}_{1,1}^m$ and $f \in \mathcal{S}'$ such that

$$(2.2) \quad \|f\|_{F_p^m} \lesssim \left( \sum_{k=1}^\infty |v_k|^p \right)^{1/p} \quad \text{or} \quad \|f\|_{F_p^m} \lesssim \left( \sum_{k=1}^\infty |v_k|^q \right)^{1/q},$$

and

$$(2.3) \quad \|T[a]f\|_{F_p^m} \gtrsim \sum_{k=1}^\infty 2^{-sk}|v_k|,$$

where $\{v_k\}$ is a sequence of positive numbers $(\|f\|_{B_p^s} \lesssim \left( \sum_{k=1}^\infty |v_k|^q \right)^{1/q}$ and $\|T[a]f\|_{B_p^s} \gtrsim \sum_{k=1}^\infty |v_k|$ for the proof of Theorem 2.6 (2). Then choose $\{v_k\}$ such that $(2.2) < \infty$, but $(2.3) = \infty$ for $s \leq 0$. Indeed, similar sharp results for $1 < p < \infty, 1 < q \leq \infty$ are found in [3] and [14] where the same technique is applied. Furthermore, the case $1 < q < \infty$ in Theorem 2.7 can be proved in a similar way. Indeed, for a sequence of positive numbers $\{v_k\}$ to be chosen later, let

$$a(x, \xi) := \sum_{k=10}^\infty 2^{km} \hat{\phi}_k(\xi) e^{2\pi i (2^{-k} e_1 x)}$$

and

$$f_L(x) := \sum_{k=10}^L v_k 2^{-tk(s+m)} \hat{g}(x - 2^{-tk} e_1) e^{2\pi i (2^{k} e_1 x)}$$

where $t_k := 10k, e_1 := (1, 0, \ldots, 0) \in \mathbb{Z}^d$, $\phi_k^* := \phi_k - \phi_{k+1}$, and $\hat{g} \in \mathcal{S}$ satisfies $\text{Supp} (\hat{g}) \subseteq \{|\xi| \leq 1\}$. Then clearly $a \in \mathcal{S}_{1,1}^m$, and

$$\|f_L\|_{F_p^s} \lesssim \left( \sum_{k=10}^L v_k^q \right)^{1/q}.$$ 

Moreover, due to the fact that $\hat{\phi}_{tk^*}(\xi) \hat{g}(\xi - 2^{tk} e_1) = \hat{g}(\xi - 2^{tk} e_1)$ one has

$$T[a]f_L(x) = \hat{g}(x) \sum_{k=10}^L 2^{-tk} v_k$$

and this yields

$$\|T[a]f_L\|_{F_p^{s,q}} \gtrsim \sum_{k=10}^L 2^{-tk} v_k.$$ 

Choose a sequence $\{v_k\}$ so that $\sum_{k=10}^\infty 2^{-sk} v_k = \infty$ and $\sum_{k=10}^\infty v_k^q < \infty$. By letting $L \to \infty$ we are done. Actually, this proves the sharpness of Corollary 2.2 for $1 < q < \infty$. 
However, when \( \min(p, q) \leq 1 \) this method does not work and it is not easy to verify the optimality of \( s \geq \tau_{p,q} = d/\min(p, q) - d \) and \( s \geq \tau_q = d/q - d \). In this paper we will consider only the case \( \min(p, q) \leq 1 \).

3. Maximal inequalities and Key lemmas

3.1. Maximal inequalities. A crucial tool in theory of function spaces is maximal inequalities of Fefferman-Stein [7] and Peetre [23].

Let \( \mathcal{M} \) be the Hardy-Littlewood maximal operator, defined by

\[
\mathcal{M}f(x) := \sup_{x \in Q} \frac{1}{|Q|} \int_Q |f(y)| dy
\]

where the supremum is taken over all cubes containing \( x \), and for \( 0 < t < \infty \) let \( \mathcal{M}_t f := (\mathcal{M}(|f|^t))^{1/t} \). Then Fefferman-Stein’s vector-valued maximal inequality in [7] says that for \( 0 < r < p, q < \infty \) one has

\[
\left\| \left( \sum_k (\mathcal{M}_r f_k)^q \right)^{1/q} \right\|_{L^p} \lesssim \left\| \left( \sum_k |f_k|^q \right)^{1/q} \right\|_{L^p}.
\]

Note that (3.1) also holds when \( q = \infty \).

Now for \( k \in \mathbb{Z} \) and \( \sigma > 0 \) we define the Peetre maximal operator \( \mathcal{M}_{\sigma,2^k} \) by

\[
\mathcal{M}_{\sigma,2^k} f(x) := \sup_{y \in \mathbb{R}^d} \frac{|f(x - y)|}{(1 + 2^k |y|)^\sigma}.
\]

For \( r > 0 \) let \( \mathcal{E}(r) \) be the space of tempered distributions whose Fourier transforms are supported in \( \{ \xi : |\xi| \leq 2r \} \). As shown in [23] one has the majorization

\[
\mathcal{M}_{d/r,2^k} f(x) \lesssim \mathcal{M}_r f(x)
\]

if \( f \in \mathcal{E}(2^k) \). Then via (3.1) and (3.2) the following maximal inequality holds. Suppose \( 0 < p < \infty, 0 < q \leq \infty \). Then for \( f_k \in \mathcal{E}(2^k) \)

\[
\left\| \left( \sum_k (\mathcal{M}_{d/r,2^k} f_k)^q \right)^{1/q} \right\|_{L^p} \lesssim \left\| \left( \sum_k |f_k|^q \right)^{1/q} \right\|_{L^p} \quad \text{for} \quad r < p, q.
\]

For \( \epsilon \geq 0, r > 0, \) and \( k \in \mathbb{Z} \), we now introduce a variant of Hardy-Littlewood maximal operators \( \mathcal{M}_{r}^{k,\epsilon} \), which is defined by

\[
\mathcal{M}_{r}^{k,\epsilon} f(x) := \sup_{2^k l(Q) \leq 1} \left( \frac{1}{|Q|} \int_Q |f(x)|^r dx \right)^{1/r} + \sup_{2^k l(Q) > 1} \left( 2^k l(Q) \right)^{-\epsilon} \left( \frac{1}{|Q|} \int_Q |f(x)|^r dx \right)^{1/r}.
\]

Note that \( \mathcal{M}_{r}^{k,0} f(x) \approx \mathcal{M}_r f(x) \). It is proved in [22] that for \( r < t \) and \( f \in \mathcal{E}(A2^k) \) for some \( A > 0 \)

\[
\mathcal{M}_{d/r,2^k} f(x) \lesssim_A \mathcal{M}_{t}^{k,d/r-t} f(x) \lesssim \mathcal{M}_t f(x) \quad \text{uniformly in} \quad k.
\]

Furthermore, the following maximal inequalities hold.

Lemma 3.1. [22] Let \( 0 < r < q < \infty, \epsilon > 0, \) and \( \mu \in \mathbb{Z} \). For \( k \in \mathbb{Z} \) let \( f_k \in \mathcal{E}(A2^k) \) for some \( A > 0 \). Then one has

\[
\sup_{P \in \mathcal{D}_\mu} \left( \frac{1}{|P|} \int_P \sum_{k=\mu}^\infty (\mathcal{M}_{r}^{k,\epsilon} f_k(x))^q dx \right)^{1/q} \lesssim_A \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_R \sum_{k=\mu}^\infty |f_k(x)|^q dx \right)^{1/q}.
\]
Here, the implicit constant of the inequality is independent of $\mu$.

As an immediate consequence of the pointwise estimate (3.4) and Lemma 3.1 one obtains

**Lemma 3.2.** Let $0 < r < q < \infty$ and $\mu \in \mathbb{Z}$. For $k \in \mathbb{Z}$ let $f_k \in \mathcal{E}(A2^k)$ for some $A > 0$. Then one has

$$
\sup_{P \in \mathcal{D}_\mu} \left( \frac{1}{|P|} \int_{f(k)}^\infty (\mathcal{M}_d/r,2^k f_k(x))^q dx \right)^{1/q} \lesssim_A \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_{f(k)}^\infty |f_k(x)|^q dx \right)^{1/q}.
$$

Here, the implicit constant of the inequality is independent of $\mu$.

Note that Lemma 3.2 is sharp in the sense that if $r \geq q$ then there exists a sequence $\{f_k\}$ in $\mathcal{E}(2^k)$ for which the inequality does not hold.

As an application of Lemma 3.2, for $\mu \in \mathbb{Z}$, $q_1 < q_2 < \infty$, and $f := \{f_k\}_{k \in \mathbb{Z}}$ we have

$$
V_{\mu,q_2}[f] \lesssim V_{\mu,q_1}[f],
$$

provided that each $f_k$ is defined as in Lemma 3.2 where

$$
V_{\mu,q} := \sup_{P \in \mathcal{D}_\mu, |P| \leq 2^{-\mu}} \left( \frac{1}{|P|} \int_{f(k)}^\infty |f_k(x)|^q dx \right)^{1/q}.
$$

Indeed, for fixed $Q \in \mathcal{D}_\mu$ and $\sigma > 0$

$$
\|\mathcal{M}_{\sigma,2^k f_k}\|_{L^\infty(Q)} \lesssim_\sigma \inf_{y \in Q} \|\mathcal{M}_{\sigma,2^k f_k(y)}\|
$$

and then for $k \geq \mu$, $P \in \mathcal{D}_\mu$, and $\sigma > d/q_1$

$$
\|f_k\|_{L^\infty(P)} \leq \sup_{Q \in \mathcal{D}_\mu, Q \subset P} \left( \|\mathcal{M}_{\sigma,2^k f_k}\|_{L^\infty(Q)} \right)^{1/q_1} \lesssim_\sigma \sup_{Q \in \mathcal{D}_\mu, Q \subset P} \left( \frac{1}{|Q|} \int_{Q} (\mathcal{M}_{\sigma,2^k f_k(y)})^q dy \right)^{1/q_1} \lesssim V_{\mu,q_1}[f]
$$

where we used Lemma 3.2 in the last inequality. By applying $|f_k(x)|^q \lesssim (V_{\mu,q_1}[f])^{q_2 - q_1}|f_k(x)|^{q_1}$ for $x \in P$, one can prove (3.5). Furthermore, by using (3.6) and Lemma 3.2 for $0 < q < \infty$ and $\mu \in \mathbb{Z}$

$$
\sup_{k \geq \mu} \|f_k\|_{L^\infty} \lesssim V_{\mu,q}[f].
$$

Then together with (3.5), this implies

$$
F^{s,q_1}_\infty \hookrightarrow F^{s,q_2}_\infty, \quad 0 < q_1 < q_2 \leq \infty.
$$

### 3.2. Key Lemmas

One of the main tools in the proof of Theorem A is the following well-known lemma.

**Lemma A.** Let $0 < p < \infty$, $0 < q \leq \infty$ and $s \in \mathbb{R}$. Suppose that $\{f_k\}_{k \in \mathbb{N}_0}$ is a family of tempered distributions. Let $A > 1$.

1. If $\text{Supp}(\tilde{f}_0) \subset \{\xi : |\xi| \leq A\}$ and $\text{Supp}(\tilde{f}_k) \subset \{\xi : 2^{k}/A \leq |\xi| \leq A2^k\}$ for $k \geq 1$, then

$$
\left\| \sum_{k=0}^{\infty} f_k \right\|_{F^{s,q}_p} \lesssim A \left\| \{2^s f_k\}_{k=0}^\infty \right\|_{L^p(t^q)}.
$$

2. If $\text{Supp}(\tilde{f}_k) \subset \{\xi : |\xi| \leq A2^k\}$ for $k \in \mathbb{N}_0$ and $s > \tau_{p,q}$, then

$$
\left\| \sum_{k=0}^{\infty} f_k \right\|_{F^{s,q}_p} \lesssim A \left\| \{2^s f_k\}_{k=0}^\infty \right\|_{L^p(t^q)}.
$$
The first assertion follows immediately from the Nikol’skii representation (see [25, 2.5.2] for details). The second one was proved in [27]. See also [17, 18], and [20].

The following two lemmas are the counterpart of Lemma 3 for \( F^{s,q}_\infty \).

**Lemma 3.3.** Let \( 0 < q < \infty \), \( s \in \mathbb{R} \), \( A > 1 \). Let \( \{f_k\}_{k \in \mathbb{N}_0} \) be a sequence of tempered distributions satisfying \( \text{Supp}(\hat{f}_0) \subset \{ \xi : |\xi| \leq A \} \), \( \text{Supp}(\hat{f}_k) \subset \{ \xi : 2^k/A \leq |\xi| \leq 2^kA \} \) for \( k \geq 1 \). Fix \( \mu \in \mathbb{N} \) and \( P \in \mathcal{D}_\mu \). Then there exists \( h \in \mathbb{N} \) such that

\[
\left( \frac{1}{|P|} \int_P \sum_{n=\mu}^{\infty} 2^{snq} \left| \Pi_n \left( \sum_{k=0}^{\infty} f_k(x) \right) \right|^q dx \right)^{1/q} \leq \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_R \sum_{k=\max(0,\mu-h)}^{\infty} 2^{skq} |f_k(x)|^q dx \right)^{1/q}
\]

where the implicit constant in the inequality is independent of \( \mu \) and \( P \).

**Lemma 3.4.** Let \( 0 < q < \infty \), \( s > \tau_q \), and \( A > 1 \). Let \( \{f_k\}_{k \in \mathbb{N}_0} \) be a sequence of tempered distributions satisfying \( \text{Supp}(\hat{f}_k) \subset \{ \xi : |\xi| \leq A2^k \} \) for \( k \in \mathbb{N}_0 \). Fix \( \mu \in \mathbb{N} \) and \( P \in \mathcal{D}_\mu \). Then there exists \( h \in \mathbb{N} \) such that

\[
\left( \frac{1}{|P|} \int_P \sum_{n=\mu}^{\infty} 2^{snq} \left| \Pi_n \left( \sum_{k=0}^{\infty} f_k(x) \right) \right|^q dx \right)^{1/q} \leq \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_R \sum_{k=\max(0,\mu-h)}^{\infty} 2^{skq} |f_k(x)|^q dx \right)^{1/q}
\]

where the implicit constant in the inequality is independent of \( \mu \) and \( P \).

**Remark 3.5.** It has been observed in [19, Lemma 13] that weaker versions hold, namely that the right hand side of the inequalities in Lemma 3.3 and 3.4 are suprema over arbitrary dyadic cubes, not over \( R \in \mathcal{D}_\mu \). Thus, the above lemmas improve the ones in [19, Lemma 13]. Moreover, the proof of such earlier versions are based on the vector-valued Fourier multiplier theorem. We will provide a different and elementary proof by just using Lemma 3.1 and 3.2.

We prove only Lemma 3.4 because Lemma 3.3 can be proved in a similar and simpler way. Our proof is based on the idea in [27].

**Proof of Lemma 3.4.** We fix \( \mu \in \mathbb{N} \) and \( P \in \mathcal{D}_\mu \), and regard \( f_k \equiv 0 \) when \( k < 0 \) in the proof. Let \( h \) be the smallest integer greater or equal to \( \log_2 A \). The supports of \( \hat{\phi}_n \) and \( \hat{f}_k \) ensure that the left hand side of the desired inequality is less than

\[
(3.7) \quad \left( \frac{1}{|P|} \int_P \sum_{n=\mu}^{\infty} 2^{snq} \left( \sum_{k=\max(0,\mu-h)}^{\infty} \left| \Pi_n f_k(x) \right| \right)^q dx \right)^{1/q}.
\]

We choose \( 0 < r < \min(1, q) \) such that \( s > d/r - d > \tau_q \), and then pick \( 0 < \epsilon < d/r \) so that \( s > d/r - d + \epsilon r \). Let \( \sigma > d/r \). For each \( k \geq n-h \) we see that

\[
\left| \Pi_n f_k(x) \right| \leq \int_{\mathbb{R}^d} \frac{|f_k(x - y)|}{(1 + 2^n|y|)^{\sigma}} \left| \phi_n(y) \right| dy \leq \left\| (1 + 2^n|\cdot|)^{\sigma} \phi_n \right\|_{L^\infty} \left( \sup_y \frac{|f_k(x - y)|}{(1 + 2^n|y|)^{\sigma}} \right)^{1-r} \int_{\mathbb{R}^d} \frac{|f_k(x - y)|^r}{(1 + 2^n|y|)^{\sigma r}} dy \leq 2^{nd} \left( \sup_y \frac{|f_k(x - y)|}{(1 + 2^n|y|)^{\sigma}} \right)^{1-r} \int_{\mathbb{R}^d} \frac{|f_k(x - y)|^r}{(1 + 2^n|y|)^{\sigma r}} dy.
\]

Let \( t \) satisfy \( \epsilon = d/r - d/t > 0 \). Then by (3.3)

\[
\sup_y \frac{|f_k(x - y)|}{(1 + 2^n|y|)^{\sigma}} \leq 2^{(k-n)d/r} M_{d/r,2^k} f_k(x) \leq 2^{(k-n)d/r} M_{d/r,2^k} M_{d/r,2^k} f_k(x) \leq 2^{(k-n)d/r} M_{d/r,2^k} f_k(x).
\]
Moreover, for \( j, n \in \mathbb{Z} \) let \( E_j^n(x) := \{ y : 2^{j-1} < 2^n |x - y| \leq 2^j \} \). Then
\[
\int_{\mathbb{R}^d} \frac{|f_k(x - y)|^r}{(1 + 2^n |y|)^{\sigma r}} dy = \int_{\mathbb{R}^d} \frac{|f_k(y)|^r}{(1 + 2^n |x - y|)^{\sigma r}} dy
\leq \sum_{j=-\infty}^{n-k} \frac{1}{(1 + 2^j)^{\sigma r}} \int_{E_j^n(x)} |f_k(y)|^r dy + \sum_{j=n-k+1}^{\infty} \frac{1}{(1 + 2^j)^{\sigma r}} \int_{E_j^n(x)} |f_k(y)|^r dy
\leq 2^{-nd} \left( \sup_{V \ni x, l(V) \leq 2^{-k}} \frac{1}{|V|} \int_V |f_k(y)|^r dy \right)^{r/t} + 2^{-ner} \left( \sup_{V \ni x, l(V) > 2^{-k}} \frac{1}{|V|^{1+\epsilon/d}} \int_V |f_k(y)|^r dy \right)^{r/t}
\leq 2^{-nd} (M_t^{k,\epsilon} f_k(x))^r
\] for \( k \geq n - h \), where the third inequality follows by Hölder’s inequality. By putting these together one obtains
\[
\| \Pi_n f_k(x) \| \lesssim 2^{(k-n)d(1/r-1)} 2^{(k-n)\epsilon} (M_t^{k,\epsilon} f_k(x)).
\]

Now choose \( \delta > 0 \) sufficiently small so that \( 0 < \delta < s - (d/r - d) - \epsilon \). Then it follows, from Hölder’s inequality if \( q > 1 \) or embedding \( l^q \hookrightarrow l^1 \) if \( q \leq 1 \), that
\[
\sum_{n=\mu}^{\infty} 2^{snq} \left( \sum_{n-h}^{\infty} |\Pi_n f_k(x)|^q \right)^{1/q} \lesssim \sum_{n=\mu}^{\infty} 2^{snq} 2^{-\delta nq} \sum_{k=n-h}^{k+h} 2^{dkq} |\Pi_n f_k(x)|^q
\]
and by (3.8) and the choice of \( \delta \), the last expression is bounded by a constant times
\[
\sum_{k=\mu-h}^{\infty} 2^{kq} 2^{r + \epsilon / q} (M_t^{k,\epsilon} f_k(x))^q \sum_{n=\mu}^{k+h} 2^{nq(s - (d/r - d) - \delta - \epsilon)} \lesssim \sum_{k=\mu-h}^{\infty} 2^{skq} (M_t^{k,\epsilon} f_k(x))^q.
\]

Lemma 3.1 finally yields
\[
\text{(3.7)} \lesssim_h \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_R \sum_{k=\max(0,\mu-h)}^{\infty} 2^{skq} |f_k(x)|^q dx \right)^{1/q}.
\]

\[\Box\]

4. Proof of Positive results

Paradifferential technique. The idea of our proof is based on the paradifferential technique, used by Bony [1], Bourdaud [2, 3], Marschall [18], Runst [24], and Johnsen [13, 14]. For \( j, k \geq 0 \) let
\[
a_{j,k}(x, \xi) := \phi_j * a(\cdot, \xi)(x) \widehat{\phi_k}(\xi)
\]
where we use \( \Phi \), instead of \( \phi_0 \) when \( j = 0 \) or \( k = 0 \). Then \( T_{[a]} f \) can be written as
\[
T_{[a]} f = S_{[a]}^{\text{near}} f + S_{[a]}^{\text{far}} f
\]
where

\[ \mathcal{S}_{[a]}^\text{near} f := \sum_{k,j:|j-k| \leq 2} T_{[a,j,k]} f \]  

(4.2)

and

\[ \mathcal{S}_{[a]}^\text{far} f := \sum_{k,j:|j-k| \geq 3} T_{[a,j,k]} f. \]  

(4.3)

It is known in [15, Proposition 5.6, Theorem 6.1] that \( \mathcal{S}_{[a]}^\text{far} \) satisfies Hörmander’s twisted diagonal condition (1.1), is well defined on \( S' \), and maps \( S' \) into itself. Moreover, the adjoints also belong to \( Op\mathcal{S}_{1,1}^m \).

4.1. Boundedness of \( \mathcal{S}_{[a]}^\text{far} \). Let \( 0 < q < \infty, m \in \mathbb{R}, \) and \( s \in \mathbb{R} \). We will prove that for a fixed \( \mu \in \mathbb{N} \)

\[
\sup_{P \in \mathcal{D}_\mu} \left( \frac{1}{|P|} \int_P \sum_{k=\mu}^{\infty} 2^{skq} |\Pi_k \mathcal{S}_{[a]}^\text{far} f(x)|^q dx \right)^{1/q}
\]  

(4.4)

\[ \lesssim \sup_{0 \leq k \leq \mu - 1} \|2^{(s+m)k} \Pi_k f\|_{L^\infty} + \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_R \sum_{k=\mu}^{\infty} 2^{(s+m)kq} |\Pi_k f(x)|^q dx \right)^{1/q} \]

uniformly in \( \mu \), and then the inequality (4.4) implies

\[ \| \mathcal{S}_{[a]}^\text{far} f \|_{F_{\infty}^{s,q}} \lesssim \| f \|_{F_{\infty}^{s+m,q}} \quad \text{for arbitrary } s \in \mathbb{R}. \]  

(4.5)

That is, we do not need the condition \( s > \tau_q \) for \( \mathcal{S}_{[a]}^\text{far} \) part in Theorem 2.1 and the independence of \( s \) for this part will be also used in the proof of Theorem 2.4 and 2.5. It follows, from (4.5) and the embedding \( F_{\infty}^{0,1} \hookrightarrow \text{bmo} \) in (3.7), that for \( s = 0 \)

\[ \| \mathcal{S}_{[a]}^\text{far} f \|_{\text{bmo}} \lesssim \| f \|_{F_{\infty}^{m,1}}, \]

which is one part of the proof of Theorem 2.4.

We fix \( \mu \in \mathbb{N} \) and \( P \in \mathcal{D}_\mu \). Write

\[
\mathcal{S}_{[a]}^\text{far} f = \sum_{k=3}^{\infty} \sum_{j=0}^{k-3} T_{[a,j,k]} f + \sum_{j=3}^{\infty} \sum_{k=3}^{j-3} T_{[a,j,k]} f =: \sum_{k=3}^{\infty} T_{[b_k]} f + \sum_{j=3}^{\infty} T_{[c_j]} f
\]

and observe that \( b_k, c_j \in S_{1,1}^m \) uniformly in \( k \) and \( j \). It is clear that

\[ \text{Supp}(T_{[b_k]} f) \subset \{ \xi : 2^{k-2} \leq |\xi| \leq 2^{k+2} \}, \]

(4.6)

\[ \text{Supp}(T_{[c_j]} f) \subset \{ \xi : 2^{j-2} \leq |\xi| \leq 2^{j+2} \}, \]

and then, from Lemma 3.3 with \( h = 2 \), we see that

\[
\left( \frac{1}{|P|} \int_P \sum_{k=\mu}^{\infty} 2^{skq} \left| \Pi_k \left( \sum_{n=3}^{\infty} T_{[b_n]} f \right)(x) \right|^q dx \right)^{1/q}
\]  

\[ \lesssim \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_R \sum_{k=\max(3,\mu-2)}^{\infty} 2^{skq} |T_{[b_k]} f(x)|^q dx \right)^{1/q}. \]  

(4.7)

For \( k \geq 3 \) let \( \phi_k^* := \phi_{k-1} + \phi_k + \phi_{k+1} \) and define \( \Pi_k^* f := \phi_k^* f \) so that \( \Pi_k^* \Pi_k = \Pi_k \). Then our claim is that for \( \sigma > 0 \) and \( k \geq 3 \)

\[ |T_{[b_k]} f(x)| \lesssim_{\sigma} 2^{km} M_{\sigma,2k} \Pi_k^* f(x). \]  

(4.8)
Then (4.8) proves that, by Lemma 3.2 with \( \sigma > d/q \),
\[
\text{(4.7)} \lesssim \sup_{R \in D_\mu} \left( \frac{1}{|R|} \int_{R_{k = \max(3, \mu - 2)}}^\infty \sum_{k = \mu} 2^{(s + m)kJ}\left| \Pi_k f(x) \right|^q dx \right)^{1/q}
\]
\[
\lesssim \sup_{0 \leq k \leq \mu - 1} \left\| 2^{k(s + m)\Pi_k f} \right\|_{L^\infty} + \sup_{R \in D_\mu} \left( \frac{1}{|R|} \int_{R_{k = \mu}}^\infty \sum_{k = \mu} 2^{(s + m)kJ}\left| \Pi_k f(x) \right|^q dx \right)^{1/q}
\]
where we used a triangle inequality for \( \Pi_k^* = \Pi_{k-1} + \Pi_k + \Pi_{k+1} \).

To see (4.8) let \( K_k \) be the kernel of \( T_{[b_k]} \), which is defined by
\[
\text{(4.9)} \quad K_k(x, y) = \int_{\mathbb{R}^d} b_k(x, \xi) e^{2\pi i (x - y) \cdot \xi} d\xi.
\]
Note that
\[
T_{[b_k]} f(x) = \int_{\mathbb{R}^d} K_k(x, y) \Pi_k^* f(y) dy
\]
where \( \Pi_k^* f \in C^\infty \) and \( K_k \) does not have any singularities because the integral in (4.9) is, in fact, taken over an annulus \( \{ \xi : |\xi| \approx 2^k \} \) from the definition of \( b_k \). We first observe that
\[
\left| K_k(x, y) \right| \leq \int_{|\xi| = 2^k} |b_k(x, \xi)| d\xi \lesssim 2^{k(m + d)}.
\]
Moreover, by using integration by parts, for \( |x - y| \geq 2^{-k} \) one has
\[
\left| K_k(x, y) \right| \lesssim M 2^{k(m + d)} \frac{1}{(2^k|x - y|)^M}
\]
for all \( M > 0 \). Combining (4.10) and (4.11) together we have a size estimate
\[
\left| K_k(x, y) \right| \lesssim M 2^{k(m + d)} \frac{1}{(1 + 2^k|x - y|)^M}.
\]
We choose \( M > \sigma + d \) and then
\[
\left| T_{[b_k]} f(x) \right| \lesssim M 2^{km_\sigma, 2k} \Pi_k^* f(x) \int_{\mathbb{R}^d} \frac{2^{kd}}{(1 + 2^k|x - y|)^{M - \sigma}} dy \lesssim 2^{km_\sigma, 2k} \Pi_k f(x),
\]
which proves (4.8).

Similarly, by Lemma 3.3 with (4.6) one has
\[
\left( \frac{1}{|P|} \int_P \sum_{k = \mu}^\infty 2^{skq}\left| \Pi_k \left( \sum_{j=3}^\infty T_{[c_j]} f \right)(x) \right|^q dx \right)^{1/q}
\]
\[
\lesssim \sup_{R \in D_\mu} \left( \frac{1}{|R|} \int_{R_{j = \max(3, \mu - 2)}}^\infty \sum_{j = \mu}^\infty 2^{sjq}|T_{[c_j]} f(x)|^q dx \right)^{1/q}.
\]
For the estimation of this part we claim that for each \( j \geq 3 \) and all \( N, \sigma > 0 \)
\[
\left| T_{[a_j, k]} f(x) \right| \lesssim_{N, \sigma} 2^{km_2^{-(j-k)}N} m_\sigma, 2k \Pi_k^* f(x)
\]
and then (4.12) is less than a constant times
\[
\sup_{R \in D_\mu} \left( \frac{1}{|R|} \int_{R_{j = \max(3, \mu - 2)}}^\infty \sum_{j = \mu}^\infty 2^{sjq}\left( \sum_{k = 0}^{j-3} 2^{km_2^{-(j-k)}N} m_\sigma, 2k \Pi_k^* f(x) \right)^q dx \right)^{1/q}.
\]
We choose \( \sigma > d/q, N > s \) and \( \epsilon > 0 \) satisfying \( s + \epsilon < N \). Using Hölder’s inequality if \( q > 1 \) or embedding \( l^q \hookrightarrow l^1 \) if \( q \leq 1 \) this expression is bounded by a constant times

\[
\sup_{R \in D_\mu} \left( \frac{1}{|R|} \int_R \sum_{j=\max(3,\mu-2)}^\infty 2^{(s+\epsilon)jq} \sum_{k=0}^{j-3} 2^{2kj(m-\epsilon)} 2^{-(j-k)Nq} (\mathfrak{M}_{\sigma,2k} \Pi_k^* f(x))^q dx \right)^{1/q}
\]

and we exchange the sums over \( j \) and over \( k \), and split it by using

\[
\sum_{k=\max(0,\mu-5)}^{\infty} \sum_{j=k+3}^{\infty} + \sum_{k=0}^{\mu-4} \sum_{j=\mu-2}^{\infty}
\]

where we consider only the first part if \( \mu \leq 3 \). Then the condition \( N - \epsilon - s > 0 \) and Lemma 3.2 (with \( \sigma > d/q \)) prove that the term corresponding to the first sum is controlled by a constant times

\[
\sup_{R \in D_\mu} \left( \frac{1}{|R|} \int_R \sum_{k=\max(0,\mu-5)}^{\infty} 2^{(m+s)kj} |\Pi_k^* f(x)|^q dx \right)^{1/q}
\]

\[
\lesssim \sup_{0 \leq k \leq \mu - 1} \left\| 2^{k(s+m)} \Pi_k f \right\|_{L^\infty} + \sup_{R \in D_\mu} \left( \frac{1}{|R|} \int_R \sum_{k=\mu}^{\infty} 2^{(s+m)kj} |\Pi_k f(x)|^q dx \right)^{1/q}
\]

uniformly in \( \mu \) (where we applied \( \Pi_k^* = \Pi_{k-1} + \Pi_k + \Pi_{k+1} \)). Moreover, if \( \mu \geq 4 \) then the other part is bounded by a constant times

\[
\sup_{R \in D_\mu} \left( \frac{1}{|R|} \int_R \sum_{k=0}^{\mu-4} 2^{(k-\mu)(N-\epsilon-s)} 2^{k(m+s)q} (\mathfrak{M}_{\sigma,2k} \Pi_k^* f(x))^q dx \right)^{1/q}
\]

\[
\lesssim \sup_{0 \leq k \leq \mu - 3} \left\| 2^{k(m+s)} \Pi_k f \right\|_{L^\infty} \lesssim \sup_{0 \leq k \leq \mu - 1} \left\| 2^{k(m+s)} \Pi_k f \right\|_{L^\infty}
\]

uniformly in \( \mu \), because \( N - \epsilon - s > 0 \).

To see the pointwise estimate (4.13) we also use a size estimate of the kernel of \( T_{[a,j,k]} \). Let \( W_{j,k}(x,y) \) be the kernels of \( T_{[a,j,k]} \). Similar to \( K_k \) in (4.20), \( W_{j,k} \) does not have any singularities and it acts on \( C^\infty \)-function \( \Pi_k^* f \). Due to moment conditions \( \int_{\mathbb{R}^d} x^\alpha \phi_j(x)dx = 0 \) for \( j \geq 1 \) and any multi-indices \( \alpha \), one has, for any \( N \geq 1 \),

\[
W_{j,k}(x,y) = \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \phi_j(z) a(x-z,\xi) dz \right) \hat{\phi}_k(\xi) e^{2\pi i(x-y,\xi)} d\xi
\]

\[
= \int_{\mathbb{R}^d} \left[ \int_{\mathbb{R}^d} \phi_j(z) \left( a(x-z,\xi) - \sum_{|\alpha| \leq N-1} \frac{1}{\alpha!} \partial^\alpha_x a(x,\xi) (-z)^\alpha d\right) \right] \hat{\phi}_k(\xi) e^{2\pi i(x-y,\xi)} d\xi
\]

and then use Taylor’s theorem to obtain

\[
W_{j,k}(x,y) = \sum_{|\alpha| = N} \frac{1}{\alpha!} \int_0^1 (1-t)^{N-1} \left( \int_{\mathbb{R}^d} \phi_j(z) (-z)^\alpha \partial^\alpha_x a(x-tz,\xi) \hat{\phi}_k(\xi) e^{2\pi i(x-y,\xi)} dz d\xi \right) dt.
\]

Then for \( j \geq 3 \), one has

\[
|W_{j,k}(x,y)| \lesssim_N \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |\phi_j(z)||z|^{N} (1 + |\xi|) |\hat{\phi}_k(\xi)| dz d\xi \lesssim 2^{k(m+d)} 2^{-(j-k)N}.
\]

Furthermore, for \( |x-y| \geq 2^{-k} \) it follows that

\[
|W_{j,k}(x,y)| \lesssim_{N,M} 2^{k(m+d)} 2^{-(j-k)N} \frac{1}{(2^k|x-y|)^M}
\]
by integration by parts in $\xi$. These yield
\[ |W_{j,k}(x,y)| \lesssim 2^{k(m-d)}2^{-(j-k)N} \frac{1}{(1 + 2^k|x-y|)^M} \]
and by using the idea in the proof of (4.3) one obtains (4.13). This completes the proof of (4.4).

4.2. Boundedness of $\mathcal{G}_{[a]}^{near}$. For $k \geq 0$ let
\[ d_k(x,\xi) := \sum_{j=k-2}^{k+2} a_{j,k}(x,\xi) \]
assuming $a_{j,k}(x,\xi) = 0$ for $j < 0$. Then $d_k \in \mathcal{S}^m_{1,1}$ uniformly in $k$, and
\[ \mathcal{G}_{[a]}^{near}f = \sum_{k=0}^{\infty} T_{[d_k]}f. \]
By using the argument in the proof of (4.8) we establish the pointwise estimate (4.14)
\[ |T_{[d_k]}f(x)| \lesssim_\sigma 2^{km}\mathcal{M}_{\sigma,2k} \Pi_k f(x) \]
for $\sigma > d/q$.

4.2.1. Proof of Theorem 2.7. Assume $s > \tau_q$. Since the support of $\text{Supp}(T_{[d_k]}f) \subset \{\xi : |\xi| \leq 2^{k+3}\}$, by using Lemma 3.4 with the assumption $s > \tau_q$, one has
\[ \left( \frac{1}{|P|} \right) \int_P \sum_{k=\mu}^{\infty} 2^{skq} |\Pi_k \mathcal{G}_{[a]}^{near}f(x)|^q dx \right)^{1/q} \lesssim \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \right) \int_R \sum_{k=\max(0,\mu-3)}^{\infty} 2^{skq} |T_{[d_k]}f(x)|^q dx \right)^{1/q}. \]
Then Lemma 3.2 and triangle inequality for $\Pi_k = \Pi_{k-1} + \Pi_k + \Pi_{k+1}$ yield the bound
\[ \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \right) \int_R \sum_{k=\max(0,\mu-4)}^{\infty} 2^{(s+m)kq} |\Pi_k f(x)|^q dx \right)^{1/q} \lesssim \sup_{0 \leq k \leq \mu-1} \|2^{k(m+s)} \Pi_k f\|_{L^\infty} + \sup_{R \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \right) \int_R \sum_{k=\mu}^{\infty} 2^{(m+s)kq} |\Pi_k f(x)|^q dx \right)^{1/q} \]
and this completes the proof.

4.2.2. Proof of Theorem 2.4. We shall prove
\[ \|\mathcal{G}_{[a]}^{near} f\|_{bmo} \lesssim \|f\|_{F^{m,1}_{\infty}}. \]
According to the definition of $bmo$ in 2.2.2, $\|\mathcal{G}_{[a]}^{near} f\|_{bmo}$ is the sum of
\[ \sup_{l(Q) \geq 1} \frac{1}{|Q|} \int_Q |\mathcal{G}_{[a]}^{near} f(x)| dx, \]
\[ \sup_{l(Q) < 1} \frac{1}{|Q|} \int_Q \left| \mathcal{G}_{[a]}^{near} f(x) - (\mathcal{G}_{[a]}^{near} f)_Q \right| dx \]
where $(\mathcal{G}_{[a]}^{near} f)_Q$ is the average of $\mathcal{G}_{[a]}^{near} f$ over $Q$ and $\sup_{l(Q) \geq 1}$ means the supremum over all cubes (not necessarily dyadic cubes) satisfying $l(Q) \geq 1$ (and similarly, $\sup_{l(Q) < 1}$ is defined).
By using (4.14) one obtains that for \( l(Q) \geq 1 \) and \( \sigma > d \)
\[
\frac{1}{|Q|} \int_Q |\mathcal{G}^{near}_Q f(x)| \, dx \lesssim \frac{1}{|Q|} \int_Q \sum_{k=0}^{\infty} 2^{km} \mathcal{M}_{\sigma,2k}^* \Pi_k f(x) \, dx
\]
\[
\lesssim \sup_{0 \leq k \leq 2} \left\| 2^{km} \mathcal{M}_{\sigma,2k}^* \Pi_k f \right\|_{L^\infty} + \frac{1}{|Q|} \int_Q \sum_{k=0}^{\infty} 2^{km} \mathcal{M}_{\sigma,2k}^* \Pi_k f(x) \, dx
\]

By the \( L^\infty \) boundedness of \( \mathcal{M}_{\sigma,2k}^* \), triangle inequality, and embedding \( F^{m,1}_\infty \hookrightarrow F^{m,\infty}_\infty \) the supremum part is less than a constant times \( \|f\|_{F^{m,1}_\infty} \).

For each \( P \in \mathcal{D}_2 \) let \( 3P \) denote a dilate of \( P \), defined as in Section 2. Let \( \mathcal{A}_Q \) be the family of all cubes in \( \mathcal{D}_2 \) which belong to \( Q \). Then we observe that the number of cubes in \( \mathcal{A}_Q \) is at most \((2^{2l(Q)})^d\) and \( Q \subset \bigcup_{P \in \mathcal{A}_Q} (3P) \). Therefore
\[
\frac{1}{|Q|} \sum_{k=3}^{\infty} 2^{km} \mathcal{M}_{\sigma,2k}^* \Pi_k f(x) \, dx \lesssim \frac{1}{|Q|} \sum_{P \in \mathcal{A}_Q} \int_{3P} \sum_{k=3}^{\infty} 2^{km} \mathcal{M}_{\sigma,2k}^* \Pi_k f(x) \, dx
\]
\[
\lesssim \sup_{R \in \mathcal{D}_2} \frac{1}{|R|} \int_R \sum_{k=3}^{\infty} 2^{km} \left| \Pi_k f(x) \right| \, dx \lesssim \|f\|_{F^{m,1}_\infty},
\]
which completes the proof of (4.15) \( \lesssim \|f\|_{F^{m,1}_\infty} \).

For the estimation of the other part (4.16) we assume \( l(Q) < 1 \) and choose \( \mu \geq 1 \) such that \( 2^{-\mu} \leq l(Q) < 2^{-\mu+1} \). Then
\[
\frac{1}{|Q|} \int_Q \left| \mathcal{G}^{near}_Q f(x) - (\mathcal{G}^{near}_Q f)_Q \right| \, dx \lesssim \frac{1}{|Q|} \int_Q \sum_{k=0}^{\infty} \left| T_{[d_k]} f(x) \right| \, dx
\]
\[
\lesssim I + II
\]
where
\[
I := \|T_{[d_0]} f\|_{L^\infty} + \frac{1}{|Q|} \int_Q \sum_{k=\mu+1}^{\infty} \left| T_{[d_k]} f(x) \right| \, dx
\]
\[
II := \frac{1}{|Q|} \int_Q \frac{1}{|Q|} \int_Q \int_{k=1}^{\mu} \left| T_{[d_k]} f(x) - T_{[d_k]} f(y) \right| \, dx \, dy.
\]

Let \( \mathcal{B}_Q := \{ P \in \mathcal{D}_\mu : P \cap Q \neq \emptyset \} \). Note that \( \mathcal{B}_Q \) has at most \( 4^d \) elements. Then
\[
\frac{1}{|Q|} \int_Q \sum_{k=\mu+1}^{\infty} \left| T_{[d_k]} f(x) \right| \, dx \lesssim \sup_{P \in \mathcal{D}_\mu} \frac{1}{|P|} \int_P \sum_{k=\mu+1}^{\infty} \left| T_{[d_k]} f(x) \right| \, dx
\]
\[
\lesssim \sup_{P \in \mathcal{D}_\mu} \frac{1}{|P|} \int_P \sum_{k=\mu+1}^{\infty} \left| T_{[d_k]} f(x) \right| \, dx
\]
and by using (4.14) and Lemma 3.2 one has \( I \lesssim \|f\|_{F^{m,1}_\infty} \).
In order to estimate \( II \), let \( U_k \) be the kernel of \( T_{[d_k]} \). Similar to (4.9), \( U_k \) has no singularities and it acts on \( C^\infty \)-function \( \Pi_k f \) when \( f \in S^l \). Then for \( x, y \in Q \)
\[
|T_{[d_k]}f(x) - T_{[d_k]}f(y)| = \left| \int_{\mathbb{R}^d} (U_k(x, z) - U_k(y, z)) \Pi_k f(z) dz \right|
\leq \| \Pi_k f \|_{L^\infty} \int_{\mathbb{R}^d} |U_k(x, z) - U_k(y, z)| dz.
\]

We claim that for \( 1 \leq k \leq \mu \)
\[
(4.17) \quad \int_{\mathbb{R}^d} |U_k(x, z) - U_k(y, z)| dz \lesssim 2^{km} 2^{-(\mu - k)}.
\]

If (4.17) holds then
\[
II \lesssim \left( \sup_{k \geq 1} 2^{km} \| \Pi_k f \|_{L^\infty} \right) \sup_{\mu \geq 1} \left( \sum_{k=1}^\mu 2^{-(\mu - k)} \right) \lesssim \| f \|_{F^m_{\infty, \infty}} \lesssim \| f \|_{F^m_{\infty, 1}}.
\]

To see (4.17) we write
\[
|U_k(x, z) - U_k(y, z)| \leq \left| \int_{|\xi| \approx 2^k} (d_k(x, \xi) - d_k(y, \xi)) e^{2\pi i (x-z, \xi)} d\xi \right|
+ \left| \int_{|\xi| \approx 2^k} d_k(y, \xi) e^{2\pi i (x-z, \xi)} (1 - e^{2\pi i (y-z, \xi)}) d\xi \right|.
\]

Then one obtains that for \( x, y \in Q \) and \( M > 0 \)
\[
|U_k(x, z) - U_k(y, z)| \lesssim_M \begin{cases} 2^{km} 2^{kd} 2^k l(Q), \\ 2^{km} 2^{kd} 2^k l(Q) (2^k |x-z|)^{-M}, \end{cases} |x-y| \geq 2^{-k}.
\]

Indeed, the first one follows from the mean value theorem and \( |x-y| \leq \sqrt{d} l(Q) \), and the second one from integration by parts in \( \xi \) variable \( M \) times and \( 2^k |x-y| \leq \sqrt{d} 2^k l(Q) \lesssim 1 \). It follows that for \( x, y \in Q \)
\[
\int_{|x-z| \leq 2^{-k}} |U_k(x, z) - U_k(y, z)| dz \lesssim 2^{km} 2^k l(Q)
\]
and
\[
\int_{|x-z| > 2^{-k}} |U_k(x, z) - U_k(y, z)| dz \lesssim_M 2^{km} 2^k l(Q)
\]
for \( M > d \), which proves (4.17).

4.2.3. **Proof of Theorem 2.5** In the proof of Theorem 2.1 the condition \( s > \tau_q \) is used just to apply Lemma 3.4 for \( T_{[d_k]} \) because the Fourier transform of \( T_{[d_k]} f \) is supported in a ball. We observe that if (1.1) holds, then \( T_{[d_k]} f \) has a Fourier support in an annulus so that we apply Lemma 3.3 instead of Lemma 3.4. Therefore we can drop the restriction on \( s \) with (1.1).
5. Proof of Negative Results

As mentioned in Remark 2.8 we consider only the case \( \min(p, q) \leq 1 \). We will construct \( a \in \mathcal{S}_{1,1}^{m} \) and \( f \in F_{p}^{s+m,q} \) of the form

\[
a(x, \xi) = \sum_{k} F_{k}(\xi) G_{k}(x)
\]

\[
f(x) = \sum_{k} H_{k}(x)
\]

where \( F_{k}, G_{k}, H_{k} \in \mathcal{S} \) such that \( \text{Supp}(F_{k}), \text{Supp}(\hat{H}_{k}) \subset \{ \xi : |\xi| \approx 2^{k} \} \).

In fact, it is enough to construct examples for \( m = 0 \) because the case \( m \neq 0 \) follows immediately by replacing \( F_{k} \) and \( H_{k} \) by \( 2^{km} F_{k} \) and \( 2^{-km} H_{k} \), respectively. Therefore we assume \( m = 0 \).

The counterexamples in this section have three different natures based on the condition on \( s \).

- \( s \leq d/q - d \) - The main idea is the random construction method by Christ and Seeger [5].
- \( s \leq d/p - d \) - The problem is closely related to the sharpness in local Hardy space \( h^{p}, 0 < p \leq 1 \). Actually, the motivation of the examples below is the problem to construct \( f \in \mathcal{S} \) and \( a \in \mathcal{S}_{1,1}^{m} \) such that \( \|\Pi_{k}f\|_{h^{p}} \approx \|\Pi_{k}f\|_{L^{p}} \lesssim 2^{-sk} \) and \( \|\Pi_{k}T_{[a]}f\|_{h^{p}} \approx \|\Pi_{k}T_{[a]}f\|_{L^{p}} \gtrsim 2^{-sk}k^{e} \) for some \( e > 0 \).
- \( s \leq 0 \) - We follow the argument in Remark 2.8 which is similar to Ching’s method.

Let \( M > 0 \) be a fixed integer and in what follows let \( \Gamma, \Lambda \in \mathcal{S} \) satisfy \( \text{Supp}(\hat{\Gamma}) \subset \{ \xi : 1 < |\xi| < 2 \} \), \( \Gamma(x) \geq 1 \) for \( |x| \leq 2^{-M+1} \), \( \text{Supp}(\hat{\Lambda}) \subset \{ \xi : 9/8 < |\xi| < 15/8 \} \), \( \hat{\Lambda} \geq 0 \), and \( \hat{\Lambda}(\xi) = 1 \) on \( \{ \xi : 5/4 \leq |\xi| \leq 7/4 \} \). Then define \( \Gamma_{k} := 2^{kd}\Gamma(2^{k}\cdot) \) and \( \Lambda_{k} := 2^{kd}\Lambda(2^{k}\cdot) \). Let \( t_{k} := 10k, e_{1} := (1, 0, \ldots, 0) \in \mathbb{Z}^{d} \) and \( v_{k} := (3/2)2^{k}e_{1} \).

Construction of pseudo-differential operators. Define a symbol \( a \in \mathcal{S}_{1,1}^{0} \) by

\[
a(x, \xi) := \sum_{k=1}^{\infty} \Lambda(\xi/2^{k}) e^{2\pi i(v_{k}, x)}.
\]

For a sufficiently large number \( L > M \) let \( \{g_{k}\}_{k=M}^{L} \) be a family of Schwartz functions to be chosen later, and define

\[
f_{L}(x) := \sum_{k=M}^{L} 2^{-sk} \Lambda_{k} * (g_{k} e^{-2\pi i(v_{k}, \cdot)})(x).
\]

Then we observe that

\[
T_{[a]}f_{L}(x) = \sum_{k=1}^{\infty} \Lambda_{k} * f_{L}(x) e^{2\pi i(v_{k}, x)} = \sum_{n=M}^{L} d_{tn}(x)
\]

where

\[
d_{tn}(x) := 2^{-stn} \Lambda_{tn} * \Lambda_{tn} * (g_{tn} e^{-2\pi i(v_{tn}, \cdot)})(x) e^{2\pi i(v_{tn}, x)}.
\]

Moreover, the support conditions of \( \hat{\phi}_{k} \) and \( \hat{\Lambda}_{tn} \) ensure that

\[
\phi_{k} * f_{L}(x) = \begin{cases} 
2^{-stn} \phi_{tn} * \Lambda_{tn} * (g_{tn} e^{-2\pi i(v_{tn}, \cdot)})(x), & \text{if } k = t_{n}, \ M \leq n \leq L,
2^{-stn} \phi_{tn+1} * \Lambda_{tn} * (g_{tn} e^{-2\pi i(v_{tn}, \cdot)})(x), & \text{if } k = t_{n+1}, \ M \leq n \leq L,
0, & \text{otherwise},
\end{cases}
\]
and thus for $p < \infty$ and any $\sigma > 0$

\[
\|f_L\|_{F_p^{x,q}} \lesssim \left[ \int_{\mathbb{R}^d} \left( \sum_{n=M}^{L} \left| \phi_{t_n} * \Lambda_{t_{n}} * (g_{t_{n}} e^{-2\pi i (\nu_{t_{n}} \cdot \cdot)})(x) \right|^{q} \right)^{p/q} \, dx \right]^{1/p} \\
+ \left[ \int_{\mathbb{R}^d} \left( \sum_{n=M}^{L} \left| \phi_{t_{n+1}} * \Lambda_{t_{n}} * (g_{t_{n}} e^{-2\pi i (\nu_{t_{n}} \cdot \cdot)})(x) \right|^{q} \right)^{p/q} \, dx \right]^{1/p}
\]

(5.4)

\[
\lesssim_{\sigma} \left[ \int_{\mathbb{R}^d} \left( \sum_{n=M}^{L} \left( \mathcal{M}_{\sigma,2^t} g_{t_{n}}(x) \right)^{q} \right)^{p/q} \, dx \right]^{1/p}
\]

where the usual modification is applied if $q = \infty$.

On the other hand,

\[
\|T_{[a]} f_L\|_{F_p^{x,q}} = \left\| \left( \sum_{l=0}^{\infty} 2^{slq} \left| \sum_{n=M}^{L} \phi_{t_l} * d_{t_{n}} \right|^{q} \right)^{1/q} \right\|_{L^p}
\]

(5.5)

\[
\gtrsim \left\| \left( \sum_{l=M}^{L-M} 2^{slq} \left| \sum_{n=l+1}^{L} \left( \phi_{t_l} + \phi_{t_{l+1}} \right) * d_{t_{n}} \right|^{q} \right)^{1/q} \right\|_{L^p}.
\]

Since $\text{Supp}(\widehat{d_{t_{n}}}) \subset \{ \xi : |\xi| < (27/16)^{2l_{n}+1} \}$ and $\text{Supp}(\widehat{\phi_{t_l}}) \subset \{ \xi : 2^{l_{l-1}} \leq |\xi| \leq 2^{l_{+1}} \}$, $\phi_{t_l} * d_{t_{n}}$ vanishes unless $l \leq n$. Therefore for some $C > 0$ one has

\[
\| (\phi_{t_l} + \phi_{t_{l+1}}) * d_{t_l} \| \lesssim_{\sigma} \mathcal{M}_{\sigma,2^t} d_{t_l}(x) \lesssim 2^{-st_l} \mathcal{M}_{\sigma,2^t} g_{t_l}(x)
\]

and thus (5.7) is bounded above by a constant times

\[
\left[ \int_{\mathbb{R}^d} \left( \sum_{l=M}^{L} \left( \mathcal{M}_{\sigma,2^t} g_{t_{l}}(x) \right)^{q} \right)^{p/q} \, dx \right]^{1/p}
\]

For (5.6) we observe that if $2^{l_{l-1}} \leq |\xi| \leq 2^{l_{+1}} + 1$ and $l + 1 \leq n$ then

\[
(5/4)2^{t_{n}} < (3/2 - 1/2^{l_{n}})2^{t_{n}} \leq |\xi - \nu_{t_{n}}| \leq (3/2 + 1/2^{l_{n}})2^{t_{n}} < (7/4)2^{t_{n}}
\]

and for such $\xi$ one has $\widehat{\Lambda_{t_{n}}}(\xi - \nu_{t_{n}}) = 1$. Hence we write

\[
\widehat{d_{t_{n}}}(\xi) = 2^{-st_{n}} \widehat{\Lambda_{t_{n}}}(\xi - \nu_{t_{n}}) \widehat{\Lambda_{t_{n}}}(\xi - \nu_{t_{n}}) g_{t_{n}}(\xi) = 2^{-st_{n}} g_{t_{n}}(\xi)
\]

and this gives

\[
(\phi_{t_l} + \phi_{t_{l+1}}) * d_{t_l}(x) = 2^{-st_{n}} (\phi_{t_l} + \phi_{t_{l+1}}) * g_{t_{n}}(x)
\]

(5.9)
for \( l + 1 \leq n \). Finally one obtains
\[
\begin{align*}
(5.6) \approx & \left\| \left( \sum_{l=M}^{L-M} 2^{st} q \left( \sum_{n=l+1}^{L} 2^{-st} \left( \phi_{l} + \phi_{l+1} \right) * g_{n} \right)^{q} \right)^{1/q} \right\|_{L^{p}} \\
\geq & \left\| \left( \sum_{l=M}^{L-M} 2^{st} q \left( \mathfrak{M}_{\sigma,2^{t}} \left( \sum_{n=l+1}^{L} 2^{-st} \left( \phi_{l} + \phi_{l+1} \right) * g_{n} \right) \right)^{q} \right)^{1/q} \right\|_{L^{p}} \\
\geq & \left\| \left( \sum_{l=M}^{L-M} 2^{st} q \sum_{n=l+1}^{L} 2^{-st} \Gamma_{l} \ast \left( \phi_{l} + \phi_{l+1} \right) \ast g_{n}^{q} \right)^{1/q} \right\|_{L^{p}} \\
= & \left\| \left( \sum_{l=M}^{L-M} 2^{st} q \left( \sum_{n=l+1}^{L} 2^{-st} \Gamma_{l} \ast g_{n}^{q} \right)^{1/q} \right) \right\|_{L^{p}}.
\end{align*}
\]

by (5.3) with \( \sigma \geq \max (d/p, d/q) \) and the fact that \( \Gamma_{l} \ast (\phi_{l} + \phi_{l+1}) = \Gamma_{l} \).

So far we have established that for \( p < \infty \) and \( \sigma > 0 \)
\[
\| f_{L} \|_{F_{p,q}^{s}} \leq \left[ \int_{\mathbb{R}^{d}} \left( \sum_{n=M}^{L} \left( \mathfrak{M}_{\sigma,2^{n}} g_{n}(x) \right)^{q} \right)^{p/q} \, dx \right]^{1/p},
\]
and for \( \sigma > \max (d/p, d/q) \)
\[
\| T_{\alpha} f_{L} \|_{F_{p,q}^{s}} \geq A \left\| \left( \sum_{l=M}^{L-M} \left( \sum_{n=l+1}^{L} 2^{-st} \Gamma_{l} \ast g_{n}^{q} \right)^{1/q} \right) \right\|_{L^{p}} - B \left[ \int_{\mathbb{R}^{d}} \left( \sum_{n=M}^{L} \left( \mathfrak{M}_{\sigma,2^{n}} g_{n}(x) \right)^{q} \right)^{p/q} \, dx \right]^{1/p}
\]
where \( A \) and \( B \) are some positive numbers.

5.1. **Sharpness of \( s > d/q - d \) in \( F \)-space when \( 0 < q \leq 1 \) and \( q < p \leq \infty \).** We will prove Theorem 2.6 (1) for \( 0 < q \leq 1 \) and \( q < p < \infty \) and Theorem 2.7 for \( 0 < q \leq 1 \).

5.1.1. **Proof of Theorem 2.7 (1).** Suppose \( 0 < q \leq 1 \), \( q < p < \infty \), and \( s \leq d/q - d \). For each \( k \in \mathbb{N}_{0} \), let \( Q(k) \) be the set of all dyadic cubes of side length \( 2^{-l} 2^{-M} \) in \([0,1]^{d}\) and \( Q := \bigcup_{k \in \mathbb{Z}} Q(k) \). Let \( \Omega \) be a probability space with probability measure \( \lambda \). Let \( \{\theta_{Q}\} \) be a family of independent random variables indexed by \( Q \in Q \), each of which takes the value 1 with probability \( 1/L \) and the value 0 with probability \( 1 - 1/L \). Consider random functions
\[
h_{k}^{\omega}(x) := \sum_{Q \in Q(k)} \theta_{Q}(\omega) \chi_{Q}(x)
\]
for \( \omega \in \Omega \). Then the following result holds due to Christ and Seeger [5].

**Lemma 5.1.** Suppose \( 0 < p, q < \infty \) and \( \sigma > \max (d/p, d/q) \). Then
\[
\left( \int_{\Omega} \left\| \left( \sum_{k=1}^{L} \left( \mathfrak{M}_{\sigma,2^{k}} h_{k}^{\omega} \right)^{q} \right)^{1/q} \right\|_{L^{p}} \, d\lambda \right)^{1/p} \lesssim_{p,q} 1
\]
uniformly in \( L \).

We note that one of the key idea in the proof of Lemma 5.1 is the pointwise estimate
\[
\mathfrak{M}_{\sigma,2^{k}} h_{k}^{\omega}(x) \lesssim_{\sigma} M_{\tau} h_{k}^{\omega}(x) \quad \text{for} \quad \sigma > d/r.
\]
To obtain lower bounds we benefit from the Khintchine’s inequality.
Lemma 5.2. (Khintchine’s inequality) Let \( \{r_n(t)\}_{n=1}^{\infty} \) be Rademacher functions and \( \{a_n\}_{n=1}^{\infty} \) be a sequence of complex numbers. Suppose \( 0 < p < \infty \). Then

\[
\left( \int_0^1 \left| \sum_{n=1}^{\infty} a_n r_n(t) \right|^p dt \right)^{1/p} \approx \left( \sum_{n=1}^{\infty} |a_n|^2 \right)^{1/2}.
\]

Let \( \{r_Q\} \) be a family of Rademacher functions, defined on \([0,1]\), indexed by \( Q \in \mathcal{Q} \) and define random functions

\[ h_{\kappa,q}^\omega(x) := \sum_{Q \in \mathcal{Q}(k)} r_Q(t) \theta_Q(\omega) \chi_Q(x) \]

for \( \omega \in \Omega, t \in [0,1] \). Then by using the pointwise estimate \( \mathcal{M}_{\sigma,2^k} h_{\kappa,q}^\omega(x) \leq \mathcal{M}_{\sigma,2^k} h_{\kappa,q}^\omega(x) \) and Lemma 5.1 we establish

\[
\left( \int_0^1 \int_\Omega \left\| \left( \sum_{k=1}^{L} (\mathcal{M}_{\sigma,2^k} h_{\kappa,q}^\omega)^q \right)^{1/q} \right\|_{L^p}^p d\lambda dt \right)^{1/p} \lesssim_{p,q} 1
\]

for \( 0 < p,q < \infty \) and \( \sigma > \max(d/p, d/q) \).

Now we apply (5.11) with \( g_k = h_{\kappa,q}^\omega \) and (5.14) to obtain

\[
\left( \int_0^1 \int_\Omega \left\| f_{\kappa,q}^\omega \right\|_{L^p}^p d\lambda dt \right)^{1/p} \lesssim \left( \int_0^1 \int_\Omega \left\| \left( \sum_{k=M}^{L} (\mathcal{M}_{\sigma,2^k} h_{\kappa,q}^\omega)^q \right)^{1/q} \right\|_{L^p}^p d\lambda dt \right)^{1/p} \lesssim 1
\]

uniformly in \( L \).

Thus, due to (5.12) it suffices to show that for \( s + d - d/q \leq 0 \)

\[
\left( \int_0^1 \int_\Omega \left\| \sum_{l=M}^{L-M} \left| \sum_{n=1}^{L-l} 2^{-st_n} \Gamma_{t_l} * h_{n+l}^\omega(x) \right|^q \right\|_{L^p}^p d\lambda dt \right)^{1/p} \lesssim L^{-(s+d-d/q)/(2d)} (\log L)^{1/2}.
\]

By Hölder’s inequality with \( p/q > 1 \) and Khintchine’s inequality we see that

\[
\left( \int_0^1 \int_\Omega \left\| \sum_{l=M}^{L-M} \left| \sum_{n=1}^{L-l} 2^{-st_n} \Gamma_{t_l} * h_{n+l}^\omega(x) \right|^q \right\|_{L^p}^p d\lambda dt \right)^{1/p} \geq \left( \int_0^1 \int_{[0,1]^d} \sum_{l=M}^{L-M} \int_0^1 \left| \sum_{n=1}^{L-l} 2^{-st_n} \Gamma_{t_l} * h_{n+l}^\omega(x) \right|^q dx d\lambda dt \right)^{1/q}
\]

\[
= \left( \int_{[0,1]^d} \int_\Omega \sum_{l=M}^{L-M} \int_0^1 \left| \sum_{n=1}^{L-l} 2^{-st_n} \Gamma_{t_l} * \chi_Q(x) \right|^q dx d\lambda dt \right)^{1/q}
\]

\[
\geq \left[ \int_{[0,1]^d} \int_\Omega \sum_{l=M}^{L-M} \left( \sum_{n=1}^{L-l} 2^{-2st_n} \theta_Q(\omega) \left| \Gamma_{t_l} * \chi_Q(x) \right|^2 \right)^{q/2} d\lambda dx \right]^{1/q}.
\]

For each \( P \in \mathcal{Q}(l) \) and \( n \geq 0 \) let \( \mathcal{V}_n(l,P) = \{ Q \in \mathcal{Q}(l+n) : Q \subset P \} \). Then the last expression is bounded below by

\[
\left( \sum_{l=M}^{L-M} \sum_{P \in \mathcal{Q}(l)} \int_P \int_\Omega \left( \sum_{n=1}^{L-l} 2^{-2st_n} \sum_{Q \in \mathcal{V}_n(l,P)} \theta_Q(\omega) \left| \Gamma_{t_l} * \chi_Q(x) \right|^2 \right)^{q/2} d\lambda dx \right]^{1/q}.
\]
For $x \in P$ and $Q \in \mathcal{V}_n(l, P)$ we have $\Gamma_{\chi} Q(x) \geq 2^{-l_n d}$ because $\Gamma(x) \geq 1$ for $|x| \leq 2^{-M}$. This yields that (5.16) is greater than

\[
\left( \sum_{l=M}^{L-M} 2^{-t_n d} \sum_{P \in \mathcal{Q}(l)} \int_{\Omega} \left( \sum_{n=1}^{L-l} 2^{-2(s+d) t_n} \sum_{Q \in \mathcal{V}_n(l, P)} \theta_\omega(\omega) \right)^{q/2} d\lambda \right)^{1/q}
\]

and, by Minkowski’s inequality with $2/q > 1$

\[
\sum_{P \in \mathcal{Q}(l)} \int_{\Omega} \left( \sum_{n=1}^{L-l} 2^{-2(s+d) t_n} \sum_{Q \in \mathcal{V}_n(l, P)} \theta_\omega(\omega) \right)^{q/2} d\lambda \geq \left( \sum_{n=1}^{L-l} 2^{-2(s+d) t_n} \left( \sum_{P \in \mathcal{Q}(l)} \int_{\Omega} \left( \sum_{Q \in \mathcal{V}_n(l, P)} \theta_\omega(\omega) \right)^{q/2} d\lambda \right) \right)^{2/q} / q/2.
\]

For $P \in \mathcal{Q}(l)$ and $R \in \mathcal{V}_n(l, P)$, let $\Omega(P, R, l, n)$ be the event that $\theta_R(\omega) = 1$, but $\theta_R'(\omega) = 0$ for $R' \in \mathcal{V}_n(l, P) \setminus \{R\}$. We observe that the probability of this event is $\lambda(\Omega(P, R, l, n)) \geq 1/L(1 - 1/L)^{2^{l_n d}}$. Therefore

\[
\int_{\Omega} \left( \sum_{Q \in \mathcal{V}_n(l, P)} \theta_\omega(\omega) \right)^{q/2} d\lambda \geq \sum_{R \in \mathcal{V}_n(l, P)} \int_{\Omega(P, R, l, n)} \left( \sum_{Q \in \mathcal{V}_n(l, P)} \theta_\omega(\omega) \right)^{q/2} d\lambda = \sum_{R \in \mathcal{V}_n(l, P)} \lambda(\Omega(P, R, l, n)) \geq 2^{l_n d} \frac{1}{L} \left( 1 - \frac{1}{L} \right)^{2^{l_n d}}
\]

since $|\mathcal{V}_n(l, P)| = 2^{l_n d}$, and this implies

\[
(5.18) \geq 2^{l_n d} \frac{1}{L} \left( \sum_{n=1}^{L-l} 2^{-2(s+d-d/q) t_n} \left( 1 - \frac{1}{L} \right)^{(2/q) 2^{l_n d}} \right)^{q/2}.
\]

Finally one obtains

\[
(5.17) \geq \left[ \frac{1}{L} \sum_{l=M}^{L-M} \left( \sum_{n=1}^{L-l} 2^{-2(s+d-d/q) t_n} \left( 1 - \frac{1}{L} \right)^{(2/q) 2^{l_n d}} \right)^{q/2} \right]^{1/q} \geq \left[ \frac{1}{L} \sum_{l=\lfloor L/2 \rfloor}^{L/2} \left( \sum_{n=1}^{\lfloor (1/10d) \log_2 L \rfloor} 2^{-2(s+d-d/q) t_n} \left( 1 - \frac{1}{L} \right)^{(2/q) L} \right)^{q/2} \right]^{1/q} \geq L^{-s+d-d/q/(2d)} \left( \log L \right)^{1/2}
\]

for sufficiently large $L > 0$, and this proves (5.15).

5.1.2. Proof of Theorem 2.7. Suppose $\mu \in \mathbb{N}$, $M > \mu$, $0 < q \leq 1$, and $s \leq d/q - d$. Let $L$ be a sufficiently large integer. For each $k \in \mathbb{N}_0$ let $\mathcal{R}^\mu(k)$ be the set of all dyadic cubes of side length $2^{-k-M}$ in $[0, 2^{-\mu}]^d$ and $\mathcal{R}^\mu := \bigcup_{k \in \mathbb{Z}} \mathcal{R}^\mu(k)$. Let $\Omega$ be a probability space with probability measure $\lambda$. Let $\{\theta_\omega\}$ be a family of independent random variables indexed by $Q \in \mathcal{R}^\mu$, each of which takes the value 1 with probability $1/L$ and the value 0 with probability $1 - 1/L$. Let $\{r_\omega\}$ be a family of Rademacher functions, defined on $[0, 1]$, indexed by $Q \in \mathcal{R}^\mu$. For $\omega \in \Omega$, $t \in [0, 1]$ define random functions

\[
h_k(\omega, t, \mu)(x) := \sum_{Q \in \mathcal{R}^\mu(k)} r_\omega(t) \theta_\omega(\omega) \chi_Q(x).
\]
and
\[ f^\omega_{L,t,\mu}(x) := \sum_{k=M}^{L} 2^{-st_k} \Lambda_k * (h^\omega_{k,t,\mu} e^{-2\pi i \langle \nu_k, \cdot \rangle})(x), \]
which is of the form (5.2), and let \( a \in S^0_{1,1} \) be defined as in (5.1). Then our claim is that
\[ (5.19) \quad \left[ \int_0^1 \int_{\Omega \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_{R} \sum_{k=\mu}^{\infty} 2^{skq} |\Pi_k f^\omega_{L,t,\mu}(x)|^q dx \right) d\lambda dt \right]^{1/q} \lesssim 1 \]
uniformly in \( L \) and for all large \( L \)
\[ (5.20) \quad \gtrsim L^{-(s+d-d/q)/2d} (\log L)^{1/2}. \]

We observe that the left hand side of (5.19) is less than a constant times
\[ \left[ \int_0^1 \int_{\Omega \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_{R} \sum_{k=\mu}^{L} (\mathcal{M}_{t_k} h^\omega_{k,t,\mu}(x))^q dx \right) d\lambda dt \right]^{1/q} \]
by the argument that led to the inequality (5.4). Then by (5.13) and \( L^q \)-boundedness of \( \mathcal{M}_r \) for \( r < q \), it is dominated by a constant times
\[ \left( \int_0^1 \int_\Omega 2^{\mu d} \sum_{k=M}^{L} \left\| \mathcal{M}_{t_k} h^\omega_{k,t,\mu} \right\|_{L^q}^q d\lambda dt \right)^{1/q} \lesssim \left( 2^{\mu d} \sum_{k=M}^{L} 2^{-tk q} 2^{M d} \sum_{Q \in \mathcal{R}^r(k)} \lambda(\{\theta_Q = 1\}) \right)^{1/q}. \]
Then (5.19) follows from \( |\mathcal{R}^r(k)| = 2^{-d/2^{t_k q + M d}} \) and \( \lambda(\{\theta_Q = 1\}) = 1/L. \)

Now we write, as in (5.3),
\[ T[a] f^\omega_{L,t,\mu}(x) = \sum_{k=M}^{L} dt_k (x) \]
where
\[ dt_k (x) := 2^{-st_k} \Lambda_k * \Lambda_k * (h^\omega_{k,t,\mu} e^{-2\pi i \langle \nu_k, \cdot \rangle})(x) e^{2\pi i \langle \nu_k, x \rangle}. \]
Then the left hand side of the inequality (5.20) is bounded below by a constant times
\[ (5.21) \quad C \left[ \int_0^1 \int_{\Omega \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_{R} \sum_{k=\mu}^{L} 2^{st_k q} |\sum_{n=k}^{L} (\phi_{k_n} + \phi_{k_n+1}) * d_{t_n} (x)|^q dx \right) d\lambda dt \right]^{1/q} \]
\[ (5.22) \quad - \left[ \int_0^1 \int_{\Omega \in \mathcal{D}_\mu} \left( \frac{1}{|R|} \int_{R} \sum_{k=\mu}^{L} 2^{st_k q} |(\phi_{k_n} + \phi_{k_n+1}) * d_{t_k} (x)|^q dx \right) d\lambda dt \right]^{1/q} \]
for some \( C > 0. \)

Clearly, (5.22) \( \lesssim 1 \) uniformly in \( L \) by the idea in (5.8) and applying the argument that led to the bound in (5.19).
Now by applying (5.9) with \( g_{t_n} = h_{n,t_n}^{\mu} \) and the method in (5.10) with Lemma 3.2 one obtains that (5.21) is greater than a constant times

\[
\left[ \int_0^1 \int_{\Omega} \sup_{R \in \mathbb{D}_n} \left( \frac{1}{|R|} \int_R \sum_{k=M}^L \left| \sum_{n=1}^{L-k} 2^{-st_n} \Gamma_{t_k} * h_{n+k}^{\omega,t_n}(x) \right|^q \, dx \right) d\lambda dt \right]^{1/q}
\]

\[
\geq \left[ 2^{Ld} \int_{[0,2^{-\mu}]^d} \int_{\Omega} \sum_{k=M}^L \left( \int_0^1 \sum_{n=1}^{L-k} \Gamma_{t_k} * \eta_Q(t) \theta_Q(x) 2^{-st_n} \Gamma_{t_k} * \chi_Q(x) \right)^q \, dx \right]^{1/q}
\]

\[
\approx \left[ 2^{Ld} \sum_{k=M}^L \sum_{P \in \mathbb{R}^\mu(k)} \int_{[0,2^{-\mu}]^d} \left( \int_{\Omega} \sum_{n=1}^{L-k} \Gamma_{t_k} * \chi_Q(x) \right)^q \, dx \right]^{1/q}.
\]

For each \( P \in \mathbb{R}^\mu(k) \) let \( \mathcal{V}_\mu^\mu(k, P) := \{ Q \in \mathbb{R}^\mu(k + n) : Q \subset P \} \). Then we see that the last expression is

\[
\geq \left[ 2^{Ld} \sum_{k=M}^L \sum_{P \in \mathbb{R}^\mu(k)} \int_{[0,2^{-\mu}]^d} \left( \int_{\Omega} \sum_{n=1}^{L-k} \Gamma_{t_k} * \chi_Q(x) \right)^q \, dx \right]^{1/q}
\]

\[
\geq \left[ 2^{Ld} \sum_{k=M}^L \sum_{P \in \mathbb{R}^\mu(k)} \int_{[0,2^{-\mu}]^d} \left( \int_{\Omega} \sum_{n=1}^{L-k} \Gamma_{t_k} * \chi_Q(x) \right)^q \, dx \right]^{1/q}
\]

\[
\geq \left[ 2^{Ld} \sum_{k=M}^L \sum_{P \in \mathbb{R}^\mu(k)} \int_{[0,2^{-\mu}]^d} \left( \int_{\Omega} \sum_{n=1}^{L-k} \Gamma_{t_k} * \chi_Q(x) \right)^q \, dx \right]^{1/q}
\]

\[
\geq \left[ 2^{Ld} \sum_{k=M}^L \sum_{P \in \mathbb{R}^\mu(k)} \int_{[0,2^{-\mu}]^d} \left( \int_{\Omega} \sum_{n=1}^{L-k} \Gamma_{t_k} * \chi_Q(x) \right)^q \, dx \right]^{1/q}
\]

\[
\geq \left[ 2^{Ld} \sum_{k=M}^L \sum_{P \in \mathbb{R}^\mu(k)} \int_{[0,2^{-\mu}]^d} \left( \int_{\Omega} \sum_{n=1}^{L-k} \Gamma_{t_k} * \chi_Q(x) \right)^q \, dx \right]^{1/q}
\]

by following the process to get (5.15). This proves (5.20).

5.2. Sharpness of \( s > d/p - d \) in \( F \)-space and \( B \)-space when \( 0 < p \leq 1 \). We will prove Theorem 2.6 (1) for \( 0 < p \leq 1 \) and \( p \leq q \leq \infty \) and Theorem 2.6 (2) for \( 0 < p \leq 1 \) and \( 0 < q \leq \infty \).

5.2.1. Proof of Theorem 2.6 (1). Suppose \( 0 < p \leq 1 \), \( p \leq q \leq \infty \), and \( s \leq d/p - d \). We will apply (5.11) and (5.12). Pick a nonnegative smooth function \( g \) supported in a ball of radius \( 2^{-M} \), centered at the origin, and define

\[
g_k(x) := 2^{kd/p} g(2^k x).
\]

Then for all \( \sigma > 0 \)

\[
\mathcal{M}_{\sigma,2^{t_n}} g_{t_n}(x) \leq 2^{dt_n/p} \frac{1}{(1 + 2^{t_n}|x|)^\sigma} \sup_{|y| \leq 2^{-M}} (1 + |y|)^\sigma |g(y)|
\]

\[
\leq 2^{dt_n/p} \frac{1}{(1 + 2^{t_n}|x|)^\sigma}.
\]
We choose $\sigma > d/p$. By (5.11) and $l^p \hookrightarrow l^q$ one has
\[
\left\| fL \right\|_{F_{p,q}^\sigma} \lesssim \left[ \int_{\mathbb{R}^d} \left( \sum_{n=M}^{L} 2^{dt_n q/p} \frac{1}{(1 + 2^{t_n} |x|^\sigma q)} \right)^{p/q} \, dx \right]^{1/p} 
\leq \left( \int_{\mathbb{R}^d} \sum_{n=M}^{L} 2^{dt_n} \frac{1}{(1 + 2^{t_n} |x|^\sigma p)} \, dx \right)^{1/p} \lesssim L^{1/p}.
\]

For the lower bound we see that
\[
\left\| (\sum_{l=M}^{L-1} \left| \sum_{n=1}^{L} 2^{-s t_n} t_j * g_{n+l} \right|^q \right\|_{L^p}^{1/q} \geq \left( \sum_{j=M}^{L-1} \left[ \left( \sum_{l=M}^{L-1} \left| \sum_{n=1}^{L} 2^{-s t_n} t_j * g_{n+l} \right| \right|^q \right]^{1/p} \right)^{1/p} \left( L^p (2^{-t_j - M - 1} \leq |x| < 2^{-t_j - M}) \right)^{1/p}
\]
\[
\geq \left( \sum_{j=M}^{L-1} \int_{2^{-t_j - M - 1} \leq |x| < 2^{-t_j - M}} \left| \sum_{n=1}^{L-j} 2^{-s t_n} t_j * g_{n+j} (x) \right|^p \, dx \right)^{1/p}.
\]

If $|y| \leq 2^{-M}$ and $|x| \leq 2^{-t_j - M}$ then $|2^{-t_j} |x - y| \leq 2^{-M+1}$ and for such $x$ and $y$ one has $\Gamma(2^{t_j} x - y) \geq 1$.

Therefore
\[
\Gamma_t * g_{n+j} (x) = 2^{dt_n/p} 2^{dt_j/p} \int_{|y| \leq 2^{-M}} \Gamma(2^{t_j} x - y) g(2^{t_n} y) \, dy
\]
\[
\geq 2^{dt_n/p} 2^{dt_j/p} 2^{-t_n d} \| g \|_{L^1}
\]
and this gives
\[
(5.25) \geq \sum_{j=M}^{L-1} \left( \sum_{n=1}^{L-j} 2^{-s t_n (s+d-d/p)} \right)^p \, dx \right)^{1/p} \geq L^{1/p} L^{-(s+d-d/p)} \log L
\]
for sufficiently large $L$.

By (5.12),
\[
\left\| T_{[a]} fL \right\|_{F_{p,q}^\sigma} \gtrsim L^{1/p} L^{-(s+d-d/p)} \log L
\]
and we are done by letting $L \to \infty$ since $s + d - d/p \leq 0$.

5.2.2. Proof of Theorem 2.6 (2). Suppose $0 < p \leq 1$ and $s \leq d/p - d$. Define $a$ and $fL$ to be as (5.1) and (5.2) with $g$ as in (5.23). Corresponding to (5.11) we have the analogous estimate
\[
\left\| fL \right\|_{B_{p,q}^\sigma} \lesssim ( \sum_{n=M}^{L} \| \mathcal{M}_{\sigma,2^{t_n}} g_{t_n} \|_{L^q} )^{1/q}
\]
for $\sigma > d/p$ and then (5.24) yields
\[
\left\| fL \right\|_{B_{p,q}^\sigma} \lesssim ( \sum_{n=M}^{L} 2^{dt_n q/p} \frac{1}{(1 + 2^{t_n} |x|^\sigma q)} \right)^{1/q} \lesssim L^{1/q}.
\]
Furthermore, similar to (5.12) one has
\[ \|T_\alpha f_L\|_{B_{p,q}^s} \geq A \left( \sum_{l=M}^{L-M} 2^{st_l q} \left\| \sum_{n=l+1}^{L} (\phi_{t_l} + \phi_{t_{l+1}}) \ast d_{tn} \right\|_{L^p}^q \right)^{1/q} \]
\[ - B \left( \sum_{l=M}^{L-M} 2^{st_l q} \left\| (\phi_{t_l} + \phi_{t_{l+1}}) \ast d_{tl} \right\|_{L^p}^q \right)^{1/q} \]
\[ =: \mathcal{I} - \mathcal{J} \]
for some \( A, B > 0 \), and using (5.8)
\[ \mathcal{J} \lesssim \left( \sum_{l=M}^{L-M} \| M_{\sigma, 2^t_l} g_{t_l} \|_{L^p}^q \right)^{1/q} \lesssim L^{1/q}. \]

To get the lower bound of \( \mathcal{I} \) we apply (5.9) and the idea in (5.10), and then it follows
\[ \mathcal{I} \gtrsim \left( \sum_{l=M}^{L-M} 2^{st_l q} \left\| \sum_{n=l+1}^{L} 2^{-st_n} (\phi_{t_l} + \phi_{t_{l+1}}) \ast g_{tn} \right\|_{L^p}^q \right)^{1/q} \]
\[ \gtrsim \left( \sum_{l=M}^{L-M} \left\| \sum_{n=1}^{L-1} 2^{-st_n} \Gamma_{t_l} \ast g_{tn+1} \right\|_{L^p}^q \right)^{1/q} \]
\[ \gtrsim \left( \sum_{l=M}^{L-M} \left\| \sum_{n=1}^{L-1} 2^{-st_n} \Gamma_{t_l} \ast g_{tn+1} \right\|_{L^p(2^{-t_l-M-1} \leq |x| < 2^{-t_l-M})}^q \right)^{1/q} \cdot \]

Now (5.20) yields that the last expression is greater than a constant times
\[ \left( \sum_{l=M}^{L-M} \left( \sum_{n=1}^{L-1} 2^{-st_n(s+d-d/p)} \right) \right)^{1/q} \gtrsim L^{1/q} L^{-(s+d-d/p)} \log L \]
for \( s + d - d/p \leq 0 \). The proof ends by letting \( L \to \infty \).

5.3. **Sharpness of \( s > 0 \) in B-space when \( 0 < q \leq 1 < p \leq \infty \)**. In this section we will prove Theorem 2.6 (2) for \( 0 < q \leq 1 < p \leq \infty \).

**The case** \( 0 < q \leq 1 < p \leq \infty \). Suppose \( s \leq 0 \). Let \( \{b_n\} \) be a sequence of real numbers, and let
\[ g_L(x) := \sum_{n=M}^{L} b_n 2^{-t_n d(1-1/p)} \phi_{tn}(x), \]
and
\[ f_L(x) := 2^{-st_L} \Lambda_{L \ast (g_L e^{-2\pi i \langle \psi_{L, \cdot} \rangle})}(x). \]

Then we observe that by Young’s inequality
\[ \|f_L\|_{B_{p,q}^s} \lesssim \| \phi_{t_L} \ast \Lambda_{L \ast (g_L e^{-2\pi i \langle \psi_{L, \cdot} \rangle})} \|_{L^p} + \| \phi_{t_{L-1}} \ast \Lambda_{L \ast (g_L e^{-2\pi i \langle \psi_{L, \cdot} \rangle})} \|_{L^p} \lesssim \| g_L \|_{L^p}. \]

When \( 1 < p < 2 \), by Littlewood-Paley theory and \( L^p \to l^2 \)
\[ \| g_L \|_{L^p} \lesssim \left\| \left( \sum_{n=M}^{L} b_n^p 2^{-t_n d(1-1/p)} \right)^{1/2} \right\|_{L^p} \]
\[ \leq \left( \sum_{n=M}^{L} b_n^p 2^{-t_n d(p-1)} \right)^{1/p} \| \phi_{t_n} \|_{L^p} \lesssim \left( \sum_{n=M}^{L} b_n^p \right)^{1/p} \approx \left( \sum_{n=M}^{L} b_n^p \right)^{1/p}. \]
(Here we may also use orthogonality for \( p = 2 \) and triangle inequality for \( p = 1 \), and then apply interpolation.) When \( 2 \leq p < \infty \), by Hausdorff-Young's inequality,

\[
\|gL\|_{L^p} \lesssim \left( \sum_{n=M}^{L} b_n 2^{-t_n d(1-1/p)} \|\hat{\phi}_{t_n}\|_{L^{p'}} \right)^{1/p'} \approx \left( \sum_{n=M}^{L} b_n^{p'} \right)^{1/p'}
\]

where \( 1/p + 1/p' = 1 \). Thus for \( 1 < p < \infty \) we have obtained

\[
(5.27) \quad \|fL\|_{B^\alpha_q} \lesssim \left( \sum_{n=M}^{L} b_n^{\tilde{p}} \right)^{1/\tilde{p}}
\]

where \( \tilde{p} = \min \left( p, \frac{p}{p-1} \right) > 1 \).

On the other hand, let \( a \in S^0_{1,1} \) be defined as \( (5.1) \). Then

\[
T_a f_L (x) = 2^{-st_L} \Lambda_{tL} \ast \Lambda_{t_k} \ast \left( g_{L, e^{-2\pi i (v_{tL})}}(x) e^{2\pi i (v_{tL}, x)} \right) = 2^{-st_L} \sum_{k=0}^{L} m_k(x)
\]

where

\[
m_0(x) := \Lambda_0 \ast \Lambda_0 \ast \left( g_{L, e^{-2\pi i (v_0)}}(x) e^{2\pi i (v_0, x)} \right),
\]

\[
m_k(x) := \Lambda_{t_k} \ast \Lambda_{t_k} \ast \left( g_{L, e^{-2\pi i (v_{t_k})}}(x) e^{2\pi i (v_{t_k}, x)} \right) - \Lambda_{t_{k-1}} \ast \Lambda_{t_{k-1}} \ast \left( g_{L, e^{-2\pi i (v_{t_{k-1}})}}(x) e^{2\pi i (v_{t_{k-1}}, x)} \right)
\]

for \( k \geq 1 \). Observe that for \( k \geq 1 \)

\[
\hat{m}_k(\xi) = \hat{g}_L(\xi) \left( \hat{\Lambda} \left( \xi / 2^k - v_0 \right) \right)^2 - \left( \hat{\Lambda} \left( \xi / 2^{k-1} - v_0 \right) \right)^2 := \hat{g}_L(\xi) \hat{\Psi}_k(\xi)
\]

and

\[
\text{Supp}(\hat{m}_k) \subset \{ 2^{-13} 2^k \leq |\xi| \leq (27/8) 2^k \}.
\]

Indeed, if \( |\xi| < 2^{-13} 2^k \) then \( 5/4 < |\xi / 2^k - v_0| < 7/4 \) and \( 5/4 < |\xi / 2^{k-1} - v_0| < 7/4 \) for which \( \hat{\Psi}_k(\xi) = 0 \). Moreover, if \( |\xi| > (27/8) 2^k \) then \( 15/8 < |\xi / 2^k - v_0| \) and \( 15/8 < |\xi / 2^{k-1} - v_0| \) which imply \( \hat{\Psi}_k(\xi) = 0 \). Therefore for \( s \leq 0 \)

\[
\|T_a f_L\|_{B^\alpha_q} = 2^{-st_L} \left( \sum_{l=0}^{\infty} 2^{2st_l q} \left( \sum_{k=0}^{L} \Pi m_k \right)_{L^p}^q \right)^{1/q} \geq 2^{-st_L} \left( \sum_{l=M}^{L-1} 2^{2st_l / q} \left( \sum_{k=0}^{L} \phi_{tl} \ast m_k \right)_{L^p}^q \right)^{1/q} \geq \left( \sum_{l=M}^{L-1} \left\| \phi_{tl} \ast (m_l + m_{l+1}) \right\|_{L^p}^q \right)^{1/q} = \left( \sum_{l=M}^{L-1} b_l^{2-t(l(1-1/p))q} \left\| \phi_{tl} \ast (\Psi_{tl} + \Psi_{tl+1}) \right\|_{L^p}^q \right)^{1/q} \approx \left( \sum_{l=M}^{L-1} b_l^q \right)^{1/q}.
\]

\[
(5.28)
\]

We are done by choosing a sequence \( \{ b_n \} \) so that \( (5.27) \lesssim 1 \) uniformly in \( L \), but \( (5.28) \) diverges as \( L \to \infty \).
The case $0 < q \leq 1 < p = \infty$ (actually, $0 < q < \infty$ and $p = \infty$). Suppose $s \leq 0$. Define a symbol $a \in S^0_{1,1}$ to be

$$a(x, \xi) := \sum_{k=10}^{\infty} \hat{\phi}_{tk}^* (\xi) e^{2\pi i (2^k \epsilon_1, x)}$$

where $\phi_{tk}^* := \phi_{tk-1} + \phi_{tk} + \phi_{tk+1}$ as before, and for sufficiently large $L > 0$ let

$$g_L(x) := 2^{-stL} e^{-2\pi i (2^L \epsilon_1, x)} \sum_{k=10}^{L-10} \phi(2^k (x - tk \epsilon_1)).$$

We observe that $\text{Supp}(\hat{g}_L) \subset \{ \xi : 2^L (1 - 1/2^{99}) \leq |\xi| \leq 2^L (1 + 1/2^{99}) \}$ and thus

$$\left\| g_L \right\|_{B^{s,q}_\infty} \lessapprox \left\| \sum_{k=10}^{L-10} \phi(2^k (x - tk \epsilon_1)) \right\|_{L^\infty} \lessapprox 1.$$

On the other hand, we see that

$$T_{[a]} g_L(x) = 2^{-stL} \sum_{k=10}^{L-10} \phi(2^k (x - tk \epsilon_1))$$

and thus

$$\left\| T_{[a]} g_L \right\|_{B^{s,q}_\infty} \approx \left( \sum_{k=10}^{L-10} \sum_{k=10}^{L-10} 2^{stLq} \left\| \phi_{tk}^* \ast (T_{[a]} g_L) \right\|_{L^\infty}^{q} \right)^{1/q} \approx 2^{-stL} \left( \sum_{k=10}^{L-10} \left\| \phi(2^k (\cdot - tk \epsilon_1)) \right\|_{L^\infty}^{q} \right)^{1/q} \approx \begin{cases} L^{1/q} & s = 0 \\ 2^{-stL} & s < 0 \end{cases}.$$

This completes the proof.
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